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Preface
Polyfold theory is a systematic and efficient approach providing a language and a
large body of results for dealing with larger classes of nonlinear elliptic equations
involving compactness (bubbling-off), smoothness (varying domains and targets)
and (geometric) transversality issues. The abstract theory, proposed in the series of
papers [36, 37, 38], generalizes differential geometry and nonlinear Fredholm theory
to a class of spaces which are much more general than (Banach) manifolds. These
spaces may have (locally) varying dimensions and are described locally by retracts
on scale Banach spaces, replacing the open sets of Banach spaces in the familiar
local description of manifolds. The theory also allows to equip certain kinds of
categories with smooth structures. Current applications include the study of moduli
spaces of pseudoholomorphic curves in symplectic geometry, f.e. the construction
of Symplectic Field Theory (SFT), see [43, 32, 14, 15].
The theory grew out of the attempts to find an appropriate framework to develop
SFT, a general theory of symplectic invariants outlined in [11]. The SFT constructs
invariants of symplectic cobordisms by analyzing the structure of solutions of ellip-
tic partial differential equations of Cauchy-Riemann type, from Riemann surfaces
into compact symplectic manifolds. The partial differential equations are defined
on varying domains and map into varying targets. The occurring singular limits,
like bubbling off phenomena, give rise to serious compactness and transversality
problems. Yet, these phenomena are needed to derive the underlying rich algebraic
structure of SFT. Therefore they have to be ‘embraced’ and accurately accounted
for. The analytical difficulties in dealing with SFT become apparent in the series of
papers [29, 33, 34, 41] culminating in the SFT-compactness paper [4].
This book is written as a reference volume for polyfold theory and the accompa-
nying Fredholm theory. We do not give any applications, since they are developed
elsewhere. For example in [14] the theory is used to develop methods to equip spe-
cific groupoidal categories with smooth structures and to apply these ideas to con-
struct the polyfolds of SFT. Using the polyfold setup for SFT developed in [14] the
transversality from the present book is applied in [15] to construct SFT. The publica-
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tion [43] illustrates the polyfold theory by its application to Gromov-Witten theory
and makes transparent how the theory deals with the occurring issues. Another ap-
plication is given in [68] to the Weinstein conjecture. The paper [42] illustrates part
of the theory by examples relevant for applications.
A reader who understands the inner-workings of the machinery should feel com-
fortable to use more stream-lined versions, as for example developed in [14], which
exploit the full strength of the material described here. It is clear that the polyfold
theory, which grew out of the structurally very rich SFT-example, also applies to
other classes or families of nonlinear elliptic partial differential equations as well.
In Part I of this book, based on [36, 37], we develop the Fredholm theory in a class
of spaces called M-polyfolds. These spaces can be viewed as a generalization of the
notion of a manifold (finite or infinite dimensional). In Part II M-polyfolds, based
on [38], will be generalized to a class of spaces called ep-groupoids, which can be
viewed as the polyfold generalization of e´tale proper Lie groupoids. This general-
ization is useful in dealing with problems having local symmetries, which is needed
in more advanced applications. In Part III we develop, following [37, 38, 39, 40],
the Fredholm theory in ep-groupoids. Transversality and symmetry are antagonistic
concepts, since perturbing a problem to achieve transversality might not be possible
when we also want to preserve the symmetries. Although it seems hopeless in many
cases to achieve transversality, there is a version of transversality theory over the
rational numbers, which is based on a perturbation theory using set-valued pertur-
bations. Such an idea was introduced by Fukaya and Ono, [18], in their Kuranishi
framework for the Arnold conjectures. The use of set-valued operators in nonlinear
analysis is older, and a description can be found in [74]. It seems that the latter was
never used to develop a transversality theory in a context of symmetries. We merge
these ideas into a nice formalism which was in a very special case suggested in [7].
In some sense the transversality theory in a symmetric setting replaces locally the
equivariant problem by a symmetric weighted family of problems.
A by-product of our considerations is a Fredholm theory, generalizing what in clas-
sical terms would be a Fredholm theory on (Banach) orbifolds with boundary with
corners. In summary, Parts I-III describe a wide array of nonlinear functionalan-
alytic tools to study perturbation and transversality questions for a large class of
so-called Fredholm sections and Fredholm section functors in ep-groupoids.
The whole theory can be generalized even a step further to equip certain categories
(groupoidal categories) with smooth structures and to develop a theory of Fred-
holm functors. This is carried out in Part IV. An outline of such ideas in the case of
Gromov-Witten theory is given in [32]. Another example is the construction of SFT
which most elegantly is described within such a framework. These ideas are carried
out in [14, 15].
The series of videos [30], [1], [71], illustrate the motivation behind the polyfold
theory. We also recommend [13] for the intuitive ideas involved in the polyfold
theory.
Preface ix
Other approaches to the type of problems considered in applications were put for-
ward in [18, 19], [46, 47], [51, 52, 53, 54], [72, 73], and [59]. Particularly the care-
fully written papers by McDuff and Wehrheim are a very good introduction to the
finite-dimensional Kuranishi-type approaches. The work of Yang is concerned with
showing the relationship between the polyfold and Kuranish type approaches.
Princeton and Zu¨rich, Helmut Hofer
July 2017 Eduard Zehnder
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Part I
Basic Theory in M-Polyfolds
In Part I we introduce the notion of an sc-Banach space. It can be viewed as a Banach
space E with an additional structure provided by a compact scale of Banach spaces.
Although such gadgets are known from interpolation theory the new viewpoint in-
terprets them as some kind of smooth structure on E. Then we introduce a new
notion of differentiability and the smooth maps in this context are called sc-smooth
maps. There are many more sc-smooth maps than in the usual context of classical
differentiability, but still the maps have enough structure to recognize boundaries
with corners, unlike homeomorphisms which only recognize boundaries. Also the
chain rule holds
T (g◦ f ) = T g◦T f ,
where T g and T f are well-defined tangent maps. Of particular interest are the sc-
smooth maps r : U→U which satisfy r◦= r. They are called sc-smooth retractions.
If a subset O of the sc-Banach space E can be written as O = r(U) for some sc-
smooth retraction it turns out that the definition TO := Tr(TU) is independent of
the sc-smooth retraction onto O and defines what is called the tangent space. At
this point we can take the sc-smooth retracts O as the local models for an extended
differential geometry. One should note that sc-smooth retractions also exist in the
classical context, but their images are always submanifolds, so that taking them as
local model gives nothing new. In our context the sc-smooth retracts can be very
general. For example there exist finite-dimensional ones with local varying dimen-
sions, which however cannot be embedded smoothly into a finite-dimensional vec-
tor spaces. The new sc-smooth spaces which are build on the new local models are
studied in detail. They can be viewed as a generalization of the standard smooth
manifolds. We shall study sc-smooth subspaces and sc-smooth bundles. It is clear
that taking any classical text book on differentiable manifolds many of the concepts
can be generalized, and that in addition new concepts arise.
Since the notion of differentiability is rather weak smooth maps in general do not
satisfy an implicit function theorem. However, we are able to identify a class of
smooth maps for which it holds. These will be the so called sc-Fredholm sections.
We study these in detail, derive a perturbation and transversality theory and develop
a theory of orientation. With all these ingredients we obtain the ‘Fredholm Package’
which provides for a Sard-Smale type theory, but in the context of much more gen-
eral spaces. The notion of smoothness is so general that in applications bubbling-off
phenomena can be described within this abstract framework. The basic core ideas
go back to [36, 37], and we refer the reader to [42] and [13] for illustrations of the
ideas in concrete contexts.
Chapter 1
Sc-Calculus
The basic concept is the sc-structure on a Banach space.
1.1 Sc-Structures and Differentiability
We begin with the linear sc-theory.
Definition 1.1. A sc-structure (or scale structure) on a Banach space E consists of
a decreasing sequence (Em)m≥0 of Banach spaces,
E = E0 ⊃ E1 ⊃ E2 ⊃ . . . ,
such that the following two conditions are satisfied,
(1) The inclusion operators Em+1→ Em are compact.
(2) The intersection E∞ :=
⋂
i≥0 Ei is dense in every Em.

Sc-structures, where “sc” is short for scale, are known from linear interpolation the-
ory, see [69]. However, our interpretation is that of a smooth structure. It should
be noted that scales have been used in geometric settings before; see for example
the work by D. Ebin, [10], and H. Omori, [58]*. The latter of these is somewhat
closer to the viewpoint in our paper. However Omori does not use compact scales,
and this turns out to be a crucial condition for our applications. Without the com-
pactness assumption the maps we shall be considering do not satisfy the chain rule.
Moreover, one does not obtain the new local models (the sc-smooth retracts) for a
* The first author thanks T. Mrowka for pointing out these two references.
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generalized differential geometry in which bubbling-off and trajectory-breaking is a
smooth phenomenon.
In the following, a sc-Banach space or a sc-smooth Banach space stands for a Ba-
nach space equipped with a sc-structure. A finite-dimensional Banach space E has
precisely one sc-structure, namely the constant structure Em = E for all m≥ 0. If E
is an infinite-dimensional Banach space, the constant structure is not a sc-structure,
because it fails property (1). We shall see that the sc-structure leads to interesting
new phenomena in nonlinear analysis.
Points in E∞ are called smooth points, points in Em are called points of regularity
m. A subset A of a sc-Banach space E inherits a filtration (Am)m≥0 defined by Am =
A∩Em. It is, of course, possible that A∞ = /0. We adopt the convention that Ak stands
for the set Ak equipped with the induced filtration
(Akm)m≥0 = (Ak+m)m≥0.
The direct sum E⊕F of sc-Banach spaces is a sc-Banach space, whose sc-smooth
structure is defined by (E⊕F)m := Em⊕Fm for all m≥ 0.
Example 1.1. An example of a sc-Banach space, which is relevant in applications,
is as follows. We choose a strictly increasing sequence (δm)m≥0 of real numbers
starting with δ0 = 0. We consider the Banach spaces (in fact Hilbert spaces) E =
L2(R× S1) and Em = Hm,δm(R× S1), where the space Hm,δm(R× S1) consists of
those elements in E having weak partial derivatives up to order m which, if weighted
by eδm|s|, belong to E. Using Sobolev’s compact embedding theorem for bounded
domains and the assumption that the sequence (δm) is strictly increasing, one sees
that the sequence (Em)m≥0 defines a sc-structure on E. 
Definition 1.2. A linear operator T : E → F between sc-Banach spaces is called a
sc-operator, if T (Em)⊂ Fm and the induced operators T : Em→ Fm are continuous
for all m ≥ 0. A linear sc-isomorphism is a bijective sc-operator whose inverse is
also a sc-operator. 
A special class of linear sc-operators are sc+-operators, defined as follows.
Definition 1.3. A sc-operator S : E → F between sc-Banach spaces is called a sc+-
operator, if S(Em)⊂ Fm+1 and S : E→ F1 is a sc-operator. 
In view of Definition 1.1, the inclusion operator Fm+1 → Fm is compact, implying
that a sc+-operator S : E→ F is a sc-compact operator in the sense that S : Em→ Fm
is compact for every m ≥ 0. Hence, given a sc-operator T : E → F and a sc+-
operator S : E → F , the operator T + S can be viewed, on every level, as a per-
turbation of T by the compact operator S.
Definition 1.4. A subspace F of a sc-Banach space E is called a sc-subspace, pro-
vided F is closed and the sequence (Fm)m≥0 given by Fm = F ∩Em defines a sc-
structure on F . 
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A sc-subspace F of the sc-Banach space E has a sc-complement provided there
exists an algebraic complement G of F so that Gm = Em∩G defines an sc-structure
on G, such that on every level m we have a topological direct sum
Em = Fm⊕Gm.
Such a splitting E = F⊕G is called a sc-splitting.
The following result from [36], Proposition 2.7, will be used frequently.
Proposition 1.1. Let E be a sc-Banach space. A finite-dimensional subspace F of
E is a sc-subspace if and only if F belongs to E∞. A finite-dimensional sc-subspace
always has a sc-complement.
Proof. If F ⊂ E∞, then Fm := F ∩Em = F and F is equipped with the constant sc-
structure, so that F is a sc-subspace of E. Conversely, if F is a sc-subspace, then,
by definition, F∞ :=
⋂
m≥0 Fm = F ∩E∞ is dense in F . Consequently, F = F∞ ⊂ E∞,
since F and F∞ are finite dimensional.
Next, let e1, . . . ,ek be a basis for a finite-dimensional sc-subspace F . In view of
the above discussion, ei ∈ E∞. By the Hahn-Banach theorem, the dual basis can be
extended to linear functionals λ1, . . . ,λk, which are continuous on E and hence on
Em for every m. The map P : E→ E, defined by P(x) =∑1≤i≤k λi(x)ei, has its image
in F ⊂ E∞. It induces a continuous map from Em to Em, and since P◦P = P, it is a
sc-projection. Introduce the closed subspace G := (1−P)(E) and let Gm = G∩Em.
Then E = F⊕G and Gm+1 ⊂Gm. The set G∞ :=⋂m≥0 Gm =G∩E∞ is also dense in
Gm. Indeed, if g ∈ Gm, we find a sequence fn ∈ E∞, such that fn→ g in Em. Setting
gn := (1−P)( fn) ∈ G∞ we have gn → (1−P)(g) = g, as claimed. Consequently,
(Gm)m≥0 defines a sc-structure on G and the proof of the proposition is complete.

Next we describe the quotient construction in the sc-framework.
Proposition 1.2. Assume that E is a sc-Banach space and A ⊂ E a sc-subspace.
Then E/A equipped with the filtration Em/Am is a sc-Banach space. Note that
Em/Am = {(x+A)∩Em |x ∈ E}.
Proof. By definition of a sc-subspace, the filtration on A is given by Am = A∩Em
and Am ⊂ Em is a closed subspace. Hence
Em/Am = Em/(A∩Em) = {(x+A)∩Em |x ∈ Em}.
We identify an element x+Am in Em/Am with the element x+A of E/A, so that
algebraically we can view Em/Am ⊂ E/A. The inclusion Em+1 → Em is compact,
implying that the quotient map Em+1 → Em/Am is compact. We claim that the in-
clusion map Em+1/Am+1 → Em/Am is compact. In order to show this, we take a
sequence (xk +Am+1)⊂ Em+1/Am+1 satisfying
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‖xk +Am+1‖m+1 := inf{|x+a|m+1| |a ∈ Am+1} ≤ 1,
and choose a sequence (ak) in Am+1 such that |xk + ak|m+1 ≤ 2. We may assume,
after taking a subsequence, that xk +ak→ x ∈ Em. The image of the sequence (xk +
Am+1) under the inclusion Em+1/Am+1 → Em/Am is the sequence (xk + ak +Am).
Then
‖(xk +ak +Am)− (x+Am)‖m
= ‖(xk +ak− x)+Am‖m
= inf{|xk +ak− x)+a|m |a ∈ Am}
≤ |xk +ak− x|m→ 0,
showing that the inclusion Em+1/Am+1 → Em/Am is compact. Finally let us show
that
⋂
j≥0(E j/A j) is dense in every Em/Am. Let us first note that (E/A)∞ :=⋂
j≥0(E j/A j) consists of all elements of the form x+A∞ with x ∈ E∞. Since E∞
is dense in Em, the image under the continuous quotient map Em→ Em/Am is dense.
This completes the proof of Proposition 1.2 
A distinguished class of sc-operators is the class of sc-Fredholm operators.
Definition 1.5. A sc-operator T : E → F between sc-Banach spaces is called sc-
Fredholm, provided there exist sc-splittings E = K⊕X and F =C⊕Y , having the
following properties.
(1) K is the kernel of T and is finite-dimensional.
(2) C is finite-dimensional and Y is the image of T .
(3) T : X → Y is a sc-isomorphism.

In view of Proposition 1.1 the definition implies that the kernel K consists of smooth
points and T (Xm) = Ym for all m ≥ 0. In particular, we have the topological direct
sums
Em = K⊕Xm and F =C⊕T (Em).
The index of a sc-Fredholm operator T , denoted by ind(T ), is as usual defined by
ind(T ) = dim(K)−dim(C).
Sc-Fredholm operators have the following regularizing property.
Proposition 1.3. A sc-Fredholm operator T : E → F is regularizing, i.e. if e ∈ E
satisfies T (e) ∈ Fm, then e ∈ Em.
Proof. By assumption, T (e) ∈ Fm =C⊕T (Xm), so that T (e) = T (x)+ c for some
x∈ Xm and c∈C. Then T (e−x) = c and e−x∈ E0. Since T (E0)⊕C = F0 it follows
that c = 0 and e− x ∈ K ⊂ E∞, implying that x and e are on the same level m. 
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The following stability result will be crucial later on. The proof, reproduced in Ap-
pendix 1.4.1, is taken from [36], Proposition 2.1.
Proposition 1.4 (Compact Perturbation). Let E and F be sc-Banach spaces. If
T : E → F is a sc-Fredholm operator and S : E → F a sc+-operator, then T + S is
also a sc-Fredholm operator. 
The next concept will be crucial later on for the definition of boundaries.
Definition 1.6. A partial quadrant in a sc-Banach space E is a closed convex sub-
set C of E, such that there exists a sc-isomorphism T : E → Rn ⊕W satisfying
T (C) = [0,∞)n⊕W . 
We now consider tuples (U,C,E), in which U is a relatively open subset of the
partial quadrant C in the sc-Banach space E.
Definition 1.7. If (U,C,E) and (U ′,C′,E ′) are two such tuples, then a map f : U→
U ′ is called sc0 (or of class sc0, or sc-continuous), provided f (Um) ⊂ Vm and the
induced maps f : Um→Vm are continuous for all m≥ 0. 
Definition 1.8. The tangent T (U,C,E) of the tuple (U,C,E) is defined as the tuple
T (U,C,E) = (TU,TC,T E)
where
TU =U1⊕E, TC =C1⊕E, and T E = E1⊕E.

Note that T (U,C,E) is a tuple consisting again of a relatively open subset TU in the
partial quadrant TC in the sc-Banach space T E.
Sc-differentiability is a new notion of differentiability in sc-Banach spaces, which
is considerably weaker than the familiar notion of Fre´chet differentiability. The new
notion of differentiability is the following.
Definition 1.9. We consider two tuples (U,C,E) and (U ′,C′,E ′) and a map f : U→
U ′. The map f is called sc1 (or of class sc1) provided the following conditions are
satisfied.
(1) The map f is sc0.
(2) For every x ∈U1 there exists a bounded linear operator D f (x) : E0 → F0 such
that for h ∈ E1 satisfying x+h ∈U1,
lim
|h|1→0
| f (x+h)− f (x)−D f (x)h|0
|h|1 = 0.
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(3) The map T f : TU → TU ′, defined by
T f (x,h) = ( f (x),D f (x)h), x ∈U1 and h ∈ E,
is a sc0-map. The map T f : TU → TU ′ is called the tangent map of f .

Remark 1.1. In general, the map U1→L (E0,F0), defined by x→D f (x), will not(!)
be continuous, if the space of bounded linear operators is equipped with the operator
norm. However, if we equip it with the compact open topology it will be continuous.
The sc1-maps between finite dimensional Banach spaces are the familiar C1-maps.

Proceeding inductively, we define what it means for the map f to be sck or sc∞.
Namely, a sc0–map f is said to be a sc2–map, if it is sc1 and if its tangent map
T f : TU → TV is sc1. By Definition 1.9 and Definition 1.8, the tangent map of T f ,
T 2 f : = T (T f ) : T 2(U) = T (TU)→ T 2(V ) = T (TV ),
is of class sc0. If the tangent map T 2 f is sc1, then f is said to be sc3, and so on. The
map f is sc∞ or sc-smooth, if it is sck for all k ≥ 0.
Remark 1.2. The above consideration can be generalized. Instead of taking a par-
tial quadrant C one might take a closed convex partial cone P with nonempty inte-
rior. This means P ⊂ E is a closed subset, so that for a real number λ ≥ 0 it holds
λ ·P ⊂ P. Moreover P is convex and has a nonempty interior. If then U is an open
subset of P we can define the notion of being sc1 as in the previous definition. The
tangent map T f is then defined on T P = P1⊕E. We note that T P is a closed cone
with nonempty interior. In this context one should be able to deal with sc-Fedholm
problems, on M-polyfolds with ‘polytopal’ boundaries and even more general situ-
ations. Many of the results in this book can be carried over to this generality as well,
but one should check carefully which arguments carry over. 
Remark 1.3. Let us mention that there is, of course, also a stronger notion of differ-
entiability which resembles the classical notion. Namely consider f : U→U ′, where
(U,C,E) and (U ′,C′,D′) are as in Definition 1.9. We say that f is ssc1 provided id
is sc0 and for every m the map f : Um→U ′m is C1, i.e. once continuously differen-
tiable. Similarly we can define being of class ssck and ssc∞. The theory associated
to this notion of differentiability runs completely parallel to the study of classically
smooth maps between Banach spaces and there are no surprises. This theory is, of
course, useful in applications as well. To work out the sc-results presented later on
in the ssc-framework is left to the reader. Note that ssc stands for strong sc. 
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1.2 Properties of Sc-Differentiability
In this section we shall discuss the relationship between the classical smoothness in
the Fre´chet sense and the sc-smoothness. The proofs of the following results can be
found in [42].
Proposition 1.5 (Proposition 2.1, [42]). Let U be a relatively open subset of a
partial quadrant in a sc-Banach space E and let F be another sc-Banach space.
Then a sc0-map f : U→ F is of class sc1 if and only if the following conditions hold
true.
(1) For every m ≥ 1, the induced map f : Um → Fm−1 is of class C1. In particular,
the derivative
d f : Um→L (Em,Fm−1), x 7→ d f (x)
is a continuous map.
(2) For every m ≥ 1 and every x ∈Um, the bounded linear operator d f (x) : Em →
Fm−1 has an extension to a bounded linear operator D f (x) : Em−1 → Fm−1. In
addition, the map
Um⊕Em−1→ Fm−1, (x,h) 7→ D f (x)h
is continuous.

In particular, if x ∈U∞ is a smooth point in U and f : U → F is a sc1-map, then the
linearization
D f (x) : E→ F
is a sc-operator.
A consequence of Proposition 1.5 is the following result about lifting the indices.
Proposition 1.6 (Proposition 2.2, [42]). Let U and V be relatively open subsets of
partial quadrants in sc-Banach spaces, and let f : U→V be sck. Then f : U1→V 1
is also sck. 
Proposition 1.7 (Proposition 2.3, [42]). Let U and V be relatively open subsets of
partial quadrants in sc-Banach spaces. If f : U → V is sck, then for every m ≥ 0,
the map f : Um+k → Vm is of class Ck. Moreover, f : Um+l → Vm is of class Cl for
every 0≤ l ≤ k. 
The next result is very useful in proving that a given map between sc-Banach spaces
is sc-smooth.
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Proposition 1.8 (Proposition 2.4, [42]). Let U be a relatively open subset of a par-
tial quadrant in a sc-Banach space E and let F be another sc-Banach space. Assume
that for every m≥ 0 and 0≤ l ≤ k, the map f : U →V induces a map
f : Um+l → Fm,
which is of class Cl+1. Then f is sck+1. 
In the case that the target space F = RN , Proposition 1.8 takes the following form.
Corollary 1.1 (Corollary 2.5, [42]). Let U be a relatively open subset of a partial
quadrant in a sc-Banach space and f : U → RN . If for some k and all 0≤ l ≤ k the
map f : Ul → RN belongs to Cl+1, then f is sck+1. 
1.3 The Chain Rule and Boundary Recognition
The cornerstone of the sc-calculus, the chain rule, holds true.
Theorem 1.1 (Chain Rule). Let U ⊂C ⊂ E and V ⊂ D ⊂ F and W ⊂ Q ⊂ G be
relatively open subsets of partial quadrants in sc-Banach spaces and let f : U →V
and g : V →W be sc1-maps. Then the composition g◦ f : U →W is also sc1 and
T (g◦ f ) = (T g)◦ (T f ).

The result is proved in [36] as Theorem 2.16 for open sets U , V and W . We give the
adaptation to the somewhat more general setting here. The proof, which is given in
Appendix 1.4.2, is very close to the one in [36] and does not require any new ideas.
Remark 1.4. The result is somewhat surprising, since differentiability is only guar-
anteed under the loss of one level U1→ F0, so that one might expect for a compo-
sition a loss of two levels. However, one is saved by the compactness of the embed-
dings Em+1→ Em. 
The next basic result concerns the boundary recognition. Let C be a partial quadrant
in the sc-Banach space E. We choose a linear sc-isomorphism T : E → Rk ⊕W
satisfying T (C) = [0,∞)k⊕W . If x ∈C, then
T (x) = (a1, . . . ,ak,w) ∈ [0,∞)k⊕W,
and we define the integer dC(x) by
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dC(x) : = #{i ∈ {1, . . . ,k}|ai = 0}.
Definition 1.10. The map dC : C→ N is called the degeneracy index. 
Points x ∈ C satisfying dC(x) = 0 are interior points of C, the points satisfying
dC(x) = 1 are honest boundary points, and the points with dC(x) ≥ 2 are corner
points. The size of the index gives the complexity of the corner.
It is not difficult to see that this definition is independent of the choice of a sc-linear
isomorphism T .
Lemma 1.1. The map dC does not depend on the choice of a linear sc-isomorphism
T . 
The proof is given in Appendix 1.4.3.
Theorem 1.2. Given the tuples (U,C,E) and (U ′,C′,E ′) and a germ f : (U,x)→
(U ′,x′) of a local sc-diffeomorphism satisfying x′ = f (x), then
dC(x) = dC′( f (x)).

The proof of a more general result is given in [36], Theorem 1.19. We note that
sc-smooth diffeomorphisms recognize boundary points and corners, whereas home-
omorphisms recognize only boundaries, but no corners.
1.4 Appendix
1.4.1 Proof of the sc-Fredholm Stability Result
Proof (Proposition 1.4). Since S : Em→ Fm is compact for every level, the operator
T + S : Em → Fm is Fredholm for every m. Denoting by Km the kernel of this op-
erator, we claim that Km = Km+1 for every m ≥ 0. Clearly, Km+1 ⊆ Km. If x ∈ Km,
then T x = −Sx ∈ Fm+1 and hence, by Proposition 1.3, x ∈ Em+1. Thus x ∈ Km+1,
implying Km ⊆ Km+1, so that Km = Km+1. Set K = K0. By Proposition 1.1, K splits
the sc-space E, since it is a finite dimensional subset of E∞. Therefore, we have the
sc-splitting E = K⊕X for a suitable sc-subspace X of E.
Next define Y = (T + S)(E) = (T + S)(X) and Ym : = Y ∩ Fm for m ≥ 0. Since
T +S : E→ F is Fredholm, its image Y is closed. We claim, that the set Y∞, defined
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by Y∞ :=
⋂
m≥0 Ym = Y ∩ F∞, is dense in Ym for every m ≥ 0. Indeed, if y ∈ Ym,
then y = (T +S)(e) for some e ∈ E. Since by Proposition 1.3, T is regularizing, we
conclude that e ∈ Em. Since E∞ is dense in Em, there exists a sequence (en) ⊂ E∞
such that en → e in Em. Then, setting yn := (T + S)(en) ∈ Y∞, we conclude that
yn → (T + S)(e) = y, which shows that Y∞ is dense in Ym. Finally, we consider
the projection map p : F → F/Y . Since p is a continuous surjection onto a finite-
dimensional space and F∞ is dense in F , it follows that p(F∞) = F/Y . Hence, we
can choose a basis in F/Y whose representatives belong to F∞. Denoting by C the
span of these representatives, we obtain Fm = Ym⊕C. Consequently, we have a sc-
splitting F = Y ⊕C and the proof of Proposition 1.4 is complete. 
1.4.2 Proof of the Chain Rule
Proof (Theorem 1.1). The maps f : U1→ F and g : V1→ G are of class C1 in view
of Proposition 1.7. Moreover, Dg( f (x)) ◦D f (x) ∈L (E,G), if x ∈U1. Fix x ∈U1
and h ∈ E1 sufficiently small satisfying x+ h ∈U1 and f (x+ h) ∈ V1. Then, using
the postulated properties of f and g,
g( f (x+h))−g( f (x))−Dg( f (x))◦D f (x)h
=
∫ 1
0
Dg(t f (x+h)+(1− t) f (x)) [ f (x+h)− f (x)−D f (x)h]dt
+
∫ 1
0
(
[Dg(t f (x+h)+(1− t) f (x))−Dg( f (x))]◦D f (x)h)dt.
The first integral after dividing by |h|1 takes the form∫ 1
0
Dg(t f (x+h)+(1− t) f (x)) f (x+h)− f (x)−D f (x)h|h|1 dt. (1.1)
For h ∈ E1 such that x+ h ∈ U1 and |h|1 is small, we have that t f (x+ h) + (1−
t) f (x) ∈V1. Moreover, the maps [0,1]→ F1 defined by t 7→ t f (x+h)+(1− t) f (x)
are continuous and converge in C0([0,1],F1) to the constant map t 7→ f (x) as |h|1→
0. Since f is of class sc1, the quotient
a(h) : =
f (x+h)− f (x)−D f (x)h
|h|1
converges to 0 in F0 as |h|1 → 0. Therefore, by the continuity assumption (3) in
Definition 1.9, the map
(t,h) 7→ Dg(t f (x+h)+(1− t) f (x))[a(h)],
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as a map from [0,1]×E1 into G0, converges to 0 as |h|1→ 0 uniformly in t. Conse-
quently, the expression in (1.1) converges to 0 in G0 as |h|1→ 0, if x+h ∈U1. Next
we consider the integral∫ 1
0
[
Dg(t f (x+h)+(1− t) f (x))−Dg( f (x))]◦D f (x) h|h|1 dt. (1.2)
By Definition 1.1, the inclusion operator E1 → E0 is compact, so that the set of
all h|h|1 ∈ E1 has a compact closure in E0. Therefore, since D f (x) ∈L (E0,F0) is a
continuous map by Definition 1.9, the closure of the set of all
D f (x)
h
|h|1
is compact in F0. Consequently, again by Definition 1.9, every sequence (hn)⊂ E1,
satisfying x+hn ∈U1 and |hn|1→ 0, possesses a subsequence having the property
that the integrand of the integral in (1.2) converges to 0 in G0 uniformly in t. Hence,
the integral (1.2) also converges to 0 in G0, as |h|1 → 0 and x+ h ∈U1. We have
proved that
|g( f (x+h))−g( f (x))−Dg( f (x))◦D f (x)h|0
|h|1 → 0
as |h|1→ 0 and x+h ∈U1. Consequently, condition (2) of Definition 1.9 is satisfied
for the composition g◦ f with the linear operator
D(g◦ f )(x) = Dg( f (x))◦D f (x) ∈L (E0,G0),
where x ∈U1. We conclude that the tangent map T (g◦ f ) : TU → T G,
(x,h) 7→ ( g◦ f (x),D(g◦ f )(x)h )
is sc-continuous and, moreover, T (g ◦ f ) = T g ◦T f . The proof of Theorem 1.1 is
complete. 
1.4.3 Proof Lemma 1.1
Proof (Lemma 1.1). We take a second sc-isomorphism T ′ : E→Rk′⊕W ′, satisfying
T ′(C) = [0,∞)k′ ⊕W ′ and first show that k = k′. We consider the composition S =
T ′◦T−1 : Rk⊕W→Rk′⊕W ′, where S is a sc-isomorphism, mapping [0,∞)k⊕W→
[0,∞)k′ ⊕W ′. We claim that S({0}k⊕W ) = {0}k′ ⊕W ′. Indeed, suppose S(0,w) =
(a,w′) for some (a,w′) ∈ [0,∞)k′ ⊕W ′. Then, we conclude
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S(0, tw) = tS(0,w) = t(a,w′) = (ta, tw′) ∈ [0,∞)k′ ⊕W ′
for all t ∈ R. Consequently, a = 0. Hence, S({0}k ⊕W ) ⊂ {0}k′ ⊕W ′ and since
S is an isomorphim, we obtain equality of these sets. The set {0}k ⊕W ≡W has
codimension k in Rk⊕W , and since S is an isomorphism we have
S(Rk⊕W ) = S(Rk⊕{0})⊕S({0}k⊕W ) = S(Rk⊕{0})⊕ ({0}k′ ⊕W ′),
so that the codimension of {0}k′ ⊕W ′ in Rk′ ⊕W ′ is equal to k. On the other hand,
this codimension is equal to k′. Hence k′ = k, as claimed. To prove our result, it now
suffices to show that if x = (a,w) ∈ [0,∞)k⊕W and y = S(x) = (a′,w′), then
#I(x) = #I′(y) (1.3)
where I(x) is the set of indices 1 ≤ i ≤ k for which xi = 0. The set I′(y) is defined
similarly. With I(x) we associate the subspace Ex of Rk⊕W ,
Ex = {(b,v) ∈ Rk⊕W |bi = 0 for all i ∈ I(x)}.
The set E ′y is defined analogously. Observe that #I(x) is equal to the codimension
of Ex in Rk ⊕W . In order to prove (1.3), it is enough to show that S(Ex) ⊂ E ′y.
If this is the case, then, since S is an isomorphism, we obtain S(Ex) = E ′y, which
shows that the codimensions of Ex and E ′y in Rk ⊕W and Rk
′ ⊕W ′, respectively,
are the same. Now, to see that S(Ex) ⊂ E ′y, we take u = (b,v) ∈ Ex and note that
x+ tu ∈ [0,∞)⊕W for |t| small. Then, S(x+ tu) = S(x) + tS(u) = y+ tS(u). If
i ∈ I′(y), then (S(x+ tu))i = yi + t(S(u))i = t(S(u))i ∈ [0,∞)k⊕W ′, which is only
possible if (S(u))i = 0. Hence, S(Ex)⊂ E ′y and the proof is complete. 
Chapter 2
Retracts
The crucial concept of this book is that of a sc-smooth retraction, which we are
going to introduce next.
2.1 Retractions and Retracts
In this subsection we introduce several basic concepts.
Definition 2.1. We consider a tuple (U,C,E) in which U is a relatively open subset
of the partial quadrant C in the sc-Banach space E. A sc-smooth map r : U →U is
called a sc-smooth retraction on U , if
r ◦ r = r.

As a side remark, we observe that if U is an open subset of a Banach space E and
r : U →U is a C∞-map (in the classical sense) satisfying r ◦ r = r, then the image
of r is a smooth submanifold of the Banach space E, as the following proposition
shows.
Proposition 2.1. Let r : U →U be a C∞-retraction defined on an open subset U of
a Banach space E. Then O := r(U) is a C∞-submanifold of E. More precisely, for
every point x ∈ O, there exist an open neighborhood V of x and an open neighbor-
hood W of 0 in E, a splitting E = R⊕N, and a smooth diffeomorphism ψ : V →W
satisfying ψ(0) = x and
ψ(O∩V ) = R∩W.

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An elegant proof is due to Henri Cartan in [6]*.
In sharp contrast to the conclusion of this proposition from classical differential
geometry, there are sc∞-retractions which have, for example, locally varying finite
dimensions, as we shall see later on.
Definition 2.2. A tuple (O,C,E) is called a sc-smooth retract, if there exists a rela-
tively open subset U of the partial quadrant C and a sc-smooth retraction r : U →U
satisfying
r(U) = O.

In case x∈U1 we deduce from r◦r = r by the chain rule, Dr(r(x))◦Dr(x) =Dr(x).
Hence if x ∈ O1, then r(x) = x so that Dr(x)◦Dr(x) = Dr(x) and Dr(x) : E → E is
a projection.
Proposition 2.2. Let (O,C,E) be a sc-smooth retract and assume that r : U → U
and r′ : U ′→U ′ are two sc-smooth retractions defined on relatively open subsets U
and U ′ of C and satisfying r(U) = r′(U ′) = O. Then
Tr(TU) = Tr′(TU ′).
Proof. If y ∈U , then there exists y′ ∈U ′, so that r(y) = r′(y′). Consequently, r′ ◦
r(y) = r′ ◦ r′(y′) = r′(y′) = r(y), and hence r′ ◦ r = r. Similarly, one sees that r ◦
r′ = r′. If (x,h) ∈ Tr(TU), then (x,h) = Tr(y,k) for a pair (y,k) ∈ TU . Moreover,
x ∈ O1 ⊂U ′1, so that (x,h) ∈ TU ′. From r′ ◦ r = r it follows, using the chain rule,
that
Tr′(x,h) = Tr′ ◦Tr(y,k) = T (r′ ◦ r)(y,k) = Tr(y,k) = (x,h),
implying Tr(TU)⊂ Tr′(TU ′). Similarly, one shows that Tr′(TU ′)⊂ Tr(TU), and
the proof of the proposition is complete. 
Proposition 2.2 allows us to define the tangent of a sc-smooth retract (O,C,E) as
follows.
Definition 2.3. The tangent of the sc-smooth retract (O,C,E) is defined as the
triple
T (O,C,E) = (TO,TC,T E),
in which TC =C1⊕E is the tangent of the partial quadrant C, T E = E1⊕E, and
TO := Tr(TU), where r : U →U is any sc-smooth retraction onto O. 
We recall that, explicitly,
* The first author would like to thank E. Ghys for pointing out this reference during his visit at IAS
in 2012. It seems that this is H. Cartan’s last mathematical paper.
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TO = Tr(TU) = Tr(U1⊕E) = {(r(x),Dr(x)h) |x ∈U1,h ∈ E}.
Starting with a relatively open subset U of a partial quadrant C in E, the tangent TC
of C is a partial quadrant in T E, and TU is a relatively open subset of TC.
In the following we shall quite often just write O instead of (O,C,E) and TO instead
of (TO,TC,T E). However, we would like to point out that the “reference” (C,E)
is important, since it is possible that O is a sc-smooth retract with respect to some
nontrivial C, but would not be a sc-smooth retract for C = E.
Proposition 2.3. Let (O,C,E) and (O′,C′,E ′) be sc-smooth retracts and let f : O→
O′ be a map. If r : U →U and s : V → V are sc-smooth retractions onto O for the
triple (O,C,E), then the following holds.
(1) If f ◦ r : U → E ′ is sc-smooth, then f ◦ s : V → E ′ is sc-smooth, and vice versa.
(2) If f ◦ r is sc-smooth, then T ( f ◦ r)|TO = T ( f ◦ s)|TO.
(3) The tangent map T ( f ◦ r)|TO maps TO into TO′.
Proof. We assume that f ◦ r : U → E ′ is sc∞. Since s : V →U ∩V is sc∞, the chain
rule implies that the composition f ◦r◦s : V →F is sc∞. Using the identity f ◦r◦s=
f ◦ s, we conclude that f ◦ s is sc∞. Interchanging the role of r and s, the first part
of the lemma is proved. If (x,h) ∈ TO, then (x,h) = T s(x,h) and using the identity
f ◦ r ◦ s = f ◦ s and the chain rule, we conclude
T ( f ◦ r)(x,h) = T ( f ◦ r)(T s)(x,h) = T ( f ◦ r ◦ s)(x,h) = T ( f ◦ s)(x,h)
Now we take any sc–smooth retraction ρ : U ′ → U ′ defined on a relatively open
subset U of the partial quadrant C′ in E ′ satisfying ρ(U ′) = O′. Then ρ ◦ f = f so
that ρ ◦ f ◦ r = f ◦ r. Application of the chain rule yields the identity
T ( f ◦ r)(x,h) = T (ρ ◦ f ◦ r)(x,h) = Tρ ◦T ( f ◦ r)(x,h)
for all (x,h) ∈ Tr(TU). Consequently, T ( f ◦ r)|Tr(TU) : TO→ TO′ and this map
is independent of the choice of a sc-smooth retraction onto O. 
In view of Proposition 2.3, we can define the sc-smoothness of a map between sc-
smooth retracts, as well as its tangent as follows.
Definition 2.4. Let f : O→ O′ be a map between sc-smooth retracts (O,C,E) and
(O′,C′,E ′), and let r : U→U be a sc-smooth retraction for (O,C,E). Then the map
f is sc-smooth, if the composition
U → E ′, x 7→ f ◦ r(x)
is sc-smooth. In this case the tangent map T f : TO→ TO′ is defined by
T f : = T ( f ◦ r)|TO.
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
Proposition 2.3 shows that the definition does not depend on the choice of the sc-
smooth retraction r, as long as it retracts onto O. With Definition 2.4, the chain rule
for sc-smooth maps between sc-smooth retracts follows from Theorem 1.1.
Theorem 2.1. Let (O,C,E), (O′,C′,E ′) and (O′′,C′,E ′′) be two sc-smooth retracts
and let f : O→O′ and g : O′→O′′ be sc-smooth. Then g◦ f : O→O′′ is sc-smooth
and T (g◦ f ) = (T g)◦ (T f ). 
If f : O→ O′ is a sc-smooth map between sc-smooth retracts as in Definition 2.4,
we abbreviate the linearization of f at the point o ∈ O1 = r(U1) (on level 1) by
T f (o) = T ( f ◦ r)(o)|ToO,
so that
T f (o) : ToO→ Tf (o)O′
is a continuous linear map between the tangent spaces ToO=Dr(o)E and Tf (o)O′ =
Dr′( f (o))E ′.
At this point, we have defined a new category R whose objects are sc-smooth
retracts (O,C,E) and whose morphisms are sc-smooth maps
f : (O,C,E)→ (O′,C′,E ′)
between sc-smooth retracts. The map f is only defined between O and O′, but the
other data (O,C,E) are needed to define the differential geometric properties of O.
We also have a well-defined functor, namely the tangent functor
T : R→R.
It maps the object (O,C,E) into its tangent (TO,TC,T E) and the morphism
f : (O,C,E)→ (O′,C′,E ′) into its tangent map T f ,
T f : (TO,TC,T E)→ (TO′,TC′,T E ′)
T f (x,h) = ( f (x),D f (x)h) for all (x,h) ∈ TO.
The chain rule guarantees the functorial property
T (g◦ f ) = (T g)◦ (T f ).
Clearly, this is enough to build a differential geometry whose local models are sc-
smooth retracts. The details will be carried out in the next subsection. Let us note
that T (O,C,E) has evidently more structure than (O,C,E), for example TO→ O1
seems to have some kind of bundle structure. We shall discuss this briefly and intro-
duce another category of retracts.
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Consider a tuple (U,C,E), where U is a relatively open subset of the partial quadrant
C in the sc-Banach space E, and let F be another sc-Banach space.
Definition 2.5. Let p : U ⊕F →U be a trivial sc-bundle defined by the projection
p : U⊕F →U onto U , and let R : U⊕F →U⊕F be a sc-smooth map of the form
R(u,v) = (r(u),ρ(u,v)), satisfying R ◦R = R, and where ρ(u,v) is linear in v. We
call R a sc-smooth bundle retraction (covering the sc-smooth retraction r) and
B = R(U ⊕F) the associated sc-smooth bundle retract, and denote by p : B→ O
the induced projection onto O = r(U). We shall refer to p : B→ O as a sc-smooth
bundle model or sc-smooth bundle retract and sometimes write (B,C⊕F,E⊕F).

Given two sc-smooth bundle retracts p : B→ O and p′ : B′→ O′, a sc-smooth map
Φ : B→ B′ of the form Φ(u,v) = (a(u),φ(u,v)), where φ(u,v) is linear in v and
p′ ◦Φ = p is called a sc-smooth (local) bundle map.
By BR we denote the category whose objects are sc-smooth bundle retracts and
whose morphisms are the sc-smooth bundle maps. There is a natural forgetful func-
tor BR →R, which on objects associates with the bundle B p−→ O, the total space
B and which views a bundle map Φ just as a sc-smooth map.
If r : U → U is a sc-smooth retraction, then its tangent map Tr : TU → TU is a
sc-smooth bundle retraction. Moreover, the tangent map is a sc-smooth bundle map.
Consequently, the tangent functor can be viewed as the functor
T : R→BR.
The functor T associates with the object (O,C,E) the triple (TO,TC,T E), in which
we view T E as the bundle T E → E1, TC as the bundle TC→ C1, and TO as the
bundle TO→ O1. With a sc-smooth map f : (O,C,E)→ (O′,C′,E ′), the functor T
associates the sc-smooth bundle map T f .
There is another class of retractions, called strong bundle retractions, which will be
introduced in the later parts of Section 2.2.
Remark 2.1. Many of the aspects of the theory developed later on can be generalized
as follows. We take as local models (O,C,E), where C is a closed convex set in
the sc-Banach space E with nonempty interior, and O ⊂ C, so that there exists a
relatively open subset U ⊂C with O⊂U ⊂C and an sc-smooth map r : U→U with
r ◦ r = r and O = r(U). The fact that the interior of C is open allows the necessary
generalization of the notion of sc-differentiability. A particular case, which is of
interest, is concerned with a situation described up to sc-isomorphism as follows.
We assume that E = Rn⊕W and C = D⊕W , where D is the closed convex hull of
a finite number of points in Rn, so that int(D) 6= /0. We leave such generalizations to
the reader. 
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2.2 M-Polyfolds and Sub-M-Polyfolds
We start with the following observation about sc-retractions and sc-retracts.
Proposition 2.4. Let (O,C,E) be a sc-smooth retract.
(1) If O′ is an open subset of O, then (O′,C,E) is a sc-smooth retract.
(2) Let V be an open subset of O and s : V →V a sc-smooth map, satisfying s◦s= s.
If O′ = s(V ), then (O′,C,E) is a sc-smooth retract.
Proof. (1) By assumption, there exists a sc-smooth retraction r : U →U defined on
a relatively open subset U of the partial quadrant C ⊂ E, whose image is O = r(U).
Since the map r : U →U is continuous, the set U ′ := r−1(O′) is an open subset of
U and, therefore, a relatively open subset of C. Clearly, O′ ⊂U ′ and the restriction
r′= r|U ′ defines a sc-smooth retraction r′ : U ′→U ′ onto r′(U ′)=O′. Consequently,
the triple (O′,C,E) is a sc-smooth retract, as claimed.
(2) The triple (V,C,E) is, in view of (1), a sc-smooth retract. Hence, there exists
a sc-smooth retraction r : U →U onto r(U) = V , where U ⊂C ⊂ E We define the
map ρ : U →U by
ρ = s◦ r.
Then ρ is sc-smooth and ρ ◦ ρ = (s ◦ r) ◦ (s ◦ r). If x ∈ U , then r(x) ∈ V , hence
s(r(x)) ∈V and consequently, r(s(r(x)) = s(r(x)), so that
r ◦ρ = ρ.
From s◦ s = s, we conclude that ρ ◦ρ = ρ . Hence ρ is a sc-smooth retraction onto
the subset
ρ(U) = s◦ r(U) = s(V ) = O′.
We see that (O′,C,E) is a sc-smooth retract, as claimed. 
In the following every sc-smooth map r : O→ O, defined on a sc-smooth retract O
and satisfying r ◦ r = r will also be called a sc-smooth retraction.
Definition 2.6. Let X be a topological space and x ∈ X . A chart around x is a
tuple (V,φ ,(O,C,E)), in which V ⊂ X is an open neighborhood of x in X , and
φ : V → O is a homeomorphism. Moreover, (O,C,E) is a sc-smooth retract. Two
charts (V,φ ,(O,C,E)) and (V ′,ψ,(O′,C′,E ′)) are called sc-smoothly compatible,
if the transition maps
ψ ◦φ−1 : φ(V ∩V ′)→ ψ(V ∩V ′) and φ ◦ψ−1 : ψ(V ∩V ′)→ φ(V ∩V ′)
are sc-smooth maps (in the sense of Definition 2.4). 
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Let us observe that φ(V ∩V ′) is an open subset of O and so, in view of part (1)
of Proposition 2.4, the tuple (φ(V ∩V ′),C,E) is a sc-smooth retract. So, the above
transition maps are defined on sc-smooth retracts.
Definition 2.7. A sc-smooth atlas on the topological space X consists of a set of
charts
(V,ϕ,(O,C,E)),
such that any two of them are sc-smoothly compatible and the open sets V cover
X . Two sc-smooth atlases on X are said to be equivalent, if their union is again a
sc-smooth atlas. 
Definition 2.8. A M-polyfold X is a Hausdorff paracompact topological space
equipped with an equivalence class of sc-smooth atlases. 
Analogous to the smoothness of maps between manifolds we shall define sc-
smoothness of maps between M-polyfolds.
Definition 2.9. A map f : X → Y between two M-polyfolds is called sc-smooth if
its local coordinate representations are sc-smooth. In detail, this requires the follow-
ing. If f (x) = y and (V,ϕ,(O,C,E)) is a chart around x belonging to the atlas of
X and (V ′,ϕ ′,(O′,C′,E ′)) is a chart around y belonging to the atlas of Y , so that
f (V )⊂V ′, then the map
ϕ ′ ◦ f ◦ϕ−1 : O→ O′
is a sc-smooth map between the sc-smooth retracts in the sense of Definition 2.4.

The definition does not depend on the choice of sc-smoothly compatible charts.
We recall that a Hausdorff topological space is paracompact, provided every open
cover of X has an open locally finite refinement. It is a well-known fact, that, given
an open coverU = (Ui)i∈I , one can find a refinement V = (Vi)i∈I satisfying Vi ⊂Ui
for all i ∈ I (some of the sets Vi might be empty).
Given a M-polyfold X , we say that a point x ∈ X is on the level m, if there exists
a chart (V,ϕ,(O,C,E)) around x, such that ϕ(x) ∈ Om. Of course, this definition is
independent of the choice of a chart around x. We denote the collection of all points
on the level m by Xm. The topology on Xm is defined as follows. We abbreviate by
B the collection of all sets ϕ−1(W ), where W is an open subset of Om := O∩Em
in the chart (V,ϕ,(O,C,E)) on X . Then B is a basis for a topology on Xm. With
this topology, the set Vm := V ∩Xm is an open subset of Xm and ϕ : Vm → Om is a
homeomorphism, so that the tuple (Vm,ϕ,(Om,Cm,Em)) is a chart on Xm. Any two
such charts are sc-smoothly compatible and the collection of such charts is an atlas
on Xm. We shall see below that the topology on Xm is Hausdorff and paracompact.
Hence the above sc-smoothly compatible charts define a M-polyfold structure on
Xm. We shall denote Xm with this M-polyfold structure by Xm and say that it is
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obtained from X by raising the index by m. Also note that the M-polyfold X inherits
from the charts the filtration
X = X0 ⊃ X1 ⊃ ·· · ⊃ X∞ =
⋂
i≥0
Xi.
Lemma 2.1. The inclusion map i : Xm+1→ Xm is continuous for all m≥ 0.
Proof. In view of the definition of topologies on Xm and Xm+1, it suffices to show,
that if (V,ϕ,(O,C,E)) is a chart on X and W is an open subset of Om, then ϕ−1(W )∩
Xm+1 is open in Xm+1. If x ∈ ϕ−1(W )∩Xm+1, then ϕ(x) ∈W ∩Om+1 ⊂W ∩Em+1.
Since W is open in Om, there exists an open set W ′ in Em, so that W = W ′ ∩O.
Hence, ϕ(x)∈ (W ′∩Em+1)∩O=W ′′∩O, where W ′′ =W ′∩Em+1 is an open subset
of Em+1. Hence W ′′∩O is an open subset of Om+1 and ϕ−1(W )∩Xm+1 = ϕ−1(W ′′∩
O), proving our claim. 
Theorem 2.2. Let X be a M-polyfold. For every m ≥ 0, the space Xm is metrizable
and, in particular, paracompact. In addition, the space X∞ is metrizable. 
The proof is postponed to Appendix 2.6.2.
In order to define the tangent T X of the M-polyfold X , we start with its local de-
scription in a chart.
Definition 2.10 (Tangent space TxO). Let (O,C,E) be a retract and T (O,C,E) =
(TO,TC,T E) its tangent, so that p : TO→ O1 is the tangent bundle over O. The
tangent space TxO at a point x ∈ O1 is the pre-image p−1(x), which is a Banach
space. Note that only in the case that x is a smooth point, the tangent space TxO has
a natural sc-structure. 
In the case that x ∈ O1, the tangent space TxO is the image of the projection
Dr(x) : E → E, where r : U → U is any sc-smooth retraction associated with
(O,C,E) satisfying r(U) = O.
Next we consider tuples (x,V,ϕ,(O,C,E),h), in which x ∈ X1 is a point in the M-
polyfold X on level 1 and (V,ϕ,(O,C,E)) is a chart around the point x. Moreover,
h ∈ Tϕ(x)O. Two such tuples,
(x,V,ϕ,(O,C,E),h) and (x′,V ′,ψ,(O′,C′,E ′),h′),
are called equivalent, if
x = x′ and T (ϕ ◦ψ−1)(ψ(x))h′ = h.
Definition 2.11. The tangent space T X of X as a set, is the collection of all equiv-
alence classes [(x,V,ϕ,(O,C,E),h)]. 
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If x ∈ X1 is fixed, the tangent space TxX of the M-polyfold X at the point x ∈ X is
the subset of equivalence classes
TxX = {[(x,ϕ,V,(O,C,E),h)] |h ∈ Tϕ(x)O}.
It has the structure of a vector space defined by
λ · [(x,ϕ,V,(O,C,E),h1)]+µ · [(x,ϕ,V,(O,C,E),h2)]
= [(x,ϕ,V,(O,C,E),(λh1+µh2)],
where λ ,µ ∈ R and h1,h2 ∈ Tϕ(x)O. Clearly,
T X =
⋃
x∈X1
{x}×TxX . (2.1)
To define a topology on the tangent space T X , we first fix a chart (V,ϕ,(O,C,E))
on X and associate with it a subset TV of T X , defined as
TV := {[(x,ϕ,V,(O,C,E),h)] |x ∈V, h ∈ Tϕ(x)O}.
We introduce the tangent map Tϕ : TV → TO by
Tϕ([(x,ϕ,V,(O,C,E),h)]) = (ϕ(x),h),
where h ∈ Tϕ(x)O. If x ∈ X1 is fixed, then the map
Tϕ : TxV → Tϕ(x)O
is a linear isomorphism. Therefore, TxX , the tangent space at x ∈ X1 inherits the
Banach space structure from Tϕ(x)O ⊂ E = E0. If x ∈ X∞, the tangent space TxX is
a sc-Banach space, because the tangent space at the smooth point ϕ(x) ∈ O∞ is a
sc-Banach space.
If W is an an open subset of TO, we define the subset W˜ ⊂ TV by W˜ := (Tϕ)−1(W ).
We denote by B the collection of all such sets W˜ obtained by taking all the charts
(ϕ,V,(O,C,E)) of the atlas and all open subsets W of the corresponding tangents
TO.
Proposition 2.5. The following holds.
(1) The collectionB defines a basis for a Hausdorff topology on T X.
(2) The projection p : T X → X1 is a continuous and an open map.
(3) With the topology defined by B, the tangent space T X of the M-polyfold X is
metrizable and hence, in particular, paracompact.

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The proof is postponed to Appendix 2.6.3. In view of our definition of the topology
on T X , the map Tϕ : TV → TO, associated with the chart (ϕ,V,(O,C,E)), is a
homeomorphism. Moreover, given two such maps
Tϕ : TV → TO and Tϕ ′ : TV ′→ TO′,
the composition Tϕ ′ ◦ (Tϕ)−1 : Tϕ(TV ∩TV ′)→ Tϕ ′(TV ∩TV ′) is explicitly of
the form
Tϕ ′ ◦ (Tϕ)−1(a,h) = (ϕ ′ ◦ϕ−1(a),D(ϕ ′ ◦ϕ−1)(a) ·h) = T (ϕ ′ ◦ϕ−1)(a,h). (2.2)
Since the transition map ϕ ′ ◦ϕ−1 between sc-retracts is sc-smooth, the composi-
tion in (2.2) is also sc-smooth. In addition, (TO,TC,T E) is a sc-smooth retract.
Consequently, the tuples (TV,Tϕ,(TO,TC,T E)) define a sc-smooth atlas on T X .
Since, as we have proved above, T X is paracompact, the tangent space T X of the M-
polyfold X is also a M-polyfold. The projection map p : T X→ X1 is locally built on
the bundle retractions TO→O1, and the transition maps of the charts are sc-smooth
bundle maps. Therefore,
p : T X → X1
is a sc-smooth M-polyfold bundle.
The M-polyfold is the notion of a smooth manifold in our extended universe. If
X is a M-polyfold, which consists entirely of smooth points, then it has a tangent
space at every point. There are finite-dimensional examples. For example, the chap
depicted in Figure 2.1 has a M-polyfold structure, for which X = X∞. It illustrates,
in particular, that M-polyfolds allow to describe in a smooth way geometric objects
having locally varying dimensions. For details in the construction of the chap and
further illustrations, we refer to [42], Section 1, in particular, Example 1.22.
Fig. 2.1 This chap has a M-polyfold structure for which every point is smooth.
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Next we introduce the notion of a sub-M-polyfold.
Definition 2.12. Let X be a M-polyfold and let A be a subset of X . The subset A is
called a sub-M-polyfold of X , if every a ∈ A possesses an open neighborhood V
and a sc-smooth retraction r : V →V , such that
r(V ) = A∩V.

Proposition 2.6. A sub-M-polyfold A of a M-polyfold X has, in a natural way, the
structure of a M-polyfold, for which the following holds.
(1) The inclusion map i : A→ X is sc-smooth and a homeomorphism onto its image.
(2) For every a∈A and every sc-smooth retraction r : V→V satisfying r(V )=A∩V
and a ∈V , the map i−1 ◦ r : V → A is sc-smooth.
(3) The tangent space TaA for a smooth a ∈ A has a sc-complement in TaX.
(4) If a is a smooth point and s : W →W is a sc-smooth retraction satisfying s(W ) =
W ∩A and a ∈W, then the induced map W → A is sc-smooth and T s(a)TaX =
TaA.
Proof. We first define a sc-smooth atlas for A. We choose a point a ∈ A and let
(ϕ,V,(O,C,E)) be a chart of the M-polyfold X around the point a. By definition of
a sub-M-polyfold, there exists an open neighborhood U of a in X and a sc-smooth
retraction r : U → U satisfying r(U) = U ∩A. The set W ⊂ X , defined by W :=
r−1(U ∩V )∩ (U ∩V ), is open in X and satisfies r(W ) ⊂W and r(W ) = W ∩A.
Hence, ϕ(W ) is an open subset of O, so that, in view of of part (1) Proposition
2.4, the tuple (ϕ(W ),C,E) is a sc-retract. We may therefore assume without loss of
generality that U =V =W . We define the sc-smooth map ρ : O→ O by
ρ = ϕ ◦ r ◦ϕ−1.
From r ◦ r = r we deduce ρ ◦ ρ = ρ , so that ρ is a sc-smooth retraction onto
ρ(O) = O′. By the statement (2) in Proposition 2.4, the triple (O′,C,E) is a sc-
retract. Therefore there exists a relatively open subset U ′ of the partial quadrant C
in E and a sc-smooth retraction r′ : U ′→U ′ onto r′(U ′) = O′. Restricting the map
ϕ to W ∩A, we set ψ := ϕ|W ∩A and compute,
ψ(W ∩A) = ϕ(W ∩A) = ϕ ◦ r(W ) = ϕ ◦ r ◦ϕ−1(O) = ρ(O) = O′.
Consequently,
ψ : W ∩A→ O′
is a homeomorphism and the triple (ψ,W ∩A, ,(O′,C,E)) is a chart on A.
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In order to consider the chart transformation we take a second compatible chart
(ϕ ′,V ′,(Ô,C′,E ′)) of the M-polyfold X around the point a ∈ A and use it two con-
struct the second chart (ψ ′,W ′∩A, ,(O′′,C′,E ′)) of A. We shall show that the second
chart is compatible with the already constructed chart (ψ,W ∩A, ,(O′,C,E)). The
domain ψ((W ∩A)∩ (W ′∩A)) of the transition map
ψ ′ ◦ψ−1 : ψ((W ∩A)∩ (W ′∩A))→ ψ ′((W ′∩A)∩ (W ∩A)) (2.3)
is an open subset of O′, so that, in view of (2) of Proposition (2.4), there exists
a relatively open subset U ′′ ⊂ C and a sc-smooth retraction s′′ : U ′′ → U ′′ onto
s′′(U ′′) = ψ((W ∩A)∩ (W ′∩A)). By construction,
(ψ ′ ◦ψ−1)◦ s′′ = (φ ′ ◦φ−1)◦ s′′.
The chart transformation ϕ ′ ◦ϕ−1 : O→ Ô is sc-smooth so that by the chain rule the
right-hand side is sc-smooth. Therefore, also the left-hand is a sc-smooth map. So,
in view of Definition 2.4 of a sc-smooth map between retracts, the transition map
ψ ′ ◦ψ−1 is sc-smooth.
We have shown that the collection of charts (ψ,W ∩A,(ψ(W ∩A),C,E)) defines a
sc-smooth atlas for A. The sc-smooth structure on A is defined by its equivalence
class.
In order to prove the statement (2) in Proposition 2.6 we use the above local coor-
dinates, assuming, as above, that U = V = W . The inclusion map i : A→ X is, in
the local coordinates, the inclusion j : O′ = r′(U ′)→ O which is a sc-smooth map
since r′ : U ′ →U ′ is a sc-retraction. Conversely, the relations ϕ ◦ r ◦ϕ−1(O) = O′
and U = ϕ−1(O) show that the map i−1 ◦ r : U → A is sc-smooth because the re-
traction r : U →U is, by assumption, sc-smooth. This proves statement (2) of the
proposition.
In order to prove the statement (3) we work in local coordinates, and assume that X
is given by the triple (O,C,E) in which O = r(U) and r : U →U is a retraction of
the relatively open subset U of C in E. Then A is a subset of O having the property
that every point a ∈ A possesses an open neighborhood V in O and a sc-smooth
retraction s : V → V onto s(V ) = A∩V . We now assume that a ∈ A is a smooth
point and introduce the map t = s ◦ r : U →U . Then t ◦ t = t and t is a sc-smooth
retraction onto the set V ∩A. Hence the tangent space TaA is defined by
TaA = Dt(a)E = Ds(a)◦Dr(a)E = Ds(a)TaO.
From r ◦ t = r ◦ s ◦ r = s ◦ r = t we conclude Dr(a) ◦Dt(a)E = Dt(a)E and hence
Dt(a)E ⊂ TaO. Therefore,
TaO = Dr(a)E = Ds(a)◦Dr(a)+(I−Ds(a))Dr(a)E
= (TaA)⊕ (I−Ds(a))(TaO).
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This proves the statement (3). Using the same arguments, the statement (4) follows
and the proof of Proposition 2.6 is complete. 
2.3 Degeneracy Index and Boundary Geometry
Abbreviating N = {0,1,2,3, ..} we shall introduce on the M-polyfold X the map
dX : X → N, called degeneracy index, as follows. We first take a smooth chart
(V,φ ,(O,C,E)) around the point x and define the integer
d(x,V,φ ,(O,C,E)) = dC(φ(x)),
where dC is the index defined in Section 1.3. In other words, we record how many
vanishing coordinates the image point φ(x) has in the partial quadrant C.
Definition 2.13. The degeneracy dX (x) at the point x ∈ X is the minimum of all
numbers d(x,V,φ ,(O,C,E)), where (V,φ ,(O,C,E)) varies over all smooth charts
around the point x. The degeneracy index of the M-polyfold X is the map dX : X→
N. 
The next lemma is evident.
Lemma 2.2. Every point x ∈ X possesses an open neighborhood U(x), such that
dX (y)≤ dX (x) for all y ∈U(x). 
From the definitions one deduces immediately the following result.
Proposition 2.7. If X and Y are M-polyfolds and if f : (U,x)→ (V, f (x)) is a germ
of sc-diffeomorphisms around the points x ∈ X and f (x) ∈ Y , then
dX (x) = dY ( f (x)).

The index dX quantifies to which extend a point x has to be seen as a boundary point.
A more degenerate point has a higher index.
Definition 2.14. The subset ∂X = {x ∈ X | dX (x)≥ 1} of X is called the boundary
of X . A M-polyfold X for which dX ≡ 0 is called a M-polyfold without boundary.

The relationship between dA and dX where A is a sub-M-polyfold of X is described
in the following lemma.
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Lemma 2.3. If X is a M-polyfold and A⊂ X a sub-M-polyfold of X, then
dA(a)≤ dX (a)
for all a ∈ A.
Proof. We take a point a ∈ A and choose a chart (ϕ,V,(O,C,E)) around the point
a, belonging to the atlas for X and satisfying
dX (a) = d(a,ϕ,V,(O,C,E)).
The integer on the right-hand side remains unchanged, if we take a smaller domain,
still containing a, and replace O by its image. Then, arguing as in Proposition 2.6,
we may assume, that the corresponding chart of the atlas for A is (ψ,V ′,(O′,C,E)),
where we have abbreviated V ′ =V ∩A, ψ = ϕ|V ′, and O′ = ψ(V ′). Then,
d(a,ψ,V ′,(O′,C,E)) = d(a,ϕ,V,(O,C,E)) = dX (a),
and hence, taking the minimum on the left-hand side, dA(a)≤ dX (a), as claimed in
the lemma. 
If E = Rk⊕W is the sc-Banach space and C = [0,∞)k⊕W the partial quadrant in
E, we define the linear subspace Ei of E by
Ei = {(a1, . . . ,ak,w) ∈ Rk⊕W | ai = 0}.
With a subset I ⊂ {1, . . . ,k}, we associate the subspace
EI =
⋂
i∈I
Ei.
In particular, E /0 = E, E{i} = Ei, and E{1,...,k} = {0}k⊕W ≡W . If x ∈C, we denote
by I(x) the set of indices i ∈ {1, . . . ,k} for which x ∈ Ei. We abbreviate
Ex := EI(x).
Associated with Ei we have the closed half space Hi, consisting of all elements
(a,w) in Rk⊕W , satisfying ai ≥ 0,
Hi = {(a1, . . . ,ak,w) ∈ E | ai ≥ 0}.
If x ∈C, we define the partial cone Cx in E as
Cx =CI(x) :=
⋂
i∈I(x)
Hi.
We observe that Ex ⊂Cx.
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As an illustration we take the standard quadrant C ⊂ R2 consisting of all (x,y) with
x,y ≥ 0. Then C(0,0) = C, C(1,0) = {(x,y) | y ≥ 0}, C(0,1) = {(x,y) | x ≥ 0} and
C(1,1) =R2. Moreover E(0,0) = {0}, E(1,0) =R⊕{0}, E(0,1) = {0}⊕R, and E(1,1) =
R2. One should view C(x,y) as a partial quadrant in the tangent space T(x,y)C = R2
and E(x,y) ⊂C(x,y) as the maximal linear subspace.
In the following we shall put some additional structure on a sc-smooth retract
(O,C,E), which turns out to be useful. We call a subset C of a Banach space (or
sc-Banach space) a cone provided it is closed, convex, and satisfies R+C =C and
C∩ (−C) = {0}. If all properties except the last one hold, we call C a partial cone.
In the following considerations E = Rk⊕W and C = [0,∞)k⊕W . The aim of the
following is to extract some information from the geometry of a retract (O,C,E).
Definition 2.15. Let (O,C,E) be a sc-smooth retract and let x ∈ O∞ be a smooth
point in O. The partial cone CxO at x is defined as the following subset of the
tangent space at x,
CxO := TxO∩Cx,
where Cx =
⋂
i∈I(x)Hi. The reduced tangent space T Rx O is defined as the following
subset of the tangent space at x,
T Rx O = TxO∩Ex.

Remark 2.2. We have the inclusions
T Rx O⊂CxO⊂ TxO,
and naively one might expect that CxO is a partial quadrant in TxO. However, this is
in general not the case. 
The reduced tangent space and the partial cone are characterized in the next lemma.
Lemma 2.4. Let (O,C,E) be as described before and let x ∈ O∞ be a smooth point
in O. Then the following holds, where the ε occurring in the definitions may depend
on α .
(1) T Rx O = cl({α˙(0)|α : (−ε,ε)→ O is sc-smooth and α(0) = x}).
(2) CxO = cl({α˙(0)|α : [0,ε)→ O is sc-smooth and α(0) = x}).
(3) TxO =CxO−CxO.
Here α˙(0) = ddtα(t)|t=0 stands for the derivative of the sc-smooth path α in the
parameter t varying in (−ε,ε) resp. in [0,ε).
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Proof. We assume that U ⊂ C is relatively open and r : U → U is a sc-smooth
retraction with O = r(U). Let us denote for x ∈ Rk⊕W by x1 . . . ,xk its coordinates
in Rk.
(1) We first introduce the set
Γ = {α˙(0)|α : (−ε,ε)→ O is sc-smooth and α(0) = x}, (2.4)
and observe, that α((−ε,ε)) is contained in O∞, and α˙(0)∈E∞. Since the closure of
(T Rx O)∞ is equal to T
R
x O, it is enough to prove that (T
R
x O)∞ ⊂ Γ and Γ ⊂ (T Rx O)∞.
As for the first inclusion, we take v ∈ (T Rx O)∞. Hence x+ tv ∈U for |t| small. This
follows from the fact that for i ∈ I(x), we have ai = vi = 0 and for i 6∈ I(x), we have
xi > 0. Since x and v are smooth points, x+tv∈U∞. Then α(t) = r(x+tv) is defined
for |t| small, takes values in O∞, and α(0) = x. By the chain rule,
α˙(0) = Dr(x)v = v,
since v ∈ TxO = image of Dr(x). Hence, v ∈ Γ and (T Rx O)∞ ⊂ Γ , as claimed.
Conversely, if α : (−ε,ε) → O is a sc-smooth path satisfying α(0) = x, then
r(α(t)) = α(t), so that, applying the chain rule, we find
Dr(x)α˙(0) = α˙(0).
This shows that α˙(0) is a smooth point belonging to TxO. If i ∈ I(x), then αi(0) =
xi = 0 and since αi(t) ≥ 0 for all t ∈ (−ε,ε), we conclude that α˙i(0) = 0, so that
α˙(0)∈Ex. Hence, α˙(0)∈ TxO∩Ex = T Rx O and since α˙(0) is a smooth point, α˙(0)∈
(T Rx O)∞. Therefore, Γ ⊂ (T Rx O)∞, and the proof of (1) is complete.
(2) The proof is along the same line, except that considering a sc-smooth path
α : [0,∞)→ O, we conclude that Dr(x)α˙(0) ∈ Cx and since Dr(x)α˙(0) = α˙(0),
we find that CxO is a subset of the right-hand side of (2). Conversely, we take a
smooth point v∈CxO and consider the path α(t) = r(x+ tv) defined for t ≥ 0 small.
Then, α˙(0) = Dr(x)v belongs to the right-hand side of (2) and since CxO is closed,
the result follows.
(3) Clearly, CxO−CxO ⊂ TxO. Conversely, let h ∈ TxO. Then h = Dr(x)k, where
k = (a,w) ∈ E. If i ∈ I(x), we set
a±i =
|ai|±ai
2
.
Then, a±i ≥ 0 and ai = a+i −a−i . Now we define elements k± ∈ E as follows. First,
k+ = (b,w), where bi = ai if i 6∈ I(x) and bi = a+i if i ∈ I(x). The element k− is
defined as k− = (c,0), where ci = 0 if i 6∈ I(x) and ci = a−i if i ∈ I(x). Then k =
k+− k− and if h± = Dr(x)k±, then, by (2), we have h± ∈CxO and h = h+−h− ∈
CxO−CxO. The proof of (3) and hence the proof of Lemma 2.4 is complete.

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From the characterization of TxO and CxO in Lemma 2.4 we deduce immediately
the next proposition, where (O,C,E) is as described before and similarly (O′,C′,E ′)
with E ′ = Rk′ ⊕W ′ and C′ = [0,∞)k′ ⊕W ′
Proposition 2.8. Let (O,C,E) and (O′,C′,E ′) be sc-smooth retracts as just de-
scribed, and let x ∈ O∞. If f : (O,x)→ (O′, f (x)) is a germ of a sc-diffeomorphism
mapping x ∈ O∞ onto f (x) = y ∈ O′∞, then
T f (x)T Rx O = T
R
y O
′ and T f (x)CxO =CyO′.

We note that in view of the previous proposition the definition of the spaces T Rx O and
CxO is natural and they are respected by the tangent of a local sc-diffeomorphism.
Hence we can define for an arbitrary sc-retract (O,C,E) and a point x ∈ O∞ the
reduced tangent T Rx O and the partial cone CxO. In case there exists a linear sc-
isomorphism S : TxO→ Rn⊕W satisfying S(Cx) = [0,∞)n⊕W we shall call Cx a
partial quadrant.
Remark 2.3. Later on we shall introduce the notion of a tame M-polyfold. In view
of the following Theorem 2.3 and the later Proposition 2.10 the tameness implies
that for this particular case the partial cones are always partial quadrants. 
A sc-smooth retract O associated with a triple (O,C,E) is a M-polyfold and, recall-
ing Definition 2.13, its degeneracy index dO(x) at the point x is the integer
dO(x) = mindC′(ϕ(x))
where the minimum is taken over all germs of sc-diffeomorphisms
ϕ : (O,x)→ (O′,ϕ(x))
into sc-smooth retracts O′ associated with (O′,C′,E ′). The integer dC′(ϕ(x)) is in-
troduced in Section 1.3.
Theorem 2.3. Let (O,C,E) be a smooth retract and let dO be the degeneracy index
of O. If x ∈ O is a smooth point, we have the inequality
dim(TxO/T Rx O)≤ dO(x).
Moreover, if dim(TxO/T Rx O) = dO(x), then CxO is a partial quadrant in TxO.
Proof. Let x be a smooth point of the retract O. By Proposition 2.8 the dimension of
TxO/T Rx O is preserved under germs of sc-diffeomorphisms. Hence, in view of the
definition of dO(x), we may assume, without loss of generality, that
dO(x) = dC(x)≡ d
32 2 Retracts
Moreover, without loss of generality, we may assume that E =Rk⊕W , C= [0,∞)k⊕
W and x = (0, . . . ,0,xd+1, . . . ,xk,w), where xi > 0 for d+1≤ i≤ k and w ∈W . We
recall that if v= (a,b,w)∈ T Rx O⊂Rd⊕Rk−d⊕W , then a= 0, and if v= (a,b,w)∈
CxO, then ai ≥ 0 for 1≤ i≤ d.
In order to prove the first statement, we choose smooth vectors v1, . . .vl in TxO
such that (v j +T Rx O)1≤ j≤l are linearly independent in the vector space TxO/T Rx O.
Representing v j = (a j,b j,w j)∈Rd⊕Rk−d⊕W , we claim that the vectors (a j)1≤ j≤l
are linearly independent in Rd . Indeed, assuming that ∑lj=1λ ja j = 0, we have
l
∑
j=1
λ jv j =
(
0,
l
∑
j=1
λ jb j,
l
∑
j=1
λ jw j
) ∈ T Rx O,
hence
l
∑
j=1
λ j
(
v j +T Rx O
)
=
( l
∑
j=1
λ jv j
)
+T Rx O = T
R
x O.
Since (v j + T Rx O)1≤ j≤l are linearly independent in TxO/T Rx O, we conclude that
λ1 = . . .= λl = 0, proving our claim. This implies that the vectors a1, . . . ,al are lin-
early independent in Rd . Therefore, l ≤ d and hence dim(TxO/T Rx O) ≤ d = dO(x),
proving the first statement of the theorem.
In order to prove the second statement, we assume that dim(TxO/T Rx O) = dO(x). If
now (v j +T Rx O)1≤ j≤d is a basis of TxO/T Rx O, then representing v j = (a j,b j,w j) ∈
TxO ⊂ Rd ⊕Rk−d ⊕W and arguing as above, the vectors a j for 1 ≤ j ≤ d form a
basis of Rd . Consequently, the map Φ : TxO/T Rx O→ Rd , defined by
Φ(v+T Rx O) =Φ((a,b,w)+T
R
x O) = a,
is a linear isomorphism. Moreover, if v=(a,b,w)∈CxO so that a j ≥ 0 for 1≤ j≤ d,
then
Φ(v+T Rx O) =Φ((a,b,w)+T
R
x O) ∈ [0,∞)d .
Denoting by e j for 1 ≤ j ≤ d the standard basis of Rd , we introduce Φ−1(e j) =
v̂ j + T Rx O. By definition, the vectors v
j are of the form v̂ j = (e j, b̂ j, ŵ j) and are
linearly independent in Rd ⊕Rk−d ⊕W . If now v = (a,b,w) ∈ TxO, we have the
decomposition
v = (a,b,w) =
d
∑
j=1
a j v̂ j +
(
v−
d
∑
j=1
a j v̂ j
)
where a = (a1, . . . ,ad) ∈ Rd . Since the second term on the right-hand side belongs
to T Rx O, we have the following decompositions of the tangent space TxO and of CxO,
TxO = Rv̂1⊕ . . .⊕Rv̂d⊕T Rx O and CxO = R+v̂1⊕ . . .⊕R+v̂d⊕T Rx O.
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Therefore, the map T : TxO→ Rd⊕TxO, defined by
T (λ1v̂1, . . . ,λd v̂d ,w) = (λ1, . . . ,λd ,w)
is a sc-linear isomorphism satisfying T (CxO) = [0,∞)d⊕T Rx O. Hence CxO is a par-
tial quadrant in TxO and the second statement of Theorem 2.3 is proved. 
The partial quadrant C in E is the image of the sc-smooth retraction r = 1C : C→C.
In particular, C is a M-polyfold which we denote by XC. In Section 1.3, we
have defined the map dC : C→ N. Above, we have defined the degeneracy index
dXC : XC → N of the M-polyfold XC. By definition, dXC ≤ dC and we shall prove
that dXC = dC. We may assume without loss of generality that C = [0,∞)
k⊕W and
E = Rk⊕W . For a smooth point x ∈C we have TxC = E and T Rx C = Ex, implying
dim(TxC/T Rx C) = dC(x). This, of course, also holds for any partial quadrant C ⊂ E.
Hence,
dC(x) = dim(TxXC/T Rx XC)
for a smooth point x ∈C. From this we deduce the following corollary of Theorem
2.3
Corollary 2.1. Let C be a partial quadrant in a sc-Banach space. Considering C as
a M-polyfold, denoted by XC, we have the equality
dC = dXC .
Proof. Let us first take a smooth point x ∈C. In view of Theorem 2.3
dim(TxXC/T Rx XC)≤ dXC(x).
Since dC(x)= dim(TxXC/T Rx XC) as we have just seen, it follows that dC(x)≤ dXC(x).
By definition of dXC(x), we always have the inequality dXC(x) ≤ dC(x). Conse-
quently,
dXC(x) = dC(x) if x ∈C∞.
If x ∈C is arbitrary, we take a sequence of smooth points xk ∈C converging to x and
satisfying dC(xk) = dC(x). Hence,
dC(x) = dC(xk) = dXC(xk).
In view of the definition of dXC we find a sc-diffeomorphism f : U(x)→ O′, where
U(x)⊂C is relatively open, and (O′,C′,E ′) is a sc-smooth retract, so that
dXC(x) = dC′( f (x)).
Then f (xk)→ f (x) and trivially dC′( f (xk))≤ dC′( f (x)) for large k. Hence, for large
k,
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dC(x) = dC(xk) = dXC(xk)
= dXC′ ( f (xk))≤ dC′( f (xk))≤ dC′( f (x)) = dXC(x).
Since dXC(x) ≤ dC(x), we conclude dXC(x) = dC(x) and the proof of Corollary 2.1
is complete. 
From now on we do not have to distinguish between the index dC defined for partial
quadrants and the degeneracy index dXC , where we view C as a M-polyfold.
2.4 Tame M-polyfolds
In order to define spaces whose boundaries have more structure, we introduce the
notion of a tame M-polyfold and of tame retractions and tame retracts. We start with
some basic geometry.
Let C ⊂ E be a partial quadrant in a sc-Banach space E. We begin with the partic-
ular case E = Rk⊕W and C = [0,∞)k⊕W . We recall the linear sc-subspace Ei of
codimension 1 defined as
Ei = {(a1, . . . ,ak,w) ∈ Rk⊕W |ai = 0}. (2.5)
Associated with Ei, there is the closed half space Hi consisting of all elements (a,w)
in Rk⊕W satisfying ai ≥ 0,
Hi = {(a1, . . . ,ak,w) ∈ E | ai ≥ 0}. (2.6)
In the general case of a partial quadrant C in E, we can describe the above defini-
tions in a more intrinsic way as follows. We consider the set {e ∈ C |dC(e) = 1}
of boundary points. This set has exactly k connected components, which we denote
by A1, . . . ,Ak. Each component Ai lies in the smallest subspace fi of E containing
Ai. We call fi an extended face and denote by F the set of all extended faces.
The set F contains exactly k extended faces. Given an extended face f ∈F , we
denote by H f the closed half subspace of E which contains C. In the special case
C = [0,∞)k⊕W ⊂ Rk⊕W , the extended faces fi are the subspaces Ei, and the half
spaces H fi are the half subspaces Hi.
If e ∈C, we introduce the set of all extended faces containing e by
F (e) = { f ∈F |e ∈ f}.
Clearly,
dC(e) = #F (e).
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Definition 2.16. The partial quadrant Ce associated with e ∈C is defined as
Ce :=
⋂
f∈F (e)
H f .
The minimal linear subspace associated with e ∈C is defined by
Ee :=
⋂
f∈F (e)
f .

Clearly, the following inclusions hold,
Ee ⊂Ce ⊂ E.
For an interior point x∈C, i.e. a point satisfying dC(x) = 0, we set Ee =Ce = E. The
codimension of Ee in E is precisely dC(e). The maximal value dCe attains is dC(e).
Next we introduce a special class of sc-smooth retracts.
Definition 2.17 (Tame sc-retraction). Let r : U → U be a sc-smooth retraction
defined on a relatively open subset U of a partial quadrant C in the sc-Banach space
E. The sc-smooth retraction r is called a tame sc-retraction, if the following two
conditions are satisfied.
(1) dC(r(x)) = dC(x) for all x in U .
(2) At every smooth point x in O := r(U), there exists a sc-subspace A ⊂ E, such
that E = TxO⊕A and A⊂ Ex.
A sc-smooth retract (O,C,E) is called a tame sc-smooth retract, if O is the image
of a sc-smooth tame retraction. 
Let x be a smooth point in the tame sc-retract O and let A⊂ Ex be a sc-complement
of the tangent space TxO as guaranteed by condition (2) in Definition 2.17, so that
E = TxO⊕A. (2.7)
We recall that TxO = Dr(x)E and hence
E = Dr(x)E +(1−Dr(x))E
= TxO+(1−Dr(x))E.
(2.8)
Applying the projection 1 − Dr(x) to the equation (2.7) and using that (1 −
Dr(x))TxO = 0, we obtain
(1−Dr(x))E = (1−Dr(x))A. (2.9)
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We claim that (1−Dr(x))E ⊂ Ex. In order to prove this claim we recall that A ⊂
Ex, so that, in view of (2.9), it is sufficient to prove that Dr(x)Ex ⊂ Ex. We may
assume that E = Rk ⊕W and x = (0, . . . ,0,xd+1, . . . ,xk,w) with xd+1, . . . ,xk > 0.
We choose a smooth point y∈ Ex so that y= (0, . . . ,0,yd+1, . . . ,yk,v). If |τ| is small,
then xτ := x+ τy belongs to the partial quadrant C and has the first d coordinates
vanishing. By condition (1) in Definition 2.17 of a tame sc-retraction r, we have
dC(r(x+ τy)) = dC(x+ τy). Hence the first d coordinates of r(x+ τy) vanish, and
from
d
dτ
r(x+ τy)
∣∣
τ=0= Dr(x)y
we conclude that the first d coordinates of Dr(x)y vanish. The same is true if y is on
level 0 in Ex. So, Dr(x)Ex ⊂ Ex and hence, in view of (2.9), we have verified that
(1−Dr(x))E ⊂ Ex, as claimed. In view of (2.8), we can therefore always assume,
without loss of generality, that in condition (2) of Definition 2.17 the complement
A of TxO is equal to A = (1−Dr(x))E. Summarizing the discussion we have estab-
lished the following proposition.
Proposition 2.9. Let U ⊂ C ⊂ E be a relatively open subset of a partial quadrant
in a sc-Banach space and let r : U →U be a sc-smooth tame retraction. Then, for
every smooth point x ∈ O = r(U), the sc-subspace (1−Dr(x))E is a subspace of
Ex, so that in condition (2) of Definition 2.17 we can take A = (1−Dr(x))E. 
A particular example of sc-smooth retractions occurring in applications are splic-
ings.
Definition 2.18. A sc-smooth splicing consists of the following data. A relatively
open neighborhood V of 0 in [0,∞)k×Rn−k and a map which associates to a ∈V a
sc-projection operator pia : E → E, where E is an sc-Banach space so that the map
V ×E→ E : (a,e)→ pia(e) is sc-smooth. 
Lemma 2.5. Let V 3 a→ pia be an sc-smooth splicing. Then defining U = V ×E
and r : U →U by
r(a,e) = (a,pia(e))
we obtain a sc-smooth tame retraction.
Proof. It is clear that with D = [0,∞)k×Rn−k×E the set U is relatively open in D
and it holds that dD(a,e) = dD(r(a,e)). Suppose (a,e) is a smooth point in O= r(U)
implying that pia(e) = e. Then T(a,e)O consists of all (b,k) with
k = pia(k)+
n
∑
i=1
(∂ (pia(e))/∂ai) ·bi.
This in particular implies that
n
∑
i=1
(∂ (pia(e))/∂ai) ·bi ∈ R(Id−pia) = ker(pia). (2.10)
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Denote by F the collection of all (0, `) with pia(`) = 0 and observe that F ⊂ {0}n×
E ⊂ T R(a,e)(D). If (b, f )∈ F∩T(a,e)O it follows that b= 0 and pia( f ) = f and pia( f ) =
0, implying (b, f ) = (0,0). On the other hand if (b, f ) ∈ T(a,e)(U) = T(a,e)(D), we
can write, abbreviating τ := ∑ni=1(∂ (pia(e))/∂ai) ·bi
(b, f ) = (b,pia( f )+ τ)+(0,(I−pia)( f )− τ).
It holds pia((I−pia)( f )−τ) =−pia(τ) = 0 in view of (2.10), so that (0,(I−pia)( f )−
τ) ∈ F . Further
(Id−pia)(pia( f )+ τ) = τ
showing that (b,pia( f )+ τ) ∈ T(a,e)O. Hence we have the sc-direct sum T(a,e)U =
T(a,e)O⊕F , with F ⊂ T R(a,e)(U) implying that r is a tame sc-smooth retraction. 
Next discuss the tame sc-smooth retracts in more detail.
Proposition 2.10. Let (O,C,E) be a tame sc-smooth retract, and let x ∈ O∞ be a
smooth point of O. Then, T Rx O is a sc-Banach space of codimension dO(x) in TxO,
so that
dim(TxO/T Rx O) = dO(x). (2.11)
In particular, CxO is a partial quadrant in the tangent space TxO. In addition, for
every point x ∈ O, we have the equality
dO(x) = dC(x). (2.12)
Proof. We assume that O = r(U) is the retract in U ⊂C ⊂ E associated to the tame
sc-retraction r : U → U . Moreover, we may assume that C = [0,∞)k ⊕W ⊂ E =
Rk⊕W .
Then the condition (2) of Definition 2.17 says that, for every x ∈ O∞ there exists
a sc-subspace A of E, satisfying E = im Dr(x)⊕A = TxO⊕A and A ⊂ Ex, where
Ex = EI(x). Therefore,
Ex = (TxO⊕A)∩Ex = (TxO∩Ex)⊕ (A∩Ex) = T Rx O⊕A, (2.13)
since A⊂ Ex. The space Ex has codimension dC(x) in E, so that
dC(x) = dim
(
E/Ex
)
= dim
(
TxO⊕A/T Rx O⊕A
)
= dim
(
TxO/T Rx O
)
. (2.14)
Employing Theorem 2.3, we conclude from (2.14) that dC(x)≤ dO(x) for all x∈O∞.
By definition, dO(x)≤ dC(x) for all x ∈ O, and hence,
dC(x) = dO(x) if x ∈ O∞. (2.15)
Consequently, dimTxO/T Rx O = dO(x). Employing Theorem 2.3 once more, CxO is
a partial quadrant in the tangent space TxO.
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It remains to prove that dO(x) = dC(x) for all (not necessarily smooth) points x ∈O.
If x = (a,w) ∈ O, we take a sequence (w j) ⊂W∞ converging to w in W . Then the
sequence x j ∈ O, defined by x j = r(a,w j), consists of smooth points and converges
to x in E. Since, by assumption, the retraction r is tame,
dC(x j) = dC(r(a,w j)) = dC(a,w j) = dC(a,w) = dC(x)
and, using (2.15), we conclude that dO(x j) = dC(x j) = dC(x). By definition of dO,
we find an open neighborhood V ′ ⊂ O around x, such that dO(y) ≤ dO(x) for all
y ∈V ′. Consequently, for large j,
dO(x)≥ lim
j→∞
dO(x j) = dC(x).
In view of dO(x)≤ dC(x), we conclude dO(x) = dC(x), and the proof of Proposition
2.10 is complete. 
Among all M-polyfolds, there is a distinguished class of M-polyfolds which are
modeled on tame retracts. These turn out to have an interesting and useful boundary
geometry.
Definition 2.19. A tame M-polyfold X is a M-polyfold which possesses an equiv-
alent sc-smooth atlas whose charts are all modeled on tame sc-smooth retracts. 
By Proposition 2.8, the following concepts for any M-polyfold are well-defined and
independent of the choice of the charts.
Definition 2.20. Let X be a M-polyfold. For a smooth point x∈ X , the reduced tan-
gent space T Rx X is, by definition, the sc-subspace of the tangent space TxX which,
by definition, is the preimage of T Ro O under any chart ψ : (V,x)→ (O,o), so that
Tψ(x)(T Rx X) = T
R
o O = ToO∩Eo.
For a smooth point x ∈ X , the partial cone CxX is the closed convex subset of TxX
which under a sc-smooth chart ψ as above is mapped onto CoO, i.e.
Tψ(x)(CxX) = ToO∩Co.

Remark 2.4. From Proposition 2.10 we conclude, if the M-polyfold X is tame and if
x ∈ X is a smooth point, that CxX is a partial quadrant in the tangent space TxO, and
we have the identity
dX (x) = dim(TxX/T Rx X) = dCxX (0x),
where 0x is the zero vector in TxX . 
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We are going to show that the boundary of a tame M-polyfold has an additional
structure.
Definition 2.21. Let X be a tame M-polyfold. A face F of X is the closure of a
connected component in the subset {x ∈ X | d(x) = 1}. The M-polyfold X is called
face-structured, if every point x ∈ X lies in exactly dX (x) many faces. 
Before we study faces in more detail we have a look at the local situation.
Proposition 2.11. Assume that E = Rk⊕W, C = [0,∞)k⊕W, U ⊂C is a relatively
open subset and r : U →U is a tame sc-smooth retraction. Suppose U contains a
point of the form (0,w). Then the following holds.
(1) The set O = r(U) contains a smooth point of the form (0,v).
(2) For a point (0,v) ∈ O denote for i = 1, ...,k by Ui the connected component in
U ∩Ei containing (0,v). Then r(Ui)⊂Ui.
(3) For every i = 1, ..,k the set O∩Ei contains points y with dC(y) = 1 and these
points form an open and dense subset of O∩Ei.
Proof. (1) Since dC(0,w) = k we deduce that dC(r(0,w)) = k. This means r(0,w)
has the form (0,v). Replacing w by a nearby smooth point we deduce that O contains
a smooth point of the form (0,v).
(2) Since r(0,v) = (0,v), taking a nearby smooth v′ to v the point r(0,v′) is smooth
and close to (0,v). Since dC(r(0,v′)) = dC(0,v′) = k it follows that r(0,v′) has the
form (0,w). We also note that (0,v) and (0,w) belong both to Ui. Hence we may
assume without loss of generality that the given (0,v) was already smooth. By as-
sumption T(0,v)O has an sc-complement contained in {0}⊕W . This implies that we
find smooth vectors of the form e1 = (1,0, ...,0,w1), ...,ek = (0, ...,1,wk) in T(0,v)O.
It holds
Dr(0,v)(ei) = ei.
Define êi =∑ j 6=i ei which takes the form (1,1, ..,1,0,1,1, ...1,q) for a smooth q and
0 occurs at the i-th coordinate. We note that for small t ≥ 0 the point (0,v)+ têi
belongs to U ∩Ei and we can consider the path
t→Φ(t) := r((0,v)+ têi).
We claim that for t > 0 and small, only the i-coordinate of Φ(t) vanishes. We know
that for t > 0 small dC(Φ(t)) = dC((0,v)+ têi) = 1. Consequently precisely one of
the first k coordinates vanishes. We compute
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Φ(t)− (0,v) = Φ(t)−Φ(0)
=
∫ t
0
(Dr((0,v)+ τ êi)êi)dτ
= t · êi+
∫ t
0
((Dr((0,v)+ τ êi)−Dr(0,v))(êi))dτ
+ têi+ tδ (t),
where |δ (t)|0→ 0. This implies that the vanishing coordinate must be the i-th one.
This discussion shows that given (0,v) in O we can connect (0,v) to a smooth (0,v′)
via a path of the form (0,vt). Moreover, we have shown that there exists a smooth
point (a,q) ∈ O with ai = 0 and dC(a,q) = 1 which moreover belongs to Ui. Given
any other point (a′,q′) ∈ Ui we can connect it with (a,q) by a continuous path
γ(t) ∈ Ui with dC(γ(t)) = 1. Since dC(r(γ(t))) = 1 and the i-coordinate of γ(0)
vanishes it has to vanish for all t ∈ [0,1]. This implies by a continuity argument that
r(Ui)⊂Ui.
(3) Let y ∈ O∩Ei. We can write y = (a,w), where ai = 0. Moving (a,w) slightly
to some (b,v) with v smooth and bi = 0, b j > 0 for j 6= i we find arbitrarily close
to (a,w) an element r(b,v) of the form described. Note that dC(r(b,v)) = 1. This
shows that the desired elements are dense. The openness statement is trivial. 
Lemma 2.6. Let (O,C,E) be a sc-smooth, tame retract and letF be the collection
of extended faces, associated with the partial quadrant C. Then the faces F in O are
the connected components of the sets f ∩O, where f ∈F are extended faces. The
connected components of f ∩O and f ′ ∩O, containing a point x ∈ O, are equal if
and only if f = f ′.
Proof. By definition of O, the retract O itself is a tame M-polyfold. We denote by
U ⊂ C ⊂ E the relatively open subset in the partial quadrant C, on which a tame
sc-smooth retraction satisfies r(U) = O. Let F̂ be a connected component of the
subset {x ∈O |dO(x) = 1}. By Proposition 2.10, dO = dC so that this set is the same
as a connected component of {x ∈O |dC(x) = 1}. If we look at the isomorphic case
E = Rk⊕W , we see immediately, that there exists an index i, such that F̂ must lie
in the subset of C, consisting of points (a,w), for which ai = 0. We conclude that
there exists an extended face f ∈F , such that F̂ ⊂ f . Therefore, F̂ is contained in
a connected subset of O∩ f , and the closure of F̂ in O lies in O∩ f . This shows that
a face of O is contained in a connected component of some O∩ f .
Next we consider a connected component Q of O∩ f , where f is an extended face
of C. Let e ∈ Q. By assumption, e ∈ f and we can take a (suitable) vector h ∈ f so
small, that e+th∈U∩ f for t ∈ (0,1], and such that for t ∈ (0,1] the points e+th do
not belong to any extended face other than f . This follows from Proposition 2.11 and
can be constructed explicitly, using the model E =Rk⊕W for E. Since the retraction
r is tame, we have dC(r(e+ th)) = 1 for t ∈ (0,1], and for t ∈ (0,1] the points
r(e+ th) belong to the same connected component of {x ∈ O | dO(x) = 1}. Using
this argument repeatedly, we can connect any two points in Q by a continuous path
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γ : [0,1]→ Q, such that the points y ∈ γ(0,1) satisfy dC(y) = 1. This implies that Q
is contained in the closure of a connected component F̂ in {x ∈ X | dO(x) = 1}.
The discussion so far characterizes the faces of O as the connected components of
the sets O∩ f , where f is some extended face.
The assertion that connected components of f ∩O and f ′ ∩O, containing a point
x ∈ O, are equal if and only if f = f ′ is trivial. 
Corollary 2.2. If (O,C,E) is a tame sc-smooth retract, then every point x ∈ O lies
in precisely dO(x) many faces.
Proof. In view of Proposition 2.10, dO(x) = dC(x), so that x belongs to precisely
d := dC(x) extended faces f ∈F (x), let us say, it belongs to the faces f1, . . . , fd in
the sc-Banach space E =Rk⊕W , defined as the subspaces fi = {(a1, . . . ,ak,w)|ai =
0}, 1 ≤ i ≤ d. The point x is represented by x = (0, . . . ,0,ad+1, . . . ,ak,w), where
a j 6= 0 for d+1≤ j≤ k. Let r : U→U be the tame retraction onto O= r(U). Then,
the paths γi(t) in O for 1≤ i≤ d, starting at γi(0) = x are defined by
γi(t) = r(t, . . . , t,ai = 0, t, . . . , t,ad+1, . . . ,ak,w).
Because the retraction r is tame we have, dC(γi(t)) = 1 if t > 0 and the points γi(t)
belong to fi ∩O, but not to any other face f j ∩O with j 6= i. Hence, the connected
components of the sets O∩ f j containing x for 1≤ j≤ d are all different. Of course,
there cannot be additional components containing x. 
Corollary 2.2 implies immediately the following result.
Proposition 2.12. If X is a tame M-polyfold, then every point x ∈ X has an open
neighborhood V , so that y ∈V lies in precisely dX (y) many faces of V and dV (y) =
dX (y) for all y ∈V . In particular, globally, a point x ∈ X lies in at most dX (x)-many
faces. 
The following technical result turns out to be useful later on.
Proposition 2.13 (Properties of faces). Let (O,C,E) be a tame sc-smooth retract
associated with the tame sc-smooth retraction r : U → U onto O = r(U), and let
F be a face of O. Then, there exists an open neighborhood V ∗ of F in U and a
sc-smooth retraction s : V ∗ → V ∗ onto s(V ∗) = F. Moreover, defining V ⊂ O by
V = O∩V ∗, the restriction s : V → V is a sc-smooth retraction onto s(V ) = F,
so that F is a sc-smooth sub-M-polyfold of O. Further, F is tame, i.e. it admits a
compatible sc-smooth atlas consisting of tame local models. In addition,
dF(x) = dO(x)−1 for all x ∈ F .
Proof. We may assume that E = Rk ⊕W and C = [0,∞)k ⊕W . Let U ⊂ C be a
relatively open subset of the partial quadrant C and let r : U → U be a tame sc-
smooth retraction onto r(U) = O. In view of Lemma 2.6 we may assume, that our
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face F is a connected component of O∩ f1, where f1 is the extended face consisting
of those points whose first coordinate vanishes. Consequently, for every (a,w) ∈ F
we find an open neighborhood U(a,w) ⊂ U in C, such that, if (b,v) ∈ U(a,w), then
r(0,b2, . . . ,bk,v) has the first coordinate vanishing. Taking the union of these neigh-
borhoods, we find an open neighborhood U∗ of F which is contained in U , such that
for every (b,v) ∈U∗, the point (0,b2, . . . ,bk,v) belongs to U and r(0,b2, . . . ,bk,v)
has the first coordinate vanishing and belongs to F . Hence, we can define the sc-
smooth map
s : U∗→U by s(b,v) := r(0,b2, . . . ,bk,v),
which has its image in F , so that, in view of F ⊂U , we may assume that
s : U∗→U∗.
It follows that the face F is a sc-smooth sub-M-polyfold of O.
We know that F is a connected component of f1∩O. We find an open neighborhood
V of O in f1∩C ⊂ f1, so that r(V ) = F . Clearly, s = r|V : V → V preserves dC∩ f1 ,
since it preserves dC and dC = dC∩ f1 +1 on C∩ f1.
If x ∈ F is a smooth point, then TxF ⊂ TxO is of codimension 1 and hence has a
complement P of dimension 1, so that
TxO = TxF⊕P.
We know from Definition 2.17 of a tame retract that TxO has a sc-complement A⊂
Ex in E. Hence,
E = TxO⊕A = TxF⊕P⊕A.
In view of P∩ f1 = {0} and TxF ∩ f1 = TxF , we deduce
f1 = E ∩ f1 = (TxF⊕P⊕A)∩ f1 = TxF⊕ ( f1∩A).
Noting that ( f1∩A)⊂ ( f1∩Ex)= f1, the sc-smooth retraction s : V→V onto s(V )=
F is tame. Since the last statement of Proposition 2.13 is obvious, the proof of
Proposition 2.13 is complete. 
In order to formulate another result along the same lines we first recall that, given
any point x in a tame M-polyfold X , we find an open neighborhood U =U(x) such
that U ∩X has precisely dX (x) many faces containing x.
The local discussion can be summarized as follows.
Proposition 2.14. Given a tame M-polyfold X every point x has dX (x) many local
faces containing x. The local faces are tame M-polyfolds with dF(x) = dX (x)− 1.
The intersection of local faces Fσ associated to a subset σ of Fx is a tame M-
polyfold of codimension #σ and dFσ (x) = dX (x)−#σ . 
Finally we sum up the discussion about faces in the following theorem.
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Theorem 2.4. The interior of a face F in a tame M-polyfold X is a sc-smooth sub-
M-polyfold of X. If X is face-structured, then every face F is a sub-M-polyfold and
the induced M-polyfold structure is tame. The inclusion map i : F → X satisfies
dX (i(x)) = dF(x) + 1. Every point x ∈ X has an open neighborhood U such that
every point y ∈U lies in precisely dX (y)-many faces of U. If X is face-structured,
then every point x ∈ X lies in precisely dX (x)-many global faces of X. 
Later on we shall frequently use the following proposition about degeneracy index
in fibered products.
Proposition 2.15. Let f : X → Z be a local sc-diffeomorphism and g : Y → Z a sc-
smooth map. Then the fibered product X f×gY , defined by
X f×gY = {(x,y) ∈ X×Y | f (x) = g(y)},
is a sub M-polyfold of X×Y . If Y is tame, then also X f×gY is tame and
dX f×gY (x,y) = dY (y).
If both X and Y are tame and both f and g are local sc-diffeomorphism, then
dX f×gY (x,y) =
1
2
dX×Y (x,y) =
1
2
[dX (x)+dY (y)] = dX (x) = dY (y).
Proof. Clearly the product X ×Y is an M-polyfold, and if both X and Y are tame,
then also X×Y is tame. To see that X f×gY is a sub-M-polyfold of X×Y , we take a
point (x,y) ∈ X f×gY and fix open neighborhoods U of x in X and W of f (x) in Z so
that f |U : U →W is a sc-diffeomorphism. Next we choose an open neighborhood
V of y in Z such that g(V )⊂W . We define the map R : U×V →U×V by
R(x′,y′) = (( f |U)−1 ◦g(y′),y′),
It is sc-smooth and satisfies R◦R = R and R(U×V ) = (U×V )∩ (X f×gY ). Conse-
quently, X f×gY is a sub M-polyfold of X ×Y . Next we assume, in addition, that Y
is tame. With the point (x,y) ∈ X f×gY and open sets U and V as above, we assume
that (V,ϕ ′,(O′,C′,E ′)) is a chart around x such that (O′,C′,E ′) is a tame sc-smooth
retract. Then we define a map Φ : (U×V )∩X f×gY → O′ by setting
Φ(x′,y′) = ϕ ′(y′).
The map Φ is injective since given a pair (x′,y′) ∈ X f×gY , we have x′ = ( f |U)−1 ◦
g(y′) and hence Φ is homeomorphism onto O′. So, the tuple
((U×V )∩X f×gY,Φ ,(O′,C′,E ′))
is a chart on X f×gY and any two such charts are sc-smooth compatible. Conse-
quently, X f×gY is tame. To prove the formula for the degeneracy index, we consider
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the projection pi2 : X f×gY → X , (x,y)→ y, onto the second component. In view of
the above discussion, pi2 is a local sc-diffeomorphism and consequently preserves
the degeneracy index. Hence dX f×gY (x,y) = dY (y).
If both f and g are sc-diffeomorphisms and X and Y are both tame, then it follows
from the previous case that dX f×gY (x,y) = dX (x), so that
dX f×gY (x,y) = dX (x) = dY (y).
Finally, since X×Y is tame, then dX×Y (x,y) = dX (x)+dY (y), so that
dX×Y (x,y) = dX (x)+dY (y) = 2dX (x) = 2dY (y) = 2dX f×gY (x,y),
for every (x,y) ∈ X f×gY . The proof of Proposition 2.15 is complete. 
2.5 Strong Bundles
As a preparation for the study of sc-Fredholm sections in the next chapter we shall
introduce in this section the notion of a strong bundle over a M-polyfold.
As usual we shall first describe the new notion in local charts of a strong bundle
and consider U ⊂C ⊂ E, where U is a relatively open subset of the partial quadrant
C in the sc-Banach space E. If F is another sc-Banach space, we define the non-
symmetric product
U /F
as follows. As a set, U /F is the product U ×F , but it possesses a double filtration
(m,k) for 0≤ k ≤ m+1, defined by
(U /F)m,k :=Um⊕Fk.
We view U / F → U as a trivial bundle. We define for i = 0,1 the sc-manifolds
(U /F)[i] by their filtrations
((U /F)[i])m :=Um⊕Fm+i, m≥ 0.
Definition 2.22. A strong bundle map Φ : U /F → U ′ /F ′ is a map which pre-
serves the double filtration and is of the form Φ(u,h) = (ϕ(u),Γ (u,h)), where the
map Γ is linear in h. In addition, for i = 0,1, the maps
Φ : (U /F)[i]→ (U ′ /F ′)[i]
are sc-smooth.
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A strong bundle isomorphism is an invertible strong bundle map whose inverse is
also a strong bundle map.
A strong bundle retraction is a strong bundle map R : U /F→U /F satisfying, in
addition, R◦R = R. The map R has the form
R(u,h) = (r(u),Γ (u,h)),
where r : U →U is a sc-smooth retraction.
A tame strong bundle retraction is one for which the retraction r is tame. 
The condition R◦R = R of the retraction R requires that(
r(r(u)),Γ (r(u),Γ (u,h))
)
=
(
r(u),Γ (u,h)
)
.
Hence, if r(u) = u, then Γ
(
u,Γ (u,h)
)
= Γ (u,h), and the bounded linear operator
h 7→ Γ (u,h) : F→ F is a projection. If r(u) = u is, in addition, a smooth point, then
the projection is a sc-operator.
We continue to denote by U ⊂C⊂ E a relatively open subset of the partial quadrant
C in the sc-Banach space E and let F be another sc-Banach space.
Definition 2.23. A local strong bundle retract, denoted by
(K,C /F,E /F),
consists of a subset K ⊂C/F , which is the image, K = R(U /F), of a strong bundle
retraction R : U /F→U /F of the form R(u,h) = (r(u),Γ (u,h)).Here, r : U→U is
a sc-smooth retraction onto r(U) = O. The local strong bundle retract (K,C /F,E /
F) will sometimes be abbreviated by
p : K→ O
where p is the map induced by the projection onto the first factor. If the strong
bundle retraction R is tame, the local strong bundle retract is called a tame local
strong bundle retract. 
The retract K inherits the double filtration Km,k for m ≥ 0 and 0 ≤ k ≤ m+ 1,
defined by
Km,k = K∩ (Um⊕Fk)
= {(u,h) ∈Um⊕Fk|R(u,h) = (u,h)}
= {(u,h) ∈ Om⊕Fk|Γ (u,h) = h}.
The associated spaces K[i], defined by
K[i] = K0,i, i = 0,1,
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are equipped with the filtrations
K[i]m = Km,m+i for all m≥ 0.
The projection maps p : K[i]→ O are sc-smooth for i = 0,1. In fact, p : K[i]→ O,
for i = 0,1, is a sc-smooth bundle.
Definition 2.24. A section of the local strong bundle retract p : K → O is a map
f : O→ K satisfying p◦ f = 1O. The section f is called sc-smooth, if f is a section
of the bundle
p : K(0)→ O.
The section f is called sc+-smooth, if f is a sc-smooth section of the bundle
p : K(1)→ O.

A section f : O→ K is of the form f (x) = (x, f(x)) ∈ O×F and the map f : O→ F
is called principal part of the section. We shall usually denote the principal part
with the same letter as the section.
At this point, we can introduce the category SBR. Its objects are the local,
strong bundle retractions (K,C /F,E /F). The morphisms of the category are maps
Φ : K→ K′ between local strong bundle retracts, which are linear in the fibers and
preserve the double filtrations. Moreover, the induced maps Φ [i] : K[i]→ K′[i] are
sc-smooth for i = 0,1. We recall that, by definition, the map Φ [i] : K[i]→ K′[i]
between retracts is sc-smooth, if the composition with the retraction,
(Φ ◦R) : (U /F)[i]→ (E ′ /F ′)[i],
is sc-smooth. There are two forgetful functors
forget[i] : SBR→BR,
into the category ofBR of sc-smooth bundle retractions introduced in Section 2.1.
They are defined by
forget[i](K) = K[i]
on the objects K of the category, and
forget[i](Φ) =Φ [i]
on the morphisms between the objects.
We are in a position to introduce the notion of a strong bundle over a M-polyfold X .
We consider a continuous surjective map
P : Y → X
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from the paracompact Hausdorff space Y onto the M-polyfold X . We assume, for
every x ∈ X , that the fiber P−1(x) = Yx has the structure of a Banachable space.
Definition 2.25. A strong bundle chart for the bundle P : Y → X is a tuple
(Φ ,P−1(V ),(K,C /F,E /F)),
in which (K,C /F,E /F) is a strong bundle retract, say p : K → O. In addition,
V ⊂ X is an open subset of X , homeomorphic to the retract O by a homeomorphism
ϕ : V → O. In addition,
Φ : P−1(V )→ K
is a homeomorphism from P−1(V )⊂Y onto the retract K, covering the homeomor-
phism ϕ : V → O, so that the diagram
P−1(V ) Φ−−−−→ K
P
y yp
V
ϕ−−−−→ O
commutes. The map Φ has the property that, in the fibers over x ∈ V , the map
Φ : P−1(x)→ p−1(ϕ(x)) is a bounded linear isomorphism between Banach spaces.
Two strong bundle charts Φ : P−1(V ) → K and Φ ′ : P−1(V ′) → K′, satisfying
V ∩V ′ 6= /0 are compatible, if the transition maps
Φ ′ ◦Φ−1[i] : Φ(P−1(V ∩V ′))[i]→Φ ′(P−1(V ∩V ′))[i]
are sc-smooth diffeomorphisms for i = 0,1. 
As usual, one now proceeds to define a strong bundle atlas, consisting of compatible
strong bundle charts covering Y and the equivalence between two such atlases.
Definition 2.26. The continuous surjection
P : Y → X
from the paracompact Hausdorff space Y onto the M-Polyfold X , equipped with an
equivalence class of strong bundle atlases is called a strong bundle over the M-
polyfold X . 
Induced by the strong bundle charts, the M-polyfold Y is equipped with a natural
double filtration into subsets Ym,k, m ≥ 0 and 0 ≤ k ≤ m+ 1. Therefore, we can
distinguish the underlying M-Polyfolds Y [i] for i = 0,1 with the filtrations
Y [i]m = Ym,m+i,m≥ 0.
The projections
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P[i] : Y [i]→ X
are sc-smooth maps between M-Polyfolds. Correspondingly, we distinguish two
types of sections of the strong bundle P : Y → X .
Definition 2.27. A section of the strong bundle P : Y → X is a map f : X → Y, sat-
isfying P◦ f = 1X .
The section f is called a sc-smooth section, if f is an sc-smooth section of the
bundle
P[0] : Y [0]→ X .
The section f is called a sc+-section of P : Y → X , if f is an sc-smooth section of
the bundle
P[1] : Y [1]→ X .

If we say f is an sc-section of P : Y → X we mean that it is an sc-smooth section
of Y [0]→ X . An sc+-section or sc+-smooth section of P : Y → X is an sc-smooth
section of Y [1]→ X .
Definition 2.28 (Pull-back bundle). Let P : Y → X be a strong bundle over the M-
polyfold X and let f : Z→ X be an sc-smooth map from the M-polyfold Z into X .
The pull-back bundle of f ,
Pf : f ∗Y → Z,
is defined by the set f ∗Y = {(z,y) ∈ Z × Y |P(y) = f (z)} and the projection
Pf (z,y) = z, so that with the projection P′ : f ∗Y → Y , defined by P′(z,y) = y, the
diagram
f ∗Y P
′−−−−→ Y
Pf
y yP
Z
f−−−−→ X
commutes.
As already shown in [36], Proposition 4.11, the strong bundle structure of P : Y → X
induces a natural strong bundle structure of the pull-back bundle Pf .
Proposition 2.16. The pull-back bundle Pf : f ∗Y → Z carries a natural structure of
a strong M-polyfold bundle over the M-polyfold Z. 
The easy proof is left to the reader.
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2.6 Appendix
2.6.1 Proof of Proposition 2.1
Let us recall the statement.
Proposition. Let r : U→U be a C∞-retraction defined on an open subset U of a Ba-
nach space E. Then O := r(U) is a C∞-submanifold of E. More precisely, for every
point x ∈ O, there exist an open neighborhood V of x and an open neighborhood W
of 0 in E, a splitting E = R⊕N, and a smooth diffeomorphism ψ : V →W satisfying
ψ(0) = x and
ψ(O∩V ) = R∩W.
Proof. The C∞-retraction r satisfies r ◦ r = r and hence, by the chain rule,
Dr(r(x))◦Dr(x) = Dr(x) for every x ∈U .
Therefore, if r(x) = x
Dr(x)◦Dr(x) = Dr(x) (2.16)
and hence the bounded linear operator Dr(x) ∈ L (E,E) is a projection at every
point x ∈ O.
Now we take a point x ∈ O = r(U) and, for simplicity, assume that x = 0. In view
of (2.16), the Banach space E splits into E = R⊕N, where
R = range Dr(0) = ker (1−Dr(0))
N = ker Dr(0) = range (1−Dr(0)).
According to the splitting E = R⊕ N, we use the equivalent norm |(a,b)| =
max{‖a‖,‖b‖}. By B(ε) we denote an open ball of radius ε (with respect to the
norm |·|) centered at the origin.
Now we introduce the map f : (R⊕N)∩U → E, defined by
f (a,b) = r(a)+(1−Dr(a))b.
At (a,b) = (0,0), we have f (0,0) = r(0) = 0 and
D f (0,0)[h,k] = h+ k
for all (h,k) ∈ R⊕N. Consequently, in view of the inverse function theorem, f is
a local C∞-diffeomorphism, and we assume without loss of generality that f is a
diffeomorphism on U .
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We claim that there exists a positive number δ , such that, if f (a,b) ∈ O = r(U)
for (a,b) ∈ B(δ ), then b = 0. The proposition then follows by setting W = B(δ ),
V = f (W ), and defining the map ψ : W →V by ψ = ( f |W )−1.
It remains to prove the claim that b= 0. Since r is smooth, we find a constant ε > 0,
such that B(2ε)⊂U and
|Dr(x)−Dr(0)|< 1
3
for all |x|< ε. (2.17)
Moreover, since r(0) = 0, there exists a constant 0 < δ < 34ε , such that
|r(x)|< ε for all |x|< δ . (2.18)
If x ∈ B(δ ), then for |h|< ε ,
r(r(x)+h) = r(r(x))+Dr(r(x))h+o(h) = r(x)+Dr(r(x))h+o(h), (2.19)
where o(h) is an E-valued map satisfying o(h)|h| → 0, as |h| → 0. Taking a smaller ε ,
we may assume that
|o(h)| ≤ |h|
2
for all |h|< ε. (2.20)
Let x = (a,b) ∈ B(δ ) and f (a,b) ∈ O. This means that
r
(
r(a)+(1−Dr(a))b)= r(a)+(1−Dr(a))b. (2.21)
By (2.17) and the fact that, Dr(0)b = 0 for b ∈ N, the norm of (1−Dr(a))b for
|a|< δ can be estimated as
|b−Dr(a))b|= |b− (Dr(a))−Dr(0))b| ≤ 4
3
|b|. (2.22)
Inserting x = a and h = (1−Dr(a))b into (2.19) and using the identity (2.21), we
obtain
Dr(r(a))h = h+o(h). (2.23)
The left-hand side is equal to
Dr(r(a))h = Dr(r(a))b−Dr(r(a))Dr(a)b = Dr(r(a))b−Dr(a)b,
and the right-hand side is equal to h+ o(h) = b−Dr(a))b+ o(h), so that (2.23)
takes the form
Dr(r(a))b = b+o(h). (2.24)
Arguing by contradiction, we assume that b 6= 0. Since |r(a)| < ε , the norm of the
left-hand side is, in view of (2.17), bounded from above by
|Dr(r(a))b|= |Dr(r(a))b−Dr(0)b|< 1
3
|b|. (2.25)
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On the other hand, using (2.20) and (2.22), we estimate the norm of the right-hand
side of (2.24) from below as
|b+o(h)| ≥ |b|− 1
2
|h| ≥ |b|− 2
3
|b|= 1
3
|b|. (2.26)
Consequently, 13 |b| > 13 |b| which is absurd. Therefore, b = 0 and the proof is com-
plete. 
2.6.2 Proof of Theorem 2.2
We recall the statement of the result which we would like to prove.
Theorem. Let X be a M-polyfold. For every m≥ 0, the space Xm is metrizable and,
in particular, paracompact. In addition, the space X∞ is metrizable.
We make use of the following theorem of metrizability due to Yu. M. Smirnov [65].
Theorem 2.5 (Yu. M. Smirnov). Let X be a space that is paracompact Hausdorff,
and assume that every point has an open neighborhood in X that is metrizable. Then
X is metrizable.
Recall that a regular topological space is one where a closed subset A and a point p 6∈
A can be separated by suitable open neighborhoods U and V of A and p, respectively,
i.e. U ∩V = /0. Moreover, a regular Hausdorff space is what is called sometimes
a T3-space. We also note that in [55] the definition of paracompactness includes
the property of being Hausdorff. For us paracompactness just means that for every
open covering there exists a locally finite subcovering. With these conventions the
following quoted result is an obvious reformulation.
Lemma 2.7 ([55], Lemma 1). A regular Hausdorff space X is paracompact, if and
only if every open cover of X has a locally finite refinement consisting of closed
sets. 
We shall use the above lemma in the proof of the following result.
Proposition 2.17. Let Y be a regular Hausdorff space, and let (Yi)i∈I be a locally
finite family of closed subspaces of Y , so that Y =
⋃
i∈I Yi. If every subspace Yi is
paracompact, then Y is paracompact.
Proof. Given an open coverU = (U j) j∈J of Y , it is, in view of Lemma 2.7, enough
to show, that there exists a closed locally finite refinement C = (C j) j∈J of U . In
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order to prove this, we consider for every i the cover Yi = (Yi∩U j) j∈J of Yi, consist-
ing of open sets in Yi. Since Yi is paracompact, Lemma 2.7 implies that there exists
a closed locally finite refinement (Cij) j∈J of Yi. The sets C
i
j are closed in Y and by
definition of refinement satisfy
Cij ⊂ Yi∩U j and
⋃
j∈J
Cij = Yi. (2.27)
Now, for every j ∈ J, we define the set
C j :=
⋃
i∈I
Cij
and claim that the family C = (C j) j∈J is a closed locally finite refinement ofU . We
start with showing that C j is closed. Let x ∈ X \C j = ⋂i∈I(X \Cij). Since (Yi)i∈I is
locally finite, we find an open neighborhood V (x) of x in Y , which intersects Yi for
at most finitely many indices i, say for i belonging to the finite subset I′ ⊂ I. If i 6∈ I′,
then, by (2.27), V (x) ⊂ Y \Yi ⊂ Y \Cij, so that V (x) ⊂
⋂
i6∈I′(Y \Yi). Then the set
U(x) =V (x)∩⋂l∈I′(Y \Cij) is an open neighborhood of x in Y contained in Y \C j.
This shows that C j is closed as claimed. That C is a cover of X and a refinement of
U follows from (2.27),⋃
j∈J
C j =
⋃
j∈J
⋃
i∈I
Cij =
⋃
i∈I
⋃
j∈J
Cij =
⋃
i∈I
Yi = X
and
Vj =
⋃
i∈I
Cij ⊂
⋃
i∈I
Yi∩U j =U j.
It remains to show that C is locally finite. Local finiteness of (Yi)i∈I implies that a
given point x ∈ Y belongs to finitely many Yi’s, say x ∈ Yi, if and only if i belongs
to the finite subset I′ ⊂ I. Moreover, there exists an open neighborhood V (x) of x
in Y intersecting at most finitely many Yi’s. Since Y is regular, we can replace V (x)
by a smaller open set intersecting only those Yi’s whose indices i belong to I′. Also,
(Cij) j∈J is a locally finite family in Yi, so that there exists an open neighborhood
Vi(x) of x in Yi intersecting Cij for, at most, finitely many indices j, which belong to
the finite subset Ji ⊂ J. Each Vi(x) is of the form Vi(x) =Ui(x)∩Yi for some open
neighborhood Ui(x) of x in Y . Then U(x) = V (x)∩⋂i∈I′Ui(x) is an open neigh-
borhood of x in Y intersecting Yi only for i ∈ I′ and the set U(x)∩Yi intersects Cij
only for j ∈ Ji. This implies that U(x) can have a nonempty intersection with C j
only for j ∈ ⋃i∈I′ Ji. Hence, the family C = (C j) j∈J is locally finite, and the proof
is complete.

Now we are ready to prove the theorem.
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Proof (Theorem 2.2). We start with m = 0 and take an atlas
(U j,ϕ j,(O j,C j,E j)) j∈J .
Since ϕ j : U j→O j is a homeomorphism and O j is a metric space, U j is metrizable.
Hence, X is locally metrizable. Since by assumption, X is Hausdorff and paracom-
pact, the Smirnov metrizability theorem implies that X is metrizable.
In order to prove that Xm is metrizable for m ≥ 1, we fix m ≥ 1 and consider the
topological space Xm. Since by assumption, X is Hausdorff, given two distinct points
x and x′ in Xm, there exist two disjoint open neighborhoods U and U ′ of x and x′
in X . Hence, the sets Um and U ′m are disjoint open neighborhoods of x and x′ in
Xm, so that also Xm is a Hausdorff space. Moreover, the maps ϕ : Um → O jm are
homeomorphisms and since O jm is a metric space, U
j
m are metrizable. So, Xm is
locally metrizable. To prove that Xm is metrizable, it suffices to show, that, in view of
the Smirnov metrizability theorem, Xm is paracompact. Using the paracompactness
of X and Lemma 2.7, we find a closed locally finite refinement C = (C j) j∈J . In
particular, C j ⊂U j, so that C jm ⊂U jm. Since U jm is metrizable, it is also paracompact,
so that C jm is paracompact as a closed subspace of U
j
m. Hence, Cm = (C
j
m) j∈J is a
locally finite family of closed subsets of Xm and each C
j
m is paracompact. Thus, by
Proposition 2.17, the space Xm is paracompact, and since it is Hausdorff and locally
metrizable, it is metrizable. Finally, choosing a metric dm defining the topology on
Xm , we set
d(x,y) =
∞
∑
m=0
1
2m
· dm(x,y)
1+dm(x,y)
.
The metric d defines the topology on X∞. 
2.6.3 Proof of Proposition 2.5
We recall the statement of the proposition.
Proposition. The following holds.
(1) The collectionB defines a basis for a Hausdorff topology on T X .
(2) The projection p : T X → X1 is a continuous and an open map.
(3) With the topology defined by B, the tangent space T X of the M-polyfold X is
metrizable and hence, in particular, paracompact.
Proof. (1) In order to prove that B defines a basis for a topology on T X , we take
two sets W˜1 and W˜2 in B and assume that α = [(x,ϕ,V,(O,C,E),h)] ∈ W˜1 ∩W˜2.
We claim that there exists a set W˜ ∈B, satisfying α ∈ W˜ ⊂ W˜1∩W˜2. By definition,
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W˜i = (Tϕi)−1(Wi), where (ϕi,Vi,(Oi,Ci,Ei)) is a chart and Wi is an open subset of
TOi, containing
α = [(xi,ϕi,Vi,(Oi,Ci,Ei),hi)] for i = 1,2.
This means that
xi = x and hi = T (ϕi ◦ϕ−1)(ϕ(x))h for i = 1,2, (2.28)
and, moreover, (ϕi(xi),hi) = (ϕi(x),hi) ∈Wi. We define
W ′i = [T (ϕi ◦ϕ−1)(ϕ(x))]−1(Wi),
and observe that the Wi’s are open subsets of TOi. By (2.28), (ϕ(x),h) ∈W ′1 ∩W ′2
and if W =W ′1∩W ′2 and W˜ = (Tϕ)−1(W ), then
[(x,ϕ,V,(O,C,E),h)] ∈ W˜ ⊂ W˜1∩W˜2.
Consequently, B defines a topology on T X . To prove that this topology is Haus-
dorff, we take two distinct elements
α = [(x,ϕ,V,(O,C,E),h)] and α ′ = [(x′,ϕ ′,V ′,(O′,C′,E ′),h′)]
in the tangent space T X . Since α 6= α ′, either x 6= x′ or if x = x′, then h′ 6= T (ϕ ′ ◦
ϕ)−1(ϕ(x))h. In the first case x 6= x′ we may replace V and V ′ by smaller open
neighborhoods of x and x′, so that V ∩V ′ = /0, and then replace (O,C,E), resp.
(O,C′,E ′), by the retracts (ϕ(V ),C,E), resp. (ϕ ′(V ′),C′,E ′). If W (resp. W ′) is an
open neighborhood of (ϕ(x),h) (resp. (ϕ ′(x′),h′)) in TO (resp. TO′), then W˜ =
(Tϕ)−1(W ) (resp. W˜ ′ = (Tϕ ′)−1(W ′) is an open neighborhood of α (resp. α ′) in
T X and W˜ ∩W˜ ′ = /0. In the second case x = x′ and h′ 6= T (ϕ ′ ◦ϕ)−1(ϕ(x))h. We
choose an open neighborhood W of (ϕ ′(x),h′) in TO′ and an open neighborhood
W of (ϕ(x),h) in TO, so that W ′ ∩T (ϕ ′)−1(W ) = /0. Then α ∈ W˜ = (Tϕ)−1(W )
and α ′ ∈ W˜ ′ = (Tϕ ′)−1(W ′). Moreover, both sets are open and their intersection is
empty. Consequently, the topology defined byB is Hausdorff.
(2) We start by proving that p : T X → X1 is an open map. It suffices to show that
p(W˜ ) is open in X1 for every element W˜ ∈B. Let (ϕ,V,(O,C,E)) be a chart on
X and let Tϕ : TV → TO be the associated map defined above and introduce W˜ =
(Tϕ)−1(W ) for the open subset W of TO. We denote by pi : TO→O1 the projection
onto the first factor. This map is continuous and open. Moreover,
p(W˜ ) = ϕ−1 ◦pi ◦ (Tϕ)(W˜ ).
Since, by construction, the map Tϕ : TV → TO is open and ϕ : V → O is a home-
omorphism, the composition on the right hand side is an open subset of X1. Hence,
p(W˜ ) is open in X1 as claimed.
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To show that the projection map p : T X→ X1 is continuous, it suffices to show, that
given a chart (V,ϕ,(O,C,E)) on X and an open subset U of X1, satisfying U ⊂V1,
the preimage p−1(U) is open. For such a chart and open set U we have
p−1(U) = (Tϕ)−1
(
(ϕ(U)×E)∩TO).
Since (ϕ(U)×E)∩TO is open in TO, the set on the left-hand side belongs to B.
Hence, the set p−1(U) is open, and the projection p is continuous as claimed.
(3) We start with an atlas V = (V j,ϕ j,(O j,C j,E j)) j∈J , such that the family
V = (V j) j∈J of domains is an open, locally finite cover of X . The associated maps
Tϕ j : TV j → TO j are homeomorphisms, and since TO j is metrizable, the same
holds for the open sets TV j. Hence, T X is locally metrizable. To show that T X is
metrizable, it remains to show that T X is paracompact. By Theorem 2.7, there exists
a closed, locally finite refinementC =(C j) j∈J of V , so thatC1 =(C
j
1) j∈J is a closed,
locally finite refinement of V1 = (V
j
1 ) j∈J . The sets K
j = TO|ϕ(C j1) :=
⋃
x∈ϕ(C j1)
TxO
are closed in TO, so that the sets K˜ j := (Tϕ j)−1(K j) are closed subsets of TV .
In particular, each K˜ j is paracompact as a closed subset of metrizable space. Also,
the family (K˜ j) j∈J is locally finite. Indeed, let α = [(x,V,ϕ,(O,C,E),h)] ∈ T X .
Then there exists an open neighborhood U(x) of x in X1 intersecting at most finitely
many C j1’s, say with indices j, belonging to a finite subset J
′ ⊂ J. Moreover, since
X1 is regular, U(x) can be taken so small that also x ∈ C j1 for j ∈ J′. Then, setting
W (x) := TO|ϕ(U(x)) := ⋃y∈ϕ(U(x))TyO, the set W (x) is an open subset of TO and
W˜ (x) := (Tϕ)−1(W (x)) intersects only those K˜ j whose indices j belong to J′. Now
applying Proposition 2.17, we conclude, that the tangent space T X is paracompact
and hence metrizable, in view of the Smirnov metrizability theorem. This finishes
the proof of the proposition. 

Chapter 3
Basic Sc-Fredholm Theory
In this chapter we start with the Fredholm theory in the sc-framework. Since sc-maps
are more flabby than C∞-maps, we do not have an implicit function theorem for all
sc-smooth maps. However, for a restricted class, which occurs in the applications of
the theory, such a theorem is available.
3.1 Sc-Fredholm Sections and Some of the Main Results
The section is devoted to the basic notions and the description of the results leading
to implicit function theorems. Our overall goal is the notion of a sc-Fredholm section
of a strong bundle P : Y → X , as defined in Definition 2.26. Sometimes we need
to require that the underlying M-polyfold X is a tame M-polyfold as defined in
Definition 2.19 in order to have good versions of the implicit function theorem near
the boundary. The section will end with some useful implicit function theorems.
The more sophisticated perturbation and transversality results are described in a
later section.
We start by introducing various types of germs in the sc-context. As usual we denote
by E be a sc-Banach space and by C ⊂ E a partial quadrant of E. The sc-Banach
space E is equipped with the filtration
E0 = E ⊃ E1 ⊃ ·· · ⊃ E∞ =
⋂
m≥0
Em.
Definition 3.1. A sc-germ of neighborhoods around 0 ∈ C, denoted by O(C,0),
is a decreasing sequence
U0 ⊃U1 ⊃U2 ⊃ ·· ·
where Um is a relatively open neighborhoods of 0 in C∩Em.
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The tangent of O(C,0), denoted by TO(C,0), is the decreasing sequence
U1⊕E0 ⊃U2⊕E1 ⊃ ·· ·

A special example of a sc-germ of neighborhoods around 0 ∈C ⊂ E is a relatively
open neighborhood U of C containing 0 which is equipped with the induced sc-
structure defined by the filtration Um =U ∩Em, m≥ 0. If E is infinite dimensional,
the sets Um is this example are not bounded in Em, since the inclusions Em→ E0 are
compact operators. Another example is the decreasing sequence Um =U ∩BEm1/m(0),
where BEm1/m(0) is the open ball in Em centered at 0 and radius 1/m, presents a sc-
germ of neighborhoods. Here the sets Um are bounded in Em for m > 0. We point
out that the size of the sets Um in Definition 3.1 does not matter. In the applications
the size of Um quite often decreases rapidly.
Definition 3.2. A sc0-germ f : O(C,0)→ F into the sc-Banach space F , is a con-
tinuous map f : U0 → F such that f (Um) ⊂ Fm and f : Um → Fm is continuous. A
sc1-germ f : O(C,0)→ F is a sc0-germ which is of class sc1 in the sense, that there
exists for every x ∈U1 a bounded linear operator D f (x) ∈ L(E0,F0) such that for
h ∈U1 with x+h ∈U1,
lim
|h|1→0
| f (x+h)− f (x)−D f (x)h|0
|h|1 = 0.
Moreover, T f : U1 ⊕ E0 → T F , defined by T f (x,h) = ( f (x),D f (x)h), satisfies
T f (Um+1⊕Em)⊂ Fm+1⊕Fm and
T f : TO(C,0)→ T F
is a sc0-germ. We say f is a sc2-germ provided T f is sc1, etc. If the germ f is a
sck-germ for every k we call it a sc-smooth germ. If we write f : O(O,0)→ (F,0)
we indicate that f (0) = 0. 
We shall be mostly interested in sc∞-germs f : O(C,0)→ F .
From Definition 2.25 we recall the strong bundle chart (Φ ,P−1(V ),K,U / F) of
a strong bundle P : Y → X over the M-polyfold X , illustrated by the commutative
diagram
P−1(V ) Φ−−−−→ K
P
y yp
V
ϕ−−−−→ O.
In the diagram, V ⊂ X is an open set and the maps Φ and ϕ are homeomorphisms.
Moreover, K =R(U /F) is the image of the strong bundle retraction R, and O= r(U)
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is the image of the sc-smooth retraction r : U →U of the relatively open set U of
the the partial quadrant C in the sc-Banach space E.
Definition 3.3. A sc-smooth section germ ( f ,x0) of the strong bundle P : Y → X is
a continuous section f : V → P−1(V ) defined on a (sufficiently small) open neigh-
borhood V of the smooth point x0, for which the following holds. There exists a
strong bundle chart (Φ ,P−1(V ),(K,C/F,E /F)) satisfying ϕ(x0) = 0∈O in which
the principal part f̂ of the local continuous section f̂ =Φ ◦ f ◦ϕ−1 : O→ K has the
property that the composition
f̂ ◦ r : O(C,0)→ F
is a sc-smooth germ as defined in Definition 3.2. 
To recall, the section f̂ : O→K⊂U /F , as continuous section, is of the form f̂ (p)=
(p, f̂ (p)) for p ∈ O, and f̂ : O→ F is called its principal part. The smoothness
properties are concerned with the point x0 and encapsulated in the behavior of f̂ ◦ r
defined on a sc-germ of neighborhoods. By abuse of the notation we shall often use
the same letter for the principal part as for the section.
In the next step we introduce the useful notion of a filling of a sc-smooth section
germ ( f ,0) of a strong local bundle K → O near the given smooth point 0. The
notion of a filling is a new concept specific to the world of retracts. In all known
applications it deals successfully with bubbling-off phenomena and similar singular
phenomena.
Definition 3.4 (Filling). We consider a strong local bundle K→ O. We recall that
K = R(U /F) where U ⊂C⊂ E is a relatively open neighborhood of 0 in the partial
quadrant C of the sc-Banach space E and F is a sc-Banach space. Moreover, R is a
strong bundle retraction of the form
R(u,h) = (r(u),ρ(u)(h)),
covering the tame retraction r : U → U onto O = r(U), and ρ(u) : F → F is a
bounded linear operator. We assume that r(0) = 0. A sc-smooth section germ ( f ,0)
of the bundle K → O possesses a filling if there exists a sc-smooth section germ
(g,0) of the bundle U /F →U extending f and having the following properties.
(1) f (x) = g(x) for x ∈ O close to 0.
(2) If g(y) = ρ(r(y))g(y) for a point y ∈U near 0, then y ∈ O.
(3) The linearization of the map y 7→ [1−ρ(r(y))] ·g(y) at the point 0, restricted to
ker(Dr(0)), defines a topological linear isomorphism
ker(Dr(0))→ ker(ρ(0)).

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The crucial property of a filler is the fact that the solution sets {y ∈ O | f (y) = 0}
and {y ∈ U |g(y) = 0} coincide near y = 0. Indeed, if y ∈ U is a solution of the
filled section g so that g(y) = 0, then it follows from (2) that y ∈ O and from (1)
that f (y) = 0. The section g is, however, much easier to analyze than the section f ,
whose domain of definition has a rather complicated structure. It turns out that in
the applications these extensions g are surprisingly easy to detect. In the Gromov-
Witten theory and the SFT they seem almost canonical.
The condition (3) plays a role in the comparison of the linearizations D f (0) and
Dg(0), assuming that f (0) = 0 = g(0), as we are going to explain next.
It follows from the definition of a retract that ρ(r(y)) ◦ρ(r(y)) = ρ(r(y)). Hence,
since y = 0 ∈ O we have r(0) = 0 and ρ(0) ◦ρ(0) = ρ(0) so that ρ(0) is a linear
sc-projection in F and we obtain the sc-splitting
F = ρ(0)F⊕ (1−ρ(0))F.
Similarly, it follows from r(r(y)) = r(y) for y ∈U that Dr(0) ◦Dr(0) = Dr(0) so
that Dr(0) is a linear sc-projection in E which gives rise to the sc-splitting
α⊕β ∈ E = Dr(0)E⊕ (1−Dr(0))E.
We recall that the linearization T f (0) of the section f : O→ K at y = 0 = r(0) is
defined as the restriction of the derivative D( f ◦ r)(0) of the map f ◦ r : U → F to
T0O. From ρ(r(y)) f (r(y)) = f (r(y)) for y∈U close to 0, we obtain, using f (0) = 0,
by linearization at y = 0 the relation ρ(0)T f (0) = T f (0). From g(r(y)) = f (r(y))
for y ∈U near 0 we deduce T g(0) = T f (0) on T0O. From the identity
(1−ρ(r(y))g(r(y)) = 0 for y ∈U near 0,
we deduce, using g(0) = 0, the relation (1− ρ(0))Dg(0) ◦Dr(0) = 0. Hence the
matrix representation of Dg(0) : E → F with respect to the above splittings of E
and F looks as follows,
Dg(0)
[
α
β
]
=
[
T f (0) ρ(0)Dg(0)(1−Dr(0))
0 (1−ρ(0))Dg(0)(1−Dr(0))
]
·
[
α
β
]
.
In view of property (3), the linear map β 7→ (1−ρ(0))◦Dg(0)(1−Dr(0))β from
(1−Dr(0))E to (1−Dρ(0))F is an isomorphism of Banach spaces. Therefore,
kernel Dg(0) = (kernel T f (0))⊕{0}.
Moreover the filler has the following additional properties.
Proposition 3.1 (Filler). Assume f has the filling g and f (0) = 0.
(1) The operator T f (0) : Dr(0)E → ρ(0)F is surjective if and only if the operator
Dg(0) : E→ F is surjective.
3.1 Sc-Fredholm Sections 61
(2) T f (0) is a Fredholm operator (in the classical sense) if and only if Dg(0) is a
Fredholm operator and indT f (0) = indDg(0).
Proof. (2) To simplify the notation we abbreviate the above matrix representing
Dg(0) by
Dg(0) =
[
A B
0 C
]
and abbreviate the above splittings by E =E0⊕E1 and F =F0⊕F1. The operators in
the matrix are bounded between corresponding Banach spaces and C : E1→ F1 is an
isomorphism of Banach spaces. Therefore, if B = 0, the operator A =D f (0) : E0→
F0 is Fredholm if and only if the operator[
A 0
0 C
]
: E→ F
is Fredholm in which case their indices agree. The statement (2) now follows from
the composition formula [
1 BC−1
0 1
][
A 0
0 C
]
=
[
A B
0 C
]
since the first factor is an isomorphism from F to F , and hence has index equal to
0, and the Fredholm indices of a composition are additive.
(1) The statement (1) is an immediate consequence of our assumption that C is an
isomorphism. 
To sum up the role of a filler, instead of studying the solution set of the section
f : O→ K we can as well study the solution set of the filled section g : U →U /F ,
which is defined on the relatively open set U of the partial quadrant C in the sc-space
E and which, therefore, is easier to analyze.
Definition 3.5 (Filled version). If f is a sc-smooth section of the strong bundle
P : Y → X and x0 ∈ X a smooth point, we say that the section germ ( f ,x0) has a
filling, if there exists a strong bundle chart as defined in Definition 2.25,
Φ : Φ−1(V )→ K covering ϕ : (V,x0) 7→ (O,0),
where K→ O is a strong local bundle with 0 ∈ O ⊂U , such that the section germ
Φ ◦ f ◦ϕ−1 : O→ K ⊂ (U /F) has a filling g : U →U /F near 0. We shall refer to
the section germ (g,0) as a filled version of ( f ,x0). 
The next concept is that of a basic germ.
Definition 3.6 (Basic germ). Let W be a sc-Banach space and C= [0,∞)k⊕Rn−k⊕
W a partial quadrant. Then a basic germ is a sc-smooth germ
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f : O(C,0)→ RN⊕W,
satisfying f (0) = 0 and having the following property. If P : RN ⊕W →W denotes
the projection, the germ P◦ f : O(C,0)→ (W,0) has the form
P◦ f (a,w) = w−B(a,w)
for (a,w) ∈ ([0,∞)k⊕Rn−k)⊕W where B(0,0) = 0. Moreover, for every ε > 0 and
every integer m≥ 0, the estimate
|B(a,w)−B(a,w′)|m ≤ ε · |w−w′|m
holds, if (a,w) and (a,w′) are close enough to (0,0) on level m. 
Remark 3.1. The notion of basic class was introduced in [37] where, however, we
did not require f (0) = 0. Instead we required that P ◦ ( f − f (0)) has a form as
described in Definition 3.7. The later developments convinced us that it is more
convenient to require that f (0) = 0. 
Lemma 3.1. Let B : [0,∞)k⊕Rn−k⊕W →W be a sc-smooth germ around 0 satis-
fying the properties described in Definition 3.6. Then for every ε > 0 and m≥ 0,
|D2B(a,w)ζ |m ≤ ε|ζ |m (3.1)
for all ζ ∈Wm, if (a,w) ∈ Em+1 is close enough to (0,0) in Em. In particular,
D2B(0,0) = 0.
Proof. Since Wm+1⊂Wm is dense, it is sufficient to verify the estimate for ζ ∈Wm+1
satisfying |ζ |m+1 = 1. For such a ζ we know from the definition of the linearization,
recalling Proposition 1.6, that B(a,w)−B(a,w+ tζ )−D2B(a,w)(tζ ) = o(t), where
w+ tζ ∈C, |o(t)/t|m→ 0 as t→ 0. Therefore,
|D2B(a,w)ζ |m = |1t D2B(a,w)(tζ )|m
≤ 1|t| |B(a,w)−B(a,w+ tζ )|m+
1
|t| |o(t)|m.
The first term on the right hand side is estimated by ε|ζ |m if (a,w) and (a,w+ tζ )
are sufficiently small in Em. Therefore, the estimate (3.1) follows as t→ 0. 
We will see that basic germs have special properties as already the following appli-
cation of Lemma 3.1 demonstrates.
Proposition 3.2. Let f : [0,∞)k⊕Rn−k⊕W = E → RN ⊕W be a sc-smooth germ
around 0 of the form f = h+ s where h is a basic germ and s a sc+-germ. Then
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D f (0) : Rn⊕W → RN⊕W
is a sc-Fredholm operator and its index is equal to
indD f (0) = n−N.
Moreover, for every m≥ 0,
D f (a,w) : Rn⊕Wm→ RN⊕Wm
is a Fredholm operator having index n−N, if (a,w) ∈ Em+1 is sufficiently small in
Em.
Proof. With the sc-projection P : RN⊕W →W , the linearization of f at the smooth
point 0, D f (0) = P◦D f (0)+(1−P)◦D f (0), is explicitly given by the formula
D f (0)(δa,δw) = δw−D2B(0)δw−D1B(0)δa
+(1−P)◦D f (0)(δa,δw)+Ds(0)(δa,δw).
By Lemma 3.1, D2B(0) = 0. Therefore, the operator D f (0) is a sc+-perturbation of
the operator
Rn⊕W → RN⊕W, (δa,δw) 7→ (0,δw). (3.2)
The operator (3.2) is a sc-Fredholm operator whose kernel is equal to Rn and whose
cokernel is RN , so that its Fredholm index is equal to n−N. Since D f (0) is a sc+-
perturbation of a sc-Fredholm operator, it is also a sc-Fredholm operator by Propo-
sition 1.4. Because sc+-operators are compact, if considered on the same level, the
Fredholm index is unchanged and so, indD f (0) = n−N.
The second statement follows from the fact that the linear operator
D f (a,w) : Rn⊕Wm→ RN⊕Wm
is a compact perturbation of the operator
(δa,δw) 7→ (0,(1−D2B(a,w))δw). (3.3)
Choosing 0 < ε < 1 in Lemma 3.1, the operator 1−D2B(a,w) : Wm →Wm is an
isomorphism of Banach spaces if (a,w) ∈ Em+1 is sufficiently small in Em. Hence
the operator (3.3) is a Fredholm operator of index n−N and the proposition follows.

Finally, we are in a position to introduce the sc-Fredholm germs.
Definition 3.7 (sc-Fredholm germ). Let f be a sc-smooth section of the strong
bundle P : Y → X over the M-polyfold X , and let x0 ∈ X be a smooth point. Then
( f ,x0) is a sc-Fredholm germ provided it possesses a filled version
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(g,0) : O(U,0)→U /F
according to Definition 3.5 and having the following property. There exists a lo-
cal sc+-section s : U → U / F satisfying s(0) = g(0) such that the germ (g−
s,0) : O(U,0)→ U / (F,0) is conjugated to a basic germ. The last condition re-
quires the existence of a strong bundle isomorphism defined near 0 ∈U covering
the sc-diffeomorphism ψ such that the push-forward section
Ψ ◦ (g− s)◦ψ−1 : O(U ′,0)→ (U ′ /F ′,(0,0))
is a basic germ (near 0). 
From Proposition 3.2 we deduce that the linearization D(g− s)(0) at the point 0 is
a sc-Fredholm operator. Consequently, Dg(0) is a sc-Fredholm operator by Propo-
sition 1.4, and so, the tangent map T f (x0) : Tx0X → Yf (x0)Y is a linear sc-Fredholm
operator having the same index as Dg(0), namely indT f (x0) = n−N, in view of
the properties of a filler in Proposition 3.1.
Remark 3.2. The above definition of a sc-Fredholm germ looks complicated; one
first has to find a filled version, which then, after some correction by a sc+-section,
is conjugated to a basic germ. It turns out that the definition of a sc-Fredholm germ
is extremely practicable in the applications we have in mind. By experience one may
say that the fillings, which are usually only needed near data describing bubbling-off
situations seem almost natural, i.e. “if one sees one example one has seen them all”.
Examples of fillings in the Gromov-Witten, SFT and Floer Theory can be found in
[43, 14]. The subtraction of a suitable sc+-section is in applications essentially the
removing of lower order terms of a nonlinear differential operator and therefore al-
lows simplifications of the expressions before one tries to conjugate them to a basic
germ. One also has to keep in mind that the sc-Fredholm theory is designed to cope
with spaces whose tangent spaces have locally varying dimensions, on which, on
the analytical side, one studies systems of partial differential equations on varying
domains into varying codomains. Later on we shall give criteria (which in practice
are easy to check) to verify that a section is conjugated to a basic germ. In [14]
a pre-Fredholm theory has been developed which allows to build complicated sc-
Fredholm sections from simpler pieces. 
Sc-Fredholm germs possess a useful local compactness property.
Theorem 3.1 (Local Compactness for sc-Fredholm Germs). Let f be a sc-
smooth section of the strong bundle P : Y → X, and x0 ∈ X a smooth point. We
assume that ( f ,x0) is a sc-Fredholm germ satisfying f (x0) = 0. Then there exist a
nested sequence of open neighborhood O(i) of x0 in X0, for i≥ 0,
O(0)⊃ O(1)⊃ ·· · ⊃ O(i)⊃O(i+1)⊃ ·· · ,
such that for every i the X0-closure clX0({x ∈ O(i) | f (x) = 0}) is a compact subset
of Xi. 
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Remark 3.3. We emphasize that the O(i) are open neighborhoods in X , i.e. on level
0. 
Theorem 3.1 is an immediate consequence of Theorem 3.11, which will be intro-
duced later, and has the following corollary.
Corollary 3.1. Let f be a sc-smooth section of the strong bundle P : Y → X, and
x0 ∈ X a smooth point. We assume that ( f ,x0) is a sc-Fredholm germ satisfying
f (x0) = 0. If (xk) ⊂ X is a sequence satisfying f (xk) = 0 and xk → x in X0, then it
follows, for every given any m≥ 0, that xk ∈ Xm for k large and xk→ x in Xm. 
Next we give the basic definition of an sc-Fredholm section.
Definition 3.8 (Sc-Fredholm section). A section f of the strong bundle P : Y → X
over the M-polyfod X is called sc-Fredholm section, if it has the following three
properties.
(1) f is sc-smooth.
(2) f is regularizing, i.e., if x ∈ Xm and f (x) ∈ Ym,m+1, then x ∈ Xm+1.
(3) The germ ( f ,x) is a sc-Fredholm germ at every smooth point x ∈ X .

Remark 3.4. The implicit function theorem, introduced later on, is applicable to sc-
Fredholm sections and will lead to the following local result near a smooth in-
terior point x0 ∈ X ( i.e., dX (x0) = 0). Assuming that f (x0) = 0 the linearization
f ′(x0) : Tx0X→Yx0 is a sc-Fredholm operator. Moreover, if f ′(x0) is surjective, then
the solution set {x ∈ X | f (x) = 0} near x0 has the structure of a finite dimensional
smooth manifold (in the classical sense) whose dimension agrees with the Fredholm
index. Its smooth structure is in a canonical way induced from the M-polyfold struc-
ture of X . In case that x is a boundary point, so that dX (x) ≥ 1, we can only expect
the solution set to be reasonable provided the kernel of f ′(x) lies in good position to
the boundary of X and the boundary ∂X is sufficiently well-behaved. In order that
∂X is regular enough we shall require that X is a tame M-polyfold, so that we can
ask ker( f ′(x)) to be in good position to the partial quadrant CxX in TxX , a notion
which we shall introduce later on. 
If P : Y → X is a strong bundle, we denote by Γ (P) the vector space of sc-smooth
sections; by Fred(P) we denote the subset of Γ (P) consisting of sc-Fredholm sec-
tions. Finally, by Γ+(P) we denote the vector space of sc+-sections as introduced
in Definition 2.27. The following stability property of a sc-Fredholm section will be
crucial for the transversality theory.
Theorem 3.2 (Stability under sc+-perturbations). Let P : Y →X be a strong bun-
dle over the M-polyfold X. If f ∈ Fred(P) and s∈Γ+(P), then f +s∈ Fred(P). 
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In order to prove the theorem we need two lemmata for local strong bundles. We
recall the local strong bundle retract (K,C/F,E /F) from Definition 2.23, consisting
of the retract K = R(U /F), where R : U /F →U /F is a strong bundle retraction
of the form
R(u,h) = (r(u),ρ(u)h),
in which r : U →U is a smooth retraction onto O = r(U)⊂U . We shall denote the
principal parts of the sections of the bundles U /F→U and K→O by bold letters.
Lemma 3.2. A sc+-section s : O→ K (as defined in Definition 2.24) possesses an
extension to a sc+-section s˜ : U → U / F, s˜(u) = (u, s˜(u)), having the following
properties.
(1) s˜(u) = s(u) if u ∈ O.
(2) R(r(u), s˜(u)) = s(r(u)) if u ∈U.
Proof. If s : O→K is given by s(u) = (u,s(u)), u∈O, we define the section s˜ : U→
U /F by
s˜(u) = (u, s˜(u)) =
(
u,s(r(u))
)
, u ∈U.
Clearly, s˜ is a sc+-section of the bundle U /F →U and we claim that its restric-
tion to O agrees with the section s. Indeed, if u ∈ O, then r(u) = u, implying
s˜(u) = s˜(r(u)) =
(
r(u),s(r◦ r(u)))= (r(u),s(r(u)))= (u,s(u))= s(u) as claimed.
Moreover, using that s(u) = R(s(u)) if u ∈ O,
R
(
r(u), s˜(u)
)
= R
(
r(u),s(r(u))
)
= R
(
s(r(u))
)
= s(r(u))
for u ∈U . 
Lemma 3.3. Let f : O→ K be a sc-smooth section of the (previous) local strong
bundle retract, and let s : O→ K be a sc+-section. If f possesses the filler g : U →
U / F, then f + s has the filler g+ s˜ : U → U / F, where s˜ is the extension of s
constructed in the previous lemma.
Proof. We have to verify that the section g+ s˜ meets the three conditions in Defini-
tion 3.4. The properties (1) and (2) for g+ s˜ follow immediately from the properties
(1) and (2) for the filler g and the properties (1) and (2) for the section s˜ in Lemma
3.2. In order to verify property (3) of a filler we have to linearize the map
u 7→ [1−ρ(r(u))](g(u)+ s˜(u))
at the point u= 0. Since
(
1−ρ(r(u)))s˜(u) = (1−ρ(r(u)))s(r(u)) = 0 by property
(2) of Lemma 3.2, the linearization agrees with the linearization of the map
(
1−
ρ(r(u))
)
g(u) which satisfies the required property (3), since g is a filler. The proof
of Lemma 3.3 is finished. 
Proof (Theorem 3.2). Let f be a sc-Fredholm section of the strong bundle P : Y →X
and let s : X → Y be a sc+-section of P. Then f + s is a sc-smooth section which is
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also regularizing. It remains to verify that ( f + s,x) is a sc-Fredholm germ for every
smooth point x ∈ X . By definition of being sc-Fredholm, ( f ,x) is a sc-Fredholm
germ at the smooth point x. Therefore, there exists an open neighborhood V of
x and a strong bundle chart (V,P−1(V ),(K,C /F,E /F)) as defined in Definition
2.25 and satisfying ϕ(x) = 0 ∈ O, such that the local representation f˜ = Φ∗( f ) =
Φ ◦ f ◦ϕ−1 : O→K of the section f possesses a filled version g : U→U /F around
0, which after subtraction of a suitable sc+-section, is conjugated to a basic germ
around 0. Define t = Φ∗(s). Then t : O→ K is a sc+-section. By Lemma 3.2 there
is a particular sc+-section t˜ : U → U /F extending t. By Lemma 3.3, the section
g+ t˜ : U→U /F is a filling of f˜ +t. In view of the sc-Fredholm germ property, there
exists a sc+-section t ′ satisfying t ′(0) = g(0) and such that g− t ′ is conjugated to a
basic germ. Now taking the sc+-section t˜+t ′ : U→U /F , we have (g+ t˜)(0) = (˜t+
t)(0). Moreover, (g+ t˜)− (˜t+ t ′) = g− t ′ which, as we already know, is conjugated
to a basic germ. To sum up, we have verified that ( f + s,x) is a sc-Fredholm germ.
This holds true for every smooth point x ∈ X . Consequently, the section f + s is a
Fredholm section and the proof of Theorem 3.2 is complete. 
In order to formulate a parametrized version of Proposition 3.2 we assume that
P : Y → X is a strong bundle and f a sc-Fredholm section. The sc-smooth projection
pi : Rn×X → X , (r,x) 7→ x,
pulls back the bundle P to the strong bundle pi∗(P) : pi∗Y → Rn×X . The section f˜
of pi∗(P), defined by
f˜ (r,x) = ((r,x), f (x)),
is a sc-Fredholm section as is readily verified. If s1, . . . ,sn are sc+-sections of P,
then s˜(r,x) : =
(
(r,x),∑ni=1 ri · si(x)
)
is a sc+-section of the pull back bundle pi∗(P)
and, by the stability Theorem 3.2, the section
(r,x) 7→ f˜ (r,x)+ s˜(r,x)
is a sc-Fredholm section of pi∗(P). Hence we have proved the following stability
result.
Theorem 3.3 (Parameterized Perturbations). Let P : Y → X be a strong bundle
and f a sc-Fredholm section. If s1, . . . ,sn ∈ Γ+(P), then the map
Rn×X → Y, (r,x) 7→ f (x)+
n
∑
i=1
ri · si(x)
defines a sc-Fredholm section of the bundle pi∗(P) : pi∗Y → Rn×X. 
This theorem and refined versions of the theorem play a role in the perturbation and
transversality theory. As already pointed out, the distinguished class of sc-Fredholm
sections allows to apply an implicit function theorem in the usual sense. We first
formulate the implicit function theorem at an interior point.
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Theorem 3.4 (Implicit Function Theorem). Assume that P : Y → X is a strong
bundle over the M-polyfold X satisfying dX ≡ 0, and f a sc-Fredholm section. Sup-
pose that x0 ∈ X is a smooth point in X, such that f (x0) = 0. Then the linearization
f ′(x0) : Tx0X → Yx0 is a sc-Fredholm operator. If f ′(x0) surjective, then there ex-
ists an open neighborhood U of x0 ∈ X such that the solution set S( f ,U) = {x ∈
U | f (x) = 0} in U has in a natural way the structure of a smooth finite dimensional
manifold whose dimension agrees with the Fredholm index. In addition, U can be
chosen in such a way that the linearization f ′(y) : TyX → Yy for y ∈ S( f ,U) is sur-
jective and ker( f ′(y)) = TyS( f ,U) is the tangent space. 
Theorem 3.4 is an immediate consequence of Theorem 3.13 in Section 3.6. As we
shall see, the smooth manifold structure on S( f ,U) is induced from the M-polyfold
structure of X .
Remark 3.5. We should point out that in the original proof of Theorem 3.13 in [37]
(Theorem 4.6 and Proposition 4.7) the sc-Fredholm section is defined slightly differ-
ently, namely as follows. In [37] a sc-smooth section f of the strong bundle Y → X
is called sc-Fredholm, if it possesses around all smooth points of X a filled version
(g,0) such that g−g(0) near 0 is conjugated to a basic germ. It is, in this case, not
true that f +s is sc-Fredholm for sc+-section s. However, by a nontrivial theorem in
[37] (Theorem 3.9), increasing the level, the section ( f +s)1 of the the strong bundle
Y 1→X1 is sc-Fredholm. Although not harmful in practice, this looks unsatisfactory.
This is why we have introduced the new definition (Definition 3.7) of sc-Fredholm,
where we require for the filled version (g,0) that there exists a local sc+-section
s : U →U /F such that s(0) = g(0) and g− s is locally conjugated to a basic germ.
If now t is a sc+-section, then the section f + t of the bundle Y → X is automatically
sc-Fredholm in view of Theorem 3.2.
The difficulty of the nontrivial theorem is now hidden in the proof of the implicit
function theorem, which has to incorporate the arguments of the nontrivial theorem.
With the new definition, even if we want to study f only, we have only normal forms
for the perturbed expression, which might be unrelated to our problem. However,
writing f = ( f − s) + s, we know how f − s looks like, and we know that s is a
compact perturbation of f −s. We combine these facts to gain sufficient information
about f 1 to determine, in view the regularizing property of sc-Fredholm sections,
the solution set of f . 
Next we discuss some consequences of Theorem 3.4. Considering a sc-Fredholm
section f of the strong bundle Y → X over the M-polyfold X having no boundary
(i.e., dX ≡ 0), we assume, in addition, that the M-polyfold X admits a sc-smooth
partition of unity. Then there exists, for two given smooth points x ∈ X and e ∈ Yx,
a sc+-section s supported near x and satisfying s(x) = e. For the easy proof we
refer to [37]. As we shall see later it suffices to assume the existence of sc-smooth
bump functions instead of sc-smooth partitions of unity. If f (x0) = 0 and f ′(x0)
is not surjective, we find finitely many smooth elements e1, . . . ,ek ∈ Yx0 satisfying
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R( f ′(x0))⊕Re1⊕·· ·⊕Rek = Yx0 . Taking sc∞-sections si satisfying si(x0) = ei, we
define the map f˜ : Rk⊕X → Y by
f˜ (r,x) = f (x)+
k
∑
i=1
risi(x).
The linearization of f˜ at the distinguished point (0,x0) ∈ Rk⊕X is the continuous
linear map
f˜ ′(0,x0)(h,u) = f ′(x0)u+
k
∑
i=1
hiei,
which is surjective. By Theorem 3.3 and Theorem 3.13 we find an open neigh-
borhood U of (0,x0) ∈ Rk ⊕ X such that the solution set of S( f˜ ,U) = {(r,x) ∈
U | f (x) +∑ki=1 ri · si(x) = 0} is a smooth finite-dimensional manifold. The trivial
bundle S( f˜ ,U)×Rk→ S( f˜ ,U) has the canonical section (r,y) 7→ r. The zero set of
this section is precisely the unperturbed solution set of f (y) = 0 for y ∈U . If the
solution set of f (y) = 0, y ∈ X , is compact we can carry out the previous construc-
tion globally, which gives rise to global finite-dimensional reduction. This will be
discussed later on.
In order to formulate the boundary version of the implicit function theorem we start
with some preparation.
Definition 3.9 (In good position). Let C⊂ E be a partial quadrant in the sc-Banach
space E and N ⊂ E be a finite-dimensional sc-subspace of E. The subspace N is in
good position to the partial quadrant C, if the interior of N∩C in N is non-empty,
and if N possesses a sc-complement P, so that E = N ⊕P, having the following
property. There exists ε > 0, such that for pairs (n, p)∈N×P satisfying |p|0 ≤ ε|n|0
the statements n ∈C and n+ p ∈C are equivalent. We call such a sc-complement P
a good complement. 
The choice of the right complement P is important. One cannot take a random sc-
complement of N, in general, as Lemma 3.17 demonstrates.
In view of Proposition 1.1 the finite dimensional subspace N in Definition 3.9, pos-
sessing the sc-complement P, is necessarily a smooth subspace. A finite dimensional
subspace N which is not necessarily smooth is called in good position to the partial
quadrant C in the sc-Banach space E if there exists a (merely) topological comple-
ment P in E satisfying the requirements of Definition 3.9 for some ε > 0.
The following result is taken from [37], Proposition 6.1. Its proof is reproduced in
Appendix 3.8.1.
Proposition 3.3. If N is a finite-dimensional sc-subspace in good position to the
partial quadrant C in E, then N∩C is a partial quadrant in N. 
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N∩C = {0}
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Fig. 3.1 In figure (a) N is in good position to C while in figure (b) N is not in good position to C.
The boundary version of the implicit function theorem is formulated in the next
theorem. The proof is again given later.
Theorem 3.5 (Implicit Function Theorem: Boundary Case). We assume that
P : Y → X is a strong bundle over the tame M-polyfold X, and f is a sc-Fredholm
section. Suppose that x ∈ X satisfies f (x) = 0 and the following two properties.
(a) The linearisation f ′(x) : TxX → Yx is surjective.
(b) The kernel N of f ′(x) is in good position to the boundary of X, i.e. N is in good
position to the partial quadrant CxX in the tangent space TxX.
Then there exists an open neighborhood U of x such that the following holds.
(1) The local solution set S( f ,U) := {y ∈U | f (y) = 0}, which consists of smooth
points, is a tame sub-M-polyfold of X.
(2) The tame sub-M-polyfold S( f ,u) admits a uniquely determined sc-smooth equiv-
alent structure as a smooth manifold with boundary with corners.
(3) For every z ∈ S( f ,U) the linearization f ′(z) : TzX → Yz is surjective and
ker( f ′(z)) = TzS( f ,U).

Theorem 3.5 is a consequence of Theorem 3.13 in Section 3.6. In the proof of Theo-
rem 3.5 we shall describe the manifold structure on the solution space in detail. Here
we just indicate how it looks like. Since S( f ,U)⊂ X∞ and X is a tame M-polyfold,
we can take for a point y ∈ S( f ,U) a sc-diffeomorphism Ψ : U(y)→ O = O(0),
where (O,C,E) is a tame retract. Then if t : V → V satisfies O = t(V ) we have the
splitting E = T0O⊕((1−Dt(0))E), with Y = (1−Dt(0))E contained in T R0 C. Also
the proof will show that T0O is finite-dimensional. Let p = Dt(0) be the projection
onto T0O. Then it will be shown that near 0 the projection p : U ′(0)→ V (0) is a
sc-diffeomorphism, where U ′ is an open neighborhood of 0 in O and V is an open
neighborhood of 0 in C0O. Then, for U =Ψ−1(U ′) the map
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U → V , y 7→ p◦Ψ(y)
is a sc-diffeomorphism and its mage lies in an relatively open neighborhood of 0 in
the partial quadrant C0O in T0O. The associated transition maps for any two such sc-
diffeomorphisms are (trivially) sc-diffeomorphisms between relatively open subsets
in partial quadrants of finite-dimensional vector spaces. Hence they are classically
smooth. This shows that the system of such sc-diffeomorphisms defines a smooth
atlas for the structure of a manifold with boundary with corners and by construction
this structure is compatible with the existing M-polyfold structure on S( f ,U).
As a corollary of Theorem 3.5 we shall obtain the following result.
Corollary 3.2. Let P : Y → X be a strong bundle over the tame M-polyfold X and
f be a sc-Fredholm section. Suppose that for every x ∈ X satisfying f (x) = 0 the
linearisation f ′(x) : TxX→Yx is surjective and the kernel of f ′(x) is in good position
to the boundary of X (the latter being an empty condition if dX (x) = 0). Then the
solution set M := {x ∈ X | f (x) = 0} ⊂ X is a sub-M-polyfold of X for which the
induced structure is tame, and which, moreover, admits a sc-smoothly equivalent
structure as a smooth manifold with boundary with corners. 
The remaining subsections are devoted to the proofs of the above results. Since the
Fredholm theory is one of the main parts of the polyfold theory and draws heavily on
the possibilities offered in the sc-smooth theory we shall carry out the constructions
in great detail.
3.2 Subsets with Tangent Structure
The solution sets of sc-Fredholm sections will come with a certain structure, which
in the generic case will induce a natural smooth manifold on the solution set. This
subsection studies this structure. Recall the definition of a smooth finite-dimensional
subspace N in good position to the partial quadrant C (Definition 3.9). For such a
subspace, N∩C is a partial quadrant in N (Proposition 3.3).
Definition 3.10 (n-dimensional tangent germ property). We consider a tame M-
polyfold X and a subset M ⊂ X of X . The subset M has the n-dimensional tangent
germ property provided the following holds.
(a) M ⊂ X∞.
(b) Every point x∈M lies in an open neighborhood U ⊂ X of x such that there exists
a sc-smooth chart ϕ : (U,x)→ (O,0) onto a tame retract (O,C,E). Moreover,
there exists a n-dimensional smooth subspace N ⊂ E in good position to the
partial quadrant C, which possesses a good complement Y so that E = N⊕Y . In
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addition, there exists a relatively open neighborhood V of 0 in the partial quadrant
N∩C and a continuous map δ : V → Y having the following properties.
(1) ϕ(M∩U) = {v+δ (v) |v ∈V} ⊂ N⊕Y .
(2) δ : O(N∩C,0)→ (Y,0) is a sc∞-germ satisfying δ (0) = 0 and Dδ (0) = 0.

C
N
P
ϕ(U ∩M)
Fig. 3.2
Recalling the definition of a sc∞-germ (Definition 3.2) we note that here V is a
relatively open neighborhood of 0 in the partial quadrant N∩C where N is a smooth
finite-dimensional space. There exists a nested sequence (Vm) of relatively open
neighborhoods of 0 in N ∩C, say V = V0 ⊃ V1 ⊃ V2 ⊃ . . ., such that δ (Vm) ⊂ Ym
and δ : Vm→Ym is continuous. Denoting this sequence of neighborhoods by O(N∩
C,0), its tangent is the nested sequence TV1 ⊃ TV2 ⊃ TV2 . . . denoted by TO(N ∩
C,0). If x∈V1, then the map Dδ (x) is defined, and since δ is a sc∞-germ, the tangent
map Tδ : TO(N ∩C,0)→ TY is again of class sc1. Iteratively it follows that Tδ is
a sc∞-germ.
Proposition 3.4. For a pair (X ,M) in which X is a tame M-polyfold and M a subset
of X, the property that M has the n-dimensional tangent germ property, is a sc-
diffeomorphism invariant. More precisely, if (X ′,M′) is a second pair in which X ′ is
a tame M-polyfold and M′ a subset of X ′ and if ψ : X → X ′ is a sc-diffeomorphism
satisfying ψ(M) = M′, then M′ has the n-dimensional tangent germ property if and
only if M has the n-dimensional tangent germ property.
Proof. We show that if M ⊂ X has the n-dimensional tangent germ property, then
M′ ⊂ X ′ has this property too. Since M ⊂ X∞ and ψ is sc-smooth, we see that M′ =
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ψ(M) ⊂ X ′∞. Let m′ ∈ M′ and choose a point m ∈ M satisfying ψ(m) = m′. By
assumption there exists a sc-smooth chart ϕ : (U,m)→ (O,0), where (O,C,E) is
a tame retract. By assumption there exists a smooth n-dimensional linear subspace
N in good position to C with sc-complement Y and a continuous map δ : V → Y ,
where V is a relatively open neighborhood of 0 in CN :=C∩N, which satisfies
• ϕ(M∩U) = {v+δ (v) | v ∈V} ⊂ N⊕Y .
• δ : O(CN ,0)→ (Y,0) is a sc∞-germ satisfying δ (0) = 0 and Dδ (0) = 0.
To deduce the corresponding construction for (X ′,M′) we define the open neigh-
borhood U ′ ⊂ X ′ of m′ = ψ(m) by U ′ = ψ(U) and the sc-smooth chart by ϕ ′ =
ϕ ◦ψ−1 : (U ′,m′)→ (O,0). Then
ϕ ′(U ′∩M′) = ϕ(U ∩M) = {v+δ (v) |v ∈V}
and the lemma follows. 
The important aspect of the n-dimensional tangent germ property of a subset is the
following result.
Theorem 3.6. If X is a tame M-polyfold and M ⊂ X a subset possessing the n-
dimensional tangent germ property, then the following holds.
(1) M is a sub-M-polyfold of X whose induced M-polyfold structure is tame. More-
over, the induced M-polyfold structure on M is sc-smoothly equivalent to a
smooth structure of a manifold with boundary with corners on M.
(2) If x∈M is given, we denote by U, ϕ , N, V ⊂N, and δ : V →Y the data described
in condition (2) of Definition 3.10. Denoting by pi : N⊕Y → N the sc-projection,
the map U ∩M→V , given by y 7→ pi ◦ϕ(y), defines a smooth chart on M around
the point x.
Proof. We choose a point x ∈M and find an open neighborhood U ⊂ X of x and a
M-polyfold chart ϕ : (U,x)→ (O,0) onto the retract (O,C,E) so that the set M∩U
is represented as
ϕ(M∩U) = {v+δ (v) |v ∈V} ⊂ N⊕Y.
The map δ : V → Y possesses all the properties listed in condition (2) of Definition
3.10. The map ϕ : M ∩U → V is of the form ϕ(y) = v(y)+ δ (v(y)). With the sc-
projection pi : N⊕Y → N onto N, the map
pi ◦ϕ : M∩U →V, pi ◦ϕ(y) = v(y) (3.4)
is continuous and bijective onto V . It is the restriction of the sc-smooth map pi ◦
ϕ : U → N, which maps the point x ∈M onto 0 ∈ N. Then the inverse γ of (3.4),
γ : V →M∩U, γ(v) = ϕ−1(v+δ (v))
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has its image in X∞ and, as a map into any Xm, has arbitrarily high regularity if only
v is close enough to 0, depending on m.
Next we shall show that the map γ is sc∞ on all of V and not only at the point 0 ∈V .
To this aim we choose a v0 ∈ V and put x0 = ϕ−1(v0 + δ (v0)). By construction,
x0 ∈ M, and by our assumption there is a sc-smooth chart ψ : (U ′,x0)→ (O′,0)
satisfying
ψ(M∩U ′) = {w+ τ(w) |w ∈V ′}
where V ′ is a relatively open neighborhood of 0 in the smooth n-dimensional sub-
space N′ ⊂ E ′ possessing the tangent germ property. The map τ : V ′→Y ′ possesses
the properties listed in condition (2) of Definition 3.10. In particular, τ is a sc∞-germ
at the point w = 0.
For v ∈V near v0 and w ∈V ′ near 0 we consider the equation
v = pi ◦ϕ ◦ψ−1(w+ τ(w)). (3.5)
If v= v0, we have the solution w= 0. Near 0 the map τ possesses arbitrary high clas-
sical differentiability into any level. Linearizing the right-hand side of the equation
at the point 0, and recalling that Dτ(0) = 0, we obtain the linear isomorphism
h 7→ pi ◦T (ϕ ◦ψ−1)(0)h
from N′ onto N. By the classically implicit function theorem we obtain a germ
v 7→ w(v) for v close to v0 satisfying w(v0) = 0 and solving the equation (3.5). The
germ has arbitrary high classical differentiability once we are close enough to v0.
Now consider the map
v 7→ ϕ ◦ψ−1(w(v)+ τ(w(v)) (3.6)
for v near v0. Since v 7→ w(v) has arbitrarily high differentiability at v0 and τ is sc∞-
germ near w= 0, we see that the map (3.6) has, into any given level, arbitrarily high
differentiability for v near v0. Consequently, the map is a sc∞-germ near w = 0. The
image of the map lies in the infinity level. Applying the sc-projection 1−pi : N⊕
Y → Y , we obtain the identity
δ (v) = (1−pi)◦ϕ ◦ψ−1(w(v)+ τ(w(v))
which implies that δ is a sc∞-germ near v0. Since v0 is arbitrary in V we see that
v 7→ δ (v) is a sc∞-germ around every v0 ∈V as we wanted to show.
Moreover, we conclude that the map
V → X , v→ ϕ−1(v+δ (v))
is an injective sc-smooth map whose image is equal to M∩U .
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Next we shall verify that the set M is a sub-M-polyfold of X according to Defini-
tion 2.6. By construction, we have, so far, at every point x ∈M an open neighbor-
hood U =U(x) ⊂ X and a sc-smooth chart ϕ : U → O, satisfying ϕ(x) = 0, where
(O,C,E) is a tame sc-smooth retract. Moreover, recalling the sc-splitting E =N⊕Y
there is a relatively open neighborhood V of 0 in the partial quadrant N∩C of N and
a sc-smooth map
δ : V → Y satisfying δ (0) = 0 and Dδ (0) = 0,
such that ϕ(M∩U) = {v+ϕ(v) |v ∈V}. The map V →U ,
v 7→ ϕ−1(v+δ (v)),
is sc-smooth and injective. The subset Σ ⊂C, defined by
Σ = {v+ y ∈C |v ∈V, y ∈ Y},
is relatively open in C and contains 0. Since O is a tame retract, there exist a
relatively open subset W of C and a tame sc-smooth retraction r : W →W onto
O = r(W ). Consequently, in view of
r : r−1(Σ ∩O)→ r−1(Σ ∩O),
the subset Σ ∩O is also a sc-smooth retract.
By construction, v+δ (v) ∈ O and also v+δ (v) ∈ Σ and we define the map t : Σ ∩
O→ Σ ∩O by
t(v+w) = v+δ (v).
The map t is sc-smooth and satisfies t ◦ t = t, so that t is a sc-smooth retraction
defined on a relatively open neighborhood of 0 in C and t(Σ ∩O) = ϕ(M ∩U).
Therefore, the composition s = ϕ−1 ◦ t ◦ϕ defines a sc-smooth retraction
s : U →U (3.7)
onto M∩U = s(U), proving that the subset M is a sc-smooth sub-M-polyfold of X .
The map u 7→C∩N, u 7→ pi ◦ϕ(s(u)) is sc-smooth. Therefore, the map
M∩U →V, m 7→ pi ◦ϕ(m)
is a sc-smooth M-polyfold chart on M for the induced M-polyfold structure. The
image of the chart is the local model (V,N ∩C,N) so that the transition maps are
classically smooth maps and define on M the structure of a manifold with boundary
with corners. The proof of Theorem 3.6 is complete. 
As an aside we mention that, in general, we can not find a local retraction s in (3.7)
which is tame, as the example X = [0,∞)2 and M = {(x,x) |, x≥ 0} shows.
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The strength of the theorem stems from the fact that in our sc-Fredholm theory the
machinery produces subsets M ⊂ X , which have the n-dimensional tangent germ
property.
3.3 Contraction Germs
The notion of a contraction germ is a slight modification of a basic germ. These
germs are convenient for the proof of the implicit function theorem (Theorem 3.9),
which is the main result of this section. It turns out that the local geometry of sc-
Fredholm germs are intimately related to contraction germs. In the generic case
they are used to prove that the zero set of a sc-Fredholm section must have the n-
dimensional tangent germ property. It follows that the zero set is in a natural way a
smooth manifold with boundary with corners.
In the following we abbreviate by C˜ the partial quadrant C˜ = [0,∞)k⊕Rn−k in Rn
so that C = C˜⊕W is a partial quadrant in the sc-Banach space E = Rn⊕W .
Definition 3.11 (sc0-contraction germ ). A sc0-germ
f : O(C,0)→ (W,0)
is called a sc0-contraction germ if the following holds. The germ f has the form
f (a,w) = w−B(a,w)
for (a,w) close to (0,0) ∈C. Moreover, for every ε > 0 and m≥ 0, the estimate
|B(a,w)−B(a,w′)|m ≤ ε · |w−w′|m
holds for all (a,w),(a,w′) on level m sufficiently close to (0,0), depending on ε and
m. 
More precisely, the sc0-contraction germ requires for given ε > 0, that we can
choose a perhaps smaller germ O(C,0) of neighborhoods U0 ⊃U1 ⊃U2 ⊃U3 ⊃ . . .
of the point (0,0) in [0,∞)k⊕Rn−k⊕W such that |B(a,u)−B(a,v)|m ≤ ε|u− v|m
holds if (a,u),(a,v) ∈Um.
Starting on level 0, the parametrized version of Banach fixed point theorem together
with B(0,0) = 0, guarantee the existence of relatively open and connected neigh-
borhood V = V0 of 0 in [0,∞)k⊕Rn−k and a uniquely determined continuous map
δ : V →W0 satisfying δ (0) = 0 and solving the equation
δ (a) = B(a,δ (a)) for all a ∈V .
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Going to level 1 we find, again using the fixed point theorem, an open neighborhood
V1 ⊂V0 of 0 and a continuous map δ1 : V1→W1 satisfying δ (0) = 0 and solving the
equation on level 1. From the uniqueness of the solutions of the Banach fixed point
problem we conclude that δ1 = δ |V1. Continuing this way, we obtain a decreasing
sequence of relatively open neighborhoods of 0 in [0,∞)k×Rn−k,
V =V0 ⊃V1 ⊃V2 ⊃ . . .
such that the continuous solution δ : V →W satisfies δ (0) = 0 and δ (Vm) ⊂Wm
and δ : Vm → Wm is continuous. In other words, we obtain a sc0-solution germ
δ : O([0,∞)k⊕Rn−k,0)→ (W,0).
Summarizing the discussion we have proved the following theorem from [37], The-
orem 2.2.
Theorem 3.7 (Existence). A sc0-contraction germ f : O(C˜⊕W,0)→ (W,0) admits
a uniquely determined sc0-solution germ
δ : O(C˜,0)→ (W,0)
solving
f ◦graph(δ ) = 0.
Here graph(δ ) is the associated graph germ a 7→ (a,δ (a)). 
Our next aim is the regularity of the unique continuous solution germ δ of the equa-
tion f (v,δ (v)) = 0 guaranteed by Theorem 3.7, and we are going to prove that the
solution germ δ is of class sck if the given germ f is of class sck. By a somewhat
tricky induction it turns out that we actually only have to know that if f is sc1, then
the solution germ δ is sc1 as well. Here we shall make use of the following regularity
result from [37], Theorem 2.3, which is the hard part of the regularity theory.
Theorem 3.8. If the sc0-contraction germ f : O(C˜⊕W,0)→ (W,0) is of class sc1,
then the solution germ δ : O(C˜,0)→ (W,0) in Theorem 3.7 is also of class sc1. 
Theorem 3.8 shows that a sc0-contraction germ f of class sc1 has a solution germ
δ satisfying f (v,δ (v)) = 0 which is also of class sc1. We shall use this to verify by
induction that δ is of class sck if f is of class sck. We start with the following lemma.
Lemma 3.4. Let f : O(C˜⊕W,0)→ (W,0) be a sc0-contraction germ of class sck
where k ≥ 1. Moreover, we assume that the solution germ δ is of class sc j. (By
Theorem 3.8, δ is at least of class sc1.) We define the germ f (1) by
f (1) : O(TC˜⊕TW,0)→ TW,
f (1)(v,b,u,w) = (u−B(v,u),w−DB(v,δ (v))(b,w))
= (u,w)−B(1)(v,b,u,w),
(3.8)
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where the last line defines the map B(1). Then f (1) is an sc0-contraction germ and
of class scmin{k−1, j}.
Proof. For v small, the map B(1) has the contraction property with respect to (u,w).
Indeed, on the m-level of (TW )m = Wm+1⊕Wm, i.e., for (u,w) ∈Wm+1⊕Wm, we
estimate for given ε > 0 and v sufficiently small,
|B(1)(v,b,u′,w′)−B(1)(v,b,u,w)|m
= |B(v,u′)−B(v,u)|m+1
+ |DB(v,δ (v))(b,w′)−DB(v,δ (v))(b,w)|m
≤ ε|u′−u|m+1+ |D2B(v,δ (v))[w′−w]|m,
which, using the estimate ‖D2B(v,δ (v))‖m ≤ ε for the operator norm from Lemma
3.1, is estimated by
≤ ε · (|u′−u|m+1+ |w′−w|m)= ε · |(u′,w′)− (u,w)|m.
Consequently, the germ f (1) is an sc0-contraction germ. If now f is of class sck
and δ of class sc j, then the germ f (1) is of class scmin{k−1, j}, as one verifies by
comparing the tangent map T f with the map f (1) and using the fact that the solution
δ is of class sc j. By Theorem 3.7, the solution germ δ (1) of f (1) is at least of class
sc0. It solves the equation
f (1)(v,b,δ (1)(v,b)) = 0. (3.9)
But also the tangent germ Tδ , defined by Tδ (v,b) = (δ (v),Dδ (v)b), is a solution
of (3.9). From the uniqueness we conclude that δ (1) = Tδ . 
To prove higher regularity we will also make use of the next lemma.
Lemma 3.5. Assume we are given a sc0-contraction germ f of class sck and a solu-
tion germ δ of class sc j with j ≤ k. Then there exists a sc0-contraction germ f ( j) of
class scmin{k− j,1} having δ ( j) := T jδ as the solution germ.
Proof. We prove the lemma by induction with respect to j. If j = 0 and f is a sc0-
contraction germ of class sck, k ≥ 0, then we set f (0) = f and δ (0) = δ . Hence the
result holds true if j = 0. Assuming the result has been proved for j, we show it is
true for j+ 1. Since j+ 1 ≥ 1 and k ≥ j+ 1, the map f (1), defined by (3.8), is of
class scmin{k−1, j+1} in view of Lemma 3.4. Moreover, the solution germ δ (1) = Tδ
satisfies
f (1) ◦graph(δ (1)) = 0,
and is of class sc j. Since min{k− 1, j+ 1} ≥ j, by the induction hypothesis there
exists a map ( f (1))
( j)
=: f ( j+1) of regularity class min{min{k−1, j+1}− j,1} =
min{k− ( j+1),1} so that
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f ( j+1) ◦graph((δ (1))( j)) = 0.
Setting δ ( j+1) = (δ (1))( j) = T j(Tδ ) = T j+1δ , Lemma 3.5 follows. 
The main result of this section is the following germ-implicit functions theorem.
Theorem 3.9 (Germ-Implicit Function Theorem). If
f : O(C˜⊕W,0)→ (W,0)
is an sc0-contraction germ which is, in addition, of class sck, then the solution germ
δ : O(C˜,0)→ (W,0)
satisfying
f (v,δ (v)) = 0
is also of class sck. 
From Theorem 3.9, using Proposition 1.6 and 1.7 and Proposition 3.11 we deduce
the following properties of the section germ δ under the additional assumptions,
that f is a sc-smooth germ.
Corollary 3.3. If the sc0-contraction germ f is a sc-smooth germ, there exists for
every m≥ 0 and k ≥ 0 a relatively open neighborhoods Vm,k of 0 in C˜ such that
(1) δ (Vm,k)⊂Wm.
(2) δ : Vm,k→Wm is of class Ck.
In particular, the solution germ δ is sc-smooth at the smooth point 0. 
Theorem 3.9 will be one of the building blocks for all future versions of implicit
function theorems, as well as for the transversality theory.
Proof (Theorem 3.9). Arguing by contradiction we assume that the solution germ δ
is of class sc j for some j < k but not of class sc j+1. In view of Lemma 3.5, there
exists an sc0-contraction germ f ( j) of class scmin{k− j,1} such that δ ( j)= T jδ satisfies
f ( j) ◦graph(δ ( j)) = 0.
Since also k− j ≥ 1, it follows that f ( j) is at least of class sc1. Consequently, the
solution germ δ ( j) is at least of class sc1. Since δ ( j) = T jδ , we conclude that δ is
at least of class sc j+1 contradicting our assumption. The proof of Theorem 3.9 is
complete. 
Remark 3.6. For later use we reformulate Corollary 3.3 in quantitative terms. If f is
a sc0-contraction germ which, in addition, is a sc-smooth germ satisfying f (0) = 0.
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then the solution germ δ possesses the following properties of existence, unique-
ness, and regularity.
There exist monotone decreasing sequences (εi) for i≥ 0 and (τi) for i≥ 0 such that
(1) δ : {a ∈ [0,∞)k⊕Rn−k | |a|0 ≤ ε0}→ {w ∈W | |w|0 ≤ τ0} is a continuous solu-
tion of f (a,δ (a)) = 0 satisfying δ (0) = 0.
(2) If the solution f (a,w) = 0 satisfies |a|0 ≤ ε0 and |w|0 ≤ τ0, then w = δ (a).
(3) If |a|0 ≤ εi, then δ (a) ∈Wi and |δ (a)|i ≤ τi for every i≥ 0.
(4) The germ δ : {a ∈ [0,∞)k⊕Rn−k | |a|0 ≤ εi}→Wi is of class Ci, for every i≥ 0.
3.4 Stability of Basic Germs
All the maps considered in the section are sc-smooth maps. Let us recall (from
Definition 3.6) the notion of a basic germ.
Definition 3.12 (The basic class Cbasic). Let W be a sc-Banach space. A basic
germ f : O([0,∞)k⊕Rn−k⊕W,0)→ (RN ⊕W,0) is a sc-smooth germ having the
property that the germ P ◦ f is a sc0-contraction germ, where P : RN ⊕W →W is
the sc-projection. We denote the class of all basic germs by Cbasic.
In view of Definition 3.7, the basic germs are the local models for the germs of
sc-Fredholm sections.
Theorem 3.10 (Weak Stability of Basic Germs). We consider a basic germ
f : O(([0,∞)k⊕Rn−k)⊕W,0)→ (RN⊕W,0),
which we can view as the principal part of a sc-smooth section of the obvious strong
bundle. We assume that s is the principal part of a sc+-section of the same bundle
satisfying s(0) = 0. Then there exists a strong bundle isomorphism
Φ : U / (RN⊕W )→U ′ / (RN′ ⊕W ′),
where U is an open neighborhood of 0 in [0,∞)k ⊕ Rn−k ⊕W, and U ′ is an
open neighborhood of 0 in [0,∞)k ⊕Rn′−k ⊕W ′, covering the sc-diffeomorphism
ϕ : (U,0)→ (V,0), so that (Φ∗( f + s))1 is a basic germ. Here (Φ∗( f + s))1 is the
germ Φ∗( f + s) : O(V 1,0)→ O((RN′ ⊕W ′)1,0), where the levels are raised by 1.
Recalling the Fredholm index of a basic germ in Proposition 3.2, we conclude that
n−N = n′−N′, because the Fredholm index is invariant under strong bundle iso-
morphisms. The integer k is the degeneracy index k = dC(0) of the point 0 which is,
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in view of Proposition 2.7 and Corollary 2.1, preserved under the sc-diffeomorphism
ϕ satisfying ϕ(0) = 0. Although Theorem 3.10 was not explicitly formulated in
[37], it follows from the proof of Theorem 3.9 in [37].
Proof. Denoting by P : RN⊕W →W the sc-projection, the composition P◦ f is, by
definition, of the form
P◦ f (a,w) = w−B(a,w),
and has the property that for every ε > 0 the estimate |B(a,w)−B(a,w′)|m ≤ ε ·
|w−w′|m holds, if (a,w) and w′ are sufficiently small on level m.
Linearizing the sc+-section s with respect to the variable w ∈W at the point 0, we
introduce the sc-operator
A := P◦D2s(0) : W →W.
Since s is a sc+-section and 0 is smooth point, the operator A : W →W is a sc+-
operator. Therefore, the operator 1+A : W →W is a sc+-perturbation of the iden-
tity and hence a sc-Fredholm operator by Proposition 1.4. Because A is level wise
compact, the index ind(1+A) is equal to 0. The associated sc-decompositions of
the sc-Banach space W are the following,
1+A : W =C⊕X →W = R⊕Z,
where C = ker(1+A) and R = range (1+A) and dim C = dim Z < ∞.
Since s is a sc+-section, we conclude from Proposition 1.7 that the restriction
s : Um → RN ⊕Wm is of class C1, for every m ≥ 1. From the identity P ◦ s(a,w) =
P◦D2s(0)w+(P◦s(a,w)−P◦D2s(0)w), one deduces the following representation
for P◦ s, on every level m≥ 1,
P◦ s(a,w) = Aw+S(a,w) and D2S(0,0) = 0.
Therefore, S is, with respect to the second variable w, a arbitrary small contraction
on every level m ≥ 1, if a and w are sufficiently small depending on the level m
and the contraction constant. We can make the arguments which follow only on the
levels m≥ 1. This explains the reason for the index raise by 1 in the theorem.
We can write
P◦ ( f + s)(a,w) = w−B(a,w)+Aw+S(a,w)
= (1+A)w− [B(a,w)−S(a,w)]
= (1+A)w−B(a,w),
where we have abbreviated
B(a,w) = B(a,w)−S(a,w).
82 3 Basic Sc-Fredholm Theory
By assumption, the map B belongs to the sc0-contraction germ and hence the map
B is a contraction in the second variable on every level m ≥ 1 with arbitrary small
contraction constant ε > 0 if a and w are sufficiently small depending on the level
m and the contraction constant ε . Introducing the canonical projections by
P1 : W =C⊕X → X
P2 : W = R⊕Z→ R,
we abbreviate
ϕ(a,w) := P2 ◦P◦ ( f + s)(a,w)
= P2[(1+A)w−B(a,w)]
= P2[(1+A)P1w−B(a,w)].
We have used the relation (1+A)(1−P1) = 0. The operator L := (1+A)|X : X→ R
is a sc-isomorphism. In view of L−1 ◦P2 ◦ (1+A)P1w= P1w, we obtain the formula
L−1 ◦ϕ(a,w) = P1w−L−1 ◦P2 ◦B(a,w).
Writing w = (1−P1)w⊕P1w, we shall consider (a,(1−P1)w) as our new finite
parameter, and correspondingly define the map B̂ by
B̂((a,(1−P1)w),P1w) = L−1 ◦P2 ◦B(a,(1−P1)w+P1w).
Since B(a,w) is a contraction in the second variable on every level m ≥ 1 with
arbitrary small contraction constant if a and w are sufficiently small depending on
the level m and the contraction constant, the right hand side of
L−1 ◦ϕ(a,(1−P1)w+P1w) = P1w− B̂(a,(1−P1)w,P1w)
possesses the required contraction normal form with respect to the variable P1w
on all levels m ≥ 1, again if a and w are small enough depending on m and the
contraction constant.
It remains to prove that the above normal form is the result of an admissible coordi-
nate transformation of the perturbed section f + s. Choosing a linear isomorphism
τ : Z→C, we define the fiber transformationΨ : RN⊕W → RN⊕X⊕C by
Ψ(δa⊕δw) := δa⊕L−1 ◦P2 ·δw⊕ τ ◦ (1−P2) ·δw.
We shall view Ψ as a strong bundle map covering the sc-diffeomorphism ψ : V ⊕
W →V ⊕C⊕X defined by ψ(a,w) = (a,(1−P1)w,P1w) where V = [0,∞)k⊕Rn−k.
With the canonical projection
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P : (RN⊕C)⊕X → X
P(a⊕ (1−P1)w⊕P1w) = P1w,
and the relation P◦Ψ ◦ (1−P) = 0, we obtain the desired formula
P◦Ψ ◦ ( f + s)◦ψ−1(a,(1−P1)w,P1w)
= P1w− B̂(a,(1−P1)w,P1w).
The proof of Theorem 3.10 is complete.

The theorem has the following corollary, where we use the standard notations, de-
noting, as usual, by C a partial quadrant in a sc-Banach space E. We also use a
second sc-Banach space F .
Corollary 3.4. We assume that the sc-germ g : O(C,0)→ (F,0) is equivalent by a
strong bundle isomorphism Φ to the basic germ Φ∗g, and assume that s : O(C,0)→
(F,0) is a sc+-germ. Then there exists a strong bundle isomorphism Ψ such that
((Ψ ◦Φ)∗(g+ s))1 is a basic germ.
Proof. By assumption there exist open neighborhoods U of 0 in C and V of 0 in
[0,∞)k⊕Rn−k⊕W and a sc-diffeomorphism ϕ : (U,0)→ (V,0) which is covered
by a strong bundle isomorphism Φ : U /F→V / (RN⊕W ) such that Φ∗g is a basic
germ h. Then t =Φ∗s defines a sc+-section satisfying t(0) = 0. Clearly Φ∗(g+s) =
h+ t, and applying Theorem 3.10, we find a second strong bundle isomorphism
Ψ such that (Ψ∗(h+ t))1 is a basic germ. Taking the composition Γ =Ψ ◦Φ , we
conclude that Γ∗(g+ s)1 is a basic germ. This completes the proof of Corollary 3.4.

In order to illustrate the corollary, we now consider the sc-smooth germ
h : O(C,0)→ F
for which we know that there exists a sc+-germ s satisfying s(0) = h(0), and assume
that the germ h− s around 0 is equivalent to the basic germ g = Φ∗(h− s). We
observe that h− h(0) = (h− s)+ (s− h(0)), where s− h(0) is a sc+-section. Then
t = Φ∗(s− h(0)) is a sc+-section and g+ t is a perturbation by a sc+-section of a
basic germ. By the previous corollary we find a strong bundle coordinate change
such that (Ψ∗(g− s))1 is a basic germ, or in other words, ((Ψ ◦Φ)∗(h−h(0)))1 is a
basic germ.
Note that for the implicit function theorem it does not matter whether we work with
f , or f 1, ore even f (501). It matters that our coordinate change is compatible with
the original sc-structure.
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We also point out that a strong bundle coordinate change for h1 is not the same as a
strong bundle coordinate change for h followed by a subsequent raise of the index.
3.5 Geometry of Basic Germs
In this section we shall study in detail sc-smooth germs
f : O(([0,∞)k⊕Rn−k)⊕W,0)→ (RN⊕W,0) (3.10)
around 0 of the form
f = h+ s (3.11)
where h is a basic germ and s is a sc+-germ satisfying s(0) = 0. We already know
from Corollary 3.2 that
D f (0) : Rn⊕W → RN⊕W
is a sc-Fredholm operator of index indD f (0) = n−N.
In the following we abbreviate E = Rn⊕W , C = ([0,∞)k⊕Rn−k)⊕W , and F =
RN⊕W and by P : RN⊕W →W the sc-projection.
Theorem 3.11 (Local Regularity and Compactness). Let U be a relatively open
neighborhood of 0 in C. We assume that f : U → F is a sc-smooth map satisfying
f (0) = 0 and of the form f = h+ s where h is a basic germ and s is a sc+-germ
satisfying s(0) = 0. We denote by S = {(a,w) ∈U | f (a,w) = 0} the solution set of
f in U. Then there exists a nested sequence
U ⊃ O(0)⊃ O(1)⊃ O(2)⊃ . . .
of relatively open neighborhoods of 0 in C on level 0 such that for every m≥ 0, the
closure of S∩O(m) in C∩E0 =C0 is contained in C∩Em =Cm, i.e.,
clC0(S∩O(m))⊂Cm.
Remark 3.7. Theorem 3.11 says, in particular, that O(m)∩ S ⊂ Cm for all m ≥ 0.
Therefore, the regularity of solutions (a,w) of the equation f (a,w) = 0 is the higher,
the closer to 0 they are on the level 0. Moreover, the solution set on level m suffi-
ciently close to 0 on level 0 has a closure on level 0, which still belongs to level m.
Moreover, the solution set on level m, sufficiently close to 0 on level 0, has a closure
on level 0, which belongs to level m. 
Proof (Proof of Theorem 3.11). We construct the sets O(m) inductively by showing
that there exists a decreasing sequence (τm)m≥0 of positive numbers such that the
sets
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O(m) = {(a,w) ∈C | |a|0 < τm and |w|0 < τm}
have the desired properties. We begin with the construction of O(0).
By definition of a basic germ, the composition P◦h is of the form
P◦h(a,w) = w−B(a,w),
where B(0,0) = 0 and B is a contraction in w locally near (0,0). Moreover, s is a
sc+-germ satisfying s(0) = 0.
We choose τ ′0 > 0 such that the closed set {(a,w) ∈C | |a|0 ≤ τ ′0, |w|0 ≤ τ ′0} in E0 is
contained in U and such that, in addition,
(01) |B(a,w)−B(a,w′)|0 ≤ 14 |w−w
′|0.
for all a, w, and w′ ∈W0 satisfying |a|0 ≤ τ ′0, |w|0 ≤ τ ′0, and |w′|0 ≤ τ ′0. Using B(0) =
0 and s(0) = 0, we can choose 0 < τ0 < τ ′0 such that
(02) |B(a,0)|0 ≤ 14τ
′
0 for all |a|0 ≤ τ0.
(03) |P◦ s(a,w)|0 ≤ 14τ
′
0 for all |a|0 ≤ τ0 and |w|0 ≤ τ0.
For these choices of the constants τ ′0 and τ0, we introduce the closed set
Σ0 = {(a,z) ∈C | |a|0 ≤ τ0, |z|0 ≤ τ ′0/4},
and denote by B0(τ ′0)⊂W0 the closed ball in W0 centered at 0 and having radius τ ′0.
We define the map F0 : Σ0×B0(τ ′0)→W0 by
F0(a,z,w) = B(a,w)− z.
If (a,z) ∈ Σ0 and w,w′ ∈ B0(τ ′0), we estimate using (01) and (02),
|F0(a,z,w)|0 = |B(a,w)− z|0 ≤ |B(a,w)−B(a,0)|0+ |B(a,0)|0+ |z|0
≤ 1
4
τ ′0+
1
4
τ ′0+
1
4
τ ′0 =
3
4
τ ′0 < τ
′
0,
and
|F0(a,z,w)−F0(a,z,w′)|0 ≤ 14 |w−w
′|0.
Hence F0(a,z, ·) : B0(τ ′0)→ B0(τ ′0) is a contraction, uniform in (a,z) ∈ Σ0. There-
fore, by the parametrized version of Banach’s fixed point theorem there exists a
unique continuous function δ0 : Σ0→ B0(τ ′0) solving the equation
δ0(a,z) = B(a,δ0(a,z))− z
for all (a,z) ∈ Σ0. Now we define the open neighborhood O(0) by
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O(0) = {(a,w) ∈C | |a|0 < τ0 and |w|0 < τ0}.
Clearly, the setO(0) satisfies clC0(S∩O(0))⊂C0. We observe that if (a,w)∈O(0),
then |P◦ s(a,w)|0 ≤ τ ′0/4 by (03) so that δ0(a,P◦ s(a,w)) is defined. If, in addition,
f (a,w) = 0, then P◦ f (a,w) = 0 so that w = B(a,w)−P◦ s(a,w) and we claim that
w = δ0(a,P◦ s(a,w)) for all (a,w) ∈ O(0). (3.12)
Indeed, since δ0(a,P◦ s(a,w)) = B(a,δ0(a,P◦ s(a,w)))−P◦ s(a,w), we estimate,
using (01),
|w−δ0(a,P◦ s(a,w))|0 = |B(a,w)−B(a,δ0(a,P◦ s(a,w)))|0
≤ 1
4
|w−δ0(a,P◦ s(a,w))|0,
implying w = δ0(a,P◦ s(a,w)) as claimed.
We next construct the set O(1) ⊂ O(0). Since the embedding W1 →W0 is contin-
uous, there is a constant c1 > 0 such that |·|0 ≤ c1|·|1. With the constant τ0 defined
above, we choose 0 < τ ′1 < min{τ0,τ0/c1} such that the following holds. The set
{(a,w) ∈C | |a|0 ≤ τ ′1 and |w|1 ≤ τ ′1} is contained in U , and
(11) |B(a,w)−B(a,w′)|1 ≤ 14 |w−w
′|1.
for all a, w,w′ ∈W1 satisfying |a|0 ≤ τ ′1, |w|1 ≤ τ ′1, and |w′|1 ≤ τ ′1. We choose 0 <
τ1 < τ ′1 such that
(12) |B(a,0)|1 ≤ 14τ
′
1 for all |a|0 ≤ τ1
(13) |P◦ s(a,w)|1 ≤ 14τ
′
1 for all |a|0 ≤ τ1 and |w|0 ≤ τ1.
Proceeding as in the construction of O(0), we introduce the closed set Σ1 in E1 by
Σ1 = {(a,z) ∈C1 | |a|0 ≤ τ1, |z|1 ≤ τ ′1/4},
and abbreviate by B1(τ ′1) the closed ball in W1 having its center at 0 and radius
τ ′1. We define the map F1 : Σ1×B1(τ ′1)→W1 by F1(a,z,w) = B(a,w)− z. By (11)
and (13), the map F1 : Σ1×B1(τ ′1)→ B1(τ ′1) is a contraction, uniform in (a,z) ∈
Σ1. Again using the Banach fixed point theorem, we find a unique continuous map
δ1 : Σ1→ B1(τ ′1) solving the equation δ1(a,z) = B(a,δ1(a,z))−z for all (a,z)∈ Σ1.
Now we define the open neighborhood O(1) as
O(1) = {(a,w) ∈C0 | |a|0 < τ1, |w|0 < τ1}.
By our definition of τ1 we have τ1 ≤ τ ′1 < τ0 so that O(1)⊂ O(0).
We next claim that
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δ0(a,P◦ s(a,w)) = δ1(a,P◦ s(a,w)) for all (a,w) ∈ O(1). (3.13)
To verify the claim, we note that if (a,w)∈O(1), then, by (13), |P◦s(a,w)|1≤ τ ′1/4.
Hence δ1(a,P ◦ s(a,w)) is defined and its norm satisfies |δ1(a,P ◦ s(a,w))|1 ≤ τ ′1
because δ1 takes its values in the ball B1(τ ′1). This implies, recalling that |·|0 ≤ c1|·|1
and τ ′1 ≤ τ0/c1, the estimate
|δ1(a,P◦ s(a,w))|0 ≤ c1|δ1(a,P◦ s(a,w))|1 ≤ c1τ ′1 ≤ τ0 ≤ τ ′0.
Therefore, by construction, the map (a,w) 7→ δ1(a,P ◦ s(a,w)) solves the equation
δ1(a,P◦ s(a,w)) = B(a,δ1(a,P◦ s(a,w))−P◦ s(a,w) for all (a,w) ∈ O(1). On the
other hand, it follows from O(1) ⊂ O(0) and (03) that |P ◦ s(a,w)|0 ≤ τ ′0/4 and
hence the map (a,w) 7→ δ0(a,P◦s(a,w)) solves, by construction, the same equation
δ0(a,P ◦ s(a,w)) = B(a,δ0(a,P ◦ s(a,w))− P ◦ s(a,w) for all (a,w) ∈ O(1). The
claim (3.13) now follows from the uniqueness of the Banach fixed point theorem on
the level 0.
If (a,w)∈O(1) satisfies, in addition, f (a,w) = 0, we deduce from (3.12) and (3.13)
that
w = δ1(a,P◦ s(a,w)) ∈W1 for all (a,w) ∈ O(1). (3.14)
In order to verify the desired property of O(1) we fix (a,w) ∈ cl0(S∩O(1)). Then
there exists a sequence (an,wn) ∈ S∩O(1) such that (an,wn)→ (a,w) on level 0.
From (3.14) it follows that wn = δ1(an,P◦ s(an,wn)) ∈W1 for all n. Since s is sc+,
we know that P ◦ s(an,wn)→ P ◦ s(a,w) on level 1. From the continuity of δ1 we
conclude the convergence wn = δ1(an,P ◦ s(an,wn))→ δ1(a,P ◦ s(a,w)) = w on
level 1. Consequently, (a,w) ∈C1 as desired.
The induction step is now clear and the further details are left to the reader.

The previous result has a useful corollary.
Corollary 3.5. We assume that U is a relatively open neighborhood of 0 in a partial
quadrant C = [0,∞)n⊕W in a sc-Banach space E = Rn⊕W and let F = RN ⊕W.
Let f : U → F be a sc-smooth map satisfying f (0) = 0 and admitting the decompo-
sition f = h+ s where h ∈ Cbasic and s is a sc+-map satisfying s(0) = 0. We assume,
in addition, that D f (0,0) is surjective. Then there exists a relatively open neighbor-
hood U ′ ⊂U on level 0 such that the following holds.
(1) If (a,w) ∈U ′ satisfies f (a,w) = 0, then (a,w) is on level 1.
(2) If (a,w) ∈U ′ and f (a,w) = 0, then D f (a,w) : E → F is a surjective Fredholm
operator of index n−N.
Proof. In view of Theorem 3.11 we know that if f (a,w) = 0 and (a,w) is suffi-
ciently close to (0,0) on level 0, then (a,w) ∈ E1. Hence the linearization D f (a,w)
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is a well-defined as a bounded linear operator from E0 to F0. By Proposition 3.2,
the linearization D f (0,0) : E → F is a Fredholm operator whose index is equal to
indD f (0) = n−N.
By assumption, the Fredholm operator D f (0,0) : E → F is surjective. Denoting
by K its kernel, we have the splitting E = K⊕N and conclude that the restriction
D f (0)|N : N→ F is an isomorphism of Banach spaces and hence a Fredholm oper-
ator of index 0. To see this, we observe that
D f (a,w)|N = D f (0,0)|N+(D f (a,w)|N−D f (0,0)|N),
and the second term is a admissible perturbation which does not affect the Fredholm
character nor the index. Indeed,(
D f (a,w)−D f (0,0))(α,ζ ) = D2B(a,w)ζ +C(a,w)(α,ζ ),
where C(a,w) : E→ F is a compact operator, and ‖D2B(a,w)‖ ≤ ε for every ε > 0
if (a,w) sufficiently small in E0 depending on ε , in view of Lemma 3.1.
It follows that D f (a,w)|N : N→ F is a Fredholm operator of index 0, if (a,w) ∈ E1
is sufficiently small in E0.
We finally show that D f (a,w)|N : N → F is a surjective operator if (a,w) ∈ E1
solves, in addition, f (a,w) = 0. Since the index is equal to 0, the kernel of
D f (a,w)|N has the same dimension as the cokernel of D f (a,w)|N in F . Hence
we have to prove that the kernel of D f (a,w)|N is equal to {0}, if (a,w) ∈ E is close
to (0,0) in E0 and solves f (a,w) = 0.
Arguing by contradiction we assume that there exist a sequence (ak,wk) ∈ C∩E1
satisfying f (ak,wk) = 0 and |(ak,wk)|0→ 0 as k→ ∞. Moreover, there exists a se-
quence (αk,ζk) ∈ (Rn⊕W )∩N satisfying |(αk,ζk)|0 = 1 and D f (ak,wk)(αk,ζk) =
0. Consequently,
ζk−D2B(ak,wk)ζk = D1B(ak,wk)αk−PDs(ak,wk)(αk,ζk). (3.15)
Without loss of generality we may assume that αk → α . In view of the proof of
the previous theorem, for large values of k, the sequence (ak,wk) is bounded on
level 2. Consequently, since the embedding W2 → W1 is compact, we may as-
sume that (ak,wk) → (0,0) on level 1. Therefore, D1B(ak,wk)αk → D1B(0,0)α
in E0. In addition, since s is a sc+-operator, the map E1 ⊕ E0 → F1, defined by
(x,h) 7→ PDs(x)h, is continuous. Hence, there exists ρ > 0 such that |PDs(x)h|1 ≤ 1
if |x|1 ≤ ρ and |h|0 ≤ ρ . This implies that there is a constant c > 0 such that
|PDs(x)h|1≤ c for all |x|1≤ ρ and |h|0≤ 1. From this estimate, we conclude that the
sequence PDs(ak,wk)(αk,ζk) is bounded in W1. Since the embedding W1 →W0 is
compact, we may assume that the sequence PDs(ak,wk)(αk,ζk) converges to some
point w0 in W0. Denoting by zk the right-hand side of (3.15), we have proved that
zk→ z0 = D1B(0,0)α−w0 in W0. Choosing 0< ε < 1 in Lemma 3.1, the operators
1−D2B(ak,wk) have a bounded inverse for large k and we obtain from (3.15) that
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ζk =
(
1−D2B(ak,wk)
)−1zk =∑
l≥0
(
D2B(ak,wk)
)lzk
for large k. We claim that the sequence ζk converges to z0 in W0. Indeed, take ρ > 0.
From ‖D2B(ak,wk)‖ ≤ ε for k large and the fact that the sequence (zk) is bounded
in W0, it follows that there exists l0 such that
|∑
l≥l0
(
D2B(ak,wk)
)lzk|0 ≤ ρ/2.
Hence
|ζk− z0|0 ≤ |zk− z0|0+
l0
∑
l=1
|(D2B(ak,wk))lzk|0+ |∑
l>l0
(
D2B(ak,wk)
)lzk|0
≤ |zk− z0|0+
l0
∑
l=1
|(D2B(ak,wk))lzk|0+ρ/2.
From |zk− z0|0→ 0 and D2B(ak,wk)zk→ D2B(0,0)z0 = 0, it follows that
limsup
k→∞
|ζk− z0|0 ≤ ρ/2
and, since ρ was arbitrary, that ζk→ z0 in W0. We have proved that (αk,ζk)→ (α,z0)
in E0. Hence (α,z0) ∈ N and |(α,z0)|0 = 1. On the other hand,
0 = lim
k→∞
D f (ak,wk)(αk,ζk) = D f (0)(α,z0).
Since D f (0,0)|N is an isomorphism, (α,z0) = (0,0), in contradiction to |(α,z0)|0 =
1. The proof of Corollary 3.5 is complete. 
In the following theorem we denote, as usual, by C the partial quadrant [0,∞)k⊕
Rn−k⊕W in the sc-Banach space E =Rn⊕W and by U a relatively open neighbor-
hood of 0 in C. Moreover, F is another sc-Banach space of the form F = RN⊕W .
We consider a sc-smooth germ f : U → F satisfying f (0) = 0 of the form f = h+ s
where h is a basic germ and s is a sc+-germ satisfying s(0) = 0. By Theorem 3.10
there exists a strong bundle isomorphism
Φ : U / (RN⊕W )→U ′ / (RN′ ⊕W ′).
where U ′ is a relatively open neighborhood of 0 in the partial quadrant C′= [0,∞)k⊕
Rn′−k⊕W ′, covering the sc-diffeomorphism ϕ : (U,0)→ (U ′,0) such that the sec-
tion g =Φ ◦ f ◦ϕ−1 has the property that g1 = (Φ∗(h+ s))1 : (U ′)1→ (RN′⊕W ′)1
is a basic germ. Clearly, ϕ
({x ∈U | f (x) = 0})= {x′ ∈U ′ |g(x′) = 0}.
We abbreviate F ′=RN′⊕W ′ and denote by P′ the sc-projection P′ : RN′⊕W ′→W ′.
By definition of a basic germ, the composition P′ ◦ g1 is a sc0-contraction germ
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which is sc-smooth. Therefore, in view of Remark 3.6 applied to the levels m ≥ 1,
there are monotone decreasing sequences (ε ′i ) for i≥ 1 and (τ ′i ) for i≥ i such that,
abbreviating by Bi(τ ′i ) the closed ball W ′i of center 0 and radius τ ′i , and by U ′i the
neighborhood U ′i = {a∈ [0,∞)k⊕Rn
′−k | |a|0≤ τ ′i}, the following statements (1)-(4)
hold.
(1) There exists a unique continuous map
δ : U ′1→ B1(τ ′1)
satisfying P′ ◦g(a,δ (a)) = 0 and δ (0) = 0.
(2) If (a,w) ∈U ′1⊕B1(τ ′1) solves the equation P′ ◦g(a,w) = 0, then w = δ (a).
(3) If a ∈U ′i , then δ (a) ∈W ′i and |δ (a)|i ≤ τ ′i for every i≥ 1.
(4) δ : U ′i →W ′i is of class Ci−1 for all i≥ 1.
Lemma 3.6. There exists ε ′0 and τ
′
0 having the following properties. If (a
′,w′) solves
the equation g(a′,w′) = 0 and satisfies |a′|0 ≤ ε ′0 and |w′|0 ≤ τ ′0, then w′ = δ (a′).
Moreover, if |a′|0 ≤ ε ′0, then |δ (a′)|0 ≤ τ ′0.
Proof. The solutions of f (a) = 0 and g(x′) = 0 are related by the sc-diffeomorphism
ϕ via x′ = ϕ(x). Applying the proof of Theorem 3.11 to the sc-germ f = h+ s we
find, for every σ > 0, a constant τ > 0 such that if x ∈C is a solution of f (x) = 0
satisfying |x|1 < τ , then |x|1 <σ . Using the continuity of ϕ on the level 1, we choose
now σ > 0 such that if |x|1 < σ , then x′ = ϕ(x) = (a′,w′) satisfies |a′|0 ≤ ε ′1 and
|w′|1 ≤ τ ′1. Then we conclude from |x|0 < τ that |x|1 < σ . Using the continuity of
ϕ−1 on level 0 we next choose the desired constants ε ′0 and τ
′
0 such that the estimates
|a′|0 ≤ ε ′0 and |w′|0 ≤ τ ′0 imply that x = ϕ−1(a,w) satisfies |x|0 < τ . Assuming now
that x′ = (a′,w′) is a solution of g(a′,w′) = 0 satisfying |a′|0 < ε ′0 and |w′|0 < τ ′0, we
conclude that |ϕ−1(x′)|0 < τ . It follows that |ϕ−1(x′)|1 <σ , which implies |a′|0 < ε ′1
and |w′|1 < τ ′1. From property (2) we conclude that w′ = δ (a′) proving the first
statement of the lemma.
Using that the embedding W1 →W0 is continuous, we find a constant c > 0 such
that |δ (a′)|0 ≤ c|δ (a′)|1. Taking ε ′0 and τ ′0 smaller we can achieve that |δ (a′)|0 ≤ τ ′0
if |a′|0 ≤ ε ′0 and the proof of the lemma is complete.

Theorem 3.12 (Local Germ-Solvability I). Assume that f : U→ F is a sc-smooth
germ satisfying f (0) = 0 and of the form f = h+ s, where h is a basic germ and s is
a sc+-section satisfying s(0) = 0. We assume that the linearization D f (0) : E→F is
surjective and the kernel K = kerD f (0) is in good position to the partial quadrant
C. Let
Φ : U / (RN⊕W )→U ′ / (RN′ ⊕W ′)
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be the strong bundle isomorphism covering the sc-diffeomorphism ϕ : (U,0) →
(U ′,0) guaranteed by Theorem 3.10. Here U ′ is a relatively open neighborhood
of 0 in the partial quadrant C′ = [0,∞)k⊕Rn′−k⊕W ′ sitting in the sc-Banach space
E ′ = Rn′ ⊕W ′.
Then, denoting by g = Φ∗( f ) the push-forward section, the following holds. The
kernel K′ = kerDg(0) = Tϕ(0)K is in good position to the partial quadrant C′ and
there is a good complement Y ′ of K′ in E ′ = K′⊕Y ′, and a C1-map τ : V → Y ′1,
defined on the relatively open neighborhood V of 0 in K′∩C′ such that
(1) τ : O(K′∩C′,0)→ (Y ′,0) is a sc-smooth germ.
(2) τ(0) = 0 and Dτ(0) = 0.
(3) After perhaps suitably shrinking U it holds
ϕ({x ∈U | f (x) = 0}) = {x′ ∈U ′ |g(x′) = 0}= {y+ τ(y) |y ∈V}.
Proof. The linearization Dg(0) : Rn′ ⊕W ′→ RN′ ⊕W ′ is a surjective map because,
by assumption, D f (0) : Rn⊕W → RN ⊕W is surjective. Moreover, kerDg(0) =
Tϕ(0)kerD f (0). In view of Proposition 2.7 and Corollary 2.1 we have Tϕ(0)C =
C′. We also recall that (above Lemma 3.6) we have introduced the sc-projection
P′ : RN′ ⊕W ′→W ′, the neighborhood U ′i = {a ∈ [0,∞)k⊕Rn
′−k | |a|0 ≤ τ ′i} of 0 in
Rn′ , and the map δ : U ′i →W ′i satisfying P′ ◦g(a,δ (a)) = 0 and δ (a) = 0.
We introduce the map H : U ′1→ RN
′
by
H(a) = (1−P′)◦g(a,δ (a)).
It satisfies H(0) = 0 since g(0) = 0. In the following we need the map H to be of
class C1. In view of property (4), the map H restricted to U ′i is of class Ci−1. Since,
by Proposition 1.7, the sc-smooth map g induces a C1-map g : Em+1→ Em for every
m≥ 0, we shall restrict the domain of H to the set U ′3. In order to prove the theorem
we shall first relate the solution set {H = 0} to the solution set {g = 0}, and start
with the following lemma.
Lemma 3.7. The linear map α 7→ (α,Dδ (0)α) from Rn′ into E ′ induces a linear
isomorphism
K˜ := kerDH(0)→ kerDg(0) =: K′.
Proof (Proof of the lemma). We first claim that
kerDg(0) = {(α,Dδ (0)α) |α ∈ kerDH(0)}.
Indeed, if (α,ζ )∈ kerDg(0), then P′◦Dg(0)(α,ζ )= 0 and (1−P′)◦Dg(0)(α,ζ )=
0. By assumption, P′ ◦g(a,w) = w−B(a,w). Hence, differentiating at the point 0 in
the direction of (α,ζ ) and recalling from Lemma 3.1 that D2B(0) = 0, we obtain
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0 = P′ ◦Dg(0)(α,ζ ) = ζ −D1B(0)α−D2B(0)ζ = ζ −D1B(0)α.
On the other hand, differentiating the identity P′ ◦g(a,δ (a)) = 0 at a = 0 and eval-
uating the derivative at α , we find, in view of previous equation,
0 = P′ ◦g(0)(α,Dδ (0)α) = Dδ (0)α−D1B(0)α.
Consequently, ζ = Dδ (0)α as claimed.
From
DH(0)α = (1−P′)◦Dg(0)(α,Dδ (0)α)
it follows, if α ∈ kerDH(0), in view of P′ ◦Dg(0)(α,Dδ (0)α) = 0 for all α , that
(α,Dδ (0)α) ∈ kerDg(0).
Conversely, if (α,ζ ) ∈ kerDg(0), then 0 = P′ ◦Dg(0)(α,ζ ) = ζ −D1B(0)α and
(1− P′) ◦Dg(0)(α,ζ ) = 0. Since P′ ◦Dg(0)(α,Dδ (0)α) = 0, we conclude that
ζ = Dδ (0)α and hence (1−P′) ◦Dg(0)(α,Dδ (0)α) = DH(0)α = 0, so that α ∈
kerDH(0). The proof of Lemma 3.7 is complete.

By assumption, the kernel K = kerD f (0) is in good position to the partial quadrant
C. We recall that this requires that K ∩C has a nonempty interior in K and there
exists a complement of K, denoted by K⊥, so that K⊕K⊥ = E, having the following
property. There exists ε > 0 such that if k+k⊥ ∈K⊕K⊥ satisfies |k⊥|0 ≤ ε|k|0, then
k+ k⊥ ∈C if and only if k ∈C. (3.16)
The kernel K′ = kerDg(0) = Tϕ(0)K has a complement in E ′, denoted by (K′)⊥ =
Tϕ(0)(K⊥), so that K′⊕ (K′)⊥ = E ′.
Lemma 3.8. The complement (K′)⊥ is a good complement of K′ in E ′.
Proof. Since Tϕ(0) : Rn⊕W →Rn′⊕W ′ is a topological isomorphism, Tϕ(0)C =
C′ and K′ = Tϕ(0)K, it follows that K′ ∩C′ has a nonempty interior in K′. Next
we choose ε ′ > 0 satisfying ε ′‖Tϕ(0)‖‖(Tϕ(0))−1‖ ≤ ε and take x′ ∈ K′ and y′ ∈
(K′)⊥ satisfying |y′|0 ≤ ε ′|x′|0. If x = (Tϕ(0))−1x′ and y = (Tϕ(0))−1y′, then
|y|0 = |(Tϕ(0))−1y′|0 ≤ ‖(Tϕ(0))−1‖|y′|0 ≤ ε ′‖(Tϕ(0))−1‖|x′|0
= ε ′‖(Tϕ(0))−1‖|Tϕ(0)|0 ≤ ε ′‖(Tϕ(0))−1‖‖Tϕ(0)‖|x|0 ≤ ε|x|0.
By (3.16), x+ y ∈C if and only if x ∈C and since Tϕ(0)C =C′, we conclude that
x′+ y′ ∈C′ if and only if x′ ∈C′. 
The next lemma is proved in Appendix 3.8.2.
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Lemma 3.9. The kernel K˜ := kerDH(0)⊂Rn′ of the linearization DH(0) is in good
position to the partial quadrant C˜ = [0,∞)k⊕Rn′−k in Rn′ . Moreover, there exists a
good complement Z of K˜ in Rn′ , hence K˜⊕Z =Rn′ , having the property that Z⊕W ′
is a good complement of K′ = kerDg(0) in E ′,
E ′ = K′⊕ (Z⊕W ′).

In view of Lemma 3.9, Theorem 3.18 in Appendix 3.8.5 is applicable to the C1-
map H : U ′2→RN
′
, where U ′2 = {a ∈ [0,∞)k⊕Rn
′−k | |a|0 < τ ′2} ⊂Rn
′
is introduced
before the statement of Theorem 3.12. According to Theorem 3.18 there exists a
relatively open neighborhood V˜ of 0 in K˜∩C˜ and a C1-map
σ : V˜ → Z
satisfying σ(0) = 0 and Dσ(0) = 0 and solving the equation
H(a+σ(a)) = 0 for all a ∈ V˜ .
The situation is illustrated in the following Figure 3.3. Since H is the more regular
Z
C˜
Rn′
K˜
{H = 0}
V˜
Fig. 3.3
the closer we are to 0, the map τ has the same property. Recalling the solution germ
δ : U ′1 ⊂ Rn
′ → B′1 ⊂W ′1 of g(a,δ (a)) = 0, we define the map γ : V˜ → Z⊕W ′1 by
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γ(a) = σ(a)+δ (a+σ(a)), v ∈ V˜ .
By the properties of σ and δ there exists a nested sequence V˜1⊃ V˜2⊃ . . . of relatively
open neighborhoods of 0 in K˜∩C˜ such that the restriction
γ|V˜i : V˜i→ Z⊕W ′i
is of class Ci, for every i ≥ 1. Recalling from Lemma 3.7 that K′ = kerDg(0) =
{(v,Dδ (0)v) |v ∈ K˜}, we denote by pi : K′→ K˜ the projection
pi : (v,Dδ (0)v) 7→ v.
The map pi is a sc-isomorphism.
We next introduce the map τ from a relatively open neighborhood of 0 in K′ ∩C′
into Z⊕W ′ by
τ(y) =−Dδ (0)◦pi(y)+ γ(pi(y)), y ∈ K′∩C′.
It satisfies τ(0) = 0. Differentiating τ at y = 0, and using Dσ(0) = 0, we obtain
Dτ(0)η =−Dδ (0)◦pi(η)+Dδ (0)◦pi(η) = 0
for all η ∈ K′ and hence Dτ(0) = 0. Recalling that y = (v,Dδ (0)v) where v ∈
kerDH(0), and pi(y) = v, we compute
y+ τ(y) = (v+Dδ (0)v)+(−Dδ (0)v+ γ(v))
= v+ γ(v) = (v+σ(v))+δ (v+σ(v)),
where v+σ(v)∈Rn′ . Hence, by definition of the solution germ δ we conclude from
Lemma 3.6 that
g(y+ τ(y)) = 0
for all y ∈ K′∩C′ near 0 on level 0. By construction, the map τ is a sc-smooth germ
satisfying τ(0) = 0 and Dτ(0) = 0 and there exists a nested sequence of relatively
open subsets O˜i = pi−1(Vi) of 0 in K′, where Oi = {a ∈ [0,∞)k⊕Rn′−k | |a|0 < ε ′i}
such that the restrictions satisfy
τ|O˜i ∈Ci(O˜i,Z⊕W ′i ), for i≥ 1.
Moreover, if g(y+w) = 0 for y ∈ K′ ∩C′ and w ∈ Z ⊕W ′ sufficiently small on
level 0, then w = τ(y). To sum up, there exists a relatively open subset U of 0 in C
diffeomorphic to the relatively open subset U ′ = ϕ(U) of 0 in C′, and a relatively
open subset V of 0 in K′∩C′ such that
ϕ
({x ∈U | f (x) = 0})= {x′ ∈U ′ |g(x′) = 0}= {y+ τ(y) |y ∈V}.
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The proof of Theorem 3.12 is finished.

Corollary 3.6. Let f : U → F be a sc-smooth germ satisfying f (0) = 0 and of the
form f = h+ s, where h is a basic germ and s is a sc+-section satisfying s(0) = 0.
We assume that the linearization D f (0) : E → F is surjective and the kernel K =
kerD f (0) is in good position to the partial quadrant C ⊂ E.
Then there exists a good complement Y of K in E, so that K⊕Y = E, and there
exists a C1-map σ : V →Y1 defined on relatively open neighborhood V of 0 in K∩C,
having the following properties.
(1) σ : O(K∩C,0)→ (Y,0) is a sc-smooth germ.
(2) σ(0) = 0 and Dσ(0) = 0.
(3) {x ∈U | f (x) = 0}= {v+σ(v) |v ∈V} after perhaps replacing U by a smaller
open neighborhood.
Proof. In view of Theorem 3.12, the sc-diffeomorphism ϕ : (U,0)→ (U ′,0) be-
tween relatively open subsets U and U ′ of the partial quadrants C= [0,∞)k⊕Rn−k⊕
W and C′ = [0,∞)k⊕Rn′−k⊕W ′ satisfies Tϕ(0)K = K′ = kerDg(0) and K′ is in
good position to C′. If Y ′ is the good sc-complement in Theorem 3.12 of K′ in E ′,
we define Y = Tϕ(0)−1(Y ′). Then Y is the desired good complemement of K in E
with respect to the partial quadrant C, so that E = K⊕Y . Let pi : K⊕Y → K be the
sc-projection.
Recalling the map τ : V ⊂ K′ ∩C′ → Y ′1 from Theorem 3.12, we define the map
ψ : V ⊂ K′∩C′→ K by
ψ(v) = pi ◦ϕ−1(v+ τ(v)).
The mapψ satisfiesψ(0)= 0 and its derivative Dψ(0) : K′→K is equal to Dψ(0)=
Tϕ(0)−1|K′, hence it is an isomorphism.
We claim that the map ψ preserves the degeneracy index, that is
dK′∩C′(v) = dK∩C(ψ(v)) (3.17)
for v ∈ V close to 0. To see this we first assume that v ∈ V ⊂ K′ ∩C′ belongs to
K′∩ (Rn′−k⊕W ′) where Rn′−k⊕W ′ is identified with {0}k⊕Rn′−k⊕W ′. Hence v
is of the form v = (0,w) ∈ {0}k⊕Rn′−k⊕W ′.
If K′ is one-dimensional, then, in view of Lemma 3.20, v = t(a,w′) ∈ Rk⊕Rn′−k⊕
W ′ where a = (a1, . . . ,ak) satisfies a j > 0. Consequently, t = 0, so that v = 0. Since
ψ(0) = 0, we have dC′∩K′(0) = dC∩K(ψ(0)).
If dimK′ ≥ 2, then, denoting by K˜′ the algebraic complement of K ∩ (Rn′−k⊕W ′)
in K′, we may assume, after linear change of coordinates, that the following holds.
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(a) The finite dimensional subspace K˜′ is spanned by the vectors e′j = (a′j,b′j,w′j)
for 1 ≤ j ≤ m = dim K˜′ in which a′j are the vectors of the standard basis of Rl ,
b′j = (b′j,m+1, . . . ,b
′
j,k) with b
′
j,i > 0, and w
′
j ∈ Rn
′−k⊕W ′.
(b) The good complement Y ′ of K′ in E ′ = Rn′ ⊕W ′ is contained in {0}l ⊕Rk−l ⊕
Rn′−k⊕W ′.
By adding a basis e′j = (0,w′j) ∈ {0}k⊕Rn
′−k⊕W ′, m+ 1 ≤ j ≤ dimK′, of K′ ∩
(Rn′−k⊕W ′) we obtain a basis of K′.
We have a similar statement for the subspace K with the algebraic complement K˜ of
K∩ (Rn−k⊕W ) in K, e′j replaced by e j, and the good complement Y of K contained
in {0}m⊕Rk−m⊕Rn−k⊕W .
Now if v=(0,w′1)∈{0}k⊕Rn
′−k⊕W ′, then, in view of (a), dK′∩C′(v)=m= dim K˜′.
Recalling K′ is in good position to the partial quadrant C′ and Y ′ is a good comple-
ment of K′ in E ′. there exists a constant γ such that if n ∈ K′ and y ∈ Y ′, then
|y|0 ≤ γ|n|0 implies that n+ y ∈ C if and only if n ∈ C. It follows from τ(0) = 0
and Dτ(0) = 0 that |τ(v)|0 ≤ γ|v|0 and, since v ∈C, we conclude that v± τ(v) ∈C.
Since for v as above v j = 0 for all 1 ≤ j ≤ k, we find that also τ j(v) = 0 for all
1 ≤ j ≤ k. Hence v+ τ(v) = (0,w′2) ∈ {0}k⊕Rn
′−k⊕W ′. Because the map ϕ is a
sc-diffeomorphism, ϕ−1(v+ τ(v)) = ϕ−1((0,w′2)) = (0,w) ∈ {0}k⊕Rn−k⊕W .
We shall show that pi((0,w)) ∈ K∩C and that dK∩C(pi((0,w)) = m. We decompose
(0,w) according to the direct sum E = K⊕Y as (0,w) = k+ y where k ∈ K and
y ∈ Y , and write k = (α1, . . . ,αk,w1) ∈ Rk ⊕Rn−k ⊕W , y = (y1, . . . ,yk,w2) ∈ Y .
Then, using Y ⊂{0}m⊕Rk−m⊕Rn−k⊕W , we find that y1 = . . .ym = 0. This implies
that also α1 = . . . = αm = 0. Consequently, pi((0,w)) = k = (0,w1) ∈ K ∩C and
dK∩C(pi((0,w))=m. We have proved the identity (3.17) in the case v∈K′∩(Rn′−k⊕
W ′).
In the case v = (a,w) ∈ K∩C \K∩ (Rn−k⊕W ), we use Lemma 3.21 and compute
dC∩K(ψ(v)) = dC(ϕ−1(v+ τ(v))) = dC′(v+ τ(v)) = dC′∩K′(v).
Hence ψ : V → C is a C1-map satisfying ψ(0) = 0, Dψ(0)(K′ ∩C′) = K ∩C, and
preserving the degeneracy index. Consequently, applying the inverse function the-
orem for partial quadrants in Rn, Theorem 3.17, to the map Dψ(0)−1 ◦ψ , we find
relatively open neighborhoods V0 ⊂V and V1 ⊂C of 0 such that
ψ : V0→V1
is a C1-diffeomorphism, which has higher and higher differentiability closer and
closer to 0. Considering the map
w 7→ ϕ−1(ψ−1(w)+ τ ◦ψ−1(w)), w ∈V1,
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we obtain pi ◦ϕ−1(ψ−1(w)+ τ ◦ψ−1(w)) = w, and define the map σ : V1→ Y by
σ(w) = ϕ−1
(
ψ−1(w)+ τ ◦ψ−1(w))−w = (1−pi)ϕ−1(ψ−1(w)+ τ ◦ψ−1(w)).
Finally, we can now choose open neighborhoods V ⊂ K ∩C of 0 and U of 0 in C
appropriately and see that the map σ has the desired properties (1)-(3) of Corollary
3.6

3.6 Implicit Function Theorems
Let us recall from Definition 3.4 the concept of a filled version.
Definition 3.13 (Filling). We consider a strong local bundle K → O, where K =
R(U /F), and let the set U ⊂C ⊂ E be a relatively open neighborhood of 0 in the
partial quadrant C of the sc-Banach space E. Here F is a sc-Banach space and R is
a strong bundle retraction of the form
R(u,h) = (r(u),ρ(u)(h))
covering the tame retraction r : U →U onto O = r(U). We assume that r(0) = 0.
A sc-smooth section germ ( f ,0) of the strong bundle K → O possesses a filling if
there exists a sc-smooth section germ (g,0) of the bundle U /F →U satisfying the
following properties.
(1) f (x) = g(x) for x ∈ O close to 0
(2) If g(y) = ρ(r(y))g(y) for a point y ∈U near 0, then y ∈ O.
(3) The linearisation of the map y 7→ [1−ρ(r(y))] ·g(y) at the point 0, restricted to
ker(Dr(0)), defines a topological linear isomorphism
ker(Dr(0))→ ker(ρ(0)).

Remark 3.8. By replacing O by a smaller set, we may assume in (1) that f (x) = g(x)
for all x ∈ O and in (2) that g(y) = ρ(r(y))g(y) for y ∈U implies that y ∈ O. 
We also recall the notions sc-Fredholm germ and sc-Fredholm section.
98 3 Basic Sc-Fredholm Theory
Definition 3.14 (Sc-Fredholm germ). Let f be a sc-smooth section of the strong
bundle P : Y → X and let x ∈ X be a smooth point. Then ( f ,x) is a sc-Fredholm
germ, if there exists a strong bundle chart around x (as defined in Definition 2.25)
Φ : Φ−1(V )→ K covering ϕ : (V,x)→ (O,0),
where K → O is a strong local bundle containing 0 ∈ O ⊂ U , such that the local
section germ Φ ◦ f ◦ϕ−1 : O→K has a filling g : U→U /F near 0 which possesses
the following additional property. There exists a local sc+-section s : U → U /F
satisfying s(0) = g(0) such that g− s is conjugated near 0 to a basic germ.
Definition 3.15 (sc-Fredholm section). A sc-smooth section f of the strong bundle
P : Y → X is a sc-Fredholm section, if
(1) f is regularizing, i.e., if x ∈ Xm and f (x) ∈ Ym,m+1, then x ∈ Xm+1.
(2) The germ ( f ,x) is a sc-Fredholm germ at every smooth point x ∈ X .

From Theorem 3.2 we know that sc-Fredholm sections are stable under sc+-
perturbations; if f is a sc-Fredholm section, then f +s is also a sc-Fredholm section,
for every sc+-section s.
Proposition 3.5. Let x ∈ X be a solution of f (x) = 0, where f is a sc-Fredholm
section of the strong bundle P : Y → X. Then T f (x) : TxX → Yx is a sc-Fredholm
operator.
Proof. Since ( f ,x) is a sc-Fredholm germ, there exists a strong bundle chart
Φ : Φ−1(V )→ K around x such that the section f˜ = Φ ◦ f ◦ϕ−1 : O→ K has a
filling g : U →U /F for which there exists a sc+-section s : U →U /F satisfying
s(0) = g(0) such that g− s is conjugated near 0 to a basic germ. Hence, by Propo-
sition 3.2, the linearization D(g− s)(0) : E → F is a sc-Fredholm operator. Since
Ds(0) is a sc+-operator, the linearization Dg(0) is sc-Fredholm operator, in view of
Proposition 1.4. From Proposition 3.1 (2) about fillers it follows that T f˜ (0) : T0O→
K0 is a sc-Fredholm operator of index ind(T f˜ (0))= ind(Dg(0))= ind(D(g−s)(0)),
and the proposition follows. 
We now focus on the solution set { f = 0} of a sc-Fredholm section near a point x ∈
X of f (x) = 0. In the case of a boundary, i.e., dX (x)≥ 1, we require that P : Y → X
is a strong bundle over a tame M-polyfold and that ker f ′(x) is in good position to
the partial quadrant CxX in the tangent space TxX , see Definition 2.15, Theorem 2.3,
and Remark 2.4. From this it follows that in the case that X is tame the partial cones
Cx are, in fact, partial quadrants.
Definition 3.16 (Good position of a sc-Fredholm germ). A sc-Fredholm germ
( f ,x) of a tame strong bundle Y → X satisfying f (x) = 0 is in good position, if
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(1) f ′(x) : TxX → Yx is surjective.
(2) If dX (x) ≥ 1, then ker( f ′(x)) ⊂ TxX is in good position to the partial quadrant
CxX in the tangent space TxX .

Remark 3.9. Good position at points x ∈ X \∂X satisfying f (x) = 0 just means that
f ′(x) : TxX → Yx is surjective and does not require the tameness of X , which is
an assumption about the boundary geometry of X . In case x ∈ ∂X we require in
addition that ker( f ′(x)) is in good position to the partial quadrant Cx. It would be
sufficient to assume that X is only tame on a neighborhood of the points x ∈ ∂X
satisfying f (x) = 0. We also should remark that it seems possible to have implicit
function theorems when X is not tame, but that would require a detailed analysis of
the boundary structure of X and the local geometry of ( f ,x).
The fundamental implicit function theorem is as follows.
Theorem 3.13. Let f be a sc-Fredholm section of a tame strong bundle Y → X. If
f (x) = 0, and if the sc-Fredholm germ ( f ,x) is in good position, then there exists an
open neighborhood V of x ∈ X such that the solution set S = {y ∈ V | f (y) = 0} in
V has the following properties.
(1) At every point y ∈ S, the sc-Fredholm germ ( f ,y) is in good position.
(2) S is a sub-M-polyfold of X and the induced M-polyfold structure is equivalent to
a smooth manifold structure with boundary with corners.
The requirement that ( f ,x) is in good position, where f (x) = 0, means in particular
that f ′(x) is surjective. We note that Theorem 3.4 and Theorem 3.5 are immediate
consequences of Theorem 3.13.
Proof (Proof of Theorem 3.13). The sc-smooth sc-Fredhom section f of the tame
strong bundle P : Y → X over the M-polyfold X is regularizing so that the solutions
y ∈ X of f (y) = 0 are smooth points. Moreover, at every smooth point y ∈ X , the
sc-germ ( f ,y) is a sc-Fredholm germ.
We now focus on a neighborhood of the solution x of f (x) = 0. By assumption, the
sc-Fredholm germ ( f ,x) is in good position according to Definition 3.16, so that
the kernel N := ker f ′(x) is in good position to the partial quadrant CxX ⊂ TxX , and
the linearization f ′(x) : TxX→Yx is surjective. In view of Proposition 3.5, the linear
operator f ′(x) is a Fredholm operator. Its index is equal to ind( f ′(x)) = dimN.
By definition of a sc-Fredholm germ, there exists a strong bundle chart of the tame
strong bundle P : Y → X
P−1(V ) Φ−−−−→ K
P
y yp
V
ϕ−−−−→ O
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covering the sc-diffeomorphism ϕ : V → O, which is defined on the open neigh-
borhood V ⊂ X of the given point x ∈ X and satisfies ϕ(x) = 0. The retract
K = R(U /F) is the image of the strong bundle retraction R : U /F → U /F of
the form R(u,h) = (r(u),ρ(u)h) and which covers the tame sc-smooth retraction
r : U →U onto O = r(U). As usual, the set U ⊂C is a relatively open subset of the
partial quadrant C = [0,∞)k⊕Rn−k⊕W in the sc-Banach space E = Rn⊕W . Still
by definition of a sc-Fredholm germ, the push-forward section
f˜ =Φ∗( f ) : O→ K
possesses a filled version g : U →U /F . It has, in particular, the property that
g(u) = f˜ (u) if u ∈ O. (3.18)
In addition, there exists a strong bundle isomorphism
U /F Ψ−−−−→ U ′ /F ′y y
U
ψ−−−−→ U ′
where F ′ =RN⊕W . It covers the sc-diffeomorphism ψ : U→U ′ satisfying ψ(0) =
0. The set U ′ is a relatively open subset of the partial quadrant C′ = Tψ(0)C in
the sc-space E ′ = RN ⊕W . In addition, by definition of a sc-Fredholm germ, there
exists a sc+-section s : U→U /F satisfying s(0) = g(0) such that the push-forward
section
Ψ∗(g− s) = h : U ′→ F ′
is a basic germ according to Definition 3.6. Therefore,
Ψ∗(g) = h+ t, (3.19)
where t =Ψ∗(s) is a sc+-section U ′→ F ′.
In view of Proposition 3.2, the linearization D(h+ t)(0) : E ′→ F ′ is a sc-Fredholm
operator, so that, by Proposition 1.4, the operator Dg(0) : E → F is also a sc-
Fredholm operator.
From the postulated surjectivity of the linearization f ′(x) : TxX → Yx we deduce
that T f˜ (0) : T0O→ K0 is surjective. Hence, by Proposition 3.1, the operator Dg(0)
is surjective. Since ker f ′(x) is in good position to the partial quadrant CxX ⊂ TxX ,
and since Tϕ(x)(CxX) =C0O = T0O∩C, the kernel kerT f˜ (0) is in good position
to the partial quadrant C0O. The retract O = r(U) is, by assumption, tame. Hence,
the tangent space T0O has, in view Proposition 2.9, the sc-complement kerDr(0) in
E so that
E = T0O⊕kerDr(0),
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and kerDr(0)⊂ Ex at the point x = 0 (Ex is defined in Definition 2.16). If Z ⊂ T0O
is a good complement of kerT f˜ (0) in T0O= kerT f˜ (0)⊕Z, the space Z⊕kerDr(0)
is a good complement of kerT f˜ (0) in E, so that
E = kerT f˜ (0)⊕ (Z⊕kerDr(0)).
Since, by the properties of the filler,
kerT f˜ (0)⊕{0}= kerDg(0),
we conclude that kerDg(0) is in good position to C in E. Therefore, N′ = kerD(h+
t)(0) is in good position to C′ = Tψ(0)C in E ′. Let now Y ′ ⊂ E ′ be the good com-
plement of N′ in E ′ = N′⊕Y ′ from Theorem 3.6.
Then we can apply Theorem 3.6 about the local germ solvability and find an open
neighborhood V ′ ⊂ N′∩C′ of 0, and a map
σ : V ′→ (Y ′)1
possessing the following properties.
(1) σ : V ′→ (Y ′)1 is of class C1 and satisfies σ(0) = 0 and Dσ(0) = 0.
(2) σ : O(N′∩C′,0)→ (Y ′,0) is a sc-smooth germ.
(3)
ψ ◦ϕ({y ∈V | f (y) = 0}
= ψ({u ∈ O | f˜ (u) = 0})
= ψ({u ∈ O |g(u) = 0}) by (3.18)
= {u′ ∈U ′ |(h+ t)(u′) = 0} by (3.19)
= {v+σ(v) |v ∈V ′} by Corollary 3.6.
Moreover,
(4) For every y ∈ V satisfying f (y) = 0, so that ψ ◦ ϕ(y) = v+σ(v), the kernel
ker f ′(y) is in good position to the partial quadrant CyX ⊂ TyX , and f ′(y) : TyX→
Yy is surjective.
Property (4) follows from Corollary 3.5 and from the following lemma, whose proof
is postponed to Appendix 3.8.3.
Lemma 3.10. Let C⊂ E be a partial quadrant in the sc-Banach space E and N ⊂ E
a finite-dimensional smooth subspace in good position to C and let Y be a good
complement of N in E, so that E = N⊕Y . We assume that V ⊂ N∩C is a relatively
open neighborhood of 0 and τ : V → Y1 a map of class C1 satisfying τ(0) = 0 and
Dτ(0) = 0.
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Then there exists a relatively open neighborhood V ′ ⊂V of 0 such that the following
holds.
(1) v+ τ(v) ∈C1 for v ∈V ′.
(2) For every v ∈V ′, the linear subspace Nv = {n+Dτ(v)n |n ∈ N} has the Banach
space Y = Y0 as a topological complement.
(3) For every v ∈ V ′, there exists a constant γv > 0 such that if n ∈ Nv and y ∈ Y
satisfy |y|0 ≤ γv · |n|0, the statements n ∈Cz and n+ y ∈Cz are equivalent, where
z = v+ τ(v).
So far we are confronted with the following situation. The open neighborhood V ⊂X
of the smooth point x is a M-polyfold and we denote the solution set of the sc-
Fredholm section f of the tame strong bundle P−1(V )→ V by S = {y ∈ V | f (y) =
0}. It consists of smooth points. For every y ∈ S, the germ ( f ,y) is a sc-Fredholm
germ and the linearization f ′(y) : TyV →Yy is a surjective Fredholm operator whose
kernel ker f ′(y) is in good position to the partial cone CyV ⊂ TyV , so that, pro-
ceeding as above we can construct a map σ satisfying the above properties (1)-(3).
Consequently, abbreviating d = dim(ker f ′(x)), the solution set S⊂V possesses the
d-dimensional tangent germ property according to Definition 3.10. Therefore we
can apply Theorem 3.6 to conclude that the solution set S = {y ∈V | f (y) = 0} is a
sub-M-polyfold, whose induced M-polyfold structure is equivalent to the structure
of a smooth manifold with boundary with corners.
This completes the proof of Theorem 3.13. 
Finally, we note two immediate consequences of Theorem 3.13.
Theorem 3.14 (Global implicit function theorem I). If P : Y → X is a strong
bundle over an M-polyfold X satisfying ∂X = /0, and if f a sc-Fredholm section
having the property that at every point x in the solution set S = {y ∈ X | f (y) = 0},
the linearization f ′(x) : TxX → Yx is surjective. Then S is a sub-M-polyfold of X
and the induced M-polyfold structure on S is equivalent to the structure of a smooth
manifold without boundary.
In a later section we shall study the question how to perturb a sc-Fredholm section
to guarantee the properties required in the hypotheses of Theorem 3.14 and the
following boundary version.
Theorem 3.15 (Global implicit function theorem II). Let P : Y → X be a strong
bundle over the tame M-polyfold X, and f a sc-Fredholm section having the prop-
erty that at every point x in the solution set S = {y ∈ X | f (y) = 0}, the linearization
f ′(x) : TxX→Yx is surjective and the kernel ker( f ′(x)) is in good position to the par-
tial cone CxX ⊂ TxX. Then S is a sub-M-polyfold of X and the induced M-polyfold
structure on S is equivalent to the structure of a smooth manifold with boundary
with corners.
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3.7 Conjugation to a Basic Germ
A useful criterion to decide in practice whether a filled version is conjugated to a
basic germ is given in Theorem 3.16 below. We would like to point out a similar
result, due to K. Wehrheim, in [70]. The following criterion was introduced in [43]
and employed to show that the nonlinear Cauchy-Riemann operator occurring in the
Gromov-Witten theory defines a sc-Fredholm section.
Theorem 3.16 (Basic Germ Criterion). Let U be a relatively open neighborhood
of 0 in the partial quadrant C of the sc-Banach space E, and let f : U → F be a sc-
smooth map into the sc-Banach space F, which satisfies the following conditions.
(1) At every smooth point x ∈U the linerarization D f (x) : E→ F is a sc-Fredholm
operator and the index does not depend on x.
(2) There is a sc-splitting E = B⊕X in which B is a finite-dimensional subspace
of E containing the kernel of D f (0), and X ⊂ C, such that the following holds
for b ∈ B∩U small enough. If (b j)⊂ B∩U is a sequence converging to b and if
(η j)⊂ X is a sequence which is bounded on level m and satisfying
D f (b j)η j = y j + z j,
where y j → 0 in Fm and where the sequence (z j) is bounded in Fm+1, then the
sequence (η j) possesses a convergent subsequence in Xm.
(3) For every m≥ 0 and ε > 0, the estimate
|[D2 f (b,0)−D2 f (b,x)]h|m ≤ ε · |h|m
holds for all h∈ Em, and for b∈ B sufficiently small, and for x∈ Xm+1 sufficiently
small on level m, i.e. we require x to be on level m+ 1, but |x|m small only for
level m.
Then the section f− s is conjugated near 0 to a basic germ, where s is the constant
sc+-section s(x) = f (0).
Proof. Abbreviating Y := D f (0)X ⊂ F , the restriction
D f (0)|X : X → Y
is an injective and surjective sc-operator. Since D f (0) : E → F is a sc-Fredholm
operator, we find a finite-dimensional sc-complement A of Y in F , such that
F = Y ⊕A.
Denoting by P : Y ⊕A→ Y the sc-projection, we consider the family b 7→ L(b) of
bounded linear operators, defined by
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L(b) = P◦D f (b)|X : X → Y.
It is not assumed that the operators L(b) depend continuously on b. Since B is a
finite-dimensional sc-smooth space, the map
(B∩U)⊕X → Y : (b,x) 7→ P◦D f (b)x
is sc-smooth. If we raise the index by one, then the map
(B∩U)⊕X1→ Y 1 : (b,x) 7→ P◦D f (b)x
is also sc-smooth by Proposition 1.6.
Lemma 3.11. There exists a relatively open neighborhood O of 0 in B∩C such that
the composition
P◦D f (b) : X → Y,
has a trivial kernel for every b ∈ O.
Proof. Assuming that such an open set O does not exist, we find a sequence b j ∈
B∩C satisfying b j → 0 and a sequence (h j) ⊂ X0 satisfying |h j|0 = 1 such that
P◦D f (b j)h j = 0. Then D f (b j)h j = z j is a bounded sequence in A, in fact on every
level since A is a smooth subspace, and we consider the level 1 for the moment.
From property (2) we deduce that (h j) has a convergent subsequence in X0. So,
without loss of generality, we may assume h j→ h in X0 and |h|0 = 1. Hence
P◦D f (0)h = 0,
in contradiction to the injectivity of the map P◦D f (0)|X . The lemma is proved. 
From the property (1) and the fact that P is a sc-Fredholm operator, we conclude
that P◦D f (x) for smooth x are all sc-Fredholm operators having the same index. In
particular, if b ∈O, then P◦D f (b) : X→Y is an injective sc-Fredholm operators of
index 0 in view of Lemma 3.11, and hence a sc-isomorphism. Next we sharpen this
result.
Lemma 3.12. We take a relatively open neighborhood O˜ of 0 in C∩B whose com-
pact closure is contained in O. Then for every level m there exists a number cm > 0
such that, for every b ∈ O˜, we have the estimate
|P◦D f (b)h|m ≥ cm · |h|m for all h ∈ Xm.
Proof. Arguing indirectly we find a level m for which there is no such constant
cm. Hence there are sequences (b j) ⊂ O˜ and (h j) ⊂ Xm satisfying |h j|m = 1 and
|P◦D f (b j)h j|m→ 0. After perhaps taking a subsequence we may assume that b j→
b in O.
From
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D f (b j)h j = P◦D f (b j)h j = y j→ 0 in Fm,
we conclude, in view of the property (2), for a subsequence, that h j → h in Xm.
By continuity, P ◦D f (b)h = 0 and |h|m = 1, in contradiction to the fact, that P ◦
D f (b) : X → Y is a sc-isomorphism for b ∈ O.

So far we have verified that the family b 7→ L(b) meets the assumptions of the fol-
lowing lemma, taken from [42], Proposition 4.8.
Lemma 3.13. We assume that V is a relatively open subset in the partial quadrant of
a finite-dimensional vector space G. We suppose further that E and F are sc-Banach
spaces and consider a family of linear operators v→ L(v) having the following
properties.
(a) For every v ∈V , the linear operator L(v) : E→ F is a sc-isomorphism.
(b) The map
V ⊕E→ F, (v,h) 7→ L(v)h
is sc-smooth.
(c) For every level m there exists a constant cm > 0 such that for v ∈ V and all
h ∈ Em
|L(v)h|m ≥ cm · |h|m.
Then the well-defined map
V ⊕F → E : (v,k) 7→ L(v)−1(k)
is sc-smooth. 
Let us emphasize that it is not assumed that the operators v→ [L(v) : Em → Fm]
depend continuously as operators on v.
In view of Lemma 3.13, the map B⊕Y → Y ,
(b,y) 7→ (P◦D f (b)|X)−1y,
is sc-smooth.
We may assume that the finite-dimensional space B is equal to Rn and that E =
Rn⊕X and C = [0,∞)k ⊕Rn−k ⊕X is the partial quadrant in E. Hence B∩C =
[0,∞)k⊕Rn−k. Moreover, we may identify the finite-dimensional subspace A of F
with RN = A. Replacing, if necessary, the relatively open neighborhood U ⊂C of 0
by a smaller one we may assume, in addition, that (b,x) ∈U implies that b ∈ O˜.
We now define a strong bundle map
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Φ : U / (RN⊕Y )→U / (RN⊕Y )
covering the identity U →U by
Φ((b,x),(c,y)) = ((b,x),(c, [P◦D f (b)|X ]−1(y))).
We define the sc-smooth germ (h,0) by h(b,x) = f (b,x)− f (0,0), where (b,x)→
f (0,0) is a constant sc+-section. We shall show that the push-forward germ k =
Φ∗(h) is a basic germ. Using Dh = D f , we compute
k(b,x) = ((1−P)h(b,x), [P◦Dh(b)|X ]−1Ph(b,x)) ∈ RN⊕X .
The germ k is a sc-smooth germ
O([0,∞)k⊕Rn−k⊕X ,0)→ (RN⊕X ,0).
Denoting by Q : RN ⊕X → X the sc-projection, we shall verify that Qk is a sc0-
contraction germ. We define the sc-smooth germ H : Rn⊕X → X by
H(b,x) = x−Qk(b,x) = x− [P◦Dh(b)|X ]−1Ph(b,x).
By construction, H(0,0) = 0. The family L(b) : X→Y of bounded linear operators,
defined by
L(b) := P◦D f (b)|X , b ∈ B,
satisfies the assumptions of Lemma 3.13. Recalling now the condition (3) of The-
orem 3.16, we choose m ≥ 0 and ε > 0 and accordingly take b ∈ B small and
x,x′ ∈ Xm+1 small on level m. Then using the estimates in condition (3) and in
Lemma 3.13, we estimate, recalling that P◦D2h(b,x) = P◦D2 f (b,x),
|H(b,x)−H(b,x′)|m = |L(b)−1[L(b)(x− x′)−Ph(b,x)+Ph(b,x′)|m
≤ c−1m · |P◦
[
D2 f (b,0)(x− x′)−h(b,x)+h(b,x′)]|m
= c−1m · |
∫ 1
0
P◦ [D2 f (b,0)−D2 f (b, tx+(1− t)x′)](x− x′)dt|m
≤ c−1m ·dm · ε · |x− x′|m.
The map (b,x) 7→H(b,x) is sc-smooth. Therefore, using the density of Xm+1 in Xm,
we conclude, for every m≥ 0 and ε > 0, that the estimate
|H(b,x)−H(b,x′)|m ≤ ε|x− x′|m
holds, if b ∈ B is small enough and x,x′ ∈ Xm are sufficiently small. Having verified
that the push-forward germ k = Φ∗(h) is a basic germ, the proof of Theorem 3.16
is complete.

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3.8 Appendix
3.8.1 Proof of Proposition 3.3
We need to show the following:
Proposition If N is a finite-dimensional sc-subspace in good position to the partial
quadrant C in E, then N∩C is a partial quadrant in N.
As a preparation for the proof we recall some tools and results from the appendix
in [37] and begin with the geometry of closed convex cones and quadrants in finite
dimensions. A closed convex cone P in a finite-dimensional vector space N is a
closed convex subset satisfying P∩ (−P) = {0} and R+ ·P= P. An extreme ray in
a closed convex cone P is a subset R of the form
R = R+ · x,
where x ∈ P \ {0}, having the property that if y ∈ P and x− y ∈ P, then y ∈ R. If
the cone P has a nonempty interior, then it generates the vector space N, that is
N = P−P.
A quadrant C in a vector space N of dimension n is a closed convex cone such that
there exists a linear isomorphism T : N→ Rn mapping C onto [0,∞)n. We observe
that a quadrant in N has precisely dim(N) many extreme rays.
The following version of the Krein-Milman theorem is well-known, see exercise 30
on page 72 in [63]. A proof can be found in the appendix of [37], Lemma 6.3.
Lemma 3.14. A closed convex cone P in a finite-dimensional vector space N is the
closed convex hull of its extreme rays.
A closed convex cone P is called finitely generated provided P has finitely many
extreme rays. If this is the case, then P is the convex hull of its finitely many extreme
rays.
For example, if C is a partial quadrant in the sc-Banach space E and N⊂E is a finite-
dimensional subspace of E such that C∩N is a closed convex cone, then C∩N is
finitely generated.
Lemma 3.15. Let N be a finite-dimensional vector space and P⊂N a closed convex
cone having a nonempty interior. Then P is a quadrant if and only if it has dim(N)-
many extreme rays.
The proof is given in [37], Lemma 6.4.
We consider the sc-Banach space E = Rn ⊕W containing the partial quadrant
C = [0,∞)n⊕W . A point a ∈ C = [0,∞)n⊕W ⊂ Rn⊕W , has the representation
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a = (a1, . . . ,an,a∞), where (a1, . . . ,an) ∈ [0,∞)n and a∞ ∈W . By σa we shall de-
note the collection of all indices i ∈ {1, . . . ,n} for which ai = 0 and denote by σ ca
the complementary set of indices in {1, . . . ,n}. Correspondingly, we introduce the
following subspaces in Rn,
Rσa = {x ∈ Rn | x j = 0 for all j 6∈ σa}
Rσ
c
a = {x ∈ Rn | x j = 0 for all j 6∈ σ ca}.
The next lemma and its proof is taken from the appendix in [37]. The hypothesis
that C∩N is a closed convex cone is crucial.
Lemma 3.16. Let N ⊂ E∞ be a finite-dimensional smooth subspace of E = Rn⊕W
such that N ∩C is a closed convex cone. If a ∈ N ∩C is a generator of an extreme
ray R = R+ · x in N∩C, then
dim(N)−1≤ #σa.
If, in addition, N is in good position to C, then
dim(N)−1 = #σa.
Proof. We assume R = R+ · a is an extreme ray in C∩N and abbreviate σ = σa
and its complememnt in {1, . . . ,n} by σ c. Then R ⊂ N ∩C∩ (Rσ c ⊕W ). Let y ∈
C∩N ∩ (Rσ c ⊕W ) be a nonzero element. Since ai > 0 for all i ∈ σ c, there exists
λ > 0 so that λa− y ∈ N ∩C∩ (Rσc ⊕W ) ⊂ N ∩C. We conclude y ∈ R because
R is an extreme ray. Given any element z ∈ N ∩ (Rσ c ⊕W ) we find λ > 0 so that
λa+ z ∈ N ∩C∩ (Rσ c ⊕W ) and infer, by the previous argument, that λa+ z ∈ R.
This implies that z ∈ R ·a. Hence
dim(N∩ (Rσ c ⊕W )) = 1. (3.20)
The projection P : Rn⊕W = Rσ ⊕ (Rσc ⊕W )→ Rσ induces a linear map
P : N→ Rσ (3.21)
which by (3.20) has an one-dimensional kernel. Therefore,
#σ = dim(Rσ )≥ dimR(P) = dimN−dimkerP = dim(N)−1.
Next assume N is in good position to C. Hence there exist a constant c > 0 and a
sc-complement N⊥ such that N ⊕N⊥ = Rn⊕W and if (n,m) ∈ N ⊕N⊥ satisfies
|m|0 ≤ c|n|0, then n+m ∈ C if and only if n ∈ C. We claim that N⊥ ⊂ Rσ c ⊕W .
Indeed, let m be any element of N⊥. Multiplying m by a real number we may assume
|m|0 ≤ c|a|0 . Then a+m ∈C since a ∈C. This implies that mi ≥ 0 for all indices
i ∈ σa. Replacing m by −m, we conclude mi = 0 for all i ∈ σa. So N⊥ ⊂ Rσ c ⊕W
as claimed. Take k ∈Rσa and write (k,0) = n+m ∈ N⊕N⊥. From N⊥ ⊂Rσ c⊕W ,
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we conclude P(n) = k. Hence the map P in (3.21) is surjective and the desired result
follows. 
Having studied the geometry of closed convex cones and partial quadrants in finite
dimensions we shall next study finite dimensional subspaces N in good position to a
partial quadrant C in a sc-Banach space. In this case, N∩C can be a partial quadrant
rather than a quadrant, which requires, some additional arguments.
We assume that N is a smooth finite-dimensional subspace of E =Rn⊕W which is
in good position to the partial quadrant C = [0,∞)n⊕W . Thus, by definition, there
is a sc-complement, denoted by N⊥, of N in E and a constant c > 0 such that if
(n,m) ∈ N⊕N⊥ satisfies |m|0 ≤ c|n|0, then the statements n ∈C and n+m ∈C are
equivalent. We introduce the subset Σ if {1, . . . ,n} by
Σ =
⋃
a∈C∩N,a 6=0
σa ⊂ {1, . . . ,n}.
and denote by Σ c the complement {1, . . . ,n}\Σ . The associated subspaces ofRn are
defined byRΣ = {x∈Rn | x j = 0 for j 6∈ Σ} andRΣ c = {x∈Rn | x j = 0 for j 6∈ Σ c}.
Lemma 3.17. N⊥ ⊂ RΣ c ⊕W.
Proof. Take m∈N⊥. We have to show that mi = 0 for all i∈ Σ . So fix an index i∈ Σ
and let a be a nonzero element of C∩N such that i ∈ σa. Multiplying a by a suitable
positive number we may assume |m|0 ≤ c|a|0. Since a ∈C, we infer that a+m ∈C.
This implies that ai +mi ≥ 0. By definition of σa, we have ai = 0 implying mi ≥ 0.
Replacing m by −m we find mi = 0. Hence N⊥ ⊂ RΣ c ⊕W as claimed. 
Identifying W with {0}⊕W , we take an algebraic complement N˜ of N∩W in N so
that
N = N˜⊕ (N∩W ) and E = N˜⊕ (N∩W )⊕N⊥. (3.22)
Let us note that the projection pi : Rn⊕W → Rn restricted to N˜ is injective, so that
dim(pi(N˜)) = dim(N˜). (3.23)
Lemma 3.18. If the subspace N of E is in good position to the partial quadrant C,
then N˜ is also in good position to C and the subspace N˜⊥ := (N ∩W )⊕N⊥ is a
good complement of N˜ in E.
Proof. We define |x| := |x|0. Since N is in good position to the quadrant C in E,
there exist a constant c> 0 and a sc-complement N⊥ of N in E such that if (n,m) ∈
N⊕N⊥ satisfies |m| ≤ c|n|, then the statements n ∈C and n+m ∈C are equivalent.
Since E is a Banach space and N is a finite dimensional subspace of E, there is a
constant c1 > 0 such that |n+m| ≥ c1[|n|+ |m|] for all (n,m) ∈ N⊕N⊥. To prove
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that N˜ is in good position to C, we shall show that N˜⊥ := (N ∩W )⊕N⊥ is a good
complement of N˜ in E. Let (n˜, m˜)∈ N˜⊕N˜⊥=E and assume that |m˜| ≤ c1c|n˜|. Write
m˜ = n1 + n2 ∈ (N ∩W )⊕N⊥. Since c1[|n1|+ |n2|] ≤ |n1 + n2| = |m˜| ≤ c1c|n˜|, we
get |n2| ≤ c|n˜|. Note that n˜+ m˜ = n˜+ n1 + n2 ∈ C if and only if n˜+ n2 ∈ C since
n1 ∈ {0}⊕W . Since |n2| ≤ c|n˜|, this is equivalent to n˜ ∈C. It remains to show that
N˜ ∩C has a nonempty interior. By assumption N ∩C has nonempty interior. Hence
there is a point n ∈ N ∩C and r > 0 such that the ball BNr (n) in N is contained in
N ∩C. Write n = n˜+w where n˜ ∈ N˜ and w ∈ N ∩W . Since n ∈C and w ∈W , we
conclude that n˜ ∈C. Hence n˜ ∈ N˜ ∩C. Take ν ∈ BN˜r (n˜), the open ball in N˜ centered
at n˜ and of radius r > 0. We want to prove that ν ∈ C. Since C = [0,∞)n⊕W ⊂
Rn⊕W , we have to prove for ν = (ν ′,ν ′′) ∈ Rn⊕W that ν ′ ∈ [0,∞)n. We estimate
|(ν+w)−n|= |(ν+w)− (n˜+w)|= |ν− n˜|< r so that ν+w ∈ BNr (n) and hence
ν+w ∈ N∩C . Having identified W with {0}⊕W , we have w = (0,w′′) ∈Rn⊕W .
Consequently, ν+w= (ν ′,ν ′′+w′′)∈N∩C implies ν ′ ∈ [0,∞)n. Since also ν ∈ N˜,
one concludes that ν ∈ N˜ ∩C and that n˜ belongs to the interior of N˜ ∩C in N˜. The
proof of Lemma 3.18 is complete. 
Since by Lemma 3.17, N⊥ ⊂ RΣ c ⊕W , the good complement N˜⊥ = (N ∩W )⊕N⊥
satisfies
N˜⊥ ⊂ RΣ c ⊕W.
We claim that C∩ N˜ is a closed convex cone . It suffices to verify that if a ∈C∩ N˜
and−a ∈C∩ N˜, then a= 0. We write a= (a′,a∞) where a′ ∈Rn and a∞ ∈W . Then
a′,−a′ ∈ [0,∞)n implies that a′ = 0 so that a = (0,a∞) ∈ {0}⊕W . Since a ∈ N˜ and
N˜ is an algebraic complement of N∩W in N, we conclude that a = 0. Moreover, by
Lemma (3.18), N˜ is in good position to C. Hence, recalling Lemma 3.16, we have
proved the following result.
Lemma 3.19. The intersection C∩N˜ is a closed convex cone in N˜. If a is a generator
of an extreme ray in C∩ N˜, then
dim N˜−1 = #σa = dC(a). (3.24)
The position of N˜ with respect to RΣ c ⊕W is described in the next lemma.
Lemma 3.20. Either N˜ ∩ (RΣ c ⊕W ) = {0} or N˜ ⊂ RΣ c ⊕W. In the second case
dim N˜ = 1 and Σ = /0.
Proof. Assume that N˜∩(RΣ c⊕W ) 6= {0}. Take a nonzero point x∈ N˜∩(RΣ c⊕W ).
We know that N˜ ∩C has a nonempty interior in N˜ and is therefore generated as the
convex hull of its extreme rays by Lemma 3.14. Let a ∈C∩ N˜ be a generator of an
extreme ray R. Then ai > 0 for all i ∈ Σ c and hence λa+x ∈C∩ N˜ for large λ > 0.
Taking another large number µ > 0, we get µa−(λa+x)∈C∩ N˜. Since R=R+ ·a
is an extreme ray, we conclude λa+x ∈R+ ·a so that x ∈R ·a. Consequently, there
is only one extreme ray in N˜∩C, namely R =R+ ·a with a ∈RΣ c⊕W . Since N˜∩C
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has a nonempty interior in N˜, we conclude that dim N˜ = 1 . Hence N˜ = R · a and
N˜ ⊂ RΣ c ⊕W . From equation (3.24) we also conclude that ai > 0 for all 1≤ i≤ n.
This in turn implies that Σ = /0 since a ∈ RΣ c ⊕W . The proof of Lemma 3.20 is
complete. 
We finally come to the proof of Proposition 3.3.
Proof (Proposition 3.3). We consider, according to Lemma 3.20, two cases. Starting
with the first case we assume that N˜ ∩ (RΣ c ⊕W ) = {0}. The projection P : N˜ ⊕
N˜⊥ = RΣ ⊕ (RΣ c ⊕W )→ RΣ induces the linear map
P : N˜→ RΣ . (3.25)
Take k ∈RΣ and write (k,0) = n+m ∈ N˜⊕ N˜⊥. Since N˜⊥ ⊂RΣ c⊕W , we conclude
that
P(n+m) = P(n) = k
so that P is surjective. If n ∈ N˜ and P(n) = 0, then n ∈ N˜ ∩ (RΣ c ⊕W ) = {0} by
assumption. Hence the map in (3.25) is a bijection. By Lemma 3.15, C ∩ N˜ is a
quadrant in N˜. We shall show that P maps the quadrant C ∩ N˜ onto the standard
quadrant QΣ = [0,∞)Σ in RΣ . Let a be a nonzero element in C∩ N˜ generating an
extreme ray R = R+ ·a. Then, by Lemma 3.16,
dim N˜−1 = ]σa,
and since ]Σ = dim N˜ there is exactly one index i ∈ Σ for which ai > 0. Further,
ai > 0 for all i∈Σ c by definition of Σ . This implies that there can be at most dim(N˜)-
many extreme rays. Indeed, if a and a′ generate extreme rays and ai,a′i > 0 for some
i ∈ Σ , then ak = a′k = 0 for all k ∈ Σ \ {i}. Hence, from a j > 0 for all j ∈ Σ c, we
conclude λa− a′ ∈C for large λ > 0. Therefore, a′ ∈ R+a implying that a and a′
generate the same extreme ray. As a consequence, N˜ ∩C has precisely dim N˜-many
extreme rays because N˜∩C has a nonempty interior in view of Lemma 3.18. Hence
the map P in (3.25) induces an isomorphism
(N˜, N˜∩C)→ (RΣ ,QΣ ).
This implies that (N,C∩N) is isomorphic to (Rdim(N), [0,∞)]Σ ⊕Rdim(N)−]Σ ).
In the second case we assume that N˜ ⊂RΣ c⊕W . From Lemma 3.20, Σ = /0 and N˜ =
R ·a for an element a ∈C∩ N˜ satisfying ai > 0 for all 1≤ i≤ n. Hence (N˜, N˜ ∩C)
is isomorphic to (R,R+) and therefore (N,N∩C) is isomorphic to (R,R+) since in
this case N = N˜. The proof of Proposition 3.3 is complete.

We would like to add two results, which makes use of the previous discussion.
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Proposition 3.6. Let N be a sc-smooth finite-dimensional subspace of E = Rn⊕W
in good position to the partial quadrant C = [0,∞)n⊕W. If x ∈ N∩C, then
(1) dN∩C(x) = dC(x) if x 6∈ N∩W.
(2) dN∩C(x) = dim(N)−dim(N∩W ) if x ∈ N∩W.
Here we identify W with {0}n⊕W.
Proof. We make use of the previous notations and distinguish the two case dimN =
1 and dimN > 1.
If dimN = 1, then N is spanned by a vector e = (a1, . . . ,an,w) ∈ Rn⊕W in which
a j > 0 for all 1 ≤ j ≤ n. This implies that (N,N ∩C) is isomorphic to (R, [0,∞)).
If x ∈ N ∩C, then x = te for some t ≥ 0. If, in addition, x 6∈ N ∩W , then t > 0
and hence dN∩C(x) = 0 = dC(x). If however, x ∈ N ∩W , then t = 0, implying that
dN∩C(x) = 1 = dimN.
Now we assume that dimN > 1 and that N˜ is the algebraic complement of N∩W in
N so that N = N˜⊕ (N ∩W ). We may assume, after a linear change of coordinates,
that N˜ is represented as follows.
(∗) The linear subspace N˜ is spanned by the vectors e j ∈ Rn⊕W , for 1≤ j ≤ m =
dim N˜ of the form e j = (a j,b j,w j) ∈ Rm⊕Rn−m⊕W where a j is the standard
basis vector in Rm, b j = (b j1, . . . ,b
j
n−m) ∈ Rn−m satisfies b ji > 0 for all 1 ≤ i ≤
n−m, and w j ∈W .
If e j = (0,w j) ∈ {0}n⊕W for m+ 1 ≤ j ≤ k,k = dimN, is a basis of the finite-
dimensional subspace N ∩W , then the vectors e1, . . . ,ek form a basis of N = N˜⊕
(N∩W ). It follows that (N,N∩C) is isomorphic to (Rk, [0,∞)m⊕Rk−m).
Now we assume that x ∈ N∩C. If x ∈ N∩C, then
x =
m
∑
j=1
λ je j +
k
∑
j=m+1
λ je j ∈ N˜⊕ (N∩W ) (3.26)
with λ j ≥ 0 for all 1≤ j ≤m and dN∩C(x) = #{1≤ j ≤m | λ j = 0}. If, in addition,
x ∈ N ∩W , then λ j = 0 for all 1 ≤ j ≤ m, and we conclude that dN∩C(x) = m =
dimN−dim(N∩W ).
If x ∈ (N∩C)\ (N∩W ), then there is at least one index j0 in 1≤ j0 ≤ m for which
λ j0 > 0. This implies, in view of (∗) and (3.26) that
x =
m
∑
j=1
e j = (x1, . . . ,xn,w) ∈ Rn⊕W
satisfies xs > 0 for all m+1≤ s≤ n since b ji > 0 for all 1≤ i≤ n−m and m+1≤
j ≤ n. Using that a j in (∗) are vectors of the standard basis in Rm, it follows for
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1 ≤ s ≤ m that xs = 0 if and only if λs = 0. This shows that dN∩C(x) = dC(x) if
x 6∈ N∩W and completes the proof of Proposition 3.6.

Lemma 3.21. Let N be a sc-smooth finite-dimensional subspace of E = Rn⊕W in
good position to the partial quadrant C = [0,∞)n⊕W whose good complement in E
is Y . We assume that τ : N∩C→Y1 is a C1-map satisfying τ(0) = 0 and Dτ(0) = 0.
Then
dN∩C(v) = dC(v+ τ(v))
for all v ∈ N∩C \N∩W close to 0.
Proof. Since N is in good position to C and Y is a good complement of N is E,
there exists a constant exists a constant γ > 0 such that if n ∈ N and y ∈ Y satisfy
|y|0 ≤ γ|n|0, then n ∈C if and only if n+ y ∈C. It follows, in view of τ(0) = 0 and
Dτ(0) = 0, that |τ(v)|0 ≤ γ|v|0 for v ∈ N∩C close to 0.
Now proceeding as in the proof of Proposition 3.6, we distinguish the two cases
dimN = 1 and dimN ≥ 2.
In the first case, N is spanned by a vector e = (a,w) ∈ Rn ⊕W in which a =
(a1, . . . ,an) satisfies a j > 0 for all 1≤ j≤ n. Take v∈N∩C\N∩W , then v= t(a,w)
for t > 0, so that dN∩C(v) = 0. We already know that v j+τ j(v)≥ 0 for all 1≤ j≤ n.
So, to prove the lemma, it suffices to show that v j + τ j(v) > 0 for 1 ≤ j ≤ n and
v ∈ N∩C\N∩W close to 0. Arguing by contradiction we assume that there exists a
sequence tk→ 0 such that if vk = tka, then vki +τi(vk) = 0 for some index 1≤ i≤ n.
Then
0 6= a|a|0 =
vki
|vk|0 =−
τi(vk)
|vk|0 ,
which leads to a contradiction since the right-hand side converges to 0 in view of
τ(0) = 0 and Dτ(0) = 0. Consequently, dC(v+ τ(v)) = 0 for all v ∈ N ∩C \N ∩W
which are close to 0.
In the case dimN ≥ 2, we use the notation introduced in the proof of Proposition 3.6.
If v= (v1, . . . ,vk,w)∈N∩C\N∩W , then, in view of (1) in the proof of Proposition
3.6, dN∩C(v) = #{1≤ i≤ k |vi = 0} and there exists at least one index 1≤ i≤ k for
which vi > 0. This implies, in particular, that v j > 0 for all k+1≤ j≤ n. Moreover,
in view of Lemma 3.17, the good complement Y of N is contained in {0}m⊕Rn−m⊕
W . From this we conclude that v j + τ j(v) = v j for all 1≤ j ≤ m. Hence in order to
finish the proof it suffices to show that v j +τ j(v)> 0 for all m+1≤ j ≤ n. In order
to verify this we introduce the sc-linear map T : N→ Rk defined by T (el) = el for
1 ≤ l ≤ k := dimN where e1, . . . ,ek of Rk. Then T (N ∩C) =C′ := [0,∞)m⊕Rk−m
and dN∩C(v) = dC′(T (v)).
We consider the map g : C′→ Rn⊕W , defined by
g(v′) = T−1(v′)+ τ(T−1(v′))
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for v′ = (v′1, . . . ,v
′
k) ∈C′ close to 0. Since v+ τ(v) ∈C, g(v′) ∈C for v′ ∈C′ close
to 0. We prove our claim by showing that g j(v′)> 0 for m+1≤ j ≤ n and nonzero
v′ ∈ C′ close to 0. Arguing by contradiction we assume that there exists a point
v′ ∈C′ different from 0 at which g j(v′) = 0 for some m+1≤ j ≤ n. We have v′i > 0
for some 1≤ i≤ m so that v′+ tei ∈C′ for |t| small. Then we compute,
d
dt
g j(v′+ tei)|t=0 = bij +Dτ j(v)T−1ei = bij +Dτ j(v)ei.
Since the map τ is of class C1 and Dτ(0) = 0 and bij > 0 we conclude that the deriva-
tive is positive, and hence the function t 7→ g j(v′+ tei) is strictly increasing for |t|
small. By assumption g j(v′)= 0, hence g j(v′+tei)< 0 for t < 0 small, contradicting
g j(v′+ tei)≥ 0 for |t| small.
Consequently, v j + τ j(v) > 0 for all m+ 1 ≤ j ≤ n and all v ∈ N ∩C \ N ∩W
sufficiently close to 0 and since v j + τ j(v) = v j for 1 ≤ j ≤ m, we conclude
dN∩C(v) = dC(v+ τ(v)) for v ∈ N ∩C \N ∩W close to 0. The proof of Lemma
3.21 is complete.

3.8.2 Proof of Lemma 3.9
We recall the statement for the convenience of the reader
Lemma 3.22. The kernel K˜ := kerDH(0) ⊂ Rn of the linearization DH(0) is in
good position to the partial quadrant C˜ = [0,∞)k⊕Rn′−k in Rn′ . Moreover, there
exists a good complement Z of K˜ in Rn′ , so that K˜⊕Z = Rn′ , having the property
that Z⊕W ′ is a good complement of K′ = kerDg(0) in E ′,
E ′ = K′⊕ (Z⊕W ′).
Proof. The space E ′ = Rn′ ⊕W ′ is equipped with the norm |·|0. We use the equiv-
alent norm defined by |(a,w)| = max{|a|0, |w|0} for (a,w) ∈ Rn′ ⊕W ′. The ker-
nel K′ = kerDg(0) ⊂ Rn′ ⊕W ′ is in good position to the partial quadrant C′ =
[0,∞)k⊕Rn′−k⊕W ′ and Y ′ is a good complement of K′ in E ′, so that K′⊕Y ′ = E ′.
We recall that by the definition of good position, there exists ε > 0 such that, if
k ∈ K′ and y ∈ Y ′ satisfy
|y| ≤ ε|k|, (3.27)
then
k+ y ∈C′ if and only if k ∈C′. (3.28)
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Let Y0 be an algebraic complement of Y ′ ∩W ′ in Y ′, where we have identified W ′
with {0}n′ ⊕W ′, so that Y ′ = Y0⊕ (Y ′∩W ′).
We claim that the projection P′ : Rn′ ⊕W ′ → Rn′ , restricted to Y0, is injection. In-
deed, assume that x = (a,w) ∈ Y0 ⊂ Rn′ ⊕W ′ satisfies that P′(x) = 0. Then a = 0
and x = (0,w). Since x = (0,w) ∈ Y ′ ∩W ′ and Y0 ∩ (Y ′ ∩W ′) = {0}, we conclude
that x = 0 so that indeed P′|Y0 is an injection.
Introducing the subspace Z′ = P′(Y0), we claim that Rn
′
= K˜ + Z′. To verify the
claim, we take a ∈Rn′ and let x= (a,0). Since Rn′⊕W ′ = K′⊕Y ′, there are unique
elements k ∈ K′ and y ∈Y ′ such that x = k+y. In view of Lemma 3.44, the element
k ∈ K′ is of the form k = (α,Dδ (0)α) for a unique α ∈ K˜. The element y ∈ Y ′ is of
the form y = (b,w) ∈Rn′⊕W ′. Hence x = (a,0) = k+y = (α,Dδ (0)α)+(b,w) =
(α+b,Dδ (0)α+w), showing a = α+b. On the other hand, since Y ′ = Y0⊕ (Y ′∩
W ′), we have (b,w) = (b,w1)+ (0,w2) for w1,w2 ∈W ′ such that (b,w1) ∈ Y ′ and
(0,w2) ∈ Y ′ ∩W ′. Hence b = P′(b,w1) ∈ Z′ and, therefore, a = α + b ∈ K˜ +Z′ as
claimed.
From this it follows that dimZ′ ≥ n′− dim K˜ and we choose a subspace Z of Z′ of
dimension dimZ = n′− dim K˜, so that Rn′ = K˜⊕ Z. Recalling that the projection
P′ : Y0→ Z′ is an isomorphism, we have (P′)−1(Z)⊂ Y ′.
We shall prove K˜ is in good position to the partial quadrant C˜ = [0,∞)k⊕Rn′−k in
Rn′ and Z is a good complement of K˜, so that K˜⊕Z = Rn′ . In view of the fact that
the map (P′)−1 : Z′ → Y0 is an isomorphism and Z ⊂ Z′, there exists a constant A
such that
|(P′)−1(z)| ≤ A|z| for all z ∈ Z. (3.29)
Moreover, by Lemma 3.7, the map L : K′→ K˜, defined by L(α,Dδ (0)α) = α , is an
isomorphism, and hence there exists a constant B such that
|α|= |L(α,Dδ (0)α)| ≤ B|(α,Dδ (0)α)| for all α ∈ K˜. (3.30)
We choose ε ′ > 0 such that ε ′ · A · B < ε , where ε > 0 is the constant from the
condition (3.27). We claim that if z ∈ Z and α ∈ K˜ satisfy
|z| ≤ ε ′|α|, (3.31)
then
z+α ∈ C˜ if and only if α ∈ C˜. (3.32)
Since z ∈ Z ⊂ Z′, there exists a unique w ∈W ′ such that (P′)−1(z) = (z,w) ∈ Y0.
Then we estimate, using (3.29), (3.31), and then (3.30),
|(z,w)|= |(P′)−1(z)| ≤ A|z| ≤ ε ′A ·B|(α,Dδ (0)α)|< ε|(α,Dδ (0)α)|.
Thus, (z,w) ∈ Y0 ⊂ Y ′ and (α,Dδ (0)α) ∈ K′ satisfy the estimate (3.27) and it fol-
lows that
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(z,w)+(α,Dδ (0)α) ∈C if and only if (α,Dδ (0)α) ∈C′. (3.33)
Since (z,w)+ (α,Dδ (0)α) = (z+α,w+Dδ (0)α) ∈ Rn′ ⊕W ′, (3.33) implies that
z+α ∈ C˜ if and only if α ∈ C˜, proving our claim (3.32) and we see that Z is a good
complement of K˜ in Rn′ .
Next we set
Y = Z⊕W ′
and claim that K′⊕Y = Rn′ ⊕W ′ and that Y is a good complement of K′ in E ′ =
Rn′⊕W ′.We first verify thatRn′⊕W ′ =K′+Y . Take (a,w)∈Rn′⊕W ′. Then, since
Rn′⊕W ′ = K′⊕Y ′, there are unique elements (α,Dδ (0)α) ∈ K′, where α ∈ K˜, and
(b,w1) ∈ Y ′ such that
(a,w) = (α,Dδ (0)α)+(b,w1) ∈ K′⊕Y ′. (3.34)
Hence a = α + b. Since Rn′ = K˜⊕ Z, we may decompose b as b = α1 + b1 with
α1 ∈ K˜ and b1 ∈ Z and then (3.34) can be written as
(a,w) = (α,Dδ (0)α)+(b,w1) = (α,Dδ (0)α)+(α1+b1,w1)
= (α,Dδ (0)α)+(α1,Dδ (0)α1)+(b1,w1−Dδ (0)α1)
= (α+α1,Dδ (0)(α+α1))+(b1,w1−Dδ (0)α1)
where (α+α1,Dδ (0)(α+α1)) ∈ K′ (since α+α1 ∈ K˜) and (b1,w−Dδ (0)α1) ∈
Z⊕W ′ = Y (since b1 ∈ Z). Hence Rn′ ⊕W ′ = K′+Y as claimed.
If (α,Dδ (0)α)∈K′∩Y =K′∩(Z⊕W ′), then α ∈ K˜∩Z, so that α = 0 and K′∩Y =
{0} and we have proved that Z⊕Y = Rn′ ⊕W ′.
Finally, we shall show that Y = Z⊕W ′ is a good complement of K′ in Rn′ ⊕W ′.
Recalling the isomorphism L : K′→ K˜, L(α,Dδ (0)α) = α , there exists a constant
M such that |L−1(α)| ≤M|α|, i.e.,
|(α,Dδ (0)α)| ≤M|α| for all α ∈ K˜.
We choose ε ′′ > 0 such that ε ′′M < ε ′ where ε ′ is defined in (3.31). We shall show
that if (α,Dδ (0)α) ∈ K′ and (a,w) ∈ Z satisfy the estimate
|(a,w)| ≤ ε ′′|(α,Dδ (0)α)|, (3.35)
then
(a,w)+(α,Dδ (0)α) ∈C′ if and only if (α,Dδ (0)α) ∈C′. (3.36)
Since |(a,w)|= max{|a|0, |w|0} ≥ |a|, we conclude from (3.36) and (3.35) the esti-
mate
|a| ≤ |(a,w)| ≤ ε ′′|(α,Dδ (0)α)| ≤ ε ′′M|α|.
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In view of (3.31) and (3.32),
a+α ∈ C˜ if and only if α ∈ C˜.
This is equivalent to
(a+α,w+Dδ (0)α) ∈C′ if and only if (α,Dδ (0)α) ∈C′.
Hence (3.36) holds and the proof that Y = Z⊕W ′ is a good complement of K′ is
complete. The proof of Lemma 3.9 is finished.

3.8.3 Proof of Lemma 3.10
We recall the statement for the convenience of the reader.
Lemma 3.23. Let C⊂ E be a partial quadrant in the sc-Banach space E and N ⊂ E
a finite-dimensional smooth subspace in good position to C and let Y be a good
complement of N in E, so that E = N⊕Y . We assume that V ⊂ N∩C is a relatively
open neighborhood of 0 and τ : V → Y1 a map of class C1 satisfying τ(0) = 0 and
Dτ(0) = 0.
Then there exists a relatively open neighborhood V ′ ⊂V of 0 such that the following
holds.
(1) v+ τ(v) ∈C1 for v ∈V ′.
(2) For every v ∈ V ′, the Banach space Y = Y0 is a topological complement of the
linear subspace Nv = {n+Dτ(v)n |n ∈ N}.
(3) For every v ∈ V ′, there exists a constant γv > 0 such that if n ∈ Nv and y ∈ Y
satisfy |y|0 ≤ γv · |n|0, then n ∈Cx if and only if n+ y ∈Cx are equivalent, where
x = v+ τ(v).
Proof (Proof of Lemma 3.10). We shall use the notations of Proposition 3.6 Since
the smooth finite dimensional subspace N of E is in good position to C, and Y is its
good complement so that E = N⊕Y , there exists a constant γ > 0 such that if n ∈ N
and y ∈ Y satisfy
|y|0 ≤ γ|n|0 (3.37a)
then y+n ∈C if and only if n ∈C. (3.37b)
(1) The C1-map τ : V → Y1 satisfies τ(0) = 0 and Dτ(0) = 0, so that
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lim
|v|→0
|τ(v)|0
|v|0 = 0.
Consequently, there exists a relatively open neighborhood V ′ ⊂ V of 0 in N such
that |τ(v)|0 ≤ γ|v|0 for all v ∈ V ′. Since V ′ ⊂ V ⊂ C, we conclude from (3.37b)
that v+ τ(v) ∈C for all v ∈ V ′. In addition, since V ′ consists of smooth points and
τ(v) ∈ Y1, we have v+ τ(v) ∈C1 for all v ∈V ′.
(2) By assumption, E = N⊕Y and Dτ(v)n ∈Y for all n ∈ N. If x= n+y ∈ N⊕Y ∈
E, then y=(n+Dτ(v)n)+(y−Dτ(v)n), showing that E =Nv+Y . If (n+Dτ(v)n)+
y = (n′+Dτ(v)n′) + y′ for some n,n′ ∈ N and y,y′ ∈ Y , then n− n′ = (y′− y) +
Dτ(v)(n′− n) ∈ N ∩Y . Hence n = n′ and y = y′, showing that Nv ∩Y = {0} and
hence E = Nv⊕Y . That the subspace Y is a topological complement of Nv follows
from the fact that Nv is a finite dimensional subspace of E.
(3) Without loss of generality we may assume E = Rn⊕W and C = [0,∞)n⊕W .
We recall that for x ∈C, the set Cx is defined by
Cx = {(a,w) ∈ Rn⊕W | ai ≥ 0 for all 1≤ i≤ n for which xi = 0},
and if xi > 0 for all ≤ i ≤ n, we set Cx = E. Clearly, if x = (0,w) ∈ Rn⊕W , then
Cx =C.
If v = 0, then x = v+ τ(v) = 0, so that Cx = C and the statement of the corollary
follows from the fact that Nv = N and N is in good position to C having the good
complement Y .
In order to prove the statement for v 6= 0 we distinguish thew two cases dimN = 1
and dimN > 1. In the first case, the proof of Lemma 3.21 shows that v j + τ j(v)> 0
for all 1 ≤ j ≤ n. This implies that Cx = E and that, in view of (2), Y is a good
complement of Nv with respect to Cx.
In the second case dimN > 1, and we denote by N˜ the algebraic complement of
N ∩W in N, where W is identified with W = {0}n⊕W , so that N = N˜⊕ (N ∩W ).
We may assume, after a linear change of coordinates, that the following holds.
(a) The linear subspace N˜ is spanned by the vectors e j for 1 ≤ j ≤ m = dim N˜ of
the form e j = (a j,b j,w j) where a j are the vectors of the standard basis in Rm,
b j = (b j1, . . . ,b
j
n−m) satisfy b
j
i > 0 for all 1≤ i≤ n−m, and w j ∈W .
(b) The good complement Y of N in E is contained in {0}m⊕Rn−m⊕W.
Denoting by e j = (0,w j) ∈ {0}n∩W , m+1≤ j ≤ k = dimN, a basis of N∩W , the
vectors e1, . . . ,ek form a basis of N. We choose 0< ε < γ/2 where γ is the constant
from (3.37a) and define the open neighborhood V ′′ of 0 in N∩C consisting of points
v ∈V ′ satisfying |Dτ(v)n|0 < ε|n|0 for all n ∈ N.
We consider points v ∈V ′ belonging to N∩W where we identify W with {0}n⊕W .
Hence v is of the form v= (0,w) ∈ {0}n⊕W . Then |τ(v)|0 ≤ γ|v|0 and, since v ∈C,
we conclude that v+τ(v) and v−τ(v) belong to the partial quadrant C. This implies
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that τi(v) = 0 for all 1≤ i≤ n and Cx =C where x = v+ τ(v) = (0,w′). We choose
a positive constant γv such that γv(1+ε)+ε < γ . Abbreviating h= n+Dτ(v)n∈Nv
for some n ∈ N and taking y ∈ Y , we assume that
|y|0 ≤ γ0|h|0 = γv|n+Dτ(v)n|0. (3.38)
We claim that y+h∈Cx if and only if h∈Cx. Suppose that y+h= y+n+Dτ(v)n∈
Cx =C. Then we estimate using (3.38),
|y+Dτ(v)n|0 ≤ |y|0+ |Dτ(v)n|0 ≤ γv|h+Dτ(v)n|+ |Dτ(v)n|0
≤ (γv+ εγv+ ε)|n|0 ≤ γ|n|0.
(3.39)
Since y+Dτ(v)n ∈ Y and by assumption y+ h = y+Dτ(v)n+ n ∈ Cx = C, we
deduce from (3.39) and (3.37b) that n ∈C. Then the estimate |Dτ(v)n|0 ≤ ε|n|0 <
γ · |n|0 and again (3.37b), imply that h = n+Dτ(v)n ∈C, as claimed.
Conversely, the assumption that h= n+Dτ(v)n∈C implies, in view of |Dτ(v)h|0 ≤
|h|0 and (3.37b), that n ∈C. Then using (3.39) we find hat y+Dτ(v)n+h = y+h ∈
C. We have proved that if h ∈ Nv and y ∈ Y satisfy |y|0 ≤ γv|h|0, then y+ h ∈Cx if
and only if h ∈Cx.
Finally we consider points v= (v1, . . . ,vn,w)∈N∩C\N∩W . Then vi > 0 for some
1 ≤ i ≤ m and v j > 0 for all m+ 1 ≤ j ≤ k. Moreover, in view of the proof of the
statement (1), |τ(u)|0 ≤ γ|v|0 which implies that v+ τ(v) ∈ C if v is close to 0. It
follows from the proof of Lemma 3.21 that v j + τ j(v) > 0 for all m+ 1 ≤ j ≤ n.
Abbreviating x= v+τ(v) and denoting by Λx the set of indices 1≤ j≤ n for which
x j > 0, we conclude
Cx = {(a,w) ∈ Rn⊕W |a j ≥ 0 for all 1≤ j ≤ m satisfying j 6∈Λx}.
Recall that Nv = {n+Dτ(v)n |n ∈ N} and E = Nv⊕Y in view of the statement (2).
Now the inclusion Y ⊂{0}m⊕Rn−m⊕W and the definition of Cx above show that, if
h= n+Dτ(v)n∈Nv and y∈Y , then y+h∈Cx if and only if h∈Cx. This completes
the proof of Lemma 3.10.

3.8.4 Diffeomorphisms Between Partial Quadrants
In the sections 3.8.4 and 3.8.5 we shall prove an inverse function theorem and an
implicit function theorem for smooth maps defined on partial quadrants in Rn. We
recall that the closed subset C ⊂ Rn is a partial quadrant, if there exists an isomor-
phism L of Rn mapping C onto L(C) = [0,∞)k⊕Rn−k for some k. We begin with a
definition.
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Definition 3.17 (Class C1). Let C be a partial quadrant in Rn and f : U→Rm a map
defined on a relatively open subset U ⊂C. The map f is said to be of class C1 if, for
every x ∈U , there exists a bounded linear map D f (x) : Rn→ Rm such that
lim
x+h∈U,h→0
| f (x+h)− f (x)−D f (x)h|
|h| = 0,
and, in addition, the map
D f : U →L (Rn,Rm), x 7→ D f (x),
is continuous.
We note that the tangent TU = U ⊕Rn is a relatively open subset of the partial
quadrant C⊕Rn and the map T f : TU → TRm, defined by
T f (x,h) =
(
f (x),D f (x)h),
is continuous. If the maps f and T f are of class C1, then we say that f is of class
C2. Inductively, the map f is Ck if the maps f and T f are of class Ck−1. Finally, f
is called smooth (or C∞) if f is of class Ck for all k ≥ 1.
We consider the following situation. Assume C is a partial quadrant inRn and U ⊂C
a relatively open neighborhood of 0 in C. Let f : U →C be a smooth map such that
f (0) = 0 and D f (0) : Rn → Rn an isomorphism. Even if D f (0)C = C one cannot
guarantee that the image f (O) of an open neighborhood O of 0 in C is an open
neighborhood of 0 in C as Figure 3.4 illustrates.
f
O f (O)
Fig. 3.4 The boundary tangents at (0,0) are the x− and y-axis, but the domain in the right picture
is not an open neighborhood of (0,0).
Our aim in this section is to derive an inverse and implicit function theorem in this
context.
3.8 Appendix 121
Theorem 3.17 (Quadrant Inverse Function Theorem). We assume that C is a par-
tial quadrant in Rn and U ⊂C a relatively open neighborhood of 0, and consider a
smooth map f : U → Rn satisfying f (U)⊂C and having the following properties:
(1) f (0) = 0 and D f (0)C =C.
(2) dC(x) = dC( f (x)) for every x ∈U.
Then there exist two relatively open neighborhoods U ′ and V ′ of 0 in C such that
U ′ ⊂U and the map
f : U ′→V ′
is a diffeomorphism.
From Rn =C−C and D f (0)C =C, it follows that D f (0) : Rn→ Rn is an isomor-
phism. Therefore, it suffices to study the map g : U →C, defined by
g(x) = D f (0)−1 f (x).
The map g has the same properties (1) and (2), but has the simplifying feature that
Dg(0) = 1. Theorem 3.17 is a consequence of the following proposition.
Proposition 3.7. We assume that C is a partial quadrant in Rn and U ⊂ C a rela-
tively open convex neighborhood of 0, and let f : U →C be a smooth map having
the following properties:
(1) f (0) = 0.
(2) |D f (x)−1| ≤ 1/2 for all x ∈U.
(3) dC(x) = dC( f (x)) for every x ∈U.
Then V := f (U) is a relatively open neighborhood of 0 in C, and the map f : U→V
is a diffeomorphism, that is, f and f−1 are smooth in the sense defined above.
The proof of Proposition 3.7 follows from three lemmata proved below.
Lemma 3.24. With the assumptions of Proposition 3.7 , the image V = f (U) is a
relatively open subset of C and f : U →V is an open map. Moreover,
1
2
|x− x′| ≤ | f (x)− f (x′)| ≤ 3
2
|x− x′|, x,x′ ∈U . (3.40)
Proof. Abbreviating g(x) = x− f (x) and G(x) =1−D f (x), and using the convexity
of the set U , we obtain the identity
g(x′) = g(x)+
(∫ 1
0
G
(
τx′+(1− τ)x) dτ) · (x′− x)
for x,x′ ∈ U , from which the desired estimate (3.40) follows, in view of property
(2). We conclude, in particular, that the map f : U →V is injective.
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In order to show that the image V := f (U) is a relatively open subset of C, we
take a point y′ ∈ V . Then f (x′) = y′ for a unique x′ ∈U and since U is a relatively
open subset of C, there exists r > 0 such that B(x′,3r)∩C ⊂U . Here we denoted
by B(x′,3r) the open ball in Rn centered at x′ and having radius 3r. We claim that
B(y′,r)∩C ⊂ V . In order to prove our claim, we first show that {y ∈ B(x′,r)∩
C |dC(y)= 0}⊂V . To see this, we take a point x0 ∈B(x′,3r)∩C such that dC(x0)= 0
and let y0 = f (x0). By property (3), dC(y0) = 0. Next we take an arbitrary point y1 ∈
B(y′,r)∩C, also satisfying dC(y1) = 0, and consider the points yτ = (1−τ)y0+τy1
for 0≤ τ ≤ 1. Abbreviating Σ = {τ ∈ [0,1] |yτ ∈V} and τ∗ = supΣ , we assume that
τ∗ < 1. We note that Σ is non-empty since 0∈ Σ and dC(yτ∗) = 0. Then we choose a
sequence (τn)⊂ Σ such that τn→ τ ′ and the corresponding sequence of points (yτn)
belonging to B(y′,r)∩C satisfying yτn → yτ∗ . Since yτn ∈V , we find points xn ∈U
such that f (xn) = yτn and dC(xn) = dC(yτn) = 0. By (3.40),
|xn− x′| ≤ 2| f (xn)− f (x′)|= 2|yτn − y′|< 2r
and
|xn− xm| ≤ 2|yτn − yτm |,
which show that (xn) is a Cauchy sequence belonging to B(x′,2r). Hence (xn) con-
verges to some point x∗ belonging to B(x′,2r). By continuity of f , f (x∗) = yτ∗ , and
the point x∗ belongs to the interior of C since, by property (3), dC(x∗) = dC(yτ∗) = 0.
Now the classical inverse function theorem implies that there are open neighbor-
hoods W and W ′ of x∗ and yτ∗ = f (x∗) both contained in the interior of C such that
the map f : W →W ′ has a continuous inverse f−1 : W ′→W . In particular, if τ > 0
is small, then yτ∗+τ ∈ V , contradicting τ∗ < 1. Summing up, we have proved our
claim that
{y ∈ B(y′,r)∩C |dC(y) = 0} ⊂V.
Next we take any point y ∈ B(y′,r)∩C satisfying dC(y) ≥ 1. We find sequences
(yn) ⊂ B(y′,r)∩C and (xn) = ( f−1(yn)) satisfying dC(yn) = dC(xn) = 0 and |yn−
y| → 0. From (3.40), we have |xn− x′| ≤ 2|yn− y′| < 2r and |xn− xm| ≤ 2|yn− ym|
from which we deduce the convergence of the sequence (xn) to some point x ∈
B(x′,3r)∩C. Hence f (x) = y, implying that y ∈V . This shows that B(y′,r)∩C ⊂V
and that V is a relatively open subset of C.
Finally, to see that f : U → V maps relatively open subsets onto relatively open
subsets, we take an open subset U ′ of U . Since U ′ can be written as a union of
relatively open convex subsets of C, employing the previous arguments we conclude
that V ′ = f (U ′) is an open subset of V . The proof of Lemma 3.24 is complete.

From the above lemma we obtain immediately the following corollary.
Corollary 3.7. With the assumptions of Proposition 3.7, the map f : U → V is a
smooth homeomorphism between the relatively open subsets U and V of C. 
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We would like to point out that we cannot employ the usual implicit function the-
orem (it only applies at interior points). Therefore, we must provide an argument
for the smoothness of the inverse map f−1. One could try to avoid work, by first
showing that f can be extended to a smooth map defined on an open neighborhood
of 0 inRn. However, our notion of smoothness does not stipulate that f is near every
point the restriction of a smooth map defined on an open subset of Rn. This would
complicate the construction of a smooth extension.
Lemma 3.25. With the assumptions of Proposition 3.7, the iterated tangent map
T k f : T kU → T kV is a smooth homeomorphism.
Proof. The set T kC is a partial quadrant in T kRn and the sets T kU and T kV are
relatively open subsets of T kC. Then the iterated tangent map T k f : T kU → T kV is
smooth since the map f : U → V is smooth. Hence we only have to show that T k f
has an inverse (T k f )−1 : T kV → T kU which is continuous. In order to prove this
we proceed by induction starting with k = 1. We introduce the map Φ1 : TV → TU ,
defined by
Φ1(y, l) =
(
f−1(y), [D f ( f−1(y))]−1l).
The map Φ1 is continuous since, by Corollary 3.7, the map f : U → V is a homeo-
morphism. Moreover,
Φ1 ◦T f (x,h) =
(
f−1( f (x)), [D f ( f−1( f (x)))]−1 ◦D f (x)h)= (x,h),
and similarly T f ◦Φ1 = 1. Hence Φ1 is an inverse of the tangent map T f . This
together with the continuity of T f and Φ1 show that T f is a homeomorphism, as
claimed.
Now we assume that result holds for k ≥ 1 and we show that
T k+1 f : T k+1U → T k+1V
is a homeomorphism. Recalling that T k+1U = T kU⊕T kRn, we define the map
Φk+1 : T kV ⊕T kRn→ T kU⊕T kRn,
Φk+1(y, l) =
(
(T k f )−1(y), [D(T k f )((T k f )−1(y))]−1l
)
.
By the inductive assumption, the map T k f : T kV → T kU is a homeomorphism and
hence Φk+1 is well-defined and continuous. Moreover,
Φk+1 ◦T k+1 f (x,h) =Φk+1
(
T k f (x),(D(T k f ))(x)h
)
=
(
(T k f )−1
(
T k f (x)
)
, [D(T k f )((T k f )−1(T k f (x)))]−1(D(T k f ))(x)h
)
=
(
x, [D(T k f )(x)]−1(D(T k f ))(x)h
)
=
(
x,h),
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and similarly T k+1 f ◦Φk+1 = 1. Hence the map Φk+1 is a continuous inverse of the
iterated tangent map T k+1 f . This completes the inductive step and the proof of the
lemma.

Lemma 3.26. Let U be a relatively open subset of a partial quadrant C ⊂ Rn and
f : U → C a smooth map satisfying the assumptions of Theorem 3.7. We assume
that the image V = f (U) is a relatively open subset of C and f : U → V a homeo-
morphism such that D f (x) is invertible at every point x ∈U. Then the inverse map
g = f−1 is of class C1 and its derivative at the point y ∈V is given by
Dg(y) = [D f (g(y))]−1.
Proof. By assumption, the map f : U → V is a homeomorphism. This implies that
g : V →U is also a homeomorphism and the map V →L (Rn), defined by
y 7→ [D f (g(y))]−1,
is continuous. Next we take y0 ∈ V and h ∈ Rn satisfying y0 + h ∈ V . Then there
are unique points x0 and x0 + δ ∈U such that f (x0) = y0 and f (x0 + δ ) = y0 + h.
Recalling the abbreviation g = f−1 we note that g(y0) = x0, g(y0 +h)−g(y0) = δ
and f (x0+δ )− f (x0) = h and compute,
1
|h| |g(y0+h)−g(y0)−D f (x0)
−1h|
=
1
|h| |δ −D f (x0)
−1( f (x0+δ )− f (x0))|
=
|δ |
|h| ·
1
|δ | · |D f (x0)
−1[ f (x0+δ )− f (x0)−D f (x0)δ]|
From (3.40) in Lemma 3.24 we obtain 12 |δ | ≤ |h| ≤ 32 |δ | so that |h| → 0 if and only
if |δ | → 0. The limits vanish since f is differentiable at x0. The proof of the lemma
is finished.

Now we are in the position to prove Proposition 3.7.
Proof (Proof of Proposition 3.7). Under the hypotheses of the proposition the pre-
vious discussion shows for every k, that T k f : T kU → T kV satisfies the hypotheses
of Lemma 3.26 for a suitable choice of data, i.e. taking T kC as partial quadrant in
T kRn. Hence we conclude that (T k f )−1 is C1, which precisely means that T kg is C1.
In other words, g is of class C1+k. Since k is arbitrary we conclude that g is C∞. 
3.8 Appendix 125
3.8.5 An Implicit Function Theorem in Partial Quadrants
We shall prove a version for the classical implicit function theorem for maps defined
on partial quadrants.
Theorem 3.18. We assume that U is relatively open neighborhood of 0 in the partial
quadrant C = [0,∞)k⊕Rn−k inRn, and consider a map f : U→RN of class C j, j≥
1, satisfying f (0) = 0. Moreover, we assume that D f (0) : Rn→RN is surjective and
the kernel K := kerD f (0) is in good position to C, and let Y be a good complement
of K in Rn, so that Rn = K⊕Y .
Then there exist an open neighborhood V of 0 in the partial quadrant K∩C, and a
map τ : V →Y of class C j, and positive constants ε,σ having the following proper-
ties.
(1) τ(0) = 0, Dτ(0) = 0, and k+ τ(k) ∈U if k ∈V .
(2) If k ∈V satisfies |k| ≤ ε , then |τ(k)| ≤ σ .
(3) If f (k+ y) = 0 for k ∈ V satisfying |k| ≤ ε and y ∈ Y satisfying |y| ≤ σ , then
y = τ(k).
The proof will follow from several lemmata, where we shall us the notations
x = (k,y) = k+ y ∈ K⊕Y
for k ∈ K and y ∈ Y interchangeably.
The restriction D f (0)|Y : Y → RN is an isomorphism and we abbreviate its inverse
by L =
[
D f (0)|Y
]−1 : Y → RN . Instead of studying the solutions f (y) = 0 we can
as well study the solutions of f˜ (x) = 0, where f˜ is the composition f˜ = L ◦ f .It
satisfies D f˜ (0)k = 0 if k ∈ K and D f˜ (0)y= y if y ∈Y . In abuse of notation we shall
in the following denote the composition f˜ = L◦ f by the old letter f again. We may
therefore assume that
f : U ∩ (K⊕Y )→ Y
has the form
f (k,y) = y−B(k,y), (3.41)
where
B(0,0) = 0 and DB(0,0) = 0. (3.42)
By BK(a) , we denote the open ball in K of radius a centered at 0. Similarly, BY (b)
is the open ball in Y of radius b centered at 0.
Lemma 3.27. There exist constants a > 0 and b > 0 such that
(1)
(
BK(a)⊕BY (b)
)∩C ⊂U.
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(2) |B(k,y)−B(k,y′)| ≤ 1
2
|y− y′| for all k ∈ BK(a)∩C and y,y′ ∈ BY (b)∩C.
Moreover, if f (k,y) = f (k,y′) for (k,y) and (k,y′) ∈ (BK(a)⊕BY (b))∩C, then y =
y′.
Proof. It is clear that there exists constants a,b > 0 such that (1) holds. To verify
(2) we estimate for (k,y) and (k,y′) ∈ (BK(a)⊕BY (b))∩C,
|B(k,y)−B(k,y′)| ≤
[∫ 1
0
|D2B(k,sy+(1− s)y′)|ds
]
(y− y′). (3.43)
In view of DB(0,0) = 0 we find smaller a,b such that |D2B(k,y′′)| ≤ 1/2 for all
(k,y′′) ∈ (BK(a)⊕BY (b))∩C. So,
|B(k,y)−B(k,y′)| ≤ 1
2
|y− y′|
as claimed in (2).
If f (k,y) = f (k,y′), for two point (k,y),(k,y′) ∈ (BK(a)⊕BY (b))∩C, then, y−
B(k,y) = y′−B(k,y′) and using (2),
|y− y′|= |B(k,y)−B(k,y′)| ≤ 1
2
|y− y′|
which implies y = y′. This completes the proof of Lemma 3.27.

To continue with the proof of the theorem, we recall that K is in good position to
C and Y is a good complement of K in Rn. Therefore, there exists ε > 0 such that
for k ∈ K and y ∈ Y satisfying |y| ≤ ε|k| the statements k+ y ∈ C and k ∈ C are
equivalent.
Lemma 3.28. Replacing a by a smaller number, while keeping b, we have
|B(k,y)| ≤ ε|k| for all k ∈ BK(a)∩C and |y| ≤ ε|k|.
Proof. First we replace a by a perhaps smaller number such that εa < b. If k ∈
BK(a)∩C and |y| ≤ ε|k|, then k+ y ∈C and |k+ y| ≤ (1+ ε)|k| < (1+ ε)a. Intro-
ducing
c(a) := (1+ ε) · max
x∈B(1+ε)a)
|DB(x)|,
we observe that c(a)→ 0 as a→ 0, in view of DB(0,0) = 0. Then we estimate for
k ∈ BK(a)∩C and y ∈ Y satisfying |y| ≤ ε|k|, using that B(0,0) = 0,
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|B(k,y)| ≤
[∫ 1
0
|DB(sk,sy)| ds
]
(k+ y)
≤ max
x∈B(1+ε)a)
|DB(x)|(1+ ε)|k|= c(a)|k|.
(3.44)
The assertion follows if we choose a so small that c(a)≤ ε . 
Now we take a > 0 so small that c(a)≤ ε/2 and keep the original b > 0. For every
k ∈ BK(a)∩C, we set
Xk := BY (ε|k|) and X =
⋃
k∈BK(a)∩C
Xk.
Clearly, X ⊂U . By Lemma 3.28, B(k, ·) : Xk → Xk, and by Lemma 3.27, the map
B(k, ·) is a contraction. Therefore, it has a unique fixed point τ(k) ∈ Xk satisfying
τ(k) = B(k,τ(k)).
We claim that if y∈BY (b)∩C and B(k,y) = y for some k∈BK(a)∩C, then y= τ(k).
Indeed, since B(k,τ(k)) = τ(k), it follows that f (k,y) = f (k,τ(k)), and Lemma 3.27
shows that y = τ(k), as claimed.
Lemma 3.29. The map τ : BK(a)∩C→ BY (b) is continuous and satisfies |τ(k)| ≤
ε|k|/2.
Proof. In view of (3.44), the estimate |τ(k)| ≤ ε|k|/2 follows from
|τ(k)|= |B(k,τ(k)| ≤ c(a)|k|
and from the choice c(a) ≤ ε/2. In order to prove continuity of τ , we fix a point
k0 ∈ BK(a)∩C and use Lemma 3.27 to estimate,
|τ(k)− τ(k0)|= |B(k,τ(k))−B(k0,τ(k0))|
≤ |B(k,τ(k))−B(k,τ(k0))|+ |B(k,τ(k0))−B(k0,τ(k0))|
≤ 1
2
|τ(k)− τ(k0)|+ |B(k,τ(k0))−B(k0,τ(k0))|.
This implies,
|τ(k)− τ(k0)| ≤ 2|B(k,τ(k0))−B(k0,τ(k0))|
≤ 2
[∫ 1
0
|D1B(sk+(1− s)k0,τ(k0))| ds
]
|k− k0|
≤ ε|k− k0|,
(3.45)
where we have used our choice of a that c(a) = (1+ ε) ·maxx∈B(1+ε)a)|DB(x)| ≤
ε/2. This finishes the proof of the continuity of the map τ . 
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Lemma 3.30. If f : U → RN is of class C j, j ≥ 1, then the map τ : BK(a)∩C→
BY (b) is also of class C j.
Proof. We fix the point k ∈ BK(a)∩C and assume that k+ δk ∈ BK(a)∩C. Then
we abbreviate
A(δk) :=
∫ 1
0
(
D2B(k+δk,sτ(k+δk)+(1− s)τ(k))−D2B(k,τ(k))
)
ds
R(δk) := B(k+δk,τ(k))−B(k,τ(k))−D1B(k,τ(k))δk.
Using the fixed point property τ(k) = B(k,τ(k)) and τ(k+ δk) = B(k+ δk,τ(k+
δk)) we compute,
τ(k+δk)− τ(k)−D1B(k,τ(k))δk
= B(k+δk,τ(k+δk))−B(k,τ(k))−D1B(k,τ(k))δk
=
[
B(k+δk,τ(k))−B(k,τ(k))−D1B(k0,τ(k0))
]
+
[
B(k+δk,τ(k+δk))−B(k+δk,τ(k))]
= R(δk)+A(δk)
[
τ(k+δk)− τ(k)]+D2B(k,τ(k))[τ(k+δk)− τ(k)].
Therefore, [
1−D2B(k,τ(k))
]
(τ(k+δk)− τ(k))−D1B(k,τ(k))δk
= R(δk)+A(δk)(τ(k+δk)− τ(k)).
Now, R(δk)/|δk| → 0 and A(δk)→ 0 as |δk| → 0. Moreover, in view of (3.45),
|τ(k+δk)− τ(k)|/|δk| ≤ ε|δk|/|δk| ≤ ε . Consequently,
lim
|δk|→0
1
|δk| |τ(k+δk)− τ(k)−
[
1−D2B(k,τ(k))
]−1D1B(k,τ(k))δk|= 0.
This shows that the map τ is differentiable at the point k and its derivative Dτ(k) ∈
L (K,Y ) is given by the familiar formula
Dτ(k)δk =
[
1−D2B(k,τ(k0))
]−1D1B(k,τ(k))δk.
The formula shows that τ 7→ Dτ(k) is continuous since τ and DB are continuous
maps. Consequently, the map τ is of class C1.
We also note that, differentiating τ(k) = B(k,τ(k)), we obtain
Dτ(k)δk = D2B(k,τ(k))Dτ(k)δk+D1B(k,τ(k))δk
= DB(k,τ(k))(δk,Dτ(k)δk).
If now f is of class C2, we define the C1-map
f (1) : V ⊕K⊕Y ⊕Y → Y ⊕Y
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by
f (1)(k,h,y,η) =
(
y−B(k,y),η−DB(k,y)(h,η))
= (y,η)− (B(k,y),DB(k,y)(h,η))
and find by the same reasoning as before, using that D2B(k,y) for small (k,y) is
contractive, that the associated family of fixed points
(k,h) 7→ (τ(k),Dτ(k)h)
is of class C1 near (0,0). In particular, the map τ is of class C2 near k= 0. Proceeding
by induction we conclude that τ is of class C j on a possibly smaller neighborhood
V of 0 in K.

The proof of Theorem 3.18 is finished.

Chapter 4
Manifolds and Strong Retracts
The previous chapter showed that a solution set of a sc-Fredholm is a sub-M-
polyfold whose induced polyfold structure is equivalent to the structure of a finite
dimensional smooth manifold with boundary with corners. In this chapter we shall
study these objects in more details.
4.1 Characterization
A smooth manifold with boundary with corners is a paracompact Hausdorff space
M which admits an atlas of smooth compatible quadrant charts (V,ϕ,(U,C,Rn)),
where ϕ : V → U is a homeomorphism from an open subset V ⊂ M onto a rela-
tively open set U of the partial quadrant C of Rn. A M-polyfold X is a paracompact
Hausdorff space which, in addition, is equipped with a sc-structure. This prompts
the following definition.
Definition 4.1. A M-polyfold X has a compatible smooth manifold structure with
boundary with corners, if it admits an atlasA consisting of sc-smoothly compati-
ble charts (V,ϕ,(U,C,Rn)), where ϕ : V →U is a sc-diffeomorphism from the open
set V ⊂ X onto the relatively open set U ⊂C of the partial quadrant C in Rn (or in a
finite-dimensional vector space E). 
The transition maps between the charts are sc-diffeomorphisms between relatively
open subsets of partial quadrants in finite-dimensional vector spaces, and therefore
are classically smooth maps, i.e., of class C∞. Consequently, the atlasA defines the
structure of a smooth manifold with boundary with corners. We also note that from
the definition it follows immediately that a compatible smooth manifold structure
with boundary with corners, if it exists, is unique.
The aim of Section 4.1 is the proof of the following characterization.
131
132 4 Manifolds and Strong Retracts
Theorem 4.1 (Characterization). For a tame M-polyfold X the following state-
ments are equivalent.
(1) X has a compatible smooth manifold structure with boundary with corners.
(2) X0 = X∞ and the identity map 110 : X → X1, x 7→ x is sc-smooth. Moreover, every
point x ∈ X is contained in a tame sc-smooth polyfold chart (V,ψ,(O,C,E))
satisfying ψ(x) = 0 ∈ O, and the tangent space T0O is finite dimensional and in
good position to the partial quadrant C in the sc-Banach space E.

Remark 4.1. If X0 = X∞, the identity map 110 : X → X1 has as its inverse the identity
map 101 : X
1 → X . The map 101 is always sc-smooth. Hence, if the map 110 : X →
X1 is sc-smooth, it is a sc-diffeomorphism. There is a subtle point in (2). If X0 =
X∞, then Xm = X0 as sets for all m ≥ 0. However, it is possible that X1 6= X as sc-
smooth spaces despite the fact that (X1)m = Xm+1 = Xi as sets. In other words, it is
possible that as M-polyfolds X1 6=X even if the underlying sets are the same. Indeed,
recalling the definition of sc-differentiability, one realizes that the sc-smoothness of
1 : X → X is completely different from the sc-smoothness of 1 : X → X1. This is
the reason we use the notation 110 for the identity map X → X1. In contrast, if X
is a finite-dimensional vector space equipped with the constant sc-structure, then
X = X1 as sc-spaces. 
The proof of Theorem 4.1 requires some preparations and we start with a definition
where we denote as usual with U ⊂ C ⊂ E a relatively open set U in the partial
quadrant C of the sc-Banach space E.
Definition 4.2 (Sc+-retraction). A sc-smooth retraction r : U →U is called a sc+-
retraction, if r(Um)⊂Um+1 for all m≥ 0 and if r : U→U1 is sc-smooth. Similarly,
if V ⊂ X is an open subset of a M-polyfold X , we call the sc-smooth retraction
r : V →V a sc+-retraction, if r : V →V 1 is sc-smooth. 
Lemma 4.1. Let (O,C,E) be a sc-smooth retract and suppose that there exists a
relatively open subset U ⊂C and a sc+-retraction t : U →U onto t(U) = O. Then
every sc-smooth retraction s : V → V of a relatively open subset V ⊂ C satisfying
s(V ) = O is a sc+-retraction.
Proof. By assumption, the sc-smooth map t : U→U satisfies t ◦t = t and t(U) =O.
In addition, t : U→U1 is sc-smooth. If now s : V →V is a sc-smooth retraction onto
s(V ) = 0, then t(s(v)) = s(v) and hence
s = t ◦ s.
In view of the properties of t, the composition t ◦ s : V →V 1 is sc-smooth and hence
s : V →V 1 is sc-smooth, as claimed. 
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Definition 4.3 (Sc+-retract). The sc-smooth retract (O,C,E) is a sc+-retract, if
there exists a relatively open subset U ⊂ C and a sc+-retraction t : U → U onto
t(U) = O. 
In view of the Lemma 4.1 the choice of t is irrelevant, being a sc+-retract is an
intrinsic property of the sc-smooth retract (O,C,E).
Lemma 4.2. If r : U →U is a sc+-retraction onto the sc-smooth retract (O,C,E),
then
(1) r(U) = O = O∞, i.e., consists of smooth points.
(2) At every point o ∈ O, the tangent space ToO = Dr(o)E is finite-dimensional.
Proof. (1) If x ∈ U , then, by definition, r(x) ∈ U1 and using r ◦ r = r, r(x) =
r(r(x)) ∈U2. Continuing this way we conclude that r(x) ∈ ⋂m≥0 Um =U∞. Hence
r(U) = O∩U∞ = O∞.
(2) At the point o ∈ O, the linearization Dr(o) : E → E is, in view of (1), well-
defined, and it is a sc+-operator, since r is a sc+-map. Consequently, Dr(o) : E→ E
is a compact operator between every level. Therefore, the image of the projection
Dr(o), namely Dr(o)E = ToO must be finite-dimensional. This proves the lemma.

The sc+-retracts are characterized by the following proposition.
Proposition 4.1. A sc-smooth retract (O,C,E) is a sc+-retract if and only if O0 =
O∞ and 110 : O→ O1 is sc-smooth.
Proof. If (O,C,E) is a sc+-retract, there exists a sc+-retraction r : U → U onto
r(U) = O. The retract has the induced M-polyfold structure defined by the scaling
Om = r(Um) and O1 inherits this structure, so that (O1)m = Om+1, for all m≥ 0. In
view of Lemma 4.2, O = O∞. Hence the identity map 110 : O→ O1 is well-defined.
According to Definition 2.4, the map 110 is sc-smooth, provided the composition
1
1
0 ◦ r : U → E1 is sc-smooth, which is the case because r is a sc+-map.
In order to prove the opposite direction we assume that O = O∞ and 110 : O→ O1
is sc-smooth. Let r : U → U be a sc-smooth retraction onto O = r(U). Then the
composition
U r−→ O 1
1
0−→ O1 inclusion−−−−−→U1
is sc-smooth. The composition agrees with the map r : U →U1 and the lemma is
proved. 
The proof of Theorem 4.1 will make use of the following technical result.
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Proposition 4.2. Let (O,C,E) be a sc+-retract and t : U →U a sc+-retraction of
the relatively open subset U ⊂C onto O = t(U). We assume that 0 ∈ O and the the
tangent space T0O (which by Lemma 4.2 is finite-dimensional) is in good position
to the partial quadrant C. We denote by Y a good complement of T0O, so that E =
T0O⊕Y, and denote by
p : E = T0O⊕Y → T0O
the associated sc-projection. Then there exist open neighborhoods U of 0 in O and
V of 0 in T0O∩C such that
p : U → V
is a sc-diffeomorphism.
Remark 4.2. We note that (V ,T0O∩C,T0O) is a local M-polyfold model, because
T0O∩C is a partial quadrant in T0O, in view of Proposition 3.3. The proof of Propo-
sition 4.2 is based on the implicit function theorem for sc-Fredholm sections proved
in the previous chapter. 
Proof (Proof of Proposition 4.2).
We recall that U is a relatively open neighborhood of 0 in the partial quadrant C
of the sc-Banach space E. Moreover, t : U →U is a sc+-retraction onto O = t(U)
which contains 0. In view of Lemma 4.2, the tangent space T0O = Dt(0)E is a
smooth subspace of finite dimensions. By assumption, T0O lies in good position to
C. Accordingly, there exists a good sc-complement Y of T0O in E so that
E = T0O⊕Y.
It has the property that there exists ε0 > 0 such that for a+ y ∈ T0O⊕Y satisfying
|y|0 ≤ ε|a|0 the statements a ∈C and a+ y ∈C are equivalent.
We shall use in the following the notation u = a+ y ∈ T0O⊕Y and denote by p the
sc-smooth projection
p : E = T0O⊕Y → T0O.
Now we consider the local strong bundle
pi : U /Y →U,
and the sc-smooth section f : U →U /Y , f (u) = (u, f (u)), whose principal part
f : U → Y is defined by
f (u) = (1− p)(u− t(u)).
We observe that if u ∈ O, then u = t(u) and hence f (u) = 0. We shall show later on
that there are no other solutions u ∈U of f (u) = 0 locally near u = 0.
Lemma 4.3. The section f is sc-Fredholm.
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Proof. In order to verify that the sc-smooth section f is regularizing, we take u =
a+ y ∈Um and assume that f (u) = y− (1− p) ◦ t(a+ y) ∈ Ym+1. Since t is sc+-
smooth, we conclude that y∈Ym+1 and since a is smooth, that a+y∈Um+1, showing
that f is indeed regularizing.
We continue by studying the principal part f of f . The derivative of f at the smooth
point u ∈U has the form
D f (u)h = (1− p)(h−Dt(u)h)
= h− (p(h)− (1− p)Dt(u)h)
for h∈ E. Since Dt(u) and p are sc+-operators, the operator D f (u) is a perturbation
of the identity operator by a sc+-operator, and therefore a sc-Fredholm operator, in
view of Proposition 1.4.
Next we have to verify that at a given smooth point u ∈ U , a filled version of f ,
after modification by a sc+-section s, is conjugated to a basic germ. However, in the
case at hand, we already work on relatively open subsets of a partial quadrant, so
that a filling is not needed. We merely have to find a suitable sc+-section to obtain
a section which is conjugated to a basic germ.
In general, the good complement Y in the decomposition E = T0O⊕Y is not a subset
of C. However, we claim that there exists a finite-dimensional sc-Banach space B
and a sc-Banach space W contained in C, such that Y = B⊕W , which leads to the
sc-decomposition
E = (T0O⊕B)⊕W.
Indeed, if E =Rn⊕F and the partial quadrant C⊂ E is of the form C = [0,∞)n⊕F
where F is a sc-Banach space, then, identifying the sc-Banach space F with {0}n⊕
F , we let B to be an algebraic complement of Y ∩F in Y and W = Y ∩F , so that
Y = B⊕W . Clearly, W ⊂ C and B is finite-dimensional. In the general case, there
exists a sc-isomorphism L : E → Rn⊕F mapping C onto the partial quadrant C′ =
[0,∞)n⊕F . Then the subspace L(T0O) is in good position to the partial quadrant
C′ and L(Y ) is a good complement of L(T0O) in Rn⊕F . By the above argument,
we find a finite-dimensional subspace B′ and a sc-Banach space W ′ contained in C′,
so that L(T0O) = B′⊕W ′. With B = L−1B′ and W = L−1W ′, we conclude that B is
finite-dimensional, W is contained in C and Y = B⊕W , as claimed. Since W ⊂C,
C =
(
C∩ (T0O⊕B)
)⊕W.
The finite-dimensional space T0O⊕B is in good position to C. Therefore, the set
C∩ (T0O⊕B) is a partial quadrant in T0O⊕B, in view of Proposition 3.3. We shall
represent an element u ∈U as
u = a+b+w ∈ T0O⊕B⊕W,
where b+w = y ∈ Y = B⊕W. Furthermore, we denote by P the projection
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P : Y = B⊕W →W.
In accordance with the notation in the definition of a basic germ, we view Y as
RN⊕W , where N = dim(B), and P as the sc-projection P : RN⊕W →W .
If u ∈ C is a smooth point near 0 we denote by Cu the associated partial quadrant
introduced in Definition 2.16. The partial quadrant Cu contains C, so that
Cu = (Cu∩ (T0O⊕B))⊕W.
Fixing the smooth point u ∈ C, the map v 7→ u+ v for v near 0 in Cu, maps an
open neighborhood of 0 in Cu to an open neighborhood of u in C. We now study
the principal part f : U → Y near the fixed smooth point u, make the change of
coordinate v 7→ u+ v, and define the section g(v) by
g(v) := f (u+ v).
In addition, we define a sc+-section s near near 0 in Cu, by
s(v) = f (u)+(1− p)[t(u)− t(u+ v)].
It has the property that at v = 0,
g(0)− s(0) = 0.
In the decomposition v= (a+b)+w we interpret a+b∈Cu∩(T0O⊕B) as a finite-
dimensional parameter and consider the germ
(a+b,w) 7→ (g− s)(a+b+w) ∈ Y.
Then
P(g− s)(a+b+w) = P(1− p)(a+b+w) = P(b+w) = w.
Identifying an open neighborhood of 0 in Cu∩(T0O⊕B)with an open neighborhood
of 0 in some partial quadrant [0,∞)k⊕Rn−k, we conclude that g− s is a basic germ,
whose contraction part happens to be identically zero. We have used the local strong
bundle isomorphism (u+ v,b+w) 7→ (v,b+w).
Consequently, ( f ,u) is a sc-Fredholm germ and the proof of lemma 4.3 is complete.

The sc-Fredholm section f vanishes at the point u = 0, so that f (0) = 0. The lin-
earization of its principal part is is given by
D f (0)(h) = (1− p)h, h ∈ E.
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Therefore, D f (0) has the kernel ker(D f (0)) = T0O = Dt(0)E, which, by assump-
tion, is in good position to the partial quadrant C. Moreover, its image is (1− p)E =
Y , so that D f (0) is surjective.
We are in position to apply the implicit function theorem, Corollary 3.6, and con-
clude that the local solution set of f near u = 0 is represented by
{u ∈U0 | f (u) = 0}= {u = a+δ (a) ∈ T0O⊕Y |a ∈V} ⊂U.
Here U0 ⊂U is an open neighborhood of 0 in U and V is an open neighborhood of
0 in the partial quadrant T0O∩C of T0O. The map δ : V → Y is a sc-smooth map
satisfying δ (0) = 0 and Dδ (0) = 0.
That all sufficiently small solutions of f (u) = 0 are of the form a+δ (a), is, in our
special case, easily verified directly.
Lemma 4.4. Let f (a+ y) = 0 and |a|0 < ε , |y|0 < ε . If ε is sufficiently small, then
y = δ (a).
Proof. From f (a+ y) = 0 and f (a+δ (a)) = 0, we obtain y = (1− p)t(a+ y) and
δ (a) = (1− p)t(a+δ (a)). Consequently,
y−δ (a) = (1− p)[t(a+ y)− t(a+δ (a))].
As f is regularizing, the solutions are smooth points. Since t is a sc+-map, the map
u 7→ (1− p)t(u) is of class C1 between the 1-levels, and the derivative vanishes at
u = 0, (1− p)Dt(0) = 0. Therefore, there exists ε1 > 0 such that
‖(1− p)Dt(u)‖L(E1,E1) ≤ 1/2 (4.1)
if |u|1 < ε1. Consequently, on level 1,
y−δ (a) =
(∫ 1
0
(1− p)Dt(u(τ)) dτ
)
· (y−δ (a)), (4.2)
where u(τ) = a+ τy+(1− τ)δ (a). Since t is a sc+-map satisfying t(0) = 0, we
conclude from y = (1− p)t(a+ y) that |y|1 is small if a and y are small on level 0.
Moreover, the map δ is sc-smooth and satisfies δ (0) = 0 and hence |δ (a)|1 is small,
if a is small on level 0. Summing up, |u(τ)|1 < ε1 if ε is sufficiently small, and we
conclude from (4.1) and (4.2) the estimate
|y−δ (a)|1 ≤ 12 |y−δ (a)|1,
so that indeed y = δ (a) is ε is sufficiently small, as claimed in Lemma 4.4. 
We finally verify that the solutions f (a+δ (a)) = 0 belong to O if a is small on level
0.
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Lemma 4.5. Let f (a+ δ (a)) = 0 and |a|0 < ε. If ε > 0 is sufficiently small, then
a+δ (a) ∈ O.
Proof. We have to confirm that a+ δ (a) = t(a+ δ (a)). From f (a+ δ (a)) = 0 we
conclude that δ (a) = t(a+δ (a))− p◦ t(a+δ (a)), so that our aim is to prove that
a = p◦ t(a+δ (a)).
Applying the retraction t to the identity
p◦ t(a+δ (a))+δ (a) = t(a+δ (a)), (4.3)
and using t ◦ t = t, we obtain
t
(
p◦ t(a+δ (a))+δ (a))= t(a+δ (a)).
Hence, abbreviating
a1 := p◦ t(a+δ (a)),
we arrive at the identity
t(a1+δ (a))− t(a+δ (a)) = 0.
Going to level 1, abbreviating a(τ) = τa1 + (1− τ)a+ δ (a) and observing that
Dt(0)(a1−a) = a1−a, we estimate
0 = |t(a1+δ (a))− t(a+δ (a))|1
=
∣∣∣∣∫ 10 Dt(a(τ)) dτ(a1−a)
∣∣∣∣
1
≥ |a1−a|−
(∫ 1
0
‖Dt(a(τ))−Dt(0)‖L(E1,E1) dt
)
· |a1−a|1
Since ‖Dt(u)‖L(E1,E1) is continuous in u on level 1, there exists ε1 > 0 such that
‖Dt(v))−Dt(0)‖L(E1,E1) ≤ 1/2
if |v|1 ≤ ε1. Arguing as in the previous lemma, |a(τ)|1 ≤ ε1 if |a|0 < ε and ε is
sufficiently small. Consequently,
0≥ |a1−a|1− 12 |a1−a|1 =
1
2
|a1−a|1.
Therefore, a1 = a and hence p ◦ t(a+ δ (a)) = a if ε > 0 is sufficiently small, and
Lemma 4.5 is proved. 
In order to complete the proof of Proposition 4.2, we set V = {a ∈ ToO∩C | |a|0 <
ε}. The map p, satisfying
p(a+δ (a)) = a,
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is a sc-diffeomorphism from the open set U = {a+δ (a) |a ∈ V } in O, to the open
set V having the sc-smooth map a 7→ a+ δ (a) as its inverse. This completes the
proof of Proposition 4.2. 
Proof (Theorem 4.1). We assume that (1) holds true: the M-polyfold X has a com-
patible smooth manifold structure with boundary with corners. Correspondingly
there is an atlas of sc-smoothly compatible partial quadrants charts (V,ϕ,(U,C,Rn))
where ϕ : V →U is a sc-diffeomorphism from the open subset V ⊂ X onto the rela-
tively open subset U ⊂C of the partial quadrant C in Rn. We take in Rn the unique
constant sc-structure.
Then the identity map 1 : U →U is a tame sc-smooth retraction of (U,C,Rn).
Clearly, U =U∞ and 110 : U →U1 is sc-smooth. Consequently, these charts define a
tame M-polyfold structure on X for which X0 = X∞ and 110 : X → X1 is sc-smooth
and the statement (2) follows.
Conversely, if (2) holds for the tame M-polyfold X , then X0 =X∞ and 110 : X→X1 is
sc-smooth. If x ∈ X , then we find a tame sc-smooth polyfold chart (V,ψ,(O,C,E))
such that the sc-diffeomorphism ψ : V → O satisfies ψ(x) = 0. It follows that O0 =
O∞ and 110 : O→ O1 is sc-smooth. By Proposition 4.1 the sc-retract (O,C,E) is a
sc+-retract and hence there is a sc+-retraction t : U →U of a relatively open sbset
U in the partial quadrant C satisfying O = t(U). The tangent space T0O is a finite-
dimensional smooth subspace of the sc-Banach space E and, by assumption, in good
position to C.
Using Proposition 4.2 we find an open neighborhood O ′ of 0 in O and an open
neighborhood V of 0 in T0O∩C and a sc-diffeomorphsim p : O ′ → V onto the
finite-dimensional polyfold model (V ,T0O ∩C,T0O). Taking the open set V0 =
ψ−1(O ′)⊂V , the composition
V0
ψ−→ O ′ p−→ V
is a sc-diffeomorphism onto the finite-dimensional model (V ,T0O∩C,T0O). Carry-
ing out this construction around every point x∈ X , we obtain a smoothly compatible
atlas of tame charts and the statement (1) follows. This completes the proof of The-
orem 4.1. 
4.2 Smooth Finite Dimensional Submanifolds
We start with the definition.
Definition 4.4. A smooth finite-dimensional submanifold of the M-polyfold X is
a subset A⊂ X having the property that every point a ∈ A possesses an open neigh-
borhood V ⊂ X and a sc+-retraction s : V →V onto
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s(V ) = A∩V.

In contrast to the sc-smooth sub-M-polyfold of an M-polyfold in Definition 2.12,
the retracts in the above definition are sc+-retracts. We also point out, that a smooth
finite dimensional submanifold is not defined as a sub-M-polyfold whose induced
structure admits an equivalent structure of a smooth manifold with boundary with
corners.
Remark 4.3. The subset A⊂X in Definition 4.4 is called a smooth finite-dimensional
manifold for the following reasons. The retraction s : V →V , satisfying s◦ s = s, is
a sc+-map. Therefore, the image s(V )⊂ X∞ consists of smooth points, so that every
point a ∈ s(V ) possesses a tangent space TaA defined by TaA = T s(a)(TaX). From
the sc+-smoothness of the map s, it follows that the projection T s(a) : TaX → TaX
is a sc+-operator and therefore level-wise compact. Hence its image, TaA is finite-
dimensional. Since A, as we shall see, is in particular a sub-M-polyfold it has an
inherited M-polyfold structure so that its degeneracy index is defined. In general
for a ∈ A it holds that dA(a) ≤ dX (a). One can show that A near points a ∈ A with
dA(a) = 0 has a natural smooth manifold structure. Near points with dA(a) = 1 it has
a natural structure as a smooth manifold with boundary. If dA(a) ≥ 2 the boundary
structure can be quite complex. However, under the additional assumption that the
tangent space TaA is in good position to the partial quadrant CaX in TaX the subset
A has near a in a natural way the structure of a smooth manifold with boundary with
corners. We shall see that A inherits the structure of a M+-polyfold. These differ
from usual classical finite-dimensional manifolds by allowing more general bound-
ary behavior, but if dA ≤ 1 they are the same as smooth manifolds with or without
boundary. 
Since an sc+-retraction is an sc-smooth retraction it follows that a smooth finite-
dimensional submanifold A inherits from its ambient space X a natural M-polyfold
structure. As such the degeneracy index dA(a) is well-defined, and the boundary ∂A
is defined as the subset {a∈A |dA(a)≥ 1}. However, being locally an sc+-retraction
implies additional properties.
Recall that a subset A of a topological space X is called locally closed if every point
a ∈ A possesses an open neighborhood V (a) ⊂ X having the property that a point
b ∈V (a) belongs to A, if U ∩A 6= /0 for all open neighborhoods U of b.
Proposition 4.3. A smooth finite-dimensional submanifold A⊂ X of the M-polyfold
X has the following properties.
(1) A ⊂ X∞, and A inherits the M-polyfold structure induced from X. In particular,
A possesses a tangent space at every point in A, and the degeneracy index dA is
defined on A.
(2) A is locally closed in X.
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(3) ∂A = {a ∈ A |dA(x)≥ 1} ⊂ ∂X.
(4) 110 : A→ A1 is sc-smooth.
Proof. (1) A sc+-retraction is, in particular, a sc-retraction and hence A inherits
the M-polyfold structure from X , in view of Proposition 2.6. Since a sc+-retraction
s has its image in X∞, we conclude that A ⊂ X∞, implying that every point in a ∈ A
has the tangent space TaA = T s(s)(TaX). Since A is a M-polyfold, the degeneracy
index dA is defined on A.
(2) In order to prove (2) we choose a point a ∈ A and an open neighborhood V ⊂ X
of a such that a suitable sc+-retraction s : V →V retracts onto s(V ) = A∩V. If b∈V
lies in the closure of A, then there exists a sequence (ak)⊂A satisfying ak→ b. Since
V is open b∈V , we conclude that ak ∈A∩V for large k. Hence ak = s(ak) and, using
that b ∈V , we conclude that s(b) = limk s(ak) = b, implying that b ∈ A∩V .
(3) By definition, ∂A= {a∈A |dA(x)≥ 1}. We assume that a∈A satisfies dA(a)≥ 1
and show that dX (a) ≥ 1. If dX (a) = 0, we find an open neighborhood V ⊂ X of a
which is sc-diffeomorphic to a retract (O,E,E). This implies that there exists an
open neighborhood U ⊂ A of a which is sc-diffeomorphic to a retract (O′,E,E), so
that dA(a) = 0.
(4) The postulated sc+-retraction is the identity on the retract A, and A= A∞, so that
1
1
0 : A→ A1 is sc-smooth.
The proof of Proposition 4.3 is complete. 
Question 4.1. It is an open question, whether there is a difference between a smooth
finite-dimensional submanifold A and a sub-M-polyfold satisfying A = A∞ and
dimTaA being finite and locally constant. In fact, the question is if under the lat-
ter conditions 110 : A→ A1 is sc-smooth. We conjecture that this is not always the
case. Rather we would expect, for example, if the dimension of the tangent space
is equal to 1, the set A might be something like a branched one-dimensional man-
ifold as defined in [50]. It would be interesting to see if such type of examples
can be constructed. For example, consider the subset T := {(x,0) ∈ R2 | −1 < x <
1}∪{(0,y) ∈ R2 |y ∈ [0,1)} with the induced topology. Is it possible to find a sc-
smooth retract (O,E,E) where E is a sc-Banach space so that T is homeomorphic
to O and O = O∞? From our previous discussion this is impossible if we require O
to be a sc+-retract. 
So far not much can be said about the structure of the smooth finite-dimensional
submanifold A at the boundary without additional assumptions. In order to formulate
such an assumption, we consider a M-polyfold X which is required to be tame. Thus,
at every smooth point a ∈ X , the cone CaX is a partial quadrant in the tangent space
TaX , in view of Proposition 2.10, and we can introduce the following definition.
Definition 4.5 (Good position at a∈ A). A smooth finite-dimensional submanifold
A of the tame M-polyfold X is in good position at the point a ∈ A, if the finite-
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dimensional linear subspace TaA ⊂ TaX is in good position to the partial quadrant
CaX in TaX .
We also need the next definition.
Definition 4.6 (Tame submanifold). A smooth finite-dimensional submanifold A⊂
X of the M-polyfold X is called tame, if, equipped with its induced M-polyfold
structure, the M-polyfold A is tame.
The main result of the section is as follows.
Theorem 4.2. Let X be a tame M-polyfold and A ⊂ X a smooth finite-dimensional
submanifold of X. If A is at every point a ∈ A in good position, then the induced
M-polyfold structure on A is equivalent to the structure of a smooth manifold with
boundary with corners. In particular, the M-polyfold A is tame.
Proof. The result will be based on Proposition 4.1. We focus on a point a ∈ A. Then
a is a smooth point, and we find a sc-smooth tame chart ϕ : (V,a) 7→ (O,0), where ϕ
is a sc-diffeomorphism from the open neighborhood V ⊂ X of a onto the retract O
satisfying ϕ(a) = 0. The retract (O,C,E) is a tame local model. By assumption,
TaA is in good position to the partial quadrant CaX in TaX and there is a good
complement Y ′ ⊂ TaX , so that TaX = TaA⊕Y ′. Therefore, the tangent space T0O =
Tϕ(a)(TaX) has the sc-splitting
T0O = N⊕Y,
in which N = Tϕ(a)(TaA) and Y = Tϕ(a)Y ′. Since (O,C,E) is tame, the tangent
space T0O has a sc-complement Z contained in C, in view of Proposition 2.9. Hence
E = T0O⊕Z = N⊕Y ⊕Z.
Lemma 4.6. The finite-dimensional subspace N = Tϕ(a)(TaA) is in good position
to C and Y ⊕Z is a good complement in E.
Proof (Proof of Lemma 4.6). By assumption, N is in good position to C0 = T0O∩
C = Tϕ(a)(CaX) ⊂ T0O, with the good complement Y . Hence there exists γ > 0
such that for (n,y) ∈ N⊕Y satisfying |y|0 ≤ γ|n|0 we have n ∈C0 if and only if n+
y ∈C0. Take the norm |(y,z)|0 = |y|0+ |z|0 on Y ⊕Z and consider (n,y,z) satisfying
|(y,z)|0≤ γ|n|0, and note that n∈C if and only if n∈C0. If n∈C0, we conclude from
|(y,z)|0 ≤ γ|n|0 that n+ y ∈C0 which implies n+ y ∈C. Since z ∈C, we conclude
that n+y+z∈C. Conversely, we assume that n+y+z∈C satisfies |(y,z)|0 ≤ γ|n|0.
Then it follows from z∈ Z ⊂C that n+y∈C and hence n+y∈C0 = T0O∩C. From
|y|0≤ γ|n|0 we deduce that n∈C0 and hence n∈C. Having verified that N is in good
position to C and Y ⊕Z is a good complement, the proof of lemma is complete. 
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Continuing with the proof of Theorem 4.2, we recall that (O,C,E) is a tame retract.
Hence there exists a relatively open subset U ⊂C and a sc-smooth tame retraction
r : U →U onto O = r(U). Since A⊂ X is a finite-dimensional smooth submanifold
of X , we find an open neighborhood V ⊂ X of a and a sc+-retraction s : V → V
onto s(V ) = A∩V . Taking V and U small, we may assume that V = ϕ−1(O). Then,
defining t : U →U by
t(u) = ϕ ◦ s◦ϕ−1 ◦ r(u),
we compute, using r ◦ϕ = ϕ and s◦ s = s,
t ◦ t = ϕ ◦ s◦ϕ−1 ◦ r ◦ϕ ◦ s◦ϕ−1 ◦ r
= ϕ ◦ s◦ϕ−1 ◦ϕ ◦ s◦ϕ−1 ◦ r
= ϕ ◦ s◦ s◦ϕ−1 ◦ r
= ϕ ◦ s◦ϕ−1 ◦ r
= t.
We see that t is a retraction. Moreover, it is a sc+-retraction since s is a sc+-
retraction. It retracts onto t(U) = ϕ(A∩V ) and Dt(0)E = Tϕ(a)T s(a)(TaX) =
Tϕ(a)TaA = N. Therefore, Q := t(U)⊂ O is a sc+-retract and T0Q = N is in good
position to C, by Lemma 4.6.
Now we can apply Proposition 4.2 and conclude that that there are open neighbor-
hoods V1 of 0 in Q and V0 of 0 in C∩N such that p = Dt(0) is a sc-diffeomorphism
p : V1→V0.
In view of Proposition 3.3, C∩N is a partial quadrant in N, so that (V0,C∩N,N) is
a local model which is tame since V0 ⊂C∩N is open.
Defining the open neighborhood V (a) = ϕ−1(V0)∩A of a in A, the map
p◦ϕ : V (a)→V0
is a sc-diffeomorphism defining a sc-smooth tame chart on the M-polyfold A. The
collection of all these charts defines a sc-smoothly compatible structure of a smooth
manifold with boundary with corners. Moreover, the M-polyfold A is tame. The
proof of Theorem 4.2 is complete.
Remark 4.4. If A is in good position at a, then there exists and open neighborhood
V (a)⊂ X , so that A is in good position for all b ∈V (a)∩A. In order to see this we
observe that Theorem 4.2 defines a chart from the sole knowledge that we are in
good position at 0. Since the tangent spaces of A move only slowly, Lemma 3.10
implies that we are in good position at the nearby points as well.
Definition 4.7 (General position). Let A ⊂ X be a smooth finite-dimensional sub-
manifold of the M-polyfold X . Then A is in general position at the point a ∈ A,
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if TaA has in TaX a sc-complement contained in the reduced tangent space T Ra X as
defined in Definition 2.20. 
The following local result describes an A⊂ X in general position.
Theorem 4.3 (Local structure of smooth submanifolds). Let A be a smooth sub-
manifold of the tame M-polyfold X. We assume that A is in general position at the
point x ∈ A, assuming that TxA has in TxX a sc-complement contained in T Rx X. Then
there exists an open neighborhood U ⊂ X on which the following holds.
(1) There are precisely d = dX (x) many local facesF1, . . . ,Fd contained in U.
(2) dX (a) = dA(a) for a ∈ A∩U.
(3) If a ∈ A∩U, then the tangent space TaA has in TaX a sc-complement contained
in T Ra X.
(4) If σ ⊂ {1, . . . ,d}, then the intersection Fσ := ⋂i∈σFi of local faces is a tame
M-polyfold and A∩Fσ is a tame smooth submanifold of Fσ . At every point
a ∈ (A∩U)∩Fσ , the tangent space Ta(A∩Fσ ) has in TaFσ a sc-complement
contained in T Ra Fσ .
Proof. The result is local and, going into a tame M-polyfold chart of X around the
point x, we may assume that X = O and x = 0 ∈ O, where O belongs to the tame
retract (O,C,E) in which C = [0,∞)n⊕W , n = dO(0), is a partial quadrant in the
sc-Banach space E = Rn⊕W . Moreover, A⊂ O is a smooth submanifold of O. We
recall that the faces of C are the subsets of E, defined by
Fi = {(a1, . . . ,an,w) ∈ E |ai = 0 and a j ≥ 0 for j 6= i and w ∈W}.
For a subset σ ⊂ {1, . . . ,n} we introduce Fσ =⋂i∈σ Fi. Then the M-polyfold O has
the facesFi = O∩Fi and we abbreviate the intersection byFσ := O∩Fσ .
By Definition 2.15, T R0 O = T0O∩ ({0}⊕W ), in our local coordinates. By assump-
tion of the theorem, the tangent space T0A ⊂ T0O has in T0O a sc-complement
A˜⊂ T R0 O, so that T0O= T0A⊕ A˜. In view of the definition of tame, the tangent space
T0O has in E a sc-complement Z ⊂ {0}⊕W . Hence E = T0O⊕Z = ToA⊕ A˜⊕Z
and it follows that T0A has in E a sc-complement Y contained in W = {0}⊕W ,
E = T0A⊕Y, Y ⊂W.
We denote by N ⊂ TaA a sc-complement of T0A∩W in T0A,
T0A = N⊕ (T0A∩W ).
From E ∩W =W = (T0A∩W )⊕ (Y ∩W ) = (T0A∩W )⊕Y , we obtain
E = T0A⊕Y = N⊕ (T0A∩W )⊕Y = N⊕W.
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Using Y ⊂W ⊂C, we deduce
C = (C∩N)⊕W
and
C = (T0A∩C)⊕Y.
Therefore, the projection Rn⊕W → Rn induces an isomorphism from N to Rn and
from C ∩N onto [0,∞)n. Moreover, the tangent space T0A is in good position to
C, and Y is a good complement. Hence T0A∩C is a partial quadrant of T0A by
Proposition 3.3.
As proved in Proposition 4.2 the smooth submanifold A⊂ O is represented local as
the graph
A = {v+δ (v) |v ∈V}
of a sc-smooth map δ : V →Y defined on an open neighborhood V of 0 in the partial
quadrant T0A∩C of T0A satisfying δ (0) = 0 and Dδ (0) = 0. The projection
p : A→ (T0A∩C)∩V,
defined by p(v+δ (v)) = v, is a sc-diffeomorphism from the M-polyfold A and we
conclude, by Proposition 2.7, that
dA(a) = dT0A∩C(p(a))
for all a∈ A∩U . The points in T0A∩C are represented by (n,m)∈ (N∩C)⊕(T0A∩
W ) so that the points a ∈ A are represented by
a = ((n,m),δ (n,m)).
Introducing
(T0A)σ := T0A∩T0Fσ = {(n,m) ∈ T0A |ni = 0 for i ∈ σ},
the diffeomorphism p : A→V ⊂ T0A∩C, maps the intersection of faces A∩Fσ to
(T0A)σ ∩C. In particular, if p(a) ∈ (T0A)σ ∩C, then a ∈ A∩Fσ . This implies that
dT0A∩C(p(a)) = dC(a).
In view of Proposition 2.10, dC(a) = dO(a), and we have verified for a ∈ A∩U that
dA(a) = dO(a) as claimed in the statement (2) of the theorem.
In order to prove the statement (3) we choose a ∈ A∩U . Then a= v+δ (v) with v ∈
T0A∩C. The tangent space TaA is the image of the linear map α : h 7→ h+Dδ (v)h,
h ∈ T0A. If a = 0, then T0A+W = E and we conclude, by means of the particular
form of the map α , that also TaA+W = E for all a ∈ A∩U . Intersecting with TaO
and using TaA⊂ TaO leads to
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TaO = TaA+(W ∩TaO)
= TaA+T Ra O,
implying that TaA has in TaO a sc-complement which is contained in T Ra O. This
proves the statement (3) of the theorem.
As for the last statement we observe that, in view of the arguments in the proof of
Proposition 2.14, the setsFσ are tame M-polyfolds. Moreover, A∩Fσ are smooth
submanifolds ofFσ . The previous arguments, but now applied to A∩Fσ conclude
the proof of Theorem 4.3. 
We conclude this section by defining M+-polyfolds. If A ⊂ X is a finite-dimen-
sional submanifold then it will naturally inherit such a structure. We leave the details
to the reader. If X is a M-polyfold and A ⊂ X a finite-dimensional submanifold it
inherits the structure of a M-polyfold. However, note that the natural local models
are (O,C,E) where O is an sc+-retract. This prompts the following definition.
Definition 4.8. Let Z be a metrizable topological space.
(1) A M+-polyfold structure for Z is given by an equivalence class of sc+-atlases. A
sc+-atlas consists of sc-smoothly compatible charts where the local models are
sc+-retracts.
(2) A M+-polyfold structure is called tame provided there exists an sc+-atlas so
that the underlying local models are tame.
As a consequence of Theorem 4.1 and the previous discussions we have the follow-
ing result.
Proposition 4.4. Let Z be a M+-polyfold. Then the following holds.
(1) If dZ ≡ 0 the topological space Z has a unique compatible smooth manifold
structure (without boundary) which is sc-smoothly compatible with the M+-
polyfold structure.
(2) If dZ ≤ 1 the topological space has a unique smooth structure as manifold with
boundary, which sc-smoothly compatible with the M+-polyfold structure.
(3) If the M+-polyfold structure is tame there is a unique smooth structure as man-
ifold with boundary with corners on Z which is sc-smoothly compatible with the
tame M+-polyfold structure.
Proof. This is just a reformulation of earlier results and details are left to the reader.

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4.3 Families and an Application of Sard’s Theorem
If X is a tame M-polyfold we introduce the family
Z := Rm⊕X = {(λ ,x) |λ ∈ Rm,x ∈ X}.
The family Rm⊕X has a natural tame M-polyfold structure defined by the product
of the corresponding charts and we denote by
P : Rm⊕X → Rm, P(λ ,x) = λ
the sc-smooth projection. Using Theorem 4.3 and Sard’s theorem we are going to
establish the following result.
Theorem 4.4. Let A⊂ Z be a smooth submanifold of the tame M-polyfold Z. We as-
sume that the induced M-polyfold structure is tame and the closure of A is compact.
Denoting by p := P|A : A→ Rm the restriction of P to A we assume, in addition,
that there exists ε > 0 such that the following holds.
(1) For every λ ∈ Rm satisfying |λ | ≤ ε , the set p−1(λ ) ⊂ A is compact and non-
empty.
(2) For z ∈ A there exists a sc-complement TzA in TzZ which is contained in T Rz Z.
Then there exists a set of full measure Σ ⊂ {λ ∈ Rm | |λ | < ε} of regular values of
p, having full measure in Bm(ε) such that for λ ∈ Σ , the set
Aλ := {x ∈ X |(λ ,x) ∈ A}
is a smooth compact manifold with boundary with corners, having the additional
property that the tangent space TxAλ at x ∈ Aλ has in TxX a sc-complement con-
tained in T Rx X.
Remark 4.5. By Proposition 2.10, the codimension of T Rx X is equal to dX (x). There-
fore, if λ ∈ Σ , then the point x∈ Aλ can only belong to a corner if dX (x)≤ dim(Aλ ).
For example, zero-dimensional manifolds Aλ have to lie in X \∂X , one-dimensional
Aλ can only hit the dX = 1 part of the boundary, etc.
Proof. Fixing a point z ∈ A there exists, in view of Theorem 4.3 an open neigh-
borhood U(z) ⊂ Z of z in Z such that there are precisely d = dX (z) local faces
F1, . . . ,Fd in Z ∩U . Moreover, for all subsets σ ⊂ {1,2, . . . ,d}, the intersec-
tion of A with Fσ =
⋂
i∈σFi is a tame smooth submanifold in Fσ of dimension
dimA−#σ . Moreover, the tangent space Tz(A∩Fσ ) has a sc-complement in TzFσ
which is contained in T Rz Fσ .
We cover the set {z ∈ A | |p(z)| ≤ ε} with the finitely many such neighborhoods
U(z1), . . . ,U(zk) and first study the geometry of the problem in one of these neigh-
borhoods U(zi) which, for simplicity of notation, we denote by U(z).
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If σ ⊂{1, . . . ,d} andFσ the associated intersection of local faces, we denote byF ◦σ
the interior ofFσ , i.e., the setFσ with its boundary removed. The union of allF ◦σ is
equal to U(z). Here we use the convention that for the empty subset of {1, . . . ,d}, the
empty intersection is equal to U(z) from which the boundary is removed. We note
that F ◦{1,...,d} is a M-polyfold without boundary. By Theorem 4.3 the intersection
A∩F ◦σ is a smooth manifold without boundary having dimension dim(A)−#σ .
With a subset σ we associate the smooth projection
pσ : A∩F ◦σ → Rm, pσ (λ ,x) = λ .
Using Sard’s theorem we find a subset Σσ ⊂ Bm(ε) of regular values of pσ having
full measure. The intersection
Σ =
⋂
σ⊂{1,...,d}
Σσ
has full measure in Bm(ε) and consists of regular values for all the maps in (1).
Now we fix λ ∈ Σ . Then the preimage p−1(λ )⊂ A has the form {λ}×Aλ and, by
construction,
p−1σ (λ ) = ({λ}×Aλ )∩F ◦σ ,
which is a smooth submanifold of A∩F ◦σ . Moreover, the tangent space Tz′(A∩F ◦σ )
at the point z′ = (λ ,x) ∈ A∩F ◦σ is equal to
Tz′(A∩F ◦σ ) = Tz′
(
({λ}×Aλ )∩F ◦σ
)⊕ξz′
where the linearized projection
T pσ (z′) : Tz′(A∩F ◦σ )→ Tp(z′)Rm
maps ξz′ isomorphically onto Rm.
From our discussion we conclude, in view of the assumption (2) of the theorem,
for z′ = (λ ,x) ∈U(z) that the tangent space Tz′({λ}×Aλ ) has a sc-complement in
T Rz′ X . Consequently, Aλ ∩U(z) is a smooth submanifold of X in general position.
The argument above applies to every z1, . . . ,zk. Hence for every zi there exists a
subset Σzi ⊂ Bm(ε) of full measure consisting of regular values. The subset Σ̂ ,
Σ̂ =
k⋂
i=1
Σzi ⊂ Bm(ε),
has full measure and it follows, for every λ ∈ Σ̂ , that Aλ ⊂ X is a smooth compact
submanifold of the M-polyfold X which, moreover, is in general position. 
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4.4 Sc-Differential Forms
Assume X is a M-polyfold. Then T X→ X1 has the structure of an sc-smooth bundle
and it is an easy exercise that the associated Whitney sum of k-copies T X ⊕ ..⊕
T X → X1 is an sc-smooth bundle. Following [39] we start with the definition.
Definition 4.9. Let X be a M-polyfold and T X → X1 its tangent bundle. A sc-
differential k-form ω is a sc-smooth map
ω :
⊕
k
T X → R
which is linear in each argument and skew-symmetric. The vector space of sc-
differential k-forms on X is denoted by Ω k(X).
By means of the inclusion maps X i → X the sc-differential k-form ω on X pulls
back to a sc-differential k-form on X i, defining this way the directed system
Ω k(X)→ . . .→Ω k(X i)→Ω k(X i+1→ . . .
We denote the direct limit of the system by Ω ∗∞(X) and introduce the set Ω ∗∞(X) of
sc-differential form on X∞ by
Ω ∗∞(X) =
⊕
k
Ω k∞(X).
Next we define the exterior differential. For this we use the Lie bracket of vector
fields which has to be generalized to our context. As shown in [39] Proposition 4.4,
the following holds.
Proposition 4.5. Let X be a M-polyfold and given two sc-smooth vector fields A
and B on X one can define the Lie-bracket by the usual formula which defines a
sc-smooth vector field [A,B] on X1, that is, [A,B] is a section of the tangent bundle
T (X1)→ X2.
In order to define the exterior derivative
d : Ω k(X i+1)→Ω k+1(X i),
we take a sc-differential k-form and (k+ 1) sc-smooth vector fields A0,A1, . . . ,Ak
on X and define (k+1)-form dω on X by the following familiar formula
dω(A0,A1, . . . ,Ak) =
k
∑
i=0
(−1)iD(ω(A0, . . . , Âi, . . . ,Ak) ·Ai
+∑
i< j
(−1)i+ jω([Ai,A j],A0, . . . , Âi, . . . , Â j, . . . ,Ak).
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The exterior derivative d commutes with the inclusion map X i+1→ X i occurring in
the directed system, and consequently induces a map
d : Ω ∗∞(X)→Ω ∗∞(X)
having the property d2 = 0. The pair (Ω ∗∞(X),d) is a graded differential algebra
which we call the de Rham complex of the M-polyfold X .
Definition 4.10. The sc-de Rham cohomology of the M-polyfold X is defined as
H∗sc(X) := ker(d)/im(d).
There is also a relative version. If X is a tame M-polyfold the inclusion map ∂X→X
restricted to local faces is sc-smooth. Local faces are naturally tame M-polyfolds
and the same is true for the intersection of local faces. Therefore it makes sense
to talk about differential forms on ∂X and ∂X i. We define the differential algebra
Ω ∗∞(X ,∂X) by
Ω ∗∞(X ,∂X) :=Ω
∗
∞(X)⊕Ω ∗−1∞ (∂X)
with differential
d(ω,τ) = (dω, j∗ω−dτ)
where j : ∂X → X is the inclusion. One easily verifies that d ◦d = 0 and we denote
the associated cohomology by H∗dR(X ,∂X).
Clearly, a sc-differential k-form ω ∈ Ω ∗∞(X) induces a classical smooth differen-
tial form on a smooth finite-dimensional submanifold N of the M-polyfold X . The
following version of Stokes’ theorem holds true.
Theorem 4.5. Let X be a M-polyfold and let N be an oriented smooth n-dimensional
compact tame submanifold of X whose boundary ∂N, a union of smooth faces F, is
equipped with the induced orientation. If ω is a sc-differential (n− 1)-form on X,
then ∫
M
dω =∑
F
∫
F
ω.

Here, the submanifold N is not assumed to be face structured.
The sc-smooth map f : X → Y between two M-polyfolds induces the map f ∗ :
Ω ∗∞(Y )→Ω ∗∞(X) in the usual way. There is also a version of the Poincare´ Lemma,
formulated and proved in [39]. The general the theory of sc-differential forms on
M-polyfolds can be worked out as for the classical smooth manifolds. We leave it
to the reader to carry out the details.
Chapter 5
Fredholm Package for M-Polyfolds
Chapter 5 is devoted to compactness properties of sc-Fredholm sections, to their
perturbation theory, and to the transversality theory.
5.1 Auxiliary Norms
Recalling Section 2.5, we consider the strong bundle
P : Y → X
over the M-polyfold X . The subset Y0,1 of biregularity (0,1) is a topological space
and the map P : Y0,1→ X is continuous. The fibers Yx := P−1(x) have the structure
of Banach spaces.
We first introduce the notion of an auxiliary norm. This concept allows us to quantify
the size of admissible perturbations in the transversality and perturbation theory. We
point out that our definition is more general than the earlier one given in [37].
Definition 5.1. An auxiliary norm is a continuous map N : Y0,1→R, which has the
following properties.
(1) The restriction of N to a fiber is a complete norm.
(2) If (wk) is a sequence in Y0,1 such that P(wk)→ x in X and N(wk)→ 0, then
wk→ 0x in Y0,1.

Any two auxiliary norms are locally compatible according to the later Proposition
5.1, which is an immediate corollary of the following local comparison result.
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Lemma 5.1. Let P : Y → X be a strong bundle over the M-polyfold X, and let
N : Y0,1 → R be a continuous map which fiber-wise is a complete norm. Then the
following statements are equivalent.
(1) N is an auxiliary norm.
(2) For every x ∈ X there exists, for a suitable open neighborhood V of x, a strong
bundle isomorphism Φ : Y |V → K whose underlying sc-diffeomorphism ϕ : V →
O maps x to a point o∈O, and constants 0< c<C such that for all w∈ P−1(V ),
c ·N(w)≤ |h|1 ≤C ·N(w),
where Φ(w) = (p,h). Here K→ O is a local strong bundle model.
Proof. Assume that (1) holds. We fix x∈X and choose for a suitable open neighbor-
hood V =V (x)⊂ X a strong bundle isomorphism Φ : Y |V → K, where K→ O is a
local strong bundle and K⊂U /F ⊂C/F ⊂E /F is the retract K =R(V /F). Define
q ∈O by (q,0) =Φ(0x). An open neighborhood of 0x ∈Y0,1 consists of all w ∈Y0,1
for which the set of all (p,h) =Φ(w) belongs to some open neighborhood of (q,0)
in K0,1. In view of the continuity of the function N : Y0,1 → R there exists ε > 0
such that N(y) < 1 for all y = Φ−1(p,h) satisfying |p− q|0 + |h|1 < ε. In particu-
lar, |p− q|0 < ε/2 and |h|1 = ε/2 imply N(w) ≤ 1. Using that N(λw) = |λ |N(w)
and similarly for the norm |·|1, we infer for y close enough to x, P(w) = y, and
Φ(w) = (p,h), that
N(w)≤ 2
ε
· |h|1.
On the other hand, assume there is no constant c > 0 such that
c · |h|1 ≤ N(w)
for (p,h) = Φ(w) and p close to q. Then we find sequences yk → x and (wk)
satisfying P(wk) = yk and |hk|1 = 1 such that N(wk) → 0. Since N is an aux-
iliary norm, we conclude that wk → 0x in Y0,1 which implies the convergence
Φ(wk) = (qk,hk)→ (q,0), contradicting |hk|1 = 1. At this point we have proved
that, given an auxiliary norm N, there exist for every x ∈ X constants 0< c<C <∞
depending on x such that
c ·N(w)≤ |h|1 ≤C ·N(w)
for all w ∈Y0,1 for which P(w) is close to x and (p,h) =Φ(w), for a suitable strong
bundle isomorphism Φ to a local strong bundle model. Hence (1) implies (2).
The other direction of the proof is obvious: since N is continuous and fiber-wise a
complete norm we see that the property (1) in the definition of an auxiliary norm
holds. The estimate in the statement of the lemma implies that also property (2)
holds.
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As a corollary of the lemma we immediately obtain the following proposition.
Proposition 5.1. Let P : Y → X be a strong bundle. Then there exists an auxiliary
norm N. Given two auxiliary norms N0 and N1, then there exists a continuous func-
tion f : X → (0,∞) such that for all h ∈ P−1(x)⊂ Y0,1,
f (x) ·N0(h)≤ N1(h)≤ 1f (x) ·N0(h).
Proof. The existence follows from a (continuous) partition of unity argument using
the paracompactness of X , pulling back by strong bundle maps the standard norm
|·|1 to the fibers of the strong bundles. The local compatibility implies the existence
of f .
For later considerations we also introduce the notion of a reflexive auxiliary norm,
which leads to particularly useful compactness considerations for sc-Fredholm sec-
tions. Consider P : Y → X , which is a strong bundle over the M-polyfold X .
Definition 5.2. We say that P : Y → X has reflexive (0,1)-fibers (or more sloppily:
reflexive 1-fibers) provided there exists a strong bundle atlas so that for every strong
bundle chart the local model K→ O, has the property that K ⊂C /F , where F1 is a
reflexive Banach space. 
In a strong bundle P :Y→X with reflexive (0,1)-fibers we can introduce a particular
kind of convergence called mixed convergence for a sequence (yk) ⊂ Y0,1. It is a
mixture of strong convergence in the base on level 0 and a weak convergence in the
fiber on level 1.
Lemma 5.2. Let P : Y → X be a strong bundle over a M-polyfold with reflexive
(0,1)-fibers. Let (yk)⊂ Y0,1 be a sequence for which xk := P(yk) converges to some
x ∈ X on level 0. Given two a strong bundle charts around x, say Ψ : Y |U(x)→ K
andΨ ′ : Y |U ′(x)→K′, where K ⊂C/F with F1 being a reflexive Banach space, and
similarly K′ ⊂C′ /F ′, write (ak,hk) =Ψ(yk) and (a′k,h′k) =Ψ ′(yk). Then (hk)⊂ F1
converges weakly if and only if (h′k)⊂ F ′1 converges weakly.
Proof. If Φ : K→ K′ is a strong bundle isomorphism (arising as a transition map)
andΦ(a,h) = (φ(a),A(a,h)), we consider a sequence (ak,hk)∈K satisfying ak→ a
in E0 and hk ⇀ h in F1. The latter implies that hk → h in F0. Then Φ(ak,hk) =:
(a′k,h
′
k) satisfies a
′
k→ b in E ′0 and h′k→ h′ in F ′0. For large k, the operator norms of
continuous linear operators A(ak, ·) : F1→F ′1 are uniformly bounded. Therefore, the
sequence (h′k) = (A(ak,hk)) is bounded in F
′
1. From hk → h in E0 we conclude the
convergence (a′k,h
′
k) =Φ(ak,hk)→Φ(a,h) =: (a′,h′) in E ′0⊕F ′0. The boundedness
of (h′k) in F
′
1 and the convergence of (a
′
k,h
′
k) on level 0 implies the weak convergence
h′k ⇀ h
′ in F ′1.
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In view of this lemma we can define mixed convergence for sequences in Y0,1, where
P : Y → X has reflexive (0,1)-fibers as follows.
Definition 5.3 (Mixed convergence). Let P : Y → X be a strong bundle over the M-
polyfold X having reflexive (0,1)-fibers. A sequence (yk)⊂Y of bi-regularity (0,1),
i.e. yk ∈Y0,1, is said to be mixed convergent to an element y∈Y0,1 provided P(yk)→
P(y) =: x in X0, and there exists a strong bundle chartΨ : Y |U(x)→ K ⊂ E /F (F1
being reflexive), such that for Ψ(yk) = (ak,hk) and Ψ(y) = (a,h) the sequence hk
converges weakly to h in F1, denoted by hk ⇀ h in F1. We shall write
yk
m−→ y
if yk is mixed convergent to y. 
The next definition introduces the important concept of a reflexive auxiliary norm.
Definition 5.4. Let P : Y → X be a a strong bundle over a M-polyfold with reflexive
1-fibers. A reflexive auxiliary norm N : Y0,1→ [0,∞) is a continuous map possess-
ing the following properties.
(1) For every x∈ X the function N, restricted to the fiber of Y0,1 over x, is a complete
norm.
(2) If (yk) is a sequence in Y0,1 satisfying P(yk)→ x in X and N(yk)→ 0, then
yk→ 0x in Y0,1.
(3) If (yk)⊂ Y0,1 is mixed convergent to y ∈W0,1, then
N(y)≤ liminfk→0N(yk).

A version of Proposition 5.1 holds for reflexive auxiliary norms and we leave the
proof to the reader. In the context of strong bundles over ep-groupoids a similar
result is given in Theorem 12.4.
Proposition 5.2. Let P : Y → X be a strong bundle over a M-polyfold with reflexive
(0,1)-fibers. Then there exists a reflexive auxiliary norm N. Given an auxiliary norm
N0 and a reflexive auxiliary norm N1 there exists a continuous map f : X → (0,∞)
satisfying for all y ∈ Y0,1 with x = P(y)
f (x) ·N0(y)≤ N1(y)≤ 1f (x) ·N0(y).
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5.2 Compactness Results
There are several different kinds of compactness requirements on a sc-smooth sec-
tion which are useful in practice. It will turn out that they are all equivalent for
sc-Fredholm sections. We note that compactness is a notion on the 0-level of X .
Definition 5.5. Let f be a sc-smooth section of a strong bundle P : Y → X .
(1) We say that f has a compact solution set if f−1(0) = {x ∈ X | f (x) = 0} is
compact in X (on level 0).
(2) The section f is called weakly proper if it has a compact solution set and if for
every auxiliary norm N there exists an open neighborhood U of f−1(0) such that
for every sc+-section s having support in U and satisfying N(s(y))≤ 1 for all y,
the solution set
{x ∈ X | f (x) = s(x)}
is compact in X .
(3) The section f is called proper if f has a compact solution set and if for every
auxiliary norm N there exists an open neighborhood U of f−1(0) such that the
closure in X0 of the set {x ∈U |N( f (x))≤ 1} is compact.

In point (3) we adopt the convention that if f (x) does not have bi-regularity (0,1),
then N( f (x)) = ∞. Obviously proper implies weakly proper, which in turn implies
compactness.
proper =⇒ weakly proper =⇒ compact solution set.
In general, for a sc-smooth section f , these notions are not equivalent. The basic
result that all previous compactness notions coincide for a sc-Fredholm section is
given by the following theorem.
Theorem 5.1. Assume that P : Y → X is a strong M-polyfold bundle over the M-
polyfold X and f a sc-Fredholm section. If f has a compact solution set, then f is
proper. In particular, for a sc-Fredholm section the properties of being proper, or
being weakly proper, or having a compact solution set are equivalent. 
Proof. We denote by N the auxiliary norm on a strong M-polyfold bundle P. Fixing
a solution x ∈ X of f (x) = 0, we have to find an open neighborhood U ⊂ X of x,
such that the closure clX ({y∈U |N( f (y))≤ 1}) is compact. Since f is regularizing,
the point x is smooth. There is no loss of generality in assuming that we work with a
filled version g of f for which we have a sc+-section s such that g− s is conjugated
to a basic germ. Hence, without loss of generality, we may assume that we work in
local coordinates and f = h+ t where h : O(C,0)→ RN ⊕W is a basic germ and
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t : O(C,0)→RN⊕W a sc+-germ satisfying t(0) = 0. Here C is the partial quadrant
C = [0,∞)k⊕Rn−k⊕W in the sc-Banach space E =Rn⊕W . Then it suffices to find
in local coordinates an open neighborhood U of 0 in the partial quadrant C such that
the closure (on level 0) of the set
{(a,w) ∈U | |(h+ t)(a,w)|1 ≤ c} (5.1)
is compact.
The section t is a sc+-section satisfying t(0) = 0. Therefore, we find a constant
τ ′ > 0 such that
|t(a,w)|1 ≤ c for (a,w) ∈C satisfying |a|0 < τ ′, |w|0 < τ ′. (5.2)
We denote by P : RN⊕W →W the sc-projection. By assumption, h is a basic germ
and hence P◦h is of the form
P◦h(a,w) = w−B(a,w) for (a,w) ∈C near 0.
Here B is a sc-contraction germ. Moreover, (1−P)h takes values in RN , so that its
range consists of smooth point. In view of the sc-contraction property of B and since
any two norms on RN are equivalent, replacing τ ′ > 0 by a smaller number, we may
assume that the estimates
|B(a,w)−B(a,w′)|0 ≤ 14 |w−w
′|0 (5.3)
and
|(1−P)h(a,w)|1 ≤ c (5.4)
are satisfied for all (a,w),(a,w′) ∈C such that |a|0 ≤ τ ′, |w|0 ≤ τ ′, and |w′|0 ≤ τ ′.
Since B(0,0) = 0, we find 0 < τ ≤ τ ′ such that
|B(a,0)|0 ≤ τ ′/8 for all a ∈ Rn such that |a|0 ≤ τ . (5.5)
We introduce the closed set
Σ = {(a,z) ∈ Rn⊕W | |a|0 ≤ τ, |z|0 ≤ τ ′/2}
and denote by B(τ ′) the closed ball in Y0 centered at 0 and having radius τ ′. Then
we define the map F : Σ ×B(τ ′)→ Y0 by
F(a,z,w) = B(a,w)+ z.
If (a,z,w) ∈ Σ ×B(τ ′), then
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|F(a,z,w)|0 ≤ |B(a,w)−B(a,0)|0+ |B(a,0)|0+ |z|0
≤ 1
4
|w|0+ |B(a,0)|0+ |z|0 ≤ τ ′/4+ τ ′/8+ τ ′/2 = 3τ ′/4 < τ ′,
and, if (a,z) ∈ Σ and w,w′ ∈ B(τ ′), then
|F(a,z,w)−F(a,z,w′)|0 = |B(a,w)−B(a,w′)|0 ≤ 14 |w−w
′|0.
We see that F is a parametrized contraction of B(τ ′), uniform in (a,z) ∈ Σ . In view
of the parametrized Banach fixed point theorem, there exists a unique continuous
map δ : Σ → B(τ ′) satisfying F(a,z,δ (a,z)) = δ (a,z) for every (a,z) ∈ Σ . Thus
δ (a,z) = B(a,δ (a,z))+ z, for all (a,z) ∈ Σ .
In particular, if (a,z,w) ∈ Σ ×B(τ ′) and z = w−B(a,w), then w = δ (a,z).
Now we define the open neighborhood U of 0 in C by
U = {(a,w) | |a|0 < τ, |w|0 < τ ′/4}. (5.6)
Assume that (a,w) ∈U and that z′ = h(a,w) belongs to Rn⊕Y1 and satisfies |z′|1 ≤
c. Then
z′ = h(a,w)+ t(a,w) = P◦h(a,w)+ ((1−P)◦h+ t)(a,w)
= w−B(a,w)+ ((1−P)◦h+ t)(a,w)
and
w−B(a,w) = z where z = z′− ((1−P)◦h+ t)(a,w). (5.7)
In view of the estimates (5.2) and (5.4),
|z|1 ≤ 3c. (5.8)
The norm of z on level 0, can be estimated as
|z|0 = |w−B(a,w)|0 ≤ |w|0+ |B(a,w)|0
≤ |w|0+ |B(a,w)−B(a,0)|0+ |B(a,0)|0
≤ |w|0+ 14 |w|0+ |B(a,0)|0
≤ τ ′/4+ τ ′/16+ τ ′/8 = 7τ ′/16 < τ ′/2.
(5.9)
We conclude that (a,z,w) ∈ Σ ×B(τ ′) and w = δ (a,z).
At this point we can verify the claim that the closure on level 0 of the set defined in
(5.1) is compact. With a sequence (an,wn) ∈ {(a,w) ∈U | |(h+ t)(a,w)|1 < c}, we
consider the corresponding sequence zn =wn−B(an,wn) defined by (5.7). Then the
estimates (5.8) and (5.9) give
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|zn|1 ≤ 3c and |zn|0 ≤ τ ′/2,
which implies that wn = δ (an,zn). Since the embedding E1 → E0 is compact and
an ∈Rn, we conclude, after taking a subsequence, that (an,zn)→ (a,z) in E0 =Rn⊕
W0. From the continuity of the map δ , we deduce the convergence wn = δ (an,zn)→
w := δ (a,z) in W0. Therefore, the sequence (an,wn) converges to (a,w) in E0. Since,
by assumption, the solution set of f is compact, the proof of the properness of the
Fredholm section is complete.
There are several other useful considerations. The first is the following consequence
of the local Theorem 3.11.
Theorem 5.2 (Local Compactness). Assume that P : Y → X is strong bundle over
the M-polyfold X and f a sc-Fredholm section. Then for a given solution x ∈ X of
f (x) = 0 there exists a nested sequence of open neighborhoods U(i) of x on level
zero, say
x ∈U(i+1)⊂U(i)⊂ X0, i≥ 0,
such that, for all i≥ 0, clX0({y ∈U(i) | f (y) = 0}) is a compact subset of Xi. 
The next result shows that compactness, a notion on the 0-level, also implies com-
pactness on higher levels.
Theorem 5.3. Assume that P : Y → X is a strong bundle over the M-polyfold X and
f is a sc-Fredholm section with compact solution set
S = {x ∈ X | f (x) = 0}
in X0. Then S is a compact subset of X∞.
Proof. By assumption S is compact in X0. Since f is regularizing, S ⊂ X∞. As was
previously shown X∞ is a metric space. Hence we can argue with sequences. Take
a sequence (xk) ⊂ S. We have to show that it has a convergent subsequence in X∞.
After perhaps taking a subsequence we may assume that xk → x ∈ S in X0. From
Theorem 5.2 we conclude that xk→ x on every level i. This implies the convergence
xk→ x in X∞.
We recall that a sc-smooth section f of the strong bundle Y → X defines, by rais-
ing the index, a sc-smooth section f i of Y i → X i. In view of the previous theorem
we conclude that a sc-Fredholm section with compact solution set produces a sc-
Fredholm section f i with compact solution set. Note that it is a priori clear that f i
is sc-Fredholm. Hence we obtain the following corollary.
Corollary 5.1. Let f be a sc-Fredholm section of the strong bundle P : Y → X over
the M-polyfold X and suppose that the solution set f−1(0) is compact. Then f i is a
sc-Fredholm section of Pi : Y i→ X i with compact solution set. 
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Next we consider another compactness property which is very useful in applications
and involves reflexive auxiliary norms. Given an auxiliary norm N : Y0,1→ [0,∞) we
define N : Y → [0,+∞] by setting N(y) = +∞ if y ∈ Y \Y0,1.
Definition 5.6. Assume that P : Y → X is a strong bundle over a M-polyfold with
reflexive (0,1)-fiber and let f be an sc-smooth section of P, which in addition is
regularizing. We say that f has the reflexive local compactness property provided
for every reflexive auxiliary norm N and every point x ∈ X there exists an open
neighborhood U(x) in X , i.e. on level 0, so that clX ({q ∈U(x) | N( f (x))≤ 1}) is a
compact subset of X . 
Proposition 5.3. Assume that P : Y → X is a strong bundle over a M-polyfold with
reflexive (0,1)-fiber and let f be an sc-smooth section of P, which in addition is
regularizing and has the reflexive local compactness property.
(1) If x ∈ X0 \X1 there exists for every reflexive auxiliary norm N an open neighbor-
hood V (x) in X0 such that N( f (q))> 1 for all q ∈V (x).
(2) Given a reflexive auxiliary norm N and a point x ∈ X with N( f (x)) > 1 there
exists an open neighborhood V (x) such that for every q ∈ V (x) it holds that
N( f (q))> 1.
Proof. (1) is a special case of (2) since N( f (x)) = +∞.
(2) Assume that N( f (x)) ∈ (1,∞]. Arguing indirectly we find (xk) with N( f (xk))≤
1 and xk → x. Define hk = f (xk) and note that (hk) ⊂ Y0,1. Since N(hk) ≤ 1 and
P(hk)→ x we may assume after perhaps taking a subsequence that hk m−→ h for some
h ∈ Y0,1 with P(h) = x. Since N is a reflexive auxiliary norm we must have
N(h)≤ liminfk→∞N(hk)≤ 1.
Moreover hk → h in Y0,0 implying that f (x) = h. Hence N( f (x)) ≤ 1 contradicting
N( f (x))> 1.
Under the assumptions of the proposition assume that U is an open subset of X so
that the closure of {x ∈U | N( f (x)) ≤ 1} is compact. If xk ∈U with N( f (xk)) ≤ 1
and xk → x on level 0 it follows that hk = f (xk) is mixed convergent to h = f (x).
Hence x ∈ clX (U) and N( f (x)) ≤ 1. Hence clX ({x ∈ X | N( f (x)) ≤ 1}) ⊂ {x ∈
clX (U) | N( f (x))≤ 1}.
A very useful result in applications is given by the following theorem, where we
refer to [14] for an application to SFT.
Theorem 5.4. Assume that P : Y → X is a strong bundle over a tame M-polyfold
with reflexive (0,1)-fiber. Suppose that f is an sc-Fredholm section with compact
solution set having the reflexive local compactness property. Denote by N a reflex-
ive auxiliary norm and with S∂ := {x ∈ ∂X | f (x) = 0} let U∂ ⊂ ∂X be an open
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neighborhood of S∂ in ∂X so that the closure of the set {x ∈ U∂ | N( f (x)) ≤ 1}
is compact. Then there exists an open neighborhood U of S = {x ∈ X | f (x) = 0}
having the following properties.
(1) U ∩∂X =U∂ .
(2) The closure of {x ∈U | N( f (x))≤ 1} is compact.
Remark 5.1. The result says that under suitable assumptions if (U∂ ,N) controls the
compactness on the boundary, one can construct (U,N) controlling compactness
with U ∩∂X =U∂ .
Proof. Pick a point x0 ∈ U∂ . Assume first that N( f (x0)) > 1. Then we find an
open neighborhood U(x0) in X such that N( f (x)) > 1 for all x ∈ U(x0). By per-
haps taking a smaller such neighborhood we may assume that ∂X ∩U(x0) ⊂ U∂ .
Next assume that N( f (x0)) ≤ 1. We find an open neighborhood U(x0) such that
{x ∈U(x0) | N( f (x0))≤ 1} has compact closure. At this point we have constructed
for every x0 ∈U∂ an open neighborhood U(x0) with one of the two specified prop-
erties.
• N( f (x))> 1 for x ∈U(x0) and U(x0)∩∂X ⊂U∂ .
• clX ({x ∈U(x0) | N( f (x))≤ 1}) is compact and U(x0)∩∂X ⊂U∂ .
The closure of {x ∈ U∂ | N( f (x)) ≤ 1} is compact and consists of points q with
N( f (q)) ≤ 1. For each such point we have a constructed an open neighborhood
U(q) in X such that the closure of {p ∈U(q) | N( f (p)) ≤ 1} is compact. We find
finitely many x¯1, ..., x¯` ∈ ∂X satisfying
clX ({x ∈U∂ | N( f (x))≤ 1})⊂U(x¯1)∪ ..∪U(x¯`).
Hence
clX ({x ∈U∂ | N( f (x))≤ 1})⊂ {x ∈U(x¯1)∪ ..∪U(x¯`) | N( f (x))≤ 1}.
We also have that (U(x¯1)∪ ...∪U(x¯`))∩∂X ⊂U∂ . If x ∈U∂ \ (U(x¯1)∪ ..∪U(x¯`))
we must have N( f (x))> 1. Consider the union
U˜ :=U(x¯1)∪ ..∪U(x¯`)∪
⋃
x∈U∂ \(U(x¯1)∪..∪U(x¯`))
U(x).
This is an open subset of X satisfying U˜ ∩ ∂X = U∂ . Moreover the closure of the
set {x ∈ U˜ | N( f (x))≤ 1} is compact. Indeed, take a sequence (xk)⊂ U˜ satisfying
N( f (xk)) ≤ 1. Then we must have (xk) ⊂U(x¯1)∪ ..∪U(x¯`) and since the closure
of each of the finitely many sets {x ∈U(x¯i) | N( f (x))≤ 1} is compact, we see that
(xk) has a convergent subsequence. The set {x ∈ X \U˜ | f (x) = 0} is compact and
we find finitely many U˜(x˜i) ⊂ X \∂X , say i = 1, ...,e, covering this compact set so
that in addition the closure of each set {x∈ U˜(x˜i) | N( f (x))≤ 1} is compact. Finally
define
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U = U˜ ∪U˜(x˜1)∪ ...∪U˜(x˜e).
Then U ∩∂X =U∂ and clX ({x ∈U | N( f (x))≤ 1}) is compact. The proof is com-
plete.
Remark 5.2. The theorem is crucial in many of the inductive perturbation arguments
occurring in Floer-type problems, for example SFT. 
5.3 Perturbation Theory and Transversality
For the perturbation theory we need to assume that X is tame. This is needed to
control the boundary behavior. Hence let P : Y → X be a strong bundle over a tame
M-polyfold. We shall study for a given sc-Fredholm section f the perturbed section
f + s, where s ∈ Γ+(P).
We need a supply of sc+-sections, which (in a complete abstract situation) we can
only guarantee if we have enough sc-smooth bump functions (this is a weaker re-
quirement than having sc-smooth partitions of unity. See Appendix 5.5 for a more
detailed discussion.) This is, for example, the case if X is built on sc-Hilbert spaces.
Definition 5.7. The M-polyfold X admits sc-smooth bump functions if for every
x ∈ X and every open neighborhood U(x) there exists a sc-smooth map f : X → R
satisfying f 6= 0 and supp( f )⊂U(x). 
In Section 5.5 (Proposition 5.5) the following useful statement is proved.
Proposition 5.4. If the M-polyfold X admits sc-smooth bump functions then for ev-
ery x ∈ X and every open neighborhood U(x) there exists a sc-smooth function
f : X → [0,1] satisfying f (x) = 1 and supp( f ) ⊂U(x). One can even achieve that
f (y) = 1 for all y close to x. 
We start with an existence result.
Lemma 5.3 (Existence of sc+-sections). We assume that P : Y → X is a strong
bundle over the tame M-polyfold X which admits sc-smooth bump functions. Let
N be an auxiliary norm for P. Then for every smooth point x ∈ X, every smooth
point e in the fiber Yx = P−1(x), and every ε > 0 there exists, for a given open
neighborhood U of x, a sc+-section s ∈ Γ+(P) satisfying s(x) = e, supp(s) ⊂ U,
and N(s(x))< N(e)+ ε .
The proof is an adaption of the proof in [37].
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Proof. Since X is metrizable, it is a normal space. We choose an open neighborhood
Q of x so that W |Q is strong bundle isomorphic to the tame local bundle p : K→ O
mapping x into 0 ∈ O. We find an open neighborhood Q′ of x whose closure in X is
contained in Q. If we construct s ∈ Γ+(W |Q) with support in Q′ we can extend it
by 0 to X . It suffices to construct a section s suitably in local coordinates. Hence we
work in K→O and choose a smooth point e∈ p−1(0). The open set Q′ corresponds
to an open neighborhood O′ of 0 contained in O. We write e= (0, e˜). Let N : K→R
be the auxiliary norm. Using the local strong bundle retraction R, we define the sc+-
section t : O→ K by t(y) = R(y, e˜), so that t(0) = (0, e˜) = e. If ε > 0 there exists
δ > 0 such that N(t(y)) < N(t(0))+ ε = N(e)+ ε for y ∈ O and |y|0 < δ . Using
Proposition 5.5, we find a sc-smooth function β : O→ [0,1] satisfying β (0) = 1
and having support in O′ ∩{y ∈ O | |y|0 < ε}. The sc+-sections s(y) = β (y)t(y) of
K→ O has the required properties.
Next we discuss a perturbation and transversality result in the case that the M-
polyfold does not have a boundary. Our usual notation will be P : Y → X for the
strong bundle. In case we have an auxiliary norm N and an open subset U of
X we denote by Γ+,1U (P) the space of all s ∈ Γ+(P) satisfying supp(s) ⊂ U and
N(s(x)) ≤ 1 for all x ∈ X . In our applications U is the open neighborhood of the
compact solution set of a sc-Fredholm section f . We shall refer to Γ+,1U (P) as the
space of allowable sc+-sections. The space Γ+,1U (P) becomes a metric space with
respect to the uniform distance defined by
ρ(s,s′) = sup
x∈X
{N(s(x)− s′(x)) |x ∈ X}.
The metric space (Γ+,1U (P),ρ) is not complete.
Remark 5.3. We note, however, that if a section s belongs to the completion of
Γ+,1U (P), then the solution set of f (x) + s(x) = 0 is still compact provided f has
a compact solution set and U is an open neighborhood adapted to the auxiliary
norm N, in the sense that N( f (x))≤ 1 for x ∈U , has the properties stipulated in the
properness result. 
Theorem 5.5 (Perturbation: interior case). Let P : Y → X be a strong bundle
over the M-polyfold X satisfying ∂X = /0, and assume that X admits sc-smooth
bump functions. Let f be a sc-Fredholm section with a compact solution set and
N an auxiliary norm. Then there exists an open neighborhood U of the solution
set S = {x ∈ X | f (x) = 0} such that for sections s ∈ Γ+(P) having the property
that supp(s) ⊂ U and N( f (x)) ≤ 1 for all x ∈ X, the solution set S f+s = {x ∈
X | f (x) + s(x) = 0} is compact. Moreover, there exists a dense subset O of the
metric space (Γ+,1U (P),ρ) such that for every s ∈ O the solution set S f+s has the
property that ( f +s)′(x) : TxX→Yx is surjective for all x∈ S f+s, i.e. for all x∈ S f+s
the germ ( f ,x) is in good position. In particular, S f+s is a sub-M-polyfold whose in-
duced structure is equivalent to the structure of a compact smooth manifold without
boundary. 
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One can follow the proof of Theorem 5.21 in [37]. In [37] we still worked with
splicing cores. For the convenience of the reader we therefore sketch the proof, the
details can be filled in using the arguments from [37].
Remark 5.4. In [37] we assume that the fibers of the strong bundle are separable sc-
Hilbert spaces. This is in fact not needed due to an improved treatment of the com-
pactness in the present text. Also, originally an auxiliary norm had to satisfy more
properties involving weak convergence, which, again due to the improved compact-
ness results, is not needed. The strategies of the proofs in this more general context
are the same. 
Definition 5.8. The sc-Fredholm section g of the tame strong M-polyfold bundle
P : Y → X is called transversal to the zero-section if, at every point x satisfying
g(x) = 0, the linearization g′(x) : TxX → Yx is surjective. 
Proof (Theorem 5.5). We choose s′0 in Γ
+,1
U (P) and for given ε > 0 we find 0< δ <
1 such that
|s′0(x)−δ s′0(x)|1 ≤ ε/2 for all x ∈ X .
Define s0 = δ s′0. Consider the solution set S f+s0 which we know is compact. For ev-
ery x ∈ S f+s0 ⊂ X∞ we find finitely many allowable sc+-sections sx1, . . . ,skxx Γ+,1U (P)
such that the range of ( f + s0)′(x) together with the sections sxj span Yx. Then, ab-
breviating λ = (λ1, . . . ,λkx), the map
Rkx ⊕X →W, (λ ,y)→ f (y)+ s0(y)+
kx
∑
j=1
λ j · s jx(y)
is a sc-Fredholm section of the obvious pull-back bundle, in view of the theorem
about parameterized perturbations, Theorem 3.3. We also note that the linearization
at the point (0,x) is surjective. In view of the interior case of the implicit function
theorem, Theorem 3.4, there exists an open neighborhood U(x) ⊂ X of x such that
for every (0,y) with y∈U(x)∩S f+s0 the linearization of the above section is surjec-
tive. We can carry out the above construction for every x∈ S f+s0 , and obtain an open
covering (U(x))x∈S f+s0 of S f+s0 . Hence we find a finite open cover (U(xi))i=1,...,p.
For every i we have sections s jxi , 1 ≤ j ≤ kxi . For simplicity of notation, we list all
of them as t1, . . . , tm. Then, by construction, the section
Rm⊕X →W, (λ ,y) 7→ f (y)+ s0(y)+
m
∑
j=1
λ j · t j(y)
is sc-Fredholm, and its linearization at every point (0,x) with x∈ S f+s0 is surjective.
There is a number δ0 > 0 such that |λ | < δ0 implies N(∑mj=1λ j · t j(y)) < ε/2. By
the implicit function theorem we find an open neighborhood U ⊂ {λ ∈ Rm | |λ | <
δ0}⊕X of {0}×S f+s0 such that the section
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F : U → Y, F(λ ,y) = f (y)+ s(λ ,y) := f (y)+ s0(y)+
m
∑
j=1
λ j · t j(y)
has a surjective linearization at every solution (λ ,y) ∈U of the equation F(λ ,y) =
0. Moreover, S˜ := F−1(0) is a smooth manifold containing {0}⊕ S f+s0 . Taking a
regular value λ0 for the projection
S˜→ Rm, (λ ,y) 7→ λ ,
it is easily verified that f + s0 + s(λ0, ·) is transversal to the zero section, see The-
orem 5.21 in [37]. By construction, N(s(λ0,y)) ≤ ε/2 and N(s0(y) + s(λ0,y)) ≤
1− ε/2 for all y. This completes the proof of Theorem 5.5.
Remark 5.5. In practice we need to homotope from one sc-Fredholm operator to
the other. For example assume that f0 and f1 are sc-Fredholm sections for P : Y →
X , both transversal to the zero section and having compact solution sets. Suppose
further that ft , t ∈ [0,1], is an interpolating arc satisfying the following. First of all,
the section
[0,1]×X → Y, (t,x)→ ft(x)
is sc-Fredholm and has a compact solution set. Now we can use the above con-
struction for a given auxiliary norm to find an open neighborhood U of the so-
lution set and a small perturbation s supported in U satisfying s(t, ·) = 0 for t
close to t = 0,1 (we already have transversality at the boundaries) and such that
(t,x) 7→ ft(x)+ s(t,x) is transversal to the zero-section. Then the solution set is a
compact smooth cobordism between the originally given solution sets S fi for i= 0,1.
Here we have to deal with the boundary situation which, in this special case, is triv-
ial. The reader will be able to carry out this construction in more detail once we
have finished our general discussion of the boundary case. 
The next result shows that under a generic perturbation we are able to bring the
solution set into a general position to the boundary and achieve the transversality to
the zero-section. The solution space is then a smooth manifold with boundary with
corners.
Definition 5.9 (General position). Let P : Y → X be a strong bundle over the tame
M-polyfold X and let f be a sc-Fredholm section. We say that ( f ,x), where f (x)= 0,
is in general position if f ′(x) : TxX → Yx is surjective and the kernel ker( f ′(x)) has
a sc-complement contained in the reduced tangent space T Rx X . 
The associated result is the following.
Theorem 5.6 (Perturbation: general position). Assume that we are given a strong
bundle P : Y → X over the tame M-polyfold X which admits sc-smooth bump
functions. Let f be a sc-Fredholm section with compact solution set and N an
auxiliary norm. Then there exists an open neighborhood U of the solution set
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S = {x ∈ X | f (x) = 0} such that for a section s ∈ Γ+(P) satisfying supp(s) ⊂ U
and N(s(x)) ≤ 1 for all x ∈ X, the solution set S f+s = {x ∈ X | f (x)+ s(x) = 0} is
compact. Moreover, there exists a dense subset O of the metric space (Γ+,1U (P),ρ)
such that, for every s ∈ O , the solution set S f+s has the property that for every
x ∈ S f+s, the pair ( f + s,x) is in general position. In particular, S f+s is a sub-M-
polyfold whose induced structure is equivalent to the structure of a compact smooth
manifold with boundary with corners and dS f+s(x) = dX (x) for all x ∈ S f+s.
We follow the ideas of the proof of Theorem 5.22 in [37].
Proof. By assumption, f has a compact solution set S f . Given an auxiliary norm we
can find an open neighborhood U of S f such that the solution set S f+s is compact
for every section s ∈ Γ+,1U (P).
In order to prove the result we will choose s0 ∈ Γ+,1U (P) and perturb nearby by in-
troducing suitable sc+-sections. We note that a good approximation of s0 ∈Γ+,1U (P)
is δ s0 where δ < 1 is close to 1 so that we have to find a small perturbation of the
latter. If we take s0 satisfying N(s0(y))≤ 1−ε for all y ∈ X , there is no loss of gen-
erality assuming that s0 = 0 by replacing f + s0 by f and N by cN for some large
c. The general strategy already appears in the proof of Theorem 5.5. Here the only
complication is that we would like to achieve additional properties of the perturbed
problem. This requires a more sophisticated set-up. However, for the reader familiar
with finite-dimensional transversality questions, there are no surprises in the proof.
In the next step we choose enough sections in Γ+,1U (P), say s1, . . . ,sm such that, near
every (0,x) with x ∈ S f , the section
F(λ ,y) = f (y)+
m
∑
i=1
λi · si(y)
has suitable properties. Namely, we require the following properties:
(i) F ′(0,x) : Rm⊕TxX → Yx is surjective.
(ii) ker(F ′(0,x)) is transversal to Rm⊕T Rx X ⊂ Rm⊕TxX .
The strategy of the proof is the same as the strategy in the proof of Theorem 5.5.
We fix a point (0,x) with x ∈ S f and observe that if we have sc+-sections so that the
properties (i)-(ii) hold at this specific (0,x), then adding more sections, the proper-
ties (i)-(ii) will still hold. Furthermore, if for a section the properties (i)-(ii) hold at
the specific (0,x) , then they will also hold at (0,y) for y ∈ S f close to x, say for
y ∈U(x)∩S f . As a consequence we only have to find the desired sections for a spe-
cific x and then, noting that the collection of neighborhoods (U(x)) is an open cover
of S f , we can choose finitely many points x1, . . . ,xp such that the neighborhoods
U(x1), . . . ,U(xp) cover S f . The collection of sections associated to these finitely
many points then possesses the desired properties. Therefore, it is enough to give
the argument at a general point (0,x) for x ∈ S f . The way to achieve property (i)
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at (0,x) is as in the proof of Theorem 5.5. We take enough sc+-sections to obtain
the surjectivity. We take a linear subspace L complementing T Rx X in TxX and add
sections, which at x span the image f ′(x)L. At this point the combined system of
sections already satisfies (i) and (ii) and, taking the finite union of all these sections,
the desired properties at (0,x) hold. By the previous discussion this completes the
construction.
Since S f is compact and since, by construction, the section (F,(x,0)) is in general
position at every point (0,x), we can apply the implicit function theorem to the
section
F(λ ,y) = f (y)+
m
∑
i=1
λi · si(y).
We deduce the existence of ε > 0 such that the set
S˜ = {(λ ,y) ∈ Rm⊕X | |λ |< 2ε and y ∈ X}
is a smooth manifold with boundary with corners containing {0}×S f . In addition,
the properties (i)-(ii) hold for all (λ ,y) ∈ S˜ and not only for the points (0,x) ∈
{0}×S f .
To be precise, S˜ ⊂ Rm⊕X is a smooth submanifold with boundary with corners so
that for every z = (λ ,x) ∈ S˜ the tangent space TzS˜ has a sc-complement in T Rz (Rm⊕
X). If p : S˜→Rm is the projection, the set p−1({λ | |λ | ≤ ε}) is compact. Hence we
can apply Theorem 4.4 and find, for a subset Σ of Bmε of full measure, that the subset
Sλ = {x ∈ X |(λ ,x) ∈ S˜} of X is a smooth submanifold with boundary with corners
having the property that every point is in general position, so that for every point
x ∈ Sλ and every parameter λ ∈ Σ , the tangent space TzSλ has a sc-complement
contained in T Rx X .
The third result is concerned with a relative perturbation, which vanishes at the
boundary in case we already know that at the boundary we are in a good position.
If we have a sc-Fredholm germ ( f ,x) then a good position requires f ′(x) to be
surjective and the kernel to be in good position to the partial quadrant CxX .
Such a germ would be in general position if we require in addition to the surjectiv-
ity of f ′(x), that the kernel has a sc-complement in T Rx X . Clearly general position
implies good position.
Remark 5.6. In SFT we have a lot of algebraic structure combining a possibly in-
finite family of Fredholm problems. In this case perturbations should respect the
algebraic structure and genericity in these cases might mean genericity within the
algebraic constraints. In some of these cases general position is not achievable, but
one can still achieve a good position. The perturbations occurring in such a context
are very often constructed inductively, so that at each step the problem is already in
good position at the boundary, but has to be extended to a generic problem. 
The following theorem is a sample result along these lines.
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Theorem 5.7 (Perturbation and transversality: good position). Assume that
P : Y → X is a strong bundle over the the tame M-polyfold X which admits sc-
smooth bump functions. Let f be a sc-Fredholm section with compact solution set
and N an auxiliary norm. Further, assume that, for every x ∈ ∂X solving f (x) = 0,
the pair ( f ,x) is in good position. Then there exists an open neighborhood U of
the solution set S = {x ∈ X | f (x) = 0} so that, for every section s ∈ Γ+,1U (P), the
solution set S f+s = {x ∈ X | f (x)+ s(x) = 0} is compact. Moreover, there exists an
arbitrarily small section s ∈ Γ+,1U (P) satisfying s(x) = 0 near ∂X such that f + s is
transversal to the zero-section and for every x ∈ S f+s the pair ( f ,x) is in good po-
sition. In particular, S f+s is a M-subpolyfold whose induced structure is equivalent
to the structure of a compact smooth manifold with boundary with corners.
Proof. By our previous compactness considerations there exists, for a given auxil-
iary norm N, an open neighborhood U of S f so that for s ∈ Γ+,1U (P) the solution set
S f+s is compact. By the usual recipe already used in the previous proofs we can find
finitely many sections s1, . . . ,sm in Γ+,1U (P) which are vanishing near ∂X so that
for every x ∈ S f the image R( f ′(x)) and the si(x) span Yx. Of course, in the present
construction we are allowed to have sections which vanish near ∂X , since by as-
sumption for x∈ S f ∩∂X we are already in good position (which in fact implies that
S f is already a manifold with boundary with corners near ∂X). Then we consider as
before the section
(λ ,x) 7→ f (x)+
m
∑
i=1
λi · si(x),
and, for a generic value of λ , which we can take as small as we wish, we conclude
that the associated section sλ = ∑mi=1λi · si has the desired properties.
The next result deals with a homotopy t 7→ ft of sc-Fredholm sections during which
also the bundle changes.
Definition 5.10 (Generalized compact homotopy). Consider two sc-Fredholm sec-
tions fi of tame strong bundles Pi : Yi→ Xi having compact solution sets. We shall
refer to ( fi,Pi) as two compact sc-Fredholm problem. Then a generalized com-
pact homotopy between the two compact sc-Fredholm problems consists of a
tame strong bundle P : Y → X and a sc-Fredholm section f , where X comes with
a sc-smooth surjective map t : X → [0,1], so that the preimages Xt are tame M-
polyfolds and ft = f |Xt is a sc-Fredholm section of the bundle Y |Xt . Moreover, f
has a compact solution set and ( f |Xi,P|Yi) = ( fi,Pi) for i = 0,1. 
Remark 5.7. Instead of requiring ( f |Xi,P|Yi) = ( fi,Pi) for i = 0,1 one should better
require that the problems are isomorphic and make this part of the data. But in
applications the isomorphisms are mostly clear, so that we allow ourselves to be
somewhat sloppy. 
Theorem 5.8 (Morse-type structure). We assume that all occurring M-polyfolds
admit sc-smooth bump functions. Let f be a sc-Fredholm section of the tame strong
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bundle P : Y → X which is a generalized compact homotopy between the com-
pact Fredholm problems ( fi,Pi) for i = 0,1, as in Definition 5.10. We assume that
Pi : Yi→ Xi are strong bundles over M-polyfolds Xi having no boundaries, and that
the Fredholm sections fi are already generic in the sense that for all x ∈ S fi the
germ ( fi,x) is in general position. We assume further that ∂X = X0 unionsqX1. Let N be
an auxiliary norm on P. Then there exists an open neighborhood U of the solution
set S f in X such that, for all sections s ∈ Γ+,1U (P), the solution set S f+s is compact.
Moreover, there exists an arbitrarily small section s0 ∈Γ+,1U (P) which vanishes near
∂X, possessing the following properties.
(1) For every x ∈ S f+s0 , the germ ( f + s0,x) is in general position.
(2) The smooth function t : S f+s0 → [0,1] has only Morse-type critical points.
Proof. Applying the previous discussions we can achieve property (1) for a suit-
able section s0. The idea then is to perturb f + s0 further to achieve also property
(2). Note that (1) is still true after a small perturbation. Hence it suffices to as-
sume that f already has the property that ( f ,x) is in good position for all x solv-
ing f (x) = 0. The solution set S = {x ∈ X | f (x) = 0} is a compact manifold with
smooth boundary components. Moreover, d(t|S) has no critical points near ∂S in
view of the assumption that ( fi,Xi) are already in general position. If we take a
finite number of sc+-sections s1, . . . ,sm of P : Y → X , which vanish near ∂X and
are supported near S (depending on the auxiliary norm N), then the solution set
S˜ = {(λ ,x) | f (x)+∑mi=1λi · si(x) = 0, |λ |< ε} is a smooth manifold for ε is small
enough. Using the classical standard implicit function theorem, we find a family
of smooth embeddings Φλ : S → S˜ having the property that Φ0(x) = (0,x) and
Φλ (S) = {λ}×Sλ , where Sλ = {y ∈ X | f (x)+∑mi=1λi · si(y) = 0}.
Our aim is to construct the above sections si in such a way that, in addition, the map
(λ ,y) 7→ d(t ◦Φλ (y)) ∈ T ∗y S
is transversal at {0}× S to the zero section in cotangent bundle T ∗S. Then, after
having achieved this, the parameterized version of Sard’s theorem will guarantee
values of the parameter λ arbitrarily close to 0, for which the smooth section
S 3 y 7→ d(t ◦Φλ (y)) ∈ T ∗S
is transversal to the zero-section and hence the function y 7→ t ◦Φλ (y) will be a
Morse function on S. Since Φλ : S→ Sλ is a diffeomorphism, we conclude that t|Sλ
is a Morse-function. Having constructed this way the desired section s0, the proof
of the theorem will then be complete.
It remains to construct the desired family of sc+-sections s1, . . . ,sm. We fix a critical
point x ∈ S of the function t|S→ [0,1], hence d(t|S)(x) = 0. Then TxS⊂ ker(dt(x)).
Since x is a smooth point, we find a one-dimensional smooth linear sc-subspace
Z ⊂ TxX such that
TxX = Z⊕ker(dt(x)).
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The proof of the following trivial observation is left to the reader.
Lemma 5.4. For every element τ ∈ T ∗x S there exists a uniquely determined sc-
operator
bτ : TxS→ Z
satisfying
dt(x)◦bτ = τ.
If a : TxS→ ker(dt(x)) is a sc-operator, then
dt(x)◦ (bτ +a) = τ.

Slightly more difficult is the next lemma.
Lemma 5.5. Assume that τ ∈ T ∗x S is given. Then there exists a sc+-section s with
sufficiently small support around x having the following properties.
(1) s(x) = 0.
(2) f ′(x)◦bτ +(s′(x)|TxS) = 0.
We note that if a : TxS→ TxS, then also property (2) holds with bτ replaced by bτ+a,
in view of TxS = ker( f ′(x)).
Proof. Since f is a sc-Fredholm section and f (x) = 0, the linearization
f ′(x) : TxX → Yx
is surjective and the kernel is equal to TxS. Then f ′(x)◦bτ : TxS→Yx is a sc-operator,
i.e., the image of any vector in TxS belongs to Y∞. If this operator is the zero operator
we can take s = 0. Otherwise the operator has a one-dimensional image spanned
by some smooth point e ∈ Yx. We are done if we can construct a sc+-section s
satisfying s(x) = 0, and having support close to x, and s′(x)|TxS : TxS→ Yx has a
one-dimensional image spanned by e, and ker(s′(0)|TxS) = ker( f ′(x) ◦ bτ). Then a
suitable multiple of s does the job.
Denote by K ⊂ TxS the kernel of f ′(x) ◦ bτ and by L a complement of K in TxS.
Then L is one-dimensional. We work now in local coordinates in order to construct
s. We may assume that x = 0 and represent S near 0 as a graph over the tangent
space TxS, say q 7→ q+δ (q) with δ (0) = 0 and Dδ (0) = 0. Here δ : O(TxS,0)→V ,
where V is a sc-complement of TxS in the sc-Banach space E. The points in E in a
neighborhood of 0 are of the form
q+δ (q)+ v,
where v ∈ V . We note that q+ δ (q) ∈ O, where O is the local model for X near 0.
We split TxS = K⊕L and correspondingly write q = k+ l. Then we can represent
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the points in a neighborhood of 0 ∈ E in the form
k+ l+δ (k+ l)+ v.
Choosing a linear isomorphism j : L→ R, we define the section s˜ for (k, l,v) small
by
k+ l+δ (k+ l)+ v 7→ R(k+ l+δ (k+ l)+ v,β (k+ l+δ (k+ l)+ v) j(l)e),
where β has support around 0 (small) and β takes the value 1 near 0. The section s
is then the restriction of s˜ to O. If we restrict s near 0 to S we obtain
s(k+ l+δ (k+ l)) = R(k+ l+δ (k+ l), j(l)e).
Hence s(0) = 0, and the linearization of s at 0 restricted to TxS is given by
s′(0)(δk+δ l) = j(δ l)e.
This implies that s′(0)|TxS and f ′(0) ◦ bτ have the same kernel and their image is
spanned by e. Therefore, s, multiplied by a suitable scalar, has the desired properties
and the proof of Lemma 5.5 is complete.
Continuing with the proof of Theorem 5.8 we focus as before on the critical point
x ∈ S of t|S, which satisfies d(t|S)(x) = 0. Associated with a basis τ1, . . . ,τm of
T ∗x S the previous lemma produces the sections s1, . . . ,sm. Consider the solution set
S˜ of solutions (λ ,y) of f (y)+∑mi=1λi · si(y) = 0. Since f ′(y) is onto for all y ∈ S,
the solution set Sλ = {y | f (y) +∑mi=1λi · si(y) = 0} is a compact manifold (with
boundary) diffeomorphic to S if λ small. Moreover, S˜ fibers over a neighborhood of
zero via the map (λ ,y) 7→ λ .
The smooth map
(λ ,y) 7→ d(t|Sλ )(y) ∈ TySλ . (5.10)
is a smooth section of the bundle over S˜ whose fiber at (λ ,y) is equal to T ∗y Mλ .
We show that the linearization of (5.10) at (0,x), which is a map
Rd⊕TxS→ T ∗x S,
is surjective. Near (0,x) ∈ S˜ we can parameterize S˜, using the implicit function
theorem, in the form
(λ ,y) 7→ (λ ,Φλ (y))
where Φ0(y) = y, and ∂Φ∂λi (0,x) = 0. Using (5.10) and the map Φ we obtain, after a
coordinate change on the base for λ small and z ∈ S near x, the map
(λ ,z) 7→ d(t ◦Φλ )(z) = dt(Φλ (z))TΦλ (z),
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where d acts only on the S-part. By construction, the section vanishes at (0,x).
Recall that, by construction, Φλ (x) = x. Hence for fixed δλ the map
z 7→
m
∑
i=1
δλi · ∂Φ∂λi (0,z)
is a vector field defined near x ∈ S which vanishes at x. Therefore, it has a well-
defined linearization at x. The linearization Rd⊕TxS→ T ∗x S at (0,x) is computed to
be the mapping
(δλ ,δ z) 7→(dt|S)′(x)δ z+dt(x)
( m
∑
i=1
δλi
(
∂Φ
∂λi
(0, ·)
)′
(x)
)
= (dt|S)′(x)δ z+
m
∑
i=1
δλi ·dt(x)◦
(
∂Φ
∂λi
(0, ·)
)′
(x).
(5.11)
The derivative (dt|S)′(x) determines the Hessian of the map t|S at the point x ∈ S.
The argument is complete if we can show that(
∂Φ
∂λi
(0, ·)
)′
(x) = bτi +ai, (5.12)
where the image of ai belongs to TxS. By the previous discussion, dt(x)◦bτi = τi so
that the map (5.11) can be rewritten, using dt(x)◦ai = 0, as
(δλ ,δ z) 7→ (dt|S)′(x)δ z+
m
∑
i=1
δλi · τi,
which then proves our assertion. So, let us show that the identity (5.12) holds. We
first linearize the equation
f (Φλ (z))+
d
∑
i=1
λisi(Φλ (z)) = 0
with respect to λ at λ = 0, which gives
T f (z)
( m
∑
i=1
δλi · ∂Φ∂λi (0,z)
)
+
d
∑
i=1
δλi · si(z) = 0.
Next we linearize with respect to z at z = x, leading to
m
∑
i=1
δλi ·
(
f ′(x)◦
(
∂Φ
∂λi
)′
(0,x)+ s′i(x)|TxS
)
= 0
for all i = 1, . . . ,m. Hence f ′(x) ◦ ( ∂Φ∂λi )′(0,x) + s′i(x)|TxS = 0. This implies that( ∂Φ
∂λi
)′
(0,x) = bτi +ai, where the image of ai lies in the kernel of f
′(x), i.e., in TxS.
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At this point we have proved that the linearization of (5.10) at (0,x) is surjective.
Since the section is smooth, there exists an open neighborhood U(x) of x in S so
that, if at (0,y) we have d(t|S)(y) = 0, then the linearization of (λ ,z)→ d(t|Sλ )(z)
at (0,y) is surjective.
We can now apply the previous discussion to all points x solving d(t|S)(x) = 0 and,
using the compactness, we find finitely many such points x1, . . . ,xk so that the union
of all the U(xi) covers the critical points of t|S. For every i we have sc+-sections
si1, . . . ,s
i
mi possessing the desired properties. In order to simplify the notation we
denote the union of these sections by s1, . . . ,sd . Then we consider the solutions of
f (y)+
d
∑
i=1
λi · si(y) = 0.
Again we denote the solution set by S˜. It fibers over an open neighborhood of 0 in
Rd . By construction, the smooth map
(λ ,z) 7→ d(t|Sλ )(z) ∈ TzSλ
has, at every point (0,y) satisfying d(t|S)(y) = 0, a linearization
Rd⊕TyS→ T ∗y S
which is surjective. Now we take a regular value λ (small) for the projection M˜→
Rd and find, by the parameterized version of Sard’s theorem, that
d(t|Sλ )
is indeed a Morse-function. The proof of Theorem 5.8 is complete.
5.4 Remark on Extensions of Sc+-Sections
In this section we state a general result concerning the extension of sc+-sections
defined over the boundary of a tame M-polyfold to the whole M-polyfold. The the-
orem, given without proof, is a special case of a result given in the context of ep-
groupoids, i.e. in the case of local symmetries. More general results are stated and
proved in Section 12.3 and Section 14.1.
Start with a tame M-polyfold X and recall from Proposition 2.14 that every point
x∈X belongs to precisely dX (x)-many local faces. These local faces at a point x∈X ,
as well as their intersections are sub-M-polyfolds of X which contain x. Assume that
P : W → X is a strong bundle.
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Definition 5.11. A section s of W |∂X → ∂X is called a sc+-section over ∂X , pro-
vided for every x ∈ ∂X the restrictions of s to the local faces are sc+-sections.
The basic extension result in our situation, which is a special case of Theorem 14.2,
is given by the following theorem.
Theorem 5.9 (∂ -Extension Theorem). Assume P : W → X is a strong bundle over
a tame M-polyfold X admitting sc-smooth partitions of unity. Let s be a sc+-section
of W |∂X → ∂X and let N : W → [0,∞] be an auxiliary norm. If U˜ is an open neigh-
borhood in X of supp(s) and f : X → [0,∞) a continuous map supported in U˜,
satisfying N(s(x))< f (x) for all x ∈ supp(s). Then there exists a sc+-section s of P
having the following properties:
(1) N(s(x))≤ f (x) for all x ∈ X.
(2) supp(s)⊂ U˜ .
(3) s|∂X = s.
Proof. Here is a sketch of the proof. Using the tameness of X we can employ in
suitable local coordinates the local extension result Proposition 12.2. Then these
local extensions can be glued together using a sc-smooth partition of unity. 
5.5 Notes on Partitions of Unity and Bump Functions
An efficient tool for globalizing local construction in M-polyfolds are sc-smooth
partitions of unity.
Definition 5.12. A M-polyfold X admits sc-smooth partitions of unity if for every
open covering of X there exists a subordinate sc-smooth partition of unity. 
So far we did not need sc-smooth partitions of unity for our constructions on M-
polyfolds. We would need them, for example, for the construction of sc-connections
M-polyfolds. We point out that a (classically) smooth partition of unity on a Banach
space, which is equipped with a sc-structure, induces a sc-smooth partition of unity,
in view of Corollary 1.1. However, many Banach spaces do not admit smooth par-
tition of unity subordinate to a given open cover. Our discussion in this section is
based on the survey article [17] by Fry and McManusi on smooth bump functions
on Banach spaces. The article contains many interesting open questions.
For many constructions one does not need sc-smooth partitions of unity, but only
sc-smooth bump functions.
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Definition 5.13. A M-polyfold X admits admits sc-smooth bump functions if for
every point x ∈ X and every open neighborhood U(x) there exists a sc-smooth func-
tion f : X → R which is not identically zero and has support in U(x). 
For example, if E is a Hilbert space with a scalar product 〈·, ·〉 and associated norm
‖·‖, the map x 7→ ‖x‖2, x ∈ E, is smooth. Choosing a smooth function β : R→ R
of compact support and satisfying β (0) = 1, the function f (x) = β (‖x‖2), x ∈ E, is
a smooth, non-vanishing function of bounded support. Therefore, if E is equipped
with a sc-structure, the map is a sc-smooth function on the Hilbert space in view of
Corollary 1.1. Using the Hilbert structure to rescale and translate, we see that the
Hilbert space E admits sc-smooth bump functions.
Currently it is an open problem whether the existence of sc-smooth partition of
unity on M-polyfolds X is equivalent to the existence of sc-smooth bump functions.
The problem is related to an unsolved classical question in Banach spaces: is, in
every Banach space, the existence of a single smooth bump function (we can use
the Banach space structure to rescale and translate) equivalent to the existence of
smooth partitions of unity subordinate to given open covers? For the discussion on
this problem we refer to [17].
Sc-smooth bump functions can be used for the construction of functions having
special properties, as the following example shows.
Proposition 5.5. We assume that the M-polyfold X admits sc-smooth bump func-
tions. Then for every point x ∈ X and every open neighborhood U(x) there exists a
sc-smooth function f : X→ [0,1] with f (x) = 1 and support in U(x). In addition we
can choose f in such a way that f (y) = 1 for all y near x.
Proof. By assumption, there exists a sc-smooth bump function g having support in
U(x) and satisfying g(0) = 1. In order to achieve that the image is contained in [0,1]
we choose a smooth map σ : R→ [0,1] satisfying σ(s) = 0 for s≤ 1 and σ(s) = 1
for s≥ 1 and define the sc-smooth function f by f = σ ◦g. If, in addition, we wish
f to be constant near x, we take f (y) = σ(δ ·g(y)) for δ > 1.
The survey paper [17] discusses, in particular, bump functions on Banach spaces,
which are classically differentiable.
Definition 5.14 (Ck-bump function). A Banach space E admits a Ck- bump func-
tion, if there exists a Ck-function f : E → R, not identically zero and having
bounded support. Here k ∈ {0,1,2, . . .}∪{∞}. 
The existence of Ck-bump functions on Lp spaces is a consequence of the following
result due to Bonic and Frampton, see Theorem 1 in [17].
Theorem 5.10 (Bonic and Frampton). For the Lp-spaces the following holds for
the usual Lp-norm ‖·‖. Let p≥ 1 and let ‖·‖ be the usual norm on Lp.
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(1) If p is an even integer, then ‖·‖p is of class C∞.
(2) If ip s an odd integer, then ‖·‖p is of class Cp−1.
(3) If p≥ 1 is not an integer, then ‖·‖p is of class C[p], where [p] is the integer part
of p.

We deduce immediately for the Sobolev spaces W k,p(Ω) that the usual norms
‖u‖p
W k,p
= ∑
|α|≤k
‖Dαu‖pLp .
have the same differentiability as ‖·‖Lp .
Taking a non-vanishing smooth function β : R→ R of compact support, the map
f (x) = β (‖x‖p), is a bump function of Lp, whose smoothness depends on p as
indicated in Theorem 5.10.
If Ω is a bounded domain in Rn and E =W 1,4(Ω) is equipped with the sc-structure
Em = (W 1+m,4(Ω), m ≥ 0, we deduce from (1) in Theorem 5.10 that E admits sc-
smooth bump functions. In contrast, if E = W 1,3/2(Ω) is equipped with the sc-
structure Em = W 1+m,3/2(Ω), then the straightforward bump function constructed
by using (3) of Theorem 5.10 would only be of class sc1. Does there exist a sc-
smooth bump function on E, i.e., sc-smooth and of bounded support in E?
The existence of sc-smooth bump functions is a local property.
Definition 5.15. A local M-polyfold model (O,C,E) has the sc-smooth bump
function property if, for every x∈O and every open neighborhood U(x)⊂O satis-
fying clE(U(x))⊂ O, there exists a sc-smooth function f : O→ R satisfying f 6= 0
and supp( f )⊂U(x). 
Clearly, the following holds.
Theorem 5.11. A M-polyfold X admits sc-smooth bump functions if and only if it
admits a sc-smooth atlas whose the local models have the sc-smooth bump function
property. 
The following class of spaces have the sc-bump function property.
Proposition 5.6. Assume that (O,C,E) is a local M-polyfold model in which the
0-level E0 of the sc-Bananch space E is a Hilbert space. Then (O,C,E) has the sc-
bump function property. 
Proof. Let 〈·, ·〉 be the inner product and ‖·‖ the associated norm of E0. We choose
a smooth function β : R→R of compact support and satisfying β (0) = 1. Then the
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function f (x) = β (‖x‖2), x∈ E, defines, in view of Corollary 1.1, a sc-smooth func-
tion on E. Using scaling, translating, and composition with the sc-smooth retraction
onto O the proposition follows.
Next we study the question of the existence of sc-smooth partitions of unity. By def-
inition, a M-polyfold X is paracompact and, therefore, there exist continuous parti-
tions of unity. Hence it is not surprising that the existence of sc-smooth partitions of
unity is connected to local properties of X , namely to the local approximability of
continuous functions by sc-smooth functions.
Definition 5.16. A local M-polyfold model (O,C,E) has the sc-smooth approxi-
mation property provided the following holds. Given ( f ,V,ε), where V is an open
subset of O such that clC(V )⊂ O, f : O→ [0,1] is a continuous function with sup-
port contained V , and ε > 0, there exists a sc-smooth map g : O→ [0,1] supported
in V and satisfying | f (x)−g(x)| ≤ ε for all x ∈ O. 
Theorem 5.12. The following two statements are equivalent.
(1) A M-polyfold X admits sc-smooth partitions of unity subordinate to any given
open cover.
(2) The M-polyfold X admits an atlas consisting of local models having the sc-
smooth approximation property.
Proof. Let us first show that (1) implies (2). For the M-polyfold X , we take an atlas
of M-polyfold charts φ : U → O. We shall show that the local models (O,C,E)
posses the sc-smooth approximation property. Let ( f ,V,ε) be as in Definition 5.16.
The sc-smooth function f ◦φ is defined on φ−1(O)⊂ X and we extend it by 0 to all
of X and obtain a continuous function g : X → [0,1] whose support is contained in
the open set W = φ−1(V ), satisfying clX (W ) ⊂U . Define the open subset W˜ of X
by
W˜ = {x ∈W |g(x)> ε/4}.
Then clX (W˜ ) ⊂W . For every x ∈ clX (W˜ ), there exists open neighborhood Ux of x
such that clX (Ux) ⊂W and |g(x)−g(y)| < ε/2 for all y ∈Ux. Take the open cover
of X consisting of U0 = {x ∈ X |g(x)< ε/2} and (Ux), x ∈ clX (W˜ ). By assumption,
there exists a subordinate sc-smooth partition of unity consisting of β0 with the
support in U0 and (βx) supported in (Ux), x ∈ clX (W˜ ). Then we define the function
ĝ : X → [0,1] by
ĝ(y) = ∑
x∈clX (W˜ )
βx(y)g(x).
Since the collection of supports of β0 and (βx) is locally finite, the sum is locally
finite and, therefore, ĝ is sc-smooth.
We claim that |g(x)− ĝ(x)| < ε for all x ∈ X . In order to show this we first show
that supp(ĝ)⊂W . We assume that y ∈ supp(ĝ) and let (yk) be a sequence satisfying
ĝ(yk) > 0 and yk → y. Since ĝ(yk) > 0, every open neighborhood of y intersects
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supp(βx) for some x∈ clX (W ). Since the collection of supports (supp(βx)) is locally
finite, there exists an open neighborhood Q=Q(y) of y in X and finitely many points
x1, . . . ,xm such that only the supports of the functions βxi intersect Q. Hence
0 < ĝ(yk) =
m
∑
i=1
βxi(yk)g(xi),
showing that yk ⊂⋃mi=1 clX (Uxi)⊂W for large k≥ 1. Consequently, y∈W and hence
supp(ĝ)⊂W .
Next, given z ∈U , there exists an open neighborhood Q = Q(z) of z in X such that
Q intersects only finitely many supports of functions belonging to the partition of
unity. If Q intersects the support of β0 and none of the supports of the functions βx,
then Q⊂U0 and ĝ(y) = 0 for all y ∈ Q. Consequently,
|g(y)− ĝ(y)|= |g(y)|< ε/2 < ε
for all y ∈ Q. If Q intersects supports of the functions βx, there are finitely many
points x1, . . . ,xl such that only the supports of the functions βxi intersect Q. Hence
ĝ(y) =
l
∑
i=1
βxi(y)g(xi) for all y ∈ Q.
Since |g(x)−g(y)|< ε/2 if y ∈Ux and g(y)< ε/2 if y ∈U0, we conclude that
|g(y)− ĝ(y)|= |β0(x)g(y)+
l
∑
i=1
βxi(y)g(y)−
l
∑
i=1
βxi(y)g(xi)|
< ε/2+
l
∑
i=1
βxi(z)|g(y)−g(xi)|
≤ ε/2+(ε/2)
l
∑
i=1
βxi(y)< ε.
for all y∈Q. Consequently, |g(y)− ĝ(y)|< ε for all y∈U and | f (x)− ĝ◦φ−1(x)|<
ε for x ∈ O. This completes the proof that (1) implies (2).
Next we show that (2) implies (1). For the M-polyfold X we take an atlas of M-
polyfold charts φτ : Uτ →Oτ , τ ∈ T , where the local models (Oτ ,Cτ ,Eτ)τ∈T posses
the sc-smooth approximation property. We assume that (Vλ )λ∈Λ is an open cover of
X . Then there exists a refinement (Wλ )λ∈Λ (some sets may be empty) with the same
index set Λ , which is locally finite so that Wλ ⊂Vλ and for every λ ∈Λ there exists
an index τ(λ ) ∈ T such that clX (Wλ ) ⊂Uτ(λ ). Since X is metrizable, we find open
sets Qλ such that
Qλ ⊂ clX (Qλ )⊂Wλ
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and (Qλ )λ∈Λ is a locally finite open cover of X . Using again the metrizability of X ,
we find continuous functions fλ : X → [0,1] satisfying
f |Qλ ≡ 1 and supp( fλ )⊂Wλ .
Let ε = 1/2, V ′λ = φτ(λ )(Wλ ), and f
′
λ = fλ ◦φ−1τ(λ ). In view of the hypothesis (2), for
the triple ( f ′λ ,V
′
λ ,1/2) there exists a sc-smooth function gλ : Oτ(λ )→ [0,1] having
support in V ′λ and satisfying
| f ′λ (x)−gλ (x)|< 1/2 for all x ∈ Oτ(λ ).
Going back to X and extending gλ ◦φ−1τ(λ ) onto X by 0 outside of Wλ , we obtain the
sc-smooth functions ĝλ : X→ [0,1] satisfying ĝλ (x)> 0 for x∈Qλ . Then we define
γλ : X → [0,1] by
γλ (x) =
ĝλ (x)
∑λ∈Λ ĝλ (x)
.
The family of functions (γλ )λ∈Λ is the desired sc-smooth partition of unity subor-
dinate to the given open cover (Vλ ) of X .
An immediate consequence of Theorem 5.12 is the following result.
Proposition 5.7. Assume that the sc-Banach space admits smooth partitions of
unity. Then a local model (O,C,E) has the sc-smooth approximation property. 
The result below, due to Toru´nczyk (see [17], Theorem 30), gives a complete charac-
terization of Banach spaces admitting Ck-partitions of unity. This criterion reduces
the question to a problem in the geometry of Banach spaces. Though this criterion
is not easy to apply it serves as one of the main tools in the investigation of the
question, see [17]. In order to formulate the theorem we need a definition.
Definition 5.17. If Γ is a set, we denote by c0(Γ ) the Banach space of functions
f : Γ → R having the property that for every ε > 0 the number of γ ∈ Γ with
| f (γ)| > ε is finite. The vector space operations are obvious and the norm is de-
fined by
| f |c0 = maxγ∈Γ | f (γ)|.
A homeomorphic embedding h : E → c0(Γ ) is coordinate-wise Ck, if for every
γ ∈ Γ the map E→ R, e→ (h(e))(γ) is Ck. 
If Γ = N, then c0(N) is the usual space c0 of sequences converging to 0.
Theorem 5.13 (Toru´nczyk’s Theorem). A Banach space E admits a Ck-partition
of unity if and only if there exists a set Γ and a coordinate-wise Ck homeomorphic
embedding of E into c0(Γ ). 
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An important class of Banach spaces are those which are are weakly compactly
generated. They have good smoothness properties and will provide us with examples
of sc-Banach spaces admitting sc-smooth partitions of unity.
Definition 5.18. A Banach space E is called weakly compactly generated (WCG)
if there exists a weakly compact set K in E such that the closure of the span of K is
the whole space,
E = clE(span(K)).

There are two useful examples of WCG Banach spaces.
Proposition 5.8. Let E be a Banach space.
(1) If E is reflexive, then E is WCG.
(2) If E is separable, then E is WCG.
Proof. In case that E is reflexive it is known that the closed unit ball B is compact in
the weak topology. Clearly, E = span(B). If E is separable, we take a dense sequence
(xn)n≥ in the unit ball and define K = {0}∪{ 1n xn |n ≥ 1}. Then K is compact and,
in particular, weakly compact. 
The usefulness of WCG spaces lies in the following result from [20], see also [17],
Theorem 31.
Theorem 5.14 ([20]). If the WCG-space E admits a Ck-bump function, then it also
admits Ck-partitions of unity. 
Corollary 5.2. Let (O,C,E) be a local model, where E0 is a Hilbert space. Then
(O,C,E) has the sc-smooth approximation property.
Proof. A Hilbert space is reflexive and hence a WCG-space. We have already seen
that a Hilbert space equipped with a sc-structure admits sc-smooth bump functions
and conclude from Theorem 5.14 that it admits sc-smooth partition of unity, and
consequently has the smooth approximation property, in view of Theorem 5.12.

Chapter 6
Orientations
In this chapter we introduce the notion of a linearization of a sc-Fredholm section
and discuss orientations and invariants associated to proper sc-Fredholm sections.
We refer the reader to [8] for some of the basic ideas around determinants of linear
Fredholm operators, and to [16] for applications of the more classical ideas to prob-
lems arising in symplectic geometry, i.e. linear Cauchy-Riemann type operators. In
polyfold theory, the central issue is that the occurring linear Fredholm operators,
which are linearizations of nonlinear sections, do in general not depend as oper-
ators continuously on the points where the linearization was taken. On the other
hand there is some weak continuity property which allows to introduce orientation
bundles. However, it is necessary to develop some new ideas.
6.1 Linearizations of Sc-Fredholm Sections
Let P : Y → X be a strong bundle over the M-polyfold X and f a sc-smooth section
of P. If x is a smooth point in X and f (x) = 0, there exists a well-defined lineariza-
tion
f ′(x) : TxX → Yx
which is a sc-operator. In order to recall the definition, we identify, generalizing
a classical fact of vector bundles, the tangent space T0xY at the element 0x with
the sc-Banach space TxX ⊕Yx where Yx = P−1(x) is the fiber over x. Denoting by
Px : TxX ⊕Yx → Yx the sc-projection, the linearization of f at the point x is the fol-
lowing operator,
f ′(x) := Px ◦T f (x) : TxX → Yx.
As in the case of vector bundles there is, in general, no intrinsic notion of a lin-
earization of the section f at the smooth point x if f (x) 6= 0. However, dealing with
a strong bundle we can profit from the additional structure. We simply take a local
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sc+-section s defined near x and satisfying s(x) = f (x), so that the linearization
( f − s)′(x) : TxX → Yx
is well-defined. To find such a sc+-section we take a strong bundle chart around
x. Denoting the sections in the local charts by the same letters, we let R be the
local strong bundle retraction associated with the local strong bundle. It satisfies
R(x, f (x)) = f (x) and we define the desired section s by s(y) = R(y, f (x)). Since
f (x) is a smooth point, s is a sc+-section satisfying s(x) = f (x) at the distinguished
point x, as desired. If t is another sc+-section satisfying t(x) = f (x) = s(x), then
( f − s)′(x) = ( f − t)′(x)+(t− s)′(x)
and the linearization (t− s)′(x) is a sc+-operator. It follows from Proposition 1.4,
that ( f − s)′(x) is a sc-Fredholm operator if and only if ( f − t)′(x) is a sc-Fredholm
operator, in which case their Fredholm indices agree because a sc+-operator is level
wise a compact operator.
Let now f be a sc-Fredholm section of the bundle P and x a smooth point in X . Then
there exists a local sc+-section s satisfying s(x) = f (x) and, moreover, ( f − s)′(x) is
a sc-Fredholm operator.
Definition 6.1. If f is a sc-Fredholm section f of the strong bundle P : Y → X and
x a smooth point in X , then the space of linearizations of f at x is the set of sc-
operators from TxX to Yx defined as
Lin( f ,x) = {( f − s)′(x)+a |a : TxX → Yx is a sc+-operator}.

The operators in Lin( f ,x) all differ by linear sc+-operators and are all sc-Fredholm
operators having the same Fredholm index. Hence the space Lin( f ,x) is a convex
subset of sc-Fredholm operators TxX→Yx. Given an sc-Fredholm section of P : Y →
X taking the linearizations at smooth points defines over X∞ some kind of ‘bundle’
Lin( f ) where the fibers are the Lin( f ,x)
Lin( f )→ X∞.
We shall use this structure later on for defining orientations. For the moment it
allows us to define the index of the sc-Fredholm germ ( f ,x) by
ind( f ,x) := dimker
(
( f − s)′(x))−dim(Yx/(Im( f − s)′(x))).
We shall show that this index is locally constant. The proof has to cope with the
difficulty caused by the fact that, in general, the linearizations do not depend con-
tinuously as operators on the smooth point x.
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Recall that a M-polyfold is locally path connected, and that, moreover, any two
smooth points in the same connected component can be connected by a sc+-smooth
path φ : [0,1]→ X .
Proposition 6.1 (Stability of ind( f ,x)). Let P : Y → X be a strong bundle over the
tame M-polyfold X and f a sc-Fredholm section. If x0 and x1 are smooth points in
X connected by a sc-smooth path φ : [0,1]→ X, then
ind( f ,x0) = ind( f ,x1).
Remark 6.1. The tameness assumption is in all likelihood not needed. However, it
allows to apply a trick.
Proof. We shall show that the map t 7→ ind( f ,φ(t)) is locally constant. The dif-
ficulty is that the linearizations, even if picked sc-smoothly will, in general, not
depend as operators continuously on t. On top of it we have possibly varying di-
mensions of the spaces so that we need to change the filled version at every point.
However, one can prove the result with a trick, which will also be used in deal-
ing with orientation questions later on. We consider the tame M-polyfold [0,1]×X
and consider the graph of the path φ . We fix t0 ∈ [0,1] and choose a locally de-
fined sc+-section s(t,x) satisfying s(t,φ(t)) = f (φ(t)) for (t,x) ∈ [0,1]×X near
(t0,φ(t0)). (We do not need a sc-smooth partition of unity. If we had one available
then we could define such a section s which satisfies s(t,φ(t)) = f (φ(t)) for all
t ∈ [0,1].) We choose finitely many smooth points e1, . . . ,em such that the image of
( f − s(t0, ·))′(φ(t0)) together with the ei span Yφ(t0). Next we take a smooth finite-
dimensional linear subspace L of Tφ(t0)X which has a sc-complement in T
R
φ(t0)
X .
Then the image of L under ( f − s(t0, ·))′(φ(t0)) is a smooth finite-dimensional sub-
space of Yφ(t0) of dimension r, say. We choose smooth vectors p1, . . . , pr spanning
this space. Next we take m+ r many sc+-sections depending on (t,x) (locally de-
fined) so that at (t0,φ(t0)) they take the different values e1, . . . ,em and p1, . . . , pr.
Now the section
F(λ , t,x) = f (x)− s(t,x)+
m+p
∑
i=1
λi · si(t,x)
is defined near (0, t0,φ(t0)) and takes values in Y . The linearization at (0, t0,φ(t0))
with respect to the first and second variable is surjective and the kernel of the lin-
earization has a complement contained in
T R(0,t0,φ(t0))(R
m+p⊕ [0,1]⊕X) = Rm+p⊕T Rt0 [0,1]⊕T Rφ(t0)X .
Hence ker(F ′(0, t0,φ(t0))) is in good position to the boundary. Employing the im-
plicit function theorem for the boundary case, we obtain a solution manifold S of
F = 0 containing (0, t,φ(t)) for t ∈ [0,1] close to t0. Moreover, if (λ , t,x(t)) ∈ S,
then ker(F ′(λ , t,φ(t))) = T(λ ,t,φ(t))S and F ′(λ , t,φ(t)) is surjective. Hence
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t 7→ dim(T(0,t,φ(t))S)
is locally constant for t ∈ [0,1] near t0. By construction,
ind( f ,φ(t0))+m+ p = ind(F,(0, t0,φ(t0)))
= ind(F,(0, t,φ(t))) = ind( f ,φ(t))+m+ p.
Therefore, ind( f ,φ(t0)) = ind( f ,φ(t)) for all t near t0. 
6.2 Linear Algebra and Conventions
In he following we are concerned with the orientation which is crucial in our appli-
cations. We follow to a large extent the appendix in [43]. The ideas of the previous
proof are also useful in dealing with orientation questions. There we did not use
sc-smooth partitions of unity. In the following, however, we shall assume the ex-
istence of sc-smooth partitions of unity to simplify the presentation, but the proofs
could be modified arguing as in the index stability theorem.
We begin with standard facts about determinants and wedge products. Basically all
the constructions are natural, but usually depend on conventions, which have to be
stated apriori. Since different authors use different conventions, their natural iso-
morphisms can be different. To avoid these difficulties we state our conventions
carefully. We also would like to point out that A. Zinger has written a paper dealing
with these type of issues, [75]. He also describes some of the mistakes occurring
in the literature as well as deviating conventions by different authors. Since the al-
gebraic treatment of SFT (one of the important applications of the current theory)
relies on the orientations of the moduli spaces and the underlying conventions we
give a comprehensive treatment of orientation questions. Using the notation intro-
duced by Zinger in [75], we define
λ (E) :=ΛmaxE and λ ∗(E) := (λ (E))∗,
where (λ (E))∗ is the dual of the vector space λ (E). A linear map Φ : E → F be-
tween finite-dimensional vector spaces of the same dimension induces the linear
map
λ (Φ) : λ (E)→ λ (F),
defined by λ (Φ)(a1∧ . . .∧an) :=Φ(a1)∧ . . .∧Φ(an). The map λ (Φ) is nontrivial
if and only if Φ is an isomorphism. The dual map Φ∗ : F∗ → E∗ of Φ : E → F
induces the map
λ (Φ∗) : λ (F∗)→ λ (E∗).
Moreover, we denote by
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λ ∗(Φ) : λ ∗(F)→ λ ∗(E)
the dual of the map λ (Φ) : λ (E)→ λ (F). The composition of the two maps
E Φ−→ F Ψ−→ G
between vector spaces of the same dimension satisfies
λ (Ψ ◦Φ) = λ (Ψ)◦λ (Φ).
There are different canonical isomorphisms
λ (E∗)→ λ ∗(E)
depending on different conventions. Our convention is the following.
Definition 6.2. If E is a finite-dimensional real vector space and E∗ its dual, the
natural isomorphism
ι : λ (E∗)→ λ ∗(E)
is defined by
ι(e∗1∧ . . .∧ e∗n)(a1∧ . . .∧an) = det(e∗i (a j)),
where n = dim(E). If n = 0, we set λ (E∗) = λ ({0}∗) = R. 
From this definition we deduce for a basis e1, . . . ,en of E and its dual basis e∗1, . . . ,e
∗
n
the formula
ι(e∗1∧ . . .∧ e∗n) = (e1∧ . . .∧ en)∗,
where the dual vector v∗ of a vector v 6= 0 in a one-dimensional vector space is
determined by v∗(v) = 1.
Indeed,
(e1∧ . . .∧ en)∗(e1∧ . . .∧ en) = 1 = det((e∗i (e j)) = ι(e∗1∧ . . .∧ e∗n)(e1∧ . . .∧ en).
The definition of ι is compatible with the previous definition of induced maps.
Proposition 6.2. If Φ : E → F is an isomorphism between two finite-dimensional
vector spaces and Φ∗ : F∗→ E∗ is its dual, then the following diagram is commu-
tative,
λ (F∗)
λ (Φ∗)−−−−→ λ (E∗)yι yι
λ ∗(F)
λ ∗(Φ)−−−−→ λ ∗(E)
Proof. Let f1, . . . , fn be a basis of F and f ∗1 , . . . , f
∗
n its dual basis of F
∗. Then we
define the basis e1, . . . ,en of E by Φ(ei) = fi. Its dual basis in E∗ is given by e∗1 =
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f ∗1 ◦Φ , . . . ,e∗n = f ∗n ◦Φ and we compute,
(λ ∗(Φ)◦ ι( f ∗1 ∧ . . .∧ f ∗n ))(e1∧ . . .∧ en)
= (λ (Φ∗)(( f1∧ . . .∧ fn)∗))(e1∧ . . .∧ en)
= ( f1∧ . . .∧ fn)∗ ◦λ (Φ)(e1∧ . . .∧ en)
= ( f1∧ . . .∧ fn)∗( f1∧ . . .∧ fn)
= 1.
Similarly,
(ι ◦λ (Φ∗)( f ∗1 ∧ . . .∧ f ∗n ))(e1∧ . . .∧ en)
= (ι( f ∗1 ◦Φ ∧ . . .∧ f ∗n ◦Φ))(e1∧ . . .∧ en)
= (ι(e∗1∧ . . .∧ e∗n))(e1∧ . . .∧ en)
= (e1∧ . . .∧ en)∗(e1∧ . . .∧ en)
= 1.
Hence λ ∗(Φ)◦ ι = ι ◦λ (Φ∗) and the commutativity of the diagram is proved. 
Next we consider the exact sequence E of finite-dimensional linear vector spaces,
E : 0→ A α−→ B β−→C γ−→ D→ 0.
We recall that the sequence is exact at B, for example, if im(α) = ker(β ).
We deal with the exact sequence as follows, and take a complement Z ⊂ B of α(A)
so that B= α(A)⊕Z, and a complement V ⊂C of β (B) so that C = β (B)⊕V . Then
the exact sequence E becomes
E : 0→ A α−→ α(A)⊕Z β−→ β (B)⊕V γ−→ D→ 0.
Here the first nontrivial map is a 7→ (α(a),0), the second is (b,z) 7→ (β (z),0), and
the third is (c,v) 7→ γ(v). The maps α : A→ α(A), β : Z→ β (Z), and γ : V →D are
isomorphisms. From the exact sequence E we are going to construct several natural
isomorphisms, fixing again some conventions. The first natural isomorphism is the
isomorphism
ΦE : λ (A)⊗λ ∗(D)→ λ (B)⊗λ ∗(C)
constructed as follows. We abbreviate n = dim(A), m = dim(B), k = dim(C), and
l = dim(D). ΦE maps 0 to 0. Next we take a nonzero vector
h := (a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗ ∈ λ (A)⊗λ ∗(D),
where a1, . . . ,an is a basis of A and d1, . . . ,dl is a basis for D. Then we define the
basis b1, . . . ,bn of α(A) by bi = α(ai) and the basis c1, . . . ,cl of V by γ(ci) = di, i=
1, . . . , l. Now we choose a basis b′1, . . . ,b
′
m−n of Z and define the basis c′1, . . . ,c
′
m−n
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of β (B)⊂C by c′i = β (b′i). Finally, we define ΦE (h) ∈ λ (B)⊗λ ∗(C) by
ΦE ((a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗)
= (α(a1)∧ . . .∧α(an)∧b′1∧ . . .∧b′m−n)⊗ (c1∧ . . .∧ cl ∧ c′1∧ . . .∧ c′m−n)∗.
(6.1)
The two conventions here are that b′1, . . . ,b
′
m−n are listed after the α(a1), . . . ,α(an)
and c′1, . . . ,c
′
m−n are listed after c1, . . . ,cl . Apart from these two conventions how to
list the vectors, the resulting definition does not depend on the choices involved.
Lemma 6.1. With the above two conventions, the definition of ΦE does not depend
on the choices. Hence ΦE is a natural isomorphism. 
The proof is carried out in Appendix 6.7.1.
Later we need to compare specific exact sequences. Given two exact sequences E
and E ′ we assume that we have the commutative diagram
0 −−−−→ A α−−−−→ B β−−−−→ C γ−−−−→ D −−−−→ 0
A
y By Cy Dy
0 −−−−→ A′ α ′−−−−→ B′ β
′
−−−−→ C′ γ
′
−−−−→ D′ −−−−→ 0,
(6.2)
where the vertical maps are isomorphisms. The horizontal arrows define linear iso-
morphisms λ (A)⊗λ ∗(D)→ λ (B)⊗λ ∗(C) and λ (A′)⊗λ ∗(D′)→ λ (B′)⊗λ ∗(C′),
respectively. The vertical arrows induce isomorphisms which complete the obvious
commutative diagram
λ (A)⊗λ ∗(D) −−−−→ λ (B)⊗λ ∗(C)y y
λ (A′)⊗λ ∗(D′) −−−−→ λ (B′)⊗λ ∗(C′).
(6.3)
Let a1, ...,an be a a basis of A and d1, ...,d` a basis of D. Then the top hor-
izontal arrow is obtained by extending b1 = α(a1), ..,bn = α(an) via a choice
of b′1, ..,b
′
m−n to a basis of B. We pick c1, ..,c` so that γ(ci) = di. Then the ci
are linearly independent. Then we consider the linearly independent vectors c′1 =
β (b′1), ...,c
′
m−n = β (b′m−n). The horizontal arrow maps (a1∧ ..∧an)⊗(d1∧ ..∧d`)∗
to (α(a1)∧ . . .∧α(an)∧ b′1 ∧ . . .∧ b′m−n)⊗ (c1 ∧ . . .∧ cl ∧ c′1 ∧ . . .∧ c′m−n)∗. Using
that the vertical arrows are isomorphisms we can map
a1, ..,an→ A(a1), ..,A(an)
α(a1), ..,α(an),b′1, ..,b
′
m−n→ B(α(b1)), ..B(αn),B(b′1), ..,B(b′m−n)
c1, ..,c`,c′1, ..,c
′
m−n→ C(c1), ..,C(c`),C(c′1), ..C(c′m−n)
d1, ..,d`→ D(d1), ..,D(d`).
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We map for example h = (a1 ∧ ..∧ an)⊗ (d1 ∧ ..∧ d`)∗ to (A(a1)∧ ..∧A(an))⊗
(D(d1)∧ ..∧D(d`))∗ for the first vertical arrow. By the previous lemma the horizon-
tal arrows do not depend on the choices involved. From this it follows also that the
above definition does not depend on the choice. We leave additional arguments to
the reader and summarize our findings as follows.
Lemma 6.2. A commutative diagram (6.2) with vertical maps being isomorphisms
induces a natural (depending on our conventions) commutative diagram (6.3). 
Associated with the exact sequence E there exists also a second natural isomorphism
ΨE : λ (C)⊗λ (A)⊗λ ∗(D)→ λ (B) (6.4)
constructed as follows. We first map (c1∧ . . .∧ck)⊗ (a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗
into (c1∧ . . .∧ ck)⊗ΦE ((a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗) which belongs to λ (C)⊗
λ (B)⊗λ ∗(C) and then we compose this map with the isomorphism
ι¯ : λ (C)⊗λ (B)⊗λ ∗(C)→ λ (B),
defined by v⊗b⊗ v∗→ b. Since ΦE is well-defined, so isΨE . For convenience we
present a more explicit formula forΨE , using the notations of ΦE .
Proposition 6.3. We fix the basis a1, . . . ,an of A and the basis d1, . . . ,dl of D and
abbreviate their wedge products by a and by d. In the complement of β (B)⊂C we
have the basis c1, . . . ,cl defined by γ(ci) = di. The vectors b1, . . . ,bn ∈ B defined
by bi = α(ai) are a basis of of α(A) ⊂ B, and in the complement of α(A) in B we
choose the basis a b′1, . . . ,b
′
m−n and define the basis c′1, . . . ,c
′
m−n of β (B) ⊂ C by
c′i = β (b′i). Abbreviating c = c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n, we obtain the formula
ΨE (c⊗a⊗d∗) = b1∧ . . .∧bn∧b′1∧ . . .∧b′m−n ∈ λ (B).
Proof. We already know from Lemma 6.1 thatΨE is well-defined since ΦE is well-
defined. By construction,
ΦE (a⊗d∗) = (b1∧ . . .∧bn∧b′1∧ . . .∧b′m−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗.
Here ci = β (bi) and γ(c′i) = di. Then, abbreviating the wedge product of the vectors
b1, . . .bn, b′1, . . . ,b
′
n−m by b, we obtain
ΨE (c⊗a⊗d∗) = ι¯(c⊗b⊗ c∗) = b.

6.3 The Determinant of a Fredholm Operator 189
6.3 The Determinant of a Fredholm Operator
We shall use some of the classical theory of determinants which can be found, for
example, in [75]. A key fact is that many constructions in this area are naturally
isomorphic, which too often is a source of sign errors in orientation questions. It is
important to note that there are usually many natural isomorphisms. Specific ones
depend on a priori conventions, which very often differ from author to author with-
out being specified.
Definition 6.3. The determinant det(T ) of a bounded linear Fredholm operator
T : E → F between real Banach spaces is the 1-dimensional real vector space de-
fined by
det(T ) = λ (ker(T ))⊗λ ∗(coker(T)).

An alternative definition used by some authors is
det(T ) = λ (ker(T ))⊗λ (coker(T )∗).
The two definitions are naturally isomorphic given a convention how to identify
λ ∗(A) and λ (A∗).
Definition 6.4. An orientation of an Fredholm operator T : E→ F is an orientation
of the real line det(T ). 
We begin this subsection by deriving exact sequences associated to Fredholm oper-
ators.
Definition 6.5. Let T : E→ F be a Fredholm operator between two Banach spaces.
A good left-projection for T is a bounded projection P : F → F having the follow-
ing two properties.
(1) dim(F/R(P))< ∞.
(2) R(P◦T ) = R(P).
By ΠT we denote the collection of all good left-projections for T . 
In view of (1) the projection P satisfies dimcoker(P) = dimker(P) < ∞. Hence P
is a Fredholm operator of index 0. Since T is Fredholm, the composition P ◦T is
Fredholm and ind(P ◦ T ) = ind(P) + ind(T ) = ind(T ). The definition of being a
good left-projection has a certain amount of stability build in, as can be seen from
the next lemma.
Lemma 6.3. Let T0 : E → F be a Fredholm operator between Banach spaces and
P0 ∈ ΠT0 . Then there exists ε > 0 so that for every T ∈L (E,F), P ∈L (F) with
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P◦P = P, ‖T −T0‖< ε and ‖P−P0‖< ε it holds that T is Fredholm, P ∈ΠT , and
ind(T ) = ind(T0).
Proof. Define H = (I−P0)F and denote by P(F) the spaces of bounded linear
projections P : F → F . We define the continuous map
P(F)×L (E,F)→L (E×H,F) : (P,T )→Φ(P,T )
by
Φ(P,T )(x,h) = P◦T (x)+(I−P)(h).
We note that Φ(P0,T0) is a surjectve Fredholm operator. Also the subset of Fredholm
operatorsF (E×H,F) is open inL (E×H,F). We find ε > 0 so that the following
holds for ‖P−P0‖< ε , ‖T −T0‖< ε .
(1) Φ(P,T ) ∈F (E×H,F).
(2) Φ(P,T ) is surjective.
(3) (I−P) : H→ (I−P)(F) is surjective.
(4) The dimension of F/P(F) equals that of F/H.
From this we immediately conclude that for ‖P−P0‖< ε and ‖T−T0‖< ε T : E→
F is Fredholm, P ◦ T : E → P(F) is surjective, and R(P) has finite co-dimension.
This means that P ∈ΠT . 
Remark 6.2. The previous lemma has some important consequence which will be
used in later constructions. If T0 is Fredholm and P ∈ΠT0 then a T near T0 is Fred-
holm and P∈ΠT0 . It is an easy exercise that ker(PT ) varies continuously as T (near
T0) varies and we obtain an honest local line bundle. This trivially holds for the cok-
ernel F/R(PT ) = F/R(P). As we shall see there is a natural isomorphism between
det(T ) and det(PT ) and this fact will be crucial, since it allows to define a structure
of a linear bundle on the union of all det(T ) as T varies. 
The set ΠT of projections possesses a partial ordering ≤ defined by
P≤ Q if and only if P = PQ = QP.
It is in general not true that for given P,Q ∈ΠT there exists L ∈ΠT with L≤ P and
L≤ Q.
Remark 6.3. In the context of Hilbert spaces one usually takes Π orthT , which is the
subset of ΠT consisting of orthogonal projections. In this case there exists for P,Q∈
Π orthT a L ∈ Π orthT with L ≤ Q and L ≤ P. This fact simplifies later constructions in
the Hilbert case space. This particular case, which is classical and well-known, was
discussed in [43]. 
Given two projections P,Q : F → F having images with finite co-dimensions, the
space R(P)∩R(Q) has finite co-dimension as well.
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Lemma 6.4. Let Q : F → F and P : F → F be two continuous projections which
have images of finite co-dimension and let L : F → F be a continuous projection
satisfying R(L) = R(P)∩R(Q). Then the bounded linear operators LP and LQ are
projections onto R(L) satisfying LQ≤ Q and LP≤ P.
Proof. For y ∈ F we compute since R(L)⊂ R(P)
LPLP(y) = LLP(y) = LP(y)
and similarly for LQ. This shows that LP and LQ are projections. Since R(L) =
R(P)∩R(Q) it follows that R(LQ) = R(LP) = R(L). Finally we compute that
P(LP) = LP = L(PP) = (LP)P
which precisely means that LP≤ P. Similarly it follows that LQ≤ Q. 
Definition 6.6. Assume H ⊂ F is a closed linear subspace with finite co-dimension.
We denote by PH the subset of the space of continuous linear operators L (F),
consisting of projections onto H. 
Continuous projections P : F → F with image H are in 1-1 correspondence with
closed subspaces K of F satisfying
dim(K) = dim(F/H) and K∩H = {0}.
Given an ordered pair (K,K′) of such linear subspaces, there is an associated linear
map Γ(K,K′) : K→ H uniquely determined by
K′ = {k+Γ(K,K′)(k) | k ∈ K}. (6.5)
We also note the following trivial result.
Lemma 6.5. Let P,Q ∈PH . Then
Q(x) = P(x)+Q((I−P)(x))
for all x ∈ F.
Proof. By assumption R(P) = R(Q) = H. We obtain two topological direct sum
decompositions F = H⊕ (I−P)(F) and F = H⊕ (I−Q)(F). Given x ∈ F we can
write it as
x = P(x)+(I−P)x = Q(x)+(I−Q)x
and applying Q we find that
Q(x) = QP(x)+Q(I−P)(x) = P(x)+Q(I−P)(x).

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At the heart of the following constructions are suitable exact sequences. Associated
with the projection P ∈ΠT there is the exact sequence
E (T,P) : 0→ ker(T )
jPT−→ ker(PT ) Φ
P
T−−→ F/R(P) pi
P
T−→ coker(T )→ 0,
where jPT is the inclusion map, piPT is defined by
piPT ( f +R(P)) = (I−P) f +R(T ), f ∈ F,
and
ΦPT (x) = T (x)+R(P), x ∈ ker(PT ).
Proposition 6.4. The sequence E (T,P) is exact.
Proof. The inclusion jPT is injective andΦPT ◦ jPT = 0. IfΦPT (x)= 0, then T (x)∈R(P)
implying (I−P)T (x) = 0. Since x ∈ ker(PT ) we conclude T (x) = 0. This proves
exactness at ker(PT ). Assuming x ∈ ker(PT ), hence PT (x) = 0, we compute
piPT ◦ΦPT (x) = piPT (T (x)+R(P))
= piPT (T (x)+R(PT ))
= (I−P)T (x)+R(T )
= T (x)+R(T )
= R(T ),
i.e. the composition piPT ◦ΦPT vanishes. If piPT (y+R(P)) = 0, hence (I−P)y ∈ R(T ),
there exists x ∈ E solving T (x) = (I−P)y. Consequently,
ΦPT (x) = T (x)+R(P) = (I−P)y+R(P) = y+R(P),
proving the exactness at F/R(P). Finally we show the surjectivity of the map piPT .
Given f +R(T ) ∈ coker(T ), we choose x ∈ E satisfying PT (x) = P f and compute,
piPT ( f −T (x)+R(P)) = (I−P)( f −T (x))+R(T ) = f +R(T ),
which finishes the proof of the exactness. 
We discuss the ramifications of the previous discussion. Starting with the Fredholm
operator T : E→ F and the projection P ∈ΠT we obtain from the exact sequence
E (T,P) : 0→ ker(T )
jPT−→ ker(PT ) Φ
P
T−−→ F/R(P) pi
P
T−→ coker(T )→ 0,
recalling R(P) = R(PT ), and employing Lemma 6.1 the natural isomorphism
ΦE (T,P) : λ (ker(T ))⊗λ ∗(coker(T ))→ λ (ker(PT ))⊗λ ∗(coker(PT )).
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By definition of the determinant, this means that
ΦE (T,P) : det(T )→ det(PT )
is an isomorphism. We rename this isomorphism for the further discussion and,
setting ΦE (T,P) = γ
P
T , we have the isomorphism
γPT : det(T )→ det(PT ). (6.6)
It is important to note that the righthand side det(PT ) has a local continuity property
when T varies. For further constructions it will be important to study (6.6) if we
change P to a Q satisfying Q≤ P and ultimately to Q not order related to P.
We consider the Fredholm operator T : E → F and the projections P,Q ∈ΠT satis-
fying P≤Q, so that P= PQ=QP. Then, as we have already seen, the composition
QT is Fredholm. Moreover, P ∈ ΠQT . Therefore, the associated exact sequences
E (T,P), E (T,Q), and E (QT,P) produce the following isomorphisms,
γPT : det(T )→ det(PT ),
γQT : det(T )→ det(QT ),
γPQT : det(QT )→ det(PT ).
The crucial observation is the following result, whose proof is postponed to Ap-
pendix 6.7.2.
Proposition 6.5. If T : E→ F is a Fredholm operator and Q,P ∈ΠT satisfy P≤Q,
then QT : E→ F is a Fredholm operator and P ∈ΠQT . Moreover,
γPQT ◦ γQT = γPT .

From Proposition 6.5 we conclude for the three projections P,R,S ∈ ΠT satisfying
P≤ R and P≤ S, the relation γPT R ◦ γRT = γPT = γPST ◦ γST , so that the diagram
det(T )
γRT−−−−→ det(RT )yγST yγPRT
det(ST )
γPST−−−−→ det(PT )
is commutative, implying the following corollary.
Corollary 6.1. With the assumptions of Proposition 6.5 the map
det(ST )→ det(RT ), h 7→ (γPRT )−1 ◦ γPST (h)
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is independent of the choice of P as long as P≤ S and P≤ R. Moreover, this map is
equal to the isomorphism
det(ST )→ det(RT ), h 7→ γRT ◦ (γST )
−1
(h). (6.7)

The last statement (6.7) may be viewed as some kind of transition map for the iso-
morphisms det(T )→ det(PT ) and det(T )→ det(QT ) provided P,Q ∈ piT and there
exists S ≤ P and S ≤ Q. The important fact is that, as already pointed out, det(PT )
and det(QT ) change locally continuously in T . Unfortunately it is not always possi-
ble to find for given P,Q∈ΠT a projection S ∈ΠT with S≤ P and S≤Q. Therefore
we need a result comparing the constructions for P and Q, both in ΠT , respectively.
Recalling Remark 6.3 we would like to point out, that in the Hilbert space setting,
taking only orthogonal projections the previous constructions are enough to define
the general determinant bundle.
For the Banach space case we need to understand the relationship when we use two
non-compatible projections. In view of Lemma 6.4 given Q,P ∈ ΠT we can find
L ∈ΠT such that LP,LQ ∈ΠT ∩PR(Q)∩R(P), LP≤ P and LQ≤Q. This gives us the
natural maps
det(T )
γPT−→ det(PT ) and det(T ) γ
Q
T−→ det(QT ) (6.8)
and we need in principle to understand the continuity property of (γQT )◦ (γPT )−1. In
order to simplify this task, one uses the fact that the natural maps
det(PT )→ det(LPT ) and det(QT )→ det(LQT )
vary (near T ) continuously. In view of Proposition 6.5, it suffices therefore to es-
tablish instead of the (local) continuous dependence on T of the transition map
associated to (6.8), the continuous dependence of the transition maps associated to
det(T )
γPT−→ det(LPT ) and det(T ) γ
Q
T−→ det(LQT ).
The advantage here is that LQ,LP ∈ ΠT ∩PR(Q)∩R(P). Consider the following dia-
gram which has exact horizontal rows
0 −−−−→ ker(T ) j
LP
T−−−−→ ker(LPT ) Φ
LP
T−−−−→ F/H pi
LP
T−−−−→ coker(T ) −−−−→ 0∥∥∥ ?y ??y ∥∥∥
0 −−−−→ ker(T ) j
LQ
T−−−−→ ker(LQT ) Φ
LQ
T−−−−→ F/H pi
LQ
T−−−−→ coker(T ) −−−−→ 0.
We would like to show that we can fill in for ? and ?? so that the diagram is com-
mutative and so that the ‘fill-in’ maps introduce (locally when T varies) continuous
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maps between the kernel bundles associated to ker(LPT ) and ker(LQT ) and sim-
ilarly for the constant bundles associated to F/H. Having the diagram filled in by
the maps ? and ?? will give us in view of Lemma 6.2
det(T )
γLPT−−−−→ det(LPT )∥∥∥ γ?,??y
det(T )
γLQT−−−−→ det(LQT ).
Of course, since γ?,?? = γ
LQ
T ◦ (γLPT )−1, the proposed procedure would show, that the
transition map is continuously depending when T is locally changed. The desired
result follows from the next proposition, where we change somewhat the notation
to simplify the representation. It is concerned with the question of filling in the
previous (big) diagram.
Proposition 6.6. Let T : E → F be a linear Fredholm operator and consider for
P,Q ∈ ΠT ∩PH the associated exact sequences E (T,P) and E (T,Q). Then there is
a construction for linear maps AT and BT , which are isomorphisms and make the
following diagram commutative
0 −−−−→ ker(T ) j
P
T−−−−→ ker(PT ) Φ
P
T−−−−→ F/H pi
P
T−−−−→ coker(T ) −−−−→ 0∥∥∥ ATy BTy ∥∥∥
0 −−−−→ ker(T ) j
Q
T−−−−→ ker(QT ) Φ
Q
T−−−−→ F/H pi
Q
T−−−−→ coker(T ) −−−−→ 0.
Varying T to a T ′ near T so that P,Q ∈ΠT ′ the constructions of AT and BT depend
continuously on T .
Proof. Since ind(PT ) = ind(QT ) = ind(T ) and R(PT ) =R(QT ) =H it follows that
dim(ker(PT )) = dim(ker(QT )). We can take a closed linear subspace X of E which
at the same time is a topological linear complement of ker(QT ) and ker(PT ). Hence
E = X⊕ker(QT ) = X⊕ker(PT ).
For given e ∈ ker(PT ) denote by x(e) ∈ X the unique solution in X of
QT (x) = QT (e). (6.9)
Then QT (e− x(e)) = 0 and we define
AT : ker(PT )→ ker(QT ) : AT (e) = e− x(e).
Assume that e ∈ ker(PT ) ∩ ker(QT ) (This intersection contains ker(T ).). Then
QT (x(e)) = QT (e) = PT (e) = 0 implying that x(e) = 0 and therefore
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AT |(ker(PT )∩ker(QT )) = Id.
The map AT is an isomorphism since AT (e) = 0 implies e ∈ X , which together with
e ∈ ker(PT ) implies e ∈ X ∩ ker(PT ) = {0}. We also note that the equation (6.9)
is uniquely solvable for T ′ near T , in addition for such closeby T ′ we also have
Q,P ∈ΠT ′ , and the solution depends continuously on T ′.
In order to define the map BT : F/H→ F/H. We consider the bounded linear map
Φ : X× (I−Q)F → F : (x, f˜ )→ T (x)+ f˜ .
This map is an isomorphism. Indeed, if T (x)+ f˜ = 0 we find that QT (x) = 0 im-
plying x = 0, which implies f˜ = 0. Given f ∈ F we find a unique x ∈ X solving
QT (x) = Q f . We then pick f˜ := (I−Q) f − (I−Q)T (x) and compute
T (x)+ f˜ = QT (x)+(I−Q)T (x)+(I−Q) f − (I−Q)T (x) = Q f +(I−Q) f = f .
Now we solve for f with (I−P) f = f
T (x)+ f˜ = f .
The solution is denoted by (x( f ), f˜ ( f )) and we define
BT : F/H→ F/H : BT ( f +H) = f˜ +H.
Next we show that
BT ◦ΦPT =ΦQT ◦AT .
For e ∈ ker(PT ) we compute, using that (I−P)T (e) = T (e) with T (x(e))+ f˜ (e) =
T (e) and observing that QT (x(e)) = QT (e) (the defining equation for AT )
BT ◦ΦPT (e) = BT (T (e)+H)
= f˜ (e)+H
= T (e− x(e))+H
= T (AT (e))+H
= ΦQT (AT (e)).
Further we calculate where (I−P) f = f and T (x)+ f˜ = f
piQT ◦BT ( f +H) = piQT ( f˜ +H)
= f˜ +R(T )
= f˜ +T (x)+R(T )
= f +R(T )
= piPT ( f +H).
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In order to calculate BT ((I−P)T (e)+H) for e ∈ ker(PT ), we need to solve for
x ∈ X
T (x)+ f˜ = T (e),
implying QT (x) = QT (e) and consequently x = x(e). Hence f˜ = T (e− x(e)) =
T (AT (e)) from which we infer that
f˜ +H = T (AT (e))+H =ΦQT ◦AT (e).
We calculate
piQT ◦B(q) = piQT ( f˜ (q)+H)
= (I−Q) f˜ (q)+R(T )
= f˜ (q)+R(T )
= f −T (x( f ))+R(T )
= f +R(T )
= piPT ( f +H)
= piPT (q).
Let e ∈ ker(PT ) and solve T (x)+ f˜ = (I−P)T (e), so that BTX ((I−P)T (e)+H) =
f˜ +H.
BTX ◦ΦPT (e)
= BTX (T (e)+H)
= f˜ +H.
Moreover,
ΦQT ◦A(e)
= ΦQT (e− x(e))
= T (e− x(e))+H.
Since the diagram has been shown to be commutative, and A is an isomorphism, the
five-lemma implies that B is an isomorphism.
By construction AT is obtained for e ∈ ker(PT ) by solving QT (x) = QT (e) which
is the same as solving T (x)+ f˜ = T (e), and AT maps e to e− x. The map BT is
obtained by solving for f with (I−P) f = f the equation T (x)+ f˜ = f and mapping
f +H to f˜ +H. The important fact is that
X× (I−Q)F → F : (x, f˜ )→ T (x)+ f˜
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is a linear isomorphism. If we keep X and perturb T to T ′ the equation is still
uniquely solvable and ker(PT ′)⊕X = ker(QT ′)⊕X = E. This shows that the maps
BT ′ and AT ′ for small perturbation are continuously depending on T ′. 
We already discussed the following informally. In view of Lemma 6.4 we can take
a projection L onto R(P)∩R(Q) and the previous discussion applies to LP≤ P and
LQ≤ Q. Then we only need to study the relationship between the constructions for
LP and LQ. Both projections belong toPH , where H = R(L) = R(LP) = R(LQ). In
view of Proposition 6.6 we can relate the constructions for LP and LQ. Hence, by
the previous discussions we have natural isomorphisms
det(T )→ det(PT )→ det(LPT ) and det(T )→ det(QT )→ det(LQT )
and from Proposition 6.6
0 −−−−→ ker(T ) j
LP
T−−−−→ ker(LPT ) Φ
LP
T−−−−→ F/H pi
LP
T−−−−→ coker(T ) −−−−→ 0∥∥∥ ATy BTy ∥∥∥
0 −−−−→ ker(T ) j
LQ
T−−−−→ ker(LQT ) Φ
LQ
T−−−−→ F/H pi
LQ
T−−−−→ coker(T ) −−−−→ 0
from which we obtain the commutative diagram
det(T ) −−−−→ det(LPT )∥∥∥ γTy
det(T ) −−−−→ det(LQT )
Here γT is obtained from AT and BT and therefore shows continuous dependence on
T .
Postponing the construction of determinant bundles there is an important stabiliza-
tion construction, which is the linearized version of a construction occurring in per-
turbation theory, and which has to be understood from the point of view of orien-
tations of determinants. We start with a Fredholm operator T : E → F and assume
that φ : Rn→ F is a linear map such that the map Tφ : E⊕Rn→ F , defined by
Tφ (e,r) = T (e)+φ(r),
is surjective. Writing Rn after E is convenient and goes hand in hand with the con-
ventions in the definition of the isomorphism ΦE associated with the exact sequence
E . We would like to introduce a convention relating the orientations of det(T ) and
det(Tφ ), knowing that Rn possesses the preferred orientation as direct sum of n-
many copies of R, each of which is oriented by [1]. We introduce the exact sequence
E : 0→ ker(T ) j−→ ker(Tφ ) pi−→ Rn [φ ]−→ F/R(T )→ 0,
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in which j(e) = (e,0), pi(e,r) = r, and [φ ](r) = φ(r)+R(T ).
Lemma 6.6. The sequence E is exact.
Proof. Clearly, pi ◦ j = 0 and j is injective. If pi(e,r) = 0, then T (e) = 0 and j(e) =
(0,e) = (e,r). If (e,r) ∈ ker(Tφ ), then T (e)+φ(r) = 0 implying that φ(r) ∈ R(T ).
Hence [φ(r)] = R(T ). If [φ ](r) = 0, we have φ(r) = T (−e) for some e ∈ E and
hence (e,r) ∈ ker(Tφ ). Moreover, pi(e,r) = r. The last map is surjective since, by
assumption, Tφ is surjective. 
From the exact sequence E we deduce the previously constructed natural isomor-
phism
ΦE : det(T )→ λ (ker(Tφ ))⊗λ ∗(Rn).
In the applications the operator T is oriented and the auxiliary constructions to ob-
tain transversality yield, on the linearized level, operators of the type Tφ . The above
isomorphism can be used to relate the orientations of det(T ) and det(Tφ ). However,
this requires an additional convention. For this it suffices to fix an isomorphism
λ ∗(Rn)→ R∗ = λ ∗({0}). This gives rise to an isomorphism
λ (ker(Tφ ))⊗λ ∗(Rn)→ λ (ker(Tφ ))⊗R∗ = det(Tφ ),
which then yields an isomorphism det(T )→ det(Tφ ). The isomorphism we choose
is defined by
ψ : λ ∗(Rn)→ λ ∗({0}) = R∗, (e1∧ . . .∧ en)∗ 7→ 1∗,
where e1, . . . ,en is the standard basis of Rn. It then follows for every basis c1, . . . ,cn
of Rn that
ψ
(
(c1∧ . . .∧ cn)∗
)
=
1
det([c1, . . . ,cn])
1∗, (6.10)
where det denotes the determinant of a n×n matrix of the column vectors.
Summing up the previous discussion and using the definition of the isomorphismΦE
associated to the exact sequence E we can summarize the findings in the following
proposition.
Proposition 6.7. With the chosen isomorphism φ : λ ∗(Rn)→ λ ∗({0}) = R∗, (e1∧
. . .∧ en)∗→ 1∗, we define the isomorphism
ιφ : det(T )→ det(Tφ )
by the following formula. We choose a basis a1, . . . ,ak of ker(T ) and a basis
d¯1 = φ(c¯1) +R(T ), . . . , d¯m = φ(c¯m) +R(T ) of F/R(T ). Let h = (a1 ∧ . . .∧ ak)⊗
(d¯1 ∧ . . .∧ d¯m)∗. Extend (a1,0), . . . ,(ak,0) to a basis of ker(Tφ ) by adding b¯1 =
(b1,r1), . . . , b¯l = (bl ,rl), and notice that r1 = pi(b1,r1), . . . ,rl = pi(bl ,rl) together
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with c¯1, . . . , c¯m form a basis of Rn. Then the isomorphism ιφ is defined by the for-
mula
ιφ (h) =
1
det(c¯1, . . . , c¯m,r1 . . . ,rl)
((a1,0)∧ . . .∧ (ak,0)∧ b¯1∧ . . .∧ b¯l)⊗1∗.
This follows immediately from the definition of the isomorphism ΦE associated
with the exact sequence E . Our choice of isomorphism λ ∗(Rn)→ R∗ is, of course,
dual to a uniquely determined choice of isomorphism R→ λ (Rn), defined by the
mapping, which maps 1 to the wedge of the standard basis. Its inverse is the map
c1∧ . . .∧ cn→ det([c1, . . . ,cn]). (6.11)
Here again det is the determinant of a n×n matrix. Having chosen the isomorphisms
(6.10) and (6.11) we deduce the following natural identifications for every finite
dimensional vector space V ,
V ⊗λ (Rn)→V v⊗ (e1∧ . . .∧ en) 7→ v⊗1→ v,
and
V ⊗λ ∗(Rn)→V : v⊗ (e1∧ . . .∧ en)∗→ v⊗1∗→ v.
We need another convention.
Definition 6.7. Assume that T : E → F and S : E ′ → F ′ are Fredholm operators.
Then the direct sum T ⊕S : E⊕E ′→ F⊕F ′ is a Fredholm operator, and we define
the natural isomorphism
det(T )⊗det(S)→ det(T ⊕S)
as follows. We choose h = (a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗ ∈ det(T ) and h′ = (a′1∧
. . .∧a′n′)⊗(d′1∧ . . .∧d′l′)∗ ∈ det(S). Then we map h⊗h′ to the vector g∈ det(T⊕S),
defined by
g = (a1∧ . . .∧an∧a′1∧ . . .∧a′n′)⊗ (d1∧ . . .∧dl ∧d′1∧ . . .∧d′l′)∗.

6.4 Classical Local Determinant Bundles
We continue with some local constructions in the neighborhood of a Fredholm op-
erator T : E→ F between two Banach spaces.
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Lemma 6.7. Given a Fredholm operator T : E → F and a projection P ∈ ΠT , we
take a topological complement Y of ker(PT ) in E. Then there exists ε > 0 such that
for every S ∈L (E,F) satisfying ‖S−T‖< ε , the following holds.
(1) P ∈ΠS.
(2) PS|Y : Y → R(P) is a topological isomorphism.
Proof. We estimate ‖PT |Y −PS|Y‖ ≤ ‖P‖ · ‖S−T‖. Since PT |Y : Y → R(P) is a
topological linear isomorphism, it follows from the openness of invertible linear op-
erators Y →R(P) that (2) holds for a suitable ε . Since PS : Y →R(P) is a topological
linear isomorphism, we conclude that R(PS) = R(P), which implies P ∈ΠS. 
We assume the hypotheses of the previous lemma, split E = ker(PT )⊕Y , and cor-
respondingly write e= k+y. For S satisfying ‖S−T‖< ε we consider the equation
PS(k+ y) = 0 which can be rewritten as
PS(y) =−PS(k).
Hence y = y(k,S)) = −(PS|Y )−1(PS(k)). The map (k,S) 7→ y(k,S) is continuous.
We equipe the topological space⋃
‖S−T‖<ε
{S}×ker(PS)⊂L (E,F)⊕E
with the induced topology. The projection
pi :
⋃
‖S−T‖<ε
{S}×ker(PS)→
⋃
‖S−T‖<ε
{S}
is the restriction of the continuous projection L (E,F)⊕E →L (E,F) and there-
fore continuous. The fibers of pi are finite-dimensional vector spaces of the same
dimension.
Lemma 6.8. The topological space
⋃
‖S−T‖<ε{S}×ker(PS) together with the con-
tinuous projection pi has the structure of a trivial vector bundle.
Proof. The continuous and bijective map
{S |‖S−T‖< ε}×ker(PT )→
⋃
‖S−T‖<ε
{S}×ker(PS)
is defined by
(S,k) 7→ (S,k+ y(k,S)).
Its inverse is the restriction of the continuous map
{S |‖S−T‖< ε}×E→{S |‖S−T‖< ε}×ker(PT ), (S,k+ y) 7→ (S,k),
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so that our map is indeed a topological bundle trivialization. 
Now we have the trivial bundle
pi :
⋃
‖S−T‖<ε
{S}×ker(PS)→{S |‖S−T‖< ε},
and the product bundle
pi0 : {S |‖S−T‖< ε}× (F/R(P))→{S |‖S−T‖< ε}.
The obvious viewpoint about these bundles is the following. Given the family of
Fredholm operators S 7→ PS defined for S satisfying ‖S− T‖ < ε , the kernel di-
mension and cokernel dimension is constant. Therefore, we obtain the topological
kernel bundle as well as the cokernel bundle. We need the following standard lemma
whose proof is left to the reader.
Lemma 6.9. Given finite-dimensional topological vector bundles E and F over the
topological space X, the bundles λ (E)→ X, λ ∗(F)→ X as well as E⊕F→ X, and
E⊗F → X have the structure of topological vector bundles in a natural way. 
From Lemma 6.9 we deduce immediately the following result.
Proposition 6.8. Let T : E → F be a Fredholm operator and P ∈ ΠT . Then the
topological space ⋃
‖S−T‖<ε
{S}×det(PS),
together with the projection onto the set {S |‖S−T‖< ε} has in a natural way the
structure of topological line bundle. 
We introduce, for the Fredholm operator T and the projection P ∈ΠT , the abbrevi-
ation
DET(T,P,ε) =
⋃
‖S−T‖<ε
{S}×det(PS),
where ε > 0 is guaranteed by Lemma 6.8. We shall call DET(T,P,ε) the local de-
terminant bundle associated with the Fredholm operator T , the projection P ∈ΠT ,
and ε .
For the projection Q ∈ΠT satisfying Q≤ P we abbreviate
DET(T,Q,ε) =
⋃
‖S−T‖<ε
{S}×det(QS)
which, again in a natural way, is a topological line bundle.
Lemma 6.10. The algebraic isomorphism
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γ̂T,P,Q,ε : DET(T,P,ε)→ DET(T,Q,ε) : (S,h)→ (S,γQPS(h))
is a topological line bundle isomorphism.
Proof. This is trivial and follows from an inspection of the maps γQPS. A sketch of
the proof goes as follows. We start with the exact sequence
0→ ker(PS)→ ker(QS)→ F/R(Q)→ F/R(P)→ 0.
Here ‖S− T‖ < ε . Since Q,P ∈ ΠT and Q ≤ P, the kernels of PS and QS define
topological bundles if we vary the Fredholm operators S. This is trivially true for
the cokernel bundles associated to PS and QS, which are honest product bundles, in
view of R(PS) = R(P) and R(QS) = R(Q). We can take linearly independent contin-
uous sections which span the kernels of the PS. Similarly, for the cokernels we can
take constant sections. Now going through the construction of the maps γQPS, we see
that we can extend the kernel sections for the PS to a family of continuous sections
which are point-wise linearly independent and span the kernels of the QS. Proceed-
ing the same way with the cokernels, we obtain at the end a continuous family of
point-wise linearly independent sections spanning ker(QS) and F/R(Q). Taking the
appropriate wedges and tensor products we see that a continuous section of the first
line bundle is mapped to a continuous section of the second. The argument can be
reversed to verify the continuity of the inverse map. 
Now we introduce the bundle
DET(E,F) =
⋃
S∈F (E,F)
{S}×det(S)
over the space of all Fredholm operators. At first sight this set seems not to have a
lot of structure globally (though near certain S it has some due to the previous dis-
cussion). The problem is that in the definition of det(S) the ‘ingredients’ ker(S) and
F/R(S) associated to S might have varying local dimensions. However, in view of
the discussion in the previous subsection, we shall see, that we can equip DET(E,F)
with the structure of a topological line bundle over the space of Fredholm operators
F (E,F). This structure will turn out to be natural, i.e., the structure does not de-
pend on the choices involved in its construction. Here, it is important to follow the
conventions already introduced.
We have the projection map
DET(E,F)→F (E,F), (S,h) 7→ S.
The baseF (E,F) has a topology, but the total space DET(E,F) at this point has not.
Given T ∈F we can invoke Proposition 6.8 and find ε > 0 and P ∈ΠT such that
γ(T,P,ε) : DET(E,F)|{S |‖S−T‖< ε}→ DET(T,P,ε), (S,h) 7→ (S,γPS (h))
is a bijection which is fibers-wise linear and covers the identity on the base.
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Definition 6.8. Denote byB the collection of all subsets B of DET(E,F) having the
property that there exists γ(T,P,ε) for which γ(T,P,ε)(B) is open in DET(T,P,ε). 
The fundamental topological observation is the following proposition.
Proposition 6.9. The collection of setsB is a basis for a topology on DET(E,F). 
Postponing the proof for the moment, we denote the topology associated withB by
T , and obtain the following result.
Proposition 6.10. The set DET(E,F) with its linear structure on the fibers, equipped
with the topology T , is a topological line bundle. The maps
γ(T,P,ε) : DET(E,F)|{S | ‖S−T‖< ε}→ DET(T,P,ε), (S,h)→ (S,γPS (h))
are topological bundle isomorphisms. 
In order to prove the previous two propositions we recall the maps γ(T,P,ε) and
γ(T ′,P′,ε ′). We are interested in the transition map γ(T ′,P′,ε ′) ◦ γ−1(T,P,ε). The domain
of this map consists of all pairs (S,h) satisfying ‖T −S‖< ε and ‖S−T ′‖< ε ′ and
h ∈ det(PS). The transition map preserves the base point and maps h to an element
in det(P′S). This transition map is obviously an algebraic isomorphism between two
topological line bundles, but as we have discussed in the previous subsection these
transition maps are continuous.
Lemma 6.11. The transition map γ(T ′,P′,ε ′) ◦ γ−1(T,P,ε) is a topological isomorphism
between topological line bundles. 
The two previous propositions follows from this lemma, which summarizes previous
assertions, i.e. the discussion around Proposition 6.5 and Proposition 6.6.
Let us finally remark that it is known that the line bundle DET(E,F) is non-orientable.
However, over certain subsets it is orientable and that will be used in the discussion
of sc-Fredholm sections.
6.5 Local Orientation Propagation
Viewed locally, a classical Fredholm section f is a smooth map f : U → F from
an open subset U of some Banach space E into a Banach space F . The derivatives
D f (x), x ∈U , form a family of Fredholm operators depending continuously as op-
erators on x ∈U . The determinant line bundle of this family of Fredholm operators
is a continuous (even smooth) line bundle over U . If U is contractible, this line bun-
dle possesses precisely two possible orientations because a line has precisely two
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possible orientations. Indeed, in this case, the orientation of one single line in the
bundle determines a natural orientation of all the other lines. We might view this
procedure as a local continuous propagation of an orientation.
This method, however, is not applicable in the sc-Fredholm setting because the lin-
earizations do not, in general, depend continuously on the base point. There are
even additional difficulties. For example, we are confronted with nontrivial bun-
dles where the dimensions can locally jump. Nevertheless there is enough structure
which allows to define a propagation of the orientation and this is the core of the
orientation theory in the following section.
We consider the sc-Fredholm section f of the strong M-polyfold bundle P : Y → X
over the tame M-polyfold X , choose for a smooth point x ∈ X a locally defined sc+-
section s satisfying s(x) = f (x), and take the linearization ( f − s)′(x) : TxX → Yx.
The linearization ( f − s)′(x) belongs to the space of linearizations Lin( f ,x) which
is a subset of linear Fredholm operators TxX → Yx possessing the induced met-
ric defined by the norm of the space L (TxX ,Yx) of bounded operators. Moreover,
Lin( f ,x) is a convex subset and therefore contractible. Introducing
DET( f ,x) :=
⋃
L∈Lin( f ,x)
{L}×det(L)
over the convex set Lin( f ,x), the previous discussion shows that DET( f ,x) is natu-
rally a topological line bundle.
Proposition 6.11. DET( f ,x) has in a natural way the structure of a topological line
bundle over Lin( f ,x) and consequently has two possible orientations since the base
space is contractible. 
Definition 6.9 (Orientation). Let f be a sc-Fredholm section of the strong M-
polyfold bundle P : Y → X over the tame M-polyfold X and x ∈ X a smooth point.
Then an orientation for the pair ( f ,x), denoted by o( f ,x), is a choice of one of the
two possible orientations of DET( f ,x). 
Let us denote by O f the orientation space associated to f , which is the collection of
all pairs (x,o), in which x ∈ X∞ and o is an orientation of DET( f ,x). We consider
a category whose objects are the sets Or fx := {ox,−ox} of the two possible orien-
tations of DET( f ,x). The reader should not be confused by our notation. There is
no distinguished class ox. We only know there are two possible orientations, namely
ox and −ox. For any two smooth points x and y in the same path component of
X the associated morphism set consists of two isomorphisms. The first one maps
±ox→±oy and the second one ±ox→∓oy.
Proposition 6.12. If f is a sc-Fredholm section of the strong M-polyfold bundle
P : Y → X, then every smooth point x possesses two open neighborhoods U =U(x)
and U ′ =U ′(x) having the following properties.
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(1) U ′ ⊂U is sc-smoothly contractible in U to the point x.
(2) The solution set {x ∈ clX (U) | f (x) = 0} is compact.
(3) Given a sc-smooth path φ : [0,1]→U, there exists a sc+-section s : U× [0,1]→
Y having the property that s(φ(t), t) = f (φ(t)).
(4) If t0 ∈ [0,1], y0 ∈U∞, and e0 is a smooth point in Yy0 , then there exists a sc+-
section q : U× [0,1]→ Y satisfying q(y0, t0) = e0.
Proof. Taking local strong bundle coordinates we may assume that the bundle is
P : K → O and x = 0. Here K = R(V /F) is the strong bundle retract covering the
sc-retraction r : V → V satisfying r(V ) = O. As usual, V ⊂C is an open neighbor-
hood of 0 in the partial quadrant C of the sc-Banach space E. Take a smaller open
neighborhood V ′ of 0 ∈C which is convex and contained in V . Then we can define
r̂ : [0,1]×V ′→ O : r̂(t,x) = r(tx).
We abbreviate O′ = r(V ′) and note that t→ r̂(t,V ′) retracts O′ at t = 1 to x at t = 0
while staying during the deformation in O. We can always replace V ′ by a smaller
convex open neighborhood of 0 and keep the property just described.
The sc-Fredholm section f possesses the local compactness property. We can
therefore choose an open neighborhood V of 0 ∈ C such that U = r(V ) satisfies
clC(U) ⊂ O and the restriction f |clC(U) has a compact solution set. At this point
we have constructed an open neighborhood U of x which has the first two proper-
ties. Shrinking U (and U ′) further will keep these properties. We have to show that
an additional shrinking will guarantee (3) and (4).
The section f of K → O has the form f (y) = (y, f(y)) where R( f (y)) = f (y). The
map f is the principle part of the section f and is sc-smooth as a map from O to F .
If φ : [0,1]→U is a sc-smooth path, t ∈ [0,1] and y ∈U , then (y, f(φ(t))) ∈O/F ⊂
V /F and we define the map s : U× [0,1]→ K by
s(y, t) = R(y, f(φ(t))).
The map s is a sc+-section of the pull-back of the bundle K → O by the map U ×
[0,1]→O, (y, t) 7→ y. By construction, s(φ(t), t) = R(φ(t), f(φ(t))) = R( f (φ(t))) =
f (φ(t)). This proves (3).
The statement (4) was already proved in some variation in the sections about Fred-
holm theory. Formulated in the local coordinates, the statement (4) assumes that
the smooth point e0 = (y0,e0) ∈ K and t0 ∈ 0,1] are given. The required section
q : O× [0,1]→ K can be then defined as the section
q(y, t) = R(y,e0).
It satisfies q(y0, t0) = R(y0,e0) = (y0,e0) = e0, as desired. 
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Now we are in the position to define a propagation mechanism. Since it will involve
several choices we have to make sure that the end result is independent of the choices
involved. The set up is as follows. We have a strong bundle P : Y → X over the M-
polyfold X and an sc-Fredholm section f of P. Around a smooth point x ∈ X we
choose the open neighborhoods U =U(x), U ′(x), so that the statements (1)-(4) of
Proposition 6.12 hold.
There is no loss of generality assuming that X =U . If φ : [0,1]→ X is a sc-smooth
path, we employ Proposition 6.12 and choose a sc+-section s : X × [0,1]→W sat-
isfying s(φ(t), t) = f (φ(t)).
Adding finitely many sc+-sections s1, . . . ,sk defined on X × [0,1], we obtain the
sc-Fredholm section
F : [0,1]×X×Rk→W, F(t,y,λ ) = f (y)− s(y, t)+
k
∑
i=1
λi · si(y, t)
having the property that for λ = 0 the points (t,φ(t),0) are solutions of
F(t,φ(t),0) = 0.
For fixed t ∈ [0,1] we introduce the sc-Fredholm section
Ft : X×Rk→ Y, (y,λ )→ F(t,y,λ ).
The discussion, so far, is true for all choices s1, . . . ,sk. Using the results from the
transversality theory we can choose s1, . . . ,sk such that, in addition, Ft has a good
boundary behavior.
Lemma 6.12. There exist finitely many sc+-sections s1, . . . ,sk of the bundle Y →
[0,1]×X such that the sc-smooth Fredholm section F of the bundle Y → [0,1]×
Rk×X, defined by
F(t,y,λ ) = f (y)− s(y, t)+
k
∑
i=1
λi · si(y, t),
has the following property (P).
(P) For every fixed t ∈ [0,1], the section Ft is at the point (φ(t),0) in general position
to the boundary of X×Rk.

Property (P) automatically implies that F is in general position to the boundary of
[0,1]×X×Rk at all points (t,φ(t),0) for t ∈ [0,1]. As a consequence of the implicit
function theorem for the boundary case we obtain the following result.
Lemma 6.13. The solution set
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S = {(t,y,λ ) |F(t,y,λ ) = 0}
for (t,y,0) near (t,φ(t),0) is a smooth manifold with boundary with corners and
{(t,φ(t),0) | t ∈ [0,1]} ⊂ S.
Moreover, it follows from the property (P) that the projection
pi : S→ [0,1], (t,y,λ ) 7→ t
is a submersion. The set St defined by {t}×St := pi−1(t) is a manifold with boundary
with corners contained in X×Rk. 
We do not claim that St is compact, but the manifold St lies in such a way in X ×
Rk that its intersection with (∂X)×Rk carves out a boundary with corners on the
manifold St . The tangent space T(φ(t),0)St at the point (φ(t),0) ∈ St agrees with the
kernel ker(F ′t (φ(t),0)) and, abbreviating
Lt := T(φ(t),0)St = ker(F
′
t (φ(t),0)) for t ∈ [0,1],
we introduce the bundle L of tangent spaces along the path φ(t) ∈ S, for t ∈ [0,1],
by
L =
⋃
t∈[0,1]
{t}×Lt .
The bundle L is a smooth vector bundle over [0,1]. By λ (L) we denote the line
bundle associated with L,
λ (L) =
⋃
t∈[0,1]
{t}×λ (Lt).
An orientation of the line λ (Lt) determines by continuation an orientation of all the
other lines. In particular, an orientation of λ (L0) at t = 0 determines an orienta-
tion of λ (L1) at t = 1, and we shall relate these orientations to the orientations of
DET( f ,φ(0)) and DET( f ,φ(1)). To this aim we introduce, for every fixed t ∈ [0,1],
the exact sequence E t defined by
E t : 0→ ker(( f − s(·, t))′(φ(t))) j−→ ker(F ′t (φ(t),0))
p−→
p−→ Rk c−→ Yφ(t)/R(( f − s(·, t))′(φ(t)))→ 0
(6.12)
in which j is the inclusion map, p the projection onto the Rk-factor, and the map c
is defined by
c(λ ) =
(
k
∑
i=1
λisi(t,φ(t))
)
+R(( f − s(·, t))′(φ(t))).
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Lemma 6.14. The sequence (6.12) is exact.
Proof. The inclusion map j is injective and p ◦ j = 0. From p(h,λ ) = 0 it follows
that λ = 0 so that h ∈ ker(( f − s(·, t))′(φ(t))). If (h,λ ) ∈ ker(F ′t (φ(t),0)), then
∑λisi(φ(t), t) belongs to the image of ( f − s(·, t))′(φ(t)) which implies c ◦ p = 0.
It is also immediate that an element λ ∈ Rk satisfying c(λ ) = 0 implies that
∑λisi(φ(t), t) belongs to the image of ( f −s(·, t))′(φ(t)). This allows us to construct
an element (h,λ )∈ ker(F ′t (φ(t),0)) satisfying p(h,λ ,) = λ . Finally, it follows from
the property (P) in Lemma 6.12 that the map c is surjective. The proof of Lemma
6.14 is complete. 
From the exact sequence E t we deduce the natural isomorphism ΦE t introduced in
Section 6.2,
ΦE t : λ
(
ker( f − s(·, t))′(φ(t)))⊗λ ∗(coker ( f − s(·, t))′(φ(t)))
→ λ(kerF ′t (φ(t),0)⊗λ ∗(Rk),
and obtain, in view of the the definition of the determinant, the isomorphism
ΦE t : det(( f − s(·, t))′(φ(t)))→ λ (Lt)⊗λ ∗(Rk).
Now we assume that we have chosen the orientation o0 of DET( f ,φ(0)) at t = 0.
It induces an orientation of det(( f − s(·,0))′(φ(0))). The isomorphism ΦE 0 deter-
mines an orientation of λ (L0)⊗λ ∗(Rk). By continuation we extend this orientation
to an orientation of λ (L1)⊗λ ∗(Rk). Then the isomorphism (ΦE 1)−1 at t = 1 gives
us an orientation of det(( f − s(·,1))′(ϕ(1))) and consequently an orientation o1 of
DET( f ,φ(1)) at t = 1, denoted by
o1 = φ∗o0,
and called the push forward orientation. A priori our procedure might depend on
the choices of the sections s(y, t) and s1 . . . ,sk and we shall prove next that it actually
does not.
Proposition 6.13. We assume that f is the sc-Fredholm section of the strong M-
polyfold bundle P : Y →X over the tame X, and U =U(x), U ′=U ′(x)⊂U are open
neighborhood around a smooth point x, for which the conclusions of Proposition
6.12 hold. Let φ : [0,1]→ U ′ be a sc-smooth path. Then the construction of the
map o→ φ∗o, associating with an orientation of DET( f ,φ(0)) an orientation φ∗o
of DET( f ,φ(1)) does not depend on the choices involved as long as the hypotheses
of Lemma 6.12 hold. 
The proof of the proposition follows from two lemmata.
Lemma 6.15. Under the assumption of the proposition we assume that the sc-
Fredholm section
210 6 Orientations
F(t,y,λ ) = f (y)− s(y, t)+
k
∑
i=1
λi · si(y, t),
satisfies the property (P) from Lemma 6.12. We view F as section of the bundle
Y → [0,1]×X ×Rk. Adding more sc+-sections we also introduce the second sc-
Fredholm section
F(t,y,λ ,µ) = F(t,y,λ )+
l
∑
j=1
µ j · s¯ j(y, t),
viewed as a section of the bundle Y → [0,1]×X ×Rk+l . Then both sections define
the same propagation of the orientation along the sc-smooth path φ .
Proof. The key is to view F as the section
F̂(τ, t,y,λ ,µ) = f (y)− s(y, t)+
k
∑
i=1
λi · si(y, t)
of the strong M-polyfold bundle Y → [0,1]× [0,1]× X ×Rk+l . There is a sc-
Fredholm section
F˜ : [0,1]× [0,1]×X×Rk+l → Y,
defined by
F˜(τ, t,y,λ ,µ) = F̂(τ, t,y,λ ,µ)+
l
∑
j=1
µ j · s¯ j(y, t).
The induced map X×Rk+l →Y for fixed (τ, t) ∈ [0,1]× [0,1] satisfies the property
(P). We obtain a solution manifold S˜ with boundary with corners defined near the
points (τ, t,φ(t),0),which fibers over [0,1]× [0,1]. Let p˜i : S˜→ [0,1]× [0,1] and
consider its tangent map. Then take the vector bundle L˜→ [0,1]× [0,1] whose fiber
over (τ, t) is the preimage of the zero section of T ([0,1]× [0,1]) under T p˜i . For
τ = 0 we obtain the bundle L˜0→{0}× [0,1] = [0,1]. This is of the form
L⊕ ([0,1]×Rl)→ [0,1],
where L is the bundle associated to F which we used originally to define the prop-
agation along φ . Applying the construction now using L˜0 one verifies by a simple
computation that it defines the same propagation.
Hence it remains to verify that every bundle L˜τ , τ ∈ [0,1], defines the same propaga-
tion. First of all we note that as τ varies, the bundle varies continuously. Moreover,
we relate the end points to det(( f − s(·,0))′(φ(0))) and det(( f − s(·,1))′(φ(1))).
The data in the occurring exact sequence relating the latter with the corresponding
orientations of L˜τ , vary continuously. This implies that the propagation definition
does not depend on τ . 
6.5 Local Orientation Propagation 211
Next we show that the choice of the sc+-section s satisfying s(φ(t), t) = f (φ(t))
does not affect the definition of the propagation.
Lemma 6.16. We assume that the sc+-sections si for i = 0,1 satisfy
si(φ(t), t) = f (φ(t))
and consider the homotopy sτ = τ · s1 +(1− τ) · s0. We choose additional sections
sτ1, . . . ,s
τ
k so that the property (P) holds together with s
τ for every τ . Then the prop-
agation of the orientation along the sc-smooth path φ using each of the collections
sτ ,sτ1, . . . ,s
τ
k is the same.
Proof. The proof is similar as the lemma above. We obtain a vector bundle L˜→
[0,1]× [0,1] with parameters (τ, t) in the base. Then we can define for fixed τ a
vector bundle over t ∈ [0,1], say L˜τ . Clearly L˜τ varies continuously in τ . At t = 0,1
the linearizations ( f − sτ(·,0))′(φ(0)) and ( f − sτ(·,1))′(φ(1)) vary continuously
as operators in DET( f ,φ(0)) and DET( f ,φ(1)), respectively. This implies that the
bundle L˜τ induces, independently of τ ∈ [0,1], the same propagation of the orienta-
tion along the path φ . 
Now we are in the position to finish the proof of Proposition 6.13. We start with
two collections si,si1, . . . ,s
i
ki to define the propagation and add for i = 0 and i = 1
additional sc+-sections such that the following holds.
(1) For both situations i = 0 and i = 1 we have the same number of sections.
(2) For a convex homotopy parametrized by τ ∈ [0,1], the property (P) holds for
each fixed τ .
By Lemma 6.15 adding section does not change the propagation. We can apply this
for i= 0,1. Then we can use Lemma 6.16 to show that these two propagations (after
adding sections) are the same.
Next assume we have the same hypotheses and U = U(x), U ′ = U ′(x) have the
initially stated properties. If the two sc-smooth paths φ 0,φ 1 : [0,1]→U ′ have the
same starting and end points, we homotope sc-smoothly from one to the other with
end points fixed, using that U ′ is sc-smoothly contractible in U . We denote this
sc-smooth homotopy by
Φ : [0,1]× [0,1]→U
where φ i = Φ(i,0) for i = 0,1. Then we construct the sc+-section s satisfying
s(Φ(τ, t),τ, t) = f (Φ(τ, t)) and define the sc-Fredholm section
(τ, t,y,λ )→ f (y)− s(y,τ, t)+
k
∑
i=1
λi · si(y,τ, t)
possesing the obvious properties. For every τ we obtain a vector bundle L˜τ → [0,1].
Since all the data change continuously in these bundles and the operators for t =
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0,1 in DET(∗) change continuously in τ , we see that every L˜τ defines the same
propagation of the orientation along paths φ τ =Φ(τ, ·). Hence we have proved the
following statement.
Theorem 6.1. We assume that P : Y → X is a strong bundle over the tame M-
polyfold and x a smooth point in X. Then there exists an open neighborhood
U˜ = U˜(x) such that for every sc-smooth path φ : [0,1]→ U˜ there exists a well-
defined propagation
o→ φ∗o
of an orientation o of DET( f ,φ(0)). Moreover, if φ 0 and φ 1 : [0,1]→ U˜ are two
sc-smooth paths from the same starting points to the same end point, then the prop-
agation along φ 0 and φ 1 is the same, i.e.,
φ 0∗ o= φ
1
∗ o.

Having this theorem there are precisely two possible ways to orient the family
DET( f ,y), y∈ U˜∞, so that these orientations are related by propagation along paths.
Namely, we fix x and take for y ∈ U˜∞ a sc-smooth path φ : [0,1]→ U˜ , starting at x
and ending at y. Fixing an orientation ox of DET( f ,x), we define oy = φ∗ox. The def-
inition is independent of the choice of the path φ . At this point we have a map which
associates to a smooth point y ∈ U˜ , i.e. y ∈ U˜∞, an orientation oy of DET( f ,y). It
follows from Theorem 6.1 that if ψ is a sc-smooth path connecting y1 with y2, then
ψ∗oy1 = oy2 .
Definition 6.10. . Given a strong bundle P : Y → X over the tame M-polyfold X
and a sc-Fredholm section f , we call an open path connected neighborhood U˜(x)
of a smooth point x on which the local propagation construction can be carried
out an orientable neighborhood of ( f ,x). Any two of the possible orientations of
DET( f ,y) for y ∈ U˜∞, which have the propagation property, is called a continuous
orientation. 
In view of Theorem 6.1, given an sc-Fredholm section f of a strong bundle
P : Y → X over a tame X , for every ( f ,x) with x ∈ X∞, there exists an orientable
open neighborhood U˜(x). A suitable orientable neighborhood U˜(x) has precisely
two continuous orientations. Now we globalize the local propagation of orientation
constructions to a more global procedure. Let X be an M-polyfold and φ : [0,1]→ X
a sc-smooth map. We denote by [φ ] its sc-smooth homotopy class with end points
fixed. Associated with [φ ] we have the source s([φ ]) which is the starting point
φ(0) and the target t([φ ]) which is the end point φ(1). Given two sc-smooth ho-
motopy classes [φ ] and [ψ] satisfying t([φ ]) = s([ψ]), we define the composition
[ψ] ∗ [φ ] as the class of γ defined as follows. Take a smooth map β : [0,1]→ [0,2]
satisfying that β ([0,1/2]) = [0,1], β (0) = 0 and β (s) = 1 for s near 1/2. More-
over, β ([1/2,1]) = [1,2] and β (1) = 2. Then we define the sc-smooth path γ by
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γ(t) = φ(β (s)) for s ∈ [0,1/2] and γ(t) =ψ(β (s)) for s ∈ [1/2,1]. This way we ob-
tain a categoryPX whose objects are the smooth points in X and whose morphisms
x→ y are the homotopy classes [φ ] with source x and target y. The main result of
this section is described by the following theorem which is a consequence of the
local constructions.
Theorem 6.2. Let P : Y → X be a strong bundle over the tame M-polyfold X and f
a sc-Fredholm section. Then there exists a uniquely determined functor
PX
Γf−→ O f ,
which associates with the smooth point x the set Or fx , and with the sc-smooth ho-
motopy class [φ ] : x→ y a morphism Γf ([φ ]) : Or fx → Or fy , which has the following
property.
(∗) Given any smooth point x in X and an orientable open neighborhood U˜ =
U˜(x) the maps
φ∗ : Or fφ(0)→ Or
f
φ(1) and Γ
f ([φ ]) : Or fφ(0)→ Or
f
φ(1)
coincide for a sc-smooth path φ : [0,1]→ U˜ .
Proof. We consider the sc-smooth path φ : [0,1]→ X , fix t0 ∈ [0,1], and choose
an orientable neighborhood U˜(φ(t0)). Then we find an open interval I(t0) so that
an orientation ot for ( f ,φ(t)), where t ∈ I(t0)∩ [0,1], determines an orientation
for all s ∈ I(t0)∩ [0,1]. Now using the compactness of [0,1] and a finite covering,
we can transport a given orientation o0 of DET( f ,φ(0)) to an orientation o1 of
DET( f ,φ(1)). The map ±o0→±o1 is denoted by φ∗. By a covering argument one
verifies that the map φ∗ only depends on the homotopy class [φ ] for fixed end-points.
It is obvious that Γf is unique. 
Finally we can give two equivalent definitions of orientability of a sc-Fredholm
section.
Definition 6.11. A sc-Fredholm section f of the strong bundle P : Y → X over the
tame M-polyfold X is called orientable provided for every pair of smooth points x
and y in the same path component, the morphism Γf ([φ ]) does not depend on the
choice of the homotopy class [φ ] : x→ y. 
An equivalent version is the following.
Definition 6.12. Let f be a sc-Fredholm section of the strong bundle P : Y → X
over the tame M-polyfold X . Then f is called orientable if there exists a map which
associates with a point y ∈ X∞ an orientation oy of DET( f ,y) having the following
property. For every smooth point x there exists an orientable neighborhood U(x) for
which U∞(x) 3 y 7→ oy is one of the two continuous orientations. 
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Finally we define an orientation of the sc-Fredholm section as follows.
Definition 6.13 (Orientation of sc-Fredholm sections). Let P : Y → X be a strong
bundle over the tame M-polyfold X and assume that f is a sc-Fredholm section.
An orientation o f for f is a map which associates with every smooth point y ∈ X
an orientation o fy of DET( f ,y) such that, for every smooth point x and orientable
neighborhood U =U(x), the restriction o f |U∞ is one of the two possible continuous
orientations. 
We close this subsection with a general result.
Theorem 6.3. We assume that P : Y → X is a strong bundle over the tame M-
polyfold X. Let f be a proper sc-Fredholm section such that for every x ∈ X solving
f (x) = 0 the pair ( f ,x) is in general position to the boundary ∂X. Suppose o f is an
orientation for f . Then the solution set S = f−1(0) is a smooth compact manifold
with boundary with corners possessing a natural orientation.
Proof. We already know from the transversality discussion that S is a compact man-
ifold with boundary with corners. If x ∈ S, then ker( f ′(x)) = TxS and because f ′(x)
is surjective, every tangent space TxS is oriented by o
f
x . Since o f has the local con-
tinuation property, one verifies that the differential geometric local prolongation of
the orientation on S is the same as the Fredholm one. 
If f is not generic to start with, we have to take a small perturbation s supported near
the zero set of f , so that the solution set S f+s has a natural orientation coming from
o f since det(( f + s)′(x)) has an orientation coming from DET( f ,x) for x ∈ S f+s.
Remark 6.4. If ( f ,o) is an oriented Fredholm section of the strong bundle P : Y → X
and s is a sc+-section of Y → X× [0,1], then the sc-Fredholm section f̂ , defined on
X × [0,1] by f̂ (x, t) = f (x)+ s(x, t) ∈ Y , has a natural orientation associated with
o and the standard orientation of [0,1]. We choose a local sc+-section t near the
smooth point x satisfying t(x) = f (x) and consider the orientation ox of det(( f −
t)′(x)), where L = ( f − t)′(x) : TxX → Yx. Taking the vector h = (a1 ∧ . . .∧ an)⊗
(b1∧ . . .∧bl)∗ determining the orientation of L, we orient
L˜ : T(x,t)(X× [0,1])→ Yx, (a,b)→ La
by the vector h˜ = (a1∧ . . .∧an∧e)⊗ (b1∧ . . .∧bl)∗, where the vector e defines the
standard orientation of [0,1]. The linear map L˜ belongs to the linearization space of
f̂ at (x, t), so that the latter obtains an orientation.
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6.6 Invariants
We consider the oriented and proper sc-Fredholm section ( f ,o) of the strong bun-
dle P : Y → X over the tame M-polyfold X admitting sc-smooth bump functions.
The solution set S = {x ∈ X | f (x) = 0} is compact. If N is an auxiliary norm on
P we know from the perturbation and transversality result, Theorem 5.6, that there
exists an open neighborhood U ⊂ X of S such that for every sc+-section s of P
which is supported in U and satisfies N(s(x)) ≤ 1 for all x ∈ X , the solution set
S f+s = {x ∈ X | f (x) + s(x) = 0} is compact. Moreover, there exist distinguished
such sc+-sections having the additional property that, for all x ∈ S f+s, the pair
( f + s,x) is in general position to the boundary ∂X . Its solution set is a compact
manifold with boundary with corners and, as we have seen above, possesses a nat-
ural orientation induced from the orientation o of the sc-Fredholm section f . In the
following theorem we shall call these distinguished sc+-sections s admissible for
the pair (N,U).
In Section 4.4 we have introduced the differential algebra Ω ∗∞(X ,∂X) = Ω ∗∞(X)⊕
Ω ∗−1∞ (∂X). Its differential d(w,τ) = (dω, j∗w− dτ), in which j : ∂X → X is the
inclusion map, satisfies d ◦ d = 0 and we denote the associated cohomology by
H∗dR(X ,∂X).
Theorem 6.4. Let P : Y → X be a strong bundle over the tame M-polyfold X. We
assume that X admits sc-smooth bump functions. Then there exists a well-defined
map which associates with a proper and oriented sc-Fredholm section ( f ,o) of the
bundle P a linear map
Ψ( f ,o) : H∗dR(X ,∂X)→ R
having the following properties.
(1) If N is an auxiliary norm on P and s a sc+-section of P which is admissible
for the pair (N,U), then the solution set S f+s = {x ∈ X | f (x)+ s(x) = 0} is an
oriented and compact manifold with boundary with corners, and
Ψ( f ,o)([ω,τ]) =
∫
S f+s
ω−
∫
∂S f+s
τ,
holds for every cohomology class [ω,τ] in H∗dR(X ,∂X). The integrals on the
right-hand side are defined to be zero, if the dimensions of the forms and mani-
folds do not agree.
(2) For a proper and oriented homotopy between two oriented sc-Fredholm sections
( f0,o0) and ( f1,o1) of the bundle P we have the identity
Ψ( f0,o0) =Ψ( f1,o1).
Proof. (1) The properness of the sc-Fredholm section f implies the compactness of
its solution set S f = {x ∈ X | f (x) = 0}. If N is an auxiliary norm N, then there exist,
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by Theorem 5.6, an open neighborhood U ⊂ X of S f and a sc+-section of s0 of P
which is admissible for the pair (N,U) such that the solution set S0 = S f+s0 = {x ∈
X | f (x)+ s0(x) = 0} is, in addition, an oriented compact manifold with boundary
with corners of dimension n= dimS f+s0 = ind( f
′(x)) for x∈ S f+s0 . The orientation
( f ,o) induces an orientation on S f+s and its local faces. We define the map Ψ( f ,o)
by
Ψ( f ,o)([ω,τ]) :=
∫
S f+s0
ω−
∫
∂S f+s0
τ (6.13)
for a cohomology class [ω,τ] in H∗dR(X ,∂X). The integrals on the right-hand side
are defined to be zero if the dimensions of the forms and manifolds do not agree.
In order to verify that the definition (6.13) does not depend on the choice of admissi-
ble section s0, we take a second sc+-section s1 admissible for the pair (N,U) so that
the solution set S1 = S f+s1 = {x ∈ X | f (x)+ s1(x) = 0} is a compact oriented man-
ifold with boundary with corners. As explained in Remark 5.5, there exists a proper
sc+- homotopy st connecting s0 with s1 such the sc-Fredholm section F , defined on
X× [0,1] by F(x, t)= f (x)+st(x), is in general position to the boundary of X× [0,1]
for every (x, t) in the solution set SF = {(x, t) ∈ X× [0,1] | f (x)+ st(x) = 0}, which
is an oriented compact manifold with boundary with corners, whose orientation is
induced from the orientation o of f and the standard orientation of [0,1]. We recall
that [ω,τ] satisfies dω = 0 and j∗ω = dτ on ∂X where j : ∂X → X is the inclu-
sion map. Extending ω to the whole space X × [0,1], we introduce the form ω on
X× [0,1] by
ω = p∗1ω ∧ p∗2dt,
where p1 : X × [0,1]→ X and p2 : X × [0,1]→ [0,1] are the sc-projection maps. It
follows that dω = 0 and ω|∂X × [0,1] = dτ , where dτ = p∗1(dτ)∧ p∗2dt. The maps
pi for i = 1,2 are the restrictions of pi to ∂X× [0,1]. By Stokes theorem,∫
SF
dω =
∫
∂SF
ω = 0.
We decompose the boundary ∂SF of the manifold SF into
∂SF = S0∪S1∪ S˜,
where S0 ⊂ ∂X ×{0}, S1 ⊂ ∂X ×{1}, and S˜ ⊂ ∂X × (0,1), as illustrated in Figure
6.1.
Hence,
0 =
∫
∂SF
ω =
∫
∂SF
dτ,
and we compute the two integrals, taking the orientations into account,
0 =
∫
∂SF
ω =
∫
S0
ω−
∫
S1
ω−
∫
S˜
ω.
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X×{0} X×{1}
S˜
S0 S1
∂S0 ∂S1
Fig. 6.1
Integration of dτ over ∂SF using Stokes theorem gives
0 =
∫
∂SF
dτ =
∫
S0
dτ−
∫
S1
dτ+
∫
S˜
ω
=
∫
∂S0
τ−
∫
∂S1
τ+
∫
S˜
ω.
Comparing the integrals, we obtain∫
S0
ω−
∫
∂S0
τ =
∫
S1
ω−
∫
∂S1
τ,
which shows that the definition (6.13) does indeed not depend on the choice of the
distinguished section s0.
The formula in (2) is verified by the same homotopy argument as in (1). 
In the special situation ∂X = /0 of no boundary, the map Ψ( f ,o) : HndR(X)→ R is
defined by
Ψ( f ,o)([ω]) =
∫
S f+s
ω
for [ω] ∈ HndR(X), if n is equal to the index of the sc-Fredholm section f , and zero
otherwise.
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6.7 Appendix
6.7.1 Proof of Lemma 6.1
The goal is to prove that given an exact sequence
E : 0→ A α−→ B β−→C γ−→ D→ 0
there is a well-defined natural isomorphism ΦE : λ (A)⊗λ ∗(D)→ λ (B)⊗λ ∗(C).
Proof (Lemma 6.1). Recalling the exact sequence
E : 0→ A α−→ B β−→C γ−→ D→ 0,
we choose linear subspaces V ⊂ B and W ⊂C such that
B = α(A)⊕V and C = β (B)⊕W
and denote this choice of subspaces by (V,W ). The maps
βV : V → β (B) and γW : W → D
are isomorphisms and β (B) = β (V ) by exactness. Fixing the basis a1, . . . ,an of A
and d1, . . . ,dl of D, we choose any basis b1, . . . ,bm−n of V ⊂ B and define the basis
c1, . . . ,cm−n of β (B) ⊂ C by ci = βV (bi), and define the basis c′1, . . . ,c′l of W by
γW (c′i) = di.
In order to show that the vector
(α(a1)∧ . . .∧α(an)∧b1∧ . . .∧bm−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗
does not depend on the choice of the basis b1, . . . ,bm−n of V , we choose a second
basis b1, . . . ,bm−n of V , so that there is a linear isomorphism σ : V → V mapping
one basis into the other by b = σ(b). Hence
b1∧ . . .∧bm−n = det(σ) ·b1∧ . . .∧bm−n,
where det(σ) is the usual determinant of the linear map σ . The associated basis
c1, . . . ,cm−n of β (B) is then defined by ci = βV (bi). The two basis ci and ci of β (B)
are therefore related by the isomorphism
βV ◦σ ◦β−1V : β (B)→ β (B)
and consequently,
c1∧ . . .∧ cm−n = det(βV ◦σ ◦β−1V )c1∧ . . .∧ cm−n = det(σ)c1∧ . . .∧ cm−n.
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From this we obtain
(α(a1)∧ . . .∧α(an)∧ b¯1∧ . . .∧bm−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗
= det(σ)(α(a1)∧ . . .∧α(an)∧b1∧ . . .∧bm−n)
⊗ 1
det(σ)
(c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗,
so that the basis change has indeed no influence.
Next we replace the basis a1, . . . ,an of A by the basis a1, . . . ,an by means of the
linear isomorphism σ : A→ A and replace the basis d1, . . . ,dl of D by the basis
d¯1, . . . , d¯l by means of the isomorphism ε : D→ D. Then
(a1∧ . . .∧an)∧ (d1∧ . . .∧dl)∗ = det(τ)det(ε) · (a1∧ . . .∧an)∧ (d1∧ . . .∧dl)
∗,
and the vector (a1 ∧ . . .∧ an)∧ (d1 ∧ . . .∧ dl)∗ is independent of the choices of the
basis if and only if det(τ) = det(ε). So far, the definition of ΦE could only depend
on the choice of the complements (V,W ).
So, we assume that (V,W ) and (V ′,W ′) are two choices. We assume that a1, . . . ,an
and d1, . . . ,dl are fixed bases for A and D, respectively. Now fixing any basis
b1, . . . ,bm−n of V , we find vectors q1, . . . ,qm−n of α(A) such that b1, . . . ,bm−n with
bi = bi + qi is a basis of V ′. We define ci ∈W by γW (ci) = di. Then we choose
pi ∈ β (C) so that ci = ci + pi ∈W ′ and γW ′(ci) = di. Now we use the fact that for
(V,W ) and (V ′,W ′) other choices do not matter. Using that q j is a linear combina-
tion of α(a1), . . . ,α(an) and p j a linear combination of c′1, . . . ,c
′
l , it follows that
(α(a1)∧ . . .∧α(an)∧b1∧ . . .∧bm−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗
= (α(a1)∧ . . .∧α(an)∧b1∧ . . .∧bm−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗,
which completes the proof that ΦE is well-defined. 
6.7.2 Proof of Proposition 6.5
Proof (Proof of Proposition 6.5). Let P,Q ∈ ΠT , P ≤ Q, and recall the exact se-
quence
E (T,Q) : 0→ ker(T )
jQT−→ ker(QT ) Φ
Q
T−−→ F/R(Q) pi
Q
T−→ coker(T )→ 0.
By definition of the determinant, h ∈ det(T ) is of the form
h = (a1∧, . . . ,∧an)⊗ ((d1+R(T ))∧ . . .∧ (dl +R(T )))∗,
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where a1, . . . ,an is a basis of ker(T ) and d1 + R(T ), . . . ,dl + R(T ) is a basis of
F/R(T ) satisfying di ∈ R(I −Q). The latter condition can be achieved since, by
definition of ΠT , R(QT ) = R(Q). We choose the vectors b1, . . . ,bm in ker(QT ) so
that a1, . . . ,an,b1, . . . ,bm form a basis of ker(QT ) and take the linearly independent
vectors T (b1)+R(Q), . . . ,T (bm)+R(Q) in F/R(Q). By definition of the isomor-
phism γQT : detT → det(QT ),
γQT (h)
= (a1∧ . . .∧an∧b1∧ . . .∧bm)⊗
((d1+R(Q))∧ . . .∧ (dl +R(Q))∧ (T (b1)+R(Q))∧ . . .∧ (T (bm)+R(Q)))∗.
We note that
T (a1) = . . .= T (an) = 0 and QT (b1) = . . .= QT (bm) = 0. (6.14)
Next we consider the exact sequence
0→ ker(QT ) j
P
QT−−→ ker(PT ) Φ
P
QT−−→ F/R(P) pi
P
QT−−→ coker(QT )→ 0.
In order to compute γPQT (γ
Q
T (h)) we take as basis of ker(QT ) the vectors
a1, . . . ,an,b1, . . . ,bm,
and as basis of F/R(Q) the vectors
d1+R(Q), . . . ,dl +R(Q),T (b1)+R(Q), . . . ,T (bm)+R(Q).
Since ker(QT ) ⊂ ker(PT ), we choose the vectors b˜1, . . . , b˜k in ker(PT ) so that
a1, . . . ,an,b1, . . . ,bm, b˜1, . . . , b˜k form a basis of ker(PT ). We define
αP = a1∧ . . .∧an∧b1∧ . . .∧bm∧ b˜1∧ . . .∧ b˜k,
and note that piPQT (di+R(P)) = (I−P)di+R(Q) = di+R(Q). The vectors
d1+R(P), . . . ,dl +R(P), T (b1)+R(P), . . . ,T (bm)+R(P),
QT (b˜1)+R(P), . . . ,QT (b˜k)+R(P)
are a basis of F/R(P) and we abbreviate their wedge product by βP, so that
γPQT (γ
Q
T (h)) = α
P⊗ (βP)∗.
Recall that di = (I−Q)di and (I−Q)T (bi) = T (bi) for i = 1, . . . ,m. Abbreviating
[d] = d + R(P), the projection Q : F → F induces the projection Q˜ : F/R(P) →
F/R(P), defined by [d] 7→ [Qd]. Then (I− Q˜)[d] = [(I−Q)d], and therefore
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F/R(P) = ker(Q˜)⊕ker(I− Q˜).
The vectors
[d1], . . . , [dl ], [T (b1)], . . . , [T (bm)] ∈ ker(Q˜), [QT (b˜1)], . . . , [QT (b˜k)] ∈ ker(I− Q˜)
form a basis for F/R(P). By the standard properties of the wedge product,
βP = [d1]∧ . . .∧ [dl ]∧ [T (b1)]∧ . . .∧ [T (bm)]∧ [QT (b˜1)]∧ . . .∧ [QT (b˜k)]
= [d1]∧ . . .∧ [dl ]∧ [T (b1)]∧ . . .∧ [T (bm)]∧ [T (b˜1)]∧ . . .∧ [T (b˜k)].
Hence we arrive for the composition γPQT ◦ γQT at the formula
γPQT (γ
Q
T (h))
= αP⊗ ([d1]∧ . . .∧ [dl ]∧ [T (b1)]∧ . . .∧ [T (bm)]∧ [T (b˜1)]∧ . . .∧ [T (b˜k)])∗.
Next we compute γPT (h). In order to do so we start with the basis a1, . . . ,an of ker(T )
and extend it to a basis of ker(PT ) by choosing b1, . . . ,bm, b˜1, . . . , b˜k. The wedge of
all these vectors is αq. For F/R(T ) we have the basis d1 + R(T ), . . . ,dl + R(T ).
Recall that (I−Q)di = di so that di ∈ ker(Q˜). Further,
piPT (di+R(P)) = (I−P)di+R(T )
= (I−P)(I−Q)di+R(T )
= (I−Q)di+R(T )
= di+R(T ).
Then we take the basis of F/R(P) formed (with the previous convention) by the
vectors
[d1], . . . , [dl ], [T (b1)], . . . , [T (bm)], [T (b˜1)], . . . , [T (b˜k)],
and note that their wedge product is equal to βP. By definition,
γPT (h) = α
P⊗ (βP)∗,
which agrees with γPQT ◦ γQT (h). The proof of Proposition 6.5 complete. 

Part II
Ep-Groupoids
The basic notion in Part II is that of an ep-groupoid. It generalizes the classical no-
tion of an e´tale proper Lie groupoid to the polyfold setup. From the view point of
Fredholm theory it allows to efficiently describe problems with local symmetries.
Different ep-groupoids can be used to describe the same problem and it useful to
understand the relationship between various descriptions. This is discussed in the
context of equivalences of categories and localization and leads to the introduc-
tion of the notion of a generalized isomorphism. An important topic is the study of
branched ep+-subgroupoids which naturally arise as solution spaces of sc-Fredholm
section functors. Another topic important in applications is concerned with proper
covering functors. The discussion ends with the study of the various notions and
their behavior under generalized isomorphisms and the introduction of a new kind
of space called a polyfold. In some sense it generalizes the notion of an orbifold
with boundary and corners to the world of a generalized differential geometry based
on sc-smooth retracts. This basic ideas in the part are based on the paper [38]
Chapter 7
Ep-Groupoids
An ep-groupoid is the generalization of an e´tale proper Lie groupoid to the sc-
smooth world. Philosophically it should be viewed as a generalization of an atlas
(in the theory of manifolds) in two different ways. It generalizes smoothness to
sc-smoothness and introduces geometric structures beyond manifolds. The devel-
opment of the present part of the theory is quite parallel to parts of the theory Lie
groupoids, see [56]. Many of the ideas about Lie groupoids and their importance go
back to Haefliger, [23, 24, 25, 26].
7.1 Ep-Groupoids and Basic Properties
We start with the notion of a groupoid following the expositions in [56]-[57] and
recall that a small category is a category whose object class as well as the morphism
class are sets.
Definition 7.1 (Groupoid). A groupoid X = (X ,X ) is a small category consisting
of the set X of objects, denoted by x, and the set X of morphisms (arrows) which are
assumed to be invertible, and the following five structure maps (s, t,m,u, i).
(1) Source and target maps s and t. The source and the target maps s, t : X → X
assign to every morphism φ : x→ y in X its source s(φ) = x and its target t(φ) =
y.
(2) Multiplication map m. The associative multiplication (composition) map
m : X s×tX → X , m(φ ,ψ) = φ ◦ψ
is defined on the fibered product
X s×tX = {(φ ,ψ) ∈ X ×X |s(φ) = t(ψ)}
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so that if ψ : x→ z and φ : z→ y, then φ ◦ψ : x→ y.
(3) Unit map u. For every object x ∈ X there exists the unit morphism 1x : x→ x in
X , which is a 2-sided unit for the composition, that is φ ◦1x = φ and 1x ◦ψ = ψ
for all morphisms φ ,ψ ∈ X satisfying s(φ) = x = t(ψ). These unit morphisms
together define the unit map
u : X → X , u(x) = 1x.
(4) Inverse map ι . For every morphism φ : x → y in X there exists the inverse
morphism φ−1 : y→ x which is a 2-sided inverse (isomorphism), that is φ ◦φ−1 =
1y and φ−1 ◦φ = 1x. These inverses together define the inverse map
ι : X → X , ι(φ) = φ−1.

Rather than writing (X ,X ) for a groupoid we shall often write simply X . With
mor(x,y)⊂X we shall abbreviate the set of all morphisms φ ∈X satisfying s(φ) = x
and t(φ) = y. The orbit space of the groupoid (X ,X ), denoted by
|X |= X/∼,
is the quotient of the set of objects by the equivalence relation defined by x∼ y if and
only if there exists a morphism φ : x→ y between the two objects. The equivalence
class will be denoted by
|x| := {y ∈ X |y∼ x},
and we have the quotient map
pi : X → |X |, pi(x) = |x|.
Definition 7.2 (Isotropy group Gx). For fixed x ∈ X we denote by Gx the isotropy
group (stabilizer group) of x defined by
Gx = {φ ∈ X |φ : x→ x}.

The crucial concept of ep-groupoids defined next can be viewed as M-polyfold ver-
sion of e´tale and proper Lie groupoids discussed f.e. in [56] and [57]. The ideas in
the classical case go back to A. Haefliger, [23, 24, 25, 26].
Definition 7.3 (Ep-groupoid). An ep-groupoid X = (X ,X ) consists of a groupoid
equipped with M-polyfold structures on the object set and the morphism set X hav-
ing the following properties.
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(1) (etale´). The source and target maps s, t : X → X are local sc-diffeomorphisms.
(2) The unit map u and the inverse map ι are sc-smooth.
(3) (Properness). Every point x ∈ X possesses an open neighborhood V (x) of x in
X such that the map
t : s−1
(
clX (V (x))
)→ X
is proper.
Since s is a local sc-diffeomorphism, the fibered product X s×tX is in a natural way
a M-polyfold in view of Lemma 2.8 in [38] and we require
(4) The multiplication map m : X s×tX → X is sc-smooth.
In particular, all the structure maps (s, t,m,u, i) are sc-smooth maps. 
Since s, t : X → X are local sc-diffeomorphism, every morphism φ : x→ y of an ep-
groupoid has an extension to a local sc-diffeomorphism φ̂ satisfying φ̂(x) = y which
is defined as follows. There exist open neighborhoods U (φ)⊂ X and U(x),U(y)⊂
X such that s : U (φ)→U(x) and t : U (φ)→U(y) are sc-diffeomorphisms, and the
local sc-diffeomorphism φ̂ is defined by
φ̂ = t ◦ (s|U (φ))−1 ◦U(x)→U(y).
We also note that in the case that φ is smooth, i.e. φ ∈ X∞, there is an associated
sc-isomorphism
Tφ : Ts(φ)X → Tt(φ)
defined by Tφ := T φ̂(x). More generally we have T φ̂ : TU(s(φ))→ TU(t(φ)). We
note that Tφ can be defined for φ on level at least 1 and will give a bounded linear
isomorphism on level 0. Only in the case that it is smooth Tφ will be an sc-operator.
Definition 7.4. Associated to a smooth morphism φ we have the so-called associ-
ated local sc-diffeomorphism φ̂ , as well as its tangent Tφ . 
We point out that the above properness assumption in the definition of an ep-
groupoid is different from the properness notion in the classical Lie-groupoids
which requires that the map (s, t) : X → X × X is proper. The latter requirement
is too weak for some of our constructions.
The M-polyfolds X and X are equipped with a filtration,
X = X0 ⊃ X1 ⊃ X2 ⊃ . . .⊃ X∞ =
⋂
k≥0
Xk,
and a similar filtration on the morphism set X. The set X∞ is dense in every space
Xk. If x belongs to the M-polyfold X , we denote by ml(x) ∈ N∪ {∞} the largest
non-negative integer m or ∞ such that x ∈ Xm. Here N = {0,1,2,3, ..}. Since in an
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ep-groupoid (X ,X ) the source and the target maps are local sc-diffeomorphisms and
therefore preserve by definition the levels, we conclude that
ml(x) = ml(y) = ml(φ)
for every morphism φ : x→ y in X . Consequently, the above filtration on the M-
polyfold X induces the filtration
|X |= |X0| ⊃ |X1| ⊃ . . .⊃ |X∞|=
⋂
k≥0
|Xk|
on the orbit space |X |= X/∼.
For the ep-groupoid (X ,X ) the degeneracy maps dX : X → N and dX : X → N
are both defined. By Proposition 2.7, these indices are invariant under local sc-
diffeomorphisms and we deduce that
dX (s(φ)) = dX (φ) = dX (t(φ))
for every morphism φ ∈ X . In particular,
dX (x) = dX (x′) if x∼ x′,
so that we obtain the non-degeneracy index on the orbit space |X | as follows.
Definition 7.5 (Induced index d|X |). The induced degeneracy index d|X | : |X |→N
is defined by
d|X |(|x|) = dX (x).

Definition 7.6 (Tame ep-groupoid). The ep-groupoid (X ,X ) is called tame if the
object space X is a tame M-polyfold as introduced in Definition 2.19. 
In a tame ep-groupoid (X ,X ) not only X is a tame M-polyfold but also X is a tame
M-polyfold. This follows from the facts that X is locally sc-diffeomorphic by s to X
and the tameness condition is invariant under local sc-diffeomorphisms.
Definition 7.7 (Category EP). By EP we denote the category whose objects are
the ep-groupoids and whose morphisms f : (X ,X )→ (Y,Y ) are the functors which
are sc-smooth maps between the object spaces as well as the morphism spaces. 
Actually, it is sufficient to require that the functor f is sc-smooth between the object
spaces X → Y because the sc-smoothness of f : X → Y follows again from the
properties of the source map s : X → X as follows. Given φ ∈ X and f (φ) = ψ ∈
Y there exist open neighborhoods U (φ), U (ψ), U(s(φ)), and U(s(ψ)) satisfying
f (U(s(φ)))⊂U(s(ψ)) and f (U (φ))⊂U (ψ). Moreover, s : U (φ)→U(s(φ)) and
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s : U (ψ)→U(s(ψ)) are sc-diffeomorphisms. Therefore, the claim follows from the
formula
f (γ) = (s|U (ψ))−1( f (s(γ)))
for all γ ∈U (φ).
We equip the orbit space |X | with the quotient topology, i.e. the finest topology for
which the projection pi : X → |X |, x→ |x|, is continuous. A subset V of |X | is open
if and only if the set of all objects x ∈ X which belong to a class in V is open, i.e.,
pi−1(V ) is open in X .
Proposition 7.1 (Openness of pi). Let (X ,X ) be an ep-groupoid and assume that
the orbit space |X | is equipped with the quotient topology. Then the projection map
pi : X → |X | is open.
Proof. Let U be an open subset of X . Then pi(U) ⊂ |X | is open if and only if
pi−1(pi(U)) is open in X . A point y ∈ X belongs to pi−1(pi(U)) if and only if there
exist x ∈U and φ ∈ X satisfying s(φ) = x and t(φ) = y. From the property (1) of an
ep-groupoid we conclude that there exist open neighborhoods V (φ), V (x) and V (y)
such that
s : V (φ)→V (x) and t : V (φ)→V (y)
are sc-diffeomorphisms. We can choose an open neighborhood O(y) ⊂ V (y) such
that s◦ (t|V (φ))−1(O(y)) is an open neighborhood of x contained in U . This shows
that O(y)⊂ pi−1(pi(U)), which implies, since y was arbitrary in pi−1(pi(U)), that the
set pi−1(pi(U)) is open in X . 
Proposition 7.2 (Countable neighborhood basis). Let X be an ep-groupoid and
let |X | be equipped with the quotient topology T . Then every point z ∈ |X | has a
countable basis of open neighborhoods (Vk), which can be chosen in a monotone
way,
z ∈Vk ⊂Vk−1 ⊂ . . .⊂V1 for all k.
Proof. For z ∈ |X | we choose x ∈ X satisfying pi(x) = z. Since X is metrizable,
in view of Theorem 2.2 we can fix a metric and take the monotone sequence
Uk = BX1/k(x) of open balls. Then the monotone sequence Vk = pi(Uk) of open neigh-
borhoods is the desired countable neighborhood basis of z. 
Proposition 7.3 (Local closure relation). Let X be an ep-groupoid. Then for every
z ∈ |X | and every representative x ∈ X of z there exists an open neighborhood U of
x in X such that for every subset A⊂U the equality
pi(clX (A)) = cl|X |(pi(A))
holds.
Proof. We take an open neighborhood U of x representing z so that pi(x) = z, which
has the property that the map t : s−1(clX (U))→ X is proper. If A is a subset of
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U , then clX (A) ⊂ clX (U) and obviously pi(clX (A)) ⊂ cl|X |(pi(A)). To verify the re-
versed inclusion we let z′ ∈ cl|X |(pi(A)). In this case every open neighborhood of
z′ intersects pi(A) and we have to show that z′ ∈ pi(clX (A)). We choose a represen-
tative y ∈ X for z′ and take a monotone countable neighborhood basis (Vk) for z′
constructed from such a basis (Ok) for y, i.e. Vk = pi(Ok). By assumption, we find
sequences (xk)⊂ A and (yk)⊂ X , yk ∈ Ok, so that there exists a sequence (φk)⊂ X
satisfying s(φk) = xk and t(φk) = yk. Clearly,
t(φk) = yk→ y in X .
Using that A ⊂U , the properness assumption implies, after perhaps taking a sub-
sequence, the convergence φk → φ in X . Hence xk = s(φk)→ s(φ) =: a′ ∈ clX (A)
and yk = t(φk)→ t(φ). Since yk → y, we conclude that φ : a′ → y, proving that
z′ = pi(y) = pi(a′) ∈ pi(clX (A)). This completes the proof. 
We should point out that we refer to the “arrows” φ : x→ y usually as to morphisms,
but note that by the invertibility assumption they are all isomorphisms. If we want
to stress the latter we call the arrow φ the isomorphism φ between x and y.
Lemma 7.1. Assume that x,x′ ∈ X and that U(x′) is an open neighborhood of x′
such that the map t : s−1(clX (U(x′))→ X is proper. Then there exist only finitely
many morphisms ψ satisfying s(ψ) = x and t(ψ) ∈U(x′).
Proof. Arguing by contradiction there exists an infinite sequence of distinct mor-
phisms ψn : s(ψn)→ x where s(ψn) ∈U(x′). The properness of the map
t : s−1(clX (U(x′))→ X
implies the convergence of a subsequence of (ψn) to the morphism ψ : s(ψ)→ x
where s(ψ) ∈ s−1(clX (U(x′)). The target map t is a local sc-diffeomorphism and
therefore we find open neighborhoods V (x) and V (ψ) such that t : V (ψ)→V (y) is
a sc-diffeomorphism. Consequently, for large n and m 6= n, ψn and ψm ∈V (ψ) and
t(ψn) = t(ψm) = x imply that ψn = ψm. This contradicts the assumption ψn 6= ψm if
n 6= m and proves the lemma. 
As a consequence we have the following proposition.
Proposition 7.4 (Finiteness of Isotropy Group). Let X be an ep-groupoid and x
an object in X. Then the isotropy group Gx is finite. 
If x and y are isomorphic the associated isotropy groups are isomorphic as well.
In general, there is no canonical identification of Gx with Gy. Any identification
depends on an initial choice of isomorphism φ : x→ y and is given by
Gx→ Gy, g 7→ φ ◦g◦φ−1.
7.1 Ep-Groupoids and Basic Properties 231
A basic result from [38], Theorem 2.3, describes the following local structure of an
ep-groupoid.
Theorem 7.1 (Natural representation of Gx). Let X be an ep-groupoid and x an
object with the isotropy group G=Gx. Then for every open neighborhood V of x we
find an open neighborhood U ⊂V of x, a group homomorphism Φ : G→Diffsc(U),
g 7→Φ(g), and a sc-smooth map Γ : G×U → X such that the following holds.
(1) Γ (g,x) = g.
(2) s(Γ (g,y)) = y and t(Γ (g,y)) =Φ(g)(y) for all y ∈U and g ∈ G.
(3) If h : y→ z is a morphism between points in U, then there exists a unique element
g ∈ G satisfying Γ (g,y) = h, i.e.,
Γ : G×U →{φ ∈ X |s(φ) and t(φ) ∈U}
is a bijection.

We shall refer to (Φ ,Γ ) as the data for the natural representation of Gx. The proof
is a slight modification of the proof in [38] and will be given for the convenience of
the reader in Appendix 7.5.1.
In the following we shall often abbreviate the group action of the isotropy group
G = Gx on U by
g∗ y =Φ(g)(y) if g ∈ G and y ∈U .
We now discuss informally some of the consequences of Theorem 7.1. To fill in the
details the reader might consult the proof in Appendix 7.5.1. If x ∈ X , and if U(x) =
U ⊂ X is the open neighborhood of x guaranteed by Theorem 7.1, we introduce the
set of morphisms
U (x) = {φ ∈ X |s(φ) and t(φ) ∈U(x)}.
The pair (U(x),U (x)) is the full subcategory of (X ,X ) associated with U(x). By
the properness property of an ep-groupoid we can choose U(x) so small that U (x)
fits into an arbitrarily small open neighborhood of the finite group Gx ⊂ X . Using
that s is a local sc-diffeomorphism, we choose the connected open neighborhood
U(x)⊂ X so small that U (x) splits into #Gx-many (disjoint) connected components
enumerated by the group elements g ∈ Gx so that
U (x) = unionsqg∈GxU (g)
and, moreover, the source and target maps
s, t : U (g)→U(x)
are sc-diffeomorphisms. We introduce the category
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GxnU(x) := (U(x),Gx×U(x)),
called the translation groupoid associated with x and U(x), and defined as follows.
We abbreviate
U =U(x) and G = Gx.
The object set of the category GnU = (U,G×U) consists of the points in U , and
the morphism set consists of the pairs (g,y) ∈G×U . The space G×U has a natural
M-polyfold structure as the finite disjoint union of copies of the M-polyfold U . The
source and the target maps s, t : G×U →U are defined as
s(g,y) = y and t(g,y) =Φ(g)(y).
The composition of the morphisms (g,y) and (h,z) ∈G×U satisfying y= s(g,y) =
t(h,z) =Φ(h)(y) is defined by
(g,y)◦ (h,z) = (g◦h,z) ∈ G×U.
Using the proof of Theorem 7.1 one verifies that the category GnU is an ep-
groupoid. The natural functor
Γ : GnU = (U,G×U)→ (X ,X )
between the two categories maps, on object level, y ∈U to y ∈ X and, on the mor-
phism level, the morphism (g,y)∈G×U into the unique morphism Γ (g,y)∈ X . By
property (3) of Theorem 7.1 the functor Γ is full and faithful (fully faithful). Full
requires, that for two objects y and z in GnU , the functor Γ induces a surjection
between the morphisms sets of morphisms y→ z,
morGnU (y,z)→morX (y,z).
Faithful means that these maps are injective. The image of the functor Γ is the full
subcategory (U(x),U (x)) of (X ,X ). Hence Γ identifies the translation groupoid
GxnU(x) with the category (U(x),U (x)).
Fixing x∈X , we choose as before a sufficiently small connected open neighborhood
U(x) in which we have the natural Gx-action Φ , and the associated set U (x) of mor-
phisms, which is the disjoint union of the connected open neighborhoods U (g)⊂ X
for g ∈ Gx. By property (3) of Theorem 7.1, for a given morphism φ ∈U (x) there
exists a unique h ∈ Gx satisfying φ ∈U (h), and
φ = Γ (h,s(φ)) and t(φ) =Φ(h)(s(φ)).
Abbreviating the group action of Gx by
g∗ z :=Φ(g)(z), g ∈ Gx,z ∈U(x),
we define the map
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Φ̂ : Gx→ Diffsc(U (x))
by
Φ̂(g)(φ) = Γ
(
g◦h◦g−1,g∗ (s(φ))) ∈U (g◦h◦g−1)
if φ ∈U (h). By property (2) of Theorem 7.1, s(Φ̂(g)(φ)) = g∗ s(φ) and
t(Φ̂(g)(φ)) = (g◦h◦g−1)∗ (g∗ s(φ)) = g∗ (h∗ (s(φ))) = g∗ t(φ).
If g′ ∈ Gx, we compute
Φ̂(g′)
(
Φ̂(g)(φ)
)
= Φ̂(g′)(Γ (g◦h◦g−1,g∗ s(φ)))
= Γ
(
g′ ◦ (g◦h◦g−1)◦ (g′)−1,g′ ∗ (g∗ s(φ)))
= Φ̂(g′ ◦g)(φ).
For 1x ∈Gx we obtain Φ̂(1x)(φ) = φ for all φ ∈U (x). Therefore, the map Φ̂ : Gx→
Diffsc(U (x)) is a group homomorphism satisfying
Φ̂(g)(U (h)) =U (g◦h◦g−1)
for all g,h ∈ Gx. Moreover,
s(Φ̂(g)(φ)) =Φ(g)(s(φ)) and t(Φ̂(g)(φ)) =Φ(g)(t(φ)).
To sum up the discussion, we can choose a small connected neighborhood U(x)⊂ X
such that U (x) is the disjoint union of the connected open subsets U (g) ⊂ X for
g ∈ Gx, and for g,h ∈ Gx the sc-diffeomorphism Φ̂(g) : U (x)→U (x) induces the
commutative diagrams of sc-diffeomorphisms
U (h) s−−−−→ U(x)
Φ̂(g)|U (h)
y Φ(g)y
U (g◦h◦g−1) s−−−−→ U(x)
U (h) t−−−−→ U(x)
Φ̂(g)|U (h)
y Φ(g)y
U (g◦h◦g−1) t−−−−→ U(x)
The following proposition extends the theorem about natural actions of isotropy
groups.
Proposition 7.5. Let (X ,X ) be an ep-groupoid and Y = {y1, . . . ,yk} a finite set of
distinct objects in X which are mutually isomorphic. Denote by Y = (Y,Y ) the full
subcategory associated with Y whose morphism set is Y . Then, given a neighbor-
hood V of Y in X, there exists a functor f , which associates with the objects y in
Y mutually disjoint connected open neighborhoods U(y) contained in V , and with
a morphism ψ : y → y′ in Y a sc-diffeomorphism f (ψ) : U(y) → U(y′). The set
of morphisms U = {φ ∈ X |s(φ) and t(φ) ∈⋃y∈Y U(y)} decomposes into union of
connected components U (ψ), ψ ∈ Y , and the following holds true.
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(1) The isotropy group Gy for y ∈ Y acts via the natural action on U(y).
(2) For ψ ∈ Y the maps s : U (ψ)→U(y) and t : U (ψ)→U(y) are sc-diffeomor-
phisms.
(3) If ψ : y→ y′ and z ∈U(y), then
f (ψ)(z) = t ◦ (s|U (ψ))−1(z).
Proof. We prove the result by induction on the number of objects of the set Y . We
begin with the case Y = {y1}. Morphisms y1→ y1 are elements of the isotropy group
Gy1 . Taking a Gy1 -invariant open connected neighborhood U(y1) of y1 contained in
V , every morphism φ ∈U (y1,y1) is of the form φ =Γ (g,s(φ)) for a unique g ∈Gx.
The sets U (g) := {ϕ = Γ (g,z) |z ∈ U(y1)} are mutually disjoint connected open
neighborhoods of g and
U =U (y1) =U (y1,y1) =
⋃
g∈Gy1
U (g).
Moreover, the source and target maps
s, t : U (g)→U(y1)
are sc-diffeomorphims for every g∈Gy1 . This is an immediate consequence of The-
orem 7.1.
Considering the case of Y = {y1,y2}, we fix a morphism γ1 : y1 → y2. We take
open neighborhoods U ′(y1) and U ′(y2), both contained in V and invariant with
respect to the actions of the isotropy groups Gy1 and Gy2 . Using that the source
and target maps s, t are local sc-diffeomorphisms, we find a Gy1 -invariant open
neighborhood V (y1) ⊂ U ′(y1), and open neighborhood V (y2) ⊂ U ′(y2), and an
open neighborhood V (γ1) such that s : V (γ1)→ V (y1) and t : V (γ1)→ V (y2) are
sc-diffeomorphisms. Hence the composition γ̂1 = t ◦ (s|V (γ1))−1 : V (y1)→ V (y2)
is also a sc-diffeomorphism. Choosing a Gy2 -invariant open neighborhood W (y2)
contained in V (y2), we find a Gy1 -invariant connected open neighborhood U(y1)
contained in V (y1) such that γ̂1(U(y1))⊂W (y2). Denoting U(y2) = γ̂1(U(y1)), we
claim that U(y2) is a Gy2 -invariant neighborhood of y2. To see this, let z ∈U(y2)
and z′ = g∗ z where g ∈ Gy2 . Then z′ ∈W (y2) and, by means of sc-diffeomorphism
γ̂1, we find points u ∈U(y1), u′ ∈ V (y1), and morphisms φ : u→ z and φ : u′→ z′.
This implies that there is a morphism u→ u′ of the form Γ (g′,u) for some g′ ∈Gy1 .
Since U(y1) is Gy1 -invariant and u ∈ U(y1), we conclude that u′ ∈ U(y1), so that
z′ = γ̂1(u′) ∈ U(y2). This shows that U(y2) is Gy2 -invariant. It is also which im-
plies that z′ ∈ U(y2) since γ̂1 maps U(y1) onto U(y2). The source and target
maps s : U (γ1)→U(y1) and t : U (γ1)→U(y2) are sc-diffeomorphisms, and hence
γ̂1 = t ◦ (s|U (γ1))−1 : U(y1)→U(y2) is also a sc-diffeomorphism.
Any other morphism from y1→ y2 is of the form γg = g◦γ1 for some g∈Gy2 . Fixing
g ∈ Gy1 , we consider the map Φg : U (γ1)→ X, defined by
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Φg(φ) = Γ (g, t(φ))◦φ .
Then Φg maps γ1 onto γg and is a sc-diffeomorphism onto its image U (γg) :=
Ψg(U (γ1)). The images U (ψg) are connected and pairwise disjoint neighborhoods
of γg since for any φ morphism satisfying s(φ) ∈ U(y1) and t(φ) ∈ U(y2), there
φ = Γ (g,s(φ)) ◦ψ for uniquely determined g ∈ Gy2 and ψ ∈ U (γ1). Therefore,
the set of morphisms U (y1,y2) is the union of connected components U (γg) for all
g ∈ Gy2 . Also the source and target maps s : U (γg)→U(y1) and t : U (γg)→U(y2)
are sc-diffeomorhisms.
If φ : y2→ y1, then the morphism φ−1 : y1→ y2 is one of the morphisms γg for some
g ∈ Gy2 . Then we define U (φ) = i(U (φ−1)), where i : X→ X is the inverse map
i(φ) = φ−1. The source and target maps s : U (φ)→U(y2) and t : U (φ)→U(y1)
are given by
s|U (U(φ)) = (t|U (φ−1))◦ i and t|U (φ)U = (s|U (φ−1))◦ i,
and so they are sc-diffeomorphisms. This finishes the case of Y = {y1,y2}.
Let k ≥ 3 and assume that the statement holds for any set Y ′ of k distinct ob-
jects which are mutually isomorphic. Considering the set Y = {y1, . . . ,yk+1} of
distinct mutually isomorphic points yi, let V be an open neighborhood of Y . Let
Y ′= {y1, . . . ,yk} and Y ′ be the set of all morphisms between points in Y . By assump-
tion, every point yi ∈Y ′ possesses a Gyi -invariant connected and open neighborhood
U ′(yi) contained in V and every morphism φ : yi→ y j possesses a connected open
neighborhood U ′(φ) for which the source and target maps s : U ′(φ)→U ′(yi) and
t : U ′(φ)→U ′(y j) are sc-diffeomorphisms. The composition γ̂ j : U ′(yi)→U ′(y j)
is a sc-diffeomorphism and the set of morphisms from
⋃
y∈Y ′U(y) and
⋃
y′∈Y ′U ′(y′)
is the union of connected components U ′(φ) for all φ ∈ Y ′.
We fix a Gyk+1 -invariant neighborhood U
′(yk+1) of yk+1 contained in V and for
every 1 ≤ j ≤ k a morphism δ j : yk+1→ y j. Similarly as in the case k = 2, we find
a Gyk+1 -invariant connected open neighborhood U(yk+1) ⊂U ′(yk+1), Gy j -invariant
connected open neighborhoods U(y j)⊂U ′(y j), and connected open neighborhoods
U (δ j) such that s : U (δ j)→U(yk+1), y : U (δ j)→U(y j), and δ̂ j : U(yk+1)→U(y j)
are sc-diffeomorphisms.
Now, as in the case k = 1, one constructs neighborhoods U (φ) for all other mor-
phisms φ satisfying s(φ) = yk+1 and t(φ) ∈ Y ′ as well as their inverses.
Still we have to adjust neighborhoods U ′(φ) for morphisms φ : yi→ y j for i, j ≤ k.
By assumption, if γ : yi→ y j, then there are neighborhoods U ′(yi), U ′(y j), and U ′(γ)
such that s : U ′(φ)→U ′(yi), t : U ′(φ)→U ′(y j), and γ̂ = t ◦ (s|U ′(γ))−1 : U ′(yi)→
U ′(y j) are sc-diffeomorphisms.
We define U (γ) := (s|U ′(γ))−1(U(yi)) and denote W (y j) = t(U (γ)). The set W (y j)
is Gy j -invariant and we claim that W (y j) =U(y j). To verify that U(y j)⊂W (y j), we
take z∈U(y j). By means of the sc-diffeomorphisms δ̂−1i :U ′(yi)→U(yk+1) and δ̂ j :
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U(yk+1)→U(y j)we find a point u∈U(yi) and morphisms φ ∈U (δ−1i ), φ ′ ∈U (δ j)
such that φ ′ ◦ φ : u→ z. By means of the sc-diffeomorphism γ̂ : U ′(yi)→ U(y j),
we find a morphism ψ : u→ z′ where z′ = t(ψ) ∈W (y j) since u ∈ U(yi). Hence
there is a morphism z′ → z which, because U ′(y j) is Gy j -invariant, is of the form
Γ (g,z′) : z′→ z for some g∈Gyi . But z′ ∈W (y j) and W (y j) is Gy j -invariant, and we
conclude that z ∈W (y j), as claimed. Similar arguments show that W (y j) ⊂U(y j),
and we have proved that t(U (γ)) =U(y j) for every 1≤ j ≤ k.
The constructed neighborhoods U(y), for y ∈ Y , and the neighborhoods U (φ) of
morphisms between points in Y , and the associated source and target maps have the
desired properties. This concludes the proof of the inductive step and the proof of
the proposition. 
Definition 7.8. Let X be an ep-groupoid and Y the full subcategory associated with
a finite set of isomorphic objects. A functor f as constructed in Proposition 7.5 with
its stated properties is called the natural representation of Y on neighborhoods
contained in V or, alternatively, on a small neighborhood of Y . 
Proposition 7.6. Let X be an ep-groupoid and z∈ |X |. We fix x∈ X satisfying z= |x|
and denote the isotropy group of x by Gx and take an open neighborhood U(x) of x
on which we have the natural Gx-action Φ , which we abbreviate as g∗y :=Φ(g)(y)
for g∈Gx and y∈U(x). Then the map τ : Gx\U(x)→|U(x)|= pi(U(x)), Gx∗y→|y|
is a homeomorphism. In other words, the obvious functor
GxnU(x)→ X ,
which, on the object level, is the inclusion map and, on the morphism level, the map
(g,y)→ Γ (g,y),
is a fully faithful functor, which on the orbit spaces defines a homeomorphism be-
tween the orbit spaces |U(x)|GxnU(x) = Gx\U(x) and |U(x)|= pi(U(x)).
Proof. Fixing a point x ∈ X , we take an open neighborhood U(x) of x as guaranteed
by Theorem 7.1 and equip Gx\U(x) with the quotient topology. Then the map
τ : Gx\U(x)→ |U(x)|, Gx ∗ y→ |y| (7.1)
is well-defined and surjective by construction. It is also injective. Indeed, if |y| =
|y′| for y,y′ ∈U(x), then there exists a morphism φ : y→ y′ in X . By point (3) of
Theorem 7.1 there exists g ∈Gx satisfying Γ (g,y) = φ and s(φ) = y and, moreover,
y′ = t(φ) = t(Γ (g,y)) =Φ(g)(y) = g∗ y.
Hence y′ ∈ Gx ∗ y and our map τ is a bijection.
The target |U(x)| is open in |X | by Proposition 7.1. The map
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pi|U(x) : U(x)→ |U(x)|
is continuous and the preimage of a point pi(y) is precisely the orbit Gx ∗y. Denoting
the quotient map U(x)→ Gx\U(x) by σ , we have the relationship
τ ◦σ = pi|U(x).
We note that σ is open and continuous. Continuity is implied by the definition of the
quotient topology and the openness follows since Gx acts by sc-diffeomorphisms. If
O⊂ |U(x)| is open we find that (pi|U(x))−1(O) = σ−1(τ−1(O)) is open, which, by
the definition of the quotient topology on Gx\U(x), precisely means that τ−1(O) is
open. Hence τ is continuous. If Q⊂ Gx\U(x) is open, then by definition, σ−1(Q) is
open. From
(pi|U(x))−1(τ(Q)) = σ−1(Q)
we conclude, by definition of the quotient topology on |X |, that τ(Q) is open. In
summary τ is a homeomorphism. This completes the proof of Proposition 7.6. 
Definition 7.9 (Local uniformizer). Let X be an ep-groupoid and x an object in X .
A local uniformizer around x is a fully faithful embedding
Ψx ◦GxnU(x)→ X ,
where U(x) is an open neighborhood of x equipped with the natural Gx-action, such
that Ψx induces a homeomorphism between |U(x)|GxnU(x) and the open neighbor-
hood |U(x)|= pi(U(x)) of pi(x) in |X |. 
There exists a local uniformizer around every object x as Proposition 7.6 shows. We
also note that a a local uniformizer is injective on objects as well as morphisms.
Next we introduce the notion of an ep-subgroupoid.
Definition 7.10. Let X be an ep-groupoid. An ep-subgroupoid A of X consists of
the full subcategory associated with a subset A of X which has the following prop-
erties.
(1) A is a sub-M-polyfold of the object space X .
(2) A is saturated, i.e. pi−1(pi(A)) = A.

Let us show that the full-subcategory A has in a natural way the structure of an ep-
groupoid. From the definition it follows, as proved in Proposition 2.6, that the object
set A has an induced M-polyfold structure for which the following holds.
(1) The inclusion map i : A→ X is sc-smooth and a homeomorphism onto its image.
(2) For every a ∈ A and every sc-smooth retraction r : V →V of an open neighbor-
hood V of a in X satisfying r(V ) = A∩V , the map i−1 ◦ r : V → A is sc-smooth.
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(3) At a smooth point a ∈ A the tangent space TaA has a sc-complement in TaX .
(4) If W ⊂ X is open and equipped with a sc-smooth retraction r : W →W satisfying
r(W ) = A∩W , then the induced map r : W → A is sc-smooth (see (2)). Moreover,
at a smooth point a ∈ A the tangent space TaA is equal to (Tr)(a)TaX .
In a next step we shall show that the set of morphisms
A = {φ ∈ X |s(φ) and t(φ) ∈ A}
has in a natural way the structure of a M-polyfold. Choosing φ ∈ A, we find open
neighborhoods U (φ) ⊂ X and U(a) ⊂ X , where a = s(φ), such that s : U (φ)→
U(a) is a sc-diffeomorphism. By taking a possibly smaller neighborhood U(a) and
adjusting U (φ), we may assume that we have a sc-smooth retraction r : U(a)→
U(a) satisfying r(U(a)) =U(a)∩A. We introduce the sc-smooth retraction
r : U (φ)→U (φ), r(ψ) = (s|U (φ))−1 ◦ r ◦ s(ψ).
By construction s(r(ψ)) = r(s(ψ)) ∈ A and t(r(ψ)) ∈U(a), so that r(ψ) ∈U (a).
Moreover, since A is saturated we infer also that r(ψ) ∈ A, implying
r(U (φ)) =U (φ)∩A.
This shows that A is a sub-M-polyfold of X and the properties for A listed above
also hold for A. From the construction of the sub-M-polyfold structures on A and A it
follows that the maps s, t : A→A are sc-smooth. Moreover, if φ ∈A and a= s(φ), the
sc-diffeomorphism s : U (φ)→U(a) between open subsets of X and X , respectively,
maps the intersection U (φ)∩A bijectively onto U(a)∩A. This shows that the source
map s : A→ A is a local sc-diffeomorphisms. The same holds for the target map t.
The unit map, the inversion map, and the multiplication map are restrictions of sc-
smooth maps and therefore sc-smooth. The properness assumption also holds true.
Indeed, if a∈ A, we take an open neighborhood U(a) in X equipped with the natural
Ga-action, such that t : s−1(clX (U(a)))→ X is proper. Let us show that the open
neighborhood U(a)∩A of a in A has the desired properties. Since A is saturated, the
set U(a)∩A is invariant under Ga-action. In order to verify that the map
t : s−1(clA(U(a)∩A))→ A
is proper we take a sequence (φk) ⊂ A satisfying t(φk) → c in A and s(φk) ∈
clA(U(a)∩ A). Then s(φk) ∈ clX (U(a)) and hence we may assume, without loss
of generality, the convergence φk → φ in X . It follows that t(φ) = c and s(φ) ∈
clX (U(a)). Since A is saturated, we conclude from t(φ) ∈ A that also s(φ) ∈ A.
In particular, φk → φ in A. From s(φk) ∈ clA(U(a) ∩ A) it follows that s(φ) ∈
clA(U(a)∩A). Summarizing the argument we have proved the following result.
Proposition 7.7. Let X be an ep-groupoid and A a saturated subset of the object
space X such that A is also a sub-M-polyfold. Then the full subcategory associated
with A, also denoted by A, has in a natural way the structure of an ep-groupoid. In
7.2 Effective and Reduced Ep-Groupoids 239
particular, A and A = {φ ∈ X | s(φ), t(φ) ∈ A} are sub-M-polyfolds of X and X ,
respectively and all the structure maps are the restrictions of the structure maps of
X and X , respectively. 
7.2 Effective and Reduced Ep-Groupoids
In the previous section we have seen that the local morphism structure of an ep-
groupoid around an object x is given by a group homomorphism Gx→Diffsc(U(x)).
We can use these local structures to distinguish a class of ep-groupoids which is
useful for the applications.
Definition 7.11 (Effective ep-groupoid). An ep-groupoid X is said to be effective
provided for every x ∈ X and g ∈Gx \{1x}, given an open neighborhood U (g)⊂ X ,
there exists a morphism ψ ∈U (g) satisfying s(ψ) 6= t(ψ). An object x ∈ X is said
to be regular provided Gx = {1x}. 
If φ ∈ X and s(φ) is a regular object, the same has to be true for t(φ).
We define the regular part Xreg of an ep-groupoid as the subset
Xreg = {x ∈ X |Gx = {1x}}
of the object space X .
Lemma 7.2 (Openness of regular set). For an ep-groupoid X the regular part Xreg
is open.
Proof. If x∈Xreg, then Gx = {1x} and we find an open neighborhood U(x) equipped
with the natural Gx-action Φ . Every morphism φ : a→ b between a,b ∈U(x) has
the form φ = Γ (1x,a) so that s(φ) = a and b = Φ(1x)(a) = a. In particular, there
is exactly one morphism a→ a and therefore φ = 1a. This proves that the isotropy
group Ga for every a ∈U(x) is equal to Ga = {1a} and therefore U(x)⊂ Xreg. 
Examples show that the regular set can be empty.
Lemma 7.3. For an ep-groupoid X the following statements are equivalent.
(1) X is effective.
(2) For every object x ∈ X and every open neighborhood V (x) there exists an open
neighborhood U(x) ⊂ V (x) equipped with the natural Gx-action such that the
group homomorphism Φ : Gx→ Diffsc(U(x)) is injective.
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Proof. We assume that (1) holds and choose an open neighborhood U(x) ⊂ V (x)
of x equipped with the natural Gx-action Φ . Every morphism φ ∈ X satisfying
s(φ), t(φ) ∈U(x) is of the form
φ = Γ (g,s(φ))
for a uniquely determined g ∈ Gx, and
t(φ) =Φ(g)(s(φ)).
Arguing by contradiction we assume that there exists h ∈ Gx \ {1x} for which
Φ(h) = 1. Since X is effective, we find a converging sequence (φk) ⊂ X satisfy-
ing φk → h and s(φk) 6= t(φk). For k large we must have s(φk), t(φk) ∈ U(x) and
hence there exist uniquely determined elements (hk)⊂ Gx such that
φk = Γ (hk,s(φk)) and t(φk) =Φ(hk)(s(φk)) 6= s(φk).
Clearly, hk 6= h, since otherwise s(φk) = t(φk). Since Gx is finite, after perhaps taking
a subsequence, we may assume for all k that hk = g 6= h. From Φ(g)(s(φk)) 6= s(φk)
we deduce that
Φ(g) 6= 1. (7.2)
Now we can pass to the limit and find, in view of s(h) = t(h) = x, that
h = Γ (g,x) and Φ(g)(x) = x.
However, it is one of the properties of Γ that Γ (h,x) = h for all h ∈ Gx, which
implies h = g, contradicting h 6= g. We have proved that (1) implies (2).
Next we assume that (2) holds. Hence for given x ∈ X we find an open neighbor-
hood U(x) equipped with the natural Gx-action such that Φ : Gx→ Diffsc(U(x)) is
injective. Assume that g ∈ Gx \{1x} is given. Then Φ(g) is not the identity. Hence
we find a ∈U(x) satisfying Φ(g)(a) 6= a and define the morphism φ = Γ (g,a). By
construction, s(φ) = a 6=Φ(g)(a) = t(φ). By taking smaller and smaller neighbor-
hoods U(x) and adapting the corresponding restrictions of Γ , we find a sequence
(φk) satisfying s(φk) 6= t(φk) such that s(φk), t(φk)→ x and φk → g. Hence (1) is
verified and the proof of Lemma 7.3 is complete. 
As the following proposition shows, effective ep-groupoids have an open and dense
subset in the object space X consisting of points whose isotropy groups are trivial.
Proposition 7.8. If X is an effective ep-groupoid, then the set Xreg = {x ∈ X |Gx =
{1x}} is open and dense in X.
Proof. In view of Lemma 7.2 the set Xreg is open in X . If x0 ∈ X , we shall show
that every open neighborhood of x0 contains a point with trivial isotropy. Given an
open neighborhood we find a smaller open neighborhood U(x0) equipped with the
natural action of Gx0 . We shall write g∗ x instead of Φ(g)(x). We may assume that
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Gx0 6= {1x0} since otherwise we are already done. Take a point x ∈ U(x0) whose
isotropy group Gx satisfies
#Gx = min{#Gy |y ∈U(x0)}. (7.3)
If #Gx = 1 we are done. So let us assume this is not the case and derive a contradic-
tion.
In view of Lemma 7.3, there exists an open neighborhood U(x) ⊂U(x0) equipped
with the Gx-action and such that the homomorphism Φ : Gx → Diffsc(U(x)) is an
injection. Hence, given g ∈ Gx \ {1x}, there exists a ∈U(x) for which Φ(g)(a) =
b 6= a. The isotropy group Ga at the point a is isomorphic to the subgroup H = {h ∈
Gx |Φ(h)(a) = a} of Gx. From (7.3) we conclude that
#Gx ≤ #Ga = #H ≤ #Gx,
so that #Gx = #H and hence Gx = H. This shows that g ∈ H, so that Φ(g)a = a
contradicting Φ(g)a = b 6= a.
This contradiction shows that #Gx = 1 and that Xreg is dense. This completes the
proof Proposition 7.8. 
We recall from Theorem 7.1 that every point x in the object set of an ep-groupoid
(X ,X ) possesses a suitable open neighborhood U(x), which can be chosen arbitrar-
ily small, on which the isotropy group Gx acts by the homomorphism Φ : Gx →
Diffsc(U(x)).
We say that g∈Gx acts trivially if there exists an open neighborhood U(x) equipped
with the Gx-action Φ : Gx → Diffsc(U(x) such that g belongs to the kernel of the
homomorphism Φ , i.e., if Φ(g) = 1. Clearly, 1x is always acting trivially, but there
might be other elements g ∈ Gx acting trivially. Since we are dealing with a finite
group Gx, we can choose U(x) so small that the kernel of Φ is equal to the subgroup
of Gx acting trivially on U(x).
We denote by Tx ⊂ Gx the subgroup of Gx acting trivially on U(x), which, as the
kernel of a group homomorphism, is a normal subgroup of Gx.
Definition 7.12. The non-effective part X T ⊂X is the subset of morphisms defined
as
X T = {φ ∈ Tx ⊂ Gx |x ∈ X}.
The subset X R of reduced morphisms of X is defined as follows. Two morphisms
φ and φ ′ ∈ X are called equivalent, φ ∼ φ ′, if the following two conditions are
satisfied.
(1) s(φ) = s(φ ′) = x.
(2) φ = φ ′ ◦g for some g ∈ Tx.
The set X R is the collection of all equivalence classes [φ ] of morphisms in X . 
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Proposition 7.9. The reduced morphism set X R has a natural M-polyfold structure.
Proof. We equip X R with the quotient topology so that the quotient map pi : X →X R
is continuous. For every morphism φ0 ∈ X we find open neighborhoods U (φ0)⊂ X
and U(s(φ0)) ⊂ X for which s : U (φ0)→ U(s(φ0)) is a sc-diffeomorphism. Then
the map
pi ′ : U (φ0)→ XR, φ 7→ [φ ]
is continuous. If [ψ] = [ψ ′] for ψ and ψ ′ ∈U (φ0), then s(ψ) = s(ψ ′) implies that
ψ = ψ ′. Hence the map is injective and therefore a bijection onto the image.
Next we shall show that the image U ([φ0]) := pi ′(U (φ0)) is open in XR. In order
to verify this we have to show that the preimage pi−1(U ([φ0])) is open in X. To
see this let ψ ∈ pi−1(U ([φ0])). Then there is φ ∈ U (φ0) such that φ ∼ ψ . This
means that s(φ) = s(ψ) and there exists g ∈ Ts(φ) = Ts(ψ) such that φ = ψ ◦ g.
We have to show that there exists an open neighborhood U (ψ) of ψ such that ev-
ery morphism ψ ′ ∈U (ψ) is equivalent to some morphism φ ′ belonging to U (φ0).
We denote by U(s(φ)) an open neighborhood of s(φ) contained in U(s(φ0)) and
such that Ts(φ) = Ts(ψ) is equal to the kernel of the homomorphism Φ : Gs(ψ) →
Diffsc(U(s(ψ))). Choosing an open neighborhood U (ψ) of ψ in X such that
the source map s : U (ψ)→ U(s(ψ)) is a sc-diffeomorphism, we define the map
δ : U (ψ)→ X by
δ (ψ ′) = (s|U (ψ))−1(s(ψ ′))◦Γ (g,s(ψ ′)).
If ψ ′ = ψ , then
δ (ψ) = (s|U (ψ))−1(s(ψ))◦Γ (g,s(ψ)) = ψ ◦g = φ .
Since the map δ is continuous and δ (ψ) = φ , there exists an open neighborhood
U ′(ψ)⊂U (ψ) of ψ such that δ (U ′(ψ))⊂U (φ0). Every morphism ψ ′ in U ′(ψ) is
of the form ψ ′ = (s|U (ψ))−1(s(ψ)), so that
δ (ψ ′) = ψ ′ ◦Γ (g,s(ψ ′)).
Since the element g ∈ Ts(ψ), it follows that the morphism Γ (g,s(ψ ′)) belongs to
Ts(ψ ′), which implies that every morphismψ ′ ∈U ′(ψ) is equivalent to the morphism
δ (ψ ′) belonging to U (φ0). This shows that U ′(ψ)⊂ pi−1(U ([φ0]), implying that the
preimage pi−1(U ([φ0]) is open in X. Hence the set U ([φ0]) is open in XR, as claimed.
The same argument also shows that the map
Ψ φ0 : U (φ0)→U ([φ0]), φ 7→ [φ ]
is an open map. We have shown that the map Ψ φ0 is a homeomorphism between
open neighborhoods.
Next we consider two such maps
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Ψ φ0 : U (φ0)→U ([φ0]) and Ψ ψ0 : U (ψ0)→U ([ψ0]),
where U([φ0])∩U ([ψ0]) 6= /0, and we claim that the transition map
Ψ−1ψ0 ◦Ψ φ0 :Ψ−1φ0 (U ([φ0])∩U ([ψ0]))→Ψ−1ψ0 (U ([φ0])∩U ([ψ0]))
is sc-smooth. To verify this claim we take a morphism φ ∈Ψ−1φ0 (U ([φ0])∩U ([ψ0]))
and assume that Ψ−1ψ0 (φ) = ψ ∈ Ψ−1ψ0 (U ([φ0]) ∩U ([ψ0])). Hence [φ ] = [ψ] ∈
U ([φ0])∩U ([ψ0]). Then s(φ) = s(ψ) and there exists g ∈ Ts(φ) = Ts(ψ) for which
ψ = φ ◦g.
Choosing a sufficiently small open neighborhood U(s(φ)) ⊂U(s(φ0)) such that Tx
agrees with the kernel of the Gs(φ)-action Φ : Gs(φ) → Diffsc(U(s(φ))), we find
an open neighborhood U (φ) ⊂Ψ φ0(U ([φ0])∩U ([ψ0])) for which the source map
s : U (φ)→U(s(φ)) is a sc-diffeomorphims. Then every morphism φ ′ in U (φ) is of
the form φ ′ = (s|U (φ))−1(s(φ ′)). We define the map
δ (φ ′) = (s|U (φ))−1(s(φ ′))◦Γ (g,s(φ ′))
for φ ′ ∈U (φ)). Since δ (φ) = ψ and the map δ is sc-smooth, in particular continu-
ous, there exists an open neighborhood U ′(φ)⊂U (φ) such that δ (U ′(φ)⊂U (ψ0).
The morphism Γ (g,s(φ ′)) belongs to Ts(φ ′) showing that [φ ′] = [δ (φ ′)] and δ (φ ′) ∈
Ψ−1ψ0 (U ([φ0])∩U ([ψ0])) for all φ ′ ∈U ′(φ). We have proved that the transition map
Ψ−1ψ0 ◦Ψ φ0 = δ is sc-smooth, as claimed.
Summing up, the maps
Ψ φ0 : U(φ0)→U ([φ0])
are homeomorphisms between open subsets of the M-polyfold X and open subsets
of X R, and the transition maps are sc-smooth. This defines the natural M-polyfold
structure on X R. 
Now we define the reduced ep-groupoid XR associated with the ep-groupoid X .
On the object level we put XR = X and as morphism M-polyfold we take X R. The
source and target maps s, t : X R→ X are defined by
s([φ ]) := sX (φ) and t([φ ]) = tX (φ).
They are well-defined since two morphisms in an equivalence class have the same
source and the target. It is clear that s and t are surjective. For the local sc-
diffeomorphismsΨ φ : U (φ)→U ([φ ]) we have the identities
s(Ψ φ (φ ′)) = sX (φ ′) and t(Ψ φ (φ ′)) = tX (φ ′)
which show that the source and target maps are smoothness of the natural maps can
be reduced by our local charts to the corresponding statements for X . The properness
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can be proved similarly. We summarize these arguments in the following proposi-
tion.
Proposition 7.10. Every ep-groupoid X possesses an associated reduced ep-grou-
poid XR. Moreover, XR is effective.
Proof. The first part is already proved. The effectiveness of XR is seen as follows.
Fixing the object x ∈ X , we denote by G˜x the isotropy group of the object x in the
ep-groupoid XR and observe that [1x] = Tx. If τ ∈ G˜x \ [1x], then τ = [g] for some
g ∈ Gx \Tx. Let V (τ) be an open neighborhood of τ in X R and let U(x) =U(s(g))
be an open neighborhood of x in X which is equipped with the Gx-action Φ such
that Tx = kerΦ . The neighborhood U(x) can be taken as small as we wish. Then
we choose an open neighborhood U (g) such that the source map s : U (g)→U(x)
is a sc-diffeomorphim. It follows from the proof of Proposition 7.9 that the Ψ g :
U (g)→ U ([g]) = U (τ) is a homeomorphism. We take a neighborhood U(x) so
small that U ([g])⊂V (τ).
Since g ∈ Gx \Tx, there exists a ∈U(x) for which Φ(g)(a) = b 6= a. Then for the
morphism φ = Γ (g,a) connecting a with b, we conclude that s([φ ]) = sX (φ) = a 6=
b = tX (φ) = t([φ ]). Hence the ep-groupoid XR is effective, as claimed. 
If we start with an ep-groupoid X and take the associated reduced ep-groupoid XR
we recall that the underlying object spaces are the same, but the morphism spaces
differ. If x ∈ X and Gx is the associated isotropy group, then the isotropy group in
the reduced ep-groupoid is Gx/Tx, where Tx is defined before Definition 7.12.
Definition 7.13. For and object x in an ep-groupoid X we shall call Gx/Tx the effec-
tive isotropy group of x and denote it by Geffx .
7.3 Topological Properties of Ep-Groupoids
In this subsection we shall study the topological properties of ep-groupoids. The
following result summarizes the topological properties.
Theorem 7.2 (Basic Topological Properties of |X |). Let (X ,X ) be an ep-groupoid.
Then the orbit space |X | is a locally metrizable, regular, Hausdorff topological
space. If in addition |X | is paracompact then it also is metrizable, which is a conse-
quence of the Nagata/Smirnov metrization theorem. 
The theorem follows from several lemmata.
Lemma 7.4 (Local metrizability). Let (X ,X ) be an ep-groupoid. Then every point
z ∈ |X | has an open neighborhood V = V (z) on which the topology is metrizable,
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i.e. the orbit space |X | is locally metrizable. In fact one can take |U(x)| where U(x)
is an open neighborhood equipped with the natural Gx-action.
Proof. We choose a representative x ∈ X of z so that z= |x| and take an open neigh-
borhood U =U(x) of the form guaranteed by Theorem 7.1. In particular, we have
a Gx-action on U and V (z) := |U | is open by Proposition 7.1. The subset U of the
M-polyfold X is metrizable and since it is invariant under the Gx-action, which acts
by sc-diffeomorphisms, we can define, using a metric d on U , a Gx-invariant metric
ρ on U by
ρ(y,y′) = maxg∈Gx d(g∗ y,g∗ y′).
The metric ρ on U is equivalent to the original one in the sense that it induces the
same topology, and is, in addition, invariant under the action of Gx,
ρ(h∗ y,h∗ y′) = ρ(y,y′) for h ∈ Gx.
On Gx\U we obtain the induced metric ρ̂ , defined by
ρ̂([y], [y′]) = min{ρ(g∗ y,h∗ y′) |g,h ∈ Gx},
which defines the quotient topology. By Proposition 7.6 the map Gx\U →V (z) is a
homeomorphism. Hence the push-forward of the metric ρ̂ to |U |=V (z) shows that
V (z)⊂ |X | is metrizable. 
The next result follows from the previous one.
Lemma 7.5. Let (X ,X ) be an ep-groupoid. Then for the quotient topology on |X |
every point z ∈ |X | has a countable neighborhood basis, consisting of open sets,
Vz = {Vk(z) |k = 1,2,3, . . .}
satisfying z ∈Vk+1(z)⊂Vk(z).
Proof. In view of Lemma 7.4 every point in |X | has a metrizable neighborhood. 
That |X | is always Hausdorff is mainly a consequence of the properness property
(3) of an ep-groupoid as the next lemma shows.
Lemma 7.6 (Hausdorffness of orbit space). The orbit space |X | of an ep-groupoid
(X ,X ) is Hausdorff.
Proof. We fix two different points z,z′ in |X | and choose representatives x,x′ ∈ X
satisfying pi(x) = z and pi(x′) = z′. We can take countable monotonic neighborhood
bases (Uk(x)) and (Uk(x′)) in X and obtain for z,z′ the sets Vk(z) = |Uk(x)| and
Vk(z′) = |Uk(x′)| in |X |. It suffices to show that Vk(z)∩Vk(z′) = /0 for k large. Arguing
indirectly we find zk ∈ Vk(z)∩Vk(z′). This implies the existence of sequences xk ∈
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Uk(x) and x′k ∈Uk(x′) satisfying pi(xk) = pi(x′k) = zk. We conclude that xk → x and
x′k→ x′ in X since (Uk(x))k≥1 and (Uk(x′)k≥1 are monotone neighborhood bases. We
take a sequence (φk)⊂ X satisfying s(φk) = xk and t(φk) = x′k. Using the properness
condition (3), we conclude after taking a suitable subsequence, that there exists a
morphism φ0 ∈ X with s(φ0) = x and t(φ0) = x′ implying z = z′ and contradicting
z 6= z′. 
We recall that a topological space is regular if for a nonempty closed subset A and a
point z not belonging to A there exist open sets U and V such that z ∈U , A⊂V and
U ∩V = /0. A slight strengthening of the previous result shows that the orbit space
|X | of an ep-groupoid is a regular topological space. Since we already know that |X |
is Hausdorff this implies that |X | is a regular Hausdorff space.
Lemma 7.7 (Regularity). Let (X ,X ) be an ep-groupoid. Then |X | is a regular topo-
logical space.
Proof. Assuming we are given a closed subset A of |X | and a point z ∈ |X | \ A,
we choose a representative x ∈ X satisfying pi(x) = z. Since |X | \ A is open and
contains z, we find by continuity of pi an open neighborhood O of x in X such
that pi(O) ⊂ |X | \A. Since X is metrizable and therefore normal, we find an open
neighborhood O′ of x in X such that
x ∈ O′ ⊂ clX (O′)⊂ O.
By the properness assumption we may assume that O was chosen in such a way that
t : s−1(clX (O))→ X
is proper. We choose a point y ∈ pi−1(A) in the preimage of A and show that there
exists an open neighborhood V (y) such that there exists no morphism φ satisfy-
ing s(φ) ∈ O′ and t(φ) ∈ V (y). Since X is a metrizable space, we find otherwise
a sequence (φk) of morphisms satisfying s(φk) ∈ O′ and t(φk)→ y. By the proper-
ness assumption we may assume after perhaps taking a subsequence that φk → φ .
Then s(φ) ∈ cl(O′) and t(φ) = y. Since cl(O′) ⊂ O, this implies the contradiction
pi(y) ∈ pi(O)∩A. Hence we find for every y ∈ pi−1(A) an open neighborhood V (y)
for which pi(V (y))∩pi(O′) = /0. The set
V̂ =
⋃
y∈pi−1(A)
V (y)
is an open subset of X and therefore V := pi(V̂ ) is an open subset of |X | containing
A. By construction, V ∩pi(O′) = /0. 
In view of the above lemmata, the proof of Theorem 7.2 is complete. 
As a consequence of Urysohn’s metrizability theorem we can conclude, under an
additional condition, that the orbit space |X | is (globally) metrizable.
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Corollary 7.1 (Metrizability criterion). Let X be an ep-groupoid whose induced
topology T on |X | is second countable, i.e. T has a countable basis. Then |X | is
metrizable.
Proof. Urysohn’s metrizability result states that a second countable, regular Haus-
dorff space is metrizable. As we have shown the orbit space |X | of an ep-groupoid
is always a regular Hausdorff space. The additional assumption that |X | is second
countable gives via Urysohn’s theorem the desired result. 
Continuing with a general ep-groupoid X we observe that the induced topology on
a given subset of |X | is again locally metrizable, regular and Hausdorff.
Definition 7.14. If X is an ep-groupoid, we call a subset K of the orbit space |X |
component compact provided its intersection with every connected component of
|X | is compact. 
Theorem 7.2 has a second corollary, which employs the Nagata-Smirnov metriz-
ability theorem.
Corollary 7.2. Let (X ,X ) be an ep-groupoid and K ⊂ |X | a component compact
subset. Then there exists an open neighborhood U of K for which cl|X |(U) is para-
compact. Since cl|X |(U) is a regular Hausdorff space which is locally metrizable, it
follows, in particular, that cl|X |(U) is metrizable and therefore U is metrizable.
Proof. In order to prove the corollary we need the Nagata-Smirnov metrizability
theorem. We work in a connected component of K and may assume without loss
of generality that K is compact. Every point z ∈ K has an open neighborhood U(z)
whose closure in |X | is metrizable. In particular, cl|X |(U(z)) is paracompact. Us-
ing the compactness of K we find finitely many points z1, . . . ,zk in K such that
U(z1), . . . ,U(zk) cover K. Then the union
U =
k⋃
i=1
cl|X |(U(zi))
is paracompact. Moreover, as a subset of |X | its induced topology is Hausdorff,
regular and locally metrizable. By the Nagata Smirnov Theorem U is metrizable
and the same holds then for the set U =
⋃k
i=1 U(zi). 
There are many new features in the sc-theory which do not occur in the classical
theory. For example, we can raise the index of a M-polyfold X to obtain the M-
polyfold X1. Doing this, the question arises whether for an ep-groupoid X we obtain
an ep-groupoid X1. The answer is yes, and this is the next proposition.
Proposition 7.11 (Index Lifting). If X = (X ,X ) is an ep-groupoid, then the same
is true for X1 = (X1,X 1). If X is tame so is X1.
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Proof. We note that X1 = (X1,X 1) satisfies trivially properties (1), (2) and (4) of
Definition 7.3. We shall show that the property (3) holds. We take a point x ∈ X1.
Then x ∈ X and there exists an open neighborhood V (x) of x in X such that
t : s−1(clX (V (x)))→ X (7.4)
is proper. Since the inclusion i : X1 → X is continuous, the set W (x) := V (x)∩X1
is open in X1 and we also have clX1(W (x)) ⊂ clX (V (x)), where clX1 stands for the
closure of a set in X1. We claim that the map
t : s−1(clX1(W (x))→ X1 (7.5)
is proper. It suffices to show that every sequence (φk) ⊂ s−1(clX1(W (x)) such that
(t(φk)) belongs to a compact subset of X1, has a convergent subsequence in X 1. Us-
ing the properness on level 0 and the pre-compactness of (t(φk)) on level 1 we may
assume after taking a suitable subsequence the following properties of the sequence
(φk).
(a) φk→ φ in X 0.
(b) s(φk)→ s(φ) ∈ clX (V (x)) and t(φk)→ t(φ) in X0.
(c) t(φk)→ t(φ) in X1.
From the fact that t is a local sc-diffeomorphism and using (c) we deduce that
(d) φ ∈ X 1.
We find open neighborhoods U (φ) and U(t(φ)) in X 0 and X0, respectively, such
that
t : U (φ)→U(t(φ))
is a sc-diffeomorphism. For large k, the sequences φk and t(φk) belong to these
neighborhoods. So far, by construction,
φk = (t|U (φ))−1(t(φk))
for large k. In view of (d), t(φk)→ t(φ) in X1 and since (t|U (φ))−1 is sc0, the
convergence
φk = (t|U (φ))−1(t(φk))→ (t|U (φ))−1(t(φ)) = φ in X 1
follows. This proves the properness on level 1. That the tameness of X implies the
tameness of X1, is trivial. The proof of Proposition 7.11 is complete. 
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7.4 Paracompact Orbit Spaces
We have shown that the orbit space |X | of an ep-groupoid (X ,X ) is a locally metriz-
able, regular Hausdorff topological space. This means that single points are closed
subsets. Moreover, a point z ∈ |X | and a closed subset A of |X | not containing z can
be separated by open subsets containing them. In practice many of the interesting
ep-groupoids have orbit spaces whose topologies are paracompact. In view of the
Nagata-Smirnov metrizability theorem such an orbit space will be metrizable. This
has, of course, pleasant features when one has to carry out constructions.
Definition 7.15. The ep-groupoid (X ,X ) is an ep-groupoid with paracompact or-
bit space if, in addition to the properties (1)–(4) of Definition 7.3, it also possesses
the following property (5).
(5) The orbit space |X | is paracompact.

We recall that a topological space is paracompact if every open covering has a re-
finement which is a locally finite open covering. We do not require a paracompact
space to be Hausdorff. It is presently not known whether the property (5) is a con-
sequence of the properties (1)–(4). In case X has a second countable topology we
have already seen that (1)-(4) imply (5).
Remark 7.1. In our paper [38] we always required the M-polyfold to be second
countable. We later realized that this requirement is unnecessarily restrictive and
that a better requirement is (5). 
Proposition 7.12 (Paracompactness under lifts). Let (X ,X ) be an ep-groupoid
with paracompact orbit space. Then also (X1,X 1) is an ep-groupoid with para-
compact orbit space.
Proof. In view of Proposition 7.11 we only have to show that |X1| is paracompact
and we already know that |X | and |X1| are regular Hausdorff spaces. We recall from
Lemma 2.7 that a regular Hausdorff space Z is a paracompact space if and only if
every open covering of Z has a locally finite refinement of closed sets.
For every x ∈ X we choose an open neighborhood U(x) of x in X equipped with
the natural Gx-action. Since |X | is Hausdorff and paracompact, the open cover
(|U(x)|)x∈X of |X | has a refinement (Ax)x∈X having the following properties,
(1) (Ax) is a locally finite collection of closed sets.
(2) Ax ⊂ |U(x)|.
(3)
⋃
x∈X Ax = |X |.
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We note that some of the sets Ax may be empty. We abbreviate Ax,1 = Ax∩|X1|. The
set Ax,1 is the preimage of Ax under the continuous map |X1| → |X | and therefore
closed. The collection (Ax,1)x∈X inherits the property that (Ax) is locally finite and,
by construction,
|X1|= |X1|∩ |X |= |X1|
⋂(⋃
x∈X
Ax
)
=
⋃
x∈X
Ax,1.
We shall show that each set Ax,1 is paracompact. Then the Hausdorff orbit space |X1|
as the union of a locally finite collection of closed paracompact sets is paracompact.
Since U(x) has the natural Gx-action, the same is true for U(x)1⊂X1. As in the proof
of Lemma 7.4 one can take any metric on U(x)1 inducing the topology, and then
construct a Gx-invariant metric, which then passes to the quotient |U(x)|1 = |U(x)1|.
By construction, Ax,1 ⊂ |U(x)|1 so that Ax,1 inherits an induced metric and therefore
is paracompact. 
In the following a saturated subset U of an ep-groupoid is a subset of the object
space which contains with the object x ∈U also all the objects isomorphic to x, i.e.,
U = pi−1(pi(U)), where pi : X → |X | is the projection onto the orbit space.
The importance of paracompactness comes from the existence of partitions of unity
which, for example, is used in the next theorem.
Theorem 7.3 (Continuous Partitions of Unity). For an ep-groupoid X with para-
compact orbit space, there is for every open cover (Oλ )λ∈Λ of |X | a subordinate
partition of unity (σλ )λ∈Λ (some of the σλ ≡ 0). In particular, every covering (Uλ )
of X by saturated open sets possesses a subordinated continuous partition of unity
(βλ ), where every function βλ takes the same values on isomorphic objects.
Proof. Due to paracompactness the first part is an immediate consequence of a
partition of unity. If (Uλ ) is an open covering of X by saturated open sets, then
Oλ = pi(Uλ ) is an open cover of |X |. We choose a subordinated partition of unity
(σλ ) and define βλ = σλ ◦pi , where pi : X → |X | is the quotient map. Then the sup-
port of βλ lies in pi−1(Oλ ) =Uλ . Taking a point x ∈ X , we obtain z = pi(x) ∈ |X |
and find an open neighborhood V = V (z) so that only finitely many functions σλ
have a support intersecting V . This means that only finitely many βλ have a support
intersecting the open neighborhood U = pi−1(V ) of x. 
For many differential geometric constructions we need the sc-smooth partitions of
unity or at least sc-smooth bump functions as already discussed in Appendix 5.5.
Definition 7.16 (Sc-Smooth Partitions of Unity). An ep-groupoid X with sc-
smooth partitions of unity is an ep-groupoid X having the property that for ev-
ery saturated open covering (Uλ )λ∈Λ of the object M-polyfold X there exists an
subordinate sc-smooth partition of unity (βλ )λ∈Λ such that
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(1) For every point x ∈ X there exists a saturated open neighborhood intersecting
only finitely many supports supp(βλ ).
(2) For every λ ∈ Λ the map βλ has the property that βλ (z) = βλ (y) if y and z are
isomorphic objects.

Remark 7.2. Unfortunately this topic, apart from the case of sc-Hilbert spaces,
seems to be generally a zoo, as is the question of classically smooth partitions of
unity on Banach spaces. In the case of sc-smoothness it could potentially be easier
to show their existence on concrete scales. 
The basic result about sc-smooth partitions of unity for ep-groupoids is given by the
following theorem.
Theorem 7.4. Let X be an ep-groupoid with paracompact orbit space |X |. We as-
sume that the object M-polyfold X admits sc-smooth partitions of unity. Then, for
every open cover of X by saturated open subsets (Uλ )λ∈Λ , there exists a subordinate
sc-smooth partition of unity of the ep-groupoid X. 
The proof of Theorem 7.4 is given in Appendix 7.5.2.
We end this subsection with a characterization of closed subsets of the orbit space
|X | assuming that |X | is paracompact.
Definition 7.17. We call a subset Q of X proper provided t : s−1(Q)→ X is proper.
We shall say that an open subset U of X has the properness property provided
clX (U) is proper. 
Proposition 7.13. If Q⊂ X is proper, then it is a closed subset of X.
Proof. For a point x ∈ cl(Q) we take a sequence (xn) ⊂ Q converging to x and
claim that x ∈ Q. Let φn be the morphisms 1xn : xn → xn. The set K = {xn |n ≥
1} ∪ {x} is a compact subset of X . By the properness assumption, the preimage
(t|s−1(Q))−1(K) of K under the map t : s−1(Q)→ X is a compact subset of s−1(Q).
Since s(φn) = xn ∈ Q and t(φn) = xn, the sequence (φn) belongs to the compact
subset (t|s−1(Q))−1(K) of s−1(Q). Without loss of generality we may assume that
φn→ φ for some morphism φ ∈ (t|s−1(Q))−1(K)⊂ s−1(Q). In particular, s(φ)∈Q.
Since s(φn) = xn and xn→ x, we conclude after taking a limit that s(φ) = x ∈ Q, as
claimed. 
Proposition 7.14. Let X be an ep-groupoid.
(1) If Q⊂ X is a proper subset, then pi(Q) is closed in |X |.
(2) If |X | is paracompact, then a subset A of |X | is closed if and only if there exists
a proper subset Q⊂ X satisfying pi(Q) = A.
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Proof. We first prove (1) and assume that Q is proper subset of X . We abbre-
viate A := pi(Q). We take z ∈ cl(A) and let y ∈ X be a representative of z so
that pi(y) = z. Taking a monotone neighborhood basis (Uk(y))k≥1 we abbreviate
Vk(z) = pi(Uk(y)) ⊂ |X |. The open sets Vk(z) form a monotone neighborhood basis
of z in |X |. Since z ∈ cl(A), for every k≥ 1, there exists zk ∈ A∩Vk(z). In particular,
zk → z. Moreover, there are xk ∈ Q and yk ∈Uk(y) satisfying pi(xk) = pi(yk) = zk.
Hence there is a sequence of morphisms (φk) in X such that s(φk) = xk and
t(φk) = yk. Since yk → y, the set K = {yk |k ≥ 1} ∪ {y} is compact in X . By as-
sumption, (t|s−1(Q))−1(K) is a compact subset of s−1(Q). Then, since (φk) ⊂
(t|s−1(Q))−1(K), we may assume that φk → φ for some morphism φ ∈ s−1(Q).
This implies that x = s(φ) ∈ Q. From the convergence zk→ z and zk = pi(s(φk))→
pi(s(φ)) = pi(x), we conclude that pi(x) = z ∈ A proving (1).
In order to prove (2) we assume that |X | is paracompact. In view of (1) it suffices to
prove that a closed subset A⊂ |X | can be written as pi(Q)=A for some proper subset
Q of X . For every z ∈ A we choose a representative xz ∈ X satisfying pi(xz) = z and
an open neighborhood U(xz) for which we have the natural Gxz -action so that Qz :=
clX (U(xz)) is proper and therefore pi(Qz) is closed. Then the open sets pi(U(xz))
are an open covering of A. Since A is a closed subset of a paracompact space it is
paracompact. By Lemma 2.7 we find a locally finite covering of A by closed subsets,
say Ai ⊂ A, i ∈ I, so that Ai ⊂ pi(Qzi) for a suitable map i 7→ zi. Define the closed
subset Pi ⊂ clX (Uxzi ) by
Pi = (pi|clX (Uxzi ))−1(Ai).
Finally, introducing Q⊂ X by
Q =
⋃
i∈I
Pi,
then, by construction, pi(Q) = A and we only need to show that Q is proper. Take a
sequence of morphisms (φk) satisfying s(φk) ∈ Q and t(φk)→ y. Since A is closed
we see that z = pi(y) ∈ A. Since the covering (Ai) is locally finite, we find an open
neighborhood V (z)⊂ |X | which intersects only finitely many Ai, say A1, . . . ,Al . For
k large, pi(t(φk))∈V (z). This implies that pi(s(φk))∈A1∪ . . .∪Al for large k. Hence,
for large k, by construction s(φk) ∈ P1∪ . . .∪Pl . After perhaps taking a subsequence
we may assume that s(φk)∈ P1. At this point we know that s(φk)∈ P1 and t(φk)→ y.
By construction, P1 is proper and hence we find a convergent subsequence. This
shows that Q⊂ X is proper and concludes the proof of Proposition 7.14. 
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7.5.1 The Natural Representation
We recall the statement for the convenience of the reader
Theorem 7.5. Given an ep-groupoid X, an object x0 ∈ X, and an open neighbor-
hood V ⊂ X of x0. Then there exist an open neighborhood U ⊂ V of x0, a group
homomorphism
Φ : Gx0 → Diffsc(U), g 7→Φ(g) = tg ◦ s−1g ,
and an sc-smooth map
Γ : Gx0 ×U → X
having the following properties:
• Γ (g,x0) = g.
• s(Γ (g,y)) = y and t(Γ (g,y)) =Φ(g)(y) for all y ∈U and g ∈ Gx0 .
• If h : y→ z is a morphism connecting two objects y,z ∈ U, then there exists a
unique g ∈ Gx0 such that Γ (g,y) = h.
In particular, every morphism between points in U belongs to the image of the map
Γ . We call the group homomorphism Φ : Gx→Diffsc(U) a natural representation
of the stabilizer group Gx0 .
Proof. For every g ∈ Gx0 we choose two contractible open neighborhoods Ntg and
Nsg ⊂ X on which the target and source maps t and s are sc-diffeomorphisms onto
some open neighborhood U0 ⊂ X of x0. Since the isotropy group Gx0 is finite we
can assume that the open sets Ntg∪Nsg for g ∈Gx0 are disjoint and define the disjoint
open neighborhoods Ng ⊂ X of g by
Ng := Ntg∩Nsg, g ∈ Gx0 .
We abbreviate the restrictions of the source and target maps by
sg := s|Ng and tg := t|Ng.
Lemma 7.8. With the choices made above there exists an open neighborhood U1 ⊂
U0 of x0 so that every morphism h ∈ X satisfying s(h) and t(h) ∈U1 belongs to Ng
for some g ∈ Gx0 .
Proof. Arguing indirectly we find a sequence hk ∈ X with hk 6∈ Ng for all g ∈ Gx0
and satisfying s(hk), t(hk)→ x0 as k → ∞. By the properness assumption of ep-
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polyfolds there is a convergent subsequence hkl → h ∈ X . Necessarily h ∈ Gx0 and
hence h ∈ Ng for some g ∈ Gx0 . This contradiction implies the lemma. 
Lemma 7.9. If U1 is the open neighborhood of x0 guaranteed by Lemma 7.8, then
there exists an open neighborhood U2 ⊂U1 of x0 so that the open neighborhood U
of x0, which is defined as the union
U :=
⋃
g∈Gx0
tg ◦ s−1g (U2),
is contained in U1 and invariant under all the maps tg ◦ s−1g for g ∈ Gx0 .
Proof. We choose an open neighborhood U2 ⊂U1 of x0 so small that the union U
and also tg ◦ s−1g (U) are contained in U1 for all g ∈ Gx0 . Consider the map tg ◦ s−1g :
U → X and choose x ∈U . Then we can represent it as x = th ◦ s−1h (u) for some h ∈
Gx0 and some u ∈U2. Now, v := tg ◦ s−1g ◦ th ◦ s−1h (u) belongs to U1 and the formula
implies the existence of a morphism u→ v in X . By Lemma 7.8 the morphism has
necessarily the form v = tg′ ◦ s−1g′ (u) for some g′ ∈ Gx0 . Since u ∈U2 it follows that
v = tg ◦ s−1g (x) ∈U implying the desired invariance of U . 
In view of Lemma 7.9 we can associate with every g ∈ Gx0 the sc-diffeomorphism
Φ(g) := tg ◦ s−1g : U →U
of the open neighborhood U of x0, and obtain the mapping
Φ : Gx0 → Diffsc(U), g 7→Φ(g).
Since the neighborhoods Ng ⊂ X of g are disjoint and since the structure maps
are continuous we conclude that Φ is a homomorphism of groups, in the fol-
lowing called the natural representation of the stabilizer group Gx0 by sc-
diffeomorphisms of the open neighborhood U ⊂ X of x0. Then we define the map
Γ : Gx0 ×U → X by Γ (g,y) = s−1g (y).
Summing up the consequences of Lemma 7.8 and Lemma 7.9 we have proved The-
orem 7.5. 
7.5.2 Sc-Smooth Partitions of Unity
In this part of the appendix we establish the existence of sc-smooth partitions of
unity on certain ep-groupoids. We recall Theorem 7.4 for the convenience of the
reader.
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Theorem 7.6. Let X be an ep-groupoid with paracompact orbit space |X |. We as-
sume that the object M-polyfold X admits sc-smooth partitions of unity. Then, for
every open cover of X by saturated open subsets (Uλ )λ∈Λ , there exists a subordinate
sc-smooth partition of unity of the ep-groupoid X.
We start the proof with a lemma.
Lemma 7.10. We assume that X is an ep-groupoid with a paracompact orbit space
|X | and the object M-polyfold X admits sc-smooth partitions of unity. Suppose
further that x ∈ X and U(x) and V (x) are open neighborhoods of x satisfying
U(x) ⊂ clX (U(x)) ⊂ V (x) and such that V (x) admits the natural Gx-action and
U(x) is invariant.
If β : X → [0,1] is a continuous function with support in U(x) and invariant under
the Gx-action on V (x), then there exists a sc-smooth function f : X → [0,∞) with
support in V (x), which is, in addition , invariant under the Gx-action on V (x) and
satisfies β (y)≤ f (y) for all y ∈ X.
Proof. For every z ∈U(x) we take an open neighborhood W (z) with
clX (W (z))⊂U(x)
and a number az > 0 so that
β (y)< az for y ∈W (z).
For every z ∈ V (x) \U(x) we can find an open neighborhood W (z) so that W (z) ⊂
V (x) and β |W (z) = 0. In this case define az = 0. Since V (x) is a subset of the
metrizable object M-polyfold X it is paracompact. Using that (W (z)) is an open
cover of V (x) we find a subordinate sc-smooth partition of unity σz, z ∈ V (x) and
define the function γ : V (x)→ [0,∞) by
γ(y) = ∑
z∈V (x)
σz(y)az.
By construction γ ≥ β on V (x). Hence γ is a sc-smooth function with support in
clX (U(x))⊂V (x). We average with respect to the Gx-action and obtain the function
f , defined by
f (y) =
1
|Gx| ∑g∈Gx
γ(g∗ y).
By construction, β (g∗ y)≤ γ(g∗ y) which implies β ≤ f . 
Proof (Theorem 7.4). We consider the open covering (|Uλ |)λ∈Λ of |X |. In a first step
we take, for every x ∈ X , an open neighborhood V (x) ⊂ X satisfying the following
properties:
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(1) There exists an open neighborhood W (x) equipped with the natural Gx-action
such that V (x)⊂ clX (V (x))⊂W (x) and V (x) is invariant.
(2) t : s−1(clX (V (x))→ X is proper.
(3) For every x ∈ X there exists a λ with V (x)⊂Uλ .
(4) ((pi−1(|V (x)|)\V (x))∩W (x) = /0.
The family (|V (x)|)x∈X is an open covering of |X | refining (|Uλ |) and we find a
locally finite refinement (V ′i )i∈I . In particular, there is a map i→ xi such that V ′i ⊂
|V (xi)|. We take, for every i ∈ I, an open subset V ′′i of V ′i satisfying
V ′′i ⊂ cl|X |(V ′′i )⊂V ′i
and, in addition,
|X |=
⋃
i∈I
V ′′i .
For every i ∈ I, V ′′i ⊂V ′i ⊂ |V (xi)|, and we introduce U ′′i =V (xi)∩pi−1(V ′′i ) and let
Ui be its saturation. Then
Ui = pi−1(V ′′i ).
The open set U ′′i is invariant under the Gxi action on V (xi). Next we take a continuous
partition of unity (βi) subordinate to the locally finite covering (V ′′i ). The function
(βi ◦pi)|V (xi) has support in U ′′i ⊂V (xi). Using the existence of smooth partitions of
unity for the M-polyfold X we can approximate (βi ◦pi)|V (xi) using Lemma 7.10 by
a sc-smooth function fi supported in V (xi) satisfying fi ≥ (βi ◦pi)|V (xi). We average
using the Gxi -action, extend to the saturation of V (xi), and then extend by 0 outside.
This gives a function hi compatible with morphisms. The sum h of all hi is locally
finite and always bigger than 0. Consequently, (hi/h) is the desired partition of unity
for the ep-groupoid X . 
Corollary 7.3. Let X be an ep-groupoid with paracompact orbit space |X | We as-
sume that the object M-polyfold admits an atlas consisting of charts whose local
models (O,C,E) have the property that the E0 are Hilbert spaces. Then every
open covering of X by saturated open subsets (Uλ )λ∈Λ possesses a subordinate
sc-smooth partition of unity of the ep-groupoid X.
Proof. We only have to note that the assumption on the atlas implies that the ob-
ject M-polyfold X admits sc-smooth partitions of unity. The proof can be found in
Appendix 5.5, see specifically Proposition 5.6, Theorem 5.12, and Corollary 5.2.
Hence, the corollary follows from Theorem 7.4. 
Chapter 8
Bundles and Covering Functors
After discussing the tangent of an ep-groupoid, we shall define strong bundles over
ep-groupoids. Finally we discuss the notion of a proper covering functor between
ep-groupoids and strong bundles, respectively.
8.1 The Tangent of an Ep-Groupoid
The tangent T (X ,X ) of an ep-groupoid (X ,X ) is defined as the pair of tangent
spaces
T (X ,X ) = (T X ,T X ). (8.1)
Our aim is to equip the pair with the structure of an ep-groupoid, whose object set
is the tangent space T X and whose morphism set is the tangent space T X . The main
results are Theorem 8.1 and Theorem 8.3.
In order to formulate the theorems we need some preparation. The object M-
polyfold is going to be the tangent space T X . That T X is a M-polyfold we know
from Section 2.1. The tangent space T X , again a M-polyfold, is viewed as a the set
of morphisms defined as follows. The tangent vector (φ ,h) ∈ TφX is viewed as a
morphism
(φ ,h) : T s(φ)(h)→ Tt(φ)(h). (8.2)
between the two objects in T X . If φ : x→ y is a morphism in X , then T s(φ)(h)∈ TxX
and Tt(φ)(h) ∈ TyX .
In view of (8.2) we define the source and the target maps sT X , tT X : T X → T X of
(T X ,T X ) by
sT X (φ ,h) = T s(φ)(h) and tT X (φ ,h) = Tt(φ)(h). (8.3)
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In order to introduce the multiplication (ψ,k)◦ (φ ,h) of two morphisms in T X we
have to assume that
sT X (ψ,k) = T s(ψ)(k) = Tt(φ)(h) = tT X (φ ,h) (8.4)
which implies that s(ψ) = t(φ). Using that the source map s : X → X is a local
sc-diffeomorphism, we define the multiplication of the two morphisms (φ ,h) and
(ψ,k) in T X by
(ψ,k)◦ (φ ,h) = (ψ ◦φ ,(T s(ψ ◦φ))−1(T s(φ)(h))) ∈ Tφ◦ψX , (8.5)
where k = T s(ψ)−1
(
Tt(φ)(h)
)
. The notation (φ ,h) ∈ TφX for the tangent vector
contains a redundancy. If p : T X → X 1 is the projection of the tangent bundle,
then p(h) = φ if h ∈ T X . Therefore, the definition (8.5) for the composition can be
expressed shorter as
k ◦h = (T s(p(k)◦ p(h)))−1(T s(p(h))(h)) (8.6)
and tT X (h) = sT X (k). Depending on the situation we shall or shall not use the short
notation for the composition.
The unit morphism 1a ∈ T X associated with the object a ∈ TxX is the morphism
1a = (1x,ha) ∈ T X , (8.7)
where ha ∈ T1x X satisfies T s(1x)(ha) = a= Tt(1x)(ha). Consequently, the unit map
uT X : T X → T X is given by
uT X (a) =
(
1x,T s(1x)−1(a)
)
(8.8)
for a ∈ TxX .
If ιX : X → X is the inverse map of the groupoid (X ,X ), we define the inverse map
ιT X : T X → T X by
ιT X (φ ,k) =
(
φ−1,T ιX (φ)(k)
)
. (8.9)
Theorem 8.1. The tangent T (X ,X )= (T X ,T X ) of the ep-groupoid (X ,X ), together
with the structure maps introduced above, is an ep-groupoid.
If the ep-groupoid (X ,X ) is tame, then also the ep-groupoid T (X ,X ) is tame. More-
over, the two projections p : T X→ X1 and p : T X → X 1 together define a sc-smooth
functor (p, p) : T (X ,X )→ (X ,X )1.
The theorem will follow from a series of lemmata. By definition, the multiplication
map of the ep-groupoid (X ,X ),
m : X s×tX → X , m(ψ,φ) = ψ ◦φ ,
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where s(ψ) = t(φ), is a sc-smooth map and we can pass to its tangent map T m. To
derive a formula for T m we recall that X s×tX is a sub-M-polyfold of X ×X so that
the tangent space T (X s×tX ) can be identified with a sub-M-polyfold of T X ×T X
by the identification
T (X s×tX ) = T X T s×TtT X ,
so that T s(ψ)(k) = Tt(φ)(h) for (ψ,k),(φ ,h) ∈ T (X s×tX ).
Lemma 8.1. If m is the multiplication of isomorphisms in X , then the multiplication
of morphisms in T X , defined in (8.5), can be written as
(ψ,k)◦ (φ ,h) = T m(ψ,φ)(k,h) = (ψ ◦φ ,T s(ψ ◦φ))−1 ◦T s(φ)(h)),
keeping in mind that k = T s(ψ)−1(Tt(φ)(h)).
Proof. In order to derive a formula for T m(ψ,φ)(k,h) for k ∈ TψX and h∈ TφX , we
vary φ ′ in a neighborhood U (φ)⊂ X and ψ ′ in a neighborhood U (ψ)⊂ X where φ ′
and ψ ′ are restricted by s(ψ ′) = t(φ ′). Therefore, ψ ′ is the function F of φ ′ defined
by
ψ ′ = F(φ ′) =
(
s|U (ψ))−1(t(φ ′)).
Thus the multiplication becomes
m(ψ ′,φ ′) = m
((
s|U (ψ))−1(t(φ ′)),φ ′).
Applying the (restricted) source map leads to the identity(
s|U (φ ◦ψ))◦m((s|U (ψ))−1(t(φ ′)),φ ′)= s(φ ′).
Differentiating the identity at φ ∈ X 1 in the direction h ∈ TφX , we obtain
T s(ψ ◦φ)((T m(T (s|U (ψ))−1(Tt(φ)(h)),h) = T s(φ)(h).
Hence, again using that s is a local sc-diffeomorphism,
T m
(
(T (s|U(ψ))−1(Tt(φ)(h)),h) = (T s(ψ ◦φ))−1 ◦T s(φ)(h).
Recalling T s(ψ)(k) = Tt(φ)(h) we finally obtain
T m(k,h) = (T s(ψ ◦φ))−1 ◦T s(φ)(h).
and the lemma follows. 
We abbreviate the morphisms in T X as Φ = (φ ,h) andΨ = (ψ,k).
Lemma 8.2. The definitions of sT X and tT X are compatible with the composition,
i.e.,
sT X (Ψ ◦Φ) = sT X (Φ) and tT X (Ψ ◦Φ) = tT X (Ψ).
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Proof. Using the definitions (8.4) and (8.5), we compute
sT X ((ψ,k)◦ (φ ,h)) = = T s(ψ ◦φ)(T (s(ψ ◦φ))−1(T s(φ)(h)))
= T s(φ)(h)
= sT X (φ ,h).
We have verified that sT X (Ψ ◦Φ)= sT X (φ). In order to verify the formula for tT X we
fix suitable open neighborhoods U (ψ ◦φ) and U(x) and U(y) with x= s(φ) and y=
t(ψ) so that t : U (ψ ◦φ)→U(y) and : U (ψ ◦φ)→U(x) are sc-diffeomorphisms.
We define the map α by α(b) = t ◦ (s|U (ψ ◦φ))−1(b). Then taking the tangent of
α at s(φ) gives
Tα(s(φ)) = Tt(ψ ◦φ)◦ (T s(ψ ◦φ))−1(s(φ)).
Now we consider for φ ′ near φ the map
φ ′ 7→ α ◦ s(φ ′).
In view of s(ψ ◦φ) = s(φ) and t(ψ ◦φ) = t(ψ) we have the identity
α(s(φ ′)) = t ◦ (s|U (ψ ◦φ))−1(s(φ ′))
= t ◦ (s|U (ψ))−1(t(φ ′)).
Therefore, taking the derivative at φ ′ = φ , we obtain
T (α ◦ s)(φ)(h) = Tt(ψ)(T ((s|U(ψ))−1(t(φ))(Tt(φ)h)).
Using the definition (8.3) and recalling T s(ψ)(k) = Tt)φ)(h), we compute,
tT X ((ψ,k)◦ (φ ,h)) = Tt(ψ ◦φ)((T s(ψ ◦φ))−1(T s(φ)(h)))
= Tα(s(φ))((T s(φ)(h))
= T (α ◦ s)(φ)(h)
= Tt(ψ)(T (s|U (ψ)))−1Tt(φ)(h)
= Tt(ψ)(T (s|U (ψ)))−1T s(ψ)(k)
= Tt(ψ)(k)
= tT X (ψ,k),
as claimed in Lemma 8.2. 
Lemma 8.3. The composition of morphisms in T X is associative.
Proof. Assuming that the corresponding sources and targets match we compute,
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(σ , l)◦ ((ψ,k)◦ (φ ,h))
= (σ , l)◦ (ψ ◦φ ,(T s(ψ ◦φ))−1T s(φ)(h))
= (σ ◦ψ ◦φ ,(T s(σ ◦ψ ◦φ))−1T s(ψ ◦φ)(T s(ψ ◦φ))−1T s(φ)(h))
= (σ ◦ψ ◦φ ,(T s(σ ◦ψ ◦φ))−1T s(φ)(h))
= (σ ◦ψ,(T s(σ ◦ψ))−1T s(ψ)(k))◦ (φ ,h)
= ((σ , l)◦ (ψ,k))◦ (φ ,h).

Lemma 8.4. The 1-morphism associated with the object q ∈ TxX, defined as
1q = (1x,T s(1x)−1q) ∈ T1x X ,
is a 2-sided identity for the composition.
Proof. We first observe that 1q is a 1-morphisms. Indeed,
sT X (1q) = T s(1x)(T s(1x)−1q) = q and tT X (1q) = Tt(1x)((T s(1x))−1(q)) = q.
In the last equation we have used that t(1b) = b = s(1b) for all b ∈ X , and
therefore, since t and s : X → X are local sc-diffeomorphisms, we have the iden-
tity t ◦ (s|U (1x))−1(b) = b for all b near x, and by the chain rule Tt(s−1(b)) ◦
T s(s−1(b))−1 = 1, so that Tt(1x)◦T s(1x)−1 = 1 at b = x.
Next we assume that the morphism (φ ,k) satisfies sT X (φ ,k) = tT X (1q) which is
equivalent to T s(φ)(k) = Tt(1x)◦T s(1x)−1(q) = q. Then
(φ ,k)◦1q = (φ ,k)◦ (1x,T s(1x)−1q)
= (φ ◦1x,T s(φ)−1T s(1x)T s(1x)−1q)
= (φ ,T s(φ)−1(q)) = (φ ,k).
If (φ ,k) satisfies t(φ)= x and tT X (φ ,k)= sT X (1q), which is equivalent to Tt(φ)(k)=
q, we obtain
1q ◦ (φ ,k) = (φ ,T s(φ)−1(T s(φ)(k))) = (φ ,k),
as claimed. 
Lemma 8.5. The inverse morphism ιT X of the morphism (φ ,k) ∈ T X , as defined by
ιT X (φ ,k) = (φ−1,T ιX (φ)(k)),
is a 2-sided inverse for the composition.
Proof. We first verify that ιT X (φ ,k) is an inverse morphism of (φ ,k). Indeed, from
the identities s(φ−1) = t(φ) and t(φ−1) = s(φ) for φ ∈ X we obtain by the chain
rule T s(φ−1)◦T ιX (φ) = Tt(φ) and Tt(φ−1)◦T ιX (φ) = T s(φ). Consequently,
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sT X (ιT X (φ ,k)) = T s(φ−1)(T ιX (φ)(k)) = Tt(φ)(k) = tT X (φ ,k)
and
tT X (ιT X (φ ,k)) = Tt(φ−1)(T ι(φ)(k)) = T s(φ)(k) = sT X (φ ,k).
For a given morphism (φ ,k) ∈ TφX satisfying x = s(φ) we compute,
ιT X (φ ,k)◦ (φ ,k) = (φ−1,T ιX (φ)k)◦ (φ ,k)
= (1x,(T s(1x))−1T s(φ)k)
= 1T s(φ)k.
The composition from the right is verified the same way and we have proved that
ιT X is the 2-sided inverse for the composition. 
Next we prove the differential geometric properties for the category T X consisting
of the object set T X and the morphism set T X .
Lemma 8.6. For the category with object M-polyfold T X and morphism M-polyfold
T X the source and target maps sT X and tT X are surjective local sc-diffeomorphisms
and all structure maps are sc-smooth.
Proof. By construction, sT X and tT X are local sc-diffeomorphisms. The 1-map
T X → T X associates with q ∈ TxX the pair 1q = (1x,(T s(1x))−1(q)), which sc-
smoothly depends on q. The inversion map T X → T X is the tangent map of the sc-
smooth inversion map X → X : φ → φ−1 and therefore a sc-diffeomorphism. Due
to the properties of sT X and tT X the fibered product T X sT X×tT X T X is a M-polyfold.
The multiplication map is given by
T X sT X×tT X T X → T X : ((ψ,k),(φ ,h)) 7→ (ψ ◦φ ,(T s(ψ ◦φ))−1T s(φ)(h)).
which is sc-smooth by inspection. One can also view this as follows. The tangent
space of X s×tX can naturally be identified with T X sT X×tT X T X and our multipli-
cation map mT X is precisely T m, where m is the multiplication for the original ep-
groupoid which is sc-smooth. This completes the proof of the lemma. 
In order to verify that (T X ,T X ) is an ep-groupoid we still need to confirm the
properness property.
Lemma 8.7. If (X ,X ) be an ep-groupoid, then (T X ,T X ) has the properness prop-
erty.
Proof. Let x ∈ X1 and take an open neighborhood V (x) in X such that
t : s−1(clX (V (x)))→ X is proper. (8.10)
In order to show that the map
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tT X : s−1(clT X (TV ))→ T X (8.11)
is proper, we may assume that we have a sequence of morphisms ((φk,hk)) ⊂ T X
satisfying sT X (φk,hk)∈ clT X (TV ) and (t(φk,hk)) lying in a compact subset K ⊂ T X .
Due to the latter, after perhaps taking a subsequence, we may assume the conver-
gence
t(φk,hk) = T s(φk)(hk)→ q ∈ TxX .
We note that
t(φk) =: xk→ x in X1, (8.12)
and, moreover,
t(φk)→ x in X0. (8.13)
Since s(φk) ∈ clX (V ), we deduce from the properness in (8.10) that
φk→ φ in X.
Because t is a sc-diffeomorphism between suitable open neighborhoods of φ and x,
the convergence of (xk) in (8.12) implies the stronger convergence
φk→ φ in X 1.
At this point we know about our sequence ((φk,hk)) that φk → φ in X 1 and
T s(φk)(hk)→ q∈ TxX in T X . We take open neighborhoods U (φ)⊂X and U(x)⊂X
such that s : U (φ)→U(x) is a sc-diffeomorphism. Then T s : TU (φ)→ TU(x) is
a sc-diffeomorphism. Since for large k we have (φk,hk) ∈ TU (φ) and the sequence
T s(φk,hk) = qk converges, the same is true for (φk,hk). Hence (φk,hk)→ (φ ,h) in
T X . This completes the proof of the properness. 
So far we have proved that the small category (T X ,T X ) is an ep-groupoid, if (X ,X )
is an ep-groupoid.
Lemma 8.8. If the ep-groupoid (X ,X ) is tame, so is the ep-groupoid (T X ,T X ).
Proof. If ϕ : U → O, O = (O,C,E), is a tame chart of the object M-polyfold X
of (X ,X ) and O = r(U) ⊂ C is a tame retract, then also Tr : TU → TU is a tame
retraction. It follows that if (X ,X ) has a tame object space, then also (T X ,T X ) has
a tame object space and hence is, by definition, a tame ep-groupoid.

Proof (Proof of Theorem 8.1). The category (T X ,T X ) is in view of Lemmata 8.1 -
8.8 a (tame) ep-groupoid, if (X ,X ) is a (tame) ep-groupoid. The last statement about
the projections being functors just says that if
(φ ,h) : T s(φ)(h)→ Tt(φ)(h),
264 8 Bundles and Covering Functors
then p(φ ,h) = φ : s(φ)→ t(φ) is a morphism compatible with composition. This is
obvious. The proof of Theorem 8.1 is complete. 
There are equivalent ways to equip the tangent (T X ,T X ) of the ep-groupoid with a
ep-groupoid structures. We discuss another possibility in the following remark.
Remark 8.1. The above definition of T X as an ep-groupoid makes precise in which
way we view the elements in T X as morphisms. There are equivalent ways to turn
T X into an ep-groupoid. Recall that a morphism φ : x→ y for x ∈ X1 (equivalently
y ∈ X1) has a well-defined associated linear isomorphism Tφ : TxX→ TyY . Here Tφ
is defined as the tangent map of t ◦ (s|U(φ))−1 at x. One interprets the fact that if
Tφ maps h ∈ TxX to k ∈ TyY as having a morphism (Tφ ,h) with s(Tφ ,h) = h and
t(Tφ ,h) = Tφ(h). The composition (Tψ,h) ◦ (Tφ , l) should be defined, provided
h = Tφ(l), as follows,
(Tψ,h)◦ (Tφ , l) = (Tψ ◦Tφ , l) = (T (ψ ◦φ), l).
We note that this new definition and the previous one are equivalent by means of the
mapping
G : (φ ,h)→ (Tφ ,T s(h)).
Indeed, G is compatible with the functorial structures. For example, if Tt(φ)(k) =
T s(ψ)(h),
G((ψ,h)◦ (φ ,k)) = (T (ψ ◦φ),T s((T s(ψ ◦φ))−1(T s(φ)(k))))
= (T (ψ ◦φ),T s(φ)(k))
= (Tψ ◦Tφ ,T s(φ)(k))
= (Tψ,Tφ(T s(φ)(k)))◦ (Tφ ,T s(φ)(k))
= (Tψ,Tt(φ)(k))◦ (Tφ ,T s(φ)(k))
= (Tψ,T s(ψ)(h))◦ (Tφ ,T s(φ)(k))
= G(ψ,h)◦G(φ ,k).
In the latter description the object space is T X as before , but the morphisms are the
pairs (Tφ ,h), where φ ∈ X 1 and h ∈ Ts(φ)X . The map
G : T X →{(Tφ ,a) | φ ∈ X 1, a ∈ Ts(φ)X},
is a bijection and we can equip the right-hand side with a M-polyfold structure such
that G becomes a sc-diffeomorphism. Of course we can identify the pairs (Tφ ,a)
with the triplets (a,Tφ ,b), where b = Tφ(a). This gives another description of the
morphism set. Some further remarks are in order. For φ ∈X 1 we abbreviate x= s(φ)
and y = t(φ) in X1. The linear isomorphism
Tt(φ)◦T s(φ)−1 : TxX → TyX .
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is the linearization of t ◦ (s|U(φ))−1 at φ and therefore, by definition, equal to Tφ .
Using the definitions of sT X and tT X , we find that
tT X ◦ (sT X |TxX)−1 = Tφ : TxX → TyX
is a linear isomorphism.

At this point we have constructed the tangent for the ep-groupoids, but not yet for
the sc-smooth functors between them.
Theorem 8.2. If (Φ ,Φ ) : (X ,X )→ (Y,Y ) is a sc-smooth functor between two ep-
groupoids, then the tangent map
(TΦ ,TΦ ) : T (X ,X )→ T (Y,Y )
is a sc-smooth functor between the corresponding tangents of the ep-groupoids.
Proof. Clearly, since Φ : X → Y and Φ : X → Y are sc-smooth maps, it follows
that the tangent maps TΦ : T X → TY and TΦ : T X → TY are sc-smooth. Let us
consider the compatibility with the composition we have defined for the elements in
T X and TY , respectively. The functoriality of Φ requires that
Φ×Φ : X ×X → Y ×Y
preserves the fibered products on which the multiplications are defined. Conse-
quently, if (ψ,φ) ∈ X s×tX , then
Φ(mX (ψ,φ)) = mY (Φ(ψ),Φ(φ)).
Differentiating with respect to the pair (ψ,φ) ∈ X s×tX in the direction (k,h) ∈
T X T s×TtT X we obtain
TΦ ◦T mX (k,h) = T mY (TΦ(k),TΦ(h)).
Therefore, by Lemma 8.1,
TΦ(ψ ◦φ)(k ◦h) = (TΦ(ψ)(k))◦ (TΦ(φ)(h)),
which is the desired result. To verify that TΦ preserves the units, is left to the reader.
For the morphisms α we have the identities
s(Φ(α)) =Φ(s(α)) and t(Φ(α)) =Φ(t(α)).
We differentiate at α0 ∈ X 1 in the direction p ∈ Tα0X and obtain, setting x0 = s(α0)
and x′0 = t(α0),
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sTY (TΦ(α0)(p)) = TΦ(x0)(sT X (p))
tTY (TΦ(α0)(p)) = TΦ(x′0)(tT X (p)).
In other words, if h∈ Tx0X and k ∈ Tx′0X are objects with a morphism (φ , p) between
them, i.e. p ∈ TφX satisfying T sX (p) = h and TtX (p) = k, then TΦ(φ)(p) is the
corresponding morphism TΦ(x0)(h)→ TΦ(x′0)(k). 
Recalling the category EP whose class of objects are the ep-groupoids and whose
morphisms are the sc-smooth functors between the ep-groupoids, we can sum up
the previous discussion in the following theorem.
Theorem 8.3 (Functoriality property of T on ep-groupoids). The tangent functor
T gives rise to a functor
T : EP → EP
associating with an ep-groupoid X its tangent T X and with a smooth functor Φ :
X → Y the tangent functor TΦ . In particular, TΦ preserves the composition and
the other structure maps. Furthermore, T preserves tameness; if X is a tame ep-
groupoid so is T X. 
Finally we shall show that the tangent functors are compatible with natural transfor-
mations.
Definition 8.1 (Natural transformation, natural equivalence). If
F : X → Y and G : X → Y
are two sc-smooth functors between the ep- groupoids X and Y , then F is called
naturally equivalent to G and denoted by F ' G, if there exists a sc-smooth map
τ : X → Y which associates with every object x ∈ X a morphism
τ(x) : F(x)→ G(x)
in Y such that
τ(x′)◦F (h) = G(h)◦ τ(x)
for every morphism h : x→ x′ in X , i.e., the diagram of morphisms
F(x)
τ(x)−−−−→ G(x)yF (h) yG(h)
F(x′)
τ(x′)−−−−→ G(x′)
commutes for every morphism h : x→ x′ in X .
The sc-smooth map τ : X →Y is called a natural transformation between the two
sc-functors F,G : X → Y and will be referred to by the formula
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τ : F → G.

The relation F 'G between sc-smooth functors F,G : X → Y of ep-groupoids is an
equivalence relation.
Proposition 8.1. If τ : Φ → Ψ is a natural transformation between the two sc-
smooth functors
Φ ,Ψ : X = (X ,X )→ Y = (Y,Y )
between ep-groupoids, then the tangent Tτ : T X → TY is a natural transformation
Tτ : TΦ → TΨ between the two tangent functors
TΦ ,TΨ : (T X ,T X )→ (TY,TY ).
Proof. If x∈X , then τ(x) : Φ(x)→Ψ(x) is a morphism in Y . We note that s(τ(x))=
Φ(x) and t(τ(x)) =Ψ(x). Differentiating Φ(x) = s(τ(x)) and Ψ(x) = t(τ(x)) at
x = x0 ∈ X1 yields, with ψ0 = τ(x0),
TΦ(x0)(h) = T s(ψ0)(Tτ(x0)(h)) and TΨ(x0)(h) = Tt(ψ0)(Tτ(x0(h)).
Consequently, sTY (Tτ(x0)(h)) = TΦ(x0)(h) and tTY (Tτ(x0)(h)) = TΨ(x0)(h). By
definition of the morphisms in TY we have the morphism
Tτ(x0)(h) : TΦ(x0)(h)→ TΨ(x0)(h).
Since τ is a natural transformation, the diagram
Φ(x)
τ(x)−−−−→ Ψ(x)yΦ(α) yΨ(α)
Φ(x′)
τ(x′)−−−−→ Ψ(x′)
commutes for all morphisms α : x→ x′. We differentiate the relationship defined by
the diagram as follows. We fix x0,x′0 ∈ X1 and the morphism α0 : x0→ x′0. The latter
then also belongs to level 1. For the morphisms α near α0 on level 0 we obtain the
commuting diagrams
Φ(s(α))
τ(s(α))−−−−→ Ψ(s(α))yΦ(α) yΨ(α)
Φ(t(α))
τ(t(α))−−−−→ Ψ(t(α)).
We differentiate at α =α0 satisfying s(α0) = x0 and t(α0) = x′0 and obtain, for every
p ∈ Tα0X , h = T sX (α0)p, and h′ = TtX (α0)p, the commutative diagram
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TΦ(x0)(h)
Tτ(x0)h−−−−→ TΨ(x0)hyTΦ(α0)p yTΨ(α0)p
TΦ(x′0)h
′ Tτ(x0)h−−−−→ TΨ(x′0)h′.
Recalling that TΦ(α0)p is the morphism TΦ(x0)h→ TΦ(x′0)h′ in TY and similarly
for Ψ , the diagram above shows that the tangent map Tτ : T X → TY , (φ ,h) 7→
Tτ(x0)(h) is a natural transformation Tτ : TΦ → TΨ . This completes the proof of
Proposition 8.1. 
If X is an ep-groupoid with paracompact orbit space |X | we have seen that |X | is
metrizable. The tangent T X of an ep-groupoid is also an ep-groupoid as we have
seen in Theorem 8.1. As we shall show now the paracompactness of |X | is inherited
by |T X |.
Theorem 8.4. If X is an ep-groupoid with paracompact orbit space |X |, then the
tangent ep-groupoid T X has a parcompact orbit space |T X | as well.
Proof. By assumption |X | is paracompact and the same holds for the ep-groupoid
X1, i.e. |X1| is paracompact. For every point z ∈ |X1| take a representative xz ∈ X1
and pick an open neighborhood U(xz) in X with the natural Gxz -action so that
TU(xz) is as a bundle over U(xz)1 sc-isomorphic to some local bundle model
TO→ O1, which also is equipped with an sc-smooth bundle action by Gxz . Then
|TU(xz)| and |U(xz)1| are metrizable. The collection of sets (|U(xz)1|)z∈|X1| is an
open covering of |X1| and we can find a subordinate locally finite closed subcover
denoted by (Az)z∈Σ , where Σ ⊂ |X1| consists of those points for which Az 6= /0. For
z ∈ Σ we find a Gxz -invariant closed subset of U(xz)1 and take the restriction of
TU(xz) to this subset. This defines, after dividing out by the Gxz a closed subset
A˜z of |T X | which is closed and paracompact. Moreover (A˜z)z∈Σ is a locally finite
covering of |T X | by closed paracompact sets. Since as an ep-groupoid |T X | is a reg-
ular Hausdorff space, it follows that |T X | is paracompact in view of the topological
Proposition 2.17. This completes the proof. 
8.2 Sc-Differential Forms on Ep-Groupoids
Next we introduce the notion of a sc-differential form in the ep-groupoid context. It
will be studied in later sections in more detail. The notion has been already intro-
duced in the context of M-polyfolds in Section 4.4.
Definition 8.2. A sc-differential k-form on the ep-groupoid (X ,X ) is a sc-smooth
map ω : ⊕kT X → R defined on the Whitney sum of the tangent of the object M-
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polyfold, which is linear in each argument and skew-symmetric, and, moreover,
possesses the additional property that for every morphism φ : x→ y in X 1, and its
associated tangent Tφ : TxX → TyY it holds that
(Tφ)∗ωy = ωx.

We denote by Ω kep(X) the vector space of sc-differential k-forms compatible with
morphisms. If ω is a sc-differential form on X i, then ω will also be a differential
form on X i+1. We can take the direct limit of the directed system
ιi,k : Ω ∗ep(X
i)→Ω ∗ep(Xk)
with i≤ k, induced by the pull-back via inclusions and obtain Ω ∗ep,∞(X). With N=
{0,1,2, . . .}, the latter is defined by
Ω ∗ep,∞(X) =
(⊕
i∈N
Ω ∗ep(X
i)
)
/D,
where D is the vector subspace generated by ωi− ιi,k(ωi). By definition, the ele-
ments [ω] in Ω ∗ep,∞(X) are equivalence classes and can be represented by a differ-
ential form ωi on X i for some i. Then ωi and ωk present the same element provided
there exists an l ≥ k, i such that the pullbacks of ωi and ωk to X l are the same. We
define the exterior derivative of [ω] by
d[ω] := [dω],
where dω is the exterior derivative of a sc-differential form on the object M-
polyfold. We claim that d[ω] ∈ Ω ∗ep,∞(X), i.e. dω is compatible with morphisms.
This can be seen as follows. Given a morphism φ0 : x0 = s(φ0)→ y0 = t(φ0) ∈ X 1,
we choose open neighborhoods U(x0) ⊂ X and U (φ0) ⊂ X such that s : U (φ0)→
U(x0) and t : U(φ0)→U(y0) are sc-diffeomorphisms. Defining the composition
f : U(x0)→U(y0) : x→ t((s|U (φ0))−1(x)),
we note that with φ ∈U(φ0), x= s(φ)∈U(x0)∩X1 and y= t(φ0) the linear isomor-
phism Tφ : TxX → TyX is equal to T f (x). Therefore, choosing x ∈U(x0)∩X1, we
compute for tangent vectors hi ∈ TxX , y = f (x), and φ ∈U (φ0) satisfying t(φ) = y,
( f ∗ω)x(h1, . . . ,hk) = ωy(T f (x)h1, . . . ,T f (x)hk)
= ωy(Tφ(h1), . . . ,Tφ(hk))
= ωx(h1, . . .hk).
Hence, on U(x0), in view of f ∗ ◦d = d ◦ f ∗,
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f ∗dω = d f ∗ω = dω,
so that the sc-differential form dω is indeed compatible with morphisms. From the
properties of d in the M-polyfold context we deduce that d ◦d = 0.
Definition 8.3. Given an ep-groupoid X , we call (Ω ∗ep,∞(X),d) the sc-de Rham
complex for the ep-groupoid X . We denote an element in (Ω ∗ep,∞(X),d) again by
ω though, as an element in a direct limit, it is rather an equivalence class. 
8.3 Strong Bundles over Ep-Groupoids
In this section we introduce the crucial notion of a strong bundle over an ep-
groupoid. Starting from a strong bundle P : W → X over the object M-polyfold
X of the ep-groupoid (X ,X ) we shall introduce the structure map µ : X s×PW ≡
W →W . Its properties allow to lift the morphisms φ ∈ X to linear isomorphisms
µ(φ , ·) : Ws(φ)→Wt(φ) between the corresponding fibers defining the morphisms in
W between points of W and ultimately leading to the sc-smooth functor (P,pi1) :
(W,W )→ (X ,X ) between two ep-groupoids. The strong bundles over M-polyfolds
have been introduced in Section 2.5.
We consider an ep-groupoid X = (X ,X ) and a strong M-polyfold bundle
P : W → X ,
where P : W → X is a surjective sc-smooth map between the M-polyfold W onto the
M-polyfold X which is the object space of the ep-groupoid (X ,X ). The M-polyfold
W possesses additional structures. In particular, the fibers
P−1(x) =Wx
over x ∈ X carry the structure of Banach spaces. If x ∈ X is a smooth point, the
Banach space Wx has a sc-structure. Since the source map s : X→ X is by definition
a local sc-diffeomorphism, the fibered product
X s×PW = {(ψ,w) ∈ X ×W |s(ψ) = P(w)}
is an M-polyfold, and being viewed as the pull-back of a strong M-polyfold bundle,
is also a strong M-polyfold bundle. Hence we have the strong bundle
pi1 : X s×PW → X .
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Definition 8.4 (Strong bundle over an ep-groupoid). A strong bundle over the
ep-groupoid X is a pair (P,µ) in which P : W → X is a strong bundle over the object
M-polyfold X and µ : X s×PW →W a strong bundle map covering the target map
t : X → X , such that the diagram
X s×PW µ−−−−→ W
pi1
y yP
X t−−−−→ X ,
is commutative, so that
P◦µ(ψ,w) = t(ψ).
Moreover, µ satisfies the following additional properties.
(1) µ is a surjective local sc-diffeomorphism and linear on the fibers Wx.
(2) µ(1x,w) = w for all x ∈ X and w ∈Wx.
(3) µ(ψ ◦ γ,w) = µ(ψ,µ(γ,w)) for all ψ,γ ∈ X and w ∈W satisfying
s(γ) = P(w) and t(γ) = s(ψ) = P(µ(γ,w)).

Given a strong bundle (P,µ) over the ep-groupoid X it follows, in particular, that
µ(ψ, ·) : Wx→Wy
is a linear isomorphism if ψ : x→ y is a morphism in X . In fact, the data of a strong
bundle over an ep-groupoid provide via µ a prescription how to lift morphisms to
linear isomorphisms in a compatible way with compositions.
We shall discuss the above definition now in detail. We shall show that there is an
equivalent functorial picture in the background which endows W with morphisms
resulting in an ep-groupoid (W,W ) having additional structures. In fact we shall
obtain a sc-smooth functor (P,P) : (W,W )→ (X ,X ), where P and P are strong
bundles.
We abbreviate W = X s×PW . Now we can define the ep-groupoid
W = (W,W )
in which the object set W is the M-polyfold W we started with, and the morphism set
W is the above fibered product X s×PW . Note, however, that we have more structure.
The object set carries the structure of a strong bundle W → X and the morphism set
also carries the structure of a strong bundle, namely W → X . For the following
discussion we label the source and target maps by the spaces they act in. The source
and target maps sW , tW : W →W are defined as follows,
272 8 Bundles and Covering Functors
sW (ψ,w) = w
tW (ψ,w) = µ(ψ,w)
for (ψ,w) ∈ X s×PW. These maps sW and tW are fiberwise linear local sc/-diffeo-
morphisms covering the source and target maps sX , tX : X → X . Indeed,
P◦ sW (ψ,w) = P(w) = sX (ψ)
P◦ tW (ψ,w) = P◦µ(ψ,w) = tX (ψ).
The action of a morphism (ψ,w) ∈ X s×PW is illustrated by the commutative dia-
gram
sW (ψ,w)
(ψ,w)−−−−→ tW (ψ,w)
P
y yP
sX (ψ)
ψ−−−−→ tX (ψ).
The orbit of a point w ∈W covers the orbit of P(w) ∈ X and hence P induces a
surjective continuous map |P| : |W | → |X | between the orbit spaces.
The identity morphism at w ∈Wx is the pair (1x,w) in X and if ψ : x → y is a
morphism in X , the inverse of the morphism (ψ,w) ∈ W is the pair i(ψ,w) =
(ψ−1,µ(ψ,w)). The multiplication map in W is defined by
(ψ,w′)◦ (γ,w) := (ψ ◦ γ,w)
whenever w′ = µ(γ,w) ∈W .
The two sc-smooth projection maps P : W →X and P := pi1 : W →X together define
an sc-smooth functor denoted by
P = (P,P) : W → X
between the two ep-groupoids W = (W,W ) and X = (X ,X ).
As demonstrated above we can use the strong bundle (P : W → X ,µ) in order to
construct additional data which allow to view a strong bundle over the ep-groupoid
X alternatively as the functor just constructed, which in expanded notation is given
by (P,P) : (W,W )→ (X ,X ) with the projection P := pi1. We shall usually just call
P : W → X a strong bundle over the ep-groupoid X , whenever the precise knowledge
of the ‘structural’ strong bundle map µ is not needed.
For most purposes a strong bundle (P,µ) over the ep-groupoid X should be viewed
as a strong bundle over the object M-polyfold X , together with a lift of the mor-
phisms ψ : x→ y to the linear isomorphisms µ(ψ, ·) : Wx →Wy satisfying some
natural requirements. For example, 1x is lifted to the identity, and the lift associated
to a composition is the composition of the lifts. Moreover, the differential geometric
side of things requires that the data produce sc-smooth strong bundle maps.
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Next we introduce the notion of a strong bundle map in the context of ep-groupoids.
Again there are two equivalent viewpoints. If we start with the original definition of
strong bundles over ep-groupoids, say (P,µ) and (P′,µ ′) then a strong bundle map
between these two objects can be defined as follows.
Definition 8.5 (Strong bundle map). Let (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′)
be two strong bundles over ep-groupoids. A strong bundle map or strong bun-
dle functor between strong bundles over ep-groupoids consists of a strong bundle
map Φ : W →W ′ covering the sc-smooth functor ϕ : X→ X ′ between ep-groupoids
having the property that
Φ(µ(γ,w)) = µ ′(ϕ(γ),Φ(w)),
for all γ ∈ X and w ∈W satisfying s(γ) = P(w). 
While µ maps w ∈Wx to µ(γ,w) ∈Wt(γ) for γ ∈ X satisfying x = s(γ) = P(w),
the strong bundle map Φ maps w ∈Wx to Φ(w) ∈Wϕ(x) and has to cover the sc-
smooth map ϕ : X → X ′ between the object M-polyfolds. Since ϕ is a functor, it
follows that the morphism γ ∈ X : s(γ)→ t(γ) is mapped to the morphism ϕ (γ) :
ϕ(s(γ))→ ϕ(t(γ)) in X ′. Hence the above required relationship between µ and µ ′
is well-defined.
There is a more functorial definition if we view (P,µ) as the functor (P,P) :
(W,W )→ (X ,X ) and similarly for (P′,µ ′). Namely, given Φ as in the previous
definition we can define the map Φ : W →W ′ by
Φ (γ,w) = (ϕ(γ),Φ(w)) for (γ,w) ∈W = X s×PW.
Then Φ : W →W ′ is a strong bundle map covering the map ϕ : X → X ′ which is the
morphism part of the functor ϕ : X → X ′ between the ep-groupoids and satisfying
µ ′ ◦Φ (γ,w) = µ ′(ϕ(γ),Φ(w)) =Φ(µ(γ,w))
for γ ∈ X . Moreover,
sW ′(Φ (γ,w)) =Φ(w) =Φ(sW (γ,w)).
Recalling that in the functorial picture µ and µ ′ are the target maps, the two dis-
played equations show that the following diagrams commute
W Φ−−−−→ W ′
s
y ys
W Φ−−−−→ W ′
W Φ−−−−→ W ′
t
y yt
W Φ−−−−→ W ′.
Summarizing, we have “lifted” a strong bundle map Φ : W →W ′ satisfying the re-
quirements of Definition 8.5 to a functor (W,W )→ (W ′,W ′). The reverse is also
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true. Namely, given such a functor covering the functor ϕ : X → X ′ between ep-
groupoids, which is linear on the fibers, we obtain, using the strong bundle struc-
tures, a strong bundle map Φ : W →W ′ which has the properties listed in Definition
8.5. From the strong bundle map we can recover the functor completely. Hence we
obtain the following equivalent definition.
Definition 8.6. A strong bundle functor Φ : P→ P′ between the two strong bun-
dles P : W → X and P′ : W ′ → X ′ over the ep-groupoids X and X ′ consists of a
functor Φ : W = (W,W )→W ′ = (W ′,W ′) between ep-groupoids which is linear on
the fibers and which covers a sc-smooth functor (ϕ,ϕ ) : (X ,X )→ (X ′,X ′) between
the bases. Moreover, the functor Φ induces strong bundle maps Φ : W →W ′ and
Φ : W →W ′ between the object sets and morphism sets such that the diagram
W Φ−−−−→ W ′
P
y yP′
X
ϕ−−−−→ X ′
commutes.

In the following we shall either refer to a strong bundle map between strong bun-
dles over ep-groupoids if we appeal to the first definition, or we shall refer to a
strong bundle functor if we use the second definition. In any case these are identi-
cal notions. For most purposes, however, the first view point is the most convenient
one. Namely, if W → X and W ′→ X ′ are strong bundles over ep-groupoids with re-
spective structure maps µ and µ ′, then a strong bundle functor Φ is given by the fol-
lowing data. A sc-smooth functor (ϕ,ϕ ) : (X ,X )→ (X ′,X′) between ep-groupoids
and a strong bundle map Φ : W →W ′ covering ϕ : X → X ′, which is compatible
with the structure maps in the sense that
µ ′(ϕ(γ),Φ(w)) =Φ(µ(γ,w)) (8.14)
for all w ∈W and γ ∈ X satisfying s(γ) = P(w).
Having a strong bundle (P : W → X ,µ) over the ep-groupoid X we can introduce
the notion of a section functor.
Definition 8.7. Let (P : W → X ,µ) be a strong bundle over the ep-groupoid X .
(1) A sc-smooth section functor f is a sc-smooth section f : X →W of the strong
bundle P : W → X over the object M-polyfold satisfying the functorial condition
f (y) = µ(φ , f (x))
for morphisms φ : x→ y. We denote by Γ (P,µ) the vector space of sc-smooth
section functors of (P,µ).
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(2) A sc+-section functor f is an element in Γ (P,µ) satisfying f (x) ∈W0,1 for all
x ∈ X and f , viewed as a section of W [1]→ X , is sc-smooth. By Γ+(P,µ) ⊂
Γ (P,µ) we denote the vector subspace of sc+-section functors.
(3) A sc-Fredholm section functor f is an element in Γ (P,µ) such that, viewed
as a section of the strong bundle W → X over the object M-polyfold, f is a sc-
Fredholm section. By Fred(P,µ)we denote the collection of sc-Fredholm section
functors.

These notions will be studied in more detail later on.
8.4 Proper Covering Functors
We need later on the notion of a proper covering functor, which is inspired by the
definition in the Lie groupoid case in [48].
Definition 8.8. A sc-smooth functor F : Y → X between ep-groupoids is called a
proper covering functor if the following holds true.
(1) The sc-smooth map F : Y → X defined between the objects is a surjective local
sc-diffeomorphism.
(2) For every object x ∈ X , the preimage F−1(x)⊂ Y is finite. There exists an open
neighborhood U(x) ⊂ X and there exist mutually disjoint open neighborhoods
U(y)⊂Y around every point y ∈ F−1(x) such that the map F : U(y)→U(x) is a
sc-diffeomorphism and
F−1(U(x)) =
⋃
y∈F−1(x)
U(y).
(3) The map
Y → X s×FY, φ 7→ (F(φ),s(φ))
is a sc-diffeomorphism.

The map
Y → X s×FY, φ 7→ (F(φ),s(φ)),
being a sc-diffeomorphism, preserves the degeneracy index, so that
dY (φ) = dX s×FY (F(φ),s(φ))
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for the morphisms φ ∈ Y . By construction, the fiber product X s×FY is a sub-M-
polyfold of the product X ×Y . The latter has the degeneracy index
dX×Y (φ ,y) = dX (φ)+dY (y).
Since F and s are local sc-diffeomorphisms we conclude that
dX×Y (F(φ),s(φ)) = dX (F(φ))+dY (s(φ)) = dY (φ)+dY (φ) = 2 ·dY (φ).
Combining this with dY (φ) = dX s×FY (F(φ),s(φ)) we conclude that
dX s×FY (F(φ),s(φ)) =
1
2
·dX×Y (F(φ),s(φ)),
which shows that the fibered product lies in a particular position in the full product.
Next we study the composition of sc-smooth proper covering functors.
Proposition 8.2. Assume that X, Y , and Z are ep-groupoids. If F : Y → X and H :
Z→Y are proper covering functors, then the composition F ◦H : Z→ X is a proper
covering functor.
Proof. That F ◦H satisfies the properties (1) and (2) follows easily. To verify (3) we
have to show that
LF◦H : Z→ X s×F◦HZ, σ 7→ (F(H(σ)),s(σ))
is a sc-diffeomorphism. To this aim we introduce the sc-smooth map K˜ by
K˜ : Y s×HZ→ X s×F◦HZ, (ψ,z) 7→ (F(ψ),z),
and consider the sc-diffeomorphisms
LH : Z→ Y s×HZ, σ 7→ (H(σ),s(σ))
LF : Y → X s×FY, ψ 7→ (F(ψ),s(ψ)).
Then
LF◦H = K˜ ◦LH .
It suffices to show that K˜ is a sc-diffeomorphism, since we already know that the
same is true fo LH . Considering the sc-smooth map
X s×F◦HZ→ Y ×Z, (φ ,z) 7→ (L−1F (φ ,H(z)),z),
we note that L−1F (φ ,H(z)) = ψ implies F(ψ) = φ and s(ψ) = H(z). Hence
(L−1F (φ ,H(z)),z) ∈ Y s×HZ
and therefore we can define the sc-smooth map
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L˜ : X s×F◦HZ→ Y s×HZ by L˜(φ ,z) = (L−1F (φ ,H(z)),z).
Then K˜ ◦ L˜(φ ,z) = K˜(ψ,z), where F(ψ) = φ and s(ψ) = H(z). Hence K˜(ψ,z) =
(φ ,z) implying K˜ ◦ L˜ = id. Moreover L˜ ◦ K˜(ψ,z) = L˜(F(ψ),z) = (ψ,z) so that L˜ ◦
K˜ = id. We have shown that K˜ is a sc-diffeomorphism implying that the map LF◦H
is a sc-diffeomorphism. 
The following theorem can be viewed as a generalization of the result about the
natural action of the isotropy group.
Theorem 8.5 (Proper Covering I). Let F :Y→X be a proper covering functor and
let x ∈ X. Then for a connected and sufficiently small open neighborhood U(x) in
X, admitting the natural Gx-action (given by the data (Φ ,Γ )), the following holds.
(0) The subset F−1(U(x)) in Y is a disjoint union of connected open neighbor-
hoods U(y) for all y ∈ F−1(x) such that every map F : U(y)→ U(x) is a sc-
diffeomorphism.
(1) The subset Γ (Gx,U(x)) = {φ ∈ X |s(φ), t(φ) ∈U(x)} =: U (x) is the union of
connected components U (g) with g ∈ Gx. Moreover, the source and target maps
s, t : U (g)→U(x) are sc-diffeomorphisms.
(2) For every pair y,y′ ∈ F−1(x), the set
U (y,y′) = {ψ ∈ Y |s(ψ) ∈U(y) and t(ψ) ∈U(y′)}
is the disjoint union of connected open neighborhoods U (ψ0) ⊂ Y centered at
morphismsm ψ0 : y→ y′ for which the following properties (3)-(5) hold.
(3) The maps s : U (ψ0)→U(y) and t : U (ψ0)→U(y′) are sc-diffeomorphisms.
(4) The map F : U (ψ0)→U (F (ψ0)) is a sc-diffeomorphism.
(5) The following diagram is a commutative diagram of sc-diffeomorphisms.
U (ψ0)
F−−−−→ U (F (ψ0))
s
y ty
U(s(ψ0))
F−−−−→ U(t(F (ψ0)).

Remark 8.2. (a) As F is a functor we conclude for a morphism φ : y→ y′ in Y con-
necting two objects y,y′ ∈ F−1(x), that the morphism F (φ) : F(y)→ F(y′) belongs
to the isotropy group Gx.
(b) In Theorem 8.5 everything is determined by the choice of a small connected
open neighborhood U(x) of an object x ∈ X , which admits the natural Gx-action. As
discussed in Section 7.1, Theorem 7.1, the construction of the data (Φ ,Γ ), which
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determines the Gx-action, is natural. The main point in proving the theorem is the
interplay between the map F restricted to suitable subsets, and its compatibility with
the source and target maps due to the functoriality. 
Proof (Theorem 8.5). The set A = F−1(x) is finite, and for a connected open neigh-
borhood U ′(x), the preimage F−1(U ′(x)) is the disjoint union of connected open
neighborhoods U ′(y), so that every map F : U ′(y)→U ′(x) is a sc-diffeomorphism.
This is an immediate consequence of the definition of a sc-smooth proper covering
functor. We may assume that the set U ′(x) admits the natural action of Gx, other-
wise we replace U ′(x) by a smaller Gx-invariant and for the sets U ′(y) we take its
preimages F−1(U ′(x)).
We find around every point y ∈ A a connected open neighborhood V (y), contained
in U ′(y) and admitting admitting the natural action of Gy, and, for every morphism
ψ : y→ y′, a connected open neighborhood V (ψ) such that the source and target
maps s : V (ψ)→V (y) and t : V (ψ)→V (y′) are sc-diffeomorphims. We define the
sc-diffeomorphism ψ̂ by
ψ̂ = t ◦ (s|V (ψ))−1 : V (y)→V (y′). (8.15)
Denoting by A the set of all morphisms between objects in A, the set
V =
φ ∈ X |s(φ) ∈ ⋃
y∈F−1(x)
V (y), t(φ) ∈
⋃
y′∈F−1(x)
V (y′)

is a disjoint union of connected components V (ψ),
V =
⋃
ψ∈A
V (ψ).
We take a smaller connected open neighborhood U(x)⊂U ′(x)which is Gx-invariant
and for which (F |V (y))−1(U(x))⊂V (y). Since the sets U ′(y) are Gy-invariant, the
same is true for the sets U(y) := (F |V (y))−1(U(x)). We claim that the map ψ̂ :
V (y)→ V (y′) defined in (8.15) maps bijectively U(y) onto U(y′), and hence it is
a sc-diffeomorphism from U(y) onto U(y′). To see this, we take z ∈U(y) and let
z′ = ψ̂(z). Then z′ ∈ V (y′) and there is a morphism φ : z→ z′. Hence F (φ) is a
morphism between F(z) and F(z′). Since F(z) ∈U(x) and F(z′) ∈U ′(x), and U ′(x)
is Gx invariant, there exists g ∈ Gy for which F (φ) = Γ (g,F(z)). But U(x) is a
Gy-invariant subset of U ′(x) and hence F(z′) = s(F (φ)) ∈U(x). So, z′ ∈U(y′) and
ψ̂(U(y)) ⊂ U(y′). Similar arguments shows that ψ̂−1(U(y′)) ⊂ U(y). Hence the
map ψ̂ restricted to U(y) is a sc-diffeomorphim onto U(y′). Now it is clear that if
U (ψ) = (s|V (ψ))−1(U(y)), then the maps s : U (ψ)→U(y) and t : U (ψ)→U(y′)
are sc-diffeomorphisms. Moreover, if U = {φ ∈ X |s(φ) ∈ ⋃y∈F−1(x)U(y), t(φ) ∈⋃
y′∈F−1(x)U(y′)}, then
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U =
⋃
ψ∈A
U (ψ).
At this point the properties (0)-(3) are satisfied and it remains to verify the property
(4). We take a morphism ψ0 : y→ y′ between points y,y′ ∈ A. Then F (ψ0) = g∈Gx.
Since U (ψ0) is connected and the set U (g) is a connected component of the set
U (x), it follows that F (U (ψ0)) ⊂ U (g). Using that the maps F : U(y)→ U(x),
s : U (g) → U(x), and s : U (ψ0) → U(y) are sc-diffeomorpism, we see that any
morphism φ ∈U (g) is of the form φ = (s|U (g))−1 ◦F ◦s(ψ) for a unique morphism
ψ ∈ U (ψ0). Both morphisms F (ψ) and φ = belong to U (g) and have the same
source, so that F (ψ) = φ = (s|U (g))−1 ◦F ◦ s(ψ). Hence F is a sc-diffeomorphism
as a composition of sc-diffeomorphisms,
U (ψ0)
s−→U(s(ψ0)) F−→U(x) (s|U (g))
−1
−−−−−−→U (g).
We have verified the property (4) and the property (5) is now obvious. The proof of
Theorem 8.5 is complete. 
Let F : Y → X be a proper covering functor. Fixing x ∈ X and a sufficiently small
connected open neighborhood U(x) ⊂ X , and open neighborhoods U(y) ⊂ Y for
y∈F−1(x), such that every map F :U(y)→U(x) is a sc-diffeomorphism, we obtain,
on the object level, the map
F : unionsqy∈F−1(x)U(y)→U(x).
Assuming that U(x) admits the natural Gx-action, we take the associated full subcat-
egories and obtain a local model for the proper covering functor near x and F−1(x).
The morphism structure incorporates the natural actions of the isotropy groups Gy
and their relationships. Next we shall study the structure of this local model.
Using the previous theorem, we shall explain the local structure of a proper cov-
ering functor in more detail. We denote by Diffsc the category whose objects are
M-polyfolds and whose morphisms are sc-smooth diffeomorphisms between M-
polyfolds.
Definition 8.9 (Covering functor, geometric lift). Let D and C be two categories
having both finitely many objects and morphisms. In addition, C has only one ob-
ject, usually denoted by x, so that C = {x}, and all morphisms of C and D are
isomorphisms. A covering functor
f : D→C
is a functor such that the map
D→Cs× f D, ψ → ( f (ψ),s(ψ))
is a bijection.
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A geometric lift of a covering functor f : D→C consists of two functors LD : D→
Diffsc and LC : C→ Diffsc and a natural transformation
τ : LD→ LC ◦ f .
of the two functors LD,LC ◦ f : D→ Diffsc. 
We recall that the map τ : D→Diffsc associates with every object y∈D a morphism
τ(y) : LD(y)→ LC ◦ f (y)
in Diffsc satisfying
τ(y′)◦LD(h) = (LC ◦ f )(h)◦ τ(y)
for every morphism h : y→ y′ in D.
If f : D→ C is a covering functor and τ : LD → LC ◦ f a geometric lift of f , the
unique object x ∈C is mapped to the M-polyfold LC(x), denoted by
U(x) := LC(x).
For the finitely many objects y ∈ D = f−1(x) we obtain the M-polyfolds LD(y)
denoted by
U(y) := LD(y), y ∈ D = f−1(x).
Associated with every objects y ∈ D = f−1(x) is the morphism τ(y) : LD(y) →
LC( f (y)) which, in view of f (y) = x, is the sc-diffeomorphism
τ(y) : U(y)→U(x)
between the two M-polyfolds.
If ψ : y→ y′ is a morphism in D, then the morphism LD(ψ) : LD(y)→ LD(y′) in
Diffsc is the sc-diffeomorphism
ϕyy′(ψ) := LD(ψ) : U(y)→U(y′).
The morphism g ∈C = Gx, g : x→ x, is mapped to the morphism LC(g) : LC(x)→
LC(x) which is the sc-diffeomorphism
LC(g) : U(x)→U(x)
of the M-polyfold U(x). For two morphisms γ : y→ y′ and ψ : y′→ y′′ in D so that
ψ ◦ γ : y→ y′′, we obtain by functoriality the formula
ϕyy′′(ψ ◦ γ) = ϕy′y′′(ψ)◦ϕyy′(γ)
which is a composition of sc-diffeomorphisms.
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In the special case y = y′, the isotropy group Gy ⊂ D consists of the finitely many
morphisms y→ y, and the Gy-action on the M-polyfold U(y) is defined by
h∗ z := LD(h)(z), z ∈U(y) and h ∈ Gy.
Similarly, we denote the action of the isotropy group Gx on U(x) by g∗z= LC(g)(z)
for z ∈U(x) and g ∈ Gx.
Using that τ is a natural transformation we obtain for h ∈ Gy the formula
τ(y)(h∗ z) = (τ(y)◦LD(h))(z)
= (LC( f (h))◦ τ(y))(z)
= f (h)∗ τ(y)(z)
for all z ∈ U(y) where τ(y)(z) ∈ U(x). Therefore, the sc-diffeomorphisms τ(y) :
U(y)→U(x) are equivariant with respect to the map f : Gy→ Gx.
Proposition 8.3 (Geometric Lift). Associated with a covering functor f : D→C
and a geometric lift τ : LD → LC ◦ f of f there exists a natural construction of a
proper covering functor F : Y → X between the two ep-groupoids Y and X.
Proof. Let x be the unique object of C and Gx = C its isotropy group. Using the
previously introduced notations we take the translation groupoid
X = GxnU(x),
whose object M-polyfold is U(x) and whose morphism M-polyfold is Gx×U(x).
The source and the target maps s, t : Gx×U(x)→U(x) are defined as s(g,z) = z,
and t(g,z) = g∗ z.
The object set Y of the ep-groupoid (Y,Y ) is defined as the disjoint union
Y =
⋃
y∈D
U(y).
It possesses a natural M-polyfold structure. The morphism set Y is the set
Y =
⋃
(y,y′)∈D×D
[mor(y,y′)×U(y)],
which has also a natural M-polyfold structure. The source and target maps s, t : Y →
Y are defined by
s(ψ,z) = z and t(ψ,z) = ϕyy′(ψ)(z)
for ψ ∈mor(y,y′) and z ∈U(y). The maps s and t are surjective local sc-diffeomor-
phisms. The composition of the morphisms (ψ,z′) and (γ,z) in Y is well defined
provided z′ = ϕyy′(γ)(z), and is given by
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(ψ,z′)◦ (γ,z) = (ψ ◦ γ,z).
The identity elements have the form (1y,z), where z ∈ U(y) so that the unit map
u : Y → Y is the map
u(z) = (1y,z),
where z ∈U(y). The inversion map ι : Y → Y is given by
ι(ψ,z) = (ψ−1,ϕyy′(ψ)(z)).
For the M-polyfold structure on Y the inversion map ι is sc-smooth because ϕyy′(ψ)
is a sc-diffeomorphism. One verifies that Y = (Y,Y ) is an ep-groupoid, i.e the com-
position is sc-smooth and the properness property holds.
The functor F : (Y,Y )→ (X ,X ) is defined on the objects by F |U(y) := τ(y) for
y ∈ D which is a sc-diffeomorphism U(y)→U(x). On the morphism set we define
F : Y → X as follows. If (ψ,z) ∈ Y , where ψ : y→ y′ is a morphism satisfying
s(ψ) = y, and z ∈U(y), we set
F (ψ,z) = ( f (ψ),τ(y)(z)) ∈ X .
Since F : U(y)→ U(x) is a sc-diffeomorphism and F−1(U(x)) = Y , the map F :
X → Y is a surjective local sc-diffeomorphism between the object sets. It follows
from the construction that
F : (Y,Y )→ (X ,X )
is a sc-smooth functor between ep-groupoids. Finally, we claim that the map
Y → X s×FY, (ψ,z)→ (( f (ψ),F(z)),z) (8.16)
is a sc-diffeomorphism. Indeed, from
(( f (ψ),F(z)),z) = (( f (ψ ′),F(z′)),z′).
it follows that z = z′ implying
( f (ψ),τ(y)(z)) = ( f ′(ψ ′),τ(y′)(z))
and hence y= y′ = s(ψ) = s(ψ ′). By the definition of a covering functor f : D→C,
the map D→Cs× f D, ψ 7→ ( f (ψ),s(ψ)) is a bijection. Therefore, we conclude that
ψ =ψ ′, which shows the injectivity of map (8.16). In order to verify the surjectivity
we take an element ((g,q),z) ∈ X s×FY . Then F(z) = q and there exists a point
y ∈ Y for which z ∈ U(y). Therefore, we find a unique ψ ∈ D satisfying f (ψ) =
g and s(ψ) = y and consequently, (( f (ψ),F(z)),z) = ((g,q),z), which shows the
surjectiviy of the map (8.16). Being a local sc-diffeomorphism, the map (8.16) is
therefore a sc-diffeomorphism as claimed.
The proof that the functor F : Y → X between the ep-groupoids is a proper covering
functor according to Definition 8.8, is complete. 
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Conversely, combining Theorem 8.5 with Proposition 8.3 we shall construct, for a
proper covering functor F : Y → X between ep-groupoids, a local model near the
object x ∈ X and near the preimage F−1(x) ⊂ Y , which is the geometric lift of the
induced covering functor
f : D→C,
where D is the full subcategory associated with F−1(x) and C the full subcategory
associated with x. Moreover, f = F |D.
Theorem 8.6 (Proper Covering II). Let F : Y → X be a proper covering functor.
Fixing an object x ∈ X, we let C be the full subcategory of X having the single
object x and the isotropy group Gx as the morphism set. Moreover, we let D be the
full subcategory having the finite object set F−1(x). Then the restriction f = F |D :
D→C is a covering functor. Given a sufficiently small open neighborhood U(x) of
x in X as described in Theorem 8.5, there exists exists a geometric lift A : K→ L of
f and there exist fully faithful open embedding functors Φ andΨ , where the image
of the functor Φ : L→ X is the full subcategory associated with U(x), and the image
of the functor Ψ : K → Y is the full subcategory associated with F−1(U(x)), such
that the following diagram is commutative,
K Ψ−−−−→ Y
A
y Fy
L Φ−−−−→ X .
Proof. Fixing the object x ∈ X we obtain the category C consisting of the single ob-
ject x and the morphism set Gx, and the full subcategory D= (D,D) of Y associated
with the finite set of objects D = F−1(x). We denote by f : D→C the restriction of
the proper covering functor F to D, so that f = F |D. From the covering functor F
we deduce that f is a covering functor between finite categories. Next we employ
Theorem 8.5 and choose the open neighborhood U(x)⊂ X equipped with its natural
action of Gx given by (Φ ,Γ ), so small that the properties (0)-(5) of Theorem 8.5
hold. In particular, we have open neighborhoods U(x)⊂ X and U(y)⊂ Y for y ∈ D
which are M-polyfolds. Next we define the geometric lift of f : D→C. The functor
LC : C→ Diffsc is defined by
LC(x) =U(x) and LC(g) =Φ(g) ∈ Diffsc(U(x)), g ∈ Gx.
On the object set D the functor LD : D→ Diffsc is defined as
LD(y) =U(y), y ∈ D = F−1(x).
Recalling the statement (5) of Theorem 8.5, we define the functor LD : D→ Diffsc
on morphisms as follows. If ψ : y→ y′ ∈ U (ψ0) for the distinguished morphism
ψ0 : y→ y′, we put
LD(ψ) = t ◦ (s|U (ψ0))−1 ∈ Diffsc(U(y),U(y′)).
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The natural transformation τ : LD → LC ◦ f associates with the object y ∈ F−1(x)
the morphism τ(t) : LD(y)→ LC ◦ f (y) which is the sc-diffeomorphism
τ(y) := F |U(y) : U(y)→U(x).
One verifies that this defines a geometric lift of the covering functor f : D→C. The
associated natural construction of a covering functor is denoted by A : K→ L, where
L is the translation groupoid L = GxnU(x), and the ep-groupoid (K,K) is defined
by
K = unionsqy∈F−1(x)U(y) and K = unionsq(y,y′)∈D2 [mor(y,y′)×U(y)].
The proper covering functor A : K → L is defined on the objects by A|U(y) :=
F |U(y) and on the morphisms (ψ,z) ∈mor(y,y′)×U(y) by
A(ψ,z) = ( f (z),F(z)).
The functor Φ : L→ X is the inclusion on objects and maps the morphism (g,z) ∈
Gx×U(x) to the morphism Γ (g,z) ∈ X . The functorΨ : K→ Y is the inclusion on
objects, and maps the morphism (ψ,z)∈mor(y,y′)×U(y) where ψ ∈U (ψ0), to the
morphism (s|U (ψ0)))−1(z) ∈ Y . This way we obtain the commutative diagram
K Ψ−−−−→ Y
A
y Fy
L Φ−−−−→ X .
The image ofΨ is the full subcategory associated with the object set F−1(U(x)), the
image of Φ is the full subcategory associated with U(x), and the covering functor A
is the restriction of F . The construction of the covering functor A : K→ L defines,
up to the fully faithful open embeddings Ψ and Φ , a local model for the proper
covering functor F near x and F−1(x). The proof of Theorem 8.6 is complete. 
For further considerations concerning the local structure of a proper covering func-
tor we refer to Appendix 8.5.1.
For applications we need a version of the previous discussion involving strong bun-
dles. We recall from Definition 8.4 that the structure map µ of a strong bundle over
an ep-groupoid P : W → Y is a strong bundle map µ : Y s×PW →W covering the
target map t : Y →Y . The pairs (ψ,w)∈W =Y s×PW are viewed as the morphisms
(ψ,w) : w→ µ(ψ,w).
of the object space W . Then W becomes a strong bundle over Y via the projection
map
P : W → Y , (ψ,w)→ ψ.
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The source and the target maps s, t : W → W are defined as s(ψ,w) = w and
t(ψ,w) = µ(ψ,w). The reader finds more details in Section 8.3 about strong bun-
dles.
Definition 8.10. Let (W,µ) and (V,τ) be strong bundles over the ep-groupoids Y
and X , respectively, denoted by P : W →Y and Q : V → X . A proper strong bundle
covering functor is a strong bundle map A (in particular fiberwise linear), for which
the diagram
W A−−−−→ V
P
y Qy
Y F−−−−→ X
is commutative and which has the following additional properties.
(1) A is surjective and a local strong bundle isomorphism covering a sc-smooth
proper covering functor F : Y → X .
(2) The preimage F−1(x) of every object x ∈ X is finite, and there exist open neigh-
borhoods U(x)⊂ X and U(y)⊂ Y for every y ∈ F−1(x), where the sets U(y) are
mutually disjoint, such that the map
A : W |U(y)→V |U(x)
is a strong bundle isomorphism for every y ∈ F−1(x), and
F−1(U(x)) =
⋃
y∈F−1(x)
U(y).
(3) The map
W →V s×AW : (ψ,w)→ ((F(ψ),A(w)),w)
is a strong bundle isomorphism covering the sc-diffeomorphism Y → X s×FY :
ψ → (F(ψ),s(ψ)). Here the strong bundle projection
V s×AW → X s×FY
is given by ((φ ,v),w)→ (φ ,P(w)).
The strong bundle data are some kind of a lift of the data on the level of ep-
groupoids. All structural statements about proper covering functors between ep-
groupoids lift to the strong bundle situation. We give some further discussion in the
following appendix.
286 8 Bundles and Covering Functors
8.5 Appendix
8.5.1 Local Structure of Proper Coverings
We consider a proper covering functor F :Y→X between ep-groupoids as described
in Definition 8.8. Fixing an object x ∈ X , we denote by X(x) the full subcategory
whose object set consists of the single element x and whose morphisms are the
elements of the isotropy group Gx. By Y (x) we denote the full subcategory whose
object set is the finite set F−1(x) ⊂ Y and denote the associated set of morphisms
by mor(F−1(x)). We obtain the functor
F : Y (x)→ X(x).
In view of the property (3) in Definition 8.8 of a proper covering functor, the map
mor(F−1(x))→ (Gx)s×F F−1(x) = Gx×F−1(x), φ 7→ (F(φ),s(φ))
is a bijection. This implies
#mor(F−1(x)) = #Gx ·#F−1(x).
We decompose the finite set F−1(x) into isomorphism classes
F−1(x) =Θ1∪ . . .∪Θq,
where two objects are isomorphic if there exists an isomorphism in mor(F−1(x))
between them. Clearly, for any two elements y,y′ ∈Θ j, the isotropy groups Gy and
Gy′ are isomorphic.
Lemma 8.9. For every j = 1, . . . ,q we have the equality
#Gx ·#Θ j = #{ψ ∈ mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j}.
Moreover, for every j = 1, . . . ,q and y0 ∈Θ j,
#{ψ ∈ mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j}= #Gy0 · (#Θ j)2
and
#Gx = #Gy0 ·#Θ j.
Proof. The map
{ψ ∈mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j}→ Gx×Θ j : ψ → (Fψ),s(ψ)) (8.17)
is a bijection by property (3) of a proper covering functor, implying the first claim.
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We decompose the subset {ψ ∈mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j} of morphisms into
the disjoint union
{ψ ∈mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j}= unionsq(y,y′)∈Θ j×Θ j mor(y,y′).
Since any two points inΘ j are isomorphic, each of these sets mor(y,y′) is nonempty.
If we choose y0 ∈Θ j and fix for every y ∈Θ j a morphism ψy : y0→ y, then the map
mor(y0,y0)→mor(y,y′), ψ 7→ ψy′ ◦ψ ◦ψ−1y
is a bijection. Consequently,
#{ψ ∈mor(F−1(x)) | s(ψ), t(ψ) ∈Θ j}= #Gy0 · (#Θ j)2.
Combining this with the first statement we obtain the final claim of Lemma 8.9. 
Let again F : Y → X be the above proper covering functor between ep-groupoids
and assume that x,x′ ∈ X are isomorphic. We consider, for given y ∈ F−1(x), all
objects y′ ∈ F−1(x′) for which there exists a morphism φ : y→ y′. If y1 ∈ F−1(x) is
isomorphic to y and y′1 by the morphisms ψ : y1→ y, and ψ ′ : y1→ y′1, we see that
y′ and y′1 are isomorphic. If y
′ is reachable by an isomorphism starting in Θ j and
y′1 is isomorphic to y
′, then the latter is also reachable by an element starting in Θ j.
Hence we have proved the following lemma.
Lemma 8.10. Given a proper covering functor F : Y → X, we assume that x and
x′ are isomorphic. Then there is a one-to-one correspondence between the isomor-
phism classes associated to F−1(x) and F−1(x′), respectively. If F−1(x) = unionsqqj=1Θ j
is isomorphisms class decomposition, then there is the decomposition F−1(x′) =
unionsqqj=1Θ ′j having the property that if y ∈ F−1(x) and y′ ∈ F−1(x′) are connected by
an isomorphism, there exists a uniquely determined j such that y ∈Θ j and y′ ∈Θ ′j.
Therefore, there is a one-to-one correspondence between the isomorphism classes
for which Θ j corresponds to Θ ′j for j = 1, . . . ,q. Two points y0 ∈Θ j and y′0 ∈Θ ′j
are isomorphic and therefore #Gy0 = #Gy′0 . Moreover, since x and x
′ are isomorphic,
#Gx = #Gx′ . Using the third claim of Lemma 8.10, we infer that
#Θ j =
#Gx
#Gy0
=
#Gx′
#Gy′0
= #Θ ′j.
We sum up the discussion in the following lemma.
Lemma 8.11. Given a proper covering functor F : Y → X, we assume that x and x′
are isomorphic. Then, with the decompositions of F−1(x) and F−1(x′) as described
in Lemma 8.10, we have the equality #Θ j = #Θ ′j for every j = 1, . . . ,q. In particular,
#F−1(x) =
q
∑
i=1
#Θ j =
q
∑
i=1
#Θ ′j = #F
−1(x′).
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The structure of isomorphism classes of F−1(x) stays the same if we perturb x′. This
follows immediately from the definition of a proper covering functor. In particular,
together with Lemma 8.11 we obtain the following result.
Proposition 8.4. Let F : Y → X be a sc-smooth proper covering functor. Then for
every connected component c of the orbit space |X | there exists a constant kc such
that the following holds. If z ∈ c and pi(x) = z, then #F−1(x) = kc. In other words,
viewing N = {1,2, . . .} as an ep-groupoid with the identities as the morphisms, the
map
X → N, x 7→ #F−1(x)
is a sc-smooth functor.
8.5.2 The Structure of Strong Bundle Coverings
Recall Definition 8.10 and consider the diagram
W A−−−−→ V
P
y Qy
Y F−−−−→ X ,
where the properties of the maps have been specified in the before-mentioned def-
inition. A strong bundle P : W → Y over an ep-groupoid is by definition given
as a strong bundle W → Y over the object M-polyfold together with a map µY
which associates to a morphism φ : y→ y′ a topological linear isomorphism µY (φ) :
P−1(y)→ P−1(y′). A morphism w→ w′ is given by a pair (φ ,w) with s(φ) = P(w)
so that
(φ ,w) : w→ µY (φ)(w).
The same holds for Q : V → X . The functor A applied to morphisms has the form
A(φ ,w) = (F(φ),As(φ)(w)),
where Ay : P−1(y)→ Q−1(F(y)) is the topological linear isomorphism induced by
A between the fibers of the object spaces. By definition
A(φ ,w) : As(φ)(w)→ µX (F(φ))(As(φ)(w))
from which we deduce that
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µX (F(φ))◦As(φ)(w) = µX (F(φ))(As(φ)(w))
= t(A(φ ,w)) = A(t(φ ,w))
= A(µY (φ)(w))
= At(φ) ◦µY (φ)(w)
implying the relationship
µX (F(φ))◦As(φ) = At(φ) ◦µY (φ) for φ ∈ Y .
Denote by Ban the category of Banach spaces with the morphisms being linear topo-
logical isomorphisms. We can view µY : Y → Ban and µX : X → Ban as functors.
Then the assignment Y →mor(Ban) : y→ Ay is nothing else, but a natural transfor-
mation
µY
A−→ µX ◦F.

Chapter 9
Branched Ep+-Subgroupoids
In this chapter we introduce the notion of a branched ep+-subgroupoid and study
its properties. These objects will arise naturally as solution spaces of sc-Fredholm
sections provided there is enough transversality. If a branched ep+-subgroupoid is
oriented and has a decent boundary geometry, we shall show that we can integrate
sc-differential forms over them. Moreover a version of Stokes theorem holds. The
chapter ends with an appendix raising some questions and describing some ideas
pointing to possible useful generalizations.
9.1 Basic Definitions
Recall from Chapter 4 that a (finite-dimensional) submanifold M of a M-polyfold X
is a subset which is locally an sc+-retract. It inherits the structure of a M-polyfold
and in fact this structure is equivalent to a M+-polyfold structure. Since, as we have
seen, M+-polyfolds essentially are manifolds modulo the fact that the boundary
might be not particularly nice, we shall call M+-polyfolds just (smooth) manifolds,
see the next 9.1 were we recall some more details. Using this language we can
say that a submanifold M of a M-polyfold X inherits a natural (smooth) manifold
structure.
Remark 9.1. If m ∈ M the dimension of TmM is locally constant and by definition
the local dimension of M. A local sc+-retract inherits from X the structure of a M+-
polyfold. As was shown previously, if m0 ∈ M with dM(m0) = 0, then there exists
an open neighborhood of m0 in M which has a natural (classical) smooth manifold
structure. Near points m0 with dM(m0) = 1 we have a natural structural of a smooth
manifold with boundary. Hence a M+-polyfold is near points with dM(x) = 0 the
same as a smooth manifold without boundary and near points with dM(x) = 1 a
manifold with boundary. We also introduced previously the notion of a tame M+-
polyfold and showed that this object is the same as a smooth manifold with boundary
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with corners. In generally the behavior of a M+-polyfold near boundary points with
dM(x)≥ 2 can be quite complicated. 
The basic definition is that of a branched ep+-subgroupoid of an ep-groupoid and it
will be given next.
Definition 9.1. Let X be an ep-groupoid. A branched ep+-subgroupoid is a func-
torΘ : X →Q+ which has the following properties.
(1) IfΘ(x)> 0 then x is smooth, i.e. the support supp(Θ) = {x ∈ X |Θ(x)> 0} of
Θ is contained in X∞.
In addition we require that for every x ∈ supp(Θ) the following holds.
(2) There exists an open neighborhood U(x) and a finite family of submanifolds
Mi ⊂U(x), i ∈ I, with x ∈Mi, so that the inclusion Mi→U(x) is proper.
(3) There exists for every i ∈ I a positive rational number σi > 0, called weight.
(4) With the data in (ii) and (iii) we have the equality
Θ(y) = ∑
{i∈I | y∈Mi}
σi for y ∈U(x).
We shall refer to (Mi)i∈I and (σi)i∈I as a local branching structure.
We shall callΘ n-dimensional provided for every point x ∈ supp(Θ) the manifolds
of a local branching structure are all n-dimensional. We say thatΘ is locally equidi-
mensional provided if for every x ∈ supp(Θ) the manifolds in a sufficiently small
branching structure have all the same dimension. 
Remark 9.2. a) We can viewΘ as data which distinguishes a full subcategory of X ,
namely the one associated to the objects in supp(Θ), and in addition associates to
the objects x of supp(Θ) a rational positive weightΘ(x).
b) The local branching structures at a point x are in general not unique, even close
to x. For example assume that X = R2 with the morphisms being the identities.
Take two smooth functions βi : R→ R, i ∈ {1,2}, having the following properties,
β1(s) = 0 for s ≤ 0, β1(s) > 0 for s > 0, β2(s) > 0 for s < 0, and β2(s) = 0 for
s ≥ 0. Associated to the βi we have their graphs G1 and G2 and give each of them
the weight 1 and define
Θ(x,y) = |{i ∈ {1,2} | (x,y) ∈ Gi}|.
We note that there is another branching structure with γ1(s) = 0, s∈R, and γ2(s)> 0
for s 6= 0 describing Θ . It is clear from this example that local branching structures
can be arbitrarily complicated, f.e. take oscillatory graphs with high numbers of
tangencies. 
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A basic observation is given in the following lemma. Recall that a subset A of a
topological space Z is locally closed provided every point a ∈ A has an open neigh-
borhood V (a) in Z so that V (a)∩A is closed in V (a). Also recall the definition of an
open subset U of X having the properness property, which will be frequently used,
see Definition 7.17.
Lemma 9.1. Let Θ : X → Q+ be a branched ep+-subgroupoid. Then |supp(Θ)| is
locally closed in |X |.
Proof. Let z ∈ |supp(Θ)| and pick a representative x ∈ X . Take an open neigh-
borhood U(x) with the natural Gx-action, and the properness property, which in
addition allows for a local branching structure (Mi)i∈I , (σi)i∈I , representing Θ .
Define V (z) := |U(x)| as the open neighborhood of z and pick w ∈ V (z) with
w ∈ cl|X |(|supp(Θ)|). Take a representative y ∈U(x) of w. The submanifolds Mi are
properly mapped Mi→U(x). If there is an open neighborhood U(y)⊂U(x) which
does not intersect any of the Mi it follows, since
⋃
i∈I Mi is Gx-invariant, that |U(y)|
does not intersect cl|X |(|supp(Θ)|). Hence we find a sequence xk ∈
⋃
i∈I Mi converg-
ing to y. After perhaps taking a subsequence we may assume xk ∈Mi for a suitable
i ∈ I. Since Mi is properly mapped the preimage of the compact set (xk)∪{y} is
compact and xk has a convergent subsequence in Mi, which implies y ∈ Mi. This
completes the proof. 
The following definitions will be useful later on.
Definition 9.2. LetΘ : X →Q+ be a branched ep+-subgroupoid.
(1) We callΘ closed provided |supp(Θ)| is closed in |X |.
(2) We callΘ compact provided |supp(Θ)| is a compact subset of |X |.

If V (x′) ⊂ U(x), x smooth, we can replace Mi by Ni = Mi ∩V (x′) and obtain an
induced representation using the same weights on V (x′)
Θ(y) = ∑
{i∈I | y∈Ni}
σi for y ∈V (x′).
Note that some (or all) of the Ni might be empty. We can always find symmetric rep-
resentations. Namely, take V (x) ⊂U(x) so that V (x) admits the natural Gx-action.
Without loss of generality assume that for V (x) the manifolds (Mi) and weights (σi)
are given, where i ∈ I. Then define a new index set J := I×Gx, and Mi,g := g∗Mi.
With the weights σ(i,g) defined by
σ(i,g) =
1
|Gx| ·σi,
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we obtain a new local branching structure (M(i,g))(i,g)∈J , (σ(i,g))(i,g)∈J . Indeed we
compute, using thatΘ is a functor.
∑
{(i,g)∈J | y∈g∗Mi}
σ(i,g) =
1
|Gx| · ∑{(i,g)∈J | g−1∗y∈Mi}
σi
=
1
|Gx| ·
 ∑
g∈Gx
 ∑
{i∈I | g−1∗y∈Mi}
σi

=
1
|Gx| · ∑g∈Gx
Θ(g−1 ∗ y)
= Θ(y).
The interesting point is that Gx acts on J via (h, j)→ h( j), and in addition h∗M j =
Mh( j), and σ j = σh( j) for h ∈Gx and j ∈ J. Hence we have established the following
result.
Lemma 9.2. Let Θ : X → Q+ be a branched ep+-subgroupoid of the ep-groupoid
X. Then there exists for every object x ∈ X with Θ(x) > 0 an open neighborhood
U(x) admitting the natural Gx-action, submanifolds (Mi), i ∈ I, properly embedded
in U(x), a Gx-action on I, and rational weights σi > 0, such that the following holds.
(1) g∗Mi = Mg(i) for all i ∈ I.
(2) σi = σg(i) for g ∈ Gx and i ∈ I.
(3) Θ(y) = ∑{i∈I | y∈Mi}σi for y ∈U(x).

We can distinguish different types of branched ep+-subgroupoids.
Definition 9.3 (Types ofΘ ). Let X be an ep-groupoid andΘ : X →Q+ a branched
ep+-subgroupoid.
(1) We say Θ is of manifold-type provided Θ only takes the values 0 and 1, and
between objects x,y ∈ supp(Θ) there is at most one morphism.
(2) We say thatΘ is of orbifold-type providedΘ only takes the values 0 and 1.

The basic result about branched ep-subgroupoids of the flavors described above is
given in the following proposition.
Proposition 9.1 (Natural smooth structures). Let X be an ep-groupoid and Θ :
X → Q+ a branched ep+-subgroupoid. Consider the orbit space |supp(Θ)| ⊂ |X |
with the induced metrizable topology.
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(1) If Θ is of manifold-type then the ep-groupoid X induces on the orbit space S =
|supp(Θ)| a natural smooth manifold structure.
(2) If Θ is of orbifold-type then X induces on S = |supp(Θ)| a natural smooth
orbifold structure.
Remark 9.3. Here the notion of manifold and orbifold are the M+-polyfold versions.
In particular if d|X |(z) = 0 for a every z ∈ |supp(Θ)| it holds that S has a natural
(classical) smooth manifold structure in case (1) and a natural (classical) smooth
orbifold structure in case (2). 
Proof. Denote by Z the orbit space |supp(Θ)| and equip it with the induced (metriz-
able) topology from |X |. For every x with Θ(x) > 0 we find an open neighborhood
U(x) with the natural Gx-action so that U(x) has the properness property, and prop-
erly embedded manifolds Mi, i∈ I, with x∈Mi, and rational weights σi > 0 allowing
us to write
Θ(y) = ∑
{i∈I | y∈Mi}
σi for y ∈U(x).
Also Gx acts on I and g∗Mi = Mg(i).
First we draw a conclusion from the assumption that Θ only takes values in {0,1}.
Assuming that Mi 6=M j for some i 6= j we find y such that y ∈Mi and y 6∈M j, which
implies
0 <Θ(y)<Θ(x) = 1.
This is a contradiction since Θ either takes the value 0 or 1. Having established
that all Mi are identical we can replace our local branching structure by a single
submanifold, denoted by Mx, properly embedded in U(x) and the weight σ = 1.
This implies the representation
Θ(y) = δMx(y) =
[
1 if y ∈Mx
0 if y ∈U(x)\Mx
Define the mapsΨx : Mx→ Z : w→ |w| for x ∈ supp(M).
In order to prove (1) we employ the assumption that between any two points in
supp(Θ) there is at most one isomorphism. The first consequence of this assumption
is that everyΨx is injective. Indeed, we must have that Gx = {1x} because otherwise
there would be at least two isomorphisms from x to itself. AssumingΨx(w) =Ψx(w′)
for w,w′ ∈Mx there exists g ∈ Gx with Γ (g,w) = w′. Since g = 1xz we deduce that
w = w′.
Assume that Ψx and Ψx′ have an intersecting image. Pick w ∈ Mx and w′ ∈ Mx′ so
thatΨx(w) =Ψx′(w′). Hence there exists a morphism φ : w→ w′ in X . We find open
neighborhoods U(w) ⊂ U(x), U(w′) ⊂ U(x′), and U(φ) ⊂ X so that s : U(φ)→
U(w) and t : U(φ)→ U(w′) are sc-diffeomorphisms, which we use to define the
sc-diffeomorphism f : U(w)→U(w′) by
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f (v) = t ◦ (s|U(φ))−1(v).
If v ∈ U(w)∩Mx it follows that f (v) ∈ Mx′ since both manifolds represent Θ . If
v′ ∈ U(w′)∩Mx′ we similarly conclude that f−1(v′) ∈ Mx. We note that f (v) =
Ψ−1x′ ◦Ψx(v) which implies that Ψx and Ψx′ are sc-smoothly compatible. Since the
Ψx are defined on smooth manifolds Mx we can use them to construct ordinary M+-
polyfold charts for the metrizable space Z, which then by the previous discussion are
smoothly compatible. It is evident that the smooth manifold structure on Z does not
depend on the choices of the specific U(x) picked for x. The easy argument follows
the above line and is left to the reader. This completes the proof of (1).
In order to establish (2) we consider the mapsΨx : Mx→ Z. In this case Gx acts on
Mx fixing x, and the mapsΨx are the restrictions of the projections pix : U(x)→ |X |
which induce homeomorphisms Gx\U(x)→ |U(x)|, i.e.
Ψx = pix|Mx.
Hence Ψx : Mx → Z are continuous maps inducing homeomorphism when we pass
to the Gx-quotient. Given x,x′ ∈ supp(Θ) define M(x,x′) by
M(x,x′) = {φ ∈ X | s(φ) ∈Mx, t(φ) ∈Mx′}.
This is submanifold of X and has therefore an induced smooth manifold structure
for which s : M(x,x′)→ Mx and t : M(x,x′)→ Mx′ are local (classical) diffeomor-
phisms. Denote by M the disjoint union of the Mx. We can view this manifold as the
object space of a small category, where the morphism set is the disjoint union of all
M(x,x′). This category, denoted by M, turns out to be an e´tale proper Lie groupoid,
see [56] (Note that our notion of smooth manifold is more general since we use
M+-polyfolds, see Remark 9.1). We have a natural functor
β : M→ Z :
[
β (y) = pix(y), y ∈Mx
β (φ) = 1β (s(φ)), φ ∈M(x,x′)
where Z is viewed as a category with only the identities as morphisms. By con-
struction, passing to the orbit space |M| we obtain the homeomorphism |β | : |M| →
|Z| = Z. Hence it equips Z with an orbifold structure. Again different choices for
x ∈ supp(Θ) would lead to a different e´tale proper Lie groupoid M′ (in our M+-
context) and β ′ : M′ → Z. However, this data defines an equivalent orbifold struc-
ture. The metrizable space Z equipped with such an equivalence class of orbifold
structures is called an orbifold. The equivalence classes appear since in the con-
struction choices have to be made. Of course, the nature of such an equivalence
class has to be investigated. We leave this to the reader. There are no surprises and
a reader knowledgeable with the notion of Morita equivalence of e´tale proper Lie
groupoids will be able to carry this out. For details in the Lie groupoid case, see
[56] or [2], and for the polyfold version for topological spaces see the constructions
in Section 10 and Part IV. The relevant fibered product constructions are similar to
those described in the next chapter 10. 
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Next we show that a branched ep+-subgroupoid Θ : X → Q+ has a natural dimen-
sional decomposition.
Proposition 9.2. Let X be an ep-groupoid and Θ : X → Q+ a branched ep+-
subgroupoid. Then there is a uniquely determined sequence Θ0,Θ1, .. of branched
ep+-subgroupoids
Θk : X →Q+, k ∈ {0,1, ...},
uniquely characterized by the following two properties.
(1) Θk is k-dimensional.
(2) Θ =Θ0+Θ1+ .....
We also note that the sum in (2) is locally finite.
Proof. If x does not belong to the support of Θ we define Θk(x) = 0 for every
k ∈ {0,1,2, ..}. If x ∈ X is a point in supp(Θ) we take on a suitable open neighbor-
hood U(x), invariant under the Gx-action, and having a symmetric local branching
structure (Mi)i∈I , (σi)i∈I . We can decompose I = I0 + ....+ In, where Mi for i ∈ Ik
is k-dimensional. Since I is finite we see that Ik = /0 for k large enough. Since the
action of Gx preserves dimension the sets Ik are Gx-invariant. Associated to (Mi)i∈Ik
and (σi)i∈Ik we can defineΘk on U(x) in the obvious way by
Θk(y) = ∑
{i∈Ik | y∈Mi}
σi.
We can do this for every x ∈ supp(Θ) and the local definitions are compatible
since morphisms preserve dimension. By construction the sum is locally finite. The
uniqueness of the decomposition is obvious. 
9.2 The Tangent and Boundary ofΘ
In the preparation for defining orientations for branched ep+-subgroupoids we need
to introduce the notion of the tangent of supp(Θ). As a by-product we shall also see
that associated toΘ there is a branched ep-subgroupoid TΘ : T X→Q+, where, not
surprisingly, the local branching structure on TU(x) is given by (T Mi)i∈I , (σi)i∈I , if
(Mi)i∈I , (σi)i∈I is the one forΘ over U(x).
Let x be a smooth object in the ep-groupoid X . We consider finite formal sums
∑i∈I σi ·Li, where I is a finite set, the σi are positive rational numbers, and the Li
are smooth finite-dimensional linear subspaces of TxX . With other words, we take
first the free vector space over Q generated by all finite-dimensional smooth linear
subspaces and then take elements in the cone defined by sums with non-negative
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coefficients. In particular the trivial subspace denoted by O is one of the generators,
so that for example 1 ·O+3 ·L is an admissible formal sum. We identify
σi ·Li+σ j ·L j = (σi+σ j) ·L
provided Li = L j = L. This allows us to write any such sum as ∑σL ·L, where only
a finite number of σL are non-zero (and positive rational). Sometimes we abbreviate
L :=∑σL ·L.
We denote the set of all such formal sums by Gr(x), and define Gr(X) as the union
Gr(X) :=
⋃
x∈X∞
Gr(x).
There is a natural projection map pi : Gr(X)→ X∞. We shall consider the points in
the set Gr(X) as the objects of a category. The morphisms for this category are the
pairs (L,φ) with φ ∈ X∞ and L ∈ Gr(s(φ)). The source and target maps are given
by
s(L,φ) = L
and
t
(
∑σL ·L,φ
)
=∑σL ·Tφ(L),
where we recall that for smooth φ we have the well-defined sc-isomorphism
Tφ : Ts(φ)X → Tt(φ)X .
The composition of morphisms (L,ψ) and K,φ) with s(L,ψ) = t(K,φ) is defined
by
(L,ψ)◦ (K,φ) = (K,ψ ◦φ).
The identity elements have the form (L,1pi(L)), and the projection pi : Gr(X)→ X∞
extended to morphisms by pi(L,φ) = φ becomes a functor.
Theorem 9.1. Let X be an ep-groupoid andΘ : X→Q+ a branched ep+-subgroup-
oid. Associated toΘ there is a natural section functor TΘ : X∞→ Gr(X), i.e.
pi ◦TΘ = IdX∞ ,
which is characterized by the following properties.
(1) If x ∈ supp(Θ) it holds TΘ (x) = ∑i∈I σi ·TxMi, where (Mi) and (σi) is any local
branching structure forΘ at x. If x 6∈ supp(Θ) it holds that TΘ (x) is the zero-sum.
(2) For a morphism φ it holds that TΘ (φ) : TΘ (s(φ)) → TΘ (t(φ)) is given by
TΘ (φ) = (TΘ (s(φ)),φ).

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The proof is given later after Lemma 9.5. The difficult part is (1), where one needs to
show that the definition does not depend on the local branching structure. It suffices
to prove the proposition in the equidimensional case and to define
TΘ =
∞
∑
k=0
TΘk .
The proof needs a considerable amount of preparation and we follow the presenta-
tion in [39].
Definition 9.4. Let Θ : X → Q+ be a branched equidimensional ep+-subgroupoid
and (Mi)i∈I , (σi)i∈I be a local branching structure on U =U(x), where x∈ supp(Θ).
Define MU =
⋃
i∈I Mi. A point y∈MU is called a good point (with the respect to the
given branching structure) provided there exists an open neighborhood V (y)⊂U(x)
such that V (y)∩Mi =V (y)∩M j for all i, j ∈ Iy := {k ∈ I | y ∈Mk}. 
The notion of being a good point turns out to be independent of the local branching
structure and an intrinsic notion forΘ as shown in the next result.
Lemma 9.3 ([39], Lemma 2.2). Assume thatΘ : X→Q+ is a branched equidimen-
sional ep+-subgroupoid. For x ∈ supp(Θ) consider on the open neighborhood U(x)
two local branching structures resulting in MU and NU (which have to be equal). If
y ∈MU = NU is a good point for the first local branching structure the same holds
with respect to the second local branching structure.
Proof. Abbreviate A = MU = NU and assume that y ∈ A is good for the first local
branching structure. We find an open neighborhood V (y)⊂U(x) so that
Mi∩V (y) = Mi′ ∩V (y) for i, i′ ∈ Iy = {i′′ ∈ I | y ∈Mi′′}. (9.1)
We note that i0 6∈ Iy implies y 6∈ clX (Mi0). Indeed, that Mi0 ⊂U(x) is properly em-
bedded would imply that y ∈Mi0 and therefore i0 ∈ Iy. Hence we can pick V (y) so
small that in addition to (9.1) also the following holds
Mi∩V (y) = /0 for i ∈ I \ Iy. (9.2)
Using the representation forΘ we see that for z ∈V (y)∩A
Θ(y) =Θ(z).
For the second branching structure (N j) j∈J , (τ j) j∈J we find an open neighborhood
W (y) ⊂U(x) such that Jz ⊂ Jy for z ∈W (y)∩A, which again is a consequence of
the properness. This implies
Θ(z) = ∑
j∈Jz
τ j ≤ ∑
j∈Jy
τ j =Θ(y) for z ∈W (y)∩A.
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On V (y)∩W (y)∩ A we must therefore have the equality Jz = Jy because other-
wise the left-hand side in the last expression would be strictly smaller, giving a
contradiction. Hence we have proved that with Q(z) = V (y)∩W (y) it holds that
N j ∩Q(z) = NJ′ ∩Q(z) for all j, j′ ∈ Jy. This shows that y is a good point for the
second branching structure. 
Remark 9.4. (a) In view of Lemma 9.3 being a good point for Θ is an intrinsic
notion.
(b) At a good point y we can take a suitable open neighborhood V (y) and a sub-
manifold M properly contained in V (y) so thatΘ(z) = σ ·δM(z) for z ∈V (y), where
σ > 0 is a rational weight and δM(y) = 1 if y ∈M and 0 otherwise.
(c) Since we can transport local branching structures around by morphisms we ob-
tain the following result. 
Lemma 9.4. Let Θ : X → Q+ be a branched equidimensional ep+-subgroupoid.
Assume that φ ∈ X so that s(φ) ∈ supp(Θ) (and then also t(φ) ∈ supp(Θ)). Then
s(φ) is a good point if and only if t(φ) is a good point.
Following [39] we introduce the sets of good and bad points forΘ .
Definition 9.5. Let Θ : X → Q+ be a branched equidimensional ep+-subgroupoid.
The set of good points is denoted by SgΘ and consists of all points in supp(Θ) which
are good for Θ in the sense of Definition 9.4. The set of bad points is defined by
SbΘ = supp(Θ)\SgΘ .
In view of Remark 9.4 (c) following Lemma 9.3, the notion of being a good point
or bad point descends to orbit spaces. With |SgΘ | and |SbΘ | being the induced subsets
in |X | it holds that
pi−1(|SgΘ |) = SgΘ and pi−1(|SbΘ |) = SbΘ ,
where pi : X → |X | is the obvious map.
Lemma 9.5. LetΘ : X→Q+ be a branched equidimensional ep+-subgroupoid and
SgΘ and S
b
Θ the set of good and bad points, respectively.
(1) The set SgΘ is open and dense, and S
b
Θ is closed and nowhere dense in supp(Θ).
(2) Assume a bad point x ∈ supp(Θ) and a local branching structure on U(x), say
(Mi)i∈I and (σi)i∈I on U(x) representing Θ on U(x), are given. Then for every
i ∈ I there exists a sequence of good points (xk) contained in Mi and converging
to x.
Proof. (1) The set SgΘ is open by definition. Hence its complement S
b
Θ is closed
and we show that it is nowhere dense. At this point the proof of (2) will imply the
validity of (1).
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(2) Fix a metric d on object M-polyfold X (Compatibility with morphisms is not
required.). By taking a possibly smaller U(x) we may assume that Mi = Mi′ in U(x)
provided it holds near x. By redefining the weights and the index set we may assume
without loss of generality that Mi = Mi′ if and only if i = i′. Since x is bad we must
have at least two indices.
Take a monotonically decreasing sequence (εk) of positive real numbers converging
to 0. Define Dk(x) = {y∈U(x) | d(x,y)≤ εk}. If ε1 is small enough we may assume
without loss of generality that every Dk(x) is a closed subset of X . For large k the
subsets Mi∩Dk(x) are compact. To see this recall that there exists an sc+-retraction
r : W (x)→W (x) for a suitable open neighborhood W (x) of x∈ X , so that r(W (x)) =
W (x)∩Mi. If we take a sufficiently small closed ε-ball, which is contained in W (x),
its image under r will be compact using the compactness property of the inclusions
of the Banach spaces in the scale and the fact that r is sc+-smooth. In view of this we
may assume by taking perhaps ε1 > 0 smaller that Mi ∩Dk(x) is a compact metric
space for all k ≥ 1. The same holds without loss of generality for
Ak :=
⋃
i∈I
(Mi∩Dk(x))⊂ Dk(x).
After fixing i0 ∈ I and k, consider for i ∈ I \ {i0} the closed subset of Mi0 ∩Dk(x)
defined by
Σ ik = Mi∩Mi0 ∩Dk(x).
The complement
(Mi0 ∩Dk(x))\
⋃
i∈I\{i0}
Σ ik
it is an open subset of Mi0 ∩Dk(x), which, of course, might be empty. If it is
nonempty we we can pick a point xk in this set having the additional property that
d(xk,x)< εk, which then necessarily is a good point. If the set is empty we have the
identity
Mi0 ∩Dk(x) =
⋃
i∈I\{i0}
Σ ik.
This means that at least one of the Σ ik has non-empty interior, say Σ
i1
k . Pick a point
x′k in the interior of the latter. If x
′
k lies for some i 6= i1 in Σ ik but not in its interior,
we can move it slightly so that its does not belong to the set Σ ik, but by staying still
in the first set Σ i1k . Continuing this way we find a xk ∈Mi0 with d(x,xk)< εk so that
for a nonempty Σ ik we either do not belong to this set or we belong to the interior.
Clearly xk is a good point. By construction we have now a sequence of good points
(xk)⊂Mi0 which converges to x. This completes the proof of the lemma. 
Now we are in the position to show that the functor TΘ is well-defined.
Proof (Theorem 9.1). Let x ∈ supp(Θ). If x is a good point the functor Θ can be
represented near x by a single (near x uniquely determined) submanifold Mx con-
tained properly in an open neighborhood U(x) and the rational weight σx =Θ(x).
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SinceΘ is constant on Mx we have the identity
Θ(y) =Θ(x) ·δMx(y) for y ∈U(x).
Hence
TΘ (y) =Θ(y) ·TyMx for y ∈U(x).
This shows that TΘ is well-defined at good points.
Next we assume that x ∈ supp(Θ) is a bad point. We take a branching structure
on a suitable U(x) representing Θ , which we denote by (Mi)i∈I , (σi)i∈I . Since Θ
is equidimensional all occurring manifolds have the same dimension, say n. We
define an equivalence relation ∼ on I by saying that i∼ i′ provided TxMi = TxMi′ .
An equivalence class is denoted by [i]. The next part of the construction is a finite
induction which terminates once we run out of indices. We formulate the needed
assertion in the following proposition which is proved utilizing several lemmata.
Proposition 9.3. Under the previously stated assumptions. Starting with an ∼-
equivalence class Ξ of indices in I there exists a finite sequence of indices i1, .., ip ∈ I
such [i1] = ...= [ip] = Ξ with the following properties.
(1) For every e ∈ {1, ..., p} there exists a nonempty subset Ie of Ξ containing ie.
These subsets are mutually disjoint and Ξ = I1unionsq ..unionsq Ip.
(2) For every e ∈ {1, ..., p} there exists a sequence of good points (xek)⊂U(x) con-
verging to x such that xek ∈Mi if and only if i ∈ Ie.
Proof. The consideration being local, we may assume that we are given a partial
quadrant C in the sc-Banach space E and M+-polyfolds (Mi)i∈I of dimension n
containing the point x = 0. The set I is the disjoint union of equivalence classes and
we fix one, say Ξ . If n = 0 the point 0 is isolated and therefore a good point. Hence
we may assume that n≥ 1. Writing Ξ = [i1] define L1 := T0Mi1 and consider L1∩C.
Lemma 9.6. Under the previously stated assumptions it holds intL1(L1∩C) 6= /0.
Proof. Take Mi for i ∈ Ξ and, with the considerations being local, we may assume
there exist a relatively open neighborhood U ⊂ C of 0 ∈ C and a sc+-retraction
r : U →U with r(U) =U ∩Mi = Mi and r(0) = 0.
We consider for every h ∈C with h ∈ E1 the C1-path
[0,ε)→C : τ → r(τ ·h).
From this we conclude, differentiating at τ = 0, the fact that Dr(0)h ∈ C. Since
Dr(0) has a continuous extension to E0 we conclude that
Dr(0)(C)⊂C.
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The operator Dr(0) : E0→ L1 is surjective and therefore open. Pick a nonzero vector
h0 in C with Dr(0)(h0) = h0. We find a close-by vector h1 which lies in the interior
of C such that Dr(0)h1 6= 0. Hence we find a sufficiently small ε > 0 such that
BE0ε (h1) ⊂ C, and Dr(0)(BE0ε (h1)) ⊂ C∩L1 consists of nonzero vectors, and is an
open neighborhood of h1 in C∩L1. This completes the proof of the lemma. 
Abbreviate L := L1 and pick h0 ∈ intL(L∩C) with ‖h0‖E0 = 1. Define for ε > 0
Sε(h0) := {τ ·h | τ > 0, h ∈ L, ‖h‖E0 = 1, ‖h−h0‖E0 < ε},
which lies for sufficiently small ε > 0 in intL(L∩C). We call Sε(h0) the open ε-
cone around h0 in L. Moreover, in this case the associated closed ε-cone S¯ε(h0) :=
clL(Sε(h0)) belongs to L∩C and is given by
S¯ε(h0) := clL(Sε(h0)) = {τ ·h | τ ≥ 0, h ∈ L, ‖h‖E0 = 1, ‖h−h0‖E0 ≤ ε}.
Lemma 9.7. Under the previously stated assumptions. Let h0 ∈ intL(L∩C) with
‖h‖E0 = 1. There exists δ > 0 and an sc-complement Z of L in E such that suitable
subsets of Mi with i ∈ [i1] can be written as
a+Bi(a), ‖a‖0 < δ , a ∈ clL(Sδ (h0)),
where i ∈ [i1], Bi(0) = 0, DBi(0) = 0 and Bi(a) ∈ Z.
Proof. Pick an sc-complement Z of L so that E = L⊕Z and denote by P : E → E
the associated sc-projection onto L. We compute for a ∈ L∩C with r = ri, the sc+-
retraction associated to Mi near 0
r(a) =
(∫ 1
0
Dr(s ·a)ds
)
(a) (9.3)
= Dr(0)(a)+
(∫ 1
0
(Dr(s ·a)−Dr(0))ds
)
(a)
= a+
(∫ 1
0
(Dr(s ·a)−Dr(0))ds
)
(a)
=: a+A(a)(a)
= (a+PA(a)(a))+(I−P)A(a)(a).
We observe that by construction A(0) = 0. The map a→ a+PA(a)a is defined on a
suitable open neighborhood V (0) of 0 in C∩L. Hence we introduce the map
Φ : V (0)→ L : a→ a+PA(a)a.
We need the following fact about Φ .
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Lemma 9.8. Under the previously stated assumptions there exists a sufficiently
small δ > 0 and σ > 0 so that clL(Sδ (h0))⊂C∩L, {a∈ L∩C | ‖a‖E0 ≤ σ}⊂V (0),
and in addition the map
Φ : {a ∈ S¯δ (h0) | ‖a‖E0 ≤ σ}→C∩L
is injective, has invertible derivatives, and its image contains the set
{b ∈ clL(Sδ/2(h0)) | ‖b‖E0 ≤ σ/2}.
The inverse of Φ restricted to the set {b ∈ clL(Sδ/2(h0)) | ‖b‖E0 ≤ σ/2} defines a
smooth mapΨ withΨ(0) = 0 and DΨ(0) = IdL.
Proof. Given h0 ∈ intL(L∩C) with ‖h0‖E0 = 1 there exists ε > 0 so that every h∈ L
with ‖h‖E0 = 1 and ‖h− h0‖E0 ≤ ε satisfies h ∈C∩L. As a consequence, if h ∈ L
and ‖h−‖h‖E0 ·h0‖E0 ≤ ε ·‖h‖E0 , then h∈C∩L. Now consider for a∈ L∩C (close
enough to 0)
Φ(a) = a+PA(a)a =: a+ A˜(a).
We have that A˜(0) = 0 and DA˜(0) = 0. Given τ ∈ (0,1) we therefore find σ > 0 so
that for a ∈ L∩C with ‖a‖E0 ≤ σ the following estimates hold
‖DA˜(a)‖L(E0) ≤ τ (9.4)
‖A˜(a)‖E0 ≤ τ · ‖a‖E0
‖Φ(a)‖E0 ≥ (1− τ) · ‖a‖E0 .
Hence we estimate for a ∈ L∩C with ‖a‖E0 ≤ σ and addition belonging to S¯δ (h0)
‖Φ(a)−‖Φ(a)‖E0 ·h0‖E0
= ‖a+ A˜(a)−‖a+ A˜(a)‖E0 ·h0‖E0
≤ ‖a−‖a‖E0 ·h0‖E0 +2 · ‖A˜(a)‖E0
≤ ‖a−‖a‖E0 ·h0‖E0 +2τ · ‖a‖E0
≤ (δ +2τ) · ‖a‖E0
≤ (δ +2τ) · (1− τ)−1 · ‖Φ(a)‖E0 .
Hence, if we take τ ∈ (0,1) and δ ∈ (0,ε) small enough, we conclude for a∈ S¯δ (h0)
with ‖a‖E0 ≤ σ that Φ(a) ∈ clL(Sε(h0))⊂ L∩C.
Next we show that for sufficiently small σ > 0, so that in particular the previous
discussion holds, the image of Φ when restricted to points in S¯δ (h0) with ‖a‖E0 ≤ σ
contains the points in S¯δ/2(h0) with ‖a‖E0 ≤ σ/2. If σ > 0 is small enough we may
assume that (9.4) holds.
Pick b ∈ S¯δ/2(h0) with ‖b‖E0 ≤ σ/2 and consider the fixed point problem
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a = b− A˜(a) =: T (a),
where we look for a solution in S¯δ (h0) with ‖a‖E0 ≤ σ . The solution a = a(b) is
found by an iteration scheme starting with b and applying successively T to obtain
the sequence ak := T k(b). We have to show that b ∈ S¯δ/2(h0) with ‖b‖E0 ≤ σ/2 im-
plies that a= limT k(b) exists and satisfies a ∈ S¯δ (h0) with ‖a‖E0 ≤ σ . We estimate
‖ak+`−ak‖E0 (9.5)
≤
k+`
∑
e=1+k
‖ae−ae−1‖E0
≤ (
k+`−1
∑
e=k
τe)‖A˜(b)‖E0
≤ τk · (1− τ)−1 · τ · ‖b‖E0 .
We use this estimate in two ways. First of all we deduce that
‖a`−b‖E0 ≤ (1− τ)−1 · τ · ‖b‖E0 . (9.6)
Hence, writing a` = b+o`
‖a`−‖a`‖E0 ·h0‖E0 (9.7)
= ‖b+o`−‖b‖E0 h0+(‖b‖E0 −‖a`‖E0)h0‖E0
≤ ‖b−‖b‖E0h0‖E0 +‖o`‖E0 + |‖b‖E0 −‖a`‖E0 |
≤ ‖b−‖b‖E0h0‖E0 +2‖o`‖E0
≤ (δ/2)‖b‖E0 +2(1− τ)−1τ‖b‖E0
If we take σ small enough we can achieve that δ/2+2(1− τ)−1τ < δ . From (9.6)
we deduce using ‖b‖E0 ≤ σ/2, if σ is small enough (and consequently τ as small
as we wish)
‖a`‖E0 ≤ ‖b‖E0 +‖a`−b‖E0 ≤ σ/2+(1− τ)−1τσ/2≤ σ .
From the previous discussion we conclude that for σ small enough and b∈ S¯δ/2(h0)
with ‖b‖E0 ≤ σ/2 the sequence ak := T k(b) is a Cauchy sequence which stays
in S¯δ (h0) and has norm at most σ . Define a(b) = limT k(b) and observe a(b) =
b− A˜(ab). It is clear that b enters the discussion as a continuous parameter so that
the map b→ a(b) is continuous. We leave it to the reader to show that the map
Ψ : {b ∈ S¯δ/2(h0) | ‖b‖E0 ≤ σ/2}→ {a ∈ S¯δ (h0) | ‖a‖E0 ≤ σ} : b→ a(b)
is classically smooth. 
Using (9.3) and Lemma 9.8 we can write on the subset of clL(S(δ/2)(h0)) consisting
of points with ‖b‖E0 ≤ σ/2
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r ◦Ψ(b) =Φ ◦Ψ(b)+(I−P)A(Ψ(b))(Ψ(b)) =: b+B(b)
as claimed in the Lemma 9.7. 
Next we can pick a sequence x1k → 0 of good points lying on Mi1 in the δ/2-sector
and we may assume that the associated set of indices I1k , consisting of those indices
in [i1] to which x1k belongs, is constant. We shall denote it by I
1. Clearly i1 ∈ I1. We
can write x1k = `
1
k +Bi1(`
1
k). If i ∈ [i1] \ I1 we must have that Bi(`1k) 6= Bi1(`1k). By
perturbing (`1k) slightly and perhaps after taking a subsequence we my assume that
x2k := `
2
k +Bi(`
2
k) are good points. They do not lie in M j for j ∈ I1 and consequently
I2 is disjoint. If i ∈ [i1]\ (I1unionsq I2) we perturb `2k slightly so that x3k := `3k +Bi(`3k) are
good points. If the perturbation is small these do not lie in Mi for i ∈ I1unionsq I2 and we
may assume after taking a subsequence that I3k is constant, i.e. I
3. Proceeding this
way the induction will terminate and we are done proving the Proposition 9.3. 
Consider the formal sum
p
∑
e=1
Θ(xek) ·Txek Mie .
This sum is independent of the local branching structure since it only involves good
points. The coefficients are constant and the tangent spaces converge as k → ∞.
Hence we can talk about convergence of this formal sum. Given a specific local
branching structure, as k→ ∞, it converges to
p
∑
e=1
(
∑
i∈Ie
σi
)
·TxMie
which equals the sum
∑
i∈[i1]
σi ·TxMi.
For any local branching structure describing Θ near x the same result holds. This
holds for every ∼-equivalence class Ξ ⊂ I, which implies the main result, since the
sum over these Ξ equals
∑
i∈I
σi ·TxMi.
This completes the proof of Theorem 9.3. 
At this point we can define the tangent of aΘ : X →Q+.
Definition 9.6. Let X be an ep-groupoid andΘ : X→Q+ a branched ep+-subgroup-
oid. Then there exists a well-defined branched ep+-subgroupoid TΘ : T X → Q+
defined as follows. We put TΘ(h) = 0 for h ∈ TxX with Θ(x) = 0. If Θ(x) > 0
we take a local branching structure on U(x), say (Mi)i∈I and (σi)i∈I , and define on
TU(x) the functor TΘ by
TΘ(h) = ∑
{i∈I | h∈T Mi}
σi.
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We call TΘ the tangent ofΘ . 
By the previous discussion this definition is independent of the local branching
structure. Moreover, we note that the local definitions fit together. Since we can
transport local branching structures around using the local sc-diffeomorphims asso-
ciated to the morphisms it suffices to show that for two local branching structures
on U(x) with x ∈ supp(Θ) the local definitions define the same object, i.e.
∑
{i∈I | h∈T Mi}
σi = ∑
{ j∈J | h∈T N j}
τ j for h ∈ TU(x).
By the previous discussion it holds that TΘ (y) = ∑{i∈I | y∈M j}σi · TyMi is well-
defined and independent of the local branching structure taken. Hence for y ∈U(x)
the number
∑
{i∈I | h∈TyMi}
σi,
is intrinsic and independent of the local branching structure we picked. This shows
that TΘ is well-defined.
Assume that Θ : X → Q+ is a branched ep+-subgroupoid. There is a natural con-
struction for a functor ∂Θ : X → Q+ called the boundary of Θ . The support of
∂Θ is contained in ∂X . In general this functor has not a particularly good structure
due to the fact that ∂X might not have a good structure. We shall later on describe
situations in which ∂Θ(x) =Θ(x) for all x ∈ ∂X and 0 otherwise. One should note,
however, that this is not(!) always the case. We start with a lemma discussing the
position of a submanifold intersecting ∂X . Recall for a M-polyfold as well as a M+-
polyfold the degeneracy index dX which has been introduced in Definition 2.13. We
shall also utilize the notion of the reduced tangent space T Rx X as well as that of the
cone CxX (or depending on the situation the partial quadrant CxX) at a smooth point
x.
Lemma 9.9 (Characterization of dM(x) = 0). Let M ⊂ X be a finite-dimensional
submanifold of a M-polyfold X. The following two statements are equivalent.
(1) x ∈M∩∂X with dM(x) = 0.
(2) TxM ⊂ T Rx X.
Remark 9.5. Under the assumption of the lemma, M is a subset of X which is locally
an sc+-retract. If x∈M∩∂X it is possible that x 6∈ ∂M. According to the lemma this
precisely is the case when TxM ⊂ T Rx X . Reformulating the statement, x ∈ ∂M if and
only if x ∈ ∂X and TxM is not contained in the partial cone CxX . 
Proof. The problem is entirely local. Hence we may assume X =O, where (O,C,E)
is a local model and x= 0. We may further assume that we are given an open neigh-
borhood U of 0 in C containing O and an sc-smooth retraction r : U → U with
r(U) = O, and an sc+-retraction s : U →U with s(U) = M.
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Assume first that (1) holds. Since dM(0) = 0 there exist an open neighborhood W ⊂
M of 0 and an sc-diffeomorphism Φ : (Rn,0)→ (W,0), mapping 0 to 0. Here n =
dim(T0M). For every h∈Rn it holds thatΦ(h)=Φ(h)−Φ(0)∈C and consequently
using the differentiability at 0 we deduce that TΦ(0)(h) ⊂C implying that T0M ⊂
T0O∩C = T R0 O. This shows that (2) holds.
Next assume (2). Without loss of generality C = [0,∞)k⊕W , where k = dO(0), and
E =Rk⊕W , in particular W is an sc-Banach space. By assumption T0M⊂{0}⊕W .
For (0,h)∈ T0M small enough we have that (0,h)∈U and therefore s(0,h)∈M⊂C.
We compute similarly as before when we studied submanifolds that
s(0,h) = (0,h)+A(0,h)
with A(0,0) = (0,0) and DA(0,0) = 0, where A is an sc-smooth map into E defined
on an open neighborhood Q of 0 in the smooth T0M. Take an sc-complement Y of
T0M so that E = T0M⊕Y and denote by P : E→ T0M the associated sc-projection.
We define
Ψ : Q→ T0M : (0,h)→ (0,h)+PA(0,h).
Note that DΨ(0,0) = Id and the map is classically smooth so that by the implicit
function theoremΨ−1 is defined and classically smooth. Hence
s◦Ψ−1(0,h) = (0,h)+(Id−P)A(Ψ−1(y)) =: (0,h)+B(0,h),
where B(0,0) = 0, DB(0,0) = 0, and B(0,h) ∈ Y . By construction s ◦Ψ−1(0,h) ∈
C. Define s˜(0,h) = s ◦Ψ−1(0,h) for (0,h) ∈ T0M with ‖(0,h)‖E0 small. Since
T s˜(0,0) = Id : T0M→ T0M ⊂ T R0 O⊂ T0O we can define for small y ∈ Y the map
((0,h),y)→ s˜(0,h)+ y,
which is a local sc-diffeomorphism from an open neighborhood of (0,0) in T0M×
Y to an open neighborhood of 0 in E. Denote the inverse by F and note that the
composition
s˜◦P◦F
is an sc+-smooth map defined on an open neighborhood of 0 in E and has image
M(near 0). Moreover, if defined on a suitable open neighborhood around 0 it is a
retraction. Hence we see that M near 0 can be realized as an sc+-retraction in E
with C = E. This implies that dM(0) = 0. 
Now we can state the crucial result needed to define ∂Θ .
Proposition 9.4 (Well-definedness of ∂Θ ). Let Θ : X → Q+ be a branched ep+-
subgroupoid and let x ∈ supp(Θ) ∩ ∂X. Suppose (Mi)i∈I , (σi)i∈I , and (N j) j∈J ,
(τ j) j∈J are two local branching structures on a suitable open neighborhood U(x)
which representΘ on U(x).
(1) Then for every y ∈U(x) the equality
9.2 The Tangent and Boundary ofΘ 309
∑
{i∈I | y∈∂Mi}
σi = ∑
{ j∈J | y∈∂N j}
τ j (9.8)
holds.
(2) The sums in (9.8) vanish if y ∈U(x) satisfies dX (y) = 0.
(3) There is a well-defined functor ∂Θ : X →Q+ with supp(∂Θ) ⊂ ∂X, so that for
x ∈ supp(∂Θ) it holds
∂Θ(y) = ∑
{i∈I | y∈Mi, dMi (y)≥1}
σi, y ∈U(x).
Here we take any local branching structure forΘ on some U(x).
Proof. (1) Let (Mi)i∈I , (σi)i∈I be a local branching structure on U(x) and consider
the sum ∑{i∈I | y∈∂Mi}σi. We also consider TΘ (y) =∑{i∈I | y∈Mi}σi ·TyMi. The latter
we know is independent of the local branching structure. We can rewrite this as
TΘ (y) = ∑
{i∈I | y∈Mi}
σi ·TyMi
= ∑
{i∈I | y∈Mi, dMi (y)≥1}
σi ·TyMi+ ∑
{i∈I | y∈Mi, dMi (y)=0}
σi ·TyMi.
In view of Lemma 9.9 and the remark thereafter, this is a natural decomposition
independent of the local branching structure and from this the desired result (1) is
easily obtained.
(2) Let (Mi)i∈I , (σi)i∈I be a local branching structure on U(x). Assume that dX (x) =
0. Then, if U(x) is small enough all the dMi vanish identically implying that
∑{i∈I | y∈∂Mi}σi = 0. Hence for y ∈U(x)
∑
{i∈I | y∈Mi, dMi (y)≥1}
σi ·TyMi = 0.
(3) Follows immediately from (1) and (2).

In view of Proposition 9.9 the boundary ∂Θ ofΘ can be defined.
Definition 9.7. Let X be an ep-groupoid andΘ : X→Q+ a branched ep+-groupoid.
The functor ∂Θ , uniquely characterized by the following properties
(1) supp(∂Θ)⊂ ∂X .
(2) For x ∈ supp(∂Θ) it holds for any local branching structure on a suitable U(x)
∂Θ(y) = ∑
{i∈I | y∈Mi, dMi (y)≥1}
σi, y ∈U(x).
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is called the boundary ofΘ . 
Remark 9.6. The functor ∂Θ in general does not have particularly nice properties.
In Section 9.5, Definition 9.10, we shall introduce the notion of a tame branched
ep+-subgroupoid. As we shall show their boundaries ∂Θ are nice enough for an
integration and orientation theory. 
9.3 Orientations
There is also an oriented version of the Gr(X)-construction in the previous section,
which we shall describe in the following.
Remark 9.7. In [39] we used a particular definition of orientability of an ep+-
subgroupoid, which is too special to be applicable to all occurring types of sc-
Fredholm problems. In [39] we erroneously claimed that it does, see the erratum
[40] for more details. However, the techniques from [39] apply immediately to the
general approach which is described below. 
An oriented finite-dimensional linear vector space L denoted by L̂ is a pair (L,o),
where o is an orientation ofΛmaxL, i.e. a choice of connected component inΛmaxL\
{0}. In the case L is the trivial space consisting only of the 0-vector by definition
ΛmaxL = R. If one of the components is denoted by o we shall write for the other
one −o. For smooth x denote by Ĝr(x) the set of formal sums
L̂=∑σL̂ · L̂,
where almost all σL̂ vanish and the L̂ are smooth, oriented, finite-dimensional linear
subspaces of TxX . We define the set
Ĝr(X) :=
⋃
x∈X∞
Ĝr(x),
which again comes with a natural map into X∞, denoted by
pi : Ĝr(X)→ X∞.
We can turn Ĝr(X) into a category by viewing the elements L̂ as objects and defining
the pairs (L̂,φ), with s(φ) = pi(L̂), as morphisms. Again s(L̂,φ) = L̂ and
t(L̂,φ) =∑σ(L,oL) · (Tφ(L),Tφ∗(oL)).
There is a fiberwise 2-1 forgetful functor fitting into the commutative diagram
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Ĝr(X) f−−−−→ Gr(X)y y
X∞ X∞.
Note that σ(L,o) · (L,o)+σ(L,−o) · (L,−o) is mapped to (σ(L,o)+σ(L,−o)) ·L. If L̂ =
∑L∈Gr(x)(σ(L,o) · (L,o)+σ(L,−o) · (L,−o)) we denote f(L̂) by L. We observe that
L= ∑
L∈Gr(x)
(σ(L,o)+σ(L,−o)) ·L.
Definition 9.8. An orientation for the branched ep+-subgroupoidΘ : X →Q+ is a
choice of section functor T̂Θ : X∞→ Ĝr(X) which lifts TΘ : X∞→ Gr(X), i.e.
TΘ = f ◦ T̂Θ
with the property that for every x with Θ(x) > 0 there exists a local representation
with oriented (Mi,oi) so that
T̂Θ (y) =∑
i∈I
σ̂i ·Ty(Mi,oi). (9.9)
We shall call T̂Θ an oriented lift of TΘ . We sayΘ is orientable provided TΘ admits
an oriented lift. 
Remark 9.8. The local representation (9.9) associated to a local branching structure
precisely means the local continuity of the lift x→ T̂Θ (x) on supp(Θ). The reader
should also observe thatΘ , if orientable, might allow more than two possible orien-
tations due to its ‘fractional nature’. 
We shall derive next some properties of an orientation T̂Θ of Θ . Assume that we
have fixed for every x ∈ supp(Θ) an oriented local branching structure (Mxi ,oxi )i∈Ix
with weights (σ xi )i∈Ix so that
T̂Θ (y) = ∑
i∈Ix
σ xi ·Ty(Mxi ,oxi ) for y ∈U(x).
In addition we have that TΘ (y) = ∑i∈Ix σ
x
i ·TyMi. The interesting case is that some
L = TxMi occurs with the two different possible orientations, i.e. there are two dif-
ferent indices i, j ∈ Ix with TxMi = TxM j, but oxi = −oxj. Hence TΘ (x) has a term
σ ·L which comes from σ xi · (L,oxi )+σ xj · (L,−oxj) with σ xi +σ xj = σ .
Lemma 9.10. Assume that X is an ep-groupoid and Θ : X → Q+ a branched ep+-
subgroupoid. Then two orientations T̂ jΘ , j = 1,2, of Θ , which agree at good points
are the same.
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Proof. The branched ep+-subgroupoid Θ defines TΘ and we assume that we are
given oriented lifts T̂ jΘ , j = 1,2, satisfying (9.9), which agree over the good points.
Let x ∈ supp(Θ) be a bad point and assume we have the oriented representations
T̂1Θ (y) = ∑
i∈Ix
σi ·Ty(Mi,oi) and T̂2Θ (y) = ∑
j∈Jx
τ j ·Ty(N j, p j)
for y ∈U(x). We begin by studying the first orientation and associated branching
structure. Define an equivalence relation on Ix by saying that (Mi,oi) and (Mi′ ,oi′)
are equivalent provided TxMi = TxMi′ . Note that at this point we ignore the orienta-
tions. Denote the equivalence classes by [i1], ..., [i`].
Employing Proposition 9.3, recall that for every such equivalence class [ih] there
exist sequences (xqk) of good points converging to x, and a partition [ih] = I
1unionsq ...unionsq Ie
such that xqk ∈Mi if and only if i ∈ Iq. Consider the formal sum
e
∑
q=1
T̂1Θ (x
q
k),
where a term T̂1Θ (x
q
k) has the form
T̂1Θ (x
q
k) = ∑
i∈Iq
σi ·Txqk (Mi,oi).
We can define an equivalence relation on Iq by saying that i≈ i′ provided
Tx(Mi,oi) = Tx(Mi′ ,oi′).
Denote the two equivalence classes by Iq± so that I1 = I
q
+ unionsq Iq−. If k is large enough
Txqk (Mi,oi) = Tx
q
k
(Mi′ ,oi′) if and only if i, i′ both lie in the same equivalence class.
Now we consider for all large k the decomposition
T̂1Θ (x
q
k) = ∑
i∈Iq+
σi ·Txqk (Mi,oi)+ ∑
i∈Iq−
σi ·Txqk (Mi,oi).
The expression on the right would be the same for the second branching structure,
since the xqk are good points and the assumption T̂
1
Θ (x
q
k) = T̂
2
Θ (x
q
k). As k→ ∞ the
right-hand side converges to
∑
i∈Iq+
σi ·Tx(Mi,oi)+ ∑
i∈Iq−
σi ·Tx(Mi,oi), (9.10)
which is the part of T̂1Θ (x) associated to the tangent spaces TxMi, i ∈ [ih], which
are all equal, but in general have different orientations. If we apply the previous
discussion to the second orientation we obtain the expression
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∑
j∈Jq+
τ j ·Tx(N j, p j)+ ∑
j∈Jq−
τ j ·Tx(N j, p j),
which must equal (9.10). This sum is over indices j so that TxN j = TxMi with i ∈ ih]
(or j in the corresponding equivalence class [ jh′ ].
The sum of these expressions define T̂1Θ (x) as well as T̂
2
Θ (x), and since the ingredi-
ents are equal they coincide. 
Example 9.1. We introduce four different smooth maps β±± : R → R. The map
β++ satisfies β++(s) > 0 for s 6= 0, β++(0) = 0, and has vanishing derivatives of
all order at 0. Put β−− :=−β++. Define β+− by being equal to β++ for s≤ 0 and
equal to β−− for s> 0. Similarly we define β−+. Associated to these maps we have
their graphs denoted by G++,G−−,G+−, and G−+. Observe that
|{i ∈ {++,−−} | (x,y) ∈ Gi}|= |{ j ∈ {+−,−+} | (x,y) ∈ G j}|
for all (x,y) ∈ R2. This defines Θ : R2 → Q+. Orient G++ and G+− in such way
that it is given at (0,0) by the class of (1,0) and orient G−− and G−+ so that the
orientation at (0,0) is given by the class of (−1,0). Then G++ and G−− define a
first orientation and G+− and G−+ a second one. They coincide at (0,0), but are
otherwise different. In this case we have in fact four different possibilities to orient.
We also learn from this example, that given an oriented Θ and two local branching
structures at x ∈ supp(Θ) for which the first is oriented and the second is orientable,
the second cannot to be re-oriented to coincide with the orientation of the first one.

Next we would like to consider the boundary ∂Θ of an oriented Θ̂ and define an
induced orientation. Given x ∈ supp(Θ) we find an open neighborhood U(x) on
which we have a local branching structure (Mi)i∈I , (σi)i∈I such that
Θ(y) = ∑
{i∈I | y∈Mi}
σi.
Assuming thatΘ is oriented we can pick an oriented branching structure such that
T̂Θ (y) = ∑
{i∈I | y∈Mi}
σi ·Ty(Mi,oi).
Assuming that Θ : X → Q+ is tame, the (Mi,oi) have the property that Mi is tame,
i.e. in particular has the structure of a classical smooth manifold with boundary
with corners. In this case, for every i ∈ I, the set of points with dMi(y) = 1 is open
and dense in ∂Mi. We shall define an induced boundary orientation for ∂Θ in the
following. First we state the usual orientation convention.
Definition 9.9. Let (M,o) be an oriented smooth n-dimensional M+-polyfold with
∂M 6= /0. At a point y ∈ ∂M with dM(y) = 1 an orientation o∂M,y of Ty∂M is defined
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by a basis (a1, ...,an−1) of Ty∂M such that (a1, ..,an−1,e), where e ∈ TyM is inward
pointing, defines oy on TyM. The map o∂M which assigns to a point y ∈ ∂M with
dM(y) = 1 the orientation o∂M,y is called the orientation of ∂M. 
Let X be an ep-groupoid and Θ̂ : X →Q be a branched ep+-subgroupoid.
Definition 9.10. We say thatΘ : X →Q+ is tame, provided for every x ∈ supp(Θ)
there exists an open neighborhood U(x) admitting the natural Gx-action and having
the properness property and allowing for a local branching structure (Mi)i∈I , (σi)i∈I
representingΘ on U(x), where every M+-polyfold Mi has an equivalent tame struc-
ture. In particular, every Mi has an equivalent structure of a smooth manifold with
boundary with corners. 
Given the oriented, tame, branched ep+-subgroupoid Θ̂ : X→Q+ we find for every
x∈ supp(Θ) an open neighborhood U(x) and an associated oriented tame branching
structure (Mi,oi)i∈I , (σi)i∈I such that for y ∈U(x)
Θ(y) = ∑{i∈I | y∈Mi}σi
T̂Θ (y) = ∑{i∈I | x∈Mi}σi ·Ty(Mi,oi).
For ∂Θ : X →Q+ we define an orientation by
T̂∂Θ (y) = 0 for y ∈ X∞ \ supp(Θ) (9.11)
T̂∂Θ (y) = ∑{i∈I | y∈∂Mi, dMi (y)=1}σi ·Ty(∂Mi,o∂Mi) for y ∈U(x)∩∂X∞.
Definition 9.11 (Boundary Orientation). For the oriented, tame, branched ep+-
subgroupoid Θ̂ : X →Q+ the map T̂∂Θ : X∞→ Ĝr(X) defined in (9.11) is called the
orientation for ∂Θ induced from the orientation T̂Θ ofΘ . 
In order to simplify notation we shall abbreviate
Θ̂ := (Θ , T̂Θ ) and ∂Θ̂ := (∂Θ , T̂∂Θ ).
As we shall see later on, the following holds for a compact, oriented, tame, branched
n-dimensional ep+-subgroupoid Θ̂ and a degree n−1 sc-differential form ω for an
appropriately defined branched integration
∮
:∮
Θ̂
dω =
∮
∂Θ̂
ω.
This is the version of Stokes theorem for branched integration and details are carried
out in Section 9.5.
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Remark 9.9. It would be interesting to carry out the orientation discussion for
branched ep+-groupoids which are not necessarily tame in order to see the gen-
erality under which Stokes theorem holds. The basic step would be to understand
the boundary behavior of a M+-polyfold. We refer the reader to Appendix 9.6 for a
discussion of the issues involved. 
9.4 Geometry of Local Branching Structures
For the integration theory we need to understand the geometry of a local branch-
ing structure in more detail. Of particular importance is the understanding of the
branching sets. For this we need later on the following definitions.
Definition 9.12 ([39]). Let M be a smooth n-dimensional manifold with boundary
and corners and K ⊂M.
(1) Associated to z∈K there is a distinguished linear subspace T Kz M ⊂ TzM defined
by the following property. Given a chart ϕ : (V (z),z)→ ([0,∞)k×Rn−k,0), where
k = dM(z), the linear subspace Tϕ(z)(T Kz M) of Rn is the linear hull of all unit
vectors in Rn, which can be obtained by taking a sequence (zk)⊂ K \{z} with
(a) limk→∞ zk = z.
(b) limk→∞ϕ(zk)/|ϕ(zk)|= e.
The definition is independent of the choice of ϕ .
(2) We say a point z ∈ K is essential provided there exists a sequence (zk)⊂ K such
that
(a) limk→∞ zk = z.
(b) T Kzk M = Tzk M.
If Ke denotes the essential points in K then the points in Kne := K \Ke are called
non-essential points.
Note that the statement that z ∈ K is essential is a statement about z with respect
to K as a subset of M. We need the knowledge of M near z to define the allowable
ϕ . 
The following result is obvious from the definition.
Lemma 9.11. Let M be a finite-dimensional manifold with boundary with corners
and K a subset. Then Ke is closed in K and consequently K \Ke is open in K. 
For the following we fix a local (oriented) branching structure (Mi,oi)i∈I , (σi)i∈I ,
on an open neighborhood U(x). We impose the technical condition
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(T) If for i, i′ ∈ I and some y0 ∈U(x) it holds y0 ∈ Mi ∩Mi′ and Ty0Mi = Ty0Mi′
and oi,y0 = ε ·oi′,y0 for some ε ∈ {−1,1}, then Ty(Mi,oi) = Ty(Mi′ ,ε ·oi′) for all
y ∈Mi∩Mi′ with TyMi = TyMi′ .
Property (T) can be achieved by restricting a given oriented branching structure on
U(x) to a smaller open neighborhood U ′(x) as is shown in the following lemma.
Lemma 9.12. Let (Mi,oi)i∈I , (σi)i∈I be an oriented branching structure on an open
neighborhood U(x) around the smooth point x. Then there exists U ′(x) ⊂U(x) so
that the restricted branching structure satisfies the technical condition (T).
Proof. The consideration is local. Without loss of generality we may assume that
we are given an open (rel C) neighborhood U of 0 ∈C ⊂ E, subsets Mi which are
sc+-retracts, oriented and contain 0. We assume that the Mi are properly embedded
into U . (There also exists an sc-smooth retract O containing 0 so that the Mi lie in
O, but this is not relevant for the argument).
Each of the Mi is near 0 the image of an sc+-smooth retraction ri. We consider the
maps
z→ Tri(ri(z))E = Tri(z)Mi.
for z ∈C close to 0. We can identify the smooth finite-dimensional spaces Tri(z)Mi
naturally with linear subspaces of E. Assume that our assertion is wrong. Then we
find sequences (yk), (zk) of smooth points converging to zero, indices i1k 6= i2k and
εk ∈ {−1,1} such that
yk ∈Mi1k ∩Mi2k , Tyk Mi1k = Tyk Mi2k , oi1k ,yk = εk ·oi2k ,yk (9.12)
and
zk ∈Mi1k ∩Mi2k , Tzk Mi1k = Tzk Mi2k , oi1k ,zk =−εk ·oi2k ,zk . (9.13)
After perhaps taking suitable subsequences we may assume that i1k =: i1 and i
2
k =: i2
are constant and i1 6= i2, and moreover εk is constant. The points yk and zk are smooth
and the tangent spaces Tyk Mi1 converge to T0Mi1 and similarly Tzk Mi2 → T0Mi2 . We
also note that T0Mi1 = T0Mi2 . From (9.12) we conclude oi1,0 = ε · oi2,0 and from
(9.13) that oi1,0 =−ε ·oi2,0, which gives a contradiction. 
We associate to i, i′ ∈ I the closed subset of Mi and Mi′ defined by
K(i, i′) = Mi∩Mi′ .
We can view K(i, i′) as a subset of Mi as well as a subset of Mi′ . Hence, a priori,
we can talk about points z ∈ K(i, i′) which are essential with respect to K(i, i′) as
a subset of Mi or as a subset of Mi′ . The detailed proof of the following statement,
which shows that these two a priori notions of being essential coincide, is left to the
reader.
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Lemma 9.13. If z ∈ K(i, i′) is essential for K(i, i′) ⊂Mi then it is also essential for
K(i, i′)⊂Mi′ . Hence the subsets K(i, i′)e and K(i, i′)ne are well-defined independent
of the chosen reference Mi or Mi′ .
Proof. Given z ∈ K ⊂ M ⊂ X the first observation is the following. Take a M-
polyfold chart ψ : (U(z),z)→ (O,0) and note that T Kz M corresponds under Tψ(z)
to the linear subspace of T0O defined as follows. Let N = ψ(M ∩U(z)) ⊂ O and
D = ψ(K ∩U(z)). Then define T D0 N to be the span of all vectors in T0O such that
there exists a sequence (zk)⊂ D\{0} with
e = limk→∞
zk
|zk|0 .
As already said Tψ(z)(T Kz M) = T D0 N. From this description the proof of the lemma
can be reduced to the study of 0 ∈Mi,Mi′ ⊂ O and D = Mi∩Mi′ and the alternative
description immediately implies that T Kz Mi = T
K
z Mi′ . 
In view of the lemma the subsets K(i, i′)e and K(i, i′)ne of Mi and Mi′ are well-
defined independent of which reference we take. The manifolds Mi and Mi′ come
with orientations oi and oi′ . If z ∈ K(i, i′)e and TzMi and TzMi′ have the same
orientation it holds in view of (T) for all points in K(i, i′)e, and similarly if the
orientations differ. In view of this observation we can associate to (i, i′) a map
K(i, i′)e→{−1,1}. If K(i, i′)e = /0 it is the obvious map, and if the set is nonempty
it is the constant map relating the orientations.
Definition 9.13. We shall say that a set K⊂Mi has measure zero provided for every
smooth chart ϕ : Mi ⊃U → [0,∞)k×Rn−k the set ϕ(U ∩K) has Lebesgue-measure
zero. 
A basic fact is given by the following lemma, which is proved similarly as Lemma
2.8 in [39].
Lemma 9.14. The sets K(i, i′)ne have measure zero.
Proof. We pick a point x ∈ K(i, j)ne and choose a chart ϕ : V (x) ⊂ Mi → O(0) ⊂
[0,∞)d ×Rn−d satisfying ϕ(x) = 0. We abbreviate the image set in Rn by K =
ϕ(K(i, j)ne∩V (x)). It suffices to show that 0 is a point of Lebesgue density 0, i.e.,
lim
ε→0
1
εn
µ(Bε ∩K) = 0,
where µ stands for the n-dimensional Lebesgue measure and Bε is the ball of radius
ε centered at the origin. We must have T K(i, j)x Mi 6= TxMi. Hence by composing the
chart with a rotation in the image, we may assume that
Σ := Tϕ(x)(T K(i, j)x Mi)⊂ Rn−1×{0}.
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Now take a number δ > 0, define the set Γδ = {(a,b) ∈ Rn−1×R| |b| ≤ δ |a|} and
consider the subset (Bε \Γδ )∩K of Rn. If, for a given sequence εk→ 0, there exists
a sequence of points xk in (Bεk \Γδ )∩K, then we arrive at a contradiction with the
definition of Σ . Consequently, the set Bε ∩K is contained in Γδ if ε is sufficiently
small. Hence
limsup
ε→0
1
εn
µ(Bε ∩K)≤ limsup
ε→0
1
εn
µ(Bε ∩Γδ )≤C(δ )
for a constant C(δ ) satisfying C(δ )→ 0 as δ → 0. This shows that
lim
ε→0
1
εn
µ(Bε ∩K) = 0.
We have proved that the Lebesgue density at every point x in the Borel set K(i, j)ne⊂
Mi vanishes. This implies that this set is of measure zero. 
In view of the previous lemma the sets K(i, i′)e have full measure in K(i, i′) and
K(i, i′)e ⊂Mi ∩Mi′ Denote by MU the union of the (Mi)i∈I . Define for y ∈MU the
subset Iy of I by
Iy = {i ∈ I | y ∈Mi}.
Definition 9.14. We say that i, i′ ∈ Iy are y-equivalent (i∼y i′) provided there exists
a chain of indices in Iy, say i0 = i, i1, ..., ik = i′ such that y ∈ K(ip−1, ip)e for p =
1, ..,k. Note that if i∼y i′ then TyMi = TyMi′ . The equivalence relation ∼y defines a
partition of Iy given by the collection of equivalence classes which we shall denote
by Py := Iy/∼y. 
Lemma 9.15. The set {y ∈MU | ](Iy/∼y)≥ 2} has measure zero.
Proof. Given y ∈MU the equivalence relation ∼y defines a partition Py of the set Iy.
Define for a subset J of I and a finite partition P of J the set
M(J,P)U = {y ∈MU | Iy = J, Py = P}.
The set {y∈MU | ](Iy/∼y)≥ 2} can be written as a finite union of such sets. Hence
it suffices to show that M(J,P)U has measure zero provided ]P≥ 2.
Assume that ]P≥ 2 and take two indices i, i′ which belong to different sets γ1 and γ2
of the partition P. If y ∈MJ,PU it follows that i 6∼y i′. That means that for every chain
of indices i0 = i, ..., ik = i′ in Iy = J connecting i0 with i′ it holds that y belongs to
some K(ip−1, ip)ne with p = py. Hence
y ∈
⋃
j, j′∈J
K( j, j′)ne ⊂
⋃
j, j′∈I
K( j, j′)ne,
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where the right-hand side is a set of measure zero. 
In view of the previous discussion we can take the subset M∗U of MU consisting of all
y with Iy/∼y = {Iy}, i.e. all points y so that all the elements in Iy are∼y-equivalent.
By construction MU \M∗U has measure zero. Denote for a subset J ⊂ I by MJU the
subset of M∗U consisting of all y such that Iy = J and Py = {J}, i.e.
MJU = {y ∈M∗U | Iy = J, Py = {J}}.
For y∈MJU and every i∈ J we have the same tangent space TyMi, but the orientations
coming from the oi can differ.
This defines on J an equivalence relation ≈J , where by definition i ≈J i′ provided
Ty(Mi,oi) = Ty(Mi′ ,oi′) for all y ∈MJU with i ∼y i′. Recall that as a consequence of
the technical condition (T) it holds that if i∼y0 i′ then it is true for all y with i∼y i′
in MJU .
We obtain a partition of J into possibly two nonempty subsets denoted by AJ and
BJ . We define for y ∈MJU
T Jy := TyMi,
where we pick any element i ∈ J, and
σJ :=∑
i∈J
σi.
With these definitions
TΘ (y) = σJ ·T Jy for y ∈MJU .
Associated to AJ , if nonempty, we have the orientation oi, where we pick some
i∈AJ . We equip TyMi with oAJ ,y = oi,y. If BJ 6= /0 we define for i′ ∈BJ the orientation
oBJ ,y = oi′,y, which over the relevant set is just −oAJ . We define
aJ := ∑
i∈AJ
σi and bJ := ∑
i′∈BJ
σi′
and note that σJ = aJ +bJ . Now consider the assignment
MJU 3 y→ aJ · (T Jy ,oaJ )+bJ · (T Jy ,obJ )
Proposition 9.5. Under the assumptions of the previous discussion the following
holds. The collection
M∗U = {y ∈MU | ]Py = 1}
differs from MU by a set of measure zero. We can decompose M∗U by
M∗U = unionsqJ⊂IMJU := unionsqJ⊂I{y ∈M∗U | Iy = J}.
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On MJU we have the following identities
(1) Θ(y) = ∑i∈J σi =: σJ , y ∈MJU .
(2) TΘ (y) = σJ ·T Jy , y ∈MJU .
(3) T̂Θ (y) = aJ · (T Jy ,oaJ )+bJ · (T Jy ,obJ ), y ∈MJU .
(4) aJ +bJ = σJ and oaJ =−obJ .

The previous discussion allows us to compare two local branching structures on the
open set U(x). Denote the second one by (Mi′ ,oi′)i′∈I′ , (σi′)i′∈I′ . Then the union with
the first one gives a new local branching structure indexed by I′′ = Iunionsq I′. We abbre-
viate the three local branching structures by B, B′, and B′′. The local branching
structureB′′ defines over U(x) the functor 2 ·Θ with orientation
T̂2·Θ (y) = ∑
{i′′∈IunionsqI′ | y∈Mi′′}
σi′′ ·Ty(Mi′′ ,oi′′) = 2 · T̂Θ (y).
The sets MU , M′U , and M′′U associated to the three local branching structures are all
the same. However M∗U , M′∗U , and M′′∗U generally are different, but their complements
in MU have measure zero. The set M′′∗U is written as the disjoint union of sets
{y ∈MU | I′′y = J′′, ]P′′y = 1}.
where J′′⊂ I′′. The intersection M†U =M∗U ∩M′∗U ∩M′′∗U has a complement of measure
zero in MU . On M
†
U we can relate the three local branching structures in a way which
is useful to define branched integration in the next subsection. Define
M†U =
⊔
J⊂I M
†J
U :=
⊔
J⊂I{y ∈M†U | Iy = J}
M†U =
⊔
J′⊂I′M
†J′
U :=
⊔
J⊂I{y ∈M†U | I′y = J′}
M†U =
⊔
J′′⊂I′′M
†J′′
U :=
⊔
J′′⊂I′′{y ∈M†U | I′′y = J′′}.
Pick J ⊂ I and J′ ⊂ I′ and consider the set M†JU ∩M†J
′
U . If y belongs to this set it holds
that Iy = J and I′y = J′, with both being nonempty, since both branching structures
define the same Θ . Since y ∈ M†U ⊂ M′′∗U it also satisfies I′′y = J′′ and ]P′′y = 1 for
some J′′ ⊂ I′′. Clearly J′′ = Junionsq J′ and we derive that
M†JU ∩M†J
′
U ⊂M†JunionsqJ
′
U . (9.14)
Since
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M†U =
(⊔
J⊂I
M†JU
)⋂( ⊔
J′⊂I′
M†J
′
U
)
(9.15)
=
⊔
J⊂I, J′⊂J′
(
M†JU ∩M†J
′
U
)
,
combining (9.14) and (9.15) we find the equality
M†JU ∩M†J
′
U = M
†JunionsqJ′
U .
From this discussion, since B and B′ describe the same oriented local branching
structure andB′′ is their union we infer that for y ∈M†JunionsqJ′U the following holds:
(1) Θ(y) = ∑i∈J σi =: σJ = ∑i′∈J′ σi′ =: σJ′
(2) TΘ (y) = σJ ·T Jy = σJ′ ·T J
′
y
(3) T̂Θ (y) = aJ · (T Jy ,oaJ )+bJ · (T Jy ,obJ ) = aJ′ · (T J
′
y ,oaJ′ )+bJ′ · (T J
′
y ,obJ′ ).
(4) aJ +bJ = σJ = σJ′ = aJ′ +bJ′ .
We can summarize this discussion in the following proposition.
Proposition 9.6. Assume that U(x) is an open neighborhood around the smooth
point x in a M-polyfold. Suppose we are given two oriented local branching struc-
tures on U(x) denoted by (Mi,oi)i∈I , (σi)i∈I , and (Mi′ ,oi′)i′∈I′ , (σi′)i′∈I′ such that
for y ∈U(x) the following holds
(a) ∑{i∈I | y∈Mi}σi = ∑{i′∈I′ | y∈Mi′}σi′ .
(b) ∑{i∈I | y∈Mi}σi ·Ty(Mi,oi) = ∑{i′∈I′ | y∈Mi′}σi′ ·Ty(Mi′ ,oi′).
Define MU :=
⋃
i∈I Mi =
⋃
i′∈I′Mi′ . Then there exists a subset M
†
U of MU and a finite
partition of M†U = A1unionsq ...unionsqA` with the following properties.
(1) MU \M†U has measure zero.
(2) For every Ap the maps y→ Iy = {i ∈ I | y ∈Mi} and y→ I′y = {i′ ∈ I′ | y ∈Mi′}
are constant, and moreover for i, j ∈ Iy and i′, j′ ∈ I′y
TyMi = TyM j = TyMi′ = TyM j′
(3) Denote by Ip the value of y→ Iy on Ap and similarly I′p. Then
∑
i∈Ip
σi = ∑
i′∈I′p
σi′ .
(4) For Ap with Ip = J and I′p = J′ there exist partitions J = J+unionsqJ− and J′ = J′+unionsqJ′−
such that for (i, j),(i′, j′) ∈ (J+× J′+) or (i, j),(i′, j′) ∈ (J−× J′−) and all y ∈ Ap
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Ty(Mi,oi) = Ty(M j,o j) = Ty(Mi′ ,oi′) = Ty(M j′ ,o j′).
(5) For y ∈ Ap and having fixed i± ∈ J±, i′± ∈ J′± we have the identity
[ ∑
j∈J±
σ j] ·Ty(Mi± ,oi±) = [ ∑
j′∈J′±
σ j′ ] ·Ty(Mi′± ,oi′±)

Proposition 9.6 will be important for introducing the branched integration in the
next section.
9.5 Integration and Stokes
In the following we assume that Θ is an oriented, tame, compact, branched ep+-
subgroupoid of dimension n, see Definition 9.10. We denote by S the orbit space
|supp(Θ)| which by assumption is a compact subspace of the metrizable space |X |.
Given a classically smooth n-manifold M (perhaps with boundary with corners)
there is a natural class of measures equivalent to Lebesgue measure, i.e. those which
can be written in local coordinates as f ·dx1∧ ..∧dxn for some function f > 0. This
allows to introduce the notion of a subset A ⊂ M to be of measure zero. We have
introduced this notion already in Definition 9.13. Given a local branching structure
(Mi)i∈I , (σi)i∈I forΘ on U(x) we obtain
MU =
⋃
i∈I
Mi
and |MU | ⊂ S. Given a subset A of S we can consider A∩ |MU | and the preimages
Ai ⊂Mi for i ∈ I under the canonical map MU → |MU |.
Definition 9.15. We say a subset A of S = supp(Θ) has measure zero, provided for
every x ∈ supp(Θ) and a choice of local branching structure on a suitable U(x) the
sets Ai introduced above, have measure zero. 
According to the following lemma, see [39], Lemma 3.2, the definition does not
depend on the choice of local branching structures.
Lemma 9.16. The definition of a set of measure zero in S does not depend on the
choice of local branching structures. 
After this preparation we can introduce the canonical σ -algebra L (S), see also
[39], Definition 3.3.
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Definition 9.16 (Canonical σ -Algebra L (S)). Let X be an ep-groupoid and Θ :
X → Q+ a tame, compact, branched ep+-subgroupoid. Define S = |supp(Θ)|. The
σ -algebraL (S) is the smallest σ -algebra consisting of subsets of S, which contains
the Borel σ -algebraB(S) and all subsets of S of measure zero. 
It follows immediately from the definition thatL (S) is obtained fromB(S) by just
adding the sets of measure zero. Denote by M (S,L (S)) the vector space of finite
signed measures on the Lebesgue σ -algebra on S.
The basic first integration result concerns an sc-differential form and an oriented,
tame, branched ep+-subgroupoid.
Theorem 9.2. Let X be an ep-groupoid and Θ̂ = (Θ , T̂Θ ) : X → Q be an oriented,
tame, compact, branched ep+-subgroupoid of dimension n. There exists a linear
map
ΦΘ̂ : Ω
n
∞(X)→M (S,L (S)) : ω → µω ,
characterized uniquely by the following property.
• Given a point x ∈ supp(Θ) and an oriented local branching structure (Mi,oi)i∈I ,
(σi)i∈I on U(x), which is assumed to admit the natural Gx-action, the following
identity holds for every measurable subset K ⊂ S contained in |U(x)| with Ki ⊂
Mi the preimage of K under pi : U(x)→ |U(x)| : y→ |y|
µΘω (K) =
1
|Geffx |
·∑
i∈I
σi ·
∫
Ki
ω|(Mi,oi).
Here Ge f fx is the effective isotropy group of x and was previously defined in Defini-
tion 7.13. 
The proof of Theorem 9.2 takes some preparation and we follow essentially [39].
In a first step we show that locally the definition does not depend on the choice of
branching structure, see [39], Lemma 3.5.
Lemma 9.17 (Independence). Assume that x ∈ supp(Θ) and U =U(x) is an open
neighborhood invariant under the natural Gx-action and having the properness
property. Suppose further that U harbors two oriented local branching structures,
say (Mi,oi)i∈I , (σi)i∈I , and (Mi′ ,oi′)i′∈I′ , (σi′)i′∈I′ describing the oriented Θ̂ over U.
Then for a measurable subset K of MU with corresponding Ki ⊂ Mi for i ∈ I and
Ki′ ⊂Mi′ for i′ ∈ I′ it holds
1
|Geffx |
·∑
i∈I
σi ·
∫
Ki
ω|(Mi,oi) = 1|Geffx |
· ∑
i′∈I′
σi′ ·
∫
Ki′
ω|(Mi′ ,oi′).
Here the index sets are disjoint, i.e. I∩ I′ = /0.
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Proof. In order to prove the lemma we assume an oriented, compact, and tame Θ̂
is given. Let x ∈ supp(Θ) and U(x) be an open neighborhood equipped with the
natural Gx-action, and the properness property. On U(x) we assume that two local
oriented branching structures are given, say
(Mi,oi)i∈I , (σi)i∈I and (Mi′ ,oi′)i′∈I′ , (σi′)i′∈I′ ,
which representΘ and T̂Θ , i.e. for y ∈U(x)
∑
{i∈I | y∈Mi}
σi = ∑
{i′∈I′ | y∈Mi′}
σi′ (9.16)
∑
{i∈I | y∈Mi}
σi ·Ty(Mi,oi) = ∑
{i′∈I′ | y∈Mi′}
σi′ ·Ty(Mi′ ,oi′).
We assume that ω ∈Ω n∞(Y ) and denote by pi : U(x)→ |U(x)| the projection y→ |y|.
We show that for K ⊂ |U(x)| with Ki = (pi|Mi)−1(K) and Ki′ := (pi|Mi′)−1(K) the
equality
∑
i∈I
σi ·
∫
Ki
ω|(Mi,oi) = ∑
i′∈I′
σi′ ·
∫
Ki′
ω|(Mi′ ,oi′) (9.17)
holds. If this is known to hold the rest of the proof of Theorem 9.2 follows easily.
The difficulty in establishing the validity of (9.17) arises from the fact that in general
there does not exist a correspondence between the submanifolds of the branching
structures, so that one needs to analyze the branching sets in more detail. This is the
place where the considerations of Section 9.4 enter, particularly Proposition 9.6.
Associated to the local branching structures we have with the notation in Section
9.4 the sets MU =M′U as well as M
†
U , see Proposition 9.6. Denote by A1unionsq ..unionsqAp the
decomposition of M†U according to Proposition 9.6.
If we subtract from the Ki or Ki′ the set MU \M†U , resulting in the sets K†i and K†i′ , it
holds, using that this is a measure zero modification
∑
i∈I
σi ·
∫
K†i
ω|(Mi,oi) =∑
i∈I
σi ·
∫
Ki
ω|(Mi,oi)
and
∑
i′∈I′
σi′ ·
∫
K†
i′
ω|(Mi′ ,oi′) = ∑
i′∈I′
σi′ ·
∫
Ki′
ω|(Mi′ ,oi′).
The set K†i decomposes as
K†i =
⊔`
p=1
K†pi ,
where K†pi := K
†
i ∩Ap. We compute, using heavily Proposition 9.6:
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∑
i∈I
σi ·
∫
K†i
ω|(Mi,oi) =∑
i∈I
`
∑
p=1
σi ·
∫
K†pi
ω|(Mi,oi)
=
`
∑
p=1
∑
i∈I
σi ·
∫
K†pi
ω|(Mi,oi) =
`
∑
p=1
∑
i∈Ip
σi ·
∫
K†pi
ω|(Mi,oi)
=
`
∑
p=1
∑
i∈I+p
σi− ∑
i∈I−p
σi
 ·∫
K†p
i+p
ω|(Mi+p ,oi+p )
=
`
∑
p=1
 ∑
i′∈I′+p
σi′ − ∑
i′∈I′−p
σi′
 ·∫
K†p
i′+p
ω|(Mi′+p ,oi′+p )
=
`
∑
p=1
∑
i′∈I′p
σi′ ·
∫
K†p
i′
ω|(Mi′ ,oi′) =
`
∑
p=1
∑
i′∈I′
σi′ ·
∫
K†p
i′
ω|(Mi′ ,oi′)
= ∑
i′∈I′
`
∑
p=1
σi′ ·
∫
K†p
i′
ω|(Mi′ ,oi′) = ∑
i′∈I′
σi′ ·
∫
K†
i′
ω|(Mi′ ,oi′).
This shows that local integrals are well-defined and do not depend on the local
branching structure. 
The procedure defines, associated to an sc-differential form ω for a local branching
structure on U(x), which we assume to be invariant under the natural action of Gx
and having the properness property, a signed measure µU(x)ω for measurable subsets
contained in |U(x)| ⊂ S, namely
µU(x)ω (K) =
1
|Geffx |
·∑
i∈I
σi ·
∫
Ki
ω|(Mi,oi).
From the construction it is clear that if τ = f ·ω then
dµU(x)τ = f¯ ||U(x)| ·dµU(x)ω , (9.18)
with f¯ ◦pi = f . We shall use this fact later on.
Remark 9.10. We point out that even if U(x) and U(x′) are as before and |U(x)| =
|U(x′)| with |x| = |x′| it is still a possibility that µU(x)ω and µU(x
′)
ω are not the same
on |U(x)|. This point is being addressed in Lemma 9.19. 
Since S = |supp(Θ)| is compact the set S can be covered by finitely many such
constructions. We want to show that this fact can be used to define a global signed
measure, which boils down to showing that the constructions coincide on the over-
laps. We need Lemma 3.6 from [39].
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Lemma 9.18 (Restrictions). Let X be an ep-groupoid and Θ̂ : X→Q+ an oriented,
tame, branched ep+-subgroupoid. For x ∈ supp(Θ) let U =U(x) be an open sub-
set invariant under the natural Gx-action, having the properness property, and also
supporting a local oriented branching structure (Mi,oi)i∈I , (σi)i∈I for Θ̂ . Further
let y ∈U with isotropy group Hy and assume V = V (y) ⊂U is an open neighbor-
hood with the natural Hy-action. For an sc-differential form ω denote the associated
signed measures by µUω and µVω . Then, if a measurable subset K ∈L (S) is contained
in |MV | ⊂ |MU | ⊂ S it holds
µUω (K) = µ
V
ω (K).
Proof. The proof is given in [39]. Since the definition of the measures is indepen-
dent of the actual local oriented branching structure we can take the one on V which
is induced from the one on U . Then the result follows from a computation involving
the orders of isotropy groups. 
We address now the point raised in Remark 9.10, see also [39], Lemma 3.7.
Lemma 9.19 (Morphism Invariance). Let X be an ep-groupoid and Θ̂ : X →Q+
a tame, compact, oriented branched ep+-subgroupoid. Assume that x,x′ ∈ supp(Θ)
and φ : x→ x′ is a morphism. Let U = U(x) and U ′ = U(x′) be open neighbor-
hood allowing for the natural actions by Gx and Gx′ , respectively, and suppose the
sets have the properness property. In addition we assume that the natural local sc-
diffeomorpism associated to φ , defines an sc-diffeomorphism φ̂ : U →U ′. Given an
sc-differential form ω on X the equality
µUω (K) = µ
U ′
ω (K)
holds for measurable subsets K contained in |MU |= |MU ′ |.
Proof. This is nothing else but change of variables. 
Now we are in the position to prove Theorem 9.2.
Proof (Theorem 9.2). Using the compactness of S = |supp(Θ)| there exist finitely
many points x1,..,x` and open neighborhood Up :=U(xp) admitting the natural Gxp -
action, having the properness property, and having an oriented local branching struc-
ture (Mpi ,o
p
i )i∈Ip , (σ
p
i )i∈Ip representing the oriented Θ̂ over Up, so that
S =
⋃`
p=1
|MUp |.
With the given sc-differential form ω we obtain the signed measures
µUpω
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on |MUp | ⊂ S. Given a measurable subset K of S in L (S) we partition it in such a
way that K =
⊔`
p=1 Kp with Kp ⊂ |MUp | and consider the sum
`
∑
p=1
µUpω (Kp).
This definition does not depend on the choices involved, due to Lemmata 9.17, 9.18,
and 9.19. It defines our desired signed measure µΘω . 
Remark 9.11. (a) In [39] the theorem was proved under the assumption that X allows
sc-smooth partitions of unity. The modification of the proof presented above gets rid
of this assumption.
(b) It should be possible to define µω also for compact, oriented, branched ep+-
subgroupoids, getting rid of the tameness assumption. This would require to show
that the boundaries of the occurring sub-M+-polyfolds have measure zero, which in
all likelihood is the case. We leave such investigation to the reader.
(c) It might even be true that a compact sub-M+-polyfold in a M-polyfold has a
boundary which is a Lipschitz manifold, which would have consequences for the the
boundary structure of compact, branched, ep+-subgroupoids. It would in particular
imply that the following considerations about Stokes theorem should be true for
orientedΘ which are not tame. We also leave such investigations to the reader. 
Given an ep-groupoid X and a compact, tame, oriented branched ep+-subgroupoid
Θ̂ : X → Q there is an oriented ∂Θ̂ : X → Q+ according to Definitions 9.7 and
9.11 and the associated discussions in previous sections. Since Θ is tame the M+-
polyfolds occurring in the local branching structures have an equivalent structure
as classically smooth manifolds M with boundary with corners. Given such a M+-
polyfold and a boundary point x with degeneracy index d = dM(x), the boundary
near x consists of of the union of d-many local faces.
If d ≥ 2 the intersection of two or more such faces, as a subset of any such face, has
(n−1)-dimensional Lebesgue measure 0, where n = dim(M). If K ⊂ ∂M we have
consequently a well-defined notion of being of (n−1)-dimensional measure zero.
In view of this discussion we can define the Lebesgue σ -algebra L (∂S), where
∂S = |supp(∂Θ)|, since there is a well-defined notion of a subset of ∂S to be of
(n−1)-dimensional measure zero.
Definition 9.17 (Canonical σ -Algebra L (∂S)). Let X be an ep-groupoid and Θ :
X→Q+ a tame, compact, branched ep+-subgroupoid. The σ -algebraL (∂S) is the
smallest σ -algebra containing the Borel σ -algebra B(∂S) and all subsets of ∂S of
measure zero. 
With the same techniques as used in the proof of Theorem 9.2 we obtain the follow-
ing theorem for boundary integration, whereM (∂S,L (∂S)) is the vector spaces of
signed measures.
328 9 Branched Ep+-Subgroupoids
Theorem 9.3 (Canonical Boundary Measures). Assume X is an ep-groupoid and
Θ̂ : X → Q+ an oriented tame, compact, branched ep+-subgroupoid of dimension
n. Then there exists a linear map
Φ∂Θ̂ : Ω
n−1
∞ (X)→M (∂S,L (∂S)) : ω → µ∂Θ̂ω
which is uniquely characterized by the following property.
• Given x ∈ supp(∂Θ), an open neighborhood U(x) in X with the natural Gx-
action and the properness property, and an oriented branching structure on U(x)
representing Θ̂ , say (Mi,oi)i∈I , (σi)i∈I , the following identity holds for a measur-
able subset K ∈L (∂S) with K ⊂ |M∂U | := |
⋃
i∈I ∂Mi|
µ∂Θ̂ω (K) =
1
]Geffx
·∑
i∈I
σi ·
∫
Ki
ω|(∂Mi,o∂Mi),
where Ki ⊂ ∂Mi is the preimage of pi : ∂Mi→ |supp(∂Θ)|∩ |U(x)|.

Remark 9.12. In our context we have a version of Stokes theorem, which can be
formulated as follows.
Theorem 9.4 (Stokes Theorem). Let X be an ep-groupoid admitting sc-smooth
partitions of unity, and Θ̂ : X → Q+ a tame, oriented, compact, branched ep+-
subgroupoid of dimension n. Denote by ∂Θ̂ its oriented boundary and by ω an
sc-differential form of degree n−1. Then
µ∂Θ̂ω (∂S) = µ
Θ̂
dω(S),
or equivalently ∮
Θ̂
dω =
∮
∂Θ̂
ω.
The assumption of having an sc-smooth partition of unity is very likely not needed
and enters since we use the standard ideas for proving Stokes theorem.
Proof. We cover the compact S by finitely many open sets |Uk|, where Uk =U(xk),
1≤ k ≤ ` are open sets admitting the natural Gxk -action, have the properness prop-
erty and are equipped with an oriented branching structure representing Θ̂ . We de-
note the oriented local branching structures by (Mi,oi)i∈Ik (for k = 1, ..., `) with the
associated weights (σi)i∈Ik . Then we have the total index set I = I1unionsq ...unionsq I`.
The Mi are tame finite dimensional submanifolds of X , all of the same dimension n
and for i ∈ Ik the Mi are properly embedded in U(xk) and over U(xk) the functor Θ
and associated orientation can be written as
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Θ(y) = ∑{i∈Ik | y∈Mi}σi for y ∈U(xk) (9.19)
T̂Θ (y) = ∑{i∈Mi | y∈Mi}σi ·Ty(Mi,oi) for y ∈U(xk).
Abbreviate Uk :=U(xk) for k = 1, ..., ` and denote by U∗k the saturations of the sets
Uk in X and add another saturated open set U∗0 so that the sets U
∗
k cover X and the
sets |U∗k \U∗0 | still cover S. Given this finite open covering of X by saturated set
we can take a subordinate sc-smooth partition of unity β0, . . . ,β` on X for the ep-
groupoid X . Hence the βi are functors with values in [0,1] and suppβk ⊂ U∗k . By
construction
`
∑
k=1
βk = 1 on
⋃`
k=1
MUk .
We define ωk = βkω so that its support is contained in suppωk ⊂ U∗k and ω =
∑nk=1ωk.
If the set |Uk| does not contain parts of |supp(∂Θ)|, we conclude by the standard
Stokes theorem ∫
(Mi,oi)
dωk = 0 for i ∈ Ik.
In the other case, again by the standard Stokes theorem,∫
(Mi,oi)
dωk =
∫
∂ (Mi,oi)
ωk for i ∈ Ik.
Summing up all these contributions we conclude the following.
µΘ̂dω(S) =
`
∑
k=1
µΘ̂dωk(S)
=
`
∑
k=1
1
]Geffxk
·∑
i∈Ik
σi ·
∫
(Mi,oi)
dωk
=
`
∑
k=1
1
]Geffxk
·∑
i∈Ik
σi ·
∫
∂ (Mi,oi)
ωk
=
`
∑
k=1
µ∂Θ̂ωk (∂S)
= µ∂Θ̂ω (∂S).
The proof of Stokes’ theorem in the branched context is complete. 
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9.6 Appendix
In the following two subsections we shall discuss several questions, whose answers
are related to possible generalizations of the results in this chapter. Given an ep-
groupoid X and a compact oriented ep+-subgroupoid Θ̂ : X → Q+ we have inter-
preted it as a full subcategory of X with a weight function and we use some of
the ambient structure when we talk about local branching structures. Of course, it
would be nice to define an intrinsic object, without reference to an ambient X , which
would have similar properties, and would allow an integration theory, as well as the
notion of differential forms. Another question is concerned with the necessity of the
tameness assumption. It is possible that combining our discussion with results from
a Lipschitz theory of manifolds would lead to an appropriate generalization.
9.6.1 Questions about M+-Polyfolds
A M+-polyfold is a M-polyfold admitting an sc-smooth atlas, where the local mod-
els are sc+-retracts (O,C,E). If dM : M→ N denotes the associated degeneracy in-
dex, we know that near points x ∈M with dM(x) = 0 it has the structure of a smooth
classical manifold.
In general the boundary behavior is complicated. However, as we have seen if
x ∈ ∂X and X is tame near x, then the fact that TxM is in good position to the par-
tial quadrant Cx, implies that M near x has the equivalent structure of a classically
smooth manifold with boundary with corners.
Question 1: Since O = r(U) for a relatively open neighborhood of 0 in the partial
quadrant C one can show that the sc+-operator Dr(0) : E → E has the property
Dr(0)(C) ⊂ C. This distinguishes the smooth finite-dimensional linear subspaces
N of E which can be written as the image of an sc+-projection P : E → E with
P(C)⊂C. Let us refer to such N as special N. One can show that the interior of N∩C
in N is nonempty. We can consider as local models for spaces open neighborhoods V
of 0 ∈ N∩C, which we refer to as an open neighborhood of 0 in (N,C,E), where N
is special. One can define in a standard way what a classically smooth map between
two such open sets is. This allows us to define charts for metrizable spaces M and
smooth atlases. This defines a class of manifolds modeled on special (N,C,E). It
is trivial to show that such manifolds are M+-polyfolds using the property P(C) ⊂
C. The question is, if every M+-polyfold admits an equivalent atlas with special
models?
Question 2: Let M be a compact M+-polyfold of dimension n. Does ∂M have natu-
rally the structure of a Lipschitz-manifold of dimension n−1, see [27, 60]. If that is
the case one should be able to prove Stokes for every oriented, compact, branched
ep+-subgroupoid Θ̂ using Stokes theorem in the Lipschitz context. In Remark 1.2
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we indicated even a possible generalization for defining M-polyfolds where C is be-
ing replaced by more general convex sets with nonempty interior. If it is indeed true
that a Lipschitz version of Stokes can be applied, may be it even generalizes to such
a more general setup.
The answers to these questions might allow to generalize some of the results about
integration, but are also useful in studying the question what is the intrinsic struc-
ture of an ep+-subgroupoid. We raise some question about the latter in the next
subsection.
9.6.2 Questions about Branched Objects
The definition of an ep+-subgroupoid requires an ambient space. However, there
seems to be an underlying intrinsic object in the background. The intrinsic object
should be the metrizable space |supp(Θ)| together with an additional structure. The
following mentions some ideas to describe such an object, but the details have not
been carried out. Possibly these ideas need some modification.
Consider tuples (MU ,w,U,C,E), where E is an sc-Banach space, C ⊂ E a partial
quadrant, U ⊂C a relatively open subset, and MU a subset of U , and w : MU →Q+
is a map with the following properties:
(1) There exist finitely many sc+-retracts (Mi,C,E) for i ∈ I and positive rational
weights (σi)i∈I such that Mi ⊂U is properly embedded as submanifold.
(2) MU =
⋃
i∈I Mi.
(3) w(y) = ∑{i∈I | y∈Mi}σi for y ∈MU .
We shall refer to (MU ,w,U,C,E) as a branched manifold model. If U ′ ⊂C is rela-
tively open and U ′ ⊂U we can define
(MU ,w,U,C,E)U ′ = (MU ′ ,w
′,U ′,C,E)
by restricting the data. We call this the restriction to U ′.
We say that (MiU ,w
i,U i,Ci,E i) for i = 1,2 are isomorphic provided there exists a
homeomorphism h : M1U →M2U satisfying
(1) w2 ◦h = w1
(2) If N ⊂MU is such that (N,C,E) is an sc+-retract, then (h(N),C,E) is an sc+-
retract. The same for h−1.
(3) h : N→ h(N) is an sc-diffeomorphism.
The notion of equivalence accommodates the fact that MU can be written possibly in
different ways as union of M+-polyfolds. Naturally the discussion of the geometry
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of local branching structures enters. The local models have to be defined as subset
of an ambient space to catch the variety of possible branching structures.
Let us refer to an object Ξ = (MU ,w,U,C,E) as a branched M+-polyfold model.
Following ideas in this book one should be able to define the tangent TΞ , and one
should be able to define the notion of an orientation. There should be a notion of
an sc-smooth map between such objects. Then one can define charts with the Ξ as
local models and sc-smooth atlases. This would lead to the notion of a branched
M+-polyfold.
At this point we could employ the definition of an ep-groupoid, but take as local
models the branched M+polyfold models. Let us call such a space a branched ep+-
groupoid.
The structure on S = |supp(Θ)| would be given by an equivalence class (Q,β ),
where Q is a branched ep+-groupoid and β : |Q| → S is a homeomorphism. The
notion of equivalence is parallel to the kind of Morita equivalence used in giving a
definition of orbifold using e´tale proper Lie groupoids, see [3, 56, 57]. Such an idea
is also applied in Chapter 16. The boundaries of such spaces should be accessible
to Lipschitz type methods mentioned in the previous subsection and there should be
Stokes theorem in this context.
Question 3: Is there a theory along the lines described above, i.e. build on branched
local models, providing standard features expected from classical differential geom-
etry or Lipschitz geometry (at least for the boundary portion)?
Chapter 10
Equivalences and Localization
An equivalence between ep-groupoids is the sc-smooth version of an equivalence of
categories. In this chapter we shall study notions which are invariant under equiva-
lences and introduce the notion of generalized maps. The ideas come from a well-
known procedure in category theory, see [21], and also have been used in the clas-
sical Lie groupoid context, see [56].
10.1 Equivalences
The category EP has ep-groupoids as objects. Its class of morphisms mor(EP)
consists of the sc-smooth functors between ep-groupoids and contains an interesting
subclass of morphisms called equivalences, defined as follows.
Definition 10.1. An equivalence F : X →Y between the ep-groupoids X and Y is a
sc-smooth functor having the following properties.
(1) F is faithful and full.
(2) The induced map |F | : |X |→ |Y | between the orbits spaces is a homeomorphism.
(3) F is a local sc-diffeomorphism on objects.
We denote the class of equivalences by E. 
We recall from the category theory that a functor F : X→Y between two categories
X and Y is called faithful if for every x,x′ ∈ X , the induced map morX (x,x′)→
morY (F(x),F(x′)) is injective, and it is called full if for every x,x′ ∈ X , the induced
map morX (x,x′)→ morY (F(x),F(x′)) is surjective. If, in addition, the functor F
is essentially surjective, that is, if for every object y in Y there exist an object
x in X and an isomorphism ϕ : F(x)→ y, then the functor F : X → Y is called
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an equivalence. If the functor F : X → Y between two categories X and Y is an
equivalence in the sense of the category theory, then the induced map |F | : |X |→ |Y |
is a bijection.
The following result characterizes equivalences between ep-groupoids.
Lemma 10.1. Assume that F : X → Y is a sc-smooth functor between ep-groupoids
which is an equivalence in the category sense and, in addition, is a local sc-
diffeomorphism on the class of objects. Then F is an equivalence in the sense of
Definition 10.1.
Proof. In view of the above remarks, it is enough to show that the induced map
|F | : |X | → |Y | is a homeomorphism. Since the functor F is sc-smooth and hence
sc0, the map |F | is continuous between every level. Take a point |x| ∈ |X | and its
representative x ∈ X . Then, by our assumption, we find an open neighborhood U of
x in X so that F : U → F(U) is a sc-diffeomorphism. In particular, F(U) is an open
subset of Y . Since the projection map pi : X → |X | is an open map and |F |(|U |) =
|F(U)|, it follows that |F(U)| is open in |Y |. This holds for any open subset of U ,
and the proof is complete. 
If F : X → Y and G : Y → Z are equivalences between ep-groupoids, then the com-
position G ◦ F : X → Z is also an equivalence. In general, an equivalence is not
invertible as a functor.
If X is an ep-groupoid andU an open covering of the object M-polyfold, we define
an ep-groupoid XU as follows. The object M-polyfold is the disjoint union of all the
open sets U ∈U
XU = unionsqU∈UU.
We shall write (x,U) for its elements, where x ∈U . The morphism M-polyfold XU
consists of all triples (U,φ ,V ) in which U,V ∈U and φ ∈ X is a morphism satis-
fying s(φ) ∈U and t(φ) ∈ V . The structural maps are the obvious ones. It is clear
that this is a category whose object and morphism sets have M-polyfold structures
induced from X and X , respectively. We shall call XU the refinement of the ep-
groupoid X associated with the open covering U .
Proposition 10.1. XU is an ep-groupoid and the map
F : XU → X : (x,U) 7→ x
is an equivalence of ep-groupoids.
Proof. It is clear that object space and morphism space have natural M-polyfold
structures coming from the ep-groupoid X . The source and target maps, defined by
s(U,φ ,V ) = (s(φ),U) and t(U,φ ,V ) = (t(φ),V ), are local sc-diffeomorphisms and
s, t : XU → XU , are by construction surjective. The smoothness properties of the
structure maps are obvious. Next we show that XU is proper. If (x,U) is an object
in XU , we find an open neighborhood V =V (x) of x in X such that
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(1) clX (V )⊂U .
(2) t : s−1(clX (V ))→ X is proper. Here s and t are the source and target maps of the
ep-groupoid X .
The associated neighborhood of (x,U) in XU is then given by
V˜ (x,U) = {(y,U) | y ∈V (x)}.
Note the closure of V˜ ⊂ XU in XU corresponds to the closure of V (x) in X . Next,
with s and t the source and target maps of XU we show that
t : s−1(clXU (V˜ ))→ X
is proper. We assume that (Φk) is a sequence in X |U with s(Φk) ∈ cl(V˜ ) and t(Φk)
belonging to a compact subset in X|U . Writing Φk = (Uk,φk,Vk) we know by as-
sumption that Uk =U and s(φk) ∈ clX (V ). Moreover (t(Φk)) belongs to a compact
subset K of X|U . After perhaps taking a subsequence we may assume without loss
of generality that Vk =W ∈U and K ⊂W . Hence we have a sequence (φk)⊂ X sat-
isfying s(φk) ∈ clX (V ) and t(φk) ∈ K. Now using the properness of X we may take
another subsequence converging to a morphism φ ∈ X satisfying s(φ) ∈ clX (V ) and
t(φ) ∈ K. Then the convergence Φk → (U,φ ,W ) follows. Finally, we note that F
is an equivalence of categories and a sc-smooth local sc-diffeomorphism, hence an
equivalence of ep-groupoids in view of Lemma 10.1. 
We recall from Section 8.1, Definition 8.1, the notion of a natural equivalence be-
tween sc-smooth functors.
Definition 10.2 (Natural equivalence). Two sc-smooth functors F : X → Y and
G : X → Y between the same ep-groupoids are called naturally equivalent if there
exists a sc-smooth map τ : X → Y having the following property.
(1) For every object x ∈ X , τ(x) is a morphism,
τ(x) : F(x)→ G(x) ∈ Y
(2) The map τ is “natural” in the sense that
G(ϕ)◦ τ(x) = τ(x′)◦F(ϕ).
for every morphism ϕ : x→ x′.
The sc-smooth map τ : X → Y is called a natural transformation of the two func-
tors F,G : X → Y and symbolically referred to by
τ : F → G.

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“Naturally equivalent” is an equivalence relation for sc-smooth functors F,G : X →
Y , which we denote by
F ' G.
If F ' G for two sc-smooth functors F,G : X → Y and if Φ : Y → Z andΨ : Z→ X
are sc-smooth functors, then
F ◦Ψ ' G◦Ψ and Φ ◦F 'Φ ◦G.
The following result is taken from [38], Proposition 2.7.
Proposition 10.2. Assume that F : X → Y and G : X → Y are naturally equivalent
sc-smooth functors. If one of them is an equivalence, so is the other.
Here is another useful property.
Proposition 10.3. Assume that F : X → Y is an equivalence between ep-groupoids
and Φ : Y → Z a sc-smooth functor between ep-groupoids. If Φ ◦F : X → Z is an
equivalence, so is Φ .
Proof. Since on the object level F andΦ ◦F are local sc-diffeomorphisms this holds
for Φ . Using that Φ ◦F is an equivalence it follows that it is essentially surjective,
which then has to hold forΦ . Since |F | and |Φ ◦F | are homeomorphisms we deduce
via
|Φ |= |Φ | ◦ |F | ◦ |F |−1 = |Φ ◦F | ◦ |F |−1
that |Φ | : |X | → |Y | is a homeomorphism.
For two objects y and y′ we have to show that the mapΦ : Y (y,y′)→ Z(Φ(y),Φ(y′))
between the sets of morphisms is a bijection. We assume that ψ,ψ ′ : y→ y′ are mor-
phisms satisfying Φ(ψ) = Φ(ψ ′). Since F is essentially surjective, we find mor-
phisms φ : F(x)→ y and φ ′ : F(x′)→ y′ and consider the morphisms (φ ′)−1 ◦ψ ◦φ
and (φ ′)−1◦ψ ′◦φ : F(x)→F(x′). Because F is an equivalence, there exist uniquely
determined morphisms α,α ′ : x→ x′ solving
F(α) = (φ ′)−1 ◦ψ ◦φ and F(α ′) = (φ ′)−1 ◦ψ ′ ◦φ .
Applying the functor Φ to both expressions we compute
Φ ◦F(α) =Φ((φ ′)−1 ◦ψ ◦φ)
=Φ((φ ′)−1)Φ(ψ)Φ(φ)
=Φ((φ ′)−1)Φ(ψ ′)Φ(φ)
=Φ((φ ′)−1 ◦ψ ′ ◦φ)
=Φ ◦F(α ′).
Since Φ ◦F is an equivalence, we deduce α = α ′, implying
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(φ ′)−1 ◦ψ ◦φ = (φ ′)−1 ◦ψ ′ ◦φ .
Multiplying the inverses right and left, we conclude that ψ = ψ ′. This proves the
injectivity.
A similar argument shows that the map Φ : Y (y,y′)→ Z(Φ(y),Φ(y′)) is surjective.
Indeed, let σ : Φ(y)→ Φ(y′) be a morphism in Z(Φ(y),Φ(y′)). Since F is essen-
tially surjective, there exist x,x′ ∈X and morphisms φ : F(x)→ y and φ ′ : F(x′)→ y′.
Then
Φ(φ ′)−1 ◦σ ◦Φ(φ) : Φ ◦F(x)→Φ ◦F(x′)
belongs to Z , and using that Φ ◦F is an equivalence we find a morphism α : x→ x′
satisfying
Φ ◦F(α) =Φ(φ ′)−1 ◦σ ◦Φ(φ).
We define the morphism β : y→ y′ in Y by
β = φ ′ ◦F(α)◦φ−1 ∈ Y (y,y′)
and compute,
Φ(β ) =Φ(φ ′)◦Φ ◦F(α)◦Φ(φ)−1
=Φ(φ ′)◦Φ(φ ′)−1 ◦σ ◦Φ(φ)◦Φ(φ)−1
= σ ,
showing that Φ is surjective. This completes the proof of Proposition 10.3. 
One of the basic results is the following theorem.
Theorem 10.1. If F : X → Y is an equivalence between ep-groupoids, then T F :
T X → TY is an equivalence between ep-groupoids.
Proof. Since F is a local sc-diffeomorphism, the same holds for the sc-smooth func-
tor T F : T X→ TY . Hence, in view of Lemma 10.1, it suffices to show that T F is an
equivalence in the category theory sense. That T F is a functor follows from the fact
that F is a functor. Let us show next that T F is essentially surjective. We choose
a ∈ TyY . First of all we note that there exist x ∈ X1 and φ ∈ Y 1 such that
φ : F(x)→ y.
For suitable open neighborhoods the source map sY : U(F(x)) → U(y) is a sc-
diffeomorphism. We consider for x′ near x the map
x′ 7→ tY ◦ (sY |U(φ))−1(F(x′)).
Differentiating at x′ = x in the direction b ∈ TxX gives the linear map
b 7→ TtY (φ)◦ (T sY (φ))−1T F(x)(b)
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This is a linear isomorphism TxX → TyY . Hence, we find a vector b ∈ TxX which is
mapped to the given vector a ∈ TyY .
Choosing k = T sY (φ))−1T F(x)(b) ∈ TφY , we obtain
T sY (φ)(k) = T F(x)(b) and TtY (φ)(k) = a.
Therefore, recalling Section 8.1, the tangent vector k ∈ TφY is, by definition, the
morphism
k : T F(b)→ a
in TY . This shows that T F is essentially surjective. We leave the verification that
T F is full and faithful to the reader. 
The next proposition shows that if two equivalences F and G satisfy |F |= |G|, then
also |T F |= |T G|. For the proof we shall need the following lemma.
Lemma 10.2. Let X be an ep-groupoid, x ∈ X, and U(x) a connected open neigh-
borhood of x in X equipped with the natural representation
Φ : Gx→ Diffsc(U(x)).
Suppose β : U(x)→ X has an open image and is an sc-diffeomorphism onto its
image satisfying β (x) = x, and |β (y)| = |y| for all y ∈ U(x). Then the following
holds.
(1) β (U(x)) =U(x) and β : U(x)→U(x) is an sc-diffeomorphism.
(2) There exists g ∈ Gx such that β (y) = g∗ y for all y ∈U(x).
Proof. Assume first that X is effective. Pick any point y ∈ U(x) and take a con-
tinuous path γ : [0,1]→ U(x) satisfying γ(0) = x and γ(1) = y. We consider the
continuous map β ◦ γ : [0,1]→ X . We show that the image of this map lies in U(x).
Let ε0 ∈ (0,1] be the largest number such that
β ◦ γ([0,ε))⊂U(x).
It is clear that ε0 > 0. Pick a sequence (tk)⊂ [0,ε0) converging monotonically to ε0
and abbreviate xk := γ(tk). Then xk ∈U(x), β (xk) ∈U(x) and β (xk) = gk ∗ xk for a
suitable gk ∈ Gx. After perhaps taking a subsequence we may assume without loss
of generality that g = gk for all k. Hence
β (xk) = g∗ xk.
By construction xk → γ(ε0) ∈U(x) and therefore β (xk)→ g ∗ γ(ε0) ∈U(x). This
implies β (γ(ε0)) ∈U(x). Therefore ε0 = 1 and β (U(x))⊂U(x).
Next we show that β (U(x)) is open and closed in U(x) which implies since U(x) is
connected that β (U(x)) =U(x). By assumption β (U(x)) is open. We only need to
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show its closedness. Pick y ∈U(x) so that there exists a sequence (xk)⊂U(x) with
β (xk)→ y. After perhaps taking a subsequence we find g ∈ Gx such that β (xk) =
g ∗ xk → y. This implies xk → g−1 ∗ y. Hence β (g−1 ∗ y) = y. This completes the
proof of (1).
Pick any y ∈U1(x), i.e. a point on level 1. Since X is metrizable and the neighbor-
hood of y is modeled on an sc-smooth retract we can pick a metric d which induces
the topology (on level 0) on X , but also for a strictly decreasing sequence εk con-
verging to 0 the spaces
Σk = {z ∈ X | d(y,z)≤ εk} ⊂U(x)
with the induced metric are complete. We define the closed subsets
Σ gk = {z ∈ Σk | β (z) = g∗ x}.
Then Σk =
⋃
g∈Gx Σ
g
k and by the Baire theorem there exists gk such that Σ
gk
k has a
nonempty interior. Hence we find yk with d(y,yk) < εk so that β (z) = gk ∗ z for z
near yk. We may assume by slightly shifting yk that it is a smooth point. We infer
that Tβ (yk) = Tϕgk(yk). After perhaps taking a subsequence we may assume that
gk = g and passing to the limit we find that
Tβ (y)(h) = Tϕg(y)(h) for all h ∈ TyX .
We note that for large k there cannot be a g′k 6= g with Σ g
′
k having nonempty interior,
because it would imply by the same argument as above that also
Tβ (y) = Tϕg′(y)
for some g′ 6= g. This, however is impossible by the current assumption that X is
effective.
Next take a large k so that Σ gk is the only set with nonempty interior. If y
′ ∈ Σk with
d(y′,y)< εk we can study by the same method a small neighborhood of y′ which is
contained in Σ gk . By this argument we find an open set arbitrarily close to y
′ on which
β (z) = g∗z. Summing up we find an open dense subset of Σ gk on which β (z) = g∗z.
By continuity this must hold for all z ∈ Σ gk . Hence we have proved that every point
y∈U1(x) has an open neighborhood U(y)⊂U(x) on level 0 so that β (z) = gy ∗z for
z ∈U(y). Since U1(x) is also connected it follows that there is a single g ∈ Gx such
that β (z) = g∗ z for all z ∈U1(x). Using density of U1(x) in U(x) and the continuity
of β on level 0 we finally conclude that
β (y) = g∗ y for all y ∈U(x).
Next we remove the effectivity assumption. We can pass to XR which has the same
object M-polyfold and apply the argument just established. This immediately im-
plies the result. 
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We use the previous lemma to prove the following useful result.
Proposition 10.4. If F,G : X → Y are two equivalences satisfying
|F |= |G| : |X | → |Y |,
then the following holds.
(1) There exists for every x ∈ X an sc-smooth map U(x)→ Y : z→ αz such that
αz : F(z)→ G(z).
Here U(x) is a connected open neighborhood of x admitting the natural Gx-
action.
(2) The tangent functors T F,T G : T X → TY satisfy |T F |= |T G|.
Remark 10.1. In (1) we cannot prescribe αx, as the following example shows. Let
X = R2 with the group Z2 acting with the nontrivial element via (x,y)→ (−x,−y).
Then take the associated translation groupoid. We let F be the identity functor and
G(x,y) = −(x,y). Then we have the identity morphism F(0,0)→ G(0,0), which
however does not lie in an sc-smooth local family.
Before we start with the proof of the theorem we first recall from Section 8.1 that
the tangent T (X ,X) = (T X ,T X ) of an ep-gropuoid (X ,X ) is an ep-groupoid. The
object space T X is a M-polyfold and the morphism space T X is also a M-polyfold.
The tangent vector (φ ,k) ∈ TφX is viewed as a morphism
(φ ,h) : T s(φ)(h)→ Tt(φ)(h)
between the two objects T s(φ)(h) ∈ TxX and Tt(φ)(h) ∈ TyX in T X , if φ ∈ X is a
morphism φ : x→ y.
Proof (Proposition 10.4). Since |F | = |G|, given x ∈ X there exists a morphism
ψ : F(x)→ G(x) belonging to Y . Since, by assumption F and G are equivalen-
cies there exist open neighborhoods U (ψ), U(F(x)), U(G(x)), U(x), and U ′(x)
such that F : U(x) → U(F(x)), G : U ′(x) → U(G(x)), s : U (ψ) → U(F(x)) and
t : U (ψ)→ U(G(x)) are all sc-diffeomorphisms. Hence we have the sequence of
sc-diffeomorphisms
U(x) F−→U(F(x)) s−1−−→U (ψ) t−→U(G(x)) G−1−−→U ′(x), (10.1)
whose composition defines the sc-diffeomorphism
β : (U(x),x)→ (U ′(x),x).
Unwrapping the contents of the sequence (10.1) there exist an sc-smooth map
U(x)→ Y : z→ ψz with ψx = ψ , satisfying
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ψz : F(z)→ G(β (z)) for all z ∈U(x).
Since |F(z)|= |G(z)| we find φz : F(z)→ G(z), where at this point we do not know
the precise dependence of φz on z. Note that
ψz ◦φ−1z : G(z)→ G(β (z)) for all z ∈U ′(x).
Since F is an equivalence there exists σz : z→ β (z) with G(σz) = ψz ◦φ−1z . Hence
β : U(x)→U ′(x)⊂ X , β (x) = x, and |z|= |β (z)|. From Lemma 10.2 we deduce that
U ′(x) =U(x), β : U(x)→U ′(x) is an sc-diffeomorphism, and there exists g ∈ Gx
such that
β (z) = g∗ z for all z ∈U(x).
Define γz := Γ (g,z) : z→ g∗ z. Then we define the sc-smooth map
U(x)→ Y : z→ αz := G(γ−1z )◦ψz
and note that
αz : F(z)→ G(z) for all z ∈U(x).
Next we consider (2). Assume that x ∈ X1. Differentiating the sc-smooth expression
αz : F(z)→ G(z)
at z = x and writing α := αx we find that
Tα(x)◦T F(x) = T G(x) : TxX → TG(x)Y.
This precisely means that |T F(x)| = |T G(x)| for all x ∈ X1 and therefore |T F | =
|T G|. 
We finally remark that equivalences between ep-groupoids descend to equivalences
between associated reduced ep-groupoids introduced at the end of Section 7.2.
Proposition 10.5. We assume that F : X → Y is an equivalence of ep-groupoids.
We denote by XR and YR the associated reduced ep-groupoids and define the map
FR : XR→ YR on the objects by FR = F and on the morphisms by FR([φ ]) = [F(φ)].
Then FR is a well-defined functor and FR : XR→ YR is an equivalence.
Proof. Since F is an equivalence between ep-groupoids, it follows immediately that
F(Tx) = TF(x) and consequently FR is a well-defined functor. Since F = FR on the
objects, the map FR is a local sc-diffeomorphism between the objects. This implies
that FR is a fully faithful functor. It is immediate that FR is essentially surjective,
and hence an equivalence of categories. All these facts together imply that FR is an
equivalence of ep-groupoids. 
Example 10.1. The assumption in Proposition 10.5 that the functor F : X → Y is
an equivalence cannot be omitted. Indeed, given ep-groupoids X and Y and a sc-
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smooth functor Φ : X → Y it is in general not true that it passes to the reduced
ep-groupoids as the following example illustrates. Let X = Z4nR. Here the action
of Z4 = {0,1,2,3} is given 0 ∗ x = x, 1 ∗ x = −x, 2 ∗ x = x and 3 ∗ x = −x. Let
Y =Z4nR2 with the action of Z4 by counter clock-wise rotation by 90 degrees. We
define Φ on objects by Φ(x) = (0,0) and on morphisms by
Φ(i,x) = (i,(0,0)),
where i = 0,1,2,3. Note that Tx = {(0,x),(2,x)} for all x ∈ R. For (x,y) ∈ R2 we
have that T(x,y) = {(0,(x,y))} and note that Y = YR. If φ0 = (i,x) and φ1 = ( j,y)
in X are equivalent it means that x = y and i = j mod 2. Now we observe that
Φ((1,x)) = (1,(0,0)) and Φ(3,x) = (3,(0,0)). These are however different points
in YR =Y . Hence Φ does not pass to equivalence classes and consequently does not
define a functor between the reduced groupoids. 
10.2 The Weak Fibered Product
We continue with a useful construction called the weak fibered product.
Definition 10.3. Let F : X → Y and G : Z→ Y be sc-smooth functors between ep-
groupoids. The weak fibered product L= X×Y Z is the category whose objects are
triples (x,ϕ,z) in which x ∈ X , z ∈ Z, and ϕ : F(x)→ G(z) is a morphism in Y , i.e.
L = XF×sY t×GZ.
The morphism set L consists of all triples (h,ϕ,k)∈ X ×Y ×Z satisfying s◦F(h) =
s(ϕ) and s◦G(k) = t(ϕ), so that
L = X s◦F×sY t×s◦GZ .
The identity morphism 1(x,ϕ,z) ∈ L at the object (x,ϕ,z) ∈ L is given by 1(x,ϕ,z) :=
(1x,ϕ,1z). The inversion map i : L→ L is defined by i(h,ψ,k) := (h−1,G(k) ◦ϕ ◦
F(h)−1,k−1). The source and target maps s, t : L→ L are defined by
s(h,ϕ,k) = (s(h),ϕ,s(k)) and t(h,ϕ,k) = (t(h),G(k)◦ϕ ◦F(h)−1, t(k)).
Finally, the multiplication m : Ls×tL→ L is defined by
m((h,ϕ,k),(h′,ϕ ′,k′)) = (h◦h′,ϕ ′,k ◦ k′).

Since L = (L,L) is a small category, the weak fibered product X×Y Z is a groupoid.
Theorem 2.9 in [38] shows that the weak fibered product is an ep-groupoid, provided
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at least one of the functors F or G is an equivalence. Below we present a slightly
modified proof of this fact.
Theorem 10.2. Let F : X→Y be an equivalence of ep-groupoids, and let G : Z→Y
be a sc-smooth functor. Then the weak fibered product X×Y Z is in a natural way an
ep-groupoid and the projection piZ : X×Y Z→ Z is an equivalence of ep-groupoids.
Moreover, the sc-smooth functors
F ◦piX ,G◦piZ : X×Y Z→ Y
are naturally equivalent and the degeneracy index dX×Y Z satisfies
dX×Y Z(x,ϕ,z) = dZ(z), for every (x,ϕ,z) ∈ X×Y Z.
Moreover, if Z is a tame ep-groupoid so is the weak fibered product X×Y Z. Further,
if Z has a paracompact orbit space, so has X×Y Z. 
If piZ : X×Y Z→ Z is an equivalence between ep-groupoids, then it is, by definition,
a local sc-diffeomorphism between the object sets. Consequently, if one ep-groupoid
is tame, so is the other, because tameness is invariant under sc-diffeomorphisms.
Moreover, again by definition of an equivalence, the induced map |piZ | : |X×Y Z| →
|Z| is a homeomorphism between the orbit spaces. Consequently, if |Z| is paracom-
pact, then also |X ×Y Z| is paracompact. Therefore, the last two statements of the
theorem follow once we have shown that piZ is an equivalence.
If we assume that G : Z→Y is an equivalence instead of F : X→Y , then the fibered
product X ×Y Z is again naturally an ep-groupoid and this time the projection piX :
X ×Y Z→ X is an equivalence of ep-groupoids. In this case, the degeneracy index
dX×Y Z satisfies
dX×Y Z(x,ϕ,z) = dX (x), for every (x,ϕ,z) ∈ X×Y Z.
If both F : X → Y and G : Z→ Y are equivalences of ep-groupoids, then
dX (x) = dX×Y Z(x,φ ,z) = dZ(z), for every (x,ϕ,z) ∈ X×Y Z.
The M-polyfold structures on L and L in both cases are the natural ones induced on
L⊂ X×Y ×Z and L ⊂ X ×Y ×Z as sub-M-polyfolds.
Proof (Proof of Theorem 10.2). Clearly X×Y ×Z and X ×Y ×Z are M-polyfolds.
We first show that L is a sub-M-polyfold.
Let (x,ϕ,z) ∈ L. Since F : X → Y is an equivalence and hence locally a sc-
diffeomorphism, we find open neighborhoods U =U(x) of x in X and W =W (F(x))
of F(x) in Y , so that
F |U : U →W
is a sc-diffeomorphism. The source and the target maps s, t : Y →Y are also local sc-
diffeomorphisms. Hence, replacing U and W by smaller neighborhoods if necessary,
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we find open neighborhoods W ′ =W ′(G(z)) of G(z) in Z and U =U (ϕ) of ϕ in Y ,
such that the source and target maps
s : U →W and t : U →W ′
are sc-diffeomorphisms. Moreover, since G is sc-smooth and hence sc0, we find an
open neighborhood V =V (z) of z in Z, so that
G(V )⊂W ′.
With these choices we define the map
R : U×U ×V →U×U ×V
by
R(x′,ϕ ′,z′) =
(
(F |U)−1 ◦ s◦ (t|U )−1 ◦G(z′),(t|U )−1 ◦G(z′),z′). (10.2)
Clearly R is sc-smooth and R◦R = R, so that R is a sc-retraction. The image of R is
equal to
R(U×U ×V ) = (U×U ×V )∩L,
which implies that L is a sub-M-polyfold of X ×Y ×Z and consequently inherits a
M-polyfold structure. If (V,ψ,(O,C,E)) is a chart around z on Z, then the mapΨ :
(U ×U ×V )∩L→ O, defined byΨ(x′,ϕ ′,z′) = ψ(z′) defines a chart on L around
the point (x,ϕ,z). We also observe that the projection map piZ : L→ Z, defined by
piZ(x,ϕ,z) = z, is in our charts the identity map. Consequently, piZ : L → Z is a
local sc-diffeomorphism. If z ∈ Z, then since F is an equivalence, there exists an
object x ∈ X and a morphism ϕ ∈Y between F(x) and G(z). Hence (x,ϕ,z)∈ L and
piZ(x,ϕ,z) = z, so that piZ is a surjection.
Next we shall show that L is also M-polyfold. We take a morphism (h,φ ,k) ∈ L.
Since F : X → Y and s : X → X are local sc-diffeomorphisms, we find open neigh-
borhoods U =U (h) of h in X and U =U(F(s(h))) of F(s(h)) in Y such that
F ◦ s : U →U
is a sc-diffeomorphism. Taking these neighborhoods smaller if necessary, we find,
since s, t : Y → Y are local sc-diffeomorphisms, open neighborhoods V = V (φ) of
φ in Y and V =V (G(s(k))) of G(s(k)) in Y , so that the maps
s : V →U and t : V →V
are sc-diffeomorphism. Finally, we choose an open neighborhood W =W (k) of k
in Z such that (s◦G)(W )⊂V . With these choices of open sets we define the map
R : U ×V ×W →U ×V ×W
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by
R(h′,φ ′,k′) =
(
((F ◦ s)|U )−1 ◦ s◦ (t|V )−1 ◦ (s◦G)(k′),(t|V )−1 ◦ (s◦G)(k′),k′).
Then R ◦R = R, the map R is sc-smooth and has the image R(U ×V ×W ) = (U ×
V ×W )∩ L. Consequently, L is a sub-M-polyfold of the M-polyfold X ×Y × Z .
Similarly as in the L-case, one defines charts on L. Moreover, the projection piZ :
L→ Z , defined by piZ (h,ϕ,k) = k, is a local sc-diffeomorphism.
Next we shall show that the structure maps are sc-smooth. We start with the source
map s : L→ L. Recall that s(h,ϕ,k) = (s(h),ϕ,s(k)) for every (h,ϕ,k)∈ L. Locally,
the source map s is a composition of local sc-diffeomorphisms,
s(h,ϕ,k) = pi−1Z ◦ sZ ◦piZ (h,ϕ,k),
and hence s is a local sc-diffeomorphism. In our charts on L, the inversion map
i : L → L, given by (h,ϕ,k) 7→ (h,ϕ,k)−1 = (h−1,G(k) ◦ ϕ ◦F(h)−1,k−1), takes
the form q 7→ ψ ′ ◦ iZ ◦ψ−1(q) where ψ and ψ ′ are suitable charts of Z. Since the
inversion map iZ : Z → Z is a local sc-diffeomorphism, the same holds for i.
Now observe that the target map t : L → L is equal to t = i ◦ s and so, t is a local
sc-diffeomorphism. The 1-map 1 : L→ L is defined by 1(x,ϕ,z) = (1x,ϕ,1z) and, in
our charts on L and L, is given by q 7→ψ ′ ◦1Z ◦ψ−1(q) where ψ and ψ ′ are suitable
charts on Z. Since the 1-map 1Z : Z→ Z is sc-smooth, the same holds for 1L : L→
L. Finally, we consider the multiplication map m : Ls×tL → L. We know that the
fibered product Ls×tL is a M-polyfold. In local coordinates, the multiplication map
m takes the form q 7→ψ ′ ◦mZ(s−1 ◦ t·, ·)◦ψ−1(q) for suitable charts ψ and ψ ′ on Z.
This shows that the multiplication map m is sc-smooth as claimed.
Next we will show that L is proper. We take (x,ϕ,z) ∈ L and choose neighborhoods
U =U(x) of x in X and V =V (z) of z in Z such that the maps
t : s−1
(
U
)→ X and t : s−1(V)→ Z
are proper. We define the open neighborhood W (x,ϕ,z) of (x,ϕ,z) in L by
W (x,ϕ,z) = {(x′,ϕ ′,z′) ∈ L|x′ ∈U, z′ ∈V, and ϕ ′ : F(x′)→ G(z′)}
and claim that the restriction of the target map
t : s−1(W (x,ϕ,z))→ L
is proper. To see this, let K be a compact subset of L and let ((hn,ψn,kn))n∈N be a se-
quence of morphisms belonging to s−1(W (x,ϕ,z′) so that t(hn,ψn,kn)∈K. Since K
is compact, after taking a subsequence, the sequence t(hn,ψn,kn) converges in L to
the morphism (x′,ψ ′,z′). From t(hn,ψn,kn) = (t(hn),G(kn) ◦ψn ◦F(hn)−1, t(kn)),
it follows that t(hn) → x′, t(kn) → z′, and G(kn) ◦ ψn ◦ F(hn)−1 → ψ ′. Since
(hn,ψn,kn) ∈ s−1(W (x,ϕ,z′)), we conclude that s(hn) ∈U and s(kn) ∈V . Then the
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properness of the maps t : s−1
(
U
)→ X and t : s−1(V)→ Z imply, after taking sub-
sequences, the convergence hn → h in s−1
(
U
)
. Hence the sequence of morphisms
(ψn) converges in Y to the morphism G(k)−1 ◦ψ ′ ◦F(h). Since ψn is a morphism
between F(s(hn)) and G(s(kn)), it follows that ψ ′ is a morphism between F(s(h))
and G(s(k)). We have proved that the sequence (hn,ψn,kn) has a subsequence con-
verging to (h,ψ,k)∈ s−1(W (x,ϕ,z′)), and the proof of properness of L is complete.
We already know that piZ is surjective and a local sc-diffeomorphism, hence to show
that piZ is an equivalence it suffices to show that for every two objects (x,ϕ,z),
(x′,ϕ ′,z′) in L the induced map
morL((x,ϕ,z),(x′,ϕ ′,z′))→morZ(z,z′)
is a bijection. Take a morphism k : z→ z′. Then ϕ ′ ◦G(k) ◦ ϕ−1 is a morphism
between F(x) and F(x′). Since F : X → Y is an equivalence and hence faithful
and full, there exists a unique morphism h in X between x and x′ so that F(h) =
ϕ ′ ◦G(k) ◦ ϕ−1. Then (h,ϕ,k) ∈ morL((x,ϕ,z),(x′,ϕ ′,z′)) and piZ((h,ϕ,k)) = k.
Hence piZ is faithful and full, as claimed. The map piZ is also an essentially surjective.
Indeed, let z ∈ Z. Then since F : X → Y is an equivalence and hence, in particular,
|F | : |X | → |Y | is a bijection, there exists x ∈ X and an isomorphism ϕ ∈Y between
F(x) and G(z). Then (x,ϕ,z)∈ L and there exists a morphism between piZ(x,ϕ,z) =
z and z, namely 1z ∈ Z . Therefore piZ is an equivalence in the sense of category
theory and hence |piZ | : |X ×Y Z| → |Z| is a bijection. Consequently, by Lemma
10.1, piZ is an equivalence in the sense of Definition 10.1.
To see that the functors F ◦piX and G◦piZ : X×Y Z→ Y are naturally equivalent we
define the map σ : X×Y Z→ Y by
σ(x,ϕ,z) = ϕ.
By definition of the triple (x,ϕ,z)∈X×Y Z, the morphism ϕ is a morphism between
F(x) and G(z), hence between F ◦piX (x,ϕ,z) and G◦piZ(x,ϕ,z). In order to to show
that σ : F ◦ piX → G ◦ piZ is a natural transformation we let (x,ϕ,z) and (x′,ϕ ′,z′)
be two triples in X ×Y Z and (h,ψ,k) a morphism between (x,ϕ,z) and (x′,ϕ ′,z′).
Then h : x→ x′, k : z→ z′, ψ = ϕ , and ϕ ′ = G(k)◦ϕ ◦F(h)−1. Consequently,
σ(x′,ϕ ′,z′)◦ (F ◦piX )(h,ψ,k) = ϕ ′ ◦F(h)
= G(k)◦ϕ = (G◦piZ)(h,ψ,k)◦σ(x,ϕ,z).
It remains to verify that σ : X×Y Z→Y is sc-smooth. This follows from the fact that
piZ : X×Y Z→ Z is a local sc-diffeomorphism and hence we take it as a chart around
(x,ϕ,z). In this chart the composition σ ◦pi−1Z is equal to (t|U )−1 ◦G where U is a
suitable neighborhood of the morphism ϕ . Since the maps t and G are sc-smooth,
it follows that σ is also sc-smooth. Hence we have proved the natural equivalence
F ◦piX 'G◦piZ . Finally, piZ : X×Y Z→ Z is a local sc-diffeomorphism and therefore,
dX×Y Z(x,ϕ,z) = dZ(piZ(x,ϕ,z)) = dZ(z)
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for every (x,ϕ,z) ∈ X×Y Z. The proof of Theorem 10.2 is complete. 
Remark 10.2. Consider three ep-groupoids A, B, and X and assume that F : A→ X
and H : B→ X are equivalences of ep-groupoids. Then the weak fibered product
A×X B associated to the diagram A F−→ X H←− B is an ep-groupoid and the projections
piA : A×X B→A and piB : A×X B→B are equivalences of ep-groupoids in view of the
previous discussion. By construction F ◦piA : A×X B→ X and H ◦piB : A×X B→ X
are naturally equivalent by τ : A×X B→ X defined by
τ(a,φ ,b) = φ .
Given an equivalence F : A→ X we may think of A as a smaller model for X . The
previous discussion can be understood as saying that given smaller models for X ,
say A and B, then there exists a model for X which is smaller than A and smaller
than B. 
10.3 Localization at the System of Equivalences
The category of ep-groupoids EP has as objects the ep-groupoids and as mor-
phisms the sc-smooth functors between ep-groupoids. They contain the distin-
guished class of morphisms E, called equivalences introduced in Definition 10.1.
Let us mention the following examples of equivalences.
(E1)Every isomorphism in the category EP between two ep-groupoids is an equiv-
alence.
(E2) If F : X → Y and G : Y → Z are equivalences, then G◦F is an equivalence.
(E3) A functor which is naturally equivalent to an equivalence is an equivalence by
Proposition 2.6.
We are going to construct a new category EP(E−1) having the same objects as
EP for which there exists a functor
i : EP → EP(E−1)
which is the identity on objects, but maps on morphisms every equivalence to an
isomorphism. Moreover, this new category has some universal property. The proce-
dure is standard in category theory and called localization. In our case it has a quite
explicit form.
From Theorem 10.2 we recall that given an equivalence F : X →Y and a sc-smooth
functor Φ : Z → Y we can build the weak fibered product X ×Y Z, which is an
ep-groupoid. Moreover, the projection piZ : X ×Y Z → Z is an equivalence of ep-
groupoids and the projection piX : X ×Y Z → X is a sc-smooth functor so that the
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sc-functors Φ ◦piZ and F ◦piX are naturally equivalent via the natural equivalence
τ : X×Y Z→ Y defined by τ(x,φ ,z) = φ ,
F ◦piX τ−→Φ ◦piZ .
Next, given two ep-groupoids X and Y , we consider diagrams of the form
d : X F←− Z Φ−→ Y
in which F : Z→ X is an equivalence and Φ : Z→ Y is a sc-smooth functor.
Definition 10.4 (Refinement). The diagram d′ : X F
′←− Z′ Φ ′−→ Y is called a refine-
ment of the diagram d : X F←− Z Φ−→ Y if there exists an equivalence
H : Z′→ Z
of ep-groupoids such that F ◦H and F ′ are naturally equivalent and Φ ◦H and Φ ′
are naturally equivalent. 
The situation, illustrated in the diagram
d : X F←−−−− Z Φ−−−−→ YxH
d′ : X F
′←−−−− Z′ Φ ′−−−−→ Y,
is sometimes abbreviated by
H : d′→ d.
For example, if d : X F←− Z Φ−→ Y is a diagram and H : Z′→ Z an equivalence, then
d′ : X F◦H←−− Z′ Φ◦H−−−→ Y
is a refinement of d. Another refinement of d is the diagram d′ : X G←− Z Ψ−→Y where
G : Z→ X is naturally equivalent to F andΨ : Z→ Y is naturally equivalent to Φ .
The equivalence H : Z→ Z is in this case H = IdZ .
Lemma 10.3. Consider diagrams d : X F←− Z Φ−→ Y , d′ : X F ′←− Z′ Φ ′−→ Y , and d′′ :
X F
′′←− Z′′ Φ ′′−−→ Y . If d′ is a refinement of d and d′′ is a refinement of d′, then d′′ is a
refinement of d.
Proof. The verification of the lemma is straightforward. Indeed, we have the fol-
lowing diagram
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X F←−−−− Z Φ−−−−→ YxH
X F
′←−−−− Z′ Φ ′−−−−→ YxH ′
X F
′′←−−−− Z Φ ′′−−−−→ Y
in which F ◦H ' F ′, F ′ ◦H ′ ' F ′′ and Φ ◦H ' Φ ′, Φ ′ ◦H ′ ' Φ ′′. Therefore,
F ◦ (H ◦H ′)' F ′′ and Φ ◦ (H ◦H ′)'Φ ′′. 
Definition 10.5 (Common refinement). Given two diagrams
d : X F←− Z Φ−→ Y and d′ : X F ′←− Z′ Φ ′−→ Y,
then a third diagram d′′ : X F←− Z′′ Φ−→ Y is called a common refinement of (d,d′),
if d′′ is a refinement of d and a refinement of d′. 
Having a common refinement defines an equivalence relation on diagrams. This is
a consequence of the following lemma.
Lemma 10.4. Consider the three diagrams
d : X F←− Z Φ−→ Y, d′ : X F ′←− Z′ Φ ′−→ Y and d′′ : X F ′′←− Z′′ Φ ′′−−→ Y.
If (d,d′) has a common refinement and (d′,d′′) has a common refinement, then
(d,d′′) has a common refinement.
Proof. Let X G←−W Ψ−→ Y be common refinement of (d,d′) so that we have the dia-
grams
d : X F←−−−− Z Φ−−−−→ YxH
X G←−−−− W Ψ−−−−→ Y
and
d′ : X F
′←−−−− Z′ Φ ′−−−−→ YxH ′
X G←−−−− W Ψ−−−−→ Y
in which F ◦H ' G, Φ ◦H 'Ψ and F ′ ◦H ′ ' G, Φ ′ ◦H ′ 'Ψ . Similarly, let X G′←−
W ′ Ψ−→ Y be a common refinement of (d′,d′′) illustrated by the diagrams
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d′ : X F
′←−−−− Z′ Φ ′−−−−→ YxK
X G
′←−−−− W ′ Ψ ′−−−−→ Y
and
d′′ : X F
′′←−−−− Z′′ Φ ′′−−−−→ YxK′
X G
′←−−−− W ′ Ψ ′−−−−→ Y
in which F ′ ◦K ' G′, Φ ′ ◦K 'Ψ ′ and F ′′ ◦K′ ' G′, Φ ′′ ◦K′ 'Ψ ′. Since H ′ :
W → Z′ and K : W ′ → Z′ are equivalences, we consider the weak fibered product
W ′′ =W ×Z′W ′. Then G◦piW : W ×Z′W ′→ X is an equivalence and we claim that
the digram
X
G◦piW←−−−W ×Z′W ′
Ψ ′◦piW ′−−−−→ Y
is a common refinement of the diagrams d and d′′. Indeed, H ◦piW : W ×Z′W ′→ Z
is an equivalence as a composition of equivalences and
F ◦ (H ◦piW ) = (F ◦H)◦piW ' G◦piW
and, using Φ ′ ◦H ′ 'Φ and H ′ ◦piW ' K ◦piW ′ ,
Φ ◦ (H ◦piW ) = (Φ ◦H)◦piW 'Ψ ◦piW ' (Φ ′ ◦H ′)◦piW =Φ ′ ◦ (H ′ ◦piW )
'Φ ′ ◦ (K ◦piW ′) = (Φ ′ ◦K)◦piW ′ 'Ψ ′ ◦piW ′ ,
proving our claim.
Similarly, one shows that X
G◦piW←−−−W ×Z′W ′
Ψ ′◦piW ′−−−−→ Y is refinement of d′′ with an
equivalence K′ ◦piW ′ : W ×Z′W ′→ Z′′. This completes the proof of Lemma 10.4.

Definition 10.6 (Equivalence of diagrams). Two diagrams
d : X F←− Z Φ−→ Y and d′ : X F ′←− Z′ Φ ′−→ Y
are called equivalent if they have a common refinement. 
This defines an equivalence relation on diagrams. We denote the equivalence class
of d by [d] or by [X F←− Z Φ−→ Y ] and are going to interpret [d] as a morphism
[d] : X → Y
between the ep-groupoids.
We shall show shortly that such equivalence classes [d] can be composed and the
ep-groupoids with these type of morphisms define a new category (denoted by
EP(E−1)) possessing useful properties.
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Since the equivalence F : Z → X induces a homeomorphism |F | : |Z| → |X | be-
tween the orbit spaces, we can associate with the diagram d : X F←− Z Φ−→Y , the map
|d| : |X | → |Y | between the orbit spaces, defined by
|d| := |Φ | ◦ |F |−1.
The map |d| is continuous between all levels of the orbit spaces. Let d′ : X F ′←− Z′ Φ ′−→
Y be a refinement of the digram d : X F←− Z Φ−→ Y , illustrated by the diagram
X F←−−−− Z Φ−−−−→ YxH
X F
′←−−−− Z′ Φ ′−−−−→ Y.
Then
|F | ◦ |H|= |F ′| and |Φ | ◦ |H|= |Φ ′|,
and therefore, since |F |, |F ′|, and |H| are homeomorphisms,
|d′|= |Φ ′| ◦ |F ′|−1 = |Φ | ◦ |H| ◦ |H|−1 ◦ |F |−1 = |Φ | ◦ |F |−1 = |d|.
Hence we have proved the following lemma.
Lemma 10.5. If H : d′→ d is a refinement of diagrams, where d,d′ : X → Y , then
the induced maps |d|, |d′| : |X | → |Y | between the orbit spaces are the same, i.e.,
|d|= |d′|. 
This implies that we have a well-defined map associated with an equivalence class
of diagrams [d] : X → Y , namely the map
|[d]| : |X | → |Y |,
defined by
|[d]| := |Φ | ◦ |F |−1,
where we have chosen any representative d : X F←− Z Φ−→ Y of the equivalence class
[d]. We note that if in the equivalence class [d] = [X F←− Z Φ−→ Y ] both functors F
and Φ are equivalences, then the induced map |[d]| : |X | → |Y | is a homeomorphism
between the orbit spaces.
Definition 10.7. Given an equivalence class [d] of diagrams d : X→Y , the induced
map between the orbit spaces is denoted by
|[d]| : |X | → |Y |.

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Next we shall show for two equivalence classes [d] : X → Y and [d′] : Y → Z that
there is a well-defined associative composition [d′] ◦ [d] defining an equivalence
class [d′′] of diagrams d′′ : X → Z.
Theorem 10.3 (Composition of equivalence classes). Let
d : X F←− A Φ−→ Y and d′ : Y G←− B Ψ−→ Z
be representatives of the equivalence classes [d] : X → Y and [d′] : Y → Z, respec-
tively. Then the equivalence class [d′′] of the diagram
d′′ : X F◦piA←−−− A×Y B Ψ◦piB−−−→ Z
is independent of the choices of representatives in the equivalence classes [d] and
[d′]. The equivalence class [d′′] : X → Z is called the composition of [d] and [d′]
and is denoted by
[d′′] = [d′]◦ [d].
Moreover, the composition is associative; if [d] : X→Y , [d′] : Y → Z, and [d′′] : Z→
W, then
([d′′]◦ [d′])◦ [d] = [d′′]◦ ([d′]◦ [d]).
In addition,
[d]◦ [1X ] = [d] and [1Y ]◦ [d] = [d]
for every equivalence class [d] : X → Y . Here [1X ] is the equivalence class
[1X ] = [X
1X←− X 1X−→ X ].

The somewhat lengthy technical proof is postponed to Appendix 10.6.1.
Definition 10.8 (Generalized maps, generalized isomorphisms). Let X and Y be
two ep-groupoids. An equivalence class [a] = [X F←− A G−→ Y ] of diagrams in which
F is an equivalence and G is a sc-smooth functor is called a generalized map, and
abbreviated by
[a] : X → Y
if the representation is irrelevant. A generalized map [a] : X → Y is called a gen-
eralized isomorphism or invertible, if there exists a generalized map [b] : Y → X
satisfying
[b]◦ [a] = [1X ] and [a]◦ [b] = [1Y ].
In this case the equivalence class [b] is called the inverse of [a] and denoted by
[b] = [a]−1.
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
In the following theorem we characterize generalized isomorphisms.
Theorem 10.4. Let X, Y , and A be ep-groupoids.
(1) The equivalence class [a] = [X F←− A G−→ Y ] in which F is an equivalence and G
is a sc-smooth functor is a generalized isomorphism if and only if the functor G
is an equivalence.
(2) The inverse of a generalized isomorphism [a] = [X F←− A G−→Y ] is the equivalence
class
[a]−1 = [Y G←− A F−→ X ].
The proof is postponed to Appendix 10.6.2. 
Assume that f : X →Y and g : Y → Z are generalized maps between ep-groupouids.
Then their composition is defined giving g ◦ f : X → Z. Assume that f = [d] and
g= [d′] with representatives d and d′ given by
X F←− A Φ−→ Y and Y G←− B Ψ−→ Z,
respectively. We know already that |f| : |X | → |Y | is given by |f| = |Φ | ◦ |F |−1 and
|g| : |Y | → |Z| by |g| = |Ψ | ◦ |G|−1. As a representative d′′ for [d′] ◦ [d] = g ◦ f we
can take the diagram
d′′ : X F◦piA←−−− A×Y B Ψ◦piB−−−→ Z.
Here F ◦ piA is an equivalence. We compute |d′′| = |[d′′]| Given |x| ∈ |X | we find
(a,ϕ,b) ∈ A×Y B and a morphism σ : F(a)→ x. Then by definition |d′′|(|x|) =
|Ψ(b)|. Observe that ϕ : Φ(a)→ G(b) by definition of the weak fibered product.
Hence |Φ(a)|= |G(b)|. This implies, using that G is an equivalence
|[d′′]|(|x|) = |Ψ(b)|
= |Ψ | ◦ |G|−1 ◦ |Φ(a)|
= |Ψ | ◦ |G|−1 ◦ |Φ | ◦ |F |−1(|x|)
= |[d′]| ◦ |[d]|(|x|).
Hence we have proved the following result
Proposition 10.6. If f : X → Y and g : Y → Z are generalized maps between ep-
groupoids, then
|g◦ f|= |g| ◦ |f|.

In view of the Theorems 10.3 and 10.4 we can now introduce the new category
whose morphisms are the generalized maps.
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Definition 10.9. The category EP(E−1) has as objects the objects of EP , namely
the ep-groupoids X , and as morphisms the equivalence classes [d] : X → Y of dia-
grams (the generalized maps) between ep-groupoids. 
The notation EP(E−1) indicates that we added inverses to the elements in E. The
basic result relating EP with EP(E−1) is the following theorem.
Theorem 10.5 (Properties of the Localization at E). There is a natural functor
i : EP → EP(E−1),
which is the identity on objects and maps every sc-smooth functor Φ : X → Y be-
tween ep-groupoids to the equivalence class [dΦ ] defined by
[dΦ ] = [X
1X←− X Φ−→ Y ].
If the functor F : X →Y is an equivalence, then the morphism i(F) is invertible and
i(F)−1 = [Y F←− X 1X−→ X ].
Proof. We first verify that
[dΨ ]◦ [dΦ ] = [dΨ◦Φ ].
for sc-smooth functors Φ : X → Y andΨ : Y → Z. Since the diagrams
dΦ : X
1X←− X Φ−→ Y and dΨ : Y 1Y←− Y Ψ−→ Z,
are representative of the equivalence classes [dΦ ] and [dΨ ], the diagram
X
piX←− X×Y Y Ψ◦piY−−−→ Z (10.3)
is a representative of the class [dΨ ] ◦ [dΦ ]. The class [dΨ◦Φ ] is represented by the
diagram
dΨ◦Φ : X
1X←− X Ψ◦Φ−−−→ Z,
and we claim that the diagram dΨ◦Φ is a refinement of the digram (10.3). For the
equivalence between X ×Y Y and X we take the projection piX : X ×Y Y → X . Then
1X ◦piX = piX and, since Φ ◦piX ' piY by Theorem 10.2, we find that
(Ψ ◦Φ)◦piX =Ψ ◦ (Φ ◦piX )'Ψ ◦piY .
Therefore,
i(Ψ ◦Φ) = [dΨ◦Φ ] = [dΨ ]◦ [dΦ ] = i(Ψ)◦ i(Φ).
We already know that i(1X ) = [X
1X←− X 1X−→ X ] = [1X ].
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Next we assume that F : X → Y is an equivalence and let i(F) = [dF ] where dF is
the diagram
dF : X
1X←− X F−→ Y.
Considering the diagram d : Y F←− X 1X−→ X , we claim that [d]◦ [dF ] = [1X ] and [dF ]◦
[d] = [1Y ]. The composition [d]◦ [dF ] is represented by the diagram
X
piX←− X×Y X piX−→ X . (10.4)
Since F : X→Y is an equivalence, the projection piX : X×Y X→X is an equivalence
by Theorem 10.2. Consequently, in view of Theorem 10.2, the diagram in (10.4) is
a representative of the equivalence class [1X ], that is, [d]◦ [dF ] = [1X ]. The proof of
[dF ]◦ [d] = [1Y ] is similar. Therefore, i(F) is invertible and i(F)−1 = [Y F←− X 1X−→ X ].
The proof of Theorem 10.5 is complete. 
We summarize the fact that generalized maps induce continuous maps between orbit
spaces, compatible with compositions, as follows, where TOP is the category of
topological spaces.
Theorem 10.6. There exists a natural functor |.| : EP(E−1)→ TOP which asso-
ciates to an ep-groupoid X its orbit space |X | and to a generalized map
f= [d] : X → Y,
where the representative d is given by X F←− A Φ−→ Y , the continuous map |[d]| =
|Φ | ◦ |F |−1 : |X | → |Y |. 
Remark 10.3. Before we move to the strong bundle case we give an example why the
previous considerations are important. These ideas will studied in more generality
later on. Assume that Z is a metrizable space. Consider pairs (X ,β ), where β :
|X | → Z is a homeomorphism. In this case |X | is metrizable as well. Given a second
pair (X ′,β ′) we say it is equivalent to (X ,β ) provided there exists a generalized
isomorphism f : X → X ′ satisfying β ′ ◦ |f| = β . The metrizable space Z equipped
with an equivalence class of pairs (X ,β ) will be called an sc-smooth polyfold. It
is similar to an orbifold, with the difference that as local models we allow G\O,
were G is a finite group acting on the M-polyfold O. Later we study which notions
behave well with respect to equivalences. As a by-product one obtains the notions
which make sense on polyfolds. 
Theorem 10.7. Assume that X and Y are ep-groupoids and f, f′ : X→Y generalized
isomorphisms satisfying |f|= |f′|. Then f= f′.
Proof. We take representatives d : X F←− A H−→ Y for f and d : X F ′←− A′ H ′−→ Y for f′.
Take the weak fibered product A×X A′ associated to the diagram
356 10 Equivalences and Localization
A F−→ X F ′←− A′.
Then
X
F◦piA←−−− A×X A′ H◦piA−−−→ Y
is a diagram of equivalences equivalent to d. The diagram
X
F ′◦piA′←−−−− A×X A′
H ′◦piA′−−−−→ Y
is equivalent to d′. We also not that F ◦piA and F ′ ◦piA′ are naturally equivalent. In
view of this discussion we have shown that we can take the representatives for f and
f′ in such a way that A = A′ and F and F ′ are naturally equivalent. This even allows
us to replace F ′ by F . Hence
d : X F←− A H−→ Y
d′ : X F←− A H ′−→ Y.
The property that |f|= |f′|, or equivalently |[d]|= |[d′]|, then means that |H|= |H ′|.
To proceed with our argument we study the equivalences H,H ′ : A→Y which have
the property that the induced homemorphisms between the orbit spaces are the same.
In view of Proposition 10.4 we find for every object a ∈ A and open neighborhood
U(a) so that there exists a (sc-smooth) natural transformation αa : U(a)→ X such
that
αa(b) : H(b)→ H ′(b) for b ∈U(a).
The collection U of all these U(a), where a varies over the objects in A is an open
covering and associated to it we have the ep-groupoid AU together with natural
equivalences
HU : AU → Y and H ′U : AU → Y.
From the (αa) we obtain a natural transformation α : HU → H ′U . We the natural
equivalence pi : AU → A the diagram
X F◦pi←−− AU HU−−→ Y
is equivalent to X F←− A H−→ Y and
X F◦pi←−− AU
H ′U−−→ Y
is equivalent to X F←−A H ′−→Y . By construction the two displayed diagrams are equiv-
alent which proves that f= f′. 
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10.4 Strong Bundles and Equivalences
Next we discuss the notion of equivalence between strong bundles over ep-groupoid.
In Section 8.3 we have introduced the notion of a strong bundle (P : W → X ,µ) over
the ep-groupoid X , where P : W → X is a strong bundle over the object M-polyfold
X and the structure map µ is a strong bundle isomorphism
µ : X s×P W →W
covering the target map t : X →X and possessing additional properties. In particular,
µ lifts a morphism φ : x→ y to a linear isomorphism µ(φ , ·) : Wx →Wy which is
compatible with the composition of morphisms. As we have seen Section 8.3, W
can be viewed as the object space of a category (W,W ) whose morphisms space is
W := X s×P W . The projection P : W → X , P(φ ,w) = φ , defines a strong bundle.
Moreover, the pairs (W [i],W ([i]) for i = 0,1 are ep-groupoids and the projections
(P,P) : (W [i],W [i])→ (X ,X ) onto ep-groupoids are sc-smooth functors.
A strong bundle functor Φ : (P : W → X ,µ)→ (P′ : W ′ → X ′,µ ′) between strong
bundles over ep-groupoids is a strong bundle map Φ : W →W covering the sc-
smooth functor ϕ : X→X ′ between the ep-groupoids preserving the structural maps
in the sense that
µ ′(ϕ (γ),Φ(w)) =Φ(µ(γ,w)) (10.5)
for all (γ,w) ∈W . In the more functorial description, a strong bundle functor is
a functor (Φ ,Φ ) : (W,W )→ (W,W ′) in which Φ and Φ are strong bundle maps
covering the sc-functor ϕ : X → X ′.
Definition 10.10. A strong bundle equivalence
Φ : (P : W → X ,µ)→ (P′ : W ′→ X ′,µ ′)
between two strong bundles over ep-groupoids is a linear strong bundle functor
between strong bundles over ep-groupoids satisfying the following properties:
(1) The functors Φ : W [i]→W ′[i] for i = 0,1 are equivalences between ep-group-
oids, covering the equivalence ϕ : X→ X ′ between the underlying ep-groupoids.
(2) The induced maps Φ : W →W ′ and Φ : W →W ′ between the object sets and
the morphism sets preserve the strong bundle structures and are locally strong
bundle isomorphisms.

If (P : W → X ,µ) is a strong bundle over the ep-groupoid X , we consider w ∈W as
an object in the ep-groupoid (W,W ). By definition, w and w′ ∈W are isomorphic if
there exists a morphism σ : P(w)→ P(w′) ∈ X satisfying
µ(σ ,w) = w′. (10.6)
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By |W | we denote, as usual, the orbit space of W , whose elements are the equiva-
lence classes |w| = {w′ |w′ is isomorphic tow}. A strong bundle map Φ : (P : W →
X ,µ)→ (P′ : W ′→ X ′,µ ′) induces the continuous map |Φ | : |W | → |W ′| between
the orbit spaces.
Finally we recall from Section 8.3 that a sc-smooth section functor f : X →W of
the strong bundle (P : W → X ,µ) satisfies
f (t(γ)) = µ(γ, f (s(γ))). (10.7)
for every morphism γ ∈ X . This relation encapsulates the functoriality of the section
f . If γ ∈ X belongs to the isotropy group Gx at x ∈ X , then
f (x) = µ(γ, f (x)). (10.8)
This relation has an interesting consequence for the pull-backs Φ∗( f ′) of section
functors f ′ of the bundle W ′→ X ′, defined at x ∈ X by the formula
Φ∗( f ′)(x) =Φ−1 ◦ ( f ′(ϕ(x))) ∈Wx,
provided Φ is a strong bundle equivalence.
Proposition 10.7. We assume that Φ : (P : W → X ,µ) → (P′ : W ′ → X ′,µ ′) is
a strong bundle equivalence covering the equivalence ϕ : X → X ′ between ep-
groupoids, andΨ : (P : W → X ,µ)→ (P′ : W ′→ X ′,µ ′) is a strong bundle equiva-
lence covering the equivalence ψ : X → X ′. If |Ψ |= |Φ |, then
Φ∗( f ′) =Ψ ∗( f ′)
for every sc-smooth section functor f ′ : W ′→ X ′.
Proof. The section functor f ′ : X ′→W ′ satisfies, by definition,
f ′(ψ(x)) = µ ′(τ ′, f ′(ϕ(x)))
for every morphism τ ′ : ϕ(x)→ ψ(x) in X′. Abbreviating
g =Ψ ∗( f ′) and f =Φ∗( f ′),
we deduce
Ψ(g(x)) = f ′(ψ(x)) = µ ′(τ ′, f ′(ϕ(x))) = µ ′(τ ′,Φ( f (x))) (10.9)
for every morphism τ ′ : ϕ(x)→ ψ(x). In view of the assumption, that |Φ | = |Ψ |
there exists a morphism Σ : Φ(g(x))→Ψ(g(x)) in W′. The vector Φ(g(x)) belongs
to the fiber W ′ϕ(x) and the vector Ψ(g(x)) belongs to the fiber W
′
ψ(x). Therefore, in
view of (10.6), there exists a morphism σ : ϕ(x)→ ψ(x) in X ′ such that
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Ψ(g(x)) = µ ′(σ ,Φ(g(x)). (10.10)
From (10.9) and (10.10) we deduce the relation
µ ′(τ ′,Φ( f (x))) = µ ′(σ ,Φ(g(x))),
which implies, using the properties of the structure map µ is Section 8.3,
Φ( f (x)) = µ ′((τ ′)−1 ◦σ ,Φ(g(x))). (10.11)
We note that (τ ′)−1 ◦σ : ϕ(x)→ ϕ(x) in X ′. Since Φ is a strong bundle equiva-
lence, which covers the equivalence ϕ : X → X ′ between ep-groupoids, there exists
a morphism η : x→ x in X satisfying
ϕ(η) = (τ ′)−1 ◦σ ∈ X ′.
The strong bundle equivalence Φ preserves the structure maps. Therefore,
µ ′(ϕ(η),Φ(g(x))) =Φ(µ(η ,g(x))).
Combining this with (10.11) leads to
Φ( f (x)) =Φ(µ(η ,g(x))). (10.12)
Since g is a section functor and η : x→ x belongs to Gx, we obtain, in view of (10.8),
g(x) = µ(η ,g(x)), and hence conclude from the previous relation that
Φ( f (x)) =Φ(g(x)).
Now, Φ is fiberwise an isomorphism implying that g(x) = f (x), as we wanted to
prove. 
We shall prove the analogous result for push-forwards. For a strong bundle equiva-
lence
Φ : (P : W → X ,µ)→ (P′ : W ′→ X ′,µ ′)
as in Proposition 10.7, we define the push-forward
Φ∗ : Γ (P,µ)→ Γ (P′,µ ′)
of sc-smooth section functors as follows. By definition, the equivalence Φ is essen-
tially surjective. Hence fixing x′ ∈ X ′ we find x∈ X and a morphism σ : ϕ(x)→ x′ in
X ′ and define the push-forward Φ∗( f ) : X ′→W ′ of the section functor f : X →W
of the bundle P : W → X at the point x′ ∈ X ′ by
(Φ∗ f )(x′) = µ ′(σ ,Φ( f (x))).
Let us first make sure that this is well-defined. If y ∈ X and σ ′ : ϕ(y)→ x′, then
σ−1 ◦σ ′ : ϕ(y)→ ϕ(x) and since ϕ is an equivalence between ep-groupoids we
360 10 Equivalences and Localization
find a morphism τ : y→ x satisfying ϕ(τ) = σ−1 ◦σ ′, so that σ ◦ϕ(τ) = σ ′. We
compute using the functoriality of Φ and the properties of the structure map µ ′,
µ ′(σ ′,Φ( f (y))) = µ ′(σ ◦ϕ(τ),Φ( f (y)))
= µ ′(σ ,µ ′(ϕ(τ),Φ( f (y)))
= µ ′(σ ,Φ(µ(τ, f (y))))
= µ ′(σ ,Φ( f (x))).
(10.13)
This proves that our definition is independent of the choices. The sc-smoothness of
Φ∗ f is easily verified.
Proposition 10.8. If Φ and Ψ are the strong bundle equivalences of Proposition
10.7 satisfying |Φ |= |Ψ |, then
Φ∗ f =Ψ∗ f
for every f ∈ Γ (P,µ).
Proof. Let f ∈ Γ (P,µ) and x′ ∈ X ′. We take x ∈ X and a morphism σ : ϕ(x)→ x′ ∈
X ′. From |Ψ |= |Φ | : |W | → |W ′| we conclude that |ϕ|= |ψ| : |X | → |X ′| implying
the existence of a morphism σ ′ : ψ(x)→ x′ in X ′. Then, by definition,
(Φ∗ f )(x′) = µ ′(σ ,Φ( f (x))) and (Ψ∗ f )(x′) = µ ′(σ ′,Ψ( f (x))).
Since |Φ |= |Ψ |, we conclude the existence of a morphism Φ( f (x))→Ψ( f (x)) in
W ′. Hence, arguing as in Proposition 10.7, there exists a morphism τ ′ : ϕ(x)→ψ(x)
in X ′ such thatΨ( f (x)) = µ ′(τ ′,Φ( f (x))). Consequently,
(Ψ∗ f )(x′) = µ ′(σ ′,µ ′(τ ′,Φ( f (x)))) = µ ′(σ ′ ◦ τ ′,Φ( f (x))).
Then σ−1 ◦ σ ′ ◦ τ ′ : ϕ(x) → ϕ(x) and, since ϕ is an equivalence between ep-
groupoids, we find a morphism η : x → x in X satisfying ϕ(η) = σ−1 ◦ σ ′ ◦ τ ′
implying
σ ◦ϕ(η) = σ ′ ◦ τ ′.
Hence,
(Ψ∗ f )(x′) = µ ′(σ ◦ϕ(η),Φ( f (x)))
= µ ′(σ ,µ ′(ϕ(η),Φ( f (x))))
= µ ′(σ ,Φ(µ(η , f (x))))
= µ ′(σ ,Φ( f (x)))
= (Φ∗ f )(x′).
The proof of Proposition 10.8 is complete. 
Proposition 10.9. If Φ : (P,µ)→ (P′,µ ′) and Ψ : (P′,µ ′)→ (P′′,µ ′′) are strong
bundle equivalences, then
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(Ψ ◦Φ)∗ =Φ∗ ◦Ψ ∗ and (Ψ ◦Φ)∗ =Ψ∗ ◦Φ∗.
Proof. We assume that the equivalence Φ : ((P : W → X),µ)→ (P′ : W ′→ X ′),µ ′)
covers the equivalence ϕ : X → X ′ between ep-groupoids and the equivalence
Ψ : ((P′ : W ′→ X ′),µ)→ (P′′ : W ′′→ X ′′),µ ′) covers the equivalence ψ : X ′→ X ′′
between ep-groupoids. If f ′′ : X ′′ →W ′′ is a section functor and x ∈ X , then, by
definition,
((Ψ ◦Φ)∗ f ′′)(x) = (Ψ ◦Φ)−1( f ′′(ψ ◦ϕ(x))
=Φ−1 ◦Ψ−1( f ′′(ψ(ϕ(x)))
=Φ−1(Ψ ∗ f ′′(ϕ(x)) = (Φ∗ ◦Ψ ∗) f ′′(x).
Next we consider push-forwards. We fix x′′ ∈X ′′. Using the fact that the composition
of equivalences is again an equivalence, we choose x ∈ X and a morphism σ ′′ : ψ ◦
ϕ(x)→ x′′ in X′. Then, by definition,
(Ψ ◦Φ)∗( f )(x′′) = µ ′′(σ ′′,Ψ ◦Φ( f (x))).
Moreover, again using that φ and ψ are equivalences, we find a point x′ ∈ X ′ and a
morphism σ ′ : ψ(x′)→ x′′ in X ′′ and a y ∈ X and a morphism σ : ϕ(y)→ x′. Then
(Φ∗ f )(x′) = µ ′(σ ,Φ( f (y)))
and, from (10.5) and the properties of the structure map µ , we deduce(
Ψ∗(Φ∗ f )
)
(x′′) = µ ′′
(
σ ′,Ψ((Φ∗ f )(x′)
)
= µ ′′(σ ′,Ψ(µ ′(σ ,Φ( f (y)))
= µ ′′(σ ′,µ ′′(ψ(σ),Ψ(Φ( f (y))))
= µ ′′(σ ′ ◦ψ(σ),Ψ ◦Φ( f (y)).
Since σ : ϕ(y)→ x′, we have ψ(σ) : ψ ◦ϕ(y)→ ψ(x′), and σ ′ : ψ(x′)→ x′′, the
composition σ ′ ◦ψ(σ) is a morphism between ψ ◦ϕ(y) and x′′. We conclude, in
view of the independence of the choices involved in the definition of push-forward,
(10.13), that (Ψ ◦Φ)∗( f )(x′′) =
(
Ψ∗(Φ∗ f )
)
(x′′), as claimed. 
It follows from the definitions that Φ∗ and Φ∗ are mutual inverses. The transfor-
mations Φ∗ : Γ (P,µ)→ Γ (P′,µ ′) and Φ∗ : Γ (P′,µ ′)→ Γ (P,µ) map the subspaces
of sc+-section functors in one bundle to the corresponding ones in the other bun-
dle. If the sc-smooth section functor f of (P,µ), just viewed as a sc-smooth section
of the strong bundle W → X over the object M-polyfold, is sc-Fredholm, then the
same is true for Φ∗ f and Φ∗ f . This follows immediately from the definition of a
sc-Fredholm section in Part I.
We summarize the above results as follows.
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Theorem 10.8. If (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) are strong bundles over
ep-groupoids and Φ : W →W ′ is a strong bundle equivalence, then the pull-back
Φ∗ and the push-forward Φ∗ define mutually inverse bijections
Φ∗ : Γ (P,µ)→ Γ (P′,µ ′) and Φ∗ : Γ (P′,µ ′)→ Γ (P,µ).
If Φ andΨ : W →W ′ are two equivalences of strong bundles satisfying |Φ |= |Ψ |,
then Φ∗ =Ψ∗ and Φ∗ =Ψ ∗. Moreover, Φ∗ and Φ∗ preserve sc+-sections and sc-
Fredholm sections, so that
Φ∗ : Γ+(P,µ)→ Γ+(P′,µ ′) and Φ∗ : Γ (P′,µ ′)→ Γ (P,µ)
and
Φ∗ : Fred(P,µ)→ Fred(P′,µ ′) and Φ∗ : Fred(P′,µ ′)→ Fred(P,µ).

In order to generalize the notion of natural equivalence to strong bundle maps we
consider the two strong bundles
(P : W → X ,µ) and (P′ : W ′→ X ′,µ ′)
over ep-groupoids and the two strong bundle functors
Φ ,Ψ : (P,µ)→ (P′,µ ′).
Definition 10.11. The strong bundle functors Φ andΨ are called naturally equiv-
alent, Φ 'Ψ , if there exists a natural transformation
T : W →W ′
associating with every object w ∈W a morphism τ(w) : Φ(w)→Ψ(w) in W ′ satis-
fying
T (w′)◦ (h) = (h)◦T (w)
for every morphism h : w→ w′ in W . In addition, there exists a natural transforma-
tion
τ : X → X ′
of the two underlying functors ϕ and ψ : X → X ′ between ep-groupoids such that
τ ◦P(w) = P′ ◦T (w), w ∈W.
where P : W → X and P′ : W ′→ X ′ are the projection functors. 
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Remark 10.4. The natural transformation τ between the sc-smooth functors ϕ andψ
is sc-smooth by definition, see Definition 10.2. We seemingly did not spell out any
smoothness assertion about T . However, as we shall see, T is completely detemined
by τ and automatically has the right sc-smoothness properties. 
Recall that a strong bundle over an ep-groupoid (P,µ) consists of a strong bundle
P : W → X over the object space and a lift of the morphisms to strong linear bundle
maps. In particular W is a natural construction associated to (P,µ). It consists of the
pairs (φ ,w) ∈ X ×W with s(φ) = P(w). It follows from Definition 10.11 that the
natural transformation
T : W →W ′ := X ′s×P′W ′,
covering τ : X → X ′ has the form
T (w) = (τ(P(w)),A(w)).
In view of the definition of the morphisms in W ′ we obtain Φ(w) = s(T (w)) = A(w)
andΨ(w) = t(T (w)) = µ(τ(P(w)),A(w)), so that
T (w) = (τ(P(w)),Φ(w)) (10.14)
Ψ(w) = µ(τ(P(w)),Φ(w)).
We see that the strong bundle functor Ψ and the natural transformation T are
uniquely determined by the strong bundle functor Φ and the natural transforma-
tion τ . We see from (10.14) and the sc-smoothness properties of P, Φ and τ , that T
is necessarily an sc-smoothness strong bundle map. This allows us to define a natu-
ral transformation between the two strong bundle functors equivalently as follows.
Definition 10.12. A natural transformation T between the strong bundle func-
tors Φ : P→ P′ and Ψ : P→ P′ (covering the underlying functors ϕ : X → X ′ and
ψ : X → X ′) is a strong bundle map
T : W → X ′s×P′W ′
covering a natural transformation τ : X → X ′ between the functors ϕ and ψ of the
form
T (w) = (τ(P(w)),Φ(w)),
and satisfying
Ψ(w) = µ(τ(P(w)),Φ(w)).

From the natural equivalence Φ 'Ψ we deduce that their induced maps
|Φ |, |Ψ | : |W | → |W ′|
364 10 Equivalences and Localization
between the orbit spaces agree,
|Φ |= |Ψ |.
At this point we can introduce a category whose objects are strong bundles over
ep-groupoids.
Definition 10.13 (The category SEP). The category SEP has as objects the
strong bundles over ep-groupoids. The morphisms are the strong bundle functors.
The morphism set has a distinguished subset F of strong bundle equivalences. 
10.5 Localization in the Strong Bundle Case
Next we carry out the previous localization procedure but now in the context of
strong bundle equivalences. As in the case of the category EP we have a distin-
guished class of morphisms which are the strong bundle equivalences. The prepara-
tory material for this subsection can be found in the Sections 8.3 and 10.1. The
only new thing is that we need to discuss the behavior of sections under general-
ized strong bundle isomorphisms. There will be the distinguished class F of strong
bundle equivalences and, following the procedure carried out for ep-groupoids, we
shall define the new categorySEP(F−1).
We consider two strong bundles (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) over ep-
groupoids and study the diagrams
W Φ←−W ′′ Ψ−→W ′,
in which P′′ : W ′′→ X ′′ is a third strong bundle over an ep-groupoid, and where Φ
is a strong bundle equivalence andΨ a sc-smooth strong bundle functor. Following
our earlier construction of a generalized map between ep-groupoids, one introduces
the notion of a refinement of a diagram and then calls two diagrams equivalent, if
they possess a common refinement. The equivalence class of the diagram D : W Φ←−
W ′′ Ψ−→W ′, is then, by definition, a generalized strong bundle map, and denoted
by
[D] : W →W ′.
A diagram D : W Φ←−W ′′ Ψ−→W ′ always covers a diagram d : X φ←− X ′′ ψ−→ X ′ of the
underlying ep-groupoids. Hence the generalized strong bundle map [D] covers the
generalized map
[d] : X → X ′
between ep-groupoids. The generalized strong bundle map [D] = [W Φ←−W ′′ Ψ−→W ′]
induces the map
|[D]| : |W | → |W ′|
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between the orbit spaces, defined by |[D]| = |Ψ | ◦ |Φ |−1. The definition does not
depend on the choice of the representative diagram for [D].
Remark 10.5. Given the previous discussion it is tempting to introduce the diagram
D
D :
W
[D]−−−−→ W ′
P
y P′y
X
[d]−−−−→ X
(10.15)
which literally, however, does not make too much sense, since compositions are not
defined. Nevertheless, we might view (10.15) as a symbolic diagram and this is the
view point we shall take. Clearly passing to orbit spaces it becomes a commutative
diagram |D | for continuous maps
|D | :
|W | |[D]|−−−−→ |W ′|
|P|
y |P′|y
|X | |[d]|−−−−→ |X |
There are additional local properties of such diagrams, which we shall discuss be-
low. 
There is another property of the symbolic diagram. Namely pick x ∈ X and x′ ∈ X ′
such that |[d]|(|x|) = |x′|. Taking a representative d : X φ←− X ′′ ψ−→ X ′ of [d], we find
x′′ and morphisms
x a←− φ(x′′) and ψ(x′′) b−→ x′.
These diagrams define a group homomorphism
γ : Gx→ G′x′ : g→ γ(g),
obtained as a composition of several homomorphisms.
• g→ h = a◦g◦a−1 (group isomorphism).
• h→ k = φ−1(h) (group isomorphism).
• k→ `= ψ(k) (group homomorphism).
• `→ b◦ `◦b−1 (group isomorphism).
We also find suitable open neighborhoods U(x), U(x′′), U(x′), U(φ(x′′)), and
U(ψ(x′′), and a germ of equivariant sc-diffeomorphisms q : O(X ,x)→ O(X ′,x′)
such that
q(g∗ z) = γ(g)∗q(z).
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The germ q is obtained from the following diagram where all arrows are sc-
diffeomorphisms with the exception of ψ are sc-diffeomorphisms
U(x) t←−U(a) s−→U(φ(x′′)) φ←−U(x′′) ψ−→U(ψ(x′′)) s←−U(b) t−→U(x′)
Associated to the germ q there is a natural lift Q : W |O(X ,x)→W |O(X ′,x′) which
is a strong bundle map fitting into the commutative diagram of equivariant maps
W |O(X ,x) Q−−−−→ W |O(X ′,x′)
P
y P′y
O(X ,x)
q−−−−→ O(X ′,x′)
These are the local expressions induced by D and these are compatible with the
projections P and P′ and define the strong bundle structures.
Definition 10.14. The categorySEP(F−1) has the strong bundles over ep-group-
oids as objects and the generalized strong bundles maps as morphisms. 
As in the ep-groupoid case a generalized strong bundle isomorphism has a particular
form.
Definition 10.15. A generalized strong bundle isomorphism [D] : W →W ′ is an
equivalence class
[D] = [W Φ←−W ′′ Ψ−→W ′]
of diagrams W Φ←−W ′′ Ψ−→W ′ in which bothΦ andΨ are strong bundle equivalences.

So the objects are morphisms can be viewed as the following diagrams.
W
P
y
X
W −−−−→
[D]
W ′
P
y P′y
X
[d]−−−−→ X
or in short form [D] : W →W ′.
Theorem 10.8 allows to push-forward or pull-back sc-smooth section functors by
strong bundle equivalences. We assume that we have a generalized strong bundle
isomorphism
[D] : (P,µ)→ (P′,µ ′)
and take a representative W Φ←−W ′′ Ψ−→W ′ in which both maps are strong bundle
equivalences. For a sc-smooth section functor f of the strong bundle (P,µ), we
define the push-forward by
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[D]∗ f =Ψ∗Φ∗ f .
This definition does not depend on the choice of the diagram representing [D]. To
see this we take a second diagram W Φ
′←−W ′′′ Ψ ′−→W ′ refining the previous one and
let H : W ′′′→W ′′ be the refining equivalence. Then Φ ◦H ' Φ ′ and Ψ ◦H 'Ψ ′.
Using the Propositions 10.7-10.9 we obtain,
Ψ∗Φ∗ f =Ψ∗H∗H∗Φ∗ f
= (Ψ ◦H)∗(Φ ◦H)∗ f
=Ψ ′∗(Φ
′)∗ f .
Since our equivalence relation is the common refinement we see that [D]∗ is well-
defined. Similarly we define
[D]∗g =Φ∗Ψ ∗g
and again this is well-defined. Again by Theorem 10.8, we see that [D]∗ and [D]∗
preserve sc+-section functors and sc-Fredholm functors, see Definition 8.7 for the
different classes of sc-smooth section functors. Hence we obtain the following the-
orem.
Theorem 10.9. Let (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) be two strong bundles
over ep-groupoids and [D] : W → W ′ a generalized strong bundle isomorphism.
Denote by Γ (P,µ) and Γ (P′,µ ′) the vector spaces of sc-smooth section functors.
Then [D] induces a well-defined isomorphism
[D]∗ : Γ (P,µ)→ Γ (P′,µ ′).
Its inverse is given by the inverse diagram and equals the pull-back [D]∗. The same
assertion hold for sc+-section functors
[D]∗ : Γ+(P,µ)→ Γ+(P′,µ ′) :
and sc-Fredholm sections functors
[D]∗ : Fred(P,µ)→ Fred(P′,µ ′).
Moreover, if [D], [D′] : W →W ′ are two generalized strong bundle isomorphisms
inducing the same maps between orbit spaces, i.e. |[D]| = |[D′]|, then [D]∗ = [D′]∗
and [D]∗ = [D′]∗. 
We end this section by stating a result which generalizes Theorem 10.7 to the strong
bundle situation.
Theorem 10.10. Assume that (P : W → X ,µ) and (P′ : W ′→ X ′,µ ′) are two strong
bundles over ep-groupoids and [D], [D′] : W →W ′ are generalized strong bundle
isomorphisms satisfying |[D]|= |[D′]|. Then [D] = [D′]. 
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Proof. The proof follows essentially along the lines of the proof of Theorem 10.7.

10.6 Appendix
10.6.1 Proof of Theorem 10.3
We recall the statement of the theorem for the convenience of the reader.
Theorem 10.3. Let
d : X F←− A Φ−→ Y and d′ : Y G←− B Ψ−→ Z
be representatives of the equivalence classes [d] : X → Y and [d′] : Y → Z, respec-
tively. Then the equivalence class [d′′] of the diagram
d′′ : X F◦piA←−−− A×Y B Ψ◦piB−−−→ Z
is independent of the choices of representatives in the equivalence classes [d] and
[d′]. The equivalence class [d′′] : X→ Z is called the composition of [d] and [d′] and
is denoted by
[d′′] = [d′]◦ [d].
Moreover, the composition is associative; if [d] : X→Y , [d′] : Y → Z, and [d′′] : Z→
W , then
([d′′]◦ [d′])◦ [d] = [d′′]◦ ([d′]◦ [d]).
In addition,
[d]◦ [1X ] = [d] and [1Y ]◦ [d] = [d]
for every equivalence class [d] : X → Y . Here [1X ] is the equivalence class
[1X ] = [X
1X←− X 1X−→ X ].
Proof. Assume that X F
′←−A′ Φ ′−→Y is a refinement of X F←−A Φ−→Y and Y G′←−B′ Ψ ′−→ Z
is a refinement of Y G←− B Ψ−→ Z, so that we have the following two diagrams
X F←−−−− A Φ−−−−→ YxH
X F
′←−−−− A′ Φ ′−−−−→ Y
and
X G←−−−− B Ψ−−−−→ YxK
X G
′←−−−− B′ Ψ ′−−−−→ Y
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in which H and K are equivalences and F ◦H ' F ′, Φ ◦H ' Φ ′ and G ◦K ' G′,
Ψ ◦K 'Ψ ′. We claim that the diagram
X
F ′◦piA′←−−−− A′×Y B′
Ψ ′◦piB′−−−−→ Z
is a refinement of d′′, so that
d′′ : X F◦piA←−−−− A×Y B Ψ◦piB−−−−→ YxL
X
F ′◦piA′←−−−− A′×Y B′
Ψ ′◦piB′−−−−→ Y
for an equivalence L satisfying F ′ ◦piA′ ' (F ◦piA)◦L andΨ ′ ◦piB′ ' (Ψ ◦piB)◦L.
Indeed, take (a,ϕ,b) ∈ A′×Y B′. Then ϕ is a morphism in Y between the points
Φ ′(a) and G′(b). Since Φ ◦H 'Φ ′, there exists a sc-smooth map τA′ : A′→Y such
that τA′(a) is a morphism between the points Φ ′(a) and (Φ ◦H)(a) = Φ(H(a)) in
Y . Similarly, there exists a sc-smooth map τB′ : B′→Y so that τB′(b) is a morphism
between G′(b) and (G◦K)(b) = G(K(b)). Consequently, τB(b)◦ϕ ◦ (τA′(a))−1 is a
morphism in Y between H(a) and K(b). So we define the map
L : A′×Y B′→ A×Y B
by
L(a,ϕ,b) = (H(a),τB′(b)◦ϕ ◦ (τA′(a))−1,K(b)).
The map L is sc-smooth and
(F ◦piA)◦L(a,ϕ,b) = F ◦ (piA ◦H)(a,ϕ,b) = F ◦H(a)
= F ′(a) = (F ′ ◦piA′)(a,ϕ,b)
so that (F ◦piA) ◦L = F ′ ◦piA′ . Similarly, (Φ ◦piB) ◦L =Ψ ′ ◦piB′ . Since F ◦piA and
F ′ ◦piA′ are local sc-diffeomorphism, also L is a local sc-diffeomorphism. Moreover,
the induced maps between orbit spaces satisfy |(F ◦piA)◦L|= |F ◦piA| ◦ |L|= |F ′ ◦
piA′ | and since |F ◦piA| and |F ′ ◦piA′ | are homeomorphisms, the same is true for the
map |L| : |A′×Y B′| → |A×Y B|. Next we show that L is faithful and full. Take two
objects (a,ϕ,b) and (a′,ϕ ′,b′) in A′×Y B′. We have to verify that the induced map
morA′×Y B′((a,ϕ,b),(a
′,ϕ ′,b′))→morA×Y B(L(a,ϕ,b),L(a′,ϕ ′,b′))
is a bijection. We take a morphism (h′,ψ,k′) ∈morA×Y B(L(a,ϕ,b),L(a′,ϕ ′,b′)). In
view of the definition of L, the triple (h′,ψ,k′) is a morphism between (H(a),τB′(b)◦
ϕ ◦ (τA′(a))−1,K(b)) and (H(a′),τB′(b′)◦ϕ ′ ◦ (τA′(a′))−1,K(b′)) so that we have a
following diagram
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H(a)
ψ=τB′ (b)◦ϕ◦(τA′ (a))−1−−−−−−−−−−−−−→ K(b)
h′
y yk′
H(a′)
ψ ′=τB′ (b′)◦ϕ ′◦(τA′ (a′))−1−−−−−−−−−−−−−−−→ K(b′).
Since H and K are equivalences, and hence faithful and full, we find unique mor-
phisms h : a→ a′ in A′ and k : b→ b′ in B′ such that H(h) = h′ and K(k) = k′.
Then
L(h,ψ,k) = (h′,ψ,k′)
showing that L is faithful and full.
We have proved that L is an equivalence and that (F ◦ piA) ◦ L ' F ′ ◦ piA′ and
(Φ ◦piB)◦L'Ψ ′ ◦piB′ . Consequently, the diagram X
F ′◦piA′←−−−− A′×Y B′
Ψ ′◦piB′−−−−→ Z is a
refinement of d′′ as claimed. Hence the equivalence class [d′′] is independent of the
choice of the representatives in the equivalence classes [d] and [d′].
To see that the composition is associative, we consider three diagrams
d : X F←− A Φ−→ Y, d′ : Y F ′←− A′ Φ ′−→ Z, and d′′ : Z F ′′←− A′′ Φ ′′−−→W.
The composition [d′′]◦ [d′] is represented by the diagram
Y
F ′◦piA′←−−−− A′×Z A′′
Φ ′′◦piA′′−−−−→W,
so that the composition ([d′′]◦ [d′])◦ [d] is represented by the diagram
X
F◦piA←−−− A×Y (A′×Z A′′)
(Φ ′′◦piA′′ )◦piA′×Z A′′−−−−−−−−−−−→W (10.16)
where we have denoted by pi the projection onto the corresponding factor of the
weak fibered product A×Y (A′×Z A′′). Similarly, the composition [d′]◦ [d] is repre-
sented by the diagram
X
F◦piA←−−− A×Y A′
Φ ′′◦piA′−−−−→ Z
and the composition [d′′]◦ ([d′])◦ [d]) is represented by the diagram
X
(F◦piA)◦piA×Y A′←−−−−−−−−− (A×Y A′)×Z A′′
(Φ ′′◦piA′′−−−−−→W. (10.17)
where this time pi denotes projection onto the corresponding factor of the weak
fibered product (A×Y A′)×Z A′′. Note that (A×Y A′)×Z A′′ is the sub M-polyfold of
A×Y ×A′×Z×A′′ consisting of points (a,φ ,a′,ψ,a′′) in which φ :Φ(a)→ F ′(a′)
and ψ : Φ ′(a′)→ F ′′(a′′) are morphisms. Moreover, A×Y (A′×Z A′′) is the same
space. Then
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(F ◦piA)(a,φ ,a′,ψ,a′′) = F(a′)
(F ◦piA)◦piA×YA′(a,φ ,a′,ψ,a′′) = (F ◦piA)(a,φ ,a′) = F(a)
and
(Φ ′′ ◦piA′′)◦piA′×ZA′′(a,φ ,a′,ψ,a′′)Φ ′′ ◦piA′′(a′,ψ,a′′) =Φ ′′(a′′)
(Φ ′′ ◦piA′′)(a,φ ,a′,ψ,a′′) =Φ ′′(a′′).
Hence, taking the identity map i(A×Y A′)×ZA′′ : (A×Y A′)×Z A′′ → A×Y (A′×Z A′′)
as the equivalence, the diagrams (10.16) and (10.17) are refinements of each other
which implies that ([d′′]◦ [d′])◦ [d] = [d′′]◦ ([d′]◦ [d]) as claimed.
Next we shall show that [1X ]◦ [d] = [d] where d : X F←− A Φ−→Y . To see this it suffices
to show that the diagram X
piX←− X ×X A Φ◦piA−−−→ is a refinement of the diagram X F←−
A Φ−→ Y . The map piA : X×X A→ A is an equivalence and we only have to show that
F ◦piA ' piX . We define τ : X ×X A→ X by τ(x,ϕ,a) = ϕ . Clearly the map τ is sc-
smooth and for every (x,ϕ,a)∈X×X A, τ(a,ϕ,a) =ϕ is a morphism between x and
(F ◦piA)(x,ϕ,a) = F(a). If (h,ψ,k) is a morphism in X ×X A between (x,ϕ,a) and
(x′,ϕ ′,a′), then h : x→ x′, k : F(a)→ F(a′), and ψ = φ and ϕ ′ = F(k)◦ψ ◦h−1 =
F(k)◦ϕ ◦h−1. Consequently,
τ(x′,ϕ ′,a′)◦piX (h,ψ,k) = (F ◦piA)(h,ψ,k)◦ τ(x,ϕ,a)
showing that the map τ is natural and that F ◦piA and piX are naturally equivalent.
Hence [1X ]◦ [d] = [d]. Similarly, one shows that [d]◦ [1Y ] = [d]. The proof of Theo-
rem 10.3 is complete. 
10.6.2 Proof of Theorem 10.4
We recall the theorem for the convenience of the reader.
Theorem 10.4. Let X , Y , and A be ep-groupoids. The equivalence class [a] = [X F←−
A G−→ Y ] in which F is an equivalence and G is a sc-smooth functor is a generalized
isomorphism if and only if the functor G is an equivalence.
The inverse of a generalized isomorphism [a] = [X F←− A G−→ Y ] is the equivalence
class
[a]−1 = [Y G←− A F−→ X ].
Proof. (1) We first verify that the generalized map [a] : X → Y given by the equiva-
lence class [a] = [X F←− A G−→ Y ] in which F and G are equivalences is a generalized
isomorphism whose inverse is equal to [a]−1 = [Y G←− A F−→ X ].
Indeed, the composition
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[a]−1 ◦ [a] = [Y G←− A F−→ X ]◦ [X F←− A G−→ Y ]
is represented by the diagram X
F◦pi1←−−− A×Y A F◦pi2−−−→ X which is refined by the dia-
gram X F←− A F−→ X by means of the equivalence A→ A×Y A defined by a 7→ (a,a).
The diagram X F←− A F−→ X refines also the identity diagram X 1X←− X 1X−→ X via
the equivalence F : A→ X . Therefore, [a]−1 ◦ [a] = [1X ]. Similarly one sees that
[a]◦ [a]−1 = [1Y ] so that [a] : X → Y is indeed a generalized isomorphism.
(2) Conversely we assume that [a] : X → Y is a generalized isomorphism and
[b] : Y → X is the inverse so that [b] ◦ [a] = [1X ] and [a] ◦ [b] = [1Y ]. If [a] = [X F←−
A Φ−→ Y ] and [b] = [Y G←− A Ψ−→ X ], we shall verify that Φ : A→ Y is an equivalence.
In view of Theorem 10.3, the diagram
X
F◦piA←−−− A×Y B Ψ◦piB−−−→ X
is a representative of the class [b]◦ [a] = [1X ] and the diagram
Y
G◦pi ′B←−−− B×X A
Φ◦pi ′A−−−→ Y
is a a representative of the class [a] ◦ [b] = [1Y ]. By Theorem 10.3, the sc-functor
Ψ ◦piB : A×Y B→ X is an equivalence and the same holds for the sc-functor Φ ◦pi ′A :
B×X A→ Y .
(C1) We claim that the functors Φ : A→ Y andΨ : B→ X are equivalences in the
sense of the category theory.
We first show that Φ is full, that is, given a,a′ ∈ A, the induced map morA(a,a′)→
morY (Φ(a),Φ(a′)) is surjective. With a,a′ ∈ A, the objects Φ(a),Φ(a′) belong to
Y and since G : B→ Y is essentially surjective, there are b,b′ ∈ B and morphisms
ϕ : G(b)→ Φ(a) and ϕ ′ : G(b′)→ Φ(a′). In view of the definition of the weak
fibered product B×X A, the triples (b,ϕ,a) and (b′,ϕ,a′) belong to B×X A. We
know that the map
morB×X A((b,ϕ,a),(b
′,ϕ ′,a′))→morY ((Φ ◦pi ′A)(a,ϕ,b),(Φ ◦pi ′A)(a′,ϕ ′,b′)),
(10.18)
induced by the equivalence Φ ◦pi ′A, is surjective. We note that the sets morY ((Φ ◦
pi ′A)(a,ϕ,b),(Φ ◦pi ′A)(a′,ϕ ′,b′)) and morY (Φ(a),Φ(a′)) are equal. Hence given the
morphism morphism h′ : Φ(a)→Φ(a′), we find a morphism
(k,ψ,h) ∈morB×X A((b,ϕ,a),(b′,ϕ ′,a′))
such that Φ ◦ pi ′A(k,ψ,h) = h′. Since Φ ◦ pi ′A(k,ψ,h) = Φ(h) and, by definition of
the morphism (k,ψ,h), h ∈ morA(a,a′), we conclude that the map morA(a,a′)→
morY (Φ(a),Φ(a′)) is surjective, as claimed. Next we show that this map is also
injective. Take two distinct elements h,h′ in morA(a,a′). Then the morphisms Φ(h)
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andΦ(h′) belong to morY (Φ(a),Φ(a′)) and we claim that they are distinct. Arguing
as above we find two objects b and b′ ∈ B and two morphisms ϕ : G(b)→Φ(a) and
ϕ ′ : G(b′)→ Φ(a′) such that (b,ϕ,a),(b′,ϕ ′,a′) ∈ B×X A. Setting k˜ := (ϕ ′)−1 ◦
Φ(h) ◦ ϕ and k˜′ := (ϕ ′)−1 ◦Φ(h′) ◦ ϕ , we obtain two morphisms in Y between
G(b) and G(b′). Since the equivalence G : B→ Y is full, there are morphisms k
and k′ in B between b and b′ such that G(k) = k˜ and G(k′) = k˜′. Then (k,ϕ,h)
and (k′,ϕ ′,h′) are distinct morphisms in morB×X A((b,ϕ,a),(b′,ϕ ′,a′)) and since the
map (10.18) induced byΦ ◦pi ′A is injective, the morphisms (Φ ◦pi ′A)(k,ϕ,h) and (Φ ◦
pi ′A)(k
′,ϕ ′,h′) are distinct. From (Φ ◦pi ′A)(k,ϕ,h) =Φ(h) and (Φ ◦pi ′A)(k′,ϕ ′,h′) =
Φ(h′) it follows that Φ(h) and Φ(h′) are distinct elements of morY (Φ(a),Φ(a′)),
proving that the functorΦ : A→Y is faithful. Finally, since the functorΦ ◦pi ′A : B×X
A→Y is essentially surjective, we conclude for a given object y∈Y that there exists
an object (b,ϕ,a) ∈ B×X A and a morphism ψ in Y between (Φ ◦ pi ′A)(b,ϕ,a) =
Φ(a) and x. But this implies that the functor Φ : A→ Y is essentially surjective.
HenceΦ is an equivalence in the sense of the category theory, and similar arguments
show the same for the functorΨ . This finishes the proof of the claim (C1).
It remains, in view of Lemma 10.1, to prove the following claim.
(C2) The sc-functors Φ : A→ Y andΨ : B→ X are local sc-diffeomorphisms.
The arguments for the functors Φ and Ψ are similar and hence we only consider
the Φ-case. Fix a point a ∈ A and choose an object (b,ϕ,a) ∈ B×X A. Here a ∈ A,
b ∈ B, and ϕ :Ψ(b)→ F(a) is a morphism in X . Since the source and the target
maps s, t : X → X and also the equivalence F : A→ X are local sc-diffeomorphisms,
we find open neighborhoods U =U(Ψ(b)) ofΨ(b) in X , V = V (F(a)) of F(a) in
X , U =U (ϕ) of ϕ in X , and W =W (a) of a in A such that the maps
s|U : U →U, t|U : U →V, and F |W : W →V
are sc-diffeomorphism. Let U ′ :=Ψ−1(U)⊂ B and define for b′ ∈U ′
Γ (b′) = (b′,(s|U )−1(b′),(F |W )−1 ◦ t ◦ (s|U )−1(b′)).
Then Γ (b′) ∈ B×X A so that Γ : U ′→ B×X A. The map Γ is a local sc-diffeomor-
phism and its inverse is equal to a suitably restricted projection pi ′B : B×X A→ B.
Since Φ ◦pi ′A is an equivalence, the composition (Φ ◦pi ′A)◦Γ : U ′→ Y ,
(Φ ◦pi ′A)◦Γ (b′) =Φ ◦ (F |W )−1 ◦ t ◦ (s|U )−1(b′)),
is a local sc-diffeomorphism. In addition the map Γ ′ : U ′→ A, defined by
Γ ′(b′) = (F |W )−1 ◦ t ◦ (s|U )−1(b′),
is a local sc-diffeomorphism. Consequently, the map Φ : A → Y is a local sc-
diffeomorphism and the claim (C2) is proved.
Having proved the claims (C1) and (C2), it follows now from Lemma 10.1 that Φ
is an equivalence. The proof of Theorem 10.4 is complete. 

Chapter 11
Geometry up to Equivalences
We now study the category EP(E−1) in more detail. In particular we investigate
how certain concepts behave with respect to equivalences and generalized maps.
11.1 Ep-Groupoids and Equivalences
We recall that the objects are the ep-groupoids and the morphisms are the general-
ized maps [d] : X → Y abbreviating the equivalence classes
[d] = [X F←− A Φ−→ Y ]
of diagrams, in which F is an equivalence and Φ a sc-smooth functor between ep-
groupoids. The invertible generalized maps are the equivalence classes
[d] = [X F←− A Φ−→ Y ]
in which both functors F and Φ are equivalences, in view of Theorem 10.4. Often
we denote a generalized map by f : X → Y , where f= [d].
Theorem 11.1. The tangent functor induces in a natural way a functor
T : EP(E−1)→ EP(E−1).
It maps an ep-groupoid X to the ep-groupoid T X and a morphism [d] : X→Y to the
morphism T [d] : T X → TY defined by
T [X F←− A Φ−→ Y ] = [T X T F←−− TA TΦ−−→ TY ].
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Proof. On objects we just take the tangent T X of the ep-groupoid X . We already
know from Theorem 8.1 that T X is an ep-groupoid. Let X F←− A Φ−→ Y be a rep-
resentative of the equivalence class [d] : X → Y . Since F is an equivalence, the
sc-smooth functor T F is an equivalence by Theorem 10.1 and we claim that if a
diagram X G←− B Ψ−→Y is a refinement of the diagram X F←− A Φ−→Y , then the diagram
T X T G←−− T B TΨ−−→ TY is a refinement of the diagram T X T F←−− TA TΦ−−→ TY . So, we
consider the diagram
X F←−−−− A Φ−−−−→ YxH
X G←−−−− B Ψ−−−−→ Y
in which H : B→ A is an equivalence and F ◦H ' G and Φ ◦H 'Ψ . We claim
that T (F ◦H) = T F ◦ T H ' T G and T (Φ ◦H) ' TΨ . In view of Theorem 10.1
the tangent functors T F , T G, and T H are equivalences. Since F ◦H ' G, there
exists a sc-smooth map σ : B→ X such that, for every x ∈ B, σ(x) is a morphism
G(x)→ F ◦H(x) in X . Hence Tσ : T B→ T X is sc-smooth and by Proposition 8.1
a natural transformation T G→ T F ◦ T H and consequently T F ◦ T H ' T G. The
remaining argument is similar. 
If X is an ep-groupoid we denote by dX the degeneracy index map for the underlying
object M-polyfold. If φ : x→ y is a morphism, then dX (x) = dX (y) so that we obtain
the induced degeneracy map
d|X | : |X | → N
on the orbit space |X |.
Proposition 11.1. We assume that X and Y are ep-groupoids and dX and dY the
respective degeneracy index maps, and d|X | and d|Y | the induced degeneracy maps.
Let [d] : X → Y be an isomorphism in EP(E−1) and |[d]| : |X | → |Y | the induced
homeomorphism. If |[d]|(|x|) = |y|, then
dX (x′) = dY (y′)
for every x′ ∈ |x| and y′ ∈ |y| and d|X |(|x|) = d|Y |(|y|).
Proof. If x′ ∈ |x|, then dX (x′) = dX (x) since s, t : X → X are local sc-diffeomor-
phisms. Hence it suffices to show that dX (x) = dY (y). Since [d] : X → Y is a gener-
alized isomorphism, the equivalence class [d] is, in view of Proposition 10.4, repre-
sented by a diagram
X F←− A G−→ Y
in which F and G are equivalences. By assumption,
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|[d]|(|x|) = |G| ◦ |F |−1(|x|) = |y|.
Let |F |−1(|x|) = |a|. Then |F |(|a|) = |F(a)| = |x| and |G|(|a|] = |G(a)| = |y| and,
since equivalences are essentially surjective, there are morphisms ϕ ∈ X and ψ ∈Y
so that
ϕ : F(a)→ x and ψ : G(a)→ y.
Using again the fact that s and t are local sc-diffeomorphisms , we find that
dX (x) = dX (F(a)) and dY (y) = dY (G(a)).
Since F and G are local sc-diffeomorphisms,
dX (x) = dX (F(a)) = dA(a) = dY (G(a)) = dY (y).
Consequently, dX (x) = dY (y) as claimed. 
If X is a tame M-polyfold we have introduced the notion of a face. It is by definition
the closure of a connected component of the set {x ∈ X | dX (x) = 1}, see Definition
2.21. The tame M-polyfold was called face-structured provided a point x ∈ X lies in
precisely dX (x)-many faces. Recall that x always lies in at most dX (x)-many faces.
When we study an ep-groupoid we can talk about the faces of the underlying M-
polyfold, which is useful for certain discussions. If we study ep-groupoids up to
equivalences we need to take the morphisms into consideration and the definition of
a face in the ep-groupoid sense should accommodate this fact. If X is an ep-groupoid
and φ ∈ X we have the equality
dX (s(φ)) = dX (t(φ)),
which we already used to define d|X | : |X | → N. This allows us to give a more ap-
propriate definition of a face in the case of an ep-groupoid. We assume that the
ep-groupoid is tame so that ∂X has reasonable geometrical properties. If X is an ep-
groupoid and θ ⊂ |X |, there exists an associated full subcategory Xθ of X associated
to all objects x ∈ X with |x| ∈ θ .
Definition 11.1. Let X be a tame ep-groupoid. A face of X (in the ep-groupoid
sense) is the full-subcategory Xθ associated to the closure θ in |X | of a connected
component θ ◦ of {z ∈ |X | | d|X |(z) = 1}. We shall call θ a face of |X |. A tame
ep-groupoid is called face structured (in the ep-groupoid sense) provided a point
z ∈ |X | lies in precisely d|X |(z)-many faces of |X |. We say the tame ep-groupoid
X is weakly face structured provided the underlying object M-polyfold is face-
structured. 
Example 11.1. To illustrate the definition consider the manifold with boundary with
corners X =C = [0,∞)2 ⊂R2 and take as morphisms only the identities. Then X is a
face structed ep-groupoid. In the second example take the same object space and we
have Z2 = {−1,1} act as follows. The element 1 acts through the identity and −1
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interchanges coordinates. Then Z2nC is an ep-groupoid. It is not face structured,
but weakly face structured. 
Remark 11.1. In certain contexts it is even true that face structured ep-groupoids
have an additional structure, namely they are ordered face structured. The addi-
tional structure is that on the set of faces there is a partial ordering, which induces
for an object x ∈ X a total ordering on the set of faces containing x. This additional
structure occurs in applications to Floer-theoretic problems. 
There is a comprehensive discussion of faces of ep-groupoids in [38]. Although in
[38] we still discussed only spaces built on splicing cores, the discussion applies
verbatim to the tame ep-groupoids considered here. Recall that a M-polyfold build
on splicing cores is automatically tame. According to Proposition 3.15 in [38], an
equivalence Φ : X → Y between ep-groupoids defines the natural bijections
Φ∗ : FacesX → FacesY : Φ∗(F) = saturation(Φ(F))
Φ∗ : FacesY → FacesX : Φ∗(G) =Φ−1(G))
and Φ∗ = (Φ∗)−1. Moreover, if X is face structured, then also Y is face structured
and vice versa. Consequently, considering a generalized isomorphism
[d] = [X Φ←− A Ψ−→ Y ]
we can define the bijections
[d]∗ : FacesX → FacesY and [d]∗ : FacesY → FacesX
by
[d]∗ =Ψ∗ ◦Φ∗ and [d]∗ =Φ∗ ◦Ψ ∗.
They satisfy [d]∗ = ([d]∗)−1.
Proposition 11.2. If the tame ep-groupoid X is face structured, then each face F has
an object set objF which is a sub-M-polyfold of X on which the induced structure
is tame. The same holds for the morphism set morX . Equipped with the induced
structures the face F is in a natural way an ep-groupoid. If the intersection of two
faces F and G is nonempty, then it is a face in F as well as in G. If X and Y are
tame ep-groupoids and [d] : X → Y is a generalized isomorphism, then [d] induces
the bijection
[d]∗ : FacesX → FacesY .
Moreover, for every face F in X and its corresponding face G = [d]∗(F) in Y the
generalized isomorphism [d] induces a natural equivalence class
[d]F : F → G
which is a generalized isomorphism.
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Proof. Pick a connected component θ ◦ in {z ∈ |X | | d|X |(z) = 1} and denote by θ
its closure in |X |. A point x ∈ Xθ lies in exactly d = dX (x)-many local faces of the
M-polyfold X . If x would lie in less than d-many global faces of the M-polyfold X
it would immediately follow that there are less than d-many connected components
θ ◦i of {z ∈ |X | | d|X |(z) = 1} with their closures θi in |X | containing |x|.
Let θ be any face of |X |. In view of the previous discussion we find that an object
x ∈ Xθ lies in precisely one global face F of the M-polyfold Xθ so that F ⊂ Xθ . The
global faces F of the M-polyfold X are closed in the M-polyfold X , and Xθ consists
of a disjoint union of these. It has been proved in Theorem 2.4 that F is a sub-M-
polyfold with an induced tame structure. Since Xθ is a disjoint union of such F we
see that the object space Xθ is a sub-M-polyfold and consequently the associated
full subcategory is an ep-groupoid.
If [d] : X → Y is a generalized isomorphism between the tame ep-groupoids X and
Y , then it is represented by a diagram
X Φ←− A Ψ−→ Y
in which Φ and Ψ are equivalences. If θ ◦ is a connected component of {z ∈
|X | | d|X |(z) = 1} it follows for the homeomorphism |[d]| : |X | → |Y | that the im-
age |[d]|(θ ◦) is a connected component of {q ∈ |Y | | d|Y |(q) = 1}. Since |[d]| is a
homeomorphism
cl|Y |([d](θ ◦)) = |[d]|(θ)
We therefore define
[d]∗Xθ = Y|[d]|(θ) and [d]∗Yθ ′ = X|[d]|−1(θ ′).
Clear [d]∗ and [d]∗ are mutually inverse to each other.
Alternatively, if F is a face of X one verifies easily that B = Φ−1(F) is a face of A
and in turn the saturation C ofΨ(B) is a face of Y . In other words, there are natural
bijections between the faces of A and those of X and Y . Also it is clear by the above
construction, that the restrictions of Φ andΨ define the diagram
F
Φ |B←−− B Ψ |B−−→C. (11.1)
The equivalence class [e] := [d]|F of this diagram is a generalized isomorphism
F → C by Theorem 10.4. Indeed, the restricted functors in (11.1) are essentially
surjective, full and faithful and local sc-diffeomorphism, and hence equivalences by
Lemma 10.1. 
Remark 11.2. The reader should note the following. Assume that X and Y are ep-
groupoids and f : X → Y is a generalized isomorphism. If one these ep-groupoids is
tame and face-structured the same holds for the other one. 
The following somewhat stronger result holds true.
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Proposition 11.3. Let X and Y be tame face-structured ep-groupoids and f,g : X →
Y two generalized isomorphisms satisfying |f| = |g|. Then the induced bijections
between the collection of faces are the same, i.e. f∗ = g∗. Further, the induced gen-
eralized isomorphisms F → f∗F and G→ f∗G induce the same map |F | → |f∗F | on
the orbit spaces.
Proof. This follows from the previous discussion. 
11.2 Sc-Differential Forms and Equivalences
We next investigate the behavior of sc-differential forms on ep-groupoids (intro-
duced in Section 8.2) under equivalences. The main result in this section is the
following theorem.
Theorem 11.2. We assume that f : X → Y is a generalized sc-smooth map between
ep-groupoids, and that h,k : X → Y are two sc-smooth generalized isomorphisms.
Then the following holds.
(1) d : Ω ∗ep,∞(X)→Ω ∗ep,∞(X) and d ◦d = 0.
(2) There is a well-defined operation of pull-back f∗ : Ω ∗ep,∞(Y )→ Ω ∗ep,∞(X) such
that dX ◦ f∗ = f∗ ◦dY .
(3) For the generalized isomorphism h : X→Y there is a well-defined push-forward
h∗ : Ω ∗ep,∞(X)→ Ω ∗ep,∞(Y ) satisfying h∗ ◦dX = dY ◦h∗. Moreover, with the pull-
back h∗ we have that h∗ ◦h∗ = Id and h∗ ◦h∗ = Id.
(4) If the generalized isomorphisms h and k induce the same maps between orbit
spaces, so that |h|= |k|, then h∗ = k∗ and h∗ = g∗.

For statement (1) we refer to Section 8.2. The other statements of the theorem will
follow from several results of independent interest, where we make precise how f∗
and h∗ are defined. We recall that the generalized map f : X → Y is an equivalence
class of diagrams
X F←− A Φ−→ Y
in which F is an equivalence of ep-groupoids and Φ a sc-smooth functor. The gen-
eralized isomorphism is given by the same diagram in which, however, Φ is also an
equivalence.
Lemma 11.1. We consider an equivalence F : X → Y between ep-groupoids and a
sc-differential form ω on X. Given y∈Y1 and h1, . . . ,hk ∈ TyY , we let ψ and ψ ′ ∈Y 1
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be two morphisms satisfying ψ : F(x)→ y and ψ ′ : F(x′)→ y for x and x′ ∈ X1. If
l1, . . . , lk ∈ TxX and l′1, . . . , l′k ∈ Tx′X satisfy
Tψ(T F(x)l j) = h j = Tψ ′(T F(x′)l′j), (11.2)
then
ωx(l1, . . . , lk) = ωx′(l′1, . . . , l
′
k).
Proof. We start with the morphism
τ := ψ−1 ◦ψ ′ : F(x′)→ F(x)
in Y 1. Its linearization at x′ satisfies, in view of the assumption (11.2),
Tτ(T F(x′)l′j) = T F(x)l j (11.3)
for all j = 1, . . . ,k. Since F is an equivalence there exists a uniquely determined
morphism σ : x′→ x satisfying
F(σ) = τ.
This implies σ ∈ X 1 since τ ∈Y 1. In order to relate Tσ and Tτ we take, for suitable
open neighborhoods, the sc-diffeomorphisms sX : U (σ)→U(x′) and tX : U (σ)→
U(x) and recall the definition of Tσ ,
Tσ = T (tX ◦ (sX |U(σ))−1)(x′).
By the functoriality of F ,
F(tX ◦ (sX |U(σ))−1(q)) = tY ◦F((sX |U(σ))−1(q)) = tY ◦ (sY |U(τ))−1(F(q)).
Taking the derivative in q at q = x′ leads to
T F(x)◦Tσ = Tτ ◦T F(x′).
Consequently, in view of (11.3),
T F(x)l j = Tτ(T F(x′)l′j) = T F(x)(Tσ l
′
j).
This implies, since T F(x) : TxX → TF(x)Y is an isomorphism, that
l j = Tσ l′j for all j.
Therefore, using the compatibility of sc-differential forms with morphisms,
ωx(l1, . . . , lk) = ωx(Tσ l′1, . . . ,Tσ l
′
k) = ωx′(l
′
1, . . . , l
′
k),
as claimed in Lemma 11.1. 
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Lemma 11.1 allows to define the push-forward F∗ω ∈ Ωep,∞(X) under an equiva-
lence F : X → Y .
Definition 11.2. The push-forward of the sc-differential form ω ∈Ω kep,∞(X) by an
equivalence F : X → Y between ep-groupoids, denoted by
F∗ω ∈Ω kep,∞(Y ),
is defined as follows. If y ∈ Y1 and h1, . . . ,hk ∈ TyY , we take x ∈ X1 (using that F
is essentially surjective) such that there is a morphism ψ : F(x)→ y. Then we take
l j ∈ TxX satisfying h j = Tψ(T F(x)l j), and define
(F∗ω)y(h1, . . . ,hk) = ωx(l1, . . . , lk).

In view of Lemma 11.1 this is well-defined and independent of the choice of the
morphism ψ . In order to see that the push-forward form F∗ω on Y as defined above
is sc-smooth, we recall that the equivalence F : X → Y is, by definition, locally a
sc-diffeomorphism. Moreover, the morphism ψ : F(x)→ y has a unique sc-smooth
extension ψ̂ to a sc-diffeomorphism between properly chosen open neighborhoods
U(F(x)) = F(U(x)) and U(y) in Y
ψ̂ : U(F(x))→U(y).
The composition ψ̂ ◦ F : U(x) → U(y) is a sc-diffeomorphism satisfying (ψ̂ ◦
F)(x) = y. Hence the push-forward of the sc-smooth form ω on X by the equiv-
alence F : X → Y is the pull-pack of the form ω by the sc-diffeomorphism (ψ̂ ◦
F)−1 : U(y)→U(x),
F∗ω =
(
(ψ̂ ◦F)−1)∗ω. (11.4)
This shows sc-smoothness. We also note that standard arguments now imply that
dY (F∗ω) = F∗(dXω). (11.5)
Lemma 11.2. Assume that F : X → Y and G : Y → Z are equivalences between
ep-groupoids. Then
(1) (G◦F)∗ω = F∗ ◦G∗ω .
(2) (G◦F)∗ω = G∗ ◦F∗ω
(3) F∗ ◦F∗ω = ω and F∗ ◦F∗τ = τ.
Proof. The well-known formula (1) is an immediate consequence of the definition
of the pull-back of a form ω on Y , which is the form F∗ω on X given by
(F∗ω)x(k1, . . . ,kn) = ωF(x)(T F(x)k1, . . . ,T F(x)kn).
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The statements (2) and (3) will follow from Definition 11.2, the properties of equiv-
alences and the invariance of the forms.
We consider the sc-formω on X and fix z∈ Z1 and h1, . . . ,hk ∈ TzZ. The composition
G ◦F : X → Z is an equivalence and hence essentially surjective. Therefore, there
exist x ∈ X1 and a morphism ψ : G◦F(x)→ z in Z1. Taking the unique solutions l j
of Tψ ◦T (G◦F)(x)l j = h j, we obtain, by definition,
((G◦F)∗ω)z(h1, . . . ,hk) = ωx(l1, . . . , lk).
On the other hand, if y = F(x), we have the morphism ψ : G(y)→ z and taking
the solutions Tψ ◦ T G(y)l′j = h j which are equal to l′j = T F(x)l j we obtain, by
definition,
(G∗(F∗ω))z(h1, . . . ,hk) = (F∗ω)y(T F(x)l1, . . . ,(T F(x)lk).
Since y = F(x), we have the 1- morphism 1y : y→ y in Y whose linearization is
the identity map and get for the solution of T F(x)l′j = T F(x)l j, which is given by
l′j = l j, again by definition,
(F∗ω)y(T F(x)l1, . . . ,T F(x)lk) = ωx(l1, . . . , lk).
We have verified that G∗(F∗ω) = (G◦F)∗ω .
In order to verify F∗ ◦F∗ω =ω for forms ω on Y , we fix y ∈Y and h1, . . . ,hk ∈ TyY ,
find x∈X and a morphism φ : F(x)→ y in Y . With the solution l j of Tφ ◦T F(x)l j =
h j we get
(F∗(F∗ω))y(h1, . . . ,hk) = (F∗ω)x(l1, . . . , lk)
= (F∗ω)F(x)(T F(x)l1, . . . ,T F(x)lk)
= ωy(h1, . . . ,kk),
where we have used that l j = (T F(x))−1 ◦ (Tφ)−1h j and also have used the invari-
ance of F∗ω under morphisms. The second formula in (3) is verified the same way
and the proof of Lemma 11.2 is complete. 
Next we study the compatibility with natural equivalences.
Lemma 11.3. Let F,G : X → Y be equivalences between ep-groupoids which are
naturally equivalent by the natural transformation
τ : F → G.
If ω is a sc-differential form on X and ω ′ a sc-differential form on Y , then
F∗ω = G∗ω and F∗ω ′ = G∗ω ′.
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If Φ ,Ψ : X→Y are sc-smooth functors which are naturally equivalent, thenΨ ∗ω =
Φ∗ω .
Proof. By assumption, τ : X → Y is a sc-smooth map associating with every x ∈ X
the morphism
τ(x) : F(x)→ G(x)
such that for every morphism φ : x→ x′ in X , the diagram
F(x)
τ(x)−−−−→ G(x)
F(φ)
y G(φ)y
F(x′)
τ(x′)−−−−→ G(x′)
is commutative. We choose h1, . . . ,hk ∈ TyY . We takeψ : F(x)→ y andψ ′ : G(x′)→
y which have to be on level 1 and take l1, . . . , lk ∈ TxX solving Tψ ◦T F(x)l j = h j
and similarly take l′j in Tx′X satisfying Tψ ′ ◦T G(x′)l′j = h j. By definition,
F∗ω(h1, . . . ,hk) = ω(l1, . . . , lk) and G∗ω(h1, . . . ,hk) = ω(l′1, . . . , l
′
k).
Recalling the morphism τ(x) : F(x)→ G(x), we consider the composition
G(x′)
ψ ′−→ y ψ
−1
−−→ F(x) τ(x)−−→ G(x).
Since y is on level 1, this is true for the data above as well. The functor G is an
equivalence, hence we find a morphism σ : x′→ x satisfying G(σ)= τ(x)◦ψ−1◦ψ ′.
A computation, similar to that in the previous lemma, leads to
Tσ(l′j) = l j
which implies that
ωx(l1, . . . , lk) = ωx′(l′1, . . . , l
′
k).
Consequently, (F∗ω)y(h1, . . . ,hk) = (G∗ω)y(h1, . . . ,hk) proving the statement for
the push-forward.
For the pull-back we start again with the morphism
τ(x) : F(x)→ G(x) in Y ,
so that F(x) = s(τ(x)) and G(x) = t(τ(x)) for all x ∈ X . We choose suitable open
neighborhoods such s : U (τ(x))→U(F(x)) is a sc-diffeomorphism. Then
t ◦ (s|U (τ(x)))−1 ◦F(q) = G(q).
We differentiate at q = x which we assume to be on level 1 and, abbreviating φ =
τ(x), we obtain
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T G(x) = Tφ ◦T F(x).
By the compatibility of the sc-differential form ω on Y with morphisms we con-
clude,
G∗ω(h1, . . . ,hk) = ω(T G(x)h1, . . . ,T G(x)hk)
= ω(Tφ ◦T F(x)h1,◦,Tφ ◦T F(x)hk)
= ω(T F(x)h1, . . . ,T F(x)hk) = F∗ω(h1, . . . ,hk).
This proves the assertion about the pull-backs. Note that we did not use the fact
that F and G are equivalences. Hence we can apply the same idea to the natural
transformation τ : Φ →Ψ in order to complete the proof of Lemma 11.3. 
Lemma 11.4. We consider two diagrams d : X F←− A G−→ Y and d′ : X F ′←− A′ G′−→ Y ,
in which F and F ′ are equivalences and G,G′ are sc-smooth functors between ep-
groupoids, and assume that H : A′→ A is an equivalence, as illustrated in the dia-
gram
d : X F←−−−− A G−−−−→ YxH
d′ : X F
′←−−−− A′ G′−−−−→ Y.
If F ◦H ' F ′ (naturally equivalent) and G◦H ' G′, then
F∗ ◦G∗ω ′ = (F ′)∗ ◦ (G′)∗ω ′.
for every sc-differential form ω ′ on Y . If, in addition, G and G′ are equivalences,
then
G∗ ◦F∗ω = (G′)∗ ◦ (F ′)∗ω
for every sc-differential form ω on X.
Proof. Recalling that the composition of equivalences is an equivalence, and using
Lemma 11.1 and Lemma 11.2 we compute,
F ′∗ ◦ (G′)∗ω = (F ◦H)∗ ◦ (G′)∗ω
= F∗ ◦H∗ ◦ (G◦H)∗ω
= F∗ ◦H∗ ◦H∗ ◦G∗ω
= F∗ ◦G∗ω.
The second part is proved the same way. 
We recall that two diagrams in the equivalence class [d] = [X F←− A G−→ Y ], in which
F is an equivalence and G a sc-smooth functor between ep-groupoids, are equiv-
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alent if they possess a common refinement. Therefore, we are able, in view of the
previous lemma, to introduce the pull-back [d]∗ω for generalized maps [d] : X → Y
and the push-forward [d]∗ω for generalized isomorphisms [d] : X → Y between ep-
groupoids.
Definition 11.3 (Pull-back, push-forward by generalized maps). If [d] = [X F←−
A G−→ Y ] : X → Y is a generalized map between ep-groupoids then the pull-back
[d]∗ω ′ of a sc-differential form ω ′ on Y is the sc-differential form on X , defined by
[d]∗ω ′ = F∗ ◦G∗ω ′ ∈Ωep,∞(X).
If [d] = [X F←− A G−→ Y ] : X → Y is a generalized isomorphism (i.e., both F and G
are equivalences), the push-forward [d]∗ω of a sc-differential form ω on X is the
sc-differential form on Y , defined by
[d]∗ω = G∗ ◦F∗ω ∈Ωep,∞(Y ).

In view of Lemma 11.4 the push-forward and the pull-back by generalized isomor-
phism are well-defined, i.e., independent of the choice of the diagram representing
the equivalence class [d].
With Definition 11.1, the statements (2) and (3) of Theorem 11.2 now follow from
Lemma 11.1 and Lemma 11.2.
The proof of the statement (4) in Theorem 11.2 requires a preparation.
Proposition 11.4. We assume that F,G : X → Y are equivalences between ep-
groupoids satisfying |F | = |G| : |X | → |Y |. Then for the sc-differential forms ω on
X and ω ′ on Y we have the identities
F∗ω = G∗ω and F∗ω ′ = G∗ω ′.
Proof. Since |F |= |G|, Proposition 10.4 implies for every x ∈ X1 that there exists a
morphism ψ : F(x)→ G(x) satisfying
Tψ(T F(x)h) = T G(x)h for all h ∈ TxX .
If ω ′ is a sc-differential form on Y , we compute, using ω ′G(x) ◦ (Tψ ⊕ . . .⊕Tψ) =
ω ′F(x),
(G∗ω ′)x(h1, . . . ,hk) = ω ′G(x)(T G(x)h1, . . . ,T G(x)hk)
= ω ′G(x)(Tψ(T F(x)h1), . . . ,Tψ(T F(x)hk))
= ω ′F(x)(T F(x)h1, . . . ,T F(x)hk)
= (F∗ω ′)x(h1, . . . ,hk).
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Therefore,
G∗ω ′ = F∗ω ′.
Next we investigate the push-forward. We consider F∗ω and G∗ω and fix y ∈ Y1.
For h1, . . . ,hk ∈ TyY we compute F∗ω by taking x ∈ X1 and a morphism φ ∈Y 1 such
that φ : F(x)→ y. Then we take the solutions l1, . . . , lk ∈ TxX of Tφ(T F(x)l j) = h j,
and obtain, by definition,
ωx(l1, . . . , lk) =: (F∗ω)y(h1, . . . ,hk).
The definition for G is similar. Recalling the morphism ψ : F(x)→ G(x), we intro-
duce the morphism
φ ′ := φ ◦ψ−1 : G(x)→ y
and take l′j ∈ Tx′X satisfying Tφ ′(T G(x)l′j) = h j. Then, by definition,
ωx(l′1, . . . , l
′
k) =: (G∗ω)y(h1, . . . ,hk).
By construction, Tφ(T F(x)l j) = Tφ ′(T G(x)l′j or equivalently,
T F(x)l j = T (φ−1 ◦φ ′)(T G(x)l′j).
By Proposition 10.4 there exists a morphism σ : F(x)→ G(x) such that
Tσ ◦T F(x)h = T G(x)h for all h ∈ TxX .
Hence
T G(x)l j = Tσ ◦T F(x)l j = Tσ ◦T (φ−1 ◦φ ′)(T G(x)l′j)
for all j. Since σ ◦φ−1 ◦φ ′ : G(x)→ G(x) in Y and since G is an equivalence there
exists a unique morphism τ : x→ x satisfying
G(τ) = σ ◦φ−1 ◦φ ′.
We consider the germs tY ◦ (sY |U (σ ◦ φ−1 ◦ φ ′))−1 and tX ◦ (sX |U (τ))−1. Because
G is an equivalence we must have the relationship
tY ◦ (sY |U (σ ◦φ−1 ◦φ ′))−1 ◦G(b) = G(tX ◦ (sX |U (τ))−1(b))
for b near x. Differentiating in b at b = x leads to
T (σ ◦φ−1 ◦φ ′)◦T G(x)h = T G(x)Tτ(h)
for all h ∈ TxX . In view of (11.3) we arrive at T G(x)l j = T G(x) ◦Tτ(l′j) for all j.
Since T G(x) is an isomorphism,
l j = Tτ(l′j) for all j = 1, . . . ,k.
From the compatibility of ω with morphisms we conclude
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ω(l1, . . . , lk) = ω(Tτl′1, . . . ,Tτl
′
k) = ω(l
′
1, . . . , l
′
k),
which implies the desired equality F∗ω = G∗ω. The proof of Proposition 11.4 is
complete. 
Proposition 11.5. Assume that f,g : X→Y are sc-smooth generalized isomorphism
satisfying |f|= |g|. Then
f∗ = g∗ and f∗ = g∗.
Proof. Let f= [X F←− A G−→Y ] and g= [X F ′←− A′ G′−→Y ]. We consider the two equiva-
lences F : A→ X and F ′ : A′→ X . According to Theorem 10.2, the associated weak
fibered product A×X A′ is an ep-groupoid and the two functors
F ◦piA,F ′ ◦piA′ : A×X A′→ X
are naturally equivalent. Moreover, the functors piA : A×X A′ → A and piA′ : A×X
A′ → A′ are equivalences. Hence the compositions F ◦piA and F ′ ◦piA′ are equiva-
lences. Since two equivalences between ep-groupoids which are naturally equivalent
induce the same maps on the orbit spaces, we have
|F ◦piA|= |F ′ ◦piA′ | : |A×X A′| → |X |. (11.6)
In addition, in view of Lemma 11.2,
(F ◦piA)∗ = (F ′ ◦piA′)∗.
Using that (piA)∗ ◦ (piA)∗ = Id, by Lemma 11.2 (3), we compute for a given sc-
differential form ω on X ,
G∗ ◦F∗ω = G∗ ◦ (piA)∗ ◦ (piA)∗ ◦F∗ω
= (G◦piA)∗ ◦ (F ◦piA)∗ω
= (G◦piA)∗ ◦ (F ′ ◦piA′)∗ω.
(11.7)
Considering now G′ ◦piA′ , we use the assumption that |G|◦ |F |−1 = |G′|◦ |F ′|−1, use
(11.6) and compute,
|G′ ◦piA′ |= |G′| ◦ |piA′ |
= |G| ◦ |F |−1 ◦ |F ′| ◦ |piA′ |
= |G| ◦ |F |−1 ◦ |F ′ ◦piA′ |
= |G| ◦ |F |−1 ◦ |F ◦piA|
= |G| ◦ |F |−1 ◦ |F | ◦ |piA|
= |G◦piA|.
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Consequently, we can apply Proposition 11.4 and obtain using (11.7), Lemma 11.2
and Lemma 11.1,
G∗F∗ω = (G◦piA)∗ ◦ (F ′ ◦piA′)∗ω
= (G′ ◦piA′)∗ ◦ (F ′ ◦piA′)∗ω
= (G′)∗ ◦ (piA′)∗ ◦ (piA′)∗ ◦ (F ′)∗ω
= (G′)∗ ◦ (F ′)∗ω.
We have verified the first assertion of Proposition 11.5. The second assertion is
proved the same way and the proof of Proposition 11.5 is complete. 
With Proposition 11.5 also the last statement (4) in Theorem 11.2 is verified, so that
the proof of Theorem 11.2 is finally complete. 
11.3 Branched Ep+-Subgroupoids and Equivalences
We shall study the behavior of branched ep+subgroupoid under equivalences and
generalized isomorphisms. We begin with a categorical definition.
Definition 11.4. Let F : X → Y be an equivalence between ep-groupoids and Θ :
X →Q+ andΘ ′ : Y →Q+ just functors
(1) The pullback F∗Θ ′ : X →Q+ is defined by F∗Θ ′ :=Θ ′ ◦F .
(2) The push-forward F∗Θ : X ′→ Q+ is defined as follows. For y ∈ Y pick x ∈ X
and ψ ∈ Y with s(ψ) = F(x) and t(ψ) = y. Then set (F∗Θ)(y) :=Θ(x).
Clearly the pull-back is well-defined as a functor, but the push-forward might de-
pend on the choices involved.
Lemma 11.5. (1) Let F : X→Y be an equivalence andΘ : X→Q+ a functor Then
F∗Θ is well-defined as a functor. Moreover F∗F∗Θ =Θ .
(2) LetΘ ′ : Y →Q+ be a functor. Then F∗F∗Θ ′ =Θ ′.
(3) LetΘ andΘ ′ be as in (b) and assume that F,G : X → Y are equivalences which
are naturally equivalent. Then F∗Θ = G∗Θ and F∗Θ ′ = G∗Θ ′.
Proof. In order to show that F∗Θ is well-defined, assume that x,x′ ∈X andψ,ψ ′ ∈Y
satisfy
ψ : F(x)→ y and ψ ′ : F(x′)→ y.
Then ψ−1 ◦ψ ′ : F(x′)→ F(x). Since F is an equivalence we find σ : x′→ x satisfy-
ing F(σ) = ψ−1 ◦ψ ′. From this we conclude that
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Θ(x) =Θ(x′),
which show that F∗Θ is well-defined. The properties F∗F∗Θ ′ =Θ ′ and F∗F∗Θ =Θ
are immediate (b) as well as the properties stated in (3). 
If f : X →Y is a generalized isomorphism, it is represented by a diagram X F←− A G−→
Y , where F and G are equivalences. We define f∗ = G∗F∗ and f∗ = F∗G∗ and as
we shall see this is well-defined independent of the diagram we picked to repre-
sent f. Indeed, if we have to equivalent diagrams representing f there is a common
refinement resulting in
X F←−−−− A G−−−−→ Y
H
x
X F
′′←−−−− A′′ G′′−−−−→ Y
H ′
y
X F
′←−−−− A′ G′−−−−→ Y
Here F ◦H ' F ′′, G◦H ' G′′, F ′ ◦H ′ ' F ′′, and G′ ◦H ′ ' G′′. This implies that
G∗F∗Θ
= G∗H∗H∗F∗Θ
= G′′∗F
′′∗Θ
= (G′ ◦H ′)∗(F ′ ◦H ′)∗Θ
= G′∗F
′∗Θ ,
so that f∗Θ is well-defined. Similarly f∗Θ ′ is well-defined. It is easily verified that
for f : X → Y and g : Y → Z we have the properties
(g◦ f)∗ = g∗ ◦ f∗
(g◦ f)∗ = f∗ ◦g∗
f−1∗ = f∗ .
The considerations so far were purely algebraic for arbitrary functors Θ and Θ ′.
Next we considerΘ andΘ ′ which are branched ep+-subgroupoids. As we shall see
this property is preserved by the generalized isomorphisms. The first basic result in
this section is the following theorem.
Theorem 11.3. Let f : X → Y be a generalized isomorphism between two ep-
groupoids.
(1) IfΘ : X→Q+ is a branched ep+-subgroupoid then f∗Θ : Y →Q+ is a branched
ep+-subgroupoid.
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(2) If If Θ ′ : Y → Q+ is a branched ep+-subgroupoid then f∗Θ : X → Q+ is a
branched ep+-subgroupoid.
Moreover, the following holds for the maps f∗ and f∗.
(3) IfΘ andΘ ′ are closed, see Definition 9.2(i), so are f∗Θ and f∗Θ ′.
(4) IfΘ andΘ ′ are compact, see Definition 9.2(ii), so are f∗Θ and f∗Θ ′.
(5) The maps f∗ and f∗ also preserve the property of being of manifold-type or
orbifold-type, respectively. For the definitions see Definition 9.3.
(6) The maps f∗ and f∗ also preserve the dimensional decomposition given in Propo-
sition 9.2.
Proof. The basic considerations which lead to the desired results are concerned with
the behavior of branched ep+-subgroupoids with respect to equivalences F : X→Y .
First consider F∗Θ ′ = Θ ′ ◦F . Let x ∈ supp(F∗Θ ′). We find open neighborhoods
U(x) and U(F(x)) so that F : U(x)→U(F(x)) is an sc-diffeomorphism and Θ ′ is
represented on U(F(x)) by a local branching structure (M′i)i∈I , (σi)i∈I , i.e.
Θ ′(y) = ∑
{i∈I | y∈M′i}
σi for y ∈U(F(x)).
Using F |U(x) we can pull back the M′i , defining Mi := (F |U(x))−1(M′i). We keep
the weights. Then
(F∗Θ ′)(z) =Θ ′ ◦F(z) = ∑
{i∈I | z∈Mi}
σi for z ∈U(x).
This shows that F∗Θ ′ is a branched ep+-subgroupoid.
Next we consider F∗Θ . Pick y ∈ supp(F∗Θ). We find x ∈ supp(Θ) and a morphism
ψ : F(x)→ y. The local sc-diffeomorphism ψ̂ between neighborhoods of F(x) and
y will map a local branching structure around F(x) to a local branching structure
around y. Since F is a local sc-diffeomorphisms a local branching structure around
x is mapped to one around F(x). Using F and ψ̂ we can map a local branching
structure around x forΘ to one around y for F∗Θ .
If f is represented by
d : X F←− A G−→ Y
then f∗Θ = G∗F∗Θ which implies that f∗Θ is a branched ep+-subgroupoid. Sim-
ilarly for f∗Θ ′ = F∗G∗Θ ′ in view of the previous discussion. This completes the
proofs of (1) and (2).
A branched ep+-subgroupoid Θ : X → Q+ defines a map |Θ | : |X | → Q+ defined
by |Θ |(|x|) :=Θ(x). We note the identity
|f∗Θ |= |Θ | ◦ |f|−1.
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If Σ := {z∈ |X | | |Θ |(z)> 0} is closed or compact, the same holds for |f|(Σ) = {q∈
|Y | | |f∗Θ |(q)> 0}. A similar argument holds for f∗Θ ′. This proves (3) and (4).
IfΘ orΘ ′ only takes the values 0 and 1 the same holds for f∗Θ and f∗Θ ′. This proves
that f∗ and f∗ preserve the property of having orbifold-type. Assume that between
two objects x,x′ ∈ supp(Θ) there are is at most one morphism. Let y,y′ ∈ supp(f∗Θ).
If there exist two different morphisms y→ y′ it follows that there exists a nontrivial
morphism φ ′ : y→ y. If ψ : F(x)→ y. It follows that ψ ◦φ ′ ◦ψ−1 : F(x)→ F(x) is
a nontrivial isomorphism. Then σ : x→ X with F(σ) = ψ ◦ φ ′ ◦ψ−1 is nontrivial
and x ∈ supp(Θ), which gives a contradiction. The same argument works for F∗Θ ′.
Hence f∗ and f∗ preserves manifold-type. The point (4) is trivial. This completes the
proof of the theorem. 
Next we consider the behavior of orientations. We begin with a quite algebraic con-
sideration. Consider the ep-groupoids X and Y with associated piX : Ĝr(X)→ X∞
and piY : Ĝr(y)→Y∞. Denote by Γ (piX ) and Γ (piX ) the space of section functors (no
continuity requirement). Assume that F : X → Y is an equivalence of ep-groupoids.
We define maps
F∗ : Γ (piX )→ Γ (piY ) and F∗ : Γ (piY )→ Γ (piX )
as follows. Given h ∈ Γ (piX ) we set h′ = F∗h ∈ Γ (piY ) by
h′(y) = Tψ ◦T F(x)h(x), (11.8)
where ψ : F(x)→ y. Since F is an equivalence we find for given y ∈ Y∞ such an x
and ψ . The map Tψ ◦T F(x) : TxX → TyY is a linear sc-isomorphism, which maps
the formal finite sum in the obvious way. Since h is functorial and F an equivalence
the definition does not depend on the choices involved. If F,G : X→Y are naturally
equivalent functors one immediately deduces that G∗h = F∗h.
Similarly we can define for h′ ∈ Γ (piY ) the element h = F∗h′ by
T F(x)h(x) = h′(F(x)), (11.9)
and again for naturally equivalent F and G it holds that F∗h′ = G∗h′.
Next consider a generalized isomorphism f : X → Y . It is represented by an equiva-
lence of diagrams, where the equivalence is defined by ‘common refinement’. From
our discussion above it follows immediately that if f is represented by a diagram
d : X F←− A G−→ Y.
then f∗h := G∗F∗h and f∗h′ := F∗G∗h′ are well-defined and do not depend on the
specific choice of representative diagram. Hence we have proved.
Lemma 11.6. Given a generalized isomorphism f : X → Y between ep-groupoids
there are well-defined maps
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f∗ : Γ (piX )→ Γ (piY ) and f∗ : Γ (piY )→ Γ (piX )
such hat f−1∗ = f∗. If g : Y → Z is another generalized isomorphism then (g ◦ f)∗ =
g∗ ◦ f∗ and (g◦ f)∗ = f∗ ◦g∗. If f is represented by the diagram
d : X F←− A G−→ Y
then f∗ = G∗F∗ and f∗ = F∗G∗, where for an equivalence the push-forward and
pullback are defined by (11.8) and (11.9), respectively.
Given an oriented Θ̂ : X → Q+ the associated T̂Θ is a section functor in Γ (piX ). If
f : X → Y is a generalized isomorphism one would like to equip the branched ep+-
subgroupoid f∗Θ with f∗T̂Θ ∈ Γ (piY ). The only thing one needs to check is that it
has the local representation property, so that it is indeed an orientation. Similarly
there is a construction involving f∗. Our second main result in this section is the
following theorem.
Theorem 11.4. Let f : X → Y be a generalized isomorphism and (Θ , T̂Θ ) an ori-
ented branched ep+subgroupoid on X and (Θ ′, T̂Θ ′) an oriented branched ep+-
subgroupoid on Y . Then f∗T̂Θ is an orientation for f∗Θ and f∗T̂Θ ′ an orientation for
f∗Θ ′.
Proof. The following arguments show that f∗T̂Θ and f∗T̂Θ ′ are locally representable
by the tangents of oriented local branching structures.
Let T̂Θ : X∞ → Ĝr(X) be an orientation for Θ : X → Q+. We already know that
F∗Θ : Y →Q+ is a branched ep+-subgroupoid, when F : X → Y is an equivalence.
We define F∗T̂Θ : Y∞→ Ĝr(Y ) as follows. For y∈Y∞ we take x∈ X∞ so that |F(x)|=
|y|. Pick an isomorphismψ : F(x)→ y and pick open neighborhoods U(x), V (F(x)),
and V (y) so that
F : U(x)→V (F(x)) and ψ̂ : V (F(x))→V (y)
are sc-diffeomorphisms and U(x) supports an oriented branching structure
(Mi,oi)i∈I , (σi)i∈I
representing Θ and T̂Θ . We map this data by the sc-diffeomorphism Ψ̂ ◦ (F |U(x))
to obtain (M′i ,o′i) := ψ̂ ◦F(Mi,oi), and we keep the weights. Then for z ∈ V (y) we
define
(F∗T̂Θ )(z) = ∑
{i∈I | z∈Mi}
σi ·Tz(M′i ,o′i).
Again this definition involves choices, and we have to show that the definition does
not depend on them. Hence assume ψ ′ : F(x′) → y and pick a local branching
structure on U(x′) representing near x′ the oriented Θ̂ . We denote it by (N j,o j) j∈J ,
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(τ j) j∈J . Then x and x
′ are isomorphic by γ : x′→ x defined by ψ ◦ γ = ψ ′. We can
map the latter local branching structure via γ̂ to a neighborhood of x, where it will
represent the oriented Θ̂ . After perhaps restricting U(x) we map it via ψ̂ and obtain
another local branching structure near y. It is clear that near y it defines the same
expression. Of course, the result is the same as using ψ̂ ′ ◦F |U(x′) and this shows
that F∗T̂Θ is well-defined.
Assume next that F,G : X → Y are equivalences which are naturally isomorphic
τ : F → G. Clearly F∗Θ = G∗Θ and by an argument as above we also see that
F∗T̂Θ = G∗T̂Θ .
Assume thatΘ ′ : Y →Q+ is a branched ep+-subgroupoid and F : X→Y an equiva-
lence. The orientation of F∗Θ ′ is defined by F∗T̂Θ : X∞→ Ĝr(X) as follows. Given
x ∈ X∞ we pick open neighborhoods U(x) and V (F(x)), so that F : U(x)→V (F(x))
is an sc-diffeomorphism. If V (y) is small enough we take an oriented local branch-
ing structure and its preimage. This will define F∗T̂Θ over U(x)∞. Assume that
F,G : X → Y are equivalences which are naturally equivalent by a natural transfor-
mation. Clearly G∗Θ ′ = F∗Θ ′ and F∗T̂Θ = G∗T̂Θ .
If f : X → Y is a generalized isomorphism it follows from the previous discussion
that taking any representative diagram
d : X F←− A G−→ Y
the expressions G∗F∗T̂Θ and G∗F∗T̂Θ ′ are well-defined and do not depend on the
particular choice of the representatives. Hence f∗T̂Θ and f∗T̂Θ ′ are well-defined. Our
discussion shows that orientations can be transformed by generalized isomorphisms.

In view of Theorem 11.4 we can make the following definition.
Definition 11.5. Let Θ̂ = (Θ , T̂Θ ) : X→Q+ and Θ̂ ′ : Y →Q+ be oriented, branched
ep+-subgroupoids. Assume that f : X → Y is a generalized isomorphism. Then f∗Θ̂
and f∗Θ̂ ′ are defined by
f∗Θ̂ = (f∗Θ , f∗T̂Θ )
f∗Θ̂ ′ = (f∗Θ ′, f∗T̂Θ ′).

If f : X → Y and g : Y → Z are generalized isomorphisms its is clear from the defi-
nition that the operations on the oriented, branched ep+-subgroupoids have the fol-
lowing functorial property
(g◦ f)∗Θ̂ = g∗ ◦ f∗Θ̂ and (g◦ f)∗Θ̂ ′ = f∗ ◦g∗Θ̂ ′ (11.10)
f∗f∗Θ̂ = Θ̂ and f∗f∗Θ̂ ′ = Θ̂ ′.
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Next we consider the tangent ofΘ : X →Q+ and its behavior under equivalences.
Theorem 11.5. Let f : X → Y be a generalized isomorphism and Θ : X → Q+ and
Θ ′ : Y →Q+ branched ep+-subgroupoids. Then
(T f)∗TΘ = T (f∗Θ) and (T f)∗(TΘ ′) = T (f∗Θ ′).
Proof. If f : X → Y is a generalized isomorphism which is representable by the
diagram
d : X F←− A G−→ Y,
then we obtain the generalized isomorphism T f : T X → TY by
T f := [T d] := [T X T F←−− TA T G−−→ TY ].
Recalling that TΘ is locally represented by the tangents of the manifolds occurring
in the local branching structure the result is easily established. We leave the further
details to the reader. 
Next we study the relationship between the boundary construction ∂Θ and the maps
f∗ and f∗. We shall prove the following result
Theorem 11.6. Let f : X → Y be a generalized isomorphism between ep-groupoids.
Assume that Θ : X → Q+ and Θ ′ : Y → Q+ are branched ep+-subgroupoids with
associated boundaries ∂Θ and ∂Θ ′. Then we have the equalities
f∗(∂Θ) = ∂ (f∗Θ) (11.11)
f∗(∂Θ ′) = ∂ (f∗Θ ′).
Proof. In order to do so, we have to understand as before the behavior with respect
to equivalences F : X → Y , as well as G : X → Y provided F and G are naturally
equivalent. The basic idea is as before that the local branching structures can be
moved around by equivalences, and the local sc-diffeomorphism ψ̂ associated to a
morphism ψ . If M ⊂ X is a submanifold and x ∈M we can move small neighbor-
hoods around in the same way and not that dM(x) is being preserved. The proof of
the theorem follows from these considerations and is left to the reader. 
Let Θ̂ : X → Q+ be an oriented, tame, branched ep+-subgroupoid. Then we have
seen that ∂Θ has a natural orientation T̂∂Θ , so that we can define ∂Θ̂ , see Defini-
tion 9.11. The section T̂∂Θ can be pushed forward or pulled back by a generalized
isomorphism. According to the following theorem these procedures define the cor-
responding orientations for the transformed ∂Θ .
Theorem 11.7. Let f : X → Y be a generalized isomorphism between ep-groupoids
and Θ̂ : X → Q+ and Θ̂ ′ : Y → Q+ oriented, tame, branched ep+-subgroupoids.
Then the following formulae hold.
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∂ (f∗Θ̂) = f∗(∂Θ̂)
∂ (f∗Θ̂ ′) = f∗(∂Θ̂ ′).

We leave the proof, which follows the lines of previous proofs in this section, to the
reader.
11.4 Equivalences and Integration
The ingredients for integration, sc-differential forms and oriented, branched ep+-
subgroupoids behave well under equivalences. Recall the statement of Theorem 9.2,
which asserts that given an ep-groupoid X , we can associate to an oriented, tame,
compact, branched ep+-subgroupoid Θ̂ : X → Q+ of dimension n a natural linear
map
ΦΘ̂ : Ω
n
∞(X)→M (S,L (S)),
where S = |supp(Θ)|, associating to an sc-differential n-form ω a signed measure
µΘω .
Theorem 11.8 (Transformation of canonical measures). Assume that f : X → Y
is a generalized isomorphism between two ep-groupoids and Θ̂ : X →Q+ and Θ̂ ′ :
Y →Q+ are oriented, tame, compact, branched ep+-subgroupoids of dimension n.
Suppose further that ω and ω ′ are sc-differential forms on X and Y , respectively, of
degree n. Then, for a measurable subset K of |supp(Θ)|
µΘ̂ω (K) = µ
f∗Θ̂
f∗ω (|f|(K)) and µ
f∗Θ̂ ′
f∗ω ′ (K) = µ
Θ̂ ′
ω ′ (|f|(K)).
With the obvious notation we can rewrite this more suggestively as
|f|∗µΘ̂ω = µf∗Θ̂f∗ω and µ
f∗Θ̂ ′
f∗ω ′ = |f|∗µΘ̂
′
ω ′ .

The theorem will be proved later.
Remark 11.3. An obvious consequence of this result is the following fact, which
will be elaborated on further in Chapter 16. Let Z be a metrizable space and con-
sider a pair (X ,β ), where X is an ep-groupoid and β : |X |→ Z is a homeomorphism.
We shall refer to such a pair (X ,β ) as a polyfold structure on the metrizable space
Z. Given another such pair (X ′,β ′) we say that it defines an equivalent polyfold
structure on Z provided there exists a generalized isomorphism f : X → X ′ satisfy-
ing
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β ′ ◦ |f|= β .
With other words |f| = (β ′)−1 ◦β . Hence, (X ,β ) and (X ′,β ′) are equivalent if the
transition map (β ′)−1 ◦ β : |X | → |X ′| is induced by a generalized isomorphism
f : X → X ′. Recall that |f|= |g| implies that f= g, see Theorem 10.7, which implies
that f is unique.
We explain this concept in a special case. Let X be an e´tale proper Lie groupoid, so
that between two objects there are is at most one morphism. It is an easy exercise
that |X | has a (classical) natural smooth manifold structure. Assume that Z is a
metrizable topological space and β : |X |→ Z a homeomorphism. Then we can equip
Z with the unique smooth manifold structure making β a diffeomorphism. If (X ′,β ′)
is similar and the transition map is induced from a generalized isomorphism f it
means that the smooth manifold structure induced on Z is the same as that coming
from (X ,β ). Hence the formalism in the more general case can be viewed as a
generalization of the definition of a smooth manifold. In fact it is a generalization of
the concept of an orbifold with boundary and corners (a manifold is a special case).
A metrizable space equipped with an equivalence class of polyfold structures is
called a polyfold. A polyfold Z is the generalization of an orbifold to the sc-smooth
world.
There are several concepts which can be carried over to polyfolds. For example a
differential form on Z is an equivalence class [(X ,β ),ω]. Hereω is an sc-differential
form on X and ((X ,β ),ω) ∼ ((X ′,β ′,ω ′) provided for a generalized isomorphism
f : X→X ′ with β ′◦|f|= β it holds that f∗ω ′=ω . We can also define branched sub+-
polyfold of Z as an equivalence class [(X ,β ),Θ ] with the obvious notion of equiv-
alence. Similarly the notions of being compact, closed, tame, and oriented carry
over.
If [(X ,β ),Θ̂ ] is an oriented, compact, tame branched n-dimensional sub+-polyfold
and [(X ,β ),ω] an sc-differential n-form on Z, we can consider the support S of
|Θ |◦β−1 : Z→Q+. which call the support of [(X ,β ),Θ ], and which is defined inde-
pendently of the representative which we picked. Then we can defined the Lebesgue
σ -algebraL (S) and the vector spaces of signed measuresM (S,L (S)). We can as-
sociate to [(X ,β ),Θ̂ ] and [(X ,β ),ω] the signed measure µ [(X ,β ),Θ̂ ]
[(X ,β ),ω] . The upshot is
that all notions which transform well under equivalences define intrinsic objects on
the polyfold Z. 
There is a version of Theorem 11.8 for the boundary case, which relies on Theorem
9.3.
Theorem 11.9 (Transformation of canonical boundary measures). Assume that
f : X → Y is a generalized isomorphism between two ep-groupoids and Θ̂ : X →
Q+ and Θ̂ ′ : Y → Q+ are oriented, tame, compact, branched ep+-subgroupoids of
dimension n. Suppose further that ω and ω ′ are sc-differential forms on X and Y ,
respectively, of degree n−1. Then on |supp(∂Θ)|
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µ∂Θ̂ω = µ
f∗∂Θ̂
f∗ω ◦ |f| and µ
f∗∂Θ̂ ′
f∗ω ′ = µ
∂Θ̂ ′
ω ′ ◦ |f|
With the obvious notation we can rewrite this more suggestively as
|f|∗µ∂Θ̂ω = µf∗∂Θ̂f∗ω and µ
f∗∂Θ̂ ′
f∗ω ′ = |f|∗µ∂Θ̂
′
ω ′ .

Proof (Theorem 11.8). Consider the case where F : X → Y is an equivalence be-
tween two ep-groupoids. Let x ∈ supp(Θ) and consider open neighborhoods U(x)
and U(F(x)) such that F : U(x) → U(F(x)) is an sc-diffeomorphism, and both
neighborhoods have the properness property, allow the natural actions. We assume
that U(x) is equipped with an oriented local branching structures (Mi,oi)i∈I , (σi)i∈I
so that
Θ(y) = ∑
{i∈I | y∈Mi}
σi for y ∈U(x).
We equip U(F(x)) with the branching structure obtained via F |U(x) and denote the
associated submanifolds by (M′i ,o′i)i∈I . We compute
µΘ̂ω (K) =
1
]Geffx
·∑
i∈I
σi ·
∫
Ki
ω (11.12)
=
1
]GeffF(x)
·∑
i∈I
σi ·
∫
F(Ki)
F∗ω (11.13)
= µF∗Θ̂F∗ω (|F |(K)).
This shows that the homeomorphism |F | : |X | → |Y | relates locally the measures µΘ̂ω
and µF∗Θ̂F∗ω . Since measures are σ -additive it follows that
µΘ̂ω = |F |∗µF∗Θ̂F∗ω .
There is a similar relationship involving pull-backs and the proof follows the same
lines
µF
∗Θ̂ ′
F∗ω ′ = |F |∗µΘ̂
′
ω ′ .
Given the generalized isomorphism f : X → Y take a representative diagram
X F←− A G−→ Y
We compute
|f|∗µΘ̂ω = G∗F∗µΘ̂ω = G∗µF
∗Θ̂
F∗ω = µ
G∗F∗Θ̂
G∗F∗ω = µ
f∗Θ̂
f∗ω
The pull-back formula is established in the same way. 
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Proof (Theorem 11.9). The considerations are very similar to those in the roof of
Theorem 11.8. Using a local branching structure at a point x in supp(∂Θ) we es-
tablish for equivalences that the measures agree locally. This step corresponds to
(11.12). The rest is formally as in the proof of Theorem 11.8. The details are left to
the reader. 
11.5 Strong Bundles up to Equivalence
For the following developments we have to study the behavior of various concepts,
introduced above, under generalized strong bundle maps. In other words, we have
to carry out some ‘strong bundle geometry up to equivalence’. This is similar to
the case of ep-groupoids; added are the sc-smooth section functors. We begin by
recalling Theorem 10.9 from Chapter 10.
Theorem 10.9. Let (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) be two strong bundles
over ep-groupoids and [D] : W →W ′ a generalized strong bundle isomorphism. De-
note by Γ (P,µ) and Γ (P′,µ ′) the vector spaces of sc-smooth section functors. Then
[D] induces a well-defined isomorphism
[D]∗ : Γ (P,µ)→ Γ (P′,µ ′).
Its inverse is given by the inverse diagram and equals the pull-back [D]∗. The same
assertion hold for sc+-section functors
[D]∗ : Γ+(P,µ)→ Γ+(P′,µ ′)
and sc-Fredholm sections functors
[D]∗ : Fred(P,µ)→ Fred(P′,µ ′).
Moreover, if [D], [D′] : W →W ′ are two generalized strong bundle isomorphisms
inducing the same maps between orbit spaces, i.e. |[D]| = |[D′]|, then [D]∗ = [D′]∗
and [D]∗ = [D′]∗. 
Next we show that generalized isomorphisms map auxiliary norms to auxiliary
norms.
Proposition 11.6. Let (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) be strong bundles
over ep-groupoids and [D] : W → W ′ a generalized strong bundle isomorphism.
Given an auxiliary norm N′ for (P′ : W ′→ X ′,µ ′) there is a well-defined pull-back
N = [D]∗N′ which is an auxiliary norm for (P,µ). Similarly there is a push forward
[D]∗N defining an auxiliary norm on (P′,µ ′). Moreover,
[D]∗[D]∗N = N and [D]∗[D]∗N′ = N′.
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In addition, if [D] and [D′] : W →W ′ satisfy |[D]|= |[D′]|, then [D]∗N = [D′]∗N and
[D]∗N′ = [D′]∗N′.
Proof. In order to define the auxiliary norm N := [D]∗N′we choose a representative
D : W Φ←−W ′′ Ψ−→W ′ and take e ∈W0,1. Since Φ is a strong bundle equivalence, we
find e′′ ∈W ′′0,1 and a morphism Φ(e′′)→ e. Then we define
N(e) := N′(Ψ(e′′)).
As one easily verifies, the definition does not depend on the choices involved since
N′ is a functor W ′ → R+. Moreover it follows from the definition that [D]∗N =
[D′]∗N′ provided |[D]|= |[D′]|. We can also go in the reverse direction to define the
push forward and derive the desired results. 
The sc+-multisections behave nicely too under generalized strong bundle isomor-
phisms, as we shall see next.
In order to define the pull-back and push forward of sc+-multisections we con-
sider the equivalence Φ : W →W ′ between the strong bundles (P : W → X ,µ) and
(P′ : W ′→ X ′,µ ′) covering the equivalence φ : X → X ′ between the underlying ep-
groupoids. The pull back of the sc+-multisectionΛ ′ : W ′→Q+ is the multisection
Λ : W →Q+ defined by
Λ(w) =Φ∗Λ ′(w) =Λ ′(Φ(w)), w ∈W.
The push-forward Φ∗Λ of the sc+-multisection Λ ∗ : W →Q+ at the point w′ ∈W ′
is defined as follows. Using that the equivalence is essentially surjective we find a
point w ∈W and a morphism (σ ′,Φ(w)) ∈W ′,
(σ ′,Φ(w)) : Φ(w)→ w′ = µ ′(σ ′,Φ(w)) ∈W ′.
Here σ ′ ∈ X ′ is the underlying morphism σ ′ : φ(x)→ x′, where x = Pw ∈ X and
x′=P′w′ ∈X ′. The push-forward of the sc+-multisectionΛ ′ : W ′→Q+ is defined
as the sc+-multisection Λ ′ : W ′→Q+,
Λ ′(w′) =Φ∗Λ(w′) =Λ(w).
It is independent of the choices of w and morphism Φ(w)→ w′. Indeed, if w0 ∈W
and Φ(w0)→ w′ is a second morphism in W ′, we obtain the morphism Φ(w)→
Φ(w0) in W ′ and hence a morphism w→ w0 in W and conclude by the functoriality
of Λ that Λ(w) =Λ(w0).
Lemma 11.7. Λ ′ =Φ∗Λ is a functor.
Proof. Given a morphism w′1→ w′2 in W′, we have to show that Λ ′(w′1) =Λ ′(w′2).
There are w1,w2 ∈W and morphisms Φ(w1)→ w′1 and Φ(w2)→ w′2 in W ′. Since
w′1 → w′2 is a morphism, there exists also a morphism Φ(w1)→ Φ(w2). Since Φ
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is an equivalence, there exists a morphism w1 → w2 in W and therefore Λ(w1) =
Λ(w2), in view of the functoriality of Λ . Hence, by definition of Φ∗Λ ,
Λ ′(w′1) =Λ(w1) =Λ(w2) =Λ
′(w′2).

To obtain a local section structure (s′i,σ ′i ) around x′ ∈ X ′ we take a point x ∈ X
and the morphism σ ′ : φ(x)→ x′ in X ′ from above, take the local section structure
(si,σi) of Λ around x, define σ ′i = σi and s′i(x′) = µ(σ ′,Φ(si(x)), and use that σ ′
extends to a unique local sc-diffeomorphism by t ◦ s−1.
By construction,
Φ∗ ◦Φ∗Λ =Λ
for every sc+-mulitisection Λ : W →Q+.
If [D] = [W Φ←−W ′′ Ψ−→W ′] is a generalized strong bundle isomorphism covering the
generalized isomorphism [d] = [X
φ←−X ′′ ψ−→X ′], we choose a representative diagram
and define the push forward [D]∗Λ as the sc+-multisection
[D]∗Λ =Ψ∗ ◦Φ∗ : W ′→Q+.
The definition does not depend on the choice of the diagram.
Proposition 11.7. Let (P : W → X ,µ) and (P′ : W ′→ X ′,µ ′) be strong bundles over
ep-groupoids and [D] : W →W ′ a generalized strong bundle isomorphism. Given a
sc+-multisectionΛ for (P,µ) there exists a well-defined push forward [D]∗Λ and for
a sc+-multisection Λ ′ for (P′ µ ′) a well-defined pull-back [D]∗Λ ′. These operations
are mutually inverse. Moreover, if [D], [D′] : W →W ′ are generalized strong bundle
maps satisfying |[D]| = |[D′]|, then the push-forward and pullback operations for
sc+-multisections are the same. 
The proof follows from previously established properties.
11.6 Coverings and Equivalences
We study proper coverings up to equivalence. We recall that a proper covering func-
tor F : Y → X between ep-groupoids is a sc-smooth functor such that
(1) The sc-smooth map F between the object M-polyfolds is a surjective local sc-
diffeomorphism.
(2) The preimage F−1(x) of every object x ∈ X is finite and there exist open neigh-
borhoods U(x) of x and U(y) for every y ∈ F−1(x) such that F : U(y)→U(x) is
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a sc-diffeomorphism and
F−1(U(x)) =
⋃
y∈F−1(x)
U(y).
(3) The map
α : Y → Xs×FY, φ 7→ (F(φ),s(φ))
is a sc-diffeomorphism.
Denote for an object x∈X by Y (x) the full subcategory of Y generated by the finitely
many objects in F−1(x). We can define a group action of Gx on Y (x) as follows.
For g ∈ Gx and y ∈ Y (x) we define g ∗ y := t(ψ), where α(ψ) = (g,y). Assuming
that α(ψ1) = (g1,y) and α(ψ2) = (g2, t(ψ1)) we see that F(ψ1) = g1, s(ψ1) = y,
F(ψ2) = g2, and s(ψ2) = t(ψ1). There exists a unique ψ3 such that F(ψ3) = g2 ◦g1
and s(ψ3) = y. We note that s(ψ2 ◦ψ1) = s(ψ1) = y which implies that ψ3 =ψ2 ◦ψ1
by uniqueness. Consequently defining g∗ y := t(α−1(g,y)) we compute
(g2 ◦g1)∗ y = t(ψ3) = t(ψ2 ◦ψ1) = t(ψ2) = g2 ∗ t(ψ1) = g2 ∗ (g1 ∗ y).
Moreover 1∗y= t(1y)= y. Hence we can build the translation groupoid GxnYx. The
morphisms are the pairs (g,y) with s(g,y) = y and t(g,y) = g∗ y. The composition
of (g2,y2) and (g1,y1) is defined if y2 = g ∗ y1 and in this case (g2,y2) ◦ (g1,y1) =
(g2 ◦g1,y1).
The category Y (x) is isomorphic to the category GxnYx by the functor which on
objects is the identity Y (x)→ Y (x) and on morphisms α . Indeed, by construction
α(1y) = (1x,y) and
α(ψ2 ◦ψ1) = (F(ψ2 ◦ψ1),s(ψ1)) = (F(ψ2)F(ψ1),s(ψ1)).
We note that F(ψ1)∗ s(ψ1) = t(ψ1) = s(ψ2). Hence
α(ψ2 ◦ψ1) = (F(ψ2),s(ψ2))◦ (F(ψ2),s(ψ1)) = α(ψ2)◦α(ψ1).
Hence we have proved.
Lemma 11.8. Let F : Y → X be a proper covering functor between ep-groupoids.
Then for every object x ∈ X the full subcategory Y (x) generated by the objects in
F−1(x) can be naturally identified with the translation groupoid GxnYx for a natu-
rally defined action
Gx×Yx→ Yx : (g,y)→ g∗ y := t(α−1(g,y)).
The identification of (Y (x),Y (x))→ GxnY (x) is given by the identity on objects
and by the map α on morphisms. 
Every morphism φ : x→ x′ defines an equivalence of categories as follows.
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Lemma 11.9. Let φ : x→ x′ be a morphism in X . Then φ induces an equivariant
map
Bφ : Y (x)→ Y (x′)
and consequently an equivalence of translation groupoids, which is bijective on
objects and morphisms
φ˜ : GxnY (x)→ Gx′ nY (x′) : (g,y)→ (φ ◦g◦φ−1,Bφ (y)).
The map Bφ : Y (x)→ Y (x′) is defined by
Bφ (y) = t(ψ),
where F(ψ) = φ and s(ψ) = y. The map
α−1 ◦ φ˜ ◦α : (Y (x),Y (x))→ (Y (x),Y (x′))
is a natural equivalence of categories associated to φ : x→ x′.
Proof. Given φ : x→ x′ there is an induced equivariant bijection Bφ : Yx → Yx′ de-
fined by
Bφ (y) = t(α−1(φ ,y)).
The equivariance is obtained as follows. We consider (g,y) ∈ Gx ×Y (x) and φ :
x→ x′ and compute Bφ (g ∗ y) as follows. We take ψ1 ∈ Y with F(ψ1) = φ and
s(ψ1) = g∗y= t(ψ2) where F(ψ2) = g and s(ψ2) = y. Then ψ1 ◦ψ2 is well-defined
and s(ψ1 ◦ψ2) = s(ψ2) = y. Moreover F(ψ1 ◦ψ2) = φ ◦g. Hence
Bφ (g∗ y) = t(ψ1) = t(ψ1 ◦ψ2) = Bφ◦g(y).
The morphism φ : x→ x′ determines the group isomorphism Gx→ Gx′ given by
γφ (g) = φ ◦g◦φ−1.
Hence γφ (g)◦φ = φ ◦g. Consequently
Bφ (g∗ y) = Bγφ (g)◦φ (y).
By definition Bγφ (g)◦φ (y) = t(ψ3) with F(ψ3) = γφ (g) ◦ φ and s(ψ3) = y. Pick ψ4
with F(ψ4) = γφ (g) and s(ψ4) = Bφ (y). We also take ψ5 with F(ψ5) = φ and
s(ψ5) = y. Then ψ3 = ψ4 ◦ψ5 which implies
Bγφ (g)◦φ (y) = t(ψ3) = t(ψ4) = γφ (g)∗Bφ (y).
Bringing everything together we obtain
γφ (g)∗Bφ (y) = Bφ (g∗ y).

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Given two proper covering functors F : Y → X and F ′ : Y ′ → X ′ assume we are
given a pair of functorsΨ and Φ making the following diagram commutative
Y Ψ−−−−→ Y ′
F
y F ′y
X Φ−−−−→ X ′.
For objects x ∈ X and x′ ∈ X ′ denote by Y (x) and Y ′(x′) the full subcategories gen-
erated by the finitely many objects in F−1(x) and F ′−1(x′), respectively. The maps
α and α ′ define bijective equivalences of categories
Y (x)→ GxnY (x) : ψ → (F(ψ),s(ψ))
and
Y ′(x′)→ Gx′ nY ′(x′) : ψ ′→ (F ′(ψ ′),s(ψ ′)).
From the commutative diagram we infer thatΨ induces a functor Y (x)→ Y ′(x′).
Definition 11.6. Let F : Y → X and F ′ : Y ′→ X ′ be two proper covering functors.
(1) For a pair (Ψ ,Φ) of sc-smooth functors fitting into the commutative diagram
Y Ψ−−−−→ Y ′
F
y F ′y
X Φ−−−−→ X ′,
we say that (Ψ ,Φ) is an sc-smooth functor between proper coverings F and
F ′, written as
(Ψ ,Φ) : F → F ′.
(2) An equivalence between proper covering functors is an sc-smooth functor
(Ψ ,Φ) : F→ F ′ so that Φ andΨ are equivalences of ep-groupoids and for every
object x ∈ X with x′ = Φ(x) the functor Ψ : Y (x) → Y ′(x′) is a bijection on
objects.
We note that there is a subclass of functors in (1) for whichΨ : Y (x)→ Y (Φ(x)) is
a bijection on objects for every x ∈ X . 
Assume that Γ = (Ψ ,Φ) : F → F ′ is an equivalence between proper coverings
and (ζ ,ξ ) : F ′′ → F ′ an sc-smooth functor. Take the weak fibered products of ep-
groupoids associated to the diagrams
Y Ψ−→ Y ′ ζ←− Y ′′
X Φ−→ X ′ ξ←− X ′′.
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We obtain P :=Y ×Y ′ Y ′′ and Q := X×X ′ X ′′. For (y,ψ ′,y′′) ∈Y ×Y ′ Y ′′ we consider
(F(y),F ′(ψ ′),F ′′(y′′)) and note that
Φ(F(y)) = F ′(Ψ(y)) = F ′(s(ψ ′)) = s(F ′(ψ ′))
and
ξ (F ′′(y′′)) = F ′(ζ (y′′)) = F ′(t(ψ ′)) = t(F ′(ψ ′)),
so that (F(y),F ′(ψ ′),F ′′(y′′)) ∈ X×X ′ X ′′. We abbreviate
H : P→ Q,
where H(y,ψ ′,y′′)= (F(y),F ′(ψ ′),F ′′(y′′)). Before we give the main result we need
to introduce the notion of a natural transformation in our context.
Definition 11.7. Let F and F ′ be proper covering functors and (ζ ,ξ ),(ζ ′,ξ ′) : F→
F ′ a functor between proper coverings. A natural transformation τ is a pairs (τY ,τX )
of natural transformations
τY : Y → Y ′ and τX : X → X ′
of ep-groupoids τY : ζ → ζ ′ and τX : ξ → ξ ′ so that
τX ◦F = F ′ ◦ τY .
We shall write τ : (ζ ,ξ )→ (ζ ′,ξ ′). 
If y ∈ Y we have the morphisms τY (y) : ζ (y)→ ζ ′(y) so that for any morphism
ψ : y1→ y2 the diagram
ζ (y1)
ζ (ψ)−−−−→ ζ (y2)
τY (y1)
y τY (y2)y
ζ ′(y1)
ζ ′(ψ)−−−−→ ζ ′(y2)
Applying F ′ to the diagram we obtain the following diagram where xi = F(yi)
ξ (x1)
ξ (F (ψ))−−−−→ ξ ′(x2)
τX (x1)
y τX (x2)y
ξ ′(x1)
ξ ′(F (ψ))−−−−−→ ξ ′(x2).
The following is the main result in this section.
Theorem 11.10. Assume that Γ = (Ψ ,Φ) : F → F ′ is an equivalence between
proper coverings and (ζ ,ξ ) : F ′′→ F ′ an sc-smooth functor between proper cover-
ings. With the ep-groupoids P and Q defined as the weak fibered products P=Y×Y ′
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and Q = X×X ′ X ′′ the functor H : P→ Q defined by
H(y,ψ ′,y′′) = (F(y),F ′(ψ ′),F(y′′))
the following holds.
(1) The functor H is well-defined and a proper covering functor.
(2) The functor pair (piY ′′ ,piX ′′) : H→ F ′′ is an equivalence of proper covering func-
tors.
(3) The functor pairs (Ψ ◦ piY ,Φ ◦ piX ) : H → F ′ and (ζ ◦ piY ′′ ,ξ ◦ piX ′′) : H → F ′
between proper coverings are naturally equivalent.
Moreover, if X ′′ is a tame ep-groupoid (so that trivially Y ′′ is tame) it holds that
P and Q are tame ep-groupoids. If (ζ ,ξ ) is also an equivalence between proper
coverings, then the pair of projections (piY ,piX ) is an equivalence as well.
Proof. The lengthy proof is divided into several steps.
(A) H is well-defined on morphisms. Hence H is a well-defined functor between
ep-groupoids H : P→ Q. Moreover H is sc-smooth.
The morphism space P associated to P=Y×Y ′Y ′′ consists of all tuples (ψ,ψ ′,ψ ′′)∈
Y ×Y ′×Y ′′ satisfying
s(Ψ(ψ)) ψ
′
−→ s(ζ (ψ ′′)).
Applying H which by definition is (F(ψ),F ′(ψ ′),F ′′(ψ ′′)) we compute that
s(Φ(F(ψ))) = s(F ′(Ψ(ψ))) = s(F ′(ψ ′))
s(ξ (F ′′(ψ ′′))) = s(F ′(ζ (ψ ′′))) = F ′(s(ζ (ψ ′′))) = F ′(t(ψ ′)) = t(F ′(ψ ′′)).
Hence
s(Φ(F(ψ)))
F ′(ψ ′)−−−→ s(ξ (F ′′(ψ ′′))).
This shows that H : P→ Q is a well-defined functor. Since F,F ′ and F ′′ are sc-
smooth the same holds for H.
(B) H is surjective on objects.
Pick (x,φ ′,x′′) ∈ Q. Then φ : Φ(x)→ ξ (x′′). Since F ′′ is a proper covering functor
we can pick y′′ ∈Y ′′ such that F ′′(y′′) = x′′. Since F ′ ◦ζ (y′′) = ξ ◦F ′′(y′′) = ξ (x′′) =
t(φ ′) = s(φ ′−1) there exists a unique ψ ′−1 with
F ′(ψ ′−1) = φ ′−1 and s(ψ ′−1) = ζ (y′′).
Clearly
F ′(ψ ′) = φ ′ and t(ψ ′) = ζ (y′′).
Consider s(ψ ′) and note that F ′(s(ψ ′)) = s(F ′(ψ ′)) = s(φ ′) =Φ(x). Since (Ψ ,Φ) :
F → F ′ is an equivalence between proper covering functors we know that Ψ :
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Y (x)→ Y ′(Φ(x)) is a bijection. Since s(ψ ′) ∈ Y ′(Φ(x)) we find a unique y ∈ Y (x)
withΨ(y) = s(ψ ′). Consequently
(y,ψ ′,y′′) ∈ P
and H(y,ψ ′,y′′) = (x,φ ,x′′).
Next we consider α˜ : P→ Qs×HP defined by
α˜(ψ,ψ ′,ψ ′′) = (H(ψ,ψ ′,ψ ′′),(s(ψ),ψ ′,s(ψ ′′))).
(C) The map α˜ is an sc-diffeomorphism.
It is clear that α˜ is sc-smooth. We can write α˜ as
α˜(ψ,ψ ′,ψ ′′) = ((F(ψ),F ′(ψ ′),F ′′(ψ ′′)),(s(ψ),ψ ′,s(ψ ′′))).
Note that s(F(ψ))=F(s(ψ)), s(F ′(ψ ′))=F ′(s(ψ ′)), and s(F ′′(ψ ′′))=F ′′(s(ψ ′′)).
Let us first show that α˜ is a bijection. So assume we are given ((φ ,φ ′,φ ′′),(y,ψ ′,y′′))
in Qs×HP. Hence
φ ′ : s(Φ(φ))→ s(ξ (φ ′′)) and ψ ′ :Ψ(y)→ ζ (y′′),
and moreover
(F(y),F ′(ψ ′),F(y′′)) = (s(φ),φ ′,s(φ ′′)).
Since F(y′′) = s(φ ′′) there exists a unique ψ ′′ with F ′′(ψ ′′) and s(ψ ′′) = y′′, and
similarly there exists a unique ψ with F(ψ) = φ and s(ψ) = y since F(y) = s(φ).
We compute
s(Ψ(ψ)) =Ψ(s(ψ)) =Ψ(y) = t(ψ ′) and s(ζ (ψ ′′)) = ζ (s(ψ ′′)) = ζ (y′′) = t(ψ ′).
Consequently (ψ,ψ ′,ψ ′′) ∈ P and
α˜(ψ,ψ ′,ψ ′′) = ((φ ,φ ′,φ ′′),(y,ψ ′,y′′)).
The uniqueness of choices of ψ and ψ ′′ in the previous construction shows that α˜ is
also injective.
Next we need to show that α˜ is a local sc-diffeomorphism. For this it suffices to
analyze the sc-smoothness of the previous construction in the surjectivity proof.
Assume that ((φ0,φ ′0,φ
′′
0 ),(y0,ψ
′
0,y
′′
0)) in Qs×HP is given. Varying y′′ sc-smoothly
near y′′0 the data ζ (y
′′) varies sc-smoothly. Using that t is an sc-diffeomorphism there
is a unique ψ ′(y′′) near ψ ′0 with
t(ψ ′(y′′)) = ζ (y′′).
Then s(ψ ′(y′′)) varies sc-smoothly in y′′ and since Ψ is an equivalence we find
y = y(y′′) near y0 varying sc-smoothly in y′′ with
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Ψ(y(y′′)) = s(ψ ′(y′′)).
Hence we obtain the sc-smooth map defined near y′′0 and given by
y′′→ (y(y′′),ψ ′(y′′),ζ (y′′)).
This map is also a local sc-diffeomorphism onto an open neighborhood in P of the
point (y0,ψ ′0,y
′′
0). Moreover, the map y
′′ → H(y(y′′),ψ ′(y′′),ζ (y′′)) is sc-smooth
into P and maps y′′0 to (y0,ψ
′
0,y
′′
0). The source map s : Q → Q is a local sc-
diffeomorphism and we obtain uniquely defined sc-smooth maps defined for y′′ near
y′′0
y′′→ (φ(y′′),φ ′(y′′),φ ′′(y′′)) ∈ Q
with (φ(y′′0),φ
′(y′′0),φ
′′(y′′0)) = (φ0,φ
′
0,φ
′′
0 ), so that
s((φ(y′′),φ ′(y′′),φ ′′(y′′))) = H(y(y′′),ψ ′(y′′),ζ (y′′)).
Hence we have the sc-smooth map defined for y′′ near y′′0 with image in Qs×HP
defined by
y′′→ ((φ(y′′),φ ′(y′′),φ ′′(y′′)),(y(y′′),ψ ′(y′′),y′′)).
Since F(y(y′′)) = s(φ(y′′)) we define ψ(y′′) = α−1(φ(y′′),y(y′′)) and observe that it
is depending sc-smoothly on y′′. Similarly using that F ′′(y′′) = s(φ ′′(y′′)) we obtain
the sc-smooth y′′→ ψ ′′(y′′) = α ′′−1(φ ′′(y′′),y′′). The same gives also ψ ′(y′′) satis-
fying F ′(ψ ′(y)) = φ ′(y) and s(ψ ′(y)) =Ψ(y(y′′)). Hence we obtain the sc-smooth
map
y′′→ ((ψ(y′′),ψ ′(y′′),ψ ′′(y′′))
in Y ×Y ′×Y ′′. By construction the image lies in the sub-M-polyfold P. Define
β˜ (((φ(y′′),φ ′(y′′),φ ′′(y′′)),(y(y′′),ψ ′(y′′),y′′))) = ((ψ(y′′),ψ ′(y′′),ψ ′′(y′′)).
We note that
α˜ ◦ β˜ ((φ(y′′),φ ′(y′′),φ ′′(y′′)),(y(y′′),ψ ′(y′′),y′′))
= ((φ(y′′),φ ′(y′′),φ ′′(y′′)),(y(y′′),ψ ′(y′′),y′′)).
where the right-hand side is an sc-smooth coordinate depending on y′′ and β˜ is sc-
smooth. This shows that α˜ is an sc-diffeomorphism.
(D) H : P→ Q is a local sc-diffeomorphism on objects.
Let (x0,φ ′0,x
′′
0) ∈ Q. For x′′ near x′′0 we have the sc-smooth coordinates x′′ →
(x(x′′),φ ′(x′′),x′′), where φ ′(x′′0) = φ
′
0 and t(φ
′(x′′)) = ξ (x′′). With x′′→ s(φ ′(x′′))
being sc-smooth and Φ being an equivalence we find x(x′′) such that Φ(x(x′′)) =
s(φ ′(x′′x)). Pick any point (y0,ψ ′0,y
′′
0) with H(y0,ψ
′
0,y
′′
0) = (x0,φ
′
0,x
′′
0). Using F
′′
we find sc-smooth x′′→ y′′(x′′) with F ′′(y′′(x′′)) = x′′ and similarly using F we find
y(x′′) with F(y(x′′)) = x(x′′). We note that
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s(φ ′(x′′)) =Φ(x(x′′)) =Φ ◦F(y(x′′)) = F ′ ◦Ψ(y(x′′)).
We find ψ ′(x′′) such that
F ′(ψ ′(x′′)) = φ ′(x′′) and s(ψ ′(x′′)) =Ψ(y(x′′)).
Then (y(x′′),ψ ′(x′′),y′′(x′′)) depends sc-smoothly on x′′ and is a local inverse for H.
(E) (piY ′′ ,piX ′′) : F×F ′ F ′′→ F ′′ is an equivalence of proper covering functors.
We know from the constructions in the ep-groupoid framework that piY ′′ :Y×Y ′Y ′′→
Y ′′ and piX ′′ : X ×X ′ X ′′ → X ′′ are equivalences of ep-groupoids. We compute on
objects
piX ′′ ◦H(y,ψ ′,y′′) = piX ′ ◦ (F(y),F ′(ψ ′),F ′′(y′′)) = F ′′(y′′) = F ′′ ◦piY ′(y,ψ ′,y′′)
and similarly on morphisms, so that we have the commutative diagram of functors
P = Y ×Y ′ Y ′′
piY ′′−−−−→ Y ′′
H
y F ′′y
Q = X×X ′ X ′′
piX ′′−−−−→ X ′′.
Consider q ∈ Q and the associated P(q) and pick any y′′ ∈ Y ′′(piX ′′(q)). With q =
(x,φ ′,x′′) and y′′ ∈ Y ′′(x′′). Then F ′′(y′′) = x′′ and we find since t(φ ′) = ξ (x′′) =
ξ ◦ F ′′(y′′) = F ′ ◦ ζ (y′′) a unique ψ ′ ∈ Y ′ with F ′(ψ ′) = φ ′ and t(ψ ′) = ζ (y′′).
Since Φ(x) = s(φ ′) = s(F ′(ψ ′)) = F ′(s(ψ ′)) we can considerΨ : Y (x)→Y ′(Φ(x))
an by the properties of Ψ there exists a unique y ∈ Y (x) with Ψ(y) = s(ψ ′). Then
(y,ψ ′,y′′) ∈ P(q) and
piY ′′(y,ψ ′,y′′) = y′′.
This shows that piY ′′ : P(q)→Y ′′(piX ′′(q)) is surjective, and the uniqueness assertions
during the proof show that the map is a bijection.
(F) The functor pairs (Ψ ◦piY ,Φ ◦piX ) and (ζ ◦piY ′′ ,ξ ◦piX ′′) are naturally equivalent
as functors H→ F ′.
We define τP : P→ Y ′ and τQ : Q→ X ′ as follows
τP(y,ψ ′,y′′) = ψ ′
τQ(x,φ ′,x′′) = φ ′.
We compute
F ′ ◦ τP(y,ψ ′,y′′) = F ′(ψ ′) = τQ(F(y),F ′(ψ ′),F(y′′)) = τQ ◦H(y,ψ ′,y′′).
Hence (τP,τQ) is compatible with H and F in the sense that F ′ ◦ τP = τQ ◦H. We
compute further that
410 11 Geometry up to Equivalences
Ψ ◦piY (y,ψ ′,y′′) =Ψ(y) ψ
′
−→ ζ (y′′) = ζ ◦piY ′′(y,ψ ′,y′′),
which means since τY (y,ψ ′,y′′) =ψ ′, that τP :Ψ ◦piY → ζ ◦piY ′′ . Similarly we show
that
τQ : Φ ◦piX → ξ ◦piX ′′ .
Hence (τP,τQ) : (Ψ ◦piY ,Φ ◦piX )→ (ζ ◦piY ′′ ,ξ ◦piX ′′) as claimed.
The assertions about tameness are trivial. If X ′′ is tame, i.e. the objects M-polyfold
is tame, then with s and t being local sc-diffeomorphsims the morphism space X ′′
is tame. Since the object space X ×X ′ X ′′ is locally sc-diffeomorphic to X ′′ it is
tame and then the same holds for the associated morphism space. Since F ′′ : Y ′′→
X ′′ is a proper covering functor it is a surjective local sc-diffeomorphism implying
the tameness for the object space Y ′′ and then by the standard argument for the
morphism space. The same argument which we used for X×X ′ X ′′ implies that Y×Y ′
Y ′′ is tame. 
Consider the categoryPC of proper coverings between ep-groupoids and the func-
tors defined above as morphisms. Then we have the special collection E = EPC of
equivalences, and as in the ep-groupoid case we can pass to the categoryPC(E−1),
i.e. carry out the localization at EPC. The procedure is similar as in the ep-groupoid
case and we just sketch the basic points and leave details to the reader.
As before the new categoryPC(E−1) has the same objects as the categoryPC. In
order to define the morphisms in the new category we consider diagrams
d : F Γ←− A ε−→ F ′
where F , A, and F ′ are proper coverings of ep-groupoids,Γ an equivalence of proper
coverings, and ε a functor between proper coverings. We shall call d a diagram
from F to F ′ and we shall write d : F → F ′.
Definition 11.8. Assume we are given two diagrams d,d′ : F → F ′ between proper
coverings. A common refinement for the diagrams d,d′ : F→ F ′ is given by equiv-
alences H : A′′→ A and H ′ : A′′→ A′ giving the diagram
F Γ←−−−− A ε−−−−→ F ′
H
x
A′′
H ′
y
F Γ
′←−−−− A′ ε ′−−−−→ F ′
so that Γ ◦H ' Γ ′ ◦H ′ and ε ◦H ' ε ′ ◦H ′. 
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Having a common refinement defines an equivalence relation as the following
proposition shows.
Proposition 11.8. Assume that d,d′,d′′ : F→ F ′ are diagrams between proper cov-
erings. If d and d′ have a common refinement and d′,d′′ have a common refinement,
then d,d′′ have a common refinement.
Proof. We consider the diagrams
F Γ←−−−− A ε−−−−→ F ′
H
x
A′′
H ′
y
F Γ
′←−−−− A′ ε ′−−−−→ F ′
F Γ
′←−−−− A′ ε ′−−−−→ F ′
K
x
B′′
K′
y
F Γ
′′←−−−− B′′ ε ′′−−−−→ F ′.
By assumption
Γ ◦H ' Γ ′ ◦H ′, ε ◦H ' ε ′ ◦H ′, Γ ′ ◦K ' Γ ′′ ◦K′, ε ′ ◦K ' ε ′′ ◦K′.
We take the weak fibered product associated to
A′′ H
′−→ A′ K←− B′′
resulting in A′′×A′ B′′. In view of Theorem 11.10 the projections piA′′ and piB′′ are
equivalences between proper coverings since H ′ and K are equivalences. Moreover,
again by Theorem 11.10
H ′ ◦piA′′ ' K ◦piB”.
Consider
F Γ←−−−− A ε−−−−→ F ′
H◦piA′′
x
A′′×A′ B′′
K′◦piB′′
y
F Γ
′′←−−−− B′′ ε ′′−−−−→ F ′.
We note that
Γ ◦ (H ◦piA′′)' Γ ′ ◦H ′ ◦piA′′ ' Γ ′ ◦K ◦piB′′ ' Γ ′′ ◦ (K′ ◦piB′′),
and
ε ◦ (H ◦piA′′)' ε ′ ◦H ′ ◦piA′′ ' ε ′ ◦ (K ◦piB′′).
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This concludes the proof that having a common refinement defines an equivalence
relation. 
The morphisms in our new category PC(E−1) will be the equivalence classes [d]
of diagrams. We need to define a composition. As in the ep-groupoid case we define
for d : F → F ′ and d′ : F ′ → F ′′ the composition [d′] ◦ [d] : F → F ′′ as follows.
Writing more precisely
F Γ←− A ε−→ F ′ Γ ′←− A′ ε ′−→ F ′′
we take the weak fibered product A×F ′ A′ associated to the part A ε−→ F ′ Γ
′←− A′ and
define a new diagram d′′ by
d′′ : F Γ ◦piA←−−− A×F ′ A′
ε ′◦piA′−−−→ F ′′.
As in the ep-groupoid case the equivalence class of the diagram d′′ is independent
of the representatives picked in [d] and [d′]. Hence we define
[d′]◦ [d] := [d′′].
The identities in the new category are given by [F
1F←− F 1F−→ F ] and the inverses to
[F Γ←− A Γ ′−→ F ′] by [F ′ Γ ′←− A Γ−→ F ]. The verifications are purely formal and follow
the scheme used in the ep-groupoid case. There exists a natural functor
I :PC→PC(E−1)
which is the identity on objects and on morphisms ε : F → F ′ is defined by
I(ε) = [F 1F←− F ε−→ F ′].
Remark 11.4. We can go one step further and incorporate strong bundles. The fol-
lowing discussion uses the results from Section 8.4 and Section 10.4.
Recall from Section 8.4 the definition of proper strong bundle covering functors, see
Definition 8.10.
Let (W,µ) and (V,τ) be strong bundles over ep-groupoids Y and X , respectively.
A proper strong bundle covering functor is a strong bundle map A (in particular
fiberwise linear), for which the diagram
W A−−−−→ V
P
y Qy
Y F−−−−→ X
(11.14)
is commutative and which has the following additional properties.
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(1) A is surjective and a local strong bundle isomorphism covering a sc-smooth
proper covering functor F : Y → X .
(2) The preimage F−1(x) of every object x ∈ X is finite, and there exist open neigh-
borhoods U(x)⊂ X and U(y)⊂ Y for every y ∈ F−1(x), where the sets U(y) are
mutually disjoint, such that the map
A : W |U(y)→V |U(x)
is a strong bundle isomorphism for every y ∈ F−1(x), and
F−1(U(x)) =
⋃
y∈F−1(x)
U(y).
(3) The map
W →V s×AW : (ψ,w)→ ((F(ψ),A(w)),w)
is a strong bundle isomorphism covering the sc-diffeomorphism Y → X s×FY :
ψ → (F(ψ),s(ψ)). Here the strong bundle projection
V s×AW → X s×FY
is given by ((φ ,v),w)→ (φ ,P(w)).
For the economy of notation we shall introduce the following notation. A proper
strong bundle covering A refers to A : W → V and the rest of the data in the di-
agram (11.14) is implicitly assumed. Sometimes we shall write instead of A more
comprehensively A→ F to emphasize the underlying proper covering between ep-
groupoids. If we need to reveal for an argument more data we use the full diagram
(11.14).
There is a category S BPC where the objects are proper coverings between strong
bundles A and the morphisms are (pairs of ) functors a : A→ A′. There is a again
a natural notion of equivalence and one can carry out the associated localization
procedure resulting inS BPC[E−1S BPC]. The details are left to the reader. 

Part III
Fredholm Theory in Ep-Groupoids
In this part we bring the sc-Fredholm theory into the context of ep-groupoids. We in-
troduce sc+-multisections and prove associated extension results. We introduce the
integration results in the ep-groupoid context and discuss orientation and transver-
sality questions. The core of Part III consists of the Chapters 12 to 15 and extends
the work in [37, 38, 39, 40].
In Chapter 16 we explore the previous study of the notions, which are invariant
under equivalences. This leads to the generalization of the usual finite-dimensional
theory of orbifolds and their bundles to the M-polyfold framework. The results are
immediate consequences of the discussion in the core chapters and we allow our-
selves to be brief. In fact, we restrict ourselves to ourselves to the basic notions
and some sample results. The reader is encouraged to bring other results into this
framework. The origin of 16 is in the paper [38].
Chapter 12
Sc-Fredholm Sections
We shall develop the sc-Fredholm theory for sc-Fredholm section functors f . This
means we shall discuss their compactness properties and develop a transversality
and perturbation theory. The functorial property of f means that f locally respects
certain symmetries. It is a known fact that symmetry and transversality are antag-
onistic concepts, i.e. in general it is impossible to achieve transversality by using
perturbations respecting symmetries. For this reason we have to develop a multi-
valued perturbation theory.
12.1 Introduction and Basic Definition
The definition of an sc-Fredholm section follows immediately from the definitions
in the M-polyfold case, see Definition 3.7. We shall consider a strong bundle over
an ep-groupoid (P : W → X ,µ) and an sc-smooth section functor f : X →W .
Definition 12.1. The sc-smooth section functor f of P is said to be a sc-Fredholm
section functor provided f as an sc-smooth section of the strong bundle W → X
over the M-polyfold X , the object space, is sc-Fredholm. 
This means in particular that f is regularizing in the following sense. If x is an
object in Xm and f (x) ∈Wm,m+1, then x ∈ Xm+1. The regularizing property for mor-
phisms holds as well. To see this, assume that φ : x→ y is a morphism in X m and
f (φ) ∈W m,m+1. Using f (s(φ)) = s( f (φ)) we see that s(φ) ∈ Xm+1 implying that
φ ∈ X m+1. Moreover, for every smooth object x ∈ X the germ ( f ,x) has a filled ver-
sion (g,0) so that (g− s,0) for a suitable local sc+-section is conjugated to a basic
germ.
In the following discussion we shall introduce the functor versions of the concepts
already appearing in the M-polyfold version of the sc-Fredholm theory.
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12.2 Auxiliary Norms
In Part I we have introduced the notion of an auxiliary norm for an M-polyfold. In
this section we generalize this concept to ep-groupoids by incorporating morphisms.
The additional requirement is the compatibility with morphisms.
Definition 12.2 (Auxiliary norm). Let (P : W → X ,µ) be a strong bundle over an
ep-groupoid according to Definition 8.4. We denote by W0,1 the topological space
defined by
W0,1 = {h ∈W | h has bi-regularity (0,1)},
and by P : W0,1 → X the projection onto the object space X . The fibers P−1(x)
are, as usual, Banach spaces. An auxiliary norm N for (P,µ) is a continuous map
N : W0,1→ [0,∞) having the following properties.
(1) The restriction of N to each fiber P−1(x) is a complete norm.
(2) If (hk) is a sequence in W0,1 such that (P(hk)) converges in X to some x, and
N(hk)→ 0, then hk→ 0x in W0,1.
(3) If h = µ(φ ,k) for φ ∈ X and k ∈W0,1 satisfying s(φ) = P(k), then
N(h) = N(k).

If we ignore the compatibility with morphisms for the moment, it is easy to construct
an auxiliary norm locally, see Part I. However, in order to construct an auxiliary
norm globally we need partitions of unity and we have to incorporate the compati-
bility with morphisms. These partitions of unity do not have to be sc-smooth, since
we do not require N to have smoothness properties. Nevertheless we need their ex-
istence and therefore have to assume paracompactness of the orbit space |X |. The
main result in this section guarantees an auxiliary norm for strong bundles over
ep-groupoids whose orbit spaces are paracompact.
Theorem 12.1. Every strong bundle P : W → X over an ep-groupoid X with para-
compact orbit space |X | admits an auxiliary norm. 
The proof requires some preparation and we start with continuous partitions of unity.
Recall that a subset A of an ep-groupoid X is saturated provided A = pi−1(pi(A)),
where pi : X → |X | is the quotient map.
Definition 12.3. Let X be an ep-groupoid with paracompact orbit space |X |. A con-
tinuous partition of unity of the ep-groupoid X consists of a family of continuous
functions βλ : X → [0,1], λ ∈ Λ , defined on the object space X and possessing the
following properties.
12.2 Auxiliary Norms 419
(1) If there exists a morphism φ : x→ y, then βλ (x) = βλ (y) for all λ .
(2) For every point x ∈ X there exists a saturated open neighborhood U(x) such that
there are only finitely many indices λ for which supp(βλ )∩U(x) 6= /0.
(3) ∑λ∈Λ βλ (x) = 1 for every x ∈ X . The sum is locally finite in view of property
(2).

The existence of a continuous partition of unity for the ep-groupoid X is equiva-
lent to the existence of such a partition on the orbit space |X |. Indeed, if (β̂λ ) is a
continuous partition of unity for |X |, then (βλ = β̂λ ◦pi) is one for X . Conversely,
a continuous partition of unity (βλ ) for X descends, in view of (1), to one on the
quotient space |X |.
Definition 12.4. Given an open cover (Uλ )λ∈Λ of saturated sets for the ep-groupoid
X , a subordinate continuous partition of unity is a continuous partition of unity
for the ep-groupoid X indexed by the same set , say (βλ )λ∈Λ (some of the functions
might vanish), such that supp(βλ )⊂Uλ for all λ ∈Λ . 
Proposition 12.1. Consider an ep-groupoid X with paracompact orbit space |X | .
Then for every open cover by saturated sets there exists an subordinate continuous
partition of unity for the object M-polyfold X.
Proof. If (Uλ ) is an open cover of saturated sets, then (pi(Uλ )) is an open cover of
|X | and we can take a subordinate continuous partition of unity (β̂λ ). Then βλ :=
β̂λ ◦ pi is the desired partition of unity on X where some of the functions βλ may
vanish identically. 
In order to construct the auxiliary norm, the neighborhoods have to be chosen care-
fully. This is accomplished by the following theorem, which will be used quite fre-
quently. We shall refer to the theorem as the good neighborhood theorem.
Theorem 12.2 (Good Neighborhood Theorem). Let P :W→X be a strong bundle
over an ep-groupoid X. Then every object x ∈ X possesses open neighborhoods
U ′(x) and U ′′(x) having the following properties.
(1) clX (U ′(x))⊂U ′′(x).
(2) U ′′(x) admits the natural Gx-action (defined by (Φ ,Γ )), which leaves U ′(x)
invariant, i.e., Φ(g)(U ′(x)) =U ′(x) for all g ∈ Gx.
(3) W |U ′′(x) is strong bundle isomorphic to a local model K→O, where we use the
local models (O,C,E) and (K,U /F,E /F).
(4) A sequence of morphisms (φk) ⊂ X satisfying s(φk) ∈ clX (U ′′(x)) and t(φk)→
z∈ X possesses a subsequence converging to φ ∈X satisfying s(φ)∈ clX (U ′′(x))
and t(φ) = z.
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(5) If U(x) = pi−1(pi(U ′(x))) is the saturation of U ′(x), then
(U(x)\U ′(x))∩ clX (U ′′(x)) = /0.
Proof. If x∈X we choose by Theorem 7.1 an open neighborhood V (x) on which we
have the natural Gx-action defined by (Φ ,Γ ) such that the map t : s−1(clX (V (x)))→
X is proper, and there exists a strong bundle isomorphism between W |V (x) and
a local strong bundle model. Then we take open neighborhoods U ′′(x) and U ′(x)
satisfying
U ′(x)⊂ clX (U ′(x))⊂U ′′(x)⊂ clX (U ′′(x))⊂V (x)
and such that U ′(x) and U ′′(x) are invariant under the diffeomorphisms Φ(g), g ∈
Gx. At this point (1)-(4) hold and it remains to prove (5).
Arguing by contradiction we assume that (U(x) \U ′(x))∩ clX (U ′′(x)) 6= /0. Hence
we find a morphism φ : y → z from y ∈ clX (U ′′(x)) \U ′(x) to z ∈ U ′(x). Since
y,z ∈V (x) there exists a uniquely determined g ∈Gx satisfying φ = Γ (g,y). Conse-
quently, z = t(Γ (g,y)) =Φ(g)(y). Since z ∈U ′(x) and U ′(x) is invariant, it follows
that y ∈U ′(x) contradicting y 6∈U ′(x). 
Now we can prove the main result.
Proof (Proof of Theorem 12.1). Let U(x) = pi−1(pi(U ′(x))) be the saturation of
U ′(x) where U ′(x) has the properties listed in Theorem 12.2. The sets |U(x)| =
|U ′(x)| = pi(U ′(x)), where x varies over X , define an open cover of |X |. Since |X |
is assumed to be paracompact, we find a subordinate partition of unity (β̂x) for |X |,
and define for the open cover (U(x)) of X the partition of unity βx = β̂x ◦pi . For ev-
ery x ∈ X we can take U ′(x) and fix a strong bundle isomorphismΨ : W |U ′(x)→ K
covering ψ : U ′(x)→ O. Here we use models (O,C,E) and (K,C /F,E /F).
On W |U ′(x)→U ′(x) we define the action of Gx by the
g∗w = µ(Γ (g,P(w)),w) for g ∈ Gx, w ∈W |U ′(x) (12.1)
recalling that s(Γ (g,P(w))) = P(w). We note that P(g ∗w) = P(µ(Γ (g,y),w)) =
t(Γ (g,P(w)) =Φ(g)(P(w)) and hence,
P(g∗w) =Φ(g)(P(w)).
In order to verify that (12.1) defines a group action we have to recall from the natural
representation in Theorem 7.1, the homeomorphism Φ and the map Γ , and from
Definition 8.4, the properties of the strong bundle map µ : Xs×PW →W . If g = 1x,
then Γ (1x,P(w)) = 1x and µ(1x,w) = w for all w, and hence 1x ∗w = w.
Moreover,
γ ∗ (g∗w) = µ(Γ (γ,P(g∗w)),g∗w) = µ(Γ (γ,P(g∗w),µ(Γ (g,P(w)),w)
= µ(Γ (γ,P(g∗w)◦Γ (g,P(w)),w).
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Since t(Γ (g,P(w)) = Φ(g)(P(w)) and s(Γ (γ,P(g ∗ w))) = Φ(γ)Φ(g)(P(w)) =
Φ(γ ◦g)(P(w)), the composition above is a morphism
P(w)→Φ(γ ◦g)(P(w)),
and hence is equal to Γ (γ ◦g,P(w)) in view of the properties of Γ . Consequently,
γ ∗ (g∗w) = µ(Γ (γ ◦g,P(w)),w) = (γ ◦g)∗w
and (12.1) defines indeed a group action of Gx. It is the natural lift of the natural
Gx-action on U ′(x) to the bundle W |U ′(x).
We define on W0,1|U ′(x) the map N′x : W0,1|U ′(x)→ [0,∞) by
N′x(w) =
1
|Gx| · ∑g∈Gx
‖pr2 ◦Ψ(g∗w)‖F1 .
The map N′x is invariant under the group action of Gx, i.e.,
N′x(h∗w) = N′x(w)
for all h ∈ Gx and w ∈W0,1|U ′(x).
Next we extend the definition to W0,1|U(x). If w ∈W0,1|U(x) with base point y =
P(w) ∈U(x), there is a morphism φ satisfying s(φ) = y and t(φ) ∈U ′(x), and we
define
N′′x (w) = N
′
x(µ(φ ,w)).
Here, as before, µ is the structural map of the strong bundle structure. This is well-
defined and the extension is compatible with the initial definition of N′x. Next we
define the function Nx : W0,1→ [0,∞) as follows.
Nx(w) =
{
0 if P(w) 6∈U(x)
βx(P(w)) ·N′′x (w) if P(w) ∈U(x).
In order to show that Nx is a continuous function we assume that wk→ w in W0,1. If
P(w) = y ∈U(x), then yk = P(wk) ∈U(x) for large k. Since U(x) is the saturation
of U ′(x), we find a morphism φ : y→ z with z ∈ U ′(x). We define w′ = µ(φ ,w)
so that P(w′) = Pµ(φ ,w) = t(φ) = z ∈U ′(x). For k large we similarly define for
the sequence wk satisfying P(wk) = yk ∈U(x) the sequence w′k = µ(t ◦ s−1(yk),wk).
Since wk→ w in W0,1 and µ and t ◦ s−1 are local sc-diffeomorphisms, we conclude
w′k→ w′. Therefore, N′x(w′k)→ N′x(w′) and so, Nx(wk)→ Nx(w).
If P(w) 6∈U(x) we know that Nx(w) = 0. If P(w) does not belong to the closure of
U(x), the continuity assertion is trivial. Hence we assume that P(w) ∈ clX (U(x)) \
U(x). By construction, supp(βx) is a closed subset in X contained in U(x). We find
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an open neighborhood V (P(w)) in X not intersecting the support of βx. If now wk→
w, then P(wk) ∈V (P(w)) for large k, and the continuity assertion follows.
Clearly, if βx(y) 6= 0, then N′′x , restricted to the fiber of W0,1 over y, is a complete
norm. Assume that (wk) is a sequence so that yk = P(wk) has the properties
(1) yk→ y with βx(y)> 0.
(2) Nx(wk)→ 0.
Then we find as above an isomorphic sequence (w′k) for which P(w
′
k) = y
′
k → y′ ∈
U ′x. It follows from the construction of N′x that w′k→ 0y′ and the same holds evidently
for (wk).
Finally, we define the function N : W0,1→ [0,∞) by
N = ∑
x∈X
Nx.
Given any y ∈ X there exists, by construction, a saturated open neighborhood V =
V (y) in X so that there are only finitely many x ∈ X for which Nx 6= 0 for the fibers
above y. This shows that N is continuous. It clearly induces fiber-wise a complete
norm on W0,1. Moreover, if N(wk)→ 0 and P(wk)→ y there is at least one x for
which βx(y)> 0. We conclude that wk→ 0y in W0,1 by the previous discussion.
We have verified that the function N is an auxiliary norm for (P,µ) and the proof of
Theorem 12.1 is complete. 
In certain applications we shall need to extend given auxiliary norms over ∂X to
auxiliary norms over X . The basic result is the following theorem, where the reader
should note that we require X to be a tame ep-groupoid.
Theorem 12.3 (Extension of Auxiliary Norms). Let (P : W → X ,µ) be a strong
bundle over a tame ep-groupoid X with paracompact orbit space |X |. Suppose N is
an auxiliary norm given for W |∂X, i.e.,
N : W0,1|∂X → [0,∞)
has the properties required in Definition 12.2. Then there exists an auxiliary norm
N˜ : W0,1→ [0,∞) which coincides over ∂X with N.
Proof. It is clear from the proof of Theorem 12.1 that we only need to show, for
every x ∈ ∂X , that N has a local extension to a saturated small open neighborhood.
The proof of Theorem 12.1 shows how to define auxiliary norms on saturated open
neighborhoods U(x) for which we assume that clX (U(x))∩∂X = /0. Then a partition
of unity argument, as previously used, gives an auxiliary norm for W0,1→ X .
Since the construction is local we can work in local coordinates. Hence we consider
a strong local bundle P : K→ O, where (O,C,E) is a tame local M-polyfold model
and K ⊂C/F is the image of a strong bundle retraction R : U /F→U /F covering
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the sc-smooth retraction r : U →U satisfying r(U) = O, and U ⊂C is open in the
partial quadrant C= [0,∞)n⊕H in the sc-Banach space E. Since r is tame it satisfies
dC(r(x)) = dC(x) for x ∈U , which will be important. We may assume that we work
near a point x0 = (0,h0) ∈ O. (We cannot assume that h0 ∈ E is zero, since x0 may
be on level 0). We shall first carry out a local construction, in order to construct N˜
on W0,1|U ′(x0). Here U ′(x0) ⊂ O is an open neighborhood invariant under Gx and
N˜ = N on W0,1|(∂O∩U ′(x0)).
We now turn to the details. We abbreviate e0 = (1,1,1, . . . ,1,0) ∈C = [0,∞)n⊕H.
Then there exists a sc0-function τ : C→ [0,∞) so that for given (t,h) ∈ [0,∞)n⊕H
the vector (t,h)− τ(t,h)e0 has at least one of its first n-coordinates vanishing. The
map τ only depends on t, and is given by
τ(t,h) = min{t1, . . . , tn}.
Then the map
q : C→C, defined by q(t,h) = (t,h)− τ(t)e0,
is a sc0-retraction onto ∂C. If (t,h) ∈ [0,∞)n⊕H is near (0,h0), then (t,h) ∈U and
r(q(t,h)) ∈U . Using the tameness property of r we see that r(q(t,h)) ∈ O∩ ∂C =
∂O. Also for (t,h) ∈ ∂O it holds that r(q(t,h)) = r(t,h) = (t,h) Consequently,
(t,h) 7→ r(q(t,h))
is a sc0-retraction defined near (0,h0), which fixes the points in ∂O near (0,h0). For
((t,h),w) ∈ K in which (t,h) is close to (0,h0) and w is on level 1, we define N′ by
N′((t,h),w) = N(r(q(t,h)),A(r(q(t,h)))w)+‖w−A(r(q(t,h)))w‖F1 ,
where R(u,w) = (r(u),A(u)w) is the strong bundle retraction. If ((t,h),w) ∈ K
with (t,h) ∈ ∂O near (0,h0), then R((t,h),w) = (r(t,h),A(t,h)w) = ((t,h),w) and
r(q(t,h)) = r(t,h) = (t,h). Consequently,
N′((t,h),w) = N((t,h),w).
Therefore N′ extends N. At this point we have constructed for W0,1|U ′(x0) an exten-
sion of N, where U ′(x0) is a sufficiently small open neighborhood of x0 in O, which
we may assume to be invariant under the Gx0 -action. Now we average N
′ over the
group Gx0 to obtain as a result N
′′. Since N was already compatible with morphisms,
the averaged N′′ is still an extension of N.
At this point we leave the local coordinates. Pulling back the local data by a strong
bundle chart we have proved the following local extension result. Under the assump-
tions of the theorem there exists for every x ∈ ∂X an open neighborhood U ′(x)⊂ X
invariant under Gx and an auxiliary norm N′′x : W0,1|U ′(x)→ [0,∞) so that N =N′′x on
W0,1|(∂X∩U ′(x)). Moreover, if φ ∈X satisfies s(φ), t(φ)∈U ′(x) and w′= µ(φ ,w),
then N′′x (w) = N′′x (w′). By taking U ′(x) smaller but still invariant under Gx, we
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may assume that every sequence of morphisms (φk) with s(φk) ∈ clX (U ′(x)) and
(t(φk)) in a compact subset, has a convergent subsequence. We can extend, as al-
ready demonstrated previously in the proof of Theorem 12.1, N′′x to the saturation
U(x) of U ′′(x). So far we have constructed for every x ∈ ∂X an extension of N to a
saturated open neighborhood U(x) ⊂ X . We already know how to define auxiliary
norms for saturated open neighborhoods of points x ∈ X \∂X . In this case we may
assume that the saturated open neighborhoods are small enough, so that their clo-
sures do not intersect ∂X . Finally, using a partition of unity argument, we obtain
an auxiliary norm possessing the desired properties. The proof of Theorem 12.3 is
complete. 
The strong bundle P : W → X over an ep-groupoid is said to have reflexive 1-fibers
if there exists a strong bundle atlas with local strong bundle models K ⊂ C /F in
which F1 is a reflexive Banach space, and C ⊂ E a partial quadrant in a sc-Banach
space. Following [37] we introduce the notion of mixed convergence.
Definition 12.5 (Mixed convergence). A sequence (wk) ⊂ W of bi-regularity
(0,1), i.e. wk ∈W0,1, is said to be mixed convergent to an element w ∈W0,1 pro-
vided P(wk)→P(w)=: x in X0, and there exists a strong bundle chartΨ :W |U(x)→
K ⊂ E /F (F1 being reflexive), such that forΨ(wk) = (ak,hk) andΨ(w) = (a,h) the
sequence hk converges weakly to h in F1, denoted by hk ⇀ h in F1. We shall write
wk
m−→ w
if wk is mixed convergent to w. 
Remark 12.1. The definition does not depend on the choice of the chartΨ . Indeed,
if Φ : K → K′ is a strong bundle isomorphism (arising as a transition map) and
Φ(a,h) = (φ(a),A(a,h)), we consider a sequence wk = (ak,hk)∈K satisfying ak→
a in E0 and hk ⇀ h in F1. The latter implies that hk → h in F0. Then Φ(ak,hk) =:
(bk, lk) satisfies bk → b in E ′0 and lk → l in F ′0. For large k, the operator norms of
continuous linear operators A(ak, ·) : F1→F ′1 are uniformly bounded. Therefore, the
sequence (lk) = (A(ak,hk)) is bounded in F ′1. From hk → h in E0 we conclude the
convergence (bk, lk) = Φ(ak,hk)→ Φ(a,h) =: (b, l) in E ′0⊕F ′0. The boundedness
of (lk) in F ′1 and the convergence of (bk, lk) on level 0 implies the weak convergence
lk ⇀ l in F ′1. 
In the context of strong bundles with reflexive fibers we consider special auxiliary
norms.
Definition 12.6. Let P : W → X be a a strong bundle over an ep-groupoid with re-
flexive 1-fibers . A reflexive auxiliary norm N : W0,1→ [0,∞) is a continuous map
possessing the following properties.
(0) N is a functor, i.e. if h′ = µ(φ ,h) for h,h′ ∈W0,1 and φ : P(h)→ P(h′) a mor-
phism in X, then N(h) = N(h′).
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(1) For every x∈X the function N, restricted to the fiber of W0,1 over x, is a complete
norm.
(2) If (wk) is a sequence in W0,1 satisfying P(wk)→ x in X and N(wk)→ 0, then
wk→ 0x in W0,1.
(3) If (wk)⊂W0,1 is mixed convergent to w ∈W0,1, then
N(w)≤ liminfk→0N(wk).

The next result guarantees the existence of reflexive auxiliary norms for strong bun-
dles P : W → X with reflexive 1-fibers and paracompact orbit spaces |X |.
Theorem 12.4 (Reflexive auxiliary norms). We assume P : W → X is a strong
bundle with reflexive 1-fibers, over an ep-groupoid X with paracompact orbit space
|X |. Then there exists a reflexive auxiliary norm N. Moreover, for every functorial
continuous map f : X → (0,∞) i.e., f is invariant under the morphisms, the map
h→ f (P(h))N(h) is a reflexive auxiliary norm. For every auxiliary norm N′, there
exist two reflexive auxiliary norms N1 and N2 satisfying
N1 ≤ N′ ≤ N2.

Remark 12.2. Most of the constructions are similar to the constructions in Theorem
12.3. Before we begin with the proof let us note the following facts which are easily
verified.
(1) If N is a reflexive auxiliary norm, so is ( f ◦P) ·N, if f : X→ (0,∞) is a functorial
continuous map.
(2) If N1 and N2 are two auxiliary norms, there is a function f as above such that
N1 ≤ ( f ◦P) ·N2.
(3) If U is a saturated open subset of X , and N a reflexive auxiliary norm for W0,1|U ,
then, given a functorial continuous map f : X → [0,∞) with support supp( f )
contained in U , the map N˜ : W0,1 → [0,∞), defined by N˜(w) = 0 if P(w) 6∈ U ,
and by N˜(w) = f (P(w))N(w) if P(w) ∈ U , has the property that for a mixed
convergent sequence wk
m−→ w the estimate N(w)≤ liminfk→∞N(wk) holds.

Proof (Theorem 12.4). It suffices to construct for every x ∈ X an open saturated
neighborhood U and an reflexive auxiliary norm for W0,1|U . Then the above facts
and the construction in Theorem 12.3 will lead to the desired result. Around an
object x ∈ X we take a strong bundle chartΨ : W |U ′(x)→ K, where K ⊂C /F , and
C is a partial quadrant in a sc-Banach space. Here F1 is a reflexive Banach space.
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We may assume that U ′(x) admits the natural Gx-action, which has a natural lift to
W |U ′(x), and define
NU ′(x)(h) =
1
|Gx| ∑g∈Gx
‖pr2 ◦Ψ(g∗h)‖F1 .
We extend NU ′(x) to the saturation U(x) = pi−1(pi(U ′(x)) of U ′(x) as follows. If w ∈
W0,1|U(x) there exists a morphism φ : P(w)→ y ∈U ′(x) and we define NU(x)(w) =
NU ′(x)(w′), where w′ = µ(φ ,w). The definition does not depend on the choice of
the morphism φ as long as it has the stated properties. Then NU(x) has the desired
properties and the proof is completed by a previous partition of unity argument. 
We also need for later inductive constructions an extension theorem for reflexive
auxiliary norms.
Theorem 12.5 (Extension of reflexive auxiliary norms). Let W be a strong bun-
dle with reflexive 1-fibers over the tame ep-groupoid X. We assume that a reflex-
ive auxiliary norm N is given for W0,1|∂X. Then there exists a reflexive auxiliary
N˜ : W0,1→ [0,∞) which extends N, i.e.
N˜|(W0,1|∂X) = N.
Proof. The local extension defined in Theorem 12.3 is well-behaved under mixed
limits which follows immediately by inspection. We can define local auxiliary norms
over saturated neighborhoods of points x ∈ X not belonging to the boundary, which
are also well-behaved with respect to mixed convergence, and the argument is com-
pleted by partitions of unity, as in Theorem 12.4. 
12.3 Sc+-Section Functors
The main point of this subsection is to show that there is a significant supply of sc+-
sections under suitable conditions. In addition, we show that sc+-sections defined
over the boundary can be extended to the whole ep-groupoid. For the notion of a
sc-smooth bump function in the M-polyfold framework we refer to Part I.
Definition 12.7. An ep-groupoid X admits sc-smooth bump functions provided
for every object x and every saturated open neighborhood U(x) there exists a sc-
smooth map f : X → R not identically 0, having its support in U(x) and satisfying
f (y) = f (z) if there exists a morphism φ : y→ z. 
We point out that in our definition we do not require f to take values in [0,1]. As
we shall see next there is an easy criterion to decide whether the ep-groupoid admits
sc-smooth bump function.
12.3 Sc+-Section Functors 427
Theorem 12.6. Let X be an ep-groupoid.
(1) The ep-groupoid X admits sc-smooth bump functions if and only if the underlying
object M-polyfold admits sc-smooth bump functions.
(2) If the ep-groupoid X admits sc-smooth bump functions, then there exists for
every object x ∈ X and every saturated open neighborhood U(x) a sc-smooth
bump function f : X → [0,1] satisfying f (x) = 1 and supp( f )⊂U(x).
The subtle point of the statement in (1) is the following. For ep-groupoids the bump
functions are compatible with the morphisms, whereas for the underlying object
space X viewed as a M-polyfold there is no compatibility condition. Concerning (2)
we note that for a given x all the guaranteed sc-smooth bump functions might not
take values in [0,1], and even worse it could be that f (x) = 0. However, the theorem
claims that one can construct sc-smooth bump functions possessing the additional
properties once there is the guaranteed supply of sc-smooth bump functions.
Proof (Theorem 12.6). (1) We first assume that the ep-groupoid X admits sc-smooth
bump functions. We consider the object M-polyfold X and choose a point x ∈ X and
an open neighborhood U(x)⊂ X of x in the M-polyfold X . Then we take a smaller
open neighborhood V (x) satisfying clX (V (x)) ⊂ U(x) such that V (x) is equipped
with a natural Gx-action Φ as defined in Theorem 7.1 and for which, moreover, the
map t : s−1(clX (V (x)))→ X is proper. Next we take another open neighborhood
W (x) having the following properties.
• W (x)⊂ clX (W (x))⊂V (x).
• W (x) is invariant under the Gx-action Φ .
On the saturation W˜ (x) = pi−1(pi(W (x))) of W (x) we find, by assumption, a sc-
smooth bump function f : X → R satisfying supp( f ) ⊂ W˜ (x) and f (y′) = f (y′′)
if there is a morphism φ : y′ → y′′. There is a point z′ ∈ W˜ (x) at which f (z′) 6= 0
and there exists a morphism φ : z′→ y with y ∈W (x), and hence f (y) = f (z′) 6= 0.
Therefore f does not vanish on W (x) and we define β : X → R by
β (z) =
{
f (z) for z ∈W (x)
0 for z ∈ X \W (x). (12.2)
Then β 6≡ 0 and
supp(β )⊂ clX (W (x))⊂V (x)⊂ clX (V (x))⊂U(x).
We shall show that β is a sc-smooth function, so that that β is a sc-smooth bump
function having its support in U(x).
By construction, β is sc-smooth at all points which do not belong to clX (W (x)) \
W (x). Hence we only have to consider points z ∈ clX (W (x)) \W (x). In the case
z 6∈ W˜ (x), using that supp( f ) is closed in X and a subset of W˜ (x), we find an open
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neighborhood Q(z) not intersecting supp( f ) and hence β = 0 on Q(z). In the remain-
ing case where z ∈ W˜ (x), there exists a morphism φ : z0 → z for some z0 ∈W (x).
Since z ∈ clX (W (x)) \W (x), we conclude that z ∈ V (x). But also z0 ∈ V (x) and
therefore by Theorem 7.1, for a suitable g ∈ Gx we have Φ(g)(z0) = z. From the
invariance of W (x) under the action of Gx we deduce that z ∈W (x) contradicting
z 6∈W (x) and showing that this case does not occur. We have proved that β is a
sc-smooth function with supp(β )⊂U(x).
Conversely, we assume that the object M-polyfold X admits sc-smooth bump func-
tions. For a given x∈ X and a saturated open neighborhood U(x) we choose an open
neighborhood V (x) satisfying clX (V (x))⊂U(x) such that on V (x)we have the natu-
ral Gx-action and t : s−1(clX (V (x)))→ X is proper. We take another open neighbor-
hood W (x) which is invariant under the Gx-action and satisfies clX (W (x)) ⊂ V (x).
Then we take a sc-smooth bump function f : X →R having its support in W (x) and
consider f : W (x)→ R. We can average with respect to the group Gx and may as-
sume without loss of generality that f , on W (x), is Gx-invariant. Now we define the
function β : X → R by
β (y) =
{
f (z) if there exists a morphism φ : z→ y with z ∈W (x)
0 if y 6∈ pi−1(pi(W (x)).
The function β is well-defined, i.e., it coincides with f on W (x). Indeed, if y ∈
W (x) and φ : z→ y for z ∈W (x), then z = Φ(g)(y) for some g ∈ Gx and hence, in
view of the invariance of W (x), f (z) = f (y) so that β = f on W (x). Moreover, by
construction β 6= 0 and supp(β )⊂U(x). Further β is compatible with morphisms.
It remains to show that β is sc-smooth. This is clear at point a z ∈ X \ W˜ (x)
and a point z ∈ W˜ (x) = pi−1(pi(W (x))). Hence we only have to consider points
z ∈ clX (W˜ (x)) \ W˜ (x). We shall show that such a point z has an open neighbor-
hood Q(z) not intersecting the support of β , which will imply the result. Other-
wise, arguing indirectly, we find a convergent sequence zk → z with β (zk) 6= 0.
Then, by the construction of β , there exist morphisms φk satisfying t(φk) = zk and
s(φk)∈W (x). Using the properness, after perhaps taking a subsequence, we may as-
sume that φk→ φ . Hence t(φ) = z and s(φ) ∈ clX (W (x)). Since z 6∈ W˜ (x) we must
have s(φ) 6∈W (x). We find arbitrarily small open neighborhoods of s(φ) on which
β vanishes. Taking the image under the local sc-diffeomorphism t ◦ s−1 we see that
z has such a neighborhood as well. This leads to a contradiction and the proof of (1)
is complete.
(2) If the ep-groupoid X admits sc-smooth bump functions we know from part (1)
that the object M-polyfold admits sc-smooth bump functions. In view of a result in
Part I, (Proposition 5.5) we find on the object M-polyfold sc-smooth bump functions
which take values in [0,1], satisfy f (x) = 1, and have support in the prescribed open
neighborhood U(x). Now carrying out the construction in (1) for this function f
we first average and then extend to obtain a sc-smooth bump function on the ep-
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groupoid which, in addition, takes values in [0,1] and at the point x the value 1. This
completes the proof of (2). The proof of Theorem 12.6 is complete. 
Next we use the previous discussion to prove the existence of suitable sc+-sections
for strong bundles (P,µ) over ep-groupoids X admitting sc-smooth bump functions.
Sections σ : X →W of strong bundles over ep-groupoids have, of course, to be
compatible with morphisms, i.e., they satisfy
σ(t(φ)) = µ(φ ,σ(s(φ))) for all φ ∈ X.
Theorem 12.7. We assume that (P : W → X ,µ) is a strong bundle over the ep-
groupoid X which admits sc-smooth bump functions, and which has, in addition, a
paracompact orbit space |X |. Let N be an auxiliary norm for (P,µ). Given a smooth
point x ∈ X with isotropy Gx, a smooth point e ∈Wx satisfying e = µ(g,e) for all
g ∈ Gx, an open neighborhood Ô of pi(x) in |X |, and ε > 0, then there exists a
sc+-section functor σ : X →W possessing the following properties.
(1) The support of σ is contained in pi−1(Ô).
(2) σ(t(φ)) = µ(φ ,σ(s(φ)) for all φ ∈ X.
(3) σ(x) = e.
(4) N(σ(y))≤ N(e)+ ε for all y ∈ X.
The hypothesis that |X | is paracompact is used to insure the existence of auxiliary
norms N. The existence of sc-smooth bump functions is used for the actual con-
struction of the functor σ .
Proof. We choose an open neighborhood U(x) of x contained in pi−1(Ô) and having
the following properties.
• The natural Gx-action is defined on U(x).
• t : s−1(clX (U(x)))→ X is proper.
• There exists a strong bundle isomorphism Ψ : W |U(x)→ K which covers the
sc-diffeomorphism ψ : U(x)→ O satisfying ψ(x) = 0. Here we use the local
model (O,C,E) for the object M-polyfold X and the model (K,C /F,E /F) for
the local strong bundle retract K = R(U /F) defined by the retraction R(u, f ) =
(r(u),ρ(u) f ) for (u, f ) ∈U ⊕F . The sc-smooth map r : U →U is a retraction
onto O = r(U). The diagram
P−1(U(x)) Ψ−−−−→ KyP yp
U(x)
ψ−−−−→ O
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commutes.
We choose a smaller neighborhood V (x), still invariant under the action of Gx, such
that clX (V (x)) ⊂ U(x) and denote by V˜ (x) the saturation of V (x). By construc-
tion, V˜ (x) ⊂ pi−1(Ô). Then we take on the object M-polyfold X a sc-smooth bump
function f : U(x)→ [0,1] satisfying f (x) = 1 and having its support in V (x). We
also assume that f is invariant under the Gx-action. As used already in the previous
proof there is a canonical way to extend it to a sc-smooth bump function for the
ep-groupoid X . We denote this extension by β .
The construction of the desired section σ of P : W |U(x)→U(x) starts in the bundle
chartΨ . Recalling that ψ(x) = 0, we denote the image of the distinguished smooth
point e ∈Wx under the strong bundle isomorphism Ψ : W |U(x)→ K by Ψ(e) =
(0,e′). We define the section s′ of the local bundle p : K→ O by
s′(m) = R(m,e′) = (m,ρ(m)e′)
for all m ∈ O, so that s′(0) = R(0,e′) = (0,e′) because R retracts onto K.
The strong bundle isomorphism Ψ : W |U(x)→ K induces the Gx-action on K, de-
fined by
g∗Ψ(w) =Ψ(g∗w) and g∗ψ(y) = ψ(g∗ y),
for all g∈Gx and w∈W |U(x) and y∈O, where g∗w= µ
(
Γ (g,P(w)),w
)
. Recalling
the assumption e = µ(g,e) on e ∈Wx and the property Γ (g,x) = g for g ∈ Gx, we
deduce that g∗ e = e and g∗Ψ(e) =Ψ(g∗ e) =Ψ(e) and hence g∗ (0,e′) = (0,e′)
for all g ∈ Gx.
If h(y) =Ψ−1(s′(ψ(y))) is the pull-back section h : U(x)→W |U(x), we introduce
for every g ∈ Gx the section hg : U(x)→W |U(x) by
hg(y) = µ
(
Γ (g,g−1 ∗ y),h(g−1 ∗ y))
for all y ∈U(x). It satisfies hg(e) = e. Averaging these sections over Gx we obtain
the section σ ′′ : U(x)→W |U(x), given by
σ ′′(y) =
1
|Gx| ∑g∈Gx
hg(y)
=
1
|Gx| ∑g∈Gx
µ
(
Γ (g,g−1 ∗ y),h(g−1 ∗ y)).
Then σ ′′(e) = e and we claim that σ ′′ is Gx-equivariant in the sense that
σ ′′(γ ∗ y) = γ ∗σ ′′(y) = µ(Γ (γ,y),σ ′′(y)) (12.3)
for all y ∈U(x) and γ ∈ Gx. Indeed, recalling that g−1 ∗ (γ ∗ y) = (g−1 ◦ γ) ∗ y, the
left-hand side becomes
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σ ′′(γ ∗ y) = 1|Gx| ∑g∈Gx
µ
(
Γ (g,(g−1 ◦ γ)∗ y),h((g−1 ◦ γ)∗ y)). (12.4)
By the properties of Γ ,
Γ (g,(g−1 ◦ γ)∗ y) = Γ (γ ◦ γ−1 ◦g,(g−1 ◦ γ)∗ y) = Γ (γ,y)◦Γ (γ−1 ◦g,(g−1 ◦ γ)∗ y)
Hence, by the properties of the structure map µ ,
µ
(
Γ (g,(g−1 ◦ γ)∗ y),h((g−1 ◦ γ)∗ y))
= µ
(
Γ (γ,y)◦Γ (γ−1 ◦g,(g−1 ◦ γ)∗ y),h((g−1 ◦ γ)∗ y))
= µ
(
Γ (γ,y),µ
(
Γ (γ−1 ◦g,(g−1 ◦ γ)∗ y),h((g−1 ◦ γ)∗ y))). (12.5)
Therefore, inserting (12.5) into (12.4), changing to the summation index g−1 ◦γ and
using the linearity of the map µ
(
Γ (γ,y), ·) : Wy →Wγ∗y we arrive at the formula
σ ′′(γ ∗ y) = µ(Γ (γ,y),σ ′′(y)) as claimed.
Since every morphism φ connecting two points in U(x) has the form φ = Γ (g,y)
for s(φ) = y and t(φ) = g∗ y and a unique g ∈ Gx, we deduce from (12.5) that
σ ′′(t(φ)) = µ
(
φ ,σ ′′(s(φ))
)
(12.6)
for every morphism φ between points in U(x).
The section σ ′ : U(x)→W |U(x) defined by σ ′(y) = β (y) · σ ′′(y) is again a Gx-
equivariant sc+-section. In addition, σ ′ has its support in V (x) and satisfies σ ′(e) =
e. Finally, we proceed as in the proof of Theorem 12.6 and use the morphisms in X
to extend the section σ ′ from U(x) to the desired sc+-section functor σ : X →W . It
satisfies the properties (1)-(3). The property (4) is achieved by choosing V (x) small
enough, see also Remark 12.4 below. The proof of Theorem 12.7 is complete. 
Remark 12.3. As we shall see later on in the Fredholm theory on ep-groupoids or
polyfolds, the property of a section of a strong bundle of being functorial and the
property of being transversal are competing and do quite often not hold simultane-
ously. This forces us to use multivalued sections. Note that in the previous theorem
there would be no such section functors σ if we would not have required that e has
Gx as an automorphism group. Later on we shall see that such (restricted) section
functors σ used as perturbations will not be sufficient to achieve transversality. 
Another remark is concerned with the above proof, whose ingredients allow to de-
fine sc+-sections having properties required in situations in which we try to achieve
transversality.
Remark 12.4. Given a smooth point x ∈ X and a Gx-invariant open neighborhood
U(x) of x, one constructs a sc+-section s with desired properties near x and compat-
ible with the Gx-action, i.e., compatible with morphisms whose targets and sources
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belong to U(x). Then we can take an invariant sc-smooth function f : X→ [0,1]with
support in U(x) and satisfying f = 1 near x so that the product f · s is a sc+-section
on U(x). The proof of Theorem 12.7 shows how to extend f · s to a sc+-section
defined on all of X . The construction, i.e., the choice of f allows to control the size
of f · s with respect to the auxiliary norm N and therefore controls the extension s˜,
which is entirely determined by f · s. As this remark shows, local constructions can
always be extended in a controlled way. In applications we shall see local construc-
tions, where the section attains particular values, or where the linearization at x has
certain properties. Basically any finite-dimensional idea about a perturbation can be
implemented in the polyfold set-up. 
We come to the sc-smooth extension of a sc+-section defined over the boundary
∂X of an ep-groupoid. We recall the discussion of local faces in Part I. Namely,
if (O,C,E) is a tame local model, then there exists an open subset U of C and a
sc-smooth retraction r : U →U preserving the degeneracy index dC, having O as its
image, and for every smooth point x∈O there exists a sc-subspace A of Ex satisfying
TxO⊕sc A = Ex.
Definition 12.8. We consider a strong bundle (P : W → X ,µ) over the tame ep-
groupoid X and assume that the map s : ∂X →W satisfies P ◦ s = Id. Then s is
called sc+-section defined over the boundary provided for every point x ∈ ∂X and
every local face F containing x, the restriction s|F is a sc+-section of the bundle
W |F → F . 
The boundary ∂X is not a M-polyfold. However, locally it is the union of a fi-
nite number of faces due to the tameness assumption. These faces are M-polyfolds,
which allows us to define some kind of sc-smoothness via the properties of all local
restrictions. This control is enough to guarantee local sc+-smooth extensions.
Recall that for a tame retract (O,C,E) the equality dO(x) = dC(x) holds for x ∈ O,
see Proposition 2.10. In particular ∂O = O∩∂C.
Proposition 12.2. Let K → O be a tame local strong bundle model, where K =
R(U /F) is a strong bundle retract and the strong bundle retraction R covers the
tame retraction r : U →U of the local model (O,C,E). We assume that s is a sc+-
section defined on an open neighborhood in ∂O of some x0 ∈ ∂O. Then there exists
an open neighborhood V (x0) ⊂ O and a sc+-section s˜ of W |V (x0) such that s˜ = s
on ∂O near x0.
Proof. There is no loss of generality to assume that E = Rn⊕H, C = [0,∞)n⊕H,
and x0 = (0,h0). Possibly h0 6= 0 if x0 is not smooth. For a subset I of {1, . . . ,n} and
a point (t,h) near (0,h0), we define
(t,h)I = r(tI ,h),
where tI is obtained from t by putting ti = 0 if i ∈ I. We define s˜ on an open neigh-
borhood V (x0) in O by the following formula
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s˜(t,h) =
n
∑
j=1
(−1) j+1 ∑
|I|= j
R((t,h),s((t,h)I)).
The maps (t,h)→ s((t,h)I) are sc+-sections of the bundle O/F→O near x0, imply-
ing that s˜ is a local sc+-section. The following straightforward computation shows
that s˜ = s on ∂O near x0. Namely, considering (t,h) ∈ O with ti0 = 0 near x0 and
using (t,h){i0} = r(t{i0},h) = r(t,h) = (t,h), we compute
s˜(t,h) =
n
∑
j=1
(−1) j+1 ∑
|I|= j
s((t,h)I)
=
n
∑
j=1
(−1) j+1 ∑
|I|= j,i0∈I
s((t,h)I)+
n
∑
j=1
(−1) j+1 ∑
|I|= j,i0 6∈I
s((t,h)I)
=
n
∑
j=1
(−1) j+1 ∑
|I|= j−1,i0 6∈I
s((t,h)I∪{i0})+
n
∑
j=1
(−1) j+1 ∑
|I|= j,i0 6∈I
s((t,h)I)
=
n−1
∑
j=0
(−1) j ∑
|I|= j,i0 6∈I
s((t,h)I)+
n
∑
j=1
(−1) j+1 ∑
|I|= j,i0 6∈I
s((t,h)I)
=
n−1
∑
j=0
(−1) j ∑
|I|= j,i0 6∈I
s((t,h)I)+
n−1
∑
j=1
(−1) j+1 ∑
|I|= j,i0 6∈I
s((t,h)I)
= s((t,h){i0}) = s(r(t,h)) = s(t,h).

There is a corollary in the presence of symmetries.
Corollary 12.1. Let (O,C,E) be as described in Proposition 12.2, and x0 ∈ ∂O =
∂C∩O a point such that Gx0 acts by sc-diffeomorphisms on O with a lift to a strong
bundle model P : K → O. We assume that s is a sc+-section defined on an Gx0 -
invariant open neighborhood of x0 in ∂O and satisfying s(g∗x) = g∗s(x) for x∈ ∂O
near to x0. Then on a suitable Gx0 -invariant neighborhood of x0 in O there exists
a sc+-section ŝ, which is invariant under the Gx0 -action and which restricts to s on
∂O near x0.
Proof. Averaging the extension s˜ guaranteed by Proposition 12.2, we obtain the
local section ŝ near x0 in O, defined by
ŝ(x) =
1
|Gx0 | ∑g∈Gx0
g−1 ∗ (s˜(g∗ x)) .
Since s is by assumption equivariant, it follows that ŝ = s on ∂O near x0. 
Using this local result we prove the following extension result.
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Theorem 12.8 (Extension of sc+-section functors). Let (P : W → X ,µ) be a
strong bundle over the tame ep-groupoid X whose orbit space |X | is paracompact.
Suppose that the ep-groupoid admits sc-smooth partitions of unity. Given a sc+-
section functor s of W |∂X and a saturated open neighborhood U of ∂X in X, there
exists exists a sc+-section functor s˜ of P supported in U, which on ∂X restricts to s.
Moreover, if an auxiliary norm N and δ > 0 are given such that N(s(x))< δ for all
x ∈ ∂X, then the extension s˜ can be constructed in such a way that N(s˜(x))≤ δ for
all x ∈ X.
Proof. For every x ∈ ∂X we take the open neighborhood U(x) ⊂ X guaranteed by
Corollary 12.1 and contained in the open neighborhood U ⊂ X of ∂X , such that the
section s˜ on U(x) is an extension of s|(U(x)∩ ∂X). We extend s˜ in an equivariant
way to the saturation U˜(x) = pi−1(pi(U(x)) of U(x) and denote this extension by
s˜x. The complement U∞ = X \ ∂X of the boundary is saturated and so we obtain
a covering of X by the saturated open sets U∞ and U˜(x), x ∈ ∂X . Using Theorem
12.6 (2), we choose a subordinated sc-smooth partition of unity consisting of the sc-
smooth bump functions β∞ and βx on U˜(x) for every x ∈ ∂X according to Definition
12.7, where βx : X → [0,1] satisfies βx(x) = 1 and supp(βx)⊂ U˜(x). Using only the
functions βx (and not β∞), we define the section s˜ by
s˜ = ∑
x∈∂X
βxs˜x,
which is a sc-smooth section functor extending s and supported in U .
The map z 7→ N(s˜(z)) is continuous and we find a saturated open neighborhood V
of ∂X , whose closure is contained in U such that N(s˜(z)) < δ on V . Then we take
another saturated open neighborhood V ′ of ∂X whose closure is contained in V .
The two sets V and X \ clX (V ′) constitute an open saturated cover of X . Arguing as
before we find an associated sc-smooth partition of unity in which the sc-smooth
bump function β : X → [0,1] has its support in V ′ and satisfies β = 1 on ∂X . Then
the product β · s˜ is an extension of s which satisfies N((β · s˜)(x))≤ δ for all x ∈ X .
The proof of Theorem 12.8 is complete. 
12.4 Compactness Properties
The standing assumption for this section is that (P : W → X ,µ) is a strong bundle
over an ep-groupoid. We assume that we have fixed an auxiliary norm N :W0,1→R+
(a functor). One can extend N to W by setting N(h) = +∞ if h is not of bi-regularity
(0,1). Hence we may view N as a functor W →R+∪{+∞}. Most of the results we
shall describe here are straight forward generalizations of the results in Chapter 5.
We shall denote for a section f of P by S f the full subcategory of X associated to all
zero-objects for f , i.e. all x ∈ X with f (x) = 0.
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Definition 12.9. Let f be an sc-smooth section functor of P, where (P : W → X ,µ)
is a strong bundle over a tame ep-groupoid and N an auxiliary norm.
(1) We say f has compact solution set (in the ep-groupoid sense) if the orbit space
|S f | associated to S f is compact.
(2) The section f is said to be proper if |S f | is compact and for every auxiliary norm
N there exists an open saturated neighborhood U of S f with the property that the
orbit space of the set
{x ∈U | N( f (x))≤ 1}
has compact closure.

These two compactness notions are equivalent for sc-Fredholm sections functors.
The ep-groupoid version of Theorem 5.1 is given by the following result.
Theorem 12.9. Let f be an sc-Fredholm section of the strong bundle (P : W →
X ,µ) over an ep-groupoid with paracompact orbit space |X |, which guarantees the
existence of auxiliary norms. The following two statements are equivalent.
(1) f is proper.
(2) f has a compact solution set.
Proof. (1) ⇒ (2). It is clear that properness implies a compact solution set in the
ep-groupoid sense.
(2) ⇒ (1). Assume next that f has a compact solution set and an auxiliary norm
N is given. Then we take for every z ∈ |S f | a representative xz ∈ X and we find,
employing Theorem 5.1, an open neighborhood U(xz) admitting the natural action
and having the properness property, so that Σz := {y∈U(xz) | N( f (y))≤ 1} satisfies
• clX (Σz) is compact.
This property persists if we replace U(xz) by a smaller open neighborhood, for
which we may assume that it admits the natural Gxz -action and that it has the prop-
erty that cl|X |(|U |) = |clX (U)|, see Proposition 7.3. Then the orbit set
Vz := |U(xz)|
is an open neighborhood of z. We note that cl|X |(|Σz|) is compact and contained in
|clX (U(xz))|.
Since |S f | is compact we find finitely many z1, ...,zk so that the corresponding Vzi
cover |S f |. Denote by U the saturated open neighborhood of S f defined by
U =
k⋃
i=1
pi−1(Vzi).
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Then
cl|X |(|{x ∈U | N( f (x))≤ 1}|)⊂
k⋃
i=1
cl|X |(|Σzi |),
which proves the claim. 
In order to formulate an ep-groupoid version of Theorem 5.4 we need the notion of
the reflexive local compactness property in the ep-groupoid context.
Definition 12.10. Assume that P : Y → X is a strong bundle over an ep-groupoid
with reflexive (0,1)-fiber and let f be an sc-smooth section functor of P, which in
addition is regularizing. We say that f has the ep-groupoid reflexive local com-
pactness property provided for every reflexive auxiliary norm N (a functor) and
every point x ∈ X there exists an open neighborhood U(x) in X , i.e. on level 0, so
that clX ({y ∈U(x) | N( f (y))≤ 1}) is a compact subset of X . 
Let us discuss this definition in more detail. We need the following fact.
Lemma 12.1. Let X be an ep-groupoid. The following holds.
(1) For a saturated subset Σ of X the equality cl|X |(|Σ |) = |clX (Σ)| holds.
(2) For a subset Σ of X with compact closure the equality cl|X |(|Σ |) = |clX (Σ)|
holds.
Proof. For any subset Σ the continuity of pi : X→ |X | : x→ |x| implies the inclusion
|clX (Σ)| ⊂ cl|X |(|Σ |).
(2) Assume that z ∈ cl|X |(|Σ |). We pick a representative x of z and an open neigh-
borhood U(x) with the natural Gx-action and the properness property. Let (zk)⊂ |Σ |
with zk→ z. There is no loss of generality assuming that (zk)⊂ |U(x)|. We can pick
(xk) ⊂U(x) with zk = |xk| and must have xk → x. Since Σ is saturated xk ∈ Σ and
we conclude that x ∈ clX (Σ), i.e. z ∈ |clX (Σ)|.
(2) Pick z ∈ cl|X |(|Σ |) and (zk) ⊂ |Σ | converging to z. We can pick (xk) ⊂ Σ with
|xk|= zk. After perhaps taking a subsequence and using the compactness of clX (Σ)
we may assume that xk→ x ∈ cl(Σ). Then z = |x| ∈ |clX (Σ)|. 
Assume that f has the reflexive local compactness property. Given a point x ∈ X we
find an open neighborhood U(x), which is invariant under the Gx-action, having the
properness property, i.e. t : s−1(clX (U(x)))→ X is proper, so that
clX ({y ∈U(x) | N( f (y))≤ 1}) is compact.
Denoting by U˜(x) the saturation of U(x) and using that f and N are functors we
observe that
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{y˜ ∈ U˜(x) | N( f (y˜))≤ 1} (12.7)
= {y ∈ X | ∃ φ ∈ X , s(φ) = y, t(φ) ∈U(x) and N( f (t(φ)))≤ 1}
are saturated sets and that
clX ({y ∈U(x) | N( f (y))≤ 1}) is compact.
Hence
cl|X |(|{y ∈ clX (U(x)) | N( f (y))≤ 1}|) = |clX ({y ∈U(x) | N( f (y))≤ 1})|.
Consequently, using (12.7)
|clX ({y˜ ∈ U˜(x) | N( f (y˜))≤ 1})|
= cl|X |(|{y˜ ∈ U˜(x) | N( f (y˜))≤ 1}|)
= |clX ({y ∈U(x) | N( f (y))≤ 1})|.
Now the following proposition is easily obtained.
Proposition 12.3. Assume that P : Y → X is a strong bundle over an ep-groupoid
with reflexive (0,1)-fiber and let f be an sc-smooth section functor of P, which in
addition is regularizing. Then the following three statements are equivalent.
(1) f has the ep-groupoid reflexive local compactness property.
(2) For every reflexive auxiliary norm N for (P : W → X ,µ) and z ∈ |X | there exists
a saturated open subset U˜ with z ∈ |U˜ | so that |clX ({y ∈ U˜ | N( f (y)) ≤ 1})| is
compact.
(3) For every reflexive auxiliary norm N for (P : W → X ,µ) and z ∈ |X | there exists
a saturated open subset U˜ with z ∈ |U˜ | so that cl|X |(|{y ∈ U˜ | N( f (y))≤ 1}|) is
compact.

A basic result, which generalizes Theorem 5.4 is the following.
Theorem 12.10. Assume that (P : W → X ,µ) is a strong bundle over the tame
ep-groupoid X with paracompact orbit space |X |, where W has reflexive (0,1)-
fibers. Denote by N a reflexive auxiliary norm and let f be an sc-Fredholm functor
with compact solution set having the reflexive local compactness property. Defining
S∂ f = {x ∈ ∂X | f (x) = 0} let U∂ ⊂ ∂X be an open saturated neighborhood in ∂X
of S∂ f so that cl|X |(|{y ∈U∂ | N( f (y)) ≤ 1}|) is compact in |X |. Then there exists
a saturated open neighborhood U of S f = {x ∈ X | f (x) = 0} with the following
properties.
(1) U ∩∂X =U∂ .
(2) The closure of |{x ∈U | N( f (x))≤ 1}| in |X | is compact.
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Proof. For z∈ |U∂ | we take a representative xz of z. Following the argument of The-
orem 5.4 we find an open neighborhood U(xz) in X such that one of the following
properties holds.
(a) N( f (x))> 1 for x ∈U(xz) and U(xz)∩∂X ⊂U∂ .
(a’) clX ({x ∈U(xz) | N( f (x))≤ 1}) is compact and U(xz)∩∂X ⊂U∂ .
In addition to one of these properties we can always assume the following
(b) U(xz) admits the natural Gxz -action.
(c) cl|X |(|U(xz)|) = |clX (U(xz))|.
By construction, we obtain for every z ∈ |U∂ | an open neighborhood U(xz) with
either the properties (a), (b), (b) or the properties (a’), (b), (c).
The set cl|X |(|{x ∈U∂ | N( f (x))≤ 1}|) is compact. We find z¯1, ..., z¯` ∈ |U∂ | so that
|clX ({x ∈U∂ | N( f (x))≤ 1})| ⊂ |U(x¯1)|∪ ..∪|U(x¯`)|,
where x¯i = xz¯i . Denoting by U˜(x¯i) the saturation of U(x¯i) we obtain, since U∂ is
saturated that
(U˜(x¯1)∪ ...∪U˜(x¯`))∩∂X ⊂U∂ .
If z ∈ |U∂ | \ |(U˜(x¯1)∪ ..∪U˜(x¯`))| we must have N( f (xz))> 1. Consider the union
U˜ := U˜(x¯1)∪ ..∪U˜(x¯`)∪
⋃
z∈|U∂ |\|(U˜(x¯1)∪..∪U˜(x¯`))|
U˜(xz).
Here U˜(xz) is the saturation of U(xz). Clearly U˜(xz) does not depend on the choice
of x and we shall define
U˜(z) := U˜(xz).
Then |U˜(z)|= |U(xz)| and we write with our modified notation
U˜ = U˜(z1)∪ ...∪U˜(z`)∪
⋃
z∈|U∂ |\|(U˜(z1)∪..∪U˜(z`))|
U˜(z).
This is an open subset of X satisfying U˜ ∩ ∂X =U∂ . Moreover, the closure of the
orbit space of {x ∈ U˜ | N( f (x))≤ 1} is compact. Indeed, take a sequence (xk)⊂ U˜
satisfying N( f (xk))≤ 1. We may assume up to isomorphism that (xk)⊂U(x¯1)∪ ..∪
U(x¯`) and since the closure of each of the finitely many sets {x ∈U(x¯i) | N( f (x))≤
1} is compact, we see that (xk) has a convergent subsequence. The orbit space of
the set {x ∈ X \U˜ | f (x) = 0} is compact and we find finitely many U(xi)⊂ X \∂X ,
say i = `+1, ...,e, whose orbit spaces cover this compact set so that in addition the
closure of each set {x ∈U(xi) | N( f (x))≤ 1} is compact. Moreover, we assume as
usual that these sets have the natural action on them. Finally define with zi = |xi|
and U˜(zi) the saturation of U(xi)
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U = U˜ ∪U˜(z`+1)∪ ...∪U˜(ze).
Then U ∩∂X =U∂ and |clX ({x∈U | N( f (x))≤ 1})| is compact. The latter satisfies
|clX ({x ∈U | N( f (x))≤ 1})|= cl|X |(|{x ∈U | N( f (x))≤ 1}|)
in view of Lemma 12.1 since U is saturated. The proof is complete. 
12.5 Orientation Bundle
For many applications of the sc-Fredholm theory orientation questions play an im-
portant role. We already discussed these issues in the context of the M-polyfold
theory and we shall generalize the discussion to cover the case where we deal with
an sc-Fredholm section functor of a strong bundle over an ep-groupoid. We shall
denote by (P : W → X ,µ) a strong bundle over an ep-groupoid and by f an sc-
Fredholm section functor. Given a smooth x ∈ X we consider the affine space of
linearizations Lin( f ,x) introduced in Definition 6.1. The elements of Lin( f ,x) are
all linear sc-operators S : TxX →Wx obtained by taking a local sc+-section s satis-
fying s(x) = f (x) and putting S := ( f − s)′(x). We do not require s to be compatible
with the action of the isotropy group Gx of x. Given a morphism φ : x→ x′ between
smooth points we obtain the sc-isomorphism Tφ : TxX → Tx′X and define
φ∗ : Lin( f ,x)→ Lin( f ,x′) : φ∗S := µ(φ ,S◦ (Tφ)−1).
Of course, we need to verify that this is well-defined.
Lemma 12.2. The following holds for smooth points x and x′.
(1) Given a morphism φ : x→ x′ and S ∈ Lin( f ,x) the sc-operator φ∗S belongs to
Lin( f ,x′).
(2) The map φ∗ : Lin( f ,x)→ Lin( f ,x′) is a bijection.
(3) (1x)∗ = IdLin( f ,x). For morphisms φ and ψ in X with s(ψ) = t(φ) it holds that
(ψ ◦φ)∗ = ψ∗ ◦φ∗.
Proof. Assume that φ : x→ x′ is a morphism between smooth points. Then φ ex-
tends locally to an sc-diffeomorphism φ̂ : (U(x),x)→ (U(x′),x′), which can be writ-
ten as
φ̂(y) = t ◦ (s|U(φ))−1(y),
where U(x),U(y),U(φ) are suitable open neighborhoods so that s : U(φ)→U(x)
and t : U(φ)→U(x′) are sc-diffeomorphisms. The tangent Tφ : TxX → Tx′X is an
sc-isomorphism and by definition the tangent map associated to φ̂ taken at x. If
we take U(x) small enough and in such a way that we have the natural action of Gx
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defined on U(x) the sc-diffeomorphism φ̂ : U(x)→U(x′) is equivariant with respect
to the group homomorphism
γ : Gx→ Gx′ : g→ γ(g) := φ ◦g◦φ−1.
We can lift the equivariant φ̂ to a strong bundle isomorphism
Φ̂ : W |U(x)→W |U(x′) : w→ µ((s|U(φ))−1(P(w)),w)
which at x maps Wx via µ(φ , .) to Wx′ .
If s0 is a local sc+-section defined near x with s0(x) = f (x). Then s1 = Φ̂∗s0 is a
local sc+-section at x′ satisfying s1(x′) = f (x′). We note that
µ(φ ,( f − s0)′(x)◦Tφ−1) = ( f − s1)′(x′).
From this we see that φ∗S := µ(φ ,S◦ (Tφ)−1) is well-defined as a map
Lin( f ,x)→ Lin( f ,x′).
This proves (1). The functorial properties in (3) are obvious from the previous dis-
cussion. From (1) and (3) the bijectivity statement (2) is obvious. 
Recall from Section 6 that for a smooth object x in the object M-polyfold X the set
Lin( f ,x) is a convex subset ofL (TxX ,Wx), which we equip with the induced topol-
ogy. As such it is a contractible space of Fredholm operators and we can consider
the determinant bundle over it, which is denoted by DET( f ,x)
DET( f ,x)→ Lin( f ,x).
This topological line bundle has two different orientations which we refer to as the
two possible orientations of ( f ,x). There is in general not a preferred orientation,
although this might happen in certain cases, for example in Gromov-Witten theory
the complex orientation. If o is one of the orientations we denote by −o the other
one. An orientation o of ( f ,x) is by definition an orientation for the topological line
bundle DET( f ,x).
Assume that S ∈ Lin( f ,x) and an orientation o has been picked for DET( f ,x).
Then det(S) obtains an orientation oS. Given a morphism φ : x → x′ between
smooth points the orientation oS for det(S) defines naturally an orientation φ∗oS
for det(φ∗S). This in turn defines an orientation for DET( f ,x′). It does not de-
pend on the specific choice of S. Consequently given φ : x→ x′ an orientation o for
DET( f ,x)→ Lin( f ,x) is mapped to an orientation φ∗o for DET( f ,x)→ Lin( f ,x′).
We recall from Chapter 6 that, under the assumption that X is tame, given a smooth
point x and an orientation for ( f ,x) there exists a natural orientation for all ( f ,y)
where y is smooth and belongs to a sufficiently small open neighborhood of x. This
means given ox there exists a preferred local germ denoted by o(x), which associates
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to a smooth point y near x an orientation o(x)(y) which is obtained by local propa-
gation from ox. There are precisely two such germs, namely ±o(x).
Definition 12.11. Let (P : W → X ,µ) be a strong bundle over a tame ep-groupoid
and f an sc-Fredholm functor. The set O f consists of all tuples (x,(DET( f ,x),o))
where x ∈ X∞, DET( f ,x) stands for the topological line bundle DET( f ,x) →
Lin( f ,x) and o is an orientation for the latter. By σ we denote the natural projection
σ : O f → X∞,
which is a surjective (2 : 1)-map. O f is turned into a topological space by equipping
it with the topology T making every germ o(x) continuous. We call (O f ,T ) the
orientation bundle associated to f . 
From the construction it is evident that given φ : x→ x′ between smooth points the
associated local family Φ̂ covering φ̂ can be used to push forward a germ o(x) which
is precisely the germ o(x′), which at x′ is the push forward of the orientation ox.
Let us summarize the previous discussion which follows essentially from the facts
established in Chapter 6.
Theorem 12.11. Let (P : W → X ,µ) be a strong bundle over a tame ep-groupoid
and f an sc-Fredholm section functor. The orientation bundle O f associated to the
sc-Fredholm section f of P : W → X is a topological space for which
σ : O f → X∞
is a local homeomorphism and the local sections o(x) are continuous. Moreover
given φ : x→ x′ between smooth points the associated local Φ̂ pushes a local con-
tinuous section forward to a continuous local section. 
Now we are in the position to define orientability of an sc-Fredholm section f of a
strong bundle over a tame ep-groupoid (P : W → X ,µ).
Definition 12.12. An orientation for the sc-Fredholm section functor f of P : W →
X , where X is tame, consists of a global continuous section o of σ : O f → X∞, say
x→ ox
having the property that for every smooth morphism φ ∈ X it holds that φ∗os(φ) =
ot(φ). 
Remark 12.5. Having orientations for an sc-Fredholm section we obtain natural ori-
entations for the solution spaces assuming a certain amount of transversality. Be-
fore we study more general cases, we consider as an example a strong bundle
(P : W → X ,µ) over an ep-groupoid with ∂X = /0. Let f be a compact sc-Fredholm
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section and assume that for every x ∈ X with f (x) = 0 the linearization is onto. Fur-
ther assume that f is oriented by o. In this case, as consequences of the compactness
assumption and the regularity assumption L := {x ∈ X | f (x) = 0} is an e´tale proper
Lie groupoid, see [3], in the classical sense having a compact orbit space. The ori-
entation o induces a natural orientation for TxL = ker( f ′(x)) so that in fact L has a
natural orientation and the morphisms respect these orientations. The orbit space |L|
is in a natural way a compact oriented orbifold. We shall consider generalizations
of this result when starting with a f not assuming the transversality condition. In
the case where functorial perturbations are not sufficient to achieve transversality
we shall show that after a suitable perturbation we obtain a branched weighted orb-
ifold, see Chapter 15. 
The construction of the orientation bundle O f → X∞ as well as orientations for them
(if they exist) behave well under generalized strong bundle isomorphisms, provided
a necessary condition for orientability holds. We shall discuss this in more detail in
the following. Assume we are given a strong bundle over a tame ep-groupoid, say
(P : W → X ,µ), and an sc-Fredholm section functor f of P. Associated to this data
we obtain the orientation bundle σ :O f → X∞ which is a topological bundle having
as fibers two point sets. Moreover a smooth morphism φ : x→ x′ defines a bijection
between the corresponding fibers. A necessary condition for orientability of f , i.e.
the existence of a continuous section functor of σ is, of course, that elements in
Gx for smooth objects x act trivially on σ−1(x). We leave it to the reader to prove
the following sufficient and necessary condition of orientability for an sc-Fredholm
section functor f . The proof is straight forward.
Proposition 12.4. An sc-Fredholm section f of the strong bundle over a tame ep-
groupoid is orientable if and only if the following two conditions hold.
(1) Passing from σ :O f → X∞ to orbit spaces the continuous map |σ | : |O f | → |X∞|
has above every class |x| two preimages, i.e. it is (2 : 1).
(2) |σ | : |O f | → |X∞| admits a global continuous section.

The construction of the orientation bundle has some naturality properties.
Theorem 12.12 (Naturality properties of O f ). Assume (P : W → X ,µ) and
(P′ : W ′ → X ′,µ ′) are strong bundles over tame ep-groupoids and f¯ : W →W ′ is
a generalized strong bundle isomorphism covering the generalized isomorphism
f : X → X ′. We assume that f is an sc-Fredholm section functor of P and denote
by f ′ the push-forward sc-Fredholm section.
(1) With σ and σ ′ being the orientation bundles, the generalized strong bundle
isomorphism induces a fiber-preserving homeomorphism |f¯|∗ fitting into the fol-
lowing commutative diagram
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|O f | |f¯|∗−−−−→ |O f ′ |
|σ |
y |σ ′|y
|X∞| |f|−−−−→ |X ′∞|.
The construction of |f¯|∗ is functorial.
(2) Assume that o is a continuous section functor of σ , so that in particular the
isotropy groups Gx, x ∈ X∞, act trivially on σ−1(x). Then f¯ defines naturally a
push-forward o′ = f¯∗o, which is a continuous section functor of O f ′ → X ′∞.
Proof. A representative for f¯ is a diagram of strong bundle equivalences of the form
W Φ←−−−− V Φ ′−−−−→ W ′
P
y Qy P′y
X F←−−−− A F ′−−−−→ X ′.
Then the push-forward by Φ ′ of the pull-back of f by Φ is precisely f ′. We denote
by f ′′ : A→V the pull-back of f by (Φ ,F).
Pick any smooth point x′ ∈ X ′∞. We find a point a ∈ A and a morphism φ ′ resulting
in the diagram
F(a) F←− a F ′−→ F ′(a) φ
′
−→ x′.
Using previously introduced constructions this diagram defines a composition of
bijections
σ−1(F(x))→ σ ′′−1(a)→ σ ′−1(F ′(a))→ σ ′−1(x′).
Different choices would give
F(b) F←− b F ′−→ F ′(b) ψ
′
−→ x′.
Since F and F ′ are equivalences the two diagrams are related by morphisms where
the vertical arrows can be canonically filled in using that F and F ′ are as equiva-
lences fully faithful.
F(a) F←−−−− a F ′−−−−→ F ′(a) φ
′
−−−−→ x′y y ψ ′−1◦φ ′y ∥∥∥
F(b) F←−−−− b F ′−−−−→ F ′(b) ψ
′
−−−−→ x′
These diagrams have canonical lifts to maps between the bundle fibers. If the ac-
tions of the isotropy groups Gx on the σ−1(x) are trivial and in addition we have
a continuous section functor o of σ we can define o′ as follows. We consider
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oF(a) = (F(a),DET( f ,F(a)),oF(a)). Using the above diagram and its lift to bun-
dles we obtain an orientation for DET( f ′,x′) which we denote by o′x′ . Since o is
compatible with morphisms the resulting o′x′ is the same if we start with oF(b). The
data in the diagram moves sc-smoothly if we start moving x′ which implies that
our construction is not only well-defined, but also is continuous. We leave it to the
reader that representing f¯ and f by a different diagram results in the same definition.
This is, of course, a consequence of the definition when two diagrams represent the
same generalized isomorphism or bundle map.
If do not impose an assumption on the isotropy groups we see that the above proce-
dure is still well-defined on the level of orbit spaces and we obtain (1). 
Chapter 13
Sc+-Multisections
In this section we shall introduce the notion of structurable as well as structured
sc+-multisections, which will be needed for a sophisticated perturbation theory. We
first recall some of the relevant properties of ep-groupoids.
13.1 Structure Result
The following fact about ep-groupoids will be used frequently and follows from
a previously established result, see Proposition 7.3. Let X be an ep-groupoid, and
denote as usual the associated morphism M-polyfold by X . For every x ∈ X , there
exists an open neighborhood U(x) admitting the natural Gx-action and the target
map t : s−1(clX (U(x)))→ X is proper. We also know that |U(x)| is an open subset
of |X | and the map U(x)→ |U(x)| : y→ |y|, induces a homeomorphism Gx\U(x)→
|U(x)|.
Lemma 13.1. Suppose that U(x) is as described above and let V be a Gx-invariant
subset of U(x). Then the following statement are equivalent:
(1) clX (V )⊂U(x).
(2) cl|X |(|V |)⊂ |U(x)|.
Proof. Assuming (1) we take z ∈ cl|X |(|V |) and a sequence (zk) ⊂ |V | such that
zk→ z in |X |. Then choosing points yk ∈V and y∈ X satisfying |yk|= zk and |y|= z,
we find a sequence of morphisms (φk) such that s(φk) = yk and t(φk)→ y. Using
the properness property of the target map t : s−1(clX (V ))→ X , we may assume,
after perhaps taking a subsequence, that φk→ φ in X . This implies the convergence
yk→ y′ where y′, in view of the assumption (i), belongs to clX (V )⊂U(x). Since φ is
a morphism between y′ and y, we have |y′|= |y|= z ∈ |U(x)|, proving the statement
(1).
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In the other direction, let y ∈ clX (V ) and (yk) be a sequence in V satisfying yk→ y.
Then |yk| → |y| so that, by assumption, |y| ∈ |U(x)|. Hence there is a morphism
φ : z→ y where z ∈U(x). Using that s and t are local sc-diffeomorphisms, we find
open neighborhoods W (z), W (y), and W (φ) such that the source and target maps
s : W (φ)→W (z) and t : W (φ)→W (y) are sc-diffeomorphisms. For large k, we find
morphisms φk ∈W (φ) satisfying s(φk) = zk ∈W (y) and t(φk) = yk. From yk→ y, we
conclude the convergence φk→ φ and zk→ z. Since yk,zk ∈U(x), there are gk ∈Gx
such that Γ (gk,zk) = φk. After perhaps taking a subsequence we may assume that
Γ (g,zk) = φk. This implies that yk = g∗ zk→ y = g∗ z and shows that y ∈U(x).

A crucial concept is that of a good system of open neighborhoods defined next.
Definition 13.1. A collection U= (U(x))x∈X of open neighborhoods of the points in
the ep-groupoid X is called a good system of open neighborhoods if the following
holds.
(1) For every x ∈ X , the target map t : s−1(clX (U(x)))→ X is proper.
(2) Every open neighborhood U(x) is equipped with the natural Gx-action.
(3) For every two points x,x′ ∈ X , the open subset U (x,x′) of X , defined by
U (x,x′) := {φ ∈ X , |s(φ) ∈U(x) and t(φ) ∈U(x′)},
has the following property. For every connected component Σ ⊂ U (x,x′), the
source map s : Σ → U(x) and the target map t : Σ → U(x′) are sc-diffeomor-
phisms onto open subsets of U(x) and U(x′), respectively.

The following obvious result allows us to introduce the notion of refinement of a
good system of open neighborhoods.
Proposition 13.1. Let (U(x))x∈X be a good system of open neighborhoods and
(U˜(x))x∈X a family of Gx-invariant open neighborhoods satisfying U˜(x) ⊂ U(x)
for all x ∈ X. Then (U˜(x))x∈X is a good system of open neighborhoods. 
Given (U(x))x∈X and open neighborhoods V (x) for every point x∈X we can pick for
every x ∈ X a Gx-invariant open neighborhood W (x) which is contained in U(x)∩
V (x). As a consequence of the proposition (W (x))x∈X is a good system of open
neighborhoods. This prompts the following definition.
Definition 13.2. Let X be an ep-groupoid and U = ((U(x))x∈X a good system of
open neighborhoods. We say that another good system W= (W (x))x∈X is a refine-
ment provided W (x) ⊂U(x) for all x ∈ X . Given an arbitrary open covering of X
be open sets we say that a good system U is subordinate provided every U(x) is
contained in a set of the open covering. 
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In the following we shall explore the properties of a good system of open neighbor-
hoods U. We begin with the study of open invariant neighborhoods U(x) and U(x′)
equipped with the natural Gx and Gx′ -actions, respectively. We denote by U (x,x′)
the collection of morphisms in X starting in U(x) and ending in U(x′). We define
the sc-smooth map Gx′ ×U (x,x′)×Gx→U (x,x′) by
g′ ∗φ ∗g := Γ ′(g′, t(φ))◦φ ◦Γ (g,g−1 ∗ s(φ)).
By definition, t(g′ ∗φ ∗g) = g′ ∗ t(φ) and s(g′ ∗φ ∗g) = g−1 ∗ s(φ), so that
g′ ∗φ ∗g : g−1 ∗ s(φ)→ g′ ∗ t(φ).
Moreover, if h,g ∈ Gx and g′,h′ ∈ Gx′ , then
(g′h′)∗φ ∗ (gh)
= Γ ′(g′h′, t(φ))◦φ ◦Γ (gh,(h−1g−1)∗ s(φ))
= Γ ′(g′,h′ ∗ t(φ))◦Γ ′(h′, t(φ))◦φ ◦Γ (g,g−1 ∗ s(φ))◦Γ (h,(h−1g−1)∗ s(φ))
= Γ ′(g′,h′ ∗ t(φ))◦ (h′ ∗φ ∗g)◦Γ (h,h−1 ∗ (g−1 ∗ s(φ)))
= Γ ′(g′, t(h′ ∗φ ∗g))◦ (h′ ∗φ ∗g)◦Γ (h,h−1 ∗ s(h′ ∗φ ∗g))
= g′ ∗ (h′ ∗φ ∗g)∗h.
This together with 1x′ ∗φ ∗1x = φ implies that
Gx′ ×U (x,x′)×Gx→U (x,x′)
defines a right-action of Gx and a left-action of Gx′ on U (x,x′), which are commut-
ing. The source map s : U (x,x′)→U(x) is Gx equivariant since
s(φ ∗g) = s(φ ◦Γ (g,g−1 ∗ (φ))) = g−1 ∗ s(φ)
when we let Gx act on the right of U(x). Similarly t : U (x,x′)→U(x′) satisfies
t(g′ ∗φ) = Γ ′(g′, t(φ)) = g′ ∗ t(φ),
where Gx′ acts from the left, i.e. the natural action of Gx′ .
Definition 13.3. Given x,x′ ∈ X and open neighborhoods U(x) and U(x′) with the
natural actions by Gx and Gx′ , respectively, we shall call
Gx′ ×U (x,x′)×Gx→U (x,x′)
the natural bi-action. 
Before we give a basic existence result for systems of good neighborhoods we shall
derive some of their properties with respect to our actions.
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Lemma 13.2. Let (U(x))x∈X be a good system of open neighborhoods and Σ a con-
nected component of U (x,x′). Then the following assertions hold true.
(1) If g′ ∈ Gx′ and g′ ∗Σ = Σ , then g′ = 1x′ .
(2) If g ∈ Gx and Σ ∗g = Σ , then g = 1x.
(3) If Σ1 and Σ2 are connected components of U (x,x′), then either s(Σ1) = s(Σ2)
or s(Σ1)∩ s(Σ2) = /0. The same assertion holds for the target map t.
Proof. (1) The target map t : Σ →U(x′) is a sc-diffeomorphism onto an open subset
O′. From g′ ∗Σ = Σ it follows that g′ ∗O′ = O′. For φ ∈ Σ consider g′ ∗φ ∈ Σ and
note that the morphisms φ and g′ ∗ φ have the same source. Since the source map
s : Σ →U(x) is a sc-diffeomorphism onto an open subset of U(x), we deduce that
g′ ∗φ = φ . This means that Γ ′(g′, t(φ)) ◦φ = φ and therefore Γ ′(g′, t(φ)) = 1t(φ).
This implies that g′ = 1x′ , as claimed. Part (2) is proved similarly.
(3) Assuming that s(Σ1)∩ s(Σ2) 6= /0, we find morphisms φ1 ∈ Σ1 and φ2 ∈ Σ2 satis-
fying s(φ1) = s(φ2), and a unique g′ ∈ Gx′ for which
φ2 = Γ ′(g′, t(φ1))◦φ1.
Then, considering the sc-smooth map
Σ1→U (x,x′), φ 7→ Γ ′(g′, t(φ))◦φ ,
we deduce that g′ ∗ Σ1 = Σ2 since both Σ1 and Σ2 are connected components of
U (x,x′). Since s(g′∗Σ1)= s(Σ1), we see that s(Σ1)= s(Σ2), which proves our claim.
A similar argument applies to the target map t. 
Theorem 13.1 (Extension of good partial systems). Let Y be an ep-groupoid and
Q an open subset of the object space so that |Q| = |Y |. Equip the full subcategory
associated to Q with the induced structure of an ep-groupoid. Assume we are given
a good system (U(q))q∈Q of open neighborhoods for the ep-groupoid Q. Then given
for every y ∈ Y \Q an open neighborhood W (y) ⊂ Y , we can find open neighbor-
hoods U(y) for y ∈ Y \Q so that U(y)⊂W (y) and U
U= (U(y))y∈Y
is a good system of open neighborhoods for Y .
Proof. For y ∈Y \Q pick ψy ∈Y with qy := s(ψy) ∈Q and t(ψy) = y. We find open
neighborhoods O(ψy), O(qy), and U(y) such that the following holds.
• s : O(ψy)→ O(qy) and t : O(ψy)→U(y) are sc-diffeomorphisms.
• O(qy)⊂U(qy) and O(qy) is invariant under the action on U(qy).
• U(y) admits the natural Gy-action and has the properness property and is con-
tained in W (y).
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We note that we can pick these three neighborhoods arbitrarily small. Using the
properness property of U(qy), which contains O(qy), we can pick U(y) so small
that the following holds in addition.
• For every connected component Σ of U (qy,y) = {φ ∈ Y | s(φ) ∈U(qy), t(φ) ∈
U(y)} the maps s : Σ → U(qy) and t : Σ → U(y) are sc-diffeomorphisms onto
their image.
At this point we have defined a collection U = (U(y))y∈Y of open neighborhoods,
where for q ∈ Q the open set U(q) is the original given one. Then U clearly satis-
fies Properties (1) and (2) of Definition 13.1. Next we consider the Property (3). If
q1,q2 ∈ Q we already know that U (q1,q2) satisfies (3). We need to investigate the
following three cases for Property (3) which involve new sets.
(1) U (q,y) for q ∈ Q and y ∈ Y \Q.
(2) U (y,q) for y ∈ Y \Q and q ∈ Q.
(3) U (y,z) for y,z ∈ Y \Q.
Case (1) We define an sc-smooth map A : U (q,y)→U (q,qy) by
A(φ) = [(t|O(ψy))−1(t(φ))]−1 ◦φ .
We note that A is a local sc-diffeomorphism. We verify
s(A(φ)) = s(φ) (13.1)
and
t(A(φ)) = t([(t|O(ψy))−1(t(φ))]−1 ◦φ) = ψ̂−1y (t(φ)), (13.2)
where ψ̂y : O(qy)→ O(y) is the sc-diffeomorphism associated to ψy. Now we show
that A is injective, and hence an sc-diffeomorphism onto its (open) image. To see the
injectivity assume that A(φ1) =A(φ2). Then we derive from (13.2) that t(φ1) = t(φ2)
which implies, using the definition of A, that φ1 = φ2. We rewrite (13.2) as
t(φ) = ψ̂y ◦ t(A(φ)). (13.3)
If Σ ⊂ U (q,y) is a connected component, then A(Σ) lies in a connected compo-
nent Σ ′ of U (q,qy). Since s|Σ ′ and t|Σ ′ are sc-diffeomorphisms onto their images it
follows that s|Σ as well as t|Σ have the same property.
Case (2) The map B : U (y,q)→U (q,y) : φ → φ−1 is an sc-diffeomorphism. Using
that t ◦B = s and s◦B = t the assertion follows from Case (1).
Case (3) The map C : U (y,z)→{φ ∈ Y | s(φ) ∈ O(qy), t(φ) ∈ O(qz)} defined by
C(φ) =
(
(t|O(ψz))−1(t(φ))
)−1 ◦φ ◦ ((t|O(ψy))−1(s(φ)))
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is an sc-diffeomorphism and
t(C(φ)) = ψ̂−1z (t(φ)) and s(C(φ)) = ψ̂
−1
y (s(φ)).
Moreover {φ ∈ Y | s(φ) ∈ O(qy), t(φ) ∈ O(qz)} ⊂U (qy,qz). If Σ is a connected
component in U (y,z) ist image under C lies in a connected component Σ ′ of
U (qy,qz) on which t and s have the desired properties. This immediately with the
previous discussion implies the desired result. 
The basic result is the following theorem which is concerned with an ep-groupoid X
having a paracompact orbit space. The paracompactness of |X | is used in a crucial
way. The theorem shows that there exists a system of good open neighborhoods U
with the U(x) being arbitrarily small.
Theorem 13.2 (Existence of good systems). Let X be an ep-groupoid with para-
compact orbit space and let (W (x))x∈X be collection of open neighborhoods around
the points in X. Then there exists a good system of open neighborhoods (U(x))x∈X
satisfying U(x)⊂W (x) for all ∈ X.
Proof. In view of the extension theorem Theorem 13.1 it suffices to verify the fol-
lowing assertion.
Assertion: There exists an open subset V of X having the property |V | = |X |, so
that the ep-groupoid associated to V admits a good system of open neighborhoods
(U(x))x∈V with U(x)⊂V . The paracompactness of |X | is important for this part of
the construction.
By taking suitable smaller subsets for W (x) we may assume without loss of gener-
ality that the following holds true.
(1) For every x ∈ X the map t : s−1(clX (W (x)))→ X is proper.
(2) W (x) is equipped with the natural Gx-action.
These will be our standing assumptions for the following constructions.
We start with the open covering (|W (x)|)x∈X of |X |. Using the paracompactness of
|X | we know that |X | is metrizable by Theorem 7.2. We can find open subsets V˜x of
|W (x)| so that (V˜x)x∈X is a locally finite open covering of |X | and cl|X |(V˜x)⊂ |W (x)|.
Of course, many of these sets might be empty. Let A ⊂ X be the collection of all
x ∈ X with V˜x 6= /0. Define for a ∈ A
Va = pi−1(V˜a)∩W (a). (13.4)
Note that we write Va instead of V (a), to indicate that Va need not to contain the
point a. The following holds by construction.
(3) Va ⊂W (a) and Va is invariant under Ga for a ∈ A.
(4) cl|X |(|Va|)⊂ |W (a)| for a ∈ A.
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(5) (|Va|)a∈A is a locally finite covering of |X |.
It follows that clX (Va) ⊂W (a) for a ∈ A. Consider the open subset V of X defined
by
V =
⋃
a∈A
Va.
Clearly |V | = |X |. If x ∈ V there exist a Gx-invariant open neighborhood U0(x) so
that U0(x) intersects only a finite number of clX (Va) nontrivially. The set of such a
can be written as
{ax1, ...,ax`x}.
We may also assume the following after perhaps a renumbering of the axi .
(6) clX (U0(x))⊂Vax1 and U0(x)⊂W (x).
(7) clX (U0(x))⊂W (axi ) for i ∈ {1, ..., `x}.
For x ∈ V we consider the set of all morphisms starting in clX (V ) and ending in x.
Since a small open neighborhood of |x| only intersects a finite number of the |Va|,
and using the properness of the associated t : s−1(clX (W (a)))→ X we deduce that
this set is finite and denote it byΘx
Θx = {φ ∈ X | s(φ) ∈ clX (V ), t(φ) = x}.
Given an open neighborhood O of Θx we find an open Gx-invariant neighborhood
U1(x) ⊂ U0(x) such that {φ ∈ X | s(φ) ∈ clX (V ), t(φ) ∈ U1(x)} is contained in
O . This implies, taking O sufficiently small, and U1(x) appropriately, that for a
connected component Σ of {φ ∈ X | s(φ) ∈V, t(φ) ∈U1(x)} the maps s|Σ and t|Σ
are sc-diffeomorphisms onto open subsets of V and U1(x), respectively. Define the
collection (U(x))x∈V by U(x) =U1(x).
At this point we have constructed open neighborhoods U(x) around the points x∈V
so that the following holds.
(i) Each U(x) admits the natural Gx-action.
(ii) t : s−1(clX (U(x)))→ X is proper.
(iii) For x,x′ ∈ V the M-polyfold U (x,x′) has the property that for a connected
component Σ the maps s|Σ and t|Σ are sc-diffeomorphisms onto open subsets of
U(x) and U(x′), respectively.
Hence, we satisfy the definition of a good system of open neighborhoods but only on
V ⊂ X . However, it is important to recall that |V | = |X |. Now employing Theorem
13.1 this family of sets can be extended to X and the proof is complete. 
We discuss some of the consequences of having a good system of neighborhoods
(U(x))x∈X for the ep-groupoid X with paracompact orbit space |X |. Assume that Σ
is a connected component in U(x,x′). Define O = s(Σ) and O′ = t(Σ) and denote
by Gx,Σ the subgroup of Gx consisting of the elements g ∈ Gx satisfying g∗O = O.
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Similarly we define Gx′,Σ as the subgroup of Gx′ consisting of all g′ with g′∗O′=O′.
Define the sc-diffeomorphism DΣ : O→ O′ by
DΣ = t ◦ (s|Σ)−1.
For g ∈ Gx,Σ and z ∈ O we consider DΣ (g ∗ z) and DΣ (z). We pick ψ,φ ∈ Σ with
s(ψ) = z and s(φ) = g∗ z, i.e. ψ = (s|Σ)−1(z) and φ = (s|Σ)−1(g∗ z). Then
t(ψ) = t ◦ (s|Σ)−1(z) = DΣ (z) and t(φ) = t ◦ (s|Σ)−1(g∗ z) = DΣ (g∗ z).
For every z ∈ O we define the morphism
Θg(z) := [(s|Σ)−1(g∗ z)]◦Γ (g,z)◦ [(s|Σ)−1(z)]−1 : DΣ (z)→ DΣ (g∗ z),
which has source and target in O′. For z ∈ O there exists a unique g′z ∈ Gx′ that that
Γ ′(g′z,DΣ (z)) =Θg(z).
Since the right-hand side changes smoothly in z it follows that g′z is independent of
z ∈ O. It will be denoted by g′(g) and it is also clear that g′(g) ∈ Gx′,Σ . Hence we
obtain for every z ∈ O and g ∈ Gx,Σ the identity
Γ ′(g′(g),DΣ (z)) =Θg(z).
Applying t we arrive at
g′(g)∗DΣ (z) = DΣ (g∗ z).
Using the uniqueness of the map Gx,Σ → Gx′,Σ : g→ g′(g) it follows from
(g′(g)g′(h))∗DΣ (z)
= g′(g)∗ (g′(h)∗DΣ (z))
= g′(g)∗ (DΣ (h∗ z))
= DΣ (g∗ (h∗ z))
= DΣ ((gh)∗ z)
= g′(gh)∗DΣ (z)
that g′(gh) = g′(g)g′(h). For later reference we note the following proposition.
Proposition 13.2. Let (U(x))x∈X a good system of open neighborhoods and Σ ⊂
U(x,x′) be a connected component. Then there exists a uniquely determined group
isomorphism Gx,Σ → Gx′,Σ : g→ g′(g) such that for all z ∈ s(Σ)
(s|Σ)−1(g∗ z) = g′(g)∗ (s|Σ)−1(z)∗g−1.
Proof. By definition, with ψz = (s|Σ)−1(z) for z ∈ O it holds that DΣ (z) = t(ψz).
Recall that
ψg∗z ◦Γ (g,z)◦ψ−1z = Γ ′(g′(g), t(ψz)).
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Hence
ψg∗z ◦Γ (g,z) = Γ ′(g′(g), t(ψz))◦ψz = g′(g)∗ψz.
Moreover, we compute
ψg∗z ∗g = ψg∗z ◦Γ (g,g−1 ∗ s(ψg∗z)) = ψg∗z ◦Γ (g,z).
Putting these facts together we arrive at
ψg∗z = g′(g)∗ψz ∗g−1.

13.2 General Sc+-Multisections
We shall introduce the notion of a sc+-multisection. Multisections are a particu-
lar case of set-valued sections. Set-valued operators have been used in nonlinear
functional analysis for a long time and we refer the reader to [2]. Our definition is
along the lines of the definition introduced in [7] and related to [18]. The following
definition from [38] brings a definition in [7] into the groupoid framework.
We view the non-negative rational numbers Q+ = Q∩ [0,∞) as a category having
only the identities as morphisms.
Definition 13.4 (Sc+-multisection). Let (P : W → X ,µ) be a strong bundle over
the ep-groupoid X . Then an sc+-multisection is a functor
Λ : W →Q+
such that the following local representation (called local section structure) holds
true. Around every object x0 ∈X , there exists an open neighborhood U(x0) on which
the isotropy group Gx0 acts by its natural representation, and finitely many sc
+-
sections s1, . . . ,sk : U(x0)→W (called local sections) with associated positive ra-
tional numbers σ1, . . . ,σk (called weights) satisfying the following properties:
(1) ∑ki=1σi = 1.
(2) Λ(w) = ∑i∈{1,...k | w=si(P(w))}σi
for all w ∈W |U(x0), where the empty sum has by definition the value 0. We shall
refer to the right hand side of the identity (2) as a local representation near x0. 
The functoriality ofΛ implies thatΛ(w′)=Λ(w), if there exists a morphism w→w′
in W . Explicitly,
Λ(µ(φ ,w)) =Λ(w)
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for all (φ ,w) ∈ X s×PW . Hence Λ induces a map |Λ | : |W | →Q+ on the orbit space
of W .
Definition 13.5. (1) The domain support of Λ is the subset of X , defined by
dom-supp(Λ) = clX ({x ∈ X | ∃ w ∈Wx \{0} for which Λ(w)> 0}) .
(2) The support of Λ is the subset supp(Λ) of W defined by
supp(Λ) = {w ∈W |Λ(w)> 0}.

For every x ∈ X , the set
supp(Λ)(x) = {w ∈W |P(w) = x and Λ(w)> 0}
is finite and
∑
w∈supp(Λ)(x)
Λ(w) = 1.
Moreover, if x ∈U(x0), then
supp(Λ)(x) = {s1(x), . . . ,sk(x)}.
Definition 13.6. If N is an auxiliary norm for the strong bundle (P,µ) we define for
x ∈ X ,
N(Λ)(x) = max{N(w) |w ∈ supp(Λ) satisfying P(w) = x}..
We shall call N(Λ) the pointwise norm of the sc+-multisection with respect to the
auxiliary norm N. 
Denoting by 0W the zero-section of W , we obtain the relations
dom-supp(Λ) = clX (P(supp(Λ)∩ (W \0W ))) = clX ({x ∈ X | N(Λ)(x)> 0}).
Definition 13.7. The sc+-multisection is called trivial on the set V ⊂ X if Λ is
identically equal to 1 on the zero-section over V , i.e., Λ(0x) = 1 for all x ∈ V (and
hence Λ(wx) = 0 for all wx 6= 0x). 
We note that the domain-support of Λ is the smallest closed set in X outside of
whichΛ is trivial. In general the local representation is not unique. Among the local
representations there are certain preferable ones. This is discussed next.
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Let Λ : W → Q+ be an sc+-multisection, assume U(x) is an open Gx-invariant
neighborhood (natural action) so that the properness property holds, and (s j)i∈J is
the associated local section structure with weights (σ j).
We take a suitable rational number σ = q/p ∈ (0,1] and, for every j ∈ J, a positive
integer k j such that k j(q/p) = σ j. We introduce a new index set Ĵ consisting of all
pairs ( j, i) ∈ J×N where 1≤ i≤ qk j, and new sections (s( j,i))( j,i)∈Ĵ on U(x) by
s( j,i) = s j.
The cardinality of the index set Ĵ is equal to p,
|Ĵ|=∑
j∈J
q · k j =∑
j∈J
p ·σ j = p.
We have replaced the original section s j having weight σ j by (k j ·q)-many sections
s( j,i), each having weight
σ j
k j ·q =
1
p =
1
Ĵ
. Hence we have constructed a local sc+-
section structure over U(x) of p many sections having equal weights 1/p.
Consequently, we may assume that we are given an sc+-section structure (si)i∈I over
U(x) each having weight 1/|I|. Then
Λ(w) =
1
|I| |{i ∈ I |si(P(w)) = w}|
for w ∈W satisfying P(w) ∈U(x).
Abbreviating Î = I×Gx, we define, for (i,g) ∈ Î, a new sc+-section s(i,g) on U(x)
by
s(i,g)(g∗ y) = µ(Γ (g,y),si(y)).
We have defined a section structure (s(i,g))(i,g)∈Î over U(x), where each section has
the weight 1/|Î|, and such that
Λ(w) =
1
|Î| |{(i,g) ∈ Î |s(i,g)(P(w)) = w}|
for w ∈W satisfying P(w) ∈ U(x). Defining the action of Gx on Î by g(i,h) :=
g∗ (i,h) = (i,gh) for (i,h) ∈ Î, we compute
sg(i,h)(g∗ y) = s(i,gh)(g∗ y)
= µ(Γ (gh,h−1 ∗ y),si(h−1 ∗ y))
= µ(Γ (g,y),µ(Γ (h,h−1 ∗ y),si(h−1 ∗ y)))
= µ(Γ (g,y),s(i,h)(y))
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In other words we can always find a sc+-section structure (si)i∈I , where every sec-
tion carries the same weight 1/|I|, the isotropy group Gx acts on the index set
Gx× I→ I, (g, i)→ g(i), and the family of sections has an invariance property with
respect to the action
sg(i)(g∗ y) = µ(Γ (g,y),si(y)).
This prompts the following definition.
Definition 13.8. A symmetric sc+-section structure for
Λ : W →Q+,
a sc+-multisection, on U(x) is a pair (U(x),(si))i∈Ix consisting of the Gx-invariant
open neighborhood U(x) such that the target map t : s−1(clX (U(x)))→ X is proper,
a finite family (si)i∈Ix of sc+-sections defined on U(x), and an action of Gx on the
index set Ix such that the following holds:
(1) sg(i)(g∗ y) = µ(Γ (g,y),si(y)) for all y ∈U(x), i ∈ Ix, and g ∈ Gx.
(2) Λ(w) = 1|Ix| |{i ∈ Ix | si(P(w)) = w}| for all w ∈W satisfying P(w) ∈U(x).

It is important to notice that we allow for different i, i′ ∈ Ix that si = si′ . From the
previous discussion we obtain the following result.
Lemma 13.3. Every sc+-multisection functor locally admits a symmetric sc+-sec-
tion structure. 
As a first new object we consider tuples (Λ ,U,S), where U is a a good system of
open neighborhoods, and S a family of sc+-section structures.
Definition 13.9. A sc+-multisection with a system of symmetric section struc-
tures is a tuple (Λ ,U,S), whereΛ :W→Q+ is an sc+-multisection, U=(U(x))x∈X
is a good system of open neighborhoods, and S is a family (sx)x∈X , where for every
x ∈ X there is a given a finite set Ix and a symmetric sc+-section structure sx = (sxi )
parametrized by Ix and defined on U(x) so that
Λ(w) =
1
|Ix| · ]({i ∈ Ix | s
x
i (P(w)) = w}) .

In general the precise parametrization of the (sxi ) does not matter, and moreover only
the germ near x matters. This leads us to define a notion of equivalence between
sc+-multisections with a system of symmetric section structures.
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Definition 13.10. Let (Λ ,U,S) and (Λ ′,U′,S′) be sc+-multisections with a system
of symmetric section structures. We say that both are equivalent provided Λ = Λ ′,
and there exists a good system of open neighborhoods U′′ and for every x ∈ X an
equivariant bijection bx : Ix→ I′x such that the following holds.
(1) U ′′(x)⊂U(x)∩U ′(x) for all x ∈ X .
(2) s′bx(i)(y) = si(y) for i ∈ Ix and y ∈U ′′(x).
An equivalence class will be denoted by [Λ ,U,S] and will be called a decorated
sc+-multisection. By abuse of notation we shall refer to Λ as a decorated sc+-
multisection equating Λ ≡ [Λ ,U,S] if the context is clear. 
Definition 13.11. Let (P : W → X ,µ) be a strong bundle over the ep-grouoid X , and
Λ ′, Λ ′′ two decorated sc+-multisections. Then the sum Λ ′′ = Λ ′⊕Λ ′′ defined as
follows is a naturally decorated sc+-multisection [Λ ′′,U′′,S′′], where
(1) (Λ ′⊕Λ ′′)(w) = ∑{(w′,w′′) | w′,w′′∈W |P(w), w′+w′′=w}Λ ′(w′) ·Λ ′′(w′′).
(2) U′′ by U ′′(x) =U(x)∩U ′(x) for x ∈ X .
(3) I′′x = Ix× I′x and s
′′x
(i,i′) := s
x
i + s
′x
i′ on U
′′(x).

The sum operation is associative and commutative. However, in general, there are
no inverses.
Definition 13.12. Given (P : W → X ,µ) and a decorated sc+-multisection Λ we
define for a real number a the scalar product aΛ , which is another decorated sc+-
multisection, as follows. If a= 0, then (0Λ)(w) = 0 if w 6= 0 and (0Λ)(0) = 1.
Moreover, for a 6= 0,
(aΛ)(w) :=Λ
(
1
a
w
)
.

We note that aΛ is decorated as well. Namely taking U and S = (sx)x∈X from
[Λ ,U,S] the new S′ is given by the families
s′x = (a · sxi )i∈Ix .
Lemma 13.4. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid and Λ a
decorated sc+-multisection. We assume that β : X → R is a sc-smooth functor, i.e.,
β (x) = β (x′) if there is a morphism φ : x→ x′. Then, β Λ , defined by
(β Λ)(w) = (β (P(w))Λ)(w),
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is a decorated sc+-multisection.
Proof. The proof is trivial. 
Next we consider locally finite sums of decorated sc+-multisections. Recall that a
subset O of the ep-groupoid X is called saturated provided O = pi−1(pi(O)).
Definition 13.13. We assume that (P : W → X ,µ) is a strong bundle over an ep-
groupoid. The family (Λ j) j∈J of decorated sc+-multisections is called locally finite,
provided for every x ∈ X there exists an open saturated neighborhood O(x) having
the property that there are only finitely many indices j ∈ J for which there exist
w ∈W |O(x) satisfying w 6= 0 and Λ j(w)> 0. 
We can take the saturated O(x) always in such a way that for every other saturated
O′(x)⊂ O(x) the following equality holds.
{ j ∈ J | ∃w ∈W |O(x), w 6= 0, Λ j(w)> 0}
= { j ∈ J | ∃w ∈W |O′(x), w 6= 0, Λ j(w)> 0}.
In the following we always assume that such a O(x) is taken. Assume we are given
a family (Λ j) as described in the definition. Pick x ∈ X and take the associated
saturated O(x). Denote by Jx the finite set of indices j for which there exists w 6= 0,
w ∈W |O(x) with Λ j(w) > 0. For every j ∈ Jx we consider Λ j and U j and S j. We
pick U j(x) and (sxj,i)i∈I jx . Then define U(x) by
U(x) = O(x)
⋂(⋂
j∈Jx
U j(x)
)
.
The index set Ix is defined by Ix =∏ j∈Jx I
j
x . The elements of Ix are written as (i j) j∈Jx
or (i j) for short. We define sx = (si j)(i j)∈Ix by
sx(i j) = ∑
j∈Jx
s jxi j on U(x).
With S= (sx)x∈X and U= (U(x)x∈X the following result is trivial.
Lemma 13.5. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid. If (Λi)i∈I
is a locally finite set of decorated sc+-multisections, then the sum Λ = ⊕i∈IΛi is a
well-defined decorated sc+-multisection [⊕ j∈JΛ j,U,S]. 
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13.3 Structurable Sc+-Multisections
Assume that P : W → X is a strong bundle over an ep-groupoid and Λ : W → Q+
a decorated sc+-multisection. For more complicated constructions, for example ex-
tension theorems, it is important that the different symmetric sc+-section structures
are coherent, which means they are related in a suitable sense. This will be discussed
in the following.
Assume that [Λ ,U,S] is a decorated sc+-multisection. Taking a representative
(Λ ,U,S) we have the following data.
• A good system of open neighborhoods (U(x)x∈X , see Definition 13.1.
• For x ∈ X a symmetric section structure sx = (sxi )i∈Ix for Λ , see Definition 13.8,
where the sxi are sc
+-sections defined for W |U(x).
For the moment we shall only consider the index sets (Ix)x∈X . In order to formalize
what it means that the local choices of symmetric sc+-section structures are coherent
we consider diagrams of maps, written as
d : Ix
a I b Ix′ , (13.5)
where the maps a and b are surjective and the number of preimages in a−1({i}) is
independent of i ∈ Ix and the number of preimages in b−1({ j}) is independent of
j ∈ Ix′ . Reading the diagram from left to right we refer to (13.5) as a diagram from
Ix to Ix′ and with the obvious abbreviation we shall write d : Ix→ Ix′ .
Definition 13.14. Two diagrams d : Ix
a I b Ix′ and d′ : Ix
a′ I b
′
 Ix′ are called
equivalent if there exists a bijection c : I → I′ such that the following diagram is
commutative
Ix
a←−−−− I b−−−−→ Ix′∥∥∥ cy ∥∥∥
Ix
a′←−−−− I′ b′−−−−→ Ix′ .
We shall refer to the equivalence class [d] of the diagram d : Ix
a I b Ix′ as a
correspondence from Ix to Ix′ and often write [d] : Ix→ Ix′ . 
The set of correspondences [d] : Ix→ Ix′ will be denoted by
J(x,x′) := {[d] : Ix→ Ix′}.
Definition 13.15. The pseudo-inverse is a bijection ] : J(x,x′)→ J(x′,x) defined
by
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[Ix
a I b Ix′ ]] := [Ix′
b I a Ix].

In view of the Gx and Gx′ -actions on the index sets Ix and Ix′ , respectively, we obtain
a bi-action on J(x,x′)
G′x′ ×J(x,x′)×Gx→ J(x,x′).
defined by
g′ ∗ [Ix
a I b Ix′ ]∗g := [Ix
g−1◦a
 I
g′◦b
 Ix′ ]
Here we use the action of Gx on Ix which means that g ∈ Gx induces a permutation
of Ix written as g : Ix→ Ix. Similarly for g′ ∈ Gx′ we have g′ : Ix′ → Ix′ .
Example 13.1. Here is a simple example. Assume that the index set Ix consists of
one point, Ix = {∗}, and let
[d] = [{∗} I b Ix′ ] : {∗}→ Ix′ .
Then we have
g′ ∗ [d]∗g = [{∗} I g
′◦b
 Ix′ ]
Using that g′ acts on Ix′ as a permutation, and the map b : I → Ix′ is a surjection
having the property that the preimages b−1({i}) have the same cardinality for every
i ∈ Ix′ , one can construct a bijection c : I→ I satisfying b◦ c = g′ ◦b. Consequently,
the diagram {∗} I g
′◦b
 Ix′ is equivalent to the diagram {∗} I
b Ix′ and
g′ ∗ [{∗} I b Ix′ ]∗g = [{∗} I
b Ix′ ]
for all g ∈ Gx and g′ ∈ Gx′ . 
Definition 13.16. A correspondence between the two local symmetric sc+-section
structures (U(x),(sxi )i∈Ix) at x and (U(x
′),(sx′i )i∈Ix′ ) at x
′ is a map
τx,x′ : U (x,x′)→ J(x,x′)
having the following properties:
(1) τx,x′ is locally constant and takes only finitely many values.
(2) τx,x′(g′ ∗φ ∗g) = g′ ∗ τx,x′(φ)∗g for all φ ∈U (x,x′), g ∈ Gx, and g′ ∈ Gx′ .
(3) If φ ∈U (x,x′) and Ix
a I b Ix′ is a representative of τx,x′(φ), then
sx
′
b(k)(t(ψ)) = µ(ψ,s
x
a(k)(s(ψ)).
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for all k ∈ I and all morphisms ψ belonging to the connected component con-
taining φ .

Remark 13.1. A correspondence is an important piece of information how two dif-
ferent local sc+-section structures are related over open subsets O ⊂ U(x) and
O′ ⊂ U(x′) which are given by the images (via s and t) of a connected compo-
nent Σ . 
The formulation in (3) depends on the choice of representative Ix
a I b Ix′ of
τx,x′(φ), but the required property does not. To see this take a second representa-
tive for τx,x′(φ) which together with a bijection d : I′ → I fits into the following
commutative diagram
Ix
a′←−−−− I′ b′−−−−→ Ix′∥∥∥ dy ∥∥∥
Ix
a←−−−− I b−−−−→ Ix′ .
It holds that a◦d = a′ and b◦d = b′. This implies in view of the displayed property
in (3) that
sx
′
b′(k)(t(ψ)) = s
x′
b(d(k))(t(ψ)) = µ(ψ,s
x
a(d(k))(s(ψ)) = µ(ψ,s
x
a′(k)(s(ψ)).
Next we introduce two crucial concepts. The first is that of a structurable sc+-
multisection functor and the second that of a structured sc+-multisection functor.
Definition 13.17. Let P : W → X be a strong bundle over an ep-groupoid. A deco-
rated sc+-multisection functorΛ : W →Q+ is said to be structurable if the follow-
ing holds, whereΛ = [Λ ,U,S]. There exists a representative (Λ ,U,S) and for every
x,x′ ∈ X there is a correspondence τx,x′ : U (x,x′)→ J(x,x′) between local section
structures (U(x),sx) and (U(x′),sx′) which, in addition, satisfies
(1) If x = x′ it is required that τx,x(Γ (g,y)) = [Ix
id Ix
g
 Ix] for all g ∈ Gx and
y ∈U(x).
(2) τx′,x(φ) = (τx,x′(φ−1))
] for φ ∈U (x′,x).

Remark 13.2. If Λ is structurable the definition guarantees the existence of an ad-
ditional finer structure and we can consider (Λ ,U,S,τ), where τ stands for the
collection of all τx,x′ , and (x,x′) varies over X ×X , and I = (Ix)x∈X . The notion of
being structurable is the key notion. When carrying out constructions one usually
takes an associated structured version and usually it does not matter which one. 
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The tuple (Λ ,U,S,τ) is a useful object in its own right. Given another such tuple
(Λ ′,U′,S′,τ ′) we shall introduce a notion of equivalence.
Definition 13.18. We call (Λ ,U,S,τ) and (Λ ′,U′,S′,τ ′) equivalent provided the
following holds.
(1) Λ =Λ ′.
(2) There exists a good system of open neighborhoods U′′ such that U ′′(x)⊂U(x)∩
U ′(x) for all x ∈ X .
(3) For every x ∈ X it holds Ix = I′x.
(4) For x,x′ ∈ X it holds on U ′′(x,x′) = {φ ∈ X | s(φ) ∈U ′′(x), t(φ) ∈U ′′(x′)} that
τx,x′ = τ ′x,x′ .
An equivalence class is denoted by [Λ ,U,S,τ]. 
Remark 13.3. It would have been possible to define a different equivalence relation
accommodating different choices of sets Ix. Namely instead of requiring that Ix = I′x
we could have stipulated the existence of Gx-equivariant bijections bx : Ix→ I′x and
in addition that τx,x′ and τ ′x,x′ are related by
bx ◦a = a′ ◦ c and bx′ ◦b = b′ ◦ c,
where
τx,x′(φ) = [Ix
a I b Ix′ ] and τ ′x,x′(φ) = [I′x
a′ I′ b
′
 I′x′ ]
and c : I→ I′ is a bijection. However, in applications it does not seem too much of
a difference in general, and we picked the more restrictive formulation. 
Definition 13.19. An equivalence class [Λ ,U,S,τ] is called a structured sc+-
multisection. We shall often abbreviateΛ ≡ [Λ ,U,S,τ] and call it a structured sc+-
multisection and (Λ ,U,S,τ) a representative of the structured sc+-multisection.

With these definitions we can consider for a strong bundle P : W → X over the
ep-groupoid X various classes of sc+-multisection functors.
Definition 13.20. (1) Γ+m (P) denotes the set of sc+-multisection functors.
(2) The set of structurable sc+-multisection functors is denoted by Γ+s (P).
(3) The set of structured sc+-multisection functors is denoted by Γ+st (P).

Clearly, we have a forgetful map
forget : Γ+st (P)→ Γ+s (P), Λ˜ 7→Λ .
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It is clear from the definition that everyΛ ∈Γ+s (P) can lifted to an element inΓ+st (P)
(usually not uniquely). In fact the definition of a structurable sc+-multisection Λ
precisely says that there exists Λ˜ ∈ Γ+st (P) with forget(Λ˜) =Λ .
The next proposition shows that being structurable is preserved under the sum oper-
ation previously introduced for two sc+-multisection functors. Moreover if Λ1 and
Λ2 are structured so is Λ1⊕Λ2.
Proposition 13.3. Let P : W → X be a strong bundle over the ep-groupoid X.
If Λ1,Λ2 : E → Q+ are structurable sc+-multisections functors, then Λ1 ⊕Λ2 is
also a structurable sc+-multisection functor. If Λ1 and Λ2 are structured, the sc+-
multisection Λ1⊕Λ2 is naturally structured.
Proof. For i = 1,2, we lift the structurable sc+-multisection Λi to a structured sc+-
mutisection and take representatives (Λi,Ui,Si,τi) . In view Proposition 13.1 we
may assume that U := U1 = U2. We define Ix = I1x × I2x for x ∈ X . Introduce the
family I of index sets by
I= {Ix | x ∈ X},
and the family τ of maps τx,x′ : U(x,x′)→ J(x,x′) by
τx,x′ = τ1x,x′ × τ2x,x′ ,
where the right-hand side is defined as
[I1x
a1 I1 b
1
 I1x′ ]× [I2x
a2 I2 b
2
 I1x′ ] := [I1x × I2x
a1×a2 I1× I2 b
1×b2 I1x′ × I2x′ ].
Next we define the family S = (sx)x∈X of sc
+-section structures sx = (sx(i, j))(i, j)∈Ix
on U(x) by
sx(i, j) = s
1,x
i + s
2,x
j .
With the action of Gx on the index set Ix = I1x × I2x defined by g(i, j) = (g(i),g( j)),
the sc+-sections structures sxi, j are symmetric over U(x). Moreover, if x,x
′ ∈ X and
the map τx,x′(φ) : Ix→ Ix′ is represented by the diagram
Ix = I1x × I2x
a1×a2 I1× I2 b
1×b2 I1x′ × I2x′ = Ix′ ,
then
sx
′
(b1(i),b2( j))(t(φ)) = s
1,x′
b1(i)(t(φ))+ s
2,x′
b2( j)(t(φ))
= µ(φ ,s1,xa1(i)(s(φ)))+µ(φ ,s
2,x
a2( j)(s(φ)))
= µ(φ ,sx
(a1(i),a2( j))(s(φ)))
for all (i, j) ∈ I1 × I2, showing the compatibility of the local section structures.
Clearly, the maps τx,x′ are locally constant and satisfy
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τx,x(Γ (g,y)) = [Ix
id Ix
g
 Ix]
for all g ∈ Gx and y ∈U(x). This completes the proof of the proposition. 
Remark 13.4. Observe that in the above construction the structured Λ1⊕Λ2 is in
general different from Λ2⊕Λ1, since for example the index sets are different, i.e.
I1x × I2x versus I2x × I1x . Of course, one could introduce an appropriate notion of equiv-
alence to equate both sums, since the underlying functors are the same. However,
since being structured is an auxiliary concept we shall not study this further. For us
the basic notion is being structurable and as such Λ1⊕Λ2 =Λ2⊕Λ1. 
We recall that given r ∈ R and a sc+-multisection functor Λ : E → Q+, the sc+-
multisection functor rΛ is defined as follows. If r = 0, it is determined by the
requirement (0Λ)(0x) = 1 for x ∈ X , and if r 6= 0, then (rΛ)(e) :=Λ( er ). The
following result is obvious.
Lemma 13.6. Let P : W → X be a strong bundle over an ep-groupoid. If Λ : W →
Q+ is a structurable sc+-multisection, then rΛ is a structurable sc+-multisection
for every r ∈ R. If β : X → R is an sc-smooth functor and Λ is a structurable sc+-
multisection so is β Λ . 
Let P :W→X be a strong bundle over the ep-groupoid X . We call a sc+-multisection
functorΛ : W →Q+ trivial near a point x∈ X if there exists an open neighborhood
O(x) of x such that
Λ(0y) = 1 for all y ∈ O(x).
This means that Λ represents the zero-section over O(x).
Assume that [Λ ,U,S] is structurable and pick a structured version represented by
(Λ ,U,S,τ). Fix for every x ∈ X , where Λ is trivial near x, a new Gx-invariant open
neighborhood U ′(x) contained in U(x) so that Λ(0y) = 1 for y ∈U ′(x). Otherwise
keep U(x). This defines a new U′. Denote by TΛ the collection of all x so that Λ is
trivial near x. By assumption on U′ it holds that Λ(0y) = 1 for y ∈U ′(x) for x ∈ TΛ .
For x ∈ TΛ we redefine I′x = {∗}, i.e. a one-point set and take as section structure s′x,
which consists of the single zero-section over U(x) with weight 1. If x ∈ X \TΛ we
define I′x := Ix. Consider for x,x′ ∈ X
τx,x′ : U (x,x′)→ F(x,x′).
Assume that τx,x′ on a connected component is represented by
Ix
a I b Ix′ .
If x ∈ TΛ we replace a by the unique map a′ onto I′x, and if x′ ∈ TΛ we replace b by
the unique map b′ onto I′x′ . Through these modifications we obtain τ
′. We replace the
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representative (Λ ,U,S,τ) by (Λ ,U,′S′,τ ′). We note that τ ′ is a correspondence be-
tween the local section structures. Hence we obtain a new structured [Λ ,U′,S′,τ ′],
which has the following properties
(1) U ′(x)⊂U(x) for all x ∈ TΛ and U ′(x) =U(x) for x ∈ X \TΛ .
(2) For every point x ∈ TΛ we have that Λ(0y) = 1 for y ∈U ′(x) and Ix = {∗}.
For the following considerations we need to modify this even further, in fact some-
what drastically. Pick for x ∈ TΛ any U ′′(x) with the natural Gx-action such that
U ′′(x) ⊂ TΛ . For x ∈ X \ TΛ we define U ′′(x) := U(x). If x,x′ ∈ X \ T define
τ ′x,x′ := τx,x′ on U
′′(x,x′) =U (x,x′). If x∈ TΛ and x′ ∈ X \TΛ define τ ′x,x′ on U ′′(x,x′)
by
τ ′′x,x′(φ) = [Ix = {∗} Ix′
Id Ix′ ].
If x ∈ X \TΛ and x′ ∈ TΛ we define
τ ′′x,x′(φ) = [Ix
Id Ix Ix′ = {∗}].
In the case of x,x′ ∈ TΛ we define
τ ′′x,x′(φ) = [{∗}
Id {∗} Id {∗}].
With this data we obtain (Λ ,U′′,S′′,τ ′′). The previous construction proves the fol-
lowing result.
Proposition 13.4. Let (P : W → X ,µ) be a strong bundle over the ep-groupoid X.
Let [Λ ,U,S,τ] be a structured sc+-multisection and (Λ ,U,S,τ) a representative.
Then there exists a structured sc+-multisection [Λ ,U′′,S′′,τ ′′] where the represen-
tative (Λ ,U′′,S′′,τ ′′) has the following properties.
(1) For x∈ TΛ we have I′′x = {∗} and we can take any open neighborhood U ′′(x)with
the property that it admits the Gx-action and U ′′(x) ⊂ TΛ . The section structure
consists of the single zero-section.
(2) For x ∈ X \TΛ it holds U ′′(x) =U(x) and I′′x = Ix.
(3) For x,x′ ∈ X \TΛ it holds τ ′′x,x′ = τx,x′ .
(4) For x ∈ TΛ and x′ ∈ X \TΛ we have τ ′′x,x′(φ) = [∗ I′′x′
Id I′′x′ ] and for x ∈ X \TΛ
and x′ ∈ TΛ we take τ ′′x,x′(φ) = [Ix
Id Ix {∗}].
(5) For x,x′ ∈ TΛ we have τ ′′x,x′(φ) = [{∗} {∗} {∗}].

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Remark 13.5. The fact that U ′′(x) for x ∈ TΛ can be taken arbitrarily subject to the
requirements U ′′(x)⊂ TΛ and U ′′(x) admits the natural Gx-action will be important.

In view of Proposition 13.4 we can make the following definition.
Definition 13.21. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid with
paracompact |X |. A structured [Λ ,U,S,τ] is called tightly structured provided
there exists a representative (Λ ,U,S,τ) having the following properties.
(1) For x ∈ TΛ we have Ix = {∗} and sx consists of the single zero-section.
(2) For x ∈ TΛ and x′ ∈ X \TΛ we have τx,x′(φ) = [∗ Ix′
Id Ix′ ] and for x ∈ X \TΛ
and x′ ∈ TΛ we have τx,x′(φ) = [Ix
Id Ix {∗}].
(3) For x,x′ ∈ TΛ we have τ ′′x,x′(φ) = [{∗} {∗} {∗}].

With this definition and employing Propsoition 13.4 we obtain the following corol-
lary.
Corollary 13.1. Let (P : W → X ,µ) a strong bundle over the ep-groupoid X. For
every structurable Λ there exists a tightly structured version. 
A basic result is the following.
Proposition 13.5. Let P : W → X be a strong bundle over an ep-groupoid X and let
(Λl)l∈L be a family of structurable sc+-multisection functors having locally finite
domain supports. Then the sum
⊕
l∈LΛl is a structurable sc+-multisection functor.
Proof. We consider representatives (Λl ,Ul ,Sl ,τ l), l ∈ L, of structured versions. For
every l ∈ L set Tl := TΛl . We define a map X → 2L : x→ Jx by associating to x the
finite set of all l ∈ L such that for every open neighborhood O(x) it holds O(x)∩(X \
Tl) 6= /0. In particular we find for every x ∈ X an open neighborhood V (x) satisfying
(1) V (x) admits the natural Gx-action.
(2) V (x)⊂ Tl for all l ∈ L\ Jx.
For x ∈ X define U(x) by
U(x) :=V (x)
⋂(⋂
l∈Jx
U l(x)
)
.
The following holds for U= (U(x))x∈X :
(3) For x ∈ X and l 6∈ Jx we have that U(x)⊂ Tl .
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(4) If l ∈ Jx then U(x)⊂U l(x).
With the above properties guaranteed we can pass, following Proposition 13.4, for
every l ∈ L to a tightly structured version using the same U as a good system of
open neighborhoods. Without loss of generality we may assume therefore that the
(Λl ,Ul ,Sl ,τ l) already have these properties. In particular U= Ul for l ∈ L. Define
Λ =
⊕
l∈L
Λl .
We use U as a good system. Define Klx = I
l
x if l ∈ Jx and otherwise Klx = {∗}. The
product Kx defined as
Kx :=∏
l∈L
Klx
is a finite set. We can view an element k ∈ Kx as a map which assigns to l ∈ L an
element k(l) ∈ Kix. For k ∈ Kx we define sx = (sxk)k∈Kx on U(x) by
sxk =∑
l∈L
sl,xk(l).
Note that this is a finite sum since up to finitely many l the other terms are the zero-
sections. This gives S = (sx)x∈X . Next we define τx,x′(φ) on U (x,x′). The obvious
idea is to take the product product of the (τ lx,x′(φ))l∈L, but one has to make sure that
this is well-defined. Every τ lx,x′(φ) for l ∈ L has a representative of the form
Ilx I¯lx Ilx′ .
Moreover, this diagram takes the following forms given x and x′.
(1) With the exception of finitely many ` ∈ L : {∗} {∗} {∗} for x,x′ ∈ Tl
(2) For finitely many values of l ∈ L : {∗} Ilx′  Ilx′ for x ∈ Tl .
(3) For finitely many values l ∈ L : Ilx Ilx {∗} for x′ ∈ Tl .
(4) For finitely many values l ∈ L : Ilx I¯lx Ilx′
From this it follows that the product of the τ lx,x′ is defined and a correspondence. 
13.4 Equivalences, Coverings and Structurability
Next we shall study the properties of structured sc+-multisections with respect to
equivalences of strong bundles and generalized strong bundle isomorphisms, but
also with respect to proper covering functors.
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Theorem 13.3. Let (P : W → X ,µ) and (P′ : W ′→ X ′,µ ′) be strong bundles over
ep-groupoids. Suppose Φ : W →W ′ is a strong bundle equivalence covering the
equivalence F : X → X ′ and Λ ′ : W ′→Q+ is a structurable sc+-multisection func-
tor. Then the sc+-multisection functors Φ∗Λ ′ := Λ ′ ◦Φ is structurable. If Λ ′ is
structured there is a canonical way to structure Φ∗Λ ′.
Proof. We start by showing that Φ∗Λ ′ = Λ ′ ◦Φ is structurable. Fix a structured
[Λ ′,U′,S′,τ ′] with representative (Λ ′,U′,S′,τ ′). Recall that we can take the sets in
U′ as small as we wish, so that the other associated new data are just the restrictions
of the old data.
For every x ∈ X we find U(x) with the natural Gx-action, so that
(1) t : s−1(clX (U(x)))→ X is proper, and
(2) F : U(x)→ F(U(x)) is an sc-diffeomorphism.
(3) F(U(x))⊂U ′(F(x)), and without loss of generality F(U(x)) =U ′(F(x)).
We define Ix := I′F(x) and U = (U(x))x∈X . Given x,y ∈ X the equivalence F de-
fines an sc-diffeomorphism U(x,y)→U′(F(x),F(y)) and we infer that s : U(x,y)→
U(x) and t : U(x,y)→ U(y), when restricted to a connected component, are sc-
diffeomorphisms onto open subsets. With other words U is a good system of open
neighborhoods.
We define τ by
τx,y(φ) := τ ′F(x),F(y)(F(φ)).
Finally the symmetric sc+-section structures sx = (sxi )i∈Ix are defined via
Φ(sxi (z)) = s
′F(x)
i (F(z)) for z ∈U(x), i ∈ Ix,
and determine S. Hence Φ∗Λ ′ is structurable and [Φ∗Λ ′,U,S,τ] is the canonically
structured version when starting with [Λ ′,U′,S′,τ ′]. 
There is a similar result for the push-forward F∗Λ . However, there is not a canoni-
cal structuring for the latter. Here we shall also need an extension result which we
formulate now.
Proposition 13.6. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid and
assume that V is an open subset of X satisfying |X | = |V |. We view V as an ep-
groupoid and assumeΛ : W |V →Q+ is a given structured sc+-multisection functor.
Then the following holds.
(1) Λ has a canonical extension to W denoted by Λ¯ .
(2) Given open neighborhoods O(x) for x ∈ X \V the sc+-multisection Λ¯ has a
structured version so that the induced data to V is the original structured Λ and
the sets U(x) for x ∈ X \V are contained in O(x).
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Proof. (1) For w ∈W we can pick find w′ ∈W |V and φ : P(w′)→ P(w) such that
µ(φ ,w′) = w. We define
Λ¯(w) :=Λ(w′).
One easily verifies that this definition does not depend on the choices involved. The
extension Λ¯ is an sc+-multisection functor. Namely we can take open neighbor-
hoods U(φ), U(P(w)) and U(P(w′)) so that
t : U(φ)→U(P(w)) and s : U(φ)→U(P(w′))
are sc-diffeomorphisms. We may assume that U(P(w′)) is small enough so that it
supports a local sc+-section structure. With the data at hand we can push it forward
to U(P(w)), where it represents Λ¯ .
(2) For every q∈V we have an open U(q)⊂V invariant under the Gq-action, having
the properness property and supporting a symmetric sc+-section structure sq. In
addition, the collection U= (U(q))q∈V , is a good system for V . In addition we have
correspondences τq,q′ relating the local sc+-section structures.
We employ the extension theorem for U and obtain (U(x))x∈X which extends U and
where U(x)⊂ O(x) for x ∈ X \V . We also need to extend the correspondences and
define specific local sc+-section structures. For this we first have a closer look at the
proof of Theorem 13.1 to see how data was being moved around. Without loss of
generality we assume that U(x) = O(x), where U(x) will be fixed arbitrarily small.
For every x ∈ X \V we fix ψx ∈ X with qx := s(ψx) and t(ψx) = x. Moreover, we
find open neighborhoods O(ψx), O(qx), and U(x) having the following properties.
• s : O(ψx)→ O(qx) and t : O(ψy)→U(x) are sc-diffeomorphisms.
• O(qx)⊂U(qx) and O(qx) is invariant under the Gqx -action on U(qx).
• U(x) admits the natural Gx-action and has the properness property.
• For every connected component Σ of U (qx,x) the maps s : Σ → U(qx) and t :
Σ →U(x) are sc-diffeomorphisms onto their image.
We have seen in Theorem 13.1 that (U(x))x∈X is a good system. We need to define
local section structures on the new sets and correspondences for the following types
of sets
(i) U (q,x) for q ∈V and x ∈ X .
(ii) U (x,q) for x ∈ X and q ∈V .
(iii) U (x,y) for x,y ∈ X .
We start with the local sc+-section structures. Pick x ∈ X \V and define the equiv-
ariant sc-diffeomorphism
Dx : O(qx)→U(x) : D(q) = t ◦ (s|U(ψx))−1(q),
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where γx : Gqx → Gx is defined by γx(φ)ψx ◦φ ◦ψ−1x . With O(qx)⊂U(qx) we push
forward the restriction of sqx to O(qx). More precisely with sqx = (s
qx
i )i∈Iqx we define
Ix := Iqx and s
x
i by
sxi (Dx(q)) = µ((s|O(ψx))−1(q),sqxi (q)) for q ∈ O(qx).
We let Gx act on Ix = Iqx by g(i) := (γ−1x (g))(i). This prescription defines for every
x ∈ X \V a symmetric local sc+-section structure on U(x) representing Λ¯ .
In a next step we have to define the correspondences. In case (i) we take the sc-
smooth embedding
A : U (q,x)→U (q,qx) : A(φ) = [(t|O(ψx))−1(t(φ))]−1 ◦φ ,
whose image is {ψ ∈ X | s(ψ) ∈U(q), t(ψ) ∈ O(qx)}. We define τq,x : U (q,x)→
I(q,x) by
τq,x(φ) := τq,qx ◦A(φ).
This map is obviously locally constant since this did hold for τq,qx . Moreover, it
defines a correspondence between the local sc+-section structures as we shall show
now. Take φ ∈U (q,x) and define
ψ := A(φ) = [(t|O(ψx))−1(t(φ))]−1 ◦φ ∈ {σ ∈ X | s(σ) ∈U(q), t(σ) ∈ O(qx)}.
Assume τq,qx(ψ) is represented by Ix I Iqx with maps a and b so that
sqxb(i)(t(ψ)) = µ(ψ,s
q
a(i)(s(ψ))).
By construction τq,x(φ) is represented by the same diagram where Ix = Iqx by defi-
nition. We compute
sxb(i)(t(φ)) = µ((s|O(ψx))−1(D−1x (t(φ))),sqxb(i)(D−1x (t(φ))))
= µ((s|O(ψx))−1(t(ψ)),sqxb(i)(t(ψ)))
= µ((s|O(ψx))−1(t(ψ)),µ(ψ,sqa(i)(s(ψ))))
= µ((s|O(ψx))−1(t(ψ)),µ(ψ,sqa(i)(s(φ))))
= µ(φ ,sqa(i)(s(φ))).
This shows the compatibility. The case (ii) is similar, where we use the pseudo-
inverse of τq,x. In case (iii) we define τx,y as follows. Recall that we have the sc-
diffeomorphism
C : U (x,y)→{φ ∈ X | s(φ) ∈ O(qx), t(φ) ∈ O(qy)}
defined by
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C(φ) =
(
(t|O(ψy))−1(t(φ))
)−1 ◦φ ◦ ((t|O(ψx))−1(s(φ))) .
In this case we define τx,y by
τx,y = τqx,qy ◦C.
Through a straight forward computation as in case (i) one verifies the assertion. 
Theorem 13.4. Let P : W → X and P′ : W ′ → X ′ be strong bundles over ep-
groupoids. Assume that Φ : W →W ′ is a strong bundle equivalence covering the
equivalence F : X → X ′ and Λ : W → Q+ a structurable sc+-multisection functor.
Then the push-forward Φ∗Λ is a structurable sc+-multisection functor.
Proof. Define Λ ′ : W ′→Q+ as follows. If w′ ∈W ′, using the fact that Φ is a strong
bundle equivalence covering the equivalence of ep-groupoids F , we find w ∈W ,
ψ ∈ X ′ such that
w′ = µ ′(ψ,Φ(w)) and ψ : F(P(w))→ P′(w′).
Define Λ ′(w′) := Λ(w) and note that the definition does not depend on the choices
involved. Hence we have defined, as a functor
Λ ′ : W ′→Q+.
We pick a structured version [Λ ,U,S,τ] represented by (Λ ,U,S,τ) of the struc-
turable sc+-multisection functorΛ : W →Q+. Since F is an equivalence, and hence
a local sc-diffeomorphism, we may assume, in view of Theorem 13.2, that for every
open neighborhood U(x) ∈ U the map F : U(x)→ F(U(x)) is a sc-diffeomorphism
and F(U(x)) is contained in a set having the properness property.
For every y ∈ F(X), we choose a point xy ∈ X such that F(xy) = y and set
U ′(y) := F(U(xy)) and I′y := Ixy .
We define a sc+-section structure s′y = (s
′y
i )i∈I′y on U
′(y) as the push-forward of
(sxyi )i∈Ixy by Φ and obtain
s′yi :=Φ ◦ s
xy
i ◦ (F |U(xy))−1 for all i ∈ I′y.
Using the fact that F is faithful and full, the map F : mor(xy,xy′)→ mor(y,y′) is a
bijection. Next we define the action of G′y on the index set I′y and the maps
τ ′y,y′ : U
′(y,y′)→ I′(y,y′).
We put I′y := Ixy and define the action of the isotropy group G′y on the index set I′y by
g′(i) = ((F |mor(xy,xy))−1(g′))(i), g ∈ G′y, i ∈ I′y.
The equivalence F induces an sc-diffeomorphism
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U (xy,xy′)→U ′(y,y′) : φ → F(φ).
In order to see this, recall that the map is clearly a local sc-diffeomorphism. The map
is surjective. Indeed, let φ ′ ∈U ′(y,y′) pick the uniquely determined points x∈U(xy)
and x′ ∈U(xy′) such that F(x) = s(φ ′) and F(x′) = t(φ ′). Since F is an equivalence
there exists φ with s(φ) = x and t(φ) = x′ such that F(φ) = φ ′. The map is also
injective. If F(φ1) = F(φ2) we see that
F(s(φ1)) = s(F(φ1)) = s(F(φ2)) = F(s(F(φ2))) and
F(t(φ1)) = t(F(φ1)) = t(F(φ2)) = F(t(F(φ2))),
from which we conclude that φ1 and φ2 have the same source and target. Since F is
faithful this implies φ1 = φ2.
Now we define the maps τ ′y,y′ : U
′(y,y′)→ I′(y,y′) by
τ ′y,y′(φ) = τxy,xy′ ((F |U (xy,xy′))−1(φ)), φ ∈U ′(y,y′) .
One can easily check that with these definitions the sc+-section structure (syi )i∈I′y is
symmetric and the maps τ ′y,y′ are correspondences for all y,y
′ ∈ F(X).
We note that (Λ ′|(W ′|F(X)),U′,S′,τ ′) is a representative for a structured sc+-
multisection for the strong bundle W ′|F(X) → F(X). Note that F(X) is an ep-
goupoid for the induced structure as an open subset of X ′, and moreover |F(X)| =
|X ′|. Now we apply Propsition 13.6 and obtain that the extension Λ ′ is structurable.

The structurable sc+-multisections behave nicely with respect to pull-backs by
proper covering functors.
Theorem 13.5. Let (P : E → Y,ν), (Q : W → X ,µ) be strong bundles over ep-
groupoids and Φ : E→W a proper strong bundle covering map covering the proper
covering functor F : Y → X. IfΛ : W →Q+ is a structurable sc+-multisection func-
tor, then the pull-back Φ∗Λ is a structurable sc+-multisection functor.
Proof. Fix a structured version [Λ ,U,S,τ] ofΛ . In view of the definition of a proper
covering functor, without loss of generality we may assume that the open neighbor-
hoods U(x) ∈ U are sufficiently small so that the following holds:
• There are finitely many mutually disjoint open neighborhoods V (y)⊂ Y around
every point y ∈ F−1(x) such that the restrictions F : V (y) → U(x) are sc-
diffeomorphisms and
F−1(U(x)) =
⋃
z∈F−1(x)
V (z),
• the open neighborhoods V = (V (y))y∈Y form a good system of open neighbor-
hoods on Y .
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In addition, since F is a proper covering functor, the map Y → X s×FY , defined by
φ 7→ (F(φ),s(φ)), (13.6)
is a sc-diffeomorphism.
On every open neighborhood U(x), we are given the symmetric sc+-section struc-
ture sx = (sxi )i∈Ix and for every two points x,x
′ ∈ X we have correspondences
τx,x′ : U (x,x′)→ I(x,x′)
relating the local section structures sx and sx′ .
For every y ∈ F−1(x), we take as index set Iy the index set Ix and define the sc+-
section structure sy on V (y) as the pull-back of of sx,
Φ(syi (z)) = s
x
i (F(y)), z ∈V (y), i ∈ Iy. (13.7)
The action of the isotropy group Gy on the index set Iy is defined by g(i) = F(g)(i)
for g ∈ Gy and i ∈ Iy. Since the map defined in (13.6) is a sc-diffeomorphim, we
deduce (for the natural actions) that F(Γ Y (g,z)) = Γ X (F(g),F(z)) for all g ∈ Gy
and z ∈ V (y). Using this fact we conclude that the sections defined by (13.7) are
symmetric. Indeed, we compute for g ∈ Gy, i ∈ Iy, and z ∈V (y),
Φ(syg(i)(g∗ z)) = sxg(i)(F(g∗ z) = sxF(g)(i)(F(g)∗F(z))
= µ(Γ X (F(g),F(z)),sxi (F(z)))
= µ(F(Γ Y (g,z)),Φ(syi (z)))
=Φ(µ(Γ Y (g,z),syi (z))).
Since Φ is a fiber-wise isomorphism, we conclude that
syg(i)(g∗ z) = µ(Γ Y (g,z),syi (z))
which proves our claim.
Having defined the good system of open neighborhoods V= (V (y))y∈Y , the family
I= (Iy)y∈Y of index sets as well as the familyS= (sy)y∈Y of symmetric sc
+-section
structures we define the family τ = (τy,y′)y,y′∈X of maps τy,y′ : V (y,y′)→ I(y,y′) as
follows. If y ∈ F−1(x) and y′ ∈ F−1(x′), we put
τy,y′(φ) := τx,x′(F(φ))
for all φ ∈ V (y,y′). Clearly, the maps τy,y′ are locally finite and satisfy τy′,y(φ) =
τy,y′(φ−1)] for φ ∈ V (y′,y) and τy,y(Γ Y (g,z)) = [Iy
id Iy
g
 Iy] for every g ∈ Gy
and z ∈ V (y). Finally, we shall verify the compatibility condition. If y ∈ F−1(x),
y′ ∈F−1(x′), φ ∈V(y,y′), and the diagram Iy
a I b Iy′ is a representative of τy,y′(φ),
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we compute
Φ ◦ν(φ ,sya(i)(s(φ))) = µ(F(φ),Φ(sya(i)(s(φ)))
= µ(F(φ),sxa(i)(s(F(φ))))
= sx
′
b(i)(t(F(φ)))
=Φ ◦ sy′b(i)(t(φ)),
which implies that
ν(φ ,sya(i)(s(φ))) = s
y′
b(i)(t(φ))
for every i ∈ I. The proof of the theorem is complete. 
In a next step we introduce the notion of two structured sc+-multisection func-
tors Λ1,Λ2 being commensurable. More precisely let [Λi,Ui,Si,τi], i = 1,2, be
structured sc+-mulitsection functors for the strong bundle P : W → X over the ep-
groupoid X with paracompact orbit space.
Definition 13.22. Let P : W → X be the strong bundle over the ep-groupoid X hav-
ing paracompact orbit space and let Λi ≡ [Λ j,U j,S j,τ j], where j = 1,2, be struc-
tured sc+-mulitsection functors.
(1) The functorsΛ1 andΛ2 are called commensurable if we can take representatives
for which U1 = U2, τ1 = τ2, and I1x = I2x for all x ∈ X . Denote such a choice of
compatible data by c.
(2) The commensurable sum of the commensurable sc+-multisection functors Λ1
and Λ2, for the data c, denoted by
Λ :=Λ1cΛ2 : W →Q+,
is defined by [Λ ,U,S,τ], where the underlying sc+-multisections functor Λ is
given as follows. The symmetric sc+-section structure sx = (sxi )i∈Ix on U(x) is
defined by
sxi = s
1,x
i + s
2,x
i ,
and if x ∈ X and w ∈W satisfies P(w) ∈U(x), then
Λ(w) =
1
|Ix| |{i ∈ Ix |s
x
i (P(w)) = w}|.

The commensurable sum can also be taken when we are given an infinite family
([Λ j,U,S j,τ]) j∈J , where every two are commensurable and in addition the under-
lying family (Λ j) is locally finite, i.e. there exists for every x ∈ X an open neigh-
borhood O = O(x) so that with the exception of finitely many indices we have for
w ∈Wy, y ∈ O, that Λ j(w) = 0 provided w 6= 0y. In this case
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Λ :=cj∈JΛ j (Here c denotes as before a choice.)
is well-defined and a structured sc+-multisection functor with data (U,S,τ). This
is evident and does not require a proof. The commensurable sum is not intrinsic
and depends on choices. Nevertheless it is very important in constructions utilizing
partition of unity arguments.
13.5 Constructions of Sc+-Multisections
In this subsection we demonstrate how sc+-multisection with certain properties can
be constructed.
Definition 13.23. A sc+-multisection functor Λ : W → Q+ is called atomic if the
following conditions are satisfied:
(1) There exist a point x ∈ X and Gx-invariant open neighborhoods U(x) and V (x)
such that clX (V (x))⊂U(x) and t : s−1(clX (U(x)))→ X is proper.
(2) There exists a symmetric sc+-section structure (si)i∈Ix on U(x) vanishing outside
of V (x).
(3) The functor Λ is related to the local section structure as follows:
• If w ∈W and w′ = µ(φ ,w), where φ : P(w)→ t(φ) is a morphism such that
t(φ) ∈U(x), then
Λ(w) =
1
|Ix| |{i ∈ Ix | si(P(w
′)) = w′}|.
• If w∈W and there is no morphism φ satisfying s(φ) = P(w) and t(φ)∈U(x),
then
Λ(w) =
{
1, if w = 0,
0, otherwise.
Remark 13.6. In the perturbation theory one often introduces the atomic sc+-multi-
section Λ by first constructing one section which takes at a prescribed smooth point
x a particular value, or has a tangent map with a prescribed property. Then one
moves this section around with the action of Gx and finally extends by a standard
procedure. If one perturbs over a compact solution set, then a finite number of such
perturbations added together are sufficient to achieve transversality. In order to carry
out such a procedure one needs the existence of sc-smooth bump functions but not
necessarily sc-smooth partitions of unity. 
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Theorem 13.6. Let P : W → X be a strong bundle over an ep-groupoid If Λ : W →
Q+ is an atomic sc+-multisection functor, then it is structurable.
Proof. We consider an atomic sc+-multisection functor Λ : W → Q+. We have to
construct a system of good neighborhoods U = (U(x))x∈X , the family I = (Ix)x∈X
of index sets, the family of correspondences τ = (τx,x′)x,x′∈X , and the family S =
(sx)x∈X of symmetric sc+-section structures on U(x) satisfying the compatibility
conditions.
Since Λ is atomic there are Gx0 -invariant open neighborhoods U(x0) and V (x0)
such that clX V (x0) ⊂U(x0) and the target map t : clX (s−1(U(x0))→ X is proper.
Moreover, on U(x0), there exists a symmetric sc+-section structure sx0 = (s
x0
i )i∈Ix0
such that the sections sx0i vanish on U(x0)\V (x0) and Λ can be written in terms of
this data
Λ(w) =
1
|Ix0 |
· |{i ∈ Ix0 | si(P(w)) = w}| if P(w) ∈U(x0).
We take U(x0) as our first set with index set Ix0 , and sc
+-section structure sx0 =
(sx0i )i∈Ix0
. We define τx0,x0 : U (x0,x0)→ I(x0,x0) by
τx0,x0(Γ (g,y)) = [Ix0
Id Ix0
g
 Ix0 ] for y ∈U(x0), g ∈ Gx0 .
Next consider the points x ∈U(x0). For each of them we pick an open Gx-invariant
neighborhood U(x) satisfying U(x)⊂U(x0) and take sx := (sx0i |U(x))i∈Ix with Ix :=
Ix0 . We define a group homomorphism
γx : Gx→ Gx0 : g→ γx(g)
where γx(g) is uniquely determined by the equality Γ x(g,x) = Γ x0(γx(g),x). Here
Γ x and Γ x0 are associated to the natural representations on U(x) and U(x0), respec-
tively. Then Gx acts on Ix by
g(i) := (γx(g))(i), i ∈ Ix = Ix0 .
Given x,x′ ∈U(x0) the set U (x,x′) is an open subset of U (x0,x0) and we define τx,x′
as the restriction of τx0,x0 .
Among the points x ∈ X \U(x0) consider first the points x which have an open
neighborhood O(x) with the property that Λ(0y) = 1 for y ∈ O(x). In this case fix
an open Gx-invariant neighborhood U(x) with the properness property and take as
sc+-section structure sx the single zero-section sx∗ parameterized by Ix = {∗}.
If x ∈ X \U(x0) but such a neighborhood O(x) does not exist, we can pick a mor-
phism φx with s(φx)= x and t(φx)∈ clX (V (x0)). We find open neighborhoods U(φx),
U(x), and U ′(t(φx)) such that
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• σx := t ◦ (s|U(φx))−1 : U(x)→U ′(t(φx)) is an sc-diffeomorphism.
• U ′(t(φx))⊂U(t(φx)).
We define Ix := It(φx) and take as section structure sx the pull-back of the restriction
of st(φx) to U
′(t(φx)). We define a group isomorphism γx : Gx→ Gt(φx) by
γx(g) = φx ◦g◦φ−1x
which we use to define the Gx-action on Ix by
g(i) := (γx(g))(i), i ∈ Ix = It(φx) = Ix0 .
At this point we have defined a family U = (U(x))x∈X , an index set Ix for every
x∈ X , together with group actions of Gx on Ix. In addition we have defined for every
x ∈ X a sc+-section structure sx. We also have defined the correspondences τx,x′ for
x,x′ ∈U(x0). We need to define τx,x′ for the remaining cases. Assume first that x,x′
are given outside of U(x0) such that the previously introduced φx and φx′ with targets
in clX (V (x0)) exist. Using the sc-embeddings σx and σx′ we can embed U (x,x′) into
U (t(φx), t(φx′)) via the map
φ → ((s|U(φx′)−1(t(φ))◦φ ◦ ((s|U(φx))−1(s(φ)))−1,
and define
τx,x′(φ) := τt(φx),t(φx′ )
(
((s|U(φx′)−1(t(φ))◦φ ◦ ((s|U(φx))−1(s(φ)))−1
)
.
Assume next that |x| 6∈ |U(x0)| and x′ is arbitrary. We define
τx,x′(φ) = [{∗} Ix′
Id Ix′ ].
If x is arbitrary and x′ ∈ X satisfies |x′| 6∈ |U(x0)| we define
τx,x′(φ) = [Ix
Id Ix {∗}].
The latter two definitions are compatible if |x|, |x′| 6∈ |U(x0)|. On verifies easily that
the sc+-section structures are compatible via the correspondences. With this data
[Λ ,U,S,τ] is a structured version of Λ . 
The following two Theorems together show that one can construct atomic sc+-
multisections possessing special properties.
Theorem 13.7 (Construction I). Let (P : W → X ,µ) be a strong bundle over an
ep-groupoid admitting smooth bump functions. We assume that x is a smooth object
and U(x) is a Gx-invariant open neighborhood having the properness property and
admitting the natural Gx-action. Let V (x) be an another open neighborhood such
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that clX (V (x)) ⊂ U(x) and V (x) is invariant under Gx. Then the following state-
ments hold.
(1) If w ∈W is a smooth vector satisfying P(w) = x, then there exists a finite family
of sc+-section si, i ∈ I, defined on U(x) vanishing on U(x)\V (x) and an action
of Gx on I satisfying sg(i)(g ∗ z) = µ(Γ (g,z),si(z)) for z ∈U(x), and si0(x) = w
for some i0 ∈ I.
(2) If s is a sc+-section near x ∈U(x) satisfying s(x) = 0, then there exists a finite
family of sc+-sections si for i ∈ I, supported in U(x), vanishing on U(x)\V (x),
and an action of Gx on I such that sg(i)(g∗ z) = µ(Γ (g,z),si(z)) for z ∈U(x) and
i ∈ I. Moreover, si0(y) = s(y) for y near x for some i0 ∈ I.
Proof. The proof is straightforward. In case (1) we fix an open neighborhood
V (x) with clX (V (x)) ⊂ U(x) so that V (x) is invariant under the Gx-action. We
construct in local coordinates a sc+-section s satisfying s(x) = w. We multiply s
with a sc-smooth bump function β supported in V (x) and satisfying β (x) = 1,
so that the product β · s is a sc+-section supported in U(x). Recall such β ex-
ists with arbitrarily small support. Now, applying the Gx action, we define for ev-
ery g ∈ Gx the local sc+-section sg : U(x) → W by sg(g ∗ z) = µ(Γ (g,z),s0(z))
for z ∈ U ′(x), where s0 = β · s. Using the properties of the sc-diffeomorphism
Γ : Gx×U(x)→ {φ ∈ X |s(φ) and t(φ) ∈U(x)} and of the structure map µ one
sees that if g = id ∈ Gx then sid(z) = s0(z). Moreover, for every g,h ∈ Gx the for-
mula sg◦h(g ∗ z) = µ(Γ (g,z),sh(z)) holds for every z ∈U(x). Consequently, intro-
ducing the finite index set I = Gx and the group isomorphism τ : Gx→ Per(I) into
the permutations of I, defined by τ(g)(h) = g◦h, we obtain the equation
sτ(g)(h)(g∗ z) = µ(Γ (g,z),sh(z))
for every z ∈ U(x) and g,h ∈ Gx. This way we obtain a called symmetric section
structure near x defined on U(x), where the sg have support in V (x)with clX (V (x))⊂
U(x).
In case (2) we use a sufficiently concentrated bump function and define s0 = β · s.

The previous proposition tells us how to obtain locally a Gx-invariant family of sc+-
section supported in a suitable neighborhood U(x) for which there exists V (x) with
clX (V (x)) ⊂ U(x), so that the support is contained in V (x). Such families can be
used to construct atomic sc+-multisections as the next result illustrates.
Theorem 13.8 (Construction II). Let (P : W → X ,µ) be a strong bundle over an
ep-groupoid admitting smooth bump functions. We assume that x is a smooth point
and U(x) an open neighborhood which is invariant under the natural Gx-action
having the properness property. Further, we let si, i ∈ I, be a finite number of sc+-
sections of the strong bundle W → X supported in U(x), where we view X just
as a M-polyfold. We assume in addition that Gx acts on I such that sg(i)(g ∗ z) =
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µ(Γ (g,z),si(z)) for all z ∈U(x) and i ∈ I. Then there exists a uniquely determined
atomic sc+-multisection Λ of P which is supported in the saturation of U(x) and
which over U(x) can be written
Λ(w) =
1
|I| · |{i ∈ I | si(P(w)) = w}|.
Moreover Λ is structurable.
Proof. Let U(x) be an open neighborhood admitting the natural Gx-action, so that
t : s−1(clX (U(x)))→ X is proper. We assume we are given a finite set I with an
action by Gx and a family of sc+-sections (si)i∈I of W |U(x) having the following
properties.
(i) sg(i)(g∗ y) = µ(Γ (g,y),si(y)) for y ∈U(x).
(ii) There exists V (x) with clX (V (x)) ⊂ U(x) and invariant under Gx, such that
si(y) = 0 for y ∈U(x)\V (x).
First we define Λ : W → Q+. If w ∈W and there exists a morphism φ with t(φ) ∈
U(x) and s(φ) = P(w) we define
Λ(w) =
1
|I| · |{i ∈ I | si(P(w)) = w}|.
If no such φ exists we define
Λ(w) =
[
1 if w = 0P(w)
0 otherwise.
We need to show thatΛ can be represented locally by sc+-smooth section structures.
In the case that there exist φ : P(w)→ y with y∈U(x)we can use the associated local
sc-diffeomorphism φ̂ to pull-back the local section structure and it will represent Λ
on W restricted to a suitable small neighborhood of P(w).
In the case that there does not exist a morphism starting at y = P(w) and ending in
U(x) we find an open Gy-invariant neighborhood U(y) so that |U(y)| ∩ |V (x)| = /0.
In this case we take as section structure the single zero section on U(y) which we
may assume to possess the properness property.
After this discussion we see that Λ is an sc+-multisection functor. We have already
established that they are structurable.

The basic existence result deduced from the two previous results is the following
theorem which provides in addition a control of the size of the sections.
480 13 Sc+-Multisections
Theorem 13.9. Let (P : W → X ,µ) be a strong bundle over the ep-groupoid X with
paracompact orbit space |X |, which admits sc-smooth bump functions. Let N is a
given auxiliary norm for (P,µ). (It exists due to the paracompactness of |X |). For
every smooth vector w ∈W \0W satisfying P(w) = x and every open neighborhood
U(x) around x = P(w) equipped with the natural Gx-action, there exists an atomic
sc+-multisection satisfying the following properties,
(1) dom-supp(Λ)⊂ pi−1(U(x)).
(2) Λ(g∗w)> 0 for all g ∈ Gx.
Moreover, if s is a sc+-section defined in the open neighborhood U(x) and if ε > 0,
then there exists an atomic sc+-multisection Λ supported in pi−1(U(x)) and satis-
fying N(Λ)(y) ≤ N(s(x)) + ε for all y ∈ X, whose local section structure near x
contains the sc+-section s having a positive weight.
The importance of atomic sc+-section functors comes from the following result. It
states that every structurable sc+-multisection functor Λ : W → Q+ associated to
P : W → X , where |X | is paracompact and X admits sc-smooth partitions of unity,
can be obtained as a locally finite commensurable sum of atomic sc+-multisection
functors.
Theorem 13.10. Let (P : W → X ,µ) be a strong bundle over the ep-groupoid X
which has a paracompact orbit space |X | and admits sc-smooth partitions of unity.
We assume thatΛ : W →Q+ is a structurable sc+-multisection functors. Then there
exists a locally finite family of commensurable structured sc+-multisection functors
([Λ j,U,S j,τ]) j∈J , each having an underlying atomic sc
+-multisection functor Λ j,
such that
[Λ ,U,S,τ] = j∈J [Λ j,U,S j,τ].
Proof. We take a structured lift of Λ represented by (Λ ,U,S,τ). Setting U˜(x) :=
pi−1(|U(x)|) for every x ∈ X , the family (U˜(x))x∈X is an open covering of X by
saturated sets. By assumption the orbit space |X | is paracompact and X admits sc-
smooth partition of unity functors as an ep-groupoid. Consequently, there exists a
locally finite refinement (Vj) j∈J of (U˜(x))x∈X and, for every j ∈ J, a point x j ∈ X
such that cl|X |(Vj)⊂ |U(x j)|, and, moreover, a sc-smooth partition of unity (β j) j∈J
of functors β j : X → [0,1] satisfying supp(|β j|)⊂Vj.
Fixing j ∈ J, we define the sc+-section structure s j,x = (s j,xi )i∈Ix on every U(x) by
s j,xi (y) = β j(y) · sxi (y),
which in turn defines the sc+-multisection functor Λ j and the structured
[Λ j,U,Sj,τ].
We claim that, for every j ∈ J, the functor Λ j is atomic. Since supp|β j| ⊂ Vj ⊂
|U(x j)|, it follows that β˜ j := β j|U(x j) : U(x j)→ [0,1] vanishes outside of the set
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pi−1(Vj)∩U(x j) whose closure in X is contained in U(x j) in view of Lemma 13.1.
Hence Λ j is atomic and by construction the family (Λ j) is locally finite. By con-
struction
[Λ ,U,S,τ] = j∈J [Λ j,U,S j,τ].
The proof is complete. 

Chapter 14
Extension of Sc+-Multisections
The main result in this chapter concerns an extension of a structurable sc+-multi-
section functor defined over ∂X , i.e. Λ : W |∂X → Q+, to a structurable sc+-
multisection functor Λ ′ : W →Q+ over all of W , satisfying some additional proper-
ties:
[Λ : W |∂X →Q+]  [Λ ′ : W →Q+].
The additional properties are concerned with the size of the extension and its sup-
port. First we shall provide the appropriate definitions and state the main result,
and then we outline the proof so that the reader will be able to follow the sizable
construction.
14.1 Definitions and Main Result
In order to formulate the extension result we need some preparation. We assume
that X is a tame ep-groupoid with paracompact orbit space |X | admitting sc-smooth
partitions of unity. We note that in general the boundary ∂X is not an ep-groupoid,
however, it has enough structure to talk about smooth data on it.
Recall that a tame M-polyfold M has for every point x an arbitrarily small open
neighborhood V = V (x), so that there are precisely d(x)-many connected compo-
nents in {y ∈ V | d(y) = 1} having x in its closure, and each such closure is a
sub-M-polyfold, see Corollary 2.2 and Section 2.4 for more detail. If we take such a
neighborhood small enough we may assume that the properness property holds. Of
course, in addition, we may always assume that we have the natural Gx-action on
V (x). Hence we make the following definition.
Definition 14.1. Let X be a tame ep-groupoid and x ∈ ∂X . A good open neigh-
borhood U(x) in ∂X is a subset of ∂X which is given as the intersection U(x) =
V (x)∩∂X , where V (x) has the following properties.
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(1) V (x) is an open neighborhood of x in X and admits the natural Gx-action.
(2) t : s−1(clX (V (x)))→ X is proper.
(3) There are dX (x)-many connected components θi in {y ∈ V (x) | dX (y) = 1} so
that their closures θ¯i in V (x) contain x, and for y ∈V (x) it holds that
dX (y) = ]{i ∈ {1, ..,dX (x)} | y ∈ θ¯i}.
We shall refer to V (x) as a good open neighborhood of x ∈ ∂X in X . Note that the
θ¯ j are tame M-polyfolds. 
Remark 14.1. For the existence of such neighborhoods V (x) see Proposition 2.14
and the discussion preceding it.
Next we shall introduce a class of sc+-multisections over ∂X .
Definition 14.2. Let (P : W →X ,µ) be a strong bundle over the tame ep-groupoid X
with paracompact |X |. A functorΛ : W |∂X→Q+ is an sc+-multisection (functor)
over ∂X if for every x ∈ ∂X there exists a good neighborhood U(x) in ∂X , an index
set Ix with Gx-action and a family of section (sxi )i∈Ix defined for W |U(x) so that
(1) The restriction of sxi to every θ¯ j is an sc+-section of W |θ¯ j.
(2) sxg(i)(g∗ y) = µ(Γ (g,y),sxi (y)) for all y ∈U(x).
(3) Λ(w) = 1|Ix| · |{i ∈ Ix | sxi (P(w)) = w}| for w ∈W with P(w) ∈U(x).
We call sx = (sxi )i∈Ix a symmetric sc
+-section structure for Λ near x (in ∂X). 
Remark 14.2 (Extensions). Let for x ∈ ∂X be the data as in Definition 14.2 and as-
sume that X admits sc-smooth partitions of unity. Then it is an easy exercise to show
that there exists an open neighborhood V (x) of x in X being invariant under the nat-
ural Gx-action and sc+-sections (sxi )i∈I of W |V (x) having the following properties:
(a) V (x)∩∂X =U(x).
(b) si|U(x) = si for all i ∈ I.
(c) sxg(i)(g∗ y) = µ(Γ (g,y),sxi (y)) for y ∈V (x) and g ∈ G.
To see this, we first construct in a straight forward many V (x). Pick i∈ I and employ
Proposition 12.2 and a partition of unity argument to construct sxi . Then we use the
formula (c) to define sxg(i) for every g ∈ G. In a next step we pick i ∈ I \G(I) and
repeat the previous step. We are done after a finite number of iterations. 
Next we shall introduce the notion of good systems of neighborhoods for ∂X .
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Definition 14.3. Let (U(x))x∈∂X be a collection of open neighborhoods U(x)⊂ ∂X
of points x ∈ ∂X in ∂X . Then (U(x))x∈∂X is called a good system of neighborhoods
for ∂X if the following conditions are satisfied:
(1) The U(x) are good neighborhoods in the sense of Definition 14.1
(2) For two points x,x′ ∈ ∂X , the subset U (x,x′) = {ψ ∈ X | s(ψ) ∈U(x), t(ψ) ∈
U(x′)} of X has the following property. There exist good open neighborhoods
V (x) and V (x′) of x and x′ in X , see Definition 14.1, restricting to ∂X as U(x)
and U(x′) so that for every connected component Σ ⊂ V (x,x′) the source map
s : Σ →V (x) and the target map t : Σ →V (x′) are sc-diffeomorphisms onto open
subsets.

Given an open covering (O(x))x∈∂X of ∂X (O(x) open in ∂X), we can find a good
system of open neighborhoods (U(x))x∈∂X , U(x) ⊂ O(x), by employing Theorem
13.2 as outlined in the following proof.
Theorem 14.1. Let X be an ep-groupoid with paracompact orbit space |∂X | and
(O(x))x∈∂X an open cover of ∂X by open neighborhoods of its points (Here O(x) is
open in ∂X). Then there exists a good system of neighborhoods (U(x))x∈∂X for ∂X
with U(x)⊂ O(x) for all x ∈ ∂X.
Proof. Extend the elements of the collection (O(x))x∈∂X to open neighborhoods
O˜(x) of x ∈ ∂X with O˜(x)∩ ∂X = O(x). By adding open neighborhoods O˜(x) for
x ∈ X \∂X we obtain the collection (O˜(x))x∈X . In view of Theorem 13.2 we find a
good system of neighborhoods (V (x))x∈X with V (x)⊂ O˜(x) for x ∈ X . Then define
for x ∈ ∂X the set U(x) by U(x) := ∂X ∩V (x). 
Now we are in the position to define structured sc+-multisection functors for W |∂X .
Definition 14.4. Let (P : W → X ,µ) be a strong bundle over a tame ep-groupoid
with paracompact orbit space |X |. A structured sc+-multisection over ∂X is an
equivalence class of tuples [Λ ,U,S,τ] in whichΛ : W |∂X→Q+ is a sc+-multisec-
tion functor, and
(1) U= (U(x))x∈∂X is a good system of open neighborhoods for ∂X ,
(2) τ = (τx,x′)(x,x′)∈∂X×∂X is a collection of correspondences
τx,x′ : U (x,x′)→ J(x,x′),
Every τx,x′ only takes finitely many values. We assume in addition that
(a) τx′,x(φ−1) = (τx,x′(φ))].
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(b) τx,x(Γ (g,z)) = [Ix
Id Ix
g
 Ix].
(c) g′ ∗ τx,x′(φ)∗g = τx,x′(g′ ∗φ ∗g) for g′ ∈ Gx′ , g ∈ Gx, and φ ∈U (x,x′).
(3) S = (sx)x∈∂X , where sx is a symmetric sc
+-section structure on U(x) indexed
by Ix and representing Λ :
Λ(w) =
1
|Ix| · |{i ∈ Ix | s
x
i (P(w)) = w}| if P(w) ∈U(x).
(4) For x,x′ ∈ ∂X the compatibility condition sx′b(k)(t(φ)) = µ(φ ,sxa(k)(s(φ))), k ∈ I,
for all φ ∈U (x,x′) holds. Here a,b is the usual data associated to τx,x′(φ), i.e.
τx,x′(φ) = [Ix
a I b Ix′ ].
A sc+-multisection functor Λ : W |∂X →Q+ is called structurable if there exists a
structured sc+-multisection of the form [Λ ,U,S,τ], where the notion of equivalence
is similar to the X-case, see Definition 13.19 and before. 
For a latter discussion in Section 16.5 we note the following result.
Proposition 14.1. Let (P : W → X ,µ) and (P′ : W ′ → X ′,µ ′) be strong bundles
over tame ep-groupoids with paracompact orbit spaces and assume that f : W →
W ′ is a generalized strong bundle isomorphism covering f : X → X ′. Further let
Λ : W |∂X →Q+ and Λ ′ : W ′|∂X ′→Q+ be structurable sc+-multisection functors
in the sense of Definition 14.4. Then f¯∗Λ ′ defines a structurable sc+-multisection
functor defined on W |∂X and f¯∗Λ defines a structurable sc+-multisection functor
on W ′|∂X ′. 
Proof. Given f : W →W ′ we take a representative which gives the commutative
diagram
W Φ←−−−− V Ψ−−−−→ W ′
P
y Qy P′y
X E←−−−− A F−−−−→ X ,
where Q : V → A is a strong bundle over a tame ep-groupoid, and the horizontal
arrows give strong bundle equivalences.
Let Λ : W |∂X → Q+ be a structurable sc+-multisection functor. By an argument
similar to that used in the proof of Theorem 13.3 it is a straight forward exercise
to show that E∗Λ is a structurable sc+-multisection functor. Then employing an
argument as in the proof of Theorem 13.4 we see that f∗Λ = F∗E∗Λ is structurable
as well. The argument for the pullback via f is similar. 
One of the main results in this chapter is the following extension theorem.
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Theorem 14.2 (∂ -Extension Theorem). Assume (P : W →X ,µ) is a strong bundle
over a tame ep-groupoid X with paracompact orbit space |X | and X, as the M-
polyfold, admits sc-smooth partitions of unity. Let
Λ : W |∂X →Q+
be a structurable sc+-multisection functor defined over the boundary and let N :
W → [0,∞] be an auxiliary norm. If U˜ is a saturated open neighborhood of
dom-supp(Λ) in X and f : X → [0,∞) is a continuous functor supported in U˜ and
satisfying N(Λ)(x)< f (x) for all x ∈ dom-supp(Λ), then there exists a structurable
sc+-multisection functor Λ ′ : W →Q+ having the following properties:
(1) N(Λ ′)(x)≤ f (x) for all x ∈ X.
(2) dom-supp(Λ ′)⊂ U˜ .
(3) Λ ′|(W |∂X) =Λ .

Remark 14.3. The proof of this theorem requires some preparations and is rather in-
volved. Extension theorems for sc+-section functors are, given sc-smooth partitions
of unity, not very difficult. However, the complexity in the case of multisections is
much higher. 
14.2 Good Structured Version of Λ
We assume that Λ is given as described in Theorem 14.2. Since Λ : W |∂X →Q+ is
structurable we can take a structured lift represented by
(Λ ,U′,S′,τ ′) (14.1)
In detail this gives us the following list of data with certain properties, which will
be used in the following.
(P1) For every x∈ ∂X a good neighborhood U ′(x) of x in ∂X which by definition
has the following properties
(i) U ′(x) =V (x)∩∂X , where V (x) is an open neighborhood of x in X admitting
the natural Gx-action.
(ii) t : s−1(clX (V (x)))→ X is proper.
(iii) There are dX (x)-many connected components θi in
{y ∈V (x) | dX (y) = 1} ⊂ ∂X ,
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so that their closures θ¯i in V (x) are tame M-polyfolds containing x and
dX (y) = ]{i ∈ {1, ...,dX (x)} | y ∈ θ¯i}.
(P2) For every x ∈ ∂X a finite index set Ix and a symmetric sc+-section structure
s′x given by s′xi , i ∈ Ix, on U ′(x), which represents Λ over U ′(x), see Definition
14.2. We abbreviate J= (Ix)x∈∂X .
(P3) For x,x′ ∈ ∂X correspondences τ ′x,x′ : U (x,x′)→ J(x,x′) with the properties
listed in Definition 14.4. We denote by v′(x,x′) the image of τ ′x,x′ .
We shall modify the given data later on. The index sets in J will stay unchanged.
In general U′ will be modified to achieve certain goals. We denote by U ′(x,x′) the
subset of ∂X defined by
U ′(x,x′) = {φ ∈ ∂X | s(φ) ∈U ′(x), t(φ) ∈U ′(x′)}.
The first important fact is that
τ ′x,x′ : U
′(x,x′)→ J(x,x′)
only takes finitely many values. This defines a subset v′(x,x′) of J(x,x′). If we re-
place the U ′(x) by smaller U(x) the associated τx,x′ obtained by restriction takes
values defining a set v(x,x′)⊂ v′(x,x′).
In a first step replace every U ′(x) by a smaller U(x) with the same properties, but in
addition satisfying
cl|∂X |(|U(x)|)⊂ |U ′(x)|.
This implies clX (U(x))⊂U ′(x) and the following holds true.
Lemma 14.1. Defining U (x,x′) := {φ ∈ ∂X | s(φ) ∈U(x), t(φ) ∈U(x)} the clo-
sures of the preimages in X under τx,x′ |U (x,x′) of two different [d] 6= [d′] are disjoint.
Proof. Let (φk),(ψk) be sequences in U (x,x′) satisfying
τ ′x,x′(φk) = [d] and τ
′
x,x′(ψk) = [d
′].
Suppose further that φk → φ0 and ψk → φ0 in X (which implies φ0 ∈ ∂X ). Then
φ0 ∈ U′(x,x′) and define [d0] := τ ′x,x′(φ0). Since τ ′x,x′ : U ′(x,x′)→ J(x,x′) is locally
constant it follows for large enough k
[d] = τ ′x,x′(φk) = [d0] = τ
′
x,x′(ψk) = [d
′].
This completes the proof. 
In view of the lemma, replacing U′ by a good system of neighborhoods with smaller
sets, we may assume without loss of generality that U′ has this property already. It
14.3 Extension of Correspondences 489
will persist when we replace these sets by even smaller ones. Hence we have proved.
Proposition 14.2 (Good Structured Version). Under the assumption of Theorem
14.2 we can pick a structured lift [Λ ,U′,S′,τ ′] and representative (Λ ,U′,S′,τ ′)
such that the following property, besides (P1)-(P3), holds in addition.
(P4) For different [d] 6= [d′] in v′(x,x′) the closures of τ ′−1x,x′ ([d]) and τ ′−1x,x′ ([d′]) in X
are disjoint.

From now on we assume that (Λ ,U′,S′,τ ′) has, besides (P1), (P2), (P3) the addi-
tional property (P4).
14.3 Extension of Correspondences
Under the assumptions of Theorem 14.2 we have picked a representative
(Λ ,U′,S′,τ ′)
of a suitable structured version satisfying (P1), (P2), (P3), (P4). In particular we
have for every pair x,x′ ∈ ∂X the map
τ ′x,x′ : U
′(x,x′)→ J(x,x′), (14.2)
which defines a correspondence between the section structures. In this section we
shall show first that there is a canonical extension of every τ ′x,x′ to an open neighbor-
hood Ôx,x′ of U ′(x,x′)⊂ ∂X in X .
There exists for every x ∈ ∂X an open neighborhood U˜ ′(x) ⊂ X which has the fol-
lowing property
(P5) (i) U˜ ′(x) admits the natural action by Gx and has the properness property.
(ii) U˜ ′(x)∩∂X =U ′(x).
It is clear that (U˜ ′(x))x∈∂X is a covering of ∂X by sets open in X . We define
U˜
′
(x,x′) := {φ ∈ X | s(φ) ∈ U˜ ′(x), t(φ) ∈ U˜ ′(x′)}.
The following proposition is crucial. It is the first step aiming at extending the maps
τ ′x,x′ : U
′(x,x′)→ J(x,x′) to open subsets in X . The sets O˜x,x′ we are going to con-
struct next are an intermediate step in constructing the sets Ôx,x′ previously men-
tioned (14.2).
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Lemma 14.2. Under the assumptions of Theorem 14.2 consider a representative
(Λ ,U′,S′,τ ′) of a structured lift of Λ having the properties (P1)–(P4). Also let
(U˜ ′(x))x∈∂X be a covering of ∂X by sets open in X satisfying (P5). Then there exists
for every [d] ∈ v′(x,x′) an open neighborhood O˜x,x′,[d] of τ ′−1x,x′ ([d]) in X satisfying
the following.
(1) O˜x,x′,[d] ⊂ U˜
′
(x,x′) for all [d] ∈ v′(x,x′).
(2) clX (O˜x,x′,[d])∩ clX (O˜x,x′,[d′]) = /0 if [d], [d′] ∈ v′(x,x′) satisfy [d] 6= [d′].
(3) h∗ O˜x,x′,[d] ∗g = O˜x,x′,h∗[d]∗g for g ∈ Gx and h ∈ Gx′ .
(4) Defining O˜x,x′ =
⋃
[d]∈v′(x,x′) O˜x,x′,[d] we have O˜x,x′ ∩∂X =U ′(x,x′).
Proof. The sets τ ′−1x,x′ ([d]) for [d] ∈ v′(x,x′) have mutually disjoint closures in X ,
which lie in ∂X . Recalling that U˜ ′(x)∩ ∂X =U ′(x) for x ∈ ∂X , and that U ′(x,x′)
decomposes into the disjoint union
U ′(x,x′) =
⋃
[d]∈v′(x,x′)
τ ′−1x,x′ ([d]),
we note that each τ ′−1x,x′ ([d]) is open and closed in U
′(x,x′). Of course, clX (τ ′−1x,x′ ([d]))
is usually larger than τ ′−1x,x′ ([d]).
We can find open neighborhoods O˜′x,x′,[d] of τ
′−1
x,x′ ([d]) in X which are contained in
U˜′(x,x′) and have mutually disjoint closures in X . These sets therefore satisfy (1)
and (2). We also have by construction
τ ′−1x,x′ ([d])⊂ O˜′x,x′,[d]∩∂X .
On the other hand, for φ ∈ O˜′x,x′,[d]∩∂X it follows that φ ∈U ′(x,x′) and τ ′x,x′(φ) =
[d] and therefore
τ ′−1x,x′ ([d]) = O˜
′
x,x′,[d]∩∂X .
From this and the properties of τ ′x,x′ we deduce that for (h, [d
′],g) ∈Gx′×v′(x,x′)×
Gx with h ∗ [d′] ∗ g = [d] it holds that h ∗ O˜′x,x′,[d′] ∗ g is an open neighborhood of
τ−1x,x′([d]). Define
O˜x,x′,[d] :=
⋂
(h,[d′],g)∈Gx′×v′(x,x′)×Gx, h∗[d′]∗g=[d]
h∗ O˜′x,x′,[d′] ∗g
Since U˜
′
(x,x′) is invariant under the bi-action this defines an open neighborhood of
τ ′−1x,x′ ([d]) in X contained in U˜
′
(x,x′). Again it holds
O˜x,x′,[d]∩∂X = τ ′−1x,x′ ([d]) for all [d] ∈ v′(x,x′).
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Then O˜x,x′,[d] satisfies (1) and (2) and from the construction it follows that h ∗
O˜x,x′,[d] ∗g = O˜x,x′,h∗[d]∗g, so that (3) holds. Finally O˜x,x′ has obviously property (4).

Now we can define the sets Ôx,x′ we are interested in. We denote by Ôx,x′ the union
of the connected components in O˜x,x′ intersecting ∂X . This set is bi-invariant and
U ′(x,x′)⊂ Ôx,x′ ⊂ O˜x,x′ ⊂ U˜
′
(x,x′). (14.3)
Each connected component in Ôx,x′ intersects ∂X , which allows us to take for φ ∈
Ôx,x′ an element ψ ∈ Ôx,x′ ∩ ∂X ⊂U ′(x,x′) in the same connected component. We
assign to the element φ the value [d]φ = τ ′x,x′(ψ) ∈ v′(x,x′).
Lemma 14.3. The map φ → [d]φ is well-defined.
Proof. Assume that Σ is a connected component in Ôx,x′ and ψ,ψ ′ ∈ Σ ∩∂X . Then
there exist [d], [d′] such that φ ∈ O˜x,x′,[d] and φ ′ ∈ O˜x,x′,[d′]. If [d] 6= [d′] we know that
the closures of these sets are disjoint implying that ψ and ψ ′ cannot be on the same
connected component. 
In view of this lemma we can define
Ôx,x′,[d] = {φ ∈ Ôx,x′ , [d]φ = [d]},
and the set Ôx,x′ decomposes as disjoint union
Ôx,x′ =
⋃
[d]∈v′(x,x′)
Ôx,x′,[d]. (14.4)
We can extend τ ′x,x′ : U
′(x,x′)→ J(x,x′) in a unique way to a locally constant map
τ̂x,x′ : Ôx,x′ → J(x,x′),
which restricted to U′(x,x′) is τ ′x,x′ . Namely we define
τ̂x,x′(φ) = [d] if φ ∈ Ôx,x′,[d]. (14.5)
We summarize the construction so far as follows.
Proposition 14.3. Under the assumptions of Theorem 14.2 consider a representa-
tive (Λ ,U′,S′,τ ′) of a structured lift of Λ having the properties (P1)–(P4). Also let
(U˜ ′(x))x∈∂X be a covering of ∂X by sets open in X satisfying (P5). Then there exist
for x,x′ ∈ ∂X open subsets Ôx,x′ of X satisfying
(1) U ′(x,x′)⊂ Ôx,x′ ⊂ U˜
′
(x,x′).
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(2) The set Ôx,x′ is invariant under the bi-action of (Gx′ ,Gx).
• [(3)] τ ′x,x′ : U ′(x,x′)→ J(x,x′) has a unique locally constant extension
τ̂x,x′ : Ôx,x′ → J(x,x′)
taking the same values as τ ′x,x′ . This extension has the additional properties
τ̂x,x′(g′ ∗φ ∗g) = g′ ∗ τ̂x,x′(φ)∗g for g ∈ Gx, g′ ∈ Gx′ , φ ∈ Ôx,x′ ,
and
τ̂x,x(Γ (g,y)) = τ ′x,x(Γ (g,z))
for z ∈U ′(x) and y ∈ U˜ ′(x).
Importantly Ôx,x′ can be written as a disjoint union
Ôx,x′ =
⋃
[d]∈v′(x,x′)
Ôx,x′,[d],
with
Ôx,x′,[d]∩∂X = τ ′−1x,x′ ([d])⊂U ′(x,x′)
τ ′−1x,x′ ([d
′])∩ Ôx,x′,[d] = /0 for [d′] 6= [d].
Proof. Follows from Lemma 14.2 and the discussion thereafter. 
Remark 14.4. At this point we have constructed an extension τ̂x,x′ : Ôx,x′ → J(x,x′)
for every choice of x,x′ ∈ ∂X . Note that Ôx,x′ is not(!) of the form U˜ (x,x′) = {φ ∈
X | s(φ) ∈ U˜(x), t(φ) ∈ U˜(x′)} for suitable open sets U˜(x) and U˜(x′). This means
that at this point τ̂x,x′ has not the form required from a correspondence. When we
finally succeed in constructing a structurable extension Λ ′ of Λ we shall obtain a
correspondence of the usual form between the local section structures. However, in
general, the restriction of the data defining the structure will have little in common
with the original data coming from a structured choice over ∂X . This being said
they will however be related on some level. 
Next we pick for every x ∈ ∂X an open neighborhood U˜(x) of x in X with the
following property.
(P6) (i) U˜(x) admits the natural Gx-action and has the properness property.
(ii) cl|X |(|U˜(x)|)⊂ |U˜ ′(x)| for x ∈ ∂X .
In particular it holds that
clX (U˜(x))⊂ U˜ ′(x) for x ∈ ∂X .
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We shall write U˜ (x,x′) for {φ ∈ X | s(φ) ∈ U˜(x), t(φ) ∈ U˜(x′)}. We define
U(x) := U˜(x)∩∂X (14.6)
U (x,x′) = {φ ∈ X | s(φ) ∈U(x), t(φ) ∈U(x′)}.
For the following we shall rely on the data already constructed, which satisfies
(P1)—(P6). Together with (14.3) the following holds for the various sets we cur-
rently consider
U (x,x′)⊂ clX (U (x,x′))⊂U ′(x,x′)⊂ Ôx,x′ ⊂ O˜x,x′ ⊂ U˜
′
(x,x′) (14.7)
U˜ (x,x′)⊂ clX (U˜ (x,x′))⊂ U˜ ′(x,x′).
The next lemma is the place where we use the paracompactness of |X |.
Lemma 14.4. Under the assumption that X is an ep-groupoid with paracompact |X |
there exists a subset A of ∂X and for every a∈ A a nonempty open subset V˜a of U˜(a)
with the following properties.
(1) cl|X |(|V˜a|)⊂ |U˜(a)| for all a ∈ A.
(2) V˜a is invariant under the natural action of Ga on U˜(a).
(3) (|V˜a|)a∈A is a locally finite covering of |∂X | by sets open in |X |.
Note that in general a 6∈ V˜a, which is indicated by writing V˜a instead of V˜ (a).
Proof. The collection of open subsets (|U˜(x)|)x∈∂X is an open covering of |∂X | by
sets open in |X |. If we add |X \∂X |we obtain an open covering of |X |. Using that |X |
is paracompact, and therefore even metrizable, we find a subordinate open, locally
finite covering (Wa)a∈X , where, of course, most sets are empty. We also may assume
that cl|X |(Wa)⊂ |U˜(a)|. We denote by A⊂ ∂X the set indexing nonempty sets. Then
/0 6= cl|X |(Wa)⊂ |U˜(a)| for a ∈ A. We define
V˜a := U˜(a)∩pi−1(Wa).
Then cl|X |(|V˜a|) ⊂ |U˜(a)| for all a ∈ A and (|V˜a|)a∈A is a locally finite covering of
|∂X | by sets open in |X |. 
We note that for a ∈ A the various sets are related by
/0 6= V˜a ⊂ clX (V˜a)⊂ U˜(a)⊂ clX (U˜(a))⊂ U˜ ′(a). (14.8)
In view of Proposition 14.3 we also have for x,x′ ∈ ∂X open subsets Ôx,x′ of X
which satisfy
Ôx,x′ ∩∂X =U ′(x,x′)⊂ Ôx,x′ ⊂ U˜
′
(x,x′). (14.9)
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For the next result we use the basic data (Λ ,U′,S′,τ ′) from Proposition 14.2,
the open sets (U˜ ′(x))x∈∂X defined thereafter satisfying (P5), and the open sets
(U˜(x))x∈∂X satisfying (P6). In addition recall (|V˜a|)a∈A obtained in Lemma 14.4
and
U(x) := U˜(x)∩∂X and U ′(x) = U˜ ′(x)∩∂X . (14.10)
The goal in the remaining part of this section is to construct for a ∈ A open subsets
V̂a ⊂ U˜ ′(a) of X with suitable properties such that in particular
V̂ a,a′ := {φ ∈ X | s(φ) ∈ V̂a, t(φ) ∈ V̂a′}
satisfies V̂ a,a′ ⊂ Ôa,a′ for a,a′ ∈ A. This implies as a consequence of Proposition
14.3 that, in particular, the extension τ˜a,a′ is defined on V̂ a,a′ . We observe that with
respect to Remark 14.4 we are moving in the right direction. However, we note that
V̂a is in general not a neighborhood of a, and the points a only belong to the subset
A of ∂X , rather than allowing all the points in ∂X .
Lemma 14.5. Fixing a ∈ A, for every y ∈U ′(a) there exists a finite subset o(y)⊂ A
and a Gy-invariant open neighborhood O˜(y)⊂ U˜ ′(a) with the following properties.
(1) The orbit set |O˜(y)| intersects |V˜b| only if b ∈ o(y).
(2) g∗ O˜(y) = O˜(g∗ y) and o(y) = o(g∗ y) for g ∈ Ga.
(3) For every b ∈ o(y) it holds that
{φ ∈ X | s(φ) ∈ O˜(y)∩U˜(a), t(φ) ∈ U˜(b)} ⊂ Ôa,b.
Proof. (1) Fix a ∈ A and pick y ∈U ′(a). Since (|V˜a|)a∈A is a locally finite cover-
ing of |∂X | by open subsets in |X | we find a finite subset o(y) of A so that every
neighborhood of |y| intersects |V˜b| for b ∈ o(y) and there exists a sufficiently small
neighborhood intersecting these sets only. Hence we find an open neighborhood
O˜(y) which is Gy-invariant and contained in U˜ ′(a) so that (1) holds for |O˜(y)|.
(2) We define for g ∈ Gx the set O˜(g ∗ y) := g ∗ O˜(y). Clearly |O˜(g ∗ y)| = |O˜(y)|,
and o(g∗ y) = o(y) which proves (2). We can take O˜(y) as small as we wish.
(3) We would like to show that (3) can be achieved if O˜(y) is small enough. Here
y ∈U ′(a). Arguing indirectly we find a sequence of morphisms (φk) ⊂ X with the
following properties.
• s(φk) ∈ U˜(a) and (s(φk)) converging to y.
• t(φk) ∈ U˜(bk), where bk ∈ o(y).
• φk 6∈ Ôa,bk .
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From the properness properties of the finitely many U˜(bk) we deduce that each
subsequence of (φk) has a convergent subsequence, where the limit then satisfies
s(φ0)= y∈ clX (U(a)) and t(φ0)∈ clX (U(b)) for some b∈ o(y). Hence φ0 ∈U ′(a,b)
and therefore φ0 ∈ Ôa,b. This contradiction implies that for k large we must have that
φk ∈ ⋃b∈o(y) Ôa,b. Hence for O˜(y) sufficiently small (3) holds. Taking O˜(y) even
smaller the same must hold for the finitely many O˜(g∗ y). 
We define for a ∈ A the open subset V̂a of X by
V̂a =
 ⋃
y∈U ′(a)
O˜(y)
∩V˜a. (14.11)
The collection of open sets (V̂a)a∈A has the following properties.
Proposition 14.4. (1) For a ∈ A the open subset V̂a of X is Ga-invariant and con-
tained in V˜a ⊂ U˜(a)
(2) V̂a∩∂X = V˜a∩∂X for a ∈ A.
(3) The collection (|V̂a|)a∈A is a locally finite covering of |∂X | by subsets open in
|X |.
(4) Defining for a,a′ ∈ A the sets
V̂ a,a′ := {φ ∈ X | s(φ) ∈ V̂a, t(φ) ∈ V̂a′}
it holds that
V̂ a,a′ ⊂ Ôa,a′ for a,a′ ∈ A.
In particular we can restrict the locally constant map τ̂a,a′ : Ôa,a′ → J(a,a′) to
V̂ a,a′ .
Proof. By construction V̂a is open, Ga-invariant, and contained in V˜a. This implies
(1).
Point (2) follows since by construction
⋃
y∈U ′(x) O˜(y) contains V˜a∩∂X . Hence
V̂a∩∂X = ∂X ∩
 ⋃
y∈U ′(a)
O˜(y)
∩V˜a
= V˜a∩∂X .
The collection (|V̂a|)a∈A is an open covering of ∂X . Since V̂a ⊂ V˜a for a ∈ A it is in
addition locally finite. This gives (3).
Point (4) holds by construction of the sets V̂a for a ∈ A, see specifically Lemma
14.5 (3). With a,a′ ∈ A assume that φ ∈ V̂ a,a′ . By construction V̂a ⊂ U˜(a) and there
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exists y ∈U ′(x) such that s(φ) ∈ O˜(y). By Lemma 14.5 (1) and (3) we must have
that t(φ) ∈ V˜b for some b ∈ o(y). Since V̂b ⊂ V˜b we conclude that a′ ∈ o(y) and
φ ∈ Ôa,a′ . 
At this point we have constructed for a ∈ A open subsets V̂a of X so that
V̂a ⊂ V˜a ⊂ clX (V˜a)⊂ U˜(a) for a ∈ A, (14.12)
and
|∂X |=
⋃
a∈A
|V̂a|. (14.13)
Moreover (|V̂a|)a∈A is a locally finite covering of |∂X | by sets open in |X |. In addi-
tion, for a,a′ ∈ A it holds
V̂ a,a′ = {φ ∈ X | s(φ) ∈ V̂a, t(φ) ∈ V̂a′} ⊂ Ôa,a′ , (14.14)
so that τ̂a,a′ defines a map
τ̂a,a′ |V̂ a,a′ : V̂ a,a′ → J(a,a′). (14.15)
Define for a ∈ A the open subset Va of U(a) by
Va =U(a)∩V̂a =U(a)∩V˜a (14.16)
and note that
cl|X |(|Va|)⊂ |U(a)|. (14.17)
Recall also that
U(a) = ∂X ∩U˜(a).
The data we have constructed will be used in the next section.
14.4 Implicit Structures and Local Extension
The set-up is again as described in Theorem 14.2 and we assume we have taken a
representative (Λ ,U′,S′,τ ′) satisfying (P1)–(P4). Also let (U˜ ′(x))x∈∂X be a cover-
ing of ∂X by sets open in X satisfying (P5), and let (U˜(x))x∈∂X satisfy (P6). We
start this section with an important remark.
Remark 14.5. For the following part of the construction it is important (!) to be
aware of a subtlety, which might not be apparent at first sight. For x,x′ ∈ ∂X
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the maps τ ′x,x′ : U
′(x,x′)→ J(x,x′), define correspondences between different sc+-
section structures. It is crucial to note that in general the symmetric sc+-section
structure (s′xi )i∈Ix might implicitly have additional properties over certain subsets of
U ′(x), which have to be taken into account to define a structurable extension. For
example assume that we have morphisms ψ,φ ,σ ∈ ∂X so that s(ψ) = s(φ) and
s(σ) = t(ψ) and t(σ) = t(φ) so that in addition
σ ◦ψ = φ ,
where s(ψ),s(φ) ∈ U ′(x), t(ψ) ∈ U ′(x′), and t(φ) ∈ U ′(x′′). Associated to these
three morphisms there are correspondences τ ′x,x′(ψ), τ
′
x,x′′(φ), and τ
′
x′,x′′(σ). Assume
they are represented by the diagrams
Ix
α I
β
 Ix′ , Ix
α ′ I′
β ′
 Ix′′ , and Ix′
α ′′ I′′
β ′′
 Ix′′ .
It may happen that for i1 6∈ Gx(i2), where i1, i2 ∈ Ix, there exist k ∈ I,k′ ∈ I′,k′′ ∈ I′′
such that
i1 = α(k), β (k) = α ′′(k′′), β ′′(k′′) = β ′(k′), α ′(k′) = i2.
This forces the equality sxi1(y) = s
x
i2(y) for y ∈U ′(x) near s(ψ). So the global struc-
ture described by τ ′ forces additional local conditions. The constructions needed
to prove an extension theorem for a structurable sc+-multisection functor has to
accommodate this fact. As preparation we introduce some additional structures to
keep track of the implicit conditions. 
In view of this important remark we shall capture the relevant local information
from the global structure provided by τ ′. As it turns out we only need to study for
most parts {
τ̂x,x′ : Ôx,x′ → J(x,x′)
}
(x,x′)∈A×A
and
{
V̂a
}
a∈A
.
Recall that
clX (V̂a)⊂ U˜(a) for x ∈ A,and V̂a∩∂X =Va, a ∈ A,
and according to Proposition 14.4 with V̂ a,a′ := {φ ∈ X | s(φ) ∈ V̂a, t(φ) ∈ V̂a′} it
holds that
V̂ a,a′ ⊂ Ôa,a′ for a,a′ ∈ A.
The following definitions are needed to address the issues raised in Remark 14.5.
Definition 14.5. Fix a∈ A and and let z∈ V̂a. A z-loop (for a) of morphisms is given
by the following data.
(1) A finite sequence a0, ...,an in A satisfying a0 = a = an.
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(2) Morphisms φ0, ...,φn−1 with the properties
(a) t(φ j) = s(φ j+1) for j = 0, ..,n−2, s(φ0) = z = t(φn−1).
(b) s(φ j) ∈ V̂a j and t(φ j) ∈ V̂a j+1 for j = 0, ..,n−1.
(c) 1z = φn−1 ◦ ..◦φ0.

Given a z-loop φ0, ..,φn−1 we note that φ j ∈ V̂ a j ,a j+1 . Consequently we can consider
τ̂a j ,a j+1(φ j) for j = 0, ..,n−1, where the latter are represented by diagrams
Ia j
α j
 I j
β j
 Ia j+1 .
Definition 14.6. Fix a ∈ A and pick z ∈ V̂a. A z-arc (for a) associated to the z-loop
consists of a sequence of indices (i0, i1, ..., in) satisfying
(1) i j ∈ Ia j for j ∈ {0, ..,n}.
(2) (i j, i j+1) = (α j(k j),β j(k j)) for j ∈ {0, ...,k−1} and suitable k j ∈ I j.

Note that i0, in ∈ Ia. In general they do not need to be the same and one might view
in as the ‘index holonomy’ of i0 along the z-loop. However, this ‘holonomy’ is not
unique, since even using the same z-loop and starting with the same i0, possible
different choices of the k j might lead to different endpoints.
Definition 14.7. Fix a ∈ A and let z ∈ V̂a and i, i′ ∈ Ia. We say that i and i′ are z-
equivalent (for a) if there exists a z-arc with i0 = i and in = i′. In this case we shall
write i∼z i′. 
We shall denote the ∼z-equivalence class of some index i ∈ Ia by [i]∼z , where
[i]∼z := {i′ ∈ Ia | i′ ∼z i}.
The equivalence relations ∼z have the following properties summarized in two re-
sults. The first statement is essentially obvious.
Lemma 14.6. Let a ∈ A and assume that z ∈ V̂a, i, i′ ∈ Ia, and g ∈ Ga. Then i ∼z
i′ if and only if g(i)∼g∗z g(i′). In particular
[g(i)]∼g∗z = g([i]∼z) for i ∈ Ia, g ∈ Ga, z ∈ V̂a.
Proof. If i∼z i′ there exists a z-loop relating i with i′. Denote the morphisms in the
loop by
φ0, ...,φn−1.
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Then Γ (g−1,g ∗ z),φ0, ...,φn−1,Γ (g,z) is a g ∗ z-loop and it relates the indices g(i)
and g(i′). Hence g(i)∼g∗z g(i′). That g(i)∼g∗z g(i′) implies i∼z i′ follows similarly.

Proposition 14.5. The equivalence relations ∼z, z ∈ V̂a, on Ia have the following
properties.
(1) Let z0 ∈ V̂a and i, i′ ∈ Ia. If i∼z0 i′ the same holds for all z ∈ V̂a close to z0.
(2) If i, i′ ∈ Ia and (zk)⊂Va is a sequence for which i∼zk i′ and zk→ z0 ∈ clX (Va),
then there exists an open neighborhood Q(z0)⊂U(a) for which s′ai (y) = s′ai′ (y) if
y ∈ Q(z0).
We note that (2) is a particularly important observation. The proof needs some
preparation and the following lemma will be important.
Lemma 14.7. Denote by X an ep-groupoid and let x1, ...,x` be a finite collection of
isomorphic objects. Given open neighborhoods Q(xi) in X there exist open neigh-
borhoods O(xi)⊂ Q(xi) with the following properties.
(1) Each O(xi) is equipped with the natural Gxi -action.
(2) For every morphism ψ : xi→ x j there exists an open neighborhood W (ψ) such
that s : W (ψ)→ O(xi) and t : W (ψ)→ O(x j) are sc-diffeomorphisms.
(3) For ψ : xi → x j and φ : x j → xk the map m : W (φ)s×tW (ψ)→ X : (φ ′,ψ ′)→
φ ′ ◦ψ ′ defines an sc-diffeomorphism onto W (φ ◦ψ).
Proof. We prove this result by induction with the respect to the cardinality of the
set of isomorphic objects. The statement for one object is equivalent to the exis-
tence of arbitrarily small neighborhoods with the natural action. Assume we are
given isomorphic objects x1, ...,x`+1. By induction hypothesis we find O′(xi) for
i = 1, ..., ` with the natural Gxi -action, and for every morphism ψ : xi → x j be-
tween these objects an open neighborhood W (ψ) such that s : W (ψ)→ O′(xi) and
t : W (ψ)→ O′(x j) are sc-diffeomorphisms, so that (3) holds. Add the point x`+1
to our considerations. We pick for every i = 1, .., ` a morphism starting at x`+1 and
ending at xi
ψi : x`+1→ xi.
Associated to ψi we have a local sc-diffeomorphism ψ̂i. It is obtained in the usual
way as ψ̂i = t ◦ (s|W (ψi))−1, where W (ψi) is a suitable open neighborhood so
that s : W (ψi)→ O(x`+1) and t : W (ψi)→ O(xi) are sc-diffeomorphisms. We pick
O(x`+1) admitting the Gx`+1 -action and so small that ψ̂i(O(x`+1)) ⊂ O′(xi) and
ψ̂i : O(x`+1)→ ψ̂i(O(x`+1)) is an sc-diffeomorphism. Define O(xi) = ψ̂i(O(x`+1)).
For g ∈ Gx`+1 we define W (g) = Γ (g,O(x`+1)), and for ψ : x`+1 → xi we define
W (ψ) as follows, where we use the unique decomposition ψ = ψi ◦ g for some
g ∈ Gx`+1 .
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W (ψ) = {(s|W (ψi))−1(g∗ z)◦Γ (g,z) | z ∈ O(x`+1)}.
Let us show that the new set of data is the desired construction associated to the
isomorphic objects x1, ..,x`+1.
First we consider s : W (ψ)→ O(x`+1) for a ψ : x`+1→ xi. It follows immediately
from the construction that s is an sc-diffeomorphism. Similarly t : W (ψ)→ O(xi)
takes the form
t(σ) = ψ̂i(g∗ s(σ))
which implies that t is an sc-diffeomorphism. This completes the proof of (2).
In order to verify (3) assume that ψ : x`+1→ xi and φ : xi→ x j. Consider
W (φ)s×tW (ψ)→W (φ ◦ψ).
We first construct an sc-smooth map ∆ : W (ψ)→W (φ)s×tW (ψ) by
σ → ((s|W (φ))−1(t(σ)),σ)
This map is an sc-diffeomorphism with inverse being the projection onto W (ψ). We
also note that
δ : W (ψ)→W (φ ◦ψ) : σ → ((s|W (φ))−1(t(σ)))◦σ)
is an sc-diffeomorphism onto W (φ ◦ψ). Since m◦∆ = δ the result follows. 
Proof (Proposition 14.5). (1) For z0 ∈ V̂a ⊂ U˜(a) there exists an open neighborhood
of |z0| only intersecting finitely many |clX (V̂y)|, y ∈ A. Denote the corresponding y
by a1, ...,a`. We may assume that a1 = a. A morphism ψ starting in V̂a near z0 and
ending in one of the V̂y, y ∈ A, has to end in one of the V̂y with y ∈ {a1, ..,a`}. In
each of the V̂ai there can be only a finite number of points which can be reached
from z0. Denote the collection of all these points, where we vary over the a1, ...,a`
by x1, ...,xb, and note that they are all isomorphic. Take a z0-loop of morphisms
starting and ending at z0 so that the composition is 1z0 and the corresponding z0-arc
starts at i and connects it with i′. As a consequence of Lemma 14.7, when slightly
moving z0 to z the morphisms deform to a z-loop and since the τ ′a,a′ are locally
constant we infer that i∼z i′.
Before we prove (2) we need the following consideration which already was
discussed in Lemma 13.1. Recall from (14.16) and (14.17) that Va ⊂ U(a) and
cl|X |(|Va|) ⊂ |U(a)|. In addition U(a) is a good open neighborhood of a in the
sense of Definition 14.1 and it has properness property, which means that t :
s−1(clX (U(a)))→ X is a proper map. The lemma then asserts that clX (Va)⊂U(a).
(2) In order to prove (2) we pick z0 ∈ clX (Va) and with the help of Lemma 14.7,
brought into the right context, we can argue in a similar fashion as before. For the
point z0 ∈ clX (Va) consider all objects which belong to some clX (Vb), b ∈ A, and
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which are isomorphic to z0. We note that there are only finitely many such objects
due to the fact that (|Vb|) is a locally finite covering of |∂X | and Va⊂U(a), and U(a)
has the properness property. Denote these objects (including z0) by x1 = z0, ...,x` and
apply Lemma 14.7.
Assume that (zk)⊂Va, zk→ z0, and there exists a zk-loop with an associated zk-arc
relating i and i′ such that i∼zk i′. If zk is close enough to z0 it follows that the occur-
ring morphisms for zk lie in the W (φ) for suitable φ as given in Lemma 14.7. We
may assume, starting with sufficiently small O(xi) that τ ′xi,x j is constant on the asso-
ciated W (φ). Just taking k large enough we can take a loop of morphisms starting
and ending at z0 and composing to 1z0 (having the same combinatorial structure as
the zk-loop) so that the index i is related to the index i′. This implies for a suitable
open neighborhood Q(z0), that s′ai (y) = s
′a
i′ (y) for y ∈ Q(z0). The proof is complete.

In next step we define a new equivalence relation ≈z for points z ∈ clX (V̂a).
Definition 14.8. For a ∈ A and z ∈ clX (V̂a) we define the set Θz to consist of all
(i, i′) ∈ Ia× Ia such that there exists (zk) ⊂ V̂a with i ∼zk i′ and zk → z. We define
i ≈z i′ provided there exist i0, ..., ik ∈ Ia with (ip, ip+1) ∈Θz for p = 0, ..,k−1, and
i0 = i, ip = i′. 
It is clear that for z ∈ V̂a the equivalence i ∼z i′ implies i ≈z i′. Moreover, if z ∈
clX (Va) = cl∂X (Va), and i ≈z i′ it follows that s′ai (y) = s′ai′ (y) for y ∈ Q(z), where
Q(z) is an open neighborhood in ∂X contained in U(z), see Proposition 14.5 (2).
For the issue discussed in Remark 14.5 the equivalence relation ∼z encapsulates
the requirements. However, the equivalence relation ≈z is more convenient for the
necessary constructions. We shall define for given i ∈ Ia and z ∈ clX (V̂a)
[i]≈z = {i′ ∈ Ia | i′ ≈z i}.
Lemma 14.8. The following holds true.
(1) If i∼z i′ for z ∈ V̂a, then i≈z i′.
(2) If z ∈ clX (V̂a) and g ∈ Ga then i ≈z i′ implies g(i) ≈g∗z g(i′). In particular
g([i]≈z) = [g(i)]≈g(z) .
(3) If z ∈ clX (Va) and i≈z i′ then s′ai (y) = s′ai′ (y) for y ∈U(a) close to z.
(4) With i ∈ Ia and z0 ∈ clX (V̂a) there exists an open neighborhood Q˜(z0) in U˜(a) so
that [i]∼z ⊂ [i]≈z0 for all z ∈ V̂a∩ Q˜(z0).
Proof. (1) and (2) are trivial, and (3) follows from Proposition 14.5 (2). For the
proof of (4) we argue indirectly. Let z0 ∈ clX (V̂a) and i ∈ Ia. Assume there exists a
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sequence (zk) ⊂ V̂a satisfying zk → z0 and i0 ∈ Ia satisfying i0 6∈ [i]≈z0 and i ∼zk i0.
Then by definition i≈z0 i0 implying that i0 ∈ [i]≈z0 giving a contradiction. 
The previous discussion allows us to define open neighborhoods around the points
z ∈ clX (V̂a) with suitable properties, which is accomplished in the next proposition.
Recall that for a ∈ A it holds that clX (V̂a)⊂ U˜(a).
Proposition 14.6. Fix a ∈ A. Then there exists for every z ∈ clX (V̂a) an open neigh-
borhood O˜(z) with the following properties.
(1) O˜(z)⊂ U˜(a).
(2) O˜(g∗ z) = g∗ O˜(z) for g ∈ Ga and O˜(z)∩ O˜(g∗ z) = /0 if z 6= g∗ z.
(3) If z ∈ clX (V̂a) and i ∈ Ia then [i]∼y ⊂ [i]≈z for y ∈ O˜(z)∩V̂a.
(4) If z ∈ clX (Va) it holds s′ai (y) = s′ai′ (y) for i≈z i′ and y ∈ O˜(z)∩U(a).
Proof. This is an immediate consequence of the previous discussion, particularly
Lemma 14.8. 
The proposition prompts the following definition.
Definition 14.9. A good neighborhood system for clX (V̂a) ⊂ U˜(a) is given by a
family (
O˜(z)
)
z∈clX (V̂a)
of open (in X) neighborhoods with the following properties.
(1) O˜(z)⊂ U˜(a).
(2) O˜(g∗ z) = g∗ O˜(z) for g ∈ Ga and O˜(z)∩ O˜(g∗ z) = /0 if z 6= g∗ z.
(3) If z ∈ V̂a and i ∈ Ia then [i]∼y ⊂ [i]≈z for y ∈ O˜(z)∩V̂a.
(4) If z ∈ clX (Va) it holds s′ai (y) = s′ai′ (y) for i≈z i′ and y ∈ O˜(z)∩U(a).

Remark 14.6. The good neighborhood system captures part of the implicit informa-
tion of having a system of correspondences. Note that the initial choice of (Va)a∈A
and the extensions V˜a,a ∈ A are important. The existence of such a collection (Va)
is a consequence of the assumption that |X | is paracompact. 
We shall use the previous discussion to define suitable local extensions of some of
the local section structures, which are compatible with the implicit relations. They
will be used later on for the proof of the global extension theorem.
The following constructions are concerned with the s′a, a ∈ A,
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s′a = (s
a
i )i∈Ia ,
where sai is an sc
+-section of W |U ′(a). Recall that
V̂a ⊂ clX (V̂a)⊂ U˜(a)⊂ U˜ ′(a).
Note that Λ is as an sc+-multisection (without the structuring) completely deter-
mined by the collection of all s′a, where a varies in A. This is, of course, the case
since the collection (|Va|)a∈A covers |∂X |, where Va = V̂a∩∂X .
For the further constructions we shall need extensions of the sai to V̂a having suitable
properties. The following discussion prepares the construction of such extensions.
Let z∈ clX (V̂a)∩∂X and denote by [z] its orbit under the Ga-action. We observe that
Ia has different decompositions into equivalence classes associated to the different
elements z′ ∈ [z] defined by ≈z′ . Fix a z′ ∈ [z] and denote by [i1]≈z′ , ..., [ik]≈z′ the
associated different equivalence classes of Ia. If we take z′′ ∈ [z] and g ∈ Ga with
g∗ z′ = z′′ then the collection
g([i j]
≈z′) := {g(i) | i ∈ [i1]≈z
′}
where j = 1, ...,k is the set of≈z′′ equivalence classes. With other words g([i j]≈z′ ) =
[g(i j)]
≈z′′ and [g(i1)]≈z′′ , ..., [g(ik)]≈z′′ are the ≈z′′ -equivalence classes. Taking a dif-
ferent g′ with g′ ∗ z′ = z′′ only gives a different presentation of these equivalence
classes.
Lemma 14.9. For fixed a ∈ A and z ∈ clX (V̂a)∩ ∂X define O˜([z]) as the union of
all O˜(z′) with z′ ∈ [z], where [z] is the Ga-orbit of z. Fix z′ ∈ [z] and let Ga(z′) =
{g ∈ Ga | g ∗ z′ = z′}. For Ia let [i1]≈z′ , .., [ik]≈z′ be the decomposition of Ia into
≈z′ -equivalence classes
Ia = [i1]
≈z′ unionsq ......unionsq [ik]≈z′ .
Then the following holds.
(1) The action of Ga(z′) on Ia preserves the decomposition into the equivalence
classes assocoiated to ≈z′ .
(2) For an element [i j]
≈z′ and an element g in the subgroup of Ga(z′) consisting of
elements fixing [i j]
≈z′ it holds
s′ai j (g∗ y) = µ(Γ (g,y),s′ai j (y)) for y ∈ O˜(z′)∩∂X ,
where we recall that s′ai′ (y) = s
′a
i j (y) for y ∈ O˜(z′)∩∂X and i′ ∈ [i j]
≈z′ .
(3) If for some g ∈ Ga(z′) it holds that g([i j]≈z′ ) 6= [i j]≈z′ , which means that these
sets are in fact disjoint, then g([i j]
≈z′ ) = [g(i j)]≈z′ and
504 14 Extension of Sc+-Multisections
s′ag(i j)(g∗ y) = µ(Γ (g,y),s′ai j (y)) for y ∈ O˜(z′)∩∂X ,
where we recall that s′ai′ (y) = s
′a
i j (y) for y ∈ O˜(z′)∩∂X and i′ ∈ [i j]
≈z′ .
(4) For z′′ ∈ [z] different from z′ the sections over O˜(z′′)∩∂X are determined com-
pletely by the sections over O˜(z′)∩∂X.
Proof. (1) In view of Lemma 14.8 the equivalence i ≈z i′ implies the equivalence
g(i) ≈g(z) g(i′) for every g ∈ Ga. Assuming next that g ∈ Ga(z′) and i ∈ [i j]≈z
′
the
fact that g(i) ∈ [i j]≈z
′
implies g([i j]
≈z′) = [i j]≈z
′
If g(i) 6∈ [i j]≈z
′
the image of [i j|≈z′
must be disjoint.
(2) Assuming that g ∈Ga(z′) and g([i j]≈z
′
) = [i j]
≈z′ we compute since for i, i′ ∈ [i j]
the associated sections coincide of O˜(z)∩∂X
s′ai j (g∗ y) = s′ag(i j)(g∗ y)
= µ(Γ (g,y),s′ai j (y))
for y ∈ O˜(z)∩∂X .
(3) Assume that g([i j]
≈z′ ) 6= [i j]≈z′ . Then
s′ag(i j)(g∗ y) = µ(Γ (g,y),s′ai j (y))
for y ∈ O˜(z′)∩∂X by the fact that the section structure is symmetric.
(4) The previous points imply that the section structure is determined by knowing
it over O˜(z′)∩ ∂X . Indeed, for every class [i j]≈z′ we have the section s′ai j |O˜(z)∩
∂X which we shall denote by sz
′
j . This section is g-equivariant if g ∗ z′ = z′ and
g([i j]
≈z′ ) = [i j]≈z′ . If g([i j]≈z′ ) = [i j′ ]
≈z′ for some j′ 6= j and g ∈ Ga(z′), then the
section sz
′
j′ is determined by s
z′
j which is statement (3).
Now fix z′′ ∈ [z] different from z′ and pick g ∈Ga satisfying g∗ z′ = z′′. The decom-
position of Ia according to ≈z′′ is given by
Ia = [g(i1)]
≈z′′ unionsq ...unionsq [g(ik)]≈z′′ .
Pick any of these classes, say [g(i j)]
≈z′′ . Then
s′ag(i j)(g∗ y) = µ(Γ (g,y),s′ai j (y)) y ∈ O˜(z′)∩∂X ,
which determines s′ag(i j) on O˜(z
′′)∩∂X as well as those sections which have index in
[g(i j)]
≈z′′ . 
What follows is a very important local extension result.
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Proposition 14.7. For fixed a∈ A there exists a local sc+-smooth symmetric section
structure (ŝai )i∈Ia defined on the open set V̂a and having the following properties.
(1) ŝai (y) = s
′a
i (y) for all y ∈Va and i ∈ Ia.
(2) If z ∈ V̂a and i, i′ ∈ Ia such that i∼z i′ then ŝai (z) = ŝai′(z).
Proof. For the fixed a ∈ A take a good neighborhood system(
O˜(z)
)
z∈clX (V̂a)
.
We denote by [z] the Ga-orbit generated by z ∈ clX (V̂a). We define a Ga-invariant
subset of U˜(a) by
O˜([z]) =
⋃
z′∈[z]
O˜(z′).
Recall that by definition of a good neighborhood system, see Definition 14.9, the
sets O˜(z′) and O˜(z′′) for z′,z′′ ∈ [z] are disjoint unless z′ = z′′. For every z′ ∈ [z]
the index set Ia is written as disjoint union of equivalence classes [i]≈z′ . We recall
the property g([i]≈z) = [g(i)]≈g(z) . For y ∈ O˜([z])∩ ∂X we find g ∈ Ga such that
y ∈ O˜(g∗ z). Then, with z′ = g∗ z we have that
s′ai (y) = s
′a
i′ (y) if y ∈ O˜(z′)∩∂X and i≈z′ i′. (14.18)
In the next step we pick for every [z] with z ∈ clX (Va) and i ∈ Ia sc+-smooth ŝ[z]i :
Ô([z])→W so that the following holds.
(A) If [z]⊂ clX (V̂a)∩∂X we take sc+-sections ŝ[z]i , i∈ Ia, defined on O˜([z]) such that
the following holds.
(i) ŝ[z]i (y) = s
′a
i (y) for y ∈ ∂X ∩ O˜([z]).
(ii) ŝ[z]g(i)(g∗ y) = µ(Γ (g,y), ŝ
[z]
i (y)) for all y ∈ O˜([z]), g ∈ Ga, and i ∈ Ia.
(iii) ŝ[z]i (y) = ŝ
[z]
i′ (y) for y ∈ O˜(z′) and i≈z′ i′, where z′ ∈ [z].
(B) For [z]⊂ clX (V̂a)\∂X we take sc+-sections ŝ[z]i , i ∈ Ia, defined on O˜([z]) so that
the following holds.
(i) ŝ[z]g(i)(g∗ y) = Γ (g, ŝ
[z]
i (y)) for all y ∈ O˜([z]), i ∈ Ia, g ∈ Ga.
(ii) ŝ[z]i (y) = ŝ
[z]
i′ (y) for y ∈ O˜(z′) and i≈z′ i′, where z′ ∈ [z].
Note that sections with the above properties can indeed be picked. To see this recall
Lemma 14.9, and assume first that [z]⊂ clX (V̂a)∩∂X . Pick a representative z′ ∈ [z]
and consider O˜(z′). For y ∈ O˜(z′)∩∂X (14.18) holds. Then z′ defines a partition of
Ia into equivalence classes, say Ia = [i1]
≈z′ unionsq ...unionsq [ik]≈z′ and
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g([i j]
≈z′ ) = [g(i j)]
≈g(z′) = [g(i j)]≈z′ if g∗ z′ = z′.
We pick the class [i1]
≈z′ and we take an extension of s′ai1 |(O˜(z′)∩∂X) to O˜(z′). We
average this extension with respect to all g ∈ Ga(z′) which fix [i1]≈z′ . The averaged
section is still an extension since we extend a section with the same symmetry. At
this point we have constructed
ŝz
′
i of W |O˜(z′) for i ∈ [i1]≈z′ . (14.19)
Next we consider [i2]
≈z′ . If there exists g ∈ Ga(z′) with g([i1]≈z′ ) = [i2]≈z′ we take
such a g and define ŝz
′
g(i) by
ŝz
′
g(i)(g∗ y) = µ(Γ (g,y), ŝz
′
i (y)).
First of all we note that all sections are the same independently of the choice of
i ∈ [i1]≈z′ . The definition also does not depend on the choice of g. In fact if there are
two such elements g1,g2 ∈ Ga(z′) we note that g−12 (g1([i1]≈z′ )) = [i1]≈z′ and since
the sections defined in (14.19) have the invariance property with repespect to such
elements g−12 ◦g1 the claim follows. Hence we obtain
ŝz
′
i of W |O˜(z′) for i ∈ [i2]≈z′ . (14.20)
If there is no g ∈ Ga(z′) mapping [i1]≈z′ to [i2]≈z′ we deal with the situation in the
same way we obtained (14.19). Then we take [i3]
≈z′ and distinguish the case if it is
related by a group element to [i1]
≈z′ or [i2]≈z′ . If that is the case push forward the
data. If no such relationship exists we deal with the situation as in the case of [i1]
≈z′ .
After a finite number of steps we have constructed
ŝz
′
i of W |O˜(z′) for i ∈ Ia. (14.21)
This data has the following properties.
(i) If g ∈ Ga(z′) then ŝz′g(i)(g∗ y) = µ(Γ (g,y), ŝz
′
i (y)) for y ∈ O˜(z′).
(ii) If i≈z′ i′ then ŝz
′
i = ŝ
z′
i′ .
(iii) ŝz
′
i (y) = s
′a
i (y) for y ∈ Ô(z′)∩X and i ∈ Ia.
If we take z′′ 6= z′ we fix g∈Ga with g∗z′ = z′′ and push the data forward. Again the
choice of g does not matter since for two possible choices g1 and g2 we have that
g−12 ◦ga ∈ Ga(z′) and the data associated with z′ was constructed in such a way that
it has an invariance property with respect to the action of Ga(z′) and the equivalence
relation ≈z′ . At this point we have defined ŝz
′
i for all z
′ ∈ [z] which defines ŝ[z]i of
W |O˜. This gives us a system of sections satisfying (A). The construction in the
case (B) is similar, but easier, since we do not have to extend sections given on the
boundary.
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At this point we have constructed for a ∈ A and a given good neighborhood system
for clX (V̂a)⊂ U˜(a), for every O˜([z]) a system of sections (ŝ[z]i )i∈Ia with the properties
listed above. The sets
(O˜([z])[z]∈|clX (V̂a)|
define an open covering of clX (V̂a) by Ga-invariant subsets contained in U˜(a). We
take a sub-ordinate functorial sc-smooth partition of unity (σ[z]){[z]}∪{σ∞} indexed
by the set {[z]}∪ {∞}. Here ∞ is the index of a map supported in U˜(a) \ V̂a. We
disregard this map and only use the (σ[z])[z], which satisfy
supp(σ[z])⊂ O˜([z]).
Of course most of these maps vanish. Then we introduce the maps ŝai , i ∈ Ia, which
are defined on V̂a by
ŝai (y) =∑
[z]
σ[z](y) · ŝ[z]i (y), y ∈ V̂a.
By construction it is obvious that the following two properties hold true.
(i) ŝag(i)(g∗ y) = µ(Γ (g,y), ŝai (y)), y ∈ V̂a, i ∈ Ia.
(ii) ŝai (y) = s
′a
i (y) for y ∈ ∂X ∩V̂a and i ∈ Ia.
Assume next that i ∼y i′ for some y ∈ V̂a. There are only finitely many σ[z1], ..,σ[z`]
which are nonzero on y and by construction
supp(σ[z j ])⊂ O˜([z j]).
For every [z j] pick z′j ∈ [z j] such that y ∈ O˜(z′j). Since [i]∼y ⊂ [i]
≈z′j for every z′j, see
Definition 14.9 (3), and ŝ
[z j ]
i (y) = ŝ
[z j ]
i′ (y) for i≈z′j i′ it follows that
ŝai (y) = ŝ
a
i′(y) provided i∼y i′.

The next section uses the this local result to construct global extensions.
14.5 Extension of the Sc+-Multisection
Let us summarize the data we are dealing with. We started with an sc+-multisection
functor
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Λ : W |∂X →Q+,
and we have fixed a representative
(Λ ,U′,S′,τ ′) (14.22)
of a structured version. We fixed (U˜(x))x∈∂X admitting the natural Gx-action and
satsifying U˜(x) ⊂ U˜ ′(x). We have constructed (V̂a)a∈A, where V̂a is open in X and
clX (V̂a) ⊂ U˜(a). Moreover, the whole collection (|V̂a|)a∈A is a locally finite open
covering of |∂X |. On the associated V̂ a,a′ we have defined a canonical τ̂a,a′ : V̂ a,a′→
J(a,a′) obtained from the data provided by τ ′. In addition for every a ∈ A we are
given a symmetric sc+-section structure
(ŝai )i∈Ia on V̂a (14.23)
so that ŝai (y) = s
′a
i (y) for y ∈ Va and i ∈ Ia and ŝai (y) = ŝai′(y) for y ∈ V̂a and i ∼y i′.
We shall use this data to define in a suitable way a structurable extension Λ ′ : W →
Q+ of Λ . In this section we first shall construct Λ ′ in a quite specific way and the
structurability is addressed in the next section. In a first step we shall decompose
Λ : W |∂X →Q+ for which we need the following lemma.
Lemma 14.10. We work under the assumptions of Theorem 14.2. In particular X
is tame and admits sc-smooth partitions of unity as an ep-groupoid. Then there
is a collection of sc-smooth functors βa : X → [0,1], a ∈ A, having the following
properties.
(1) For a ∈ A the sc-smooth map βa has support in pi−1(pi(V̂a)).
(2) For every y ∈ X there exists a saturated open neighborhood Q(y) in X such that
there are only finitely many a ∈ A for which βa|Q(y) 6= 0.
(3) For every y ∈ ∂X it holds ∑a∈Aβa(y) = 1.
Proof. The collection of sets (pi−1(|V̂a|))a∈A together with the open set V̂∞ :=X \∂X
defines a locally finite open covering of X and we take a subordinate family of
partition of unity functors. From these we only use the (βa)a∈A. 
We note that for a ∈ A it holds
supp(|βa|)⊂ |V̂a|,
and consequently
clX ({y ∈ U˜(a) | βa(y) 6= 0})⊂ V̂a for a ∈ A. (14.24)
The (βa) restricted to ∂X define an sc-smooth partition of unity. We define struc-
tured Λa : W |∂X →Q+ for a ∈ A by
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Λa = (βa|∂X)Λ .
The structuring data we are going to use comes from (14.22). We take as good
system U′, as index set I, and as correspondence τ ′. The section structure S′a =
(sa,x)x∈∂X is given by
sa,x : s′xa,i(y) = βa(y) · s′xi (y) for x ∈ ∂X , i ∈ Ix, y ∈U ′(x).
We note the following obvious fact.
Lemma 14.11. The structured Λ˜ := (Λ ,U′,S′,τ ′) is the commensurable locally fi-
nite sum of the Λ˜a := (Λa,U′,S′a,τ ′)
Λ˜ =a∈AΛ˜a. (14.25)

Remark 14.7. It is also important to notice that Λa is completely determined by the
symmetric sc+-section structure
((βa|U ′(a)) · s′ai )i∈Ia .
In fact, it is even determined by ((βa|Va) · s′ai )i∈Ia . Of course, as a structured sc+-
section functor the global knowledge of τ ′ is needed. For example we have used it
for taking the commensurable sum in (14.25). 
We begin now with the important constructions needed to extend Λ to a saturated
open neighborhood of ∂X . We fix a ∈ A and consider Λa : W |∂X → Q+. The local
section structure for Λa is given at x ∈ ∂X on the set U ′(x) by
(βa · s′xi )i∈Ix .
First we shall only work on the open sets V̂b, where b varies in A. Most of the
construction takes place on V̂a, and we can transport data to other V̂b with the help of
the τ̂a,b. Of course, transporting data around relies on using a choice of morphisms,
as well as the correspondences τ̂ . The careful analysis of the implicit structures is
needed to avoid ambiguities.
Proposition 14.8. Recall the family (ŝai )i∈Ia , a∈A, see (14.23), obtained through the
local extension procedure in the previous section. For each given a ∈ A there exists
for every b ∈ A a symmetric sc+-section structure (s˜ba,i)i∈Ib where s˜
b
a,i is defined on
V̂b and the following holds.
(1) s˜aa,i(y) = βa(y) · ŝai (y) for i ∈ Ia and y ∈ V̂a.
(2) supp(s˜aa,i) is closed in X and contained in V̂a for i ∈ Ia.
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(3) s˜ba,i(y) = βa(y) · s′bi (y) for y ∈Vb, b ∈ A.
(4) For b,b′ ∈ A and φ ∈ V̂b,b′ with τ̂b,b′(φ) given by [Ib
α(k)
 I
β (k)
 Ib′ ] it holds for
k ∈ I
s˜b
′
a,α(k)(t(φ)) = µ(φ , s˜
b
a,β (k)(s(φ))).
The proof of this result is subtle mainly due to the requirement (4). In fact (4) re-
quired the lengthy preparations introducing the equivalence relations ∼z and ≈z in
the previous section.
Proof. In Proposition 14.7 we have already constructed a symmetric sc+-section
structure ŝai , i ∈ Ia, on V̂a which extends s′ai , i ∈ Ia. We define s˜aa,i for i ∈ Ia by
s˜aa,i(y) = βa(y) · ŝai (y), y ∈ V̂a.
This defines saa and (1) and (2) hold, and in addition (3) for the special case b = a.
In a next step we define, keeping the initial a ∈ A fixed related section structures
for all V̂b, where b ∈ A. If b ∈ A such that there is no morphism starting in V̂a and
ending in V̂b we associate to every i ∈ Ib the zero section on V̂b which defines the
symmetric sc+-section structure sba. Suppose that b ∈ A is such that there exists a
morphism starting in V̂a and ending in V̂b. In a first step we define sba,i′ for i
′ ∈ Ib on
the subset of V̂b which can be reached by morphisms starting in V̂a and ending in
V̂b. Subsequently we shall see that the extension by zero over the rest of the set V̂b
is sc+-smooth. Pick φ ∈ V̂ a,b and take
Ia
α I
β
 Ib
representing τ̂a,b(φ). For given i′ ∈ Ib pick k ∈ I satisfying β (k) = i′ and with i =
α(k) define
s˜ba,i′(t(φ)) = µ(φ , s˜
a
a,i(s(φ))).
We have to verify that the definition is independent of the choices. Supposeψ ∈ V̂ a,b
with t(ψ) = t(φ) and τ̂a,b(ψ) is represented by
Ia
γ
 J δ Ib.
We assume that we have picked j ∈ J satisfying δ ( j) = i′. We define e= γ( j). Using
this data the alternative definition for s˜ba,i′(t(φ)) is given by µ(ψ, s˜
a
e(s(ψ))). We need
to show the equality
µ(φ , s˜aa,i(s(φ))) = µ(ψ, s˜
a
a,e(s(ψ))). (14.26)
We can write ψ−1 ◦φ = Γ (g,s(φ)) for a uniquely determined g ∈ Ga. Hence
φ = ψ ◦Γ (g,s(φ)).
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Since φ = ψ ◦Γ (g,s(φ)) = ψ ◦Γ (g,g−1 ∗ s(ψ)) we have that φ = ψ ∗g implying
τ̂a,b(φ) = τ̂a,b(ψ ∗g) = τ̂a,b(ψ)∗g.
Therefore
[Ia
α I
β
 Ib] = [Ia
g−1◦γ
 J δ Ib],
so that without loss of generality we may assume that α = g−1 ◦ γ and β = δ . With
z = s(ψ) we note that ψ,φ−1,Γ (g,s(φ)) is a z-loop and with
τ̂a,a(Γ (g,s(φ))) = [Ia
Id Ia
g
 Ia]
we see that we obtain the z-arc e, i′, i,g(i) via
e = γ( j), δ ( j) = i′ = β (k), α(k) = i, g(i).
so that
e∼z g(i). (14.27)
Using that
i′ = β (k), i = α(k) = g−1(γ(k)), and e = γ( j).
we compute
µ(φ , s˜aa,i(s(φ)))
= µ(ψ ◦Γ (g,s(φ)), s˜aa,i(s(φ)))
= µ(ψ,µ(Γ (g,s(φ)), s˜aa,i(s(φ))))
= µ(ψ, s˜aa,g(i)(g∗ s(φ)))
= µ(ψ, s˜aa,g(i)(s(ψ))).
We need to show that µ(ψ, s˜aa,g(i)(s(ψ)))= µ(ψ, s˜
a
a,e(s(ψ))). However, since e∼s(ψ)
g(i), and z = s(ψ), see (14.27), it follows that
s˜aa,g(i)(s(ψ)) = βa(s(ψ)) · ŝag(i)(s(ψ))
= βa(s(ψ)) · ŝae(s(ψ))
= s˜aa,e(s(ψ))
which proves this identity, and therefore that s˜ba,i′ is well-defined on all points of V̂b
reachable from V̂a.
Next let z′ ∈ V̂b be in the closure of reachable points from a. Hence we find a se-
quence of morphisms ψk satisfying s(φk) ∈ V̂a, t(φk) ∈ V̂b and z′k := t(φk)→ z′.
Using properness we may assume with out loss generality that φk→ φ with s(φ) ∈
clX (V̂a)⊂ U˜(a) and t(φ)= z′. If s(φ)∈ V̂a the point z′ is reachable and s˜ba,i′ is already
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defined. So assume s(φ) 6∈ V̂a. Then for large k we already have that s˜aa,i vanishes in
an open neighborhood of s(φk). Hence it follows that s˜ba,i′ where defined vanishes on
the reachable points near z′. Hence we can extend s˜ba,i′ over the rest of V̂b by 0. This
defines (s˜ba,i′)i′∈Ib
. At this point we have constructed for a given a ∈ A symmetric
sc+-section structures (s˜ba,i)i∈Ib for every b ∈ A such that
s˜ba,i′(t(ψ)) = µ(ψ, s˜
a
a,i(s(ψ)))
provided i′ and i correspond under τ̂a,b(ψ). The last statement proves (4) for a spe-
cial case.
In order to prove (4) in generality, still for fixed a, consider b,b′ ∈ A and let ψ ∈
V̂ b,b′ . We have to consider several cases. Assume first that s(ψ) or t(ψ) is reachable
from V̂a. In this case both are reachable and we find φ1,φ2 with
s(φ1) = s(φ2) ∈ V̂a and ψ ◦φ1 = φ2.
In this case, if i ∈ Ib and i′ ∈ Ib′ correspond under τ̂b,b′(ψ), we can pick j ∈ Ia
corresponding under τ̂a,b(φ1) to i, and pick j′ ∈ Ia corresponding under τ̂a,b′(φ2) to
i′. We note that j ∼s(φ1) j′. This implies using previous definitions
s˜b
′
a,i′(t(ψ))
= µ(φ2, s˜aa, j′(s(φ2)))
= µ(ψ ◦φ1, s˜aa, j′(s(φ2)))
= µ(ψ,µ(φ1, s˜aa, j′(s(φ2))))
= µ(ψ,µ(φ1, s˜aa, j′(s(φ1))))
= µ(ψ,µ(φ1, s˜aa, j(s(φ1))))
= µ(ψ, s˜ba,i(s(ψ))).
At this point we have constructed for given a a symmetric sc+-section structures
(s˜ba,i)i∈Ib on V̂b for every b ∈ A. Moreover, these sc
+-section structures are compati-
ble under the correspondences τ̂b,b′ : V̂ b,b′ → J(b,b′) and it holds that
s˜ba,i(y) = βa(y) · s′bi (y) for y ∈Vb, i ∈ Ib.

Define for every b ∈ A the symmetric sc+-section structure on V̂b
(s˜bi )i∈Ib
by setting
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s˜bi = ∑
a∈A
s˜ba,i.
This is a locally finite sum and therefore well-defined. It also extends the section
structure of Λ on Vb. By construction it is compatible with τ̂ .
At this point we can define for every b ∈ A an sc+-multisection functor Λ ′b on W |V̂b
by
Λ ′b(w) =
1
|Ib| · |{i ∈ Ib | s˜
b
i (P(w)) = w}|.
If φ is a morphism starting in V̂b and ending in V̂b′ it follows with w′ = µ(φ ,w) that
Λ ′b′(w
′) =Λ ′b(w) so that the sc
+-multisection functors are compatible.
The symmetric sc+-section structures (s˜bi )i∈Ib are related by the τ̂b,b′ : V̂ b,b′ →
J(b,b′). We shall construct from this data a structurable sc+-section functor Λ ′ :
W → Q+ which extends Λ : W |∂X → Q+. We note that the structure data for Λ ′
will in general not restrict to the one originally fixed for Λ .
Recall that (|V̂b|)b∈A is an open covering of |∂X |. For |x| ∈ |X | not contained in⋃
b∈A |V̂b| we can take a representative x and an open neighborhood V̂x invariant
under the natural action, with the properness property, so that |V̂x| only contains
isomorphism classes of points on which the sections vanish. We equip V̂x with the
zero section (sx1) as section structure and define Ix = {1}. The correspondence for
b ∈ A and such a x we define by
τ̂b,x(ψ) = [Ib
Id Ib {1}].
Similarly for the reversed pair (b,x). For x,x′ as just described we define τ̂x,x′(ψ) =
[{1} {1} {1}].
At this point we have defined for a suitable A′ ⊂ X , containing A, open subsets
V̂x with the natural Gx-action and symmetric sc+-section structures compatible for
some correspondence. Moreover ⋃
x∈A′
|V̂x|= |X |.
Hence the data defines a global sc+-multisection Λ ′ : E → Q+ extending Λ . By
Theorem 14.3, which is proved below, Λ ′ is structurable. The domain support of Λ ′
has an orbit space contained in the open neighborhood
⋃
a∈A |V̂a| of |∂X |. Define
U˜ = pi−1
(⋃
a∈A
|V̂a|
)
.
Define the map h : |X | → R+ by
h(|x|) = max({N(sxi (x)) | i ∈ Ix}) .
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Then h is a continuous map and satisfies for |x| ∈ |∂X |
h(|x|) = N(Λ)(x)< f (x).
We can find an sc-smooth functor σ : X→R+ such that σ(x) = 1 for x∈ ∂X having
support in U˜ such that
h(|x|) ·σ(x)≤ f (x) for all x ∈ X .
Now consider σ Λ ′ which is the required extension. Since Λ ′ is structurable ac-
cording to Theorem 14.3 the same is true for σ Λ ′. This completes modulo the
structurability assertion the proof of Theorem 14.2.
The following result is a very useful criterion for structurability and applies to the
situation in the previous section.
Theorem 14.3. Let P : W → X be a strong bundle over the ep-groupoid X having a
paracompact orbit space |X | and letΛ : W →Q+ be A sc+-multisection functor. We
assume that there exists a subset A of X and for every a ∈ A an open neighborhood
U(a) and an open subset Va ⊂U(a) with the following properties (a)–(c):
(a) U(a) is Ga-invariant and the target map t : s−1(clX (U(a))→ X is proper.
(b) Va is Ga-invariant and cl|X |(|Va|)⊂ |U(a)|.
(c)
⋃
a∈A |Va|= |X |.
In addition we assume that the following two properties hold true.
(d) For every a ∈ A, there exists a symmetric sc+-section structure sa = (sai )i∈Ia on
Va indexed by a finite set Ia such that if w ∈W satisfies P(w) ∈Va, then
Λ(w) =
1
|Ia| |{i ∈ Ia |s
a
i (P(w)) = w}|.
(e) For every a,a′ ∈ A, with V a,a′ := {φ ∈ X | s(φ) ∈Va, t(φ) ∈Va′}, there exists a
correspondence
τa,a′ : V a,a′ → J(a,a′)
relating the section structures sa and sa
′
over Va and Va′ and only taking finitely
many values.
Then Λ is a sc+-structurable multisection functor.
Proof. Define the open subset V =
⋃
a∈A Va of X . It has the property that |V | = |X |
and inherits the structure of an ep-groupoid for which the inclusion functors F :
V → X is an equivalence of ep-groupoids. In the same way the inclusion functor
Φ : W |V →W is a strong bundle equivalence. Clearly
Φ∗(Λ |(W |V )) =Λ
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and in view of this fact, employing Theorem 13.4, it suffices to show that Λ |(W |V )
is structurable.
In order to show the structurability ofΛ |(W |V ) there is no loss of generality viewing
Λ as an sc+-multisection functor on W →V . Then the data given in the hypothesis
of the theorem provides us with an open covering (Va)a∈A. First we shall pick a map
V → A : x→ ax so that x ∈Vax and we pick an open neighborhood Q(x) so that for
the natural Gax -action on U(ax) it holds that g∗ x = g implies g∗Q(x) = Q(x). We
define a local symmetric sc+-section structure on Qx by restricting the data from
Vax . More precisely we define I¯x := Iax
s¯x : s¯xi := s
ax
i for i ∈ Iax .
The group Gx acts on I¯x as follows. For g ∈ Gx there exists a unique hg ∈ Gax with
Γ (hg,x) = g and we define g(i) := hg(i), so that we act through a subgroup of Gax .
Given x,x′ ∈ V we consider Q(x,x′) which is an open subset of V (ax,ax′) which
allows us to restrict τax,ax′ . Hence we define
τ¯x,x′ : Q(x,x′)→ J(x,x′)
as follows. We note that by construction J(x,x′) := J(ax,ax′) and
τ¯x,x′(φ) := τax,ax′ (φ).
We gather the data as follows. We define U¯ = (Q(x))x∈V , S¯ = (s¯x)x∈V , and τ¯ =
(τ¯x,x′)(x,x′)∈V×V ′ .
We show that (Λ , U¯,S¯, τ¯) is a structured version ofΛ , which will complete the proof
of the theorem. First of all we have for every x ∈ V an open neighborhood Q(x)
with the natural Gx-action and a symmetric sc+-section structure s¯x representing Λ .
Moreover, given x,x′ ∈V we have a correspondence
τ¯x,x′ : Q(x,x′)→ J(x,x′)
which only takes finitely many values, and is locally constant. Moreover, by con-
struction if φ ∈ V (x,x′) then τ¯x,x′(φ) = τax,ax′ (φ). Assume the latter is represented
by the diagram
Iax
α I
β
 Iax′ .
Then by hypothesis sax′β (k)(t(φ)) = µ(φ ,s
ax
α(k)(s(φ))) which precisely implies
s¯x
′
β (k)(t(φ)) = µ(φ , s¯
x
α(k)(s(φ))).
Moreover, using previous definitions
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τ¯x,x(Γx(h,y)) = τx,x(Γax(g,y)) =
[
Iax
Id Iax
g
 Iax
]
=
[
I¯x
Id I¯x
h I¯x
]

14.6 Remarks on Inductive Constructions
The main result Theorem 14.2 proved in the previous sections stated that a struc-
turable sc+-multisection defined on the boundary of a tame ep-groupoid can be
extended as a structurable sc+-multisection. In applications, very often, the pertur-
bations are constructed inductively and additional problems arise. For example, if
the underlying ep-groupoid has a boundary with corners and it is face-structured
the inductive procedure might define perturbations over some of the faces so that
the (global) sc+-multisection on the boundary has to be assembled from the pieces
defined on the faces. Of course, that can only be accomplished provided the sc+-
multisections on the intersection of faces coincide. In order to extend the sc+-
multisection it is important to have a structuring of the assembled sc+-multisection.
The structuring data for the sc+-multisections on the faces is in general a conse-
quence of the inductive scheme, and a matter of the concrete situation and will not
be discussed here. Here we shall restrict ourselves to highlight the compatibility is-
sue of the data coming from the different faces if we have a boundary with corners.
We shall also restrict ourselves to the case where X is a face-structured ep-groupoid.
More general situations are possible, but left to future discussions.
Let X be a face-structured tame ep-groupoid and P : W → X a strong bundle. In this
case a face F is saturated and has the structure of a sub-M-polyfold. Equipping F
with the induced M-polyfold structure, it becomes with the associated morphism set
an ep-groupoid. If x ∈ ∂X and U(x) an open neighborhood in X with the natural
Gx-action it follows that g ∗ (F ∩U(x)) = F ∩U(x) for all faces F which contain
x. Recall that there are exactly dX (x)-many of such faces, where dX is the degen-
eracy index. Denote by FX the set of faces, where by assumption every F is a
sub-ep-groupoid with the induced structure being that of a tame face-structured ep-
groupoid. We denote by FX ,x the collection of all faces containing x. As already
pointed out it holds that dX (x) = ]FX ,x.
We assume that for every face F we are given a structured sc+-multisection functor
Λ˜F = [ΛF ,UF ,SF ,τF ]
for W |F . A representative of Λ˜F is given by (ΛF ,UF ,SF ,τF , whereΛF : W |F→Q+
is a functor and for every x∈F a good neighborhood UF(x)⊂F has been given. This
means UF(x) admits the natural Gx-action and t : s−1(clF(UF(x)))→ F is proper.
Moreover we are given for every x ∈ F an index set IFx with an action by Gx and a
symmetric section structure sFx , given by
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(sxF,i)i∈IFx .
Moreover, for x,x′ ∈ F a correspondence τF,x,x′ : U F(x,x′)→ JF(x,x′) is given re-
lating in the usual way the section structures associated to x and x′, respectively. We
note that we can always shrink the sets UF(x) restrict τF,x,x′ .
We consider the assignment FX 3 F → Λ˜F and shall formulate a compatibility
condition.
Definition 14.10. Given a face F ′ ∈FX the restriction of Λ˜F to W |(F ∩F ′) denoted
by Λ˜F |F ′ is defined as follows, where
Λ˜F |F ′ = [ΛF |F ′ ,UF |F ′ ,SF |F ′ ,τF |F ′ ]
and the following data is obtained by taking a representative (ΛF ,UF ,SF ,τF) of Λ˜F
(1) ΛF |F ′ =ΛF |(W |(F ∩F ′)).
(2) UF |F ′ = (UF(x)∩F ′)x∈F∩F ′ , where UF = (UF(x))x∈F is a good system of open
neighborhoods.
(3) SF |F ′ = (s
F |F ′
x )x∈F∩F ′ , where s
F |F ′
x is the symmetric sc+-section structure ob-
tained from sFx by restricting the s
x
i , i ∈ IFx to UF(x)∩F ′.
(4) The correspondences τF |F ′,x,x′ are the restrictions of τF,x,x′ for x,x′ ∈ F ∩F ′ to
{φ ∈ X | s(φ) ∈UF(x)∩F ′, t(φ) ∈UF(x)∩F ′}.

The compatibility condition is now given as follows.
Definition 14.11. Let P : W → X be a strong bundle over a tame face-structured ep-
groupoid and denote byFX the set of faces. Assume that F → Λ˜F is an assignment
which associates to a face F ∈FX a structure sc+-multisection on W |F . Then the
assignment is said to be compatible provided for every choice of faces F,F ′ the
equality
Λ˜F |F ′ = Λ˜F ′|F
holds. For a compatible assignment we define Λ˜F∩F ′ = Λ˜F |F ′ . 
With this definition we see that Λ˜F∩F ′ is a structured sc+-multisection of W |(F∩F ′).
A face of F ∩F ′ is obtained by intersecting F ∩F ′ with a suitable F ′′ ∈FX . Then
the compatibility allows us to consider
Λ˜F∩F ′ , Λ˜F∩F ′′ , and Λ˜F ′∩F ′′ .
We note that F ∩F ′ ∩F ′′ is a common face of these three ep-groupoids and the
restriction of the structures sc+-multisections defines a common Λ˜F∩F ′∩F ′′ . This
can be done for an arbitrary number of faces.
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We note that as a consequence of the compatibility condition it holds that for
IFx = I
F ′
x for F,F
′ ∈FX ,x
We shall abbreviate Ix := IFx and also write J(x,x
′) instead of JF(x,x′). Moreover
on UF(x)∩UF ′(x) we have the equality sxF,i(y) = sxF ′,i(y) for i ∈ Ix. We shall take for
every x ∈ ∂X a good open neighborhood V (x) of x in X such that U(x) =V (x)∩∂X
satisfies
U(x)∩F ⊂UF(x) for all F ∈FF,x.
Theorem 14.4. Let P : W → X be a strong bundle over a tame face-structured ep-
groupoid and FX 3 F → Λ˜F be a an assignment of compatible structured sc+-
multisection functors defined on the various W |F. Then this data defines a naturally
structured Λ˜ : W |∂X → Q+. In particular the underlying Λ has an extension to
W |X. The extension can be chosen to satisfy certain size restrictions, see Theorem
14.2.
Proof. The compatibility condition implies immediately that Λ : W |F →Q+ given
by
Λ(w) =ΛF(w) for P(w) ∈ F, F ∈FX ,P(w)
is a well-defined functor. As already explained we have fixed for every F ∈FX a
representative
(ΛF ,UF ,SF ,τF)
so that for every x∈ ∂X there exists an open neighborhood U(x)⊂ ∂X coming from
a good open neighborhood V (x) in X such that U(x) = V (x)∩ ∂X and U(x)∩F ⊂
UF(x) for all F ∈FX ,x. Moreover it holds that
sxF ′,i(y) = s
x
F,i(y) for i ∈ Ix, y ∈U(x)∩F ∩F ′.
This allows us to define a symmetric sc+-section structure sx = (sxi )i∈Ix on U(x) by
sxi (y) = s
x
F,i(y) for y ∈ F ∩U(x).
We do this for every x ∈ ∂X . Finally we define the correspondences as follows.
For x ∈ ∂X and x′ ∈ ∂X consider U (x,x′) which consists of all morphisms φ with
s(φ)∈U(x) and t(φ)∈U(x′). If s(φ)∈ F∩U(x) then necessarily t(φ)∈ F∩U(x′).
Hence φ ∈U F(x,x′). We can define
τx,x′(φ) = τF,x,x′(φ).
This is well-defined since τF,x,x′(φ) = τF ′,x,x′(φ) if s(φ) ∈ F ∩F ′. Moreover, it fol-
lows from the definition that the map τx,x′ : U (x,x′)→ J(x,x′) is locally constant. It
is also easy to verify that τx,x′ relates the two local section structures. Our desired
structured sc+-multisection for W |∂X is given by [Λ ,U,S,τ]. At this point we can
apply Theorem 14.2 to construct the extension. 
Chapter 15
Transversality and Invariants
In this chapter we shall describe some elements of a global perturbation theory.
15.1 Natural Constructions
We assume that (P : W → X ,µ) is a strong bundle over an ep-groupoid and consider
for a smooth x ∈ X the set of all sc-Fredolm operators L : TxX →Wx. We define
the set GrF(x) whose elements are finite formal sums with non-negative rational
coefficients of sc-Fredholm operators. An element of GrF(x) has the form
L=∑σL ·L,
where all σL are non-negative and only a finite number are nonzero, and L : TxX →
Wx. Finally we put
GrF(X) =
⋃
x∈X∞
GrF(x).
and write pi : GrF(X)→ X∞ for the natural projection. Note that for a smooth x, a
sc-Fredholm operator L : TxX→Wx, and a morphism φ with s(φ) = x we can define
φ∗L : Tt(φ)X →Wt(φ) by
φ∗L◦Tφ(h) = µ(φ ,L(h)), h ∈ TxX .
Hence φ : x→ y defines a bijection GrF(x)→ GrF(y) via
φ∗(∑σL ·L) =∑σL ·φ∗L.
Elements in GrF(X) can be viewed as objects of a category, where the morphism
set consists of all pairs (φ ,L) with s(φ) = pi(L). The source map and target map are
given by
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s(φ ,L) = L and t(φ ,L) = φ∗L.
The first result is the following.
Theorem 15.1 (Well-defined T( f ,Λ)). Assume (P : W → X ,µ) is a strong bun-
dle over an ep-groupoid, f an sc-Fredholm section, and Λ : W → Q+ an sc+-
multisection. Then there exists an associated section functor T( f ,Λ) of GrF(X)→X∞
uniquely characterized by the following properties.
(1) T( f ,Λ)(x) = 0 for x ∈ X∞ \ supp(Λ ◦ f ).
(2) For x ∈ supp(Λ ◦ f ) and any local sc+-section structure (si)i∈I , (σi)i∈I describ-
ing Λ around x it holds
T( f ,Λ)(y) = ∑
{i∈I | f (y)=si(y)}
σi · ( f − si)′(y) for smooth y near x.
Remark 15.1. If f (y)− si(y) 6= 0 the expression ( f − si)′(y) is not defined, but it is
also not counted towards the sum. Setting the empty sum equal to 0 property (1)
follows from (2). 
Proof. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid, f an sc-
Fredholm section andΛ an sc+-multisection. Assume that x ∈ supp(Λ ◦ f ) and pick
an open neighborhood U(x)with the natural Gx-action and a local sc+-section struc-
ture (si)i∈I , (σ))i∈I . We need to analyze the formal sum
∑
{i∈I | f (y)=si(y)}
σi · ( f − si)′(y) for y ∈U(x)∩X∞.
Without loss of generality we may assume that X = O, where (O,C,E) is a local
model and x = 0 ∈ O. Also W → O is a strong bundle model and the local sc+-
section structure (si)i∈I , (σi)i∈I , is defined on O.
Proposition 15.1. There exists a sequence (xk)⊂O with xk 6= 0 and xk→ 0 with the
following property.
• For i, i′ ∈ Ie it holds that si = si′ near xk.
The proof of the proposition relies on several lemmata.
Lemma 15.1. Equip O with the metric d induced from E0 and pick y ∈ O. Define
Bε(y) = {z ∈O | d(z,y)< ε} for some ε > 0, and assume that Bε(y) can be written
as a finite union
Bε(y) =
⋃
i∈I
Σi
of closed subsets Σi of Bε(y). Then at least one of the sets Σi has a nonempty interior.
Proof. Pick any z ∈ Bε(y) and, since every Σi is closed, we can pick a δ such that
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• Bδ (z)⊂ Bε(y).
• For every i ∈ I it holds that Bδ (z)∩Σi = /0 if and only if z 6∈ Σi.
Denote by K ⊂ I the subset consisting of the indices i with z 6∈ Σi. We note that
moving z slightly still z 6∈ Σi for i ∈ K. We use this as follows. Take i1 ∈ I \K so
that z ∈ Σi1 . If z does not lie in the interior we can move it slightly to obtain z1 so
that z1 6∈ Σi for i ∈ K′ := K ∪{i1}. Define K1 = {i ∈ I | z1 6∈ Σi}. We continue this
process which at each step increases the set K by at least one element and note that
before we run out of indices we find one for which z lies in the interior. 
Lemma 15.2. Let y ∈ O and ε > 0. Then there exists a point z ∈ O with d(z,y)< ε ,
a δ > 0, and a partition I1, ..., Ip of I such that
(1) Bδ (z)⊂ Bε(y).
(2) si(w) = si′(w) for w ∈ Bδ (z), i, i′ ∈ Ie and e = 1, .., p.
(3) si(w) 6= s j(w) for w ∈ Bδ (z) and i ∈ Ie, j ∈ Ie′ for e 6= e′.
Proof. Take a point y ∈ O and fix an index i1 ∈ I. Consider on Bε(y) the sets Σ j :=
{z∈Bε(y) | s j(z)= si1(z)} and define
⋃
j 6=i1 Σ j. The latter set is closed in Bε(y). If its
complement in Bε(y) is nonempty we can pick a point z1 which has a neighborhood
Bδ1(z1) on which every s j is point-wise different from si1 . We define I1 = {i1}. If⋃
j 6=i1 Σ j = Bε(y) then there exists j 6= i1 for which Σ j has a nonempty interior. We
can take a point z in this interior and by slightly moving it we may assume that either
z belongs to the interior of some Σk or it does not belong to Σk. We pick such a z1
and define I1 = { j ∈ I | s j(z1) = si1(z1)}. We also find δ > 0 such that
• si(w) = si′(w) for w ∈ Bδ1(z1) and i, i′ ∈ I1.
• Bδ1(z1)⊂ Bε(y).
• sk(w) 6= si(w) for w ∈ Bδ1(z1), i ∈ I1 and k 6∈ I1.
We note that moving z1 less than δ1 the properties listed above are still true for a
suitably chosen smaller δ2.
In a next step we take an index i2 6∈ I1 (if I1 6= I) and find z2 with d(z2,z1) < δ1/4
and argue as before to obtain a set I2 disjoint from I1 which has the above properties
for some δ2 < δ1/4 and I2. Note that the properties above persist for I1 and δ2 as
well. Proceeding inductively we obtain δ > 0 and z having the properties stated in
the lemma. 
Proof (Proof of Proposition 15.1). We pick a sequence of points (yk) in O with
yk 6= 0 and yk → 0. We also take a sequence εk → 0. We find sequences (zk) and
δk > 0 such that d(yk,zk)< εk and the following holds:
• For every k there is a partition of I, say I = Ik1 unionsq ....unionsq Ikpk so that si(w) = si′(w) for
d(w,zk)< δk and i, i′ ∈ Ike , where e ∈ {1, .., pk}.
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• si(w) 6= s j(w) for d(zk,w)< δk, i ∈ Ike , j ∈ Ike′ and e 6= e′.
After perhaps taking a first subsequence of (zk) we may assume that Ik1 is constant.
Then we can take of this subsequence another subsequence so that Ik2 is constant.
Proceeding this way we find after a finite sumber of steps a sequence (xk) converging
to 0 so that the assertion of our proposition holds. 
Next take a second local sc+-section structure (t j) j∈J , (τ j) j∈J , where we again work
on the local model W → O with x = 0. Define a partition of J denoted by Jk1 , ...,Jkp
by setting
Jke = { j ∈ J | t j(xk) = sie(xk)},
where ie ∈ Ie. After taking a subsequence of (xk) we may assume that this partition
is independent of k. Hence, without loss of generality we conclude for (xk) that there
are partitions
I = I1unionsq ..unionsq Ie and J = J1unionsq ...unionsq Je
where Ie and Je correspond via the requirement that sie(xk) = t je(xk). Moreover si =
si′ near xk if and only if they belong to the same Ie and the same for (t j) with respect
to the partition of J. Also note that t j(z) = t j′(z) for z near xk provided j, j′ belong
to the same Je. We deduce for z near xk
∑
i∈Ie
σi =Λ(sie(z)) = ∑
j∈Je
τ j.
We can say for z near xk that the sc+-section z→ sie(z) occurs with multiplicity
σ e := ∑i∈Ie σi and similarly t je which equals sie for z near zk occurs with the multi-
plicity τe := ∑ j∈Je τ j which equals σ
e. Of course, sie and t je are equal near xk. We
note that the formal sums
p
∑
e=1
σ e ·T ( f − sie)(xk)
and
p
∑
e=1
τe ·T ( f − t je)(xk)
are equal and converge to ∑pe=1σ
e ·T ( f − sie)(0) and ∑pe=1 τe ·T ( f − t je)(0) respec-
tively, which have to be equal. Moreover, it follows that
∑
i∈I
σi ·T ( f − si)(0) =∑
j∈J
τ j ·T ( f − t j)(0).
Since f (0) = si(0) and f (0) = t j(0) we conclude that
∑
i∈I
σi · ( f − si)′(0) =∑
j∈J
τ j · ( f − t j)′(0).
This completes the proof of Theorem 15.1. 
15.2 Transversality and Local Solution Sets 523
In view of the fact that
T( f ,Λ) : X∞→ GrF(X)
is well-defined we can make the following definition.
Definition 15.1. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid, f an
sc-Fredholm section, and Λ : W → Q+ an sc+-multisection. We shall call T( f ,Λ)
the linearization of Λ ◦ f at the points in supp(Λ ◦ f ). Also we shall call for x ∈
supp(Λ ◦ f ) the expression T( f ,Λ)(x) the linearization of Λ ◦ f at x.
As we shall see transversality questions are related to the behavior ofT( f ,Λ). We note
that there is also an oriented version of the previous discussion which, however, is
postponed to Section 15.4.
15.2 Transversality and Local Solution Sets
In applications involving complicated moduli spaces it often occurs that perturba-
tions have to adhere to additional structures, limiting the transversality which can be
achieved. The properties of T( f ,Λ) control the geometry of supp(Λ ◦ f ) to first order.
Before we go deeper into transversality questions it is worthwhile to point out that
as a rule of thumb every transversality question within the polyfold theory can be
resolved, provided related finite-dimensional questions in an orbibundle context can
be solved. Hence, the reader familiar with standard finite-dimensonal transversality
questions, will be able to apply her/his insights in the polyfold context.
Definition 15.2. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid, f an
sc-Fredholm section functor, and Λ an sc+-multisection.
(1) ( f ,Λ) is said to be transversal provided for every x ∈ supp(Λ ◦ f ) the lineariza-
tion T( f ,Λ) at the point x is a nonzero combination of surjective sc-Fredholm
operators, i.e. if (si)i∈I is a local sc
+-section structure for Λ , and f (x) = si(x) for
i ∈ I, then all the ( f − si)′(x) : TxX →Wx are surjective.
(2) If x ∈ X with Λ ◦ f (x) > 0 we say that ( f ,Λ) is transversal at x provided
T( f ,Λ)(x) is a nonzero combination of surjective sc-Fredholm operators.
We shall say that T( f ,Λ)(x) is onto or surjective at a point x in supp(Λ ◦ f ) provided
every occurring sc-Fredholm operator with positive weight is onto. 
This notion of transversality has strong implications provided dX (x) = 0.
Theorem 15.2 (Interior local perturbation). Assume (P : W → X ,µ) is a strong
bundle over an ep-groupoid, f an sc-Fredholm section functor, and Λ an sc+-
multisection functor. Suppose x∈ supp(Λ ◦ f ) with dX (x) = 0 and ( f ,Λ) is transver-
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sal at x. Then there exists an open neighborhood U(x) equipped with the natural
Gx-action so that the following holds true with MU(x) = {y ∈U(x) | Λ ◦ f (y)> 0}.
(1) dX (y) = 0 for all y ∈U(x).
(2) T( f ,Λ)(y) is onto for every y ∈MU(x).
(3) There exist submanifolds (Mi)i∈I and positive rational weights (σi)i∈I with the
following properties:
(a) Every Mi has dMi ≡ 0 and therefore has a natural (classical) smooth manifold
structure.
(b) Every Mi is properly embedded in U(x).
(c) MU(x) =
⋃
i∈I Mi.
(d) For every y ∈U(x) the identity Λ ◦ f (y) = ∑{i∈I | y∈Mi}σi holds.
(e) T( f ,Λ)(y) =∑{i∈I | fi(y)=si(y)}σi · ( f − si)′(y) for y ∈U(x) and T( f ,Λ)(y) is sur-
jective provided y ∈ supp(Λ ◦ f ).
Proof. This follows from Theorem 3.13. Pick an open neighborhood U ′(x) which
allows the natural Gx-action and a local sc+-section structure (si)i∈I , (σi)i∈I on
U ′(x) representing Λ over U ′(x).
By assumption f (x) = si(x) for i ∈ I. Since T( f ,Λ)(x) is onto it follows that ( f −
si)′(x) is onto and the implicit function theorem gives for every i ∈ I a solution set
Mi containing x so that there exists an open neighborhood Ui(x) satisfying
• M′i = {y ∈Ui(x) | f (y) = si(y)}, dM′i ≡ 0, and M′i is a submanifold and conse-
quently has an equivalent smooth manifold structure without boundary.
• ( f − si)′(y) : TyX →Wy is surjective for every y ∈M′i .
We find an open neighborhood U(x)⊂U ′(x)⋂(⋂i∈I Ui(x)) which is invariant under
Gx. Then we define Mi := M′i ∩U(x), and by construction for y ∈ MU(x) := {y ∈
U(x) | Λ ◦ f (y)> 0} the assertion (3) holds. 
Remark 15.2. We observe that on the ep-groupoid U(x) the functorΘ : U(x)→Q+
defined by
U(x)→Q+ : z→Λ ◦ f (z)
is a branched, tame ep+-subgroupoid of U(x) with support MU(x). We may think of
transversality theory as finding smallΛ : W →Q+ so thatΛ ◦ f becomes a branched
ep+-subgroupoid, see Definition 9.1, or at least a functor with reasonable properties.

The situation becomes more complicated at points x with Λ ◦ f (x)> 0 and dX (x)≥
1. In this case we need additional information. For example if ∂X has some structure
near x and (Λ , f ) lies in a reasonable position to ∂X the solution space associated
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to Λ ◦ f (y)> 0 will have a good structure near x. A version of Definition 3.16 reads
as follows.
Definition 15.3. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid, f an
sc-Fredholm section and Λ an sc+-multisection functor. Assume that x ∈ ∂X satis-
fies Λ ◦ f (x)> 0. We say that ( f ,Λ) is in good position at x provided
(1) X is tame near x ∈ X .
(2) ( f ,Λ) is transversal at x, i.e. T( f ,Λ)(x) is surjective.
(3) The surjective sc-Fredholm operators Li of T( f ,Λ)(x) = ∑i∈I σi ·Li have kernels
ker(Li) which are in good position to the partial quadrant CxX , see Definition 3.9.

Next we describe the solution set near a point x with dX (x)≥ 1 and Λ ◦ f (x)> 0.
Theorem 15.3 (Boundary local perturbation). Let (P : W → X ,µ) be a strong
bundle over an ep-groupoid, f an sc-Fredholm section and Λ a sc+-multisection
functor. Suppose x ∈ ∂X withΛ ◦ f (x)> 0 and ( f ,Λ) is in good position at x. There
exist an open neighborhood U(x) with the natural Gx-action, tame submanifolds
(Mi)i∈I and positive rational weights (σi)i∈I with the following properties, where
MU(x) =U(x)
⋂
(
⋃
i∈I Mi).
(1) Every Mi is properly embedded in U(x).
(2) T( f ,Λ)(y) is surjective for all y ∈ MU(x) and the kernels of the surjective sc-
Fredholm operators with positive weights are in good position to CyX.
(3) For every y ∈U(x) the identity Λ ◦ f (y) = ∑{i∈I | y∈Mi}σi holds.
Note that the tame Mi have equivalent smooth structures as manifolds with boundary
with corners. We also note that by definition Λ ◦ f : U(x)→ Q+ is a tame (see
Definition 9.10) branched ep+-subgroupoid, since it is represented by tame Mi. The
same conclusion holds if (2) is replaced by the general position requirement that
the restrictions of T( f ,Λ)(y) to T Ry X are surjective, see also the upcoming Definition
15.6.
Proof. The proof follows along the lines of the proof of Theorem 15.2 using as
ingredient the implicit function theorem for sc-Fredholm sections in the M-polyfold
context, when the linearization is onto and the kernel is in good position to a tame
∂X , see Theorem 3.13. We leave the details to the reader. 
Before we start with the global perturbation theory we make a remark concerning
orientations. The details will be carried out in a larger context in Section 15.4.
Remark 15.3 (Formalism for orientations). Using results from Section 15.1 we can
extend the previous discussion and incorporate orientations. In this case we start
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with a strong bundle over an ep-groupoid (P : W → X ,µ), and oriented sc-Fredholm
section functor ( f ,o) and an sc+-multisection Λ : W → Q+. Assume that ( f ,Λ) is
transversal at x, and if dX (x) ≥ 1 we assume in addition that it is in good position.
Then we can write with the help of a local branching structure on U(x), involving
tame Mi and suitable weights,
Λ ◦ f (y) = ∑
{i∈I | y∈Mi}
σi, y ∈U(x).
This time, however, each Mi inherits an orientation oi from o, which we have to keep
track of. For this we consider the formal sum
T(( f ,o),Λ)(y) = ∑
{i∈I | y∈Mi}
σi · (( f − si)′(y),o( f−si)′(y))
for y ∈MU(x). Since the ( f − si)′(y) are surjective and oriented we obtain an orien-
tation oi,y for TyMi so that we can pass to the formal sum
T̂(( f ,o),Λ)(y) = ∑
{i∈I | y∈Mi}
σi · (TyMi,oi,y).
A priori all this might depend on the choice of the local sc+-section structure, but as
we shall see later it does not. We note that T̂(( f ,o),Λ) can be viewed as an oriented lift
of the tangent TΛ◦ f of the ep+-subgroupoidΛ ◦ f . The upshot will be that T̂(( f ,o),Λ)
is the natural orientation of Λ ◦ f coming from ( f ,o). 
15.3 Perturbations
In this section we shall consider a strong bundle (P : W → X ,µ) over a tame ep-
groupoid. Assume that f is an sc-Fredholm section functor of P. Then the asso-
ciated solution category is S f = {x ∈ X | f (x) = 0} and we assume as a standing
assumption that the orbit space |S f | is compact, see Section 12.4. Our aim is to study
perturbations of f . As already previously pointed out, as a rule of thumb, whatever
would be possible in finite dimensions by multisection perturbations, will be possi-
ble in the ep-groupoid set-up as well (provided we have sc-smooth bump functions).
Moreover, in most cases, what would be possible in a Sard-Smale perturbation the-
ory without symmetries, see [67], is possible to achieve by sc+-multisection pertur-
bations in cases of symmetry, i.e. the ep-groupoid setup. The price to be paid, since
the latter is a perturbation theory overQ, is that on a homological level, when study-
ing solution spaces, only a theory overQ can be used, unless, of course, one can use
in a given instance less general perturbations, f. e. single-valued perturbations.
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We equip W with an auxiliary norm N : W0,1 → R+, see Definition 12.2. We can
always extend an auxiliary norm to all of W by defining N(h) =+∞ if h is not of bi-
regularity (0,1). Hence without loss of generality we always assume that N : W →
R+∪{+∞}. As a consequence of the discussion in Section 12.4 there exists an open
saturated neighborhood U of the solution category S f = {x ∈ X | f (x) = 0} so that
the orbit space of the set {x ∈U | N( f (x))≤ 1} has compact closure in |X |.
Definition 15.4. Assume that (P : W → X ,µ) is a strong bundle over the ep-
groupoid X having a paracompact orbit space |X |. Let N : W → [0,∞] be an auxiliary
norm and f an sc-Fredholm section functor. Denote by S f the solution category as-
sociated to f . Suppose that U is a saturated open neighborhood of S f . We shall say
that (N,U) controls the compactness of f provided the set {x ∈U | N( f (x))≤ 1}
has an orbit space in |X | which has a compact closure. 
In the following the relevant data for us is (P : W →X ,µ), f , and (N,U). Here (P,µ)
is a strong bundle, f is an sc-Fredholm section, and (N,U) controls compactness,
where U is saturated open neighborhood of S f . We also assume that X admits sc-
smooth bump functions so that we can construct sc+-multisections. One of the aims
of the following considerations is to show the existence of many sc+-multisection
functors Λ : W →Q+, having domain support in U , having small point-wise norm,
say N(Λ)(x)< 1 for x ∈ X , such that
Λ ◦ f : X →Q+
is a tame branched ep+-subgroupoid, and possibly having other additional proper-
ties. The point-wise norm N(Λ) is introduced in Definition 13.6.
Remark 15.4. In general we need the existence of sc-smooth bump functions to con-
struct the sc+-multisections for our perturbations. In concrete situations, one might
be able to use more geometric maps to construct these perturbations. In these cases
compactness after perturbation might not follow from general principles and would
have to be checked. 
Definition 15.5. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid, f an
sc-Fredholm section functor with |S f | being compact. Assume N is an auxiliary
norm and U a saturated open neighborhood of S f , so that (N,U) controls compact-
ness. An (N,U)-admissible perturbation for f is an sc+-multisectionΛ : W →Q+
so that N(Λ)(x)≤ 1 for all x ∈ X and the set
{x ∈ X | ∃ t ∈ [−1,1] with (tΛ)( f (x))> 0}
is a subset of U . 
For example if the domain support ofΛ belongs to U and N(Λ)(x)≤ 1 for all x∈ X ,
then Λ is admissible. Indeed, assume that x 6∈ U and solves Λ ◦ f (x) > 0. Then
Λ(h) = 0 for h ∈Wx \{0x}, which implies that f (x) = 0 so that x ∈ S f ⊂U giving
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a contradiction. Admissible perturbations behave well under products. To see this
assume we have two sets of data and take the product so that f× f ′ is an sc-Fredholm
section of W ×W ′ → X ×X ′. The auxiliary norm is defined by (N×N′)(h,h′) =
max{N(h),N′(h′)}. Given for the two problems sc+-section functors Λ and Λ ′, we
define Λ ×Λ ′ : W ×W ′→Q+ by
(Λ ×Λ ′)(h,h′) =Λ(h) ·Λ ′(h′),
which defines an sc+-multisection functor. Assume thatΛ is admissible with respect
to (N,U) and Λ ′ with respect to (N′,U ′). We observe that
(N×N′)(Λ ×Λ ′)(x,x′) = max{N(Λ)(x),N′(Λ ′)(x′)} ≤ 1.
Moreover assume that (t  (Λ ×Λ ′)) ◦ ( f × f ′)(x,x′) > 0. This implies that ((t 
Λ)◦ f (x)) · ((tΛ ′)◦ f ′(x′))> 0 from which we deduce that (x,x′) ∈U×U ′. Note
that we used the identity t (Λ ×Λ ′) = (tΛ)× (tΛ ′).
Remark 15.5. The reader should note that if Λ has domain support in U , and Λ ′
domain support in U ′, the domain support of Λ ×Λ ′ lies in (U×X ′)∪ (X×U ′) and
not necessarily in U×U ′. 
Next we define what it means to be in general position.
Definition 15.6. Let f be an sc-Fredholm section of P where (P : W → X ,µ) is
a strong bundle over a tame ep-groupoid X . Assume further that Λ : W → Q+ is
an sc+-multisection. We say that ( f ,Λ) is in general position provided for every
x ∈ supp(Λ ◦ f ) the linearization T( f ,Λ)(x) restricted to the reduced tangent space at
x is surjective, i.e. if T( f ,Λ)(x) = ∑i∈I σi ·Li, where σi > 0, then
Li|T Rx X : T Rx X →Wx
is surjective for every i∈ I. This is a natural extension of the Definition 5.9. We shall
call the restriction of T( f ,Λ)(x) to T Rx X the reduced linearization and denote it by
TR( f ,Λ)(x). Hence T
R
( f ,Λ)(x) = ∑i∈I σi ·Li|T Rx X . 
Remark 15.6. If ( f ,Λ) is in general position then for every x ∈ supp(Λ ◦ f ) the
linearization T( f ,Λ)(x) is onto. If x also happens to belong to the boundary ∂X we
have that T( f ,Λ)(x) is in good position, in fact even in general position. In particular
it follows that Λ ◦ f : X →Q+ is a tame branched ep+-groupoid. 
The next result shows that we always can force by a small perturbation a general
position. Of course, if the perturbations are restricted by additional requirements
that might not be possible. The reader should recall Theorem 5.5, Theorem 5.6 and
Theorem 4.4 which deal with the case of strong bundles over a tame M-polyfold.
The ideas used there are straight forward generalizations of the finite-dimensional
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case. The following result is an adaption to the corresponding ep-groupoid case. The
proof of this theorem follows along the lines of a similar result in [38].
Theorem 15.4 (General Position). Assume (P : W → X ,µ) is a strong bundle
over a tame ep-groupoid admitting sc-smooth bump functions, and f a sc-Fredholm
section functor with compact solution set |S f |. Let N be an auxiliary norm and
U be a saturated subset of X containing S f so that (N,U) controls compactness.
Given any continuous functor h : X → (0,1], there exists an sc+-multisection func-
tor Λ : W →Q+ with the following properties.
(1) N(Λ)(x)< h(x) for all x ∈ X.
(2) The domain support of Λ is contained in U.
(3) T( f ,Λ) is surjective on supp(Λ ◦ f ).
(4) For x ∈ supp(Λ ◦ f ) the kernels of the operators from T( f ,Λ)(x) are in general
position to ∂X.
In particular Λ ◦ f : X →Q+ is a compact, tame, branched ep+-subgroupoid. Also
the perturbation Λ can be taken to be structurable (!).
Proof. We shall construct a structurable perturbation with the claimed properties.
Point (4) is equivalent to the requirement that for x ∈ supp(Λ ◦ f ) the reduced
linearization T R( f ,Λ)(x) is onto. The basic idea of the proof is as follows. One
constructs for a large parameter space Rh, i.e. h >> 0, a family Λt : W → R2n,
t ∈ Rh, of structured sc+-multisections, so that Λ0 is the zero-section with weight
1 and Λ˜ : Rh×W → Q+ is an sc+-multisection functor for the pull-back of W by
Rh×X → X . The Λt are constructed from local pieces with suitable properties so
that the set {0}×S f belongs to supp(Λ˜ ◦ f˜ ), where f˜ is defined by f˜ (t,x)= (t, f (x)),
and moreover T
( f˜ ,Λ˜)(0,x) is surjective for x ∈ S f when restricted to Rh×T Rx X , or
equivalently the reduced TR
( f˜ ,Λ˜)
(0,x) are surjective. This then implies that the solu-
tion set consisting of all (t,y) near {0}× S f is a finite-dimensional tame branched
ep-subgroupoid. Applying an obvious branched ep+-groupoid version of Theorem
4.4 the preimage of a suitable(!) small regular value t0 for the projection to Rh is the
desired solution space and Λt0 the structurable perturbation. Suitable here means
that it is a regular value for restrictions to intersection of faces. The details are as
follows.
Local constructions at x ∈ S f with dX (x) = 0: We pick smooth w1, ...,w` in Wx
so that R( f ′(x)) together with w1, ...,w` span Wx. Pick an open neighborhood U(x)
which admits the Gx-action, has the properness property, so that in addition every
y ∈U(x) satisfies dX (y) = 0. Let V (x) be an open neighborhood which is invariant
under Gx satisfying clX (V (x)) ⊂U(x). For every w j we can find an sc+-section s j1
having the properties
• s j1 is defined on U(x) and s j1(y) = 0 for y ∈U(x)\V (x).
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• s j1(x) = w j.
• N(s j1(y))≤min{1,h(y)} for y ∈U(x).
Define sx,1t for t ∈ R` by
sx,1t (y) =
`
∑
j=1
t j · s j1(y) for y ∈U(x), t ∈ R`.
We consider the local sc-Fredholm section (t,y)→ f (y)− sx,1t (y) and note that the
linearization at (0,x) is surjective. Using the group elements g ∈ Gx we define for
y ∈U(x) and t ∈ R`
sx,gt (y) = µ(Γ (g,g−1 ∗ y),sx,1t (g−1 ∗ y)).
Of course, with e ∈ Gx being the unit element we have that sx,et = sx,1t . Since f (g ∗
y) = µ(Γ (g,y), f (y)) it follows immediately that the linearization of
(t,y)→ f (y)− sx,gt (y)
at (0,x) is also surjective for every g ∈ G. The collection (sx,gt )g∈Gx is for fixed
t a symmetric local sc+-section structure and defines (for fixed t) an atomic sc+-
multisection functor Λt . Hence for fixed t it is structurable. Moreover, we can view
R`×W as a strong bundle over R`×X and define Λ˜ : R`×W → Q+ by (t,y)→
Λt(y). We define f˜ (t,y) = (t, f (y)), which is also an sc-Fredholm section. Clearly,
since x ∈ S f , it follows that (0,x) ∈ supp(Λ˜ ◦ f˜ ). The linearization T( f˜ ,Λ˜)(0,x) is by
the previous discussion surjective and from the local implicit function theorem we
deduce the following.
(Interior) There exists εx > 0, and an open neighborhood Q(x), invariant under Gx,
and contained in U(x) such that {t | |t|< εx}×Q(x) : (t,y)→Λ xt ◦ f (x) is a tame
ep+-subgroupoid. In addition, for (t,y) in its support the linearization T
( f˜ ,Λ˜)(t,y)
is surjective. In particular, for every x ∈ S f ∩Q(x) the linearization T( f˜ ,Λ˜)(0,x) is
surjective. The same assertion also holds for points x in the saturation of Q(x).
Local constructions at x ∈ S f with dX (x) ≥ 1: This part is similar to the previous
one, but we need to be more careful in the construction, since ultimately we need to
move the perturbed solution set into a general position. We can find U(x) and V (x)
as before, so that in addition U(x)∩∂X has dX (x)-many local faces, sayΘ1, ...,Θd ,
where d = dX (x). Then any finite intersection ΘI =
⋂
i∈IΘi of such faces is a tame
M-polyfold ΘI containing x. Moreover T Rx X ⊂ TxΘI . We pick w1, ...,w` ∈Wx such
that the image of f ′(x)|T RX X together with the wi spans Wx. Of course, we can pick
the wi as small as we wish. Now we proceed as in the previous case and construct
Λ xt , which again for fixed t is structurable since it is atomic. By construction the
associated ( f˜ ,Λ˜) is in general position at (0,x). By the corresponding implicit func-
tion theorem we deduce the following.
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(Boundary) There exists εx > 0, and an open neighborhood Q(x) invariant under
Gx contained in U(x) such that {t | |t| < εx}×Q(x) : (t,y)→ Λ xt ◦ f (x) is a
tame ep+-subgroupoid so that for (t,y) in its support the linearization T
( f˜ ,Λ˜)(t,y)
when restricted to the reduced tangent space at (t,y) is surjective. In particular,
for every x ∈ S f ∩Q(x) the reduced linearization TR( f˜ ,Λ˜)(0,x) is surjective. The
same holds for x ∈ S f belonging in addition to the saturation of Q(x).
From local to global: The collection |Q(x)|x∈S f is an open covering of the compact
set |S f |. We find finitely many points x1, ...,xk with the property
|S f | ⊂
k⋃
i=1
|Q(xi)|.
We abbreviate by Q the union of the Q(xi) and by Q˜ the saturation of Q. Then
S f ⊂ Q˜⊂U.
We take the data associated to the xi previously constructed. Define ¯`= `x1 + ...+`xk
and R ¯` = R`x1 ⊕ ...⊕R`xk and for t = (t1, ..., tk) ∈ R ¯`
Λt(w) =
(
k⊕
i=1
Λti
)
(w).
Then every Λt : W →Q+ is a structurable sc+-multisection functor. In addition the
associated Λ˜ : R ¯`×W → Q+ is an sc+-multisection functor. If x ∈ Q we find i so
that an isomorphic x′ belongs to Q(xi). The properties of ( f˜ ,Λ˜) at (0,x′) are the
same as those of (0,x). From the construction it follows that
TR
( f˜ ,Λ˜)(0,x) is onto for all x ∈ S f . (15.1)
We also note that there exists ε0 > 0 so that N(Λt)(x) < 1 for all x ∈ X , provided
|t| ≤ ε0. Since (N,U) controls compactness and the domain support of every Λt
belongs to U it follows that
{(t,x) ∈ R ¯`×X | |t| ≤ ε0, Λt( f (x))> 0} is compact. (15.2)
As a consequence of the implicit function theorem, f.e. use Theorem 15.3, we find
ε ∈ (0,ε0] such that
Θ˜ : {t ∈ R ¯` ||t|< ε}×X →Q+ : (t,y)→Λt ◦ f (y)
is a tame branched ep+-subgroupoid, having the property that for (t,y) ∈ supp(Θ˜)
the reduced linearization TR
( f˜ ,Λ˜)
(t,y) is surjective. As a consequence Θ˜ can be lo-
cally written as with weights and a local branching structure consisting of tame
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M+-polyfolds, or equivalently classically smooth manifolds with boundaries with
corners. In order to find a specific value t0 for which the perturbation Λt0 has the de-
sired property we use a modification of the argument given in the proof of Theorem
5.6. This is being discussed next.
Achieving global transversality: At this point we can consider the map{
(t,y) ∈ R ¯`×X | |t|< ε, Λ¯t( f (y))> 0
}
→ R ¯` : (t,y)→ t. (15.3)
For (t0,x0) in this set we can consider dX (x0) and find an open neighborhood of the
form U˜(t0,y0) = {t | |t− t0|< δ}×U(x0), having the following properties.
• U(x0) admits the natural Gx0 -action and the properness property.
• U(x0) contains dX (x0)-many local faces containing x0.
• On U˜(t0,x0) the branched ep+-subgroupoid can be written with a local branching
structure as
Λt( f (x)) =
1
|I| · |{i ∈ I | (t,y) ∈Mi}|.
• Each Mi is a smooth manifold with boundary with corners properly embedded in
U˜(t0,x0) and the intersection of Mi with an arbitrary number of local faces is a
smooth manifold with boundary with corners.
• For (t,y) ∈Mi it holds that TR
( f˜ ,Λ˜)
(t,x) is surjective.
Denote by F the intersection of a finite number of local faces in U˜(t0,x0). The
empty intersection we define to be U˜(t0,x0). Associated to F we have the smooth
manifolds with boundary with corners F ∩Mi, where i ∈ I. Now we consider for
everF (there are a finite number of such intersections) and i ∈ I the map
F ∩Mi→ R ¯` : (t,x)→ t.
For each such map there is a set of measure zero Zi,F so that R
¯`\Zi,F consists of
regular values. Denote by Z the finite union of the Zi,F which again has measure
zero. For t in the complement the collection of all (t,y) ∈Mi is a smooth manifold
with boundary with corners in general position to the boundary of R ¯`×X . See the
proof of Theorem 5.21 in [38] for the argument proving the latter well-known fact
of a parametrized transversality theory. A countable number of such sets U˜(t0,x0)
have saturations which cover the set in (15.3). Hence we find a set of measure zero
inR ¯` so that for t in its complement (which contains points arbitrarily close to 0) the
perturbationΛt has the desired properties. By slightly modifying the proof, using the
compactness of the closure of the orbit space of the set in (15.3) even a discussion
of a finite number of sets as above suffices. 
The standard example of a transversal extension theorem is given by the following
result.
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Theorem 15.5 (Transversal Extension Theorem). Assume that (P : W → X ,µ)
is a strong bundle over a tame ep-groupoid and f a sc-Fredholm section functor
with compact solution set, i.e. |S f | is compact. We assume that |X | is paracompact
and X admits sc-smooth partitions of unity. Let N be an auxiliary norm and U a
saturated subset of X so that (N,U) controls compactness. Suppose further that Λ :
W |∂X → Q+ is an (U,N)-admissible, structurable sc+-multisection so that there
exists a continuous functor h : X → (0,1] with
N(Λ)(x)< h(x) for all x ∈ ∂X ,
and T( f |∂X ,Λ)(x) is surjective with respect to intersections of local faces for every
smooth x in ∂X. Then there exists a structurable sc+-multisection Λ˜ : W →Q+ with
the following properties.
(1) Λ˜ |(W |∂X) =Λ .
(2) The domain support of Λ˜ is contained in U and N(Λ˜)(x) < h(x) for all x ∈ X,
i.e. Λ˜ is (N,U) admissible.
(3) T( f ,Λ) is onto on supp(Λ ◦ f ).
Moreover, Λ˜ ◦ f : X →Q+ is a compact, tame, branched ep+-subgroupoid.
Proof. We are given the saturated open subset U of X so that (N,U) controls com-
pactness. Over the boundary we have the sc+-multisection functorΛ : W |∂X→Q+
which is structurable and satisfies for x ∈ ∂X the inequality N(Λ)(x) < h(x). We
first take a continuous functor h′ : X → [0,1] satisfying N(Λ)(x)< h′(x)< h(x) for
x ∈ ∂X and which is supported in U . We apply Theorem 14.2 and obtain a struc-
turable extension Λ ′ : W → Q+ of Λ which satisfies N(Λ ′)(x) ≤ h(x) for all x ∈ X
and has the domain support in U . The sc+-multisection Λ ′ extends Λ . By the as-
sumptions on Λ we find for every x ∈ ∂X with Λ ◦ f (x)> 0 an open neighborhood
Q(x) ⊂ U admitting the natural Gx-action and having the properness property so
that
TR( f ,Λ ′)(y) is onto for y ∈U(x).
The saturation of the union of all these Q(x) defines a saturated open neighborhood
of {y∈ ∂X |Λ ◦ f (y)> 0} and is contained in U . At this point we have transversality
for our solution set near ∂ . For x ∈U \Q with Λ ′ ◦ f (x)> 0 we note that dX (x) = 0
and we can argue as in Theorem 15.4 to construct parameter-depending perturba-
tions we achieve local transversality. Using the compactness of the orbit space of
the support of Λ ′ ◦ f we can construct a structurable Λt with domain support away
from ∂X , but contained in U , so that the structurable Λt ⊕Λ ′ where t ∈ R` has the
property that
(t,y)→ (Λt ⊕Λ ′)◦ f (x)
has near (0,x) with x ∈ S f the property that TR( f˜ ,Λ˜)(0,x) is onto. Then for arbitrarily
small t we obtain the perturbation Λ˜ :=Λt ⊕Λ ′ with the desired properties. 
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There is an obvious corollary dealing with homotopy invariance.
Corollary 15.1. Assume that (P : W →X ,µ) is a strong bundle over an ep-groupoid
with dX ≡ 0 and paracompact orbit space |X |. Let f be an sc-Fredholm functor for
which |S f | is compact.
(1) Fix an auxiliary norm N and a saturated open neighborhood U of S f so that
(N,U) controls compactness. Then there exists a structurable sc+-multisection
functor Λ with domain support in U and satisfying N(Λ)(x) < 1 for all x ∈ X
having the property that T( f ,Λ)(x) is onto for all x ∈ supp(Λ ◦ f ). In particular
Θ = Λ ◦ f is a tame weighted ep+-subgroupoid for which the orbit space of the
support is compact. Let us call (N,U,Λ) a structurable regular perturbation of
f .
(2) Assume that (Ni,U i,Λ i) for i = 0,1 are regular perturbations of f . Define X˜ =
[0,1]×X and W˜ = [0,1]×W, so that W˜ → X˜ is a strong bundle. Also define the
sc-Fredholm section f˜ by f˜ (t,x) = (t, f (x)). Then there exists an auxiliary norm
N for W˜ which over i = 0,1 restricts to Ni and a saturated open neighborhood
U of S f˜ restricting over i = 0,1 to U
i so that (N,U) controls compactness.
(3) There exists a structurable regular perturbations (N,U,Λ), where Λ over i =
0,1 is identical to Λ i.
Remark 15.7. We note that the topological content is possibly empty since we do not
have an orientation and we do a perturbation theory over Q. However, immediately,
if we are in the case that f is oriented it follows that Λ ◦ f˜ has a natural orientation
and we obtain invariants. For this see the next section. 
Proof (Corollary 15.1). By applying a special case of Theorem 15.4 we find a struc-
turable sc+-multisection Λ0 with domain support in U satisfying N(Λ0)(x) < 1 for
all x ∈ X , so that T( f ,Λ0) is onto on supp(Λ0 ◦ f ). Then Θ0 = Λ0 ◦ f is a compact
branched ep+-subgroupoid. Assume we have also picked a second structurable Λ1
with similar properties. Consider the tame ep-groupoid [0,1]×X equipped with the
obvious projection [0,1]×X → X . We can pull-back the strong bundle and obtain
the strong bundle W˜ → [0,1]×X . The fiber over (t,x) is Wx and N defines an aux-
iliary norm on W˜ which denote by N˜. Define U˜ = [0,1]×X . Then (N˜,U˜) controls
compactness for the sc-Fredholm section f˜ defined by f˜ (t,x) = f (x). Applying The-
orem 15.5 we find a structurable Λ˜ for W˜ with N˜(Λ˜)(t,x)< 1 for (t,x) ∈ [0,1]×X
so that restricted to W˜ |({i}×X) =W for i = 0,1 we obtains Λi. Hence Θ˜ := Λ˜ ◦ f˜
defines a tame, compact, branched ep+-subgroupoid which restricts to {i}×X = X
asΘi. This means we obtain a compact cobordism Θ˜ betweenΘ0 andΘ1.
Assume that (N,U) and (N′,U ′) control compactness and we have associated sc+-
multisections Λ and Λ ′. Then we define U ′′ = U ∩U ′ and N′′ = max{N,N′} and
note that (N′′,U ′′) also controls compactness. We can take an associated Λ ′′. Then
Λ ′′ is controlled by (N,U) as well as (N′,U ′). Hence we can connect in a controlled
way Λ with Λ ′′ and Λ ′′ with Λ ′, i.e. Λ with Λ ′. 
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15.4 Orientations and Invariants
Next we consider an oriented version of the previous discussion. We note that trans-
versality and orientation are separate issues. Hence we may assume that transver-
sality is already achieved before we consider the orientation question. The set-up is
given by the following data.
Assumptions (15.4)
• A strong bundle over a tame ep-groupoid (P : W → X ,µ).
• An oriented sc-Fredholm section functor ( f ,o), where we assume that f has a
compact solution set, i.e. |S f | is compact.
• A sc+-multisection Λ : W → Q+ such that T( f ,Λ) is onto on supp(Λ ◦ f ), and
at points x ∈ ∂X ∩ supp(Λ ◦ f ) we assume that the kernels of T( f ,Λ) are in good
position to ∂X .
• Λ ◦ f : X → Q+ is a branched ep+-subgroupoid. (Note that this condition says
that at the boundary the behavior is resonable.)
Such data can be obtained by starting with an oriented sc-Fredholm section ( f ,o)
and by applying perturbation theory to obtain Λ with the above properties. Then
Θ : X →Q+ defined by
Θ :=Λ ◦ f
is a tame, branched ep+-subgroupoid. Hence we have the tangent functor
TΘ : X∞→ Gr(X).
In order to orient Θ we need a suitable lift T̂Θ : X∞→ Ĝr(X). The interesting fact,
proved here, is that the orientation o of f defines a natural lift
T̂(Θ ,o) : X∞→ Ĝr(X).
In order to prove this we need some preparation. Starting point is the data from
Assumption 15.4. Then for every smooth x the convex set of sc-Fredholm operators
( f −s)′(x) : TxX→Wx, where s is a local sc+-section with s(x) = f (x), have induced
orientations with suitable properties, see Section 12.5.
For a smooth point x denote by ĜrF(x) the set of finite formal sums ∑L̂σL̂ · L̂, where
L̂= (L,o) is an oriented sc-Fredholm operator, L : TxX→Wx. That means o is an ori-
entation of det(L) :=Λmax ker(L)⊗(Λmaxcoker(L))∗. In the formal sum the weights
are nonnegative rational numbers and only a finite number of them are nonzero. We
define
ĜrF(X) :=
⋃
x∈X∞
ĜrF(x).
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There is a natural projection pi : ĜrF(X)→ X∞. As before we can view ĜrF(X) as
the object set of a category. The morphism set has the elements (φ , L̂) where pi(L̂) =
s(φ). The source and target maps are defined by s(φ , L̂) = L̂ and t(φ , L̂) = φ∗(L̂).
For an oriented (L,o) we define φ∗(L,o) = (φ∗L,φ∗o).
Forgetting orientations defines a 2-1 forgetful functor fF fitting into the following
diagram
ĜrF(X)
fF−−−−→ GrF(X)
pi
y piy
X∞ X∞
We have seen that associated to ( f ,Λ) there is a well-defined section functor T( f ,Θ)
of pi . As it turns out if f is oriented there is a canonical lift T̂( f ,Λ) to a section functor
of pi such that
fF ◦ T̂( f ,Λ) = T( f ,Λ).
Let x ∈ supp(Λ ◦ f ), take an open neighborhood U(x) with the natural Gx-action
and a local sc+-section structure (si)i∈I , (σi)i∈I . Then
T( f ,Λ)(y) = ∑
{i∈I | f (y)=si(y)}
σi · ( f − si)′(y) for y ∈U(x).
This representation does not depend on the choice of the local sc+-section structure.
Since f is oriented by o every ( f − si)′(y) inherits an orientation oi,y. We define
T̂(( f ,o),Λ)(y) = ∑
{i∈I | f (y)=si(y)}
σi · (( f − si)′(y),oi,y) for y ∈U(x)
This definition does not depend on the choice of the local sc+-section structure since
the occurring operators in the formal sum are independent of such choices.
Since for y ∈ supp(Λ ◦ f ) the operators occurring in the linearization T( f ,Λ)(y) are
surjective we obtain an orientation oi,y for ker(( f −si)′(y)). If we vary y in Mi = {y∈
U(x) | f (y) = si(y)} the orientations oi,y vary continuously defining an orientation
oi for Mi. Now we define
T̂(Θ ,o)(y) = ∑
{i∈I | y∈Mi}
σi ·Ty(Mi,oi).
Note that the right-hand sum equals
∑
{i∈I | f (y)=si(y)}
σi · (ker(( f − si)′(y)),oi,y),
where oi,y is the orientation ofΛmax ker(( f −si)′(y)) which can be canonically iden-
tified with the orientation of det(( f − si)′(0)) via identifying Λmax ker(( f − si)′(y))
with (Λmax ker(( f − si)′(y)))⊗R∗ = det(( f − si)′(0)).
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Theorem 15.6 (Canonical Orientation T̂(Λ◦ f ,o)). Let (P : W → X ,µ) be a strong
bundle over an ep-groupoid, ( f ,o) an oriented sc+-Fredholm section functor, and
Λ : W → Q+ an sc+-multisection so that Assumption 15.4 holds. Then with Θ :=
Λ ◦ f : X →Q+ the functor TΘ : X∞→ Gr(X) has a canonical lift
T̂(Θ ,o) : X∞→ Ĝr(X),
characterized by by
T̂(Θ ,o)(y) = ∑
{i∈I | f (y)=si(y)}
σi · (ker(( f − si)′(y)),oi,y),
where we use the identifications explained above. 
Definition 15.7. Under Assumption 15.4 we call T̂(Λ◦ f ,o) defined in Theorem 15.6
the canonical orientation forΘ =Λ ◦ f . 
Next we incorporate differential forms into the picture. We obtain the following
result, which is a consequence of the preceding discussion.
Theorem 15.7. Let (P : W → X ,µ) be a strong bundle over the tame ep-groupoid
X and ( f ,o) an oriented sc-Fredholm section of Fredholm index k so that |S f | is
compact. Assume that N is an auxiliary norm and U a saturated open neighborhood
of S f so that (N,U) controls compactness. We assume that Λ : W →Q+ is an sc+-
multisection functor with domain support in U satisfying
(1) N(Λ)(x)≤ 1 for x ∈ X.
(2) T( f ,Λ)(x) is onto for all x ∈ supp(Λ ◦ f ).
(3) T( f ,Λ)(x) for x ∈ ∂X ∩ supp(Λ ◦ f ) is in good position to ∂X
ThenΘ :=Λ ◦ f is a compact, tame, branched ep+-subgroupoid, which is naturally
oriented by o via Theorem 15.6 and Definition 15.7, and ∂Θ has an induced orien-
tation, Definition 9.11. Then for every sc-differential form ω on X of degree (k−1)
it holds that ∮
(Θ ,o)
dω =
∮
∂ (Θ ,o)
ω.

In view of Corollary 15.1 and the previous theorem we obtain the following result,
whose easy proof is left to the reader.
Corollary 15.2. Let (P : W → X ,µ) be a strong bundle over an ep-groupoid X with
paracompact orbit space and dX ≡ 0. Assume that f is an sc-Fredholm section with
|S f | being compact and o is an orientation for f . Then there exists a well-defined
map
Φ( f ,o) : H∗dR(X)→ R
538 15 Transversality and Invariants
uniquely characterized for a homogenous element [ω] by
Φ( f ,o)([ω]) =
∮
(Λ◦ f ,o)
ω,
where (N,U,Λ) is a regular perturbation and Λ ◦ f is oriented via the canonical
orientation coming from ( f ,o), also denoted by o. 
Remark 15.8. There is another way to associate invariants to sc-Fredholm functors
with compact moduli space. Namely for carefully chosen perturbations it is possible
to triangulate the weighted solution set and to produce a chain with rational coeffi-
cients. This is not carried out here and is left to the reader. 
Chapter 16
Polyfolds
We start by defining the notion of a polyfold, which is the generalization of an
orbifold with boundary and corners to the sc-smooth framework. All the results
follow from the ep-groupoid case and the study of the concepts which behave well
under generalized isomorphisms. As a consequence we allow our arguments to be
quite brief.
16.1 Polyfold Structures
This section capitalizes on the nice transformation properties of previously intro-
duced objects under equivalences, and on the compatibility with the localization
process. This allows to collect several results using a general formalism. Here is the
basic definition.
Definition 16.1. Let Z be a topological space. A polyfold structure for Z is a pair
(X ,β ) consisting of a ep-groupoid X and a homeomorphism β : |X | → Z. 
The polyfold structure (X ,β ) relates the ep-groupoid X with the topological space
Z via a homeomorphism β : |X |→ Z. One should view it as a additional structure on
a topological space, which turns Z into some kind of smooth space. In some sense
(X ,β ) is a generalization of a smooth atlas.
The orbit space |X | of an ep-groupoid X is a locally metrizable, regular, Hausdorff
space ( Section 7.3) and therefore Z must have the same properties in order to admit
a polyfold structure. If we know that Z is a paracompact topological space which
admits a polyfold structure, then it follows via the Nagata-Smirnov Theorem that Z
is metrizable. We summarize this in the following proposition.
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Proposition 16.1. If a topological space Z admits a polyfold structure its topology
is locally metrizable and regular Hausdorff. If a paracompact topological space
admits a polyfold structure, then its topology is metrizable. 
We distinguish different types of polyfold structures depending on properties of the
ep-groupoid X . The polyfold structure (X ,β ) is called tame, if the ep-groupoid X is
tame. The polyfold structure (X ,β ) is called face-structured if X is face-structured,
and it is called weakly face-structured provided X is weakly face-structured, see
Definition 11.1.
In order to introduce the notion of equivalent polyfold structures we recall from
Section 10.3 that a generalized isomorphism
f= [X F←− A G−→ Y ] : X → Y
between ep-groupoids induces the canonical homeomorphism
|f|= |G| ◦ |F |−1 : |X | → |Y |
between the orbit spaces. It does not depend on the choice of the diagram from the
equivalence class. The inverse generalized isomorphism,
f−1 = [Y G←− A F−→ X ] : Y → X ,
is also a generalized isomorphism and |f−1| = |f|−1 : |Y | → |X |. The composition
g ◦ f : X → Z of two generalized isomorphisms f : X → Y and g : Y → Z is again
a generalized isomorphism, and the induced homeomorphism |f ◦ g| between orbit
spaces satisfies
|g◦ f|= |g| ◦ |f| : |X | → |Z|
in view of Proposition 10.6. We also recall Theorem 10.7 which asserts that for two
generalized isomorphisms f : f′ : X → Y the equality |f|= f′| implies that f= f′. We
define the equivalence of two polyfold structures as follows.
Definition 16.2 (Equivalent polyfold structures). Two polyfold structures (X ,α)
and (Y,β ) for the topological space Z are equivalent provided there exists a gener-
alized isomorphism f : X→Y satisfying α = β ◦|f|. (As pointed out, f is necessarily
unique.) 
Now we can introduce the notion of a polyfold.
Definition 16.3 (Polyfold). A polyfold is a pair (Z,c) consisting of a topological
space Z equipped with an equivalence class c of polyfold structures. 
Most of the time we shall suppress c in the notation and talk simply about the poly-
fold Z. Of course, a topological space Z might be a polyfold in different ways. Next
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we shall study properties which behave well with respect to equivalent polyfold
structures.
Proposition 16.2. For two equivalent polyfold structures (X ,α) and (Y,β ) of the
topological space Z the following holds.
(1) X admits sc-smooth bump functions if and only the same holds for Y .
(2) X admits sc-smooth partitions of unity (as ep-groupoid) if and only if the same
holds for Y .
Proof. By assumption there exists a generalized isomorphism [d] : X → Y . Taking
a representative we obtain the diagram
d : X F←− A G−→ Y
involving only equivalences. If X admits sc-smooth bump functions, there exists,
by definition, a sc-smooth bump function in every open set. Since F is a local sc-
diffeomorphism, the same is true for the ep-groupoid A, and using that also G is a
local sc-diffeomorphism this also holds for the image of G. If y 6∈ G(A), we find
using that G is essential surjective a point a ∈ A and a morphism ψ : G(a)→ y in
Y . It has a unique extension to a local sc-diffeomorphism denoted by ψ̂ . The com-
position ψ̂ ◦G is a local sc-diffeomorphism satisfying ψ̂ ◦G(a) = y which allows to
construct bump functions in a small neighborhood of y outside of the image of G.
In order to see (2) assume that X admits sc-smooth partitions of unity. Take any open
covering of the object space Y by saturated open sets, say (Uλ ). Denote by f : X→Y
the generalized isomorphism satisfying β ◦ |f| = α and by (Vλ ) the covering of X
by saturated open subsets defined by
|f|(|Vλ |) = |Uλ |.
By assumption we can pick a subordinate sc-smooth partition of unity (σλ ) for (Vλ ).
Define τλ by by τλ (y) := σλ (x), where |f|(|x|) = |y|. It is an easy exercise that each
τλ is sc-smooth and that (τλ ) is an sc-smooth partition of unity subordinate to (Uλ ).

Sc-smooth bump functions or sc-smooth partitions of unity are important for con-
structions. In view of the proposition the following definitions can be made.
Definition 16.4. We consider the polyfold (Z,c).
(1) The polyfold Z is called paracompact if the underlying topological space Z is
paracompact.
(2) The polyfold Z is said to admit sc-smooth bump functions provided there
exists a polyfold structure (X ,α) ∈ c whose ep-groupoid X admits sc-smooth
bump functions. Note that also the equivalent polyfold structures (Y,β ) ∈ c will
have this property.
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(3) The polyfold Z is said to admit sc-smooth partitions of unity provided this is
true for a model (X ,α) ∈ c. Then this is true for the other models in c as well.

Our next aim is to construct a category P whose objects are polyfolds (Z,c) and
whose morphisms are what we shall call sc-smooth maps between them. The defini-
tion of the morphisms needs some preparation. For this let us first consider another
category, called the category of polyfold structures, and denoted byPS . The ob-
jects inPS are the polyfold structures (X ,α). This means that X is an ep-groupoid
and
α : |X | → Zα
is a homeomorphism to the topological space Zα . The morphisms
(f, f ) : (X ,α)→ (Y,β )
consist of pairs (f, f ) in which f : Zα → Zβ is a continuous map and f : X → Y is a
generalized (sc-smooth) map between ep-groupoid, i.e. f is an equivalence class of
diagrams
d : X F←− A Φ−→ Y,
where F is an equivalence of ep-groupoids and Φ a sc-smooth functor. Moreover,
f ◦α = β ◦ |f|.
We can visualize the structure by the following diagram, where the left-hand side
stands for the diagram on right-hand side. Of course, the top part does not make
sense as a commutative diagram of maps, since f is only a generalized isomorphism.
(f establishes locally a correspondence up to isomorphism between open subsets in
the object spaces X and Y , so that one has to interpret the upper part of the diagram
accordingly.)
(f, f ) : (X ,α)→ (Y,β )
X
f−−−−→ Y
piX
y piYy
|X | |f|−−−−→ |Y |
α
y βy
Zα
f−−−−→ Zβ .
The upper diagram is the part which defines the sc-smooth structure. The composi-
tion of two morphisms is defined by
(f, f )◦ (g,g) = (f◦g, f ◦g),
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and the identity elements have the form 1(X ,α) = (1[1X ], IdZα ). The isomorphisms
inPS are the pairs (f, f ) : (X ,α)→ (Y,β ) in which f : Zα → Zβ is a homeomor-
phism and f : X→Y a generalized isomorphism between the ep-groupoids satisfying
|f|= β−1 ◦ f ◦α . As a consequence of Theorem 10.7 the generalized isomorphism f
is uniquely determined by f . Of course, not every homeomorphism f is induced by
such a f.
We now consider a polyfold (Z,c) and choose a polyfold structure (X ,α) ∈ c.
Then c consists of all objects (Y,β ) inPS for which there exists an isomorphism
(f, f ) : (X ,α)→ (Y,β ) between the polyfold structures of the special form (f, IdZ).
Roughly speaking we consider for a given (X ,α) all the diagrams of the form below,
where f is a generalized isomorphism.
X
f−−−−→ Y
α◦piX
y β◦piYy
Z Z
The diagram has to be understood in the sense that there exists a generalized iso-
morphism for which |f| fits into the obvious commutative diagram. Since |f| is com-
pletely determined we obtain, as already mentioned before, the uniqueness of f.
We might identify c with this particular subcategory (which is not full). This al-
lows us, given polyfolds (Z,c) and (W,d), to define the notion of equivalence of
morphisms (f, f ) : (X ,α)→ (Y,β ) between the polyfold structures (X ,α) ∈ c and
(Y,β ) ∈ d.
Definition 16.5 (Equivalence of morphisms). Let (Z,c) and (W,d) be polyfolds
and assume that (X ,α),(X ′,α ′) are two polyfold structures in c and (Y,β ),(Y ′,β ′)
two polyfold structures in d. The two morphisms (f, f ) : (X ,α) → (Y,β ) and
(f′, f ′) : (X ′,α ′) → (Y ′,β ′) in PS are equivalent if there exist two isomor-
phisms (h, IdZ) : (X ,α)→ (X ′,α ′) and (k, IdW ) : (Y,β )→ (Y ′,β ′) in PS satis-
fying (f′, f ′)◦ (h, IdZ) = (k, IdW )◦ (f, f ), as illustrated in the diagram
(X ,α)
(f, f )−−−−→ (Y,β )
(h,IdZ)
y (k.IdW )y
(X ′,α ′)
(f′, f ′)−−−−→ (Y,β ′).

An equivalent pair (f, f )∼ (f′, f ′) necessarily satisfies f = f ′ : Z→W . If (Z,c) and
(W,d) are two polyfolds and (X ,α) ∈ c and (Y,β ) ∈ d two polyfold structures, then
a morphism (f, f ) : (X ,α)→ (Y,β ) determines for two other polyfold structures
(X ′,α ′) ∈ c and (Y ′,β ′) ∈ d the equivalent morphism (k−1 ◦ f ◦ h, f ) : (X ′,α ′)→
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(Y ′,β ′), where (h, IdZ) : (X ′,α ′)→ (X ,α) and (k, IdW ) : (Y ′,β ′)→ (Y,β ) are mor-
phisms between the polyfold structures.
Remark 16.1. If f : Z→W is a homeomorphism between polyfolds and (X ,α) and
(Y,β ) are polyfold structures, then there is at most one generalized isomorphism
f : X → Y satisfying f ◦α = β ◦ |f|. However if f is just a continuous map there
might be none, or perhaps many generalized sc-smooth map f : X → Y such that
f ◦α = β ◦ |f|. So the uniqueness is special for homeomorphisms. This is also a
known fact in the orbifold world. 
Definition 16.6 (Sc-smooth maps). A sc-smooth map f̂ : (Z,c)→ (W,d) between
two polyfolds is an equivalence class f̂ = [(f, f )] of morphisms between representa-
tives of the structures c and d. 
Remark 16.2. From a practical perspective one can think of a sc-smooth map f̂ :
(Z,c)→ (W,d) as a morphism (f, f ) : (X ,α)→ (Y,β ) consisting of a continuous
map f : Z→W and a generalized sc-smooth map f : X → Y satisfying f = β ◦ |f| ◦
α−1. Since f : Z →W is independent of the elements (f, f ) in f̂ we shall often
identify f̂ ≡ f . However, the actual overhead (over f ) is important for constructions
because only on the level of the ep-groupoids the sc-smoothness is captured. 
Definition 16.7 (Composition). The composition ĝ ◦ f̂ : (Z,c)→ (V,e) of the sc-
smooth maps
f̂ : (Z,c)→ (W,d) and ĝ : (W,d)→ (V,e)
between polyfolds is defined via representatives as the equivalence class
ĝ◦ f̂ = [(g◦ f,g◦ f )]
in which (f, f ) : (X ,α)→ (Y,β ) and (g,g) : (Y,β )→ (U,γ) are representatives of f̂
and ĝ, respectively. The definition does not depend on the choices involved. 
We are ready to introduce the polyfold categoryP .
Definition 16.8 (Polyfold category P). The polyfold category P has as objects
the polyfolds (Z,c) and as morphisms the sc-smooth maps f̂ : (Z,c)→ (W,d). Fur-
ther, 1(Z,c) = [([1X ], IdZ)], where (X ,α) ∈ c. 
The degeneracy index d(X ,β ) : (Z,c)→ N of the polyfold structure (X ,β ) ∈ c is
defined by
d(X ,β )(z) := dX (x), z ∈ Z,
where x ∈ X satisfies β (|x|) = z. Since s and t are local sc-diffeomorphisms, the
definition does not depend on the choice of x as long as β (|x|) = z. Even more is
true.
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Lemma 16.1. If (X ,β ) and (X ′,β ′) are two equivalent polyfold structures on Z,
then
d(X ,β ) = d(X ′,β ′).
Proof. By the definition of equivalence there exists a generalized isomorphism
f : X → X ′ satisfying β ′ ◦ |f| = β . Let z ∈ Z and choose points x ∈ X and x′ ∈ X ′
satisfying β (|x|) = z = β (|x′|). We can represent f by a diagram of equivalences
X F←− A F ′−→ X ′.
Using that F and F ′ are equivalences, we find a point a ∈ A and morphisms φ :
F(a)→ x and φ ′ : F ′(a)→ x′. This implies the equalities
d(X ,β )(z) = dX (x) = dX (F(a)) = dA(a) = dX ′(F
′(a)) = dX ′(x′) = d(X ′,β ′)(z)
and the proof is complete. 
As a consequence we can define the degeneracy index map for a polyfold.
Definition 16.9 (Degeneracy index for polyfolds). For a polyfold (Z,c) there exists
a well-defined map dZ : Z → N, called degeneracy index, which has the property
that for every polyfold structure (X ,β ) ∈ c the identity
dZ(z) = dX (x),
holds, provided β (|x|) = z. 
Similarly as we defined sub-M-polyfolds we define sub-polyfolds.
Definition 16.10 (Sub-polyfold). A subset B ⊂ Z of a polyfold (Z,c) is called a
sub-polyfold of (Z,c) if there exists a polyfold structure (X ,α) ∈ c such that the
saturated subset A of X , defined by
A = (α ◦pi)−1(B),
is an ep-subgroupoid. Here pi : X → |X | is the usual projection onto the orbit space.

Remark 16.3. If (Y,β ) is another representative of c, then there exists a generalized
isomorphism f : X→Y satisfying β ◦|f|= α . Let pi : X→ |X | and pi : Y → |Y | be the
quotient maps. If the saturated subset A = (α ◦pi)−1(B) of X is an ep-subgroupoid
of X , then A is a sub-M-polyfold of the object space X , and, as we have shown,
the associated full subcategory is in a natural way an ep-groupoid. If the diagram
X F←−C G−→ Y represents f, the preimage of A under F is an ep-subgroupoid of C and
the saturation of its image in Y is an ep-subgroupoid as well. Let us denote the latter
by A′. Then obviously,
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A′ = (β ◦pi ′)−1(B).
Hence, in the above definition, the choice of a representative in c does not matter. We
note that the generalized isomorphism f : X→Y induces a generalized isomorphism
fA : A→ A′ between the ep-groupoids satisfying
(β |(pi ′(A′)))◦ |fA|= α|(pi(A)).
Therefore with |A|= pi(A) and |A′|= pi ′(A′) it follows that
(A,α|(|A|)) and (A′,β |(|A′|))
are equivalent polyfold structures on B. This shows that a subpolyfold inherits in a
natural way a polyfold structure. 
Having the degeneracy index dZ we shall define the boundary of Z.
Definition 16.11. The boundary of a polyfold Z, denoted by ∂Z, is the collection
of all points z satisfying dZ(z)≥ 1.
In general the boundary of a polyfold is just a set without any obvious meaningful
geometric structure. This changes for tame polyfolds, a concept we will introduce
below.
Example 16.1. If X = R2 we have the group action of G = Z2, where the nontrivial
element acts by (x,y)→ (x,−y). We obtain the translation groupoid GnR2, which
is an ep-groupoid (even tame). The degeneration index vanishes identically. We can
identify the orbit space homeomorphically with Z = R× [0,∞) via β : |(x,y)| →
(x, |y|). Hence (X ,β ) defines a polyfold structure on Z. The boundary of Z as a
polyfold is empty, though as a manifold it would be non-empty. Hence one has to
be somewhat cautious talking about boundaries, since the geometric intuition might
be misleading. 
In order to introduce tame polyfolds we first prove the following simple lemma.
Lemma 16.2. We assume that the polyfold structures (X ,α) and (Y,β ) for Z are
equivalent. If the ep-groupoid X is tame so is Y .
Proof. By definition of the equivalence of polyfold structures, there is a generalized
isomorphism f : X → Y between ep-groupoids satisfying
β ◦ |f|= α.
The generalized isomorphism f can be represented by a diagram
X F←− A G−→ Y.
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On the object level F and G are local sc-diffeomorphisms. If any of the three ep-
groupoids is tame, then all the others are as well. 
The lemma allows to define a tame polyfold.
Definition 16.12 (Tame polyfold). A polyfold (Z,c) is said to be tame if at least
one (and then all) of the defining polyfold structures (X ,β ) ∈ c has X as a tame
ep-groupoid. 
If F : X→Y is an equivalence between tame ep-groupoids or more generally a gen-
eralized isomorphism, we know from Remark 11.2 that if one of the ep-groupoids is
face-structured, so is the other. This has an immediate consequence for generalized
isomorphisms for which the same result holds.
Definition 16.13. A polyfold (Z,c) is said to be face-structured provided it is tame
and for an admissible polyfold structure (X ,α) ∈ c the ep-groupoid X is face-
structured. A face A of Z is by definition the image of a face F of X under the
map α ◦pi : X → Z. For a point z ∈ Z the degeneracy index dZ(z) equals precisely
the number of faces z belongs to. We call (Z,c) weakly face-structured if it is tame
and if for (X ,α) ∈ c the ep-groupoid X has the property that the underlying object
M-polyfold is face-structured. 
The following result is a consequence of a previous result saying that the property
of being face-structured behaves well under generalized isomorphisms.
Proposition 16.3. Every face A of a face structured polyfold (Z,c) has a natural
polyfold structure (A,c|A). 
16.2 Tangent of a Polyfold
Let us show next that a polyfold (Z,c) has a tangent space which again is a polyfold,
denoted by T (Z,c) = (T Z,T c) and equipped with a sc-smooth map p : T Z→ Z. The
tangent space at a point will not be a vector space, but a quotient of a vector space
by a linear group action.
We need some preparation and note that if (Z,x) is a polyfold, we can employ the
degeneracy index dZ : Z→ N to define the subsets Zi by
Zi = {z ∈ Z | dZ(z)≥ i}
for i ∈ N. Clearly Z0 = Z and ... ⊂ Zi+1 ⊂ Zi.. ⊂ Z0 = Z. The subsets Zi have nat-
ural polyfold structures ci defined as follows. If (X ,α) ∈ c then the homeomor-
phism α : |X | → Z defines a bijection α i : |X i| → Zi and we can equip Zi with the
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unique topology making α i a homeomorphism. Since X i is an ep-groupoid we see
that (X i,α i) defines a polyfold structure on Zi. If (X ,α), (Y,β ) ∈ c it follows that
(X i,α i) and (Y i,β i) are equivalent polyfold structures for Zi. We shall write Zi for
the set Zi equipped with the polyfold structure ci and refer to the polyfold (Zi,ci) or
Zi for short. We shall call it the polyfold obtained from (Z,c) by raising the index
by i
(Z,c)i := (Zi,ci).
Now we are in the position to carry out the tangent construction. Applying the tan-
gent functor T to the ep-groupoid X we obtain the tangent ep-groupoid T X . The
tangent
T f : T X → TY
of a generalized isomorphism f= [X F←− A H−→Y ] between ep-groupoids is defined as
the generalized isomorphism
T f= T [X F←− A H−→ Y ] := [T X T F←−− TA T H−−→ TY ]
between the tangent ep-groupoids, T f : T X → TY . Since T F and T H are equiv-
alences between ep-groupoids in view of Theorem 10.1, the generalized map
T f : T X → TY is indeed a generalized isomorphism. In view of Theorem 11.1 it
is independent of the choice of the representative in the equivalence class f of dia-
grams. The following Lemma is a trivial consequence of Theorem 10.7.
Lemma 16.3. If the two morphisms (f, f ) and (g,g) : (X ,α)→ (Y,β ) between poly-
fold structures of Z satisfy f = g = idZ , then
f= g and T f= Tg.
Proof. We assume that the diagram d : X F←− A G−→Y represents f and d′ : X F ′←− B G′−→
Y represents g. From β ◦ |f|= α = β ◦ |g| we conclude
|f|= |g|, (16.1)
which implies in view of Theorem 10.7 that f= g and therefore T f= Tg. 
We fix an admissible polyfold structure (X ,α) of the polyfold (Z,c) and take the tan-
gent T X of the ep-groupoid X . If (Y,β ) is an equivalent polyfold structure, meaning
there exists the isomorphism (f, IdZ) : (X ,α)→ (Y,β ), Lemma 16.3 tells us that f
and therefore
T f : T X → TY
between the tangent ep-groupoids are well-defined and unique.
Now we shall define the tangent space T (Z,c) of the polyfold (Z,c). For a point z ∈
Z on level 1, i.e. z∈Z1, and a polyfold structure (X ,α)∈ c, we introduce equivalence
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classes of tuples [(z,(X ,α),h)] in which h ∈ TxX and α(|x|) = z. The equivalence is
defined as follows.
If (z,(X ,α),k) with k ∈ TyX is another such tuple we call (z,(X ,α),h) equivalent to
(z,(X ,α),k) if there exists a morphism φ : x→ y satisfying Tφ(h) = k. (The linear
map Tφ is defined since φ ∈ X1.) We denote the collection of these equivalence
classes by
T (X ,α)(Z,c) =
⋃
z∈Z1
{z}×{[(z,(X ,α),h)]}.
Associated with the generalized isomorphism f : X → Y satisfying β ◦ |f| = α , we
obtain the uniquely determined canonical bijection
T (X ,α)(Z,c)→ T (Y,β )(Z,c), [(z,(X ,α),h)]→ [(z,(Y,β ), |T f|(|h|))].
Identifying the points via the canonical bijections we obtain a set which we denote
by
T (Z,c).
This set is, by definition, the tangent space of (Z,c), as a set. Its elements are
equivalence classes of equivalence classes
[[(z,(X ,α),h)]].
For every (X ,α) ∈ c we have a natural map Tα : |T X | → T (Z,c) defined by
Tα(|h|) = [[(z,(X ,α),h)]],
where h ∈ TxX and x ∈ X1 with α(|x|) = z. This map is a bijection and fits into the
commutative diagram
|T X | Tα−−−−→ T (Z,c)
|τX |
y τZy
|X1| α−−−−→ Z1.
Given (X ,α) and (Y,β ) in c there exists a unique f : X → Y satisfying β ◦ |f| = α ,
defining T f : T X → TY . We note that
Tβ ◦ |T f|= Tα.
From these facts and the paracompactness discussion of ep-groupoids the following
result follows immediately.
Lemma 16.4. The set T (Z,c) has a unique natural topology T for which for every
(X ,α) the map Tα : |T X | → T (Z,c) is a homeomorphism. The topology is regular
and Hausdorff. In particular if (Z,c) is paracompact the same holds for T . 
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Next we define the polyfold structure on the topological space T (Z,c). With the
polyfold structure (X ,α) for (Z,c) we associate a polyfold structure (T X ,Tα) for
the topological space T (Z,c) by taking the tangent T X of the ep-groupoid X and the
homeomorphism
Tα : |T X | → T (Z,c).
The pair (T X ,Tα) defines a polyfold structure on the topological space T (Z,c).
Indeed, if (Y,β ) ∈ c and if f : X → Y is the generalized isomorphism satisfying
β ◦ |f|= α , then T f : T X → TY satisifies
Tβ ◦ |T f|= Tα.
Therefore, the polyfold structures (T X ,Tα) for T (Z,c) associated with the polyfold
structures (X ,α) for (Z,c) are all equivalent.
Definition 16.14 (Tangent of (Z,c)). By T c we denote the equivalence class of all
polyfold structures for the topological space T (Z,c) equivalent to those of the form
(T X ,Tα) for T (Z,c) associated with the polyfold structures (X ,α) of the polyfold
(Z,c). Then the pair (T (Z,c),T c) is a polyfold, called the tangent of the polyfold
(Z,c), and abbreviated by T (Z,c). 
The continuous canonical projection map
p : T (Z,c)→ (Z1,c1)
is defined, for (X ,α) ∈ c, by
p([[(z,(X ,α),h]]) = z.
The map p comes from the sc-smooth map
[(P(X ,α), p)] : T (Z,c)→ (Z1,c1)
between the two polyfolds. Indeed, if (T X ,Tα) is the polyfold structure of T (Z,c)
associated with the polyfold structure (X ,α) of (Z,c), the generalized sc-smooth
map P(X ,α) : T X → X1 between the ep-groupoids is the equivalence class
P(X ,α) = [T X
1T X←−− T X P−→ X1]
where P : T X → X1 is the canonical sc-smooth functor, defined by P(h) = x, if
h ∈ TxX and (X ,α) ∈ c. It satisfies
p◦Tα = α ◦ |P(X ,α)|.
Hence, the sc-smooth map [(P(X ,α), p)] : T (Z,c)→ (Z1,c1) between the polyfolds
induces, on the topological level, the continuous projection p. It is the canonical
sc-smooth bundle projection to which we refer to sometimes as p : T Z→ Z1, if c is
understood.
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Theorem 16.1. In the polyfold categoryP introduced in Definition 16.8 there exists
a natural functor T , called the tangent functor which associates with the polyfold
(Z,c) its tangent T (Z,c) and with a sc-smooth map f̂ : (Z,c)→ (W,d) between
polyfolds according to Definition 16.6, its tangent T f̂ : T (Z,c)→ T (W,d).
Proof. We have already constructed T on the objects of P and now consider a
sc-smooth map f̂ : (Z,c)→ (W,d) between polyfolds. By definition, f̂ = [(f, f )]
where f : Z→W is a continuous map and f : X → Y is a generalized map between
ep-groupoids satisfying f ◦α = β ◦ |f| for the polyfold structures (X ,α) ∈ c and
(Y,β ) ∈ d. We define its tangent map
T f̂ = [(T f,T f )] : T (Z,c)→ T (W,d)
by
T f ([[(z,(X ,α),h)]]) = [[( f (z),(Y,β ),k)]]
where |k|= |T f|(|h|). One easily verifies that T is a functor. 
Next we study sc-differential forms on the polyfold (Z,c) and choose a polyfold
structure (X ,α) in c, so that α : |X | → Z is a homeomorphism. If (X ′,α ′) ∈ c is an-
other polyfold structure for (Z,c), then there exists a unique sc-smooth generalized
isomorphism h : X → X ′ between ep-groupoids satisfying
α ′ ◦ |h|= α. (16.2)
If ω ∈Ω ∗ep,∞(X) is a sc-form on X , then the push-forward sc-form h∗ω ∈Ω ∗ep,∞(Y )
is well-defined, and by Theorem 11.2 does not depend on h provided (16.2) holds.
The same is true for the pull-back of a form ω ′ ∈Ω ∗ep,∞(Y ).
As a consequence of the previous discussion we shall define the notion of a sc-
differential form on a polyfold Z.
Definition 16.15. A sc-differential form on the polyfold (Z,c) is an equivalence
class [(ω,(X ,α)] where (X ,α) is a polyfold structure in c and ω ∈ Ωep,∞(X) a sc-
differential form on X . The equivalence is defined as follows,
(ω,(X ,α))∼ (τ,(Y,β ))
for (X ,α) and (Y,β ) in c, if there exists a generalized isomorphism h : X → Y
between ep-groupoids satisfying β ◦ |h|= α and τ = h∗ω .
We denote by Ω ∗sc(Z,c) the collection of sc-differential forms on (Z,c). This is a
vector space with the operations defined by
[(ω,(X ,α))]+λ [(τ,(X ,α))] = [(ω+λτ,(X ,α))].
The exterior differential d = dZ is defined as
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d[(ω,(X ,α))] = [(dω,(X ,α))].
If
f̂ : (Z,c)→ (Z′,c′)
is a sc-smooth map between the two polyfolds, and if (X ,α) ∈ c and (X ′,α ′) ∈ c′
are polyfold structures, then there exists a representative (f, f ), where f : Z→ Z′ is
a continuous map and f : X → X ′ a generalized map between ep-groupoids, and we
define the pull-back of [(ω ′,(X ′,α ′)] ∈Ω ∗sc(Z′,c′) by
( f̂ )∗[(ω ′,(X ′,α ′))] = [(f∗ω ′,(X ,α))].
By construction,
dZ ◦ f̂ ∗ = f̂ ∗ ◦dZ′ .
We can summarize the discussion, which reduces it to the already discussed ep-
groupoid case, in the following theorem.
Theorem 16.2. Given a polyfold (Z,c), there is an associated deRham complex
(Ω ∗sc(Z,c),d). A sc-smooth map f̂ : (Z,c)→ (Z′,c′) between polyfolds induces the
co-chain map
f̂ ∗ : Ω ∗sc(Z
′,c′)→Ω ∗sc(Z,c) satisfying dZ ◦ f̂ ∗ = f̂ ∗ ◦dZ′ .
Moreover, the usual functorial properties hold.
16.3 Strong Polyfold Bundles
We shall introduce the notion of a strong polyfold bundle. The basic building blocks
are again equivalence classes of strong bundles over ep-groupoids, quite in the spirit
of the previous discussions. Since there are no new ideas needed we allow ourselves
to be somewhat sketchy.
The polyfold (Z,c) is a topological space Z equipped with an equivalence class c
of polyfold structures (X ,α). Similarly we are going to define the strong polyfold
bundle (p : Y → Z,c) over the polyfold (Z,c) as a continuous and surjective map
p between the topological spaces equipped with an equivalence class c of strong
polyfold bundle structures for p.
Definition 16.16 (Strong polyfold bundle structures). Let Y and Z be two topo-
logical spaces and let
p : Y → Z
be a continuous and surjective map. A strong polyfold bundle structure for
p : Y → Z is a tuple
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((P : W → X ,µ),Γ ,γ)
consisting of a strong bundle (P : W → X ,µ) over the ep-groupoid X , a the home-
omorphism Γ : |W | → Y covering the homeomorphism γ : |X | → Z so that p◦Γ =
γ ◦ |P|, as illustrated in the diagram
W −−−−→ |W | Γ−−−−→ Y
P
y |P|y yp
X −−−−→ |X | γ−−−−→ Z,
where the horizontal arrows on the left are the maps passing to orbits. 
The smoothness properties of p : Y → Z are described by (P : W → X ,µ). In general
the latter is only taken up to (some notion of) equivalence, which is explained now.
Definition 16.17 (Equivalence of strong polyfold bundle structures). Two strong
polyfold bundle structures
((P : W → X ,µ),Γ ,γ) and ((P′ : W ′→ X ′,µ ′),Γ ′,γ ′)
for the map
p : Y → Z
are equivalent if there exists a generalized strong bundle isomorphism
F : W →W ′
covering the generalized isomorphism f : X → X ′ between ep-groupoids and satis-
fying
γ ′ ◦ |f|= γ and Γ ′ ◦ |F|= Γ .
The situation is illustrated in the diagrams
W W ′
X X ′
........................................................................................................
.
F
.......................................
...
P
.......................................
...
P′
........................................................................................................
.
f
Y
|W | |W ′|
|X | |X ′|.
Z
...
...
...
...
...
...
...
...
...
...
...
...
........
Γ
...
...
...
...
...
...
...
...
...
...
...
...
........
Γ ′
.....................................................................................................
.
|F|
.......................................
...
|P|
.......................................
...
|P′|
.....................................................................................................
.
|f|
...........................................
..
γ
........................................
.....
γ ′
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
An equivalence class c of strong bundle structures for p : Y → Z induces an equiva-
lence class c of polyfold structures for the polyfold (Z,c).
Definition 16.18. A strong polyfold bundle (p : Y → Z, c¯) consists of a surjective
continuous map p : Y → Z between topological spaces and an equivalence class c¯ of
strong polyfold bundle structures for p. 
Definition 16.19. The strong polyfold bundle (p : Y → Z, c¯) is called
(1) tame if the polyfold (Z,c) is tame.
(2) weakly face-structured if (Z,c) is weakly face-structured.
(3) face-structured if(Z,c) is face-structured.

Next we introduce the category SPBS of strong polyfold bundle structures.
The objects of the category are the tuples
S= ((P : W → X ,µ),Γ ,γ),
consisting of a strong bundle (P : W → X ,µ) over an ep-groupoid and homeomor-
phisms Γ : |W | →Y and γ : |X | → Z, where Y and Z are topological spaces (depend-
ing on S). We note that γ ◦ |P| ◦Γ−1 : Y → Z is a surjective continuous map and we
shall denote it by p so that
p : Y → Z.
View this as a kind of bundle situation. We note that Y =YS, Z = ZS, and p= pS. The
following discussion essentially is parallel to the discussion in the polyfold case. We
shall call S a strong polyfold bundle structure on pS, i.e. p : Y → Z. It is sometimes
convenient to view S = ((P : W → X ,µ),Γ ,γ) as S = ((P : W → X ,µ),Γ ,γ, p),
where p is, of course, redundant information.
Definition 16.20. A morphism in the category SPBS between two objects S
and S′ with S = ((P : W → X ,µ),Γ ,γ) and S′ = ((P′ : W ′→ X ′,µ ′),Γ ′,γ ′) is a 4-
tuple (A,a,A,a) in which A : Y → Y ′ and a : Z→ Z′ are continuous maps between
topological spaces satisfying
pS′ ◦A = a◦ pS,
i.e., A : Y → Y ′ is a bundle map covering the map a : Z→ Z′. Here pS : Y → Z and
pS′ : Y ′ → Z′ is the data associated to S and S′, respectively. Moreover, A : W →
W ′ is a generalized strong bundle map covering the generalized map a : X → X ′
between the underlying ep-groupoids and satisfying the compatibility conditions
Γ ′ ◦ |A|= A◦Γ and γ ′ ◦ |a|= a◦ γ.
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The morphism (A,a,A,a) is invertible (i.e. an isomorphism) if the continuous maps
A : Y → Y ′ and a : Z → Z′ are homeomorphism, and A : W →W ′ is a generalized
strong bundle isomorphism covering the generalized isomorphism a : X → X ′ be-
tween ep-groupoids. 
The definition is illustrated by the following diagrams.
W A−−−−→ W ′
P
y P′y
X a−−−−→ X ′
|W | |A|−−−−→ |W ′|
Γ
y Γ ′y
Y A−−−−→ Y ′
|X | |a|−−−−→ |X ′|
γ
y γ ′y
Z a−−−−→ Z′
The composition of two morphisms is defined by
(A′,a′,A′,a′)◦ (A,a,A,a) = (A′ ◦A,a′ ◦a,A′ ◦A,a′ ◦a).
To simplify the notation we shall abbreviate the morphism
(A,A) := (A,a,A,a),
keeping in mind the underlying maps (a,a). Generalizing the polyfold map we next
introduce the notion of a sc-smooth strong bundle map between two strong poly-
fold bundles
(p : Y → Z,c) and (p′ : Y ′→ Z′,c′).
Starting with the strong polyfold bundle (p : Y → Z,c) the equivalence class c of
polyfold structures consists of all the objects
S= ((P : W → X ,µ),Γ ,γ)
of the category SPBS , for which there exists an isomorphism (A,A) between
them of the special form (A, IdY ), where p= γ ◦|P|◦Γ−1. We now proceed as in the
polyfold case. Take two morphisms (A0,A0) and (A1,A1) in the categorySPBS ,
where
(A0,A0) : ((P0 : W0→ X0,µ0),Γ0,γ0, p : Y → Z)
→ ((P′0 : W ′0→ X ′0,µ ′0),Γ ′0 ,γ ′0, p′ : Y ′→ Z′)
and
(A1,A1) : ((P1 : W1→ X1),µ1),Γ1),γ1, p : Y → Z)
→ ((P′1 : W ′1→ X ′1,µ ′1),Γ ′1 ,γ ′1, p′ : Y ′→ Z′)
for two polyfold polyfold bundle structures for p : Y → Z, and two polyfold bundle
structures for p′ : Y ′→ Z′.
Definition 16.21 (Equivalence of morphisms in SPBS ). The two morphisms
(A0,A0) and (A1,A1) are equivalent if there exists an isomorphism (H, IdY ) be-
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tween the polyfold bundle structures of p and an isomorphism (H′, IdY ′) between
the polyfold bundle structures of p′ satisfying
(A1,A1)◦ (H, IdY ) = (H′, IdY ′)◦ (A0,A0).

From the definition it follows that A1 = A0 : Y → Y ′. We also have that a1 = a0 :
Z→ Z′. In particular the following diagram holds.
|W0| Γ0−−−−→ Y Γ1←−−−− |W1|
|A0|
y Ay |A1|y
|W ′0|
Γ ′0−−−−→ Y ′ Γ
′
1←−−−− |W ′1|
In addition the generalized isomorphisms H : W0→W1 and H′ : W ′0→W ′1 satisfy
A1 ◦H= H′ ◦A0.
These diagrams induce similar diagrams for the base spaces.
Definition 16.22 (Strong polyfold bundle maps). A sc-smooth strong polyfold
bundle map
F̂ : (p : Y → Z,c)→ (p′ : Y ′→ Z′,c′)
is an equivalence class (A,A) of morphism inSPBS . 
Definition 16.23 (Auxiliary norm on strong polyfold bundles). An auxiliary
norm n of a strong polyfold bundle (p : Y → Z,c) over the polyfold Z is a con-
tinuous map
n : Y(0,1)→ [0,∞)
with the property, that for every strong bundle structure m = ((P : W → X ,µ),Γ ,γ)
there exists an auxiliary norm N : W0,1→ [0,∞) satisfying
n(Γ (|e|)) = N(e)
for every e ∈ E0,1. Here the subset Y0,1 ⊂ Y is given by Y0,1 = Γ (|W0,1|). It is inde-
pendent of the choice of the strong bundle structure m ∈ c used. 
We assume that the polyfold structure ((P′ : W ′→ X ′,µ ′),Γ ′,γ ′) ∈ c possesses the
auxiliary norm N′. Then every equivalent polyfold structure ((P : W→X ,µ),Γ ,γ)∈
c possesses, in view of Theorem 11.6, the auxiliary norm N = [D]∗N′ which is de-
fined as follows. We choose a representative diagram W Φ←−W ′′ Ψ−→W ′ for [D]. Fix-
ing e ∈W , we find, using that Φ is an equivalence, a point e′′ ∈W ′′ and morphism
Φ(e′′)→ e and define
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N(e) = ([D]∗N′)(e) := N′(e′),
where e′ =Ψ(e′′). Since N′ : W ′→ R+ is a functor, the definition does not depend
of the choice of the representative diagram. From |[D]|(|e|) = |Ψ | ◦ |Φ |−1(|e|) =
|Ψ |(|e′′|) = |e′| and Γ ′ ◦ |[D]|= Γ , we conclude that
n(Γ (|e|) = N(e) = N′(e′) = n(Γ ′(|e′|).
Therefore, the auxiliary norm n on the strong polyfold bundle p is well-defined if
one of the strong polyfold structures in c possesses an auxiliary norm. According to
Theorem 12.1 this happens if p : Y → Z is a paracompact polyfold Z.
Proposition 16.4 (Existence of an auxiliary norm). A strong polyfold bundle
(p : Y → Z,c) over a paracompact base polyfold Z possesses an auxiliary norm
n : Y0,1→ R+. 
Remark 16.4. We should remark that an auxiliary norm n is, in general, not a norm
on a fiber which is not necessary a vector space. 
Definition 16.24 (Reflexive 1-fibers). A strong polyfold bundle p : Y → Z is said
to have reflexive 1-fibers if there exists a strong polyfold structure m= ((P : W →
X ,µ),Γ ,γ) in which the fibers W0,1 are reflexive Banach spaces. (The equivalent
strong polyfold bundle structures then have also reflexive 1-fibers). 
Definition 16.25 (Reflexive auxiliary norm). A reflexive auxiliary norm of
strong polyfold bundle (p : Y → Z,c) possessing reflexive fibers is an auxiliary norm
n : Y0,1→ R+ for which there exists a reflexive auxiliary norm N : Wo,1→ R+ in a
model m= ((P : W → X ,µ),Γ ,γ)∈ c satisfying n(Γ (|w|)) =N(w) for all w∈W0,1.

Definition 16.26 (Mixed convergence for p). Let (p : Y → Z,c) be a strong poly-
fold bundle having reflexive 1-fibers. A sequence (yk) ⊂ Y0,1 is called mixed con-
vergent to y ∈ Y0,1, if there exists a reflexive auxiliary norm N : W0,1 → R+ in the
model m ∈ c such that the sequence Γ−1(yk) ⊂ |W0,1| and the point Γ−1(y) have
representative wk resp. w in W0,1, for which wk
m−→ w in W0,1. 
From Theorem 12.4 we deduce the following result.
Theorem 16.3. Let p : Y → Z be a strong polyfold bundle over the paracompact
polyfold Z. If p has reflexive 1-fibers, then the following holds.
(1) The bundle p admits a reflexive auxiliary norm n.
(2) For every auxiliary norm n for p there exist reflexive auxiliary norms n1 and n2
for p satisfying
n1 ≤ n≤ n2.
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The theorem guarantees a large supply of reflexive auxiliary norms for p. Let us
collect some of the properties of such an auxiliary norm.
Proposition 16.5. If (p : Y → Z,c) is a strong polyfold bundle over the paracom-
pact polyfold Z possessing reflexive 1-fibers, then the following holds for a reflexive
auxiliary norm n for p.
(1) If (yk)⊂ Y0,1 satisfies p(yk)→ z and n(yk)→ 0, then yk→ 0z in Y0,1.
(2) If (yk) is mixed convergent to y ∈ Y0,1, then
n(y)≤ liminf
k→∞
n(yk).

In the case that the polyfold Z is paracompact and hence, as we have pointed out,
metrizable, an extension results for auxiliary norms defined on the boundary ∂Z to
the whole of Z are available. These results are based on Theorem 12.3 and Theorem
12.5 in the case of reflexive auxiliary norms, and use the fact that auxiliary norms
behave well under generalized strong bundle isomorphisms. Pullbacks and push-
forwards under the latter also preserve the relexiveness property.
Theorem 16.4. Let (p : Y → Z, c¯) be a strong polyfold bundle over the tame para-
compact polyfold Z and assume that n : Y0,1|∂Z → R+ is an auxiliary norm. Then
the following holds true.
(1) Then there exists an auxiliary norm n : Y0,1→ R+ which extends n.
(2) If n is reflexive the extension n be be taken to be reflexive as well.

A strong polyfold bundle (p : Y → Z,c) possesses a canonical zero section z 7→ 0z
induced from the zero sections of the strong bundles (P : W → X ,µ) in the overhead
c. In view the discussion of the behavior of sc-smooth section of strong bundles over
ep-groupoids under generalized strong bundle maps in Section 10.4 we can define
sc-smooth sections of strong polyfold bundles. The constructions turn out to be
compatible with sc-Fredholm sections and sc+-sections.
We start with the strong polyfold bundle p : Y → Z and choose a strong polyfold
bundle structure ((P : W → X ,µ),Γ ,γ), where P : W → X is a strong bundle over
the ep-groupoid X and Γ : |W | → Y is a homeomorphism covering the homeomor-
phism γ : |X | → Z satisfying p◦Γ = γ ◦ |P|.
In this bundle structure a sc-smooth section is, by definition, a pair ( f ,F) in which
f : Z→ Y is a continuous section of the strong polyfold bundle p, and F : X →W
is a sc-smooth functor of the strong bundle P, such that
16.4 Branched Finite-Dimensional Orbifolds 559
Γ ◦ |F |= f ◦ γ on |X |.
We represent these data as a tuple ( f ,Γ ,W,F). If we take a different strong polyfold
bundle chart ((P′ : W ′→ X ′,µ ′),Γ ′,γ ′) for p we obtain the tuple ( f ′,Γ ′,W ′,F ′) and
introduce the equivalence relation
( f ,Γ ,W,F)∼ ( f ′,Γ ′,W ′,F ′),
defined by the requirement f = f ′ and there exists a generalized strong bundle iso-
morphism A : W →W ′ satisfying
Γ ′ ◦ |A|= Γ and A∗F = F ′.
We recall that if A= [W Φ←−W ′′ Ψ−→W ′], then A∗ =Ψ∗ ◦Φ∗. This defines an equiv-
alence relation ∼.
Definition 16.27. A sc-smooth section of the strong polyfold bundle p : Y → Z
consists of an equivalence class [( f ,Γ ,W,F)], where (W,Γ ) is an admissible strong
bundle structure for p, F is a sc-smooth section functor of the strong bundle P : Y →
X over the ep-groupoid X , and f is a continuous section of p satisfying
f ◦ γ = Γ ◦ |F |.

Any admissible strong bundle structure (P : W → X ,Γ ,γ) of a strong polyfold bun-
dle p : Y → Z defines a bi-level structure Ym,k with 0≤ k≤m+1 on Y . In particular,
Y0,1 is a topological space with a surjective continuous map p = p0,1 : Y0,1→ Z.
Definition 16.28. A sc+-smooth section of the strong polyfold bundle p : Y → Z
consists of an equivalence class [( f ,Γ ,W,F)], where (W,Γ ) is an admissible strong
bundle structure for p, F is a sc+-smooth section functor of P : W → X , and f is a
continuous section of p : Y0,1→ Z satisfying
f ◦ γ = Γ ◦ |F |.

16.4 Branched Finite-Dimensional Orbifolds
The definition of a polyfold utilizes the notion of a generalized isomorphism. Our
aim is to introduce the concept of a branched (weighted) suborbifold of Z as well
as related notions. That this is possible is rooted in the fact that a branched ep+-
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subgroupoid is well-behaved under generalized isomorphisms. This allows to com-
bine the discussions in Chapters 9 and 11. The following results are easily reduced
to already established facts.
Assume that (Z,c) is a polyfold and (X ,α) ∈ c a polyfold structure. As shown in
Theorem 11.3 a generalized isomorphism f : X → X ′ can be used to push-forward
or pull-back branched ep+-subgroupoidsΘ . Moreover the operations f∗ and f∗ pre-
serve many of the properties such a branched ep+-subgroupoid may have. Namely
being closed or compact, being of manifold-type or being of orbifold-type, as well
as the dimensional decomposition, see Definition 9.2 (closed or compact), Defini-
tion 9.3 (manifold-type or orbifold-type), and Proposition 9.2 (dimensional decom-
position). Moreover, if Θ is tame this property is preserved under pull-backs and
push-forwards.
Definition 16.29. A branched (weighted) suborbifold of (Z,c) is an equivalence
class θ ≡ [Θ ,(X ,α)], where (X ,α) ∈ c and Θ : X → Q+ is a branched ep+-
subgroupoid. Here (Θ ,(X ,α)) and (Θ ′,(X ′,α ′)) are equivalent provided there ex-
ists a generalized isomorphism f : X → X ′ satisfying
(1) α ′ ◦ |f|= α .
(2) f∗Θ ′ =Θ .

Given θ and two representatives (Θ ,(X ,α)) and (Θ ′,(X ′,α ′)), we note that |Θ ′| ◦
|f|= |Θ |, which implies that
|Θ | ◦α−1 = |Θ ′| ◦ |f| ◦α−1 = |Θ ′| ◦α ′−1.
This means that we obtain a well-defined map Z → Q+, again denoted by θ , by
defining, using a representative (Θ ,(X ,α))
θ = |Θ | ◦α−1.
Of course, there is a lot of overhead associated to this map.
Definition 16.30. Let θ be a branched suborbifold of (Z,c), and let (Θ ,(X ,α)) be
a representative of θ .
(1) θ is called closed providedΘ is closed.
(2) θ is called compact providedΘ is compact.
(3) θ is said to be of manifold-type providedΘ is of manifold-type.
(4) θ is said to be of orbifold-type providedΘ is of orbifold-type.
(5) θ is said to be tame providedΘ is tame.

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As a consequence of previously established results we obtain the following propo-
sition.
Proposition 16.6. If θ is a branched suborbifold of the polyfold (Z,c) let A =
supp(θ) be the subset of all z ∈ Z with θ(z) > 0 which is a topological subspace
of Z. If θ is of manifold-type, then A has a natural smooth manifold structure, and
if θ is of orbifold-type, then A has a natural smooth orbifold structure. Both these
structures are induced from the overhead of (Z,c).
Proof. This follows from Proposition 9.1 and Theorem 11.3. 
We can also define orientations for branched suborbifolds using Theorem 11.4.
Definition 16.31. Let (Z,c) be a polyfold. An oriented branched suborbifold of
(Z,c) is given by an equivalence class [(Θ , T̂Θ ),(X ,α)], where (X ,α) ∈ c and
(Θ , T̂Θ ) is an oriented branched ep+-subgroupoid. The equivalence
((Θ , T̂Θ ),(X ,α))∼ ((Θ ′, T̂Θ ′),(X ′,α ′))
is defined by requiring the existence of a generalized isomorphism f : X → X ′ satis-
fying
f∗(Θ ′, T̂Θ ′) = (Θ , T̂Θ ) and α ′ ◦ |f|= α.

We shall simplify notation by setting θ̂ = [(Θ , T̂Θ ),(X ,α)].
Next we introduce the notion of differential form on a polyfold (Z,c).
Definition 16.32. Given (X ,α) ∈ c a sc-differential form is given by an equiva-
lence class [ω,(X ,α)], where ω ∈Ω ∗ep,∞(X). Here
(ω,(X ,α))∼ (ω ′,(X ′,α ′))
provided there exists a generalized isomorphism f : X → X ′ satisfying α ′ ◦ |f| = α
and fω ′ = ω . 
Given an sc-smooth map ĝ : (Z,c)→ (Z′,c′) the pull-back ĝ∗[(ω ′,(X ′,α ′))] is de-
fined by
ĝ∗[(ω ′,(X ′,α ′))] = [(g∗ω ′,(X ,α))].
One easily verifies that this is well-defined. Next we introduce the exterior deriva-
tive.
Definition 16.33. The exterior derivative d is defined by
d([(ω,(X ,α))]) = [(dω,(X ,α))] (16.3)
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In view of Theorem 11.2 this is well-defined and
d(Z,c)
(
ĝ∗[(ω ′,(X ′,α ′))]
)
= ĝ∗
(
d(Z′,c′)[(ω ′,(X ′,α ′))]
)
. (16.4)
As we have seen in Section 9.2, Proposition 9.4 a branched ep+-subgroupoid Θ :
X → Q+ has a well-defined boundary ∂Θ : X → Q+. In general ∂Θ does not have
pleasant properties unless Θ lies in a sufficiently nice position to the boundary, for
example if Θ is tame. In the case that Θ is tame we not only can define ∂Θ , but it
also makes sense to talk about its orientation. Namely of given the tame, oriented
branched ep+-groupoid (Θ , T̂Θ ) the boundary ∂Θ has an induced orientation T̂∂Θ
and we define
∂ (Θ , T̂Θ ) := (∂Θ , T̂∂Θ ).
In view of Theorem 11.7 this data behaves well with respect to generalized iso-
morphisms and this will allow us ultimately to state a version of Stokes’ Theorem.
Indeed, we can define for an oriented, tamed, branched ep-groupoid Θ̂
∂ ([(Θ , T̂Θ ),(X ,α)]) = [(∂Θ , T̂∂Θ ),(X ,α)],
and this definition is compatible with the notion of our equivalence relation, which
one easily derives employing Theorem 11.7. With other words the following defini-
tion makes sense.
Definition 16.34. Let (Z,c) be a polyfold and θ̂ ≡ [(Θ , T̂Θ ),(X ,α)] an oriented,
tame, branched sub-orbifold, i.e. Θ̂ is an oriented, tame, branched ep+-subgroupoid.
Then the boundary ∂ θ̂ is defined by [∂ (Θ , T̂Θ ),(X ,α)], where ∂ (Θ , T̂Θ ) is defined
in Definition 9.11. 
Finally we use the constructions and results in Section 11.4 to formulate the Stokes
Theorem. Recall Remark 11.3 and assume that Z is a polyfold, [(Θ , T̂Θ ),(X ,α)] is
an oriented, tame, compact, branched sub+-polyfold of dimension n, and [ω,(X ,α)]
an sc-differential form of degree n−1. In order to simplify notation we put
θ̂ = [(Θ , T̂Θ ),(X ,α)] and τ = [ω,(X ,α)].
We can define dτ := [dω,(X ,α)] and ∂ θ̂ := [(∂Θ , T̂∂Θ ),(X ,α)]. These are all ob-
jects associated to Z, but one needs the overhead to describe the structures. We can
define branched integration as follows. Let S ⊂ Z be the support of θ defined as
the subset consisting of points z ∈ Z with |Θ | ◦α−1(z)> 0. This definition is inde-
pendent of the representative for θ̂ . We denote similarly by ∂S the support of ∂θ .
Pushing forward the Lebesgue σ -algebras for |supp(Θ) and |supp(∂Θ)| we obtain
the corresponding σ -algebras for S and ∂S, respectively. The definition of the latter
does not depend on the representative which was taken.
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Given a n-form τ on Z and an oriented, tame, compact, branched sub-orbifold θ̂ of
dimension n we define ∮
θ̂
τ :=
∮
Θ̂
ω = µΘ̂ω (|supp(Θ)|).
The definition does not depend on the choice of the representatives to define it.
There is a similar definition for a (n−1)-form τ ′ for the boundary case.∮
∂ θ̂
τ ′ :=
∮
∂Θ̂
ω ′ = µ∂Θ̂ω ′ (|supp(∂Θ |)).
On the ep-groupoid level Stokes’ theorem holds and consequently it holds in the
polyfold context as well.
Theorem 16.5 (Stokes). Given a polyfold (Z,c), a differential (n− 1)-form τ =
[ω,(X ,α)] with (X ,α) ∈ c, and an oriented, tame, compact, branched sub-orbifold
θ̂ = [(Θ , T̂Θ ),(X ,α)] of dimension n the Stokes type formula∮
θ̂
dτ =
∮
∂ θ̂
τ
holds. 
16.5 Sc+-Multisections
In this section we shall employ previously established results concerning sc+-multi-
section functors, see Section 13.3. From Theorem 13.3 and Theorem 13.4 we know
that structurable sc+-multisection functors are well-behaved under pullbacks and
push-forwards. The previously established fact that structurability behaves well un-
der generalized strong bundle isomorphisms follows immediately. Consequently,
we obtain a notion of sc+-multisections for strong polyfold bundles. As we shall
see, also the pullback of a structurable sc+-multisection by a proper strong polyfold
bundle covering is structurable.
Definition 16.35. Let (p : Y → Z, c¯) be a strong polyfold bundle. An sc+-multisec-
tion
λ : Z→Q+
is given by an equivalence class λ ≡ [(λ ,Γ ,W,Λ)], where (W,Γ ) is an admissible
strong bundle structure
|W | Γ−−−−→ Y
|P|
y py
|X | γ−−−−→ Z
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and Λ : W →Q+ a sc+-multisection functor having the property
λ ◦Γ |(|w|) =Λ(w) for all w ∈W.
Here (λ ,Γ ,W,Λ) is equivalent to (λ ′,Γ ′,W ′,Λ ′) provided λ = λ ′, and there ex-
ists a generalize strong bundle isomorphism f¯ : W →W ′, covering the generalized
isomorphism f : X → X ′, fitting into the commutative diagram
|W | |f¯|−−−−→ |W ′|
|P|
y |P′|y
|X | |f|−−−−→ |X ′|
and satisfying Λ = f¯∗Λ ′. 
In Definition 13.5 we introduced the notion of the domain support for a sc+-multi-
section functor, and we can introduce a related notion here.
Definition 16.36. For the sc+-multisection λ : Y →Q+ the domain support is de-
fined by
dom-supp(λ ) = clZ({z ∈ Z | ∃ y ∈ p−1(z), with λ (z)> 0}).

Remark 16.5. Incidentally, if we consider a representative (λ ,Γ ,W,Λ), then Λ in-
duces a homeomorphism Γ : |dom-supp(Λ)| → dom-supp(λ ). 
Given an auxiliary norm n : Y → [0,∞] we can measure the point-wise size of a
sc+-multisection λ : Y →Q+ by defining
n(λ )(z) = max{n(y) | y ∈ p−1(z), λ (y) 6= 0}. (16.5)
Then n(λ ) : Z→ R is a continuous map.
Since structurability is well-behaved under generalized strong bundle isomorphisms
the following definition makes sense.
Definition 16.37. Let (p : Y → Z, c¯) be a strong polyfold bundle and λ : Z → Q+
a sc+-multisection. We say that λ is structurable if one, and therefore all of its
representatives Λ : W →Q+ are structurable. 
Assume that we are given a a strong polyfold bundle p : Y → X with a tame para-
compact base X , an auxiliary norm n : Y0,1→R+, and a functor λ : Y |∂Z→Q+. In
a first step we define what is means that λ is a sc+-multisection.
16.5 Sc+-Multisections 565
Definition 16.38. A sc+-multisection of λ of Y |∂Z is an equivalence class
λ ≡ [(λ ,Γ ,W,Λ)],
where P : W → X is an sc-smooth local model for p : Y → Z, and Λ : W |∂X →Q+
an sc+-multisection functor satisfying
λ ◦Γ (|w|) =Λ(w) for all w ∈W, P(w) ∈ ∂X .
Two tuples (λ ,Γ ,W,Λ) and (λ ′,Γ ′,W ′,Λ ′) are said to be equivalent provided λ =
λ ′ and the there exists a generalized strong bundle isomorphism
W
f−−−−→ W ′
P
y P′y
X
f−−−−→ X ′
(the diagram interpreted with the usual care) such that
Λ = f∗Λ ′ and Γ ′ ◦ |f|= Γ .

Using Definition 14.4 and Proposition 14.1 we can define structurable sc+-multi-
sections over ∂Z.
Definition 16.39. Let p : Y → Z be a strong bundle over the tame paracompact poly-
fold Z. Assume that λ : Y |∂Z→ Q+ is an sc+-multisection over the boundary ∂Z.
We say that λ is structurable provided one of its representative (λ ,Γ ,W,Λ) has a
structurable Λ : W |∂X →Q+.
Using Theorem 14.2 we can state an extension theorem for structurable sc+-multi-
sections.
Theorem 16.6. Let (p : Y → Z, c¯) be a strong polyfold bundle over the tame para-
compact polyfold Z. We assume that Z admits sc-smooth partitions of unity. De-
note by n : Y → [0,∞] an auxiliary norm and λ : Y |∂Z → Q+ a structurable sc+-
multisection. Assume that U˜ ⊂ Z is an open neighborhood of dom-supp(λ ) and
f : Z → [0,∞) a continuous map with support in U˜ satisfying n(λ )(z) < f (z) for
z ∈ dom-supp(λ ). Then there exists a structurable sc+-multisection λ ′ : Y → Q+
with the following properties.
(1) n(λ ′)(z)≤ f (z) for all z ∈ Z.
(2) dom-supp(λ ′)⊂ U˜ .
(3) λ ′|(Y |∂Z) = λ .
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As a corollary of Theorem 13.5 and the study of proper coverings up to equivalences
in Section 11.6 one is able to define the pull-back of a sc+-multisections by a proper
covering. We leave the details to the reader.
In practice, when one uses the theory to define invariants via sc-Fredholm theory, it
is usually easier to work in an ep-groupoid model. One producea the invariants in
this context, and then concludes from the transformation properties of generalized
isomorphisms, that the invariants are independent of the choices. Particularly, invari-
ants involving proper coverings, need the fine structure provided by the ep-groupoid
description.
16.6 Fredholm Theory
In this section we develop the sc-Fredholm theory for sc-smooth sections of strong
polyfold bundles. Essentially this is an exercise about the sc-Fredholm theory in
ep-groupoids and its behavior with respect to equivalences.
With p : Y → Z being a strong polyfold bundle recall that an sc-smooth section
is given by an equivalence class [( f ,Γ ,W,F)], where (W,Γ ) is a strong bundle
structure for p, i.e.
|W | Γ−−−−→ Y
|P|
y py
|X | γ−−−−→ Z,
F is an sc-smooth section of P : W → X and f is a continuous section of p such that
Γ ◦ |F |= f ◦ γ.
Here Γ and γ are homeomorphisms. Assume that ( f ,Γ ,W,F) is a representative
of the equivalence class and that F is an sc-Fredholm section. If ( f ,Γ ′,W ′,F ′) is
another representative we can conclude that F ′ is an sc-Fredholm section of P′ :
W ′ → X ′. In order to see this note that F and F ′ are related by a strong bundle
isomorphism
W F−−−−→ W ′
P
y P′y
X
f−−−−→ X”,
where one has to exercise the usual caution when interpreting this diagram. We
have already seen that sc-Fredholm sections transform well under push-forwards
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and pull-backs of strong bundle maps. Since the action of F on F can be represented
as a pull-back followed by a push-forward and since F ′ = F∗F it follows that F ′ is
sc-Fredholm. See Theorem 10.8 and Theorem 10.9 for the necessary background
material. As a consequence of this discussion we can give the definition of an sc-
Fredholm section of a strong polyfold bundle.
Definition 16.40. A sc-smooth Fredholm section of the strong polyfold bundle p :
Y → Z consists of an equivalence class [( f ,Γ ,W,F)], where (W,Γ ) is an admissible
strong bundle structure for p, F is a sc-smooth Fredholm section functor of the
strong bundle P : W → X , and f is a continuous section of p satisfying
f ◦ γ = Γ ◦ |F |.

The following compactness definition is basic.
Definition 16.41. Let f ≡ [( f ,Γ ,W,F)] be an sc-Fredholm section of the strong
polyfold bundle p : Y → Z. Then f is said to have a compact solution set provided
the collection of all z ∈ Z such that f (z) = 0 is a compact subset of Z.
Due to the fact that for an sc-Fredholm section in the ep-groupoid setting differ-
ent compactness notions are equivalent we obtain the following stability result as a
consequence of Theorem 12.9.
Theorem 16.7. Let f ≡ [( f ,Γ ,W,F)] be an sc-Fredholm section of the strong poly-
fold bundle p : Y → Z, where Z is paracompact. Suppose that n : Y0,1 → R+ is an
auxiliary norm and f has a compact solution set. Then there exists an open neigh-
borhood U of S f = {z ∈ Z | f (z) = 0} such that the closure of the set of all z ∈U
with n( f (z))≤ 1 is compact.
Proof. We take a model P : W → X , which by assumption will be a strong bun-
dle over the ep-groupoid X . By assumption X has a paracompact orbit space |X |.
Moreover, we are given an sc-Fredholm section functor F of P which fits into the
commutative diagram
|W | Γ−−−−→ Y
|F |
x fx
|X | γ−−−−→ Z,
where Γ and γ define the strong polyfold bundle structure. The auxiliary norm n is
represented in the model by N : W0,1→R+. Employing Theorem 12.9 we conclude
that not only SF = {x ∈ X | F(x) = 0} has a compact orbit space |SF |, but that
also there exists a saturated open neighborhood U ′ of SF so that the closure of the
orbit space of {x ∈U ′ | N(F(x)) ≤ 1} is compact. Then U = |U ′| has the desired
properties. 
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We can consider oriented sc-Freholm sections of strong polyfold bundles, since ori-
entations of sc-Fredholm section also behave well under generalized strong bundle
isomorphisms. We begin by reviewing the orientation discussion in the ep-groupoid
setting. Assume that P : W → X is a strong bundle over the tame ep-groupoid X and
F an sc-Fredholm functor. As constructed in Section 12.5 there is a well-defined
orientation bundle, see Definition 12.11, associated to f and denoted by
σ : OF → X∞.
Here OF is a topological space, σ is a local homeomorphism and the map σ is
a 2 : 1 covering. As discussed in Section 12.5, given a point x ∈ X∞, there exist
precisely two local continuous section germs denoted by ±o(x). Of course, there
is no preferred local choice. The value at x is denoted by ±ox. Given a smooth
morphism φ ∈ X , i.e. φ ∈ X∞, we obtain a local germ of sc-diffeomorphism
φ̂ : U(s(φ))→U(t(φ))
between small open neighborhoods in X and this germ can be lifted to a local strong
bundle isomorphism Φ̂ : W |U(s(φ))→W |U(t(φ)), which can used to push o(x)
forward. In particular φ defines a push forward φ∗ox. Recall that F is orientable
provided σ : OF → X∞ admits a global continuous section o with the property that
φ∗os(φ) = ot(φ) for all morphisms in X∞.
With other words o is a continuous section functor of σ . The choice of a specific
section functor o is called an orientation for F and denoted by oF . If |X∞| is con-
nected, we see that there is at most one orientation, and if F is orientable there are
precisely two possible orientations.
Relevant for our orientation discussion in the polyfold framework is Theorem 12.12
which we recall for convenience. We have adapted the notation to the current situa-
tion
Theorem 12.12. Assume (P : W → X ,µ) and (P′ : W ′→ X ′,µ ′) are strong bundles
over tame ep-groupoids and f¯ : W → W ′ is a generalized strong bundle isomor-
phism covering the generalized isomorphism f : X → X ′. We assume that F is an
sc-Fredholm section functor of P and denote by F ′ the push-forward sc-Fredholm
section.
(1) With σ and σ ′ being the orientation bundles, the generalized strong bundle iso-
morphism induces a fiber-preserving homeomorphism |f¯|∗ fitting into the follow-
ing commutative diagram
|OF | |f¯|∗−−−−→ |OF ′ |
|σ |
y |σ ′|y
|X∞| |f|−−−−→ |X ′∞|.
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The construction of |f¯|∗ is functorial.
(2) Assume that o is a continuous section functor of σ , so that in particular the
isotropy groups Gx, x ∈ X∞, act trivially on σ−1(x). Then f¯ defines naturally a
push-forward o′ = f¯∗o, which is a continuous section functor of OF ′ → X ′∞.

Now we are ready for the discussion of orientations for sc-Fredholm sections of
strong bundles over tame polyfolds. From Proposition 12.4 we can conclude the
following. Let P : W → X be a strong bundle over a tame ep-groupoid with a para-
compact orbit space and F is a sc-Fredholm section. We denote by σ : OF → X∞
the orientation bundle. Then F is orientable provided the following two conditions
hold.
(1) The continuous map |σ | : |OF | → |X∞| has above every class |x| precisely two
preimages.
(2) |σ | : |OF | → |X∞| admits a global continuous section.
A choice of section of |σ | then by definition is an orientation of F . An orientation for
[( f ,Γ ,W,F)] can be defined as a choice of orientation for a representative (W,F).
If we take another representative (W ′,F ′) we obtain via Theorem 12.12 an induced
orientation. Hence we see that there is a well-defined notion of orientation.
Definition 16.42. An orientation (if it exists) for a sc-Fredholm section f of the
tame strong polyfold bundle p : Y → Z consists of the choice of an orientation for a
representative (W,F). 
As a simple application we note the following result where we use generic pertur-
bations of f by sc+-multisections λ . For such a λ the maps θ = λ ◦ f : Z → Q+
defines branched suborbifold of Z and if f is oriented θ has a natural orientation.
This follows from the discussion in Section 15.4. See in particular Theorem 15.6
and the subsequent Definition 15.7.
Theorem 16.8. Let p : Y → Z be a strong polyfold bundle over the paracompact
polyfold Z with ∂Z = /0. Assume that f is an oriented sc-Fredholm section of p
with compact solution set. Suppose the Fredholm index is k. Let n : Z0,1 → R+ be
an auxiliary norm and U an open neighborhood of S f = {z ∈ Z | f (z) = 0} so that
(n,U) control compactness. Then, for given sc+-multisection λ controlled by (n,U),
so that f ,λ ) is in general position, the integral
∮
θ̂ τ for given closed sc-differential
k-form τ on Z is well-defined and independent of the perturbation λ . Moreover, the
integral only depends on the cohomology class [τ]. Here θ̂ is θ = λ ◦ f equipped
with the inherited orientation from f . 
We leave it to the reader to bring more of the results from Part III into the current
context. We just note that that as along as the definitions and results are invariant un-
der generalized strong bundle isomorphisms a result in the polyfold context can be
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obtained. In application it is usually advantageous to work in the ep-groupoid con-
text, however, sometimes the polyfold formulation allows for more compact state-
ments, in particular if the overhead is suppressed in the statements.
Part IV
Fredholm Theory in Groupoidal
Categories
In this part we shall bring the ep-groupoid theory into the more general framework of
groupoidal categories. First we shall develop the theory of sc-smooth structures on
a certain class of groupoidal categories, This is followed by a theory of sc-Fredholm
section functors. Finally we develop in Chapter 19 useful ideas to construct polyfold
structures in applications. For example the papers [14, 15] are build on this frame-
work. In [32] an application of the ideas to Gromov-Witten theory is outlined.
Chapter 17
Polyfold Theory for Categories
In this part we shall develop a theory of Fredholm functors for certain categories.
The hard work has already been done in the previous parts. The resulting theory is
very convenient in applications since it provides a transparent language with a large
body of results. The construction of symplectic field theory is an excellent example
for the use of this ‘categorical polyfold theory’. We refer the reader to [14] for the
illustration of the methods in this highly nontrivial example.
The motivated reader is also invited to turn the Gromov-Witten (GW) example into
the categorical framework. The reference [32] gives an outline of such a theory. The
paper [43] gives a complete and detailed construction of GW, however, the motiva-
tion of this paper was to discuss the issues and to show how they can be phrased and
dealt with in the polyfold framework. The aim was not to give an abstract stream-
lined proof in which important issues might not be as visible, since they are taken
care of by the ‘machinery’. Of course, once one has enough experience and knows
the inner workings of the machinery, it perfectly makes sense to use the technol-
ogy in a slick and stream-lined way, which is the approach to SFT in [14]. Using
ideas from [14], for example the construction functors for polyfolds, and some of
the technical work in [43], the theory in the current book allows a rather fast and
complete construction of the Gromov-Witten invariants.
In the following we assume the reader familiar with the material of Part I to Part III
and we allow ourselves at time to be sketchy if the constructions and arguments are
straight forward.
17.1 Polyfold Structures and Categories
The starting point is a categoryC with additional structures. Usually we shall denote
the object class associated toC by obj(C ) and the morphism class by mor(C ). How-
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ever, we sometimes find it convenient to abbreviate C = obj(C ) and C = mor(C ) if
the context is clear. We shall consider categories where every morphism is an iso-
morphism. In this case we can consider for every object α the class |α| of objects
isomorphic to α . The orbit space |C | of C is the class consisting of all isomorphism
classes of objects.
Definition 17.1. A GCT, where GC stands for groupoidal category and T for topol-
ogy, is given by a pair (C ,T ), where C is a category having the following three
properties.
(1) The orbit space |C | of the category C is a set.
(2) The set of morphisms between any two objects is finite.
(3) All morphisms are isomorphisms.
In addition T is a topology on the orbit set |C | which is metrizable. Instead of say-
ing (C ,T ) is a GCT we sometimes say it is groupoidal category with (metrizable)
topology, where it is understood that the topology is defined on the orbit space. We
also sometimes refer to the GCT C and suppress the topology in the notation. 
Our main goal is to define the notion of an sc-smooth structure on (C ,T ). It will
turn out that this is the starting point for a very rich theory, which is a mixture of
a generalized differential geometry, blended with nonlinear functional analysis and
category theory.
Definition 17.2. Given a M-polyfold O, a finite group G, and a group homomor-
phism γ : G→Diffsc(O), denote the associated group action by sc-diffeomorphisms
by
G×O→ O : (g,x)→ g∗ x, where g∗ x = γ(g)(x).
The translation groupoid Gn O associated to (O,G,γ) is the category with
obj(GnO) = O and mor(GnO) = G×O. The source and target maps are defined
by
s(g,x) = x and t(g,x) = g∗ x,
so that (g,x) is viewed as a morphism (g,x) : x→ g∗ x. 
One easily verifies that GnO is an ep-groupoid. For the following we note that
G\O = |GnO| is a metrizable space. Namely take any metric d′ on O and average
to obtain the metric d defined by
d(q,q′) =
1
|G| · ∑g∈G
d′(g∗q,g∗q′).
Then define d¯ on the quotient by
d¯([q], [q′]) := ming,g′∈Gd(g∗q,g′ ∗q′).
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The building blocks for our upcoming theory are given in the following definition.
Definition 17.3. Let C be a GCT and α an object in C . A local uniformizer for C
at α is a covariant functorΨ : GnO→ C such that the following holds.
(1) GnO is a translation groupoid associated to the M-polyfold O equipped with
an sc-smooth action by a finite group G, i.e. the data (O,G,γ).
(2) O is paracompact (and hence metrizable).
(3) The functor Ψ is injective on objects and there exists q0 ∈ O with Ψ(q0) = α .
MoreoverΨ is full and faithful, i.e. fully faithful.
(4) The induced map |Ψ | : G\O→ |C | is a homeomorphism onto an open neighbor-
hood U of |α| in |C |.
Associated to a local uniformizerΨ we have its footprint defined by
footprint(Ψ) = |Ψ(O)|,
which is an open subset of |C |. If O is tame we shall refer to Ψ as a tame local
uniormizer. 
Denote local uniformizers at objects α and α ′ byΨ andΨ ′.
Definition 17.4. The transition set M(Ψ ,Ψ ′) is defined as the weak fibered product
associated to the diagram
O Ψ−→ C Ψ ′←− O′.
It consists of all tuples (q,φ ,q′) ∈ O×C×O′ so that φ :Ψ(q)→Ψ ′(q′). 
We first note that given three objects we have the following structure maps for
associated local uniformizersΨ ,Ψ ′ andΨ ′′.
(1) The source and target maps s : M(Ψ ,Ψ ′) → O : (q,φ ,q′) → q and t :
M(Ψ ,Ψ ′)→ O′ : (q,φ ,q′)→ q′.
(2) The 1-map or unit map O→M(Ψ ,Ψ) : q→ (q,1Ψ(q),q)
(3) The inversion map M(Ψ ,Ψ ′)→M(Ψ ′,Ψ) : (q,φ ,q′)→ (q′,φ−1,q).
(4) The multiplication map M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′)→M(Ψ ,Ψ ′′) defined by
m((q′,φ ′,q′′),(q,φ ,q′)) = (q,φ ′ ◦φ ,q′′).
Denote the category of sets by SET. We shall write C− for the category obtained
from C by keeping all objects, but only allowing the identities as morphisms.
Definition 17.5. A uniformizer construction is given by a functor F : C−→ SET
which associates to an object α a set of local uniformizers F(α) at α . 
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Remark 17.1. Here are some remarks about functors F and the way they occur in
applications.
a) A unformizer construction appears in application usually as a well-defined recipe
for a construction involving for a given object α set-many choices resulting in the
set F(α).
b) In many circumstances we have more structure, namely F is in fact a functor
F : C → SET reflecting the often occurring feature that given an isomorphism φ :
α → α ′ one can establish a bijective correspondence between the choices available
for α and α ′, resulting in a bijection F(φ) : F(α)→ F(α ′).
c) In many cases, F(φ) even has a geometric interpretation and the following de-
scribes the additional structures which one might see. A frequent situation is as
follows. Given Ψ ∈ F(α) and φ : α → α ′ define Ψ ′ = F(φ)(Ψ). By construction
Ψ : GnO→ C and Ψ ′ : G′nO′ → C . Assume there exists a well-defined group
isomorphism γ(φ ,Ψ) : G→G′ and an equivariant sc-diffeomorphism σ(φ ,Ψ) : O→O′
defining an sc-diffeomorphic functor
σ¯(φ ,Ψ) := γ(φ ,Ψ)nσ(φ ,Ψ) : GnO→ G′nO′.
Having the functorsΨ andΨ ′ ◦ σ¯(φ ,Ψ) defined on GnO we assume that there is a
natural construction of a natural transformation
τ(φ ,Ψ) :Ψ →Ψ ′ ◦ σ¯(φ ,Ψ).
In particular, for q∈O the objectΨ(q) and the objectΨ ′(σ(φ ,Ψ)(q)) are isomorphic
via τ(φ ,Ψ)(q). For g ∈G the morphism (g,q) which inducesΨ(g,q) :Ψ(q)→Ψ(g∗
q) corresponds to Ψ ′(σ¯(φ ,Ψ)(g,q)) :Ψ ′(σ(φ ,Ψ)(q))→Ψ ′(σ(φ ,Ψ)(g ∗ q)). The latter
comes from the commutative diagram
Ψ(q)
Ψ(g,q)−−−−→ Ψ(g∗q)
τ(φ ,Ψ)(q)
y τ(φ ,Ψ)(g∗q)y
Ψ ′(σ(φ ,Ψ)(q))
Ψ ′(σ¯(φ ,Ψ)(g,q))−−−−−−−−→ Ψ ′(σ(φ ,Ψ)(g∗q))
In many cases the constructions (φ ,Ψ)→ σ(φ ,Ψ), (φ ,Ψ)→ γ(φ ,Ψ), and (φ ,Ψ)→
τ(φ ,Ψ) satisfy the following compatibilities
(1) σ(φ ′,F(φ)(Ψ)) ◦σ(φ ,Ψ) = σ(φ ′◦φ ,Ψ).
(2) γ(φ ′,F(φ)(Ψ)) ◦ γ(φ ,Ψ) = γ(φ ′◦φ ,Ψ).
(3) τ(φ ′,F(φ)(Ψ))(σ(ψ,Ψ)(q))◦ τ(φ ,Ψ)(q) = τ(φ ′◦φ ,Ψ)(q) for q ∈ O.

Definition 17.6. A polyfold structure for the GCT C consists of two constructions:
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(1) A uniformizer construction F : C−→ SET.
(2) A construction of a M-polyfold structure for every transition set M(Ψ ,Ψ ′),
whereΨ ∈ F(α) andΨ ′ ∈ F(α ′).
These two constructions satisfy the following compatibility conditions:
(a) The source and target maps
O s←−M(Ψ ,Ψ ′) t−→ O′
are local sc-diffeomorphisms.
(b) The unit map u : O → M(Ψ ,Ψ) and the inversion map ι : M(Ψ ,Ψ ′) →
M(Ψ ′,Ψ) are sc-smooth.
(c) The multiplication map M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′)→M(Ψ ,Ψ ′′) is sc-smooth.
We shall refer to (F,M) as a polyfold structure. If all local uniformizers associated
to F are tame, we shall call it a tame polyfold construction. A polyfold C consists
of a GCT C together with a polyfold structure (F,M) 
We can draw the following consequences from this definition.
Lemma 17.1. GivenΨ : GnO→S in F(α) withΨ(q) = α the map
Ψˆ : GnO→M(Ψ ,Ψ) : (g, p)→ (p,Ψ(g, p),g∗ p) (17.1)
is a sc-diffeomorphism. Moreover, for given (q,g,q) ∈M(Ψ ,Ψ), g ∈G =Gα , there
exists an open neighborhood U(q,g,q) characterized by the property that
s : U(q,g,q)→ O
is an sc-diffeomorphism. Further it holds that U(q,g,q)∩U(q,g′,q) = /0 for g 6= g′
and
M(Ψ ,Ψ) =
⋃
g∈G
U(q,g,q).
In addition it holds that t : U(q,g,q)→ O is given by t(p,φ , p′) = g∗ p.
Proof. By assumption Ψ : GnO → S is injective on objects and fully faith-
ful. If g ∈ G and p ∈ O then Ψ(g, p) : Ψ(p) → Ψ(g ∗ p) which implies that
(p,Ψ(g, p),g∗ p)∈M(Ψ ,Ψ). Moreover the map in (17.1) is injective sinceΨ is in-
jective on objects andΨ is faithful. Given p, p′ ∈O and (p,φ , p′)∈M(Ψ ,Ψ) the fact
thatΨ is full implies that there exists (g, p)withΨ(g, p) = φ which also implies that
g∗ p = p′. This shows that the map in (17.1) is a bijection. From s◦Ψˆ(g, p) = p we
conclude that Ψˆ is a local sc-diffeomorphism, since s has this property. Of course,
with Ψˆ being a bijection we conclude that it is a sc-diffeomorphism. Since {g}×O
is open in G×O we see that the map
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O→M(Ψ ,Ψ) : p→ (p,Ψ(g, p),g∗ p)
is an sc-diffeomorphism onto some open subset. which we shall denote by U(q,g,q).
We note that (q,g,q) ∈ U(q,g,q). It is clear that by construction U(q,g,q) and
U(q,g′,q) are disjoint if g 6= g′ and further that
M(Ψ ,Ψ) =
⋃
g∈G
U(q,g,q).
Clearly s : U(q,g,q)→ O has the form s(p,φ , p′) = p. From
Ψˆ(g, p) = (p,Ψ(g, p),g∗ p)
it follows that t ◦Ψˆ(g, p) = g∗ p implying that if (p,φ , p′)∈U(q,g,q) we must have
p′ = g∗ p and consequently t(p,φ , p′) = g∗ p. 
Assume we are given a polyfold structure (F,M) for C . We can connect this struc-
ture to the theory of ep-groupoids as follows. Using that |C | is a set andT a metriz-
able topology we can pick a set of uniformizers Ψ := (Ψλ )λ∈Λ covering the orbit
set of C , i.e.
|C |=
⋃
λ∈Λ
footprint(Ψλ ).
Recall that the footprints are open subsets. We shall refer toΨ as a covering set of
uniformizers, or just simply as a covering set. By definition Ψλ : Gλ nOλ → C ,
and we associate to this family the M-polyfolds
X =
⊔
λ∈Λ
Oλ and X =
⊔
(λ ,λ ′)∈Λ×Λ
M(Ψλ ,Ψλ ′).
We define source and target maps s, t : X → X by associating to (qλ ,φ ,qλ ′) the
objects
s(qλ ,φ ,qλ ′) = qλ and t(qλ ,φ ,qλ ′) = qλ ′ .
These maps are local sc-diffeomorphisms, since (F,M) defines a polyfold structure.
It follows immediately that the global inversion map ι : X → X : (qλ ,φ ,qλ ′)→
(qλ ′ ,φ−1,qλ ) is an sc-diffeomorphism and the unit map u : X → X is sc-smooth.
Since s and t are local sc-diffeomorphisms, X s×tX has a natural M-polyfold struc-
ture and it follows that the multiplication map is sc-smooth. In summary the family
Ψ defines a small category X = XΨ where the object and morphism set carry M-
polyfold structures for which the standard structure maps are sc-smooth and s and t
are local sc-diffeomorphisms. However, more is true.
Theorem 17.1. Let (F,M) be a polyfold construction for the GCT C . Then the small
category XΨ associated to the covering set of uniformizers Ψ has the structure of
an ep-groupoid. If (F,M) is tame then XΨ is a tame ep-groupoid.
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Proof. It suffices to verify the properness property. We find an open neighborhood
V = V (qλ ) ⊂ Oλ so that V admits the natural action of the stabilizer group Gqλ
of gλ and |Ψλ | : Gqλ \V → |Ψλ (V )| is a homeomorphism. Since |C | is metrizable
it is in particular normal and we find an open neighborhood W of |Ψλ (qλ )| with
cl|C |(W )⊂ |Ψλ (V )|. Define U ⊂ Oλ to consist of all pλ satisfying
|Ψλ (pλ )| ∈W.
Then U is an open neighborhood of qλ in Oλ and we shall show that it has
the desired properties. Assume that (qk,φk, pk) is a sequence of elements in X
such that qk ∈ clX (U) and (pk) belongs to a compact subset K in X . After per-
haps taking a subsequence we may assume that pk ∈ Oλ ′ and pk → p0. Since
|Ψλ (qk)| = |Ψλ ′(pk)| → |Ψλ ′(p0)| it follows that |Ψλ ′(p0)| ∈ cl|C |(W ) ⊂ V . Using
that
|Ψλ | : Gqλ \V → |Ψλ (V )|
is a homeomorphism we conclude that a subsequence of (qk) is convergent. 
In view of the theorem we can associate to a covering set of uniformizers Ψ :=
(Ψλ )λ∈Λ an ep-groupoid XΨ . In addition, we can define a functor
ΓΨ : XΨ → C
by associating to qλ ∈ Oλ the object Ψλ (qλ ) and to a morphism (qλ ,φ ,qλ ′) the
morphism φ .
Lemma 17.2. The functor ΓΨ : XΨ → C is an equivalence of categories and |ΓΨ | :
|XΨ | → |C | is a homeomorphism.
Proof. Since the footprints cover |C | it follows that ΓΨ is essentially surjective, i.e.
for every object α in C there exists x ∈ XΨ and φ ∈C satisfying
ΓΨ (x)
φ−→ α.
Given two objects qλ ,qλ ′ the map
ΓΨ : X (qλ ,qλ ′)→ C(Ψλ (qλ ),Ψλ ′(qλ ′))
is trivially a bijection. This shows that ΓΨ is an equivalence of categories. From this
it follows immediately that |ΓΨ | is a bijection. Since the Ψλ are uniformizers we
infer that |ΓΨ | is a homeomorphism. 
Given a polyfold structure (F,M) for the GCT C the above discussion shows that
we can construct an sc-smooth small category XΨ with some additional features,
i.e. an ep-groupoid, and an equivalence of categories to C . The construction of XΨ
involved choices. However, as we shall see next, the results of two different choices
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are (sc-smoothly) Morita-equivalent in a canonical way, i.e. there exists a canonical
generalized isomorphism
f : XΨ → XΨ ′
compatible, in some sense, with the equivalences ΓΨ and ΓΨ ′ . In order to see this
assume that Ψ and Ψ ′ are two covering sets of uniformizers associated to (F,M).
Then the union Ψ ′′ also has footprints covering the orbit space. We obtain natural
inclusion functors
XΨ
A−→ XΨ ′′ and XΨ ′ A
′−→ XΨ ′′ .
One readily verifies that A and A′ are sc-smooth equivalences between ep-groupoids.
We also note that
ΓΨ = ΓΨ ′′ ◦A and ΓΨ ′ = ΓΨ ′′ ◦A′.
We take the weak fibered product XΨ ×XΨ ′′ XΨ ′ associated to the diagram
XΨ
A−→ XΨ ′′ A
′←− XΨ ′ .
This is an ep-groupoid and the projections onto the factors give equivalences of
ep-groupoids resulting in the diagram
d : XΨ
pi1←− XΨ ×XΨ ′′ XΨ ′
pi2−→ XΨ ′ . (17.2)
This diagram d defines a generalized isomorphism [d] : XΨ → XΨ ′ . One also verifies
easily that |ΓΨ ′ |◦|[d]|= |ΓΨ | and we can summarize the discussion as follows, where
we appeal to the definition of a polyfold structure on a topological space as given in
Definition 16.1.
Theorem 17.2. The construction associating to a covering set of uniformizers Ψ
the ep-groupoid XΨ produces for different families Ψ and Ψ ′ ep-groupoids and a
natural generalized isomorphism
f : XΨ → XΨ ′ ,
which is the identity if Ψ =Ψ ′. If f is associated to (Ψ ,Ψ ′) and f′ to (Ψ ′,Ψ ′′),
then f′ ◦ f is associated to (Ψ ,Ψ ′′). The generalized isomorphism f : XΨ → XΨ ′
associated to (17.2) satisfies |ΓΨ ′ | ◦ |f| = |ΓΨ |. Consequently the pairs (XΨ , |ΓΨ |)
define equivalent polyfold structures on the metrizable space |C | and consequently
|C | is naturally a paracompact polyfold. 
In view of this theorem we can associate to a polyfold structure for the GCT C a
polyfold structure for the underlying metrizable space |C |. With other words we
have a forgetful functor
(GCT-polyfold C )  (Paracompact topological polyfold |C |).
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This procedure loses the algebraic knowledge of the underlying category structure,
but keeps some information about it in the form of the Morita equivalence class of
ep-groupoids. Theorem 17.2 is important for constructions in the categorical context
since it allows to transfer any notion which behaves well with respect to generalized
isomorphisms. Since the arguments are usually straight forward we allow ourselves
to be sketchy at times.
Remark 17.2. Assume that X and X ′ are ep-groupoids constructed from covering
familiesΨ andΨ ′. We denote by X ′′ the ep-groupoid associated to the union of the
two covering families. The weak fibered product X ×X ′′ X ′ has as objects the tuples
(qλ ,(qλ ,φ ,q′λ ′),q
′
λ ′), where qλ is an object in Oλ , q
′
λ ′ ∈ O′λ ′ , and (qλ ,φ ,q′λ ′) is a
morphism in X ′′ between qλ and q′λ ′ . We define
τ : X×X ′′ X ′→C : (qλ ,(qλ ,φ ,q′λ ′),q′λ ′)→ φ
which associates to an object in X ×X ′′ X ′ a morphism in C . It turns out that τ is a
natural transformation between Γ ◦pi1 and Γ ′ ◦pi2 which define equivalences
X×X ′′ X ′→ C .

In the following we shall carry over parts of the discussion of ep-groupoids and
the concepts which are compatible with generalized isomorphisms. With C being
equipped with a polyfold structure we obtain a filtration Ci for i ∈ N. Namely we
can pick for an object α a uniformizerΨ ∈ F(α), and writing α =Ψ(q) with q ∈O
we can say that α has regularity i ∈ N∪{∞} provided q ∈ Oi. Of course, if i < k
and q ∈ Ok it also has regularity i. Usually, for constructions it only matters that
an object has a sufficient amount of regularity, or is smooth, i.e. belongs to all Oi.
We can define reg(α) ∈ N∪{+∞} as the maximal i (including ∞) such that α has
this regularity. This all is well-defined, independent of the choice of Ψ ∈ F(α). If
α and α ′ are isomorphic they have the same regularity. This follows from the fact
that s and t are local sc-diffeomorphisms. As a consequence we obtain a regularity
filtration
C∞→ ...→ Ci→ Ci−1...→ C0 = C ,
which also descends to isomorphism classes. As in the case of M-polyfolds or ep-
groupoids the full subcategory Ci for a i∈N has a natural polyfold structure as well.
To see this we start with the equivalence
ΓΨ : XΨ → C ,
which induces the homeomorphism |ΓΨ | : |XΨ | → |C |. As we already have seen |X |
is metrizable and in particular paracompact. This implies that |X i| is paracompact
and therefore metrizable and consequently |Ci| has a natural metrizable topology,
see Section 7.3 for the relevant discussion. In particular C1 is a GCT. Define
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F1 : C1→ SET
by associating to α the collection F1(α) of all Ψ 1 : GnO1 → C1. Here Ψ 1 is
obtained fromΨ by lifting the index by 1. We define forΨ 1 andΨ ′1 the M-polyfold
MF1(Ψ 1,Ψ
′1) as follows
MF1(Ψ
1,Ψ
′1) := (M(Ψ ,Ψ ′))1,
with the natural identification, observing that the right-hand side has a natural M-
polyfold structure. The following result is obvious.
Theorem 17.3. Given the polyfold structure (F,M) for C the full subcategory C1 is
in a natural way a GCT and, moreover, has the natural polyfold structure (F1,MF1).

If C is equipped with a polyfold structure we shall write C 1 for the category C1
equipped with the induced natural polyfold structure. We also define
C i+1 := (C i)
1
.
Definition 17.7. Assume C is equipped with a polyfold structure. The degeneracy
functor
d : C → N
is defined by d(α) := dO(q), where Ψ ∈ F(α) and Ψ(q) = α . Here dO is the de-
generacy index on O, where Ψ : GnO→ C . The boundary ∂C of C is the full
subcategory associated to objects of degeneracy at least 1. 
17.2 Tangent Construction
In this section we shall introduce the tangent construction, which associates to a
GCT C a GTC TC together with a projection functor
P : TC → C 1
and equips TC → C 1 with the structure of a so-called polyfold bundle, which in-
duces the already given structure on C 1. A polyfold bundle is a weaker notion than
that of a strong bundle in the categorical context, introduced later in Section 17.6.
Given an object α in C1 we pickΨ ,Ψ ′ ∈ F(α), written as
Ψ : GnO→ C and Ψ ′ : GnO′→ C ,
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and consider tuples (α,Ψ ,h), with h∈ TqO andΨ(q) = α , and similarly (α,Ψ ′,h′),
with h′ ∈ Tq′O′, where by q′ ∈ O′ we denote the point satisfying Ψ ′(q′) = α . We
shall define a notion of equivalence for two such tuples (α,Ψ ,h) and (α,Ψ ′,h′).
In order to do so we fix the tuple (q,1α ,q′) ∈M(Ψ ,Ψ ′), and using that the source
and target maps s and t are local sc-diffeomorphisms we find open neighborhoods
U(q), U(q′) and U(q,1α ,q′) such that
s : U(q,1α ,q′)→U(q) and t : U(q,1α ,q′)→U(q′)
are sc-diffeomorphisms defining an sc-diffeomorphism σ :U(q)→U(q′) by σ(p)=
t ◦ (s|U(q,1α ,q′))−1(p). We declare (α,Ψ ,h) and (α,Ψ ′,h′) to be equivalent, i.e.
(α,Ψ ,h)∼ (α,Ψ ′,h′),
provided
Tσ(q)h = h′.
Lemma 17.3. “∼” defines an equivalence relation on the tuples (α,Ψ ,h).
Proof. Clearly (α,Ψ ,h)∼ (α,Ψ ,h) since for (q,1α ,q) the local sc-diffeomorphism
σ is the identity. The symmetry of the relation, i.e. (α,Ψ ,h) ∼ (α,Ψ ′,h′) implies
(α,Ψ ′,h′) ∼ (α,Ψ ,h), follows from the fact that the local sc-diffeomorphisms as-
sociated to (q,1α ,q′) and (q′,1α ,q) are inverse to each other. For the transitivity
property consider (α,Ψ ,h)∼ (α,Ψ ′,h′) and (α,Ψ ′,h′)∼ (α,Ψ ′′,h′′). Then with σ
corresponding to (q,1α ,q′) and σ ′ to (q′,1α ,q′′) we have
h′ = Tσ(q)(h) and h′′ = Tσ(q′)(h′).
This implies h′′ = Tσ(q′)◦Tσ(q)(h). We note that for p near q it holds that
σ ′ ◦σ(p) = t ◦ (s|U(q′,1α ,q′′))−1 ◦ t ◦ (s|U(q,1α ,q′))−1(p)
= t ◦ (s|U(q,1α ,q′′))−1(p)
= σ ′′(p)
which implies that h′′ = Tσ ′′(q)(h) and proves our assertion. 
We shall write [α,Ψ ,h] for the equivalence class containing (α,Ψ ,h).
Definition 17.8. Let C be a GCT equipped with a polyfold structure. Given an
object α in C1 we call an equivalence class [α,Ψ ,h], where Ψ ∈ F(α), say
Ψ : GnO→ C , and h ∈ TqO withΨ(q) = α a tangent vector at α . 
Note that α needs to be of regularity one in order to be able to talk about tangent
vectors.
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Definition 17.9. Given a GCT C equipped with a polyfold structure, we define for
an object α of regularity 1 the tangent space TαC as the set of equivalence classes
[α,Ψ ,h]. 
The set TαC carries the structure of a real vector space by setting
[α,Ψ ,h]+λ [α,Ψ ,k] = [α,Ψ ,h+λk].
We can equip TαC with the structure of a Banach space by requiring that the linear
bijection
SΨ : TαC → TqO : [α,Ψ ,h]→ h
is a topological linear isomorphism. The Banach space structure on TαC does not
depend on the choice ofΨ ∈ F(α), since SΨ ′ ◦S−1Ψ (h) = Tσ(q)(h) is a topological
linear isomorphism. We also note that for smooth objects TαC is naturally a sc-
Banach space. Hence we obtain the following result.
Proposition 17.1. Given a GCT C equipped with a polyfold structure (F,M), there
exists for every α in C1 a natural associated Banach space TαC called the tangent
space at α . In case that α is smooth TαC has a natural sc-structure. 
At this point we have a construction which, starting with a GTC C equipped with
a polyfold structure, associates to every objects α ∈ C1 a Banach space TαC . We
shall show that this extends to a functor C1 → Ban, where Ban is the category of
Banach spaces with the morphisms being topological linear isomorphisms.
For this assume that φ : α → α ′ is an isomorphism belonging to level 1 and let
[α,Ψ ,h] be an element in TαC . We consider the transition M-polyfold M(Ψ ,Ψ ′)
and pick q0 ∈ O satisfyingΨ(q0) = α and q′0 withΨ ′(q′0) = α ′. Take open neigh-
borhoods U(q0), U(q0,φ ,q′0), and U(q
′
0) such that s : U(q0,φ ,q
′
0)→ U(q0) and
t : U(q0,φ ,q′0)→U(q′0) are sc-diffeomorphisms. Then σ : U(q0)→U(q′0) defined
by
σ(q) = t ◦ (s|U(q0,φ ,q′0))−1(q)
is an sc-diffeomorphism satisfying σ(q0) = q′0. We define Tφ : TαC → Tα ′C by
Tφ([α,Ψ ,h]) = [α ′,Ψ ′,Tσ(q0)(h)].
Assume next that ψ : α ′→ α ′′ and pickΨ ′′ ∈ F(α ′′). Then, with the obvious nota-
tion
Tψ(Tφ([α,Ψ ,h])) = Tψ([α ′,Ψ ′,Tσ(q0)(h)])
= [α ′′,Ψ ′′,Tσ ′(q′0)(Tσ(q0)(h))] = [α
′′,Ψ ′′,Tσ ′′(q0)(h)].
Summarizing, we obtain the following result.
Proposition 17.2. Given a GCT C equipped with a polyfold structure (F,M) there
exists a well-defined functor
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µC : C1→ Ban,
which associates to an object α on level 1 the Banach space TαC and to a morphism
φ : α → α ′ the linear isomorphism Tφ . 
As we shall see next the tangent spaces TαC fit in some sense sc-smoothly together.
The category TC , which we are going to define, will have as objects all the equiva-
lence classes [α,Ψ ,h], where α varies over C1. We shall use the functor µC to carry
out the construction. As obvious data we have the projection functor P : TC → C1,
which for the moment is only defined on the object level by
P([α,Ψ ,h]) = α. (17.3)
As morphisms we take the tuples ([α,Ψ ,h],φ ,Tφ([α,Ψ ,h])), where α is an object
in C1, [α,Ψ ,h] ∈ TαC and φ is a morphism in C with s(φ) = α and t(φ) = α ′. We
view the morphism as
([α,Ψ ,h],φ ,Tφ([α,Ψ ,h])) : [α,Ψ ,h]→ Tφ([α,Ψ ,h]),
so that
s([α,Ψ ,h],φ ,Tφ([α,Ψ ,h])) = [α,Ψ ,h]
t([α,Ψ ,h],φ ,Tφ([α,Ψ ,h])) = Tφ([α,Ψ ,h]).
For convenience of notation we shall often write a tangent vector [α,Ψ ,h] as h¯ and a
morphism ([α,Ψ ,h],φ , [α ′,Ψ ′,h′]) asΦ orΦ : h¯→ h¯′, or (h¯,φ , h¯′), or (h¯,φ ,Tφ(h¯)),
which depends on the situation. We define P on morphisms as
P(h¯,φ , h¯′) = φ ,
which together with (17.3) defines a functor
P : TC → C1. (17.4)
Consider any object α belonging to C1 and pickΨ ∈ F(α) which we write as
Ψ : GnO→ C .
We define with τ : TO→O1 being the sc-smooth bundle projection the tangent TΨ ,
say
TΨ : GnTO→ TC (17.5)
by
TΨ(h) = [Ψ(τ(h)),Ψ ′,Tσ(h)].
HereΨ ′ ∈ F(τ(h)) and σ is the local sc-diffeomorphism associated to the element
(τ(h),1Ψ(τ(h)),q′) ∈ M(Ψ ,Ψ ′), where Ψ ′(q′) =Ψ(τ(h)). The definition involves
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the choice of aΨ ′ for every p = τ(h), but as we shall see it is independent of such a
choice since it is compensated for by σ , which changes withΨ ′. Given a morphism
(g,h) : h→ g∗h in GnTO, say h ∈ TqO, we define TΨ(h)→ T (Ψ(g,q))(TΨ(h))
by
TΨ(g,h) = (TΨ(h),Ψ(g,q),T (Ψ(g,q))(TΨ(h))).
Note that the morphism Ψ(g,q) :Ψ(q)→Ψ(g ∗ q) for q ∈ O1 has the associated
tangent operator
T (Ψ(g,q)) : TΨ(q)C → TΨ(g∗q)C ,
introduced in Proposition 17.2.
Lemma 17.4. TΨ : GnTO→ TC is well-defined.
Proof. Assume p ∈ O1 is fixed and pick Ψ ′,Ψ ′′ ∈ F(Ψ(p)). With G′ being the
isotropy group ofΨ(p) and writing
Ψ ′ : G′nO′→ C and Ψ ′′ : G′nO′′→ C
consider the points q′ ∈ O′ and q′′ ∈ O′′ satisfying Ψ ′(q′) =Ψ ′′(q′′) =Ψ(p). The
local sc-diffeomorphism σ with σ(p) = q′ is associated by the usual construction
to (p,1Ψ(p),q′) ∈M(Ψ ,Ψ ′) and σ ′ with σ ′(p) = q′′ to (p,1Ψ(p),q′′) ∈M(Ψ ,Ψ ′′).
Consider with β =Ψ(p) the tuples
(β ,Ψ ′,Tσ(p)(h)) and (β ,Ψ ′′,Tσ ′(p)(h)).
These tuples are equivalent since with σ ′′ associated to (q′,1β ,q′′) ∈M(Ψ ′,Ψ ′′) we
have that
σ ′′ ◦σ = σ ′ near p.
Hence Tσ ′′(q′)Tσ(p) = Tσ ′(p), which implies that
[β ,Ψ ′,Tσ(p)(h)] = [β ,Ψ ′′,Tσ ′(p)(h)].
Therefore TΨ is well-defined. 
Assume thatΨ1 ∈ F(α) andΨ2 ∈ F(α ′), which can be written as
Ψ1 : GnO→ C and Ψ2 : G′nO′→ C
are given. For (o,φ ,o′) ∈M(Ψ1,Ψ2) we can pick open neighborhoods
U(o), U(o,φ ,o′) and U(o′)
such that
s : U(o,φ ,o′)→U(o) and t : U(o,φ ,o′)→U(o′)
are sc-diffeomorphisms. There exists a well-defined map U(o) 3 q→ φq such that
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(s|U(o,φ ,o′))−1(q) = (q,φq,σ(q)),
where σ(q) = t ◦ (s|U(o,φ ,o′))−1(q). The existence of this well-defined map is,
of course, a consequence of having a polyfold structure on C . Hence we have the
assignment
q 
[
Ψ1(q)
φq−→Ψ2(σ(q))
]
for q ∈U(o).
Using this assignment we lift it to the tangent level by defining
k 
[
TΨ1(k)
Tφq−−→ TΨ2(Tσ(k))
]
for k ∈ TqU(o), q ∈U(o)1. (17.6)
We note that all the ingredients are well-defined and the diagrams, which depend on
q, make sense. We record (17.6) as having the family of morphisms in TC given as
k→Φk := (TΨ1(k),φτ(k),TΨ2(Tσ(k))) for k ∈ TU(o).
The tuples (k,Φk,Tσ(k)) belong to M(TΨ1,TΨ2) and we obtain the map
TU(o)→M(TΨ1,TΨ2) : k→ (k,Φk,Tσ(k)). (17.7)
Lemma 17.5. The following holds.
(1) The construction of a map as in (17.7) can be done for all (o,φ ,o′) ∈M(Ψ1,Ψ2)
on level 1, and consequently every element in M(TΨ1,TΨ2) lies in the image of
such a map.
(2) Consider two such maps TU(o) → M(TΨ1,TΨ2) : k → (k,Φk,Tσ(k)) and
TU(o1)→M(TΨ1,TΨ2) : k→ (k,Φ1k ,Tσ ′(k)). If the images of these maps in-
tersect nontrivially, the transition map has the form k→ k.
Proof. (1) is obvious. In order to prove (2) assume the images intersect. In this case
we find k0 ∈ TU(o)∩TU(o′) such that
(k0,Φk0 ,Tσ(k0)) = (k0,Φ
1
k0 ,Tσ
′(k0)).
Underlying is the identity (q0,φq0 ,σ(q0)) = (q0,φ
′
q0 ,σ
′(q0)), where q0 = τ(k0).
This implies that the data near q0 coincides as well (using the properties of a poly-
fold structure on C ) and the definitions. Consequently the transition map is the
identity. 
As a consequence we can view the maps k→ (k,Φk,Tσ(k)) as inverses of charts
which are sc-smoothly compatible. There is a uniquely defined topology T on
M(TΨ1,TΨ2) making these maps homeomorphisms onto open sets.
Definition 17.10. Let Ψi ∈ F(αi) for i = 1,2. Then the topology T defined on
M(Ψ1,Ψ2) is called the natural topology.
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The natural topology has very good properties.
Proposition 17.3. The natural topology T on M(TΨ1,TΨ2) is metrizable. The
source and target maps are local homeomorphisms. The inversion maps are home-
omorphisms and the unit maps as well as the multiplication maps are continuous.
Proof. We first shall proof that T is metrizable. Using the Nagata-Smirnov Theo-
rem it suffices to show that T is Hausdorff, regular, locally metrizable, and para-
compact.
Hausdorff: For j = 1,2 let (k j,Φ j,k′j) be two different points in M(TΨ1,TΨ2). We
find two natural maps
TU(oi)→M(TΨ1,TΨ2) : k→ (k,Φ ik,Tσi(k))
for i = 1,2. If the images are disjoint we obtain immediately disjoint open neigh-
borhoods. If the images intersect the transition map is of the form k→ k and we
may assume that the two natural maps coincide. Since k1 6= k2 we find disjoint open
neighborhoods in TU(o) and the images of these neighborhoods provided us with
disjoint open neighborhoods.
Local Metrizibility: Since M(TΨ1,TΨ2) is locally homeomorphic to a M-polyfold
via the source map s it is locally metrizable.
Regularity: Take a point (k,Φ ,k′) and a closed subset A of M(TΨ1,TΨ2) not con-
taining this point. We find an open neighborhood U(k,Φ ,k′) and an open neighbor-
hood U(k) so that
s : U(k,Φ ,k′)→U(k) is an sc-diffeomorphism.
Since TO is metrizable we can find an open neighborhood W (k) ⊂ TO with
clTO(W (k))⊂U(k) and we can take a continuous function β : U(k)→ [0,1] which
takes the value 0 at k and the value 1 on U \ clTO(W ). If (h,Φ ′,h′) ∈U(k,Φ ,k′) we
define β¯ (h,Φ ′,h′)= β (h) and otherwise it takes the value 1. This map is continuous.
Paracompactness: Consider the local homeomorphism s : M(Ψ1,Ψ2)→O. For ev-
ery q ∈ O there exist only a finite number of points lying above it. Hence we find
finitely many open sets U1, ...,Uk(q) in M(Ψ1,Ψ2) and an open neighborhood U(q)
so that
s : Ui→U(q)
is an sc-diffeomorphism. Since O is metrizable and therefore paracompact we find
a locally finite covering (Kλ )λ∈Λ of O consisting of closed sets so that Kλ ⊂
U(qλ ). Then we take the preimages and obtain K˜λ ,i, where λ varies in Λ and
i ∈ {1, ...,k(qλ )}. Then the K˜λ ,i are paracompact closed subsets of M(TΨ1,TΨ2).
The whole collection (K˜λ ,i) is a covering of M(TΨ1,TΨ2) by closed sets. The cov-
ering is also locally finite. Hence the Hausdorff topological space M(TΨ1,TΨ2) has
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been written as a locally finite covering of closed paracompact sets. This implies
paracompactness of M(TΨ1,TΨ2) since it is Hausdorff and regular.
The verification of the properties of the structure maps is straight forward. 
Having the topology in place we can equip M(TΨ1,TΨ2) with a M-polyfold struc-
ture.
Proposition 17.4. The metrizable spaces M(TΨ ,TΨ ′) have natural M-polyfold
structures for which the maps s : M(TΨ ,TΨ ′)→ TO and t : M(TΨ ,TΨ ′)→ TO′
are local sc-diffeomorphisms, the inversion map
M(TΨ ,TΨ ′)→M(TΨ ′,TΨ)
is an sc-diffeomorphism and the unit map and multiplication maps are sc-smooth.
Proof. We use the maps TU(o)→ M(TΨ1,TΨ2) : k→ (k,Φτ(k),Tσ(k)) as charts
and since the transition maps are identities we obtain a M-polyfold structure. With
this definition all source maps are sc-smooth and local sc-diffeomorphisms. A target
map t in local coordinates has the form
k→ Tσ(k)
and this expression is sc-smooth and a local sc-diffeomorphism. The other maps
have also local expressions which are sc-smooth. We leave the details to the reader.

Starting with a a GCT C equipped with a polyfold structure (F,M) we described
several constructions. The first construction defines a groupoidal category TC to-
gether with a functor P : TC → C1 so that the fibers P−1(α) are Banach spaces. We
shall show soon that |TC | carries a natural metrizable topology. A second construc-
tion associates toΨ ∈ F(α) with α ∈ C1, sayΨ : GnO→ C a functor
TΨ : GnTO→ TC .
A third construction associates toΨ andΨ ′ as just described a natural M-polyfold
structure on M(TΨ ,TΨ ′). The canonical map
M(TΨ ,TΨ ′)→M(Ψ 1,Ψ ′1) : (k,(TΨ(k),φ ,TΨ ′(k′)),k′)→ (τ(k),φ ,τ ′(k))
is sc-smooth since in suitable local coordinates it takes the form
k→ τ(k).
This is a bundle situation for which we have a natural system of charts. Pick (o,φ ,o′)
on level 1. Then we find open neighborhoods U(o,φ ,o′) and U(o) in M(Ψ ,Ψ ′) and
O such that s : U(o,φ ,o′)→U(o) is an sc-diffeomorphism. We lift the level by one
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and obtain the sc-diffeomorphism s : U(o,φ ,o′)1 →U(o)1 which we may take as
(M-polyfold valued) chart. Then we obtain the commutative diagram
M(TΨ ,TΨ ′)|U(o,φ ,o′)1 s−−−−→ TU(o)y τy
U(0,φ ,o′)1 s−−−−→ U(o)1,
which defines a bundle chart. We also have the commutative diagram
GnTO TΨ−−−−→ TCy y
GnO1 Ψ
1−−−−→ C 1,
where on the bottom we have a unformizer for the polyfold C 1. In order to see this
diagram as a bundle uniformizer we need to equip |TC | with a metrizable topology.
The collection of isomorphism classes in TC is a set, and as we shall see next the
orbit space |TC | carries a natural metrizable topology.
Proposition 17.5. The orbit space |TC | carries a natural metrizable topology. In
particular TC is in a natural way a GCT. Moreover |P| : |TC |→ |C1| is continuous.
(Recall that C1 is a GCT.)
Proof. Pick a covering familyΨ and construct the associated ep-groupoid X = XΨ
together with the natural equivalence
Γ := ΓΨ : X → C ,
which induces a homeomorphism between the orbit spaces. Then X is a metrizable
ep-groupoid implying that T X is a metrizable ep-groupoid, see Section 8.1. We
define
TΓ : T X → TC (17.8)
as follows. Recall that the object M-polyfold is the disjoint union of Oλ , and qλ ∈
Oλ is mapped by Γ to the object Ψλ (qλ ). With α =Ψλ (qλ ) pick Ψ ∈ F(α) and
assume that α is on level one. Assuming that Ψ(q) = α we obtain the element
(qλ ,1α ,q) ∈M(Ψλ ,Ψ) and as before the sc-diffeomorphism
σ : (U(qλ ),qλ )→ (U(q),q).
Then we define for hλ ∈ Tqλ Oλ
TΓ (hλ ) = [Ψλ (qλ ),Ψ ,Tσ(qλ )(hλ )].
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Passing to orbit spaces we obtain the bijection
|TΓ | : |T X | → |TC |.
The orbit space |T X | has a natural metrizable topology since X is metrizable, see
Theorem 8.4, and consequently defines a metrizable topology on |TC |. It is easily
verified that the definition of the topology on |TC | does not depend on the choice
of the covering familyΨ . 
Hence, starting with (F,M) for the GCT C we have constructed a GCT TC together
with P : TC → C1 which induces a continuous map between orbit spaces. We also
constructed a functor T F : C−1 → SET which associates to α the set T F(α) con-
sisting of all TΨ withΨ ∈ F(α). These we view as the commutative diagrams
GnTO TΨ−−−−→ TCy Py
GnO1 Ψ
1−−−−→ C1.
The top horizontal map is fiber-wise a topological linear isomorphism. Passing to
orbit spaces |TΨ | and |Ψ 1| become homeomorphisms onto open sets. In addition we
have a construction M which associates to TΨ1 and TΨ2 the structure of a bundle
over an M-polyfold
M(TΨ1,TΨ2)→M((Ψ1)1,(Ψ2)1).
We associate to α the collection T F(α) of all TΨ , whereΨ varies in F(α). In this
way we keep track of the bundle structure and we obtain the construction (T F,M)
for the diagram TC → C1 between GCT’s and equip this with a polyfold bundle
structure. Then T F : C−1 → SET is a functor.
A slightly weaker construction produces the functor T FP := T F ◦P : TC → SET.
Here we forget about the bundle structure and just consider the GCT TC . The poly-
fold structure T FP associates to k ∈ TαC the set T F(P(k)) consisting of all TΨ ,
where Ψ varies over Ψ ∈ F(α). Hence, if k,k′ ∈ TαC it holds that T F(P(k)) =
T F(P(k′)) and consequently T FP : TC → SET.
Summarizing the construction we obtain the following result.
Theorem 17.4. Let C be a GCT equipped with a polyfold structure (F,M). Then
there exists a natural construction of a category TC called the tangent category
and a simultaneous polyfold structure for TC → C1 denoted by (T F,M).
We can visualize the two different constructions as follows
C  TC This associates to a polyfold another one.
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The bundle view-point is represented by the following diagram
C  
TC
P
y
C 1
This associates to a polyfold a polyfold bundle.
Remark 17.3. There are many constructions and notions we can carry over from the
M-polyfold or ep-groupoid situation. Let C be a polyfold and α a smooth object.
Then the tangent TαC is an sc-Banach space. We can define the partial cone CαC ⊂
TαC and the reduced tangent space T Rα C following Definition 2.15. These can be
defined in the obvious way for an sc-smooth model X and pushed forward via TΓ ,
where Γ : X → C is the associated equivalence. In the case that C is tame the
partial cone will be a partial quadrant and we can define what it means that a finite-
dimensional linear subspace is in good position to CαC . 
17.3 Subpolyfolds
Let the GCT C be equipped with a polyfold structure (F,M).
Definition 17.11. A subpolyfold A of C is a saturated full subcategory such that
for an object α in A and Ψ ∈ F(α), say Ψ : GnO→ C , the set of all objects
AΨ ⊂ O withΨ(A)⊂A is a sub-M-polyfold of O. 
Although the definition seems to require to check the properties of A with respect
to all Ψ , a collection which is not even a set in general, this is not true. In fact, it
only has to be checked with respect any covering familyΨ . In this spirit we give an
alternative definition.
Definition 17.12 (Alternative Definition of subpolyfold). Let the GCTC be equip-
ped with a polyfold structure (F,M). A saturated full subcategory A is subpoly-
fold provided for a suitable sc-smooth local model XΨ with natural equivalence
ΓΨ : XΨ → C the preimage A under ΓΨ is an ep-subgroupoid in the sense of Defini-
tion 7.10. 
Remark 17.4. Note that the choice of XΨ in the definition does not matter. We leave
it to the reader to verify that the two given definitions of a subpolyfold are equiva-
lent. 
Given a subpolyfold A of C we shall show next that it inherits from the structure
on C a natural polyfold structure. For every object α andΨ ∈ F(α)
17.3 Subpolyfolds 593
Ψ : GnO→ C
defineΨA : GnAΨ →A as the restriction ofΨ . ClearyΨA is injective on objects
and fully faithful. Moreover, we have the commutative diagram
|GnAΨ | |ΨA |−−−−→ |A |y y
|GnO| |Ψ |−−−−→ |C |
where the horizontal maps are homeomorphic maps onto the open images, and the
vertical maps are topological embeddings, which in fact is even true level-wise.
Hence every ΨC is a uniformizer. We obtain a functor FA : A − → SET which
associates to an object α the set of unifomizers FA (α) consisting of allΨA , where
Ψ varies in F(α). Given two uniformizersΨA andΨ ′A associated to objects α and
α ′ in A we consider the associated transition set M(ΨA ,Ψ ′A ) which is a subset of
M(Ψ ,Ψ ′).
Lemma 17.6. M(ΨA ,Ψ ′A ) is a sub-M-polyfold of M(Ψ ,Ψ ′).
Proof. For (o,φ ,o′) ∈ M(ΨA ,Ψ ′A ) we find open neighborhoods U(o,φ ,o′) in
M(Ψ ,Ψ ′) and U(o) in O such that s : U(o,φ ,o′)→U(o) is an sc-diffeomorphism.
Then AΨ ∩U(o) is a sub-M-polyfold of U(o) and also of O and the preimage
of U(o) ∩ AΨ under s is precisely U(o,φ ,o′) ∩M(ΨA ,Ψ ′A ). This implies that
M(ΨA ,Ψ ′A ) is a sub-M-polyfold of M(Ψ ,Ψ ′). 
Since the M(ΨA ,Ψ ′A ) are sub-M-polyfolds, it follows that the associated structural
maps are sc-smooth, since they are restrictions of the ambient structural maps for
the M(Ψ ,Ψ ′). Summarizing we obtain a polyfold construction (FA ,M) for the sub-
polyfold A . Hence we have proved.
Proposition 17.6. Given a GCT C with polyfold structure (F,M) and a subpolyfold
A , the full subcategoryA as stand-alone GCT inherits a natural polyfold structure
(FA ,M). 
A typical example of subpolyfolds are local faces or faces if the category is face-
structured. First we introduce the notion of faces into the current context.
Definition 17.13. Assume the GCT C is equipped with a tame polyfold structure. A
face of C is the full subcategory Cθ associate to the closure θ in |C | of a connected
component θ ◦ in {z∈ |C | | d|C |(z) = 1}. We say that C is face-structured provided
every z ∈ |C | belongs to precisely d(z)-many θ . 
Assume that XΨ is an sc-smooth model of C and ΓΨ : XΨ → C the natural equiva-
lence. Passing to orbit spaces we obtain the homeomorphism
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|ΓΨ | : |XΨ | → |C |,
which preserves the induced degeneracy index. Hence the closures of connected
components in the subspaces defined by d|XΨ | and d|C | correspond. In view of Def-
inition 11.1 the faces of XΨ and C correspond. In particular, the tame C is face-
structured if and only if any of its sc-smooth models XΨ is face-structured. This
follows from the discussion after Definition 11.1.
Proposition 17.7. Assume the GCT C is equipped with a tame polyfold structure
(F,M). If C is face structured, every face is a subpolyfold. 
17.4 Branched Ep+-Subcategories
The branched ep+-subcategories are important since they appear as the solution
spaces for sc-Fredholm section functors. Assume that C is a GCT equipped with a
polyfold structure.
Definition 17.14. A functorΘ :C →Q+ is called a branched ep+-subcategory pro-
vided for an object α andΨ ∈ F(α) the functorΘ ◦Ψ : GnO→Q+ is a branched
ep+-subgroupoid in the sense of Definition 9.1. 
Again, the property of being a branched ep+-subcategory only has to be checked for
a covering set of uniformizers. More precisely, ifΨ = (Ψλ )λ∈Λ is a covering set of
uniformizers and for everyΨλ the functorΘ ◦Ψλ is a a branched ep+-subgroupoid,
the same property holds for an arbitrary Ψ coming from F . Consider Γ : X → C ,
where Γ and X are associated to the covering family Ψ . Given Θ : C → Q+ we
define the pull-back by
Γ ∗Θ :=Θ ◦Γ ,
which defines a functor X → Q+. Given Θ : X → Q+ we can also define a push
forward
Γ∗Θ : C →Q+
as follows. Given an object α of C pick an object x ∈ X so that there exists a mor-
phism φ : Γ (x)→ α and define (Γ∗Θ)(α) :=Θ(x). This is possible since Γ as an
equivalence is essentially surjective. One easily verifies that this is well-defined. The
following facts are obvious.
Proposition 17.8. Assume XΨ is a sc-smooth model for C (equipped with (F,M))
and ΓΨ : XΨ → C is the canonical equivalence. Then the following holds.
(1) If Θ : XΨ → Q+ is a branched ep+-subgroupoid, then (ΓΨ )∗Θ is a branched
ep+-subcategory.
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(2) If Θ : C → Q+ is a branched ep+-subcategory, then Γ ∗ΨΘ is a branched ep+-
subgroupoid.

Given two covering familiesΨ andΨ ′ with associated equivalences Γ : X→C and
Γ ′ : X ′ → C denote by f : X → X ′ the canonical generalized isomorphism. Recall
that we can use f to push forward or pull back branched ep+-subgroupoids. The
reader will easily verify the identities
f∗(Γ ′)∗Θ = Γ ∗Θ and Γ∗Θ ′ = Γ ′∗ f∗Θ
′,
forΘ : C →Q+ andΘ ′ : X →Q+.
Definition 17.15. Assume that C is a polyfold and Θ : C → Q+ a branched ep+-
subcategory.
(1) We sayΘ is compact provided the orbit space |supp(Θ)| is a compact subset of
|C |.
(2) We say Θ is tame if for a suitable covering familyΨ with associated Γ : X →
C the pull-back Γ ∗Θ which is a branched ep+-subgroupoid is tame. We note
that this is well-defined since for two different choices of covering family the
generalized isomorphism f : X → X ′ via pull-back or push-forward of branched
ep+-subgroupoids preserves tameness.

In view of Proposition 17.8 we can define following Definition 9.3 branched ep+-
subcategories which are of manifold-type or orbifold type.
Definition 17.16. LetC be a polyfold andΘ :C →Q+ a branched ep+-subcategory.
(1) We say that Θ is of manifold-type provided between any two objects α and
α ′ in supp(Θ) there is at most one morphism, and in addition Θ only takes the
values 0 and 1.
(2) Θ is said to be of orbifold type providedΘ only takes the values 0 and 1.
(3) We say Θ is tame provided for α being in the support of Θ and Ψ ∈ F(α) the
functorΘ ◦Ψ : GnO→Q+ is a tame branched ep+-subgroupoid. Equivalently
for an sc-smooth model X the functor Θ ◦Γ : X → Q+ is tame branched ep+-
subgroupoid.

As a consequence of Proposition 9.1 we obtain the following result.
Proposition 17.9. Let the GCT C be equipped with a polyfold structure (F,M) and
assume thatΘ : C →Q+ is a branched ep+-subcategory.
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(1) If Θ is of manifold-type then S = |supp(Θ)| has in a natural way the structure
of a smooth finite-dimensional manifold (the M+-polyfold version).
(2) IfΘ is of orbifold-type then S = |supp(Θ)| has a natural smooth orbifold struc-
ture (the M+-polyfold version).
See Remark 9.3 concerning our notion of smooth manifold or orbifold.
Proof. We reduce the consideration to Proposition 9.1. Let Ψ be a covering set
of uniformizers and X = XΨ be the associated ep-groupoid and Γ : X → C the
corresponding equivalence. If follows from the definition that Θ ◦Γ is of manifold
or orbifold-type in the ep-groupoid sense, see Definition 9.3, if and only ifΘ is of the
corresponding type defined in Definition 17.16. Assume thatΨ ′ is a second covering
set defining X ′ and Γ ′ : X ′ → C . There exists a natural generalized isomorphism
f : X → X ′ satisfying
|Γ |= |Γ ′| ◦ |f|, (17.9)
and
Θ ◦Γ ′ = f∗(Θ ◦Γ ).
In the case that Θ is of manifold-type the generalized isomorphism f induces a
classically smooth diffeomorphism
|supp(Θ ◦Γ )| |f|−→ |supp(Θ ◦Γ ′)|
There exists a unique manifold structure on |supp(Θ)| for which |Γ | : |supp(Θ ◦
Γ )|→ |supp(Θ)| is a diffeomorphism and this structure is independent of the choice
of the covering family in view of (17.9).
In the case of Θ being of orbifold type the argument is similar and |f| is a smooth
orbifold maps. Details are left to the reader. 
As we shall see a branched ep+-subcategory Θ : C → Q+ has, as in the ep+-
subgroupoid case, a tangent functor TΘ : TC → Q+ as well as the associated sec-
tion functor TΘ , which is being used to define orientations via suitable lifts, see
Definition 9.6 and Theorem 9.1.
The tangent TΘ : TC → Q+ is defined as follows. We pick a covering family
Ψ and obtain the associated equivalence Γ : X → C . We can take the tangent
T (Γ ∗Θ) which is a branched ep+-subgroupoid T (Γ ∗Θ) : T X → Q+. Then we use
TΓ : T X → TC to push it forward to obtain
(TΓ )∗(T (Γ ∗Θ)) : TC →Q+.
This construction might depend a prior on the choice ofΨ , but this turns out to be
not the case. Namely with f : X → X ′ being the canonical generalized isomorphism
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it follows that T f : T X → T X ′ is the canonical isomorphism for the uniformizer
construction for TC . Using that
f∗(Γ ∗Θ) = (Γ ′∗Θ)
it follows that
T f∗(T (Γ ∗Θ)) = T (Γ ′∗Θ).
Pushing forward by TΓ ′ we obtain
(TΓ ′)∗(T ((Γ ′)
∗Θ)) = (TΓ ′)∗T f∗(T (Γ ∗Θ)) = (TΓ )∗(T (Γ ∗Θ)).
Definition 17.17. LetC be a polyfold andΘ :C →Q+ a branched ep+-subcategory.
The well-defined TΘ : TC →Q+ given via a covering setΨ and Γ : X → C by
TΘ := (TΓ )∗(T (Γ ∗Θ)),
is called the tangent ofΘ . 
Next we introduce TΘ . Starting with the polyfold C we define a functor on the full
subcategory associated to the smooth objects denoted by
ν : C∞→ SET.
We associate to α the set ν(α) consisting of finite formal sums ∑σL · L, where
σL ≥ 0 is a rational number and for almost all L the number is zero. Moreover
L⊂ TαC is a smooth finite-dimensional linear subspace. If φ : α → α ′ we define
ν(φ) : ν(α)→ ν(α ′) :∑σL ·L→∑σL ·φ∗L,
where φ∗L := Tφ(L) and Tφ : TαC → Tα ′C is the sc-operator associated to φ . As-
sociated to ν we have the category Lν whose objects are the pairs (α,L), with
L ∈ ν(α). This category fibers over C∞
Lν → C∞ : (α,L)→ α.
In order to stay consistent with the notation introduced in the ep-groupoid case we
set Gr(C ) :=Lν , so that
Gr(C )→ C∞.
To a given branched ep+-subcategoryΘ : C →Q+ we can associate a section func-
tor TΘ of Gr(C )→ C∞ as follows. Take an sc-smooth model X associated to a
covering familyΨ and the canonical equivalence
Γ : X → C
598 17 Polyfold Theory for Categories
with associated tangent functor TΓ : T X→ TC , see (17.8). ThenΓ ∗Θ is a branched
ep+-subgroupoid which has an associated section functor TΓ ∗Θ of Gr(X)→ X∞.
Since Γ ∗Θ is a functor and has near a point x in the support a particular local repre-
sentation it follows that TΓ ∗Θ (x) is invariant under all Tφ , where φ ∈ Gx, i.e. with
∑σL ·L = TΓ ∗Θ (x) it holds
Tφ(∑σL ·L) =∑σL ·L for all φ ∈ Gx. (17.10)
Observe that for a smooth x ∈ X with Γ (x) = α a smooth finite-dimensional sub-
space L of TxX is mapped by TΓ to a finite-dimensional linear subspace of TαC .
This also defines a map for the finite sums ∑σL · L. Hence we can transport for
smooth x∈ X the finite combination via TΓ to a finite combination of smooth finite-
dimensional subspaces of TαC . We also have to make a definition for an arbitrary
smooth α which might not lie in the image of Γ . Here the fact that Γ is essentially
surjective will be important. Assume that x ∈ X is smooth and α is an object in C
and x ∈ X such that there exists a morphism φ : Γ (x)→ α . Then the image of the
finite sum TΓ ∗Θ (x) under first applying TΓ and then Tφ is not depending on the
choice of φ since the formal sum is invariant under the action of the isotropy group.
Therefore there is a well-defined push-forward operation TΓ∗(TΓ ∗Θ ) which defines
a section of Gr(C )→ C∞.
Proposition 17.10. Let the GCT C be equipped with the polyfold structure (F,M)
and let Θ : C → Q+ be a branched ep+-subcategory. Then there exists a well-
defined section TΘ of Gr(C )→ C∞ uniquely defined as follows. Given a covering
family Ψ with associated ep-groupoid X and equivalence Γ : X → C the identity
TΘ = TΓ∗TΘ◦Γ holds. 
The straight forward proof is left to the reader. Next we introduce the important
notion of an orientation. Again the basic constructions needed are those carried out
in the ep-groupoid context, see Section 9.3. We assume that the GCT C has been
equipped with a polyfold structure (F,M). For a smooth object α in C we consider
the tangent space TαC and consider finite sums
L̂=∑σL̂ · L̂,
where all σL̂ are non-negative rational numbers and almost all of these numbers
are zero, and L̂ are smooth oriented finite-dimensional subspaces of the sc-Banach
space TαC . The collection of such finite formal sums associated to α is denoted by
Ĝr(α) and the union of all such objects is denoted by Ĝr(C ), where the objects vary
over all smooth ones. We obtain
Ĝr(C )→ C∞.
There is a forgetful functor f : Ĝr(C )→ Gr(C ) which just forgets the orientations.
Given a covering setΨ with associated equivalence Γ : X → C and section functor
T̂ of Ĝr(C )→ C∞ we can define a pull-back denoted by TΓ ∗T, as follows. If x ∈ X
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is smooth first evaluate T on the image Γ (x) giving the formal sum ∑σL̂L̂, and then
taking the preimages under the linear sc-operator TΓ (x) : TxX→ TΓ (x)C . We define
accordingly
(TΓ ∗T̂)(x) := TΓ (x)−1
(
T̂(Γ (x))
)
.
Definition 17.18. Let C be a polyfold and Θ : C → Q+ be a branched ep+-
subcategory with the section functor TΘ of Gr(C )→ C∞. An orientation for Θ
is a section functor T̂Θ of Ĝr(C )→ C∞ such that
f ◦ T̂Θ = TΘ ,
having the additional property that for a covering setΨ with associated Γ : X → C
the pull-back TΓ ∗T̂Θ is an orientation for Γ ∗Θ in the ep-groupoid sense according
to Definition 9.8. 
Remark 17.5. The part of Definition 17.18 requiring that he pull-back TΓ ∗T̂Θ is an
orientation for Θ ◦Γ can be replaced by requiring that for an object α in supp(Θ)
andΨ ∈ F(α) the pull back TΨ ∗T̂Θ is an orientation forΘ ◦Ψ . 
17.5 Sc-Differential Forms and Stokes
Let C be a polyfold. Our next goal is the definition of sc-differential forms on C
and the associated de Rham complex. Denote by P : TC → C 1 the tangent bundle.
On the categorical level we can build the k-fold Whitney sum
⊕kTC → C1.
Proposition 17.11. If C is a polyfold the k-fold Whitney sum has a natural structure
as polyfold bundle
⊕kTC → C 1.
Proof. Pick an object α in C1 and Ψ ∈ F(α), say Ψ : GnO→ C . Then TΨ fits
into the commutative diagram
TO TΨ−−−−→ TC
p
y Py
O1 Ψ
1−−−−→ C 1.
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The collection of such TΨ defines the polyfold bundle structure for TC → C 1 in-
ducing the existing structure on C 1.
Given a morphism (g,h) in GnTO, where g ∈ G and h ∈ TqO, we have that
TΨ(g,h) = (TΨ(h),Ψ(g,q),T (Ψ(g,q))(TΨ(h))).
Here T (Ψ(g,q)) is the tangent ofΨ(g,q) : q→ g∗q. The k-fold Whitney sum⊕kTO
has the structure of a M-polyfold bundle over O1, see Section 4.4. We shall define
⊕kTΨ covering Ψ 1 so that this data defines the structure for ⊕kTC → C1. These
functors
⊕kTΨ : Gn⊕kTO→⊕kTC
are given as follows. On objects (h1, ...,hk), where hi ∈ TqO,
(⊕kTΨ)(h1, ...,hk) = (TΨ(h1), ...,TΨ(hk)).
A morphism (g,(h1, ...,hk)) : (h1, ..,hk)→ (g∗h1, ...,g∗hk) is mapped as
(⊕kTΨ)(g,(h1, ...,hk))
= ((TΨ(h1),Ψ(g,x),T (Ψ(g,x))(TΨ(h1))), ......,
(TΨ(hk),Ψ(g,x),T (Ψ(g,x))(TΨ(hk)))).
Given an object α of regularity 1 we can associate to it the set consisting of all
⊕kTΨ where Ψ varies over F(α). These cover Ψ 1 and fit into the commutative
diagram
⊕kTO ⊕kTΨ−−−−→ ⊕kTC
⊕k p
y ⊕kPy
O1 Ψ
1−−−−→ C 1.
The transition sets M(⊕kTΨ ,⊕kTΨ ′) can be identified with a k-fold Whitney sum
of M(TΨ ,TΨ ′)→ M(Ψ 1,Ψ ′1) which allows to define the bundle structure. This
equips M(⊕kTΨ ,⊕kTΨ ′)→M(Ψ 1,Ψ ′1) with the structure of a M-polyfold bundle
and metrics for the orbit spaces. It follows immediately that the source and target
maps are sc-smooth local bundle isomorphisms. Clearly ⊕kTC is a GCT and it
is easily verified that the ⊕kTΨ together with the Ψ 1 have the polyfold bundle
uniformizer properties. 
Next we consider functors ω : ⊕kTC → R which are skew-symmetric, so that for
TΨ the functor ωΨ := ω ◦ (TΨ ⊕ ..⊕TΨ) is sc-smooth
ωΨ : TO⊕ ..⊕TO→ R.
Notationally we shall use the abbreviation
Ψ ∗ω := ω ◦⊕kTΨ .
17.5 Sc-Differential Forms and Stokes 601
If ω is such that ωΨ is sc-smooth for a covering set of uniformizers, then the
smoothness holds for any uniformizer coming from F .
Definition 17.19. Assume a functor ω :⊕kTC → R, which is skew-symmetric and
linear in each argument, is given. We say that ω is sc-smooth provided there exists a
covering set of uniformizersΨ so that ωΨ is sc-smooth for everyΨ ∈Ψ . We denote
by Ω k(C ) the real vector space consisting of the functors ω just defined. 
If C is equipped with a polyfold structure the same is true for C i, where i= 0,1, ....,
and the inclusion functors
C i+1→ C i
are sc-smooth. Indeed, for a uniformizerΨ we obtain the commutative diagram
Oi+1 Ψ
i+1−−−−→ C i+1
incl
y incly
Oi Ψ
i−−−−→ C i
from which we see that the local representative for the inclusion incl is an sc-smooth
inclusion Oi+1→ Oi. We can pass to tangents giving us
T (Oi+1)
T (Ψ i+1)−−−−→ T (C i+1)y y
T (Oi)
T (Ψ i)−−−−→ T (C i)
Here the vertical maps are inclusions. Given ω on ⊕kT (C i) we can pull it back to
⊕kT (C i+1). Hence we obtain
Ω k(C )→Ω k(C 1)→ ....
and can pass to the direct limit denoted by Ω k∞(C ). This can be done for every
integer k ≥ 0 and we define Ω ∗∞(C ) to be the direct sum of all the Ω k∞(C ). An
element is denoted by [ω]. We shall call [ω] homogeneous provided it belongs to
some Ω k∞(C ). An element [ω] ∈ Ω k∞(C ) has representatives ω defined on Ω k(C i)
which are of class sci.
Recall from Section 4.4 that the exterior derivative d : Ω k(Oi+1)→ Ω k+1(Oi) is
well-defined and as a consequence we obtain
d : Ω k∞(O)→Ω k+1∞ (O)
by having d act on [ω] via d([ω]) = [dω]. Using this fact we can define d on Ω ∗∞(C )
via uniformizers as [ω]→ [dω], where, assuming the homogeneous case, for a rep-
resentative ω in Ω k(C i+1) the representative dω ∈Ω k+1(C i) is given by
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(dω)◦⊕k+1TΨ = d(ω ◦⊕kTΨ) (17.11)
for every uniformizerΨ or equivalently (viewed on the right i-level)
Ψ ∗dω = d(Ψ ∗ω).
Again one only needs a covering set of unifomizers. As a consequence, alternatively
we can defined d by taking a covering set Ψ of uniformizers and assume that [ω]
is a homogeneous element in Ω k∞(C ). Associated to the covering set we have the
sc-smooth model X and equivalence
Γ : X → C .
We can represent a homogeneous [ω] for a i≥ 2 by some ω ∈Ω k(C i). Then Γ ∗ω =
ω ◦⊕kTΓ is at least sc1 and defined on T (X i)⊕ ..⊕ T (X i)→ X i+1. On the ep-
groupoid we can apply the exterior derivative to obtain d(Γ ∗ω) and we can push
the result forward. Then the definition d[ω] = [Γ∗d(Γ ∗ω)] is independent of the
choices involved and it follows that d ◦d = 0 since it holds for ep-groupoids.
Definition 17.20. Let C be a GCT equipped with a polyfold structure (F,M). Then
(Ω ∗∞(C ),d) is called the de Rham complex associated to the polyfold C .
Having introduced sc-differential forms on polyfolds and oriented branched ep+-
subcategories we can introduce
∮
Θ̂ [ω], which is the integration of an sc-differential
form over an oriented tame branched ep+-subcategory provided the latter has a sup-
port with a compact orbit space. The definition of such an integration is being done
via the use of an sc-smooth model, so that we can employ the results from Section
9.5.
Theorem 17.5. Assume that [ω] ∈ Ω k∞(C ) and Θ̂ : C → Q+ is a tame, oriented,
branched ep+-subcategory so that supp(Θ) has a compact orbit space. Given a
covering setΨ with associated sc-smooth model X and equivalence Γ : X → C in-
troduce the orientedΘ ◦Γ ,Γ ∗T̂Θ , abbreviated by Θ̂Ψ and the sc-smooth differential
form [ωΨ ] = [Γ ∗ω]. Then the branched integral in the ep-groupoid sense∮
Θ̂Ψ
[ωΨ ]
has a value which is independent of the choice of the covering familyΨ . In partic-
ular the definition ∮
Θ̂
[ω] :=
∮
Θ̂Ψ
[ωΨ ]
is independent of the choice ofΨ .
Proof. The basic input comes from Section 11.4, where the compatibility of the
relevant notions with respect to equivalences was discussed in depth. Assume that
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we have taken two different covering sets of uniformizersΨ andΨ ′ resulting in two
sc-smooth models and equivalences
Γ : X → C and Γ ′ : X ′→ C .
Denote by f : X → X ′ the associated natural generalized isomorphism. Considering
Θ̂Γ := (Γ ∗Θ , Γ ∗T̂Θ ) and Θ̂Γ ′ := (Γ ′∗Θ , Γ ′∗T̂Θ ) we note that
f∗Θ̂Γ ′ = Θ̂Γ .
Similarly with [ωΨ ] and [ωΨ ′ ] being the pull-back forms it holds hat
f∗[ωΨ ′ ] = [f
∗ωΨ ′ ] = [ωΨ ].
Applying Theorem 11.8 we compute with K = |supp(Θ)|∮
Θ̂Ψ
[ωΨ ] :=
∮
Θ̂Ψ
ωΨ = µ
Θ̂Ψ
ωΨ (|Γ |−1(K))
= µf∗Θ̂Ψf∗ωΨ (|f| ◦ |Γ |
−1(K)) = µΘ̂Ψ ′ωΨ ′ (|Γ
′|−1(K))
=
∮
Θ̂Ψ ′
ωΨ ′ =
∮
Θ̂Ψ ′
[ωΨ ′ ].
In view of this argument we can define
∮
Θ̂ [ω] by picking a covering set of uni-
formizers and setting ∮
Θ̂
[ω] :=
∮
Θ̂Ψ
[ωΨ ]. (17.12)

The definition of the integral
∮
Θ̂ [ω] is reduced to the computation of an integral in
the ep-groupoid setting, where we know that Stokes’ Theorem holds. Hence it is not
unreasonable to expect that in our more general set-up a Stokes’ Theorem holds as
well, which turns out to be true. In order to formulate the result we need to define a
boundary integral based on a similar construction for ep-groupoids.
First we need to introduce the boundary ofΘ : C →Q+. We start Given a branched
ep+-subcategory Θ̂ : C →Q+ defined on the polyfold C . We take a covering setΨ
of uniformizers with associated sc-smooth model X and equivalence Γ : X → Q+.
Then Γ ∗Θ : X → Q+ is a branched ep+-subgroupoid and following Definition 9.7
there is an associated functor ∂ (Γ ∗Θ) : X →Q+ with support in ∂X . We define
∂Θ : C →Q+ : α → Γ∗(∂ (Γ ∗Θ).
The definition does not depend on the choice ofΨ . IfΨ ′ is a second covering family
defining Γ ′ : X ′ → C we obtain the natural generalized isomorphism f : X → X ′
which satisfies, as we recall |Γ ′| ◦ |f| = |Γ . Since f∗(∂ (Γ ∗Θ)) = ∂ (Γ ′∗Θ) in view
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of Theorem 11.6 it follows that
Γ∗(∂ (Γ ∗Θ) = Γ ′∗ (∂ (Γ
′∗Θ)).
Definition 17.21. Assume that Θ : C → Q+ is a branched ep+-subcategory, where
C is a polyfold. Then ∂Θ :C →Q+ defined via a covering familyΨ and associated
Γ : X → C by
∂Θ := Γ∗(∂ (Γ ∗Θ))
is well-defined and independent of the choices and called the boundary ofΘ . 
As already explained in the context of ep-groupoids, although ∂Θ is well-defined
it usually does not have very good differential geometric properties. One needs to
impose additional requirements to make sure that ∂Θ is sufficiently nice. We recall
that for a branched ep+-subcategory Θ : C → Q+ the notions of being compact,
tame, and oriented are well-defined. As a consequence of Theorem 9.3 and using
that our relevant notions are well-behaved under generalized isomorphisms we ob-
tain the following theorem by arguments similar to those in the proof of Theorem
17.5.
Theorem 17.6. Consider a polyfold C and Θ̂ : C → Q+ which is an oriented,
tame, compact, branched ep+-subcategory of dimension n. Let the orientation of
Θ be given by T̂Θ : C∞→ Ĝr(C ). Denote by ∂Θ̂ the boundary of Θ equipped with
the induced orientation T̂∂Θ . Given [ω] ∈ Ω n−1∞ (C ) there is a well-defined inte-
gral
∮
∂Θ̂ [ω]. This integral is defined by taking a covering set Ψ with associated
Γ : X → C via ∮
∂Θ̂
[ω] :=
∮
∂ (Γ ∗Θ̂)
[ωΨ ],
and the definition does not depend on the choice of the covering family. 
Having Theorem 17.5 and Theorem 17.6 in place we can state the Stokes Theorem.
The proof is immediate since the statement is equivalent to the the ep-groupoid
version.
Theorem 17.7 (Stokes Theorem). Let C be a polyfold and Θ̂ : C → Q+ a tame,
compact, oriented, branched ep+-subcategory of dimension n. For [ω] ∈ Ω n−1∞ (C )
the following identity holds. ∮
Θ̂
d[ω] =
∮
∂Θ̂
[ω]. (17.13)
The Stokes Theorem plays an important role when defining invariants of moduli
spaces obtained as from solution categories of sc-Fredholm section functors after a
slight perturbation by an sc+-multisection functor.
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17.6 Strong Bundle Structures
The strong bundles over polyfolds, which we are going to consider arise in the
following way. We denote by C a GCT equipped with a polyfold structure (F,M)
and we assume we are given a functor µ : C → Ban. We shall abbreviate φ̂ := µ(φ)
and consider a category E = Eµ , whose objects are pairs (α,e), where e ∈ µ(α). A
morphism in E is a pair (φ ,e), where e ∈ µ(s(φ)) and (φ ,e) is seen as
(φ ,e) : (s(φ),e)→ (t(φ), φ̂(e)),
covering the underlying φ
(s(φ),e)
(φ ,e)−−−−→ (t(φ), φ̂(e))y y
s(φ) φ−−−−→ t(φ).
We shall denote by P : E → C the natural projection functor which on objects takes
the form P(α,e) = α and on morphisms P(φ ,e) = φ . The preimage of an object α
is a Banach space, where the vector space operations are defined
(α,e)+λ · (α,e′) = (α,e+λ · e′).
We also note that for a given morphism the preimage P−1(φ) is a Banach space,
where the operations are defined similarly by
(φ ,e)+λ · (φ ,e′) = (φ ,e+λ · e′).
Definition 17.22 (Vector Bundle GCT). Let C be a GCT. A vector bundle GCT
over C consists of a functor µ :C →Ban and a metrizable topologyT on |Eµ | such
that the following holds.
(1) For every object α the natural map P−1(α)→ |E | is continuous.
(2) The map |P| : |E | → |C | is surjective, continuous and open.

We would like to equip P : E → C with what we shall call the structure of a strong
bundle over a polyfold for which the sc-smooth models are strong bundles over
ep-groupoids, which have been introduced previously. To explain this we consider
as the building blocks the strong local bundles K → O equipped with an action
by strong bundle isomorphisms of a finite group G. Hence we obtain translation
groupoids fibering over each other
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p : GnK→ GnO.
Then p is a functor which on objects maps h∈Kx to x and maps the morphism (g,h)
to the morphism (g,x). Given an object α in C , we are interested in functors
Ψ¯ : GnK→ E ,
where p : K→ O is a strong bundle over the M-polyfold O and the G-action on O
lifts to an action by strong bundle maps K→K. Moreover, Ψ¯ is injective on objects,
fully faithful and fiberwise a topological linear isomorphism. In addition we require
that for a suitable q ∈ O we have that Ψ¯(0q) = (α,0). By mapping q ∈ O first to
0q ∈ Kq and then to P(Ψ¯(0q)) we obtain a functor
Ψ : GnO→ C
which is injective on objects, and fully faithful. We obtain the commutative diagram
GnK Ψ¯−−−−→ E
p
y Py
GnO Ψ−−−−→ C .
Recall that by assumption we have a polyfold construction (F,M) for C . We can
therefore say that Ψ¯ is compatible with the polyfold structure for C provided the
underlyingΨ belongs to F(α).
Definition 17.23. Let P : E → C be a vector bundle GCT, which is associated to
a polyfold C , a functor µ : C → Ban and a topology T on |E |. A strong bundle
uniformizer for P at the object α consists of a covariant functor Ψ¯ : GnK → E
covering aΨ ∈ F(α) that the following holds.
(1) GnK is the translation groupoid associated to the strong bundle p : K → O
equipped with the action of a finite group by strong bundle isomorphisms.
(2) The functor Ψ¯ is fully faithful and fiberwise a topological linear Banach space
isomorphism, i.e. for every q ∈ O the map
Kq→ P−1(Ψ(α)) : k→ Ψ¯(k)
is a Banach space isomorphism.
(3) The induced map |Ψ¯ | : |K| → |E | is a homeomorphism onto an open subset of
the form |P|−1(U), covering the homeomorphism |Ψ | : |O| →U .

The footprint of Ψ¯ is |P|−1(U) and it covers the base footprint U of the underlying
Ψ .
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Definition 17.24. Let C by a GCT equipped with a polyfold construction (F,M)
and assume P : E → C is a vector bundle GCT associated to µ : C → Ban and the
topology T . A compatible strong bundle uniformizer construction is given by a
functor F¯ : C−→ SET which associates to an object α a set F¯(α) of strong bundle
uniformizers
Ψ¯ : GnK→ C ,
so that (α,0) is in the image and the inducedΨ : GnO→ C belongs to F(α). 
It is clear that given two strong bundle uniformizers Ψ¯ and Ψ¯ ′ we can form the tran-
sition set M(Ψ¯ ,Ψ¯ ′) defined as a the weak fibered product associated to the diagram
K Ψ¯−→ E Ψ¯ ′←− K′.
Hence an element takes the form (k,(φ ,Ψ¯(k)),k′) with φ :Ψ(p(k))→Ψ ′(p′(k′))
being a morphism in C and Ψ¯ ′(k′) = µ(φ)(Ψ¯(k)). WithΨ andΨ ′ being the under-
lying uniformizers we obtain a natural map
M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′) : (k,(φ ,Ψ¯(k)),k′)→ (p(k),φ , p′(k′)),
where the fibers are Banach spaces in a natural way. We leave it to the reader to
write down all the usual structural maps which are assumed to be fiberwise linear.
For example the source maps fit into the commutative diagram
M(Ψ¯ ,Ψ¯ ′) s−−−−→ Ky py
M(Ψ ,Ψ ′) s−−−−→ O.
Finally we can define what it means to have a strong bundle construction.
Definition 17.25. Let P : E → C be a vector bundle GCT, which is associated to a
polyfold C and a functor µ :C →Ban and a topology T on |E |. A strong polyfold
bundle construction for P : E → C compatible with the polyfold structure (F,M)
for the GCT C consists of a functor F¯ : C−→ SET associating to an object α a set
of strong bundle uniformizers
Ψ¯ : GnK→ E
at α so that the underlying functorsΨ : GnO→ C belong to F(α). In addition we
are given a strong bundle construction for every
M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′),
where the structure on the base is the already existing one coming from the poly-
fold structure for C . The data (F¯ ,M) has the property that for the strong bundle
structures all structural maps are strong bundle maps and have the usual properties,
608 17 Polyfold Theory for Categories
listed below for the reader, otherwise. We shall call (F¯ ,M) a strong polyfold bun-
dle structure for P : E → C compatible with the polyfold structure (F,M) for C .

Assume we are given the polyfold C , the functor µ : C → Ban and the topology T
for |E |. If (F¯ ,M) is the strong polyfold bundle construction (covering (F,M)) we
are in the following situation. Every transition set M(Ψ¯ ,Ψ¯ ′) comes equipped with
a strong bundle structure for M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′), with the induced structure on
the base being the already existing one. The source and target maps form sc-smooth
strong bundle maps, which are local strong bundle isomorphisms
K s←−−−− M(Ψ¯ ,Ψ¯ ′) t−−−−→ K′
p
y y p′y
O s←−−−− M(Ψ ,Ψ ′) t−−−−→ O′.
The inversion map ι defined by ι(k,(φ ,Ψ¯(k)),k′) = (k′,(φ−1,Ψ¯ ′(k′)),k) covers the
inversion map on the base and is an sc-smooth strong bundle isomorphism
M(Ψ¯ ,Ψ¯ ′) ι−−−−→ M(Ψ¯ ′,Ψ¯)y y
M(Ψ ,Ψ ′) ι−−−−→ M(Ψ ′,Ψ).
The unit map u is an sc-smooth strong bundle map fitting into the diagram
K u−−−−→ M(Ψ¯ ,Ψ¯)
p
y y
O u−−−−→ M(Ψ ,Ψ).
Finally the multiplication map is an sc-smooth strong bundle map fitting into the
commutative diagram
M(Ψ¯ ′,Ψ¯ ′′)s×tM(Ψ¯ ,Ψ¯ ′) m−−−−→ M(Ψ¯ ,Ψ¯ ′′)y y
M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′) m−−−−→ M(Ψ ,Ψ ′′).
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17.7 Proper Covering Constructions
In applications the covering construction is important and is closely related to the
construction for ep-groupoids given in Section 11.6.
Definition 17.26. Let A andB be two GCT’s. We say that the functor P :A →B
is a proper covering functor of GCT’s provided the following holds
(1) |P| : |A | → |B| is continuous and surjective.
(2) P on objects is finite-to-one and surjective.
(3) For every z ∈ |B| and the points y1, ...,yk ∈ |P|−1(z) there exists an open neigh-
borhood U(z) and mutually disjoint open neighborhoods U(yi) such that
|P|−1(U(z)) =
k⋃
i=1
U(yi).
(4) The map A→ Bs×PA : φ → (P(φ),s(φ)) is a bijection.
Here A and B stand for the morphism classes and A for the object class. 
Our aim is to equip P : A → B with an sc-smooth structure which reflects the
covering property, and in addition defines polyfold structures for A andB.
Remark 17.6. Recall that a uniformizer construction for a GCT C can be viewed
as follows. Given an object α we obtain the associated category having this single
object α and as morphisms the isotropy group G = Gα . We write it as Gn {α}.
Then the uniformizer construction consists of a method of associating to the object
α a M-polyfold O and to the morphisms a representation in Diffsc(O), together with
a functor from the associated translation groupoid GnO into C . The construction
M then ‘certifies’ the compatibility of the various uniformizers. The construction
we need for P generalizes this picture, and the basic building blocks have already
been described in Definition 8.9 with the basic idea of a geometric lift. 
Starting with P :A →B we pick an object β in B and note that P−1(β ) consists
of finitely many objects α1, ..,αk. Consider the associated full subcategory denoted
byAβ with object set Aβ = {α1, ..,αk}. The functor P induces the covering functor
Pβ :Aβ → Gβ n{β}. (17.14)
In order to define the uniformizers we have to describe the type of domains we
would like to have. The domains should be geometric lifts of the covering functor
Pβ in (17.14) in the sense of Definition 8.9. The only difference is that we shall use
pointed spaces as objects.
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Definition 17.27. We denote by Diff∗sc the category whose objects are M-polyfolds
together with a distinguished point and the morphisms are sc-diffeomorphisms pre-
serving the distinguished points. More precisely, an object in Diff∗sc is a pair (O,o)
with O being a M-polyfold and o ∈ O. A morphism f : (O,o)→ (O′,o′) is an sc-
diffeomorphism f : O→ O′ with f (o) = o′. 
The relevant domains for our upcoming functor constructions are associated to the
following functorial data.
(i) A choice of functors A :Aβ → Diff∗sc and B : Gβ n{β}→ Diff∗sc.
(ii) A natural transformation τ : A→ B◦Pβ .
The functor B associates to the (single) object β a pointed M-polyfold (Oβ ,oβ )
with distinguished point oβ ∈ Oβ . To a morphism g ∈ Gβ it associates an sc-
diffeomorphism
g∗ : (Oβ ,oβ )→ (Oβ ,oβ ) : q→ g∗q
preserving oβ . The functoriality guarantees that g ∗ (h ∗ q) = (g ◦ h) ∗ q. This data
will define the ep-groupoid Gβ nOβ , which contains the distinguished object oβ .
Associated to an object α in Aβ we have a pointed M-polyfold (Oα ,oa) and asso-
ciated to a morphism φ : α → α ′ an sc-diffeomorphism
φ∗ : (Oα ,oα)→ (Oα ′ ,oα ′) : o→ φ ∗o.
Again functoriality implies if s(φ ′)= t(φ) that φ ′∗(φ ∗q)= (φ ′◦φ)∗q for q∈Os(φ).
The natural transformation τ : A→ B◦Pβ defines an sc-diffeomorphisms for every
object α in Aβ
τα : (Oα ,oα)→ (Oβ ,oβ ),
so that we obtain for every morphism φ : α → α ′ in Aβ a commutative diagram of
sc-diffeomorphisms
(Oα ,oα)
φ∗−−−−→ (Oα ′ ,oα ′)
τα
y τα ′y
(Oβ ,oβ )
(Pβ (φ))∗−−−−−→ (Oβ ,oβ ).
We can take the disjoint union of the Oα denoting it by E, i.e.
E =
⊔
α∈P−1(β )
Oα , (17.15)
and view it as the object M-polyfold of an ep-groupoid, where the morphisms are
pairs (φ ,o), φ ∈ Aβ with o ∈ Os(φ), s(φ ,o) = o and t(φ ,o) = φ ∗o, i.e.
(φ ,o) : o→ φ ∗o.
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We denote the morphism set by E . It is the disjoint union of all {φ}×Os(φ), where
φ varies over the morphisms in Aβ
E =
⊔
φ∈Aβ
({φ}×Os(φ)) . (17.16)
Each of the sets {φ}×Os(φ) carries a natural M-polyfold structure coming from the
identification with Os(φ). Hence E has a natural M-polyfold structure. It is a trivial
exercise to equip E ≡ (E,E ) with the structure of an ep-groupoid. The source map
is given by s(φ ,o) = o and the target map by t(φ ,o) = φ ∗ o. We have the natural
local sc-diffeomorphism on the object level
τ̂ : E→ Oβ (17.17)
mapping o ∈ Oα to τα(o). The preimages of the distinguished point oβ in Oβ are
the distinguished points oα ∈ Oα for α ∈ Aβ = P−1(β ). Then we can view τ̂ as a
map
τ̂ : (E,Aβ )→ (Oβ ,β ).
The morphisms (φ ,o) are mapped by
τ̂ : E → Gβ ×Oβ : τ̂ (φ ,o) = (Pβ (φ), τ̂(o)), (17.18)
which obviously is a local sc-diffeomorphism. This together with (17.17) shows that
τ̂ ≡ (τ̂, τ̂ ) defines a functor
τ̂ : E ≡ (E,E )→ Gβ nOβ . (17.19)
Finally we note that the map
E →mor(Gβ nOβ )s×τ̂E : (φ ,o)→ ((Pβ (φ), τ̂(o)),o)
is an sc-diffeomorphism. With other words τ̂ : E → Gβ nOβ is a proper covering
map between ep-groupoids of a particular form and it can be considered as a ge-
ometric lift of Pβ : Aβ → Gβ n {β}. The previous discussion motivates the next
definition.
Definition 17.28. A proper ep-groupoid covering model consists of a translation
groupoid GnO associated to a finite group G acting by sc-diffeomorphisms on a
M-polyfold O, a distinguished point o¯ ∈ O which is fixed by G, an ep-groupoid E,
and a sc-smooth functor τ̂ : E→ GnO having the following properties.
(1) τ̂ : E→ O is a surjective local sc-diffeomorphism on the object level.
(2) For every y ∈ τ̂−1(o¯) there exists an open neighborhood U(y) such that the U(y)
are mutually disjoint and
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τ̂−1(O) =
⋃
y∈τ̂−1(o¯)
U(y),
and for every such y the map τ̂ : U(y)→ O is an sc-diffeomorphism.
(3) The map Γ : E → (GnO)s×τ̂E given by
ψ → (τ̂(ψ),s(ψ))
is an sc-diffeomorphism.

Remark 17.7. Compare the previous definition with Definition 8.8 and the structural
results Theorem 8.5 and Theorem 8.6. 
Let us show that the definition describes the previously discussed model in the case
that the base M-polyfold is connected. Let τ̂ : E → GnO be a proper ep-groupoid
covering model in the sense of Definition 17.28 with distinguished point o¯. Suppose
further that O is connected. We consider the category Gn{o¯} and denote byAo¯ the
full subcategory of E associated to the object set Ao¯ = τ̂−1(o¯). Denote by P :Ao¯→
Gn {o¯} the restriction of τ̂ . Using that O is connected we infer that every U(y) is
connected. We associate to a morphism ψ ∈ E the pair (ys(ψ),yt(ψ)) ∈ A2o¯, so that
s(ψ) ∈U(ys(ψ)) and t(ψ) ∈U(yt(ψ)).
Lemma 17.7. The map E → A2o¯ : ψ→ (ys(ψ),yt(ψ)) is locally constant, i.e. continu-
ous.
Proof. The maps ψ → s(ψ) and ψ → t(ψ) are continuous and the sets U(y) are
open. Hence the set of all ψ with (s(ψ), t(ψ)) ∈U(y)×U(y′) is open. 
Recall that the map
Γ : E → (G×O)s×τ̂E : ψ → (τ̂(ψ),s(ψ))
is a sc-diffeomorphism. For the following denote by τy : U(y)→O the restriction of
τ̂ . We obtain a map
Ao¯→mor(Diff∗sc) : y→ τy.
For φ ∈ Ao¯ denote by E φ the connected component of E containing φ .
Lemma 17.8. If φ ,φ ′ ∈ Ao¯ are two different elements then E φ ∩E φ ′ = /0. Further
we have the identity
E =
⋃
φ∈Ao¯
E φ .
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Proof. Take ψ ∈ E with s(ψ) ∈ U(y) and t(ψ) ∈ U(y′). The map Γ : E→ (Gn
O)s×τ̂E : ψ → (τ̂(ψ),s(ψ)) is a sc-diffeomorphism and denote the image of ψ by
((gψ , τ̂(s(ψ))),s(ψ)). Take a continuous path γ : [0,1]→ O connecting τ̂(s(ψ)) at
time a = 0 with o¯ at time 1, and consider the continuous path
[0,1]→ (G×O)×U(y) : a→ ((gψ ,γ(a)),τ−1y (γ(a))).
Then we obtain the continuous path
[0,1]→ E : a→ Γ−1((gψ ,γ(a)),τ−1y (γ(a)))
starting at ψ and ending at the element φψ :=Γ−1((gψ , o¯),y). This shows that every
ψ belongs to some E φ .
Assume next that φ ,φ ′ ∈ Ao¯ belong to the same path component. Take a continuous
path γ̂ connecting them. Then
Γ ◦ γ̂(a) = ((ga,oa),qa).
Clearly ga has to be independent of a and we write g = ga. Then Γ (φ) = ((g, o¯),y)
and Γ (φ ′) = ((g, o¯),y) which implies φ = φ ′. 
The maps ψ→ ys(ψ), ψ→ yt(ψ), and ψ→ gψ are constant on E φ . Hence, if φ : y→
y′, then ys(ψ) = y, yt(ψ) = y′, and gψ = gφ , where Γ (φ) = ((gφ , o¯),y).
Lemma 17.9. The following identity holds on E φ , where φ : y→ y′
t(ψ) = τ−1y′ (gφ ∗ τy(s(ψ))).
Proof. If ψ ∈ E φ , where φ : y→ y′, then τ̂(ψ) = (gφ , τ̂(s(ψ))) and consequently
τy′(t(ψ)) = τ̂(t(ψ)) = t(τ̂(ψ)) = gφ ∗ τ̂(s(ψ)) = gφ ∗ τy(s(ψ)).
This implies
t(ψ) = τ−1y′ (gφ ∗ τy(s(ψ))).

Given φ ∈ Ao¯ we define the sc-diffeomorphism
φ∗ : U(s(φ))→U(t(φ)) : φ ∗q = τ−1t(φ)(gφ ∗ τs(φ)(q)).
If φ ,φ ′ ∈ Ao¯ with t(φ) = s(φ ′) we compute
(φ ′ ◦φ)∗q = φ ′ ∗ (φ ∗q)
using that (gφ ′◦φ , o¯) = τ̂(φ ′ ◦φ) = τ̂(φ ′)◦ τ̂(φ) = (gφ ′gφ , o¯). We define the functor
A : A → Diff∗sc by y→ (U(y),y) and φ → φ∗. The functor B associates to o¯ the
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pointed M-polyfold (O, o¯). The natural transformation τ : A→ B ◦P associates to
y ∈ A the sc-diffeomorphism τy. It is an easy exercise that the proper covering func-
tor τ̂ : F → GnO associated to the data A,B,τ is isomorphic to the τ̂ : E→ GnO
we started with.
Next we are in the position to define the notion of uniformizer in the current context.
Definition 17.29. Let P :A →B be a proper covering functor between two GCT’s.
A proper covering uniformizer at the object β inB with isotropy G=Gβ , consists
of a pair of functors Ψ̂ : E → A and Ψ : GnOβ →B, where τ̂ : E → GnOβ is
a proper ep-groupoid covering model, see Definition 17.28, such that the following
holds.
(1) The distinguished point oβ ∈ Oβ is mapped by Ψ to β , and the distinguished
points oα ∈ Oα with α ∈ P−1(β ) are mapped bijectively by Ψ̂ to the points in
P−1(β ).
(2) Ψ and Ψ̂ are fully faithful, injective on objects, and fit into the commutative
functor diagram
E Ψ̂−−−−→ A
τ̂
y Py
GnOβ
Ψ−−−−→ B.
(3) On the object level the preimage ofΨ(Oβ ) under P is the image of Ψ̂ .
(4) There exists an open neighborhood U of |β | in |B| such that |Ψ | : |GnOβ | →U
and |Ψ̂ | : |E| → |P|−1(U) are homeomorphisms.

We note that passing to orbit spaces we obtain the commutative diagram
|E| |Ψ̂ |−−−−→ |P|−1(U)
|τ̂|
y |P|y
|GnOβ |
|Ψ |−−−−→ U.
Here the horizontal arrows are homeomorphisms. The local singularity structure of
|P| is that given by |τ̂|.
Remark 17.8. Let us also note that Ψ : GnOβ →B is a uniformizer in the usual
sense, but that Ψ̂ is not. In fact, the latter is defined on a special ep-groupoid. Note,
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however that the restrictions of Ψ̂ to Gα nOα for α ∈ P−1(β ) are uniformizers.
Nevertheless we shall refer to Ψ̂ also as a uniformizer. 
Definition 17.30. Let P :A →B be a proper covering functor between two GCT’s.
A proper covering uniformizer construction for P consists of a functor F :B−→
SET which associates to an object β a set F(β ) of proper covering uniformizers, see
Definition 17.29,
E Ψ̂−−−−→ A
τ̂
y Py
GnOβ
Ψ−−−−→ B
withΨ(oβ ) = β . 
Given a proper covering uniformizer construction for P : A →B we consider as
usual the associated transition sets. In our case, since a uniformizer is a pair, we
obtain the diagram
M(Ψ̂ ,Ψ̂ ′) p−→M(Ψ ,Ψ ′). (17.20)
Here the set M(Ψ̂ ,Ψ̂ ′) consists of all tuples (e,φ ,e′), where φ is a morphism in A
between Ψ̂(e) and Ψ̂ ′(e′)
M(Ψ̂ ,Ψ̂ ′) =
{
(e,φ ,e′) | e ∈ E, e′ ∈ E ′, φ ∈mor(Ψ̂(e),Ψ̂ ′(e′))
}
,
the set M(Ψ ,Ψ ′) is defined as usual, and the map p is defined as follows
p(e,φ ,e′) = (τ̂(e),P(φ), τ̂ ′(e′)). (17.21)
Definition 17.31. Let P :A →B be a proper covering functor between two GCT’s.
A proper polyfold covering structure for P consists of a pair (F,M), where F is
a proper covering uniformizer construction and M is a construction of M-polyfold
structures for the transition sets M(Ψ ,Ψ ′) and M(Ψ̂ ,Ψ̂ ′) so that A and B for the
induced structures become polyfolds and the map p defined in (17.20) becomes a
local sc-diffeomorphism. A proper polyfold covering functor consists of a proper
covering functor between two GCT’s, say P : A → B, equipped with a proper
polyfold covering structure. 
Next we shall study properties of p : M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′) in more detail.
Lemma 17.10. Assume we are given a proper covering uniformizer construction
(F,M) for P :A →B. For uniformizer pairs (Ψ̂ ,Ψ) and (Ψ̂ ′,Ψ ′) and the associ-
ated transition sets, we have a well-defined bijective map
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M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)s×τ̂E (17.22)
mapping (e,φ ,e′) to (p(e,φ ,e′),s(e,φ ,e′)) = ((τ̂(e),P(φ), τ̂ ′(e′)),e). Here τ̂ : E→
Gβ nOβ , with Ψ̂ : E→A andΨ : Gβ nOβ →B, and similarly for τ̂ ′.
Proof. To see that the map defined in (17.22) is bijective let us first show that it
is injective. Assume that (e,φ ,e′) and (e1,φ1,e′1) are mapped to the same point,
implying
((τ̂(e),P(φ), τ̂ ′(e′)),e) = ((τ̂(e1),P(φ1), τ̂ ′(e′1)),e1).
This implies that e = e1 and moreover
s(φ) = Ψ̂(e) = Ψ̂(e1) = s(φ1) and P(φ) = P(φ1).
Since P is a proper covering map between categories it follows from these latter
identities that φ = φ1. Since Ψ̂ ′ is injective on objects it follows that e′ = e′1 and
injectivity is established.
In order to establish surjectivity assume that
((e˜, φ˜ , e˜′),e) ∈M(Ψ ,Ψ ′)s×τ̂E
is given. Then τ̂(e) = e˜ and φ˜ : Ψ(e˜)→Ψ ′(e˜′) hold. From Definition 17.30 we
deduce that
P(Ψ̂(e)) =Ψ(τ̂(e)) =Ψ(e˜),
implying s(φ˜) =Ψ(e˜) = P(Ψ̂(e)). Since P is a proper covering functor, there exists
a unique morphism φ with s(φ) = Ψ̂(e) so that P(φ) = φ˜ . The object t(φ) satisfies
P(t(φ)) = t(P(φ)) = t(φ˜) =Ψ ′(e˜′).
In view of property (3) in Definition 17.29 t(φ) belongs to the image of the objects
E ′ under Ψ̂ ′ and consequently for a uniquely determined e′ ∈ E ′ with Ψ̂ ′(e′) = t(φ)
we obtain the object (e,φ ,e′) in M(Ψ̂ ,Ψ̂ ′) which satisfies
(e,φ ,e′)→ (p(e,φ ,e′),e) = ((e˜, φ˜ , e˜′),e).
The surjectivity has been established. 
In view of Lemma 17.10 the map
M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)s×τ̂E
is a bijection. However, more is true.
Proposition 17.12. Assume that P :A →B is a proper polyfold covering functor.
Then for two uniformizers the map
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M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)s×τ̂E
is an sc-diffeomorphism.
Proof. From the sc-smoothness of p it follows that the above map is sc-smooth.
Since p is a local sc-diffeomorphism and the same holds for τ̂ it follows that our
map has to be a local sc-diffeomorphism, which of course is together with the other
properties only possible if the map is a global sc-diffeomorphism. 
Given a proper polyfold covering functor P : A →B a covering family of uni-
formizers (Ψ̂λ ,Ψλ )λ∈Λ for P is a family such that (Ψλ )λ∈Λ is a covering fam-
ily for B. Associated to a such a family we have the covering of ep-groupoids
τ̂λ : Eλ → Gλ nOλ fitting into the diagram
Eλ
Ψ̂λ−−−−→ A
τ̂λ
y Py
Gλ nOλ
Ψλ−−−−→ B.
Denote by E the disjoint union of all the object M-polyfolds E and similarly by X
the union of the Oλ , i.e.
E =
⊔
λ∈Λ
Eλ and X =
⊔
λ∈Λ
Oλ .
Then we obtain a surjective local sc-diffeomorphism τ̂ : E→ X by setting
τ̂(eλ ) = τ̂λ (eλ ) for eλ ∈ Eλ .
We can turn E and X into ep-groupoids and τ̂ into a proper covering functor of
ep-groupoids by defining E and X as follows
E =
⊔
(λ ,λ ′)∈Λ×Λ
M(Ψ̂λ ,Ψ̂λ ′) and X =
⊔
(λ ,λ ′)∈Λ×Λ
M(Ψλ ,Ψλ ′).
Then, as previously seen E ≡ (E,E) and X ≡ (X ,X) are ep-groupoids. One easily
verifies that τ̂ extends naturally to a proper covering functor, denoted by τ̂ , be-
tween these ep-groupoids. Of course, a different covering family produces a dif-
ferent proper covering functor and the different choices are related by some kind
Morita equivalence. We leave it to the reader to work out the straight-forward, but
somewhat lengthy details. We call τ̂ : E → X an sc-smooth model for the proper
polyfold covering functor P : A →B. Of course, it comes with a natural pair of
equivalences
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E Γ̂−−−−→ A
τ̂
y Py
X Γ−−−−→ B.
(17.23)
Next we consider the behavior of branched ep+-subcategories with respect to proper
polyfold covering functors.
Proposition 17.13. Assume that P : A → B is a proper polyfold covering functor
and Θ :B → Q+ a branched ep+-subcategory. View A and B with the induced
structures as polyfolds. The pull-back functor
P∗Θ :A →Q+
defined by P∗Θ :=Θ ◦P is a branched ep+-subcategory. Moreover the following
holds.
(1) IfΘ is of manifold type also P∗Θ is of manifold type.
(2) IfΘ is of orbifold type also P∗Θ is of orbifold type.
(3) IfΘ is tame also P∗Θ is tame.
(4) IfΘ is compact also P∗Θ is compact.
Proof. We take a sc-smooth model τ̂ : E → X as in (17.23). Then, by definition, Θ
is a branched ep+-subcategory if and only if Γ ∗Θ is a branched ep+-subgroupoid.
It is an easy exercise that the pull-back of a branched ep+-subgroupoid by a proper
covering functor τ̂ : E → X between ep-groupoids is a branched ep+-subgroupoid
of E. Consequently τ̂∗(Γ ∗Θ) is a branched ep+-subgroupoid of E, which implies
that Γ̂∗(τ̂∗(Γ ∗Θ)) is a branched ep+-subcategory of A . From the identity
P∗Θ = Γ̂∗(τ̂∗(Γ ∗Θ))
we obtain the desired result that P∗Θ is a branched ep+-subcategory. All the pro-
cedures in the proof of the previous result preserve the tameness property, which
yields (3). Assume that Θ only takes the values {0,1}. Then the same is true for
P∗Θ . This proves (2).
In order to show (1) assume that α and α ′ are two objects withΘ ◦P(α) = 1 andΘ ◦
P(α ′) = 1. Consider two isomorphisms φ ,φ ′ : α→ α ′. Then P(φ),P(φ ′) : P(α)→
P(α ′) and it follows from the fact that Θ is of manifold-type that P(φ) = P(φ ′).
Define the element σ := φ ′ ◦φ−1 in Gα ′ and note that P(σ) = 1P(α ′). Since P is a
proper covering functor the map
A→ Bs×PA : ψ → (P(ψ),s(ψ))
is a bijection. As we have shown it holds that σ is mapped as
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σ → (P(σ),s(σ)) = (1P(α ′),α ′).
Since 1α ′ is also mapped to (1P(α ′),α ′) we conclude that σ = 1α ′ or equivalently
φ = φ ′. This proves (1).
By the assumption in (4) |supp(Θ)| is compact. Consider |supp(Θ ◦P)| and take
a sequence (z˜k) in the latter and define zk = |P|(z˜k). There is no loss of gener-
ality assuming the zk → z ∈ |supp(Θ)|. We take a proper covering uniformizer
around β with |β | = z, and we can represent the sequences, after perhaps pass-
ing to subsequences by (ok)⊂Ob withΨ(oβ ) = β and ok→ oβ . Moreover, we find
(ek)⊂ E with τ̂(ek) = ok. We may assume that (ek) lies in a connected component
sc-diffeomorphic to Oβ from which it follows that (ek) converges. 
Finally, we shall briefly discuss the situation of strong bundles in the covering con-
text. Assume that P : A → B is a proper polyfold covering functor. We have to
consider strong bundles over A and B and in order that they fit into our covering
scheme we need to impose some additional structure. As before we denote by Ban
the category whose objects are Banach spaces and the morphisms are topological
linear isomorphisms. We assume we are given functors
µ :B→ Ban and µ˜ :A → Ban
together with a natural transformation γ : µ˜ → µ ◦P. This implies that for every
object α in A we are given Banach spaces µ˜(α) and µ(P(α)) together with a
linear topological isomorphism
γα : µ˜(α)→ µ(P(α)),
so that a morphism φ : α → α ′ produces a topological linear isomorphism µ˜(φ) :
µ˜(α)→ µ˜(α ′) and µ(P(φ)) : µ(P(α))→ µ(P(α ′)) fitting into the commutative
diagram
µ˜(α)
µ˜(φ)−−−−→ µ˜(α ′)
γα
y γα ′y
µ(P(α))
µ(P(φ))−−−−→ µ(P(α ′)).
Associated to µ˜ we can define as before W˜ having as objects (α, w˜) defining the
functor P˜ : W˜ →A . The base is already equipped with a polyfold structure. Asso-
ciated to µ we obtain P : W →B, where again the base has a polyfold structure.
We define P˜ : W˜ →W on objects by
(α, e˜)→ (P(α),γα(e˜)),
and on morphisms by
(φ , w˜)→ (P(φ),γs(φ)(w˜)).
With these definitions we obtain the commutative functor diagram
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W˜
P˜−−−−→ A
P˜
y Py
W
P−−−−→ B,
(17.24)
where the vertical arrows are proper covering functors, and P already is a proper
polyfold covering functor. One needs to introduce structures which turn the first
vertical arrow into a proper strong bundle covering functor. This necessary struc-
ture is indicated by the following diagram, where in the bottom plane we have the
diagram (17.24)
W˜ E
W X
W˜ A
W B
and the vertical arrows stand for uniformizers. The right-hand face depicts the
proper polyfold covering structure where the uniformizers are defined on E→ X . In
the top plane we need to pick strong bundles W˜ → X and W → X over-ep-groupoids
and a strong bundle map which is also is covering map, but isomorphic between the
fibers. Since the data in the vertical face on the right is induced by data on the left
we only have to explain the requirements for the diagram
W˜ −−−−→ W˜
F
y P˜y
W −−−−→ W .
(17.25)
With the objects introduced previously we are given the GCT W˜ whose objects are
pairs (α, w˜) with α an object in A and w˜ ∈ µ˜(α). The morphisms have the form
(φ , w˜) with w˜ ∈ µ˜(s(φ)). Similarly W has as objects (β ,w) with w ∈ µ(β ) and
morphisms (ψ,w) satisfying w ∈ µ(s(ψ)). The proper covering functor
P˜ : W˜ →W
is defined on objects by (α, w˜)→ (P(α),γα(w˜)) and on morphisms by (φ , w˜)→
(P(φ),γs(φ)(w˜)). We note that for fixed α the map (α, w˜)→ (P(α),γα(w˜)) is a
linear topological isomorphism between Banach spaces. We would like to model
the situation with strong bundles over ep-groupoids denoted by W˜ and W . Hence
W˜ and W are strong bundles over ep-groupoids and A : W˜ →W is a proper strong
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bundle covering functor in the sense of Definition 8.10, where we suppress here
the underlying base data. A uniformizer construction for our current situation gives
for an object β in the base of W a functor Ψ : W → W which maps a uniquely
determined object (oβ ,0) to (β ,0µ(β )) and is a linear isomorphism between fibers.
Similarly Ψ˜ : W˜ → W˜ . The other requirements are similar to those explained in the
case of proper covering functors. In our context all occurring maps in the transition
sets have to be in addition strong bundle maps. We leave the remaining details to the
reader.

Chapter 18
Fredholm Theory in Polyfolds
This chapter is concerned with the sc-Fredholm theory, which is the main topic of
this book. We have discussed sc-Fredholm section functors in great detail in the
context of strong bundles over ep-groupoids and we shall carry the ideas over to the
categorical context.
We assume we are given a GCT C equipped with a polyfold structure (F,M) and a
functor µ : C → Ban defining the bundle P : E → C . Suppose that E is equipped
with a strong bundle structure (F¯ ,M) inducing the previously defined polyfold
structure on C . Recall that |C | and |E | have as consequence of the definition of
a GCT metrizable topologies and |P| : |E | → |C | is continuous.
We shall study sc-Fredholm section functors of P and we shall describe how some
of the material developed in the ep-groupoid context can be generalized to the cat-
egorical context. Many of the concepts can be carried over just using an sc-smooth
model XΨ and the natural equivalence of categories ΓΨ : XΨ → C together with the
bundle version
WΨ
Γ¯Ψ−−−−→ E
p
y Py
XΨ
ΓΨ−−−−→ C .
Alternatively we can study, more locally, the diagrams
GnK Ψ¯−−−−→ E
p
y Py
GnO Ψ−−−−→ C ,
where Ψ¯ ∈ F¯(α) covering Ψ ∈ F(α). If f : C → E is a section functor, we ob-
tain for every choice Ψ¯ a local representative fΨ¯ : O→ K, which is G-equivariant.
The properties relevant for our studies are those which can be defined by imposing
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requirements on ( fΨ¯ )Ψ¯∈Ψ¯ , where Ψ¯ is a covering family, and where the definition
does not depend on the covering family which has been chosen. The sc-Fredholm
property is of this kind.
18.1 Basic Concepts
Assume that P : E → C is a strong bundle over a polyfold with the structure defined
by (F¯ ,M).
Definition 18.1. A section functor f of P : E →C is called an sc-Fredholm section
functor provided for any object α and Ψ¯ ∈ F¯(α) a strong bundle uniformizer Ψ¯ :
GnK→ C coveringΨ the representative fΨ¯ : O→ K is sc-Fredholm in the sense
of Definition 3.8. 
Remark 18.1. (a) Assume we are given a covering family Ψ¯ for P, i.e. the underlying
Ψ is a covering family for C . If f is a section functor such that all fΨ¯ , Ψ¯ ∈ Ψ¯ ,
are sc-Fredholm sections it follows that for an arbitrary object α and Ψ¯ ∈ F¯(α)
the representative fΨ¯ is sc-Fredholm. This is an easy exercise. So the sc-Fredholm
property is checkable with a covering family. As a consequence the pull-back of f
by Γ¯Ψ¯ : WΨ¯ → E denoted by fΨ¯ is an sc-Fredholm section of a strong bundle over
an ep-groupoid if and only if f is sc-Fredholm.
(b) If f is an sc-Fredholm section functor it follows that f is regularizing. Indeed, if
α is an object in Cm and f (α) ∈ Em,m+1, then α ∈ Cm+1.
(c) A definition, which is equivalent to Definition 18.1, requires f to be regularizing
as described in (b) and being sc-smooth, which can be checked by a covering family.
Moreover, it stipulates that for every smooth z ∈ |C | there exists an object α with
|α|= z and Ψ¯ ∈ F¯(α), with underlyingΨ satisfyingΨ(q¯) = α , so that ( fΨ¯ , q¯) is an
sc-Fredholm germ in the sense of Definition 3.7. 
Assume that f is an sc-Fredholm section functor and α an object satisfying f (α) =
0. The tangent TαC is an sc-Banach space and there is a well-defined linearization
f ′(α) : TαC → Eα which is an sc-Fredholm functor. It is defined as follows. Take
Ψ¯ ∈ F¯(α) covering Ψ and consider a tangent vector [α,Ψ ,h]. The linearization is
defined by
f ′(α)([α,Ψ ,h]) = (α,Ψ¯(q0)( f ′¯Ψ (h))), (18.1)
where f ′¯Ψ (q0) : Tq0O→ Kq0 is the linearization of fΨ¯ at q0, which satisfiesΨ(q0) =
α . The definition does not depend on the choice of Ψ¯ .
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Definition 18.2. The sc-Fredholm operator f ′(α) : TαC → Eα which via (18.1) is
well-defined, is called the linearization of the sc-Fredholm section functor f at the
solution object α . 
Note that we can also define a set of linearizations at smooth objects, which are
not necessarily solution objects. For this we take a uniformizer Ψ¯ at α and obtain
fΨ¯ : O→ K. Denote by q0 the point which satisfies Ψ(q0) = α . For every local
sc+-section s defined near q¯, satisfying s(q0) = fΨ¯ (q0) we can take the linearization
( fΨ¯ − s)′(q0) : Tq0O→ Kq0 . The collection of all
f ′s(α)([α,Ψ ,h]) = (α,Ψ¯(q0)(( fΨ¯ − s)′(q0)(h)))
consists of linear sc-Fredholm operators, which all differ by sc+-operators and
therefore have the same index. The collection is independent of the choice of Ψ¯
at α .
Definition 18.3. The set of linearizations of the sc-Fredholm section functor f of
P : E → C at the smooth object α is denoted by Lin( f ,α). The index ind( f ,α) is
the Fredholm index of any of its elements in Lin( f ,α). 
We note that if α is a zero object the set of linearizations consists of one element,
namely the one defined in Definition 18.2.
If φ : α → α ′ is a morphism between two smooth objects and f (α) = 0, then
f (α ′) = 0 as well. Moreover, with Tφ : TαC → Tα ′C and φ̂ := µ(φ) : µ(α)→
µ(α ′) being the lift by µ : C → Ban, it holds that
φ̂ ◦ f ′(α) = f ′(α ′)◦Tφ .
Given φ : α → α ′ between smooth objects we obtain an induced map
φ∗ : Lin( f ,α)→ Lin( f ,α ′) : φ∗(L) = φ̂ ◦L◦Tφ−1.
Clearly φ ′∗ ◦φ∗ = (φ ′ ◦φ)∗ and (1α)∗ = Id. As we have seen in the discussion of sc-
Fredholm section functors, in the context of ep-groupoids, the set of linearizations
is important when discussion orientation questions.
Let us state a version of the implicit function theorem in the categorical context,
which is based on results on ep-groupoids. We denote for a polyfold C and an open
subset U of |C | by CU the full subcategory associated to objects with |α| ∈U .
Theorem 18.1. Let P : E → C be a strong bundle over a tame polyfold and f an
sc-Fredholm section functor. Assume that the smooth object α satisfies f (α) = 0
and the linearization f ′(α) : TαC → Eα is surjective and the kernel ker( f ′(α))
is in good position to the boundary (see Remark 17.3). Then there exists an open
neighborhood U of |α| in |C | so that the following holds.
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(1) The functorΘ : CU →{0,1} defined by
Θ(β ) =
[
1 if f (β ) = 0
0 if f (β ) 6= 0
is a tame orbifold-type ep+-subcategory.
(2) For every object β in CU withΘ(β ) = 1 the linearization f ′(β ) is surjective and
the kernel lies in good position to the boundary.
Note that |supp(Θ)| is in a natural way a smooth orbifold with boundary with cor-
ners. That means that the local model is smooth manifold with boundary with cor-
ners divided out by a finite group action. 
Proof. The result is a consequence of Theorem 15.2, Theorem 15.3, and Proposition
9.1. 
Remark 18.2. Define Λ : E → {0,1} by associating to the zero vectors the value
1 and to other vectors the value 0. Then, as we shall see later on, Λ is an sc+-
multisection functor and ( f ,Λ) will be in good position at α . With this definition
it holds that Θ = Λ ◦ f and the good position of ( f ,Λ) at α implies that Θ is an
ep+-subcategory on a suitable CU . As we already have seen in the ep-groupoid case
it holds more generally that for a pair ( f ,Λ) in sufficiently generic position (to be
made precise) the associated Λ ◦ f is a branched ep+-subcategory. 
Next we import the notion of an auxiliary norm from the ep-groupoid context into
the categorical framework. We assume that we have a strong polyfold bundle P :
E → C . Recall that E has double filtration Em,k for 0≤ k ≤ m+1.
Definition 18.4. Let P : E → C be a strong bundle over a polyfold. An auxiliary
norm is a functor N : E → [0,∞] having the following properties.
(1) If e ∈ E \E0,1 then N(e) = +∞.
(2) N defines on each fiber of E0,1 a complete norm.
(3) Given a sequence (|hk|) ⊂ |C0,1| satisfying |P(hk)| → |α| and |N|(|hk|)→ 0 it
holds |hk| → |0α | in |E0,1|.

An easy lemma whose proof is left to the reader gives an alternative description of
an auxiliary norm.
Lemma 18.1. Assume that P : E → C is a strong bundle over a polyfold and N :
C → [0,∞] a functor. Then N is an auxiliary norm if and only if for a covering
subset of strong bundle uniformizers Ψ¯ the functor NΨ¯ = N ◦ Γ¯Ψ¯ : WΨ¯ → [0,∞] is an
auxiliary norm for the strong bundle over the ep-groupoid WΨ¯ → XΨ . 
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In order to introduce the notion of a reflexive auxiliary norm we distinguish a par-
ticular class of strong polyfold bundles P : E → C .
Definition 18.5. We say that P has reflexive (0,1)-fibers provided for every object
α the fiber (P−1(α))(0,1) is a reflexive Banach space. 
We note that this can be checked on the orbit space in the following sense. If z∈ |C |
take an α representing z. If the (0,1)-fiber over α is reflexive the same will hold for
any other α ′ isomorphic to α . If p : W → X is a local model for P
W Γ¯−−−−→ E
p
y Py
X Γ−−−−→ C
and |Γ (x)| = |α|, it follows that (Wx)(0,1) is a reflexive Banach space. With other
words any sc-smooth model has reflexive (0,1)-fibers. Following Definition 12.5
we introduce the notion of mixed convergence.
Definition 18.6. Let P : E → C be a strong polyfold bundle with reflexive (0,1)-
fibers. We say a sequence (yk)⊂ |E(0,1)| is mixed convergent to y ∈ |E0,1| provided
|P|(yk)| → |P|(y) (on level 0) and for a choice of uniformizer Ψ¯ covering Ψ at a
representative α for |P|(y), say
GnK Ψ¯−−−−→ E
p
y Py
GnO Ψ−−−−→ C
withΨ(x) = α , we can pick for large k representatives ek ∈K with |Ψ¯(ek)|= yk and
e with p(e) = x and |Ψ¯(e)|= y such that ek m−→ e (mixed convergent, see Definition
12.5). 
Having defined mixed convergence we introduce the notion of a reflexive auxiliary
norm.
Definition 18.7. Let P : E → C be a strong polyfold bundle with reflexive (0,1)-
fibers and N an auxiliary norm for P. We say that N is a reflexive auxiliary norm,
if besides the usual properties of an auxiliary norm given in Definition 18.4, the
following property holds. If (yk) ⊂ |E(0,1)| is mixed convergent to |y| ∈ |E0,1|, then
for suitable representatives (ek) and e for (yk) and y it holds
N(e)≤ liminfk→∞N(ek)
Alternatively we could require |N|(y)≤ liminfk→∞|N|(yk). 
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We can transport all results about auxiliary norms in the ep-groupoid context over
to the categorical case, where P : E → C is a strong polyfold bundle. For this we
just take an sc-smooth local model
W Γ¯−−−−→ E
p
y Py
X Γ−−−−→ C
and note that given an auxiliary norm n for p the push forward N := Γ¯∗n is an aux-
iliary norm for P. If n is reflexive so is N. Since |C | is by definition paracompact
and therefore metrizable it follows that |X | is metrizable and therefore paracom-
pact. The choice of local sc-smooth model does not matter since the notions around
auxiliary norms are well-behaved under generalized strong bundle isomorphisms in
the ep-groupoid context. Consequently we can apply Theorem 12.4 and obtain the
existence of an reflexive auxiliary norm on P, provided it has reflexive (0,1)-fibers.
Applications of Theorem 12.3 and Theorem 12.5 provide extension theorems.
Theorem 18.2. Let P : E → C be a strong polyfold bundle. Then the following
holds.
(1) P admits an auxiliary norm.
(2) If P has reflexive (0,1)-fibers, there exists for every auxiliary norm N′ for P two
reflexive auxiliary norms N1 and N2 satisfying N1 ≤ N′ ≤ N2.
(3) If P is defined over a tame polyfold an auxiliary norm defined on E |∂C can be
extended to P. In the case that P has reflexive (0,1)-fibers a reflexive auxiliary
norm on E |∂C can be extended as a reflexive auxiliary norm.

We leave it to the reader to transport other interesting results around auxiliary norms
into the categorical context.
18.2 Compactness Properties
The starting point is a strong polyfold bundle P : E →C and an sc-Fredholm section
functor f of P. Given an sc-smooth model associated to a covering family Ψ¯ we
obtain p : W → X and the sc-Fredholm section fΨ¯ which fit into the commutative
diagram
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W Γ¯−−−−→ E
fΨ¯
x fx
X Γ−−−−→ C .
Many compactness properties are statements which can be formulated in terms of
orbit spaces. We note that |Γ | and |Γ¯ | are homeomorphisms fitting into the commu-
tative diagram
|W | |Γ¯ |−−−−→ |E |
| fΨ¯ |
x | f |x
|X | |Γ |
−1
←−−−− |C |
resulting in the relationship
| f |= |Γ¯ | ◦ | fΨ¯ | ◦ |Γ |−1 (18.2)
which allows us to carry over compactness concepts discussed in the ep-groupoid
context in Section 12.4. If f is an sc-Fredholm section functor of P we define the
associated solution category S f to be the full subcategory of C associated to objects
α satisfying f (α) = 0. Since f is regularizing a solution object is smooth.
Definition 18.8. We say that the sc-Fredholm section functor f of P defines a com-
pact moduli space provided the orbit space |S f | of the solution category is compact.
We refer to |S f | as the coarse moduli space associated to f . 
Having a compact moduli space for an sc-Fredholm section functor implies the
seemingly stronger properness property, which follows from Theorem 12.9.
Theorem 18.3 (Stability of compactness). Let f be an sc-Fredholm section func-
tor of the strong polyfold bundle P : E →C having a compact (coarse) moduli space
|S f |. Then given an auxiliary norm N : E → [0,∞] there exists an open neighbor-
hood U of |S f | in |C | such that the closure of the set {z ∈U ||N| ◦ | f |(z) ≤ 1} (on
level 0) is compact. 
This result is important, since as a consequence compactness is not being destroyed
by small perturbations, and prompts the following definition.
Definition 18.9. Let P : E → S be a strong polyfold bundle, N : E → [0,+∞] be
an auxiliary norm, and f an sc-Fredholm section functor for which |S f | is compact.
Given an open neighborhood U f |S f | we say that (N,U) controls compactness for
f provided cl|C |({z ∈U | |N| ◦ | f |(z)≤ 1}) is compact.
In many applications a stronger form of compactness holds with important addi-
tional properties, which were discussed in the ep-groupoid context in Section 12.4.
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We first discuss a version of the reflexive local compactness property as given in
Definition 12.10. We note that Definition 12.10 could have formulated equivalently
in terms of orbit spaces, and the following definition is a straight forward general-
ization of such a reformulation.
Definition 18.10. Let P : E → C be a strong polyfold bundle with reflexive (0,1)-
fibers and f an sc-Fredholm section functor. We say that f has the (categorical)
reflexive local compactness property provided for every reflexive auxiliary norm
N : C → [0,∞] and every point z ∈ |C | there exists an open neighborhood U(z) in
|C | such that the closure of the set {y ∈U(z) | |N| ◦ | f |(y)≤ 1} is compact in |C |.

Remark 18.3. Note that z ∈ |C | is not(!) required to satisfy | f |(z) = 0. For exam-
ple if z ∈ |C |0 \ |C |1 then | f |(z) 6∈ |E0,1| since otherwise, by the regularizing prop-
erty, we conclude that z ∈ |C1|. Consequently, we infer that |N| ◦ | f |(z) = +∞.
Using the reflexive local compactness property we see that for a suitable open
neighborhood U(z) it holds that |N| ◦ | f |(y) > 1 for y ∈ U(z). Indeed, other-
wise there exists a sequence zk → z with |N| ◦ | f |(zk) ≤ 1. From this we deduce
that |N| ◦ | f |(z) ≤ liminfk→∞|N| ◦ | f |(zk) ≤ 1 giving a contradiction. Consequently
cl|C |({y ∈U(z) | N ◦ | f |(z)≤ 1}) = /0, which is compact. 
From Theorem 12.10 we obtain the following extension theorem which frequently
appears in inductive constructions for moduli spaces with some Floer-theoretic
structure.
Theorem 18.4. Assume that P : E → C is a strong polyfold bundle over the tame
C with reflexive (0,1)-fibers and f an sc-Fredholm section functor. Assume that
N : C → [0,∞] is a reflexive auxiliary norm and f has a compact moduli space
and also the reflexive local compactness property. Let S∂ f be the solution category
associated to ∂ f := f |∂C and U∂ ⊂ |∂C | an open neighborhood of the compact
|S∂ f | in |∂C | such that the closure of {z ∈U∂ | |N| ◦ | f |(z)≤ 1} is compact in |C |.
Then there exists an open neighborhood U of the coarse moduli space |S f | with the
following properties.
(1) U ∩|∂C |=U∂ .
(2) The closure of {z ∈U | |N| ◦ | f |(z)≤ 1} in |C | is compact, i.e. (N,U) controls
compactness for f .

Remark 18.4. In applications a situation where N at the beginning is only defined
for E |∂C arises frequently. In this case we can make statements about compactness
properties of ∂ f involving N. In a next step one would apply Theorem 18.2 (3)
to extend N over E . Theorem 18.4 then allows to extend U by keeping track of
compactness properties. 
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18.3 Sc+-Multisection Functors
At this point we consider strong polyfold bundles P : E →C . We shall use auxiliary
norms and if P has reflexive (0,1)-fibers we may assume the auxiliary norm to be
reflexive. In this section we shall derive important results about sc+-multisections.
Since the relevant notions behave well under generalized isomorphisms all results
which are available in the ep-groupoid context are also available in the categorical
context. We shall exploit this for the main notions and leave it to the reader to deal
with the remaining concepts.
Definition 18.11. A sc+-multisection functor for P : E → C is a functor Λ : E →
Q+ such that for a sc-smooth model p : W → X and associated equivalences Γ¯ and
Γ the functor
Γ¯ ∗Λ :=Λ ◦ Γ¯ : W →Q+
is an sc+-multisection functor in the ep-groupoid sense, see Definition 13.4. 
Remark 18.5. The definition does not depend on the choice of sc-smooth model
which follows from the behavior of sc+-multisection functors in the ep-groupoid
context under generalized strong bundle isomorphisms. 
Given an auxiliary norm N : E → [0,∞] we can describe the size of an sc+-
multisection functor by the functor N(Λ) :C → [0,∞) which we call the point-wise
norm of Λ . It is defined for an object α by
N(Λ)(α) := max{N(α,e) | (α,e) ∈ P−1(α), Λ(α,e)> 0}.
Of course, |N(Λ)| : |C | → [0,∞) provides the same information and we shall also
refer to it as the point-wise norm.
For applications the structurable sc+-multsection functors are important and they
are defined as follows.
Definition 18.12. Let P : E → C be a strong polyfold bundle. A sc+-multisection
functor Λ : E → Q+ is said to be structurable provided for a suitable sc-smooth
model p : W → X the pull-back Γ¯ ∗Λ is structurable. 
As we have seen in Section 13.4, in the ep-groupoid context, the notion of being
structurable is being preserved by pull-backs and push-forwards by strong bundle
maps and therefore also by generalized strong bundle isomorphisms. Therefore it
does not matter in Definition 18.12 which sc-smooth model is being taken. If Λi :
E →Q+, i = 1,2, we define the functor Λ1⊕Λ2 by
(Λ1⊕Λ2)(α,e) = ∑
e′+e′′=e
Λ1(α,e′) ·Λ2(α,e′′),
where e,e′,e′′ ∈ µ(α). For a functor β : C → R we define f Λ : E →Q+ by
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(β Λ)(α,e) :=
Λ(α,β (α)−1 · e) if β (α) 6= 01 if β (α) = 0, e = 0
0 if β (α) = 0, e 6= 0
From the results in Section 13.3 we obtain the following theorem.
Theorem 18.5. Let P : E → C be a strong polyfold bundle. If Λ1,Λ2 : E →Q+ are
structurable sc+-multisection vectors and β : C → R is an sc-smooth functor, then
Λ1⊕Λ2 and β Λ1
are structurable sc+-multisection functors. 
Structurability is preserved by pull-backs via proper covering functors. This gives
the following result which is a consequence of Theorem 13.5.
Theorem 18.6. Let P˜ : W˜ → W be an sc-smooth strong bundle proper covering
functor between the strong polyfold bundles P˜ : W˜ → C˜ and P :W → C , or more
precisely
W˜
P˜−−−−→ W
P˜
y Py
C˜
P−−−−→ C .
If Λ :W →Q+ is a structurable sc+-multisection functor, then also P˜∗Λ is a struc-
turable sc+-multisection functor. 
At this point we have discussed the basic results about sc+-multisections and specif-
ically structurable ones. In the next section we discuss the construction of sc+-
multisection functors as well as extension theorems.
18.4 Constructions and Extensions
In order to construct sc+-mulisection functors we need sc-smooth partitions of unity
or at least sc-smooth bump functions.
Definition 18.13. We say that the polyfold C admits sc-smooth partitions of unity
or sc-smooth bump functions provided it holds for an sc-smooth model. 
Remark 18.6. The existence of sc-smooth partitions of unity or sc-smooth bump
functions is being preserved under generalized isomorphisms between ep-groupoids
and therefore the specific sc-smooth model occurring in the previous definition does
18.4 Constructions and Extensions 633
not matter. If the sc-smooth model X , which has a metrizable orbit space |X |, admits
as a M-polyfold sc-smooth partitions of unity then it admits an sc-smooth partition
of unity in the ep-groupoid sense, i.e. the maps are functors, see the discussion in
Subsection 7.5.2. 
For the next consideration we assume that we are given a strong polyfold bundle
P : E → C admitting sc-smooth bump functions. Consider a smooth object α with
isotropy group G and let Ψ¯ be a strong bundle uniformizer in F¯(α). This gives us
the diagram
GnK Ψ¯−−−−→ E
p
y Py
GnO Ψ−−−−→ C .
Denote by q¯ ∈ O the unique point satisfyingΨ(q¯) = α . Since |C | is metrizable we
can pick an open neighborhood V of q¯ in O which is invariant under the G-action
such that cl|C |(|Ψ(V )|) ⊂ |Ψ(O)|. Assume that (α,e) is a smooth vector in E and
let h¯ be the preimage in K under Ψ¯−1. Using sc-smooth bump functions we can
construct an sc+-section s1 on O which vanishes outside of V and satisfies s1(q¯) = h¯.
Applying the g-action we obtain sg : O→ K defined by
sg(g∗q) = g∗ s1(q) for q ∈ O.
Then s1G = s1 and (sg)g∈G is a symmetric sc
+-section structure which vanishes
outside of V . Define Λ : C →Q+ as follows. For Ψ¯(h) with h ∈ K we define
Λ(Ψ¯(h)) =
1
|G| · ]{g ∈ G | sg(p(h)) = h}.
If (β ,e) is an object in E and there exists (φ ,e) : (β ,e)→ (t(φ), φ̂(e)) with t(φ) ∈
Ψ(O) we define with Ψ¯(h′) = (t(φ), φ̂(e))
Λ(β ,e) :=Λ(Ψ¯(h′)),
where we note that the right-hand side has been previously defined. The definition
also does not depend on the choice of φ as long as t(φ) ∈Ψ(O). In the remaining
cases there does not exists φ : β → t(φ) with t(φ) ∈Ψ(O). In this case we define
Λ(β ,e) =
[
1 if e = 0
0 otherwise.
Proposition 18.1. The previous construction defines an sc+-multisection functorΛ :
E → Q+ with Λ(α,e) > 0. In a suitable sc-smooth model p : W → X the pull-
back Γ¯ ∗Λ is atomic and consequently structurable. Hence Λ is a structurable sc+-
multisection functor for P.
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Proof. The easy proof is left to the reader and follows immediately from the the-
ory in Chapter 13 discussing sc+-multisection functors in the ep-groupoid context,
specifically Theorem 13.6. 
The previous result shows how we can construct global structurable sc+-multisec-
tions using one uniformizer. Of course, we could apply the procedure at a finite
number of objects producing Λ1, ...,Λk which could be summed up to produce Λ =
Λ1⊕ ..⊕Λk. More generally, using an sc-smooth model
W Γ¯−−−−→ E
p
y Py
X Γ−−−−→ C
we can construct for P : E → C sc+-multisection functors with a variety of proper-
ties by just making the appropriate constructions for P : W → X in the ep-groupoid
context and pushing the data forward by Γ¯ . Chapter 13 demonstrated in detail the
wealth of possibilities. We leave the details to the reader and only mention the fol-
lowing extension result which is the categorical version of Theorem 14.2 and can be
proved by using an sc-smooth model.
Theorem 18.7. Let P : E → C be a strong polyfold bundle over a tame poly-
fold and assume that C admits sc-smooth partitions of unity and N : E → [0,∞]
is a given auxiliary norm. Assume that Λ : E |∂C → Q+ is a structurable sc+-
multisection functor with domain support dom-supp(Λ). Let V be an open neigh-
borhood of |dom-supp(Λ)| ⊂ |∂C | in |C | and β : C → [0,∞) a continuous functor
with |supp(β )| ⊂V and satisfying
N(Λ)(α)< β (α) for α belonging to dom-supp(Λ).
Then there exists a structurable sc+-multisection functor Λ ′ : E →Q+ such that
(1) N(Λ ′)(α)≤ β (α) on C .
(2) |dom-supp(Λ ′)| ⊂V .
(3) Λ ′|(E |∂C ) =Λ .

18.5 Orientations
In order to use the moduli space |S f | associated to an sc-Fredholm section func-
tor to produce invariants we need to perturb it in general by a small generic sc+-
multisection functorΛ to obtain a branched ep+-subcategoryΘ =Λ ◦ f from which
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we are going to extract invariants. Unless Λ is single-valued one cannot expect to
obtain meaningful invariants, unless we also have an orientation forΘ . As discussed
in the ep-groupoid case such orientations for Λ ◦ f are naturally induced by an ori-
entation for f . In this section we import the ideas from the ep-groupoid setting to
the categorical set-up, see Section 15.4 for the ep-groupoid situation.
Define for a smooth object α the set ĜrF(α) to consist of finite, non-negative ratio-
nal, formal sums L̂=∑L̂σL̂ · L̂, where L̂=(L,o) is an oriented sc-Fredholm operator,
and
L : TαC → Eα ,
with Eα = P−1(α). That means that only a finite number of the σL̂ are non-zero,
and in this case positive rational numbers. The collection of all (α, L̂) defines the
objects of a category denoted by ĜrF(C ) which fibers over the full subcategory C∞
associated to smooth objects in C
pi : ĜrF(C )→ C∞ : (α, L̂)→ α.
The morphisms in ĜrF(C ) are pairs (φ , L̂), where φ is a smooth morphism in C and
s(φ) = pi(α, L̂). Here s(φ , L̂) = (s(φ), L̂) and t(φ , L̂) = (t(φ),φ∗L̂) where
φ∗L̂= φ∗
(
∑̂
L
σL̂L̂
)
= ∑̂
L
σL̂ ·φ∗L̂,
with φ∗(L,o) = (φ∗L,φ∗o) and φ∗L = µ(φ)◦L◦Tφ−1, so that
(φ , L̂) : (s(φ), L̂)→ (t(φ),φ∗(L̂)).
In a next step we define the notion of an orientation for an sc-Fredholm section
functor of a strong polyfold bundle P : E → C . For a smooth object α we can
consider the convex set of linearizations Lin( f ,α) consisting of previously defined
sc-Fredholm operators L : TαC → Eα . Just viewing the operators as classical lin-
ear Fredholm operators between the Banach spaces on level 0 we obtain a con-
tractible convex space of Fredholm operators so that the associated determinant
bundle has two possible orientations. Following the ep-groupoid case, see Defini-
tion 12.11, and properly translated into our set-up we can build a category whose
objects are (α,(DET( f ,α),o)) where DET( f ,α) stands for the topological line
bundle DET( f ,α)→ Lin( f ,α) and o for an orientation of the latter. If we have
picked an orientation o the only other possible orientation is then −o. The class of
all such objects is denoted by O f and it fibers over C∞ via
σ : O f → C∞ : (α,(DET( f ,α),o))→ α.
The morphisms have the form (φ ,(DET( f ,α),o)) with s(φ) = α , where we view
such a morphisms as
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(φ ,(DET( f ,α),o)) : (α,(DET( f ,α),o))→ (t(φ),(DET( f , t(φ)),φ∗(o))).
Definition 18.14. Let P : E → C be a strong polyfold bundle and f an sc-Fredholm
section functor. The category σ :O f →C∞ fibering over the smooth object category
is called the orientation category associated to f . 
We note that a smooth morphism φ :α→α ′ lifts to a bijection φ∗ between two-point
sets
{(DET( f ,α),o),(DET( f ,α),−o)}→ {(DET( f ,α ′),o′),(DET( f ,α ′),−o′)}.
If α has nontrivial isotropy it can in principle happen that for a suitable g ∈ Gα it
holds that g∗(DET( f ,α),±o) = (DET( f ,α),∓o), which obstructs orientability of
f .
Next we introduce the notion of an orientation, which defined by several properties.
We shall begin with the more algebraic requirements. An orientation, if it exists,
associates in particular to a smooth object α one of the two possible orientations for
DET( f ,α), i.e. it is a section functor o of σ and can be written as
α → oα = (α,(DET( f ,α),oα)).
Moreover, o is assumed to be a functor, so that the choice of orientations is compat-
ible with morphisms
ot(φ) = φ∗os(φ) for smooth morphisms φ .
Besides these purely functorial properties one needs a version of local propagation,
i.e. local continuity as in the ep-groupoid case, see Section 6.5 and specifically Def-
inition 6.10. We need some preparation. Given Ψ¯ ∈ F¯(α) for a smooth object α we
obtain the commutative functor diagram
Gα nK
Ψ¯−−−−→ E
fψ¯
x fx
Gα nO
Ψ−−−−→ C .
For a smooth element q ∈ O the map
Ψ¯∗ : L (TqO,Kq)→L (TΨ(q)C ,EΨ(q)) : L→ Ψ¯(q)◦L◦ (TΨ(q))−1
defines a bijection between sc-operators and preserves several types of maps. For
example sc-Fredholm operators are mapped to sc-Fredholm operators and sc+-
operators are mapped to sc+-operators. Given an sc-Fredholm operator L above q, an
orientation o for det(L) is mapped canonically to an orientation Ψ¯(q)∗o of det(Ψ¯∗L)
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using the linear isomorphisms TΨ(q) and Ψ¯(q) which establish correspondences
between the kernels and co-kernels. Hence we have a push-forward operation for
orientations which we denote by Ψ¯∗ and its inverse is the pull-back Ψ¯ ∗. As a conse-
quence, given a section functor o for σ : O f → C∞ we can consider the associated
oΨ¯ = Ψ¯ ∗o, which associates to DET( fΨ¯ ,q) an orientation (oΨ¯ )q.
Given a smooth morphism φ : α → α ′, Ψ¯ ∈ F¯(α) and Ψ¯ ′ ∈ F¯(α ′) we obtain asso-
ciated to Φ = (q¯,φ , q¯′), where Ψ(q) = α , Ψ ′(q¯′) = α ′, a local sc-diffeomorphism
Φ̂ : (U(q¯), q¯)→ (U(q¯′), q¯′). This local sc-diffeomorphism together with its lift Φ¯
to the bundles allows to pull-back the germ of oΨ¯ ′ near q¯
′ and we obtain near q¯ the
following identity of germs
Φ¯∗oΨ¯ ′ = oΨ¯ near q¯.
The pull-back operation Φ¯ has clearly a continuity property.
Definition 18.15. Let P : E → C be a strong polyfold bundle and f an sc-Fredholm
section functor. Denote by σ : O f → C∞ the associated orientation category. Let o
be a section functor of σ . We say that o has the continuity property, provided for
every class z ∈ |C∞|, representative αz of z and [Ψ¯ : GnK → C ] ∈ F¯(αz), where
p : K → O, o¯ ∈ O with Ψ(o¯) = α , the following holds. If fΨ¯ : O→ K is the local
representative of f equipped with the orientations Γ¯ ∗o, then the orientations near o¯
are related by continuation. 
Remark 18.7. The above definition requires an orientation check for a set of objects
{αz | z ∈ |C∞|}, where we pick for every z a Ψ¯z ∈ F¯(αz). If we take now an arbitrary
Ψ¯ in some F¯(α) the sc-smoothness of the associated strong transition bundle guar-
antees that also with respect to Ψ¯ we have local continuity. This follows from the
previous discussion. 
Definition 18.16 (Orientation for f ). Let P : E → C be a strong polyfold bundle
and f an sc-Fredholm section functor. An orientation for f is given by a section
functor o of σ : O f → C∞ which has the continuity property. If such a section o
exists we call f orientable. 
Remark 18.8. We leave the verification of the following to the reader. If f is an
orientable sc-Fredholm section functor of P then σ : O f → C∞, when passing to
orbit spaces, defines a Z2 = {−1,1}-bundle over |C∞| which we denote by |σ | :
|O f | → |C∞|. An orientation o defines a continuous section |o| of |σ |. Moreover, f
is orientable provided |σ | : |O f | → |C∞| is a (2 : 1)-map and admits a continuous
section. See also Proposition 12.4 for the ep-groupoid case. 
Assume that f is an sc-Fredholm section of the strong polyfold bundle P : E → C .
Given two different covering familiesΨ andΨ ′ we obtain
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W Γ¯−−−−→ E
fΨ¯
x fx
X Γ−−−−→ C
W ′ Γ¯
′−−−−→ E
f¯Ψ¯ ′
x fx
X ′ Γ
′−−−−→ C .
The following holds true.
Proposition 18.2. Assume that f is an sc-Fredholm section functor of the strong
polyfold bundle P : E → C .
(1) The orientability of f is equivalent to the orientability of fΨ¯ .
(2) An orientation for f pulls-back to an orientation for fΨ¯ and an orientation for
fΨ¯ ′ .
(3) Given orientations o for fΨ¯ and o
′ for fΨ¯ ′ they correspond to the same ori-
entation for f provided the natural generalized strong bundle isomorphism
f¯ : WΨ¯ →WΨ¯ ′ covering f : XΨ → XΨ ′ pulls back o′ to o.
Proof. The proof goes along the lines of the proof of Theorem 12.12 and is left to
the reader. 
18.6 Perturbation Theory
We assume that P : E → C is a strong polyfold bundle over a tame C , and N : E →
[0,∞] an auxiliary norm. We study sc-Fredholm section functors f of P which have
compact moduli spaces |S f |. We can fix an open neighborhood U of |S f | so that
cl|C |({z ∈U | |N| ◦ | f |(z)≤ 1}) is compact.
We shall use the latter fact to show that there are many structurable sc+-multisection
functors Λ : E →Q+, which are small with respect to (N,U), which controls com-
pactness, so thatΘ : C →Q+ defined by
Θ(α) =Λ ◦ f (α)
is a ep+-subcategory with the standard properties:
(1) |supp(Θ)| ⊂U .
(2) Θ is compact.
(3) f ′(α) : TαC → P−1(α) is surjective for every α belonging to the support ofΘ .
(4) In addition we can force good boundary behavior, for example Θ is in general
position or in in good position, both implying thatΘ is tame.
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In applications, depending on the situation, we might be able to take a Λ which
only takes the values {0,1} to achieve the above. In this case |supp(Θ)| has nat-
urally the structure of a compact orbifold with boundary and corners. If we know
in addition that between any two objects in the support of Θ there is at most one
morphism it follows that |supp(Θ)| has naturally the structure of a smooth compact
manifold with boundary with corners. If in addition f is oriented via T f it follows
that |supp(Θ)| is naturally oriented either as an orbifold or manifold. Of course,
as in the ep-groupoid case, a general perturbation for which Θ is a branched ep+-
subcategory is always possible. The following results are immediate corollaries of
results proved in the ep-groupoid context.
Theorem 18.8. Assume that P : E → C is a strong polyfold bundle over a tame
C admitting sc-smooth bump functions and f is an sc-smooth section functor of P
with compact |S f |. Assume that N : E → [0,∞] is an auxiliary norm and U an open
neighborhood of |S f | so that (N,U) controls compactness. Let h : C → (0,1] be a
continuous functor. Then there exists an sc+-multisection functor Λ : C →Q+ with
the following properties.
(1) N(Λ)(α)< h(α) for all objects in C .
(2) The domain support of Λ is contained in CU .
(3) T( f ,Λ) is surjective for objects in supp(Λ ◦ f ).
(4) For an object in supp(Λ ◦ f ) the kernels of the operatorsT( f ,Λ)(α) are in general
position to ∂C .
In particular Λ ◦ f : C →Q+ is a compact, tame, branched ep+-subcategory. Fur-
ther the perturbation Λ can be taken structurable.
Proof. Follows directly from Theorem 15.4 by studying the question in a smooth
model. 
We can also easily bring Theorem 15.5 into the polyfold context. As an exercise the
reader might also prove a version of Theorem 5.7 for the ep-groupoid case, and its
polyfold generalization. Another good and useful exercise is the generalization of
Theorem 5.8 to an ep-groupoid as well as a categorical context.

Chapter 19
General Constructions
In this chapter we shall describe several basic constructions which are very useful
in applications, i.e. the construction of moduli spaces in concrete situations. In [14]
we shall describe new tools in the context of symplectic geometry, which focus on
developing a modular approach to the construction of moduli spaces in symplectic
geometry. The procedure leads to polyfold structures on certain groupoidal cate-
gories S , strong bundle structures for P : E →S , and a Fredholm theory for cer-
tain section functors of P. The theory in Chapters 17 and 18 then allows to construct
moduli spaces.
19.1 The Basic Constructions
We start with a familiar definition.
Definition 19.1. A category S is said to be a groupoidal category provided the
following holds.
(1) Every morphism is an isomorphism.
(2) Between any two objects there are at most only a finite number of morphisms.
(3) The class of isomorphism classes of objects is a set.

We shall obtain the polyfold structure onS , and later on similarly the strong bundle
structure on P : E → S , as a consequence of a particular kind of construction,
which we shall introduce now. This type of construction will produce in the case of
a groupoidal categoryS the following at the same time.
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• A natural topology T on the orbit space |S |. In case T is metrizable the pair
(S ,T ) is a GCT, see Definition 17.1.
• A structure for the GCT (S ,T ), which is a polyfold structure provided T is
metrizable.
That T is metrizable has to be studied in any given context by an adhoc method.
It will turn out that T is always locally metrizable, i.e. every point in |S | will
have an open neighborhood on which the topology is metrizable. This, of course,
does not imply that the topology is Hausdorff. There are criteria, which we shall
describe later, which are easy to apply in practice, and which guarantee that T is
Hausdorff and completely regular. If one can show that in addition the topology
is second countable, Urysohn’s metrizability theorem implies that T is metrizable
(Urysohn’s metrization theorem: A second countable, regular Hausdorff space is
metrizable.). In many applications this is not too difficult to show. Alternatively,
if T is paracompact (rather than second countable) in addition to being regular
and Hausdorff, the Nagata-Smirnov theorem implies metrizability as well. (Nagata-
Smirnov metrization theorem: A topological space is metrizable if and only if it
is regular, Hausdorff and has a countably locally finite basis, i.e the topology has
a basis which is a countable union of sets of open sets which are locally finite. In
particular, a paracompact regular Hausdorff space, which is locally metrizable is
metrizable, see [64]).
We need the following definition.
Definition 19.2. Let S be a groupoidal category and α an object with isotropy
group G. We shall call a functor
Ψ : GnO→S
a uniformizer at α provided it has the following properties.
(1) GnO is the translation groupoid consisting of the M-polyfold O with G acting
by sc-diffeomorphism.
(2)Ψ is injective on objects and fully faithful.
(3) There exists o¯ ∈ O withΨ(o¯) = α .

We denote by S − the category which has the same objects as S , but only has the
identities as morphisms. The first part of the data is given by a functor
F :S −→ SET
associating to every object α (with automorphism group G) a set F(α) consisting
of uniformizers at α .
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Definition 19.3. Given a groupoidal category S a functor F :S −→ SET, which
associates to an object α a set of uniformizers F(α) at α is called a uniformizer
construction. 
Remark 19.1. In most applications F is in fact a functor defined on S . That means
that given a morphism Φ : α → α ′ we obtain a bijection F(Φ) : F(α)→ F(α ′).
As part of the constructions in many cases even more is true and F(Φ) will have a
geometric meaning, see for example Remark 17.1. 
Once F is given, we can consider the transition sets M(Ψ ,Ψ ′) associated to the
functors Ψ and Ψ ′. For Ψ ∈ F(α) and Ψ ′ ∈ F(α ′) the transition set M(Ψ ,Ψ ′) is
given as the weak fibered product associated to the diagram
O Ψ−→S Ψ ′←− O′.
More precisely
M(Ψ ,Ψ ′) = {(o,Φ ,o′) | o ∈ O, o′ ∈ O′, Φ :Ψ(o)→Ψ ′(o′)}.
This construction comes with several maps called structure maps. Namely
• s : M(Ψ ,Ψ ′)→ O : (o,Φ ,o′)→ o, the source map.
• t : M(Ψ ,Ψ ′)→ O′ : (o,Φ ,o′)→ o′, the target map.
• u : O→M(Ψ ,Ψ) : o→ (o,1Ψ(o),o), the unit map.
• ι : M(Ψ ,Ψ ′)→M(Ψ ′,Ψ) : (o,Φ ,o′)→ (o′,Φ−1,o′), the inversion map.
• m : M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′)→ M(Ψ ,Ψ ′′) : m((o′,Φ ′,o′′),(o,Φ ,o′)) = (o,Φ ′ ◦
Ψ ,o′′), the multiplication map.
Given F , we have for every object α a set of fully faithful functorsΨ : GnO→S
having α in the image. Of course, there is at this point no compatibility require-
ment between different uniformizers. Also note that we cannot talk about continuity
properties of |Ψ | since |S | is not even equipped with a topology yet.
The second set of data, denoted byF , consists of a construction involving the tran-
sition sets. It associates to h = (o,Φ ,o′) ∈M(Ψ ,Ψ ′) a germ of map
Fh : O(O,o)→ (M(Ψ ,Ψ ′),h)
having the following properties, were we abbreviate fh := t ◦Fh, which is a germ
of map fh : O(O,o)→ O(O′,o′). We can think of Fh as a map defined on an open
neighborhood of o.
(A) Diffeomorphism Property: The germs fh : O(O,o)→ O(O′,o′) are local sc-
diffeomorphisms, and s(Fh(q)) = q for q near o. IfΨ =Ψ ′ and h= (o,Ψ(g,o),g∗o)
then Fh(q) = (q,Ψ(g,q),g∗q) for q near o, so that fh(q) = g∗q.
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(B) Stability Property: FFh(q)(p) = Fh(p) for q near o = s(h) and p near q.
(C) Identity Property: Fu(o)(q) = u(q) for q near o.
(D) Inversion Property: Fι(h)( fh(q)) = ι(Fh(q)) for q near o = s(h).
(E) Multiplication Property: If s(h′) = t(h) then fh′ ◦ fh(q) = fm(h′,h)(q) for q near
o = s(h) and m(Fh′( fh(q)),Fh(q)) = Fm(h′,h)(q) for q near o = s(h).
(F) M-Hausdorff Property: For different h1,h2 ∈M(Ψ ,Ψ ′)with o= s(h1) = s(h2)
the images under Fh1 and Fh2 of small neighborhoods o are disjoint.
Definition 19.4. The constructionF is called a transition construction associated
to the uniformizer construction F . 
Usually, in applications, the constructions F andF are natural and the listed prop-
erties are consequences of this naturality.
Definition 19.5. Given a groupoidal category S we shall refer to (F,F ), where
the functor F : S − → SET is a uniformizer construction and F is an associated
transition construction, as a basic construction. 
Remark 19.2. The Properties (A) and (D) say that there exist for h ∈ M(Ψ ,Ψ ′)
with h = (o,Φ ,o′) open neighborhoods V (o) and V (o′) with the property that
fh : (V (o),o)→ (V (o′),o′) is an sc-diffeomorphism, and Fι(h)( fh(q)) = ι(Fh(q))
for q ∈ V (o). Of course if Ψ =Ψ ′ the transition set M(Ψ ,Ψ) has a special form
and consists of all (q,Ψ(g,q),g∗q), with q ∈ O and g ∈ G. In this special case (A)
requires that on a suitable open neighborhood V (o) it holds f(o,Ψ(g,o),g∗o)(q) = g∗q
and F(o,Ψ(g,o),g∗o)(q) = (q,Ψ(g,q),g∗q).
The Property (C) stipulates the existence of V (o) with Fu(o)(q) = u(q) for q ∈V (o).
From the multiplication property with h′=(o′,Φ ′,o′′)we have the existence of three
open neighborhoods V (o), V (o′), and V (o′′) such that fh : (V (o),o)→ (V (o′),o′)
and fh′ : (V (o′),o′)→ (V (o′′),o′′) are sc-diffeomorphisms and the following holds
fh′ ◦ fh(q) = fm(h′,h)(q) for q ∈ V (o) and m(Fh′( fh(q)),Fh(q)) = Fm(h′,h)(q) for
q ∈ V (o). These are, given the underlying structures, natural properties. All these
properties persist if we pass to smaller neighborhoods.
The properties we have discussed allow us to consider Fh(q) as an element close
to h in M(Ψ ,Ψ ′) provided q is close to s(h). The Stability Property (B) then says
that the map Fh∗ for h∗ near h is the same as Fh, i.e. a stability property of the
constuction. More precisely (B) guarantees given h= (o,Φ ,o′)∈M(Ψ ,Ψ ′) an open
neighborhood, again denoted by V (o), such that FFh(q)(p) = Fh(p) for q ∈ V (o)
provided p ∈V (o) and p is close to q.
The Hausdorff property just says that two different elements h1 and h2 with the same
source should be considered as far apart given our notion of ‘nearness’ coming from
Fh. 
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In the following we shall derive the important properties of a basic construction.
The two important facts are that a basic construction defines a natural topology T
on the orbit space |S |. This topology in general does not need to be well-behaved,
and its properties in concrete situation have to be investigated. Moreover a basic
construction defines also a metrizable topology on every M(Ψ ,Ψ ′).
19.2 The Natural Topology T for |S |
The starting point is a groupoidal category S and a basic construction (F,F ). As-
sociated to the basic construction there is a natural topology T on |S |, which we
shall construct now.
Definition 19.6. Assume S is a groupoidal category and (F,F ) a basic construc-
tion. The collection T of subsets of |S | consists of all subsets U of |S | so that for
every point z ∈U there exists an object αz with |αz| = z, Ψ ∈ F(αz), and an open
neighborhood V (o¯), whereΨ(o¯) = αz, such that |Ψ(V (o¯))| ⊂U . 
The basic topological result is given by the following theorem.
Theorem 19.1. Assume that we are given for the groupoidal category S a basic
construction (F,F ). Then the following holds.
(1) The set T defined in Definition 19.6 defines a topology on |S |.
(2) WithΨ ∈ F(α), sayΨ : GnO→S , and an open subset V of O the set |Ψ(V )|
is open in |S |.
(3) WithΨ as above |Ψ | : G\O→ |S | is a homeomorphism onto an open neighbor-
hood of |α|.
(4) For the topology T every point has a countable neighborhood basis.
(5) Every point in |S | has (for T ) an open neighborhood which is metrizable. ((5)
implies (4)).
Remark 19.3. There is in general no reason that T is Hausdorff. We shall address
this question and the related metrizability question for T later on.
Proof. (1) By the definition ofT it is clear that /0 and |S | belong toS . If (Uλ )λ∈Λ
is a family of sets in T it follows immediately from the construction that U =⋃
λ∈Λ Uλ belongs to T .
Let U1, ...,Uk be a finite family of elements in T and z ∈U := ⋂ki=1 Ui. For z ∈Ui
we findΨi : GinOi→S withΨi(o¯i) = αi and |αi| = z so that for a suitable open
neighborhood V ′i of o¯i we have
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|Ψi(V ′i )| ⊂Ui.
We find hi =(o¯1,Φi, o¯i)∈M(Ψ1,Ψi) and take the associated germs fhi :O(O1, o¯1)→
O(Oi, o¯i). By replacing V ′1 by a possibly smaller open neighborhood V1 of o¯1 we
may assume that all Vi := fhi(V1) are open and contained in V
′
i . In addition we may
assume that Fhi is defined on V1. Since fhi = t ◦Fhi it follows that |Ψi( fhi(v))| =
|Ψ1(v)| for v ∈ V ′1 and consequently |Ψ1(V1)| ⊂U , which completes the proof that
T is a topology.
(2) Assume that Ψ(o¯) = α . Let V ⊂ O be open and consider the set |Ψ(V )|. Take
z′ ∈ |Ψ(V )| and an object α ′ with |α ′|= z′. PickΨ ′ ∈ F(α ′) withΨ ′(o¯′) = α ′. For
a suitable o ∈V we find an element h = (o¯′,Φ ,o) ∈M(Ψ ′,Ψ). Take the associated
germ fh. We find an open neighborhood V ′ of o¯′ which is sc-diffeomorphically
mapped onto an open neighborhood of o which we may assume to be contained in
V . This shows that z′ ∈ |Ψ ′(V ′)| ⊂ |Ψ(V )|, using that Fh(q′) = (q′,Φh(q′), fh(q′)),
implying |Ψ( fh(q′))|= |Ψ ′(q′)|.
(3) In view of (2) the set U = |Ψ |(G\O) = |Ψ(O)| is an open neighborhood of |α|.
Consider |Ψ | : G\O→U . This map is a bijection sinceΨ is fully faithful. We first
show the continuity. Pick a point G ∗ o in G\O and define z′ = |Ψ(G ∗ o)|. Pick an
open neighborhood V around z′. We find α ′ representing z′ andΨ ′ ∈ F(α ′) so that
Ψ ′(o¯′) = α ′ and |Ψ ′(W ′)| ⊂ V for a suitable open neighborhood W ′ of o¯′. We find
an element h = (o,Φ , o¯′) and take the corresponding fh. For a sufficiently small
open neighborhood W of o the open image fh(W ) is contained in W ′. Moreover for
w ∈W
s(Fh(w)) = w and t(Fh(w)) = fh(w),
where Fh has the form Fh(w) = (w,Φw, fh(w)). Therefore Φw :Ψ(w)→Ψ ′( fh(w))
and
|Ψ(w)|= |Ψ ′( fh(w))|
implying |Ψ(W )| ⊂ |Ψ ′(W ′)|. Then |Ψ(G∗W )| ⊂V . This proves continuity. Since
for an open subset A in O the image |Ψ(A)| is open we conclude that |Ψ | is open
and this completes the proof of (3).
(4) For given z∈ |S | pick an object α satisfying z= |α| andΨ ∈ F(α). LetΨ(o¯) =
α and note that o¯ has a countable neighborhood basis in O, say
V1 ⊃V2 ⊃V3 ⊃ ...
In view of (2) every |Ψ(Vi)| is an open neighborhood of z. Pick any open neighbor-
hood U of z. We have to show that for sufficiently large i it holds |Ψ(Vi)| ⊂U . We
findΨ ′ ∈F(α ′)with z= |α ′| and an open neighborhood V ′ of o¯′, whereΨ ′(o¯′)=α ′,
with |Ψ ′(V ′)| ⊂U . Since we have a morphismΦ :Ψ(o¯)→Ψ ′(o¯′) can take fh, where
h = (o¯,Φ , o¯′). We find i such that fh(Vi)⊂V ′. This proves that z ∈ |Ψ(Vi)| ⊂U .
(5) For z ∈ |S | pick an object α with |α|= z andΨ ∈ F(α). Then
Ψ : GnO→S
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withΨ(o¯) = α . Then |Ψ |(|GnO|)|= |Ψ(O)| is an open neighborhood of z in view
of (3). Since the M-polyfold O is metrizable we can pick a metric d¯, and average
this metric with respect to G to obtain an invariant metric d for O. This induces a
metric ρ for G\O from which we conclude that the open neighborhood |Ψ(O)| of z
is metrizable. 
Remark 19.4. Starting with a groupoidal category S and a basic construction
(F,F ) we obtain a natural locally metrizable topologyT for the orbit space |S |. If
by an adhoc method one can verify that T is Hausdorff, regular, and second count-
able it follows that (S ,T ) is a GCT and the theory developed in Chapters 17 and
18 is applicable. The metrizability question will be investigated in more depth in
Section 19.4. 
19.3 The Natural Topology for M(Ψ ,Ψ ′)
As before we assume that we are given a basic construction (F,F ) for the groupoidal
category S . We have shown that |S | carries a natural topology T , which is lo-
cally metrizable. We shall show next that the transition sets M(Ψ ,Ψ ′) carry natural
topologies as well.
Definition 19.7. Let TΨ ,Ψ ′ be the set consisting of subsets W of M(Ψ ,Ψ ′) having
the following property. Given h = (o,Φ ,o′) ∈W there exists an open neighborhood
V of o in O such that Fh(V )⊂W . 
The basic result is the following.
Theorem 19.2. Let (F,F ) be a basic construction for the groupoidal category S .
Then the setTΨ ,Ψ ′ is a topology on M(Ψ ,Ψ ′). This topology is metrizable. Further-
more the following properties hold:
(1) The source map s : M(Ψ ,Ψ ′)→ O is a local homeomorphism.
(2) The target map t : M(Ψ ,Ψ ′)→ O′ is a local homeomorphism.
(3) The unit map u : O→M(Ψ ,Ψ) is continuous.
(4) The inversion map ι : M(Ψ ,Ψ ′)→M(Ψ ′,Ψ) is a homeomorphism.
(5) The multiplication map m : M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′)→ M(Ψ ,Ψ ′′) is continu-
ous.

The proof of Theorem 19.2 requires some preparation and will be a consequence of
the following discussion.
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Proposition 19.1. The collection of subsets TΨ ,Ψ ′ of M(Ψ ,Ψ ′) is a topology and
the following holds.
(1) Given h = (o,Φ ,o′) there exists an open neighborhood V of o in O so that for
every open subset W of V the image Fh(W ) belongs to TΨ ,Ψ ′ .
(2) If W is as in (1) the map Fh : W →M(Ψ ,Ψ ′) is continuous.
(3) The topology TΨ ,Ψ ′ is Hausdorff.
Proof. By construction /0, M(Ψ ,Ψ ′), and any union of elements in TΨ ,Ψ ′ belong
to TΨ ,Ψ ′ . Let W1, ...,Wk be a finite collection of elements in TΨ ,Ψ ′ . Assume that
h = (o,Φ ,o′) ∈W := ⋂ki=1 Wi. For every i we find an open neighborhood Vi of o
such that Fh(Vi)⊂Wi. Consequently Fh(⋂ki=1 Vi)⊂W . This proves the assertion that
TΨ ,Ψ ′ is a topology on M(Ψ ,Ψ ′).
(1) We note that there exist open neighborhoods V of o and V ′ of o′ so that fh : V →
V ′ is an sc-diffeomorphism mapping o to o′ and in addition
FFh(q)(p) = Fh(p) for q ∈V, p ∈V.
We also have that
s(Fh(q)) = q and t(Fh(q)) = fh(q) for all q ∈V.
Let W ⊂ V be an open subset and consider Fh(W ). Take any h′ ∈ Fh(W ) and note
that there is a unique way to write it as Fh(q) = h′. Recall that
FFh(q)(p) = Fh(p) for all p near q.
Hence the image of a small open neighborhood of q is contained in Fh(W ). This
proves that Fh(W ) is open.
(2) We start with Fh :V (o)→M(Ψ ,Ψ ′), where o= s(h), and consider for q∈W ⊂V
the element k = Fh(q). Assume an open neighborhood P of k is given. We can take
a small open neighborhood of k of the form Fk(U), where U is a sufficiently small
open neighborhood of o′ = s(k) such that Fk(U)⊂ P and Fk(p) = Fh(p) for p close
to o′. Hence Fh(U)⊂ P and this proves continuity.
(3) Assume next that hi = (oi,Φi,o′i), for i = 1,2, are two different elements in
M(Ψ ,Ψ ′). Using the M-Hausdorff property and the previous discussion we con-
clude that these points have disjoint open neighborhoods. 
Given a basic construction for the groupoidal category S we have just shown that
every transition set M(Ψ ,Ψ ′) carries a natural Hausdorff topology. We shall show
next that the structural maps have the required continuity/homeomorphism proper-
ties, which will complete the proof of Theorem 19.2, with the exception that the
metrizability of the topology TΨ ,Ψ ′ still has to be shown.
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Proposition 19.2. Let α,α ′ and α ′′ be three objects and Ψ ∈ F(α), Ψ ′ ∈ F(α ′),
andΨ ′′ ∈ F(α ′′). The following holds.
(1) The source map s : M(Ψ ,Ψ ′)→ O is a local homeomorphism.
(2) The target map t : M(Ψ ,Ψ ′)→ O′ is a local homeomorphism.
(3) The unit map u : O→M(Ψ ,Ψ) is continuous.
(4) The inversion map ι : M(Ψ ,Ψ ′)→M(Ψ ′,Ψ) is a homeomorphism.
(5) The multiplication map m is continuous.
Remark 19.5. (a) Assuming that the proposition holds we note that the unit map u is
a homeomorphism onto its image, which is an open subset of M(Ψ ,Ψ). Indeed, the
map u : O→M(Ψ ,Ψ) is an injection. Pick o ∈ O and recall that Fu(o) maps a small
open neighborhood of o to an open neighborhood of u(o). Since Fu(o)(q) = u(q) for
q near o we infer that the image of u is open. Then s|u(O)→ O as a bijective local
homeomorphism is a homeomorphism and the inverse to u : O→ u(O).
(b) The multiplication is a local homeomorphism. Indeed, assume that we are given
h′ ∈M(Ψ ′,Ψ ′′) and h ∈M(Ψ ,Ψ ′), with s(h′) = t(h) and define h′′ = m(h′,h). We
find an open neighborhoods U(s(h)) of s(h), U(t(h)) of t(h), U(h) of h, U(h′) of h′
so that the following maps are homeomorphisms
s : U(h)→U(s(h)), t : U(h)→U(t(h)), fh : U(s(h))→U(t(h)).
s : U(h′)→U(t(h)).
Then the fibered product M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′) near (h′,h) is homeomorphically
parametrized by the map
q→ ((s|U(t(h)))−1( fh(q)),(s|U(s(h)))−1(q)),
where q ∈U(s(h)). Then
s(m(((s|U(t(h)))−1( fh(q)),(s|U(s(h)))−1(q))) = q
which implies the assertion. 
Proof. (1) Let h = (o,Φ ,o′) ∈M(Ψ ,Ψ ′). Then s(h) = o and
s(Fh(q)) = q for q near o.
Given a sufficiently small open neighborhood U of o we know that V = Fh(U) is an
open neighborhood of h and trivially s(V ) ⊂U . This proves continuity of s. Next
consider s : Fh(U)→ U . We also know that Fh : U → Fh(U) is injective in view
of s ◦Fh(q) = q for q ∈U and by construction the map is surjective, and hence a
bijection. Clearly Fh : U → Fh(U) is a continuous inverse for s.
(2) Since t = s◦ ι the assertion (2) follows from (4).
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(3) Let o ∈ O and h = u(o). Take a sufficiently small open neighborhood V around
o. Then Fu(o)(V ) = {(q,1Ψ(q),q) | q ∈ V} is open and u(V ) = Fu(o)(V ) implying
continuity.
(4) Clearly ι is a bijection. If h∈M(Ψ ,Ψ ′) let h′ = ι(h). Pick a small neighborhood
around h′. We may assume that it has the form Fh′(V ′)with V ′ an open neighborhood
of o′ = s(h′) = t(h). If V ′ is small enough we find V = V (o) so that fh : V → V ′ is
an sc-diffeomorphism. Using that
ι(Fh(q)) = Fh′( fh(q)) for q near o
it follows that ι(Fh(V )) = Fh′(V ′) showing continuity. Interchanging the role of Ψ
andΨ ′ we see that the inverse of ι is also continuous.
(5) Consider m : M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′)→ M(Ψ ,Ψ ′′) and fix h = (o,Φ ,o′) and
h′ = (o′,Φ ′,o′′) so that m(h′,h) = (o,Φ ′ ◦Φ ,o′′) =: h′′. Assume we are given an
open neighborhood of h′′. We may assume that it has the form W ′′ := Fh′′(U) for a
suitable open neighborhood U of o. If we take U small enough we may assume that
Fh′′ : U →W ′′ is a homeomorphism. We also may assume that fh : (U,o)→ (U ′,o′)
is a homeomorphism for a suitable open neighborhood U ′ of o′ so that in addition
defining W = Fh(U) and W ′ = Fh′(U)
Fh : U →W and Fh′ : U ′→W ′
are homeomorphisms. Given an element
(k′,k) ∈W ′s×tW
we find a unique u ∈U such that Fh(u) = k and t(k) = t ◦Fh(u)) = fh(u) = s(k′) =
Fh′( fh(u)). This implies
k′ ◦ k = Fh′( fh(u))◦Fh(u) = Fh′′(u) ∈W.

The desired metrizability property is proved in the next proposition.
Proposition 19.3. For every pairΨ ∈ F(α) andΨ ′ ∈ F(α ′) the topology TΨ ,Ψ ′ on
the transition set M(Ψ ,Ψ ′) is metrizable.
Proof. First of all we note that M(Ψ ,Ψ ′) is locally metrizable since it is locally
homeomorphic to a metrizable space. We have already proved that it is Hausdorff.
It suffices to show that the space is paracompact. Then the Nagata-Smirnov metriza-
tion theorem implies that the space is metrizable.
Let (Vλ )λ∈Λ be an open covering of M(Ψ ,Ψ ′). We have to show that it admits a
subordinate locally finite open cover. Given an element o∈O, there are at most ]G′-
many h ∈M(Ψ ,Ψ ′) with s(h) = o. Denote them by ho1, ..,hoko . We find a sufficiently
small open neighborhood V (o) of o and U(hoi ) so that
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(i) s : U(hoi )→V (o) is a homeomorphism.
(ii) The U(hoi ) are mutually disjoint.
(iii) For every i there exists a λi such that U(hoi )⊂Vλi .
Since O is metrizable we find a locally finite subcover subordinate to (V (o))o∈O. We
find a subset K ⊂ O and nonempty open sets Wo for o ∈ K so that (Wo)o∈K covers
O, Wo ⊂ V (o), and the cover is locally finite. We do not require Wo to be an open
neighborhood of o. We define
V (o, i) := (s|U(hoi ))−1(Wo) for o ∈ K, i ∈ {1, ..,ko}.
Then (V (o, i)), which is indexed by o ∈ K and i ∈ {1, ...,ko}, consists of open sets
and is subordinate to (Vλ ). If h ∈M(Ψ ,Ψ ′) consider q = s(h). We find o ∈ K such
that q ∈Wo and h belongs to one of the V (o, i). This shows that (V (o, i)) is an open
covering of M(Ψ ,Ψ ′) subordinate to the original (Vλ ).
Let us show that the covering is locally finite. Pick h ∈ M(Ψ ,Ψ ′) and define q =
s(h). We find an open neighborhood A of q which only intersects finitely many of the
Wo. Taking A small enough we find an open neighborhood B of h so that s : B→ A is
a homeomorphism. Assume V (o, i) intersects B. Then s(V (o, i)) and s(B) intersect,
implying that Wo and A intersect. This implies that there are only finitely many
V (o, i) intersecting B. This shows that M(Ψ ,Ψ ′) is paracompact. 
Remark 19.6. Given a groupoidal category S and a basic construction (F,F ) for
S we have shown that the orbit space |S | carries a natural topology T , which is
locally metrizable, and every transition set M(Ψ ,Ψ ′) carries a natural metrizable
topology, so that all structure maps are continuous, s and t are local homeomor-
phisms, and ι is a homeomomorphism. We investigate the metrizability properties
for T in the next section. 
19.4 Metrizability Criterion for T
Next we consider the metrizability question forT which we have mentioned before.
For this we introduce a useful criterion, called the properness property. We recall
that the M(Ψ ,Ψ ′) are metrizable topological spaces.
Definition 19.8. Assume that the groupoidal categoryS admits the basic construc-
tion (F,F ).
(1) We say that properness property (v1) holds, provided forΨ ∈ F(α) and given
o ∈ O there exists an open neighborhood U = U(o) in O so that for any Ψ ′ ∈
F(α ′), Ψ ′ : G′nO′→S , the metrizable space M(Ψ ,Ψ ′) has the property that
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every sequence (hk) in M(Ψ ,Ψ ′) with s(hk) ∈U and t(hk) ∈O′ convergent in O′
has a convergent subsequence in M(Ψ ,Ψ ′).
(2) We say that properness property (v2) holds, provided for every uniformizerΨ
the following holds with respect to T . Given o ∈ O there exists an open neigh-
borhood U =U(o) in O so that cl|S |(|Ψ(U(o))|)⊂ |Ψ(O)|.
(3) We say that properness property (v3) holds provided for everyΨ : GnO→S
the following property holds true. Given o∈O there exists an open neighborhood
U =U(o)⊂ O such that for a sequence (qk)⊂U(o) the convergence of |Ψ(qk)|
in (|S |,T ) to some z implies that a suitable subsequence of (qk) converges to
an element in clO(U(o))⊂ O.
The following proposition shows that the three formulations of a properness prop-
erty are equivalent. In the future, if (F,F ), satisfies one of the properties (and there-
fore all three) we shall say that the properness property holds. 
Proposition 19.4. Assume that (F,F ) is a basic construction for the groupoidal
categoryS and letT be the associated topology for |S |. Then the three properness
properties formulated in Definition 19.8 are equivalent.
Proof. (1) implies (2): By assumption, given o ∈ O there exists an open neigh-
borhood U(o) ⊂ O which satisfies the properness property (v1). We shall show
that U(o) satisfies (v2). Assuming that (2) does not hold, arguing indirectly we
may assume that cl|S |(|Ψ(U(o))|) 6⊂ |Ψ(O)|. This implies that there exists a se-
quence (qk) ⊂U(o) such that |Ψ(qk)| → z ∈ |S |, where z 6∈ |Ψ(O)|. We pick α ′
with |α ′| = z and Ψ ′ ∈ F(α ′), and find for large k an element hk ∈M(Ψ ,Ψ ′) with
s(hk) = qk and t(hk) = pk → o¯′ with Ψ ′(o¯′) = α ′. In view of (1) we may assume
after perhaps taking a subsequence that hk→ h in M(Ψ ,Ψ ′). The element h satisfies
s(h) ∈ clO(U(o)) and t(h) = o¯′. Hence z = |α ′| ∈ |Ψ(O)|, which is a contradiction.
(2) implies (3): We take the open neighborhood U = U(o) guaranteed by (2) and
show that U has the properties stated in (3). Pick any sequence (qk) ⊂U and as-
sume that |Ψ(qk)| → z with respect to T . Then, in view of (2), we deduce that
z ∈ cl|S |(Ψ(U)|) ⊂ |Ψ(O)|. Hence we can find q¯ ∈ O satisfying |Ψ(q¯)| = z. Since
|Ψ | : |GnO|→ |Ψ(O)| is a homeomorphism we find a sequence (gk)⊂G satisfying
gk ∗qk→ q¯.
After perhaps taking a subsequence we may assume that (gk) is a constant sequence
associated to g ∈ G, and therefore, without loss of generality
qk→ g−1 ∗ q¯.
Hence (qk) converges to an element in clO(U)⊂ O.
(3) implies (1): Given Ψ : GnO→S let o ∈ O be a given point. By assumption
we find an open neighborhood U = U(o) in O such that (iii) holds. Assume Ψ ′ :
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G′nO′ → S and (hk) ⊂ M(Ψ ,Ψ ′) is a sequence satisfying qk := s(hk) ∈U and
(pk := t(hk)) is a convergent sequence in O′, say converging to p. Then |Ψ ′(t(hk))|
converges to some element z ∈ |S |. In view (3) we may assume without loss of
generality that qk → q in O, where q ∈ clO(U). Hence (hk) ⊂ M(Ψ ,Ψ ′) has the
property that s(hk)→ q ∈ O and t(hk)→ p ∈ O′.
Consider the set of morphisms inS having sourceΨ(q) and target inΨ ′(O′). This
collection is a finite set and contains at most ]G′-many elements. Denote them by
Φ1, ...,Φ`. We find with h¯i = (q,Φi,(Ψ ′)−1(t(Φi))) open neighborhoods U(q) and
U(h¯i) for i = 1, .., ` such that
s : U(h¯i)→U(q)
is a homeomorphism. We know that for large k the point qk = s(hk) belongs to U(q).
Fix a sufficiently large k so that s(hk) = qk ∈U(q). We fix i and we find an element
h˜k ∈U(h¯i) satisfying
s(hk) = s(h˜k).
Write h˜k = (qk,Φ˜k,rk), where Ψ ′(rk) = t(Φ˜k). We note that t(hk) and t(h˜) only
differ by the action of a suitable g′k, i.e.
hk = m((rk,Ψ ′(g′k,rk),g
′
k ∗ rk), h˜k).
After perhaps taking a subsequence we can replace the g′k by a constant sequence g
′
and obtain
hk = m((rk,Ψ ′(g′,rk),g′ ∗ rk), h˜k).
Since h˜k = (s|U(h¯i))−1(qk)→ (s|U(h¯i))−1(q) and therefore rk → r we find that
(rk,Ψ ′(g′,rk),g′ ∗ rk)→ (r,Ψ ′(g′,r),g′ ∗ r). From the continuity of m we conclude
the convergence of (hk). 
Next we consider the ramifications of the properness condition.
Proposition 19.5. Assume that (F,F ) is a basic construction for the groupoidal
category S , and T is the natural topology for |S |, which is locally metrizable. If
the construction satisfies the properness property, then T is Hausdorff and com-
pletely regular.
Proof. For |α| 6= |α ′| we pick Ψ ∈ F(α) and Ψ ′ ∈ F(α ′) so that Ψ(o¯) = α and
Ψ ′(o¯′) = α ′. Around the points o¯ and o¯′ we pick monotonic neighborhood bases
Uk =Uk(o¯) and U ′k =U
′
k(o¯
′). Then (|Ψ(Uk)|) and (|Ψ(Uk)|) are neighborhood bases
for |α| and |α ′|, respectively. We show that they do not intersect for large k. Arguing
indirectly we find sequences ok→ o¯ with ok ∈Uk and o′k ∈U ′k with o′k→ o¯′ such that
|Ψ(ok)| = |Ψ ′(o′k)|. Hence we find hk ∈M(Ψ ,Ψ ′) with s(hk) = ok and t(hk) = o′k.
Using the properness property we may assume without loss of generality that hk→ h
which implies that |α|= |α ′| which contradicts our initial assumption. This proves
that T is Hausdorff.
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Next we show that T is completely regular. For this take a point z and a closed
subset A of |S | not containing z. We pick α with |α| = z and Ψ ∈ F(α). Then
Ψ : GnO→S and Ψ(o¯) = α for a suitable o¯. We can pick an open G-invariant
neighborhood U of o¯ such that |Ψ(U)| ∩A = /0 and, moreover we can pick the G-
invariant V = V (o¯) with clO(V ) ⊂ U so that V satisfies cl|S |(|Ψ(V )|) ⊂ |Ψ(U)|.
Then clO(V ) ⊂ U ⊂ O and we can take a continuous map β : O → [0,1] with
β (o¯) = 0 and β |(O \V ) ≡ 1. Also, perhaps using an averaging procedure we map
assume that β is invariant with respect to the G-action. Then β descends to a con-
tinuous function β¯ : |Ψ(O)| → [0,1], which we extend by the value 1. This map
β¯ : |S | → [0,1] is continuous and has the desired properties. Indeed, we can ar-
gue using sequences, since every point has a countable neighborhood basis. Let
z ∈ |S | and assume that zk → z. If z ∈ |Ψ(O)| we see that for large k it holds that
zk ∈ |Ψ(O)|. We can pick qk,q ∈ O with qk → q, |Ψ(qk)| = zk, and |Ψ(q)| = z.
Then β¯ (zk)− β¯ (z) = β (qk)−β (q)→ 0. If z 6∈ |Ψ(O)|, we find an open neighbor-
hood W = W (z) such that |Ψ(V )| ∩W = /0. This immediately implies the conti-
nuity assertion since for large k we must have zk ∈W so that β¯ (zk) = 1 = β¯ (z).
If we cannot find such a W there exists a sequence (qk) ⊂ V with |Ψ(qk)| → z.
Applying the properness property we may assume without loss of generality that
qk→ q∈ clO(V )⊂U ⊂O and therefore z= |Ψ(q)| implying that z∈ |Ψ(O)| giving
a contradiction. This shows that the topology T is completely regular. 
The main result in this section is given by the following theorem which summarizes
the essence of the previous discussion. Recall that the natural topology is always
locally metrizable and the properness assumption implies in addition that it is Haus-
dorff and completely regular.
Theorem 19.3. Let S be a groupoidal category and (F,F ) a basic construction
for which the properness assumption holds.
(1) If T is second countable, then it is metrizable.
(2) If T is paracompact, then it is metrizable.
Proof. (1) By Urysohn’s metrization theorem a topological space which is Haus-
dorff, completely regular and second countable is metrizable.
(2) A locally metrizable space, which in addition is Hausdorff, completely regular
and paracompact is metrizable by the Nagata-Smirnov metrization theorem. 
Finally we note the following result.
Proposition 19.6. Let S be a groupoidal category and (F,F ) a basic construc-
tion. Denote by T the natural topology on |S |. Then the following statements are
equivalent.
(1) T is metrizable.
(2) (F,F ) satisfies the properness property and T is paracompact.
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Proof. (2) implies (1): This follows from the previous discussion.
(1) implies (2): A metrizable space is paracompact. We have to show that the metriz-
ability of T requires the basic construction to satisfy one of the properness con-
ditions. Let Ψ : GnO → S be a uniformizer at α . Denote by o¯ ∈ O the ele-
ment mapped to α . We know that |Ψ | : G\O→ |Ψ(O)| is a homeomorphism and
|α| ∈ |Ψ(O)|. Since T is metrizable we can pick an open neighborhood V of |α|
such that cl|S |(V )⊂ |Ψ(O)|. Denote by U ⊂ O the preimage of V underΨ , which
is a G-invariant open subset.
We verify that (v3) holds. Assume that (qk) ⊂U and |Ψ(qk)| → z in |S |. By con-
struction |Ψ(qk)| ∈ V so that z ∈ cl|S |(V ) ⊂ |Ψ(O)|. Hence we find q¯ ∈ O with
|Ψ(q¯)| = z. Since |Ψ | : G\O→ |Ψ(O)| is a homeomorphism we find a sequence
(gk)⊂ G such that
gk ∗qk→ q¯.
After perhaps taking a subsequence we may assume that (gk) is a constant sequence
and without loss of generality qk→ g−1 ∗ q¯ =: q. This completes the proof. 
19.5 The Polyfold Structure for (S ,T )
We assume that S is a groupoidal category and (F,F ) a basic construction. The
associated natural topology for the orbit space |S | is denoted by T . We have seen
that every M(Ψ ,Ψ ′) has a natural metrizable topology for every pair (Ψ ,Ψ ′). For
this topology the source and target maps are local homeomorphisms and the other
structure maps are continuous. We also equipped |S | with a topology T so that
every point has a countable neighborhood basis of open sets. Recall that for every
object α andΨ ∈ F(α) the map on orbit space
|Ψ | : G\O→ |S |
is a homeomorphism onto an open neighborhood of |α| in |S |. Using this fact and
the previous discussion we can prove the following theorem.
Theorem 19.4. The metrizable space M(Ψ ,Ψ ′) has a natural M-polyfold structure
for which s and t are local sc-diffeomorphisms.
Proof. As we shall see there is a sc-smooth atlas for M(Ψ ,Ψ ′) which has tran-
sition maps of a simple form. That this is the case is immediate apparent in the
case M(Ψ ,Ψ). In this case we have a bijection τ : G×O→ M(Ψ ,Ψ) : (g,o)→
(o,Ψ(g,o),g∗o). The sc-smooth atlas for M(Ψ ,Ψ) will define a M-polyfold struc-
ture for which the bijection τ is an sc-diffeomorphism and G×O is equipped with
the natural M-polyfold structure coming from O (and the trivial structure on the
finite set G).
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Recall that with h = (o,Ψ(g,o),g∗o) the germ Fh as the form
Fh(q) = (q,Ψ(g,q),g∗q)
and for a small open neighborhood U of o the map Fh : U → Fh(U) is a homeomor-
phism and Fh(U) ∈ TΨ ,Ψ . We see that sh : Fh(U)→U : sh(o,Ψ(g,o),g ∗ o) = o is
precisely the inverse of Fh. We also note that if Fh(U)∩Fh′(U ′) 6= /0 the transition
map sh′ ◦ s−1h has the form
sh′ ◦ s−1h (q) = q.
This shows that the system (sh) is an sc-smooth atlas. Moreover
sh ◦ τ(g,q) = q
proving that τ is an sc-diffeomorphism.
We next consider the general case and as before we shall show that the source maps
define an sc-smooth atlas. Again it will turn out that the transition maps take an easy
form. Pick h∈M(Ψ ,Ψ ′) and pick open neighborhoods U(h), U(o), where o= s(h),
with the following properties
(i) s : U(h)→U(o) is a homeomorphism, denoted by sh.
(ii) Fh : U(o)→U(h) is the inverse of sh.
(iii) t(Fh(q)) = fh(q) for q ∈U(o).
We shall show that the collection (sh), where h varies over M(Ψ ,Ψ ′), has sc-smooth
overlaps, i.e. sh′ ◦ s−1h : sh(U(h)∩U(h′))→ sh′(U(h)∩U(h′)) is sc-smoth. This, of
course, will imply that M(Ψ ,Ψ ′) has a natural M-polyfold structure.
Assuming q ∈ sh(U(h)∩U(h′)) we compute
sh′ ◦ s−1h (q) = sh′ ◦Fh(q) = s(Fh(q)) = q.
This shows that M(Ψ ,Ψ ′) has a tame M-polyfold structure and by construction s is
a local sc-diffeomorphism. The same holds for t. To see this fix h ∈M(Ψ ,Ψ ′) and
consider sh : U(h)→U(s(h)). Then
t ◦ s−1h (q) = t ◦Fh(q) = fh(q)
which is sc-smooth and a local sc-diffeomorphism. 
Corollary 19.1. GivenΨ ,Ψ ′,Ψ ′′ associated to the objects α,α ′,α ′′, consider
M(Ψ ,Ψ ′), M(Ψ ′,Ψ ′′), and M(Ψ ,Ψ ′′)
with their natural M-polyfold structures. Then all structure maps are sc-smooth.
Proof. We begin with the unit map u : O→M(Ψ ,Ψ). Then s◦u(o) = o and since s
is a local sc-diffeomorphism we conclude that u is sc-smooth.
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Next we consider the inversion map ι : M(Ψ ,Ψ ′)→ M(Ψ ′,Ψ). Fix h = (o,Φ ,o′)
and let h′ = (o′,Φ−1,o) = ι(h). Then Fh : U(o)→U(h) for suitable open neighbor-
hoods is an sc-diffeomorphism and for q near o we compute
t(ι(Fh(q)) = t(Fh′( fh(q)).
Since t, fh, and Fh′ are local sc-diffeomorphisms we see that the left-hand side is
sc-smooth. Since t and Fh are local sc-diffeomorphisms we concluded that ι is sc-
smooth.
Finally we consider the multiplication map m. Assume that h ∈ M(Ψ ,Ψ ′) and
h′ ∈ M(Ψ ′,Ψ ′′) satisfying t(h) = s(h′). Using that for q near o = s(h) we have
the relationship
m(Fh′( fh(q)),Fh(q)) = Fm(h′,h)(q)
we see that the right-hand side is a local sc-diffeomorphism, which implies the same
for the expression on the left. We note that
q→ (Fh′( fh(q)),Fh(q)) = m(( fh(q),Φ ′fh(q), fm(h′,h)(q)),(q,Φq, fh(q)))
is the inverse of a local chart in the fibered product M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′). Hence
m is sc-smooth. 
In view of the discussion in this section we can conclude the following.
Theorem 19.5. Given a basic construction (F,F ) forS , which satisfies the proper-
ness property and for which the natural topology T is either second countable or
paracompact there is an underlying natural polyfold structure (F,M) for S . If the
uniformizers Ψ : GnO→ S associated to F have tame domains O the polyfold
structure is tame. 
Remark 19.7. In applications the categoryS very often is constructed having a ge-
ometric purpose in mind and more often than not there is a natural uniformizer
construction F , and a transition construction F . In a first step one obtains the nat-
ural topology T for |S | as well as the metrizable topologies for the transition sets
M(Ψ ,Ψ ′). In fact, the latter even carry natural M-polyfold structures. We recall
that T is locally metrizable. After checking that (F,F ) has, indeed, the properness
property one concludes that T is locally metrizable, Hausdorff, and completely
regular. These facts imply that for a given compact subset K of |S | there exists an
open neighborhood U =U(K) which is paracompact and hence metrizable, given
the already established properties of T . This sometimes is all what one needs in
applications. In case that T is also second countable we note that T is metrizable
and for such basic constructions (F,F ) we have just shown that there is an asso-
ciate polyfold construction (F,M). The same holds if T is paracompact. We also
note that if all uniformizersΨ associated to F are tame, i.e. the domains are tame,
the resulting polyfold construction is tame. 
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19.6 A Strong Bundle Version
In order to equip P : E →S with a strong bundle structure, there is a similar scheme
as in the S -case, and we allow ourselves to be somewhat sketchy. Here S and E
are groupoidal categories, so that in addition the fibers P−1(α) are equipped with
Banach space structures. The morphisms in E are assumed to be linear lifts associ-
ated to the underlying morphisms in S . More precisely, for two objects α and α ′
inS and an isomorphism Φ : α→ α ′ there exists a well-defined topological linear
isomorphism
Φ̂ : P−1(α)→ P−1(α ′).
We shall call Φ̂ the lift of Φ and we assume that the procedure Φ → Φ̂ has the
obvious properties
(i) 1̂α = IdP−1(α).
(ii) If s(Φ) = t(Φ ′) then Φ̂ ′ ◦Φ = Φ̂ ′ ◦ Φ̂ .
A morphism in E is assumed to be of the form (Φ ,e) with s(Φ) = P(e) so that
s(Φ ,e) = e and t(Φ ,e) = Φ̂(e).
Of course, there is no difference if the morphisms are taken as tuples (e,Φ̂ ,e′),
where e′ = Φ̂(e), since the two descriptions are canonically isomorphic. We take
the shorter one, i.e. the first one. Hence
e
(Φ ,e)−−−→ Φ̂(e) or e (Φ ,e)−−−→ e′ (provided e′ = Φ̂(e) ).
Having these assumptions on E there is an alternative description of our data, which
is the most useful. We have seen this already in the ep-groupoid context. Denote by
Ban the category whose objects are Banach spaces and where the morphisms are
linear topological isomorphisms. Then P : E → S , with the structures described
above, gives a covariant functor
µ :S → Ban.
Indeed, on objects µ(α) := P−1(α), and on morphisms
µ(Φ) = Φ̂ .
The original P : E → S can be, up to natural isomorphism, reconstructed from
(S ,µ).
Given a groupoidal categoryS and a functor µ :S →Ban we can define a category
Eµ as follows. The objects are the pairs (α,e) with e ∈ µ(α), and the morphisms
are the pairs (Φ ,e) with e ∈ µ(s(Φ)), viewed as morphisms
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(Φ ,e) : e→ µ(Φ)(e).
In view of this discussion we study Pµ : Eµ →S associated to a functor µ :S →
Ban and abbreviated by P : E →S .
Definition 19.9. Consider (S ,µ), whereS is a groupoidal category and µ :S →
Ban a functor. Denote the associated functor diagram by P : E → S . A strong
bundle uniformizer at the object α is a functor
Ψ¯ : GnK→ E
with the following properties.
(1) p : K → O is a strong bundle over a M-polyfold, and G acts by strong bundle
diffeomorphisms. Moreover GnK is the associated translation groupoid. The
functor Ψ¯ is a topological linear isomorphism between fibers. In addition there
exists a uniformizer at α denoted byΨ : GnO→S fitting into the commutative
diagram
GnK Ψ¯−−−−→ E
Idnp
y Py
GnO Ψ−−−−→ S .
Note thatΨ is completely determined by Ψ¯ .
(2) Ψ¯ is injective on objects and fully faithful.
(3) There exists 0o¯ ∈ Ko¯ withΨ(o¯) = α and Ψ¯(0o¯) = (α,0µ(α)).

Remark 19.8. We can also require, more generally, that p : W → E is a strong bundle
over an ep-groupoid and that Ψ¯ and Ψ are fully faithful functors, which both are
injective on objects and fit into the commutative diagram
W Ψ¯−−−−→ E
p
y Py
E Ψ−−−−→ S ,
and that a distinguished point e ∈ E is mapped to the given object α and conse-
quently Ψ¯(0e) = (α,0µ(e)). Of course, we also assume that Ψ¯ is fiber-wise a topo-
logical linear isomorphism. Hence, rather than taking GnK→GnO as local mod-
els one could take W → E. 
From the definition it follows that a strong bundle uniformizer Ψ¯ : GnK→ E at α
induces a strong bundle uniformizerΨ : GnO→S .
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Definition 19.10. A strong bundle unformizer construction is a functor F¯ :S −→
SET associating to every object α a set of strong bundle uniformizers F¯(α). 
Associated to F¯ we have the underlying uniformizer construction F forS . Given F¯
we can build for Ψ¯ ∈ F¯(α) and Ψ¯ ′ ∈ F¯(α ′) the transition set M(Ψ¯ ,Ψ¯ ′) associated
to the functor diagram
K Ψ¯−→ E Ψ¯ ′←− K′,
which covers
O Ψ−→S Ψ←− O′.
The elements in the transition set have the form (a,(Φ ,e),a′), where e ∈ µ(s(Φ)),
Ψ¯(a) = (s(Φ),e) and Ψ¯ ′(a′) = (t(Φ),Φ̂(e)). Since e is determined by a via Ψ¯ ,
and Φ acts as a linear map, i.e. Φ̂ = µ(Φ), we just write (a,Φ ,a′) instead of
(a,(Φ ,e),a′). There exists a natural map
m : M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′)
defined by
m(a,Φ ,a′) = (p(a),Φ , p′(a′)).
The fibers of m are Banach spaces. Indeed, with (o,Φ ,o′) being the base point, the
elements above it consist of all (a,Φ ,(Ψ¯ ′)−1 ◦ Φ̂ ◦Ψ¯(a)), where a ∈ p−1(o). The
structure maps associated to strong bundle unifomizers are given as follows and are
linear on the fibers and cover those for the underlying unifomizer construction.
• The source map
M(Ψ¯ ,Ψ¯ ′) s−−−−→ K
m
y py
M(Ψ ,Ψ ′) s−−−−→ O
(a,Φ ,a′) −−−−→ ay y
(p(a),Φ , p′(a′)) −−−−→ p(a).
• The target map
M(Ψ¯ ,Ψ¯ ′) t−−−−→ K′
m
y p′y
M(Ψ ,Ψ ′) t−−−−→ O′
(a,Φ ,a′) −−−−→ a′y y
(p(a),Φ , p′(a′)) −−−−→ p′(a′).
• The unit map
K u−−−−→ M(Ψ¯ ,Ψ¯)
p
y my
O u−−−−→ M(Ψ ,Ψ ′)
a −−−−→ (a,1Ψ(p(a)),a)y y
p(a) −−−−→ (p(a),1Ψ(p(a)), p(a)).
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• The inversion map
M(Ψ¯ ,Ψ¯ ′) ι−−−−→ M(Ψ¯ ′,Ψ¯)
m
y my
M(Ψ ,Ψ ′) ι−−−−→ M(Ψ ′,Ψ)
(a,Φ ,a′) −−−−→ (a′,Φ−1,a)y y
(p(a),Φ , p′(a′)) −−−−→ (p′(a′),Φ−1, p(a)).
• The multiplication map, where o = p(a),o′ = p′(a′),o′′ = p′′(a′′)
M(Ψ¯ ′,Ψ¯ ′′)s×tM(Ψ¯ ,Ψ¯ ′) m−−−−→ M(Ψ¯ ,Ψ¯ ′′)
ms×t m
y my
M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′) m−−−−→ M(Ψ ,Ψ ′′)
((a′,Φ ′,a′′),(a,Φ ,a′)) −−−−→ (a,Φ ′ ◦Φ ,a′′)y y
((o′,Φ ′,o′′),(o,Φ ,o′)) −−−−→ (o,Φ ′ ◦Φ ,o′′).
Next we need a construction F¯ which extends F in the S -case. Recall that F
associates to h = (o,Φ ,o′) ∈M(Ψ ,Ψ ′) a germ of map
Fh : O(O,o)→ (M(Ψ ,Ψ ′),h).
We can write Fh as
Fh(u) = (u,Φu, fh(u)),
where Φu :Ψ(u)→Ψ ′( fh(u)). This morphism lifts to the linear isomorphism
Φ̂u : P−1(Ψ(u))→ P−1(Ψ ′( fh(u)))
and suggests to define F¯h as follows
F¯h(a) = (a,Φp(a),a′(a)),
where a′(a) is uniquely determined by Ψ¯ ′(a′(a)) = Φ̂p(a)(a). The germ F¯h is defined
on K|O(O,o) and covers Fh.
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K|O(O,o) F¯h−−−−→ M(Ψ¯ ,Ψ¯ ′)
p
y my
O(O,o)
Fh−−−−→ M(Ψ ,Ψ ′)
We observe that
m(F¯h(a)) = Fh(p(a)),
so that the definition of F¯h is a natural way to lift Fh. We can define f¯h : K|O(O,o)→
K′|O(O′,o′) covering fh by
f¯h(a) = t ◦ F¯h(a).
We require the following properties:
Definition 19.11. The following properties imposed on F¯ andF are referred to as
transition requirements for strong bundles.
(A)Diffeomorphism Property: The germs f¯h = t ◦ F¯h : K|O(O,o)→ K′|O(O′,o′)
are local strong bundle isomorphisms covering fh
K|O(O,o) f¯h−−−−→ K′|O(O′,o′)
p
y p′y
O(O,o)
fh−−−−→ O(O′,o′)
and s(F¯h(a)) = a for a∈K with p(a) near o. If Ψ¯ = Ψ¯ ′ and h= (o,Ψ(g,o),g∗o)
it holds F¯h(a) = (a,Ψ(g, p(a)),g∗a) if p(a) is near o. In particular f¯h(a) = g∗a
(covering fh(p(a)) = g∗ (p(a)) = p(g∗a).).
(B) Stability Property: F¯Fh(q)(a) = F¯h(a) for q near o = s(h) and a such that p(a)
is near q.
(C) Identity Property: F¯u(o)(a) = (a,1Ψ(p(a)),a) = u(a) for p(a) near o.
(D) Inversion Property: F¯ι(h)( f¯h(a)) = ι(F¯h(a)) for a such that p(a) is near o =
s(h).
(E) Multiplication Property: If s(h′) = t(h) then f¯h′ ◦ f¯h(a) = f¯m(h′,h)(a) for p(a)
near o = s(h) and m(F¯h′( f¯h(a)), F¯h(a)) = F¯m(h′,h)(a) for p(a) near o = s(h).
(F) M-Hausdorff Property: The Fh underlying F¯h has the property that for different
h1,h2 ∈M(Ψ ,Ψ ′) with o = s(h1) = s(h2) the images under Fh1 and Fh2 of small
neighborhoods o are disjoint.

Definition 19.12. Given a pair (S ,µ), where S is a groupoidal category, and µ :
S → Ban is a covariant functor with associated P : E →S , we shall refer to the
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construction (F¯ ,F¯ ), where F¯ is a strong bundle uniformizer construction, and F¯
is an associated strong bundle transition construction as as basic strong bundle
construction for (S ,µ). 
At this point we can run through the construction in theS -case and equip P : E →
S with a strong bundle structure, provided the underlying basic construction forS
induces a polyfold construction forS .
Natural Topology T¯
For the following discussion we assume that starting with (S ,µ) we have a basic
bundle construction (F¯ ,F¯ ) for P : E →S covering (F,F ). In a first step we define
a topology T¯ for |E |.
Definition 19.13. A subset Û of |E | belongs to T¯ provided for every z¯ ∈ Û there
exists an object α inS with |α|= z := |P|(z¯), Ψ¯ ∈ F¯(α)
Ψ¯ : GnK→ E ,
a point a ∈ K with |Ψ¯(a)| = z¯, and an open neighborhood V̂ of a in K such that
|Ψ¯(V̂ )| ⊂ Û . 
The underlying basic construction (F,F ) defines the topology T for |S |. The fol-
lowing is easily verified using the continuity of the strong bundle maps p : K→ O.
The following result is an analogue to Theorem 19.1.
Theorem 19.6. Assume we are given a basic bundle construction (F¯ ,F¯ ) for (S ,µ)
with underlying basic construction (F,F ). Then the following holds.
(1) The set T¯ is a topology on |E |.
(2) For Ψ¯ ∈ F¯(α), Ψ¯ : GnK→ E , and Ŵ ⊂ K open the set |Ψ¯(W )| is open in |E |.
(3) With Ψ¯ as in (ii) the induced |Ψ¯ | : |GnK| → |E | is a homeomorphism onto an
open set.
(4) For every point z ∈ |S | there exists an open neighborhood V of z in |S | so that
|P|−1(V ) with the induced topology from T¯ is metrizable.
(5) The map |P| : |E | → |S | is continuous.

The metrizability of T¯ only depends on the metrizability of the underlying T on
|S |.
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Proposition 19.7. Assume we are given a basic bundle construction (F¯ ,F¯ ) for
(S ,µ) with underlying basic construction (F,F ). If the natural topology T for
|S | is metrizable the topology T¯ for |E | is metrizable as well. 
Natural Strong Bundle Structures for M(Ψ¯ ,Ψ¯ ′)
Under the same assumptions as before we can equip M(Ψ¯ ,Ψ¯ ′) with a metrizable
topology.
Definition 19.14. For Ψ¯ ∈ F¯(α) and Ψ¯ ′ ∈ F¯(α ′) denote by T¯Ψ¯ ,Ψ¯ ′ the collection of
subsets Ŵ of M(Ψ¯ ,Ψ¯ ′) having the following property. Given h¯ = (a,Φ̂ ,a′) there
exists an open neighborhood V̂ of h¯ in K such that F¯h(V̂ )⊂ Ŵ . 
The basic topological results are stated in the following theorem.
Theorem 19.7. Assume we are given a basic bundle construction (F¯ ,F¯ ) for (S ,µ)
with underlying basic construction (F,F ). The set T¯Ψ¯ ,Ψ¯ ′ defines a topology on
M(Ψ¯ ,Ψ¯ ′). The topological spaces (M(Ψ¯ ,Ψ¯ ′),T¯Ψ¯ ,Ψ¯ ′) are metrizable and have the
following properties.
(1) The source map s : M(Ψ¯ ,Ψ¯ ′)→ K is a local homeomorphism.
(2) The target map t : M(Ψ¯ ,Ψ¯ ′)→ K′ is a local homeomorphism.
(3) The unit map u : K→M(Ψ¯ ,Ψ¯) is continuous.
(4) The inversion map ι : M(Ψ¯ ,Ψ¯ ′)→M(Ψ¯ ′,Ψ¯) is a homeomorphism.
(5) The multiplication map
m : M(Ψ¯ ′,Ψ¯ ′′)s×tM(Ψ¯ ,Ψ¯ ′)→M(Ψ¯ ,Ψ¯ ′′)
is continuous.
(6) m : M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′) for the natural topologies is continuous.
In addition the projection map m : M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′) is continuous. 
Strong Bundle Structure for P : E →S
Given (F¯ ,F¯ ) it follows that m : M(Ψ¯ ,Ψ¯ ′)→ M(Ψ ,Ψ ′) has in a natural way the
structure of a strong bundle over a M-polyfold.
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Theorem 19.8. Assume we are given a basic bundle construction (F¯ ,F¯ ) for (S ,µ)
with underlying basic construction (F,F ). Then, with the spaces equipped with
their natural topologies m : M(Ψ¯ ,Ψ¯ ′)→ M(Ψ ,Ψ ′) admits a natural structure of
a M-polyfold bundle, where the structure on the base coincides with the previously
defined natural M-polyfold structure. For this structure the structural maps s and t
are locally diffeomorphic strong bundle maps. The unit map and multiplication are
strong bundle maps, and the inversion map is a strong bundle isomorphism. 
From this we deduce the following basic result.
Theorem 19.9. Assume we are given a basic bundle construction (F¯ ,F¯ ) for (S ,µ)
with underlying basic construction (F,F ). Assume that the natural topology T for
|S | is metrizable. Then the natural topology T¯ for |E | is metrizable. Further for
objects α,α ′ inS and Ψ¯ ∈ F¯(α), Ψ¯ ′ ∈ F¯(α ′)
M(Ψ¯ ,Ψ¯ ′)→M(Ψ ,Ψ ′)
has in a natural way the structure of a strong bundle over a M-polyfold. Hence there
is an associated strong bundle construction (F¯ ,M) for P : E →S . 
Remark 19.9. The results in Chapter 19 allow to construct polyfold structures on
certain groupoidal categories S as well as certain bundles over them P : E →S .
Once P is equipped with the structure as a strong bundle over a polyfold we can
study section functors S of P. Of particular interest are sc-Fredholm functors, which
can be studied by the methods introduced in this book, see in particular Chapters 17
and 18. 
19.7 Covering Constructions
The main point in this section is the description of a basic type of construction,
which provides a given finite-to-one covering functor P : A →B, defined below,
with an adapted uniformizer construction, where the uniformizers respect the struc-
ture functor P, and in addition are sc-smoothly compatible. As such this is a gen-
eralization of the ideas in Section 19.1 and quite close to the corresponding strong
bundle version given in Section 19.6. Recall Definition 19.1 for the notion of a
groupoidal category. We shall denote by A the class of objects associated to A and
by A the class of morphisms. Similarly forB they are denoted by B and B.
Definition 19.15. A finite-to-one covering functor P : A → B is a functor be-
tween two groupoidal categories, which has the following properties:
(1) P is surjective on objects and the preimage of every object is finite.
(2) The assignment A→ Bs×PA which maps φ to (P(φ),s(φ)) is a bijection.
666 19 General Constructions

Remark 19.10. Note that there is no topology in play and compare with Defini-
tion 17.26. Essentially the above definition reflects the properties (ii) and (iii) from
17.26. We shall discuss constructions which shall also define topologies on |A | and
|B|. These additional structures will turn under suitable assumptions the groupoidal
categories A andB into GCT’s and P into a proper covering functor. 
Next we shall introduce the notion of uniformizer but, for the lack of having a topol-
ogy on the orbit spaces, the definitions will not involve a topology for the moment.
Definition 19.16. Given a finite-to-one covering functor P : A → B, a proper
covering uniformizer (or uniformizer for short) for P at the object β in B with
isotropy G consists of a pair of functors Ψ̂ : E → A and Ψ : GnOβ →B, where
τ̂ : E → GnOβ is a proper ep-groupoid covering model, see Definition 17.28, so
that the following holds
(1) The distinguished point oβ is mapped byΨ to β .
(2) The functorsΨ and Ψ̂ are fully faithful and injective on objects and fit into the
commutative diagram
E Ψ̂−−−−→ A
τ̂
y Py
GnOβ
Ψ−−−−→ B
(19.1)
(3) The diagram (19.1) is cartesian (see the next definition).

Definition 19.17. The functor diagram (19.1) is cartesian provided on the object
level the image of the functor pair 〈τ̂,Ψ̂〉 : E → Oβ ×A precisely consists of all
pairs (o,a) such that P(a) =Ψ(o). On the morphism level the following is required.
If Φ̂ belongs to A and P(Φ̂) =Ψ(g,o) then there exists φ ∈ E with τ̂(φ) = (g,o)
and Ψ̂(e) = Φ̂ . 
Let us make the following observations concerning Definition 19.16. Recalling Def-
inition 17.28 we see that on the object level E is the disjoint union of finitely many
open subsets Ôa, where a varies in τ̂−1(oβ ), so that τ̂ : (Oa,a)→ (Oβ ,oβ ) is an
sc-diffeomorphism. This implies that on the object levelΨ : Ob→B is determined
by Ψ̂ via
Ψ(o) = P◦Ψ̂ ◦ (τ̂|Ôa)−1.
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Moreover, Ψ is determined on morphisms as follows. Since τ̂ is a proper ep-
groupoid covering model the map
E →mor(GnOβ )s×τ̂E : φ → (τ̂(φ),s(φ))
is an sc-diffeomorphism. Given a morphism (g,o) ∈ G×Oβ we can fix a point
ô ∈ Ôa satisfying τ̂(ô) = o. We find a unique φ ∈ E such that
τ̂(φ) = (g,o) and s(φ) = ô.
Then by commutativity of the functor diagram
Ψ(g,o) =Ψ ◦ τ̂(φ) = P◦Ψ̂(φ).
Hence we have proved the following lemma.
Lemma 19.1. Let τ̂ : E → GnOβ be a proper ep-groupoid covering model, P :
A →B a finite-to-one covering functor, and Ψ̂ : E →A having the property that
there exists a uniformizer Ψ : GnOβ → B so that (Ψ̂ ,Ψ) is a proper covering
uniformizer. ThenΨ is uniquely determined by Ψ̂ . 
Remark 19.11. As a consequence, rather than referring to Definition 19.16 we shall
just refer to a uniformizer Ψ̂ for P. This then implicitly implies that there exists a
Ψ fitting into the obvious commutative diagram. As shown such aΨ is unique, if it
exists. 
As before we can introduce the notion of a uniformizer construction which fits the
current context.
Definition 19.18. Given a finite-to-one covering functor P :A →B, a proper cov-
ering uniformizer construction or simply just a uniformizer construction is given
by a functor F¯ :B−→ SET which associates to an object β a set F¯(β ) of unifomiz-
ers for P at β in the sense of Definition 19.16 or the remark after Lemma 19.1. 
Remark 19.12. The construction associates to β a set of uniformizers Ψ̂ for P and
from this data we can construct the associatedΨ . As already pointed out in previous
discussions F¯ usually has more structure and very often is a functor onB. 
In a next step we note that given F¯ , there are transition sets associated Ψ̂ and Ψ̂ ′.
Since this data also determinesΨ andΨ ′ we obtain transition data for the latter. The
sets M(Ψ̂ ,Ψ̂ ′) and M(Ψ ,Ψ ′) are naturally related by the map p
p : M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′) : p(e,φ ,e′) = (τ̂(e),P(φ), τ̂ ′(e′)). (19.2)
We note that the map p is surjective and the preimage of each point is a finite set.
Using the same arguments as in Lemma 17.10 we obtain the following result.
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Lemma 19.2. The map M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)s×τ̂E defined by
(e,φ ,e′)→ (p(e,φ ,e′),s(e,φ ,e′)) = ((τ̂(e),P(φ), τ̂ ′(e′)),e)
is a bijection. 
We shall list the various transition sets which we can build. The source and target
maps fit into the following diagram
E s←−−−− M(Ψ̂ ,Ψ̂ ′) t−−−−→ E ′
τ̂
y py τ̂ ′y
Oβ
s←−−−− M(Ψ ,Ψ ′) t−−−−→ O′β ′ .
The inversion maps and unit maps give the following two diagrams.
M(Ψ̂ ,Ψ̂ ′) ι−−−−→ M(Ψ̂ ′,Ψ̂)
p
y py
M(Ψ ,Ψ ′) ι−−−−→ M(Ψ ′,Ψ)
E u−−−−→ M(Ψ̂ ,Ψ̂)
τ̂
y py
Oβ
u−−−−→ M(Ψ ,Ψ).
Finally the multiplication is compatible with the structural p-maps
M(Ψ̂ ′,Ψ̂ ′′)s×tM(Ψ̂ ,Ψ̂ ′) m−−−−→ M(Ψ̂ ,Ψ̂ ′′)
ps×tp
y py
M(Ψ ′,Ψ ′′)s×tM(Ψ ,Ψ ′) m−−−−→ M(Ψ ,Ψ ′′).
As in Section 19.1 we can consider transition constructionsF , see Definition 19.4,
for the transition sets M(Ψ̂ ,Ψ̂ ′) and M(Ψ ,Ψ ′). Of course, since we have the struc-
tural maps p these constructions should be in some sense p-compatible, and we shall
introduce the needed compatibility requirements.
Definition 19.19. Assume P :A →B is a finite-to-one covering functor and F¯ is a
uniformizer construction for P. Given transition constructions F¯ for sets of the form
M(Ψ̂ ,Ψ̂ ′) andF for sets of the form M(Ψ ,Ψ ′) we say that they are P-compatible
if the following holds. Given ĥ ∈M(Ψ̂ ,Ψ̂ ′) we have a germ
F̂̂h : O(E,s(ĥ))→ (M(Ψ̂ ,Ψ̂ ′), ĥ) : û→ F̂̂h(û),
and for h ∈M(Ψ ,Ψ ′)
Fh : O(Oβ ,s(h))→ (M(Ψ ,Ψ ′),h) : u→ Fh(u).
We require that given ĥ ∈M(Ψ̂ ,Ψ̂ ′) the following holds
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p◦ F̂̂h(û) = Fp(ĥ) ◦ τ̂(û) for û near to s(ĥ). (19.3)

Each of these transition constructions F¯ and F satisfy a list of properties which
are stated before Definition 19.4. The fact thatA andB are related by the covering
functor P requires us to demand a compatibility between F¯ andF , which we stated
above. Recall that τ̂ : E → GnOβ on the object level is a local sc-diffeomorphism
and it maps sc-diffeomorphically the neighborhood germs
O(E,s(ĥ))→ O(Oβ ,s(p(ĥ))).
Hence it relates with h = p(ĥ) the germ F̂̂h with the germ Fh. Recall that F̂̂h and Fh
can be written as follows.
Fh(u) = (u,Φh,u, fh(u)) and F̂̂h(û) = (û,Φ̂ĥ,û, f̂ĥ(û). (19.4)
We explore the equality given in (19.3) and infer that for û near ô = s(ĥ) with fh =
t ◦Fh and f̂ĥ = t ◦ F̂̂h
P(Φ̂û) =Φτ̂(û) and τ̂ ◦ f̂ĥ(û) = fh ◦ τ̂(û). (19.5)
This also implies that the (germs of) sc-diffeomorphisms fh are uniquely determined
by the f̂ĥ. Indeed, for a ∈ τ̂−1(oβ ) the restriction τa : (Oa,a)→ (Oβ ,oβ ) of τ̂ is a
sc-diffeomorphism. Hence, picking an a ∈ τ̂−1(oβ ) we can write
fh(u) = τ̂ ◦ f̂ĥ ◦ τ−1a (u)
for u near s(h), where h = p(ĥ). Moreover, we must have
Φh,u = P(Φ̂ĥ,τ−1a (u)) for u near s(h) (19.6)
and therefore the germ Fh is given by
Fh(u) = (u,P(Φ̂ĥ,τ−1a (u)), τ̂ ◦ f̂ĥ ◦ τ
−1
a (u)). (19.7)
Having the transition construction for P we obtain a natural topology T¯ for |A | and
a natural topology T for |B|, see Section 19.2. Further M(Ψ ,Ψ ′) and M(Ψ̂ ,Ψ̂ ′)
obtain natural metrizable topologies as discussed in Section 19.3, and natural M-
polyfold structures as shown in Theorem 19.4 of Section 19.5.
Proposition 19.8. Considering M(Ψ̂ ,Ψ̂ ′) and M(Ψ ,Ψ ′) with their natural M-poly-
fold structures the map
p : M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)
is sc-smooth and a surjective local sc-diffeomorphism. Moreover the map
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Γ : M(Ψ̂ ,Ψ̂ ′)→M(Ψ ,Ψ ′)s×τ̂E : (ô,Φ̂ , ô′)→ (p(ô,Φ̂ , ô′), ô) (19.8)
is a sc-diffeomorphism.
Proof. We already know that p is surjective. Pick any ĥ ∈ M(Ψ̂ ,Ψ̂ ′) and define
h = p(ĥ). Defining ô = s(ĥ) and o = s(h) we find an open neighborhoods U(ô) and
U(o) so that the following holds.
(1) τ̂ : U(ô)→U(o) is a sc-diffeomorphism.
(2) F¯̂h : U(ô)→M(Ψ̂ ,Ψ̂ ′) is a sc-diffeomorphism onto an open neighborhood U(ĥ).
(3) Fh : U(o)→M(Ψ ,Ψ ′) is a sc-diffeomorphism onto an open neighborhood U(h).
From the property p◦ F¯̂h(û) = Fh ◦ τ̂(û) we see that
p(k̂) = Fh ◦ τ̂ ◦ F¯−1ĥ (k̂) k̂ ∈U(ĥ).
This implies that the image of p equals U(h) and that as a composition of sc-
diffeomorphisms the map p : U(ĥ) → U(h) is a sc-diffeomorphism. Since s :
M(Ψ ,Ψ ′)→ Oβ is a local sc-diffeomorphism it follows that M(Ψ ,Ψ ′)s×τ̂E has
a natural M-polyfold structure which is obtained from the fact that M(Ψ ,Ψ ′)s×τ̂E
is a sub-M-polyfold of M(Ψ ,Ψ ′)×E. The map in (19.8) is a bijection and since
s : M(Ψ̂ ,Ψ̂ ′)→ E is sc-smooth and p is sc-smooth we infer that the map in (19.8)
is sc-smooth. To complete the proof it suffices to show that this map is a local
sc-diffeomorphism. Pick ĥ ∈ M(Ψ̂ ,Ψ̂ ′) and define h = p(ĥ). Introducing o = s(h)
and ô = s(ĥ) we find sufficiently small open neighborhoods U(ô), U(ĥ), U(o), and
U(h) such that τ̂ : U(ô)→ U(o), Fh : U(o)→ U(h), and F̂̂h : U(ô)→ U(ĥ) are
sc-diffeomorphisms. We note that the following map is a local sc-diffeomorphism
Θ : U(o)→M(Ψ ,Ψ ′)s×τ̂E : u→Θ(u) := (Fh(u), τ̂−1(u)).
Then
Γ−1 ◦Θ(u) = F̂̂h ◦ τ̂−1(u),
which shows that Γ−1 near (h, ô) is sc-smooth. This completes the proof. 
In order to obtain polyfold structures for A and B, it is important that the natural
topologies satisfy the properness property, and that the topologies are paracompact.
Since the data forA andB is intertwined it follows that the properness property for
T and T¯ are equivalent requirements, and the same holds for the paracompactness
property.
Lemma 19.3. Let |A | and |B| be equipped with the natural topologies. Then the
map |P| is continuous and open.
Proof. Let |β | ∈ |B| be given. Take a representative β and a proper covering uni-
formizer giving the diagram
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E Ψ̂−−−−→ A
τ̂
y Py
GnOβ
Ψ−−−−→ B
(19.9)
Passing to orbit spaces we obtain the following commutative diagram, where the
horizontal maps are topological embeddings
|E| |Ψ̂ |−−−−→ |A |
|τ̂|
y |P|y
G\Oβ
|Ψ |−−−−→ |B|
Take an open neighborhood U(|β |) contained in the image of |Ψ | and let U(|oβ |)
be the preimage under |Ψ |. Since |τ̂| is continuous we see that
|P|−1(U(|β |)) = |Ψ̂ |(|τ̂|−1(U(|oβ |)
which is an open set. This proves continuity.
In order to obtain the openness we just need to show that |τ̂| is open. Indeed, if
|α| ∈ |A |we can take a representative α and define β =P(α). We need to show that
the image of an arbitrarily small open neighborhood of |α| is open. We take a proper
covering uniformizer, which as usual is Ψ̂ with underlying Ψ . We take a ∈ E with
Ψ̂(a) = α and take a small open neighborhood U(a)⊂ E so that τ̂ : U(a)→U(b) is
an sc-diffeomorphism for a suitable open neighborhood U(oβ ). By a standard fact
|Ψ̂(U(a))| and |Ψ(U(oβ ))| are open. Now we notice that
|P|(|Ψ̂(U(a))|) = |Ψ(U(oβ ))|,
which follows from the commutative diagram (19.9). 
We shall need some more information about |P|.
Lemma 19.4. For every z ∈ |B| and given open neighborhoods U(z) and Û of
|P|−1(z) there exists a proper covering model τ̂ : E → GnOβ with |Ψ(oβ )| = z
so that the following holds.
(1) There exists an open G-invariant neighborhood V (oβ ) in Oβ having the proper-
ness property and satisfying |Ψ(V (oβ ))| ⊂U(z).
(2) There exist points a1, ...ak ∈ τ̂−1(oβ ) and open neighborhoods V (ai) invariant
under the Gai -action and having the properness property so that the |Ψ̂(V (ai))|
are mutually disjoint and
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|P|−1(V (z)) =
k⊔
i=1
|Ψ̂(V (ai))| ⊂ Û . (19.10)
Proof. Given z we pick an object β representing it and a proper covering model τ̂ .
Pick a maximal collection of points a1, ...,ak ∈ E with τ̂(ai) = b so that any two of
them are not connected by an isomorphism. Then denote by ak+1, ...ak+` the other
preimages. We can find for i ∈ {1, ...,k} arbitrarily small open neighborhoods V (ai)
invariant under the Gai -action so that the restrictions of τ̂ are sc-diffeomorphisms
onto suitable open neighborhoods of oβ . We can arrange, by taking possibly smaller
sets, that their images are all the same, and using the properness property for E
that there are no morphisms starting in V (ai) and ending in V (a j) for i 6= j, where
i, j ∈ {1, ...,k}. Denote the common image of these sets by U(oβ ). Then we have
the sc-diffeomorphisms τ̂ : V (ai)→ U(oβ ) and the sets |Ψ̂(V (ai))| are mutually
disjoint. Perhaps, passing to smaller sets we may assume that
|Ψ̂(V (ai))| ⊂ Û for i ∈ {1, ...,k}, and |Ψ(U(oβ ))| ⊂U(z).
It holds for every i ∈ {1, ...,k} that
|P|(|Ψ̂(V (ai))|) = |Ψ |(|τ̂(V (ai))|) = |Ψ |(U(oβ )) =: V (z). (19.11)
With the definitions of V (ai) and V (z) in (19.11) it follows that
|P|−1(V (z)) =
k⋃
i=1
|Ψ̂(V (ai))| ⊂ Û .

Next we are ready to give a result relating the paracompactness for the natural
topologies on |A | and |B| as well as the properness properties.
Proposition 19.9. Assume that P : A → B is a proper covering functor, and we
are given a uniformizer construction F¯ as well as a transition construction F¯ with
underlying F andF . Then for the natural topologies it holds thatT has the proper-
ness property if and only T¯ has the properness property.
Proof. Assume first that T¯ has the properness property. Take any uniformizer
Ψ̂ : E → A for P. Recall that the object space E is a disjoint union of finitely
many Oa1 , ...,Oak each of which admits the natural Gai -action. Part of the struc-
ture are morphisms which relate the different Oai . In any case we can consider a
Ψ̂ |Oai . By assumption, given ô ∈ Oai there exists an open neighborhood U(ô) such
that a sequence (q̂`)⊂U(ô) with |Ψ̂(q̂`)| → ẑ in (|A |,T¯ ) must have a converging
subsequence in Oai , say without loss of generality q̂`→ q̂ with |Ψ̂(q̂)|= ẑ.
By taking U(ô) small enough and assuming that ô ∈ Oai we find an open neighbor-
hood U(o), o = τ̂(ô) such that τ̂ : U(ô)→U(o) is a sc-diffeomorphism. It suffices
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to show that
cl|B|(|Ψ(U(o))|)⊂ |Ψ(Oβ )|.
Take a sequence (z j) ⊂ |Ψ(U(o))| converging to some z ∈ |B|. We can pick b j ∈
U(o) with |Ψ(b j)|= z j and find b̂ j ∈U(ôi) with τ̂(b̂ j) = b j. It holds
|P|(|Ψ̂(b̂ j)|) = |Ψ(b j)| → z.
If we can show that (|Ψ̂(b̂ j)|) has a convergent subsequence, say without loss con-
verges to some ẑ∈ |A |, it follows from the assumption that ẑ∈ |Ψ̂(Oai)|. This would
imply that z ∈ |Ψ(Oβ )| and the proof would be completed. We take a proper cover-
ing model around a β ′ representing z and for large j we can express the given data
with respect to this model. Employing Lemma 19.4 we infer that a subsequence of
(|Ψ̂(b j)|) converges and the proof of the first part of the assertion is complete.
Assume next that T has the properness property. Given a proper covering model
and uniformizers we find for given o ∈ Oβ an open neighborhood U(o) such that
cl|B|(|Ψ(U(o))|) ⊂ |Ψ(Oβ )|. We can take U(o) so small that we have for ev-
ery a ∈ τ̂−1(o) an open neighborhood U(a) so that τ̂ : U(a) → U(o) is an sc-
diffeomorphism. We show that given such a U(a) it holds that cl|A |(|Ψ̂(U(a))|) ⊂
|Ψ̂(E)|. Assuming that a j ∈U(a) and |Ψ̂(a j)| → ẑ in |A | we see that
|Ψ(τ̂(a j))|= |P|(|Ψ̂(a j)|)→ |P|(ẑ) =: z.
By assumption z ∈ |Ψ(Oβ )| and it follows from Lemma 19.4 that for large j the
points a j belong to an arbitrary neighborhood of P−1(z). This implies our asser-
tion since then a subsequence of the a j has to converge to an element a′ ∈ E with
|Ψ̂(a′)|= ẑ. This completes the proof of the properness assertion. 
Proposition 19.10. Assume that P : A →B is a proper covering functor, and we
are given a uniformizer construction F¯ as well as a transition construction F¯ with
underlying F andF . Then T is paracompact if and only T¯ is paracompact.
Proof. The basic input we shall need is Lemma 19.4. Assume first that T is para-
compact. We start with an open covering (Uλ )λ∈Λ of |A |. In a first step we take a
suitable refinement which has the following property. For every z ∈ |B| the preim-
age |P|−1(z) is given by finitely many points ẑ1, ..., ẑk ∈ |A |. Applying the lemma
we find V (z) and Vz(ẑi) := |Ψ̂(V (ai))| such that
|P|−1(V (z)) = unionsqki=1Vz(ẑi)
and every Vz(ẑi) is contained in one of the sets Uλ . Then collection of all Vz(ẑi) with
z varying in |B| and i ∈ {1, ...,kz} is an open covering of |B| and a refinement of
(Uλ ). The collection (V (z))z∈|B| is an open covering of |B| and since its topology
T is paracompact we find a locally finite open covering with the same index set
(many sets may be empty) denoted by (Vz) such that Vz ⊂V (z). Taking the preimage
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by |P| we obtain Vz,ẑi with i ∈ {1, ...,kz}. This collection is clearly a refinement of
(Uλ ). Let us first show that (Vz,ẑi) is an open covering. The openness is clear, and
moreover
|A | = |P|−1(|B|)
=
⋃
z
|P|−1(Vz)
=
⋃
z,ẑi
Vz,ẑi
Next let us show that the covering is locally finite. For this let ô ∈ |A | and define
o := |P|(ô). We find an open and sufficiently small neighborhood W (o) such that
there are only finitely many z with Vz∩W (o) 6= /0. Take W (ô) := |P|−1(W (o)) as the
open neighborhood of ô. If Vz,ẑi ∩W (ô) 6= /0 then W (o)∩Vz 6= /0. This implies that
there are finitely many such sets. This shows that T¯ is paracompact.
Next assume that T¯ is paracompact. Let (Uλ ) be an open covering of |B|. Again
we apply Lemma 19.4 and find (V (z))z∈|B| which is a refinement of (Uλ ) and has
the property
|P|−1(V (z)) = unionsqkzi=1Vz(ẑi).
Then the collection of all Vz(ẑi) is an open covering of |A |. Using the same index
set we find open Vz,ẑi ⊂ Vz(ẑi) such that the new collection (Vz,ẑi) is locally finite.
Then for every z and i ∈ {1, ...,kz} the sets |P|(Vz,ẑi)⊂V (z) are open. Define
Wz,i := |P|(Vz,ẑi) z ∈ |B|, i ∈ {1, ...,kz}.
Then the whole collection (Wz,i) is an open covering and refines (U(z)). We finish
the proof by showing that the collection is locally finite. For any point o ∈ |B| we
find an open neighborhood Ŵ := Ŵ (|P|−1(o)) which is only intersected by finitely
many Vz,ẑi and denote by W the image of Ŵ under |P|. If for some (z, i) it holds that
Wz,i∩W 6= /0 it holds that Vz,ẑi∩Ŵ 6= /0. However, there are only finitely many indices
(z, i) for which the latter holds. This completes the proof of the second part. 
Finally we show among other things that P is a sc-smooth functor
Theorem 19.10. Assume that P :A →B is a proper covering functor and F¯ and F¯
are a uniformizer construction as well as a transition construction for P. Suppose
further that the natural topology for |A | or for |B| has the properness property
and is paracompact. Then A and B have natural polyfold structures. The local
representatives of P with respect to a proper covering model τ̂ : E → GnOβ is τ̂ .
Hence P is an sc-smooth functor. Moreover, for Ψ̂ and Ψ̂ ′ with Γ̂ : M(Ψ̂ ,Ψ̂ ′)→ A :
(e,Φ̂ ,e′)→ Φ̂ and Γ : M(Ψ ,Ψ ′)→ B : (o,Φ ,o′)→ Φ the natural maps we have
the commutative diagram
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A P×s−−−−→ Bs×PA
Γ̂
x Γ×Ψx
M(Ψ̂ ,Ψ̂ ′) p×s−−−−→ M(Ψ ,Ψ ′)s×τ̂E,
where the image of P× s restricted to the image of Γ̂ is the image of Γ × τ̂ . Hence
P× s : A→ Bs×PA is an sc-smooth functor.
Proof. We have shown that the paracompactness for T is equivalent to that of T¯ .
The same holds for the properness property. Hence, the assumption implies that our
data equips A as well asB with a polyfold structure. The proper covering functor
P : A → B is with respect to any Ψ̂ and the underlying Ψ in the local proper
covering model τ̂ : E→GnOβ represented by τ̂ , which follows immediately from
the commutative diagram
E Ψ̂−−−−→ A
τ̂
y Py
GnOβ
Ψ−−−−→ B.
Hence P is an sc-smooth functor locally (with respect Ψ̂ ) representable by a proper
covering functor between ep-groupoids. Given Ψ̂ ,Ψ̂ ′ consider
A P×s−−−−→ Bs×PA
Γ̂
x Γ×Ψx
M(Ψ̂ ,Ψ̂ ′) p×s−−−−→ M(Ψ ,Ψ ′)s×τ̂E,
where the first vertical arrow maps (e,Φ̂ ,e′) to Φ̂ , and the second vertical ar-
row maps ((o,Φ ,o′),e) to (Φ ,Ψ̂(e)). Here the bottom horizontal arrow is a sc-
diffeomorphism which implies that the top arrow is sc-smooth represented on the
image of Γ . 
19.8 Covering Constructions for Strong Bundles
We shall finish this chapter by discussing strong bundle constructions associated
to P : A →B. The different ingredients have already been discussed in previous
sections and the main point of our consideration is to point out the compatibility
requirement between these different constructions, when they have to fit together.
The starting point is a finite-to-one covering functor P : A →B and Ban-valued
functors
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µA :A → Ban and µB :B→ Ban.
Recall that Ban is the category of Banach space with the morphisms being topolog-
ical isomorphisms. We assume these functors to be related via a natural transforma-
tion
Θ : µA → µB ◦P. (19.12)
The natural transformation provides us for every object α in A with a topological
linear isomorphism
Θα : µA (α)→ µB(P(α)). (19.13)
In addition, for every morphism Φ̂ inA , say Φ̂ :α→α ′, we obtain the commutative
diagram
µA (α)
Θα−−−−→ µB(P(α))
µA (Φ̂)
y µB(P(Φ̂))y
µA (α ′)
Θα ′−−−−→ µA (P(α ′)).
Denote by EA the obvious bundle category with objects (α, v̂), where v̂ ∈ µA (α)
and α is an object in A . The morphisms in EA are the pairs (Φ̂ , v̂) with v̂ ∈
µA (s(Φ̂)) and Φ̂ is a morphism in A
(s(Φ̂), v̂)
(Φ̂ ,v̂)−−−→ (t(Φ̂),µA (Φ̂)(v̂)).
Similarly we define EB to consist of the objects (β ,v) with morphisms (Φ ,v)
(s(Φ),v)
(Φ ,v)−−−→ (t(Φ),µB(Φ)(v)).
We define a functor P̂ : EA → EB covering P :A →B by
P̂(α, v̂) = (P(α),Θα(v̂)) (19.14)
P̂(Φ̂ , v̂) = (P(Φ̂),Θs(Φ̂)(v̂))
PA (α, v̂) = α
PB(β ,v) = β
This fits into the following commutative diagram, abbreviated by E
E :
EA
P̂−−−−→ EB
PA
y PBy
A
P−−−−→ B
(α, v̂) P̂−−−−→ (P(α),Θα(v̂))
PA
y PBy
α P−−−−→ P(α),
(19.15)
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where we note that for fixed α the map µA (α) 3 v̂→ Θα(v̂) ∈ µB(P(α)) is a
topological linear isomorphism. The morphisms are mapped as follows
(Φ̂ , v̂) P̂−−−−→ (P(Φ̂),Θs(Φ̂)(v̂))
PA
y PBy
Φ̂ P−−−−→ P(Φ̂).
Definition 19.20. A bundle covering square is given by the diagram E in (19.15)
associated to the finite-to-one covering functor P : A → B between groupoidal
categories, and the natural transformationΘ : µA → µB ◦P, where µA :A → Ban
and µB :B→ Ban are functors. 
In Section 19.6 we discussed how a general construction will provide PA : EA →A
and PB : EB →B with the structure of strong bundles over polyfolds. Previously
we also discussed a general construction to equip P :A →B with the structure of
a proper covering functor. If these three constructions show a certain compatibility
we obtain a general construction of proper strong bundle covering functors.
Our aim is to describe a procedure which would equip E with a uniformizer as well
as a transition construction. Since we have to consider a certain number of sym-
bols at the same time we use a notation which differs somewhat from the previous
sections. It should not cause any confusion.
The local sc-smooth models for our situation, abbreviated by K, take the form
K :
Ŵ Ξ−−−−→ W
Q̂
y Qy
Ê τ−−−−→ E
(19.16)
Here Q̂ :Ŵ→ Ê and Q :W→E are strong bundles over an ep-groupoids. We assume
that E = GnOβ , where Oβ contains the distinguished point oβ , which is mapped
to the object β . Moreover, τ : Ê → E is a proper covering functor of ep-groupoids
induced by the strong covering functor Ξ : Ŵ →W between strong bundles. The
functor Ξ : Ŵ →W in (19.16) defines a topological linear isomorphism
Q̂−1(ê)→ Q−1(τ(ê)) : ŵ→ Ξê(ŵ).
A morphism (φ̂ , ŵ) : ŵ→ µÊ(φ̂)(ŵ) is mapped by Ξ to
(τ(φ̂),Ξ(ŵ)) : Ξ(ŵ)→ Ξ(µÊ(φ̂)(ŵ)).
In diagram form this looks as follows
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ŵ
(φ̂ ,ŵ)−−−−→ µÊ(φ̂)(ŵ)y y
Ξ(ŵ)
(τ(φ̂),Ξ(ŵ))−−−−−−−→ Ξ(µÊ(φ̂)(ŵ)).
Since the following identity holds
Ξ(µÊ(φ̂)(ŵ)) = µE(τ(φ̂))(Ξ(ŵ)) (19.17)
so that we can rewrite the diagram as
ŵ
(φ̂ ,ŵ)−−−−→ µÊ(φ̂)(ŵ)y y
Ξ(ŵ)
(τ(φ̂),Ξ(ŵ))−−−−−−−→ µE(τ(φ̂))(Ξ(ŵ)).
Definition 19.21. We shall refer to the diagram K described in (19.16) and with the
properties just listed as a strong bundle covering model. 
Next we can introduce the notion of a uniformizer for E.
Definition 19.22. Given a bundle covering square E let β be an object in B. A
uniformizer for E at the object β , written as Γ̂ : K→ E, consists of a strong bundle
covering model K and four uniformizers
Ψ : E→B and Ψ̂ : Ê→A (19.18)
Γ : W → EB and Γ̂ : Ŵ → EA
such that β is in the image ofΨ and the following holds:
(1) (Ψ̂ ,Ψ) is a uniformizer for the finite-to-one covering P :A →B.
(2) (Γ ,Ψ) is a bundle uniformizer for PB : EB→B.
(3) (Γ̂ ,Ψ̂) is a bundle uniformizer for PA : EA →A .
Moreover, the uniformizers described by Γ̂ fit into the commutative diagram
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Ŵ EA
Ê A
W EB
E B
where the horizontal arrows represent the uniformizers. 
We explain the form of the uniformizers next. Ψ is defined on the special ep-
groupoid E = GnO and maps an object e ∈ O to an object Ψ(e) in B and a
morphism φ to Ψ(φ). The functor Γ : W → EB maps w ∈W to Γ (w) which has
the form
Γ (w) = (Ψ(e),Ae(w)),
where e=Q(w) and Ae : Q−1(e)→ P−1B (Ψ(e)) is a topological linear isomorphism.
A morphism in W has the form (φ ,w) with Q(w) = s(φ),
(φ ,w) : w→ µE(φ)(w),
and is mapped as
Γ (φ ,w) = (Ψ(φ),Ae(w)).
The functor Ψ̂ : Ê →A maps an object ê to Ψ̂(ê) and a morphism φ̂ to Ψ̂(φ̂). The
functor Γ̂ maps ŵ ∈ Ŵ to Γ̂ (ŵ). A morphism (φ̂ , ŵ) : ŵ→ µÊ(φ̂)(ŵ) is mapped to
an element of the form
Γ̂ (φ̂ , ŵ) = (Ψ̂(φ̂), Âê(ŵ)),
where Âê : Q̂−1(ê)→P−1A (Ψ̂(φ̂)) is a linear topological isomorphism, and Q̂(ŵ)= ê.
The following commutative diagram lists the relevant maps on the object level
ŵ (Ψ̂(ê), Âê(ŵ))
ê = Q̂(ŵ) Ψ̂(ê)
w = Ξ(ŵ) (Ψ(e),Ae(w)) = P̂(Ψ̂(ê), Âê(ŵ))
e = τ(ê) Ψ(e).
680 19 General Constructions
There are the following relationships
P◦Ψ̂(ê) =Ψ ◦ τ(ê) for ê ∈ Ê (19.19)
ΘΨ̂(ê) ◦ Âê(ŵ) = Ae ◦Ξ(ŵ) for ŵ ∈ Ŵ .
Q◦Ξ(ŵ) = τ ◦ Q̂(ŵ) and ŵ ∈ Ŵ .
On the morphism level we obtain the diagram
(φ̂ , ŵ) (Ψ̂(φ̂), Âê(ŵ))
φ̂ Ψ̂(φ̂)
(φ ,w) (Ψ(φ),Ae(w))
φ = τ(φ̂) Ψ(φ),
and we have the following relationship
P◦Ψ̂(φ̂) =Ψ ◦ τ(φ̂) for φ̂ ∈ Ê. (19.20)
Next we consider the transition construction. We already assume that we have tran-
sition constructions, as described before, for the covering and strong bundle situa-
tions. The main point here is to emphasize the necessary compatibility. Associated
to
K Γ̂−→ E Γ̂
′
←−K′
we can take the weak fibered products which produces the diagram
M(Γ̂ ,Γ̂
′
) :
M(Γ̂ ,Γ̂ ′) P−−−−→ M(Γ ,Γ ′)
m̂
y my
M(Ψ̂ ,Ψ̂ ′) p−−−−→ M(Ψ ,Ψ ′)
From the previous discussions we already understand (separately)
M(Ψ̂ ,Ψ̂ ′) p−→M(Ψ ,Ψ ′) (covering, Section 19.7)
M(Γ̂ ,Γ̂ ′) m̂−→M(Ψ̂ ,Ψ̂ ′) (strong bundle, Section 19.6)
M(Γ ,Γ ′) m−→M(Ψ ,Ψ ′) (strong bundle, Section 19.6).
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The new ingredient is the top horizontal arrow. For each of the four ingredients we
assume that we have transition constructions which are related in a way we shall
describe next. We begin with the bottom part of the diagram
M(Ψ̂ ,Ψ̂ ′) p−→M(Ψ ,Ψ ′)
Recall that the morphisms in A are written as Φ̂ and in B as Φ . Given ĥ =
(ô,Φ̂ , ô′) ∈ M(Ψ̂ ,Ψ̂ ′) let h = (o,Φ ,o′) = p(ĥ) = (τ(ô),τ(Φ̂),τ ′(ô′)), and require
that
F̂̂h : O(Ê,s(ĥ))→ (M(Ψ̂ ,Ψ̂ ′), ĥ) : û→ F̂̂h(û)
is related to
Fh : O(E,s(h))→ (M(Ψ ,Ψ ′),h) : u→ Fh(u)
via
p ◦ F̂̂h(û) = Fh ◦ τ(û) for û near s(ĥ). (19.21)
Since τ is a local sc-diffeomorphism Fh is determined by F̂̂h. We note that this re-
quirement is precisely the one used in the proper covering construction discussed in
a previous section.
Next we consider the strong bundle
M(Γ ,Γ ′) m−→M(Ψ ,Ψ ′).
The transition map we shall denote by F h, which is a germ fitting into the commu-
tative diagram
W |O(E,o) F h−−−−→ M(Γ ,Γ ′)
Q
y my
O(E,o)
Fh−−−−→ (M(Ψ ,Ψ ′),h),
and the following relationship holds
m ◦F h(w) = Fh ◦Q(w) with Q(w) near o. (19.22)
Finally we consider
M(Γ̂ ,Γ̂ ′) m̂−→M(Ψ̂ ,Ψ̂ ′).
Then the relevant germ is F̂ ĥ is
Ŵ |O(Ê, ô) F̂ ĥ−−−−→ M(Γ̂ ,Γ̂ ′)
Q̂
y m̂y
O(Ê, ô)
F̂̂h−−−−→ (M(Ψ̂ ,Ψ̂ ′), ĥ),
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and the compatibility condition is given by
m̂ ◦ F̂ ĥ(ŵ) = F̂̂h ◦ Q̂(ŵ) with Q̂(ŵ) near ô. (19.23)
So far the discussion is governed by the material from previous sections.
The additional requirement is a compatibility of F h and F̂ ĥ. Namely we have to
require with h = p(ĥ)
P ◦ F̂ ĥ(ŵ) = F h ◦Ξ(ŵ) for Q̂(ŵ) near ô. (19.24)
Since Ξ is a local sc-diffeomorphism it follows that F h is determined by F̂ ĥ. From
the previous discussion we already know that F h determines Fh and F̂ ĥ determines
F̂̂h.
Definition 19.23. Let P :A →B be a finite-to-one covering construction, and
µA :A → Ban and µB :B→ Ban
and Θ : µA → µB ◦P a natural transformation. Denote the associated bundle cov-
ering square by E. A uniformizer construction for E is given by a functor
F :B−→ SET,
which associates to an object β a set of uniformizers
F (β ) =
{
Γ̂
}
at the object β , and where Γ̂ : K→ E are defined on strong bundle covering models
K. 
Finally, given a uniformizer construction F¯ for E we define a transition construction.
Definition 19.24. Let F : B → SET be a uniformizer construction for the bundle
covering square E. A transition construction M for F associates to the four transition
sets associated to M(Γ̂ ,Γ̂
′
) the transition constructions Fh, F̂̂h, F h, and F̂ ĥ with the
compatibilities previously described. 
We obtain the following result.
Theorem 19.11. Assume that F is a uniformizer construction and M a transition
construction for the bundle covering square E. Suppose further that the natural
topologyT forB satisfies the properness condition and it is paracompact. Then he
natural topologies for |A |, |B|, |EA |, and |EB| are all metrizable. Further
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EA
P̂−−−−→ EB
PA
y PBy
A
P−−−−→ B
obtains the structure of proper strong bundle functor as described at the end of
Section 17.7. 
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