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Some examples of sets of large exponential sums ∗
Shkredov I.D.
Annotation.
Let A be a subset of Z/NZ and let R be the set of large Fourier coefficients of A. Properties of
R have been studied in works of M.–C. Chang, B. Green and the author. In the paper we obtain
some new results on sets of large exponential sums.
1. Introduction.
Let N be a positive integer. By ZN denote the set Z/NZ. Let f : ZN → C be an arbitrary
function. Denote by f̂ the Fourier transform of f
f̂(r) =
∑
n∈ZN
f(n)e(−nr) , (1)
where e(x) = e−2πix/N .
Let δ, α be real numbers, 0 < α ≤ δ ≤ 1 and let A be a subset of ZN of cardinality δN . It
is very convenient to write A(x) for such a function. Thus A(x) = 1 if x ∈ A and A(x) = 0
otherwise. Consider the set Rα of large exponential sums of the set A
Rα = Rα(A) = { r ∈ ZN : |Â(r)| ≥ αN } . (2)
In many problems of combinatorial number theory is important to know the structure of the
set Rα (see [1]). In other words what kind of properties Rα has?
In 2002 M.–C. Chang proved the following result [3].
Theorem 1.1 (Chang) Let δ, α be real numbers, 0 < α ≤ δ ≤ 1, A be a subset of ZN ,
|A| = δN . Then there exists a set Λ = {λ1, . . . , λ|Λ|} ⊆ ZN , |Λ| ≤ 2(δ/α)2 log(1/δ) such that
for any r ∈ Rα we have
r =
|Λ|∑
i=1
εiλi (mod N) , (3)
where εi ∈ {−1, 0, 1}.
Using approach of paper [4] (see also [5]) Chang applied her result to prove the famous
Freiman’s theorem [6] on sets with small doubling. Another applications of Theorem 1.1 were
obtained by B. Green in [7], and by T. Schoen in [13]. If the parameter α is close to δ then
the structural properties of the set Rα was studied in papers [15, 16, 17], see also survey [18].
∗This work was supported by RFFI grant no. 06-01-00383, President’s of Russian Federation grant N
1726.2006.1 and INTAS (grant no. 03–51–5-70).
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In paper [8] Green showed that Chang’s theorem is sharp in a certain sense. Let E =
{e1, . . . , e|E|} ⊆ ZN be an arbitrary set. By Span(E) denote the set of all sums
∑|E|
i=1 εiei,
where εi ∈ {−1, 0, 1}.
Theorem 1.2 (Green) Let δ, α be real numbers, δ ≤ 1/8, 0 < α ≤ δ/32. Suppose that(
δ
α
)2
log(1/δ) ≤ logN
log logN
. (4)
Then there exists a set A ⊆ ZN , |A| = [δN ] such that the set Rα does not contain in Span(Λ)
for any set Λ of cardinality 2−12(δ/α)2 log(1/δ).
In papers [31, 32] further results on sets of large exponential sums were obtained. In
particular the author proved the following theorem
Theorem 1.3 Let δ, α be real numbers, 0 < α ≤ δ, A be a subset of ZN , |A| = δN , and
k ≥ 2 be a positive integer. Let also B ⊆ Rα \ {0} be an arbitrary set. Then the number
Tk(B) := |{ (r1, . . . , rk, r′1, . . . , r′k) ∈ B2k : r1 + · · ·+ rk = r′1 + · · ·+ r′k }| (5)
is at least
δα2k
24kδ2k
|B|2k . (6)
In article [32] was showed that Theorem 1.3 and an inequality of W. Rudin [22] imply
M.–C. Chang’s theorem. Moreover in [32] the following improvement of Theorem 1.1 was
obtained.
Theorem 1.4 Let N be a positive integer, (N, 6) = 1, δ, α be real numbers, 0 < α ≤ δ ≤
1/16, and A be a subset of ZN , |A| = δN . Then there exists a set Λ∗ ⊆ ZN ,
|Λ∗| ≤ min (max( 230(δ/α)2 log(1/δ), 24(log log(1/δ))2+2 ), 220(δ/α)2 log13/7(1/δ) ) (7)
such that for any r ∈ Rα there exists a tuple λ∗1, . . . , λ∗M ∈ Λ∗, M ≤ s8 log(1/δ) such that
r =
M∑
i=1
εiλ
∗
i (mod N) , (8)
where εi ∈ {−1, 0, 1}.
Besides there exists a set Λ˜ ⊆ ZN ,
|Λ˜| ≤ 220(δ/α)2 log5/3(1/δ) log log(1/δ) (9)
such that for any residual r ∈ Rα there exists a tuple λ˜1, . . . , λ˜M ∈ Λ˜, M ≤ 8 log(1/δ) such
that (8) holds.
The paper is organized as follows.
In section 2 we show that Theorem 1.3 is sharp in a certain sense. In our proof we construct
concrete sets A ⊆ ZN with required properties. Besides in the section we obtain a result which
is an inverse to Chang’s theorem in some sense (see Theorem 2.8).
In §3 we obtain the following improvement of Theorem 1.4 (we consider the case when N
is a prime number).
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Theorem 1.5 Let N, d be positive integers, δ, α be real numbers, 0 < α ≤ δ ≤ 2−8,
ϕ = (
√
73− 5)/2, and A be a subset of ZN , |A| = δN . Then there exists a set Λ∗ ⊆ ZN ,
min (max( 230+8d(log(1/δ))
−1 · (δ/α)2 log(1/δ), 2(log log(1/δ))2+3 ), 220+8d(log(1/δ))−1(δ/α)2 logϕ(1/δ) )
(10)
such that for any residual r ∈ Rα \ {0} there exists a matrix M = (mij)i∈[d],j∈[|Λ∗|] of rank d
such that for any i ∈ [d] we have ∑|Λ∗|j=1 |mij | ≤ 4 log(1/δ) and for all i ∈ [d]
r =
|Λ∗|∑
j=1
mijλ
∗
j (mod N) . (11)
Certainly, our question on the structure of Rα (as any question of combinatorial number
theory) can be asked for any finite Abelian group G not only for ZN . It turns out that (see
[11, 30] and, especially, a wonderful survey [12]) many problems of combinatorial number
theory are considerably easier in groups Znp , where p is a small prime number (for example
p = 2, 3 or 5).
In section 4 we obtain some analogs of results of section 2 for groups Znp . Main ideas of
the proofs are easier in the groups then in ZN , and all technical details are simplified.
Finally note that the statements of Theorems 1.1, 1.4, and 1.5 are trivial if the parameter
δ does not tends to zero as N → ∞. In the case there are not non–trivial restrictions on
structure of the set Rα (see papers [19, 20, 21]).
In our forthcoming papers we are going to obtain further results on sets of large exponential
sums.
The author is grateful to Professor N.G. Moshchevitin for constant attention to this work.
2. Some examples of sets of large exponential sums.
Let N be a positive integer. It is very convenient to write [N ] for {1, 2, . . . , N}. Let also
f : ZN → C be an arbitrary function. By Parseval’s identity∑
r∈ZN
|f̂(r)|2 = N
∑
n∈ZN
|f(n)|2 . (12)
Let δ, α be real numbers, 0 < α ≤ δ ≤ 1 and let A be a subset of ZN , |A| = δN . It is easy
to see that 0 ∈ Rα and Rα = −Rα. Further, using (12), we obtain |Rα| ≤ δ/α2.
In the section we give some examples of sets of large exponential sums. First of all note
that any ”small” subset of ZN is a set of large exponential sums. To be precise, we have the
following proposition.
Proposition 2.1 Let δ, α ∈ (0, 1] be real numbers, δ ≤ 1/2, 20N−1/2 < α ≤ δ/2, and
S ⊆ ZN be an arbitrary set such that 0 ∈ S, S = −S and |S| ≤ δ/(2α). Then there exists a
set A ⊆ ZN , |A| = [δN ] such that Rα(A) = S.
To prove Proposition 2.1 we need in the following well–known lemma (see [24] and [8]).
Lemma 2.2 Let f : ZN → [0, 1] be a function. Then there exists a set C ⊆ ZN , |C| =
[
∑
x∈ZN f(x)] such that for all r ∈ ZN \ {0}, we have |Ĉ(r)− f̂(r)| ≤ 20
√
N .
Proof of Proposition 2.1. Let S∗ = S \ {0}. Consider the function f(x) = δ +
2α
∑
r∈S∗ e(rx). Since S = −S, it follows that f(x) is a real function. We have |S| ≤ δ/(2α)
and δ ≤ 1/2. Hence for all x ∈ ZN , we get 0 ≤ f(x) ≤ 1. Besides
∑
x∈ZN f(x) = δN and for
any r ∈ ZN \ {0}, we have f̂(r) = 2αS∗(r)N . Using Lemma 2.2, we obtain the set A such
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that |A| = [∑x∈ZN f(x)] = [δN ] and for all r ∈ ZN \ {0}
|Â(r)− f̂(r)| = |Â(r)− 2αS∗(r)N | ≤ 20
√
N .
Since α > 20N−1/2 it follows that for any r ∈ S∗ the following inequality holds |Â(r)| ≥
2αN − 20√N ≥ αN . Hence S ⊆ Rα(A). Using the inequality α > 20N−1/2 again, we obtain
|Â(r)| < αN for all r /∈ S∗, r 6= 0. Whence Rα(A) = S. This completes the proof.
So any small symmetrical subset of ZN is a set of large exponential sums. What is the
structure of the large sets Rα? This question is not easy but clearly, these sets have special
properties. For example any set Rα has large quantity Tk(Rα) (see Theorem 1.3).
Chang’s theorem is another example which is demonstrating that our sets have really
specific properties. This theorem can be reformulate as follows : any set of large exponential
sums has small dissociated subset. We say that a set D = {d1, . . . , d|D|} ⊆ ZN is dissociated if
the equality
|D|∑
i=1
εidi = 0 (mod N) , (13)
where εi ∈ {−1, 0, 1} implies that all εi are equal to zero. Actually Chang proved that any
dissociated subset of Rα(A) has cardinality less than 2(δ/α)2 log(1/δ). Now if we let Λ be a
maximal dissociated subset of Rα(A) then it is easy to see that for any r ∈ Rα we have (3)
(see details in [3] or in [10]).
In the section we obtain a result which is an inverse to Chang’s theorem in some sense.
We show that any not very big dissociated subset of ZN is a set of large exponential sums.
We extensively use approach of B. Green (see [8]) in our prove. His method is connected with
”niveau sets” of I. Ruzsa (see [14]).
Let us introduce a few further pieces of notation. We say that a set D ⊆ ZN is k—
dissociated if the equality (13), where |εi| ≤ k implies that all εi are equal to zero. Using this
definition we can reformulate Theorem 1.2 as follows.
Theorem 2.3 (Green) Let δ, α be real numbers, δ ≤ 1/8, 20N−1/2 < α ≤ δ/32, and Λ be
a 6|Λ|—dissociated set, |Λ| ≤ 2−11(δ/α)2 log(1/δ). Then there exists a set A ⊆ ZN , |A| = [δN ]
such that Rα(A) = {0}
⊔
Λ
⊔−Λ.
Note 2.4 If Λ is a 6|Λ| — dissociated set then we have |Λ| ≪ logN/ log logN . Thus
Theorem 2.3 is not useful for sets of cardinality ≫ logN/ log logN .
We do not prove Theorem 2.3 here and obtain a slightly stronger result. To formulate this
result we need in the following definition (see [29] and [31, 32]).
Definition 2.5 Let k, s be positive integers. Consider the family Λ(k, s) of subsets of ZN .
A set Λ = {λ1, . . . , λ|Λ|} belongs to the family Λ(k, s) if the equality
|Λ|∑
i=1
λisi = 0 (mod N) , λi ∈ Λ , si ∈ Z , |si| ≤ s ,
|Λ|∑
i=1
|si| ≤ k , (14)
implies that si are equal to zero.
A set Λ = {λ1, . . . , λ|Λ|} belongs to the family Λ(k,∞) if the equality
|Λ|∑
i=1
λisi = 0 (mod N) , λi ∈ Λ , si ∈ Z ,
|Λ|∑
i=1
|si| ≤ k , (15)
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implies that all si are equal to zero.
Note that for any Λ ∈ Λ(k, s), where s is a positive integer or ∞, we have 0 /∈ Λ and
Λ ∩ −Λ = ∅.
We need in a more delicate definition.
Definition 2.6 Let k, p be positive integers and s be a positive integer or ∞. Consider the
family Λ(k, s, p) of subsets of ZN . A set Λ = {λ1, . . . , λ|Λ|} belongs to the family Λ(k, s, p) if
there exists a partition of Λ into p subsets Λ1 = {λ(1)1 , . . . , λ(1)|Λ1|}, . . . ,Λp = {λ
(p)
1 , . . . , λ
(p)
|Λp|},
such that the cardinalities of any two subsets Λi, Λj differ by at most two times, and the
equality
|Λ1|∑
i=1
λ
(1)
i s
(1)
i + · · ·+
|Λp|∑
i=1
λ
(p)
i s
(p)
i = 0 (mod N) , where (16)
λ
(i)
j ∈ Λi , s(i)j ∈ Z , |s(i)j | ≤ s ,
|Λi|∑
j=1
|s(i)j | ≤ k , i = 1, . . . , p (17)
imply that all s
(i)
j , i = 1, . . . , p, j = 1, . . . , |Λi| are equal to zero.
Example 2.7 Let k, s, p be positive integers. Then any set Λ ∈ Λ(kp, s), |Λ| ≥ p belongs
to the family Λ(k, s, p).
Theorem 2.8 Let δ, α be real numbers, δ ≤ 1/8, 640N−1/2 < α ≤ 2−27δ, and Λ be a subset
of the family Λ((δ/α)2, (δ/α)2, [log(1/δ)]), |Λ| ≤ 2−12(δ/α)2 log(1/δ). Then there exists a set
A ⊆ ZN , |A| = [δN ] such that Rα(A) = {0}
⊔
Λ
⊔−Λ.
To prove Theorem 2.8 we need in the following auxiliary result.
Statement 2.9 Let δ, α ∈ (0, 1] be real numbers, 640N−1/2 < α ≤ 2−10δ, and Λ be any
2—dissociated set of the cardinality at most δ
3α
log(1/δ). Then there exists a set A ⊆ ZN ,
|A| = [δN ] such that Rα(A) = {0}
⊔
Λ
⊔−Λ.
Thus Statement 2.9 tells us that any 2—dissociated set of the cardinality rather more then
δ/α is a set of large exponential sums.
Proof of Statement 2.9. Let Λ = {λ1, . . . , λ|Λ|} be a dissociated set, |Λ| ≤ δ3α log(1/δ).
Let also m = |Λ| and c = (3 ln 2)/2. Consider the function
f(x) = δ
m∏
j=1
(1 +
2cα
δ
cos(λjx)) = δ
m∏
j=1
(1 +
cα
δ
(e(λjx) + e(−λjx))) . (18)
Clearly, f(x) ≥ 0 and ∑x∈ZN f(x) = δN . By assumption m ≤ δ3α log(1/δ). Hence f(x) ≤
δ(1 + 2cα
δ
)m ≤ 1. Let
νm(n) = |{r1, . . . , rm ∈ Λ : n = ±r1 ± · · · ± rm}| , . . . ,
ν2(n) = |{r1, r2 ∈ Λ : n = ±r1 ± r2}| , ν1(n) = |{r1 ∈ Λ : n = ±r1}| .
So the quantity νs(n) is the number of the solutions of the equation n =
∑s
i=1 εiri, where
εi = ±1, and ri ∈ Λ. Using (18), we get
f(x) = δ+δ
cα
δ
∑
n
ν1(n)e(nx)+δ
(cα
δ
)2∑
n
ν2(n)e(nx)+· · ·+δ
(cα
δ
)m∑
n
νm(n)e(nx) . (19)
In other words
f(x) = δ + cαν̂1(−x) + δ
(cα
δ
)2
ν̂2(−x) + · · ·+ δ
(cα
δ
)m
ν̂m(−x) . (20)
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Hence
f̂(r) =
{
δN , if r = 0,
N(cα · ν1(r) + δ
(
cα
δ
)2
ν2(r) + · · ·+ δ
(
cα
δ
)m
νm(r)) , otherwise.
By assumption Λ is a 2—dissociated set. It follows that for all i ≥ 1, we have νi(n) ≤ 1. If
r ∈ Λ or r ∈ −Λ then
|f̂(r)| ≥ cαN −N
(
δ
(cα
δ
)2
+ δ
(cα
δ
)3
+ · · ·+ δ
(cα
δ
)m)
≥ (1 + 2−5)αN . (21)
Similarly if r /∈ Λ⊔−Λ then
|f̂(r)| ≤ N
(
δ
(cα
δ
)2
+ δ
(cα
δ
)3
+ · · ·+ δ
(cα
δ
)m)
≤ 1
2
αN . (22)
Using Lemma 2.2, we find a set A such that |A| = [∑x∈ZN f(x)] = [δN ] and for all r ∈
ZN \ {0}, we have |Â(r) − f̂(r)| ≤ 20
√
N . Combining (21), (22) and α > 640N−1/2, we get
Rα(A) = {0}
⊔
Λ
⊔−Λ. This completes the proof of Statement 2.9.
Let us return to the proof of Theorem 2.8.
We need in a lemma from [8].
Lemma 2.10 Let k be a positive integer, and
pk(x) = 2 + x
k∑
j=0
(−1)jx2j
24jj!
. (23)
Then for all x such that |x| ≤ √k, we have 0 ≤ pk(x) ≤ 4.
Proof of Theorem 2.8. Let k = s = (δ/α)2, p = [log(1/δ)]. Let also ki = |Λi| and
Λi = {λ(i)1 , . . . , λ(i)ki }, i = 1, 2, . . . , p. By definition of the family Λ(k, k, p), we get
|Λ|
2p
≤ ki ≤ 2|Λ|
p
. (24)
We can assume that
|Λ| > δ
3α
log(1/δ) > 2 log(1/δ) . (25)
Indeed if |Λ| ≤ δ/(3α) · log(1/δ) then for all i ∈ [p], we have 2ki + 1 ≤ 8δ/α ≤ k. Besides
s ≥ 2. Hence Λ is a 2—dissociated set, and using Statement 2.9, we obtain the required set
A.
Let
g(x) = 4−p
p∏
i=1
pki
(
cos(2πλ
(i)
1 x/N) + · · ·+ cos(2πλ(i)ki x/N)√
ki
)
. (26)
Using Lemma 2.10, we get for all x ∈ ZN the following inequality holds 0 ≤ g(x) ≤ 1. Consider
the i–th term of product (26). By formula cos(2πx/N) = (e(x) + e(−x))/2, we obtain
pki
(
cos(2πλ
(i)
1 x/N) + · · ·+ cos(2πλ(i)ki x/N)√
ki
)
=
6
2 +
1
2
√
ki
ki∑
j=0
(−1)j
(64ki)jj!
(
e(λ
(i)
1 x) + e(−λ(i)1 x) + · · ·+ e(λ(i)ki x) + e(−λ
(i)
ki
x)
)2j+1
. (27)
Thus
g(x) =
∑
∑k1
l=1 |s
(1)
l
|≤2k1+1
· · ·
∑
∑kp
l=1 |s
(p)
l
|≤2kp+1
Q(s
(1)
1 , . . . , s
(1)
k1
, . . . , s
(p)
1 , . . . , s
(p)
kp
)e((s
(1)
1 λ
(1)
1 +· · ·+s(1)k1 λ
(1)
k1
+· · ·+s(p)1 λ(p)1 +· · ·+s(p)kp λ
(p)
kp
)x) , (28)
where Q(s
(1)
1 , . . . , s
(1)
k1
, . . . , s
(p)
1 , . . . , s
(p)
kp
) is a coefficient which attached to e((s
(1)
1 λ
(1)
1 + · · · +
s
(1)
k1
λ
(1)
k1
+ · · ·+ s(p)1 λ(p)1 + · · ·+ s(p)kp λ
(p)
kp
)x). Similar
pki
(
cos(2πλ
(i)
1 x/N) + · · ·+ cos(2πλ(i)ki x/N)√
ki
)
=
=
∑
∑ki
l=1 |s
(i)
l
|≤2ki+1
Q(s
(i)
1 , . . . , s
(i)
ki
)e((s
(i)
1 λ
(i)
1 + · · ·+ s(i)ki λ
(i)
ki
)x) (29)
Clearly, Q(s
(1)
1 , . . . , s
(1)
k1
, . . . , s
(p)
1 , . . . , s
(p)
kp
) = 4−p
∏p
i=1Q(s
(i)
1 , . . . , s
(i)
ki
). By assumption Λ be-
longs to Λ(k, k, p). This implies that all the sums s
(1)
1 λ
(1)
1 + · · ·+ s(1)k1 λ
(1)
k1
+ · · ·+ s(p)1 λ(p)1 + · · ·+
s
(p)
kp
λ
(p)
kp
are distinct. In particular ∑
x∈ZN
g(x) = 2−pN . (30)
Using formula (28), we obtain that any non–zero Fourier coefficient of the function g(x)
must have the following form s
(1)
1 λ
(1)
1 + · · · + s(1)k1 λ
(1)
k1
+ · · · + s(p)1 λ(p)1 + · · · + s(p)kp λ
(p)
kp
, where∑ki
l=1 |s(i)l | ≤ 2ki + 1, i ∈ [p]. Moreover, any Fourier coefficient of g(x) of the form s(1)1 λ(1)1 +
· · ·+ s(1)k1 λ
(1)
k1
+ · · ·+ s(p)1 λ(p)1 + · · ·+ s(p)kp λ
(p)
kp
is equal to N ·Q(s(1)1 , . . . , s(1)k1 , . . . , s
(p)
1 , . . . , s
(p)
kp
). Let
us prove that for all i ∈ [p], j ∈ [ki], we have
|ĝ(λ(i)j )| = |ĝ(−λ(i)j )| ≥ 2−p
N
8
√
ki
. (31)
Clearly, it suffices to deal with the case i = j = 1. In other words we need to find the coefficient
Q(1, 0, . . . , 0). We have
pk1
(
cos(2πλ
(1)
1 x/N) + · · ·+ cos(2πλ(1)k1 x/N)√
k1
)
=
= 2 +
1
2
√
k1
k1∑
j=0
(−1)j
(64k1)jj!
(
e(λ
(1)
1 x) + e(−λ(1)1 x) + · · ·+ e(λ(1)k1 x) + e(−λ
(1)
k1
x)
)2j+1
=
=
∑
∑k1
l=1 |s
(1)
l
|≤2k1+1
Q(s
(1)
1 , . . . , s
(1)
k1
)e((s
(1)
1 λ
(1)
1 + · · ·+ s(1)k1 λ
(1)
k1
)x) . (32)
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The coefficient attached to e(λ
(1)
1 ) in (32) from j = 0 equals 1/(2
√
k1). Let us prove that the
sum of the coefficients attached to e(λ
(1)
1 ) from j ≥ 1 at most 1/(4
√
k1).
Let l = 1, 2, . . . , k1, and consider the product of (2l + 1) brackets(
e(λ
(1)
1 x) + e(−λ(1)1 x) + · · ·+ e(λ(1)k1 x) + e(−λ
(1)
k1
x)
)2l+1
. Every term contributing to the
coefficient of e(λ
(1)
1 x) arises in the following way. First of all choose e(λ
(1)
1 x) from some
bracket. It can be done in (2l + 1) ways. Secondly we choose e(λ
(1)
u x) u from some other
bracket. This can be done in 2k1 ways. Clearly, it must be balanced by choosing e(−λ(1)u x)
from some other bracket. There are at most (2l− 1) ways of doing this. And so on. Thus the
coefficient of e(λ
(1)
1 x) from j = l does not exceed
1
2
√
k1
· 1
(64k1)ll!
× (2l + 1)× 2k1 × (2l − 1)× 2k1 × (2l − 3)× . . .× 2k1 × 1 ≤ 1
2
√
k1
2l + 1
24l
.
Hence
1
4
√
k1
≤ 1
2
√
k1
(
1−
∞∑
j=1
2j + 1
24j
)
≤ Q(1, 0, . . . , 0) ≤ 1
2
√
k1
(
1 +
∞∑
j=1
2j + 1
24j
)
≤ 1√
k1
(33)
and inequality (31) is proved. Rather more accurate calculation shows that
Q(1, 0, . . . , 0) ≤ 1
2
√
k1
. (34)
Indeed the term from j = 1 in (32) is negative, and its absolute value is equal to
1
2
√
k1
· 1
64k1
(3(2k1 − 2) + 3) ≥ 1
2
√
k1
· 1
16
.
Whence
Q(1, 0, . . . , 0) ≤ 1
2
√
k1
(
1− 1
16
+
∞∑
j=2
2j + 1
24j
)
≤ 1
2
√
k1
and inequality (34) is proved.
It easy to see that there exists γ ∈ [1/2, 1] such that ∑x f(x) = δN , where f(x) = γg(x).
By assumption |Λ| ≤ 2−12(δ/α)2 log(1/δ). Since f = γg, it follows that i ∈ [p], and for any
j ∈ [ki], we have
|f̂(λ(i)j )| = |f̂(−λ(i)j )| ≥ 2αN (35)
(here we have made use (24) and (33)). Now take A as in Lemma 2.2. Then |A| =
[
∑
x∈ZN f(x)] = [δN ], and for all r ∈ ZN \ {0}, we have
|Â(r)− f̂(r)| ≤ 20
√
N . (36)
Using (35) and α > 40N−1/2, we get {0}⊔Λ⊔−Λ ⊆ Rα(A).
Let r /∈ {0}⊔Λ⊔−Λ. Prove that r /∈ Rα(A). As was noted above it suffices to consider
residuals r such that r = s
(1)
1 λ
(1)
1 + · · ·+ s(1)k1 λ
(1)
k1
+ · · ·+ s(p)1 λ(p)1 + · · ·+ s(p)kp λ
(p)
kp
, where for all
i ∈ [p] the following inequalities hold ∑kil=1 |s(i)l | ≤ 2ki + 1. Since r /∈ {0}⊔Λ⊔−Λ, it follows
that
∑p
i=1
∑ki
l=1 |s(i)l | ≥ 2. Let σi =
∑ki
l=1 |s(i)l |. Then
∑p
i=1 σi ≥ 2 and either there exists
i ∈ [p] such that σi ≥ 2 or there exist i, j ∈ [p], i 6= j such that σi, σj ≥ 1.
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Let us prove that for all i ∈ [p], we have
|Qi(s(i)1 , . . . , s(i)ki )| ≤

2 , if σi = 0,
1
2
√
ki
, if σi = 1,
2
ki
√
ki
, otherwise.
Clearly it suffices to deal with the case i = 1. Let σ = σ1. If σ = 0 then we have the upper
bound for Q1. If σ = 1 then (34) implies that Q1 ≤ 12√ki . Let σ ≥ 2. Suppose that j0 is the
minimal positive integer j0 ∈ [k1] such that 2j0 + 1 ≥ σ (if there is not such j0 then Q1 = 0
and we are done). It is easy to see that it is unnecessary to deal with all terms in (32) such
that j < j0. Suppose that σ is an odd number. Then σ = 2r + 1, r ≥ 1. The absolute value
of the coefficient from j = l ≥ j0 in (32) does not exceed
1
2
√
k1
· 1
(64k1)ll!
× (2l + 1)!
|s(1)1 |! . . . |s(1)k1 |! · (2l + 1− σ)!
×
×2k1 × (2l + 1− σ − 1)× 2k1 × (2l + 1− σ − 3)× . . .× 2k1 × 1 := ρ . (37)
Indeed firstly if s
(1)
1 ≥ 0 then choose |s(1)1 | elements e(λ(1)1 x) from (32), if s(1)1 < 0 then choose
|s(1)1 | elements e(−λ(1)1 x). Further if s(1)2 ≥ 0 then choose |s(1)2 | elements e(λ(1)2 x) from (32)
and if s
(1)
2 < 0 then choose |s(1)2 | elements e(−λ(1)2 x). And so on. This can be done in
(2l + 1)!/(|s(1)1 |! . . . |s(1)k1 |! · (2l + 1 − σ)!) ways. Secondly we choose e(λ
(1)
u x) from some other
bracket. This can be done in 2k1 ways. Clearly, it must be balanced by choosing e(−λ(1)u x)
from some other bracket. There are at most (2l + 1− σ − 1) ways of doing this. And so one.
Finally we have the inequality (37). Note that if σ is an even number, σ ≥ 2 then the number
Q1(s
(1)
1 , . . . , s
(1)
k1
) equals zero. Using σ ≤ 2l + 1, we get
ρ ≤ 1
2
√
k1
· k
l−r
1
kl12
5l
· (2l + 1)(2l)(2l− 1) . . . (2l + 1− σ + 1)(2l + 1− σ − 1)(2l + 1− σ − 3) . . . 1
l!
≤ 1
2
√
k1
k−r1 (2l)
r 2l + 1
24l
≤ 1
2k1
√
k1
(2l + 1)2l
24l
.
Hence
|Q1(s(1)1 , . . . , s(1)k1 )| ≤
1
k1
√
k1
∞∑
l=1
(2l + 1)2l
24l
≤ 2
k1
√
k1
and we obtain the required upper bound for Q1.
If there exists i ∈ [p] such that σi ≥ 2 then we get |ĝ(r)| ≤ 2−pN/(k′)3/2, where k′ =
min{ki : i ∈ [p]}. Combining (24), (25) and (33), we obtain |ĝ(r)| ≤ αN/4. If there exist
three σi = 1, then using (24), (25) and (33) again, we get |ĝ(r)| ≤ αN/4. Finally, let there
are exactly two σi = 1. Combining (24), (25) and (34), we have
|ĝ(r)| ≤ 2
−pN
16k′
≤ δpN
4|Λ| <
3αN
4
.
Anyway for all r /∈ {0}⊔Λ⊔−Λ, we get |f̂(r)| ≤ |ĝ(r)| < 3αN/4. Using (36), we obtain
|Â(r)| < αN for any r /∈ {0}⊔Λ⊔−Λ. Hence Rα(A) = {0}⊔Λ⊔−Λ. This completes the
proof.
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The following result shows that our Theorem 1.3 is sharp.
Theorem 2.11 Suppose that δ, α ∈ (0, 1] are real numbers , N is a prime number, k is a
positive integer, 2 ≤ k ≤ 2−1 log(1/δ), 32δ2 ≤ α ≤ δ/4 and
2kmax
{
log
(
26δk
α2
)
, log
(
26δ2
α3
)}
≤ logN . (38)
Then there exists a set A ⊆ ZN such that δN ≤ |A| ≤ 3δN , |Rα(A)| ≥ δ64α2 and for all k,
satisfying (38), we have Tk(Rα(A)) ≤ 214kδα2k .
Note 2.12 We prove in Theorem 2.11 that |Rα(A)| ≥ δ64α2 . Certainly this lower bound for|Rα(A)| is absolutely indispensable because Theorem 2.11 is trivial otherwise.
To prove Theorem 2.11 we need in the following definition and lemma.
Definition 2.13 Let k, s be positive integers. Consider the family Λ˜(k, s) of subsets of ZN .
A set Λ˜ = {λ˜1, . . . , λ˜|Λ˜|} belongs to the family Λ˜(k, s) if the equality
|Λ˜|∑
i=1
λ˜isi = 0 (mod N) , λ˜i ∈ Λ , si ∈ Z , |si| ≤ s , the number of si 6= 0 at most k ,
(39)
implies that all si are equal to zero.
Clearly Λ(ks, s) ⊆ Λ˜(k, s) ⊆ Λ(k, s).
Lemma 2.14 Let N, t, k, s be positive integers, k ≤ t and N > (t
k
)
(2s+ 1)k. Then Λ˜(k, s)
contains a set of the cardinality t.
Proof. Consider all tuples (a1, . . . , at), where ai ∈ ZN . Obviously that there exist N t of this
tuples. Further there are at most
(
t
k
)
(2s + 1)k of equations (39) with coefficients s1, . . . , st.
The number of solutions of any non–trivial equation (39) does not exceed Nk−1N t−k = N t−1.
Besides
N t−1
(
t
k
)
(2s+ 1)k < N t .
Whence there exists a tuple (a1, . . . , at), satisfying the trivial equation only. It is easy to see
that all residuals in (a1, . . . , at) are different. Hence the set Λ˜ = {a1, . . . , at} belongs to the
family Λ˜(k, s). This completes the proof of the lemma.
Proof of Theorem 2.11. Let k1 = 2k, t = [δ/α], ε = δ/t, m = max{t, k1}, s = ⌈8m/ε⌉.
By assumption 2k log(2
6δ2
α3
) ≤ logN and 2k log(26δk
α2
) ≤ logN . Hence N > ( t
k1
)
(2s + 1)k1 .
Using Lemma 2.14, we find a set Λ = {λ1, . . . , λt} such that Λ belongs to the family Λ˜(k1, s).
For any λ ∈ ZN consider one–dimensional Bohr set
Bλ = Bλ(ε) = {x ∈ ZN :
∥∥∥∥xλN
∥∥∥∥ ≤ ε} , (40)
(see [30] for example). Clearly, Bλ(ε) = {0,±λ−1, . . . ,±[εN ]λ−1}. Hence |Bλ(ε)| = 2[εN ] + 1.
By Bsλ = B
s
λ(ε) denote the set B
s
λ = Bλ + s. We shall construct a family of sets B
s1
λ1
, . . . , Bstλt ,
where λi ∈ Λ, si ∈ ZN . Let s1 = 0 and we obtain the set Bs1λ1 . Suppose that we have the sets
Bs1λ1 , . . . , B
sd
λd
. Let us construct a residual sd+1 and a set B
sd+1
λd+1
. Let Cd =
⋃d
i=1B
si
λi
. Clearly,
|Cd| ≤ d(2[εN ] + 1) ≤ t(2[εN ] + 1) ≤ 3δN . Let sd+1 be a residual such that
|Bsd+1λd+1
⋂
Cd| ≤ (2εN + 1)2t ≤ 8εδN . (41)
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Since ∑
s∈ZN
|Cd ∩Bsλd+1 | = |Cd||Bs| ,
it follows that such a residual sd+1 exists. So we have the sets B
s1
λ1
, . . . , Bstλt . Let A = Ct =⋃t
i=1B
si
λi
. Clearly, |A| ≤ 3δN . Prove that |A| ≥ δN . Using (41), we get
|A| = |Ct| = |Ct−1|+ |Bstλt | − |Ct−1 ∩Bstλt | ≥ |Ct−1|+ (2[εN ] + 1)− 8εδN ≥ (42)
≥ |Ct−2|+ 2(2[εN ] + 1)− 2 · 8εδN ≥ · · · ≥ t(2[εN ] + 1)− t8εδN ≥ tεN = δN . (43)
Let us prove that |Rα(A)| ≥ δ64α2 . Let a ∈ ZN . Assuming that a belongs to reduced
residue system, we denote by |a| the absolute value of a. We have |a| ≤ N/2 for all a ∈ ZN .
Let r ∈ ZN , r 6= 0. Using the inequality |1− eiθ| ≥ 2|θ|/π, θ ∈ [−π, π], we get
|B̂λ(r)| =
∣∣∣∣∣∣
[εN ]∑
l=−[εN ]
e(λ−1lr)
∣∣∣∣∣∣ =
∣∣∣∣2e(([εN ] + 1)λ−1r)− 1e(λ−1r)− 1 − 1
∣∣∣∣ ≤ 4|e(λ−1r)− 1| ≤ N|λ−1r| . (44)
Let us obtain a lower bound for B̂λ(r). Let λ belongs to Λ and let
Mλ = { x ∈ ZN : x = λp , |p| ≤ 1
16ε
} . (45)
Observe that |Mλ| = 2[1/(16ε)] + 1. For all r ∈Mλ, we have
B̂λ(r) = 2
[εN ]∑
l=0
cos(2πλ−1rl/N)− 1 ≥ 2([εN ] + 1)− 1− ([εN ] + 1)/4 ≥ 3
2
εN . (46)
Formulas (44) and (46) can be used to calculate Fourier coefficients of the sets Bλ = Bλ(ε).
Note that for any s, r ∈ ZN , we have |B̂sλ(r)| = |B̂λ(r)|. Thus (44), (46) can be used to find
the absolute values of Fourier coefficients of the sets Bsλ too.
It is easy to see that for all i, j ∈ [t], i 6= j, we haveMλi∩Mλj = {0}. Indeed, by assumption
the set Λ belongs to the family Λ˜(k1, s) and s ≥ 1/(16ε). Hence the only solution of the
equation λipi = λjpj , i 6= j, |pi|, |pj| ≤ 1/(16ε) is pi = pj = 0. Prove that
⋃t
i=1Mλi ⊆ Rα(A).
Clearly, 0 ∈ Rα(A). Let i ∈ [t] be an arbitrary number, and r be a non–zero residual such
that r belongs to some Mλi . We have
Â(r) = B̂stλt(r) + Ĉt−1(r) + 8θεδN ,
where |θ| ≤ 1. By the same arguments as in (42) — (43), we get
Â(r) =
t∑
l=1
B̂slλl(r) + 8θ˜εδtN , (47)
where |θ˜| ≤ 1. We have r ∈ Mλi . Using (46), we obtain |B̂siλi(r)| ≥ 3εN/2. Let r = λipi,
|pi| ≤ 1/(16ε), and j ∈ [t] be a number, j 6= i. Let p := λ−1j r = λ−1j λipi. Then λjp = λipi.
Since the set Λ belongs to the family Λ˜(k1, s), it follows that |p| > s. Using the last inequality
and (44), we obtain
|B̂sjλj(r)| ≤
N
s
, r ∈Mλi , r 6= 0 . (48)
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Combining (48) and (47), we get
|Â(r)| ≥ 3
2
εN −
∑
j 6=i
|B̂sjλj(r)| − 8εδtN ≥
3
2
εN − tN
s
− 8εδtN ≥ αN .
Hence
⋃t
i=1Mλi ⊆ Rα(A) and |Rα(A)| ≥
∑t
i=1 |Mλi | − t = 2t[1/(16ε)] ≥ δ64α2 .
Finally, we shall show that for all k, 2 ≤ k ≤ 2−1 log(1/δ), we have Tk(Rα(A)) ≤ 214kδα2k . Let
g be a real number, λ belongs to the set Λ and let
Lλ(g) = { x ∈ ZN : x = λp , |p| ≤ g } . (49)
Let also M ′λ = Lλ(8/ε). Then |M ′λ| ≤ 32/ε. Let us prove that Rα(A) ⊆
⋃
λ∈ΛM
′
λ. Assume
the converse. Let r ∈ Rα(A) \ {0} and r /∈
⋃
λ∈ΛM
′
λ. If r /∈
⋃
λ∈Λ Lλ(s) then using (47), we
get
|Â(r)| ≤ tN
s
+ 8εδtN ≤ ε
2
N < αN
and r /∈ Rα(A). Let now r ∈
⋃
λ∈Λ Lλ(s). We have Λ ∈ Λ˜(k1, s). Using this fact, we obtain
that for all λ1, λ2 ∈ Λ, λ1 6= λ2 the following holds Lλ1(s) ∩ Lλ2(s) = {0}. Let r 6= 0. It is
easy to see that there exists the only i ∈ [t] such that r ∈ Lλi(s). Using (47), we obtain
|Â(r)| ≤ |B̂siλi(r)|+
tN
s
+ 8εδtN . (50)
We have r /∈ ⋃λ∈ΛM ′λ. Using (44), we get |B̂siλi(r)| ≤ N/g ≤ εN/8. Substituting the last
inequality in (50), we obtain |Â(r)| ≤ εN/2 < αN and r /∈ Rα(A). Whence Rα(A) ⊆⋃
λ∈ΛM
′
λ.
Consider the equation
r1 + · · ·+ rk = r′1 + · · ·+ r′k , (51)
where all rj , r
′
j belong to Rα(A). We have Rα(A) ⊆
⋃t
i=1M
′
λi
. Hence any residual from (51)
belongs to a set M ′λi .
Let z be a non–negative integer, and s1, . . . , sl be positive integers such that s1+· · ·+sl+z =
2k. Recall that for all λ1, λ2 ∈ Λ, λ1 6= λ2, we have Lλ1(s) ∩ Lλ2(s) = {0}. Hence for any
i, j ∈ [t], i 6= j, we get M ′λi ∩M ′λj = {0}. Let M ′i = M ′λi , i ∈ [t], and w = 25/ε. Then for
all i ∈ [t], we have |M ′i | ≤ w. By E(s1, . . . , sl, z) denote the set of all solutions r1, . . . , rk,
r′1, . . . , r
′
k of (51) such that among rj, r
′
j there exist exactly z of zeroes, there exist exactly
s1 non–zero residuals belong to a set M
′
j1
, there exist exactly s2 non–zero residuals belong to
a set M ′j2 , . . . , there exist exactly sl non–zero residuals belong to a set M
′
jl
and at the same
time all sets M ′j1,M
′
j2 , . . . ,M
′
jl
are different. Using Λ ∈ Λ˜(k1, s), we obtain
Tk(Rα(A)) =
2k∑
l=1
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
|E(s1, . . . , sl, z)| ≤
≤ tw2k−1 +
2k∑
l=2
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
|E(s1, . . . , sl, z)| . (52)
Let us fixed s1, . . . , sl, z and consider the solutions of (51) belong to fixed subsets
M ′j1 ,M
′
j2
, . . . ,M ′jl. Denote by E(s1, . . . , sl, z)(M
′
j1
,M ′j2, . . . ,M
′
jl
) the set of all these solutions.
Rewrite the equation (51) as
u1 + · · ·+ ul = 0 , (53)
12
where ui ∈ M ′ji, i ∈ [l]. Since Λ belongs to Λ˜(k1, s), it follows that all residuals ui equal zero.
Hence, we have
|E(s1, . . . , sl, z)(M ′j1 ,M ′j2 , . . . ,M ′jl)| ≤
(2k)!
s1! . . . sl!z!
ws1−1 × . . .× wsl−1 ≤ (2k)!
s1! . . . sl!z!
w2k−l .
Whence
|E(s1, . . . , sl, z)| ≤
(
t
l
)
(2k)!
s1! . . . sl!z!
w2k−l ≤ t
l
l!
· (2k)!
s1! . . . sl!z!
w2k−l . (54)
Combining (54) and (52), we get
Tk(Rα(A)) ≤ tw2k−1 +
2k∑
l=2
tl
l!
w2k−l
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
(2k)!
s1! . . . sl!z!
≤
≤ tw2k−1 +
2k∑
l=2
tl
l!
w2k−l(l + 1)2k = tw2k−1 + w2k
2k∑
l=2
(
t
w
)l
· (l + 1)2k · 1
l!
. (55)
Consider the function f(l) = (t/w)l(l + 1)2k. It is easy to see that f(l) has maximum at
l0 = 2k/ ln(w/t) − 1 and for all l ≥ l0 the function f(l) is monotonically decreasing. By
assumption k ≤ 2−1 log(1/δ). Hence l0 ≤ 1. It follows that
Tk(Rα(A)) ≤ tw2k−1 + 22ktw2k−1 ≤ 22k+1tw2k−1 ≤ 2
14kδ
α2k
.
This completes the proof of the Theorem.
3. Proof of Theorem 1.5.
We assume in the section that N is a prime number.
Definition 3.1 Let k, s, d be positive integers. Let also Λ = {λ1, . . . , λ|Λ|} ⊆ ZN be a set
such that Λ ∩ −Λ = ∅. Let ~v1 = (v(1)1 , . . . , v(d)1 ), . . . , ~v|Λ| = (v(1)|Λ| , . . . , v(d)|Λ|) be vectors from Zd
such that for all i ∈ [d], j ∈ [|Λ|], we have |~v(i)j | ≤ s. Consider the equation
λ1~v1 + · · ·+ λ|Λ|~v|Λ| = 0 (mod N) , (56)
where λi ∈ Λ and for any i ∈ [d], we have
∑|Λ|
j=1 |v(i)j | ≤ k. Consider the family Λd(k, s) of
subsets of ZN . Our set Λ belongs to the family Λd(k, s), if any equation (56) imply that the
matrix  v
(1)
1 · · · v(1)|Λ|
· · · · · · · · ·
v
(d)
1 · · · v(d)|Λ|

has the rank at most d− 1.
As was noted above the definition of Λ1(k, 1) can be found in [29], and the definition of
Λ1(k, s) can be found in [32].
For an arbitrary Λ ∈ Λd(k, s), we obtain the following upper bound for Tk(Λ).
Statement 3.2 Let N, k, s, d be positive integers, s ≥ 3, N ≥ s + 1 be a prime number,
and Λ ⊆ ZN be a subset of the family Λd(2k, s). Then
Tk(Λ) ≤ 29kkk|Λ|k(s+ 1)2d · 2
2sk(log k)2
log(k2s|Λ|s−2) . (57)
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Example 3.3 Let k ≥ 2, log |Λ| ≥ log2 k, and Λ be an arbitrary subset of the family
Λd(k, 3). Using (57), we get Tk(Λ) ≤ 220k+4dkk|Λ|k.
Proof of Statement 3.2. Let x ∈ ZN be a residual. By Nk(x) define the number of
vectors (λ1, . . . , λk) such that all λi belong to Λ and
λ1 + · · ·+ λk = x . (58)
Then Tk(Λ) =
∑
x∈ZN N
2
k (x). Let s1, . . . , sl be positive integers such that s1+ · · ·+ sl = k. By
E(s1, . . . , sl)(x) denote the set of all solutions (λ1, . . . , λk) of (58) such that among λ1, . . . , λk
there exist exactly s1 residuals equal λ˜1, there exist exactly s2 residuals equal λ˜2, . . . , there
exist exactly sl residuals equal λ˜l such that s1λ˜1 + · · ·+ slλ˜l = x and all λ˜i are different. Let
us denote the set E(s1, . . . , sl)(x) by E(~s)(x) for simplicity. Recall that for s1, . . . , sl in the
definition of E(~s)(x) = E(s1, . . . , sl)(x) the following equality holds :
∑l
i=1 si = k. We have
Nk(x) =
∑
~s
|E(~s)(x)| .
Whence
σ = Tk(Λ) =
∑
x∈ZN
(
∑
~s
|E(~s)(x)|)2 . (59)
Let ~s = (s1, . . . , sl) and G = G(~s) = {i : si ≤ s}, B = B(~s) = {i : si > s}. Then
|G(~s)|+ |B(~s)| = l(~s) = l. We have
l ≤ k − s|B| . (60)
Indeed
k =
∑
i∈G
si +
∑
i∈B
si ≥ |G|+ (s+ 1)|B| = l + s|B| . (61)
Using (61), we obtain (60). Let also
lj = lj(~s) = | {i : si = j, i ∈ [l]} | , j = 1, 2, . . . , r = r(~s) , r 6= 0 .
The next lemma was proved in [32].
Lemma 3.4 For all ~s,
∑l
i=1 si = k the number of x ∈ ZN such that E(~s)(x) 6= ∅ does not
exceed |Λ|l/l1!.
We need in two lemmas.
Lemma 3.5 Suppose that n, t, s are positive integers, t ≤ n, ~u1, . . . , ~ut ∈ ZnN are linearly–
independent vectors over ZN , and N ≥ s+ 1. Let
Q(s) := {~x = (x1, . . . , xn) ∈ ZnN : xi ∈ {0, 1, . . . , s}, i = 1, . . . , n}
be a n–dimensional cube and L = {~x ∈ ZnN : ~x =
∑t
i=1mi~ui, mi ∈ ZN}. Then |L ∩Q(s)| ≤
(s+ 1)t.
Proof of Lemma 3.5. Let ~u1 = (u
(1)
1 , . . . , u
(n)
1 ), . . . , ~ut = (u
(1)
t , . . . , u
(n)
t ). Note that the
cube Q(s) is invariant under permutations of coordinates. So we can assume without loss
of generality that the vectors ~u1, . . . , ~ut have the form ~u1 = (1, . . . , 0, 0, u
(t+1)
t , . . . , u
(n)
1 ), ~u2 =
(0, 1, . . . , 0, u
(t+1)
t , . . . , u
(n)
2 ), . . . , ~ut = (0, . . . , 0, 1, u
(t+1)
t , . . . , u
(n)
t ). Let ~x be an arbitrary vector,
~x ∈ L ∩ Q(s). Then there exist residuals m1, . . . , mt such that ~x =
∑t
i=1mi~ui. Clearly,
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m1 = x1, . . . , mt = xt. Since ~x ∈ Q(s), it follows that mi ∈ {0, 1, . . . , s}, i = 1, . . . , t. Hence
|L ∩Q(s)| ≤ (s+ 1)t as required.
Lemma 3.6 For any ~s,
∑l
i=1 si = k and for any x ∈ ZN , we have
|E(~s)(x)| ≤ k!
s1! . . . sl!
(s+ 1)d|Λ||B(~s)| . (62)
Proof of Lemma 3.6. Let (λ(1), . . . , λ(k)) ∈ E(~s)(x). Then ∑ki=1 λ(i) = ∑li=1 siλ˜(i) = x
and all residuals λ˜(i) ∈ {λ(1), . . . , λ(k)} are different. Thus for any (λ(1), . . . , λ(k)) ∈ E(~s)(x)
there exists the only vector (λ˜(1), . . . , λ˜(l)) such that all λ˜(i) are different. Let us fixed λ˜(i),
i ∈ B(~s). We obtain the set K = K(B(~s)) of (λ(1), . . . , λ(k)) ∈ E(~s)(x). Let us prove that the
cardinality of K does not exceed (s+ 1)d k!
s1!...sl!
.
Let (λ(1), . . . , λ(k)) be a vector from K. We have∑
i∈G(~s)
siλ˜
(i) = x−
∑
i∈B(~s)
siλ˜
(i) = x′ . (63)
Since the elements λ˜(i), i ∈ B(~s) are fixed, it follows that the residual x′ is the same for all
(λ(1), . . . , λ(k)) ∈ K.
Let the set Λ = {λ1, . . . , λ|Λ|} be ordered in an arbitrary way. To each (λ(1), . . . , λ(k)) ∈ K
assign the vector ~u = (u1, . . . , u|Λ|), where
uj =
{
si , if for some i ∈ G(~s) we have λj = λ˜(i),
0 , otherwise.
Let ~w = (w1, . . . , wm), ~w
′ = (w′1, . . . , w
′
m) be two vectors from Z
m. By (~w, ~w′) denote the inner
product of these vectors: (~w, ~w′) =
∑m
j=1wjw
′
j. Rewrite (63) as
(~u,~λ) = x′ , (64)
where ~λ = (λ1, . . . , λ|Λ|). Let ~u1, . . . , ~ut be a maximal system of vectors which are linearly–
independent over ZN and such that any of these vectors satisfies (64).
Suppose that t ≥ d+ 1.
Since all vector ~ui, i = 1, . . . , t satisfy (64), it follows that
(~u2 − ~u1, ~λ) = 0 .
. . . . . . . . . . . . . . . . . .
(~ud+1 − ~u1, ~λ) = 0 .
Rewrite this system as λ1~v1 + · · · + λ|Λ|~v|Λ| = 0, where ~vi are vectors from Zd. Let ~v1 =
(v
(1)
1 , . . . , v
(d)
1 ), . . . , ~v|Λ| = (v
(1)
|Λ| , . . . , v
(d)
|Λ|). Since Λ∩−Λ = ∅, it follows that |~v(j)i | ≤ s. It is easy
to see that for any i ∈ [d], we have ∑|Λ|j=1 |v(i)j | ≤ 2k. Consider the matrix
M =
 v
(1)
1 · · · v(1)|Λ|
· · · · · · · · ·
v
(d)
1 · · · v(d)|Λ|

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Let ~pj = (v
(j)
1 , . . . , v
(j)
|Λ|), j = 1, . . . , d be rows of M . Clearly, ~pj = ~uj+1−~u1, j = 1, . . . , d. Since
the vectors ~u1, . . . , ~ud+1 are linearly–independent, it follows that the vectors ~p1, . . . , ~pd are also
linearly–independent. Hence the rank of M is equal to d with contradiction to the definition
of the family Λd(2k, s).
Thus, we have t ≤ d. Let ~u be an arbitrary vector satisfies (64) By maximality of the
system ~u1, . . . , ~ut, we get ~u =
∑t
i=1mi~ui, where mi ∈ ZN . All coordinates of ~u belong
to {0, 1, . . . , s}. Using Lemma 3.5, we obtain that the number of such ~u does not exceed
(s+1)d. Clearly, any vector ~u corresponds to the tuple {λ˜(i)}i∈G(~s). Besides we fixed residuals
{λ˜(i)}i∈B(~s). Using the definition of the set E(~s)(x), we get that the number of permutations
of the tuple {λ˜(i)}i∈G(~s)
⊔{λ˜(i)}i∈B(~s) equals k!s1!...sl! . Hence the cardinality of the set K at most
(s + 1)d k!
s1!...sl!
and the cardinality of E(~s)(x) at most (s + 1)d k!
s1!...sl!
|Λ||B(~s)|. This completes
the proof of Lemma 3.6.
Let us return to the proof of Statement 3.2.
Let t = (k log k)/ log(k2s|Λ|s−2). We can assume without loss of generality that
|Λ|k ≥ 29kkk . (65)
Using (65), we get |Λ| ≥ 29k ≥ k. Let us estimate the sum σ.
σ ≤ 2
∑
x∈ZN
 ∑
~s:|B(~s)|≤t
|E(~s)(x)|
2 + ∑
x∈ZN
 ∑
~s:|B(~s)|>t
|E(~s)(x)|
2 = 2σ1 + 2σ2 . (66)
We have
σ2 ≤
∑
~s1,~s2:|B(~s1)|>t,|B(~s2)|>t
∑
x
|E(~s1)(x)| · |E(~s2)(x)| (67)
If |B(~s1)| > |B(~s2)| then put ~s∗ = ~s1. If |B(~s1)| ≤ |B(~s2)| then set ~s∗ = ~s2. Let also
Pk(~s) = k!/(s1! . . . sl!). Using Lemma 3.6, we obtain |E(~s1)(x)| ≤ Pk(~s1)(s + 1)d|Λ||B(~s∗)| and
|E(~s2)(x)| ≤ Pk(~s2)(s+ 1)d|Λ||B(~s∗)|. Further, using Lemma 3.4, we get
σ2 ≤ (s+ 1)2d
∑
~s1,~s2:|B(~s1)|>t,|B(~s2)|>t
|Λ|l(~s∗)|Λ|2|B(~s∗)|Pk(~s1)Pk(~s2) . (68)
Taking into account (60), we have
σ2 ≤ (s+ 1)2d
∑
~s1,~s2:|B(~s1)|>t,|B(~s2)|>t
|Λ|k−s|B(~s∗)||Λ|2|B(~s∗)|Pk(~s1)Pk(~s2) ≤ (69)
≤ (s+ 1)2d|Λ|k|Λ|−t(s−2)
∑
~s1,~s2
Pk(~s1)Pk(~s2) ≤ 24(s+ 1)2d|Λ|k|Λ|−t(s−2)(kk)2 . (70)
Since t = (k log k)/ log(k2s|Λ|s−2), it follows that
kk|Λ|−t(s−2) ≤ 2
2sk(log k)2
log(k2s|Λ|s−2) . (71)
Hence
σ2 ≤ 24kk|Λ|k(s+ 1)2d · 2
2sk(log k)2
log(k2s|Λ|s−2) . (72)
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Let us estimate σ1.
σ1 ≤ 2
∑
x∈ZN
 ∑
~s:|B(~s)|≤t,l(~s)≤k−st
|E(~s)(x)|
2 + ∑
x∈ZN
 ∑
~s:|B(~s)|≤t,l(~s)>k−st
|E(~s)(x)|
2 =
= 2σ
′
1 + 2σ
′′
1 . (73)
We have
σ
′
1 ≤
∑
~s1,~s2:|B(~s1)|,|B(~s2)|≤t, l(~s1),l(~s2)≤k−st
∑
x
|E(~s1)(x)| · |E(~s2)(x)| (74)
Using Lemmas 3.4, 3.6 and (71), we obtain
σ
′
1 ≤ (s+ 1)2d
∑
~s1,~s2:|B(~s1)|,|B(~s2)|≤t, l(~s1),l(~s2)≤k−st
|Λ|l(~s∗)|Λ|2|B(~s∗)|Pk(~s1)Pk(~s2) ≤ (75)
≤ 24(s+ 1)2d|Λ|k|Λ|−t(s−2)(kk)2 ≤ 24kk|Λ|k(s+ 1)2d · 2
2sk(log k)2
log(k2s|Λ|s−2) . (76)
We need in an upper bound for σ
′′
1 . For any ~s = (s1, . . . , sl),
∑l
i=1 si = k, we have
l1 + · · ·+ lr = l and l1 + 2l2 + · · ·+ rlr = k . (77)
Using (77), we get l = k− (l2 +2l3 + · · ·+ (r− 1)lr). On the other hand l ≥ k− st. It follows
that l2 + 2l3 + · · · + (r − 1)lr ≤ st. Further, l2 + · · · + lr ≤ l2 + 2l3 + · · · + (r − 1)lr ≤ st.
Whence l1 = l − (l2 + · · ·+ lr) ≥ l − st ≥ k − 2st. Taking into account Lemmas 3.4, 3.6 and
(60), we obtain
σ
′′
1 ≤
∑
~s1,~s2:|B(~s1)|,|B(~s2)|≤t, l(~s1),l(~s2)>k−st
∑
x
|E(~s1)(x)| · |E(~s2)(x)| ≤ (78)
≤ (s+ 1)2d
∑
~s1,~s2:|B(~s1)|,|B(~s2)|≤t, l(~s1),l(~s2)>k−st
|Λ|l(~s∗)|Λ|2|B(~s∗)|
l1(~s∗)!
Pk(~s1)Pk(~s2) ≤ (79)
≤ (s+ 1)2d
∑
~s1,~s2:|B(~s1)|,|B(~s2)|≤t, l(~s1),l(~s2)>k−st
|Λ|k−s|B(~s∗)||Λ|2|B(~s∗)|
l1(~s∗)!
Pk(~s1)Pk(~s2) . (80)
Since l1 = l1(~s
∗) ≥ k − 2st, it follows that
σ
′′
1 ≤ (s+ 1)2d
|Λ|k
[k − 2st]!
∑
~s1,~s2
Pk(~s1)Pk(~s2) ≤ 24(s+ 1)2d |Λ|
k
[k − 2st]! (k
k)2 . (81)
We have |Λ| ≥ k. Whence t ≤ k/(3s− 2). Using the last inequality, we get
[k − 2st]! ≥ [k − 2st][k−2st]/ek ≥ k[k−2st]/(8e)k .
Since t = (k log k)/ log(k2s|Λ|s−2), it follows that k2st ≤ 2
2sk(log k)2
log(k2s|Λ|s−2) . Further,
[k − 2st]! ≥ kk/(25k2
2sk(log k)2
log(k2s|Λ|s−2) ) .
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Hence
σ
′′
1 ≤ 2425kkk|Λ|k(s+ 1)2d · 2
2sk(log k)2
log(k2s|Λ|s−2) . (82)
Combining (72), (76) and (82), we finally obtain
σ = Tk(Λ) ≤ 29kkk|Λ|k(s+ 1)2d · 2
2sk(log k)2
log(k2s|Λ|s−2) . (83)
This completes the proof of Statement 3.2.
Proof of Theorem 1.5 Let k = [log(1/δ)]. Since 0 ∈ Rα and Rα = −Rα, it follows that
there exists a set R(1)α such that Rα = R(1)α
⊔−R(1)α ⊔{0} and R(1)α ∩ −R(1)α = ∅. Let s = 3
and Λ = {λ1, . . . , λ|Λ|} be a maximal subset of R(1)α such that Λ belongs to Λd(2k, s). Let
Λ∗ = (
⋃3
j=1 j
−1Λ)
⋃
(−⋃3j=1 j−1Λ). Then |Λ∗| ≤ 8|Λ|.
Let us prove that for any r ∈ R(1)α there exists a vector ~u = (u1, . . . , ud) and there exist
vectors ~v1 = (v
(1)
1 , . . . , u
(d)
1 ), . . . , ~v1 = (v
(1)
|Λ| , . . . , u
(d)
|Λ|) such that |ul| ≤ s, l = 1, . . . , d, |v(i)j | ≤ s,
i = 1, . . . , d, j = 1, . . . , |Λ| and
r~u =
|Λ|∑
i=1
λi~vi , (84)
where for all i ∈ [d] the following inequality holds ∑|Λ|j=1 |v(i)j | ≤ k and the rank of the matrix
M =
 v
(1)
1 · · · v(1)|Λ|
· · · · · · · · ·
v
(d)
1 · · · v(d)|Λ|

equals d.
If such vectors exist then it is easy to see that (11) holds. Indeed since the set Λ belongs to
Λd(2k, s), it follows that the vector ~u does not equal zero. Hence it has non–zero component.
Without loss of generality it can be assumed that the first component of ~u does not equal
zero. For any i take i–th equation of system (84) such that ~ui = 0 and add the first equation
of (84) to this equation. We obtain a new system
r~u′ =
|Λ|∑
i=1
λi~v
′
i , (85)
where all components of a vector ~u′ do not equal zero, for any i ∈ [d] we have ∑|Λ|j=1 |(v′j)(i)| ≤
2k ≤ 4 log 1/δ and a matrixM ′ = {~v′1, . . . , ~v′|Λ|} has the rank d. Clearly, it can be assumed that
all components of ~u′ belong to [s]. For any i ∈ [|Λ|] and for any j ∈ [s], we have j−1λi ∈ Λ∗.
Hence system (85) implies (11) for all r ∈ R(1)α . This obviously implies that equation (11)
holds for all r ∈ −R(1)α .
Thus let r be an arbitrary element of R(1)α \ Λ. Let us consider all equations
|Λ|∑
i=1
λ˜i~vi + r~u = ~0 , (86)
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such that |v(i)j |, |u(i)| ≤ s and for all i ∈ [d], we have
∑|Λ|
j=1 |v(i)j | + |u(i)| ≤ k. Consider all
matrices
M1 =
 v
(1)
1 · · · v(1)|Λ| u(1)
· · · · · · · · · · · ·
v
(d)
1 · · · v(d)|Λ| u(d)

If all these matrices have the rank at most d−1 then we obtain a contradiction with maximality
of Λ. It follows that there exists an equation (86) such that the rank of M1 equals d. Let M
be the (d× |Λ|) matrix composed of first |Λ| columns of M1. Using (86), we get that the rank
of M is also equals d. As was noted above this implies (11).
Let us obtain the bound |Λ∗| ≤ max( 230+8d(log(1/δ))−1 · (δ/α)2 log(1/δ), 2(log log(1/δ))2+3 ).
If log |Λ| < (log k)2 then |Λ| ≤ 2(log log(1/δ))2 and |Λ∗| ≤ 2(log log(1/δ))2+3. Suppose
that log |Λ| ≥ (log k)2. Using Statement 3.2, we get Tk(Λ) ≤ 220k+4dkk|Λ|k. On the
other hand, using Theorem 1.3, we obtain Tk(Λ) ≥ δα2k|Λ|2k/(24kδ2k). Hence |Λ| ≤
227+8d(log(1/δ))
−1
(δ/α)2 log(1/δ) and |Λ∗| ≤ 230+8d(log(1/δ))−1 · (δ/α)2 log(1/δ).
In any case, we have |Λ∗| ≤ max( 230+8d(log(1/δ))−1 · (δ/α)2 log(1/δ), 2(log log(1/δ))2+3 ).
Let us prove that |Λ∗| ≤ 230(δ/α)2 logϕ(1/δ). If |Λ| < kϕ then |Λ∗| ≤ 8|Λ| ≤ 8kϕ and we
are done. If |Λ| ≥ kϕ then using Statement 3.2, we obtain
Tk(Λ) ≤ 29k+4dkk|Λ|k · 2
2sk(log k)2
log(k2s|Λ|s−2) = 29k+4dkk|Λ|k · 2
6k(log k)2
log(k6kϕ) = 29k+4dkk|Λ|kk 66+ϕ . (87)
On the other hand, using Theorem 1.3, we get Tk(Λ) ≥ δα2k|Λ|2k/(24kδ2k). Whence |Λ| ≤
217+8d(log(1/δ))
−1
(δ/α)2 logϕ(1/δ) and |Λ∗| ≤ 220+8d(log(1/δ))−1(δ/α)2 logϕ(1/δ). This completes
the proof.
4. Some examples of sets of large exponential sums in vectors spaces over finite
field.
Let p be a prime number, n and N be positive integers, N = pn. In the section we consider
groups Znp = (Z/pZ)
n, |Znp | = N . A finite Abelian group Znp is a vector space with inner
product
~x · ~y =< ~x, ~y >= x1y1 + · · ·+ xnyn (mod p) .
Let f : Znp → C be an arbitrary function. Denote by f̂ the Fourier transform of f
f̂(~r) =
∑
~x∈Znp
f(~x)e(−(~r · ~x)) ,
where e(x) = e2πi
x
p , x ∈ Zp.
Let ~v1, . . . , ~vk be linear–independent vectors and let ε1, . . . , εk be elements of Zp. Define
the affine subspace P (of codimension k) by
P = Pε1,...,εk = {~x ∈ Znp : < ~x,~v1 >= ε1, . . . , < ~x,~vk >= εk} .
It is easy to calculate the the Fourier transform of P . Let L be the subspace of dimension k
spanned by ~v1, . . . , ~vk. Suppose that ~r ∈ Znp is an arbitrary vector. We have ~r =
∑k
i=1 ri~vi+~v,
where ~v ∈ L⊥. Then
P̂ (~r) = L(~r)|P | · e(−
k∑
i,j=1
εirj < ~vi, ~vj >) . (88)
Thus |P̂ (~r)| either equals zero or equals |P |.
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In this section we consider the case p = 2. At the case the Fourier transform of a function
f , f : Zn2 → C is equal to
f̂(~r) =
∑
~x∈Znp
(−1)<~r,~x>f(~x) .
First of all let us prove an analog of Theorem 2.11 for Zn2 . It is very convenient to split
our results into Theorem 4.1 and Theorem 4.3. Theorem 4.1 is simpler then Theorem 4.3 but
we need in rigid condition (89) in our proof.
Theorem 4.1 Let δ, α ∈ (0, 1] be real numbers, α ≤ δ/2, δ ≤ 2−5, and
2δ
α
log
1
2α
≤ logN . (89)
Then there exists a set A ⊆ Zn2 such that δN ≤ |A| ≤ 8δN , |Rα(A)| ≥ δ8α2 and for all k,
2 ≤ k ≤ 2−1 log(1/8δ), we have Tk(Rα(A)) ≤ 8δα2k .
Proof. Let ~e1 = (1, 0, . . . , 0), ~e2 = (0, 1, 0, . . . , 0), . . . , ~en = (0, . . . , 0, 1) be the standard basis
of Zn2 . Let also k
′ = [log 1/(2α)], t = ⌈δ/α⌉, n = logN . Let i ∈ [t] and let Pi be a affine
subspace such that
Pi = {~x ∈ Zn2 : < ~x,~ej >= 0 , j = (i− 1)k′ + 1, . . . , ik′} .
Since tk′ ≤ 2δ
α
log 1
2α
≤ logN = n, it follows that all affine subspaces Pi are well defined.
Let A =
⋃t
i=1 Pi. Clearly, |A| ≤ t2−k
′
N ≤ 8δN . Let us prove that |A| ≥ δN . We have
|Pi| = N2−k′, i ∈ [t]. Besides for any l ∈ [t] and for all different subspaces Pi1 , . . . , Pil the
following holds
|Pi1 ∩ · · · ∩ Pil | = N2−k
′l . (90)
Using the inequality δ ≤ 2−5, we get
|A| ≥
t∑
i=1
|Pi| −
t∑
i,j=1,i 6=j
|Pi ∩ Pj| ≥ t2−k′N − t2(2−k′)2N = t2−k′N
(
1− t
2k′
)
≥ δN .
Let us prove now that |Rα(A)| ≥ δ8α2 . Let Li be a subspace of Zn2 of the dimension k′ spanned
by {~ej}, j=(i−1)k′+1,...,ik′. Suppose that ~s ∈ Zn2 is an arbitrary vector. Using (88), we obtain
P̂i(~s) = |Pi|Li(~s) . (91)
Whence Rα(A) ⊆
⋃t
i=1Li. Prove that
⋃t
i=1 Li ⊆ Rα(A). Obviously, ~0 ∈ Rα(A). Let ~s be
a non–zero vector such that ~s belongs to some Li. Clearly, for any i, j ∈ [t], i 6= j, we have
Li ∩ Lj = {~0}. Using this fact and (91), we get
Â(~s) = P̂i(~s)−
t∑
j=1
(Pi ∩ Pj )̂ (~s) +
t∑
j,l=1, j 6=l, j,l 6=i
(Pi ∩ Pj ∩ Pl)̂ (~s) + . . . (92)
Using (90) and (92), we obtain
|Â(~s)| ≥ 2−k′N − 2−k′N
(
t
2k′
+
t2
(2k′)2
+ . . .
)
≥ 2−k′−1N ≥ αN . (93)
Hence
⋃t
i=1 Li ⊆ Rα(A) and |Rα(A)| ≥
∑t
i=1 |Li| − t ≥ t2k
′ − t ≥ δ
8α2
.
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Finally, let us prove that for all 2 ≤ k ≤ 2−1 log(1/8δ), we have Tk(Rα(A)) ≤ 8δα2k . Consider
the equation
r1 + · · ·+ rk = r′1 + · · ·+ r′k , (94)
where all vectors rj , r
′
j belong to Rα(A). As was noted above Rα(A) ⊆
⋃t
i=1 Li. Hence any
vector in (94) belongs to some subspace Lij . Let z be a non–negative integer, and s1, . . . , sl
be positive integers such that s1 + · · ·+ sl + z = 2k. By E(s1, . . . , sl, z) denote the set of all
solutions r1, . . . , rk, r
′
1, . . . , r
′
k of (94) such that among rj, r
′
j there exist exactly z of zeroes,
there exist exactly s1 non–zero residuals belong to a subspace Lj1 , there exist exactly s2 non–
zero residuals belong to a subspace Lj2, . . . , there exist exactly sl non–zero residuals belong
to a subspace Ljl and at the same time all sets Lj1, Lj2 , . . . , Ljl are different. We have
Tk(Rα(A)) =
2k∑
l=1
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
|E(s1, . . . , sl, z)| =
= t(2k
′
)2k−1 +
2k∑
l=2
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
|E(s1, . . . , sl, z)| . (95)
Let us fixed s1, . . . , sl, z and consider the solutions of (94) belong to fixed subspaces Lj1 , . . . , Ljl.
Denote by E(s1, . . . , sl, z)(Lj1 , . . . , Ljl) the set of all these solutions. Rewrite (94) as
~u1 + · · ·+ ~ul = ~0 , (96)
where ~ui ∈ Lji , i ∈ [l]. For all i, h ∈ [t], i 6= h, we have Lji ∩ Ljh = {~0}. Hence all vectors ~ui
equal ~0. It follows that
|E(s1, . . . , sl, z)(Lj1 , . . . , Ljl)| ≤
(2k)!
s1! . . . sl!z!
(2k
′
)s1−1 × . . .× (2k′)sl−1 ≤ (2k)!
s1! . . . sl!z!
(2k
′
)2k−l .
Whence
|E(s1, . . . , sl, z)| ≤
(
t
l
)
(2k)!
s1! . . . sl!z!
(2k
′
)2k−l ≤ t
l
l!
· (2k)!
s1! . . . sl!z!
(2k
′
)2k−l . (97)
Combining (97) and (95), we get
Tk(Rα(A)) ≤ t(2k′)2k−1 +
2k∑
l=2
tl
l!
(2k
′
)2k−l
2k∑
z=0
∑
s1,...,sl, s1+···+sl+z=2k
(2k)!
s1! . . . sl!z!
≤
≤ t(2k′)2k−1 +
2k∑
l=2
tl
l!
(2k
′
)2k−l(l + 1)2k = t(2k
′
)2k−1 + (2k
′
)2k
2k∑
l=2
(
t
2k′
)l
· (l + 1)2k · 1
l!
. (98)
Consider the function f(l) = (t/2k
′
)l(l + 1)2k. It is easy to see that f(l) has maximum at
l0 = 2k/ ln(2
k′/t) − 1 and for all l ≥ l0 the function f(l) is monotonically decreasing. By
assumption k ≤ 2−1 log(1/8δ). Hence l0 ≤ 1. It follows that
Tk(Rα(A)) ≤ t(2k′)2k−1 + 22kt(2k′)2k−1 ≤ 22k+1t(2k′)2k−1 ≤ 22k+1 · 2δ
α
(
1
2α
)2k−1
=
8δ
α2k
.
This completes the proof.
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Note 4.2 In special cases of choosing δ and α we do not need in a bound k ≪ log(1/δ) of
Theorem 4.1. For example, suppose that α ≈ δ and A is a subspace of Zn2 of codimension k′,
k′ ≈ log(1/δ). Then Rα(A) is a subspace of dimension k′ and it has the cardinality ≈ 1/δ.
It is easy to see that for all k ≥ 2, we have Tk(Rα(A)) = (2k′)2k−1 ≈ 1/δ2k−1. This quantity
coincides with lower bound (6).
We shall consider the simplest case of k = 2 in our next Theorem 4.3, i.e. we shall prove
that the lower bound for T2(Rα(A)) from Theorem 1.3 is best possible.
Theorem 4.3 Let δ, α ∈ (0, 1] be real numbers, 32δ2 ≤ α ≤ δ/2, α ≥ N−2−300 , α ≤ 2−30,
and δ
α
log 1
2α
≥ 400 logN · log(8 logN). Then there exists a set A ⊆ Zn2 such that δN ≤ |A| ≤
8δN , |Rα(A)| ≥ δ8α2 and T2(Rα(A)) ≤ 16δα4 .
To prove such result we need in a well–known large deviations inequality of Bernstein [25].
The following variant of this inequality can be found in [7].
Theorem 4.4 Let X1, . . . , Xn be independent random variables with EXj = 0 and E|Xj |2 =
σ2j . Let σ
2 = σ21 + · · ·+ σ2n. Suppose that for all j ∈ [n], we have |Xj| ≤ 1. Let also t be a real
number such that σ2 ≥ 6nt. Then
P
(∣∣∣∣X1 + · · ·+Xnn
∣∣∣∣ ≥ t) ≤ 4e−n2t2/8σ2 .
Using Theorem 4.4, we prove a combinatorial lemma.
Lemma 4.5 Let n, k, r, t be real numbers, 4 ≤ r ≤ k/2, 2k ≤ n, and
kt > 288n ln(8n) and t2 ·
2k
(
n−k
k−⌈k/r⌉
)(
n
k
) ≤ 1/2 . (99)
Then there exist sets A1, . . . , At ⊆ [n], |Ai| = k, i ∈ [t] such that
1) For all i, j ∈ [t], i 6= j, we have |Ai ∩Aj | < k/r.
2) For any i ∈ [t] there exist at most 2tk2/n sets Aj such that Aj ∩ Ai 6= ∅.
Proof. Let Ω be a family of all subsets of [n] of the cardinality k, |Ω| = (n
k
)
= M . Choose
sets A1, . . . , At ∈ Ω at random (uniformly and independently).
Let Uij, i, j ∈ [t], i 6= j be a random event consists in |Ai ∩ Aj | ≥ k/r. Let also U =⋃
i,j∈[t],i 6=j Uij. Let us fix a set Ai. It is easy to see that there are exactly
σ :=
k∑
l=⌈k/r⌉
(
k
l
)(
n− k
k − l
)
sets Aj ∈ Ω such that |Aj ∩Ai| ≥ k/r. Hence the probability of Uij is equal to σ/M . Whence
P(U) ≤ t2σ/M .
Let x ∈ [n] and ξxj (ω), ω ∈ Ωt, j ∈ [t] be a random variable such that ξxj (ω) = 1 if x ∈ ωj
and ξxj (ω) = 0 otherwise. Clearly, ξ
x(ω) :=
∑t
j=1 ξ
x
j (ω) is the number of sets Aj such that
x ∈ Aj . Further, for any x and j, we have Eξxj = k/n and Dξxj = k/n−(k/n)2. Let x ∈ [n] and
let Vx be the event such that x belongs to at least 7tk/(6n) the sets Aj . Let also V =
⋃
x∈[n] Vx.
Using Theorem 4.4, we get
P(Vx) ≤ P
(
ω :
∣∣∣∣ξx(ω)− tkn
∣∣∣∣ > tk6n
)
≤ 4e−kt/(288n) .
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Whence
P(V ) ≤
∑
x∈[n]
P(Vx) ≤ 4ne−kt/(288n) . (100)
By assumption kt > 288n ln(8n). It follows that 4ne−kt/(288n) < 1/2. Besides σ ≤ 2k( n−k
k−⌈k/r⌉
)
.
Using condition (99) and inequality (100), we obtain
P(U∪V ) ≤ P(U)+P(V ) ≤ t2 σ
M
+4ne−kt/(288n) ≤ t2·
2k
(
n−k
k−⌈k/r⌉
)(
n
k
) +4ne−kt/(288n) < 1/2+1/2 = 1 .
Hence there exists a collection of sets A1, . . . , At ⊆ [n], |Aj | = k such that 1) holds and such
that any element x ∈ [n] belongs to at most 7tk/(6n) ≤ 2tk/n of these sets. Using the last
inequality, we get that for all i ∈ [t] there are at most 2tk2/n the sets Aj such that Ai∩Aj 6= ∅.
This concludes the proof.
Proof of Theorem 4.3. Let ~e1 = (1, 0, . . . , 0), ~e2 = (0, 1, 0, . . . , 0), . . . , ~en = (0, . . . , 0, 1)
be the standard basis of Zn2 . Let also r = 32, k = [log 1/(2α)], t = ⌈δ/α⌉, n = logN . By
assumption δ
α
log 1
2α
≥ 400 logN · log(8 logN). Hence kt > 288n ln(8n). Besides α ≥ N−2−300 .
Whence
t2 ·
2k
(
n−k
k−⌈k/32⌉
)(
n
k
) ≤ t22k kk/32+1
(n− k)k/32 ≤ kt
22k
(
2k
n
)k/32
≤ 1/2 .
Using Lemma 4.5, we find a collection of sets A1, . . . , At such that 1) and 2) hold.
We shall construct a family of affine subspaces P1, . . . , Pt of such form
Pi = P
~ε
i = {~x ∈ Zn2 : < ~x,~ej >= ε(j)i , j ∈ Ai} ,
where ~εi = (ε
(j)
i ) be a vector from Z
k
2. Thus to construct affine subspaces Pi, we need to choose
vectors ~ε1, . . . , ~εt. Let ~ε1 = ~0 and we obtain P1. Suppose that we have the affine subspaces
P1, . . . , Pd. Let us construct a vector ~εd+1 and a affine subspace Pd+1. Let Cd =
⋃d
i=1 Pi.
Clearly, |Cd| ≤ dN2−k ≤ tN2−k ≤ 8δN . Let ~εd+1 be a vector such that
|P ~εd+1d+1
⋂
Cd| ≤ 2δ · 2−kN . (101)
Since ∑
~ε=(ε
(j)
i ) , j∈Ar
|Cd ∩ P ~εd+1| = |Cd| ,
it follows that such a vector ~εd+1 exists. So we have the affine subspaces P1, . . . , Pt. Let
A = Ct =
⋃t
i=1 Pi. Clearly, |A| ≤ 8δN . Let us prove that |A| ≥ δN . We have |Pi| = N2−k,
i ∈ [t]. Using (101), we get
|A| = |Ct| = |Ct−1|+ |Pt| − |Ct−1 ∩ Pt| ≥ |Ct−1|+N2−k − 8δN
2k
≥ (102)
≥ |Ct−2|+ 2N2−k − 28δN
2k
≥ · · · ≥ tN2−k − t8δN
2k
= tN2−k(1− 8δ) ≥ δN . (103)
Let us prove that |Rα(A)| ≥ δ8α2 . Let Li be a subspace of Zn2 of the dimension k spanned
by {~ej}j∈Ai. Let also
Mi = {~x ∈ Li : the number of units in ~x at least k/8} .
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Clearly, for all i ∈ [t], we get |Mi| ≥ 2k−1. Since for any i, j ∈ [t], i 6= j, we have |Ai ∩ Aj | <
k/r < k/8, it follows that for all i, j ∈ [t], i 6= j, we obtain Mi ∩Lj = ∅. In particular, for any
i, j ∈ [t], i 6= j, we get Mi ∩Mj = ∅. Let ~s ∈ Zn2 be an arbitrary vector. Using (88), we get
P̂i(~s) = e(−
∑
j∈Ai
ε
(j)
i sj)|Pi|Li(r) . (104)
Whence Rα(A) ⊆
⋃t
i=1 Li. Prove that
⊔t
i=1Mi ⊆ Rα(A). Let i ∈ [t], and ~s ∈ Mi be a vector.
We have
Â(~s) = P̂t(~s) + Ĉt−1(~s) + θ
8δN
2k
,
where |θ| ≤ 1. By the same arguments as in (102) — (103), we get
Â(~s) =
t∑
l=1
P̂l(~s) + θ˜t
8δN
2k
, (105)
where |θ˜| ≤ 1. For all i, j ∈ [t], i 6= j, we have Mi ∩ Lj = ∅. Hence
|
t∑
l=1
P̂l(~s)| = |P̂i(~s)| = N2−k . (106)
Using (105), (106) and α ≥ 32δ2, we obtain
|Â(~s)| ≥ N2−k − t8δN
2k
=
N
2k
(1− 8δt) ≥ αN .
Therefore
⊔t
i=1Mi ⊆ Rα(A) and |Rα(A)| ≥ t2k−1 ≥ δ8α2 .
Finally, we shall show that T2(Rα(A)) ≤ 16δα4 . Consider the equation
~r1 + ~r2 = ~r3 + ~r4 , (107)
where all ~rl, l = 1, 2, 3, 4 belong to Rα(A). As was noted above Rα(A) ⊆
⋃t
i=1 Li. It follows
that any vector ~rl belongs to some subspace Lil . Let M =
⊔t
i=1Mi, and Q = (
⋃t
i=1) \M . For
any i ∈ [t], we have
|Li \Mi| =
[k/8]∑
l=1
(
k
l
)
≤ k
8
(
k
[k/8]
)
. (108)
Hence
|Q| ≤
t∑
i=1
|Li \Mi| ≤ kt
8
(
k
[k/8]
)
. (109)
Using Stirling’s formula, (109) and α ≥ 8δ2, we obtain
T2(Q) ≤ |Q|3 ≤ k
3t3
83
(
k
[k/8]
)3
≤ t
8
(2k)3 . (110)
The last inequality implies that
T2(Rα(A)) ≤ T2(M ⊔Q) = 1
N
∑
~r∈Zn2
|M̂(r) + Q̂(r)|4 ≤ 8
N
∑
~r∈Zn2
|M̂(r)|4 + 8
N
∑
~r∈Zn2
|Q̂(r)|4 ≤
24
≤ 8T2(M) + 8T2(Q) ≤ 8T2(M) + t(2k)3 . (111)
Thus to obtain an upper bound for T2(Rα(A)) we need to compute T2(M).
So let ~rl ∈ Mil , l ∈ [4]. For all i, j ∈ [t], i 6= j, we have |Ai ∩ Aj| < k/r. Since
3k/r = 3k/32 < k/8, it follows that all set Mil , l = 1, 2, 3, 4 cannot be different. Furthermore
we have three cases :
1) i1 = i2 = i3 = i4 ,
2) i1 = i3, i2 = i4 and i1 6= i2 ,
3) i1 = i4, i2 = i3 and i1 6= i2.
In the first case the number of solutions of (107) does not exceed t(2k)3. Let us consider the
case 2) (or 3)). Let us fixed i1 and i2, i1 6= i2. Let ~u = ~r1−~r3 = ~r4−~r2. Clearly, ~u ∈ Li1 ∩Li2 .
If Ai1 ∩ Ai2 = ∅ then ~u = ~0 and ~r1 = ~r3, ~r2 = ~r4. Hence if Ai1 ∩ Ai2 = ∅ then (107) has at
most (2k)2 solutions. Suppose that Ai1 ∩ Ai2 6= ∅. Since |Ai1 ∩ Ai2 | < k/r, it follows that the
number of solutions of (107) does not exceed (2k)2 · 2k/r in this case. Whence the number of
solutions of (107) at most
t∑
i1=1
t∑
i2=1,i2 6=i1,Ai1∩Ai2=∅
(2k)2 +
t∑
i1=1
t∑
i2=1,i2 6=i1,Ai1∩Ai2 6=∅
(2k)2 · 2k/r := σ1 .
Using property 2) of the collection of the sets A1, . . . , At, we obtain that the number of i2 6= i1
such that Ai1 ∩Ai2 6= ∅ does not exceed 2tk2/n. Hence
σ1 ≤ t2(2k)2 + t2tk
2
n
(2k)2 · 2k/32 .
Using the last inequality and α ≥ 32δ2, we get σ1 ≤ t(2k)3 + t(2k)3 = 2t(2k)3. Whence the
total number of solutions of (107) at most
T2(Rα(A)) ≤ 8(t(2k)3 + 2t(2k)3 + 2t(2k)3) + t(2k)3 = 41t(2k)3 ≤ 412δ
α
1
(2α)3
≤ 16δ
α4
.
This completes the proof.
As was showed in Theorems 4.1, 4.3 an upper bound of Theorem 1.3 is best possible. It is
easy to see that the number of elements λ∗i in (8) of Theorem 1.4 is also best possible. Indeed,
let α ≈ δ and let A be a subset of Zn2 such that |Rα(A)| ≈ δ/α2 ≈ 1/δ. Certainly, such sets
exist, for example one can take a subspace of Zn2 of the cardinality δN . By Chang’s Theorem
there exists a set Λ∗, |Λ∗| ≪ log(1/δ) such that for any ~r ∈ Rα(A), we have (8). On the other
hand since |Rα(A)| ≈ 1/δ, it follows that there exists a vector ~r ∈ Rα(A) such that we need
in k ≫ log(1/δ) vectors of Λ∗ to involve ~r in some equation (8). Indeed, we have at most
2k
(|Λ∗|
k
)
of linear combinations of k vectors from Λ∗. Hence the following inequality must be
hold 2k
(|Λ∗|
k
)≫ 1/δ. This implies that k ≫ log(1/δ).
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