The principle result of this paper is the following operational Tau method based upon Müntz-Legendre polynomials. This methodology provides a computational technique for numerical solution of fractional differential equations by using a sequence of matrix operations. The main property of Müntz polynomials is that fractional derivatives of these polynomials can be expressed in terms of the same polynomials directly that is a fundamental property in the Tau solution of the functional equations. The fractional derivatives are described in the Caputo type. Numerical solvability of obtained algebraic system has also been discussed. The illustrative examples are provided to demonstrate the applicability and simplicity of the proposed numerical scheme. Our obtained results are compared with the some existing numerical methods on the subject and superiority of our proposed scheme is confirmed. In addition, numerical results are approved decisive preference of the Tau approximation of the fractional differential equations using Müntz-Legendre polynomials in compared with the classical orthogonal polynomials.
Introduction
Over the past few decades, fractional calculus and fractional differential equations have found applications in several different disciplines. For example, they are used in many fields of science and engineering, including fluid flow, rheology, diffusive transport akin to diffusion, electrical networks, electromagnetic theory, and probability [24, 35, 10, 27] . Most of fractional differential equations do not have exact analytic solutions, so approximate and numerical techniques must be used. Several analytical and numerical methods to solve fractional differential equations have been given such as, Adomian decomposition method [12] , Homotopy perturbation method [32] , Wavelet method [36] , Linear B-spline method [25] , Product integration method [18] , multistep method [17] , PredictorCorrector method [9] , Extrapolation method [8] .
In the past two decades, spectral methods have developed rapidly and have become important tools for numerical solutions of functional equations. They have been widely applied to numerical simulations in the various fields. The main feature of these methods is taking various orthogonal systems of infinitely differentiable global functions as trial functions. Different trial functions lead to different spectral approximations. For instance, trigonometric polynomials for periodic problems, Legendre and Chebyshev polynomials for non-periodic problems, Laguerre polynomials for problems on half-line, and Hermite polynomials for problems on the whole line.
The advantage of spectral methods is their high accuracy, the so-called convergence of "infinite order". Thus, when the actual solution is infinitely differentiable, the numerical one converges faster than N −k , where k is any positive constant and N is the order of approximation. There are several kinds of spectral methods including, collocation or Pseudospectral, Galekin, and Tau methods. All of these methods can be derived from a weighted residual method [21, 37, 22] .
Recently, spectral methods have received considerable attention to solve fractional differential equations [2-5,11, 13-15, 19-20,26,28-31] . Ghoreishi and Mokhtary [20] proposed spectral collocation method based on the classic Jacobi polynomials for numerical solution of linear fractional differential equations and the error analysis of the proposed method were discussed. To recover the spectral rate of convergence the authors changed the original equation into a new equation which possesses smooth solution by applying a variable transformation method and then a collocation discretization scheme with spectral rate of convergence for the new equation was presented. An extension of the spectral Tau method for numerical solutions of fractional differential equations and fractional integro-differential equations based upon classical orthogonal polynomials was presented in [19, 28] . Fakhr Kazemi and Ghoreishi [16] presented a RBF(Radial basis functions) collocation method for numerical solution of multi-order fractional differential equations by scattered interpolation. Bhrawy and Alofi [3] proposed the operational chebyshev matrix of fractional integration in the Riemann-Liouville sense which applied together with spectral Tau method for solving linear fractional differential equations on finite interval. Furthermore, Bhrawy et al. [2] introduced a quadrature shifted Legendre Tau method based on Gauss-Lobatto interpolation for solving the multi-order fractional differential equations with variable coefficients. Esmaeili and Shamsi [14, 15] introduced two direct solution techniques for obtaining spectral solutions of a special family of fractional initial-value problems based upon the collocation method involving Müntz-Legendre polynomials. Moreover, Pedas and Tamme [34] introduced a new efficient spline collocation method for solving fractional differential equations.
Although classical orthogonal polynomials work well for a numerical solution of conventional differential equations, their application to the fractional differential equations involves at least two difficulties in connection with the Tau method. First, solutions of fractional differential equations can contain some fractional power terms, while the classical orthogonal polynomials can not match with them completely. In this case, the rate of convergence of the numerical approximations will not be reasonable. Second, in the Tau method, generally the derivative of the trial functions may be expressed according to the same trial bases. But due to the fact that the fractional derivatives of classical orthogonal polynomials are not polynomials, another polynomial approximation is needed to display them in terms of trial functions [19, 28] . Consequently, we have to consider suitable basis functions in the proposed scheme.
In this article, we intend to extend operational Tau method by using Müntz-Legendre polynomials [7, 38] to solve following multi-term fractional differential equations
(1.1)
Here, and below, D α denotes the Caputo fractional derivative operator of order α given by 2) and u(x) is an unknown function in an appropriate functional space. We assume that g(x) is given Müntz polynomial or suitable Müntz polynomial approximation and p i (x) are given polynomials or suitable polynomial approximations.
The properties of the Caputo fractional derivative operator D α can be found in [24, 35, 10, 27] .
The main advantage of Müntz polynomials is that the fractional derivatives of these polynomials can be expressed in terms of the same polynomials directly. Then these bases can be good choices for trial functions in the Tau solution of fractional differential equation (1.1) . In this paper we introduce a new Tau approach based on the Müntz-Legendre polynomials for the numerical solution of fractional differential equations (1.1), which can be regarded as developments in the Ortiz operational formulation of the Tau method [33] .
For implementing our numerical scheme, firstly two related infinite matrices,μ andη, with simple structures are introduced. They imitate the effect of multiplication by x and the effect of fractional differentiation on the coefficients of a polynomial defined in the Müntz bases L, given by a non-singular triangular matrix L operating on the fractional powers of x, respectively. Secondly, with the help of these matrices we obtain a suitable algebraic form of the operational Tau discretization of the fractional differential equation (1.1) based on the Müntz-Legendre polynomial bases.
The rest of the paper is organized as follows: In Section 2, we describe the basic formulation of the Müntz-Legendre polynomials which is required for our subsequent development. Section 3 presents the application of an operational Tau method using Müntz-Legendre polynomials in the solution of the problem (1.1). Section 4, is devoted to numerical solvability of the Tau algebraic system which obtains from the formulation of the proposed method for a special case of equation (1.1). In Section 5, the proposed method developed in Section 3 is applied to several numerical examples and is compared with the some existing numerical techniques in the literature to clarify the efficiency of the method. The last section (Section 6) is devoted to our concluding remarks and observations.
Basic Formulation of the Müntz and Müntz-Legendre Polynomials
In this section, we recall Müntz polynomials and investigate their basic properties, which will be needed in our proposed investigation. All contents which will be presented in this section along with more details can be found in [7, 38] .
The classical Müntz theorem states that the Müntz polynomials of the form:
If constant function x λ0 = 1 is also in the system, where λ 0 = 0, then the denseness of the Müntz polynomials in C(Ω) in the uniform norm is also characterized by (2.1).
We define
as the standard Müntz bases and introduce the corresponding Müntz spaces as follows:
Furthermore, we let
where Λ = {λ k } k∈N0 , N 0 being (as usual) the set of nonnegative integers.
These generalized polynomials can be orthogonalized on Ω and they form a chebyshev system on (0, ∞). They have recently been investigated by Browein et al. [6, 7] . Müntz-Legendre polynomials arise by orthogonalizing the standard Müntz bases X M with respect to the Lebesque measure on Ω. The n-th Müntz-Legendre polynomial of M (Λ) is defined as follows:
where the simple contour D surrounds all the zeros of the denominator in the above integrand. These elements satisfy the following orthogonality condition:
δ n,m being the Kronecker symbol.
In the case when the Müntz sequence Λ satisfies the following conditions:
a straightforward application of the aforementioned Müntz theorem shows that the Müntz-Legendre polynomials are elements of the corresponding Müntz space, and we thus have the following representation:
Throughout this paper, we shall assume that (2.2) is holds true, and so we always have (2.3).
The Müntz-Legendre polynomials L n (Λ; x) satisfy the following recursive formula:
Clearly, the recursive relation (2.4) computes the values of L n (x) accurately in comparison with the power form (2.3).
Numerical Treatment of the Problem
Consider the linear fractional differential equation (1.1). We suppose that
with greatest common factor (k i , l i ) = 1. We denote by γ the least common multiple of the
where
be a set of the Müntz-Legendre orthogonal polynomial bases given by L := LX M , where L is a non-singular lower triangular matrix and
. For example, for γ = 2, we have 
be orthogonal series expansion of the exact solution of (1.1), where
is a Müntz-Tau approximation of degree λ N for u(x) that is given below: 1) where
In the following lemma, we show the effect of the Caputo derivative (1.2) and multiplication by x s on a given the Müntz-Legendre polynomial (3.1).
Lemma. 
where s ∈ N and for j, l ≥ 0,
Proof. Let
Then, since γ is the least common multiple of l i in
we will have x αi after α i γ terms in the standard Müntz bases X M with λ k = k γ . Therefore, we can rewrite the equation (3.2) as follows:
By using (3.4) and the following known result (see [24, 35, 10, 27] ):
we obtain
Since in the operational Tau method, the derivatives of the trial functions are expressed according to the same trial bases, so we ignore the first α i γ terms of the above equation. Thus we obtain
, which yields (3.2). Clearly, the assertion (3.3) is then derived by applying the principle of mathematical induction, where
We
Proof. From (3.2), we can write
Also, according to (3.5) and (3.3), we have
If we let
then we conclude that
We next consider the matrix formulation of given initial-value u(0) = d 0 . To do so, we consider We are now ready to obtain the algebraic form of the spectral Tau discretization of the fractional differential equation (1.1) based on the Müntz-Legendre polynomials.
According to the proposed method, Theorem 1 and the relation (3.6) we obtain
We set g = gL −1 . Because of the orthogonality of {L k (x)} k∈N0 , upon projecting (3.7) on
where Π i L is the i-th column of Π L . By setting
We restrict the above linear system to its N +1 columns. Then the solution of the linear system
gives us the unknown vector (u 0 , u 1 , · · · , u N ).
Numerical Solvability of the Müntz-Tau Algebraic System
In this section, we investigate the numerical solvability of the Tau algebraic system, which emerges from the formulation of the proposed method for linear fractional differential equations. In particular, the existence of a unique solution for the equation (1.1), with the leading coefficient p 0 (x) = 1 and with α 0 = 0, is investigated. Our discussion is based upon the theory of bounded and compact operators. Thus, we recall some basic facts that are used in the latter part of this section (See [1] ).
Let V andṼ be normed linear spaces. A linear operator F : V →Ṽ is bounded if and only if there exists a constant C 0 such that
Moreover, the linear operator F : V →Ṽ is compact if the set {F v| ||v|| V 1} has compact closure inṼ .
which is a linear and compact operator. Also, the integral operators with weakly singular kernel functions are linear, bounded and compact operators. We now recall each of the following theorems from [1] .
Theorem 2 (see [1]). Let V,Ṽ be Banach spaces. Also let {P N } be a family of bounded projection onṼ with
Suppose that W : V →Ṽ be compact. Then
Theorem 3 (see [1]). Assume that W : V →Ṽ is bounded with at least one of them being a Banach space. Let λ − W : V →Ṽ be one to one and onto. Assume further that
Then, for all sufficiently large N, the operator (λ − P N W) −1 exists as a bounded operator fromṼ to V .
Consider orthogonal projection Υ
We now state and prove the main result of this section regarding the existence and uniqueness of the solutions of the Müntz-Tau system (3.
Assume that the equation (4.1) has to be solved. In the Tau scheme based on the Müntz-Legendre polynomials, we approximate solution of the fractional differential equation (4.1) by attempting to solve the following problem:
where B is linear bounded initial operator which accounts for necessary initial condition, id is the identity operator. This is the form in which the method is implemented, as it leads directly to an equivalent finite linear system (3.7).
The equation (4.2) can be written as follows:
Then we have
is bounded and compact, and also since the sum of compact operators is a compact operator, thenD is linear, bounded and compact
and Theorems 2 and 3 show that the following operator:
exists as a bounded operator fromṼ to V . Consequently, the Müntz-Legendre Tau numerical solution of the considered linear fractional differential equation (4.1) exists uniquely.
Numerical Results and Illustrative Examples
In this section, we report the numerical results of some fractional differential equations that have been solved by the proposed Müntz-Legendre Tau method. We have considered four test problems. All calculations were performed on a PC running Mathematica software. In the tables presented here, "Maximal Errors" always refers to the maximal difference between approximated and exact solutions at the corresponding nodal points. In all cases, any non-Müntz polynomial functions were replaced by their suitable Müntz polynomial approximations. Our obtained results are compared with in the some existing numerical methods on the subject. In particular, we consider Pseudospectral method [14] , Predictor-Corrector method [9] , Spectral Tau method based on the classical orthogonal polynomials [11] , Linear B-Spline method [25] and Legendre-collocation method [20] . In the all cases our proposed numerical scheme has powerful superiority over aforementioned numerical methods. By applying the described technique in Section 3, with N = 10 and γ = 4, we approximate the solution as follows:
Example 1. Consider the following fractional differential equation:
Now, by substituting (5.2) into the fractional differential equation (5.1), we have
where 
is a diagonal matrix with the following subdiagonal entries:
From Theorem 1, we have
where I 11 is the identity matrix from order 11 and 
is a Müntz polynomial, we have
For initial-value matrix formulation, we can write We now denote
.., g 10 ).
By solving the linear system u 10 M 9 = r 9 , we obtain the unknown vector u 10 as follows: Then the approximate solution is given by
which is the exact solution of the problem considered here.
Example 2. Consider the fractional differential equation
The exact solution of this problem is u(x) = √ x. By applying the proposed method in section 3, with N = 1 and γ = 2, we have
) .
Now by substituting relation (5.4) into the equation (5.3) and by using the relation (3.2) we get
where I 2 is the 2 × 2 identity matrix and
On the other hand we can write g(
For initial value matrix formulation we obtain
We now denote
By solving the linear system u 1 M 1 = r 1 we obtain u 0 = , and then
which is the exact solution of the problem (5.3).
We see that only one term is needed to exactly represent the u(x) = √ x. This problem was also considered in [25] and was solved by implementing well-known linear B-spline method. In this paper the best reported maximal error is 7.8 × 10 −5 that is very far from our obtained result. Then our proposed scheme is very powerful than linear B-spline method considered in [25] for numerical solution of fractional differential equations. In addition, we also solve this problem by using Legendre-collocation scheme that was considered in [20] and give obtained results in Table 1 . Reported results in Table 1 show that by adopting Müntz-Legendre polynomials as trial functions in the spectral solution of fractional differential equations we can obtain very accurate and reliable results in compared with the classical orthogonal polynomials. 
The exact solution of this problem under the initial condition u(0) = 1 is given by
where E λ,µ (x) is Mittag-Leffler function with parameters λ and µ > 0 defined by 2 ) which has non-smooth nature. We solve the problem by applying the technique described in Section 3. Our obtained results are given in Tables 2-4 and Fig. 1 . To make a comparison we plot the L 2 -error in terms of the number of approximation N in Fig. 1 , when the standard Chebyshev and Müntz -Legendre polynomials are employed as basis functions in the Tau solution of this example. Indeed, we observe from Fig. 1 , that the Müntz-Legendre Tau errors decay exponential-like for N ≥ 10, since in this semi-log representation one observes that the error variations are almost linear versus the degree of approximation while rate of convergence for Chebyshev-Tau case is very poor. Also we compare the rate of convergence between Müntz-Legendre and Chebyshev Tau solution of this problem in Table 3 . So, From Table 2, 3 and Fig. 1 , we can deduce that applying Müntz-Legendre polynomials as basis functions in the Tau solution of this example produces a faster rate of convergence approximate scheme in compared with the classical Chebyshev polynomials. Moreover, This problem was solved in [14] by adopting the Pseudospectral method. In Table 4 we compare the resulting values of our method with the obtaining values of the Pseudospectral scheme that were given in Table 2 of [14] at x = 1. From Table 4 we can conclude that our proposed algorithm has prominence over Pseudospectral scheme. 
The exact solution is given by u(
is not continuous at the origin). In [9] , well-known Predictor-Corrector method and in [11] the Legendre Tau scheme were adopted to numerical solution of this problem.
As a comparison, first we examine the classical Legendre and Müntz-Legendre polynomials as basis functions in the Tau solution of this problem with α = 0.5. For each case we present the corresponding semi-log L 2 -error of the numerical solution versus degree of approximation N and the rate of convergence in Fig. 2 and Table 6 to assess the convergence behavior, respectively. The first observation we make is that the rate of convergence for the Müntz-Legendre Tau case is very higher that what is achieved with the classical Legendre Tau method(see Tables 5, 6 and Fig. 2 ). Once again, it is clear from Fig. 2 that the convergence rate of the Müntz-Legendre Tau method is truly behaves exponentially due to the fact that the semi-log representation of the L 2 -errors is linear versus N . In Table 7 , we give the comparison of errors at x = 1 between our numerical scheme and Predictor-Corrector method [9] for different values of α. The obtained results in Table 7 , show that our strategy with small degree of approximation has rigorous superiority in compared with the Predictor-Corrector method with very small step-length. 
Concluding Remarks and Observations
In the present work, we developed an efficient and accurate method for solving linear multi-order fractional differential equations by using the well-known Tau method based on the Müntz-Legendre polynomials. By utilizing the Müntz-Legendre bases and operational matrices of fractional derivatives, we reduced the main problem to a problem of solving a linear system of algebraic equations. Obtained results were compared with in the five existing literature on the subject. Numerical results and illustrative examples were also presented to demonstrate the validity and applicability of the new method applied in this paper.
