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Abstract—Several papers have recently contained reports on applying machine learning (ML) to the
automation of software engineering (SE) tasks, such as project management, modeling and development.
However, there appear to be no approaches comparing how software engineers fare against machine-learning
algorithms as applied to specific software development tasks. Such a comparison is essential to gain insight
into which tasks are better performed by humans and which by machine learning and how cooperative work or
human-in-the-loop processes can be implemented more effectively. In this paper, we present an empirical study
that compares how software engineers and machine-learning algorithms perform and reuse tasks. The
empirical study involves the synthesis of the control structure of an autonomous streetlight application. Our
approach consists of four steps. First, we solved the problem using machine learning to determine specific
performance and reuse tasks. Second, we asked software engineers with different domain knowledge levels to
provide a solution to the same tasks. Third, we compared how software engineers fare against
machine-learning algorithms when accomplishing the performance and reuse tasks based on criteria such as
energy consumption and safety. Finally, we analyzed the results to understand which tasks are better
performed by either humans or algorithms so that they can work together more effectively. Such an
understanding and the resulting human-in-the-loop approaches, which take into account the strengths and
weaknesses of humans and machine-learning algorithms, are fundamental not only to provide a basis for
cooperative work in support of software engineering, but also, in other areas.
Index Terms—Machine learning, human-in-the-loop, software engineer, automatic software engineering,
internet of things, empirical study
F
1 INTRODUCTION
SOFTWARE engineering processes can be verycomplex, costly and time-consuming [1].
They typically consist of a collection of related
tasks [2] such as designing, implementing, main-
taining, testing and reusing software applications
[3]. In addition, as software has become embed-
ded in systems of all kinds, millions of computer
programs have to be corrected, adapted, and
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enhanced [2]. As a result, the field of software
engineering requires millions of skilled Infor-
mation Technology (IT) professionals to create
millions of lines of code, which must be installed,
configured, tuned, and maintained. According to
Kephart (2005) [4], in the near future, it will be ex-
tremely challenging to manage IT environments,
even for the most skilled IT professionals.
Several researchers have proposed the use of
artificial intelligence, especially machine-learning
(ML) techniques, to automate different software
engineering (SE) tasks [3], [5]–[20]. For exam-
ple, Zhang has extensively studied this theme
recently and in [3] he stated that:
”The field of software engineering turns
out to be a fertile ground where many
software development and maintenance
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2tasks could be formulated as learning
problems and approached in terms of
learning algorithms.”
However, there is a lack of approaches to
compare how software engineers fare against
machine-learning algorithms for specific soft-
ware development tasks. This comparison is crit-
ical in order to evaluate which S.E. tasks are
better performed by automation and which re-
quire human involvement or human-in-the-loop
approaches [21], [22]. In practice, because there
are no explicit comparisons between the tasks
performed by engineers and automated proce-
dures, including machine learning, it is often not
clear when to use automation in a specific setting.
For example, a Brazilian company acquired a
software system to select petroleum exploration
models automatically, but the engineers decided
they could provide a better solution manually.
However, when there was a comparison of the
manual solution with the one provided automat-
ically by the system, it became clear that the
automated solution was better. This illustrates
that a lack of comparisons makes choosing a
manual or an automated solution or a combined
human-in-the-loop approach difficult.
This paper, contains an empirical study [23] to
compare how software engineers and machine-
learning algorithms achieve performance and
reuse tasks. The empirical study uses a case study
involving the creation of a control structure for
an autonomous streetlight application. The ap-
proach consists of four steps. First, the problem
was solved using machine learning to achieve
specific performance and reuse of tasks. Sec-
ond, we asked software engineers with different
domain-knowledge levels to provide a solution
to achieve the same tasks. Third, we compared
how software engineers compare with machine-
learning algorithms when accomplishing the per-
formance and reuse tasks based on criteria such
as energy consumption and safety. Finally, the
results were analyzed to understand which tasks
are better performed by either humans or al-
gorithms so that they can work together more
effectively.
Such an understanding is essential in re-
alizing novel human-in-the-loop approaches in
which machine-learning procedures assist soft-
ware developers in achieving tasks. Such human-
in-the-loop approaches, which take into account
the strengths and weaknesses of humans and
machine-learning algorithms, are fundamental
not only to provide a basis for cooperative work
in software engineering, but also in other appli-
cation areas.
This paper is organized as follows: Section
2 presents the empirical study describing re-
search questions, hypotheses and the objective
of the study. Section 3 presents the method se-
lected to collect our empirical data. Sections 4
and 5 present the experimental results. Section
6 presents the threats to the validity of our ex-
periment. Section 7 presents the related work.
The paper ends with concluding remarks and
suggestions for future work.
1.1 Motivation
The theme of this paper, namely whether arti-
ficial intelligence such as machine learning, can
benefit software engineering, has been investi-
gated since 1986, when Hebert A Simon pub-
lished a paper entitled “Whether software engi-
neering needs to be artificially intelligent” [24].
In this paper, Simon discussed “the roles that
humans now play versus the roles that could be
taken over by artificial intelligence in developing
computer systems.” Notwithstanding, in 1993,
Ian Sommerville raised the following question
[25]: “What of the future - can Artificial Intelli-
gence make a contribution to system engineer-
ing?” In this paper [25], Sommervile performed a
literature review in applications of artificial intel-
ligence to software engineering, and concluded
that:
“the contribution of AI will be in sup-
porting...activities that are characterized
by solutions to problems which are
neither right nor wrong but which are
more or less appropriate for a par-
ticular situation...For example, require-
ments specification and analysis which
involves extensive consultation with do-
main experts and in project manage-
ment.”
Several papers have since investigated the use
of Machine Learning (ML) [26] in solving differ-
ent software engineering (SE) tasks [5]–[20], [27]–
[103]. These investigations include approaches
to: i) project management [27]–[49], dealing with
problems related to cost, time, quality prediction,
and resource management; ii) defect prediction
[50]–[84]; iii) requirements management, focus-
ing on problems of classifying or representing re-
quirements [85]–[88], or generating requirements
[89]; iv) software development, such as code gen-
eration [20], [68], [90]–[96], synthesis [97]–[101],
and code evaluation [102], [103].
3Most of these papers present successful ap-
plications of machine learning in software engi-
neering, showing that ML techniques can provide
correct automatic solutions to some SE problems.
However, very few papers discuss whether or
not a domain expert could propose a manual
solution more appropriate for the particular
situation. “More appropriate”, means a solution
that provides better performance or increases an-
other quality that is important to a particular ap-
plication scenario, such as user preference [104].
For example, in the medical and aviation engi-
neering fields, trust [105] in a solution provided
to the end-user is an important factor to consider
for a solution to be more appropriate. However,
although many authors [106]–[109] have been
promoting the use of neural networks [110] in
medicine, Abbas et al. [105] and Castelvecchi
[111] are among the few authors who questioned:
“what is the trustworthiness of a prediction made
by an artificial neural network?”
In other application scenarios, such as many
of those related to the Internet of Things (IoT)
[112], [113], numerous authors [93], [95], [101],
[114] consider the reuse of a solution as an im-
portant quality. They agree that to achieve the
goal of billions of things connected to the Internet
over the next few years [112], it is necessary to
find ways to reduce time to market. For example,
it is desirable that the solution or parts of the
solution to design autonomous streetlights [96]
for a specific scenario could be reused to design
streetlights for another scenario.
In particular, the Internet of Things has con-
siderably increased the number of approaches
that propose the use of machine learning to
automate software development [93]–[96], [101],
[115]. None of this research contains a compar-
ison of their results to experiments designed by
IoT experts. For example, do Nascimento and Lu-
cena [101], [116] developed a hybrid framework
that uses learning-based and manual program
synthesis for the Internet of Things (FIoT). They
generated four instances of the framework [101],
[108], [117], [118] and used learning techniques
to synthesize the control structure automatically.
These authors stated that the use of machine
learning made feasible the development of these
applications. However, they did not present any
experiment without using learning techniques. In
contrast, most of the solutions released for the
Internet of Things, such as Apple’s HomeKit’s
approach [119] and Samsung Smart Things, [120]
consider a software developer synthesizing the
control structure for each thing manually.
1.2 Objective
In this context, we decided to ask the following
question: “How do software engineers compare
with machine-learning algorithms?” To explore
this question, we selected the Internet of Things
as our application domain and then, compared
a solution provided by a skilled IoT professional
with a solution provided by a learning algorithm
with respect to performance and reuse tasks.
In short, Figure 1 depicts the theory [121] that
we investigate in this paper. According to the
theory, the variables that we intend to isolate
and measure are the performance and reusabil-
ity achieved from three kinds of solutions: i)
solutions provided by learning techniques; ii)
solutions provided by software engineers with
IoT skills; and iii) solutions provided by software
engineers without IoT skills.
To evaluate the relationship among these vari-
ables, we performed an empirical study, using
FIoT [101]. As shown in Figure 1, we raised
four research questions (RQx) to investigate our
theory’s propositions (e.g hypotheses (H-RQx)).
We present these questions and hypotheses in
Section 2. To collect and analyze our empiri-
cal data, we performed a controlled experiment.
To perform this experiment, we reproduced the
problem of synthesizing the control structure
of autonomous streetlights using neuroevolution
(i.e. “a learning algorithm which uses genetic
algorithms to train neural networks” [122]) pre-
sented in [118]. Then, we invited 14 software
engineers to provide a solution for the same
problem using the same architecture and envi-
ronment. Lastly, we compared the solution pro-
vided by the learning algorithm against the so-
lutions provided by the software engineers. In
this application of autonomous streetlights, we
are considering a “more appropriate” solution
as one that presents a better performance in
the main scenario [118] or can be satisfactorily
reused in a new scenario, based on criteria such
as minimal energy consumption and safety
(that is, maximum visual comfort in illuminated
areas).
4Actor
Technology SE	Tasks
Software	System
Machine	Learning	
Techniques
Internet	of	Things
Performance
Reusability
Synthesizeand	 reuse
the	control	 structure	 of
autonomous	 things
Improve	 (H-RQ1,	H-RQ3)
Increase	 (H-RQ2,	H-RQ4)
with	IoT skills
without	 IoT skills
produce	 solutions	 better
than	 (H-RQ3,	H-RQ4)
produce	 solutions
better	than	
(H-RQ1,	H-RQ2)
Software	 Engineers
Fig. 1. Theory [121]: Machine Learning can create solutions more appropriate than software engineers in the context of
the Internet of Things.
2 HOW DO SOFTWARE ENGINEERS COM-
PARE WITH MACHINE-LEARNING ALGO-
RITHMS? AN EMPIRICAL STUDY AD-
DRESSING PERFORMANCE AND REUSE IN
THE IOT DOMAIN
The experimental goal, based on the Goal-
Question-Metric (GQM) method [123] is to use
the Framework for the Internet of Things (FIoT)
for the purpose of comparing the use of an
automated approach against a manual approach
when synthesizing the control of autonomous
things with respect to their performance and
reuse.
For this purpose, we asked four research
questions (RQs) and performed a controlled ex-
periment [23] (section 3) to investigate them.
2.1 Questions
In terms of synthesizing the control structure of
autonomous things, how does the result from
a machine learning-based solution differ from
solutions provided by...
RQ1. ...software engineers with IoT
skills with respect to their perfor-
mance?
RQ2. ...software engineers with IoT
skills with respect to their re-usability?
RQ3. ...software engineers without IoT
skills with respect to their perfor-
mance?
RQ4. ...software engineers without IoT
skills with respect to their re-usability?
2.2 Hypotheses
Each RQ is based on one or more hypotheses,
which are described next.
H - RQ1.
• H0. An ML-based approach does not im-
prove the performance of autonomous
things compared to solutions provided by
IoT expert software engineers.
• HA. An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by IoT expert
software engineers.
H - RQ2.
• H0. An ML-based approach does not in-
crease the reuse of autonomous things
compared to solutions provided by IoT
expert software engineers.
• HA. An ML-based approach increases the
reuse of autonomous things compared to
solutions provided by IoT expert software
engineers.
H - RQ3.
• H0. An ML-based approach does not im-
prove the performance of autonomous
things compared to solutions provided by
software engineers without experience in
IoT development.
5• HA. An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by software
engineers without experience in IoT de-
velopment.
H - RQ4.
• H0. An ML-based approach does not in-
crease the reuse of autonomous things
compared to solutions provided by soft-
ware engineers without experience in IoT
development.
• HA. An ML-based approach increases the
reuse of autonomous things compared to
solutions provided by software engineers
without experience in IoT development.
2.3 The object of the study: The Framework
for the Internet of Things (FIoT)
The Framework for the Internet of Things (FIoT)
[101] is a hybrid software framework that allows
the developer to generate controller structures for
autonomous things through learning or procedu-
ral algorithms.
If a researcher develops an application using
FIoT, the application will contain a Java software
component already equipped with modules for
detecting autonomous things in an environment,
assigning a controller to a specific thing, creating
software agents, collecting data from devices and
supporting the communication structure among
agents and devices.
Some features are variable and may be select-
ed/developed according to the application type,
as follows: (i) a control module such as “if-else”,
neural network or finite state machine; (2) an
adaptive technique to synthesize the controller
at design-time, such as reinforcement learning
[124] or genetic algorithm; and (iii) an evaluation
process to evaluate the behavior of autonomous
things that are making decisions based on the
controller.
For example, Table 1 summarizes how the
“Streetlight Control” application will adhere
to the proposed framework using a machine
learning-based approach, while extending the
FIoT flexible points.
Table 2 summarizes how the “Streetlight Con-
trol” application will adhere to the proposed
framework using a solution provided by a soft-
ware engineer, while extending the FIoT flexible
points.
Our goal is to provide both solutions to the
same application and compare the results based
on the same evaluation process.
TABLE 1
Implementing FIoT flexible points to synthesize streetlight
controllers using a ML-based approach.
FIoT Framework Light Control Application
Controller Three Layer Neural Network
Making Evaluation
Collective Fitness Evaluation:
the solution is evaluated
based on the energy
consumption, the number of
people that finished their
routes after the
simulation ends, and the
total time spent by people
to move during their trip
Controller Adaptation
at design time
Evolutionary Algorithm:
Generate a pool of
candidates to represent the
neural network parameters
TABLE 2
Implementing FIoT flexible points to synthesize streetlight
controllers using a solution provided by a Software
Engineer
FIoT Framework Light Control Application
Controller if-else module provided by asoftware engineer
Making Evaluation
Collective Fitness Evaluation:
the solution is evaluated
based on the energy
consumption, the number of
people that finished their
routes after the
simulation ends, and the
total time spent by people
to move during their trip
Controller Adaptation
at design time None
3 CONTROLLED EXPERIMENT
The first step of the experiment was to reproduce
the experiment presented in [118] by using a not
supervised learning approach. Then, we invited
14 software engineers to provide a solution for
the same problem. Finally, we compared the so-
lution provided through the learning algorithm
against solutions provided by the participants.
3.1 Participant Analysis
As we have described previously, the knowl-
edge in the application domain is an important
variable in our empirical study. Therefore, before
performing the controlled experiment, we asked
participants to describe their experience with the
development of applications based on the In-
ternet of Things, that is, developing distributed
systems with embedded characteristics, such as
providing each element of the system with sen-
sors and actuators. As shown in Figure 2, 43% of
6High
22%
Medium
14%
Low
21%
None
43%
Fig. 2. Experience of participants in developing applica-
tions based on the Internet of Things.
participants have never developed an application
based on the Internet of Things and 57% have
developed at least one application.
3.2 Experiment: Streetlight Application
In short, our experiment involves developing
autonomous streetlights. The overall goal of this
application is to reduce the energy consump-
tion while maintaining appropriate visibility in
illuminated areas [118]. For this purpose, we
provided each streetlight with ambient bright-
ness and motion sensors, and an actuator to
control light intensity. In addition, we also pro-
vided streetlights with wireless communicators
as shown in Figure 3. Therefore, the streetlights
are able to cooperate with each other to establish
the most likely routes for passers-by and thus
achieve the goal of minimizing energy consump-
tion.
Lighting
Presence
Data collected from
the closest street light
Light Decision(Dark/DIM/Light)
(Yes/No)
(0.0/0.5/1.0)
(OFF/DIM/ON)
(0.0/0.5/1.0)
Wireless 
Transmitter
Listening 
Decision
(Yes/No)
Previous  Listening
Decision
(Yes/No)
Fig. 3. Variables collected and set by streetlights.
Each streetlight in the simulation has a mi-
crocontroller that is used to detect the proximity
of a person, and control the closest streetlight. A
streetlight can change the status of its light to ON,
OFF or DIM.
Each streetlight has to execute three tasks
every second: data collection, decision-making
and action enforcement. The first task consists
of receiving data related to people flow, ambi-
ent brightness, data from the neighboring street-
lights and current light status (activation level
of sensors and the previous output value of
listeningDecision). The second task consists of
analyzing collected data and making decisions
about actions to be enforced. The last task is
the action enforcement, which consists of setting
the value of three output variables: (i) listen-
ingDecision, that enables the streetlight to receive
signals from neighboring streetlights in the next
cycle; (ii) wirelessTransmitter, a signal value to
be transmitted to neighboring streetlights; and
(iii) lightDecision, that activates the light’s OF-
F/DIM/ON functions.
The interested reader may consult a more
extensive paper about the application scenario
[118] 1.
3.2.1 The Challenge
As we explained to the participants, the tasks
of collecting data and enforcing actions have
already been implemented. The challenge was
to provide a solution for the task of making
decisions, as depicted in Figure 4.
Fig. 4. The challenge: how does a streetlight make deci-
sions based on collected data?
We provided pseudocode that considered all
possible combinations of input variables. Then,
participants decided how to set output variables
according to the collected data. Part 2 of this
pseudocode is depicted in Figure 5.
Each participant provided a different solu-
tion. Therefore, we conducted the experiment by
1. All documents that we prepared to explain this appli-
cation scenario to participants are available at
http://www.inf.puc-rio.br/.˜nnascimento/projects.html
2. The pseudocode that we provided to participants is
available at:
http://www.inf.puc-rio.br/.˜nnascimento/projects.html
7Fig. 5. Small portion of the pseudocode of the decision module that was filled by participants.
if (lighting_sensor = Medium AND detected_person = 
NO AND data_collected = 0.0 AND 
previous_listening_decision = YES) then {   
light_decision = __X_OFF____DIM____ON   
wireless_transmitter = __X_0.0 ___0.5____1.0  
listening_decision = _X__YES ____NO
} if (lighting_sensor = Medium AND detected_person = 
YES AND data_collected = 0.0 AND 
previous_listening_decision = YES) then {   
light_decision = ___OFF__X__DIM____ON   
wireless_transmitter = _X__0.0 ___0.5____1.0  
listening_decision = __X_YES ____NO
} if (lighting_sensor = Dark AND detected_person = NO 
AND data_collected = 0.0 AND 
previous_listening_decision = NO) then {   
light_decision = __X_OFF____DIM____ON   
wireless_transmitter = ___0.0 __X_0.5____1.0  
listening_decision = ___YES __X__NO
} 
Fig. 6. Small portion of the rule decisions that was synthesized according to the learning-based approach.
using each one. In addition, we also considered
a “zeroed” solution, which always sets all values
to zero. This zeroed solution is supposed to be
the worst solution, since streetlights will always
switch their lights to OFF.
3.2.2 The solution generated by a machine-
learning algorithm
We compared the results from all of these ap-
proaches to the result produced using the ma-
chine learning approach. As do Nascimento and
Lucena explain in [118], the learning approach
uses a three-layer feedforward neural network
combined with an evolutionary algorithm to gen-
erate decision rules automatically. Figure 6 de-
picts some of the rules that were generated by the
evolved neural network. The interested reader
can consult more extensive papers [101], [118] or
read Nascimento’s dissertation [116] (chap. ii, sec.
iii).
Based on the generated rules and the system
execution, we observe that using the solution
provided by the neural network, only the street-
lights with broken lamps emit “0.5” from their
wireless transmitters.
In addition, we also observed that a streetlight
that is not broken switches its lamp ON if it de-
tects a persons proximity or receives “0.5” from a
wireless transmitter.
3.2.3 Scenario constraints
Before starting a solution, each participant
should consider the following constraints:
• Do not take light numbering into account,
since your solution may be used in differ-
ent scenarios (see an example of a scenario
in Figure 7).
• Three streetlights will go dark during the
simulation.
• People walk along different paths starting
at random departure points. Their role is
to complete their routes by reaching a des-
tination point. The number of people that
finished their routes after the simulation
ends, and the total time spent by people
8moving during their trip are the most
important factors for a good solution.
• A person can only move if his current and
next positions are not completely dark.
In addition, we also consider that people
walk slowly if the place is partially devoid
of light.
• The energy consumption also influences
the solution evaluation.
• The energy consumption is proportional
to the light status (OFF/DIM/ON).
• We also consider the use of the wireless
transmitter to calculate energy consump-
tion (if the streetlight emits something
different from “0.0”, it consumes 0.1 of
energy).
Therefore, each solution is evaluated after the
simulation ends based on the energy consump-
tion, the number of people that finished their
routes after the simulation ends, and the total
time spent by people moving during their trip.
pPeople =
(completedPeople× 100)
totalPeople
(1)
pEnergy =
(totalEnergy × 100)
( 11×(timeSimulation×totalSmartLights)10 )
(2)
pTrip =
(totalT imeTrip× 100)
(( 3×timeSimulation(2) )× totalPeople)
(3)
fitness = (1.0× pPeople)− (0.6× pTrip)−
(0.4× pEnergy)
(4)
Equations (1) through (4) show the values to
be calculated for the evaluation in which pPeople
is the percentage of the number of people that
completed their routes before the end of the
simulation out of the total number of people
in the simulation; pEnergy is the percentage of
energy that was consumed by streetlights out of
the maximum energy value that could be con-
sumed during the simulation. We also considered
the use of the wireless transmitter to calculate
energy consumption; pTrip is the percentage of
the total duration time of peoples trips out of the
maximum time value that their trip could spend;
and fitness is the fitness of each candidate that
encodes the proposed solution.
3.2.4 Example - Simulating the environment
We showed participants the same simulated
neighborhood scenario that was used by the ge-
netic algorithm to evolve the neural network.
Figure 7 depicts the elements that are part of the
application namely, streetlights, people, nodes
and edges.
ON
DIM
OFF
Broken Lamps
departure points
target points
Execution: 12 seconds
- A person moves from 
one point to another in 
one second or a second 
and a half.
- Street lights execute 
cycles of 1 second
Fig. 7. Simulated Neighborhood.
Nascimento and Lucena [118] modeled the
scenario as a graph, in which a node represents
a streetlight position and an edge represents
the smallest distance between two streetlights.
The graph representing the streetlight network
consists of 18 nodes and 34 edges. Each node
represents a streetlight. In the graph, the yellow,
gray, black and red triangles represent the street-
light status (ON/DIM/OFF/Broken Lamp). Each
edge is two-way and links two nodes. In addi-
tion, each edge has a light intensity parameter
that is the sum of the environmental light and the
brightness from the streetlights in its nodes. Their
goal is to simulate different lighting in different
neighborhood areas.
1 second/1 second and a half
Fig. 8. Person moving in the simulated Neighborhood.
As depicted in Figure 8, only one person was
started in the scenario that we showed to partic-
ipants. For instance, the person starting at point
0 has point 11 as a target. We ask participants to
provide a solution to streetlights to assure that
9this person will conclude his route before the
simulation ends after 12 seconds.
3.2.5 New Scenario: Unknown environment
The second step of the experiment consists of
executing solutions from participants and the
learning approach in a new scenario, but with the
same constraints. This scenario, that is depicted
in Figure 9 was not used by the learning algo-
rithm and was not presented to participants.
The goal of this new part of the experiment
is to verify if the decision module that was de-
signed to control streetlights in the first scenario
can be reused in another scenario.
Fig. 9. Simulating a new neighborhood.
In this new scenario, we also only started
one person, who has the point 18 (yellow point)
as departure and the point 8 as target. As the
scenario is larger, we established a simulation
time of 30 seconds.
4 EXPERIMENT - PART 1 - RESULTS
We executed the experiment 16 times, only
changing the decision solution of the au-
tonomous streetlights. In the first instance, we
set all outputs to zero (the zeroed solution) dur-
ing the whole simulation, which is supposed to
be the worst solution. For example, streetlights
never switch their lights ON. In the second in-
stance, we executed the experiment using the
best solution that was found by the learning
algorithm, according to the experiment presented
in [118]. Then, we executed the simulation for
the solution provided by each one of the 14
participants 3.
To provide a controlled experiment and be
able to compare the different solutions, we
started with only one person in the scenario and
manually we set the parameters that were sup-
posed to be randomly selected, such as departure
and target points and broken lamps.
Each experiment execution consists of execut-
ing the simulated scenario three times: (i) night
(environmental light is equal to 0.0); (ii) late
afternoon (environmental light is equal to 0.5);
and (iii) morning (environmental light is equal
to 1.0). The main idea is to determine how the
solution behaves during different parts of the
day. Figure 10 depicts the percentage of energy
that was spent according to the environmental
light for each one of the 16 different solutions. As
we described previously, we also considered the
use of the wireless transmitter to calculate energy
consumption. As expected, as streetlights using
the zeroed decision never switch their lights ON
and never emit any signal, the energy consumed
using this solution is always zero. It is possible
to observe that only the solutions provided by
the learning algorithm and by the 5th and 11th
participants do not expend energy when the en-
vironmental light is maximum. In fact, according
to the proposed scenario, there is no reason to
turn ON streetlights during the period of the day
with maximum illumination.
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Fig. 10. Scenario1: Percentage of energy spent in different
parts of the day according to the participant solutions.
Figure 11 depicts the percentage of time that
was spent by the unique person in each one of
the simulations. As shown, the higher difference
between solutions occurs at night. If the time is
3. All files that were generated during the development
of this work, such as executable files and participants’
solutions results, are available at
http://www.inf.puc-rio.br/.˜nnascimento/projects.html
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100%, it means that the person did not complete
the route, thus the solution did not work
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Fig. 11. Scenario1: Percentage of time spent by person
to conclude his route based on different parts of the day
according to the participant solutions.
Besides presenting the results of the different
solutions in different parts of the day, the best
solution must be the one that presents the best
result for the whole day. Thus, we calculated the
average of each one of the parameters (energy,
people, trip and fitness) that was achieved by
solutions in different parts of the day. Figure 12
depicts a common average. We also calculated a
weighted average, taking into account the dura-
tion of the parts of the day (we considered 12
hours for the night period, 3h for dim and 9h for
the morning), but the results were very similar.
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Fig. 12. Scenario1: Average of energy, trip and fitness
calculated for the different parts of the day according to the
participant solutions.
As shown in Figure 12, based on the fitness
average, three participants namely 3, 4 and 10
provided a solution slightly better than the so-
lution provided by the learning algorithm. Five
other participants provided a solution that works
and the remaining six provided a solution that
does not work. As explained earlier, we have
been considering an incorrect solution as one
in which the person did not finish the route
before the simulation ends. Even increasing the
simulation time did not allow the person to finish
the route.
4.1 Discussion: Participants Knowledge in
IoT Versus Results
After executing the solution proposed by each
participant, we connect that solution’s results
with the participant’s knowledge in the IoT do-
main, as shown in Table 3.
TABLE 3
Correlation between participants expertises in the Internet
of Things with their solution results.
Software
Engineer
Experience
with IoT
Development
(None/Low/
Medium/
High)
Solution
Performance
(Fitness
Average)
Does
the
solution
work?
1 High 55.48 Y
2 None 26.99 N
3 High 62.88 Y
4 Low 62.49 Y
5 None 30.50 N
6 Low 51.09 Y
7 Medium 54.37 Y
8 None 16.59 N
9 High 28.62 N
10 None 61.60 Y
11 None 29.67 N
12 Medium 47.81 Y
13 None 30.32 N
14 Low 56.91 Y
Learning 59.53 Y
zeroed 28.33 N
We observe a significant difference between
results from software engineers with any ex-
perience in IoT development and results from
software engineers without experience in IoT
development. Participant 10 is the only individ-
ual without knowledge of IoT that provided a
solution that works and participant 9 is the only
individual with any knowledge of IoT that did
not provide a working solution.
4.2 Hypothesis Testing
In this section, we investigate the hypotheses
related to the solutions’ performance evaluation
(i.e H-RQ1 and H-RQ3), as presented in subsec-
tion 2.2. Thus, we performed statistical analyses,
as described by Peck and Devore [125], of the
measures presented in Table 3.
As shown in Table 4, we separated the results
of the experiments into two groups: i) software
engineers with IoT knowledge and ii) software
engineers without IoT knowledge. Then, we cal-
culated the mean and the standard deviation of
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the results achieved by each group performing
the experiment and compare each result against
the value achieved using the ML-based solution.
4.2.1 How does the evaluation result from a ma-
chine learning-based solution differ from solutions
provided by IoT expert software engineers with
respect to their performance?
H - RQ1.
• H0. An ML-based approach does not im-
prove the performance of autonomous
things compared to solutions provided by
IoT expert software engineers.
• HA. An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by IoT expert
software engineers.
The first null hypothesis H0 claims that there
is no difference between the mean performance
for IoT expert software engineers’ solutions and
the ML-based approach solution. The alternative
hypothesis claims that the ML-based approach
solution improves the performance of the appli-
cation in comparison to IoT expert software en-
gineers’ solutions. Thus, the claim is that the true
IoT expert software engineers’ solutions mean
is below the performance achieved by the ML-
based approach, that is = 59.53.
Therefore, we used the ML performance as
our hypothesizedvalue to test the following one-
sided hypothesis:
H0: µse = 59.53
H1: µse < 59.53
where µse denotes the true mean perfor-
mance for all IoT expert software engineers’ so-
lutions.
For instance, we restricted the population
sample to the number of software engineers that
confirmed having experience with developing
applications for the Internet of Things. As shown
in Table 4, the performance mean (x) of the IoT
expert software engineers’ solutions is 52.46 and
the standard deviation (σ) is 10.91. To verify
if the data that we have is sufficient to accept
the alternative hypothesis, we need to verify the
probability of rejecting the null hypothesis [125].
Assuming that the H0 is true, and using a statis-
tical significance level [125] of 0.01 (the chance of
one in 100 of making an error), we computed the
test statistic (t− statistic), as follows [125]:
t−statistic : t = (x− hypothesizedvalue)
( σ√
n
)
(5)
t− statistic : t = (52.46− 59.53)
( 10.91√
8
)
= −1.83 (6)
According to t-statistic theory, we can safely
reject our null hypothesis if the t − statistic
value is below the negative t − criticalvalue
(threshold) [125]. This negative t− criticalvalue
bounds the area of rejection of a T-distribution,
as shown in Figure 13. In our experiment, as we
specified a statistical significance level of 0.01,
the probability of getting a T-value less or equal
than the negative t− criticalvalue is 1%. We cal-
culated the tcriticalvalue of this T-distribution
according to the T-table presented in Peck and
Devore (2011, pg 791) [125]. Accordingly, for a
distribution with 7 degrees of freedom (see Table
4) and a confidence level of 99%, the negative
tcriticalvalue is -3.00. As we depicted in Figure
13, the test statistic of our sample is higher than
the tcriticalvalue.
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Fig. 13. Hypothesis H - RQ1 Test Graph.
As the test statistic does not fall in the critical
region, we cannot safely reject this null hypoth-
esis. Based on a t-value of -1.83 and a degree of
freedom of 7, we could reject our null hypothesis
only if we had reduced the precision of our
experiment to 85%. Thus, we would fail to reject
the null hypothesis and would not accept the
alternative hypothesis. Therefore, we cannot
state that an ML-based approach improves the
performance of autonomous things compared
to solutions provided by IoT expert software
engineers.
4.2.2 How does the evaluation result from a ma-
chine learning-based solution differ from solutions
provided by software engineers without IoT skills
with respect to their performance?
H - RQ3.
• H0. An ML-based approach does not im-
prove the performance of autonomous
things compared to solutions provided by
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TABLE 4
Data to perform test statistic.
Variable nsamples
Highest
value
Mean
x
Median
Standard
deviation
σ
Degrees
of
freedom
(n-1)
t
critical
value
(.99%)
Software
Engineers 14 62.88 43.95 49.45 16.00 13 2.65
Software
Engineers
with IoT
knowledge
8 62.88 52.46 54.92 10.91 7 3.00
Software
Engineers
without IoT
knowledge
6 61.60 32.61 30.00 15.15 5 3.37
Machine-
learning
based
approach
1 59.53
software engineers without experience in
IoT development.
• HA. An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by software
engineers without experience in IoT de-
velopment.
For instance, we restricted the population
sample to the number of software engineers that
confirmed not having experience with develop-
ing applications for the Internet of Things. As
shown in Table 4, the performance mean (x) of
the solutions from software engineers without
experience in IoT development is 32.61 and the
standard deviation (σ) is 15.15. Thus, the
t− statistic : t = (32.61− 59.53)
( 15.15√
6
)
= −4.35 (7)
As shown in Table 4, this T-distribution has 5
degrees of freedom. Thus, for a confidence level
of 99%, the negative tcriticalvalue is -3.37. As
we depicted in Figure 14, the test statistic of our
sample is below the tcriticalvalue .
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Fig. 14. Hypothesis H - RQ3 Test Graph.
As the t − statistic value is below the
negative tcriticalvalue (-4.35 < −3.37), we can
safely reject the null hypothesis, assuring that
the error chancing of making an error is lower
than 1%. Therefore, we accepted the alternative
hypothesis: An ML-based approach improves the
performance of autonomous things compared to
solutions provided by software engineers with no
experience in IoT development.
5 EXPERIMENT - PART 2 - RESULTS
As explained previously, the second part of the
experiment consists of translating the solution
provided by machine learning and participants
to an unknown environment. In this second part
of the experiment, we also executed the simula-
tion 16 times: for each one of the participants’
solutions, for the machine-learning solution and
for the zeroed solution.
Table 5 shows the results that were achieved
by the different solutions at night in a simulation
of 30 seconds. As shown, most of the solutions
did not work. The person in these simulations
did not finish the route even when we increased
the simulation time. Only the solution provided
by the machine-learning algorithm and by par-
ticipant 12 worked. Remember, this scenario was
not used by the machine-learning algorithm dur-
ing the training process. This solution was pro-
vided through machine learning for the first sce-
nario and it was just reused in this new scenario.
In other words, we did not restart the machine-
learning process.
We selected only those solutions that worked
and verified their results for the other periods of
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the day (morning and late afternoon). As shown
in Table 6, when considering the whole day, the
machine-learning approach presented the best
result. Because the average time for the trip
was a little higher using the machine-learning
approach, the difference in energy consumption
between the two solutions is considerably higher.
TABLE 5
Using the same solution in a different environment - only
at night.
Software
Engineer Energy% People% Trip% Fitness
1 6.50 0 100 -42.60
2 2.77 0 100 -41.11
3 6.62 0 100 -42.65
4 4.30 0 100 -41.72
5 2.58 0 100 -41.03
6 6.88 0 100 -42.75
7 8.33 0 100 -43.33
8 2.33 0 100 -60.26
9 3.77 0 100 -41.51
10 3.78 0 100 -60.18
11 11.36 0 100 -44.54
12 50.56 100 42.22 54.43
13 2.77 0 100 -41.11
14 4.50 0 100 -41.80
Learning 24.44 100 61.11 53.55
zeroed 0 0 100 -40
TABLE 6
Using the same solution in a different environment - day
average.
Energy% People% Trip% Fitness
Average
Participant
12
50.52 100 38.14 56.90
Average
Learning 8.46 100 46.29 68.83
5.1 Hypothesis Testing
In this section, we investigate the hypotheses re-
lated to the solutions’ reuse evaluation, that is H-
RQ2 and H-RQ4, as presented in subsection 2.2.
Their alternative hypotheses state that an ML-
based approach improves the performance of au-
tonomous things compared to solutions provided
by software engineers, software engineers with
experience in IoT development, and software en-
gineers without experience in IoT development,
respectively. We planned to perform a statisti-
cal development to evaluate these hypotheses.
However, as depicted in Figure 15, in the new
scenario, 0% of participants provided a result
better than the result provided by the machine-
learning solution. In addition, from the group
of 14 engineers, only one participant, who has
experience with IoT development, provided a
solution that worked.
Bad
93%
Work
7%
Work better than ML0%
Fig. 15. Participants’ solution results in the second sce-
nario.
Therefore, we can safely reject the null hy-
pothesis and accept both alternative hypotheses:
1) H-RQ2: H1: An ML-based approach in-
creases the reuse of autonomous things
compared to solutions provided by IoT
expert software engineers.
2) H-RQ4: H1: 2) An ML-based approach
increases the reuse of autonomous things
compared to solutions provided by soft-
ware engineers with no experience with
IoT development.
6 DISCUSSION
In this section, we analyze the empirical exper-
imental results to understand which tasks are
better performed by humans and which by al-
gorithms. This is important for selecting whether
software engineers or machine learning can ac-
complish a specific task better.
In our empirical study, in which we have as-
sessed performance and reuse tasks, we accepted
three alternative hypotheses and rejected one:
Accepted:
1) An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by software
engineers without experience with IoT
development.
2) An ML-based approach increases the
reuse of autonomous things compared
to solutions provided by IoT expert soft-
ware engineers.
3) An ML-based approach increases the
reuse of autonomous things compared
to solutions provided by software engi-
neers without experience with IoT devel-
opment.
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Rejected:
1) An ML-based approach improves the
performance of autonomous things com-
pared to solutions provided by IoT ex-
pert software engineers.
Based on these results, we have found ev-
idence that the use of machine-learning tech-
niques can perform some SE tasks better than
software engineers, considering solutions that
improve performance and increase reuse. As il-
lustrated in the experimental results, only one
of the 14 software engineers provided a solution
that could be reused in a new scenario. Further
none of those software engineers provided a so-
lution that works better than the ML’s solution
in this new scenario. If the flexibility of the ap-
plication is the most important factor, based on
our results, we can safely recommend the use of
machine learning.
However, if we had considered performance
as the only important factor to evaluate the qual-
ity of these solutions, we have found evidence
that software engineers can perform SE tasks bet-
ter than machine learning, considering “better”
as a solution that improves performance. As de-
scribed in our experiments, we cannot state that
ML improves the performance of an application
in comparison to solutions provided by domain
expert software engineers. This is also an interest-
ing result as many researchers, especially in the
IoT domain, have strictly focused on automating
software development.
In brief, our experiment indicates that in some
cases, software engineers outperform machine-
learning algorithms, whereas in other cases, they
do not. The evidence shows that it is important to
know which one performs better in different sit-
uations in order to determine ways for software
engineers to work cooperatively and effectively
with automated machine-learning procedures.
7 THREATS TO VALIDITY
Although we have designed and conducted the
experiments carefully, there are always factors
that can challenge the experiments validity. Some
threats to validity as described in [123] could
indeed limit the legitimacy of our results. In this
section, we present the actions taken to mitigate
their impact of these factors on the research re-
sults.
As Oizumi et al. (2017) report in [126], the
number of participants in the study can be a
threat to validity. In addition, Fernandes et al
(2016) [127] report the diversity of participants as
another possible threat. Therefore, in our study,
we needed to be aware of at least two threats
to validity namely: we have selected a sample of
only 14 participants, which may not be enough
to achieve conclusive results; and our sample
consisted of only graduate students from two
Brazilian universities. Such a group may not be
representative of all software engineers, who may
have substantially more professional experience
and background.
To mitigate the problems of the number of
participants and their diversity, we selected our
participants carefully. All of them have at least
two years of experience with software develop-
ment. In addition, we allowed participants to
solve the problem by manipulating a pseudocode
version, thereby avoiding gaps in the partici-
pants’ knowledge, such as experience with a par-
ticular programming language or architecture.
Note that a survey was used to select participants
and they all indicated a level of experience with
pseudocode. The pseudocode provided by each
participant was carefully translated into Java as
this is the language supported by the Framework
for the Internet of Things.
Oizumi et al. (2017) reported a third threat
to validity in [126], namely, possible misunder-
standings during the study. To mitigate this prob-
lem of misunderstandings, we asked all partici-
pants to write about their understanding of the
problem both before and after applying the solu-
tion. All participants indicated that they under-
stood the task completely. We also asked them
about their confidence in their proposed solu-
tion. Most of them evaluated their own solution
with the highest grade, allowing us to increase
our confidence in the experimental results. In
addition, we assisted the participants during the
entire study, making sure they understood the
experimental task
8 RELATED WORK
Comparing intelligent machines to the ability of
a person to solve a particular problem is not
a new approach. This kind of discussion has
been promoted since the beginning of Artificial
Intelligence. For example, in 1997, an important
moment in the history of technology happened
with Garry Kasparov’s 1997 chess match against
the IBM supercomputer Deep Blue [128].
Recently, Silver et al. (2016, 2017) [129], [130]
published a paper in the Nature Science Journal,
comparing the performance of a ML technique
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against the results achieved by the world cham-
pion in the game of Go. In [130], Silver et al.
(2017) state that their program “achieved super-
human performance.”
Whiteson et al. [122] indirectly performed this
comparison, by evaluating the use of three dif-
ferent approaches of the neuroevolution learning
algorithm to solve the same tasks: (i) coevolution,
that is mostly unassisted by human knowledge;
(ii) layered learning, that is highly assisted; and
(iii) concurrent layered learning, that is a mixed
approach. The authors state that their results
“demonstrate that the appropriate level of hu-
man assistance depends critically on the diffi-
culty of the problem.”
Furthermore, there is also a new approach
in machine learning, called Automatic Machine
Learning (Auto-ML) [100], which uses learning
to set the parameters of a learning algorithm au-
tomatically. In a traditional approach, a software
engineer with machine learning skills is respon-
sible for finding a good configuration for the
algorithm parameters. Zoth and Lee [100] present
an Auto-ML-based approach to design a neural
network to classify images of a specific dataset.
In addition, they compared their results with
the previous state-of-the-art model, which was
designed by an ML expert engineer. According
to Zoth and Lee [100] , their AutoML-based ap-
proach “can design a novel network architecture
that rivals the best human-invented architecture
in terms of test set accuracy.” Zoth and Lee
also showed that a machine-learning technique
is capable of beating a software engineer with
ML skills in a specific software engineering task,
but the authors do not discuss this subject in the
paper.
Our paper appears to be the first to pro-
vide an empirical study to investigate the use
of a machine-learning techniques to solve a
problem in the field of Software Engineering,
by comparing the solution provided by a ML-
based approach against solutions provided by
software engineers.
9 CONCLUSION AND FUTURE WORK
Several researchers have proposed the use of
machine-learning techniques to automate soft-
ware engineering tasks. However, most of these
approaches do not direct efforts toward asking
whether ML-based procedures have higher suc-
cess rates than current standard and manual
practices. A relevant question in this potential
line of investigation is: “Could a software engi-
neer solve a specific development task better than
an ML algorithm?”. Indeed, it is fundamental to
evaluate which tasks are better performed by en-
gineers or ML procedures so that they can work
together more effectively and also provide more
insight into novel human-in-the-loop machine-
learning approaches to support SE tasks.
This paper appears to be the first to pro-
vide an empirical study comparing how soft-
ware engineers and machine-learning algorithms
achieve performance and reuse tasks. In brief,
as a result of our experiment, we have found
evidence that in some cases, software engineers
outperform machine-learning algorithms, and in
other cases, they do not. Further, as is typical in
experimental studies, although we have designed
and conducted the experiment carefully, there are
always factors that can threaten the experiment’s
validity. For example, some threats include the
number and diversity of the software engineers
involved in our experiment.
Understanding how software engineers fare
against ML algorithms is essential to support
new methodologies for developing human-in-
the-loop approaches in which machine learning
automated procedures assist software developers
in achieving their tasks. For example, method-
ologies to define which agent (engineers or auto-
mated ML procedure) should execute a specific
task in a software development set. Based on
this understanding, these methodologies can pro-
vide a basis for software engineers and machine
learning algorithms to cooperate in Software En-
gineering development more effectively.
Future work to extend the proposed experi-
ment includes: (i) conducting further empirical
studies to assess other SE tasks, such as design,
maintenance and testing; (ii) experimenting with
other machine-learning algorithms such as re-
inforcement learning and backpropagation; and
(iii) using different criteria to evaluate task exe-
cution.
Possible tasks that could be investigated (refer
to (i)) include programming tasks, in which case
tasks performed by software development teams
and ML algorithms are compared. For example,
we could invite software developers from the
team with the highest score in the last ACM Inter-
national Collegiate Programming Contest [131],
which is one of the most important programming
championships in the world, to be involved in
this comparison. This competition evaluates the
capability of software engineers to solve complex
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software problems. Software engineers are classi-
fied according to the number of right solutions,
performance of the solutions and development
time.
Another line of investigation could address
the use of different qualitative or quantitative
methodologies. For example, the task execu-
tion comparison could rely on reference per-
formances, such as the performance of highly
successful performers [100], [129], [130] . This
research work can also be extended by propos-
ing, based on the comparison between the per-
formance of engineers and ML algorithms, a
methodology for more effective task allocation.
This methodology could, in principle, lead to
more effective ways to allocate tasks such as soft-
ware development in cooperative work involv-
ing humans and automated procedures. Such
human-in-the-loop approaches, which take into
account the strengths and weaknesses of humans
and machine learning algorithms, are fundamen-
tal to provide a basis for cooperative work in
software engineering and possibly in other areas.
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