Abstract. In this paper, we provide combinatorial proofs for certain partition identities which arise naturally in the context of Langlands' beyond endoscopy proposal. These partition identities motivate an explicit plethysm expansion of Sym j pSym k V q for GL 2 in the case k " 3. We compute the plethysm explicitly for the cases k " 3, 4. Moreover, we use these expansions to explicitly compute the basic function attached to the symmetric power L-function of GL 2 for these two cases.
Introduction
This paper is an application of partition theory and combinatorics to explicit Satake inversion. We begin by discussing our combinatorial results which are directly related to the multiplicity of the plethysm expansion, and then at the end of the introduction talk more about what we mean by explicit Satake inversion.
The first named author arrived at some concrete partition identities [H1, Corollary 3 .3] in her work on detection of subgroups of GL n by representations. They arise naturally in the context of Langlands' beyond endoscopy proposal (see [H1] and [H2] for some related discussions). We begin this paper by giving combinatorial proofs of these partition identities involving ppj, k, nq. Let ppj, k, nq be the number of partitions of n into at most k parts, having largest part at most j. One has the following: Theorem 1.1 (Corollary 3.3 in [H1] ). For any integer ℓ ě 1, one has that pp4ℓ´2, 3, 6ℓ´3q´pp4ℓ´2, 3, 6ℓ´4q " 0, (1.1) pp4ℓ, 3, 6ℓq´pp4ℓ, 3, 6ℓ´1q " 1. (1.2)
We also derive more identities similar to those in Theorem 1.1 using the same combinatorial argument. They are presented in the following theorem: Theorem 1.2. For any integer ℓ ě 1, one has that pp4ℓ´1, 3, 6ℓ´3q´pp4ℓ´1, 3, 6ℓ´4q " 1, (1.3) pp4ℓ`1, 3, 6ℓq´pp4ℓ`1, 3, 6ℓ´1q " 1.
(1.4)
In fact, we have derived more such identities in Lemma 2.3, but in the introduction we record only the simplest.
As mentioned, this project was originally motivated by representation theory, and we will discuss more connections to representation theory in a moment. First we pause to mention that G. Andrews has pointed out to us that the identities above are "just the beginning of interesting research on special properties of ppj, k, nq" (private communication). Partition theory has been studied intensively for a long time, so we are unable to give a complete bibliography of relevant works. We will, however, mention the work of Kronholm and Larson [BL] on ppn, mq, the number of partitions of n into exactly m parts, since one might try to similarly analyze ppj, k, nq.
The identities in theorems 1.1 and 1.2 are simple cases of more general ones that have an interpretation as multiplicities arising in plethysm expansion for GL 2 . To explain them, we recall that if V is a two-dimensional vector space, viewed as the standard representation of GL 2 , then one has an isomorphism as GL 2 -representations
(see [Do, Theorem 5 .5] for example). Here, as usual, for any real x, txu denotes the floor function of x defined by txu " maxtm P Z : m ď xu. The explicit formula for the multiplicities Npj, k, nq plays an important role for the explicit Satake inversion. This will be explained in great detail in §4.
It turns out that the identities in Theorem 1.1 and Theorem 1.2 are intimately related to the multiplicity Npj, 3, nq appearing in (1.5) above. In general, one has that (1.6) Npj, k, 0q " 1, Npj, k, nq " ppj, k, nq´ppj, k, n´1q, n ě 1.
Here, by convention Npj, k, nq " 1 and ppj, k, nq " 1 whenever one of the values of j, k, n is zero.
Using an analogue of the combinatorial argument for deriving the identities in the theorems above, we computed an explicit formula for Npj, 3, nq for all 0 ď n ď t 3j 2 u. Theorem 1.3. Let j and n be non-negative integers such that 0 ď n ď t 3j 2 u. For 0 ď n ď j, one has that
Likewise, for j ă n ď t 3j 2 u, we have that
Remark. We note that one can derive Theorems 1.1 and 1.2 from Theorem 1.3 with a little effort (see Corollary 3.3), but we have decided to prove Theorems 1.1 and 1.2 separately because the proofs are more concrete and slightly different from that of Theorem 1.3. In fact, they motivate the proof of Theorem 1.3. Hence the readers might be easy to read the proof.
Similarly, we have obtained the formula for Npj, 4, nq written recursively in terms of the values of Npj, 3, sq, s ď n. This is Theorem 3.4, but we will not record it in the introduction. In principle, the same method should allow one to derive the recursive expression for Npj, k, nq in terms of the values of Npj, k´1, sq for some s ď n. It would be interesting to see the explicit recursive expression for Npj, k, nq for arbitrary k.
As an application of Theorem 1.3 and Theorem 3.4, we derive an explicit formula for the basic function attached to the symmetric kth power L-function for GL 2 , where k " 3 and k " 4, respectively. Let
where S´1 is the inverse Satake transform (see (4.1)). This is the basic function attached to the symmetric kth power L-function for GL 2 . See §4 for more details. We note that recently there has been a great deal of interest in obtaining explicit expressions for basic function in greater generality (see [S] , [Li] , [C1] [C2]). The next theorem gives a very explicit description of the basic function in our case of interest: Theorem 1.4. For any fixed j, let T j be the sum of the Hecke operators given in
Then one has that
Here ½ m and ½ i,i are elements of the Hecke algebra defined in (4.5) (see §4 for the definitions).
We have a similar expression for LpSym 4 q which is the content of Theorem 4.6, but will omit it here. It is interesting to note that, though symmetric power L-functions have been studied for some time, this result and [Gu] appear to be the first computation of Sym 3 in terms of the natural additive basis of the Hecke algebra that has appeared in the literature. We will discuss the relationship between our result and that of [Gu] at the end of §4. We remark that Casselman has informed us that he has also independently obtained a result similar to Theorem 1.4, but to date it has not been written up.
We close the introduction by describing how the current paper was organized. In §2, we briefly summarize the properties of ppj, k, nq and the Gaussian polynomials and provide combinatorial proofs for Theorem 1.1 and Theorem 1.2. In §3, we prove Theorem 1.3 and Theorem 3.4. In the last section, we explain how to use the formula Npj, k, nq to explicitly invert the Satake correspondence for Sym k for GL 2 , where k " 3, 4 and prove Theorem 1.4 and Theorem 4.6.
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Partition identities arising in Langlands' beyond endoscopy idea
Let us begin this section by recalling the standard notation for a partition. A partition λ of n is written as
where n " ř k i"1 λ i and λ 1 ě λ 2 ě¨¨¨ě λ k ě 0. For such a partition λ, λ 1 is said to be the largest part and each non-zero λ i is called a part.
For fixed non-negative integers j and k, let ppj, k, nq be the number of partitions of n into at most k parts, having largest part at most j (see [St, p. 28] for example). Then it is well-known that the generating function of ppj, k, nq is given by the Gaussian polynomial
(see [St, Proposition 1.7 .3], for instance), where
Note that the Gaussian polynomial (2.2) is indeed a polynomial of degree jk. The Gaussian polynomial was first introduced by Gauss in his evaluation of the Gauss sum [R] and their coefficients have nice symmetry. For example, it is easy to check that ppj, k, nq " ppk, j, nq.
The Gaussian polynomial plays a very important role in counting symmetric polynomials and in the enumerative theory of projective spaces defined over the finite field F q .
The goal of this section is to prove the partition identities in Theorem 1.1 and Theorem 1.2. For convenience, we restate the theorems in this section:
Theorem 2.1 (Corollary 3.3 in [H1] ). For any integer ℓ ě 1, one has that pp4ℓ´2, 3, 6ℓ´3q´pp4ℓ´2, 3, 6ℓ´4q " 0, (2.3) pp4ℓ, 3, 6ℓq´pp4ℓ, 3, 6ℓ´1q " 1. (2.4) Proof. Let P be the set of all the partitions λ of 6ℓ´3 into at most 3 parts, having largest part at most 4ℓ´2 and let P 1 be the set of all partitions λ 1 of 6ℓ´4 into at most 3 parts, having largest part at most 4ℓ´2. Then |P | " pp4ℓ´2, 3, 6ℓ´3q and |P 1 | " pp4ℓ´2, 3, 6ℓ´4q.
To prove (2.3), we establish a one-to-one correspondence between P and P 1 . Let λ be a partition of 6ℓ´3 in P such that λ " pλ 1 , λ 2 , λ 3 q with 0 ď λ i ď 4ℓ´2 and λ 1 ě λ 2 ě λ 3 . Suppose that λ 3 ‰ 0. One has a map P ÝÑ P 1 defined by
. Now assume that λ 3 " 0. If λ 1 is even, then we define a map P ÝÑ P 1 as follows:
Again, one needs to verify that λ 1 in (2.6) is indeed a partition of 6ℓ´4 in P 1 , which means in turn that we must show that λ 2 is a non-negative odd integer: Since λ 1`λ2 " 6ℓ´3 is odd and λ 1 is even by assumption, it is easy to check that λ 2 must be odd. Moreover, λ 1 ď 4ℓ´2 implies that λ 2 ě 2ℓ´1 ě 1 since λ 1`λ2 " 6ℓ´3. Therefore, λ 1 is indeed in
3 . Next, assume that λ 3 " 0 and λ 1 is odd. In this case, we define a map P ÝÑ P 1 by
Once again we will need to verify that λ 1 in (2.7) above is indeed in P 1 . Since λ 1 ď 4ℓ´2 and λ 2 ě 2ℓ´1, one has that 0 ă λ 1´1 2 ă 2ℓ´1 and hence λ 2 ą λ 1´1 2
. So λ 1 is a partition of 6ℓ´4 in P 1 with λ
3 . One can check that (2.5), (2.6) and (2.7) cover all the possible cases. The inverse maps are clear in each case. This completes the proof for (2.3).
The argument for proving (2.4) is similar, but unlike (2.3), one notices that the right hand side of (2.4) is 1 instead of 0. Let Q be the set of all the partitions µ of 6ℓ into at most 3 parts, having largest part at most 4ℓ, excluding one partition, namely (2.8) µ " p4ℓ, 2ℓ, 0q.
Similarly, let Q 1 be the set of all partitions µ 1 of 6ℓ´1 into at most 3 parts, having the largest part at most 4ℓ. If we could establish the one-to-one correspondence between Q and Q 1 as before, then we obtain the desired result, namely pp4ℓ, 3, 6ℓq´1 " |Q|´1 " |Q 1 | " pp4ℓ, 3, 6ℓ´1q, which proves (2.4). We let µ be a partition of 6ℓ in Q, where µ " pµ 1 , µ 2 , µ 3 q with 0 ď µ i ď 4ℓ for i " 1, 2, 3. Assume first that µ 3 ‰ 0. Then one has a map Q ÝÑ Q 1 defined by
Clearly
. Suppose now that µ 3 " 0. If µ 1 is odd, then we define a map Q ÝÑ Q 1 as follows:
One needs to check that the image µ 1 in (2.10) is indeed a partition in Q 1 . Since µ 1`µ2 " 6ℓ is even and µ 1 is odd, so clearly µ 2 should be odd, so
is a non-negative integer. In addition, since µ 1 ď 4ℓ and µ 1`µ2 " 6ℓ, we have that µ 1 ě µ 2 ě 2ℓ. Therefore, µ 1 is a partition in Q 1 with µ
3 . Finally, assume that µ 3 " 0 and µ 1 is even. Define a map Q ÝÑ Q 1 by (2.11) µ " pµ 1 , µ 2 , 0q Þ ÝÑ µ 1 "´µ 2´1 , µ 1 2 , µ 1 2¯. As before, one needs to check the image µ 1 in (2.11) is in Q 1 . Since µ 1 ď 4ℓ and µ 1`µ2 " 6ℓ, so µ 2 ě 2ℓ which is in turn µ 2´1 ě 2ℓ´1. Moreover, check that 1 ď µ 1 2 ď 2ℓ. In order foŕ
. This is always true except when µ 2 " 2ℓ. This is the reason we put aside µ " p4ℓ, 2ℓ, 0q in (2.8) in the first place. As long as µ 2 ‰ 2ℓ then the image µ 1 of (2.11) is in Q 1 such that µ
3 . All the partitions in (2.8), (2.9), (2.10) and (2.11) cover all possible cases. Again the inverse maps are clear as well and this completes the proof.
To prove Theorem 2.4, we will need first to prove the following two technical lemmas. Lemma 2.2 is probably well-known to the experts, but we include a proof for the reader's convenience.
Lemma 2.2. For any fixed integers k, j ě 1, the number of partitions of n into exactly j parts, having largest part at most k is ppk´1, j, n´jq.
Proof. Let λ " pλ 1 , λ 2 , . . . , λ j q be a partition of n´j into at most j parts, having largest part at most k´1. Thus k´1 ě λ 1 ě λ 2 ě¨¨¨ě λ j ě 0 and ř j i"1 λ i " n´j. Then the partition λ`1 " pλ 1`1 , λ 2`1 , . . . , λ j`1 q will be clearly a partition of n into exactly j parts, having largest part at most k. On the other hand, let µ be any partition of n into exactly j parts, having the largest part at most k. Once we remove the first column in the corresponding Ferrers diagram for µ (see [An] , for example, for the Ferrers diagram), one obtains a partition of n´j into at most j parts having largest part at most k´1.
Lemma 2.3. For any integer ℓ ě 1, one has the following identities:
Proof. To prove (2.12), let us list all the partitions of 6ℓ into at most 2 parts having largest part at most 4ℓ, namely p4ℓ, 2ℓ, 0q, p4ℓ´1, 2ℓ`1, 0q, . . . , p3ℓ, 3ℓ, 0q.
Notice that there can't be partitions with only 1 part in the list because having largest part at most 4ℓ implies that it can't be a partition of 6ℓ. Therefore, pp4ℓ, 2, 6ℓq " ℓ`1.
By Lemma 2.2, one has that the number of partitions of 6ℓ into exactly 3 parts having the largest part at most 4ℓ is simply pp4ℓ´1, 3, 6ℓ´3q. Hence we conclude the following identity pp4ℓ, 3, 6ℓq´pℓ`1q " pp4ℓ´1, 3, 6ℓ´3q.
This proves (2.12). Similarly, to prove that (2.13), we once again use the list of partitions of 6ℓ´1 into at most 2 parts, having largest part at most 4ℓ and apply Lemma 2.2 as before. The proofs for (2.14) and (2.15) follow in this obvious manner.
By using Theorem 2.1 and Lemma 2.3, we obtain new identities that are similar to those in Theorem 2.1 which we now record below:
Theorem 2.4. For any integer ℓ ě 1, one has that pp4ℓ´1, 3, 6ℓ´3q´pp4ℓ´1, 3, 6ℓ´4q " 1, (2.16) pp4ℓ`1, 3, 6ℓq´pp4ℓ`1, 3, 6ℓ´1q " 1. (2.17) Proof. To obtain (2.16), we use (2.12) and (2.13) of Lemma 2.3 to deduce that (2.18) pp4ℓ´1, 3, 6ℓ´3q´pp4ℓ´1, 3, 6ℓ´4q " pp4ℓ, 3, 6ℓq´pp4ℓ, 3, 6ℓ´1q.
On the other hand, by (2.3) of Theorem 2.1, we know that the right hand side of (2.18) is 1, namely pp4ℓ, 3, 6ℓq´pp4ℓ, 3, 6ℓ´1q " 1, which is (2.16). Similarly, using (2.14) and (2.15) of Lemma 2.3, we obtain that pp4ℓ`1, 3, 6ℓq´pp4ℓ`1, 3, 6ℓ´1q " pp4ℓ`2, 3, 6ℓ`3q´pp4ℓ`2, 3, 6ℓ`2q`1.
However, since pp4ℓ`2, 3, 6ℓ`3q´pp4ℓ`2, 3, 6ℓ`2q " 0 by (2.3) of Theorem 2.1, this completes the proof of (2.17).
We remark that from (2.3) and (2.4) in as well.
Explicit Plethysm
To aid the readers, let us recall the plethysm decomposition for GL 2 . Let V " F 2 be a 2-dimensional vector space over a characteristic zero field F . Theorem 3.1 (Theorem 5.5 [Do] ). There is an isomorphism of GL 2 -representations
where Npj, k, nq is the coefficient of q n in the polynomial p1´qq
Here, again
is the Gaussian polynomial defined as in (2.2).
From the fact (2.1) that the generating function for ppj, k, nq is the Gaussian polynomial and by the plethysm expansion of Theorem 3.1, one has the following relation between Npj, k, nq and ppj, k, nq, namely Npj, k, nq " ppj, k, nq´ppj, k, n´1q, n ě 1.
Here, by convention, Npj, k, nq " 1 and ppj, k, nq " 1 whenever one of the values of j, k, n is zero.
Therefore all the partition identities mentioned in §2 are related to the multiplicity Npj, 3, nq. For instance, the values for (2.19) and (2.20) are precisely the multiplicities Np2ℓ, 3, 3ℓq and Np2ℓ´1, 3, 3ℓ´1q, respectively, since one has that Np2ℓ, 3, 3ℓq " pp2ℓ, 3, 3ℓq´pp2ℓ, 3, 3ℓ´1q and Np2ℓ´1, 3, 3ℓ´1q " pp2ℓ´1, 3, 3ℓq´pp2ℓ´1, 3, 3ℓ´1q.
The unimodality property of Gaussian polynomials implies that the mutiplicity Npj, k, nq is indeed a non-negative integer for 0 ď n ď t jk 2 u (see [Br] for example). The well-known symmetry of the coefficients of the Gaussian polynomial implies that Npj, k, nq is a negative integer for t jk 2 u ă n ď jk. This is related to the fact that the multiplicity Npj, k, nq in (1.5) is defined only up to the index n " tjk{2u, not all the way to n " jk.
Based on these connections, it is natural to ask if we can apply the same combinatorial arguments as before to compute the dimension formula Npj, 3, nq for all n up to t 3j 2 u for any fixed j. This is the content of Theorem 1.3 and we will rewrite the statement here: Theorem 3.2. Let j and n be non-negative integers such that 0 ď n ď t 3j 2 u. For 0 ď n ď j, one has that
Likewise, for j ă n ď t 3j 2 u, one has that
Proof. Let P pj, 3, nq be the set of all partitions of n into at most 3 parts, having largest part at most j. Therefore |P pj, 3, nq| " ppj, 3, nq. Define two subsets of P pj, 3, nq as follows:
Clearly, there is a one-to-one correspondence between P A pj, 3, nq and P B pj, 3, n´1q assigning a partition λ P P A pj, 3, nq to a partition λ 1 P P B pj, 3, nq as λ " pλ 1 , λ 2 , λ 3 q ÐÑ λ 1 " pλ 1 , λ 2 , λ 3´1 q.
Hence we have that (3.5) |P A pj, 3, nq| " |P B pj, 3, n´1q|.
Denote by P A pj, 3, nq the complement of P A pj, 3, nq in P pj, 3, nq:
P A pj, 3, nq " P pj, 3, nq´P A pj, 3, nq.
The same notation for B will be used. Then one has that |P A pj, 3, nq|´|P B pj, 3, n´1q| (3.6) "´ppj, 3, nq´|P A pj, 3, nq|¯´´ppj, 3, n´1q´|P B pj, 3, n´1q|" ppj, 3, nq´ppj, 3, n´1q " Npj, 3, nq, where in the second equality above we employ (3.5).
To prove the first claim, assume that n ď j. In this case, observe that P A pj, 3, nq consists of the partitions λ " pλ 1 , λ 2 , 0q, λ P P pj, 3, nq. More precisely, one has that (3.7) P A pj, 3, nq "
Similarly we can describe explicitly P B pj, 3, n´1q as (3.8) P B pj, 3, n´1q "
Therefore, from (3.7) and (3.8), one knows that
which together with (3.6) implies that
which proves the first case in (3.1). Now, suppose that j`1 ď n ď t 3j`1 2 u. Like (3.7) and (3.8) as above, one has, in this case, that P A pj, 3, nq "
and P B pj, 3, n´1q " tλ P P pj, 3, n´1q : λ " pn´1´2k, k, kqu , where the index k ranges from
. Here, as usual, for any real x, rxs denotes the ceiling function of x defined by rxs " mintn P Z : x ď nu. Therefore we have that
By (3.6), one obtains for j`1 ď n ď t 3j`1 2 u that Npj, 3, nq " |P A pj, 3, nq|´|P B pj, 3, n´1q|
This is indeed the second case of (3.2).
For the purpose of Satake inversion (see §4.1), it would be useful to have simpler expression for the values of Npj, 3, nq in (3.1) and (3.2). Separating n into residue classes modulo 6, we arrive at the following corollary:
Corollary 3.3. For fixed j, we let n " 6a´b with b P t0, 1, 2, 3, 4, 5u. For 0 ď n ď j, one has that
Similarly, for j`1 ď n ď t 3j 2 u, one has that
for odd j and
for even j.
As we remarked in the introduction, the identities in Theorem 2.1 and Theorem 2.4 can be indeed followed by Corollary 3.3. For example, the identity (2.16), namely, pp4ℓ´1, 3, 6ℓ´3q´pp4ℓ´1, 3, 6ℓ´4q " 1 is equivalent to the fact Np4ℓ´1, 3, 6ℓ´3q " 1. Therefore we set j " 4ℓ´1, a " ℓ and b " 3 in (3.12) which gives in turn Np4ℓ´1, 3, 6ℓ´3q " p4ℓ´1q`1 2´2 ℓ`1 " 1.
Using the formula for Npj, 3, nq, one can build a formula for Npj, 4, nq in terms of values for Npj, 3, nq in a recursive way: Theorem 3.4. Let j and n be non-negative integers such that 0 ď n ď 2j. For 0 ď n ď j, we obtain that (3.14)
Npj, 4, nq "
Similarly, for j ă n ď 2j, one has that
Npn, 3, sq.
Proof. Suppose that 0 ď n ď 2j and let s be an integer with 0 ď s ď t n 4
u. Then note that the number of partitions of n into at most 4 parts, having the smallest part s and largest part at most j is equal to ppj´s, 3, n´4sq. One can easily check this from the Ferrers diagram: Consider Ferrers diagram for a partition λ " pλ 1 , λ 2 , λ 3 q of n´4s into at most 3 parts, having largest part at most j´s. In other words, j´s ě λ 1 ě λ 2 ě λ 3 ě 0. One then obtains a partition λ 1 " pλ 1`s , λ 2`s , λ 3`s , sq by adding s dots in the first three rows and adding the fourth row with s dots. Then clearly λ 1 is a partition of n into at most 4 parts, having the smallest part s and largest part at most j. Therefore we obtain the following recursion formula:
Npj´s, 3, n´4sq. Now, if 0 ď n ď j then j´s ě n´4s for all 0 ď s ď t n 4 u. Therefore from (3.1), one knows that Npj´s, 3, n´4sq " Npj, 3, n´4sq
for all 0 ď s ď t n 4 u. Hence Npj, 4, nq can be written
which is the desired recurrence relation (3.14) for the first case.
To prove the second case (3.15), assume that j ă n ď 2j. Note that the number of partitions of n into at most 4 parts, having largest part s is equal to pps, 3, n´sq. As before, this is clear from the Ferrers diagram: Consider Ferrers diagram of a partition λ " ps, λ 2 , λ 3 , λ 4 q of n into at most 4 parts, having largest part s. Remove the first row, namely the largest part s. Then the resulting partition λ 1 " pλ 2 , λ 3 , λ 4 q will be a partition of n´s into at most 3 parts, having largest part at most s.
Since the number of partitions of n into at most 4 parts is equal to ppn, 4, nq, for j ă n ď 2j, we have that
Nps, 3, n´sq
Npn, 3, n´sq, (3.16) where in (3.16), we used the fact Nps, 3, n´sq " Npn, 3, n´sq by (3.1), since n´s ď s ď n for all j`1 ď s ď n. By changing variable s to n´s, we can rewrite (3.16) as (3.17) Npj, 4, nq " Npn, 4, nq´n´j´1 ÿ
Npn, 3, sq, which completes our proof of (3.15), after substituting ř t n 4 u s"0 Npn, 3, n´4sq for Npn, 4, nq by using (3.14).
Corollary 3.5. Let j and n be non-negative integers such that 0 ď n ď 2j. For 0 ď n ď j, we have that
Proof. Recall the fact (3.1) which states that
as long as s ď w. Hence the corollary follows simply from evaluating the values in Theorem 3.4 by using the results in Theorem 3.2.
Similar to the values for Npj, 3, nq in Corollary 3.3, we found an expression for Npj, 4, nq in terms of the residue classes of n modulo 12. However, we record it only for the case 0 ď n ď j here. We could only find a recursive and complicated formula for Npj, 4, nq for j ă n ď 2j.
Corollary 3.6. Let j and n be non-negative integers such that 0 ď n ď j. If n is even, namely n " 12a`2b, b P t0, 1, 2, 3, 4, 5u, one has that
For odd n, one can compute Npj, 4, nq by the following relation
together with (3.20).
Proof. Assume that 0 ď n ď j. For even n, let n " 12a`2b, b P t0, 1, 2, 3, 4, 5u.
To derive (3.20), we have to compute them case by case. If n " 12a, then by
where we apply (3.14) and change the variable s to 3a´s in the first and the last equality, respectively. Moreover, one has that
where in the second equality we employ (3.11). This implies our first case (3.20). Similarly, we have that Npj, 4, 12a`2q " p3a`1qpa`1q. To prove the remaining cases, one uses the following useful fact:
where we employ (3.14). Therefore (3.22) provides the recursive expression for Npj, 4, nq in terms of Npj, 3, nq and Npj, 4, n´4q, where n " 12a`2b with b P t2, 3, 4, 5u. Moreover one knows the values of Npj, 3, 12a`2bq from (3.11). This completes the proof for even n.
By (3.14), one knows that the values for Npj, 4, nq depend only on the values for Npj, 3, nq. Therefore proving (3.21) is equivalent to prove (3.23) Npj, 3, nq " Npj, 3, n´3q for odd n. However, (3.23) can be easily verified by the results in Corollary 3.3: Note that Npj, 3, 6a`1q " Npj, 3, 6a´2q " a. Also check that Npj, 3, 6a`3q " Npj, 3, 6aq and Npj, 3, 6a`5q " Npj, 3, 6a`2q. Therefore (3.23) indeed holds for odd n.
Application to explicit Satake inversion
The explicit multiplicity formula for Npj, k, nq can be used to invert the Satake isomorphism for GL 2 explicitly. Before we move on further, let us recall some basic properties of the Satake isomorphism. We restrict our attention to GL 2 in this paper.
Let F be a non-archimedean local field with ring of integers o and let K " GL 2 poq ď GL 2 pF q. Let p be the unique prime ideal of o and fix a generator ̟ of p. We let q be the residue degree of F , so q " |o{p| " |̟|´1. Theorem 4.2 (Satake). There is an isomorphism of algebras
where S 2 is the symmetric group of order 2 and it acts via switching t 1 and t 2 .
One can enlarge the domain of the Satake isomorphim to obtain an algebra isomorphism
Here the subscript ac denotes the space of functions that are almost compactly supported, in other words, when restricted to a subset of GL 2 pF q with determinant lying in a compact subset of Fˆthey are compactly supported. In applications, the following problem often arises:
Problem 4.3. Given a "natural" power series in t˘1 1 , t˘1 2 , give S´1 of it explicitly.
Then LpSym k q P C 8 ac pGL 2 pF q{{Kq. We refer the readers to [G, §5] , for example, for details in a more general setting.
If π is an unramified admissible representation of GL 2 pF q, then LpSym k q gives the symmetric kth powers L-function for GL 2 in the following way:
for Repsq large enough. Here | det | s π :" π s for complex s (see [G] for details, for example). The function LpSym k q is refered to as the basic function attached to the symmetric kth power L-function of GL 2 . One would like to compute LpSym k q as explicit as possible. Using the plethysm decomposition (1.5) and the fact that S is an algebra homomorphism, we can rewrite LpSym k q in (4.2) as
(4.4)
So to compute LpSym k q, we will compute Npj, k, nq and S´1`Sym jk´2n pt 1 , t 2 q b pt 1 t 2 q jk´n˘.
The later problem has an easy solution.
To ease the notation, for any m ě 1 and i P Z, we let (4.5)
for short. Here ½ X is the usual characteristic function of X.
The following lemmea is well-known, but we explain here to derive it from standard references.
Lemma 4.4. With notation in (4.5), one has that for any m ě 1 and i P Z,
Proof. Since S is an algebra homomorphism, it suffices to prove that q m{2 S´1pSym m pt 1 , t 2" ½ m and S´1ppt 1 t 2 q i q " ½ i,i .
(4.7)
From [Bu, Proposition 4.6 .6], we first recall that
1 pt 1 , t 2" ½ 1 and S´1pt 1 t 2 q " ½ 1,1 .
(4.8)
Moreover, a simple calculation shows
where p½ 1,1 q i denotes the ith fold convolution. Since S is an algebra homomorphism,
To prove the first assertion in (4.7), one recalls from [Bu, Proposition 4.6 .4] the following recurrence relation
(4.10) Using (4.10), we prove the first assertion of (4.7) by induction on m. The base step follows from (4.8). Assume that
From (4.10) and the fact S is an algebra homomorphism, one has that
where the last equality is a direct computation using the polynomial expression for
This completes our induction process and the proof.
Theorem 4.5 and Theorem 4.6 follow from Theorem 3.2 and Theorem 3.4, respectively, by applying Lemma 4.4: Theorem 4.5. For any fixed j, let T j be the Hecke operators given by
Proof. From (4.6), we know that S´1`Sym 3j´2n pt 1 , t 2 q b pt 1 t 2 q 3j´n˘" q´3 j{2`n ½ 3j´2n˚½3j´n,3j´n .
(4.11)
Combining the explicit multiplicity formula for Npj, 3, nq computed as in (3.1) and (3.2), the inner sum in (4.4) for k " 3 can be written as hich is q´3 j{2 T j by the definition of T j . Therefore we have that Proof. Again (4.6) gives that S´1`Sym 4j´2n pt 1 , t 2 q b pt 1 t 2 q 4j´n˘" q´2 j`n ½ 4j´2n˚½4j´n,4j´n .
(4.13)
For k " 4, the inner sum in (4.4) can be written as then follows.
Before closing, it is worth pointing out that, in his recent paper [Gu] , Guerreiro constructed an explicit inversion formula for the p-adic Whittaker transform on GL 2 pQ p q and use it to obtain an integral representations of the local L-factors L p ps, π, Sym k q for Lps, π, Sym k q associated to an irreducible automorphic representation π of GL 2 pA Q q for the case k " 3 and k " 4. Here as usual A Q is the ring of adelés of Q.
Our results in this section however provide an alternative way to invert the Satake transform explicitly. The approach used in this paper is heavily relied on combinatorial methods which are, in fact, quite different from that of computing the residues of the local L-factors to study the inverse Satake transform.
