We define a cocycle on GL n (Q) using Shintani's method. This construction is closely related to earlier work of Solomon and Hill, but differs in that the cocycle property is achieved through the introduction of an auxiliary perturbation vector Q. As a corollary of our result we obtain a new proof of a theorem of Diaz y Diaz and Friedman on signed fundamental domains, and give a cohomological reformulation of Shintani's proof of the Klingen-Siegel rationality theorem on partial zeta functions of totally real fields.
Introduction
In this paper, we study a certain "Eisenstein cocycle" on GL n (Q) defined using Shintani's method. Our construction follows previous works of Solomon, Hu, Hill, Spiess, and Steele in this direction ([So1] , [HS] , [Hi] , [Sp2] , [Stee] ).
We study three main themes in this paper. First, we define an (n−1)-cocycle on GL n (Q) valued in a certain space of power series denoted R((z))
hd . The basic idea of defining a cocycle using Shintani's method is well-known ; the value of the cocycle on a tuple of matrices is the Shintani-Solomon generating series associated to the simplicial cone whose generators are the images of a fixed vector under the action of these matrices. The difficulty in defining a cocycle stems from two issues : choosing which boundary faces to include in the definition of the cone, and dealing with degenerate situations when the generators of the cone do not lie in general position. Hill's method is to embed R n into a certain ordered field with n indeterminates, and to perturb the generators of the cone using these indeterminates so that the resulting vectors are always in general position. The papers [Stee] and [Sp2] use Hill's method. Our method is related, but somewhat different. We choose an auxiliary irrational vector Q ∈ R n and include a face of the simplicial cone if perturbing the face by this vector brings it into the interior of the cone. We learned during the writing of this paper that this perturbation idea was studied much earlier by Colmez in unpublished work for the purpose of constructing Shintani domains [Co3] . Colmez's technique was used by Diaz y Diaz and Friedman in [DDF] . However the application of this method to the cocycle property appears to be novel.
Using formulas of Shintani and Solomon, we prove that the cocycle we construct specializes under the cap product with certain homology classes to yield the special values of partial zeta functions of totally real fields of degree n at nonpositive integers. This is a cohomological reformulation of Shintani's calculation of these special values and his resulting proof of the Klingen-Siegel theorem on their rationality.
In 1993, Sczech introduced in [Sc2] an Eisenstein cocycle on GL n (Q) that enabled him to give another proof of the Klingen-Siegel theorem. Our second main result is that the cocycles defined using Shintani's method and Sczech's method are in fact cohomologous. The fact that such a result should hold has long been suspected by experts in the field ; all previous attempts were restricted to the case n = 2 (see for instance [Sc3] , [So2, §7] or [Hi, §5] ). One technicality is that the cocycles are naturally defined with values in different modules, so we first define a common module where the cocycles can be compared, and then we provide an explicit coboundary relating them.
The third and final theme explored in this paper is a smoothing process that allows for the definition of an integral version of the Shintani cocycle. The smoothing method was introduced in our earlier paper [CD] , where we defined an integral version of the Eisenstein cocycle constructed by Sczech. The integrality property of the smoothed cocycles has strong arithmetic consequences. We showed in [CD] that one can use the smoothed Sczech-Eisenstein cocycle to construct the p-adic L-functions of totally real fields and furthermore to study the analytic behavior of these p-adic L-functions at s = 0. In particular, we showed using work of Spiess [Sp1] that the order of vanishing of these p-adic L-functions at s = 0 is at least equal to the expected one, as conjectured by Gross in [Gr] . The formal nature of our proofs implies that these arithmetic results could be deduced entirely from the integral version of the Shintani cocycle constructed in this paper. In future work, we will explore further the leading terms of these p-adic L-functions at s = 0 using our cohomological method [DS] .
We conclude the introduction by stating our results in greater detail and indicating the direction of the proofs. Sections 3 and 4 both rely on Sections 1 and 2 but are independent from each other. Only Section 4 uses results from the earlier paper [CD] .
Q-perturbation, cocycle condition and fundamental domains
Fix an integer n ≥ 2, and let Γ = GL n (Q). Let K denote the abelian group of functions on R n generated by the characteristic functions of rational open simplicial cones, i.e. sets of the form R >0 v 1 + R >0 v 2 + · · · + R >0 v r with linearly independent v i ∈ Q n . Let R n Irr ⊂ R n denote the set of vectors with the property that their n components are linearly independent over Q. Let Q denote the set of equivalence classes of R n Irr under multiplication by R >0 .
Given an n-tuple of matrices A = (A 1 , . . . , A n ) ∈ Γ n , we let σ i ∈ Q n denote the leftmost column of A i , i.e. the image under A i of the first standard basis vector. (In fact replacing this basis vector by any nonzero vector in Q n would suffice.) Fixing Q ∈ R n Irr , we define an element Φ Sh (A, Q) ∈ K as follows. If the σ i are linearly dependent, we simply let Φ Sh (A, Q) = 0. If the σ i are linearly independent, we define Φ Sh (A, Q) ∈ K to be the characteristic function of the simplicial cone C = C(σ 1 , . . . , σ n ) and some of its boundary faces, multiplied by sgn(det(σ 1 , . . . , σ n )). A boundary face is included if translation of an element of that face by a small positive multiple of Q moves the element into the interior of C. The property Q ∈ R n Irr ensures that Q does not lie in any face of the cone, and hence translation by a small multiple of Q moves any element of a face into either the interior or exterior of the cone. The definition of Φ Sh (A, Q) depends on Q only up to its image in Q.
Our first key result is the following cocycle property of Φ Sh (see Theorems 1.1 and 1.6). The function n i=0 (−1) i Φ Sh (A 0 , . . . ,Â i , . . . , A n , Q)
lies in the subgroup L ⊂ K generated by characteristic functions of wedges, i.e. sets of the form Rv 1 + R >0 v 2 + · · · + R >0 v r for some r ≥ 1 and linearly independent v i ∈ Q n . We conclude that the function Φ Sh defines a homogeneous (n − 1)-cocycle on Γ valued in the space N of functions Q → K/L.
Along the way we note that if the σ i are all in the positive orthant of R n , then in fact the function (1) vanishes. As a result we obtain another proof of the main theorem of [DDF] , which gives an explicit signed fundamental domain for the action of the group of totally positive units in a totally real field of degree n on the positive orthant. In the language of [Sp2] , we show that the specialization of Φ Sh to the unit group is a Shintani cocycle (see Theorem 1.5 below).
Using this result and Shintani's explicit formulas for the special values of zeta functions associated to simplicial cones, we recover the following classical result originally proved by Klingen and Siegel. Let F be a totally real field, and let a and f be relatively prime integral ideals of F . The partial zeta function of F associated to the narrow ray class of a modulo f is defined by
Here the sum ranges over integral ideals b ⊂ F equivalent to a in the narrow ray class group modulo f, which we denote G f . The function ζ f (a, s) has a meromorphic continuation to C, with only a simple pole at s = 1.
Theorem 1. The values ζ f (a, −k) for integers k ≥ 0 are rational.
We prove Theorem 1 by showing that
where
is a certain homology class depending on a, f, and k, and the indicated pairing is the cap product
See Theorem 2.10 below for a precise statement. Combined with a rationality property of our cocycle (Theorem 2.9) that implies that the cap product Φ Sh , Z k lies in Q, we deduce the desired result. Our proof of Theorem 1 is simply a cohomological reformulation of Shintani's original argument. However, our construction has the benefit that we give an explicit signed fundamental domain. This latter feature is useful for computations and served as a motivation for [DDF] as well.
Comparison with the Sczech cocycle
Sczech's proof of Theorem 1 is deduced from an identity similar to (3), but involving a different cocycle. It leads to explicit formulas in terms of Bernoulli numbers that resemble those of Shintani in [Sh] . A natural question that emerges is whether a direct comparison of the two constructions is possible. Our next result, stated precisely in Theorem 3.1, is a proof that the cocycle on Γ defined in Sections 1 and 2 using Shintani's method is cohomologous (after projecting to the +1-eigenspace for the action of {±1} on Q) to the cocycle defined by Sczech, up to a simple and minor error term. Rather than describing the details of Sczech's construction in this introduction, we content ourselves with explaining the combinatorial mechanism enabling the proof, with an informal discussion in the language of [Sc1, §2.2] .
For n vectors τ 1 , . . . , τ n ∈ C n , define a rational function of a variable x ∈ C n by
Given an n-tuple of matrices A = (A 1 , . . . , A n ) ∈ Γ n , denote by A ij the jth column of the matrix A i . The function f satisfies a cocycle property (see (53) ) that implies that the assignment A → α(A) := f (A 11 , A 21 , . . . , A n1 ) defines a homogeneous (n − 1)-cocycle on Γ valued in the space of functions on Zariski open subsets of C n . The rational function α(A) is not defined on the hyperplanes x, A i1 = 0.
Alternatively we consider, for each x ∈ C n − {0}, the index w i = w i (A, x) giving the leftmost column of A i not orthogonal to x. The function β(A)(x) = f (A 1w 1 , . . . , A nwn )(x) is then defined on C n −{0}, and the assignment A → β(A) can also be viewed as a homogeneous (n − 1)-cocycle on Γ.
Using an explicit computation, we show that the function α corresponds to our Shintani cocycle (Proposition 3.10), whereas the function β yields Sczech's cocycle (Proposition 3.9). A coboundary relating α and β is then given as follows. Let A = (A 1 , . . . , A n−1 ) ∈ Γ n−1 , and define for i = 1, . . . , n − 1 :
In the case n = 2, this recovers Sczech's formula [Sc1, Page 371] .
Smoothing and applications to classical and p-adic L-functions
In Section 4, we fix a prime ℓ and we introduce a smoothed version Φ Sh,ℓ of the Shintani cocycle, essentially by taking a difference between Φ Sh and a version of the same shifted by a matrix of determinant ℓ. The smoothed cocycle is defined on an arithmetic subgroup Γ ℓ ⊂ Γ and shown to satisfy an integrality property (Theorem 4.7).
Through the connection of the Shintani cocycle to zeta values given by (3), this integrality property translates as in [CD] into corresponding results about special values of zeta functions. For the interest of the reader, we have included the statements of these arithmetic results in this introduction. For the proofs we refer the reader to [CD] , where these applications were already presented.
Our first arithmetic application of the smoothed cocycle is the following integral refinement of Theorem 1, originally due to Pi. Cassou-Noguès [Ca] and Deligne-Ribet [DR] .
Theorem 2. Let c be an integral ideal of F relatively prime to f and let ℓ = Nc. The smoothed zeta function
assumes values in Z[1/ℓ] at nonpositive integers s.
Cassou-Noguès' proof of Theorem 2 is a refinement of Shintani's method under the assumption that O F /c is cyclic. The proof of Theorem 2 that follows from the constructions in this paper is essentially a cohomological reformulation of Cassou-Noguès' argument. For simplicity we assume further that ℓ = Nc is prime. One can define a modified version of the homology class [CD] restated in Theorem 4.7 below implies that the cap product Φ Sh,ℓ , Z k,ℓ lies in Z[1/ℓ], thereby completing the proof of Theorem 2.
The final arithmetic application of our results regards the study of the p-adic L-functions associated to abelian characters of the totally real field F . Let ψ : Gal(F /F ) −→ Q * be a totally even finite order character. Fix embeddings Q ֒→ C and Q ֒→ Q p , so that ψ can be viewed as taking values in C or
Using the integrality properties of our cocycle Φ Sh,ℓ , one recovers the following theorem of Cassou-Noguès [Ca] , Barsky [Bs] and Deligne-Ribet [DR] .
for integers k ≥ 1, where L * denotes the classical L-function with Euler factors at the primes dividing p removed. The function L p is analytic if ψ = 1. If ψ = 1, there is at most a simple pole at s = 1 and no other poles. Now consider the totally odd character χ = ψω −1 , and let r χ denote the number of primes p of F above p such that χ(p) = 1. In [Gr] , Gross proposed the following :
Combining our cohomological construction of the p-adic L-function with Spiess's formalism, one obtains the following partial result towards Gross's conjecture : †. As usual, replace µ p−1 by {±1} when p = 2.
Theorem 4. We have
In the case p > 2, the result of Theorem 4 was already known from Wiles' proof of the Iwasawa Main Conjecture [Wi] . Our method contrasts with that of Wiles in that it is purely analytic ; we calculate the kth derivative of L c,p (χω, s) at s = 0 and show that it equals the cap product of a cohomology class derived from Φ Sh,ℓ with a certain homology class denoted Z log k . Spiess' theorem that the classes Z log k vanish for k < r χ then concludes the proof. Our method applies equally well when p = 2.
Spiess proved Theorem 4 as well using his formalism and his alternate construction of a Shintani cocycle [Sp2] . Note that our cocycle Φ Sh is "universal" in the sense that it is defined on the group Γ = GL n (Q), whereas the cocycles defined by Spiess are restricted to subgroups arising from unit groups in totally real number fields. (See Section 2.1 below, where we describe how our universal cocycle Φ Sh can be specialized to yield cocycles defined on unit groups. ) We should stress that while our proofs of Theorems 1, 2 and 3 are merely cohomological reformulations of the works of Shintani [Sh] and Cassou-Noguès [Ca] , the proof of Theorem 4 relies essentially on the present cohomological construction and Spiess' theorems on cohomological p-adic L-functions. In upcoming work we explore further the application of the cohomological method towards the leading terms of p-adic L-functions at s = 0 and their relationship to Gross-Stark units [DS] .
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1 The Shintani cocycle
Colmez perturbation
Consider linearly independent vectors v 1 , . . . , v n ∈ R m . The open cone generated by the v i is the set
We denote the characteristic function of this open cone by 1 C(v 1 ,...,vn) . By convention, when n = 0, we define C(∅) = {0}. Let K R denote the abelian group of functions R m → Z generated by the characteristic functions of such open cones.
Fix now a subspace V ⊂ R m spanned by arbitrary vectors v 1 , . . . , v n ∈ R m , and an auxiliary vector Q ∈ R m . We define a function c Q (v 1 , . . . , v n ) ∈ K R as follows. If the v i are linearly dependent, then c Q (v 1 , . . . , v n ) = 0. If the v i are linearly independent, we impose the further condition that Q ∈ V but that Q is not in the R-linear span of any subset of n − 1 of the v i . The function c Q (v 1 , . . . , v n ) is defined to be the characteristic function of C Q (v 1 , . . . , v n ), which is the disjoint union of the open cone C(v 1 , . . . , v n ) and some of its boundary faces (of all dimensions, including 0). A boundary face of the open cone C is included in C Q if translation of an element of the face by a small positive multiple of Q sends that element into the interior of C. Formally, we have :
The limit in (5) is easily seen to exist and is given explicitly as follows. If w ∈ V , then c Q (v 1 , . . . , v n )(w) = 0. On the other hand if
Let us give one more characterization of this "Q-perturbation process" that will be useful for future calculations. For simplicity we suppose m = n and that the vectors v i are linearly independent. We denote by σ the n × n matrix whose columns are the vectors v i . For each subset I ⊂ {1, . . . , n}, we have the open cone C I = C(v i : i ∈ I). The weight of this cone (equal to 0 or 1) in the disjoint union C Q is given as follows. Let d = |I|. The d-dimensional subspace containing the cone C I can be expressed as the intersection of the n−d codimension 1 hyperplanes determined by v * i = 0, for i ∈ I = {1, . . . , n} − I. Here {v * i } is the dual basis to the v i . Under the usual inner product on R n , the v * i are the columns of the matrix σ −t . Each hyperplane v * i = 0 divides its complement into a plus part and minus part, namely the half-space containing the cone C(v 1 , . . . , v n ) and the half-space not containing the cone (as an inequality, w, v * i > 0 or < 0). The weight of C I is equal to 1 if Q lies in the totally positive region defined by these hyperplanes, i.e. if Q, v * i > 0 for all i ∈ I. Otherwise, the weight of C I is 0. In summary,
Note that this formula is valid for d = n as well, with the standard convention that empty products are equal to 1.
Cocycle relation
We now derive a cocycle relation satisfied by the functions c Q . Let v 1 , . . . , v n ∈ R m be linearly independent vectors, with n ≥ 1. A set of the form
Let L R = L R (R m ) ⊂ K R be the subgroup generated by the functions 1 L for all wedges L.
Theorem 1.1. Let n ≥ 1, and let v 0 , . . . , v n ∈ R m be nonzero vectors spanning a subspace V of dimension at most n. Let Q ∈ V be a vector not contained in the span of any subset of n − 1 of the v i . Let B denote a fixed ordered basis of V and define for each i the orientation
where the written matrix gives the representation of the vectors v j in terms of the basis B, for j = i. Then
Furthermore, if each v i lies in the totally positive orthant (R >0 ) m , then in fact
Démonstration. We prove the result by induction on n. For the base case n = 1, the argument for the "general position" case below gives the desired result ; alternatively one can check the result in this case by hand. For the inductive step, note first that the result is trivially true by the definition of c Q unless dim V = n. We therefore suppose this holds and consider two cases.
Case 1 : The v i are in general position in V , i.e. any subset of {v 0 , . . . , v n } of size n spans V . For any w ∈ V , it then follows from our assumption on Q that for ǫ > 0 small enough, the set {v 0 , . . . , v n , w + ǫQ} is in general position in V . In view of the definition of c Q given in (5), Proposition 2 of [Hi] therefore implies that the left side of (9) is a constant function on V taking the value d(v 0 , . . . , v n ) defined as follows. Let λ i for i = 0, . . . , n be nonzero constants such that n i=0 λ i v i = 0. The λ i are well-defined up to a simultaneous scalar multiplication. Then
One readily checks that right side of (10) ′ denote the (n − 1)-dimensional space spanned by these n vectors. Denote by π ′ : V → V ′ and π : V → R the projections according to the direct sum decomposition V = V ′ ⊕ Rv n . We claim that for i = 0, . . . , n − 1 and w ∈ V , we have
. . , v n are linearly dependent, then under our conditions we necessarily have that v 0 , . . . ,v i , . . . , v n−1 are linearly dependent, and both sides of (11) are zero. Therefore suppose that the vectors v 0 , . . . ,v i , . . . , v n are linearly independent, in which case v 0 , . . . ,v i , . . . , v n−1 are clearly linearly independent as well, and hence span V ′ . Furthermore π ′ (Q) ∈ V ′ satisfies the condition that it is not contained in the span of any subset of n − 2 of these vectors, or else Q would lie in the span of n − 1 of the original vectors v 0 , . . . , v n ; hence the right side of (11) is well-defined. Equation (11) now follows directly from the interpretation of the function c Q given in (6).
To deal with the orientations note that if B ′ is any other basis of V , then
We therefore choose for convenience a basis B ′ for V whose last element is the vector v n . Using (11) and (12) and the fact that c Q (v 0 , . . . , v n−1 ) = 0 since v 0 , . . . , v n−1 are linearly dependent, we calculate
Now if we let B ′′ be the basis of V ′ given by the image of the first n − 1 elements of
Therefore the function ℓ Q can be written
This is the exact form for which we can use the inductive hypothesis to conclude that ℓ Q ∈ L R (V ′ ) and ℓ Q = 0 if each v i lies in the totally positive orthant. It is readily checked that this implies that ℓ Q g Q ∈ L R (V ) as desired (and ℓ Q g Q = 0 if each v i lies in the totally positive orthant).
Signed fundamental domains
In this section we show that Theorem 1.1 can be combined with a result of Colmez to deduce a theorem of Diaz y Diaz and Friedman on the existence of signed Shintani domains. We use this result in the proof of Theorem 2.10 in order to relate our cocycle to the special values of partial zeta functions.
Consider the totally positive orthant (R >0 ) n ⊂ R n , which forms a group under the operation * of componentwise multiplication. Let D = {x ∈ (R >0 )
n : x 1 x 2 · · · x n = 1}. Let U ⊂ D denote a subgroup that is discrete and free of rank n − 1. The goal of this section is to determine an explicit fundamental domain for the action of U on the totally positive orthant in terms of an ordered basis {u 1 , . . . , u n−1 } for U.
Define the orientation
where u ij denotes the jth coordinate of u i . For each permutation σ ∈ S n−1 let
(so by convention v 1,σ = (1, 1, . . . , 1) for all σ). Define
We choose for our perturbation vector the coordinate basis vector e n = (0, 0, . . . , 0, 1), and assume that e n satisfies the property that it does not lie in the R-linear span of any (n − 1) of elements of U. Note that the action of U preserves the ray R >0 e n . Theorem 1.2 (Colmez, [Co1] , Lemme 2.2). If w σ = 1 for all σ ∈ S n−1 , then
is a fundamental domain for the action of U on the totally positive orthant (R >0 ) n . In other words, we have
Remark 1.3. Note that each of the vectors v i,σ lies in the positive orthant, so each open cone C(v i 1 ,σ , . . . , v ir,σ ) is contained in the positive orthant when r ≥ 1. Furthermore, e n lies along a coordinate axis and is not contained in
The following generalization was recently proved by Diaz y Diaz and Friedman using topological degree theory. We will show that the cocycle property of c Q proved in Theorem 1.1 allows one to deduce their theorem from the earlier result of Colmez. Note that our proof of the theorem relies upon Colmez's theorem, whereas the proof of Diaz y Diaz and Friedman recovers it.
Note that when each a i = 1 and the C i are disjoint, the set ⊔ i C i is a fundamental domain in the usual sense. Theorem 1.5 (Diaz y Diaz-Friedman, [DDF] , Theorem 1). The formal linear combination
is a signed fundamental domain for the action of U on (R >0 ) n , i.e.
Démonstration. Colmez proved the existence of a finite index subgroup V ⊂ U such that the condition w σ = 1 for all σ holds for some basis of V (see [Co1] , Lemme 2.1). Fix such a subgroup V. Our technique is to reduce the desired result for U to the result for V , which is given by Colmez's theorem. Endow the abelian group K R with an action of U by
The key point of our proof is the construction of a cohomology class
The U-invariance of φ U follows from the definition of c en given in (5) along with the abovenoted property that the action of U preserves R >0 e n . The fact that φ U satisfies the cocycle property
is given by Theorem 1.1, since the v i lie in the positive orthant. We let [φ U ] ∈ H n−1 (U, K R ) be the cohomology class represented by the homogeneous cocycle φ U .
The basis u 1 , . . . , u n−1 of U gives an explicit element α U ∈ H n−1 (U, Z) ∼ = Z as follows. We represent homology classes by the standard projective resolution C * (U) = Z[U * +1 ] of Z, and let α U be the class represented by the cycle
It is a standard calculation that dα(u 1 , . . . , u n−1 ) = 0 and that the cohomology class α U represented by α(u 1 , . . . , u n−1 ) depends only on U and not the chosen basis u 1 , . . . , u n−1 (see [Sc2, Lemma 5] ). The image of ([φ U ], α U ) under the cap product pairing
is by definition the image of the function
Let J denote the group of functions (R >0 ) n −→ Z, which is endowed with an action of U as in (16). Denote by Σ U : K R,U → J U the map defined by
Note that the sum (19) is locally finite by the following standard compactness argument. The action of U preserves the product of the coordinates of a vector, and applying log to the coordinates sends the surface {x 1 · · · x n = constant} to a hyperplane. In this hyperplane, the image of a cone is bounded, and the action of U is translation by a lattice. Given a point x, only finitely many lattice points can translate x into the bounded region corresponding to a cone. Now Σ U (φ U ∩ α U ) ∈ J U is by definition the function on the left side of (15), namely
It remains to analyze this picture when U is replaced by its finite index subgroup V chosen at the outset of the proof. General properties of group cohomology (see [Br, ) yield a commutative diagram :
The desired result now follows from the fact that Σ V (φ V ∩α V ) = 1 := 1 (R >0 ) n by Colmez's theorem, along with
Equation (20) is proven in [Br, Sect. III, Prop. 9 .5], whereas (21) and (22) are obvious.
The Shintani cocycle on GL n (Q)
Recall the notation Γ = GL n (Q). In this section we define a Shintani cocycle Φ Sh on Γ. This cocycle will be directly related to the cocycles φ U defined in the previous section ; however, since our cocycle will be defined on the full group Γ rather than the simpler groups U ⊂ D in the positive orthant, we will need to consider the quotient K R /L R rather than K R (cf. definition (8) and the appearance of L R in Theorem 1.1). The relationship between Φ Sh and the φ U in our cases of interest will be stated precisely in Section 2.1 below.
Let R n Irr denote the set of elements in R n (viewed as row vectors) whose components are linearly independent over Q, i.e. the set of vectors Q such that Q · x = 0 for nonzero x ∈ Q n . The set R n Irr is a right Γ-set by the action of right multiplication ; we turn this into a left action by multiplication on the right by the transpose (i.e. γ · Q := Qγ t ). Note that any Q ∈ R n Irr satisfies the property that it does not lie in the R-linear span of any n − 1 vectors in Q n ⊂ R n . The elements of R n Irr will therefore serve as our set of auxiliary perturbation vectors as employed in Section 1.1.
† We let Q = R n Irr /R >0 , the set of equivalence class of elements of R 
The abelian group K is naturally endowed with a left Γ-module structure via
and L is a Γ-submodule of K. Let N denote the abelian group of maps Q −→ K/L. This space is endowed with a Γ-action given by (γf )(Q) = γf (γ −1 Q). We now define a homogeneous cocycle
To orient the reader who may be familiar with the notation of [Co3] or [DDF] in which one takes Q = e n = (0, 0, . . . , 0, 1) as in Section 1.3, one goes from this vector to an element of our R n Irr by applying a change of basis given by the image in R n of a basis of a totally real field F of degree n. Our notation allows for rational cones C and irrational perturbation vectors Q rather than the reverse. This is convenient for comparison with Sczech's cocycle, in which one also chooses a vector Q ∈ R n Irr . See Section 2.1 and in particular (26) for more details.
with c Q as in (5).
Démonstration. The fact that Φ Sh is Γ-invariant follows directly from the definitions. In K, the cocycle property
follows from Theorem 1.1 using for B the standard basis of R n .
Denote by [Φ Sh ] ∈ H n−1 (Γ, N ) the cohomology class represented by the homogeneous cocycle Φ Sh .
Applications to Zeta Functions

Totally real fields
Let F be a totally real field of degree n, and denote by J 1 , . . . , J n :
We denote the action of F * on R n via composition with J and componentwise multiplication by (x, v) → x * v. Let U denote a subgroup of finite index in the group of totally positive units in O * F . We can apply the discussion of Section 1.3 on fundamental domains to the group J(U) ⊂ D.
Note that e n = (0, 0, . . . , 0, 1) satisfies the property that it does not lie in the R-linear span of any n − 1 elements of the form J(u) for u ∈ F * . Indeed, given u 1 , . . . , u n−1 ∈ F * , there exists an x ∈ F * such that Tr F/Q (xu i ) = 0 for all i = 1, . . . , n − 1. Dot product with J(x) defines an R-linear functional on R n that vanishes on the J(u i ) but not on e n , proving the claim.
In this section we explain the relationship between the class [Φ Sh ] and the class [φ U ] defined in Section 1.3 (where we write φ U for φ J(U ) ). Choosing a Z-basis w = (w 1 , w 2 , . . . , w n ) of O F yields an embedding ρ w : F * → Γ given by
Pullback by ρ w (i.e. restriction) yields a class ρ * w Φ Sh ∈ H n−1 (U, N ). Denote by J(w) ∈ GL n (R) the matrix given by J(w) ij = J i (w j ). Note that if we let diag(J(u)) be the diagonal matrix with diagonal entries J i (u), then
Let
The vector Q is the image under J n of the dual basis to w under the trace pairing F ×F → Q, (x, y) → Tr F/Q (xy). In particular, Q is an element of R n Irr . Furthermore, (25) and (26) yield Qρ w (x) t = J n (x)Q for x ∈ F * , which implies that the image of Q in Q is invariant under the action of U. We can therefore view Q as an element of H 0 (U, Z[Q]). In conjunction with the canonical map N × Q → K/L given by (f, Q) → f (Q), the cup product gives a map
In fact, this relationship holds on the level of cocycles as follows. For any x ∈ F * , we define a modified cocycle Φ Sh,x ∈ Z n−1 (Γ, N ) by letting γ = ρ w (x) −1 and setting
It is a standard fact in group cohomology that the cohomology class represented by Φ Sh,x is independent of x and hence equal to [Φ Sh ] (see [Sc2, Lemma 4] ). We have the following equality of cocycles :
In concrete terms, this says for u = (u 1 , . . . , u n ) :
In Section 2.6 this relationship will be used along with Theorem 1.5 to relate the class [Φ Sh ] to special values of zeta functions attached to the field F . Over the next few sections we first we recall Shintani's results on cone zeta functions.
Some bookkeeping
We will be interested in sums over the points lying in the intersection of open simplicial cones with certain lattices in R n . In this section we introduce a convenient way of enumerating these points. Let V = Q n /Z n , and consider for v ∈ V the associated lattice v +Z n ⊂ R n . Let C be a rational open cone. By scaling the generators of C, we can find R-linearly independent vectors σ 1 , . . . , σ r ∈ Z n such that C = R >0 σ 1 + · · ·+ R >0 σ r . Let P = P(σ 1 , . . . , σ r ) denote the half-open parallelpiped generated by the σ i :
with the understanding that P(∅) = {0} in the case r = 0. Then
where the disjointness of the union follows from the linear independence of the σ i . Now let C be a rational open cone of maximal dimension r = n in R n . Let Q ∈ Q and consider the set C Q defined in Section 1.1, consisting of the disjoint union C and some of its boundary faces of all dimensions. We would like to enumerate the points in C Q ∩ (v + Z n ). For each subset I ⊂ {1, . . . , n}, the boundary face C I = C(σ i : i ∈ I) is assigned a weight via the Q-perturbation process denoted weight(C I ) ∈ {0, 1} and given by (7). Associated to each cone C I is the parallelpiped P I = P(σ i : i ∈ I). We have
where our notation means that the set (a + Z ≥0 σ i ) should be included if weight(C I ) = 1 and not included if weight(C I ) = 0. Let σ ∈ M n (Z)∩Γ denote the matrix whose columns are the σ i . For each a ∈ P I ∩(v+Z n ) that occurs as I ranges over all subsets of {1, . . . , n}, we can associate the class x = a − v ∈ Z n /σZ n . Conversely, given a class x ∈ Z n /σZ n , there will be at least one a giving rise to that class.
To be more precise, let J = J(x) denote the set of indices j for which (σ −1 (v + x)) j ∈ Z. The number of points a giving rise to the class x is 2 #J . Let J = {1, . . . , n} − J. For each I ⊃ J, we can write down a unique point a I ∈ P I such that the image of a I − v in Z n /σZ n is equal to x. We define a I by letting σ −1 (a I ) be congruent to σ −1 (v + x) modulo Z n , and further requiring σ −1 (a I ) i ∈ (0, 1) if i ∈ J, and
We can then rewrite (31) as
This decomposition will be used in Sections 3.2 and 4.2.
Cone generating functions
Let C be a rational open cone in R n and let v ∈ Q n . Let x 1 , . . . , x n be variables and let g(C, v) be the generating series for the set of integer points in C − v :
where as usual , v) . The series g(C, v) is actually the power series expansion of a rational function. In fact, the decomposition (30) gives rise to the identity
where σ i are integral generators of the cone C, and P = P(σ 1 , . . . , σ r ) is the half-open parallelpiped defined in (29). Write c for the characteristic function of C and define g(c, v) = g(C, v). The following fundamental algebraic result was proved independently by Khovanskii and Pukhilov [KP] and Lawrence [La] (cf. [Bv, Theorem 2.4 
]).
Proposition 2.1. There is a unique map g : K × Q n −→ Q(x) that is Q-linear in the first variable such that g(c, v) = g(C, v) for all rational open cones C and g(c, v) = 0 if c ∈ L.
Thus we may view g as a pairing
Let Q((z)) be the field of fractions of the power series ring Q [[z] ]. In our applications, we will consider images of the functions g(C, v) under the mapping Q(x) → Q((z)) defined by
With σ 1 , . . . , σ r and P as above, we have
From the corresponding properties of the functions g(C, v), it follows immediately that h may be viewed as a pairing
that is linear in the first variable. We call h the Solomon-Hu pairing owing to its first appearance in the works [So1, HS] .
Special values of Shintani zeta functions
We now recall results relating the generating function g(C, v) introduced above to special values of complex analytic Shintani zeta functions, whose definition we now recall.
Let M ⊂ M n (R) be the subset of matrices such that the entries of each column are linearly independent over Q (i.e. for each nonzero row vector x ∈ Q n and M ∈ M, the vector xM has no component equal to 0). Let D ⊂ SL n (R) be the subgroup of n × n real diagonal matrices with determinant 1.
Note that f M depends only on the image of the matrix M in M/D. View the elements of the rational open cone C = C(w 1 , . . . , w r ) ⊂ R n as column vectors. Choose the w i to have integer coordinates. We consider a matrix M ∈ M such that (C, M) satisfies the following positivity condition :
This positivity condition will be needed when defining analytic Shintani zeta functions. When dealing with their algebraic incarnations, i.e. the cone generating functions h(C, v) introduced in the previous section, it is not required. This added flexibility in the algebraic setting is crucial for the cohomological constructions to be described in the following sections. With C and M as above and a vector v ∈ V, define the Shintani zeta function
Using (36), it is easy to see that this series is absolutely convergent for s ∈ C with Re(s) > 1. Letting P = P(w 1 , . . . , w r ) be the parallelpiped defined in (29) and W = (w 1 , . . . , w r ) the n × r matrix whose columns are the generators of the cone C, we define
. We obtain the finite sum decomposition
Shintani [Sh] proved that each Z(C, M, a, s), and hence ζ(C, M, v, s) itself, admits a meromorphic continuation to C.
Shintani also gave a formula for the values of these zeta functions at nonpositive integers. Observe that if k is a nonnegative integer, then f M (x)
k is (k!) n times the coefficient of N(z) k in the Taylor series expansion of e zM t x . Summing, we obtain the nonsense identity chain
Almost nothing in the above identity chain is actually defined and in particular the given sums do not converge. Further, h(C, v)(zM t ) is not holomorphic on a punctured neighborhood of z = (0, . . . , 0) if n > 1, making the notion of coefficient undefined. Nonetheless, via an algebraic trick-really, an algebraic version of the trick used by Shintani in his proof of the analytic continuation of ζ(C, M, v, s)-we generalize the notion of coefficient to a class of functions including the h(C, v)(zM t ). Remarkably, with this generalized notion of coefficient, the identity
holds. We now define Shintani's operator and state his theorem giving a rigorous statement of (37). Let K be a subfield of C. For 1 ≤ j ≤ n, we write
The following lemma is elementary.
Call a homogeneous polynomial p ∈ K[z] of degree d powerful if the power monomials in p all have nonzero coefficients, i.e., if coeff(p, z 
hd ⊂ K((z)) be the subalgebra consisting of G ∈ K((z)) that can be written in the form G = g/p for a power series g ∈ K[[z]] and a powerful homogeneous polynomial p ∈ K[z].
Lemma 2.4. Suppose C is a rational open simplicial cone in R n , M ∈ M and v ∈ Q n . Let Q({m ij }) be the field generated by the entries of M. Then h(C, v)(zM t ) ∈ Q({m ij })((z)) hd .
Démonstration. Write C = C(w 1 , . . . , w r ) and let
It remains to show that p is powerful. Since M ∈ M and w j ∈ Q n for all j, it follows that each L j is dense. Therefore p is powerful as desired.
By Lemma 2.2, if G ∈ K((z))
hd , then coeff(G(Z j ), z m ) makes sense for any j and any m ∈ Z n . This leads to the following definition.
Definition 2.5. For j = 1, . . . , n, define operators ∆
where Z j is given in (38). Define the Shintani operator
Remark 2.6.
The Shintani operator shares the following properties with the operation of taking the (z 1 · · · z n ) k -coefficient of a regular power series. The proof is an elementary computation.
Finally, we may state the following theorem of Shintani :
Theorem 2.8 ([Sh, Proposition 1]). Let C be a rational open cone, v ∈ V, and M ∈ M satisfying (36). The function ζ(C, M, v, s) has a meromorphic continuation to C and satisfies
We observe that by Lemma 2.7, the coefficient ∆ k h(C, v)(zM t ) depends only on the image of M in M/D.
The power series-valued Shintani cocycle
In this section we define the Shintani cocycle in the form that will be most useful for our desired applications ; in particular, the cocycle will take values in a module F for which it can be compared to the Eisenstein cocycle defined by Sczech in [Sc2] and studied in [CD] .
The set M defined in Section 2.4 is naturally a left Γ-set via the action of left multiplication. Let F denote the real vector space of functions
hd satisfying the following distribution relation for each nonzero integer λ :
Define a left Γ-action on F as follows. Given γ ∈ Γ, choose a nonzero scalar multiple A = λγ with λ ∈ Z such that A ∈ M n (Z). For f ∈ F , define
The distribution relation (41) implies that (42) does not depend on the auxiliary choice of λ. Note that the action of Γ on F factors through PGL n (Q). The Solomon-Hu pairing satisfies the identity
for any rational cone C. We can use Φ Sh to define a cocycle Ψ Sh ∈ Z n−1 (Γ, F ) by
Here and in the sequel we simply write Ψ Sh (A, M, Q, v) for Ψ Sh (A 1 , . . . , A n )(M, Q, v) with A = (A 1 , . . . , A n ) ∈ Γ n . Our cocycle Ψ Sh satisfies the following rationality result.
Theorem 2.9. The value ∆ (k) Ψ Sh (A, M, Q, v) lies in the field K generated over Q by the coefficients of the polynomial f M (x).
Démonstration. We will show that ∆ (k) (h(C, v)(zM t )) lies in K for any rational cone C. By the definition of f M (x), any automorphism of C fixing f M (x) permutes the columns of M up to scaling each column by a factor λ i such that n i=1 λ i = 1. Therefore it suffices to prove that our value is invariant under each of these operations, namely permuting the columns or scaling the columns by factors whose product is 1. Now, in the tuple zM t , permuting the columns M has the same effect as permuting the variables z i ; and scaling the ith column of M by λ i has the same effect as scaling z i by λ i . The desired result then follows from Lemma 2.7.
Special values of zeta functions
Let F be a totally real field, and let a and f be relatively prime integral ideals of F . The goal of the remainder of this section is to express the special values ζ f (a, −k) for integers k ≥ 0 in terms of the cocycle Ψ Sh . We invoke the notation of Section 2.1 ; in particular we fix an embedding J : F ֒→ R n .
denote the free abelian group on the set M/D × Q × V, which is naturally endowed with a left Γ-action by the action on the sets M/D, Q, and V. There is a cycle Z f (a) ∈ H n−1 (Γ, R) associated to our totally real field F and integral ideals a, f. The cycle consists of the data of elements A ∈ Z[Γ n ], M ∈ M/D, Q ∈ Q, and v ∈ V, defined as follows.
Fix a Z-module basis w = (w 1 , . . . , w n ) for a −1 f. Let {ǫ 1 , . . . , ǫ n−1 } denote a basis of the group U of totally positive units of F congruent to 1 modulo f. Following (18), define
Here ρ w is the right regular representation of U on w defined in (24), and w ǫ is the orientation associated to J(ǫ) as in (13). Let M ∈ M/D be represented by the matrix
Note that f M ∈ Q[x 1 , . . . , x n ] is the homogeneous polynomial of degree n given by the norm :
Let Q be the image under the embedding J n : F ֒→ R of the dual basis to w under the trace pairing on F , as in (26) :
where Tr(w i w * j ) = δ ij . Define the column vector
Dot product with (w 1 , . . . , w n ) provides a bijection v + Z n ←→ 1 + a −1 f.
We now define Z f (a) ∈ H n−1 (Γ, R) to be the homology class represented by the homoge-
The fact thatZ is a cycle follows from [Sc2, Lemma 5] as in (18) using the fact that the elements M, Q, and v are invariant under the action of ρ w (U).
is well-defined by Lemma 2.7, and induces via cap product a pairing
Here R has the trivial Γ-action. † Theorem 2.10. We have
The rationality of ζ F,f (a, −k) is a celebrated theorem of Klingen and Siegel (see [IO] for a nice survey of the history of various investigations on these special values).
The proof we have outlined here is a cohomological reformulation of Shintani's original argument, with the added benefit that our definition of Z f (a) gives an explicit signed fundamental domain.
Démonstration. Let U denote the group of totally positive units of F congruent to 1 modulo f, and let D = i a i C i denote a signed fundamental domain for the action of U on the totally positive orthant of R n (where as in Section 2.1, u ∈ U acts by componentwise multiplication with J(u)). Then for Re(s) ≫ 0,
Here we use the shorthand J(y)∈D for i a i J(y)∈C i . Now Theorem 1.5 implies that, using the notation of (17) and (18), the function φ U (α(ǫ 1 , . . . , ǫ n−1 )) is the characteristic function
To make contact with the notation of the introduction, note that for each integer k we obtain a map
The class denoted Z k in the introduction is the image of Z f (a) under the map on homology induced by η k .
Note that for an element x ∈ F , the vector v = J(w) −1 J(x) ∈ Q n satisfies x = w · v, where w = (w 1 , . . . , w n ). Therefore J(w) −1 D consists of rational cones and
by Theorem 2.8. Here Φ Sh,w 1 was defined in (27), and may be substituted for Φ Sh since it represents the same cohomology class. Note also that (36) is satisfied for each pair (J(w) −1 C i , M) by the definition of M in (45) and the fact that C i ⊂ (R >0 ) n (which in turn was explained in Remark 1.3). By definition, we have for Re(s) large enough :
where the last equation uses the substitution y = w · x and (46). Comparing (49), (50), and (51) yields the desired equality
follows from Theorem 2.9, since f M (x) has rational coefficients.
Comparison with the Sczech Cocycle
In this section we prove that the Shintani cocycle Ψ Sh defined in Section 2.5 is cohomologous to the one defined by Sczech in [Sc2] . We begin by recalling the definition of Sczech's cocycle. The reader is referred to [CD] or [Sc2] for a lengthier discussion of Sczech's construction.
The Sczech cocycle
The function f satisfies the cocycle relation (see [Sc2, Lemma 1, pg. 586] )
Consider A = (A 1 , . . . , A n ) ∈ Γ n and x ∈ Z n − {0}. For i = 1, . . . , n, let ̟ i = ̟ i (A, x) denote the leftmost column of A i that is not orthogonal to x. Let v ∈ V = Q n /Z n . Sczech considers the sum
where e(u) := e 2πiu . Although the definition of ̟ i ensures that each summand in (54) is well-defined, the sum itself is not absolutely convergent. To specify a method of summation, Sczech introduces a vector Q ∈ Q and defines the Q-summatioñ
Here the vector Q gives rise to the function Q(x) = x, Q , and the summation over the region |Q(x)| < t is absolutely convergent for each t.
More generally, given a homogeneous polynomial P ∈ C[x 1 , . . . , x n ], Sczech defines
(56) Sczech shows that the functionΨ Z is a cocycle on Γ valued in the moduleF defined in Section 4.3 below. In order to make a comparison with our Shintani cocycle Ψ Sh ∈ Z n−1 (Γ, F ), however, we consider now an associated cocycle valued in the module F defined in Section 2.5. We prove in Proposition 3.9 below that there exists a power-series valued cocycle Ψ Z ∈ Z n−1 (Γ, F ) such that for each integer k ≥ 0, we have
Our main theorem in this section is :
and let Ψ P ∈ Z n−1 (Γ, F ) be the "polar cocycle" defined by
where σ = (σ 1 , . . . , σ n ) is the collection of the leftmost columns of the tuple A ∈ Γ n . Then we have the following equality of classes in H n−1 (Γ, F ) :
Remark 3.2. It is proven in [Sc2, Theorem 3] that the cohomology class [Ψ P ] is nontrivial. However, it clearly vanishes under application of the Shintani operator ∆ (k) and therefore does not intervene in arithmetic applications.
Remark 3.3. In [Sc2] , Sczech considers a matrix of m vectors Q i ∈ Q and the Q summation (56) with Q(x) = Q i (x). However, the resulting cocycle is simply the average of the individual cocycles obtained from each Q i . (This is not clear from the original definition, but follows from Sczech's explicit formulas for his cocycle.) Therefore it is sufficient to consider just one vector Q.
Remark 3.4. In view of Theorem 3.1 and (57), the evaluation of partial zeta functions of totally real fields using Sczech's cocycle given in [Sc2, Theorem 1] follows also from our Theorem 2.10. In fact, we obtain a slightly stronger result in that we obtain the evaluation using each individual vector Q i = J i (w * ), whereas Sczech obtains the result using the matrix of all n such vectors ; it would be interesting to prove this stronger result directly from the definition of Sczech's cocycle via Q-summation, rather than passing through the Shintani cocycle and Theorem 3.1.
A generalization of Sczech's construction
Let k be a positive integer, and let A = (A 1 , . . . , A k ) ∈ Γ k . For each tuple w ∈ {1, . . . , n} k , let B(A, w) ⊂ Z n − {0} denote the set of vectors x such that the leftmost column of A i not orthogonal to x is the w i th, for i = 1, . . . , k. In other words,
Here A ij denotes the jth column of the matrix A i . Then
Sczech's sum (55) can be written with k = n as :
We now generalize this expression by replacing the columns A iw i with certain other columns of the matrices A i . Write S k = {1, . . . , k} and for simplicity let S = S n . Given A = (A 1 , . . . , A k ) ∈ Γ k and an element t = ((a 1 , b 1 ), (a 2 , b 2 ) , . . . , (a n , b n )) ∈ (S k × S) n , define
In other words, τ (A, t) is an n × n matrix whose ith column is the b i th column of A a i .
For any function g : S k → (S k × S) n , we would like to consider the sum
For example,Ψ Z = ψ(β) where β(w) = ((1, w 1 ), (2, w 2 ), . . . , (n, w n )). The difficulty with (60) in general, however, is that the denominators in the expression defining f may vanish ; it is therefore necessary to introduce an auxiliary variable u ∈ C n and to consider the function
By Sczech's analysis [Sc2, Theorem 2], this Q-summation converges for all u ∈ C n such that the map x → f (τ (A, g(w) ))(x − u) is defined on B(A, w), i.e., such that the denominator of the right hand side of (52) is nonzero. Thus it converges for u in a dense open subset of C n that consists of the complement of a countable union of hyperplanes. In fact, this convergence is uniform for u in sufficiently small compact subsets of C n . This formalism allows for the construction of homogeneous cochains in C k−1 (Γ, F ) as follows.
Proposition 3.5. For any function g :
for any u ∈ C n for which (61) is defined. Furthermore, for any M ∈ M we have
The following lemma is the technical heart of the proof of Proposition 3.5 and is proven by reducing to computations in [Sc2] .
Lemma 3.6. Let H ⊂ Q n be a vector subspace and let
Remark 3.7. As with (61), the Q-summation defining G(u) converges for u in a dense open subset of C n that consists of the complement of a countable union of hyperplanes. The convergence is uniform for u in sufficiently small compact sets.
we have the Fourier expansion
(L * is the dual lattice of L, with its elements naturally viewed as column vectors.) Therefore,
where, adopting notation from [Sc2, (3)],
The fact that G(u) belongs to (2πi) n Q((2πiu)) now follows from Sczech's evaluation of C 1 (u, v, Q) in elementary terms given in [Sc2, Theorem 2] . Now suppose r := dim H < n. Choose a matrix λ = (λ 1 , . . . , λ r ) ∈ M n×r (Z) whose column space is H ⊥ . Then Lτ = (H ∩ Z n )τ has finite index in
Inserting the character relations as above, we have
Computing as in [Sc2, page 599] , we obtain
By the proof of [Sc2, Lemma 7] , we have
for all y. Thus G(u) ∈ (2πi) n Q( (2πiu)). To prove the last statement of the lemma, let 
is homogeneous (k − 1)-cochain, we first observe that for any C ∈ Γ, we have τ (CA, g(w)) = Cτ (A, g(w)). Furthermore, it is easy to see that B(CA, w) = B(A, w)C −1 , and a straightforward change of variables then shows that
Recovering the Sczech and Shintani cocycles
We apply the formalism of the previous section to the following functions S n → (S ×S) n :
α(w) = ((1, 1), (2, 1), . . . , (n, 1)), β(w) = ((1, w 1 ), (2, w 2 ), . . . , (n, w n )).
As we now show, the power series Ψ(α) and Ψ(β) associated to these functions are the Shintani and Sczech cocycles, respectively (up to an error term given by the polar cocycle in the first instance). First we prove a lemma that evaluates the Shintani operator on a regular power series twisted by M ∈ M. Let f M be the polynomial defined in (35). Let σ ∈ M n (Z) and define coefficients P k r (σ) indexed by tuples r = (r 1 , . . . , r n ) of nonnegative integers by the formula
where r! := r 1 ! · · · r n !. When σ = 1, we simply write P k r = P k r (1).
Lemma 3.8. Let
where r ranges over n-tuples of nonnegative integers. Let M ∈ M. Then
Démonstration. We have
As noted in Remark 2.6, ∆ (k) evaluated on a regular power series equals (k!) n times the coefficient of z
The desired result then follows (with s = (k, k, . . . , k)) from the following general reciprocity law for any tuples r and s such that r = s = m. If we let
To see this, note that . This expression is clearly invariant upon switching r and s and replacing M by M t .
Proposition 3.9. Let β(w) = ((1, w 1 ), (2, w 2 ), . . . , (n, w n )). Define
Then Ψ Z satisfies (57).
One can show directly from the definition (65) that Ψ Z ∈ Z n−1 (Γ, F ), but this follows also from our proof of Theorem 3.1 so we omit the details. 
On the other hand, by [Sc2, Theorem 2] the series
as well as those formed by taking partial derivatives of the general term, converge uniformly on a sufficiently small compact neighborhood of u = 0 in C n . Therefore term by term differentiation is valid for F , and after applying f k M (∂ u 1 , . . . , ∂ un ) and plugging in u = 0 we obtain
(67) The right side of (67) is the definition ofΨ Z (A, f k M , Q, v), so combining (66) and (67) gives the desired equality
Proposition 3.10. Let α(w) = ((1, 1), (2, 1), . . . , (n, 1)). Then
Démonstration. Attached to A and α is the square matrix σ = (σ 1 , . . . , σ n ) = (A 11 , . . . , A n1 ). Arguing as in the first paragraph of the proof of Lemma 3.6, we have
For any given y ∈ Z n , the inner sum is identified in Sczech's notation [Sc2, (3) ] as
To express this last quantity in elementary terms, we write v ′ = σ −1 (v + y) and let J = J(y) denote the set of indices j ∈ {1, . . . , n} with v ′ j ∈ Z. We then invoke [Sc2, Theorem 2] to obtain for u ∈ (C − Z) n :
.
Fix a subset I 0 ⊂ J, select the factor
for j ∈ I 0 , and expand the product for H (u, v ′ , Q ′ ) accordingly. Writing I = I 0 one obtains
The last line follows from the formula (7) for weight(C I ) and the definition (32) of the point a I ∈ P I . Collecting (68), (69), (70) and (71) we arrive at
where weight + (C I ) is the average of the weights for Q and −Q. The identity (72) holds for all u ∈ C n as long as the vector uσ has no component in Z. Unwinding the argument of Section 2.2 to go from (31) to (33), we obtain
where the superscript "+" again denotes the average of the contributions of Q and −Q. This implies the desired equality between power series using the definitions of Ψ Sh , Ψ P , and Ψ(α) given in (43), (58), and (62) respectively.
An explicit coboundary
Recall the notation S k = {1, . . . , k}, S = S n . Extending by linearity, we can define Ψ(g) for any map g :
In fact, more is true ; if we denote by ∂ :
then Ψ(g) is well-defined for any map g :
. This follows from the cocycle relation (53), which implies that f (τ (A, t)) = 0 for t ∈ Image(∂).
We will show that the map β − α :
is a coboundary in the following sense. For i = 1, . . . , n, letê i : S n−1 → S be the unique increasing map whose image does not contain i. Given
We will show that there exists an h such that β − α = dh (mod Image(∂)). Let us indicate why this completes the proof of Theorem 3.1. For any h as in (74), Proposition 3.5 yields a homogeneous cochain Ψ(h) ∈ C n−2 (Γ, F ). It is easily checked from (75) that d(Ψ(h)) = Ψ(dh). Therefore, combining Propositions 3.9 and 3.10, we obtain
as desired. It remains to define the appropriate function h.
where w = (w 1 , . . . , w n−1 ).
Remark 3.12. For n = 2, the map h is given by h(1) = 0 and h(2) = −[(1, 1), (1, 2)]. This is the formula stated by Sczech [Sc1, Page 371 ].
Démonstration. One shows by induction on m that for m = 1, . . . , n,
For m = n, this yields
as desired.
Integral Shintani cocycle
In this section we introduce an auxiliary prime ℓ and enact a smoothing process on our cocycle Ψ Sh to define a cocycle Ψ Sh,ℓ on a certain congruence subgroup of Γ. The smoothed cocycle Ψ Sh,ℓ satisfies an integrality property refining the rationality result stated in Theorem 2.9. This refinement is stated in Theorem 4.7 below. The key technical result allowing the proof of Theorem 4.7 is the explicit formula for Ψ Sh,ℓ given in Theorem 4.4. We provide the details of the proof of Theorem 4.4 here ; the deduction of Theorem 4.7 is given in [CD, §2.7] . The arithmetic applications regarding classical and p-adic L-functions of totally real fields stated in the Introduction as Theorems 2, 3, and 4 follow mutatis mutandis as in [CD] from Theorem 4.7. See §3-5 of loc. cit. for the proofs.
Definition of the smoothing
for A = (A 1 , . . . , A n ) ∈ Γ n ℓ . The following is a straightforward computation using the fact that Ψ is a cocycle for Γ.
Proposition 4.1. We have Ψ ℓ ∈ Z n−1 (Γ ℓ , F ).
An explicit formula
We will now give an explicit formula for ∆ (k) • Ψ Sh,ℓ for an integer k ≥ 0 in terms of Dedekind sums. For each integer k ≥ 0, the Bernoulli polynomial b k (x) is defined by the generating function te
The following elementary lemma gives an explicit formula for the terms appearing in the definition of h(C, v).
Lemma 4.2. Consider the cone C = C(σ i 1 , . . . , σ ir ) whose generators are a subset of the columns of the matrix σ ∈ Γ. Then
Define the periodic Bernoulli function B k (x) = b k ({x}), where {x} ∈ [0, 1) denotes the fractional part of x. The functions B k are continuous for k = 1, i.e. b k (0) = b k (1). The function B 1 is not continuous at integers since b 1 (0) = −1/2 and b 1 (1) = 1/2. One can choose between these values by means of an auxiliary Q ∈ Q as follows.
Definition 4.3. Let e = (e 1 , . . . , e n ) be a vector of positive integers, Q ∈ Q, and v ∈ V. Let J = {1 ≤ j ≤ n : e j = 1 and v j ∈ Z}.
Define
Note that this is B e (v, −Q) in the notation of [CD] .
Let σ ∈ M n (Z) have nonzero determinant. Define the Dedekind sum
Suppose that σ has the property that σ ℓ := π ℓ σ/ℓ ∈ M n (Z). (This says that the bottom n − 1 rows of σ are divisible by ℓ.) Write e = e i . Define the ℓ-smoothed Dedekind sum
We can now give a formula for ∆ (k) • Ψ Sh,ℓ in terms of the smoothed Dedekind sum D ℓ . Let A = (A 1 , . . . , A n ) ∈ Γ n ℓ , and letσ denote the matrix consisting of the first columns of the A i . Assume that detσ = 0, and choose a scalar multiple σ = λσ with λ an integer coprime to ℓ such that σ ∈ M n (Z). Note that since each A i ∈ Γ ℓ , it follows that σ ℓ = π ℓ σ/ℓ ∈ M n (Z) as well.
Theorem 4.4. We have
where r + 1 := (r 1 + 1, . . . , r n + 1), and the coefficients P k r (σ) are defined in (63).
The proof of Theorem 4.4 is involved and technical ; the reader is invited to move on to the statement of Theorem 4.7 and the rest of the paper, returning to our discussion here as necessary.
The proof of Theorem 4.4 will be broken into three parts : -Showing that the terms from (78) Démonstration. This is the manifestation of Cassou-Noguès' trick in our context. Up to the factor sgn det σ, the value of Ψ Sh (A, M, Q, v) is the right side of (78) summed over various cones C = C(σ i 1 , . . . , σ ir ) and all a ∈ P ∩ (v + Z n ), with the subsets {i j } chosen according the Q-perturbation rule, P the parallelpiped associated to C, and z replaced by zM t :
Let us now fix a cone C and consider the corresponding contribution of π ℓ C to the value Ψ Sh (π ℓ A, π −1 ℓ M, π ℓ Q, π ℓ v). (Note that C will be included using perturbation via Q if and only if π ℓ C will be included using perturbation via π ℓ Q.) In applying (78), we use the generators π ℓ σ i j for the cone π ℓ C. By applying the change of variables a → π 
Fix a tuple m = (m 1 , . . . , m r ) appearing in the sum (82) such that at least one m j is equal to zero. Fix such an index j and a point a ∈ P ∩ v + Z n . For each equivalence class b mod ℓ, there is a unique point of the form a + kσ i j /ℓ in P ∩ v + ( 1 ℓ Z ⊕ Z n−1 ) for an integer k ≡ b (mod ℓ). Now, the summand associated to each of these points in (83) is equal to the summand of the associated point a in (82), and in particular is independent of k. To see this, note that σ −1 (a + kσ i j /ℓ) = σ −1 (a) + (0, . . . , 0, k/ℓ, 0, . . . , 0), with k/ℓ in the i j th component. Hence the only term possibly depending on k is B m j (σ −1 (a) i j ), but B 0 (x) = 1 is a constant. The ℓ terms a + kσ i j /ℓ in (83) therefore cancel with the term a in (82), in view of the factor ℓ in the definition (76). where r ranges over all n-tuples r = (r 1 , . . . , r n ) of nonnegative integers.
Démonstration. We will require the decomposition (33) for C Q ∩ (v + Z n ), whose notation we now recall. For each x ∈ Z n /σZ n , let J = J(x) denote the set of indices j such that σ −1 (v + x) j ∈ Z. For each I ⊃ J, consider the cone C I = C(σ i : i ∈ I) with associated parallelpiped P I . The point x and subset I yield a point a I ∈ P I such that a I − v ≡ x (mod σZ n ), defined by (32). We evaluate Ψ Sh (A, M, Q, v) by employing the decomposition (33) and applying (78). By Lemma 4.5, we need only consider terms from (78) arising from m j ≥ 1. We write r = (r 1 , . . . , r n ) = (m 1 − 1, . . . , m n − 1). Suppressing for the moment the factor of sgn det(σ) in the definition (23) of Φ Sh , we obtain that for a vector of nonnegative integers r and a class x ∈ Z n /σZ n , the contribution of the cone C I to the coefficient of n i=1 (zM t σ i ) r i in Ψ Sh (A, M, Q, v) for I ⊃ J is 0 unless r i = 0 for i ∈ I, and in that case equals weight(C I )(−1) 
The inner sum in (85) is easily computed using (7) : In [CD] , we show that Theorem 4.4 implies the following integrality property of Ψ Sh,ℓ (see Theorem 4 and §2.7 of loc. cit.). ].
Theorem 4.7 can be used to prove Theorems 2 and 3 from the introduction ; furthermore Spiess' cohomological formalism for p-adic L-functions can then be used with our construction to deduce Theorem 4. We refer the reader to [CD, [3] [4] [5] for the proofs.
A generalized cocycle
We conclude the paper by defining a generalization of the power series Ψ Sh,ℓ . We discuss this generalization here because it was stated without proof in [CD, Proposition 2.4] .
Let P = R[z 1 , . . . , z n ], viewed as a Γ-module via (γP )(z) = P (zγ). The fact that the power series Ψ Sh,ℓ is regular (by Lemma 4.6) implies that its domain of definition can be expanded from matrices M and their associated polynomials f M to arbitrary polynomials P ∈ P. LetF denote the R-vector space of functions f : P × Q × V −→ R that are linear in the first variable and satisfy the distribution relation f (P, Q, v) = sgn(λ) n λw=v f (λ deg P P, λ −1 Q, w)
for each nonzero integer λ when P is homogeneous. The spaceF has a Γ-action given by (42), with M replaced by P . Following (63), define for P ∈ P and any matrix σ ∈ M n (R) coefficients P r (σ) by
Fixing σ = 1, these coefficients define an operator ∆ 
is a homogeneous cocycle for Γ ℓ valued inF , i.e.Ψ Sh,ℓ ∈ Z n−1 (Γ ℓ ,F ).
Démonstration. The cocycle condition n i=0 (−1) iΨ Sh,ℓ (A 0 , . . . ,Â i , . . . , A n ) = 0 follows from that for Ψ Sh,ℓ . The fact thatΨ Sh,ℓ is invariant under Γ ℓ follows from the equivalent statement for Ψ Sh,ℓ and the fact that for any matrix γ ∈ M n (R) and any F ∈ R[[z 1 , . . . , z n ]], we have
Equation (91) is a mild generalization of Lemma 3.8 that again follows from (64). The equality between (89) and (90) follows from Lemma 4.6 and (91) applied to γ = σ.
