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Abstract
We describe the image of a cell in the Bialynicki-Birula decomposition of Gaussent
and Littelmann's Bott-Samelson type variety, which is a desingularization of an aﬃne
Schubert variety, in type A for two particular cases. In the ﬁrst case, we take a one-
skeleton gallery, which is completely included in the dominant Weyl chamber. We
can show, that the closure of the image of the cells associated to galleries, that
belong to certain parts of the associated crystal, are in fact MV-cycles. In the
second case we take a gallery of type Nω1, which is completely included in the
dominant Weyl chamber. We generalize the notion of a Young tableau and use the
1:1 correspondance between tableaux and one-skeleton galleries to analyze, how the
associated cells behave under the bumping algorithm. Finally, we can show that
if and only if we take two words, equivalent under the Knuth relations, then the
closure of the images of the cells associated to the galleries coming from these word,
are the same. In addition, this closure is an MV-cycle. This allows a geometric
interpretation of the combinatoric Knuth relations in the plactic monoid.
Kurzzusammenfassung
Wir analysieren die Bilder der Zellen in der Bialynicki-Birula Zerlegung von Gaussent
und Littelmanns Bott-Samelson Auﬂösung von aﬃnen Schubert Varietäten im Typ
A für zwei spezielle Fälle. Im ersten Fall nehmen wir eine Eins-Skelett Galerie, die
vollständig in der dominanten Weyl Kammer liegt. Wir zeigen, dass die Abschlüsse
der Bilder von Zellen von Galerien aus Teilen des dazugehörigen Kristallgraphen MV-
Zykel sind. Im zweiten Fall nehmen wir eine Galerie vom Typ Nω1, die vollständig
in der dominanten Weyl Kammer liegt. Wir verallgemeinern den Begriﬀ eines Young
Tableau und nutzen die 1:1 Beziehung zwischen Tableaux und Eins-Skelett Gale-
rien um das Verhalten der Zellen unter dem Bumping Algorithmus zu analysieren.
Letztendlich können wir zeigen, dass wenn man zwei unter den Knuth Relationen
äquivalente Wörter nimmt, dann und nur dann die Abschlüsse der Bilder der Zellen,
die von den Galerien zu diesen Wörtern kommen, dieselben sind. Zusätzlich handelt
es sich bei diesem Abschluss um einen MV-Zykel. Dies erlaubt eine geometrische
Interpretation der kombinatorischen Knuth Relationen im plaktischen Monoid.
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Introduction
In their paper One skeleton galleries, the path model and a generalization of Macdon-
ald's formula for Hall-Littlewood polynomials ([GL11]), Gaussent and Littelmann
introduced the notion of one-skeleton galleries to give a direct geometric interpre-
tation of the path model. This interpretation allows to compute the coeﬃcients of
the expansion of the Hall-Littlewood polynomials in the monomial basis. In their
article, they also describe a Bott-Samelson type variety of galleries to give a desingu-
larization of aﬃne Schubert varieties. In this thesis, we will only consider the case G
being of type A. Let λ be a dominant coweight and γλ a combinatorial one-skeleton
gallery joining o and λ. Let Σ(γλ) be the associated Bott-Samelson type variety
and pi : Σ(γλ) → Xλ the desingularization map. By ﬁxing a generic anti-dominant
coweight η : C∗ → T , we can consider a decomposition of Σ(γλ) in Bialynicki-Birula
cells:
Cδ =
{
x ∈ Σ(γλ) | lim
t→0 η(t).x = δ
}
,
where γ is a combinatorial gallery of the same type es γλ. But since the map pi is
SLn(O)-equivariant, we can observe
pi(Cδ) ⊂
{
y ∈ G | lim
t→0 η(t).y = µ
}
= U−(K).ν,
where µ is the target of δ. And since pi(Cδ) is included in the Schubert variety Xλ,
the set pi(Cδ) has to be included in an MV-cycle. In this thesis, we want to determine
particular cases in type A, in which the set pi(Cδ) really is an MV-cycle, but for a
possibly smaller Schubert variety. In the ﬁrst chapter, we will introduce the basic
notions for our group G. In addition, we will deﬁne aﬃne Schubert varieties and
MV-cycles. In the second chapter, we characterizing the aﬃne and the spherical
building. Then we will deﬁne one-skeleton galleries. We introduce the notion of
minimality and of positive foldings. We also describe a 1:1 correspondence between
(positively folded) one-skeleton galleries of the same type as γλ and (semi-standard)
Young tableaux of shape λ. By deﬁning root operators we obtain a crystal structure
on the set Σ(γλ) of combinatorial galleries of type γλ starting in o. At the end, we
will cite results by John R. Stembridge, describing simply-laced crystals in general.
In the third chapter, we deﬁne the already mentioned Bott-Samelson type variety
and we will describe a cellular decomposition of this variety. We will quote a result
by Gaussent and Littelmann, giving an upper bound for the dimension of these cells.
In the forth chapter, we obtain a result about the dimension of these cells in type
A, giving the exact dimension of a cell Cδ. We will consider a gallery δ, which
is completely included in the dominant Weyl chamber. Then we will look at the
crystal associated to this gallery using the root operators deﬁned by Gaussent and
Littelmann ([GL05]). By using a result from Stembridge ([Ste03]), we achieve:
Corollary 4.2.3 If δ is a gallery of type γλ, such that for every j ∈ {1, ..., n} we
have f˜αjδ = 0 and if e˜
k
αiδ is deﬁned, then pi(Ce˜kαiδ
) is a MV-cycle of coweight (λ, µ).
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In the last chapter, we will consider a dominant coweight λ and an LS-gallery of
type γλ. By reading the associated Young tableau box by box, we obtain a new
gallery, which is not necessarily an LS-gallery. The cells associated to these galleries
will be in diﬀerent Bott-Samelson type varieties, we want to relate the image of
these cells in the aﬃne Grassmannian. This can be done inductively, by studying
how these images relate under the application of the bumping algorithm ([Ful97]).
To be more precise, we will generalize the notion of a tableau and allow columns,
which are not necessarily decreasing in length. Then we will consider the tableaux
T1 = T
′ ∗ j i1...
il−1
il
il+1
...
ir
∗ T and T2 = T ′ ∗ i1 il...
il−1
j
il+1
...
ir
∗ T,
where T2 is achieved by bumping
j into the ﬁrst column. If we denote δ1 the
gallery obtained by reading T1 box by box, δ2 the gallery obtained by reading T2
columnwise and pi, pi′ the associated desingularizations, we obtain:
Lemma 5.2.5 We have the following inclusion
pi(Cδ2) ⊂ pi′(Cδ1).
If we consider a dominant gallery γ of type Nω1, δ a gallery in the crystal associated
to γ and T the Young tableaux associated to δ, we can divide T into a second part,
which is semi-standard and a ﬁrst part, which is not. Let µ be the target of δ. By
gradually bumping the single boxes of the ﬁrst part into the second part, we will
obtain a semi-standard Young tableaux δ′ at the end and relate the image of the
cells of δ and δ′. We obtain:
Theorem 5.2.1 If and only if two words are equivalent under the Knuth relations,
then the closure of the images of the cells associated to two words are the same.
They form an MV-cycle of coweight (λ, µ), where µ is their target and λ is the shape
of the semi-standard Young tableau resulting from the bumping algorithm.
2
1 Aﬃne Schubert varieties
We want to ﬁx the notations for our group G, introduce aﬃne Schubert varieties and
MV-cycle. For a reference see [Kum02] and [MV07].
1.1 Notations for the group
Let G be a connected complex semisimple algebraic group. Let us ﬁx a Borel sub-
group B ⊂ G and a maximal torus T . We denote by B− the opposite Borel group.
We denote the unipotent radicals of B and B− by U and U−. Let NG(T ) be the
normalizer of T in G and the Weyl group of G and T is given by W = NG(T )/T .
Example: Let G = SLn(C). The Borel subgroup B consists of the upper triangu-
lar matrices in SLn(C), while the set of diagonal matrices in SLn(C) will form a
maximal torus in G. The Weyl group in this case is isomorphic to Sn.
The character group (respectively cocharacter group) associated to T is deﬁned by
X = X∗(T ) = Mor(T,C∗) respectively X∨ = X∗(T ) = Mor(C∗, T ). We use the
notation µ : C∗ → T, s 7→ sµ. We write Φ and Φ∨ for the root and coroot-system.
According to our choice of B we denote by Φ+ and Φ− the set of positive and negative
roots of G, and use the notation Φ∨+ and Φ∨− for the corresponding subsets of the
coroots. We denote the set
X+ =
{
λ ∈ X | 〈λ, α∨〉 ≥ 0, ∀α∨ ∈ Φ∨+}
the dominant weights and the set
X∨+ =
{
λ∨ ∈ X∨ | 〈α, λ∨〉 ≥ 0, ∀α ∈ Φ+}
the dominant coweights. Let α1, ..., αn be the simple roots and let ρ be half the sum
of the positive roots. We denote by ωi ∈ X∨ the fundamental coweight corresponding
to αi. By l(w) we denote the length of a Weyl group element, i.e. the length of a
reduced expression w = si1 ...sir .
1.2 Schubert varieties
We denote O = C[[t]] the ring of complex formal power series and K = C((t))
its quotient ﬁeld. Let v : K∗ → Z be the standard valuation such that O =
{f ∈ K | v(f) ≥ 0}. We call the quotient
G = G(K)/G(O)
the aﬃne Grassmannian. It can be seen that G(K) and G are ind -schemes and G(O)
is a group scheme (see [Kum02]).
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Example: Considering the example G = SLn(C), we have G(K) = SLn(K), matrices
with entries in K and determinant equal to 1.
The G(O)-orbits in G are ﬁnite dimensional quasi-projective varieties. Given a
λ ∈ X∨, we can view λ as an element of G(K) and, when we do, we will use the
notation tλ. By abuse of notation, we will also write tλ for the corresponding class
in G. Let ev : G(O) → G be the evaluation map at t = 0 and let B = ev−1(B) the
corresponding Iwahori subgroup. Then we have the following decompositions:
G =
⋃
λ∈X∨
Btλ =
⋃
λ∈X∨+
G(O)tλ.
The closure of an orbit Btλ is the Schubert variety X(λ) = Btλ. Note that for λ ∈ X∨+
we have
G(O)tλ = X(w0(λ)),
with w0 being the longest element in the Weyl group W . We will write Xλ for
X(w0(λ)).
1.3 Aﬃne Kac-Moody groups
We can naturally equip the ﬁeld K with the rotation operation γ : C∗ → Aut(K), that
rotates the indeterminante: γ(z)(f(t)) = f(zt). This action lifts to an operation
on the group G(K), γG : C∗ → Aut(G(K)). Let us denote the semidirect product
C∗nG(K) by L(G(K)), the loop group corresponding to G. Since the action restricts
to an operation of O, we also get L(G(O)) = C∗ nG(O).
Let Lˆ(G) be the aﬃne Kac-Moody group associated to the aﬃne Kac-Moody
algebra
Lˆ(g) = g⊗K ⊕ Cc⊕ Cd,
where 0 → Cc → g ⊗ K ⊕ Cc → g ⊗ K → 0 is the universal central extension of
the loop algebra g ⊗ K and d denotes the scaling element. Let PO ⊂ Lˆ(g) be the
parabolic subgroup pi−1(L(G(O))), then
G = G(K)/G(O) = L(G(K))/L(G(O)) = Lˆ(G)/PO.
We denote by NK the subgroup of G(K) generated by N and T (K) and let T ⊂ Lˆ(G)
be the corresponding standard maximal torus. ByN we denote its stabilizer in Lˆ(G).
The extended aﬃne Weyl group can be described the following ways:
W a = NK/T ' N/T .
Remark 1 The aﬃne Weyl group can be realized as the semidirect product of
the classical Weyl group of G with the coroot lattice on which the Weyl group acts
naturally.
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1.4 MV-cycles
Inside the aﬃne Grassmannian, we are interested in two types of orbits. It is clear
that G(O) acts on G by left multiplication. As already mentioned in section 1.2, these
orbits are ﬁnite dimensional and can be indexed by the set of dominant coweights:
G =
⋃
λ∈X∨+
G(O)tλ.
We will denote the G(O)-orbit by Gλ = G(O)tλ. The second type of orbits we are
interested in are the semi-inﬁnite orbits Swν for ν ∈ X∨ and w ∈W . They are deﬁned
as
Swν = wU
−(K)w−1tλ
and we denote SIdν by Sν . We have well known closure relations for both types of
orbits, see [MV07].
Deﬁnition 1.4.1 ([And03],5.3, Def. and [Kam10],2.2) Let λ ∈ X∨+ and µ ∈ X∨. If
the intersection Gλ ∩ Sµ is not empty we call the irreducible components of Gλ ∩ Sµ
the MV-cycles of coweight (λ, µ).
Mirkovic and Vilonen showed, that the collection of all MV-cycles of coweights
(λ, ν) for ν ∈ X∨ form a natural basis of the irreducible representation V (λ) for
G∨ of highest weight λ, where G∨ is the Langlands dual group of G. In addition,
the MV-cycles of coweight (λ, ν) span the weight space of the coweight ν. The
geometric Satake correspondence identiﬁes the underlying space of the irreducible
rational representation V (λ) with highest weight λ with the intersection cohomology
of Xλ and the MV-cycles aﬀord a basis of this intersection cohomology.
5
2 Buildings and galleries
In this chapter, we will introduce the aﬃne and spherical building. Then we can
deﬁne our main object, a one-skeleton gallery in the aﬃne building. We will introduce
the notion of a minimal and positively folded one-skeleton gallery. Finally we deﬁne
root operators on the set of combinatorial galleries of a given type, that start in o,
similar as in Littelmann's path model ([Lit95]). At the end we will state some of
Stembridge's results ([Ste03]) about simply-laced crystals.
2.1 Buildings
Given a root and coroot datum, we associate to it the real vector space A = X∨⊗ZR
together with the hyperplane arrangement deﬁned by the set {(α, n) | α ∈ Φ, n ∈ Z}
of aﬃne roots. The couple (α, n) corresponds to the real aﬃne root α + nδ with
δ being the smallest positive imaginary root. To an aﬃne root (α, n) we associate
the aﬃne reﬂection sα,n : x 7→ x − (〈α, x∨〉)α∨ and the aﬃne hyperplane Hα,n =
{x ∈ A | 〈α, x∨〉+ n = 0}. We write
H+α,n =
{
x ∈ A | 〈α, x∨〉+ n ≥ 0}
for the corresponding closed half-space and analogously
H−α,n =
{
x ∈ A | 〈α, x∨〉+ n ≤ 0}
for the negative half space.
Deﬁnition 2.1.1 We call the irreducible components of
A−
⋃
α∈Φ+
Hα,0
open chambers and their closures closed chambers, Weyl chambers or just chambers.
An open alcove is an irreducible component of
A−
⋃
(α,n)∈Φ+×Z
Hα,n,
its closure is denoted as a closed alcove or just alcove.
It is well known, that the Weyl group W can also be described as the ﬁnite sub-
group of GL(A) generated by the reﬂections sα,0, α ∈ Φ, the aﬃne Weyl group W a
can be described as the group of aﬃne transformations of A generated by the aﬃne
reﬂections sα,n, (α, n) ∈ Φ× Z. A fundamental domain for the action of W on A ist
given by
C+ =
{
x ∈ A | 〈α, x∨〉 ≥ 0, ∀α ∈ Φ+} = ⋂
α∈Φ+
H+α,0,
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which we denote by the dominant Weyl chamber. Similarly the fundamental alcove
∆f =
{
x ∈ A | 0 ≤ 〈α, x∨〉 ≤ 1, ∀α ∈ Φ+} = ⋂
α∈Φ+
H+α,0 ∩
⋂
α∈Φ,n>0
H+α,n
is a fundamental domain for the action of W a on A.
o
α1α2
∆f
C+
Hα1,0Hα2,0
Figure 2.1: Example in the case A2
Deﬁnition 2.1.2 A subset F of A, which can be written as
F =
⋂
(β,m)
H•β,n,
where we choose H•β,n for every pair (β, n), β ∈ Φ+, n ∈ Z as either the hyperplane,
the positive or the negative halfspace, will be called a face. The corresponding open
face F o will be the subset of F obtained by replacing the closed aﬃne halfspaces by
the corresponding open aﬃne halfspaces.
The support of a face F is the aﬃne span 〈F o〉
aﬀ
= 〈F 〉
aﬀ
, the dimension of a
face is the dimension of its support. We call the support of a codimension one face
a wall of an alcove. A face of dimension one in A is denoted an edge and a face of
dimension zero a vertex. For any vertex v let Φv ⊂ Φ be the subrootsystem of all
roots α such that v ∈ Hα,n for some integer n. We call a vertex v special if Φv = Φ.
Example: In the case of G being of type A, every vertex is special.
A sector with vertex ν ∈ A is a closed chamber translated by ν, i.e. there exists
a closed chamber C such that
s := {λ ∈ A | λ = ν + z for some z ∈ C} .
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We will write −s for the sector
−s = ν − C = {µ ∈ A | µ = ν − x for some x ∈ C} .
We can translate a sector s with vertex V by µ− ν, where µ ∈ A and get:
s(µ) = {λ ∈ A | λ = (µ− ν) + z for some z ∈ s}
= {λ ∈ A | λ = µ+ z for some z ∈ C} .
Let N = NG(T ) be the normalizer in G of the ﬁxed maximal torus T ⊂ G. The
Weyl group W of G is isomorphic to N/T . For any real number r ∈ R we set
Uα,r = {1} ∪ {xα(f) | f ∈ K∗, v(f) ≥ r} ⊂ Uα(K).
For any non-empty subset Ω ⊂ A let lα(Ω) = − inf
x∈Ω
〈α, x〉 and set
UΩ :=
〈
Uα,lα(Ω) | α ∈ Φ
〉
⊂ G(K).
Let N(K) be the subgroup of G(K) generated by N and T (K) and we deﬁne the
aﬃne building J a as
G(K)× A/ ∼,
where
(g, x) ∼ (h, y) if ∃n ∈ N(K) such that nx = y and g−1hn ∈ Ux := U{x}.
Using the injective and N(K)-equivariant map A → J a, x 7→ (1, x) we can identity
A with its image in J a. Any subset A of J a of the form gA for some g ∈ G(K) is
called an apartment. Similarly, we extend the notion of a face F and a chamber C.
We also want to look at another building, the residue building. Let V be a vertex
of J a and J aV be the set of all faces F , such that V ⊂ F . The simplicial structure is
given by the relation F ⊂ F ′, for two faces F, F ′ such that V ⊂ F and V ⊂ F ′. If HV
is the connected reductive subgroup of G with root system ΦV , then the structure
of the spherical building on the set of all parabolic subgroups of HV is isomorphic
to the one on J aV . For any face F of J a containing V , we denote the associated face
in J aV by FV . Given a sector s = V + C in A, one associates the chamber sV of AV
in the following way: Let ∆ ⊃ V be the unique alcove in A such that ∆o ∩ so 6= ∅,
then sV := ∆V . Let C
±
V be the positive (resp. negative) chamber in AV associated
to V + C±.
2.2 One-skeleton galleries
Compared to a gallery of alcoves, a one-skeleton gallery will be a series of edges in
J a, where two subsequent ones will share a vertex. We will denote combinatorial
galleries, those, that stay in the apartment A.
Deﬁnition 2.2.1 ([GL11], Def. 5) A sequence γ = (V0 ⊂ E0 ⊃ V1 ⊂ E1 ⊃ .... ⊃
Vr ⊂ Er ⊃ Vr+1) of faces in A is called a combinatorial one-skeleton gallery if
• the faces Vi are vertices in A;
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• the faces Ei are edges in A;
• the vertex V0 (the source of the gallery) and the vertex Vr+1 (the target of the
gallery) are special vertices.
Let γ′ = V ′0 ⊂ E′0 ⊃ ... ⊂ E′t ⊃ V ′t+1) be another gallery such that V ′0 = Vr+1, then
we can concatenate these galleries to get
γ ∗ γ′ = (V0 ⊂ E0 ⊃ ... ⊃ Vr ⊂ Er ⊃ Vr+1 = V ′0 ⊂ E′0 ⊃ ... ⊂ E′t ⊃ V ′t+1).
We will also concatenate galleries, if V ′0 6= Vr+1, in this case we take γ ∗ γ′ to be the
concatenation of γ and the translated gallery γ′ + (Vr+1 − V ′0).
We want to associate a combinatorial one-skeleton gallery to a fundamental co-
weight ω. Let R≥0ω ⊂ A be the extremal ray of the dominant Weyl chamber C+
spanned by ω. We set V0 = 0 and let E0 be the unique edge in the intersection of ∆f
and R≥0ω. If the ﬁrst vertex V1 is not ω, then we let E1 be the unique dimension one
face in R≥0ω diﬀerent vom E0 having V1 as a common vertex with E0. By iterating
we obtain a gallery
γω = (V0 = o ⊂ E0 ⊃ V1 ⊂ ... ⊃ Vr ⊂ Er ⊃ ω = Vr+1)
which joins o and ω. We call these galleries fundamental galleries and their faces
fundamental faces.
If we have a ﬁxed enumeration ω1, ..., ωn of the fundamental coweights and λ =∑
aiωi for an arbitrary dominant coweight λ, we set
γλ = γa1ω1 ∗ ... ∗ γanωn ,
where γaiωi = γωi ∗ ... ∗ γωi︸ ︷︷ ︸
ai times
.
Deﬁnition 2.2.2 ([GL11], Def. 6) We deﬁne
Sa = {(α, n) | ∆f ∩Hα,n is a face of codimension one} .
The type of a face F of the fundamental alcove is Sa(F ) = {(α, n) | F ⊂ Hα,n}. For
an arbitrary face F we set Sa(F ) = Sa(F f ), where F f is the unique face of the
fundamental alcove such that there exists a w ∈W a with w(F ) = F f .
Deﬁnition 2.2.3 ([GL11], Def. 7) Let γ = (V0 ⊂ E0 ⊃ V1 ⊂ ... ⊃ Vr ⊂ Er ⊃ Vr+1)
be a combinatorial one-skeleton gallery. The type tγ of γ is deﬁned as
tγ := (S
a(V0) ⊂ Sa(E0) ⊃ Sa(V1) ⊂ ... ⊃ Sa(Vr) ⊂ Sa(Er) ⊃ Sa(Vr+1)),
which is also denoted the gallery of types. We denote by Γ(tγ , V0) the set of all
combinatorial galleries starting in V0 of type tγ .
For any dominant coweight λ, a gallery of type λ is a gallery of type γλ. The set
of all combinatorial galleries of type γλ starting in o will be denoted by Σ(γλ). For
an example see Figure 2.2.
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o
α1α2
λ = α1 + α2
Hα1,0Hα2,0
Figure 2.2: Example in the case A2, galleries of type λ = α1 + α2
2.3 Minimal one-skeleton galleries
We know, that for two given sectors s1, s2, there exists an apartment A and subsectors
s′1 ⊂ s1, s′2 ⊂ s2 such that s′1, s′2 ⊂ A. There is an bijection between the equivalence
classes of sectors and the set of Weyl chambers in A. These equivalence classe will
be denoted by s.
Deﬁnition 2.3.1 ([GL11], Def. 9) Let δ = (V0 ⊂ E0 ⊃ ... ⊂ Er ⊃ Vr+1) be a
one-skeleton gallery. It is called minimal, if every step (Vi ⊂ Ei) is included in the
same equivalence class of one sector, i.e. there exists an equivalence class of sectors
sδ and representatives s0, ..., sr ∈ sδ such that Vi is the vertex for the sector si and
Vi ⊂ Ei ⊂ si. The equivalence class si is not necessarily uniquely determined by δ.
We call the sequence s(δ) = (s0, ..., sr) a chain of sectors associated to δ.
Example: Again, we consider the apartment of type A2. For any element w of the
Weyl group, we set γw(ωi) := w(γωi). It is easy to see, that the galleries γ1 =
γs1(ω1) ∗ γs1s2(ω2) and γ2 = γs1s2(ω2) ∗ γs2s1(ω1) are minimal with sγ1 = s1s2(C+) and
sγ2 = s1s2s1(C
+). The gallery γ := γs1(ω1) ∗ γs1s2(ω2) ∗ γs2s1ω1 is not minimal in the
sense above (see Figure 2.3).
We have a natural action of G(K) on J a that induces a natural action on one-
skeleton galleries. For δ any one-skeleton gallery and g ∈ G(K) we set:
g.δ = (g.V0 ⊂ g.E0 ⊃ .... ⊂ g.Er ⊃ g.Vr+1).
Proposition 2.3.1 ([GL11],Prop. 8) Let δ be a minimal one-skeleton gallery in J a
starting in o and ending in λ = Vr+1, where λ ∈ C+. Since Vr+1 = λ is special, it
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is a coweight, which we can identify with an element in G(K)/G(O). The following
natural map between the G(O)-orbit of δ and the G(O)-orbit of λ in G is bijective:
G(O).δ → G(O)tλ ⊂ G(K)/G(O),g.δ 7→ gtλ.
o
α1α2
Hα1,0Hα2,0
γ1
γ γ2
Figure 2.3: Example of minimal galleries in the case A2
2.4 Positively folded galleries
We call a sequence (V0 ⊂ E ⊃ V ⊂ F ⊃ V1) a two step gallery, but we often omit
V0 and V1. Such a gallery is called minimal if there exists a sector s with Vertex V0
such that E ⊂ s and F ⊂ s(V ).
Deﬁnition 2.4.1 ([GL11], Def. 10) A two step gallery (E ⊃ V ⊂ F ′) ⊂ A is
obtained from (E ⊃ V ⊂ F ) ⊂ A by a positive folding if there exists an aﬃne root
(α, n) such that
V ∈ Hα,n, F ′ = sβ,n(F ) and Hα,n separates F and C−(V ) from F ′.
A two step gallery (E ⊃ V ⊂ F ) in A is called positively folded if either the gallery
is minimal, or if there exist faces F0, ..., Fs containing V such that:
• (E ⊃ V ⊂ F0) is minimal and Fs = F ,
• ∀j = 1, ..., s : (E ⊃ V ⊂ Fj) is obtained from (E ⊃ V ⊂ Fj−1) by a positive
folding.
11
2 Buildings and galleries
If we look at the residue building at a vertex V , we say that (EV , FV ) is a minimal
pair if there exists two opposite sectors s and −s with vertex V such that E ⊂ s and
F ⊂ −s. Using this language, we can deﬁne a positively folded two-step gallery the
following way:
Deﬁnition 2.4.2 ([GL11], Def. 11) A two-step gallery (E ⊃ V ⊂ F ) in A is called
positively folded if
• there exist faces F0,V , ..., Fs,V such that (EV , F0,V ) is a minimal pair, and
Fs,V = FV ,
• for all j = 1, ..., s there exists an aﬃne root (βj , nj) such that βj ∈ ΦV , V ∈
Hβj ,nj , sβj ,nj (Fj−1,V ) = Fj,V and Hβj ,nj separates C
−
V and Fj−1,V from Fj,V .
We have seen, that the equivalence classes of sectors are in bijection with the Weyl
chambers, therefore we can endow the set of equivalence classes with the Bruhat
order: s ≥ s′ iﬀ s = τ(C+), s′ = κ(C+) and τ ≥ κ. For a minimal gallery δ and its
associated chain of sectors s(δ) = (s0, ..., sr) we hav s0 = ... = sr.
Deﬁnition 2.4.3 ([GL11], Def. 12) Let λ be a dominant coweight and γλ a minimal
one-skeleton gallery contained in C+ with start in o and target λ. A combinatorial
one-skeleton gallery of type tγλ
δ = (V0 = o ⊂ E0 ⊃ ... ⊂ Er ⊃ Vr+1) ⊂ A
is called globally positively folded or just positively folded if
i) the gallery is locally positively folded, i.e. every two step gallery (Ei−1 ⊃ Vi ⊂
Ei) is positively folded for i = 1, ..., r,
ii) there is a chain of sectors s(δ) = (s0, ..., sr) such that for all i = 0, ..., r, Vi is the
vertex of si, Ei ⊂ si and s0 ≥ ... ≥ sr.
Let us look at the special case of G in type An. The fundamental weights can be
written ωi = ε1+...+εi. We have γωi = (o ⊂ E ⊃ ωi), where E = {tωi | t ∈ [0, 1]}. It
is easy to see, that the galleries of the same type as γωi are exactly the galleries γσ(ωi)
with σ ∈ W/Wωi . Let λ be a dominant weight. Remember, if we have λ =
∑
aiωi,
we set
γλ = γa1ω1 ∗ ... ∗ γanωn .
To a gallery δ = δ1 ∗ ... ∗ δr,∑ ai = r, of the same type as γλ, we can associate a
Young tableau of shape λ in the following way: Let εk1 + ... + εkj be the target of
δk. We associate to δk the column Cδk of j boxes ﬁlled with the numbers k1, ..., kj
(decreasing from top to bottom). We get the Young tableau Yδ = (Cδr , ..., Cδ1), by
putting the columns next to each other in reverse order. In this way, the galleries of
the same type as γλ can be identiﬁed with Young tableaux of shape λ with entries
strictly increasing in the columns, and the positively folded galleries are identiﬁed
with the semi-standard tableaux ([GL11]).
Let us look at an example: Consider the case A2 and the dominant weight λ =
2ω1 + ω2, the associated gallery γλ is γε1 ∗ γε1 ∗ γε1+ε2 and its Young tableau is
1 1 1
2 .
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Another tableau of shape λ and entries strictly increasing in the columns would be
2 1 2
3
to which we associate the gallery δ = γε2 ∗ γε1 ∗ γε2+ε3 , which is of the same type as
γλ. If we have a semi-standard Young tableau of shape λ, like
1 2 2
3
we get the gallery δ = γε2 ∗γε2 ∗γε1+ε3 , which is of the same type as γλ and positively
folded.
Let us look at the example above in the case of A2 and λ = α1 + α2. We had
γλ = γε1 ∗ γε1+ε2 , the associated Young tableau is
1 1
2 .
We get seven additional semi-standard Young tableaux of shape λ:
1 2
2 ,
1 3
2 ,
1 1
3 ,
1 2
3 ,
1 3
3 ,
2 3
3 ,
2 2
3 .
These are associated to seven positively folded galleries of type λ (see Figure 2.4):
γε2 ∗ γε1+ε2 , γε3 ∗ γε1+ε2 , γε1 ∗ γε1+ε3 , γε2 ∗ γε1+ε3 , γε3 ∗ γε1+ε3 , γε2 ∗ γε2+ε3 , γε2 ∗ γε2+ε3 .
2.5 Root operators
We want to deﬁne root operators for one-skeleton galleries, which are basically the
root operators deﬁned by Littelmann in his path model (see [Lit95]). They put a
crystal structure on the set Γ(γλ).
Let δ = (o ⊂ E0 ⊃ V1 ⊂ ... ⊃ Vr ⊂ Er ⊃ µ) be any one-skeleton gallery. Fix a
simple root α and let m the biggest integer, such that there exists a Vi ∈ Hα,m. Let
k be minimal, such that Vk ∈ Hα,m, i.e. let Vk be the ﬁrst face of δ, that touches
Hα,m. The root operator e˜α is deﬁned the following way:
If m = 0, we set e˜αδ = 0. Otherwise, we set:
e˜αδ = (o ⊂ ... ⊃ Ek−2 ⊃ Vk−1 ⊂ sα,mEk−1 ⊃ tαVk ⊂ ... ⊃ tαVr ⊂ tαEr ⊃ µ+ α).
Here tα is the translation by α.
Now let k be maximal, such that Vk ∈ Hα,m, i.e. let Vk be the last face of δ, that
touches Hα,m. Then we deﬁnde:
If m = −〈µ, α∨〉, we set f˜αδ = 0. Otherwise we set:
f˜αδ = (o ⊂ ... ⊃ Ek−1 ⊃ Vk ⊂ sα,mEk ⊃ t−αVk ⊂ ... ⊃ t−αVr ⊂ t−αEr ⊃ µ− α).
13
2 Buildings and galleries
o
α1α2
λ = α1 + α2
Hα1,0Hα2,0
Figure 2.4: Example in the case A2, LS-galleries of type α1 + α2
For an easy example see Figure 2.5. Considering the functions
wt : Γ(γλ)→ X∨
δ 7→ target(δ),
εα(δ) = m,
and
φα(δ) = m+
〈
µ, α∨
〉
,
it can be seen, that we have a crystal structure on Γ(γλ).
2.6 Characterization of simply-laced crystals
In the following chapter, we will need a result from an article of John R. Stembride
([Ste03]), in which he describes simply-laced crystals.
We denote I a ﬁnite index set and A = [aij ]i,j∈I the Cartan matrix of a simply-
laced Kac-Moody algebra. In this case we have aii = 2 and aij = aji ∈ {0,−1}
for i 6= j. Stembridge associates to A a class of (possibly inﬁnite) directed graphs,
that he calls A-regular. He asks the graphs to be edge-colored, i.e. the edges will be
labelled by elements from I.
Let y = Ei(x) if there is an i-colored edge x← y, and dually z = Fi(x) if there is
an i-colored edge x → z. We deﬁne the i-string through x to be the maximal path
of the form
F−di (x)→ ...→ F−1i (x)→ x→ Fi(x)→ ...→ F ri (x) (r, d ≥ 0).
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Hα,0
α∨
Vk
µ
e˜α
f˜α
Hα,0
α∨
sα,m(Vk)
µ+ α∨
Figure 2.5: Example in the case A2
We deﬁne the i-rise and i-depth to be ε(x, i) := r and δ(x, i) := −d. In addition, he
deﬁnes diﬀerence operators ∆i:
∆iδ(x, j) = δ(Eix, j)− δ(x, j),∆iε(x, j) = ε(Eix, j)− ε(x, j)
whenever Eix ist deﬁned (i.e. δ(x, i) < 0), and analogously
∇iδ(x, j) = δ(x, j)− δ(Fix, j),∇iε(x, j) = ε(x, j)− ε(Fix, j).
Deﬁnition 2.6.1 ([Ste03], Def. 1.1) Let A be a simply-laced Cartan matrix. An
edge-colored directed graph is A-regular if it satisﬁes:
(P1) All monochromatic directed paths in X have ﬁnite length. In particular, X
has no monochromatic circuits.
(P2) For every vertex x and every i ∈ I, there is at most one edge x← y with color
i, and dually, at most one edge x→ y with color i.
(P3) ∆iδ(x, j) + ∆iε(x, j) = aij .
(P4) ∆iδ(x, j) ≤ 0,∆iε(x, j) ≤ 0.
(P5) If Eix and Ejx are deﬁned: ∆iδ(x, j) = 0 implies EiEjx = EjEix and
∇jε(y, i) = 0, where y = EiEjx = EjEix.
(P6) If Eix and Ejx are deﬁned: ∆iδ(x, j) = ∆jδ(x, i) = −1 implies EiE2jEix =
EjE
2
i Ejx and ∇iε(y, j) = ∇jε(y, i) = −1, where y = EiE2jEix = EjE2i Ejx.
(P5') If Fix and Fj are deﬁned: ∇iε(x, j) = 0 implies FiFjx = FjFix and
∆jδ(y, i) = 0, where y = FiFjx = FjFix.
(P6') ∇iε(x, j) = ∇jε(x, i) = −1 implies FiF 2j Fix = FjF 2i Fjx and ∆iδ(x, j) =
∆jδ(y, i) = −1, where y = FiF 2j Fix = FjF 2i Fjx.
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Let us look at (P3) and (P4). For i 6= j, we have aij ∈ {0, 1}, therefore (P3)
and (P4) only allow three possibilities:
(aij ,∆iδ(x, j),∆iε(x, j)) = (0, 0, 0), (−1,−1, 0), or (−1, 0,−1).
Let us assume for a vertex x: ε(x, i) = 0 ∀j ∈ I, i 6= j. Because of the observation
above, we have
ε(Eix, j) = ε(Eix, j)− ε(E, j) = ∆iε(x, j) ∈ {0,−1} for all i 6= j.
But since ε(Eix, j) > 0, we can only have
ε(Eix, j) = 0 for all i 6= j.
Now it is easy to observe, that if we look at the crystal obtained by applying
the root operators to a gallery δ, which is completely contained in C+, the associ-
ated crystal graph is A-regular, where A is a Cartan matrix of type A. Using the
observation above, we proved:
Lemma 2.6.1 If δ is a gallery, such that f˜αjδ = 0 for all i 6= j, we have f˜αj (e˜αiδ) =
0 for all i 6= j.
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In this chapter we will provide a desingularization of an aﬃne Schubert variety in
form of a Bott-Samelson type variety consisting of all galleries of a given type. By
ﬁxing a generic anti-dominant coweight, we obtain a decomposition of these varieties
in Bialynicki-Birula cells. We give a description of these cells and an upper bound
for their dimensions ([GL11]).
3.1 A Bott-Samelson type variety
To every face in A we can associate a unique parabolic subgroup of the aﬃne Kac-
Moody group Lˆ(G), which contains T and a unique parahoric subgroup in G(K)
which contains T . To any root vector Xα ∈ Lie(G) we can associate the one-
parameter subgroup Uα = {xα(f) = exp(Xα ⊗ f) | f ∈ K} of G(K) (resp. of Lˆ(G)).
Analogously, to any real aﬃne root α+nδ we associate the one-parameter subgroup
Uα+nδ = {xα(atn) | a ∈ C}. We will use both notations for the aﬃne root morphism:
xα(at
n) = x(α,n)(a).
The following computation rules are used later in our proofs:
i) For all λ∨ ∈ X∨, α a root, a ∈ C∗ and b ∈ C we have
aλxα(a) = xα(a
〈α,λ∨〉b)aλ.
ii) For any root α and a, b ∈ C such that 1 + ab 6= 0,
xα(a)x−α(b) = x−α(
b
1 + ab
)(1 + ab)α
∨
xα(
a
1 + ab
).
iii) For any positive root α and any b ∈ C∗
xα(b)x−α(−b−1)xα(b) = x−α(−b−1)xα(b)x−α(−b−1) = bα∨sα = sαb−α∨ .
iv) For any roots α, β, α 6= −β and a, b ∈ C we have:
xα(a)xβ(b) =
{
xβ(b)xα(a) if α+ β /∈ Φ
xα+β(ab)xβ(b)xα(a) if α+ β ∈ Φ.
Note that an easy calculation shows, that iv) also holds in the aﬃne case:
x(α,n)(a)x(β,m)(b) =
{
x(β,m)(b)x(α,n)(a) if α+ β /∈ Φ
x(α+β,n+m)(ab)x(β,m)(b)x(α,n)(a) if α+ β ∈ Φ
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Deﬁnition 3.1.1 ([GL11], Def. 3) For a face F we deﬁne PˆF as the unique parabolic
subgroup of Lˆ(G) containing T and all root subgroups Uα+nδ such that F ⊂ H+α,n.
We let UF be the subgroup of G(K) generated by all xα(f) such that f ∈ K∗,v(f) ≥ n
and F ⊂ H+α,n and deﬁne PF to be the unique parahoric subgroup of G(K) containing
T and UF .
As we did in chapter 1, we extend the notion of a parahoric subgroup PF associated
to a face F to the aﬃne building J a. The action of G(K) is such that Uα+nδ ﬁxes
the halfspace H+α,n. It is easy to see, that xα(at
n) belongs to Ux, therefore we have
(xα(at
n), x) ∼ (1, x).
The map r−∞ : J a → A denotes the retraction centered at −∞. It is a chamber
complex map and its ﬁbers are exactly the U−(K)-orbits in J a (see [GL05] for further
information).
To any combinatorial one-skeleton gallery γ = (V0 = o ⊂ E0 ⊃ V1 ⊂ ... ⊃ Vr ⊂
Er ⊃ Vr+1) we can associate a sequence of parahoric subgroups
G(O) ⊃ P
Ef0
⊂ P
V f1
⊃ ... ⊂ P
V fr
⊃ P
Efr
⊂ P
V fr+1
.
Using this correspondence we can identify one-skeleton galleries with points in Bott-
Samelson varieties.
Deﬁnition 3.1.2 ([GL11], Def. 8) Let Σ(tγ) be the closed subvariety of
G(K)/G(O)×G(K)/P
Ef0
× ...×G(K)/P
Efr
×G(K)/P
V fr+1
given by sequences of parahoric subgroups of the form
G(O) ⊃ Q0 ⊂ R1 ⊃ Q1 ⊂ ... ⊃ Qr ⊂ Rr+1,
where Ri is conjugate to PV fi
for i ∈ {1, ..., r + 1} and Qi is conjugate to PEfi for
i = 0, ..., r. We call it the variety of galleries of type tγ starting in V0 = o.
We can naturally extend the action of G(K) on J a to an action on the set of
galleries. This action is type preserving and Σ(tγ) is stable under the action of
G(O). Since there is a bijection between faces of J a and parahoric subgroups, we
have a bijection between the points in Σ(tγ) and the one-skeleton galleries in J a of
type tλ. The combinatorial galleries, which are those galleries in J a included in A,
correspond to sequences of subgroups who are conjugated to the P
Efi
's and P
V fi
's
by elements in the aﬃne Weyl group W a. These are precisely the T -ﬁxed points in
Σ(tγ). To a sequence of parahoric subgroups
G(O) ⊃ P
Ef0
⊂ P
V f1
⊃ P
Ef1
⊂ ... ⊃ P
Efr
⊂ P
V fr+1
we associate the ﬁbred product
G(O)×P
E
f
0
P
V f1
×P
E
f
1
...×P
E
f
r−1
P
V fr
/P
Efr
,
which is deﬁned as the quotient of P
V f0
× ...× P
V fr
by P
Ef0
× ...× P
Efr
given by the
action
(p0, ..., pr) · (q0, ..., qr) = (q0p0, p−10 q1p1, ..., p−1r−1qrpr).
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Proposition 3.1.1 ([GL11], Prop. 2) As a variety, Σ(tγ) is isomorphic to the ﬁbred
product via the map
(g0, ..., gr) 7→
(PV0 ⊃ g0PE0g−10 ⊂ g0PV1g−10 ⊃ g0g1PE1(g0g1)−1 ⊂ ... ⊂ g0...grPVr+1(g0...gr)−1).
To a dominant coweight λ we associate the gallery γλ = (o ⊂ E0 ⊃ ... ⊂ Er ⊃ λ)
described above. The variety of galleries of type tγλ starting in o is called the Bott-
Samelson variety associated to the gallery γλ and we denote it by:
Σ(γλ) := G(O)×P
E
f
0
P
V f1
×P
E
f
1
...×P
E
f
r−2
P
V fr−1
×P
E
f
r−1
P
V fr
/P
Efr
.
The combinatorial galleries in Σ(γλ) will be denoted by Γ(γλ).
Proposition 3.1.2 ([GL11],Prop. 3) We denote by λf the point in G corresponding
to the vertex of the fundamental alcove of the same type as λ. The canonical product
map
pi : Σ(γλ) := G(O)×P
E
f
0
PV1 ×P
E
f
1
...×P
E
f
r−1
P
V fr
/P
Efr
→ G
[g0, ..., gr] 7→ g0...grtλfG(O)
has as image the Schubert variety Xλ. The induced map pi : Σ(γλ) → Xλ deﬁnes a
desingularization of the variety Xλ.
3.2 Cells
Let us ﬁx a generic anti-dominant coweight η : C∗ → T . As already mentioned, the
set of η-ﬁxed points in Σ(γλ) is ﬁnite and in bijection with the set of all combina-
torial galleries of the same type as γλ. For such a gallery γ we denote by Cγ the
corresponding Bialynicki-Birula cell, i.e.
Cγ =
{
x ∈ Σ(γλ) | lim
t→0 η(t).x = γ
}
.
Bruhat and Tits associate to a face F of the Coxeter complex the function
fF : α 7→ inf
k∈Z
{α(F ) + k ≥ 0} .
For any α ∈ Φ is fF (α) the smallest integer such that F ⊂ H+α,n. For two faces F, V
in A, such that V ⊂ F , we denote by Φa−(V, F ) the set of all aﬃne roots (α, n), α ∈
Φ−, n ∈ Z, such that V ∈ Hα,n and F 6⊂ H+α,n. Let Stab−(V, F ) be the subgroup of
U−(K) generated by the elements of the form xα(atn) with (α, n) ∈ Φa−(V, F ) and
a ∈ C.
Proposition 3.2.1 ([GL11],Prop. 4) 1. The stabilizer Stab−(F ) of a face of the
Coxeter complex is generated by the elements xα(p) where α ∈ Φ− and p ∈ K
such that val(p) ≥ fF (α).
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2. Let F and V be two faces of the Coxeter complex such that V ⊂ F . Then
Stab−(V, F ) is a set of representatives for the right cosets of Stab−(F ) in
Stab−(V ). For any total order on the set Φa−(V, F ), the map
(aβ)β∈Φa−(V,F ) 7→
∏
β∈Φa−(V,F )
xβ(aβ)
is a bijection from CΦ
a
−(V,F ) onto Stab−(V, F ), where CΦ
a
−(V,F ) is the set of all
mappings from Φa−(V, F ) to C.
Let δ = [δ0, ...., δr] = (0 = V0 ⊂ E0 ⊃ V1 ⊂ ... ⊃ Vr ⊂ Er ⊃ Vr+1) ∈ Γ(γλ), we set
Stab−(δ) = Stab−(V0, E0)× ...× Stab−(Vr, Er).
Proposition 3.2.2 ([GL11],Prop.6) The map
f : (v0, ..., vr) 7→ [v0δ0, δ0−1v1δ0δ1, [δ0δ1−1v2δ0δ1δ2, ..., δ0...δr−1−1vrδ0...δr]
from Stab−(δ) to Σ(γλ) is injective and its image is Cδ (by x we denote a coset
representative of x in G(K)). Therefore, Cδ is isomorphic to CΦa−(V0,E0) × ... ×
CΦ
a
−(Vr,Er).
3.3 Dimension of Cδ
We remember Φa−(V,E) being deﬁned as the set of aﬃne roots (α, n) ∈ Φ− × Z,
such that V ∈ Hα,n and E 6⊂ H+α,n. For an aﬃne root (α, n) ∈ Φ− × N we will say
that (V,E) crosses the wall Hα,n in the positive (negative) direction if F 6⊂ H−α,n
(respectively F 6⊂ H+α,n), i.e. a wall crossing is positive if (−α,−n) ∈ Φa−(V, F ).
Let us denote for a gallery δ the number of positive wall crossings appearing in
that gallery by ]+δ, analogously the number of negative wall crossings by ]−δ and
the sum of both by ]±δ:
]+δ =
r∑
i=0
(] positive wall crossings of (Vi, Ei))
]−δ =
r∑
i=0
(] negative wall crossings of (Vi, Ei))
]±δ = ]+δ + ]−δ.
It is easy to see, that ]±δ = 〈λ, 2ρ〉.
Lemma 3.3.1 ([GL11], Lemma 9) ]+δ = dim(Cδ).
There is an upper bound for the dimension of a cell Cδ:
Proposition 3.3.1 ([GL11],Prop. 16) Let µ be the target of δ, we have ]+δ ≤
〈λ+ µ, ρ〉.
Important for us is the following ([GL11]): Let
Zλ,µ = G(O)tλ ∩ U−(K)tµ
for a dominant coweight λ and an arbitrary coweight µ. If δ is an LS-gallery of type
γλ with target µ, then Zλ,µ ∩ Cδ is an MV-cycle of coweight (λ, µ).
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Gaussent and Littelmann determine an upper bound for the dimension of the cells
Cδ. In the ﬁrst part of this chapter, we provide the exact dimension of these cells in
type A. In the second part, we will give a description of the image of these cells by
the desingularization map pi in type A. In a particular case, we can prove, that the
closure of this image is an MV-cycle.
4.1 Cell dimension
Let G be of type An. We have seen in chapter 3, that there is an upper bound for
the dimension of the cell Cδ associated to a gallery δ. In this section we want to
show, that in the case of G being of type An, we even have equality, i.e. dim(Cδ) =
〈λ+ µ, ρ〉.
The fundamental weights are of the form ωi = ε1 + ...+ εi, we denote the simple
roots α1, ..., αn. By Fεi1+...εik resp. (0 ⊂ Fεi1+...εik ) we will denote the face going
from 0 to εi1 + ... + εik . By abuse of notation, we will denote by Fεi1+...εik or
(V ⊂ Fεi1+...+εik ) the face going from the vertex V to V +εi1 + ...+εik . The context
will make it clear, which face we mean. We want to determine the number of positive
wall crossings of a gallery of the form V0 ⊂ E0 ⊃ V1. In the case of V0 = 0, these
galleries are all of the form:
(0 ⊂ Fεi1+...+εik ⊃ εi1 + ...+ εik).
Lemma 4.1.1 We have ∣∣Φa−(0, Fεk)∣∣ = n− k + 1.
Proof. To determine the number of positive wall crossings for (0 ⊂ Fεk) it is enough
to determine the number of negative roots α, such that 〈α, εk〉 < 0. All the negative
roots in type An are given by
−αi,−αi − αi+1, ...,−αi − ...− αn for i = 1, ..., n.
Since εi = ωi − ωi−1, 〈α, εk〉 is negative for exactly the following negative roots:
{−αk,−αk − αk+1, ...,−αk − ...− αn} ,
we get
∣∣Φa−(0, Fεk)∣∣ = n− k + 1.
Let us calculate the positive wall crossings of (0 ⊂ Fεi1+...+εik ), i1 < ... < ik. We
want to compare the number of positive wall crossings of (0 ⊂ Fεi1 ), ..., (0 ⊂ Fεik ) to
the number of positive wall crossings of (0 ⊂ Fεi1+...+εik ).
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Lemma 4.1.2 We have∣∣∣Φa−(0, Fεi1+...+εik )∣∣∣ = k∑
j=1
∣∣∣Φa−(0, Fεij )∣∣∣− k(k − 1)2 .
Proof. As above, we count the number of negative roots α, such that
〈α, εi1 + ...+ εik〉 < 0.
It is easy to see, that these are exactly the following roots:
• −αi1 , αi1 − αi1+1, ...,−αi1 − ...− αi2−2 (if i2 − 2 ≥ i1),
−αi1 − ...− αi2 , ...,−αi1 − ...− αi3−2 (if i3 − 2 ≥ i2),
...,
−αi1 − ...− αik , ...,−αi1 − ...− αn (if n− ik ≥ 0)
• ...
• −αik−1 ,−αik−1 − αik−1+1, ...,−αik−1 − ...− αik−2 (if ik − 2 ≥ ik−1),
...,
−αik−1 − ...− αik , ...,−αik−1 − ...− αn (if n− ik ≥ 0)
• −αik ,−αik − αik+1 , ...,−αik − ...− αn (if n− ik ≥ 0).
If we have ij−2  ij−1, then Φa−(0, Fεi1+...+εik ) will not contain any root of the form
(−αij − ..., 0). An easy calculation gives us:
Φa−(0, Fεi1+...+εik )
= n− ik + 1 +
k−1∑
j=1
((ij+1 − ij − 1) + ...+ (ik − ik−1 − 1) + (n− ik + 1))
= −
k∑
j=1
ij − k(k − 1)
2
+ kn+ k.
By Lemma 4.1.1, we get
k∑
j=1
Φa−(0, Fεij ) = −
k∑
j=1
ij + kn+ k.
Lemma 4.1.3 The faces (0 ⊂ Fεi1+...+εik ) and (V ⊂ Fεi1+...+εik ), for any vertex V
in A, have the same number of positive wall crossings. More precisely, the negative
roots α appearing in (α, 0) ∈ Φa−(0, Fεi1+...+εik ) are the same as in Φa−(V, Fεi1+...+εik ).
Proof. For an aﬃne root (α, 0) ∈ Φa−(0, F ), we have
F ⊂ H−α,n ⇒ α(F ) ≤ 0
⇒ α(F ) + α(V ) + (−α(V )) ≤ 0
⇒ α(V + F ) + (−α(V )) ≤ 0.
But this means F ⊂ H−α,−α(V ) ⇒ (α,−α(V )) ⊂ Φa−(V, F ), since in type An every
vertex is special.
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Let λ be a dominant weight. Let δ be a gallery of the same type as γλ and µ be
the target of δ. We have the following Lemma:
Lemma 4.1.4 We have
dim(Cδ) = ]
+δ =
〈
λ+ µ, ρ∨
〉
.
Proof. We have εi = ωi − ωi−1, i = 1, ..., n. Since ρ = 12
∑
α∈Φ+
α, we get
〈εi, ρ〉 = 〈ωi − ωi−1, ρ〉 = n− 2i+ 2
2
.
Write
λ =
n∑
i=1
aiωi =
n∑
i=1
(ai
i∑
j=1
εj).
The target µ of δ can be written as
µ =
n∑
i=1
ai∑
j=1
(εli,j,1 + ...+ εli,j,i),
where li,j,1 < ... < li,j,i and ai is the number of columns of length i. An easy
calculation gives us:
〈λ+ µ, ρ〉 =
〈
n∑
i=1
(ai
i∑
k=1
εj), ρ
〉
+
〈
n∑
i=1
ai∑
j=1
εli,j,1 + ...+ εli,j,i , ρ
〉
=
n∑
i=1
ai( i∑
k=1
n− 2k + 2
2
) +
ai∑
j=1
(
n− 2li,j,1 + 2
2
+ ...+
n− 2li,j,i + 2
2
)

=
n∑
i=1
ai(ni+ 2i− i(i+ 1)
2
)−
ai∑
j=1
(li,j,1 + ...+ li,j,i)
 .
By using Lemma 4.1.1 and Lemma 4.1.2, we obtain the following:
]+δ =
n∑
i=1
ai∑
j=1
Φa−(0, Fεli,j,1+...+εli,j,i )
=
n∑
i=1
ai∑
j=1
(Φa−(0, Fεli,j,1 ) + ...+ Φ
a
−(0, Fεli,j,i )−
(i− 1)i
2
)
=
n∑
i=1
ai∑
j=1
((n− li,j,1 + 1) + ...+ (n− li,j,i + 1)− (i− 1)i
2
)
=
n∑
i=1
ai(ni+ 2i− i(i+ 1)
2
)−
ai∑
j=1
(li,j,1 + ...+ li,j,i)

= 〈λ+ µ, ρ〉 .
23
4 Cells in type A
4.2 Cells and MV-cycles I
Let pi : Σγ → Xλ be the map from the Bott-Samelson variety onto the aﬃne Schubert
variety. We are now interested in the image of a cell Cδ ⊂ Σγ under this map. We
want to give a partial answer to the question, in which cases and for which coweights
the image pi(Cδ) is an MV-cycle in a possibly smaller Schubert variety.
Let
δ = (V0 ⊂ E0 ⊃ V1 ⊂ E1 ⊃ ... ⊂ Er ⊃ µ)
be a gallery of the same type as γλ with target µ.
Lemma 4.2.1 Let α ∈ Φ−, such that µ ∈ H−α,0. For every 0 ≤ i < −〈µ, α〉 there
exist a j ∈ {0, ..., r}, such that (α, i) ∈ Φa−(Vj , Ej). In other words, if we consider
a negative root α and if the target of the gallery is on the negative side of Hα,0, the
gallery will cross every wall between Hα,0 and Hα,−〈µ,α〉 positively.
Proof. Let α = −αk − ... − αl. Let us assume the gallery δ has no positive wall
crossing at the wall Hα,i for any 0 ≤ i < −〈µ, α〉. In this case, every edge in δ, up
to translation, must be of the form
F...+εk+...+εl+1+...
or
F...+ε̂k+...
Let µ =
n+1∑
i=1
aiεi. Since µ ∈ H−α,0, we must have al+1 ≤ ak, in contradiction to the
above form of δ.
The ﬁrst case, in which we can give an answer to our question, if pi(Cδ) is an
MV-cycle, is the case of δ being completely included in the dominant Weyl chamber:
Lemma 4.2.2 If we have δ ⊂ C+, we get
pi(Cδ) = U
−(K)tµ ∩G(O)tµ.
Proof. The image of the cell Cδ can be described as:
pi(Cδ) =

r∏
i=0
 ∏
(α,n)∈Φa−(Vi,Ei)
x(α,n)(a(i, α, n))
 tµG(O) | a(i, α, n) ∈ C

⊂ U−(K)tµ
For every (α, n) ∈ Φa−(Vi, Ei) we have Ei 6⊂ H+(α,n) and since δ ⊂ C+, n must be
non negative. Therefore we have pi(Cδ) ⊂ G(O)tµ ∩ U−(K)tµ. Let x ∈ G(O)tµ ∩
U−(K)tµ = U−(O)tµ. Then x will be of the form:
x =
∏
α∈Φ−
xα(fα)t
µ
with fα ∈ O. Using the relation
xα(fα)t
µG(O) = tµxα(t〈µ,α〉fα)G(O)
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we get xα(fα)t
µG(O) = tµG(O) if deg(fα) ≥ −〈µ, α〉. Using Lemma 4.2.1 and since
the maximal n, such that (α, n) ∈ Φa−(Ej , Vj) for any j is at least −〈µ, α〉, we get
G(O)tµ ∩ U−(K)tµ ⊂ pi(Cδ).
Obviously, Gµ ∩ Sµ ∩ pi(Cδ) is dense in pi(Cδ) and we have the following corollary:
Corollary 4.2.1 If we have δ ⊂ C+ and µ is the target of δ then pi(Cδ) is a
MV-Cycle of coweight (µ, µ).
We will consider the crystal of galleries of type γλ and start at the bottom of
the graph. Let δ be a gallery of type γλ, such that for every i ∈ {1, ..., n} we have
f˜αiδ = 0. We want to determine pi(Cδ).
Lemma 4.2.3 In this case, for a wall Hα,n with α a negative root, which is positively
crossed by δ, we have µ ∈ H+α,n.
Proof. Let mα = max {m | ∃Vi : Vi ∈ Hα,m}. Since we have f˜αiδ = 0 ⇔ mα =
−〈αi, µ〉, the statement is clear for α being a simple root. Now let the wall
H−αi−...−αj ,n
be positively crossed by δ, with i < j. In this case, there exists Vi ⊂ Ei in δ such
that Vi ∈ H−αi−...−αj ,n and Ei ⊂ H−−αi−...−αj ,n.
Let us assume µ ∈ H−−αi−...−αj ,n, i.e. (−αi − ... − αj)(µ) + n ≤ 0. In this case,
either −αi(µ) ≤ 0 or (−αi+1 − ... − αj)(µ) + n ≤ 0. In the case of µ ∈ H−−αi,0, by
Lemma 4.2.1, we would have a wall H−αi,k, which is positively crossed, but with
µ ∈ H−−αi,k, in contradiction to our above statement. Iteratively, we can prove our
statement in the general case.
Lemma 4.2.4 In the special case of δ being such that f˜αiδ = 0 for every i ∈
{i, ..., n}, we have pi(Cδ) = {tµG(O)}, where pi(δ) = µ.
Proof. According to the lemma above, for every wallHα,m, which is positively crossed
by δ, we have µ ∈ H+α,m, i.e. α(µ)+m ≥ 0. If we look at the associated root subgroup
xα(at
m), a ∈ C. We have
xα(at
m)tµG(O) = tµxα(at〈α,µ〉+m)G(O) = tµG(O).
Therefore we have
pi(Cδ) =

 r∏
i=1
(
∏
(α,n)∈Φa−(Vi,Ei)
xα(aα,it
n))
 tµG(O) | aα,i ∈ C

= {tµG(O)} .
Starting at δ with f˜αiδ = 0 for i = 1, ..., n, we want to look at e˜
k
αiδ for k ≥ 0. We
want to give an explicit description of the set pi(Cδ).
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Lemma 4.2.5 If e˜kαiδ is deﬁned, we have:
pi(Ce˜kαiδ
) =
 r1∏
i1=1
xβi1 (bi1,1t
mi1,1)
x−αi(a1tm1) · ... ·
 rk∏
ik=1
xβik (bik,kt
mik,k)

x−αi(ait
mk)tµ+kαiG(O) | bij ,j , aj ∈ C, rj ∈ N
}
,
and we have xβij (bij ,jt
mij ,j ) ∈ Stab−(tµ+kαi).
Proof. Remember that Stab−(F ) for a face F of the Coxeter complex is generated
by the elements xα(p), where α ∈ Φ− and p ∈ K satisfying val(p) ≥ fF (α). Since
fµ(α) = −〈µ, α〉, Stab−(µ) is generated by xα(atm) with m ≥ −〈µ, α〉.
Let us ﬁrst look at the application of one root operator. The image of the cell Cδ
is
pi(Cδ) =

r∏
i=1
∏
(α,n)∈Φa−(Vi,Ei)
xα(ai,α,nt
n)tµG(O) | ai,α,n ∈ C
 ,
where every xα(ai,α,n) is in the stabilizer of t
µG(O),
Stab−(tµ) = 〈xβ(atn) | β ≺ 0, n ≥ −〈µ, β〉 , a ∈ C〉 ,
as we have just seen in Lemma 4.2.4. Let us see what happens, if we apply the root
operator e˜αi just once. Let e˜αiδ 6= 0, m and k be as in the deﬁnition of the root
operator. We get
pi(Ce˜αiδ) =

k−2∏
i=1
∏
(α,n)∈Φa−(Vi,Ei)
xα(ai,α,nt
n)
x−αi(ctm−1)
∏
(α,n)∈sαi,m−1(Φa−(Vk−1,Ek−1))
xα(ak−1,α,ntn)
 r∏
i=k
∏
(α,n)∈τα∨
i
(Φa−(Vi,Ei))
xα(ai,α,nt
n)
 tµ+αiG(O) | ai,α,n, c ∈ C
}
,
where
τα∨i (Φ
a
−(Vi, Ei)) =
{
(α, n+
〈
α, α∨i
〉
) | (α, n) ∈ Φa−(Vi, Ei)
}
.
Note that we have m ≥ 1, since e˜αi is applicable at least once to δ. Since we have
xα(ai,α,nt
n) ∈ Stab−(tµ) for every (α, n) ∈ Φa−(Vi, Ei), i = 1, ..., r,
it is easy to see that
xα(ai,α,nt
n) ∈ Stab−(tµ+αi) for every (α, n) ∈ τα∨i (Φ
a
−(Vi, Ei)), i = k, ..., r
and
xα(ai,α,nt
n) ∈ Stab−(tµ+αi) for every (α, n) ∈ sαi,m−1(Φa−(Vk−1, Ek−1)).
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Let us consider xβ(at
n) ∈ Stab−(tµ). We have
n ≥ − 〈µ, β∨〉 .
Assume now, that β − αi ∈ Φ−, which is only possible if
β ∈ {−αj − ...− αi−1,−αi+1 − ...− αj′ | j < i− 1, j′ > i+ 1} ,
therefore 〈β, α∨i 〉 = 1. We have the following commutation relation:
xβ(at
n)x−αi(ct
m−1) = x−αi(ct
m−1)xβ(atm)xβ−αi(act
n+m−1).
But since m − 1 ≥ 0 and −〈µ, β∨〉 ≥ − 〈µ+ αi, β∨〉, we have n + m − 1 ≥
−〈µ+ αi, β∨〉 and therefore
xβ−αi(act
n−m−1) ∈ Stab−(tµ+αi).
This basically shows, that for every root subgroup appearing in the product before
x−αi(ctm−1), if it does not commute with x−αi(ctm−1), the new root subgroup coming
from the commutation relation will stabilize tµ+αi . Now it is left to show, that the
root subgroups appearing before x−αi(ctm−1) in the product, do not only stabilize
tµ, but also tµ+αi . For every xα(ai,α,nt
n) appearing in
k−2∏
i=1
∏
(α,n)∈Φa−(Vi,Ei)
xα(ai,α,nt
n),
we have xα(ai,α,nt
n) ∈ Stab−(tµ)⇔ n ≥ −〈µ, α∨〉. But since we have
− 〈µ, α∨〉 ≥ − 〈µ+ αi, α∨〉⇔ α /∈ {−αk − ...− αi,−αi − ...− αk} ,
we have
xα(ai,α,nt
n) ∈ Stab−(tµ+αi) for every α /∈ {−αk − ...− αi,−αi − ...− αk} .
Now let β = −αk − ... − αi and let δ cross the wall Hβ,m′ positively. The critical
case would be m′ = −〈µ, β∨〉, because then we would have
m′ = − 〈µ, β∨〉 < − 〈µ+ αi, β∨〉 ,
and if the reﬂection from the operator e˜αi is applied after the gallery has crossed
Hβ,m′ positively, we would have xβ(ct
m) /∈ Stab−(tµ+αi).
Let Vl ⊂ El be the vertex, at which the gallery crosses the wall Hβ,m′ positively.
Let us assume without loss of generality Vl = 0, therefore m
′ = 0. We will just look
at the last part of the gallery beginning at Vl, we denote this gallery δ≥l. Let us
assume the operator e˜αi is applicable to δ≥l, in which case xβ(c) /∈ Stab−(tµ+αi).
Since we have f˜αiδ = 0 for every i = 1, ..., n, the target µ of δ has to be antidominant:〈
µ, α∨1
〉 ≤ 0, ..., 〈µ, α∨n〉 ≤ 0.
Now it is easy to see
0 =
〈
µ, β∨
〉
=
〈
µ,−α∨k
〉
+ ...+
〈
µ,−α∨i
〉
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⇒ 0 = 〈µ,−α∨k 〉 = ... = 〈µ,−α∨i 〉 .
But since we have f˜αiδ = 0, by deﬁnition, we havem = −〈µ, α∨i 〉 = 0 and e˜αiδ≥l = 0,
in contradiction to our assumption. Therefore, in our original gallery δ, if e˜αi is
applicable, the reﬂection will be applied before the vertex Vl and our critical case
does not appear. If we have β = −αi − ...− αk, the proof is completely analogous.
The general case can now be proven inductively. We apply e˜αi to the gallery e˜
s
αiδ.
Every argument given above can be applied analogously by applying the lemma to
e˜sαiδ itself, we only have to consider the critical case. Again, let β = −αi − ... − αk
and let e˜sαiδ cross the wall Hβ,m′ positively. Let
m′ = − 〈µ+ sαi, β∨〉 .
Let Vl ∈ Hβ,m′ be the vertex, at which e˜sαiδ crosses the wall positively and let us
consider (e˜sαiδ)≥l = e˜
s
αi(δ≥l), therefore we assume m
′ = 0. We have
0 =
〈
µ+ sαi,−β∨
〉
=
〈
µ, α∨i
〉
+ ...+
〈
µ, α∨k
〉
+ s.
But since e˜sαiδ 6= 0, we have 〈µ, α∨i 〉 ≤ −s. Using Lemma 2.6.1, we have〈
µ, α∨i+1
〉
, ...,
〈
µ, α∨k
〉 ≤ 0,
and therefore we must have
m = − 〈µ, α∨i 〉 = s.
But then we have e˜αi e˜
s
αiδ = 0.
Corollary 4.2.2 If e˜kαiδ is deﬁned, we have:
pi(Ce˜kαiδ
) =
{
x−αi(a1t
m1) · ... · x−αi(aktmk)tµ+kαiG(O) | aj ∈ C
}
,
and mj ≥ 0 for all j = 1, ..., k.
Proof. As we have seen in Lemma 4.2.5, every other root subgroup xβ(ct
n) besides
x−αj (ajtmj ) is in Stab−(tµ+kαi). If the xβ(ctn) and x−αj (ajtmj ) do not commute,
we can use the computation rules given in the chapter before and we get:
xβ(ct
n)x−αj (ajt
mj ) = x−αj (ajt
mj )xβ−αj (ajct
n+mj )xβ(ct
n).
But by the deﬁnition of the root operator e˜αi , we must have mj ≥ 0 and we have
xβ−αj (ajct
n+mj ) ∈ Stab−(tµ+kαi).
Now remember our argument about the additional subgroups coming from commu-
tation relations in the proof of Lemma 4.2.5, which proves the corollary.
If δ is as in the corollary above, we obtain directly:
pi(Ce˜kαiδ
) = U−(K)tµ ∩G(O)tµ.
Now, similarly as in Corollary 4.2.1, we have
Corollary 4.2.3 If δ is a gallery of type γλ, such that for every j ∈ {1, ..., n} we
have f˜αjδ = 0 and if e˜
k
αiδ is deﬁned, pi(Ce˜kαiδ
) is a MV-cycle of coweight (λ, µ).
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In chapter 4, we have shown for a certain part of the crystal graph associated to a
gallery, that the closure of the image of the cells associated to these galleries is not
only contained in an MV-cycle, but actually is an MV-cycle. In this chapter we will
take a gallery δ of type Nω1, which is completely included in the dominant Weyl
chamber. By applying the root operators, we get a crystal containing the gallery
δ. We will use the bumping algorithm to show, that the cells associated to these
galleries include an MV-cycle.
5.1 The plactic monoid and bumping
We will introduce column bumping according to [Ful97]. Row bumping is deﬁned
analogously. Column insertion or bumping is a construction, where a positive integer
x is added to a semi-standard Young tableau to obtain a new semi-standard Young
tableau. The integer x is added at the bottom of the ﬁrst column, if it is strictly
bigger than every entry in it. If not, it replaces the smallest entry in the column, that
is larger than or equal to x. The replaced entry is bumped the same way into the
next column. The process stops if one entry can go to the bottom of the next column
or until it becomes the entry of a new column. Let us look at an easy example, let
us bump 3 into the tableau
1 2 2 3
2 3 5 5
4 4 6
5 6
3→
→ 1 2 2 3
2 3 5 5
3 4 6
5 6
4→
→ 1 2 2 3
2 3 5 5
3 4 6
5 6
4→
→ 1 2 2 3
2 3 4 5
3 4 6
5 6
5→
→ 1 2 2 3 5
2 3 4 5
3 4 6
5 6
Now we want to introduce the plactic monoid. We will write words as a sequence
of letters (positive integers) and write ww′ for the juxtaposition of the two words w
and w′. Let T be a tableau, we deﬁne the column word wcol(T ) of T by listing the
entries from bottom to top in each column, starting in the left column and moving
to right. The row word wrow(T ) of T will be obtained by reading the entries from
left right, starting at the bottom row going to the top. This section is quoted from
Fulton's book Young Tableaux ([Ful97]) and we use his notation. But in the rest
of this thesis, we will always read a tableau columnwise from top to bottom, going
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from right to left. The bumping algorithm can now be broken down into smaller
steps, we call the elementary Knuth transformations:
(K ′) yzx 7→ yxz if x < y ≤ z,
(K ′′) xzy 7→ zxy if x ≤ y < z.
It is easier to see this transformations as simple row-bumpings:
y z • x = x z
y
x z • y = x y
z
Now two words w and w′ will be called Knuth equivalent, if they can be changed
into each other by a sequence of elementary Knuth transformations, and we write
w ≡ w′.
Lemma 5.1.1 ([Ful97], p.27) We have
wcol(T ) ≡ wrow(T ).
5.2 Cells and MV-cycles II
Let λ be a dominant coweight and let γλ be a combinatorial gallery joining o and
λ. Consider the map pi : Σ(γλ) → G, which is SLn(O)-equivariant. For a generic
anti-dominant coweight η : C∗ → T , we have
η(t)pi(x) = pi(η(t).x).
For any gallery δ ∈ Σ(γλ) with pi(δ) = µ we have
pi(Cδ) ⊂
{
y ∈ G | lim
t→0 η(t).y = µ
}
= U−(K).ν.
But by construction we also have pi(Cδ) ⊂ Xλ and therefore pi(Cδ) must be contained
in an MV-cycle of a Schubert variety contained in Xλ. The aim of this chapter is
to show in a particular case, that pi(Cδ) in fact is a MV-cycle for a possibly smaller
Schubert variety.
Let us start by showing a Lemma, which we will need in the proofs of this chapter.
Set U−(O) = U−(K)∩SLn(O). Our Bott-Samelson variety Σ(γλ) inherits naturally
a SLn(O)-action and the map pi is equivariant with respect to this action. Remember,
that
Cδ =
{
z ∈ Σ(γλ) | lim
t→0 η(t).z = δ
}
for a ﬁxed anti-dominant one-parameter subgroup η : C∗ → T . Using
lim
t→0 η(t)uη(t)
−1 = 1,
we get u.z ∈ Cδ for all z ∈ Cδ and u ∈ U−(O). Therefore it follows:
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Lemma 5.2.1 The image of the cell Cδ under pi is U
−(O)-stable, in other words
x−α,m(a).pi(Cδ) = pi(Cδ) ∀a ∈ C, α  0 and m ∈ N.
Now, for k ≥ 0, consider
pi(Cδ)
≥k =

r∏
j=k
∏
(α,n)∈Φa−(Vj ,Ej)
xα,m(aj,α,m)t
µ | aj,α,m ∈ C
 ,
where µ is the target of δ and the gallery δ≥k, which is obtained by δ by just
considering it after the vertex Vk. We replace the group U
−(O) by
U−k =
{∏
x(−α,m) | α  0,m ∈ Z, Vk ∈ H+(α,m)
}
.
Now let ϕk be the coweight associated to Vk.
Lemma 5.2.2 The set pi(Cδ)
≥k is U−k -stable, in other words
x(−α,m).pi(Cδ)≥k = pi(Cδ)≥k ∀α  0,m ≥ −
〈
ϕk, α
∨〉 .
Proof. We can view ϕk : C∗ → T as a one-parameter subgroup as well as a K rational
point in G. Let tϕk and t−ϕk be the translations by ϕk, respectively −ϕk. We have
tϕk(0) = Vk and t−ϕk(Vk) = 0 and δ
≥k
0 := t−ϕk(δ
≥k). The translations act on the
roots by shifts: tϕk : (α, l) 7→ (α, l + 〈ϕk, α∨〉) and t−ϕk : (α, l) 7→ (α, l − 〈ϕk, α∨〉).
Note that
ϕkx(α,l)(a)ϕ
−1
k = x(α,l+〈ϕk,α∨〉)(a).
We have
ϕk.pi(Cδ≥k0
) = pi(Cδ)
≥k.
By the lemma above, U−(O) stabilizes C
δ≥k0
, therefore ϕkU
−(O)ϕ−1k stabilizes
pi(Cδ)
≥k. If α  0 and m ≥ 0, we have
ϕkx(−α,m)ϕ−1k = x(−α,m+〈ϕk,α∨〉) = x(−α,l) with l ≥ −
〈
ϕk, α
∨〉 .
Now let us consider an LS-gallery δ of type γλ with λ being a dominant coweight.
As we did at the beginning of chapter 4, we will write the target µ of δ as
µ =
n∑
i=1
ai∑
j=1
(εli,j,1 + ...+ εli,j,i)
according to the ﬁlling of the associated (not necessarily semi-standard) generalized
tableau and εli,j,1 + ...+ εli,j,i belonging to the column
li,j,1
...
li,j,i
,
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where li,j,1 > ... > li,k,i. To this Young tableau we can also associate the following
gallery, obtained by reading the tableau box by box:
δ′ =γ(εl1,1,1 ) ∗ ... ∗ (γεl1,a1,1 ) ∗ (γεl2,1,1 ∗ γεl2,1,2 ) ∗ ...
... ∗ (γεl2,a2,1 ∗ γεl2,a2,2 ) ∗ ... ∗ (γεln,an,1 ∗ ... ∗ γεln,an,n ),
which, in most of the cases, will not be an LS-gallery. We will now consider two
diﬀerent Bott-Samelson varieties. We have
Cδ ⊂ Σ(γλ),
where δ is of type γλ and
Cδ′ ⊂ Σ(γNω1),
where N is the number of boxes in our Young tableau. Let pi : Σ(γλ) → G and
pi′ : Σ(γNω1)→ G the associated desingularizations.
Lemma 5.2.3 We have
pi(Cδ) = pi
′(Cδ′).
Proof. Let us ﬁrst proof the statement for a single column. We have the following
two galleries:
δ = γεi1+...+εir
and
δ′ = γεi1 ∗ ... ∗ γεir .
As we have seen in Lemma 4.1.1, we have the following negative roots, associated to
a wall, which is positively crossed by δ′:
−αij ,−αij − αij+1, ...,−αij − ...− αn for j = 1, ..., r.
More precisely, let Fεi as deﬁned in section 4.1, then:
• Φa−(0, Fεi1 ) = {(−αi1 , 0), ...., (−αi1 − ...− αn, 0)}
• Φa−(εi1 , εi1 + Fεi2 )
=
{
(−αi2 ,
〈
εi1 , α
∨
i2
〉
), ..., (−αi2 − ...− αn,
〈
εi1 , α
∨
i2
+ ...+ α∨n
〉
)
}
• ...
• Φa−(εi1 + ...+ εir−1 , εi1 + ...+ εir−1 + Fεir ) ={
(−αir ,
〈
εi1 + ...+ εir−1 , α
∨
ir
〉
), ...,
(−αir − ...− αn,
〈
εi1 + ...+ εir−1 , α
∨
ir + ...+ α
∨
n
〉
)
}
.
But since i1 < i2 < ... < ir, we have〈
εi1 + ...εij−1 ,−α∨ij − ...− α∨s
〉
= 0
and the description of the associated root subgroups simpliﬁes:
• Φa−(0, Fεi1 ) = {(−αi1 , 0), ...., (−αi1 − ...− αn, 0)}
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• Φa−(εi1 , εi1 + Fεi2 ) = {(−αi2 , 0), ..., (−αi2 − ...− αn, 0)}
• ...
• Φa−(εi1 + ...+εir−1 , εi1 + ...+εir−1 +Fεir ) = {(−αir , 0), ..., (−αir − ...− αn, 0)} .
Remember the proof of Lemma 4.1.2, if ij+1 − 2  ij , the set Φa−(0, Fεi1+...+εir ) will
not contain any root of the form (−αij − ..., 0). Therefore Φa−(0, Fεi1+...+εir ) consists
of the roots:
• (−αi1 , 0), (−αi1 − αi1+1, 0), ..., (−αi1 − ...− αi2−2, 0) (if i2 − 2 ≥ i1),
(−αi1 − ...− αi2 , 0), ..., (−αi1 − ...− αi3−2, 0) (if i3 − 2 ≥ i2),
...,
(−αi1 − ...− αik , 0), ..., (−αi1 − ...− αn, 0) (if n− ik ≥ 0)
• ...
• (−αik−1 , 0), (−αik−1 −αik−1+1, 0), ..., (−αik−1 − ...−αik−2, 0) (if ik− 2 ≥ ik−1),
...,
(−αik−1 − ...− αik , 0), ..., (−αik−1 − ...− αn, 0) (if n− ik ≥ 0)
• (−αik , 0), (−αik − αik+1 , 0), ..., (−αik − ...− αn, 0) (if n− ik ≥ 0),
and we see right away
Φa−(0, Fεi1+...+εir ) ⊂ Φa−(0, Fεi1 ) ∪ ... ∪ Φa−(εi1 + ...+ εir−1 , εi1 + ...+ εir−1 + Fεir ),
and hence
pi(Cδ) ⊂ pi′(Cδ′) ⊂ U−(O)tεi1+...+εir .
The last inclusion follows from the observation, that all the root subgroups appearing
in pi′(Cδ′) are in U−(O). But by Lemma 5.2.1, we have
U−(O)tεi1+...+εir = pi(Cδ),
and we conclude
pi(Cδ) = pi
′(Cδ′).
Now we want to add another column
C =
i1
...
ir
from the left to a tableau T , and consider
T ∗ C.
By induction, assume that our statement is already true for T , which means that
the image of the cell is the same, if we read T column- or boxwise. Let δT be the
gallery associated to T and µ be the target of δT . We have already seen
Φa−(0, Fεi1+...+εir ) ⊂ Φa−(0, Fεi1 ) ∪ ... ∪ Φa−(εi1 + ...+ εir−1 , εi1 + ...+ εir−1 + Fεir ),
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therefore we have
Φa−(µ, µ+ Fεi1+...+εir )
⊂Φa−(µ, µ+ Fεi1 ) ∪ ... ∪ Φa−(µ+ εi1 + ...+ εir−1 , µ+ εi1 + ...+ εir−1 + Fεir )
and it follows
pi(CδC∗T ) ⊂ pi′(Cδ′C∗T ).
But similar, as we have seen before, the root subgroups appearing in Φa−(µ, µ +
Fεil+...+εik ), 1 ≤ i < k ≤ r − 1 are in
U−(µ) =
{∏
x(−α,m) | α  0,m ∈ Z, µ ∈ H+(α,m)
}
.
And we have
pi′(Cδ′C∗T ) ⊂ U
−(µ)U(T )tµ+εi1+...εir ,
and U(T ) is the product of root subgroups coming from T , where we know by
induction, that it is irrelevant, if we read T boxwise or columnwise. But again,
similar to the case of a single column, we can use Lemma 5.2.2 to obtain
U−(µ)U(T )tµ+εi1+...+εir = pi(Cδ),
and we have proven the lemma.
Now we want to look at the case of bumping a single box into a column and relate
this to the geometry of cells in the Bott-Samelson varieties. We generalize the notion
of a Young tableau. By a tableau we mean an arrangement of boxes, compared to
a Young tableau, the numbers of boxes in the columns do not have to be decreasing
from left to right. We will still ask the entries in the columns of such tableaux to be
strictly increasing. Consider the tableau:
T1 =
j i1
...
il−1
il
il+1
...
ir
and bump the single box j into the column to get a Young tableau
T2 =
i1 il
...
il−1
j
il+1
...
ir
,
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where il ≥ j > il−1. The case j > ir will be discussed later. To T1, we will associate
the gallery δ1, which we get by reading the tableau box by box:
δ1 = γεi1 ∗ ... ∗ γεir ∗ γεj .
We will read T2 columnwise to get
δ2 = γεil ∗ γεi1+...+εil−1+εj+εil+1+...+εir .
As we did before, we will consider two diﬀerent Bott-Samelson varieties and corre-
sponding cells, Cδ1 ⊂ Σ(γNω1) and Cδ2 ⊂ Σ(γλ), where N is the number of boxes in
our tableau T1 and λ is the shape of T2. As before, we will denote pi
′ : Σ(γNω1)→ G
and pi : Σ(γλ)→ G the desingularizations.
Let us ﬁrst ﬁx some notations to facilitate the following proofs. If
T =
i1
...
ir
,
we set
uT =
r∏
j=1
∏
k>ij
x(−εk−εij ,0).
We have a shifted version for a weight µ:
uT (µ) =
r∏
j=1
∏
k>ij
x
(−εk−εij ,−
〈
µ,−εk−εij
〉
)
.
Whenever there is no confusion possible, we will write (α, µ) for the aﬃne root
(α,−〈µ, α〉). If we have a tableau T consisting of the columns K1, ...,Kq from right
to left. Let νj be the weight of the tableau consisting of the columns K1, ...,Kj−1. If
Kj =
i1j
...
irjj
,
we set
uKj =
r∏
j=1
∏
k>ij
k 6=i(r+1)j ,...,irjj
x(−εk−εij ,νj).
Then we have
uK =
q∏
j=1
uK1uK2 ...uKq .
There is also a shifted version
uK(µ) =
q∏
j=1
uKj (µ),
where
uKj (µ) =
∏
r=1
t
∏
k>ij
k 6=i(r+1)j ,...,irjj
x(−εk−εij ,µ+νj).
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Lemma 5.2.4 For any weight µ and
T1 =
c a1
...
as
and T2 =
a1 c
...
as
we have
uT1(µ) = uT2(µ).
Proof. We have
uT1(µ) = (
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ))
∏
m>c
u(εm−εc,µ).
Since we have m > c > aj for all j, the root subgroups u(εl−εaj ,µ) and u(εm−εc,µ)
commute, unless l = c, in which case we have
u(εl−εaj ,µ)(b)u(εm−εc,µ)(a) = u(εm−εc,µ)(a)u(εl−εaj ,µ)u(εm−εaj ,µ)(ab).
But since m > c > as, we have m > aj and m 6= aj+1, ..., as. Therefore the
rootsubgroups
u(εm−εaj ,µ)(ab)
appear in the product
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ).
We can reorder our product and get
(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ))u(εm−εc,µ) = u(εm−εc,µ)(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ)),
if we neglect the parameters. Let us look at:
(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ)(x(εl−εaj ,µ)))u(εm−εc,µ)(x(εm−εc,µ))
= u(εm−εc,µ)(x(εm−εc,µ))(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ)(x
′
(εl−εaj ,µ))).
The parameter x′(εl−εaj ,µ) is of the form
x′(εl−εaj ,µ) = x(εl−εaj ,µ) + p,
where p ist a polynomial depending on x(β,µ) with β < εaj − εl. Therefore we can
ﬁnd a reparametrization such that we have an equality of varieties
(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ))u(εm−εc,µ) ” = ” u(εm−εc,µ)(
s∏
j=1
∏
l>aj
l 6=aj+1,...,as
u(εl−εaj ,µ)).
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Corollary 5.2.1 Let K,L be tableaux and T1, T2 as above, with
K = K ′ ∗ T1 ∗K ′′, L = K ′ ∗ T2 ∗K ′′.
Then we have
uK = uL.
Proof. If µ1 is the weight of K
′′, we set µ2 = µ1 +εc+εa1 + ...+εas . By Lemma 5.2.4
we have
uK = uK′′uT1(µ1)uK′(µ2) = uK′′uT2(µ1)uK′(µ2) = uL.
Now let
T1 =
b c
d1
...
dT
and T2 =
b c
d1
...
dt
.
Lemma 5.2.5 For any weight µ, there exists a dense subset of the set of parameters
for the root subgroups, such that
uT1(µ) = uT2(µ)
t∏
j=1
u(εdj−εc,µ)(f(∆)),
where f(∆) indicates, that these parameters can not be chosen freely and depend on
the entries d1, ..., dt of the tableaux.
Proof. We write
ud(µ) = (
s∏
j=1
n∏
m>dj
m6=dj+1,...,dt
u(εm−εdj ,µ)).
We get
uT1(µ) = (
∏
l>c
u(εl−εc,µ))ud(µ)(u(εcεb,µ−1)
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ))
and
uT2(µ) = (
∏
l>c
l 6=d1,...,dt
u(εl−εc,µ))ud(µ)(u(εc−εb,µ−1)
t∏
j=1
u(εdj−εb,µ−1)
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ)).
Let us ﬁrst look at uT1(µ):
uT1(µ) = (
∏
l>c
u(εl−εc,µ))(
t∏
j=1
u(εdj−εc,µ))ud(µ)(u(εc−εb,µ−1))
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ),
where we split the ﬁrst product. The root subgroups in ud(µ) (which are of the form
u(εm−εdl ,µ),m > dl > b,m 6= dp for all p) and in
t∏
j=1
u(εdj−εc,µ) do not necessarily
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commute. But root subgroups appearing by using the commutation relation are of
the form u(εm−εc,µ) and therefore commute with the roots in
t∏
j=1
u(εdj−εc,µ). Again,
by neglecting the parameters we have
uT1(µ) = (
∏
l>c
u(εl−εc,µ))ud(µ)(
∏
l>c
u(εl−εc,µ)(xd,j))
(
t∏
j=1
u(εdj−εc,µ))u(εc−εb,µ−1)
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ).
The parameter xd,j depends on data in ud(µ) and
t∏
j=1
u(εdj−εc,µ). The root subgroups
u(εl−εc,µ), l > c, l 6= d1, ..., dt commute with the root subgroups u(εm−εdl ,µ),m > dl >
b,m 6= dp for all p, which occur in ud. By using the commutation relation, we obtain
root subgroups that correspond to roots occuring in the product∏
l>c
u(εl−εc,µ).
After reparametrization, we get
uT1(µ) = (
∏
l>c
u(εl−εc,µ))ud(µ)(
t∏
j=1
u(εdj−εc,µ))
u(εc−εb,µ−1)
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ)
=(
∏
l>c
u(εl−εc,µ))ud(µ)(
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ))
(
t∏
j=1
u(εdj−εc,µ))u(εc−εb,µ−1),
since the root subgroups u(εk−εb,µ) commute with the root subgroups u(εdj−εc,µ) and
u(εc−εb,µ−1). We rewrite the expression:
u
b c
d1
...
dT
(µ) = u
c
d1
...
dT
(µ)(
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ))(
t∏
j=1
u(εdj−εc,µ))u(εc−εb,µ−1).
We commute
t∏
j=1
u(εdj−εc,µ)
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and u(εc−εb,µ−1) using the commutating relation, and we get root subgroups of the
form u(εdj−εb,µ−1). Since u(εdj−εc,µ) commutes with the u(εk−εb,µ), we get
u
b c
d1
...
dT
(µ) ” = ” u
b c
d1
...
dt
(µ)
t∏
j=1
(
u(εdj−εb,µ)(f(∆))
)
.
This is not an equality, since commuting the root subgroups in the last step leads
to the two parameters x and y of two roots appearing as xy in the sum of the two
roots and the parameter of this root being equal to zero only if one of the parameters
equals zero. So this the equality does hold only on an open dense subset.
Lemma 5.2.6 For any weight µ there exists a dense subset of the set of parameters
for the root subgroups such that
u
b b
d1
...
dt
(µ) = u
b b
d1
...
dt
(µ)
 t∏
j=1
u(εdj−εb,µ)(f(∆))
 ,
where f(∆) indicates that these parameters can not be chosen freely and depend on
the entries d1, ..., dt.
Proof. We abbreviate
ud(µ) =

s∏
j=1
∏
m>dj
m6=dj+1,...,dt
u(εm−εdj ,µ)
 .
We get
u
b c
d1
...
dt
(µ) =
∏
l>c
u(εl−εc,µ)ud(µ)
u(εc−εb,µ−1) ∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ)
 .
We also have
u
b c
d1
...
dt
(µ) = (
∏
l>c
l 6=d1,...,dt
u(εl−εc,µ))ud(µ)
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(u(εc−εb,µ−1)
t∏
j=1
u(εdj−εb,µ−1)
∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ))
Let us now rearrange the ﬁrst product:
u
b c
d1
...
dt
(µ) =(
∏
l>c
l 6=d1,...,dt
u(εl−εc,µ))(
t∏
j=1
u(εdj−εc,µ))ud(µ)
u(εc−εb,µ−1) ∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ)
 .
By commuting the u(εdj−εc,µ) with ud(µ), we obtain new root subgroups of the form
u(εm−εc,µ), which commute with
t∏
j=1
u(εdj−εc,µ).
So again, if we neglect the parameters, we get
u
b c
d1
...
dt
(µ) =(
∏
l>c
l 6=d1,...,dt
u(εl−εc,µ))ud(µ)(
∏
l>c
l 6=d1,...,dt
u(εl−εc,µ)(xd,j))
(
t∏
j=1
u(εdj−εc,µ,µ))
u(εc−εb,µ−1) ∏
k>b
k 6=c,d1,...,dt
u(εk−εb,µ)
 .
The parameter xd,j depends on data hidden in ud(µ) and
t∏
j=1
u(εdj−εc,µ).
The root subgroups u(εl−εc,µ), l > c, l 6= d1, ..., dt commute with the root subgroups
u(εm−εdl ,µ),m > dl > b,m 6= dp for all p occuring in ud. The root subgroups
appearing when we commute the two products occur in the product∏
l>c
l 6=d1,...,dt
u(εl−εc,µ),
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and after a reparametrization, we obtain:
u
b b
d1
...
dt
(µ) = (
∏
l>b
l 6=d1,...,dt
u(εl−εb,µ))ud(µ)(
t∏
j=1
u(εdj−εb,µ))
∏
k>b
k 6=d1,...,dt
u(εk−εb,µ+1))
and therefore
u
b b
d1
...
dt
(µ) = u
b c
d1
...
dt
(µ).
Let us suppose now, we have generalized tableaux K,L of the form
K = K ′ ∗
b c
d1
...
dt
∗K ′′, L = K ′ ∗
b c
d1
...
dt
∗K ′′.
so both have the same weight µ. In the following, we will also allow the case of b = c.
Let µ1 be the weight of K
′′, let µ2 = µ1 + εc + εd1 + ...+ εdt and µ3 = µ2 + εb.
Proposition 5.2.1 The sets {uKtµ} and {uLtµ} have a common dense subset, in
particular, {uKtµ} = {uLtµ} in the aﬃne Grassmannian.
Proof. Let us ﬁrst assume b > c. We have
〈
µ1, εdj − εc
〉
=
〈
µs, εdj − εc
〉
=〈
µ3, εdj − εc
〉
, and therefore
uKt
µ = uK′′u
b c
d1
...
dt
(µ1)(
t∏
j=1
u(εdj−εc,µ1)(f(∆)))uK′(µ3)t
µ
=uK′′(µ1)u
c
d1
...
dt
(µ1)u
c
(µ2)(
t∏
j=1
u(εdj−εc,µ1)(f(∆)))uK′(µ3)t
µ.
Now the products of the form
t∏
j=1
u(εdj−εc,µ2)
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are elements ofn U−(Oµs), which is the intersction of U−(K) and the stabilizer
G(Oµ2) in G(K) of the vertex µ2. All the root subgroups u(εdj−εc,µ2) lie in the
stabilizer of the edge joining µ2 with µ3. Hence we know by Lemma 5.2.2 that
u
c
(µ2)(
t∏
j=1
u(εdj−εc,µ1)(f(∆)))uK′(µ3)t
µ
=u
c
(µ2)U
−(Oµ2)uK′(µ3)tµ
=u
c
(µ2)uK′(µ3)t
µ
and as a direct consequence, we obtain
uKt
µ = uLt
µ
on a dense subset. Suppose now b = c, then by Lemma 5.2.6, we have
uKt
µ = uK′′u
b b
d1
...
dT
uK′(µ3)t
µ = uK′′u
b b
d1
...
dT
uK′(µ3)t
µ = uLt
µ.
Theorem 5.2.1 Given a generalized tableau K, let TK be the unique semi-standard
Young tableaux obtained from K by the bumping algorithm and denote by λK the
shape of TK and by µk the weight of K. Then
pi(CK) = pi(CTK )
is an MV-cycle in the Schubert variety XλK of weight µK .
Proof. Given a generalized tableaux K = K1 ∗ K2 ∗ K3, such that K2 is just one
column and K3 is a semi-standard Young tableaux and maximal with this property.
Let µ be the weight of K. The proof will be by induction on the number of boxes of
K3. Remember, that K3 is never empty, but it may be just one column or even just
one box. We will show, that there exists another generalized tableau, which can be
obtained by the bumping algorithm from K and its semi-standard part has at least
one box more. If we have
K2 =
b
p2
...
ps
then let L = K1 ∗
p2 b
p3
...
p2
∗K3.
Now uKt
µ = uLt
µ since read box-wise K and L result in the same gallery and are
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related by the bumping algorithm. So without loss of generality, we may assume
K = K1 ∗ b ∗
q1
q2
...
qs
∗K ′3
︸ ︷︷ ︸
K3
.
If we have p > qs, then we set
L = K1 ∗
q1
q2
...
qs
b
∗K ′3.
Again, we have uKt
µ = uLt
µ since K and L result in the same gallery read box-wise,
but they are related by bumping and in L the semi-standard part has one box more
than in K. Let K be of the form
K = K1 ∗
b a1
a2
...
as
c
d1
...
dt
∗K ′3
︸ ︷︷ ︸
:=K3
,
where a1 < a2 < ... < as < b ≤ c < d1 < ... < dt ≤ n + 1. By the above, we have
uKt
µ = uLt
µ since read box-wise, K and L give the same gallery, where
L = K1 ∗
b c a1
d1 a2
...
...
· as
·
dt
∗K ′3.
Again, K and L are related by the bumping algorithm. By Proposition 5.2.1, uM t
µ
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and uLt
µ have a common open subset, where
M = K1 ∗
b c a1
d1 a2
...
...
· as
dt
∗K ′3.
Note, thatM and L are related by the bumping algorithm. By Corollary 5.2.1, uM t
µ
and uLt
µ have a common open subset, where
M = K1 ∗
b a1 c
d1 a2
...
...
· as
dt
∗K ′3,
and the associated generalized tableaux are related by the bumping algorithm. We
set
N = K1 ∗
a1 c
a2
...
a2
b
d1
...
dt
∗K ′3
and uM t
µ = uN t
µ, since read box-wise M and N result in the same gallery and are
related by the bumping algorithm. By iterating this process, after a ﬁnite number
of steps we obtain a generalized tableau Q, such that its semi-standard part hast at
least one box more and uKt
µ and uQt
µ coincide on a dense subset.
Now consider two words equivalent under the Knuth relations. We regard them
as tableau of type Nω1. Since the equivalence means, that they result in the same
semi-standard Young tableau using the bumping algorithm and since the MV-cycle
associated to the cell of an LS-gallery is unique, we obtain the following theorem:
Theorem 5.2.2 If and only if two words are equivalent under the Knuth relations,
then the closure of the images of the cells associated to two words are the same. They
form an MV-cycle of coweight (λ, µ), where µ is their target and λ is the shape of
the semi-standard Young tableau resulting from the bumping algorithm.
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