Abstract. Let k and n be positive integers. Define R(n, k) to be the minimum positive value of
Introduction
Comparing sums of square roots of integers is a famous open problem in computational geometry and numerical analysis. It arises when we need to compare the length of two polygonal paths in a Euclidean space. The problem takes another form when one compares a sum of square roots with an integer. This problem is not known to be in NP. In fact, PSPACE is the smallest well studied complexity class that provably contains this problem [11] . In practice, however, it can usually be solved quickly. where s 1 , s 2 , · · · , s k are positive integers less than or equal to n. Define r 2 (n, k) to be the minimum positive value of
where s 1 , s 2 , · · · , s k are positive integers less than or equal to n and t is an integer. Define R(n, k) to be the minimum positive value of
where s 1 , s 2 , · · · , s k are positive integers no larger than n, t is an integer and e i ∈ {1, 0, −1} for all 1 ≤ i ≤ k.
For example, we have that It is easy to see that R(n, k) ≤ r 1 (n, k) and R(n, k) ≤ r 2 (n, k). Since we are mainly interested in the lower bounds, we shall be concentrating on R(n, k). If one can show that R(n, k) ≥ 1/2 poly(k log n) , then comparing the sum of k square roots of integers no larger than n can be done in time polynomial in k and log n.
The problem of sum of square roots has recently attracted attention. First it is the main barrier to accurately classify some of the most fundamental computational problems in Euclidean space, such as the shortest path problem, the minimum spanning tree problem and the traveling salesman problem [5] . Secondly it is the simplest among the problems of the sign determination of algebraic numbers of high degree. Thirdly it has been used to show hardness of problems in other area such as approximation of 3-player Nash equilibrium [4] .
Previous work
The zeroes of
, where s i is nonnegative for 1 ≤ i ≤ k. To bound r 1 (n, k) we consider an equivalent problem: how near to the surface can an integral point of absolute height no larger than n get and still miss? In general finding a near-miss integral point to a surface is a very hard problem. Elkies [3] presented algorithms for these kind of problems with time complexity better than an exhaustive search. As an example, he showed how to find integral points near the curve x 3 − y 2 = 0. It seems hard to generalize his algorithm to the sum of square roots problem as the dimension is much higher.
The known lower bound comes from the root separation technique (for instance see [2] and [1] ), which shows that
where π(n) is the number of primes no larger than n, and
For example, it gives
The lower bound is too small when k and n are large. However no significantly better lower bound has been reported as far as we are aware. Qian and Wang [9] presented an upper bound for r 1 (n, k) based on the inequality:
Note that k i can be as large as
we have
,
2 −2k is a constant depending only on k. By (2), we have that Qian and Wang's result only applies when n is much greater than 2 2k . In particular it does not give a meaningful bound when k = 100 and n ≤ 2 200 ≈ 10 60 .
Our results
We present a method to numerically bound R(n, k) from below based on lattice reduction. Our method is efficient for large k and n such as k = 100 and n = 165, where an exhaustive search is clearly infeasible. The lower bounds we obtain are much better than the root separation bound. See Table 1 that compares our lower bounds with that of the root separation technique. Define [x] = ⌊x + 1/2⌋ and {x} = x − [x]. We call an integer b square-free if there does not exist an integer a > 1 such that a 2 |b. We denote the i-th square free integer starting from 2 by σ(i). It is known that the square roots of distinct square-free integers are linearly independent over Q and σ(i) satisfies (see [8] )
Let s 1 , s 2 , · · · , s k be the distinct square-free integers no smaller than 2. Let N be a positive integer. Our method is based on studying the integral lattice generated by the following k + 1 vectors in R k+1 ,
We denote the lattice by L s1,s2,··· ,s k (N ). If s 1 = 2, s 2 = 3, · · · , s k = σ(k) are the consecutive square free integers, we will simply use L(k, N ) to denote the lattice.
In this paper, we are mainly concerned with R(σ(k), k), since a good lower bound on R(σ(k), k) can imply a good lower bound on R(n, k) whenever n = k O(1) .
The following theorem relates the shortest vector of L(k, N ) to a lower bound of R(σ(k), k).
We can also obtain constructive upper bounds from the following theorem.
We set N to be large and use a lattice reduction algorithm to find a short vector (s, a 1 , a 2 , · · · , a k ) in the lattice L(k, N ). It gives us a constructive upper bound. For example, we have found that integers a 1 , a 2 , · · · , a 100 and t such that max 1≤i≤100 a 2 i σ(i) = 19796 and
which implies a constructive upper bound R(19796, 100) ≤ 10 −115 .
Organization
In Section 2, we review some relevant facts about lattice and present our algorithm to find a lower bound for R(σ(k), k). In Section 3, we prove a rigorous exponential time upper bound exp(O(k)) for the algorithm and present some numerical data. Based on the data we formulate a conjecture which implies that our algorithm runs in time O(poly(k)). In Section 4, we prove Theorem 1. In Section 5, we prove Theorem 2 and another theorem on a provable upper bound for some R(n, k) where n is much smaller than 2 2k . Throughout this paper, we use lattice functions in Victor Shoup's NTL package to produce numerical data. The block size of the BKZ reduction is set to be 10.
In the m-dimensional Euclidean space R m , a (full rank) integral lattice is the set
The determinant of a lattice is defined to be the absolute value of the determinant of the matrix (b ij ) where b ij is the j-th coordinate of b i . Assume that a lattice has determinant D and the shortest nonzero vector has length λ. Minkowski's first theorem (see page 12 in [7] ) asserts that λ ≤ √ mD 1/m . Finding the shortest nonzero vector in a lattice is a well studied problem. The Block-Korkine-Zolotarev (BKZ) lattice reduction algorithm, which is based on the famous LLL lattice reduction algorithm, can find a nonzero vector whose length is at most 2 O(m(ln ln m) 2 / ln m) λ in polynomial time [10] . Although the algorithm usually performs better than the worst case approximation ratio, it is not believed that a polynomial time algorithm can find nonzero vectors of length 2 o( √ log m) λ for general lattices [6] . See [7] for a survey on computational lattice problems.
To use Theorem 1, we need a good lower bound on the length of the shortest nonzero vector in L(k, N ). We first apply the BKZ reduction algorithm on L(k, N ) to obtain a reduced base. We then apply the Gram-Schmidt orthogonalization on the reduced base. Let λ * (k, N ) denote the length of the shortest Gram-Schmidt vector (we will omit k and N if they are clear from the context). Then λ * (k, N ) is a lower bound for the length of the shortest nonzero vector in L(k, N ). The main process of our method can be illustrated as follows:
Note that one should not apply the Gram-Schmidt orthogonalization directly on L(k, N ). Otherwise the shortest Gram-Schmidt vector will always have length 1. The algorithm is described as follows.
Algorithm 1:
Input: k, step; Proof. Denote the length of the shortest vector in L(k, N ) by λ. Let l be the length of the shortest vector in the reduced base. From the proof of Lemma 2.8 in [7] , we derive that λ ≤ l ≤ 2 k+1 λ * .
We shall prove that if N ≥ 2 3k2 k , then λ ≥ 2 2k , which implies that for k > 7
On the other hand, we know from formulae (3) that for k big enough, σ(k) < 2k. Hence
This shows that the algorithm will terminate before N exceeds 2 
for some integers a 1 , a 2 , · · · , a k and b. It is enough to show that the length of the vector is greater than 2 2k . If for some a i , |a i | > 2 2k , then the length of the vector is greater than 2 2k . So we may assume that
By the root separation bound,
which is greater than 2 2k as N ≥ 2 3k2 k .
The above theorem gives us an exponential upper bound of the time complexity. However from numerical experiments, we can see that the algorithm terminates quickly and enables us to find a lower bound of R(σ(k), k) much better than the root separation bound.
We list in Table 2 the values of l 2 and (λ * ) 2 for L(100, N ) where N starts from 10 50 and keeps increasing by a factor of 10 5 . From Table 2 , we learn that the square length of the shortest nonzero vector in the lattice L 100, 10 390 is greater than 3102794. Since 1 + 100 √ 165/2 2 + 100 2 * 165 = 2063785.52.., we obtain that R(165, 100) ≥ 10 −390 . Similarly we can get the other data on the right-hand side in Table 1 . Table 2 and Table 3 illustrate that the ratio between λ * and N 
. Algorithm 1 runs in time O(poly(k)).
Proof. Set
The first item follows from Theorem 1 and Conjecture 1. The time complexity of Algorithm 1 is O(k · poly(k log N ), which is at most O(poly(k)). Thus the second item holds.
It is interesting to contrast L(k, N ) with a similar lattice generated by
It is easy to see that the shortest vector in the lattice always has length 1 no matter how large N is. To prove Theorem 1, we need the following lemma.
Lemma 2. Let s 1 , s 2 , · · · , s k be k distinct positive square free integers. Let λ be the length of the shortest nonzero vector in L s1,s2,··· ,s k (N ). For any integers
Proof. The vector
is nonzero and in the lattice, hence its length
is no smaller than λ. We have
The left hand side is
Now we are ready to prove Theorem 1.
Proof. Let n i , 1 ≤ i ≤ k be positive integers ≤ σ(k), m be an integer and e i ∈ {1, 0, −1} for all 1 ≤ i ≤ k. We can write
Assume that (a 1 , a 2 , · · · , a k , b) = (0, 0, · · · , 0, 0). Since the shortest nonzero vector in the lattice L(k, N ) has length at least
we conclude from Lemma 2 that,
Upper Bound
Now we can prove Theorem 2.
Proof. Since (s, a 1 , a 2 , · · · , a k ) is a vector in the lattice L(k, N ), there exists an integer b such that
Hence the theorem follows.
We may apply the BKZ reduction algorithm on the lattice and obtain a nonzero vector (s, a 1 , a 2 , · · · , a k ) of length at most 2 O(k(ln ln k) 2 / ln k) N 1 k+1 . The data is listed in Table 4 . More generally, we have 
Concluding Remarks
In this paper we present a numerical method that finds a much better lower bound for R(n, k) than the previously known methods do. The main open problem is to prove Conjecture 1, which implies that our method runs in polynomial time.
