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Abstract 
The perception of loudness is a complicated phenomenon that nevertheless has a firm 
psychoacoustic basis. It can broadly be divided into the perception of sounds created outside 
the human body (ectophonic) and of self-created sounds, including the perception of the 
loudness from one’s own voice (autophonic). This thesis is examining the perception of 
loudness for both the ectophonic and autophonic scenarios in general, and specifically for the 
operatic voice, within the context of room acoustics. The choice of the operatic voice for the 
study of loudness of voice was due largely to its versatility in performing tasks that can be 
parametrically controlled, while exploring the extremes of vocal dynamics; beyond what is 
possible for an untrained voice.  
In the first chapter, the various topics that are relevant in the thesis are introduced and 
elaborated. These topics include a brief summary of the human vocal and hearing apparatus 
and the special characteristics of the operatic singing voice; the differences in the perception 
of ectophonic and autophonic sounds; the formulation of loudness of singing in 
psychoacoustic terms, the limitations of many voice studies that study loudness of the singing 
voice, and the use of scaling methods in psychophysics; relevance of room acoustics in the 
perception of voice, and the use of virtual room acoustics methods in the thesis.  
The second chapter deals with ectophonic loudness perception, specifically for the operatic 
voice. It begins by outlining the various scenarios that are possible for ectophonic loudness 
perception of the singing voice, and modelling them within the context of room acoustics. 
This is followed by the use of these models to explore the loudness envelope shape in a 
singing exercise known as the messa di voce (MDV). MDV is interesting from a loudness 
perspective, as its performance requires the singers to first increase in loudness, from silence 
to the peak, and then back to silence. It is shown that the psychoacoustically based measures 
perform better than the more commonly used physical acoustic measures (specifically the 
sound pressure level) that are not only flawed in their conception for loudness analysis, but 
also lead to incorrect conclusions when the loudness envelope is considered. It is also shown 
that, within the scope of the aims of this thesis, a computationally simple psychoacoustic 
measure, Stevens’ power law for ectophonic loudness, performs similarly to computationally 
more complicated Moore and Glasberg’s loudness model. 
The third chapter details the components of autophonic loudness perception, and how to 
model it in a manner similar to ectophonic loudness models. It is shown here that there are 
many limitations in modelling autophonic loudness, which are mainly related to lack of 
research in the behaviour of middle ear muscles for sound of one’s own voice. Various 
alternatives are discussed, some of which are explored in chapter four. 
Chapter four presents two experiments with opera singers that address the limitations of 
chapter three, while also exploring autophonic loudness using psychoacoustic direct scaling 
methods, and some variations of it, within various room acoustic environments that were 
simulated in real time for autophony. In the first experiment, magnitude production and 
estimation tasks were performed by the singers for a range of phonemes at various 
autophonic loudnesses, in various room acoustic scenarios. For the magnitude production 
task, the results show that there was a statistically significant difference in the perception of 
autophonic loudness for most of the phonemes used. A power law relationship between 
autophonic loudness and the sound pressures produced was noticed, with different exponents 
of the power law for the different phonemes. The contribution of room acoustics was not 
statistically significant. There was no statistically significant difference in the results of the 
tasks for the various voice types, pitches used, and gender of the singers. This suggests that, 
subject to future validation, the findings of the current experiment may be generalised to the 
general population of singers. The existence of a Lombard slope (as it applies to autophonic 
perception) was also studied, with limited evidence in support being found. The relevance of 
this finding within the context of past studies, where a systematic decrease in voice levels 
with increasing levels of room reflections to one’s own voice was reported, is discussed. The 
results of the magnitude estimation task were unexpected, as voice level changes as much as 
30 dB failed to elicit consistent changes in the estimated loudness. The magnitude estimation 
task is, therefore, reported as a failed experiment here, for the group of singers that were 
tested.  
The second experiment in chapter four explored the production and perception of 
vocalisations that vary in autophonic loudness in a continuous manner from silence to the 
maximum autophonic loudness (crescendi), from maximum autophonic loudness to silence 
(decrescendi), and the MDV exercise. The results from this experiment, along with the 
previous experiment in chapter four are in agreement with, and further highlight previous 
findings that suggest that proprioceptive and sensorimotor mechanisms seem to have a bigger 
role in autophonic loudness perception than auditory mechanisms, and room acoustics. 
Overall, the thesis, using the methods presented in its chapters, exhibits a small but non-
negligible role of room acoustics in loudness perception of the singing voice, which needs to 
be assessed based on the communication scenario. Some of the findings have relevance for 
voice analysis, loudness perception, and vocal pedagogy. The thesis concludes by outlining 
the scope of future research that can be based on analysis methods that focus on the spectral, 
temporal, and spatial aspects of loudness perception, along with more refined treatment of 
room acoustics in the perception of the singing voice, specifically by the singer him/herself.  
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 Chapter 1!Introduction 
 
1.1!Overview 
The loudness of an auditory event is understood by listeners, in some sense, to refer to an 
instance within a continuum extending from quiet (or silence) to loud. The colloquial and, 
sometimes even scientific use of the term loudness varies depending on the context, which, 
while highlighting the versatility of its applicability, also outlines areas of possible confusion 
in interpreting its meaning. For instance, loudness can be used to refer to a sound source that 
is loud or quiet due to the source’s acoustic power (in this sense, a shout is always louder 
than a whisper), or instead to refer to the amount of sound heard by a listener (in this sense, a 
distant shout is quieter than a nearby shout). In psychoacoustics1, which is the science of the 
perception of sound, the term is mainly used in the latter sense, which makes it possible to 
objectively estimate perceived loudness based on a physical stimulus, the sound pressure 
(p), that is received by the ears of a listener. Examples of such loudness estimation models 
are the relatively straightforward Stevens’ power law for loudness [2], the more complicated 
computational loudness models of Moore and Glasberg [3], Chalupper and Fastl [4], etc. that 
aim to model several advanced features of hearing, the comparison of loudness levels using 
phons, and more simply, the sound pressure level (SPL, in dB, details in section 1.2.1). The 
natural unit of loudness is the sone, which was defined by Stevens as the loudness of a 1 kHz 
tone presented binaurally from the frontal direction in a free field at 40 dB SPL [2]. The unit 
                                                
1 There are other contexts in which loudness can be studied, including cultural, multisensory, mode of 
presentation, role of memory, etc. (see Florentine [1] for review) 
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of sones allows an intuitive way to depict (and scale) loudness, as 2 sones is twice of 1 sone, 
4 sones is twice of 2 sones, and so on. By contrast, SPL is a logarithmic scaling of the 
underlying physical quantity (sound pressure), neither of which is proportional to loudness. 
While ‘fast’ temporal integration and spectral weighting (usually A-weighting) can be 
applied in the derivation of SPL to better account for auditory sensitivity, these do not 
account for the non-linear auditory processes that can have a large effect on loudness, which 
will be elaborated upon in section 1.2. In order to maintain a distinction between the physical 
and psychological domains, the use of the term level in the following will refer to physical 
measurements of SPL, while the term loudness will be used in a strict psychoacoustical sense. 
The above definition of sones as a measure of loudness is fairly well established [5], and was 
initially derived for the situation where a listener perceives sound from an external source. 
However, we do not just listen to externally created sounds, or ectophonic2 sounds, but also 
create a wide variety of sounds ourselves, with the most important being the ones created 
with the use of the voice apparatus, or autophonic3 sounds. Perceiving the loudness of the 
sound of our own voices may be seen as a characteristically different (and perhaps more 
involved) process because not only the perception, but also the generation of sound occurs 
within the human body. Because of this relatively collocated source-receiver configuration, 
there is the possibility of additional regulatory mechanisms that could be operational. There is 
limited research in characterizing the loudness of one’s own voice, and the formulation of 
sones in its present form may need to be adapted to suit this purpose4. 
Furthermore, it is a common experience that the perception of sound can vary from room to 
room, which can be attributed to the effect of the room acoustics (in room acoustics and 
signal theoretic terms, this scenario can be depicted as the convolution of the dry acoustic 
signal with the room impulse response to create the wet signal that reaches the ears of the 
                                                
2 Latin root: ecto – outside; phon – sound 
3 Latin root: auto – self; phon – sound 
4 This is the first thread in the set of the main issues that are addressed in this thesis (chapters 2 and 3).   
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listener through air). For instance, all nonacoustic factors remaining equal, listening to a 
sound in a small bathroom is drastically different to listening to the same sound (that has 
equal power) in a large church. For the case of one’s own voice being the signal, not only the 
perception, but also the production of voice might change to adapt to (or, to explore) the 
surroundings. Recent research is pointing towards a variation in the vocal levels within 
different room acoustic conditions [6][7][8]. There is, however, insufficient data in terms of 
the range of vocal levels produced, to scale the growth or decay of loudness (if any) across 
varying room acoustic conditions [9][10]. One possible method would be collecting data in 
scenarios where the acoustic behaviour of voice is tested over the extremes of its dynamic 
range, leading to corresponding variations in autophonic loudness, in varying room acoustics 
conditions5. In other words, such a method would involve creating a change in the physical 
stimulus in the form of sound pressure in a particular room acoustic setting, and assessing its 
effect on the perception of loudness. If this is done for a variety of relevant sound stimuli 
(since voice is capable of producing many sounds), over a variety of sound pressures, and a 
variety of room acoustic conditions, the data thus collected would allow mapping the effect 
of a physical continuum (sound pressure/power) over a psychological continuum (perceived 
loudness). This type of mapping is common in psychoacoustical methods, and will be 
discussed in a subsequent section (1.2.1). 
Individual elements of the previous paragraph will be elaborated upon over the course of this 
thesis, but suffice it to say that the voice type that would be ideal in studying the perception 
of the loudness would have the ability to be able to be safely, consistently and effectively 
span the extremes of vocal dynamics. 
It is commonly believed that the singing voice is a more dynamic example of the use of the 
voice instrument, and research indicates that the singing voice differs from the more ordinary 
speaking voice in a variety of manners [11][12][13][14][15]. Amongst all the groups of 
singing voices, the trained operatic voice is one of the prime examples of the capabilities of 
                                                
5 This is the second thread in the set of the main issues that are addressed in this thesis (chapters 2 and 
4). 
1.1 Overview 21 
 
the human voice in terms of its range of level (measured in logarithmic scales of sound 
pressure/power), pitch (simply, the perceived scale of frequency) and timbral (a 
distinguishing feature of a sound other than pitch, level, etc.) dynamics, most of which are 
beyond the reach of untrained voices [16][17][18][19]. Such mastery over the voice is 
generally a product of years of specialized training, practice, and live execution with or 
without an orchestral accompaniment that allows the opera singers to have a rigorous and 
precise control over their voice instruments. One of the more obvious traits of being an opera 
singer is being able to vocalise extremely low and high levels, that are meant to be projected 
to the audience spread across rooms that can be fairly large, over and above the spectrally 
rich and (possibly) extreme range of levels from the sound of an orchestra. Although it is 
arguable, a trained opera voice may also be sensitive to the sound of their voices in rooms of 
varying acoustic behaviour6. 
In light of the above, the present thesis, which is divided into five chapters, aims to 
characterize the perception of loudness of the singing voice, specifically for the operatic 
voice, where the perception for the singers themselves and also the audience is considered in 
varying room acoustic conditions. This chapter (Chapter 1) begins by reviewing the various 
aspects of the perception of loudness for both external sounds and the sound of one’s own 
voice in rooms; elaborate on the operatic voice for studying the perception of loudness; and 
discuss the room acoustic issues that are relevant for this thesis. Chapters 2, 3 and 4 contain 
experimental studies that address loudness that is perceived by an external listener, and 
loudness that is perceived by the singer/talker themselves from their own voice for a range of 
scenarios. Each of these chapters (2, 3, and 4) is self-contained in the sense that it has all the 
components of the studies that it is presenting, i.e., aims, hypotheses, methods, results and 
discussions of the study. The final chapter (Chapter 5) consolidates the findings of the 
previous chapters and offers suggestions for future research.   
                                                
6 This is the third thread in the set of the main issues that are addressed in this thesis (chapters 2 and 4). 
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1.2!Loudness as a psychoacoustic phenomenon 
1.2.1!From sound pressure to loudness 
Our eardrums are sensitive to physical variations in the sound pressure (SI unit of Pascal; Pa), 
relative to the average ambient atmospheric pressure. Since the range of human hearing is 
potentially sensitive to pressure variations on a scale from 1:107, a logarithmic transformation 
is generally applied to keep the numbers within a small range, and further enabling a study of 
proportional changes (e.g., twice, ten times, etc. from a reference value) rather than the 
absolute sound pressure changes. This logarithmic transformation applied to the root mean 
square (rms) sound pressure, relative to the reference value corresponding to the threshold of 
hearing in humans (20 µPa), is called the sound pressure level (SPL; equation 1.1). 
SPL = 20 log prms20µPa          (1.1)  
In order to consider the process of audition, the following depicts a simplified situation, 
where acoustic vibrations are travelling from the outer and middle ear to the oval window, 
which connects the middle ear to the inner ear. One of the structures separating the three 
chambers in cochlea in the inner ear, known as the basilar membrane8 (BM), receives the 
mechanical (acoustic) wave through the oval window, which propagates as a traveling wave 
from the base to the apex of the cochlea. Different regions of the BM can be considered, for 
modelling purposes, to be tuned to certain frequencies as seen in Figure 1.19. This is due to 
the inner and outer hair cells of the organ of Corti, which is mounted on the BM along its 
long axis. While the outer hair cells selectively amplify the vibrations (known as cochlear 
microphonics), it is the inner hair cells that essentially transduce the mechanical vibrations 
                                                
8 The other separating structure being the Reissner’s membrane, which doesn’t play a major role in 
cochlear functioning. Together, basilar and Reissner membranes separate the chamber called scala media from 
the other two chambers called scala vestibuli and scala tympani (Figure 1.1).  
9 Biophysical conception of the BM is also possible, see [20] for review  
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into electrical signals corresponding to the spectral composition of the vibrations. This can 
also be understood as the length of the BM comprising of an array of parallel bandpass 
auditory filters, each with a certain center frequency, bandwidth, and with overlapping 
passbands. The resulting spectral decomposition at the BM, coded as action potentials, is 
transmitted further up the processing chain through the auditory nerve to the central nervous 
system, leading to audition, which includes the perception of loudness. 
 
 
 
 
 
 
 
 
Figure 1.1 A representation of an uncoiled cochlea, showing amongst other structures, 
the basilar membrane and a rough location along its length of some of the regions and 
the respective center frequencies that the region is most sensitive to10. More information 
about the functioning of the basilar membrane and other processing features of the ear 
can be accessed from [21]. 
                                                
10 Accessed under Creative Commons Attribution (CC-BY) license from 
https://commons.wikimedia.org/wiki/File:Uncoiled_cochlea_with_basilar_membrane.png 
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While the above simplification of the hearing apparatus serves the purpose of introducing the 
processing route and its constituents, it makes no mention of the many intricacies involved.  
Some of these issues, are listed as follows, which are based on ectophonic loudness research 
(referred to as ‘loudness’ in this subsection), and hence involve just listening, not 
simultaneous voice production (hence, no claim is made for their exact characteristic during 
autophonic loudness). 
 
Figure 1.2 The equal loudness contours showing the frequency dependent SPL required 
for equal ‘loudness levels’ in the unit of phon. Accessed from [22] 
 
•! The human hearing is not equally sensitive to all frequencies, e.g., two sinusoidal 
tones of 100 Hz and 1000 Hz of equal levels are not heard to be of the same 
‘loudness’. This is best represented by the equal loudness contours (Figure 1.2), 
where each contour represents the SPL per frequency that sounds equally loud to 
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other frequencies along that curve [22]. Each equal loudness curve represents equal 
loudness level in the unit of phons. The 40 phon curve, for instance, connects the 
frequencies on the abscissa with the SPLs on the ordinate that are required for pure 
tones of these frequencies to sound equally loud; with the respective SPLs being equal 
to the loudness level of 40 phons for the respective frequencies. This is discussed 
further in section 1.2.3. The slight depression in the curves around 3 kHz is due to the 
ear canal resonance.  
•! The perception of loudness of sounds varies with the bandwidth. For instance, starting 
with a random noise signal of a very small bandwidth, if the bandwidth is increased 
while keeping its level constant, the loudness of the sound will not increase until a 
threshold, referred to as the critical bandwidth, after which the loudness starts 
increasing. The critical bandwidth for lower frequencies is constant (100 Hz) until 
about 400 Hz and then starts increasing for higher frequencies (with 3500 Hz as the 
maximum width). This complex pattern of frequency selectivity and critical 
bandwidth is another feature of the functioning of the BM, which can, thus, for 
modelling purposes, be divided according to the widths of the critical bands that have 
been shown to have overlapping bandwidths [23]. The simplification of using the 
concept of critical bands (or auditory filters) to approximate frequency selectivity 
over the BM should, however, be recognized as such. Even though ectophonic 
computational loudness models have shown that such approximation leads to results 
that are reasonably consistent with results from psychoacoustical experiments, the 
exact interaction between the action of the BM leading to firing of neurons and further 
processing in the higher auditory centers is not so straightforward [21]. 
•! The presence of one sound can mask the perception of another sound either partially 
or totally. The extent of masking can be affected by the level, spectrum, information 
content, and the temporal arrangement in the presentation of sounds [23].   
•! Temporal integration refers to the finding that for sound of a fixed level, the 
loudness increases as the duration of the sound is increased up to about 200 to 300 
ms, after which it essentially remains constant [23]. 
•! The perception of loudness is a binaural phenomenon, where the contribution per ear 
is not entirely additive, i.e., mono sound presented to both the ears simultaneously 
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does not lead to twice the ectophonic loudness (it is more like 1.5 times the loudness) 
[24]. 
The above is by no means an exhaustive list of the features of the hearing system with respect 
to the perception of loudness (see [23] for more features and details). The main purpose here 
was to list some the essential features that a comprehensive model of loudness should have, 
or factors that any loudness analysis should consider (especially, beyond simple level 
differences). Before introducing the loudness models, in sections 1.2.3 and 1.2.4, some 
relevant psychoacoustical methods used to study them are introduced in the following 
section. 
1.2.2!Loudness scaling in psychoacoustics 
Psychoacoustics, as a branch of psychophysics, is concerned with how the perception of 
sound is formed from the physical sound stimuli presented to our ears. A simple, yet 
powerful, psychophysical technique that can chart the variation in perceived loudness over 
variations in sound level and/or frequency is known as the method of direct scaling. There 
are, in fact, a collection of tests that can be categorized as direct scaling methods, but they all 
share certain characteristics [25].  
In magnitude and ratio scaling, participants establish direct perceptual relationships among 
stimuli, e.g., for two stimuli X and Y, presented consecutively, a participant may report that X 
is perceived as three times Y, where the perception can be along a scale of the perceived 
loudnesses, pitches, etc. In category or partition scaling, participants divide a range of stimuli 
into perceptual categories, which can be of equal or varying sizes. What is common between 
both these methods is that they allow establishing direct relationships between the physical 
continuum and the perceptual continuum; when they are performed over a large range of the 
stimulus, with the aim of making systematic judgments (relating to a ratio, or a similar 
quantity) along a perceptual scale. Stevens [26] described two such continua: prothetic and 
metathetic, which differ in the main property of being additive (or not). Prothetic continua, 
such as loudness, can be characterised as having a certain amount, which allows adding (or 
subtracting) the variation in the stimulus variable, which, in turn, corresponds directly to a 
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change in the continuum. Hence, for loudness, it is possible to add the SPL (or a similar 
metric) corresponding to increasing the loudness by twice, and being able to state that X 
amount of increase in the SPL doubles the loudness. Metathetic continua, on the other hand, 
are substantive, with the perception of pitch being an example. A change in pitch corresponds 
to substitution (not addition) of one pattern of excitation, with another. Hence, saying that 
two tones of 500 Hz and 700 Hz each combine to form a pitch corresponding to a frequency 
of 1200 Hz is a wrong statement, both in the physical and the psychological domains.  
Since this thesis is examining loudness, which is a prothetic continuum, chapters 2, 3 and 4 
will focus further on the direct scaling methods relating sound stimuli to loudness. The 
perception of loudness will be studied in those chapters in a number of ways, for instance, the 
perception of loudness while keeping the pitch constant, which is possible for the group of 
singers selected for the experiments. 
The previous section (1.2.1) showed that the perception of loudness is governed not just by 
acoustic properties relating to level and the frequency content, but other factors such as the 
binaural properties. While such properties, for instance the ones relating to masking and the 
binaural configuration of the hearing system are also important to the perception of loudness, 
their functioning can be assumed to be psychologically integral to the hearing mechanism of 
an individual. Hence, if a participant is given the task of judging the loudness of sounds 
varying in level and/or frequency under a direct scaling method, the resulting continuum of 
loudness will already include the effects of psychological properties of the hearing apparatus, 
which do not necessarily need to be separated in the experiment. Of course, any one (or all) 
of these properties, for instance the binaural advantage, can be studied as variables in an 
experiment, where the aim may be to study the effect of using one, compared to both ears, in 
the perception of loudness (or pitch, etc.). This method of studying a composite perception, 
such as loudness, over the variations of a physical stimulus is similar to studying the 
relationship between varying the luminance of light and its effect on the perception of 
brightness, where the intricate functioning of the components of the human eye are not 
directly addressed, but are still integral to any effect that is noticed. This, in fact, is one of the 
hallmarks of the direct scaling methods in psychophysics, i.e., to be able to initially establish 
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an overall relationship between the physical and psychological domains, and to further refine 
this relationship by studying the underlying variables [27, 28].  
There are other methods in psychophysics that are relevant to the perception of certain 
properties of sound, such as detecting thresholds; detecting the presence of, or small 
differences in stimuli; which are collectively referred to as discrimination or confusion 
scales. These methods, however, are not that relevant to the perception of loudness as a 
continuum, and are, hence, not discussed in detail here, but can be accessed from other 
sources [25]. 
1.2.3!Ectophonic loudness models: from the simple to the computationally 
complex 
Section 1.2.1 introduced the phon scale, along with the equal loudness contours (Figure 1.2), 
which can be used to characterize ectophonic loudness. This system, however, is not 
conducive to comparisons on the convenient ratio scale for perception. This led, in part, to the 
creation of the sone scale (using direct scaling methods seen in section 1.2.2), which is the 
psychoacoustical measure of ectophonic loudness [29]. It can be expressed as a power 
function relating the perception of ectophonic loudness (L) as an exponent (e) of the physical 
stimulus level (I), as seen in the following formula, 
L = kI e                     (1.2)  
where k is a constant whose value is dependent upon the participant and the unit chosen to 
depict the magnitudes. The median value of e in equation 1.2 has been shown to be 0.6 for 
expressing ectophonic loudness as a function of SPL [48], known as the Stevens’ power law 
for loudness, as seen in Figure 1.3.  
A number of measures have been introduced thus far that can quantify the relationship 
between sound pressure and its perception on a loudness scale, which include the absolute 
magnitude of sound pressure in units of Pa; sound pressure level in dB; loudness level in 
phons, and psychologically measured ectophonic loudness (in sones). Out of these, SPL, 
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Figure 1.3 Ectophonic loudness in sones as a function of the stimulus level (solid curve 
from ANSI S3.4-2007, Table 7), where the definition of 1 sone as the loudness of a 1 kHz 
tone at 40 dB SPL (or 40 phons at other frequencies) is depicted with arrows. Due to the 
exponent of 0.6 in equation 1.2, a 10 dB increase in SPL corresponds to doubling the 
loudness. This relationship is valid for values upwards from 40 phons, under which the 
power law (shown as a dashed segment for values less than 40 phons) is not applicable. 
Instead, the actual function between loudness in sones and stimulus level curves 
downwards, which depicts faster growth in loudness with decreasing stimulus levels.  
 
usually with some kind of weighting applied to it (e.g., A-Weighting11, speech weighting12), is 
perhaps the most widely used. SPL is a highly accessible metric, near-ubiquitously 
                                                
11 A-weighting, for the purpose of illustration, can be seen as the application of the inverted 40 phon 
curve to a sound spectrum, which approximates our perception of loudness for low-medium SPLs. It is also 
useful in general to attenuate the low-frequency content from a recording, which could be there due to 
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implemented in acoustics equipment and software. As a further convenience, a 10 dB 
increase in SPL yields a doubling of ectophonic loudness (Figure 1.3) above a level of 40 dB, 
based on Stevens’ power law [29]. However, as noted previously [31], there are some pitfalls 
in using SPL to study loudness, which are not always recognised in studies of singing voice. 
Specifically, the properties of the auditory system (section 1.2.1) are not modelled by SPL, 
and, thus, SPL, on its own, does not directly provide insight into singing dynamics, some of 
which are considered in Chapter 2. A related aspect is that SPL is a logarithmic scale, which 
compresses big numbers, and as such, it might skew the appearance of a trend that might 
exist in the underlying sound pressure (or intensity, power, etc.) variations. Examples of such 
use of SPL to study an aspect affected by its logarithmic nature – specifically linearity over 
time includes research by Bretos and Sundberg, when they observe from analysis of notes 
sung that, “a crescendo is generally realized by a linear increase of sound level with time 
([32], p. 351), or when Collyer et al. ([33], p. 1729) investigate whether, “the change in SPL 
during the messa di voce linear and symmetrical” (more in section 2.5.2). 
Compared to the decibel scale, the sone scale is based on psychoacoustic experiments, and is 
more intuitive, at least for ratio-based comparisons, e.g., a doubling in the computed loudness 
in sones represents a doubling in the perceived ectophonic loudness. Calculating ectophonic 
loudness in sones of both static and time-varying sounds, other than from individual 
sinusoidal signals as shown in Figures 1.2 and 1.3 is possible using various computational 
models [4][5]. These models usefully approximate the perceptual processing in humans for 
ectophonic loudness-based tasks, for both static and time-varying sound, including the 
advanced features of the human hearing system mentioned in section 1.2.1 [3][4]. Examples 
of such models include the ones proposed by Fletcher and Munson [34], Zwicker [23], Moore 
and others [3], and Challuper and Fastl [4]. 
                                                                                                                                                  
equipment noise, or other measurement artefacts. The actual formula for A-weighting is fairly long, but can be 
implemented easily with a few resistors and capacitors, or typed in software. 
12 Speech weighing applies a filter representing long-term speech spectrum to a sound, such as the ones 
given in ANSI S3.5 1997 (R2012) [30] 
1.2 Loudness as a psychoacoustic phenomenon 31 
 
Although these computational models differ in their implementation details, they all share a 
basic form. For a static, or time-varying sound, a fixed filter is used to represent the spectral 
transformation through the outer and middle ear; followed by the calculation of cochlear 
excitation pattern from the spectrum; followed by a transformation of the excitation pattern 
to specific loudness, which is a theoretical concept to represent the loudness that would be 
evoked within a small distance of the basilar membrane, given it was possible to selectively 
excite that region of the membrane, and not any adjacent regions. Finally, from the area under 
the specific loudness pattern over the entire range of the, the overall loudness in sones can be 
calculated ([35], p. 486).  
1.2.4!Brief introduction of autophonic loudness  
Previous research into the autophonic perception of loudness has been fairly limited, 
especially in relation to the effects of room acoustics [9]. One of the only such investigations 
into autophonic loudness was conducted by Lane et al. [36][37] using scaling methods similar 
to the ones used to derive the subjective scale of ectophonic loudness, i.e., the sone scale. In 
their studies, Lane et al. derived a power law relationship between autophonic loudness 
judgments and SPL produced by talking-listeners in a variety of auditory feedback 
configurations. The exponent of the power law was calculated as approximately 1.1 for the 
scale of autophonic loudness13. However, before going into details, it is necessary to elaborate 
on issues that are relevant to loudness experienced by a talking-listener. These include the 
production and perception of voice, along with the additional challenges that are involved in 
modelling the sound received by the ears of a talking or singing listener. These are introduced 
in the next section (1.3), and further addressed in chapters 2 and 4. 
  
                                                
13 Lane et al used the term autophonic response to describe the perception of loudness from one’s own 
voice as a function of voice SPL, which is being referred to as autophonic loudness in this thesis. 
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1.3!The perception of voice 
1.3.1!The vocal apparatus 
The vocal apparatus can be broadly divided into three distinct modules, with the production 
of voice resulting from a sequential functioning of these modules. A useful (and simplified) 
electromechanical analogy of these three modules was described by Fant [38], which is 
referred to as the source-filter model of voice14. In this model, voice production is described 
as steps in a sequence of (a) creation of an exhalatory upstream of air, from the compressed 
air present in the lungs, to (b) set a pair of lumped muscles into oscillations to create a 
harmonically rich sound, and further (c) filtering of this sound due to the resonant properties 
of the path that sound traverses from its oscillatory source to outside the mouth.  
A representation of the source-filter model and the respective modules in the vocal apparatus 
is depicted in Figure 1.4. It must be noted that the following represents a basic coverage of 
the structures that form the vocal apparatus to suit of the requirements of this thesis, and the 
reader is referred to detailed anatomy resources for more information [40]. 
Considering the vocal apparatus along the upwards direction away from the lungs: the 
volume of air after an inhalation of breath (that is assisted by the muscles of the abdomen and 
the diaphragm) exists in a compressed form, as it fills the much smaller volumes of bronchi 
in the lungs, which are connected to the much larger volume of the tube called trachea 
(region marked (a) in Figure 1.4). At the termination of the trachea, and upstream towards the 
direction of the mouth opening, there exist a set of muscles known as the vocal folds 
(sometimes referred to as the vocal cords), which are arranged in folds and covered by a 
mucous membrane. The vocal folds come in a pair, with the space between them known as 
the glottis. The glottal area is managed by an intricate system of attached muscles, with the 
closing, or bringing together of the vocal folds known as adduction (or, glottal adduction), 
and the opening, or separation as abduction (or, glottal abduction). The adjustable glottal area 
                                                
14 Originally presented as the source-filter model for speech production, but shown to be useful in 
characterizing voice production in general [39] 
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acts as a slit regulating the amount of upstream air that flows through, with the resulting flow 
known as the glottal flow. The overpressure (above the atmospheric pressure) that exists 
below the glottis is referred to as the subglottic pressure (PS), which, in a sense, is the power 
source for voice generation. A small tube-shaped cavity that includes the vocal folds, glottis, 
and a set of muscles is called the larynx (sometimes called the voice box). Hence, the set of 
muscles that are within trachea, which help in regulating adduction and adduction of the 
vocal folds, are referred to as the laryngeal muscles. The larynx starts at the termination of 
trachea, and is limited by a bigger cavity towards the opening of the mouth, known as the 
pharynx. 
 
Figure 1.4 The vocal apparatus on the left, with the source-filter model illustrated on 
the right. Parts labelled (a), (b) and (c) depict the correspondence between the modules 
of the vocal apparatus within the human body, and the respective modules in the 
source-filter model. Adapted from [41][35]  
In an adducted state of the vocal folds (glottis closed), when an upstream of air passes the 
vocal folds (being driven by the subglottic pressure), it may set the vocal folds vibrating. 
What the vibration implies is that the glottis is forced to open and close at regular intervals, 
which lets through short pulses of air. Each individual pulse of air raises the pressure above 
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the glottis for the short duration of the pulse. The pressure above the glottis falls back to its 
previous state shortly after the glottis is closed. This rapid opening and closing of the glottis 
to create a train of upstream air pulses at regular intervals causes corresponding rapid 
variations in the transglottal air pressure, which, in turn, determines the frequency of the 
sound that is generated. This frequency is referred to as the fundamental frequency (F0) of 
the sound. For instance, if a singer performs a 440 Hz note (A4; A above middle C), the 
glottis is opening and closing 440 times per second. The opening and closing of the glottis, or 
in other words, vibration of the vocal folds, constitutes the voice source and phonation is 
said to have occurred.  This is depicted in the part (b) in Figure 1.4. The voice source 
includes not only the F0, but also a rich set of overtones of varying intensities, which creates 
a harmonically rich spectrum. As will be seen later in this section, sources other than the 
vocal folds can be also set into vibration and cause sound production, but those set of sounds 
are referred to as unvoiced, as they do not originate at the voice source.  
Getting back to the discussion regarding the production of voice, once the sound is generated 
at the voice source, the area that it traverses on its journey upstream from the larynx15 until it 
is delivered outside the human body is referred to as the vocal tract. The vocal tract, hence, 
includes the space between the boundaries of the pharynx, lips, tongue, lips, mouth opening, 
etc., and the muscles associated with them, which are collectively referred to as the 
articulators. As the term suggests, the articulators affect the sound by attaining certain 
shapes, which is different for each sound that is intended. In electromechanical terms, each 
shape, or configuration, of the articulators in the vocal tract constitutes a resonating system. 
All the properties of a resonating system are applicable here, and in particular, the property of 
resonators to relatively accentuate certain frequencies and attenuate others. In simple terms, 
the extraordinary variety of sounds that the human vocal apparatus is capable of producing is 
largely due to the filtering of the spectrum from the voice source, where the resonating 
frequencies can be tuned by simply changing the relative shape of the articulators.  
                                                
15 Disregarding, for the sake of simplicity, the reflection from the lip and the glottis, which would make 
the sound traverse in the opposite direction. 
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These resonating frequencies of the vocal tract, which show up as peak areas around a certain 
bandwidth in the spectrum of the voiced sound, are referred to as the formants, with the 
center frequencies associated with them called the formant frequencies (Figure 1.5; denoted 
by Fi, where i refers to the index of the formant). It has been shown that the first two formant 
frequencies (F1, regulated mainly by jaw articulations; and F2, regulated mainly by tongue 
articulations) are important for the vowel quality, while F3-F5 are important for voice colour, 
or timbre. The knowledge of formants, and the mode of variation of the formant frequencies 
is relevant in the context of this thesis, as the power in the first formant, especially, has been 
shown to be correlated with a change in the vocal level, as seen in section 1.2.3 [41]. 
 
Figure 1.5 The sequence of steps that start from the subglottic pressure variations, to 
the formation of the voice source, to the vocal tract resonance frequencies creating the 
formant regions, to the formed sound escaping the human body from the mouth. 
Adapted from [41] 
In summary, the human voice apparatus consists of a complicated mechanism for creating a 
wide variety of voiced and unvoiced sounds. This mechanism can be understood in simplified 
terms, where voice production involves forcing up of the compressed air from the lungs, 
which sets the adducted vocal folds (for the voiced sounds) into vibration to subsequently let 
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out a regular train of air pulses thorough the fast and miniscule opening and closing of the 
glottis at a particular frequency (which largely determines the fundamental frequency of the 
sound). As this harmonically rich waveform created at the voice source travels upstream, the 
articulators in the vocal tract change its spectrum. The vocal tract acts as a resonator, 
boosting certain regions in the spectrum (the formant frequencies) corresponding to its 
resonant frequencies, and attenuates other regions. This method works for both speech and 
singing, where the mechanism is more complicated in the case of singing, as shall be seen in 
the following subsections. 
1.3.2!Relationship between the subglottic pressure, voice level, fundamental 
frequency 
The two terms introduced in the previous subsection, F0 and PS, are closely linked to the 
voice level and perception of loudness. Changes in PS have been shown to be the main factor 
that determines the level of the voice produced [19]. All other factors being constant, an SPL 
increase of 8-9 dB, above the threshold of phonation, has been reported for a doubling of PS 
for trained singers [19][42]. An increase in PS to, presumably, increase the level of the 
vocalization also leads, naturally, to an accompanying increase in F0. This tendency of PS and 
F0 to be interdependent has been shown to be a key feature that differentiates singers and 
nonsingers, as, if required, singers are able to keep changes in these two variables 
independent to a remarkable degree, when compared with the nonsingers [43][44]. This 
ability develops in singers as a result of finer control over the laryngeal musculature that 
determines vocal fold vibration. The relevance of this finding will be elaborated in following 
text, most notably in subsection 1.3.4. 
1.3.3!Modes of phonation 
Another concept that is relevant in relation to the vocal fold operation is what is termed as 
modes of phonation, which can be understood as the quality of vocal fold operation. 
Sundberg categorized these qualities according to the ratio of subglottic pressure (PS) versus 
the glottal airflow (UG), which, in a rough sense describes the ratio of power (or pressure) 
versus flow, or glottal impedance. The four modes of phonation (besides whisper) are 
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categorized as breathy (low PS, high UG); flow (or, resonant; high PS, high UG); normal (or, 
neutral; low PS, low UG); and pressed (high PS, low UG) [42][45]. Keeping any artistic 
requirements aside, the flow mode of phonation can be seen to be ideal in terms of efficient 
singing (and quality to learn) when compared to the pressed, with the normal and breathy 
being, perhaps, more suited to their respective roles [42][45].  
1.3.4!What is so special about a singer’s voice, compared to that of a 
nonsinger? 
The title of this section encapsulates, not only the findings of a paper by Sundberg16 where 
the advanced features of trained singing voices (to the point of being almost virtuosic use of 
voice) were described, but also one of the main reasons to select a group of singers (opera 
singers, specifically) as candidates for studying loudness [11]. Sundberg listed the following 
special capabilities of the singing voice, compared to the speech voice and nonsingers. 
A) Pitch & Level: As noted in section 1.3.2, singers are able to vary, if required, the level of 
their voice almost independently of the pitch in a far more successful and, furthermore, 
efficient manner when compared to nonsingers. Since singing generally requires producing 
notes at specific pitches and specific levels, the ability of the singers to control pitch and level 
independently seems to be indispensible, and learned through practice (with or without a 
teacher). Another way to appreciate this remarkable achievement that is associated with pitch 
and level independence is that, physiologically, rising pitches are accompanied by a 
stretching of the vocal folds, which increases glottal impedances. Overcoming higher glottal 
impedances would require specialized breath management to produce higher and higher PS in 
order to produce higher vocal levels, which is another hallmark of the singing voice. The 
interplay of laryngeal musculature, along with breathing that is required to accomplish this 
feat is beyond the scope of this thesis, but can be accessed in several publications [46][47]  
As another example, executing a crescendo (or, a decrescendo) on a certain pitch may require 
a gradual change in the level from silence to the very high levels. This demonstrates another 
                                                
16 In fact, the section’s title has been borrowed from the title of the paper by Sundberg [11].  
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instance of the strict requirements in maintaining the vocal dynamics that would otherwise 
cause variations in the pitch as the level is raised. Singers are able to achieve this with much 
more ease when compared to nonsingers. As a further step in the difficulty, the singing 
exercise known as the messa di voce involves a crescendo following by with a decrescendo in 
a single breath on a certain pitch [48]. This exercise is important in the context of this thesis 
as discussed in section 1.3.4, and further in chapters 2-4.  
B) Mode of phonation & Level: For instructions to vocalize at various levels (ranging from 
low to high) at a certain pitch, the singers change the mode of phonation far less than the 
nonsingers. This implies a far greater independence (and hence, control) of the mode of 
phonation (and hence, mode of operation of vocal folds) and level produced. In other words, 
for a fixed pitch, while a rise in the level by the nonsingers would generally be accompanied 
by a shift into a pressed mode of phonation, this is far less likely with the singers. This 
implies that for the same expenditure of PS, the singers are likely to produce a higher level 
due to the more efficient flow mode of phonation being used, and most likely avoid straining 
their voice [11]. Vocal pedagogy can be seen as being a major determining factor in learning 
this skill of dissociating phonation mode and level with pitch variations, to not only protect 
the voice but also avoid the often-undesirable occurrence of timbral changes that generally 
accompany change in the mode of phonation. 
C) Articulation & level: A clustering of the formant frequencies, which effectively increases 
the sound energy that is produced around 3 kHz, known as the singer’s formant, has been 
demonstrated for a wide variety of singers. It has also been shown to be an important 
parameter in the classification of the voice types [49]. The singer’s formant has been linked 
to the ability of singers (mainly male singers and some female voice types, except sopranos in 
general) to be able to make their voice transcend above the sound of the orchestra, which 
generally has substantial energy around the 2-4 kHz octave bands region, where human 
hearing apparatus is the most sensitive. Furthermore, the singers’ formant has been shown to 
increase in power in the 2-4 kHz octave bands (around the region of the third formant, due to 
a tight clustering of third, fourth and fifth formants), with an increase in the overall level. For 
nonsingers and in speech, a change in the higher formants is associated with a change in 
pitch, and a change in the vowel sound produced. However, singers routinely put more 
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energy in the region of the singer’s formant irrespective of the pitch or the vowel, which is 
associated with an increase in the larynx height, in a manner not normally used in with 
normal speaking and untrained singing habits [11]. 
Points (A-C) above can be summarized as follows. Singers exhibit an independent (if 
required) and systematic control over the three domains of pitch, level, and mode of 
phonation for wide (in fact, extreme) ranges within each of the domains. Saying that the 
singers use their voice over extreme dynamics more efficiently physiologically, while 
maintaining it with perceptual beauty is an understatement here. These three domains are 
generally interlinked in untrained voices and in normal speech, so singers train their vocal 
apparatus in special ways. This makes them ideal participants in studies such as the current, 
where such an independence of variables is required consistently over extremes, not just for 
statistical robustness, but also to untangle the perceptual domains of these variables (as far as 
possible). While it is imperative that the perception of loudness of voice would require 
scaling over various vocal levels and pitches, the perception of loudness of the singing voice 
allows for a separate treatment of the domain of pitch and level in a factorial sense (i.e., 
controlling variables both individually and in groups), which is an important consideration 
for studying loudness, as seen in section 1.2.1  
1.3.5!The perception of one’s own singing voice in rooms 
Thus far, not much has been mentioned about the behaviour of singers (or nonsingers) when 
the room acoustic environment changes. These changes can range from being subtle to 
dramatic, with the desirability based on an individual’s style, or, indeed, the music’s 
requirements, etc. During singing, an otherwise unaided singer (no visual or other external 
sensory cues) is likely to adopt some strategy to monitor the sound level of his/her singing. 
Disregarding proprioceptive or physiological approaches, and limiting the discussion to 
purely auditory stimuli, a singer may vary the level of sound that they produce using two 
approaches: from how loud their own voice sounds to themselves, or imagining how loud the 
voice sounds when projected to an audience at a certain distance (or a combination of both). 
The former approach depends on the perception of one’s own voice (autophonic perception) 
[36]. The latter approach is referred to as imagined audience perception in this thesis.  
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A) Perception of the sound of one’s own voice (autophonic perception): Although autophonic 
perception [8] can go unnoticed, singing-listeners continuously adjust the sound level of their 
vocal output in response to the sound that they hear [9][50]. Autophonic perception in 
humans can follow three pathways [51], as seen in Figure 1.3, which includes: 
 
Figure 1.6 The three pathways of autophonic perception in rooms; (a) is the direct-
airborne conducted sound; (b) is the bone (or body)-conducted sound; and  (c) is the 
indirect-airborne conducted sound. 
 
a) Directly conducted sound from the mouth to the ears of the same head (direct airborne 
conduction, DAC). 
b) Sound conducted through the internal structures of the human head to the cochlea (bone or 
body conduction, BC). 
c) Room reflected sound, which includes reflections from relevant surfaces in the room’s 
environment (indirect-airborne conduction, IAC), such as an auditorium, a practice room, 
the stage, etc. 
Previous studies have found that the levels of the first two components (DAC and BC), while 
being frequency dependent, are overall of approximately of the same order [51][52][53], 
while the third component (IAC) varies according to the acoustic characteristics of the room 
(a)
(b)
(c)
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and its furnishings [9][51][50]. The level of the room reflected sound is derived in the present 
thesis from the model described in Pelegrín-García et al. [54], which is based on the room 
acoustics theory of diffuse sound fields for a room with a known volume and reverberation 
time. A diffuse sound field is characterised as having a constant steady-state energy density 
throughout the field, and it is a very useful approximation for room acoustics calculations 
when the shape of the room can be neglected [55]. This will be elaborated upon in chapters 2 
and 3. 
B) Imagined audience perception: This approach is theoretically more complicated to 
characterise, as it is likely to depend not only on autophonic perception but also some form of 
psychological process informing voice projection to audience (audience perception). This 
mode of perception is not directly studied in this thesis. 
1.3.6!Acoustic and nonacoustic contraction of middle ear muscles    
The processing of sounds by the hearing apparatus (which includes the outer, middle, inner 
ear, along with the associated neural pathways), as discussed in section 1.2.1 has nonlinear 
processes present at various stages from the excitation to the eventual perception [56]. As one 
of the nonlinear processes, the middle ear muscles have been shown to contract in response to 
both ectophonic and autophonic sounds, though an exact nature of the contraction and the 
corresponding attenuation of sounds reaching the middle ear is still an active area of research 
[21]. 
The acoustic reflex (AR) is theorized to lead to a variable reduction in the sound 
transmission to the cochlea in response to ectophonic stimulation. The available evidence 
suggests that AR results from a contraction of the stapedius muscle (hence, AR is also known 
as stapedius reflex), which is connected to the stapes ossicle in the middle ear [21]. In 
humans, the activation of the AR for ectophonic perception of sounds has been shown to be 
dependent on factors that include:  
•! the stimulus level, with thresholds of approximately 65-80 dB SPL for broadband 
noise, with the threshold being about 20 dB higher for individual pure tones from 0.25 
to 4 kHz,  
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•! the stimulus bandwidth, with successively lower thresholds for broadband stimuli 
after a critical bandwidth is exceeded, when compared to pure tones, 
•! the stimulus frequency, with more activation for frequencies below 2 kHz, and 
minimal activation above this,  
•! the ear being stimulated, with lower thresholds and more activation for ipsilateral 
versus contralateral stimulation,  
•! the stimulus duration that involves a frequency and level dependent latency (know as 
reflex adaptation), which increases as the frequency of the pure tone is increased; and 
temporal summation wherein a reduction in duration leads to an increase in threshold.  
The values for the above parameters sometimes differ substantially within studies, and for an 
extensive review of AR, the reader is referred to Gelfand [25] and Møller [21]. As a 
conservative estimate, AR can lead to an attenuation of 20 dB or more of lower frequencies 
for intense ectophonic stimuli [57].  
The contraction of the middle ear muscle for autophony has received relatively less attention 
than ectophonic stimulation, but there a few studies that have reported activation of the 
stapedius (SM) and tensor tympani muscles (TM) for vocalization [21][58]. Moreover, other 
motor activities that are associated with head and face movements such as laughing, 
swallowing, yawning, coughing, etc. have also been reported to cause contraction of SM and 
TM [59]. However, the contraction of both muscles has been reported to start before the onset 
of vocalization, suggesting a nonacoustical basis. The contraction nonetheless continues for 
the entire duration of the vocalization, and hence, may have an acoustical effect in terms of 
causing attenuation in the sound that travels through the bone-conducted, or air-conducted 
pathways, despite being largely (if not completely) controlled by the motor system within the 
central nervous system (CNS). Data from such reports, though, is quite limited, sometimes 
contradictory, and more or less inconclusive for substantial generalization [58]. The main 
reason for the limited data is the difficulty in constructing non-intrusive studies of the middle 
ear muscles, and separating the action of the individual muscles, for a wide range of stimuli.   
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In one of the more extensive studies, conducted by Borg and Zakrisson [57], participants 
vocalized the vowel /a/ of 1-3 second duration at various levels (ranging from the minimum 
to the maximum possible by the participants), while the electromyographic (EMG) activity in 
the SM was being recorded, and simultaneously visualized through a microscope. Six of the 
eight participants also vocalized the lowest and the highest intensities in an anechoic 
chamber, to enable a comparison between the two room acoustic conditions. Some of the 
relevant findings are as follows: 
Table 1.1 SM activity determined with EMS, and visual inspection through a 
microscope focussed on the SM, for a range of vocal intensities (n = 8) presented in dB 
SPL, where the last column shows the SM activation threshold for the ectophonic minus 
autophonic stimulations. Adapted from Borg and Zakrisson [57] 
 
•! As seen in Table 1.1, the threshold for the activation of the SM, prior to and during 
vocalization, was near the lowest vocal level for most of the participants in their study 
(in 55% out of all the recordings by 8 subjects, some of whom had eardrum 
complications, which were accounted for as far as possible). The SM activation 
threshold was, in turn, slightly lower than the threshold for contralateral stimulation 
(i.e., ectophonic, which represents an acoustic basis for the contraction, or, acoustic 
reflex) with pure tones of 0.5 and 2 kHz for the same participants. In other words, the 
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threshold for SM activation for vocalization was lower, when compared to SM for 
ectophonic stimulation, and almost active during vocalizations of all levels (last 
column in Table 1.1).  
•! The EMG activity persisted for about 300 ms after the vocalization had stopped, and 
no spontaneous (i.e., without vocalization in this case) SM activity was noticed. 
•! In all the subjects, the EMG was noticed to start, sometimes before and sometimes 
after the start of the sound, with no apparent correlation between the vocal level and 
the temporal pattern from signal to signal. This could be attributed to equipment and 
measurement limitations. However, it would not be possible to ignore this finding, 
which suggests that there are times when the SM may be activated acoustically during 
vocalization. 
•! SM increased as the vocal level was raised, but no close correlation was noticed 
between these two variables. An average of 52 % EMG activity was noticed for a 
‘medium’ level of vocalization and an average of 61% (150% for one participant and 
a substantial spread overall) for the ‘maximum’ level of vocalization. 
•! The weakest vocal levels in the anechoic chamber for the six participants who were 
also tested in the laboratory were on average 6 dB lower (range of 0-14 dB). It is hard 
to interpret this finding in the context of the room acoustic contribution, as there is no 
data on the associated EMG activity in the anechoic room, and acoustic data for the 
laboratory (other than a 25 dB background noise level). 
•! The authors indicated that their results may support the assumption that air-conducted 
sounds do not activate SM at least during low and medium level vocalizations. In 
relation to the bone-conducted sound, the authors speculated that, similar to the high 
SM reflex activity for ectophonic stimulation, the low-frequency component of high-
level vocalization might also be attenuated to preserve speech intelligibility (as high-
level low-frequency sounds can mask the higher frequencies around 2 kHz that are 
important for speech intelligibility).  
The data from Borg and Zakrisson [57], however, are insufficient to enable the incorporation 
of the effect of AR in the current thesis for the following reasons.  
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•! The data were collected for a single vowel (/a/). Although vocalizations at various 
levels were attempted by the participants, which can justify the inclusion of an 
average filter for this vowel, the data are devoid of any spectral information. 
Therefore, a filter that factors in attenuation for /a/ would essentially attenuate all the 
frequencies by the same amount, which would lead to erroneous estimates due to the 
frequency dependency of AR.  
•! Considering that the duration of the vocalizations was for a maximum of three 
seconds, it is not clear whether there is any reflex adaption due to duration for 
autophonic sounds, as is noticed for external sounds at around three seconds, when 
presented as pure tones.  
•! Separating the attenuation of the BC and DAC components is also not possible from 
their data.  
As a result, the issue of SM activation and the attenuation due to acoustic or nonacoustic 
reflex is treated in chapters 2 and 3 in a different manner. The experiments in chapter 4, by 
design, include the effects (if any) of the acoustic and nonacoustic reflexes. Furthermore, 
there is evidence that a low-level self-created (not autophonic) sound near threshold of 
hearing (i.e., a sound that is actively started by the participants’ motor system by pressing a 
button with a finger and heard ectophonically over headphones) is perceived as ‘louder’ when 
compared to an equal-level sound that is subsequently presented passively without the 
participant’s motor cues [60]. The situation reverses for high-level sounds at a comfortable 
level above the threshold of hearing, where the actively cued sounds are perceived as ‘softer’ 
when compared to an equal-level sound that is presented passively. This differential 
mechanism for perceiving low and high levels, based on whether they are actively or 
passively cued, suggests a central nervous system based perceptual feedback system that 
includes SM activity for not just actual level differences between acoustic stimuli but also the 
motor context of the presentation of the level differences.  
In summary, it is likely that there may be a more complicated feedback process involving a, 
thus far, undiscovered motor system mediation that underlies the perception of loudness for 
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sounds of varying intensities19, production mode, and presentation mode than the ones that 
can be quantified by middle ear muscle activities (which, in itself, is a complicated process).    
1.3.7!Methods to scale loudness of singing  
The methods used in this thesis to quantify the loudness (mainly autophonic) of the singing 
voice include the conventional ratio scaling techniques, as introduced in section 1.2.2, and 
certain singing exercises that were familiar to all the participants. The ratio scaling techniques 
involve vocalizations on certain loudness ratios that are decided by either the experimenter or 
the participant, which is further elaborated in chapter 4.  
The singing exercises that were used included vocalising crescendi, decresendi and messe di 
voce, which involve sustaining a chosen pitch, while varying the voice level over time. In a 
simple sense, MDV, which combines a crescendo and a decrescendo in succession in a single 
breath can be understood as a vocalization from silence, rising in level with a steady 
crescendo to the maximum level that is possible or desired, followed by a decrescendo to 
silence that is essentially a time-reversed version of the crescendo in terms of all the relevant 
voice dynamics [48][61]. The underlying assumption in all the three exercises, i.e., 
crescendo, decrescendo and MDV, is that for maintaining a steady crescendo and 
decrescendo, a singer monitors the loudness of his/her own voice, i.e., autophonic loudness; 
which is experienced as ectophonic loudness for a listener. Herein lays the usefulness of these 
three exercises in quantifying the growth and decay of loudness, as a function of time, which 
is similar to the ratio scaling method introduced in section 1.2.2. Instead of an experimental 
design that relies on explicit ratio scaling, these exercises contain an implicit ratio scale, as 
the singers monitor the loudness of their voice grow during the crescendo, decay in 
decrescendo, and both growth and decay in MDV. The rate of growth and decay of the 
explicitly or implicitly derived functions is, of course, the slope of the respective curves on 
loudness vs. time scale. This is the main idea behind the loudness scaling methods of chapter 
                                                
19 A relationship with the, so-called, Lombard effect can also be hypothesized. This is discussed further 
in section 1.4.1 
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2, 3, 4, and, as a result, the primary method in which loudness of singing will be explored in 
this thesis. 
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1.4!Room acoustic considerations 
The following discussion addresses the room acoustics issues that are relevant to the 
production and perception of voice along the direct and indirect conduction pathways (Figure 
1.6 and Section 1.3.5), and specifically for the singing voice. 
1.4.1!Room acoustic parameters 
 
 
 
 
 
 
 
Figure 1.7 Energy decay following a steady-state sound. 
Annex A and B of ISO 3382-1 lists some of the objective parameters and their subjective 
correlates, which encapsulate the scenario (ectophonic perception) of the performance and 
listeners separated by distances that are characteristic of rooms23, i.e., a few meters, 
depending on the volume [62]. The current thesis is also concerned with collocated source-
receiver configurations (for the case of the human head), i.e., distances much smaller than 
those stipulated within the ISO 3382-1 calculations. Hence, parameters that are better suited 
for autophonic perception are also included here; in a manner similar to the stage acoustics 
parameters in Annex C of ISO 3382-1, that characterise the conditions for musicians on a 
                                                
23 Mainly auditoria, though an application of these parameters to smaller rooms is possible, and in fact, 
quite common, after careful considerations relating to small room wave-acoustics effects. 
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stage. The following is a brief description of the traditional and autophonic room acoustic 
parameters, along with some parameters that are based on the room geometry. 
A) ISO 3382-1 parameters for characterising ectophony: The build-up and decay of energy 
in a room follows an exponential trend. The energy decay, when plotted on a decibel scale 
over time generally has a form seen in Figure 1.7, which can be derived directly using the 
interrupted noise measurement method, as the decay of sound from a steady-state build up in 
a room; or as the Schroeder reverse integrated energy decay from the recording of an room 
impulse response (RIR)24 [63]. The energy decay can be used to calculate: 
Reverberation time (RT in seconds): As seen in Figure 1.7, after a sufficiently long steady-
state sound that excites the whole room25, which is subsequently cut-off, there is a linear 
decay (due to the exponential decay being represented on a dB scale here) of the reverberant 
energy. RT represents the time taken for the sound energy to decay to 60 dB, after its cut-off 
value and an additional 5 dB decay, which is mainly to avoid the effects of any nonlinearities 
that may exist in this initial period (5 dB) of the decay. In other words, RT represents the 
slope of the exponential decay of energy for one-millionth (60 dB) from its approximately 
steady-state value (after the initial 5 dB). Sound decays of 60 dB that are not adversely 
affected by background noise and other measurement artifacts are, however, not realistic in 
most rooms. Hence, only the first 20 dB or 30 dB of the initial decay is used, termed T20 or 
T30, respectively, which is then extrapolated to 60 dB to derive the RT in seconds, as seen for 
the dotted line in Figure 1.7. Therefore, the evaluation range of T20 and T30 is -5 dB to -25 dB, 
and -5 dB to -35 dB, respectively (Figure 1.7). 
Early decay time (EDT in seconds): This represents the time taken for first 10 dB of decay, 
which has been shown to be correlated to the perception of the reverberant decay, or 
reverberance, in some studies [64][65]. EDT is, hence, listed as a predictor of reverberance 
                                                
24 Briefly, it is a room’s response when excited by a loud impulsive sound, which includes the direct 
sound and indirect airborne response at a point in space. 
25 In more technical terms, this refers to excitation of all the eigenfrequencies (or, modes) of the room. 
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in ISO 3382-1, although according to some recent studies, parameters derived from the 
loudness decay curve (using sones) are better predictors of reverberance [66].  
Clarity index (C50 or C80 in dB): As a descriptor of the perceived sound clarity, which can be 
thought of as the complement of reverberance, clarity index is calculated as the ratio of early 
to late energy in a RIR. The boundary between the early and late periods is defined as 50 ms 
and 80 ms for representing speech and music clarity, respectively. Centre time (TS in 
seconds), which represents the centre of gravity of the energy in a RIR, can also be used 
instead of clarity index, if a sharp distinction between the early and late period is not 
preferred.        
B) Oral-binaural parameters for characterising autophony: These parameters are derived 
from a RIR that measures the sound transmission from the mouth to the two ears of the same 
head: an oral-binaural room impulse response (OBRIR) [67]. An OBRIR characterises the 
airborne conduction in a room ((a) and (c) in Figure 1). OBRIR measurement in a room (real 
or computer-modelled) involves a human talking-listener, or more commonly, an 
anthropomorphic manikin (with a loudspeaker) to radiate sound from mouth, which is 
recorded with microphones at the mouth location and the ear canal entrance of the two ears. 
The OBRIR is then derived from the transfer function between the microphone at the mouth 
and those at the ears (details presented elsewhere [67]). The parameters derived from an 
OBRIR differ from the ISO 3382-1 parameters mostly in the evaluation depicting the early 
and late energy, and are listed as follows. 
Room gain (GRG in dB) and Voice Support (STV in dB): Theoretically, room gain is the 
amplification (in dB) provided to one’s own voice by an acoustic environment (or, the 
indirect airborne sound), relative to anechoic conditions [6][68]. The concept underlying 
room gain can be understood by considering an OBRIR. Room gain (GRG) can be expressed 
as: 
GRG=10log10
p(t)room
2∞
t=0
p(t)anec
2∞
t=0
=10 log10 10
STV 10+1   in  dB!!!!!!!!!! (1.3) 
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It is derived in Equation 1.3 in two ways. First, from the integrated squared pressure as a 
function of time (i.e. the energy) of the OBRIR in a room (proom), compared to that in an 
anechoic environment (panec). Alternatively, it can be derived by first calculating STV, or 
voice support, which is similar to Gade’s stage support [69]. Voice support is evaluated as the 
energy ratio of the reflected to direct components of the OBRIR (which are separated in time 
in the absence of very close reflecting surfaces), expressed in decibels [68].  
Oral-binaural versions of the ISO 3382-1 parameters: The reverberation time (T20; with an 
evaluation range of -10 dB to -30 dB, amended from the more common -5 dB to -25 dB to 
account for the higher gain of the direct sound), early decay time and clarity index from 
OBRIR are calculated with evaluation ranges that better characterise an oral-binaural source-
receiver configuration.  
1.4.2!Lombard effect and associated phenomena for speech 
Over a century ago, Lombard discovered that talking-listeners exhibited a systematic increase 
in their voice level with an increase in the ambient noise level [70], which has since been 
called the Lombard effect. The familiar scenario of someone speaking louder than required 
while listening to music over headphones is an example of the Lombard effect. The exact 
neural mechanism that underlies this effect is still an area of active research. Recent evidence 
suggests that the Lombard effect may not be entirely an auditory phenomenon, but partly 
dependent on a somatosensory feedback system27 that includes proprioceptory variations in 
the vocal apparatus (e.g., articulatory jaw movements, chest movement, larynx placement, 
etc.; section 1.2.1, Figure 1.1) that arise due to voice production [71][72]. This might be 
similar in mechanism to the nonacoustic component of the acoustic reflex (AR), as 
hypothesized in section 1.2.7 (footnote 9). No experiments in this thesis directly address this, 
though a thorough examination of the Lombard effect, AR, and their somatosensory basis 
may be informed by future studies.   
                                                
27 Somatosensory system informs the central nervous system of objects in the environment though the 
modalities of touch, temperature, pain, touch and proprioception.  
52 Introduction 
 
In the early days of telecommunication, researchers investigated a related phenomenon, 
known as sidetone compensation [73]. A sidetone refers to presentation of the airborne sound 
of one’s own voice to the ear by electronic means, while the natural airborne mouth-to-ear 
conduction pathway is occluded in one or both ears (pathway (a) in Figure 1.6). In this 
scenario, studies have shown that talking-listeners automatically compensate for a reduction 
in the sidetone level by increasing their voice level, and vice-versa [36].  
Lombard posited, and it has since been justified in many studies, that the Lombard effect and 
sidetone compensation (or in more general terms, sidetone variation) are in fact, two sides of 
the same coin. In humans and many other species [74], these effects have been shown to be 
complements largely serving the same underlying function: maintenance of a seemingly 
effective signal-to-noise (S/N) ratio in changing communication scenarios. 
Each of these effects is associated with slopes of approximately 0.5 (voice level vs. stimulus 
level, both in decibels), albeit with opposite signs [36]. However, two comprehensive reviews 
have highlighted the importance of contextualising these slopes under the requirements of the 
communication scenario [74][75]. The evidence presented in these reviews shows that the 
slope magnitude is dependent on the premium placed on intelligible communication. A 
higher premium, implying higher emphasis being placed on the listener being able to 
understand the talker, who talks under varying ambient noise or sidetone levels, leads to 
slopes closer to 0.5. Flatter slopes, found in some studies [75], have been accompanied with a 
low premium placed on communication, e.g., while reading a list of names not addressed to 
anyone in particular. 
Besides ambient noise (broad- or narrow-band) and sidetone, talkers have also been shown to 
vary their voice levels (sound power or sound pressure levels) when they perceive a change 
in the level of room reflections from their own voice [76][6][10]. This indicates an effect of 
room acoustics on the voice level of a talking-listener, when the background noise remains 
reasonably low and steady. But instead of a simple gain variation (in dB) in the feedback for 
the direct airborne sound, as in most studies of sidetone variation, the room acoustic response 
would be determined by the RIR, which can vary in level and arrival time of the reflections 
along with changes in spectrum, reverberance, spatial and interaural effects. It seems 
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appropriate to introduce a term here- the autophonic room response, to represent the 
variation in a talking-listener’s voice levels (autophonic response) due to the airborne sound 
received from the room reflections (quantified with room acoustic parameters such as GRG) 
excited due to their voice. It can be defined here as the change in voice levels as a function of 
change in room gain, or the slope of the following function  
 
Autophonic room response =!∆ voice levels (in dB)∆GRG (in dB)            (1.4) 
 
Some caution is required here: the change in voice level in the numerator of equation 1.4 
represents the change in acoustic power of the voice. This may be well-represented by the 
change in SPL measured close to the mouth at a consistent position (where the direct sound is 
overwhelmingly dominant). However, sound pressure level measured at a substantial distance 
is inappropriate to use, as it is affected by both the room reflections (which also affect room 
gain) and the change in voice acoustic power. 
Considering autophonic room response enables distinguishing the autophonic response due to 
purely environmental room acoustics, from the autophonic response due to variations in the 
airborne sound conducted directly from the mouth to the two ear  (i.e., the sidetone 
compensation), or more generally the Lombard effect, which is the autophonic response due 
to broadband noise variations presented either monaurally or binaurally. Hence, where 
necessary, instead of the Lombard effect, the autophonic room response (equation 1.4) will be 
used in the rest of the thesis.   
There is also evidence for variation in other vocal parameters such as overall pitch [77], 
fundamental and formant frequencies [78], and vibrato [79] with varying auditory feedback 
attributable to similar (if not the same) processes as the Lombard effect, and subsequently, 
the sidetone compensation. A study of the underlying mechanisms of these variations has 
been shown to be quite complex, and is beyond the scope of this thesis [71]. 
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1.4.3!Lombard effect, sidetone compensation, and autophonic room 
response in singing 
The coverage of the Lombard effect and sidetone compensation above (section 1.4.2), which 
was mainly based on studies that used speech stimuli and mostly nonsingers, can be extended 
to include singers and/or singing exercises performed by both singers and nonsingers. The 
potentially wide range of communication scenarios in singing can be simplified to fall under 
two broad categories for this thesis: listening to, and monitoring one’s own voice (for 
instance, during practice or, in general) and projecting (or imagining to project) to an 
audience, which have already been termed as autophonic and imagined audience perceptions, 
respectively, in section 1.3.5. Both these perceptions can, and of course are, subject to vocal 
pedagogy; and voice teachers, in general, always monitor and suggest changes to their 
students, based on the teachers’ own perception of the students’ voices and their own 
training/point of view.  
Keeping this in mind, there are a few tendencies that can be attributed to the singers 
(compared to talkers, and speech tasks) and singing teaching that can affect their Lombard, 
sidetone compensation, and autophonic room response slope, and in fact, give singers the 
ability to control it more than nonsingers. One of such tendencies comes as anecdotal 
information. Singers (at least the two cohorts of opera voice students that participated in the 
studies of chapters 2 and 3, respectively) are generally advised by their singing teachers, or 
discover on their own, to rely more on sensorimotor feedback for the perception of their own 
singing, and less on (if possible, absolutely not on) ‘listening to their own voice’29. The 
sensorimotor feedback referred to here may simply be described as ‘feel your own singing’ 
by the teachers. The need for this advice may primarily be due to the fairly straightforward 
observation that the spaces that the students practice in, may not (or will not, in more realistic 
terms) give them a reasonably similar autophonic room response as the spaces that they end 
up performing in. Or in other words, the autophonic room response of a practice room the 
size of a generic living room will not be the same as most actual performance spaces, let 
                                                
29 This may not be applicable for, of course, all singing teachers.  
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alone one of the bigger opera halls. This is true for singing solo, duet, and obviously, with an 
orchestral accompaniment. Of the many factors that affect this disparity between places of 
general practice and performance (visual size, experience and expectations, etc.), of main 
relevance here is the difference in room acoustics between practice and performance spaces. 
Even if the practice and performance spaces are one and the same, the change in room 
acoustics due to the introduction of sound absorption due to an audience can, in itself, be 
quite dramatic for the autophonic room response [80].  
Furthermore, there is scientific evidence that with suitable instructions and/or some external 
feedback, e.g. in the form of a visual indication of their vocal output, singers are able to (and 
better than nonsingers), control the tendency to raise the level of their voices due to the 
otherwise seemingly automatic Lombard effect30. Such evidence exists for choir singers being 
able to resist the tendency to raise their voices due to the choir sound around them (according 
to the private loop posited by Lane et al.[75]) to some extent. This was upon being given 
instructions regarding the Lombard effect due to the choir sound [81]. Another study shows 
steeper Lombard slopes for nonsingers than for singers, who performed within three room 
acoustic conditions; with three levels of musical accompaniment that were presented to them 
either via a loudspeaker or ear-occluding headphones [50]. These, and similar studies that 
rely mostly on sidetone presentation, may, however, have systematic variations in their 
results due to some methodological limitations, other than the insufficient treatment of the 
autophonic room response. The accompaniment presentation levels in both studies (recording 
details not presented) were varied with simple dB gain changes (to the sidetone and/or the 
room gain), possibly confounding level changes with spectral and realistic effort changes that 
accompany raised voices. This is similar to the situation where a shout presented with 
lowered gain setting to represent a quieter stimulus would still, in general, be perceived as a 
shout, albeit with a lower level. The voice recordings in Bottalico et al., for the condition of 
presentation through loudspeaker, also have the risk of getting corrupted by the 
                                                
30 In this and the following paragraphs, the term autophonic room response is more suitable than 
Lombard effect. However, to be consistent with the respective authors’ terminology, the term Lombard effect is 
used.  
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accompaniment’s sound [50]. Even though the exact variation in the Lombard slope might 
have some systematic bias, the trend of the results in these studies, nevertheless, are in line 
with studies with speech stimuli, where the talkers are able to learn to inhibit the Lombard 
effect with additional information [71] during the experiment. Pick et al. showed that the 
ability to learn to inhibit the Lombard effect returned to pre-training levels a day after the 
experiment, but were restored with training more quickly on the second day [82].  
This suggests that it may be possible to consistently inhibit the Lombard effect, if singers 
learn to rely more on somatosensory feedback than listening to the sound of their voices. 
However, whether such long-term inhibition to the Lombard effect (more or less) and, 
autophonic room response31 is possible, needs more research. Furthermore, the possible range 
of such inhibition, its possible variation amongst different voice types and experience levels, 
and, its overall benefits (if any) cannot be putative, as most singers are taught. The 
remarkable abilities of singers in controlling various components of their vocal apparatus, as 
outlined in section 1.3.4, and by the studies in this section, may, however, give them an 
advantage over nonsingers attempting to learn similar inhibitions. Nonetheless, the study in 
chapter 4 addresses some of these issues, which was conducted within a room acoustic 
simulation (described in the following section) that represents a more accurate representation 
of autophony than methods using occluded headphones for presentation of autophonic 
stimuli, or similar methods [83].   
1.4.4!Room acoustic simulation for autophony 
Due to the logistical limitations inherent in conducting in-situ experiments, a room acoustical 
simulation system was used in the experiment in chapter 4 for autophony, which is similar to 
that used in recent studies of autophonic perception [9]. In the simulation, the singers’ voice 
was picked up by a headset microphone (DPA 4066) that was positioned at a distance of 7 cm 
from the center of the lips. This signal was preamplified and digitized by a RME Fireface 
                                                
31 Which, as it represents a more dynamic variation of feedback (in level, pitch and other auditory 
phenomena related to room acoustics) with voice dynamics, may be subtler to inhibit than training to inhibit 
simple level variations due to ambient noise in the Lombard effect. 
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(Haimhausen, Germany) interface and routed to a computer running a Max/MSP (Cycling 
’74, Walnut, USA) patch for real-time convolution of the singers’ voice with an OBRIR 
(recorded in real rooms; Table 2) out of the five used in the experiment. The convolved 
signal was routed through the RME Fireface interface (which performed the digital to 
analogue conversion) to a pair of AKG K1000 ear-loudspeakers that the participants wore. 
The ear-loudspeakers had an open-ear design that did not occlude the direct airborne sound of 
voice [84], i.e., there was no sidetone varation in this experiment. The system was latency-
matched in time, and gain-matched to accurately simulate autophony that is experienced in 
real rooms. As a result, the singers heard the simulated room reflections arriving at the 
correct time and at the correct level following the direct airborne component of their voice 
(along with the natural bone/body conducted sound) and the floor reflection. There was no 
visual or any other stimulus representing the room being simulated. The simulation of 
autophony was specific to a certain head and body position, corresponding to the position 
where the OBRIR was recorded, with no headtracking compensation. This simulation system 
has been used previously in similar studies of autophony [7][85][86].  
 
 
 
 
 
 
 
 
Figure 1.8 (a) provides an overview of the simulation system, and (b) shows a seated 
talking/singing-listener doing the experiment in the anechoic room. 
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1.5!Summary  
From the information presented above, it is now possible to describe the aim of the thesis, 
and the contents of the following chapters more precisely. The thesis aims to characterize the 
loudness of the singing voice in general, and opera voice specifically, for the scenarios of 
autophonic and ectophonic perception, within various room acoustic environments. The 
various components that characterise the loudness of the singing voice, discussed in sections 
1.2 and 1.3, will be taken into account in the studies that are included in chapters 2, 3, and 4. 
The performance of various loudness metrics that were described in section 1.2.3 will be 
tested in chapter 2, using data collected from a group of singers performing the messa di voce 
(MDV) exercise over six semesters of postgraduate studies. The various assumptions of the 
MDV exercise and why it is important in studying loudness will also be elaborated. Chapter 3 
will describe the perception of autophony in more detail, and point out some limitations in 
loudness based modelling for autophony. Chapter 4 will address some of these limitations, 
while looking more closely at direct scaling methods to characterise the perception of 
loudness from autophonic stimuli, along with the MDV exercise, performed by a separate 
group of singers from the ones in chapter 2, and compare the results with previous studies 
that have addressed similar tasks using speech and singing stimuli. Chapter 5 will discuss the 
key findings of the previous chapters and conclude the thesis with suggestions for future 
research. 
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Chapter 2!Modelling ectophonic loudness perceived 
from singing in a room32 
2.1!Abstract 
This chapter examines the loudness that is perceived by a listener situated at a certain 
distance from the singer in a room. The stimuli used included recordings of the messa di voce 
exercise (MDV), which were performed by a cohort of tertiary singing students, recorded six 
times (once per semester) over a period of three years. The ectophonic loudness envelopes 
were derived for a typical audience listening position, using three models: SPL, Stevens’ 
power law based model, and a computational loudness model. The effects on the envelope 
shape due to room acoustics (an important effect) and vibrato (minimal effect) were also 
considered. The results showed that the SPL model yielded a lower proportion of linear 
crescendi and decrescendi, compared to other models. The Stevens’ power law based model 
provided results similar to the more complicated computational loudness model. 
Longitudinally, there was no consistent trend in the shape of the MDV loudness envelope for 
the cohort, although there were some individual singers who exhibited improvements in 
linearity. 
                                                
32 Part of this chapter has been published as: M. Yadav, D. Cabrera, and D. T. Kenny, “Assessing 
Linearity in the Loudness Envelope of the Messa di Voce Singing Exercise Through Acoustic Signal Analysis,” 
Journal of Voice, vol. 29, no. 5, pp. 646.e11–646.e21, Sep. 2015. 
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2.2!Introduction 
The messa di voce (MDV) exercise, and its relevance as a method to scale loudness of the 
singing voice, was briefly described in section 1.3.7. The following is a more detailed 
investigation into the changes that occur in the ectophonic loudness envelope of messa di 
voce (MDV), performed six times by a group of singers over a period of three years of 
tertiary singing training.  
As a voice exercise, historians have suggested that the MDV was conceived around the same 
time period as the birth of the opera form in the early 16th century in Italy, although there are 
varying opinions regarding its literal meaning (setting/placement/measure etc. of voice) [61]. 
From the time of its conception to its present day usage, the singing/teaching community 
attests to the difficulty in correctly performing a MDV [61][87][88]. However, there are 
strongly polarised opinions in the pedagogical community with respect to the correct 
technique required to perform a MDV, and also its efficacy in aiding the voice to achieve an 
amalgamation of control and emotiveness in singing [61]. Part of the reason behind this 
divide could be the limited research focusing on the physiological and psychological 
underpinnings of this exercise. According to Titze et al. [48], who studied the physiological 
process involved in performing a MDV, its correct execution could assist in mastering the 
flow of subglottal pressure and control of fine laryngeal musculature, which are important 
aspects of classical singing technique.  
Two previous studies have focused on the envelope structure of MDVs. Titze et al. [48] 
studied MDVs from six singers (3 male, 3 female; 7-40 years’ singing experience; 1 amateur 
soloist, 2 graduate students, 2 full-time teachers, and 1 soloist with a major opera company) 
in relation to various physiological features (such as lung volume), finding that greater 
temporal symmetry of the crescendo and decrescendo parts in the MDV SPL envelope was 
present in participants who had a smaller dynamic range. They suggested that singers with 
higher dynamic range expend more of their lung volume, giving them less control, especially 
during decrescendo. Some of the high dynamic range MDVs in their study tended to be 
characterized by a delayed rise in SPL, which they categorized as a s-shaped rise in 
crescendo (the other shape being linear) followed by a sudden exponential-like fall after the 
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peak in the decrescendo. Titze et al. [48] also observed that some MDVs have a plateau-like 
SPL envelope (i.e., the maximum level is sustained for some time). They speculated that even 
though the level did not vary much during this period, the loudness of the MDV might still be 
changing due to the effects of vibrato or spectrum (i.e., changes in the strengths of formants). 
This observation is relevant to the present study, when the MDV envelope is examined using 
a computational loudness model. 
The other major study of MDV envelope structure was by Collyer et al. [33], using five 
female singers (with 6-12 years’ singing tuition; including graduates with limited 
professional experience to one major international soloist). Their study had a stronger focus 
on the shape of the crescendo and decrescendo envelopes, that is, the extent to which it is 
linear across a wide fundamental frequency range (F0) of MDVs performed. Unlike Titze et 
al. [48], they did not observe a relationship between dynamic range and linearity. They 
examined the relationship between sound pressure level and spectral balance (expressed as 
the ratio of power in the 0-2 kHz band to that in the 2-4 kHz band), finding a linear 
correspondence. The predominant shape in the SPL envelopes of MDVs in their study was 
nonlinear, with marked differences in the shapes of the crescendi and decrescendi of 318 
MDVs performed in total by the singers. The shapes were classified into the categories of 
convex (most common in crescendi), concave (most common in decrescendi), s-shaped and 
stepped, by a group of independent judges by inspecting the visual trace of the MDV 
envelopes. They also investigated the symmetry of the MDV envelope. This aspect of the 
MDV envelope might have been influenced in their study by visual cues intentionally 
provided to the singers by the experimenter to limit the durations of their crescendi and 
decrescendi to 4 s each.  
However, one of the difficulties with previous acoustical studies of MDV envelopes is that 
the linearity of the voice recordings has been assessed in terms of SPL (using decibels). As 
noted in section 1.2.3, the logarithmic nature of SPL makes it an illogical choice for studying 
linearity (or, more generally, shape over time) over a large dynamic range, especially when 
more suitable measures based on psychoacoustics (the sone scale) exist. The ‘plateau’ 
mentioned by Titze et al. [48] and the non-linear (convex or concave) shapes mentioned by 
Collyer et al. [33] might be partly due to the compressive effect that a logarithmic scale has 
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on high underlying values. Titze et al. only studied the symmetry in the SPL envelope of 
MDV, which is valid as long as no assumption about the individual shapes of the crescendo 
and the decrescendo parts are considered. While they are correct in mentioning that, “changes 
in spectrum and vibrato were used to create the perception of continued loudness change in 
the flat SPL region” (p. 2937) highlighting the psychoacoustic features of loudness (section 
1.2.1) beyond simple level changes, they also make the problematic choice of assessing the 
shape of SPL envelope by mentioning that, “large SPL ranges on any given note showed 
some asymmetry, usually with a linear or s -shaped SPL rise and an exponential-like SPL 
fall”. Collyer et al. (p. 1729) also use the SPL of the MDV envelope to assess whether, “the 
change in SPL during the messa di voce linear and symmetrical and, if so, is this influenced 
by SPL range and F0”.   
Furthermore, it is not clear how the MDV was explained to the singers in these studies, or 
equivalently, what the singers thought about how to perform MDV. It seems unlikely that 
singers would aim to perform in relation to the decibel, sone scale, etc. – especially as most 
singers would be unfamiliar with it. So while mentioning that, “ideally, the exercise is 
performed as a symmetric triangle, a linear increase in loudness, followed by a linear 
decrease”([48], p. 2933), seems like a satisfactory formulation of MDV for a singer, for the 
purpose of analysis, it would be valid to ask what is specifically represented by the linearity 
(i.e., linear to what extent, and how it is measured) and loudness here (i.e., is it based on level 
variations, psychoacoustics, musical notation, etc.). Since there were no explicit instructions 
in the methods section of the paper by Collyer et al., it is assumed that the singers were 
instructed that, “The messa di voce, in its pure form a crescendo and decrescendo on one 
note”, which is mentioned in their abstract ([33], p. 1728). Overall, while singing and singing 
training can (and, perhaps, should) be subjective, the above highlights why it is important to 
be clear in what is meant by loudness in the context of MDV, and based on the choice of the 
loudness scale, whether it is valid to assess linearity. This has implications not only for using 
the right terminology to put forward as instructions for singers, but also in specifying correct 
analysis methods. 
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There are alternatives to avoid the compression associated with the decibel scale, as 
mentioned in section 1.2.1 and 1.2.3. For example, it is possible to consider the pressure 
envelope or the pressure squared envelope, both of which are common ways of representing 
physical sound quantity without using decibels. Another possibility is to use Stevens power 
law. A reasonable assumption is that in aiming for a crescendo and decrescendo, singers 
attempt to control the loudness of their voice (as suggested by Titze et al. [48]) . If that is the 
case, then some type of loudness model that is based on rigorous psychoacoustic and 
physiological experiments should be effective for analyzing the MDV envelope. As seen in 
section 1.2.3, these models afford a more sophisticated approach to represent time-varying 
loudness, as in the case of singing, than raising the pressure envelope to a power. 
Time-varying loudness can be modeled in various ways, and studies have previously used the 
models of Glasberg and Moore [89] and Chalupper and Fastl [4], obtaining similar results 
from the two models [90]. As mentioned in section 1.2.3, such models include the effects of 
the outer and middle ear transfer functions, auditory filtering in the inner ear, functions 
relating excitation to specific loudness, temporal integration, and loudness summation. 
Differences between these two models are examined by Rennies et al. [91]. Even though 
computational loudness models present a more ecologically valid measure of loudness 
(including issues such as linearity) than SPL, there are no previous studies that have 
compared the performance of such models in assessing MDVs, or similar processes. Hence, it 
is not known whether for these tasks, the ease of implementing SPL, or especially sound 
pressure based studies outweigh the advantages of using a computational loudness model.  
2.2.1!Singing – listening scenarios in rooms 
The autophonic and ectophonic listening scenarios were introduced in section 1.3.5, and only 
ectophonic perception is discussed in this chapter (chapter 3 discusses autophonic 
perception). There are, however, issues that are relevant to singing in rooms that affect both 
of these listening conditions. Western operatic singers, especially at a professional level, 
generally sing with vibrato (sinusoidal modulation of the F0, affecting both spectral and 
temporal domains) to perhaps increase loudness (to themselves and others), and also to 
embellish the texture of their voice [92][93]. Secondly, since this study assumes singing in a 
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room, it is likely that room acoustics would affect the perception of sound, along with the 
vibrato [79][6][10][94][95].  
2.2.2!Aims of this study 
A) Comparing the performance of various loudness models in assessing shapes of MDV 
envelopes: The expectation here is that due to their psychoacoustical underpinnings, the 
computational and Stevens’ power law based loudness models provide a more inclusive 
method (than SPL). While no assumption of linearity in the loudness envelope of the MDV is 
made outrightly, it is expected that the psychoacoustical measures of loudness would provide 
a larger proportion of linear shapes than the compressive decibel scale of the SPL model. The 
results of such comparison will further allow addressing the concept of linearity of loudness 
changes in the context of MDV performance, as heard ectophonically. After taking the room 
acoustic effect on singing (including vibrato rate and extent) into account, the method used in 
this study starts by analyzing shapes of MDV envelopes with the SPL model used in previous 
studies, followed by a model based on Stevens’ power law (sound pressure envelope raised to 
0.6), and finally a computational loudness model.  
The computational model used is an implementation of Glasberg and Moore’s [89] time-
varying loudness model. This model was chosen as it has a provision for selecting the filters 
that characterize the various transformations that can occur in the outer and middle ears, even 
though, in its current implementation, it takes longer to execute on computers compared to 
Chalupper and Fastl’s [4] model. The modular nature of this loudness model also allows the 
comparison of the results from different filters for the same data, and results from other 
models. For example, the outer and middle ear filter response given in Glasberg and Moore’s 
paper could be used to represent listening by an audience member [31], and furthermore, the 
middle-ear filter response could be adjusted to represent autophonic perception (chapter 3 
addresses this in detail). 
B) Longitudinal trends in linearity of MDV as performed by a cohort of singing 
students: An aspect of the project described in the current study that is different from past 
studies is its longitudinal nature, using students of singing, rather than professionals in the 
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field, who are given specific instructions about how to perform MDV. The expectation was 
that the shapes of crescendi and decrescendi of MDVs would show a trend towards a certain 
shape in the loudness envelopes as estimated for ectophonic listening, as the singers progress 
from the first to the final semester (6 semesters over a period of 3 years).  
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2.3!Components of the longitudinal study 
The following is a brief overview of the 3-year longitudinal study whose recordings are used 
in this study. More details about the longitudinal study are given in previously published 
studies by Ferguson et al. [87], and Mitchell and Kenny [93], which also used the data used in 
the current study. It is acknowledged that the data was not collected by the author, but was 
collected as part of an Australian Research Council Discovery Project (DP0558186). Further 
details are provided in the Acknowledgment section of this thesis. The following analysis, 
however, was conducted by the author.  
2.3.1!Participants  
The participants were part of a year’s cohort of tertiary classical singing students at a leading 
conservatorium of music in Australia. The participants volunteered to be recorded in each of 
their 6 semesters of university education, each semester being separated by approximately 6 
months. The number of participants at the beginning of the study was 28, of whom 15 (11 
female, 4 male) were recorded in at least 5 semesters. The group of 28 had a mean age of 
20.8 and the group of 15 had a mean age of 20.2 (ages at the beginning of the study); and 
both groups had an age range of 9.1 years. These 15 participants were considered to have 
completed the longitudinal study in the context of this paper, even though data from 6 
participants out of these 15 was not available for one semester each. The missing data did not 
affect the statistical analysis, which was limited to category-based tests that preclude the 
necessity of equal proportions per category, as long as certain conditions about proportions in 
each category were met. Although the primary focus is on these 15 participants, the data from 
all the 28 participants formed part of a subset of analysis, where only proportions of shapes 
pooled across the 28 participants were used. The reasoning behind pooling together data from 
all the participants was to increase the data points available for determining the relative 
proportions of shapes, as proportions in this case are not biased by whether a participant 
finished 6 semesters or not. 
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2.3.2!Singing Protocol 
In a recording session, each singer performed the MDVs on each of four pitches. The four 
pitches were in the form of a root position major triad and upper octave tonic, and from 
lowest to highest pitch, these are referred to as MDV1 to MDV4. The singer group included 
four voice types: baritone, tenor, mezzo-soprano and soprano. Baritones sang the octave-triad 
span from C3 to C4, tenors from E3 to E4, mezzo-sopranos from D4 to D5, and sopranos 
from G4 to G5.  
The singers were informed that the objective of the study was to investigate the development 
of their voices during their degree program through acoustic, perceptual, and self-assessment 
studies. The MDV was discussed with the singers as a note sung from the softest to the 
loudest sound they could produce, returning to the softest, on a single note, in single breath. 
Since the author was not part of the data collection, nor was it decided during the recordings 
that that the loudness envelope of the MDVs would be analysed in the future, no further 
comments regarding the interpretation of the above instruction by the singers about MDV are 
made. No restrictions on the duration of the MDV were placed, (unlike the study by Collyer 
et al. [33], where 4 s durations each were expected for the crescendo and decrescendo). 
Hence, the singers themselves regulated symmetry of the MDV, while presumably also 
attempting to increase the duration from their previous attempt. 
2.3.3!Recording room and apparatus 
The recordings were made in an acoustically dry room (V = 142.9 m3; Stot = 166.9 m2; T20mid-
frequency = 0.5 s), with a Brüel & Kjær Type 4939 omnidirectional microphone (Nærum, 
Denmark) positioned 7 cm from the corner of the mouth on a custom headset, as seen in 
Figure 2.1. This microphone position has been used in several singing studies following 
Cabrera et al. [96] and enabled recording the sound from the singer’s voice with very high 
direct to reverberant sound ratio in relatively dry singing conditions. Calibration tones were 
recorded with a Brüel & Kjær Type 4231 calibrator (which is a coupled calibrator), so that all 
the recordings were matched in gain, and SPL could be determined. The signal was 
preamplified by a Millennia Media HV 3D-8 microphone (Millennia Music & Media 
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Systems, Placerville, CA) preamplifier. Analog to digital conversion was performed by an 
Apogee AD-16X analog to digital converter (Apogee Electronics Corp, Santa Monica, CA). 
Adobe Audition software (Adobe Systems Inc, San Jose, CA) was used for the recordings, 
storing the recordings in 24 bit, 48 kHz sampling rate wave files.   
 
 
 
 
 
Figure 2.1 A representation of the positioning of the headset microphone at a distance of 
7cm from the mouth of a talking/singing-listener. 
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2.4!Methods 
In the following, Psysound3, which is a MATLAB based sound analysis environment [97], 
was used for automating the derivation of results from the SWIPE! algorithm [98], Hilbert 
transform, and Glasberg and Moore’s [89] computational loudness model. 
Before further analysis, it was necessary to select the singing portions where the fundamental 
frequency (F0) was within the range corresponding to the participants’ voice type, and also to 
avoid silence before and after each MDV. This task was performed by using the SWIPE! 
algorithm, which is a robust sawtooth wave based F0 estimator [98], yielding an output at a 
sampling rate of 500 Hz. SWIPE! also provides a measure of pitch strength, which was used 
to set a threshold for F0 detection (set at 0.4) in the recordings. 
2.4.1!Characterising loudness for ectophonic perception 
For this scenario, it would be inappropriate to calculate loudness at the measurement 
microphone position because it is unrealistic that someone would listen to singing so close to 
the mouth. Therefore, the MDV signal was adapted to represent a realistic singer " audience 
situation in an auditorium in two steps. These two steps can be seen as implementing the 
effects of room acoustics, and gain scaling according to typical listening conditions, 
respectively. Firstly, the transfer function of sound from a typical position of singer to an 
audience member was derived. An exponentially swept sinusoidal signal (0.05 to 15 kHz) of 
60 s duration was used, which was played from the mouth loudspeaker of a head and torso 
simulator (HATS; Brüel & Kjær model 4128C), which represented a standing singer on the 
stage of a medium sized performance space (Great Hall at The University of Sydney; mid-
frequency T20 = 1.8 s). This signal was recorded with a pair of microphones at the artificial 
ears of a HATS (Brüel & Kjær model 4100), placed on a seat approximately 20 m from the 
stage HATS. The transfer function was then calculated by dividing the signal recorded at the 
eardrum microphones with the swept sinusoidal signal in the frequency domain (the cross 
spectrum method [99]), which was then converted into time domain, resulting in an impulse 
response. This impulse response characterized the transmission of the direct sound from the 
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stage HATS’s mouth to the audience HATS’s ears and also the room reflected sound that 
follows the direct sound. All MDV recordings were then convolved with this impulse 
response to incorporate the temporal and spectral changes that occur when sound travels from 
a representative singer’s voice to a representative audience member at a distance. 
The second step involved the issue of finding a typical level (or gain value) that is 
representative of a singer " audience listening condition in auditoriums. To consider this, the 
maximum SPL of each convolved MDV was derived, and the power average of these 
maxima was determined. Attenuation was then applied to every MDV recording such that the 
average of the maxima was equal to 80 dB (the same attenuation was applied to all recordings 
prior to further analysis, so that their relative levels were preserved). The choice of this sound 
pressure level was based on the study of Cabrera et al. [100], which showed that the sound 
pressure level (Leq) measured from a solo singer in a recital hall was typically 75-85 dB 
(singing a song with a wide dynamic range, over a duration of 40-60 s, with the performer on 
stage and microphone in the audience area). Hence, the gain stage introduced in this step 
(similar to Cabrera et al. [31] that used a subset of data of the current paper) enabled the 
analysis of the extent to which the loudness envelope of the MDV changed in a plausible 
listening situation. 
2.4.2!Calculation of MDV loudness envelopes  
A) Using sound pressure level: Sound pressure level envelope was derived as the absolute 
value of the Hilbert transform applied to the processed MDV recordings. This is similar to the 
method used in previous studies of MDV [48][33]. Smoothing of the SPL envelope to 
simulate the temporal integration that occurs with listening to time-varying stimuli (more in 
the point B below) was also done, but the results presented refer to the unsmoothed SPL 
envelope to enable comparison with previous studies (and also due to the fact that the overall 
results did not change appreciably with the smoothing). 
B) Using Stevens’ power law with temporal integration: Stevens’ power law involves 
raising the sound pressure envelope to an exponent of 0.6, which was applied to all the MDV 
recordings. To introduce a simple simulation of temporal integration of loudness, as 
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discussed in section 1.2.1, the sound pressure envelope of each MDV recording was first low-
pass filtered using a 1st order Butterworth filter with a time constant of 200 ms [101] and 
zero-phase shift, and then raised to an exponent of 0.6. So a direct implementation and a 
temporally integrated version of Steven’s power law were tested. 
Auditory spectral summation, that is, the increase in the loudness with increasing bandwidth 
(above a threshold, referred to as critical bandwidth; section 1.2.1) for a fixed intensity level, 
was not incorporated in this implementation, although it is a feature of more complex 
computational loudness models [91].  
C) Using Glasberg and Moore’s time-varying loudness model: As it is not feasible to 
implement loudness models to represent individual singers’ hearing apparatus, the outer and 
middle ear transfer functions given in Glasberg and Moore’s paper [89] were used. 
Furthermore, in a previous study of loudness modeling of room impulse response slopes, it 
was found that the spectral weighting of the signal, which is akin to personalizing each 
singers’ outer ear response, did not have a significant effect on loudness decay (and 
presumably growth) functions [90]. This is also likely to be the case with MDV analysis, 
since it also involves analyzing the slope of the envelope rather than the envelope in absolute 
terms.  
From the loudness model output, the short-term loudness (STL) [89] trace was used for 
further analysis, which models the time-varying loudness that could be mentally tracked by a 
listener (as opposed to the long term loudness, which provides an indication of the overall 
loudness).  
D) Effect of vibrato and room acoustics: In order to assess the effect of changes due to 
room acoustics discussed in sections 2.4.1, the following steps were taken. First, a MDV 
signal was windowed to just include a short section of singing without vibrato, and this 
section was repeated for a length of 10 s with a steady rise and decay in amplitude for 5 s 
each to represent crescendo and decrescendo, respectively. This signal, referred to as 
MDVRaw was frequency-modulated at a representative rate and extent (for the current set of 
MDVs) of 5 Hz, and 1 semitone, respectively, to simulate vibrato [87], and the resulting 
signal was referred to as MDVVib. This signal was changed according to the steps outlined in 
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section 2.4.1 above and referred to as MDVVibRA (RA denotes room acoustics). These three 
signals, MDVRaw, MDVVib and MDVVibRA were then analyzed with Glasberg and Moore’s [89] 
time-varying loudness model (as both temporal and spectral effects are incorporated in this 
model) to first study the effect of the presence of vibrato on a raw MDV (MDVVib), followed 
by the effect of room acoustics (MDVVibRA). Both these factors, especially wide-band sound 
reverberation, are likely to change the loudness of a dry MDV due to the fluctuations that 
they cause in the fine spectral structure of sound over time.   
2.4.3!Linear fit over MDV envelopes 
While it is possible to have human experts judge the envelopes of the MDV traces, as done in 
a previous study [33], a better defined algorithmic approach was adopted by setting up certain 
constraints on what would constitute linearity in the case of a MDV envelope including the 
start, middle and end points, and penalizing deviation from these constraints. Arguably, there 
are shortcomings inherent in each of these two approaches, but a computer-based analysis 
(with subsequent visual reliability check) allowed absolute consistency, more flexibility and 
repeatability in subsequent analyses.  
The description of MDV given to singers in the longitudinal was used in a strict sense in the 
following, where the crescendo starts from silence to a linear rise towards maximum 
intensity, and back again to silence for decrescendo. The crescendo and decrescendo portions 
were tested separately for linearity and an error metric was used for each portion. It can be 
argued that the description given to singers (section 2.3.2) involved starting and end at the 
softest sound, and not silence, as used here. This is discussed in the following.   
A) Start, middle and end points of the MDV envelope 
For SPL envelope: Silence is hard to define for a SPL based MDV envelope (0 dB SPL is not 
defined, as it is a logarithm). Nevertheless, it was decided that the starting point of the SPL 
envelope was the beginning sample (in decibels) and the end sample was forced to have the 
same decibel value as the start sample (if not already the same), to penalize deviation from 
the ideal MDV. The middle point was chosen as the peak value of the STL envelope for two 
reasons. Firstly, the peak value of STL arguably represents the most reliable value of peak 
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loudness, while also allowing comparison of SPL with other envelopes. Secondly, it was 
easier to choose this peak when compared to the peak of a SPL envelope, which, due to its 
logarithmic nature, is surrounded by very similar decibel values midway through the MDV, 
further exacerbated by singers generally executing a vibrato (especially for plateau-like 
envelopes, as seen in Titze et al. [48]).  
For Steven’s power law envelope: Choosing the start, middle and end point of this envelope 
was similar to the SPL envelope, except the envelope values not being in decibels. 
For STL envelope: The threshold for sound in Glasberg and Moore’s model is set at loudness 
of 0.003 sones [56], which, in a strict sense, would represent silence in this context. However, 
after choosing the pitched portion (from SWIPE!), the first value of the envelope was always 
a value above 0.003 sones and chosen as the start point of the envelopes. The rest of the 
procedure is the same as the two cases above.  
B) Linearity of crescendi and decrescendi: The task of assessing linearity of a MDV 
envelope was performed by investigating linearity of its constituent crescendo and 
decrescendo envelopes, and the following steps were taken to select the envelope shape in a 
MATLAB script. For each MDV, a separate straight line was fit from the start (silence) to the 
mid-point (peak) and from the mid-point to the end (silence again) for the crescendo and 
decrescendo, respectively. The lines contained the same number of samples as the crescendo 
and decrescendo (having one extra sample to represent the forced end value, which was the 
same as the start value), respectively. Since they went from the beginning to peak to end of 
the MDV envelope, these intersecting lines at the peak represented the ideal envelope for that 
dynamic range, if symmetry is disregarded. Then, the difference of the actual MDV envelope 
from the straight lines enabled calculation of the deviation from the ideal MDV.  
In practice, it was found that analyzing parts of the envelope instead of the whole produced a 
better assessment of its shape. Specifically, each line was divided into four equal (or nearly 
equal) parts and an error metric was derived for each quarter to take into account the 
magnitude and sign of the deviation of the envelope from the corresponding ideal linear trace 
in these quarters. The magnitude of the deviation was calculated as the root mean square 
difference of the envelope from the corresponding ideal linear trace (i.e., the sample values in 
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that part), divided by the mean of the envelope (a form of standardization). The sign of each 
deviation was derived separately by examining the slope of the envelope in each quarter. 
Other divisions were experimented with (no division; two, three, five parts, etc.), but division 
into quarters provided the optimum balance between accuracy (as per visual inspection by the 
authors) in determining shapes (especially irregulars) and computational overhead. In this 
way, short-term linearity was assessed in four quarters for each crescendo and decrescendo, 
which was used to determine overall linearity. Furthermore, for the early and late part of the 
crescendi and decrescendi, this piecewise fit also limited the bias due the choice of the start 
and end points of the MDV, as the contribution to the error metric of each quarter from the 
first few samples would be minimal. 
A threshold was set for the magnitude of error metric (0.09 or 9% in this case), which can be 
seen as the tolerance for deviation from linearity. If the magnitude was not within the 
tolerance level, the linearity of that quarter was called 1 if the sign was positive, -1 if the sign 
was negative, and 0 zero otherwise, in a -1|0|1 ternary system. This enabled derivation of a 
shape vector with four elements (one per quarter), or a 4 # 1 ternary (-1|0|1) matrix. For 
example, shape vector of a crescendo could look like [1 0 -1 1], which meant that the first, 
third (negative) and fourth quarters deviated from a linear shape. 
Next, a look-up table was constructed that contained all the permutations with repetitions of 
shape vectors in the ternary system (34). Hence, the table was a 81 # 5 matrix, where the first 
four columns of each row contained the four elements of a shape vector, and the fifth column 
contained the overall shape represented by that shape vector. The shapes were chosen from 
‘linear’, ‘concave’, ‘convex’, and ‘irregular’, which were determined by the individual 
elements of the shape vector. Irregular was chosen as the umbrella term for s-shaped, stepped 
and other shapes classified in studies by Titze et al. [48] and Collyer et al. [33] as 
representing non-linear shapes that were neither convex or concave. Figure 2.2 provides an 
illustration of the four shapes that were derived by assessing linearity in each quarter of the 
crescendi and decrescendi. 
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Figure 2.2 The categorization of shapes for the crescendi and decrescendi, as illustrated 
using two MDV envelopes (using the STL), each plotted with lines from beginning to the 
mid-point (crescendo), and from mid-point to end (decrescendo). Each line is marked 
with four asterisks, depicting the quarters. For each quarter, a box with a number 
denotes its deviation from linearity, where 0, 1 and -1 stand for no, positive and negative 
deviations, respectively. The shapes resulting from the sequence of box numbers 
(convex, irregular, linear and concave) are depicted with letters from (a) to (d). 
 
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
 1/4
 1/2  3/4
1
1
1
0
1
0
0
0
0
0
0
0 -1
-1
-1
-1
(c)
 lin
ear
(d) concave
(a)
 co
nv
ex (b) irregular
Time (s)
76 Modelling ectophonic loudness perceived from singing in a room 
 
2.5!Results and Discussion 
2.5.1!Effect of vibrato and room acoustics  
Compared to MDVRaw , MDVVib showed almost no increase in estimated ectophonic loudness 
(from STL in sones): the increase was by a factor of approximately 1.01, which could be 
regarded as insignificant. This is expected in part, as the temporal integration in the 
computational loudness model would have a smoothing effect on the fluctuations caused due 
to vibrato over time in the loudness envelope. However, the spectral smearing caused by 
vibrato is also likely to excite a broader range of auditory filters, leading to a potential 
increase in overall loudness.  
Compared to MDVVib, MDVVibRA (with a range of reverberation times from 1 to 2 s) showed 
an increase in STL by a factor of approximately 1.6. This can be accounted for by the 
broadband amplification provided by the room reflections (approximately characterized as 
room gain [6]), which is the ‘amplification’ provided by a room environment compared to 
anechoic conditions). Hence, in the context of simulating the current singer " audience 
situation, changing MDVRaw showed a negligible change in the loudness for an external 
listener due to vibrato (MDVVib), and a substantial change in loudness (as per STL) due to 
room reverberation (MDVVibRA).  
2.5.2!Comparison of envelope shapes for all the participants 
Table 2.1 shows the results from all the participants, including the ones who did not complete 
the 3 years of longitudinal study. A disparity can be seen in the results from the SPL model 
and the results from the Stevens’ power law with temporal integration (p0.6(TI)  in Table 2.1 
and hereafter) and STL models. A direct implementation of Stevens’ power law yielded 
results similar to the SPL model in terms of shape percentages and is not presented in Table 
2.1. With the SPL model, both the crescendi and decrescendi exhibited mostly nonlinear 
shapes (93% and 81%, respectively, of the total with combined convex, concave and irregular 
shapes). No concave shapes were present in the current dataset with the SPL model.  
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Compared to the SPL model, the p0.6(TI) and STL models presented a different pattern, with a 
rise in the proportion of linear shapes, presence of concave shapes in both the crescendo and 
decrescendo, and the absence of convex shapes in the decrescendo. The drop in the 
proportion of convex shapes can largely be attributed to moving from the compressive effect 
of the logarithmic scale to more representative scales of loudness. As an illustration, Figure 
2.3 shows an example of a MDV where both the crescendo and decrescendo were classified 
as convex according to the SPL model but linear (crescendi) and concave (decrescendi) with 
the p0.6(TI)  and STL models. Envelopes like these were most likely classified as convex in 
the previous studies [48][33], which used SPL based models.  
The shapes resulting from the p0.6(TI) and STL models were similar in the distribution of 
classifications (except more linear shapes as per the STL model in the crescendo phase). 
Figure 2.2 also shows the similarity between the envelope shapes yielded by the p0.6(TI) and 
STL models. This indicates that as long as the task is limited to the assessment of the shape 
of a MDV loudness envelope (or similar tasks), Stevens’ power law with temporal integration 
provides results that are similar to the more complicated (conceptually and computationally) 
time-varying loudness model. The absence of convex shapes in the decrescendo for the 
current dataset can again partly be accounted for by the removal of logarithmic compression 
present in SPL scale. 
Table 2.2 shows the results from only the 15 participants that finished the longitudinal study. 
Since the results from the STL and p0.6(TI) are very similar, the shapes derived according to 
the STL model are used in the subsequent statistical analysis, as it arguably provides a more 
complete representation of loudness. To further simplify comparison, the convex, concave 
and irregular shapes were grouped together and were collectively referred to as nonlinear. 
Figure 2.4 presents the proportions of the shapes in each semester and for each MDV pitch.  
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Figure 2.3 The same MDV recording analysed with the (a) SPL model (envelope 
smoothed for illustration), (b) p0.6(TI) and (c) STL model, illustrating the convex 
shapes in both crescendo and decrescendo in (a) that are categorized linear (crescendo) 
and concave (decrescendo) in (b) and (c). 
Table 2.1 Proportions of crescendo and decrescendo shapes from the SPL, p0.6 (TI) 
(Stevens’ power law with temporal integration) and STL models for all the 28 
participants 
                                        Crescendo                                        Decrescendo  
 SPL (%) p0.6(TI) (%) STL (%) SPL (%) p0.6(TI) (%) STL (%) 
Linear 7 36 37 19 25 20 
Concave 0 11 5 0 44 52 
Convex 83 16 24 41 0 0 
Irregular 10 37 34 40 31 28 
 
(a) SPL
(b) p     (TI)0.6
(c) STL
Time (s)
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2.5.3!Comparison of envelope shapes for the participants that finished the 
longitudinal study 
Table 2.2 Proportions of crescendo and decrescendo shapes from the SPL, p0.6 (TI) and 
STL models for the 15 participants that finished the longitudinal study 
                                        Crescendo                                        Decrescendo  
 SPL 
(%) 
p0.6(TI) 
(%) STL (%) 
SPL 
(%) 
p0.6(TI) 
(%) STL (%) 
Linear 7 33 34 18 25 22 
Concave 0 13 6 0 40 49 
Convex 85 18 26 43 0 0 
Irregular 8 36 33 39 35 29 
 
Separate three-way loglinear analyses (using the function loglm() in the R software [102]) 
were carried out for the crescendo and decrescendo parts, with the MDV shapes, the MDV 
pitches (MDV1-4) and the semesters (Sem1-6) as the independent categorical variables. The 
null hypothesis was that the shape of MDV is independent of the 4 pitches (MDV1-4) over 
the 6 semesters. Using a confidence level of 10%, for the crescendo part, the two-way 
interaction of MDV shape and MDV pitch was significant, $2 (3) = 6.97, p = 0.07, indicating 
an association between these variables consistent with Collyer’s study. None of the other 
interactions were significant for the crescendo and decrescendo parts. Table 2.3 shows the 
contingency Table for the two-way interaction of MDV shape and pitch for both crescendo 
and decrescendo parts (none were significant).  
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Figure 2.4 Relative proportions of the nonlinear and linear shapes for all the 15 
participants that finished the longitudinal study for semesters 1-6 and MDV pitches 1-4. 
Even though the results indicate that there was no consistent longitudinal trend in the linearity 
for all participants, Figure 2.5 illustrates some of the variability in inter-participant trends 
over the semesters. Figure 2.5(a) shows a singer that started the longitudinal study with 
nonlinear shapes in both crescendo and decrescendo, reached linearity in semester 3, and 
ended with a linear crescendo and concave decrescendo and a roughly symmetric MDV 
envelope. Figure 2.5(b) shows a singer that started with a linear crescendo and an almost 
linear decrescendo (it was categorized as irregular, with a marginal difference from linearity), 
which was maintained in the next semester, but became more nonlinear afterwards, ending 
with a convex crescendo and concave decrescendo. Not shown in the Figure 2.5 are MDVs 
from participants whose MDVs were linear throughout most of the study in both the 
crescendi and decrescendi. Since the participants entered the study with variable levels of 
prior training, these few participants may have been the ones who were the most prepared at 
the beginning. Moreover, an innate aptitude for singing and breath control could also be a 
factor here. As a cohort, the evolution of envelope shapes over the course of the longitudinal 
study exhibits experimentation and adaptation with dynamic range and duration of MDV. 
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Table 2.3 Contingency table for the two-way interaction of MDV shapes (nonlinear and 
linear) and pitches (1-4). 
 
 
Figure 2.5 The MDV series of two participants (labelled a and b) from semesters 1 to 6, 
where the STL envelope of each semester is plotted (in normalized units) along with 
ideal (as defined in the paper) crescendo and decrescendo lines. The shape of each 
crescendo and decrescendo is also shown 
                                                                 Crescendo                                                        Decrescendo 
 
  
MDV1 MDV2 MDV3 MDV4  MDV1 MDV2 MDV3 MDV4 
 Shape 
 
         
 
 
Count 48 53 64 53 218 66 63 63 68 260 
Nonlinear % per MDV 57.1 63.9 76.1 64.6  78.6 75.9 75.0 82.9  
 
% of total 14.4 15.9 19.2 15.9 65.5 19.8 18.9 18.9 20.4 78.1 
  
          
 Count 36 30 20 29 115 18 20 21 14 73 
Linear % per MDV 42.9 36.1 23.8 35.4  21.4 24.1 25.0 17.1  
 % of total 10.8 9.0 6.0 8.7 34.5 5.4 6.0 6.3 4.2 21.9 
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2.5.4!General discussion and limitations 
Overall, the analysis did not support the expectation that the loudness envelope (from 
psychoacoustical models), becomes more linear over three years of training. There was only a 
change of shapes with the MDV pitches (Figure 2.4). In previous studies that used the same 
dataset as the current, other features of longitudinal trends including sound pressure level 
distribution (especially maximum and median of each MDV), spectral energy distribution 
(including short-term energy ratio statistics, as defined by Ferguson et al. [103], energy (the 
product of pressure squared and MDV duration), and vibrato parameters [87][93] were 
studied. For most of the parameters, there were discernible patterns over the course of the six 
semesters, some statistically significant. Hence, the lack of a discernible longitudinal 
tendency in the present study does not mean that the MDV set of a student cohort has no 
evolution over six semesters of voice training. It does, however, indicate that the shapes of 
the loudness envelope in crescendo and decrescendo may not change systematically, at least 
using the assumptions of the present study.  
In particular, the assumption of linearity in the crescendo and decrescendo loudness 
envelopes, as might be expected for an ideal MDV [48][61][33], may need to be reassessed33. 
Using the loudness models of measuring the shape of the loudness envelope presented here, 
studies could assess the relation between adherence to a MDV definition based on 
psychoacoustical loudness, describe that to the singers, which can be used to assess 
corresponding development in the desired qualities of voice.  
The curve-fitting model used did not penalize envelope asymmetry i.e., the peak of the 
envelope could be near the start or the end of the MDV without penalty. However, such 
asymmetry is clearly undesired if the aim of the MDV is as expressed by Titze et al [48], and 
as was described to the singers in this study. There was little need to employ detailed 
loudness modeling to examine whether the peak is in the middle of the MDV period, and it 
was chosen within the scope of the study not to confound symmetry with linearity. Other 
                                                
33 This is addressed in Chapter 4. 
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approaches of curve fitting, which also included various ways of deciding on the start, middle 
and end points of MDV envelope were attempted, and similar results were achieved.   
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2.6!Conclusions 
In assessing the shape of a crescendo or decrescendo in a MDV singing exercise, sound 
pressure level (or more generally, the decibel scale) is not a logical choice for signal 
magnitude representation (despite its convenience), because it scales values differently to 
methods that are more closely related to psychoacoustically defined ectophonic loudness. 
However, modelling the loudness of the voice involves many complexities, potentially 
necessitating simplifying assumptions, and this study has examined some approaches to these 
complexities: specifically, whether or not a full time-varying computational loudness model 
diverges significantly from raising the smoothed pressure envelope to a power of 0.6 (it does 
not). These conclusions are based on the statistical distribution of shape categories in the 
MDV envelopes, but of course, there are differences in detail that depend on the approach 
taken. More generally, these conclusions provide limited support for the use of computational 
loudness modelling for loudness analysis of singing. Whether the envelope shapes of external 
listener versus autophonic loudness yield different conclusions will be addressed in the next 
chapter. 
This study also examined the extent to which frequency modulation (simulating vibrato) and 
room acoustical conditions affect the calculated time-varying loudness, finding a negligible 
effect for vibrato and a substantial effect for the acoustical contribution of the room (as would 
be expected). The fact that frequency modulation does not affect calculated loudness lends 
support to the use of a simplified loudness calculation (such as pressure envelope raised to 
0.6), which could also account for room acoustical effects. While the current analysis was 
based on a specific room acoustic scenario, the method that was used will allow similar 
analysis within any (reasonable) room acoustic scenario, as it is simply based on the room 
impulse response along with some additional gain considerations.  
Finally, although the dataset used in this chapter was from a longitudinal study, the topic that 
was examined (i.e., envelope shapes of the MDV crescendo and decrescendo) did not exhibit 
a longitudinal effect. While the results do not support the idea of MDV being a linear 
increase and decrease in loudness, the discussion does highlight the need to be specific (in 
teaching, preparing experiments, and analysing data) when using the terms loudness and 
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linearity when it comes a psychoacoustically complex task such as singing, especially singing 
a MDV. 
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Chapter 3! Towards a model of autophonic loudness 
perceived from singing in a room34 
3.1!Abstract 
This chapter is divided into two parts. The first one outlines the steps in objectively 
estimating the time-varying loudness of one’s own voice in a room (i.e., autophonic 
loudness). Voice recordings, made with a near-mouth microphone, are converted to the sound 
that reaches the two eardrums of the talking (or singing)-listener by convolving them with the 
impulse responses from the mouth to the respective ears of an anthropomorphic head and 
torso. The influences of bone-conducted sound and room reflections are taken into account. 
These convolved recordings are then processed with a computational time-varying loudness 
model. The second part involves demonstrating this method with the same messa di voce 
(MDV) recordings as Chapter 2, and comparing the results with that of ectophonic loudness, 
mainly in terms of the linearity envelopes of the MDV. The comparison shows that 
notwithstanding several limitations in the autophonic model, the envelope shapes did not vary 
much from the ectophonic model.  
  
                                                
34 Part of this chapter has been published as: M. Yadav, D. Cabrera, and D. T. Kenny, “Towards a 
method for loudness-based analysis of the sound of one’s own voice,” Logopedics Phoniatrics Vocology, vol. 
39, no. 3, pp. 117–125, Oct. 2014. 
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3.2!Introduction 
Since the concept of autophonic perception has already been introduced in section 1.3.5; with 
a discussion of the effect of the acoustic and nonacoustic reflex in section 1.3.6; ectophonic 
loudness issues in section 1.2; room acoustic considerations in section 1.4; it is possible to 
jump directly to the method to calculate autophonic loudness.  
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3.3!Methods 
Figure 3.1 lists the steps involved in the method that are detailed in the following subsections, 
except the last step, which forms part of the results section.  
 
Figure 3.1 The steps in the method presented in this chapter.   
 
3.3.1!The voice recordings (step 1 in Figure 3.1) 
For the current study, the same data as in chapter 2 was used. One of the issues in the 
recording method that is more relevant for autophonic perception, and was not mentioned in 
detail in chapter 2 (section 2.3.3), is presented here, with the rest of the recording procedure 
being the same. The issue relates to the choice of the microphone positioning, which is 
crucial to consider when the source and receiver are close, as for the case for someone 
1. Get the recordings
2. Derive the Impulse Responses 
(IRs) from the mouth microphone 
to the two eardrum microphones
4. Loudness analysis with 
the correct calibration  
5. Loudness data 
in sones
3. Convolution
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listening to their own voice. Briefly, by using a headset microphone, the problems associated 
with the singer’s head and body movement (voluntary or involuntary) during singing are 
ameliorated (the microphone tracks the head movements of the singer, which is an advantage 
over an externally supported microphone). Placing the microphone at a distance of 7 cm from 
the edge of the mouth also eliminates the detrimental effects that could be caused by plosives 
and fricatives if the microphone was placed in the direct air-flow from the mouth, while 
recording with an acceptable dynamic range and without an unacceptably large change in the 
spectral characteristics of the voice. Furthermore, a close microphone receives very little 
reverberant sound energy in comparison to the direct sound energy, and so can be used 
effectively in a non-anechoic room [96].  
3.3.2!Derivation of impulse responses and convolution with recordings (step 
2 and 3 in Figure 3.1.) 
Recording a singer’s performance with microphones positioned at their eardrums is difficult 
and intrusive. Recording their voice with the headset microphone is a preferable alternative, 
which would substantially minimize interference with their performance. In order to translate 
the sound, which was recorded with the headset microphone at a distance of 7 cm from the 
corner of a singer’s mouth, to the sound that would reach his/her two eardrums, it is possible 
to substitute a dummy head and torso for a human. In this study, a Head and Torso Simulator 
(HATS; Brüel and Kjær type 4128C with in-built eardrum and mouth simulators) was used. 
The average long-term directivity pattern from a HATS mouth simulator has been shown to 
be similar to the conversational speech of an adult human being (except in the high-frequency 
range) [104], and substantial similarity has also been observed for operatic singing [100]. 
Moreover, while it does not account for individual differences, using the HATS affords the 
experimenters much greater control over microphone placement and calibration, as well as 
convenience and repeatability.  
For the current study, impulse responses were derived from the mouth microphone to the two 
eardrums of a HATS in an anechoic chamber. The anechoic room used is located in the 
Acoustic Research Laboratory in The Faculty of Architecture, Design and Planning, The 
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University of Sydney, which provides a highly controlled environment for reference 
measurements. 
 
 
 
 
 
 
 
Figure 3.2 The impulse response with the headset microphone as the source signal and 
the left eardrum microphone as the receiver signal. The headset microphone was 
positioned on the right side of the HATS in the current study. 
The headset (or, mouth) microphone was placed on the HATS in the configuration seen in 
Figure 2.1. A swept sinusoid signal of 20 s duration that ranged from 50 Hz to 15 kHz on a 
logarithmic scale was played from the HATS’ mouth simulator, and recorded at the headset 
microphone and the built-in microphones at the eardrum position of the HATS. Transfer 
functions were then derived by dividing each eardrum signal by the headset microphone 
signal in the frequency domain [99] and band limiting the spectrum between 100 Hz and 10 
kHz. Band limiting removed the low and high frequency noise artefacts from the transfer 
function to achieve a good signal-to-noise ratio for the human voice bandwidth in the system 
response. Finally, both the transfer functions were converted into time domain signals to 
derive the impulse responses that represent the transformation in mouth-radiated sound 
between the headset microphone and the two eardrum microphones of the HATS. These two 
impulse responses, corresponding to the left (Figure 3.2) and right eardrum from the headset 
microphone were then convolved with the recordings from step 1. This essentially converts 
the recordings from the headset microphone to the sound that would reach each eardrum, 
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based on the characteristics of each transfer function. All the signal processing was 
performed in MATLAB. 
3.3.3!Loudness analysis using a computational loudness model for 
autophony (step 4 in Figure 3.1) 
As mentioned in section 1.2.3, there are several computational loudness models, which 
mostly have a similar method for modelling loudness, and Glasberg and Moore’s [3] time-
varying loudness model was chosen here because it has a provision for selecting the filters 
that correspond to various transformations that can occur in the outer and middle ears. This 
modular nature of the loudness model allows the comparison of the results from different 
filters for the same data, and results from other models. For example, the option of free-field 
filters was used in chapter 2 to model the loudness of ectophonic sound. For the present 
study, the middle ear filters were chosen to model the loudness of the sound that one hears 
from one’s own voice, because the HATS provides a physical model of the head and outer 
ears. The filters are implemented in PsySound3 [97], and their basis and more details 
regarding the loudness model can be found in the literature [3][56][89]. 
Signal gain is an important aspect of loudness analysis, due to, in part, loudness not being 
linearly related to SPL (Figure 1.3). Two approaches can be taken – the first is to make a 
reasonable estimate of the SPL received by the listener, and to adjust the gain of the signal 
that is sent to the loudness model accordingly, as done in chapter 2. The second, more 
precise, approach is to use a microphone calibrator when the recording is made, which 
produces a known SPL, and the input gain of the model can be adjusted to return this value 
when the calibration tone is analysed. For this case, a calibrator producing 94 dB was 
recorded along with the singing, and so the gain used to input into the loudness model could 
be precisely determined – except that some additional considerations need to be made for 
autophonic loudness analysis. These additional considerations provide further gain 
adjustment prior to input into the loudness model.   
The contributions of the direct-airborne (DAC; a in Figure 1.6) and bone conducted (BC; b in 
Figure 1.6) sounds to autophonic perception have been shown to be of similar magnitude and 
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frequency-dependent. von Békésy [105] demonstrated that the decrease in autophonic 
loudness after eliminating the DAC was around 6 dB and that the BC sound transmission was 
higher for sounds produced by a smaller opening of the mouth. Pörschmann [51] confirmed 
von Békésy’s findings using a masking-threshold method for two phonemes (an unvoiced /s/ 
and a voiced sound /z/). In the study, Pörschmann demonstrated that the BC component was 
greater than the DAC component between 0.7 to 1.2 kHz for both phonemes and between 3.2 
to 3.6 kHz for the unvoiced phoneme, while below and above these limits, the DAC 
component was dominant. Reinfeldt et al. [53] used a larger set of phonemes to further 
demonstrate the frequency-dependency of the relation between DAC and BC, along with the 
dependence on where the sound of a particular phoneme originates from during its 
vocalization. In their paper, the relative contribution of the BC and DAC sound to the 
perception of one’s own voice was quantified as BCreACOV_Sens and different phonemes 
showed a different relation between the DAC and the BC sound, but the phonemes that were 
generated similarly showed similar relationships between the two components. The nasals 
(/m/ and /n/), the front vowels (/e/ and /i/) and the back vowel (/o/) showed high BC relative 
to DAC sound transmission around 1-2 kHz and vice-versa for frequencies outside this range. 
The plosives (\k\ and \t\) showed larger BC contribution below 300 Hz, while the DAC 
component dominated otherwise. The differences between the frequency ranges where the 
BC component dominated between the studies of Pörschmann (approximately 0.7 – 1.2 kHz) 
and Reinfeldt et al. (approximately 1 – 2 kHz) were attributed to the different measurement 
methods used in the respective studies [53].  
As data used in this study involved performing the MDV exercise (section 2.2, 2.3.2) on the 
vowel /a/, the corresponding DAC and BC contributions were added to the overall sound, as 
quantified by the BCreACOV_Sens parameter in Reinfeldt et al., for the frequency range of 0.16 
– 4 kHz [53]. These contributions were combined with the middle-ear transfer function of 
Glasberg and Moore [3]. In general, to represent speech and singing, an average filter from 
the BCreACOV_Sens values of the phonemes /a/, /i/, and /u/ has been constructed. These vowels 
depict the widest spread of formants [106] with different BCreACOV_Sens values, and hence, 
their averaged contribution can provide a first-order approximation for vocalizations. 
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Although a phoneme detection module could be used to dynamically vary the BCreACOV_Sens 
contribution, such a feature is currently not implemented in the method. 
The contribution from the indirect-airborne (c in section Figure 1.3) sound varies from room 
to room and can be measured by subtracting the sound energy level of the reverberant decay 
from the energy level of the direct sound [55]. This relation can be derived with different 
approaches. They include direct measurement with human participants, where binaural 
microphones can be placed at the entrance of the ear canal to record sound as the participants 
vocalize in a room, similar to Ternström [107]. A transfer function from the entrance of the 
ear canal to the eardrum can then be measured, and the impulse response analysed for the 
contribution of the direct and room reflected sound. Alternatively, a HATS can be substituted 
for the human participants to derive a generalized impulse response (referred to as an oral-
binaural room impulse response, OBRIR; section 1.4.1 point B) with the above procedure, as 
described by Cabrera et al [67]. This measurement can be repeated for a range of head 
movements to measure multiple OBRIRs to derive a room-averaged (and/or in various 
positions in the room for spatial averaging) value of the energy difference. It is also possible 
to use statistical room acoustics, as in Pelegrín-García et al. [54], where this energy 
difference has been modelled as STV,i (octave-band voice support for center frequencies 
ranging from 0.125 – 4 kHz) for a HATS in a diffuse field, and is expressed as  
 
Here, the subscript i denotes the octave-band center frequency, c ≈ 343 m/s is the speed of 
sound, T is the reverberation time, V is the volume of the room, Stot is the total surface area of 
the room, Q* is the directivity factor of speech in the downward direction, d is the distance of 
the mouth of the source from the floor, Sref is the reference area that evaluates to 
approximately 1 m2 in air and normal conditions (20 °C, 101.3 kPa), ΔLHRTF characterizes the 
correction factor due to the introduction of the HATS in the diffuse sound field, and K is a 
constant used to characterize the direct sound. The values for these parameters have been 
provided by Pelegrín-García et al. for speech [54], which are assumed to be the same for 
singing. Although this should be investigated further, Monson et al. [108] found little 
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difference in horizontal voice directivity between speech and singing, and between genders 
for the 0.125 – 4 kHz octave bands.  
The model in equation 3.1 takes into account the influence of the sound power produced in 
characterising the direct sound reaching the eardrum. The reflected sound field at the eardrum 
is derived using the diffuse-field theory, incorporating the influence of the floor reflection 
and introducing a correction factor for the HATS (using its head-related transfer function 
data), which is used as the measuring device with its mouth loudspeaker as the source and the 
eardrum simulator microphones (rather than omnidirectional microphones) as the receivers. 
The value of STV,i, is computed from the table provided by Pelegrín-García et al. [54]. It is 
related to the value of room gain GRG,i, which can be described as the ‘amplification’ provided 
by a room to the sound of one’s own voice [6][9][54], as described in section 1.4.1. The room 
gain in octave bands is directly added to the middle-ear transfer function filter in Glasberg 
and Moore [3] for the room where the recordings took place in the current study (V = 142.9 
m3; Stot = 166.9 m2; T20mid-frequency = 0.5 s), along with the contribution of the DAC and BC 
components. The binaural files described in step 3 (Figure 3.1) were input into the loudness 
model with the calibration level for the calibration tone set as 94 dB. 
3.3.4!Linear fit over MDV envelopes  
The same method, as described in section 2.4.3 was used here to fit lines over the short term 
loudness (STL) data from the loudness analysis, and derive the error metric which measured 
deviation from linearity in the individual crescendi and decrescendi of the MDV recordings 
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3.4!Results and discussion 
3.4.1!Comparison of envelopes for the short term loudness model for 
autophony versus SPL model 
 
Figure 3.3 The same MDV recording plotted with the SPL model (top subfigure) and 
STL model for autophony (bottom subfigure). The SPL plot shows the absolute value of 
the Hilbert transform applied to the calibrated waveform of the MDV recording. 
Figure 3.3 shows an example of the same MDV plotted on the decibel scale and the sone 
scale (STL trace), to highlight the differences in the output with these two approaches. It 
must be noted that the top subfigure does not have a true zero (or starting) point as it is on a 
logarithmic scale. From the figures, it is easy to see how the two models can differ in terms of 
linearity. For instance, the shape of the crescendo would be classified as a ‘convex’ shape 
according to the SPL model (as defined by Collyer et al. [33]), whereas the shape exhibits a 
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more linear characteristic in the STL model for autophony. The differences between the 
shapes in Figure 3.3, and the statistical analyses (Tables 2.1, 2.2; Figure 2.4) based on the 
proportion of shapes from the STL model for autophony and SPL model, are similar in trend 
to the ones seen in Figure 2.3 for ectophonic loudness analysis, and to avoid repetition, are 
not presented here.  
3.4.2!Contribution of BC and DAC  
Due to the spread in the BCreACOV_Sens values for the phonemes, major variations in 
calculated loudness were noticed from applying different phoneme filters to the sound (e.g., 
up to 1.3 times louder from using phoneme filter /m/ over /a/ for a calibration level of 70 dB). 
This stresses the importance of structuring the analysis of sound files with the correct set of 
phonemes. The large variation in BCreACOV_Sens for different phonemes (and within each 
phoneme), however, doesn’t take into account the influence of acoustic and nonacoustic 
reflex, which may have variable attenuation for the BC and DAC components. As the BC 
contribution to the sound of one’s own voice is predominantly for lower frequencies, it is 
possible that the BC sound is attenuated more than the DAC sound [53], though this is not 
directly measured in this thesis, and is suggested for future research.  
3.4.3!Comparison of computational loudness analyses for the ectophonic 
and autophonic models. 
When compared to the ectophonic model from chapter 2, the shapes of the STL envelopes 
were similar to the autophonic model for the crescendo part (Table 3.1). In decrescendo, 
there was a difference in the relative proportions of the nonlinear shapes. The limitations 
inherent in the computational model of autophony (section 3.4.4), however, prevented further 
inquiry into the cause of these differences. 
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Table 3.1 Proportions of crescendo and decrescendo shapes derived from the STL 
envelopes for the autophonic perception model of this chapter (AP) and ectophonic 
perception model (EP) from chapter 2. 
 
 
  
 
 
 
 
3.4.4!Limitations of the computational loudness model for autophony 
As previously noted, there are insufficient data to characterize the contribution of acoustic 
and nonacoustic (section 1.3.6) reflex towards autophonic perception. Hence, the current 
method did not incorporate the attenuation due to the acoustic reflex, which may attenuate 
levels of lower frequencies reaching the middle ear.  
Using the HATS instead of real singers/talkers introduces several other limitations that need 
to be considered before interpreting the results from the current method. The HATS 
measurement was performed in a fixed position with a fixed mouth aperture and hence, a 
fixed vocal directivity. Singers/talkers, on the other hand, are constantly changing their 
mouth aperture and the spatial relationship between the head and torso (although the fixed 
headset microphone positioning in this study keeps the effect of this movement minimal for 
the signal analysis). Both change the directivity of singer/talker and also change the impulse 
response that ideally should be used for convolution (in a more advanced version of the 
current method). The method also does not take into account the variation in the vocal 
directivity between individual singers, though, and the difference in the impulse response 
        Crescendo       Decrescendo  
 
AP (%) EP (%) AP (%) EP (%) 
Linear 32 34 27 22 
Concave 10 6 25 49 
Convex 28 26 13 0 
Irregular 30 33 34 29 
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caused by the different shapes and sizes of the singers’ head and outer ears that is 
characterized by their individual head-related transfer functions (HRTFs). However, a study 
by Zahorik [109] suggests that there is little benefit in using individualized HRTFs over 
generic HRTFs (such as the HATS used in the current method) in the case of a fixed source 
location (the 7cm headset microphone), for the purpose of modelling the room-reflected 
sound that reaches the beginning of the ear canal. 
The directivity is also affected by the level of the vocal production, from soft to normal to 
loud; the phoneme used, where large differences occur between voiceless fricatives, with /s,∫/ 
more directional than /f,%/ in the 4, 8, 16 kHz octave bands; and possibly between the modes 
of production (singing vs. talking) for loud levels; although they are likely to be the same for 
normal levels of talking and singing, even between genders for octave bands below 8 kHz 
[107].   
Previous research indicates that participants use factors other than loudness to make 
judgements of autophonic perception [36][9]. This points towards factors such as vocal effort, 
and other proprioceptive and sensory cues that could play a more important role than 
loudness in autophony. This, however, was out of scope of the current thesis, and a focussed 
study incorporating these factors would be required to augment the present method with such 
factors.    
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3.5!Conclusions 
The main contribution of this chapter is proposing a method that can facilitate systematic 
analysis of voice recordings in order to objectively estimate the loudness of the sound that 
one hears from one’s own voice. In the method, time-varying loudness is enumerated in sones 
using a computational loudness model in which the state-of-the-art (in terms of the 
availability of data) of the three sound conduction pathways in autophony has been 
incorporated. In spite of the limitations of the method, it is shown that it is closer to 
perception than SPL analysis, and it also addresses the shortcomings of the logarithmic 
compression that is sometimes a misleading artefact of SPL analysis. This is similar to the 
conclusions from the last chapter where the ectophonic perception of loudness was compared 
to SPL. Furthermore, the proportions of shapes from ectophonic and autophonic STL models 
do not yield different conclusions regarding the linearity of the MDV envelope, which was 
another question raised in the conclusions of chapter 2.  
The limitations in the autophonic model based on computational loudness, however, raises 
the question if there are methods similar to using the Stevens’ power law for characterising 
perceived loudness, which were shown to work sufficiently well for ectophonic loudness 
perception in the last chapter. This is addressed in the next chapter, which uses loudness 
scaling methods to investigate autophonic loudness for singers in various room acoustic 
environments. 
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Chapter 4!Psychoacoustic scaling for characterising 
autophonic loudness from singing in rooms35 
4.1!Abstract 
This chapter addresses the limitations of the previous two chapters through experiments that 
involve psychoacoustical methods of direct scaling. A group of operatic singers vocalised 
several phonemes, in simulated room acoustic environments over two experimental sessions. 
The tasks in these sessions involved either sustaining individual sounds for certain durations 
over certain autophonic loudness ratios; or vocalising crescendi, decrescendi, and the messa 
di voce exercise that varied in the autophonic loudness in a more continuous manner. There 
were statistically significant differences in the slope of the autophonic loudness function 
(logarithm of autophonic loudness as a function of voice SPL) for the 5 phonemes sustained 
for a certain duration, as part of the magnitude production task. The slopes ranged from 1.3 
(/a:/) to 2.0 (/z/). There was no significant variation in the autophonic loudness function 
slopes with variations in room acoustics. The magnitude estimation task did not lead to 
results consistent with past studies, and is reported as a failed experiment here. 
The autophonic room response, which represents a systematic decrease in voice levels with 
increasing levels of room reflections was also studied for the sustained phonemes, with some 
                                                
35 Part of this chapter has been submitted to the Journal of Voice, and is under review, as: M. Yadav, D. 
Cabrera, “Autophonic loudness perception of singers in simulated room acoustics environments”.  
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evidence found in support. Overall, the average slope of the autophonic room response for the 
three corner vowels (/a:/, /i:/ and /u:/) was -1.4 for medium autophonic loudness.   
When the singers vocalised the crescendi, decrescendi, and MDV, while following a visual 
slider that simulated certain power laws, the power law with the largest exponent was the 
easiest to follow in most cases. There was no room acoustics effect in the singers’ 
vocalisations for the rooms that were simulated. This is discussed in the context of the MDV 
loudness envelope, the implications for vocal pedagogy, and the overall importance of 
sensorimotor mechanisms over hearing in autophony. 
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4.2!Introduction 
The methods described in chapters 2 and 3 allow estimating the loudness for autophonic and 
ectophonic scenarios with the voice signal, which is picked up by a microphone, as it leaves 
the mouth, while avoiding picking up any detrimental artefacts. The methods were applied to 
assess the shape of the loudness envelope in the messa di voce (MDV) exercise [48]. The 
results showed that the models based on psychoacoustic formulation of loudness, which were 
adapted to incorporate variations in room acoustics, are better suited to explore the time-
varying loudness that is experienced by the audience (chapter 2) and by the singers 
themselves (chapter 3), when compared to the models based on variations of sound pressure 
levels [32][33]  Hence, the efficacy of the psychoacoustical models of loudness versus simple 
sound level models was shown, albeit in a post-hoc manner. It was post-hoc, as sound 
recordings of the MDV exercise that were performed by the singers with no explicit 
description of loudness (psychoacoustic, or otherwise) were used to test the models36, rather 
than using more direct methods that are commonly used in psychoacoustics, where singers 
can actively make loudness judgements. These more direct methods can be used to study and 
characterise the loudness perceived from one’s own voice, such as the psychoacoustical 
direct scaling methods that were introduced in section 1.2.2. Such methods are used in the 
experiments included in this chapter to characterise the perception of loudness from one’s 
own voice for singers in a variety of room acoustic environments.  
The methods in chapter 2 were more reliable than methods in chapter 3, as they were based 
on years of psychoacoustical research, which continue to get refined in the light of new 
evidence. Even though there were a few limitations in the methods in chapters 2 and 3, the 
limitations were more serious for the method in chapter 3, due to the unavailability of 
sufficient data to incorporate the effects of acoustic and nonacoustic reflexes (if these, indeed, 
affect autophonic loudness from the air and bone conducted sound pathways). A direct 
physiological examination of these reflexes is beyond the scope of the present thesis, mainly 
                                                
36 It is reiterated here that the author was not directly involved with the MDV data collection, which 
was used in Chapters 2 and 3.  
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due the intrusive nature of the methods to study these reflexes, as demonstrated in previous 
studies [57]. Instead, the direct scaling in psychoacoustics allows circumventing this problem, 
as these methods incorporate the contribution of the reflexes while studying the perception of 
loudness as a whole. Consequently, even though it may not be currently possible to directly 
examine the effect of these reflexes during the perception of autophonic loudness (and, 
hence, refine the method in chapter 3), the following methods, at least, do not exclude the 
contribution of these reflexes, as was done in the method of chapter 3.  
As mentioned in section 1.2.4, there is lack of research into autophonic loudness, especially 
in relation to the effects of room acoustics [9]. Lane et al. had derived a slope of 
approximately 1.1 for the scale of autophonic loudness37 as a function of sound pressure 
levels [36], using direct scaling methods. The participants in their study, whose gender or 
experience in voice related professions was not reported, vocalised the vowel sound /a/ over 
various sidetone configurations in an anechoic room. There were a few other relevant details 
missing in the report, such as the duration of the vocalisation, or the pitch used. Hence, the 
slope of 1.1 can be assumed to be an average for the vocalisation of the vowel /a/, which was, 
in itself, an average over the scaling methods, which included the magnitude production 
and magnitude estimation methods. These are referred to as Discrete Vocalisation Tasks 
(DVTs) for the remainder of the thesis, to distinguish them from the continuous vocalisations 
such as the MDV.  
In magnitude production, the participants first vocalised over a medium (or, intermediate) 
self-chosen autophonic loudness that was called the reference and given an arbitrary value of 
10, and then vocalised over a series of values (2.5, 5, 10, 20, 30; i.e., certain ratios relative to 
the value 10) that were randomly presented. A total of 24 participants repeated the magnitude 
production task thrice over four airborne hearing conditions: 
•! Open ears;  
                                                
37 Lane et al used the term autophonic response to describe the perception of loudness from one’s own 
voice as a function of voice SPL, which is being referred to as autophonic loudness in this thesis. 
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•! Ears occluded with a padded earphone;  
•! 110 dB of masking noise (white noise with a 100 to 2000 Hz bandwidth) presented 
over the earphones; and  
•! Sidetone (direct airborne sound) presented at 0, 10, and 20 dB above an arbitrary 
reference gain.  
In magnitude estimation, the experimenter controls the level of the vocalisation by the 
participants, who in turn assign a number to that vocalisation, relative to the reference 
vocalisation. Lane et al. asked the participants to first produce an intermediate level (the 
reference), while centering the needle of a VU meter with their vocal level, where the VU 
meter had its scale obscured. This reference was assigned the value of 10, and subsequently 
the experimenter varied the gain of the VU meter over each trail. In each trial, the participant 
had to center the needle within a 3 dB range for approximately 2 seconds, and then assign the 
vocalisation a value according to its apparent magnitude, relative to the reference. The 
variation in the actual gain was not specified, or if the same gain variation was used for all 
the participants. The relevance of this statement will be assessed in the methods section of 
this chapter, when the participating singers performed the magnitude estimation task. The 
magnitude estimation task was performed for three of the four hearing conditions (excluding 
sidetone variations) mentioned above for magnitude production; and three times by 10 
participants, 8 of whom had also participated in the magnitude production task.  
Lane et al. derived subjective scales derived from the magnitude production and estimation 
tasks, averaged over the participants, were linear with slopes of 1.17 and 0.91, respectively, 
when plotted on a log-log scale (subjective magnitude on the ordinate, and relative sound 
pressure levels on the abscissa). Hence, a first-order approximation of 1.1 was chosen as 
representative of autophonic loudness. In another study, where only magnitude production 
task was performed by the participants, Lane et al. derived a slope of 1.2 for the 
phonemically balanced words [37], where the magnitude ratios were 2.5, 5, 10, 20, 40, 
whereas their previous study had the largest ratio as 30 [36]. 
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Lane et al. also performed cross-modality tests, wherein the criterion stimuli in one modality 
is provided to the participant (ectophonic stimuli in this case), who then produces stimuli in 
another modality (vocal productions in this case) that seems to match the perceived 
magnitude of the criterion stimuli. Without going into details, using their cross-modality 
tests, and using data from previous studies that had compared the modalities of hearing and 
vocal productions, Lane et al. were able to confirm that the slope of 1.1 is a reasonable 
approximation of the slope of autophonic loudness (log-log scale) using methods other than 
magnitude production and estimation.  
 
 
 
 
 
 
 
 
Figure 4.1 Autophonic and ectophonic (labelled as sone scale in the figure) functions, 
plotted along with the loudness function for speech (live and recorded speech 
represented by filled circles and unfilled squares, respectively). Sourced from Lane et 
al. ([36], p. 166). Note that the sone scale is not linear as is depicted here. The exact sone 
scale is depicted in Figure 1.3. 
A slope of 1.1 on a log-log scale implies that on the equivalent linear scale, the subjective 
magnitude of autophonic loudness varies as a power function of the magnitude of the sound 
pressure produced. In other words, autophonic loudness is directly proportional to p1.1. In 
comparison, ectophonic loudness is proportional to p0.6 (equation 1.2, and Figure 4.1), which 
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means that ectophonic stimuli have to be almost twice in sound pressure level to sound as 
loud as autophonic stimuli. Furthermore, in relation to the four hearing conditions in 
magnitude production, and three in estimation - since the slope (of autophonic loudness over 
relative vocal sound pressure levels on a log-log scale) was almost invariant across all these 
conditions, Lane et al. commented that hearing one’s own voice has a secondary role in 
autophonic loudness. They emphasised that the vocal effort, which can more accurately be 
surmised as somatosensory feedback mechanism (including proprioception) that constitutes 
voice production, seems to be more important in determining autophonic loudness. Lane et al. 
corroborated this by using data from studies that included voice production over a variety of 
sidetone presentation levels, where also the slope was largely invariant. Similar results were 
obtained by Brajot et al. [110], where invariant slopes characterised autophonic loudness 
functions for normal hearing, sidetone variations, and noise-masked hearing conditions for 
participants without Parkinson’s disease (with normal voice and hearing). 
It must be noted, however, that the hearing conditions used by Lane et al. (including the 
studies cited by them), and Brajot et al. that showed the invariant slopes, were not very 
representative of real rooms. Especially, the sidetone levels (or, more appropriately the room 
reflection levels) do not vary over the extreme levels that were tested by Lane et al. (and 
others). In this study, the room reflection levels (quantified in room gain, GRG) were chosen to 
be representatives of real rooms to examine whether there was a systematic variation in the 
autophonic loudness over more realistic changes in room acoustics, for a group of trained 
singers performing not only the direct scaling tasks, but also other special singing tasks. The 
idea here is that since the direct scaling tasks involve vocalisation over discrete steps (over 
ratios of a certain reference), more continuous vocalisation tasks (such as the MDV exercise, 
etc.) may give another insight into scaling of autophonic loudness, for a variety of trained 
voice types. 
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4.3!Experiment I 
In this experiment, the participants performed the magnitude production and estimation tasks 
described earlier in section 4.2.   
4.3.1!Methods 
4.3.1.1!Participants 
Table 4.1 Some details of the participants in experiment I. The range of the pitches used 
for the production task are shown in brackets next to the voice types 
 Female (I) Male (I) 
Soprano (C4 – C5) 6   
Mezzo-soprano (F4 – A4) 5   
Tenor (A3)  1  
Baritone (D3 – A3)  4  
Bass-Baritone (A#2)  1  
Total 11 6 
Age (years) (Mean; SD; Range) 22.3; 5.5; 18-37 24; 7.4; 18-37 
Tertiary training (years) (Mean; 
SD) 
3; 1.7 4.3; 2.2 
 
There were 17 participants in experiment I (Table 4.1), which included 15 opera voice 
students (at undergraduate or postgraduate level), and 2 faculty members (1 male, 1 female) 
who were more experienced singers; recruited from the Conservatorium of Music at the 
University of Sydney. The participants varied in their years of experience, but everyone had 
had at least some (in general, more than a few years) professional training prior to 
commencing tertiary level opera voice training. The reason for including different voice types 
was to be broad in scope; however, it was not possible to recruit equal numbers of each voice 
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type, and gender. The experiment lasted 4 hours, including warm-up time and structured 
breaks. The study had approval from the University of Sydney Human Research Ethics 
Committee (HREC), and the participants were monetarily compensated for their contribution.  
4.3.1.2!Room acoustic simulation 
The experiment was conducted in an anechoic room, using the room acoustical simulation 
system described in section 1.4.4. Briefly, the participants sat on a chair that was placed on a 
temporary wooden floor (4 m2) in the anechoic room. While it is acknowledged that sitting on 
a chair may limit the natural dynamic range of the participants, a standing posture was 
deemed impractical for the current set of experiments, because of the duration of the 
experiments, and the need for the participants to be fairly stationary in order for the 
simulation to work accurately in terms of its calibrated settings.  
In the simulation, the participants’ voice was picked up by a headset microphone that was 
positioned at a distance of 7 cm from the center of the lips. This signal was preamplified and 
digitized by a RME Fireface (Haimhausen, Germany) interface and routed to a computer 
running a Max/MSP patch for real-time convolution of the participants’ voice with an 
OBRIR (oral-binaural room impulse response; details follow in this section) and routed 
through the RME Fireface to a pair of AKG K1000 ear-loudspeakers that the participants 
wore. The ear-loudspeakers had an open ear design that did not occlude the direct airborne 
sound of voice [83]. The system was latency-matched in time, and gain matched to accurately 
simulate autophony that is experienced in real rooms. As a result, the participants heard the 
simulated room reflections at the correct time and the correct level following the direct 
airborne component of their voice (along with the natural bone/body conducted sound) and 
the floor reflection. There was no visual, or any other stimulus of the rooms being simulated, 
which corresponded to OBRIRs recorded in actual rooms (listed in Table 4.2). The 
simulation of autophony was specific to a certain head and body position, corresponding to 
the position where the OBRIR was recorded, with no headtracking. 
Some details of the room acoustic environments that were simulated are presented in Table 
4.2, where the room names are coded to allow easy reference. Rooms ENS, RCH, and VRB 
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are located within the Sydney Conservatorium of Music, which the participants had access to, 
and may have performed in previously; though this information was not disclosed to them. 
Table 4.2 Volumes, mid-frequency (average of 500 Hz and 1 kHz octave bands) 
reverberation times, room gains (section 1.4.1), and a brief description of the rooms 
simulated. 
Room code Volume (m3) T20 (s) GRG (dB) Description 
NIL 70 0.05 0.04 An anechoic room with a wooden floor; 
simulation turned off. 
SB 25 0.2 3.1 A voice recording booth 
ENS 172 0.4 1.0 An ensemble practice room 
RCH 2280 0.8 0.4 A music recital hall for soloists or small 
ensembles with 116 raked seats on the 
floor level 
VRB 7650 2.1 0.2 A medium-sized recital hall with 528 
seats over several sections 
 
4.3.1.3! Procedure 
Before starting the experiment, participants were given the option to warm up their voices, if 
required, in a small practice studio with a piano. None of the participants reported any 
hearing loss, although this was not investigated any further. During the warm-up, and general 
orientation, the participants were asked to choose a comfortable pitch Table (4.1) within teir 
tessitura that would allow them to execute the maximum dynamic range of their voices. The 
participants were informed that they were required to use their chosen pitch throughout the 
experiment, though there was no real-time monitoring of pitch within the experimental setup. 
Any deviations from the selected pitch, as heard mainly by the participant or in some 
instances the experimenter, resulted in repetitions of the trials that were affected. Since all the 
participants were trained singers, maintenance of their selected pitch was expected of them, 
though they were permitted and encouraged to ensure pitch consistency throughout the course 
of the experiment using sounds from a small electronic piano. While it could have been 
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possible for the experimenters to set the pitch, at least for singers within the same voice type, 
it could have meant that some of the less experienced singers would, perhaps, have had 
difficulties with the dynamic range for a pitch that was easier for the more experienced 
singers. Nevertheless, singers within similar voice types were fairly close (within a few 
semitones) in the pitches that they chose. 
For the experiment, the participants were in the anechoic room, as described above, with the 
experimenter in an adjacent monitoring room. The participants received experiment 
instructions though a display (diagonally 23 cm long) running a custom built interface that 
was located at a distance of approximately 0.8 m from the participant, as seen in Figure 4.2. 
If required, minor adjustments to the pitch angle of the screen were performed to enable 
optimal visual monitoring for the participants of varying heights.  
 
 
 
 
 
 
 
 
Figure 4.2 (a) A person posing as a participant (who not tested in the experiment) 
wearing the ear-speakers that reproduced the voice convolved with an OBRIR, (b) a 
keyboard that could be used to play tones to check for pitch consistency, (c) the display 
screen, and (d) a video camera that allowed real-time monitoring of the participants’ 
posture. 
(a) 
(c) 
(d) 
(b) 
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Prior to the experimental trials, there was a practice session for each participant that included 
a run through all the tasks in the experiment, with no data being collected for this duration. 
As they progressed though the various tasks during the practice session, the participants were 
further encouraged to test whether their choice of pitch would be ideal in letting them 
comfortably vocalise at very low and very high autophonic loudnesses for the entire duration 
of the experiment, and adapt accordingly.  
The participants were instructed to limit their movements as much as possible, while allowing 
for natural vocalisation, which all the participants complied with. The posture of the 
participants was continuously monitored through a real-time video feed (Figure 4.2(d)). The 
participants were asked to carefully avoid straining their voices, which was also facilitated 
through structured breaks. The following is a brief overview of the experimental sequence, 
which was thoroughly explained to the participants at various stages prior to commencing the 
experimental trials.  
Table 4.3 The list of the vocalised phonemes, with the actual description given to the 
participants in the first column from the left; the corresponding phonetic classification 
in the second column; and the duration/s that the sounds were sustained for. 
Description to participants Phonetic classification Duration (s) 
The sound [aa] as in ‘cArt’ Back vowel /a:/ 3 and 8 
The sound [ee] as in ‘swEEt’ Front vowel /i:/ 3 and 8 
The sound [oo] as in cOOl Back vowel /u:/ 3 and 8 
The sound [nn] as in ‘kNife’     Nasal /n/                         3 
The sound [zz] as in ‘Zebra’        Voiced fricative /z/  
 
•! Magnitude production: This task involved vocalising several sounds, at certain 
values of autophonic loudness, over two durations of 3 and 8 seconds, in various room 
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acoustic environments38. The phonemes were described to the participants as 
presented in the left column of Table 4.3.  
 
 
 
 
 
 
 
 
 
Figure 4.3 The panels show the phoneme /a:/ vocalised without (top) and with (bottom) 
vibrato. For the bottom panel, the participant was asked to vocalise with their ‘normal’ 
vibrato. F0 = 209 Hz, roughly corresponding to the G#3 note. Vibrato rate (4.5 Hz) and 
extent (1.9 semitones) were calculated as described in Ferguson et al. [87], which was 
based on the Arroabarren method [111].  
For each of the phonemes (order was randomized in the experiment) from Table 4.3, 
the participants were first asked to sustain a vocalisation at an intermediate loudness 
                                                
38 This is similar to the magnitude production task in Lane et al. [36], where the sound [aa] was 
vocalised for an unspecified duration in an anechoic environment. 
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without any vibrato39 for a duration out of 3 or 8 seconds, which was called the 
reference, and assigned an arbitrary value of 10. This was followed by the interface 
presenting a certain ratio (randomly selected) to the participants in two equivalent 
forms: as a value out of [2.5, 5, 20, 30]; and as the corresponding descriptive word, 
i.e., quarter, half, twice, or thrice the loudness, respectively (same as Lane et al. [36]). 
Hence, the participants vocalised each autophonic loudness ratio with respect to the 
reference of 10. This sequence of vocalising the reference, followed by the four 
magnitude ratios for one phoneme, was repeated for all the phonemes, and 3 of the 
room acoustic environments. Only three room acoustic environments were chosen per 
participant, to avoid voice straining, and any other kind of fatigue. Each participant 
did the magnitude production task in at least the NIL, or anechoic with a floor 
condition, with the remaining two room acoustic environments varying per 
participant. The aim here was to maintain an equal proportion of the room acoustic 
environments tested overall, across all the participants, while keeping the experiment 
duration manageable.  The reasons for choosing two durations of 3 and 8 seconds, and 
the instructions to refrain from executing vibrato during vocalisations can be 
summarized as follows.  
Ectophonic loudness has been shown to decrease in its perceptual magnitude over 
time for monaurally presented constant-magnitude stimuli of low SPLs in some 
experiments, with the phenomenon being referred to as loudness adaptation. Recently, 
Van Eeckhoutte et al. demonstrated loudness adaptation for sinusoidal tones (both 
unmodulated, and frequency and amplitude modulated) that were presented at 30 dB 
above hearing threshold levels for participants, over a duration of approximately 5 
                                                
39 Though this was clearly mentioned as one of the requirements of the experiments, for some 
participants it was not possible to curb the natural onset of vibrato. Figure 4.3 shows an example of a 
vocalisation without vibrato (top panel; which was selected for further analysis), and with natural vibrato 
(bottom panel). The trials affected by excessive vibrato (rate exceeding a standard deviation of 1.5 Hz) were 
either repeated, or discarded from subsequent analysis. 
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minutes; where the adaptation was more for 500 Hz than for 2000 Hz tones [112]. The 
converse phenomenon of loudness enhancement for high SPL stimuli was also 
reported at 70 dB above threshold levels, where small enhancements were noticed for 
500 Hz, and no enhancement for 2000 Hz modulated and unmodulated sinusoidal 
tones. There is no direct evidence yet for such adaptation or enhancement for 
autophonic loudness, or the durations that would be required to test this further. 
Nevertheless, the two durations of 3 and 8 seconds were included as medium and long 
duration vocalisations to explore, beyond the straightforward role of lung capacity 
leading to a natural decay in the loudness envelope, any relationship between 
autophonic loudness and some mechanism (room acoustic, or physiological) that may 
be operating to regulate, especially, the longer vocalisations. The null result of no 
demonstrable differences between the two durations was also deemed to be of 
interest, as it would be helpful in the design of future investigations in autophonic 
loudness, or similar topics.  
The participants were asked to minimize or completely refrain from any vibrato, so 
that the participants would not confound an increase in loudness from voice 
magnitude changes with loudness changes due to fluctuations in the spectrum (that 
occurs naturally with vibrato) [92]. Furthermore, vocalisations with no vibrato have 
the advantage of being applicable to the nonsinging population, which may allow for 
generalisation of the results of the current study. 
•! Magnitude estimation: For this task, the display had two stationary red horizontal 
lines in the middle separated by a distance, and a horizontally mobile black line 
whose height changed linearly with the SPL of the participants’ voice, as seen in 
Figure 4.4.  
For the reference vocalisation (assigned a value of 10), the movement of the red line 
was according to the actual gain setting for a room acoustic environment (arbirarly 
assigned the value of 0 dB). The movement of the red line was then varied with gain 
changes with respect to the reference gain, with values of -20 dB, -10 dB, 5 dB and 10 
dB. For each of these gain settings, the participants were required to vocalise to place, 
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and sustain, the black line in between the two red lines for a certain duration, and then 
estimate the magnitude of the autophonic loudness, with respect to the reference value 
of 10. It was stressed to the participants that, in this task, the scale for estimation 
would be their own (so values such as 25, 48, 90, etc. with respect to the reference 
value of 10 were acceptable), and that the estimated value should only be decided for 
only the duration within which the black line was between the two red lines. 
 
 
 
 
Figure 4.4 A representation of the estimation interface with two horizontal red lines that 
defined the boundaries of the region (a 3 dB range) within which the participants were 
required to place the black line. The vertical position of the black line displayed in the 
figure moved with the SPL changes of the participant’s voice, and is shown here to be 
inside the acceptable region of 3 dB. The resting position of the black line was at the 
bottom of the display. 
In this task, only the first three phonemes from Table 4.3 were used, as it would have 
been hard to sustain vocalisations on the nasal and fricative phoneme. The two red 
lines in the Figure 4.3 defined a 3 dB region, and the duration that the participants 
were required to sustain the black line (and hence, their voices) within this region was 
1 second (the duration, or information about the 3 dB region was not disclosed to the 
participants), and the participants voice was only recorded during this duration. 
Initially, this required duration was set as 3 seconds, to be similar to one of the 
durations for the production task, and the 2 seconds duration that Lane et al. had in the 
magnitude estimation in their study [36]. Surprisingly, the 3 second duration for this 
task was too difficult for some participants for some of the gain settings. The presence 
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of major amplitude fluctuations, or vibrato, in the vocalisations was tested and ruled 
out, and several lower gain settings were also attempted without much success. It was 
not possible to establish whether the interface itself had an effect in making the task 
more difficult40, as alternative methods41 were not immediately available. Hence, it 
was decided that, for reasons unexplored in the study, sustaining the voice within a 3 
dB range for 3 seconds was, perhaps, too difficult a task, even for some of the trained 
voices in this study. 
The rest of the instructions for this task, i.e., requirements for pitch consistency, etc., 
were the same as the magnitude production task. 
4.3.1.4!Data analysis 
The calibrated recordings from the magnitude production task were tested, using a MATLAB 
script for abrupt breaks in the recordings; presence of audio parts with excessive amplitude 
fluctuation due to vibrato (consistent level within 3 dB tolerance in 200 ms windows over the 
entire selected audio was considered acceptable, as seen in Figure 4.5); presence of a sharp 
rise or fall in the level at the beginning or end of the audio; and other signal artefacts. Only 
the recordings that were devoid of the above issues for a continuous period of at least 2 s for 
the 3 s magnitude productions, or 6 s for the 8 s magnitude productions were used, and Leq 
(unweighted or z-weighted SPL average) of the acceptable audio was derived (seen in Figure 
4.6).  
The calibrated recordings from the magnitude estimation task were already windowed as 1 s 
of audio due to the experiment design. They were tested for any further signal processing 
                                                
40 Any latency in the interface, between vocalisation and the movement of the black line, was not 
noticeable in when inspected visually (by the experimenter and all the participants). However, it cannot be 
entirely ruled out. 
41 An example would be the method used by Lane et al, where the participants vocalised to center the 
needle of a VU meter, which had the scale obscured, within a 3 dB tolerance region for 2 seconds. 
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artefacts, and Leq was derived for acceptable audio, along with the estimated magnitude in 
number values.   
 
 
 
 
 
 
 
 
Figure 4.5 The top figure shows the Leq trace, and the bottom figure shows the 
spectrogram of a 0.7 s window of a recorded /a:/  
 
Overall, the variation in the vocalisation of the participants can have 2 major causes: the 
experiment design and non-experiment factors such as between-participant variations in 
gender, ages, voice types, experience, pitch chosen, etc.; along with an interaction between 
these caues [113]. In the magnitude production task, since the participants were free to 
choose the level of the reference (vocalisation at an intermediate loudness that was assigned 
the number 10), there was an additional source of variability in the Leq values between the 
participants, and also within different room and different phoneme per participant. To remove 
this source of variance in the data, the Leq values within each grouping of autophonic 
loudnesses (corresponding to arbitrary values of 2.5, 5, 10, 20, 30) per participant, room, 
duration, and phoneme were centered in the following way. The mean of all the vocalisations 
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for the each group was calculated, which was subtracted from the grand mean of all the 
vocalisations across the participants. This difference was then added to the vocalisations of 
each participant, within each grouping of autophonic loudnesses. This procedure removes the 
variation inherent in the vocalisations across the participants due to the choice of different 
reference levels (assigned the arbitrary number 10), while maintaining the variation in the 
vocalisations due to the experimental design (Figure 4.7). This was followed by subtracting 
the vocalisations per autophonic loudness grouping with the lowest Leq value in the group, 
invariably the 2.5, or quarter autophonic loudness relative to reference of 10, which was 
converted to 0 with this procedure, and the rest of the Leq values were relative to it. This 
procedure is referred to as standardisation (to 0) in the following.  
The statistical analysis was done using the R software [102]. The ggplot2 package [114] was 
used for plotting and exploring relationships between the variables, and the dplyr package 
[115] was used for data management. Linear and nonlinear mixed-effects models with 
varying complexities (in terms of the contribution of fixed and random effects) were fit to the 
data, using the function lme(), which is included in the nlme package [116], with the 
maximum likelihood method for estimating the parameters in the analysis. Starting with a 
model with just the intercept, additional variables were introduced (both fixed and random 
with a nested hierarchy). The performance of these models, which varied in the number of 
variables (fixed, their interactions, and random effects), was compared using the Akaike’s 
Information Criterion (AIC). AIC is a measure that allows comparing the goodness-of-fit of 
competing models against the number of variables used per model [117]. When models are 
created using the mixed-effects linear models using the process of centering as described 
above, these are equivalent to models created using raw scores. The parameters (intercepts, 
etc.) derived from these models would be different. However, they can be transformed into 
each other [118]. 
For the phoneme variable, orthogonal contrast were designed to find the differences between 
the groups of vowels (/a:/, /i:/, and /u:/) and the non-vowels (/n/ and /z/), and within the vowel 
and non-vowel group. For the rest of the variables and their interactions, post-hoc tests were 
performed using the multcomp, and lsmeans packages [119]. TheWRS2 package was also 
used, where necessary, for robust statistical, and post-hoc tests [120]. 
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Statistical analyses were performed, separately, on two response variables. For the first 
analysis, the centered Leq (unweighted) was chosen as the response variable, which was 
modelled as a function of the predictor variables including the phonemes, autophonic 
loudnesses, simulated rooms, duration of vocalisations, gender, voicetypes of the participants, 
and the interactions of all these variables.  
For the next analysis, for each of the autophonic loudness grouping, the slope of the line 
representing the autophonic loudnesses (2.5, 5, 10, 20 30) as a function of the centered and 
standardized Leq values was taken as the response variable. In other words, a single slope 
value per participant, room, duration, and phoneme was used as the response variable, which 
was modelled as a function of the experimental variables listed in the paragraph above.  
4.3.2!Results and Discussion 
4.3.2.1!Magnitude Production 
The distribution of voice levels in the simulated rooms, per phoneme is shown in Figures 4.6 
(recorded levels). Figure 4.7 shows the result of the centering operation, described in section 
4.3.1.4, which essentially removes the variation inherent in the vocalisations across the 
participants due to the choice of different reference levels (assigned the arbitrary number 10), 
while maintaining the shape of the distribution of the voice levels. Most of these distributions 
(pre- and post centering) can be seen as differing from a normal distribution. This can be 
attributed to factors that depend on the nature of the participants, or on autophonic loudness. 
Some of the participant-based factors may include the small sample size, small and 
nonuniform proportion of the various voice types and pitches chosen for the vocalisations, the 
range of experience, etc.  
For the first statistical analysis, the levels vocalised (centered Leq) as the response variable 
showed a significant variation in its intercept for the random effects (modelled as groups of 
singers within rooms within phonemes within autophonic loudness) with an overall standard 
deviation of 2.59 dB ($2 (6)= 1117.36, p < .0001). For the fixed effects, there was a 
significant effect of the autophonic loudness ratios ($2 (10)= 2027.91, p < .0001) and the  
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Figure 4.6 Grid of violin plots per room (grid columns), per phoneme (grid rows), 
showing the distribution of actual voice levels (z-weighted averages for the two 
durations of 3 and 8 seconds at the 7 cm microphone position on the abscissa), per 
autophonic loudness (ordinate) in the magnitude production task. Each distribution plot 
shows the interquartile range with vertical black lines, and the median value with a 
white unfilled circle. 
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Figure 4.7 Same parameters as Figure 4.6, except that the voice levels have been 
centered as described in section 4.3.1.4. 
phoneme vocalised ($2 (14)= 218.9, p < .0001), with none of the other factors and interactions 
reaching significance, or improving the AIC. Contrasts were used to compare the fixed-
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effects parameter groups, which are depicted in Table 4. All differences, except between the 
vowel phonemes /a:/ and /i:/ reached significance with large effect sizes except the difference 
between the vowels and non-vowel phonemes groups (/a:/, /i:/, /u:/ Vs. /n/, /z/), which 
showed a medium size effect [121] (Table 4.4) 
Table 4.4 Contrasts of the fixed-effects groups, showing the b coefficients, standard 
errors (SE) of b, degrees of freedom (d.f.), t-statistics, p-values (significance shown in 
bold typeface), and effect size (r; where  r  = .5 shows a large effect accounting for 25% 
of the total variance, r = .3 shows a medium effect accounting for 9% of the total 
variance [121]). The autophonic loudness ratios are depicted as [Q, H, R, Tw, Th] for 
[2.5, 5, 10 (reference), 20, 30].    
 
b SE (b) d.f. t p  r 
(Intercept) 87.25 2.19 1020 39.81 <.001 
 Q - H -9.54 0.15 1020 -63.21 <.001 0.89 
H - R -13.13 0.18 1020 -71.03 <.001 0.91 
R - Tw -11.98 0.18 1020 -64.81 <.001 0.90 
Tw - Th -7.37 0.15 1020 -48.86 <.001 0.84 
(/a:/, /i:/, /u:/) - (/n/, /z/)  1.14 0.17 191 6.51 <.001 0.42 
/a:/ - /u/ 7.67 0.60 191 12.70 <.001 0.68 
/a:/ - /i:/ -0.22 0.55 191 -0.39 0.70 
 /i:/ - /u/ 7.89 0.60 191 13.06 <.001 0.69 
/n/ - /z/  9.36 0.74 191 12.61 <.001 0.67 
 
For the second statistical analysis, the outcome variable was the slope of autophonic loudness 
function, which showed a significant variation in its intercept across the singers with standard 
deviation = 0.39 (95% confidence interval: 0.28, 0.54; $2 (1) = 132.57, p < .0001). For the 
fixed-effects, the slope of autophonic loudness was significantly predicted by the phonemes 
that were vocalised ($2 (10) = 82.98, p < .0001), with no other variable (including room 
acoustics, duration, gender, voice type, pitch chosen, and the interaction of these variables) 
reaching significance, or improving the AIC compared to the model with the slope as a 
function of phonemes. Table 4.5 shows the results of the orthogonal contrasts between the 
phoneme groups, where all differences are significant, and of small to medium effect sizes.  
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Table 4.5 Contrasts of the fixed-effect groups, showing the b coefficients (the 95% 
confidence intervals in brackets), standard errors (SE) of b, t-statistics (with degree of 
freedom in brackets), p-values (significance shown in bold typeface) and effect size (r; 
where r = .1 shows a small effect accounting for 1% of the total variance, r = .3 shows a 
medium effect accounting for 9% of the total variance).  
 
b SE (b) 
4.3.2.2!t 
(232) p  r 
(Intercept) 1.69 (1.51,1.87) 0.09 18.41 <.001 
 (/a:/, /i:/, /u:/) - (/n/,/z/) -0.03 (-0.05, -0.01) 0.01 -3.51 <.001 0.22 
/a:/ - /u/ -0.27 (-0.38, -0.14) 0.06 -4.30 <.001 0.27 
/a:/ - /i:/ -0.45 (-0.58, -0.32) 0.07 -6.66 <.001 0.4 
/i:/ - /u/ -0.09 (-0.15, -0.02) 0.03 -2.71 0.007 0.17 
/n/ - /z/  -0.29 (-0.38, -0.21) 0.04 -7.14 <.001 0.42 
 
Since there was no significant effect of the duration of the phonemes vocalised, the results 
from the two durations were averaged across the participants and Figure 4.8 shows the slope 
for each phoneme in each of the room acoustic environments. A linear fit for data points on a 
log-log scale implies a power law relationship between the underlying variables, with the 
slope representing the exponent of the power law. Lane et al. derived a slope of 1.17 for the 
/a/ sound over the four autophonic hearing conditions outlined in section 4.2 [36]. The 
autophonic hearing conditions in their study (which included anechoic, occluded ears, and 
masked hearing; and sidetone gain of up to 20 dB) cannot be directly compared to the more 
realistic OBRIRs of the current study. Regardless, the averaged slope for the /a:/ vowel was 
1.27 for the current dataset. The averaged slopes for the other phonemes were: 1.61 for /i:/, 
1.45 for /u:/, 1.85 for /n/, and 2.05 of /z/, with an overall average of 1.64, and 1.44 for only 
the three vowels (/a:/, /i:/ and /u:/), and 1.95 for /n/ and /z/ combined.  
While acknowledging the uneven numbers of the voice types studied here, Figure 4.9 shows 
the voice level distribution of the various groups, as recorded by the 7 cm microphone over 
the different autophonic loudness ratios, averaged over the simulated rooms and the  
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Figure 4.8 The subjective scale of autophonic loudness (reference marked as 10) as a 
function of the corresponding standardized voice levels (unweighted) for the magnitude 
production task. The rows and the columns of the grid show the simulated rooms and 
the phonemes, respectively. Each data point represents the average of the two durations 
(3 and 8 seconds), and the slope of the line of best fit is presented as a number in the 
upper left area of each subplot, along with the 95 % confidence region.  
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Figure 4.9 Distribution of voice levels (unweighted) for autophonic loudness judgments 
averaged over the simulated rooms for the magnitude production task (same 
parameters per distribution plot as Figure 4.6). In the grid, top row shows the results 
for all the singers, followed by the biggest group (sopranos), the females (sopranos, 
mezzo sopranos), and males (bass-baritone, tenor, baritones). 
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Table 4.6 The mean and standard deviations (in brackets) of recorded voice levels at the 
7 cm microphone position (Leq unweighted, in dB) for autophonic loudness judgments 
averaged over the simulated rooms and two durations (3 and 8 seconds).   
Autophonic 
loudness /a:/ /i:/ /u:/ /n/ /z/ All 
2.5 81.3 (7.5) 83.6 (6.7) 81.9 (7.2) 78.1 (5.6) 77.9 (5.3) 81.0 (6.9) 
5 88.6 (6.9) 89.4 (6.7) 88.2 (6.4) 83.7 (5.0) 81.3 (5.5) 87.0 (6.8) 
10 94.6 (5.9) 93.8 (5.8) 93.1 (6.4) 87.8 (4.9) 84.8 (4.3) 91.7 (6.5) 
20 98.2 (5.1) 97.4 (5.8) 97.3 (5.3) 90.2 (4.2) 87.8 (5.3) 95.2 (6.4) 
30 100.9 (4.3) 102.5 (5.8) 99.8 (5.2) 92.5 (4.2) 91.3 (5.1) 98.0 (6.2) 
 
durations. Table 4.6 shows the mean and standard deviation for the autophonic loudness 
ratios and the phonemes vocalised, using the same data as Figure 4.9. 
To appreciate the differences in the power laws above, if one assumes that it requires a 10 dB 
difference for an ectophonic stimulus to be perceived twice as loud (exponent of 0.67 
according to Stevens’ power law), a similar perception for an autophonic vocalisation of the 
/a:/ phoneme would require an approximately 5.3 dB difference (based on simply the ratio of 
the corresponding exponents), for the /i:/ phoneme an approximately 4.1 dB difference, and 
3.3 dB for the /z/ phoneme, etc. To state the results of Table 4.5 and Figure 4.8 another way, 
the rate of autophonic loudness growth of the /z/ phoneme is 1.6 times faster than /a:/, and 
that of the vowels is 0.73 times slower than the non-vowels (the ones studied here), etc. 
In some of the rooms and for some phonemes, e.g., for /a:/ in room RCH in Figure 4.8, it can 
be argued that a nonlinear fit or a two-slope fit (sometimes known as a broken power law 
[122], or segmented regression [123]), with a piecewise linear fit below and above the 
reference value of 10 may characterise the autophonic loudness function better. This would 
imply a separate power law for vocalisations corresponding to autophonic loudnesses of [2.5, 
5, 10] and [10, 20, 30], with a steeper slope for the latter that would characterise the situation 
of progressively lesser changes in the Leq values (perhaps due to compression in the dynamic 
range close to the top of the vocal levels) to cause a corresponding ratio change in the 
perception of autophonic loudness. In other words, two slopes would characterise a situation 
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where there is more vocal dynamic range in the vocalisations that correspond to half and 
quarter autophonic loudnesses with respect to the intermediate loudness, and lesser dynamic 
range to vocalise twice and thrice autophonic loudnesses with respect to the intermediate 
loudness. Such piecewise fit of slopes for the two halves of the autophonic loudness function, 
however, was not performed in the current study because a broken power law is not 
consistently evident across the results in Figure 4.8. Quadratic fit was also attempted, but the 
variance explained did not differ significantly from the linear fit in Figure 4.8. 
4.3.2.3!Magnitude estimation 
As seen in Figure 4.10, there was not much variation in the subjective loudness estimates 
made by the participants for the large range of levels (in standardized vocal Leq) that were 
vocalised in the various room acoustic environments for the three vowel phonemes. 
Furthermore, Figure 4.11 shows that the slopes of the lines of best fit (or, the autophonic 
room response), for the variation of the overall gain changes in the magnitude estimation 
task, on the voice levels produced by the participants, were also similar across the simulated 
rooms and phonemes. This was corroborated with a robust 2-way ANOVA with 20% 
trimmed means [124], which revealed a non-significant effect of the room acoustic 
environment (t = 5.82, p = .39) and vowel phonemes (t = 5.51, p = .14) as the main effects, 
and the interaction of room and phonemes (t = 12.09, p = .54), on the slope of the linear fit of 
the vocal levels as a function of gain changes (the autophonic room response) to the OBRIR. 
The large gain changes (30 dB spread across both sides of the intermediate reference) that 
were involved in the magnitude estimation task obviously meant that the results were not 
going to be applicable to realistic autophonic room responses. However, the largely invariant 
magnitude estimation values that were reported by the participants who vocalised over a 
roughly 30 dB range was unexpected, especially in the context of the slope of 0.91 reported 
by Lane et al. for a similar task that was performed by participants with (perhaps) a mixed 
range of experience in voice related tasks (in other words, nonsingers). Lane et al., however, 
had also commented that it was hard for some of the participants to perform the magnitude 
estimation task [36]. 
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 As such, no explanation is attempted for this finding in the current study, except reporting 
the magnitude estimation task as a failed experiment, which seemed harder (given its 
expected outcome) for the group of trained singers in this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 The relationship between the subjective loudness estimates of one’s own 
voice relative to the reference value of 10, and the Leq values in dB. The rows in the grid 
represent the simulated rooms, and columns represent the phonemes vocalised. Each 
data point per subplot represents the average for all the participants. 
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Figure 4.11 The relationship between room gain changes (implemented as gain changes 
to the room reflections in the OBRIR) and the corresponding change in vocal Leq for all 
the participants. The rows in the grid represent the room acoustic environments, and 
columns represent the various sounds vocalised. The slope of the line of best fit (the 
autophonic room response; with 95 % confidence region) is presented as a number in 
the upper left area of each subplot. 
4.3 Experiment I 131 
 
4.3.2.4!Lombard effect, sidetone compensation and autophonic room 
response 
For the magnitude production task, Figure 4.12 (a) shows that when the changes in voice 
levels for the comfortable vocalisation (reference, given the arbitrary number 10) on the 
vowel phonemes were plotted against the room gains for all the rooms that were tested in the 
experiment, the expected decrease in the voice level with increasing room gain was not 
noticed. This expected trend, as seen in previous studies [9][10], is not seen here for 
simulated rooms that are more representative of naturally occurring room acoustic 
environments. In the previous studies that have exhibited a strict negative relationship 
between the voice levels and room gain, the range of room gains tested was much larger than 
the current experiment, and included room gain values were not representative of natural, 
unamplified room acoustics.  
However, if two of the room conditions with low room gains: the anechoic room with a floor 
reflection, and the large performance space VRB (0.04 and 0.2 dB, respectively, Table 4.2), 
are treated as outliers and excluded, Figure 4.12 (b) shows a negative slope of approximately 
1.37 as the autophonic room response (especially linear for the vowel sound /a:/). This 
implies a reduction in the voice level of approximately 1.4 dB per dB increase in the room 
gain. Note that the slope of -1.37 here is different from the slopes in section 4.3.2.1, as they 
depict the slope of the autophonic loudness function as seen in Figure 4.8.  
Figure 4.13 shows that there were changes in the autophonic room response Figure 5 shows 
that there were changes in the autophonic room response, as the singers produced loudnesses 
relative to the reference loudness of 10. The average slopes for the three corner vowels (/a:/, 
/i:/ and /u:/) were calculated as -1.37, -0.96 and -0.80 for the autophonic loudnesses of 
magnitudes 10, 20, and 30 respectively. The varying slopes can represent the variation due to 
the changing communication scenario (autophonic loudness ratios) as posited by Lane et al. 
[37]  
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Figure 4.12 The change in voice levels for the reference vocalisation (given the arbitrary 
magnitude of 10 in this experiment) with a change in the room gain, (a) for all the 
rooms tested in the experiment, (b) for the rooms excluding the anechoic room and the 
large performance space with low room gain (VRB). The number close to the upper-
right corner is the autophonic room response (the slope of the line of best fit with 95% 
confidence region) 
The results from Figures 4.12 and 4.13 for the autophonic room response, however, would be 
hard to generalise for a large range of rooms, due to the small variation in the room gain 
values used and due to the exclusion of rooms in Figure 4.12 (b), especially the mid-size 
concert hall VRB. Hence no further statistical analysis was performed. Nevertheless, they can 
be compared to autophonic room responses from other studies, where a range of slopes can 
be found.  
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Figure 4.13 Grid of autophonic room response (slopes presented near the right corner, 
with 95% confidence region) plots for the loudnesses (from the magnitude production 
task) of 5 (top row), 20 (middle row) and 30 (bottom row) relative to the magnitude of 
10 in experiment 1. 
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Brunskog et al. [6]  had reported -13.5 dB/dB change in voice power levels (LW) with room 
gain, which was biased due to the various source-receiver distances in their communication 
task (lecturing in real rooms). When this distance bias was removed in another study, the 
autophonic room response was -3.6 dB/dB [125]. The communication task included the 
talking-listeners describing a map to a listener at a distance of 6 meters in real rooms that 
included an anechoic room, a lecture theatre, a corridor, and a reverberation room (in 
increasing order of room gains: range 0.01 – 0.77 dB) [125]. In a following study, Pelegrín-
García et al. used a room acoustics simulation system comparable to the one used in the 
current experiment [9]. However, two methodological issues can be listed. The effect of these 
issues on the ecological validity of their results would be, however, hard to quantify without 
further research. First, exponentially decaying noise, rather than OBRIRs were used to 
convolve with the talking-listener’s voice [9]. OBRIRs, recorded in real rooms or through 
computer simulation of rooms are rich in spectral, temporal, and interaural variations, which 
are not fully realised with exponentially decaying noise as impulse responses. Second, the 
participants heard either an anechoic recording of themself vocalising a vowel (out of three 
corner vowels), or a 1 kHz tone. They were then instructed to vocalise to ‘match’ that 
particular vowel (or the level of the tone), while hearing the real-time convolution of their 
voice with the exponentially decaying noise that had a certain gain applied to it. The gain 
values varied over a large range, much greater than a range representative of real rooms [9]. 
Furthermore, an anechoic recording of one’s airborne sound, which is the sidetone (pathway 
(a) in Figure 1.6) sound excludes the bone conducted sound, which makes vocalising (which 
included pathways (a), (b), and (c)) to match one’s own recorded voice a somewhat 
ambiguous task. Keeping these two potential issues in mind, they reported an autophonic 
room response of -1.5 dB/dB when the room gain ranged from 0 to 0.8 dB, which are 
common in real rooms [9]. In a separate study where several communication tasks were 
explored in a laboratory setting using more realistic OBRIRs, the autophonic room responses 
varied with the tasks, and within participants [10] Slopes with values as low as 0.1 dB/dBS 
were reported (where dBS indicating that the parameter voice support was used, which is 
related to room gain as described in equation 1), with some tasks showing positive slopes 
[10].  
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The results of these studies, which differ from the current results seen in Figures 4.12 and 
4.13, highlight the importance of the communication context. However, collectively they 
indicate that the relationship between voice levels and room acoustics may not be as simple 
as that found for the Lombard effect (or the sidetone compensation) where the room 
acoustical context does not apply. Lombard and sidetone compensation slopes of around 0.5 
dB/dB have been reported in many studies, which means that talking-listeners consistently 
vary their voice levels with a variation in ambient noise levels, or the sidetone level [74][75] 
Studies have also suggested a somatosensory basis of the Lombard effect, and ability to 
control the effect, at least temporarily with training, which needs further investigation [71]. 
The contribution of the current thesis in the Lombard/autophonic room response research area 
has been to present data of singers with a variation in the communication scenario in the form 
of various autophonic loudnesses. The current methodology can be expanded to experiments 
that test changes in autophonic room responses with a larger range of room gain changes, and 
within other communication scenarios.  
4.3.2.5!Possible influence of singing pedagogy 
As discussed in section 1.4.3, some voice teachers advise their students to not listen to the 
sound of their own voice (which presumably includes the room reflections). There is, 
however, some evidence from Figures 4.12, and 4.13 that the singers did vary their 
autophonic room response. Hence, curbing the evidently natural variation in voice levels 
with room gain, as seen in previous studies (see [74] for a review), may not be as simple as 
mandated by some voice teachers. It is, however, likely that singers can train to avoid voice 
variation with training (previous research only shows temporary ability to consciously avoid 
such variation), especially if specific instructions to this effect are given [82]. Furthermore, it 
is not suggested here that autophonic loudness change is the only aim of pedagogy. Of 
course, when teachers advise their students about changes in voice dynamics, there are other 
factors such as timbre, overall quality, etc., that are also relevant.  
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4.4!Experiment II 
Experiment I explored autophonic loudness using psychoacoustic scaling methods with 
vocalisations performed over discrete time units that held a certain ratio-based loudness 
relationship with each other. In this experiment, continuous vocalisations that spanned a 
range of autophonic loudnesses over time were used, to study their underlying relationship 
with the dynamic range of voice. These continuous vocalisations contain an implicit ratio 
scale, as described in section 1.3.7. 
4.4.1!Method 
4.4.1.1!Participants  
Table 4.7 Some details of the participants in experiment II. The number in the bracket 
in the second column (Female) shows the number of new participants in experiment II. 
The range of pitches is listed in brackets next to each voice type. 
 
Female Male  
Soprano (C4 – C5) 6 (3)  
Mezzo-soprano (A4) 1  
Tenor (A3)  1 
Baritone (D3 – A3)  2 
Bass-Baritone (A#2)  1 
Total 7 (3) 4 
Age (years)                (Mean; SD; Range) 23.3; 6.4; 18-37 26.5; 8.2; 20-37 
Tertiary training (years) (Mean; SD) 4.1; 2.1 5.2; 2.2 
 
This experiment consisted of 11 participants out of the 17 in the previous experiment, along 
with three new sopranos who were postgraduate opera students (Table 4.7). 
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4.4.1.2!Procedure 
There were two sets of tasks that were performed by the participants. The first task included 
two repeats of the magnitude production task (or, a discrete vocalisation task; DVT) for the 
participants who were part of the previous experiment, and three repeats of the magnitude 
production task for the new participants. The instructions were the same as the previous 
experiment, except that the vocalisations were only for the 8 seconds duration (due to the 
findings of the previous experiment, where duration had no significant effect on the results), 
and only the three vowel phonemes /a:/, /i:/ and /u:/ were vocalised.  
 
 
 
 
 
 
 
Figure 4.14 An instance of the display used for the second set of tasks that included 
vocalising crescendi, decrescendi and MDVs. While the current display is set for the 
crescendi, the displays for the decrescendi and MDVs were similar. 
The second set of tasks, referred to as continuous vocalisation tasks (CVT) for the remainder 
of this thesis, were partly informed by the results of experiment I, and also served as an 
extension of the MDV analysis in chapter 3. These tasks involved the participants vocalising 
crescendi, decrescendi and the messa di voce (MDV) exercise while following the progress of 
a slider on the display screen for a set time. This concept is similar to an orchestra conductor 
using visual cues to closely control the dynamics of an instrument, or of voice. However, 
instead of a real conductor, the participants were conducted by the progress of a continuous 
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vertical slider (Figure 4.14) to vary the autophonic loudness from silence to the peak for the 
crescendi; from the peak to silence for the decrescendi; and from silence to the peak and back 
to silence for the MDVs. Moreover, having a computer controlled visual scale ensured that 
the variations that naturally accompany a human conducting (as noticed by Collyer et al. [33] 
while conducting MDV performance using hand cues that may have had some variations over 
trials) were eliminated.  
Figure 4.14 shows the display that has three distinct elements: the name of the vocalisation 
task (crescendo in this case, which would change according to the task); a vertical slider that 
started with a white background for the beginning of the crescendi followed by a continuous 
rise in the proportion of black, to end with all black to represent the maximum autophonic 
loudness (the process was reversed for the decrescendi, with each MDV being a crescendo 
followed by a decrescendo); and a horizontal countdown bar consisting of 10 boxes that 
flashed red over a 1.5 s long sequence from left to right (positioned near the bottom left 
corner for the crescendi and MDVs, and near the upper left corner for the decrescendi). The 
countdown bar allowed the participants to correctly synchronise the vocalisation, which was 
meant to start as soon as the last bar on the right flashed red. Following the last red flash, the 
vertical slider would begin its ascent for the crescendi (in the form of continuously rising 
black proportion); begin its descent for the decrescendi; and a sequence of crescendo and 
decrescendo for the MDVs.  
The duration for the crescendi and decrescendi was set at 6 s, while the MDVs lasted for 8 s, 
with 4 s each for the constituent crescendi and decrescendi. The vocalisation was on the /a:/ 
vowel phoneme for all the tasks; additional phonemes were not included to limit the 
experiment duration, while also preventing vocal fatigue for the participants. The exponents 
chosen for the power law determining the growth and decay of the slider, corresponding to 
the velocity of the black proportion, included 0.8, 1.1, and 1.8. These corresponded, 
respectively, to approximately the lowest slope for the /a:/ vowel sound performed by the 
participants in experiment I above (ectophonic loudness function, for comparison, has a slope 
of 0.67), the slope proposed by Lane et al. for the autophonic loudness function [36], and 
approximately the highest slope for the /a:/ vowel sound performed by the participants in 
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experiment I. Only three out of the five room acoustic environments, as seen in Table 4.2, 
were chosen for the CVTs. These were the anechoic (with a floor) room environment 
(labelled NIL), the smallest room in volume that had the lowest RT and highest GRG (labelled 
SB), and the largest room in volume that had the highest RT and the lowest GRG (labelled 
VRB). 
Since the participants were accustomed to these tasks (performing a crescendo etc., on a 
single note) as part of their singing routine, they were provided with general information 
about the CVTs a few days before the experiment and were encouraged to practice them, in 
their own time, before arriving for the experiment. On the day of the experiment, the 
participants (one per session) were given a detailed description of the tasks involved prior to 
an optional vocal warm-up session, which was followed by a practice run through the DVT 
and CVTs. The pitch chosen for the CVTs and DVTs were the same as the ones used in 
experiment I by the returning participants, or a comfortable pitch by the new participants. 
The participants were not informed of the exponents or the power law used for the vertical 
slider, but were asked to follow the slider with the loudness of their voice. For a crescendo, 
they were asked to begin at silence and follow the ascent of the slider with the loudness of 
their voice, to be at their maximum autophonic loudness at the peak of the slider (where it 
turned all black). The instructions for the decrescendo involved starting from their maximum 
autophonic loudness and then follow the descent of the slider to silence (when it turned all 
white). The MDV involved a crescendo and a decrescendo in a sequence. During the practice 
run, the participants were encouraged to closely notice the change in the speed (velocity) of 
the slider at different moments in time. For instance, for a crescendo, an exponent of 0.8 
would lead to a relatively faster velocity for the slider towards the beginning, which would 
progressively slow down as the slider reached towards it peak, due to the compression of 
progressively larger numbers when they are raised to an exponent less than 1 (0.8 in this 
case). This is quantitatively similar to what happens with a logarithmic compression in the 
case of sound pressure level (expressed in dB), where larger sound pressure values are 
compressed to manageable numbers. An exponent value greater than one, for instance 1.8 for 
a crescendo, would involve relatively slower velocity towards the beginning, which would 
progressively become faster towards the end. An exponent closer to one, like the 1.1 used 
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here, would lead to a relatively linear progress for the slider throughout its ascent for a 
crescendo. All the participants acknowledged clearly noticing slider velocity variations 
during the randomised trial practice session.  
This variation in velocity (or acceleration) throughout the progression of the slider, according 
to the exponent of the power law, which the participants had to follow with their autophonic 
loudness, enables directly studying the underlying autophonic loudness function, both 
objectively and subjectively. In the current context, the root mean square difference of the 
participants’ vocalisation envelope, with the actual trace (determined by the power law) was 
used in the analysis as an objective indicator of how closely the participants were able to 
follow the progress of the slider with their voice. This difficulty, or ease, in following the 
slider with varying velocity was considered an indicator of the underlying autophonic 
loudness function, other factors being controlled.   
Although there could have been alternatives, including human conducting, the visual slider 
provided an easy to understand, and repeatable method for the singers to follow. As a visual 
representation of a power law, the slider works in the domain of standardised sound pressure 
with certain exponents that the sound pressures are raised to, to accelerate. The underlying 
idea is that a particular acceleration corresponds most closely to the domain of the autophonic 
function of a singer. Since the singers’ voice is recorded as they follow the slider, it is 
possible in the analysis stage to use the recordings to ascertain the singers’ response (to the 
slider) in the sound pressure domain. Hence, the correspondence between the singers’ 
autophonic loudness function and the function underlying the slider was determined by 
calculating the deviation of the singers’ vocalisation (in the pressure domain) to the pressure 
envelope (raised to an exponent) of the acceleration of the slider. It must be noted that while 
this calculation compares the two envelopes in the pressure domain, this method does not 
propose a direct correspondence between sound pressure and the autophonic function, but 
rather presents what could be seen as a first-order approximation of the aforementioned 
correspondence.  
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Furthermore, the singers were informed during their orientation that they can expect the slider 
to vary in velocity (or acceleration) during its course, and that they were to match the slider 
as closely as possible with the loudness of their own voice. A few factors are important here: 
•! Whether it was actually possible to follow the slider (in the visual domain) with 
loudness changes (in the physiological/auditory domains). In other words, whether the 
latency in the display was within the range of the response time of the participants’ 
visual, physiological and auditory domains. There is no simple answer to this issue 
attempted in this thesis. However, the singers were specifically instructed to inform 
the experimenter in case they were not able to follow the slider with their voices, as 
closely as possible. In fact, many trials were repeated due to the slight inabilities to 
follow the slider, and hence, only those trials were used that were deemed acceptable 
by both the singer and experimenter. 
•! This is similar to asking the question as to how closely musicians are able to follow 
the changes indicated by a human conductor (as done in Collyer et al to conduct the 
MDV), which, apart from the human error on part of the conductor, is an inherently 
complex issue to address. 
•! It is possible that the instance of an almost linear progress of the slider, 
(corresponding to standardised sound pressure raised to an exponent of 1.1) would be 
confounded by the singers as the best progress of the slider, in terms of their expected 
change in autophonic loudness. This is referred to as the visual-autophonic confound 
in the remainder of this thesis, which may lead to a variation in their performance, for 
instance, to compensate for their inability to follow the slider near the extremes of the 
slider. Although the singers were specifically instructed against this confound, the 
likelihood of this affecting the performances of the singers is not directly studied here. 
However, as shall be seen in the results section, the singers were more successful in 
following the nonlinear slider movements. 
•! It is likely that the task of following the progress of the slider with the loudness of 
one’s own voice is largely studying the ability to manage breath. The nonlinear slider 
movements (corresponding to sound pressure raised to exponents other than, or very 
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close to 1) would mean a slider acceleration or deceleration, and following these 
movements might be easier or harder in terms of breath management. For example, 
acceleration towards the end of the slider might be easier to follow when the singers 
are running out of breath, when compared to deceleration that would require the 
singers to overexert their voice. On the first glance, this may be seen as confounding 
breath management with the autophonic loudness function. However, based on the 
previous research [9][36], this phenomenon essentially highlights the major 
proprioceptive and somatosensory basis of the autophonic loudness function, where 
non-auditory functions such as breath management (which, in itself, is a complex 
mechanism [41]) have been shown to be more important than purely auditory, or 
acoustic, bases of the autophonic loudness, or more generally, autophonic function.   
Each experimental trial comprised of a randomly selected CVT, exponent for the power law, 
and simulated room acoustic environment, where the participants also rated their performance 
immediately after the trail. This subjective rating was prompted with the question ‘How 
closely were you able to follow the progress of the slider with your voice’, on a scale from 1-
9, where 1 was meant to represent ‘least closely’ and 9 ‘extremely closely’. The participants 
were informed to rate their performance strictly for only those trials where they did their best 
to follow the slider, or in other words their optimum performance, and report the cases when 
there was a factor other than the velocity of the slider (e.g., lack of concentration, etc.) that 
caused a relatively poorer trial. Such incorrect trials were repeated, with the intention that, as 
far as possible, only the effect of the velocity of the slider with its inherent complexities was 
being tested.  
Each of the CVT trial per room, per exponent, was repeated three times per participant. 
Similar to the DVTs, no vibrato was allowed in any of the CVTs, and participants were asked 
to monitor for any vibrato continually, and report and repeat any trial that had appreciable 
vibrato. The DVT and CVTs were conducted in randomly selected blocks (i.e., one repeat of 
CVT (being called one block), followed by a DVT block, or vice-versa, for three repeats of 
each). The experiment lasted 2 hours for the participants who had previously participated in 
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experiment I, and 3 hours for the new participants, who needed more time for the orientation. 
There were structured breaks throughout the experiment.    
4.4.1.3!Data analysis 
For the magnitude production task, the data analysis followed the same steps as outlined in 
section 4.3.1.4, with the exception that the data from the three repetitions of this task over the 
two experiments was averaged for the statistical analysis. 
 
Figure 4.15 The thicker envelope shows a crescendo performed by a participant, while 
the thinner envelope shows the actual power law (exponent of 0.8 in this case) 
corresponding to that trial. The RMSE was calculated as the difference between the 
thicker and the thinner line. 
For the CVTs, the first stage of analysis involved calibrating the audio of each trial, then 
converting it from an SPL envelope to a normalised (to 1) and temporally integrated (125 ms 
integration time) squared sound pressure envelope, and then calculating the root mean square 
error (RMSE) of this envelope with the ideal envelope of the corresponding power law 
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(determined by the exponent out of 0.8, 1.1, and 1.8), as seen in Figure 4.15 for an instance of 
a crescendo performed by a participant. 
The RMSE data along with the ratings (on a 1-9 scale) given by the participants were 
statistically analysed using the R software [102], to explore the effect of room acoustics, 
exponent of the power law, and gender. The voice types, and the pitch used by the 
participants for the vocalisations were not included in the statistical modelling due to the 
uneven proportion of the various voice types amongst the participants, with most being 
sopranos (nine), one mezzo-soprano, bass-baritone, and tenor each, and two baritones. The 
three repetitions for the CVTs per participant were averaged, and separate statistical models 
were fit for the crescendi and decrescendi RMSE data; and the MDV data was assessed 
separately for the crescendi and decrescendi RMSE. The hypotheses were that the higher 
exponents (1.1 and 1.8) would lead to smaller RMSE compared to the 0.8 exponent; and 
within the higher exponents, the 1.8 exponent would lead to smaller RMSE. To explore these 
hypotheses, orthogonal contrasts were designed where the 0.8 exponent group was tested 
against the 1.1 and 1.8 exponent groups combined, and then the 1.1 exponent group was 
tested against the 1.8 exponent group, while excluding the variance attributable to the 0.8 
exponent group. This main reason for these hypotheses was partly based on the results of 
experiment I, where the averaged exponent for the /a:/ vowel sound was 1.27, which is higher 
than the exponent of 1.1 proposed by Lane et al. [36] for the autophonic loudness function, 
with the exponent being closer to 1.8 for many of the participants in experiments I and II for 
the magnitude production tasks. The other main reason, which mostly informed the 
hypothesis of lesser RMSE for the exponent of 1.8 over 1.1, was that the power law with an 
exponent 1.8 would be more favourable for breath management (a crucial factor in vocalising 
at varying dynamics) in the various cycles of the CVTs, as it involves increased velocity 
towards the end, which is easier to follow with depleting lung volumes.    
It was not possible to generate specific hypotheses for the effect of room acoustics, gender, 
etc. as experiment I showed no effect of these factors on the magnitude production results. 
These were, nonetheless, included as factors in the statistical analysis to explore any 
interaction they might have with the power law exponent. 
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4.4.2!Results  
4.4.2.1!For the discrete vocalisation task 
There was very small difference in the results from experiment I for the magnitude 
production task. Hence, the results for this task are not repeated here. Instead, the results from 
section 4.3.2.1. report the results for magnitude production task for experiments I and II. 
4.4.2.2!For the continuous vocalisation tasks 
For the crescendi data, a statistical model that explained the variance in RMSE with only the 
intercept, when compared to a linear mixed-effects model that allowed intercepts to vary over 
the room acoustic environments, did not lead to a significant improvement in the modelling, 
$2(1) < 0.0001, p = 0.99. Similar results were obtained for the decrescendi and MDVs data, 
and when the intercepts in the mixed-effects models were allowed to vary over other factors 
(gender, etc.). This implies that variance in the data could be explained by simpler ANOVA 
models over more complicated mixed-effect models.  
The three levels of room acoustic environments, three levels of power law exponents, and 
two levels of gender led to a 2 # 3 # 3 factorial design. Levene’s test for homogeneity of 
variance was non-significant, which implies that that the variance in RMSE data was 
homogenous for all the factor levels and their interactions for the crescendi, F(17,81) = 0.83, 
p = .65; the decrescendi, F(17,81) = 0.75, p = .74; the crescendi, F(17,81) = 0.62, p = .87, and 
decrescendi F(17,81) = 1.66, p = .07 parts of the MDVs. 
Three-way independent ANOVA tests were conducted for the three CVTs. The results 
showed that for the decrescendi task there was a significant negative linear trend in the 
RMSE values, F(2,96) = 18.53, p < 10-7, which indicates that as the exponent value 
increased, the RMSE value decreased. The corresponding effect size, &, was 0.51, indicating 
a large effect. Planned contrasts revealed that the higher exponent group (1.1 and 1.8) 
significantly reduced the RMSE values, t(96) = 5.26, p < 10-7 (one-tailed) compared to the 0.8 
exponent; and that the 1.8 exponent significantly reduced the RMSE values t(96) = 3.07, p = 
0.001 (one-tailed) compared to the 1.1 exponent.  
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For the MDV task, the results are presented separately for the crescendi and decrescendi 
parts. For the crescendi part of the MDV task, there was a significant negative linear trend in 
the RMSE values, F(2,96) = 41.19, p < 10-13, which indicates that as the exponent value 
increased, the RMSE value decreased. The corresponding effect size, &, was 0.67, indicating 
a very large effect. Planned contrasts revealed that the higher exponent group (1.1 and 1.8) 
significantly reduced the RMSE values, t(96) = 7.59, p < 10-11 (one-tailed) compared to the 
0.8 exponent; and that the 1.8 exponent significantly reduced the RMSE values t(96) = 5.0, p 
< 10-6 (one-tailed) compared to the 1.1 exponent.  
For the decrescendi part of the MDV task, there was a significant negative linear trend in the 
RMSE values, F(2,96) = 41.19, p < 10-13, which indicates that as the exponent value 
increased, the RMSE value decreased. The corresponding effect size, &, was 0.71, indicating 
a very large effect. Planned contrasts revealed that the higher exponent group (1.1 and 1.8) 
significantly reduced the RMSE values, t(96) = 8.59, p < 10-13 (one-tailed) compared to the 
0.8 exponent; and that the 1.8 exponent significantly reduced the RMSE values t(96) = 5.16, 
p < 10-6 (one-tailed) compared to the 1.1 exponent.  
Overall, there was no significant effect of the other factors (room acoustic environment, 
gender) or their two-way, and three-way interactions on the RMSE values, in any of the 
three-way independent ANOVA tests. Furthermore, none of the factors reached significance 
for the crescendi task. The subjective ratings by the participants also failed to reach 
significance for any of the factors and their interactions in the models for the CVTs. The 
statistics for these non-significant interactions are not presented here to maintain brevity.  
4.4.3!Discussion 
The results of experiment II indicate that, except for the vocalisations in the crescendi task, 
the participants were able to follow the power law with an exponent of 1.8 more closely for 
continuous vocalisations on the vowel sound /a:/ than those with exponents of 0.8 and 1.1 
(Figure 4.16). In terms of the experimental setup, the power law with an exponent of 1.8 
would move the slider (Figure 4.14) at a relatively slower velocity at the beginning, which 
increases progressively to be the fastest at its end position. While the actual exponent of the 
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power law (with sound pressure as the base) for continuous vocalisations may be a value 
close to 1.8, rather than being 1.8 exactly, the current results nevertheless demonstrate that 
the autophonic loudness function is not linear in the pressure domain, and furthermore, not 
compressive in a manner similar to the SPL scale. The latter reinforces the results of chapter 
3 where the proportion of linear crescendi and decrescendi in the loudness envelope of the 
MDVs was higher when using Stevens’ power law, or computational loudness models, 
compared to the compressive SPL scale.  
 
 
 
 
 
 
 
 
 
Figure 4.16 The three power laws used in experiment II. The solid curve represents the 
power law with an exponent of 0.8, the dashed curve an exponent of 1.1, and the dotted 
curve an exponent of 1.8. 
Within the context of breath management, there may be a clear benefit in the continuous 
autophonic loudness function having a large exponent for the decrescendi. Compared to a 
slower decay towards the end of the vocalisation, when most of the lung volume has been 
spent, following a faster decay would seem expedient in managing the subglottal pressure and 
muscle coordination in the decrescendi. This is especially relevant for the MDV, where, since 
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most of the lung volume has already been spent on the crescendo part, the management of the 
decrescendo becomes ever more difficult, as has been noted in previous studies [ref here], 
and in the results of chapter 3 where the linearity in the decrescendi was smaller in proportion 
than the crescendi. The RMSE results from the MDVs in experiment II also reinforce this, 
where a very large effect of the increase in the exponent value on a decrease in the 
corresponding RMSE values was calculated. One important difference between the data in 
chapter 3 and experiment II in this chapter is that the duration for the MDV has a set duration 
here, leading to a more precise formulation of the relationship between the autophonic 
loudness behaviour within the MDV (and crescendi and decrescendi separately).  
For a crescendo, on the other hand, breath management may be an easier task since the start 
is from silence followed by a gradual increase in the autophonic loudness. Since the peak 
SPL reached by the participants towards the end of the crescendi was not set, or factored in 
the statistical analysis, it is not immediately clear whether more freedom in choosing their 
own peak SPL, or equivalently the dynamic range of voice, affects the ease with which the 
singers are able to manage the task of increasing the autophonic loudness (hence, the SPL of 
voice) with depleting lung volumes, over the different power law exponents. For instance, 
after the practice session with the crescendi, or over the repetitions of the crescendi task, the 
singers might have reduced the overall dynamic range of voice to manage the end of the 
vocalisations more efficiently (i.e., with more breath left) than was possible for the 
decrescendi, where it was imperative that the singers started with a full lung volume and 
maximum autophonic loudness, and end it at a set point of silence. Or more simply put, the 
beginning of the crescendi was set but not the end, meaning there was more liberty to choose 
the dynamic range of voice and autophonic loudness. The end, and the beginning (with the 
instruction to start from the maximum autophonic loudness, and full lung volume) of the 
decrescendi and the MDV were set, allowing a more controlled experiment than was possible 
for the crescendi. Future studies could control the crescendi with set start and end points, 
implying a set dynamic range, to more closely study the effect of the exponents of the power 
law.  
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The emphasis in the discussion above on the more physiological or proprioceptive factors 
influencing the autophonic loudness function also highlights, by means of omission of its 
discussion thus far, the other major finding of this study: the limited influence of room 
acoustics (amongst other factors such as gender). This is consistent with the findings of the 
previous literature [9][36], but has been extended in current experiments to a trained group of 
participants, who performed a more varied set of tasks. While no statistically significant trend 
was noticed for the role of room acoustics on the RMSE values for all the tasks, it is not 
implied that it is non-factor, when considered beyond statistical trends. The participants in 
this study consistently preferred vocalising in the simulated room environments, rather than 
the anechoic (with a floor) condition. Moreover, the tasks in the study were limited to the 
loudness domain, and other important factors, such as the tonal nature of the room (according 
to its impulse response), its directional response, etc., were not considered. However, the 
results strongly indicate the effect of room acoustics is not a major one for the perception of 
loudness from the sound of one’s voice, at least with the methods used in this study. 
For the various subjective loudness scales discussed above, Figure 4.17 shows the ectophonic 
loudness scale (slope: 0.67), the autophonic loudness scales for the vowel phoneme /a:/ 
derived using the magnitude production method (slope: 1.27), and the most comfortable 
continuous vocalisation slope for the decrescendi and MDVs (slope: 1.8). To appreciate the 
variance in the underlying power laws, if one assumes that it requires a 10 dB difference for 
an ectophonic stimulus to be perceived twice as loud, a similar perception for an autophonic 
vocalisation of /a:/ would require an approximately 5.3 dB difference (based on simply the 
ratio of the corresponding exponents), and an approximately 3.3 dB difference based on the 
continuous vocalisations’ exponent.   
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Figure 4.17 A comparison of some scales of subjective loudness magnitudes plotted 
against relative SPL values. The solid line represents a slope of 1.8 (the most 
comfortable slope for the decrescendi and MDV tasks in experiment 2), dashed line a 
slope of 1.27 (autophonic loudness scale from the magnitude production task in 
experiment 1 and 2), and the dotted line a slope of 0.67 (the ectophonic loudness scale; 
where the non-linear behaviour as seen in Figure 1.3 is ignored for the sake of 
comparison) 
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4.5!Conclusions 
In this chapter, the relationship between autophonic loudness and room acoustics was 
examined. Several previous studies have established a purely physical room acoustics effect 
on the airborne transmission of sound from mouth to ears, and in this sense, room acoustics 
affects autophonic loudness. This extent of this physical effect is represented by room gain 
(GRG) in this chapter, spanning a range of about 3 dB. However, room gain is one of a number 
of contributors to autophonic loudness, which is also influenced by the feedback process of 
the singing-listener (or talking-listener), including non-acoustic contributions, and this 
chapter focusses on the effect of these processes for a selection of rooms and phonemes. 
For the group of participants in this chapter, who were opera singers with variable years of 
experience, the main finding from the two experiments shows the limited effect of room 
acoustics on the autophonic loudness function. The first experiment used psychoacoustical 
scaling methods where interpolation was used to construct the autophonic loudness function 
from separate vocalisations that held certain loudness ratio relationship amongst them. 
Statistical analysis on the data of the magnitude production task showed that the voice Leq 
varied with the autophonic loudness ratio produced and the phoneme vocalised, with no 
effect of room acoustics, duration of vocalisation, gender, voice types, or their interactions.  
When the slope of the autophonic loudness function was considered, it varied according to 
the phoneme that was vocalised. There was a statistically significant difference in the slope 
for the group of vowels (/a:/, /i:/, and /u:/) compared with the group of non-vowels (/z/ and 
/n/), /a:/ vowel compared to the /i:/ vowel, /i:/ vowel compared to the /u:/ vowel (different 
laryngeal mechanisms may be involved here for the vowel sounds [126]), and also a 
statistically different slope for the nasal /n/ sound and the fricative /z/ sound. There was no 
significant effect of the voice types of the singers, or the pitch they chose, which suggests that 
a variation in the pitch that generally accompanies vocalisations with varying dynamic range 
(corresponding to changes in subglottal pressure) for nonsingers does not seem to be a major 
factor. This would imply that the results from this experiment might be generalised to the 
nonsinging population to some extent (this would, of course, be subject to future testing). 
There was also no significant effect of the duration that the participants vocalised for (3 or 8 
seconds), on the slope of the autophonic loudness function. 
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When compared with the slope of 1.2 reported by Lane et al. [37] for phonemically balanced 
words, the average slope for the five phonemes tested was 1.6 for the magnitude production 
task. These slopes for autophonic loudness are more than that of ectophonic loudness 
(typically 0.6), further indicating the different processes involved. The effect of hearing room 
reflections on the autophonic loudness function was not shown in this study. Together with 
other studies, the current results can help to bridge the knowledge gap between autophonic 
and ectophonic loudness. The effect of room acoustics on vocalisations that are more 
continuous than the sustained phonemes tested here, as seen in Kato et al. [127], can be 
suggested as the next step in this process. 
The effect of room acoustics on the vocalisations at each autophonic loudness was more 
noticeable for the magnitude production task. Average slopes for the three corner vowels 
(/a:/, /i:/ and /u:/) were calculated as -1.37, -0.96 and -0.80 for the autophonic loudness ratios 
of 10 (corresponding to medium autophonic loudness), 20, and 30, respectively. This 
indicates that when the somatosensory requirements are kept relatively constant (i.e., for a 
certain autophonic loudness), hearing the room reflections alters the level of vocalisations. 
This finding is consistent with previous findings where a combination of sidetone and room 
acoustics variations were introduced to determine their effect on voice levels [9][10][50]. The 
current findings were studied as the change in voice levels with change in room gain – the 
autophonic room response, whose slope showed some scatter with the room environments 
that were simulated. This needs to be addressed with more ecologically valid studies, 
especially given the large range of possible room acoustics environments, and 
communication contexts that are possible within these rooms.  
The results of the magnitude estimation task were unexpected, as even 30 dB of change in the 
room gain failed to elicit meaningful estimates from the singers in the experiment. This part 
of the first experiment, is, thus, reported as a failure, with reasons unexplored in this thesis. It 
is likely, though, that the interface used for the task, and the inherent difficulty in performing 
the task (also reported previously) in its current form may have played a major role.  
4.5 Conclusions 153 
 
In the second experiment, where, by design, each vocalisation traversed the autophonic 
loudness function over a continuous range, it was shown that the singers’ vocalisations most 
closely resembled the power function with an exponent of 1.8 (or a slope of 1.8 on a log-log 
scale of SPL vs. autophonic loudness) for the /a:/ phoneme. The corresponding power law 
exponent for the /a:/ phoneme was 1.27 from the interpolated autophonic loudness 
vocalisation, which is higher than the exponent of 1.1 that was calculated by Lane et al. [36] 
in a similar study.  
These findings have relevance for voice science, opera voice in particular, where studying the 
variation of autophonic loudness would benefit from using scales such the pressure raised to 
the exponents suggested in this chapter; which have been shown to be closer to the actual 
perception of loudness of one’s own voice, over the more ubiquitous (but ill-conditioned for 
characterising autophonic and ectophonic loudness) decibel scale. In this regard, making 
one’s own voice sound louder to an external listener, as is the case in singing and talking, will 
always be affected by the different rate of autophonic and ectophonic loudness growths, with 
the former growing at a rate more than twice of the latter.  
The results of this study, in relation to the linearity assumptions in a MDV, show that the 
definition of this exercise as being comprised of a linear crescendo and decrescendo can be 
valid, as long as the scale used to assess the linearity is assumed to be based on the actual 
perception of one’s own voice. However, nonlinear MDVs that are conceptualised as a power 
law that raises calibrated sound pressures to an exponent of 1.8, or similar exponents for the 
other phonemes (section 4.3.2.1) would be good approximations to test in future studies, 
especially when compared to the decibel scale. 
The analysis in this chapter focussed on the Leq values, which can be seen as a gross measure 
of the characteristics of voice. It is acknowledged that there are other metrics and finer 
sources of analysis possible with the current data, such as a formant based analysis, spectral 
analysis, subglottal pressure based analysis, etc. These were, however, not presented here, to 
focus primarily on the psychoacoustic scaling of autophonic loudness and its relationship 
with room acoustics; but may be proposed as future enhancements to the current analysis. 
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Chapter 5!Summary 
•! Singing, especially operatic singing is well suited to study the perception of loudness, 
and given its remarkable ability to function almost independently in the otherwise 
entangled dimensions of pitch, level and mode of phonation, it would be an 
advantageous instrument in exploring the various characteristics of both ectophonic 
and, especially, autophonic perception. This, in a sense, resonates with the suggestion 
by Sundberg [11] based on empirical data “that there is no reason to avoid singers as 
participants in voice research“  
•! For ectophonic (and autophonic) perception of loudness from voice, the use of SPL 
(dB scale) needs to be very judicious and only used in cases where the compressive 
nature of the dB scale does not pose a problem in subsequent analysis. Alternatively, 
pressure raised to 0.6 (Stevens’ power law for ectophonic loudness) can provide a 
metric that is much closer to human perception of ectophonic sounds, before more 
computationally intensive models that incorporate more advanced features of audition 
are used. This was tested in this thesis to explore the loudness envelope of the messa 
di voce exercise, and the method can be adapted for similar studies.     
•! Autophonic loudness, as a function of sound pressure can be expressed as the 
following power law  
Autophonic Loudness ∝  (Sound Pressure)exponent   
This exponent represents the slope of the autophonic loudness function, when 
autophonic loudness is plotted against sound pressure levels on a log-log scale. The 
results of experiments conducted in this thesis show that the slope of the autophonic 
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loudness function varies with the phoneme that is produced. As first-order 
approximations, slope values of 1.64 and 1.44 can be used for a wide range of 
phonemes, and just the three corner vowels, respectively. Lane et al. [36] had derived 
a slope of 1.1 using similar methods for the /a/ phoneme for nonsingers.  
• Although there was some evidence of singers lowering their voice levels with an 
increase in the room gain (i.e., a negative slope for the autophonic room response), 
this relationship was not as clear cut as was noticed in recent studies, and may need 
future research with well defined communication tasks and reasonable room gains for 
the OBRIRs. The role of the adaptation with training in the autophonic room response 
(for the singing voice) also needs further exploration, including its nonacoustic basis, 
which has been the focus of recent studies [60][71].  
• The contribution of room acoustics to the loudness of the singing voice is a 
complicated one, and needs to be assessed carefully according to the context. 
Characterising ectophonic loudness for the singing voice (for an audience member) is 
relatively straightforward by adapting existing computational loudness models [3]. It 
involves considering the room impulse response with a well-defined source-receiver 
configuration, along with the effect of vibrato, and other traits of the singing voice.  
• While it is possible to adapt existing computational loudness models [3] for analysing 
autophonic loudness, there is currently insufficient data to incorporate all the factors 
that are involved, especially the role of acoustic and nonacoustic reflexes. It is likely 
that autophonic loudness is mainly affected by sensorimotor mechanisms, with room 
acoustics (and even hearing) playing only minor role. This can be further explored in 
a number of ways, including analysis of glottal source (using inverse-filtering to 
remove the vocal tract filtering) with psychoacoustic methods similar to the current 
thesis; using more examples of room acoustics scenarios with in-situ testing instead of 
virtual room acoustics, etc. 
• The slider used in experiment II of chapter 4 has been shown to be an effective 
method of conducing psychoacoustic studies. However, future research could address 
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some of the confounding issues that may be part of using a visual slider for 
autophonic studies. 
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