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Abstract 
Mach bands are illusory bright and dark bands seen where a luminanee phl.teau meets a 
ramp, as in half-shadows or penumbras. A tremendous <Unount of work has been devoted 
to studying the psychophysies <end the potential underlying neural circuitry concerning 
this phenomenon. A number of theoretieaJ models have also been proposed, originating 
in the seminal studies of Maeh himself. The prese.nt article reviews the main experimental 
findings after 19()5 and the main recent theories of e<nly vision th<1t ha.ve <1ttempted to 
<H:eount for the effect. It is shown that the different theories share working principles 
and e<tn be grouped in three ch1sses: a) fe<1tun~-ba.sed; b) rule-based; and c) filling-in. 
In order to evalua.te individuaJ proposals it is neeessary to consider them in the larger 
picture of vistml seience and to determine how they eontribute to the undl~rstanding of 
vision in generaL 
J(cy wonls: Maeh bands, Brightness, Lateral inhibition, Filling-in, Local energy_, Visual features 
R11.nning hmd: Mach Bands: How Many Models arc Possible? 
1 Introduction 
Demonstrations of visual illusions abound in perception textbooks. The brightness illusion 
now referred to as Mach bands, after the Austrian scientist Ernst Mach who first studied 
it, is one of the most popular. This visual effect presents the classic case for distinguishing 
between physical and perceptual aspects of sensation. Regions of equal luminance appear 
vividly of different brightnesses and lines or bands appear where none are physically present 
in the stimulus (Figure 1 ). In many instances people have mistakenly interpreted such bands 
to be physically present in the images, as in the interpretation of clinical X rays (see Ratliff, 
1965, for examples). This one-to-many luminance to brightness mapping is common in many 
brightness phenomena (Todorovic, 1987). Regions having identical luminances are perceived 
to be differently bright. · 
(A) 
(8) 
(C) 
Figure 1: Mach bands. T he profile in (A) represents a horizontal cross section of the luminance 
distribution in (D). (B) Schematic representation of the perceived brightness. (C) Represen-
tation of the effect of gradient slope on Mach band appearance; slope increases from top to 
bottom. 
Mach bands are not only present in laboratory sit uations. T hey may be easily observed 
at the edge of virtually any shadow, where light and dark lines will surround the half-shadow 
(penumbra). While the scientific investigation of Mach bands was inaugurated by the studies 
of Mach in 1865, many artists have made use of the effect. Ratliff (1992) has convincingly 
demonstrated that they have been portrayed at least as far back as 1406 by the F lemish painter 
Robert Campin in his painting Annunciation (seep. 95 in Ratliff, 1992, for a reproduction). 
Aside from being an excellent didactic tool for young students of perception, Mach bands 
have proven to be a very rich paradigm to probe early vision mechanisms. Mach bands have 
been used in order to investigate (a) t he role of contours in perception ; (b) the nature of 
lateral inhibition in the visual system; (c) the importance of phase information; (d) brightness 
perception; (e) the perception of lines and edges; (f) receptive field structure; and (g) linearity 
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in the visual system; among other things. 
Historically, the most important contribution of the study of Mach bands was, perhaps, its 
role in the establishment of a close link between perception and underlying neural mechanisms. 
The studies of Hartline, Ratliff and colleagues (e.g., Hartline, 1949; Ratliff and Hartline, 1959) 
on the Lirrwlus eye showed that responses of neural units (ommatidia) were interdependent. 
The results were interpreted in terms of lateral inhibition mechanisms. Ratliff and Hartline 
(1959) investigated the neural responses to a luminance ramp of the type known to elicit Mach 
bands and observed that the responses displayed undershoots and overshoots at the inflection 
points. Linking such responses to the brightness undershoots and overshoots that characterize 
the brightness distribution associated with such luminance ramps was irresistible. The study 
of Mach bands, therefore, provided one of the f1rst cases of the successfuJI application of one 
of the most widespread linking hypotheses (Teller, 1980, 1984) currently employed in vision 
science: "We see X because elements Y at level L of the visual system are in state S" (adapted 
from Teller, 1990, p. 15). 
Ratliff (1965) provides an excellent discussion of the literature on Mach bands, inclnding 
the English translation of six original papers by Mach. Fiorentini ( 1972) also provides a very 
good review of the subject, including results between 1965 and 1972. Therefore, the review 
of the experimental literature will concentrate on more recent studies, discussing older resuHs 
only when necessary to c:larify more recent findings. A brief overview of earlier experimental 
findings and theories will be given in the next section in order to provide a historical background 
to the current investigations. More than a cent.my of investigation has not. yielded a definite 
answer concerning the mechanisms underlying Mach bands. As recently as 198:3, one of the 
most prominent. investigators of the effect has declared that "the one thing that is certain 
about them now is that we ha.ve no clear understanding of them" (Ratliff, Milkman, Rennert, 
HJ8:3, p. 4558). 'fhis article will a.tternpt. to summarize the key recent experimental findings 
on Mach bands as well as describe the rnain vision theories that attempt to model them. The 
literature on Mach bands in other scientific a.nd technological lines of investigation will not 
be discussed. For example, the study of Mach bands is relew1nt fronr clinical dermatology 
(Shriner and Wagner, 1992) to computer graphics (e.g., Hodgkinson and O'Shea, 1994). 
2 Brief Review of Classical Results and Theories 
2.1 Experimental Results 
Mach bands were first qualitatively described by Mach (1865). The first quantitative measure-
ments were reported in a series of investigations by Fiorentini a.nd colleagues ninety years later 
(e.g., Fiorentini, 1957; Fiorentini and Radici, 1957, 1958; F'iorentini, .Jeanne, and Toraldo eli 
Francia, 1955). A large fraction of the early studies on Mach bands investigated the influence 
of the slope of the gradient between uniform fields on the appearance of the bands. These 
studies have measured either the apparent brightness or the width of the bands, or both. The 
1To the extent that. perceptual and neural events seemed to closely match) the linking was successful. 
However 1 the issue of the neural basis of Mach bands is far from being resolved and is the object of current 
investigation. Moreover, the studies with Limulus implied that Mach bands would be seen on luminance steps. 
These are rarely seen, as discussed at length in this article. 
results can be oummarized as shown in Figure I C. Increasing the slope of the gradient produces 
brighter and thinner light bands, and darker and more distinct dark bands. However, when 
the gradient becomes a luminance step, both light and clark bands disappear (Ratliff, 1965, p. 
60). 
2.2 Theories 
Ratliff ( 1965) reviews six mathematical models of early visual processing that had been applied 
to Mach bands, including Mach's own proposal. Ratliff (1965, p. 120) concludes that the six 
models are basically one and the same and provide different instantiations of neural mecha-
nisms of distance-dependent excitation and surround inhibition. While five of the models were 
proposed after Hartline's pioneering description of the center-surround receptive field of "optic 
nerve fibers" (Hartline, 1940), Mach's (1865) proposal was derived from his psychophysical 
experiments with gradient patterns, suggest;ing to him that the light and dark bands that now 
carry his name were produced by retinal distance-dependent lateral interactions. 
In summary, the main models of Mach bands proposed by 1965 could all be described as 
relying on lateral inhibitory operations of the type now commonly associated with the function 
of, say, retinal ganglion cells (Figure 2). Moreover, all of these models assumed that Mach 
bands were the result of retinal processing, not of later stages of the visual system. 
Figure 2: Schenmtic representation of early models of Mach bands. Left: luminance ramp 
distribution. Middle: center-surround or lateral inhibition weighting function. Right: Output 
. . 
of the convolution of the luminance distribution and weighting function. Mach bands can be 
associated with the undershoots and overshoots in the output distribution. 
3 Recent Experimental Results 
3.1 Luminance Steps Induce Weak Mach Bands, If Any 
One hundred years after Mach described the effect that we now call Mach bands, the major 
theoretical explanations of the the phenomenon involved lateral inhibition (Ratliff, 1965). Yet, 
no experimental evidence for the effect existed in the case where the luminance transition 
between the two plateau regions is a step. Such abrupt transitions should, of course, produce 
maximally strong effects according to lateral inhibition. This contradiction is puzzling. Ratliff 
(1965, p. 60) states that Mach bands do not occur when the slope of the luminance ramp is 
very small or very large. He then proceeds to review the major theories of the effect at the time 
and conclude that they all involve la.tera.l inhibition. Giants of the field such as Mach, Bekesy, 
Hartline, and Ratliff, to name a. few, could not have missed such a contradiction. Perhaps some 
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of them were convinced that Mach bands would also be exposed at luminance steps with the 
proper experimental procedures. This may be the case especially for Bek<§sy, who eventually 
provided some evidence in favor of this view (Bekesy, 1968a). 
Alternatively, the power of the theoretical approach in providing qualitative explanations for 
several phenomena concerning perceived brightness and in uniting certain aspects of physiology 
and perception was deemed more important or compelling than such "exceptions." The type 
of model illustra.ted in Figure 2 was used to explain (some properties of) brightness effects 
such as Mach bands, I-Iermann grids, and the Craik-O'Brien-Cornsweet effect (see Fiorentini, 
Baumgartner, Magnussen, Schiller, and Thomas, 1990). At the same time it provided good 
fits to neurophysiological data, such as the responses of the Limulus eye (Ratliff and Hartline, 
1959) to both step and ramp luminance transitions (with undershoots and overshoots), and 
the responses of ON-center OFF-surround retinal ganglion cells of the cat (Enroth-Cugell and 
Robson, 1966). Nevertheless, this theoretical framework encountered more problems when 
attempting to provide quantitative fits to brightness data. (see Fiorentini ct al., 1990). 
3.1.1 Evidence for Mach Bands on Luminance Steps 
Figure :3 shows a square-wave luminance modulation. Most observers find no traces of Mach 
bands in this stimulus. Could more careful investigation of the brightness variation across the 
figure reveal the effect'? Heinemann (1972) and Bekesy (HJ68a) suggest that this is the case 
(see also Matthews, 1966). 
Figure :3: Square wave modulation of luminance. No Mach bands are seen. 
Figure 1 shows Lhe results reported by Heinemann (1972) for the distribution of brightness 
across a bipartite field. The inset illustrates the paradigm used. A thin line of luminance L, was 
placed at one of a series of positions in the bipartite field of luminance L; as shown. L, could 
be varied so as to appear darker or brighter than its background. The bipartite field with the 
superimposed line was presented to one eye. Given a fixed L,, the subject's task was to adjust 
the luminance of a similar comparison line shown on an evenly illuminated background to the 
other eye, so that the two matched in brightness. Figure 4 shows the matching luminance as 
a function of the distance from the edge. The angular distance from the edge to the point 
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at which the brightness first levels off is of the order of 10 to 15 arcmin. Heinemann states 
that the overshoots and undershoots observed in his data are light and dark Mach bands, 
respectively. His interpretation of the data implies rather broad Mach bands, although, as 
Heinemann states, they cannot be directly compared to widths determined by pointer settings 
without knowing where along the brightness curve the subject chooses to position the pointers. 
Mach bands originating from luminance ramps are typically thinner, on the order of 3-5 (light 
bands) to 6-8 (dark bands) arcmin. Depending on the shape of the luminance distribution, 
they can go up to 10-12 arcmin (Fiorentini, 1972). 
Figure 4: Experiment by Heinemann (1972) determining the distribution of brightness across 
a bipartite field. Luminance matches are plotted as a function of the distance from the edge. 
The curves are for three contrast levels used. From Heinemann (1972). 
Heinemann acknowledges that his results are contrary to reports by other investigators. A 
discussion of such inconsistency is not provided aside from noting that "the problem of the 
appearance of uniform fields is complicated" (Heinemann, 1972, p. 16:3). 
Bekesy (Hl68a) also investigated the spatial distribution of brightness for luminance steps. 
With a flicker photometry method he obtained evidence for brightness overshoots and un-
dershoots at the light and clark sides of the step, respectively. The overshoots were more 
pronounced than the undershoots, consistent with several reports on luminance ramp Mach 
bands. Both overshoots and undershoots extended roughly 8 arcmin. Bekesy (1968a) describes 
the brightness variation induced by the luminance step in terms of Mach bands and does not 
discuss any possible differences between ramp and edge stimuli. 
Davidson ( 1966) (reviewed in Cornsweet, 1970) investigated the brightness of several lumi-
nance distributions, including regions of uniform luminance surrounded by steps. All patterns 
were of low contrast, and briefly Hashed. Subjects were asked to judge whether the center of 
the stripe was brighter or darker than the region just to the side of the edge of the stripe. 
Under these conditions, a physically uniform stripe always appeared brighter at its edges. A 
stripe appeared uniform in brightness when the center region was of a higher luminance, and 
(i 
luminance decreased towards the (smooth) "edge." In other words, brightness overshoots at 
the region of the edges were determined with this experimental procedure. Are these light 
Mach bands? Davidson's (1966) investigation was not directed at the study of Mach bands, 
but instead aimed at determining whether the modulation transfer function (MTF) approach 
could account for certain aspects of brightness perception. His results, in fact, are well matched 
by the MTF, and can be generated by a system having lateral inhibition (see, e.g., Davidson, 
1968). An MTF or lateral inhibition approach predicts that overshoots and undershoots will 
be associated with luminance steps, thereby predicting Mach bands for these stimuli. 
3.1.2 Evidence Against Mach Bands on Luminance Steps: Dependency on Spatial 
Frequency and Minimal Ramp Width 
Despite the evidence cited above, recent studies have challenged the existence of Mach bands 
at steps. Ross, Holt, and .Johnstone (HJ81) used trapezoidal-waves in order to investigate the 
visual system's sensitivity for seeing Mach bands as a function of spatial frequency and ramp 
width. In one experiment they measured the contrast required to see Mach bands in gratings 
having equal plateau and ramp widths. For spatial frequencies above 2 cjdeg, Mach bands 
were not visible even with the maximum contrast available for the equipment. Therefore, with 
their set-up, ramp widths of Ieos than around 7.5 arcmin produced no Mach bands. 
Ross, Morrone, and Burr (1989) otudied the threshold for seeing Mach bands in waveforms 
of different ohapes (e.g., triangular, trapezoidal). For all shapes, sensitivity rised gently to 
a peak and then dropped sharply as spatial frequency increased (Figure 5). The "inverted 
U" behavior for seeing Mach bands (for all shapes) demonstrated that ramps of intermediate 
width were optimal. Both narrow and wide ramps decreased Mach band visibility. Moreover, 
Mach bands ceased to be visible at a rarnp width (given by the limiting frequency) around 4 
arnnin. 
3.2 Dependency on Adjacent Stimuli 
RatlifF and colleagues (RatlifF, Milkman, and Kaufrnan, 1979; RatlifF, Milkmann, and Rennert, 
198:3; Ratliff, 1984) followed Mach'o (1906) idea of investigating the appearance of Mach bands 
by altering the spatial pattern of illumination adjacent to thern. Their rnain finding was that 
the appearance of Mach bands was modified by placing stimuli, such as a bars, nearby. For 
certain stimulus conditions the bands disappeared altogether. Figure 6 shows a 1 -D cross 
section of the mainlurninance profiles used by Ratliff ct al. (198:3). Most of the adjacent stimuli 
were b;u-s varying in direction of contrast, a.rnount of contrast, proximity to the inflection points 
of the ramp, and width. Biphasic bar stimuli, as well as triangular and Gaussian shaped stimuli 
were also employed. 
The findings of Ratliff ct al. (1 ~J8:3) can be sumrnarizcd as follows: a) A bar stimulus placed 
near either inflection point attenuates the adjacent Mach band that normally is perceived at the 
inflection point; if the bar is positioned close enough no Mach band is perceived. b) A bar far 
away from the inflection point has no effect on Mach band appearance. c) Attenuation is largely 
independent of the width of the adjacent bm· stimulus. d) Attenuation is largely independent 
of the sign of contrast of the bar. e) A triangle-shaped stimulus near the inflection point 
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Figure 5: Threshold contrast for seeing light and dark Mach bands (open triangles and squares, 
respectively) as a function of spatial frequency (c/deg). Thresholds for detecting the residual 
waveforms as spatial frequency is varied are also shown (filled circles). Results from Ross et 
al. ( 1989). 
enhances the nearby band; as the stimulus is moved and its associated Mach band approaches 
the stationary Mach band in the ramp pattern, one induced band fuses with the other and 
produces an enlarged Mach band. The enhancement occurs as long as both Mach bands are 
of the same polarity (light or dark). In the case where they have opposite contrasts they 
attenuate each other. f) A truncated Gaussian stimulus with the same area as a bar stimulus 
that attenuates a Mach band and that of a triangular stimulus that enhances a Mach band 
has little or no influence on Mach band appearance. In summary, the three main features of 
the interfering stimuli are pro:rimity, contrast, and sharpness. 
Ratlilf (1984) extended the results of Ratlilf ct al. (198:3) by using biphasic bars (see 
Figure GC) positioned in the middle of the luminance ramp. Since the attenuation results 
observed by Hatlilf ct al. (1983) did not extend beyond around 15 axcmin, he employed a very 
narrow ramp (15 arcmin). He showed that as the contrast of the biphasic bar was increased 
both light and clark band width decreased. 
A recent investigation cornparing Mach band attenuation for bars and stimuli defined by 
Craik-O'Brien "cusps" showed that both types of stimuli are equally elfective in attenuating 
Mach bands (Pessoa, 1995). The findings suggest that the high-frequency components of a 
stimulus adjacent to a ramp are responsible for the attenuation. 
3.3 Dependency on Spatial Phase 
Morrone, Ross, Burr, and Owens (1986) and Hoss ct al. (1989) have suggested that Mach 
bands depend on phase relationships among Fourier components of the underlying waveforms. 
Figure 7 shows the first three components in the Fourier expansion for a square wave and 
a series of delta functions. In both cases, these harmonics (and all higher harmonics) come 
into phase periodically, at twice the frequency of the fundamental. At the square wave edge 
(A) 
(B) 
(C) 
(D) 
(E) 
Figure G: Cross sections of patterns (A F) employed by Ratliff cl al. (198:3) to study the effect 
of adjacent stimuli on Mach lmnds. Bars of sufficient contrast and sufficiently close to the ramp 
inflection point destroyed the adjacent Mach band. A triangular shaped adjacent stimulus (D) 
enhanced Mach bands, while a Gaussi<w shaped stimulus (E) ha.d little or no effect. 
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location, all harmonics have phases 1rj2 (assuming a cosine Fourier expansion). For the delta 
function (or bar), all harmonics have phases 7f (at the peaks). Therefore, the edge and the bar 
(or band) correspond to the points of maximum phase congruence. Morrone and Burr (1988) 
have proposed that such points always mark visually salient features (see discussion on the 
Local energy model below). 
A 
9~--t--=~~7 
f)~ 
0.18T 0.5T 0.18 T 0.5 T 
Figure 7: Illustration of phase congruence. The three first harmonics of a smoothed square 
wave (left) and a series of delta functions (right) are shown below the respective 1-D luminance 
distributions. Note that at the edge (i.e., the mean luminance cross-over) and at the bar the 
phases of the three harmonics shown come into register. From Burr and Morrone (1992). 
Morrone and colleagues noted that while the edge of a square-wave has the Fourier compo-
nents coming into register with a phase of ±1r /2 (see Figure 7), the components of a triangle-
wave come into phase at the spatial locations corresponding to the luminance peaks of the 
waveform where the arrival phases are 0 for positive peaks and 1r for negative peaks. For a 
trapezoidal wave the Fourier components never all come into phase exactly, but phases are 
most similar at the positions where the ramps meet the plateaus, where they are 0 and 1r, as 
in the triangular wave. A phase grouping of 0 and 1r is typical of that produced by bars (or 
delta functions as shown in Figure 7) and Morrone and colleagues hypothesize that it may be 
the signal that produces or is associated with Mach bands. 
The relationship between phase and Mach bands as proposed by Morrone and colleagues 
is illustrated by considering the stimulus in Figure 8 showing the effect of manipulating the 
phase spectrum of a trapezoidal wave. For this stimulus, all components have been shifted 
in phase by 1r /2 to produce the Hilbert transform of the trapezoid. No Mach bands are seen 
and the pattern appears to have sharp transitions (edges), although no corresponding abrupt 
luminance changes are present at those locations. Edges are seen at the points where Mach 
bands appeared on the original tra.pezoidal w<tveform. The awrage phases at these points are 
±Ir /2 which is characteristic of edges, instead of 0 or 7r as in the trapezoidal wave which is 
characteristic of bars. 
Morrone ct al. (1989) studied triangular and trapezoidal waveforms and determined con-
trast thresholds for seeing Mach bands. They also measured contrast thresholds for detecting 
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Figure 8: Example of the effect of the manipulation of the Fourier spectrum of a trapezoidal 
wave. All components have been shifted in phase by 1r /2. No Mach bands are seen. 
"residual waveforms" which were constructed from the triangular and trapezoidal waveforms 
by removing the first block of harmonics with 1r / 2 phase (Figure 9)2. Residual waveforms 
were studied to clarify the relationship bet ween phase information and Mach bands. Note that 
when the residual waveform is just undetectable, all remaining detectable components of the 
waveform have phase 1r /2 at t he mean-luminance cross-over point (these have actually been 
removed from the stimulus), which is characteristic of edges (see Figure 7). It is assumed 
here that t he visual system is behaving linearly; the first block of harmonics all have higher 
amplitude and t herefore should have been detectable if present. As the stimulus contrast of 
t he res idual waveform is increased and t he higher harmonics become visible (their amplit udes 
are sufficient to elicit detection), p hases become more similar at the positions corresponding to 
where the ramps meet plateaus where phases average 0 or 1r as in a bar; remember again that 
the first block of components wi th phase 1r /2 is not present in residual waveforms. Therefore, 
the prediction is that the threshold contrast for detecting residuals should be very similar to 
the threshold contrast for seeing Mach bands since both depend on Fourier components with 
phases 0 or 1r . Figure 5 (filled circles) shows sensitivity for detecting residual waveforms which 
follows rather closely thresholds for seeing Mach bands, confirming Morrone et al. 's predic-
tion. Morrone et al. suggest then that Mach bands are visible on trapezoidal and triangular 
wavefo rms if the corresponding residual waveforms are independently visible. 
Ross et al. (1989) also presented the results of masking experiments where masks that 
reduce sensi tivity to the residual waveform reduce sensitivity to Mach bands to the same 
degree, lending further support to the notion that Mach bands are visible if the corresponding 
residual waveforms are independently visible . 
2 For example, the first and third harmonics were removed from certain trapezoids. 
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Figure 9: Luminance distribution for trapezoidal and associated residual waveforms used by 
Morrone ct al. to study phase information and Ma.ch ba.nds. Detection thresholds for residua.! 
waveforms follow the thresholds for seeing Ma.ch bands very closely. 
3.4 Dependency on Low-Pass Filtering 
Ross ct a.l. (1989) also investigated the effect of low pass filtering on contrast thresholds 
for seeing Mach bands. The filter employed was a Gaussian of variable frequency constant. 
The contra;;t required to see light and dark Mach bands was measured a.t each of a. range of 
cut-off frequencies of the filter. As the cut-off frequency of the Gaussian filter increases, the 
trapezoidal luminance waveforms a.re subject to less and less blurring the inflection points 
become "sharper." Accordingly, Ross c/; a.l. (1989) reported that a.s the c:tit-off frequency of 
the filter increased, sensitivity for seeing Mach bands increased. 
3.5 Dependency on Adaptation State 
Bekesy (1968b) studied the appearance of Mach bands for the dark adapted eye. He employed 
a trapezoidal modulation of luminance a.Jl(l studied the qualitative appearance of the bands as a 
function of exposure duration following the period of dark adaptation. For exposure durations 
of less than about 0.125 sec. no Mach band;; were seen. For exposure durations of 2 sec. two 
weak light Mar:h ba.nds appeared. For longer exposure times (10 sec.) the two light bands 
remained of the same brightness, but the ramp and low luminance plateaus became darker, 
producing nanower and more pronounced light Mach bands. Bekesy (1968b) c:onduded that 
the brightness of the light Mach band seems to vary little with light-adaptation ·---exposure 
time after dark-adaptation. 
The experiments reported above by Ross c/; al. (1981) were also perforrned in the dark 
adapted :otate. In this case Maeh bands were never· :oeen (regardless of spatial frequency). 
According to Ross ct al., their patterns always appeared as undistortecl light and dark plateaus 
- -
separated by a ramp. Although details are not provided, the results of Ross e/: al. were probably 
obtained while subjects were still dark-adapted - thus, consistent with the observations of 
Bt'Msy (1968b). 
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3.6 Mach Bands and Color 
There is no general agreement on the appearance of Mach bands in pure color (isoluminant) 
stimuli. Several reports have claimed that the cbromat;ic analogue of Mach bands does occur, 
although these have been contested as possibly due to luminance differences. The cunent 
weight of consensus favors the view that chromatic Mach bands do not occur. The interested 
reader may consult Pease (1978) for a review and Gur and Syrkin (1993) for a recent report; 
see also Savoy (1987). 
3. 7 Luminance Distributions 
The ramp-like luminance distribution that is usually associated with Mach bands is not the 
only one to elicit the effect. Mach himself was aware of this fact and investigated other 
types of luminance distributions. Figure 10 shows some of the distributions that have been 
investigated. Note that it is not even necessary that the luminance distribution have a plateau. 
Two ramps meeting at a point will typically generate the percept of a band at the position 
they meet. In the triangular distribution shown in Figure lOB, although the positions where 
the two ramps metct are positions of highest and lowest luminance and in this sense the bright 
and dark bands nw.y not be deemed as "illusory," such bands share threshold properties with 
those in trapezoidal waveforms and indicate that common mechanisms may be involved (Ross 
e/; al., 1989). Note that if the plateau regions of a trapezoidal waveform are made increasingly 
smaller, the two adjacent, sa.y light, Mach bands merge into a single band in the limiting case 
where the trapezoidal modulation becomes a triangular one. 
LUMINANCE BFliGHTNESS 
(ll) /V~ 
(C)~ 
(D)~ 
Figure 10: Some luminance distributions that have been studied a.nd associated brightness 
profiles. 
3.8 Physiological Studies 
Syrkin, Yinon, and Gur (1994a) investigated the responses of odd- and even-symmetric simple 
cells in cat area 17 to luminance distributions including steps and ramps of different widths 
(slopes). As expected, even-symmetric cells responded better to ramp stimuli, while odd-
symmetric cells responded better to abrupt steps. It should be noted that the responses were 
not very localized in space, usually being stronger around the middle of the ramp (for even-
symmetric cells) or at the location of the step (for odd-symmetric cells). Figure 11 shows 
the responses of cells to ramps of various widths. It is interesting to observe the resemblance 
between even-symmetric cell responses to ramp stimuli and the psychophysical sensitivity to 
Mach bands (sec Figure 5). 
1 
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Figure II: n.esponses of area 17 cells of the cat to luminance ramps of various widths from 
the study of Syrkin et al. (1981). The even-symmetric responses should be compared to the 
experimental data shown in Figure 5. 
3.9 Summary of Experimental Findings 
3.9.1 Mach Bands Are Stronger for Ramps 
'J'he most conspicuous result of the recent psychophysical findings is that Mach bands are 
more pronounced for luminance ramps of intermediate width, being weak, or nonexistent, for 
a luminance step. The inconsistency of such result and the lateral inhibition account has 
been repeatedly pointed out. At the same time, it is not entirely clear why Mach bands were 
observed in luminance steps in a few of the early studies. Two of the studies reporting Mach 
bands on luminance steps employed experimental techniques involving the temporal dynamics 
of brightness perception. Br;kesy (1968a) employed flicker photometry and Davidson (1966) 
employed brief presentation times. It is possible that in such experimental paradigms Mach 
bands are also strong for luminance steps. Overall, very few studies have explored the temporal 
dynamics of ivlach bands and experiments are greatly needed here. 
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It should also be noted that even the sharpest luminance step is degraded because of 
imperfections of the eye. In fact, the blur is considerable and estimates of the "line spread 
function" of the human eye provide one such measure. For example, a vertical line of 1.6 
arcscc, may span 10 arcrnin or more on the retina (Krauskopf, 1962). Therefore, not only 
"perfect" physical steps do not produce perfect steps on the retina, but certain experimental 
paradigms may be more subject to smoothing in such a way that steps would produce narrow 
ramps. The possibility that these effects may be involved in the perception of Mach bands at 
abrupt luminance transitions needs to be carefully investigated. 
3.9.2 Asymmetries of Light and Dark Bands 
There are several asymmetries between the appearance of light and dark Mach bands. Studies 
diverge as to whether light bands are stronger than dark bands or vice versa. Most of the early 
studies described light bands as more pronounced than dark bands--- light bands are brighter 
than dark bands are darker---- and thinner (Ratliff, 1965, p. 55). Several investigators have 
claimed that dark bands are stronger instead (Gur and Syrkin 199:3; Thomas, 1965; Ross el 
al., 1989). The discrepancy may be related to the experimental procedures employed. Gur 
and Syrkin (199:3), Thomas (1965) and Ross cl. al., (1989) all measured contrast threshold 
for seeing Mach bands. Most early experimental investigations employed brightne~;~; matching 
paradigms (supra-threshold). Further experiments are needed in order to clarify this issue. 
The dependence of light and dark bands on gradient ~;lope also diiTers, with light bands being 
much more sensitive to changes (Ratliff, 1965; Fiorentini, 1972; but see 'I'hornas, 1965). The 
preliminary results on dark-adaptation by Bekesy ( HJG8b) also indicate that light and dark 
bands behave differently. Several authors have suggested that while light and dark bands may 
be subserved by common rnechani~;ms they may be mediated separately (Cur and Syrkin 1993; 
'I'homa~;, 196!\; 0ee also Morrone ct aL, 1989). One pos;;ibility is that light and dark bands are 
~;ubserved by ON- and OFF-systems (Ratliff ct al., 198:3). 
:{.9.3 Synergy between Theory and Experimentation 
The recent findings also reveal the synergy between theory and experimentation. Once theo-
retical frameworks were able to ernerge that provided alternatives to the lateral inhibition or 
contrast sensitivity approach to vision, researchers were able to formulate new experimental 
paradigms that explored new aspects of the appearance of Mach bands and their relationship 
to other early vision processes. The studies of Morrone, Burr and colleagues on the importance 
of phase information for visual processing illustrates this point well. 
The recent physiological studies of Syrkin ct al. (1994a,b) demonstrate the potential of 
integrating physiological, psychophysical, and computational approaches, as was done in the 
early studies of Mach bands, of which Ratliff's work is perhaps the best example (Ratliff, 1965). 
However, while such avenues for research are very promising, their interpretation requires care. 
In the context of Syrkin ct al.'s (1994a) work, while it is interesting to note the resemblance 
between cell responses to ramp stimuli and the psychophysical sensitivity to Mach bands 
(which, incidentally, the authors do not note; compare Figures 5 and 11), it is premature to 
conc:lude that "simple cells may be the physiological basis for the Mach band phenomenon" 
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(Syrkin et aL, 1994, p. :326). First, more detailed analysis of the dependency of cell response 
and spatial frequency selectivity is required. Second, care must be taken when ascribing the 
explanation of a perceptual effect to the responses of single cells (see Teller, 1980, 1984). 
Finally, to the extent tha.t odd- and even-symmetrical cells deserve their names at all, they 
will, by definition, respond more strongly to edges and ramps, respectively. The observation 
that actual simple cells behave in this way is important, but hardly suffices to indicate that 
these constitute the basis for the perception of Mach bands. 
4 Other Brightness Effects 
An effect that is often discussed in the context of Mach bands is the Chevreul illusion, named 
after the French chernist Michel-Eugene Chevreul (18:39). Figure 12 illustrates both the lumi-
nance distribution and a schematic representation of the perceived brightness with its "scal-
lopy" or "fluted" appearance. Several researchers have described the Chevreul illusion as 
essentially the same <LS Mach bands (e.g., Hnrvic.h, 1981, p. 164). While the two illusions are 
superficially similar, it is irnportant to distinguish between them, especially given the large 
body of evidence rohowing that lurnina.nce stepo do not produce Mach bands under most con-
ditions, if at all. Ross ct aL (1981) investigated both the Chevreul illusion and Mach bands 
and suggest that different physiolo)2;ical mechanisms may nndcrly their perception since the 
Chevreul illusion is a) unaffected by dark adaptation; b) is present both at low and high 
spatial frequencies (up to at least 15 panels/deg); and c) the scalloping alternates with the 
veridical appearance (i.e., the percept in Figure 12 alternates with the percept of an undis-
torted staircase). An important property of stimuli that produce the Chevreul illusion is that 
they have at least thn:cpanels (Bek6sy, 19G8b). One step is no!, sufficient to generate the effect, 
but at. least two are necessary (aside from the "outer border edges"). T'his often forgotten re-
quirement demonstrates that any links between Mach bands and the Chevreul illusion require 
careful in verotigation. 
Figure 12: Chevreul illusion. Staircase luminanc.e distribution (top) and schematic represen-
tation of the perceived brightness (bottom). 
Mach bands have often been linked to brightness contrast effects suc.h as found in in-
troductory perception textbooks where a mid-gray square is displayed on different intensity 
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backgrounds. One of the important conclusions of the Ratliff ct al. (1983) study is that these 
contrast phenomena are not Mach bands. They point out that if the border contrast at a step 
were itself a. Mach band then a nearby step (of the proper polarity) should enhance rather than 
attenuate (as they found) the adjacent Mach band. Note that their triangular stimulus (see 
Figure GD) had a. dear enhancing effect on the adjacent Mach band. At intermediate distances, 
a triangular stimulus produces a b<wd twice the usual width, as the bands of the triangular 
stimulus and the ramp "fuse." Although Mach band and local border contrast phenomena are 
most likely different effects, they may interact. 
van den Brink a.nd Keernink (1976) have investigated the perception of luminance sawtooth 
distributions and proposed that they are subserved by a different set of mechanisms than Mach 
bands. They were interested in investigating whether Mach bands and "edge effects" such as 
produced by Craik-O'Brien cusps are produced by the same mechanisms. Their main finding 
was that the perception of certain sawtooth patterns depended on interpretation (being seen 
a.s two- or three dimensional), suggesting to them that these patterns a.re subject to more 
"central" processes, as opposed to being due to lateral inhibition mechanisms at the retina 
as was suggested by some for Mach bands at the time. Given that current models predict 
that Mach bands occm no sooner than area Vl where simple and complex cells are found, 
and the recent re:mlts on the influence of factors such as shape, transparency, a.nd shadows on 
brightness perception (Knill and Kersten, 1991; Adelson, 199:3; Pessoa, Grunewald, and Ross, 
1994), it would be inst.mctive to investigate whether Mach bands can be affected by these 
or other "high-level" effects. Hodgkinson and O'Shea (1994) showed t.ha.t Mach bands can be 
interpreted as specular highlights in computer graphics displays ( a.n effect. t.ha.t can be observed 
by displaying a trapezoidal wave on a CHT) and studied their effect on perceived glossiness. 
5 Recent Theories 
Since Mach (1865) first reported thern, Mach ba.nds have attracted a large number of investi-
gators who have a.tternpted to explain the phenomenon. The theories reviewed below vary in 
complexity. Most were proposed as general schemes for understanding early visual processing, 
and have addressed the issue of the appearance of Mach bands to different. extents. Some are 
proposals specific to Mach bands. While all proposals greatly differ from one another in detail, 
they can be grouped in three classes: a) feature-based; b) rule-based; and c) filling-in. Feature 
based theories postulate that edges and lines are basic primitives of early vision. Specific pro-
posals differ in the ways primitives are detected and how the detection operators ·----i.e., even-
and odd-symmetric mechanisms-· - interact when more tha.n one type is used (competition or 
cooperation). Rule-lntsed theories ma.y also employ prirnit,ive features, but what distinguishes 
them is a stage of brightness description by the application of a. fixed set of rules interpret-
ing wha.t the convolution responses map to. Filling-in theories propose that the spreading of 
neural activity within filling-in compartments produces a response profile isomorphic with the 
percept. A major conceptual difference exists between feature-based and ruled-based theories 
on the one hand, and filling-in theories on the other. According to the former, one of the 
main tasks of the visual system is t.o detect salient features (e.g., lines and edges). Most of the 
"detail" in scenes is ignored. The latter theories attempt to build representations that preserve 
the geometric structure of percepts. These ideas will be expanded in the next section. 
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Seven recent models have attempted to account for Mach bands. The first four are feature-
based, the next two are rule-based, and the last is a filling-in proposal. All models are multi-
scale theories of vision. 
• Inhibition of edge and bar detectors (Tolhurst, 1972). 
• Local energy (Morrone and Burr, 1988). 
• Multi-channel (Fiorentini et aL, 1990). 
• Cell assernbly (du Buf, 1994). 
• MIRAGE (Watt and Morgan, 1985). 
• MIDAAS (Kingdom and Moulden, 1992). 
• Filling-in (Pessoa, Mingolla, and Neumann, 1995). 
The following discussion will concentrate on the different ways in which these models ac-
count for Mach hands --- the application of these models to other phenomena is beyond the 
scope of the present article. A striking feature of the recent formalisms is that all provide 
explicit explanatiom for the lack of Mach bands on luminance steps, and special attention will 
be paid to how this is accomplished. A central theme of the discussion below will concern the 
nature of the "decoding rules" or linking proposiliions (Teller, 1980, 1984) employed, implicitly 
or explicitly, by each model. These propositions, or hypotheses, are directly related to key 
issues of current visual science, such as the use of multiple spatial scales, and the types of 
visual "features" (e.g., lines and edges). 
5.1 Feature-based Theories 
5.1.1 Inhibition of Edge and Bar Detectors 
'I'olhurst (1972) showed that adapting to a pattern of, say, left-right symmetry (e.g., a lumi-
nance step) produced greater threshold elevation for test patterns of the same polarity than 
to p<ttterns of the opposite polarity. This was taken as evidence for the existence of odd-
symmetric operators-- "edge" detectors in the visual system. Tolhurst also suggested that 
spatially limited mutual inhibition between bar and edge detectors could be used to explain 
several brightness illusions, including Mach bands. Consider a luminance ramp that elicits 
Mach bands. The optimal edge detector response is on the middle of the ramp, and the op-
timaJ bar detector responses are at the inilection points. As long as the bar detectors are far 
enough from the edge detectors so as to not be inhibited by them, they will signal the presence 
of bars, i.e., light and dark Mach bands (Figure l:JA). Tolhurst's proposal can also account for 
why Mach bands are not seen on a step. For such luminance distribution, both edge and bar 
detectors located at or near the step arc activated. Since the edge detectors will be maximally 
activated, they can suppress the smaller activity of the bar detectors activated by the step. 
No Mach bands are seen (Figure l :313). 
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Figure 1:3: Scheme proposed by Tolhurst (1972) to account for Mach hands. (A) Edge and bar 
detectors respond maxirnally a.t different po:;ition:; along the ramp (;;ee arrows). If maximal 
edge and bar responser; are far enough from each other, a;; in a rarnp, the bar detectors are not 
inhibited and arc able to signal Mach bands. (B) In a luminance step, edge detector;; inhibit 
nearby bar detectors. No Mach bands are predicted. 
19 
Ratliff (1984) set out to test Tolhurst's scheme by positioning a biphasic bar in the middle 
of a narrow luminance ramp. According to Ratliff, the variable contrast hiphasic bar would 
provide independent control of the strength of the two competing mechanisms. High contrast 
biphasic bars would produce strong responses from odd-symmetric operators in the middle 
of the ramp and strong attenuation of the bands. For low contrast biphasic bars, the weak 
inhibition from the bars would not be able to remove the bands. As mentioned above, his 
finding was that as the contrast of the biphasic bar was increased light and dark band width 
decreased. The results were taken as evidence that some version of Tolhurst's scheme was 
correct. 
The Tolhurst-Ratli{f scheme is attractive due to its simplicity. It relies, however, on interac-
tions between multiple spatial scales. Only coarse scale odd-symmetric cells respond strongly 
for the ramp center and can signal an edge. At the same time, small scaJe even-symmetric 
cells are required for responding at the inflection points and signaling bars. There are several 
ways to specify Tolhurst's scheme as a functioning model, but all need to prevent "spurious" 
responses from occurring so that even- and odd-symmetric mechanisms do not signal extra 
fea1;mes at incorrect locations. Some problems of the Tolhurst- Ratliff scheme will be discussed 
in the next section. 
5.1.2 Local Energy 
Although models of early visual processing differ widely, they share the property that in-
coming inputs are first filtered by even-symmetric receptive-field like operators; <1 few use 
odd-syrnmetric opemtors instead (e.g., Canny, 1986). Morrone <tnd Burr (HJ88) proposed that 
by combining the output of both even- and odd-symmetric operators, it i:; possible to <tccount 
for a large body of psychophysical data. Their model ernploys two :oct:; of matched operators 
and uses them to obtain a "local energy" rneasure at every location of the visual scene. Loc<tl 
energy is defined as the squ<tre-root of the sum of the squares of the filter responses and is used 
to indica!,(~ the positions of "features." Figure 11 illustrates the main cornputations of the local 
energy model. 1) 'I'he stirnulu:o is filtered by even- and odd-synnnetric operators (possibly in 
multiple scales). 2) Local energy is computed at every position. :3) At the po:oitions where en-
ergy peaks (and only there), the outputs of even- and odd-syrnmetric operator:o determined in 
I) are compared. If the odd-symmetric response is greater than the even-symmetric response, 
an edge is present, otherwise a line is present. 
The local energy rnodel predicts the presence of Mach bands for several wavcforrn types. 
At the position where a luminance ramp meets a, phtteau, a pe<tk in local energy occurs. Since 
the activity at ouch positions is greater for even-symmetric operators, the feature is signaled as 
a line, or band. For a step lurninance distribution, no band will be signaled since the peak of 
local energy at the step is associated with oclcl-syrnmetric responses ········· the signal for an edge. 
Ross et al. (l\J8\J) have shown excellent data fits demonstrating that the local energy model can 
quantitatively match several results on Mach bands. Moreover, Morrone, Burr and colleagues 
have shown how the model can quantitatively address several other effects (Morrone and Burr, 
198il), including a new (modified) Chevreul illusion (Morrone, Burr, and Ross, 1994). 
The local energy model proposal is similar to that of Tolhurst (1972) in that both schemes 
employ pairs of orthogonal operators. The most important difference is that while Tolhurst in-
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Figure 14: Lout! energy rnodel of Morrone and Burr (1988). Local energy is computed at every 
position. 'l'he positions at which it peaks mark visually salient features (i.e., lines and edges). 
At those positions, the responses of even· and odd-symmetric operators are compared in order 
to indicate the type of feature associated with the peak. 
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vokes mutual inhibition between the two types of operators (in order to eliminate bar responses 
at a luminance edge), Morrone and Burr suggest that they cooperate in the computation of 
local energy - an operation which indicates visually salient features. 
Physical contrast determines the appearance of many st;imuli. This is a problem for the local 
energy model since the positions of the peaks in local energy that constitute the output of the 
model and signal important features, are invariant with regard to input stimulus amplitude (see 
also Kingdom and Moulden, 1992). Thus the model cannot, without modifications, account for, 
say, why the missing fundamental stimulus is perceived differently as a function of contrast; 
as a square-wave for low contrast and with the "veridical" cusps for higher contrasts. The 
same problem is encountered when processing low and high contrast sinusoidal waves -· the 
latter is perceived in a deformed way while the former in a more veridical form. Perhaps hy 
applying an initial compressive non-linearity before the computation of local energy, some of 
these problems may be overcome. 
5,1.3 Multiple channels 
As discussed, the lateral inhibition model of Mach bands is incorrect since it predicts that 
the effect should be strongest at a luminam:e step. Fiorentini ct a!. (1990) described how a 
single--scale model (see Figure 2) can be extented to rnultiple scales w as to account for this 
discrepancy. They propose the use of two channels, one selec.tive for high spatial frequencies 
(small-scale channel) and one selective for low spatial frequencies (large-scale channel). When 
applied to a luminance rarnp, the large-scale channel responds to the ramp just as it does to 
a luminance edge (Figure 15). This response can be associated with a brightness change from 
dark to light. The small-sca.le channel is insensitive to the ramp, responding only to the two 
inJiection points in the stimulus. Such responses are similar to the ones a small-scale channel 
wendel generate in response to dark and light bars alone and can be said to signal the presence 
of dark and light bars at the extremes of the rarnp. Finally, the overall percept is considered 
to be the cornposite of the large- and srnall-sca.le responses, which can be interpreted as a 
brightness step with flanking dark and bright bars. The bars correspond, of course, to Mach 
bands. 
When a lurninance step is processed by the same channels as above, they will all respond 
at the same location. The individua.l responses will be interpreted as signaling an edge, and 
so will the composite response. No flanking bands are signaled. 
The multi-chamrel proposal employs a single filter type. "Bar" responses are assumed 
whenever any stimulus locally produces a response that is similar to the one elicited by a 
luminance bar itself. "Edge" responses occur whenever a stimulus locally produces a response 
that is sirnilar to the one elicited by a lurninance step itself. In order to be operational, how-
ever, the scheme needs to formalize the notion of similarity. The rule-based models MIRAGE 
and MIDAAS that are discussed below can be viewed as examples of proposals to formalize 
similarity through the use of explicit decoding rules employing the pattern of zero-crossings 
(Marr and Hildreth, 1980) produced by filtering. 
22 
Figure 15: Multi-chamwl explanation of Mach hands with small- and large-scale channels. 
The small-scale channel signals light and clark bands, and the large-scale channel signals a 
dark-to-light transition. 
5.1.4 Cell Assembly 
clu Buf ( 199:l) studied the responses of "cornplex" simple cells to lines and edges. His simple 
cells are operators that ca,n be understood as abstractions of two simple cells, both centered 
at the same location, but in quadrature (i.e., having a phase difference of 1r /2). clu Buf (1994) 
extended this analysis to investigate how such operators react to luminance ramps. The main 
computational stages of the cell assembly model are: 1) 'I' he stimulus is filtered by "complex" 
sirnple cells at several spatial scale,;. 2) 'These signals are ernploycd in a process of visual 
reconstruction to predict visual appearance. 
'fhe question du Buf ( 1994, p. 4!54) poses hirn,;elf is the following: "when there arc event 
detectors that act on the basis of the simple cell respon,;es ... what infonnation would they use 
and how would the information at different scales be combined?" du Buf proposes a "syntac-
tical reconstruction principle" whereby the initial filtering responses are interpreted in terms 
of Gaussian lines and crTor-Junction-shaped edges. In other words, the basic reconstruction 
vocabulary is composed of lines and edges. For the processing of a trapezoidal wave, Gaussian 
lines correspond to blurred versions of the filtering overshoots and undershoots at the inflec-
tion points. Error-function-shaped edges correspond to blurred or smoothed edges associated 
with the luminance rarnps. 'fhc final rec:on,;tructed waveform is a trapezoidal waveform with 
overshoots and undershoots. Mach bands are the result of how the reconstruction process re-
covers lines and edges (Figure 16). The reconstruction process docs not generate undershoots 
and overshoots to abrupt luminance transitions, correctly predicting that no Mach bands arc 
seen. This occurs since only an error-function-shaped edge is used in the reconstruction of a 
lurninanc:e step. 
du Buf (1994) also shows simulation results illustrating the attenuation of Mach bands 
in the case of a bar located in the middle of the ramp, as observed experimentally (Ratliff, 
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Figure IG: lllu:otration of the :oyntactical rccon:otruction process of Mach bands by cell assembly 
mock!. (A) Tra.pezoiclal luminance. Error function-:ohapecl light (B) and dark (C) edges. (D) 
Sum of (B) and (C). (E) Gaussian line:o asoociated with the inflection points. (F) Sum of 
Gaussian lines. (G) Final c:ornbination corre:oponding to the sum of (D) and (F). Adapted 
from du Buf (1994). 
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1984). Although the model results are consistent with the data, the model needs to be more 
completely specified in order to be properly evaluated. 
5.2 Rule-based Theories 
5.2.1 MIRAGE 
The MillAGE model of Watt and Morgan (1985) was proposed to provide a general symbolic 
description of local luminance changes in visual stimuli. In effect it can be understood as 
a development of the framework originally proposed in Marr's ( 1982) concept of the Primal 
Sket,ch; see Watt (1988). MIRAGE transforms a. visual scene into a spatially ordered list of 
discrete (symbolic) primitives and can be described in 5 computational stages. 1) The stimulus 
is first filtered by even-symmetric operators at several spatial scales. 2) The responses are split 
into their positive and negative portions. :3) All positive signals are added together across 
scales (T+); the same is done for negative signals (T·). 4) The resultant signals are then used 
to generate a list of primitives. There are two types of primitives, a zero-bounded response and 
a region of ina.cl;ivity. 5) Finally, three fixed rules are used in order to interpret the sequence 
of primitives: the null rule corresponding to a luminance plateau, the edge rule, and the ba.r 
rule. This last stage allows inferences about luminance variations or brightness changes in the 
scene. 
T'he names of the three rules indicate that MIRAGE is interested in determining the main 
features present in images (i.e., lines and edges). MIRAGE postulates that this task can 
be accomplished by interpreting the distribution of zero-bounded responses and regions of 
inactivity (the 2 primitives). A zero-bourHled response corresponds to a peak of the filtering 
response bounded by two outer zero-crossings (Ma.rr and Hildreth, 1980). Regions of inactivity 
are also explieiUy encoded (see Watt and Morgan, 198:3). Edges are, then, indicated by a zero-
bounded response with a region of inactivity on only one side (the edge rule). Bars are indicated 
by a. zero-bounded response with a. region of inact;ivity on both or neither side (the bar rule). 
MIRAGE has atternptecl to explain brightness percepts such as the Chevreul illusion and 
Mach bands, a.rnong other phenomena. Figure 17 shows how the model accounts for Mach 
bands and illustrates the use of its rules. 'T'he activity associated with the inflection points 
of the ramp produces zero-bounded responses (stage 4) which are then interpreted by the 
bar rule (stage 5). Therefore, at the positions where Mach bands are generally perceived 
MIRAGE signals "bars," or bands'3• In the case of a luminance step (or a ramp of limited 
width), MIRAGE will trigger the "edge" rule at the position of the step, thereby correctly 
predicting that Mach bands disappear at abrupt luminance transitions. MIRAGE predicts 
that the critical width for Mach bands should also apply for the Cbevreul illusion (Watt and 
Morgan, 1985; p. 1666). This issue has not. been experimentally investigated. 
MIRAGE has not been used to provide quantitative predictions on Mach bands. In this 
context, Ross cl: al. (1989) have pointed out that it cannot account for the close dependence of 
Mach bands on spatial frequency. According to them, MIRAGE does not account for the fact 
that as ramps decrease in width, Mach band strength decreases. Instead, MillAGE predicts 
3Jn generating Figure 17 it was assurned that the input was initially flltcrecl with ON-eenter OFF-surround 
even-syrnrnetric opcrat01·s. Watt and Morgan (1985) use, instead, OFF-center ON-surround operators. 
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Figure 17: MIRAGE and the perception of Mach bands. (A) Ramp luminance distribution. 
(B) Positive and negative surnrned across scales signals Cr+ and T-). These signals correspond 
to overshoots and undershoots frorn the initial filtering that have been separated. (C) Rules 
triggered at given spatial locations (N: null rule; B: bar rule). Note that the bar rule was 
triggered twice clue to the zero-bounded responses originating from the ra.rnp in!lection points. 
The triggering of the bar rule indicates the Mach bands. 
. . . 
just the opposite (before Mach bands disappear altogether). 
5.2.2 MIDAAS 
Kingdom and Moulden ( 1992) hav<~ proposed a multi-scale model of brightness perception 
called MIDAAS which has addres:oed a large set of brightness stimuli. MIDAAS has five pro-
cessing stager,;. 1) Light adaptation is performed by <1 mechanism of gain control. 2) The 
stirnulus is filtered at multiple spatial :ocales. :3) The outputs are thresholdecl and subject to 
a power law transformation for each scale. 4) The filtered responses (stages 1-3) are used to 
generate symbolic descriptions of brigh\,ne:o:o changes for each :opatial :ocale sepaxately. More 
preci~ely, after the input is wnvolved, intcrpn:tation ndcs are used to determine the brightness 
prediction associated with each ~patial scale. Rules specify how filtered responses are inter-
preted in terms of single-scale brightness predictions according to properties of the filtered 
responses, i.e., the pattern of zero-cros:oings. 5) Stage five combines the outputs of all scales 
by averaging the reconstructed profiles. This averaged across scales output corresponds to the 
final predicted percept. Figure 18 illustrates the behavior of the interpretation rules used by 
!vl!DAAS showing how filter responses are interpreted as indicating the presence of an edge 
(A), and a ba.r (B,C). 
!vl!DAAS can account for both triangle and trapezoidal Mach hands. This is obtained by 
employing interpretation rules that allow the model to preserve overshoots and undershoots 
of the convolved responses. At positive and negative inflection points of a. trapezoidal wave 
responses are produced indicating bars, or bands (for several scales); such as illustrated in 
Figure 18C for a triangle luminance input. The combination of these responses with one 
originating frorn the lowest spatial frequency that registers the overall trapezoidal modulation, 
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Figure 18: Brightness predictions generated by MIDAAS. Rules specify how filtered responses 
(middle) are interpreted in terms of single-seale brightness predictions (right) according to 
the pattern of 2ero-crossings and amount of contrast. Adapted from Kingdom and Moulden 
(1992). 
correctly predict;s the appearance of a trapezoidal wave. According to Kingdom and Moulden 
( 1992), MIDAAS can account for the effect of spatia.! frequency on Mach band appearance 
(although no sirnulations are shown), and correctly predicts the absence of Mach bands for a 
square wave since no "bar responses" are produced (see Figure 18D). Interestingly, MIDAAS 
can correctly predict the attenuation of Mach bands when bars are superimposed on the ramps 
(Ihtliff, 1984). Kingdom and Moulden (1992) conclude that no mutual inhibition between odd-
and even-syrnrnetric operators is required to account for this effect, as postulated by Ratliff 
(1984); see below. 
As is the ease for other rule-based theories, the power of MIDAAS stems directly from 
its set of interpretation rules. Even more for MIDAAS, as its rules are tailored to brightness 
perception, and are not "general rules" (such as in MIRAGE). 
5.3 Filling-in Theories 
5.4 Contrast- and Luminance-Driven Brightness Perception 
Filling-in models propose that spreading of neural activity within filling-in compartments pro-
duces a response profile isornorphic with the percept (Fry, 1948; Walls, 1954; Gerrits and 
Vendrik, 1970; Hamada, 1984; Cohen and Grossberg, 1984; Grossberg and Todorovic, 1988). 
Traditionally it has been assumed that filling-in models cannot account for Mach bands (e.g., 
Kingdom and Moulden, 1992, p. 1579; Blommaert and Martens, 1990, p. 27). One reason 
is that filling-in as specified by boundary-gated diffusion has been fnnclionally interpreted 
to mean "averaging between edges" ·-- i.e., the final equilibrated output is constant within 
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a region. This is eertainly a. possible outeome produced by filling-in models. However, the 
emphasis of such models is in the role of contours, or boundaries, in determining visual surface 
pereeption. Whether "brightness" is completely uniform or not within such regions is not the 
central issue. 
The remarks on filling-in and Mach bands above are interesting in view of the fact that 
historically filling-in mechanisms were suggested, in part, in order to account for the lack of 
Mach bands on sharp edges4 • For example, Fry (1948) introduced a "frequency-equalizing" 
mechanism having as one of its functions the reduction of brightness gradients adjacent to 
sharp edges. 
Pessoa, Mingolla, and Neumann (1995) presented a filling-in model of brightness percep-
tion based on previous work by Grossberg and colleagues on the Boundary Contour System 
and Feature Contour System (Cohen and Grossberg, 1984; Grossberg and Mingolla, 1985a,b; 
Grossberg, 1987; Grossberg and TodonJVI'c, 1988). The model accounts for Mach bands and 
other stimuli by employing boundary computations that are sensitive to luminance steps as 
well as luminance gradients. Following the proposal of Neumann (199:), 1994), two processing 
streams were employed, a contrast-driven channel and a luminance-driven channel. There are 
four main computational stages. 1) The input. stimulus is decomposed into separate contrast-
driven and luminance-driven representations. 2) Contrast-driven signals from ON/OFF filtering 
arc employed to produce boundaries. :l) Contrast-driven signals are also used as feature signals 
that undergo boundary-regulated diffusion. 4) Contrast-driven and luminance-driven signals 
are recombined providing the final model output. 
When processing a luminance ramp, spatially extended boundary signals of sufficient; am-
plitude which Grossberg and Mingolla (1987) called boundary webs~-· are generated which 
are able to "trap" the overshoots and undershoots present in the feature signal, producing 
Mach bands (see Figure 19). Note that filling-in contributes only to the production of the light 
and clark bands and tha,t the rarnp modulation originates from the luminance-driven channel. 
For a luminance step no Mach bands are generated since the boundary computations produce a 
localized signal (at the eclp;e) that allows the diffusion of the overshoot and undershoot, thereby 
uniformizing the brightness distribution around the edge (see Figure 20). For the luminance 
step, a localized bouncla.ry signal is generated clue to the abrupt; luminance transition. 
The filling-in model presented by Pessoa c/; al. (1995) differs from other proposals by 
Grossberg and colleagues (e.g., Grossberg and T'odorovic~, 1988) by employing explicit repre-
sentations of contrast-driven and luminance-driven information and by employing boundary 
computa.tions sensitive to both sharp and smooth luminance transitions. While the Grossberg 
and Todorovic~ (1988) implementation produced Mach band-like effects for some parameter 
choices, it did not account for the fact; that Mach bands are stronger for ramps and are weak, 
or inexistent, in luminance steps. 
4 SC'.vera.l researchers have discussed the fa.<:t. i.hat. most brightness c.ont.rast efl'ec.t.s are rather uniform over 
large areas and proposed underlying two-stage processes ···~···· i.e., lateral inhibition followed by some smoothing 
operation. See Ratliff and Sirovich (1978) for a discussion of this t;heme in the context of isomorphistic and 
non-isomorphistic neural representations. 
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Figure HJ: Filling-in model with contrast- and lurninancc-driven channels processing a lu-
minance ramp. (A) Lurninance ramp. (B) Contrast-driven signals from ON (top) and OFF 
filtering (bottorn). (C) Luminance-driven "low-pass" signaL (D) Boundary signals. (E) ON 
(top) and OFF (bottom) (equilibrated) fllling-in. (F) Final brightness. 
]) 
c 
A 
Figure 20: Filling-in model applied to a. luminance step. The same stages as in Figure 19 are 
shown. The ON (top) and OFF (bottom) adjacency of filtering (B) leads to the formation of 
localized boundaries. Filling-in (E) in the ON (top) and OFF (bottom) channels can proceed 
freely. 
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6 Evaluation and Comparison of Mach Band Models 
6.1 Summary of Theories 
All six models reviewed by Ratliff (HJ65) involved lateral inhibition and could be essentially un-
derstood as a single proposal. All of them failed to indicate that abrupt luminance transitions 
do not produce Mach bands. On the other hand, all recent proposals reviewed above correctly 
predict that this does not occur since all of them supplement lateral inhibition, or filtering, by 
either more sophisticated filtering schemes, or other mechanisms (e.g., rules). This obviously 
reflects the current move towards rnore sophisticated, mult;i-level, vision theories. Figure 21 
sumrnarizes the models reviewed. 
6.2 Representation 
The central assumption of most models reviewed is that one of the major tasks of the visual 
system is to quickly extract the most salient information from an image. ln the process, detail, 
such as the gradual variation of luminance, is lost. This philosophy underlies the choice of lines 
and edges as the basic pTirnitivcs of early vision and can be traced back to Marr's proposal 
of a Primal sketch as an early symbolic form of representation for scenes (Marr, 1976; Marr, 
I 982). 
Although the rnodels reviewed have different target domains, in general, the use of only lines 
and edges as the form of early representation is insuflicient. Models of early visual processing 
rnust go beyond the tagging of important luminance changes if they are to be used as the basis 
for rnid-lcvel vision processes such as the representation of shapes. Illusory contours (Kanizsa, 
1955, HJ7D) provide an striking example of the existence of contours (sornetimes accompanied 
by brightness changes) wh0~re no physical luminance changes occur. It is interesting to note 
that Marr was concerned with both intensity changes and their geornetricaJ organization in his 
(full) Prim;1l sketch and ernployed a rich set of primitives at this level: zero crossings, blobs, 
terrninations and discontinuities, edge segrnents, virtual lines, groups, curvilinear organization, 
and boundaries (Marr, 1982, p. :l7). In this context, Watt (1994) has recently proposed that 
the initial stages of human vision are more concerned with the whole area of the irnage than 
with the extraction of primitive features such as c~dges. Watt proposes the use of coarser spatial 
;;cales than those that are suitable for produdng edge rna.ps. The responses from such filters 
are then used as the basis for grouping operations (Grossberg and Mingolla, 1985a,b; Field, 
Hayes and Hess, 199:l). 
The irrrpoverished representation adopted by the recent, models has led several of them to 
predict that Mach bands occur on lurninance rarnps but to disregard the fact that a gradient of 
brightness is also perceived. For exarnple, MIRAGE codes the ramp as a region of inactivity. 
The Tolhurst and the Fiorentini cl. al. schemes predict that instead of a ramp, a brightness 
step is seen at the middle of the ramp. Brightness gradients are ubiquitous in natural scenes 
and need to be accounted for by theories that model brightness data. Moreover, smooth 
luminance gradients are required for the proper perception of :l-D shape and are employed by 
"shape-from-shading" algorithms (e.g., Bergstriim, 1977; Horn and Brooks, 1989). 
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Model 
Edge-Bar inhibition 
1--
MIRAGE 
Local energy 
Multi-channel 
MIDAAS 
Cell assembly 
Filling-in 
! ' ! 
Class Mechanism Multiple Scales Data fits 
! 
- -----
feature-based Bar response at inflections too far to be necessary 
i 
1 qualitative 
inhibited by edge response on the ramp 
+--
rule-based Bar rule Lriggered at ramp inflections i not necessary qualitative 
-----·-·--·-----------------------·----
.L 
feature-based Local enery peaks associated with I not necessary 
I 
quantitative 
even-symmetric operators I ! 
------·-··------·--
! 
--·--
__________ __j 
feature-based Small-scale channel signals bands and I necessary i qualitative 
' i large-scale channel signals step 
rule-based Symbolic rules preserve filtering necessary I qualitative 
overshoot and undershoot 
' I 
feature-based Line and edge reconstruction necessary ! qualitative 
-
filling-in Filling-in of filtering overshoots and not necessary I quantitative ' 
undershoots trapped by boundaries 
i i 
6.3 Interpretation Rules 
A critical assumption of rule-based models is the set of interpretation rules used to link con-
volution responses to brightness descriptions. MIDAAS differs from MIRAGE in that each 
spatial scale generates its own brightness description before a final across scale averaging. The 
most serious shortcoming of rule-based models is the need to revise their set of rules (the core of 
the models) in order to account for other eJ!'eets. For example, the specification of 2-D versions 
of MIDAAS and MIRAGE given their 1-D definition is far from obvious and probably will 
require new types of rules related to points, corners, and terminators (see Watt and Morgan, 
1985, p. 1668). An even more serious problem is the fact that a fixed set of rules will often err 
for new stirnuli; Pessoa ct al. (1995) discus;; a case in point for MIDAAS. 
6.4 Isomorphism and Filling-in 
The filling-in model reviewed ern ploys an isomorphistic: account of Mach bands. lsomorphistic 
theories of visual perception have been criticized for assuming a form of "look alike" linking hy-
pothesis (Teller, 1980) that is not logically necessary (RatlifF and Sirovich, 1978; Kingdom and 
Moulden, 1989; Dennett, 1991; O'Regan, 1992). A;; stated by Burr (HJ87, p. 1911), "Vision's 
goal is to extract. the e;;;;ential information about an image, not to produce another image." 
It should be pointed out, however, that the goal of filling-in theories is not to produce "other 
images" but to account for the geometric structure of percepts by employing a representational 
medium that is spatially organized --- through the u;;e of spatially organized fields of activity5. 
'I'he debate on whether filling-in occnr;; or not (e.g., Coren, 198:3; Grossberg, 198:3) should 
concentrate on gathering empirical evidence concerning the forms of representation employed 
by the visual ;;y;;tem. Are the underlying mechanisms discrete and symbolic or analog and 
Bpatia.lly organized? ln this respect, recent experimental studies on the temporal dynamics of 
brightness perception indicate a. proces:; of clifhwive filling-in based on edge information (De 
Valois, Web;;ter, and De Valoi:;, 1986; Paradiso, 1991; Paradiso and Nakayama, 1991; Hahn 
and Paradiso, 1995; Rossi and Paradi;;o, 1995a,b; Bee also Anington, 1994). 
6.5 Multiple Spatial Scales 
All model;; reviewed are multi-scale theories of early vision. Not all, however, require multiple 
scales in order to explain Mach bands. The Edge-bar inhibition, Multi-channel, Cell assembly, 
and MIDAAS models, all employ rnultiple ;;ca.Jes a.s an integral part of their account of Mach 
bands. 'fhe remaining model:; do not. ThuB, the role of multiple spatial scales in the perception 
of Ma.ch bands can be used in order to nanow clown the types of valid explanations. 
5Note also that filling-in theories include "symbolk" stages, such as t.he ones involved in categorization and 
object recognition (Grossberg and Mingolla) 1985a)) ). 
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6.6 Edge-Bar Inhibition 
Ratliff (HJ84) interpreted his results on Mach band attenuation by adjacent stimuli in terms 
of the mutual inhibition of bar and edge detedors (Tolhurst, 1972). However, both MIDAAS 
(Kingdom and Moulden, 1992) and the Cell assembly model (du Buf, 1994) have shown qual-
itative results consistent with the effect without employing such inhibitory interactions. The 
filling-in model of Pessoa ct al. can also account for the attenuation effect with the behavior 
of the boundary circuit. In their model, abrupt luminance transitions such as at a step lead 
to the sharpening of boundaries (see Figure 20). In the case of the bar stimuli employed by 
Ratliff et al., the sharpening triggered by the bar destroys the boundary signals that would 
norrna.lly register the adjacent Mach band by the trapping of filling-in (Pessoa, 1995). Thus 
the attenuation effects observed by Ratliff ct al. do not necessarily imply that the inhibition 
between bar and edge detectors is at work. 
Other objections to the Tolhurst- Ratliff proposal originate from considering the Ratliff et 
al. ( 198:3) data rnore c:losely. The proposal is not consistent; with the fact that both regular bars 
(Figure 6A H) and biphasic bars (Figure GC) attenuate Mach bands to similar extents. While 
biphasic bars more strongly actiwtte odd-symmetric, or edge, operators, regular bars more 
strongly activate even-symmetric, or bar, operators. Thus, regular bars should not attenuate 
Mach bands. The 'folhurst-Ratliffproposal also encounters problems explaining why the width 
of the adjacent stimulus is not important. Narrow bars (e.g., 2.5 arcmin) strongly activate only 
even-symmetric mechanisms, while wider one;; (e.g., 100 arcmin) produce stronger responses 
from high spatial frequency odd-symmetric cells (locally the adjacent stimulus will be an edge). 
Finally, the Craik-O'Brien half-cusps employed by Pessoa (1995) also activate bar detectors 
more strongly than edge detectors and therefore, according to the Tollmrst-Ratliff scheme, 
should not attenuate Mach bands. 
Both the edge-bar inhibition schcrrw and the Local energy model employ even- and odcl-
syrrrrnetric operators in order to explain Mach bands. The main difference is that the former 
postulatm the existence of competition between the two types of operators, while the latter 
postulates a process of cooperation. Since it has been suggested that inhibitory mechanisms 
are more vulnerable to monocular deprivation than excitatory mechanisms (Speed, Morrone, 
a.nd Burr, 1991), Syrkin, Yinon, and Gur (1994b) have started comparing the responses of 
even- and odd-symrnetric simple cells in non-deprived and deprived eye cells in an attempt to 
test the two proposals a.ga.inst physiological data.. 
6. 7 N on-linearities 
The lateral inhibition account depicted in Figure 2 is a linear model. All recent models are 
non-linear. The main non-linearities of MillAGE and MIDAAS are symbolic and can be 
expressed as if-ihcn clauses as in the classical production system's approach. For example, the 
bar rule of MIRAGE states that \fa zero-bounded response distribution occurs with a region of 
inactivity on both or neither side, ihcn a bar is present. MIDAAS employs the interpretation 
rules illustrated in Figure 18 depending on the pattern of zero-crossings produced by filtering. 
Syrnbolic if-then clauses provide an effective way to produce a "bifurcation" in the behavior 
of a system and generate a reduced set of alternative responses given a continuous input. Other 
types of non-linearities, or combinations of non-linear stages, are capable of producing similar 
behavior. The Local energy model employs a squaring non-linearity in the determination of 
energy capable of marking features regarless of contrast polarity. Another key non-linearity 
is the non-maximum suppression stage which allows only local peaks in the energy function 
to produce brightness information. Thus only positions containing important features are 
signaled. Ross ct al. (1989) point out that interpretation rules, such as used by MillAGE, 
are needed to properly disambiguate features indicated or marked by filtering, and that more 
powerful filtering schemes can obviate the need for such rules. In this context, the non-
linearities of the Local energy model involved in the combination of even- and odd-symmetric 
responses, as well as in non-maximum suppression, are responsible for such disambiguation. 
The boundary circuit of the filling-in scheme (Pessoa cl; al., 1995) also contains severalnon-
linearities, including feed-back, which produce one of two distributions of boundary signals: 
localized or spatially extended. Sharp, localized, boundMies, are triggered by abrupt lumi-
nance transitions and are typically associated with edges (i.e., brightness steps) since filling-in 
uniformizes the brightness distribution in the vicinity of UJC edge. Spatially extended bound-
ary distributions originate from shallow luminance transitions and can indicate "features" such 
as lines. The non-linearities of the model produce a "discrete" set of behaviors without the 
explicit encoding of fixed rules. 
Both the Local energy and filling-in models provide examples of mechanisms capable of gen-
erating ca.tcgoricall!chavior wil.hont symbolic proccs.sing. E:,dges are signaled by odd-symmetric 
responses in the Local energy model and are often associated with boundary sharpening in the 
filling-in scherne. Lines are signaled by even-symmetric responses in the Local energy model 
and often by trapping of diffusion by extented boundaries in the filling-in model. However, 
the two models not always agree with respect; to the origin of brightness variations. Figure 22 
shows a :;imulation of the filling-in model for the stimulus shown in Figure 8. The Local en-
ergy model predicts tha.t the phase manipulation will generate features more similar to edges. 
Since there are no sharp discontinuities of luminance in the input., the filling-in model does 
not produce boundary sharpening. However, the resulting boundary signals regulate diffusion 
in :;uch a way that approxirnatcs well the brightness variations in the irnag<F The brightness 
modulation should be compared to that produced by a sine-wave whose input distribution is 
similar to the rnodified trapezoidal wave. 
6.8 Temporal Dynamics 
Few investigations of the temporal dynamic~ of Mach bands are available. With the exception 
of the filling-in model, the recent theories have been conceived as "static," and thus cannot 
attempt to model temporal da.ta without further modifications. New experiments exploring 
the ternporal domain are needed in order to indicate how current theories should be extended, 
or evaluated. For example, one prediction of the filling-in rnodel is that Mach bands should 
be seen at luminance steps at very brief exposure durations since filling-in, and therefore 
"homogenization," takes time. 
GThis behavior is obtained over a wide range of parameters. The parameters employed were the same used 
by Pessoa ct a/. (1995). 
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INPUT BOUNDARY BRIGlffNESS 
Figure 22: Simulations of the filling-in model. Top: Simulations of a trapezoidal wave with the 
Fourier component;, shifted by 1r: /2 (shown in Figure 8). Bottom: Simulations of a sine-wave 
for cornparison. 
6.9 Linking Propositions for Models 
In visual science, linking propositions are statements relating perceptual ;,tates to physiological 
states (Teller, 1980, 1984) and provide the logical link between the dornains of psychophysics 
and physiology. They specify the typtc of mapping that occurs between perceptual and phys-
iological states. For example, Mach bands (psychophysics) have been sometimes explained in 
terms of the overshoots and undershoots of adivity in retinal cells (physiology). Although 
linking propositions have been historically used for the two experirnental domains above, an 
analogous situation occurs when considering theories and psychophysical results (or phy:oiologi-
cal). All rnoclels of visual perception need to :opecify how to link model re:oponses with conscious 
percept. ln this wa.y, several of the issues concerning perceptual-physiological propositions al:oo 
apply to perceptual-rnodeling propositions e.g., the "nothing mucks it up" problem (Teller, 
1980). The Analogy propo:oition of Teller (1994) can be directly adapted for modeling: 
T "Looks like" 1/J =? T Expla.ins 1/J, 
where T belongs to the domain of model states and 1/J belongs to the domain of perceptual 
state:,;. In general, the Analogy proposition rncans that if psychophy:oical and model data cau 
be in some way compared (e.g., plotted on sirnilar axes) then the model can be said to explain 
the psychophy:oical phenomenon. 
The set of linking propositions employed by the Mach band models above range:,; from 
a:osuming an isomorphism of some rnodel stage with percept, to postulating that the pattern 
of rules triggered corresponds to the perception of features, such as lines and edges. However, 
all models need to more precisely specify the linking proposition:,;, or principles, employed so 
that they c:a.n be evaluated properly. The lack of explicit clisc:ussions of linking propositions 
for models i:o noteworthy and is an area that needs to be addressed given the large number 
of existing proposals. This i:o especia.lly important when theories are used to explain different 
c:h<sses of phenomena. 
7 How Many Models Are Possible? 
At first glance it may seem disturbing that so many different models are capable of accounting 
for the perception of Mach bands, in some cases with good quantitative fits (Ross et al., 1989; 
Pessoa et al., 1995). However, when closely studied several of them share working principles, 
such as assuming a primitive set of features (lines and edges) or using rules based on the 
pattern of zero-crossings. The models reviewed here were grouped in three classes: a) feature-
based; b) rule-based; and c) filling-in. Feature based theories postulate that edges and lines 
are basic primitives of early vision. Rule-based theories may also employ primitive features, 
but what distinguishes them is a stage of brightness description by the application of a fixed 
. . . 
set of rules interpreting what the convolution responses map to. Filling-in theories propose 
that the spreading of neural activity within filling-in comp;utments produces a response profile 
isornorphic with the percept. According to feature-based and ruled-based models, one of the 
main tasks of the visual systern is to detect. salient features (e.g., lines and edges). Most of the 
"detail" in scenes (e.g., luminance gradients) is ignored. Filling-in theories attempt to build 
spatial representations that preserve the geometric structure of percepts. Both brightness 
gradients and sharp brightness transitions are registered. Instead of trying to dderrnine which 
of the models reviewed here is the "correct" one in the context of Mach bands, it is necessary 
to evaluate them in tbe larger picture of visual science ami to determine how they contribute 
to our understanding of vision in general. 
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References 
Adelson, E. (199:3). Perceptual organization and the judgement of brightness. Science, 262, 2042-2044. 
Arrington, K. (1994). The ternporal dynamics of brightness filling-in. Vision Research, 34, :3:371-3387. 
Bekesy, G. von (1968a.). Brightness distribution across the Mach bands measured with flicker photometry, and 
the linearity of sensory nervous interadion. Journal of the Optical Society of America, 58, 1-8. 
Bc'kesy, G. von (19fi8b). Mach- and Bering-type lateral inhibition in vision. Vision Research, 8, 1483-1499. 
BergstrOm, S. ( 1977). Cornman and relative components of reflected light. as information about the illumination, 
coloUI\ and three-dimensional fonT! of objects. Scandinavian Journal of Psychology, 18, 180-186. 
Blornnaert, F., ,V. Martens, J.-B. (1990). An object-oriented rnodel for brightness perception. Spatial Vision) 5) 
15-41. 
Buf, J. du ( 1 99:3). lleoponses of simple cells: Events) interferences) and arnbiguitics. Biological Cybernetics, 68, 
:321-:3:3:.3. 
Buf, ,}. du ( l 991). Ramp edges, M a.ch bands, a.nd the functional significance of the sirnple cell assembly. 
JJiologir.al Cybernetics, 69, 44D-tl()I. 
Bun, D. (1987). lrnplir.a.t.ions of t.he Cra.ik-O'Bricn illusion for brightness perception. Vision Research, 27, 
190:3-191:3. 
Burr, D., & Morrone, M. (1992). A nonlinear model of feature deteet.ion. In Pinter, R. & Nabet., 13. (Eels), 
Nonlinear Vi.sion: Determination of Neural Reccpti·ve Fields, Function 1 and Networks. Boca Raton, CRC 
Press. 
Canny, J. (198G). ;\ cornput.at.iona.l approach to edge detection. IEEE Tmnsactions on Pattern Analysis and 
A1achinc Intelligence, 8, 679-()98. 
Chevrenl, M.-K (18:39/1967). The principles of harmony and contrast of colors and their application to the 
art.s. New York, Va.n Nostrand Reinhold Cornpany Inc. 
Cohen, M ., & Grossberg, S. ( 1 984). Neural dyna.rnics of bright.ness percept.ion: Features, bounda.ries, diffusion, 
and resonance. Pcn:cption f':<f Psychophysics, 36, 428-45(), 
Comswec:t, 'I'. (1970). Visual Perception. Aca.dernir. Press, New York. 
Davidson, l'vl. (19GG). A perturbation analysis of spatial brightness interaction in flashed visual flelds. Unpub-
lished PhD dissertation, University of California, Berkeley. 
Da,vicbon, M. ( 1 9()8). Perturbat.ion a.pproaeh t.o spatial brightness interaction in human vision. Journal of the 
Optical Society of AmcTica, 58, 1:300-1:109. 
Dennett., D. (19~)1). Consciousness explained. Lit.t.le, Brown, and Cornpany, Boston, Mass. 
De Valois, R., Webster, M., & De Valois, K. (198fi). Temporal properties of brightness and color induction. 
Vision Research, 26, 887-897. 
l<;nroth-Cugell, C.,&. Robson, .J. (1966). The contrast sensitivity of retinal ganglion c.ells in the cat. Jottrnal of 
Physiology, 187, 517-552. 
Field, D., Hayes, A., & Hess, R. (199:3). Contour integration by the human visual system: Evidence for a local 
'(association Jleld''. Vision Research, 33, 173-193. 
:37 
Fiorentini, A. (1957). Foveal and extra.foveal contrast threshold at a point of a nonuniform field. Atti della 
Fondazionc Giorgio Ronchi, 12, 180-18(). 
Fiorentini, A. (1972). Mach band phenomena. In Jameson, D. & Hurvieh, L. (Eds), Handbook of sensory 
physiology (Vol. VII-4) (pp. 188-201). Belin: Springer-Verlag. 
F'iorcntini, A., & Radici, T. (1957). Binocular measurements of brightness on a Held presenting a luminance 
gradient.. A tti della Pondazionc Giorgio R.onchi, 12, 453-461. 
Fiorentini, A., & Raclici, T. (1958). Brightness, width and position of Mach bands as a function of the rate of 
variation of the luminance gradient.. Atti della Fondazione Giorgio Ronchi, 13, 145-155. 
Fiorentini, A., .Jeanne, M., & Toraldo di Francia, G. (1955). Measurernents of differential threshold m the 
presence of spatial illurnination gractient. At.ti dr.lla Ji'ondazione Giorgio Jlonchi, 10, 371-379. 
F'iorentini, A., Baumgartner, G., Magnussen, S., Schiller, P. and Thomas, J. (1990). The perception of bright-
ness and darkness: Relations to neuronal receptive fields. In Spillman, L. & Werner, .J. (Eds), Visual 
percept-ion: The nenrophysiolo,qical foundations (pp. 129-161). San Diego, CA: Academic Press, Inc. 
Fry, G. (1948). Mechanisms subserving sirnultaneous eontraot. American Journal of Optonwtry and Archives 
of the American Academy of Optometry, 25, 1()2 .. 178. 
Gerrits, li. & Venclrik, A. ( 1 970). Simultaneous cont.rast, filling-in process and information processing in rnan 's 
visual sysi.ern. E.t·pcrimental Brain R.e8earch, 11, 411-4:30. 
Grossberg, S. (198:3). T'he quanti:wd geornetry of visual space: The coherent cornputation of depth, form and 
lightness. Behavioral and Brain Science,<;, 6, 625-692. 
Grossberg, S. (Hl87). Cortica-l dynamics ofthree-dirnensional form, r.olor, and brightness perception: II. Binoc-
ular t;heory. Perception t~f Psychophysics, 41, 117-158. 
Grossberg, S. (1994). :3-D vision and figure-ground separation by visua.l cot·tcx. Perception {:9 Psychophysics, 
55, IJ8-120. 
Grossberg, S., &. Mingolla, E. (1985a.). Neural dynamics of forrn perception: Boundary cornpletion, illusory 
figures, a.n(l neon color spreading. Psychological Review, 92, 17:3-211. 
Grossberg, S., & Mingolla., E. (1985b). Neural dyna.rnic~ of perceptual grouping: Textures, boundaries, and 
ernergent features. Perception Cf Psychophysics, 38, 141-171. 
Grossberg, S., & Mingolla, E~. (1987). Neural dynarnics ofsurfac.e perception: Boundary webs, illuminants, and 
shape .. frorn-shading. Computer Vision, Gmphics, and Image Processing, 37, llG-165. 
Grossberg, S., &. TodoroviC., D. (HJ88). Neural dynamics of 1-D and 2-D brightness perception: A unified model 
of dassic.al and rec.ent. phenomena. Perception ff Psychophysics, 43, 241--277. 
Gur, M., &. Syrkin, G. (199:3). Color enhances Mach band detection threshold and perceived brightness. Vision 
Research, 33, 2:31:l-2:3HJ. 
Hahn, S., Paradiso, M. (1995). Evidence for a cortical filling-in process. Investigative Ophthalmology {:_1 Visual 
Science, 36, S171. 
Hamada, .J. (1981). A multistage model for border c:ontrast. Biological Cybernetics, 39, 81-86. 
Hartline, ri. (1940). The receptive fields of optie nerve fibers. American Journal of Physiology, 130, 690-699. 
I-la.rt.line, 1-I. (1949). Inhibition of activity of visual reeeptors by illuminating nearby retinal elements in the 
Limulus eye. Fed. Proc., 8, (19. 
:38 
Heinemann, E. (1972). Simultaneous brightness induction. In D. Jameson and L. Hurvich (Eels.), Handbook of 
Sensory Physiology {Vol. VII-4, Berlin, 146-169. 
Hodgkinson, L, &. O'Shea, R. (1994). Constraints imposed by Mach bands on shape from shading. Computers 
fY Oraphics1 18, 5:31-536. 
Horn, B., & Brooks, M. (1989). Shape from shading. Cambridge, Mass.: MIT Press. 
Hurvic.h, L. (1981). Color vision. Sinauer Associates Inc., Sunderland, Mass. 
Kanizsa, G. (1955). Margini quasi-pcreepttivi in ca.rnpi con stirnolazione omogenea. Rivista di Psicologia, 49, 
7-:30. 
Kanizsa, G. (1970). Organization in vision. New York: Praeger. 
Kingdom, F., & Moulden, B. (1989). Border effects on brightness: A review of findings, models and rssues. 
Spatial Vision, 3, 225-262. 
Kingdom, F'., & Moulden, B. (1992). A multi-channel approach to brightness coding. Vision Re.c;earch, 32, 
15()5-1582. 
Knill, D.,&. Kersten, D. (1991). Apparent surface curvature affects lightness perception. Nature, 351, 228-229. 
Krauskopf, J. (1962). Light. distribution in hurnan retinal images. Journal of the Optical Society of America, 
52, 1046-1050. 
Lane, E., Proto, A.,&. Phillips, T. (1976). Mac.h bands and density perception. Radiology, 121, 9-17. 
Mach, E. (1865). Uber die VVirkung der raumlichen Vertheilung des Lichterizes auf die Netzhaut, I. Sitzungs-
bericht;e der rnathernatisch-natnnvisscnscha.ft.lichen Cla.'3se der kaiserlichen Akadernie der Wissenschaften, 
02, :Jo:J-:322. 
Marr, D. (197G). Early processing of visual inforrnation. Philosophical Transactions of the Royal Society {Lon-
don) JJ, 275, 48:3-524. 
Ma.JT, D. ( 1982). Vision: A computational investigation into the /wman reJn·esentation and processing of visual 
information. San Francisco, CA: Freeman. 
Marr, D., &. Hildret.h, E. ( 1980). Theory of edge detec.tion. Proceedings of the Royal Society {London) B, 207, 
187-217. 
Matthews, M. (1966). Appea.ra.nee of Mach bands for short durations and at sharply focused contours. Journal 
of the OpticalSoricty of Amcriea, 56, 1401-1102. 
Morrone, M., & Burr, D. (1988). Feature detection in human vision: A phase-dependent energy rnodel. Pro-
ceeding of the Royal Society of London1 Ser·ics B, 235, 221-215. 
Monone, fvl., Burr, D.,&. Ross, J. (1994). Illusory brightness step in the Chevreul illusion. Vision Research, 
34, 1567-1574. 
Morrone, M., Ross, .J., Burr, D.,&. Owens, R. (1986). Maeh bands depend on spatial phase. Nrdure, 250-25:3. 
Neurnann, I-I. (190:3). Toward a cornputa.tional a.rc.hit;edure for unit-led visual contrast and brightness perception: 
1. Theory and model. Procmlings of the World Conference on Neural Networks {WCNN-93), VoL I, 84-91. 
Hillsdale, N.J: Erlbaum. 
Neumann, H. (1994). An outline of a neural architecture for unified visual contrast and brightness perception. 
Teehnieal Report CAS/CNS-n4-00:l, Dept;. of Cognitive and Neural Systems, Boston University. 
39 
O'Regan, J. (1992). Solving the "reaP' mysteries of visual perception: The world as an outside memory. 
Canadian Journal of Psychology, 46, 461-488. 
Paradiso, M. (1991). Temporally modulated stimuli used to explore color filling-in. hwestigative Ophthalmology 
1:'1 Vis1wl Science, 32, 2677. 
Paradiso, M., &. Nakayarna, K. (1991). Brightness perception and filling-in. Vision Research, 31, 1221-1236. 
Pease, P. (1978). On color Mac.h bands. Vision Research, 18, 751-755. 
Pessoa1 L. (1995). Ma.c.h band attenuation by a.djacent. stimuli. Submitted for publication. 
Pessoa, L., Mingolla, E., & Neumann, IL (1995). A contrast- and luminance-driven multiscale network model 
of brightness pereept;ion. Vision Research, 35, 2201-222:.). 
Pessoa, L., Grunewald 1 A., & lloss, VV. (1995). The Craik-O'Brien lightness effect. on 3D surfaces: Curvature 
and highlights. Investigative Ophthalmology (Y Visual Science, 36, S47(). 
Ratliff, F. (19()5). Mach bands: Quantitative studies on neural networks in the retina. San Francisco: Holden-
Day. 
l{atliff, !•'. (1984). Why Mach bands are not seen at the edges of a st;ep? Vision Rescar·ch, 24, 163-165. 
Ratliff1 F. (1992). Paul Signac and color in Neo~lmpressionism. New York 1 The Rockefeller University Press. 
H.a.tlitf1 F'., & Sirovic.h, L. (1978). Equivalence classes of visual stimuli. Vision Research, 18 1 845-851. 
Ratli'ff1 F'. 1 &. Ha.rtlint\ I-I. (19G9). The responses of Lirnulus optic nerve flbers to patterns of illumination on 
the receptor mosaic. Journal of General Physiology, 42 1 1211-1255. 
Rat.liff1 F. 1 Millona.n, N., & Ka-ufrna.n 1 T. (1979). Mach bands are attenua.ted by adjacent bars or lines. Journal 
of the Optical Society of AmcTica, 69, 1444. 
H.atlifC F., Milkrnan 1 N., & llcnnert 1 N. (198~)). Attenuation of Mach bands by adjacent stimuli. Proceedings 
of lhc National Academy of Sciences U.S.A. 1 80, 4554-4558. 
Ro.':iS, .l., Holt, .L 1 & . .Johnstone, J. (1981). High frequency limitation on Mach bands. Vision llcscarch, 21, 
1165-1167. 
Ross, J., Morronc 1 M., & Burr 1 D. (1989). The conditions under which Mach bands are visible. Vision Research, 
29, 699-715. 
Rossi 1 A., &. Paradiso 1 M. ( 1 995a.). Temporal lirnits of bright.nC>.ss induc.tion and rnec.hanisms of brightness 
perception. Vision Rcscardt, in press. 
Rossi, A., &. Paradiso, M. (1095b). Neural responses to induced brightness. lnvr-:.st.igative Ophthalmology {9 
Visual Scir-:.nce 1 36 1 S690. 
Savoy, R. (1987). Contingent aftereffects and isolurnina.nce: Psydwphysical evidence for separation of color, 
orientation, a.nd rnotion. C:om.zndcr Vision, Or-aphics, and Image Processing, 37, 3-19. 
Shriner, D., & Wagner, K. (1992). Optical illusions in clinical dermatology: The Mach band phenomenon and 
aJterirna.ges. Dermatology) 184, 245. 
Speed, B., Morrone 1 M. 1 & Burr., D. (1991). Effects of rnonocular deprivation on the development of visual 
inhibitory interactions in kittens. Visual Neuroscience, 7 1 :3:35-:_l4:3. 
Syrkin, G., Yinon, U., & Gur, M. (1994a). Simple cells ma.y lie at the basis of Maeh bands: Evidence from 
physiological studies in the eat's visual c.ort.ex. Experimental Brain Resca.rch 1 102, 319-326. 
40 
Syrkin, G., Yinon, U., & Gur, M. (!994b). Simple cells may be the physiological basis of the Mach band 
phenomenon: Evidence from early monocularly deprived cats. Society for Ne1troscience Abstracts 1 20 1 
:312. 
Teller, D. (1980). Locus questions in visual science. In C. Harris (Eel.), Visual coding and adaptability. Hillsdale, 
NJ: Erlbaum. 
Teller, D. (1984). Linking propositions. Vision Research, 24, 123:3-1246. 
Teller, D. (1990). The domain of visual science. In L. Spillmann & J. Werner (Eels.), Visual Perception: The 
Neurophysiological Foundations (pp. 11-21). San Diego1 Academic Press Inc. 
Thornas 1 J. (1965). Threshold rneasurcrnent.s of Mach bands. Jmtrnal of the Optical Society of America 1 5 1 
521-524. 
TodoroviC. 1 D. (1987). The Craik-O'Brien-Comsweet effect: New varieties and their theoretical implications. 
Perception f'_1 Psychophysics 1 42, 545-560. 
Tolhurst, D. (1972). On the possible existence of edge dcted;or neurons in the human visual system. Vision 
Research, 12, 797-801. 
van den Brink,&, Klcernink, C. (197()). Lurni11ance gradients and edge effeeLs. Vision Research, 16, 155-159. 
Walls, G. (195·1-). The filling-in process. Amen'can Journal of Optometry, 31) a29-:340. 
VVa.t.t, R. (1994). A c.ornputa.t.ional exarnination of image oegrnentat.ion and the initial stages of human vision. 
Perception, 23, :38:3-:lHS. 
\Vatt, lL, & Morgan, M. ( 1 98:3). The recognition and representation of edge blur: Evidence for spatial primit.ives 
in hurnan vision. Vision Research, 23, 1457-1477. 
\Na.tt., R., & Morgan, M. (1985). A t.hC'.ory of the primitive spatial code in hurnan vision. Vision Research, 25, 
1661-1671. 
---------· ···---.. 
Ack:nowlcdgcrncnls · 'fhc author was supported in p<1rt by COPPE/UFR.J, Brazil, by the 
Air Force (}flicc of Scientific Research (AFOSR F49620-92-.J-O:l34), and the Office of Naval 
Research (ONR N00014-.J-4100). The author thanks Hciko Neumann and Bill Ross and two 
<UJOnymous reviewers for valuable suggestions concerning the presentation of the material in 
this article. The author also thank;; Ermio Mingolla for collaborations in previous research 
related to the present article. 
41 
