INTRODUCTION
In the min-max tree partition problem, a complete weighted undirected Ž . graph G s V, E is given, where V is its node set and E is the edge set, together with nonnegative edge lengths satisfying the triangle inequality. The set V must be partitioned into p equal-sized subsets. A minimum Ž . spanning tree MST is then found in each of the subgraphs induced by the partition. The objective is to minimize the weight of the longest MST.
Ž . The problem as well as the related min-sum problem is NP complete even for p s 2, as we prove in the appendix. We therefore develop approximation algorithms. Ž 2 . We present an O n time algorithm whose error ratio is bounded by < < 2 p y 1, where n s V . We then describe an improved algorithmic scheme that gives a better bound, but with higher complexity. For any given value Ä 4 Ž Žp q x . p 2 . of a parameter x g 1, 2, . . . it runs in O 2 n time and its error Ž Ž . . ratio is bounded by 2 y xr x q p y 1 p. For example, setting x s log n, Ž 3 . we obtain for any fixed p an O n algorithm with an asymptotic error ratio of p. For p fixed and setting x to any slowly increasing unbounded Ž 2 . function, the same asymptotic bound can be achieved in about O n time Ž Ž 2 . . setting x s log log n yields O n log n time . w x Ž w x. Goemans and Williamson in 4, 5 see also 1, 7 , and Guttmann and w x Hassin in 3 gave approximate algorithms for partitioning G to achieve minimum total length of the MSTs in the partition. Let ⌺* be an optimal Ž . partition in the min-sum problem. Define Max ⌺* to be the length of the Ž . longest MST in an ⌺* and let Sum ⌺* be the sum of the lengths of all the trees in this solution. Let OPT be an optimal partition in the min-max Ž . Ž . problem; define Max OPT and Sum OPT in a similar way. Then Max ⌺* F Sum ⌺* F Sum OPT F p Max OPT .
Ž .
Ž . Ž . Ž .
Similarly, an approximation algorithm with an error ratio at most ␣ for the min-sum problem is also an approximation algorithm with an error ratio at most ␣ p for the min-max problem.
For the min-sum version, Goemans and Williamson gave a bound of Ž . Ž . 4 1 y prn 1 y 1rn , which gives a bound of 4 p for the min-max version Ž . w x Ž . and p s o n . In 3 , for small values of p and any ⑀ ) 0, a 2 1 q ⑀ -Ž approximation was obtained for the min-sum problem, implying a 2 p 1 q . ⑀ -approximation for the min-max version. The present paper contains a Ž . 1q⑀ p approximation for the min-max version for every ⑀ ) 0.
The idea of the approximation algorithm is as follows: Compute a MST on G. If the removal of some edges breaks it into two pieces whose sizes are multiples of nrp then do this and recurse; otherwise, double the edges to get a Hamiltonian cycle and break this cycle into p equal-sized pieces.
Our algorithms can also be used to approximate the problem of covering G by disjoint cycles. This can be done by doubling all the trees and using the triangle inequality to replace each tree by a cycle whose size is at most twice the size of the tree. The resulting error bound is twice the corresponding bound for the tree partition problem.
DEFINITIONS

Ž .
For an edge e, l e is the length of e.
Ž . Ž .
For a set of edges EЈ
Ž . For V Ј ; V, MST VЈ is a MST on the subgraph induced by VЈ. For a subgraph B we denote by V and E the sets of nodes and edges
B B
in B, respectively. Ž .< < Given a graph G s V, E V s n, where n is a multiple of p, the Ž . min-max tree partition problem MMTP is to partition V into disjoint sets Ä Ž Ž .4 P of size nrp each so that max l MST P is minimized.
The subject of this section is Procedure Cycle Part, given in Fig. 1 . However, we first present a general result. Ž Consider a cycle with edges of lengths l , . . . , l G 0 l is the length of i denote the maximum length of a subpath generated by this partition: 
Ž . From the way the cycle was created, l C F 2l T . Therefore,
It follows from the definition of r that
Ž . form a spanning tree of P ,
Ž .
Ž .
To see that when p G 3 Cycle Part may give a bad approximation consider the graph shown in Fig. 2a . There are three sets of two nodes each.
An edge between nodes inside the same set is of length 0. An edge connecting nodes from different sets is of length 1.
A MST for this graph is shown in Fig. 2b . Since p s 3 / 1 we double the edges to obtain the graph shown in Fig. 2c . The graph after the simple cycle is created is shown in Fig. 2d .
In this case r s r s r s 1. Ä 4 Ä 4 Ä 4 i can then be set to 2, giving P s¨,¨, P s¨,¨, P s¨,¨. This partition is shown in Fig. 2e , giving a value r s 1, while an optimal partition with opt s 0 is shown in Fig. 2f 
. . , n y 1 .
Ž . Ž .
i i w x Ž w x. The proof is given by Gale in 2 see also 6 . Proof. Let O , O be an optimal partition. Denote the set of edges of hence:
Therefore,
0
There are two cases to be considered: Ž . l e* F opt. According to Lemma 3.2, the value r for the returned Ž . partition satisfies r F l T . Therefore, 0 r F l e* q 2 opt F 3 opt.
Ž .
Ä 4 l e* ) opt. In this case, the set of edges E j E j e* contains at
Ž . most one edge of length l e* . According to Theorem 3.3 T contains at 0 Ž . most one edge of length l e* , so that T contains at most one edge 0 between O and O . After doubling the edges there can be at most two 1 2 edges between O and O . Changing the cycle into a simple one does not 1 2 change the number of edges between O and O . Hence, the simple cycle 1 2 Ccontains precisely two edges between O and O . Since the number of 1 2 nodes in O and O is equal, the cycle C is ordered to contain nr2 nodes 1 2 from O , an edge from the O to O , nr2 nodes from O , and a second Step 1 of Part Alg removes the longest edge of a MST of G. It then checks whether the size of each of the created components is a multiple of < < V rp. If the components satisfy this requirement, Part Alg is recursively < < called to partition each of the components into parts of sizes V rp. Otherwise, Step 2 applies Cycle Part to the MST. 
Proof. The proof is by induction on p. For p s 1, the procedure Ž Ž .. returns V, giving that r s l MST V , and the lemma holds.
Assuming the hypothesis is correct for partitioning the graph into p -p sets, we prove its correctness for partitioning into p sets. We 0 consider two cases. 
The partition returned by Part Alg was found in Step 2. In this case, Ž . the partition offered is the one returned from Cycle Part T, p . According Ž . to Lemma 3.2, r F l T .
Ä 4 py1
Let O be an optimal partition, and denote the set of edges of
to be an edge connect- 
Proof. The set of edges e , . . . , e is a MST in the graph G .
Suppose there is an edge g between a node in U j and a node in U j , such
. Add a corresponding edge in G , g, to e , . . . , e . 
Ž
.
Ž . The rest of the proof is by induction on p: For p s 1, opt s l T , while the algorithm returns V, so that apx s opt.
Assuming the hypothesis is correct for partitioning the graph into p -p sets, we prove its correctness for partitioning into p sets. We 0 consider two cases: By the induction hypothesis,
Since C is a subtree of T and since a -p:
F opt. From Lemma 4.1 and Eq. 1 , Proof. We first note that before calling Part Alg we need to find a MST on G, and when leaving Part Alg we need to find the length of the Ž 2 . longest MST in the offered partition. Finding these MSTs takes O n , and should be added to the complexity of Part Alg when the complexity of the approximation algorithm is evaluated.
We prove by induction on p that for some constant C ) 0, Part Alg Ž . requires at most C pn time. Clearly, for p s 1 the inductive assumption holds.
Assuming the hypothesis is correct for partitioning the graph into p -p sets, we prove its correctness for partitioning into p sets. 
Since the function is convex, the worst case for the two calls to Part Alg is < < < < Ž . Ž Ž when V s nrp, V s n 1 y 1rp and then they take Cp nrp q n 1 y O n time to double the edges and find the simple cycle.
ⅷ To find i we calculate for each i the length of the edges we remove 0 from the cycle, and find the i for which the edges remove the longest Ž . length. This takes O n . Thus, for large enough C, the computation time is bounded by Cpn and the dominating step is finding the MST in the start and end of the 2 Ž . algorithm. Hence, the whole algorithm takes O n .
A Bad Example
Ž
. We now describe an instance such that Part Alg G, 2 gives apx s 3 opt. Consider the graph with four sets of nodes described in Fig. 4a . The distance between nodes in the same set is 0. The distance between nodes from different sets is 1. Let p s 2.
Ž . A MST T of the graph is shown in Fig. 4b, l T s 3 .
Step 1 removes e and checks the size of the components created. Sincê < < < < one of them contains a single node, V is not a multiple of V r2 s 6.
The algorithm then continues to Step 2.
Step 2 calls Cycle Part. p s 2 / 1 so we double the edges, yielding the graph shown in Fig. 4c . Changing the cycle into a simple one yields the graph in Fig. 4d . The numbering of the nodes is shown in this figure, and for the simplicity of the figure a node¨is denoted just by its index i. According Fig. 5 with apx s 3. An optimal partitioning is shown in Fig. 5b with opt s 1 . Thus, apx s 3 opt.
IMPROVING THE BOUND
In this section we present an algorithm with a better performance guarantee, at the expense of higher complexity. This algorithm defines a new parameter x that controls the improvement in the bound, and the higher complexity.
Ž . To partition G into p parts call Part Alg x G, p , defined in Fig. 6 . This algorithm considers the x q p y 1 components obtained when x q p y 2 longest edges are removed from a MST of G. It considers all of the possible combination to aggregate part of these components into sets < < containing a multiple of V rp nodes. For every such combination Part Alg x is recursively called to partition the above defined set of nodes and its complement. The combination which yields the best partitioning value is selected. Ž . Ž .
Proof. There are two cases to be considered:
ⅷ The partition returned by Part Alg x was found in Step 2. In this case, PT / , so that r calculated according to the partitioning Ž . Ž PT must satisfy r -l T else it would not substitute for the previous . value of r . Ž .
Proof. Using the same definitions as in the proof of Theorem 4.3, it Ž . follows that Eq. 1 still applies. The rest of the proof is by induction on p.
Ž . Ž . For p s 1, obviously apx s l T s opt and since 2 y xr x q p y 1 s 1 the proof is concluded.
Assuming the hypothesis is correct for partitioning the graph into p -p sets, we prove its correctness for partitioning into p sets. We 0 consider two cases:
Let q be the number of edges in e , . . . , e of length l e . Ž .
According to the flow of the algorithm, at the end of the algorithm the Ž Ž .. Ä 4 value r s max l MST P satisfies r F max r , r for this parti-
tioning. Therefore, the returned value apx s r satisfies
2.
x q p y 1 rp l e F opt.
Finally, from Lemma 5.1,
The time complexity of Part Alg x is O 2 n , where < < n s V .
Ž .
Proof. As before, Cycle Part takes O n . We use induction on p. For Ž 2 . p s 1, the time is dominated by the MST computation, which is O n .
Suppose that for partitioning the graph into p -p sets the algorithm 0 requires at most C2 Ž p 0 qx . p 0 n 2 time for some constant C ) 0. Now consider partitioning into p sets. The MMTP is NP-complete even for p s 2 and when the edge lengths satisfy the triangle inequality.
Proof. Consider the recognition version of the MMTP with p s 2:
Ž . Given a graph G s V, E and a constant K, find disjoint subsets P, Q ; V < < < < < < Ž Ž .. Ž Ž ..
It is easy to see that the problem is in NP. We will now reduce the satisfiability problem to MMTP via a polynomial transformation.
Given B, an instance of the satisfiability problem with variables X , . . . , X and clauses C , . . . , C , we construct an instance of MMTP 
The following pairs of nodes are connected by edges of length 1: ⅷ x is connected to x and x . x is connected to x and x .
is in the clause C . The nodes of the graph and all the edges of length 1 for the expression
where m s 2, n s 4, and M s 6, are described in Fig. 7 .
Ž . Ž . F IG. 7. The reduction of x q x x qx qx : ms2, n s 4, M s 6. The next step is to show that B is satisfiable if and only if the instance of MMTP has a solution. < < < < Suppose the MMTP instance has a solution. In this case P s Q s n 2 2 Ž . q mM q M . Since K s n q mM q M y 1 and each of MST P or Ž .
2
Ž . MST Q has exactly n q mM q M y 1 edges, all the edges in MST P Ž . and MST Q must be of length 1.
Ž . Since P and Q have to be chosen so that all the edges of MST P and Ž . MST Q are of length 1, the next statements follow:
1. The nodes of D must be in the same set. Without loss of generality we assume that D ; P.
. . , M c must be in the same set as c .
The nodes of L must be in the same set.
4. The nodes of E and c 1 must be in the same set.
the sets L and E cannot be in the same set, P or Q.
We claim that c 1 f P. Suppose otherwise that c 1 g P. From statement 2 1 1 it follows that c j g P for every 1 F j F M, and from statement 4 it follows of E . But since M is greater than n, mM q M q M ) mM q n q M s < < 1 P , a contradiction. Therefore c f P, and from statement 4, E P.
1
Consequently L : P. So far we have established that
and, for all j c j g Q.
Next we claim for all i, j c j g Q. Otherwise, by statement 2 there are at i least M such nodes in P and with the nodes of D and L there are
So L j D ; P, altogether M 2 q Mm nodes, and there should be exactly n more nodes in P. The only way that the nodes in D can be connected to Ž . the nodes in L is by using a path of length n q 2 nodes, which starts at d , ends at l and traverses on the way exactly n of the nodes from
Ä 4 Let us name this path P . For every i g 1, . . . , n P contains either x a a i or x . Now for every i such that x g P we set X s False. And for every i ia i i such that x g P we set X s True.
i a i
All that is left to show now is that this assignment satisfies B. All the nodes c 1 must be connected through a path of nodes in Q and edges of i length 1 to E. In particular, c 1 must be connected by an edge of length 1 i to a node in Q which represents a literal of C . The complement node is in i P , and the literal of C was therefore set to True.
a i
We established that for every clause of B one of its literal was set to True and hence B is satisfiable as required.
Ž . On the other hand suppose that B is satisfiable. Let P s V , E be Proof. Suppose to the contrary that there is a polynomial approximation algorithm and a constant ␣ ) 0 such that for every instance B of the problem the algorithm finds a solution P , Q satisfying Given an instance B of the satisfiability problem, we construct the same graph as in the proof of Theorem A.1, except that in this case all the edges Ž . Ž 2 whose lengths were not set to 1 are now set to length at least ␣ M q . Mm q n y 1 q 1. It follows from the above proof that B is satisfiable if Ž . Ž . and only if there exists a partition P, Q with MST P and MST Q Ä Ž Ž .. Ž Ž ..4 containing only edges of unit length, and then max l MST P , l MST Q s M 2 q Mm q n y 1. It follows that the approximation algorithm will find such a partition whenever it exists; otherwise it will use an edge of Ž 2 . length ␣ M q Mm q n y 1 , in contradiction to the definition of ␣ if P / NP.
A.3. Complexity of Min-Sum Tree Partition
Ž
. < < Given G s V, E , V s n, n a multiple of p, the Min-Sum Tree Ž . < < Partition problem MSTP is to partition V into disjoint sets P , P s nrp, i i p Ä Ž Ž .4 so that Ý l MST P is minimized.
is1 i Ž . T HEOREM A.3. If P / NP and without assuming the triangle inequality , the MSTP problem has no polynomial approximation algorithm with bounded error guarantee, e¨en when p s 2.
Proof. Again, consider the recognition version of the MSTP with p s 2, < < Ž . k sk s V r2. Given a graph G s V, E and a constant K, find dis-1 2 < < < < < < Ž Ž .. joint subsets P, Q ; V such that P s Q s V r2 and l MST P q Ž Ž .. L MST Q F K.
Again we build a reduction from the satisfiability problem as in the Ž 2 . proof for Theorem A.2, only in this case set K s 2 M q mM q n y 1 . The same proof as before will give the desired result.
