ABSTRACT This paper presents a fuzzy c-means clustering interval type-2 cerebellar model articulation neural network (FCM-IT2CMANN) method to help physicians improve diagnostic accuracy. The proposed method combines two classifiers, in which the IT2CMANN is the primary classifier and the fuzzy c-means algorithm is the pre-classifier. First, the data are divided into n c groups using the pre-classifier, and then, the main classifier is applied to determine whether the sample is in a healthy or diseased state. Implementing the gradient descent method, the adaptive laws for updating the FCM-IT2CMANN parameters are derived. Furthermore, the system convergence is proven by the Lyapunov stability theory. Finally, the classification of breast cancer and liver disease datasets from the University of California at Irvine is conducted to illustrate the effectiveness of the proposed classifier.
I. INTRODUCTION
Recently, computer-aided diagnosis (CAD) systems have been successfully applied to improve disease diagnosis accuracy. Breast cancer is a significant health problem for women, so early diagnosis and treatment will lead to better outcomes for patients. Many researchers have proposed techniques to make the breast cancer diagnosis quicker and more precise [1] - [6] . In 2016, Guan et al. [1] presented a self-validating cerebellar model neural network for breast cancer diagnosis. In 2018, Zhou et al. [5] introduced a functional-link-based fuzzy brain emotional learning network for breast tumor classification. Besides that, liver diseases can cause many problems in human life [7] . Therefore, recently many studies have proposed new methods to improve the accuracy of liver disease diagnosis [7] - [11] . In 2017, Abdar et al. [7] noted a performance analysis of classification algorithms in the early detection of liver disease. In 2014, Montazeri et al. [11] presented a diagnostic model of liver disease using decision tree models.
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The cerebellar model articulation neural network (CMANN) was first proposed in 1975 [12] . Since it is an advanced type of neural network, it has various advantages such as a rapid learning property, simple computation, and good generalization capability [13] . Due to these advantages, in recent years, CMANN has attracted many researchers' attention [14] - [20] . In 2016, Chung et al. [14] presented a bankruptcy prediction using cerebellar model neural networks. In 2018, Lin et al. [16] proposed an adaptive TOPSIS fuzzy CMAC back-stepping control system design for nonlinear systems. However, as with the type-1 fuzzy, the CMANN with type-1 membership function cannot cope well with uncertainties [15] , [21] , [22] . Therefore, this study proposes using the IT2CMANN as the primary classifier. Then, the proposed IT2CMANN classifier can have the advantages of IT2FNN and CMANN.
The fuzzy c-means clustering algorithm (FCM) was first introduced by Dunn [23] in 1973 and improved by Bezdek [24] in 1981, which was used to separate data into several clusters with different centers based on its characteristics. Fuzzy c-means is a traditional algorithm; however, in the past decades, it has been used widely by many researchers due to its advantages of simple computation, intuitive structure and explicability [25] - [28] . In 2018, Arshad et al. [27] noted a semi-supervised deep fuzzy c-mean clustering for software fault prediction. In 2018, Lei et al. [28] proposed a significantly fast and robust fuzzy c-means clustering algorithm based on the morphological reconstruction and membership filtering. However, there are some disadvantages to FCM: it is sensitive to initial values and noises, its performance might be inadequate when trapped in the local minimum [29] , [30] .
This study proposes a new classifier, combining the advantages of the FCM pre-classifier and IT2CMANN primary classifier. For the training process, first, the training data is divided into n c groups using the fuzzy c-mean clustering algorithm, and then these groups are used to train the n c classifiers' IT2CMANN. For the testing process, also using the FCM pre-classifier, the testing data is assigned to the corresponding trained IT2CMANN classifier to which they are best suited. Therefore, the proposed classifier with twolayer classification can achieve better performance. The main contributions of this paper can be summarized as the development of a fuzzy c-mean IT2CMANN classifier for medical diagnosis; the successful design of adaptive laws for online tuning parameters; the convergence of the classifier system using the Lyapunov function analysis approach. Finally, the experiment results of medical diagnosis are conducted to illustrate the effectiveness of the proposed method.
The remainder of the paper is organized as follows. The structure of fuzzy c-means IT2CMANN classifier is shown in Section 2. The design of adaptive learning algorithm for the proposed classifier is explained in Section 3. The numerical experiments are provided in Section 4. Finally, the conclusions are drawn in Section 5.
II. THE FCM-IT2CMANN CLASSIFIER
The general operation mechanism of the FCM-IT2CMANN classifier is shown in Fig. 1 . The classification scheme using the proposed FCM-IT2CMANN classifier is shown in Fig. 2 , which is comprised of a fuzzy c-means as the pre-classifier and the IT2CMANN as the primary classifier.
A. THE FUZZY C-MEANS CLUSTERING ALGORITHM
The fuzzy c-means algorithm is a data clustering method in which the data is assigned to n c groups based on its characteristics. The fuzzy c-mean objective function can be given by
where m is the fuzzy partition matrix exponent, n i and n j are the number of data points and the number of clusters, respectively. x i and c j are the ith data point and the jth cluster center, respectively. λ m ij is the membership grade of x i in the jth cluster. The fuzzy c-means operation can be presented as follows Step 1: Randomly initialize the center points c j and the cluster membership grade λ m ij .
Step 2: Update the cluster centers
Step 3: Update the cluster membership grade
Step 4: Calculate the objective function J m
Step 5: Stop if convergence is attained or reaches the maximum number of iterations. Otherwise, repeat steps 2-4. 
B. THE INTERVAL TYPE-2 CMANN CLASSIFIER
The IT2CMANN is proposed based on the following fuzzy inference rules:
Rule j:
IF I 1 isμ 1j and . . . and I i isμ ij and . . . and I n isμ nj THEN o j =w jk for j = 1, . . . , n j and i = 1, . . . , n i (4) whereμ ij is the type-2 fuzzy membership function for the ith input and the jth rule,w jk is the output weight of the jth layer and the kth block. The structure of IT2CMANN is shown in Fig. 3 
where m ijk andσ ijk = σ ijkσijk are the mean and the uncertain variance of the T2GMF (Fig. 4) .
Space 3 (Receptive-Field Space):
Each node in this space performs the t-norm operation to obtain the fuzzy firing valuẽ f jk = f jkf jk for each layer.
Space 4 (Output Weight Space): Each location off jk corresponds to a particular adjustable value in the output weight spacew jk = w jkw jk as:
. . .
Space 5 (Output Space): The final output of an IT2CMANN is the product operation of the receptive-field space and the output weight space as:
Since the state of the prediction results in this study is the binary value, the hard-limit transfer function is used to accelerate the time processing. The optimal threshold value of the hard-limit transfer function is chosen at −0.3.
III. THE IT2CMANN PARAMETERS LEARNING ALGORITHM
To estimate the parameters for IT2CMANN, we first define a Lyapunov cost function as
where e (k) is the classifier error between the desired output y d (k) and the IT2CMANN classifier output y IT 2CMANN (k).
Taking the derivative of (12) yieldṡ
Applying the gradient descent method, the parameters updating laws for IT2CMANN can be obtained:
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whereη w andη m are the learning-rates for adaptive laws. Applying the change rule into the derivative terms (14)- (18) 
Convergence Analysis: First, a Lyapunov function is defined as
Hence,
Applying the gradient descent method, the tracking error can be given
Using (19) , yields (27) Rewritten (26) using (27) 
Rewritten (25) using (28) yields
From (29), ifη w is chosen as satisfying 0 <η w < 8 f 2 jk , then V (k) < 0. Therefore, the stability of the classifier system is guaranteed. Similarly, the stability for choosingη m ,η σ can be proved. 
IV. EXPERIMENTAL RESULTS
The experiments are completed on Matlab R2016a running in Desktop Windows 7(64bit) with processor Intel Core i7 (3.6 GHz), 16 GB RAM. First, the dataset is randomly split into a training dataset and a testing dataset at ratios of 70:30. Then, the training dataset is assigned to n c groups based on its characteristics using the FCM pre-classifier. After that, the n c IT2CMANN classifiers are trained using n c groups training dataset. For the testing process, also using the FCM pre-classifier, the testing data is assigned to the corresponding trained IT2CMANN classifier to which they are best suited. For choosing a suitable number of clusters, the experiments were conducted with n c = 1, 2, . . . 10. The classification performance of the proposed classifier was calculated using three performance measurements: accuracy (ACC), sensitivity (SEN), and specificity (SPE), which are shown in Table 1 . To ensure a fair comparison, the experiment results are the average of 100 times repeated by randomly picking up data for training and testing process. To test our proposed classifier, classification of the breast cancer datasets and liver disease datasets obtained from the UCI database are conducted. 
A. THE BREAST CANCER DATASET
The Wisconsin breast cancer dataset (WBCD) contains the data of 699 patients. There are 16 samples with missing values. As with the literature studies in [1] and [5] , this study eliminated any missing samples. Therefore, the remaining 683 instances are used. This dataset contains 239 (35%) malignant instances and 444 (65%) benign instances. Each instance has ten independent attributes, as shown in Table 2 . In the first phase, fuzzy c-mean clustering is employed to assign the WBCD testing data into corresponding clusters. Then, the IT2CMANN is applied to train each cluster for 1000 iterations. To obtain the optimal number of clusters in FCM-IT2CMANN, the experimental results are repeated 100 times with a different number of clusters, as shown in Table 3 . These results reveal the proposed classifier can obtain superior performance with six clusters. The performance of FCM-IT2CMANN for the WBC dataset is given in Fig. 5 . The accuracy comparison of the proposed classifier and other methods is shown in Table 4 . The analysis of variance (ANOVA) statistical test of the WBC dataset for the five different classifiers is given in Table 5 , where SS, MS, and df are the sum of squares, the mean square, and the degrees of freedom, respectively. In which, F > F_crit and P − value < alpha, where alpha = 0.05. Thus, the result of five classifiers has significantly different mean values. The mean accuracies of the five classifiers for WBC dataset are shown in Figs. 6.
B. THE LIVER DISEASE DATASET
The Indian liver patient dataset (ILPD) from the UCI contains the data of 583 patients. This dataset contains VOLUME 7, 2019 416 (71.35%) liver disease records and 167 (28.65%) nonliver disease records. Each instance has 11 independent attributes, as shown in Table 6 . In the first phase, the fuzzy c-mean clustering is employed to assign the ILPD testing data into corresponding clusters. Then, the IT2CMANN is applied to train each cluster for 1000 iterations. To obtain the optimal number of clusters in FCM-IT2CMANN, the experimental results are repeated 100 times with a different number of clusters as shown in Table 7 . These results reveal the proposed classifier can obtain superior performance with eight clusters. The performance of FCM-IT2CMANN for ILPD is given in Fig. 7 . The accuracy comparison of the proposed classifier and other methods is shown in Table 8 . The analysis of variance (ANOVA) statistical test of the WBC dataset for five different classifiers is given in Table 9 . In which, F > F_crit and P − value < alpha, where alpha = 0.05. Thus, the result According to our experimental results, the proposed fuzzy c-mean IT2CMANN classifier has better diagnostic performance than the other classifier methods. It provides the highest accuracy in predicting breast cancer and liver diseases diagnosis. However, Table 3 and Table 7 show it varies depending on the number of clusters.
V. CONCLUSION
This paper designed a fuzzy c-mean IT2CMANN classifier to improve the diagnostic accuracy for breast cancer and liver disease. The proposed classifier has two main steps. In the first step, the fuzzy c-mean clustering is applied to divide the dataset to which cluster they are best suited. In the second step, the data is then fed to the IT2CMANN for the main classification process. The experiment results demonstrated the feasibility of the proposed classifier by obtaining higher accuracy than other methods. The adaptive laws for updating network parameters are designed based on the gradient descent method. In conclusion, the results of this study are promising, and it can be extended to examine other classification problems. The limitation of this study is that choosing the number of clusters significant effect to the system performance. Apply some advanced methods to find out the suitable number of clusters and testing on the larger dataset will be our future works.
