Abstract. We use the famous knot-theoretic consequence of Freedman's disc theorem-knots with trivial Alexander polynomial bound a locally-flat disc in the 4-ball-to prove the following generalization. The degree of the Alexander polynomial of a knot is an upper bound for its topological slice genus. We provide examples of knots where this determines the topological slice genus.
Introduction
For a knot K-a smooth and oriented embedding of the unit circle S 1 into the unit 3-sphere S 3 -the topological slice genus g top s (K) is the minimal genus of locally-flat, oriented surfaces S in the closed unit 4-ball B 4 with oriented boundary K ⊂ ∂B 4 = S 3 . A celebrated theorem of Freedman asserts that every knot K with trivial Alexander polynomial is topologically slice, i.e. g top s (K) equals 0 [Fre82b, Theorem 1.13]; see also [FQ90, 11 .7B] and [GT04, Appendix] . Here, the Alexander polynomial ∆ K , first introduced by Alexander [Ale28] , is the Laurent polynomial with integer coefficients in the indeterminate t defined by
where M is any Seifert matrix for K and M T is its transpose. We define the degree deg(∆ K ) of the Alexander polynomial ∆ K to be the largest exponent among the exponents of the monomials of ∆ K . Theorem 1. For every knot, the degree of its Alexander polynomial is greater than or equal to its topological slice genus.
An appealing way of summarizing Theorem 1 and the classical genus bound of the Alexander polynomial is the following. For all knots K, we have
, where g(K) denotes the genus of K-the minimal genus of Seifert surfaces for K. Theorem 1 follows from combining Freedman's result with the following statement:
The reduction of Theorem 1 to Proposition 2 is rather direct. The same idea was used by Rudolph to provide examples of torus knots for which the topological slice genus is smaller than their genus [Rud84, Theorem 2].
Proof of Theorem 1. For a given knot K, let L ⊂ S be a simple closed curve in some Seifert surface S of K with the properties described in Proposition 2. By removing the connected component C of S \ L that does not contain K, one obtains a surface S \ C ⊂ S 3 with boundary K 9 ∪L. By Freedman's work [Fre82b, Theorem 1.13], L bounds a topological locally-flat disc D in B 4 . Gluing S \ L and D along L yields a locally-flat surface S top of genus deg(∆ K ) in B 4 with boundary K ⊂ S 3 = ∂B 4 . To be explicit, S top can be given as follows: Shrink D by a factor of 2, yielding a disc in the 4-ball B 
and set S top ⊂ B 4 to be the union of the shrunken D and the embedded S \ C.
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Applications
Combining Theorem 1 with classical bounds for the topological slice genus, e.g. Kauffman and Taylor's signature bound [KT76, Theorem 3.13], yields simple criteria to determine the topological slice genus. Indeed, let σ(K) denote the signature of a knot K as introduced by Trotter [Tro62] , i.e. the signature σ(M + M T ) of the symmetrization M + M T of any Seifert matrix M for the knot K.
Corollary 3. For every knot K, we have
In particular, if
Example 4. We describe an infinite family of knots for which g top s is arbitrarily large, while being arbitrarily smaller than the smooth slice genus g s .
For any positive integer g, any integer 2g × 2g-matrix M for which M − M T has determinant 1 describes the Seifert form on a Seifert surface S bounded by some knot K; in fact, S can be chosen to be a quasipositive Seifert surface as proven by
then one has examples of knots K for which
, by Corollary 3 and the fact that quasipositive surfaces realize the smooth slice genus; see Rudolph's slice-Bennequin inequality [Rud93] . Of course, the above examples include knots for which g top s is determined by Freedman's result; e.g. if K has trivial Alexander polynomial, or if K is a connected sum of knots with trivial Alexander polynomial and knots for which g = | σ 2 |. However, for most knots K as above, we do not know of a method that determines the topological slice genus and that does not use Theorem 1.
Next, we apply Corollary 3 to knots with small crossing number:
Example 5. We determine the topological slice genus of the following knots, which can be represented by diagrams with 12 crossings. One has
for the two knots 12n830 and 12n750, σ 2 = deg(∆ K ) = 1 for the two knots 12n519 and 12n411, and σ 2 = − deg(∆ K ) = −1 for 12n321 and 12n293; where designations are as in KnotInfo [CL] . Previously, the topological slice genus appears to have been unknown for all these knots; compare [CL] . We remark that, for 12n830 and 12n750, the smooth slice genus is known to be 3, and for 12n321 and 12n293 it is known to be 2; in particular, it is strictly larger than the degree of the Alexander polynomial; while for 12n519 and 12n411 the smooth slice genus appears to be unknown (it is either 1 or 2). In Section 4, we discuss the knot 12n750 explicitly.
Proof of Proposition 2
We provide a sketch of our proof of Proposition 2. For a given knot K, we fix (in all of Section 3) a Seifert surface S and denote its genus by g. We find a basis for H 1 (S, Z) for which the corresponding Seifert matrix M is of the following form:
T is the standard symplectic form on Z 2g and the bottom right corner of M is a square matrix N of size 2g − 2 deg(∆ K ) which represents the Seifert form of a knot with trivial Alexander polynomial. Then we represent this basis by simple closed curves such that for all pairs of curves the geometric intersection number equals the algebraic intersection number and choose a curve L that separates the curves that represent the last 2g − 2 deg(∆ K ) elements of this basis. Thus, N is a Seifert matrix for L and, therefore, L has trivial Alexander polynomial. We note that, if ∆ K = 1, then L is parallel to K and this proof essentially reduces to the proof of [GT04, Lemma 4.2]; see Remark 7.
In order to provide a detailed proof of Proposition 2, we recall some facts about Seifert matrices and bilinear forms. By choosing a basis for H 1 (S, Z), i.e. by identifying H 1 (S, Z) with Z 2g , the Seifert form becomes a bilinear form on Z 2g , which is canonically identified with a 2g × 2g-matrix M -a Seifert matrix. The skewsymmetrization M − M T of M represents the intersection form I on H 1 (S, Z) (with respect to the same basis) and, therefore, has determinant 1. A change of basis amounts to changing M to A T M A for some Z-invertible 2g × 2g-matrix A (which amounts to performing a finite number of elementary column operations and their corresponding elementary row operations on M ). Fix a skew-symmetric bilinear form F on a finitely generated free abelian group V , e.g. I on H 1 (S, Z). A basis for V is called symplectic (with respect to F ), if the corresponding matrix representing F , e.g. M − M T , is the standard symplectic form
A necessary and sufficient condition for the existence of a symplectic basis for V is that F is invertible, i.e. has determinant 1 when identified with a matrix.
Proof of Proposition 2. First, we make an observation from linear algebra:
Lemma 6. There exists a basis B for H 1 (S, Z) and a non-negative integer d such that the Seifert form on H 1 (S, Z) with respect to B is given by a 2g × 2g-matrix of the following form:
where M 2d is a 2d×2d-matrix with non-zero determinant and v i are column vectors with 2g − 2i entries. Furthermore, the degree of ∆ K equals d.
Proof. Let M 2g be a Seifert matrix representing the Seifert form on H 1 (S, Z) with respect to some basis. We consider the case det(M 2g ) = 0 as otherwise the statement is trivial. Thus, by a change of basis, we can arrange that the last column of M 2g consists of 0's only (this is done by choosing a primitive vector in the kernel of M 2g and extending it to a basis). From det(M 2g − M T 2g ) = 1, we deduce that the greatest common divisor of the entries of the last row of M 2g − M T 2g , which is equal to the last row of M 2g , is 1. Therefore, we can change basis again (by performing elementary column operations on M 2g simulating the Euclidean algorithm that yields the greatest common divisor of the last row) such that the corresponding Seifert matrix takes the form 0
where M 2g−2 is a (2g−2)×(2g−2)-matrix, x is an integer, and v 1 and w 1 are column vectors with 2g −2 entries. By changing basis once more, we can arrange that x = 0 and v 1 = w 1 (while possibly changing M 2g−2 ). The statement of Lemma 6 follows by induction on g, and d = deg(∆ K ) is immediate from the fact that calculating ∆ K using a Seifert matrix of the form (1) yields
which has degree d since det(M 2d ) is non-zero.
Next, we establish that there is also a symplectic (with respect to I) basis for H 1 (S, Z) for which the corresponding Seifert matrix is of the form (1); in fact, this follows from a version of Witt's Theorem. Let B be a basis as provided by Lemma 6, and let M 2g be the corresponding Seifert matrix. We write H 1 (S, Z) = V 1 ⊕ V 2 , where V 1 denotes the subgroup spanned by the first 2d elements of B and V 2 denotes the subgroup spanned by the other elements of B. Denote the lower right square of size 2g − 2d of M 2g by N 2g−2d . By (1), we have that
where N 2g−2d − N T 2g−2d equals the standard symplectic form on Z 2g−2d . Since
is invertible (which follows from M 2g − M T 2g being invertible), there is a symplectic (with respect to the restriction of I) basis B V1 for V 1 . Let B sympl = (a 1 , b 1 , · · · , a g , b g ) denote the basis for H 1 (S, Z) obtained by replacing the first 2d elements of B by B V1 . By construction, B sympl is symplectic. The corresponding Seifert matrix M sympl is of the form (1) since M sympl is obtained from M 2g by column (row) operations that involve only the first 2d columns (rows); in particular, N 2g−2d remains unchanged.
Since B sympl is a symplectic basis for I, it can be realized geometrically; i.e., for all 1 ≤ i ≤ g, there exist simple closed curves α i and β i in S representing the classes a i and b i , respectively, such that α i intersects β i once transversally and no other intersections occur; see e.g. Farb and Margalit's book [FM12, Theorem 6.4 ]. Let L be any simple closed curve in S separating the curves
The existence of such a curve L is evident since
is a g + 1 punctured sphere. The surface C has genus g − d and is a Seifert surface for L. Furthermore, the Seifert matrix corresponding to the basis
Lukas Lewark pointed out Lemma 6. Originally, following the arguments in [Fre82a, Lemma 2] and [GT04, Lemma 4.2], we used changes of basis and S-equivalences to obtain a Seifert matrix of the form (1), which only yields the following weaker version of Proposition 2. Every Seifert surface can be stabilized to a Seifert surface that contains a knot with the properties described in Proposition 2. We note that this version still suffices to establish Theorem 1.
The author greatly profited from the nice presentation of the Freedman's result by Garoufalidis and Teichner [GT04, Appendix] , where smooth S 3 -and B 4 -arguments are clearly separated from the application of Freedman's machinery. In fact, before discovering Proposition 2, which allows one to reduce Theorem 1 to a single application of the fact that knots with trivial Alexander polynomial are topologically slice, our proof of Theorem 1 closely followed the argument in [GT04, Appendix] . The following remark is related to their presentation: 
Explicit example: The knot 12n750 and its genera
For the knot K = 12n750, which is the closure of the 3-braid
we exhibit the curve L from Proposition 2 explicitly. Let S be the Seifert surface S of K depicted in Figure 1 . The Seifert surface S has genus 3 and it realizes the genus and the smooth slice genus of K, since it is quasipositive [Rud93, slice-Bennequin inequaility]; in fact, S is the quasipositive surface canonically associated with the 
