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RESUMO
Este trabalho apresenta relacionamentos entre problemas de planejamento temporal
em inteligeˆncia artificial e alcanc¸abilidade em redes de Petri com tempo, estendendo assim
os trabalhos de Silva [1], Hickmott et al. [2], Petry [3] e Edelkamp e Jabbar [4], que na˜o
tratam informac¸o˜es temporais. Estas relac¸o˜es sa˜o dadas pela traduc¸a˜o de problemas de um
formalismo para outro. Tais traduc¸o˜es proporcionam o uso dos me´todos formais de ana´lise
das redes de Petri e tambe´m os sofisticados algoritmos de busca da a´rea de planejamento
automa´tico para solucionar problemas que fazem uso informac¸o˜es temporais. E´ comparado
o poder de expressividade das transic¸o˜es temporais e temporizadas de uma rede de Petri
com uma ac¸a˜o durativa em PDDL, demonstrando que as duas primeiras teˆm poder de
expressividade reduzido em relac¸a˜o a` u´ltima. Tambe´m e´ apresentada uma rede de Petri
temporal capaz de simular a execuc¸a˜o de um conjunto de ac¸o˜es durativas descritas pela
linguagem PDDL.
iv
ABSTRACT
This work presents relationships among temporal planning problems in artificial in-
telligence and reachability in Petri nets with time. It extends the works of Silva [1],
Hickmott et al. [2], Petry [3], and Edelkamp and Jabbar [4] to support temporal infor-
mation. These relationships are given by the translation of problems from one formalism
to another. Such translations permit the use of the formal analysis methods of the Petri
nets as well as the fast search algorithms of automatic planning area to solve problems
with temporal information. The expressiveness power of the time and timed transitions
of a Petri net is comparated with the duractive actions in PDDL language, showing that
the first two have reduced expressiveness power. Also, it is presented a temporal Petri
net capable to simulate the execution of a set of duractive actions described in PDDL.
vLISTA DE FIGURAS
1.1 Traduc¸o˜es feitas entre diferentes formalismos de planejamento [5]. . . . . . 2
2.1 Notac¸a˜o das restric¸o˜es temporais de uma ac¸a˜o. . . . . . . . . . . . . . . . . 8
2.2 Restric¸o˜es temporais aplica´veis a`s condic¸o˜es de uma ac¸a˜o em PDDL. . . . 10
2.3 Restric¸o˜es temporais aplica´veis aos efeitos de uma ac¸a˜o em PDDL. . . . . . 11
2.4 Representac¸a˜o do estado inicial e objetivo do mundo. . . . . . . . . . . . . 15
3.1 Poss´ıveis relac¸o˜es ponto-ponto (a), ponto-intervalo (b) e intervalo-intervalo
(c) com seus respectivos s´ımbolos. . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Tranformando um CN em um d-graph usado representac¸a˜o quantitativa. . 20
3.3 Exemplo de CN qualitativa para instantes (a) e para intervalos (b) para
um dado conjunto de restric¸o˜es (c). . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Comparac¸a˜o entre a durac¸a˜o de execuc¸a˜o de ac¸o˜es sequenciais e concorrentes. 22
3.5 Exemplo de problema com concorreˆncia requerida [6]. . . . . . . . . . . . . 23
3.6 Exemplo de problema com concorreˆncia requerida [7]. . . . . . . . . . . . . 23
3.7 Taxonomia das linguagens temporais e sua expressividade [6]. . . . . . . . 24
3.8 Lacunas temporais que podem ocorrer em uma ac¸a˜o. . . . . . . . . . . . . 25
4.1 Exemplo de uma rede de Petri. . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Exemplo de uma rede de Petri marcada. . . . . . . . . . . . . . . . . . . . 33
4.3 Disparo sequencial de ti e tj. . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Concorreˆncia estrutural (a) e concorreˆncia efetiva (b). . . . . . . . . . . . . 35
4.5 Conflito estrutural (a), conflito efetivo compartilhando as pre´-condic¸o˜es(b)
e conflito efetivo compartilhando as po´s-condic¸o˜es (c), no caso de uma RdP
1-limitada. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6 Confusa˜o sime´trica (a) e confusa˜o assime´trica (b). . . . . . . . . . . . . . . 37
4.7 Situac¸a˜o de contato para k(p4) = 1. . . . . . . . . . . . . . . . . . . . . . . 38
4.8 Rede de Petri com contato (a) e a mesma rede livre de contato (b). . . . . 39
vi
4.9 Exemplo de isomorfismo entre grafos direcionados e com arestas rotuladas. 41
4.10 Exemplo de grafos de alcanc¸abilidade e de redes de petri equivalentes. . . . 42
4.11 Exemplo do disparo de uma rede de Petri temporizada. . . . . . . . . . . . 47
4.12 Transformac¸a˜o de uma rede de Petri temporizada (a) em uma rede de Petri
temporizada de lugar (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.13 Transformac¸a˜o de uma rede de Petri temporizada de lugar(a) em uma rede
de Petri temporizada (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.14 Exemplo de uma sequeˆncia de disparos de uma rede de Petri temporal com
disparo atoˆmico. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.15 Conflito em uma transic¸a˜o temporal. . . . . . . . . . . . . . . . . . . . . . 51
4.16 RdP temporizada (a) traduzida para RdP temporal (b). . . . . . . . . . . 51
5.1 Exemplo de rede de Petri temporal. . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Modelo comportamental de uma transic¸a˜o temporal sobre uma ac¸a˜o durativa. 56
5.3 Modelo comportamental de uma transic¸a˜o temporizada sobre uma ac¸a˜o
durativa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4 Exemplo de rede de Petri temporal k-limitada. . . . . . . . . . . . . . . . . 65
5.5 RdP temporal em alto n´ıvel representando a traduc¸a˜o de uma ac¸a˜o do
problema de planejamento. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.6 Problemas da traduc¸a˜o ocasionados por literais negativos. . . . . . . . . . 70
5.7 Traduc¸a˜o dos literais negativos de uma ac¸a˜o para uma RdP temporal. . . . 72
5.8 RdP com transic¸o˜es seguras. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.9 Traduc¸a˜o completa do domı´nio e problema de planejamento das listagens
5.11 e 5.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.10 Exemplo de uma sequeˆncia de disparos inva´lida para a execuc¸a˜o de uma
ac¸a˜o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.11 Poss´ıveis erros provenientes da simulac¸a˜o da execuc¸a˜o paralela entre ac¸o˜es
em RdP temporais. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.12 Comparac¸a˜o entre os tempos obtidos por cada abordagem (em segundos)
para os problemas DP, HART, SENT e MMGT. . . . . . . . . . . . . . . 85
vii
LISTAGENS
2.1 Uma versa˜o do domı´nio de logistics. . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Descric¸a˜o de um problema para logistics. . . . . . . . . . . . . . . . . . . . 14
2.3 Soluc¸a˜o do problema apresentado. . . . . . . . . . . . . . . . . . . . . . . . 15
3.1 Uma versa˜o do domı´nio temporal para logistics. . . . . . . . . . . . . . . . 26
3.2 Soluc¸a˜o de um problema temporal. . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Soluc¸a˜o de um problema temporal com concorreˆncia. . . . . . . . . . . . . 28
5.1 Cabec¸alho de um arquivo de domı´nio. . . . . . . . . . . . . . . . . . . . . . 54
5.2 Traduc¸a˜o de uma transic¸a˜o temporal. . . . . . . . . . . . . . . . . . . . . . 57
5.3 Traduc¸a˜o de uma transic¸a˜o temporal com disparo instantaˆneo. . . . . . . . 58
5.4 Traduc¸a˜o de uma transic¸a˜o temporizada. . . . . . . . . . . . . . . . . . . . 60
5.5 Exemplo de traduc¸a˜o para a transic¸a˜o t1 da Figura 5.1. . . . . . . . . . . . 61
5.6 Exemplo do arquivo de problema para RdP temporais e temporizadas 1-
limitadas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.7 Traduc¸a˜o do estado objetivo para verificac¸a˜o de bloqueios. . . . . . . . . . 63
5.8 Exemplo de uso de predicados nume´ricos para RdP temporal k-limitada. . 64
5.9 Exemplo do estado inicial e objetivo para modelagem de RdP k-limitadas. 64
5.10 Exemplo de uso de predicados nume´ricos para uma RdP k-limitada, com
peso nos arcos maior que 1 e com controle da situac¸a˜o de contato. . . . . . 65
5.11 Exemplo de ac¸o˜es durativas em PDDL. . . . . . . . . . . . . . . . . . . . . 69
5.12 Exemplo de um problema de planejamento para a listagem 5.11. . . . . . . 69
5.13 Algoritmo para eliminac¸a˜o de contatos de uma RdP. . . . . . . . . . . . . 73
5.14 Exemplo de traduc¸a˜o para a transic¸a˜o t1 da Figura 5.1. . . . . . . . . . . . 81
5.15 Exemplo de modelagem do estado objetivo para a Figura 5.1. . . . . . . . 82
viii
LISTA DE SIGLAS
ADL do ingleˆs Action Description Language
CN do ingleˆs Constraint Network
CSP do ingleˆs Constraint Satisfaction Problem
D-Graph grafo de distaˆncia
IA Inteligeˆncia Artificial
ICAPS do ingleˆs International Conference on Automated Planning and
Scheduling
IPC do ingleˆs International Planning Competition
PDDL do ingleˆs Planning Domain Definition Language
PMDC PDDL Model for DeadLock Checking
RdP Rede de Petri
STN do ingleˆs Simple Temporal Networks
STP do ingleˆs Simple Temporal Problems
STRIPS do ingleˆs Stanford Research Institute Problem Solver
TCSP do ingleˆs Temporal Constraint Satisfaction Problem
TdPN Timed Petri Net (Rede de Petri Temporizada)
TPN Time Petri Net (Rede de Petri Temporal)
ix
SIMBOLOGIA MATEMA´TICA
t1#t2 t1 e´ independente de t2.
M[t>M’ o disparo de t leva a rede da marcac¸a˜o M para a marcac¸a˜o M’.
M[t> t e´ dispara´vel a partir da marcac¸a˜o M.
p̂ e´ o lugar complementar de p.
R(M0) conjunto de todas as marcac¸o˜es alcanc¸a´veis da rede.
RPM1 ∼= RPM2 duas redes de petri sa˜o equivalentes entre s´ı.
cfl(t,M) e´ o conjunto de conflitos de t sobre uma marcac¸a˜o M.
t1 6=t2 as transic¸o˜es t1 6=t2 sa˜o independentes.
v(t) refere-se aos pre´ e po´s-conjuntos de t.
M(p) e´ o nu´mero de marcas do lugar p em uma marcac¸a˜o M.
Pre(p,t) e´ o peso do arco de lugar-transic¸a˜o.
Pos(p,t) e´ o peso do arco de transic¸a˜o-lugar.
k(p) e´ a capacidade ma´xima de marcas de um lugar p ∈ P.
Z(x) e´ o tempo de consumo do elemento x da rede.
S(t) lugares de t• que, eventualmente, podera˜o estar em situac¸a˜o
de contato.
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1CAPI´TULO 1
INTRODUC¸A˜O
Planejamento automa´tico e´ uma a´rea central da Inteligeˆncia Artificial (IA), que envolve
o projeto de linguagens e modelos computacionais para racioc´ınio sobre ac¸o˜es, mudanc¸a
e tempo [8]. De forma geral, a func¸a˜o de um planejador automa´tico e´ encontrar uma
sequeˆncia de ac¸o˜es que, partindo de um estado inicial, possa chegar ao objetivo proposto.
Para descrever um problema de planejamento cla´ssico sa˜o utilizadas linguagens de
representac¸a˜o do conhecimento. A que mais se destaca e´ a STRIPS [9], por conseguir de-
finir os estados, ac¸o˜es e objetivos necessa´rios para serem aplicados a` planejadores cla´ssicos.
Apesar disso, esta linguagem na˜o permite modelar problemas que levam em considerac¸a˜o
informac¸o˜es temporais.
Tendo em vista que a representac¸a˜o e o racioc´ınio sobre o tempo teˆm crucial impor-
taˆncia para muitos sistemas de inteligeˆncia artificial [10], assim como para muitos outros
sistemas do mundo real, enta˜o torna-se atrativo fazer com que planejadores se adaptem a`
esta caracter´ıstica. Assim, surgiram as linguagens de representac¸a˜o temporal e tambe´m
os planejadores temporais, a fim de suprir esta lacuna.
Atualmente, dentre os planejadores temporais, pode-se citar ZENO [11], VHPOP [12],
SAPA [13] e CRIKEY [14]. Ja´ dentre as linguagens temporais, a que mais se destaca e´ a
PDDL [15], por ter um alto poder de expressividade e por ter se tornado um padra˜o nas
competic¸o˜es do IPC (International Planning Competition), parte do ICAPS (Internatio-
nal Conference on Automated Planning and Scheduling). Ale´m disso, a PDDL permite
descrever problemas tanto para o planejamento cla´ssico quanto para o planejamento tem-
poral.
Contudo, geralmente, encontrar um plano em planejamento temporal e´ mais dif´ıcil do
que no planejamento cla´ssico [16]. Sendo assim, uma das ta´ticas, tambe´m usadas pelo
planejamento cla´ssico, e´ a traduc¸a˜o de um problema para diferentes tipos de formalismo,
2com o intuito de tirar proveito de te´cnicas mais elaboradas que cada um deles pode
proporcionar.
Uma ferramenta que pode ser promissora para resolver problemas de planejamento sa˜o
as Redes de Petri (RdP). Este formalismo possibilita a modelagem gra´fica e matema´tica
de sistemas concorrentes, ass´ıncronos, distribu´ıdos, paralelos, na˜o-determin´ısticos e/ou
estoca´sticos, permitindo a modelagem, ana´lise formal e a concepc¸a˜o de sistemas dinaˆmicos
a eventos discretos [17]. Uma das grandes vantagens de se utilizar redes de Petri e´ que
diferentes tipos de problemas, tais como representac¸a˜o de recursos e tempo, podem ser
tratados com uso de um mesmo formalismo.
Sabendo dos potenciais benef´ıcios que a traduc¸a˜o de um problema para outro pode
trazer, Silva [1] e Hickmott et al. [2] propo˜em a traduc¸a˜o de problemas de planejamento
para RdP, sem levar em considerac¸a˜o informac¸o˜es temporais. Por outro lado, Petry [3]
e Edelkamp e Jabbar [4] propo˜em a traduc¸a˜o no sentido oposto. Como Peterson [18] e
Allen [19] afirmam que as redes de Petri e planejadores automa´ticos teˆm sido aplicados
especialmente em sistemas temporais onde os eventos podem ocorrer em paralelo, enta˜o
o presente trabalho estende as abordagens apresentadas por Silva [1], Hickmott et al. [2],
Petry [3] e Edelkamp e Jabbar [4] estabelecendo assim novas relac¸o˜es, entre ambos os
formalismos, que permitem traduzir problemas que fazem uso de informac¸o˜es temporais.
Na figura 1.1 sa˜o apresentadas as relac¸o˜es citadas, onde aquelas identificadas por linhas
tracejadas sa˜o as novas relac¸o˜es descritas pelo presente trabalho.
Figura 1.1: Traduc¸o˜es feitas entre diferentes formalismos de planejamento [5].
3Outra questa˜o importante abordada esta´ relacionada ao poder de expressividade dos
formalismos. Sa˜o apresentadas fortes evideˆncias de que as redes de Petri na˜o possuem
a mesma capacidade de representac¸a˜o da linguagem PDDL para problemas que esta˜o
condicionados a` tratar informac¸o˜es temporais.
De forma geral, o presente trabalho inicia com algumas noc¸o˜es ba´sicas sobre planeja-
mento seguido pela descric¸a˜o das formas de representac¸a˜o de conhecimento, em especial
a linguagem PDDL. No cap´ıtulo 3 e´ feita uma abordagem sobre planejamento temporal
apresentando as suas principais caracter´ısticas. No cap´ıtulo 4, e´ apresentado o funciona-
mento e as propriedades das redes de Petri. Em seguida sa˜o apresentados os me´todos de
traduc¸a˜o entre redes de Petri com tempo e planejamento temporal e, por fim, as concluso˜es
e trabalhos futuros.
4CAPI´TULO 2
REPRESENTAC¸A˜O DO CONHECIMENTO EM
PLANEJAMENTO
Este cap´ıtulo aborda algumas definic¸o˜es ba´sicas sobre planejamento em inteligeˆncia
artificial que sera˜o utilizados ao longo deste trabalho, seguido por uma breve descric¸a˜o
sobre a evoluc¸a˜o da representac¸a˜o do conhecimento aplicada em planejamento automa´tico.
Em seguida, tambe´m e´ apresentada a linguagem PDDL, bem como a sua utilizac¸a˜o na
modelagem de cena´rios cla´ssicos.
2.1 Conceitos ba´sicos em planejamento
O termo planejamento tem diferentes significados para diferentes grupos de pessoas
[20]. Em IA esse mesmo termo na˜o tem uma definic¸a˜o precisa, apesar de ser bastante
difundido na a´rea [21]. Neste trabalho sera´ assumido que planejamento e´ o processo que
procura por um plano dentro de um conjunto finito de ac¸o˜es que transformam o estado
corrente do mundo, de maneira que saindo de um estado inicial possa se chegar a um
estado objetivo. Um estado do mundo e´ caracterizado pela descric¸a˜o do ambiente onde o
agente se encontra em um dado instante de tempo. Esta descric¸a˜o e´ feita atrave´s de um
conjunto de varia´veis de estado. Um novo estado do mundo pode ser obtido atrave´s da
execuc¸a˜o de uma ac¸a˜o, o que acarreta na mudanc¸a do conjunto de varia´veis de estado que
compo˜em o mundo.
Um problema de planejamento envolve um espac¸o de estados que captura todas as
situac¸o˜es que podem ocorrer, sendo que em boa parte das aplicac¸o˜es o espac¸o de estados
e´ muito grande para ser tratado [20].
Definic¸a˜o 1 (Literais). Define-se V como um conjunto de varia´veis de estado positivas.
O conjunto de literais sobre o conjunto V e´ L = V ∪ {¬v | v ∈ V}.
5Definic¸a˜o 2 (Predicado). Um predicado R(v) e´ uma expressa˜o que define uma propriedade
R para um conjunto de literais v, tal que R(v) e´ verdadeiro ou falso.
Definic¸a˜o 3 (Estado). Um estado e´ a descric¸a˜o do mundo em dado instante de tempo,
isto e´, um conjunto de varia´veis de estado verdadeiras naquele instante.
Definic¸a˜o 4 (Ac¸a˜o). Uma ac¸a˜o e´ um operador que transforma um estado do mundo
em um outro. Essa transformac¸a˜o e´ dada pela condic¸a˜o o = 〈Cond, Eff〉, onde Cond e´ o
conjunto de predicados que compo˜em as condic¸o˜es e Eff e´ uma dupla 〈Add ∪ Del〉, sendo
Add o conjunto de literais positivos e Del o conjunto literais negativos, que compo˜e os
efeitos da ac¸a˜o.
Definic¸a˜o 5 (Plano). Um plano PLN e´ um conjunto parcialmente ordenado de ac¸o˜es que
leva a` soluc¸a˜o de um dado problema, ou seja, PLN = {o1, o2, ..., on}, tal que oi e´ uma ac¸a˜o.
2.2 Representac¸a˜o do conhecimento
A representac¸a˜o do conhecimento pode ser definida como um conjunto de convenc¸o˜es
sinta´ticas e semaˆnticas que torna poss´ıvel descrever coisas [22], formando uma linguagem.
Em planejamento, as linguagens de representac¸a˜o sa˜o utilizadas para descrever estados,
ac¸o˜es e objetivos. Segundo Russell e Norvig [22], uma linguagem deve ser suficiente-
mente expressiva para descrever uma grande quantidade de problemas, mas ao mesmo
tempo deve ser restrita ao ponto de permitir que os algoritmos possam opera´-la. Desta
forma, e´ poss´ıvel desenvolver algoritmos poderosos e tambe´m flex´ıveis para a resoluc¸a˜o de
problemas.
A forma de representac¸a˜o definida como STRIPS (Stanford Research Institute Problem
Solver) [9] surgiu apo´s o lanc¸amento do primeiro sistema de planejamento (de mesmo
nome: STRIPS) em 1971, que foi projetado como o componente de planejamento para
o roboˆ Shakey. A partir de enta˜o, por ser uma linguagem de descric¸a˜o cujo modelo
de representac¸a˜o e´ simples e compacto, a linguagem STRIPS passou a ter muito mais
influeˆncia do que as abordagens baseadas em lo´gica e prova de teoremas. Assim, a maioria
6dos planejadores existentes passou a utilizar formas semelhantes a`quelas presentes em
STRIPS.
A linguagem STRIPS representa o estado do mundo utilizando conjunc¸o˜es de propo-
sic¸o˜es que usam uma representac¸a˜o de primeira ordem (predicados). Com isso, os predi-
cados especificados sa˜o dados como verdadeiros ou, caso contra´rio, sa˜o dados como falsos,
ou seja, na˜o sa˜o assumidos pelo estado do mundo em questa˜o. Com este mecanismo, a
linguagem e´ capaz de descrever conjuntos de ac¸o˜es, que sa˜o constitu´ıdas por conjunc¸o˜es
de predicados que formam as pre´-condic¸o˜es e os efeitos da mesma. De forma semelhante,
tambe´m e´ descrito o estado inicial e objetivo do problema. As ac¸o˜es teˆm condic¸o˜es que
devem ser verdadeiras para que sejam executadas e assim transformar o mundo com a
aplicac¸a˜o de seus efeitos, que nada mais sa˜o do que a adic¸a˜o ou a remoc¸a˜o de predicados
do estado corrente do mundo.
Apesar da linguagem STRIPS ter tido muito sucesso, com o passar do tempo ela se
tornou insuficientemente expressiva para modelar alguns problemas de planejamento, es-
pecialmente problemas que necessitam computar informac¸o˜es temporais. Foram desenvol-
vidas muitas variantes dessa linguagem, entre elas a linguagem ADL (Action Description
Language) [23]. Esta relaxou algumas das restric¸o˜es da linguagem STRIPS permitindo
a representac¸a˜o de disjunc¸a˜o nas pre´-condic¸o˜es, condic¸o˜es nos efeitos, e quantificadores
universais nas pre´-condic¸o˜es e efeitos, tornando poss´ıvel codificar problemas mais realistas.
Como ja´ mencionado, houve muitas derivac¸o˜es da linguagem STRIPS, devido a um
grande nu´mero de pesquisadores na a´rea de planejamento automa´tico. No entanto, por
causa das diferentes nomenclaturas e formatos usados para explicar seus experimentos,
tornou-se necessa´rio estabelecer crite´rios de forma que todos tivessem uma estrutura pa-
dra˜o para descrever os problemas de planejamento. A sec¸a˜o a seguir apresenta a linguagem
PDDL [15, 24] na qual o presente trabalho esta´ focado e que, atualmente, e´ refereˆncia
padra˜o para a comunidade de planejamento.
72.3 PDDL
A linguagem PDDL (Planning Domain Definition Language) e´ uma extensa˜o da lin-
guagem STRIPS cla´ssica, que inclui diversas funcionalidades opcionais, tais como: efeitos
condicionais, varia´veis tipadas, quantificadores universais e existenciais, ac¸o˜es durativas,
entre outras. Desenvolvida pelo comiteˆ da competic¸a˜o IPC-98 (International Planning
Competition), esta linguagem suporta a representac¸a˜o de planejamento cla´ssico e tambe´m
as extenso˜es temporais. Com o passar do tempo foram incorporadas novas funcionalida-
des, e hoje pode ser dividida em 5 n´ıveis, conforme seu poder de expressividade:
• N´ıvel 1: STRIPS e ADL;
• N´ıvel 2: extenso˜es nume´ricas (fluents);
• N´ıvel 3: ac¸o˜es durativas discretas;
• N´ıvel 4: ac¸o˜es durativas cont´ınuas;
• N´ıvel 5: consiste em todos as extenso˜es anteriores mais o suporte adicional a` eventos
instantaˆneos e processos f´ısicos.
Segundo Fox [24], nas competic¸o˜es apenas sa˜o usados os treˆs primeiros n´ıveis, pois
para os n´ıveis 4 e 5 ainda na˜o ha´ tecnologia de planejamento suficientemente avanc¸ada
para tratar as complexidades adicionais.
Em PDDL, a linguagem e´ centrada na descric¸a˜o das ac¸o˜es, onde sa˜o usadas pre´ e po´s-
condic¸o˜es para descrever a aplicabilidade e os efeitos. O comportamento do domı´nio de
planejamento e´ dado pela descric¸a˜o dessas ac¸o˜es, separando-as da descric¸a˜o do problema,
que apresenta os objetos que podem fazer parte do mundo, as condic¸o˜es iniciais do am-
biente e os objetivos que se deseja alcanc¸ar. Sendo assim, um problema de planejamento
fica composto pela unia˜o das descric¸o˜es do domı´nio e do problema.
Definic¸a˜o 6 (Domı´nio). Um domı´nio e´ dado por uma tripla 〈R, F, A〉, onde R sa˜o predi-
cados, F sa˜o func¸o˜es nume´ricas aplicadas sobre os predicados e A sa˜o ac¸o˜es aplica´veis a
um determinado mundo [24].
8Definic¸a˜o 7 (Problema). Um problema e´ dado por uma tripla 〈O, I, G〉, tal que O sa˜o os
objetos do domı´nio que ira˜o compor o mundo, I e´ o estado inicial e G e´ o objetivo do
problema [24].
Definic¸a˜o 8 (Problema de Planejamento). Um problema de planejamento em PDDL e´
dado por um par 〈Dom, Prob〉, onde Dom e´ a descric¸a˜o do domı´nio e Prob e´ a descric¸a˜o do
problema [24].
2.3.1 Ac¸o˜es durativas
A partir da IPC-2002 foi adicionada a noc¸a˜o de ac¸o˜es durativas ao PDDL. A lingua-
gem PDDL e´ descrita aplicando restric¸o˜es sobre as condic¸o˜es e os efeitos. As restric¸o˜es
temporais aplica´veis a`s condic¸o˜es podem ser associadas tanto no in´ıcio (at Start) quanto
no final (at End) das ac¸o˜es, ale´m de possibilitar restric¸o˜es invariantes que devem ser man-
tidas durante (Over all) todo o intervalo da ac¸a˜o. Para os efeitos apenas sa˜o consideradas
as restric¸o˜es de in´ıcio e de fim. A figura 2.1 apresenta um esquema para representac¸a˜o de
uma ac¸a˜o temporal (retaˆngulo branco) que e´ composta pelo seu nome e a sua durac¸a˜o.
Ale´m disso, a ac¸a˜o conte´m as restric¸o˜es temporais aplica´veis a`s condic¸o˜es (parte superior
da ac¸a˜o) e aos efeitos (parte inferior).
Figura 2.1: Notac¸a˜o das restric¸o˜es temporais de uma ac¸a˜o.
Definic¸a˜o 9 (Ac¸a˜o Durativa). Uma ac¸a˜o durativa em PDDL e´ uma extensa˜o da Definic¸a˜o
4 na qual os predicados das condic¸o˜es e dos efeitos passam a ser temporalmente detalhados
com as restric¸o˜es temporais at start, over all e at end ale´m da adic¸a˜o de uma durac¸a˜o,
dada pelo intervalo [α, β], a` ac¸a˜o, tal que α ∈ Q+, β ∈ (Q+ ∪∞) e β ≥ α . Assim sendo,
9o = 〈Conds, Condo, Conde, Effs, Effe, [α, β]〉 onde Conds, Condo, Conde sa˜o os conjuntos de
condic¸o˜es aplicados a`s restric¸o˜es temporais at start, over all e at end e Effs, Effo, Effe
sa˜o os conjuntos de efeitos aplicados a`s mesma restric¸o˜es temporais, respectivamente.
A durac¸a˜o de uma ac¸a˜o pode ser definida de treˆs maneiras distintas:
• A primeira e´ definida de maneira fixa, onde a durac¸a˜o da ac¸a˜o e´ especificada de
forma expl´ıcita e, portando, sempre conhecida, na˜o podendo ser alterada. Ocorre
sempre que o valor de α = β. Ex.: (= ?duration 3)
• A segunda forma e´ usando uma func¸a˜o que depende do valor de outras varia´veis
para determinar a durac¸a˜o. Ex.: o tempo que uma pessoa leva para caminhar de
um lugar para outro considera a velocidade me´dia com que a pessoa anda e tambe´m
qual e´ a distaˆncia entre origem e destino.
(= ?duration (/ (- ?destino ?origem) ?vel_media))
• A u´ltima e´ usando inequac¸o˜es, onde e´ poss´ıvel especificar o instante de tempo a
partir do qual a ac¸a˜o deve ocorrer, isto e´, pelo intervalo [α,∞]. Quando o intervalo
de tempo e´ dado por [α, β], tal que β ≥ α, enta˜o a durac¸a˜o da ac¸a˜o e´ descrita por
duas desigualdades Ex.: O tempo para descarregar um caminha˜o leva no mı´nimo 2
horas e no ma´ximo 4 horas.
(and (<= ?duration 4) (>= ?duration 2))
Considerando o s´ımbolo grego λ (lambda) para denotar uma pequena frac¸a˜o de tempo
que separa dois instantes de tempo, tal que λ > 0, enta˜o as restric¸o˜es aplica´veis a`s con-
dic¸o˜es sa˜o descritas por:
• at start: o predicado deve ser va´lido no in´ıcio da ac¸a˜o (ts) e, pelo menos, ts - λ
unidades de tempo antes que ts.
• at end: o predicado deve ser va´lido no fim da ac¸a˜o (te) e, pelo menos, te - λ unidades
de tempo antes de te.
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• over all: o predicado deve ser va´lido durante o intervalo de ts + λ ate´ te - λ. Por
exemplo, se uma ac¸a˜o tem durac¸a˜o igual a 3 unidades de tempo e e´ iniciada no
tempo 0, considerando que λ = 0, 01, enta˜o over all ira´ ocorrer no intervalo de
tempo 0 + 0,01= 0,01 ate´ 3 - 0,01= 2,99.
Figura 2.2: Restric¸o˜es temporais aplica´veis a`s condic¸o˜es de uma ac¸a˜o em PDDL.
As restric¸o˜es apresentadas anteriormente esta˜o, respectivamente, representadas pela
figura 2.2. As linhas tracejadas chegando a um ponto (aberto ou fechado) significam que
o predicado tem que ser verdadeiro pelo menos λ unidades de tempo antes do intervalo.
Quando as linhas tracejadas seguidas por uma seta se apresentam apo´s o intervalo quer
dizer que o predicado tem que ser verdadeiro pelo menos λ unidades de tempo depois do
intervalo, podendo se propagar para o futuro. As linhas so´lidas significam que o predicado
deve se manter verdadeiro durante este per´ıodo.
Quando e´ necessa´rio que um fato se mantenha em um intervalo de tempo fechado,
enta˜o e´ necessa´rio que os treˆs tipos de restric¸o˜es sejam associadas para este mesmo fato,
como por exemplo, (at start p), (over all p) e (at end p). Isto ocorre porque over all tem
intervalo aberto no in´ıcio e no fim, como apresentado na figura 2.2.
As restric¸o˜es que podem ser aplicadas aos efeitos de uma ac¸a˜o sa˜o:
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• positivo at start: o predicado sera´ va´lido a partir do ponto de tempo ts e se propagara´
para o futuro.
• negativo at start: o predicado deixa de ser verdadeiro a partir do ponto de tempo ts.
O predicado em questa˜o na˜o precisa ser necessariamente verdadeiro antes do tempo
ts.
• positivo at end: o predicado sera´ va´lido a partir do ponto de tempo te e se propagara´
para o futuro.
• negativo at end: o predicado deixa de ser verdadeiro a partir do ponto de tempo te.
As restric¸o˜es citadas sa˜o apresentadas pela figura 2.3. Os c´ırculos com preenchimento
so´lido seguidos por uma linha tracejada com a seta indicam que o efeito se propagara´
para o futuro. Ja´ as linhas so´lidas seguidas por um c´ırculo sem preenchimento significam
que o predicado em questa˜o pode ou na˜o ser verdadeiro antes de ocorrer a negac¸a˜o do
predicado.
Figura 2.3: Restric¸o˜es temporais aplica´veis aos efeitos de uma ac¸a˜o em PDDL.
E´ importante salientar que os efeitos apenas sa˜o efetivamente aplicados no mundo
se todas as condic¸o˜es da ac¸a˜o forem atendidas, caso contra´rio a ac¸a˜o e´ dada como na˜o
aplica´vel naquele momento. Um exemplo t´ıpico ocorre quando as condic¸o˜es esta˜o no final
e efeitos no in´ıcio da ac¸a˜o. Isto acontece porque quando uma ac¸a˜o gera, por exemplo, P
como efeito no in´ıcio da ac¸a˜o dando impressa˜o que este efeito ja´ foi aplicado ao mundo,
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mas ele apenas se propagara´ para as ac¸o˜es que esta˜o sendo executadas em paralelo naquele
instante. No entanto, para P ser realmente um fato do mundo e´ necessa´rio que ao final
da ac¸a˜o todas as condic¸o˜es tenham sido satisfeitas.
A seguir e´ apresentado, de foma ba´sica, como a PDDL e´ utilizada para descrever
problemas de planejamento cla´ssico. Para maiores detalhes sobre a linguagem PDDL,
consulte o trabalho de Fox e Long [24].
2.4 Planejamento cla´ssico em PDDL
Para exemplificar a utilizac¸a˜o do PDDL em planejamento tomaremos como exemplo
o domı´nio logistics [25], que se caracteriza pelo transporte de objetos entre diferentes
localidades, utilizando caminho˜es para transporte dentro de uma mesma cidade e avio˜es
para transporte entre cidades. Pore´m, para simplificar sera˜o utilizados apenas os seguintes
elementos para a representac¸a˜o do mundo:
• Ha´ apenas 2 pacotes (P1, P2) e um caminha˜o (C1) para efetuar a movimentac¸a˜o
dos pacotes;
• Os pacotes podem ser movimentados apenas entre as localidades L1 e L2;
• A capacidade de carga de um caminha˜o e´ um pacote, portanto, uma vez carregado
o caminha˜o somente pode ser descarregado ou movimentado;
• Um pacote somente pode ser carregado em um caminha˜o se ambos esta˜o na mesma
localizac¸a˜o.
Tendo conhecimento sobre o sistema a ser modelado enta˜o e´ poss´ıvel descrever o ar-
quivo do domı´nio. O exemplo do domı´nio citado acima e´ apresentado na listagem 2.1.
Note que o primeiro passo e´ atribuir um nome ao domı´nio (linha 1). Em seguida sa˜o
definidos os requisitos que sera˜o necessa´rios para representar a descric¸a˜o do modelo e que
neste caso sa˜o: strips e typing (que permite atribuir tipos na declarac¸a˜o das varia´veis).
Ale´m destes ha´ outros, que podem estender ainda mais a expressividade da descric¸a˜o do
domı´nio. Entre os que sa˜o mais comumente utilizados esta˜o:
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• negative-preconditions : permite a descric¸a˜o de predicados negados nas condic¸o˜es da
ac¸a˜o;
• conditional-effects : permite o uso de when no efeito das ac¸o˜es (quando X e´ verdade
enta˜o Y);
• fluents : permite a definic¸a˜o de predicados nume´ricos e o uso de operac¸o˜es aritme´ti-
cas;
• universal-preconditions : permite o uso do quantificador universal (forall) na descri-
c¸a˜o dos efeitos (para todo X fac¸a Y).
Como foi definido o uso de tipos, enta˜o tambe´m e´ necessa´rio efetuar a definic¸a˜o dos
mesmos. Portanto, foram criados os tipos “local”, “caminhao” e “pacote”, sendo que os
dois u´ltimos sa˜o do tipo “objeto”, ou seja, um objeto pode ser um caminha˜o ou um
pacote. Em seguida sa˜o criados os predicados que ira˜o compor as regras para a criac¸a˜o
das ac¸o˜es. Aqui esta´ a raza˜o de se criar o tipo “objeto”, pois assim e´ poss´ıvel criar um
u´nico predicado (linha 7) para dizer onde um caminha˜o ou um pacote esta˜o. Como o
caminha˜o so´ pode carregar um pacote, enta˜o o outro predicado usado serve apenas para
indicar se o caminha˜o esta´ carregado ou na˜o.
Por u´ltimo, basta descrever as ac¸o˜es que ira˜o compor o cena´rio. Desta forma, foram
definidas treˆs ac¸o˜es: carregar, descarregar e mover. Os paraˆmetros sa˜o definidos com o uso
de varia´veis (sempre iniciadas com“?”), que quando instanciadas permitem seguir os testes
com as condic¸o˜es das ac¸o˜es. Tomando como exemplo a ac¸a˜o carregar, as pre´-condic¸o˜es
da ac¸a˜o sera˜o satisfeitas se, e somente se, os paraˆmetros instanciados se enquadrarem aos
predicados da pre´-condic¸a˜o, ou seja, o caminha˜o devera´ estar vazio e estar no mesmo lugar
do pacote. O efeito da ac¸a˜o “carregar” e´ tirar o pacote do local onde o mesmo se encontra
e o coloca´-lo no caminha˜o. Para o restante das ac¸o˜es, o comportamento de sua execuc¸a˜o
se dara´ da mesma forma.
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1 ( d e f i n e ( domain l o g i s t i c s )
( : r equ i r ements : s t r i p s : typing )
( : types ob j e to
caminhao pacote − ob je to
5 l o c a l )
( : c ons tant s L1 L2 − l o c a l )
( : p r ed i c a t e s (em ?o − ob je to ? l − l o c a l )
( vaz io ? c − caminhao ) )
10 ( : a c t i on ca r r ega r
: parameters (? c − caminhao ?p − pacote ? l − l o c a l )
: p r e cond i t i on ( and (em ?c ? l )
(em ?p ? l )
( vaz io ? c ) )
15 : e f f e c t ( and ( not (em ?p ? l ) )
( not ( vaz io ?c ) ) )
)
( : a c t i on de s ca r r ega r
: parameters (? c − caminhao ?p − pacote ? l − l o c a l )
20 : p r e cond i t i on ( and ( not ( vaz io ? c ) )
(em ?c ? l ) )
: e f f e c t ( and (em ?p ? l )
( vaz io ? c ) )
)
25 ( : a c t i on mover
: parameters (? c − caminhao ? origem ? dest − l o c a l )
: p r e cond i t i on ( and (em ?c ? origem ) )
: e f f e c t ( and ( not (em ?c ? origem ) )
(em ?c ? des t ) )
30 )
)
Listagem 2.1: Uma versa˜o do domı´nio de logistics.
Com a descric¸a˜o do domı´nio completa, o pro´ximo passo consiste em especificar a
descric¸a˜o do arquivo de problema. Para isso e´ necessa´rio saber qual e´ o estado inicial e
o estado objetivo, como por exemplo os estados apresentados pela figura 2.4, onde dois
pacotes e tambe´m o caminha˜o esta˜o inicialmente localizados no lugar L1 e o objetivo e´
ter o pacote P1 no lugar L2 e o caminha˜o no lugar L1. Sabendo disso, o primeiro passo
e´ especificar o nome do problema e em seguida o nome do domı´nio a que ele pertence.
Posteriormente sa˜o especificados os objetos que compo˜e o mundo. Note que os lugares
L1 e L2 na˜o foram declarados aqui, pois estes sa˜o constantes e ja´ foram declaradas no
arquivo de domı´nio.
A listagem 2.2 apresenta, nas linhas 5 a 9, o estado inicial do domı´nio logistics formu-
lados em PDDL e tambe´m a formulac¸a˜o dos objetivos, nas linhas 10 a 12.
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Figura 2.4: Representac¸a˜o do estado inicial e objetivo do mundo.
1 ( d e f i n e ( problem p l o g i s t i c s )
( : domain l o g i s t i c s )
( : o b j e c t s P1 P2 − pacote
C1 − caminhao )
5 ( : i n i t
(em P1 L1)
(em P2 L1)
(em C1 L1)
( vaz io C1) )
10 ( : goa l ( and (em P1 L2)
(em C1 L1) )
)
)
Listagem 2.2: Descric¸a˜o de um problema para logistics.
A resposta para o problema pode ser descrita como: carregar P1 no caminha˜o, mover
o caminha˜o para L2, descarregar o caminha˜o e voltar com o caminha˜o para L1, conforme
listagem 2.3. Sendo assim, e´ poss´ıvel perceber que, mesmo na˜o tendo o tempo explici-
tamente descrito nas ac¸o˜es, no planejamento cla´ssico ha´ uma noc¸a˜o temporal aplicada a`
execuc¸a˜o do resultado encontrado, na qual os passos do plano sa˜o executadas de forma
parcialmente ordenada, o que na˜o quer dizer que a execuc¸a˜o de uma ac¸a˜o se da´ imediata-
mente apo´s o te´rmino de outra. Para este caso, a soluc¸a˜o apresentada e´ o´tima, ou seja, e´
o menor nu´mero de ac¸o˜es que leva do estado inicial ao objetivo.
1 : ( ca r r ega r C1 P1 L1)
2 : ( mover C1 L1 L2)
3 : ( de s ca r r ega r C1 P1 L2)
4 : ( mover C1 L2 L1)
Listagem 2.3: Soluc¸a˜o do problema apresentado.
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2.5 Considerac¸o˜es
Este cap´ıtulo tratou de apresentar como os problemas de planejamento sa˜o modela-
dos de maneira que os planejadores possam absorver as informac¸o˜es que representam o
conhecimento sobre um determinado problema. Foi visto tambe´m que a capacidade de
representac¸a˜o da STRIPS e´ limitada, assim como os planejadores cla´ssicos, que, apesar
de resolver uma grande quantidade de problemas, sa˜o incapazes de lidar com informac¸o˜es
temporais.
Por outro lado, a representac¸a˜o PDDL tem um poder de expressividade bastante
elevado, podendo, inclusive, representar ac¸o˜es durativas. Com isso, a PDDL tornou-se
um padra˜o para a representac¸a˜o de conhecimento na a´rea de planejamento, tanto cla´ssico
quanto na˜o-cla´ssico.
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CAPI´TULO 3
PLANEJAMENTO TEMPORAL
Apesar de no planejamento cla´ssico ser poss´ıvel resolver uma grande variedade de
problemas, adicionar noc¸o˜es temporais aos modelos possibilita o tratamento de outros
problemas onde o tempo e´ um fator fundamental.
As definic¸o˜es apresentadas neste cap´ıtulo sa˜o fundamentadas nos trabalhos de Cushing
et al. [6, 26], Wullinger [27] e Ghallab et al. [28], os quais explicam o que e´ e como funciona
o planejamento temporal. Ale´m disso, a linguagem PDDL e´ utilizada como base para a
descric¸a˜o de exemplos e das definic¸o˜es formais deste cap´ıtulo. Ao final e´ exposto um
exemplo de modelagem temporal usando a linguagem PDDL.
3.1 Representac¸a˜o do tempo
Os problemas de representac¸a˜o e racioc´ınio temporal abrangem a´reas multidisciplina-
res, inclusive a de Inteligeˆncia Artificial [29]. Segundo Villa [10], o tempo e´ modelado
como um conjunto infinito de instantes, denso e na˜o-circular sobre o qual ha´ uma relac¸a˜o
de ordem definida. No entanto, esta grandeza possibilita sequencializar eventos, comparar
a durac¸a˜o de eventos assim como o intervalo existente entre eles.
Conforme apresentado por Villa [10], Lever e Richards [30] e Allen [19], o tempo pode
ser dividido em dois per´ıodos: na˜o decompon´ıvel, chamado de instante (ponto do tempo),
e per´ıodo decompon´ıvel, chamado de intervalo (intervalo de tempo). O primeiro pode ser
considerado como um intervalo com durac¸a˜o igual a zero e se refere, de forma precisa, a um
momento no qual uma ac¸a˜o (evento) pode ocorrer. Ja´ um intervalo de tempo corresponde
ao per´ıodo de tempo entre dois pontos de tempo (x, y) tal que x ≤ y, ou seja, um pedac¸o
do espac¸o de tempo no qual os eventos ocorrem [29].
Definic¸a˜o 10 (Durac¸a˜o). Durac¸a˜o e´ o per´ıodo de tempo ocupado por um intervalo, ou
seja, e´ a diferenc¸a de tempo entre os instantes inicial e final da execuc¸a˜o de uma sequeˆncia
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de ac¸o˜es.
Em relac¸a˜o a` representac¸a˜o do tempo, e´ poss´ıvel estabelecer duas classes distintas:
qualitativa (relac¸a˜o relativa) e quantitativa (relac¸a˜o me´trica). A primeira apresenta as
restric¸o˜es temporais entre duas varia´veis (Oi e Oj) usando uma disjunc¸a˜o
(Oj r1 Oj) ∨ ... ∨ (Oi rk Oj)
onde Oi e Oj devem ser pontos ou intervalos de tempo e ri e´ a relac¸a˜o existente entre as
duas varia´veis. Existem treˆs categorias de relac¸a˜o entre ac¸o˜es:
1. Relac¸a˜o ponto-ponto: conjunto de relac¸o˜es que podem ocorrer entre um par de pon-
tos. Introduzido por Vilain e Kautz [31] e´ denotada usando treˆs tipos de restric¸o˜es,
conforme apresentado pela figura 3.1 a).
2. Relac¸a˜o ponto-intervalo: conjunto de relac¸o˜es que podem ocorrer entre um ponto e
um intervalo ou entre um intervalo e um ponto. E´ uma extensa˜o da lo´gica de Allen
que foi criada por Zaidi [32]. Possui cinco poss´ıveis relac¸o˜es conforme apresentado
pela figura 3.1 b).
3. Relac¸a˜o intervalo-intervalo: conjunto de relac¸o˜es que podem ocorrer entre um par
de intervalos. Proposta por Allen [29] como base para uma a´lgebra de ca´lculos sobre
intervalos, leva em considerac¸a˜o 7 poss´ıveis relac¸o˜es (e suas inversas), apresentadas
na figura 3.1 c. Estas relac¸o˜es definem a exclusa˜o mu´tua de relacionamentos que
podem existir entre dois intervalos, ale´m disso, usando estas relac¸o˜es e´ poss´ıvel des-
crever como as ac¸o˜es afetam o mundo [21]. Dentre as relac¸o˜es apresentadas na figura
3.1 c, apenas aquelas apresentadas mais ao topo na˜o sa˜o consideradas complexas (<,
>, m e mi), pois implicam uma execuc¸a˜o de forma sequencial, enquanto as restantes
(o, oi, d, di, =, s, si, f, e fi) podem ser executadas concorrentemente.
Contudo, segundo Dechter et al. [33] e Meiri [34], a a´lgebra qualitativa na˜o oferece me-
canismos convenientes para representar informac¸o˜es me´tricas. Ja´ na classe quantitativa, a
informac¸a˜o temporal deve estar explicitamente dispon´ıvel de forma nume´rica e portanto,
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Figura 3.1: Poss´ıveis relac¸o˜es ponto-ponto (a), ponto-intervalo (b) e intervalo-intervalo
(c) com seus respectivos s´ımbolos.
segundo Vila [10], pode ser facilmente computada. Como o racioc´ınio sobre as restric¸o˜es
temporais pode ser visto como um problema de satisfac¸a˜o de restric¸o˜es [33, 35] (CSP,
do ingleˆs Constraint Satisfaction Problem) enta˜o Dechter et al. [33] desenvolveram um
trabalho baseado nesta ide´ia, chamado de problema de satisfac¸a˜o de restric¸o˜es temporais
(TCSP, do ingleˆs Temporal Constraint Satisfaction Problems). Dois tipos de restric¸o˜es
podem ser representadas:
• Restric¸a˜o Una´ria: a restric¸a˜o limita a posic¸a˜o de um ponto de tempo (Pi) para
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um dado conjunto de intervalos ([a1, b1], ..., [an, bn]). Ex.: P1 | P1 ∈ {(3, 6)} ou
3 ≤ P1 ≤ 6.
• Restric¸a˜o Bina´ria: restringe os valores admiss´ıveis para a distaˆncia Pj − Pi entre
pontos para um dado conjunto de intervalos ([a1, b1], ..., [an, bn]). Ex.: P2 − P1 ∈
{(3, 6)} ou 3 ≤ P2 − P1 ≤ 6.
Ale´m disso, as duas formas, qualitativa e quantitativa, sa˜o representadas por um
conjunto de disjunc¸o˜es ((Ri) ∨ ... ∨ (Rn)), onde Ri e´ uma restric¸a˜o. Estas restric¸o˜es
podem ser representadas por uma rede de restric¸o˜es temporais (CN, do ingleˆs Constraint
Network), usando um grafo direcionado disjuntivo, onde os nodos sa˜o representados por
varia´veis (instante de tempo ou intervalo) e um arco i → j indica uma restric¸a˜o entre
varia´veis, sendo rotulado por um conjunto de intervalos (quando a restric¸a˜o e´ quantitativa)
ou por um conjunto de relac¸o˜es qualitativas. Pore´m, sem a disjunc¸a˜o, o problema se torna
temporalmente simples (STP, do ingleˆs Simple Temporal Problems) e com isso pode ser
representado por uma rede temporal simples (STN, do ingleˆs Simple Temporal Networks),
representado usando um grafo de distaˆncia (d-Graph). O uso de STPs permite respostas
ra´pidas para perguntas temporais [12], pois pode ser resolvido em tempo polinomial.
A figura 3.2 apresenta uma rede CN quantitativa que e´ transformada em STN e,
posteriormente, transformada em d-graph, conforme apresentado no para´grafo anterior.
Figura 3.2: Tranformando um CN em um d-graph usado representac¸a˜o quantitativa.
Ja´ a figura 3.3 apresenta um exemplo de rede para a representac¸a˜o qualitativa descrita
por Ghallab et al. [28], onde o conjunto de restric¸o˜es da figura 3.3(c) e´ representado gra-
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ficamente por uma CN qualitativa para instantes (figura 3.3(a)) e para intervalos (figura
3.3(b))
Figura 3.3: Exemplo de CN qualitativa para instantes (a) e para intervalos (b) para um
dado conjunto de restric¸o˜es (c).
3.2 Noc¸o˜es de planejamento temporal
Enquanto o planejamento cla´ssico busca um plano com o menor nu´mero de passos, o
planejamento temporal busca por um plano que tenha a menor durac¸a˜o, na˜o importando
a quantidade de ac¸o˜es executadas, mas sim o menor tempo para a execuc¸a˜o da tarefa
desejada.
O planejamento temporal possibilita descrever as ac¸o˜es durativas de duas formas:
cont´ınua e discreta. A primeira forma e´ mais complexa [24] e na˜o sera´ discutida neste tra-
balho. Ja´ na segunda forma, as ac¸o˜es tem uma durac¸a˜o [α, β] definida, como ja´ discutido
no cap´ıtulo anterior (definic¸a˜o 9). Sendo assim, a ac¸a˜o inicia em um instante de tempo ts
e seu final ocorre em te, tal que ts+α ≤ te ≤ ts+α+β, o que corresponde a uma relac¸a˜o
ponto-ponto (veja a sec¸a˜o anterior).
A representac¸a˜o temporal de uma ac¸a˜o e´ feita atrave´s da descric¸a˜o temporal de cada
um dos predicados que compo˜em as pre´-condic¸o˜es e os efeitos da ac¸a˜o. Entretanto, essas
informac¸o˜es sa˜o associadas a instantes de tempo onde a validade de um predicado varia
de acordo com o tempo, ou seja, os predicados verdadeiros em um dado momento podem
ser falsos no momento seguinte.
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3.2.1 Concorreˆncia requerida
Quando e´ necessa´rio que um plano tenha a menor durac¸a˜o poss´ıvel e´ necessa´rio que,
em muitos casos, as ac¸o˜es sejam executadas concorrentemente (figura 3.4 b). Por exem-
plo, dois caminho˜es podem ser descarregados ao mesmo tempo, desde que haja uma
ma´quina de descarregamento independente para cada um. Apesar disso, o descarrega-
mento sequencial (figura 3.4 a) dos mesmos tambe´m e´ um plano va´lido, pore´m, a durac¸a˜o
consequentemente na˜o e´ o melhor.
Figura 3.4: Comparac¸a˜o entre a durac¸a˜o de execuc¸a˜o de ac¸o˜es sequenciais e concorrentes.
Definic¸a˜o 11 (Ac¸o˜es Concorrentes). Dado um plano PLN = {o1, o2, o3, ..., on}, duas ac¸o˜es
sa˜o concorrentes se, e somente se
∃oi, oj ∈ PLN | ts(oi) ≤ ts(oj) ≤ te(oi) ∨ ts(oj) ≤ ts(oi) ≤ te(oj)
Contudo, muitas vezes a execuc¸a˜o concorrente de algumas ac¸o˜es e´ o u´nico caminho
para se chegar a` uma soluc¸a˜o va´lida de um problema. Sendo assim, quando este tipo de
problema ocorre enta˜o e´ dito que o problema de planejamento tem Concorreˆncia Reque-
rida.
Definic¸a˜o 12 (Concorreˆncia Requerida). Um problema tem concorreˆncia requerida se
para todo plano, que e´ sua soluc¸a˜o, existem ac¸o˜es executando concorrentemente, ou seja,
na˜o existe nenhum plano sequencial que soluciona o problema [26].
Um exemplo onde ha´ concorreˆncia requerida e´ apresentado na figura 3.5. Neste exem-
plo, tendo como estado inicial G e R falsos, e´ imposs´ıvel se chegar ao objetivo (G) sem a
execuc¸a˜o concorrente das ac¸o˜es. Isto ocorre porque a so
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atrave´s da execuc¸a˜o da ac¸a˜o B que, a principio, na˜o tem suas pre´-condic¸o˜es satisfeitas.
No entanto, a u´nica forma de se obter a soluc¸a˜o deste problema e´ iniciar pela ac¸a˜o A e em
seguida iniciar a ac¸a˜o B antes do te´rmino de A. Ainda e´ necessa´rio que o final de execuc¸a˜o
de B ocorra apo´s o final da execuc¸a˜o de A, pois caso contra´rio a soluc¸a˜o G da ac¸a˜o B seria
negada novamente no final da execuc¸a˜o de A.
Figura 3.5: Exemplo de problema com concorreˆncia requerida [6].
Um caso de concorreˆncia requerida mais complicado e´ apresentado na figura 3.6. E´
poss´ıvel notar que com apenas a execuc¸a˜o de A e B ja´ se chega a` soluc¸a˜o do problema (G1
e G2), mas com a execuc¸a˜o de B e´ gerado ¬Q no in´ıcio, o que impede o final da execuc¸a˜o
de A, que tem que assegurar a condic¸a˜o final (Q). Sendo assim, e´ necessa´rio uma segunda
execuc¸a˜o da ac¸a˜o A para se obter a soluc¸a˜o.
Figura 3.6: Exemplo de problema com concorreˆncia requerida [7].
3.3 Linguagens de ac¸o˜es temporais
Muitas linguagens que modelam ac¸o˜es durativas ja´ foram propostas, dentre elas a
linguagem TGP [36], pore´m a linguagem PDDL e´ mais amplamente utilizada na a´rea de
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planejamento por ser mais flex´ıvel.
As linguagens de representac¸a˜o sa˜o definidas atrave´s das diferentes relac¸o˜es temporais
e restric¸o˜es que suas ac¸o˜es podem representar. No caso da PDDL, devido ao seu grande
poder de expressividade, a linguagem pode capturar uma vasta quantidade de relac¸o˜es e
restric¸o˜es temporais [37], tais como a`quelas apresentadas pela figura 3.1. Sendo assim,
a linguagem PDDL pode ser representada por Ls,o,es,e , onde as restric¸o˜es sobrescritas sa˜o
associadas a`s condic¸o˜es e as restric¸o˜es subscritas sa˜o associadas aos efeitos das ac¸o˜es,
assim como apresentado na sec¸a˜o 2.3.1. No entanto, PDDL pode derivar va´rias outras
linguagens, conforme a figura 3.7.
Figura 3.7: Taxonomia das linguagens temporais e sua expressividade [6].
Atrave´s do conceito de concorreˆncia requerida e´ poss´ıvel dividir as linguagens em dois
grupos distintos: linguagens temporalmente simples e linguagens temporalmente expres-
sivas. Esta divisa˜o tem grande importaˆncia pois, conforme apresentado por Cushing et
al. [6], todos os problemas temporalmente simples podem ser resolvido por planejadores
cla´ssicos,ou seja, as informac¸o˜es temporais na˜o tem influeˆncia sobre o plano que resolve o
problema.
Definic¸a˜o 13 (Linguagens Temporalmente Simples/Expressivas). Uma linguagens L e´
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temporalmente expressiva se ela pode descrever problemas com concorreˆncia requerida,
caso contra´rio, L e´ temporalmente simples.
Um outro crite´rio mais simples, chamado de lacuna temporal, pode ser usado para divi-
dir as linguagens nos dois grupos citados. Quando uma linguagem possui lacuna temporal,
enta˜o ela e´ classificada como temporalmente expressiva e, caso contra´rio, temporalmente
simples.
Definic¸a˜o 14 (Lacuna Temporal). Uma linguagem ou um domı´nio possui lacuna temporal
se, potencialmente, suas ac¸o˜es teˆm lacuna temporal, ou seja, existe pelo menos uma ac¸a˜o
onde [26]:
1. Ha´ uma condic¸a˜o ou efeito sobre um predicado x em AT START e;
2. Ha´ uma condic¸a˜o ou efeito sobre um predicado y , possivelmente diferente, em AT
END.
Por exemplo, uma ac¸a˜o que na˜o tem lacuna temporal e tem at start como condic¸a˜o ou
efeito na˜o pode ter efeito ou condic¸a˜o no final (at end). A quantidade de possibilidades
de lacunas temporais de uma linguagem depende de sua expressividade. Sendo assim,
pode haver linguagens onde na˜o ha´ lacuna temporal, com e´ o caso da Lss, pois todas
as restric¸o˜es sa˜o aplicadas em um mesmo instante de tempo. Considerando todas as
restric¸o˜es temporais apresentadas pela PDDL, enta˜o qualquer linguagem que deriva das
linguagens Lse, L
e
s ou Lse possui lacuna temporal, ou seja, uma ac¸a˜o tem lacuna temporal
sempre que houver uma lacuna entre: uma pre´-condic¸a˜o e um efeito no fim (figura 3.8(a)),
entre uma po´s-condic¸a˜o e um efeito no in´ıcio (figura 3.8(b)) ou entre dois efeitos (figura
3.8(c)).
Figura 3.8: Lacunas temporais que podem ocorrer em uma ac¸a˜o.
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Apesar de tudo, mesmo que um domı´nio contenha ac¸o˜es com lacuna temporal o mesmo
pode na˜o ser temporalmente expressivo, ou seja, na˜o requer concorreˆncia. Este fato pode
ocorrer por dois motivos:
1. porque o domı´nio pode conter dependeˆncias sobre as ac¸o˜es, o que faz com que o
plano gerado sempre seja sequencial.
2. porque o problema na˜o possui concorreˆncia requerida. Ex.: encontrar planos que
possuem uma u´nica ac¸a˜o.
3.4 Planejamento temporal em PDDL
Para o mesmo problema de planejamento apresentado na sec¸a˜o 2.4 (pa´gina 12), agora
sa˜o adicionadas restric¸o˜es temporais que devem ser obedecidas para que haja a execuc¸a˜o
de uma ac¸a˜o, conforme apresentado pela listagem 3.1. Para isto, e´ necessa´rio que haja
treˆs alterac¸o˜es ba´sicas em relac¸a˜o a` descric¸a˜o cla´ssica. A primeira mudanc¸a e´ a adic¸a˜o
de :durative-actions nos requisitos da linguagem. Na segunda sa˜o trocados “:action” por
“:durative-action”, “precondition” por “condition” e adicionado o ro´tulo “:duration”, onde
sera´ especificado a durac¸a˜o. Por u´ltimo, a adic¸a˜o das restric¸o˜es temporais a cada predicado
que compo˜em as condic¸o˜es e efeitos das ac¸o˜es.
1 ( d e f i n e ( domain l o g i s t i c s t emp )
( : r equ i r ements : s t r i p s : typing : durat ive−a c t i o n s )
( : types ob j e to
caminhao pacote − ob je to
5 l o c a l )
( : c ons tant s L1 L2 − l o c a l )
( : p r ed i c a t e s (em ?o − ob je to ? l − l o c a l )
( vaz io ? c − caminhao ) )
10 ( : durat ive−ac t i on ca r r ega r
: parameters (? c − caminhao ?p − pacote ? l − l o c a l )
: durat ion (= ? durat ion 5)
: cond i t i on ( and ( over a l l (em ?c ? l ) )
( at s t a r t (em ?c ? l ) )
15 ( at s t a r t (em ?p ? l ) )
( at s t a r t ( vaz io ? c ) ) )
: e f f e c t ( and ( at s t a r t ( not (em ?p ? l ) ) )
( at end ( not ( vaz io ? c ) ) ) )
)
20 ( : durat ive−ac t i on de s ca r r ega r
: parameters (? c − caminhao ?p − pacote ? l − l o c a l )
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: durat ion (= ? durat ion 3)
: cond i t i on ( and ( at s t a r t ( not ( vaz io ? c ) ) )
( at s t a r t (em ?c ? l ) )
25 ( over a l l (em ?c ? l ) ) )
: e f f e c t ( and ( at end (em ?p ? l ) )
( at s t a r t ( vaz io ? c ) ) )
)
( : durat ive−ac t i on mover
30 : parameters (? c − caminhao ? origem ? dest − l o c a l )
: durat ion (= ? durat ion 30)
: cond i t i on ( and ( at s t a r t (em ?c ? origem ) ) )
: e f f e c t ( and ( at s t a r t ( not (em ?c ? origem ) ) )
( at end (em ?c ? des t ) ) )
35 )
)
Listagem 3.1: Uma versa˜o do domı´nio temporal para logistics.
Para exemplificar uma ac¸a˜o durativa, novamente sera´ usada a ac¸a˜o “carregar”. Com
durac¸a˜o igual a 5, esta ac¸a˜o somente podera´ ser executada se no in´ıcio o caminha˜o estiver
vazio e o pacote e o caminha˜o estiverem no mesmo lugar no instante inicial e durante todo
o processo de carregamento. Como na˜o foi especificado que o caminha˜o devera´ permanecer
no local ate´ o final do carregamento, enta˜o isto quer dizer que o caminha˜o pode iniciar a
movimentac¸a˜o imediatamente com o fim da ac¸a˜o carregar e, caso contra´rio, haveria uma
lacuna de tempo entre as duas ac¸o˜es.
No resultado para o problema da listagem 2.2, as ac¸o˜es foram executadas uma apo´s
a outra, como no planejamento cla´ssico, pore´m cada uma iniciando em um determinado
tempo t e tendo como durac¸a˜o o tempo total da execuc¸a˜o da tarefa, conforme listagem
3.2. O resultado e´ dado pela seguinte sintaxe:
<tempo de in´ıcio> : (<ac¸a˜o executada>) [<tempo de execuc¸a˜o da ac¸a˜o>]
0 . 0 0 : ( ca r r ega r C1 P1 L1) [ 5 ]
5 . 0 0 : (mover C1 L1 L2) [ 3 0 ]
3 5 . 0 1 : ( de s ca r r ega r C1 P1 L2) [ 3 ]
3 8 . 0 1 : ( mover C1 L2 L1) [ 3 0 ]
Durac¸a˜o : 68 .01
Listagem 3.2: Soluc¸a˜o de um problema temporal.
No caso citado, o resultado na˜o teve ac¸o˜es executando concorrentemente, mas isto
e´ poss´ıvel com a simples adic¸a˜o de mais um caminha˜o (C2) e adicionar ao objetivo a
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condic¸a˜o de que o pacote P2 deva estar em L2. O resultado para este caso e´ apresentado
na listagem 3.3. No entanto e´ poss´ıvel notar que a durac¸a˜o na˜o se alterou com relac¸a˜o
ao do problema anterior, isto porque os dois caminho˜es executam as mesmas tarefas ao
mesmo tempo.
0 . 0 0 : ( ca r r ega r C2 P2 L1) [ 5 ]
0 . 0 0 : ( ca r r ega r C1 P1 L1) [ 5 ]
5 . 0 0 : (mover C2 L1 L2) [ 3 0 ]
5 . 0 0 : (mover C1 L1 L2) [ 3 0 ]
3 5 . 0 1 : ( de s ca r r ega r C2 P2 L2) [ 3 ]
3 5 . 0 1 : ( de s ca r r ega r C1 P1 L2) [ 3 ]
3 8 . 0 1 : ( mover C1 L2 L1) [ 3 0 ]
Durac¸a˜o : 68 .01
Listagem 3.3: Soluc¸a˜o de um problema temporal com concorreˆncia.
3.5 Considerac¸o˜es
O objetivo deste cap´ıtulo foi apresentar como as restric¸o˜es temporais sa˜o aplicadas
em planejamento temporal, assim como apresentar os poss´ıveis problemas que a inclusa˜o
de paraˆmetros temporais acarretam na busca por um plano. Ale´m disso, dependendo do
poder de expressividade das ac¸o˜es temporais, encontrar um plano para um problema em
planejamento temporal pode ser computacionalmente mais complexo do que em planeja-
mento cla´ssico [16].
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CAPI´TULO 4
REDES DE PETRI
A teoria sobre Redes de Petri surgiu em 1962 a partir da tese de doutorado desenvolvida
por Carl Adam Petri [38]. Entre 1968 e 1976 um grupo de pesquisadores do Instituto de
Tecnologia de Massachussetts (MIT), nos Estados Unidos, lanc¸ou as bases do que hoje e´
conhecido como Redes de Petri.
As Redes de Petri, no entanto, se constituem em uma ferramenta gra´fica e matema´-
tica muito u´til para a especificac¸a˜o, modelagem, ana´lise formal, simulac¸a˜o e controle de
sistemas a eventos discretos [17].
Neste cap´ıtulo sa˜o apresentados os principais conceitos sobre redes de Petri (RdP),
tanto na notac¸a˜o gra´fica quanto na notac¸a˜o matema´tica. Ale´m disso, sera´ abordado
as redes de Petri com o uso de tempo, que possibilita representar e analisar problemas
ligados a` diversas atividades onde a avaliac¸a˜o do desempenho temporal e´ um crite´rio de
fundamental importaˆncia.
4.1 A rede
Na sua representac¸a˜o gra´fica, a RdP e´ composta por um grafo direcionado bipartido
constitu´ıdo pelos seguintes elementos: lugares, transic¸o˜es e arcos.
Definic¸a˜o 15 (Rede de Petri). Uma Rede de Petri e´ uma tripla,
RP = (P, T, F)
onde P e´ um conjunto finito na˜o-vazio de lugares, T e´ um conjunto finito na˜o-vazio de
transic¸o˜es e F e´ uma dupla 〈Pre, Pos〉 que representa a relac¸a˜o de fluxo dos arcos, onde
Pre e´ uma func¸a˜o de entrada tal que Pre | (P× T)→ N e Pos e´ uma func¸a˜o de sa´ıda tal
que Pos | (P× T)→ N.
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Na rede, os lugares (P) sa˜o representados por c´ırculos, que denotam algo passivo tal
como uma condic¸a˜o ou um estado local de um componente, enquanto as transic¸o˜es (T)
sa˜o representadas por retaˆngulos, que denotam algo ativo tal como uma ac¸a˜o, um evento
ou a execuc¸a˜o de uma instruc¸a˜o. Ja´ os arcos (F) sa˜o representados por setas denotando
causas ou efeitos. Ale´m disso, existem arcos que podem ligar um lugar pi a` uma transic¸a˜o
tj se, e somente se, Pre(pi, tj) > 0, caracterizando uma pre´-condic¸a˜o, e/ou ligar uma
transic¸a˜o tj a` um lugar pi se, e somente se, Pos(pi, tj) > 0, caracterizando uma po´s-
condic¸o˜es. Os arcos tambe´m podem conter um peso w associado, ou seja, Pre(pi, tj) = w
e Pos(pi, tj) = w, tal que w ∈ N.
Definic¸a˜o 16 (Conjuntos Predecessores e Sucessores). Seja uma rede RP = (P, T, F), enta˜o
para um conjunto predecessor e sucessor de um lugar p ∈ P e de uma transic¸a˜o t ∈ T
define-se:
i) •p = {t | Pos(p, t) > 0} = conjunto das transic¸o˜es de entrada de p.
ii) p• = {t | Pre(p, t) > 0} = conjunto das transic¸o˜es de sa´ıda de p.
iii) •t = {p | Pre(p, t) > 0} = conjunto dos lugares de entrada de t.
iv) t• = {p | Pos(p, t) > 0} = conjunto dos lugares de sa´ıda de t.
A figura 4.1 (a) exemplifica uma rede de Petri. O quadro (b) da mesma figura apresenta
a estrutura da rede, conforme a definic¸a˜o 15. Ja´ no quando (c) e´ apresentado um exemplo
do uso da definic¸a˜o 16 para os conjuntos de predecessores e sucessores de lugar e de
transic¸a˜o.
Definic¸a˜o 17 (Rede Pura). Uma rede de Petri RP = (P, T, F) e´ pura se, e somente se,
∀t ∈ T, •t ∩ t• = ∅
Definic¸a˜o 18 (Vizinhanc¸a de uma Transic¸a˜o). Dada uma rede de Petri RP = (P, T, F), a
vizinhanc¸a de uma transic¸a˜o t ∈ T e´ definida como
v(t) = •t ∪ t•
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Figura 4.1: Exemplo de uma rede de Petri.
Definic¸a˜o 19 (Transic¸o˜es Independentes). Duas transic¸o˜es t1 6= t2 ∈ T sa˜o independen-
tes (t1#t2) se, e somente se,
v(t1) ∩ v(t2) = ∅
onde v(ti) sa˜o os lugares vizinhos de ti.
4.2 Marcac¸a˜o de uma rede de Petri
Uma Rede de Petri e´ caracterizada por possuir um componente dinaˆmico associado
a sua estrutura e por permitir uma ana´lise matema´tica sobre seus modelos estrutural e
comportamental. O comportamento dinaˆmico e´ introduzido ao modelo atrave´s do con-
ceito de marcac¸a˜o e da evoluc¸a˜o do sistema entre marcac¸o˜es. Uma marcac¸a˜o consiste na
introduc¸a˜o de marcas (em ingleˆs, tokens) nos lugares. Estas marcas sa˜o representadas
graficamente por pequenos pontos dentro de um lugar.
Definic¸a˜o 20 (Marcac¸a˜o). Uma marcac¸a˜o M de uma rede de Petri e´ uma func¸a˜o M |P→ N,
que representa o nu´mero de marcas contidas em cada lugar p ∈ P. A marcac¸a˜o M e´ repre-
sentada por um vetor coluna cuja dimensa˜o e´ o nu´mero de lugares da rede.
M = [M(p1), M(p2), . . . , M(pn)]
T
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Definic¸a˜o 21 (Rede de Petri Marcada). Uma rede de Petri marcada e´ uma dupla
RPM = (RP, M0)
onde RP e´ uma rede de Petri e M0 | P→ N e´ a marcac¸a˜o inicial da rede.
Desta forma e´ poss´ıvel dizer que um lugar conte´m n marcas, tal que n ∈ N. Uma
marcac¸a˜o, portanto, permite representar o estado da rede em um determinado momento.
As sec¸o˜es subsequentes descrevem o funcionamento das redes de Petri de maneira mais
detalhada e formal, assumindo que todas as redes sa˜o puras.
4.3 Comportamento dinaˆmico
A dinaˆmica de uma rede de Petri se da´ atrave´s da movimentac¸a˜o das marcas pelos
lugares da rede, gerando um novo estado da rede. Toda e qualquer movimentac¸a˜o das
marcas apenas pode ocorrer se uma transic¸a˜o estiver habilitada, ou seja, se, e somente
se, o nu´mero de marcas contidas em cada lugar pertencente ao conjunto de entrada da
transic¸a˜o for maior ou igual ao peso dos arcos respectivos.
Definic¸a˜o 22 (Transic¸a˜o Habilitada). Uma transic¸a˜o t ∈ T esta´ habilitada para a marca-
c¸a˜o M, denotado por M[t >, de uma rede de Petri RPM = (P, T, F, M0), isto e´, ela esta´ pronta
para disparar, se, e somente se,
∀p ∈ •t, M(p) ≥ Pre(p, t)
onde, M(p) e´ o nu´mero de marcas do lugar p ∈ P em uma marcac¸a˜o M e Pre(p, t) e´ o peso
do arco de lugar-transic¸a˜o.
O disparo de uma transic¸a˜o habilitada fara´ com que n marcas sejam retiradas de um
lugar, tal que n e´ o peso do arco que incide sobre a transic¸a˜o. Este procedimento ocorre
para todas os lugares que sa˜o pre´-condic¸a˜o da transic¸a˜o. Contudo, a transic¸a˜o gera marcas
nos lugares que sa˜o sua po´s-condic¸a˜o, onde a quantidade de marcas de cada lugar tambe´m
e´ especificada pelo peso de cada arco.
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Definic¸a˜o 23 (Disparo de uma Transic¸a˜o). Se t ∈ T e´ uma transic¸a˜o habilitada por uma
marcac¸a˜o M, enta˜o o disparo de t retira Pre(p, t) marcas de p ∈ •t e adiciona Pos(p, t)
marcas em p ∈ t•, levando a rede a uma nova marcac¸a˜o M′, denotada por M[t > M′. A
evoluc¸a˜o da rede e´ descrita pela equac¸a˜o:
M′ = M− Pre(p, t) + Pos(p, t)
Para exemplificar uma rede de Petri foram adicionadas marcas aos lugares e pesos aos
arcos da figura 4.1, como apresentado pela figura 4.2. Esta figura exemplifica uma rede
de Petri, onde e´ enfatizado o disparo da transic¸a˜o t2. Tomando com base a figura 4.2
(a) e´ poss´ıvel notar que a transic¸a˜o t2 esta´ habilitada, pois o nu´mero de marcas contidas
nos lugares p1 e p2 e´ maior ou igual ao peso dos seus arcos. Sendo assim, a transic¸a˜o t2,
quando disparada, consome duas marcas do lugar p1 e uma marca de p2, e enta˜o coloca
uma marca em p3 e outra em p4. A marcac¸a˜o da rede apo´s o disparo da transic¸a˜o t2 e´
apresentada pela figura 4.2 (b).
Figura 4.2: Exemplo de uma rede de Petri marcada.
4.4 Algumas situac¸o˜es fundamentais
Nesta sec¸a˜o sa˜o apresentadas algumas situac¸o˜es que podem ocorrer em uma rede,
que envolvem noc¸o˜es de dependeˆncia e/ou independeˆncia entre lugares e transic¸o˜es. O
conteu´do aqui apresentado tem como base os trabalhos de Balbo et al. [39], Buchholz [40]
e Murata [17].
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A primeira situac¸a˜o e´ chamada de sequeˆncia de disparos. E´ a mais ba´sica de todas
e serve para descrever quais disparos de transic¸o˜es sa˜o necessa´rios para que uma outra
transic¸a˜o espec´ıfica possa disparar. Esta situac¸a˜o e´ ilustrada na figura 4.3, onde o disparo
da transic¸a˜o ti e´ necessa´ria para o disparo de tj, ou seja, tj so´ pode ocorrer apo´s ti.
Definic¸a˜o 24 (Sequeˆncia de Disparos). Dada uma rede de Petri RPM = (P, T, F, M0), duas
transic¸o˜es ti, tj ∈ T esta˜o em sequeˆncia em uma marcac¸a˜o M se, e somente se,
M[ti > ∧¬(M[tj >) ∧ M
′[tj >
onde M[ti > M
′. O disparo sequencial de transic¸o˜es s = {t1, ..., tn}, onde ti ∈ T, que levam
a rede de uma marcac¸a˜o M a` uma marcac¸a˜o M′ e´ dado por: M[s > M′.
Figura 4.3: Disparo sequencial de ti e tj.
Outra situac¸a˜o comumente utilizada e´ a concorreˆncia, que possibilita que as transic¸o˜es
sejam disparadas concorrentemente sem que o disparo de uma inviabilize o disparo de
outra. A concorreˆncia pode se apresentar de duas formas: estrutural e efetiva, conforme
as definic¸o˜es 25 e 26 respectivamente. Na primeira forma, duas transic¸o˜es sa˜o concorrentes
se na˜o possuem nenhum lugar de entrada em comum, enquanto na segunda forma, as
transic¸o˜es devem possuir concorreˆncia estrutural entre si e tambe´m estar habilitadas para
uma dada marcac¸a˜o M. A figura 4.4 ilustra estas duas situac¸o˜es.
Definic¸a˜o 25 (Concorreˆncia Estrutural). Dada uma rede de Petri RPM = (P, T, F, M0), um
conjunto de transic¸o˜es A ⊆ T e´ estruturalmente concorrentemente se, e somente se,
∀ti, tj ∈ A, •ti ∩ •tj = ∅
ou seja, na˜o existe lugar da rede que pertenc¸a simultaneamente aos pre´-conjuntos de ti e
de tj.
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Definic¸a˜o 26 (Concorreˆncia Efetiva). Dada uma rede de Petri RPM = (P, T, F, M0), um
conjunto de transic¸o˜es A ⊆ T esta´ habilitada concorrentemente numa marcac¸a˜o M se, e
somente se, cada uma das transic¸o˜es esta´ habilitada individualmente e cada uma e´ inde-
pendente de todas as outras.
∀t ∈ A, M[t > ∧∀ti, tj ∈ A | ti#tj
Figura 4.4: Concorreˆncia estrutural (a) e concorreˆncia efetiva (b).
Note que na figura 4.4 (a) as duas transic¸o˜es, t1 e t2, sa˜o independentes, o que carac-
teriza uma concorreˆncia estrutural. Ja´ na figura 4.4 (b) ha´ concorreˆncia efetiva porque as
transic¸o˜es t2 e t3, ale´m de terem concorreˆncia estrutural, tambe´m esta˜o habilitadas para
a marcac¸a˜o M′, que se da´ atrave´s do disparo de t1 (denotado por M[t1 > M′).
Os conflitos, assim como na concorreˆncia, tambe´m se apresentam na forma estrutural
e efetiva. No conflito estrutural duas transic¸o˜es esta˜o em conflito se possuem pelo menos
um lugar de entrada em comum, como e´ o caso do lugar p2 da figura 4.5 (a), o que torna t1
e t2 em conflito. Ja´ no conflito efetivo, duas transic¸o˜es t1 e t2 podem disparar individu-
almente em uma marcac¸a˜o M mas elas na˜o podem ambas disparar nesta mesma marcac¸a˜o.
Este tipo de conflito ocorre porque as transic¸o˜es na˜o sa˜o independentes (¬(t1#t2)) pois
compartilham suas pre´ ou po´s-condic¸o˜es, conforme ilustrado pela figura 4.5 (b) e (c). E´
importante salientar que o conflito efetivo compartilhando po´s-condic¸o˜es somente ocorre
em redes k-limitadas, ou seja, redes onde a capacidade de marcas suportadas por cada
lugar e´ limitada (ver definic¸a˜o 37), que na figura 4.5 (c) ocorre porque k(p3=1).
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Definic¸a˜o 27 (Conflito Estrutural). Dada uma rede de Petri RPM = (P, T, F, M0), um con-
junto de transic¸o˜es A ⊆ T esta´ em conflito estrutural se, e somente se,
∀ti, tj ∈ A, •ti ∩ •tj 6= ∅
ou seja, existe ao menos um lugar da rede que esteja simultaneamente no pre´-conjunto de
ti e de tj.
Definic¸a˜o 28 (Conflito Efetivo). Dada uma rede de Petri RPM = (P, T, F, M0), um conjunto
de transic¸o˜es A ⊆ T esta´ em conflito efetivo em uma marcac¸a˜o M se, e somente se,
∀ti, tj ∈ A, M[ti > ∧ M[tj > ∧ ¬(M[s >) | s = {ti, tj}
Figura 4.5: Conflito estrutural (a), conflito efetivo compartilhando as pre´-condic¸o˜es(b) e
conflito efetivo compartilhando as po´s-condic¸o˜es (c), no caso de uma RdP 1-limitada.
Quando sa˜o misturados os conceitos de concorreˆncia e de conflito enta˜o se tem uma
nova situac¸a˜o que e´ chamada de confusa˜o (Definic¸a˜o 29). Em princ´ıpio as ac¸o˜es concor-
rentes sa˜o independentes, mas em alguns casos estas ac¸o˜es podem interferir umas nas
outras.
Definic¸a˜o 29 (Confusa˜o). Seja o conjunto de conflitos de t sobre uma marcac¸a˜o M,
denotado por cfl(t, M). Enta˜o duas transic¸o˜es concorrentes t1 e t2 ∈ T esta˜o em confusa˜o
para uma marcac¸a˜o M se:
cfl(t1, M) 6= cfl(t1, M
′)
onde M[t2 > M
′.
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Tomando a figura 4.6 (a) como exemplo para o uso da Definic¸a˜o 29 tem-se:
M = {p1, p2}
M[t3 > M
′ ⇒ M′ = {p1, p5}
cfl(t1, M) = {t2} 6= ∅ = cfl(t1, M
′)
o que significa que t1 e t3 esta˜o em confusa˜o para a marcac¸a˜o M, pois {t2} 6= ∅. Na figura
4.6 (b), onde t1 e t2 sa˜o concorrentes, se disparada a transic¸a˜o t1 por primeiro, enta˜o na˜o
havera´ conflito e t2 podera´ ser disparada em seguida, mas se disparada a transic¸a˜o t2 por
primeiro enta˜o havera´ conflito entre t1 e t3.
Figura 4.6: Confusa˜o sime´trica (a) e confusa˜o assime´trica (b).
Outra situac¸a˜o importante em uma redes de Petri e´ o contato. Ele ocorre em redes k-
limitadas (ver definic¸a˜o 37) sempre que uma transic¸a˜o esta´ habilitada e, com o seu suposto
disparo, a capacidade de marcas do lugar seja excedida. Sempre que uma transic¸a˜o possuir
contato, enta˜o ela sera´ desabilitada. A figura 4.7 exemplifica um caso onde ha´ contato.
E´ poss´ıvel notar que a transic¸a˜o t1 esta´ habilitada, pore´m o lugar p4, por estar marcado,
ocasiona contato, impedindo assim que t1 seja disparada.
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Definic¸a˜o 30 (Contato). Uma rede de Petri RPM = (P, T, F, M0) esta´ em contato se, e
somente se,
M[t > ∧ ∃ p ∈ t • | M(p) + Pos(p, t) > k(p)
onde k(p) e´ a capacidade ma´xima de marcas de um lugar p ∈ P.
Figura 4.7: Situac¸a˜o de contato para k(p4) = 1.
Sabendo que os contatos tornam os ca´lculos da dinaˆmica da rede mais complexos, enta˜o
foi introduzido o conceito de lugar complementar que visa eliminar a situac¸a˜o de contato.
No entanto, qualquer rede de Petri pode ser transformada em uma rede livre de contato
com o mesmo comportamento, desde que todos os seus lugares tenham sua capacidade de
marcas limitada. A figura 4.8(a) ilustra uma rede onde ha´ presenc¸a de contato. O contato
ocorre porque t1 pode disparar e p2 ja´ esta´ marcado, sabendo que k(p2) = 1. Ja´ a figura
4.8(b) apresenta a mesma rede citada anteriormente, pore´m, totalmente livre de contatos.
Na pro´xima sec¸a˜o sera´ visto o porqueˆ que as duas redes tem o mesmo comportamento,
ou seja, sa˜o redes equivalentes (ver Definic¸a˜o 35).
Definic¸a˜o 31 (Lugar Complementar). Dada uma rede de Petri RPM = (P, T, F, M0), dois
lugares p, p̂ ∈ P sa˜o complementares entre si, se, e somente se, para toda marcac¸a˜o M seu
comportamento dinaˆmico obedecer a
∀p ∈ P, M(p) + M(p̂) = k(p) = k(p̂)
e se sua estrutura tambe´m obedecer a
∀t ∈ T, (p ⊆ •t ∧ p ∩ t• = ∅) ∧ (p̂ ⊆ t • ∧p̂ ∩ •t = ∅)
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Definic¸a˜o 32 (Eliminac¸a˜o de Contatos). Dada rede de Petri RPM = (P, T, F, M0), um con-
junto de novos lugares P̂ disjunto de P, e uma bijecc¸a˜o ϕ | P→ P̂, e´ poss´ıvel obter uma
rede equivalente livre de contatos (RPM′ = (P′, T′, F′, M′0)) tal que
P′ = P ∪ P̂,
T′ = T,
F′ = F ∪ {Pos(ϕ(p), t) | t ∈ T ∧ Pre(p, t) ∈ F}
∪{Pre(ϕ(p), t) | t ∈ T ∧ Pos(p, t) ∈ F},
M′0 = M0 ∪ M(ϕ(p))) | ∀p ∈ P, M(ϕ(p))) = k(p)− M0(p).
Figura 4.8: Rede de Petri com contato (a) e a mesma rede livre de contato (b).
4.5 Propriedades
Redes de Petri e´ uma ferramenta que na˜o apenas se restringe a` descric¸a˜o de sistemas,
com ela tambe´m e´ poss´ıvel identificar propriedades da rede que permitem verificar suas
caracter´ısticas. Segundo Murata [17], dois tipos de propriedades podem ser estudadas:
as comportamentais (dependentes da marcac¸a˜o da rede) e as estruturais (dependentes
da topologia da rede). No entanto, para o presente trabalho, sera˜o discutidas apenas as
propriedades comportamentais das redes de Petri, as quais esta˜o baseadas nos trabalhos
de Murata [17] e Buchholz [40], levando em considerac¸a˜o apenas as propriedades ba´sicas
necessa´rias para o entendimento deste trabalho.
A propriedade de alcanc¸abilidade e´ a base fundamental para o estudo das propriedades
dinaˆmicas de uma rede. O conjunto de marcac¸o˜es alcanc¸a´veis e´ o conjunto de todos
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os estados que uma dada rede de Petri pode alcanc¸ar a partir do disparo de alguma
sequeˆncia de transic¸o˜es. Esta propriedade pode ser representada por um grafo, o grafo
de alcanc¸abilidade, que e´ composto por nodos, que correspondem a marcac¸o˜es da rede, e
por arcos direcionados, que descrevem o disparo de uma transic¸a˜o habilitada. O processo
de ramificac¸a˜o da rede gera uma a´rvore que conte´m o conjunto de todas as marcac¸o˜es
alcanc¸a´veis da rede (R(M0)) a partir de M0. Os grafos sempre sera˜o limitados (finitos), se
as redes tambe´m forem limitadas (ver Definic¸a˜o 37).
Definic¸a˜o 33 (Marcac¸a˜o Alcanc¸a´vel). Dada uma rede de Petri RPM = (P, T, F, M0) e dada
uma marcac¸a˜o Mn ⊆ P qualquer de RPM, enta˜o uma marcac¸a˜o Mn e´ dita alcanc¸a´vel a partir
de uma marcac¸a˜o M0 (denotado por M0[> Mn) se, e somente se,
∃s | M0[s > Mn ∧ Mn ∈ R(M0)
onde s e´ uma sequeˆncia de disparos e R(M0) e´ o conjunto de todas as marcac¸o˜es alcanc¸a´veis
da rede.
Definic¸a˜o 34 (Grafo de Alcanc¸abilidade). O grafo de alcanc¸abilidade EG(M0) de uma rede
de Petri RPM = (P, T, F, M0) e´ uma tripla
G = (V, E, r0)
onde V ∈ R(M0) sa˜o ve´rtices (nodos), E = (M, t, M
′) | t ∈ T, M ∈ V ∧ (M[t > M′) sa˜o as arestas
(arcos) rotuladas com t e r0 = M0 e´ o nodo raiz da rede.
Definic¸a˜o 35 (Redes de Petri Equivalentes). Duas redes de de Petri RPM1 e RPM2 sa˜o
equivalentes (RPM1 ∼= RPM2) se, e somente se, as duas redes tem grafos de alcanc¸abilidade
isomorfos (ver Definic¸a˜o 36).
Definic¸a˜o 36 (Grafos Isomorfos). Dois grafos direcionados e com arestas rotuladas
G1 = (V1, E1, r1) e G2 = (V2, E2, r2) sa˜o isomorfos (G1 ∼= G2) se, e somente se, existirem
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duas func¸o˜es bijectivas α | V1 → V2 e β | E1 → E2 tal que
α(V1) = V2 ∧ ∀t ∈ T1, (M, t, M
′) ∈ E1 ↔ (α(M), β(t), α(M
′)) ∈ E2
onde (M, t, M′) e´ uma aresta que liga o ve´rtice M ao ve´rtice M′.
A figura 4.9 ilustra a ocorreˆncia de isomorfismo entre os grafos G e H, pois existe uma
correspondeˆncia um-para-um entre os ve´rtices dos dois grafos, tal que o nu´mero de arestas
entre dois ve´rtices de G e´ ideˆntico ao nu´mero de arestas entre os ve´rtices correspondentes
de H, como pode ser observado nos valores dados pelas func¸o˜es α e β.
Figura 4.9: Exemplo de isomorfismo entre grafos direcionados e com arestas rotuladas.
Tomando a figura 4.8(a) como exemplo, o grafo de alcanc¸abilidade a` ela relacionado e´
ilustrado pela figura 4.10(a). Como ja´ comentado na sec¸a˜o 4.4, transformar uma rede com
contatos em uma rede livre de contato na˜o altera o seu comportamento. Esta situac¸a˜o
pode ser visualizada atrave´s da construc¸a˜o do grafo de alcanc¸abilidade da duas redes da
figura 4.8, onde os dois grafos resultantes sa˜o isomorfos. E´ importante salientar que duas
redes equivalentes sempre conteˆm o mesmo nu´mero de transic¸o˜es, pore´m, o nu´mero de
lugares pode ser diferente, como e´ o caso deste exemplo.
As redes de Petri elementares teˆm uma propriedade que esta´ introduzida no pro´prio
conceito deste tipo de rede: e´ a limitabilidade. Em redes elementares todos os lugares que
compo˜e a rede tem o limite ma´ximo de uma marca. Em outros tipos de redes de Petri esta
propriedade permite garantir que, nos casos dos lugares modelarem buffers ou registros,
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Figura 4.10: Exemplo de grafos de alcanc¸abilidade e de redes de petri equivalentes.
nunca sera´ verificada a situac¸a˜o de overflow 1.
Definic¸a˜o 37 (Rede de Petri k-limitada). Uma rede de Petri RPM = (P, T, F, M0) e´ dita
k-limitada se, e somente se,
∀p ∈ P, ∀M ∈ R(M0), M(p) ≤ k(p)
onde k ∈ N e´ o nu´mero ma´ximo de marcac¸o˜es de um lugar . As redes 1-limitadas tambe´m
sa˜o chamadas de redes seguras, como e´ o caso das redes de Petri elementares2.
Outra propriedade esta´ relacionada a vivacidade da rede. Neste caso quanto se tem
uma rede de Petri viva enta˜o se tem a garantia de que a estrutura da rede na˜o provoca
bloqueio, tambe´m conhecido como deadlock 3. Ale´m disso, uma rede viva tambe´m ga-
rante que, para qualquer uma de suas transic¸o˜es, sempre existe um caminho que as torna
dispara´veis.
Definic¸a˜o 38 (Rede de Petri Viva). Dada uma rede de Petri RPM = (P, T, F, M0), ela e´ viva
se, e somente se, todas as suas transic¸o˜es sa˜o vivas, ou seja, para todas as suas transic¸o˜es
1A situac¸a˜o de overflow ocorre quando o nu´mero de marcas de um lugar ultrapassa sua capacidade
ma´xima de armazenamento.
2Rede de Petri Elementar e´ um tipo de rede ordina´ria, ou seja, uma rede onde todos os seus arcos teˆm
peso 1 e, ale´m disso, todos os seus lugares sa˜o 1-limitados.
3Deadlock e´ um estado da rede no qual nenhuma transic¸a˜o da rede esta´ habilitada no sistema e
portanto na˜o ha´ estado sucessor.
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existe uma sequeˆncia de disparo de transic¸o˜es s que a habilita.
∀t ∈ T, M ∈ R(M0), ∃s | M0[s > M ∧ M[t >
Por u´ltimo, a propriedade de reiniciabilidade. Esta ocorre sempre que existir uma
sequeˆncia de disparos que leva a rede de uma marcac¸a˜o qualquer a` marcac¸a˜o inicial. Por
tanto, o seu grafo de alcanc¸abilidade e´ sempre fortemente conexo. Esta propriedade e´ co-
mumente utilizada em sistemas de manufatura onde o sistema de produc¸a˜o e´, geralmente,
c´ıclico [41].
Definic¸a˜o 39 (Rede de Petri Reinicia´vel). Uma rede de Petri RPM = (P, T, F, M0) e´ reini-
cia´vel (c´ıclica) se, e somente se
∀M′ ∈ R(M0), ∃s | M
′[s > M0
4.6 Representac¸a˜o matricial
Ale´m da representac¸a˜o gra´fica (veja a sec¸a˜o 4.1), as redes de Petri possibilitam a
sua representac¸a˜o sob o ponto de vista matema´tico. Para isso, as redes sa˜o definidas
matricialmente, onde e´ armazenado o fluxo F dos arcos entre os lugares e transic¸o˜es. Esta
matriz e´ chamada de matriz de incideˆncia (C). No entanto, para constru´ı-la e´ necessa´rio
que haja a subtrac¸a˜o das matrizes de entrada e de sa´ıda, onde sa˜o especificados os pesos
dos arcos (Pre(pi, tj)) e Pos(pi, tj).
Definic¸a˜o 40 (Matriz de Incideˆncia). Dada uma rede RPM = (P, T, F, M0). Seja m o nu´mero
de lugares de P e n o nu´mero de transic¸o˜es de T, com i e j inteiros variando dentro de,
respectivamente, {1, 2, ..., m} e {1, 2, ..., n}. As matrizes caracter´ısticas de RPM sa˜o:
i) Matriz incideˆncia de entrada, Pre = [Pre(pi, tj)]m×n
ii) Matriz incideˆncia de sa´ıda, Pos = [Pos(pi, tj)]m×n
iii) Matriz incideˆncia, C = Pos− Pre
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Tomando a figura 4.8 (b) como exemplo, a construc¸a˜o das matrizes de incideˆncia para
esta rede e´:
t1 t2 t3 t1 t2 t3 t1 t2 t3
Pre =


1 0 0
0 1 0
0 0 1
0 0 1
1 0 0
0 1 0


p1
p2
p3
p̂1
p̂2
p̂3
Pos =


0 0 1
1 0 0
0 1 0
1 0 0
0 1 0
0 0 1


p1
p2
p3
p̂1
p̂2
p̂3
C =


−1 0 1
1 −1 0
0 1 −1
1 0 −1
−1 1 0
0 −1 1


p1
p2
p3
p̂1
p̂2
p̂3
Muitas RdP sa˜o modeladas com transic¸o˜es cujo disparo repo˜e marcas em um ou mais
lugares do seu pre´-conjunto, caracterizando assim, uma transic¸a˜o em lac¸o (self-loop).
Neste caso, como a matriz de incideˆncia na˜o representa toda a estrutura da rede4, enta˜o
e´ necessa´rio garantir que rede sempre seja pura (ver definic¸a˜o 17).
A equac¸a˜o para obter a nova marcac¸a˜o pode ser escrita como: M′ = (M− •t+ t•) ou
ainda M′ = M+ C(t), onde C(t) e´ o vetor coluna da transic¸a˜o t ∈ T e M e´ o vetor coluna da
marcac¸a˜o atual da rede. Enta˜o para o disparo da transic¸a˜o t1 se tem
M′ = [0, 0, 1]T + [1, 0,−1]T = [1, 0, 0]T
No entanto, esta equac¸a˜o funciona apenas para o disparo de um u´nica transic¸a˜o por
vez. Sendo assim, quando se deseja saber a marcac¸a˜o da rede apo´s uma sequeˆncia de
disparos utiliza-se a equac¸a˜o fundamental.
Definic¸a˜o 41 (Equac¸a˜o Fundamental). A evoluc¸a˜o de uma rede RPM = (P, T, F, M0) para
uma sequeˆncia de disparos de transic¸o˜es que leva a rede de uma marcac¸a˜o M para M′
(M[s > M′) e´ dado pela equac¸a˜o
M′ = M+ C.s¯
onde s¯ e´ o vetor caracter´ıstico que conte´m o nu´mero de vezes que cada transic¸a˜o de s foi
disparada.
4A estrutura da rede na˜o e´ totalmente representada porque a transic¸a˜o gera uma marca para o lugar
e retira outra marca do mesmo lugar e, portanto, o lugar sera´ representado por 0 (zero) na matriz C, o
que assinala a ine´rcia da transic¸a˜o sobre aquele lugar.
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Ainda utilizando a figura 4.8 (b), a nova marcac¸a˜o M′ obtida utilizando a equac¸a˜o
fundamental a partir do disparo das transic¸o˜es t2 e t1 (M[{t2, t1} > M
′) e´ dado por
M′ = [0, 1, 1, 1, 0, 0].
M′ =


1
1
0
0
0
1


+


−1 0 1
1 −1 0
0 1 −1
1 0 −1
−1 1 0
0 −1 1


.

 11
0

 =


0
1
1
1
0
0


p1
p2
p3
p̂1
p̂2
p̂3
O vetor s¯ apresentado no caso acima e´ dispara´vel para a sequeˆncia s = {t2, t1}. En-
tretanto, pode haver sequeˆncias que na˜o sa˜o dispara´veis, como e´ o caso de s = {t1, t2},
que sa˜o caracterizadas pelo mesmo vetor s¯ = [1, 1, 0]T. No entanto, na˜o se tem garantia
da existeˆncia de s.
Ale´m disso, atrave´s da representac¸a˜o matricial tambe´m e´ poss´ıvel efetuar uma ana´lise
estrutural da rede, que tambe´m permite obter informac¸o˜es adicionais sobre a dinaˆmica da
rede, atrave´s das invariantes de lugar e de transic¸a˜o [42, 17, 41].
4.7 Redes de Petri e a representac¸a˜o do tempo
Como comentado na sec¸a˜o 3.1, a informac¸a˜o temporal possibilita sequencializar even-
tos, comparar suas durac¸o˜es, assim como determinar o intervalo existente entre eles. Desta
forma, e´ poss´ıvel representar e analisar problemas ligados a diversas atividades onde a ava-
liac¸a˜o do tempo e´ um crite´rio de fundamental importaˆncia. Como a noc¸a˜o de tempo na˜o e´
explicitamente dada na definic¸a˜o original de redes de Petri, enta˜o, este conceito foi incor-
porado posteriormente. Com a adic¸a˜o de tempo, o indeterminismo com relac¸a˜o ao disparo
de uma transic¸a˜o e´, de certa forma, reduzido ja´ que a informac¸a˜o temporal acrescenta uma
nova relac¸a˜o de ordem entre os disparos das transic¸o˜es [43].
As redes de Petri com tempo podem ser divididas em duas classes [17]: estoca´sticas e
determin´ısticas. Na primeira, o tempo e´ modelado com varia´veis aleato´rias com distribui-
c¸a˜o exponencial, permitindo executar as transic¸o˜es atrave´s de uma func¸a˜o probabil´ıstica
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onde e´ poss´ıvel considerar incertezas nos tempos. Nas determin´ısticas, existem quatro
abordagens para associar tempo aos elementos constituintes das redes de Petri:
1. tempo associado a`s transic¸o˜es;
2. tempo associado aos lugares;
3. tempo associado a`s marcas;
4. tempo associado aos arcos.
O funcionamento de uma rede de Petri com tempo tem o comportamento dinaˆmico
semelhante a`quela apresentado nas sec¸a˜o 4.3, com a diferenc¸a de que aqui cada elemento da
rede, dependendo da abordagem escolhida, consome Z unidades de tempo. Por exemplo,
se for usada a abordagem 1, enta˜o o tempo e´ associado a`s transic¸o˜es.
Definic¸a˜o 42 (Rede de Petri com Tempo). De forma gene´rica, uma rede de Petri com
tempo pode ser definida como uma dupla
RPT = (RPM, Z(x))
onde RPM e´ uma rede de Petri (definic¸a˜o 21) e Z e´ a informac¸a˜o temporal aplicada a cada
elemento x da rede, onde x e´ uma transic¸a˜o, um lugar, uma marca ou um arco.
Atualmente ha´ treˆs modelos de RdP que mais se destacam. O primeiro modelo, conhe-
cido como RdP Temporizadas (TdPNs, do ingleˆs Timed Petri Nets), foi introduzido por
Ramchandani [44] onde o tempo e´ descrito atrave´s da durac¸a˜o do disparo, expresso por
um nu´mero racional positivo. Os disparos das transic¸o˜es neste tipo de rede sa˜o executados
em treˆs passos:
1. uma transic¸a˜o t e´ disparada no momento em que ela e´ habilitada (figura 4.11 (a)),
consumindo as marcas do seu pre´-conjunto;
2. a marcac¸a˜o fica retida por Z(t) unidades de tempo pela transic¸a˜o (figura 4.11 (b));
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Figura 4.11: Exemplo do disparo de uma rede de Petri temporizada.
3. apo´s decorridas Z(t) unidades de tempo, as marcas sa˜o depositadas no po´s-conjunto
de t (figura 4.11 (c)).
No segundo modelo de RdP o tempo e´ associado aos lugares. Este modelo foi introdu-
zido por Sifakis [45], e e´ conhecido como RdP P-temporizadas. Neste caso, Z(p) associa
um atraso a cada lugar p ∈ P fazendo com que as marcas permanec¸am Z(p) unidades de
tempo no lugar antes de serem utilizadas para habilitar as transic¸o˜es do seu po´s-conjunto.
Desta forma e´ poss´ıvel definir dois tipos de marcas: dispon´ıveis e indispon´ıveis. Quan-
do uma marca chega a um determinado lugar p ∈ P, ela sempre esta´ no estado indispon´ıvel.
Ela se tornara´ dispon´ıvel apo´s decorrido o tempo associado ao lugar em questa˜o. O estado
atual da rede e´ dado pela soma das marcas dispon´ıveis e indispon´ıveis de cada lugar. Ja´
o disparo de uma transic¸a˜o ocorre de forma semelhante a`s TdPNs.
As redes de Petri P-temporizadas e as TdPNs podem representar um mesmo sis-
tema, pois elas sa˜o expressivamente equivalentes [46]. Sendo assim, existe uma forma de
transformar um modelo em outro. As figuras 4.12 e 4.13 mostram como sa˜o feitas estas
transformac¸o˜es.
Por fim, o terceiro modelo: as RdP Temporais. Este modelo de RdP e´ mais abrangente,
pois as TdPNs e as P-temporizadas esta˜o contidas neste modelo. Uma vez que este modelo
e´ o que possui melhores ferramentais de ana´lise, ele sera´ o modelo adotado neste trabalho.
4.7.1 Redes de Petri temporais
O modelo das Redes de Petri Temporais (TPNs, do ingleˆs Time Petri Nets) foi pro-
posto por Merlin [47]. O tempo e´ descrito atrave´s de um intervalo de disparo, onde, apo´s
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Figura 4.12: Transformac¸a˜o de uma rede de Petri temporizada (a) em uma rede de Petri
temporizada de lugar (b).
Figura 4.13: Transformac¸a˜o de uma rede de Petri temporizada de lugar(a) em uma rede
de Petri temporizada (b).
a habilitac¸a˜o de uma transic¸a˜o, tem-se um tempo mı´nimo durante o qual a transic¸a˜o deve
esperar ate´ que possa disparar e um tempo ma´ximo admiss´ıvel de espera para o disparo.
Definic¸a˜o 43 (Rede de Petri Temporal). Uma rede de Petri com tempo RPT = (RPM, Z(t))
e´ dita uma Rede de Petri Temporal se, e somente se,
∀t ∈ T, Z(t) = [α, β] | α ∈ Q+ ∧ β ∈ (Q+ ∪∞) ∧ β ≥ α
onde Z(t) e´ o intervalo de sensibilizac¸a˜o de cada transic¸a˜o t ∈ T, tal que α e β sa˜o os
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limites inferiores e superiores, respectivamente, de t .
Nas TPNs cada transic¸a˜o deve possuir um relo´gio independente para o controle de seu
tempo. Quando uma transic¸a˜o e´ habilitada o relo´gio da transic¸a˜o comec¸a a decrementar
o tempo a ela atribu´ıdo, tanto para o valor de α quanto para o de β. Sendo assim, havera´
um ponto que o valor de α chegara´ ao valor 0 (zero), o que significa que a transic¸a˜o ja´
pode disparar. Pore´m, o valor de β pode ainda na˜o ter zerado, o que significa que este e´
o tempo ma´ximo poss´ıvel para retardar o disparo.
O disparo de uma transic¸a˜o ocorre de forma semelhante a`s redes de Petri convencionais
[39]: ele e´ instantaˆneo e ocorre em um instante apo´s decorridos α unidades de tempo e
antes de β unidades de tempo apo´s a sua habilitac¸a˜o. E´ importante salientar que para
ocorrer o disparo de uma transic¸a˜o e´ necessa´rio que a mesma permanec¸a continuamente
habilitada, caso contra´rio, ela e´ desabilitada e seu relo´gio removido. Este tipo de disparo e´
chamado de disparo atoˆmico. Em outras palavras, se uma transic¸a˜o t ∈ T for habilitada no
tempo τ , enta˜o t deve permanecer continuamente habilitada ate´ o seu disparo. Entretanto,
t na˜o pode disparar antes τ + α, mas obrigatoriamente deve disparar ate´ o tempo τ + β,
a na˜o ser que t seja desabilitada pelo disparo de outra transic¸a˜o atrave´s do consumo de
marcas de suas pre´-condic¸o˜es.
Definic¸a˜o 44 (Condic¸a˜o de Disparo). Se t ∈ T e´ uma transic¸a˜o habilitada no momento
τ enta˜o t pode disparar se, e somente se,
M[t > ∧(τ + α) ≤ τ ≤ (τ + β)
Ale´m disso, durante o intervalo de tempo [τ , τ + α] a transic¸a˜o deve estar continua-
mente habilitada e tambe´m deve disparar ate´ τ + β caso t na˜o seja desabilitado por outra
transic¸a˜o.
Um exemplo da semaˆntica das transic¸o˜es temporais e´ apresentado pela Figura 4.14. O
quadro (a) representa o estado inicial da rede que possui a transic¸a˜o t1 habilitada para o
instante 0 (zero). Pore´m esta transic¸a˜o ainda na˜o pode disparar, pois ela precisa esperar
exatamente duas unidades de tempo pois α e´ igual a β. Apo´s decorrido este tempo, a
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transic¸a˜o t1 dispara no instante 2 do relo´gio da rede, como observado no quadro (b) e (c),
onde a transic¸a˜o pronta para disparar esta´ na cor cinza. Avanc¸ando mais uma unidade de
tempo, enta˜o t3 ja´ pode disparar (quadro (d)), mas ela ainda pode retardar este disparo
em ate´ 4 unidades de tempo, como acontece neste exemplo. No instante 4, representado
pelo quadro (e), passa-se a ter duas transic¸o˜es prontas para disparar e se as duas transic¸o˜es
retardam seus disparos por mais uma unidade de tempo (quadro (f) e (g)), enta˜o t2 e´
obrigado a disparar no instante 5, porque o valor de β ja´ esta´ zerado. Por fim, a transic¸a˜o
t3, a partir deste momento, ainda pode ser disparada em qualquer um dos instantes 5, 6
ou 7.
Figura 4.14: Exemplo de uma sequeˆncia de disparos de uma rede de Petri temporal com
disparo atoˆmico.
Quando uma rede tem transic¸o˜es em conflito, ha´ casos que e´ necessa´rio escolher uma
transic¸a˜o para o disparo. Se considerarmos o tempo τ = 2, enta˜o t1 e t2 podem disparar
(figura 4.15). Se escolhido t1, enta˜o desabilitara´ t2. Mas o que fazer com o tempo restante
da transic¸a˜o que foi desabilitada e com o tempo do restante das transic¸o˜es da rede? Ha´
treˆs abordagens que podem ser adotadas [39]:
1. Resampling : Apo´s cada disparo todos os tempos, de todas as transic¸o˜es da rede, sa˜o
reiniciadas. Neste caso na˜o ha´ memo´ria, e depois de descartados todos os tempos,
novos valores de tempo somente sera˜o aplicados ao novo conjunto de transic¸o˜es que
sa˜o habilitadas a partir da nova marcac¸a˜o da rede.
2. Enabling memory : Apo´s cada disparo, os tempos das transic¸o˜es que foram desa-
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bilitadas sa˜o reiniciados. As demais transic¸o˜es manteˆm seus valores. E´ esta a
abordagem que sera´ adotada por este trabalho.
3. Age memory : Apo´s cada disparo, todos os tempos de todas as transic¸o˜es manteˆm
seus valores.
Figura 4.15: Conflito em uma transic¸a˜o temporal.
A diferenc¸a entre TdPN e TPN, quando ha´ conflito, e´ que na primeira, por ter seu
disparo em treˆs fases, se faz a escolha de uma transic¸a˜o para disparar dentre um conjunto
de transic¸o˜es habilitadas, obrigando esta transic¸a˜o a disparar e na˜o dando mais chance
a`s demais. Ja´ na TPN o disparo atoˆmico faz com que as marcas na˜o sejam removidas
na habilitac¸a˜o da transic¸a˜o. Qualquer transic¸a˜o pode ser disparada, desde que obedec¸a
a definic¸a˜o 44. Como uma TdPN esta´ contida em uma TPN temporal, enta˜o existe um
mapeamento que traduz a primeira para u´ltima, assim como apresentado pela figura 4.16.
Figura 4.16: RdP temporizada (a) traduzida para RdP temporal (b).
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4.8 Considerac¸o˜es
O presente cap´ıtulo teve como objetivo apresentar as Redes de Petri com tempo,
que sera˜o utilizadas no pro´ximo cap´ıtulo. Desta forma, com os paraˆmetros temporais,
as RdP expandiram sua capacidade de representac¸a˜o, assim como aconteceu na a´rea de
planejamento. Os modelos temporais propostos por Ramchandani [44], Merlin [47] e
Sifakis [45] sa˜o os mais comumente utilizados, pore´m, segundo Balbo [39], uma rede de
Petri temporal com disparo atoˆmico pode preservar o comportamento ba´sico do modelo
das redes de Petri sem tempo.
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CAPI´TULO 5
RELAC¸O˜ES ENTRE PLANEJAMENTO TEMPORAL E
REDES DE PETRI COM TEMPO
O presente cap´ıtulo apresenta relacionamentos entre redes de Petri com tempo e plane-
jamento temporal. Estas relac¸o˜es sa˜o dadas pela traduc¸a˜o de problemas de um formalismo
para outro, a fim de possibilitar o uso dos algoritmos de ambas as a´reas para a resoluc¸a˜o
de problemas de alcanc¸abilidade. A sec¸a˜o 5.1 apresenta me´todos de traduc¸a˜o de RdP
temporais e temporizadas para problemas de planejamento temporal em PDDL enquanto
a sec¸a˜o 5.2 apresenta a traduc¸a˜o de problemas de planejamento temporal em PDDL para
RdP temporais.
5.1 Traduc¸a˜o de RdP com tempo para planejamento temporal
Tendo em vista que um problema de alcanc¸abilidade em RdP pode ser visto como um
problema de planejamento, enta˜o a traduc¸a˜o de uma RdP com tempo para Planejamento
Temporal e´ trivial, pois na a´rea de planejamento existem algoritmos eficientes para resolver
este tipo de problema. Esta abordagem tambe´m ja´ foi adotada pelo trabalho de Edelkamp
e Jabbar [4] para a detecc¸a˜o de bloqueios em RdP, pore´m aplicada somente em RdP que
na˜o levam em considerac¸a˜o as restric¸o˜es temporais.
Foram desenvolvidas 3 traduc¸o˜es distintas, conforme apresentado nas pro´ximas sec¸o˜es,
dentre as quais as duas primeiras sa˜o de propo´sito geral e a u´ltima e´ de cara´ter exclusivo
para a verificac¸a˜o de bloqueios em RdP. As traduc¸o˜es apresentadas possuem algumas
restric¸o˜es, dentre as quais e´ exigido que todas as RdP sejam seguras (definic¸a˜o 37), ou
seja, os lugares devem possuir no ma´ximo uma marca e todos os arcos da RdP possuir
peso 1. Outra restric¸a˜o importante e´ que as RdP devem ser livres de contato (definic¸a˜o
30), pois caso contra´rio os planejadores podem obter planos que na˜o correspondem a uma
sequeˆncia va´lida de disparos da RdP porque a execuc¸a˜o de uma ac¸a˜o pode tentar adicionar
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marcas em um lugar que ja´ esta´ marcado, o que na˜o e´ poss´ıvel ja´ que a rede e´ segura. Por
outro lado, as restric¸o˜es citadas anteriormente podem ser facilmente eliminadas conforme
apresentado na sec¸a˜o 5.1.5, o que proporciona traduzir RdP com outras propriedades. A
base das traduc¸o˜es apresentadas tem como refereˆncia o trabalho de Edelkamp e Jabbar
[4].
De maneira geral, todas as traduc¸o˜es possuem um mesmo padra˜o para a descric¸a˜o
do problema de planejamento, onde a u´nica diferenc¸a esta´ relacionada a forma como
cada ac¸a˜o deve ser descrita para representar o comportamento de disparo das transic¸o˜es
para um determinado tipo de RdP. Utilizando a PDDL, apresentada no cap´ıtulo 2, como
linguagem de representac¸a˜o das traduc¸o˜es das RdP para os planejadores automa´ticos o
cabec¸alho do arquivo de domı´nio deve ser descrito pelos requisitos :strips e :durative-
actions e tambe´m por um predicado nomeado de (marked ?p) que determinara´ se um
lugar possui ou na˜o marcas. Ale´m disso, cada lugar da RdP e´ traduzido como uma
constante fazendo com que na˜o haja a necessidade de criar um predicado espec´ıfico para
a descric¸a˜o dos arcos da rede, pois ja´ se conhece quais sa˜o as pre´-condic¸o˜es e efeitos de
cada transic¸a˜o. A listagem 5.1 apresenta um exemplo do cabec¸alho do arquivo de domı´nio
para a RdP da figura 5.1.
Figura 5.1: Exemplo de rede de Petri temporal.
1 ( d e f i n e ( domain Test )
( : r equ i r ements : s t r i p s : durat ive−a c t i o n s )
( : c ons tant s p1 p2 p3 )
( : p r ed i c a t e s (marked ?p ) ) )
Listagem 5.1: Cabec¸alho de um arquivo de domı´nio.
Para descrever uma ac¸a˜o na˜o e´ necessa´rio utilizar paraˆmetros, pois ja´ se conhece todas
as informac¸o˜es necessa´rias sobre a transic¸a˜o a ser traduzida. A utilizac¸a˜o de paraˆmetros
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faz com que o planejador tenha que instanciar todas as combinac¸o˜es poss´ıveis para os
paraˆmetros recebidos, o que e´ fatorial. Na˜o utilizar paraˆmetros implica em um arquivo
de domı´nio maior, pois a descric¸a˜o das ac¸o˜es se torna enumerativa mas que, ao mesmo
tempo, despreza o processo de instanciac¸a˜o das varia´veis pelo planejador.
As peculiaridades da traduc¸a˜o das ac¸o˜es para redes de Petri temporais, temporizadas e
para verificac¸a˜o de bloqueios sa˜o apresentadas nas pro´ximas sec¸o˜es, assim como a descric¸a˜o
do arquivo de problema de planejamento.
5.1.1 Traduc¸a˜o de transic¸o˜es temporais
A linguagem PDDL pode derivar outras linguagens, tal como apresentado pela figura
3.7 da sec¸a˜o 3.3. Entretanto, uma transic¸a˜o temporal possui limitac¸o˜es que, devido a sua
semaˆntica, impedem a representac¸a˜o em todas as linguagens derivadas da PDDL.
Teorema 1. Uma transic¸a˜o temporal em RdP pode ser representada pelas sub-linguagens
Lsoee , L
s
s ou Le da PDDL.
Demonstrac¸a˜o. A equivaleˆncia entre uma transic¸a˜o temporal e uma sub-linguagem da
PDDL pode ser verificada atrave´s da ana´lise comportamental que ambas podem expres-
sar. Dada uma ac¸a˜o durativa em PDDL contendo todas as restric¸o˜es temporais poss´ı-
veis, ou seja, uma ac¸a˜o descrita pela linguagem Lsoese , e uma transic¸a˜o temporal tal que
Pre(p, t) = Pos(p, t) 6= ∅, ambas possuindo a mesma durac¸a˜o, enta˜o aplicando as condi-
c¸o˜es de disparo da transic¸a˜o temporal sobre a ac¸a˜o durativa e´ poss´ıvel verificar em quais
restric¸o˜es temporais da PDDL a marcac¸a˜o da RdP sofre mudanc¸as.
A figura 5.2 apresenta, atrave´s de um trac¸o cont´ınuo, a regra de disparo de uma
transic¸a˜o temporal, onde o conjunto •t deve permanecer marcado durante toda a execuc¸a˜o
da ac¸a˜o, ou seja, nas restric¸o˜es at start, over all, e at end, e atrave´s da linha tracejada o
instante no qual as marcas de •t sa˜o removidas, que somente acontece ao final da ac¸a˜o (at
end). Ja´ o conjunto t• apenas recebe as marcac¸o˜es do disparo da transic¸a˜o no instante
at end. Sobre esta ana´lise e´ poss´ıvel concluir que toda transic¸a˜o temporal com tempo
α > 0 pode ser representa pela linguagem Lsoee . Por outro lado, quando uma transic¸a˜o
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na˜o possui pre´-condic¸o˜es, enta˜o esta transic¸a˜o pode ser representada por Le, que e´ uma
sub-linguagem de Lsoee . Tambe´m ha´ casos onde uma transic¸a˜o possui disparo instantaˆneo,
isto e´, α = β = 0. Quando esta situac¸a˜o acontece, a transic¸a˜o pode ser representada pela
linguagem Lss.
Figura 5.2: Modelo comportamental de uma transic¸a˜o temporal sobre uma ac¸a˜o durativa.
Sendo assim, a traduc¸a˜o de uma transic¸a˜o temporal para uma ac¸a˜o deve usar a lingua-
gem Lsoee , que e´ temporalmente expressiva (definic¸a˜o 13), para as transic¸o˜es que possuem
durac¸a˜o maior que zero. O tempo de uma transic¸a˜o deve ser descrito na forma de uma
inequac¸a˜o sempre que a sua durac¸a˜o for expressa por um intervalo de tempo [α, β], tal
que α < β, e de forma fixa quando o valor de α = β, assim como apresentado na sec¸a˜o
2.3.1.
A traduc¸a˜o do pre´-conjunto da transic¸a˜o gera as condic¸o˜es de execuc¸a˜o da ac¸a˜o assim
como o seu po´s-conjunto gera os efeitos. Como a semaˆntica de uma transic¸a˜o temporal
diz que todos os lugares do seu pre´-conjunto devem permanecer marcados durante toda a
durac¸a˜o da ac¸a˜o enta˜o cada um destes lugares e´ descrito atrave´s das 3 restric¸o˜es temporais,
ou seja, (at start p), (over all p) e (at end p). Na traduc¸a˜o dos efeitos, os lugares
que pertencem ao po´s-conjunto da transic¸a˜o devem receber marcas ao final da execuc¸a˜o
da ac¸a˜o e, ale´m disso, todos os lugares presentes nas condic¸o˜es perdem marcas, exceto os
lugares ligados a`s transic¸o˜es por arcos bidirecionais. A listagem 5.2 apresenta a traduc¸a˜o
da transic¸a˜o temporal t1 da figura 5.1, onde o tempo e´ descrito na forma de uma inequac¸a˜o,
os lugares p1 e p2 tratados como condic¸o˜es que devem estar presentes durante toda a ac¸a˜o
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e, nos efeitos, o consumo e a gerac¸a˜o de marcas ao final de sua execuc¸a˜o.
Uma transic¸a˜o temporal t ∈ T, tal que α ∈ Z(t) > 0, pode ser formalmente traduzida
para uma ac¸a˜o durativa o = 〈Conds, Condo, Conde, Effs, Effe, [α, β]〉 por
o = ∪


Conds = Condo = Conde = •t
Effs = ∅
Effe = t • ∪{¬p | p ∈ •t}
[α, β] = Z(t)
onde o e´ uma ac¸a˜o composta pelas condic¸o˜es Conds, Condo e Conde aplica´veis, respectiva-
mente, ao instante inicial, durante e final da ac¸a˜o, enquanto Effs e Effe sa˜o os efeitos de
in´ıcio e fim da ac¸a˜o. O intervalo [α, β] representa a durac¸a˜o da ac¸a˜o.
1 ( : durat ive−ac t i on t1
: parameters ( )
: durat ion (= ? durat ion 4)
: cond i t i on ( and
5 ( at s t a r t (marked p1 ) )
( over a l l (marked p1 ) )
( at end (marked p1 ) )
( at s t a r t (marked p2 ) )
( over a l l (marked p2 ) )
10 ( at end (marked p2 ) )
)
: e f f e c t ( and
( at end ( not (marked p1 ) ) )
( at end ( not (marked p2 ) ) )
15 ( at end (marked p3 ) )
)
)
Listagem 5.2: Traduc¸a˜o de uma transic¸a˜o temporal.
Quando uma transic¸a˜o e´ instantaˆnea, isto e´, α = β = 0 para o intervalo de tempo
[α, β], enta˜o todas as restric¸o˜es temporais da linguagem PDDL ocorrem no mesmo instante
de tempo, o que caracteriza uma linguagem temporalmente simples (definic¸a˜o 13). Sendo
assim, a descric¸a˜o da listagem anterior pode ser simplificada atrave´s da eliminac¸a˜o das
linhas que conteˆm as restric¸o˜es over all e at end das condic¸o˜es e substituindo todas at end
dos efeitos por at start, ou seja, utilizando somente a linguagem Lss ou L
e
e, ja´ que as duas
podem representar ac¸o˜es instantaˆneas. Supondo que a transic¸a˜o t1 da figura 5.1 possua
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intervalo de tempo igual a [0,0], enta˜o a sua traduc¸a˜o e´ descrita pela ac¸a˜o apresentada
pela listagem 5.3.
o = ∪


Conds = •t
Condo = Conde = Effe = ∅
Effs = t • ∪{¬p | p ∈ •t}
[α, β] = Z(t)
1 ( : durat ive−ac t i on t1
: parameters ( )
: durat ion (= ? durat ion 0)
: cond i t i on ( and
5 ( at s t a r t (marked p1 ) )
( at s t a r t (marked p2 ) )
)
: e f f e c t ( and
( at s t a r t ( not (marked p1 ) ) )
10 ( at s t a r t ( not (marked p2 ) ) )
( at s t a r t (marked p3 ) )
)
)
Listagem 5.3: Traduc¸a˜o de uma transic¸a˜o temporal com disparo instantaˆneo.
5.1.2 Traduc¸a˜o de transic¸o˜es temporizadas
A traduc¸a˜o das transic¸o˜es temporizadas e´ dada de forma semelhante a das transic¸o˜es
temporais. A u´nica diferenc¸a esta´ relacionada a semaˆntica deste tipo de transic¸a˜o, que
pode ser representada em outra linguagem da PDDL.
Teorema 2. Uma transic¸a˜o temporizada em RdP pode ser representada pelas sub-lingua-
gens Lsse, L
s
s ou Le da PDDL.
Demonstrac¸a˜o. Assim como na prova do teorema 1, a linguagem Le pode representar uma
transic¸a˜o que na˜o possui pre´-condic¸o˜es para seu disparo enquanto a linguagem Lss pode
representar uma transic¸a˜o com disparo instantaˆneo. Sabendo que uma RdP temporizada
esta´ contida em uma RdP temporal, assim como comentado na sec¸a˜o 4.7, enta˜o a lingua-
gem que representa o disparo de uma transic¸a˜o temporizada e´ dada pela combinac¸a˜o de
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um sub-conjunto das linguagens que representam uma transic¸a˜o temporal. No entanto,
tal combinac¸a˜o e´ dada por Lss e Le gerando a linguagem L
s
se, que representa um compor-
tamento similar a de uma transic¸a˜o temporizada. A figura 5.3 ilustra que os lugares de •t
devem permanecer marcados somente o instante inicial da ac¸a˜o (at start) e tendo como
efeito o consumo imediado de suas marcas, representado pela linha tracejada. Por outro
lado, t• recebera´ suas marcas somente no instante at end da ac¸a˜o. Portanto, sobre a ana´-
lise da figura 5.3 e´ poss´ıvel concluir que uma transic¸a˜o temporizada pode ser representada
pela sub-linguagem Lsse.
Figura 5.3: Modelo comportamental de uma transic¸a˜o temporizada sobre uma ac¸a˜o du-
rativa.
No entanto, como as marcas do pre´-conjunto da transic¸a˜o devem ser consumidas logo
que esta seja habilitada e o seu po´s-conjunto apenas recebera´ as marcas ao final de seu
disparo, enta˜o a ac¸a˜o resultante da traduc¸a˜o da transic¸a˜o t1, supondo que sua durac¸a˜o
seja [1,1], e´ apresentado pela listagem 5.4. E´ poss´ıvel notar que existe semelhanc¸a com a
traduc¸a˜o de uma transic¸a˜o temporal com disparo instantaˆneo, com a diferenc¸a de existir
uma durac¸a˜o maior que zero e pela gerac¸a˜o das marcas no instante at end da ac¸a˜o.
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o = ∪


Conds = •t
Condo = Conde = ∅
Effs = {¬p | p ∈ •t} ∪ {p ∈ t • | p̂ ∈ •t}
Effe = t • \ {p ∈ t • | p̂ ∈ •t}
[α, β] = Z(t)
1 ( : durat ive−ac t i on t1
: parameters ( )
: durat ion (= ? durat ion 1)
: cond i t i on ( and
5 ( at s t a r t (marked p1 ) )
( at s t a r t (marked p2 ) )
)
: e f f e c t ( and
( at s t a r t ( not (marked p1 ) ) )
10 ( at s t a r t ( not (marked p2 ) ) )
( at end (marked p3 ) )
)
)
Listagem 5.4: Traduc¸a˜o de uma transic¸a˜o temporizada.
A traduc¸a˜o das transic¸o˜es que englobam o conceito de lugar complementar requer
atenc¸a˜o, pois a habilitac¸a˜o deste tipo de transic¸a˜o causa inconsisteˆncia nas varia´veis de
estado do sistema de planejamento. Um exemplo desta situac¸a˜o pode ser observada em
uma transic¸a˜o onde •t = {p} e t• = {p̂} que apo´s traduzida para planejamento a execuc¸a˜o
da ac¸a˜o que representa esta transic¸a˜o gera como efeito de in´ıcio ¬p, ou seja, ambos os
lugares na˜o possuem marcas, o que vai contra o conceito de lugar complementar. No
entanto, quando a transic¸a˜o se enquadra na situac¸a˜o citada acima enta˜o a traduc¸a˜o do
lugar complementar que pertence a t• na˜o deve ser atribu´ıdo a` restric¸a˜o at end dos
efeitos da ac¸a˜o, mas sim a restric¸a˜o at start. Com esta pequena mudanc¸a este problema
e´ corrigido.
A traduc¸a˜o das transic¸o˜es temporizadas com disparo instantaˆneo e´ feita do mesmo
modo como apresentado para as transic¸o˜es temporais com disparo instantaˆneo, isto porque
ambas utilizam a mesma linguagem, a Lss ou a L
e
e, para as suas traduc¸o˜es.
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5.1.3 Traduc¸a˜o de transic¸o˜es temporais para verificac¸a˜o de blo-
queios
A traduc¸a˜o de transic¸o˜es temporais para verificac¸a˜o de bloqueios em RdP com ou sem
tempo pode ser feita da mesma maneira, pois a u´nica diferenc¸a e´ que as redes temporais
podem conter um nu´mero menor de estados com bloqueios. Este fato ocorre porque
nas redes temporais as transic¸o˜es habilitadas em situac¸a˜o de conflito podem nunca ser
disparadas caso exista alguma transic¸a˜o onde seu limite inferior seja maior que o limite
superior de outras transic¸o˜es que esta˜o em conflito. Na Figura 5.1 a prevenc¸a˜o do bloqueio
ocorre porque a transic¸a˜o t2 sempre ira´ disparar antes da transic¸a˜o t3. Caso o tempo de
t3 seja [0,1] enta˜o a rede passa a contar com um bloqueio. No entanto, transic¸o˜es que
esta˜o em conflito e que nunca podera˜o disparar sa˜o descartadas da traduc¸a˜o, no caso do
exemplo citado, descarta-se a transic¸a˜o t3 pois o valor α de t3 e´ maior que o valor de β
de t3.
No entanto, a traduc¸a˜o de transic¸o˜es temporais na˜o deve representar informac¸o˜es
temporais, ja´ que a verificac¸a˜o de bloqueios e´ feita somente sobre a estrutura da rede.
Isto implica na utilizac¸a˜o de planejadores cla´ssicos, que sa˜o mais simples e mais eficientes.
Sendo assim, a listagem 5.5 apresenta a traduc¸a˜o da transic¸a˜o t1 da figura 5.1 na qual as
informac¸o˜es temporais sa˜o ignoradas.
1 ( : a c t i on t1
: parameters ( )
: p r e cond i t i on ( and
(marked p1 )
5 (marked p2 )
)
: e f f e c t ( and
( not (marked p1 ) )
( not (marked p2 ) )
10 (marked p3 )
)
)
Listagem 5.5: Exemplo de traduc¸a˜o para a transic¸a˜o t1 da Figura 5.1.
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5.1.4 Descric¸a˜o do problema de alcanc¸abilidade
Como um problema de alcanc¸abilidade em RdP e´ teoricamente equivalente a um pro-
blema de planejamento [1] enta˜o sua traduc¸a˜o torna-se bastante simples. Todos os lugares
marcados, que representam o estado inicial da RdP, sa˜o descritos atrave´s do predicado
(marked ?p) como o estado inicial do problema de planejamento. O mesmo ocorre com a
descric¸a˜o do estado objetivo. Esta traduc¸a˜o somente pode ser aplicada a`s modelagens re-
ferentes a`s RdP temporais e temporizadas, pois o arquivo de problema para verificac¸a˜o de
bloqueio possui uma descric¸a˜o diferenciada, assim como apresentado nos pro´ximos para´-
grafos. E´ importante salientar que as informac¸o˜es temporais na˜o devem ser mencionadas
na descric¸a˜o do arquivo de problema. A listagem 5.6 apresenta um exemplo de traduc¸a˜o
do problema de alcanc¸abilidade para planejamento, onde a marcac¸a˜o inicial da rede e´ p3
e o estado objetivo conte´m p1 e p2.
1 ( d e f i n e ( problem TestProb )
( : domain Test )
( : i n i t (marked p3 ) )
( : goa l ( and (marked p1 ) (marked p2 ) ) )
5 )
Listagem 5.6: Exemplo do arquivo de problema para RdP temporais e temporizadas 1-
limitadas.
A verificac¸a˜o de bloqueios em RdP tambe´m pode ser encarada como um problema de
alcanc¸abilidade atrave´s de alguma condic¸a˜o que torne todas as transic¸o˜es desabilitadas.
Uma destas condic¸o˜es pode ser modelada atrave´s da verificac¸a˜o da auseˆncia de marca
para algum lugar do pre´-conjunto da transic¸a˜o. Se a condic¸a˜o for satisfeita para todas as
transic¸o˜es da rede, enta˜o a rede esta´ em bloqueio.
A traduc¸a˜o do problema de alcanc¸abilidade para verificac¸a˜o de bloqueios em RdP
e´ feita atrave´s da descric¸a˜o do estado objetivo, que e´ composto por uma conjunc¸a˜o de
disjunc¸o˜es. Cada disjunc¸a˜o representa a condic¸a˜o de desabilitac¸a˜o de uma transic¸a˜o. A
listagem 5.7 apresenta o arquivo de problema para a rede da figura 5.1, onde as linhas
5 e 6 sa˜o a condic¸a˜o de bloqueio da transic¸a˜o t1 e a linha 7 e´ a condic¸a˜o de bloqueio
para t2. Note que a condic¸a˜o de bloqueio da transic¸a˜o t3 e´ a mesma da t2 mas, caso fosse
diferente, enta˜o t3 na˜o deveria ter sua condic¸a˜o de bloqueio no estado objetivo, pois e´ uma
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transic¸a˜o que foi rejeitada na descric¸a˜o do arquivo de domı´nio devido ao fato de nunca
poder disparar, tal como apresentado na sec¸a˜o 5.1.3.
1 ( d e f i n e ( problem TestProb )
( : domain Test )
( : i n i t (marked p3 ) )
( : goa l ( and
5 ( or ( not (marked p2 ) )
( not (marked p1 ) ) )
( not (marked p3 ) )
)
)
10 )
Listagem 5.7: Traduc¸a˜o do estado objetivo para verificac¸a˜o de bloqueios.
5.1.5 Estendendo a representac¸a˜o das traduc¸o˜es
Para as traduc¸o˜es citadas nas sec¸o˜es anteriores existem limitac¸o˜es quanto a`s proprieda-
des da RdP a serem utilizadas. E´ poss´ıvel observar que o predicado (marked ?p) apenas
pode informar se o lugar possui ou na˜o marca, o que caracteriza uma RdP 1-limitada. No
entanto, esta limitac¸a˜o pode ser descartada se o predicado (marked ?p) for substitu´ıdo
por um predicado nume´rico que armazena o nu´mero de marcas de cada lugar, tal como
(number-of-tokens ?p), que e´ declarado dentro do escopo :functions1, assim como
ocorre na declarac¸a˜o de predicados.
No entanto, como um predicado nume´rico somente pode atuar sobre operadores arit-
me´ticos, enta˜o as condic¸o˜es da ac¸a˜o devem ser descritas por uma desigualdade para cada
lugar do pre´-conjunto da transic¸a˜o. Esta inequac¸a˜o tem como func¸a˜o comparar a quan-
tidade de marca dos lugares com o peso de seus respectivos arcos. Ja´ na descric¸a˜o dos
efeitos, a gerac¸a˜o e o consumo de marcas devem ser feitas atrave´s dos operadores increase
e decrease conforme o peso dos arcos de entrada e sa´ıda da transic¸a˜o. A listagem 5.8
apresenta um exemplo de utilizac¸a˜o dos predicados nume´ricos na traduc¸a˜o da transic¸a˜o t1
da figura 5.1. Ainda, e´ importe lembrar que o uso de predicados nume´ricos exige a adic¸a˜o
da declarac¸a˜o :fluents nos requerimentos do arquivo de domı´nio.
1Para obter maiores detalhes sobre a especificac¸a˜o gramatical da linguagem PDDL consulte Fox e
Long [24].
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1 ( : durat ive−ac t i on t1
: parameters ( )
: durat ion (= ? durat ion 1)
: cond i t i on ( and ( at s t a r t (>= (number−of−tokens p2 ) 1) )
5 ( over a l l (>= (number−of−tokens p2 ) 1) )
( at end (>= (number−of−tokens p2 ) 1) )
( at s t a r t (>= (number−of−tokens p1 ) 1) )
( over a l l (>= (number−of−tokens p1 ) 1) )
( at end (>= (number−of−tokens p1 ) 1) )
10 )
: e f f e c t ( and
( at end ( dec r ea s e (number−of−tokens p2 ) 1 ) )
( at end ( dec r ea s e (number−of−tokens p1 ) 1 ) )
( at end ( i n c r e a s e (number−of−tokens p3 ) 1 ) )
15 )
)
Listagem 5.8: Exemplo de uso de predicados nume´ricos para RdP temporal k-limitada.
Com o uso de predicados nume´ricos a descric¸a˜o do estado inicial e objetivo do problema
de planejamento devem ser modificados, de forma a tornar-se compat´ıvel com o uso dos
recursos nume´ricos. Para isso, no estado inicial, todos os lugares devem ser declarados
para informar a quantidade de marcas que eles conteˆm, independente de possu´ırem ou
na˜o marcas em sua marcac¸a˜o inicial. Para o estado objetivo sa˜o declarados somente os
lugares e a quantidade de marcas que cada um devera´ possuir. A listagem 5.9 apresenta
o mesmo arquivo de problema da listagem 5.7, pore´m, de forma nume´rica.
1 ( d e f i n e ( problem TestProb )
( : domain Test )
( : i n i t
(= (number−of−tokens p1 ) 0)
5 (= (number−of−tokens p2 ) 0)
(= (number−of−tokens p3 ) 1)
)
( : goa l ( and
(= (number−of−tokens p1 ) 1)
10 (= (number−of−tokens p2 ) 1)
)
)
Listagem 5.9: Exemplo do estado inicial e objetivo para modelagem de RdP k-limitadas.
A situac¸a˜o de contato tambe´m pode ser controlada atrave´s dos predicados nume´ricos.
Para isto basta adicionar uma nova condic¸a˜o para cada lugar do po´s-conjunto da transic¸a˜o.
Estas novas condic¸o˜es verificara˜o, no instante inicial da ac¸a˜o, se cada lugar pertencente
ao po´s-conjunto da transic¸a˜o na˜o excedera´ sua capacidade apo´s o disparo da transic¸a˜o.
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A condic¸a˜o pode ser descrita em PDDL por: (at start (>= K (+ (number-of-tokens
?p) W ) ) ), onde K e W sa˜o, respectivamente, o valor que representa a capacidade do
lugar pertencente ao po´s-conjunto da transic¸a˜o e o peso do arco que liga a transic¸a˜o a
este lugar. Para exemplificar o seu uso, a rede da figura 5.4 e´ traduzida. Observe que
na listagem 5.10 a descric¸a˜o da condic¸a˜o de execuc¸a˜o da ac¸a˜o possui, ale´m das condic¸o˜es
de disparo da transic¸a˜o (linhas 4 e 5), uma condic¸a˜o adicional (linha 6) que verifica a
situac¸a˜o de contato, isto e´, impede a execuc¸a˜o da ac¸a˜o caso a soma da marcac¸a˜o atual
de p3 com o peso do arco que adiciona marcas neste lugar (W=2) seja maior que a sua
capacidade (k=3). Para a condic¸a˜o da ac¸a˜o na˜o ser satisfeita basta a que a marcac¸a˜o
inicial do lugar p3 seja maior que dois.
Figura 5.4: Exemplo de rede de Petri temporal k-limitada.
1 ( : durat ive−ac t i on t1
: parameters ( )
: durat ion (= ? durat ion 2)
: cond i t i on ( and ( at s t a r t (>= (number−of−tokens p2 ) 2) )
5 ( over a l l (>= (number−of−tokens p2 ) 2) )
( at end (>= (number−of−tokens p2 ) 2) )
( at s t a r t (>= (number−of−tokens p1 ) 1) )
( over a l l (>= (number−of−tokens p1 ) 1) )
( at end (>= (number−of−tokens p1 ) 1) )
10 ( at s t a r t (>= 3 (+ (number−of−tokens p3 ) 2) ) )
)
: e f f e c t ( and
( at end ( dec r ea s e (number−of−tokens p2 ) 2 ) )
( at end ( dec r ea s e (number−of−tokens p1 ) 1 ) )
15 ( at end ( i n c r e a s e (number−of−tokens p3 ) 2 ) )
)
)
Listagem 5.10: Exemplo de uso de predicados nume´ricos para uma RdP k-limitada, com
peso nos arcos maior que 1 e com controle da situac¸a˜o de contato.
Apesar dos exemplos de extenso˜es apresentados anteriormente terem sido aplicados
somente a`s RdP temporais, estas extenso˜es tambe´m podem ser utilizadas por RdP tem-
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porizadas. Para isso, durante a traduc¸a˜o, basta utilizar as restric¸o˜es temporais adequadas
para este tipo de RdP, conforme ja´ apresentado na sec¸a˜o 5.1.2.
5.2 Traduc¸a˜o de planejamento temporal para RdP temporais
Sabendo dos potenciais benef´ıcios que a traduc¸a˜o de um problema para outro pode
trazer, Silva [1] e Hickmott et al. [2] propuseram a traduc¸a˜o de problemas de planejamento
para RdP. Como a RdP e´ um modelo com uma vasta fundamentac¸a˜o teo´rica que pode
contribuir na ana´lise de sistemas temporais, enta˜o o presente trabalho se propo˜e a estender
o trabalho de Silva e estabelecer mais um relacionamento para a traduc¸a˜o de um problema
de planejamento temporal em PDDL para um problema de alcanc¸abilidade em redes de
Petri temporal.
O processo de transformar um problema de planejamento temporal em uma rede de
Petri temporal e´ mais complexo, pois uma transic¸a˜o temporal na˜o possui a capacidade
de modelar as diversas linguagens que a PDDL pode derivar, assim como apresentado
pelo teorema 1. No entanto, esta traduc¸a˜o pode ser dividida em treˆs partes distintas: a
definic¸a˜o da estrutura base da RdP que representa uma ac¸a˜o, a eliminac¸a˜o de literais ne-
gativos e a remoc¸a˜o das situac¸o˜es de contato, conforme apresentado nas sec¸o˜es 5.2.1, 5.2.2
e 5.2.3. Nas sec¸o˜es subsequentes sa˜o apresentados os procedimentos para descrever um
problema de alcanc¸abilidade sobre a RdP traduzida. Posteriormente, e´ apresentado como
a RdP obtida pelo processo de traduc¸a˜o pode ser simplificada e, por fim, sa˜o apontadas as
poss´ıveis restric¸o˜es da RdP gerada. Cabe frisar que a traduc¸a˜o apresentada nesta sec¸a˜o e´
aplicada somente a ac¸o˜es determin´ısticas, isto e´, ac¸o˜es representadas por um intervalo de
tempo [α, β] tal que α = β.
5.2.1 Representando uma ac¸a˜o durativa em RdP temporais
A representac¸a˜o de uma ac¸a˜o durativa atrave´s de uma u´nica transic¸a˜o temporal na˜o e´
poss´ıvel, pois uma transic¸a˜o temporal na˜o possui expressividade suficiente para represen-
tar todas as restric¸o˜es temporais dos problemas de planejamento, conforme comprovado
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pelo teorema 1. Sendo assim, a traduc¸a˜o de uma ac¸a˜o deve ser feita por um conjunto
de transic¸o˜es capazes de verificar todas as restric¸o˜es temporais aplica´veis a uma ac¸a˜o,
de modo a simular a execuc¸a˜o de uma ac¸a˜o. A definic¸a˜o do conjunto de transic¸o˜es que
representam uma ac¸a˜o e´ parcialmente inspirada no trabalho de Halsey et al. [14], pore´m
em RdP. Segundo este autor uma ac¸a˜o durativa pode ser fragmentada em 3 ac¸o˜es ins-
tantaˆneas, uma para cada tipo de restric¸a˜o temporal (at start, over all, at end), o que
permite utilizar planejadores cla´ssicos para encontrar um plano parcialmente ordenado e
posteriormente utilizar um escalonador das informac¸o˜es temporais para produzir a soluc¸a˜o
final do problema.
Utilizando o mesmo princ´ıpio abordado por Halsey et al. [14], de tratar cada restric¸a˜o
temporal individualmente, foi desenvolvido uma RdP capaz de representar o comporta-
mento de uma ac¸a˜o durativa. No entanto, a estrutura ba´sica da RdP que traduz uma
ac¸a˜o durativa e´ composta por uma sequeˆncia c´ıclica de 4 transic¸o˜es para o controle das
restric¸o˜es temporais juntamente com mais 3 transic¸o˜es para o controle do tempo sobre
cada uma destas restric¸o˜es, conforme ilustrado na figura 5.5.
Figura 5.5: RdP temporal em alto n´ıvel representando a traduc¸a˜o de uma ac¸a˜o do pro-
blema de planejamento.
A func¸a˜o de cada transic¸a˜o sobre o modelo proposto e´ apresentada nos itens a seguir,
onde e´ utilizado o s´ımbolo grego λ (lambda) para denotar uma pequena frac¸a˜o de tempo:
• A transic¸a˜o texec tem por finalidade retardar o disparo das transic¸o˜es subsequentes,
ou seja, na˜o obriga uma ac¸a˜o disparar quando tiver suas pre´-condic¸o˜es satisfeitas.
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Sendo assim esta transic¸a˜o tem associado o intervalo de tempo [0,∞]. O lugar que
antecede esta transic¸a˜o determina se a ac¸a˜o esta´ em processo de execuc¸a˜o, ou seja,
se estiver marcada enta˜o a ac¸a˜o na˜o esta´ em execuc¸a˜o;
• Sobre a transic¸a˜o ts sa˜o associados todos predicados pertencentes a`s condic¸o˜es e
efeitos que devem ocorrer no instante at start da ac¸a˜o. Sua durac¸a˜o sempre deve
ser instantaˆnea, ou seja, com intervalo de tempo [0,0];
• Na transic¸a˜o to sa˜o associados todos os predicados que na˜o devera˜o sofrer mudanc¸a
de estado durante a execuc¸a˜o da ac¸a˜o, ou seja, todas as invariantes, que em PDDL
sa˜o descritas pela restric¸a˜o temporal over all. Esta transic¸a˜o deve possuir o intervalo
de tempo [α, β] que corresponde ao tempo de execuc¸a˜o da ac¸a˜o;
• A transic¸a˜o te , tambe´m instantaˆnea, possui caracter´ısticas semelhantes a` transic¸a˜o
ts, a na˜o ser pelo fato de manter as condic¸o˜es e efeitos associados a` restric¸a˜o at end.
• As transic¸o˜es tsB , toB e teB controlam o tempo sobre as transic¸o˜es ts, to e te, res-
pectivamente. Estas transic¸o˜es impedem que se encontre uma sequeˆncia inva´lida
de disparos para o problema de alcanc¸abilidade, pois elas bloqueiam a execuc¸a˜o da
ac¸a˜o caso ocorra um comportamento impro´prio na simulac¸a˜o da execuc¸a˜o da ac¸a˜o.
Maiores detalhes sobre a func¸a˜o das transic¸o˜es tsB, toB e teB sera˜o discutidos na se-
c¸a˜o 5.2.4, que trata de apresentar como um problema de alcanc¸abilidade deve ser
definido sobre o problema de planejamento temporal traduzido.
O processo de transformar uma ac¸a˜o durativa em uma RdP temporal e´ iniciado atrave´s
da traduc¸a˜o de cada literal das condic¸o˜es e dos efeitos desta ac¸a˜o por um lugar. Estes
lugares sa˜o interligados por arcos ate´ a transic¸a˜o referente a` restric¸a˜o temporal de cada
literal traduzido. O literal representado pelo lugar e´ verdadeiro se ele possui marca, caso
contra´rio ele e´ falso. Utilizando esta argumentac¸a˜o para traduzir uma ac¸a˜o durativa para
uma RdP temporal e tomando como exemplo a ac¸a˜o A1 da listagem 5.11, enta˜o a RdP
resultante e´ a da figura 5.6. Note que todos os literais da restric¸a˜o at start foram associados
a transic¸a˜o ts enquanto o literal Q foi associado a transic¸a˜o te pois sua restric¸a˜o temporal
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e´ at end. Apesar disso, a rede apresentada na˜o possui o mesmo comportamento da ac¸a˜o
A1, pois esta traduc¸a˜o possui dois tipos de inconsisteˆncias que sa˜o ocasionadas pelo uso
de literais negativos e por poss´ıveis situac¸o˜es de contato que podem ocorrer na rede. Os
me´todos para eliminar tais inconsisteˆncias sa˜o apresentadas, respectivamente, pelas sec¸o˜es
5.2.2 e 5.2.3.
1 ( d e f i n e ( domain tradDom)
( : r equ i r ements : s t r i p s : durat ive−a c t i o n s )
( : c ons tant s A B C D E Q)
( : p r ed i c a t e s (marked ?p ) )
5
( : durat ive−ac t i on A1
: durat ion (= ? durat ion 4)
: cond i t i on ( and ( at s t a r t (A) )
( at s t a r t ( not (B) ) )
10 ( at s t a r t (C) ) )
: e f f e c t ( and ( at s t a r t ( not (A) ) )
( at s t a r t (B) )
( at s t a r t (D) )
( at s t a r t ( not (E) ) )
15 ( at end (Q) ) )
)
( : durat ive−ac t i on A2
: durat ion (= ? durat ion 0)
20 : c ond i t i on ( and ( at s t a r t (A) )
( at s t a r t (B) ) )
: e f f e c t ( and ( at s t a r t ( not (B) ) ) )
)
)
Listagem 5.11: Exemplo de ac¸o˜es durativas em PDDL.
1 ( d e f i n e ( problem TradProb)
( : domain tradDom)
( : i n i t (marked A)
(marked B)
5 (marked C)
( not (marked E) ) )
( : goa l ( and
(marked D)
)
10 )
)
Listagem 5.12: Exemplo de um problema de planejamento para a listagem 5.11.
Os exemplos das pro´ximas sec¸o˜es tambe´m utilizara˜o o domı´nio e o problema de pla-
nejamento apresentados pelas listagens 5.11 e 5.12.
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Figura 5.6: Problemas da traduc¸a˜o ocasionados por literais negativos.
5.2.2 Eliminando literais negativos
O problema ocasionado pelo uso de literais negativos e´ dado por dois motivos. O
primeiro acontece quanto os literais aparecem como condic¸o˜es da ac¸a˜o e que, quando
traduzida para RdP, impedem que a transic¸a˜o seja habilitada. Isto ocorre porque para
representar o comportamento da ac¸a˜o e´ exigido que o lugar, que representa tal literal,
na˜o possua marcas para o disparo da transic¸a˜o, o que e´ contra´rio a` pro´pria condic¸a˜o de
disparo de uma transic¸a˜o temporal. A figura 5.6 ilustra esta situac¸a˜o, onde a marca-
c¸a˜o M(C) = M(p1) = M(A) = 1, M(B) = 0 representaria a condic¸a˜o de disparo da transic¸a˜o
ts conforme o comportamento da ac¸a˜o traduzida, mas que em RdP na˜o possui o mesmo
comportamento pois se o lugar B na˜o possuir marca enta˜o a transic¸a˜o na˜o pode disparar.
O segundo problema ocorre quando e´ feita a traduc¸a˜o dos literais negativos presentes
nos efeitos, o que acarreta a criac¸a˜o de pre´-condic¸o˜es indesejadas caso este literal na˜o
pertenc¸a a`s condic¸o˜es da ac¸a˜o. Este fato ocorre porque o consumo de marcas de um lugar
apenas pode ser feito por transic¸o˜es e este ato acaba estabelecendo uma nova condic¸a˜o
para a transic¸a˜o. A figura 5.6 exemplifica esta situac¸a˜o, onde o lugar E deveria perder a
marcac¸a˜o com o disparo da transic¸a˜o, mas que acaba representando um comportamento
diferente da ac¸a˜o pois o lugar que representa o literal E deixa de pertencer aos efeitos da
ac¸a˜o e passa a pertencer a`s pre´-condic¸o˜es.
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Ambos os problemas citados podem ser facilmente resolvidos. Para isso, ale´m de asso-
ciar os lugares, que representam os literais positivos das condic¸o˜es e dos efeitos da ac¸a˜o,
a`s transic¸o˜es referentes as suas restric¸o˜es temporais, os literais negativos tambe´m devem
ser representados por lugares que representam a sua negac¸a˜o, ou seja, quando este lugar
estiver marcado enta˜o quer dizer que e´ verdade que o literal esta´ negado, tal que ¬p = p̂ e
¬̂p = p. Sendo assim, para uma ac¸a˜o durativa o = 〈Conds, Condo, Conde, Effs, Effe, [α, β]〉
a sua traduc¸a˜o e´ dada por:
P = {l, l̂ | l ∈ L} ∪ {l, l̂ | ¬l ∈ L};
T = {texec, ts, tsB, to, toB, te, teB};
Z(texec) = [0,∞];
Z(ts) = Z(te) = [0, 0];
Z(to) = [α, β];
Z(tsB) = Z(teB) = [λ, λ];
Z(toB) = [β + λ, β + λ];
F = ∪


•texec = {p0}
texec• = •tsB = {p1}
•ts = (Conds ∩ V) ∪ {l̂ | ¬l ∈ Conds} ∪ {p1}
ts• = (Effs ∩ V) ∪ {l̂ | ¬l ∈ Effs} ∪ {p2}
•to = (Condo ∩ V) ∪ {l̂ | ¬l ∈ Condo} ∪ {p2}
to• = •teB = {p3}
•toB = {p2}
•te = (Conde ∩ V) ∪ {l̂ | ¬l ∈ Conde} ∪ {p3}
te• = (Effe ∩ V) ∪ {l̂ | ¬l ∈ Effe} ∪ {p1}
onde V e´ conjunto de literais positivos e L e´ o conjunto de literais positivos e negativos de
um problema de planejamento, assim como apresentado pela definic¸a˜o de literais (definic¸a˜o
1, da sec¸a˜o 2.1).
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As soluc¸o˜es para a eliminac¸a˜o de literais negativos da figura 5.6 e´ apresentado na
figura 5.7, onde cada literal das condic¸o˜es e efeitos e´ representado por dois lugares, um
complementar do outro.
Figura 5.7: Traduc¸a˜o dos literais negativos de uma ac¸a˜o para uma RdP temporal.
5.2.3 Evitando situac¸o˜es de contato
O pro´ximo passo da traduc¸a˜o e´ eliminar as eventuais situac¸o˜es de contato que podem
ocorrer na RdP. Para isso e´ utilizada a abordagem apresentada por Hickmott et al. [2],
onde a situac¸a˜o de contato pode ser verificada sempre que existir uma transic¸a˜o que na˜o e´
segura, ou seja, existem lugares no po´s-conjunto da transic¸a˜o que recebera˜o marcas com o
disparo da transic¸a˜o mas que na˜o consumira˜o marcas de seus lugares complementares. Um
exemplo de transic¸a˜o na˜o segura e´ apresentado na figura 5.7, onde a situac¸a˜o de contato
pode ocorrer sobre os lugares D e Ê caso algum destes lugares ja´ estejam marcados antes
do disparo da transic¸a˜o ts.
Definic¸a˜o 45 (Transic¸a˜o Segura). Dado o conjunto
S(t) = t • \ {p ∈ t • | p̂ ∈ •t} \ {p0, p1, p2, p3} 2
2O operador \ e´ a diferenc¸a entre conjuntos, tal que, para dados dois conjuntos A e B, a operac¸a˜o
A \ B e definida por {x ∈ A | x /∈ B}. Ex.: {a,b,c} \ {b,c,d} = {a}.
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enta˜o uma transic¸a˜o t ∈ T e´ dita segura se, e somente se, S(t) = ∅, onde o conjunto
{p0, p1, p2, p3} sa˜o os lugares da estrutura ba´sica da RdP que representam uma ac¸a˜o.
Para solucionar o problema da situac¸a˜o de contato, cada transic¸a˜o na˜o segura deve ser
transformada em um conjunto de transic¸o˜es seguras capaz de manter o comportamento
original da transic¸a˜o. Para isso, o nu´mero de transic¸o˜es que ira˜o substituir a transic¸a˜o na˜o
segura e´ dado por 2|S(t)|. Definindo t como sendo o conjunto de todos os subconjuntos
de S(t), que na teoria dos conjuntos tambe´m e´ chamado de conjunto das partes, enta˜o as
novas transic¸o˜es sa˜o dadas pelo algoritmo abaixo:
1 Func¸a˜o EliminaContatos (t, t)
2 i =1;
3 para ∀x ∈ t fac¸a
4 •ti = •t ∪ {p̂ | p ∈ x} ∪ (S(t)\ x) ;
5 ti• = t • ∪ ((•t\ {p̂ | p ∈ t•}) ∩ {p0, p1, p2, p3}) ;
6 Z(ti) = [0, 0] ;
7 i++;
8 fim para
9 fim EliminaContatos (t, t ) ;
Listagem 5.13: Algoritmo para eliminac¸a˜o de contatos de uma RdP.
A tabela abaixo apresenta um exemplo do uso do algoritmo da listagem 5.13 aplicado
sobre a transic¸a˜o ts da figura 5.7. Sabendo que S(ts) = {D, Ê} enta˜o as novas transic¸o˜es
que a substituem ts sa˜o:
•ts = {A, B̂, C, p1} ts• = {Â, B, D, Ê, p2} ts = {∅, {D}, {Ê}, {D, Ê}}
•ts1 = {A, B̂, C, D, Ê, p1} ts1• = {Â, B, D, Ê, C, p2} ts1 = ∅
•ts2 = {A, B̂, C, D̂, Ê, p1} ts2• = {Â, B, D, Ê, C, p2} ts2 = {D}
•ts3 = {A, B̂, C, D, E, p1} ts3• = {Â, B, D, Ê, C, p2} ts3 = {Ê}
•ts4 = {A, B̂, C, D̂, E, p1} ts4• = {Â, B, D, Ê, C, p2} ts4 = {D, Ê}
Observado a estrutura da RdP que representa uma ac¸a˜o durativa e´ poss´ıvel notar
que as transic¸o˜es texec e to sempre sera˜o seguras, pois os efeitos de uma ac¸a˜o nunca
sera˜o aplicados sobre estas transic¸o˜es. Tambe´m cabe observar que os lugares, que antes
pertenciam ao pre´-conjunto de uma transic¸a˜o mas na˜o ao seu po´s-conjunto, agora tambe´m
pertencer seu po´s-conjunto. Assim, e´ poss´ıvel evitar o consumo indevido de marcas destes
lugares apo´s o disparo da transic¸a˜o, ja´ que na ac¸a˜o os literais que representam estes
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lugares nunca sofrem mudanc¸a de estado com a execuc¸a˜o da ac¸a˜o pois eles na˜o sa˜o efeito
da mesma. Este fato ocorre na tabela acima, onde o lugar C, que antes pertencia apenas
ao pre´-conjunto de ts, agora tambe´m pertence po´s-conjunto de ts.
A transic¸a˜o te tambe´m na˜o e´ segura, pois S(ts) = {Q}. No entanto o mesmo algoritmo
tambe´m deve ser aplicado a esta transic¸a˜o, gerando assim as transic¸o˜es da tabela abaixo.
•te = {p3} te• = {Q, p0} te = {∅, {Q}}
•te1 = {Q, p3} te1• = {Q, p0} te1 = ∅
•te2 = {Q̂, p3} te2• = {Q, p0} te2 = {Q}
O fim do processo de traduc¸a˜o de uma ac¸a˜o durativa para uma RdP temporal e´
dado quando todas as transic¸o˜es da rede forem seguras. Portanto, a RdP temporal que
representa a ac¸a˜o A1 da listagem 5.11 e´ ilustrada pela figura 5.8.
Figura 5.8: RdP com transic¸o˜es seguras.
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5.2.4 Definindo o problema de alcanc¸abilidade
O u´ltimo passo da traduc¸a˜o de um problema de planejamento para RdP temporal
e´ definir a marcac¸a˜o inicial e os estado objetivo da rede que permitem verificar a sua
propriedade de alcanc¸abilidade. Dado que um problema de planejamento e´ uma tripla
〈O, I, G〉, enta˜o a marcac¸a˜o inicial da rede e´ comporta pelos lugares que representam os
literais do conjunto I, sabendo que ¬l = l̂. Literais que na˜o esta˜o declarados no estado
inicial do problema de planejamento sa˜o considerados falsos pelos planejadores. Sabendo
disso, enta˜o os lugares que representam a negac¸a˜o dos literais na˜o declarados no conjunto
I tambe´m devem fazer parte da marcac¸a˜o inicial da RdP juntamente com todos os lugares
que representam p0 na traduc¸a˜o de cada ac¸a˜o. Desta maneira, a marcac¸a˜o inicial da rede
pode ser formalmente definida por:
M0 = (I ∩ V) ∪ {l̂ | l ∈ (V \ (I ∩ V)} ∪ P0
tal que P0 e´ o conjuntos de todos os lugares p0 que representam a condic¸a˜o inicial de
execuc¸a˜o de cada ac¸a˜o.
Contudo, a traduc¸a˜o completa do domı´nio e do problema de planejamento das listagens
5.11 e 5.12 e´ apresentado na figura 5.9.
A traduc¸a˜o do estado objetivo do problema de planejamento e´ feita de maneira ideˆn-
tica ao do estado inicial. No entanto, e´ importante observar que o conjunto P0 tambe´m
faz parte de M′, pois e´ justamente este conjunto que impede que a marcac¸a˜o objetivo seja
gerada pela execuc¸a˜o parcial das ac¸o˜es, isto e´, a execuc¸a˜o de uma ac¸a˜o sempre deve ser
dada pelo disparo das 4 transic¸o˜es que a representam (texec, ts, to, te) para poder encon-
trar uma sequeˆncia de disparos equivalente ao plano de um problema de planejamento.
M′ = (G ∩ V) ∪ {l̂ | l ∈ (V \ (G ∩ V)} ∪ P0
O processo de busca que encontra uma sequeˆncia de disparos para resolver um pro-
blema de alcanc¸abilidade deve ser interrompido sempre que a soma do tempo entre o
instante da primeira habilitac¸a˜o e do disparo de uma transic¸a˜o, dentro do ciclo que re-
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Figura 5.9: Traduc¸a˜o completa do domı´nio e problema de planejamento das listagens 5.11
e 5.12.
presenta a execuc¸a˜o da ac¸a˜o, for maior que o pro´prio tempo indicado por esta transic¸a˜o.
Um exemplo que ilustra esta situac¸a˜o pode ser observado na figura 5.10, onde duas ac¸o˜es
concorrentes disputam a marca do lugar R para validar seus disparos. Neste exemplo,
o tempo de execuc¸a˜o da ac¸a˜o A1 pode ultrapassar o tempo real de sua execuc¸a˜o, que e´
4 unidades de tempo, se a transic¸a˜o toA1 permanecer habilitada por um tempo superior
a 1 e, em seguida, a ac¸a˜o A2 comec¸a a executar concorrentemente a A1. Sendo assim,
o disparo da transic¸a˜o tsA2 reinicia a contagem do tempo da transic¸a˜o toA1, ou seja, se
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toA1 ja´ estava habilitada a 1 unidade de tempo e seu relo´gio foi reiniciado pelo disparo de
tsA2 enta˜o o tempo para obter a execuc¸a˜o completa desta ac¸a˜o sera´ 5 unidades de tempo,
o que na˜o condiz com a ac¸a˜o descrita em planejamento.
Figura 5.10: Exemplo de uma sequeˆncia de disparos inva´lida para a execuc¸a˜o de uma
ac¸a˜o.
Como uma transic¸a˜o na˜o consegue controlar o tempo entre o instante da sua primeira
habilitac¸a˜o e de seu disparo dentro do ciclo que representa a execuc¸a˜o da ac¸a˜o, enta˜o
e´ necessa´rio adicionar uma transic¸a˜o extra para cada restric¸a˜o temporal para efetuar
este controle de tempo, ou seja, as transic¸o˜es tsB, toB e teB. A ideia e´ fazer com que
estas transic¸o˜es interrompam a execuc¸a˜o da ac¸a˜o sempre que o tempo de permaneˆncia
da marcac¸a˜o dos lugares p1, p2 ou p3 for superior ao tempo atribu´ıdo a transic¸a˜o que
possui um destes lugares em seu pre´-conjunto. O bloqueio da execuc¸a˜o da ac¸a˜o sempre
invalida a sequeˆncia de disparos para encontrar a soluc¸a˜o do problema de alcanc¸abilidade,
ja´ que o disparo de qualquer transic¸a˜o que controla o tempo sobre as restric¸o˜es impede
que o lugar p0 volte a possuir marca. Com o bloqueio da rede, o resolvedor do problema
de alcanc¸abilidade pode antecipar o processo de backtracking sobre uma sequeˆncia de
disparos inconsistente, o que diminui a busca no espac¸o de estados.
No entanto, todos os estados da RdP que levam a soluc¸a˜o de um problema de alcan-
c¸abilidade sempre devem possuir o seguinte comportamento:
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• A marcac¸a˜o dos lugares p0i, p1i, p2i e p3i deve ser mutualmente exclusiva, isto e´,
M(p0i) + M(p1i) + M(p2i) + M(p3i) = 1, onde p0i corresponde ao lugar p0 da estru-
tura que representa a ac¸a˜o i em RdP.
• A marcac¸a˜o dos demais lugares da rede obedecem a definic¸a˜o 31 (lugar complemen-
tar, da sec¸a˜o 4.4), onde para todo p ∈ P, M(p) + M(p̂) = 1, ja´ que a rede e´ 1-limitada.
5.2.5 Restric¸o˜es e observac¸o˜es
A traduc¸a˜o de um problema de planejamento para uma RdP temporal possui algumas
restric¸o˜es quanto a sua representac¸a˜o:
a) na˜o e´ poss´ıvel obter a soluc¸a˜o de um problema de alcanc¸abilidade que exija o conceito
de concorreˆncia requerida sobre uma mesma ac¸a˜o, pois a marcac¸a˜o dos lugares p0,
p1, p2 e p3, que representam a estrutura c´ıclica da rede, e´ mutualmente exclusiva
e portanto na˜o pode simular a execuc¸a˜o de uma mesma ac¸a˜o no mesmo instante de
tempo;
b) muitas vezes, apesar da simulac¸a˜o da execuc¸a˜o das ac¸o˜es em RdP prover uma sequeˆncia
va´lida do disparo das transic¸o˜es, a ordem cronolo´gica de execuc¸a˜o pode ser incorreta.
Este fato sempre ocorre quando e´ exigida que a execuc¸a˜o de uma ac¸a˜o inicie ou termine
apo´s o in´ıcio ou fim de outra ac¸a˜o. Dois exemplos deste problema podem ser verificados
na figura 5.11, onde mais a` esquerda e´ apresentado o plano defeituoso e a` direita o
plano correto. A sequeˆncia de execuc¸a˜o das ac¸o˜es esta´ ordenada de cima para baixo.
Em todas as figuras a ordem de execuc¸a˜o esta´ correta, pore´m, na figura 5.11 a), o
escalonamento do tempo na˜o esta´ correto, pois B deve iniciar sua execuc¸a˜o apo´s o fim
de A e na˜o ao mesmo tempo, assim como apresentado pelo quadro b). No entanto,
para se obter um plano correto e´ necessa´rio que haja uma pequena fatia de tempo
entre o fim da ac¸a˜o A e o in´ıcio de B, ilustrado pela figura 5.11 b) pela a´rea hachurada.
Semelhante ao anterior, o exemplo da figura 5.11 c) tambe´m possui problema na ordem
cronolo´gica de execuc¸a˜o, pore´m a pequena fatia de tempo adicional deve estar entre o
fim da ac¸a˜o A e o fim de B. Este problema pode ser facilmente resolvido com uso de
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uma fase adicional de po´s-processamento para inserir instantes de tempo entre in´ıcio
e fim tais ac¸o˜es;
Figura 5.11: Poss´ıveis erros provenientes da simulac¸a˜o da execuc¸a˜o paralela entre ac¸o˜es
em RdP temporais.
c) todas as transic¸o˜es ts e te sempre possuem o intervalo de tempo igual a [0,0], pois
caso contra´rio a verificac¸a˜o das condic¸o˜es e aplicac¸a˜o dos efeitos de uma ac¸a˜o na˜o sa˜o
efetivados no instante correto. Caso adicionado tempo na transic¸a˜o ts enta˜o os efeito
aplica´veis a esta restric¸a˜o ocorrem apo´s o in´ıcio da execuc¸a˜o ac¸a˜o. Caso adicionado
tempo na transic¸a˜o te enta˜o as po´s-condic¸o˜es da ac¸a˜o sa˜o verificadas antes do te´rmino
da execuc¸a˜o da mesma;
d) na˜o e´ poss´ıvel traduzir uma ac¸a˜o que faz uso de uma func¸a˜o (ver sec¸a˜o 2.3.1) para
determinar a sua durac¸a˜o, pois em RdP a atribuic¸a˜o de tempos a`s transic¸o˜es na˜o e´
dinaˆmica;
e) a traduc¸a˜o de uma ac¸a˜o durativa para uma RdP temporal apenas contempla pro-
blemas de planejamento que tenham como requerimento a linguagem STRIPS e pre´-
condic¸o˜es negativas. Demais condic¸o˜es da linguagem PDDL, tais como efeitos condici-
onais (when), quantificadores universais e existenciais, disjunc¸o˜es, predicados tipados
e predicados nume´ricos, na˜o sa˜o abordadas, pois o escopo principal deste trabalho e´ a
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traduc¸a˜o das restric¸o˜es temporais. Maiores detalhes sobre os requisitos da linguagem
PDDL podem ser obtidos em Fox e Long [24];
f) quando uma ac¸a˜o durativa e´ traduzida para RdP temporais, enta˜o o tamanho do
conjunto de transic¸o˜es que representa esta ac¸a˜o e´ igual a`

 ∑
∀t∈{texec ,ts,to,te}
2|S(t)| + 1

− 1 (5.1)
onde S(t) e´ o nu´mero de transic¸o˜es na˜o seguras.
5.3 PMDC: Um modelo alternativo para verificac¸a˜o de blo-
queios em redes de Petri
Edelkamp e Jabbar [4] apresentam um modelo em planejamento para o problema de
verificac¸a˜o de bloqueio em RdP seguras que se sustenta em uma extensa˜o da linguagem
PDDL proposta por eles. Esta extensa˜o exige modificac¸o˜es nos planejadores para o trata-
mento adequado dos arquivos de entrada e no mecanismo de busca para que tal extensa˜o
represente o ganho em desempenho esperado. Neste sentido nosso trabalho na˜o depende
de tais modificac¸o˜es e usa exclusivamente as estruturas nativas do PDDL.
O modelo proposto por Edelkamp e Jabbar e´ composto por 3 ac¸o˜es. Quando uma
transic¸a˜o se encontra habilitada ela e´ tratada pela ac¸a˜o de disparo, que remove as marcas
de •t e po˜e marcas em t•. Com o disparo, as transic¸o˜es concorrentes sa˜o desabilitadas
enquanto as transic¸o˜es que dependem de t• podem ser habilitadas. Entretanto, como a
ac¸a˜o de disparo na˜o passa ao planejador qualquer informac¸a˜o sobre a condic¸a˜o de habi-
litac¸a˜o das transic¸o˜es, torna-se necessa´ria uma ac¸a˜o secunda´ria, que desabilita qualquer
transic¸a˜o que na˜o satisfaz a condic¸a˜o de disparo. Ainda e´ necessa´ria uma terceira ac¸a˜o
que tem a func¸a˜o de verificar se todas as transic¸o˜es esta˜o desabilitadas e, caso constatado,
gerar a informac¸a˜o de que a rede esta´ em bloqueio e que o objetivo foi alcanc¸ado.
A nova traduc¸a˜o proposta por esta sec¸a˜o, PMDC (PDDL Model for DeadLock Chec-
king), e´ um modelo alternativo a`s traduc¸o˜es propostas por Edelkamp e Jabbar e por
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aquelas apresentadas nas sec¸o˜es 5.1.3 e 5.1.4, ja´ que ambas na˜o obtiveram resultados sa-
tisfato´rios quando aplicados ao planejador FF-Metric. O modelo PMDC visa simplificar
a representac¸a˜o da estrutura da rede e, ao mesmo tempo, possibilita que a mesma seja
estendida a partir redes seguras para tambe´m suportar redes k-limitadas e com pesos nos
arcos maiores que 1. Como nas redes seguras cada lugar pode conter apenas uma marca, a
condic¸a˜o de habilitac¸a˜o de uma transic¸a˜o pode ser descrita pela igualdade entre o nu´mero
total de marcas de •t e o total de lugares do conjunto •t. Aplicar esta ide´ia aos problemas
de planejamento facilita a forma de computar os pro´ximos estados da rede e tambe´m faz
com que o u´nico requisito seja trabalhar com operadores nume´ricos da linguagem PDDL.
A descric¸a˜o do arquivo de domı´nio e´ iniciada com a declarac¸a˜o de cada lugar como
uma constante. Tambe´m ha´ a necessidade de adicionar uma varia´vel nume´rica, nomeada
(number-of-tokens ?p), que tem como objetivo armazenar a quantidade de marcas de
cada lugar. Para as redes seguras, os valores destas varia´veis sa˜o 0 ou 1. Cada transic¸a˜o
da rede e´ convertida em uma ac¸a˜o que descreve o comportamento de disparo da transic¸a˜o.
As pre´-condic¸o˜es da ac¸a˜o sa˜o descritas pela condic¸a˜o de habilitac¸a˜o da transic¸a˜o, ou seja,
pela equac¸a˜o
∑
p∈•tM(p) = |•t|. A descric¸a˜o dos efeitos e´ feita atrave´s dos operadores de
incremento e decremento sobre o nu´mero de marcas de cada lugar, ou seja, decrementa-se
todas as marcas pertencentes a •t e incrementa-se uma marca para cada lugar de t•. O
Co´digo 5.14 apresenta a traduc¸a˜o da transic¸a˜o t1 da Figura 5.1 para uma ac¸a˜o em PDDL
que descreve o seu comportamento de disparo.
1 ( : a c t i on Fire T1
: parameters ( )
: p r e cond i t i on ( and ( = 2 (+(number−of−tokens P2)
(number−of−tokens P1) ) )
5 )
: e f f e c t ( and ( dec r ea s e (number−of−tokens P2) 1 )
( dec r ea s e (number−of−tokens P1) 1 )
( i n c r e a s e (number−of−tokens P3) 1 )
)
10 )
Listagem 5.14: Exemplo de traduc¸a˜o para a transic¸a˜o t1 da Figura 5.1.
Quando a descric¸a˜o da ac¸a˜o e´ feita desta maneira, na˜o ha´ necessidade de descrever
os arcos da rede, ja´ que cada ac¸a˜o que representa o disparo da transic¸a˜o, conhece quais
82
lugares devera˜o receber e perder marcas.
No estado inicial do problema de planejamento, cada lugar da RdP deve ser descrito
pelo operador de igualdade sobre a varia´vel nume´rica que define a quantidade de marcas
existente no lugar: (= (number-of-tokens P1) 1). Ja´ a descric¸a˜o do estado objetivo,
que e´ a parte mais importante do modelo proposto, deve definir um estado em que todas
as transic¸o˜es da rede estejam desabilitadas. Para isso, cada transic¸a˜o e´ descrita por
uma restric¸a˜o que define o seu estado de desabilitada. Quando todas as restric¸o˜es forem
satisfeitas enta˜o significa que foi encontrado o estado em que a RdP entra em bloqueio.
O estado objetivo do problema de alcanc¸abilidade e´ dado pela inequac¸a˜o de bloqueio
apresentada por Melzer e Ro¨mer [48]:
∀ t ∈ T,
∑
p∈•t
M(p) < |•t| (5.2)
O Co´digo 5.15 exemplifica a descric¸a˜o do objetivo para a RdP da Figura 5.1. E´
importante observar que, apesar da condic¸a˜o de bloqueio da transic¸a˜o t3 ser a mesma de
t2, caso fosse diferente, t3 na˜o deveria ter sua condic¸a˜o de bloqueio no estado objetivo,
pois e´ uma transic¸a˜o que nunca pode disparar.
1 ( : goa l ( and ( > 2 (+(number−of−tokens P2)
(number−of−tokens P1) ) )
( > 1 (number−of−tokens P3) )
)
5 )
Listagem 5.15: Exemplo de modelagem do estado objetivo para a Figura 5.1.
A verificac¸a˜o de bloqueios em RdPT tambe´m pode ser feita utilizando este mesmo
modelo. No entanto, ha´ duas formas distintas de efetuar esta traduc¸a˜o. Na primeira, a
RdPT e´ traduzida para um problema cla´ssico de planejamento onde cada transic¸a˜o deve
ser transformada em um conjunto de 3 ac¸o˜es sem tempo, conforme apresentado por Halsey
et al. [14]. Na segunda maneira, a traduc¸a˜o e´ feita atrave´s da ana´lise da estrutura da
rede onde sa˜o ignoradas todas as transic¸o˜es em conflito cujo limite inferior de disparo
seja maior que o limite superior de outras transic¸o˜es e, posteriormente, as informac¸o˜es
temporais tambe´m sa˜o ignoradas.
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5.3.1 Resultados preliminares
Para a realizac¸a˜o dos experimentos, o presente trabalho contou com a colec¸a˜o de
problemas apresentada por Corbett [49], que se caracteriza por modelar problemas de co-
municac¸a˜o em ma´quinas de estado. Todas as RdP testas sa˜o seguras e possuem um grau
elevado de estados concorrentes. Os resultados foram obtidos com a utilizac¸a˜o do plane-
jador Metric-FF [50]. Para fins comparativos, foram utilizados os resultados apresentados
por Edelkamp e Jabbar [4], referidos aqui por “EJmodel”, e os resultados obtidos com a
execuc¸a˜o da ferramenta MCSMODELS 1.7 [51], que utiliza a te´cnica de desdobramento e
e´ uma ferramentas normalmente utilizada pela comunidade de RdP. Os experimentos fo-
ram realizados em um computador com processador Intel Pentium 4 de 3.0 GHz e 512 MB
de memo´ria, executando o sistema operacional GNU-Linux. Os resultados de Edelkamp
e Jabbar foram obtidos em um computador semelhante: Intel Pentium 4 de 3.2 GHz e 2
GB de memo´ria.
Dentre 70 problemas testados, foram escolhidos 26 para serem apresentados neste
trabalho. A Tabela 5.1 apresenta, para cada problema, a quantidade de lugares (P), a
quantidade de transic¸o˜es (T) e se a RdP possui ou na˜o bloqueios (DL: S/N). A seguir, e´
apresentado o tamanho do plano (Plano), a quantidade de estados explorados (Expl.) e o
tempo (Tempo), em segundos, necessa´rio para encontrar o bloqueio utilizando a aborda-
gem PMDC, EJmodel e MCSMODELS, respectivamente. “–” indica que o problema na˜o
foi resolvido e “*” indica que nenhum bloqueio foi encontrado. Os tempos apresentados
pelas ferramentas PMDC e MCSMODELS sa˜o a me´dia de 5 execuc¸o˜es para cada pro-
blema enquanto o tempo de EJmodel foi extra´ıdo diretamente do trabalho de Edelkamp
e Jabbar [4]. Testes com RdPT na˜o foram efetuados, pois na˜o foi encontrado nenhum
corpo de prova espec´ıfico para este tipo de rede.
Observando a Tabela 5.1 e analisando a qualidade do plano obtido e´ poss´ıvel notar que,
para os problemas analisados, o modelo PMDC obte´m planos com tamanho menor ou igual
aos planos gerados pelo EJmodel. Constatou-se um problema na ana´lise realizada pela
ferramenta MCSMODELS, pois esta na˜o garante que o problema esta´ livre de bloqueio,
tal como pode ser evidenciado no problema Q(1).
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Tabela 5.1: Resultados experimentais para detecc¸a˜o de bloqueios em RdP.
Problema PMDC EJmodel MCSMODELS
Nome(tam.) P T DL Plano Expl. Tempo Plano Expl. Tempo Plano Tempo
DP(6) 36 24 S 6 13 0,004 6 11 0,080 6 0,002
DP(8) 48 32 S 8 17 0,012 8 15 0,080 8 0,002
DP(10) 60 40 S 10 21 0,016 10 19 0,080 10 0,004
DP(12) 72 48 S 12 25 0,020 12 23 0,080 12 0,005
DPH(4) 39 46 N * 512 0,052 – – – * 0,005
DPH(5) 48 67 N * 3112 0,336 – – – * 0,028
DPH(6) 57 92 N * 18264 2,620 – – – * 1,345
DPH(7) 66 121 N * 104680 20,250 – – – * 44,664
ELEV(1) 63 99 S 9 15 0,042 11 45 0,030 9 0,002
ELEV(2) 146 299 S 12 25 0,318 16 74 0,200 12 0,016
ELEV(3) 327 783 S 15 37 2,264 18 106 2,080 15 0,238
ELEV(4) 736 1939 S 18 51 13,088 – – – 18 6,838
HART(25) 127 77 S 26 28 0,040 26 27 0,110 26 0,002
HART(50) 252 152 S 51 53 0,132 51 52 0,280 51 0,006
HART(75) 377 227 S 76 78 0,328 76 77 0,710 76 0,011
HART(100) 502 302 S 101 103 0,682 101 102 1,450 101 0,020
MMGT(1) 50 58 S 6 23 0,024 – – – 6 0,001
MMGT(2) 86 114 S 8 32 0,056 – – – 8 0,010
MMGT(3) 122 172 S 10 45 0,110 10 15 0,130 10 0,582
MMGT(4) 158 232 S 12 62 0,212 12 24 0,200 12 109,134
Q(1) 163 194 S 21 362 0,240 21 258 0,250 * 0,042
SENT(25) 104 55 S 3 5 0,024 3 5 0,090 37 0,003
SENT(50) 179 80 S 3 5 0,040 3 5 0,100 62 0,002
SENT(75) 254 105 S 3 5 0,064 3 5 0,140 87 0,002
SENT(100) 329 130 S 3 5 0,098 3 5 0,180 112 0,002
SPD(1) 329 130 S 4 7 0,010 4 5 0,080 16 0,426
Quanto ao tempo de processamento, a ferramenta MCSMODELS quase sempre e´
mais ra´pida que os outros modelos, como tambe´m e´ poss´ıvel observar nas Figuras 5.12(a),
5.12(b) e 5.12(c). Nos poucos casos em que nosso modelo e´ mais ra´pido que a MCS-
MODELS a diferenc¸a de tempo e´ muito grande, como pode ser visto na Figura 5.12(d).
Quando comparado ao EJmodel os tempos resultantes do PMDC sa˜o menores na maioria
dos casos. Entre os 20 problemas avaliados por EJmodel em [4], o modelo PMDC foi
mais ra´pido em 75% dos problemas, mesmo sendo testado em um equipamento de menor
capacidade que aquele utilizado por Edelkamp e Jabbar.
Na maioria dos casos o espac¸o de busca explorado aumentou, pore´m os resultados do
modelo PMDC ficaram, em me´dia, 3 vezes mais ra´pidos para encontrar o plano do que
o modelo proposto por Edelkamp e Jabbar. Ale´m disso, e´ poss´ıvel notar que, em muitos
casos, a diminuic¸a˜o do espac¸o de busca explorado na˜o produz necessariamente tempos
menores. Este fato pode ser observado no problema ELEVATOR onde o espac¸o de busca
explorado foi reduzido a um terc¸o, mas o tempo para encontrar o plano continua sendo
equivalente.
O conjunto de problemas usado tambe´m conte´m problemas livres de bloqueio, como e´
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(a) (b)
(c) (d)
Figura 5.12: Comparac¸a˜o entre os tempos obtidos por cada abordagem (em segundos)
para os problemas DP, HART, SENT e MMGT.
o caso dos problemas DPH. No entanto, foi verificado que a maior dificuldade do modelo
PMDC e´ encontrar uma resposta eficiente para este tipo de problema, apesar de que em
alguns poucos casos ele e´ mais ra´pido, como pode ser observado no problema DPH(7).
Isto ocorre porque a ma´quina de busca do planejador verifica todos os estados alcanc¸a´veis
da rede para chegar a` conclusa˜o de que na˜o existe bloqueio.
5.4 Considerac¸o˜es
Esta sec¸a˜o tratou de apresentar me´todos de traduc¸a˜o entre os problemas de plane-
jamento temporal em inteligeˆncia artificial e problemas de alcanc¸abilidade em RdP com
tempo. No entanto, esta dissertac¸a˜o e´ um segmento dos trabalhos de Silva [1], Hickmott
et al. [2], Petry [3] e Edelkamp e Jabbar [4] quando se fala em traduc¸a˜o de formalismos,
na qual sa˜o consideras as informac¸o˜es temporais dos modelos, o que torna esta tarefa mais
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complexa.
Na verificac¸a˜o de bloqueios em RdP utilizando o planejador FF-Metric, a traduc¸a˜o
apresentada nas sec¸o˜es 5.1.3 e 5.1.4 na˜o obtiveram resultados satisfato´rios quando a des-
cric¸a˜o do objetivo do problema de planejamento era composto por um nu´mero grande de
disjunc¸o˜es. Sendo assim, outra traduc¸a˜o e´ apresentada na sec¸a˜o 5.3, onde foram utiliza-
dos predicados nume´ricos para descrever as transic¸o˜es. Os resultados obtidos foram, em
me´dia, treˆs vezes melhores em relac¸a˜o aos resultados apresentados por Edelkamp e Jabbar
[4], mesmo com o uso de uma ma´quina com configurac¸a˜o inferior.
A simplificac¸a˜o do modelo PMDC em relac¸a˜o ao EJmodel, deve-se ao descarte da
descric¸a˜o de todos os arcos da rede e da existeˆncia de um u´nico tipo de ac¸a˜o: a de dis-
paro. Ale´m disso, toda a descric¸a˜o da RdP e´ feita utilizando apenas operac¸o˜es aritme´ticas
ba´sicas enquanto para o EJmodel sa˜o utilizados quantificadores existenciais e universais,
disjunc¸o˜es, efeitos condicionais e pre´-condic¸o˜es negadas. Outra vantagem esta´ relacionada
ao fato de na˜o existir ac¸o˜es que estabelecem o estado da transic¸a˜o (habilitada ou desabili-
tada) ja´ que a pro´pria pre´-condic¸a˜o da ac¸a˜o de disparo verifica isso. Contudo, como cada
transic¸a˜o e´ traduzida em uma ac¸a˜o, o arquivo de domı´nio do problema de planejamento
torna-se mais extenso, o que na˜o afeta o desempenho do planejador.
Pode-se concluir que o desempenho do modelo PMDC esta´ entre o EJmodel e a fer-
ramenta MCSMODELS, isto porque quando comparado ao primeiro a vantagem obtida
e´ o tempo menor para computar o plano. Ja´ em relac¸a˜o ao segundo, apesar do tempo de
processamento maior, o modelo PMDC garante uma resposta correta, mesmo nos casos
onde a ferramenta MCSMODELS falhou.
Os resultados obtidos na˜o sa˜o suficientes para demonstrar todas as vantagens do mo-
delo proposto. No entanto, em trabalhos futuros, fazem-se necessa´rios testes com RdP
maiores, pois em alguns domı´nios acredita-se que, quanto maior o tamanho da rede a ser
analisada, maior e´ o ganho obtido pelo modelo aqui proposto. Tambe´m cabe a trabalhos
futuros realizar testes com outros algoritmos de busca e a utilizar objetivos me´tricos para
minimizar o espac¸o de estados. Outra sugesta˜o ainda e´ abordar estrate´gias ra´pidas para
obter respostas em redes livres de bloqueios.
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CAPI´TULO 6
CONCLUSO˜ES E TRABALHOS FUTUROS
O propo´sito geral da pesquisa desenvolvida por este trabalho e´ possibilitar o relaciona-
mento entre planejamento e RdP com o intuito de explorar as vantagens que cada a´rea do
conhecimento pode proporcionar. Sendo assim, o trabalho de pesquisa decorrente desta
dissertac¸a˜o resultou na apresentac¸a˜o de me´todos de traduc¸a˜o entre problemas de planeja-
mento temporal em inteligeˆncia artificial e RdP com tempo visando resolver problemas de
alcanc¸abilidade. Ale´m disso, todas as traduc¸o˜es apresentadas, com excec¸a˜o daquela para
verificac¸a˜o de bloqueios em RdP, podem ser utilizadas para qualquer fim e na˜o apenas
para a verificac¸a˜o de problemas de alcanc¸abilidade.
Apesar dos testes somente terem ocorridos com a traduc¸a˜o das RdP para verificac¸a˜o
de bloqueios em planejamento, apresentada na sec¸a˜o 5.3, o resultado obtido por esta
traduc¸a˜o foi bastante expressivo, principalmente quando comparado com os resultados de
Edelkamp e Jabbar [4], autores que foram uma das principais refereˆncias deste trabalho.
Dentre as demais traduc¸o˜es a que mais se destaca e´ aquela referente ao relacionamento
que vai de planejamento temporal para RdP temporais. Tal destaque e´ atribu´ıdo a este
relacionamento porque qualquer ac¸a˜o durativa descrita em PDDL pode ser simulada pela
RdP obtida atrave´s do processo de traduc¸a˜o, mesmo sabendo das limitac¸o˜es das transic¸o˜es
temporais apresentadas pelo teorema 1.
Por fim, foi poss´ıvel concluir que o poder de expressividade das transic¸o˜es temporais
e temporizadas de uma RdP e´ inferior a` de uma ac¸a˜o durativa descrita pela linguagem
PDDL, o que limitada sua representac¸a˜o na modelagem de problemas de planejamento,
tal como e´ o caso de alguns problemas que necessitam do uso do conceito de concorreˆncia
requerida sobre uma mesma ac¸a˜o. Ale´m disso, trabalhos que relacionam as duas a´reas do
conhecimento e que utilizam informac¸o˜es temporais para descrever seus problemas na˜o
foram encontrados na literatura.
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Sob outra o´tica, ja´ que sa˜o apresentadas traduc¸o˜es entre ambas as a´reas, outra contri-
buic¸a˜o importante deste trabalho e´ permitir o uso do benchmark da a´rea de planejamento
temporal para efetuar testes com as RdP com tempo, que ate´ o presente momento na˜o
existia.
Trabalhos futuros que visam dar continuidade ao desenvolvido desta dissertac¸a˜o podem
levar em considerac¸a˜o as seguintes sugesto˜es:
• Apesar da traduc¸a˜o apresentada na sec¸a˜o 5.2 cobrir a maior parte dos problemas
utilizados pela competic¸a˜o de planejadores, ainda existem va´rias especificac¸o˜es da
linguagem PDDL que na˜o foram traduzidas, tais como efeitos condicionais, quan-
tificadores universais e existenciais, disjunc¸o˜es, predicados tipados e predicados nu-
me´ricos, na˜o sa˜o abordadas, pois o escopo principal deste trabalho e´ a traduc¸a˜o das
restric¸o˜es temporais;
• Implementar as traduc¸o˜es citadas no cap´ıtulo 5, ja´ que a u´nica efetivamente testada
foi aquela para verificac¸a˜o de bloqueios;
• Criar e implementar o algoritmo para a fase de po´s-processamento para corrigir o
erro descrito pelo item b) da sec¸a˜o 5.2.5;
• Efetuar testes com as RdP temporais geradas pela traduc¸a˜o dos problemas de pla-
nejamento temporal, assim como utilizar a te´cnica de desdobramento da RdP, co-
nhecido como unfolding [52], para analisar as suas propriedades estruturais e com-
portamentais;
• Investigar a viabilidade real de ana´lise de RdP em planejamento e vice-versa.
A perspectiva deste trabalho e´ possibilitar novas te´cnicas eficientes de ana´lise, tanto
para a a´rea de RdP quanto para a de planejamento, assim como ja´ foi comprovado naquela
para a verificac¸a˜o de bloqueios em RdP apresentada na sec¸a˜o 5.3. Tambe´m ha´ ind´ıcios de
que a RdP temporal gerada pela traduc¸a˜o de um problema de planejamento, apresentada
na sec¸a˜o 5.2, pode ser simplificada, reduzindo o tamanho da RdP e, consequentemente, a
sua complexidade de ana´lise.
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