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INDUSTRIAL CONCENTRATION, PRICE-COST MARGINS, AND INNOVATION
Introduction
This paper estimates the annual average rate of Hicks neutral technical change in 74 Japanese manufacturing industries, , and relates these estimates to industrial concentration and price-cost margins. We do this by first estimating Cobb-Douglas production functions, under the maintained assumption of constant returns to scale. The residuals from these regressions measure technical change, and the labor coefficients measure labor's share in total cost for each industry. Price-cost margins are computed as the percentage by which value added minus total cost exceeds value of shipments (where total cost is the wage bill divided by the Cobb-Douglas labor coefficient). We find that the industries having great capital intensity, small employment of labor, and with high price-cost margins tend to be more concentrated. Cross-section estimates reveal a U-shaped mapping from concentration to innovation.
The data are drawn on 4-digit s.i.c. industries, from Japan's Census of Manufacturers, for which wholesale price indices could be closely matched. These industries are defined as the sets of establishments -not firms-primarily producing like commodities. The close matching of the industries with corresponding wholesale price index categories affords a real output measure that is likely to be much more accurate than ones typically found in the empirical literature on production functions. That our data is observed at the industry level rather than the firm level poses aggregation issues which we do address. A strong point in the data set we examine is that, unlike firm-based micro-data, it allows us to precisely observe cross-industry variation at a fairly narrow (4-digit s.i.c.) level. Individual firms tend to be much more diversified than their constituent production establishments, and can often only be clearly assigned to industries at the 2-digit level. Yet the theories relating industrial competitiveness or industrial concentration to innovation seem much more applicable at the 4-digit level. Our data also include annual time series of Herfindahl index of industrial concentration, matched from yet another source, the Japan Fair Trade Commission which is the antitrust enforcement agency of Japan.
Because our panel data set matches establishment-based measures of factor inputs, wages, revenues and value-added with product-market observations on prices and industrial concentration, it affords a particularly clear look at the year-to-year co-movement in industrial concentration, pricing, and innovation for a wide set of manufactured goods, as well as supporting cross-industry analysis of the same variables.
Basic Framework
We begin by addressing the aggregation issue. We will only observe production data at the industry level, so we need to make assumptions about how the aggregate variables we observe are related to the firm-level variables we do not observe. The maintained hypothesis underlying our approach is constant returns to scale at the firm level.
Let us posit that each firm is constrained by a Cobb-Douglas production function with two inputs: labor and capital. Suppose further that the output elasticities of labor and capital are the same for all firms in the same industry, though total factor productivity may vary from firm to firm. Suppose also that firms in the same industry face the same factor prices and thus employ capital and labor in the same proportions to one another (We presume that all firms are equally adjusted to the same factor prices). Denote the production of firm f by ff f f (1) y = a l k ,
where y =output, l = labor, and k = capital. Then, under our stated assumptions, the industrylevel production function is
where Y=Óy , L=Ól , K=Ók , and z =k /K=l /L.
ff
The industry-level technology parameter, Ó(z a )=A, reflects both the firm-level technologies i a and the allocation of factor inputs within the industry. So, for example, a technological change f at the industry level ÄA comprises not only technical change by firms Äa , but also any changes in shares of the respective firms'employment of industry inputs that are induced through the posited oligopolistic equilibrium. The basic logic here is that of Zarembka (1968) .
A further serious issue in estimates of industry level production functions is identification.
Specifically, when shifts in the production function are anticipated by firms, then they can be expected to adjust their employment of labor and capital. In this case the employment of labor and capital is correlated with the statistical error term in econometric estimates of the production function, and the estimated OLS coefficients are thus biased and inconsistent, as fully elucidated by Griliches and Mairesse (1998) . Valid instruments for labor and capital might be found, particularly if one of these (capital) responds to productivity shocks with a lag. Then lagged values of capital become suitable instruments for contemporaneous employment of labor. This is the basic approach of the dynamic panel data literature (Olley and Pakes (1996) , Blundell and Bond (2000) , and Ackerberg, Caves, and Fraser (2004) ). But that literature focuses on micropanel data, that is with many cross-sections but relatively few time periods. Typically the unit of analysis in such panel data is the firm, not, as here, the industry. A different way forward is needed. Again the maintained assumption of constant returns to scale is helpful.
First note that for the Cobb-Douglas production function as in (2) above, we have that for each industry, (1-è) and the identification problem is simply that of estimating the coefficient on K/L. That is, if businesses adjust their employment of both capital and labor equally in response to perceived productivity shocks, then endogeneity bias is absent. Notice that the maintained assumption of constant returns to scale is crucial to this. But is it plausible that employment of capital and labor would be equally flexible? Labor is typically regarded as a variable input and capital as fixed in the short run. However in Japanese manufacturing industries, the well-documented practice of lifetime employment should weaken this presumption. It is reasonable to suppose that Japanese manufacturers'employment of both labor and capital respond sluggishly to anticipated productivity shocks, mitigating the problem of endogeneity bias.
Econometric Model
In the empirical literature on production functions, econometric specification is very much 
..., n; t= 1,...,T.
or equivalently,
At it
Here Q represents value of shipments by industry i in year t divided by average monthly it wholesale price index for the corresponding product during the same year. The labor input is L , it defined as the number of workers employed in the industry i in year t. And K is the book value of the fixed tangible assets of the industry i at the beginning of year t.
it
The error term v is likely to exhibit autocorrelation. Technological advance manifests itself as positive autocorrelation, and in principle at least, perfect autocorrelation. But few things in life are perfect, and in any case there are additional forces at work. For instance, if our dependent variable shipments varies with the business cycle it would induce some negative autocorrelation, abnormally high shipments in a boom year followed by abnormally low shipments the following year. We estimate these equations with adjustment for first-order autocorrelation, that is in which for each industry i, the error term in equation (5) The deflator for non-residential investment used in Japan's System of National Accounts (SNA) affords one measure of inflation. This is represented in Table 1 , along with our estimates of e *.
At
The fact that e * tends to rise even as prices rise indicates that technological advance embodied Table 1 , which is also plotted in Figure 1 , depicts this measure of efficiency unit per actual physical unit of capital in each year.
Because our measure of labor is the number of workers employed each year, which is a physical unit of measurement, virtually all (pan-industry) technological advance is reflected in our "efficiency units" measure of capital. Not only improvements in machines and tools themselves, but also improvements in the quality of labor, including advances in education or enhancement of skills, will show up in our estimates as improvements in the efficiency of capital. Estimates of industry-specific parameters and related statistics are represented in Table 2 .
These estimates include, for each industry, an estimate of the elasticity of output with respect to ii t labor è *. The residuals v * from these regressions represent estimates of the industry-specific t technical change, that is deviations from the pan-industry technical change embodied in A *, in effect Solow residuals. These residuals are the difference between actual observation of dependent variable and that predicted based on the structural equation. Later in the paper I will further describe the residuals from these regressions.
it
The estimated coefficients on lnL vary from industry to industry in a way that comports with common sense notions as to which industries are likely to employ more capital intensive methods. So for example the most capital intensive industries are estimated to be: "0" in "Y " and W " remind us that these are expressed in nominal units). We presume that labor's share of total cost in each industry equals our estimate of the output elasticity with respect 0it to labor. Thus nominal total cost C , including both labor cost and capital cost, is estimated as the wage bill divided by our estimate of the output elasticity with respect to labor 0it 0it it i
And our estimate of the nominal profit ð in each industry i in each year t is value-added minus cost:
it From these data we further construct industry-level price-cost margins m as the ratio of profit to value of shipments:
These price-cost margins average 11.5 percent over all industries and years as shown in the last column of Table 4 . A companion paper to this one (Flath , 2009) Bertrand is a better characterization than homogeneous product Cournot for most of the industries.
Our main focus here is on determinates of industrial concentration and of innovation, and upon the relation between the two. We first examine the extent to which our estimates of CobbDouglas labor coefficients and industry price-cost margins adequately explain the observed pattern of concentration. Then we consider whether there is any association between industrial concentration and rate of innovation. And finally, we ask, is there an inverted-U mapping from price-cost margin to the rate of innovation as argued by Aghion et al. (2005) .
Empirical Results
Determinates of industrial concentration
The data we have constructed enable a simple empirical analysis of inter-industry variation in concentration. It is quite reasonable to suppose that industries that employ more capital intensive methods of production should be more concentrated ceteris paribus. This is because capital inputs are inherently lumpy and thus likely to be employed only by large firms. But an industry that employs capital intensely can nevertheless accommodate many firms if the scale of demand facing the industry is large. Further, a larger number of firms can profitably coexist in industries that face less elastic demand, ceteris paribus, as argued by Sutton (1998) . On the other hand, inelastic demand may well be associated with customer loyalty to incumbent firms, which would tend to discourage entry and thus promote concentration. I break no new ground here and simply restate textbook propositions of industrial organization, common to many specific oligopoly theories, but the empirical content of these propositions remains an open question. To the extent incumbent firms have superior technology to that of potential entrants, there is no necessary relation between any of these variables -capital intensity, scale of demand, elasticity of demand-and industrial concentration. A modest step toward addressing this issue is possible here by estimating the following simple regression:
where H is the Herfindahl index for industry i, in year t; m is the price-cost margin; è * is our it estimate of the elasticity of output with respect to labor of industry i ;and lnL is the natural log of employment of labor by industry i. In other words, the Herfindahl index is a linear function of price-cost margin, capital intensity, and industry scale. We estimate the equation using a pooled two-way random effects procedure. That is we presume that the error term has a crosssection component, time-series component, and pooled component : Table 3 has the random-effects estimates of equation (12). Effectively, the time-series component of variance is estimated to be zero. The variables explain only about seven percent of the variation in Herfindahl index. Price-cost margin is statistically significant and has a positive sign, which comports with the idea that high price-cost margin is associated with customer loyalty to incumbent firms, which impedes entry and promotes concentration. The capital coefficient and industry scale are highly significant and have the expected signs.
Industries that use capital intensely tend to be more concentrated. Industries that employ more workers tend to be less concentrated.
Technical advance, concentration and price-cost margins
We now turn attention to the interrelation between technical change and concentration. There are many theories with conflicting predictions as to whether industrial concentration promotes innovation, or retards it, or indeed whether it has any significant effect at all. For a recent discussion of this literature consult Okada (2005) .
it Our measures of technical advance are residuals v * from Cobb-Douglas regressions of real value of shipments on measures of labor and capital. We now consider how is this measure of technical advance related to industrial concentration and to price-cost margins. This is primarily a question about the variation in technical change across industry, so we need to construct industry-level measures of technical advance. To do this, we calculate trend regressions:
The slope coefficients ãj * from these regressions represent relative measures of average rate of 1i technical advance for each industry. That is, ã * represents the average annual exponential growth rate in the Solow residual constructed from AR1 estimates of Cobb-Douglas production functions. These statistics are reported in Table 4 , along with industry-by-industry averages for it Herfindahl index and for the price-cost-margins m we constructed from earlier estimates.
Actually these represent deviations from the pan-industry rate of technical advance embodied in our capital stock deflator.
1i
We regress this measure ã * of average rate of technical advance on the mean and squared mean of the Herfindahl index for each industry i:
Further we regress the same measures of technical change on the mean and squared mean of the price-cost margin for each industry:
The estimates of equations (14) and (15) are in Table 5 . The regression curve and plots of observations for estimates of equation (14) The relation between price-cost margin and rate of innovation is similar but much weaker. In short, we do not find in these data the inverted U-shaped mapping from industry price-cost margins to innovation touted by Aghion, et al (2005) .
5.Conclusion
This paper has explored a panel data set matching establishment-based production statistics from Japan's Census of Manufacturers with wholesale price indices from the Bank of Japan, and
Herfindahl indices from the Japan Fair Trade Commission. The data include annual observations over the period for 74 industries at the 4-digit s.i.c. level. We estimated CobbDouglas production functions and Solow residuals for each industry and then used these estimates to further analyse the determinates of industrial concentration and innovation.
they employed capital and the smaller their overall scale. There is also some indication that industries that face less elastic demand tend to be more concentrated.
The industries that exhibited the highest rates of technical advance included both highly concentrated ones (Glass Bulbs for CRTs, Wrist Watches, Jute Yarn) and more atomistic ones (Cotton Yarn, Medicines, Valve Cocks). We could discern no monotonic relation between concentration and innovation nor between price-cost margins and innovation. But there does appear to be a U-shaped mapping from concentration to innovation in these data. Nishikawa (1973 ), Shinjou (1977 , and Kusuda and Ike (1979) .
Appendix 2. Iterative procedure for estimating implicit capital deflator.
t
We here detail the procedure used to estimate the implicit capital deflator A of equation (5) from the text:
At
This is accomplished by iterative application of SAS procedures "proc tscs" and "proc autoreg".
it LK
We first estimate the parameters (A , A , è , è ) in a two-way fixed effects regression
equation on the pooled sample:
(1) (1) (1) ( 1) or equivalently,
(1) (1) (1) (1)
iii We next estimate, for each industry i, parameters (a , è , ñ ) in AR1 regression equations
of the following sort, ( 1) 2 where asterisks * denote estimates from a previous regression.
it it
We continue the iteration, replacing lnL and lnK in equations (A2) and (A3) (
That is, we again estimate parameters (A , B , ë , ë ) of a two-way fixed effects
regression for the pooled sample: 
(1) (1)* (1) (1) (1)* (1)* (2) ( 1) i = 1 . . . , n ; t= 1,...,T.
iii And again we estimate, for each industry i, parameters (a , è , ñ ) of AR1 regression
equations of the following sort: 
See appendix for details of estimation method.
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where v * is the estimated error term in the regression equations reported in Table 2 above.
ii
The Table 6 , Model 4.
