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1. INTRODUCTION 
1.1 Diagnostic Tests 
A diagnostic test is a rule for classifying an Individual as belong­
ing to one of two populations. For convenience, we will call one popula­
tion the Negative Population and the other the Positive Population.^  This 
classification rule is based upon the realized value of a Separator 
Variable, a scalar-valued measurement made upon the Individual, and a 
Positivlty Region. The Positivity Region is a sub-set of the domain of 
the Separator Variable which, when observed, causes the individual to be 
classified as belonging to the Positive Population. When the value of 
the Separator Variable falls outside of this Region, the individual is 
classified as belonging to the Negative Population. 
For purposes of simplicity, ray dissertation will, with the exception 
of a special case, be concerned only with diagnostic tests based upon 
real-valued separator variables whose Positivlty Region can be specified 
by an interval of the form P = (c,a>). That is, values of the Separator 
Variable greater than some number c cause the individual to be classified 
as belonging to the Positive Population. To the best of ny knowledge, 
diagnostic tests of this form are exclusively considered in the Literature: 
Not only are diagnostic tests based upon real-valued measurements, but also 
a commonly found assumption is that "large values" of the Separator 
Variable are "associated" with the Positive Population. In this context. 
Some of the terminology associated with diagnostic tests has not yet 
been standardized. Precedence for the terms and definitions used in this 
section can be found in Weinstein and Fineberg (1980). 
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c is herein referred to as the Positivlty Criterion or, equivalently, 
Cutoff Value for the diagnostic test. 
- + 
Now, letting D denote the Negative Population and D the Positive 
Population and T denote a diagnostic test based upon the Separator Vari­
able Ç, we may summarize the previous ideas by writting 
ÇT (classify as belonging to D ) <=> Ç ^  c 
\.T (classify as belonging to D ) <=> Ç > c 
where c e ]R^  denotes a chosen cutoff value. 
1.2 Probabilistic Attributes of Diagnostic Tests 
We now consider the following experiment: An individual will be 
selected at random from a population composed of a mixture of individuals 
from D and and is to be classified, i.e., "diagnosed," via the 
diagnostic test T. The outcomes of the experiment, and their names as 
usually appear in the Literature, can be displayed by the outcome matrix 
displayed in Figure 1. 
T 
Test Result 
Figure 1. Outcomes and their nomenclature from the experiment of 
diagnosing a randomly selected individual 
True Membership 
True Negative 
(TN) 
False Negative 
(FN) 
False Positive 
(FP) 
True Positive 
(TP) 
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Let P(D ) be the probability the individual selected is a member of 
the Negative Population and P(D^ ) be the probability the individual is a 
member of the Positive Population. Then, with an obvious extension of 
notation, probabilities associated with the various outcomes may be 
identified to be 
P(TN) = P(D")P(T"/D~) 
P(FN) = P(D'^ )P(T''/D''') 
P(FP) = P(D")P(T''/D") 
P(TP) = P(D'^ )P(T'''/D'^ ). 
ïAien thinking about D as the population of "diseased" individuals, 
standard terminology for P(D^ ) is "Prevalence Rate." In the context of 
medical decision making based upon diagnostic tests, P(D^ ) may be referred 
to as the "Prior Probability of Disease" - prior here referring to before 
information from the test is obtained (Weinstein and Fineberg (1980)). 
Now, if one were to classify an individual soley on the basis of 
knowledge of the prevalence rate in the population one might classify 
the individual as belonging to D with probability P(D ) and classify as 
belonging to with probability P(D^ ) and then the outcome probabilities 
would be 
P(TN) = P(D~)P(D") 
P(FN) = P(D"'')P(D") 
P(FP) = P(D~)P(D"'') 
P(.TP) = P(D'*')P(D'^ ). 
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If a diagnostic test is to be useful it ought to improve the chances 
of making a correct diagnosis over that afforded simply by knowledge of 
prevalence rates in the population. Since improvement in the diagnostic 
procedure will be realized if, and only if, P(T /D ) > P(D~) and P(T^ /D^ ) 
> P(D^ ), it stands to reason that pertinent attributes of a diagnostic 
test are these conditional probabilities of making a correct diagnosis. 
In light of this, much of the work in the assessment of diagnostic 
tests has concentrated upon these two probabilistic attributes and 
standard terminologies for them have evolved. We therefore now define 
the Specificity of a test to be the probability the test correctly 
classifies an individual from D , i.e., P(T~/D~), and the Sensitivity^  
of a test to be the probability the test correctly classifies an individ­
ual from D^ , i.e., P(T^ /D^ ). 
It is worthwhile to point out that our discussion of the assessment 
of diagnostic tests is, at this juncture, completely analogous to the 
usual theoretical considerations given to the assessment of a statistical 
hypothesis test of a simple null versus a simple alternative. For example, 
we are essentially concerned with the properties of a test of Hgt D versus 
based upon the observed value of a random variable (the Separator 
Variable). Historically, the statistically important aspects of this 
problem have been the size of the hypothesis test (which is equivalent 
to 1- the Specificity of the diagnostic test) and the power of the 
hypothesis test (equivalent to Sensitivity of the diagnostic test). Thus, 
2 
Yerushalmy (1947) is credited with introduction of these two terms. 
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interest in the Specificity and Sensitivity of a diagnostic test may 
be seen to be a natural extension of interest in the size and power of 
a hypothesis test. 
Other probabilistic attributes of diagnostic tests have been con­
sidered as well. Some researchers, for example, have been concerned 
with the inverse of the above probabilities; "Given the diagnostic test 
is positive (i.e., classifies the individual as belonging to D^ ) what is 
the probability the individual does indeed belong to the Positive Popula­
tion?" (An attribute known as the Predictive Value of a Positive Result.) 
Other researchers have addressed the overall performance of the test in 
what has come to be known as the Accuracy of the test which is the prob-
3 
ability the test makes a correct diagnosis. 
Noting that the Predictive Value of a Positive Result 
- P(D+/A = P(D+)P(T+/D+) 
P(D )P(T /D ) + P(D )P(T /D") 
and that 
Accuracy = P(D'^)P(T"*"/D"'") + P(D"')P(T~/D") 
we see that these attributes are, however, functions of the prevalence 
rate in the population (which Specificity and Sensitivity are not) and are 
themselves functions of Specificity and Sensitivity. 
A discussion of various test attributes as well as an overview of 
this entire area appears in Begg (1986). 
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For the above reasons. Specificity and Sensitivity have been commonly 
used for the assessment and comparison of diagnostic tests. work con­
tinues in this fashion, examining how to compare diagnostic tests on the 
basis of Specificity and Sensitivity, 
1.3 The Comparison of Diagnostic Tests 
Given a choice of several diagnostic tests and wanting to choose from 
among them a "best" test one would naturally select the test which imparts 
the greatest diagnostic "information." In light of the preceding discus­
sion, we might regard the amount of information conveyed by a diagnostic 
test to be measured by some combination of the probabilistic test attrib­
utes Specificity and Sensitivity. 
In certain situations, exclusive attention may justifiably be focused 
on just one of these two attributes. For example, one might want to apply 
a diagnostic test to a large, unselected group of individuals in hopes of 
detecting a rare (i.e., low prevalence) but extremely deadly disease (e . g . ,  
AIDS). One might have several candidate diagnostic tests, or "diagnostic 
screens" as they would in this case be called, at hand to choose from and 
might be inclined to want the screen with the highest probability of 
detecting diseased individuals with little or no concern for the rate at 
which nondiseased individuals might be falsely classified. 
In such cases, one would want to conpare diagnostic tests on the 
basis of a single attribute for which, of course, a number of standard 
statistical methods exist. A review of the problem of comparing diagnostic 
tests with respect to a single probabilistic attribute (and not just 
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Specificity or Sensitivity) and an encapsulation of the problem in a 
categorical analytic framework may be found in White and Landis (1982). 
Of course, diagnosticians are often concerned with both the 
Specificity and Sensitivity of the procedures to be compared and it only 
stands to reason that one would always want to choose the procedure 
having both greatest Specificity and greatest Sensitivity. However, 
such strict dominance of one test over another may just not be found. 
For example, it might be the case that although test A is more sensitive 
than test B (i.e., has greater Sensitivity), it however is not as 
specific as B (i.e., test B has greater Specificity). 
One solution to the problem is to combine the two probabilistic 
attributes into a single measure. Youden (1950), for example, offered 
the combination 
J = Sensitivity + Specificity - 1. 
Of course, since different combinations of Specificity and Sensitivity 
could yield the same value of J, this approach suffers a nonidentifi-
ability deficit. 
Two other solutions arise by imposing the restriction that the 
diagnostic tests be based upon separator variables which are real-valued 
measurements having continuous Cumulative Distribution Functions (cdfs) 
as described below and that large values of the Separator Variables are 
associated with membership in the positive population. 
Specifically, suppose we have two diagnostic tests, and , 
to compare. Let represent the separator variable for test T^ , 
E TB^. We envision there to be a distribution of the values of 
when measured upon individuals from D and a distribution when 
measured upon individuals from D^ . We shall call these distributions 
and G^ , respectively, and require that they be continuous functions 
of 
As discussed earlier, we may now describe the tests succinctly as 
i^ i^ - (^ i 
?! = \ . i = 1,2, 
4 if 5,>=, 
and, letting Sp(c^ ) = Specificity of test and S^ Cc^ ) = Sensitivity 
of test T^ , it then follows immediately that 
and (1.3.1) 
- 1 - Gl<'=l) . 
and that these probabilistic attributes are functions of the cutoff 
values c^ . 
One solution to the problem of comparing diagnostic tests when both 
Specificity and Sensitivity are of interest is given by Greenhouse and 
Mantel (1950). Here, the authors contend that the only way to fairly 
compare two diagnostic tests with respect to, say, their Sensitivity is 
to require them to first have common Specificity. 
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Following this, Greenhouse and Mantel (1950) propose the following 
method for the comparison of the Sensitivities of two diagnostic tests 
when they are both based upon continuous separator variables; 
a) Select a, perhaps clinically relevant, Specificity p. 
b) Choose the cutoff for each test so that both possess 
Specificity p. 
c) Then compare the Sensitivities of the test by taking a 
difference. 
Symbolically, Greenhouse and Mantel (1950) thus identify as the 
parameter of interest in comparing two diagnostic tests with respect 
to both Specificity and Sensitivity to be 
[1 - GiF-l(p)] - [1 - GgF-lfp)]. 
Further evaluation of the Greenhouse-Mantel method can be found in 
Linnet (.1987). 
The other solution to the comparison of diagnostic tests on the 
basis of Specificity and Sensitivity compares the tests not just at a 
single specificity-sensitivity combination but at all such combinations 
available to each test in the following manner. 
By (1.3.1), choice of cutoff dictates the Specificity and Sensi­
tivity of the test. Letting c^  range across the real numbers we obtain 
the entire range of specificity-sensitivity combinations available to 
test T^ . Such combinations may be represented via a device known as a 
Receiver Operating Characteristic, or ROC, curve which, usually, is a 
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plot of Sg(c^ ) versus l-S^ Cc^ ). A typical ROC curve is represented in 
Figure 2. 
i 
•H 
U 
•H 
CO 
§ cn 
o 
1 o 1-Specificity 
Figure 2. A typical ROC curve 
The 45° line in Figure 2 represents Specificity-Sensitivity combi­
nations available to a test that is based purely upon a randomization 
device. A diagnostic test ought to do better than this, and so the 
BOC curve typically arches above the 45° line. Since we consider 
greater Specificity and greater Sensitivity to be associated with 
"better" tests, we conclude that the greater the arch in the ROC curve 
the better the test. 
One measure proposed to capture the entire range of Specificity-
Sensitivity combinations available to a test is the area under the ROC 
curve (see, for an example. Green and Swets (1966) for further discussion) 
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and by the above discussion it follows that if one test is consistently 
"better" than another, the area under its ROC curve will be greater 
than the other. Thus, another way of comparing two diagnostic tests 
which are based upon continuous separator variables is to compare the 
areas under their ROC curves. 
One method of estimating the area under an ROC curve is to use 
maximum likelihood estimation when the distributions F and G are normal 
(see Dorfman and Alf (1969)). Another method is to use the trapezoidal 
rule which, in this case, is equivalent to the Wilcoxon statistic. In 
fact, the area itself is the probability that the value of the Separator 
Variable when measured on a randomly selected member from exceeds the 
value when measured on a randomly selected member from D (see Bamber 
(1975)). Appropriate estimation methods for independent versus dependent 
sampling and grouped versus ungrouped data have been developed (see, 
for example, Hanley and McNeil (1982, 1983); Belong et al. (1988)). 
Of course, a problem with the use of the area under the ROC curve 
to compare tests is that although the total areas from two are equal, 
one ROC curve might yet dominate the other over a region of clinically 
desirable specificities. A solution to this problem is given by 
Wieand et al. (1987) who provide a general framework for the comparison 
of the areas under two ROC curves over restricted regions of Specificity. 
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1.4 Comparing Diagnostic Tests When One is Based Upon 
a Discrete Separator Variable and the Other is 
Based Upon a Continuous Separator Variable 
A problem yet to be considered, and one which has not been con­
sidered explicitly in the statistical literature, is how to compare two 
diagnostic tests when the separator variable of one test is a discrete 
variable and the separator of the other is continuous. This problem has 
arisen in the course of medical research. For example, Ahlquist et al. 
(1985) compare Hemoccult and HemoQuant, indicants of elevated fecal 
hemoglobin, as possible screens for gastrointestinal malignancies. While 
the HemoQuant assay measures miligrams of fecal hemoglobin per gram of 
stool, the Hemoccult test results in either a negative or positive read­
ing and thus is a discrete separator. 
Another exançle is given by Delong et al. (1988) who compared a 
discrete preoperative scoring system for use as a screening test in 
determining a patient's risk for failing to benefit from surgery versus 
two other preoperatively measured continuous indices. Here, the comparison 
is thus between a test based upon a discrete Separator Variable having 
thirteen possible values and two other tests each of which are based upon 
continuous measurements. 
The immediately preceding comparison problem is used by the authors 
to demonstrate application of their statistical methodology for comparing 
the areas under "correlated" ROC curves. Their paper, however, does not 
address two important issues which place in doubt the appropriateness of 
ROC methodologies when one of the tests compared is not based upon a 
continuous Separator Variable. 
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The first issue here, as is demonstrated in the Ahlquist et al. 
(1985) study, is that the discrete Separator Variable need not be 
ordinal. Thus, in some cases an ROC curve as presently defined might 
not exist for one of the tests. 
The second issue is that in many cases of practical interest the 
comparison of the areas under ROC curves may be severely biased against 
the discrete test simply by the way the curve is defined for these tests. 
Consider, for example, the situation portrayed in Figure 3. Here, 
the ROC curve associated with the continuous test is the smooth concave 
curve. The series of line segments represent the ROC curve associated 
with the discrete test and shows how the ROC curve would be defined in 
this case by use of the Trapezoidal rule. 
i 
•H 
•H 
•H 
o 
o 1 1-Specificity 
Figure 3. ROC curves of tests based upon discrete and continuous 
Separator Variables 
Note that although the Sensitivities of the two tests are equal 
at each of the Specificities available to the discrete test, mere 
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concavity of the ROC curve for the continuous test ensures that it 
dominates the ROC curve of the discrete test. Thus, comparison of 
areas under these curves Is biased against the discrete test. As 
concavity in the "continuous" ROC curve is not an unlikely occurrence, 
this example shows the ROC methodology to be inappropriate for a 
possibly widely occurring class of problems.^  
Returning to the Ahlquist et al. (1985) paper, the Greenhouse-
Mantel approach is not directly appropriate here either. For the 
Greenhouse-Mantel procedure requires the selection of a Specificity at 
which the Sensitivities of the tests are to be compared. But, the set 
of such Specificities now is constrained to the discrete set available 
to the test based upon the discrete separator. Furthermore, since 
these Specificities are not usually known, they must be estimated and 
this introduces a component of variability not considered in the work 
of Greenhouse and Mantel (1950). 
My dissertation develops a methodology for the comparison of several 
diagnostic tests when one is based upon a discrete Separator Variable 
and the others are based upon continuous separator variables which is 
not afflicted by the above problems. In Chapter 2, my work extends the 
Greenhouse-Mantel statistic first to the situation where the discrete 
test is binary and then to where the discrete test is S-nary. Two 
diagnostic tests may therefore be compared by a linear combination of the 
C^oncavity will occur whenever the distribution of the continuous 
variable possesses the monotone likelihood ratio property. 
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Sensitivities of the tests when both are set to have the various 
Specificities estimated to be available to the discrete test. Thus, 
the procedure so developed exchanges the comparison of overall test 
performance (via the ROC) with a series of point-wise comparisons between 
the tests. Finally, the method is extended to the comparison of several 
tests based upon continuous Separators and one based upon a discrete 
Separator variable. 
Chapter 3 reports the results of several Monte Carlo studies of 
the small-sample properties of the statistics developed in Chapter 2. 
Finally, Chapter 4 demonstrates application of the statistic to the 
data analyzed by Ahlquist et al. (1985) and by Delong et al. (1988). 
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2. SEVERAL STATISTICS AND THEIR ASYMPTOTIC DISTRIBUTION 
2.1 General Considerations 
For simplicity in presentation we will, in accordance with the 
standard applications of diagnostic tests, now refer to the Negative 
Population as the population of "controls" (e.g., nondiseased individuals) 
and to the Positive Population as the population of "cases" (e.g., 
diseased individuals). We assume that independent random samples of 
m controls and n cases may be selected. 
We are to compare the T diagnostic tests, of which 
is: based upon a discrete separator variable and the remainder are based 
upon continuous separators. For each of the m randomly selected controls 
we observe a value of the vector , i = l(l)m, 
where X^  ^is the value of the discrete separator and are the 
values of the continuous separators when measured upon the i-th control. 
Similarly, for each of the n randomly selected cases we observe a value 
of the vector Y! = (Y^ ,¥2^ ,...), j = l(l)n, giving results from the 
discrete and the (T-1) continuous measurements, respectively. 
Let S be the number of possible values for the discrete separator 
variable. When S > 2 we shall require the separator to be ordinal with 
large-ordered values being associated with cases. When S = 2 we shall 
not require ordinality, but for simplicity shall assume that the binary 
values have been coded as 0 or 1 with a value of 1 causing the individual 
to be classified as a "control" and a value of 0 to be classified as a 
17 
'case. 
We extend the procedure introduced by Greenhouse and Mantel (1950) 
in the following manner. In Section 2.2, we consider the case when T = 2 
and S = 2. Letting and be the unknown cdfs of the continuous 
separator variable when applied to, respectively, controls and cases, 
and letting p = Pr{X^  ^= l}, i = l(l)m, q = Pr{Y^ j = l}, j = l(l)n, 
where p and q are also unknown, and following the Greenhouse-Mantel method, 
the parameter for comparison is now seen to be 
A = [1-q] - [1 - GgFg^ Cp)] = GgFg^ Cp) - q. 
Inserting the "usual" sample estimators of the components of the 
parameter; viz., estimating probabilities by sample proportions and 
estimating the inverse of a cdf by an order statistic, we identify the 
statistic to be 
A  =  6 2 ^ 2 ^ =  G 2 F ^ ^ ( p ) - q  
where 
I(Z) =1 if Z > 0 
0 if Z < 0 
Although apparently contrary to associating large values with 
cases, this assumption eases the theoretical development for the special 
case of a binary separator variable. 
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and 
m 
and 
X2(r;m) is the r-th ordered value of 
•21'^ 22'*" '^ 2m 
Thus, the extended procedure is to first estimate the specificity 
for the first test and then estimate the associated percentile of the 
distribution of results when the separator variable of the second test 
is applied to the controls. This estimated percentile is then treated 
as a cutoff point for the classification of individuals when using the 
second test. The sensitivity of the second test is then estimated 
using this cutoff and is compared, by taking a difference, with the 
estimated sensitivity of the first test. 
Note that if the first test was based upon a continuous separator 
variable, the Greenhouse-Mantel statistic would be applicable and would 
have form 
where p is the specificity chosen for the comparison and r* = pm. 
/S  ^ T As 
G^M = GgP/Cp) - G,F^ \p) 
1 Z I(X (r*;m)-Y ) - ^  E I(X (r*;m)-Y,,) j=l  ^ 3^ n i. J.3 
n - n 
n 
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The difference between the Greenhouse-Mantel statistic and its 
extension are immediate. First, when the first test is based upon a 
discrete separator the specificity p must be estimated and thus the 
order r is a random variable in the extended procedure whereas it is 
a preselected constant in the "nonextended" procedure. Second, the 
subtrahend of the extended procedure is not a function of an order 
statistic whereas the subtrahend of the Greenhouse-Mantel statistic 
is. 
Theorem 1 of Section 2.2 establishes the asymptotic normality of 
the extended statistic under a few assumptions regarding continuity 
and differentiability of the cdfs involved. Theorem 1 is preceded 
by Lemma 1 which establishes the asymptotic normality of an order sta­
tistic when the order is a binomial random variable. 
In Section 2.3, the Greenhouse-Mantel statistic is further extended 
to the case when T > 2 and S > 2. The statistic now becomes 
A 1 A A 
G3F3 (Pi)-qi 
A A«*1 A A 
A A^ w 1 A A 
A Awl A A 
A A—1 A A 
®T^ T (Ps)"^ s 
where 
20 
Ps • '«11 - "s' 
% • f(?lj 1 's> 
and < Vg < ... < are the S values attainable by the discrete 
separator variable. 
Using certain assumptions, asymptotic normality of ^  is established 
by Theorem 2. This theorem utilizes Lemma 2 which is an extension of 
Lemma 1 to the multivariate distribution of S order statistics based 
upon orders r^ , s = 1(1)S, each of which has a binomial distribution. 
Lemma 2 shows this multivariate distribution to be asymptotically 
normal. 
The asymptotic results of this chapter thus lay the foundation 
for the development of statistical methods for the comparison of 
diagnostic tests. These methods are developed in Chapter 3. 
2.2 Comparing a Test Based Upon a Binary Separator with 
One Based Upon a Continuous Separator Variable 
Lemma 1; Let ^^ lm'^ 2m^  be a random sample 
from the bivariate distribution dF. Let the marginal distribution of 
be Bernoulli with Pr{X^  ^= 1} = p, i = l(l)m, and let the marginal 
cumulative distribution function of X^  be denoted by FgC"). Assume 
that Fg is a continuous function, possessing finite derivatives of 
up to at least third order. Let F(1,Ç) 5 / dF and assume this 
{X^ =1,X2<Ç} 
21 
is a continuous function of Ç and that F(l,F2^ (p)) p. 
Define 
p = r/m 
and F^ (^p) = Xg(r;m) = the r-th ordered value of 
where we shall define (0;m) = -<» and X2(BH-l,m) = ». Then, 
 ^.-1 . -1 L 2P-2F(1,F;\P)) 
(P)-., (,)] «0. . 
Proof ; Let c and k be real-valued constants. Note that Fg^ fp) £ c < 
X2(r;m) < c <=> at least (r) of the X^ '^s ^  c <=> (the proportion of 
Xg^ s^ c) 2 ^ <=> therefore, 
P{^ (F^ (^p)-F~^ (p)) < k} = P{^ (^p) < —+ F""(P)} 
P{%(-p + F"^ (p)) > p} 
m 
P{F,(— + F:^ (p)) - p > 0} 
= P{T^ ^^  > 0}, say. 
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(k') 
We now show that T has a limiting normal distribution. Let 
m 
k —1 b = (— + Fg (p)), then we have. 
= ?2(b) - P = i i 
where 
V® = + p;\p) - - x^ ,. 
Since the {(Xj^ ,^X2^ )}, i = 1,2,...,m are iid it immediately follows 
that for each fixed value of m, the ) are iid. Also, 
i = 1,2,...,n, 
= EtiCb-Xgi) - = Fgfb) - Fi(c). 
cov{l(b-X2i),X^ }^ 
= E{l(b-X2^ )X^ }^ - E{l(b-X2^ )}E{X^ }^ 
= F(l,b) - pFgCb), 
and therefore for fixed m. 
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var(V^ ^^ ) = var(v^ ^^ ), i = l,2,...,m. 
= var{l(b-X2j;)} + var{X^ j^ } - 2cov{l(b-X2^ ) 
= F2(b)[l-F2(b)] +p[l-p] - 2{F(l,b)-pF2(b)}. 
(k) F 
Let a = / I var(v ). By Identicality and independence when m 
® i=l ™i 
is fixed, we have that 
0^ )^ = /mvar(v ). (2.2.1) 
m m 
Let It follows immediately that, for each 
m^  m^  mm 
m, the set of random variables, }, i = l,2,...,ra, are independent. 
Noting that, for each m and for all i = l(l)m 
- mvaicv ) ' ""'V " m ' 1 m 
/If) 
we have that, V m and V i, var(w ) < <». 
™i 
Following the Lindeberg-Feller Theorem, (see, for example, Chung 
 ^ /If \ 
(1974)), we may therefore establish that X w > N(0,1) by showing 
i=l ™i 
that, for each n > 0, 
lim Z / w(k) dF(w) = 0, (2.2.2) 
m-x» i=l { (1) >r)} w 
m^  
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(k) 
where F is the cdf of w 
w(k) ">1 
m. 
Xk) Recalling the definition of o) and dropping the (k)-notation for 
m 
the time being, we have that the L.H.S. of the above may be reexpressed 
as 
1 ® 
lim —2 Z / 
cr i=l 
m 
v-y 
m 
m 
( \ ) - n ,  
m V 
>n, m. 
(2.2.3) 
where F (•) is the cdf of v . \ ®i 
By (2.2.1), and identicality when m is fixed, (2.2.3) 
= lim m// j 
v-y_ 
m 
m 
(V-y )^dF(^\ , 
m V 
>n 
m 
where, when m is fixed, F (•) is the common cdf of V , i = l,2,...,m. 
m ™i 
Thus, to establish the "Lindeberg-Condition" (2.2.2) it suffices to show 
-'(V' v-y m 
m 
(v-y )^dF(/\ = 0. 
m V 
>n/ m 
Now, lim b = lim(k/v^  + F„^ (p)) = F„'''(p), and as the functions F-(Ç) 
m-w m-w 
and F(1,Ç) are continuous, we have that lim var(V ) 
nr^  " 
.-1. 
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= llm{p[l-p] + FXk/yS" + F:^ (p))[l-F_(k/v^  + F:^ (p))] 
urx»  ^ z z 
- 2[F(1, k/A + F~^ (p)) - pFgCk/v^  + F~^ (p))]} 
= p[l-p] + F2(F~^ (p))[1-F2(F2^ (p))] 
- 2[F(1,F~^ (P ) )  -  pFgCF-^ Cp))] 
= p[l-p] +p[l-p] - 2[F(1,F2^ (P))-P ]^ 
= 2p[l-p] - 2[F(1,F2^ (P))-P ]^ 
= 2p - 2F(1,F2S). 
Therefore, lim TTT-V = — ; exists, and will 
2p-2F(C,F;\P)) 
finite unless p = Ffl.Fg^ p). 
However, by assumption we have that this cannot hold and thus we 
conclude that 
Now consider 
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2 2 
~  ^~ 1,(1),m, 
= (Kb-Xg^ ) - X^  ^- [F^ Cb)-?])^  
= ([I(b-X2^ )-F2(b)] + [p-Xii])2 
= (x+y)^ , say. 
Note that -1 _< x ^  1 and -1 ^  y ^  1 so that 
(x+y)^  = x^  + y^  + 2xy ^  (max|x|)^  + (max|y | )^  + 2max|x|max|y 1" = 1+1+2 = 4. 
Thus, 
0 £ 11m f  I  
m-Ko v-u m 
m 
>n 
(v-y )^ dF(/^  < 41im ff 
™ m^ " v-y m 
m 
idF (V) 
>n, 
m 
But, 
f t  
v-y, dF 
(V) _ 
m 
V 
>n 
m 
{(v-y )2/o2} 
P( |——|>n) £ E 2 > by Chebyshev's Inequality, 
m 
m 
""«V 1 
, \ 2 2 nr^  
mvar(v )n mn 
m 
> 0, V n > 0. 
Thus, since both limits exist and are finite, we have, V n > 0, 
v-y 
m 
m 
>n 
m 
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= lim 
m». 
11m fl 
m*» V-y m 
m 
>n m 
= 0 .  
That is, we have established condition (2.2.2). 
As such we may conclude that 
2 ;&> N(0,i), 
•i=i'"i 
or equivalently that 
m m I , 
* m 
But, this inçlies that the distribution of T 
asymptotically normal. 
Note that, for fixed m. 
= E(V^ ^^ ) = F„(b) - p 
m m z 
(k) . 1 2 v(k) is 
m m m^  
= F^CK/vS + F2^ (p)) - p. 
2 (k^  
Letting a ... denote the variance of T , we also have that 
ni 
m 
°T(k) ' Î 
m 
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= ^ (p[l-p] + F2(b)(l-F2(b)] - 2[F(l,b)-pF2(b)]) 
= ^ (p[i-p] + FgCk/vS + Fg^ Cp)) [l-FgCk/A + Fg^ Cp))] 
-  2[F( C ,  K / V ^  +  FG^CP)  -  PFGCK/^S^  +  F"^ ( P ) ) ] ) .  
let = V I^F2^(P)-F2^(P)] and recall that we had initially 
established the identity, P(U^ ^^ <k) = P(T^ ^^ >0), from which it follows 
that 
lim P(U^ ^^ <k) = lim P(T^ ^^ >0) 
nr*®° ™ m+oo ™ 
= lim Pl-S T > 
r(k) 
m 
m 
(^k) 
m 
m m 
Consider the ratio 
E{T^ ^^ } F^ Ck/^ m + Fg^ Cp)) - p 
1/vïî /var(v ) 
Expanding E{T^ ^^ } about F^ (^p) in a Taylor series gives 
29 
= F2(F~^ (p)) + f2(F2^ (p))(k/^ ) 
+ q(F2^ (p))(k/^ )^  + 0[(k/A)^ ] - p, 
(where = F^ ), 
= k/,^  f2(F2^ (p)) + 0(l/m). 
Thus, 
E{T^ h^ k/,^  fgCFglcp)) + 0(l/m) 
l/vS /var(V ) 
= (P)) ^  0(l/vS) 
/var(\> ) /var(v ) 
m m 
Now, /var(V^ ) < <» V m, and as shown earlier, 
lim /var(v^ ) = »4(p)-2F(l,F~^ (p)) . 
nr^  
Therefore, 
" V2F(1.F;VP)) • 
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Notice that this last result implies that the sequence } 
m 
m = 1, 2 , . . . ,  is bounded for all but perhaps a finite number of values of 
m. 
lat $ (z) = the cdf of — . From before we have that 
m 
$^ (z) $(z) V ZÊIR^ , where 0 is the cdf of N(0,1). Since $ is the 
cdf of a continuous distribution and } is a bounded sequence 
m 
converging to the finite value -v(k)/a(k), we have (see Randies and Wolfe 
(1979), Theorem A.3.6) 
=-.(^l • • 
in 
Therefore, 
lim P(U^ ^^ <k) = lim P(T^ ^^ >0) 
mr»» ® m-H» ™ 
by the symmetry of N(0,1) about zero. Thus, we have established that 
(k) I lim P(u2 ''<k) = $ k  ^
\ p^-2F(l,F:^ (p))i 
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which implies that 
lim • 2^  2 (^ 22 < k) = $(k), 
y2p-2F(l,F:l(p)) 
and since this is true for all k, we conclude that 
/2p-2F(l,F2^ (p)) 
(k) 7—  ^ —1 
Recalling that = VmEFg (p)] we subsequently conclude that 
r- -1 /V -1 L I 2p-2F(l,F~\p))^  
/S(F/(p)_F/(p)) N O, 2 
[fgCF/Cp))]' 
This conçlete the proof of the lemma. 
Theorem 11 Let (^ 2'^ 2^ ' ***' ^ m^'^ 2m^  and 
^^ 12*^ 22^ ' ^^ ln'^ 2n^  independent random samples from the 
bivariate distributions dF and dG, respectively. Let and be 
Bernoulli random variables with Pr{X^ =^l} = p, i = l(l)m and 
Pr{Y^ j=l} = q, j = l(l)n. Let the marginal distributions of and 
Yg be denoted by F^ (x^ ) and G^ Cy^ ), respectively. Assume that F^  and 
Gg and F^  ^are continuous, possessing finite derivatives of up to at 
least third order. Let F(1,Ç) = / dF and G(1,Ç) =  f  dG 
{X^ =1,X2<Ç} {Y^ =1,Y2<Ç} 
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Assume that F(1,Ç) and G(1,Ç) are both continuous functions of Ç and 
also assume that F(l,F2^ (p)) p. 
Define 
m n 
V = Z X.., p = r/m, q = 2 Y ,/n 
i=l ^  j=l 
and define F2^ (p) = X2(r;m) = the r-th ordered value of ^^ 21*^ 22 2^m 
where we shall define X„(0;m) = -«> and X„(m+l,m) = Finally, define 
n 
G„(k) = E I(k-y,.)/n, 
j=l 
where I(z) = 1 if z ^  0 and I(z) = 0 otherwise. 
Suppose that n and m proceed to infinity at the same rate. Then, 
the statistic 
•^[G^ F^ C^p) - q - (G2F2^ (p)-q)] 
is asymptotically normal with mean zero and finite variance. 
Proof ; Consider the decomposition 
Gg^^Cp) - q - (G2F2^(p)-q) 
= [GgF'^ Cp) - q - (G2F-l(p)-q)] + - G^ F-^ Cp)] 
+ [(GgPglCp^ -GgF^ lCp)) - (G^ F-lcpi-GaF-lCp))] 
33 
= I + II + III, say. 
Note that I is a function solely of j = l(l)n, and II is 
a function solely of i = l(l)m, so that I and II are 
independent. Therefore, to prove the theorem it suffices to show that 
a) v^ I is asymptotically normal with mean zero and finite 
variance, 
b) v^ II is asymptotically normal with mean zero and finite 
variance, 
c) vîïlll converges to zero in probability. 
(See, for example. Theorems A.3.13 and A.3.15 from Randies and Wolfe 
(1979).) 
(a) v^ I is Asymptotically Normal 
G f:^ (P) - q = I I(F:l(p)-Y_,)/n - Z Y.,/n 
j=l  ^ j=l 
- - Yyl/n 
n 
= , say, L V /n. 
j=l ] 
Observe that since the bivariate random variables {Yy,Y2j} j = 1(1)N, 
are iid, it follows that the , j = l,2,...,n, are iid. Also; 
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E(Vj) = E[I(F~^ (p)-Y2j) - Y^ j] 
= GgCP-^ Cp)) - q, 
cov{I(F2^ (P)-Y2J). Y^ j} 
= E{I(F~^ (p)-Y2J)Y^ J} - E{I(F2^ (P)-Y2^ )}E{Y^ }^ 
= G(1,F2^ (p)) - qCgCF-lfp)), 
so that, 
var(V^ ) = var[I(F2^ (p)-Y2j)] + var[Y^ j] 
- 2cov{l(F~^ (p)-Y2j), Y^ j} 
= G2(F2^ (p))[1-G2(F2^ (p))] + q[l-q] 
- 2{GC1,F2^ (P)) - qCgCF-^ Cp))}. 
Obviously, var(Vj) < V j and V n, and so we have by the Llndeberg-
Levy Central Lirait Theorem that 
n ; 
v^ ( S Vj/n-ECVj)) N(0,var(Vj)) 
that is. 
35 
v^ [GF~^ (p) - q - (GgCp-lfp)) - q] :^ > N(0,var(y ) ) ,  
This proves part (a). 
(b) y^ II is Asymptotically Normal 
1/ElI = ^ [G^ F^ C^p) - GgF^ -^ Cp)]. 
Since Gg is assumed to be a continuous function, asymptotic normality 
follows as a consequence of Lemma 1 by way of the "Delta-Method" (see, 
for example, Bishop et al. (1975)). 
By Lemma 1, 
»^ [F2^ (p)-F2^ (P)] N 0, 
2P-2F(1,F2^ (P)) 
[fgCF-lCp))]^  
By the Delta-Method it then follows that 
(p)] ^  » 
2P-2F(1,F:^ (P)) 
0,  ^r [G^ (F2 (P>)] 
[fgCFg^ Cp))]' 
Letting = G^ , we conclude that 
0,  
g2(F-l(p)) 
fgCFglcp)) 
• [2p-2F(l,F2^ (p))] 
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(c) v^ III = Op(l) 
•ÎTlII = (02^ 2^ (p)-62^ 2^ (p)) - (G2F2^ (P)-G2F2^ (P))] 
=, say, v^ [u^ ]. Note that E[(G2F^ (^p)-G2F2^ (p)) - (G2F2^ (p)-G2F2^ (p))] 
= EE{G2^ (^P)-G2F2^ (P)|F2^ (P)} - E(G2F2^ (p)-G2F2^ (p)  = 0, by the 
unbiasedness of sample proportions. Thus, by Chebyshev's Inequality 
we have, V e > 0, 
nvar(ai ) 
P(|^ a)^ | > e) < , 
so that to show vSw = o (1) it is enough to show that var(w ) 
n p n 
0(l/n^ ) for then nvar = 0(l/n). 
By a well-known result. 
var(w^ ) = var{E(w^ |F2^ (p))} + E{var(w^ |F2^ (p))}. 
Now, 
E(u^ |^ (^p)) 
= E(G2F^ (^p)-G2F~^ (P)|F2^ (P)) 
- E(G2F2^ (p)-G2F2^ (P)1F2^ (P)) = 0 
since for each fixed value of F^ C^p) the two expectations are zero 
owing, again, to the unbiasedness of sample proportions. Therefore, 
37 
varE(w^ |F2^ (p)) = 0. 
Var(a)^ |F^ (^p)) 
^ ^ 1 ^ «"1 mi»1 I ^##1 ^ 
= var(G2F2-'(p)-G2F2-'(p)-G2F2-'(p)-HÎ2F2-^ (p) |F2-^ (p)) 
= var(G2F2^ (p)-G2F2^ (p)|F2^ (p)) 
= , say, var(G2(9)-G2(9) I 0) 
where 0 = F^ C^p), 0 = r^ (^p). (Note that, with F^ (^p) fixed, GgC^ ) 
and ^ 2(0) are constant and so have conditional variance equal to zero. 
Thus, 
G (0)(1-G (0)) G,(0)(l-G-(0)) 
E{var(w |§)} = E{—  ^ +-^  ? } 
n n n 
- 2 cov{62(0),G2(0)}. 
Suppose now that 0 > 0, then 
n 
E{G„(0)G (0)} = ^  E E{l(0-Y,,)} + -4 Z Z E{I(0-Y_.)I(0-Y„, )} 
n'^  j=l n^  jA  ^
-ïï°2<®> +SiG2(9)G2(ê). 
Therefore, 
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COV{G2(Ê),G2(0)} = £{82(6)62(6)} - E{G^(0)}E{G,(e)} 
(G2(0)(l-G2(0)))/n 
and the expectation becomes 
G (0)(1-G (0) G (0)(1-G,(0)) G„(0)(l-G-(0)) 
E{— } + — 2E{— 
n n n 
= ^ (E{G2(0)} - E{G2(0)^ } + GgO) - G2(8)2 - 262(0) 2G2(0)E{G2(0)}) 
i(E{G2(0)} - E{G2(0)2} - GgO) - + 2G2(0)E{G2(0)}) . 
(2.2.4) 
2 Expanding the functions GgC") and about 0 gives (2.2.4) 
= ^ [E(G2(0) + G%(0)(8-0) + G^ (0) + o[(0-0)2]) 
- E(G2<0)2 + [62(0)^ ]'(8-0) + [62(0)^ ]" (6-8) + o[(0-0)2]) 
- GgO) - 62(8)^  
/\ 2 
+ 2G2(0)E(G2(0) + G%(0)(8-0) + G^ '(0) + o[(0-0)^ ])]. 
Eventually we will show that E(0-0)^  = 0(l/n) and so we may ignore 
the 0(0-0)^  terms for simplicity. Therefore we have, when 0 > 0, 
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^ 2 
E{var((o^ |0)} = ^ (G^ (8)E(8-6) + 
+ [G2(6)2]'E(8-8) + [G2(8)2]"B(6-8)^  
/\ 2 
+ 2G2(0)G^ (8)E(8-e) + 2G2(0)G^ (8)^ -^ Z^Ê1_ 
= ^ ([G^ (0) + [G2(0)2]' + 2G2(0)G^ (0)]E(0-0) 
[G"(0)+[G,(0)^ ]"+2G_(0)G"(e)]E(9-0)^  
+ — 2^  ) . 
On the other hand, if 0. < 0 then the covariance term is 
(62(0)(1-62(0))/n and the expectation of the conditional variance is 
i(EG2(0) - EG2(8)2 + 62(0) - 62(0)^  - 2:^ 2(8) + 2G^ (.d)EG^ (§) ) 
= ^ (-EG2(0) - EG2(0)2 + 62(8) - G^ (d)^  + 2G^ (d)EG^ (d)) 
= ^ (-E[G2(0) + G%(8)(8-8) + G%(0)(8-8)^ /2 + oI(0-8)]^ ] 
- E[G2(8)2 + [62(0)^ 1'(0-0) + [G2(8)2]"(0-0)2/2 + o[(0-0)^ ]] 
+ 62(0) - 62(0)^  + 2G2(0)E[G2(0) + G^ (0)(0-0) + G%(0)(8-0) 2/2 
+ o[(§-0)^ ]]). 
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And so. Ignoring the o[(0-6)^ ] term, we have that when ê < 6 
E{var(a)^ l§)} 
= ^ (G'(0)E(ê-0) + G%(0)E(§-0)2/2 - [G2(0)^ ]'E(§-0) 
- [G2(0)2]"E(9-0)2/2 + 2G^ (0)E(0-0) + G^ '(0)E(0-0)^ /2) 
= ^ ([G^ (e) - [GgCe):]' + 2G%(8)]E(8-8) 
+ 1/2[G%(0) - [GgCO)^ ]" + G%(8)]E(8-8)2). 
As all derivatives are assumed to be finite, to show that var(u)^ ) 
= 0(l/n^ ) it will be enough to show that both E(0-0) and E(0-0)^  are 
of order l/n. 
Recall, E(0-0) = ECFg^ Cp) - Fg^ Cp)). We may reexpress the expecta­
tion as 
= EEfF'^ Cp) - F"^ (p)|p}. 
The conditional expectation may be recognized as a function of the 
expected value of the order statistic F^ (^p). Expanding this expected 
value (see David (1981) p. 80), we have 
E{F^ (^p) - F2^ (p)/p} 
= F2^ (p) +l7^  IF2^ (p)]" + OCl/mf) - F"^ (p). 
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Consequently, E(6-0) 
= E(F"^ (p) - F~^ (p) [Fg^ tP)]" + 0(1/®^ )) 
= E(Fg^ (p) - Fg^ Cp)) + 0(l/m), since 
(F2^ (p))"E{p(l-p)} is bounded and l/(2(n+2)) = 0(l/m). 
Now, 
E(F2^ (P) - F"^ (p)) 
= E(F~^ (p) + [F2^ (P)]'(P-P) +1-1.51L (^ _p)2 + o[(p-p)^ ] - F"^ (p)) 
-1 . [F"^ (p)]" 2^ . 2 
= [F2 (p)]'E(p-p) + E(p-p) + o[(p-p)^ ]. 
But, E(p-p) = 0 and E(p-p)^  = p(l-p)/m = 0(l/ra). Therefore, 
ECFg^ Cp) - Fg^ Cp)) = 0(l/ra) 
=> E(0-9) = 0(l/m) (= 0(l/n)). 
Similarly, 
E(8-8)2 ^  E(^ (^p) - Fg^ Cp))^  
42 
= EE{(F2^ (P) - F~^ (p))^ /p}. 
Considering p as fixed. 
^ — 1  ^ — 1 2  
ECFg^ Cp) - Fg^ Cp))^  
E(F"^ (p) - Fg^ Cp) + lllll] I^ (^P)]" + oa/mV 
EEFg^ Cp) + [F2^ (P)]»(p-P) + [Fglfp)]" 
+ o[(p-p)]2 - F~^ (p) [F^ (^P)]" + 0(l/m2)]2. 
Note that as each of the above terms are finite, after taking the 
square any term multipled by either of the terms 
 ^ 2 [F^ p^)]" 2 
o[(p-p) 3, 2(n+2)—P(^ ~P)> 0(l/m ) 
will be 0(l/m). Therefore, we may ignore these terms and noting that 
the two F2^ (P) terms cancel we may write 
E(§-9)^  = E([F2^ (P)]'(p-P) + [F2^ (P)1"(P-P)^ /2)^  
rli 
-1 2 /\ 2 -1 [^ 2 (P) ^" /\ 3 
= [F2^ (P)] E(p-p)^  + 2[F2^ (P)]' E(p-p)-^  
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For all p, 0 < |p-p| < 1, and so it follows that |(p-p)^ | 
£ |(P-P)^ | < |(P-P)^ |. Therefore, E(p-p)^  = 0(E(p-p)^ ) and 
E(p-p)^  = 0(E(p-p)^ ). But, as is well-known E(p-p)^  = 0(l/m), and 
thus E(0-0)^  = 0(l/m). 
A K  A  
Therefore, regardless of whether 8 < 0 or 8 > 8, it is the case 
that 
E{var(w^ |8)} = ^  0(l/n) = 0(l/n^ ). 
This inçlies that 
2 
var(u^ ) = 0(l/n ), and thus 
/nlll = Op(l) 
as was to be shown. This completes the proof of Theorem 1. 
2.3 Comparing a Test Based Upon an S-nary Separator 
Variable with Several Tests Based Upon Continuous 
Separator Variables 
We now consider extension of the statistic to the case when T ^  2 
and 5^ 2. Lemma 2 extends Lemma 1 to the multivariate distribution 
of S order statistics based upon orders r^ , s = 1(1)S, each of which 
has binomial distribution BIN(m,Pg) where 
44 
Ps = frtXi < Vg}. 
< Vg < ... < Vg representing the S values attainable by the discrete 
separator variable 
Theorem 2 gives conditions for, and proves asymptotic multivariate 
normality of, the vector of differences in sensitivities between each 
test based upon a continuous separator variable and the test based upon 
a discrete separator after the test based upon the continuous separator 
has been set to have one of the specificities available to the test 
based upon the discrete separator. These differences are considered 
for each of the (T-1) tests based upon continuous separators and for 
each of the S specificities available to the test based upon the discrete 
separator. 
Lemma 2: Let {X^ } i = l(l)m be a random sample of m T-dimensional 
vectors where X^  = (X^ ^^ , X^ ,^ ..., X^ ) is such that X^ ^^  is a random 
variable possessing S < ™ possible values v^  < Vg < ... < v^  with 
Pr{Xj^  ^  Vg} = Pg, s = 1(1)S. Also assume that for each t = 2,3,. ..,T 
X^  has marginal cdf which is a continuous function of X^  possessing 
finite derivatives of up to at least third order with f^  denoting the 
first derivative. 
Let  ^denote the joint cdf of {X^ ,X^ } and assume that for each 
s, X^Vg,^ ) is a continuous function of Ç. Define 
s - 1=1 
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Ps = rg/* 
and 
•1,^ (Pg) = X^ (rg;m) = the r^ -th ordered value of {X^ ,^ 
..., X^ }^, t = 2,3,...,T, where we shall define X^ (0;m) = and 
X^ (nri-l;m) = Then, the distribution of 
/mvec *2 (Pl)-F2 (Pi) *3 (Pl)-F3 (Pl) ••• (Pi)-?? (Pi) 
N-1-
2^ ^ P2^ ~^ 2 (Pg) 3^ ^ P2^ ~^ 3 (P2) 
/N—1 A —1 
V(P2)-F/(P2) 
5;'(fs)-F2'(Ps) 23'(fs)-F;'(Ps) ''' f;l(Ps)-F;l(Ps) 
converges in law to a (S(T-l)xl) multivariate normal distribution having 
mean 0, the (S(T-l)xl) vector of zeros, and (S(T-l)xS(T-l)) variance-
covariance matrix 
where 
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W = diag 
r 
h(^ 2^ (P2))/[ZPg-ZFi 2^ "^ 2»^ 2^ (P2^  ^
f2(;2\(Ps))/[2Ps-2Fi,2(Vs,F;l(Ps))]l/= 
f ) / [2p^ -2F^  ^ ^ (v^ . F-^ p^ )  ] 1/2 
f(Pg))/[2P2-2Fi, 1(^2' 
n = (diag{Z%})l/2 
fT(F"^(PS))/[2PS-2F, ^(Ve.FT^CPo))] 1,T"'S''T IPs'/J y J 
and 
t- 4: 
i^s 
... 0^2 2^3 
12 
23 ••• 4: 
1^1 
... 0^ 2% 
1^2 
2^T ••• 4f 
2^S 
... 022 
2^2 
2^3 ••• 4: 
2^1 
... ^ 2^  
«22 
2^T •*• 4: 
4: 4: 
S^S 
... 022 
rrS2 
23 ••• 4: 
rrSl 
... ^ 2^  
_S2 
°2T "' 4: 
4: 
US 
... 0^ 2 
"13 à " " '  °T3 ••• 4: 
„11 
... 
12 
Ott ••• 
i^s 
TT 
2^S 
... 0^2 
2^2 
T^3 ••• 
_2S 
T3 
«22 
ST ••• 
«28 
TT 
V 
rrSS 
... a^ 2 4) „S2 T3 ••• S^S T3 •> ... o^ T «S2 TT '*• «S S TT 
y 
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with diag of an Nxl vector being the NxN diagonal matrix having 
the elements of the vector ^  on the diagonal, diag {W} of an NxN 
matrix being the NxN diagonal matrix retaining the diagonal elements 
of W, and where we define when = s^  and t^  = tg 
when and tj^  f t^  
when 8^  < Sg and t^  ^= t^  
and when 4 and t^  ^# t^  
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where s* = minCs^ .s^ ). 
Proof; Without loss of generality we prove the case when S = 2 and 
T = 2. 
let and k^  ^be real-valued constants. By an 
argument similar to that used in Lemma 1, it follows that 
r 
Pr 
V. 
-F;^(PI) 
FG^CPG) -F-1(P2) 
/V—1 A 
*3 (PI) <(PL) 
A^1 A 
FJ (P^) -FJ (P;,) 
•N 
< 
1^ 
2^ 
3^1 
J^ 32_ J 
Pr S2(b2l)-Pl > 0 
A A 
1 
2^^  22^ ~P2 0 
\ A A 
3^(^ 3l)"Pl 0 
A A 
V 32^ ~P2_ 
0 J (2.3.1) 
where 
For m fixed and for i = l(l)m, let 
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I(b2i-X2^ ) -
I(b22-X2i) -
By identlcality when m is fixed. 
4, = E(\) = 
"(V21' 
^^ 22 
^^ 31 
-^ \^ 32-
2^^ 2^1^ ~Pl 
2^^ 2^2^ "P2 
FsCbsi)-?! 
.^ 3(^ 32)"P2-
and 
var(U ) = = 
—m. —m 'VL' (v: 'V23 (V: 
<"«>22 <^ >23 
H 
<"«>33 <^ 33 
<°m)|3 
where 
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cov{l(b -X ), I(v -X )} 
cov{l(v,^ -Xii), Kbt^ s^ -Xczi)} 
+ cov{l(Vg^ -X^ ), Kv^^-Xj^.)}. 
The case when and is not considered here as this 
covariance is the variance term determined in Lemma 1. 
Recall that b = k /i^ m + P ^ (p ). Since p„ > p we have that LS CS u s 6 d. 
-1 -1 Ft (Pg) > (P^ ) and thus, for whatever values of and k^  may have 
been selected a m* 3 b  ^b whenever m > m*. This is to say that, 
t t2 tj^  t 
for large enough m, b^  ^^  b^  ^and b^ j^  £ b^ g* Therefore, when t^  = t^  
and  ^Sg the covariance term is 
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+ [E{I(Vj^ -X^ J,)} - E{I(Vj^ -X^ )^}E{I(V2-X^ )^}] 
+ IPi-PjPj]. 
When  ^tg and s^  = Sg, the covariance term is 
+ [E{l(v^ -Xj^ j)) - E{l(Vg-X]^ i)2] 
" ''s^ 2"'2s" 
- t^ l3<'s-''3s' -
+ tP3-P^ . 
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Finally, when tg and  ^ the covariance term is either 
or 
E{l(b2i-X2^ )I(b32-X3i)} - E{l(b2^ -X2^ ))E{l(b32-X3^ )} 
- [E{l(b2j^ -X2pl(v2-X^ j,)} - E{l(b2^ -X2^ )}E{I(V2-X^ )^}] 
- [E{l(b32-X3^ )I(v^ -Xj^ )^} - E{l(b32-X3^ )}E{l(v^ -Xj^ )^}] 
+ [E{I(v^ -X^ )^I(V2-XJ^ )^} - E{I(V^ -X^ )^}E{I(V2-X^ )^} 
^ 2 3 ^ ^ 2 1 * ^ 3 2 ^  ~  ^ 2 ( ^ 2 1 ) ^ 3 ( ^ 3 2 )  
[^ 12(^ 2*^ 21) ~ ^ 2*2(^ 21)] 
^^ 13(^ 1'^ 32) ~ 91^ 3(^ 32)] 
+ [Pi-PiPz] 
*23(^ 22*^ 31) ~ *2(^ 22)^ 3(^ 31) 
[*Ï2(^ l'b22) " ^1*2(^ 22)] 
[*13(^ 2*^ 31) " ^2*3(^ 31)] 
+ [Pi-PiPz]' 
53 
Now, let y = lira y 
ltmiF(b2i)-p^ , FCb^ zi-Pg, F(b3i)-Pi, * 
= [0,0,0,0]', and let 
,X _X r ®1®2, 
- ° ^  • '"'l'a' 
where 
®1®2 1^^ 2 
Recalling that b^  = k. //m + FV (p ) we have lira b = F (p ) 
ts ts t s ts t s^r m-x» 
so that, as in Lemma 1, 
"22 - 2Pi - 2Fj,2(V^ ,F-1(P^ )) 
<^ 22 " ^ ^2 ~ ^ 1^2^ 2^'^ 2 (**2)) 
"33 = ^ "1 -
"33 " ^ 2^ ~ ^ 1^3^ 2^'^ 3 (**2)) 
and now, in addition, 
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^22 " ^1^2 ~ ^ 12^^2'^2 (Pl?) ^1^2 " ^ 12^^2^^ 
+ PlPg + Pi - P1P2 
2pi - (^ 2)) ~ ^ 12^ 2^'^ 2 (Pl?) 
3^3 ~ ^ 1 ~ ^ 1^ 2 ~ ^ 13^ 2^'^ 3 (Pl?) 1^^ 2 " ^13^ 1^'^ 3 ^ 2^^  ^
+ P1P2 + Pi - P1P2 
P^l ~ ^ 13^ 1^'^ 3 (P2)) " ^13^ 2^'^ 3 (Pl^ ) 
^23 = ^23(^2'(Pi)' ^;'(Pl)) - Pi - Fl2(Vl'F;'(Pl)) + Pi 
- *Ï3(Vl'F3^(Pl)) + P^ + Pi - pf 
Pi " ^12(^ 1*^ 2 (Pl?) ~ ^ 13(^ *^ 3 (P})) "'" 2^3(^ 2 (Pl)'^ 3 (Pl^ ) 
2^3 2^3(^ 2 (P2)'^ 3 (P2)) ~ P2 ~ ^ 12(^ 2*^ 2 (P2)) P2 
1^3(^ 2*^ 3 (P2)) ^  P2 ^  P2 " P2 
' P2 1^2(^ 2*^ 2 (P2)) ~ ^ 13(^ 2*^ 3 (P2)) 2^3(^ 2 (P2)'^ 3 (P2)) 
2^3 2^3(^ 2 (Pl^ '^ S (Pgp) ~ P1P2 ~ *12(^ 2*^ 2 (Pl^ ) 
+ P1P2 - FigCv^ .Fg (Pg)) + P1P2 + Pi " P1P2 
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Pi - ^ I2^ '^ 2'^ 2 ~ 2^3(^ 2 (P2^  ^
and 
°23 ~ ^ 23(^ 2 (P2)'^ 3 (Pl?) ~ ^ 1^ 2 ~ ^ 12^ 1^'^ 2 ^ 2^^  ^
+ P1P2 - Fi3(v2,F;\pi)) + P^ Pg + Pi - P1P2 
Pi - Fi2(Vi'F2^ (P2)) - Fl3(v2,F3^ (Pi)) + '*3^ (91)) 
1 ™ 
Let T = — 2 U . We note that the righthand side of equation (2.3.1) 
-m m i=i-mi 
may be written as Pr{T >0}. We now show that T is asymptotically 
—m — —m 
normal. 
lAt X' = [^ i'A2*^ 3'^ 4]  ^vector of real, nonzero constants. 
1 m n 
X'T = — E\'U = — Ev , say. 
- -m m ^ 1^- m m. 
Let y = E(v ). We have, for m fixed, 
m m^  
Û = X'u and var(v ) = X'E^ X. 
m m 
To show the asymptotic normality of ^  it suffices to show that 
S V -y ) ——> N(0,X'E^X). 
m _ m m - — — m 1^ 1 m^  m 
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As in the proof of Lemma 1, identicality of the when m is 
fixed gives the Lindeberg-Condition to be, given n > 0, 
f t  v-y 
m 
m 
> n 
-0, 
m 
where a = /mvar(v ) and F, represents the common distribution of la m V 
m 
{v^  }, i = l(l)m. 
By the previous work, it follows that lim •  ^ exists and is 
finite. 
Now, 
(v-y ) = (v -y ) for i = l(l)m 
m m 
+ - Kv^ -X^ ) , (FCbjp-Pj)] 
+ - (F(b2j^ )-p^ )] 
+ X^ [I(b32-X3^ ) - Kvg-Xii) - (EXbgg-Pg)])^ . 
As the maximum value of any of the quantities multiplying the 
X's is 2, we have 
< 4X^  + AXg + 4X^  + 4X^  + 2.1X^ X21.4 
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+ 2-1X^ 3^1-4 + + 2-1X2^ 31-4 
+ 2* 1X3X^ 1 «4 < 00. 
Therefore, to establish the Lindeberg-Condition it suffices 
show that 
lim f, 
nr+oo v-y 
m 
m 
dF^  =0. 
m 
> n, 
But, by Chebyshev's Inequality, 
Thus, 
V-y 
m 
m 
> n> < 
var(vj J 
-
mn 
-> 0 as 
1  ^ L o 
Z V -y ) > N(0,a ) 
m m 
where 
= lim a = lim var(X'U ) 
m-x» ° m-x» . 
= lim yz\ = X'E*X . 
nrx» ' 
Since this is true for any X, it follows that 
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T —> N(0,Z*). 
As demonstrated in Lemma 1, 
C2p,-2Fit(v^ ,F;l(pp)!l« 
Let 
^^ 22 V^32 
m m 33 
and 
Y' = lira Y' 
- nH"-® 
and recalling equation (2.3.1) we have 
r 
lim Pr 
m-*™ 
vS 
1 /\ «1 
Fg (Pi) - Fg (Pl) 
- F^ icp,) 
yW? /\ —1 
F3 (Pi) - Fg^Cp^) 
/N—1 A —1 
23 (92) - V(P2> 
•N 
< k _ 21 
k 22 
k 31 
_''32_ J 
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lim Pr 
torx» 
r 
(-1) 
V. 
(^ 2^ 2^1^ "Pl^  " 21 
<X>22>'" 
^^ 2^ 2^2^ "P2^  " (^ m^ 22 
-\ 
< Y_ (2.3.2) 
J 
Let 
f2 = diag 
—m 
and 
n = lim fi 
m^  
then, 
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(2.3.2) = lira P{- n~^ (T -U ) <.Y } 
—m —m —m —"m nrw 
By the asymptotic normality of T 
m 
Urn p{- 1 - Kx) 
m-x*> 
where ) represents the multivariate N, cdf. Let 
W = diag 
f2(P; (Pi» 
KPI-.2Fi2(Vi,F;^ Pi))]1/2 
[2P2--2Fi2(V2,F-1(P2»I1« 
t2p,-.2Fi3(Vi,F3l(Pl))ll« 
fjCF^ p^p) 
L[2P2-•2FI3(V2.F;1(P2))]^ «_ 
By an argument similar to that found in Lemma 1 we may thus conclude 
that 
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—> N^ (o,w"^ n"^ z^ n~^ w"^ ) 
-
5^ 5^ ) 
thus proving the lemma. 
Theorem 2; Let {X^ } i = l(l)m and {Y^ } j = l(l)n be independent random 
sançles of T-dimensional real-valued vectors. Let represent the 
marginal distribution of and represent the marginal distribution 
of Yj possessing the following properties: 
(a) and are discrete cdfs having support confined to the 
finite set {v^  < v^  < ... < v^ } 
and 
(b) for each t = 2(1)T, F^  and G^  are continuous functions possess­
ing finite derivatives of up to at least third order, with 
first derivatives denoted by f^  and g^ , respectively. 
Let F represent the joint distribution of (X ,X ) and G 
1^ h 
represent the joint distribution of (Y ,Y ) where it is required that 
1 2^ 
V s = 1(1)S, F (v >Ç) and G. (v ,Ç) are continuous functions of 
1^ 2 s 2  ^
tg = 2(1)1. 
Also, let Pg = F^ (Vg), = G^ (Vg) and define 
62 
m 
s -
(pg) = X^ (r^ ;m) = the r^ -th ordered value of 
{X^ ,^X^ 2>*" t = 2(1)T vrtiere we define X^ (0;m) = - <» and 
X^  (m+1 ;m) = + <» and 
I(Z) =1 if Z > 0 
0 if Z < 0. 
Finally, define 
and 
Then 
i/mvec [(G2F^ (^Pj^ )-qj^ )-(G2F~^ (p^ )-q^ )] [ (G^ F^  ^(P]^ )-qi)-(G^ F-^  (Pl)-qi) ] 
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has an asymptotic distribution that is multivariate normal with mean 
0 (S(T-l)xl) and variance-covariance matrix 
where 
W, n and ^  are as given in Lemma 2 
£ = diag 
/ \ \ 
82(22 (Pi)) 
ggCF-lfpg)) 
83(^ 2^  (Pg)) 
gfCF^ C^Pl)) 
g^ (F'^ (P2)) 
g^ (F'^ (pg)) 
and 
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i:^  = 1^1„12 „isai„12 IS 
22 22 ••• 22^ 23 23 23 
p21„22 _2Sr21_22 _2S 
22r22 ••• 22^ 23 23 23 
PSLP „SS„S1„S2 _SS 
22 22 ••• 22 23 23 " 23 
„llpl2 „1S^ 11„12 
T2 T2 ••• T2 T3 T3 
p21„22 „2S„21„22 
T2 T2 T^2^ T3 T3 
pSl„S2 
v^ T2 T2 
„SS„S1„S2 
• T2^ T3 T3 
pllpl2 
2T 2T 
rJl 22 
2T 2T 
A AS 
2T 
,2S 
2T 
T,S1_S2 _SS 
2T 2T ••• 2T 
pis yll„12 „1S 
T3 •** TrTT ' TT 
p2S „21„22 2S 
T3 " TT TT ' TT 
NSS ,S1„S2 SS 
T^3 ' ^ TT^ TT T^T y 
where we define 
when = tg and 
= G (F:\p ))[1 - G (F:^ (p ))] + q (1-q ) 
- 2{G (V ,F:\P )) _ q G (F:\p ))} 
iti C]_ tj_ 
when = tg and f 
where s* = min{3^ ,^82} 
65 
when 4 tg and 
'^ 2 = 
- [G. (F:^ (p ))-q ][G (F:^ (P ))-q ] 
•^ 1 *^ 1 ®1 ®1 ^2 ^2 ®1 ®1 
and when t^  / and f Sg 
Proof ; Without loss of generality we prove the theorem for the case 
when T = 2 and S = 2. 
Using a decomposition similar to that used in the proof of Theorem 
1, we may write 
v^ vec 
- % - (GjFf (Pi)-qi) 
ê2^ (^Î2>-Î2 - - ^ 2 " <G3f3^ (P2)-S2) 
= }/nI + /mil + v^ III 
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where 
and 
I = 
" ^2 (^ 2^ 2 
- (G3F;1(pP-,^ ) 
V3 '^P2> - '2 - <f2'-l2l 
II = 
/N—1 /\ 
*2*2 (Pi) 
A-,1 A 
G2F2 (Pz) 
G3F3 (Pi) 
G,'; (P2) 
G2P;\PI) 
GsF-^ Pi) 
III = 
A A.m1 A A^1 A 
(«2^ 2 (Pi)-G2f2 <?!» 
A A mm 1 A AM 1 A 
<^ 2 <P2>-G2^ 2 <P2» 
(63r-l(p*2)-G3F-\?2» 
(a2F;^ (P2)-G2P-l(P2)) 
(@3F;l(Pl)-G,F;l(Pl)) 
(S3F;1(P,)-G3F;1(P2)) 
Obviously, given Theorem 1, it follows that AlII —^ > £. Thus, we 
need only show that 
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I^—> N^ (0,v^ ) 
v^ II > N^ CO.Vg) 
as _I and ^  are independent. 
where 
v^ I = — E (u.-v ) 
-  ^j=i : ~y 
and 
1(^ 2 
I(P;l(p2)-Y2j) 
I(F3^ <Pi)-V3J) 
I(F;1(P2)-Y3^ ) 
I(Vi-Yi 
Kvj-Yi 
KVj-YI 
% = E(2j) = 
G^ F-^ Pj) 
- % 
- q-
- q-i 
- qr 
Let 
68 
I = var(^ j) 
pll tJ.2 ,11 „12 
22 22 23 23 
„22 „21 22 
22 2^3 23 
pll t.12 
33 33 
f,22 
3^3 
where 
When 
=1*2 
= tg and ~ ®2' t given by Theorem 1, 
when f tg and = Sg 
=l='2 
-E{l(F-l(p^ )^-ïy)-I(v^ -^Yy)>E(l(F;l(p^ )^-Ï3j)-I(v^ -^Y^ j)> 
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When t^  = t^  and s^  f Sg 
V2 ° 
- E{l(F;l(p^ )-Y^ j^)I(V2-Yy)} 
+ E{I(v^ -Y^ j)I(V2-Y^ )^} 
- E{l(f;l(Pi)-?t^ j) - KVi-Yij)) 
• E(I(F;1(P2)-Y,^ j) - KvYy)), 
Pi •= P2 " ^t^ <f2> 
and so 
+ Is* - "=t/t^ <''2'-02l • 
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where 
s* = minCsj^ jS^ }. 
Finally, 
when 4 tg and 
+ V''"''V«" 
- E{l(f;l(Pg^ )-Y2j) - I(V3^ -Y„)} 
As the ^  are independent and identically distributed with mean 
Y V and variance-covariance matrix Z it follows that 
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(jL-v )) —> N (0,S^) 
j=l J 9 
(see, for example, Anderson (1984)). Now, 
v^ II = vS 
/\_1 /\ 
62*2 (Pi) - G,F;l(p^ ) 
G2F2 (P2) - =2^ ;''(''2) 
A—1 A 
-1 
03:3 (Pi) - G3F3 (Pi) 
•^ —1 . 
- G,F,1(P2) 
By Lemma 2 and application of the multivariate version of the delta 
method (see, for example. Bishop et al. (1975)) we have 
where 
S. = diag g2(F-l(p^ )) 
83(^ 3 (Pl?) 
g3(F3^ (P2)) 
This completes the proof of Theorem 2, 
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3. FINITE SAMPLE PROPERTIES 
3.1 Introduction 
Monte Carlo studies were performed to examine the finite sampling 
behavior of some of the statistics developed in Chapter 2. Owing to 
the complexity in simulation, the Monte Carlo studies were confined to 
the case where a single diagnostic test based upon a continuous separa­
tor is to be compared with one based upon a discrete separator variable. 
Although most of the simulations were done with a binary separator for 
the discrete test some simulations were performed with the discrete test 
possessing two specificities. 
An immediate consequence of Theorem 1 is that the standardized 
quantity 
 ^- [G2F'^ (p)-q] 
_ : 
is approximately distributed as N(0,1) where 
n n 
[p-FCl.p-lfp))] 
m 
G(i,F:i(p) - qG,(F:^ (p)) 
-2[ 2 J—-i 1 (3.1.1) 
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Of course, in any finite-sample use V would have to be estimated 
and so we further extend the implication of Theorem 1 to be that 
G  ^- [G F:l(p)-q] . 
— N(0,1) 
/ V 
where we now define 
n n 
8(1,2:1(2)) - $G (F:i(p)) 
- 2[ — ]. (3.1.2) 
This variance estimate is seen to be obtained by estimating each 
component of the asymptotic variance given by Theorem 1 with the "usual" 
sample estimators viz.; q, p and G2F2^ (P) are the estimators described 
earlier, Ffl,?^ ^^ )^) and 6(1,2^ (^2)) are sample proportions estimating 
= 1 and F2l(p)} and Pr{Y^  = 1 and Yg ^  F2l(p)}, respectively, 
and 
is the "usual" naive estimator of 
- G2F^ 1(#-V)]/2V, 
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dGjF'^ Cp) S^ F'^ Cp) 
For [^  GgFg^ (p)] to be a consistent estimator, V would have to 
converge slowly to zero which could make the derivative estimate unduly 
coarse at the sançle sizes most likely used in practice. To obtain a 
"finer" estimate of the derivative, we have abandoned consistency and 
used V = min(p/2, —^ ) for the estimator instead. 
The Monte Carlo simulations were written in FORTRAN using IMSL 
subroutines to simulate sampling from various populations. In all 
cases, a random sample of m bivariate vectors 
and a random sang)le of n bivariate vectors 
h " ~ NgCL ^ ), ( ^ 2^)] 
were generated. The discrete separator variable, X* or Y*, was then 
generated by setting 
1 if X_. < c* 
x*i = '  ^
' 0 otherwise 
and 
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1 if Y-. < c* 
Y* = ( 
' 0 otherwise 
where c* is the percentile of the standard normal distribution 
and where are selected so that Pr(Y^ j^ _< c*) = q. In this 
way the binary separator variable was formed which gave a diagnostic 
test having the desired specificity, p, and sensitivity, 1-q. The 
remaining parameters of the bivariate distributions, namely y and 
2 
Cg, were then selected so that the marginal distributions of and 
Yg, Fg and satisfied the condition that 1 - G2F2^ (p) = preselected 
sensitivity of the continuous test. If the discrete test was to have 
two specificities, p^  and p^ , and two sensitivities, 1-q^  and l-q^ , 
the above procedure involving the "discretization" of normally distrib­
uted random variables was suitably modified. 
When the continuous separator was to have a uniform distribution the 
normally distributed random variables were transformed via the standard 
normal cdf. These variables were then modified to produce uniform 
separators which would yield a test of desired specificity, p, and 
sensitivity, (1-q). The exact transformations used were 
XJl -
and 
2^j ~ ^ (Ygj) + (p+(l-q)-l), where $ = standard normal cdf. 
Thus, 
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% ~ U(0,1) 
and 
Y^ j U([p-q],[p-q] + 1) 
and so, with cutoff c = p, we have 
Specificity = Pr(X*^  ^  P) = P 
and 
Sensitivity = Pr(Y*^  ^  p) = 1-q. 
In each simulation the correlation between tests measured upon the 
same individual was identical for individuals from the control and from 
the case populations. This was achieved by employing the same correla­
tion in both bivariate normal populations, i.e., by setting p = 
1^2/(^ 1^ 2^  in the previous parameterizations. 
The correlation between the discretized version of a continuous 
random variable with another continuous random variable is not necessarily 
of the same exact magnitude, nor even in the same direction, as the 
correlation between the original two continuous variables. Since for 
purposes of simulation it was not considered important to obtain a 
specific numeric correlation between the discretized separator and its 
nondiscretized counterpart, an approximate "strength" of correlation 
between the two separator variables was attained by the following 
selection of the correlation, p, between the bivariate normal random 
variables which generated the separator variables : 
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Resultant "strength" of 
Selected value of correlation between discrete 
P and continuous separators 
.90 "strong" 
.50 "Moderate" 
.10 "Weak" 
The Monte Carlo simulations concentrated upon the behavior of a 
hypothesis testing procedure for the superiority of the continuous test. 
In particular, the Monte Carlo rejection rates of a nominal 0.05 size 
hypothesis test of 
Hg: 02^ 2^ (p)-q >0 vs. < 0 
were computed where the null hypothesis was rejected whenever the test 
statistic 
A Awl A A 62*2 (p)-q 
/ ¥  
was less than -1.645. 
In a similar fashion, when the discrete test had two specificities, 
Monte Carlo rejection rates of tests of the null hypotheses 
> 0. s = 1.2 
and 
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«Q: I \ (G2F;l(P;)-q,) i 0 
8=1 
were computed. 
3.2 Results of Monte Carlo Studies 
Table 1 reports Monte Carlo rejection rates when the continuous 
separator is normally distributed for various sensitivities of the 
tests when the test based upon the discrete separator has specificity 
of 90% and the underlying separators are moderately correlated. All 
rejection rates are for the one-sided nominal 0.05 level hypothesis 
test described earlier in this chapter and are presented for common 
sample sizes of 30, 50 and 100. The rates for samples of size 30 or 50 
are based upon 10,000 repetitions, while those for samples of size 100 
are based upon 1,000 repetitions. 
This table shows the one-sided hypothesis test to have good power 
in detecting the superiority of the diagnostic test based upon the 
continuous separator when this is the case. Furthermore, as would be 
hoped, the power of the procedure apparently increases as the common 
sample size increases or as the disparity in the sensitivities of the 
two tests increase. 
The table does suggest, however, that the hypothesis testing 
procedure is anticonservative. All Monte Carlo estimates of the Type 
I error rate for the procedure exceed 0.05, the nominal level of the 
test. This consistent pattern, found not only here but in every other 
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Table 1. Monte Carlo rejection rates when continuous separator, is 
normally distributed^  
Sensitivity 
of binary Sensitivity of continuous test 
test n=m 40% 60% 80% 90% 
40% 30 0.097 0.438 , 
[0.295]^  
0.834 
[0.862] 
0.951 
[0.996] 
50 0.082 0.500 
[0.414] 
0.901 
[0.970] 
0.979 
[=1.0] 
100 0.059 0.635 
[0.645] 
0.987 
[=1.0] 
0.997 
[=1.0] 
60% 30 0.106 0.500 
[0.396] 
0.799 
[0.835] 
50 0.080 0.589 
[0.555] 
0.885 
[0.959] 
100 0.060 0.763 
[0.810] 
0.981 
[0.999] 
80% 30 
50 
100 
0.093 
0.082 
0.064 
0.332 
[0.248] 
0.391 
[0.345] 
0.522 
[0.546] 
90% 30 
50 
100 
0.089 
0.068 
0.062 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
specificity = 0.90 and separator variables are moderately correlated. 
Rates for samples of size 30 or 50 based upon 10,000 repetitions. Rates 
for samples of size 100 based upon 1,000 repetitions. 
T^heoretical power given in [ ]. 
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simulation, gives credence to the conclusion that thé" procedure is 
intrinsically anticonservative. Additional support to this conclusion 
is obtained by noting that if the Type I error is 0.05 then the standard 
errors of the Monte Carlo Type I rejection rates is 0.002 when 10,000 
repetitions are used, and 0.007 when 1,000 repetitions are used, 
and that most of the Monte Carlo estimates are well beyond three such 
standard errors of 0.05. Table 1 does show, nonetheless, the procedure 
to approach the nominal 0.05 level as sample size increases and that, 
generally, there is not a relationship between the degree the procedure 
is anticonservative and the level of the common sensitivities of the 
diagnostic tests. 
Table 2 presents Monte Carlo studies of the effects of varying 
the specificity possessed by the test based upon the discrete separator. 
All rejection rates here are based upon 1,000 repetitions simulating the 
behavior of the one-sided hypothesis test described earlier when the 
continuous separator is normally distributed and the test results 
moderately correlated. Here again, the hypothesis testing procedure 
appears to be anticonservative and, in addition, this study suggests the 
anticonservativity worsens as the specificity of the discrete diagnostic 
test increases from 60% to 90%. Also, there is apparently a reduction 
in power as well when specificity is allowed to increase. 
Table 3 reports the effects of varying the correlation between the 
separator variables upon the Monte Carlo rejection rates which, here, 
are based upon 1,000 repetitions each. Again, the rejection rates are 
for the earlier described one-sided hypothesis test when the continuous 
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Table 2. Effects of varying specificity on Monte Carlo rejection rates 
when continuous separator is normally distributed 
Type I Error; 
[p] Common sensitivity 
Specificity n=m 40% 60% 80% 90% 
60% 30 0.073 0.062 0.070 0.055 
50 0.063 0.070 0.054 0.046 
100 0.051 0.056 0.042 0.049 
80% 30 0.087 0.063 0.073 0.062 
50 0.069 0.068 0.062 0.053 
100 0.073 0.053 0.050 0.055 
90% 30 0.097 0.106 0.093 0.089 
50 0.082 0.080 0.082 0.068 
100 0.059 0.060 0.064 0.062 
Power : 
Sensitivity 
[p] Discrete : 40% 60% 80% 
Specificity n=m Continuous : 90% 90% 90% 
60% 30 0.990 , 0.877 0.320 
[0.999]" [0.892] [0.289] 
50 1.000 0.960 0.435 
[=1.0] [0.981] [0.405] 
100 1.000 0.999 0.615 
[1.0] [=1.0] [0.634] 
80% 30 0.983 0.831 0.302 
[0.998] [0.874] [0.274] 
50 1.000 0.948 0.380 
[=1.0] [0.975] [0.383] 
100 1.000 0.994 0.596 
[1.0] [=1.0] [0.603] 
90% 30 0.951 0,799 0.332 
[0.996] [0.835] [0.248] 
50 0.979 0.885 0.391 
[=1.0] [0.959] [0.345] 
100 0.997 0.981 0.522 
[21.0] [0.999] [0.546] 
Rejection rate of one-sided nominal 0.05 level hypothesis test when 
separator variables are moderately correlated. Each rate based upon 
1,000 repetitions. 
'^ Theoretical power given in [ ]. 
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Table 3. Effects of varying the correlation between separator variables 
on Monte Carlo rejection rates when the continuous separator is 
normally distributed^  
Sensitivity Correlation 
Discrete Continuous n=m • Weak Moderate Strong 
Type I Error: 
40% 40% 30 0.075 0.097 0.164 
50 0.081 0.082 0.100 
100 0.061 0.059 0,081 
60% 60% 30 0.098 0.106 0.150 
50 0.085 0.080 0.099 
100 0.072 0.060 0.074 
80% 80% 30 0.087 0.093 0.117 
50 0.082 0.082 0.087 
100 0.070 0.064 0.070 
90% 90% 30 0.083 0.089 0.055 
50 0.080 0.068 0.071 
100 0.047 0.062 0.043 
Power : 
60% 80% 30 0.437 , 0.500 0.758 
[0.332]* [0.396] [0.601] 
50 0.512 0.589 0.845 
[0.467] [0.553] [0.791] 
100 0.685 0.763 0.953 
[0.714] [0.810] [0.966] 
60% 90% 30 0.718 0.799 0.965 
[0.759] [0.835] [0.933] 
50 0.846 0.885 0.985 
[0.917] [0.951] [0.992] 
100 0.957 0.981 1.00 
[0.996] [0.999] [=1.0] 
80% 90% 30 0.287 0.332 0.486 
[0.214] [0.248] [0.376] 
50 0.295 0.391 0.576 
[0.293] [0.345] [0.529] 
100 0.456 0.522 0.789 
[0.465] [0.546] [0.783] 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
specificity = 0.90. Each rate based upon 1,000 repetitions. 
b„ Theoretical power given in [ ]. 
83 
separator is normally distributed and when the discrete test has 
specificity 90%. 
In many cases the anticonservativity of the procedure worsened as 
correlation strengthened. However, there are several exceptions to 
this pattern, and no distinct trend is apparent. Power, on the other 
hand, shows itself to be consistently increasing as the correlation 
between separator variables increases. This effect is not surprising 
if we recall the variance expression 
1 / V / ,  _ 1, 
V = q(l-q) ^ ^2^2 (P)(1-62^2 (?)) 
n n 
[p-F(i,F:i(p))] 
+ G,:, (P)] 
2[G(1,F2^ (P)) - qGgP-lCp)] 
n 
-1 , c 2^^ (P) (*2) (*1) 
Now Pr{X2 < F/(p)/X^  = 1} = flj_^  \/X^ \ dw^ dw^ /PCX^  = 1) 
where f^  represents the N(0,1) density and f^  represents the density 
X 2 1 
2 
of Xg given X^ , namely NCPg + )). Since as p increases the 
conditional density of X^  given X^  becomes more concentrated about the 
upward sloping line + pX^ , it follows that the double integral of 
the above expression increases in p. Thus, when (X^ ,X2) is bivariate 
normal, [p-F(l,F2^ (p))] = [p - p Pr{X2 £ ~ l}] is a decreasing 
function of p. Likewise, -2[G(l,F2^ (p)) - qGgF^ C^p)] = 
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- Pr{Y2 ^  = 1}] is a decreasing function of p. 
And so, the effect of increasing "correlation" between the tests is to 
reduce the variance of the estimated difference in sensitivities. This 
gives a more powerful procedure. 
Table 4 explores the impact of an alternative distribution for the 
continuous separator variable. Here, the rejection rates are reported 
for the one-sided hypothesis testing procedure when the continuous 
separator is uniformly distributed and is moderately correlated with the 
discrete separator. The specificity of the discrete test has been set 
at 90% and all rejection rates are based on 1,000 repetitions. 
Comparing these results to those given in Table 1 show the behavior 
of the procedure to be fairly "robust" to the different distributions 
of the continuous separator variable. The anticonservativity problem is 
suggested here as well, although it does seem to be a bit less severe 
in certain cases. However, the problem does appear here to worsen with 
increasing common sensitivity. Power, on the other hand, appears to be 
consistently better when the continuous distribution is uniform. 
Finally, Tables 5 and 6 report Monte Carlo rejection rates when the 
discrete test has two specificities and the continuous separator is 
normally distributed. Rejection rates when testing each of the follow­
ing null hypotheses, 
V °2^ 2^ (Ps^  - Ag 1 0, s = 1,2, 
and 
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Table 4. Monte Carlo rejection rates when continuous separator is 
uniformly distributed 
[1-q] 
Sensitivity 
of binary 
[1 - GgP-lcp)] 
Sensitivity of continuous test 
test n=m 40% 60% 80% 90% 
40% 30 0.086 0.570 . 
[0.486]* 
0.963 
[0.954] 
0.997 
[0.996] 
50 0.076 0.723 
[0.668] 
0.995 
[0.996] 
0.999 
[=1.0] 
100 0.059 0.913 
[0.902] 
1.000 
[=1.0] 
1.000 
[1.0] 
60% 30 0.099 0.609 
[0.519] 
0.908 
[0.835] 
50 0.061 0.749 
[0.705] 
0.966 
[0.959] 
100 0.058 0.933 
[0.926] 
0.999 
[0.999] 
80% 30 
50 
100 
0.106 
0.071 
0.063 
0.384 
[0.248] 
0.457 
[0.345] 
0.618 
[0.546] 
90% 30 
50 
100 
0.118 
0.116 
0.103 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
specificity = 0.90 and when separator variables are moderately correlated. 
Rates are based upon 1,000 repetitions. 
T^heoretical power given in [ ]. 
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Table 5. Monte Carlo estimates of Type I error rate when discrete test 
has two specificities and continuous separator is normally 
distributed^  
Comparison at Common Monte Carlo 
specificity sensitivity type I error rate 
80% 60% 0.084 
90% 40% 0.083 
combined^  0.082 
80% 80% 0.069 
90% 40% 0.104 
combined 0.089 
80% 90% 0.075 
90% 40% 0.109 
combined 0.097 
80% 80% 0.069 
90% 60% 0.093 
combined 0.087 
80% 90% 0.060 
90% 60% . 0.118 
combined 0.101 
80% 90% 0.050 
90% 80% 0.066 
combined 0.058 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
test results are moderately correlated and common sample size is 50. 
Rates based upon 1,000 repetitions. 
A^verage of the comparisons made at the previous two specificities. 
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Table 6. Monte Carlo estimates of power when discrete test has two 
specificities and continuous separator is normally distributed 
Sensitivity of 
Comparison at 
specificity 
• discrete 
test 
continuous 
test 
Monte Carlo 
estimate of power 
80% 60% 80% 0.242 
90% 40% 40% 0.127 
combined^  0.166 
80% 60% 90% 0.330 
90% 40% 40% 0.140 
combined 0.219 
80% 60% 80% 0.498 
90% 40% 60% 0.413 
combined 0.506 
80% 60% 90% 0.946 
90% 40% 80% 0.901 
combined 0.953 
80% 80% 90% 0.520 
90% 60% 80% 0.617 
combined 0.652 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
test results are moderately correlated and common sample size is 50. 
Rates based upon 1,000. repetitions. 
Average of the comparisons made at the previous two specificities. 
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"o'l ^ V2V>-'>si'' 
S=1 
where = .80 and Pg = .90, are given when the null hypothesis is 
true (Table 5) and for various alternatives (Table 6). In all cases, 
the simulations were done with the separator variables being moderately 
correlated with common sample size of 50 in 1,000 repetitions. 
Further confirmation of anticonservativity in the procedure, both in 
its "single-specificity" form and "multiple-specificity" extension,^  
is provided in Table 5. Consistent with the results from Table 2, the 
anticonservancy of the procedure at the higher specificity (90%) is 
worse than at the lower specificity (80%). Perhaps not too surpris­
ingly, the anticonservativity of the combined procedure lies between the 
previous two values. In Table 6, power is likewise shown to decrease 
with increasing specificity for each of the "single-specificity" 
comparisons and to be between these values when the comparisons are 
averaged. 
3.3 Investigations into the Anticonservativity of the Statistic 
Tab-le 7 presents Monte Carlo studies of the behavior of the stan­
dardized statistic and two alternative methods of standardization. The 
standardized statistic is, of course. 
The "multiple-specificity" extension referred to here is the 
simple average of the comparisons at each specificity available to 
the discrete test. 
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Table 7. Monte Carlo performance of various standardizations of the test 
statistic when continuous separator is normally distributed 
Rejection rates^  Mean Variance 
n=m 1 2 3 1 2 3 1 2 3 
30 0.098 0.044 0.040 -0.14 -0.09 -0.01 1.60 0.90 1.37 
50 0.078 0.035 0.036 -0.10 -0.06 =0 1.40 0.94 1.21 
100 0.072 0.047 0.027 -0.09 -0.04 -0.03 1.20 1.01 0.98 
Standardizations : 
1 = as developed in thesis, 
2 = standardized using true values of the variance components, 
3 = standardized using true value of the density ratio in estimating 
the variance. 
S^imulations done with specificity = 0.90, common sensitivity = 0.60 
and the separator variables moderately correlated. Rates based upon 
1,000 repetitions. 
B^ased upon a one-sided nominal 0.05 level hypothesis test. 
lG_F„^ (p) - q] / / v  (referred to as standardization #1 in 
the table), 
where V is as defined in (3.1.2). The two other standardizations are 
[GgFg^ Cp) - q]//V (standardization #2) 
which is seen to be standardization of the observed statistic by the 
asymptotic variance term (3.1.1) (considered to be known) and, 
[GgFg^ CP) ~ (standardization #3) 
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where 
n n 
d -1 2 [P-2(1,9:1(P))] 
+ (I-)! IT 
G(i,F:i(f))_SG (F:i(f)) 
- —] ' 
Note that V* differs from V only in that V* contains the true value of 
the derivative GgFg^ Cp). 
Table 7 shows the alternate standardizations to behave quite well. 
Neither suffer from anticonservancy and both more closely approximate a 
N(0,1) type random variable than does standardization //l. The fact that 
such improvement can be realized by the alternate standardizations sug­
gests the origins of the anticonservativity problem lie partially in the 
estimation of the variance of the statistic G^ F^  (p) - q. That sub­
stantial improvement is afforded by the third standardization method 
suggests, further, that much of the problem perhaps lies with the 
derivative estimation. 
However, examination of the Monte Carlo performance of the esti­
mators of the components of the asymptotic variance. Including that of 
the derivative, showed they each performed well in estimating their 
respective component given a fixed value for the estimated specificity. 
In particular, for fixed p, the mean values of the variance component 
91 
estimators G^ F^ C^p), ^  G^ F^ C^p), FCljF^ C^p)) and GCljF^ C^p)) were close 
to G^ F^ C^P), ^  GgFg^ (p), FCljF^ C^p)) and G(l,Fg^ (p)), respectively. Thus, 
the variance estimator V worked well in estimating the asymptotic variance 
when specificity was "known" to be a particular p. 
The anticonservativity problem apparently arises then mainly from the 
variability in the estimation of the specificity of the discrete test. 
Of course, such estimation induces variability in the entire estimation 
process, but extra variability alone does not account for anticonserva­
tivity. More importantly, as is shown below, small changes in the specifi­
city estimate can make substantial changes in the standardized statistic 
thus inflating rejection rates. 
First, as G2Fg^ (p) is an increasing function of p and as the Monte 
Carlo studies show G2F2^ (p) to be a "good" estimator of G^ F^ X^p) when 
p is considered fixed, the average value of G2F2^ (p) is seen to also be 
an increasing function of p. This implies that the estimated difference 
- q tends, on the average, to underestimate the true difference 
as p decreases, thus making it more likely the standardized statistic 
will fall below the critical -1.645 in the one-sided hypothesis test 
used in the Monte Carlo studies. 
Second, note that when G^  and F^  are normal cdfs, with F^  being 
the standard normal cdf. 
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_1 
0. 
2 2 
-1 %^ (p)-u 
 ^ 2^ 
2^ 
+ |(F~^ (p))^  
and when, as in the simulations, y > 0 and a  ^1> this derivative 
2^ 2 
is, therefore, an increasing function of p. In addition, note that, as 
Table 8 shows, the derivative can be a very sharply increasing function 
of p. 
Recalling equation (3.1.2), we observe that V is an increasing 
function of the derivative estimate. And so, when p underestimates p, 
GgFg^ Cp) being a "good" estimator will estimate G^ F^ C^p), which 
d ""1  ^
can be appreciably smaller than ^ 2^^ 2 will reduce V which 
will, in turn, tend to inflate the value of the standardized statistic, 
leading to more frequent rejections of the null hypothesis. 
In sum, as p underestimates p, the numerator of the standardized 
statistic tends to be inflated and the denominator tends to be deflated 
thereby increasing the likelihood the standardized statistic will achieve 
an extreme value. This greater likelihood of extreme values manifests 
itself in the observed anticonservancy of the one-sided hypothesis test­
ing procedure. 
Monte Carlo studies of other hypothesis testing procedures, both 
one-sided at sizes different than 0.05 and two-sided procedures, demon­
strate anticonservativity and lend credence to the above explanation of 
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the problem of antlconservatlvity. For example, as is shown in Table 9, 
in simulating the performance of a two-sided hypothesis test the Monte 
Carlo Type I rejection rates for lower-tail values are much more inflated 
than those observed for the upper tail (each should be 0.05). This 
demonstrates the inflationary effects of underestimating p and "dampen­
ing" effects of overestimating p. 
-1 2 a Table 8. Various values of dG„F_ (p)/dp when p = 2.56 and a = 1 
2^ 2^ 
p dG2F2^ (p)/dp 
.6 0.0023 
.8 0.0793 
.9 1.0000 
.95 8.5901 
T^he parameterization of the distribution of here was used in 
Monte Carlo studies when specificity = .90 and the tests had common 
sensitivity = .90. 
Since p is a consistent estimator of p, the obvious solution to 
the anticonservativity problem is to take very large samples, expecially 
of controls. In cases where extremely large samples cannot be employed, 
several modifications to the standardized statistic are suggested by the 
discussion above. 
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Table 9. Lower- and upper-tail Type I Monte Carlo rejection rates 
Rejection a rates 
Common Lower Upper 
sensitivity tail tail 
.40 .082 .060 
.60 .080 .057 
.80 .082 .046 
.90 .068 .037 
R^ates based on 1,000 repetitions of a two-sided hypothesis test 
at nominal size 0.10 when specificity of discrete test is 90%, contin­
uous separator is normally distributed and test results are moderately 
correlated. Common sample size of 50 was used. 
First, we might consider adding l/m to p in the numerator of the 
standardized statistic. Although this will bias the estimate of p, it 
will nonetheless act to dançen the likelihood of severely underesti­
mating a null difference in sensitivities between the two tests. Note 
that this modification requires no additional assumptions be placed 
upon Fg or Gg for it to be an appropriate "fix" to anticonservancy. 
Second, if we should assume that, as in the case when F^  and 
are Normal cdfs, the derivative an increasing function 
of p, we might add l/m to p in the denominator of the standardized sta­
tistic. Doing this lessens the likelihood of extreme values of the 
standardized statistic while preserving the unbiasedness of the numer­
ator. 
Third, we might simply choose to overestimate p with, for example, 
p + l/m. Thus, we would use p + l/m in both numerator and denominator 
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of the standardized statistic. Again, as a "fix" to anticonservativity 
this method makes sense only insofar as the derivative is an increasing 
function of p. 
Finally, we might envision a procedure which would form an interval 
estimate of p around p and then take the largest variance estimate arising 
from specificity values within that interval. This procedure would act 
to reduce the rejection rate by using a "likely-inflated" variance esti­
mate. Assuming monotonicity in the variance as a function of p across 
this interval, and using the interval estimate p ± 1/m, leads to using 
the largest of {V(p - l/m), V(p), 9(p + 1/m) in the denominator of the 
standardized statistic, where V(*) refers to the variance estimate 
computed with (•) as the value of the estimate of p. 
Tables 10 and 11 report Monte Carlo estimates of, respectively, 
Type I Error and Power for the previous four modifications to the 
standardized test statistic when the continuous separator is normally 
distributed, the separator variables moderately correlated, and when 
the test based upon the discrete separator has specificity of 90%. The 
estimates are based upon 1,000 repetitions simulating the behavior of a 
one-sided nominal 0.05 level hypothesis test. 
As is to be expected, the Type I Error rates of the four modifica­
tions are less than that of the unmodified standardized test statistic. 
Of course, as is also to be expected, the power of the four modifications 
are apparently less than that of the unmodified statistic. 
Overall, no single modification yet considered was always conserva­
tive. The best "fix" to anticonservativity comes from adding 1/m to the 
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Table 10. Monte Carlo estimates of Type I Error rates for modifications 
of the test statistic when continuous separator is normally 
distributed^  
Common 
Common sample Modification 
îitivity size 1 2 3 4 5 
40% 30 0, .101 0. ,060 0. ,078 0, .076 0. ,070 
50 0. ,087 0. ,053 0. ,067 0, .064 0. ,064 
100 0. 064 0. ,036 0. ,052 0. 043 0. ,050 
60% 30 0. ,088 0, .037 0. ,057 0. ,059 0. ,055 
50 0, .091 0. ,046 0. ,075 0. ,065 0. ,072 
100 0. 073 0. ,045 0. ,060 0. ,057 0, .057 
80% 30 0, .076 0, .032 0, .045 0, .049 0, ,044 
50 0, .075 0. ,037 0. ,051 0. ,053 0, .048 
100 0, .063 0. ,034 0. ,045 0, ,046 0, 044 
90% 30 0. 050 0. ,027 0. ,035 0, ,039 0. ,033 
50 0, 057 0. ,033 0. ,040 0. ,046 0. ,040 
100 0, 054 0, .035 0. ,039 0. ,049 0. ,039 
Modification codes : 
1 = unmodified standardized statistic, 
2 = ^  added to specificity estimate in both numerator and denominator 
of standardized statistic, 
3 = — added only in denominator of standardized statistic, 
m 
4 = ^  added to specificity estimate only in numerator of standardized 
statistic, 
5 = use maximum variance estimate in denominator. 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
specificity = 90% and separator variables are moderately correlated. 
Rates based upon 1,000 repetitions. 
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Table 11. Monte Carlo estimates of power for modifications of the test 
statistic when continuous separator is normally distributed 
Sensitivity Sensitivity Common 
of discrete of sample 
test continuous size 
test 
Modification Theo­
retical 
power 
.60 
.80 
.80 
,90 
,90 
30 0.491 0.325 0. 386 0.402 0. 362 0. 396 
50 0.573 0.424 0. 502 0.494 0. 488 0. 555 
100 0.771 0.674 0. 721 0.713 0. 715 0. 810 
30 0.804 0.661 0. 739 0.728 0. 716 0. 835 
50 0.901 0.812 0. 855 0.869 0. 844 0. 959 
100 0.984 0.964 0. 972 0.975 0. 971 0. 999 
30 0.274 0.173 0. 201 0.220 0. 188 0. 248 
50 0.340 0.241 0. 272 0.295 0. 264 0. 345 
100 0.527 0.428 0. 472 0.466 0. 470 0. 546 
Modification codes : 
1 = unmodified standardized statistic, 
2 = ^  added to specificity estimate in both numerator and denominator 
of standardized statistic. 
3 = — added to specificity estimate only in denominator of standard-
m 
ized statistic, 
4 = — added to specificity estimate only in numerator of standardized 
ni 
statistic, 
5 = use maximum variance estimate in denominator. 
R^ejection rate of one-sided nominal 0.05 level hypothesis test when 
specificity = 0.90 and separator variables are moderately correlated. 
Rates based upon 1,000 repetitions. 
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estimate of p in both the numerator and denominator of the standardized 
statistic. However, even this procedure was apparently slightly anti-
conservative several times. Perhaps the most defensible procedure is 
the one which uses the maximum variance estimate in the denominator as 
this procedure requires no additional assumptions in order to be con­
sidered as a reasonable "fix" and retains the imbiasedness in estimating 
the true difference in sensitivities. This procedure compared favorably 
as a "fix" with the other modifications considered thus far, only on five 
of 12 simulations exhibiting any sort of anticonservativity, and was always 
less anticonservative than the unmodified standardized statistic. Also, 
the power of the procedure compared favorably with that of the unmodified 
standardized statistic, but in all cases was slightly less powerful. 
A final avenue explored for the correction of the anticonservativity 
problem was the use of the transformation 
1-G F~^ (p) 
Y = lnl-4:| ] . 
It was hoped this transformation would quicken the approach to normality 
taken by the associated test statistic 
l-q 
where is the sample estimate of the finite sample variance. This 
variance is, via Taylor series expansion, approximately equal to 
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r-Ji_i2 q(i-q) 
4-q-' n 
l-GgP-^ Cp) n m 
- 2 
)G(l,F-l(p))-qG2F-l(p)  ^ G2F-^ (p)]^ [p-F(l,F-^ (p))]l 
n m 
As shown in Table 12, the procedure based on y is apparently as 
anticonservative as the untransformed statistic. It is reasonable to 
expect that here, as before, the anticonservativity arises largely due to 
the necessity of the estimation of the specificity of the diagnostic test 
based upon the discrete separator. 
Table 12. Comparison of Monte Carlo Type I Error Rates for the 
transformation against the untransformed statistic 
Common Common Type I Error Rates^  
sensitivity sample size Transformed Untransformed 
60% 30 0.090 0.101 
100 0.080 0.070 
80% 30 0.070 0.086 
100 0.067 0.067 
90% 30 0.034 0.042 
100 0.049 0.054 
Rates based upon one-sided nominal 0.05 level hypothesis test for 
superiority of test based upon continuous separator. Specificity of test 
based upon discrete separator = 90%, separators moderately correlated. 
100 
4. APPLICATIONS 
4.1 Introduction 
In this chapter, several examples of the application of the sta­
tistic are presented. The first example presents application of the 
statistic to the comparison of two screening procedures for gastro­
intestinal malignancies, one of which is based upon a binary response 
variable and the other is to be based upon the result of a continuous 
assay measurement. The other example demonstrates application of the 
statistic to the comparison of two tests based upon continuous variables 
with a third test based upon a separator variable having 13 possible 
ordered outcomes. The aim of the investigator who collected the data 
for this example was to compare the three procedures for their ability 
to identify patients who would benefit from a certain surgical procedure. 
4.2 An Example of the Comparison of a Test Based Upon 
a Binary Separator with One Based Upon a Continuous 
Separator 
In 19.83, the paper "A review of American Cancer Society estimates 
of cancer cases and deaths" (Silverberg and Lubera, 1983) reported that 
gastrointestinal malignancies accounted for nearly one third of all 
cancer deaths in the United States. Since early detection is crucial 
in successful treatment of this disease, an important medical problem 
is the selection of a "best" screen for gastrointestinal malignancies. 
Measurement of fecal hemoglobin has been identified as a possible 
"marker" for the presence of gastrointestinal malignancies (Ahlquist 
et al. (1985)). Presently there are, however, but two methods for the 
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detection of elevated fecal blood which are noninvasive, inexpensive, 
and which may be done quickly enough to lend themselves to be used 
for screening large numbers of individuals. 
One of these procedures, Hemoccult, is a pad test which results 
in either a negative (fecal blood level not elevated) or positive read­
ing. Hemoccult needs no special equipment and has been used in practice 
for several years. The other procedure, HemoQuant, is an assay of the 
miligrams of blood per gram of stool. This procedure, unlike other 
quantitative measures of fecal blood levels, is easily, quickly and 
inexpensively done in the physician's own laboratory. 
Ahlquist et al. (1985) compared the sensitivities of the previous 
two procedures for detecting elevated fecal blood levels. Both procedures 
were applied to each individual enrolled in the study. The following 
example is based upon this study and incorporates the data from m = 522 
healthy volunteers or patients admitted to the hospital with gastro­
intestinal symptoms but with normal gastrointestinal studies, and from 
n = 222 patients drawn consecutively from a population of patients who 
had diagnostic studies indicating the presence of gastrointestinal 
lesions. All such, examinations were performed without knowledge of 
fecal test results. 
Hemoccult had an empirical specificity of 96.6%. The associated 
96.6^  ^percentile of the HemoQuant assay of fecal blood was, for the 
controls, estimated to be the value 4.56mg hemoglobin/gram stool. 
Using 4.56 as the cutoff value when classifying individuals with the 
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HemoQuant separator variable, a sensitivity of 26.68% was observed. 
The estimated sensitivity of the test based upon the binary separator 
Ci.e., Hemoccult) was 24.22%. 
The difference in sensitivities between the two screens is, there­
fore, estimated to be 
[1-qJ - [1-Gg#2^(p)] = - 1.46% 
having an estimated standard error of 5.4%. The standardized statistic 
is thus 0.2703 which, under normal theory, would possess a p-value of 
approximately 0.39 for testing 
Hg: Sensitivity of Hemoccult is at least as great as the 
sensitivity of HemoQuant. 
Note that an approximate 95% confidence interval on the true difference 
in sensitivities when both tests have the same specificity is the 
interval (- 12.04%, 9.12%). 
In light of the anticonservancy shown in the Monte Carlo studies 
and the large sample sizes employed here, we may conclude that any dif­
ference in sensitivities between the two tests is neglible when they 
both possess 96.6% specificity. 
4.3 An Example Comparing a Test Based Upon a S-Nary 
Separator Variable with.Two Tests Each Based 
Upon Continuous Separators 
As reported in Belong et al. (1988), a dilema concerning the 
management of patients known to have ovarian carcinoma is in determining 
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whether surgical correction of intestinal obstruction will benefit the 
patient. Some authors propose that patients who survive longer than 
two months postoperatively be declared to have "benefited" from the 
surgery. A preoperative scoring system based upon this criterion has 
been devised for use as a screening test in determining if a patient 
will benefit from surgery. This scoring system, known as the Krebs-
Goplerud score (herein referred to as the K-G score), assigns one of 
13 possible integral values between zero and 12 to a patient, with higher 
scores being associated with patients who benefit from the surgery. 
The Belong et al. (1988) paper compares the K-G scoring system 
against two other preoperatively measured indices, albumin and total 
protein, as possible screens for patients likely to benefit from surgery. 
Each of these latter two indices are continuous measurements which are 
positively associated with the patient's nutritional status, and thus it 
is reasonable to expect them to be positively associated with increased 
likelihood of benefit from the surgery. These three screening procedures 
are compared by Belong et al. using a procedure developed in their paper 
for the nonparametric comparison of the areas under correlated ROC 
curves. 
The data analyzed by the Belong method are also amenable to analysis 
by the methods developed in my dissertation. Here we desire the com­
parison of a screening procedure based upon a discrete separator variable, 
the K-G score, with two screening procedures each of which, are to be 
based upon continuous separators. Following the method developed in my 
thesis, each of the S=13 possible specificities of the screening procedure 
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based upon the discrete separator will be estimated (each possible 
value of the K-G score is a candidate cutoff for this screen). Then, 
"stepping through" each such estimated specificity, cutoffs for each 
continuous test will be determined which give common specificity to the 
tests, and then sensitivities of the three tests at this estimated 
specificity will be estimated and compared. In addition, estimates of 
the variances and covariances of these comparisons of sensitivity will 
be made. 
The following estimates are based upon measurements of albumin, 
total protein and K-G score made prior to corrective surgeiry for abdominal 
obstruction for 49 consecutively-entered ovarian cancer patients at Duke 
University Medical Center. Using the criterion mentioned earlier, 37 of 
these patients survived more than two months postoperatively and are con­
sidered surgical successes and the remaining 12 are considered surgical 
failures. Six of the successes had missing data and are excluded from 
analysis; five of these patients had no measurements for either albumin 
or total protein, and one lacked measurement of total protein. Thus, 
considering a "case" to be a surgical success and a "control" to be a 
surgical failure, we have n=31 and 15=12. 
Table 13 reports estimated differences in sensitivities between the 
diagnostic procedure based upon the K-G score and the procedure based 
upon albumin, and standard errors of these estimates, at each of the 
specificities estimated to be available to the screen based upon the 
K-G score. The table presents similar statistics for the comparison of 
sensitivities between the K-G based test and the test based upon total 
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protein. In each case, the estimated difference is taken with the 
sensitivity of the test based upon the discrete score as the minuend. 
Table 13. Comparison of Sensitivities at each estimated Specificity 
of the test based upon Krebs-Goplerud (K-G) scoring system 
K-G Est. (K-G) - Albumin (K-G) - Total Protein 
cutoff spec. Est. Est. 
(%) dif. 99.8% dif. 99.8% 
(%) SE(%) C.I.* (%) SE(%) C.I.* 
0 0 0 0 0 0 
1 0 0 0 . 0 0 . 
2 8.3 0 2.24 [ -6.5, 6.5] 0 0 . 
3 16.6 3.2 10.20 [ -26.2,32.6] 0 6.48 -18.7,18.7] 
4 41.7 12.9 12.41 [ -22.8,48.6] 29.0 18.08 -23.1,81.1] 
5 50.0 0 11.66 [ -33.6,33.6] 16.1 21.93 -47.1,79.3] 
6 75.0 -6.5 25.38 [ -79.6,66.6] 22.6 18.65 -31.1,76.3] 
7 83.0 -35.5 31.54 [-126.3,55.3] -16.1 12.37 -51.7,19.5] 
8 100 -6.5 7.81 [ -29.0,16.0] 0 6.48 -18.7,18.7] 
9 100 -12.9 6.00 [ -30.2, 4.4] -6.5 4.36 -19.1, 6.1] 
10 100 -12.9 6.00 [ -30.2, 4.4] -6.5 4.36 -19.1, 6.1] 
11 100 -12.9 6.00 [ -30.2, 4.4] -6.5 4.36 -19.1, 6.1] 
12 100 -12.9 6.00 [ -30.2, 4.4] -6.5 4.36 -19.1, 6.1] 
9^9.8% confidence interval upon difference in sensitivities chosen 
to give 90% simultaneous confidence coverage. 
Included with the estimated difference in sensitivities are 99.8% 
confidence intervals upon the true difference. These confidence intervals 
are based upon the standard normal distribution and utilize 2.88(SE) as 
the interval half-width. The level of confidence for each interval was 
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chosen via the Bonferroni method to ensure 90% confidence coverage by 
the twenty-six Intervals. 
All of the twenty-one confidence Intervals placed when the SE of the 
estimated difference was not equal to zero contain zero and, therefore, 
simultaneously show the K-G scoring procedure to be no better than either 
albumin or total protein In determining which patients will benefit from 
surgery. 
Another way to make such an "across-the-board" comparison is via the 
contrast 
1 13 , T 1 
HI: ^  Z {(1-qg) - iEd-G^ F'-'CPg)) + (l-GgP-^ CPg))]}, 
s=l 
i.e., at each specificity, the sensitivity of the test based upon the 
K-G score is compared to the average performance of the tests based 
upon the continuous variables. 
Alternatively, we might consider comparing the K-G based test 
against each of the continuous separator based tests separately via 
H2= i - a-GjF^^p^») 
s=l 
and 
1 13 . 
H3; ^  Z^ {(l-qg) - (l-GgF'^ CPg))}. 
Such linear combinations are readily examined given the approximate 
multivariate normality of the vector of estimated differences. Table 14 
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Table 14. Estimated variance/covariance matrix of estimated differences 
in Sensitivities 
Columns 1-13; 
o.oooo 0.0000 0.0000 0.0000 0.0000 o.oom 0. 
0.0000 0.000010.oooo 0.0000 0.0000 0.0000 0. 
o.oooo 0.0000 0.0005 0.0016 0.0014 0.0014 0. 
D.oooo o.oooo 0.0016 0.0104 0.b095 o.ootà o. 
p.oooo 0.0000 0.0014 0.0095 0.0154 O.OIOiB 0. 
D.oooo o.oboo 0.0014! o.oosa o.bioe o.oiae o. 
b.oooo o.dooo 0.0026i 0.0089 0.0085 O.OICil 0. 
D.oooo 0.0000 O.OOOQ 0.0004 0.0015 0.0021 0. 
D.oooo 0.0000 o.oooo 0.0001 0.0003 0.0000 o. 
D.oooo 0.0000 0.0000 0.0001 O.0CO5 0.0000 -. 
D.oooo 0.0000 o.oooo 0.0001 0.0005 o.oooo -. 
D.oooo o.oboo o.ooooi 0.0001 o.iooos o.oocp 
b.oooo o.oboo o.ooooi o.oooi o.ooos o.oooo 
D.oooo 0.0000 O.OOOQ 0.0000 o.joooo o.oooo 0. 
D.oooo o.oooo o.oooo 0.0000 0.0000 o.oooio 0. 
o.oooo o.oboo o.oooo 0.0000 0.0000 0.0000 o. 
b.oooo o.oooo 0.0010 0.0062 0.0057 0.0028 0. 
D.oooo 0.0000 0.0026 0.0124 0.0173 0.01:^ O. 
D.oooo O.OOOO 0.0031 0.0102 0.0153 0.0187 O. 
D.OOOO 0.0000 O.OOiei 0.0055 0.b044 0.00^ 0. 
D.oooo o.oboo 0.0000. 0.0002 0.0007 O.OOgI o. 
D.oooo o.oboo O.OOOQ 0.0000 o.oooo o.oooo 0. 
D.OOOO o.oboo O.OOOQ 0.0001 0.0003 o.oooio 0. 
0.0000 o.oboo 0.0000 0.0001 0.0003 o.oooo o. 
0.0000 0.0000 0.0000 0.0001 0.0003 o.oooo 0 
D.oooo 0.0000 O.OOOQ 0.0001 0.0003 O.OOOO 0. 
oooo o.oooo 0.0000 0.0000 0.0000 0.0000 o.oooo 
oooo Q.OOOO 0.0000 0.0000 b.oooo o.oooo o.oooo 
0026 0.0000 o.oooo 0.0000 O.OOOO 0.0000 0.0000 
0089 6.0004 o.ooiot 0.0001 O.oooi O.OOOI o.oooi: 
0085 oi.0015 0.0003 0.0005 0.0005 0.0005 0.0005 
0101 d.0021 O.OObO 0.0000 b.oooo o.oooo O.OOOQ 
0644 oi.0414 0.0009 -.0003 :-.0003 -.0003 -.0005 
0414 0.0995 0.0024 0.0006 0.0006 0.0006 0.0006 
0009 0.0024 0.0061 0.0039 0.0039 0.0039 0.003S 
0003 0.0006 0.0039 0.0036 0.0036 0.0036 0.0036 
0003 0.0006 0.0039 0.0036 0.0036 0.0036 0.0036 
0003 6.0006 0.0639 0.0036 0.0036 0.0036 0.003C 
0003 Oi.OOOG 0.0639 0.0036 0.0036 0.0036 0.0036; 
oooo d.oooo 0.0000 0.0000 o.oooo o.opoo O.OOOQ 
oooo 6.0000 o.oooo 0.0000 0.0000 O.QOOO O.OOOQ 
OOOO 6.0000 O.OOOO 0.0000 O.oooo 0.0000 0.0000 
0052 0.0000 0.0000 0.0000 O.OOOO 0.0000 O.OOOQ 
0167 0.0033 0.0006 0.0012 0.0012 0.0012 0.0012 
0211 6.0039 0.0003 0.0007 0.0007 0.0007 0.0007 
0265 6.0067 o.odos -.0001 l-.OOOt -.0001 -.0001! 
0059 6.0187 0.0617 0.0004 0.0004 0.0004 0.0004; 
0031 oi 0031 O.OOiai 0.0000 p.oooo O.QOOO 0.000: 
0010 6.0013 -.oobi -.0003 i-.0003 -.0003 - 0005 
OOiS 0.0013 -.0001 -.0003 -.0003 -.0003 -.0003 
0019 6.0013 - OWI -.0003 -.0003 -.0003 -.0003 
0019 0.0013 -.0001 -.0003 -.0003 -.0003 -.0003 
Columns 14-26 : 
D.oooo 0.0000 O.OOOO 0.0000 0.0000 0.0000 0.0000 Q.OOOO o.oooo 0.0000 0.0000 0.0000 o.oooo 
o.oooo 0.0000 O.OOOO 0.0000 o.oooo 0.0000 0.0000 0.0000 o.oooo 0.0000 o.oooo 0.0000 O.OOOQ 
o.oooo 0.0000 O.OOOQ 0.0010 O.0O26 0.0031 0.0016 0.0000 O.OOOO O.OOOO 0.0000 0.0000 0.0000 
D.oooo o.oooo O.OOOQ 0.0062 O.0124 0.0162 0.0055 0.0002 O.OODO O.OOOI O.OOOI O.OOOI O.OOOl! 
o.oooo o.dooo O.OOOQ 0.0057 0.0173 0.01% 0.0044 6.0007 O.OQOO 0.0003 0.0003 0.0003 0.0003: 
D.OOOO o.oboo 0.0000 0.0028 0.0135 0.013.7 0.0073 Q 0021 O.OOjOO 0.0000 jO.OOOO 0.0000 0.0000 
D.oooo o.dooo o.oood 0.0052 o.bie? 0.021:1 o.osfis o.ooss o.odai 0.0019 O.0019 0.0019 0.0019: 
D.oooo o.oboo 0.0000 0.0000 0.0Q33 0.0039 0.0067 6.0187 0.0031 0.0013 0.0013 0 0013 0.0013 
o.oooo 0.0000 0.0000 0.0000 0.0006 0.0003 0.0005 Q.0Q17 0.0021 -.0001 -.0001 -.0001 -.0001 
o.oooo O.OOOQ O.OOOQ 0.0000 0.0012 O.OOOI - OOOI Q.0004 0.0000 -.0003 -.0003 -.0003 -.0003 
o.oooo 0.0000 O.OOOQ 0.0000 0.0012 0.00Q7 -OOOI 0.0004 0.0000 -.0003 -.0003 -.0003 -.0003 
o.oooo o.oooo O.OOOQ 0.0000 0.0012 Q.ood? -.0001 0.0004 O.OQOO -.0003 I-.0003 -.0003 -.0003: 
o.oooo O.QOOO O.OOOQ 0.0000 0.0012 0.0007 -.0001 6.0004 0.0000 -.0003 i-.0003 -.0003 -.0003 
0.0000 0.0000 O.OOOQ 0.0000 Q.OOOO O.OOQO 0.0000 d.oooo o.oooo 0.0000 b.oooo o.oboo o.oooo 
0.0000 o.oooo O.OOOQ 0.0000 O.OQOO o.oooio O.OQOO Oi.OOOO O.OdOO 0.0000 O.oooo 0.0000 o.oooo 
o.oooo 0.0000 o.oooo 0.0000 0.0000 o.oooo 0.0000 6.0000 O.Oobo o.oooo o.oooo 0.0000 o.ooot 
D.oooo 0.0000 o.oooo 0.0042 0.0078 0.0062 0.0031 Q.OOOO 0.0000 0.0000 O.OOOO 0.0000 O.OOOO 
o.oooo 0.0000 O.OOOO 0.0078 0.0327 0.0302 0.0031 -.0014 O.OOOO 0.0006 0.0006 0.0006 0.0006 
o.oooo o.oooo o.oooo 0.0062 0.0302 0.0481 0.0155 0.004Q O.OOOO 0.0003 0.0003 0.0003 0.0003 
o.oooo o.dooo O.OOOQ 0.0031 0.0031 0.01SS 0.0348 0.0131 0.0031 0.0026 0.0026 0.0026 0.002S 
o.oooo O.QOOO O.OOOQ 0.0000 -.0014 0.0040 0.0131 0.0153 0.0031 0.0017 0.0017 0.0017 0.0017; 
0.0000 o.dooo o.oood o.oooo o.oooo o.oodo O 0031 d 0031 0.0042 0.0021 0.0021 0 0021 0.0021: 
D.oooo o.dooo o.oood o.oooo 0.0006 O.OOdS 0.0026 d.0017 O.OOiai 0.0019 0.0019 0.d019 0.0019! 
D.oooo o.oboo o.oooo 0.0000 0.0006 0.0003 0.0026 0.0017 0.0021 0.0019 0.0019 0.0019 0.0019 
D.oooo 0.0000 o.oooo o.oooo 0.0006 0.0003 0.0026 0.0017 0.0021 0.0019 0.0019 0.0019 0.0013 
D.oooo 0.0000 o.oooo 0.0000 Q.0006 0.0003 0.0026 Q.0017 0.0Q21 0.0019 0.0019 0.0019 0.0019 
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presents the estimated variance/covariance matrix of these differences 
(the values of these differences are reported in Table 13). 
Table 15 below reports estimates of each of these contrasts, their 
estimated standard errors, the resultant value of the test statistic, 
and the associated two-sided p-value computed from the Standard Normal 
distribution. At a 10% level, none of the contrasts are found to differ 
significantly from zero. This suggests that there is no difference in 
overall diagnostic abilities of the three procedures. However, the lack 
of a statistically significant difference might be due to low power owing 
to the small sample sizes employed here. 
Table 15. Estimates of contrasts 
Contrast estimate SE estimate Contrast/SE p-value 
(two-sided) 
HI: -0.0223 0.0466 -0.48 0.62 
H2: -0.0645 0.0557 -1.16 0.25 
H3; 0.0199 0.0489 0.41 0.69 
One of the reasons for the popularity of the ROC curve is that its 
area provides a single measure of the performance of the diagnostic 
test. This dissertation has argued that application of standard ROC-
curve comparison methods might not be desirable in certain situations 
and has presented an alternative method for the comparison of tests when 
one is based upon a discrete separator, in conjunction with the method­
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ology described herein, the use of contrasts can be seen to allow also 
the comparison of single summary measures of overall test performance. 
In fact, the contrasts H2 and H3 are closely allied to the comparison of 
the areas under ROC curves. For, suppose a test has the K (1-Specificity) 
values ...,aj^ } and associated sensitivities {$^ ,62»".',6%}. 
Connecting each of the pairs i = 1,...,K, with line segments 
describes what might be interpreted as the ROC "curve," (ROC "polygon" 
might be preferable) for the test having a discrete separator variable. 
The area under the "curve" is then 
I^ /'.^ i^ °'i+l'°'i-l^  + 
1=1 
where, for convenience, we define = 0. 
When comparisons of such areas for tests having common specificities 
are made, the i = 1,2,...,K-1 and are identical 
for each test so that the difference in areas under the curves is a 
linear function of the differences in sensitivities between the tests. 
H2 and H3 are of such a form, and so are similar to the comparisons of 
areas under ROC curves. 
110 
5. BIBLIOGRAPHY 
Ahlqulst, D. A., D. B. McGill, S. Schwartz, and W. F. Taylor. 1985. 
Fecal blood levels in health and disease: A study using HemoQuant. 
The New England Journal of Medicine 314(May 30):1422. 
Anderson, T. W. 1984. An Introduction to multivariate statistical 
analysis. 2nd ed. John Wiley and Sons, Inc., New York. 
Bamher, D. 1975. The area above the ordinal dominance graph and the 
area below the receiver operating characteristic graph. J. Math. 
Psychol. 12:387. 
Begg, C. B. 1986. Statistical methods in medical diagnosis. Pages 1-22 
in the CRC critical reviews in medical information. Vol. 1, Issue 1. 
CRC Press, Inc., Boca Raton. 
Bishop, Y. M. M., S. E. Fienberg, and P. W. Holland. 1975. Discrete 
multivariate analysis: Theory and practice. The MIT Press, 
Cambridge. 
Chung, K. L. 1974. A course in probability theory. 2nd ed. Academic 
Press," Inc., Orlando. 
David, H. A. 1981. Order statistics. 2nd ed. John Wiley and Sons, 
Inc., New York. 
Delong, E. R., D. M. Delong, and Daniel L. Clarke-Pearson. 1988. Com­
paring the areas under two or more correlated receiver operating 
characteristic curves: A nonparametric approach. Biometrics 
44:837-845. 
Dorfman, D. D., and E. Alf. 1969. Maximum likelihood estimation of 
parameters of signal detection theory and determination of confidence 
intervals: Rating method data. J. Math. Psychol. 6:487. 
Green, D. M., and J. A. Swets. 1966. Signal detection theory and 
psychophyslcs. John Wiley and Sons, Inc., New York. 
Greenhouse, S. W., and N. Mantel. 1950. The evaluation of diagnostic 
tests. Biometrics 6:399. 
Hanley, J. A., and B. J. McNeil. 1982. The meaning and use of the area 
under a receiver operating characteristic (ROC) curve. Radiology 
143:29. 
Hanley, J. A., and B. J. McNeil. 1983. Method for comparing the area 
under the ROC curves derived from the same cases. Radiology 
148:839. 
Ill 
Linnet, K. 1987. Comparison of quantitative diagnostic tests; Type 
I error, power, and sample size. Statistics in Medicine 6:147. 
Randies, R. H., and D. A. Wolfe. 1979. Introduction to the theory of 
nonparametric statistics. John Wiley and Sons, Inc., New York. 
Silverberg, E., and J. A. Lubera. 1983. A review of American Cancer 
Society estimates of cancer cases and deaths. CA 33:2. 
Weinsteln, M. C., and H. V. Flneberg. 1980. Clinical decision analysis. 
W. B. Saunders, Philadelphia. 
White, A. A., and J. R. Landls. 1982. A general categorical data 
methodology for evaluating medical diagnostic tests. Commun. 
Statist.-Theor. Meth. 11:567. 
Wleand, S., M. Gail, K. James, and B. James. 1987. A family of non-
parametric statistics for comparing diagnostic tests with paired or 
unpaired data. To appear in Biometrika. 
Yerushalmy, J. 1947. Statistical problems in assessing methods of 
medical diagnosis with special reference to X-ray techniques. 
Public Health Rep. 62:1432. 
Youden, W. J. 1950. Index for rating diagnostic tests. Cancer 3:32. 
112 
6. ACKNOWLEDGMENTS 
Uncountable thanks go to Dr. H. S. Wieand for his guidance, support 
and encouragement. Any shortcomings of my dissertation are my doing. Any 
"shiny" spots are largely due to him. Also, many thanks to Dr. H. T. David 
for his guidance and support and friendship. 
Thanks again and again and again to my wife and family who, without 
hesitation, said 'sure' when I told them I wanted to return and get the 
Ph.D. 
Finally, much appreciation, thanks and admiration go to 
Sharon Shepard for the outstanding job she did in typing this disserta­
tion. 

