Abstract
Introduction
Shape matching in its broadest context is a very difficult problem since it involves establishing distances between shapes that can be different due to intrinsic reasons-differing topologies, non-rigid deformations and the like-and due to extrinsic reasons-illumination changes, unknown correspondence, segmentation errors, outliers, missing and occluded information etc. However, if shape equivalences and distances in shape space can be constructed and more importantly efficiently computed, the payoff is huge since a host of applications ranging from non-rigid registration in biomedical and other imaging areas [27] , object recognition [9] , indexing in image databases and statistical shape analysis [5] awaits. In this work, we formulate a relational shape matching objective which at its core, casts shape matching as the warping of a template point-set with a fixed topology onto an unstructured data point-set. By leveraging recent developments in Bayesian networksnotably the Bethe free energy approach [30] -we show that efficient relational shape matching algorithms can be designed.
Previous Work
Taxonomically, the principal difference in both registration and recognition applications is between intensityand feature-based methods. Since we are focused on feature-based methods, our review of intensity-based methods is cursory.
The main recent advance in intensity-based methods is the use of mutual information (MI) [28] as a distance measure for non-rigid registration [19] . Somewhat surprisingly, MI-based methods have generated much less interest in recognition applications. We speculate that as MI-based non-rigid matching methods improve in speed, they will become more viable for recognition. Or in more general terms, any efficient method for optical flow which avoids the brightness constancy assumption is simultaneously of interest to both registration and recognition.
There exist a plethora of approaches and methods for feature-based matching as applied to non-rigid registration and recognition. For a comprehensive review of feature matching approaches (with an emphasis on registration applications) please see [4] . Also the work in [10] is a particularly good review of feature-based matching in general.
Most of the feature-based recognition approaches begin with the fundamental assumption that the template and/or the data consists of a single closed curve or surface ( [15, 22, 25, 26, 13, 12] ). While these methods can be extended to some extent to the multiple curve/surface case, we were motivated by this previous work to propose a shape matching strategy that did not begin with this fundamental assumption. The spin image representation in [11] does not require segmentation of the data into surfaces despite the template being a single surface. The spin image is a novel shape attribute at each point on the template surface as is shape context [2] . In the latter, a joint histogram of inter-point angles and distances is used to develop an attribute vector at each point. The attribute vector is the shape context and is the quantity that is compared. The shape context approach solves for point correspondences using a weighted bipartite matching algorithm. And, in a move that is strikingly remi-niscent of our previous TPS-RPM approach to non-rigid point matching [3] , the template point-set is repeatedly warped using a thin-plate spline. The main drawback in the shape context approach and in all of our own previous work is the fundamental disconnect between the spline used for warping and the representation of the template point-set [17] . Unlike much earlier approaches such as [1, 20] , in the work of [2, 3] , there is no relational object model used for warping. While the shape context is a relational attribute, it plays no role in warping. In both cases, the thin-plate spline forces the template points to become correlated during warping [17] , but this correlation is completely independent of any underlying relational object representation. In contrast, the work in [20] which is based on work in [21, 23] was the first to use correlated ways of movement of different features to assign correspondence. This paper is a spiritual cousin of [20] with the principal differences being the correspondence model and the minimization algorithms. Finally, very recent work in stereo matching [24] and object recognition [6] using Bayesian belief propagation [14] share a lot in common with this work.
After surveying the previous work in registration and recognition, it should be clear that we are focused on i) developing a common framework for both registration and recognition problems which ii) utilizes a relational template representation that is not restricted to merely a single curve or surface, iii) solves for correspondences and deformations using the underlying relational representation iv) resulting in a shape distance which can be used for non-rigid registration and recognition.
A Relational Correspondence and Deformation Approach to Non-rigid Shape Matching
In this section, we formulate the relational correspondence and deformation cost function for deforming a template graph onto an unlabeled data point-set. After formulating the cost function, we turn our attention to the prior in Section 3.2. Our notation is summarized in Table 1 .
The relational shape matching (RSM) cost function
As mentioned in Section 2, one of the main motivations in this work is to move away from using non-rigid spatial mappings that are essentially unrelated to the object (or objects) that are being deformed. To this end, we assume that the template object is represented by an unlabeled point-set X (in R 2 or in R 3 ) and an undirected graph G(V, E) (which characterizes the interconnection topology). In this setup, a closed digital curve would have a topology consisting of two neighbors for each point-one neighbor being the next point along the curve and the other neighbor being the previous point. Obviously, our use of a general graph G allows us to go beyond curves and surfaces as object representations. With this representation, the deformation of the object onto an unstructured data point-set can be posed as a joint correspondence and deformation problem. The relational matching cost function is written as
where
, and i M ia ≤ 1 and a M ia ≤ 1 being the constraints. In (1), we assume the existence of missing/extra points on both sides (template and data) and consequently, the need for outlier rejection arises. The parameter γ > 0 is a robustness parameter. The unknown variables in (1) are the correspondence M, the rotation R and scale s parameters and the deformation U. We use lowercase bold characters to denote vectors (such as x i ) and uppercase characters to denote matrices [such as X = (x 1 , x 2 , . . . , x N1 )]. The relational shape matching cost function (1) attempts to deform a template (X, G) onto data (Y ) using a deformation (U ) and pose (s, R) in the presence of unknown correspondence (M ). Please note that (1) is invariant under translations of X and Y. Typically, the graph G is quite sparse and this (as we shall see) plays a major role in the design of efficient minimization algorithms. We sometimes refer to the relational shape matching cost function as the likelihood since the deformation "prior" is quite important in this approach.
We can easily solve for the rotation and scale parameters in (1) by directly minimizing the cost function w.r.t. R and s respectively. This is one of the reasons why we have elected to not formulate (1) in an intrinsic [22] manner. For instance, we could have attempted to match distances ||(x i + u i ) − (x j + u j )|| and ||y a − y b || w.r.t. unknown scale (and no rotation), deformation and correspondence variables. However, since distances do not have the orientation information possessed by a vector [of the form (x i + u i ) − (x j + u j )], we elected not to do so. Nonetheless, when we eliminate the rotation and scale parameters from (1) by minimizing w.r.t. them, the resulting equivalent cost function is invariant under similarity transformations of both the template and data. The solution for the global scale parameter iŝ 
The superscripts in (3) indicate 2D components of the vectors Z ij , W ij , z i , z j and w i , w j . Substituting the solutions for s and R back in (1), we obtain the following similarity transformation-invariant cost function
,
Note that the scale parameter s is not unilaterally applied to the template X but is bilaterally applied to both X and Y . (This is why we were able to eliminate both rotation and scale parameters-they were decoupled in the cost function). It is somewhat difficult to see why (4) is invariant under rotation. With perfect hindsight, it would have been possible to design such an intrinsic shape matching cost function at the very outset. However, we prefer to use the nonintrinsic relational shape matching cost function in (1) for the simple reason that it is a much more tractable quadratic cost function w.r.t. U and as we will show, it is a much more tractable cost function w.r.t. the correspondences M as well.
A deformation prior
The relational shape matching cost function in (1) attempts to find the best pairwise least-squares fit between template and data point-sets. However, since the number of deformation variables (u i , ∀i ∈ {1, . . . , N 1 }) scales with the cardinality of the template, there are numerous solutions. To see this, first restrict the correspondences such that there are no outliers in point-sets X and Y . Then, by inspection, we see that there is a solution for U for each of the N 1 ! = N 2 ! = N ! correspondences. One such solution iŝ
This "solution" also sends the original cost to zero if it is assumed that we have the correct solution for s and R. Clearly, we need to regularize the cost function by penalizing excessively large deformations. In most of our previous work, we used a thin-plate spline (or a Gaussian radial basis function spline) to regularize the spatial mapping. The spline essentially imposed a penalty on large deformations of the plane (in 2D). The choice of prior reflects our emphasis on an object model as opposed to a spatial mapping. Our prior is a pragmatic choice. Since the relational shape matching cost function is based on pairwise matching, the prior should reflect that. Instead of merely penalizing large deformations, we choose to penalize large relative deformations. This is done via a prior cost function of the form
th entry of the Laplacian of the graph G where
Laplacian of a graph is a non-negative definite matrix. The first zero eigenvalue along with the eigenvector e = T corresponds to the translation invariance of U. If a second eigenvalue of the Laplacian is also zero, then the graph is bipartite [7] . The prior in (6) is invariant under translation and rotation of U. With this prior in place, we may write the overall RSM cost function as
(7) In (7), the regularization parameter µ > 0 determines the tradeoff between the relational shape matching cost and the degree of deformation.
How does this prior constrain the set of possible solutions for U ? Recall from (5) that the relational shape matching term allowed arbitrary deformations with no penalty. To get a better understanding of this prior in the context of the relational shape matching cost, we again switch to the no outlier scenario:
a M ia = 1 and i M ia = 1. When this is done, the relational shape matching cost is drastically simplified and we may write (after some straightforward algebraic manipulations)
Here E equiv (U ) is a rewrite of E RSM (M, U, s, R) but focusing solely on those terms that depend on U . We are doing this in order to better understand the nature of the prior vis-a-vis the relational shape matching cost. In (8), the first and fourth terms are convex w.r.t. U and the second and third terms are linear w.r.t. U. Consequently, we can evaluate the set of fixed points for U by differentiating (8) w.r.t. U and setting the result to zero. When this is done, we get
Since L is non-negative definite, we cannot invert the above solution for U. However, we can clearly see the influence of the regularization parameter µ in the solution; larger the value of µ, smaller the resulting deformation and vice versa. The role played by the Laplacian matrix L is very interesting. The Laplacian imposes a correlation structure on U which is driven by the topology of G. This is to be expected since both the likelihood and the prior induce correlations in U via G.
An optimization algorithm based on the Bethe Approach
In this section, we focus on algorithms for minimizing the objective function in (7) . A motivation for this entire approach is the excellent fit between the relational shape matching cost function and new and exciting work in the interface between Bayesian networks and statistical physics [30, 29, 31] . In fact, we were emboldened to design the relational shape matching cost function mainly due to a fundamental advance that has recently been made in algorithms for Bayesian networks. In this section, we describe this advance and relate it to our new cost functions.
Bayesian Belief Propagation and the Bethe free energy
In our previous work [4] , we have designed efficient algorithms for point matching by relaxing the notion of binary correspondence (as a permutation matrix and outliers) to that of a doubly substochastic matrix. We have empirically shown that this relaxation allows us to efficiently solve for correspondences and non-rigid deformations. The principal drawback in this previous work is the inability to take relationships between the point features into account during matching. In this work, we have designed new cost functions which incorporate a set of relationships (G) between the template features. This representation matches up well with recent work in Bayesian networks [29] . Assume for the moment that the template graph is a tree T . Also, assume that the correspondences are now no longer binary but are "soft" in the sense of taking values in the interval [0, 1]. The soft correspondences will be denoted by {p ia }. Also, assume that the constraints on the correspondences {p ia } are relaxed in the following way; p ia > 0, a p ia = 1. For the sake of exposition, assume that there are no outliers and that N 1 = N 2 = N . The new constraints on {p ia } have relaxed the original binary correspondence to that of a "fuzzy" correspondence. Also, the earlier two way constraints ( i M ia = 1, a M ia = 1) have given way to a one way constraint ( a p ia = 1). With this change in representation, we can conceive of the correspondence matrix as the marginal probability of node "i" in a Bayesian network with each node having a = {1, 2, . . . , N} possibilities. Since the structure of the Bayesian network is a tree T , we can use the "vanilla" Bayesian belief propagation algorithm [14] to find the optimum solution for the correspondence matrix M now reconceived as a marginal probability {p ia } (for fixed settings of the deformation U ). In addition to the marginal distribution {p ia } we also have the pairwise joint distribution {p ijab } which can be interpreted as the set of pairwise relational "soft" correspondences indicating the degree or extent to which point "i" matches to point "a" AND point "j" matches to point "b."
While the Bayesian belief propagation algorithm is guaranteed to converge to the correct marginal distribution-which in our case is the set of "soft" correspondences {p ia }-this result is only true for graphs with no loops or trees [14] . Recently, it was shown that the Bayesian belief propagation algorithm converges to the saddle points of the so-called Bethe free energy if it converges at all [30] . The Bethe free energy for the relational shape matching cost function is written as
and has the interpretation of minimizing the mutual information on the links while maximizing the marginal entropy (MIME) [18] . The parameter α weighs the energy and entropy terms. Now that there is a cost function (the Bethe free energy) associated with a particular algorithm (belief propagation), alternative minimization strategies can be considered [31, 18] . Rather than describe the development of algorithms for the general Bethe free energy, we immediately specialize to the relational shape matching (RSM) cost function. The full Bethe free energy for the RSM cost function after taking into account the outlier rejection issue as well is
where the constraints
p ia ≤ 1 (13) have been implemented using Lagrange parameters λ and η. Note the presence of slack variables (outlier processes) r (1) and r (2) in (12). The parameters α and κ determine the "softness" of the correspondences. The original Bethe free energy has κ set to zero since binaryvalued probabilities are not a concern in Bayesian networks. As κ is increased, any descent algorithm will convergence to closer to integer solutions. We have considerable experience with such "self-annihilation" cost functions [16] . The following algorithm has none of the drawbacks of the Bayesian belief propagation algorithm. When we restrict ourselves to just the probabilities, it has been shown to converge to a fixed point of (12) [31, 18] . The addition of the rotation, scale and deformation variables does not change this since we are essentially presenting an alternating algorithm which alternates between estimating the rotation, scale and deformation parameters and the correspondences.
In the relational shape matching (RSM) algorithm, the slack variables r (1) and r (2) alter the constraints slightly from the original Bethe energy. The second normalization implements the constraint i p ia ≤ 1. This constraint has no analog in Bayesian networks but as shown in our previous work [8] , it has a considerable effect on solution quality. The inner loop is executed until
Since we are only guaranteed to approach a local minimum of the enhanced Bethe cost function in (12) , an important concern is solution quality. The RSM algorithm is shown below.
Computational complexity considerations
Since the core of the correspondence algorithm involves updating joint probabilities {p ijab } as well as marginal probabilities {p ia }, the degree of each vertex of G plays an important role in computational complexity considerations. Assume that the degree of each vertex is not fixed and can be O(N ). In that case, G is dense and the per iteration complexity is O(N 4 ) which is too high. However, one of the main attractions of Bayesian networks is working with sparse graphs. If the degree at each vertex is O(1) as in curves and surfaces, then the per iteration • Begin A: Outer K Loop:
-Conjugate-gradient algorithm for U since cost function is quadratic in U . 
• End A complexity of our relational shape matching algorithm is O(N 3 ) which is acceptable for offline applications such as registration and atlas construction in brain mapping and is unacceptable for recognition. 
Results
In this section, we apply the RSM algorithm developed in the previous section to three examples: i) a handdrawn template and hand-drawn data; ii) points sampled from a fish silhouette and a synthetically generated deformation of the same; and iii) two subcortical structures in a T1 MRI image and a synthetically generated deformation of the same. The results are shown in Figures 1-3 . We have not yet tested the outlier rejection capabilities of the RSM algorithm. The first two examples are simpler than the third and in these cases, the correspondences found by RSM are nearly exact. We merely thresholded the {p ia } matrix and displayed the results. The third example is much more difficult due to a relatively large deformation of the subcortical structures. The correspondences (displayed by thresholding) are correct for the most part with multiple correspondences seen at the bottom of the figure. Please note the small topology difference at the bottom left between the two graphs which was deliberately induced. This is Figure 1 : A hand-drawn template is shown on the left with roughly corresponding hand-drawn data shown on the right. The template graph is a symmetrized two nearest neighbor graph while the data graph is a symmetrized three nearest neighbor graph. The correspondences found by the RSM algorithm are shown as dotted lines.
meant to illustrate the relative robustness of using probabilistic correspondences (as in the Bethe free energy) rather than binary correspondences which are more typically used.
Discussion
To our knowledge, this is the first time that a relational shape matching framework has been constructed with pairwise correspondences and the deformation as the basic variables. The Bayesian network framework is extraordinarily well suited to handle the MAP objective functions arising from this formulation. We also stress that we were extremely careful to avoid formulating the objective function as an inexact, weighted graph matching problem. Essentially, the Bayesian network searches for the most probable set of matching deformed template relationships in the data but not vice versa. While our experiments are at the proof of concept stage, they serve to demonstrate a concrete application of the relational shape matching Bayesian network framework. The template and data graphs were generated as in Figure 2 .
