n the recent past, some of the population based stochastic direct search methods, like genetic algorithms and differential evolution (DE), have been increasingly applied for solving complex optimization problems in diverse applications. Most of the times, though global optimal solutions are obtained, these stochastic methods have slow convergence and take long computational times. The handling of discrete variables has been quite ad hoc; for instance in DE, the algorithm works assuming them as continuous variables during all the steps but only for the objective function evaluation, a truncation operation is used for forcing the integrality requirements. In this paper, we address both, the convergence issues and improved ways of handling discrete variables. A nonlinear transformation proposed in the literature for representing the discrete variables as continuous variables has been explored for alternate ways of solving MINLP problems to global optimality through conversion of MINLP problems into equivalent NLPs. For finding global optimal solutions to the resulting nonconvex NLP and to improve the convergence rate of DE closer to the optimum, in this work a hybrid method combining stochastic and deterministic approaches has been proposed, which seems to be promising within the scope of the case studies considered, though guarantee of the global optimality still remains an issue.
INTRODUCTION
A number of optimization applications in chemical engineering involve the formulation and solution of nonlinear programming (NLP) or mixed integer nonlinear programming (MINLP) problems. Typical examples are in the area of process scheduling, synthesis and design (Grossmann, 1990) . Such problem formulations invariably involve the presence of a nonlinear objective function that is bound by nonlinear constraints. Depending on the nature of the nonlinearity, the resulting problem can become non-convex. The presence of integer variables in such formulations further adds to the complexity of the problem. From a solution viewpoint, one of the key issues in most of the MINLP algorithms is the handling of integer/binary variables/constraints involving bilinear/binomial functions. Such functions can generally lead to non-convexities in the resulting problem and hamper the attainment of global optimality. Depending on the number of integer variables, there could also be a combinatorial increase in problem complexity and issues related to NP-hardness can also arise.
In the literature, various linearization methods have been proposed to address the bilinear/binomial terms. Glover (1975) , Li and Chang (1998) and Chang and Chang (2000) proposed methods to simplify nonlinearities of the bilinearity type that arise in the MINLP formulation. They show that the resulting MILP methods can be solved to optimality more easily than the original MINLP formulation. However, in their transformations, each nonlinearity and integer variable is replaced by several additional constraints, which results in an increase in the constraint size.
Determination of global optimal solution for the MINLP problems has been one of the major thrust areas in recent years (Kocis and Grossmann, 1988; Floudas et al., 1989; Ryoo and Sahinidis, 1995; Li and Chang, 1998; Adjiman et al., 2000) . Global optimization techniques can be classified as stochastic and deterministic approaches. Stochastic approaches (Onwubolu and Babu, 2004) such as simulated annealing (SA), genetic algorithms (GA) and differential evolution (DE) do not make any assumptions about the nature of the convexity/concavity of the problem functions. Though they are often slow and do not guarantee convergence, they have been widely used in numerous applications and are known to yield global optimal solutions to complex real-life problems. Handling of integer variables is relatively easier and the solution is generally unaffected by the presence of bilinear/binomial terms involving discrete variables. On the other hand, deterministic approaches like branch and bound, cutting plane and decomposition schemes often guarantee convergence for a given level of accuracy. Though these algorithms take advantage of the mathematical structure of the problem, most of these algorithms assume convex properties of the problem functions. More over handling of integer variables is also very cumbersome especially of the bilinear and binomial terms leading to non-convexities. Another important point to be noted is that the success of the branch-and-bound like method is critically dependent on the successful solution and optimality of the NLP at each node. Although NLP codes are becoming more robust in finding feasible solutions and better in finding global or near global optimal solutions; often times the available standard NLP solvers may get stuck at local optima or may even fail to solve the NLP problem at the local node. Recently some alternate approaches that modify deterministic branch and bound algorithms towards solution to global optimality have been proposed (Ryoo and Sahinidis, 1995; Smith and Pantelides, 1999; Floudas et al., 1989; Sherali and Wang, 2001 ). These approaches are based on relaxation, partitioning and bounding steps that result in an evolutionary refinement of the search space. While these approaches have demonstrated benefits and do provide some restricted convergence guarantees, strategies for generalizing these relaxation and partition methods are yet unknown. Therefore for non-convex MINLP problems, in general, there are no known robust deterministic algorithms that can guarantee global optimal solutions.
With the above motivation, in this work we explore alternate ways of handling integer/binary variables to avoid the resulting complexities in the solution of MINLPs. We first examine an integrality constraint presented earlier in the literature and analyse its convexity properties. This integrality constraint enables the transformation of a MINLP problem into an NLP problem. We next explore deterministic and stochastic approaches to solving such problems and discuss their merits and demerits. Finally, we propose a hybrid method and demonstrate its efficacy on several benchmark problems considered in the literature and also on a representative continuous plant-scheduling problem.
A NONLINEAR TRANSFORMATION FOR MODELLING BINARY VARIABLES AS CONTINUOUS VARIABLES
A binary variable y [ f0,1g can be modelled as a continuous variable x [ [0,1] , simply by the addition of the following constraint:
which forces x to take either 0 or 1. Hence with this transformation any MINLP model can be converted into an equivalent NLP model. The function x(1 2 x) is a non-convex nonlinear function as shown in Figure 1 . Li (1992) referred to this as the 'binary condition' to model binary variables as continuous variables. The resulting NLP was solved using a modified penalty function method, however only local optimal solutions were reported due to the addition of non-convexities.
Motivating Example
Consider the following simple convex MINLP problem (Floudas, 1995) . The global optimum for this problem is reported by the authors to lie at (x, y ; F) ¼ (1.375, 1; 2.1247). The objective function F(x,y) and the inequality constraint G(x,y) for y ¼ 0 and y ¼ 1 are shown in Figure 2 . The feasible region corresponds to all negative values of G(x,y). For y ¼ 1, F has a minimum at x ¼ 1.375 where G(x,1) is negative. Using the above binary condition on y the above problem can be transformed into the following 
It must be noted that equation (1) is a non-convex, nonlinear constraint and it can be satisfied only at the two points x ¼ 0 and x ¼ 1; hence it can be observed that the transformed NLP problem (Example 1a) as shown in Figure 3 is now non-convex, while the original MINLP problem (Example 1) is convex. Ryoo and Sahinidis (1995) proposed a specialized branch and reduce algorithm (BARON) for the global solution of NLPs and MINLPs based on the solution of a sequence of convex underestimating sub-problems with optimality and feasibility based reduction of the feasible region, wherein they refer to the usage of such binary condition for handling discrete variables. Recently, Smith and Pantelides (1999) proposed a symbolic reformulation of MINLP problems followed by convexification of the resulting nonconvex terms. They used a specialized spatial branch and bound algorithm for solving the reformulated model. One of the disadvantages of this reformulation is the increase in size of the problem due to the introduction of several auxiliary variables. One of the other critical issues in the above mentioned specialized algorithms is also the accuracy of the bounding procedures used.
In this paper, we present and evaluate the application of the DE algorithm for solving the resulting NLP problem to global optimality. We specifically address two reported shortcomings of the DE algorithm. The first is related to the way integer variables are accommodated while solving MINLP problems using DE, and the second is related to the convergence rate of the DE algorithm itself. In earlier approaches, the DE algorithm has been directly used to solve MINLP problems without requiring the binary transformations (Price and Storn, 2004) . However, the enforcement of the integrality constraint has been ad hoc and restricted only during function evaluations. Therefore, in this paper, we propose to use the DE algorithm to solve the resulting NLP problem, after incorporating the integrality constraint, which is a more exact representation of the MINLP problem. The resulting non-convexity of the problem precludes the use of standard NLP solvers such as those based on SQP (sequential quadratic programming) and GRG (generalized reduced gradient) methodologies, as they could be sensitive to initial guesses and could get stuck in local optima. Therefore, we propose to use the DE algorithm to solve the resulting NLP problem, and provide a comparison with the direct method. Related to the second drawback of slow convergence of the DE algorithm, we propose and evaluate a hybrid approach, wherein, the DE algorithm is initially used for quickly obtaining good initial guesses in relatively fewer generations. At the end of these initial iterations of the DE, a feasible set of diverse solutions is obtained, one of which can potentially lead to the global optimal solution. We prune this set of diverse solutions to extract the global optimum via the solution of an NLP problem(s). Some known representative/ benchmark problems from the MINLP literature are considered and the above binary to continuous transformation is evaluated for obtaining the global optimal solutions. Also, we discuss the efficacy of this method on a simple yet representative, process plant-scheduling problem. In the next section a brief discussion of the working strategy of DE is outlined.
DIFFERENTIAL EVOLUTION AT A GLANCE
In the recent past, evolutionary algorithms such as SA, GA, Ant Colony Optimization (ACO) and DE have been successfully applied for obtaining global optimal solutions to numerous complex optimization problems.
DE uses the addition operator for mutation, a nonuniform crossover wherein the parameter values of the child vector are inherited in unequal proportions from the parent vectors. For reproduction, DE uses a tournament selection where the child vector competes against one of its parents. The overall structure of the DE algorithm resembles that of most other population based searches. The parallel version of DE maintains two arrays, each of which holds a population of NP, D-dimensional, real valued vectors. The primary array holds the current vector population, while the secondary array accumulates vectors that are selected for the next generation. In each generation, NP competitions are held to determine the composition of the next generation. Every pair of vectors (X a , X b ) defines a vector differential: X a 2 X b . When X a and X b are chosen randomly, their weighted differential is used to perturb another randomly chosen vector X c . This process can be mathematically written as
The scaling factor F is a user supplied constant in the range 0 F 1.2. The optimal value of F for most of the functions lies in the range of 0.4 -1.0 (Price and Storn, 1997) . Then in every generation, each primary array vector, X i is targeted for crossover with a vector like X 0 c to produce a trial vector X t . Thus the trial vector is the child of two parents, a noisy random vector and the target vector against which it must compete. The nonuniform crossover is used with a crossover constant CR, in the range 0 CR 1. CR actually represents the probability that the child vector inherits the parameter values from the noisy random vector. When CR ¼ 1, for example, every trial vector parameter is certain to come from X 0 c . On the other hand, if CR ¼ 0, all but one trial vector parameter comes from the target vector. To ensure that X t differs from X i by at least one parameter, the final trial vector parameter always comes from the noisy random vector, even when CR ¼ 0. Then the cost of the trial vector is compared with that of the target vector, and the vector that has the lowest cost of the two would survive for the next generation. In all, just three factors control evolution under DE, the population size, NP; the weight applied to the random differential, F; and the crossover constant, CR.
In the algorithm of DE as given in the website of Price and Storn (2004) a common upper and lower bounds for all the design variables is initially specified. However, after mutation because of the addition of the weighted random differential the variable values may even go beyond the specified boundary limits. So, irrespective of the boundary limits initially specified, it is possible that DE finds the global optimum to lie beyond the specified limits. Hence, care must be taken for the parameter values to be forcibly limited to the specified bounds. Moreover, in general, since each design variable has a different upper and lower bounds, in the present study all the design variables are normalized (in the range of 0 and 1), and then during the objective function evaluation the variables are scaled up to their appropriate values.
DE Algorithm
The DE algorithm used in the present study is briefly outlined below:
. Choose a strategy and a seed for the random number generator. . Initialize the values of D (number of design variables), NP, CR, F and MAXGEN (maximum number of generations). . Initialize all the vectors of the population randomly by generating random numbers between 0 and 1 for all the design variables. . Evaluate the cost of each vector and find out the vector with the lowest cost i.e., the best vector so far in the initial population. . For each target vector perform mutation and crossover as discussed earlier and obtain the trial vectors. Before applying selection operator ensure that no design variables are out of their bounds. Then evaluate the objective function (cost) at each trial vector. . Perform selection for each target vector by comparing its cost with that of the trial vector cost; whichever has the lowest cost will survive for the next generation. . Repeat the application of the above three operators for each target vector in each generation until the specified number of generations (MAXGEN) is reached.
Handling of Discrete Variables and Constraints in DE
In its canonical form, the DE algorithm is only capable of handling continuous variables. A couple of simple modifications have been discussed in the literature (Onwubolu and Babu, 2004) to extend it for optimization involving integer variables. First, for evaluation of the cost-function integer values need to be used. Despite that, the DE itself has been proposed to work internally with continuous floating point values. Real values are converted to integer values by truncation but only for the purposes of cost-function evaluation. Truncated values are not used elsewhere during the search. Discrete values have also been handled in a straight forward manner by assigning the elements to another parameter and using its index. Constraints are normally handled as soft constraints in DE using penalty function method where the sum of the squares of the violation of the constraints is augmented with a penalty to the cost-function.
The different strategies that can be used in the DE algorithm and the guidelines for choosing the DE key parameters are outlined in Appendix A.
PROPOSED HYBRID METHOD FOR GLOBAL SOLUTION OF MINLP PROBLEMS
A general MINLP problem can be formulated as
In the above problem the scalar real-valued objective function F(X,Y), bound by real constraints G(X,Y) and H(X,Y), is required to be minimized in the space of continuous variables X and binary variables Y. It is generally assumed here that Y can occur in a nonlinear fashion in both F and G.
Using the binary condition of (1), the above problem can be transformed into an equivalent NLP in the space of
where p(Z), Q(Z), W(Z) are the transformed objective function and constraints set, and W(Z) additionally constitutes the set of nonlinear binary conditions that preserve the integrality of Y.
As mentioned earlier, the above NLP problem resulting from this transformation is necessarily non-convex and hence global optimization algorithms need to be used to solve this NLP problem. Either deterministic or stochastic optimization approaches could be used. Here we propose the following hybrid approach to solve the resulting NLP to overcome the drawbacks related to the slow rate of convergence of the stochastic DE algorithm.
Consider that the population at any generation i during the progress of the algorithm is denoted by G i . We measure the diversity of the population, for instance in terms of its cost variance s i from the mean m i . (Population variance may also be used which can be defined as the sum of the variances of each of the design vectors of a population member in a given generation.) As the DE algorithm progresses to solve for the global optimum, the diversity of the population can be expected to decrease with the rate of decrease being fairly rapid initially and then slowly as the global optimum is reached. During the early rapid decrease in diversity, the DE algorithm can be expected to generate potential candidates that may be optimal in the discrete domain, which are further improved in the continuous domain in the subsequent generations towards global optimality. We propose to exploit the generation of these potential candidates and use them at an appropriate stage in a deterministic NLP solver, as the latter are known to exhibit higher rate of convergence closer to the optimum. Since a single run from an initial guess could terminate in local optima, we propose to run the deterministic NLP approaches using multiple potential initial guesses to search for the global optima.
The proposed hybrid method has two steps: (1) application of initial DE algorithm, and (2) solution of the deterministic NLP. In the first step initially we apply the DE algorithm and monitor the diversity of the population members at each generation in terms of the cost or population variance. Whenever there is a dramatic change in the cost/population variance (as indicated for example by a 'knee' in the cost variance versus generation plot), we propose to terminate the DE algorithm at this step and store the available best population members. In the second step the solution obtained from the first step is used as an initial guess for solving the deterministic NLP problem to global optimality.
Quantitatively, the knee can be described as an abrupt change in the cost variance with orders of magnitude difference in generation i to i þ1(s i ) s iþ1 ). Considering that there could be several abrupt changes or knees, and to avoid the omission of global solutions, the quantitative termination criteria for the initial DE algorithm is defined to be either of the following two cases: (1) until there is no further improvement in the objective function of the deterministic NLP solution for two successive knees, or (2) s i 1, which ever occurs earlier. The second termination condition is more rigorous in the sense that for the cost variance to reach less than or equal to 1, in the worst case, the complete classical DE algorithm may sometimes need to be enumerated. But in most cases the first termination criteria is general, that the initial DE would be terminated much before the completion of the classical DE algorithm (as demonstrated in most of the examples later), thus improving the efficiency of the overall solution.
Within the scope of the benchmark problems that are discussed in the next section, we compare the performance of three algorithms discussed above. In the sequel, we term the direct application of the DE algorithm to an MINLP problem, with integer rounding off during objective function evaluation, as Integer-DE. The application of the DE algorithm to the transformed NLP problem (i.e., with the binary condition of (1) incorporated as a constraint) is termed as NLP-DE. Lastly, the proposed hybrid algorithm, in which either Integer-DE or NLP-DE is first used to generate initial solutions followed by a deterministic NLP solver to ensure faster rates of convergence, is termed as Hybrid-DE. In the following case studies, we first compare the Integer-DE algorithm with the NLP-DE algorithm and show the relative merits of each. We then show that the proposed hybrid algorithm (Hybrid-DE) outperforms both the versions of the DE algorithm (viz. Integer-DE and NLP-DE), in terms of computation time and thus exhibits relatively superior rates of convergence to the global optimum. In most of the examples, the hybrid method is described using both Integer-DE and NLP-DE in the first step, as there is no hard-and-fast rule about which method to be used. Generally, the Integer-DE is recommended for generation of the initial solution, because in the first few generations of the DE algorithm, the NLP-DE is sometimes slower because of the satisfaction of the binary condition being expressed as penalty function in the objective function. And when closer to the optimum, Integer-DE is generally slower may be because of the disconnectedness between the continuous treatment of binary variables in the algorithm and the rounding off of the integer requirements in the objective function evaluation.
CASE STUDIES ON SOME MINLP PROBLEMS
Six case studies are considered here from known representative/bench mark problems from the MINLP literature with increasing problem size. The seventh case study considered is a continuous plant scheduling problem consisting of three products and two stages and is representative of the medium-size scheduling problems that are encountered in the chemical process industry (Munawar et al., 2003) . The problem sizes along with the number of variables (binary and continuous) and constraints for all of the problems considered are given in Table 1 .
Case Study 1
The following problem (CS-1) with one binary and one continuous variable was proposed by Kocis and Grossmann (1988) ; and was also solved by Floudas et al. (1989) , Ryoo and Sahinidis (1995) and Cardoso et al. (1997) .
The global optimum is (x, y; f) ¼ (0.5, 1; 2). The first nonlinear inequality constraint contains a non-convex term for the continuous variable x. This MINLP problem is solved in GAMS (Brooke et al., 1998) using SBB in 0.059 sec. All the computation times reported in this paper are generated on Pentium 4, 1.6 GHz machine (with 256 MB RAM). A comparison of the computational times for all the case studies is summarized towards the end in Table 16 .
The binary condition on y, equation (1), is applied and the problem is converted into an equivalent NLP by replacing y by a continuous variable z [ [0, 1] as follows:
In the present study, this problem is solved in GAMS using the available NLP solvers SNOPT (using SQP) and CONOPT2 (using GRG) in 0.031 sec. Since the problem CS-1A is still non-convex, depending on the initial guess as shown in Table 2 , local solutions and sometimes global solutions have been obtained. As this is a small case study, all possible initial guesses have been explored. From Table 2 it can be seen that SNOPT yields several local minima. For z ¼ 0.5, CONOPT2 fails for all x, while SNOPT solves and yields global optima as well. It is also seen that the algorithms are also sensitive to the initial guesses in z. For example, for an initial guess of z ¼ 0.25 and 0.4, depending on initial guess of x, it is seen that z takes either 0 or 1 in the optimal solution. These results further justify that the strategy related to rounding off to the nearest integer does not always yield satisfactory solutions.
Note on Convexification
For convexifying the nonlinear term x 2 in the binary constraint x 2 x 2 ¼ 0 of (1), Smith and Pantelides (1999) suggested the following symbolic reformulation using another variable w.
However, the convexified model of (4) now just ensures 0 x 1, and it does not enforce x to take either 0 or 1 for all feasible points of x. Hence, when the above case study was solved using this convexified model, depending on the initial guess, fractional values were also obtained for the binary variables in the optimal solution using SNOPT and CONOPT2. In the enumeration of the branch and bound tree may be if we continuously update the lower and upper bounds in the symbolic reformulated constraints then the x values may finally converge to either 0 or 1. If we apply the exponential transform for convexification of the binary condition, as suggested by Harjunkoski et al. (1998) , the problems remain non-convex as the function e
x -e 2x is again non-convex.
Results Using Integer-DE
If we use DE for directly solving the problem CS-1 as MINLP with the traditional truncation operator applied for integer requirements while evaluating the objective function, with strategy 10 and random seed of 99, the problem is solved to the same global optimality of a specified accuracy in about 35 generations. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 3 . For each of the example problems in this paper, the different DE versions are tried with different random seeds, strategies and different key parameters, and the best solutions are reported after trial-and-error. (For the same example also, the Integer-DE and NLP-DE are found to perform differently with different seed, strategy and key parameters, perhaps because of the difference in the way the integer requirements are enforced.) Here it can be observed that DE has slower convergence closer to the optimum (w.r.t. the results discussed later in Table 4 ); the reason for this could be attributed to the disconnectedness introduced due to rounding off the integer values only during the objective function evaluation. Also, a plot of the cost variance (C var ) at each generation is shown in Figure 4 . The key parameter values of DE used here are: NP ¼ 20, F ¼ 0.9, CR ¼ 0.8.
Results Using NLP-DE
For the NLP problem CS-1A if we apply DE with the usage of the binary condition for enforcing integrality constraints, the problem is solved to the same global optimality in about 14 generations with strategy 1 and random seed of 10. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 4 . Since the cost function has same penalty for violations of the integrality constraints, in the initial generations the cost variance is zero here, perhaps because none of the population members satisfy the integrality constraints initially. Also a plot of the cost variance (C var ) at each generation is shown in Figure 5 . The key parameter values of DE used are:
Results Using the Proposed Hybrid Method (Hybrid-DE)
Since the traditional DE algorithm has slower convergence as shown in Table 3 , instead of continuing DE up to 56 generations we can prematurely stop the DE algorithm at a point where C var changes dramatically (at generation 8 for this problem) and switch to the local deterministic NLP solution of CS-1A using SNOPT/CONOPT2 in GAMS. Hence the initial guess here for use in deterministic NLP algorithm for CS-1A is
It is found that the NLP problem is easily solved to global optimality using SNOPT in GAMS in just two additional iterations of the deterministic NLP solver in 0.031 s.
For MINLP problems involving more than one binary variable the binary condition of (1) can be generalized as follows:
This binary condition was plotted earlier in Figure 1 for the single variable case. From this figure it can be observed that x(1 -x) is never negative within the specified bounds and hence the only way the inequalities of (5) can be satisfied is as an equality. This new constraint is utilized in the subsequent case studies that involve several integer variables.
Case Study 2
The following is a mixed 0-1 polynomial (M01P) problem (CS-2) with three binary and two continuous variables, which was studied by Chang and Chang (2000) .
The global optimum is (y 1 , y 2 , y 3 , x 1 , x 2 ; F)¼(1, 1, 0, 2, 2; 22).
This MINLP problem is solved in GAMS using SBB in 0.141 sec. For linearizing the bilinear terms in the objective function and the first constraint, Chang and Chang (2000) proposed three extra continuous variables and seven auxiliary linear constraints, thus converting the original MINLP into an MILP. In this study, the binary condition on y, equation (5), is applied as an equality and the problem is converted into an equivalent NLP by replacing all the three binary variables y 1 , y 2 , y 3 [ {0, 1}, by continuous 
Hence, the use of the integrality constraint (1) leads to only one additional constraint and the problem results in an equivalent NLP; it must be noted that the earlier work by Li and Chang (1998) suggested four constraints for every bilinearity involved. When this problem (CS-2A) is solved in GAMS using the available NLP solvers, it is observed that with no initial guess SNOPT yields a global optimum but CONOPT2 fails to find even a feasible solution. When initial guesses are provided, both SNOPT and CONOPT2 get trapped in local optimal solutions most of the times, and depending on the initial guess sometimes global solutions have also been obtained.
Using DE, generally it becomes difficult to handle nonlinear equality constraints. However, from every equality constraint potentially one dependant variable can be eliminated. For instance, Costa and Oliveira (2001) also eliminated the equality constraints while applying the evolutionary algorithms for solving MINLP. Hence, the problem has been reformulated by eliminating the continuous variable x 2 from the second equality constraint. However, regarding the equality constraint for the binary transformation, we did not encounter any problems as it anyway has one solution either 0 or 1. If there are any possible problems, then the binary inequalities of (5) can also equivalently be used.
Results Using Integer-DE
If we use DE for solving this (CS-2) problem after equality elimination (as MINLP) with the truncation operator applied for enforcing integer requirements, for a random seed of 99, the problem is solved to the same global optimality in about 13 generations using strategy 1. The key parameter values of DE used are: NP ¼ 40, F ¼ 0.9, CR ¼ 0.8. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 5 . Also a plot of the cost variance (C var ) at each generation is shown in Figure 6 .
Results Using NLP-DE
The equivalent NLP problem of (CS-2A) is transformed into the following problem after equality elimination.
For the NLP problem CS-2B if we apply DE, the problem is solved to the same global optimality in 18 generations with strategies 5 and 10 for a random seed of 9999. The key parameter values of DE used are: NP ¼ 40, F ¼ 0.9, CR ¼ 0.8. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 6 . Also a plot of the cost variance (C var ) at each generation is shown in Figure 7 .
Results Using Hybrid-DE
In both the above versions of the DE algorithm, for this problem it can be observed that the global solution is already contained in the first generation itself and hence a Figure 6 . Cost variance for case study 2 (after equality elimination) using Integer-DE. switch to the deterministic NLP algorithm at any of the abrupt changes of cost variance (for instance at fifth generation in Table 5 , or eighth/13th generations in Table 6 ), was found to easily take the initial guess to global optimality in just two additional iterations in 0.039 s using SNOPT in GAMS.
Case Study 3
This is a test problem with three continuous and four binary variables from Floudas et al. (1999) which is also solved by Ryoo and Sahinidis (1995) . The formulation is as follows:
y 1 þ x 1 1:2 y 2 þ x 2 1:8 4:64
The global optimum is (y 1 , y 2 , y 3 , y 4 , x 1 , x 2 , x 3 ; F) ¼ (1, 1, 0, 1, 0.2, 0.8, 1.908; 4.5796). This MINLP problem is solved in GAMS using SBB in 0.445 sec. When the transformed NLP version of this problem (CS-3) is solved in GAMS using the available NLP solvers (SNOPT and CONOPT2), generally it is observed that most of the times local optimal solutions have been obtained.
Results Using Integer-DE
If we use DE for directly solving this problem as MINLP with the truncation operator applied for integer requirements, for a random seed of 999, the problem is solved to the reported global optimality in about 94 generations using strategy 6. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 7 . Also a plot of the cost variance (C var ) at each generation is shown in Figure 8 .
Results Using NLP-DE
Using DE, the NLP problem with the binary condition of (5), is also solved to the same global optimality with strategy 8 for a random seed of 9999 in 237 generations. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 8 . Also a plot of the cost variance (C var ) at each generation is shown in Figure 9 . For both versions of the DE, the key parameter values of DE used are:
For this case study using the binary condition for enforcing integer requirements is actually taking more generations to converge, perhaps because initially for satisfying this binary condition itself it consumes many generations. However, both versions of the DE algorithm (viz. Integer-DE and NLP-DE) take more generations for fine tuning of the objective function. The hybrid method shown below speeds up the overall convergence.
Results Using Hybrid-DE
The 'knee' of the cost variance for Integer-DE in Table 7 occurs at 14th generation at which the initial guess for use in GAMS is the following: Similarly, for the NLP-DE in Table 8 the 'knee' of the cost variance occurs at 24th generation. Though this knee occurs at the 24th generation but the corresponding C min Figure 7 . Cost variance for CS-2B using NLP-DE. is already found at fifth generation itself, from where the following initial guess can be used in GAMS NLP solvers.
From both these initial guesses the NLP problem is easily solved to global optimality in GAMS using SNOPT in additional four iterations in 0.062 s.
Case Study 4
This is a process synthesis problem for simultaneous determination of the optimal structure and operating parameters for a process so as to satisfy given design specifications, which is solved by Duran and Grossmann (1986) by the outer approximation algorithm. In the formulation a 0-1 variable (y) is associated with each process unit to denote its potential existence in the final optimal configuration. The continuous variables (x) represent the process parameters such as flowrates of material. The nonlinearities in the model are mainly due to intrinsic nonlinear inputoutput performance equations for some of the process units. The formulation of the problem leads to a MINLP as described below: The global optimum (Duran and Grossmann, 1986 ) is y Ã ¼ fy i ; i ¼ l,. . .,8g ¼ f0,1,0,1,0,1,0,1g x Ã ¼ fx j ; j ¼ 3, 5, 10, 17, 19, 21, 9, 14, 25g ¼ f0, 2, 0.46784, 0.5848, 2, 0, 0, 0.2667, 0.5848g, F Ã ¼ 68.0097 Initial guess provided in literature (Duran and Grossmann, 1986) 
This problem when solved as an MINLP in GAMS using the SBB solver gives the reported global optimal solution in 0.688 s. When solved as an NLP in GAMS, using the binary conditions, with the above initial guess provided in the literature only local optimal solutions are obtained.
Results Using Integer-DE
When solved directly as MINLP in DE using the truncation method for handling binary variables, the problem is solved to global optimality in 196 generations with strategy 8 for a random seed of 99. For some representative generations the cost variance (C var ) and the best solution found (C min ) until a given generation (G) are shown in Table 9 . Also the plot of the cost variance (C var ) at each generation is shown in Figure 10 .
Results Using NLP-DE
When solved as an NLP in DE with the binary condition, the problem is solved to the same global optimality in about 300 generations with strategy 8 for a random seed of 999. The 'knee' of the cost variance is not seen clearly in the plot due to the large values of the cost (on y-axis) in the initial generations and hence the cost variance (C var ) and the best solution found (C min ) until a given generation (G) for some representative generations are shown in Table 10 .
Results Using Hybrid-DE
The 'knee' of the cost variance for Integer-DE in Table 9 occurs at 40th generation at which the initial guess for use in GAMS is the following: 3, 5, 10, 17, 19, 21, 9, 14, 25} ¼ {0, 2, 0, 0, 2, 0, 0, 0:267, 0}; F 1 ¼ 81:42
Similarly for the NLP-DE the 'knee' of the cost variance in Table 10 occurs at 49th generation at which the initial guess for use in GAMS is the following: 5, 10, 17, 19, 21, 9, 14 , 25} 
Case Study 5
This problem (CS-5) addresses the optimal design of multi-product batch plants and is studied by many authors (Grossmann and Sargent, 1979; Kocis and Grossmann, 1988; Salcedo, 1992; Cardoso et al., 1997; Costa and Oliveira, 2001 ). The mathematical formulation for this problem (CS-5) is given in Appendix B. It is to be noted that the inequality constraints for volumes and the equations for the number of parallel units are linear, but the rest of the model involves nonlinear, quasi-convex and non-convex functions. This nonconvex MINLP problem is solved in GAMS using SBB in 0.32 s.
Convexification
Kocis and Grossmann (1988) applied logarithmic transformations for the above model and converted it into a convex MINLP problem and solved it using outer approximation with equality relaxation algorithm. This convexified MINLP problem is now solved in GAMS using SBB in 0.305 sec. To convert this convexified problem into an equivalent NLP, we now additionally replace all binary variables Y kj by continuous variables Z kj through the non-convex binary condition as shown in model CS-5A in Appendix B.
Both the non-convex and the convex versions of the above NLP problem are solved in GAMS using the available NLP solvers. For the non-convex problem CS-5, using SNOPT as the NLP solver, most of the optimal solutions get trapped in local optimum and sometimes depending on the initial guess provided the global solution is also obtained. If no initial guess is provided SNOPT finds a local optimum, while CONOPT2 fails to find even a feasible solution. With initial guess provided, using CONOPT2 the initial guess is retained intact in the optimal solution.
For the convexified model CS-5A, SNOPT finds the global optimal solution when no initial guess is provided, while CONOPT2 again fails to find a feasible solution. With initial guess provided SNOPT gets trapped in the local optimum most of the times, while with CONOPT2 the initial guess is again retained intact in the optimal solution.
The stochastic approaches, as mentioned earlier, do not make any assumptions about the nature of the 68.0098 Figure 10 . Cost variance for CS-4 using Integer-DE. convexity/concavity of the problem functions. And hence we do not necessarily need to convexify the problems before we apply DE, although for completeness we discuss some the results using both the nonconvex and convexified models.
Results Using Integer-DE
For the original MINLP problem in its nonconvex form, DE takes 1057 generations for solving to global optimality with strategy 3 for a random seed of 99, and for the convexified MINLP model DE takes about 912 generations with strategy 1 for the random seed of 99 as shown in Table 11 . In both these cases it may be observed that C var is yet to reach zero while C min is already optimum, hence the DE algorithm takes many generations further for pruning this solution.
Results Using NLP-DE
When solved as an NLP in the DE framework using the NLP-DE algorithm, the original nonconvex model with the binary condition, gets solved in 1170 generations with strategy 7 for a random seed of 9999, while for the convexified model DE takes 1888 generations to find the global optimal solution with strategy 10 for a random seed of 99 as shown in Table 12 .
Results Using Hybrid-DE
It can be seen that for Integer-DE and NLP-DE, a substantial number of generations are used for convergence closer to the optimum. Therefore, we attempted the hybrid approach of using DE to quickly generate good initial guesses for use in standard NLP solvers of GAMS. The generation corresponding to the 'knee' in the cost variance is shown using an arrow in Tables 11 and 12 for both the convexified and nonconvex models, all of which take the deterministic NLP in GAMS to the same global optimum solution, except for the nonconvex NLP-DE in Table 12 (a), for which the GAMS solution for the first 'knee' was a local optimum and hence the initial guess, from the second 'knee', given below, was used for obtaining the global optimum solution.
(N 1 ; N 2 ; N 3 ; V 1 ; V 2 ; V 3 ; B 1 ; B 2 ; T L1 ; T L2 ; FÞ ¼ ð1; 1; 1; 568:85; 843:3; 1169:68; 278:6; 118:4; 20; 16; 42814:57Þ With this solution as the initial guess the problem is easily solved to global optimality in GAMS using SNOPT in additional 43 iterations in 0.039 s. Here the solution time for the overall hybrid method is observed to be much smaller when compared with the results for both versions of the DE algorithm, although the MINLP problem using SBB solves faster in this case (shown later in Table 16 ).
The key parameter values of DE used in all the above instances of this case study are:
Case Study 6
In this case study (CS-6), addressed by Westerlund et al. (1994) , the aim is to identify the least costly configuration of centrifugal pumps that achieves a pre-specified pressure rise based on a given total flow rate. A three-level pump network superstructure is considered, where each level corresponds to a different pump type with a possibility of three pumps that can be in parallel and again with another possibility of three pumps that can be in series in each parallel line at each level, thus giving rise to 3 9 combinations of pump configurations. The objective is to minimize the annualized network cost given three different pump types. The nomenclature and the mathematical formulation for this problem (CS-6) is given in Appendix B. The parameter values are given in Table 13 . The capital costs are annualized (C i ) by multiplying the fixed pump costs by a factor of 0.1627 which corresponds to a 10% interest rate and a 10 year life. The operating costs (C 0 i ) are based on 6000 hours per year and an electricity cost of 0.3 FIM/kWh. Here FIM denotes Finmark.
To avoid redundancy and to help reduce the complexities the following additional constraints are used (Adjiman et al., 2000) , by setting the variable associated with a particular level to zero when that level does not exist. An explicit formulation of this problem is given in Floudas et al. (1999) . Thirty-seven local minima have previously been reported for this problem by Westerlund et al. (1994) , who solved this problem only locally. Using the symbolic reformulation of the global optimization algorithm of Smith and Pantelides (1999) , the solution is reported to take over 12 h of CPU time on a Sun SPARC station 10/51; and using the aBB algorithm for global optimization of Adjiman et al. (2000) , the solution is reported to take 927 CPU seconds on a HP-C160.
In this work the available model from the GAMS model library when solved directly as MINLP, using SBB (with SNOPT for NLP), the global optimal solution took 3.895 CPU seconds on Pentium 4, 1.6 GHz machine (with 256 MB RAM). However, in the optimal solution for x 3 ¼ 0, some nonzero values of z 3 and other variables as well are obtained. To avoid such redundancies the following constraints are enforced here:
The first constraint here not only forces z i to be zero when x i is zero, but additionally when z i ¼ 1 it ensures a minimum split of the total flowrate. Here x min ¼ 0.001 is used. Similarly, the other two constraints here enforce a minimum of one parallel line with one pump in series when z i ¼ 1. When the problem CS-6 is solved as an NLP in GAMS with the available solvers SNOPT/ CONOPT2, with the binary condition of (5) depending on the initial guess provided most of the times local optimal solutions have been obtained.
Results Using DE
For solution with DE, the independent variables considered are the 15 binary variables: Yp ik , Ys ik , z i ; and six continuous variables: v i , v i . The variables Np i and Ns i are eliminated from the equality constraints and the remaining variables are considered as dependent variables. Using DE both, Integer-DE and NLP-DE take more than 30 000 generations for solving it to global optimality. Hence, the Hybrid-DE is used here for quickly generating some good initial guesses using DE, and then the NLP problem is solved in GAMS from these initial guesses.
For instance, the problem is solved using Integer-DE in about 1000 generations using strategy 2 for a random seed of 999 and for NP ¼ 210, F ¼ 0.9, CR ¼ 0.8, to obtain the following solution: The Hybrid-DE algorithm was next attempted using both these initial guesses, which were generated in less than 1 CPU sec. The NLP problem was solved using GAMS to the reported global optimality using SNOPT in 0.488 sec. Thus the total solution time for the Hybrid-DE was 1.488 seconds which is a substantial reduction when compared with the solution times using MINLP solvers on GAMS (3.895 s) as reported above.
Case Study 7
In this case study (CS-7), a simpler instance of the cyclic scheduling problem discussed in Munawar et al. (2003) is considered, which is an extension of the work done by Pinto and Grossmann (1994) for incorporating the slopping losses and for accounting inverted triangular inventory profiles. Consider the plant topology as shown in Figure 11 with two sequential stages (stages 1 and 2) for production of three product grades (A, B and C), referred to as the 3P2S problem for simplicity. Finite inventory storage is considered only for the intermediate grades, while for the feed and product grades unlimited storage capacity is assumed. The nomenclature and the mathematical formulation for this problem (CS-7) is given in Appendix B.
The detailed cyclic scheduling of the 3P2S problem accounting slopping losses and with rigorous inventory constraints has 207 variables (24 binary variables) and 208 constraints. The demand rates for the products A, B and C are 100, 150 and 250 m 3 h 21 ; and the sale prices for these products are: 15, 40, and 65 $/m 3 respectively. The yield is considered as 1 for all grades in both the stages for simplicity. The inventory costs are assumed to be $15/m 3 and the upper bound on maximum breakpoint for each intermediate grade is assumed to be 30 m 3 . The average processing rates, the sequence and stage dependent transition times and costs are given in Table 14 .
Results Using GAMS
The MINLP model has several bilinearities and nonlinearities. With maximization of profit as the objective function, when this model is directly solved on GAMS using the available standard solvers, it was found that the solutions differed based on the MINLP solver that was Figure 11 . Problem topology for 3P2S problem of chosen. Table 15 represents the nature of the solutions obtained with each of these solvers.
The model was initially solved with SNOPT or CONOPT2 as the solver at the root node for the RMINLP (relaxed MINLP problem as shown in the first column of Table 15 ) to generate a feasible solution for use in MINLP. Then SBB was used as the MINLP solver, again with SNOPT or CONOPT2 as the solvers at the root node. For the NLP sub-problems at each subsequent node, if one solver fails to obtain a feasible solution then another solver is tried as per the sequence given in Table 15 . For different solver permutations four different solutions (local and global) were obtained after convergence. For some of the other solver combinations GAMS reports the problem to be infeasible. It can be seen that depending on the solvers used, different local and global solutions can be realized with the objective functions at $44 428.6, $45 620.6, $48 396.87 and $48 800.69. The Gantt chart and the inventory profiles for the global solution corresponding to the objective function of $48 800.69 are shown in Figures 12 and 13 , respectively. The dark bands in the gantt chart represent the transition time. The MINLP problem took 12.367 CPU sec, however as can be seen from Table 15 the problem yields different solutions with different solvers.
Results Using DE
Using DE both, Integer-DE and NLP-DE took more than 20 000 generations and 2700 CPU sec for solving the 3P2S problem to the same global optimal solution of $48 800. Hence, the Hybrid-DE is used here for quickly generating some good initial guesses using DE, and then the NLP problem is solved in GAMS from these initial guesses. For instance, the problem was solved using Integer-DE in about 15 generations and 2.53 CPU sec using strategy 6 for a random seed of 9, with NP ¼ 270, F ¼ 0.9, CR ¼ 0.8 to obtain an initial guess. Using this initial guess, the deterministic NLP solution in GAMS took 0.078 CPU seconds for solving to the same global optimal solution. Thus the total solution time for the Hybrid-DE was 2.608 s which is a substantial reduction when compared with the solution times using MINLP solvers on GAMS (12.367 seconds) as reported above. However, there is a word of caution that the choice of the DE strategies and the key parameters also has similar effect as that of the choice of the NLP solver used in SBB, and that Hybrid-DE is also not an exception for being entrapped in local optima.
The solution times for all the case studies generated on Pentium 4, 1.6 GHz machine (with 256 MB RAM) are summarized in Table 16 for a quick comparison.
From this table it may be observed that the GAMS NLP solution always outperforms the corresponding GAMS MINLP solution in terms of the computation times. In most cases, the hybrid method seems to be better than the deterministic MINLP solution. Additionally, by using the hybrid method the chances of finding the global optimum are also better. Also as seen earlier (case study 7), it is less likely to get stuck in local optima. In general, the hybrid method is found to outperform and improve the convergence rate of both versions of the DE algorithm, viz. Integer-DE and NLP-DE. Although within the scope of the examples considered in this paper global optimal solutions have been obtained using Hybrid-DE, the guaran- Figure 12 . Gantt chart schedule for the 3P2S problem of CS-7. tee of global optimality still remains an issue to be addressed.
CONCLUSIONS
In this paper, alternate ways of solving MINLP problems are explored by converting the MINLP problems to equivalent NLP by using the binary conditions. Conversion of MINLP problems to NLP is generally desirable to avoid the complexities arising due to handling of integer variables like bilinearities and the combinatoriality. While solving some of the benchmark problems from the MINLP literature, it is generally found that the available NLP solvers alone (like SNOPT/CONOPT2 in GAMS) are not robust enough to solve the resulting NLP problem to global optimality as they are highly dependent on the initial guess provided. On the other hand population based stochastic approach like DE consumes long computational times and has slow convergence close to the optimum, though global solutions are obtained most of the times. More over, using the binary conditions sounds technically better than the traditional truncation operation used for forcing the integrality requirements. To improve the convergence rate of DE closer to the optimum, in this work a hybrid method has been proposed, where we switch to the deterministic NLP solution after a 'knee' in the cost variance is observed during the progress of the DE algorithm. The proposed hybrid algorithm (Hybrid-DE) outperforms both the versions of the DE algorithm (viz. Integer-DE and NLP-DE) in terms of computation time and exhibits relatively superior rates of convergence to the global optimum. The hybrid method generally seems to be promising within the scope of the case studies considered in this work, though the guarantee of the global optimality still remains an issue. Nevertheless the hybrid method may be useful in obtaining quick solutions to difficult MINLP problems without the need for worrying about the complexities arising due to integer/discrete variables.
ABBREVIATIONS

Integer-DE
The classical DE algorithm to an MINLP problem, with integer rounding off during objective function evaluation.
NLP-DE
The application of the DE algorithm to the transformed NLP problem with the binary condition.
Hybrid-DE
The proposed hybrid algorithm, in which either Integer-DE or NLP-DE is first used to generate initial solutions followed by the global solution using a deterministic NLP solver.
The manuscript was received 27 October 2004 and accepted for publication after revision 12 August 2005. (Price and Storn, 2004) depending upon the type of problem for which DE is applied. The strategies can vary based on the vector to be perturbed, number of difference vectors considered for perturbation, and finally the type of crossover used. The following are the ten different working strategies proposed by Price and Storn (2004) :
(1) DE/best/1/exp (2) DE/rand/1/exp (3) DE/rand-to-best/1/exp (4) DE/best/2/exp (5) DE/rand/2/exp (6) DE/best/1/bin (7) DE/rand/1/bin (8) DE/rand-to-best/1/bin (9) DE/best/2/bin (10) DE/rand/2/bin The general convention used above is DE/u/v/w. DE stands for Differential Evolution, u represents a string denoting the vector to be perturbed, v is the number of difference vectors considered for perturbation of u, and w stands for the type of crossover being used (exp: exponential; bin: binomial). Thus, the working algorithm outlined above is the seventh strategy of DE i.e., DE/rand/1/bin. Hence the perturbation can be either in the best vector of the previous generation or in any randomly chosen vector. Similarly for perturbation either single or two vector differences can be used. For perturbation with a single vector difference, out of the three distinct randomly chosen vectors, a weighted vector differential of any two vectors is added to the third one. Similarly for perturbation with two vector differences, five distinct vectors, other than the target vector are chosen randomly from the current population. Out of these, the weighted vector difference of each pair of any four vectors is added to the fifth one for perturbation. In exponential crossover, the crossover is performed on the D variables in one loop until it is within the CR bound. The first time a randomly picked number between 0 and 1 goes beyond the CR value, no crossover is performed and the remaining D variables are left intact. In binomial crossover, the crossover is performed on each of the D variables whenever a randomly picked number between 0 and 1 is within the CR value. So, for high values of CR, the exponential and binomial crossovers yield similar results. The strategy to be adapted for each problem is to be determined separately by trial and error. A strategy that works out to be the best for a given problem may not work well when applied for a different problem.
Choosing the Key Parameters of DE
Choosing NP, F and CR depends on the specific problem applied and is often difficult. However, some general guidelines are available. Normally, NP should be about five to 10 times the number of parameters in a vector. As for F, it lies in the range 0.4 to 1.0. Initially F ¼ 0.5 can be tried then F and/or NP is increased if the population converges prematurely. A good first choice for CR is 0.1, but in general CR should be as large as possible (Price and Storn, 1997) . The best combination of these key parameters of DE for each of the above mentioned strategies may again be different. Price and Storn (2004) have mentioned some simple rules for choosing the best strategy as well as the corresponding key parameters. Among the advantages of DE are its simple structure, ease of use, speed and robustness. In the recent past, DE has been successfully applied for solving several complex problems and is now being identified as a potential resource for accurate and faster global optimization.
The values of S ij and t ij are: The global optimum is (N 1 , N 2 , N 3 , V 1 , V 2 , V 3 , B 1 , B 2 , T L1 , T L2 ; F) ¼ (1, 1, 1 , 480, 720, 960, 240, 120, 20, 16; 38499.8) .
The convexified model with the binary condition for this case study is as follows:
a j exp (n j þ b j v j ) (investment cost) subject to The nomenclature is as follows: The global optimum configuration involves two levels and four pumps (Floudas et al., 1999) : 
Case Study 7
The following is the nomenclature used in this model: 
Constraints (8) enforce unique allotment of a grade to a slot with no grade repetitions within a cycle. Similarly, the transition variable z ijkm is uniquely defined by constraints (9) and is a continuous variable between 0 and 1. Whenever there is transition from grade j, being produced in slot k 2 1, to a grade i, to be produced in the current slot k, then z ijkm ¼ 1, else it is zero. The non-negativity inequalities of (10) ensure that when a product is not assigned to a slot the corresponding start, end and processing times are all zero. Constraint (11a) defines the start time of processing of the first slot in any cycle, while for all other slots the start time of processing constraint is defined by (11b). The equations (10) and (11) 
