Chemical turbulence in the oscillatory catalytic CO oxidation on Pt͑110͒ is suppressed by means of focused laser light. The laser locally heats the platinum surface which leads to a local increase of the oscillation frequency, and to the formation of a pacemaker which emits target waves. These waves slowly entrain the medium and suppress the spatiotemporal chaos present in the absence of laser light. Our experimental results are confirmed by a detailed numerical analysis of one-and two-dimensional media using the KrischerEiswirth-Ertl model for CO oxidation on Pt͑110͒. Different control regimes are identified and the dispersion relation of the system is determined using the pacemaker as an externally tunable wave source.
I. INTRODUCTION
Spontaneously emerging dissipative structures are a hallmark of dynamical systems far from thermodynamic equilibrium ͓1͔. Self-organizing structures arise in such systems as a consequence of the underlying nonlinear dynamics. A lot of research in this field is focused on low-dimensional systems and complex behavior in the time domain such as oscillations and deterministic chaos ͓2͔. In parallel, research efforts also consider pattern formation in high-dimensional, spatially extended nonequilibrium systems ͓3͔. Besides the classical hydrodynamic instabilities, systems of the reactiondiffusion type are among the most widely studied examples ͓4͔. In spite of large progress, major problems remain unresolved, such as the theory and description of spatiotemporal chaos, which stimulates ongoing research in this open and active field.
Similar phenomena of self-organization can be often observed in dynamical systems of very different microscopic nature. In such cases, the underlying equations can be reduced to coarse-grained descriptions that belong to the same overall category of dynamical behavior ͓5͔. Excitability, for example, can be encountered in nerve cells, as well as in chemical reactions, cardiac tissue, and population dynamics ͓6͔. For this reason, spatiotemporal pattern formation is commonly studied in well-established laboratory systems since the results obtained from such laboratory models can be used to understand the behavior of a whole class of dynamical systems. The classical laboratory setup to study pattern formation in chemical systems is the Belousov-Zhabotinsky ͑BZ͒ reaction ͓7͔, the homogeneously catalyzed oxidation of malonic acid by bromate. Improvements in the experimental setup, in particular the introduction of continuously fed open gel reactors ͓8͔, have greatly widened the range of accessible phenomena that can be studied in this system.
Besides reactions in aqueous phase, a set of heterogeneous catalytic surface reactions has been established as a laboratory system to study pattern formation in twodimensional reaction-diffusion systems ͓9,10͔. The most prominent example among these reactions is the catalytic CO oxidation on Pt͑110͒ which shows a rich variety of spatiotemporal concentration patterns including traveling pulses, standing waves, and target patterns as well as spiral waves and chemical turbulence ͓11͔. While the reaction scheme of the BZ system is complex, the mechanism of the catalytic CO oxidation is relatively simple and each elementary step has been individually studied using surface scientific diagnostics ͓12͔. A three-variable kinetic reaction model was designed that has been successfully applied to describe most of the experimentally observed dynamical features ͓13͔.
In recent years, research interests have shifted from analyzing and understanding the spontaneously emerging spatiotemporal patterns to actively influencing and manipulating the formation of structures in dynamical systems ͓14͔. Efforts were made to guide self-assembly with the goal of finding new engineering paradigms for the design of complex nonequilibrium structures ͓15͔. Extensions and refinements of the classical laboratory systems have set the stage for research on the fundamental aspects of this topic. For both the BZ reaction and the catalytic oxidation of CO on platinum, modifications have been introduced that turn the system into an externally addressable active medium. For example, in the case of the BZ reaction, a light-sensitive variant was designed ͓16͔ that allows global as well as local control of the dynamics by illumination of the medium ͓17-19͔.
For the catalytic CO oxidation on Pt͑110͒ the experimental setup has been extended such that the dynamics can be manipulated globally as well as locally. Global system parameters can be modulated by real-time control of partial pressures in the reactor. This approach has been extensively used to study pattern formation under global delayed feedback ͓20͔. The stabilization of feedback-induced patterns has been investigated ͓21͔, as well as control and suppression of spatiotemporal chaos ͓22͔. Also length-scale sensitive feedback schemes have been considered ͓23͔. The experiments on feedback control were complemented by numerical simulations using a realistic reaction model ͓24,25͔ and by more general theoretical analysis in the framework of the complex Ginzburg-Landau equation ͑CGLE͒ ͓26-28͔. Furthermore, global periodic forcing has been implemented to explore different subharmonic regimes of resonant pattern formation ͓29,30͔.
Besides global control, also local addressing of system dynamics could be implemented in the CO oxidation system. By means of a focused laser beam the kinetic parameters can be changed in a confined region via localized heating ͓31͔. This approach has been successfully applied to initiate ͓32͔ and manipulate propagating reaction-diffusion waves ͓33͔, to enhance surface catalytic reactivity ͓34-36͔, to perform localized periodic forcing ͓37͔, and to induce target patterns ͓38͔. The combination of dynamic local control by focused laser light and stationary microstructures gave new insights into the propagation behavior and stability of patterns in this system ͓39,40͔.
The high flexibility in applying global and local forces to the system opens up opportunities to experimentally explore new control strategies. In particular, control of spatiotemporal chaos is a field of intense research ranging from the fundamental sciences to engineering and medicine problems ͓41͔. Besides the application of global forces, local stimulation seems a promising perspective to implement control schemes of low invasiveness that induce synchrony by applying only minimal perturbations. In a reaction-diffusion system, target patterns are the most obvious choice to transport the information of a localized control input, thereby exerting a nonlocal, synchronizing impact. They consist of concentric waves that are periodically emitted from a central pacemaker. Target patterns are ubiquitous spatiotemporal structures in reaction-diffusion systems and were already reported by Zaikin and Zhabotinsky in their classical paper on the BZ reaction ͓42͔. Although they are mostly associated with local heterogeneities, also self-organized pacemakers and target patterns can emerge in uniform reaction-diffusion systems ͓43,44͔.
In a theoretical work, Jiang and co-workers have shown that spatiotemporal chaos can be controlled in the CGLE by a target pattern that grows and eventually entrains the entire medium ͓45͔. Recently, chemical turbulence in the catalytic CO oxidation has been characterized ͓46͔ and could be described by similar dislocation dynamics as the disordered states in the CGLE. Furthermore, we have demonstrated in previous work that target patterns can be initiated in a highly controlled fashion in catalytic CO oxidation using a focused laser beam ͓38͔. Together, these results prompted us to undertake a first investigation of turbulence control by artificially induced pacemakers that involves both experiments and numerical simulations. Preliminary results from this study have been recently presented in Ref.
͓47͔.
The paper is divided into an experimental and a theoretical part. First, we present the experimental setup and examples of how turbulent patterns can be suppressed by means of focused laser light in the experiment. It is analyzed how the degree of control varies when reaction parameters are changed. In the theoretical section, results from numerical simulations using the Krischer-Eiswirth-Ertl model for CO oxidation on Pt͑110͒ ͓13͔ are presented. Detailed control diagrams are calculated which show the dependence between applied control signal and the response of the system. Also, the dispersion relation of laser-induced wave trains is determined.
II. EXPERIMENTAL SETUP AND RESULTS
Experiments are performed using a Pt͑110͒ single crystal of 10 mm in diameter located in an ultrahigh-vacuum ͑UHV͒ chamber. For accurate control of the reaction parameters ͑temperature, CO and oxygen partial pressures͒, the chamber is equipped with a computer controlled gas dosing system, that allows for adjusting the partial pressures of CO and oxygen. The platinum sample is heated from the back with a halogen lamp. Reflection anisotropy microscopy ͑RAM͒ is used to image concentration patterns on the platinum surface. This method provides high spatial resolution ͑Ͻ10 m͒, a large working distance ͑Ͼ10 cm͒ necessary for UHV applications, and sufficient sensitivity to visualize subtle changes of the crystal surface during the propagation of reaction patterns ͓48-50͔. Images are taken with a video CCD camera at a rate of 25 images per second and stored on a DVD recorder. Local control of the surface reaction is achieved by focusing the light of an Ar-ion laser ͑wavelength 514 nm͒ onto the platinum surface. This creates a temperature heterogeneity on the catalyst which has a bumplike, almost Gaussian shape with a diameter of about 50 m and an amplitude of 3 K for a laser power of P Laser = 50 mW. Consequently, the reaction rate is locally increased, since several steps in the CO oxidation reaction are thermally activated. Stray light of this laser beam which is reflected into the imaging optics, is filtered out by means of an interference filter that allows only the wavelength of the imaging laser light ͑488 nm͒ to pass. Therefore, the laser spot is not visible in the images presented below. A sketch of the experimental setup is shown in Fig. 1 .
Experiments are conducted in the following way: After cleaning the Pt crystal by repeated Ar-ion sputtering and annealing at 900 K, the sample heating is switched on, and light of the Ar-ion laser is focused onto the center of the sample, so that the temperature of the platinum crystal ͑T͒ equilibrates at the desired value. The laser spot is then moved to the periphery of the sample. Since it not only influences the temperature locally but is also responsible for a global temperature increase of about 3 K, the laser must remain focused on the sample at all times. This is, because no active temperature control is used since the delay in a control loop would cause intolerable temperature fluctuations. The partial pressures of CO and oxygen ͑p CO and p O 2 ͒ are now adjusted in such a way, that turbulent oscillatory patterns can be observed. Then the laser spot is brought back to the center of the observed sample area. After a few seconds, a target pattern originating from the location of the laser spot starts to grow and eventually covers a large fraction of the observed area ͓Figs. 2͑a͒-2͑c͔͒.
This process can be understood by measuring the frequency at different locations on the surface. To this end, the recorded image sequence was stored on a computer and analyzed with MatLab. At selected points in the images the mean brightness in a 3 ϫ 3 pixel area ͑corresponding to approximately 6 ϫ 6 m 2 on the platinum surface͒ was determined and stored. The time series was Fourier transformed within an 80 s time window at the beginning of the sequence. This corresponds to a frequency resolution of 0.0125 Hz. Figure 2͑d͒ shows frequency spectra at the location of the laser spot ͑thick blue curve͒ and at points far away from the growing target pattern. The presence of the laser spot locally increases the frequency of oscillations by about 0.1 Hz. The growing phase difference between the oscillations at the laser focus and in the surrounding medium leads to the periodic emission of concentric waves at a rate of about one wave every 10 s. The laser spot has generated a pacemaker in the system. Note that the elliptical shape of the target pattern is due to an anisotropy in CO diffusion on the Pt͑110͒ surface. Figure 3 illustrates what happens, when the laser spot is moved across the surface after a target pattern has already evolved. The frequency at the old ͑position 1͒ and the new ͑position 2͒ location of the laser spot is analyzed by calculating the fast Fourier transform ͑FFT͒ of the time evolution of the local gray value in 20 s time windows shifted in intervals of 10 s. The frequency values plotted in Fig. 3͑c͒ are obtained by weighted averaging ͑with respect to the peak FIG. 1. ͑Color online͒ Experimental setup. Upon reflection at the platinum surface ͑sample͒ the light changes polarization because the Pt͑110͒ surface is optically anisotropic. When covered with CO, the optical properties of the crystal surface change slightly compared to a clean or oxygen covered surface. This is visualized using the polarizing beam splitter cube which acts as a filter. Light reflected from reactive surface areas is blocked, but light reflected from surface regions covered with CO can pass. The platinum surface is imaged onto the chip of a CCD camera using a simple achromatic lens. The light of an Ar-ion laser is focused onto the surface and can be positioned via computer controlled mirrors. Reproduced from ͓50͔. height͒ over the frequency spectrum close to the frequency peak. While at position 1 the frequency quickly drops to a value corresponding to the natural frequency of the system, at position 2 it increases slowly and reaches the value of the old pacemaker after 40 s. Despite the quick frequency drop, the old target pattern does not disappear instantaneously, but remains stable for more than 80 s. Its wavelength is slowly increasing, because the pattern must obey the dispersion relation of the system. While the wavelength for the laser induced 1.67 Hz oscillations is about =50 m this value increases to =90 m during the shown time interval after movement of the laser spot. From numerical results displayed below ͓Fig. 9͑b͔͒ it can be expected that a continuous phase diffusion process will asymptotically lead to a pattern with diverging wavelength, thus resembling uniform oscillations. However, since in the experiment uniform oscillations are unstable, the turbulent pattern outside the area covered by the diffusing target pattern will replace the regular wave pattern eventually. The degree to which control can be achieved depends on a number of parameters such as laser power, spot size, and, of course, the reaction parameters. It is obvious that too little laser power will only have a negligible influence on the system frequency, and no control will be observed. But is there an upper limit for the laser power? In the experiment, the effect of varying laser power is difficult to study systematically because it not only changes the control force but also the global temperature of the system. Therefore, the dependence of control efficiency on the oxygen partial pressure was measured. In Fig. 4 , an example of our experimental results is shown. In the beginning, the area heated by the laser spot emits a target pattern ͑a͒. Then, at t = 45 s the oxygen partial pressure was slightly decreased. A few seconds later, a breakdown of the target pattern is observed ͑b͒. The oxygen pressure was readjusted to a higher value at t = 95 s. Now the target pattern starts to grow again ͑c͒. A closer look at the space-time plots shown in Fig. 4͑d͒ reveals, that the collapse of the target pattern occurs through a number of phase slips. A similar effect has been observed in theoretical studies of the complex Ginzburg-Landau equation ͓51͔. Here, the emergence of phase slips has been attributed to the large difference between the natural frequency of the system and the frequency of the pacemaker. The surrounding medium is unable to follow the rapid oscillations of the wave source.
An analysis of the frequencies along the longer axis of the target pattern illustrates this process. Since we need a high temporal resolution we calculate the FFT in a 20 s window which is moved along the time axis in steps of 0.2 s. This gives an estimate of the change in local oscillation frequency over time. In a second step, these frequency values are used as initial conditions for an algorithm which fits sine functions to the data within 3 s time windows, for which an FFT-based algorithm would not provide sufficient resolution in frequency space. Figure 5 shows the frequencies at selected locations. It can be seen that in the beginning ͑t Ͻ 50 s͒ up to a distance of 10 from the position of the laser spot, the system oscillates at the same frequency as the pacemaker. When the oxygen pressure is decreased, the natural frequency of the system drops from 1.52 Hz to 1.47 Hz while the pacemaker maintains a constant frequency. Thus, the difference between the pacemaker frequency and the natural system frequency is increased. During the following seconds, the frequencies at distances between 4 and 10 begin to fluctuate. This is caused by the phase slips occurring in this region ͓compare Fig. 4͑d͔͒ . Further away from the pacemaker, the fluctuations stop and the frequencies reach the level of the natural frequency ͓see Fig. 5͑b͔͒ . When the oxygen pressure is increased again, the growth of the target pattern can be identified in the frequency diagram. In perfect order, the frequency curves for different distances approach the pacemaker frequency, beginning with the locations in the vicinity of the pacemaker, until eventually ͑at t = 130 s͒ also at a distance of 14 the pacemaker frequency is measured.
To summarize, by locally increasing the frequency of oscillations we are able to generate a pacemaker in the system which emits a target pattern and suppresses chemical turbulence. Target patterns remain visible for some time after the laser spot is moved to another location on the sample although the wavelength of the pattern increases due to a phase diffusion process. If the frequency difference between the pacemaker and the turbulent pattern becomes too large, control of a large system area is no longer possible, because the system is unable to follow the fast oscillations of the pacemaker and phase slips occur.
III. MODEL AND SIMULATIONS
In this section, we first introduce a model which describes the spatiotemporal dynamics of the CO oxidation reaction on Pt͑110͒, the Krischer-Eiswirth-Ertl ͑KEE͒ model ͓13͔. Then, we present the central result of the numerical simulations, i.e., the suppression of turbulence through the application of a temperature heterogeneity ͑pacemaker͒. We present control diagrams where we distinguish between different control regimes, show for which partial pressures of CO and oxygen control can be achieved, and give dispersion relations. Results for one-and two-dimensional media are shown. The creation of target patterns by heterogeneities in the KEE model under nonturbulent conditions has been presented in ͓38͔ and preliminary results for turbulence suppression in one dimension have been shown in ͓47͔.
A. Turbulence and temperature heterogeneities in the Krischer-Eiswirth-Ertl model
The KEE model consists of a system of three coupled partial differential equations,
where the variables u, v, and w are normalized between 0 and 1 and represent the CO coverage, the oxygen coverage, and the fraction of the surface found in the nonreconstructed 1 ϫ 1 phase, respectively. Adsorption of CO and oxygen on the catalyst surface, desorption and surface diffusion of CO, as well as reaction between the two adsorbed species are taken into account. Oxygen desorption and diffusion are negligible for the considered temperature ranges. The diffusion constant of CO is assumed to be independent of the system state.
The temperature dependence of the rate constants of CO desorption, CO diffusion, surface reaction, and surface structural phase transition is assumed to follow a simple Arrhenius-type relation, k i = i exp͑−E i / k B T͒. Rate constants and activation energies are given in Table I .
For the chosen parameter set, in particular, base temperature T 0 = 543.5 K ͑constant throughout this work͒ and partial pressures of CO and O 2 , p CO = 4.46ϫ 10 −5 mbar and p O 2 = 1.1ϫ 10 −4 mbar, the system displays spatiotemporally chaotic states of intermittent turbulence, characterized by propagating defects that form and annihilate in cascades, and hence by the alternation of intervals with many interacting wave fragments and regimes of relative regularity ͓25͔. In Fig. 6͑a͒ we show an example for such a situation: Starting from an initial condition representing locally perturbed uniform oscillations, we observe how in a short time a regime of disordered waves emerges. Note that no heterogeneity is present there. Spatiotemporal disorder is created in a similar FIG. 5 . ͑Color online͒ Frequency analysis of the data shown in Fig. 4 . ͑a͒ Thick red curve, frequency of the pacemaker; thick black curve, frequency far away from the target pattern ͑natural frequency͒, the curves in different shades of gray indicate the frequency at distances of 4 ͑dark gray͒ to 10 ͑light gray͒ from the pacemaker along the white line in Fig. 4͑a͒ . ͑b͒ Blue lines indicate the frequency at distances of 11 ͑dark blue͒ to 14 ͑light blue͒ from the pacemaker. way as in the excitable regime of the CO oxidation reaction where the backfiring instability of traveling waves induces turbulence ͓52͔. Uniform oscillations are linearly stable, i.e., small perturbations decay. However, turbulence develops from most initial conditions-in particular from random ones-and persists for large system size. Intermittent turbulence and the back-firing instability are interesting topics in their own right ͑see Refs. ͓53-58͔͒ and a thorough discussion is beyond the scope of this paper. For a probabilistic description of defect-mediated turbulence in the CO oxidation system, see Ref.
͓46͔.
The impact of the laser on the reaction is modeled by a local increase in surface temperature with Gaussian profile
The center of the profile is chosen to coincide with the center of the medium, unless stated otherwise. The temperature increase affects the dynamics indirectly through a local change of the above-mentioned rate constants k 2 , k 3 , k 5 , and D. The usage of a Gaussian profile is justified by earlier investigations presented elsewhere ͓31,35͔, where the temperature profile induced by the laser spot was measured and different theoretical approximations where compared. The KEE model was integrated numerically on onedimensional ͑1D͒ and two-dimensional ͑2D͒ spatial domains using a forward-Euler scheme and a nearest-neighbor representation of the Laplacian operator. No-flux and periodic boundary conditions were used in 1D, no-flux in 2D. The fundamental pattern-forming process, the creation of target waves at a heterogeneity, does not depend on the choice of the boundary condition. For the one-dimensional simulations, the system length is L = 800 m, the grid size ⌬x =4 m, and the time step ⌬t = 0.001 s.
For the two-dimensional simulations, the system dimensions are L x = L y = 800 m. The grid size of ⌬x = ⌬y =4 m as well as the time step ⌬t = 0.001 s are maintained. For the temperature heterogeneity again a Gaussian profile is assumed,
located in the center of the computational domain at ͑x 0 , y 0 ͒ = ͑400 m , 400 m͒. The anisotropy of CO diffusion on the Pt͑110͒ surface results in a simple rescaling of the patterns ͑target patterns are elliptic and not circular͒ and is therefore neglected in the model calculations.
B. Control of turbulence in one-dimensional media
In this section, we demonstrate the fundamental effect of a pacemaker, i.e., how a temperature heterogeneity of appropriate size and temperature shift can create target waves that are able to suppress turbulence. Two cases of control of turbulence can be distinguished: Complete control, where target waves eventually fill the whole system, and partial control, where target patterns are only observed in the vicinity of the temperature spot.
A temperature heterogeneity in the catalytic CO oxidation system can create target waves, as shown, both for theory and experiment in Ref. ͓38͔. In the oscillatory regime, a local temperature increase leads to a local frequency increase, as also shown in Sec. II. That such a frequency increase is able to create waves capable of suppressing turbulence is shown in Fig. 6͑b͒ . In this section, we fix the partial pressures as p CO = 4.46ϫ 10 −5 mbar, and p O 2 = 1.1ϫ 10 −4 mbar. As initial =16 m͒. System size is L = 1400 m, heterogeneity is switched on at t = 0 s. Shown are time intervals t = ͓200, 400͔ s ͑upper panel͒ and t = ͓839, 1039͔ s ͑lower panel͒. ͑c͒ Partial control: Spatially confined suppression of turbulence by a heterogeneous pacemaker ͑⌬T = 0.17 K , =16 m͒. System size is L = 1400 m, heterogeneity is switched on at t = 0 s. Shown are time intervals t = ͓200, 400͔ s ͑upper panel͒ and t = ͓1300, 1500͔ s ͑lower panel͒.
condition, we have chosen a state of intermittent turbulence. We see in the space-time plot that at the location of the laser spot waves are created. After a transient during which the waves annihilate with wave fragments of the underlying turbulence, waves are able to propagate further and finally fill the whole medium, thus establishing complete control.
Partial control describes the case where turbulence in the system is only suppressed in a spatially confined region around the temperature heterogeneity. In Fig. 6͑c͒ , we show a corresponding simulation where we dropped a part of the initial transient: In an area comprised of approximately 2 to 3 wavelengths around the heterogeneity, regular target waves are present. In the transition area, these waves decay and in the far-field, native turbulence is observed. A detailed inspection of the waves reveal that they are increasingly modulated as they travel outwards, until they disappear in a phase slip or annihilate through collision with the wave fragments of the spatiotemporally chaotic patterns. This scenario resembles closely not only the experimental results shown in Sec. II, but also the behavior of Eckhaus-unstable traveling waves created by a heterogeneity in the CGLE ͓51,59͔. Hence, we can infer that the mechanism leading to this effect is analogous to the Eckhaus instability of traveling waves in the CGLE. More arguments supporting this interpretation are presented below.
In Fig. 7͑a͒ we show the different spatiotemporal regimes that are found as we vary the size and the temperature shift of the heterogeneity. This diagram has been obtained for simulation times of 3000 s ͑close to the boundaries of the regimes up to 6000 s͒, with the heterogeneity located at the no-flux boundary of the system to observe the stability of the wave train, and with a system size of 1000 m. The temperature shift was increased in steps of 0.005 K.
The diagram contains three curves, separating the regimes of turbulence ͑found in both limits, for small and large ⌬T͒, complete control, and partial control. For small ⌬T, the heterogeneity is not strong enough to suppress turbulence. With increasing ⌬T, we enter a regime of complete control. Here, the wave number and frequency of the created waves are large enough to suppress turbulence. As we will discuss in more detail below ͓Fig. 7͑b͔͒, the wavelength decreases as ⌬T increases and complete control is replaced by partial control. Partial control becomes gradually weaker, i.e., suppresses turbulence in smaller areas around the heterogeneity, and gives way to turbulence for large ⌬T. Thus, large temperature shifts do not necessarily result in better control. In general, no strong dependence on is observed. However, in the limit of small temperature heterogeneities ͑small ͒ the curves are shifted toward larger values of ⌬T, indicating that for those control is more difficult to obtain.
Within the domains of control, the wavelength decreases with increasing temperature shift for a given spot extension. This is shown for two examples in Fig. 7͑b͒ . Although for a small spot extension ͑solid curve͒, larger temperatures are necessary to control spatiotemporal chaos than for a large spot extension ͑dashed curve͒, the wavelengths of target waves that are able to suppress turbulence lie within the same range, approximately between 60 m and 100 m. This demonstrates that neither a specific temperature shift nor spot size is crucial to obtain control, as long as the wavelength of the created target waves lies in a particular, efficient range. For temperature heterogeneities creating waves with wavelengths larger than 100 m, waves cannot suppress turbulence. The filled symbols represent simulations in the regime of partial control. The fact that wave trains become increasingly unstable as the wavelength decreases, supports the interpretation that the instability that provokes first the loss of complete and later also of partial control is related to the Eckhaus instability.
It is helpful to comment on how the curves in Fig. 7͑a͒ are obtained and on how they depend on initial conditions. First, the curve separating turbulence from complete control: Since uniform oscillations are stable and turbulence is intermittent, it is possible that turbulence decays spontaneously. Although this is very unlikely, in particular when the system size comprises more than a few wavelengths of the typical wave pattern, it is possible that some apparently turbulent initial conditions develop into uniform oscillations. Furthermore, it can be expected that the time necessary to observe control, diverges as the curve is reached. Hence, the position of the curve depends slightly on initial conditions and on the length of the simulation.
Second, the curve between the regimes of partial and complete control: Since the loss of complete control is related to the Eckhaus instability of traveling waves, which FIG. 7 . Analysis of patterns induced by the pacemaker. ͑a͒ Control diagram. Depending on the choice of parameters ⌬T ͑tempera-ture shift͒ and ͑size of the heterogeneity͒ we find regions of partial and complete control. ͑b͒ Wavelength of the generated target patterns as a function of temperature shift for =2 m ͑solid curve͒ and =24 m ͑dashed curve͒. Solid symbols indicate simulations that lie in the regime of partial control. develops and becomes manifest at a finite distance from the source of the traveling waves, the position of the numerically obtained curve depends slightly on the system size. If the system is too small, the curve moves to the right.
Third, the curve separating partial control from turbulence: As ⌬T increases, the area filled with target waves decreases. However, at the wave source itself we will always observe induced oscillations. Therefore, it is practically impossible to distinguish a situation with partial control with a small target from a trivial local impact. This is aggravated by the intermittent nature of the turbulence which may allow a target pattern of fluctuating size. To recognize a simulation as an example of partial control, we have required that, on average, we observe at least one wavelength of the pattern. For small , we require waves to extend approximately 3. But there always remains some ambiguity in determining the border between partial control and turbulence. Since for small the temperature profile is resolved only poorly by the grid, the accuracy of the position of the curves decreases, although single simulations performed for smaller ⌬x demonstrate that the main behavior-the shift toward larger ⌬T for small -is robust.
C. Control for other pressures
Until now, we have considered fixed values for the partial pressures, where for the given base temperature T 0 the system displays intermittent turbulence. There, we have seen how control is achieved varying size and magnitude of the temperature shift. In this section, we fix the latter and vary the partial pressures.
Figures 8͑a͒ and 8͑b͒ are obtained through two systematic series of simulations, one without heterogeneity ͑a͒, characterizing the underlying, native system dynamics ͑always starting with turbulent initial conditions͒, and the other with heterogeneity ͑b͒, examining whether a target pattern is formed or not. Since the resulting parameter regions are thin and elongated, we had to use a high resolution sampling of the pressures: Oxygen partial pressure was changed in steps of 1 ϫ 10 −6 mbar and the CO partial pressure in steps of 4 ϫ 10 −7 mbar. First, we discuss the dynamical regimes in the absence of any heterogeneity, i.e., reactive ͑oxygen-covered͒ state, COcovered state, turbulence and uniform oscillations ͓Fig. 8͑a͔͒. For low partial pressures of oxygen and high pressures of CO, the system is in the steady state of uniform CO coverage, whereas for high partial pressures of oxygen and low pressures of CO, the system is in the reactive steady state ͑uniform oxygen coverage͒. We do not indicate areas of bistability of steady states ͑present in particular in the high pressure regimes͒ and do not resolve into monostable, excitable and subexcitable regimes systematically. Three curves confine the other two native dynamical regimes: Between the lower blue curve and the red dashed curve there is the region of uniform oscillations and between the red dashed curve and the upper blue curve we observe turbulence.
It is important to note that we always start from turbulent initial conditions. Since turbulent states may coexist with uniform oscillations ͑as already discussed above͒, another curve could be drawn here, separating the region of coexistence from the region where any initial condition leads to turbulence. However, since our aim is to study the suppression of turbulence, we always start from turbulent initial conditions and therefore do not obtain this curve.
In Fig. 8͑b͒ , we superimpose on a part of Fig. 8͑a͒ the region, limited by two black curves, where a temperature heterogeneity gives rise to a target pattern, starting with a turbulent initial condition. The fixed temperature heterogeneity is characterized by ⌬T = 0.15 K and =16 m. Whether this target pattern represents a case of control of turbulence depends on whether the underlying dynamics of the system are turbulent, consist of uniform oscillations, or are steady state. In the latter cases, target pattern formation proceeds as usual for oscillatory or excitable media, and the term ''control of turbulence'' is not applicable. In the remaining parameter space, the heterogeneity at most has a local impact and the global system behavior is ruled by the native dynamics. FIG. 8 . ͑Color online͒ Diagram showing the main solutions of the CO oxidation system in the parameter space spanned by the partial pressures of oxygen and CO, without ͑a͒ and with ͑b͒ temperature heterogeneity. In ͑a͒, "U" denotes uniform oscillations, "T" denotes turbulence, "reactive" denotes the reactive-oxygen-covered state, and "CO" the CO-covered state. In ͑b͒, "P" denotes the area where the temperature heterogeneity constitutes a pacemaker, i.e., gives rise to target patterns. Where this area overlaps with the region "T" in ͑a͒, control of turbulence ͑complete or partial͒ is observed. For more information see text. The system size is L = 800 m and the simulation time is t = 2000 s ͓and t = 8000 s in the "T" region of ͑a͔͒.
In this picture, the region of control turns out to be a rather thin area, where the upper black curve lies above the red dashed curve. The main area where target patterns dominate lies in the part of parameter space where uniform oscillations are stable ͑in the region "P" below the red dashed curve and above the blue curve͒. There is also a thin region where target patterns are created although the medium is not oscillatory but excitable ͑when the lower black curve lies below the lower blue curve͒. For a large part of that area we have checked that the underlying dynamics are excitable with a steady state of high CO coverage as fixed point. We can also speculate that at least a part of the turbulent regime ͑toward high pressures͒ has underlying excitable rather than oscillatory dynamics. It is beyond the scope of this paper to check this rigorously.
Within the control regime, there is the small region of partial control in parameter space which is found adjacent to the turbulent regime. For low partial pressures, in the region between the red curve, the lower blue curve, and the black curves, the temperature heterogeneity is unable to create a target pattern on the background of stable oscillations. There, oscillations have a very small amplitude and no waves with a wavelength considerably smaller than the system size can be identified.
D. Dispersion relations
Until now, we have focused on the control aspect, i.e., on the ability of a temperature heterogeneity to suppress turbulence. In this section, we use the fact that we have a perfectly tunable wave source to determine the dispersion relations for the CO oxidation reaction for the parameters studied in Sec. III B.
Starting from unperturbed uniform oscillations as initial condition, even heterogeneities with small ⌬T can initiate a target pattern although they would not be able to suppress turbulence. These target patterns are of longer wavelength than the ones we have observed under conditions of turbulence control. We can thus explore a wide range of ⌬T values and measure the frequency and wavelength of the associated pattern. The results are shown in Fig. 9 .
A typical way of characterizing oscillatory wave patterns is to measure the dependence of the frequency on the wave number k. In Fig. 9͑a͒ we show that depends-to a good approximation-quadratically on k ͓a linear fit to = ͑k 2 ͒ is shown͔, a feature also found for plane waves of generic models of oscillatory systems such as the complex GinzburgLandau equation ͑CGLE͒ or the simple phase dynamics equation ͓5͔. We could in principle determine the parameters of the CGLE and the corresponding phase equation although we omit this here since we are not necessarily close to a Hopf bifurcation. Figure 9͑b͒ displays the same data plotted as ͑͒, where denotes the period of the waves. As approaches the period of uniform oscillations, the wavelength diverges.
E. Control in the two-dimensional system
In the preceding sections, control of turbulence was systematically investigated for the one-dimensional KEE model of catalytic CO oxidation. Here, we will extend this study to two spatial dimensions. As the computational costs for numerical simulations of the two-dimensional system are considerably higher than for the one-dimensional case, no systematic mapping of the control parameter space has been performed. Instead, we have carried out a number of coarsegrained parameter scans. They show, that the three different scenarios-turbulence, complete control, partial control-are also retained in the two-dimensional system. However, transients can be long and, in some cases, the states that are reached asymptotically showed sensitive dependence on the initial conditions. Turbulence in two spatial dimensions proceeds along different lines than in one dimension, one fundamental reason being the existence of spiral cores acting as topological defects and organizing centers of spiral-wave chaos. We chose parameter values where turbulence was characterized by small interacting wave fragments.
In the following, we will present an example of complete control in the two-dimensional system. Parameters are chosen such that diffusion induced chemical turbulence spontaneously develops in the uniform system from random initial conditions. A snapshot of the spatiotemporally chaotic initial state is displayed in Fig. 10͑a͒ . At t = 0 s, a temperature heterogeneity of Gaussian shape is initiated in the center of the computational domain. It is known that in two spatial dimensions heterogeneities with small extensions may be inefficient to emit waves ͓59͔ and hence we chose a relatively large . As in one dimension, the heterogeneity acts as a pacemaker that periodically emits concentric waves. In the course of time, the waves gradually invade the surrounding turbulent medium and a target pattern starts to emerge, see Fig. 10͑b͒ . After 500 s, the concentric waves fill already a large part of the medium, Fig. 10͑c͒ , and for longer times the entire system is entrained by the pacemaker, see Fig. 10͑d͒ for t = 750 s. A space-time diagram is displayed in Fig. 10͑e͒ to summarize the evolution of the system. It is taken along a vertical line through the center of the domain as indicated in Fig.  10͑a͒ . The concentric target waves are clearly distinct from the surrounding turbulent medium. As the target pattern grows, the chaotic domains are diminished until turbulence is completely suppressed at times beyond 500 s. We furthermore performed a frequency analysis of the temporal evolution at four different positions in the system, indicated by colored arrows on the left-hand side of Fig. 10͑e͒ . At each of these locations, time series from 11 adjacent pixels are considered. The frequency at each instant along a time series is determined from the maximal peak in the power spectrum, which is computed from a 100 s time interval centered around the considered point in time. For each of the four chosen locations, the frequency is then determined by averaging over the 11 adjacent time series. The results are shown in Fig. 10͑f͒ . The dashed black line represents the frequency at the center of the heterogeneity, and the colored lines correspond to locations indicated by the respective arrows. Figure 10͑f͒ clearly shows that the frequency at the center of the temperature heterogeneity is increased as compared to the colder parts of the system, as already shown above and in Ref. ͓38͔ . As the target pattern expands in the course of time, it reaches locations further away from the center of the domain, reflected in the successive increase in oscillation frequency at the red, blue, and green positions. Eventually, the entire medium is entrained by the pacemaker so that oscillations occur with identical frequencies across the whole system. This numerical result matches our experimental observations presented in Sec. II.
IV. SUMMARY
We have shown experimentally how turbulence in the oscillatory catalytic oxidation of CO on Pt͑110͒ can be sup- pressed through local control. By heating the surface of the platinum single crystal with focused laser light, we create a temperature heterogeneity which locally increases the system frequency. This constitutes a pacemaker in the system which emits concentric waves into the surrounding turbulent patterns and suppresses chemical turbulence.
Our experimental results are accompanied by a detailed numerical analysis of the KEE model for catalytic CO oxidation. In our one-dimensional simulations, we analyze how the degree of control and the spatiotemporal patterns that evolve in the system depend on control parameters such as the amplitude and width of the temperature heterogeneity. Furthermore, we investigate the system behavior for different global reaction parameters, i.e., different partial pressures of oxygen and CO. We find that in an area of parameter space where heterogeneous pacemakers exist and the system is in a turbulent state, control through the development of target patterns can be achieved. Additionally, in our simulations the temperature heterogeneity is used as a tool to determine the dispersion relation of the system. Numerical simulations in two spatial dimensions are conducted to complement the one-dimensional results and achieve a better comparability with the experimental section.
In the model calculations, the control parameters are chosen such that the dynamic regime without control and the observed behavior with control are qualitatively similar to the experiment. This means that we do not target a quantitative agreement between experiment and model calculations. In particular, a small ⌬T is sufficient to obtain control in the model calculations, while in the experiment, the temperature heterogeneity needs to be sufficiently large to dominate over heterogeneities which are naturally present due to surface defects and fluctuations.
To summarize, we demonstrated experimentally that turbulence can be controlled in two-dimensional oscillatory systems through externally controlled pacemakers, and we find a qualitative agreement between the experiment and the results of numerical realistic model simulations. Besides complete control we find phase slip dynamics ͑related to partial control͒ both in simulation and experiment. While control of turbulence through pacemakers has been predicted in the CGLE ͓45͔, we believe that the present work shows, for the first time, experimental evidence for the viability of this method. The synchronization of dynamical systems through local heterogeneities leading to pacemakers is a simple and elegant approach which we expect to play an important role in other chemical, physical, or biological systems. 
