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Abst rac t - -The  main object of this paper is to construct a new quadrature formula based on the 
zeros of the polynomial (1 - x2)P(a'f~)(x)P(a'B)' (x), where P(a'f~)(x) is the Jacobi polynomial of 
degree n. It is interesting to mention that this quadrature formula is closely related to the well- 
known Gaussian Quadrature formula, and above all the coefficients ave also nonnegative. Thus, the 
quadrature formula stated in Theorem 1 converges to .f_l 1 f(x)(1 -x )a (1  + x) f~ dx. 
Keywords - -Or thogona l  polynomials, Gaussian formula, Jacobi polynomials. 
1. FORMULAT ION AND STATEMENT OF MAIN  RESULTS 
Given any n dist inct points 
--1 ~_ Xn < Xn-1 < "'" < X2 < Xl ~ 1, (1.1) 
we can find constants A1, A2 , . . . ,  An so that  the formula (w(x) being a weight function) 
f (x )w(x)  dx = Ak f (xk)  + E( f )  
1 k=l 
(1.2) 
is exact  ( that  is, E( f )  = 0) whenever f (x )  is a polynomial  of degree _< n -  1. But  it was Gauss [1] 
who proved that  for a certain special choice ora l ,  x2 . . . .  , xn we can find A1, A2, • •.,  An so that  the 
formula (1.2) has degree of exactness 2n-  1, (i.e., E( f )  = 0 if f is a polynomial  of degree _ 2n-  1). 
Let w(x)  = wa,~(x) = (1 -x )a (1  + x) z (a ,~ > -1 ) .  These weights are known as the Jacobi 
weights and the corresponding orthogonal polynomials are known as the Jacobi  polynomials.  
Let x i ,x2 , . . . , xn  be (n dist inct points) the zeros of the n th Jacobi polynomial  P(~'~)(x). I t  
is well known (see [2, p. 349]) that  the corresponding Gaussian Quadrature  formula is given 
by ( f  C 7~2n-1) 
f ± f (x)w~,2(x)  dx = f (xk )A  (c~'z) + E2n- l ( f )  1 k=i (1.3) 
= Q~'~) ( I )  + E2n- l ( f )  
where 
A(k~,~ ) = 2 "+~+1 r (a  + n + 1)F(Z + n + 1) (1.4) 
r (n+l ) r (a+Z+n+l ) (1 -x  2) "'O)'(xk) k 
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Next, let 
-1 < yn_1 < yn_2 < a*. < yi < I 
be the zeros of Pp”“(z). 
From the work of Bouzitat formula [3], we have 
J ' f(s)w&z) da: = Gp”‘f(l) + GpvP’f(-l) -1 
where 
n-1 
+ 1 GE*‘) f(Yd + Jf32n-lcf) 
k=l 
= @y’(f) + Jf32n-l(f) 
$1”’ = 2”+p+lr(n)r(o + l)r(o + 2)r(n + p + 1)) 
r(n + CY + l)r(n + a + p + 2) 
G($d) = 2*+“+lr(n)r(b + l)r(p + z)r(n + CY + I) 
r(n+p+l)r(n+a+p+2) 7 and 
G$,o) = 2a+fl+lr(n + (Y + l)r(n + p + 1) 




The main object of this paper is to obtain the following quadrature formulas closely related to 
the Gauss-Quadrature and Bouzitat Quadrature. 
THEOREM 1. Let us denote by 
-1 < xn < yn_1 < X,-l < . . . < x2 < y1 < x1 < 1 
the zeros of PP”‘(x)PP”)‘(x). Let f E 7rzn. 
Then we have 




n @VP’ n 
2n+a+P+l ’ 2n+a+B+l 
Gp~fl), (1.10) 
(1.11) 
The following remarks are in order. 




Also the corresponding Cotes numbers are all nonnegative. 
Jacobi Polynomials 
REMARK 2. In the case a = -1/2,  ~ = -1/2,  we have p(n -1/2'-1/2) = 1/2, and 






Then we have 
--1 < Xn < Yn-1 < Xn-1 < "'" < x2 < Yl < Xl < 1 
the zeros of P(~'~)(x) P("'~)' (x). Let f e rt2n+> 
l _ f (x )w~, . (x )  dx = (f(1) + f(-1))A(o a'~) 
1 
n n -1  
+ E '°) + E 
k=l  k=l 
+ ( f (1)  - f ' ( -1 ) )  Co(a'~), 
(2c~ + 1)(n + 2a + 1) ] . 
~k~(~'a) = V(~,a) 1 + (2n + 2~--+-3)~-n~2-a----'l~i1 - y2) 
A(~,a) rr(a,a) [ n(2a + 1) ] .  
k ="k  1 -  (2n+2~+3)(2n+ea-1) (1 -x~)  ' 
Co(.,. ) = -Vo("'~)(2a + 1)(n + 2a + 1) 
2(2n + 2a + 3)(2n + 2a-  1)' 
C(n + 2a + 1)(2a + 1) ] 
A(0 a'a) = V0 (a'a) 1 + 2(a + 2)(2n + 2a + 3)(2n + 2a - 1) ' 
C=1+ 
n(n + 2a + 1)(2a+ 3) 
2(a + 1) 
2. PREL IMINARIES  
Here we shall list those well-known properties of Jacobi polynomials which will be needed in 
the proof of our theorems. Let P(a'#)(x) be the Jacobi polynomial of degree n which is defined 
by [2, equation (4.3.1)] 
(1 - x)a(1 +x)f~P(a'~)(x) = (--1)n dn 2nn! dx ~ [(1 - x)"+~(1 + x)n+~] . (2.1) 
k = 1 ,2 , . . . ,n -  1, 
k=l ,2 , . . . ,n ,  
THEOREM 2. Let us denote by 
Further, this particular quadrature formula is exact for f E ~4~-1. 
REMARK 3. In the case of a = f~(¢ -1/2) ,  the quadrature formula (1.9) is indeed exact for f 6 
r2n+l, and there exists a polynomial of degree 2n + 2 (fo(x) = z(1 - x2)p (a'a) (z)P (~'~)' (x)) such 
that (1.9) is not valid. 
REMARK 4. It is interesting to remark that Gautschi [4] has considered the problem of mean 
convergence of Lagrange Interpolation based on 2n + 1 nodes chosen in a special way. Also, there 
is another interesting article related to the Gaussian nodes by Pinkus [5]. 
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The Jacobi polynomial y = P(a'~)(x) satisfies the following linear homogeneous differential equa- 
tion of second order [2, equation (4.2.1)]: 
(1 - x 2) y" + [f~- a -  (a +f l  +2)x]y' + n(n+ a +t3+ 1)y = 0. (2.2) 
The Jacobi polynomials are orthogonal on [-1, 1] with the weight function w(x) = (1 - x) a x 
(1 + x) ~ [2, equation (4.3.3)]: 
/_ 1 P(a'f~)(x)P('~'Z)(x)(1- x)C'(l + x) z dx = O, if nero  
1 
2a+B+lF(a + n + 1)F($ + n + 1) 
(2n +a +f i+  1)F(a +f l+n + 1)F(n + 1) 
- h (~'z), if n = m. 
(2.3) 
According to the general theory of orthogonal polynomials, three successive Jacobi polynomials 
are related to one another by the recursion formula [2, equation (4.5.1)] 
2n(n + a + fl)(2n + a + fl - 2)P(a'f~)(x) 
= (2n + a +/3 - 1) {(2n + a + ~3)(2n + a + fi - 2)x + a2 _ f12} P(~'~)(x) 
(~,~) 
- 2(n +a-  1)(n +f l -  1)(2n + a +fl)Pn~_2 ix), n = 2 ,3 . . . ,  
(2.4) 
1 1 
P(oa'~)(x) = 1, P}a'f~)(x) = ~ ( a + fl + 2)x + ~ (a - fi). 
Next, we note that [2, equations (4.5.5),(4.5.6)] 
(2.5) 
d {p(.,,e) A P(~'~)(x ~ ~ P(~'~) (1 - x 2) -~x (x) } = n n - ,  , , + BnP(nC~'~)(x) + ~n.  n+l (x) (2.6) 
where 
An= 2(n+a) (n+f l ) (n+a+f l+ l )  
(2n+a+f l ) (2n+a+/3+l )  ' 
(a - f l)2n(n + a + fl + 1) 
Bn = 
(2n+ a +fl)(2n +a +f l+  2)' 
Cn = 2n(n + 1)(n +a + Z+ 1) 
(2n + a +/3 + 1)(2n + a +/3 + 2)" 
We shall also need the known relation 
(2.7) 




F(a +f l+  2n + 1) 
F(a+f l+n+ 1) ' 
bn - -  
(a - /3) F(a + ~ + 2n) 
2'~(n- 1)! F (a+f l+n+ 1)' 
Finally, we shall need 
n = 0 ,1 ,2 . . . ,  




F(a + n + 1) 
r (a+ 1)F(n+ 1)' 
P~(~'~)(-1) = (-1)nF(fY + n + 1) 
r(/~ + 1)r (n  + 1) ' 
(2.11) 
P~(a'~)'(1) = (a + B + n + 1)F(a + n + 1) 
2 r (n ) r (a  + 2) 
(2.12) 
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P~(~'~)'(-1) = ( -1 )n - l (a  + B +n+ 1) r ( f~+n+ i) 
2r(n)r(~ + 2) ' (2.13) 
and on using (2.8)-(2.10) we have 
xP(~ '~'~)' (x) - nP(n'~'e)(x) = qn-~(x) (2.14) 
where qn- l (x)  is an algebraic polynomial of degree at most n - 1. 
From the Lagrange interpolation formula based on the zeros of (1 - x2)P('~'¢)(x)p(C~'n)'(x) it 
follows that there exists a unique polynomial 
M(~'n)(f ,x)  = f(1)Vo(x) + f ( -1 )Vn(x)  
'~ "-1 (2.15) 
+ ~ :(x~)U~(~) + ~ :(~)v~(x), 
of degree < 2n such that 
Here 
and 
k=l  k=l  
M~'~)(f, xk) = f(xk), 
M~'~)(f, yk)=f(yk), 
M~'~)(f, 1) =f(1), 





k = 1,2, . . .n ;  
k= l ,2 , . . . ,n -1 ,  
y~(x) = 
p / : ,~) (y~) ( i  - y~) ' 
Ct ! (1 - x2)p ( ,e )  (X)tk(X) 
(1 2,~(~,~)' ' 




2p(a,f~) (_ 1) p(a,f~)' (_ 1) 
~k(x) = 
ek(x) = 
p~°'e) ' (x)  
(x - "  ,p(a,f~)" , ~' yk) n tYk) 
P(~°'~)(x) 




3.  EST IMATES 
Here we shall prove the following lemma. 
LEMMA 3.1. Wehave 
i ;  xP(a'O)(x)P (a'~)' (x)(1 - x)~(1 + x) ~ dx = 
1 
and 
l_xP(n'~'CO(x)P(~"~)'(x ) (1 - x2) "+1 dx 
1 
2~+n+tF(a +n+ 1)F(~ +n + 1) 
(n - 1)!(2n + a + j3 + 1)r(n + ~ + ~ + 1) 
224+1(24 + 1)(n + 24 + 1) ( r (n  + ~ + 1)) 2 
r (n ) r (n  + 2~ + 1)(2n + 2~ + 3)(2n + 24 - 1)(2n + 2~ + 1) 
(3.1) 
(3.2) 
PROOF. On using (2.14), (2.3), we have 
L 1 xP(~'~)' (x)P('~'f~)(x)( 1 _ x)~( 1 + x) ~ dx 1 
= i~i (n'(n~"n)(x)+q'-i(x))P(~<~'n)(x)(l-x)<~(l +x)ndx 
i_ ('<. )' = n 1 a'~)(x) (1 - x)a(1 + x) n dx = nh(~ '~). 1 
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From above, (3.1) follows. Next, we shall prove (3.2). From (2.6) and (2.4) we have 
(1 - x ~) P(a'a)' (x )= 
(n + a)(n + 2a + 1)P(a_'~)(x) 
(2n + 2a + 1) 
(~,~) n(n + 1)(n + 2a + 1)P~+ 1 (z) 
and 
~D(~,~) (~ + ~-1  (~) xp(C~,a)(x) =
(2n + 2a + 1) 
Now, using (3.3), (3.4), (2.3), we obtain 
/ 1 xP('~'~)(x)p(c"c')'(x)( 1 _ X2) c~+1 dx = 
1 
(2n + 2a + 1)(n + a + 1) 
(~,~) 
(n + 1)(n + 2a + 1)P,~+I (x) + 
(2n + 2c~ + 1)(n + a + 1) 
(n + a)2(n + 2a + J]'on-1 
(2n + 2a + 1) 2 
l~2h(a, a) n(n + 1)2(n + 2a + .j '~n+l 
(2n + 2a + 1)2(n + a + 1) ~ 
22a+l(F(a + n))2(n + a)2(n + 2a + 1) 
(2n + 2a + 1)2(2n + 2a - 1 ) r (n) r (2a  + n) 
n(n + 1)2(n + 2a + 1) 2 22~+l(F(n + a + 2)) 2 
(2n + 2a + 1)2(n + a + 1) 2 (2n + 2a + 3)r(n + 2)r(2a + n + 2) 
(2a + 1)2~+1(n + 2a + 1)(r(n + a + 1)) 2 
r(n)r(n + 2a + 1)(2n + 2a + 3)(2n + 2a - 1)(2n + 2a + 1)" 
From above, (3.2) follows. 
Next, we shall prove the following lemma. 
LEMMA 3.2. We have 
and 
f l  (+)  p(~,Z)(x)p(,~,Z)'(x) (1 -x )~( l+x)  zdx Vo(a,~ ) = 1 x 
1 P(~'~) (1)P(~'~)' (1) 
2~+~+ln!F(a + 1)F(a + 2)F(fl + n + 1) 
(a + Z + 2n + 1)r(a + n + 1)F(a + fl + n + 2) 
Vn(~'Z) = f 1 (~- -~)  p(~P('~'Z)(x)P(~'~'~)'(x),~) (_. ,  p(a, )' (1 -x) '~( l+x)  zdx 
1 - . ~, - j - ,  n ( -1 )  
2a+~+ln!F(/3 + 1)F(Z + 2)r (a  + n + 1) 
(a +/~ + 2n + 1)r(Z + n + 1)F(a + fl + n + 2)' 
PROOF. Proof of (3.5) and (3.6) are similar. On using (2.3) we note that 
1 i t  xp(C,,~)(x)p(,~,Z)'(x)( 1 ~x)~(1 +x)Z dx. 
Now, on using (2.11), (2.12) and Lemma 3.1, we obtain (3.5). 
Next, we shall prove the following lemma. 
LEMMA 3.3. We have 
vk (~,~) fa 1 (1 - x 2) P(a'~)(x) Ak(x)(1 - x)~(1 + x)Bdx (1 -T~ )p.(o,,)(y~) 
2~+~+ZF(n + a + 1)F(n +/3 + 1) 
n!(a + fl + 2n + l)F(a + j3 + n + 2) '~'Z)(Yk) 









1 O~ t U(a,fl) ] (1 -  X 2) P,('/~) (X' 
= 1 (1 x 2) ~(~k~)  ~?k(x)(1- x)a(1 + x)~dx 
2~+o+~(a + ~ + n + 1)r(a + n + 1)r(fl + n + 1) 
n!(a + fl + 2n + l)F(a + fl + n + l)(1 -- x2k) c"~3)'(x~¢) 
"'~) (z) 
~(x)  = ; k = 1 ,2 , . . . ,n -  1 
(x - ~P.(~'~)" -~ ~ (~)  
P(~'~)(x) 
~(x)  = (x - xk;~P~("'~l'~x~ ~ k; ~' k= 1 ,2 , . . . ,n .  
PROOF. Since we may express 
1 - x 2 = 1 - y~ +y~ - x 2, 
it follows from the definition of V, (~'z) k 
/l_ ( (Yk + X)(x -- Yk) ) P((~'f~)(x) 
~7(~'n) - 1 £k(x)(1 - x)a(1 + x) n dx 
• k . . . . . .  
1 1 -- Yk  P (a ' f l ) (yk )  
= --/~_ P(a'f~)(x))~k(x) (1 - x)a(1 + x)f~dx 
, p~"'~)(y~) 
_ P(~'~)'x'P~(~'~)'" , 1 (Yk + x) n L ) n LX) (1 - z)~(1 + x) ~ dx. 
n Lyk)r~ (Yk) 
Now, using (2.3), it follows that 
Also, note that  on using (2.2) we have 
(1 - y~) P(a'f~)"(yk) = -n(n + a + fl + 1)P("'f~)(yk). 




/ 1 xp(~,~) (x )p(~,~) ' (x ) (  1 _ x),~(1 + x) ~ ~7('~'n) dx. 
Now, using Lemma 3.1, we obtain (3.7). Next, we turn to prove (3.8). Following, as in the proof 
of (3.7), we have 
U(a'~3) =/_11 (1 - (x+xk)(x-xl¢)  P(a'~)'(x) p(a,~)(x ) (l _x)a( l  +x)~dx. 
On using the orthogonal property of P~a'~)(x) as stated in (2.3), we obtain 
TT(a, 13) . . . . . . .  dx 
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On using Gaussian quadrature formulae (1.3), (1.4) we have 
/11 'P~~x)  (1- x)a(l + x)Z dx = 2~+Z+lF(n + a + 1)F(n + ~ + 1) ( )2. 
V(n + 1)r(n + a + ~ + 1) (1 - x 2) P(~'~)'(xk) 
Now, on using (3.11), (3.12) and Lemma 3.1, we obtain 
Uk(a,~) 
2a+B+lF(n + a + 1)F(n + 3 + I) 
r (n  + 1)r(n + a + ~ + 1)(1 - x~) " /P('~'~)'(xk)) 2 
2~+Z+lF(n + a + 1)F(n + ~ + 1) 
(n -  1)!(2n + a + Z + 1)F(n + c~ + ~ + 1)(1 - x 2) ~'Z)'(xk) 
2 '~+~+lF(n+o l+ l )F (n+/3+l )  [1 1 1 
. . . . . . . . . . . . . . . .  i 2 (n_l)!r(n+a+Z+l)( l_x2k)(p~,Z)(xk))  2n+a+Z+l  
2a+~+l(n  + a + ~+ 1)F(n +a + 1)F(n + ~+ 1) (p( )2 
n! (2n+a+Z+l ) r (n+a+Z+l ) (1 -z  2) ~'Z)'(xk) 
PROOF OF THEOREM 1. We note that on using (1.4), (1.7), (2.15)-(2.19), (3.5)-(3.8) formulas, 
we arrive at  the results stated in Theorem 1. Proof of Theorem 2 is on similar lines and so we 
omit the details. We need also to point out the details of Remark  2 given after the statement of 
Theorem 1. Let a = ~ = -1 /2  and f E 7r4,-1. Then we may write 
f (x )=Tn(x) (1  - x2)Un-l(x)q2n-2(x) + S2n(X) 
where q2n-2(x) e ~r2n-2 and s2n(x) E 7c2~. Hence, 
fl /1 
f (x ) (1  - x2) -1/2 dx = Un-l(X)Tn(x)q2n-2(x)(1 - x2) 1/2 dx 
1 1 /' + S2n(X)(1 -x2) - l /2dx  
1 
l f_l = -- U2n_l(x)q2n_2(x)(1 - x2) 1/2 dx 
2 1 /' 
+ s2n(x)(1 - x2) -1/2 dx 
1 
1 x2) -1/2 = s2n(x)(1 - dx = M(~-l/2'-1/2)(f). 
1 
From this the proof of the Remark 2 is complete. 
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