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Abstract 
This dissertation was written as a part of the MSc in Data Science at the International 
Hellenic University.  
Machine learning is getting more and more developed in the industrial field to improve 
its performance. During the last years, machine learning was used to address the prob-
lems that arose in a time series classification process. The main problem identified was 
the management of large volumes of data at any given time. Deep learning is a part of 
the machine learning methods that have been very successful in many fields of pattern 
recognition. Recently, researchers have succeeded remarkable results in time series 
classification using Deep Learning techniques. 
The goal of the thesis is to present a fault diagnosis and anomaly detection in the 
benchmark Tennessee Eastman process by using Convolutional Neural Network tech-
niques. The Inception Module and Residual Network are developed methods of the 
conventional Convolutional Neural Network that use fewer parameters but maintain the 
accuracy of the model. Furthermore, the Statistical method of Principal Components 
Analysis was used in the context of preprocessing to reduce the dimensionality of the 
data. 
These methods are going to be tested for their performance but the accuracy metric is 
not sufficient to evaluate the models. For this reason, Fault Detection Rate and Fault 
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1 Introduction 
Time series is a set of observations sorted in chronological order. Recently, time series 
usage was extended beyond the stock market and used in different areas. One of the ar-
eas that proved very useful was in the chemical process. Over the year’s chemicals pro-
cess achieved to become highly automated to accelerate their functions. However, envi-
ronmental harm has been caused by the chemical process malfunctions. These damages 
made the chemical industries to procure alarms and sensors to preserve the safety of the 
system. The human involvement in the chemical process was necessary which makes 
him responsible to manage many abnormal situations. It is significantly crucial to rec-
ognize the abnormal situations as soon as possible to make the best decision at the right 
time to avoid potential accidents.   
The Tennessee Eastman Process (TΕP) is a chemical process which should deal with 
these problems. Chapter 2 displays the basic characteristics of the Tennessee Eastman 
Process and the operation of the system. Moreover, it presents the different types of 
faults and how they influence the process.  
Chapter 3 focuses on the related work that has already been made to address this prob-
lem. First, the reasons that many researchers dealt with the chemical process and espe-
cially with the TE process were described. Then, several studies are presented which 
tried to provide solutions for the TE process using different methods. These methods 
can be divided into three categories which consist of different models. Many models of 
statistical methods had tested and managed to achieve great performance in many fields. 
Then, swallow methods were tested with the prospect of improving the results already 
exist. During the last decades, deep learning has achieved incredible results in many 
fields and many researchers tried to implement these methods to the TE process. The 
deep learning models are noted significant improvement to the results but there is still 




Chapter 4 is about the function of the models used for this problem. This disserta-
tion analyzes the traditional Convolutional Neural Network (CNN) and the layers 
that make it up. Furthermore, two improvements of the traditional CNN are pre-
sented which are the algorithms used to solve the problem. Also, some methods 
that help the model to achieve better results are presented.  
Chapter 5 depicts in detail the actions that have been made in order to prepare the 
initial data. Moreover, the final models are presented and the metrics that used to 
evaluate the models. 
Chapter 6 has the results that each of the models achieved. The evaluation of the 
models based on the metrics and the comparison with the model of the literature. 
Machine learning techniques have been developed and used in different fields of 
science and industry. Chemicals processes are a field that machine learning ap-
peared last years and it can offer many techniques. This dissertation tries to de-
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2 TE Process Description 
This chapter explains the main parts of the Tennessee Eastman process which should be 
presented to understand its function. It is displayed the features of the original data and 
the different types of problems that can be occurred. 
2.1 Tennessee Eastman Process Introduction 
Modern industry has various issues associated with process control and optimization 
strategies. Tennessee Eastman Process (TEP) is a benchmark problem for continuous 
chemical process proposed by Downs and Vogel (1993)[1]. The TEP is composed of 
five-unit operations: a product stripper, a recycle compressor, a vapor-liquid separator, a 
product condenser, and an exothermic two-phase reactor and it contains eight compo-
nents: A, B, C, D, E, F, G and H.  
Downs and Vogel expressed a realistic problem for process control which led to a non-
linear model with multiple components. They also point out 20 possible disturbances[2] 
that should be detected and dismissed. Every disturbance clarifies a specific view of the 
operating process and they are divided into four categories (Step, Random Variation, 
Slow Drift and Sticking) but some of them remain undefined. 
TEP contain 12 manipulated variables (the reactor agitation speed and 11 valves), 22 
continuous process measurements and 19 sample process measurements (6 Reactor feed 
analysis, 8 Purge Gas analysis and 5 Product analysis)[3]. 
 
2.2 Unit Operations 
The TEP process consists of five-unit operations: product stripper, a recycle compressor, 
a vapor-liquid separator, a product condenser, and an exothermic two-phase reactor. Gen-
erally, eight components are contributed to the process and the reactions produced are 
irreversible and exothermic. Four reactants give as a result two products and one by-
product. More specifically, A, B, C, D, E are entered into the reactor and produce the 








 It is very important to keep the reactor temperature to low levels so we equip him 
with a cooling bundle. Table 1 shows for each component some physical characteristics 
and Table 2 shows the heat and material data. 


















Heat of vaporization 
(kJ kg-1) 
A 2.0 - - 14.6 - 
B 25.4 - - 2.04 - 
C 28.0 - - 1.05 - 
D 32.0 299 7.66 1.85 202 
E 46.0 365 4.17 1.87 372 
F 48.0 328 4.45 2.02 372 
G 62.0 612 2.55 0.712 523 
H 76.0 617 2.45 0.628 486 
 Vapor pressure (Antoine equation):  
            P = exp[A + B/(T + C)] 
P = pressure (Pa)    T = temperature (oC) 
 
 Compot Constant A Constant B Constant C  
 D 20.81 -1444.0 259  
 E 21.24 -2114.0 266  
 F 21.24 -2144.0 266  
 G 21.32 -2748.0 233  
 H 22.10 -3318.0 250  
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Stream name A feed D feed E feed C feed Strp Reactor 
     Ovhd feed 
Stream number 1 2 3 4 5 6 
Molar flow 11.2 114.5 98.0 417.5 465.7 1890.8 
(kgmol h-1) 













Temperature(oC) 45.0 45.0 45.0 45.0 65.7 86.4 
Mole fractions   A 0.99990 0.00000 0.00000 0.48500 0.43263 0.32188 
B 0.00010 0.00010 0.00000 0.00500 0.00444 0.08893 
     C 0.00000 0.00000 0.00000 0.51000 0.45264 0.26383 
D 0.00000 0.99990 0.00000 0.00000 0.00116 0.06882 
E 0.00000 0.00000 0.00000 0.00000 0.07256 0.18779 
F 0.00000 0.00000 0.00010 0.00000 0.00885 0.01657 
G 0.00000 0.00000 0.00000 0.00000 0.01964 0.03561 
H 0.00000 0.00000 0.0000 0.00000 0.00808 0.01659 
Stream name Reactor Recycle Purge Separa- Product  
 product   tion   
    Liquid   
Stream number 7 8 9 10 11  
Molar flow 
(kgmol h-1) 

















Temperature (oC) 120.4 102.9 80.1 80.1 65.7  
Mole fractions A 0.27164 0.32958 0.32958 0.00000 0.00479  
B 0.11393 0.13823 0.13823 0.00000 0.00009  
C 0.19763 0.23978 0.23978 0.00000 0.01008  
D 0.01075 0.01257 0.01257 0.00222 0.00018  
E 0.17722 0.18579 0.18579 0.13704 0.00836  
F 0.02159 0.02263 0.02263 0.01669 0.00099  
G 0.12302 0.04844 0.04844 0.47269 0.53724  
H 0.08423 0.02299 0.02299 0.37136 0.43828  
Unit operation       
data       












Pressure (kPa 2705.0 2633.7 - 3102.2   
gauge)       
Heal duty (kW) -6468.7 - -2140.6 1430.0   
Liquid volume 
(m3 ) 
16.55 4.88 - 4.43   
Utilities       
 
2.3 Modes of Operation 
Based on market and plant variation, Downs and Vogel (1990) proposed six distinct op-
erating modes which depend on the mass proportion of G to H in the product rate and 
the product. Table 3 depicts that the last three modes achieve maximum production rate. 
The process should receive constraints but it should secure the smooth operation of the 
system. 
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Table 3: Modes of operation for the TE Process[1] 
Mode G/H Mass Ratio Production Rate(kg/h) 
1 50/50 14076 
2 10/90 14076 
3 90/10 11111 
4 50/50 Maximum 
5 10/90 Maximum 
6 90/10 Maximum 
 
 
2.4 Control Objectives 
 
The basic purpose of process control is to preserve the proportion of G/H in the product 
and preserve the product rate through operation and process disturbances. The control 
procedure must reduce the variability of product rate and valve movement. Also, the 
control strategy should restore the process after possible disturbances or changes in 
product rate and grades. The process has 12 manipulated variables and 41 continuous 
measurements that displayed in Tables 4-5. 
 














D feed flow (stream 2) XMV (1) 63.053 0 5811 Kg h-1 
E feed flow (stream 3) XMV (2) 53.983 0 8354 Kg h-1 
A feed flow (stream 1) XMV (3) 24.644 0 1.017 kscmh 
A and C feed flow (stream 4 ) XMV (4) 61.302 0 15.25 kscmh 
Compressor recycle valve XMV (5) 22.210 0 100 % 
Purge valve (steam 9) XMV (6) 40.064 0 100 % 
Separator pot liquid flow (stream 10) XMV (7) 38.100 0 65.71 m3 h-1 
Stripper liquid product flow (stream 11) XMV (8) 46.534 0 49.10 m3 h-1 
Stripper steam valve XMV (9) 47.446 0 100 % 
Reactor cooling water flow XMV (10) 41.106 0 227.1 m3 h-1 
Condenser cooling water flow XMV (11) 18.114 0 272.6 m3 h-1 
Agitator speed XMV (12) 50.000 150 250 rpm 
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Table 5: Continuous process measurements[1]  










Sampling frequency = 0.1 h 
Dead time = 0.1 h 
A XMEAS (23) 32.188 mol%  
B XMEAS (24) 8.8933 mol%  
C XMEAS (25) 26.383 mol%  
D XMEAS (26) 6.8820 mol%  
E XMEAS (27) 18.776 mol%  
F XMEAS (28) 1.6567 mol%  










Sampling frequency = 0.1 h 
Dead time = 0.1 h 
A XMEAS (29) 32.958 mol%  
B XMEAS (30) 13.823 mol%  
C XMEAS (31) 23.978 mol%  
D XMEAS (32) 1.2565 mol%  
E XMEAS (33) 18.579 mol%  
F XMEAS (34) 2.2633 mol%  
G XMEAS (35) 4.8436 mol%  
H XMEAS (36) 2.2986 mol%  










Sampling frequency = 0.25 
h Dead time = 0.25 h 
D XMEAS (37) 0.01787 mol%  
E XMEAS (38) 0.83570 mol%  
F XMEAS (39) 0.09858 mol%  
G XMEAS (40) 53.724 mol%  
H XMEAS (41) 43.828 mol%  
 
 
2.5 Process Disturbances  
The performance estimation of every process control is based on the load changes de-
picted in Table 6. Every disturbance should be tested because they cause different re-
sults to the system. Every disorder should be recorded to the frames that the processing 
system doesn’t shut down. The first 15 disturbances belong to four different identified 






   
Table 6: Disturbances[1] 
Variable num- 
ber 
Process variable Type 
IDV (1) A/C feed ratio, B composition constant (stream 4) Step 
IDV (2) B composition, A/C ratio constant (stream 4) Step 
IDV (3) D feed temperature (stream 2) Step 
IDV (4) Reactor cooling water inlet temperature Step 
IDV (5) Condenser cooling water inlet temperature Step 
IDV (6) A feed loss (stream 1) Step 
IDV (7) C header pressure loss-reduced availability 
(stream 4) 
Step 
IDV (8) A, B, C feed composition (stream 4) Random variation 
IDV (9) D feed temperature (stream 2) Random variation 
IDV (10) C feed temperature (stream 4) Random variation 
IDV (11) Reactor cooling water inlet temperature Random variation 
IDV (12) Condenser cooling water inlet temperature Random variation 
IDV (13) Reaction kinetics Slow drift 
IDV (14) Reactor cooling water valve Sticking 
IDV (15) Condenser cooling water valve Sticking 
IDV (16) Unknown Unknown 
IDV (17) Unknown Unknown 
IDV (18) Unknown Unknown 
IDV (19) Unknown Unknown 
IDV (20) Unknown Unknown 
  
 
2.6 Optimization Objectives 
There are enough manipulated variables to optimize the process. Operating costs influ-
ence immediately the objective function. Operating costs are affected by the loss of raw 
materials like purge gas and product stream. The economic cost is a set of raw materials 
and product costs in the purge and the costs of the raw materials in the product. The 
compressor operation and steam to the stripping column cost are countable. Figure 1 is a 
schematic representation of the Tennessee Eastman Process. 
 
 









3 Related Work 
Time series classification is used in many fields, as a significant part of time series data 
mining. Fault detection and diagnosis (FDD) for dynamic systems has been made the 
practical control systems more reliable. During the past decades, many FDD methods have 
been presented in the literature.  
 
3.1 Goals 
Anomaly detection and fault diagnosis is an important process for modern industries. The 
correct recognition of the faults can help the industries to avoid economic damages and save 
valuable time. Many models tested through the years but the best performance has not yet 
been achieved.  So, it is imperative to test methods and modifications that have not been tried 
before[4].  
The main goal of fault detection in a chemical process is to find the function of the process. 
The TE process has two types of function the normal and faulty. The precise prediction of the 
function preserves the control of the process and at any time the status of the process can be 
recognized.  
The accuracy is an important element but it should be combined with the execution time of 
the process. A system that achieves high accuracy with a slow execution time is not so 
efficient. It is important to try modifications of the traditional algorithms to get the desired 
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3.2 Fault detection and diagnosis methods 
 
There are three categories of FDD methods: statistical methods, shallow learning meth-
ods and deep learning methods. Statistical methods consist of principal component 
analysis (PCA), independent component analysis (ICA), partial least squares (PLS), 
fisher discriminant analysis (FDA), qualitative trend analysis (QTA) and the conver-
sions of these methods. This group of methods depends on features, they apply dimen-
sionality reduction to maintain the features that appropriately represent the time series. 
Swallow learning methods consist of support vector machine (SVM), artificial immune 
system (AIS), k-nearest neighbor (KNN) and Gaussian mixture model (GMM). Swal-
low learning methods depend on distance, they specify a distance function to identify 
the similarity between two time series. Deep learning methods consisting of Deep 
Stacking Networks, Stacked Deep Autoencoders and Deep Belief Networks.  
Statistical and swallow learning models had some positive elements but the requested 
results were not achieved in practical applications. The main problems of these two cat-
egories were the demand for different fields of expertise to point the fault and the low 
percentage of the fault diagnosis rate.  
 
3.3 Statistical Methods 
Statistical methods consist of some basic methods and the improvement of them. The 
most well-known method is the Principal Components Analysis (PCA).[6] PCA tries to 
maintain the main information and at the same time diminish the dimensions as much as 
possible.  PCA applies the orthogonal transformation to select principal components 
from the data. Although, PCA is difficult to detect time dependence and it cannot bene-
fit from the autocorrelation structure. DPCA (DynamicPCA)[7], which is an improve-
ment of PCA, copes with this problem by transforming autocorrelation of initial features 






Partial least squares (PLS)[8] is an interesting statistical mechanism for fault detection. PLS 
apply covariance information to find a linear correlation structure in order to transfer the 
whole data to another space. PLS technique handles a big amount of data which some of it is 
inefficient for the prediction. Total projection to latent structure (TPLS)[9] has come to solve 
this problem by splitting the results of traditional PLS into subspaces. There is another 
conversion of PLS which is called MPLS. MPLS[10] initially predicts the correlation model 
with the least square algorithm and then applies an orthogonal decomposition.  
Another method is independent component analysis (ICA)[11] which uses signals that do not 
follow Gaussian distribution in contrast with PCA and PLS. ICA analyzes the signal as a linear 
combination of non-Gaussian variables. MICA is an improvement of ICA which provides 
unique solutions of ICs.  
Another method is Fisher discriminant analysis (FDA)[12] which is efficient for supervised 
dimensionality reduction. FDA has the ability to identify the correct class for the data, it has 
been pointed out as a good fault classification tool. The last method is the subspace aided 
approach (SAP)[13] which gives a proper direction for data-driven design, based on fault 
detection and isolation (FDI)[12] techniques, without recognition of the whole procedure. 
Table 7 below depicts the basic characteristics of the methods: 
 
Table 7: Statistical Methods[11] 
Method Assumption on data Computation complexity Parameter 
PCA Multivariate Gaussian distribution Low: 1 SVD on m × m matrix No. of PCs 
DPCA Same as PCA Medium: 1 SVD on hm × hm matrix No. of PCs, 
h 
FDA Same as PCA, well documented data 
sets 
Medium: generalized EVD on m × m 
matrix 
no 
PLS Same as PCA, clear input–output 
relationship 
Medium: γ times SVD on  
m × m matrix 
No. of LVs 
TPLS Same as PLS Medium: cost of PLS + 2 SVD on m × 
m +1 SVD on  α×α matrix 
 
No. of LVs 
MPLS Same as PLS Low: 2 SVD on m × m matrix no 
ICA/MICA Measurement is a linear combination 
of ICs 
High: cost of PCA + iterative constraint 
optimization problems 
No. of ICs 
SAP Clear input–output relationship Medium: 1 SVD on s(α + m)×s(α + m) 
matrix 
No. of s 
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Table 8 presents the values of the FDR metric for every model which belongs in statisti-
cal methods. The table is divided into three parts. The first part shows the faults in which 
all the methods performance is over 90% (except for fault 5 in which some models have 
performance under 50%). In the second part is the faults which DPCA, MPLS and SAP 
have the best performance in comparison with the other models. The third part has the 
faults 3, 9 and 15 in which the performance is under 30%. 
 
Table 8: FDR’s based on TE data[11] 
Fault PCA DPCA ICA MICA FDA PLS TPLS MPLS SAP 
IDV(1) 99.88 99.80 100 99.88 100 99.88 99.88 100 99.63 
IDV(2) 98.75 99.38 98.25 98.25 98.75 98.63 98.88 98.88 97.88 
IDV(4) 100 100 100 87.63 100 99.5 100 100 99.88 
IDV(5) 33.63 43.25 100 100 100 33.63 100 100 100 
IDV(6) 100 100 100 100 100 100 100 100 100 
IDV(7) 100 100 100 100 100 100 100 100 99.88 
IDV(8) 98 98 98.25 97.63 98.13 97.88 98.5 98.63 95.88 
IDV(12) 99.13 99.25 99.88 99.88 99.75 99.25 99.63 99.88 99.88 
IDV(13) 95.38 95.38 95.25 95 95.63 95.25 96.13 95.5 94.88 
IDV(14) 100 100 100 99.88 100 100 100 100 97.63 
IDV(17) 95.25 97.25 96.88 93 96.63 94.25 96 97.13 97.13 
IDV(18) 90.5 90.88 90.5 89.75 90.75 90.75 91.88 91.25 91 
IDV(10) 60.5 72 89.25 85.88 87.13 82.63 91 91.13 95.5 
IDV(11) 78.88 91.5 78.88 61.63 73.38 78.63 86.13 83.25 84.75 
IDV(16) 55.25 67.38 92.38 83.38 83.88 68.38 90.75 94.28 94.88 
IDV(19) 41.13 87.25 92.88 80.25 87.88 26 82.88 94.25 88.5 
IDV(20) 63.38 73.75 91.38 86 81.88 62.75 78.38 91.5 93.75 
IDV(21) 52.13 61 56.38 70.75 52.75 59.88 66.38 72.75 38.63 
IDV(3) 12.88 12.25 4.5 14.25 7 14.25 24.25 18.75 6.38 
IDV(9) 8.38 12.80 4.75 8.88 6.25 14.5 23.5 12.13 0.88 
IDV(15) 14.13 19.75 7.75 10.75 12.63 23 29.88 23.25 29.5 
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3.4   Swallow Methods 
Swallow learning is another group of methods that is used extensively for fault detection 
processes. The most popular technique is the Support Vector Machine (SVM)[14] which is an 
established algorithm for classification. The basic idea behind the SVM is to discover the 
optimal hyperplane in N-dimensional space and divide the data into two categories. Depending 
on the number of the features we are looking also for the corresponding dimension of the 
hyperparameter (for the dimension space equal to 2 it is a line, for dimensional space equal to 3 
is a two-dimension plane). Around the hyperplane is created a margin which is defined by the 
nearest point of the pattern.  
K-nearest-neighbor (K-NN)[15] is another fundamental and simple classification method and is 
also considered as one of the top ten algorithms for data mining. The basic idea behind the K - 
NN classification technique is that a new observation is categorized in the class where the 
majority of its nearest data belonging to. A data point is represented as a feature vector with n-
dimensions, where n is the number of features. The letter “k” in the algorithm’s name stands for 
the number of neighbors that the classifier will take into account. K-NN can be considered as a 
“Lazy Learning Technique”. This is due to the fact that k-NN uses the training set to decide 
each class region and it needs all the data to make new predictions (also called Memory-Based 
Classification). In order to define the “nearest” neighbor, k-NN uses a variety of distance 
metrics with the most common the Euclidean distance. Other examples are the Manhattan 
distance and Chi-square distance. Choosing the right type of distance metric could affect the 
performance of the classifier. 
Based on the study “Evaluation of the Extreme Learning Machine for Automatic Fault 
Diagnosis of the Tennessee Eastman Chemical Process” [16] is observed the implementation of 
these two methods to the TE process. Table 9 presents the FDR score for the models SVM and 
1-NN models. SVM model has succeed better performance than 1-NN model except for the 
fault 21.  The faults 3, 9 and 15 are difficult to train and the values are between 50 and 60 
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Table 9: FDR score for SVM and 1-NN[16] 
Fault SVM 1-NN 
IDV(1) 97.93 87.88 
IDV(2) 97.50 97.63 
IDV(3) 59.29 44.50 
IDV(4) 100 69.63 
IDV(5) 100 59.88 
IDV(6) 100 98.75 
IDV(7) 100 80.13 
IDV(8) 87.71 77.88 
IDV(9) 51.58 44.50 
IDV(10) 68.70 51.75 
IDV(11) 68.28 39.38 
IDV(12) 96.58 74.63 
IDV(13) 65.75 64.75 
IDV(14) 95.95 48.38 
IDV(15) 52.41 47.00 
IDV(16) 70.59 40.75 
IDV(17) 94.68 54.75 
IDV(18) 91.54 90.50 
IDV(19) 82.83 64.50 
IDV(20) 88.41 54.38 








3.5 Deep Learning 
The deep learning techniques have come to replace ANN. For a long time, ANN was a famous 
model that researchers used for fault diagnosis. However, ANN dealt with two major problems. 
The typical ANN consists of one hidden layer which set it unable to adequately depict the 
features and lead the model to low fault diagnosis performance. Moreover, when the proportion 
of input variables and fault pattern is large the model cannot provide good classification. As a 
result, low accuracy makes the model unreliable. 
Deep neural network (DNN) is an evolution of the ANN which solves these problems. The 
DNN consists of multiple hidden layers which achieve better representation of the features and 
performance on fault diagnosis. Furthermore, researchers found that DNN could produce better 
results when every layer of the DNN uses an unsupervised pre-training method to set the 
weight parameters and run the entire network based on supervised training. 
Deep Stacking Networks (DSN) and Sparse Stacked Autoencoders (SAE)[17] are two famous 
DNN architectures. The main contrast between the two models is that the DSN model handles 
supervised information and the SSAE handles unsupervised information. 
The Deep Stacking Network (DSN) is a novel deep learning model which focuses on the 
parallel learning. The DSN model is based on the idea of stacking that creates groups of 
functions and then unify and place them on top of each other. The deep stacking network 
performs a supervised classification to train hierarchically upon complex functions. The 
traditional model uses the sigmoid activation function in hidden units and as an output unit uses 
the linear activation function. The structure of the hidden and output units ensures the quality of 
the input weights. 
The typical autoencoder is a feed-forward neural network that during the training compress and 
decompresses the input at the output. Autoencoders should reduce reconstruction and 
classification errors. The basic Sparse Stacked Autoencoder (SAE) consists of two autoencod-
ers stacked together, in a form that the first constitutes as the input layer of the second. 
Based on the paper “Comparison of Deep Neural Network Architectures for Fault Detection in 
Tennessee Eastman Process” by Gavneet Singh Chadha and Andreas Schwung is observed the 
methods DSN and SAE upon to TE process. The comparison of the two models was based on 
the Fault Detection Rate (FDR). Generally, the values of each fault do not present a big 
difference. The Figure 2 below displays that SAE is superior to DSN at some faults, such as 3, 
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5, 9, 15, 20. This difference affects the mean fault detection rate because SAE has 72,56% in 
contrast with 63,4% of the DSN. 
 
Figure 2: FDR score for SAE and DSN[17] 
 
3.6 Deep Belief Network 
The deep belief network (DBN) is another famous model of deep learning. DBN is an 
evolution of the RBM which is a simple two-layer network[18]. The simple RBM is not 
capable to maintain the features of the data. The basic idea of the DBN is to create a lay-
er-by-layer system for learning by using multiple RBM layers. More specifically, the 
features, that extracted from the first RBM, are the inputs for the next RBM. DBN con-
structs a hierarchal network to find a deep feature of initial data.[19]   
Based on the paper “A deep belief network-based fault diagnosis model for complex 
chemical processes” by Zhanpeng Zhang and Jinsong Zhao[20] presented a DBN model 
for the TEP problem. The DBN model uses three RBM models and at the end Sigmoid 
and Gaussian functions are tested to fine-tune the pre-trained network. Tables 10 below 
presents the number of the variables used, the time spent for every fault, the FDR and the 
FPR score for training and test set. Comparing the two activations function, the Sigmoid 
function has better FPR score and worst FDR score than the Gaussian function. More 
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specifically, the faults 9, 10, 11, 12, 14, 15, 16 and 19 have FDR score under 15%. Fur-
thermore, for faults 1-14 sigmoid function needs fewer variables and for faults 15-20 
gaussian function has fewer variables.  
Table 10: FDR and FPR score for sigmoid function[19] 
 Sigmoid 
Function 
   Gaussian 
Function 
   
 FDR  FPR  FDR  FPR  
Faults Training Test Training Test Training Test Training Test 
1 100 100 6.07 6.15 98 98 8.03 7.95 
2 98 97 4.69 4.64 96.25 95 9.06 8.79 
3 100 98 13.51 13.67 99.75 100 28.71 28.92 
4 100 100 2.43 3 100 100 7.57 7.72 
5 91.50 87 8.39 8.44 85.75 79 13.29 13.26 
6 100 100 0 0 100 100 3.47 3.44 
7 100 100 1.84 1.64 100 100 5.46 5.69 
8 85 77 14.39 13.77 88 89 13.75 13.9 
9 0 0 11.94 11.87 76.25 66 32.41 31.95 
10 0 0 10.01 9.67 96.75 98 16.69 13.59 
11 11.25 12 12.68 12.49 98.25 91 9.37 9.79 
12 1 1 15.49 15.59 73.25 72 14.53 14.77 
13 63 60 4.17 3.95 95.50 91 13.62 13.67 
14 3.5 5 9.01 8.74 95.75 91 4.55 4.41 
15 0 0 9.51 9.59 0 0 0 0 
16 0 0 2.88 2.92 0 0 0 0 
17 100 100 3.83 3.69 100 100 6.64 6.87 
18 100 100 4.73 4.62 81.25 78 8.90 8.92 
19 15.75 13 6.60 6.69 98.50 98 9.60 9.61 
20 98 93 13.46 13.59 96.75 93 9.67 9.95 
Normal 95.05 93.2 41.83 44 81.35 80.70 3.69 3.55 
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3.7 Recurrent Neural Network 
Recurrent Neural Network (RNN) is a method that was recently used to address the TE 
problem. A recurrent network is a technique that receives an input sequence and generates 
an output at a specific time[21]. The significant advantage of the model is that the output 
depends on the recent input and a number of inputs before. RNN adapts a feed-back loop 
which creates “memory” for the model. Although, vanilla RNN was able to handle only 
the short-term dependencies. The problem of short-term dependencies troubled RNNs for 
a long time and the solution was come by creating a particular type of RNN architecture 
called LSTM (Long Short-Term Memory)[22]. The LSTM model achieves to monitor the 
information for a big number of timesteps. The LSTM model adds three new gates to the 
model that already existed. The three new gates are named input, output and forget gate. 
The input and output gates decide when to propagate their information to the next gate 
and the forget gate how much of the previous information to omit.  
Based on the paper “Bidirectional deep recurrent neural networks for process fault Classi-
fication” by Gavneet Singh Chadha, Ambarish Panambilly, Andreas Schwung, Steven X. 
Ding[23] is presented a modification of the vanilla LSTM which named Bidirectional 
LSTM (B-LSTM). The fundamental difference between conventional and Bidirectional 
LSTM is in which point of the sequence should be the analysis. The LSTM makes the 
analysis at the end as opposed to the B-LSTM which makes the analysis in the middle of 
the sequence. The Table 11 shows that the B-LSTM model generally achieves an FDR 












Table 11: FDR score for B-LSTM[22] 
























3.8 Synopsis of the methods 
Many researchers have worked upon the TE process and many improvements have been 
achieved. Table 12 below summarizes the results of the main techniques that analyzed before 
based on the FDR score. Table 12 is divided into three parts. The first part shows that for fault 1-
7 the DBN has the best results, except for the fault 2 and 5 that they are slightly lower. The 
second part displays that statistical methods achieve better results for faults 8-16. The third part 
depicts that the DBN has the best results for faults 17,18 and 21. It is slightly lower at fault 20 
but it displays the lowest score at fault 19 with the difference with the highest is around 80%. 
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 Table 12: FDR score for the best models 
Fault DPCA ICA FDA TPLS SAP SVM 1-NN DSN SAE DBN 
IDV(1) 99.80 100 100 99.88 99.63 97.93 87.88 90.8 77.6 100 
IDV(2) 99.38 98.25 98.75 98.88 97.88 97.50 97.63 89.6 85 97 
IDV(3) 12.25 4.5 7 24.25 6.38 59.29 44.50 14.4 79.4 98 
IDV(4) 100 100 100 100 99.88 100 69.63 47.6 56.6 100 
IDV(5) 43.25 100 100 100 100 100 59.88 31.6 76 87 
IDV(6) 100 100 100 100 100 100 98.75 91.6 82.8 100 
IDV(7) 100 100 100 100 99.88 100 80.13 91 80.6 100 
IDV(8) 98 98.25 98.13 98.5 95.88 87.71 77.88 90.2 83 77 
IDV(9) 12.80 4.75 6.25 23.5 0.88 51.58 44.50 16.3 50.6 0 
IDV(10) 72 89.25 87.13 91 95.5 68.70 51.75 63.2 75.3 0 
IDV(11) 91.5 78.88 73.38 86.13 84.75 68.28 39.38 54.2 75.9 12 
IDV(12) 99.25 99.88 99.75 99.63 99.88 96.58 74.63 87.8 83.3 1 
IDV(13) 95.38 95.25 95.63 96.13 94.88 65.75 64.75 85.5 83.3 60 
IDV(14) 100 100 100 100 97.63 95.95 48.38 89 7.8 5 
IDV(15) 19.75 7.75 12.63 29.88 29.5 52.41 47.00 26.7 55.5 0 
IDV(16) 67.38 92.38 83.88 90.75 94.88 70.59 40.75 74.8 78.3 0 
IDV(17) 97.25 96.88 96.63 96 97.13 94.68 54.75 83.3 78 100 
IDV(18) 90.88 90.5 90.75 91.88 91 91.54 90.50 82.4 83.3 100 
IDV(19) 87.25 92.88 87.88 82.88 88.5 82.83 64.50 52.4 67.7 13 
IDV(20) 73.75 91.38 81.88 78.38 93.75 88.41 54.38 44.1 77.1 93 
IDV(21) 61 56.38 52.75 66.38 38.63 41.58 46.00 31 16.7 93.2 
 
 
The algorithms that achieved the best results were DPCA, ICA, FDA, TPLS and DBN. 
Although Figure 3 shows that DBN has a significant difference among the models at faults 
9-16. At the same time, DBN model is more stable for faults 1-8 and 17-21. Moreover, 
ICA, FDA and TPLS models have similar value fluctuations for each fault. 
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Figure 3: FDR score of DPCA, ICA FDA, TPLS and DBN 
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4 Algorithms 
In Chapter 4 is explained the Convolutional Neural Network (CNN) algorithm which based on 
the Artificial Neural Network and the modifications that implemented to the CNN models to 
produce more efficient models. For every model is mentioned its architecture and function. 
4.1 Artificial Neural Network  
Convolutional neural network is an evolution of the conventional artificial neural network. 
Artificial neural network[24] consists of neurons which are connected to each other and made up 
a neural network. The form of the neural network is depicted in the Figure 4. 
Figure 4: Artificial Neural Network 
 
 
Every neuron takes as input x1, x2…,xi as input and gives the outputs according to the following 
equality:  
Output =  
where wi are defined as weights, the b is defined as bias and f (.) is a non-linear activation 
function. 
According to the figure 4 and the equality, the inputs are multiplied by a weight and a bias value 
added. Then the sum passes at an activation function where the linear combination is converted 
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into a non-linear combination. The selection of the activation function depends on the nature of 
the problem. The most famous activation functions are depicted in Figure 5 which are the 
sigmoid, tanh and Relu: 
 
Figure 5: Activation functions 
 
Most of the neural networks consist of several neurons which the inputs for every layer are 
the outputs of the layer before[25]. Figure 6 below displays a feedforward neural network, 
which is named multi-layer perceptron. 
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4.2  Convolutional Neural Network 
Convolutional and artificial neural networks present many similarities because both of them are 
based on self-optimized neurons which perform a non-linear transformation. Usually, a 
convolutional neural network is used for image and speech recognition but also used 
extensively for translation, scaling and rotation.  Based on CNN for image recognition, we 
applied deep learning methods for time series classification of a fault detection problem.  
The conventional convolutional neural network consists of five basic parts: input layer, 
convolutional layer, pooling layer, flatten layer and a fully connected layer. The main function 
of CNN can be described by these five points. 
Point 1: The input layer captures the values of the created window. 
Point 2: The convolutional layer applies filters which holds the information 
Point 3: The pooling layer reduces the dimension of the attributes in the activation function. 
Point 4:  The flatten layer prepares the data for the fully connected layer. 
Point 5: The fully connected layer indicates the scores which place every score to the right 
class. 
It becomes obvious that the function of the convolutional neural network is a complicated 
procedure that will be explained extensively in the following parts. 
 
4.2.1 Convolutional Layer 
The first section of the convolutional neural network is the convolution layer which performs 
the main calculations of the CNN operation. A convolutional layer consists of two parts feature 
detector(filter) and feature map. Feature detector is a pattern that scans the surface of the matrix 
to convert it into a feature map. For that reason, the size of the filter is generally small in order 
to spread along with the entire matrix. The filter is placed on the initial matrix and the 
computation is applied to the corresponding elements. Every element of the filter is multiplied 
by the corresponding element of the matrix. The procedure is repeated by sliding the filter 







Figure 7: Feature Map[26] 
 
 
During the creation of the convolutional layer, there are some hyper-parameters that 
have essential roles such as depth, stride and padding. 
The depth is the value that defines the amount of generalized learning and the number 
of kernels. When the depth is decreased, the number of neurons is diminished but at the 
same time, the pattern detection is reduced.  
The stride represents the gap of kernel sliding through the input matrix. More specifical-
ly, the stride is the data should be skipped when the kernel passes over the matrix. The 
padding hyper-parameter creates more frame that covers the edge around the matrix. 
The information of the matrix is enhanced as a result padding allows more accurate 
analysis of the data.  
 
4.2.2 Pooling Layer 
The data after the processing in the convolutional layer continue to the pooling layer. 
The main process of the pooling layer is to reduce the complexity by diminishing the 
dimensions of the matrix. Moreover, it converts the feature resistance to distortion and 
noise. The two popular pooling include max pooling, in which the biggest element of 
each window ends up to the output, or average pooling, in which the average element of 
each window is passed through. 
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4.2.3 Flatten Layer 
Flattening is part of a convolutional neural network where the matrix is prepared to pass 
through CNN. As the name reveals, the output of the pooling layer is flattened and trans-
formed into a single column, as Figure 8 shows. Every row is converted into a column and 
gathered together. In real-time, there are multiple pooled feature maps that flatten into a single 
column. This column is the input of the CNN. 
Figure 8: Flatten Layer[26] 
 
 
4.2.4 Fully Connected Layer 
The final part of the convolutional neural network is a fully connected layer. The output after 
the flatten procedure is a single vector of values, each indicating a probability that a feature 
corresponds to a class.  
Until this point, the convolutional neural network structure has been described. A classic 
convolutional neural network consists of two sections. The first one has multiple convolution 
layers, pooling layer and flatten layer. The aim of this section is to diminish the dimensionality 
of the initial data. The second section consists of a fully connected layer, following the 







Dropout is a form of regularization that's used to avoid overfitting. The main idea of 
dropout function is a node deletion of the network in the training procedure. Dropout 
determines a probability for every node. This probability declares the possibility of eve-
ry node's existence during the learning process. The key point is that in every iteration 
the dropout function chooses randomly nodes to delete. This means that dropout is ap-
plied repeatedly for different nodes every time. So, the algorithm applies forward and 
backpropagation for a subgroup of the initial network and updates the values for these 
nodes.  
There are two main reasons why dropout avoids overfitting. When dropout deletes some 
nodes and shrinks the initial network makes it less flexible, so it reduces the possibility 
of overfitting. Furthermore, remove some nodes in every iteration reduce the sensitivity 
of the initial network to single inputs.  That happens because it forces more weights to 
involve in the training process and distribute better the values of the weights. More spe-
cifically, it doesn’t pay all the attention to specific weights to adapt to inputs but reduce 
overfitting by letting other weights to contribute.  
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4.4 Inception Module 
The inception architecture is an improvement of the conventional CNN. The main idea behind 
this architecture is to convert the network operation from sequentially to parallel. This need 
was born when researchers have to handle many images which consist of three dimensions 
(the pixels of the image and the diversity of the color). In this direction, Szegedy has proposed 
the inception architecture at Going Deeper with Convolutions. The purpose of inception was to 
reduce the computational cost but at the same time prevent the efficiency of the model. In 
standard CNN the addition of layers and kernels is often used to improve the performance. 
This may increase the possibility of overfitting so the extensive use of regularization is 
imperative. Also, it makes the training process slower and the bigger number of parameters 
leads to increase computation cost[27].  
The naïve inception module was targeted to make the model wider than deeper. It succeeds to 
try different size kernels in parallel in order to recognize features of various sizes concurrently, 
instead of stacking more convolutional layer sequentially.  
 




The naïve inception module manages to reduce the number of parameters compared to the 
CNN model. The advanced model of the standard inception modules adds more convolution 
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layers in the correct order. The 1 × 1 convolutions are located behind the bigger dimension 
convolutions to increase the layers without increase the computational cost.  
 
 
Figure 11: Improvement of naïve inception module[27] 
 
 
4.5 Residual Network 
The Residual Network (ResNet) is another improvement of the traditional CNN model. 
ResNet is a deep network and in many problems performs better results as opposed to the 
wide models such as the Inception module. The researchers discover that making a CNN 
deeper, by adding more layers, does not improve the performance of the model. That 
happens because the additional layers achieve similar mapping and the model does not 
upgrade. The basic idea of the ResNet is to create a shortcut connection. More specifically, 
the residual network consists of a group of convolutional layers, these layers have equal 
filters, in which the output of the last layer is concatenated with the input entered in the 
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Figure 12: ResNet  
 
 
4.6 Principal Components Analysis 
PCA is being used to identify patterns in the data and then expressing the data in such a way to 
highlight similarities and differences. Primarily, PCA is being applied to reduce the number of 
dimensions by identifying the most important features i.e. the principal components [10]. The 
number of principal components is less than or equal to the smaller of the number of original 
variables. The principal component is a linear transformation of the initial features into a new 
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group of features. The first principal component has the largest possible variance and each 
succeeding component in turn has the highest variance possible under the constraint that it is 
orthogonal to the preceding components.[28] The type of transformation is: 
y = UTx 
The x variable represents the data which firstly scaled. The matrix U perform the conversion of 
the original data and it consists of the eigenvectors of the covariance matrix of the data, S, 
S = UΛUT 
The matrix Λ is diagonal where the diagonal is the eigenvalues of the covariance matrix. It is 





when the principal components are rescaled the covariance matrix is transformed into an identity 
matrix. The Hotelling's T2 is measured as: 
T2 = yTy 
T2 shows the largest variation of the data. From equation(1) we can recreate the data after the 




At the end, the sum of squares of the residuals, Q, basically measures the noise. The type of Q is: 
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5 Methodology 
In this section are presented the steps followed to reach the final results. More specifically, the 
preprocess that used to prepare the data and the methods used to preserve the useful information. 
Also, the different parts of the algorithms were selected will be presented.  
 
5.1 Methodology Introduction 
This dissertation is focused on fault detection using CNN models. Two algorithms are 
implemented and evaluated. Both algorithms are improvements of the traditional CNN model. 
There are two types of function, normal and faulty. The evaluation of the model is based on the 
ability of the algorithms to find the proper function of the process.  
The main goal of the dissertation is to test algorithms that improve their accuracy without 
making the model too deep. For many years’ researchers claimed that deeper models equate with 
better results that led many models to overfit. The first model tested was the Inception module. 
This model instead of making the model deeper converted to wider. The second model tested 
was the Residual Network. This model combined the output of different convolutional layers to 
achieve better results.  
The algorithms target to be as accurate as possible but the time execution is very important too. 
This task was achieved by picking the optimal time windows and components for each fault. 
The PCA method was used in order to find the principal components. The combination of two 
characteristics was the main reason for the reduction of execution time. 
Both of the algorithms are implemented with the Keras using the Python programming 
language. Keras stands as an interface for the TensorFlow library. Keras is a helpful tool for 
artificial neural networks and therefore for convolutional neural networks. 
The algorithms were not evaluated by the accuracy score. According to the literature, the best 
metrics to evaluate the model were the FDR and FPR scores. The majority of the papers use 
FDR score only to evaluate their results which focus on true positives. The FPR score focuses on 
false positives compare with all negative points. By implementing both of them, there is a 
clearer picture of the predicted items. 
-34- 
5.2 Keras 
Keras is an open source software library for high performance numerical computation 
used for both research and production. Keras achieved to make ANN approachable by 
making an autonomous framework. The problems dealt with completely without the 
need to be involved with the underlying backend engine. Keras relied on many 
backends, such as  TensorFlow, Microsoft Cognitive Toolkit, R, Theano, and PlaidML, 
but eventually ended up being supported by TensorFlow. Keras is capable to be used by 
future generation computation engines. The usage of the object-oriented design was an 
innovative change. Deep learning models are a sequence of functions which laboriously 
parametrized because during the process produced many parameters. Keras behaves in 
everything like an entity. Keras behaves the layers like functions that produce weights 
when being named and save them in a titled group. So, it is very essential to call the 
names of the group because each operation corresponds to a specific name.  
The main advantages of using Keras are: 
• User friendly: Every user should know the right operation only to construct a 
model. 
• Documentation Support: There is a wide range of documentation to help each 
user to understand the different functions. 
• Multiple Backends: As mentioned Tensorflow, Theano and other backends can 
support Keras. 
• Pretrained model: During the years many researchers have improved the deep 
learning model and their performance. Some of the models are VGG16, ResNet, 
Inception and MobileNet. 
 
5.3 Data Split 
The last part of our experiment is the evaluation of the model. For this procedure, we 
split the initial data into training and test set. The training set is used to train the model 
and fit the model as well as in the data. The test set is used to evaluate the trained model 
in unknown data and gather the results of each fault. This process helps us to avoid 
checking the model on data we have already seen and the final results become biased.   
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During the training process is used the cross-validation method to enhance the predicta-
bility of the model. Cross-validation is a statistical technique that helps to predict the 
generalization capacity of the model. This method is based on checking unknown data 
during the training period. For the cross-validation was used the accuracy and Mean 
Square Error evaluation techniques.  
 
5.4 Pre-process 
The initial data was not in the proper form so it underwent further processing. The 
“MinMaxScaler” from sklearn is used to scale the data and convert it into numpy array. 
Moreover, the size of the data should be transformed to be understandable from the 
CNN model. More specifically, the data had a two-dimension size and after transfor-
mation the data had three dimensions. The new categories of the data are the batch size, 
time steps and features. The batch size is the number of the samples, the time step is the 
time period of the sample and the features are the components taken into account. Also, 
the dimensions of the test set have been converted to two dimensions to represent the 
two modes of the function, normal and faulty. The same procedure has been followed 
for the training and test validation set. 
 
5.5 Metrics 
For the evaluation of the results were selected two metrics which are suitable for detec-
tion problems. The first metric is the Fault Detection Rate (FDR), which refers to cor-
rect detected, and the Fault Positive Rate (FPR), which refers to wrong detected. 
5.4.1Fault Detection Rate 
The Fault Detection Rate is the true positive divided by the true positive plus the false nega-
tive from the confusion matrix. More specifically, FDR measures how often a test correctly 
generates a positive result for faults that have the condition that’s being tested for (also 
known as the true positive rate or sensitivity). The type of the equation: 
 
FDR =  
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5.4.2Fault Positive Rate 
The Fault Positive Rate is the false positive divided by false-positive plus true negative 
from the confusion matrix. More specifically, FPR measures how often a test wrongly gen-
erates a negative result for faults which have not the condition that’s being tested for. The 
fault positive rate is the 1- specificity. The type of the equation: 
 
FPR =  
5.6 Dimensionality Reduction 
The Principal Components Analysis (PCA) was extensively used in the past to reduce 
the dimensions of the data. The PCA method points to a value for each feature which 
indicates the importance of it. The highest component indicates the side that covers the 
largest spectrum of the variance. In order to make the models more precise, the optimal 
components were found for each fault separately.  
Figure 13 shows the faults that for 95% of the variance can be represented with less 
than 30 features. Fault 6 needs around 5 components to achieve 95% cumulative vari-
ance. The curvature of the curve indicates the importance of the features up to that 
point. A large slope of the curve up to 95% of the cumulative variance demonstrates 
many features involvement.  
Figure 14 presents the faults that needed over 35 components to cover 95% of the vari-
ance. It is obvious that the curvature of the curve is large, so it is expected many fea-
tures are involved in the process. Although, PCA is only an indication of the optimal 
number of components that can be used. The final components came after many exper-
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5.7 Algorithms 
The model with the best performance was an inception module. The inception module consists of 
two different size filters (3x3 and 5x5). Also, max pooling is performed. Before each filter exists 
a 1x1 convolution to reduce the dimensionality of its feature map, feature map crosses the 
activation function relu, and then reaching the higher convolution (in this case, 5×5 or 3×3). After 
the results are flattened and passed through two dense layers of 64 and 32 units respectively. 
Eventually, a dense layer with two units and a softmax as activation function classifies our 
results. Also, the model uses adam as an optimizer, batch size equal to 40 and it is trained for 100 
epochs but the early stop function is used when validation accuracy stops to improve.  
It is important to mention that every fault separately was tested for a different number of time 
steps and components. PCA is used to indicate the best number of components which should be 
used to achieve the highest accuracy. The Figure 15 below shows the processing sequence of the 
model and the number of the parameters.  
 
Figure 15: Inception Module 
Layer (type)                                                   Output Shape                  Param #                     Connected to                      
================================================================================================== 
input_1 (InputLayer)                                    [(None, 5, 5, 1)]                 0                                             
__________________________________________________________________________________________________ 
conv2d (Conv2D)                                           (None, 5, 5, 32)                 64                            input_1[0][0]                     
__________________________________________________________________________________________________ 
conv2d_2 (Conv2D)                                      (None, 5, 5, 64)                  128                           input_1[0][0]                     
__________________________________________________________________________________________________ 
conv2d_1 (Conv2D)                                      (None, 5, 5, 32)                 9248                           conv2d[0][0]                      
__________________________________________________________________________________________________ 
conv2d_3 (Conv2D)                                      (None, 5, 5, 64)               102464                         conv2d_2[0][0]                    
__________________________________________________________________________________________________ 
max_pooling2d (MaxPooling2D)                (None, 5, 5, 1)                      0                                input_1[0][0]                     
__________________________________________________________________________________________________ 
batch_normalization (BatchNorma            (None, 5, 5, 32)                 128                                 conv2d_1[0][0]                    
__________________________________________________________________________________________________ 
batch_normalization_1 (BatchNor              (None, 5, 5, 64)                256                                 conv2d_3[0][0]                    
__________________________________________________________________________________________________ 
conv2d_4 (Conv2D)                                        (None, 5, 5, 64)                  128                         max_pooling2d[0][0]               
__________________________________________________________________________________________________ 
concatenate (Concatenate)                           (None, 5, 5, 160)                    0                               batch_normalization[0][0]         
                                                                                                                                                     batch_normalization_1[0][0]       
                                                                                                                                                        conv2d_4[0][0]                    
__________________________________________________________________________________________________ 
flatten (Flatten)                                               (None, 4000)                           0                            concatenate[0][0]                 
__________________________________________________________________________________________________ 
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dense (Dense)                                                  (None, 64)                            256064                     flatten[0][0]                     
__________________________________________________________________________________________________ 
activation (Activation)                                    (None, 64)                              0                          dense[0][0]                       
__________________________________________________________________________________________________ 
dense_1 (Dense)                                              (None, 32)                           2080                   activation[0][0]                  
__________________________________________________________________________________________________ 
activation_1 (Activation)                                (None, 32)                               0                          dense_1[0][0]                     
__________________________________________________________________________________________________ 
dense_2 (Dense)                                              (None, 2)                                 66                       activation_1[0][0]                
================================================================================================== 
Total params: 370,626 
Trainable params: 370,434 
Non-trainable params: 192 
 
 
Many experiments have been performed to improve the ResNet algorithm. The ResNet 
consists of three convolutional layers. The first have (1x1) filter size and two identical 
convolutional layer with filter size equal to (3x3). After the third convolutional layer there 
is a concatenation of the output of the first and the third convolutional layer. After the 
results are flattened and passed through two dense layers of 64 and 32 units respectively. 
Eventually, a dense layer with two units and a softmax as activation function classifies our 
results. Also, the model uses adam as optimizer, batch size equal to 40 and it is trained for 
100 epochs but the early stop function is used when validation accuracy stops to improve. 
The Figure 16 below shows the processing sequence of the model and the number of the 
parameters. 
 
Figure 16: ResNet 
Layer (type)                                                      Output Shape                      Param #                     Connected to                      
==============================================================================================
==== 
input_3 (InputLayer)                                      [(None, 5, 5, 1)]                      0                                             
__________________________________________________________________________________________________ 
conv2d_11 (Conv2D)                                     (None, 5, 5, 64)                     640                            input_3[0][0]                     
__________________________________________________________________________________________________ 
batch_normalization_5 (BatchNor             (None, 5, 5, 64)                       256                         conv2d_11[0][0]                   
__________________________________________________________________________________________________ 
activation_5 (Activation)                              (None, 5, 5, 64)                        0                           batch_normalization_5[0][0]       
__________________________________________________________________________________________________ 
dropout_1 (Dropout)                                    (None, 5, 5, 64)                        0                              activation_5[0][0]                
__________________________________________________________________________________________________ 
conv2d_12 (Conv2D)                                     (None, 5, 5, 64)                    36928                          dropout_1[0][0]                   
__________________________________________________________________________________________________ 
conv2d_10 (Conv2D)                                     (None, 5, 5, 64)                      128                             input_3[0][0]                     
__________________________________________________________________________________________________ 
batch_normalization_6 (BatchNor              (None, 5, 5, 64)                      256                           conv2d_12[0][0]                   
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__________________________________________________________________________________________________ 
batch_normalization_4 (BatchNor              (None, 5, 5, 64)                      256                           conv2d_10[0][0]                   
__________________________________________________________________________________________________ 
activation_6 (Activation)                               (None, 5, 5, 64)                        0                         batch_normalization_6[0][0]       
__________________________________________________________________________________________________ 
activation_4 (Activation)                               (None, 5, 5, 64)                        0                         batch_normalization_4[0][0]       
__________________________________________________________________________________________________ 
dropout_2 (Dropout)                                     (None, 5, 5, 64)                        0                               activation_6[0][0]                
__________________________________________________________________________________________________ 
dropout (Dropout)                                          (None, 5, 5, 64)                       0                                activation_4[0][0]                
__________________________________________________________________________________________________ 
add (Add)                                                         (None, 5, 5, 64)                        0                              dropout_2[0][0]                   
                                                                                                                                                                   dropout[0][0]                     
__________________________________________________________________________________________________ 
flatten_2 (Flatten)                                          (None, 1600)                           0                                    add[0][0]                         
__________________________________________________________________________________________________ 
dense_7 (Dense)                                              (None, 32)                           51232                         flatten_2[0][0]                   
__________________________________________________________________________________________________ 
activation_8 (Activation)                               (None, 32)                                0                               dense_7[0][0]                     
__________________________________________________________________________________________________ 
dense_8 (Dense)                                             (None, 2)                                 66                              activation_8[0][0]                
==============================================================================================
==== 
Total params: 89,762 
Trainable params: 89,378 
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6 Results and Evaluation 
In this part will be presented the final results of the algorithms that gave the best FDR and FPR 




The evaluation of the two models has been made on the FDR and FPR in order to be comparable 
with the models of the literature. Table 13 shows the time window, the components and the 
performance of every fault for the Inception Module. The faults 1-8, 11, 14 and 19 display the 
highest FDR score (over 97%) and the lowest FPR score (near 0). The faults 15 and 16 have the 
lowest FDR and at the same time the highest FPR performance. Faults 13,17 and 20 have FDR 
scores between 95% and 97% and they achieved FPR scores under 0.02%. 
Table 13: FDR and FPR scores for the Inception Module 
Fault Time Window Components FDR FPR 
1 5 10 99.85 0 
2 5 5 99.34 0 
3 25 45 99.82 0.01 
4 5 10 99.92 0 
5 25 45 98.49 0.06 
6 5 10 99.86 0 
7 5 10 99.89 0 
8 5 5 97.52 0.03 
9 25 45 91.32 0.37 
10 25 50 95.40 0.05 
11 10 45 98.28 0.01 
12 25 50 94.50 0.11 
13 5 5 96.42 0.02 
14 5 5 99.76 0 
15 25 45 90.19 0.81 
16 10 50 84.38 0.77 
17 25 45 94.99 0.02 
18 10 50 92.14 0.07 
19 5 50 98.16 0.02 
20 5 5 95.27 0 
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Figure 17 shows the faults based on the FDR and FPR scores, the x-axis represents the 
FPR score and the y-axis represents the FDR score. Based on the scatter plot the faults 
can be divided into three groups. The first is the faults 15 and 16 which are lower from 
the other faults. The second group consists of the faults 9, 12 and 18 which have high 
FDR score but the FPR score is not sufficient. The third group consists of the other 
faults that combine the two metrics. 
 





Table 14 below shows the time window, the components, FDR and FPR score for every 
fault for Residual Network. All the faults, except for faults 11 and 18, have time win-
dow equal to 5 but the number of the components varies for each fault. The faults 1-4, 
6-8, 14 and 19 have the best combination of FDR and FPR score. On the other side, 
faults 9, 15 and 16 have FDR score around 85% and FPR score around 75%. Also, there 
are faults, such as 5,10 and 12, which have high FDR score but the FPR score is quite 
low.  
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Table 14: FDR and FPR scores for ResNet 
Fault Time Window Components FDR FPR 
1 5 10 99.81 0 
2 5 5 99.40 0 
3 5 45 97.00 0.06 
4 5 5 99.92 0 
5 5 45 89.10 0.39 
6 5 10 99.74 0 
7 5 5 99.89 0 
8 5 5 97.58 0.02 
9 5 45 86.17 0.73 
10 5 30 93.74 0.28 
11 10 45 97.08 0.04 
12 5 30 90.36 0.43 
13 5 5 96.36 0.01 
14 5 5 99.69 0 
15 5 45 83.95 0.76 
16 5 30 80.48 0.75 
17 5 45 96.12 0.14 
18 25 45 93.56 0.12 
19 5 45 97.91 0.08 




Figure 18 shows the faults based on the FDR and FPR scores, the x-axis represents the 
FPR score and the y-axis represents the FDR score. The Scatter plot reveals that faults 
can be divided into three categories. The first is faults 9, 15 and 16 displays low FDR 
and high FPR scores compare with the other faults. The second group consists of the 
faults 5,10 and 12 which have FDR score over 90% but the FPR score is not sufficient. 






Figure 18: FDR and FPR score of ResNet 
 
 
6.2 Time Window 
The selection of the time window is a very essential procedure in order to find the de-
sired results. The final results came up after multiple tests that give the optimal combi-
nation of FDR and FPR score for the Inception module. The time window selection in-
fluence differently the FDR and FPR score for every fault. Figures 18 and 19 show the 
FDR and FPR scores for the faults 5, 10 and 11. The faults 5 and 11 were tested for 45 
and fault 10 for 50 principal components and for 5, 10 and 25 time windows. For fault 5 
is obvious to conclude that the optimal time window equals to 25 because it has the 
highest FDR and the lowest FPR score among the three time windows. Fault 10, for 
time window 25, has slightly better FDR and FPR scores compared with the time win-
dow equal to 10. Fault 11 time window selection was the most difficult because FDR 
presents better score for time window equal to 5 and better FPR score for time window 



















6.3 Comparison of  Inception and ResNet 
The Figure 20 shows the FDR score for the ResNet and the Inception module. General-
ly, the values from almost all faults are close. A noticeable difference is observed at 
faults 5, 9, 12, 15 and 16 in which the inception model performs better results. Also, at 
faults 3, 6, 10, 11 and 19 inception module is slightly higher than Resnet. Faults 17 and 
18 are the only that Resnet results are better.  
 
Figure 21: Inception and ResNet comparison based on FDR 
 
 
Figure 21 presents the FPR score comparison of ResNet and Inception module. At faults 
1, 2, 4, 14 and 20 both algorithms achieved FPR score near zero and at faults 6 and 7 
the models achieved zero score. The worst results are noticed at faults 15 and 16 in 
which the algorithms have FPR score over 70% with ResNet however having better re-
sults. Although, there are faults that Inception algorithm outperforms with big differ-
ence. More specifically, faults 5 and 9 have difference around 30% and fault 12 have 
over 20%. Moreover, in faults 3, 10, 11, 17 and 19 there is an appreciable difference 
with the inception model excelling. 
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Figure 22 depicts every fault of the two algorithms based on FDR and FPR score, the x-axis 
represents the FPR score and the y-axis represents the FDR score. It is observed that most of 
the faults have FPR score under 10% and FDR score over 80%. Based on the scatter plot, 
faults can be splitted into three categories. The first category contains the fault that they have 
FPR score, over 70%. The inception model has faults 15 and 16 but the ResNet has three faults 
9, 15 and 16. The second category contains the faults that have FPR score between 20% and 
70%. In this category Inception module has only fault 9 but ResNet has three faults 5, 10 and 
12. The remaining faults are placed into the last category in which FPR score is under 20%. In 








Figure 23: FDR and FPR scores for Inception and ResNet models 
 
 
6.4 Comparison with literature 
It is important to compare the results of the ResNet and Inception with two of the best 
algorithms presented in the literature, TPLS and ICA. The comparison of the algorithms 
based on the FDR score. The Table 15 shows the FDR score for the four algorithms for 
every fault and the table is divided into three parts. The first part consists of 9 faults that the 
differences among them are small and all the results are over 95%. At fault 5, ResNet 
performs 89.1% which is around 10% lower than the other models. 
In the second part are the faults that CNN models and Statistical models difference is higher 
than 4%. At fault 12 and 16 ICA and TPLS achieves 5% and 10% difference against 
Inception and ResNet respectively. On the other hand, CNN models accomplish a 5% higher 
percentage against Statistical models . 
The third part consists of the highest differences among the models. ICA method has results 
under 10% and TPLS has results under 30%. Inception achieves score over 90% and ResNet 
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Table 15: FDR score for Inception, ResNet, TPLS and ICA models 
Fault Inception ResNet TPLS ICA 
1 99.85 99.81 99.88 100 
2 99.34 99.4 98.88 98.25 
4 99.92 99.92 100 100 
5 98.49 89.1 100 100 
6 99.86 99.74 100 100 
7 99.89 99.89 100 100 
8 97.52 97.58 98.5 98.25 
13 96.42 96.36 96.13 95.25 
14 99.76 99.69 100 100 
17 94.99 96.12 96 96.88 
10 95.40 93.74 91 89.25 
11 98.28 97.08 86.13 78.88 
12 94.74 90.36 99.63 99.88 
16 84.38 80.48 90.75 92.38 
18 92.14 93.56 91.88 90.5 
19 98.16 97.91 82.88 92.88 
20 95.27 95.26 78.38 91.38 
3 99.82 97 24.25 4.5 
9 91.32 86.17 23.5 4.75 




Figure 24 shows the FDR score for every model per fault. The Inception module is the most stable 
model as it achieves FDR score over 90%.  Generally, CNN models maintain high FDR score for 
all faults. On the other hand, Statistical model have three faults (3, 9 and 15) that the FDR score is 
not reliable. It should be mentioned that CNN models could perform better results but the 
evaluation of the results based on the combination of the FDR and FPR scores.  
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Figure 24: FDR score for Inception, ResNet, TPLS and ICA 
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7 Conclusions 
Convolutional Neural Network methods achieved great success in the field of image 
recognition with high accuracy in pattern recognition. The attributes of the CNN meth-
ods to identify patterns used to address time series classification problems. It is signifi-
cantly important to treat the elements of the time as images to identify the patterns.  In 
this direction, the dimensions of the image were replaced with the values of the time 
window and the number of components. Also, the time series images address as one-
color images. 
The scope of the thesis was to test the performance of the Convolutional Neural Net-
work methods in the chemical TE process. The main parts of the CNN are based on 
convolutional layers, pooling layer, flatten layer and a fully connected layer but the in-
novative architectures of Inception module and Residual Network were used to improve 
the performance. Principal Components Analysis was combined with the models in or-
der to reduce the dimensions and determine the optimal number of components were 
needed for every fault. Also, the selection of the time window, after many tests, con-
tributed to the improvement of the model.    
Inception module and ResNet were tested for fault diagnosis and anomaly detection and 
achieved good performance compare with the model of the literature. The inception 
module achieved the best performance based on the FDR and FPR metrics. The average 
FDR score was 96.61% and the average FPR score was 13.16%. ResNet also had good 
results with average FDR score was 94.66 and average FPR score was 19.05%. Both 
models addressed difficulties to manage faults 9, 15 and 16. If we exclude these faults 
the average scores significantly improved. More specifically, the Inception module 
achieves average FDR score of 97.71% and average FPR score of 5.40%. ResNet 
achieves average FDR score of 96.62% and average FPR score of 9.24%. 
Despite the fact that the Inception module had better performance compared to the 
ResNet model the number of the parameters used was higher. The inception module 
used 370.343 to train the model but the ResNet model used 89.378 to train the model. It   
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is obvious that the Inception module uses four times more parameters compared to the 
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