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nous nous sommes fixés :pour but essentiel d ' étudier et d ' i m-
plén ent er le travail <le S . Ee.b.moud et J . S . Rio::cdon " OpJcL1al allo c2.-
tion of re s ources in clistributed inforr.1ation networlrn " ( cfr 
[_i,:.AI:I::OUD 76]). Ces auteurs proposent un al6ori thréte h elEist iq_,..1.e 
à.e solution au pr_oblèm.e d e l' allocation de fichiers aux noeuds et 
de capacit és aux lignes de commu.n.ication d ' tm réseau inforn at i q_u.e 
donné , dans le but de minimiser le co-0.t global du système ( 2), 
t out en répondant aux besoins des u tilisateurs et en satisf2i sant 
diver ses contraintes ( 3 ) 
(1) 
[i_A..m-:ouD 76] n ' est en fait q_u ' u. ... "'1 travail parmi b ien d ' autres . 
De t r ès nombreux auteur s (cfr chapitre I) ont étudié l e p1~ob l èm.e de 
' l ' allocation de fichiers (cfr I . l à I. 4 ) ou encore celui de la con-
ception du réseau de cor.nunica t ion ( 4 ) (cfr I . 5) , indépendar,1nent à. e 
tout autre problème de design . 
(1 ) I.e. un al c·orithw.e itératif ne converge2nt pas nécessaireraE:nt 
vers la solution cherchée . 
( 2) · Co-0. t d e stockage des f ichiers et de location des l i 2;nes . 
(3) Sur le délai :noyen de propa -·ation d ' un message dans le réseau , 
ains i que sur la disponibilité des fichiers (probabilité q_u ' une 
copie du fic h i er c oncerné soit a c c es s ible lorsque réclamée p ar un 
utilisateur). 
(4) Conception de la topolog ie du r t seau , al_ocation de caj_)ac i tés 
aux lignes de comnunication , .•• etc. 
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Il nou s a semblé int éressa~t de p r ésenter un aperçu de l eurs ap -
pro ches (l), afin de suggér .er di verses alternatives ou atJ.éliorat ions 
aux choix (l) pris par [ Eahnoùd 76] • Les ·t r avaux traitant sir.'.ml -
t anément de ces deux probl èmes s ont nettement moins abondants 
(cÎr I. G) •· Tel est cependant (partiellement ) ( 2 ) l e cas de 
[ EABEOUD 76] , dont nous proposons une prer.ü ère introduction (3 ) 
en I. 6 . 
'21out en n ' ét2.nt qu ' un travail 1mrrai cl ' autres , 1-::x::::ou:J 76 J 
nou s a c ependant paru di aie d ' un intérêt plus particulier ::1ou1· t :cois 
raisons essentielles : 
( i ) il traite s i t1ul ta'l'lément des l)roblèmes de l ' a,llocation 
des fichier s et des capacités ; 
(ii) il propo s e une techni que h eur i st i que de solut ion , s eule 
approche ap:ril icable (cÎr chapi t re I) à des p-:r_ob l èri1es de to.. i lle :;._·é2,lis -'c e ; 
(ii i) on peut facilement pal l i er 9, l' hypothès e de topoloc i e 
fix e (cfr renvoi ( 2) c i - cle s s ~tlS ) en constr uisant tm prosr2.nr:.e ciui 
cons i dérerait différentes topolog ies (cfr I . 5 et I. 6), et qui , pour 
chacune d 'elles,, appellerait cette heuristique . 
(1) Jeux d ' hypothèses , modèles mathémat iques sous - je.cent s , techniq_nes 
de $olution et tests de pe r fo rmanc e. 
( 2) [ EA.p1:0UD 7 6] suppos e que la topologie du réseau ( emplac ements 
dés noeuds et des li5nes) est connue et fixée ; il s e "contente " 
d ' allouer l es c apacit és aux lignes ; cette lacune a motivé le c.ével o:p-
pement du par agr aphe I.5. 
(3) Hypothèses des auteurs et critiques (énonc ées dans la lit t éra-
ture ), philo s opl::i e générale de leur heuristique , tests de ::::ie1~formémc e 
proposés . 
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,. 
Le chapitre II é·tudie u..n procramme basé su:r 1 ' ale:;ori tl:!.ue è.o r:: -
né par I-:aJ1:.ioud [ r.:A.H::OUD 76]. Les données , les contrc1,intes et l ' éno~-
cé du problèr..1 e s ont toût d ' abord explicit é s au paragraphe II . l . 
Ensuite , la mi se en oeuv--.ce du programrùe est détaillée au paragraphe II . 2. 
Les spéciÎications des procédures sont données en 2ppentl ice 
tandis que le code du proc rawne et les tests , sont donnés en a:.'l.11e: e 
sur list ings . 
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CHAPITRE I 
SYNTHESE DES EFFORTS DE RECHERCHE RELATIFS AU PROBLEME DE LA 
DISTRIBUTION D'I NFORMATIONS SUR UN SYSTEME INFORMATIQUE REPARTI 
Introduction générale 
Le but de ce chapitre est de présenter une synthèse (partielle) 
des efforts de recherche relatifs au problème de la distribution 
d'informations ( 1 ) sur un système informatique réparti ( 2 ) 
Ces efforts de recherche consistent essentiellement en l'ap-
plication de techniques de la programmation mathématique classique 
ou de techniques heuristiques, à un problème ( 3 ) de design des sys-
tèmes informatiques communément appelé "probl~me d'allocation de 
fichiers" ("file allocation problem" · ou encore FAP), que l'on pour-
rait énoncer de la façon suivante: 
1 
(1) Fichiers, fragments de BOs résultant de partitions horizontales 
et/ou verticales de celles-ci, ••• etc. 
(2) Nous étudierons également, avec un certain détail, le problème 
de la conception du réseau .de communication (design de la topologie 
du réseau, allocation de capacités aux lignes de communication, ••• etc). 
(3) Ou plutôt au modèle mathématique sous-jacent à ce problème. 
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considérant un réseau informatique et des fichiers et 
étant donné ·une description de la demande de service de chaque 
utilisateur (noeud du réseau) à l'égard de chaque fichier (l) ainsi 
que des ressources disponibles pour satisfaire cette demande (2). 
déterminer une allocation optimale (selon certains critères) 
des fichiers (avec d'éventuelles copies mul t iples d'un m~me fichier) 
aux noeuds du réseau qui respecte certaines contraintes (3) (par 
exemple de capacité de stockage aux noeuds, de disponibilité des fi-
chiers, de temps de réponse, de parallélisme (4 ), de sécurité ( 5) , ••• 
etc) et satisfait tous les accès. 
(1) l?ar exemple· sous la forme de taux de "queries" et d' "updates" 
émanant de chaque noeud du réseau pour chaque fichier. 
(2) l?ar exemple la topologïe du réseau, les capacités et les coûts 
des lignes et des noeuds .•• etc. 
(3) Ces contraintes, comme celles de délai et de disponibilité, em~ 
p~chent souvent de décomposer le problème d'allocation de fichiers 
multiples en problèmes d'allocation de fichier unique. Nous revien-
dr0ns, au cours de ce chapitre, sur ces différentes contraintes, sur 
leur nature, leur pertinence ainsi que sur la façon avec laquelle 
différents modèles les ont incorporées. 
(4) Une contrainte peut imposer, par exemple, que des copies de deux 
fichiers se trouvent sur des ordinateurs différents. 
(5) lilnp~cher, par exemple, le stockage de telles copies en tels 
no-euds. 
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Le critère d'optimalité le plus souvent retenu est celui de 
la minimisation du co~t (co~t de stockage des fichiers, co~t de com-
munication .•. etc) (l). Signalons d'emblée que le problème d'opti-
misation est habituellement un problème de programmation entière non 
linéaire, que les techniques optimales de solutions ne sont applicables 
généralement qu'à de petits exemples et que la "qualité" des solutions 
produites par les heuristiques (algorithmes itératifs ne convergeant 
pas nécessairement vers la solution cherchée, cfr [}IULLE3.-r,-~ERBACH 81] 
et [BALL 81]) est très .difficile à ~valuer. Des mesures de perfor-
mance du système et des seuils sttr la capacité des "devices" peuvent 
être incluses (dans le modèle mathématique sous-jacent) comme contraintes 
mais habituellement, les délais de files d'attente ne sont pas pris 
en compte. Remarquons que les contraintes accroissent la complexité 
du problème. 
Notre but est d'expliciter quelque peu la nature du problème 
de l'allocation de fichiers, d'en souligner la grande complexité et 
de présenter les avantages et les faiblesses des différents modèles 
et techniques de solution (relatifs à ce problème) que l'on peut 
rencontrer dans la littérature. Les modèles se distinguent par le 
(ou les) critère(s) d'optimalité (minimiser le coat de fonctionne~ent 
du système, le temps de réponse, maximiser le throughput ••• etc) 
et le jeu d 'hypothès.es retenus (cfr [DO fDY 82]). Les techniques de 
solution (programmation mathématique, recherches exhaustives, heuris-
tiques ••• etc) sont critiquées sur la base des exemples numériques 
(souvent bien "maigres") fournis par les divers auteurs. 
(1) La fonction de co~t peut ~tre plus ou moins complexe; le coat 
d'un "query", par exemple, peut être séparé en co~ t de la requête et 
co~t du flux de données en retour. 
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Ce chapitre nous permet, également, de replacer dans son con-
texte le travail de S. Mahmoud et J. S. Riordon (cfr [MAHMOUD 76] ) , 
"optimal allocation of resources in distributed information networks" 
(cfr introduction générale). Nous nous contentons de présenter ici 
la nature du problème étudié par ces auteurs, les hypothèses sous-
jacentes au modèle proposé, les techniques de solution suggérées et 
les tests de performance proposés, ainsi que diverses critiques énon-
cées, dans la littérature, au sujet de cette étude. 
Le FAP est en relation avec bien d'autres problèmes de design 
tels, par exemple, celui de la décomposition et du traitement des 
11 queries 11 , des recherches en parallèle, du partitionnement et de la 
compression de l'information, de la synchronisation des "updates", 
••• etc; nous~ ferons allusion ( en I.6. ) brièvement, en indi-
quant certaines pistes à suivre. Nous avons trouvé, par contre, in-
téressant de développer quelque peu le problème de la conception du 
réseau de communi~ation (design de la topologie . du réseau, allocation 
de capacités aux lignes, ••• etc); nous l'étudions isolément du FAP 
( en I.5. ), puis nous proposons divers efforts d'intégration de ces 
deux problèmes ( en I.6. ). Cela permet, entre autre chose, de pal-
lier à une lacune de [MAHMOUD 76], qui étudie le FAP et le problème 
de l'allocation des capacités (simultanément), mais suppose que la 
topologie du réseau est fixe (cfr I.6.). 
[WAH 84] signale qu'il est très difficile, dans le cas de BDs 
ré~lles, de résoudre ces problèmes comme des unités à part entière, 
aussi la pluspart des concepteurs les ont-ils décomposés en problèmes 
indépendants. Il fait également remarquer une certaine tendance, 
parmi les travaux récents, à l'intégration de ces problèmes avec celui 
du placement de fichiers. 
La première étude re1ative au problème de la distribution de 
fichiers patmi les noeuds d'un réseau informatique, est sans doute 
celle de Q:Hu 6fü. Nous présentons cette étude en introduction, 
afin de familiariser d'emblée le lecteur à la nature du problème que 
nous nous proposons d'étudier tout au long de ce chapitre. 
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Chu étudie le problème suivant: étant donné un certain nombre d'or-
dinateurs travaillant sur un ensemble commun de fichiers, les taux 
de requêtes de chaque ordinateur à l'égard de chaque fichier et les 
taux de mise à jour relatifs à chaque fichier (on suppose que chaque 
paire d'ordinateurs est capable de transmettre de l'information en 
mode bidirect_ionnel), comment peut-on allouer les fichiers (aux or-
dinateurs) de façon à minimiser les co~ts de fonctionnement (co~ts 
de stockage et de transmission) tout en respectant les contraintes 
suivantes : 
(i) le nombre de copies de chaque fichier est supposé fixe; 
(ii) . le temps moyen d'accès à chaque fichier depuis chaque ordinateur 
est inférieur à une valeur donnée; (l) 
(iii) la taille mémoire disponible à chaque ordinateur est limitée (2) 
Le modèle de Chu a la forme d'un programme entier 0-1 non li-
néaire; l'auteur suggère de linéariser ce programme (il décrit une 
technique pour ce faire) et d'appliquer une méthode directe de pro-
grammation linéaire (par exemple la technique dite de "cutting" de 
GOI>IORY, cfr [g-O:MORY 6f} ) • 
(1) Le délai d'accès est un facteur important dans le FAP. En géné-
ral, les délais individuels ne sont pas analysés : un délai moyen 
pour toutes les transactions est plutôt calculé. 
(2) Les autres chercheurs n'ont généralement pas inclus cette con-
trainte dans leurs modèles, parce que les coats de stockage sont très 
faibles et que des capacités de stockage quasi illimitées sont habi-
tuellement disponibles en chaque noeud (si ce n'est peut-être pour 
les systèmes basés sur des micro-ordinateurs). 
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La linéarisation implique un accroissement énorme du nombre de variables 
et de contraintes et conduit, de ce fait, à un programme extrêmement 
difficile du point de vue des calculs (cfr [CERI 82b]), bien que 
[PRICE 78] montre qu'on peut résoudre des problèmes de programmation 
linéaire 0-1 de taille honn~te. 
Chu propose un modèle plus complet encore dans [CHU 73]. 
Il y ajoute des contraintes sur la disponibilité (l) des fichiers. 
Les noeuds et les lignes ·tombant en panne périodiquement, ces con-
traintes forcent la distribution d'un nombre suffisant de copies de 
fichiers. 
Remarquons que les hypothèses sous-jacentes aux définitions 
du temps de réponse et de la disponibilité d'un fichier proposées 
dans @mr 73] ne sont applicables qu'à un rÈfoeau "fully connected" 
( cfr {pOWDY. 8~ ) • 
·A la suite de cette première étude, un certain nombre d'auteurs 
se sont intéressés au problème (plus simple) de l'allocation d'un 
fichier unique ainsi qu'à la possibilité de décomposer le problème 
d'allocation de fichiers multiples en de tels sous-problèmes. 
Chaque placement de fichier est considéré indépendamment du 
placement des autres fichiers, les délais de file d'attente devant 
~tre, dès lors,négligés. Remarquons d'emblée que cette technique 
ne peut conduire à une allocation globale (i.e. de tous les fichiers) 
optimale. 
Il se peut, par exemple, que l'allocation de deux fichiers 
à un m~me noeuâ provoque une contention (file d'attente) intolérable 
en ce noeud. Il peut donc ~tre préférable d'allouer ces fichiers 
en des noeuds distincts. 
(1) La disponibilité d'un fichier peut ~tre définie comme étant la 
probabilité qu'au moins une de ses copies soit accessible lorsqu'un 
accès à ce fichier est demandé; elle est liée au nombre de copies 
du fichier, à la fiabilité et à la connectivité du réseau ••• etc. 
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Cette technique peut s'avérer utile lors de l' étude de carac-
téristiques telles l'interaction entre programmes et données, lare-
cherche heuristique, la complexité d'allocation, les copies de fichiers 
etc; elle fournit de bonnes approximations.. L'introduction de con-
traintes (par exemple de délai ou de disponibilité) emp~che souvent 
la décomposition du problème d'allocation de fichiers multiples; 
dès lors, la technique de solution la plus fiable, dans ce cas, est 
encore l' énumération exhaustive (par exemple les algorithmes "branch-
and-bound", cfr [cHEN so]). 
Nous présentons tout d'abord (en I.l) avec un certain détail 
la formulation et les techniques de solution du problème de l'allo-
cation d'un fichier unique, proposées par CASEY ( cfr @ASEY ?fi). 
Ce modèle, simple dans sa formulation, a été repris et étudié par 
de très nombreux auteurs. ESWARAN a démontré que le probl ème de 
Casey - qu'il appelle "File Allocation problem" (FAJ?) et que nous 
rebaptiserons (avec [RAMM-:OORTHY 83]) "Simple Pile Allocation problem" 
(SFAP) - est NP-complet. Une telle affirmation a conduit de nombreux 
auteurs (cfr I.2.) à développer des critères permettant de simplifier 
le SFAP, à considérer des réseaux particuliers ou encore à développer 
des techniques de solution alternatives à celles de CASEY. 
Cette première approche du problème général de l'allocation 
de fichiers, par le biais du SFAP (cas particulier on ne saurait 
plus simple ! ), nous aura permis de préciser la nature du problème 
(et les divers compromis qu'ii soulève), sa complexité, la façon dont 
an peut le modéliser et le résoudre. 
• Nous présentons ensuite (en I.3.) un aperçu détaillé des tra-
vaux de K.D. LEVIN et H.L. MORG.AN. L'importance et l'influence de 
ces deux auteurs semblent incontestables. Ils suggèrent un cadre 
de recherche (qui est caractérisé par trois dimensions, donc 23 = 8 
jeux d'hypothèses· distincts ) relatif au problème de la mini misation 
du•coô.t de fonctionnement" d'une base de données distribuée partagée 
par une communauté d 'utilisateurs interconnectés au travers d'un 
réseau informatique; ils proposent des modèles, des techniques de 
solution et des exemples numériques relatifs à chacun des jeux 
d'hypQthèses. 
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Ce cadre de recherche englobe le SFAP et de nombreuses variations 
plus réalistes de celui-ci. 
Nous présentons ( en I.4. ) divers travaux qui s'insèrent dans 
le cadre de recherche développé par Levin et Morgan. Nous insistons 
plus particulièrement sur les diverses techniques de solution utili-
sées et les tests de performance proposés par les auteurs (de ces 
travaux). 
Nous proposons ( en I.5. ) quelques résultats relatifs à l'a-
nalyse de fiabilité et de délai dans les réseaux, ainsi qu'au pro-
blème de la conception des réseaux centralisés et distribués (con-
ception de la topologie du réseau, allocation des capacités aux 
lignes, ••• etc.) 
Nous présentons enfin ( en 1.6. ) divers travaux (dont parmi 
eux [MAHMOUD 76]) relatifs à l'étude simultanée du FAP et du pro-
blème de la conception du réseau de communication (étudié en 1.5). 
Nous signalons également !'_existence d'autres problèmes de design 
liés au FAP, et proposons divers, essais d'intégration de _c:es diffé-
reints problèmes. 
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I .1. LE PROBL:Er-IE DE CASEY OU "SIMPLE FILE ALLOCATION PROBLEH" ( SF .àP) 
(Référence principale : [CASEY 72] ) 
1) Introduction 
On considère un réseau informatique constitué den noeuds 
(indicés de 1 à n) dont chacun a la possibilité de comwuniquer avec 
tout autre noeud via des lignes de communication (et d'éventuels noeuds 
intermédiaires). On distingue (l) deux types de transactions rela-
tives à un fichier F (dont plusieurs copies peuvent ~tre stockées 
sur le réseau) : 
(i) les queries ("query traffic") : un "query" a pour origine un noeud 
du réseau et est communiqué à une seule copie du fichier, celle qui 
minimise le co*t de communication (lecture d'information depuis une 
copie unique); 
(ii) les "updates" ("update trai'fic") : on suppose qu'un message · 
d'"update" est envoyé à chaque copie du fichier (écriture d'informa-
tion sur toutes les copies). 
Appelons al1ocation du fichier F (ou encore allocation de F) 
un sous-ensemble I de [ 1, 2, ••• , n} dont les élément.s correspondent 
à des indices de noeuds où est stockée une copie de F (et notons 
Ik' une allocation de F à k éléments(=#= Ik = n), k = O, 1, ••• , n). 
(1) Casey est certainement le premier à mettre en évidence la diÎ-
férence entre "updat-es" et "queries". 
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Considérons une certaine période (de planification) pendant 
laquelle l'utilisation globale du fichier Fest parfaitement connue 
( et exprimée sous la forme de taux de "query" et d' "update" émanant 
de chaque noeud du réseau). 
Le problème consiste à trouver une allocation de F qui mini-
mise la somme des coûts de stockage et. de communication des "queries" 
et des "updates". 
Remarquons d'emblée (cfr [CASEY 72]) que le coat de communi-
cation des "queries" diminue lorsqu' au€:,rrnente le nombre de copies de 
F dans le réseau (c'est plus économique pour les utilisateurs proches 
~'une nouvelle copie et cela ne saurait ~tre pire pour les autres!) 
et que, d'un autre côté, les coats de stockage et de communication 
des "updates" croissent lorsque de nouvel+es copies de F sont intro-
duites (chaque copie doit ~tre mise à jour!). On pourrait envisa-
ger les cas limites suivants: 
(i) une copie à chaque noeud s'il n'y a pas de mise à jour et si les 
cotlts de stockage sont faibles; 
( ) Il Il ii une seule copie en un noeud optimal s'il n'y a que des updates. 
Nous décrivons ci-après le modèle de Casey et diverses for-
mulations de sa fonction objective (en 2); nous discutons ensuite 
de la complexité du ·sF.AP et nous explicitons les techniques de solu-
tion proposées par Casey (en 3); nous procédons, enfin, à une étude 
critique du modèle et des techniques de solution (en 4). 
2) Le modèle 
2.1. Les données 
u i = cotit fixe de location d'une copie de F au noeud i ( .$ /mois); 
cotit d'une unité de communication du noeud i au 
noeud j pour un "queryll (resp. "update") cJ/Mbits); 
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rli (resp. Yi)= volume de "query traffic" (resp. "update traffic") 
émanant du noeud i (~!bits/mois). 
Remarque : il est possible que dij =/ d 'ij, les "updates'' étant sou-
vent accumulées et envoyées par un moyen et/ou à un mo-
ment favorables. 
2.2. Fonction de co*t 
.L'expression générale du coût total est la suivante 
C (I) 
.. h 
= ~ 
j = 1 
( L. 
i€.I j 
d' 
jk 
+ ri min 
j k E. I 
d ) 
jk 
+ L 
kE. I 
o, 
k 
où I est une allocation quelconque de F. 
du fichier, appelé "Simp1e File Al1ocation 
tion) consiste à choisir l'allocation de F 
Le problème d'alloc2tion 
Probl.em" (cfr introduc-
(notée Iopt) qui minimise 
C (I). Remarquons que la fonction de cott peut ~tre réécrite sous 
la forme suivante (qui est celle du "Plant location problem", cfr 
[EFROYirno.L· 66]): 
C (I) = :z: 
kt I 
' Uk = û ou + 
k 
et (,.. 
J 
(I) = 
Remarque 1 
~ h 
u + L . (r (I) 
k j = 1 j 
. n 
L y . d' j = 1 j jk 
rJ min d 
j k €. I j k 
Uk représente le cott de stockage et de mise à jour 
d'une copie du fichier au noeud k. 
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Remarque 2: le coftt de comm1mication est supposé linéaire avec la 
quantité d'informations envoyée; Casey signale que cela 
peut ne pas ~tre le cas en pratique (approximation au 
1er ordre d'une fonction de co*t monotonément croissante 
complexe) 
Remarque 3 Casey ne suppose pas que le nombre de copies du fichier 
est fixe (cfr Chu p.5). 
3) Techniques de solution 
3.1. ComElexité_du_SPAP 
Le SP.AJ? est un problème complexe (il y a t1 - 1 allocations 
de fichier . possibles): [ESWA..'1.AN' 7 4] a démontré qu'il est NP-complet. 
Rappelons qu'un problème NP-complet (NP pour "non polynomial") est 
un problème pour lequel on ne conna1t aucun algorithme optimal dont 
le temps de calcul croisse polynomialement avec la taille (par 
exemple le nombre de sites dans un réseau) du problème (il cro1t 
en fait au moins exponentiellement avec cette taille). Cette pro-
priété est donc fonction de l'état de l'art dans les algorithmes 
optimaux de design. La méthode utilisée pour prouver qu. 'u..n problème 
(P) est NP-complet consiste à exhiber un problème (Q) dont on sait 
qu'il est NP-complet et qu'il est réductible à (P). 
La croissance exponentielle du calcul signifie que le problème 
devient impossible à résoudre même pour des réseaux de taille modé-
rée. Casey indique (cfr [CASEY 72]) qu'il faut 2 secondes à un 
IBl\'I 360/91 pour résoudre un SFAP de 19 noeuds; remarquons (avec 
[GRAPA 77]) que chaque noeud additionnel multiplie le temps de 
c?,].cul par 2 et qu'il faut dès lors une heure pour résoudre un ré-
seau de 30 noeuds, 48 jours pour résoudre un réseau de 40 noeuds 
et 136 ans pour résoudre un réseau de 50 noeuds! (cfr [SICKLE 77] ). 
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Eswaran démontre que le "set covering problem" (SCP) (?fr 
r.3.3.2. (iv)), problème connu comme étant NP-complet (cfr LKARP 7;[]), 
est réductible au SFA1?; ainsi si on sait résoudre le SFAP dans un 
temps polynomial, on peut également résoudre le SCP et un très gr and 
nombre de problèmes difficiles dans un temps polynomial, ce qui est 
très peu probable. 
ISICYJiE 77] traite de la complexité de calcul de plusieurs 
problèmes de conception relatifs aux réseaux ~•ordinateurs. Les au-
teurs démontrent que les problèmes suivants sont "NP-complets": 
(1) allocation de copies multiples d'un fichier dans u n r éseau 
d'ordinateurs (le SFAP); 
(2) allocation de capacités aux lignes de communication; 
(3) emplacements de concentrateurs; 
(4) conception de réseaux multipoints en ar bre; 
(5) conception de réseaux multipoints en boucle. 
Il signale que l'on peut distinguer deux approches dans le 
développement d'algorithmes relatifs aux probl èmes de conception à 
propos des r éseaux: 
(i) les algorithmes optimaux (progr ammation mathémat ique, 
recherches exhaustives ••• etc), qui garantiss ent des solutions opti-
males (pour des problèmes simplifiés), et leur variante, les 
algorithmes d'approximation, qu i peuvent f ournir un écart à l'opti-
malité des solutions produit es ; 
(ii) les algorithmes heuristiques ( s tratégie de recherche en 
un temps polynomial), qui ne garantissent pas l'optimalit é mais sont 
-
ut ilisés à partir de ~ r:1odèles détaillés. 
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Les approches énumératives (par exemple "branch-and-bound", 
technique de l'hypercube ••• cfr ci-dessous) sont optimales mais 
impraticables lorsque le problème est grand: bien qu'on puis s e ré-
duire le nombre des énumérations explicites (cfr Casey p. 16), la 
complexité du problème ne cesse néanmoins de croître exponentiel_ement. 
Les heuristiques accélèrent le traitement en limitant,ou en 
éliminant m~me, le "backtracking" des techniques énumératives, au 
risque de réduire la qualité de la solution. 
Les résultats énoncés ci-dessus fournissent un argument théo-
rique en faveur de la seconde approc~e, argument renforcé par la 
constatation d'une tendance vers des réseaux dont le nombre de noeuds 
ne cesse de croître. En faveur .de l'approche (i), il faut remarquer 
qu'une diminution du coût , ne fût -ce que d'un pourcent, peut s 'avérer 
substantielle (étant donné l'ordre de grandeur de ces coûts) et donc 
justifier, pour certaines tailles de problèmes, l'emploi d'algorithmes 
optimaux. Il démontre, entre autre chose, que le "node cover problem" 
(problème NP-complet) peut ~tre réduit au SFAP. 
Les techniques optimales (cfr [EFROYT1SON 66] par exemple) 
étant très coûteuses en temps calcul, des heuristiques ont été déve-
loppées (cfr [}'RAZER 67] par exemple) qui sacrifient l'optimalité 
à une réduction de la quantité de calcul. 
Cependant, ces diverses techniques ne sont applicables qu ' à 
des problèmes de petite taille. Face à ce problème, divers auteurs 
ont développé des critères permettant de réduire la taille du pro-
blème à priori et d'accélérer les procédures de recherche (cfr I .2.). 
Remarquons immédiatement que l'introduction de contraintes invalide 
ces critères. 
Le SFAP peut ~tre résolu par les techniques de la programma-
tion entière ( cfr [GEOFFRION 72] pour un résumé de 1 'état de l'art 
en matière de programmation entière). Casey (cfr ci-des sous)et 
Levin et Morgan (cfr ci-après en r.3.) ont utilisé une méthode d 'énu-
mération sur l'ensemble r éduit des solutions possibles afin de trouver 
l'optimum (technique de l'hypercube). 
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L'approche ·de Casey est la suivante: 
(i) développer une· procédure de recherche optimale simplifiée par 
l'intermédiaire de propriétés mathématiques de C (I); 
(ii) modifier cette procédure en une heuristique lorsqu'elle s'avère 
trop coûteuse. 
3.2. ProEriétés mathémati~es_de_la_fonction_de_coût 
3.2.1. Limites supérieures à .l.L I t 1ï op 
Supposons que djk = d' jk' pour tout (j, k ) E: { 1, 2, •.. , n} 2 
L'auteur démontre le thé9rème suivant : 
S'il existe r, n tel que \y j/ ,.J j .) 1/(r - 1), pour tout 
j = 1, ... , n, alors tout Ir est plus coûteux que r1 opt 
Dès lors, (corollaire 1) si 't' j/ ,.J j ~ 1/(r - 1) (r €. JN), pour 
tout j = lk' .•• , n, alors ~ I .,_ ~ r; (l) ît Opl., 
(corollaire 2) si chaque utilisateur génère au moins 50 % 
de son trafic sous la forme 
alors * Iopt = 1. 
"update", 
Remaroue: ces résultats sont le reflet du compromis qui existe entre 
les "updates" et les "queries", l' a jout d'une copie du 
fichier augmentant (resp. diminuant) le coût d'"update" 
(resp. de "query"). 
(1) QJ.and le quotient update/query augmente, l'avantage de considérer 
des copies redondantes du fichier diminue. 
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3.2.2. Etude du comportement de la fonction de co*t lorsqu' on 
ajoute des copies du fichier 
(i) notions d 'hypercube et de graphe des co~ts 
Un hypercube est un graphe orienté, dont cha que sommet cor-
respond à une allocation de F, arrangé en n i veaux (les sommets du 
niveau k représentent tous les I k , k = 0, 1, 2, ••. , n ) et don t ch2que 
arc correspond à l'ajout d'une copie unique du fichier au som:-_:e t as-
cendant. La figure ci-dess ous est un hypercube qui repr ésente l' en-
semble des allocations de F pos s ibles pour un réseau de trois noeuds . 
/000 niv 0 
,. 
' 
-· ex . Or~lt° niv 1 d ' :è.yper cube 
(n = 3)._ 011 110 101 niv 2 
~L/ niv 3 
Le graphe des co~ts est un hypercube auquel on associe C (I) 
à chaque so• met I ( et + o0 à I
0
) 
(ii) propriété du graphe des co*ts 
.A;fin de trouver I t' il suffït de suivre chaque chemin du op 
graphe des co~ts jusqu'à ce que le co*t crois s e, pas plus loin. 
3.3. La_technigue_"Eath-tracing" 
L'auteur suggère de développer une routine optimale dite de 
"path-tracing" qui consiste, pour l'essentiel, à suivre tous les che-
mins du graphe des co*ts (un à la fois ou tous en parallèle), un 
chemin étant abandonné lorsque le co*t cro1t (cfr 3.2.2. (ii)). 
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Le corollaire 1 (cfr 3.2.1.) permet éventuellement de réduire la 
taille du graphe des co~ts. 
L'auteur suggère de regrouper les noeuds vois.ins en un s eul 
noeud, d'appliquer la routine et ensui te de procéder à. de s calculs 
plus fins. 
La souplesse de cette techniqu.e permet de l'appliquer à des 
problèmes sortant du cadre de la programmation linéaire (par exemple 
si l'on suppose que le co-0.t d'un "update" est celui du s ous-arbre 
le plus économique qui contient le noeud oriÎ ine de l' "update" et 
les noeuds contenant une copie du fichier). l) 
L'auteur propose deux exemples (n = 5 et n = 19). Signalons 
que l'exemple à 5 noeuds sera très souvent repris dans de nombreux 
travaux ultérieurs. 
L'auteur propose ensuite une modification heuristiqu.e de la 
routine "path-tracing". Remarquons · que, si l'optimum contient 40 
noeuds, il faut évaluer au moins 240~ 1012 valeurs de la f onction 
de coût. 
Notons Ak' l'ensemble des sommets de niveau k dont tous les 
sommets adjacents de niveau (k - 1) sont de co-0.t supérieur, et sup-
posons que la recherche au travers du graphe des co-0.ts se Îasse en 
parallèle. L'idée de l'heuristique est de sélectionner, pour l'étape 
(k + 1), un nombre limité d'éléments de Ak. 
Casey propose également une autre méthode (qui a ét é program-
mée) qui peut être divisée en deux étapes. La première étape consist e 
.,. 
à réaliser un "path-tracing" complet sur les quelques premiers ni-
veaux du graphe des coûts pour ensuite ne suivre, dans une s econde 
étape, que les chemins "les plus prometteurs". 
(1) Lors de la mise à jo~r des copies multiples d'un fichier, les 
"updates" peuvent être envoyés séquentiellement ou en parallèle. 
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L'auteur a testé, sur le "19 noeuds", l'algorithme heuristique 
avec la fonction de coût modifiée (cfr ci-dessus)_ : les résultat s 
montrent la forte influence (sur le coût) de l'introduction de cette 
nouvelle fonction de coût. 
4) Etude critique du modèle et des techniques de solution 
L'avantage de ce modèle est sa simplicité: les techniques 
de programmation entière ou de recherche sur l'hypercube (cfr ci-
dessus) sont directement applicables et de bonnes heuristiques de 
recherche peuvent être obtenues en "élagua.rit" le graphe des coûts 
de façon intelligente. Lorsque les coûts de com"JIU.!lication des "queries" 
et des "updates" sont supposés ~tre les mêw.es , on peu.t déterminer 
une borne supérieure sur le nombre de copies du fichier dans l'al-
location optimale ( cfr LCASEY 72] et @OF?.t-:1.AH 8Q]). Dans 1~ cas de 
l'allocation de fichiers lIIllltiples, les techniques de solution déve-
loppées pour le SFAP sont encore applicables si l'on suppose indé-
pendants les accès aux divers fichiers (cfr I. 4 .J). 
Les désavantages principaux de ce modèle résident dans ses 
hypothèses : 
. .,... . 
(1) il ne considère qu'un seul fichier à la fois; 
(2) les délais de file d'attente sont ignorés; 
(3) aucun niveau de performance n'est garanti (temps de réponse, 
disponibilité, fiabilité, .•• , etc); 
(4) pas de contrainte de capacité; 
(5) le routage est supposé statique; 
C6) les coûts de communication sont supposés varier linéaire-
ment avec la quantité d'information envoyée; 
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-1, 
(7) l'utiltsation du fichier est statique; 
(8) des bornes sur le nombre optimal de fichiers ne sont dis-
ponibles que dans le cas où les co~ts de communication 
des "updates" et des "queries" sont égaux (cfr [DOWDY 82_]). 
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I.2.ETUDES ULTERIEURES SUR LE SFAP 
Suite à la démonstration, par ESWARAN, de la NP-complétude du 
SFAP (qui résulte de la nature exponentielle des algorithmes optimaux, 
cfr ci-dessus), plusieurs auteurs ont tenté de réduire ou de faire 
face à la complexité du problème en proposant : 
(i) des critères permettant de réduire la complexité du 
SFAP; 
(ii) de simplifier le SFAP en considérant des réseaux parti-
cul~ers mais nianmoins utiles en pratique; 
(iii) des techniques de solution alternatives à celles de 
Casey. 
1) Critères permettant de réduire la complexité du SFAP 
(i) Efroymson et Ray (cfr [EFROYMSON 66]) ont étudié le "Single 
Plant Location Problem" (SPLP), une classe de problèmes dont on peut 
démontrer qu'elle est isomorphe au SFAP (cfr [RAMAMOORTHY e:[J); ainsi, 
les techniques de solution et les conditions diverses qüi s'appliquent 
à l'une de ces classes s'appliquent également et directement à l'autre. 
Considérons un ensemble de m usines qui peuvent fournir n clients de 
biens d'un seul type. Supposons qu'il n'y ait aucune contrainte sur 
la quantité envoyée d'une quelconque usine. Le SPLP consiste à déter-
miner 1 1 emplacement des usines ( { y i ·: i = 1, ••• ,m ) ) et la partie 
( x . . ) de la demande ( D. ) du client j ( j = 1, ••• ,n ) fournie par iJ J 
l'usine i ( i = 1 , ••• ,m ), qui minimisent la fonction suivante: 
L 
i,j 
sous les contraintes, 
c . . x . . iJ iJ + L. i 
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... 
où c . . = 
lJ 
au client 
L (j=1, ••• ,n) 
i e. N . 
X . • = 1 
lJ 
J 
0 f: L 
j (_p . 
l 
x .. ~ n. y. ~ 1 
lJ l l (i=1, .•• ,m) 
y. = 0 ou 1 
l 
( i = 1, ••• ,m ), 
t . . . D . , lJ J 
j, f . ( ~ 
l 
t . . = le coût unitaire de transport de l 1usine i 
lJ 
0 ) = le coût fixe associé à l'usine i, P. = 
l 
l'ensemble des indices des clients qui peuvent être fournis par l'u-
sine i, N. = l'ensemble des indices des usines qui peuvent fournir le J 
client j et ni = 1 Pi 1· 
Signalons les autres problèmes de recherche opérationnelle 
du type "Plant Location" définis par [RAMAMOORTHY 83], qui con-
sistent en des variations du SPLP. 
-
Nous décrivons brièvement ci-dessous (cfr I . 2 .3.(i)) la 
technique de solution proposée par les auteurs. Contentons-nous de 
signaler, pour l'instant, qu'il s'agit d'un "branch-and-bound" 
( "b & b" ) ( cf r [G E O F F RI O N 7 2] , [ L A W L ER 6 ~ , [ M I TT EN 7 c,] , . . . e t c ) à p r o -
pos duquel les auteurs suggèrent diverses simplifications permettant 
de réduire le nombre de branches pouvant émaner d'un noeud quelconque 
de l'arbre de recherche. Une pre-mière simplification détermine une 
borne inférieure sur la réduction de coût correspondant à l'ouverture 
d'une usine; si cette borne est positive, l'usine sera fixée "ouver-
te". Une autre simplification détermine une borne supérieure sur la 
réduction du coût correspondant à l'ouverture d'une usine. Si cette 
borne est négative, l'usine sera fixée "fermée". Afin de concrétiser 
quelque peu le discours, nous proposons ci-dessous une formulation 
précise de la première simplification : 
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si :L !\ - f > o j €. f. ij i 
l. 
Alors y.= 1 nour toutes les br2I1ches émanant du noeud considéré 
où 6 .. 1 = min"" { max (Ckj - Cij~ 0) J , iE.K2 , j E. Pi 1.J k E:. K1 U K2 
k E. Nj 
(ii) Grapa et Beli'ord (cfr [GRAPA 77]) démontrent trois théorèmes, 
relatifs au SFAP , dont le but est de réduire la taill e du problène 
en indiquant à priori que tels et tels noeuds doivent (resp. ne peuvent) 
~tre inclus dans toute (resp. aucune) allocation optimale. Ils pré-
cisent que la procédure de recherche développée par Casey (cfr 
[_CASEY 72]) - bien que certains théorèmes démontrés par ce dernier 
permettent de l'accélérer - reste caractérisée par un temps de calcul 
qui cro1t généralement de façon exponentielle avec le nofilbre de noeuds . 
N'ous nous contenterons ici d'énoncer, pour 1 'exemple, le théorème 
suivant. 
Idée: si le coût nécessaire pour maintenir une copie locale du fi-
chier est supérieur aux gains que l'on pourrait en attendre, alors 
il ne faut pas maintenir une telle copie._ 
t\ 
Enoncé si u. ) -) 
l. j = 1 ~ ( max d . k · - d .. ) j k J Ji 
( où i E. [ 1, 2, ••• , n J ) 
alors aucune allocation optimale de plus d'un noeud ne peut 
contenir re noeud i (pour les notations, cfr p.10). 
Les auteurs font remarquer que certains calculs nécessaires 
à l'évaluation des conditio~s de ces trois t héorèmes peuvent êt re 
très lourds: il faudrait alors ne les· exécuter que de façon sélec-
tive. En partant des idées intuitives sous-jacentes à leurs théorèmes , 
ils suggèrent l'utilisation de certaines quantités comme facteurs 
de recherche dans des heuristiques_,ou encore afin d'identifier les 
situations dans lesquelles des théorèmes réclamant d_es calculs plu·s 
lourds peuvent s'avérer néanmoins utiles (par exemple U. / ~ . est une l. l . 
bonne mesure de la probabilité que le noeud i doive se trouver dans 
une allocation optimale). 
-
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. Ils reprennent les deux exemples de Casey ( cfr [çASEY 7;J), 
le "5 noeuds" et le "19 noeuds", dont la taille est réduite, à priori, 
respectivement, à 3 et à 13 noeuds. 
Ils font remarquer que, si l'on ajoute des contraintes au 
problème, les théorèmes ne sont pas i mmédiatement applicables (il 
faut les adapter). Cependant, ils pensent qu'il"faut essayer, dans 
tout problème d ' allocation de fichier(s) , de trouver le plus d 'in-
formation possible sur l'optimum, à priori: cela peut rendre prati-
cable un problème en réduisant sa taille de façon à la rendre 
acceptable. 
a (iii) K6llias et Hatzopoulos (cfr [_KOLLIAS 81]) présentant des cri-
tères plus forts que ceux introduits par les théorèmes de Grapa et 
Belford, montrent comment on peut les appliquer à priori et, dans 
le cas où la taille du problème n'est pas réduite de façon signifi-
cative, comnent ils peuvent ~tre incorporés à l'heuristique de Casey 
(ou à une autre) afin d'en améliorer la performance . 
Ils signalent que le théorème 1 dè [ GP..APA 77] est plus faible 
'tue la première simplification de[E?RO"YESON 66] ( cfr p 20). Ils 
proposent un critère semblable au théorème 3 de [ GRAPA 77] à la 
différence qu'il peut devenir partie intégrante de tout algorithme. 
(iv) Rarnamoorthy et Wah (cfr [RAI•:»IO RTffY 83]) montrent q_ue .le théo-
rème 2 de[GRAPA 77] peut ~tre combiné avec la simplification de 
ÎEFROYI·1SON 6Ef] pour former une condition plus forte. 
On dispose donc d'un ensemble de conditions pour le placement 
ou le "non-placement" à priori et/ou à chaque itération d 'une copie 
du fichier en un noeud non alloué (cfr résumé de ces conditions dans 
[ WAH 84] et l_IUliAJ..00RTHY 83]). Ces conditions peuvent être intégrées 
aux techniques de solution optimales du SFAP afin d'en réduire la 
complexité; elles facilitent également l'élaboration d 'heuristiques 
de bonne qualité. 
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2) Le SFAP sur des réseaux particuliers 
RA!:.AnOORTHY 83 ci te le travail de Kijuno et al. 
(cfr [KIJUNO 81]) dans leq_uel les auteurs démontrent que le problème 
du placement de fichiers multiples sur un réseau arborescent sans 
contrainte de capacité de stockage ni coût de mise à jour, peut ~tre 
résolu en un temps polynomial. 
Missikmff et Pagli (cfr Q -II SSIKOFF 80]) montrent que, dans 
le cas d'un réseau symétrique et homogène (l), le problème d'alloca-
tion de fichiers multiples n'est pas NP-complet . Ils présentent 
une méthode permettant d 'obtenir une allocation optimale de complexi-
té O (n .. _rn) (où m est le nombre de fichiers distincts). Dans un t el 
type de réseau, le coût de stockage d'un fichier est indépendant du 
noeud et le coût de communication entre deux noeuds est constant 
(ains~ par exemple l'ajout d'une copie d'un fichier en un noeud ne 
modifie pas le coftt d'accès des autres noeuds à ce fichier). 
3) Techniques de solution alternatives à celle~ de Casey 
(i) Nous reprenons l'étude d'Efroymson et Ray (cfr [3FROYHSON G6]) 
relative au SPLP (cfr ci-dessus p 20). 
Ils signalent que de nombreux auteurs ont développé des heu-
ristiques qui fournissent _ de "bonnes solutions" au SPLP et sont très 
efficaces du point de vue temps CPU ( cfr L KUEHN 63] , [ HA!~TE 64]). 
Le but des auteurs est de proposer une méthode optimale de solution 
au SPLP qui serait compétitive au niveau de la complexité de calcul 
avec ces heuristiques. 
(1) Réseau dont les noeuds sont capables de performances sembl ables, 
peuvent ~tre interconnectés dans n'importe quelle configuration et 
utilise~t des li&nes de communication à coût de transmiss ion constant. 
Ils ut ilisent pour ce faire la mé"tho\.le "branch- a:.1c: - 1)om1c-:. " 
("o~b ") qui est lme technique de proe:ra.m:ïlation ent ière mi :-te , fini e , 
2. but e;énéral, qui a été développée par J .• r: . LX~D et A. G. DCI J-
( cfr [LA.:~D ,..o_l et l es réÎérences citées p·. - 2I) . 
L'idée de base est de résoudre une suite de programm es liné-
aires sru1s contrainte d'intégralité (CI) qui fournis s ent des limit es 
inférieures (resp. supérieures) s'il s'agit d'une minimisation (re sp . 
waximisation), sans cesse améliorées, à la valeur de l a solution 
optimale du problème avec CI. 
Illustrons le "b & b" sur le SPLP. On résoud le SPLP sans 
CI sur { yiJ; cela donne une solution z0 ; si tous les yi sont entiers, 
alors z
0 
est la solution optimale au SPLP, sinon on sélectionne un yk 
fractionnaire quelconque et on r ésoud le SPLP sans CI, successivement 
avec yk fixé à 1 puis à 0, ce qui donne les solutions z1 puis 
z 2 (z1 ~ z0 et z 2 ~ z 0 ); il est clair que z = min (z1 , z 2) est une 
nouvelle limite inférieure sur la valeur de la solution (du SPLP 
avec CI). On amorce ainsi la construction d'un arbre: 
et l'on se "branche sur le noeud déterminé par z"; on sélectionne 
un autre Yr fractionnaire quelconque (parmi les yi correspondant à 
z1 ) et l'on résoud le SPLP sans CI, successivement avec (yk 7 1, 
Yr = 1) puis (yk = 1, Yr = 0), ce qui donne les solutions z 3 puis z4 . 
= 1, Yr = 0) 
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On se branche sur z = min (z 3, z4, max (z1 , z2)), qui est une nouvelle 
limite inférieure améliorée. Il suffit de garder trace des noeuds 
termi:naux. Le processus se termine quand un noeud est atteint où 
tous les yi sont entiers et dont la valeur est inférieure ou égale 
à celle de tout autre noeud terminal. Qu.and un noeud est infaisable, 
aucune brenche ne peut en émaner. 
La grande dif'ficulté du "b & b" réside au niveau du calcul 
et du stockage des noeuds; il faut formuler le problème de telle fa-
çon que le program~e linéaire sans CI puisse ~tre résolu efficacement. 
Les auteurs signalent deux caractéristiques qui permettent de 
réduire 1~ quantité de stockage ainsi que le temps de calcul (entre 
autre via la connaissance d'une "bonne solution"). Ils ont testé 
plusieurs cas où n = 200 et m = 50, le temps de calcul moyen étant 
de 10 minut~s (sur I:BE 7. 084). 
WAH applique}-_' a~gorithme "branch-and-bound" ("b & b") avec 
la stratégie "best - f irst search" ( cfr L WAH 84]) à l'exemple de 5 noeuds 
de Casey (cfr [ëASEY 72_]). Il utilise en fait l'algorithme de 
[EFROTI·!SOlî 66Î dont il simplifie le$ calculs par l'intermédiaire 
des critères décrits ci-dessus. Il explique de façon intuitive le 
principe de la technique "b &: b" (énumération exhaustive). Il insiste 
sur le fait que les méthodes énumératives optimales demeurent impra-
ticables lorsque le problème est grand, quels que soient les moyens 
employés pour réduire le nombre des énumérations explicites. 
(ii) Chandy et Hewes (cfr LCHANDY 76]) cons~dèrent un modèle quelque 
peu différent de celui de Casey (cfr ~ 10) : ils supposent que les 
coûts de mise à jour dépendent seulement d'où est alloué le fichie~ 
et sont indépendants du nombre et de l'emplacement des autres copies 
min (u. 
J 
x. + 
J L k /: j 
··---,- ·=-~-
_. _. - =--=--- - ----=--=- ----------
sous les contraintes : Y .k (. X. J - J (j, k = 1, ... , net j ~ k ) 
L_ y .k + xk = l 
j ~ k J 
y . . , X. = Ü OU 1 
J.J J 
(k = 1, ••• , n) 
(CI) 
où x. = 1 si une copie du Ïichier est stockée au noeud j ( = 0 sinon) 
J 
yjk = 1 si u_n. " query" de j accède à une copie en k ( = 0 sinon) 
Notons (P) ce problème et (P') = (P) où on i gnore les contrainte ::.. 
d'int égralités (CI). La fonction objective et toutes les contraintes 
de (P') sont linéaires; la structure spéciale de (P') permet de le 
résoudre efficacement (place en mémoire et calcul) par les techniques 
classiques de la programmation linéaire. Toute solut ion de (P') sert 
de borne inférieure (IlîF ) à la solution de (P). Les auteurs proposent 
également une heuristique appelée "m-distance heuristic" qui fournit 
une borne supérieure (SUP) à la solution de (P). Cette heuristique 
entièr e retenue consiste essentiellement en une technique itérative ; 
initialement, une copie du fichier est allouée au hasard en un noeud ; 
toutes les allocations de f ichier "à une distance de m" sont évaluées 
(i.e. on ajoute et/ou on soustrait m copies au plus par r apport à 
l'allocation précédente); l'allocation la moins co~teuse est· sélec-
tionnée et le processus contb1ue jusqu'à ce qu'aucune allocation 
"à distance m" moins chère n ' existe . Une distance de 2 semble être 
excellente Les .auteurs suggèrent de résoudre (P) par un "branch-
and-bound" ("b & b") où sont éliminés les noeuds tels que (INF ~ SUP). 
Ils font remarquer que l'heuristique peut servir à fournir une bonne 
case -·iii.itiale (.au sens de la programmation linéaire) à (P'). Sur 
l'ensemble des cas résolus, 95 % des solutions de (P') satisfont les 
CI! Ainsi le'b & 'ose termine~t-il en une étape dans 95 % des cas 
[SPilfETO 76] signale le même phénomène sur des problèmes d'optimi-
sation similaires! Il semble donc que certains problèmes combina-
toires discrets puissent être approchés par des problèmes continus 
. 
simples avec d'excellents résultats. Si l'on peut se cont.enter d'une 
solution présentant une déviation f par rapport à l'optimum, les au-
teurs suggèrent de proc éder de la façon suivante : 
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a) obtenir une solution faisable par l'heuristique; 
b) calculer une limite supérieure sur Ç via (P' ) ; 
c) utiliser le "b & b" si la précision n'est pas satisfaisante. 
Les auteurs présentent les b positifs (resp. négatifs) des 
solutions heuristiques (resp. à (P')) relatifs à 172 r éseaux de 3 à 
11 noeuds. 
. a 
(iii) Xollias -èt Hatzopou.los (cfr[KOLLI.AS 81 Jet p 23) montrent 
comment les critères qu'ils présentent peuvent être incorporés à 
l'heuristique (en deux étapes) de Casey (cfr p.16). Ces critères 
permettent d 'éviter un "path-tracing" complet lors de l a preoière 
étape (sur l'exemple à 19 noeuds, Casey vérifie 171 noeuds du niveau 2 
de l'hyp~rcube, alors qu'il suffit d'en vérifier 113 en utilisant 
le critère 3). Les auteurs suggèrent diverses règl es (fondées sur 
les critères) permettant de déterminer les chemins à suivre lors de 
la seconde étape . 
(iv) Raroamoorthy et Wah (cfr [RAHAH00RTHY 83]) proposent 1.me "greedy 
heuristique" (cfr [FISHER 60] p. 722) fond ~e sur les critères dévelop-
pés ci- dessus en I.2.1. Les auteurs proposent le s.c.héma suivant . 
A tout instant, les n noeuds du réseau peuvent ~tre partitionnés en 
trois ensembles K
0
, K1 et K21 oµ K0 (resp . K1 ) représente l'ensemble 
des noeuds sans copie (resp. avec copie) du fichier:, et K2 , l'ensemble 
des noeuds non encore alloués. A tout instant -K
0 
U K1 -U K2 = 
f 1, 2, ••• , nJ et initialement K0 = K1 =~et K2 = [ 1, 2, .•• , n j. 
Initialement, on applique le théorème 3 de [GRAPA 77] • Lors d'une 
itération quelconque, on sélectionne un noeud de K2 et on décide de 
le mettre dans K0 ou dans K1 • On constate donc qu'il y _ a 2 • 1 K2 1 
ertensions possibles de l'allocation partielle précédente. On cal-
cule une va1eur représentative pour chacune drelles (cette valeur 
doit estimer le coat minimum d'une all ocation contenant l'extension 
considérée). 
-------------------- ---- - ---------------- - --- -----
Sur base de ces valeurs, un critère sélectionne un noeud de K2 et 
décide de le mettre dans K
0 
ou dans K1 • On applique ensuite les 
conditions de pré-allocation décri tes par (};FROYM30N 667 et [GR.APA 771 
et on répète le processus jusqu'à ce que Kl . ~ ~. On constate que 
cet algorithme ne prévoit aucun "backtracking" sur une allocation 
partielle antérieure, d'où l'importance du critère de sélection et 
du calcul de la valeur représentative retenus. Ils proposent deu:::-:: 
critères et deux calculs différents, ce qui donne quatre versions 
distinctes de l'heuristique. Ils testent ces quatre versions sur 
des exemples dont on connaît les solutions optimales1 et les compai~ent 
également à.~-,.; · l'heuristique de type "add-drop" développée dans 
[KEUBN 63] (cfr également [}I.AB:r-IOUD 76]). Le principe de ce type 
d ' ·algorithme est le suivant. On trouve tout d'abord une allocation 
du fichier faisable (i.e. satisfaisant les éventuelles contraintes). 
On essaie ensuite d'améliorer le coftt total du syst ème par des addi-
tions et des suppressions successives de copies du fichier. Qu.and 
une solution faisable de co*t inférieur est trouvée, elle est adop-
tée comme nouvelle solution de départ et le processus continue. Un 
optimum local est éventuellement- atteint pour lequel aucune addition 
ni suppress'ion ne peut réduire le co* t du système. Le processus en-
tier peut ~tre répété avec différentes solutions faisables de départ 
et plusieurs optima locaux peuvent ainsi être obtenus, la solution 
f~ale correspondant au minimum de ceux-ci. Les auteurs comparent 
les temps de calcul et les déviations par rapport aux solutions 
optima.les de ces cinq heuristiques (dont la complexité est en O(n4)). 
Ils suggèrent de les combiner et soulignent les extensions possibles 
de cette technique de solution aux problèmes d'allocation de fichiers 
plus généraux ainsi qu'à d'autres problèmes NP-complets. 
Les auteurs citent en co r e d'autres technique s de solution 
développées pour le SPLP et que l'on peut utiliser pour r ésoudre le 
SFAP. -. - . .. . ---. - ... -
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Parmi celles-ci, nous sou licrions en core : 
( I) 1 ' al t:ori thme " steepest ascen t " ( cfr f3'I3HES. ci] ) ; 
(2) la méth od e du sous- gradient (idem ); 
( 3) l'algorithme de rech e:rche directe ou d ' émm éra t i on 
i mplicite d éveloppé dans L SPIELE3RG GjJ. 
i~ous reviendrons plu s en détail ( en I. 4 . I)) su:t 1 ' a r t i cle de 
.,.., ; , _,_ TT 1- , - ( G=,-,..... .. ~R so::-7) J: _ S!ler ev uO CllO éUJ.r.1 G_J.0"1.!!1 . ' ,!_J • 
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I._·3~- UNE PR.ESE!JTATION DES TRAVAUX DE LEVIN ET MORGAN RELATIFS AU 
_.:, 
PROBLEME DE L'ORGANISATION DES BASES DE DONNEES DISTRIBUEES 
SUR LES RESEAUX D'ORDINATEURS 
(Références principales : [LEVIN 7~ , [NORGAN 777 , [LEVIH 78] et 
[LEVIN 82]) 
1) Introduction 
Les auteurs constatent l'apparition d'un nombre croissant de 
systèmes d'ordinateurs distribués géographiquement et connectés par 
des lignes de communication à haute capacité, dont l'exemple le mieux 
connu est, sans doute, le réseau ARP.ANET (cfr [KLEINROCK 76] ). 
Ces réseaux permettent le p~age de ressources spécialisées et co-0.-
teuses (hardware, software, bases de données ••• etc) et facilitent 
la col1aboration entre chercheurs séparés géographiquement et étu-
diant le m~me problème ou, plus généralement, entre organisations 
indépendantes ayant m~mes structures et pouvant être motivées par un 
tel partage. 
Le problème étudié est celui de la minimisation du "co-0.t de 
fonctionnement" d'une base de données distribuée partagée par une 
communauté d'utilisateurs interconnectés au travers d'un réseau in-
formatique (dont la topologie est donnée, i.e. est fixe), et en par-
ticulier, celui du placement de fichiers de données, et de programmes 
qui utilisent ces fichiers, dans un tel réseau. Ils proposent un 
cadre de recherche (incluant le SF.AP comme cas particulier) relatif 
à ce problème,dans lequel ils situent leurs propres travaux 
(cfr [LEVTif 75] ). Nous donnons - ci-dessous un premier aperçu des 
dimensions de ce cadre de recherche. 
Morgan et Levin sont les premiers à prendre en compte le fait 
que les demandes d'accès aux fichiers de données sont générées par 
des programmes (dépendance entre fichiers et programmes). 
Telle transaction exécutera d'abord tel fichier programme avant de 
traiter tel fichier de données : dans leurs modèles, les "queries" 
et les "updates" sont traités par des programmes avant d'être envoyés 
vers les bases de données correspondantes. De plus, les fichiers 
programmes ne peuvent pas nécessairement être exécutés en n'importe 
quel noeud du réseau (problèmes de compatibilité). Morgan et Levin 
examinent simultanément les problèmes de l _'allocation des fichiers 
de données et des programmes (dans un réseau tel ARP.ANET) : la prin-
cipale contribution du modèle qu'ils proposent est de considérer et 
d'incorporer les fichiers de programmes dans l'allocation des fichiers 
de données. 
La nature dynamique des accès aux données est aussi incluse 
dans leurs études. Dans ce cas, les fichiers ont la possibilité 
d'émigrer au cours du temps au travers du réseau a.fin de s'adapter 
aux changements des demandes d'accès. 
Ils examinent également la situation, extrêmement courante 
en pratique, dans laquelle les taux de demandes d'accès ne sont pas 
connus à l'avance et doivent donc être estimés. 
Les auteurs ont adopté le point de vue de l'utilisateur. 
Ils supposent être sous la juridiction d'un gestionnaire de réseau 
fournissant des services (calculs, communications, mémorisations •.. 
etc) et imposant un système de prix. Ils considèrent les ressources 
du réseau comme ayant une configuration et un co~t prédéfinis. On 
pourrait opposer, à cette approche, celle de L9ERI 82bl, par exemple, 
qui adopte un point de vue d'optimisation globale, c'est-à-dire 
d'optimisation de la performance du système distribué considéré 
comme un tout. Un exemple caractéristique où ces ·_ points de vue 
divergent est celui des contraintes et des co~ts de stockage. 
Pour le premier point de vue, la tâche de fournir suffisamment d'es-
pace mémoire aux utilisateurs individuels devrait être de la juridic-
tion du gestionnaire du réseau; il est donc inconcevable d'imposer 
·des contraintes de stockage à n'importe quel utilisateur. 
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Pour le second point de vue, le stockage est considéré comme une con-
trainte et non comme un coftt: les coûts de stockage sont en fait 
des coûts d'acquisition et de maintenance de mémoires, l'ajout d'une 
copie de fichier à un noeud ne coûtant rien si la capacité de sto-
ckage de ce noeud n'est pas dépassée. Les auteurs supposent égale-
mènt que diverses spécifications du réseau sont disponibles (ou le 
seront dans les réseaux futurs) comme par exemple le délai maximum 
sur une ligne de communication entre tel et tel noeud. 
Nous prés en tons, ci-dessous, le cadre de re_cherche ainsi que 
les modèles et techniques de solution proposés par les auteurs. 
2) Un cadre de recherche 
Considérons ( [LEVIN 75] et [ MORG.Ai."{ 77] ) un réseau et une 
base de données constituée de fichiers et de programmes. Chaque 
noeud du réseau demande les services de fichiers et de programmes 
par l'intermédiaire de transactions. Les auteurs distinguent deux 
types de transactions: les "queries" et les "updates". Une transac-
tion est d'abord transmise au programme qui lui est associé et de 
ce programme, un "query" (lecture d'information depuis une copie 
unique) est envoyé à la copie du fichier (concerné) la plus proche, 
alors qu'un "update" (écriture d'information sur toutes les copies) 
est envoyé à chaque copie du fichier (cfr figures la et lb ci-dessous). 
On suppose qu'un quelconque programme peut demander accès à 
n'importe quel fichier et que les demandes d'accès pour un fichier 
sont indépendantes des demandes d'accès pour les autres fichiers. 
user 
node 
program 
node 
file 
node 
. -----------+. ---------------~. 
i j k 
a fig. 1 -.• query processing 
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fig. 1. update processing 
Nous pouvons, dès à présent, préciser quelque peu la nature 
du problème étudié: il s'agit de déterminer la distribution des fi-
chiers et des programmes sur le réseau qui minimise les coûts de fonc-
tionnement de la BDD_ (cotlts · de stockage et coûts de con.munication). 
Les auteurs distinguent trois dimensions dans le problème 
étudié ( ~EVII-î 75] ): 
(i) 1~-~!Y~~~-~~-E~~!~~~ (partage des données ou partage des 
données et des program• es); 
(ii) le_"comJiortement_des_t;œes_d'accès" (statique ou dynamique); 
(iii) le niveau_d'information_sur_le_"comEortement_des_tyEes 
s!~~f~~~" (information complète ou partielle). 
En "partage des données", chaque noeud dispose d'une copie de 
chaque programme, les fichiers de données étant partagés (i.e. on 
peut y accéder à partir de noeuds éloignés, la requête étant traitée 
au noeud qui . l'a générée). En "partage des données et des programmes", 
tant les fichiers de données que les fichiers de programmes sont ac-
eessibles à partir de noeuds éloignés, l'allocation optimale des pre-
miers dépendant évidemment de l'allocation des seconds (via la dis-
tribution des requêtes); on parle alors de "dépendance programmes-
données". 
On peut traduire cette notion de dépendance de la façon suivante .: 
l'accès à un fichier fi dépend du programme 
pr L-f./p.7 ~ pr Lf./p .J où p.et p. sont des 
J. J._ l. J l. J -
pi' c'est-à- dire que 
programmes différents. 
Un"comportement des types d'accès" dynamique réfère à une situation 
où les types d'accès (i.e. les taux de demandes d'accès émanant de 
chaque noeud pour chaque fichier) varient au cour s du temps (par op-
position au comportement statique). On dispose d'une information 
complète sur le comportement des types d'accès s i ceux-ci sont par-
fait~m:ent . connus à l'avance (dans le cas cont r a ire, on parle d'in-
formation partielle). 
Nous pouvons représenter les divers jeux d'hypothè s es de la 
façon suivante : 
partage des données partage des données 
et des p rogr arnme s 
, 
. . 
. . 
{complète . 1 . 2 . 5 6 . . . . . 
information . . . . . . . . 
partielle . 3 . 4 . 7 . 8 . . . . • . 
. • . . . • . . 
statique dyf.œrni que s t atique dynami que 
------- ~ 
comporteme"iît des comportement des 
types d'accès t ypes d'accès 
fig. 2. Jeux d'hypothèses 
Les auteurs rangent les travaux de Chu ([CHU 69]), de Casey 
( [CASEY 72]), de Whitney ( CTŒITNEY 70]), de Ramamoorthy et de Wah 
([RAMAMOORTHY 79a]) dans le jeu d'hypothèses l; ils présentent les 
résultats de leurs propres recherches à propos des j eux 5 C[MORG.A1'T 77]), 
6 ([LEVIN 78]), 7 et 8 <[LEVIN ~2]> ( en faisant remarquer que les modèles 
développés à ce niveau sont applicables aux jeux 1 à 4, en rel~chant 
simplement l'hypothèse de dépendance). 
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Remarque: la distinction entre les fichiers de données et les fi-
chiers de programmes s'impose dans un réseau hétérogène, ces derniers 
étant bien moins aisément transportables d'un site à un autre (pro-
blèmes de la conversion initiale et de la_ maintenance continue) : 
il est donc sans doute plus intéressant, dans un tel réseau, de par-
tager les programmes plutôt que de les dupliquer en chaque noeud (on 
introduit alors des dépendances entre programmes et données!) 
<[ LEVIN 75]>. 
3) Etude du jeu d'hypothèses n_0 5 ( [ LEVDT 75] et [ MORGAN 77] ) 
Nous donnons une description détaillée du modèle du jeu 5 
(cfr 3.1. ci-après) afin de permettre une présentation plus précise, 
plus fine et plus rapide de divers modèles proches de ce dernier ou 
le complétant( cfr I.4). 
Nous présentons ensuite les techniques de solution proposées 
par les auteurs (cfr 3.2. ci-dessous) : la décomposition du problème 
en plusieurs problèmes d'allocation d'un fichier unique (cfr 3.2. (i)), 
la notion d'hypercube (cfr 3.2.(ii)), l'introduction de contraintes 
supplémentaires (cfr 3.2.(iii)), la procédure de solution (cfr 3.2.(iv)) 
et divers exemples et résultats (cfr 3.2.(v)). 
3.1. Modèle du jeu 5 
Considérons un réseau de N noeuds et une BD de F fichiers 
(i.e. fichiers de données) et P programmes. Chaque noeud du réseau 
demande les services de programmes et de fichiers via deux types de 
transactions, les "queries" et les "updates" (cfr 2) ci-dessus). 
Uous décrivons successivement les paramètres, les variables, la fonc-
tion objective et les contraintes du modèle. 
Remarque: les index i, j, k, p, f sont ceux, respectivement, des 
noeuds qui émettent des demandes d'accès, des noeuds où sont stockés 
les programmes, des noeuds où sont stockés les fichiers, des programmes, 
des fichiers. 
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rl . f (resp. ri'. f) = "query traffic" (resp·. "update traffic") du l.p J.p 
noeud i vers le fichier f via le proe ramme p; 
Remarque: modélisation simpliste des transactions (cfr [CERI 83]) 
C .. (resp. C' .. ) = co-0.t de communication par unité de "query" (resp. 
J.J . J.J 
d'"upde.te") du noeud i vers le noeud j; 
Ôkf = co1t de stockage du fichier f au noeud k; 
0-'jp = co~t de stockage du programme p au noeud j; 
Jp = ensemble des .noeuds auxquels le programme p peut ~tre exécuté; 
ol.. (resp.~) = facteur d'expansion pour un "query message" (resp. un 
"update message") 
' 0( = y/x avec ou 
(idem avec f ) i 
y = 
X = 
p 
. 
j 
longueur de 
longueur de 
m2 (en bits) 
ml (en bits) 
f 
. 
k 
a (cÏr fig 1) 
Ces variables déterminent les emplacements des fichiers et 
des programmes ainsi que la discipline de routage. 
Ykf = 1 si une copie de f est -stockée en k ( = 0 sinon); 
y . = JP 1 si une copie de p est stockée en j ( = 0 sinon); 
xjkf = la proportion des transactions de j vers f qui sont routées 
vers le noeud k 
f 
j k 
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f la proportion des transactions de i vers f via le programme p x .. = 1.Jp 
qui sont routées vers le noeud j 
p 
. . 
i j f 
Remaraue 1 : ces variables déterminent les proportions de routage, 
la route particulière prise par telle transaction pouvant être sélec-
tionnée au moment de son exécution, en fonction de caractéristiques 
dynamiques ignorées du modèle. 
Remarque 2 l'indice f permet de différencier les deux situations 
suivantes : 
f f' X. . et X •• 
J.J1P J.J 2P 
Remarque 3: on s'attend à ce que: 
Ykf = 1 
cr -~ J et y• . = 1 ) 
. p JP 
Notations: ~ • X f 
ipf ijp 
( "query traffic" vers f traité en j); 
= L r-J' i,p ipf 
("updating traffic" vers f traité en j). 
L'objectif du modèle est de minimiser 
C = co~ts de communication+ co~ts de stockage 
où (co~ts de communication)= c1 + c2 + c3 + c4 
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------------------ --
------------- -----
(codts de stockage)= c5 + c6 et où 
Cl = 
c2 = 
~ r-1 f C •. . X •• . i,j,p,f ipf l.Jp J.J 
(codt de communication des "qu.eries" depuis les noeuds origines 
vers les programmes); 
L r-1 t . xf . C' 
i,j,p,f ipf ijp ij 
(codt de communication des "upda.te s" depuis les noeuds origines 
vers les programmes); 
P • X • 0<. 1 jf jkf • C jk 
(codt de communication des "queries", des programmes vers les 
fichiers); 
C4 = L Y y 
. k f J.f • kf. J , , 
• C' jk 
(codt de communication des "updates", des programmes vers les 
fichiers); 
c5 = L û f,k kf 
c6 = I: cr j ,p jp 
• y 
kf 
. y' 
jp 
(coût de stockage des fichiers); 
(coût de stockage des programmes) • 
Remarque : à l'optimum, on peut démontrer que xjkf' xfjp E. { O,lJ, 
pour tout i,j, k ,f,p. 
- Il faut au moins une copie de chaque fichier et de chaque programme : 
) y' ~ 1 v p = 1, ... , P; (Cl) j jp 
L y ~ l V t = 1, ..• ' F. (C2) k kf 
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- Toute transaction vers un quelconque fichier via un quelconque 
programmé et dapuis un noeud quelconque, doit avoir une route 
dé:t'·inie 
Yi = 1, ..• , N; Vp = 1, ... , P; 
Vf = 1, ... ' F; 
L. x ~ l 
k jkf V 
j = 1, ••. , N; 'v f = 1, •.• , F. 
- Il -faut que les fichiers et programmes appropriés soient bien 
stockés en accord avec les routes définies: 
2=xf ~ N . y' jp Vj = 1, ..• , N; Vp = 1, ... , P; 
i ijp Vf (C5) = l, ... ' F; 
~xjkf ~ N . 
J . 
Ykf Yk = 1, ••. ' N; Vt = 1, ••• ' F . (C 6) 
- Il faut que tout programme ne soit stocké qu'en un noeud où il peut 
~tre exécuté 
y' jp = 0 p = 1, ..• , p 
- Les variables du modèle sont binaires (cfr remarque en 3.1. (ii) ci-
dessus) (c8 ) 
3.2. Techniques de solution ( [MORG.AN 77]) 
: .. _-. (~') _.Déc?~:eosition du 'E:oblème 
Le problème, tel qu'il est formulé en 3.1. ci-dessus, appartient 
à une classe de problèmes de programmation 0-1 non linéaire; une li-
néarisation brutale de ce problème le rendrait tout bonnement 
intraitable. 
Le modèle suppose que l'allocation de tel fichier de· données 
est indépendante de l'allocation de tel autre fichier de données. 
Il ne contient aucune contrainte de délai (cfr 3.2. (iii)) ni aucune 
contrainte de stockage (cfr 1) ci-dessus). 
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Les emplacements des programmes n'étant pas fixés, on . ne peut déter-
miner le "query traffic" des programmes sur les BDs pour cha que noeud. 
Levin a montré (cfr [LEVTiî 74] ), qu'en supposant les coûts 
de stockage des programmes négligeables par rapport aux coûts de 
stockage des fic hiers de données (dans le monde des grandes BDs 
(par exemple de 108 à 1012 bits), les tailles des données sont net-
tement supérieures à celles de la plupart des progr ammes), le pro-
blème de minimisation multi-fichiers peut être décomposé en plus ieurs 
problèmes de minimisation portant chacun sur un seul fic hier. Il 
suffit de stocker une copie de chaque fic hier programme en chaque 
noeud où il peut être exécuté. Il s'agit à.lors de résoudre le 
problème suivant ( cf r [ LEVIli 7 4 J ) : 
F 
minC= - L 
f=l 
min U (K.,_. ) 
KfE:Yf J. 
où Kf E [0,1] N avec (Kf) k =[l ~ y ={lo 
0 kf 
Yf = l'ensemble des~ satisfaisant les contraintes (cfr 3.1. (iv)) 
C (Kf) = le coût associé à l'allocation Kf du fichier f 
= Q (Kf) + u (Kf) + S (Kf)) 
où Q (Kf) = / 2- ~ - • min (C + o( min C ) 
p E. Q i ipf j E.~ ij k €. Kf jk 
(coûts de communication des "queries") 
u (Kf) = 2.._ ) ~' • min (C' + 
~i:¾ C' ) PE.U i ipf j u ij jk p ( co-0.ts de communication des "updates") 
L. <J' 
k C Kf k f' 
(co-0.ts de stockage) 
avec Q (resp. U) = l'ensemble des programmes "query" (resp. "update") 
~ (resp. Up) = l'ensemble des noeuds auxquels le programme 
"query" (resp. "update") p peut être exécuté. 
, ,· 
.. ·' - 41 - --
Le problème relatif à un seul fichier (l'indice f étan t par-
tout enlevé) consiste donc à minimiser (sur E) la fonction de coût 
suivante : 
C (K) = Q (K) + U (K) + S (K) 
Les auteurs se proposent d'étudier le comportement de la 
fonction C (K) lors_qu 'on ajoute des copies du Îichier dan s le r éseau. 
On peut tout d'abord remarquer que, dans ce c a s, les fonc t i ons U (:'.::") 
et S (K) croissent alors que Q (K) ne croît certainemen t ~a s . 
Désic;nons par L (m) (ou encore L (m), ne: n-r) l' en s er,;.o l e de s 
n 
indices des noeuds associés .\ u ... vie allocation a r b i t1~a ire de n1 copies 
du fich ier et notons ? (K) = Q (K) + S (K); on peut t rouver da."ls 
[LEVIE 74] la démonstration du résultat suiv2nt : 
Si 1 ' a jout à L1 (m - 1) d'une copie du fic hier au no eud :~ 
(k~ 11 (m - 1)) est t el que F [12 (m)J~ F [L1 (m - 12], où 
L 2 (m) = 11 (m - 1) U { k ~ , alors le minimum global de C [L (. )J 
ne peut ~tre atteint par une allocation L (.) telle que L (.) :) 1 2 ( r:: ) 
(ii) La_notion_d'hïQercube 
Ils utilisent, comme Casey ( cfr [CASEY 72] ) , la technique 
de l'hypercube afin de réaliser une énumération sur un ensemble ré-
duit de solutions possibles da'l'ls le but de trouver l'op timum. Cett e 
technique est identique à l'algorithme optimal d' AJ..couff e et Euratet 
( cfr [UCOUFFE 76] ) , il s'agit d'une énuméra tion i mplicit e avec con-
ditions pour cesser la recherche. 
La notion d'hypercube (introduite en I.1.3.), aide .?i visuali-
ser l'ensemble des allocations (de copies) du fic hier poss ibles et 
à illustrer le résultat énoncé ci-des sus. 
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Ce résultat s'interprète de la façon suivante: soient deux soo~ets 
x et y de l'hypercube; si y est un suivant de x tel q_ue F (x) ~ F (y), 
alors le minimum global de C ne sera jamais atteint ni en y ni en 
aucun de ses descendants. 
(iii) Introduction de contraintes sup-;: .lémentaires 
------------------------------~~-----------
Il semble approprié d ' inclure diverses clas s es de contraintes 
dans ce problème. Ces contraintes, qui garantis s ent certains niveaux 
de performance, restreindront la taille de l'hypercube et rendront 
ainsi la procédure de recherche plus efficace. 
l. Contraintes politiques et de sécurité 
Cela consiste à définir pour chaque fichier un ensemble de 
"noeuds permis" (i.e. où il peut ~tre stocké). Si seulement k noeuds 
sont permis, il suffit simplement de considérer l'hypercube à k di-
mensions correspondant (la taille du problème est réduite de 
fi - 2k combinaisons). 
2. Contraintes de temps d'accès 
Les auteurs supposent que les grandeurs t .. = délai maximum lJ 
sur la ligne joignant le noeud i au noeud j font partie des spéciÎi-
cations du réseau (par exemple, délai inférieur ou égal à 0,2 sec. 
sur les lignes 50K bps d 'A...'lll'AN:ET). Ori note T, le délai maximum per-
mis par l'utilisateur pour l'accès au fichier. Une route ( i , j , k ), 
du noeud i vers µne copie du fichier stockée en k via le pro6r amDe p 
stocké au noeud j, est dite faisable si tij +·tj k ~ T. Une allocation 
du fichier est infaisable s'il existe au moins ~m noeud duquel il 
n'existe aucune route faisable vers aucune copie du fichier. Il 
suffit alors de supprimer les allocations infaisables des allocations 
poss ibles. Une allocation L (.) est un "cover" s i pour tout 
i= 1, 2, ... , N, il exist e k L (.) et j 0-n tels que t .. + t .k ~T • 
.t' lJ J 
Une allocation L (.) est un "prime cover" si L (.) est un "cover" 
tel que la suppression d'un noeud quelconque le r éduit n une alloca-
tion qui n'est pas un "caver". 
Il s ' ai:::;i t donc de trouver tous les "pri-c1e co-vers " et d ' e::s:clure de 
la recherche de l ' allocation optioale tous les sous-ensenbles de 
ceux- ci . 3.e1:1arq_uons que cette ap11roche de la notion è.e dél a.i d ' e.ccès 
adopte le point de vue de l'utilisateur et préserve l a déconposition 
d.u "problème mul ti- fichiers " en "problèmes uni-fichier" (\. 1 2. dif-
férence de l'approche de LC::ill 69] et [r-:AI-:LGUD 76] ) . 
La procédure proposée est constituée essen tiellenent d ' mie 
procédure de recherche basée sur le schéma énurJératif pou:r le. p:ro-
e;;rammation 0-1 présenté dans [ELLilEIN 74] (où l'auteur démontre q_ue 
cette procédure est exhaustive et finie) comb i..Dée avec le résultat 
énoncé en 3.2. (ii) c i-dessus qui permet tle couper la pe.rtie infé-
rieure de l ' h~'}Jercube alors que les con train tes de ten:rs d ' accès en 
coupent la partie supérieure . Le schéma d ' Ellwein est une né t ioù.e 
d 'énu~aération implicite qui réclame peu de q_uan ti té de stocl:at:;e et 
perr:iet simultanément une flexibilité de branchement p2.reille \ cel . e 
de l'approche "branch- and-bound" . 
Les étapes suivantes devraient être exécutées 
étape 1 
étape 2 
étape 3 
e;cclure tous les noeuds qui violent les contraintes poli-
tiques et de sécurité ; aller h l'étape 2; 
déterminer s'il existe au moins une solution faisable (vi a 
1 ' allocation 12 ... H); s i oui alle1· h 1 'étape 3 , s inon stop ; 
formuler U..."l "set covering problem" (l) et trouver tous les 
"prime covers" y as sociés; aller \ l'étape 4; 
(1) Il s'agit d 'u_~ problème de sélection (i.e. un ensemble 6 ' obj ets 
discrets est donné duquel un sous-ensemble doit ~tre choisi) pour 
lequel on ne dispose d 'aucun algorithme convergent efficace (cfr 
[BALAS 76] ). Chaque ob jet représente un ensemble (différent) de pro-
priétés discrètes et réclame des coûts différents; il s'a[ it de trou-
ver un sous-ensemble d'objets dont la somme des coûts est minimale 
et qui couvre chaque propriété au moins une fois. 
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étape 4 invoquer une procédure de recherche basée sur le schér.1a 
énumératif d 'Ellwein et sur l e lemme énonc é ci-de s sus; 
prendre les "prime covers" comme points de départ de la 
recherche (branchements vers l e bas) . 
(v) Exem:eles_et_résultats 
Les auteurs introduisent une dépend.ance progr am;·,:e- fi cl~ier 
dans 1 'exemple du réseau à 5 noeuds de [C1' SEY 72]; ils font remar-
quer que le coftt de la solution optimale relative au modèle de Cas ey 
(indépendance programmes-fichiers) est 2, 8 fois supérieur au coût 
de la solution optimale relative à leur propre modèle (int~oduction 
d'une dépendanc e en supposa...-.1.t que les programmes ne peuvent ~t re 
exécutés en tout noeud, ce qui est le cas dans les rése.au x hétéroe;è:ies 
réels). 
Ils ont également testé 1' exemple du r éseau ARP A 8. 19 noeuds 
décrit dans [KLEI:rîROCK 69 J ; ils précisent avoir trouvé la solution 
optimale en 4,75 sec. sur un DEC 10. Remarquons que les aut eurs 
testent leur technique de solu tion sur des donn ées de ~a s ey (cfr 
[ CA3EY 72]) alors que leur oodèle est plus 5 énéral . ~i sher et 
Eochbaum (cfr [ FISHER 80 J ) soulignent l'absence de te s ts \ gr ande 
échelle et pensent q_u ' il est peu probable cme le siuple "1Jrenc:--.:.- and-
bound" développé par I•Iorgan et Levin soit capable de traiter de tels 
exemples. Si6nalons, pour l'anecdote, que les programmes de c es der-
niers ne semblent pas dépourvus d'erreurs ! ( cfr [_ FIJiîï.;R. l OJ l') . 733) . 
4) Etude du jeu d ' hypothè s es 6 ( [L:i:JVIN 75]et ILEVIIJ 78] ) 
4.1. Introduction 
On suppo 9e maintenant que les taux de demandes d ' a cd : s ( tou-
jours parfaitement connus q l'avance) peuvent varier au cours du 
temps.- Il est dès lors important que la structure physi q_ue de la 
BD s'adapte à ces changements. 
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.L.L ·t' d ' ' t t · ,,., , .,_ , ,.,_ ··' Remarquons q_ue ce v ,Je capaci c ao_ap a ion a aeyt e ve c _, ;_w i e e 
dans le cadre des BDs centralisées ( cfr r éférenc e s dal1S [ L3~_T:7~ ü 2 J ) 
Les auteurs considèrent un pl anning de 'I' périodes ; ils m1..p}--osent 
que les taux d e d ema"11.des d ' accès (aux f ichiers ) sont constant s au 
cours d'une période et varient è. ' une périod e 3. l' au t re ( c e c:._u i né-
ces s i tera d e s mi gr a tions de fichiers entre périodes ); il s parlent 
alors de "probl è:·.1e dynami que ,\ T période s" et en proposent une Ior-
mulation de programmation dynamique ( en 4 . 1 .) e t une t echn iç_1 .e 
ri Il 
"branch-and-bov_nd" ,b & b) de s olution ( en 4.2.), dont l ' efficacité 
relative t ient à certaines caract éristiques du prob l 0n e q_u i perraettent 
Il Il li ,.. , 11 • • , d e réduire l' espace des états clu b & b . La proc édure b c;; o utilisGe 
est la m~me que cell e suggérée en 3. 2. ( i v ), les bornes ;:_;énér ées dans 
le cas statique étant i c i re .::·2c':." :~ c :_· ~râce à l'inclus i on d e coûts de 
r éallocation entre périodes. 
4.2. Eodèle du jeu 6 
En vertu des r ésultats énoncés en 3.2 . (i) c i - dessus , nous 
savons que le problème d 'allocation à œultiples f i chiers peut être 
décomposé en pro blèüies individuels. I~ous p résentons c i - 0_es2ous le 
modèle d'allocation dynamique d 'un f ichier unique pr oposé par les 
auteurs. 
Supposons un planning de T pério de s d iscrè tes indexées par 
t=l, ... , T. 
Soient Ykt = 1 si une copie du fichier est stockée au n o eud k pendant 
la période t ( = 0 sinon); 
~ ipt = ( resp. ri' i pt) = le 11 query ( resp . u pdate) traff ic" du 
noeud i via le prograw.:ne p pend2.nt la 
période t; 
une allocation arbitraire du fichier p endant 
la période t; 
KT = [ K1 , K2 , ••• , KT] , un arrangement arbitraire d 'alloc a tions 
du fichier pendant les périodes 1 à T; 
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TJ' • 
J.,.J_ ' 
\J 
b = le nombre cl 'uni tés de message nécessaires 2. la t ransmis s ion dll. 
fichier sur une ligne de co• munication ; 
k (t) = l'index des noeuds à la période t; 
C (Kt)= Q (Kt)+ U (Kt)+ S (Kt) 
.(cfr 3.1. où l'indice f est remplacé part et l'indice k par k (t)). 
Nous supposons que la migration de fichiers est réalisée de 
la façon la plus économique, aLnsi 
Tt (K~ 1 Kt)= L_ 
11 
- k ( t) '- Kt 
L 
m 
• min 
k (t - 1) E. Kt _ l 
·"" 
'"'!!: ( t - l) ~,: ( +. 
La fonction de coftt multi-période est donnée par: 
T - -
G ( lKT ) = z= le (Kt) + Tt (Kt _ 1 , Kt) J , t = 1 
en supposant , i mplicitement , que l'allocation actuelle E0 est donnée . 
* Le problème consiste à trouver !KT tel que: 
-11.-
G ( IKT) = min G ( KT) • 
!KT 
4.3. Etude du problème et technioues de solution 
LevLn et Norgan se penchent tout d'abord sur le cas T = 1. 
Ils démont rent un résultat similaire à celui énoncé dans EO?..G1\E 77 
pour le cas statique ( cfr 3. 2. (ii)). La même procédure de recherche 
que celle qui est appliquée au cas statique (cÎr 3.2. (iv)) peut être 
utilisée dans ce cas et s 'avère être au moins aus s i eff icace (les 
bornes sont plus :t eo ·-· e::c::.·. r ~:: q_ue dans le cas statique) . 
Ils étudient ensuite le cas général à T périodes . Ils proposen t 
une formulation de programmation dynamique (PD). Ils rap~elent 
( cfr [ LODISH 70] ) les lin i tations en temps de calcul de la PD : 
croissance linéaire avec le nombre d ' étapes (les pério de~) e~ expo -
nentielle avec le nombre d ' états (les allocations) . 
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Il Il 
Ils ad.optent dès l ors une strat égie b c.,; b et cons i dèrent l e proolè:ne 
comr::1e un progr amme dynamique avec des limites spéci2.les ut ilisées 
afin de r éduire l ' espace è. es é t àts . 1-Iorin et Ear s ten (cfr IJ:C?.IiT 70]) 
ont dé j à employé une t elle stratégie ~ Ils explicitent avec précis ion 
l ' équation fonctionnelle de la programmation dynamiq_ue pour coûts 
additiÏs ainsi que les divers problèmes (de mémor isa tions et c e cal-
culs ) posés par la solution récursive de l ' équation fonctioru.1el e. 
Il ~ , 
I l s montrent comr,1ent les méthodes b & b peu.vent ~tre ut i lisees pour 
réduire les exi genc es de stocka{i; e et de calcul des program' :es o.:-11n-
I • 
,. ---
.., , ,! ~- ::- -... ,.-. J_, 11•·)j ~ r: .J . I~' ~, i , ; -,, r· c"' ·~ , ' e r:•Y, ~ ,·"\ E: .- .~t=: r~t ""'I -· --1 ~ ~ J_ ' '' .. r: ·.~ t"I 
_ ... ...._ t V / , 
4
_\.'. _ __ _,l.J ,.__ - - •- - -- _ ~ .J..-'- • .,, , __ ...,, L., .., c.. .. -.-
_ e:-) : t ; ~.-t C] -....~e r.3r.; r~:·!-.: ,-_--_ _.C2 l.,.8 ==-•- . 
,_ 
Levin et Nor6 an propo sent 1..m a l gor ithme , basé sur l a f on,u l a-
tion récursive (PD) du p i~obl ème , qui part de t = T et se termLn.e 
( en T étapes) avec t = 1 . A chaque étape t , il s ' a.s i t él.e c2.lculer 
Et ' u_n. ensemble dont le complémentaire est l ' ens embl e de tout es les 
allocations du fichier exclues clu proces sus de minülisation \ l ' éta1)e t 
par le r ésul tat démontré dans le cas s tatique (cfr 3 . 2 . ( ii )) , s i 
t = T, ou par R (via Bt + 1 ), s i '.l < t ( 1. 
Ils reprennent (uniquement ! ) l' exemple à 5 noeuds de Ca sey 
( cfr [CASEY 72 J ) et comparent les résul tats obtenus ~- par t ir du mo-
dèle statique et du modèle dynamique (h l' avanta0 e de ce dernier) . 
5) Etude des jeux d ' hypothèses 7 et 8 ( [LEVIlî 8 2 J) 
Dans l e s applicat i ons pr at i ques , il est r are que les taux de 
d~mandes d ' accès s oient parÏaitement connus ~ l' avance; i l est dès 
lor s nécessaire d ' estimer ces taux et d ' incorporer ces estimat ions 
dans l e desien de la EDD . Levin détai lle , dans [LZVIH 8 2] , les di -
verses fon ctions d ' un DD.3!-:S adaptat i f en accord avec l es directives 
proposées dans [ IIA;1-~::iill 77] . Levin adopt e les modèles d'optimisation 
décr i ts ci- dessus (cfr 3 et 4 ); les t aux de dewandes d ' accès f utur s 
sont est i mé s par un module estimateur à partir de statistiques col-
lect ées par un module récolteur d'informations. Les t aux ~ -+ et 1.p \J 
~•ipt (cfr 4 ci- dessus) sont des vari ables al éatoires ; il en est de 
même de G (Kt ) = C (Kt )+ ~t (Kt _ l' Kt) . 
- 4G -
[
T - - --•- - ')J- ) 
..!--..:. • L . -~ ' 
... ' À~ (t+I) :..r, , = 
l . . ,:,· ·, ~-
_1 \.: -- ',.) ' 
::..ci 
( À~ (t ) 
2. ) 
l e :-11oc~ ll e 
) ..__l.::: G I 1 
( ~ \ 
" .. · .' , 
+ e ( -: ), •.• Oll I .,_ ) 8 \ l • -.).:.: _r: ~.c -:~ ,--... 1.. :. .... ,., ' - : 
- - · '" u . . 
' ; -· : -
- 49 -
. ~ -c -:- c-- 11} 
= u:~ - - ---·-, 
1 .; 
•-.!.. 
'.; 
--~ ,... 
1...l.,. 
-· ·'Î ._,_ t ! 
I. 4 . CADRE 
LEVI N :i:JT i.WRG AlT 
l'Tous poursuivons l ' étude du F.AP , considér é indépen6.anr,·,1ent de 
tout autre probl ème de con ception , en pr ésent2.nt diver s -'cr8vr-·_:_ :;: c~u i 
s ' insèrent dar1s l e cadr e de rechercl:e proposé par Levin et ::1)l' GE:i;-1_ 
( cfr I . 3 . c i - av~11t ) . 
1) Fisher et Hochbaum ( cfr [?I3I:33. sq]) se proposent de corri-
s er un tant soit peu deux défauts majeurs ( selon eux) de.:, trP.v,=ux 
antérieurs relatifs au FAP, Èi. savoir : 
(i) l e peu d ' at tention port é au développement d'algorithmes ,27, 
(ii) l ' insuff isance des tests airlS i c:ue leur liT!li t2,t ioE ;1, de 
t r ès petits problèmes . 
En fai t , ces travaux se conten tent es s entiellement <.l e décrire 
des modèles appropriés av. problème (le plus s ouveï1 t sous l a forme de 
programn es l.L.-riéaires en t iers ou mi xtes) • .?i s her et ::::o chbarn:::i L~.oi-me:1 t 
comme ex emple [:i:-:ORGX:: 77] (cfr jeu d ' hypothèses 5 pa,_;e JS) - t1ont 
ils reprennent pluo ou moins le modèle - qui propose un rü.:..;o_ iJcllr:2e 
"tranch- and- bound " dont il semble p eu pr.bbP.ble C.:.ll ' il puis r.: e ré ;;:,01_1_<.3.re 
des problèn e s à t;r ande échelle (LevLYl et i :or0an se cnn t e11 t,m,,.; de _ e 
t ester sur lm réseau de I9 noeuds (l)) . : Ils p:-c>opose::".t Jcoute ;_1.:v- s tra-
tégie l1e soh1.tion (heuristiques et te clmi q· es de prot;;!'ar.1;·~2.tion 1, 8th,~-
,.1at ique diverses int égrées à un "'J I:,; b ", test p err..1et -'.:œ1t c~e réd.1-ü re 
la taille du probl ème ~- prio r i , ... etc) ainsi qu ' une ü ,.:;n~e s3iO!.ln.lî. te 
batterie de tests ( 5C r éseaux de 15 à 58 noeuds ) qn ' il n,y,..1s a sera' lé 
intéressant de détailler . 
(1) tJne version d ' AP..PAf~ET (cfr Q:i37rT:]GCE 69]) . Les anteurs SiJJ.nlent 
que c ' est le seul exeraple non trivia l test é qu ' ils 2.ien t t r ouvé c1 2-ns 
l a l i ttérature . Ils font remarquer ébr~al ewent oue la soluJcion D l'Oï)OSée 
... ... ... 
par Levin e t :1!orgaY1 n'e s t pas op tir.iale ( ile su:p:._')osent q_· ... ,_ ' il ~' a 1..1.:.."l.e 
erreur d211s l e pro -:r 2.mJ.1e de ces derniers! ) . 
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Leu r modèle prend la forme d ' un pro.;rar,1rc1e en tier mi:~te . Ils 
décrivent deux heuri s-'ci ques dont le but est èi. ' en c enclrer des so lut :7.cms 
faisa1:.l e s (l) : une " 3"r eec1 ~,r heuristic " et v..n e " int erch2.21ce l:.eüri ::: t::..c " . 
La "greedy heuristic" constT1..1.it une sol1..ltion en ajou t2.nt cles copies 
successives d1J_ fichier (1?:t où. cela produit l a plus gr2.1.!..c} e ré :uction 
de la fonction objective) jusqu ' à ce qu ' 2.u cm1e copie ad6i t io:nnelle 
ne parvie_ ... n e plus à améliorer la solution . L'" interchange heuristic" 
essa;ye d ' aC1éliorer une s olutio::1 de départ p2.r étapes suc c e •:::,i7es do:l t 
chacune consiste à enlever une copie et à. en ajout er m1e auti·e . Elle 
se termine lorsqu ' aucun de ces "i::1tercha11e.e " ne parvient pl u e ~ a ~né-
liorer la solution ( 2). Ils utilisent la méthod e dit e cle "relaxation 
lagrangienne" (cfr [ GE0F~'RI0N 74] p .ex . ) afin d 'obtenir des limi t es 
inférieures (3) au co*t de la solution optimale (4) . Ils décrivent 
deux méthodes alternatives dont le but est de fournir de s solutions 
optima.les ou sous- optimales au problèr.1e laE;ran6 i en d·.1-al cle c elui é t u -
dié précédemment : la méthode du sous-gradient et une va~iante de la 
méthode "steepest ascent". Le principe général de ces oétl1ocles est 
le suivant. Supposons qu e u et v soient les deu:I p ar21I1è tres clu pro-
blème la6r2.ngien . Les méthodes COQ,nencent en (u O , .._/ ' ) et cénèrent une 
suite (uk , ~) :{qui devrait converger vers la s olut ion opt ü i12.le . par 
1 , l ( k +l k +l) ( k k) f ( dk k ) , ( , -:: k) .i.. 1 , a r eg e : u ,V- = u , v + , e , ou Q , e êo~ app e _ e 
vecteur direction à partir de (uk , vk) . Les mé thodes vari en t cl f:llS la 
façon de calculer ces vecteurs directions ( compro is C{tléln ti té de c al -
culs- optima.li té) . Les auteurs sugcèren t d ' ap:pliqu er tout d ' e.bo r c: les 
heuristiques . 
(1) Et donc des limites supérieures au coût de la solution optioale . 
(2) sn fait , cet t e heurist i que n'a pas été utilisée, l a quali té des 
solutions Ïe.isables générées par la "greedy heuristic " é tan t satis f 2.i-
sante. 
(3) Par ailleurs très simples à calcul er . 
( 4) On pe....,1.t 2.ussi obtenir une solution fais 2.ble au p r obl ème . 
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Si l ' on découvre un e l i mi te inférie~:i.:ce et ;_me so l ution f c1.:~s2.o l e [:.yori:t 
même valeur de co{~_t, l e problème es t résolu; s inon l ;;. rec}:e rc::e p eut 
être co:1plétée par :..u1 algorithme "branch-and-bound" utilisa.nt c e s 
- . , " (1) ' ' , , . ' . heuri stiques c omme proceo.ures • Les au-ceurs u.emon--cre2.;. -i; 1J..n e ,, o!lc. l.-
tion ( dont la v érification !le nécessite t,-u.ère de calculs ! ) p e1·ue t·>.:.::. t 
de réduire la taill e du problème 3. priori ( i . e . avru-2.t -tou~~ e exôcut ion 
(~U "b ë: b "). 
Le r:; ;:--.uteu.rs ont testé d iver ses rJét l toc1.es ù.e ;:;énéré~ti.01~ ,.' c: liu i -
tes i n îérie1.1.res ( 2 ) ainsi que l'alcoritlme i_;;lob2.l à.e so l ·J. tiŒ1 , f.' Lll' 
58 problèc1es de 15 9- 53 n oeuds . La performance 6énér ale ... ~e ce ll enè ier 
semble trè s satisf aisante (pou r des exempl es de ce t ordre cle ; r 2nd eur) . 
Les aute:::.rs soulignent l es excellents r ésultats de 12."creed~r :ieu2.--ü: J_; ic " 
( très rapide et trè s souven t op t im2.le ( 3)) . Ils proposent e~d-; ,-L d i ~.-e:-c-
ses courbes déc rivant l' effet , su:c l a valeu.r optimal e , d.u non1Jl' E' cle 
copies du fichi er, du pou rcentage d '"u pdat es " et du n om~ r e ~e prn: ~~u -
:::1e s de mise ~·- ~ 0:..1.r (d iver ses 
ques de l '.1.?J?A 1 9 no euds) . 
2) Hatzopoul.os et Kollias ( cÎr [ KCLLIA.3 o O ] ) :Qr::ipos e:1 t e s se~1 -
tiel leme:n t une exten sion de s r ésultat s de L G?;Jù? A 77] et (_E:: G~o::.:::,L;..::; ::: 1 °] 
(cfr (ii) e t ( iii) pp . 2'2.. e t 23) 8~.J. SF.AP ( cîr l) . S) avec utilisation 
dynamique ( cfr jeu d ' hypothèses 6 p. 3 5 ) . Rap1_ielons que le r:i~ue pro-
blème a dé j à été étudié dans [LE7I F 7f] oü les ::i.ut ev.rs tlévelo:p17en t 
un algori th-::-.1e qui limite la croissance de l'espac e de s é tats e:1 1.r'c i-
lisant des car2.ctéristiques spécia l es du problème . Hat z oi)O-_Llos et 
I:ollias prése1:.tent un modèle qui est u.n e exten sion du mod~ü e de 02.se~ .. 
( cfr p . 10) ( 4) • 
(1) Le s auteurs ont testé diverses var iations ( sur les l1eu.ris ti aues 
er:1ploycies) de l'algorithme " b &: b " de base . 
(2) Compromis entre la qualité de ces lioites , le temps ; P0 et l ' espa-
ce de stok age requis . 
(3) Renarq_•J.ons cependant qu'on n e dispo.se p a s , .. à son su j e t , rlE:: lirc1i te 
sur l'erreur produite . 
(4) Ce modè l e est car actérisé par (2n-l)P so lutions po ss i b l es (oü 
n = n ombre d e noeuds du réseau et p = nom1)re de périodes considérées) • 
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I l s démontre:::.:. t quatre théorèmes, re l a t ifs ~ t, ce t1o dèle , c11.li ~1e r ri.1 e t -: e:1. t 
de réd"J.i r e 1 ' esp ace de s so l u tion s e t fournis .: e::1 t c1- e bo:nn es l i mi t e s 
ut iles à. tout e méthode de recherc d e algori thmi q_-,.1e sur cel li- ci 
( cfr p . ex . [L.371:~ 78] , p . 44) . Le premi e r (resp . t r ois ièL1 e ) f ou rr~i t 
une cond i tion n é ce s saire d ' a l l ocation ( resp . de n on a llo c a tion) d ' un e 
copie de fich i er en t el no eud à telle p ér ioèe . Le deu xiè• e t héorème 
p ermet d e :réduire l ' ens e"1ble de s n o euds qu i p euven t ~tre se r -.ri s , h 
une période donnée , p à r ur,. n oeu d don Yl e' --ie s .i.. 1, n i· s _,._L, ,_fço--,i':,,., e,... ,,.,,,,-. , -,,;· ;_ .,. _,_ J.. .... • V , l., 1_ l _ .., J.. V L- ù l ) Ç -. l / '- -- .J 
utili s é s à chaque é tape de t oute p r océdur e r ésolvan t- l e prot l è :_1 e co::~-
sidé r é . Le quat r i èr;i e t h éorème n e peut ê t i,e u cil i s t c!·ct ' à p r i or i (i . e . 
ini tia leo ent à l a procédu re de s olut ion ) et permet c~ ' i:.rit erà ire -~;- t e , 
n oeud de s t ocker une cop i e du î i ch ier p endant t elle p é r iode L;én éra -
lisat ion du tro i s i ème t h é or èr,1e d e @ R..U: .A 77] ) . E:1 s e b a sa.-~t 21...1.r l e s 
r ésul t a ts d e l ' ex emple p ro :;_)osé (l) , l es autettr s s1)_,;0 è r en t de me t t :ce 
2. proÎi t l ' e xi s t en c e d e type s d ' ut ilisation non. u.nifo r r:1 e s a fin cle 
sél ec t i or..ner de meilleu re s p oli tique s d ' all oca t j_on d e fi c __ i e::." . 
3 ) .Kollias et Hatzopoul.os ( c:f r [ KOLLIAJ 8 1~ ) 6t udie:.1t l e p .co-
bl èôe de l 'allocati on simultanée des fichiers distincts (, . ex . une 
pa:ctition d e 3.D en s él éments ) sur un r é s eau ; "Y1.Î ormatique , en i r.,po-
sai1 t à t out n oeu d de stocker au p lus k ficl:.iers ( oü ::,: e s t lm p 2.r;::io2-
t re con t rôlé p a r le c on c ep t e1.u:· , k ~ s). L ' a pr,lic atio::1 , 8(.J -
, J d • 4 ' , l , • 7 · 1 , ( a 1 , pare s e-:. ·~ c m:. u i c a l 1...!.1 r eseau ma_ e qu L _:;_cr •2 n o eu c,r~ snr c,:.8 r ;::_, e;:;c , ,) O.i.~-
t r 2c i Y1te s è_ e plac e de s t o ckace . v i ol ées . . . e tc . ). les a.u.t e;JL -~ r:; ._, :'. tT~ i::1; 1.1.e11 2c 
l e cas 1~ed oncl2~t du c2.s n on r e dond ai1 t (i . e . nas cl e CO ï) ie ,:; :·i:.l Ü t i ·,, l è s .. .,,. .,,. 
d ' un m~me fic h ier) e t :p ropose2.1 t cl es modèl e s s er.:blables t1. c e l u i, p oi.l. l' 
c e s deux c a s , d e [ CASEY 72] ( cf r p . 10) . Le mo dèl e du cas n on r edon-
dant p eut être s eulement r ésolu jusqu ' à 30 fi chi ers en a1)pl i q11.a.Y1.t , 
par exe r.:.11Jle , l ' a l t;;.orithme développ é par LB~ !E 68] c;_a i r sson d l es 
p ro{;r ac.:ies linéaires C- 1 p a r è 1umér a t i on i nplic i t e . I l s p r op osen t 
un théorème (cénéralis a t i on cl ' un t h éo r èn e démon t r é par Case:· ) :Co·.1r11i .-3,,m1: 
(1 ) Un uni que exemp l e de :> ::1oeuà. s seu l emen t ! 
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"Lme cond i t i or1_ nécessaire d e non reè.onclan ce de l ' 2.lloc2,tio:, ~ o/;i1 12J.e . 
Il s è.icrivent une heuristique (è .. ont l e nombre ï,lél,:x:imul!1 d ' itér2.t;inlls 
est ée;al é' .. U nombre de noeri ..ds cl:..1 résee.u ) lJour r 8G01J.dre l e cas 1°edo1:.c1 .- .:"!:1 t . 
::;11e est basée su r U!1 t héo1'èr.,e donnant une conà.ition r..éc es s a.~_re polLi.' 
n e :)as allouer une copie d ' m1 tel f i ch ier à tel noe·~1è., e t sur l e. ré -
so lution du proo l h"lle oü on 2 relâc:1é l a cont1~aint e su:r l e ~1 01J.1...re rila-
xir'.'.um (k) è.e ficl:i e:rs qu e l ' on p eu t stocl:er en Wl noeud . Il s se c0:1-
ten t en t du seul exer,1pl e ( légère-:-;:en t modi:fié) è, 5 noe1lô s de ,;2,Ge~-
( cfr [ CASEY 72] ) pour i l lustrer leur he-1risticy .. e . Ils zo;_lli[:,T, e:i:i t q1.,1_ e 
la redondaY1.ce lJeruet d ' é?Jnélior er le teT::;.ps de r éponse et ln fi2.b :i.liJc4 7 
et de d iminuer l es co-C.ts de comnuni cation . Ils sugc_; ?..: r snt de f ain: 
varier k et m~ne s (déter.ni n e r ce q_.._,_e devrRi t ~t re la -"artj_"cin!l cl ' ' .. i..=:--1e 
I.D donnée ) . 
4 ) Ramamoorthy et Wah (cfr [ RAI:;J.:003.TIIT 79a] ) clécriv i:t ·me 
l1euri stiq_u e , relative au J?A? dynamique (jeu d ' hypothèses G :) , ::_:5), c1u i 
-ù. tilise certains de s principes des albori th:-.:e s " aè.L .- dr op " ( cfr p . ::_ s , • 
Le s r é sult at s de s t e s ts :proposés sembl en t peu conc luant s . Les a·:.1teèll' C 
s ignalent q_ue d.es algorithmes . olynomiaux peuven t exi ster dans cer -
tains cas spéciaux du F.ct? (cfr [?~o::E 77J p . ex . ) dont l ' ut ilit J pra-
tique semble , par ailleurs , très limit ée . 
Ils p r ésente;:-.t b rièveTI!ent trois cl 2.s ::: es d ' henr i s tic.:_'..1.ec.• ~, a 1J itu-
el lemen t utilisées : 
(i ) "hierarch i cal designs "; 
( ii) " clusterin.c- alc or i thms "; 
( iii ) " add- drop algori thms". 
Les heur istiqu es sont cénéraleme!lt i..""1.teractives : une solution fai -
sabl e est génér ée , que l'on dé c ide ou n on d 'améliorer via un· alco-
r i t hme de déc i s ion (qui précise coœment l ' améliorer) . =11es présen-
tent les désavantages sui va.""1. ts : 
( i) el les fourn is sen t hab i tuell ement un op timum local ; 
( ii ) l eurs comport ements " dans les plus mauvais c a s" ( "worst c a ·-·e 
behavior " ) sont très di ffi c i l es à déterminer . 
Les hypothèses su ivantes s ont util i sées dans le dt:velopper,1ent 
du modèl e r e t enu (proe r amne entier l i n éaris é ) 
(n:1 ) les accès aux fichi ers sont indépen dan ts (op t i ms,lisation po:1r 
cha que fichier indépendamment ) 
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(n2 ) toutes les contraintes sur l e système peuvent &tre r epré s en-
t ées .sou s l a forme de c oûts; 
(E3) l e comportement des ac cès 2.. un fi chi er pour u...11.e p ériod,j est 
es timé cm début de c e t Jv e période et , à cet instant , on ne pe',l t esti-
mer l es com:po rte::;:ient s pour l e s p ériodes sui va'.ltes ( optir:i2.lü:;:::i:~ i on 
pou r chaque périod e indépendarm:.1ent ). 
Le princ i pe de l ' e.lc orithme de solutioi-1 c<., ~ l e suiv.?11t . :-:oto11 0 
1:0 ( resp. E1 , r:2 ) , l' enseml.ile des noeuds s2.:.1s copie ( r esl) . avec cor ie, 
n on ass i gnés) . I n i tial er.1ent , :~0 = 0, K1 = X, et K2 = [ 1 , 2 , . .. , n J ( o>.. 
n = 110,c1br e de noeuds 0.1-1. r ése2.u ). L ' a l c ori tl10e l) r ocèè. :: en il st;1p e s : 
à cnaque étape , un indice est enlevé de ::2 
A u::-ie étape don11ée, le choix de cet i.1.7.di c e 
e.,_l., aJ· o., .. J...,.! " 1- Ol1 :\ h-;.,L L, <:: c. --c . .::, - :;__ • 
est r 6al i s6 de l a f aço~ 
• .L ' , ,, , .L. • d r-sui v 211 ve . A c11aque e ..i.. emenl, 1. e l'~ 2 , on assoc i e deï..X val eurs : 
v . = s olut ion du n ro r-:ramr.1 e entier s 2..ns contra i.lite d t i11t é _ --rali-i ~ '-' 
t é sur le prob l ème relatif à K0 , r:1 U [ij, E "-( i } • 
vi = idem (problème K0 U {i} , K1 , r:2"'-{i}) 
L'indice i 0 ret enu est celui d e valeur mi.:.1imal e ( il es t a.j on t é ' ,_0 
s i la valeur minit.1.ale es t v. , et à K1 s ' il s ' agi t de v . ) • 1.0 lÜ 
La complexit é d e l a s olu tion du prot;r ar.ne en tier S8.:1s co1- trail1-
te d'int égralité e s t O(n. 2 ) ( cfr [ EF:::OTI1SOIJ 66 ] ); la c o::.1pl e ::i t.:: de 
l ' a l c:;ori thme g l obal est donc C (n 4 ) • Les 2.uteu r s p r ôse~ t ent _::)e-J_ de 
r ésul t 2.t s . Ils proposent des s ol utions (mu e:z:er:i:îles o. 5 et lS' no s·_lc1_s 
de Casey , c:fr @ A3Iff 72] ) dont une p résente m1e dévi ab.on <"te 1,11 1..u.3 
de 42 ~~ par rap~ort à 1 ' optimum . 
5) .Akoka ( ci':, [!~c•:r:_1_ 80] ) dôvel o:Jre -.1.E 1:ioc.~2l e ç1.~- e o·:; ~,_:,-- e:2.-
tiel le~1e:n-c cel u i ct. e Q_: CRG.t.U7 77] ( c f r I. 3. ) . L e::: Ci:.? f é1-c11ce2 1E'i .:.1 ,::: i -
pal e s e:c1tre s on a~Jpro c_ie et celle de Lev7 YJ. et ï:o::::'.:_;2Ii uo::.;.t l e '· rs-;__li-
vantes : 
(i) il :pren.d en c o:up t e le Î l u :. c.~' i-•1fo1,:i::1:~ion ei:. 2.~e""G ,) ~1. r , 
c ' e st- ~.- dire l e f l ux d ' i:1.f o r-nat i on Cf1- ' ...,lü u t :;_l~32 JCt:':_1 r ~,eç:o i t cc,:.2, 1e 
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réponse à ses 11 queries 11 ( 1 ); 
(ii) il considère une dépendance, entre programmes et B0s, 
plus forte que la dépe ndance de Morgan et Levin : il suppose, e n 
effet, que n'importe quel programme ne peut travailler sur n'i mpo rte 
quelle BD; 
( iii) il met en évidence et c o rri ge une inco hérence du 
mod Èle de Levin et Morgan (relative à une contrainte d e routa ge). 
La pr océdure de solution est un 11 b&b " modifié ( a pp elé "bound ed 
b&b", cfr [A BADIE 69 a]) qui résoud un ensemble de p ro g ra mm es ( e n 
nombre moindre qu'un ''b&b" classique!) non linéaires continus (r el a-
xation de contrai n tes d'intégralité) par la méthode du gradient réduit 
généralisé (cfr [AB ADI E 69bJ). Cette procédure est plus souple que 
celle de Levin et Mor gan (leur technique de décomposition interdisant 
l'introduction de certai n es contraintes additionnelles). 
Les tests de performance (sur l'exem ple à cinq noeuds de 
Casey !) proposés mettent en évidence les influences non né gli geables 
(sur l'optimu m) de l'introduction du "flux d'information en ret ou r" 
et des coûts de stock~ge (importants pour les BDs réelles!). L' 
auteur - estime qu'un problème de 600 variables ne devra i t pas e xig e r 
plus d'une minute de temps CP U. Remarquons qu'un p r o blè me à 5 noeuds, 
4 fichiers et 3 pro gram mes, réclame déjà plus de 600 variables. 
Comme toute technique optimale relative au FAP, leur 11 b&b 11 n' est a p-
plicable qu' à des problè mes de taille réduite. 
(1) Via l'estimation de quotients ~ = taille réponse/taille 11 query". 
L'auteur montre, sur un exemple, l'influence importante de cette com-
posante des flux d'informatio n . 
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1) Ln.troduction 
Nous n ous proposons d ' étudier k présen t le problème de la con-
ception d'un réseau ilrlormatique . (n oté (; ,]lTD.P (l)) indépe11damoent <..~ e 
t out autre problème de design ( 2 )(3) 
Grossiè rement , on pourra it di viser le 8Cl~DP en d eux sous-pro-
blèmes : 
(i) le problème de la conception de la topologie du réseau 
(i . e . déterminer le graphe des lignes de comrm.ulication) qu.e l ' on no -
tera HTDP ( 4); 
et (ii) le problème de l'allocation des capacités ( 5) aux lignes 
de communication (n ot é CGA? (G)) . 
Remar quons que le 1-TTDP et le CCA.P sont en fait intimer:1eEt liés 
et qu ' ils doivent être considérés simul tanément ave c d ' autres probl ù-
oes tel celui, par exemple , de la détermination de la procéd.1re de 
routage . 
·: Il exis te. èn fait diverses formulations du 8CYDP ; e l les c or-
respondent à différent s choix de mesures de performance , e variables 
de conception et de contraintes . Tout conme nous l ' avons fait dans l e 
(1) " Computer Gomr.rnnication :r etwork Design Pr oblem" . 
(2) Ecl particulier, indépendamment du prob l ème de l ' allocation è e 
fich iers (?A]?) • 
(3) l~ous introdu i sons , ci- dessous , de façon intuitiv e , divers concept G 
qui seron t en fait abondamment explic i tés et précisés par la sui t e . 
( 4) "Ee t work Tol)Ology Design Problem". 
(5 ) Par exemple , 2400 bps (b its pa r s econde ) ou 4800 bps •.. etc . 
( 6 ) " Ghann el Capacities .Allocation Probleo" . 
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cas d.u p.,;_p ( cfr p .1 ) , no~rn pro:9osons ci- des:,ous une formulation 
(parmi d ' autres) du CCNDP (sans préciser pour l' instarlt les d i v er s 
co r_ce:pts y apparaissa:..'lt) afin de concrét ise1~ d ' emol ée le disco'..lrs 
(cfr 1-KLBIEROCK GO] et [ :I:.A:TE:[:BAUi: 81] ) : 
étant donné l'emplacement d es noeuds (l) du réseau , les options 
(2) 
et coûts des capacités · des li6~es ai~si qu e l e trafic 
minimiser le co~t total de comfilunication (3) 
( l ) 
sur la topolot;ie , les capacités des lig!les et le ro1.1 tace ' ' e t 
sous des contraintes de délai ( 5), de fiabilit é (o) et d e tra-
fic (i.e. il Îaut satisÎaire le trafic) 
l~ous aimerio::.1s , dès 2. présent ., souli gner l ' e:ctrêc e complexité 
du·. CCNDP dont les ra±snns- majeures (?) sont l es suiva:'_tes : 
(i) le nombre de topologies p ossibles croît exponentiellemen"· 
avec le nombre de noeuds du réseau : dans le cas d ' tm réseau 6. e :~ noeuds , 
- ··c•T l )/2 il y a E ( T-1) /2 lignes potentielles et donc i ~ i. -- topo __ o6 ies 8. 
d ·d' t· '(8) ' i- _a] . l , pren re en consi e ra ion . L FRA}:TIC 71 fait rer,:arq_uer qu e _e r es eau 
(1) Contentons- nous, pour l'instant , de ce terr.:1e ~énér,:11 ( il l)our::.~2.it 
s'a -ir de terminaux, d ' ordi...'12.teurs , de concentrateurs , de cor.routo.te'. trs ... 
( 2) Sous la for0e, par ex emple , du nombre moyen de mes r: 2.c;es riui do i -
vent ~tre envoyés , par seconde , de tel noeud à tel no en ô.. . 
(3) Es c en tiellement le co-ô.t de l'allocat ion des capacités an:;: lien.es 
de comrJlmication. Oe co'Ô.t peut ~tre une fonction arbitraire de five r s 
paramètres tels la lont,--u.eur de la ligne , la capacit é allo- Je , le t2.ux 
d 'erreur, les modems ... etc . 
(4) Variables de design . 
( 5) Exiger , par exer.11üe , que le délai moyen de transmission d ' tm mes -
sa&e tioit inférieur à une valeur donnée (cÎr 2)). 
(6) Kotion liée essentiellement à la con11ec t ivité du réseau (cfr 1)) . 
(7) Nous y reviendrons . 
(8 ) Pour un petit réseau de 10 noeuds , il y a 3.1013 topolo0 ies pos-
sibles ; il faudrait mille a~s pour les examiner toutes'. raio on d ' ~me 
ms par topologie (ce qui est optimiste! ) (cfr [ T.AiJZ:BAIB•: [ '>l J). 
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optimal (global) est hab ituellement impossible ~1• trouver ra~r:ie si on 
se l i mite à des topologies de type arbre). 
(ii) en pratique, les capacités des l i gnes de coT11,.:.lmicati,:in 
sont chois i es parmi un ens emble fin i d 'options dispon i bles ; e:.1 CŒ'l -
séque11ce , on se trouve face à un problème de conception dis cre t que 
les méthodes existantes de programmation entiè ::-:-e ne peu.vent ;_:;énér::-
lement résoudre , si ce n ' est c: ru1s le cas c e tai ll es p eu. !'é :~.l:.. stes ; 
(ii i ) l es contraintes doivent ~tre satisfai te s ; 
(iv) les expres s ions du délai sont non linéaires (cfr [ K:3Ii:~-
ROCK 72] et lJ{LEIEROCK 76] ) ; 
(v) les mesures de fiabilité sont souvent non liné2.ires (c::~~ 
[ F RANY ii=] ) : 
Chandy et Sickle (cfr f SI CKLE 77 J) ont démontré que divers 
p roblèmes d e design (extr~mement simplif i és ) r elatifs aux r éseaux 
s ont KI-complets (cfr p.13). Ils précon i s e~t d~s lors l e d~velopJe-
ment d ' alz;orithI!les de solution ~1euristiques tout en sm.1.li2,..11a::it l ' i :::1 -
port ance ( économi que) d es teclmiques op t i u1al es dans le cas ·3-e r é se :1:n:{ 
de t aille modérée (cfr ~p .13 et 14 ) 
La strlwture d ' un réseau informatique peut être sch éma t i .::;é e èe 
la façon suivante (cfr [ r.:LEI:~RO CK 7G], [ wo:~G 78°], [C0:2.E~-rc:~ Cl J et 
[ TAEEI:BAlff: 81 ] ) 
@ = noeud 
rsl = station 
Frontiè r e ch.1. réseau 
\-----• de conmunication 
• Réseau informatique • 
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On y d istingue l ' aspect " conmn.:ulicat i on " (ré seau de cor;J.r11.mi cat ion ) de 
l' a s uect "auulication" (les stations ). Un réseau de communication est 
con s~itué d-'~n ens emble de noeuds (l ) (génér alement des ordinateurs 
sp écialisés) r eliés ent r e eux par des voies s i mpl es (i . e . ne con_por-
tant pas d 'or gane de mémorisation) en core 2.i,1pel6e;.; lignes; chaque noeud 
peut comï.ïu.niq_uer av ec n ' importe quel autre , soit directe:·.1ent , soit 
par l' intermédiaire d ' autr es noeuds . Le réseau o_e cofü,11-1..:'1.ic2.tio:: ze r t 
Èt relier e:2tre eux des systèmes informatiques (orà.inateurs , ter.:.ünrr.:x , 
sys t èmes spécialisés , ... etc) appelés stations; cha qu e st c. tioi1 est 
coE~1ectée ~~- un ( ou occas ionnèller:n:ent plusieurs) noeuds ; lE~ utili;::;at c-.., .L r 
ou un pr ograE.::-: e d ' ap1üi c 2.tion attaché l1 u::.1e statioa eat dit abonné 2:!. 
cette station ; les abonnés se transmettent de 1 ' il1Îorn2.t ion codée so'.Œ 
u.ne fo rme convenue (on parle alors de message ( 2)) , le travail du r é-
seau de corrnunication cons is t ant à trans1)orter ces messace s en t_~e s ta-
tions (d e façon fiable et rapide) . La nature d'une station peut ~t2' c 
d i verse, par exenmle : 
®- -@]-
oü@ = noeud , [§J = ordina teur , [!j = N= concentrateur . terminal ,(CJ = conjcrôleur et 
• Stations • 
(1) Ci.ppelés aussi comu;utat eurs ) c1ui assurent des fonct ions d e routa-
ge , de contre le de flux et d ' erreu r , de file d ' at tent e , d ' i Esertio1: et 
.fte suppress ion de messages ..• etc . 
( 2) Commandes , demandes cle rensei[:,_"11.emen ts , transmissions de f ichiers , ... 
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' d 1. .. L , , .., • ,.., , Le cnoiz u c 1em, ~ suivi par un mes c-: ag e es l, g en e1·a1. et1e:n -c re~ J..e 
par une procéù.u r e de routage . Une procédure de routage des ;-_-_es n2.s es 
est une rèc;le de décision qui détermü1e le noeud s -:..iivant ciue l e ·nes-
sage visitera s u r son chemin au travers à.u r ése a1-1. de com;-.1u!ücat i on . 
1 ' algorit hme de routage op ère la mise en oeuvre de l s. procédu1~e de 
routage . Les paramètres inpliqués dans cet algorithme peuve~1t ê tre , 
par exemple : l ' orig ine et la destination du messase, l a d i s pœ1il. i -
li té de certaL'les li€,11 es ou de certains noeuds ... e tc . ::n :.?ai c, l e e 
po l i tiq_ues de routage sont a0Laptatives ou dé terminis.,ces s elon q_u ' elles 
tienn en t co,t1pte ou non des caractéristiques d;y11art1 i ques c~:.1_ r ése2.:,. de 
communication . (l ). La méthode de routage f i xe es t un exeaple ëi. _,, r)oli-
tiqu e déterministe . Les algorithmes de rout aë;e fixe spéci;ient st&t i -
q_1-1.emen t 1..m chemin uniqu e entre tout couple (n oe-__i_d s ou rc e , n o e·o.c~ c:.es-
tination) ( chaque no eud dispose d ' une taole de r outac e qu i , ~)our 
chaqu e destination , ind ique l e prochain noeud b. attei..'11.c"ire ) . On 1)eut 
rendre le routage fixe plus fia1.lle en définissa:.1 t un ou rüus i e;,1:c~ che -
mins de secours utilisés en cas de défai llai1ce du chemi n. norri.1al • . p and 
plus d ' un chemin est associé à un couple (noeud source , n oeuf ' eGtina -
tion ), on parle de routage alterné: le routa.s e aitei--né peut ~t re 
détermi niste ou aléat oire (on parle alors de routage aléatoire ) s i 
tel est le cas du choix du chemin . 
A ce modèle de r é seau inÎorrnatiqu e correspond une stratégie 
hiérarchique de design ( 2 ) qui con s iste à distinguer les deux sous-
problèmes sui vants (cÎr p . ex . [ I GJC ?GJ et [ 'l' .:~~::::;.~E.\.ù1: 2-1 J) 
( i) ""th e backbone network design pro blem" c ' est- ~-1.- d i re le 
problème du design du r éseau de communi cation , 
(1 ) observat i ons sur les flux de trafic , l e s déÎaille:2c es üe r::.o e1.1-c1s , 
de lignes ••. etc . 
( 2) Qui permet de rédu ire quelque peu la conpl exi té du .:.J:'TDP . 
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et ( ii) " tLe local acèess network design p::.~o bl eL1", c ' es t - \ - dire 
le probl ème du des ign d ' une station (ou enco re , l e probl èuc cJu des:'..Q.:. 
des r éseau :;c ce~tralisés (l)). 
Rem.2..rouons d ' eublée aue l a to-nolo1-·i e c:. 'u:."l e stati.--,:'" est l ü l a r~n •,2 , 
... ..&.. .J. '-' 
c e qui p ermet d iverses s i :-,:pliîications (dans un arbr e il n ' ~- o., 
exemple , q_u ' m1 s eul chemin e~1t re deux no eu ~-s d.o ri:.~ô s , c e ( \.'.i ~li--:i.: 1e 
déjà l e pro~l ~me du r outa ~e ( 2)) . 
!!.e:n ~,,.. ouon s é6 ale·..::ien t eue le [TDP et l e GC,'.J: se 1·c~rou-,rn:~t cl211s 
l ' un e~ dm1; l ' autre de ces ~deux sous- problèmes ( 3) . Il f o.1.,1 .. t sov ..li0j_e r 
que le "backbone n .et,;-rork desii3!1- lt et le"local access n e t1-ror:: c: c sic::1 11 
(ou encore " centralized network desie;-.n ") ne sont que de s 2.s1)e c;t s d:t.1 .. 
p r ob lème général de l a conception des :réseaux informat i ques ( c::r 1.' . ex . 
[ rccc 78] ou encore [ K1:c;rr:a.ocr: 76 ] (4)). 
1:otre but dans ce paragraphe , com!".1e d ' a i lleurs d e:~:. s 1 ' enser.i~)l e 
de c e c' iap i t1'e , est d ' indiouer auelaues ni stes à sni vre , t cn.t,c en c 02: -
.... ... ~ :L. .l.: 
nant v..ne première i dée sur la nature des divers p r obl 8c.ies t1·0. i -tés , 
sur leur coraplexi té et sur quelq_ues teclLl'li ~ues de so l uJ:; i :)~l d,~ve1 .. op -
pées à leu r sujet . Auss i nous cont enterons - n ous d ' ét·L16.ier so'.1,1a i re ,~en t 
(1) L:es rés-eaux eentr.alisés ( appelé s aus si "mul ti- drop ::.1et-::-;o r ;~s " ), 
consisten t en u n ensemble de si tes éloignés connect és lt 1 .. m s i te c en-
tral par lequel est nrouté " le trafic échangé entre deu.· si tes quel-
conques . La plupar t des sys t èmes " tir.1 e- shar m g ", cle r éservation ... etc 
sont de ce ty:9e ( cfr ( F!UŒîX 71 ] ) • 
( ·2 ) Il faut souligner c ependant qu ' u..'Tl arbre peut ne pas ~t1'e l a to:!_) o-
logie l a plus économique , m~:::e dru1s le cas d ' tm r éseau centra.l is{ 
a ( cfr contre- exempl e dans [ F:Llj_TI: 72 J). 
(3 ) Avec d ' autres problèmes , cor.1r,1e par exemple 
(i) la détermina.ti'Jn d e la p r oc édure de r outag e , dans le cas 
du "backbone des i Ql" , 
et ( ii ) le problème de r eoplac ement des concentrateurs (par ailleurs 
liJ?~complet , cf:r [8Ie-'".c:LE 77]) , dans le cas du"local access des i t;n " . 
(4 ) Problèoes de c ontrôl e de f l ux , de protocoles , de r outn~e ... etc . 
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les notions c1 ' 2112..lyse de f iabilit é ( e:::1 2) ) et de dé l 2.i ( en 3)) RiJ.1 .:; :'... 
que l es modèles , t e chniques de solut i on et r ésul tat s c1 ' expé1~:Le~~ce s 
relatifs an .p r oblème de la conception des ré s e a'J.:x ce~1tr2.lisés ( en 4 )) 
et des "backbone n e two r k s" ( en 5)). 
~ .,_ . ' d '.J.. ·11 1 l 'l ' .... . ;i , . ..,,-....,..., i~ous L,enions a eL, aJ._ ei~ que que pe--..1 _2, proo cmo.1,,i~pe -.. u .,.., __ _,-= 
afin de présent er da."'1s son contexte le :T1DP , un 2.s:pect que l ' o:;_ :1 e 
retrouve pas dans le travail de I,:ahmoud et ?.iordon , trava:.l <}_1.1.e nous 
avons chois i d ' étudier (plus en détail) et d 'im:rl érienter ( c :ù: cl:.api'c1~e .l -
2) .Analyse de l a fiabilit é de s r éseau.}: 
~:ous présentons , dans ce paragrapl1e , <1,uelc:_ues ré s-t.1.l tat s r el2.tifs 
à l'analyse d- la fiabilité des réseaux , l' aspect tlesif)l du p~oblè:!e ( l) 
ét ant , pour l' heure, i gnoré 
Fous p roposons (en (i)) une b r ève introduction intuitive è. l a 
n otion de fiabilité ; :._ous décrivons ensuite ( en (ii)) un cadre 
r a l pour l e pl'otlème de 1 ' anal~0 se de fiabilité, ainsi que tro :'...s ti~2.vanx 
s11éc ifiques relatifs à ce problèm:e (en ( iii) ); nous soulio-:ons e!-:i in 
(en (iv)) l' extrtr.1 e cociplexité du probl èr.1~ et si91alons (e•.1 (v)) -'u-
tili t é de l a simul ation face ?:.. cette conpJ.exi té . 
(i) Int ro duc t i on intuitive 
Intuitivement, on pour rait définir la f iabilité cl ' rn1 r ésea·.l 
c omoe é t ant sa capacité de permettre à toute p aire de no euds ( 2 ) (e:1 
état à.e îonctio:nneL.le:'.lt ) de comT.1uni q_uer en dépit des éventuelle s p .?.n;1es 
è.e li01es et de noeuds qui pourraien t S'.lrvenir et d égraC'.er , plï.lS ou 
. " 
(l) ' ·1 e -probÏè:ae c: e clesiei cons i ste 2. i denti:: i e r les emp l2.ce1:1en t s de 
lit,nes tels que l a. contrai nte de fiabil ité (imposée par l e conce_pte1..1-r) 
. .._ t · -"' . .,_ ,_ 1 d .,_ J T .- · ) SOlL, sa lS.LalL,e . 1•.ous p a r_ er ons e c el., aspecc en _. :;•. <~ , I . 3. ::; ) e t I • G. 
( 2) :~ov.s considérons ici qu ' -..m r éseau est constitné. cle "n o e-:...i.ds " reliés 
par des "lienes ". 
r~ 
- 0 ) -
- - - - - - --------------- -
;I1oins forte:-:-:e::t , l a pc:~fo rnu=:1..nce u syst è 1e (flux , dél ai , ... etc ) (I ) 
L'idée 5énéral e de la f i abili t :§ est qu ' un réseau f i able dt>vr~ü J.:; 
rester conn exe m~rae si certains noeuds ou libne s torabent eï: p<?n~ie ( 2 ). 
Par exemple, afL""l d 'a.t t eindre un niveau raisonnabl e c.e f la,~-i-
li té , 1 2. topolocie c1 'ARP.ANET ez t conçue de telle façon cr1 ' il existe 
au o oi l'lS d e-u.x c h ercii.11s i n.d épe-.lcla."'1. ts. (i. e . p.:.ys ic.:,ueme::r:t sé:;,a r 6::; ) en t:::.'e 
chaque pair e de no euds (crit~re de fi a1J ilit é ); 2.insi , Jeu:~ ~- 'Jeu,~.::: 
.L./ ,.. :, • -1-.J..., .J.. 1 , • J .... e 1.1 1 ou .... 1.01es CLOl ven 1., von :jer e~1 pan:::i e avaxL ,, r1ue e r e :3e2;;_:_ r:e s oi·..; ü l ,S -
c onnecté (i . e . av2.:i:_ t C2_ue è eux noeuds n e puiss e::. t ph ... s cou,::u1i cye1· 
entre eu:: ) . 
( ii) Ca~re _génér 2.l_Eour _!e _:erob!èrne _ de _J ~ m1Hlyse _de _fiub i!ité 
(2éférenc e principale : [ B.ALL so] ) 
(-) 
A u:n r éseau correspond un graphe constitué d 'arcs e t d e noeuds ✓' , 
(abstr act ion évidente ), ce c raph e ( c1ue nous c ont i:rmerons '1. 2.:-i:, e~ er 
réseau, par a bus de l anga[;e) pouvan t ~tre orienté ou non en fon c tion 
du mod e d 'ut i lisation des lig:t1es de communi cation du r éseau qu ' il 
( 4 ) 
représente 
(1) Remarquons d 'emblée que l e princir)al problhie de fiab ilit é d2 .. ns l e 
domaine des bases de données distribuées (DDD ) est de maint en i r la 
cohérenc e ("consistency") de la BDD en dépit de s pru.ne s de noeuds et 
d e lie,nes . 
( 2) On peu t défin ir l a fiabilité d ' une litp.1e ( ou d 1lm noeud ) coE10e 
ét ant sa :p robabilité d e bon f onctionn ement . 
(3) On parle d e " com:posants" du r és eau, pour désigner , i11.d i stü1cte::ient , 
les noeuds et les arcs . 
(4) Cn distingue les modes " simplex" (la lig-De ne • pen t tra:.1sn ettre d e 
1' information que dans un s eul sen s ), "11alf- cluplex" ( elle pe tJ. t t rai1s -
mett r e dai1 s l es deux sens alt er nativement) e t " f 111- clupl ex " ( ell e peut 
transmet t r e s i mul tanénent dan s les de '_lx se:'ls ) . Une _i .s:,-ie " s i niüex" est 
modélis ée par u n a rc orien t é , ta11.dis qu ' une ligne "half- duplex" ou 
"full-duplex" est modélisée par un arc non orien t é . 
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L ' analyse de fiabilité é t udie plus particul i è r ement l es réseaux 
stochastiques, réseaux dont les car actéristiques son-'c l es suivantes : 
( i ) chaque arc e t chaque noeud p eut ê t r e dans un des deux ét2.ts 
de fonctionn enent ou d e pan:a.e ; 
(ii ) les éta t s des compos ru1ts du r éseau sont des év éne··!l e:n :;s 
a l éato ires indépendants . 
Un réseau stochastique p eu t être représent é par Œl co;_lpl e ( '.i: , r ) 
oü Test l ' e:nsemole (non v i de) de ses composants 
r = { F c T : s i t out élément de ? tombe en pan:,e 
T- P fon c tionne , alors le réseau f onct i or..ne j . On 
la probab i lité que l e système (T, r) fonctiori .. n e , 
b ilité d e p am~e du comp osant i , pour t out i É ~ -
(arcs e t n oeuds) et 
et tout 61Jne~t de 
not e pr [ ( ,{p1 } J, 
o~ D . est 1 11 .1;·o r ,)lia -
• i 
Le problème de l'ana3.yà? ·àe la fiabilité d'un réseau ( s to~hasti~ue; 
est le suivant (cfr [ BALL 80 ] ) : 
étant donné l es probabilit és de pari .. .ne de s noeuds e t 1_ es 2.rcs 
du rés eau , 
calculer un e mesure d e fiabilit é du réseau . 
Il existe de nomb reu:-: algorithmes d'analyse de fiabilité 'i . e . 
qui cal cul ent ùe s me sure s de fi2bi l i té de r éseanx ) ; il s se c~ i s ti:.1.6"',)_e:-.. t 
es s entiellement par 
(i) la mesure de fiabilit é c a l culé e ( cfr la l iste ,§taoli e cj_- après) 
et ( ii) l a forne de le:irs "output s " ( cf1· l es c a sses de pro b.l.èmes _ 
décrites ci- dessous ) . 
[:B.\LL 80 J décrit trois classes de problèmes d'analyse de fiabi-
lité (l) 
(1 ) La plupart d es algori t~1l!!es d ' an~lyse de f iabilité p e1.1ve~1~~ c2.lcu-
ler des mesure::; sous chactt:1e de ces trois form e s . 
r ,-
- ü '..) -
- - ---- - - - - --- - - -----~ ---
( c, ) I !1puts : ( 1 ,r ), t., ~' i Pi l i E. T ' Oll C ( f.< l <fo e t C· ~ r-i 4 1 , 
1~, Oll pr [ O , { pi~] t < r < 9r [ /, { P il J ~ ; 
\ I : E.. ,., V J.. -
Output : 
oü c1 . , e . I.~ , 
l l 
e . /: C 
l et c'.i ~ e i , 
ViE. 1.2 , 
C;,1tpu ts : d et e , o-o. d , e m, e ~ O, d ~ e et ~),.., ,.. - ll ,' i.::. . ·, ..... , 
(,:; _ ) I n p t !. t : ( I· , r) 
) 
1 'il 1 
Ü'J. tpu t : 5 j E.IE ( j = O, 1 , ••• , 1 ·'.:: 1) Oll pr [ a, p] = f:. . ' ( 7 - n ) j ' 1 rr< j=O '""' j - ,.- l1 
( c1 ) es t l}eu t - être la foro.1...üe l a plu s n atur elle lors c:_ue le s p i 
s ont e st i més statistiq_uerne?'. t . (.:;?) a l ' avant ace de four.air une 1·é_pœ1-
se précise . ( 83 ) es t moins génértl (p i = p , V i E. '.i:) , r,12.is ) er.~1e t de 
développ er une 321alyse de sens i b i l it é t r ès p'J.is ::-;œ1te (ayant les cj , 
fair e varier p) . 
Il existe de trè s nombreuses mesures de f i 2.bili!é ( e; fr lE' [ ( ,1 p i j J 
c i-des sus ); n ou s à.onnons , c i-J.es s ous , 1.,1.ne list e ( cfr L 3 ..:-cLL 80 J et 
- "' ] I_F::1.Ai:TK 72 v ) cle celles qui s ont l e plus fréquemc1 e11t re1tcontrées en 
pratiqu e . iTotons [ i rv j J (resp . [i • j J ) l ' événewent a l é2t o ire q_ui c o1:i.-
siste en l'existenc e d 'un cl1emi..i-i en état d e fonct i onnemen.-'c en tre l e s 
n oeuds i et j ( i et j ~ I~ , l' enser.1.ble des noeuds ), le r é seau ~tnn t non 
orie:1t é (resp orienté ). On peut d è s lo:cs définir les mesures de fiabilit é 
suivantes 
{ (r:l) [ SjN t J ' (s,t) r- 2 et s -/: t pr ou _.J 
(r-=i) 1• 
l (H ) u·,,, [ i IN j \j (. . ) ,T 2 t • g_. i ~ j J ' 
(!·:~) 
..i; - ' l , J ~ J. I 
l• 
t:3) pr [ it:j' 'J (i, j) E. N2 t . q . i I j et i, j en fonctionnement] 'F c~n ) 
.1.3 
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( I-::~) [ s --;,i ' V i E. ~7 t . q_ . i .../. J ' s p r T s 0-_1 .i. . 
(r.:~) n -,., ~~·- [ s ~ i , V i E. l~ t . q . i 1 r s et i en -Pon_c -'-i on 11 e-·o-1 i] J.. .L L, _ __ ... ... _ .._. l _ 'J 
., 
(iii ) - ~ ' t 1 .L • r=- .,'"T, ... , , ~ ..:::;xeuo1. es ct e ravau z re a t,l :C G au n ro 1) .·_ 8;.1e CLe ..1.. r 11 êLL ~ c e 
----~---------------------------~----------------- --
de fi ab ilité 
( -. -(-'-,, :1•· -" e, , c.1; ce _1 , 1....., _ J. (..., .L ... ~ · · _ ... -
( . ) a 1 . ... , ' , l ' a 1 1 l , _,,. . , . , . _,._ , l V _ Oi::.n_ e:.::2; v e _ CJ.U _]2rO û _ en:.e _ a.e _ - _ ,J;l1 [';_ ;zs e _ ue _ - l O. J l.:. l v ; 
Les r é s u.l t at s énon c é s en ( iii) ci- av2c.:'1. t ,'Jettent 
denc e l ' e :x:tr~rr. e cor.11:ile:·i t é du prob l ème de l ' éilla l yse de "" . ., . , . ..,_ , ll2~ :J l :L v C . 
Plus r i t.:oureusernent , [ :o.Ui...., ~o] a dét;iontr é c;_ne l eo lH'O ,1J_ ~:7_!es 
suivant s ( c îr n otations eil (ii) c i-... 1es::u s) son.t :~P- co;-;1::__)lets ( c :.:r 1~ . 1 2) 
(i) d211s lez r éseaux avec pann es de s n oeuds et d ' arcs : 
( Cl ) a vec (;.:2), (?-: 1 2 ), (~-: 1 3) e t (1: 1 5), e t (C2) av ec (:::-:i) , (:-:::3) , (î: ' l) , 
(~ ' 2), (~ '3) e t (~ ' 5) ; 
(ii ) .dans les r éseau x a v ec pan~ e s d e noeu ds u.ni que~ent 
( c3) ave c (El) e t (I.: 1 1 ); 
( i i i) dru1s l es rés eaux ave c pannes d ' arcs ï.m i q_;)_e:,: e11 t 
( C3) ave·c (i.îl), (I-: 1 1), (Z '2) e t (E '3). 
Rema r quons c ep endant qu ' il exi s t e de s al;::;orith -,1 es ponr ci. es 
probl èmes d ' an2lys e de f i ab ilité r ela t ifs à d e s r ése2u x s t rQctur és 
don t l e t emps d ' exécut i on est pol:yn or: i al; c ' e s t le c a s , pa r e::e~:::.üe , 
à. es r éseaux en a rore ::. propos d e squ el s c e s calculs peuven t ê t :ce 
r éalisés analyt iqu er,:ent ( cfr [ KERSH3HJ3l,.UE 73]). 
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( v) anal yse c:e fiabilit é e t sir.,u l ation 
728:J r é su.ne un certain no:übre cl ' 2~]p rocl1.es 
au probl èL,e de l r analyse de fiabil ité d ' 1m :~é8 e au . 
Les auteurs pensent q_ue les a:;i,roche s puremen t annlytic1ues , 
dans l e cas de 6rands r és eaux è.is trïbu 6s , s ont i upraticabl es (au ni-
veau d e s calculs ) et su&;gG rent d ' u tiliser , d2ns è.e t el s c--..2 , 1.me co ;_; -
binaison d ' a112.l yse et d e sio.1.ü2.tion nîin d ' obteni r c: e s e, t2- , .2.-ti '.E!.S 
de paramètr es tels la probabilit é 0.e d i s connection :u r éseé\H ou E-::.~ -
core l e po1.ffc e:.1 t2.fe oqyen d e 1)2.ires de ~oeu0.s qui ne peuvent co ::·.iu i1 i -
quer . Ils c.: é crive:.lt t r o is e.pproches d e 
(cfr r é Î ér enc e s dans [ F·P .. A.lT: 72a ] ) : 
~Ol".t;or1 c"''l n1~0; , 7 :':>r.1e ,....l, ·i ,,-::·, t 
- U. - .,.;. ..I.. .,_ V_,.,_ V - -· ... -. 
étant donné un 1, ése2.u c.: e n l1.oeuds et m li.:;.r1es , 
et en supposant que 1 2 _p robabilité è.e '')al'ine de c11ar,..1,1e co t·11,o -
sant du r és eau so i t éc2le ~ p , 
estimer h (p ), l a prooabili t' ciue l e r éseau soit di;:;c oi.c11ec tt 
e t n (p) , le 11or.1bre mo yen o.e paires d e no euo.s inca:)a~J l e s te co·~umü -
~uer , pour P valeurs de~ -
L ' . ' ' " 1 . ' l ( . 1 J • - - J.. - · 1 ) J.. ia.ee a e a prewi ere ayproc 1e S l 't,lU a cion 1-.011 L-e - ..i:J.l'..1..O tJS 1., 
l a sui v::mte ( c:fr égal cm en t [ T:: .. r::.::r.~::3,;_:.,1: 81] oi1. un pr ogr2.::1:-:e d e s L~v.l a -
tion es t uro no sé ) : 
. . 
(i) génér a tion d ' un r..o·:..ibre a l éatoire }) Oln~ cl1aque co··:r:-oo::mt ; 
( i i) s i le no;:nb r e est i:-:-iférieur ~- p , l e co~:i:r,oc;c.r:t cor~teol1O·.,.-
dant es t enlevé du réseau ; 
( iii) on éva l ue · la c on::.!.ect i v i t é ou l e :10 ::..1r)re cl . }Jc.i:r.·ec c:e n o en(s 
d isconnectées du réseau résul t2rit 
(iv) ce calcul est r épé t é de Î açon q obtenir -..me e ::, t i:i:,at i on. 
suffi s a:.ment préc i s e (d e h ( ::,J ) ou 11 (1) )); 
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()1 '...:J .J •' L v a proc el•Ure en cie re es~ 
p con .::: ernée s . 
[
,.,,.. - -- ---... T..,..., , •T'I"- r-.1] "' • .L - e c!. -,,...,.,- ,.- .... .. ,L 0· 1e (, ~ .. 1 .-.. ., e c ,..., < .. _., E J.~!~. ~ ~ - Îj j_ _ c:.: _ 1.8.lv rem c.:.. !"' (l1)_· 1'"' ....:L c u ~ ~il:.....l _v - "' - J.. ,:.. J._ b J_ -- ,c":~ ~.:, l . 
.::;r211d s r ::L;;, ec.u.x (l) i1'1,égv.liers le r;et;.l :recou:::-2 e s t 1 2. simulation. 
L ' auteur "r:il'onose un 1)ro 0.::.-ro.c.:ie cui ca 2.cul e l e Dourcenta.::;e de :1o euJs .L ... • .L ..L-
b l a • a • 7 , ( 1 , ' · • • J ' inc:::rn e. es ü e co:::::1un1quer , nour a1ve1~ses va _ eurs üe D _2, ·:;ro u.:,,~_i __ ,_ ï_ ,; c 
-1. - .&. ... -
, 1 1. ,-. ) . . , , , · 7.', l de ·: ar,._:~e u. lu1e _1, ne ou e~con cue , 2.1::1s1 C'..le J_2, T)l'00.?.1..' :;_ __ :2..t c ,-...,. e _ e 
... "-' ... ... - ~ --
réseau s oit d i s connecté • 
. , l ' ' -'- , , ' . t J • ~ , . • • ::uc.er or,e :::.·av eur ü un r s se2u ezis 3.Y'.C c::_ui c,csire a.j on,~ c :c: 
lio1es 2.fin de r éduire l a i-n,obabili Jcé c:1. e è.i s co:;r1 ecti01: (u :::., ( .3 e:: 1.1. 
en sat i .s f a i sz:nt 2.u r..: i eux 2.1.J. trafic ( inuti . e d 1 2.j outel~ c:e.::; : .i,_) }.12 ::l 
inutilisé e s ) • 
3) .Analyr e de délai 
L' 211alyse de di l 2.i q_ue nous 
cer;.1e l e s r éseaux \ co~iL"Lï.tat i on d E 
' ' ~,~0-.. 1.. .J 
:?.eprenons la termi nol ot; i e i n trodui te en I.::; . 1 ~ :.o rs c1e ., , j_ ;:,_ < _e s -
c _ i pt i on de l él stro.cture c1e bé'_se d 1 1..m 1~é se2:"J. in.fo1Y:a t ic:::.1.e , e t :::: 1..1.~ i-·o -
sœis connu e l a teclmiq_ue de co:-.1c.:utat i on de c:_on::."lif e s (L1e ;:; s ~\::.: e "· 0 11_ l"1zt-
quets) ( cfr lJar exec.ple [ c o.2,:-;- ;.210:n 81] ) . 
(7) - -'-. '.J. Ù , , t . a · ("' c,-p..-~~ ..... ,.,aJ' 
_ _ emarq_uons que c er vai ne s e vU es semo_ en in ,l (J_U.er c i r _, .:.·.:.n;. __ . 1 .c. J 
one l a fiabilité est peut - être l a contrainte d e d e s i cn ;1.or:1 h 1c:.:.î. t e L"i.œ1s 
le c2s des g rands réseaux . 
(2) Pu i s que les p a quet s l euvent être t r a i tés cor.me des petit s ces:::a ;:__. e :3, 
l es résul t2.ts de cette m1alys e s ' a1,~:lli clueront c§calenent aux r c5 se ::i.uz 
à c o~1mu t at i on par paquets . 
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Les deux mesures de performance suivantes sont très i nportantes 
dans l e cas d'un RCH (l) : 
(i) le délai de bout-en- bout, 
et (ii) le "throughput du r éseau". 
Le délai de bout- en- bout (d'un message), que nous appellerons 
plus simplement "délai (d'un message)", est le temp s qui s ' est écoul é 
depuis l'arrivée du message à son noeud source (auquel est attachée 
la station émettrice du message) jusqu' à ce qu 'il atteigne avec suc cos 
son noeud destination (auquel est attachée la -station réceptrice du 
message ). Le throughput du réseau est le nombre moyen de messages 
fournis par le réseau (de communication) par unité de tenp s . Lors 
du design du réseau de communication , on voudr ait que le délai soit 
suffisamment petit afin qu 'il ne devienne pas une conposante si8ni-
ficative du temps de réponse des utilisateurs 8loignés . (2 ) 
Kleinrock a développé un ~odèle de réseau ouvert de files 
d ' attente pour les RCr: (cfr (i ) ci-apr ès ) et en a déduit une e~pre s -
s ion du délai moyen (pris sur tous les messages délivrés par le ré-
seau) (3) (cfr [ KLEilîROCK 72]). Il a ensuite ut ilisé cet te expres s i on 
de façon intensive pour l'analyse de performance et le design des 
réseaux ( 4) ( cfr [ :r:LEL"'îROCK 76]) • ;; -. :>- ,- ~ ; _, •-_-.. . .. -
(1) Le s taux d'utilisation des lignes sont é6aiemen t très i mport ents , 
.car ils fourn i ssent des infornations à propos de goulots d'étrangle-
ment potentiels du réseau. 
(2) Par exemple, un objectif de design d ' AP..PAl;ET est que le délai 
moyen soit inférieur ou égal à 0,2 s . (cfr [ FRAiü: 70], par exemple). 
(3) Sans distinction sur la classe du mes sage, c ' est- à - dire le couple 
(noeud source , no~ud destination). 
(4) "Backbone design" (cfr 5) ci-après. 
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- -- - -------- - ---------------,---- - - - --
!Jous pr ésentons ( en ii) ci-dessous) quelques él éments è.e l'analys e 
de délai qu 'il a déduite (l) de ce ~odèle. ( 2) 
(i) Le modèle_de Kleinrock (3) 
(cf r appendice 2) 
( ii) Analise _de_ délai_ de _Kleinrock_ ( cfr _ [r:1En·:2.ocK_ 76 ]) 
Il existe diverses composantes dans 1e dé1ai d'un message 
(cfr définition ci-dessus). 
(i) le temps de service, ou encore, tenps de transfert des données ( 4); 
(ii) le temps d ' attente (phénomène de file d ' attente); 
(iii) le temps de traitement aux noeuds (supposé constant et not é 
K) (5); 
(1) Nous proposons également certains résultats déduits . par t.long 
(cfr [wm:m 78a J ) . 
(2) Cette analyse sera reprise par [ HAHEOUD 76]! 
(3) Ce modèle est en fait un cas particulier du modèle général de 
réseau_.de files d ' attente étudié par [ BASKET'.2 75 J . 
(4) Longueur du message/capacit é de la ligne. 
(5) Chaque fois qu 'un mes sage entre dans un noeud, des instructions 
sont exécutées, afin de réaliser les f onctions de commu t ation _. 
( "buffering", sélection de la ligne sortante ••• etc). 
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(1) (iv) le délai de propagation (noté Pi, pour la ligie i) 
Les composantes Jiii) et (iv) sont supposées négligeables. 
(K = 0 et P ; = 0 pour i = 1, ••• , N) • Notons .Ti le tem:D s moyen que 
. l.. 
passe un message d2ns le systèo.e i, où le syst ème i est défini comme 
étant la ligne i (un serveur) plus la file d' attente de messages de-
va-rit cette ligne (T. 
l 
cont ient donc les deux composantes (i) et (ii) 
relatives à. la ligne i), pour -tout i = 1, ••. , J.: . notons r.i , le délai 
moyen d 'un message. On peut démontrer que (cfr appendice 1 ) : 
1'1 
T = L 
i = 1 
T. 
l. 
Cette équation est parfaitement générale . Le problème d'ro~a1.yse se 
r éduit ainsi au calcul des T .• 
l. 
Il peut ~tre intéressant d'introduire la notion de longueur 
de chemi..11. Notons n jk' la longueur de "Tl jk (i.e. le nombre de lignes 
rencontrées par un mes sage sur °f&jk). On s'intéressera plus parti-
culièrement à la longueur moyenne d'un chemin (n) définie p2r: 
N N 
-n = ; ) 
j = 1 k = 1 
N N 
Il est évident que ri = 'L 
(résultat général). 
j = 1 > 0 k = 1 jk 
On en déduit que T 
nj k ; dè s lors, 
~. T. l 1 
ri 
h L. 
i = 1 
-n = 
(1) Ce délai dépend de l a longueur physique de l a ligne. 
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Il s'agit à présent d'évaluer Ti ( i = 1, ... , I-I) • Gr~ce o. 
l' "Independence Assumption", nous dédùisons q_ue : (l) 
- 1 
pour i = 1, ••• , I-I . Kl einrock soulioie les différ ences essent i el l es 
qui exi s tent entre les réseaux à coumu.tation de données réels (par 
exemple A..BI'~~TET) et le modèle qu'il en propose (cfr [ KLEilTROCK 70]). 
Dans une étude de validatiqn de modèle ( cfr [ KLEINROCK 7 4] ·, 
[KLEINROCK 76]), il étend son modèle de base afin d'inclure diverses 
caractéristiques telles que le temps de traitement aux no euds , le 
délai de propagation ••• etc qui sont pertinentes dans l e ca s 
d'.AR.PArET. Il donn e une expres s ion plus précis e de T ( 2), qui tient 
compte de K, de P. et de s différenees,da.ns la contribution au déla i, 
. - ]. 
entre les mess ages de commande et les message s de données purs (cfr 
[KLETiîROCK 70]) de prendre en compte des di s tributions de lonÎ~eurs 
de mess age plus générales (que la distribution exponent iell e) J ) 
en utilisant l'équation de Pollaczek-Khuichin (Ïiles E/ G/1). 
Kleinrock ~tudie également ( cfr [ KLEIHROC}~ 76]) le c o;i1por t emen t de T 
en fonction de O (le throughput). 
Wong met l'accent sur la notion de clas s e de message (cfr 
[ wmrn 78a]). 
(l) Résultat élémentaire des files n/ M/1. 
(2) Dont la précision, dans le cas d'A...BJ?AUET, a été vérifiée par 
simulation. 
(3) Qui peut ~tre ou ne pas ~tre bonne pour une application donnée. 
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Il déduit du modèle de Kleinrock, l'express ion de la distribution 
(et donc de la moyenne et de la variance) du délai des messages pour 
chaque classe ainsi que pour des groupes de classes de mes s ages (l). 
Il propose donc une caractérisat ion plus fine (que celle de :O.einrock) 
du délai des messages dans un RCH . 
Signalons aussi (avec [ 110NG 78b]) ( ~) le travail de Labe t oulle 
et Pujol (cfr [LADETOULLE 76]), qui considèrent un modèle de réseau 
ouvert avec longueur de message déterministe, et en déduisent une 
expression approchée du --·délai moyen. Ils proposent une validation 
de leur résultat par simulation. 
Signalons enfin l'expression du délai moyen d·1un message dans 
un réseau hiérarchique (3 ) (cfr 5) ci-après ), proposée par Kleinrock 
et Kamoun ( cfr [ KLEINROCK 80] ) • 
(1) Tant pour un routage fixe qu'aléatoire. 
(2) Ce travail décrit les résultats de recherche dru1s le domaine de 
la modélisation des réseaux informatiques par des rés eaux de files 
d'attente en insistant plus particulièrement sur l'analyse de délai, 
le "buffer management", le contrôle de _flux et la modélisation du 
"réseau-utilisateur" (les stations). (cfr références in [ UOHG 78b]). 
(3) En termes des délais moyens dans les sous-réseaux le composant . 
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4) Concepti on des réseaux centralisés 
Nous nous proposons , à présent , d ' étudier le probl èr e du de-
sign d ' une "s t a tion " ( cfr 1) ci-des c. us ), ce qu ' on a appel é le 
"Local Acc es s TetHork Design.", ou encore le de s i gn des r éseau::: cen-
tralis és . Le problème cons i s te esc,entie:!.le• ent à cori..nect er des te r -
minaux éloi.s,nés h lm centre info rmatique 1,miqu e . Le r éseau en ét oile 
et le "mini-cmm spanning-·tree n ( cfr ci-après) sont des solutions e~dr~n es . 
Une solution intermédiaire consiste à relier les terminaux au centre 
via un "réseau mu.ltipoint" (i.e~ un arbre cons titué de liaisons crul -
tipoints) . Nous étudions ce probl ème en (i) ci-d_essous (remarquons 
que dans ce premier problème, le centre peut f ort bien être un con-
centrateur , un comoutateur ou encore un centre de trai t eraent de 
données!) . Nous étudions ensuit e (en (ii)) le probl ème de l ' er.1pla-
cement de concentrateurs (utiliser un point de concentration peut 
être une alternative intéressante au réseau raul tipoi..n.t ). lTou s pro -
posons enfin (en (iii)) quelques résultat s relatifs au problème pl u s 
spécifique de l'allocation de capacités (CCAP) . aux lignes d 'un réseau 
centralisé. 
(i) ConceEtion_des_réseaux multi12oint ("mu.ltidr op n et1-;ork"). 
Le problène de la connection de sites éloignés (par exemple 
des terminaux ) à un eentre unique (par exemple un ordinateur, un 
concentrateur, un commutateur ••• etc), par l'intermédiaire de liai-
sons multipoints , de façon à former lme topologie en arbre (l), a 
été (et est) beaucoup étudié dans la lit térature ("mult idr op networks"). 
(1) Remarquons que la topologie la plus économique , ~ême pour un ré-
seau centralisé , peut ne :pas être un arbre ( [ FRJJTK 72a J en donne un 
contre-exemple extrêmement simple); [ YAG2D 71] montre que tel est 
aependant le cas lorsque les coftts des li€,'1'ies sont des fonctions con-
vexes (donc continues) des capacités. Disons que la struc ture d ' arbre 
semble raisonnable dans ce genre de problème ( qu 'elle simplifie gr an-
dement en éliminant le problème du routage ! ). 
_-..... 
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On pourrait concevoir deux topologi es extrêmes , l' étoile (peu 
de congestion de trafic, très coûteuse, t rè s fiable (l)) et le "mi..Yli-
mum spanning tree" (:MST) ( 2) (congestion de t r afic, la moins co-0.teuse, 
très peu fiable). Le problème de design consist e à construire un 
réseau (à liaisons multipoint s en arbre)minimisant le coût des lignes 
et tel que le délai moyen ( dû 2. la congestion des l ignes) e t le. Ïia -
bili t é so'ient acceptables. 
De nombreux auteurs o:nt étudié le "CMST problem" (" Const r ai n ed 
Minimum Spanning Tree problem"), qui est une s i mplification du pro-
blème général de design décrit ci-dessus, et dont nous propos ons l a 
formulation qu'en a donnée [ CH.ANDY 72 J : 
étant donné 1) n-1 terminaux (le terminal i s e t rouvant à l' e1:;1-
placement i, i = 2, 3, ••. , n); 
2) un centre (à l'emplacement l); 
3) une matrice de coût C~ (n • n) et symétrique, 
dont l' él ément (i, j) est le co-0.t d'une ligne direct e en tre l es em-
placements i et j; 
(1) Une mesure de f i abilité intéressante, dans l e cas des r éseaux en 
arbre, pourra i t être le nombre de sites éloignés incapabl es de com-
muniquer avec le centre par suite d'une panne d 'une seule lie;n e. 
Une cont r aint e de Ïiabilité significative cons i ster ait al ors à i mpos er 
une limite supérieure à ce nombre. En gén éral, plus un r és eau es t 
fiable, plus il coate cher! (cfr [CHAUDY 72]). 
(2) Etant donné n point s et une matrice de co*t (n • n) syoétrique, 
dont l' élément (i,j) est le coût de connection des point s i et j, 
un MST est un arbre qui connecte tous les point s au co*t minimuD. 
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4) le taux de trafic a. généré par le terointl i 
l 
(i= 2, 3, ..• , n); 
5) la capacité unique B pour les li6-nes du réseau; 
et 6) le nombre maxiou.m de terminaux aui peuvent ~t re 
incapables de communiquer avec le centre par suite de la panne d'une 
ligne (contrainte de fiabilité); 
déterminer l'arbre de coût minimum connectant les terminaux 
au centre, satisfaisant la contrainte de fiabilité et tel que le tra-
fic total sur une ligne quelconque n'excède pas B. 
Remarquons que les délais de file d'attente sont trai tés i mplicite-
ment par l'intermédiaire du calcul de B (l) 
Le ClIST est un problème relativement simplifié (par rap~ort 
au problème Bénéral) . C'est évident •. réanmoins , [ SICIITi:S 77 J a dé-
montré que le Cl:ST sans contrainte de fiabilité ( donc encore plus 
simple ! ) est NP-complet ( 2 ) (cfr définition p.12). 
Cette constatation n'a pas empêché divers auteurs de 
perdes algorithmes optimaux fondés essentiellement sur les 
"branch-and- bound" ( 3). 
dévelop-
méthodes 
(1) Le délai moyen de file d'attente sur une ligne est en fait une 
fonction complexe de la distribution de la longueur des messages, 
de la straté ie de polling , du nombre de terminaux connectés à la 
f igne (multipoint) .•• etc. 
~ 
(2) [SICKLE 77] prétend que les algorithmes optimaux relatifs au 
Cr-IST ne peuvent résoudre des problèmes de plus de 60 terminaux ( es-
timation valable en 1977 !). 
( 3) Cfr [ CHAYDY 72], [ CHAIJDY 73], [ ELIAS 74], [GA TISH 80 ], 
[KERSHEH.BAUH 83], ••• etc. 
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Les buts poursuivis par ces auteurs sont les suivants 
( i) trouver des techni.qïles optimales plus perforr.11 an tes (l) 
(temps CPU, place mémoire) afin de pouvoir traiter des problèmes de 
tailles de plus en plus grandes (donc de plus en plus réalistes); 
(ii) vérifier l'eff icacité des heurist i ques (dont nous parle-
rons ci-après) à partir des solutions optimales (lié à (i)); 
(iii) déduire (des études liées au développement des t ech_niques 
optimales) des résultats sur lesquels de nouvelles heu1~ist i qnes pour-
raient êtr e développées. 
Signalons l' al gorithne optimal de [CH.AI'."DY 72], un "b & b" utilisant 
le coi1t du MST (sans contrainte) ( 2 ) comme l i mit e inféri eure sur le 
co-0.t d ' une solution faisable du CIIST (et dans le bu t de [:,Uider la 
recherche) . Les auteurs utilisent égal ement l a propriété suivante 
(qu'ils démontrent) : s i les terminaux i 1 , ... , ir sont directement 
connectés au centre dans le HST , alors il existe une solut ion opti-
male au CEST dans laquelle les terminaux i 1 , ... , ir sont directement 
connectés au centre (cÎ r [ CH.ANDY 72] pour l a description de l eur al-
gori the1e su r un exemple). [ KE.~S'lIEr EAUF 83 ] développe 1' étude préli-
minaire de [ CHA1.DY 72] en s ' attachant aux divers objectifs énoncés 
ci-dessus. Signalons encore l' approche de [ :r-:ï:.A:J: SUI 75 J . 
(1) Via des techniques d ' accélération en anéliorant l es bornes (ut i-
lisées dans le "b & b") afin de r éduire le nombre de s ous-probl ènes 
à examiner . . . etc. 
(2) Le ~ST S?D,S contrainte peut ~tre déterminé très rapi dement (cfr 
°[DIJKSTRA 59 J). [ T.AITE!T:BAIB,I 81] décrit également les algorithmes 
de Prim et de Kruskal (pour trouver le !•1ST). 
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L'auteur présente une procédure dont le but est de trouver la vraie 
solution optimale d'un réseau centralisé en utilisant les techniques 
de la programmation entière. Cependant le probl ème est contraint à 
prendre une Îorme hiérarchique . En particulier , l a plupart des noeuds 
sont déclarés " esclaves", q_uelq_ues-uns "maîtres " et un unique noeud 
est appelé "centre". Les esclaves doivent être co11.:.">1ectés aux maîtres 
et les maîtres doivent ~tre co!Lnectés directement au centre (il ne 
peut y avoir ainsi de connection esclave-esclave · ou naître-ma1tre) . 
Cette contrai n te sur le design du réseau est très lourde et permet 
de r éduire grandement la quantité de calculs nécessaires pour obtenir 
la solution. Cette quantité semble raisonnable dans le cas de pet its 
réseaux, mais l' aut eur ne donne aucune indication sur sa croiss ance 
lorsqu'augmente le nombre d'esclaves et/ou de maîtres . 
De nombreuses heuristiques (relatives au Cl:ST) efficaces (en 
temps CPU et place mémoire ) et produisant des résultats assez bons 
en apparence, ont été dévelo~pées (et utilisées) (l) D' une manière 
générale , les techniques itératives ( 2 ) (relatives au desiin des 
réseaux informatiques) utilisent les méthodes d "_échange ( de noeuds 
ou de lignes) de façon heuristique ( cfr [ FRA"\1K1. 72a]). Les méthodes 
d'échange sont des procédures de recherche qui optimi sent l a struc-
ture du r éseau en proc édant par modifications de petit es parties de 
celle~ci (transformations topologiques locales). 
(1) Cfr [ESAU 66}, [ I1IAl"lTIN 67] , [DOLL 69] , [SH~~-7~.\ 70], [FRA1IB: 71], 
[CHOU 73], [YOSNIHURA 78], [KE&i'"'HENBAUE 80] ••• etc . 
(2) [ FRAHK 72a] sie;nale_.aussi la possibilité d'un design Lnteractif 
(le concepteur, par l'intermédiaire d ' un terminal interactif, est 
capable de tester rapidement des alternatives de design qu 'il propose 
lui-m~me) (cfr références in [FR.Af:TK 72a]). 
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· on commence avec un réseau satisfaisant . toutes les contraintes (l). 
On applique ensuite des méthodes d'échange à ce r éseau init i al j us-
qu' à trouver un nouveau rés eau satisfaisant ' t outes les contra intes 
et de coût inférieur. Le processus est répété jusqu' à ce qu 'on ne 
parvienn e plus à baiss er le coftt. Le r éseau r ésultant es t alors ap-
pelé "optimum local". Le processus peut êilrè :eépét é à par t ir d 'un 
nouveau réseau init ial, ou en utilisant d ' autres méthodes d ' éc~311Ce , 
ou enco re , en util isant l es nêo es mét hodes d ' échan6e , :-~ai s dans m1 
ordre différ ent. La qualité de la raéthode dépend f orte~ent de celle 
des transformations topolo6i que s locales chois ies. Nous nous propo-
sons de décrire ( cfr appendice 3 ) brièvement le principe de quel ques-
unes de ces heuristiques. nous avons choisi: 
( i ) la proc édure d 'Esau- 'filliams ( cfr [::SAU 66 )) ( 2) 
(ii) l'heuristique de Frank , Frisch , Chou et Van Sl yke 
(cfr [FR:A.TŒ 7fJ) (3) 
(iii) la métho de d ' approxi mation de Vogel (V.Af-:) 
et (iv) l'heuristique de Yosnimura (cfr [YOSGT7.:tJRA 78]). 
(1) Ce réseau initial est s él ectionné "à l a main" ou géncir é par tm 
programme de design ~ifférent. 
( 2) ~Iéthode appelée "?~l tipoint Path Creation" ( cfr [ FRANK 72a ]) . 
( 3) !'1éthode appelée "Circuit Deletions" ( cfr [ J?RANK 722 ]) • 
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On peut encore citer u..ne technique dite "3inple Path :Sxchange T' (cÏr 
[ SHA .. m-:A 70]) décrite dans FRAI!t: 72a , l'algorithme de Eartin 
( cfr [ r-i.ARTI H 67 J), l ' heuristi q_ue de Chou et Kershenbaun ( cfr [ CHOU 73 ]) , 
ainsi que les al gori th.mes de Kruskal et de Prim ( cfr [TAI ZI:TBAŒ-: 81]) • 
Les concentrateurs sont des appareils qui reçoivent des mes-
sages en provenance de plusieurs lignes (input ) et les envoient sur 
une seule ligne (output) à haute vitesse qui peut ~tre reliée direc -
tement au centre (de traitement de données ). On utili se les concen-
trateurs lorsqu'il s'agit de relier plusieurs s ites éloignés à un 
centre unique. Toute site éloiené est un candidat concentrateur et 
il peut y avoir un nombre arbitraire de concentrateurs dans le réseau . 
Le trafic t otal entrant dans un concentrateur n e peut exc éder sa ca-
pacité , sa capacit é étant déterminée à partir de considérations de 
files d ' attente. Dans le cas le plus s i mple , les lignes input du 
concentrateur forment un réseau en étoile (cfr [SICKLB 77]). 
[ T.ANErTBAOT-1 81 ]propose une présentation claire du problème . 
Il di stingue deux sous- probl èjes 
(1) l e probl ème du choix de concentrateur; 
(2) le probl ème de l'emplacement des concentrateurs, propreuent dit. 
Ces deux problèmes sont extr~mement complexe~. Le premier consiste 
à relier n sites (l) à m ooncentrateurs (les empl acements des sites 
et des concentrateurs étant donnés) de façon à minimiser l e co~t global 
de connection, chaque site devant ~tre relié à un et un seul concen-
trateur et chaque concentrateur pouvant gérer un nombre maximum (donné) 
de sites (contraintes ). 
(1) Un s i t e peut ~tre constitué d'un simple terminal, d 'un gros or-
din~teur, de plusieurs terminaux ..• etc. 
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Il y · a 2mn allocations possibles! Dans le second problème, on sup-
pose -qu'il y am emplacements potentiels pour . les concentrateurs (le 
nombre de concentrateurs devient donc une variable du problème) (l). 
[SICKLE 77] a démontré que le problème de l'emplacement des concen-
trateurs est NP-complet. 
[ T.AYEl:BAUE 81 J décrit une heuristi que pour le premier probl èo.e 
et renvoi t à [ KE...-qSH:i:l'-BAUi-I 75 J pour 1..me t echnique optimal e . Le s econd 
problème est en fait tm problème de "Plant Location" ( cfr (i) p . 20 
et (i ) P. 21=) bien connu . rous renvoyons le lecteur aux r éf érenc es 
citées pp. 20 et 21,-,. [ T.Ai{EHB.AŒ1i 81] décrit deux heuris tiques ( celle s 
de [ KUEEF 63 ] et [FBLDI-IJJJ 66 ]) • Ci tons encore les heuris ti q_u es de 
[B.AHL 72], [ 1.JOO 73]' [T.ANG 74 J et [!, AC GREGOR 77]. 
[CHOU 78] prés ente une approche au probl ème de l ' er0.pl acer.1en t 
optitial des "installations permettant d ' acc éder au r éseau" ( t e:rm.inau:c, 
concentrateurs, ••• .. ' etc). Les auteurs prétendent q_ue leur i,rocédure 
peut être appliquée tant au "local access desit.,n" qu'au "b2.ckbone 
net~ork design". Cependant , la plus grande partie de leur étude con-
cerne le "local access design" . Ils estiment que la décomposition 
du réseau en r égions constituées de voisins proches connect és ent re 
eux , est une approche heuristique efficace. Leur approche s eoble 
plus effica ce que les al gorithmes de Mac Gregor-Shen et Chou-
Kershenbaum (cfr [!t AC GREGOR 77] et [ CHOU 73]). 
[DE BACKER 78] présente une a"Jproche qui combine divers es 
procédures sous-optimales bien connues afin de r éaliser un desi 5n 
intégré incluant les variables (de design) suivantes : la topologie, 
les capacités des lignes, le nombre et l'emplacement des concentrateurs. 
(1) On introduit une variable binaire supplémentaire indi quant si 
tel concentrateur est ou n'est pas utilisé (on associe un co*t fixe 
à chaque concentrateur). 
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Ces variables sont optimisées de façon à minimiser le co-ô.t t out en 
fournissant un temps de réponse raisonnable. L'auteur utilise les 
quatre aleorithmes suivants : 
(i) Esau-Hilliams, 
(ii) Vam, 
(iii) Kruskal, 
et (iv) Prim. 
afin de générer une solution initiale qu'il modifie dans l e but de 
l'améliorer. 
(iii) Le_;eroblème_de_l'allocat ion_des_ca2acités 
Nous avons déjà signalé l'extrê8 e complexité du CC.A:P (cfr I.5.1). 
Si l'objectif poursuivi est de minimiser le co-ô.t, tout en mamtenant 
le délai moyen inférieur ou égal à v.n e valeur donnée , alo r s i l existe 
une procédure opt i mal e de solution à ce problème dans le cas des ré -
a] seaux centralisés dont la topologie est un ~rbre ( cfr [ F- ~UK 71 ) . 
Les auteurs suggèrent deux variations à leur algorithme de base: le 
transformer en algorithme sous-09timal dans le cas de topologies quel-
conques, ou encore, accepter des trafics variant au cours du temps . 
Il apparaît que cet algorithme , bien programmé, peut résoudre des 
réseaux de plusieurs milliers de noeuds en quelques minutes CPU. Il 
est clair que le routage , dans le cas d'un arbre , n'est plus une va-
riable de design, ce qui explique en grande partie ce résultat. 1ous 
renvoyons à [ FRANK 7ÎJ pour une description particulièrement claire 
de cette procédure. [ FR.AHK 72a] suggère alors d'utiliser cette pro-
cédure optimale en conjonction avec les techniques itératives citées 
et/ou décrites ci-dessus. 
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Si l'objectif poursuivi est de minimiser le délai ooyen à 
coût fixe, des résultats analytiques sont disponibles lorsque les 
capacités des lien.es sont des variables continues (cÎr [KLEIHROCK 76], 
[1IEIS'.2ER 71] et [ KO!-iATSU 78], nous en reparleron s en r.5.5.) ci-apr ès). 
Nous avons déj à f ait remarquer que le trafic sur les lignes d'un arbre 
est connu à priori. Par contre, dans le ca s des rés eaux di stribu és, 
les capacités et les flux des lignes interagissent, pui s qu' un bon 
algorithme de routage aura tendance b. diri.e;er l e f lux de façon h évi-
ter les parties sa t urées du r éseau. Ainsi, l' allocation dès capac i-
tés aux lignes (CCJ.E) et le routage doivent être consi dér és s i mul ta-
nément, ce qui explique l' absence de r ésultats opt iL12~ux pratiques 
dans le cas des r éseaux di s t r ibués . 
[SICKLE 77] souligne l'ext r ême cospl exi té du CC.AP en dér.iont rant 
que le pr obl ème qui cronsiste à allouer des C! apacités aux lignes d' un 
réseau, afin de minimiser le temps de r épons e moyen, tout en re spec-
tant une cont rainte budgétaire, est _ifP-compl et. 
5) Conception des "backbone n et ïlorks" 
Nous présentons, dans ce paragraphe, quelqu es él éments de so-
lution au probl ème, extrêmement compl exe, de la conception des · 
"backbone networks" . ( on par le aussi de r éseaux maillés ou di stribués) • 
On peut préférer tm réseau maillé à un r éseau arborescent , pour les 
raisons suivant es : 
(i) éviter des saturation s de noeuds (dans le cas de trafic s élevés 
entre noeuds); 
(ii) satisfaire des exi gences de fiabilité ; 
• • • etc. 
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Dans un arbre, il n ' y a qu 'un chemin entre deux noeuds quel-
conques , ainsi le trafic sur les lignes est connu à pri ori . Dans 
le cas du design distribué , les capacités et l es flux des li6 nes in-
teragissent , puisqu'un bon algori thme de routage aura tendance à en-
voyer le flux de façon à éviter les parties saturées du réseau . 
Ainsi , l ' all ocation des capacités aux lignes et le routa r•e du réseau 
devraient- ils être considérés simu1tanément. A cause de cet t e dif-
ficulté , il n ' existe auci_,m résultat optinal pratiQ_ue pou:::.1 l es r éseaux 
distribués (il exi ste d 'ass ez "bonnes " heuristiques ) . 
De nombreux efforts ont été fournis pour résoudre le probl ène 
du design d'ABJ?ANET , et certains algorithmes sous- optimauz ont été 
proposés . (l) 
Nous décrivons , dans l' appendice ¼ , l ' approche m1ivie par 
[ FB.AHK 70] à propos du design d ' .A_îU'A!.IJ.~T . Cela nous permet d ' intro-
duire la méthode classiquement utilisée pour le CCNDP des réseaux 
distribués, méthode utilisée également dans l e cas des réseaux cen-
tralisés, et dont les éléments clés ( cfr [ TA.1."'TZI·:BAffi-T 81]) sont les 
suivants : 
(i ) choix de topologies initiales faisables (i . e . satisfaisant 
taines contraintes); 
cer-
(ii) gén~ration de réseaux légèr ement modi f i és (au .CToyen de "trans-
formations topologi ques locales ") à partir . d 'un r éseau donné ( via 
des heuristiques di tes "de perturbation'' ); 
(1) Cfr par exemple [FP_.\NK 70] , [ FRAT 'IA 73] , [!-:EISTR.'ll 71] , [c.tcnoR 72], 
[ GERLA 73] , ... , etc . 
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( iii) application d 'algorithmes sous-optirJaux ( que 1 'on peut exécuter 
de nombreuses foisr parce que peu exigeants ·en _temps CPU) relatifs, 
par exemple, au routage (allocation de flux aux lienes) et à l'allo -
cation des capacités aux lignes. 
L'essentiel de ce paragraphe consistera en une introduction 
sommaire {en (i) ci-après) aux divers résultats (relatifs au "3ackbone 
Design") présentés dans [ 1:L~IlîROCK 76], ainsi qu ' en v..ne courte étude 
( en ( ii) ci-dessous) du design des grands rtfseaux ( cfr [Z::L3ïTT?.OCIC ôO ]) • 
Nous aimerions , en préliminaire aux travaux de Kl einrock , pr ésenter 
l'approche de solution (quelque peu étoffée) proposée par 
[TAlîENBADI-: 81] et ins ister encore sur le probl ème du rout age ( cÎr 
api:,endice S ) • 
(i) Un_résuné_des_efforts_de_recherche_relatifs_au_"backbone_desie;n" 
(Référence principale : [KLEilJROCK 76]). 
Nous avons décrit (en 3) ci-dessus) l'analyse de F..leD1rock 
relative au "backbone desi0n " (• odèle et analyse de délai) • En fait , 
le problèwe du r és eau de com2Ullication est également un 
design. Kleinrock retient un critère c1 'optinisat ion, ·~ 
une ·contrainte de co-0.t (l) et trois variables de design 
et la topologie). 
(1) !rotons D, le co-0.t total du réseau de· co• wu..nication : 
- M 
D = L d. (c.), 
. i = l i i 
nroblène de 
-" 
(cfr r. 5.3), 
C 1 ci}' 1,iii(2 ) 
où di (Ci),une fonction arbitraire de l a capacité et de l a li6n e, 
désigne le "coût de construction" de la lie,ne i avec la capac i té C .• 
l 
ûous renvoyons le lecteur à [ KLE:DTROCK 70] , où l' auteur étudie et 
compare (entre elles et avec les donnée s disponi bles en pratique) 
trois fonctions di (dont nous parlerons plus lo.in). 
(2) Il ne décrit pas la ~roc édu~e de routage permettant d ' atteindre 
ces valeurs (tâche très difficile en général). 
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Il définit quatre problèmes d'optimisation (cons istant tous à r ini-
miser- T) (cfr figure "probl èrues d 'optinisation étudiés par Kle inrock "). 
nom 
(1) don.née(s) . variable(s) contraint e . 
. 
. 
{ ~i \ top (2) { ci i !-1 CAP D = L . d {C-) 
. 1- .i . l. l= 
FAP { ci} top . {~if . ,., . 
. 
C?AP i cii ' { r4 i } topologie . D = r= d . ( C. ) : . J_ l i=l 
{ci}' { ~ii' 
n, : 
1CFAP . top.: D / ( C . ) : . = d . 
i=l J.. + . . 
. problèmes d 'optimisation étudiés par Kl e inrock . 
On peut défin~r également l es formes duales de ces probl èmes 
(minimiser D s ous l a contrainte T ~ T , où T est une valeur 
• ax max 
donnée). 
Une des difficultés de ces probl èmes r éside dc.ns le fait ~ue 
les capacités , en pratique, son t choisies hors d 'un ensembl e fini 
d 'oppions possibles . Ainsi, dans le cas du Cil, et pour de s fonctions 
de co-0.t discrètes, somme s -nous r éduits à des solutions heuristiques 
ou encore à des procédures énumératives extr-êr1ement coCTpleAes . 
Le CAP à capacités discrètes est un pro bl ème de programnation dyna-
mi que (cfr [ cAnTOR 741) résolu de ma~ière efficace et opt i male dans 
-. - a . 
certains cas particuliers ( cfr L FRA.i.fil 71 } où la topologie du r éseau 
est supposée ~tre un arbre ). 
(1) _ Cfl)OUr~trçâc;t.;y,. F pour flou, T pour topology , A_ pour ass i gnmen t 
~t ; - p;u; :·-~rob1~~--
•· ;..:.!,_ ...... -'~-.. ~. 
,. - ~ 
.... . ·~· #" 
• 
(2) i.e. topologie. 
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Le Ciû' à capacités continues est résolu pour certaines fon ctions de 
ao-0.t (l) : ces solutions continues permett ent de guider de façon ef-
ficace une sélection :parmi l' ensemble des capacités di s crètes 
disponibles. 
l-..,,.o~ -Ar:, NT T .. ~ .i:·~ J. ù U 
capacit és ( C!AP). 
étudie l e probl ème de l'allocation oJt i r:ia1e des 
[KLEilT:2.0G:: 72 ] a ét udié le probl ème }Jour 
- , 
-~ ·. ) rl; 
r:, - - ---=--
.l. - i 0 1i (cfr notations de 3) ci-dessu s ); [ r EI313R 71] a ce-
néralisé le probl ème en minimi sant 
( ~ ,..Ji T~) 1/ot ]. Ü l 
Les· auteurs observent que la fo nnulation de KleLnrock est écuivalent e 
à la mLnimisation du nombre tot al moyen de mess ages dans l e rés eau 
( en effet 1î . C::'.. rl. T., où N. dés i e,ne le nonbre moyen de o essages 
l ]. l l 
utilisa.nt ou at t endant l a li&1e i). Les au teurs mLni~isent 
1 ~ r . ] l/o< 
- l. ]. 
et proposent de nombreux r ésultats établiss ant des relations entre 
les solutions optimales à leur probl ème et à c elui de [ :r-:EI .3'I3R 71]. 
Le FAP est un problème relevant de la théorie des 
( - b] "network flow theory", cfr L FRAHK 71 ) • 
flux 
(1) Solutions analytiques pour d. (C.) = d. · C. et d. (C.) = 
l. l. l l l. l 
di. logo< Ci; solutions d'une é~uation non linéaire, dont il existe 
des techniques itératives de solution très efficaces, dans le cas 
di (Ci)= di c; (ex E::.[0,1]), plus proche de l a r éalité . . 
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Sa simplicité réside dans le fait, d'une part, que 1~ contrainte de 
capacité (ri.// ( c.) est incluse com2e fonction de pénalit é dans 
J. fa l. 
l'expression de T (cfr I.5.3) et peut, dès lors, être i gnorée, et, 
d'autre part, que tout mini'Cilum local est un miniE1um global (convexité 
de 1). L'auteur propose ( cfr [ I"'.:LEHfROCK 76] p. 343) lm als ori thme 
optimal (l) et relativement efficace, basé sur la notion de "che:nin 
le plus court" ( 2 ) (cfr (FLOYD 62] ou e~core [ T.A1JEIT:i3AUH 81] p . 41). 
Le routage qui résulte de cet algorithme est génér al enent déte1"Illi~ 
niste alterné (cfr I.5.1). Il propose égalenent une méthode s ous-
optimale produis81lt une procédure de routage fixe et réclaman.t noin.s 
de calculs. Cette méthode - qui , par ailleurs , conduit souvent à 
des résultats extrêmement bons - est eff icace pour les grands réseaux 
dont les Ô j k ne diffèrent guère 1 ' un de l'autre. 
K.J..einrock · décrit une prodédure qui fournit un optiQUU 
local au CF.AP pour chaque vecteur de flux initial (et fai sable) qu'on 
lui propose (combinaison du CAP et du FAP). (3) 
(1) "Flow Deviation (FD) Algorithm" (cfr [ ?R.4..TTA 73]). [ c .. ~ .,. ·J:OR 72 ] 
propose une méthode exacte de solution au FAP différente de la né-
thode de déviation de flux. La méthode FD est assez semblable à la 
méthode du gradient pour les fonctions de variables continues ; on pour-
rait l'appliquer à une topologie initiale de connectivité supérieure 
à celle exigée (par exemple à un réseau "fully connecteà.") . Duran.t 
l'optimisation, on peut alors supprimer des li5nes dont le flux 
s 'annule. 
(2) La complexi t é d ' un algorithne dét erminant le plus court chemin 
entre deux noeuds est de l'ordre de N2 à N3 , il peut donc être exé-
cuté plusieurs fois dans la course à l 'optimisation . 
(3) Des ligne s peuvent ~t re éliTinées lors de l'exécut ion du CFA. 
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Le TCF.Al? est en fait le vrai problème de design des réseaux. 
L'auteur l'étudie sous sa forme duale; il en propose une solution 
heuristique (l) - appelée "concave branch élinination method" ou 
C~E (cfr [GERLA 73]) - ayant la structure suivante : 
répéter pour diverses topologies initiales 
répéter pour divers vecteurs de flux initiaux 
C.,.,A 
discrétiser les. capacités 
FA. 
(ii) La_conceEtion_des_grands_réseaux 
Les proc édures heuristiques -:e.nat~i~a:~-(i-~1â~;i.ves 2.u CCirDP) 
... _ .. _ .. . . 
sont assez efficaces pour des réseaux de taille modérée (jusqu' à 
75 noeuds, par exemple). 
Citons, par e::-:emple (cfr références dans [ KLEilTROCK 80 )) : 
( i) l a méthode "bran ch exchange" ( cfr [ F3.J.U:rK 72a] ) ; 
(ii) l a méthode dite de "eut saturation" (idem); 
( iii) la méthode di te "concave bran ch élimination" ( cfr [ KLEIHROCI: 76] 
et [GERLA 73]). 
(1) Tunt l'écart à l'optimum devrait ~tre de l'ordre de 5 à 10 %. 
En faveur de l'approche heuristique, Kleinrock fait remarquer qu 'on 
peut rarement prédire les Y., avec beaucoup de précis ion. Q JK 
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La complexité de ces heuristiques est d·e 1' ordre de 1;3 à n6 , où H 
désigne le nombre de noeuds o.u réseau ( cfr [?RANI: 72a)) • Ces heu-
-rist i ques ne sont donc pas applicables aux futur~ grands r és eaux 
de plusieurs centaines de noeuds •Jtemps _CPU et place de stocka e 
énormes). 
Il s' agit dès lors de trouver de nouvelles procédures de de -
sign permettant de traiter le ca s des gr ands r éseaux . 
[FR.AHK 72a] suggère de partitionner le r éseau en r é6 ions . 
Les raisons de ce regroupement ("clustering") des noeuds en r égions 
sont les suivantes : 
(i) réduire la complexité des calculs du probl ème de des i gn t opolo-
gi que; 
(ii) dét erminer des régions dont les liQ1es sont à basses , moyennes 
et · hautes capacités (de façon hiérarchique); 
( iii) trouver les emplacements des points de concentration; ••• et.c. 
Un problème i mportant consis te alors à déterminer l a taille 
et le nombre de régions . Il faut n écessairement définir une "mesure 
de proxi mité'' ( ce probl ème est épineux , car il faut tenir co:-,1pte du 
co~t des noeuds , des lignes ••• etc, du trafic, du délai , de l a f i a-
bilité , du rout age ••• etc ). [FRANK 72a] suggère de déterminer la 
taille des r égions de f açon à miniraiser les exi b'"Bnces de calculs 
de la procédure de des i gn . Kleinrock et Kamoun reprennent cette 
idée (cf r [KLEI NROCK 80 )) et propo s ent une techni~ue dite de 
"clustering hiérarchique" que nous explicitons ci-dessous. 
L'idée générale du "clustering hiérarchique" est la suivante. 
Considérons le cas d 'un design hiérarchique à 2 niveaux . Les noeuds 
sont regroupés en "clusters" et un noeud spécial (d ' échange entre 
"clust ers ''), ou "gate", est sélectionné dans chaque "cluste1nn. 
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Les sous- réseaux des différents "clusters" sont conçus sépa:rénent , 
tandis q_u 'un super- réseau de "îates " est conçu de f aç on à con_YJ.ecter 
ensemble tous les "clusters". l) Le but des auteurs est de p ::topo-
ser une technique permettant de déterminer 1..me st~·ucture de "cluste-
ring" (à m niveaux ), à utiliser lors du des i gn , qui minimise le coût 
des calculs de ce des i gn . Cette décomposit ion devrait conduire au 
design de sous- r éseaux plus petits pour lesquels on peut utiliser 
les statégies de desi&n existantes . 
L'idée principale du design hiérarchique est d 'imposer une 
structure décomposable au problèCTe de desi en (donc lLne indépendance 
entre var iables de desi6n) qui réduit forteoent l ' ensemble des solu-
tions faisables sé' ... ns cependant élimin.er la solut ion optü.mle . De 
telles décompositions seront réalisées au moyen du "clusteriYlC" 
hiérarchique è. m niveaux (!-iIIC ) de l ' ense• ble des noeuds) (cf r fie;ure 
ai- dessous) . 
subnet i 
noeud= cluster O 
= gate l 
i 
i - 1 
• clustering hiérarchique • 
i 
(1 ) Le trafic entre deux noeuds quelconques suit la voie hiérarchique 
naturelle . 
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Des techniques spécifiques de "clustering", basées sur certaines me-
sures de proximité, permettent de regrouper les noeuds en "clust ers ". 
Le choix des "gates" (via des r ègles de sélection) dépend fortea ent 
de la contrainte de fiabilité. La t opologie sous-jacente li un r.:œ:c, . 
et qu'il faut concevoir, est notée EHT. Il s'agit donc de déterminer 
le I-J:IC qui minimise le coût des calculs relatifs au desig:r1 du i-"1:IT 
correspondant . (l) 
Les auteurs présentent des résultats optimaux relatifs a.u 
nombre de clusters, de superclusters .•• etc, ainsi qu'au nombre de 
niveaux hi érarchiques . Les auteurs p'roposent également lme expres-
sion du délai moyen d'un messag e dans un réseau hiéra1~chiq_ue. 
(1) On suppose que le coût 
réseau de niveau k reliant 
(cfr[FRANX 72a]) et que le 
des calculs relatifs au design d 'un sous-
" t " , ' cx' 1--n ga es de ni veau k est egal 3. n ..... 
coût total des calculs est égal à la somme 
des coûts relatifs aux différents sous-réseaux des différents niveaux . 
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I.6. ETUDE SIMULTANEE DES PROBLEMES DE L'ALLOCATION DES FICHIERS 
ET DE LA CONCEPTION DU RESEAU DE COMMUNICATION 
Nous avons étudié séparément deux problèmes de design dis-
tincts: le FAP (cfr p.1), de I.1. à I.4., et le CCNDP (cfr p.57) en 
I.5. Nous étudions à présent le problème de l'intégration du FAP au 
CCNDP. Nous proposons un aperçu de divers travaux (dont fait partie 
[MAHMOUD 76]) relatifs à ce problème. 
Au préalable, nous voudrions signaler rapidement quelques tra-
vaux ayant trait à divers problèmes de design liés au FAP, mais dont 
l'étude dépasserait le cadre de ce chapitre. 
[G• SH 76] et [SRINIVASAN 80] étudient le problème de l 'exploi-
tation, lors de la distribution d'une BO sur un réseau informatique, 
des possibilités de recherches en parallèle qu'offre le réseau lui-
, " • u ( ) m&me, afin de réduire le temps de reponse aux queries cfr app. 6 • 
[RAMAMOORTHY 79a] présente (cfr appendice 7) différents pro-
blèmes relatifs à la gestion des données dans un système à BOO (cfr 
également [R• TH NIE 77}, [RAMAMOORTHY 79b] et [WAH 84]). Parmi ces 
problèmes, nous aimerions épingler celui du "query processing" (trai-
tement d'un "query", accédant à des données stoçkées à différents en-
droits du réseau, qui consiste à arranger les transmissions et les 
traitements locaux de données en tenant compte des délais de communi-
cation entre sites, ainsi que des possibilités de traitement en paral-
lèle) (cfr [HEVNER 79]). 
Nous signalons enfin (cfr appendice 8 ) deux approches au pro-
blème général de la conception des systèmes informatiques distribués. 
Nous suggérons au lecteur de leur porter un intérêt tout particulier. 
FAP et CCNDP 
1. Introduction 
Certains auteurs ont étudié le FAP et le CCNOP simultanément. 
Sans prétendre aucunement à l'exhaustivité, nous avons choisi de 
présenter brièvement les travaux suivants : [CASEY. 73], [MAHMOUO 76], 
[IRANI 82] et [ CHEN 80] • 
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r ous disposons ·e:a .f.ait de tous l es éléments pour concevoir 
des techniques de solution relatives 2. ce p1·obl èrùe . 
On pourrait , par exempl e , se limiter à des réseaux arbores-
cents, et co-c1b iner la procédure d ' ESAU- ~'iILLI~-1S (cfr r.5.4) avec la 
solution au SF.Al' proposée par Case:/ ( cfr I .l); c ' est ce que pro1)ose 
[ CA3E7 731-
_fous avons passé en revue , dans les par2-5rap:1es précédents ,. 
di verses tecb1.ic:ues de solution , heuristiques ou opt i males . ::ous 
avons pu constat er l'int ér~t porté aux heuristiques de type " 2.dd-
drop " ( cfr p . 2..9 , par exempl e) ainsi qu ' à la méthode ( optinale) 
"branch- and- bound". Ces techniques sont reprises, respectivement , 
par [ r.:AIDIOUD 76 ] et l CHEN 80]. Les paragraphes précédents nous suc-
eèrent égal ement de développer des heuristiques afin d ' obtenir des 
bornes supér ieures sur le coût de l a solution opt i mal e , de nécliger 
certaines contraintes (par exemple d ' intégralité) afin d ' obt enir des 
bornes inféri eures sur ce m~~e coût, d ' utiliser divers critères (qui 
se basent sur le modèle retenu) permettant de réduire l a coc plexit é 
du problène , ••• etc . Ainsi, chacun des travau~ que nous pr ésentons 
ci-dess ous 
existant es 
de r.:ahmoud 
dier (plus 
ne 
ou 
et 
en 
représente- t - il qu ' une api1- oche pa_r:ii tant d ' autres , 
potentielles . Tel est le cas , par exev.1ple , du travail 
Riordon ( cfr [z..!l,RI:OUD 76]) que nous avons choisi à ' étu-
détail) et d ' implcfoenter ( cfr chapitre II). Ces auteurs 
supposent qu e l a topologie est fixé e et se proposent d ' llouer de 
façon optimale (ou qu.asi-optinale ) l es fichiers (F_ü>) et les capaci-
tés (CCAP , cfr I. 5 .). On pourrait fort bien i maginer de cor:1bi ner 
leur procédure avec un algorithme généra.~t des topolo~ies (cfr I. 5) . 
On pourrai t encore (sans doute ), par e~emple , inclure leur procédure 
dans l ' al ori thme général proposé par [I3..U~I 82 J ••• etc . 
Ce que les paragraphes précédents nou s ont essentiel lewent 
appris , c'est l'extrême coL'.lpl exité du FAP (cfr I.l.) et du CCEDP (et 
m~me de quasi tous l es sous-problèmes constituant l e C8I~DP , cÏr I.5). 
En outre, l a compl exité de l' inter dépendance entre ces deu~ problèmes 
semble encore plus évidente . En conséquence ,. il s ' agit de porter 
tous ses efforts sur le dévelop:9enent d ' heuristiques ( cfr [ EAJJ:.:OUD 76] ) , 
sans cependant négliger l'int érêt économi que des solutions optinales 
(cfr [CH.ER so]) dans le cas de petits syst èmes. 
- 95 -
'•, -
Nous profiterons de ce paragra~he I. 6 ., pour pr ésenter l es 
aspects suivants de [ ·LtiliEOUD 76 ] _: (lJ 
(i) nature du probl ème étudi é ; 
(ii) hypothèses pri..ncipales sous-jacentes 2.u ri1oclèle 1;roposé (2 ) et 
critiques énoncées dens l a littér a t ure ; 
(iii) techniques de solution sug5érées par les auteurs ; 
(iv) tests de performanc e proposés par l es auteurs . 
L 1 t .L , • .L . '1 [ '"! \ --,--? 7- J e ec eur pourra Lirouver une aescrip vion a e 1-.1 .-1. .J..:..J. :;; , 
[ I?..l,HI 82] et [c:-n~n ·oo 1, dans 1 ' appendice S 
1.2. Une_2remière_Qrésentation_de _[ 1-:.-LB:-:OUD_ 76 J 
(i) iJature du nrob l èrne étuà.i é 
I-Iahmoud et Riordon étudient simultancfo1ent les :probl èri1es de 
l' allocation de fichiers aux noeuds (FA:P ) et de capacit és 2.ux lignes 
( CCAJ?) d 'un réseau info:rinatique distri1Jué , clans l e but de r.1ini miser 
le co-0.t global 9-u système (3), · _:-- - - -:~· .;, · -2 - -~-::_ .:.. ,- - < - =-~- _· _ -:- . 
·' 
(1) Indépendamuent de toute contribution personnell e (cfr cha.p i t re II). 
(2) Pour une formulation précise du problème étudié et de l ' heuris-
tique propo sée par les auteurs, cfr c~apitre II. 
(3) Coûts de stockag e des fichiers et de locat ion des lignes de cow-
munication. 
- 96 -
'· 
tout en satisfaisant la demande des utilisateurs (l) , ains i oue des 
contraintes de disponibilité des fichiers et de délai _QU réseau . 
Ils sup~osent que tout fichie r peut , à priori , avoir (ou ne pas avoir) 
une co pie stockée en n ' i mpor te quel noeud du réseau . Ils supposent 
que la topologie du réseau est connue et fixée , et que le r outa5e 
est fixe . 
Ils utilisent l ' analyse de délai de I:leün~ock (cfr I . 5.3) et 
ü1posent une lii:l.ite supérieure sur le délai (cle bout- en- bout) :.10::-e~1 
(noté T) d'un message ( 2 ) . 
La disponibilité d'un fichier est définie comme étant la pro -
babilité que ce fichier soit accessible lors q_u e des utilisa teurs le 
sollicitent . Cette 6randeur. dé1)end de la fi 2.bili t é di._ r éseau ( cfr (3) I . 5.2 )) 
- - --::;:; 
(1) Cette demande s'exprime sous la forme de quatre ~atrices de tra-
f i c (dont l ' élément ij de chacune représente le trafic émanant t u 
noeud i et 9. destination du :fichier j) relatives , respectivement , 
au " q_u ery traffic", à l ' "updat e traffic ", au " query return traf:fic " 
(les r éponses aux ''gueries " ) et ÈI. l '"update return traff ic" (les 
ACKs , par exemple). 
( 2) Cfr expression du délai moJen d ' un message (T) p. 72; rap~elons 
que la moyenne est prise sur toutes les classes de mess ages . 
(3) Ils supposent disposer des rik , pour tout couple de noeuds (i , k ), 
où r.t désigne la probabilité d'une commt.mication réus s ie entre les L : 
noeuds i et k ( cfr LEUISL3R 721, dans I . 5 . 2 . ) , pour le calcul des ces 
rik ' à partir de la topologie du réseau et des fiabilités de s noeuds 
et des lignes . 
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ainsi que des empl acements de stockage des copie,s du fi chier (l) . 
Ils imposent une l i mite supérieure sur la disponib i lité de chaQue 
f i chi er . 
I l exi.ste un compr111tnis à at teindre entre le coût de stock2ge , 
le coût de commu_-riication , la disponi bil ité et le délai . l•Tous se.vans 
déjà qu ' il existe un premier compromis , . quant au coût de coo :,:u.nica-
tion , entre le " query trai'fic" et l '"update t r affic " (cfi, :re-·,a r c~ue 
p . 15) . I l est évident , par définition , q1.1-e l o: disponibilit é d ' -:_m 
fichi er cro î t et décro î t avec le nombre de copies de c e fic:lier s t o-
ckées dans le r éseau . La contr ainte de à.él ai réalise un co1.1.pl a.;e 
( q_ue l ' on cons tatera analytiquement lors de l a f ormulation préc i se 
du oodèle , cfr chapitre II) en tre l e F AP et le 0G.\P . .En effet , le 
délai moyen d ' un o essage (cfr expression de T p .72 ) dépend des ca,a-
ci tés ( C. ) et des flux ( À . ) , eux- mêu e s dép enda..11 t de l ' alloc2.tion 
i i 
des fichiers , via la proc édure de rout age fixe retenue . 
( ii ) Eynothès es et cri ti ciues 
Ifous aimerions , à présent , so1-üig11er r1uelques- unes des hypo -
thèses pi'incipales s ous.:- jacentes au r:ioà.èle (cfr chapit re II) pr ol')o-
sé par les au teurs , et rendre compte de diverses critiques ~ue l ' on 
pourrait éo ettre ~ leur su j et . 
Remarquons tout d ' abord que la topol.ogie es t fixée , er.. d ' autres 
termes , on suppos e que les empl acements des no euds et des liGnes de 
communicat i on sont connus et fixés . Le routage est supposé fixe et 
la table de routage est sup1îosée donnée ~ Ainsi , le :'JCII"DP s e réduit-
i l simplement au CC.A? (cir r ; 5) . Soul it,nons bien le fait que l ' ana-
l yse de délai, ainsi que les routines d ' addition et de mlpJ ression 
de copies de fichiers (qui font partie de l ' heuri stique proposée 
par l es auteurs , cfr chapit r e I I), dépendent crucial ement de l ' liypo-
thèse sur l e routage (afin d ' obtenir les change~ents relat iÎs aux 
trafic s sur les lignes Y. 
(1) Cfr chapi t re II, pou r une e;~r ession analytique de la me sure de 
disponi bili té retenue par les auteurs . 
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Il est exclu d ' envi$ager l ' utilisation d 'un routa5e adaptatif dans 
le cadre de cette heuristique (cfr I . 5 . 5 pour une br ève di s cu3sion 
sur ce problème ; cfr [L.Al"." DTG 83] pour une technique de solution , 3. 
base de s i mulation , au F.AP sur réseaux u t ilisant le rout age adapta-
tif) . Remarquons également qu ' ils suppo s ent que l e "query tra:f'fic~ 
(et le " query return traffic") , rela t:i,.f o. une r equêt8 Ôrit:;inaire c: ' LEl 
noeud donné et · destinat ion d ' un fichier d01:1né , est réparti: unifor-
mémen~ sur toutes l es c op ies de ce fichier stocl~ées dans l e systs~1 e . 
On aimerait , en fait , que c e trafic so i t dirigé vers l e noeud l e plus 
proche cont enant une copie du f ichier . Le délai moyen d ' 1.E1 iness8.be 
est calcu l é sur toutes les classes de messages (cfr I . 5 . 3)) : i ~po-
ser une cont r a inte de dé l ai par classe de messages eï):~ été l 1.2.1e et :proche 
/ plus f ine et plus réaliste . ( cfr par exelilpl e [ 1),/'Il~G :83]) . 3n effet , 
l es utilisateurs clu r éseau , à. chaque noeud , pou1~raient a l or8 spéci-
fier une mesure s.ienificati ve pour les destinations l es L11. tére ss2.1:.t , 
et n e s e:raie·_ t l)as limités à un dél a i globe.l . B.er.iarquons , en part i -
culier, que certa ines classes de messages pourraient fort b ien n e 
pas subir de contrainte à e délai. 
Les r.1esures de disponibilit é (retenues par les au.teu1~s cal -
culent l e. probabilité qu ' au moin s une copi e ( c1·c1 fichier ) s oit acc es-
sible dans le r éseau . Cela risque de poser de s p r obl èmes au::~ proces-
sus de mi s e à jour ( qui exi gen_t , en ·princi pe , que toutes les co11ies 
du f ich i er so i ent acces s ibles) . On pourrait introduire une c ontrainte 
"de fi ab ilit é de mise à. -jour" dans le modèl e ( "probabilité que toutes 
l es cop ies • • • ") , ce qu. i i raposerai t lme limite supérieure sur 
.l e n ombre de copies du f i chier d i sponibl es d8ns l e r6seau . Rewar-
quons q_ue le processus de mise ·à jour d ' un Î i chier consiste à e!1voyer 
1...m mes s age de mi s e -à--jour di s tinct à chaque copie du fic lier ; on 
pourrait iuaginer envoyer un lmi que message v i s i tant chac:ue cop ie 
du Îichier le long d ' un EST (mini mum spanning tree , cÏr I . 5 . 4)) . 
Les auteurs cons i dèr ent les coût s de t ransmi ssion cor:1m.e étant 
des chart:;es Ïixes mensuelles (lignes louée s ) . Le s liuies sont su1)-
posées u...~ i direc t ionnelles . 
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Les a~teurs nuppooent que tout fichier peut , à priori , avoir 
(ou ne pas avoir ) une copie stockée en n ' importe quel noeud . On 
aimerait , cependant , exiger (à priori) qu ' m1e copie de tel Îichier 
soit (ou ne soit pas ) stockée en tel noeud (contrainte polit i ~ie , so -
cial e , de sécurité, ••• , etc ). 
Les auteurs n ' établissent pas de distinction entre noeuds 
et stations (cfr I . 5.1)) . Une telle distinction , qui n ' est pas saJ:1s 
rapport avec la reu12.rq_ue précédente , pe1"'8et trait sans dout e de prenè.re 
en considération des topologies plus générales . 
Ils n ' i m?osent aucune contrainte sur les capacités de stockage 
aux noeuds . Rous avons dé j à parlé de ce probl ème (cfr I . 3 .1)) . 
Disons que cela peut conduire , dans certains cas , à de s r ésu_ltats 
indésirés . Par exemple , si l '"update traffic" est négli~eable , les 
co~ts de conraunication sont minimisés en allouant des copies de tous 
les fichiers à tous les noeuds . Remarquons égalemen t qu ' ils n ' i~-
posent aucune contrainte sur le flux entrant et sortaY1.t ,e chaque 
noeud . 
Ils n'introduisent pas la notion de dépendru1ce pro6r a:.me-
fichier (cfr I . 3). 
(iii) 1.ï:echnioues de solution prouosées par les auteurs 
Le problème d'optimisation résultant de leur • od le est un 
problème de programmation entière non linéaire. La fonction objec-
tive est linéaire , mais les contraintes sont non linéaires (cfr 
chapitre I I); ainsi , les techniques déteTininistes permettant de ré-
s oudre ce pr obl ème ne sont - elles applicables Q.U ' ~ des exemples de 
de très petite taille . 
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Les a~teurs utilisent, dès lors, deux types d'algorithmes 
(i) une b.e1.n·istiqu e "a.dd- drop " ; · .; 
et (ii ) lL~ algor itho e de proGranmation ent i ère (un "branch- a.~d-
bound" ) dont le but est d ' estiner J.es :perfor,.1ance s de l ' 1euristict_1e 
sur des pro bl ènes de petit e te.ille . 
I::ous aiu1erions ins i ster sur l a complexité du problème étudié , 
en faisant remarquer qu e l' expression suivéUlte donne le nombre de, 
confiev.rat i ons possibl es des fichi ers aux noeuds e t es ca,acités 
aux ligies : 
nb l 1.· .Q71 (nb_cap) · - - 0 --es 2 (nb_noeuds • nb_f.Îch ) 
où nb- noeuds (resp . nb_lignes , nb _fich ) r eprésente l e no·1 re à.e 
noeuds (resp. de liE;,nes , de fichiers ) et nb _cap , l e nombre d ' optio~1S 
disponibl es pour l es valeurs des capacitfs . 
ITous ne décrivons ici que l a philosophie générale de l'heuris-
tique (nous en proposons 1.me présentation plus détaillée 8.u clrn.pi tre II) . 
La technique adoptée par les auteurs s e base sur lL~e à.éc ompo-
s ition en une 11 starti..-r1g routine" ( SR) et une "opt i mi zing rout i ne" 
(OR). La SR t rouve des solutions initiales f a i sables (i. e . satis-
faisant les contraintes de dél a i et de disponibilit é ) construites 
à partir des noubres mini maux de copies de f i chiers nécessaires pour 
satisfaire l es contraint es de disponibilité (nombres calculés par 
SR) (l) 
(1) Le s auteurs allouent les fichiers aux no euds (c e qui per· et de 
calculer le trafic entre paires de noeuds , via l a table de routage ), 
puis les capacités aux lignes . 
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OB. soumet les so l ut ions Î2.isables ini tiétles à une sé::cie c. ' 2.d.c:i t ions 
et d e su1):9r ess ions de cop i es cl e fichier s r_:_u i e;arant i ssent 1 2. f aiSé:i.-
bili té de la s olut i on . Au travers de ces deux routines , se1.1.les c~es 
solutions faisables s ont rech erchées . OR se tern ine lors~u ' il n ' ~r a 
plus moyen d. ' afiléliorer le coût :par a d.di tions ou su11;ressions de co -
pies d e fichi ers . On ap1~li ç_ue OR s ESparé,-1ent à chaque solution ÏD.i-
sabl e initiale t rouvé e, par SR, produisarit ains i lm "optinur.-: l ocal " 
l)Our çhacune . Cn sup:::; os e c:_u ' a:u moins 1.m de ces optir:ia locau:: est 
pr oche, en termes d e la fonction objective , è_"e l a s olu ti021 o;it i 2ale 
gl obale . 
(iv) Tests de performnnce 
Il s ' aci t c~ e tester une heui~ist i c.:_v.e (l) n e fourni ss:::nt o.uctm 
rens ei gnement sur l a "-q_ual i t é " des solut ions C.i_U ' e l l e cénère . I c~éa-
le~ent , i l faudrait di sposer d e s s olut ions opt i ma l es au :-: rn'ob l è::1es 
sur l esquels on désire tester l ' heuristi c~ue 
développé , dru1s c e but , un a l sori thme optina l de type "brancll- and-
b ound". Cet a l c oritht1 e n ' e s t , cependant , applicab:Le q_u ' J. è.es pro-
bl èr.1es è.e petite taille . Pour des p:coblèt:'!e s de t a ille 1üus iLrpor-
t a_-r1te ..(sa7ls être encore très r éaliste) , l es auteurs en sont i~éduits 
à arrê.ter l ' exécution du "b 2 b " et h conparer sa sol u tion (non 09-
timale ) à celle de l ' heurist iq_ue . 
(1) Les · cri tère s s ont : 1 ' espa c e mét1oire U1axi mu E1 oc cu pé , le te-Lnps 
.]PU dépensé et l a déviation de l a s olution par ra!)port \ 1 ' optümm 
(" qualité " de -la s olution ). 
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Les auteurs propos ent cinq exeo.ples (l) ( 2). L' iJ.eu:-cist i L::_ue 
et le "b & b" trouvent l a solution optimal e pour l es · trois )re;.ni ers 
(et p~tits ) (3) exemples . Les 2.uteurs ont dû a11 ::.,êter l ' e::dcution 
du "b & b " sur le quatrièo.e - e:xenple (après 25 n inutes :;:ru ! ) . Il 
a:;::iparaît çue + ' heuristiç_ue se trompe d ' 2.u · ,oins 10 ;:'. sur cet 
exe::.ple ! 
Reuarquons , en ;:;1.,1. i se de con clusion , c~ue l es exe::1pl es :;:ropos2s 
sont peu no:i'o::ceux et de taille nodérée (4 ); i ls i1e per:-.iettei:t do _c 
pas de conclure que.nt o. l'efficacité éventuelle de l ' heuristi ·ue 
(l' exem]_)le 4 est cependant inc1uiétant) . 
(1) .Dont le plus grélild est tel que nb_noends . nb_fich = S· 5 et no-
litnes • nb_cap = 170. 
(2) Ils n ' en décrivent qa ' un (partieller,ient) ! 
(3) Le plus c r m1d est tel CJ.Ue nb_noeuds • nb_fic:!.: = S et :.û2ic2.~es . 
n b_c2,:p = 52 . 
(4) Ce qui est le cas de presque tous les 2.2·ticle s ., relatifs , 2.u ?.li' 
et au CCl~DP , que nous nvons eu l'occasion de consulte11 ! 
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CH AP ITï.E II 
ETUDE DU PR CJ GR/l.f·,:·" E 8,'\S E SUR L 1 .0. L GQR IT Hf1 E Dr ;,f,J E 
PAR MAH MOUO 76 
I I • 1 • SPECIFI CAT~O~ S DU PR DGRA~~ E 
I I.1.1. Dcn.J EES 
î) Topologi e . 
La topologie du r é s eau informatique est supposée connue et fixeo 
La topologie considérée r épond au modèle du paragraphe I . 5 . 1) mai s l es 
stations sont intégrées au r éseau de communication en ce sens Qu' elles peuvent 
jouc:.c:· le rôle de noeuds, en plus de leur rôle spécifiq_ue, 
Le nombre de stations sera ncté set l e n ombre de noeu s n . 
La notion de ligne est donc également généralisée: Ui.ï e ligne rel i e soit 
deux stations , soit deux noeuds , soit Ui.ïe station et un noeud, soit un noeud et une 
stat i ono De plus, la communica tion entre stations ( r esp . entr e noeuds , entre une 
stat ion et un noeud , entre un noeud et une sta tion) pourra utiliser , plutôt qu'une 
ligne physique , 1.m. réseau de communication existant (par e:.cernpl e DCS 
public de communication par paquets pour la Eelgique)o Dans ce ca s, on peut consi-
dér er que ces stations (respo noeuds , station et noeud , noeud et sta.tion) sont 
reliées par une ligne virtuelleo Ce choix entre l ' utilisation d 'une ligne physique 
(qui sera louée) et l'utilisation d ' un r éseau exi s t ant ne doit pas être fait par 
l'utilisateur du programme mais est déterminé , pour chaque ligne, par l e pro6Tamme . 
Une ligne physique sera dorénavant appelée ligne louée . Une ligne virtuelle sera 
dorénavant appelée ligne non louée . 
Il est nécessaire de dist i nguer 
- ligne unidirectionnelle : une telle ligne ne peut transmettre de l'informa tion 
que dans un s ens déterminé; 
ligne bidirectionnelle si multan é e : une telle ligne peut transmettre de l'infor-
mat ion dans l es deux sens et ce , simultanémento 
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L'utilisateur du programme aura l e choix entre 
- toutes l es lignes sont unidir ectionnelles et l'existence d ' une lië;ne unidirec-
tionnelle implique l' exis t ence de l a ligne unidirectionnelle réciproqu e (c '-à- do 
de sens opposé); 
- toutes l es lign es sont bidirectionnelles sL· u l tc'.rL:: E s 
Lorsque dans ce chapitre II le terme "l:i.gne" ser a utilisé , il dés igner a , 
selon le choix signalé ci- dessus , soit une ligne unidirectionnelle , soit un des 
deux sens d 'une ligne bidirectionnelle si;;, u l L 'i ;-, é e. De même , nbl dé signer a s oit 
le nombre de lignes uni directionnelles, soit l e nombre de lignes bi directionnell es 
si r:i ul ta née srm.ù.tipli é par 2. 
La figure 2.1. qui suit nous donne un exemple de topologie considér §e dans 
le programme.-; 
fig 2. 1 . Exemple de topologie. 
Dans cette figure 2.1. 
- Gest soit une station, soit un noeud ( ce choix est dé t erminé par l'utilisateur 
du programme); 
- Gest soit une ligne louée, soit une ligne non louée (ce choix est dé t erminé 
par le programme); 
- 1 0 5 -
Gest soit une ligne unidirectionnelle , soit une ligne bidirectionnelle SÎ 'i ul -
tanÉ e ( ce choix est déterminé pHr l'utilisateur du· p:?:'og-ramrne) . 
Rappelons que ce dernier choix, contra irement à l a location des lignes , est 
global en ce sens que les lignes sont soit toutes unidirectionnelles , soit 
toutes bidirectionnelles full- duplex. 
1 'utilisateur donnera. la liste des s tations de l a topologi e qu'il cor:.sidère 
et pour chaque station , il donnera : 
- son nom (différent pour chaque station); 
sa. capacité de stockage (exprimée en bits ; si on ne désire pas tenir compt e de 
celle- ci, on peut la considérer comme étant infinie); 
- le tarif mensuel pour un bit stocké (exprimé en francs); 
l a va leur maximale du nomb:r:e de bits par seconde que l a station peut émettre 
(exprimée en bits par seconde; si on ne désire pas tenir compte de cette va l eur, 
on peut la considérer comme étant infinie); 
l a valeur maximale du nombre de bi ts par seconde que l a sta tion peut r ecevo i r 
( exprimée en bits par seconde; si on ne dés ire pas teni::- compte d.e cet t e v2l eux, 
on peut la considérer comme ét ant i nfinie); 
l a probabilité que la communication entre la station et l e reste du r ésee.u 
informatique soit coupée. 
L'utilisateur donnera la liste de noeuds de la topologie qu ' il co~s i dère 
et pour crmque noeud, il donnera : 
- son nom (différent poux chaque noeud et différent du nom de chaque s t ation) ; 
les trois derniers renseignements donnés pour u...~e station où l e terme station 
est remplacé par noeud. 
L'utilisateur donnera la liste des lignes de la topologie q_u ' il considère 
et pour chaque ligne, il donnera : 
- l e nom de la station (ou noeud) origine; 
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- le nom de la station (ou noeud) extrémité ; 
- sa longueur (en kilomètres) . 
De plus , il signalera pour chaque ligne 
- si son prix dépend de sa longueur lorsque la ligne est louée (voir pQr~graphe 
II.1 .1.4) su.--.:- les capacit~b ); 
le tarif pour une minute 1e communication si la ligne est non louée (voir paragra-
phe II.1.1.4) sur les capacités). 
On peut signaler que dans l e programme de Mahmo~d , seules l es stations 
sont prises en con3idération et que seuls le tarif mensuel pour un bit stocké 
et la probabilité de rupture de communication so:r:it considér és . La capacité de 
stockage et les valeurs maximales de flux entrant et sortant des st2.tions sont 
supposées infinies. De plus , seule la notion de ligne peysique ( louée) es t cons i-
dérée et l es lignes sont nécessairement unidirectionnelles. 
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2) Les fi chierso 
Un fichier stocké dans une station du r éseau est accessible aux abonnés 
de cette station ainsi qu ' à cew: de toutes les autres sta tions du r é seau . 
On suppose que nbf fichiers distincts son.t utilisi s sur le réseau . 
Différ e!lts e;:emplaires d ' un m~me fic:iüeJ: peirvent tre stockl s èans dii f.:f -
rentss sta tians du r éseau mais il est indispensable qu ' au moins 1.me sto. tior:. rJosssde 
un exempl aire du fichier . 
L'utilisateur don..~era l a liste des f ichiers et pour chacun , il donnerR 
- son nom (différent pour chaque fichier); 
- l a longueur du fichier (exprimée en bits); 
l a disponibilité souhaitée c '-à-do l a probahilité souhaité e qu'au moins un 
des exemplaires du fichier soit accessible lorsqu 'un accès ~- ce f ichi~r es t 
demandé par un quelconque abonnéo La probabilité effectin: ne vaudra. pa s -'i vu 
que l a fiabilité des lignes et des noeuds ( ou stations) n ' est pas totale (voir 
à ce sujet le paragraphe Jr. 1 . 2o3 sur le '• contraint es de dis:poni bilitG) . 
La matrice x de dimensions x nbf et dont les él éments sont 
- x . . = 1 si la stat ion i possède un e;:emplairc du fic:hie1:· j; l.J 
- x . . = 0 sinon j l.J 
sera appelée allocation de fichierso 
- 108 -
3) Les messa ges . 
On appelle message 1 1 information codée qu e s ' é cl1&.'1gent les s t a.tions . 
1 ' a ccès des all·onnés aux fichi ers se traduit pE~r un trafic à.e messages au t :::-;:werz 
du r éseau , trafic dont on peut distinguer quatre composantes 
( i) le " q_uery t:::-affic" 
t el fichi er; 
t:rafic r ésultant d ' une demande de t eJ.le station po~ 
( ii) l "'upda te tra ffic"" : trafic de mise- à- jour des exemplaires multiples d ' un 
fichier r é sultant d 'une modifica tion , par un abonné , d ' tm exempl a.i:.ce du fichi er ; 
( iii) le " query- return traffic" : trafic de retour (vers l ::i. station qui es t ori-
gine de l a demande) correspondant au "que X'IJ- traffic"; 
( iv) l"'update- r eturn traffic" : tra fic de retour (vers l a sta tion qui est ori-
gine de l a demande) correspondant à l ' "update traffic", 
Pour chaque paire (station , fichier) , l'utilisa t eur du programme doILDe 
le trafic correspondant en nombre de messages par seconde et par type de trafic 
((i) à (iv)) . 
Le trafic de type (iv) a é t é considéré par Mahmoud mais on peut se demande:r 
si en prat ique ce trafic n'est pas nulo Il serait lourd d ' envoyer un 2.ccusé de 
réception après chaqu e mise- à - jour. Aussi ce trafic est-il considér é corrn:ne nul 
dans notre programmeo 
L'utilisateur donnera aussi, pour chaque type de trafic , l a longueur moyenne 
d'un message . On peut signaler que }'Jabmoud considère que la longueur moyenne est l a 
m~me quel que soit le type de trafic . 
On notera 
uij le "query traff ic"de la station i pour le fichier j e t JL- q_uer-,1 l'inverse 
de la longueur moyenne d'un mess2,,ge de ce type; 
v .. l' "update traffic" de l a station i pour le fichier j et il- updat e l' in·rerse l.J r 
de la longueur moyenne d'un message de ce type; 
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u 1 • • le "auei ..... r-return traffic" de la station i pour l e fichier j et u. -2:-et- quel"Y J.J - •J . / 
l'inverse de la longueur moyenne d'un message de ce type; 
v' . . l "'upda te-return traffic" de J.a station i pour le fichier j et µ. -ret-upds..t e J.J J 
l'inverse de l a longueur moyenne d'un message de ce typeo 
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4) Les capacités et les tarifs de communication. 
Les cap:.:;.éi tés sont exprimées en bits par seconde . 
L'utilisateur du prcgrarmne donnera la liste des capacités dont une liene 
louée peut être munie. 
Le tarif mer-suel pour une ligne louée 1 munie Q 1une capacité c , noté 
tarif (1, loue , c), s'exprime par : 
- soit A(c) + E(c) X longueur de l a lign e 1 
où A(c) et B(c) sont des const antes qui dépendent de c ; 
- soit E(l ,c) 
où ~(1 ,c) est une constante qui dépend de 1 et de Co 
Cette dernière expression du tarj_f provient de données recueillies poux· 1 1 e:x:.;cu-
tion du cas F.N. (voir annexes) et qui ava i ent une t elle forme . 
L'utilisateur donnera la liste des capacités dont une ligne non louée peut 
être ilIU.J."Üe . 
Le 
t arif (1 , 
C(c) 
+ pri x au 
t &rif mensuel pour une 
non loue, c) s ' exprime 
segment transmis 
ligne non louée 1 munie d ' une capacité c , noté 
par : 
1 ENTIER- SUP [ (flux sur la-ligne 1/longueur d ' un seg~ment) x è.w:ée d ' un mois ] 
+ prix à l a minute de communication sur la ligne 1 
X ENTIER- SUP [temps d 'utilisation de la ligne 1] 
où 
C(c) est une const ante qui dépend de c; 
- l e pri x du segment transmis est exprimé en franc s par segment; 
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- arTIER-SUP (r) désigne le plus petit entier supérieur ~-u r éel r; 
- le flux sur la ligne 1 est exprimé en bi iE par seconde et ser a étudié au p::J,r c1gra-
phe II. 1.10 6) ; 
- l a longueur d 'u.~ segment est exprimée en bits ; 
- l a dux·ée d ' un mois est exprimée en secondes ; 
- l e prix à la minute de comrmmication sur la ligne 1 est exprimée en francs p2,:r: 
minute; 
- le temps d 'utilisation de la ligne 1 est exprimé en minutes et vaut en pr emier · 
approximation : 
durée d ' un mois X (flux sur l a lit,ne 1)/ c 
où l a durée d 'un mois est exprimée en minute s . 
Pour chaque capacité c di sponible pour une lic;ne louée,1 1utili sateu:c du 
programme donnera: 
- l a valeur de l a capacité (exprimée en bits par seconde); 
- l a constante A(c) ; 
- la conctante E( c). 
Il a déj à été dit (par agraphe II.1.1. 1) que l'utilisateur du progr~IIII!le ci g:ial era 
pour chaque ligne , si son prix dépend de sa longueur lorsque l a ligne est l ouée . 
Si l a réponse est positive, l'utilisateur donne:r:a l a valeur de :S(l ,c). 
Pour cl,aque capacité c disponible pour une ligne non louée , l 'utilisateur 
du progTamme donnera : 
- l a valeur de la capacité (exprimée en bits par seconde) ; 
- la constante C(c) . 
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L ' utilis2.teu.r du programme fou.rn3.r 8. la longueu.r d ' un segment , l e au see,IL1ent 
txansmis et le prix à. la minute de communicat i on. Ra:pi)elons que ce dernier :r,~ix 
peut être différent suivant les lignes . Si l e prix de la c ommunica tion su.rune 
lig1'1e non lou2e ne dépend pas de la du.rée de 1 2.. comrrru..'1i Gation , il suffit de 
mettre ce prix à zéro . 
Le Yecteur de dimension nbl dont l ' é l ément i ser a l e coupl e ( l · ,.1é ou ncr. 
leu..'. , v2,leu.r de l a capacité a lJ.ou6e à l a li2,n8 i) est ë1 ppel é a lloc2.tion ë.e ca:;_)::.-
. . ' ciwes . 
Par abus de langage , on parlera de cap2,ci té loué e J our une c8.pac i t <3 dispo-
n i ble pour une l i gne louée et de capacité non louée poux une capacité di s ,oni ble 
pour une ligne n on louée . 
Le nombre de ca:pacité s l ouées sera noté nbcap- loucf . Le nombre de c11p;:i,ci-
t é s non louées sera noté nbcap- non-loué . 
fa1. SOITu7le de ces de1.L~ nombres sera notée nbc2.po 
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5) La ?rocédure d e routage . 
L2, pr océdlll'e de routage est dii t erminiGt e . 
De,.:i..:,: ca s peuvent se pr é s ent er 
s oit l 'ut ilisatelll' du pr·ogTc1.mme pos s ède une t a bl e de :routage 
permet d ' ent r er cette t able ; 
1 e prog-L'éJ.Dl!lle l ui 
s oit l' utilisateur du programme ne pos s ède pas de t2.ble de routage : l e pr ogr a rr.me 
considÀr e <>.lor s comme -!;able de routage celle ob tenue à partir du .:9rincipe suivB,:it o 
Le cheTJl.i.n parcor .. :::'U par un message pour aller d 'une s t a tion è. une au t r e est l e 
plus court des chemins r eliant ces deux s tatio:nso 
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6) Les options . 
6. 1) Lignes uni directionnelles et bidirectionnelles _ s:Î, rr. L.!1 t an..€1 es 
Cette option a ét é envisa.gée au paragraphe II. 1 . 1 . ·1) . 
6. 2) Le "cuery- tcaffic" . 
Le "query traffic" peut être envisagé de deux f açons: 
- Si un exemplaire du fichier f est stocké à l a stations alors un aoonné à cette 
station utilise cet exemplaire , sinon il utilise uniformément tous l es exempla i -
r es de ce fichier . Il est peu r éaliste d ' exi ger d 'un abonné à UJ"e sta tion qu 'il 
utilise uniformément les exemplaires d'u..~ fichi er . On peut supposer çu'il p~{fè-
rera utiliser toujours l e même exemplair e . 
- Un abonné à l a stations utilise l ' exempl aire l e 9lus proche . 
Dans l e premier cas , l e flux (noté ~1 ) sur la ligne 1 vaut 
Àl = L i ., ( i ,k) E: S(l) i .e 
où S( l) = i ( i,k) E: [1 ,s] X [1 , s] : le chemin , déterminé par l a table de r out 2.g·e 
joignant l a station s i à l a s t at ion sk , :paE"se y:1 :i::- l_a li5 ne 1 t; 
Y désigne le nombre moyen de messages engendr é s pa r s econde dont l a s t at ion Oi k 
origine est si et l a sta tion destination est sk 
nbf 
=t= 
j=1 
( U. . / q , ) * ( 1- x .. ) + V . . ~ X, , + 
l.J J l.J l.J 1<:J 
(u ' k . / a.)1' (1 - x, . ) + v' , - ~ x . . J -J KJ KJ l.J 
où qj désigne l e nombre d'exempla ires du fichier j pour j ~[1, nbf] . 
Dans le second cas , le f l ux (noté À1) sur l a ligne 1 vaut 
~ 1= L , ~ ik 
(i , k) e. S~ l) 
où S( l) est le même ensemble que ci- dessus; 
Oik a la même signification que ci- dessus 
nbf 
= ~ 
j=1 
( 1- x . . ) + 
l.J 
+ u ' 1 • * z, .. * 
_(J KJ l. 
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mais il a une va l eur différBnte 
+ V 1 .. * X . . k J l.J 
- - - - - - - - - - - ------- -------------
où z .. 1 = 1 si l a s t a tion k es t , parmi l es s t 8,tions con t enant 1u1 s:~empl 2. i :::·e lJ.: 
du fichier j , la :plus proche de l a sta t i on i (18, dist[:,rJCe ëSt 
calculé e à partir de la t abl e de routa6e ); 
= 0 sinon. 
D2ns c e second. ca.s , il est donc demandé à l ' abonné d 1uJ1e s t E,.tion d 1utiliser tou-
jours l e même exempl a ire d 1ur1 fic i:lier. Si cet e;rempla ire n ' é tait pas d.i spo1;.i ,.:i l s 
( voiI· contra i ntes de d.i sponibili t é e,u par a~-:re.phe IL 1 • 2 . ?-> )) , un aut::::-e e:rnrr.p l éü:..·8 
du fic}lier s e:..ai t utilisé s ' il en existeo Il n I a pa.s é t é tenu com1)te de cett e 11or. 
disponi'oili t é éventuelle dans l ' expression du flux donnée ci- d essus . une 2.mélio::::-.'.-
tion à ce n iveau sera it souhaita ble . 
Iahmoud a envisagé la première des deu."C solutions , par contre d8.ns not:r:e 
programme l'ut ilisateur de celui-ci a le choix entre l es deux solutions . 
6. 3) Régime permanent et r é gime jour-nuito 
L ' utilisateur du programme a le choix entre 
rég ime permanent : 
L ' utilisation des f ichiers est caractérisé e pa r un seul j eu de matrices de -cra:L, 
les matrices de "query traff i c " , d ' "update traffic", de 11 query- :r:·e tu..,_""Il tra::fic 11 e-c 
d ' "update-return traffic". 
- régime jour-nuit: 
Dans la pratique on constate que souvent la mise-à- jour des différ ents exempla ires 
d'un fichier ne se fait pas immédiatement mais qu'elle se fait l a nuit en bat ch. Il 
est dès lors i ntéressant de considérer un premier jeu de matrices de tra fic r el a tif 
au jour et un second jeu relatif à l a nuito 
Seul l e r égime permanent a. é t é considéré par !'iahmoud. 
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II . 1. 2 COHTRAD.qTES . 
1) Les contr aintes de cap~cité . 
Les contraintes de capaci té sont : 
pour 1 €. ~ ,nbl]: la capacité d ' u:.~e ligne 1 doit évidemment être stri ctement supé-
rieure au flux sur cette ligne , le caractère strict de l'inégalité es t lié à la 
formule de délai utilisée (voir paragraphe II . 1o2 . 2)) . 
2) La contraint e de délai . 
Le délai d ' un message est l e temps total qu ' il passe ùans le r éseau , entre 
le moment où il est émis par une station et reçu par une autreo 
La contr ainte de délai est la suivante 
T f T 
ma:c 
où T -est une valeur réelle donnée par l ' utilisateur du programme; 
max 
Test le délai moyen de t r ansmi ssion d ' un messageo 
Dans les hypothèses 
nbl 
Z: c~i l o- ) 
i=1 
de Kleinrock (voir paragraphe I . 5.3)) , Test donné par 
(1 /f 11 C. -). )) Y'" l l 
où À. dés i gne l e flux sur la l igne i (expr imé en nombre de messages par seconde); 
l t désigne le flu.~ total sur le réseau (expr imé en nombre de messages par 
seconde) . 
nbl 
= L ~ 
i=1 i 
)A- dési gne l ' inverse de la longueur moyenne d ' un message; 
C. désigne l a capacité dont est munie l a ligne l ouée i . 
l 
Comme les longueurs moyennes des messages sont diffé:renteo suivant l e type de 
traf;Lc , il est nécessaire de rempl2ucer , da,ns le terme relatiî à la ligne i , JJ. 
par _)J- i où _t- i désigne 1 1 inverse de la l ongueur moyenne des messages cir01_,J_ant 
sur l a ligne i . 
De la f ormule évidente qui suit, on t ire a i sément l a valeur de / i 
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où 
À. / µ. . 
J. J J. = ( X - query) i / f- - queriJ + ( ~ - ret- query) i / f- - r et - query 
+ ( ~ - update) i / f- update + ( A. - ret- updat e) i /y-r et - updat e 
( À - query) . désigne le flux sur l a ligne i provenant du "query traîf:.c '' 
J. 
(expr imé en nombre de messages par seconde) ; 
( À- update) . désigne le flux sur la l i gne i provenant de l ' "update tr2.ùL" 
J. 
(exprimé en nombre de messages par seconde); 
( 1' - ret- query) i désigne le flu.,'C sur l a ligne i :provenant du " ciuer;,r- return 
traffi c"(exprimé en nombre de messages par seconde); 
( À - ret- update). désigne le flux sur l a ligne i provené:.nt de l ' "updD.-c e-
J. 
return traffic 11 (exprimé en nombr e de messages par seconde) . 
De plus certaines lig~es pouvant être non louées , le délai moyen de transmiss ion 
d ' un message devient: 
( 1 / (,µ. i Ci - ~ ) ) + dél ai- réseau !( ~ i 
où déla i - réseau est le dél a i assuré par l e r éseau pour l e transfert d ' Ul"l message, 
l a valeur de ce délai est donnée par l'utilisateur du prog:rarnrne ; 
& vaut 1 s i la ligne i est non louie ; i 
0 si la ligne i est louée . 
Si l ' option jour- nuit a é t € chois i e (voir par agraphe II . 1. 1 . 6)) slors 1~ 
cont:œinte de dél ai n ' est eff ectiv e que le jour. Dès lors l e flux sur l es lignes 
et l a longueur moyenne des messages à considérer sont ceux r el atifs au matrices 
de trafic du jour. 
3) Les contraintes de disponib i l i té . 
La disponibilité effective d ' un fichier f est l a probabilité effective 
qu ' au moins un de ses exemplaires soit accessible lorsqu ' un a ccès à ce f i chier f 
est demandé par un quelconque abonné . 
Pour l e cal cul de l a disponibilité effective des fi chiers , l ' utilisateur 
du programme doit donner , outre la probabilité (notée F .) que l a communication 
J. 
entre une station i et le reste du réseau soit coupée (v oir paragraphe II.1 . 1.1)) , 
l a probabilité (notée ri..~) de succès d ' une communication entre les stations i et k 
utilisant le chemi n , dé terminé par l a table de rout age , r eliant l a station i à l a 
s tat ion k (pour i, k e_ [1 , s J ) . 
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La di sponibilité effective du ficb.ier j vau t alors (voir parag-..caphe I ,- " )) • J . ,.:: 
s s 
( L \•r • . a .. ) / ( ~ w . . ) I 
i=1 lJ lJ i=1 lJ 
oh W •• = u . . + V .. + u ' .. + v ' . . lJ lJ lJ lJ lJ 
s 
a .. = (1 _ l: ( 1- r .k ¾- .) ) (1 - F. * ( 1- x .. ) ) lJ k=1 L 
--J l lJ 
On peut signal er qu e si , pour l e calcul de r . 1 ( pow:- i , ~,: E. [ î , s J ) , OZl l .:C 
cons idère un chemin quelconque (et non uniquement celui dé ternin~ par la t abl e 
de routaB'e) reliant la station i à la sta tion k , a lors l a disponibilité eff ecti\'e 
des fichi er s sera améliorée . 
r-':a i s l ' expression du flux telle q_u I ell e a 6t é dari.née au pn,regre..)he I ï. 1 . ·1 . 6) ne 
s èr 2. plus correcte . Cette amélioration pourrait ~t:.:e enYiSé.;,6'ée . 
4) Les contraintes de stockageo 
Les contra inte: de s tockage sont 
pour i E: [1 ,s ) 
nbf 
I: j=1 x . . -,t longueur du fichier j lJ * ca pacité de stockai;e de l a, sta,t ion i. 
On peut rappeler que ces contraintes de s tockage ne sont pas envisag{es 
par 'Iahmoud , l a capacité de stoc~:age des différen-ces sta tions Pt ant c onsid?:r.6.e 
comme infinie . 
5) Les contraintes de flux . 
Les contraintes de flu..~ sont 
- pou.r i ~ [ 1 , s J : 
L _ >i 1 / ,.. 1 { va leur maximale du nombre de b its que l a st::-ation i peut l E E: . / 
l 
émettre . 
' -, ) 
ou !!Ji = 1 ligne 1 dont l a stat ion origine est la station i r; 
'f_ ~ l 71 '-. valeur maximale du nombre de bits qu e la station i :peut 1 E: E 1 • -
l 
recevoir . 
où E ' i = { ligne 1 dont la station e:~trémité est la station i ~ ; 
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- pour p E ~ 1 ,n r : 
~ À 1 .l,-1 <. w:i.leur maxi male du nombre de bits que l e noeud p peut 
l '=.E!l 
émettre. 
où E 
'J 
= ~ ligne 1 dont J.e noeud crig-ine est le noeud p 7 ; 
1 ~ E 1 ~ 1 /11 ' v;:1.leur maximale du n ombre de b it s qu e l e ri.oeud p peut 1) 
recevoiro 
où E ' p = i l i gne 1 dont le noeud e:::t ::-émi té est le noeud. p ~ • 
On peut r appeler que ces contraintes de flux ne sont pas envi s8,:':-ie s par 
MR~oud , les différentes valeurs maximales considérées ici é tant supposées infini5s 3 
6) Les contraintes sur l ' sMplacement des f i chierso 
Pour des raisons quelconqu es (politiques par exempl e) , il e s t possible 
qu ' un fichier doive avoir abs olument un exempl a ire s tocké dans une certaine 
station ou qu ' au contraire il ne puisse avoir d ' exempla ire .::.. cette s t é,tion. 
Les r estrictions sur l' all ocation de fic 1.üers doivent être i ntrodui tes 
par l'utilisateur du progr3.mmeo 
iYialmoud n' envisfl g;e :pas de telles contra intes . 
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II. 1 • 3 E:JOECE :DU Pl103LD1E. 
l'ioyennant les donné es (pa:ragT?,phe II . 1 • 1 • ) , 
déterminer : - l ' allocation de îicl1iers (x) 
- et l ' allocation de capa cité s ((c1 , loc1 ) ,., o , (cnbl' locn0 1 )) 
où loc1 ( 1 E [ 1 , nbl) ) vaut soit loui , soit non loué suiva,n t q_u E' 
l a ligne 1 es t loué e ou non 
q1.:i minimisent la fonction de co-0.t (notée d) : 
nbl 
d. = "[ 
l=î 
+ 
s 
~ 
i=1 
nbf 
L ( t arif 
j=1 
X • . l.J 
au bit stocké pour l a stéJ.t ion J.. * 
~ longueur du fichi er j) 
sous les contra,intes de capacité , de délai , de disponibili t ô , de stocl-::a{;'e , de 
îlu.x et d'emplacement des fichiers (paragTaphe IIo1 . 2 o)o 
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- ---- -------- - - - -
=r. 2 
T-,- ,-,. .,. 
.J...!.. . ('_ . : 
I , \ 
\ ' I l ' 2..ppr oc:·_e e:c::.2ust i v e . 
st l e nomo:ce è. ' él énent s d.e 
~~1,::. q_u e a l l oc2.t i on a.e 
r '
1 
S • 11.1.J ,... ) 
,:. 
,,. 
C = C 
nbf = 8 
r_bca :p = ,.,. 
: t l = 1 -
. nt l 
::0c:.1; 
. . - ' 6 ~ J) 
!~ :.12 "\r.'.:;..:J.-;; ~ \ 
on cc'î.s i d.ère q_u ' un c"s :;_) eut 
..... ·.::.,, _, 
nr 1 
v au·c nbca:p · • 
(; '-i - è. 
-- · 7 
~;::- . 
i .• \, , v ... ,-
:::. e 
" · ·o -~·"' "'.,., e c.-:· · ~· •u.1"'-'- i' 7 r. 1 ~1 <.,,.re::.. ·', 0 1 ,.,. c:ec c '- '- - ,· , ,-,7 -u - • , . ,~oil• -' ·· ~, -J..J .,_ u --'- .,.UJ.!.U ..., .. _., •• "-' "' - - -.. - ,. .._ ..., __,, ...._ ,_ .,. ~ - ;- Ù L ... lJ. _ __ \.J.1._ \,1. '..L-- •~ ,:-: o 
...; econd.e spproche 1 ' a pp:roc~1e :i:1.;:u:ri s ti½.u e . 
:uel c;_u es è.éfïnitions p:r22.l ë.b l e s : 
ca pa cités q_ui v é:.::-i:~i ent l es s i x contr a i nt e s du pr o·c1 0me . 
1
.m.e s olut ion opt i rr.2,l e du :prob l ème est une solut i o::1 d.u .:.n ·o'o l ;,,;::"' q_ui rai n ir~ti se· l ~ 
f onction de coût . 
lme .slloc,,-tion ë.e : ichi ers x e s t cfa i s 2.bl e ( r e sp . t f2. isab h :) vi i..l e~::.:. s ·;:;:; é''.l 
mo i ns une a l l oca.-'.; i o:.-: de capac i t é s qui , o..s socië;e à x , v {:.::ii i e ::. cc oor.1;:..·,. ::.:_~1:- ü. E 
ca p2citJ ( r e sp . dél a i ) . 
1 22 
.... . - . \ 
,::.. :- .:;. ;.;:- J .. c, 
v.·::-:..fi s l es ·• ~,1+·v, 1.• . ,O. '~ '- .,:> C 1~1,,-- ,' c· • e <:-· ) c,·•• o(;· · , .. ._, Vv __ i.,...., c.....:..1.V"-"-' .___._ .._, :..:...A.,-- ...,.1. • ._.v - - ·\ ·, ,;:;:; , .. , . __ (' 
.. .. -1 ~ "\.,. 
,J - - ~ - ' 
--:r t 
., e Tl , déte.rwi ï1e 1.' l_e fil"'i~ ' i q_l1er0Gr. . .-~ 1 12 =..1 c ? t.i · :_ è.: .... ;~:;_ ... ., __ __ __ ·~. y 
l e c~rct rni r:i rt11.IJ.l -~ou·~ E:11 :.:' 6S?è0~:::r:·v l e.s s i_ ._ Cfj"~: C::r ::. ~--~:... • 
~a s econde consiste à 
conc i d..i :cer U..'l sous- el1aem~)l2 ,,._ ?ICI"! 
i l ér.c.ent X c.e .. , cons i dt5re · un vois i rn15·e 7_, 
-· ' 
·cJs (lui , assoc i 6e a x ' , à.onne l e co-0.t minirrn.ll!l tout en :-..·2s)ec-cLn c lé 1: sL.: e;o: ,-
:J2.i1s l es d 81.L-: stra t éf:.'i es , il f2.ut ajout e; r- c ette ç_u2.tri àrcr:: ,;t 2..;:;E: 
:.?2.:;:-:ni t outes ce s solut i o 1s du ~robl b1e , est :::·etenue cell '2 ''_1;;.i :ior>~1G l G coü t 
miniimlil! : rien n e preuve q_u e 0ett e solution ser a op·ciffib,J.. ~. :;:, .:,. qu 2.lité ù.e ct: ·c';.:: 
soLrtion dépenà. de s c ü o:..x effectut s "ans le s trois :n.· cL~.::. i;; ::.·2G .:-t2.pe2 . 
La seconde stra t lgi e a ê t é chois i e p;:::.r :1alm:ouë. , c~uss i VE-,- 1;--on r-is -.:o:r.:.1c_.-. 
pr ;kise~· les diff.§rent es é t apes ·a:as l e ce.s de l a seconde st:-..'~ ·c,; (;S i è . 
=..u 2l s 2.l g-orithmes è.e c l1oi x d e X et ùe 7 " ( pour x € :{ ) , f2.ut - il condc..• :ce:c? 
.A 
Le but uni q_ue est de cor..s i d6rer Z et V (pour x é :-:) tels q_:i ' il exi ste x E. ; -.. s-:: 
X 
x ' E V : x ' es t l a meilleure a llcca tion à.e î i chle::::-s J OS Gi b l e c 1- ~- :i 1 1 2-l l c:l;a -
:;.;: 
tian dP. fichi e::::-s qui munie à.e l ' a lloca tion de c2,pac it6s 2,dôqu :-1 te è.onr.e l e.: con.c }. c 
plus petit possible . 
Cn cons ta t e que 1er c 1oix ie X e t de Vx (pour x e. ::) ::1e ~e-..ivent _ t rR fr.i t .il:i ::-
pendamment les uns è..es aub.·es . Dans notre démarche , l ' u l z;ori t}:me c:;_ui ,tiYccrf!'ins ,_ 
es t c hoisi en fonc tion du cnoix de 1 1 a l gori t l.lille qui dé termine V:: (pour x é : .) • 
Aussi ~our b i en compre;ndr e 1 1 2,l gorit:'1llle de choix è.. c : .. .i'.'2.ut- i_ cl ' 2-'-.lo:.·d. (·~u .=.i e r 
l ' a l g·o:::-it:une de cr~oix ë.e Vx ' p om:' :x appa rtenant à FI,JH, c:.:ai oa°'.J l G, df:ü::;;c:'., l e 2,:; 
efa i saèle . De plus ce .ierrüe r 2.l gor i thme d6:pend de l ' e,l ,;oi'i t i'liliE: d 1 alloc::.:. tion c5. ,: 
ca:Jacités . Au ss i est- il sounaitable d ' é tudier d 1 2.bor cl l a -~:.cois i dme .j~;aps :,:e_s:;;:;,_ , e 
~ l ' allocation de capaci t ~s . 
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Le problème €0 st l e suiv:,,,nt 
:2:tm:.·c C::.or,.né 'lill. · alloc2 -ti.0r.. èe fic .. :. e:::..·s 
C!loh: de l ' a llocution d.e c;:i,:pacités) . 
Ta 1 alloc.=i.tion de ca.::_:)::i.c ités '.lonn i e par l ' ri l goritl1Ille se'.':'?. notée 2.ï.7 ocati c- ~. ·1 • ~2. p:-.-
cités fou.-cni e :pa:r la procéè.i_i_re ALLOC - C.APJ:.GIT".iES , 
LH :onc-tï~'î de coüt dont on dispose n ' est è.-S iiri_e q_ue ::::iour l e::. s::uJ. ss 
a llo<..;2.tions de capacité s disponibles : cett e fonc·sion es -:: dœ1c ùibc.;:.::·"::·c e . 
Une . ' ~- .... !!lis re . . ;:bl ir'l :5e cons i ste i':. prolor.!.g'er con-t1Efune:i1:c , clans lR , 
1 . ' . d '.(.".t:' . • .1. d T ) • 1 . . ., ' + :.'.. ,;ec.:1.·,nque e:è. ;::oe .,: .,_ J.cien 1,S e 1Jacr2.n ~-;-e pour ,;::c-ou-. ..- 2r e n1in1:;11.1.'!l c.2 ccc , s 
f + . t. , '° nbl , , t . . . . , , , , , , . one ,,ion ccn inue c.e.ns "' e-c; a p i;!.r ir c.e ce m.J.111.nru.In -crouver .!. n .i.1.oc ,.-.; i u:2 
capacités qui conduit au coüt l e pl us bas, 
Jette idé e ne peu·~ Gtre 2 .. p!)l i çuée q_:.1e 3 i u::.1e !-2êrc.c cap2.c i t é !·10 :)eut 8 t;:_,~: E. i ~1.l -f; ·- -
:;i:) ;::a p- loue = 0 , coi t !lbc8p- non- lows = O. 
Jeu:~ questicns peuvent s 0 poser 
Corrunent prolon:..; e continfunent 12. forJ.ctic:i ë.e coüt dü::G::i::'?,;t e _;::>c-c...r Ci U.ë :1.. [". :.·.:sul'J.-
tion mat::i5m.s.tic:1.1e d.é cri t e ci- dessu::; ne nécessite j,.>é'.S ur.. t er:i:_.,s Cl..,.:J t2·0~1 i :i:!!:p0 :i.. -
t a r...t. Il f aut s i 6n::ü er que du temps C:PU sera n é c es saiz-e pour ic;•t e::mi .-=;r l ;:-, 
îonct ion cor-tinu e ID2,is aussi et surtout pour r ésoudre l e ::_:)rool èrJG :.1c"1,t ~2. -·nr1:ti ,èUc-. 
de recherche è.u rr.i,îirm:u:n. 
8orrun&nt d.é t 2imi::.1er l ' a lloca-tion de capacités~ pa::-~ i :;:- du rri::- 5.ï.:L'.I:1 cle l ~•- ::0::1.c; ~:i.o:--, 
continuG. 
Les fonctions continues l es :plus fré q_u e:rm1G1Tt envisa6 -5es s ont 12s .:œ1cticms 
linéaires et e~-po~entielles 
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l c,s i'o: :;.ctior. . .s li:œ5a i:res 
;ni;.üï:J.iser :.. onc·cicn 
, 1 ~ no __ > J. . ( ... ., 
• .. "'1 ,• o•, .. "-.. ., .. 0 7 
.1..:. .... 
s ous l R con t:::-ai nte 
ribl 
L 
i=1 
G." • -r l. :;._; 
(1 / \ \) + ·~1- · ~,,~ .. -,, ... /\ • J C ,:, ::-, l - .• c,.ë--- ~ '" 
l 
~ . , v , A.l , T so:.:r t ë.es const:ru:te s :;_:,o ::, i tiv es 
J.. 0 / IDé?, :iC 
& i = ·1 si 7 r, _ c, 
7 • 
- l.z:18 i est loué e ; 
= 0 sinon 
d. est une const::m.te t ella qus : 
l. 
qu e_l e <,rù.e soit 1 1 2.lloca.tion de cs.:p3.ci t : 2. 
i e2t lo~ée ou no~ 
n'c l 
E 
i =Î 
d . 
l 
C . 
l. 
ind.é_pe11 è.ant s à.e l ' ;:i.lloca ticn de ca~x.ici t ,: s . 
, I \ 
. " 1 0~ l \ '-'1 ' -1.. _, 1 / ' • • • ' 
l 2. solu·cion v-::>.ut , à.r.ns le cas 011 toutes les cc-.1,2.ci t ,; s ;:; od :; l ou,~ ·s s 
À· l. 
nbl 
L JÀ . d~ 
. ~ J J J=• ' 
-y-
(v oir appimclice "1 'lpA '.D pour la démonstrc-.ticn) 
- l es fonctions e~'})onent i elles 
minimiser l a fonction 
~ • -::inbl n • 1, ., ) r . .:.l ~ - · • ,x1 , • • • , · ·:1bl ---:. 
sous la. contrai nt e 
).. ) ) + délai-:.-.• ·' se2.u ~ 
- 1 25 -
~ - ----------- - - - - - - - - --- - -~- - - - - -
o) • 
~ i 
con~ d.es co11stE .. ntec 
= s i 18. lit,J.e i est l oué e ; 
~ 
= u s i :?:1on 
e t b . so::-"it 
l 
ë.es consta,ntes t e lles q_u e : 
quelle q-:.12 s oit l ' 2,lloc2. tion d.2 c2.:;iaci t,::; 
ot: loc~ (i ~ [î , nbJ.] ) 
_ est lo~é e ou non 
nbl 
L tarif 
y 2.u t 2oi t l o'.15 , 
nbl 
L 
i=1 
a . 
l 
c . 
J.. 
b . 
l 
I / - \ 1. \ c 1 , ;_oc~ 1 , •• o , 
: -: - '1 
- - ~---
l ' égali t8 st:::-i ct e est en général i m;ossible l obt&ni:r. ; les co-ô:':; s l i:ô 
s toc:~é•,ge n I ont pas é t é r epr::.s ùans l a fonction d.e ooüt Vl'. qu I il:: .; c,:,;; 
i nd.épe11à.a.11ts à.e l ' a llocr,:cion ùe cape,c ités , 
D2ns l e Cél,s · 01' toute s les c~,p2,ci t é s S0.'.1.t 101.1.ées , voir solution e"c t:..;ï:;on:,t:::at ::. ::œ 
Cr.. peut s i g:1é1le:: qu e l a détermi nation de l a fonc tion f ne doi-~ ce f :::1.i i:e qu ' une 
seuJ.e fois à.ans l e ca. s 01.1. toutes les ca:;:,ac i t é s sont louéee . ï..n s::::.:et , :ic1ns ce 
cas , l a for-ction 
nbl 
~ 
• 1 l=1 
4- • r. 1 • 1 ) t . d , d .1. ' 1 1 11 ' . " 
... ari .i: \l , oci , ci es l11 epen 2,11u e a.e ; , _oca ·cion ._:____. 
fichie :::' s et plü.s p::'écisément du flu.::c. Par cor::-c :.'.:'e , la fonction : ùe·r.:.·[ .. i t êt:-c& 
dét erminée pour chaq_u e a llocation de î i chicr::: lorscu e certaine s Cé1p2.c ités 3Œ:·~ 
non l aus es . 
La d8uxiàme q_uestion , q_u.i concerne l a dc5 t -s:crni rn:,tion de l ' allocr-;:::ion clc cr.,pn,..::i ;; . · ~ 
à pr:>.rti r du Dinimun1 de l a fœ:1~tion co::,:cinue , présent e dc:v.:.11t a ,_;r3 ..;.e è..i.:f .:.. cul t Ss . 
Ai nsi , si l es cap&cités disp on i b l es s ont ~e 1200 (bits/ssu) , ~ÔCO 0t 1~~G , si 
nb l = ,.j. et si l e mi::üraurn de la îonction continue es·~ c1ttei nt Jour :,_e r..bl - LJ.:il. c 
(15368 , 1762~ . 3 , 14638 , 12621) , coITI!ïlent ;,eut- on déterl'liner 1 ~ .:ne illw..i.::..'<ë: s lloc~·--
tion de ca :;:,acité s à partir de ce n':)1- u i)le . Utili~·ée seule , cette ·~cc:.miq_'.le è.E: 
prolor..go,tion ô.e 12, ::'.'011ction de coü t p2,::- U..."1e fonction continue se;;i.1:i l e -rouc;c, ... 
l ' é che c . 
L ' utilisat ion cl 1 œ1e prol ongée cont i nue p eut :Jer met-ci·e de :i..· s ùui2.:e .fci·tc-
ment l ' é tu.cï.e e::r..112 ustive à.es différ entes a lloca tion de capaci-::;é::: . 
:Sn ef.:et , co::-is iè..{ rons lli, p2.,rcou:cs 3:x!12,ust i :r' d os cli :ffS::ent s s P.llo c:c:tio:ic clc 
cap2,ci t é s s i zna_ées dans 1 ' exemple ci- dessus et notons d- i ntc ::..'Ill J. e plus ;ieti·i; 
coü t trouvé à un moment donné de ce i)8,rcou.rs . Cormncnt :cédui:ce ce :;:,;.,,:;:-cours : 
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::?oux U:C.é ligY1E do;:-,11.fo , le f lux l a '::li , ~.t. <:;;..J V conn.u vu q_u.s l ' a J.::i. ocP/~i :: 
fic:liers ~~ est dé tsrrrd.r:.~[ ~. Il est pétr cor1sé qu s·!'"t.~ i:.1trt i l s c1. e co11:-,:'_ · drc:c , ~:io 1u 
cet t e ligne , toute cé:.:pc,cité i nf'-r i eure s. ce :l:.rz. Ge·c·co )J.:eni è:..·::. m;~ ..• o,::.G :...s 
M 19200 
è.- ir.i.·~1;._:-_m e t s i l es cl2.s se!ïlents sont : 
~ui ,,0.11tes : 
*1 19200 ,., ,... 
,:'. 
)f 3 
oi·. *. E: ~ S,ôCO , 12cc , 19200 ~ 1 
~ 2 E: i 9600 , 19200 ~ 
~ 3 E i 1200 , 9500 , 19200 ~ 
9600 
r •J .C 
,::_ 
. . , - ·· ..... 
- •- •- ·- l • - ..J 
- - .- • ..!.. 
'./ ,.• ,._ .V 1 , • ,_ ' _ ,_ ' 
D'"'.ns le cas d~c2ni r é o'l1 soit nb~a~1- loué = 0 ou soit :;.1bc2,~- non- l r u2 = C, c i: 
c J 8.s"'e:ment c c1nc i ûe a·-rec l ' ordre croiss:=mt ù.es v2.l eu::s è.e capac :!.. ·c·~, Je n ' est 
p2s n é c essr'.:.:!'.'ement l e cas lorsque nbca :_)- 18'..è".) :-J: 0 et n ',c2,!J- non- lo1.1e * O, c?::· 
·~me c<>~<>cit é louée , :9lacée sur une li3·ne :!:)arcou:i::uc p2,r ll.11 f lu:c .:'s.ib:t 2 :::·c :,e:u 
utilisée , peut êt:.:.'e ~Jlu.s 0aû"ceu::: ':' r:1 1- ' une ca:pE~ci t~ non J.oué e 3.::: ~ ... 1.u~ ,.;-.::··-'.r".3 
va.l eur pl acôe su:c cett e même lie.ne . 
1 27 
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1 2 p2,rcours ezl",.?-.u2-l_; i f sur 02.s'.) de ce cl 2.sserne!lt . F::-e:.1œ:c 1.-::1 ::::er:l:;il e : 
1 ' "11 c,,.,_,. o·~ de C"p"ci·'- -~c:, ()1~0,; , îS''.:1_00 , 0 600 , ·1200 1 . . ~ (lu_ ;_,r-_., _i M,:.o• re_1~ ,-l l ,i-:-,_ e,;, _ Ü ' c.., v _ ;; C:._ç'- _I,• , ~ ,- V ,<- _/ _ ,. _ J. ~ C"-
sc-s su:1·::cietx 2u 6:~l r• i 11oyen 
::.i..:,T,-:: , ~20c 9Soo ·192cc 
~1 *,., )E-_ ·: 2 C-O 
.:'. ) 
o:--· 
~ .; t ~'1200 , 9600 } 
1 
* 2 ~ ~-• ',:• tîO 1 - - ' 9600 , : 9200 ~ 
*,: i 1 -~ "1(1 9600 ', E, .:'.Uv , 
,I 
et :ii l es 
Dans l e cas dégénér é où soit nbcap-loué = 0 ou soit nbcap- non- loué = O, ce 
cla s s ement coï ncide avec l ' ordre croissant des va l eurs de capacité . Ce n ' es t 
pas nécessairement le cas lorsque nbcap-loué :p O et nbcap- non- loué :J:: 0, car 
une capacité non louée peut donner une contribution au dé l a i moyen d ' un message 
supérieure à celle donné e par une capacité loué e de valew plus fa i bl e . 
A propos de ces quatre méthodes de réduction , une question s e pos e 
Comment mémoriser les allocations de capacités dont la considération es t inutile? 
Il est évidemment exclu d ' utiliser des fichiers sous peine de t emps d ' a ccès , à ces 
fichiers , très importants . Mémoriser ces allocations en mémoire centra l e exi ger a i t 
une place mémoire considérable . Une solut ion consiste à utili ser un a l gorithme de 
parcours des allocations de capacités , apte à tenir compt e dans s on exécution , de 
ces allocations à ne pas considér er . 
Voici cet algorithme 
Pour chaque ligne 1, considérer le classement des capacités ( c11 , ••• ,clnbcap) 
selon un des deux classements décrits dans les troisième et quatrième mét hodes 
de r éduction et où sont exclues les capacités de valeur infé rieure au f lux qui 
parcourt la ligne 1. 
Considérer l'ordre schématisé ci-après dans l e ca s particulier où nbl = 4 et 
nbcap = 5 : 
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r a cine f i ct i ve . 
c25 
a! . '\ __ 
/ )\ / )\ 
C . 1 • • • C . C 1 1 ••• (; .- ,_, 4 4J ~ , ] 
Cet arbre sera parcouru selon l a techni que dite ~GD si on cons i àère l a t r oi -
s i ème méthode de r éduct ion (ou RDG pour l a quatri ème mét hode) . 
Cette techni que signi fie puur un arbre bi nai re 
PARC OURI R (anbr e) Si ar br e f v i de 
alors 
début - a lors 
vis i ter l a racine 
PARCOUnIR (sous- arbre de gauche) ; 
PARCOURI R (sous- arbre de droite) . 
f in- alors . 
Dans l e cas où l ' arbre n ' est pas binai re ( c '-à- d . où nbcap * 2) les ~ous-
ar bres s ont parcourus en a llant de la gauche vers l a droite . 
Une a llocation de capacité s s er a r eprésentée par une branche allant de la 
r acine fi ctive à une feuille de l' ar br~ . L' or dre de cons i dération des a lloca-
tions de capacités sera l'ordre dans l equ el l es feuilles seront v i sitée~ lors 
du parcours de l' ar br e c i - dessus . 
Cons i dérons l e cas de l a troi sième méthode : il est facile de l ' exploiter partiel-
l ement . Ainsi , s i l e noeud c23 , correspondant à, l a branche c12 , c23 est vi sité et 
que le calcul du coüt pour l ' a llocation de capacités : 
012 pour l a premièr e ligne 
-
023 pour l a deuxi ème ligne 
l a pr emièr e capacité dans l e cl a s sement r el a t if à l a trois i ème ligne ( è. savo i r 031) i 
l a première capacité dans le cla ssement r elatif à la q_uatri eme ligne (à savoi r C 41) j 
est supérieur à d- interm 
a lors il est inutile de poursuivre l e parcours du sous- a r br e dont l a racine est l a 
capacité c12 cons i dér ée ci- dessus . 
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L' exploitation de l a troisième méthode est partielle en ce sens que , en fa i t , 
toute allocation de capacités du type ci- dessous est inut ile à considér er : 
)'1 ~ 2 * 3 *4 
où 1- 1 ~ c12 
* 2 ~ c24 
~ 3 ~ c32 
*4 ~ c41 
~ est l e signe d 'inégalité défini par l ' ordre considér é dans le cl asse-
ment des capacités . 
Le raisonnement est semblable dans le cas de l a quatrième méthode . Quant à l a 
deuxième méthode elle s ' adapte aisément à l 'al gorithme de parcours qu ' il soit 
relatif à la 3ème ou à la 4ème mét hode . 
Dans le cas où les cla ssements des méthodes 3 et coïncident (c ' est l e cas 
lorsque nbcap- loue = 0 ou nbcap- non-loue = 0) et où par conséquent l es deux 
arbres sont les m~mes, on peut exploiter simultanément l es deux méthodes , mal-
gré qu ' à priori l'une et l ' autre exigent des parcours différ ents de l ' ar ore : 
r appelons que l a méthode 3 exi ge un parcours RGD et l a méthode 4 , un parcours 
BDG. 
En effet , si on considèr e un parcours RGD de l ' ar bre et si l e noeud c23 , corres-
pondant à l a branche c12 c23 , est visité et que le calcul du dél a i moyen d ' un 
message pour l ' a llocation de capacité s 
012 pour l a première ligne 
023 pour l a deuxième ligne 
l a derni ère capacité dans l e classement relatif à l a troisième ligne (à se.voir 
l a derni ère capacité dans le classement relatif à l a quatri ème ligne (' a savoir 
est supérieur au dé l a i moyen exigé 
alors il est i nutil e de poursuivre l e parcours du s ous- arbre cl.ont l a r acine est 
l a capacité c23 considérée ci- dessus . 
Dans notre programme , l es méthodes de r éduction 1 et 3 ont éte ~mplémentées . 
Dans le cas où nbcap- ::'..u-:.._.: = ~ o-..::. ::1 ;:; 0 ::=- , .. 0:~-:'...y_:.' - '- , 7 , • - (., __ _ 
- ~. 
- : .... :_:.: , _p1..s~·· 7 . --__ c.: ,.!"I .. ',-, -. J_, v.L ... \.J1..L .... 1·- ......... -:._ - . - .. . -
- , - ... . , ... 1., ~ - v.... ~ ., , .• , L ~ ·c 
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c35); 
C 5) 
- - - - - - - - ---------- ---- ---~ 
Deux méthodes sont ici présentées: 
1. Utiliser la prolongée continue et à partir du minimum de celle-ci, on pourrait 
par exemple considérer l'allocation de capacités obtenue en nnmissant chaque 
ligne de la capacité qui, parmi les capacités de valeur supérieure à la valeur 
réelle trouvée pour cette ligne, engendre le coüt le plus bas. Encore faudrait-
il que cette allocation de capacités vérifie la contrainte de temps. 
2. La deuxième méthode consiste à: 
-pour chaque ligne, considérer le classement des capacités par coüt croissant; 
-considérer l'allocation de capacités qui, parmi les allocations de capacités 
vérifiant la contrainte de capacité, engendre le coüt le plus bas (pour plus 
de facilité, cette allocation de capacités ser;3. désignée par l'expression 
"allocation de capacités calculée par la procédure JNIT-CF-CAPSOL) 
-ensuite 
répéter 
.considérer la ligne qui provoque l'augmentation minimale de coüt 
lorsqu'on lui ·affecte la capacité qui suit, dans le classement, celle 
dont elle est munie; 
.effectuer l'incrémentation de capacité sur cette ligne. 
jusqu'à ce que le délai moyen obtenu soit inférieur au délai moyen exigé. 
Une question se pose à propos de cet algorithme 
Cet algorithme ne va-t-il pas boucler indéfiniment? 
L'allocation de fichier x considérée est, par hypothèse, tfaisable mais en réalité 
rien ne prouve que par ce système d 1incrementation, l'algorithme aboutira à une 
allocation de capacités, qui associée à x, vérifiera la contrainte de délai. 
Aussi faut-il compléter la condition d'arrêt: 
jusqu'à ce que 
(le délai moyen obtenu soit inférieur au délai moyen exigé) ou 
(les capacités de toutes les lignes sont maximales). 
Une amélioration de cette algorithme est présentée ci-dessous. Dans le corps de 
la boucle de cet algorithme, il est possible qu'une ligne, non retenue par le 
critère de choix, fournisse, si elle était retenue, une allocation de capacités 
qui, associée à x, réponde à la contrainte de temps. La meilleure de ces alloca-
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tions de capacités sera mémorisée (cont noté d-aux)et finalement comparée à 
l'allocation de capacités prodiguée par l'algorithme initial: la meilleure 
sera évidemment conservée. 
En fait, la condition d'arr~t de l'algorithme devient: 
jusqu I à ce que 
(le délai moyen ~btenu soit inférieur au délai moyen exigé) ou 
(le co~t obtenu soit supérieur à d-aux) ou 
(les capacités de toutes les lignes soient maximales). 
Si l'algorithme ne fournissait:'aucune solution, on pourrait en trouver une en 
procédant de la façon suivante: munir chaque ligne de la capacité dont la 
contribution au délai moyen serait minima.1.e. Cette solution, associée à x, res-
pectera la contrainte de talai car x est tfaisable. Evidemment rien ne prouve 
que le cont, relatif à cette solution, sera bas. 
La méthode 2 est implémentée dans notre programme. 
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II.2.3 ALGORITHME DU CHOIX DE V. 
X 
Les allocations de fichiers x considérées sont cfaisables, dfai sables et 
efaisables. Le voisinage V de x sera, par définition, l'ensemble des allocations 
X 
de fichiers étudiées dans la procédure OPrIMIZDIG-ROUTINE (x) décrite dans la 
fig.2.2 ci-dessous. 
OPTII,:,]:ZT"~ '3--?.OU-TII~E ( x ) 
.. ---- --y ... - ' 
soustr~~nv~~a5ée: =fal s e 
oui 
x es t tfaisable 
non 
i:-optim :·=Qatrice nu1le 
d-optim :=inf · i 
x- optim:=x 
d- optim:=coât a ssocié 
l' allocat i on 
calculée p a r 
à X et à 
de ca:pacites 
.L\LLO c- c _u,. ;.cr ~ 3 3 
C:d 
r 
cpt- add :=cpt- add+~ 
,__ou.i __ ·___ m,ise- à-jour de x- optio _l 
-~jioii,,i ..... _,. et de d- optim 
cp o.1ù.._ 
s oustr-envisagée 
cpt-sou s t r:=O 
s ous6 nvi sagée:=t:rue 
SOOSTRACTION (x-optim) 
non 
cpt - s oustr: =cpt - s ousLr +~ 
mi s e-à-jour de x- optim _J 
et de d-optim 
non 
ou i 
cpt-soustr=o ,-....--------
non 
fig . 2. 2 
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r i sul t a.t : 
I:i.. es t possibl e q_u ' aucune alJ.oc2.t io:::1 z ne s oit -c:::-ouvôc o·J. r.f.J.e <,;t:. "et .:: .:,,l:~oc.:0• ';iœ 
suGcès ( variable suc c-2s utilisé dans l ' ort?,g;:ügramme) . 
mise en oeuvre : 
Ho t ons d- o:Dtim ( ya:::-i able - opt i m utilisée da.ns l ' o:;:-,:;ani grarmc.e ) 7. '2 ca-(\_ ·•; 
le plus bas trcuvé 2. un moment donné è.e 1 1 exécution de CiFTTI1I:D.rG-=(C"'::1:C:"=. . 
:Pom· ch=tq_ue fid:.ier f , est choisie l a sté;t ion qui 1non munie cl ' un c -:er::.'.1J.;-o. i::.:·,, .l c-
f :pour l ' a llocation::;: et q_ui rrruni e d ' un tel e:cem~l 2. i::-e , donnera l ' ·.lloL::•·c.:. cn. ~. -.:: 
::ichiers cfai sable 9u.i. fou...'l"!l. i t ls coüt miniI!J.2,l l o::::.-s,:;,u ' dJ.e e .,t ::r.ur.Ü:· ..io J. ' :-:. :_J. ;:ie; '.'.• -
tion de capa c i t é s cRl e;ulJe p2.r 12. procédure D::!_- Gi'- Cii.:?SOL . 
On d ispose donc d. ' un ensemble ~ è. 1 2.u plus n"of e::-::empl a i res · e .:;:ic.;L:.eI'!:', ( ou ::c 
fr çon éc-iuivalent e de n":)f -::oupl e s (2t2.tion , ::ic~lier )) , 0 .1.1 ;:;lus cP-.r ;_1 :,~ t ~cc!:'i-
":)le -~u.e pou.r cert2.i:îs îi c~'li ers il soit is,;,ossïol s L: ' ,:..jouts r ·.al i.:: F-:.:~1lé: i:. :c. ou 
q_ue l ' a j out ::1 ' un exempl a i::ce q_uelcœ:lc-1u e foUTiîiss e UJlG allocn.ti01:. ·::e ,; c::,,~;.;i·c.~c 
_ui r..e soit pas cù·,isc,"cle . 
Gr:. ,H udiera ci:2.c-.i.,. des é l éments d e l' ex,.se~ble ,le s a ll cca t i ons è.e .::ïc~~i e:.:.·c u Y:b,,;'.::, 
en 2.~o-..1tant à. x l e s diff/, re~;t.s s uus- ensembl es d ' e:-::emp_u.i l'GS clc I l cLi 6J..'S Û.é.: J. 1 (.: i:<.:::. ,.-
b l e E. 
Voici une ~mélio~2tion de l a mi se en oeuvre . 
Dans l ' étape rel ative au c 1.o i x de l a station , i l est poss i b l e q_ue pou::: 1.1.2:: f.:. :; __ i -:: :.: , 
une st2. t ian ne soit pas r etenu e mal G!'.'é que l ' 2.lloca:tiŒ1 d.1:: .:idüe::::s C{U I elle 2:c:,:: s r .-
é.rsrai t se~2.i t J.. ..... • ~ , ., raisa.o-'-s et fournirait un co-CH i 1û . frbur à d.- o',;)t i m s i elle ~t:... i t 
munie de l ' a llocation de cap2.ci t é:::: calculée pa::- la procôè:u::ce -·~1i.Ov- v t• .::Lc : •.:.r_:. . L :<-
a lloca tion s de fichiers , obtenues en ajoutant un e:cemplo..'.1.·e q_u elconc::a e l ~~ 1 ~0:1 ~ 
d.or.c és2,l ement é tudiées . 
2 , ;;iroc édure 30UE:T}li-CTim: 
Les spécificationz de cette procédure sont celles d e 12. :i~ocf.--:.'IX!'.'e .'cJ OV.=' c .:-,_ ::_ ' =· J ç ,J.-t 
d 1 lL"'1 exem:plai::-e de f i chi er est r emplé.tcé pa r 1 1 enl èvemen t d ' un e:~empl é•.ire ès fic:~i E.r . 
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3 Le s va :L'iabl e s 
sou2tr - er:vi sagée est true 
ss:. l a l)rocédu.re S0UGTHACT::'.:Oli a ét ~ 3,_ppel6e au raoi:iz ·:.:n2 f oië d.::cs l ' 8a,2Cï.-:'.:; :~c~: 
Cj_)t - adci = nombre d.e fo i s que l a- :procéd.u::ce .AJ OV.r a é t é aj7p8l28 c on:::Jcutiv2:::is::-:~ 
2uc c 22 . 
::- o~ tim = meil l e,.ll'e 2. llocRtion è.e f i ,ùi e:rs t ù ü sa,)le t :r. .. 011v0e .J. ' ' U.G.~1.Tl. .. 
G. '3 l ' e:;,:écut i or. d e l a. p r oddure 0Pl'rITZii•:G- J .0UI'TITE iü -,me t e::.. l e ~:'.loct'. ~~- 0r;. ê. 
i t é t::r.·ouvé e ; 
= ms.t~ic e nulle sinon 
J - o:pt::..m = coût r el a t i f à x- opt i m 9t à .. ' 2ü loce,t ion de c.:n.l ·ul:s _Y'l 
= l ' infi ni s i n on • 
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II.2.4 ALGORITm'JE DU CHOIX DE X ET ALGORITHME GENERAL DU PROGRAMME. 
Le problème est le suivant: 
Tenant compte de l'algorithme général décrit dans la figure 2.3 ci-dessous, 
comment déteri:p.iner l'ensemble X, dont les éléments seront appel és germes. 
c - fL :::i : = infL"li 
r· "I ""'--.,.... _ r-~ .-. -_,, ......... 
-- ... <..; • • 
non 
non 1 
mes ::o.GG: 
' l e problèn e n ' adQct 
solt-:..tion: , "l,~t . • , 
-- • J_ J_ p ë. S Cl e SO .I.U. ion., . 
.,_-_ in. a E: 1., 
aloca.t,i _.n c'e capaci tes 6 
è. :r...nee p a r 
•TT "' /"'( ~ , -n, ,., r ,........, ,... ( ..,,. . 1) 
.n..1.I--' '- V - t..;,u;- - V ..:.. . :a) X - .L LYJ.a 
fi . 2. 3 
d - on ti··· 
non 
Description des variables évoquées dans cette figure 2.3. 
11; 
::-:- fin 2.l : =::- opti ·.:i 
c, - :.:-in.a_: =c:- o:9 t :.:-1 
- x-final = allocation de fichiers correspondant à la meilleure solution du 
problème- général, trouvée à un moment donné de l'exécution du programme 
général, si une solution au problème général a été trouvée; 
= matrice nulle sinon. 
- ~-final= coüt relatif à x-final muni de l'allocation de capacités fournie 
par ALLOC-CAPACITES si une solution au problème général a été trouvée; 
= infini sinon. 
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L ' a l gorithme d e ch oi x de :{ se d i com:poce en 3 :pü,.t::e::; 
fi c~-:i s 0~ f n é c e ssaires :pour c;_u e la. contr2,i n·i; e è.e clisponïb i l it _,; i:: oit re:...-ir.•.~·~..5: 
Jour au. moins une allocation de fichiers respcc~ant c e r..c.,nl,:ce d 1 (~::em7l -: i_::.'cf; 
du î:i.c:üer f . 
Si ce nomb~c exi ste p ou:r chaque fichi?r 
Rlors on ob tï_ent un tabl 0 au de nbf entiers , "'·::.:':?elé moule et not é qtil·i~ , 
si11c-n l e problème n ' admet pas de solixt.; 0n Vù. que la contr,ünte d e dis~1::,rli 1 1i.J.i-c é 
ne se:r-ai t sati sfaite pour R.ucune alloc8.tion de fic:liers . 
- phase 2 
TTn éls ment de X sera une alloc2.-:ion de fi .:,11.iers : 
:pou:r l aquelle le nombre d ' exemplaire s d ' un f i c h i er j s er r.1. qtilâ.e (jJ !,m.u:· 
j é [ 1 , nbf] 
e t ç_ui est cfaisa ble , di'8.i 2::-.ble et efa i s able . 
- pl:.ase 3 
Trois défauts caracté risent cet ensembl e X 
1. X ,eut être de cardinal :petit ou même vide 
2 . Si l e moule est caractérisé par des nombres petit s d I exe!n!.Üé:.ires e·i; c
0
u e 1.::. 
( l e s) solution optimale du problème est c<1racté risée :;_:i2.1° des no:.nb:::-es C: le-,r{ ;. 
d. ' exempl a ires , ?. l ors l ' exécution de l a procédure 0r'i::CIT~In ~- :'l.0L.rJ:L.'.~ l 'Ü.:' ,~'J.0 
d ' ~tre longt.:e et coüteuse . 
3. Les J l éments de :( , é t a ::t par d::'ifini tion icr;·t.:s è.u m~me :10ul G, n:.2,r:. :,;_uaLt :;_:;,,:;u t -
êt:r2 de d iversité . La n otion de d iversito e st très é:.L:f icne à cer n e r . ·'-Us.:=:: i 
e st- il p eut - êt:::-e inté ress2.nt de considérer }:)lusietTs mo·clle:::; è.iff,:i·cr::.t:s . 
Seuls des tests tr8s poussé s pou rraient infi:cme:c ou c or..firme1.· ce-;;t e fl.ff :.:r:;.:.-
tion. 
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Pc1..1.r essayer: de palli er ces trois d.f fauts , l ' a,l Gori thn1e ;>r &·..,-oit d 1 i r.'..c2·- ~Ii"l1:-;.1të.:: 
u...;ii'ormément l es él éments du moule . q_t ilde et d ' é l r=:.:rgi ::,:, l ' enseEbJ. e :: suiv:.:,.1,t J. s., 
même définit i on ~ue dans l a p~ase 3. 
Fr2cison2 cette notion d 'inc~émentatio~ uniforme . 
Pl'.r dsî i ni tien , l' i ncrément2.t i on è. ' un é l i ment i du i:touh, q_t:i.l de est l a d.i :d2-
rence entre l a nouvelle va J.eux e t l I anci e1me vsleur de ce t s l ément . L I i nc::énel!-
tation du moule qt i lde v2.ut par déîinition l a S O!Tu:J.9 à.es inc:rémcnt;:,_i; i, c:,_1:2 tl2, sc:, s 
L ' incré:ment2.tio1: uni forme à.u moul e c;,t ilde est bo.s6e Slll' l es troi s ~Jrin,.:;i~-,e.s 
• l ' inc:.:-éme;,1.ta:tion du moule qt ilde vaut successiYement 
A r, ~ • I ' ( ,... '_c, \ j,~, ) ,~,··· JUSqu a s ff IlOL) - q_t ilde [ j ] 
f i chi er du ty:pe i 11te:::'di c·c i o11 ; 
po'..U' Tu.'1.e izicrémenta tion fixée , 1 1 i ncréments.t i on 
• pour une i ncrémerr~a tion f i :cée , l ' i.1cr 2menta t i o::1 d. e ::J .-S H '.11ents porte J. 1 r~1::-o:i:.·è. 
sur les premiers é l éments . 
Le :p:t:i nci pe n° 2 est priori t 2.i re pa2: :?:'8,:pport au pri nci pe c.l0 J o 
Un ex emple a i der 2. à mieu::c compr endr e 
soit r:;=4 , nbf=3 et l e moule initia l= [-1, 1, 1] • 
L ' incrémentat ion un i f o:rme de ce meule f ourni::ca su cessiYernent 
2- 1- 1 (et non 1-2- 1 , suivant l e principe 3 ) 
î - 2- 1 
1- î - 2 
2- 2- 1 (et non 3- 1- 1 , sui vant le pri nci pe 2) 
2- 1- 2 
î - 2- 2 
3- 1- 1 
î - 3- 1 
1- 1- 3 
2- 2- 2 
3- 2- 1 
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On peut s i gno.ler que r-::ahmouë. ne consiù.é rai t p2-s l a l)lli':-Se 3. 
Cet a l 0o:r:i t:illlle de choix d e X conclui t à un ens embl e Z dont l Es é1ù,wr..t:: 
sont l es é l éments dz FICHq_~ont cfo.isabl es , d.faisables e-c efai sabl e s . Get é:cl6·o-
!.'i t i'.ùlle est d onc exhaustif et donc ina ccepta b l e . 
Deux modifications peuvent être su ggJrées . 
1 itestrei ndre l e nombre de ger mes Gtud.ié s , rela tifs i w.1e m2mc~ -~·2-L ::m· C.u ::1ou:'..'-
qtilde , si c e nomb r e est élevé . En eff e t , ces ge:r:mes sont tous ce.r act~::::·if:.é~ 
:p<-'-~r un même nombre total d ' exem::;ü a ires de f i chlers . Cett2 :::s strict i on -)s l.Ts c 
d e r éduire l e défaut 3 signalé :pr écédemment . 
Deux questions se po s ent . 
comment fixer ce nombre? 
quels seront les g ermes choisis? 
Ce nombre doit nécessairement être une fonction (croiss2nte 1videmm.ent) d e l e 
taille du probl ème e t p lus préci sément des va l euxs des et de nbf . De plus ~e 
nombre peut ~tre dynamique . La considération d e s é l éments de :~ r e l a tifs l U:7-
mêrae moul e , s ' a rrête après un c erta in nomb:r:e d I é checs successi fs c,u2.nt c:. 
l ' a méliorat i on de la solut i on optimale du momer,_t . C ' est donc :9lutô·c c e r.c;:,..;::._·s 
d ' échecs s1-1.ccessifs qui doit être une fonction ( croi3s2-::1te) de l a t :-:,ill r: clu 
problème . Ce nombre s era noté LiliIT"..::,; - zcEECS- SUCCESS I?S . Il se::.'a it i nt .-f: :-!:'e c.::::~.::~ 
de cho i s iI· les germes d e mani ère a 2.11or.me11ter l r1, d i ve::si tif des é l ôi::Ent :: de :: 
(èfr défaut 3 relatif à la diversité) . :Dans l'im;_:i l émen-c c-.:tion du _9::..·obl 2n:s , 
Tien n ' est î a i t dans ce sens . L ' a l gorithme de c~:oi;[ de 0 ·e:rme cons i ste i 
court- c ircuiter l ' algorit:b.me de parcours d e s é l émEnts de ~..: d è o ':d_U E l e no1i-:'b::c2 
d ' é checs suc cessifs vaut LIMITE- ECHECS- SUC8ESSI?S . Une am?l i oration sera i t 
n6cessai re de ce côté . 
2 Permettre à l ' utilisat eur de stopper l ' exécution è.u p:-c-06---:caITu-;ie apr&;:i l ' Gtud.s 
d ' un germe quelconque , suivant l e temps d ' exécution qu ' il peut s ' offrir . 
L ' a l gcri t i-une général d ev i ent (fi gure 2 . 4) 
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c - Îina l : = .. : .. n fin i 
c:éte1--r:1 i'1a t i m:~ clu :-1oul e L 1i.tia l 
m i 
,•---------~----~-...,,.....-----,----,----,~--,,-....,....,,... .... 
au c·.u e 2::.. l oc 2.t io ::-,. d e fi c~~i e r s :n ' est è.f:-.:_"_ _:-' :. o -------
~1 0 11 
nbr e- e s.sni: =C 
n0 1'e- ec~1ecs- suc ces s i f s : =O 
ê-88 .? ~ r : ' -~l:.,~ll-·\c 
ol lo c~t i ~~ ' c ~:Œ~i~~ s 
n e r e, .. î.]!l i t .., :"' 
c o~·1_t 1'"'n i -l Ce c.~ c c_ :.c~;c :: i Oi t é ' 
inc::cé:-.! en t 2.tion po ssi b l e 
_, .. , , :n ,.1J _e 
6 
n br e - e s sai > LTI:r:2:.:- cT:c c ::, 
no~ 
non ou i 
incréme~tation ct.1. moule 
nbr e- e2hecs- suc c ess ifs :=8 
c.~ E' s j_ 1'"\e •3 --✓o "'i_.-:_ 3 
co::. til1u e1~ 
OP::2:n:~zr~"'- :::C':JTIY3 (ce r me ) 
? 
d- o pt L.1 < d - f ina.l .,,_o_1._i .._i ....... __ _ 
n on ;:- f i..na l: =x- o:) :.; ir,1 
d - f inal : =c~.- o :._,Y~i ·.n 
nbre- e ch ecs- s~ c~ e ss i f s 
==0 
( d-fi::1 2.l =il;:f-~i-- ·· )1-o_u_ i _____________ _,. 
1 non 
s ol u tion: 
x- opt i n et all ocation 
d e c 2. 2.c i tés don n if e . 
ALL0 : - CAPAC I ~•z3 
( ::- final) 
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fig . 2. 4 
' • l ' 
~e s s a~e : ~e ~ r o o_e• e 
n ' ~dme t D "' S re solu t ion ' ~ 2j 
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:1 0:.1. 
Descri ption des vari ables et constantes utili sées dans l a fig.rce 2 , 4 . 
- nbre- essai = nombre de germes étudiés . 
- nbre- échecs- succ = nombre de germes étudi és successivement po"ll:r u...~ moule 
déterminé sans diminuer la valeur de d- î inal. 
LHIITE-GEfil.~ : l'ut ilisa teur a le choix apr ès un nombre cle germes d udiés 
égal à Lil-IITE- GERm;:;, de faire apparaître la meilleure solutio!l du moment ou 
pas , dG continuer ou d'arrêter l ' exécution du prois'!arnme . 
Une derni ère a.mélioration globale peut être considér ée . Elle p2,rt de la 
constat ation qu ' une même allocation de ficlüers peut appartenir au vois i nage de 
germes différents . Auss i est- il intéressant de mémoriser les allocations de 
f ichiers déjà étudiées pour éviter de les étudier à nouveau. Mémoriser toutes 
ces allocations n' est évidemment pas envisageabl e ( t emps d ' a ccès et place si 
l a mémorisat ion se fait sur f i chier , place si l a mémorisation se fait en mémoi:,:e 
centrale) : 
Deux i dées peuvent être suggér ées 
1 Mémoriser l es germes déjà étudiés . Cette solution n ' est pa s envi sage2,hl e 
à cause de l 'impossibilité de retrouver , sans t rop de consormnation de t emps 
CPU , les él ément s du voisinage de ces germes. 
2 Mémoriser les allocations de fichiers x qui ont servi d ' a:r5UL1ents soit à 
l ' algori thme d ' ajout , soit à celui de soustraction. Pour pouvoir r etrouver 
l es allocations de fichiers qui ont été é tudiées à partir de ces allocéd;ions 
mémorisées , il suffi t de mémoriser , plutôt que l a matrice x (x a servi d ' 2.r-
gument à un a l gorithme d ' ajout) , une matrice m dont les él ément s m .. l J 
(i~[1,s] jE[1,nbf ] ) sont 
0 : six . . = 0 et si l a station i n ' a pas ét é choisie puur recevoir un 1 J 
1 
2 
s i 
si 
X. ij 
:c. ij 
exemplaire du ficlùer j ; 
= 1 
= 0 et si la .station i a ét é choisie pour r ecevoi r un exemplaire 
du fic:b..ier j . 
Dans le cas où x a servi d ' argument à un a l gorithme de soustraction alors 
m .. (i €[1 , s ] j E.[ 1 ,nbf] ) vaut 
1 J 
0 
1 
2 
S i X .. = Û 
1J 
six .. = 1 et si l a station i n ' a pas été choisie pour abandonner son 
1J 
exemplaire du f ichler j ; 
si " = 1 et si l a station i a été choi sie pour abandor1ner son e:cem-
""ïj 
plaire du f ichier j . 
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Il va de soi que deux zones de mémoire sont nécess~ires pour séparer l es a:rGu-
ments de la procédure d ' ajout et ceux de J.a procédure de soustr2.ction. 
On dira qu •u_~e allocat ion ·e ficl:iers est mémori sée dans l ' lme de ces ùeu:;,: 
zones , si elle peut être retrouvée à, pa:rt ir d 1 .u,e des m2.tric9 s plzy-si q_uem<.:nt 
mémori sées . Ainsi une matrice w :Peut être retrouvée è. :parti:r d ' une IB2,t:.:-ice m 
mémorisée dans la zone de mémoire relative aux ar€i11111ents de l a procédlu'e 
d ' a.jout , si 
W., = m . . si m . . = Î ou 0 (pour i €.(~, s] j E [ 1 , nbf ] \ J..J J..J 1.J ' / 
ou 
W .. = m .. si m .. = 1 J..J J..J J..J 
W . . = 0 ailleurs sauf po".IT lU1 couple (i , j) tel que m .. = o. J..J J..J 
Vu la t aill e nécessairement limitée des zones de mémoire :iccordées à c0s &.r g-ü.-
ments , une stratégie doit être utilisée pour reTIP~lir ces deux zones d.e m9moir3. 
Si lU1e des deux zones de mémoire est remplie alors une nouvelle matrice m ss t 
mémorisé~~ l a pl ace de la matrice la plus anci e~-~~ment mémorisée (FIFO) ~ Cett e 
stratégie n'a pas de justific~tion précise si ce n ' est peut- être l a s i mila~it2 
éventuelle de ~ermes successi•.rement étudiés et relatifs à lID même moule . Cette 
simiJ.arité pourra.it alors se répercuter sur l es allocations de fichiers :5-t1.1.di 2es 
à partir de ces germes . 
Dans l'impl émentation du pro6-ramme , un germe spécial a été préalabl ement étudié 
à tout germe : celui pour lequel toute station est munie d ' un exempla ire de 
chaque fichier , en tenant compte des contraintes d ' emplacement de fichie~c . 
L' étude préal abl e de ce ger me peut être intéressante en ce sens que , contraire-
. ment à l' approche a partir du moule initial où l e nombre d ' exemplaires de ch~que 
fichier est minimal (voir phase 1 pour l' al gorithme de choi x de x) , ce nombre 
sera maximal . Pour pouvoir val ablement comparer ces deux approches , les zones de 
mémoire , relat ives aux allocations de f i chiers déj à étudi ées, sont r éinHialisies 
à zéro à la f in de l' étude de ce germe initial; de plus , beaucoup d ' exécutions 
du prog-ramme seraient nécessaires . 
- 142 -
----- -------
rous avons pu co:1Stater l' ext rê1ne co,1ple:-:i té du ::_;, _,î.P et :;_;_ 
cc:~DP ; en 0 1.J.t r e , 
p r obl èt es s eulüE e:1cor e p l":.lS év i l ente ( c Î:.~ -:::h2.p i -:; re I ) . 
ce , il s ' asi t de port e r tous sec effort s 3ur 
r is t i q_ue s (p . ex . [ .. , "._-·o·n 7 '" ] ...... ... l...!....1. ... . ) i 0 , cf r cl:c.p i -c r e II 
n écliGer l ' i Y}.tér~ t écon or:2i q:.1. e des soL l t i œis opt i w ü es è.a.n.J '2.. e c .~;.:; 
à. e p et i ts s'·st èu1es . 
Le p r o5 r am1:1e cons i dér é a""J. chapitre II pour11 a i t être a:1 67_i o ::::·é 
t ant au point de vue d e s a mi s e en oeuv::::- e qu e d e sn s1Jéciîicc.Jc i , ~1 . 
Fou r c e qv.i concerne la ·J. i s e er1 oeuvre , diî :::' é r e:,. t s 2J.co::ci ·~i-:::: e2 c~:t 
ét ~ SUb~ ér és a.1~- pa.r 2[,·r a.pl1es I I . 2 . 2 , II . 2 . 3 et II . 2 . 4 . 2:)es tes _:.; s c e-
r2.i ent t r è s i ï1tér e ssan ts p o;_u~ c ouipareT c es a l :::;o r i -c l: r.ies 
-;,1.1e tenps d ' e ::écution et v2.liâ. i t é de l a solat io::;_ :i:' 0 1.E~r.ie . =-~3.2,î ~'-? _ ')li.8 
au ss i l' a.l t er:_a t :..v e s i 61:.a l é e dPJ18 l e :p211 a .:.:r2..ph e I: . 2 . 1 . (2) : il s -
r e. i t in t éress r.1.:1 t de dév e lOJ?I)er 1 2. premi è r e s t::.~ ;:o t{ : i e e-c c~e 1 2. co :)a-
rer ~v e c 1 ~ s ec onde . 
Po-.u~ ce qui c on.cen:e les c ' c · -"'i ,..,aJ . ., -n ,.. ·' 11 ..... p e 1.,__1.; l, .L0.10 c.. .... 
r e s s 2:lt q_ue l s. t o1Jo l oc i e ile Boit pas fi xée l)D_::.~ l ' u t ilis2.t e1.1-.!.' ·;:2.i .J C{Ll e 
le pro;::;ramïù e pu i s s e f ou:i.-·n ir l Ct. • eil leu1°e t opolo.'.,_;i e ;io c,.::; io_ o . -.-:'l tel 
· ( ~ I ,... + - ... ) · ' ' · t " · -"'-" ' - 'î .,_ "' ·'- o 1) ,.... ~ J . .; e ~ ~ ·-pr o ,:;r am;:1e C:I r • :) e v .L . O CO::.lS l C, e reral . Ql .1. _C ..:. .. e1._!.J e .:> v .,_ •.1 ..'..t u- •.J , f::: v , 
po1..u· c l!ac1..m e cl ' el =. e s , 
- 1 4 3 -
--,-
..!.. -·· . 
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1) [T~'1l7l!ITIB.AUH 81] procède à une analyse de com1ecti vi té , l'idé e 
étant qu'un réseau fiable devrait rester connexe m~me si certains 
noeuds ou arcs sont enlevés. Considérons un graphe donné; l'auteur 
se pose la question de savoir s'il peut supporter l a perte de k noeuds 
tout en resta.nt connexe (l). Il décrit deux algorit}1mes (cft [ELZI?I·~~ 
69) et [EVEE 75) ) répondant à la question ( 2 ). Il fait rer.12.r quer que 
les deux algorithr4es sont utiles essentiellement da~s l'ana lyse du 
" uorst-case behavior" d r~~ rés eau . 
2.)[HANSLER 721 propose un algorithme d 'a~alyse de fiabilité q_ui 
se base sur l'énumération de "cuts". 
Considérons un réseau de n noeuds et m lignes. Su.p:9osons que 
la probabilit-é de panne cl 'une lif,ne (resp . d ' un no eu d ) que lconque 
vaille p (resp. q). Rappelons qu 'un "(pric e) s-t link (resp . node) 
eut" (où s et t sont deux noeuds quelconq_ues) est un ens enble (_o ini-
mal) d'arcs (resp . de noeuds) dont la sup.,t1ression discori..necterait s 
de t (i. e . détruirait tous les chemins entres et t). r:otons Pc [ s , t], 
la probabilité d'un e communication réussie entre deux n oeuds set t, 
en fonctionnement; notons également P~ [ s , t] = l - P [ s , t J. ~ C 
(1) Cm peut déLlontrer qu'un graphe , qui peut support er la perte de 
k noeuds tout en restant connexe , peut aussi su:p:porte1~ l a -.: erte de 
de k arcs et rester connexe . 
Al 
Les auteurs donnent l ' expression a~1n'ochée suivant e (1 ) 
m 
p C [s , t} = L 
i = 0 
(si p )> q ) , 011_ Al 
s ' t 
( i) (1 - :p )i I:l - i p 
( i) d ci sig:<1 e le nombre c1. e co rnli ina i co:1s (l e i a~cs 
telles qu e , clans l e cas oü seuls c es arcs sont en état de fonction -
ne:n ent , il exi ste au moins un che:.,i.'1 entre s et t . 
De même, 
tn 
Pf [s, t] = L 
i = 0 
Cl (i) 
s ' t 
i p (l _ p)m - i 
{si p )) q) , où c;, t (i) d ési gne le no-:Tibre de 11 s - t link cuts " de 
t'aille i (dans le cas q » p , il suffit de remplacer c1 (i) par 
en t (i), le norabre de " s -t nod e cuts " de taille i) . 
s , 
s ' t 
Le problè".:1.e consiste donc à énumérer tous les che•1 i::.1s ( il ~' en 
a de l'ordre de 2m - n + 2 )ou tous l es cuts (il y en 2. c e l ' ordre de 
2?- · - 2 ) entre deux noeuds quelconques ! 
(1) Ils utilisent Pf = i-:ax ( s , t) Pf [ s , t J , co::.::.:.e inc'ication de 
la probabilité d ' int errup tion de servic e du r és eau; à pet q fixés , 
Pf ne dépend que d e la topolog ie du réseau . 
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Les auteurs f ont remarquer que 
(i) si le degré des noeuds du rés eau es~ supérieur à 4, alors 
( ii) le nombre de "prime s-t cuts" est habituellement b i en inférieur 
au nombre de "s-t cuts''. 
Ils proposent, dè s lors , l'expres eion al t ernat ive su ivant e 
N 
pf [ s, t] = p r ·:u ci ] 
-s, t 
i = 1 
où N est le nombre de "prime s-t cuts" et Ci ~ = toutes les l i gnes 
-s, v 
du im~ "prime s-t eut" toï.1bent en panne 
Les événements ci t ne sont pas mutuellement exclusifs, ains i 
-s, -
N 
P L- t Jtv L p [ 0.~ f S, -i = 0 - ~ , 
(expression approchée). 
Il existe des procédures qui évaluent cette expression appro-
chée par énumération des "pria e s-t cuts" ( cfr [JENSEH 69 J )_. Les 
auteurs en proposent une évaluant (sans t r op de calculs supplément a ires ) 
exactement Pf [ s, t] • Les exigences de stockage de leur procéàure 
croissent linéairement avec le nombre d'arcs, mais le temps CPU, 
quant à lui, croît toujours exponentiellement avec la taille du ré-
seau! (cfr éga2era~nt [BALL 75)). 
Il existe également des méthodes basées sur l'énumération à es 
chemins (cfr [KII:~ 72] , [SLO.ANE 72] , [BUZAC OT·:2 70] .•. etc). 
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3)[BUZACOTT 80] étudie le probl è1i1e suivant 
étant donné un réseau non orienté dans lequel seuls les arcs 
peuvent tomber en panne (in_dépendamment l '1.L11. de l'autre), 
calculer la probabilité Q qu'une cosbinaison d ' arcs tombe 
en panne telle que le réseau ne soit plus coru1exe. (l) 
Il propose un algori thme récursif calculant Q,dont la compl exité est 
d'ordre O (:fl - 1 ), où n est le nombre de noeuds du réseau, celui-ci 
étant supposé complet ( "fully-connected") • Cet algori thrae peut ce.l-
eu.1er également d'autres mesures de fiabilité relatives à la co~nec-
tion des noeuds (sans beaucoup de calculs supplémentaires) : 
(i) la probabilité qu'un sous-ensemble de noeuds donné soit 
diSCOn!leCté; 
(ii) la probabi~ité qu'une paire de noeuds soit connect ée; 
(iii) le nombre moyen de noeuds connectés à un no~ud donné; 
(iv) le nombre moyen de paires de noeuds connectés ; 
(v) le facteur d 'importance d 'un arc (2). 
(i) En d ' autres termes, l'ensemble des arcs en état de fonctionneoent 
ne peut inclure un "spann ing tree " (cfr définition en I.5.4) ou en-
core , l'ensemble des arcs en panne doit contenir un "eu t". 
( 2) Si r,~ est la mesure de fiabilité du réseau , alors le facteur o. ' i l -
portance I (ij) de l ' arc ij est donné par 
H 
I (ij) == 
·q (ij) 
où q (ij) est la probabilité de pa....~ne de l'arc ij. 
- A 4 -
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L'algorithme peut aussi calculer (avec une complexit é de 
l'ordre de r O(n3) à O(n4 ) au plus) .le nombre moyen de noeuds en fonc -
tionnement connectés lorsqu'on suppose que ces derniers peuvent éga-
lement tomber en panne . 
BUZACOTT décrit divers types d'algorithmes préc édemoen t pro-
posés pour r ésoudre ce problème. L'int érêt de cette des cript io~ es t 
qu 'elle met bien en évidence la complexité de ces algori t b:::'1e s et , 
plus f ondamental ement ., l 'ir~éductible complexit é de ce pr o1J.l èri1e. 
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Appendice 2. 
Le_modèl~_de_Kleinrock_~our les_réseaux à commutation_de_messaQe~ 
------------------------------------------------------------
nous décrivons, dans cet appendice, le modèle de réseau ouvert 
è. e Ïiles d ' attente pour réseaux ~, commutation de messac es , :::,ro})osé 
et développé par L. Kleinrock (cfr [ KLEi r R0 01~ 64 )). 
Considérons un r éseau de E lignes et N noeuds. Chacune des 
:r,~ lignes est représentée par une file d'attente à. serveur uni~ue . 
La discipline _à chaque file est FCFS. On suppose que tout e s l es lignes 
sont sans erreur et que les capacités de stockage aux noeuds sont 
illimit ées. Les arrivées de messages (en provenance des stat i ons ) 
sont suypos ées pois sonniennes de moyenne ôjk (en raess~ es par s e-
conde) pour les messages de clas s e (j, k) ( j , _, k = 1, 2, ! •• , iî) (l). 
Les longueurs de messages ont m~me distribution exponentielle ( ~ue l le 
que soit la classe) de moyenne ~ (en bi ts ). La · capac ité de l a 
liine i est not ée Ci (en bps). Ainsi, 1~ distribution du teraps 
de service (de tous les messages) sur la ligne i est exponent i elle 
de moyenne 1/ ~ Ci ( 2). Le routage est supposé fi :::e (cfr I. 5.1) : 
ainsi, il existe un unique chemin au travers du réseau pour l es mes-
sages d'une classe donnée. (3) 
(1) Le taux total d'arrivées de messages dans le r éseau (s. partir 
N 
des stations) est noté ô = C 
j = 1 
N 
~ ~ ( en mes sages par 
k = 1 j k 
seconde). Il s'8€it du''throughput"du r éseau . 
(2) f-- Ci (en nessages par seconde) est le t aux de ser vic e sur ' l a 
ligne i. 
(3) On pourrait aussi supposer le routage a l éat oire (cfr p .61 ), ce 
qui introduirait un degré de liberté utile dans certains cas. 
- A 
,. 
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Le trafic sur la liQle i es t noté À . (noc bre woyen de r;1e s s 2,b'e s l 
entrant sur l a liene i par seconde). Le tau x to tal cl ' ar!'i vée des 
mess ages sur les lie;nes du réseau (trafic int er ne total) es t noté 
( en mess ages par seconde). (l) r leinrock a été À H = L. À 
i = 1 i 
amené 8. fo r nuler également l'hypothèse suivante (à i t e "In dependenc e 
J,.ssumption") ( cf r [ IT,ETITROC""..:.: 64 J) : cha q_u e f oi s c;.1:7. ' un mes s2-t:;e en tre 
d811s u.n noeud , on lui chois it une nouvelle 
distribu t ion exponent ielle de moyenne 1/ F 
mess ag e est rout é d'un noeud à l' autre , sa 
lont;v.eur q partir à. 1 1.m.e 
(2) En eff et, lor s ~u ' un 
longueur demeure incha"Ylgé e . 
Cela i 2pli que que les temps de servi~e de ce mess age aux lignes su c-
cess ives son t statistiquement dépend&Lt s ; l'analys e de f iles d ' att ente 
en devenait alors comp1:è tement intraitable. Cett e hyr,othèse p err:ie t 
de considérer la ligne i comrae étant une f ile E/ I-:/1 de t aux d ' arrivée 
À . et de taux de service µ_ C. ( i = 1, ... , J.; ), inclép endaran en t • e s 
i / i 
autres lignes. 
(1) La diff icult é principale de l'approche par les file s d 1 2,t ten te 
est le calcul des )._ i" Dans le cas d'un rés eau en arbre, ce n' est 
pas un problème puisqu'il n'y a qu 'un chemin uni c~ue entre chaaue 
paire de points. Cependant, pour un design distribué , l' e.nalys e de 
file d' attente peut s eulement ~tre appliquée en conjonction avec l a 
statégie de routage. 
(2) Kleinrock a nontré, par si• ulation, (cfr [ KLEIN_.OCK G4]), que 
l'ef=et de cette hypothèse sur le délai moyen est néglig eable dans 
le cas de réseaux de connectivité suff isante. 
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Adoptons le s notat i ons suivant es 
(i) ·:r = délai raoyen d'un message; 
(i i) Zjk = délai moyen d 'un message de cl asse (j , k ) 
( j , k = 1, . .. , r ); 
(iii) lt .k = chenin pris par l es me sr.;a6 es de cl asse ( j , .!;:) J -
( j , k = 1, ••• , H); 
(iv) Ci e. Tt jk s i gni f i e que la ligne i est incluse da11s le 
ch emi_r1 TI: "k (i = 1 , ••• , !•1 et j , k = 1 , ..• , lI) 
. J 
( v) T . , • • • cf r page 72,. . · . -. 
1. 
n 
Il est éviden t que T 
N 
c= Îf . r / • Z . k et ou e J;.{ '(" J , .,_ 
z .k = ._) __ 
J- i : C. 
1. 
T. 
= z::== j = 1 k = 1 
Dès l ors, 
( l) 1~1 
T = z= 
Or Â. 
1. 
J. 
E 1'b~1,_ 
= ,e__) _ 
j , k y; d ' , j k , ou 
C. € lb "k J. J 
1-I 
T = ._> __ 
i = 1 
Âi 
ô 
(1) Permutation de s i gnes somwatoires. 
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i = 1 
T. 
J. 
r= Y .. _· 
J• r • J-'-1 . \. • 
0.; €, ~ . , _ 
.L J l , 
.Appendice 3 
~~1~~s_h~~ristioues_Telat ives_à_la conc ention_des_rés eau.x_centra1isé§ 
------------------------------------·-------------------------------
fous décrivons ci-dessous le principe des heurist i q_ues sui-
vantes 
(i) la proc édure d 'Esau-Uill i a:ns (cf r [ ~SAU G6"] ) , 
( ii) l'heuristique de Frank, Frisch , Chou et Vm1 Seyke ( cfr 
[ FRANK 71'"] ) , 
(iii) l a méthode d 'approximation de Vogel ( V.Al: ) 
et (iv) l'heuris tique de Yosnimura (cfr [Yosrn: :UJJ. 78]}. 
(i) L'idée g.énérale de la procédure d'Esau-Williams est l a sui va..'>lte. 
Elle commence avec un réseau en ét oile, chaque t erminal ét ant direc-
tement connecté au centre (évent uellement par plusieurs l iE,nes r). (l) 
Elle met à part les lignes initiales chargées au maxL,m:.: . A chaque 
étape, une ligne directement reliée au centre est supprimée et un e 
nouvelle connection ajoutée ( 2) de façon à réduire l e co~t t ou t en 
veillant à toujours sat isfaire les exi gences de trafi c et~ maint e-
nir l a corL~ectivité du réseau (il y a donc création de liaisons 
mul tipoints). 
(1) Les auteurs supposent qu'une seule capacité de ligne est · 
disponible. 
(2) Exemple de reconnection: 
:~centre 
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Diverses expériences ( cfr ÜŒI T!'1"EY 72] et ( CHAEDY 72 ]) 0~1t (l) ( 2) prouvé le bon comportement de cet al gorithme • 
( ii ) L.~~iâtiqu~;:ae.:.~~·:.~isch, Chou et Van SJ.yke (3) utilise 
1· • • - ••• ~ - - _ ..:-.-- • • • ·-· ' - ,. , ~ ""'-• ---- ... 
la transf ~-~ation. t;·pol ~-~iqu ~ -i~cale sui vante ( cfr schéma décrit ci-
dessousi Pour un arbre donné , 
( i) cho i sir tm noeud i et trouver l e noeud i 1 le plus procl1e 
de i qui n 'es t pas encore com1ecté à. _i; 
(ii) ajouter la ligne (i1 , i) ÈJ. l' arbre et identifier le cir-
cuit ainsi f ormé; 
(iii ) supprimer à t our de rôle chaque ligne de ce circuit ; 
(iv) chaque fois qu 'une ligne est supprimée , app~iquer un 
algoritlme de sélection des capacités (4 ) 
(v) chaque no eud i est ainsi traité ; 
(vi) on peut considérer des ajouts de li6 nes dei ~ s es d 
plus proches voisL.~s; 
(vii) on peut passer au noeud i suivant , quand on a 60né~é L 
arbre$ de co~t inférieur . 
(1) n :_ fournit des résultats pro ches de 5 à 10 % de l 'optirJ.um . 
(2) Une version programmée a été commercialisée (cfr I 3I: 70 ). 
(3) Eon comportement sur de petits problèmes (dont on peut t rouver 
au 
la solution optimale) ainsi que par rapport......,...I:3~ lorsqu ' on rempl ace 
le co~t :des lignes par l eur longueur. 
(4) Les mêmes auteurs proposent un algorithme optimal de solution 
au probl ème de l' a l l ocation de capacités d2.ns le ca s d ' tm ré s eau en 
arbre ( cfr ! ._1t.f_:_:__ 
(iii) Le principe de l'algorithme V.AM (l) es t le sui v2nt (cfr 
[CEJiI:DY 72 J). Le "cou1promis d'un ter minaln est défini conme é ta11t 
la différence entre les co~ts de s deux lig11es les • oins ch8re s r e-
liant ce termin.al à un autre . Le terminal a~1ant le conpromi s le plus 
élevé est relié à son plus proche voisin; on_ f orme alors ce qu 'on 
appell e "lm. segment" ~ Un s egment est traité coïrme un terminal, le 
coût d'une liËne entr8 ·âëû x segments étru1t , par définit ion , l e coût 
de la lié,:'le l a oins chèr e entre les terminaux d ' un see,nent et les 
terminaux de l'autre. Lorsque la connection de deu:c te:rc:.ü n au:;: 
(segnents) viole une contrainte de capacité ou de fiabilité , le co·û.t 
de cette ligne est supposé infüli. Une it ération du VAl-: cons i s te 
à déterminer le segment ayant le compromis le plus élevé et à r éaii-
ser la connection appropriée . Quand tous les terminaux son t r eliés 
au centre , l'alGorithme s e termine • 
. ··~ .,; ~ 
~ "'-----~ - (i) sélection d'un r éseau initial; 
... -'\ ,,..· 
(ii) changements locaux afin de créer des améliorations; 
(iii) obtention d 'optima locaux ; 
(iv) r épétition de la procédure jusqu' à épuis er.ient du. budget ; 
(v) la solution globale est alors la meilleure des s olutions 
optimales l ocales . 
L'auteur suggère de choisir des solutions initiales dans les-
quelles les terminaux , proches l'un de l'autre initialement, sont 
groupés ensembles. 
(1) [CH.ANDY 72) compare la procédure d ' Esau-Williams, l'algorithme 
de Nartin et le Vl>J.1! entre eux et par rapport .aux solutions optinales. 
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La complexité de la recherche d 'un optimum local est de l'ordre de 
O (n117), où n désigne le nombre de terminaux . L' auteur pr6tend 
améliorer la procédure d 'Esau-tïlliams (ofr [ ESAU 66 ]) de 5 2. 10 % 
(on sait que celle-ci f ournit des r ésultats proches de 5 à 10 ~ 
de l'optimum ). De plus, la proc édure proposée permet d ' éviter· les 
cas dégénérés (bien connus) dans lesquels la proc édure c1 'Esau - \·Tillin:ri. s 
peut s e .tromper jusqu ' à 50 % par rapport à l'optimum. 
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Appendice ~ 
Une _@nro che _suivie_ ~1._.12ro120 s_ du_ des ig.a .. d ' ARJ? 1\:~ET 
--------------------------------------\ -------
(référence principale [ FRAI~ 70] ) 
Nous décrivons ci- dessous l'approche suivie par [?R.:üTIC 70) 
lors du desi5n d '.A,_>{P ANET . [ FR.Arm: 70 ] propose une appro che de solu-
tion au probl ème de conception s liva.~t : 
étant donné une configuration de r éseau (noeuds et livies) e~ist ante , 
une estimation du t;rafic entre noeuds , une borne supérieure sur le 
délai ooyen des messages et une borne inférieure sur le deL1~é de 
connectivité du r éseau, 
trouver une topologie de co,O.t minimum , satis f aisant au x contra intes 
de délai et de connectivité . 
Le but cles -.auteurs est de développer une méthode perfùet t ant 
de traiter des problèmes de taille réaliste en un te• ps de calcu l 
raison.~able et fournissant des "solu tians Îél.isables " (i . e . satisfai -
sa..~t les contraintes) dont le con.t serait proche de l'optimur'.l. . 
La philosophie générale de la méthode est la sllivante . Une 
procédure de départ (PD) génère des solutions fais ables . Une pro-
c édure d-' optimisation (l?O) essaye de modifier, par des transforr:iation s 
topologi ques locales , une solut i on faisable qu ' on lui pr ésente en une 
nouvelle solution faisable dont le coût serait moindre. 
A chaque solution faisable 5 én érée par PD, on a9pliqu e PQ 
jusqu ' à ce qu ' on ne parvienn e plus\ r édu ire l e coût (la solution 
faisable ainsi obtenue est appelée "optinum local" ). 
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A chac~ue solut ion faisable de départ corres pond donc un Ol)Jc i ::.um lo -
cal. On suppos e que certains optio a locau x s ont proches de l 'opti-
mum global. Une transformation topologique locale co112iste '°'· i den -
tifier un ens eoble de lignes , à les enlever et à ajouter au r éseau 
u.n nouvel ens embl e de lignes . Le. q_u ali té de la méthode dép e~1d îor-
tement de celle des t r a11sfon1ations locales cho i s ie s . 
-. En renrenant les notat ions de :Eleinr ock ( cfr I . 5. 3), voici 
.: 
l ' e:;:pression du délai moyen de transmi ssion d ' lm r:1e ss2,[;e rete:r.!.1-1 .. e 
par les auteurs 
T = T. J. 
-· -. 
[ 1 + À. J. 
où est la moyenne des longueurs des messages et o 2 la v2.rionce 
(formule de Pollaczek-t:hinchin). 
Les auteurs désirent qu e le réseau so it conçu d e telle r:1anière 
qu 'il _ puisse supporter un trafic é6al entre chaque pai re de no euds • 
.llnsi, ils supposent qu e Y jk = 500. n bp s , pou r tout (j, k ) 
( j =f. l;: et j, k = 1, 2, .•. , N), où n €. IR.. Ils a joutent 50 0 n bp s 
( trafic de base) à certains Q jk (n oeuds dont les e ~. i g ences en t r afi c 
sont plus f or.tes). Le t rafic de base est utilisé afi n de cléter n i ne r 
les flux sur chaque ligne et les capacités de s li2,nes ( cfr c i-2,près) • · 
Le nombre n est alors au&;,1llent é jusqu ' à c e que T dépass e une va.leur 
fixée à l'avanc e (p.ex . 0 ,2 sec . pour A..:lP1~~~1 ). 
Le s auteurs proposent un ale;orithme q_ui détèr;:line une procé-
du~e de routage fixe, à partir d 'une topologie et d ' lu1e matrice de 
trafic données, en se fonda~t sur l'hY!)othèse que le chemin le plus 
favorable en tre deux noeuds qu elconques est celui qui cont i ent le 
moins de noeuds intermédiaires (l'algorithme utilise essentiel lement 
'b 
une procédure d ' étiqueta6 e classique, cfr [ ?B.AN'K 71 Jou encore 
[ ':l.AlTEI'BAŒ·I 81]) • 
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Ils choisissent d 'allouer les capacités aux l i en.es après avoir 
déterminé le r outage du t r afic (en prenant systémati Quesent , pour 
c:1:laque lie,ne , l'option l a moins chère sat isfai sant 1 ' e::i 6ence d.e 
flux sur cette lign e) . 
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Appendice 5 
Une_a1212roch e_de_solution_au_nrobl ème_de_la conce12 t i on_d ' lm_rése2,u 
---------------------------------------------------- --------------
(réf érenc e p r incipale [TAITE1TEXIJE 81)) 
[ T.Al\fEI:~pAtJ!.i 81] suit l'approche utilisé e lors dv. c: e s i gn 
d ' .ARJ?.A.rfü: (cfr appendice 1t ) . 
1 
Le s éléments alé s de cet t e approch e s ont 
( i) le choi:c · des topolog ies init iales (f a i sables ); 
, (ii ) la génération d e r éseau x légè r ement n od. i fi é s c . po.r t i r d ' un 
s eaù don __ é (au :1oyen è. ' heuristiques d i t es "de p erturb2.t i on"); 
I ' C -
(iii) l ' allocation de flux (routag e ) et de capacités . 
L'auteur suggè r e d 'ex écuter le programme d ' optimi s ation pou r 
di verses valeurs du délai maximu• admissible , afin de dresser ime 
courbe co-ô.t-délai (compromis). Il sugt,ère de dres s er é~alem.ent un e 
courbe co-0.t- throughput . L'auteur rappelle qu ' une amél i orat ion de , 
quelques pourcents p eut se traduire par un -·ain de plu s i eu rs mi l lier s 
de dollaz s en c o-ô.t de location de lignes . L' aut eu r cécrit une heu -
ristique,; pour le choix d es topolog ies init iale s , p r o:'os é e par 
(S·:i'EIGLI '.2 Z 69 J : cette h euristique produit è. e s topoloc ies dont le 
degré de ch aque n oeud est supérieur ou égal à k ( condi t ion nécessaire 
de k connectivit é) (l). 
(1) Le concours des h euristiques de perturbation sera donc nécessaire 
afin d ' as surer la k con..~ectivité du réseau (contrainte de f iabilit é 
choisie). 
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Cette heurist i que ajou te des lit;,TI. es ( en s e ba sant su r ·me rn1:iér ota-
tion aléat oire des noeuds) (l) j u s qu' à ce que (k - dee;r é (n)) f: 0 , 
pour t ou t noeu d n. 
~~--- ---~ ---
[ L\RUYAEA 78 ] étudie le desit,n des rése2.ux 
à COD.mutat ion de paq_uets, en ins istant pl us particulièr e:-,1ent sur 
l'aspect fiabilité. L' anteur retien t les variabl es de ~es i ~n sui-
vantes: la topologie, l e rout age, le s capacités de s l i &a- es , l es 
capacit és de s noeu ~s, la disc ipline de priorit é ; le but est de mini-
r:lis er l e coût du réseau , s ous l es cont r a i n te s de t hrou;:;;hput , c1 e d é -
l a i et de fiabilit é . Il propose un ale or ithme heuristique cl e solu-
t ion à ce problème. Il prétend avoir observé que l'ut i lisat i on , 
comme topologie initial e , d'un r éseau arbores c ent répondan t ~ l U1 en-
semble de con traint es de de s i gn, conduit s ouvent ~'- un r éseau r,1oins 
co-0. teux q_ue celu i obtenu o. partir d 'un 1:ST ( cfr I. '1._ } - : , 2.l ors 
même que l a u ême séqu ence de procédures d 'opt i mi s at i on lo ca l e l eu r 
est appliqu ée. I-Ial h eureu sement, il ne déf i n it pas cla i rer.:ent cet -'c e 
topologi e initial e en arbre. 
T.Al~ElrnAm,: pr écis e le probl ème du rout age : il ne peut ~tre 
dynami que lors du design, alors qu'il le sera s-0.re~ent l ors du f onc -
tionnement du r és eau! On le supposera donc statique lo r s du des i cn 
on pourra a i n s i déduire ~i (et donc T) de Üij (cfr notat ion s 
de Klein.rock , I. 5. 3) ) • L' h;y-pot hèse qµ.i just i _fi e c ett e d. é1~arche 
est que le comport emen t d'un routage dynamique, à l' équilibre , peut 
être approché suff i samment fin emen t par celui d ' 1.m rout age stat i (lue . 
Une façon directe d 'allouer le f lux est d ' utilis er l e rout at:e di t 
"du chemin le plus cou rt". Une bonne proc édure de routat;e doit 
( cfr [ FRANK 72a]) : _· 
(i) u t i liser pleinement les capacités de s ligne s ; 
(ii) être efficace au n iveau calcul 
fois lor s de l a phase de design); 
, __ ( u til i s (e de nor2.breuses 
(iii) avoir les m~mes caractéristiques QUe celle qui sera ut ilisé e 
lors du fonctionnement du r éseau. 
(1) ·cela permet de générer _p l u s ieurs topologies initiales différentes. 
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I l est possible de déter:ainer une proc édure de r outace q_1-1. i 
mi...-riimi s e le dél a i • oyen d ' u n r:ies sat;e ( ou n a xi m.i se l e th:'couchpu t , ; 
cette approche n 'e s t cependant applicable qu.!.-à. des r éseau:z c~ e t r ès 
petite t a ille (vu (ii ) c i - dessus ) (cfr réf ér ences dans [ FP-11~: 72a ] ) . 
Les mêmes au t eu~s d éc rivent une p r océdu re h euri s t ique qui d i 1°i t;;e le 
flux de message s sur les cher.lins l es n o ins u t il i sés et a~'cillt l e :101:1"::·:ce 
r.1ini ·iu t' de n oe'J.ds int eroédi a ire s . Cette ap:9ro c_2e est 1~npide et clo12:1e 
de bons r ésul tats (dôviations de 5 à 20 ~ par rapport ~- l! o:=,t i uur:. ) . 
Il s décriv en t une t roi s i ème proc édure de r outage (appel é e " c1J.. -: se..tu-
ration ", cfr référenc es dans [ FR.A.:;;N: 72a ]) qu i génér alise l a pric éc.e:.1 t e . 
En fait , on n e coruiaît pas de proc édure s sénér ales 2:.llou2nt l es c~-
pacit és t out en optimisant s i uu l t anérn ent l e 1~outa6 e . I:::1:1 t,; énéral , 
on f a i t l'un puis l ' autre (ou v i ce- versa ) . 
s:'.AI~E TE.AU:::-~ alloue l e s capacit és en u t ilis ant l es r é s '...i.lt2.ts : e 
hleinrock ( cfr [ r:LETr,.ROCE 76 J) relat ifs au c as continu , et en su0 .:.:;é -
r an t l ' é t ude d e [ GE.:.tLA 77 ] pour le cas discret . 
[ :?RAlff 72a ) d écrit deuz h eur is t i qu e s rel atives 2.u C-J.~ , e t 
met en évid en ce , sur 1,.,m exemple s i raple , l es litli tat i ons cle l a u12t.106.e 
qui con s i ste 8. sélectionner des capacités , :parn i tm e11s e1;1 l e ; ,·J. i 
d ' options , en s e basan t su r les approxima t ion continues (cfr 
[ KLEI NROCK 76 ]) • 
Tanenbaum décrit à. i v erses méthode s de l) e r turbat i on . Il pré-
t end qu e certa ines é tudes ont montré que l e s chérc1 a ité r a t i f de base 
n ' est pas trè s s ensibl e ?i 1 ' heurist i que pr écisé!'.'.lent t1-tilisée . Il 
c it e l a méthode "branch exch ane e " dont le principe est l e suivant : 
( i ) choisir deux lignes (l.) ( quatre n oeuds s ont a insi conc e r n és ); 
( ii ) l es enlever du r éseau ; 
( i ii) a jouter deux nouvel les lignes en u til isant une aut re conb i.11.ai -
s on de s quat r e n oeuds . 
[ GERLA 74 1 déc r i t une h euri st i q_ue dont i l pr ét end cu ' elle 
donne de meilleurs r ésult ats ( t out en exi g eant moins de temps JPU) 
que le "bran ch exchanGe ", dans le cas de gran ds r és eau:c. 
(1) Le uritère de ch bix peut ~t re tm f a i ble taux d ' utilisa tion , un 
traf ic élevé entre paires de noeuds n on connec t e' t S • •. e C • 
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Cette heuristique enlève ou aj oute des liE,nes su ivanir -qu e l a con trai ;1 .,e 
de délai est ou n'est pas satisfaite . Le choix d 'une ligne ?1. enle-
ver se base su r le t au x d ' utilisa tion et le coût d~ l n l i gne (enle-
ver la ligne "gaspillant" le plus d ' arg ent ! ) • 0~1 dét ermine un "c i.t " 
(cfr I.5.2) du réseau (qui divise celui-.ci en deux ciompo s ants) et 
l' on n ' ajoute des lignes qu 'entre noeuds adj a cent s aux n oeuds a d j a -
çant _,. au eut et n ' appartenant pas au n ême compo sant. Ces d eux lleu_-
ris.tiques n e garantiss en t p as la k -co:ri..:.'lectivi t é du r é s eau . 
[LAVI.A 751 propose u..11. algori t hne qui p r éserve 1 2. con11ect i vi-
t é et le diaraè tre (l) du ré s eau : les r éseau x perturbés s ont donc 
toujours f a isables. 
[FRAIJX 72a) décrit la méthode de perturbation "brancll exc~ian0 e '' 
et signale que le test de k -connectivit é p eut ~t re r éalisé c. e Î aç on 
très efficace (en réduisant fortement les calculs) (cfr r éféren ces 
dans [ FRAlTK 72a ] ) • 
(1) Le diamètre d'un graphe est la loneueuT de la plus lonGue 5éo-
désique, une g éodésique étant le plus court ch emin ent re deux noeuds 
donnés . Le diamètre est don c un moyen de • esurer le délai ( cf1~ l a 
notion de longueur moyenne .d ' un chemin, en I. 5. 3 ( iii)) . · 
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Appendice 6 
Recherch es nar allèles da.."ls l es bas es de données di strï 1)uée s _C EJD} 
======--===~============================================-===-===-
. ( r éférences pr i n ci pales [ GOSH 7 5], [ .s:UHI 7A3.Al~ 80 J) 
(i) Posit ion _du_Eroblème 
Les auteur s s ' intéressent à l a distribut ion , sur l lll rsseau i :r~-
f ormatique , d ' une BD dont les " types de se6u en ts " (i.e . les t:-i-)e s 
d ' enreeist rements loe;i q_ues ) · présentent des as :-~ ociatio s lo.:;i c1_ues e11J~ r e 
eux, et pl us particulièrenent , à l ' exploitat ion , lors de cette ùis -
tribution , des possibilités de recherche en parallèl e qu ' offre l e 
réseau lui- u êo.e, afin de réduire le t ·emps de réponse au.3: " queries " 
caractéris és par pl us i eur s types de s egments- cibl es . üne tell e re-
cherche soulève lUl "·problème topologique" ( cocoen t d i s tri buer les 
se61nents de la :BD afin de rendre pos sibl e l a recherche pe.r2llèl e) 
et un "p r oblème d ' adressabili té " (le noeud orie;ine d ' 1..m " qu er~·" uoi t 
ê t re c apable d ' identifier ou de l ocaliser les s e0:1ents 1·equis p a r 
cel ui- ci) . Les auteurs se s ont orientés vers l e d évelo:)pement de 
d.U 
proc édures e solutioi-v"probl ème t opolo.;i que ", l e s econd point é t ant 
traité avec plus de détails d2ns [ GR.A.PA 76 ]. 
(ii) " ComElete_Parallel_Searchabiliti"_(CPS) 
Un query est dit "completel y parallel searchabl e " (CPS) par 
rapport à une BDD donnée, s i tous l es types de secr:ients- cibles (de 
ce querj ) peuvent être recherché~ en parall èle. Une 3 D est " CPS 
distributed" ( sans redondance) par rapport à un ensemble de " queries " 
si chacun d ' eux est CPS par rapport à la BD, (chaque occurrence de . 
chaque type de segment n ' étant stocké e qu ' une e t une s eul e fois dans 
le réseau). 
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Considérons une ED den t yp es de s e 2,111ents (S = { s 1 , s 2 , ... , sn f) 
et 0 queri es ( Q = { q1 , q2 , ••• , q_m J), la relation en t1·e l es d eux é t ant 
décrite Dar u n e matrice H = (m .. ), telle au e m.J. = 1 si s . e st 1...m t ✓-·1J e 
_. J.J • l J ... 
d e s eement- cible d e qi (= O, s inon) . Suppo son s qu e l e s oc cu r r en c e s 
d ' un t yp e d e s ebu1ent donné ne s ont a s r épaTties par r.li plus i eu:rs 
') 
n oeuds (5:) . Les auteu r s pro po sent un 2.l t:;o r i tlm e (A1 ) en C (n ~ • rJ ) 
q_.ü con s tru it une d i stribution CP .3 s an s redon c~an ce e-t s 211s c on t _ >'.i L ce 
sur l e n o1:1b re <le n oeuds dn r és e au clont or,, cl ü :;po s e ( c f r [ G-0 .3:: 75 ] 
p.108 et [SRirr--; ~•:J . .;IT 80 ) p,158 ) . I l s ' a t; i t en f a i t de :)2.:rtit i o • ..z: e:~ 
S en t:roupe s tel s que chaque t;roupe con-t i em e au :ü us m: y1') e d e 
s e6u1ent - cible . de chaque " quer y" . Le p r o l ème p eu t c on s i s te1~ \ t r on-
ver un e di s t r ï but i on CP S san s redondance e xi t:.,ean t lm n oGo :~e ·c,1.L-ri i r. u ;:: 
de n oeu d s . A c e propo s , [ '"''"">In r- . ,..,,- - ;-,O] ·.J."',.., . i• ..!..1., l e~ i:);;:-.. ~ - .1:¼.ù .1:1.U ~ C ~ r en P-r q_u e e 
( i) A1 peut ê ·c r e u tilisé poui~ v érif i er s i v.n e 1 m~ t i t i on ~t1.el co:1C_;_t: e 
de S corre s1Jond à une d i s tribut ion CP3; 
(ii) l e n on b r e t ot a l d e partition s d i s ti nct e s c r oît 
n (cÎr [ GOS!: 76 ] p.109); 
..t.. ' • .J.. 1., r e s v i ve P.v ec 
(iii) Ü'l peut déte1~min e r certaines li::lites su 2.~ l e n oLl 1r e ~e ' _oeucls 
n écessaires (cfr [ GOSH 7 6 ] p .109) ; il e s t évi den Jc , r a r e :ce:'J.p l e , 
qu e le n ombre de n oeuds n écessaires pou r u ...Y1e d i .... t ribut i on CP:3 
n on r~dondante rela tive à un en sei::bl e de •q_i1.e1·i es \\ c1om~é ::.~e ·.eut 
~tre inférieur au norJb r e ma:::ü rau i..1 de t ypes d e c e.::.,n e11ts - c i l es 
d ' im n ême 11 q_uery ~ 
(iii) Contra i nt e s sur le nombre de n o eu ds d211s une c i s tril>ut i 02.1 
----------------------------------------------------------
Eabi tuelle~ en t , le n or:i.bre d e n o eu ds dans un r ése2.u n ' e s t pas 
un paramè tre sur lequel peut j ouer le c~mc epteur de l a : .J D... .A}_nsi , 
i l p eut être i r.iposs i b l e de t r ou v e r une d i s tribut i on CP3 :'lon r eo.onc.:. an t e 
de l a BD pour un en s emble de " qü eries " d. on :1E:5. 
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Gosh ( cÏr [ GOSI-I 76 ] p 110) introduit alors la n ot ion d e dis-
tribution CPS redondante, l ' hy9othèse (:I) étru'lt maintenue , a fin de 
réduire le nombre de noeuds néces s aires pour a ssurer l a p1'opriét6 
CPS. Il décrit un alc orithne (A2) (en O (n3 • m)) qui pel0··1et d e ré-
duire l e nombre de n oeuds d ' une di s tribution •JPS et ÎOlU'ni t lm.e , . Ci. lS -
tribut ion GPS redond m1te. Il démontre que l a limi t e i;1f éri eure 
citée ci- d essus (dans le ca s n on redondant) est t oujours a tte inte , 
quel que soit l'ensemble de "qu eries » cons idéré , s i l a redoncl.:-11ce 
es t pe rmi s e dans 12. distribut ion CP S . 
Sri...-;-iivasan (cfr [ SRI:iTIVJ.SA..î 80 J p 158) , c1uaY1t ?. lui, re:Jose 
le problèr.1 e autrement : "ét ant donné v.n en semble de " queries " Q, 
dont chacun a b esoin de d ifférents types de se6w1ents d ' un en se:-,1·01e S , 
t rouver une d i stribution de S en k n oeuds , t elle que l e n or:.11J1~e de 
recherches n éces s2.ires pour répondre u.ne f o i s à tous les " qneries rt 
s oit :iininu m". 
Il p arle de p r obl èrae PP3 ( "Partial Parallel Sea r C.'2.c ~Jili ty" ) . 
Il démont re que c e d ernier est r P-cowplet ( en le r éduis2n t au }n~o-
bl èt:1e de coloration d ' un graphe) et en propose deux ayrp :r•ocLe ""' é:.e s o-
l u tion un algorithme "b r ai1ch-and- bound " (A3) qui fourDit l' opti1:n:i1 
global Gai s s ' avère peu appli cable au Donde r é el des p1•obl èmes r el a -
tiÎs aux JJDDs (ITP-com:plet ! ) et ·un algorithme basé sur l a ·cec :b .. u i c:._ue 
de "cli_istering " (A4), pllJ.S r ap i d e que l e "bran cl1- a.."Y1.d - b o1_md ", w:ds 
f ourni ssa.rit d e s so lutions s ous-opt i mal es . Le " brru.1.ch- en0.- b01. .. 1n.d '' 
est basé sur la notion de "mesure d 'exclusivité " d ' un ensemole d e 
s egments, qui repré s ente t;ro ssièreoen t l e noubre de rechercries ~Ll }) -
p lémen t aires qu 'oc casionnerai t l e reg roupenent de cec s ec ,:eI1ts s ·..,1.r 
un seul noeud par r ap l)ort à un e sit uation sans co 1:flit de pa:c8.llé_is.:.~e . 
Sr;11ivasa11 présente divers r e' sulJL, .. '"1J .. ,.., e·-.,,.,e' y, 1 n °1 ~ .. ,., .. ,~~ c .. ü.::J ./\.lJ ..... _ , _., _ _ vc.L.. .. __ 
quel s il a fai t varier n, m et le 110::1bre d ' él éraents n on nuJ_ ;:; de I-I 
(sa densité) (cfr (ii) ci-dessus). Il apparaî t que l e vemp s d ' exé-
cution cro î t exponent iellem.ent avec n, qu 'il rest e petit p ou:..· è.es 
densit és ~ O, 4 ou ).. O, 8 (les BDs classiques c1.é1)assent rare::.ent 
O, 4 ! ) ... etc. ( cfr SRINTVAB.AH 80 pp 1 61-163 ). 
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Le princip e de l ' a l .Çori t..1me de clusterint; (A4) consist e .~ sép2.rer , 
l' un de 1 ' aut r e , les types de se~ments- cibl es d ' un mêr..1 e " q_uer~·" lJar 
l 'intermédi a ire d ' unè "matrice de lien" B = (b .. ) où b .. = ·p . . / lJ lJ lJ 
( 
) + l) t "I ., • ~ .. ..L. , 1 e p .. = nro :J a Ol.Ll. Lo e c:l1.e _es 
- lJ .. -
t;ypes de segment s . et s . ne soient pas r éclamés ense~11bl e ) 2T 1-m 
J. J 
1/ Il q_uelcon q_1.: e c1ue :cy t t ~ .L • , s. e s . peuven ~Lore Group e s 
l J 
s i b. . ) t , Oll t est une valeur seuil dont l a v2.rü:i.tio11 l )E:''}. t , :: o ~i -l J 
fier le n onbre et l a nature des c r ouper.ients c:e c etnents . L 1 2.1,1.tenr 
su3.:..,è re de faire varier t d e Ïaço:._ ?;_ satisf2.i re m:. Cl'i tè-ir e pi ·ci c~6l' i.n :: 
(par e:xemple "le n or,1 re de 2:roupes doit ~tre inf 6ri. -u:::- ou ie,?.2. \ ..: 
e t la fonc tion de coû t suivant e doit ê tre wi~in i sée • ( cr,·~ + r~L' ; ,.,..,e • ,_ LJ. V .,. ,..t.J,..,:. 
copi e redondru1te d 11.m t ;yI;> e de s eouent ) . (noub r e c~e copies ~l·ec'.ori-
dentes ) + ( coût c1 ' une rech er che s1 .p:pl émentaire r equ i s e r,ou:r répondre 
à un q_uery) , • (no,:ibre cle :recherches sup:pl énentaires)"). Snr des 
exempl es Otl n { 14 et r.1 , 20, l' auteur obt ient l es résul tats 
sui va..11. t s : 
temps d ' exécuti oE de A4 
te• ps d ' e x~cution de A3 
O, l 
n oc1 re de recber ches sum.) l ér:1ent2.iTes D o 1-1. 1· _\4 r-1 
n oa bre de recherches supiüéraen t a ires pou r A3 
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.,. . 
.l..' l ~ 
~\._pp endice 7 
a 
(référence p r incipa l e : ( R.A.I-:_~:0O~1H7 7 '; J) 
a. 
Ramamoorthy et Wah ( cfr [ R.AE_u:oo:tTHY 7S J) propo s en t une c l as -
s if i cat i on de s ql~e s tions rel at i ve s au :c s ys t è1.:.e s · DDDs ( cf r 
a [ RAI:.Al : O:CI:Y 79 J p . 668 ) . 
La fit,ure suiva21te ·!antre l e s r el at ions aui e-:dst en t e:;1tre 
les di Î f 6rente s <::_uestions relat i v es ?:1. l a g estion des dor _é e s . 1 2. 
rel ation x - • y s i 6:flif i e que l a s olution de x n ' e s t pas aifec t ( e 
ar c elle de y , • a i s n on v i c e v ersa : l a solu t i on de x j_)eut clone 
ê t re d év eloppée indép endamment d e celle de y . 
.-
-
qu ery 
decompos ition 
file pl acement 
and migrat ion 
Data 
compressi on 
q_uery level 
file level 
1 , 1; ,, 1 tas .i:: s cnedu_::i.ng task level 
Rel at ionsh i ps among various dé: t a 
mana5 ement is sue s .-
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Rappelons qu ' iL"l "query" est une _e::ian (-:..e e,1 ' :::.c cès ". u 1.1 ,Y t :, lli_-
s ieurs fichi ers éma.11Emt d ' un utilisateur on c1. ' :..m. 1-n'o.§;ra:i.:Je (les ::..~é -
sul t 2.ts , ou " query ::cetu.rn trE:Sfi c ", é-'c 0 ~t ::::- e_'..vo;yés , 8.~J l 'C,:., l e "!î:ï.' 2 i -
t eri.1e:0.. t è.u " q_uery", eu noeud cler'.la.ndeur ) . 
Le but du_ " qu.ery decoqiposition" es t c;_e ::ia:-::i,.li.se :· l e p~.:.-allé-
lis me d. 211s l e tr2.i t ene~lt et cle u init~ i se1~ la ...... ...!.. • ~' ~ !.; CJ..Uù..t.'1 v l v , .. 
c ircu l 2!lt e,~211s le s:-stè1,1e . 
L ' idée est c. e décomposer un " q-:..te:cy" c.c8 édru1 t ::,_ ' l usie1.1.rs fi -
, . 11 • If 1 ' 1 t I ' 1 ,.. . 1 · ,... ' f , • c{ners en s ou.s- queries _1 acc ec an q_u :1 1.m s eu :i: 1.c uer , :::.:i.1-,i l•. c- ,,-i-
ter les tr 11sferts p r éalables d e s fichiers en tm s i te co;c·J~ (l) , 
et afin c:e 1: er::ïet t re l e trai ter.1ent en parallèl e ( c:e ces " s ons - c:_ne1°ies n ) 
( techn i qu e ~-,_ t ilisée clans SDD-1 , cir [ ·.101TG 771; c;r é,sal e·.:1cn t 
2.pp enc. ice 6 ) . Lorsque le " CJ.uery '' n ' est as clécon os 2.0 l e , ,.uï.e s o-
lution (proposée par l es aut eurs) pour 6vi ter è es t r-,·1s;e:cts cle I 2.-
h . . t ' . .L ' d . ., . ..r.- .._. , ' c iers consis e 0. aJouver a ces .erniers Cle G ll1.i:O1"uavion.s :.e, 0nc.t2n·c es . 
Les auteur s adoptent le point de -v1.1e relat iottn-el . -;-..-:-n " c~ï~H: r y " 
défini sur plusieurs relations :n ' est las c1-écomposable ( en " sous-
qu eries" rela tifs à une s eule relation ) lorsCJ_u ' il e:;,::iste une 11 el r.:cion 
lot,.iqu e (dans le prédicat définis s 211t le " qu e:r~r" ) è,éfinie sur m1 
do• aine coL'lE!U:n à celles-ci . Il faudrait d0s l ors que tou-'ce3 l e s re-
l ations auxquelles il accède soient r éunies en u.n ·,:i êm.e eHdr o i t . 
Les auteurs propo sent une s olution alternat ive consistr-:..1 -'c ? . c0wp i -
l e r dans ces relations des informations Telê,tives ~1 leur;;)(,:;. :a ines 
corncuns aÏin d ' ex écu ter le " quer;,r" [;an s ';1,ansf ert . pr ' a lable de re-
lations . 
(1) Généralenent , le " query return traffic" est bien in:f ér:i:œu r au tra-
fic résultant du tra..'1sfert des fic h iers à lm emplacement corrnun . 
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Cette teclmiaue uose Y. l us ieurs prob l èmes ,. -" ,. 
(i) ~uantité de stockage sup~l8mentaire ; 
(ii) mises à jour n~cessaires (des .L~fo 2~1ationo redond211tes) _orG 
cle l a ri1od i f ic a tion ' ' un douai ne con;:mn cl ' une rel<.tion ; 
(iii) le concepteur de 12. 3D doit ~tre capable d ' e s ti:-.1 er l o iU31l tité 
d ' inf o::.."u ations redonda tes s, coL1piler da:.-1. s l e s r e_2.tions . 
Cette tec:hni que devrait être av2ntageus e pour l es prédicats les ) lus 
Îréq_ue:·.1ment · util isés . 
Alors que la qu Gnt i té d ' inforoation utile co~t en1e d211c l e s 
données des ~r ande s BDs a l phanumériques est hab ituellement ass e z 
f aible, et que le trait ement dev ient de p lus en plus d i ,.. tribué , l a 
compression des données ap!)araît comu1e étant une solution natu relle 
permettant de r édui re la quantité de donn6es stockées et t r snsfér ées 
( sur les lio1es cle cornrmmication) . Cepend2..nt , l ' utilisa tion c~_es 
codes de cor:1pres s ion semble être en confli t avec cell e du coda.:;e 
redon( ant (par e :;;: eupl e véri:::' ication de l a parité ) c~ui accroît le, 
fiabili té . Il s ' 2.5 it donc d ' exa;niner l e s rel a tions entre té:'~ 1:-;: d ' e ... -
reur et c om_::n"ession . Les auteur s présentent q_1J.el ques :1ropri6 t és 
dés irables de s codes de cot1pres s ion 1 cliverses t ecrmique s de co;:.1pres ..... i •J !."2. 
et les directions f utures de l a recherche dans ce clo!l~aLvie ( c::r 
[ RA.EAEOO.RTHY 79a ] ) . 
Ap:rès avoir déc ompos é 1.u1 " query" , il faut ordonnancer le t rai-
tement de ses différents " sub- q_ueries " sur l a EDD, pour 1.-!.ne distri-
bution de fL.hiers donnée ( è. éf.L"flie par l e ? AP) • On p::i.1"le a lors du 
" Query Schedulinc Problem" ('}SP) . On décori1pose t out d ' abo r d l e s 
· " queries " en tâches (une tâche e s t un.e simpl e rec1u ête crü u t ilis e 
lme ressourc e p endant ï..me durée fin ie) . Le s tB.ches s ont o r 0112.1a11.c6 e s 
via lm L,r2.p~-e de préc édence . Il faut ensui te ordonnanc e1· les " q_uerie s " 
ent re eux . On élistin6 l.le a lors l e " Seq_uential Q3P" ( 3C:3P ) et le 
"Parall el QSP " (PQSP) . 
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Da.i.'1.s le SQ3I , les " sub- qu eries " sont t r a i tés è.2.ns un ordre s2cue11-
t i el; dnns le PQ3P , ils s ont t rai t é s en par <:2ll0le • ..--'\fi:a c:e 1~ é2,liser 
un co• pror::lis entre l a UW-ti té de coü1utmic2,t i ons e t l e te,.,ps cle r é -
ponse , une co,,1binai son du S·~ processin6 ( qui favorise 18, 2re~ll i ~l'e ) 
et du P -~ proc essin.G ( q~1i favorise le ,s ec ond ) peut êti e 1<?,lis 6e . 
Le ~5'? s1.u~ lme :B.DD est l~P- co-cp l et ; la rec_1erc:_e devr2i t c1.J:.::.c 2e cl l -
ri€er vers l e développ ew.ent d ' a l-:_;ori th"Gies d ' 2,ppro:;~i :110.tion . 
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(références :,rincipales : [CLTI.I G2b ] et [y3r: 79 1) 
Logical 
.Design 
( i ) [ CERI 82b J p:copose tille méthoclolo5ie 5én é::cale cle co:nc ept ioi1 
d ' un syst ène inforoatique distribué , r ésu:..:ée à. "l1S la :.?i-
i u re ci- dessous : 
Static 
Analysis 
J?nnctionnal 3ysteu 
.Anal ysis 1opol ocy 
allocation Sto~e li-:-_:i t c-.tions 
Duplice.t ions 
Local /3.euote 
Co s t Ratio 
a __ Ql:ec~ P2r ace-
~;,ccess ters 
11 ~ 
I I 
I I 
// --f 
Fhysical / 
/ 
I 
I 
Desitn 
...... ... 
---
Local 
Storage 
Struc tures 
Det erruination 
" 
.Ne twork 
Topology and 
Channel capacity / 
Det er_;i i.nation 
/ 
__________ ...,, 
/ 
/ 
,, 
/ 
/ 
,,, 
/ 
/ 
/ 
/ 
I 
/ 
/ 
/ 
I 
I 
I 
I 
/ 
I 
I 
I 
Tr ansact ion 
Opt i rai zation 
---• I-:aï._11. infornat i -0n' f loi·ï 
- - - - - • ::?eedbacks 
• Ph a s e s du de s i e;n d 'une ~DD . 
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L'analyse statique détermine l a struct ure des fic}üe l'S ( et l e-tr 
taille; , et l 'analyse fonctionnelle l a loGi que d e s tr2nsact i ons , 12 
fré quence de " C2_u ery" et d ' "u pclat e " des transactions · en fonct ion ~- es 
fic h iers , ainsi qu e l a fréquence avec l aquelle telle tr nsact i o::i e s t 
i ssue de tel noeud (al location à priori de s t:;_'ansactions ) . J éte::'rli-
ner l a topologie du système consiste \ préé iser q _1 els nocu ~ c e::is-
teront ensembl e (et qu elles s ont l eurs c apacités d e tr2.itement et 
de stocl:a~e ) . ::ies Em te:irs distin6-uen t è.eu :: cas è.e .._:,i-·ohl ~ •. 2e3 J ' ~.1.2.o -
c 2.t ion correspondémt 8- de s c ompl ex:i té s différentes d softuare Je 
la EDD J selon qt.,1_e l a redondance des copies de fichiers est ou n ' e:::t 
pas perm.ise . L' optimi sati.on de l ' a lloc2.tion des f ich ie i~s ( e:i_~ I ot1c -
tion des trens act ions p r é - définies ) est basée st!.r un r.:ocl~ü e de ...1 ir..i-
o isation des coftts d ' a c cès dont les val eu r s de s donnSe s d ' ent~te 
sont fourn i es par les t rois étapes d.u design lo;:;,i que et ~ ai' l ' est i -
o a tion (raf~ïnée par feedback ) de para ètres (d · pend211t éJ.e 1.)112.ses 
post€ri eures ) de stocka6 e et d e coûts d ' accès . 
Remar quons que l a phase d ' alloc a tion de fichi ers sera e ~:écuté e 
pour diverses configurations d e s para08tre s d ' entrée (v i le f &eQ-
back ) et que les c a ractéristiques du réseau ne sont pas d~fil1i es 
à p riori , n i déter::iinées s i mul taY1.éoent avec l ' a l l oc é"d;iori 1.., e s îic::i ers . 
La phas e d 'optimisation des transactions (par exe:iple a.Y1 2.l : ' seT et 
optimi ser l es " queries " occasionnels ) n til i s e des tecri_ni cues c~6,·e -
lopp ée s par (UIEVIT E.J. 79] , [ CE.!:TI G2a] ••• etc) . 
Le point de vue adopté par les autei..1rs est celui de l ' :> lJ c:._rii -
sation a. e s perforu ance s du s ystème cons i dérs comn e im t out (:-:i 2.r 01) -
posi tion au po int d e vne de l ' utilisat eur adopté ., a r -:or.:;au e·c Lev in , 
cîr p . 3 2. ) ; aus s i le stockage es t - il c ons i dér é coi:rJe une c ontra int e 
et non c omme u.n coût (ajout er l e copie de fichier à un no eud ne 
c oO.te rien s i l a capacité de stoc __ age de ce no eud n ' est rms dépa ssée ) . 
L ' extrême simplicité des paramètres de co~ts d~accès du modèle 
(un coût unitaire pour l es a c cès locau:c et 1m coû t lm i tai re p o'J.l' 
l e s ac c è s éloi5-,nés) n ' est justifiée aue Pé?.r l a ::iéthoc:oloc;ie c 211s 
laquell e il s ' insè re (cfr [ CERI 82b ] P. 348 ) . 
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Les a,ut eu r s démontrent que le problème d'allocation de fi-
chiers dans le cas non redondant est isor: ... orphe \ un =1ro0l èü1 e c_2.s-
siq_ue de rech er che opéra t ionnel l e (vn probl Gme de r..na9sac c. \ ~) J:'Opos 
duquel de n ombr eux a l gor ith• es spéc ialisés ont été publiés (teclm ic:_1.1.es 
s pécia l es d ' énumér t ion , p1·ogr ammat ion cl~rnau1 i q1.1.e . • . etc , cîr r éÏ . 
in [ C3....,I 82b ]) . 
Ils proposent un a l t;ori th;:ne "b r anch- a11d- tound " (~ F· o) >Y).::.' 
le cas redondant. Cet a l c;ori thme cons i ste es::;en tielleLlGnt ei1 1 2. c~é -
composi t i on du pl'O lh1e r eà.ondant coo.pl exe en probl è:-;.es c. e K11aris~.cI;: 
s i r~ples ( avec un n orJbre l i ra i t é de v a1'Ü!.bl es ) c:ue l ' OE peut :_, ,f .~oud2.-e 
de Ï aç ~n exhaus tive ou par une "c;r e edy heuri stic " (cfr ~~' .51 )J 
le "b & " ék·:nt alors , resp ec tivement , optir,1al ou heu::.· i st i q1-'!.e . 
L ' eff icac i té p r ésv.née du "b & b " dev r a i t rési er da.ns l e Î 8. i ·c :: .. ne 
chaque sous- probl èfile est très s üli1üe et prof i t e des résul tnt s <.~es 
s ous- pi,.,o1Jl è• es an.J..érieurs , a insi qu e dans l a stratégi e de reche1·cl:e 
adopté e (basée sur des cri t 2re s d ' ordre) qui permet cl ' ob~c en il"' d e 
bonnes s olutions assez tôt , et ains i d ' a~élior e r l es test s sur les 
bornes supéri eur es . 
Le s au t eurs p r ésent ent lm exempl e 111..u~éri q_ue .J. 5 n oeu .s et G 
f i ch iers ( c e q_u i n ' est pas beaucoup ! ) qui est résolu pouï.~ 4 v2.l eE::..'s 
diff érentes des c2.paci té.., d e stockat:;e aux noeuds cl1J. r ése o.u . Ils 
s oulicnent l a n ette supériorité de l eur "b & " 1a.r rappor·· \ l ' a l -
• J h d ~al ( ' ' J • ' b t ' ' 1 ' ' O 1 gori c me e .ü as enumer a cion '1 u genera_ pour pro o_ ~-,:.ie s - - , 
cf r f S.ALI:E ï 7 5}) • 
(ii) Yeh et Chandy ( cfr [ YEH 79 ] ) se r estre iônent au. p1~oblème 
de conc ept i on de systèmes \ EDD tels que : 
• il n ' y a pas de copies mult i pl e s de fichier s ; 
• i l ~ ' çi: un haut deg r é de l ocalisat ion géogr aphi qu e de s t r ans 2.ct ions ; 
• l a topol ogie du r és eau est un ar bre ( tL~ cent re et des fi l ial es ) . 
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Ils j~stif ient ce c_oix en f a i s2.nt remar quer que 
• ce problème :part icu lier est r encon tré suf f i s2.u1ment s ouvent eri 1n~ê·.-
tique pour oéri ter c:u ' on dév el o1,pe ~- son propo s des tec}m.i ,-~-,_ E s 
s p écifiqu es ; 
• l a cor.ip l e:xi té l~U prob l t::• e t:6néral inter d i t l e o..-fv el o1Jp euent -1 ' 2-l -
gor i tllu es o:pt i nau .x ra:.. s onna.ole::i en t r apides ; 
• il est poss i bl e , dans c e c as particu lier , de prencl re e -
tion s i Lul t8..11éne~ t 1 2. sél e c t i on des :9rocesseur,3 , (pour 
d i stribués 5 éo6rapl i qu emen t) , l e cho i x cle l a to1_:ioloüi e 
è.e::; s ites 
cl , , r osecr.1-. , 
l a sél ect i on des capac i tés des liuies c~e cou::.:·1..micatio::2 et l ' o.2..1•) -
c a tion des f onc tions et d e s J Ds aux s i tes . 
Le but d e s auteur s est d e dév el o:ppe1~ c"i.es a i des Cn ~o...:,rnr.o.c"es ) 
à l a c onc ept ion , qui sélec tionnent un :,et i .1.. n om.".J re de des i é,ns , ~ 1:,1 2.::c-
tir d ' un g r and nomb r e d ' 2.l t e r n ati v es , pour une anal yse inter~.s i v e . 
Ce s pr ogr a.nm.es aident le conc er)teur ( së.ns l e reupl acer ! ) • L' :::.l__;o-
r i thme présenté pa.r le s 2.uteurs ne pr ét end pas four.!'.l i r le c.le:ii. ......,11 
"opt i mal " (les fact eurs de c oû t et de pe 1~fo .rDence n ' 6t .ant )8 :: l eç: 
seul s à. L"'J. t e ~cv enir). 
L' équ i pe cle c on ce, tion spécifie l' ens e::ibl e <les c s.pac i t ts dis-
ponibles pour les liénes (ca.pac ités et coû ts ); elle p:roclu i t c~es cle -
sio 1s 8.l terna tifs pour chaciue f aI!ülle à ' équ i penen ts élo i e,11és ( e:•:em1. l e 
de f anille : I • .o . I: . 3. 7S0) et s p cifie l ' el1Se!:1 ü e de s co11f i cur .. t.:..or..3 
éloitnées a lternatives (coût , t2.ille de la r1émoire sec on .2.i1~e , pui s -
sanc e de trai te• ent (en tra...11.sac t i ons ·cr a i tées pa_· lLYl i té l~. e ter,11)s , 
t aux d e t r a it ement psr t ype d e transaction)) . 
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La char · e (par t~1 e è.e transaction ), _p r é sentée a·"1 réseé:.i.i. À. 
tout es les filiale s , es t s p écifié e p2.r l ' équipe de cor..cept i on ( èi 
uni tés de t1·a11s a.ctions l'Jar v..ni té de terr)s ). ~ . . Plusieurs 
mations de char~e seront pris en con s i d~ration (chare e ~o filme jo~r-
naliè:re au;,: heures de lJointe .•• ) • 
Pour chacr"1e ensemble de co1 Î i @J.rat ions du s :"s t ~ :1e e t c~' esti-
uat ions de chare;e , une courb e "coû.t (de location )-te:·,ps ·1e 1·E:'ponse " 
est calculée au woyen d ' é.ü...;ori thm.es .Proposés l)ar le "' c.Tèeurs . 
L'équ ipe de concept ion sélectionnera un enseubl e de points de cet t e 
courbe pour 1-me étude plus int ens ive . 
0-n évalue le petit ensemble -de de siens sélectiœu1és pa1· les 
al t:;ori t}mes au , oyen de s i Ll.ulat ions et cl ' 3.U tres :1éthodes n::'in c1 ' étu-
, . 1 . ' . 1 . J ' d ' f ,..7 _,_ ' · a ier a sensi üi iG e es mesures o.e per ·o r . .1 m.1c e 2.ux :i:_1_1.c va2.··:::..ons ae 
charé,'e , de fiabilit é des s i tes et des li:.:,nes .•• etc . Il f.:--.~t ici 
penser 2. ln croiss81lce future du s ;ys t ène . es conce ,teur s peuvent 
apporter leur c on...'1.aisszillc e de Î a c teurs è.ont r_e t i ent pc-.s c o·.:.1.pte 
1 'alGori thrne eL.1ployé . 
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Appendic e S 
Une_descri Qtion_de_auelill:!es_travaux_relatifs_Q_l ' étude_simul tanée 
---------------------------------------------------------------
Ifous présentons brièvenent l es travau x sui V3nts , relc.t ii's "'· 
l' étude s i 1ultanée du FAJ? (cfr p. 1 ) et du CCliiDP (cfr p . 57 ) : 
[ CASEY 73} , [IRAF I 82] et [ C3EL! 80 ]. 
(i) Casey étudie (cfr [CASEY 73]) sioultanément le FAF et le 
CCI:TDP . On considère une base de données ( :i3D ) parti tion~:ée en fichiers 
qui peuvent êtr e stockés i ndépendamment dans le r és eau . c~ sup~os e 
q_ue l 'on crée u.n nouveau système à BD di stri buée . L' auteur fait 
rebarquer qu 'il serait plus r éaliste de tenir compte de l'exi stant , 
en favoris2.nt plut at une transition t;raduelle vers lLYl nou\.eau s Jrs-
tème . Il soulit,ne égalen ent l ' i mportance des fact eurs 1:u,.1c.:i.ns (les 
comp étences, les ambitions , les tradit i ons ••. etc ) sur l es carac-
téristiques d·e réseau . Le c9nporter;1ent -des 'cJI>es d ' nc cès est supr> o-
sé statique ( cfr I . 3 . 2 .) et l e r éseau de com.11-mication de t;:-/2,1e 
"store-and- forward11 
Etant donné une list e de s noeuds utilisateurs , 1-me lis te des 
noeuds de stocka6e et de traitement potent iels , une lis te des fichi er s , 
les taux d'accè s ( en mode "query" et "update ") de chaque utilisat eu r 
pour chaque fi chier , une liste des capacit és de lignes disponibl es , 
les coûts de stockage de chaque fichie r en chaque noeud et les coûts 
de location d ' une ligne pour chaque paire c1e noeuds reliés e t pour 
chaque cape.ci té , le problème consiste à trouver une al :!..ocat ion des 
fi chi ers aux noeuds de stocka~e , une topoloc i e de réseau et v.ne al-
location de capacit és de li91es as s oc i ée , r éalisont l e service de-
mandé tout en minimisant le co~t total de locat ion des l ignes et de 
stockage des Îichiers . 
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Le modèle proposé est un programne mi::de non linéaire . Les 
techniques de la pro~rammation linéaire n ' ét ant pas clirecte:::ient ap-
plicables , l' auteur propose une pro cédure de recherche b.em.: i s ticr .. 1e 
aya.'11.t la f orme indiquée dans la f i gure suivante : 
procédure d ' ~SAU- ~lILLIAES 
1 réseau initial 
allocation de fichiers 
emplacements des 
fichiers et r éseau 
Branch Exchange 
-. processus de design • 
,.., 2 
Remarquons que#( 1 'espac e - des solutions ) ~ 2kn • c vn , où 
n (r esp k , c) désigne l e nombre de noeuds (resp de fichiers , de ca-
pacités); ainsi l ' auteur s'est- il limité aux topologies de t~7Ile 
arbre, dont on peut citer les avantages s...livants (cfr I.5. 4): 
(i) les déc i sions de routage se réduisent au choix d ' une copie de 
fichier pareii plusieurs; 
(ii) l'eff et d 'un changement local da.'11.s une structure d ' arbre es t 
facile à cal culer; 
(iii) les arbres s ont intéressants en · pratique (le réseau à co*t mi -
nimum pour communiquer avec une BD centralisée est·un arbre) 
(cfr r.5. 4). 
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Il suggère c1 'utiliser les arbres comme point de départ d ' mie 
procédure de desit,n plus générale (cfr [ F3IED1-~AH 73]). 
Casey utilise l'algorithme heuristique d'Esau - Uilliar.i s (cfr 
I. 5. 4 et appendice 3 ) comr;i e étape initiale, afin de générer un r é-
seau centralisé candidat pour de futures améliorations . (l) 
Cet algorithme est efficace et rapide; de plus , cet t e é t ape 
initiale pe1-w.ettra de comparer entre eu:,: les coût s du des i sn c ent r a -
lisé et du de s it,n. distribué . 
L' étape d ' allocation des fichiers , sans modi fier la topoloc ie 
du réseau, utilise le • odèle développé dans [ OASEY 72] pour chac1ue 
f ichier à tour de rôle (cfr I.1); de nouvelles capacités de li6nes 
sont alors calculées et on tente d'awéliorer le coût en es s ayan t 
divers es perturbations locales da~s l'allocation des fichiers . La 
configuration de moindre coût est retenue . 
La proc édure "Branch exchange", s ans t oucher 2. l ' 2.llo c2.t ion 
des fichiers, modifie la topologie du réseau, via des trru.1.s:'or'.!lations 
locales cons i s tant en des ajout s et suppression s de li.:,11.es , jusqu ' à 
ce qu'on ne trou ve plus aucune amélioration (cfr [ ?IL,;]_1T::: 71a ] ou en-
core appendice 3 J . 
Casey a décrit compl ètement un exemple , 18 noeuds , 2 fic'_ i e~ .... s 
et 6 capacités. 
Le but de cett e étv.de est de montrer q_u ' il es t po ssible de r é-
duire le coût du réseau en alternant le FAP et le ; CTTDP, et de s er-
vir de point de départ à des recherches futures dans ce don a i ne . 
(1) On choisit un ~oeud auquel on stocke .une copie de chaque ~ichier. · 
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( ii) Irani et Khabbaz (cfr [I?..AII 82 ] ) étudient le probl8• e 
de la distribution d.,une BD intégrée sur ün ensembl e de s ite s e;éo -
graphi c~ueu1ent dista11ts , et d e la conception c ' un résean è.e c or:i-.'. n:.1i-
cation afin cl ' effectuer les opérations de l a 5D ( i . e . F .,.'\1? et :c:~DP) . 
Ils font remarquer que les arbres sont très peu fi abl es ; ~e 
plus , un nonbre ~inimu.m de li:E:,nes ne c orres ond pas 11écessai1~e··,ent 
à. un co1H :i. ini::iu m cl e co!'.ln.ulication clans le :-céseau , car c e c o~~U:; es t 
auss i fonction des capacités des li01es . 
Ils se limitent au.x topologies G (n, k , d ) int r oduites c'l2.11s 
[ WIIEOV 70 J (n est le nombre d_e noeuds , k la cornectivité et d le 
diamètre du g r aphe sous- jacent) qui sont haute ient fiables et d e dü·.-
mètre d u inir.1al pour (n , k ) doru1é ( ce qu.i réduit co-0.t et è. i l a i de 
comr;iv.nication) . 
Lors de la conception d ' une :BD distribuée , il f aut p1·e:.ric1re en 
compte : 
• la fiabilité du réseau ; 
• la disponibilit é des fichiers ; 
• le c o-0.t de comnunication ; 
• l e d élai (ooyen) de communication pour 2.cc•éder à un fichier 
(noté T) . 
La mesure de disponibilité d'un fichier i (not ée Ai) retenue , 
est la probabilité qu "au moins une copie du fichi er se t 1··ouve en un 
noeu d él,Ccessible [-l. tous les autres noeuds; la mesure de fiabilité 
du rése~ (notée R) est la :probabil ité que le réseau s oit con1-ecté 
(i . e. qu ' il existe un chemin entre chaque paire de noeuds) • 
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Le modèl.e consiste à minimiser ( sur l ' 2..llocation des :ficllier::-3 
et des capacités et la topolobi e du réseau) les coûts de stocka6 e 
des fichier s et de location des lignes s ous les con traintes R ~ R
0
, 
A., (pour t out fichier) et T 
1. 0 
donn.és ; via une expression de Ll3 (R) ("Lo1·rer :Sound " sur .. J tirée des 
propriétés des G (n , k , d) , la contrainte de fiabilité du r éseau 
. 
peut s ' exprimer s ous la Îor!:le d ' une contraint e sur k : 1 ~ k
0
• 
Les contraintes de dispon:i:bil.ité sont exprimées par l ' inter-
médi aire de l i mites sur 
un problème extr ~œement 
sur le nombr e de copies 
Ai ( trouver une expression exacte de~ est 
complexe ) traduit es en liriü te s inférieures 
(ni ) de chaque fichier n. • 
1. , ID 
La contrainte de dél.ai est exprimée , via les r ésul tats de 
Klein.rock ·(cfr [ KL3IiElOCK 76 )), en ternes à.es variables cl ' a l:!.ocat i on 
de fi chiers et sous foroe d ' une contra inte sur chaç_ue l icne . 
Le processus de conception est le suivant (it ération sur l:) 
1 . Contrainte de fiabilité du r éseau k ~ k ~ n - l; 
m 
2. Contra.:L-ri tes de disponibilité des Îichiers n . t. n ~ n · J ' ·.n ~ ... j .... -- ' 
3. Choix d ' une valeur initiale de k ; 
4 . _rTDP (cfr I . 5 .1) ; 
5 • .F.AJ? et CC.AP; si critère d ' opticral i té OK , alors FIIT , s inon , :L-ric:ré-
menter k , modifier les co-0.ts de pose de s li6nes ainsi (lUe l es co"C.ts 
unitaires de comounicat ion entre paires de noeuds et aller en 4 . 
L' étape 4 consis te à trouver le réseau de coût minit:ium dont l e 6ra1)he 
sous - jacent est un G (n , k , d ). 
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ztant donné l a t o9olo5ie générée en 4 , l ' étape 5 consiste :>. ti~ou.ver 
l'allocation des fichiers et des capacités de lignes qui ïi".. ini;:ilis_ent 
les coût s de co;:i.uunicat ion et de stockage tout en respectant les con-
t r aintes de d él a i sur chaque li&11e. 
Les auteurs ont développé u.ne heuristic~ue . Ils propo ~e:~ t tro ~s 
procédures résolvent respective-c.1ent l e IT1DP, l e :?A.P et le .:;~;AP . 
Le CC.A? doit être préc édé par :iTlDP (les lio1es doivent ê tre rülol 6e o ) 
et le ?AJ (il fé?.ut connaî tre les flux sur chaq_·.1e li91e) . Le ::i_;_p 
do it être préc édé du :HTDP (la conf i t,urat i on du réseau cloit ê t:ce 
connue) . 
Eta11.t donné n, k et les co-C.ts de position d es lioies , 1 2. pro-
cédure de NTDP doit t1inimiser le coût relatif au~c lignes posées (la 
topolo5 ie :résultante devant êt re G (n , k , a. )). Elle es t constituée 
d ' une proc édure qui trouve l ' ensemble des topolo;;ies G (~ , :~, d) 
correspondant à (n, k ), d ' une "greedy h euristic" (cfr [ ?ISH33. CO J 
qui génère une allocation de lit,nes , et d ' 1.me 
proc édure ~ui tent e d ' améliorer , par changements d ' allocat ions, la 
s olution courante. 
La procédure de FAP alloue un f ichier à l a f ois . Pou1· cl12.çüe 
fichier, la ~ro c édu~e itère sur ni (à partir d ' une t orne inférieure 
sur n.) en utilisant une " 6reedy heuristic" et lme "interchan;;::;e 
' 1. 
heuristic" (améliorer la solution :par r é;:ülocation de cop:.es du fi -
chier , cf r [ ? I SHS..~ 80 ] f· ç1 ). 
La procédure de CC.AP trouve une allocation opti• ale de . ~ , capaci ces . 
Après avoir incrémenté k , on évalu~ les f lux attendus sur les 
différentes lignes et on obtient , via l a proc édure de CCA:P , de nou-
velles valeurs des co-C.ts ci t és à. l'étape 5 ci-dessus . 
Les auteurs ont réalisé de s t ests (satisÎa i sants ) d ' opt i malité 
sur les h eurist i (lues cit é es c:i.- dessus (unique0.ent sur cles exer:1pl es 
à d i mensions réduites!). Ils ont étudié l'inf luenc e de l a co~J1ec-
tivité sur le co-C.t à partir de 4 exemples de 1 à 50 Î i chiers et de 
6 à 10 noeuds. Il se peut qu'on obtie1~~e lme meilleure solution en 
augmentant k (plus de lignes u tilis ées, mais réduction d e 
la capacité moyenne). 
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(iii ) Chen et .Akoka dévelop1~ent (cfr JE3E 30 ) un E10c1::ne 
d ' o_pti::lisation ( s ous -foroe c' ' un prosramme entier non linéaire ) et 
une procédure de s olution opt i r.1ale (basée SUJ.' la méthode cle pro0 1~a::.1 - · 
mation entière appelée "b o1-u1ded branch- :?11d-bound", ainsi qu e sur les 
s tructures ·: spéciales du modèle) pour l e pro bl è;:i e du. desi2,n o_es sys -
tèr1es in:torc1atiques distribués. Ils p1'oposent 1.me applicat ion réelle 
du modèle au cas d ' u._r1e t;rande ba11qtte. 
Le modèle cl.étero.i ·,1e simu. l tanérnent l ' a.lloc::. t ion c~e s l::.0 2. e s r.i. e 
c orœ-n.unic a tion (point - à - point et fuêl-duple z: ), l eur G capaci-::;és , l o. 
capacité <les ordinateurs ?.-i. chaque noeud et 1 ' alloca tion de s p l'oc:_;ra;·_r:-:_ e s 
et des 3Ds . La clépendann.e entre progr anmes et :G.Ds , introduite par 
Levin et z.:orgélll ( cfr I. 3. 2), est 6 énéralis ée (1 î idée est que tous 
les programcres ne peu.vent travailler sur toute s les 3 Ds , il e:ciste 
des relations entre eu.x ). Le flux d ' information en retour (d ' un 
" query" ou d 'un "updat e") est pris en co11p te ( en supposant q_u 'il sui t 
la même rout e qu 'à l'aller ! ) • Le but du r:1od8le est de ::.linira i s e r 
le co-0.t t otal du systèI:1 e (l) t out en re specta.Y1t certaines contr2.int e s 
(nécessaires à la faisabilité du système) . 
La technique de solution utilisée est basée sur la mé thode 
"bou.~ded branch- and- b ou.nd" ( 2 ) (cfr [J.13.ADI E 69a]). 
Les auteurs f ont renarquer qu e peu cle moè~ è les é'.ntérieurs ont 
été appliqués à des problèmes de des i gn riels , ce qu i rend très ar-
due la tâche d ' évaluer leur utilité e t leur co r i~ection . ( 3 ) 
(1) Co-0.t des ordinateurs, coût des softwares de B!)s, c o-C.t des lignes 
de communication , co-0.ts de stoc!ca[;e des BDs et des pro6 r2.mmes , c oûts 
de commmication (aller e t retour) des " queries" et des "updates " 
( de s utilisateurs aux programmes et d e s pro0 ratl=es &1..L~ BDs ). 
( 2) Cfr [AKOKA 80 ] p . 55 
(3) Eore;an et Levin, par exemple , testent l eur modèle sur les données 
de Cas ey alors m~me qu'il est plus général que celui d e Casey . 
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Ils proposent dès lors une application de leur modèle à un cas réa-
liste ·(une grande banque ) dont cependru1t les dimensions ne sembl ent 
pas excessives (quatre no euds , une 3D et un pro5ramme ! ) ; üe plus , 
les capacités des lignes de cooounicat ion "-front connues à priori e t 
. t ê ' é Il I/ ne doiven donc pas tre dctermin e s pa r le 3~~ ! Ils proposent 
également une an2..lyse de la sensi bili t é de la solution u z v 2.rie.ti01~s 
cie facteurs i wportants (co-0.ts de communication , t 2.ux de " queries " ... 
etc ) afin. d ' en étudier la robustes s e ( ils apïJl iq_uent leur 2.lgo r itht.:ie 
à quatre jeuA de données c iff érents) . Ils s i gnal ent que la s olutio1 
optimale peut apporter de s écono~ies mensuel les de l ' 01~dre de quel-
ques millie1'.s d e dol l ars , alors qu ' une exécution de l ' a lcori thme prend 
sept secondes ( sur I :SE 370/.1.68) et co-0.te s i x dollars· r Ils .:ont re-
marquer que leur modèle n e prend pas en con sidération , entre antre 
chose 1 les délais de file d ' att ente et l 'opt i o i s a tio:::l de s \ --_rnr i e / . 
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Appendice 10 
La liste des procédures et fonctions est dressée ci-dessous; 
dans la première colonne, figurent les procédures et fonctions décla-
rées au niveau global; en regard de celles-ci figurent les procédures 
et fonctions~qui y sont déclarées. 
Par exemple 
A 8 C 
D 
E F 
G H 
Dans cet exemple : 
_-. A et G sont déclarés au niveau global; 
-.B et E sont déclarés dans A; 
-.c et D sont déclarés dans B; 
-.F est déclaré dans E; 
-.H est déclaré dans G. 
Remarque : l'ordre dans lequel les procédures et fonctions sont citées , 
est celui dans lequel elles sont spécifiées ci-après. Cet ordre est 
également celui dans lequel elles sont déclarées, sauf: 
-.FORMAT_REEL et TRI sont déclarées avant PRE_STAT_NOEUD_RECC; 
-.RECH_HAMILT est déclaré avant ENR_TABLE_ROUTAGE; 
-.AFF_SOL_FINAL est déclaré avant CALC_DIST_STAT_STAT; 
-.les procédures relative~ aux contraintes d'emplacement de 
fichiers sont déclarées après les procédures relatives à la fiabilité. 
PRE_STAT_NOEUD RECC 
PRE_E NR_STATION. 
PRE_ENR_NOEUD 
EX_STATNOEUD 
VAL_STATNOEUD 
AFF_STATION 
AFF_NOEUD 
TABL_STATNOEUD 
NUM_STATION 
STATNOEUD_RECCURR 
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ENR_STA HJOEUD 
PRE_ENR_LIG l\l E 
EX_LI GN.E 
PRE_LIG NE_RECC 
V Al_l I GN. E 
AFF_LIGNE 
TABL_LIG NE 
NUM_LIGNE 
LIG NE_RECCURR 
EN. R_LI GN.E 
ENR_TABLE_RO UTAGE 
RECH_HA MILT 
PRE_E NR_FICHIER 
PRE_FICHIER_RECC 
EX_FICHIER 
VAL_FICHIER 
AFF_FICHIER 
TABL_FICHIER 
NtiM_FICHIER 
FICH_RECCURR 
El\l R_FI CHI ER 
EX_LOUE_CAP 
VAL_l • UE_CAP 
AFF_LOUE_CAP 
TABL_LOUE_CAP 
L• UE_CAP_RECCURR 
ENR_L•UE_CAP 
EX_N• N_L• UE_CAP 
VAL_N• N_LOUE_CAP 
AFF_NON_l•UE_CAP 
TABL_NO N_l • UE_CAP 
NDN_L • UE_CAP_RECCURR 
ENR_N• N_L • UE_CAP 
ENR_CAPAC I TE 
ENR_DPTIO N 
AFF_OPTIO N 
CORR_OPTIO N 
AFF_CONTRAI NTE_EMPL FI CH 
CONTR_EMPL_FICH_TRAITEM 
- A 42 -
ENR_CONTRAI NTE_EMPL_FICH 
TABL_CONTRAINTE_EMPL_FICH 
PRE_ENR_TAUX_LONG 
ENR_LONG 
ENR_TAUX_LDNG 
AFF_TAUX_LDNG 
CORR_TAUX 
TAUX_LONG 
PRE_ENR_FIABILITE 
ENR_FIABILITE 
AFF_FIABILITE 
CORR_FIABILITE 
SAISIE 
INIT_MEMOIRE 
E_MEMOIRE 
M_MEMOIRE 
INF 
SUP 
TRI 
FORMAT_REEL 
ENTIER_SUP 
DISPO 
OISPO_GLOB 
FLUX 
INDICEDANSCAP 
CAP _COUT 
DCALC 
EGALITE 
INTERM_FLUX 
TCALC 
CALC_OIST_STAT STAT 
CFAISABILITE 
TFAISABILITE 
INIT_CF_CAPSOL 
INIT_TF_CAPSOL 
CAPAC_U CAPAC_U_APPROCHEE 
CAPAC_B_APPROCHEE CAPAC-.:..B 
INIT_QJTILDE 
OPTIMIZING_RDUTINE 
SOLHEURISTIQUE 
TROUVE_MIEUX 
GENERATRICE 
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GENE_TAB TRA I TEMENT 
INCR_QJTILDE 
AFF_SOL_FINAL 
Une procédure (ou une fonction) est spécifiée selon le schéma 
suivant : 
• arguments: données reçues par la procédure (ou fonction); 
• pré-condition: propriétés que doivent posséder les 
arguments et/ou les variables globales pour que cette procédure (ou 
fonction) puisse être appelée; 
-. résultats : résultats fournis par la procédure (ou fonction); 
-. post-condition : propriétés que possèdent les argu ments 
et/ou les variables globales après l'appel de la procédure (ou fonction). 
Les constantes, types et variables globales utilisés dans ces 
spéeifications sont explicités dans le code du programme : déclarations 
des constantes, types et variables globaux. 
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procédure PHE-STATNOEUD-HECC. 
arguments: aux: tpointstatnoeud 
i: integer; 
choix-stat: boolean 
pre-condition: /; 
r ésultats:/; 
post-condition : 
Si choix-etat = true 
alors 
début-alors 
Si ((i > =1) et (i < =s)) 
alors la station décrite dans statnoeud [i] 
est ajoutée à la liste cha1née de stations, 
relative à pointstat; 
appel à PHE-STATNOEUD-HECC avec comme arguments: 
aux /\ • premier ; 
i+1 ; 
choix-stat; 
fin-alors 
Si choix-etat = false 
alors 
début-alof s 
Si ((i>•a+1) et (i .(=s+n)) 
alors le noeud décrit dans statnoeud (i] 
est ajouté à la liste cha1née de noeuds, 
relative à pointnoeud 
appel à PHE-STATNOEUD-HECC avec comme arguments 
aux". premier 
i+1 ; 
choix-stat; 
fin-alors 
procédure PHE-ENR-STATION. 
arguments: choix-réseau: integer; 
pré-condition: choix-réseau E ~ 1,2,3 \ 
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résultats:/; 
post-condition: Affectation à la variable s du nombre de stations du réseau 
de numéro choix-réseau. 
Les stations du réseau de numéro choix-réseau sont affectées 
aux s premières composantes du tableau statnoeud. 
appel à la procédure 
PRE-STATNOEUD-RECC (pointstat, 1, true). 
procédure PRE-ENR-NOEOD. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau E i 1,2,3 ~ ; 
résultats:/; 
post-condition: Affectation à la variable n du nombre de noeuds du réseau 
de numéro chôi3E-réseau. 
Les noeuds du réseau de numéro choix-réseau sont affectés aux 
composantes, allant de s+1 à .+n,._ dti _ta.bleau 113:çatnoe:ud. 
appel à la procédure 
PRE-STATNOEUD-RECC (pointnoeud, 1, false). 
fonction EX-STATNOEUD. 
arguments: nom-int: string10; 
choix-stat: boolea.n 
pré-condition:/; 
résultats: EX-STATNOEOD: boolean; 
post-condition: 
EX-STATNOEOD = true 
ssi 
(choix-stat = true 
et la station d·e nom nom-int appartient à 
la liste cha1née relative à pointstat) 
ou 
(choix-stat = false 
et le noeud de nom nom-int appartient à 
la liste cha!née relative à pointnoeud) 
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procédure VAL-STATNOEU:O. 
arguments: int-statnoeud: treostatnoeud 
choix-stat: boolean; 
pré-condition:/; 
résultats:/; 
post-condition: Affectation de valeurs aux différents champs de la variable 
int-statnoeud. 
procédure AFF-STATION. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau E: ~ O, 1 ,2 ,3 ~ 
résultats:/; 
post-condition: 
Affichage d'un titre au tableau signalé ci-dessous, 
Le contenu de ce titre dépend de la valeur de choix-réseau. 
Les stations, appartenant à la liste cba1née relative à pointstat, 
sont affichées à l'écran sous forme d'un tableau dont les rubriques sont 
NUM-STATION,. NOM, STOCKAGE, PRIX-:BIT, FLUX-ENTR, FLUX-SORT et PROB-DISC. 
procédure AFF-NOEUD. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau e. {o, 1,2,3 ~ 
résultats:/; 
post-condition: 
Affichage d'un titre au tableau signalé ci-dessous. 
Le contenu de ce titre dépend de la valeur de choix-réseau. 
Les noeuds, appartenant à la liste cha1née relative à pointnoeud, 
sont affichés à l'écran sous forme d'un tableau dont les rubriques sont: 
NOM-NOEUD, NOM, FLUX-ENTR, FLUX-SORT et PRO:B-DISC. 
procédure TA:BL-STATNOEUD. 
arguments . : / 
pré-condition:/ 
résultats:/ 
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post-condition: 
Affecter à s (resp.n), 1 le nombre de stations (resp.noeuds) du réseau. 
Affecter aux différentes composantes du tableau statnoeud, les stations 
de la liste cba1née relative à pointstat ainsi que les noeuds de la 
liste cba1née relative à pointnoeud. 
fonction NOM-STATION. 
arguments: stat: string10 
pré-condition:/; 
résultats : NUM-STATION : integer 
post-condition: 
Si la station stat est affectée à l'une des composantes du tableau 
statnoeud 
alors NOM-STATION= indice de cette composante 
sinon NOM-STATION = 0 • 
procédure STATNOEUD-BECCURR. 
arguments: aux: tpointstatnoeud 
noeudst: string10 
ch: char 
choix-stat: boolean; 
pré-condition /; 
résultats:/ 
post-condition: 
Les opérations sur les stations (resp.noeuds), signalées ci-dessous, 
seront effectuées sur la liste cbatnée de stations (resp.rioeuds), 
relative à pointstat (resp.pointnoeud) s± chQix-stat = true (resp.false). 
Table de décision: 
A .. 48---
aux= nil F F F F F F F F F F T T T T 
aux/\. stnoeud.nom = noeudst T T T T T T T T T F 
ch= 'A' T T 
ch= •s' T T 
ch= 'M' T T 
ch= •c' T T T T T T T 
choix•stat T T F F F 
noeudst = noeudst1 T F F F F F 
EX-STATNOEUD (noeudst1, true) F T F F T 
EX-STATNOEUD (noeudst1, false) F T 
message: 'Cette station (resp. X 
noeud) existe déjà'. 
supprimer la station (resp.noeud) X 
noeudst. 
modifier les caractéristiques X 
relatives à noeudst • 
introduire le nouveau nom X X X 
(variable locale noeudst1). 
remplacer noeudst par noeudst1. X X 
message :'Ce nom est celui d'une X X 
autre station' • 
message :•Ce nom est celui d'un X 
autre noeud' • 
appel à STATNOEUD-RECCUBR (aux"- X 
premier, noeudst, ch, choix-stat). 
ajouter la station (resp.noeud) X 
noeudst et introduire ces carac-
téristiques. 
message: 'Cette station (resp. X X X 
noeud) n'existe pas'. 
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procédure ENR-STATNOEUD. 
arguments: choix-réseau: integer; 
choix-stat 1 boolean; 
pré-condition : choix-réseau € i O, 1,2,3 ~ ; 
résultats:/; 
post-condition: 
Afficher à l'écran un titre signalant l'enregistrement des stations 
(resp.noeuds) si choix-stat = true (resp.false). 
Répéter 
début-répéter 
. Afficher à l'écran le menu proposé à l'utilisateur pour cet 
enregistrement: 
-soit ajouter une station (resp.noeud) : noté 1A1 ; 
-soit supprimer une station (resp.noeud) : noté 1s 1 
-soit changer le nom d'une station (resp.noeud) : noté 10 1 ; 
-soit modifier les caractéristiques d'une station (resp.noeud) 
noté 1M1 ; 
-soit afficher les stations (resp.noeuds) déjà introduites: 
noté !V' ; 
-soit arr&ter l'enregistrement des stations (resp.noeuds) : 
noté 1N1 ; 
Ces opérations seront effectuées sur la liste cha1née de stations 
(resp.noeuds), relative à pointstat (resp.pointnoeud) si choix~ 
stat = true (resp.false). 
En fait, le menu diffère suivant que: 
-le réseau est personnel: menu= i 1A1 , 1s 1 , 1C1 , 1M1 , 1V1 , 1N1 ~ j 
-le réseau est préexistant 
-pour les stations : menu = { 1M1 , 'V', 1N1 l : cette restric-
tion est due au fait que les matrices de trafic sont préintro-
duites: le nombre de stations et leur nom sont donc déterminés. 
-pour les noeuds : menu = i I A 1 , 1M 1 , 1V 1 , 1N 1 ~ : cette restric-
tion est due au fait que certaines lignes sont préintroduites 
et qu'elles relient des noeuds (ou stations) préintroduits. 
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L'utilisateur est invité à choisir dans le menu qui lui est 
proposé: la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. 
fin-répéter 
jusqu'à ce que ch= 'N'. 
che menu T 
ch= 'V' F. 
ch= 'N' F 
choix-stat T 
EX-STATNOEUD (noeudst, true) 
introduire le nom de la station (resp.noeud) X 
(variable locale noeudst). 
appel à STATNOEOD-BECCURR X 
(pointstat, noeudst, ch, true). 
appel à STATNOEOD-RECCURR 
(pointnoeud, noeudst, ch, false). 
message: 'Ce nom est cèlui d'une station 
et non d'un noeud'. 
AFF-STATION ( choix-réseau) • 
AFF-NOEUD ( choix-réseau) • 
message . •Opération non significative 1 • . 
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T T F 
F F T T 
F F 
F F T F 
T F 
X X 
X 
X 
X 
X 
X 
procédure PRE-LIGNE-RECC. 
arguments: aux: tpointligne 
i : integer ; 
pré-condition:/ 
résultats:/; 
post-condition: 
Si ((i) =1) et (i <=nbl)) 
alors la ligne décrite dans ligne (i] est ajoutée à la liste cha1née de 
lignes, relative à pointligne • 
appeLà l?RE-LIGNE-BECC avec comme arguments: 
aux" • preml ; 
i+1 • 
procédure PRE-ENR-LIGNE. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau E ~1 ;2,3 ~ ; 
résultats:/; 
post-condition: 
Affectation à la variable nbl du nombre de lignes du réseau de numéro 
choix-réseau. 
Les lignes du réseau de numéro choix-réseau sont affectées aux nbl 
premières composantes du tableau ligne. 
Appel à la procédure PRE-LIGNE-BECC (pointligne, 1). 
fonction EX-LIGNE. 
arguments: origine: string10; 
extrémité: string10 
pré-condition:/; 
résultats: EX-LIGNE: boolean 
post-condition: 
EX-LIGNE= true 
ssi la ligne, reliant la station (ou noeud) de nom origine et la station 
(ou noeud) de nom extrémité, appartient à la liste cha1née relative à 
pointligne. 
- A 52 
procédure VAL-LIGNE. 
arguments: int-ligne: treeligne; 
pré-condition:/; 
résultats:/ 
post-condition: 
Af'fectation de valeurs aux différents champs de la variable int-ligne. 
procédure AFF-LIGNE. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau & ~ O, 1,2,3 ~ 
résultats:/; 
post-condition: 
Af'ficbage, à l'écran, d'un titre au tableau signalé ci-dessous. Le contenu 
de ce titre dépend de la valeur de choix-réseau. 
Les lignes, appartenant à la liste cba1née relative à pointligne, sont 
affichées à l'écran sous forme d'un tableau .dont les rubriques sont: 
NUM-LIGNE, IlUT, FIN, LONG, PRIX-LONG, COUT-JOUR-MIN, COUT-NUIT-MIN. 
procédure TABL-LIGNE. 
arguments:/; 
pré-condition:/ 
résultats:/; 
post-condition: 
Af'fecter à nbl, le nombre de lignes du réseau. 
Affecter aux différentes composantes du tableau ligne, les lignes de la 
liste cba!née relative à pointligne. 
Af'fectation de valeurs aux variables globales mat-dist et mat-ligne. 
fonction NUM..-LIGNE. 
arguments origine- ;.. string10 t ~~:_,-. 
extrémité: string10; 
pré-condition:/; 
résultats: NOM-LIGNE: integer 
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post-condition: 
Si la~_ligne, reliant la station (ou noeud) de nom origine et la station 
(ou noeud) de nom extrémité, est affectée à l'une des composantes du 
tableau ligne 
alors NUM-LIGNE = indice de cette composante 
sinon NUM-LIGNE = 0. 
procédure LIGNE-RECCURR. 
arguments: aux: tpointligne; 
origine: string10; 
extrémité: string10 
ch : char ; 
pré-condition:/; 
résul tat_s : / ; 
post-condition: 
Les opéràtions sur les lignes,signalées ci-dessous, seront effectuées 
sur la liste cba!.née de lignes relative ·à pointligneo 
Table de décision: 
la condition C utilisée dans cette table est: 
( ( (aux", lligne. ini t-sta tnoeud = origine) 
and (aux"• lligne.fin-statnoeud = extrémité)) 
or ((aux". lligne.init ... statnoeud = extrémité) 
and (aux"'· lligne.fin-statnoeud = origine))) . 
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au:x: = nil 
condition C 
ch= 'A' 
ch= 'S' 
ch= 'M' 
message . 'Cette ligne existe déjà'. . 
supprimer la ligne relia.nt origine à 
extrémité, ainsi que la ligne réciproque. 
modifier les caractéristiques de la ligne 
relia.nt origine à extrémité, ainsi · que 
celles de la ligne réciproque • 
appel à LIGNE-RECCURR 
( aibc ". preml, origine, extrémité, ch). 
ajouter la ligne relia.nt origine à 
extrémité, ainsi que la ligne réciproque 
et les caractéristiques de chacune de 
ces deu:x: lignes. 
message . 'Cette ligne n'existe pas'. . 
procédure ENR-LIGNE. 
arguments:/; 
pré-condition:/ 
résultats:/; 
post-condition: 
F F F F T T T 
T T T F 
T T 
T T 
T T 
X 
X 
X 
X 
X 
X X 
Afficher à l'écran un titre signalant l'enregistrement des lignes. 
Répéter 
début-répéter 
Afficher à l'écran le menu proposé à l'utilisateur pour cet··· . 
enregistrement: 
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-soit ajouter une ligne: noté 'A' ; 
-soit supprimer une ligne: noté 'S' 
-soit modiîier les caractéristiques d'une ligne: noté 'M' 
-soit afficher les lignes déjà introduites: noté 'V' ; 
-soit arrêter l'enregistrement des lignes: noté 'N'. 
Ces opérations seront effectuées sur la liste cha1née de lignes 
relatives à pointligne. 
Ici, menu= 
L'utilisateur est invité à choisir da.na le menu qui lui est 
proposéa la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. 
fin-répéter 
jusqu'à ce que ch= 'N'. 
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ch E. menu 
ch= 'V' 
ch= 'N' 
EX-STATNOEUD (origine, t:rue) 
or EX-STATNOEUD (origine, false) 
. 
EX-STATNOEUD (extrémité, t:rue) 
or EX-STATNOEUD (extrémité, false) 
origine= extrémité 
introduire le nom de la station (ou noeud) 
origine de la ligne (variable locale origine). 
introduire le nom de la station (ou noeud) 
extrémité de la ligne (variable locale 
extrémité). 
message: 'Ce nom n'est ni celui d'une station, 
ni celui d'un noeud'. 
message: 'L'extrémité de la ligne est la m~me 
que l ' origine ' • 
appel à LIGNE-HECCUBR 
(pointligne, origine, extrémité, ch), 
• 
appel â. AFF-LIGNE ( choix-réseau) • 
message . 'Opération non signif'icative'. . 
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T T T 
F F F 
F F F 
F T T 
F 
T F 
X X X 
X X 
X X 
X 
' 
T 
F T 
F 
T 
T 
F 
X 
X 
X 
X 
F 
X 
' 
' 
procédure ENR-TABLE-ROUTAGE. 
arguments:/; 
pré-condition:/ 
résultats:/ 
post-condition: 
Appel à RECH-HAMILT (le but de cet appel est de déterminer la valeur 
de res-connexe). 
Sires-connexe 
alors 
Si l 1utilisate1ll' possède une table de routage 
alors 
début-alors 
le programme invite l'utilisateur à donner pour tout couple 
de stations (les couples identiques et réciproques d'un 
couple considéré ne sont pas considérés), le chemin utilisé 
pour la communication . entre ces stations. Le chemin pour un 
couple de stations, réciproque d'un couple considéré, est 
celui relatif à ce couple mais, évidemment, parcouru en sens 
inverse. 
Les tests, quant à l'existence des stations (et noeuds) et 
des lignes données par l'utilisateur, sont effectués. 
Affectation de valeurs à la variable globale routing. 
fin-a.lors 
sinon afficher le message: 
"Certains couples de stations ne sont reliés par aucun chemin"o 
procédure RECH-HAMILT. 
arguments:/ 
pré-condition /; 
résultats: rés-connexe 
post-condition: 
boôlean 
Cette procédure donne le chemin le plus court pour relier deux stations 
quelconques du réseau. 
Si ce chemin existe pour tout couple de stations, 
alors rés-connexe= true 
affectation de valeurs à la variable globale routing 
sinon rés-connexe= false. 
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procédure PRE-FICHIER-RECC. 
arguments aux: tpointfichier 
i : integer ; 
pré-condition:/ 
résul tata ·:. / 
post-condition: 
Si ((i '> =1) et (i <.=nbf)) 
alors le fichier décrit dans fichier (i] est ajouté à la liste cha1née 
de fichiers, relative-_ à po~tfichier ; 
appel à PBE-FICHIER-RECC avec coI!Dlle arguments 
aux"'. premf ; 
i+1. 
procédure PRE-ENR-FICHIER. 
arguments: choix-réseau: integer; 
pré-condition choix-réseau E. \ 1 , 2 ,3 ) 
résultats:/; 
post-condition: 
Affectation à la variable nbf du nombre de fichiers du réseau de numéro 
choix-réseau. 
Les fichiers du réseau de numéro choix-réseau sont affectés aux nbf 
premières composantes du tableau fichier. 
Appel à la procédure PRE-FICHIER-RECC (pointfichier, 1). 
fonction EX-FICHIER. 
arguments : nom-int : string1 0 ; . 
pré-condition:/; 
résultats: EX-FICHIER: boolean; 
pos:t-condition: 
EX-FICHIER= true 
ssi le fichier, de nom nom-int, appartient à la liste cha1née relative à 
pointfichier. 
A 59 -
procédure VAL-FICHIER. 
arguments: int-fichier: tre~fichier 
pré-condition:/; 
résultats:/; 
post-condition: 
Affectation de valeurs aux différents champs de la variable int-fichier. 
procédure AFF-FICHIER. 
arguments: choix-réseau: integer; 
pré-condition : choix -réseau €{ O, 1,2,3 ~ 
résultats:/; 
post-condition: 
Affichage, à l'écran, d'un titre au tableau signalé èi-dessous. Le contenu 
de ce titre dépend de la valeur de choix-réseau. 
Les fichiers, appartenant à la liste cha1née relative à pointfichier, sont 
affichés à l'écran sous forme d'un tableau dont les rubriques sont: 
NOM-FICHIER, NOM, LONG et DISPO-SOUH. 
procédure TABL-FICHIER. 
arguments:/ 
pré-condition:/; 
résultats:/ 
post-condition: 
Affecter à nbf, l e nombre de fichiers du réseau. 
Affecter aux différentes composantes du tableau fichier, les fichiers de ~. 
la liste cba.1née relative à pointfichier. 
fonction NOM-FICHIER. 
arguments: fich: string10 
pré-condition:/; 
résultats : NOM-FICHIER : integer 
post-condition: 
Si le fichier fich est affecté à l'une des composantes du tableau fichier 
alors NUM-FICHIER = indice de cette composante. 
sinon NUM-FICHIER = 0 
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procédure FICH-RECCURR. 
arguments: aux: tpointfichier; 
fich : string10 
ch: char; 
pré-condition:/; 
résultats:/ 
post-condition: 
Les opérations sur les fichiers, signalées ci-dessous, seront effectuées 
sur la liste cha1née de fichiers, relative à pointfichier. 
Table de décision: 
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-' 
aux= nil F F F F F F F T T T T 
aux". ffich.nom = fich T T T T T T F 
ch= 'A' T T 
ch= •s' T T 
ch= 'M' T T 
ch= •c' T T 
fich = fich 1 T F F 
EX-FICHIER (fich1) T F 
message: •Ce fichier existe déjà'• X 
supprimer le fichier fich • X 
modifier les valeurs relatives à X 
fich. 
introduire le nouveau nom X X X 
(variable locale fich1). 
remplacer fich par fich1. X 
message: 'Ce nom est celui d'un X 
autre fichier! 
ajouter le fichier fichet intro- X 
duire ses caractéristiques. 
message: •Ce fichier n'existe pas'. X X X 
appel à FICH-RECCURR X 
(aux 11 • premf, fich, ch). 
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procédure ENR-FICHIER. 
arguments: choix-réseau: integer; 
pré-condition : choix-réseau E ~o, 1,2,3 ~ ; 
résultats:/; 
post-condition: 
Afficher à l'écran un message signalant l'enregistrement des fichierso 
Répéter 
début-répéter 
Afficher à l'écran le menu proposé à l'utilisateur pour cet 
enregistrement: 
-soit ajouter un fichier: noté 'A' ; 
-soit supprimer un fichier: noté •s• 
-soit changer le nom d'un fichier noté •c• ; 
-soit modifier les caractéristiques d'un fichier: noté 'M' 
-soit afficher les fichiers déjà introduits noté 'V' ; 
-soit arr~ter l'enregistrement des fichiers: noté •N•. 
Ces opérations seront effectuées sur la liste cha1née de fichiers 
relatives à pointfichier. 
En fait, le menu diffère suivant que: 
-le réseau est personnel: menu= ~ 'A','S','C','M','V','N'~ 
-le réseau est préexistant : menu = ~ 'M', 1V1 , 1N1 ~ 
cette restriction est due au fait que les matrices de trafic 
sont préintroduites: le nombre de fichiers et leur nom sont 
donc déterminés. 
L'utilisateur est invité à choisir dans le menu qui lui est 
proposé: la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. ~ 
fin-répéter 
jusqu'à ce que ch= •N•. 
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ch E menu T F 
ch= 'V' F T 
ch= 'N' F 
introduire le nom du fichier (variable locale fich). X 
appel à FICH-RECCURR (pointfichier, fich, ch). X 
appel à AFF-FICHIER (choix-réseau). X 
message . 'Opération non significative'. X . 
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fonction EX-LOUE-CAPo 
arguments: val-int: real; 
pré-condition:/; 
résultats: EX-LOUE-CAP boolean 
post-condition: 
EX-LOUE-CAP= true 
ssi la capacité louée, de valeur val-int, appartient à la liste cba1née 
relative à pointlouecapo 
procédure VAL-LOUE-CAP. 
arguments: int-cap-loué: treccap-loué 
pré-condition:/; 
résultats : / 
post-condition: 
Affectation de valeurs aux différents champs de la variable int-cap-louéo 
procédure AFF-LOUE-CAP. 
arguments:/; 
pré-condition /; 
résultats:/ 
post-condition: 
Affichage, à l'écran, d'un titre au tableau signalé ci-dessous. 
Les capacités, appartenant à la liste cba1née relative à pointlouecap, 
sont affichées à l'écran soue forme d'un tableau dont les rubriques sont: 
NOM-CAPAC.LOUEE, VALEUR, CONST.A et CONST.B. 
procédure TABL-LOUE-CAP. 
arguments:/; 
. / . 
. ' 
pré-condition 
résultats:/ 
post-condition: 
Affecter à nbcap-loué, le nombre de capacités louées du réseau. 
Affecter aux différentes composantes du tableau cap-loué, les capacités 
de la liste cba1née relative à pointlouécap. 
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procédure LOUE-CAP-BECCURRo 
arguments: aux: tpointlouecap 
ccaploue: real 
ch: char 
pré-condition:/; 
résultats:/ 
post-condition: 
Les opérations sur les capacités louées, signalées ci-dessous, seront 
effectuées sur la liste cba!.née de capacités louées, relative à 
pointlouécap. 
Tablé de décision: 
aux= nil 
1 
F F F F T T T 
aux"· louecap.valeur = ccaploué T T T F 
ch= 'A' T T 
ch= •s' T T 
ch= 'M' T T 
message : 'Cette capacité louée existe déjà'. X 
supprimer la capacité de valeur ccaploué. X 
modifier les caractéristiques de la capacité t! X 
de valeur ccaploué • 
appel à LOUE-CAP-HECCURR X 
(aux,... premlc, ccaploué, ch). 
ajouter la capacité de valeur ccaploué et X 
introduire ses caractéristiques. 
message . •Cette capacité louée n'existe pas'. X X . 
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procédure ENR-LOUE-CAP. 
arguments : / ; 
pré-condition . / . 
résultats : / ; 
post-cond.ition: 
Afficher à l'écran un titre signalant l'enregistrement des capacités 
loùées. 
Répéter 
début-répéter 
Afficher à l'écran le menu proposé à l'utilisateur pour cet 
enregistrement: 
-soit ajouter une capacité louée: noté 'A' ; 
-soit supprimer une capacité louée: noté 1S 1 
-soit modifier les caractéristiques d'une capacité louée: noté 1M' 
-soit afficher les capacités louées déjà introduites: noté 1V1 
-soit a.rr~ter l'enregistrement des capacités louées: noté 1N1 • 
Ces opérations seront effectuées sur la liste cba!.née de capacités 
louées, relative à tpointcaploué. 
Ici; menu= ~ 1A1 , 1S 1 , 1M1 , 1V1 , 1N1 ~ • 
L'utilisateur est invité à choisir dans le menu qui lui est proposé: 
la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. 
fin-répéter 
jusqu'à ce que ch= 'N'. 
ch E.. menu T F 
ch= 'V' F T 
ch= 'N' F 
introduire la valeur de la capacité louée X 
( variable locale ccaploué) ~. 
appel à LOUE-CAP-RECCURR (pointlouecap, ccaploué, ch). X 
appel à AFF-LOUE-CAP. X 
message: 'Opération non significative' • X 
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fonction EX-NON-LOUE-CAP. 
arguments: val-int: real 
pré-condition:/; 
résultats: EX-NON-LOUE-CAP: boolean 
post-condition. : 
EX-NON-LOUE-CAP= true 
ssi la capacité non louée, de valeur val-int, appartient à la liste cba1née 
relative à pointnonlouecap. 
procédure VAL-NON-LOUE-CAP. 
arguments: int-cap-non-loue: treccap-non-loué 
pré-condition:/; 
résultats:/; 
post-condition: 
Affectation de valeurs aux différents champs de la variable int-cap-non-loué • 
procédure AFF-NON-LOUE-CAP. 
._arguments . / ; . 
pré-condition . / . 
résultats : / ; 
post-condition: 
Affichage, à l'écran, d'un titre au tableau signalé ci-dessous. 
Les capacit~s, appartenant à la liste cba1née relative à pointnonlouecap, 
sont affichées à l'écran sous forme d'un tableau dont les rubriques sont: 
NUM-CAPAC-NON-LOUEE, VALEUR, CONST.C. 
procédure T.AEL-NON-LOUE-CAP. 
argaments: /; 
pré-condition:/; 
résultats:/ 
post-condition: 
Affecter à .nbcap-non-loué, le nombre de capacités non louées du réseau. 
Affecter aux différentes composantes du tableau cap-non-loue, les capacités 
de la liste cba1née relative à pointnonlouecap. 
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procédure NON-LOUE-CAP-BECCURR. 
arguments: aux: tpointnonlouecap; 
ccapnonloué: real; 
ch : char ; 
pré-condition:/; 
résultats:/; 
post-condition: 
Les opérations sur les capacités non louées, signalées ci-dessous, 
seront effectuées sur la liste cba!.née de capacités non louées, 
relative à pointnonlouecapo 
Table de décisiono 
aux= nil F F F F T T T 
aux". nonlouecap.valeur = ccapnonloué T T T F 
ch= 'A' T T 
ch= •s' T T 
ch= 'M' T T 
message . 'Cette capacité non louée existe déjà'. X . 
supprimer la capacité de valeur ccapnonloué. X 
modifier les caractéristiques de la capacité de X 
valeur ccapnonloué. 
appel à NON-LOUE-CAP-RECCURR X 
(aux"'. premnlc, ccapnonloué, ch), 
ajouter la capacité de valeur ccapnonloué et X 
introduire ses caractéristiques. 
message . •Cette capacité non louée n'existe X X . 
pas'. 
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procédure ENR-NON-LOUE-CAP. 
arguments:/; 
pré-condition / 
résultats:/; 
post-condition: 
Afficher à l'écran un titre signalant l'enregistrement des capacités 
non louées. 
Répéter 
début-répéter 
Afficher à l'écran le menu proposé à l'utilisateur pour cet 
enregistrement: 
-soit ajouter une capacité non louée: noté 'A' ; 
-soit supprimer une capacité non louée: noté 'S' 
-soit modifier les caractéristiques d'une capacité non louée 
noté 'M' ; 
-soit afficher les capacités non louées déjà introduites 
noté 'V' ; 
-soit arr~ter l'enregistrement des capacités non louées: noté 1N1 • 
Ces opérations seront effectuées sur la liste cha1née de capacités 
non louées, relative à tpointnonlouecap. 
Ici, menu= ) 'A' 1S 1 'M' 'V' 'N' l 
'\ ' ' '' 7• 
L'utilisateur est invité à choisir dans le menu qui lui est 
proposé: la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. 
fin-répéter 
jusqu'à ce que ch= 1N1 • 
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... 
ch€ menu 
ch= •v• 
ch= 'N' 
introduire la valeur de la capacité non louée 
(variable locale ccapnonloué). 
appel à NON-LOUE-CAP-RECCURR 
(pointnonlouecap, ccapnonloué, ch). 
appel à AFF-NON-LOUE-CAP. 
message . 'Opération non significative'. . 
procédure ENR-CAPACITE. 
arguements: /; 
pré-condition / 
résultats:/; 
post-condition: 
T F 
F T 
F 
X 
X 
X 
X 
Affectation de valeurs aux variables globales prix-fx-ligne, cap 
et nbcap. 
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procéduxe ENR-OP.HON. 
arguments:/; 
pré-condition:/ 
résultats:/ 
poet-condition: 
Affectation de valeuxs aux variables globales relatives aux options. 
procéduxe AFF-OPI'ION. 
arguments:/; 
pré-condition / 
résultats:/ 
post-condition: 
Affichage à l'écran des différentes options choisies par l'utilisateux. 
procéduxe COBR-OPI'ION. 
arguments:/ 
pré-condition:/ 
résultats:/ 
post-condition: 
L'utilisateux du programme introduit le numéro de l'option erronée et 
celle-ci est corrigée. 
procéduxe AFF-CONTBAINTE-EMPL-FICH. 
argumente:/ 
pré-condition:/; 
résultats:/; 
post-condition: 
Affichage des différentes contraintes d'emplacement des fichiers, s'il 
en existe. 
Sinon, affichage du message: "Il n'y a pas de contrainte d'emplacement 
des fichiers". 
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procédure CONTR-EMPL-FICH-TRAITEM. 
arguments stat: string10; 
fich: string10 
ch: char; 
pré-condition: EX-STATNOEUD (stat, true) = true 
EX-FICHIER (fich) = true ; 
résultats:/; 
post-condition: 
Posons num1 = NUM-STATION (stat) et num2 = NtJM-FICIIIER (fich). 
Table de décision: 
ch= 'A' 
ch= •s' 
matrice-masque [num1, · num2 J = 2 
enregistrer la contrainte • 
message: "Il existe déjà une contrainte 
concernant cette station et ce fichier". 
message: "Il n'existe pas de contrainte 
concernant cette station et ce fichier". 
matrice-masque ( num1 , num2] = 2 
procédure ENR-CONTRAINTE-EMPL-FICH. 
arguments:/ 
pré-condition:/ 
résultats:/ 
post-condition: 
T T 
T 
T F T 
X 
X 
X 
T 
F 
X 
Afficher à l'écran un titre signalant l'enregistrement des contraintes 
d'emplacement des fichiers. 
Initialisation à 2 des éléments de matrice-masque. 
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Répéter 
début-répéter 
Afficher à l'écran le menu proposé à l'utilisateur pour cet 
enregistrement: 
-soit ajouter une con±ra.inte: noté 'A' ; 
-soit supprimer une contrainte: noté 'S' 
-soit afficher les contraintes déjà introduites: noté 'V' ; 
-soit arr~ter l'enregistrement des contraintes : noté 'N'. 
Ici, menu= i 'A', 1S', 'V', 'N' \ • 
L'utilisateur est invité à choisir dans le menu qui lui est 
proposé: la lettre qu'il introduit est affectée à la variable ch. 
Se référer à la table de décision qui suit. 
fin-répéter 
jusqu.i1.à ce que ch = 'N' • 
ch E. ·menu 
ch= 'V' 
ch= 'N' 
EX-STATNOEUD (stat, true) 
EX-FICHIER (fich) 
introduire le nom de la station concernée 
(variable locale stat). 
message: 'Ce nom n'est pas celui d'une station'. 
introduire le nom du fichier concerné 
(variable locale fich). 
message: 'Ce nom n'est pas celui d'un fichier'. 
appel à CONTR-EMPL-FICH-TRAITEM (stat, fich, ch) • 
appel à AFF-CONTR-EMPL-FICH • 
message: 'Opération non signif'icative'. 
...... ~.--. ~ 
·> · - t': 
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T T T F 
F F F T 
F F F 
F T T 
F T 
X X X 
X 
X X 
X 
X 
X 
X 
procédure TABL-CONTRAINTE-EMPL-FICH. 
arguments:/; 
pré-condition:/ 
résultats:/ 
post-condition: 
Affectation d'une valeur à la variable globale masque à partir de la 
valeur de la variable globale matrice-masque. 
procédure PRE-ENR-TAUX-LONG. 
arguments: choix-réseau : integer 
pré-candi tian : choix-réseau E ~ 1, 2, 3} ; 
résultats : /; 
post-condition: affectations aux variables globales citées ci-dessous 
de valeurs relatives au réseau de numéro choix-réseau ; 
mu-query-perm 
mu-query-jour 
mu-query-nuit 
mu-ret-query-perm 
mu-ret-query-jour 
mu-ret-query-nuit 
mu.-upd-perm 
mu-upd-jour 
mu-upd-nuit 
mu.-ret-upd-p erm 
mu-ret-upd-jour 
mu-ret-upd-nuit 
u-perm 
uprime-perm 
v-perm 
vprime-perm 
u-jour 
uprime-jour 
v-jour 
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procédure ENR-LONG. 
v-prime-jour 
u-nuit 
uprime-nui t 
v-nuit 
vprime-nuit 
arguments : traff-occurr : ttraff-occurr ; 
nature-flux: tnature-flux; 
pré-condition 
résultats:/ 
. / . 
. , 
post-condition : enregistrement de la longueur moyenne d'un message 
pour le trafic relatif à traff-occurr et nature-flux. 
procédure ENR-TAUX-LONG. 
arguments : traff-occurr : ttraff-occurr; 
nature-flux: tnature-flux; 
pré-condition:/; 
résultats : /; 
post-condition: enregistrement des taux et de la longueur moyenne 
d'un message pour le trafic relatif à traff-occurr 
et nature-flux. 
procédure AFF-TAUX-LONG. 
arguments : traff~occurr : ttraff-occurr; 
nature-flux: tnature-flux; 
pré-condition : /; 
résultats : /; 
post-condition: affichage à l'écran des taux et de la longueur 
moyenne d'un message pour le trafic relatif à 
traff-occurr et nature-flux. 
procédure· CORR-TAUX. 
arguments: traff-occurr: ttraff-occurr 
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nature-flux 
pré-condition: /; 
tnature-flux 
résultats: données-correctes : boolean ; 
post-condition: introduction , par l'utilisateur, âe la station et 
du fichier pour lesquels le taux, relatif à traff-
occurr et nature-flux, est erroné; 
si çes données introduites par l'utilisateur sont 
correctes 
alors 
début-alors 
données-correctes := true; 
correction du taux, relatif à traff-occurr 
et nature-flux, concernant les station 
et fichier introduits 
fin-alors 
sinon données-correctes := false. 
procédure TAUX-LONG. 
arguments : traff-occurr : ttraff-occurr 
nature-flux : tnature-flux ; 
choix-réseau : integer; 
pré-condition : choix-réseau E:.{ 0,1,2,3 ~ 
résultats : /; 
post-condition : cette procédure assure l'enregistrement et la vali-
dation des taux relatifs à traff-occurr et nature-flux 
ai nsi que de la longueur moyenne des messages corres-
pondants; pour ce faire, e-11 e fait appel- aux procédures 
pré-citées relatives aux taux et à la longueur des 
messages. 
procédure PRE-E NA-FIABILITE. 
arguments : choix-réseau: integer; 
pré-condition : choix-réseau E {1,2,3 ~ 
résultats : /; 
post-condition: affectation, ' à la variable globale r, d'une valeur 
relative au réseau de numéro choix-réseau. 
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procédure ENR-FIABILITE. 
arguments : /; 
pré-condition /; 
résultats : /; 
post-condition : affectation d'une valeur à la variable globale r. 
procédure AFF-FIABILITE. 
arguments : /; 
pré-condition:/; 
résultats:/; 
post-condition: affichage à l'écran de la valeur de la variable 
globale r. 
Procédure CORR-FIABILITE. 
arguments : /; 
pré-condition : /; 
résultats : /; 
post-condition: introduction, par l'utilisateur, du couple de stations 
pour lequel la composante der est erronée; 
procédure SAISIE. 
arguments . / . . 
' 
pré-condition . / . 
résultats . / . . , 
si le couple introduit est effectivement un couple de 
stations 
alors si le couple est un couple identique 
alors message : "la fiabilité vaut nécessairement 
1 Il 
sinon correction du taux de fiabilité relatif à 
ces deux stations 
sinon message : "ce que vous avez introduit n'est pas 
un couple de stations". 
. 
' 
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post-condition : assure une saisie correcte des don nées, grace aux 
différentes procédures (et fonctions) spécifiées 
ci-avant. 
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procédure mIT-MElMOIRE. 
arguments:/ 
pré-condition:/ 
résultats:/; 
post-conditions: 
Les variables globales 
add-mémoire; 
sous-mémoire; 
sommet-add-mémoire; 
sommet-sous-mémoire; 
- nbre-accès-mémoire; 
- nbre-accès-mémoire-réussi; : 
nbre-rempli-add-mémoire; 
nbre-rempli-sous-mémoire; 
sont initialisées à zéro. 
fonction E-MEMOIRE. 
arguments: x imaxsma.xf; 
pré-condition:/; 
résultats: E-MEMOIRE: boolean; 
post-conditions: 
- E-MEMOIRE est true six est mémorisée soit dans add-mémoire, soit dans 
sous-mémoire. Le terme"mémorisé" est à prendre au sens large c'-à.-d. au sens 
décrit dans la mise en oeuvre du programme (paragraphe II.2), dans la partie 
relative à la mémorisation des allocations de fichiers déjà étudiées; 
- nbre-accès-mémoire: = nbre-accès-mémoire + 1; 
- nbre-accès-mémoire-réussi: = nbre-accès-mémoire-réussi + 1 
si E-MEMOIRE = true. 
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procédure M-MEMOIBE. 
arguments . X : ima.xsma.xf ; . 
add . boolea.n; . 
q . pairemaxf; . 
pré-condition . / ; . 
résultats : / 
post-conditions: 
- si add = true 
alors 
début-a.lors 
sommet-a.dd-mémoire : = sommet-add-mémoire + 1 ; 
si sommet-a.dd-mémoire > DIM-,.A1)J)-MEJIBE 
alors 
début-alors 
sommet-add-mémoire: = 1; 
nbre-rempli-add-mémoire: = nbre-rempli-add-mémoire + 1 
fin-a.lors 
fin-alors; 
si add = false 
alors 
début-a.lors 
sommet-sous-mémoire : = sommet-sous-mémoire +·: 1; 
si sommet-sous-mémoire > DDS,-SOUS-MEMOIBE 
alors 
début-alors 
sommet-sous-mémoire : = 1 ; 
nbre-rempli-sous-mémoire: = nbre-rempli-sous-mémoire + 1 
fin-alors 
fin-alors; 
- La matrice x est mémorisée dans: 
- add-mémoire ( sommet-add-mémoire] si add = true; 
- sous-mémoire [ sommet-sous-mémoire] si add • false. 
De nouveau, le terme "mémorisé" est à. prendre au sens large c'-à.-d. au 
sens décrit dans la mise en oeuvre du programme (para.graphe II.2), dans 
la partie rela~i"'ve à la mémorisation des allocations de fichiers déjà 
étudiées. " 
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procédure INF. 
arguments tab : rmax; 
pteur : integer; 
pré-candi tion : pteur ~ MAX; 
r ésultats: min I real; 
ind: integer; 
post-condition: 
Si pteur , 0 
alors 
début-alors 
min = 0 
ind = 0 
fin-alors 
sinon 
début-sinon 
min = minimum de i tab [1],. o., tab [ pteur] ~ ; 
ind = indice de ce minimum dans le tableau tab 
fin-sinon. 
fonction SUPo 
arguments: tab: rma...,. • .... , 
pteur: integer; 
pré-candi tian : pteur , MAX; 
résultats: SUP boolean; 
post-condition: 
Si pteur ~ 0 
alors SUP = 0 
sinon SUP = maximum de i tab [1), ••• , tab lpteur] ~ o 
procédure TRI. 
arguments tab : rmax; 
pteur : integer; 
pré-condition : pteur { MAX; 
résultats: tab: rmax; 
indice: imax; 
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post-cond.ition: 
Le tableau tab est trié par ordre croissant pour ses indices allant de 1 
jusqu' à pteur; 
Pour i ~ [1 , pteur] : indice [ i] = indice dans le tableau tab non trié 
(celui reçu en argument) du ième élément du tableau tab trié. 
procédure FORMAT-REEL. 
arguments : r : real ; 
par~t. ·_; ·.--integer ; 
part-dec : integer; 
pré-condition:/; 
résultats : /; 
post-condition : ajoGt de blancs lié à la présentation des données 
en tableaux • 
fonction ENTIER-SUP. 
arguments: a: real; 
pré-condition:/; 
résultats : ENTIER-SUP : integer; 
post-condition: ENTIER-SUP est le plus petit entier supérieur à a. 
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fonction DISPO. 
arguments allocfich: ma.xs; 
indfich: integer; 
traff-occurr: ttraff-occurr; 
pré-condition:/ 
résultats: DISPO real 
post-condition: 
DISPO = disponibilité du fichier, de numéro indfich et dont un exemplaire 
rt est stocké dans la station i ssi allocfich (i] = true 
(pour i E (1,s] ), calculée pour le trafic de messages relatif à 
traff-occurr. 
fonction DISPO-GLOB. 
arguments : :x: : ima.:x:sma.xf ; 
traff-occurr: ttraff-occurr. 
pré-condition: /; 
résultats: DISPO-GLOB: boolean 
post-condition: 
DISPO-GLOB = true 
ssi l'allocation de fichier x vérifie la contrainte de disponibilité pour le 
trafic de messages relatif à traff-occurr. 
procédure FLUX. 
arguments : :x: : ima.xsma.xf 
pré-condition:/; 
résultats:/ 
post-condition: 
Si re~perma.nent = true 
alors des valeurs sont affectées aux variables globales 
lambda-perm ; 
lambda-que:ry-perm j 
lambda-ret-que:ry-perm j 
lambda-upd-perm j 
lambda-ret-upd-perm j 
gamma.-perm ; 
mu-perm j 
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conformément au:x: formules de calcul de flux considérées dans le 
paragraphe II.1.1.6) ; 
• J... ... ~ 
Si reg-permanent= false 
alors des valeurs sont affectées au:x: variables globales 
lambda-jour ; 
lambda-query-jour j 
lambda-ret-query-jour 
lambda-upd-jour j 
lambda-ret-upd-j our j 
gamma-jour j 
mu-jour; 
lambda-nuit j 
lambda-query-nui t j 
lambda-ret-query-nui t Î 
lambda-upd-nui t ; 
lambda-ret-upd-nui t j 
gamma-nuit ; 
mu-nuit; 
confoxmément au:x: formules de calcul de flux considérées dans le 
paragraphe II.1.1.6). 
procédure INDICEDANSCAP. 
arguments: capacité tcap-ligne 
pré-condition:/; 
résultats: indcapacité: imaxl 
post-condition: 
pour 1 ,E. [ 1 ,nbl] 
indcapacité [ 1) = indice dans cap [ 1] de capacité [1] • . 
procédure CAP-COUT. 
arguments: x: imaxsma:x::f 
pré-condition 
résultats:/ 
. / . , 
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post-condition: 
pour 1 e. (1 ,nbl] et j é [1 ,nbcap] : 
Si (cap (1) [jJ. loue= false) et (ligne-bidir = 0) 
alors affectation d'une valeur à la variable globale cap [ lJ [ jJ . cout 
(cette valeur est le tarif mensuel de la ligne 1 si elle était 
munie de la capacité cap (1] (j}. valeur) 
Si (cap [1] (j]. loue= false) et (ligne-bidir = 1) 
alors affectation d'une valeur à la variable globale cap [1] [jJ. cout 
(cette valeur est le tarif mensuel de la ligne ·bidirectionnelle 
physique à laquelle la ligne 1 est associée si cette ligne 
bidirectionnelle était munie de la capacité cap [1] [jJ. valeur). 
fonction DCALC. 
arguments x: imaxsmaxf; 
capacité: tcap-ligne 
pré-condition:/ 
résultats: DCALC real 
post-condition 
DCALC = tarif mensuel, de l'allocation de fichiers x munie de l'allocation 
de capacités capacité, calculé conformément à la formule de cout 
considérée dans le paragraphe II.1.3. 
fonction TCALC. 
arguments: x: imaxsmaxf; 
capacité: tcap-ligne 
pré-condition: appel à FLUX (x) ; 
résultats: TCALC: real; 
post-condition: 
TCALC est le délai moyen pour le transfert d'un message calculé conformé-
ment à la formule considérée dans le paragraphe II.1.2. 
procédure CALC-DIST-STAT-STAT. 
arguments:/ 
pré-condition / 
résultats:/ 
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post-condition: 
Affecter une valeur à la matrice mat-rout-dist (variable globale)o 
fonction CFAISAJ3ILI'l'E. 
arguments: x imaxsmaxf; 
pré-condition les tableaux cap-loué et cap-non-loué sont triés par ordre 
croissant du champ valeur de leurs composantes; 
résultats: CFAISAJ3ILI'l'E: boolean; 
post-condition: 
CFAISAJ3ILI'l'E = true 
ssi x est cfaisable (terme défini dans la mise en oeuvre du programme 
paragraphe II.2) : 
-pour le trafic de messages relatif au régime permanent si reg-permanent 
= 1 ; 
-pour les trafics . de messages relatifs aux périodes de jour et de nuit si 
reg-permanent= O. 
fonction TFAISAJ3ILI'l'E. 
arguments: x: imaxsmaxf 
pré-condition:/; 
résultats: TFAISAJ3ILI'l'E boolean 
post-condition: 
TFAISAJ3ILITE = true 
ssi x est tfaisable (terme défini dans la mise en oeuvre du programme 
paragraphe II.2) : 
-pour le trafic · de messages relatif au régime permanent si reg-permanent 
= 1 ; 
-pour le trafic · de messages relatif à la période jour si reg-permanent 
= o. 
procédure IliIT-CF-CAPSOL. 
arguments: x: imaxsmaxf; 
pré-conditions: x est cfaisable; 
appel à CAP-COUT (x) (voir spécification de CAP-COUT) 
cap [ 1 J trié par ordre croissant du champ coüt de ses 
composantes (pour 1 E: ( 1 ,nbl] ) ; 
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résultats: capacité 
post-condition: 
tcap-ligne 
capacité est l'allocation de capacités qui, parmi l'ensemble des allocations 
de capacités qui, associées à x, vérifient la contrainte de capacité , est 
celle qui, associée à x, -donne le coüt minimal. 
procédure INIT-TF-CAPSOL. 
arguments: x imaxsmaxf; 
pré-condition x est tfaisable 
résultats: capacité: tcap-ligne 
post-condition: 
capacité est l'allocation de capacités qui, parmi l'ensemble des allocations 
de capacités qui, associées à x, vérifient la contrainte de délai, est 
celle qui, associée à x, donne le coüt minimal. 
procédure CAPAC-U. 
arguments: x: imaxsmaxf; 
pré-condition x est tfaisable 
ligne-bidir = false 
résultats: capsol: tcap-ligne; 
post-condition: 
Si ((nbcap-loué = O) _ ou (nbcap-non-loué = 0)) 
alors capsol est l'allocation de capacités qui, associée à x, 
minimise le coüt , 
sinon capsol n'est qu'une solution approchée de cette minimisation. 
Dans les deux cas une solution approchée est donnée par un appel à la 
procédure CAPAC-U-APl?ROCEEE (voir mise en oeuvre du programme, paragraphe 
II.2.2). 
procédure CAPAC-B. 
arguments: x imaxsmaxf; 
pré-condition: x est tfaisable 
ligne-bidir = true 
résultats capsol: tcap-ligne; 
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post-condition: 
Si ((nbcap-loué = 0) ou (nbcap-non-loué = 0)) 
alors capsol est l'allocation de capacités qui, associée à x, 
minimise le coüt -
sinon capsol n'est qu'une solution approchée de cette minimisation. 
Dans les deux cas une solution approchée est donnée par un appel à la 
procédure CAPAC-B-APPROCHEE. (voir mise en oeuvre du programme, paragra-
phe II.2.2). 
procédure INIT-QJTILDE. 
arguments:/ 
pré-condition / 
résultats:/ 
post-condition: 
le vecteur qtilde est initialisé: 
qtilde [ j] = nombre minimum d I exemplaires du fichier j 
(pour j E [ 1 ,nbf)), 
tel qu'il existe au moins une allocation de ce fichier j 
qui soit disponible, si ce nombre existe 
= s+1 sinon 
Pour j € (_1 ,nbf] tel que qtilde [jJ = s+1 : 
afficher le message "La contrainte de disponibilité puur le 
fichier j est impossible à satisfaire". 
s'il existe j ~ [1,nbfj tel que qtilde [jJ = s+1 
alors la variable globale pbfais-dispo est mise à false 
sinon pbfais-dispo est mise à true . 
procédure OPl'IMIZING-ROUTINE. 
arguments: x 
pré-condition 
imaxsmaxf; 
x est cfaisable, dfaisable et efaisable 
imaxsmaxf; résultats z 
capsol: tcap-ligne 
d: real 
t real 
optim-fournit-sol: boolean 
- A 89 -
post-condition: 
z = allocation de fichiers tfaisable produite par l'algorithme lié à 
la procédure OPrIMIZING-ROUTINE (voir mise en oeuvre du programme 
au paragraphe II.2.3) si cette allocation existe; 
= matrice nulle sinon. 
capsol = allocation de capacités capsol donnée par 
CAPAC-U (z,capsol) ( resp. CAPAC-E (z,capsol)) si 
ligne-bidir = 0 (resp.=1) et si z f matrice nulle 
= allocation nulle (c'-à-d capsol [lj. capac = 0 
et capsol [1] • loue= false 
pour 1 ~ [1,nbl]) sinon. 
d = coat associé à z et capsol si z f matrice nulle 
= infini sinon. 
t = délai moyen d'un message associé à z et capsol si z f matrice nulle J 
= infini sinon. 
la variable globale optim-fournit - sol 
= true ssi z f matrice nulle. 
fonction TROUVE-MIEUX. 
arguments: add: boolean 
pos~-condition: /; 
résultats: TROUVE-MIEUX boolean 
post-condition: 
cette fonction correspond - à la procédure d'ajuut (mise en oeuvre du 
programme paragraphe II.2.3) si add = true 
- à la .procédure de soustraction (mise en 
oeuvre du programme paragraphe II.2.3) si add = false. 
procédure GENE-TAE. 
arguments : 1 : c.integer ; 
pré-condition 1 l r où r est une variable locale à TROUVE-MIEUX 
résultats:/ 
post-condition: 
cette procédure génère toutes les combinaisons de 1 élémentsparmi r 
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en fait r est le nombre de stations élues dans l'algorithme d'ajout 
(ou de soustraction) évoqué dans la mise en oeuvre du progrannne (para-
graphe IIo2.3), rappelons que r ~ nbf. 
procédure TRAITEMENT. 
arguments: tab: ttab 
pré-condition / 
résultats:/ 
post-condition 
étude de l'allocation de fichiers obtenue à partir du tableau: tab 
(ce tableau mémorise les stations élues évoquées dans GENE-TAB). 
procédure SOLHEURISTIQUE. 
arguments:/ 
pré-condition / 
résultats: J 
post-condition: 
génère les germes relatifs à un moule déterminé (voir mise en oeuvre du 
progrannne paragraphe II.1.4) par l'intermédiaire d'un appel à la procé-. 
dure recurs1veGENERATRICE. 
procédure INCR-QJTILDE. 
arguments: J 
pré-condition / 
résultats:/ 
post-condition: 
incrémentation de la variable globale qtilde (voir mise en oeuvre du 
progrannne paragraphe II.1.4) par l'intermédiaire des procédures BECCURR 
et COMBINAISON et pour chaque valeur de qtilde, appel à SOLEEURISTIQUE. 
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procédure AFF-SOL-FI NAL. 
arguments:/; 
pré-condition le problème admet une solution 
résultats : /; 
post-condition : affichage à l'écran: 
de l'allocation de fichiers solution; 
de l'allocation de capacités solution ; 
du flux résultant sur chaque ligne : 
il sera décomposé en flux relatifs aux 11 query traffic", 
11 query-return traffic", "update traffic" et "update-
rBturn traffic" ( si reg-permanent= O, alors ces 
flux seront donnés pour le jour et pour la nuit); 
• pour chaque stations et chaque fichier f, de la station 
où est stocké l'exemplaire du fichier f à utiliser 
par les abonnés de la stations, si util-uniform = O; 
• du délai moyen des messages ; 
• des nombres de bits par seconde entrant et sortant de 
chaque station et de chaque noeud; 
• du nombre de bits stockés à chaque station 
de la table de routage, si elle est fournie pa~ le pro-
gramme et non par l'utilisateur. 
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Appendice 11 
Prolongée linéaire. 
Le problème est le suivant: 
Trouver le M-uple (x.,,•••,~) de J!f-
M 
qui minimise D = L. di xi 
i=1 
sous la contrainte 
. M 
Z: < '>-. lô) 
. 1 1 
(1 /(ux_. - >..)) ~ T 
;- 1 1 max 
J.;:: 
où d., À., Y , J.L. et T sont des constantes positives (pour i E. [ 1 ,M] ) 
1. 101 max 
Solution de ce problème: 
La fonction considérée dans la contrainte étant décroissante par rapport à 
x . ( i Ci [ 1 ,M J ) , 1 1 inégalité dans la contrainte peut ~tre remplacée par une 
l. 
égalité. 
Considérons le Lagrangien: 
Les M équations 
donnent 
"'; 0 pour i E. [1 ,M] 
0 = di - f.>( ~i /t) *(y/ (yxi - ~ )2) 
2 <rxi - )..i) = }.1ffbl ! di 
xi = (1 / f) ,1' ~ ~ i/ (1 / [ d~ +. À i / J-
Il reste à calculer la valeur de la constante f., : 
M E ( }.i /~) (1 / (f xi - ~ )) = Tmax 
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D'où: 
}..i 
+ (/' 0 Tmax ) 
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Appendice 12 
Prolongée exponentielle. 
Le problème est le suivant: 
Trouver le M-uple (X-i , ••• ,~~ de IfI 
M "" qui minimise D = L d. x. 
i=1 1 1 
sous la contrainte 
(1 /( J.J. x. -À.)) L.. T 
.1 1. 1. - max 
où di, -< , >-. i, t , j" et T--m sont des constantes positives (pour i €. [ 1 ,M] } 
Solution de ce problème: 
La fonction considérée dans la contrainte étant décroissante par rapport à 
xi ( i Ei. (. 1 ,M] ) , ; l' inéga.li té dans la contrainte peut ~tre remplacée par une 
égalité. 
Considérons ~e Lagrangien: 
M ~ M 
G = L d. xi + f?, ( ~ L- ( Ài /y) 
i=1 1 ,- i=1 U 
(1 / ( Ll X. - ~.)) l - T ' ) 
/ 1. 1. J max 
Les M équations 
OG 
- = 0 pour i ~ ( 1 ,M) 
à xi 
donnent 
Calculons la valeur de la constante f->: 
M i ( ~ i / ~ ) (1 / (f xi - ).. ) ) = Tmax 
x~c,(. -1) / 2 = T 
1. max 
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(p{ -1) /2 
X. 
1. 
D'où 
x. = 
~ . 1. 
~ f ~ . d . ' X (fi( -1 ) / 2 
j 1 J J j (1-ol..) / 2 
x. 
1. 1. 
,r )-. . d.' ~ 1. 1. 
Voici 1me ébauche de la résolution de cette équation: 
Considérons les sui tes xin ( i ~ C. 1 ,M J ) définies par 
xi1 = Xi /y-
+ 
/~ Tma.x 
M 
L lj\. dj1 
j=1 J 
Co( -1) / 2 
X. Jn 
x~1-o<.) / 2 (1) 
in 
Si les suites X.;.,. (pour i E. (.1 ,M]) convergent vers 1me valeur finie x. alors 
...... 1.0 
(~ 0, ••• ,~) est solution de l'équation étudiée. En effet l'égalité (1) étant 
vraie pour tout n, elle reste vraie à la limite, lorsque n tend vers+ o0. Il 
suffit donc de calculer les différentes valeurs de x. (pour i E:. (1,M] et pour 
in 
n suffisamment grand) (c'est possible si les constantes du problème sont numé-
riques) et de tester si ces valeurs convergent vers 1me limite finie. 
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