Abstract. As communication networks grow, existing fault handling tools become increasingly unaffordable. In many cases the reason is that they involve global measures such as global time-outs or reset procedures, and their cost grows with the size of the network. Rather, for a fault handling mechanism to scale to large networks, it should involve local measures, or, at worse, fault local measures, i.e. measures the cost of which depends only on the number of failed nodes (which, thanks to today's technology, grows much slower than the networks). This decreases the recovery time and, moreover, often allows the non-faulty regions of the networks to continue their operation even during the recovery of the faulty parts. We describe several research ideas that lead in this direction.
Introduction
Computer networks and distributed systems are growing very fast. The Internet [C91] is estimated to double in size every 6 to 12 months. Currently it connects (according to some estimates) about 16,000,000 hosts. Most of them belong to end users, whose involvement in control functions is limited (although they do participate in many distributed computing activities). However, at the rate of 100 to 1000 nodes per router, the number of control nodes is estimated in the tens of thousands. Moreover, the Internet is not the only huge and fast growing network; working hard to realize the celebrated "information super-highway" are all the main telecommunication companies in the world. Phone companies, for example, are planning to invest heavily in the next several years in updating their networks to carry hundreds of video channels and computer information to homes, as well as in wireless networks, to provide computer connection and information (e.g. stock prices, weather reports, etc) to every person on the go.
Another characteristic of the emerging networks is their diversity. Numerous manufacturers are involved in producing the hosts~ routers and cables for these networks. Even when equipment of the same source is used, there are significant differences in the ages, sizes, speeds, reliability, and many other attributes of the equipment and software used. Moreover, the Internet is not managed by one single authority, but rather by thousands of organizations, governed by very different policies and considerations. For example, an organization that does not impose strong security measures may face an increase in the number of faults, since its machines are exposed to intruders. Indeed, the parties concerned strive for compatibility, but many differences exist nevertheless.
In such a diverse environment, faults of many different types, leading to information inconsistency, are unavoidable. Indeed, coping with faults, and devising fault-tolerant solutions for various problems, is one of the most active research areas in networking and distributed systems.
However, the speed of growth of the networks out-paces the speed of the developments of the fault tolerance mechanisms, and they do not scale well. It is interesting to note that faults are often called exceptions, and their treatment is called exception handling. This seems to reflect the approach that faults rarely happen, so a treatment of a fault is really an exceptional case. Thus the treatment did not have to be very efficient, since its amortized cost was very small.
For example, one striking characteristic of this area is that in many of the solutions proposed in the literature, faults are fixed globally, i.e., by algorithms involving the entire system. Clearly, using global measures to detect and correct errors is becoming more and more unrealistic as networks grow, and it is essential to develop scalable fault-handling tools, that is, solutions that can be applied even in large networks. In particular, the cost of such tools is required to grow slower than the system size. It is also required that the non-faulty parts of the networks will be able to continue operating even while the faulty parts are recovering. Otherwise no meaningful work can be done.
Luckily, technology manages to keep the increase in the number of faults smaller than the increase in the size of the network. Indeed, the damage each fault may cause is amplified by the growing size of the network, but the faults are still very often of extremely local nature, and involve only a small number of hosts. For example, the famous ARPANET crash [MRR80] was caused by a single node giving all other nodes wrong routing information. (This node "told" other nodes that it had distance zero from every node.)
In this paper we describe several efforts that were made toward the goal of making fault handling tools more scalable, mostly by emphasizing locality in fault handling.
2
Fault Models Different distributed systems may be designed to withstand faults of different level of severity. The number of models is huge, and we shall only mention a few of them. The model that may be the most common in practice is that of crash faults, where the faulty node, or faulty link, stops functioning, and an adjacent node can detect this fact. It may sound odd, but the main difficulties in designing protocols for this model arise when nodes and links are also allowed to recover.
Such networks are termed dynamic networks.
The case that the fault is not detectable is more severe. This model is used sometimes in the case of asynchronous networks. It is reasoned that in such a network, if a node does not send a message for some time, it is still impossible to distinguish between the case that.it stopped functioning, and the case that it is just slow.
A Byzantine fault [LSP82] is the most severe one. It is assumed that a faulty node (or a link, in the case of Byzantine edge faults) does not have to even follow the algorithm, and may behave in an arbitrary way. This is modeled by assuming that some adversary took control over the node, and is trying to damage the run of the protocol. The reasoning behind this model is that if a protocol can perform correctly under these assumptions, it can perform correctly in any other environment. In addition, this model may reflect security problems.
The model of self stabilization, introduced by Dijkstra [D74] , is less extreme.
Dijkstra demonstrated the phenomenon of locally legal states forming an inconsistent global picture by using the example of a token ring. Recall that at any given moment exactly one node is supposed to possess a token, which is constantly forwarded from one node to the next. Note that both the local state of possessing a token and the state of not possessing it are legal local states. Hence an inconsistent global state composed of seemingly legal local states could arise as the result of some node accidentally losing the token or generating a new one.
Token passing algorithms that overcome this problem (termed self-stabilizing algorithms) are proposed in [D74] and in a number of later papers. In [AKY90] the model of self stabilizing dynamic networks, that generalizes both self stabilization and dynamic networks is introduced.
Sometimes the task of recovering from faults is partitioned into two: fault detection, and fault correction. Another task is that of limiting the effect of a fault even before correcting it.
3
Global Fault handling
Some early methods
It looks as if distributed fault handling grew out of sequential fault handling, the way distributed systems grew out of sequential systems. In the times that an enterprise had a single computer, when a problem appeared, a common measure was (and still is) to restart the computer, either by turning the power off and on again, or by pressing some "reset" button. Later, when a small number (say two) of machines were connected together, the operator could still walk from one to the other, and restart all (or both) of them. A larger scale distributed system involved machines in several (say two) sites. The operators of those machines could phone each other, and coordinate the "shut down" and the restart of the whole network.
As networks grew and became more complex, these methods were automated. A natural extension of the operation above is that of configuring the network around a central controller-one of the nodes to which each node reports and from which each node receives instructions. The controller could monitor the response time of nodes and decide that they failed. In this case, it could perform some correction operation.
For example, in a token ring (see e.g. [T81] ) only the node that posses the token is allowed to transmit. (Otherwise transmissions of different node can collide, leading to a loss of messages.) The controller could expect to receive the token every x time units for some x, termed the timeout. If the token is not received, then the controller could generate another token. Note that this method is global in several respects. First, the time needed for recovery depends on the size of the network. When determining the size of x the designer had to allow enough time for the token to pass each of the nodes. In addition, the time that was to be allowed per node is closer to the global maximum of time that a node may wish to hold the token. Another global consideration here is that of clock synchronization: the size of x is also influenced by the fact that the clock in some nodes (e.g. the controller) may be faster than the clock in some other nodes. Let us term this kind of a timeout a global timeout. In the sequel we mention methods that use local timeouts instead.
Another example for the use of a global timeout [P92] is a stabilization of a spanning tree: to make sure that there are no cycles in the tree, the root generates a pulse every time the timeout clock expires. Every node passes the pulse on to its children. A node that receives the pulse twice in too short a time assumes that it is on a cycle, rather than a tree.
Note that another global aspect of the controller solution is the global dependency on a single node that may itself fail. A common solution is to have a back up controller that monitors the first one, and replaces the controller when it suspects that the controller failed. Of course, the backup controller itself may fail. A more general solution is that of a leader election [L77, G77] . Suppose, for example, that the controller (or the leader) failed. The other nodes elect a new leader. Often the election is based on the assumption that each node has a unique identifying, given to it at the time it was manufactured, or at the time it was added to the network. (Indeed, there exist conventions for universal naming schemes.) The nodes compare their identity and the largest "wins". Different studies on this subject differ in the complexity, or in the assumptions about the model (i.e the architecture, technology and environment of the network).
Topology Update
A more scalable solution was used in the ARPANET [MRR80], the previous incarnation of today's Internet. This network was already much more widespread (it was a wide area network) than a local area network such as a token ring. The controller method could form a serious bottleneck. In the ARPANET the idea is that every node is responsible of detecting faults (and other changes, e.g. recoveries, changes in the traffic load) in its immediate neighborhood, and of broadcasting this information to the rest of the nodes. This task, is called topology update. It maintains, in every (reachable) node, the description of the whole network. Note that when such a description is given, every node can compute locally a way to overcome the faults (if this is possible). In the ARPANET (and the Internet) this was used (among other uses) to compute an alternative routing when faults interrupted the previous route. A similar method is used in other networks, see, e.g. [BGGJP85, CGKK95] . Note that when the network description is given in every node, other tasks can be performed as well. For example, the task of electing the node with the highest identifier as a controller for some limited subtasks (see e.g. [AGKK91] ).
Though more scalable than the controller method, the update method suffers from several difficulties. Firstly, it still requires a global computation even for a small number of faults. Secondly, while still rather efficient for a small number of faults, it can be very costly when the number of faults is large. Thirdly, not all the nodes are being updated at the same time. This can introduce inconsistencies in the decisions, or, at least, a waste of effort while the networks descriptions at different nodes converge to the same view. Fourthly, if faults are frequent, then the view of different nodes may never converge to the same view.
The second problem was eased by the results of [CGKK95] , implemented in IBM NBBS network, and the results in lACK90]. However, much before that, a different, very elegant method, that of the reset, was introduced. Like the topology update it is a universal method, and its complexity may still be smaller (depending on the specific task) than that of topology update for a large number of faults. However, given the results of lACK90, CGKK951, the complexity of topology update may be much smaller than that of reset for some other tasks.
Reset
The notion of a global reset was suggested in [F79] . It is intended to imitate virtually, for a network, the restart button of a single computer. Faults are corrected by a global process that "erases" all the results computed before the faults, "deletes" all messages in transit, and restart a global algorithm that recomputes the results. Since the system is distributed, and often even asynchronous, the reset cannot, in fact, be performed everywhere at the same time. However, it simulates this effect. The reset algorithms were improved many times, see e.g. [AAG87, ACK90, AKMPV93]. Algorithms using this method are certainly global, not local. (In [AAG87] there is a notion of local reset; there it refers to the case where not all the network participate in some protocol when that protocol execution is being reset; in this case only the parts of the network that "joined the execution" of the protocol are being reset; still, often the reset may cover the whole network following a single fault.)
The global reset approach to error correction has two major shortcomings. Firstly, it means that even one fault can cause a global computation, that may take a long time to output a legal result. Secondly, the global reset method is mainly suitable for a distributed system that cannot (or is not required to) produce "useful work" when some of its nodes suffer a transient fault. In many cases, however, it seems desirable for the distributed system to correct itself as locally as possible, letting undamaged regions of the system operate as usual in the meantime.
Global Detection
The notion of snapshot was suggested in [CL85] to detect a global stable property, that is, any property that once it starts holding, continues to hold. The main example was the occurrence of a deadlock (i.e. state were at least two processes depend for their progress on each other, and thus they are waiting for each other forever, doing nothing meanwhile).
The snapshot idea was used later in the context of self stabilization. In this context, the two-step methodology of detection and correction was first suggested in [KP90] using global detection, and independently in [AKY90] where the paradigm of local detection (called local checking in several later papers) was suggested. Global detection is achieved by performing s self stabilizing snapshot that collects the local state information of all nodes to one central node, which is thus able to evaluate the global state and detect any inconsistency.
Faults that are not Contained
In this section we discussed the global nature of the mechanisms for recovering from faults. However, to discuss the global versus local nature of fault handling one needs to discuss also the effect of a fault: is this local, or global. We already mentioned in the Introduction the famous ARPANET crash that resulted from a single fault. Another famous such crash happened to AT~T long distance network several years ago, when a fault of a single switch several years ago propagated to the rest of its network, and caused the crash of a large part of the network. (According to news stories, the switch "shut down" since it was overloaded; this caused other switches to become overloaded, and created a chain reaction.)
Clearly, to have a scalable fault tolerant solution, one needs not only a fast recovery mechanism, but also a mechanism that limits the effect of a small number of faults on the rest of the network.
Non-Complexity Notions of Locality
A notion of local correction was suggested in [APV91] in the context of self stabilization, to complement the notion of local detection [AKY901. The main meaning of locality in local correction is that each node can act locally to correct a local part of the global state of an algorithm. In fact, the state of a node needs to be consistent with that of its neighbors. For example, if the node "remembers" that it sent some message to the neighbor, either the message must be in transit over the link between the two nodes, or the neighbor should remember that it received the message. Otherwise inconsistent results, or deadlocks, may occur. For that purpose the notion of a "local reset" is introduced in [APV91] , which is a reset of a link by its two endpoints. This is done in a way that simulate a simultaneous action (though it is in an asynchronous network) by the two endpoints of the link.
Intuitively, the notion of local correction makes a protocol "more local" in the sense of avoiding the need for synchronization between nodes that act in the correction process. Thus it makes the task of the protocol and the network designers much easier.
Each local correction act actually takes only a constant time. However, once a node corrected its state, its neighbor may notice that now it needs to act too. The effect is that of "correction wave". If the corrected algorithm is global, then the function computed by the corrected algorithm can be output only after O(n) (number of nodes) or O(Diameter) (diameter of the network) time. (It may even be the case that the correction wave needs to traverse some cycles several times.) In fact the example used in in [APV91] for the corrected algorithm is the global reset algorithm.
Another notion of locality is that of "closeness" introduced in [DH95] . The idea is that a fault correction protocol should have as a goal reaching the legal solution which is the "closest" to the faulty one. This means the number of nodes that the protocol needs to change their states for the recovery is the minimum. This seems intuitively appealing: assume that the network nodes are performing some task that depends mostly on the local states (rather than on the global one). It seems that a recovery mechanism that follows the "closeness" paradigm may cause the minimum disruption for the outputs of such tasks, since the outputs of most nodes is not changed, so, intuitively, the part of the task these nodes performed is shielded from both the faults and the mending.
It would be interesting to see the "amount of disruption" in such examples quantified. One example mentioned in [DH95] is that of a spanning tree, one of its edges failed. It is argued that it is desirable to fix the tree just by adding one replacement edge, rather than recomputing a tree. This may hold even if the time for these two alternative recovery approaches is the same. This was observed for example in [ACK90] which presented an algorithm that maintains a spanning tree taking the minimum replacement approach. It argued that otherwise the property of Path-Preservation would not have been kept, and that this property is important in virtual circuit-switching environment. For example, suppose that we use edges of a spanning tree for end-to-end communication between a sender and a receiver. If the path is fixed, then the receiver receives the packets exactly in the same order they were sent. However, if the path is changed as a result of changing the tree, then we have to invoke complicated mechanisms to ensure that no packets are lost or duplicated, and that the ordering of the packets is preserved. Thus, we would like to remove tree links only if absolutely necessary, namely in case that they fail.
Note that achieving the goal of [DH95] does not imply locality in the sense of time complexity. For example, the algorithm presented in [DH95] to achieve closeness, performs a global computation even for one change, and thus is not local in the sense of time complexity. Nor is the converse true-a low time complexity mending can be achieved while still changing the state of many nodes. For low time complexity it is only necessary that the time required for changing the state of these nodes is small. For example, this is the case when those many nodes changed are near by to each other.
5
Local Detection and Local Timeouts
Local detection was introduced in [AKY90] in the context of self stabilization.
Informally it means detecting the illegality of the global state in a constant time, either entirely locally or through O(1) communication with neighbors only.
For detection, a legal global state is expressed as a conjunction of conditions, each of which can be checked locally by one node (using only the local states of itself and its neighbors). Thus if the global state is illegal then there must be a node for which the local condition is violated. In [AKYg0] the example of a rooted spanning tree was studied. Each node v kept in local variables the identifier of the root node (which was also supposed to be the highest identifier of a node in the network), a pointer to v's parent in the tree, and the distance to the root over the tree. The local conditions at each node v were that (1) the root identities held by its neighbors were smaller than or equal to the identity of its own root (according to the root identifier kept in v's local variable Rootv), and that the distance Distv of v to the root was larger by one that of its parent. Moreover, if v's distance to the root (according to Distv kept in v) is zero, then root~ should equal the identifier of v itself (that is, v is the r~ot). Clearly if these conditions hold for every node then there is a spanning tree, rooted at the node with the highest identifier. Compare this tree stabilization method to the global timeout method mentioned above. Note that the local detection solution too uses a "hidden" timeoutevery node needs to compare the values stored in its local variables to those of its neighbors. This means that from time to time the node needs to exchange these values with its neighbors. This is done by the use of a local timeout: every time that some local clock expires, the node sends these values to its neighbors. The difference between this method and the global timeout method is in the constraints on the length of the timeout. Firstly, it can be much shorter than the global one, since there is no need to wait for some process to engulf first the whole network. For example, for the maximum time the pulse (generated by the root) exists before it disappears in the leaves of the tree. Secondly, there is no need to coordinate the length of the timeout with the other nodes. For example, there is no need for a clock synchronization.
In fact, one may view the local detection method as one that replaces a global timeout by a local one.
6
Fault Proportionality
The term ]ault locality was introduced in [KP95a] in the context of mending outputs that were damaged because of faults. It is intended to capture the following intuitive idea: the fewer are the faults, the faster should the fault handling be performed. Similar motivations for other kinds of fault tolerance were expressed before. The resulting algorithms nevertheless involved the whole network, and were, thus, global. So, maybe they should be called something like fault proportional rather than fault local.
In the context of Byzantine agreement (in synchronous networks), the concept of early stopping was presented by IDRS90]. In the case that up to t nodes could be faulty, where t is known in advance, the original versions of Byzantine agreement needed t + 1 rounds of communication among all the nodes, in order to reach an agreement. (Agreement: all the nodes output the same value, even if their inputs are different.) Assume that actually there are only f < t faults. The idea in [DRS90] was to devise an algorithm that stops in this case in time ] + 2. An Optimal solution appears in [BGP92] .
A different problem is dealt with in [ACKMP96] . It was motivated by the task of topology update, and was concerned with the problem of broadcasting a large message (e.g. the whole local topology of a node) efficiently when each processor has partial prior knowledge about the contents of the broadcast message. The partial information held by the processors might be out of date (e.g. some additional edges failed and some recovered) or otherwise erroneous, and consequently, different processors may hold conflicting information.
It is possible to broadcast the whole long message. However it seems clear that an efficient consistency maintenance strategy should strive to utilize the fact that many processors already have a correct picture of "most" of the object, and need to be informed of relatively few changes. Viewed from this angle, the problem can be thought of as having to broadcast the entire view of the object, while taking advantage of prior partial knowledge available to the processors of the system. Some previous topology update protocols [SG89, Gaf87, ACK90] accomplished that by the Incremental Update strategy, in which only "necessary" information is transmitted. That is, each node v kept an estimate of what is "believed" by its neighbor u regarding the topology. Even if v's "beliefs" are different than those of u, v may not send corrections to u if v cannot be certain that v's "beliefs" are more accurate than those of u. When v receives an update message, it may increase v's certainty about being more accurate than u regarding certain data items (including, possibly, those in the new update message). In this case it sends updates to u. Unfortunately, it was observed that it is not easy to utilize pipelining when sending the messages in this method. This increases the time complexity.
The Broadcast with Partial Knowledge problem can be formulated as follows.
Consider an asynchronous communication network, consisting of n+l processors, P0,-. 9 ,P~, with each processor p~ having an IEI-bit local input w~ and processor P0 is distinguished as the broadcaster. In a correct solution to the problem all the processors write in their local output the value of the broadcaster's input,
WzWo .
This formulation of the problem can be interpreted as follows. The input wi is stored at processor p~ and describes the local representation of the object at processor Pi. The correct description of the object is w = w0, held by the broadcaster. The local descriptions wi may differ from the correct one as a result of changes in the object. In particular, every two processors may have different descriptions due to different sets of messages they got from the broadcaster in the past. This different sets are different as a result of message losses, topology changes and the asynchronous nature of the network. The goal is to inform all the processors throughout the network about the correct view of the object w, and to use the processor's local inputs given to each processor in order to minimize the time and communication complexities. The randomized Monte Carlo solution in [ACKMP96] uses O(A log Iwl + n log ~) communication (where e is a parameter of the algorithm and A is the total number of erroneous bits to be corrected in all the nodes) without increasing the time complexity beyond that of the solution that broadcasts all of the long message. Thus, the communication complexity of the algorithm depends on the number of erroneous bits.
Yet another problem is solved in [HK89] . Consider a route of n nodes v0, vl, ...v § n, the first of them is the source of a message, and the last is the destination. If a message is sent by some node vi to Vi+l, then, if Vi+l is non-faulty then it receives the message and handles it (e.g. forwards it, sends acknowledgments, ...) within some unknown time 5 << D for some known bound D. If node Vi+l is faulty it may not send an acknowledgment to node vi, then node vi knows that the message is lost. However, vi+l may send the acknowledgment to vi and fail only then, or it may even be malicious (i.e. Byzantine).
If IFI nodes are faulty, then there is no algorithm that can prevent either a delay of O(IFID ) in the delivery of the message, or a loss of the message that is only noticed (by a non-faulty node) in time O(IFID ). However, it is desired (and accomplished) to prevent a delay that is larger than that. Notice that the common method, by which the destination sends an acknowledgment to the source upon reception of the message, can run into much longer delays. is, in fact, a global timeout. The method used in [HK89] solves this problem by having certain intermediate nodes send acknowledgments (upon reception of the message originated by the source, on its way to the destination) to certain other intermediate nodes. Thus, the intended recipients of such acknowledgments can verify not only the final arrival of the source message to the destination, but also its timely arrival to points on the way.
More than trying to make the complexity depend on the number of faults and thus use a local timeout, rather than a global one, the main aim in [HK89] is to relax the local timeout D itself. Note that the value of D above in one node depends on some global considerations, for example it is defendant on the clock synchronization. The protocols in [HK89] limit the dependency on D to the minimum, and the rest of the time complexity is, instead, a function of ~. In [ADLS91, Pon91] this model was generalized and presented more formally, and an algorithm was presented that bounded the time for the task of agreement to be mostly a function of ~, and depend only minimany on D.
Fault Local Mending
Recall that local detection can help in detecting faults in a constant time. This may suffice if all that is required is to raise an alarm, as is required in the case of [HK89] . However, often an automatic correction of the faults is required.
In [CP87, CK85, NS93, MNS95, DH95]) there are interesting examples of functions that can be checked locally (i.e. by local detection) but also can be mended in a constant time. Clearly, if the time needed to compute a function from scratch is constant then its mending time is trivially depending just on the number of faults, in the sense that it does not grow with the size of the network.
Fault Local Mending of Global Functions
A global function is a function the worst case time complexity of computing it from scratch (as opposed to mending it) is s Diameter ).
The notion of fault local mending was suggested in [KP95a] as a paradigm for designing fault tolerant algorithms that scale to large networks. For such algorithms the complexity of recovering is proportional to the number of faults. That paper initiated the study of fault local algorithms by investigating first a very basic (and simple) problem, in a very permissible model. It is also shown how to generalize the solution to any problem (thus showing that any problem can be fault locally mended in that model); however, the solution to a general problem is not very efficient in terms of storage and message sizes.
Consider a problem X on graphs, whose solutions are representable as a function 5 r on the vertices of the network. The set of legal solutions of X on a given graph G is denoted by X(G). Consider a distributed network, whose nodes collectively store the representation of some solution ~" C X(G) of the problem X on the graph. Suppose that at time to, the memory contents stored at some subset F of the nodes of the network are distorted due to some transient failures. As a result, while the stored values still look locally legal, the representation of the function stored at the network has changed into some inconsistent function that is no longer valid.
It is clear that, assuming the problem X is computable, then investing sufficient computational efforts it is possible to mend the function, namely, change the values at some of (or all) the nodes, and reconstruct a valid representation of a (possibly different) solution of the same type, jc, e X(G). It was shown in [KP95a] that it is possible to distributively mend the function in time complexity dependent on the number of failed nodes, rather than on the size of the entire network. This operation (when possible) was termed (in any model) fault-local mending.
More formally, problem X is fault locally f-mendable if, following the occurrence of faults in a set F of nodes, the solution can be mended in O(f (IF[) ) time. When no confusion arises we may say simply locally f-mendable, or even just fmendable. A problem X is fault-locally mendable if it is fault-locally f-mendable for some function f.
On the face of it, it is far from clear that locally mendable problems exist. It may be even more surprising if such global problems exist. After all, if the input of every node may influence the value of the function (as is the case in global functions), how can the function be mended locally to the faulty area? Yet, it was shown that any problem is fault locally mendable.
The first problem solved in [KP95a] is the of a persistent bit. in this problem, initially the network stores a bit in a replicated way. That is, all nodes store an identical bit (i.e., each node v has a variable .~A,, and initially all bits are set to the same value). As the result of a failure, the values at some of the nodes have flipped. The problem is to restore a legal situation (of all nodes storing a common bit). Of course, if no faults occurred in the network, then it is not allowed to change the values of the bits.
At first glance, it seems that a natural idea for attacking this difficulty would be to require a node in conflict (i.e. with its bit equal to some b and with a neighbor whose bit is equal to /b. to consult all its neighbors, and adopt the majority of their views as its own. For example, in a complete graph, so long as fewer than n/2 of the nodes are corrupted, the corrupted nodes can be corrected by using a majority vote. Of course, once the number of corrupted nodes exceeds n/2, global mending is necessary, but in this case the extra cost is justified by the size of F (or in other words, the complexity of the mending operation is still well bounded as a function of IFt).
However, unlike the case of a complete graph, in a general graph one cannot afford holding the vote among all the nodes, since this requires "global time". Thus one needs to conduct the vote (for the output of each node v) in a small locality around this node v. Note that even if the majority of the nodes in the graph are non-faulty, some localities of v may have a faulty majority. In fact, [KP95a I contains an example of a graph that has only 2 faulty nodes, but for every non-faulty node, the majority of its neighbors is faulty. (The graph is simple-it contains only edges connecting the two faulty nodes to all the rest of the nodes). In this example two nodes (the faulty ones) have a majority of neighbors that are non-faulty. However, there are even examples where a majority of the nodes are not faulty, but still, for every node v, the majority of v's neighbors are faulty [LPRS93, P96a] .
To overcome this problem, [KP95a I introduces a new technique of controlled voting. We shall not repeat the technical details, but rather try to explain the intuition. Basically, every nodes tries to check whether it is likely that it is faulty, and if so, then it does not vote. To check, a node v guesses the number of faults (increasing the guess gradually) and checks how many "near by " nodes have a different input (different candidate for the common bit) than v has. If the number C of such nodes is large compared to the guess of the number G of faults, node v postpones its vote to a later phase of the algorithm. If the mending succeeds fast (that is, the number of faults is small) then v may never get to vote. Otherwise, the guess on the number of faults is To overcome this problem, [KP95a] introduce a new technique of increased and the new C may not be large now compared to the new G. In this case v now may vote, though it avoided voting earlier.
Next, it is demonstrated in [KP95a] how any problem has a fault local mending algorithm. This generic method uses the solution to the common bit problem described above. However, the way it is used is not totally straightforward.
To motivate the solution first consider e.g. the case that all the nodes are faulty, and the function to compute is the highest identity u of a node in the graph. Thus, every node stores as a result an identity v ~ u that is not the highest (since all the nodes are faulty). Clearly an attempted solution of running the persistent bit mending protocol on every bit of the output will not change the wrong value at all, and thus will not mend the output. Consider further the lucky case that the erroneous value v is smaller than u. In this case, at least node u can detect locally that there are faults (at least that it itself is faulty), and initiate an execution of a correction algorithm. Of course, we are less lucky in the case that v is larger than u, since, in this case, no node posses enough information to detect a fault.
The problem is solved by utilizing an auxiliary data structure that will enable some nodes to detect a fault locally. This uses the idea of local detection [AKY90] (termed also local checking [APV91] ).
Given a problem X whose solutions are functions ~ E X(G), represent the function on G using auxiliary data structures, by storing the entire representation of 5 v on the whole network, i.e., the vector ~ = (~(vl),..., Y(v~)), at every node.
To perform mending, each node, vi, first checks that its own representation of Jr, i.e. 2=(v), matches the value that appears in the auxiliary data structure, that is, matches ~i. If this is not the case, then vi considers itself faulty.
Mending is performed by treating each bit of this representation vector separately, and applying to it the common bit algorithm. In case IF] > n/2, this algorithm as described so far will not do the mending. In this case, however, an inconsistency must be detected for at least some bit A4 of the vector 4-In this case, any processor detecting an inconsistency broadcasts a message to this effect throughout the entire network. In response to such a message, the processors collectively employ a global procedure for computing a new solution 7 for the problem X. This operation requires at most O(n) time in our model (for instance, by collecting all the inputs to one node, computing a solution locally, and broadcasting the solution to all the nodes in the network). By assumption, this complexity is O(]F] log IF] = f(IF])).
Local Mending of Local Functions
Linial and others (cf. [L92, AGLP] ) promoted what they call local algorithms, namely, algorithms that require the collection of data only from small neighborhoods, even for seemingly global functions such as Maximal Independent Set (MIS). We refer to these algorithms also as sub-linear, since their running time is sub-linear in the diameter (or the number of nodes). the use of local / sub-linear algorithms by itself (when possible) enhances scalability, since when using such an algorithm, even the cost of computing a function from scratch grows more slowly than the growth of the network.
Such functions can be mended by the general method explained in the previous section, but the cost of the mending, in this case, is at least linear in the number of faults, rather than sub-linear. For problems such as MIS its complexity can be exponentially worse than the complexity of known algorithms that recompute the MIS from scratch. In [KP95b] the notion of tight fault locality is introduced (versus the notion of fault locality in [KP95a] ) to capture the performance expected from solutions to problems such as MIS, and it is demonstrated that MIS is tightly fault locally mendable under a reasonable assumption (and near-tightly fault locally mendable with no assumption.)
If the cost of computing X from scratch on an n-vertex network is S2(f(n)) and X is fault locally f-mendable, then X is termed tightly locally mendable (or simply tightly mendabte). If X is only fault locally poly(f)-mendable then X is termed near-tightly locally menclable. For randomized algorithms an analogous terminology is used. In particular, if f(n) is the complexity of a randomized algorithm for computing X, then X is randomly fault locally f-mendable. The notion of tightness is defined similarly.
For the case of MIS, an algorithm with the complexity of (logn) is known [L86] . In [KP95b] it is shown that MIS is randomly locally log ]F]-mendable. That is, if only IF] faults occurred then the expected running time of the randomized mending algorithm is only O(log [Ft) rather than O(logn). It is not known whether the algorithm of [L86] is optimal. If it is, then MIS is randomly tightly fault locally mendable. For the case that this algorithm is not optimal, it is shown that the existence of any randomized MIS algorithm whose time complexity is a "reasonably nice" function f (defined there) implies that MIS is randomly locally f-mendable. This implies, in particular, that if the true randomized complexity of MIS is such a nice function, then MIS is randomly tightly locally mendable. Otherwise MIS is near tightly fault locally mendable.
The work on fault locality leaves many open problems. In particular, while it points at a new direction towards making protocols more scalable, some further hurdles to scalability still need to be removed. In particular, these two papers do not assume any specific bound on the size of the messages. While the messages of the persistent bit protocol are still reasonable in size, those used for a general function may become unrealistically large in the near future. (It is worth mentioning that this approach nevertheless is very similar to the update method mentioned above, that is still widely in use.)
Another research direction is that of devising fault local algorithms for specific practical problems. Such solutions may be more efficient (in terms of space, and length of messages) than the universal method for general functions mentioned above.
The fault local algorithms surveyed above also assumes that a node can process messages from every neighbor at the same time. This is a common assump-tion in the distributed algorithms literature. However, a newer model ( [CGK95] , see also [BK92] , and a similar model in [1, 20] ) defines a spectrum of relations between the time for communication with the neighbors (which indeed can be done in parallel) and the time for the local processing that needs to be done sequentially for each neighbor. It will be interesting to investigate the scalability issues in these models.
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Self Stabilization and Fault Locality
Another direction of research is studying the issues of fault locality in the context of self stabilization, especially in the asynchronous case. Some initial steps along these lines were already taken [KP96, GGHP96, GGP96, GG96, H96].
In [KP96] , the universal method of [KP95a] is generalized to be self stabilizing. The mending is started by any node that notices (using local detection) an inconsistency.
A limitation of the solution is that the output is sometimes corrected before the network stabilizes. That is, assume that at some time to IFI faults occurred, the output is mended after O(IFI) time, provided that no more faults occur for some time T. In fact, T can be much larger than IF]. (Self stabilization and mending are obtained even if additional faults do occur within this time, however, the mending time in this case can be longer.)
This kind of a phenomena was investigated and formalized in [GGHP96] . Let LI be a predicate on the global state of the network (that is, on the collection of the local states of the nodes). The network is self stabilized when Lf holds. However, the output of the system may involve only some of the variables at each node; for example, the common bit mentioned before. Let L be another predicate on the global state, such that Lf implies L, and, moreover, the variables of L are only those that are considered the output. Output mending is completed (or, in the terminology of [GGHP96] the fault is contained) when L holds. However, the time required for L/ to hold may be much longer. This time is termed the fault gap. Moreover, if a second fault occurs after the fault gap, then, a fault local mending algorithm (fault containing, in the terminology of [GGHP96] ) is required to mend the output in a constant time ([GGHP96] deals only with a single fault). However, if a second fault occurs before the fault gap ended, even if the output was already mended, it is suggested in [GGHP96] that an algorithm may not be able to guarantee that the mending of the two faults will end within an additional O(1) time. It is shown that optimizing self stabilization time, and optimizing the mending time may be contradicting goals. In particular, there exists a problem (topology update) for which if an algorithm optimizes one of these complexities, it cannot optimize the other. The specific distance shown from the optimum is not large, and it seems interesting to peruse this gap further.
Another result in [GGHP96] is a general method to convert any non-reactive self stabilizing protocol to one that mends the outputs within O(1) time (and with O(1) space overhead) if only one fault occurred. That is, if one assumes that there is a large enough time interval between the occurrence of any two faults, then this algorithm is fault local. Algorithms with a similar property, but for specific functions, appear in IGGP96, GG96, H96] .
Conclusions
A lot of work has been done. However, there is still a lot to be done until distributed systems are reliable enough, and until the fault handling is painless enough.
