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Zusammenfassung
Das rasante Wachstum des weltweiten Datenverkehrs in den vergangenen Jahren ist weiter-
hin ungebrochen. Neben den klassischen Anwendungen Internet und Telefonie führen neue
datenintensive Anwendungen wie Videostreaming und Videotelefonie, vor allem aber auch
der steigende mobile Datenverkehr zu einem immer größeren Bedarf an Bandbreite in den
optischen Kernnetzen. Zur weiteren Steigerung der Datenraten auf einer Glasfaser werden
seit einigen Jahren höhere Modulationsformate eingesetzt. Somit kann das zur Verfügung
stehende Spektrum eﬃzienter genutzt werden. Die dafür benötigten optischen Sender und
Empfänger bestehen aus vielen Einzelkomponenten, wodurch die Komplexität und die Kos-
ten der Baugruppen steigen.
Dank mehrerer Technologiesprünge können heute Daten mit einer Geschwindigkeit von über
50 Tbit/s über eine einzelne Glasfaser übertragen werden. Die Meilensteine in der Entwick-
lung dieser Systeme und die Hindernisse bei der weiteren Steigerung der Datenraten wer-
den in dieser Arbeit zusammengefasst. Technische Beschränkungen führen dazu, dass die
künftig benötigten elektro-optischen Schnittstellen bei Übertragungsraten von 400 Gbit/s
und 1 Tbit/s nicht als Einzelträgersysteme realisiert werden können. Daher werden mehrere
Träger zusammen mit höheren Modulationsverfahren eingesetzt. Entsprechend skaliert die
Komplexität der optischen Teilsysteme mit der Anzahl an Unterträgern. Somit wird die Not-
wendigkeit diese komplexen photonischen Schaltungen auf einem Chip zu integrieren sowohl
durch technische als auch durch wirtschaftliche Aspekte motiviert.
Der Schwerpunkt liegt in dieser Arbeit auf der Siliziumphotonik. Anhand kürzlich publizier-
ter Ergebnisse werden Beispiele zum aktuellen Stand der Technik der in der Nachrichtentech-
nik benötigten Komponenten in Silizium vorgestellt. Ebenso werden aktuell verfolgte Ansätze
zur Integration elektrischer und photonischer Schaltungen sowie zum hybriden Aufbau silizi-
umphotonischer Schaltungen mit III-V-Halbeiterlasern zusammengefasst. Das Einsatzgebiet
dieser Schaltungen beschränkt sich nicht auf Metro- und Kernnetze. Auch für aktive optische
Kabel zur Verbindung von Knoten in Rechenzentren ist die Siliziumphotonik eine attraktive
Alternative zu der bisher eingesetzten Technik.
XVIII Zusammenfassung
Um gegenüber anderen Technologien konkurrenzfähige Systeme zu entwickeln, ist eine ho-
he Qualität der Einzelbauelemente erforderlich. Parallel zu dieser Arbeit wird am Institut
für Mikroelektronik Stuttgart ein Prozess zur deren Herstellung entwickelt. Erkenntnisse
aus dieser Arbeit sind in die Prozessentwicklung eingegangen, um Probleme und kritische
Parameter zu identiﬁzieren.
Der Schwerpunkt der Arbeit ist die Entwicklung von Schlüsselkomponenten für kohären-
te Empfänger, die in modernen Übertragungssystemen benötigt werden. Deren zentrales
Element ist der optische 90◦-Hybrid. In dieser Arbeit werden monolithisch integrierte 90◦-
Hybride in Silizium untersucht, die als Multimoden-Interferenzkoppler realisiert werden. Zu-
nächst wird das grundlegende Funktionsprinzip von Multimoden-Interferenzkopplern erläu-
tert. Diese basieren auf der Ausbildung von Selbstabbildungen durch phasenrichtige Inter-
ferenz der ausbreitungsfähigen Moden. Dazu werden zwei Konzepte untersucht: Zum einen
ein Multimoden-Interferenzkoppler mit einfachem seitlichen Mantel aus Siliziumdioxid und
zum anderen eine optimierte Variante mit seitlichem Sub-Wellenlängen-Gitter. Das Sub-
Wellenlängen-Gitter verhält sich wie ein künstliches Material mit eﬀektivem Brechungsindex
und beeinﬂusst die Wellenführung im Multimoden-Interferenzkoppler. Es wird dahingehend
optimiert, dass sich die Qualität der Selbstabbildungen im Multimoden-Interferenzkoppler
verbessert, und gleichzeitig möglichst geringe Anforderungen an die Herstellung gestellt wer-
den. Der erstgenannte Hybrid erfüllt die Anforderungen an kohärente Empfänger bezüglich
zulässigem Phasenfehler zwischen den Interferenzsignalen und bezüglich der Gleichtaktunter-
drückung innerhalb einer Bandbreite von 63 nm und 67 nm. Beide Anforderungen werden
in einem gemeinsamen Spektrum von 53 nm Breite erfüllt. Durch die Optimierungen mit
Sub-Wellenlängen-Gitter können diese Bandbreiten in der Simulation auf 90 nm und 69 nm
erweitert werden. Die nutzbaren Bereiche überdecken sich vollständig in einer vergrößerten
Bandbreite von 69 nm. Die minimalen Verluste können dabei von 0,17 dB auf nur noch
0,03 dB reduziert werden.
Die charakterisierten 90◦-Hybride werden in zwei verschiedenen Technologien hergestellt.
Beim Multimoden-Interferenzkoppler mit seitlichem Mantel aus Siliziumdioxid wird eine
Elektronenstrahlbelichtung zur Deﬁnition der Koppelgitter verwendet, während die Wellen-
leiter mittels Maskenbelichtung strukturiert werden. Der in den Simulationen berechnete
Verlauf der Transmissionskurven stimmt qualitativ sehr gut mit den Messungen überein. Ei-
ne Gleichtaktunterdrückung besser als −20 dB wird innerhalb einer Bandbreite von 43,5 nm
nachgewiesen. Diese Bandbreite ist kleiner als der simulierte Wert, jedoch wird das gesamte
C-Band abgedeckt. Der Phasenfehler wird anhand von Transmissionsmessungen in einem
Interferometer mit Verzögerungsleitung bestimmt. Dabei wird eine Bandbreite von 27 nm
nachgewiesen, die knapp der Hälfte der simulierten Bandbreite entspricht.
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Der optimierte 90◦-Hybrid wird in einer verbesserten Technologie hergestellt. Die Belichtung
erfolgt hierbei ausschließlich mit Elektronenstrahllithographie. In den gemessenen Transmis-
sionsspektren zeigen sich die qualitativ verbesserten Selbstabbildungen durch eine gleichför-
mige Aufteilung der Leistung in einem großen Wellenlängenbereich. Die zentrale Betriebswel-
lenlänge ist um etwa 14 nm verschoben. Vermutete Ursache ist eine geringere Schichtdicke des
Siliziums. Die nutzbare Bandbreite bezüglich der Gleichtaktunterdrückung wird auf 61 nm
erweitert und entspricht in etwa dem simulierten Wert von 69 nm. Der nutzbare Spektralbe-
reich bezüglich des Phasenfehlers wird mit 41 nm ebenfalls vergrößert, entspricht jedoch nur
knapp der halben simulierten Bandbreite. Die minimalen gemessenen zusätzlichen Verluste
betragen je nach Eingang 0,08 dB und 0,06 dB.
Die besseren Eigenschaften dieses 90◦-Hybrids sind zum einen der Optimierung und zum
anderen der verbesserten Technologie zuzuschreiben. Die Ergebnisse von Simulation und
Messung zeigen qualitativ und quantitativ in allen Kenngrößen gute Übereinstimmungen
mit Ausnahme des gemessenen Phasenfehlers. Die Rauheit der Seitenwände der Verzöge-
rungsleitung führt zu einem statistisch verteilten Phasenfehler. Dies legt die Bestimmung
des Phasenfehlers mit einem alternativen Messverfahren nahe.
Die Simulationen der Bauelemente erfolgen mit der Technik der Eigenmodenentwicklung,
die in einem kommerziellen Simulationsprogramm umgesetzt ist. Zur eﬃzienten Berechnung
der Sub-Wellenlängen-Gitter wird der theoretische Hintergrund zur Erweiterung der Simu-
lation mittels Bloch-Theorem eingeführt. Die Erweiterung selbst ist in MATLAB imple-
mentiert. Mittels der Eﬀektiv-Index-Methode wird der Multimoden-Interferenzkoppler mit
seitlichem Sub-Wellenlängen-Gitter anhand der näherungsweise äquivalenten zweidimensio-
nalen Struktur simuliert. Dadurch kann die gesamte Simulation sehr eﬃzient durchgeführt
werden. Periodisch strukturierte Wellenleiter, die nur eine oder wenige Moden führen, er-
fordern Simulationen der dreidimensionalen Struktur, um den vektoriellen Charakter der
ausbreitungsfähigen Bloch-Moden zu berücksichtigen. Die spektralen Eigenschaften zweier
solcher Wellenleiter werden untersucht. Beide Wellenleiter weisen eine Sub-Wellenlängen-
Gitterstruktur in Ausbreitungsrichtung des Lichts auf und unterscheiden sich in der Tiefe
der geätzten Gittergräben. Dabei besteht der zweite Wellenleiter aus isolierten Silizium-
säulen. Es wird gezeigt, dass sich die Wellenleiter bis zu einer Periodenlänge von 300 nm
beziehungsweise 350 nm wie homogene, gerade Wellenleiter verhalten. Darüber hinaus wird
gezeigt, dass die Wellenleiter bei etwas größerer Periode eine photonische Bandlücke aufwei-
sen. Aufgrund des dispersiven Verhaltens an den Bandkanten steigt der Gruppenindex dort
an. Zudem ist bei größeren Perioden in einem begrenzten Spektralbereich eine verlustlose
Ausbreitung der Moden möglich.
XX Zusammenfassung
Zur Veriﬁzierung der Simulationen werden Teststrukturen mit jeweils 100 µm langen Wel-
lenleitern mit Sub-Wellenlängen-Gittern hergestellt. Spezielle Übergangsbereiche sorgen für
eine Anpassung zwischen fundamentaler Wellenleitermode und Bloch-Mode. Durch Messun-
gen an Wellenleitern mit unterschiedlicher Gitterperiode können die in der Simulation vor-
hergesagten Eﬀekte bestätigt werden. Insbesondere die Wellenleiter mit geringer Ätztiefe
weisen selbst bei einer Breite der Gräben und Stege von jeweils 50 nm im Rahmen der Mess-
genauigkeit keine zusätzlichen Verluste auf. Für die tief geätzten Wellenleiter werden geringe
Verluste bei der doppelten Breite gemessen, erst bei Gräben und Stegen der Breite 150 nm
sind ebenfalls keine zusätzlichen Verluste in dieser Messung feststellbar.
Die Leistung des Datensignals am Eingang eines kohärenten Empfängers ist abhängig von
dem gesamten Übertragungssystem. Um die Leistungspegel von Datensignal und Lokaloszil-
lator in einem optimalen Bereich zu halten, wird ein einstellbares optisches Dämpfungsglied
benötigt. Hierfür wird ein auf zwei 2x2-MMIs basierendes abstimmbares Dämpfungsglied mit
thermischen Phasenstellern vorgestellt. Durch lokale Variation der Temperatur um ungefähr
4 K kann es vollständig ausgesteuert werden. Dabei beträgt die minimale Einfügedämpfung
mit den aktuellen eingesetzten technologischen Herstellungsmöglichkeiten 0,89 dB. Unter
Berücksichtigung höherer Verluste in früheren Prozessen beträgt die minimale Einfügedämp-
fung 1,88 dB.
Die Funktion des einstellbaren optischen Dämpfungsglieds wird durch Messung an einem her-
gestellten Bauelement nachgewiesen. Geringe Unterschiede in der Herstellung der 1100 µm
langen Verzögerungsleitungen führen zu einer Phasendiﬀerenz an deren Ausgängen. Dadurch
verschiebt sich der Arbeitspunkt des unbeheizten Dämpfungsglieds. Die umgesetzte Verlust-
leistung bei vollständiger Aussteuerung beträgt 12,5 mW. Dabei kann die Dämpfung in einem
Bereich von mehr als 30 dB eingestellt werden.
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Abstract
The constant growth in global data traﬃc is still ongoing. The classical applications are the
Internet and telephony. Today new applications like video streaming, video telephony and
especially mobile data services lead to a continuously increasing demand of bandwidth in
the optical backbone networks. Higher modulation schemes allow for a better usage of the
available optical spectrum. However, this requires more complex transmitters and receivers,
hence leading to higher costs.
Today, total data rates up to 50 Tbit/s can be transmitted over a single ﬁber. The most
important milestones in the development of these systems are summarized in this work.
Future electro-optic interfaces with data rates up to 400 Gbit/s and 1 Tbit/s cannot be
realized as single-channel transmission systems with the current technology. Thus several
carriers as well as higher order modulation schemes will be employed. The complexity of
the optical part scales with the number of subcarriers. Therefore the intention to integrate
the entire photonic system on a single chip is motivated both by technical and economic
aspects.
As this work focuses on silicon photonics, a survey of state-of-the-art components for trans-
mission systems in silicon as well as concepts for the integration of optical and electronical
circuits together with III-V-semiconductor lasers is presented. These systems may be used in
metro and core networks. In addition silicon photonics may also be attractive for Datacom
applications.
A silicon photonics process has been developed at the Institut für Mikroelektronik Stutt-
gart concurrently to this work. Results and ﬁndings of the present work helped to identify
problems and critical parameters in this technology.
The design of key components for coherent receivers is the main emphasis of this work, with
the focus on optical 90◦-hybrids. The hybrids can be realized monolithically as multimode
interference couplers, which rely on self-imaging due to interference of modes with correct
phases. Two concepts are investigated: a standard multimode interference coupler with a deep
etched silica cladding and an optimized multimode interference coupler with a sidewall sub-
wavelength-grating. The sub-wavelength-grating acts as a homogeneous artiﬁcial medium
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and impacts the wave propagation. It is optimized for low fabrication requirements and
to improve the self-images. Simulation results show that the standard hybrid satisﬁes the
requirements regarding phase error and common-mode rejection ratio in a bandwidth of
63 nm and 67 nm, respectively. Both requirements are fulﬁlled in a common bandwidth of
53 nm. These values are increased to 90 nm and 69 nm and a common bandwidth of 69 nm
due to the optimization with sub-wavelength-grating. Furthermore, minimal losses of 0.17 dB
are reduced by 0.03 dB.
The hybrids are manufactured in two diﬀerent technologies. For the standard multimode in-
terference coupler both electron beam lithography and mask lithography have been used for
the deﬁnition of the structures. Measured transmission curves match their simulation coun-
terparts. A common-mode rejection ration better than −20 dB is demonstrated in a 43.5 nm
bandwidth, which covers the whole C-band. The phase error is obtained from measurements
of the hybrid embedded in a delay line interferometer. A phase error better than ±5◦ is
demonstrated in a 27 nm bandwidth, which corresponds to only roughly half the simulated
bandwidth.
The optimized hybrid has been manufactured in an improved technology, employing only
electron beam lithography. The measured transmission spectra show uniform power distri-
bution in a large bandwidth. This conﬁrms the improved quality of the self-images. The
central wavelength of the hybrid is shifted by about 14 nm, probably due to variation of the
thickness of the silicon layer. The usable bandwidth regarding common-mode rejection ratio
is increased by 61 nm and corresponds roughly to the simulated value of 69 nm. The phase
error remains below ±5◦ in an extended bandwidth of 41 nm. However, this corresponds only
to half the simulated value. Minimum losses are found to be 0.08 dB and 0.06 dB depending
on the input.
Both - the sub-wavelength grating and the improved technology - lead to a better performan-
ce of the optimized hybrid. All results of measurement and simulation agree qualitatively
and quantitatively, except for the phase error. As the sidewall roughness of the delay lines
results in a statistical phase error, an alternative method to determine the phase error should
be considered.
The photonic devices are simulated with an eigenmode expansion technique, which is im-
plemented in a commercial software tool. The simulation capabilities are extended for sub-
wavelength-gratings in MATLAB using the Bloch-theorem. The simulation of the multimo-
de interference coupler with sub-wavelength-grating is simpliﬁed using the eﬀective index
method. Thus the device can be simulated very eﬃciently. Waveguides with sub-wavelength-
gratings that support only one or a few modes require three-dimensional simulations to
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account for the full-vectorial Bloch-modes. Spectral characteristics for two types of such
waveguides are investigated. For the ﬁrst waveguide a shallow etch step deﬁnes the grating
structure, while the latter consists of isolated silicon pillars. Both waveguides act as homoge-
neous waveguides up to a grating period of 300 nm and 350 nm, respectively. It is shown that
these waveguides have a photonic bandgap at a larger grating period and that group velocity
slows down at the band edges. Furthermore, in a limited spectral range lossless propagation
is also possible at larger grating periods.
The simulations are validated by measurements of 100 µm long waveguides with periodic sub-
wavelength-grating. Tapering sections are included for matching the fundamental waveguide
mode and Bloch-mode. Even with the smallest period of 100 nm, which means 50 nm wide
grooves and ridges, no additional loss is observed for the shallow etched waveguide. Losses of
the deeply etched structure are increased for a period of 100 nm, but disappear for a period
of 300 nm.
As the power of an incoming data signal varies, it is beneﬁcial to keep the power levels of
the signal and the local oscillator in an optimum region. This requires a variable optical
attenuator, which is realized with two 2x2 multimode interference couplers and thermal
phase shifters in-between. A local variation of about 4 K allows for completely tuning the
attenuator. The minimum insertion loss in the current and a previous technology is about
0.89 dB and 1.88 dB, respectively.
The length of the phase shifters in the fabricated device is 1100 µm. Slight variations between
the two waveguides result in a phase error that shifts the operation point of the unheated
attenuator. Power can be transferred between both output waveguides with a maximum
dissipated power of about 12.5 mW. The attenuation can be tuned in a range of more than
30 dB.

11 Einleitung
Die Verfügbarkeit optischer und optoelektrischer Schlüsselkomponenten ermöglicht seit den
1970er Jahren die Entwicklung kabelgebundener optischer Übertragungssysteme. Mit einem
der ersten kommerziellen Systeme wurden im Jahre 1978 bereits Daten mit einer Geschwin-
digkeit von 45 Mbit/s über etwa 2,6 km übertragen [1]. Seitdem sind die erzielbaren Datenra-
ten auf einer einzelnen Faser um viele Größenordnungen angestiegen. Meilensteine waren ins-
besondere die Entwicklung dämpfungsarmer Glasfasern, zuverlässiger und langlebiger Laser-
und Fotodioden sowie optischer Verstärker. Neue Rekorde in der Übertragungsgeschwindig-
keit werden typischerweise in den Post-Deadline Sessions der beiden großen internationalen
Konferenzen zu optischer Nachrichtentechnik, der Optical Fiber Communication Conference
and Exhibition (OFC) und der European Conference on Optical Communication (ECOC)
präsentiert. Eine Auswahl der dort nachgewiesenen Übertragungsraten pro Faser seit dem
Jahre 1975 ist in Abbildung 1.1 dargestellt. Mehrere Technologiesprünge ermöglichen heut-
zutage Datenraten von 54 Tbit/s über 9.150 km Einzelfaser [2] oder 2,15 Pbit/s über 31 km
Mehrkernfaser mit 22 Kernen im Jahre 2015 [3].
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Abbildung 1.1: Auf den beiden großen internationalen Konferenzen zur optischen Nachrich-
tentechnik OFC und ECOC experimentell nachgewiesene Faserkapazitäten
über verschiedenste Übertragungsdistanzen.
2 1 Einleitung
Abschnitt 1.1 fasst die zu überwindenden Hürden sowie die technischen Meilensteine auf dem
Weg zu heutigen, modernen optischen Übertragungssystemen zusammen. Die Zielsetzung
dieser Arbeit wird in Abschnitt 1.2 dargelegt. Es folgt die Gliederung der vorliegenden Arbeit
in Abschnitt 1.3.
1.1 Entwicklung optischer Übertragungssysteme
Die Entwicklung dämpfungsarmer einmodiger Glasfasern, der Übergang der verwendeten
Trägerwellenlänge von 850 nm über 1300 nm zu 1550 nm, die Verwendung dispersionverscho-
bener und -kompensierender Glasfasern, sowie die Entwicklung schnellerer elektrischer und
optoelektrischer Komponenten führten zu einem Anstieg der Datenraten auf über 10 Gbit/s
pro Kanal [4], [5]. Bei diesen Datenraten führen Dispersionseﬀekte, vor allem die chroma-
tische Dispersion, zu Verformungen der Pulse, die über dispersionskompensierende Glasfa-
sern ausgeglichen werden müssen. Insbesondere bei Datenraten oberhalb von 10 Gbit/s, bei
älteren Glasfasern und langen Übertragungsstrecken auch darunter, kann die Polarisations-
modendispersion zu einem limitierenden Faktor werden [6], [7]. Hierbei handelt es sich um
eine entlang der Faser zufällig verteilte, zeitlich veränderliche Pulsverformung, die nicht mit
herkömmlicher Technik kompensiert werden kann. Dies steht dem kommerziellen Einsatz
von 40 Gbit/s Systemen mit binärer Amplitudenmodulation (on-off keying, OOK) im Wege
[8].
Mit der Einführung Erbium-dotierter Faserverstärker (erbium-doped fiber amplifier, EDFA)
Anfang der 1990er Jahre stand erstmals ein rein optischer Verstärker zur Verfügung, der
vollkommen transparent und unabhängig von der Bitrate oder dem verwendeten Modulati-
onsformat eine optische Verstärkung im C-Band von 1530 nm bis 1565 nm und im L-Band
(1565 nm - 1625 nm) liefert. Verschiedene Techniken werden eingesetzt, um die charakte-
ristische Gewinnkurve der EDFAs zu glätten. Dazu gehören spezielle Beimischungen in die
Glasfaser, passive optische Filter sowie mehrstuﬁge Verstärker, bei denen entweder unter-
schiedlich dotierte Gläser oder Kombinationen aus EDFA und verteilten Raman-Verstärkern
verwendet werden [9]. Somit kann die typischerweise nutzbare optische Bandbreite von 12 nm
stark vergrößert werden. Über eine optische Bandbreite von 40 nm beziehungsweise 5 THz
bei einer geringen Ungleichförmigkeit der Verstärkung von nur 1 dB, wird in [10] berich-
tet. Noch höhere Bandbreiten von 80 nm und 120 nm sind bei größerer Variation der Ge-
winnkurven erzielt worden [11], [12]. Insbesondere mithilfe von Raman-Verstärkern können
sehr breitbandige Verstärkersysteme aufgebaut werden, da das Verstärkungsspektrum durch
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Änderung der Pumpwellenlänge spektral verschoben werden kann [13]. Mit einem hybri-
den EDFA-Raman-Verstärker mit 4 Pumpwellenlängen für den Ramanverstärker wurde eine
1− dB-Bandbreite von 69 nm nachgewiesen [14].
Mithilfe dieser Verstärker sind auch Langstreckenverbindungen möglich, bei denen Daten
über mehrere Kanäle, das heißt unter Verwendung vieler optischer Träger im Wellenlängen-
multiplexverfahren (wavelength division multiplex, WDM) nebeneinander über eine einzelne
Faser übertragen werden. Bei einer gleichbleibenden Datenrate von 10 Gbit/s pro Kanal
kann somit die gesamte Datenrate über die Anzahl der Kanäle vergrößert werden. Um die
Anzahl an Kanälen zu maximieren, wird das Kanalraster immer weiter verkleinert. Der
aktuelle Standard G.694.1 der Internationalen Fernmeldeunion ITU erlaubt neben einem
12,5 GHz-Raster auch ein ﬂexibles Raster, bei dem nur noch die Kanalmittenfrequenzen vor-
gegeben sind [15]. Der begrenzende Faktor ist dabei die nutzbare Verstärkungsbandbreite
der optischen Verstärker.
Seit Mitte/Ende der 1990er Jahre liegt der Fokus hinsichtlich der weiteren Steigerung der
Datenraten auf der Erhöhung der spektralen Eﬃzienz (spectral efficiency, SE). Diese gibt die
Datenrate bezogen auf die vom Signal benötigte Bandbreite an. Hierfür werden höhere Modu-
lationsformate eingesetzt, bei denen eine mehrstuﬁge Phasenumtastung (phase-shift keying,
PSK), eine mehrstuﬁge Amplitudenumtastung (amplitude-shift keying, ASK) oder eine Kom-
bination von beidem eingesetzt wird. Im Vergleich zu den bis dato eingesetzten Systemen
mit binärer Amplitudenmodulation werden weitaus komplexere Sender- und Empfangssys-
teme benötigt. Auf elektrischer Seite werden leistungsstarke digitale Signalprozessoren zur
Detektion der Signale benötigt, die gleichzeitig zur Kompensation unerwünschter Eﬀekte bei
der Ausbreitung auf der Faser oder auch zur Vorwärtsfehlerkorrektur eingesetzt werden.
Da bei mehrstuﬁgen Modulationsformaten die Punkte im Konstellationsdiagramm näher
aneinanderrücken, wird am Empfänger ein höheres optisches Signal-Rausch-Verhältnis benö-
tigt. Bei ausreichend hoher Leistungsdichte führt jedoch der nichtlineare Kerr-Eﬀekt zu einer
signiﬁkanten signalinduzierten Änderung des Brechungsindexes im Faserkern. Abhängig von
der verwendeten Faser, der Symbolrate sowie des eingesetzten Modulationsformats sind hier-
bei unterschiedliche Mischprozesse innerhalb eines Kanales oder zwischen unterschiedlichen
WDM-Kanälen die dominante Ursache bei der Verringerung der Signalqualität [16]. Diese
nichtlineare Shannon-Grenze stellt momentan eine fundamentale Grenze für die Kanalkapa-
zität der Glasfaser dar. Zur Abschätzung der Kanalkapazität werden komplexe numerische
Modelle wie beispielsweise in [17] benötigt, da das klassische Shannon-Theorem bei hohen
Signalleistungen auf diesem Kanal nicht mehr gültig ist.
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Bei der Übertragung OOK-modulierter Signale unter Verwendung beider Seitenbänder be-
trägt die maximal erzielbare SE 1 bit/s/Hz. In einem Übertragungsexperiment mit hoher
SE im Jahr 2015 wurden Datenraten von 63,5 Tbit/s auf einer Strecke von 5380 km über
eine einzelne Spezialfaser erreicht [18]. Die spektrale Eﬃzienz beträgt hierbei 7,1 bit/s/Hz.
Damit liegt sie bereits über der in [19] berechneten nichtlinearen Shannon-Grenze von etwa
6,2 bit/s/Hz auf dieser Distanz bei Standard-Einmodenfasern.
Eine weitere Steigerung der Kapazität wurde in jüngster Vergangenheit in Glasfasern mit
mehreren getrennten Kernen (multicore fibers, MCF) oder in Fasern, die nur eine gerin-
ge Anzahl an Moden führen (few-mode fibers, FMF), erreicht [20]. Dies wird als räumliches
Multiplexverfahren bezeichnet (space-division multiplexing, SDM). FMF erfordern wegen der
Modenkopplung entlang der Übertragungsstrecke eine nachträgliche Signalverarbeitung zur
Trennung der Kanäle. Der Aufwand steigt dabei mit der Anzahl geführter Moden. Dies ist
in MCF nicht erforderlich, sofern die Kerne hinreichend gut getrennt sind und kein Über-
sprechen stattﬁndet. Weitere Entwicklungen in Hinblick auf Verbindungstechnik, optische
Verstärker oder auch dem Routing sind für den Einsatz dieser Fasern in kommerziell genutz-
ten Systemen erforderlich und in den Fokus aktueller Forschung gerückt.
1.2 Zielsetzung
Um der steigenden Komplexität optischer Einkanalübertragungssysteme, der steigenden An-
zahl an WDM-Kanälen sowie der Erschließung der räumlichen Dimension in SDM-Systemen
zu begegnen, ist die Integration der photonischen und elektrischen Teilkomponenten in Zu-
kunft unausweichlich. Eine vom technischen und ökonomischen Standpunkt her vielverspre-
chende Zieltechnologie ist Silizium, dessen Erfolg in der Mikroelektronik weiterhin unge-
bremst ist. Die große Forschungsaktivität in der jüngeren Vergangenheit in der Siliziumpho-
tonik ermöglicht bereits heute die optische Datenübertragung mit photonischen Siliziumchips
als Sender und Empfänger. Der breite Einsatz dieser Technologie erfordert neben einer zu-
verlässigen und preislich konkurrenzfähigen Aufbautechnik die Entwicklung breitbandiger,
verlustarmer Bauelemente.
In der vorliegenden Arbeit werden 90◦-Hybride als Schlüsselkomponenten für kohärente op-
tische Empfänger entworfen und optimiert. Hierfür werden Multimoden-Interferenzkoppler
entwickelt, die die Anforderungen des Standards Implementation Agreement for Integrated
Dual Polarization Intradyne Coherent Receivers [21] des Optical Internetworking Forum er-
füllen. Dabei werden zwei Konzepte untersucht:
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• ein Standardkoppler mit einfachem Multimodenwellenleiter,
• ein Multimoden-Interferenzkoppler mit seitlichem Sub-Wellenlängen-Gitter.
Zusätzlich wird ein thermisch einstellbares optisches Dämpfungsglied entworfen, um das
Verhältnis der Leistungen von Datensignal und Lokaloszillator in den optimalen Bereich zu
führen.
Einmodige periodisch strukturierte Wellenleiter mit Sub-Wellenlängen-Gitter werden anhand
von dreidimensionalen Simulationen untersucht. Diese können künftig beispielsweise in Fil-
tern mit Bragg-Reﬂektoren eingesetzt werden. Eine weitere Anwendung sind Modulatoren,
die den als „langsames Licht“ bezeichneten Eﬀekt ausnutzen, um die Länge der Phasenmo-
dulatoren von einigen Millimetern auf wenige 100 µm zu verkürzen [22].
Die entworfenen Bauelemente werden in einer neu entwickelten Technologie am Institut für
Mikroelektronik Stuttgart hergestellt. Die anschließende Vermessung und Charakterisierung
der Schaltungen ist Bestandteil dieser Arbeit. Die so gewonnen Erkenntnisse gehen sowohl in
die weitere Entwicklung integrierter photonischer Schaltungen als auch in die Optimierung
des Herstellungsprozesses ein.
1.3 Gliederung
In Kapitel 2 werden höhere Modulationsverfahren für die optische Nachrichtentechnik so-
wie die sende- und empfangsseitig notwendigen photonischen Schaltungskonzepte eingeführt.
Anschließend wird eine Auswahl aktiver und passiver photonischer Schaltungen in Silizi-
um vorgestellt. Es folgt eine Übersicht über verfügbare Technologien zur Integration von
Komplettsystemen, bestehend aus Lasern, Detektoren, photonischen integrierten Schaltun-
gen und elektrischen Schaltungen. Abschließend wird auf die Notwendigkeit der Integration
mit potentiellen Anwendungen in der Nachrichtentechnik eingegangen.
Eine Übersicht über verbreitete Hersteller sowie den grundlegenden optischen Eigenschaften
verschiedener siliziumphotonischer Plattformen ﬁndet sich in Kapitel 3. Der Schwerpunkt
liegt dabei auf der verwendeten Technologie des Instituts für Mikroelektronik Stuttgart. Ab-
geschlossen wird das Kapitel mit einer Einführung der für die Optimierung der Bauelemente
eingesetzten Sub-Wellenlängen-Gitter.
6 1 Einleitung
Kapitel 4 beinhaltet eine theoretische Herleitung zur Entstehung von Selbstabbildungen
in Multimoden-Interferenzkopplern und deren Eigenschaften. Es folgen grundlegende Re-
geln zur Dimensionierung dieser Bauelemente sowie für spezielle verkürzte Multimoden-
Interferenzkoppler durch selektive Anregung ausgewählter Moden.
Die verwendeten Simulationsmethoden und deren Hintergründe werden in Kapitel 5 zusam-
mengefasst. Anschließend werden Simulationsergebnisse verschiedener integrierter photoni-
scher Strukturen vorgestellt. Dabei wird ein 90◦-Hybrid als mehrmodiger Streifenwellenleiter
sowie eine verbesserte Variante mit seitlichem Sub-Wellenlängen-Gitter im Detail untersucht
und dimensioniert. Die für den Einsatz in kohärenten Empfängern maßgebenden Kenngrößen
werden eingeführt und es wird gezeigt, dass beide Varianten für den Einsatz in kommerziel-
len Systemen geeignet sind. Ein weiteres Bauelement ist das thermisch abstimmbare variable
optische Dämpfungsglied. Abgeschlossen wird das Kapitel mit der Untersuchung periodisch
strukturierter Wellenleiter und deren speziellen Eigenschaften. Hierbei wird auf die besonde-
ren Anforderungen an die Simulation eingegangen.
In Kapitel 6 wird zunächst der eingesetzte Messaufbau zur Charakterisierung photonischer
integrierter Schaltungen vorgestellt. Es folgt eine Zusammenfassung der Messergebnisse sowie
der daraus bestimmten Kenngrößen. Zusätzlich werden die Ergebnisse der 90◦-Hybride im
Vergleich zu publizierten Bauelementen bewertet.
In Kapitel 7 werden diese Arbeit sowie die wesentlichen Ergebnisse zusammengefasst.
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Die in Kapitel 1 eingeführten Übertragungssysteme mit mehrstuﬁgen Modulationsformaten
werden in diesem Kapitel ausführlich dargestellt. Dafür werden in Abschnitt 2.1 zunächst
höhere Modulationsformate und die zur Demodulation notwendigen kohärenten Empfänger
eingeführt. Der Aufbau der benötigten Sender und Empfänger sowie die Einordnung der ko-
härenten Empfänger in das Gesamtsystem werden in Abschnitt 2.2 erläutert. Abschnitt 2.3
befasst sich mit der Integration photonischer Schaltungen für die Nachrichtentechnik. Der
Schwerpunkt liegt dabei auf der Siliziumphotonik. Ein Überblick zu den benötigten Kom-
ponenten und bisherigen Realisierungen in Silizium ﬁndet sich in Abschnitt 2.3.1. Es folgt
eine Zusammenfassung aktueller Ansätze zur gemeinsamen Integration elektrischer und pho-
tonischer Schaltungen und III-V-Halbleiterlasern in Abschnitt 2.3.2. Anschließend gibt Ab-
schnitt 2.3.3 einen Überblick zu den möglichen Anwendungen der Siliziumphotonik in der
optischen Nachrichtentechnik.
2.1 Höhere Modulationsformate
Neben dem OOK können weitere Modulationsformate für die optische Datenübertragung
eingesetzt werden, die für spezielle Anwendungsfälle unterschiedlich gut geeignet sind. Beim
Vergleich unterschiedlicher Modulationsformate muss das konkrete Gesamtsystem berück-
sichtigt werden. Wesentliche Punkte sind die Datenrate, die Länge der Übertragungsstrecke,
die verwendeten elektrischen und optischen Filter, Verstärker, die eingesetzten Glasfasern
sowie die genaue Realisierung eines WDM-Systems. Auch die verwendete Vorwärtsfehlerkor-
rektur hat einen Einﬂuss darauf, welches optische Signal-Rausch-Verhältnis bei akzeptabler
Bitfehlerrate benötigt wird und wie robust das System gegenüber Störungen ist. Oftmals
müssen Robustheit, Komplexität der Sender und Empfänger sowie die verwendete Bandbrei-
te eines Kanals gegeneinander abgewogen werden.
Ein sehr robustes Verfahren ist die Quadraturphasenmodulation (quadrature phase-shift key-
ing, QPSK) [16]. Zur Übertragung von 100 Gbit/s wird die QPSK im Polarisationsmultiplex-
verfahren vom technischen Standpunkt aus als bestes sowie als kostengünstigstes Modulati-
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onsformat für Metro- und Langstreckennetze eingeschätzt [23]. Auch bei höheren Datenra-
ten pro Kanal ist es wünschenswert, bestehende auf ein 50 GHz-Raster ausgelegte Netzwer-
kinfrastrukturen weiterhin verwenden zu können. In diesem Fall wird für Datenraten von
200 Gbit/s und 400 Gbit/s eine höhere Quadraturamplitudenmodulation (QAM) benötigt
[23].
Aus der Vielfalt an Modulationsformaten sind in Abbildung 2.1 exemplarisch die Konstella-
tionsdiagramme der weit verbreiteten OOK, QPSK und einer 16−QAM dargestellt. Bei der
OOK wird zwischen zwei Werten umgetastet, pro Symbol wird daher genau 1 Bit übertragen.
Als einfache Amplitudenmodulation kann ein solches Signal direkt mittels einer einzelnen
Fotodiode detektiert werden. Bei der QPSK ergeben sich bereits vier mögliche Zustände,
dabei ist die zu übertragende Information in der Phase des optischen Signals enthalten. Es
werden somit pro Symbol 2 Bit übertragen. Als Empfänger wird ein Phasendetektor benötigt.
Im Falle einer m-QAM werden pro Symbol log2m Bit übertragen. Die Informationen sind
sowohl in der Phase als auch in der Amplitude codiert. Neben dem Phasendetektor werden
auf elektrischer Seite entsprechend schnelle Analog-Digital-Umsetzer (ADU) benötigt.
I
Q
10
OOK
I
Q
00
10
11
01
QPSK
I
Q
16-QAM
Abbildung 2.1: Konstellationsdiagramme verschiedener Modulationsformate.
Für die Demodulation OOK-modulierter Signale ist der Direktempfang mit einer einzelnen
Fotodiode bereits ausreichend. Bei der zweistuﬁgen diﬀerentiellen PSK ist die Information in
die Phasenübergänge benachbarter Symbole codiert. In diesem Spezialfall kann das Signal
selbst als Phasenreferenz verwendet und über ein Interferometer mit Verzögerungsleitung
mit einem einfachen Direktempfänger demoduliert werden.
Der Aufbau eines kohärenten Empfängers für beliebige phasenmodulierte Signale ist in Ab-
bildung 2.2 dargestellt. Ein Lokaloszillator (LO) dient als Phasenreferenz für das Nutzsignal.
Zentrales optisches Bauelement ist dabei der 90◦-Hybrid. Darin werden die beide Eingangssi-
gnale, das heißt das Nutzsignal sowie der LO an den vier Ausgängen jeweils mit den Phasen
ϕ0, ϕ0+
pi
2
, ϕ0+pi und ϕ0+
3pi
2
überlagert. Der konstante Phasenversatz ϕ0 hängt dabei von
dem Aufbau des Hybrids ab. Anschließend werden die Signale in vier Fotodioden gemischt
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Abbildung 2.2: Aufbau eines kohärenten Empfängers.
und jeweils die Anteile der Fotoströme ausgewertet, die proportional zum elektrischen Feld
des Nutzsignals sind. Im allgemeinen Fall können die komplexen elektrischen Felder des
Nutzsignals und des Lokaloszillators mit
ES = ES,A(t)e
j(ωSt+ϕS,P(t)), (2.1)
ELO = ELOe
j(ωLOt) (2.2)
dargestellt werden. Dabei handelt es sich um ein auf einen Träger der Kreisfrequenz ωS
aufmoduliertes Nutzsignal mit zeitlich veränderlicher Amplitude ES,A(t) und Phase ϕS,P(t).
Für den LO bei der Kreisfrequenz ωLO wird eine konstante Amplitude ELO angenommen.
Die zeitlichen, reellen elektrischen Felder berechnen sich zu
ES(t) =
1
2
(ES + E
∗
S) = ES,A(t) cos (ωSt+ ϕS,P(t)), (2.3)
ELO(t) =
1
2
(ELO + E
∗
LO) = ELO cos (ωLOt), (2.4)
wobei ∗ den konjugiert komplexen Anteil der komplexen Felder darstellt. An den Ausgängen
des 90◦-Hybrids überlagern sich beide Signale nun zu
Etot,m = ES,A(t)e
j(ωSt+ϕS,P(t)+ϕ1+mpi2 ) + ELOe
j(ωLOt). (2.5)
Dabei ist je nach betrachtetem Ausgangm = 0, 1, 2, 3. Der zusätzliche Phasenterm ϕ1 enthält
den festen Phasenversatz ϕ0 des 90◦-Hybrids sowie eine beliebige Phasendiﬀerenz zwischen
Signal und LO bei freilaufenden Lasern. Der in den nachfolgenden Fotodioden erzeugte
Fotostrom Im ist proportional zur Leistung des auftreﬀenden optischen Signals und beträgt
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mit der Empﬁndlichkeit Ropt der Fotodiode
In = Ropt
[
1
2
E2S,A(t) +
1
2
E2LO
]
+Ropt
[
1
2
E2S,A(t) cos
(
2
(
ωSt+ ϕS,P(t) + ϕ1 +m
pi
2
))
+
1
2
E2LO cos (2ωLOt)
]
+RoptES,A(t)ELO cos
(
(ωS + ωLO) t+ ϕS,P(t) + ϕ1 +m
pi
2
)
+RoptES,A(t)ELO cos
(
(ωS − ωLO) t+ ϕS,P(t) + ϕ1 +mpi2
)
.
(2.6)
Aufgrund ihrer Bandbegrenzung kann die Fotodiode den schnell oszillierenden Signalanteilen
bei den Frequenzen 2ωS, 2ωLO und ωS+ωLO nicht folgen. Der einzige verbleibende Term, der
die Phaseninformation des Nutzsignals beinhaltet, ist
RoptES,A(t)ELO cos
(
(ωS − ωLO) t+ ϕS,P(t) + ϕ1 +mpi
2
)
. (2.7)
Für dessen Auswertung werden die übrigen Signalanteile entweder durch Diﬀerenzverstär-
ker oder durch seriell geschaltete Fotodioden entfernt. Dabei werden jeweils die Fotoströme
komplementärer Ausgänge des 90◦-Hybrids, das heißt die bei 0 und pi sowie die bei pi
2
und
3pi
2
überlagerten Signale voneinander subtrahiert. Es verbleiben die beiden Fotoströme
II = 2RoptES,A(t)ELO cos ((ωS − ωLO) t+ ϕS,P(t) + ϕ1), (2.8)
IQ = 2RoptES,A(t)ELO cos
(
(ωS − ωLO) t+ ϕS,P(t) + ϕ1 + pi2
)
. (2.9)
Für (ωS − ωLO) t+ ϕ1 = 0 liefert II direkt die Inphase-Komponente I und IQ die Quadratur-
Komponente Q des Datensignals. Allerdings beinhalten die Signale mit ∆ωt = (ωS − ωLO) t
einen zeitlich veränderlichen Phasenterm. Abhängig vom Frequenzversatz der beiden Laser
sind in einem kohärenten Empfänger drei Methoden der Detektion möglich [24]:
• Homodyne Detektion: Bei homodyner Detektion wird der LO bei exakt derselben Fre-
quenz betrieben wie der sendeseitig verwendete Laser, das heißt ∆ω = 0. In der Praxis
erfordert dies eine aktive Frequenz- und Phasenkontrolle. Die resultierenden elektri-
schen Signale liegen direkt im Basisband, daher ist die erforderliche elektrische Band-
breite des Front-Ends minimal und entspricht gerade der halben Symbolrate.
• Heterodyne Detektion: Bei heterodyner Detektion wird das Signal auf eine Zwischen-
frequenz verschoben. Bei der für phasenmodulierte Signale erforderlichen synchronen
heterodynen Detektion werden beide Seitenbänder des heruntergemischten Signals be-
nötigt, daher entspricht die erforderliche elektrische Bandbreite des Front-Ends der
2.1 Höhere Modulationsformate 11
Symbolrate. Die Demodulation des Signals selbst wird anschließend in einer elektri-
schen Auswerteschaltung durchgeführt.
• Intradyne Detektion: Hierbei wird ein freilaufender LO verwendet, dessen Frequenz
nahe bei der Trägerfrequenz liegt. Das Signal wird somit fast ins Basisband verschoben
und anschließend verstärkt und in ein digitales Signal gewandelt. Die Demodulation
erfolgt in einem schnellen digitalen Signalprozessor (DSP). Der Term ∆ωt = ωIFt
führt zu einer kontinuierlichen Drehung des Konstellationsdiagramms, die im DSP
zurückgerechnet wird.
Obwohl bereits Ende der 1980er Jahre über den Einsatz kohärenter Empfänger zur Steigerung
der Empﬁndlichkeit nachgedacht wurde, wurden diese Konzepte mit dem Aufkommen der
EDFAs wieder verworfen. Die Verfügbarkeit schneller Analog-Digital-Umsetzer sowie komple-
xer digitaler Signalprozessoren ermöglicht heute den Einsatz digitaler kohärenter Empfänger
bei intradyner Detektion. Somit können viele bereits in früheren Jahren angedachte Konzepte
zur Steigerung der Leistungsfähigkeit optischer Übertragungssysteme umgesetzt werden. Ei-
ne Übersicht zu den einzelnen Teilsystemen des DSPs, deren Aufgaben und hierfür geeignete
Algorithmen für Einzelträgersysteme ﬁndet sich in [25].
Der DSP ermöglicht die Korrektur der Pulsverformung sowohl durch chromatische Dispersion
als auch durch Polarisationsmodendispersion. Neben der Trennung der beiden orthogonalen
Moden im Polarisationsmultiplex kann das zeitlich veränderliche Übersprechen zwischen den
Moden korrigiert werden. Die empfangenen Signale können asynchron abgetastet werden,
daraus kann der Takt des Senders zurückgewonnen werden. Ebenso kann die kontinuierliche
Drehung des Konstellationsdiagramms durch den Frequenzversatz der eingesetzten Laser
korrigiert werden.
2.1.1 Anforderungen an kohärente Empfänger
Das Optical Internetworking Forum, eine gemeinnützige Organisation mit über 90 Firmen-
mitgliedern, hat sich das Ziel gesetzt, Standards für miteinander kompatible Netzwerkkom-
ponenten zur Datenübertragung zu vereinbaren. Im Standard Implementation Agreement
for Integrated Dual Polarization Intradyne Coherent Receivers [21] sind grundlegende Ver-
einbarungen zur Funktionalität, zu mechanischen Formfaktoren sowie zur Pinbelegung der
elektrischen Kontakte kohärenter Empfänger zusammengefasst. Ursprüngliche Zielspeziﬁka-
tion ist ein 100 Gbit/s polarisationsdiverser kohärenter Empfänger für QPSK-modulierte
Signale. Diese ist soweit möglich allgemein gehalten, um auch für künftige Marktanforde-
rungen Gültigkeit zu behalten. Im derzeit aktuellen Dokument (Stand 14. November 2013)
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Tabelle 2.1: Auszug der Anforderungen an einen polarisationsdiversen kohärenten Empfän-
ger nach [21].
Parameter Einheit Min. Typ. Max.
Gleichtaktunterdrückung bei konstanten Signalen
Datensignal zu I und Q dBe -20
LO zu I und Q dBe -12
Phasenfehler ϕmerr der Interferenzsignale Grad ±5
Optische Reﬂektion dB -20
Isolation von Signal-MPD zu LO dB 45
VOA Kontrollspannung V 9
VOA Dämpfungsbereich dB 10
sind die Zielspeziﬁkationen der opto-elektrischen Schnittstelle als informativer, bis dato un-
verbindlicher Teil in Anhang B geführt. Voraussichtlich wird es bei weiterer Marktreife der
Technologie als Teil des Standards in den Hauptteil mitaufgenommen werden.
Der speziﬁzierte Empfänger enthält 90◦-Hybride, Fotodioden und Transimpedanzverstär-
ker nach Abbildung 2.2 sowie zusätzlich Polarisationsteiler, einen Abzweigungskoppler mit
Monitorfotodiode (monitor photodiode, MPD) und ein variables optisches Dämpfungsglied
(variable optical attenuator, VOA). Die Anforderungen an den photonischen Teil sowie an
die Fotodioden sind in Tabelle 2.1 zusammengefasst.
Die Anforderungen bezüglich Gleichtaktunterdrückung und Phasenfehler werden im Folgen-
den als Zielvorgabe für einen integrierten kohärenten Empfänger in Silizium betrachtet. Zen-
trales Element des Empfängers ist der 90◦-Hybrid, der als Multimoden-Interferenzkoppler
realisiert wird.
2.2 Elektro-optische Schnittstellen in modernen
optischen Übertragungssystemen
Der Einsatz höherer Modulationsformate wie QPSK oder QAM sowie deren Einsatz in Mehr-
trägerübertragungssystemen erfordert komplexe optische Sender und Empfänger, da hierbei
sowohl die Phase als auch die Amplitude des optischen Signals moduliert und detektiert
werden müssen.
Abbildung 2.3 zeigt den Sender eines solchen optischen Übertragungssystems mit den wich-
tigsten elektrischen und photonischen Komponenten. Im Sender werden die zu übertragen-
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den Daten gemäß dem verwendeten Modulationsformat in einem DSP vorkodiert, auf eine
Inphase-Komponente I und eine Quadraturkomponente Q aufgeteilt und mittels eines opti-
schen IQ-Modulators (IQM) auf den Träger aufmoduliert. Der IQM, auch unter dem Namen
dual-parallel Mach-Zehnder-Modulator bekannt, besteht aus zwei einzelnen Mach-Zehnder-
Modulatoren (MZM) zur Modulation der Amplitude des I- und Q-Signals sowie einem Pha-
sensteller, der die Phase des Q-Signals konstant um 90◦ verschiebt. Aus der Überlagerung
beider Signale können beliebige Punkte der komplexen Ebene angesteuert werden.
Hierfür werden Digital-Analog-Umsetzer (DAU) sowie schnelle, lineare Hochfrequenz-Ver-
stärker benötigt, die den nötigen Spannungshub für die einzelnen Sub-MZM liefern. Die-
se werden im Punkt minimaler Transmission betrieben und mit einem maximalen Signal-
hub der doppelten Halbwellenspannung 2Vpi ausgesteuert. Wenn die Modulatoren bei mehr-
stuﬁgen Modulationsverfahren vollständig ausgesteuert werden, verringert sich das Signal-
Rausch-Verhältnis durch die nichtlineare elektro-optische Kennlinie der MZM. Dies kann
vermieden werden, indem die Modulatoren nur im linearen Bereich betrieben werden. Die
Halbwellenspannung Vpi gängiger Lithiumniobat- (LiNbO3), Galliumarsenid- (GaAs) und
Indiumphosphid- (InP) Modulatoren liegt im Bereich von 3V bis 6V [26].
Bei hohen Symbolraten werden oftmals Modulationsformate verwendet, bei denen die Leis-
tung des optischen Signals zwischen zwei aufeinanderfolgenden Symbolen auf Null fällt
(return-to-zero, RZ). Dadurch erhöht sich die Empﬁndlichkeit des Empfängers typischer-
weise um 1 dB − 3 dB und die Signale werden robuster gegenüber Intersymbolinterferenz
DSP
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p
Abbildung 2.3: Blockschaltbild eines optischen Senders für phasen- und amplitudenmodu-
lierte Signale im Polarisationsmultiplex.
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[16]. RZ-codierte Signale werden meist mithilfe eines zusätzlichen Pulsformers erzeugt. Dies
ist ein weiterer Mach-Zehnder-Modulator im Signalpfad. Er wird von einem sinusförmigen
Signal angesteuert, dessen Frequenz gerade der halben Symbolrate entspricht. Eine Verdop-
pelung der Datenrate auf einem Kanal wird durch Übertragung im Polarisationsmultiplex
erreicht. Dabei werden zwei unabhängige Signale auf den beiden orthogonalen Polarisationen
der Grundmode einer Einmodenfaser übertragen. Folglich werden neben Polarisationsteilern
zwei optische IQM mitsamt Verstärkern und Digital-Analog-Umsetzern benötigt.
Abbildung 2.4 zeigt den zugehörigen Empfänger, wiederum für ein Übertragungssystem mit
Polarisationsmultiplex. Als Phasenreferenz dient ein lokaler Oszillator. Das Signal wird zu-
nächst wieder in beide Polarisationen aufgeteilt und in zwei kohärenten Empfängern nach
Abbildung 2.2 demoduliert. Die verstärkten Signale werden dann tiefpassgeﬁltert und an-
schließend in digitale Signale gewandelt. Die digitalen elektrischen Signale werden im signal-
verarbeitenden Teil des Empfängers aufbereitet und die empfangenen Daten detektiert.
WDM-Systeme benötigen zusätzliche Wellenlängenﬁlter zur Aufteilung und Zusammenfüh-
rung der einzelnen Kanäle. Für jeden Kanal wird ein Sender und Empfänger nach den Ab-
bildungen 2.3 und 2.4 benötigt.
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Abbildung 2.4: Blockschaltbild eines optischen Empfängers für phasen- und amplituden-
modulierte Signale im Polarisationsmultiplex.
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2.3 Photonische integrierte Schaltungen für die
Datenübertragung
Die merklich höhere Komplexität der optischen sowie der elektrischen Teilsysteme moder-
ner kohärenter Übertragungssysteme legt eine Integration möglichst großer Teilsysteme auf
einem Chip nahe. Dafür eignen sich die verfügbaren Materialplattformen in unterschiedli-
cher Weise. LiNbO3 eignet sich im nahen Infrarot für Einzelbauelemente wie beispielsweise
Mach-Zehnder-Modulatoren. Für die Integration komplexerer Schaltungen ist es jedoch un-
geeignet.
Kommerziell erhältliche optische und optoelektrische Bauelemente sowie sehr schnelle elek-
trische Schaltungen können auf Indiumphosphid realisiert werden. InP ermöglicht sowohl
passive als auch aktive photonische Komponenten, wie Laser, Fotodioden oder optische Ver-
stärker. Es bietet jedoch in Verbindung mit anderen III-V-Verbindungshalbleitern nur einen
geringen Brechungsindexkontrast zur Führung des Lichts. Somit werden die Bauelemente
verhältnismäßig groß. Dies ist insbesondere deshalb ein Nachteil, da mechanisch bedingt nur
kleine Wafer bis etwa 4 Zoll verwendet werden können. Elektrische Schaltungen auf InP-
Basis sind sehr schnell. Der hohe Leistungsverbrauch mit den damit verbundenen thermi-
schen Problemen sowie der oftmals geringen Prozessausbeute beschränken diese Technologie
auf kleinere, weniger komplexe Schaltungen.
Integrierte photonische Schaltungen können ebenfalls in siliziumbasierten Technologien her-
gestellt werden. Besonders verlustarme passive Bauelemente lassen sich in Siliziumnitrid
auf einem Glassubstrat herstellen. Sie können sowohl im sichtbaren Spektrum als auch im
nahen Infrarot eingesetzt werden. Allerdings ist auch hier der Platzbedarf passiver Bau-
elemente speziell im nahen Infrarot relativ hoch. Zudem können aktive Bauelemente wie
Phasenmodulatoren oder Fotodioden nicht direkt integriert werden. Es ist jedoch möglich,
aktive Komponenten in einer hybriden Siliziumnitrid/Silizium-photonischen Umgebung zu
realisieren [27]. Siliziumnitrid-basierte photonische Schaltungen ﬁnden beispielsweise in der
Spektroskopie, in der Biosensorik sowie in der nichtlinearen Optik Anwendung.
2.3.1 Photonische Bauelemente in Silizium
Bereits in den 1980er Jahren wurde Silizium als Material für aktive und passive integrierte
photonische Bauelemente untersucht [28]. Die Fortschritte in der Herstellung von CMOS
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Schaltungen ermöglichen jedoch erst in jüngerer Vergangenheit komplexe verlustarme inte-
grierte photonische Schaltungen in Silizium. Das Licht wird dabei im Silizium geführt, Sili-
ziumdioxid (SiO2) oder Luft werden typischerweise als Mantelmaterialien verwendet. Durch
den großen Unterschied der Brechzahlen von ungefähr 2 wird das Licht sehr stark in wellen-
leitenden Strukturen geführt.
Gleichzeitig können auch aktive Bauelemente in Silizium hergestellt werden. Für die sen-
deseitig benötigten MZM werden dotierte Wellenleiter eingesetzt, in denen die Ladungs-
trägerkonzentration durch Anlegen eines elektrischen Signals moduliert wird. Durch den
Plasmadispersionseﬀekt ändert sich dabei die Brechzahl im Material und somit die Phasen-
geschwindigkeit der geführten Mode. Mit Mach-Zehnder-Modulatoren in Silizium können
Datenraten über 60 Gbit/s erzielt werden. Das Extinktionsverhältnis (extinction ratio, ER)
publizierter Modulatoren liegt dabei im Bereich von etwa 3 dB - 6 dB. Unter Inkaufnahme
höherer Einfügedämpfung kann durch die Wahl anderer Arbeitspunkte das ER auf 10 dB
vergrößert werden [29]. Dennoch erreichen Siliziummodulatoren nicht das gleiche Leistungs-
niveau wie beispielsweise das des in [30] publizierten InP-Modulators.
Aufgrund des relativ schwachen Plasmadispersionseﬀekts sind in Silizium lineare Phasenmo-
dulatoren mit einer Länge im Millimeterbereich erforderlich, so dass die Sendestrukturen im
Vergleich zu den Empfängern und insbesondere im Vergleich zu elektrischen Komponenten
sehr viel Platz benötigen. Platzsparende Amplitudenmodulatoren können mit resonanten
Mikroringen oder mittels Elektro-Absorption in Germanium (Ge) [31] realisiert werden.
Die opto-elektrische Wandlung erfolgt in integrierten Ge-Wellenleiterfotodioden. Aufgrund
der geringen lateralen Abmessungen und der großen Absorptionslänge können Grenzfrequen-
zen oberhalb von 70 GHz bei einer Empﬁndlichkeit von über 1 A/W erzielt werden [32].
Vor allem die Integration von Lichtquellen gestaltet sich in Silizium als große Herausfor-
derung. In naher Zukunft werden daher voraussichtlich hybride Lösungen umgesetzt, bei
denen ein III-V-basierter Laser mit dem Siliziumchip verbunden wird. Die Herstellung ei-
nes Silizium-Germanium-Lasers ist Gegenstand aktueller Forschung und in fernerer Zukunft
denkbar. Die prinzipielle Funktion eines elektrisch gepumpten Fabry-Pérot SiGe-Lasers bei
1660 nm bis 1700 nm wurde bereits erfolgreich demonstriert [33].
Ebenso können Wellenlängenﬁlter in Form von arrayed waveguide gratings oder échelle-
Gittern sehr gut bei verhältnismäßig geringem Platzbedarf in Silizium integriert werden
[34].
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2.3.2 Integration elektrischer und optischer Schaltungen in
Silizium
Die eingesetzten Prozesse zur Herstellung siliziumphotonischer Schaltungen sind kompati-
bel zu CMOS-Prozessen. Es können somit prinzipiell integrierte photonische Schaltungen
und schnelle, hochkomplexe elektrische Schaltungen auf einem Chip realisiert werden. In der
Praxis werden für die photonischen und elektrischen Schaltungen unterschiedliche Wafer be-
nötigt. Eine Möglichkeit zur Lösung dieses Problems ist beispielsweise die lokale Entfernung
der oberen Siliziumschicht und dem darunterliegenden Oxid, gefolgt von kristallinem Auf-
wachsen von Silizium. Ein integrierter kohärenter Empfänger mit 90◦-Hybrid, Fotodioden
und Transimpedanzverstärkern für 56 Gbit/s wird in [35] demonstriert.
Eine alternative Möglichkeit wird in [36] vorgestellt. Hierbei werden elektrische und photoni-
sche Bauelemente in einem gemeinsamen 45 nm Standard-CMOS-SOI-Prozess für elektrische
Schaltungen hergestellt. Anschließend wird der Chip gedreht und das obenliegende Silizium
lokal über dem photonischen Schaltungsteil entfernt.
Eine dritte Möglichkeit verfolgt STMicroelectronis mit 3-dimensional gestapelten Flip-Chip-
Modulen [37]. Hierbei werden die photonischen und elektrischen Schaltungen in getrennten
Prozessen hergestellt. Anschließend werden die elektrischen Chips im die-to-wafer Verfahren
auf den photonischen Chips platziert. Die elektrische Verbindung erfolgt über dünne Kup-
ferkontakte, die mittels Wiederaufschmelzlöten permanent miteinander verbunden werden.
Einen ähnlichen Ansatz verfolgt auch CEA LETI [38]. Mangels direkt integrierbarer Laser-
quellen sind jedoch alle Ansätze darauf angewiesen, III-V-Halbleiterlaser in einem hybriden
Multi-Chip-Modul zu integrieren.
2.3.3 Anwendungen der Siliziumphotonik in der
Nachrichtentechnik
Durch die Möglichkeit, komplexe photonische Systeme kostengünstig zu integrieren, öﬀnen
sich verschiedene Einsatzbereiche. Angefangen von optischen Kernnetzen und Langstrecken-
übertragungssystemen zu Datacom-Anwendungen sind in fernerer Zukunft auch Chip-zu-
Chip-Verbindungen denkbar.
Der Bedarf der Integration photonischer Systeme in Kernnetzen ist auch in den steigenden
Anforderungen an die Geschwindigkeit von Schnittstellenkarten zwischen Netzanschlussteil-
nehmern und optischem Netz begründet. Datenraten von 400 Gbit/s oder 1 Tbit/s sind mit
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dem heutigen Stand der Technik in Einzelträgersystemen nicht zu realisieren. Dennoch ist
es aus Sicht der Netzbetreiber wünschenswert, Verbindungen mit entsprechend hohen Ka-
pazitäten zwischen zwei beliebigen Netzknoten zu betreiben. Die Verwendung beispielsweise
einer 1 Tbit/s-Schnittstellenkarte anstelle von zehn 100 Gbit/s-Karten ist insofern ökonomi-
scher, als die Installation in nur einem Arbeitsschritt durchgeführt werden kann. Außerdem
wird nur noch eine Faserverbindung zum optischen Netz benötigt. Die geforderten Datenra-
ten können über sogenannte super-channel bereitgestellt werden. Dabei handelt es sich um
mehrere Einzelkanäle, die nahtlos ohne Schutzband parallel übertragen und logisch als ein
einzelner Kanal betrachtet werden. Zusätzlich bieten im Modulationsformat konﬁgurierbare
Sender die Möglichkeit, je nach zu überbrückender Strecke jeweils das geeignetste Modula-
tionsformat zu verwenden, beispielsweise eine binäre PSK für Langstreckenübertragungen,
QPSK für mittlere Übertragungsstrecken und höhere QAM für kurze Verbindungen. Die
Herstellung solcher Einschubkarten mit vielen diskreten optischen Komponenten ist jedoch
sehr aufwendig und kostspielig. Dagegen kann in einer photonischen integrierten Schaltung
die gesamte Funktionalität kostengünstig realisiert werden. Dies wird letztendlich auch er-
forderlich werden [39].
Bei der Datenübertragung mittels aktiver optischer Kabel in Rechenzentren konkurriert die
Siliziumphotonik mit direkt modulierten vertikalemittierenden Laserdioden (vertical-cavity
surface-emitting laser, VCSEL) bei 850 nm über Multimodenfasern. Die zu überbrückenden
Distanzen liegen hauptsächlich im Bereich weniger Meter bis hin zu einigen 100 Metern. Die
Vorteile der Siliziumphotonik in Verbindung mit einmodigen Glasfasern sind große erziel-
bare Datenraten entweder durch parallele Übertragung über mehrere Fasern mit nur einer
Laserquelle oder über einfache Systeme mit grobem Wellenlängenmultiplex unter Einsatz
von Amplitudenmodulation. VCSEL-basierte aktive optische Kabel haben Vorteile bei den
Kosten, jedoch stellen sehr hohe Datenraten pro Kanal und längere Faserstrecken über Multi-
modenfasern eine technische Herausforderung dar. Mehr noch als bei den Kernnetzen spielen
die Kosten für Montage und Aufbau der Module eine große Rolle bei der Entscheidung, ob
und in welchem Umfang die Siliziumphotonik in diesem Anwendungsbereich zum Einsatz
kommt [40].
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In Kapitel 2 ist die zwingende Notwendigkeit der Integration künftiger photonischer Systeme
in Silizium dargelegt. Jedoch müssen integrierte Schaltungen sowie deren Einzelkomponenten
auf die jeweils eingesetzte Technologie optimiert werden, um konkurrenzfähige Eigenschaf-
ten im Vergleich zu alternativen Lösungen, zum Beispiel integrierten InP-basierten, frei-
strahloptischen oder fasergebundenen Bauelementen bieten zu können. Das grundlegendste
Bauelemente ist dabei der Wellenleiter zur Führung des Lichts auf dem Chip. Daneben sind
Beugungsgitter als Schnittstelle zwischen Glasfaser und integrierter Schaltung von Bedeu-
tung. Im Folgenden werden die eingesetzte Technologie sowie die verwendete Zielplattform,
das heißt die Merkmale der verwendeten Wafer und deren Auswirkung auf die grundlegen-
den Bauelemente vorgestellt. Anschließend werden periodische Sub-Wellenlängen-Gitter und
deren grundlegenden Eigenschaften eingeführt.
3.1 Optische Eigenschaften von Silizium und
Siliziumdioxid
Die optischen Eigenschaften von Silizium und Siliziumdioxid bei λ = 1550 nm sind in Tabel-
le 3.1 zusammengefasst. Die in den Simulationen verwendeten Daten für Silizium entstammen
der Veröﬀentlichung von Li [41], die Daten für Siliziumdioxid basieren auf einer Sellmeier-
Gleichung für Quarzglas [42]. Die genauen optischen Eigenschaften hängen bei Siliziumdioxid
auch von der Methode des Wachstums ab.
Hochgenaue Messdaten sowie daraus abgeleitete Koeﬃzienten für eine temperaturabhängige
Sellmeier-Gleichung im nahen Infrarot ﬁnden sich für Silizium in [43], für Siliziumdioxid
in [44]. Hieraus ist die Temperaturabhängigkeit von Siliziumdioxid entnommen. Sowohl das
dispersive Verhalten als auch die Abhängigkeit des Brechungsindexes von der Temperatur
sind in Silizium stärker ausgeprägt. Für Wellenlängen oberhalb von 1200 nm ist Silizium
transparent, somit kann sich das Licht ohne zusätzliche Verluste darin ausbreiten [28].
20 3 Siliziumphotonik
Tabelle 3.1: Optische Eigenschaften von Silizium und Siliziumdioxid bei λ = 1550 nm. Die
Ableitungen ∂n
∂λ
und ∂n
∂T
sind bei T = 293 K ausgewertet.
Parameter Silizium Quarzglas
n 3,476 1,444
∂n
∂λ
−7,953 · 10−2 µm−1 −1,191 · 10−2 µm−1
∂n
∂T
1,82 · 10−4 K−1 8,159 · 10−6 K−1
3.2 Technologieübersicht
Die in der Siliziumphotonik eingesetzten SOI-Wafer weisen den in Abbildung 3.1 gezeigten
grundlegenden Schichtstapel auf. Das untenliegende Substrat ist meist einige hundert Mikro-
meter stark und gibt dem Chip mechanische Stabilität. Darüber liegen das vergrabene Oxid
(buried oxide, BOX) sowie die aktive Siliziumschicht, in die Wellenleiter und Bauelemente
strukturiert werden. Dabei legen insbesondere die durch den eingesetzten Wafer vorgege-
benen Schichtdicken tSiO2 sowie tSi grundlegende optische Eigenschaften der Bauelemente
fest. Eine Übersicht einiger Hersteller und der dort eingesetzten Wafer ﬁndet sich in Tabel-
le 3.2. Die Daten stammen von den Webseiten der jeweiligen Hersteller sowie der Webseite
von ePIXfab, einem Verbund mehrerer Forschungsinstitute in Europa. Die Daten zu dem
Prozess am Institut für Mikroelektronik Stuttgart (IMS CHIPS) stammen aus der engen
Zusammenarbeit.
Man unterscheidet zwischen Technologien mit dünner (< 400 nm) und dicker (> 1 µm) akti-
ver Siliziumschicht [45]. Dünne Siliziumschichten eignen sich insbesondere für sehr kompakte
Si
(Substrat)
SiO2
(BOX)
Si
(aktive Schicht)
t = 625 µm
tSiO2 = 3,0 µm
tSi = 250 nm
Abbildung 3.1: Schichtstapel der typischerweise in der Sililziumphotonik eingesetzten Wa-
fer. Zusätzlich sind die Schichtdicken für die in der vorliegenden Arbeit
verwendeten SOI-Wafer angegeben.
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Tabelle 3.2: Übersicht einiger Hersteller in der Siliziumphotonik (Stand März 2016).
Anbieter tSi tSiO2 Wafergröße
IMS CHIPS (Stuttgart, Deutschland) 250 nm 3,0 µm 150 mm (6”)
IMEC (Leuven, Belgien) 220 nm 2,0 µm 200 mm (8”)
LETI (Grenoble, Frankreich) 300 nm 0,8 µm 200 mm (8”)
IHP (Frankfurt/Oder, Deutschland) 220 nm 2,0 µm 200 mm (8”)
IME / A*STAR (Singapur) 220 nm 2,0 µm 200 mm (8”)
VTT (Espoo, Finnland) 3,0 µm 3,0 µm 150 mm (6”)
und sehr schnelle opto-elektrische Bauelemente. Wafer mit tSi = 220 nm sind weit verbrei-
tet, da einmodige Wellenleiter noch verhältnismäßig breit sein dürfen und deshalb geringe-
re Verluste ausweisen. Bei etwas größeren Schichtdicken lassen sich tendenziell eﬃzientere
Beugungsgitter mit einem Maximum bei tSi = 340 nm herstellen [46]. In Wellenleitern mit
tSi ≥ 250 nm wird die transversal-magnetische (TM) Grundmode hinreichend gut geführt,
so dass die Verluste auch bei kleinen Biegeradien in Wellenleiterkurven gering bleiben. Dabei
reicht das elektrische Feld recht weit in den oberen und unteren Mantel, was beispielsweise
für Sensoranwendungen vorteilhaft ist.
Die Dicke tSiO2 des BOX beeinﬂusst die notwendige Geometrie für einmodige Wellenleiter.
Bei einem dünneren BOX sieht die erste Mode höherer Ordnung das darunterliegende Silizi-
um bereits bei einem breiteren Wellenleiter. Dies führt zu Substratverlusten. Die Grundmode
proﬁtiert dagegen von einem breiteren Wellenleiter durch geringere Verluste. Bei hocheﬃzien-
ten Beugungsgittern mit Rückseitenverspiegelung beeinﬂusst der Wert von tSiO2 maßgeblich
die Einfügedämpfung.
In dicken Siliziumschichten können einmodige Wellenleiter nur als Rippenwellenleiter mit
verhältnismäßig großen Dimensionen hergestellt werden. Dadurch sind die Kosten für Masken
und Herstellung aufgrund der einfacheren Technologie geringer. Die Kopplung von Licht
zwischen einer Glasfaser und dem Chip ist ebenfalls einfacher zu bewerkstelligen. Komplexere
Systeme, insbesondere mit aktiven Bauelementen, sind hingegen schwieriger zu realisieren
und benötigen mehr Chipﬂäche.
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Die in dieser Arbeit vorgestellten Bauelemente sind für die Herstellung auf Unibond-Wafer
der Firma SOITEC mit den mittleren Werten tSi = 250 nm und tSiO2 = 3,0 µm optimiert.
Die Herstellung erfolgt durch das Institut für Mikroelektronik Stuttgart. Zur Verfügung
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Abbildung 3.2: Mittels Ellipsometrie bestimme Dicken der aktiven Siliziumschicht (links)
sowie des vergrabenen Oxids (rechts).
stehen zwei Ätzstufen: zum einen ein 70 nm-Ätzschritt, beispielsweise für Gitterstrukturen
oder Rippenwellenleiter, und zum anderen ein vollständiger 250 nm-Ätzschritt. Dabei kön-
nen verschiedene Lithograﬁeverfahren eingesetzt werden. Die Belichtung mit einem Elektro-
nenstrahl ermöglicht es, sehr feine Strukturen zu deﬁnieren. Dagegen ist die am Institut
für Mikroelektronik Stuttgart eingesetzte Lithograﬁe mit Stepper und Masken auf minimale
Strukturgrößen von etwa 400 nm beschränkt. Aufgrund der anisotropen Ätzeigenschaften
wird zur Deﬁnition der photonischen Strukturen eine Trockenätzung eingesetzt. In einem
letzten Prozessschritt wird ein 1 µm dickes Oxid aufgebracht, welches als obere Deckschicht
und als mechanischer Schutz der Bauelemente dient.
Die Schichtdicken weisen Schwankungen über den einzelnen Wafer auf. Nach dem zugehö-
rigen Datenblatt liegen der Bereich sechsfacher Standardabweichung der Schichtdicken bei
220 nm ≤ tSi ≤ 280 nm und 2,9275 µm ≤ tSiO2 ≤ 3,0725 µm. Messungen von tSi und tSiO2
mit einem Ellipsometer wurden am Institut für Mikroelektronik Stuttgart durchgeführt und
sind in Abbildung 3.2 dargestellt. Generell sind beide Schichten im inneren Bereich des
Wafers recht homogen und etwas dünner als erwartet. tSi liegt im Bereich 247,5 ± 2,5 nm,
während tSiO2 ungefähr 2,96 µm dick ist. Zu den Rändern hin werden die Abweichungen
größer. Um möglichst kompakte photonische Schaltungen zu entwerfen, werden in dieser
Arbeit aufgrund der stärkeren Wellenführung Bauelemente für transversal-elektrisch (TE)
polarisiertes Licht untersucht.
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3.3.1 Wellenleiter
Signale werden in geraden und gekrümmten Wellenleitern zur Verbindung von Bauelementen
geführt. Wichtig ist hierbei, dass die Wellenleiter für die verwendeten Wellenlängen einmodig
sind, damit die Felder an den Eingängen der Bauelemente fest deﬁniert sind. Die Abhängig-
keit der eﬀektiven Brechungsindizes der Grundmode sowie der Mode erster Ordnung sind
in Abbildung 3.3 als Funktion der Breite des Wellenleiters wwg dargestellt. Bei den Simu-
lationen liegt der Wellenleiter symmetrisch zwischen einer oberen und unteren 3 µm dicke
Schicht aus Siliziumdioxid. Das Simulationsfenster ist seitlich durch perfekt leitende elektri-
sche Wände, nach oben und unten durch perfekt leitende magnetische Wände begrenzt. Die
Mode erster Ordnung kann sich, abhängig von der Wellenlänge, ab einer Wellenleiterbreite
von etwa 380 nm, 390 nm oder 400 nm ausbreiten und wird bei kleineren Wellenlängen etwas
besser geführt. Bei kleineren Wellenleiterbreiten nimmt der eﬀektive Index in der Simulation
Werte knapp unter dem Brechungsindex von Siliziumdioxid an. Die Mode wird in diesen Fäl-
len nicht mehr vom Wellenleiter, sondern von den elektrischen und magnetischen Wänden
geführt. Die Führung der Moden verringert sich bereits bei leicht gekrümmten Wellenleitern,
so dass eine Mode höherer Ordnung durch Kurven im Wellenleiter stark gedämpft wird.
3.3.1.1 Verluste in Wellenleitern
Optische Verluste treten in geraden Wellenleitern hauptsächlich durch Streuung an rauen
Seitenwänden auf. Ein weit verbreitetes Modell zur Bestimmung der Verluste in einem plana-
ren Filmwellenleiter ﬁndet sich in [47]. Neben der Standardabweichung der Rauheit σ(δwwg)
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Abbildung 3.3: Simulierter eﬀektiver Brechungsindex der Grundmode und der Mode ers-
ter Ordnung eines 250 nm dicken Wellenleiters für verschiedene Breiten.
Zusätzlich ist der Brechungsindex von SiO2 eingezeichnet.
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und der Kohärenzlänge Lc zur Beschreibung der Rauheit der Wellenleiteroberﬂäche gehen
zusätzlich die Wellenleitergeometrie sowie die auftretenden Brechungsindizes in die Formel
zur Berechnung der Verluste ein. Zur Veranschaulichung der Verluste kann eine raue Wel-
lenleiterwand als strahlender Dipol betrachtet werden, bei dem das gestreute Licht nur zum
Teil wieder vom Wellenleiter eingefangen wird [48].
Insbesondere in Silizium hängen die Wellenleiterverluste aufgrund der großen Unterschiede
der Brechungsindizes stark von der Beschaﬀenheit der Wellenleiterkanten ab. Bei transversal
elektrischer Polarisation agieren vor allem die mittels Ätzprozessen strukturierten seitlichen
Kanten als Streuzentren. Typischerweise sind die oberen und unteren Grenzﬂächen herstel-
lungsbedingt sehr glatt.
Ein weiterer Verlustmechanismus sind Verluste durch Strahlung, die in gekrümmten Wellen-
leitern abhängig vom Biegeradius auftreten. Durch die starke Lichtführung in Siliziumwel-
lenleitern weisen Streifenwellenleiter auch bei sehr kleinem Biegeradius nur geringe Verluste
auf.
Durch kontinuierliche Verbesserungen des Herstellungsprozesses betragen die Verluste in ei-
nem 400 nm x 250 nmWellenleiter nach anfänglich über 10 dB/cm derzeit nur noch ungefähr
3 dB/cm. Die Verluste einer 90◦ Kurve betragen ungefähr 0,1 dB bei einem Biegeradius von
5 µm. Die Fortschritte in der Technologie ermöglichen die Herstellung besserer Bauelemente,
die auch zuverlässiger und genauer charakterisiert werden können.
3.3.1.2 Phasenfehler in Wellenleitern
Die Variation der Wellenleitergeometrie durch Rauheit der Seitenwände führt auch zu einer
lokalen Änderung des eﬀektiven Brechungsindexes der geführten Mode. Dadurch wird die
Phasengeschwindigkeit lokal verändert, was am Ende eines Wellenleitersegments in einem
wellenlängenabhängigen Phasenfehler δφ resultiert. Das Modell zur Berechnung des Phasen-
fehlers nach [49] berücksichtigt den Einﬂuss von Variationen der Wellenleiterbreite wwg, der
Brechungsindizes von Mantel und Kern sowie der Wellenleiterlänge L. Für L > Lc und unter
Berücksichtigung der Wellenleiterbreite und der Ausbreitungskonstante β ergibt sich für die
Standardabweichung des Phasenfehlers
σ(δφ) ≈
√
LLc · ∂β
∂wwg
· σ(δwwg). (3.1)
Zur Abschätzung von σ(δφ) werden Messwerte von Lc und von σ(δwwg) benötigt, beispiels-
weise durch Messung mittels eines atomarem Kraftmikroskops mit seitlicher Messspitze. Der
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Phasenfehler steigt mit der Länge eines Wellenleiters und kann beispielsweise die Auswertung
in Interferometern oder die Kanaltrennung in optischen Filtern stören.
3.3.2 Sub-Wellenlängen-Gitter
In der integrierten Photonik können optische Gitter in vielen unterschiedlichen Anwendun-
gen eingesetzt werden. Mit der verfügbaren Technologie ist es möglich, sogenannte Sub-
Wellenlängen-Gitter (SWG) mit einer Gitterperiode Λ im Bereich einer Wellenlänge oder
kleiner herzustellen. Durch die beschränkte Anzahl der in der Siliziumphotonik einsetzbaren
Materialien und deren Brechungsindizes ergeben sich beim Entwurf von Bauelementen ne-
ben der Geometrie nur wenige Freiheiten, um das Verhalten des Lichts zu beeinﬂussen. Bei
hinreichend kleiner Gitterperiode kann das Licht die Eigenschaften der optischen Medien in
einem periodischen Gitter mit alternierenden Schichten nicht mehr auﬂösen. Dabei verhält
es sich wie in einem homogenen Medium mit eﬀektivem und im allgemeinen Fall anisotropen
Brechungsindex. Beugungseﬀekte treten nicht auf, da alle bis auf die 0. Beugungsordnung un-
terdrückt werden. In der Theorie des eﬀektiven Mediums werden solche periodischen Struk-
turen und die Berechnung des eﬀektiven Brechungsindexes beziehungsweise der eﬀektiven
Permittivität behandelt.
Im Spezialfall sehr kleiner Verhältnisse von Gitterperiode zu Wellenlänge, Λ/λ→ 0, können
bei senkrechtem Lichteinfall einer ebenen Welle für ein eindimensionales Gitter einfache ana-
lytische Formeln aus den Maxwell-Gleichungen hergeleitet und grundlegende Eigenschaften
des eﬀektiven Materials bestimmt werden [50]. Das Gitter mit den beiden Brechungsindizes
n1 und n2 in Abbildung 3.4 sei in x-Richtung unendlich, in y-Richtung periodisch fortge-
setzt. Dabei können drei Fälle des Lichteinfalls unterschieden werden. Bei Ausbreitung einer
ebenen Welle in z-Richtung kann das elektrische Feld oder das magnetische Feld parallel
zu den Materialgrenzen stehen, somit wird entweder Ex = 0 oder Ey = 0. Der dritte Fall
tritt auf, wenn sich das Licht im Material in y-Richtung ausbreitet, und das Gitter zudem
in z-Richtung unendlich fortgesetzt ist.
Die Welle erfährt je nach Polarisation einen unterschiedlichen Brechungsindex, das heißt das
eﬀektive homogene Material verhält sich doppelbrechend. Bei Ausbreitung in z-Richtung
mit Ex 6= 0 und Ey = 0 sowie bei Ausbreitung einer beliebig polarisierten ebenen Welle
in y-Richtung kann das Material mit seinem ordentlichen (ordinary) Brechungsindex no be-
schrieben werden. Für eine sich in z-Richtung ausbreitende Welle mit Ex = 0 und Ey 6= 0
gilt der außerordentliche (extraordinary) Brechungsindex ne. In die Berechnung der eﬀekti-
ven Indizes geht neben den Brechungsindizes der Materialien auch die Geometrie über den
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Abbildung 3.4: Das aus zwei Materialien bestehende Sub-Wellenlängen-Gitter der Höhe h
verhält sich bei Λ/λ → 0 wie ein doppelbrechendes homogenes Medium,
dessen Eigenschaften durch die Brechungsindizes sowie das Verhältnis α
deﬁniert sind. Eine ebene TM-polarisierte Welle erfährt den außerordentli-
chen Brechungsindex, in den beiden anderen Fällen wirkt der ordentliche
Brechungsindex. Für technisch realisierbare Gitter mit Λ/λ ≤ 1 beein-
ﬂussen Ausbreitungsrichtung, Gitterperiode sowie die Höhe des Gitters
ebenfalls die Ausbreitung des Lichtes.
Parameter α ein. Dabei gilt nach [50], unabhängig von Λ und λ,
no =
√
αn21 + (1− α)n22, (3.2)
ne =
1√
α
n2
1
+ 1−α
n2
2
. (3.3)
Wie in Abbildung 3.4 ersichtlich gibt αΛ die Dicke der Schicht mit Brechungsindex n1, und
(1 − α)Λ die Dicke der Schicht mit Brechungsindex n2 an. Somit lässt sich durch das Ver-
hältnis α der eﬀektive Brechungsindex einstellen, im Falle eines Gitters aus Silizium und
Siliziumdioxid im Bereich 1,44 ≤ n ≤ 3,48. Die Bedingung für Λ, bei der sich das Gitter
wie ein eﬀektives Medium verhält, ist für die beiden Fälle mit ordentlichem Brechungsindex
unterschiedlich. Bei λ/Λ ≤ 1 können sich daher die Ausbreitungseigenschaften im Allgemei-
nen voneinander unterscheiden. Auch mit sehr modernen Herstellungsverfahren lassen sich
jedoch nur Gitter fabrizieren, deren Gitterperiode geringfügig kleiner ist als die Wellenlänge.
Für Λ/λ ≈ 1 können analytische Lösungen für den eﬀektiven Brechungsindex nSWG eines
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Sub-Wellenlängen-Gitters in einer Potenzreihe der Form
nSWG
(
Λ
λ
)
= n(0) + n(2)
(
Λ
λ
)2
+ n(4)
(
Λ
λ
)4
+ . . . (3.4)
dargestellt werden [51].
Im allgemeineren Fall einer unter einemWinkel aus der xy-Ebene einfallenden Welle sowie für
beliebige Funktionen n(y) existieren analytische Lösungen bis zur 4. Ordnung für transversal-
elektrisch und transversal-magnetisch polarisiertes Licht [52]. Dabei wird εr(y) = n2(y) in
einer komplexen Fourier-Reihe dargestellt. Summen aus den Produkten einzelner Fourierko-
eﬃzienten gehen dann in die Formeln für εeffTE und ε
eff
TM ein. Bei der Herleitung dieser Formeln
wird von einem tiefen Gitter ausgegangen, das heißt die Höhe des Gitters h in z-Richtung
ist größer als λ/4. In dünnen Gittern ändern sich die Ausbreitungseigenschaften der Wellen.
Beispielsweise verschwindet die Doppelbrechung für h → 0, der eﬀektive Brechungsindex
wird somit allgemein zu einer Funktion
nSWG = nSWG
(
Λ
λ
,
h
λ
)
. (3.5)
Zudem hängen die optischen Eigenschaften von den das Gitter umgebenden Materialien ab.
Eine Untersuchung solcher Gitter ﬁndet sich beispielsweise in [53].
In vielen Fällen müssen die Gitter jedoch numerisch berechnet werden. Hierbei wird oft die
als Fourier-Moden-Methode (fourier modal method, FMM) oder auch als rigorous coupled
wave analysis bezeichnete Simulationsmethode eingesetzt. Es können aber auch andere ex-
akte Simulationstechniken, wie zum Beispiel die Finite-Difference Time-Domain (FDTD)
verwendet werden. Allerdings bieten analytische Lösungen oftmals einen besseren Einblick
in die physikalischen Vorgänge und die auftretenden Eﬀekte.
Sub-Wellenlängen-Gitter können nicht nur als großﬂächige Gitter, sondern auch als wellen-
leitende Strukturen eingesetzt werden. Die Ausbreitung des Lichts darin kann durch Bloch-
Moden beschrieben werden, deren Ausbreitungseigenschaften durch die Gitterstruktur be-
stimmt werden. Einige Beispiele sind in Abbildung 3.5 aufgeführt, das Licht breitet sich
dabei in y-Richtung aus. Bei beiden Wellenleiter (a) und (b) ist der Wellenleiter selbst ein
Sub-Wellenlängen-Gitter. Es besteht aus sich abwechselnden Silizium- und Siliziumdioxid-
schichten (a), oder isolierten Siliziumstegen (b). Bei dem Wellenleiter in (c) wird die Git-
terstruktur durch einen partiellen Ätzschritt deﬁniert. Durch das kleinere Aspektverhältnis
können Gitter mit sehr kleinen Strukturgrößen besser hergestellt werden. Der Wellenleiter in
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Abbildung 3.5: Einige Beispiele für Geometrien von SWG-Wellenleitern mit unterschied-
lichen Aspekt- und Größenverhältnissen, in denen die Ausbreitung einer
oder auch mehrerer Bloch-Moden möglich ist.
(d) besitzt einen Siliziumkern und einem seitlichen künstlichen Mantel, der durch das Gitter
deﬁniert ist.
Weitere Anwendungen von Sub-Wellenlängen-Gitter ergeben sich bei größeren Gitterperi-
oden. Mit dem eﬀektiven Brechungsindex nB der ausbreitungsfähigen Bloch-Mode wirkt der
Wellenleiter bei
Λ ≈ λ/(2nB) (3.6)
als Bragg-Spiegel und kann beispielsweise als Filter eingesetzt werden. Im Spektralbereich
kann dieses Verhalten als photonische Bandlücke betrachtet werden. An dessen Bandkanten
verringert sich die Steigung der Kurve ω(k), die den Zusammenhang zwischen Kreisfrequenz
ω und Wellenzahl k herstellt. Damit verringert sich die Gruppengeschwindigkeit
vg =
∂ω
∂k
, (3.7)
die die Ausbreitungsgeschwindigkeit eines Wellenpakets angibt. Dieses Verhalten wird als
langsames Licht bezeichnet. Die Gruppengeschwindigkeit hängt von den Dispersionseigen-
schaften des Wellenleiters ab, die wiederum durch die Geometrie des Wellenleiters beeinﬂusst
werden können. Im Vergleich zu Wellenleitern mit photonischen Kristallen sind die hier un-
tersuchten Wellenleiter einfacher herzustellen. Wird Λ noch weiter erhöht, treten nach und
nach auch höhere Beugungsordnungen in Erscheinung. Dies wird beispielsweise in den Beu-
gungsgittern zur Kopplung zwischen Glasfaser und Chip ausgenutzt.
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Zur groben Abschätzung der zulässigen Strukturgrößen kann bei sehr breiten Strukturen
der eﬀektive Index des zweidimensionalen Filmwellenleiters, bei schmalen Wellenleitern der
größte auftretende eﬀektive Index für nB in Gleichung (3.6) eingesetzt werden. Das Ergebnis
ist ein Richtwert der größten zulässigen Gitterperiode, bei der nur die 0. Beugungsordnung
ausbreitungsfähig ist und bei der mit Bragg-Reﬂexion zu rechnen ist. Für den Einsatz als
Medium mit eﬀektivem Brechungsindex muss die Gitterperiode kleiner gewählt werden. Da
der tatsächliche Wert von nB kleiner ist als in dieser Abschätzung, kann Λ im realen Bauele-
ment auch etwas größer sein. Für die hier verwendeten SOI-Wafer betragen bei λ = 1,55 µm
die eﬀektiven Indizes des Filmwellenleiters und eines Wellenleiters der Breite 400 nm je-
weils n250 ≈ 2,94 und neff ≈ 2,33. Somit können Gitter mit Λ ≤ 264 nm beziehungsweise
Λ ≤ 330 nm eingesetzt werden. Für den Entwurf der Bauelemente sind numerische Simula-
tionen jedoch unbedingt erforderlich.
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4 Grundprinzip des
Multimoden-Interferenzkopplers
Für die in Kapitel 2 vorgestellten Empfänger können die benötigten Leistungsteiler auf un-
terschiedliche Art und Weise realisiert werden. Gegenüber Y-Kopplern und Richtkopplern
weisen Multimoden-Interferenzkoppler größere Herstellungstoleranzen auf. Ebenso können
die 90◦-Hybride monolithisch als 4 x 4-Multimoden-Interferenzkoppler hergestellt werden.
In diesem Kapitel wird zunächst das Grundprinzip der Ausbildung von Selbstabbildungen im
Nahfeld eines Beugungsgitters beschrieben. Anschließend wird der Zusammenhang zu Selbst-
abbildungen in Multimoden-Interferenzkopplern hergestellt. Mithilfe der Ausbreitungseigen-
schaften der Moden im idealen Multimoden-Interferenzkoppler werden in Abschnitt 4.3 ana-
lytische Formeln für die Positionen, Amplituden und Phasen der Selbstabbildungen hergelei-
tet. Regeln zur Dimensionierung der Bauelemente unter Berücksichtigung der verschiedenen
Interferenzmechanismen ﬁnden sich in Abschnitt 4.3.2. Abgeschlossen wird dieses Kapitel
mit den Entwurfsregeln für Leistungsteiler mit ungleichförmigen Teilerverhältnissen.
4.1 Selbstabbildungen am Beugungsgitter
Das grundlegende Phänomen, das in Multimoden-Interferenzkopplern zur Manipulation op-
tischer Signale ausgenutzt wird, sind sogenannte Selbstabbildungen, die sich in bestimmter
Entfernung zu einer Quelle ausbilden. Das räumliche Intensitätsproﬁl der Quelle, beispiels-
weise das Modenproﬁl eines oder mehrerer Wellenleiter am Eingang, bildet sich in den Selbst-
abbildungen wieder in identischer Weise aus. Dabei können auch mehrfache Selbstabbildun-
gen mit verringerter Intensität entstehen, wobei benachbarte Abbildungen unterschiedliche
Phasen aufweisen können.
Selbstabbildungen hinter einem periodischen Beugungsgitter wurden zum ersten Mal im Jah-
re 1836 von William Henry Fox Talbot beobachtet [54]. In seinem Versuchsaufbau verwendete
er eine von Sonnenlicht bestrahlte Lochblende als Lichtquelle. Das optische Gitter bestand
aus einem mit Blattgold beklebten Glas, in das mehrere hundert parallele Linien geschnitten
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wurden. Das zu beobachtende Interferenzmuster eines solchen Aufbaus in einem geringen
Abstand weist regelmäßige, sich abwechselnde grüne und rote Linien auf. Die Farben der
Linien ändern sich zunächst kontinuierlich mit zunehmendem Abstand zu einem aus blauen
und gelben Linien bestehenden Muster, bevor sich wieder das grün-rote Muster ergibt. Die
Abfolge der Interferenzmuster setzt sich mit steigendem Abstand periodisch fort.
Dieser Selbstabbildungseﬀekt, nach seinem Entdecker Talbot-Eﬀekt genannt, beruht auf der
Interferenz der am Gitter gebeugten Wellen im Nahfeld. Der kleinste Abstand, bei dem
Selbstabbildungen auftreten, die sogenannte Talbot-Distanz zT, ist dabei abhängig von der
Wellenlänge λ. Nach Lord Rayleigh [55] beträgt die Talbot-Distanz eines Gitters der Periode
Λ bei einer einfallenden ebenen Welle
zT =
λ
1−
√(
1− λ2
Λ2
) . (4.1)
Für λ≪ Λ kann die Talbot-Distanz mit zT ≈ 2Λ2λ angenähert werden. Weitere exakte Selbst-
abbildungen entstehen bei ganzzahlig vielfachen Abständen der Talbot-Distanz, während
in der Mitte zwischen zwei Selbstabbildungen eine um Λ/2 verschobene Selbstabbildung er-
scheint. Bei bestimmten ganzzahligen Bruchteilen der Talbot-Distanz können sich mehrfache
Selbstabbildungen ausbilden [56].
Abbildung 4.1 zeigt den allgemeinen Fall einer punktförmigen Quelle im Punkt P0, eines
Beugungsspalts mit einem darauﬂiegenden Punkt P1, sowie dem Punkt P2 auf einem Beob-
achtungsschirm. Das sich ergebende Beugungsbild kann mithilfe des Huygensschen Prinzips
konstruiert werden. Von der Quelle geht eine kreisförmige Elementarwelle aus, die am Spalt
gebeugt wird. Von jedem Punkt im Spalt gehen wiederum sekundäre kreisförmige Elemen-
tarwellen aus, die auf dem Beobachtungsschirm interferieren.
P0 Σ
P1
Sekundärwellen
P2
γ01γ21
~n
~r01 ~r21
Abbildung 4.1: Beugungsspalt mit Quelle im Punkt P0, einem Punkt P1 im Spalt sowie
einem Punkt P2 auf einem Beobachtungsschirm.
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Zur Bestimmung der Intensität in einem beliebigen Punkt auf dem Beobachtungsschirm
muss die phasenrichtige Überlagerung sämtlicher Elementarwellen berechnet werden. Ma-
thematisch geschieht das durch die Berechnung des Fresnel-Kirchhoﬀschen Beugungsinte-
grals, bei dessen Herleitung einerseits angenommen wird, dass der Beobachtungsschirm viele
Wellenlängen vom beugenden Objekt entfernt ist. Zusätzlich wird dabei die Ausbreitung
elektromagnetischer Wellen durch die skalare Wellengleichung beschrieben. Somit werden
Interaktionen zwischen den vektoriellen Feldkomponenten, wie sie beispielsweise an der Kan-
te einer Blende auftreten, vernachlässigt [57]. Der hierbei auftretende Fehler kann toleriert
werden, sofern die Blende dünn ist und die Blendenöﬀnung groß gegenüber der Wellenlänge
ist und somit nur kleine Beugungswinkel auftreten.
Die betrachtete komplexe skalare Feldkomponente U(P2) beträgt dann [57]
U (P2) =
A
jλ
∫∫
Σ
e jk0(r01+r21)
r01r21
[
cos γ21 − cos γ01
2
]
dS, (4.2)
mit der Wellenzahl k0 =
2pi
λ
, dem Flächenelement dS, den Längen der Wegstrecken r01 = |~r01|
und r21 = |~r21| sowie der Amplitude A der von P0 ausgehenden Kugelwelle. γ01 sowie γ21
bezeichnen die Winkel zwischen der Normalen ~n auf dem Spalt sowie den beiden Vektoren
~r01 und ~r21. Für den Fall, dass das Gitter sämtliches Licht außerhalb des Spalts abschattet,
wird die Integration auf die Fläche Σ beschränkt.
Die Auswertung erfolgt im Allgemeinen numerisch. Für einige wenige Sonderfälle im Nahfeld
sowie im Fernfeld existieren jedoch analytische Lösungen. Das Vorgehen hierfür wird an der
in Abbildung 4.2 dargestellten Konﬁguration mit periodisch fortgesetztem Beugungsgitter
erläutert. Die Quelle in P0 liegt im Ursprung des xy-Koordinatensystems, die z-Achse ist
dabei die optische Achse. Der Punkt P2 auf dem Beobachtungsschirm besitze die Koordinaten
(x′′0/y
′′
0) im x
′′y′′-Koordinatensystem.
z
x y x
′
y′ x
′′
y′′
P0
P1
P2
~r01
~r21
L1 L2
Abbildung 4.2: Beugungsgitter mit Quelle im Punkt P0, einem Punkt P1 auf dem Gitter
sowie einem Punkt P2 auf einem Beobachtungsschirm.
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Die Integration kann nun wieder über die Öﬀnungen des Gitters erfolgen oder alternativ
über die gesamte von x′ und y′ aufgespannte Fläche direkt hinter dem Gitter. In diesem Fall
muss eine Blendenfunktion f(x′,y′,z) eingefügt werden, die die Transmission durch das Git-
ter berücksichtigt. Durch eine im allgemeinen Fall komplexwertige Blendenfunktion können
beliebige Aperturen, wie zum Beispiel Transmissionsgitter oder Phasengitter berücksichtigt
werden. Für kleine Ausbreitungswinkel, das heißt γ01 ≈ 180◦ und γ21 ≈ 0◦ wird der Term
cos γ21 − cos γ01
2
≈ 1. (4.3)
Das verbleibende Beugungsintegral hat nun die Form
U (P2) =
A
jλ
∫
x′
∫
y′
f (x′,y′,z = L1)
e jk0(r01+r21)
r01r21
dx′dy′. (4.4)
Die Längen der Vektoren ~r01 und ~r21 betragen
r01 =
√
L21 + x′
2 + y′2, (4.5)
r21 =
√
L22 + (x′ − x′′0)2 + (y′ − y′′0)2. (4.6)
Unter der Annahme, dass L1 ≫
∣∣∣x′2 + y′2∣∣∣ und L2 ≫ |(x′ − x′′1)2 + (y′ − y′′1)2| können die
Terme der Form
√
1 + a mithilfe einer Taylorreihe im Entwicklungspunkt a = 0 mit
√
1 + a ≈ 1 + 1
2
a− 1
8
a2 + . . . (4.7)
angenähert werden. Die Strecken tauchen sowohl im Nenner des Bruchs als auch im Expo-
nenten der e-Funktion auf. Nach Goodman [57] können im Nenner des Bruchs alle Terme
der Taylorreihe bis auf den ersten Term vernachlässigt werden, ohne dass dabei ein nennens-
werter Fehler entsteht. Im Exponenten der e-Funktion hingegen sind Fehler in der Näherung
schwerwiegender, da r01 und r21 mit k0 multipliziert werden, wobei k0 bei den betrachteten
Frequenzen große Werte annimmt. Bereits kleine Fehler lassen den komplexen Zeiger somit
weit rotieren. Die darin enthaltene Phaseninformation ist bei der auftretenden Interferenz
jedoch von großer Bedeutung. Daher wird hierfür auch der Term 1. Ordnung berücksichtigt.
Mit den Näherungen
r01 ≈ L1 + x
′2 + y′2
2L1
, (4.8)
r21 ≈ L2 + (x
′ − x′′0)2 + (y′ − y′′0)2
2L2
= L2 +
x′2 + x′′0
2 − 2x′x′′0 + y′2 + y′′02 − 2y′y′′0
2L2
(4.9)
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nimmt das Beugungsintegral die Form
U (P2) =
A
jλ
∫
x′
∫
y′
f (x′,y′,z = L1)
e
jk0
(
L1+
x′
2
+y′
2
2L1
+L2+
x′
2
+x′′
0
2
−2x′x′′
0
+y′
2
+y′′
0
2
−2y′y′′
0
2L2
)
L1L2
dx′dy′ (4.10)
an. Es wird in dieser Form als Fresnel-Näherung oder als Nahfeldnäherung bezeichnet. Wei-
tere Vereinfachungen entstehen, wenn man in den Näherungen der Gleichungen (4.8) und
(4.9) die quadratischen Terme von x′ und y′ streicht. Dies wird als Fraunhofer-Näherung
oder auch Fernfeldnäherung bezeichnet. Das Beugungsintegral nimmt dann die Form einer
räumlichen Fouriertransformation an, daher spricht man in diesem Zusammenhang auch von
der Fourier-Optik. Die Selbstabbildungen im Nahfeld werden von der Fraunhofer-Näherung
jedoch nicht erfasst.
Gleichung (4.10) kann für beliebige Blendenfunktionen numerisch ausgewertet werden. Für
ein periodisches Gitter kann f (x′,y′,z = L1) als Fourierreihe und somit Gleichung (4.10)
als Summe über einzelne Beugungsintegrale dargestellt werden. Die Ausbildung von Talbot-
Selbstabbildungen hinter einem Gitter mit sinusförmigem Transmissionsproﬁl wird in [57]
hergeleitet. Für die einzelnen räumlichen Harmonischen ν ergeben sich unterschiedliche
Talbot-Distanzen zT,ν =
2Λ2
2ν2
. Da sich die Selbstabbildungen periodisch wiederholen, kann
für jedes ν ein ganzzahliges m gefunden werden, für das m · zT,ν = zT,1 gilt.
Der in Abbildung 4.3 dargestellte Talbot-Teppich ist unter Berücksichtigung der Fresnel-
Näherung für monochromatisches Licht einer weit entfernten Quelle berechnet. Um eine hö-
here Genauigkeit des Feldes in unmittelbarer Nähe zum Gitter zu erhalten, wird die Näherung
in Gleichung (4.3) jedoch nicht verwendet. Die Selbstabbildungen bei zT und 2zT sind deut-
lich erkennbar, ebenso die um Λ/2 verschobenen Selbstabbildungen bei 0,5zT und 1,5zT, die
nach [58] als Fourier-Abbildungen bezeichnet werden. Des Weiteren sind mehrfache Selbstab-
bildungen vorhanden, sogenannte Fresnel-Abbildungen. Zweifache Fresnel-Abbildungen ﬁn-
den sich beispielsweise bei 1
4
zT, dreifache Abbildungen bei
1
6
zT,
1
3
zT und
2
3
zT sowie vierfache
Abbildungen unter anderem bei 1
8
zT und
3
8
zT.
Die Selbstabbildungen entstehen durch phasenrichtige Interferenz der am Gitter gebeugten
Wellen im Nahfeld. Analytische Untersuchungen, insbesondere zur Entstehung der Fourier-
Abbildungen, ﬁnden sich in der Veröﬀentlichung von Cowley und Moodie [59]. Untersuchun-
gen der zusätzlichen Fresnel-Abbildungen werden beispielsweise in [58] durchgeführt.
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Abbildung 4.3: Selbstabbildungen im Nahfeld hinter einem Beugungsgitter bei Einfall von
parallelem, monochromatischem Licht.
4.2 Selbstabbildungen in Mehrmoden-Wellenleitern
Die Ausbildung von Fourier- und Fresnel-Selbstabbildungen eines räumlich ausgedehnten,
mit inkohärentem Licht beleuchteten Objekts hinter einem periodischen Lochblendenfeld
wurde im Jahr 1973 experimentell nachgewiesen [60]. In dieser Veröﬀentlichung wird auch
die Anwendung des Selbstabbildungseﬀekts auf Wellenleiterstrukturen vorgeschlagen. Der
Grundgedanke hierzu ist in Abbildung 4.4 dargestellt.
Die von einem Punkt unter einem Winkel ausgehenden geometrischen Strahlen werden an
den Grenzﬂächen von Wellenleiterkern und -mantel totalreﬂektiert und überlagern sich ent-
lang des Wellenleiters nach einer Strecke L. Der Wellenleiter der Breite w verhält sich hierbei
wie ein Kaleidoskop, welches das Licht so aufteilt, als ob es von einer Vielzahl an periodisch
angeordneten Quellen außerhalb des Wellenleiters ausgehen würde. Damit entspricht diese
Anordnung dem periodischen Beugungsgitter aus Abschnitt 4.1, hinter dem sich Selbstabbil-
dungen ausbilden. Die Periode des Beugungsgitters beträgt Λ = w, die originalen Selbstab-
bildungen treten nach Vielfachen der Talbot-Distanz bei L = ν 2w
2
λ
auf, mit ν = 1, 2, . . ..
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Abbildung 4.4: Die Prinzip der Ausbildung von Selbstabbildungen in Wellenleitern kann
anhand der Selbstabbildungen hinter einem periodischen Gitter erklärt
werden. An den Wellenleiterkanten reﬂektierte Strahlen (durchgezogene
Linien) entsprechen den Strahlen, die von den räumlich verteilten Quellen
des Beugungsgitters ausgehen und auf die jeweiligen Punkte treﬀen, an
denen Reﬂexion auftritt (gestrichelte Linien).
Der experimentelle Nachweis hierfür ist in [61] erbracht. Die Positionen der Selbstabbildun-
gen werden hierbei strahlenoptisch hergeleitet. Das Vorgehen entspricht dem bereits beschrie-
benen Vorgehen am Beugungsgitter. Allerdings wird dabei angenommen, dass die verteilten
Quellen nicht von einer Punktquelle in näherer Umgebung illuminiert werden. Zudem werden
für die phasenrichtige Aufaddierung der Strahlen von den virtuellen Quellen die bei Total-
reﬂexion auftretenden Phasensprünge sowie die Goos-Hänchen-Verschiebung berücksichtigt.
Die Selbstabbildungen werden an den Positionen berechnet, an denen möglichst viele Einzel-
strahlen konstruktiv interferieren.
4.3 Selbstabbildungen in
Multimoden-Interferenzkopplern
Im Gegensatz zu Selbstabbildungseﬀekten hinter einem Beugungsgitter, bei denen sich un-
endlich viele Elementarwellen überlagern, kann sich in mehrmodigen Wellenleitern nur eine
bestimmte Anzahl diskreter geführter Moden ausbreiten und somit zu Selbstabbildungen
beitragen. Eine genaue theoretische Untersuchung erfordert daher eine andere Betrachtungs-
weise als beim Talbot-Eﬀekt.
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4.3.1 Analytische Beschreibung
Eine analytische Herleitung sowohl zu den Positionen als auch zu den Phasenlagen der Selbst-
abbildungen in Multimoden-Interferenzkopplern ﬁndet sich in der Veröﬀentlichung von Bach-
mann [62]. Hierbei erfolgt die Analyse nicht über die Interferenz einzelner Strahlen, sondern
über die im Multimoden-Interferenzkoppler ausbreitungsfähigen Moden im zweidimensiona-
len Fall eines mehrmodigen Filmwellenleiters. Die theoretischen Grundlagen unter Berück-
sichtigung der polarisationsabhängigen Eigenschaften der Moden in integrierten Wellenlei-
tern sind in [63] zusammengefasst. Durch selektive Anregung ausgewählter Moden können
besonders kurze Multimoden-Interferenzkoppler entworfen werden.
Bei der analytischen Untersuchung der Selbstabbildungen wird der in Abbildung 4.5 dar-
gestellte Multimodenwellenleiter im Bereich 0 ≤ x ≤ w betrachtet. Das Feldproﬁl wird an
(0,0) punktgespiegelt und der MMI um einen virtuellen Multimodenwellenleiter im Bereich
0 ≥ x ≥ −w erweitert. Realer und virtueller MMI werden anschließend periodisch in x-
Richtung fortgesetzt. Das Feld am Eingang Ξ(x,z = 0) kann dann durch eine Fourierreihe
als Summe sinusförmiger räumlicher Harmonischer mit
Ξ(x,z = 0) =
∑
ν
cνξν(x) (4.11)
dargestellt werden. Die auftretenden Koeﬃzienten cν können näherungsweise über Überlap-
w-w
x
Ξ(x)
Realer MMIVirtueller MMI
Abbildung 4.5: Ein beliebiges Feldproﬁl im realen MMI wird virtuell um das an (0,0)
punktgespiegelte Feld erweitert und anschließend periodisch fortgesetzt.
Das Feldproﬁl kann dann mittels einer Fourierreihe durch Überlagerung
sinusförmiger Harmonischer dargestellt werden.
4.3 Selbstabbildungen in Multimoden-Interferenzkopplern 39
pungsintegrale bestimmt werden. Für das Feldproﬁl ξν(x) der jeweiligen Mode ν gilt
ξν(x) = sin
(
pi(ν + 1)
w
x
)
= sin (kx,νx). (4.12)
Dabei gibt kx,ν die transversale Wellenzahl der Mode ν an. Es wird von starker Führung
der Moden ausgegangen, deren Feldstärken an den Rändern des Wellenleiters verschwinden.
Über die eﬀektive Breite weff,ν kann die Eindringtiefe der Mode ν in das Mantelmaterial auf-
grund der Goos-Hänchen-Verschiebung berücksichtigt werden. Für die Grundmode beträgt
die polarisationsabhängige eﬀektive Breite
weff,0 = wMMI +
λ0
pi
(
ncl
nco
)2a (
n2co − n2cl
)− 1
2 . (4.13)
Dabei gibt wMMI die geometrische Breite des MMIs, nco den Brechungsindex des Wellenleiter-
kerns und ncl den Brechungsindex des Mantels an. Für TE-Moden gilt a = 0, für TM-Moden
gilt a = 1. Im Folgenden wird angenommen, dass für alle Moden die selbe eﬀektive Breite
weff,ν ≈ weff,0 gilt. Die Funktion eines Multimoden-Interferenzkopplers der eﬀektiven Breite
w = weff,0 kann man über die Interferenz von Moden mit den Ausbreitungskoeﬃzienten
βν =
√
n2cok
2
0 − k2x,ν (4.14)
beschreiben. Unter Verwendung der paraxialen Näherung können die Ausbreitungskonstan-
ten durch
βν ≈ ncok0 − (ν + 1)
2
piλ0
4ncow2
(4.15)
angenähert werden. Die Überlagerungslänge Lpi, nach der die Grundmode und die Mode
erster Ordnung einen Phasenunterschied von genau pi aufweisen, beträgt
Lpi =
pi
β0 − β1 ≈
4ncow2
3λ
. (4.16)
Damit ergibt sich für die Ausbreitungskoeﬃzienten
βν ≈ ncok0 − (ν + 1)
2
pi
3Lpi
. (4.17)
Relativ zur Grundmode breitet sich eine Mode ν mit
β0 − βν ≈ ν (ν + 2)pi
3Lpi
(4.18)
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aus.
Zur analytischen Beschreibung der Selbstabbildungen wird das Feld nach Ausbreitung um
LMN = 3
M
N
Lpi untersucht. Dabei sind M und N ganze Zahlen ohne gemeinsamen Teiler. Mit
der komplexen Darstellung der Modenproﬁle durch ξ(x) und der Phase der Grundmode als
Referenz beträgt das Feld am Ausgang
Ξ(x,z = LMN ) =
∑
ν
cνξν(x)e
jpiν(ν+2)M
N . (4.19)
Anschließend wird diese Darstellung der Überlagerung von Moden als Überlagerung N räum-
lich verschobener Selbstabbildungen ausgedrückt, und nimmt die Form
Ξ(x,z = LMN ) =
1
C
N−1∑
q=0
Ξ(x− xq,z = 0)ejφq (4.20)
an. Für die Herleitung in [62] werden die auftretenden Summen unter Berücksichtigung
der Eigenschaften Gauß’scher Summen umgeschrieben. Diese analytische Beschreibung des
N xN -MMIs beinhaltet sowohl die räumlichen Verschiebungen xq als auch die Phasenlagen
φq der Selbstabbildungen mit
xq =M (2q −N) w
N
, (4.21)
φq =M (N − q) qpi
N
, (4.22)
mit 0 ≤ q ≤ N − 1. Für die komplexe Normierungskonstante gilt
|C| =
√
N. (4.23)
Die Leistung in jeder Selbstabbildung beträgt daher 1/N der Leistung des Eingangssignals.
Abbildung 4.6 zeigt einen allgemeinen N xN -MMI der eﬀektiven Breite w mit einer geraden
sowie einer ungeraden Anzahl N an Ein- und Ausgängen. Unter Berücksichtigung der Num-
merierung der Eingänge i sowie der Ausgänge j berechnet sich die Phase der Selbstabbildung
am Ausgang nach [64] zu
φij = φ1 − pi
2
(−1)i+j+N + pi
4N
[
i+ j − i2 − j2 + (−1)i+j+N
(
2ij − i− j + 1
2
)]
, (4.24)
mit dem konstanten Phasenterm
φ1 = −β03Lpi
N
− 9pi
8N
+
pi
4
(N − 1) . (4.25)
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Abbildung 4.6: Umriss eines N xN -MMIs mit einer geraden (links) sowie einer ungeraden
(rechts) Anzahl von Eingängen und Ausgängen. Die Positionen der Wellen-
leiter können über den Parameter ∆x variiert werden. Die Abstände ∆x
beziehen sich dabei auf den MMI mit der eﬀektiven Breite w.
Für ∆x = w
2N
sind die Positionen aller Ein- und Ausgänge äquidistant. Im Allgemeinen kann
∆x jedoch frei gewählt werden. Durch überlappende Wellenleiter können so ungleichförmige
Leistungsteiler entworfen werden.
4.3.2 Eigenschaften von NxN-Multimoden-Interferenzkopplern
In einem Multimoden-Interferenzkoppler der geometrischen Länge LMMI treten einfache
Selbstabbildungen bei LMMI = M · 3Lpi auf. Dabei überlagern sich die Moden nach Glei-
chung (4.19) mit (β0 − βν) 3Lpi ·M = ν (ν + 2)piM . Es gilt
ν (ν + 2)pi mod 2pi =

0, falls ν gerade
pi, falls ν ungerade und M ungerade
0, falls ν ungerade und M gerade
. (4.26)
Gerade und ungerade Moden sind achsensymmetrisch beziehungsweise punktsymmetrisch
bezüglich x = w/2. Gerade Moden überlagern sich in Phase. Für ungerade M weisen unge-
rade Moden eine Phasenänderung um pi auf. Das entspricht im MMI einer Spiegelung der
Selbstabbildung bei x = w/2. Für geradzahlige M sind alle Moden in Phase, somit entsteht
wieder das ursprünglich Eingangssignal.
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Abbildung 4.7: Zerlegung eines rechteckförmigen Eingangssignals in Summen über gerad-
zahlige und ungeradzahlige räumliche Harmonische.
Für LMMI = M · 32Lpi bilden sich für ungerade M zwei Selbstabbildungen aus. Die Phasen-
diﬀerenz beträgt hierbei Mν (ν + 2) pi
2
, mit
M · ν (ν + 2) pi
2
mod 2pi =
0, falls ν gerade(−1)(M+1) · 3pi
2
, falls ν ungerade
. (4.27)
Nach [63] lässt sich das Ausgangssignal als Summe aus dem ursprünglichen Signal und einem
gespiegelten Signal beschreiben. Das gespiegelte Signal ist dabei die um x0 = Mw aus dem
virtuellen in den tatsächlichen MMI verschobene Selbstabbildung. Die beiden Selbstabbil-
dungen weisen dabei eine Phasendiﬀerenz von 90◦ auf, die Amplitude sinkt jeweils auf 1√
2
.
Dies entspricht der Darstellung nach Gleichung (4.20).
Eine anschauliche Erklärung anhand der Überlagerung phasenverschobener Moden nach Glei-
chung (4.19) ist in Abbildung 4.7 am Beispiel eines rechteckförmigen Eingangssignals darge-
stellt. Dabei wird das Rechteck aufgeteilt in eine Summe über gerade ν und ungerade ν. Die
dargestellten räumlichen Feldproﬁle überlagern sich bei z = 0 und z = 3
2
Lpi zeitlich mit
Ξ(x,z = 0,t) = sin (ωt)
∑
ν gerade
cνξν(x) + sin (ωt)
∑
ν ungerade
cνξν(x), (4.28)
Ξ(x,z =M
3
2
Lpi,t) = sin (ωt)
∑
ν gerade
cνξν(x) + sin
(
ωt−M 3
2
pi
) ∑
ν ungerade
cνξν(x). (4.29)
Die Summe über geradzahlige und ungeradzahlige ν ergibt jeweils das ursprüngliche Recht-
ecksignal, das zusätzlich an w
2
achsengespiegelt beziehungsweise punktgespiegelt ist. Für
z = 0 sind beide Teilfelder in Phase, somit löschen sich die gespiegelten Rechtecke für alle t
aus. Im zweiten Fall bildet sich durch die Phasenverschiebung die gespiegelte Selbstabbildung
ebenfalls aus.
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4.3.2.1 Allgemeine Interferenz
Im allgemeinen Fall wird ein Eingangssignal gleichermaßen auf alle Ausgänge aufgeteilt. Die
Berechnung der Phasen eines 2x2- und eines 4x4-MMIs erfolgt mittels Gleichung (4.24).
Der 2x2-MMI der Länge LMMI =
3
2
Lpi verhält sich wie ein 3 dB-Koppler. Dabei beträgt
φ1 = −β0 3Lpi2 − pi 516 . Mit φ0 = φ1 + pi16 = −β0 3Lpi2 − pi4 wird der Zusammenhang zwischen den
Feldern Ξini und Ξ
out
j durch Ξout1
Ξout2
 = 1√
2
e j
pi
2 e jφ0
 1 e jpi2
e j
pi
2 1
 Ξin1
Ξin2
 (4.30)
beschrieben.
Bei der halben Länge, LMMI =
3
4
Lpi, bilden sich vier Selbstabbildungen aus. Dabei überlagern
sich nach Gleichung (4.20) vier Selbstabbildungen, die nach Gleichung (4.21) um x0 = −w,
x1 = −w2 , x2 = 0 und x3 = w2 verschoben sind. Die im realen MMI erscheinenden Bilder
entstehen, wie in Abbildung 4.8 dargestellt, durch Verschiebung sowohl aus dem realen MMI
als auch aus dem virtuellen MMI. Bei der Berechnung der Phasen nach Gleichung (4.22) muss
das Vorzeichen bei den aus dem virtuellen MMI in den realen MMI verschobenen Bildern
berücksichtigt werden. In Gleichung (4.24) ist dies bereits berücksichtigt.
x3
x0
x1
x1 x3
x0
x0
x2
x2
w-w
x
Ξ(x)
Realer MMIVirtueller MMI
Abbildung 4.8: Entstehung der vier Selbstabbildungen in einem 4x4-MMI durch verschobe-
ne Selbstabbildungen aus dem realen MMI und dem virtuellen MMI. Das
rot gezeichnete Eingangssignal sowie das gespiegelte Eingangssignal wer-
den um xq verschoben, wodurch die grün gezeichneten Selbstabbildungen
entstehen. Weiß gezeichnete Bilder beﬁnden sich im periodisch fortgesetz-
ten MMI, aus dem auch ein Bild in den realen MMI geschoben wird.
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Mit φ1 = −β0 3Lpi4 −pi1532 und φ0 = φ1+ pi32 = −β0 3Lpi4 − pi2 und den berechneten Phasen φij für
den 4x4-MMI lässt sich dieser durch
Ξout1
Ξout2
Ξout3
Ξout4
 =
1
2
e jφ0

e−j
pi
2 e j
pi
4 e j
5pi
4 e−j
pi
2
e j
pi
4 e−j
pi
2 e−j
pi
2 e j
5pi
4
e j
5pi
4 e−j
pi
2 e−j
pi
2 e j
pi
4
e−j
pi
2 e j
5pi
4 e j
pi
4 e−j
pi
2


Ξin1
Ξin2
Ξin3
Ξin4
 (4.31)
beschreiben. Dabei gilt

φ11 − φ21
φ12 − φ22
φ13 − φ23
φ14 − φ24
 =

φ44 − φ34
φ43 − φ33
φ42 − φ32
φ41 − φ31
 =
5
4
pi+

0
3
2
pi
1
2
pi
pi
 (4.32)
und 
φ11 − φ31
φ12 − φ32
φ13 − φ33
φ14 − φ34
 =

φ44 − φ24
φ43 − φ23
φ42 − φ22
φ41 − φ21
 =
1
4
pi+

0
1
2
pi
3
2
pi
pi
 . (4.33)
Sofern die Eingänge 1 und 2, 1 und 3, 2 und 4 oder 3 und 4 verwendet werden, interferieren
zwei Eingangssignale an den Ausgängen, abgesehen von einem konstanten Phasenterm, bei
Vielfachen von 90◦. Somit erfüllt der 4x4-MMI inhärent die Phasen- und Amplitudenbezie-
hungen eines 90◦-Hybrids.
4.3.2.2 Selektive Anregung gerader Moden
Besonders kompakte Multimoden-Interferenzkoppler können realisiert werden, wenn nur be-
stimmte Moden angeregt werden und M = 1 gewählt wird. Bei solch einem 1xN -Leistungs-
teiler beﬁndet sich ein Eingangswellenleiter in der Mitte des MMIs. Sofern das Eingangsfeld
achsensymmetrisch ist, werden nur gerade Moden angeregt. Die Moden überlagern sich dabei
mit der Phase pi
N
ν (ν + 2). Für gerade ν gilt ν (ν + 2)mod 4 = 0. Daher treten N Selbstabbil-
dungen bereits bei LMMI =
3
4N
Lpi auf, das heißt bei einem Viertel der Länge bei allgemeiner
Interferenz. Das Funktionsprinzip dieser MMIs wird als symmetrische Interferenz bezeich-
net.
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4.3.2.3 Selektive paarweise Anregung von Moden
Eine weitere Möglichkeit verkürzte 2xN -MMIs zu entwerfen entsteht, wenn sich die bei-
den Eingänge an den Positionen w
2
± w
6
beﬁnden und das Feld an den Eingängen achsen-
symmetrisch ist. Bezüglich dieser Positionen sind die Feldproﬁle der Moden ν = 2, 5, 8, . . .
punktsymmetrisch. Diese Moden werden daher nicht angeregt. Da für die angeregten Moden
ν (ν + 2)mod 3 = 0 gilt, kann der MMI um den Faktor 3 verkürzt werden. Bei LMMI =
Lpi
N
beträgt die Phasendiﬀerenz zwischen jeweils zwei Modenpaaren 0 und 1, 3 und 4, . . . jeweils
± pi
N
. Daher wird dieses Funktionsprinzip als paarweise Interferenz bezeichnet.
4.3.2.4 Leistungsteiler mit ungleichförmigen Teilerverhältnissen
Multimoden-Interferenzkoppler mit ungleichförmigen Teilerverhältnissen können durch In-
terferenz zweier Selbstabbildungen realisiert werden. Eine ausführliche Untersuchung der
Eigenschaften dieser speziellen MMIs ﬁndet sich in [65]. Dabei wird ausgenutzt, dass die
Position der Ein- und Ausgänge frei gewählt werden kann. Für ∆x = 0 und ∆x = w
N
fallen
jeweils 2 Ausgänge des MMIs in Abbildung 4.6 zusammen. Dabei überlagern sich jeweils ein
originales Eingangssignal und ein gespiegeltes Signal. Somit wird die Anzahl der Ausgangs-
signale reduziert. Unter Berücksichtigung beider Werte von ∆x ergeben sich N − 1 mögliche
Positionen für die Ein- und Ausgänge.
Zwei Selbstabbildungen können komplett konstruktiv oder destruktiv interferieren, sofern
das Eingangssignal eine gerade oder eine ungerade Funktion ist. Abhängig vom verwendeten
Eingang i überlagern sich die beiden Selbstabbildungen an den jeweiligen Ausgängen j mit
einer Phasenverschiebung ∆φ. Die Phasen der sich überlagernden Selbstabbildungen können
nach Gleichung (4.22) berechnet werden.
Für ∆x = 0 überlagern sich an den Ausgängen m = 1, . . . N
2
− 1 (N gerade) beziehungsweise
m = 1, . . . N−1
2
(N ungerade) die Selbstabbildungen mit den Indizes j1 = 2m und j2 = 2m+1.
Bei ∆x = w
N
überlagern sich an den Ausgängen m = 1, . . . N
2
(N gerade) beziehungsweise
m = 1, . . . N−1
2
(N ungerade) die Selbstabbildungen mit den Indizes j1 = 2m−1 und j2 = 2m.
Mit den Phasen φij1 und φij2 nach Gleichung (4.24) und
∆φ = φij1 − φij2 (4.34)
beträgt die normierte Leistung pm an den Ausgängen
pm =
4
N
cos2
(
∆φij
2
)
. (4.35)
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Die Phase der Ausgangssignale beträgt
φm =
1
2
(φij1 + φij2) . (4.36)
Bei dem in Abbildung 4.9 dargestellten MMI mit ∆x = w
N
und der Länge 3Lpi
4
überlagern
sich jeweils zwei Selbstabbildungen mit ∆φ = 3pi
4
und ∆φ = pi
4
. Somit ergibt sich eine Auftei-
lung der Leistungen im Verhältnis 0,85 : 0,15. Mittels sich überlagernder Selbstabbildungen
können keine beliebigen Teilerverhältnisse erzielt werden. Sofern die Leistung auf genau zwei
Ausgänge aufgeteilt wird, sind weitere Teilerverhältnisse von 1,0 : 0,0 sowie 0,72 : 0,28 und
0,5 : 0,5 möglich.
Beliebige Teilerverhältnisse sind in speziellen MMIs mit einem schmetterlingsähnlichen Um-
riss möglich [66]. Das Funktionsprinzip lässt sich durch hintereinandergeschaltete 2x4- und
4x2-MMIs erklären, zwischen denen zwei Signale phasenverzögert werden. Die Wahl der Pha-
senverzögerung stellt das Teilerverhältnis ein. Durch die spezielle Geometrie können diese
Leistungsteiler besonders kompakt realisiert werden.
Die Funktionsweise der in den Abschnitten 4.3.2.2 und 4.3.2.3 vorgestellten Multimoden-
Interferenzkoppler mit reduzierter Länge lässt sich ebenfalls durch sich überlagernde Selbst-
abbildungen erklären.
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Abbildung 4.9: MMI mit ungleichförmigem Teilerverhältnis der Leistung von 0,85 : 0,15.
Die Länge entspricht der eines 4x4-MMIs. Für ∆x = w
N
überlagern sich
jeweils zwei der Selbstabbildungen mit unterschiedlichen Phasen.
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5 Simulationen
Mit den theoretischen Grundlagen in Kapitel 4 zu Multimoden-Interferenzkopplern lassen
sich deren Funktionsprinzip sowie die Phase und die Amplitude der Ausgangssignale über
Selbstabbildungen herleiten. Mit den getroﬀenen Annahmen lässt sich die Geometrie der
Bauelemente anhand der in Abschnitt 4.3.1 gegebenen Formeln abschätzen. Zur genauen Di-
mensionierung sind numerische Simulationen unbedingt erforderlich. Die hierfür verwendete
Software, der theoretische Hintergrund und die Erweiterung für Sub-Wellenlängen-Gitter wer-
den in Abschnitt 5.1 vorgestellt. Die Simulationsergebnisse für 90◦-Hybride mit seitlichem
Mantel aus Siliziumdioxid ﬁnden sich in Abschnitt 5.2. Anschließend folgen die Dimensionie-
rung optimierter 4x4-MMIs mit seitlichem Sub-Wellenlängen-Gitter sowie die zugehörigen Si-
mulationsergebnisse. Eine mögliche Realisierung eines variablen optischen Dämpfungsglieds
folgt in Abschnitt 5.5. Abschließend werden Simulationsergebnisse zu periodisch strukturier-
ten Wellenleitern mit Sub-Wellenlängen-Gitter diskutiert.
5.1 Simulationssoftware
Die Dimensionen der Bauelemente und Wellenleiter in integrierten photonischen Schaltun-
gen liegen typischerweise im Bereich der verwendeten Wellenlänge. Daher muss der Wel-
lencharakter des Lichts in den Simulationen berücksichtigt werden. Mathematisch kann die
Ausbreitung des Lichts in einem Wellenleiter durch die Wellengleichungen beschrieben wer-
den, die sich wiederum aus den Maxwell-Gleichungen ergeben. In Simulationsmethoden wie
der weit verbreiteten beam propagation method werden verschiedene Annahmen getroﬀen,
um die zu lösenden Gleichungen zu vereinfachen. Die beam propagation method erreicht eine
hohe Genauigkeit bei geringem Kontrast der Brechungsindizes sowie aufgrund der paraxia-
len Näherung bei Ausbreitung des Lichts unter kleinen Winkeln zur optischen Achse. Diese
Annahmen sind in der Siliziumphotonik nicht erfüllt. Hier ist der Brechungsindexkontrast
sehr groß, zudem breitet sich das Licht in vielen Bauelementen unter großen Winkeln zur
Hauptausbreitungsachse aus [67].
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Daneben existieren verschiedene Methoden, um die Maxwellgleichungen beziehungsweise die
Wellengleichungen ohne weitere Vereinfachungen zu lösen. Diese werden oftmals als genaue
Simulationsmethoden bezeichnet. Bei der finite-difference time-domain (FDTD) werden die
Zeit sowie die Ableitungen der Maxwell-Gleichungen in ﬁniten Diﬀerenzen diskretisiert und
im Zeitbereich gelöst. Bei hinreichend guter Diskretisierung können sämtliche Strukturen
im Gültigkeitsbereich der Wellenoptik ohne Einschränkung des Indexkontrasts oder der Aus-
breitungsrichtung simuliert werden. Der Einsatz der FDTD ist durch den großen Bedarf an
Speicherplatz und Rechenzeit bei räumlich ausgedehnten Bauelementen oder solchen mit
sehr kleinen Strukturgrößen aufgrund der benötigten Auﬂösung eingeschränkt.
Ebenfalls zur Klasse der genauen Simulationsmethoden gehören die verschiedenen Ausfüh-
rungen der in der Literatur als bidirectional eigenmode expansion and propagation method
bezeichneten Verfahren. Hierbei wird die Ausbreitung des Lichts durch Ausbreitung und
Überlagerung von Moden beschrieben. Es existieren verschiedene Varianten, die sich vor al-
lem in der Darstellung der Felder unterscheiden. Bei der Fourier-Moden-Methode wird die
wellenleitende Struktur, das heißt εr(x,y), durch eine Fourier-Reihe dargestellt. Anschließend
werden die Felder durch Floquet-Fourier-Reihenzerlegung als Überlagerung räumlicher Har-
monischer dargestellt [68]. Bei der Eigenmodenentwicklung (eigenmode expansion method,
EME) hingegen werden geführte Moden direkt für die wellenleitende Struktur bestimmt und
als Basis für die Aufsummierung der Felder verwendet.
Unter Verwendung vollvektorieller Modesolver können mittels EME auch Wellenleiterstruk-
turen mit hohem Indexkontrast sehr genau simuliert werden. Bei Ausbreitung unter großen
Winkeln steigt jedoch die Anzahl der benötigten Moden in der Simulation. Insbesondere
Bauelemente mit konstantem Querschnitt, wie beispielsweise MMIs, können sehr eﬃzient
simuliert werden, da die Ausbreitung der einzelnen Moden in z-Richtung lediglich eine Mul-
tiplikation der komplexen Ausbreitungskonstante mit der Länge des Bauelements erfordert.
Somit können Simulationen durchgeführt werden, die den vertretbaren Aufwand bei der
FDTD übersteigen würden. Zudem ermöglicht die Beschreibung des Lichts über Moden eine
physikalische Interpretation des Verhaltens der Bauelemente. Insbesondere bei großem In-
dexkontrast kann die EME gegenüber der FMM Bauelemente oftmals eﬃzienter simulieren,
da bei der FMM für genaue Simulationen viele Harmonische benötigt werden.
5.1.1 Moden in dielektrischen Wellenleitern
Als Moden in Wellenleitern werden spezielle fortlaufende Wellen bezeichnet. Charakteristi-
sche Eigenschaften einer Mode sind ihr Feldproﬁl sowie ihre im allgemeinen Fall komple-
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xe Ausbreitungskonstante β. Während der Ausbreitung entlang des Wellenleiters bleibt die
Form der Feldproﬁle unverändert. Bei einer verlustlos geführten Mode ist β rein reell und be-
schreibt die Phasenänderung während der Ausbreitung. Bei komplexem β hingegen wird die
Mode entweder gedämpft oder verstärkt. Die Ausbreitung ihres Feldproﬁls Θ in z-Richtung
kann durch
Θ(x,y,z,t) = Θ(x,y)e j(ωt−βz) (5.1)
dargestellt werden.
Ein typischer dielektrischer Streifenwellenleiter in Silizium mit umgebendem Siliziumdioxid
ist in Abbildung 5.1 dargestellt. Silizium und Siliziumdioxid weisen isotrope optische Ei-
genschaften auf und können aufgrund der Kristallstruktur als lineare Medien betrachtet
werden. Ihre magnetische Permeabilität beträgt µr = 1. Die relative Permittivität in dem
betrachteten Wellenleiterquerschnitt hängt somit nur von den (x,y)-Koordinaten ab. Aus
den Maxwell-Gleichungen lassen sich die Wellengleichungen für einen in z-Richtung invari-
anten Wellenleiter herleiten. Unter den Voraussetzungen, dass in den Dielektrika keine freien
Ströme ~J ﬂießen und keine freien Ladungsträger vorhanden sind, kann die Wellengleichung
wie in Anhang A gezeigt hergeleitet werden.
Die nichthomogenen Wellengleichungen für das magnetische und elektrische Feld lauten in
diesem Fall
∆t ~H + (k
2 − β2) ~H = −∇εr
εr
× (∇× ~H) (5.2)
∆t ~E + (k
2 − β2) ~E = −∇( ~E∇εr
εr
). (5.3)
Dabei ist k(x,y) = ω2µ0µrε0εr(x,y) die Wellenzahl im Medium und ∆t =
∂2
∂x2
+ ∂
2
∂y2
der redu-
zierte Laplace-Operator für die Tangentialkomponenten der Felder. Die Feldproﬁle und Aus-
z
x
y
w
h
Abbildung 5.1: Silizium-Streifenwellenleiter mit den grundlegenden Abmessungen.
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breitungskonstanten der Moden sind Lösungen der Wellengleichungen. Für den in z-Richtung
unendlich ausgedehnten Wellenleiter können die Tangentialkomponenten Ex, Ey, Hx und Hy
über die Longitudinalkomponenten Ez und Hz berechnet werden. Das heißt, es ist wie in
in Anhang A gezeigt ausreichend, die Wellengleichung für zwei Feldkomponenten zu lösen.
Für eine vollvektorielle Lösung müssen entweder Ez und Hz, Ex und Ey oder Hx und Hy be-
stimmt werden und gleichzeitig die Randbedingungen an den Materialgrenzen erfüllt werden
[69].
In den Gleichungen sind die verschiedenen Feldkomponenten aufgrund von ∇εr(x,y) 6= 0
miteinander gekoppelt. Daher können die Feldkomponenten nicht getrennt berechnet wer-
den. Zur Lösung der Gleichungen existieren verschiedene Verfahren, wie beispielsweise die
Finite-Diﬀerenz-Methode (FDM) [69], die Finite-Element-Methode (FEM) [69] oder die Film-
Mode-Matching-Methode [70]. Neben der räumlichen Diskretisierung der Wellenleitergeome-
trie unterscheiden sich die Verfahren auch in der Methodik zur Suche von Lösungen und
damit in der mathematischen Formulierung der zu lösenden Gleichungssysteme.
Meistens werden in FDM- und FEM-Solvern die Wellengleichungen für die transversalen
magnetischen Felder gelöst [71], da sich in diesem Fall die Randbedingungen an den Materi-
algrenzen vereinfachen und unphysikalische Moden ausgeschlossen werden. Die ausgeschrie-
benen partiellen Diﬀerenzialgleichungen für das magnetische Feld lauten
(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hx = − 1
εr
[
∂εr
∂y
∂Hy
∂x
− ∂εr
∂y
∂Hx
∂y
]
, (5.4)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hy = − 1
εr
[
−∂εr
∂x
∂Hy
∂x
+
∂εr
∂x
∂Hx
∂y
]
, (5.5)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hz = − 1
εr
[
∂εr
∂x
∂Hx
∂z
− ∂εr
∂x
∂Hz
∂x
− ∂εr
∂y
∂Hz
∂y
+
∂εr
∂y
∂Hy
∂z
]
. (5.6)
5.1.1.1 Vektorielle Lösungen der Wellengleichung
Die Ausprägung der vektoriellen Eigenschaften der Moden wird durch die Stärke der Kopp-
lung zwischen den einzelnen Feldkomponenten bestimmt und ist aufgrund von ∂εr
∂x
und ∂εr
∂y
bei
hohem Indexkontrast größer. Einen weiteren wichtigen Einﬂuss hat die Wellenleitergeometrie.
In einem Wellenleiter mit kleinem Querschnitt, wie zum Beispiel in einmodigen Streifenwel-
lenleitern in Silizium, treten hohe Feldstärken an den Materialgrenzen auf. Somit ist für die
genaue Bestimmung der Moden ein vollvektorieller Mode-Solver erforderlich.
Transversal-elektrische und transversal-magnetische Moden mit Ez = 0 beziehungsweise
Hz = 0 treten in planaren Filmwellenleitern auf, jedoch nicht in den hier verwendeten Wellen-
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leitern mit zweidimensionalem Querschnitt. Bei hinreichend guter Führung des Lichts bilden
sich in Siliziumwellenleitern quasi-TE- und quasi-TM-Moden aus, bei denen die jeweiligen
longitudinalen Feldkomponenten klein sind. Wegen der rechteckförmigen Geometrie hat die
Polarisation großen Einﬂuss auf die Ausbreitung der Moden. Typischerweise ist die Breite
herstellungsbedingt größer als die Höhe. Für den Wellenleiter in Abbildung 5.1 werden somit
Moden als quasi-TE bezeichnet, deren Hauptfeldkomponenten das Ex-Feld beziehungsweise
das Hy-Feld sind, während die Hauptfeldkomponenten quasi-TM polarisierter Moden das
Ey-Feld und das Hx-Feld sind. Nähert sich eine Mode ihrer Grenzfrequenz an, bildet sie sich
als hybride Mode mit Ez 6= 0 und Hz 6= 0 aus.
5.1.1.2 Effektiv-Index-Methode
In vielen Fällen können die eﬀektiven Indizes der Moden mithilfe der Eﬀektiv-Index-Methode
berechnet werden [72]. Diese existiert in verschiedenen Varianten, von denen die einfachsten
die x-Methode und die y-Methode sind. Die Bezeichnungen ergeben sich aus dem Umstand,
dass im letzten Schritt jeweils ein Filmwellenleiter mit x-abhängigem beziehungsweise y-
abhängigem Brechungsindexproﬁl untersucht wird.
Das Vorgehen bei der x-Methode ist anhand des Streifenwellenleiters in Silizium in Abbil-
dung 5.2 dargestellt. Dieser wird in die Gebiete I, II und III unterteilt, die zunächst unabhän-
gig voneinander untersucht werden. Bei der Analyse von Gebiet II wird der eﬀektive Index
n des in x-Richtung unendlich ausgedehnten Filmwellenleiters berechnet. Da die Gebiete I
und III homogen mit Siliziumdioxid gefüllt sind, werden diese in der weiteren Rechnung mit
nSi
nSiO2
nSiO2
nSiO2
nSiO2
nSiO2
nSiO2
nSiO2
nSiO2
I II III
IV
V
VI
(a)
x
y
nSiO2
nSiO2
nSiO2
→ nSiO2 → n → nSiO2
I
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nSiO2
nSiO2
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(b)
nSiO2
nSiO2
nSiO2
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nnSiO2 nSiO2
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Abbildung 5.2: Prinzip der Eﬀektiv-Index-Methode. Für den Wellenleiter in (a) werden bei
der x-Methode zunächst die eﬀektiven Indizes der Filmwellenleiter in (b),
und anschließend der eﬀektive Index der Mode anhand des resultierenden
Filmwellenleiters in (c) berechnet.
52 5 Simulationen
nSiO2 berücksichtigt. Anschließend wird der eﬀektive Brechungsindex der ausbreitungsfähi-
gen Mode anhand des in y-Richtung unendlich ausgedehnten Filmwellenleiters mit den von
x abhängigen Brechungsindizes n und nSiO2 berechnet. Bei der y-Methode werden analog zu-
nächst die Gebiete IV, V und VI untersucht. Anschließend wird der eﬀektive Brechungsindex
der Mode anhand des Filmwellenleiters mit von y abhängigen Brechungsindizes bestimmt.
Da bei der Eﬀektiv-Index-Methode jeweils nur Filmwellenleiter mit eindimensionalem Quer-
schnitt untersucht werden, verringert sich der Rechenaufwand wesentlich. Da sie nur ein
Näherungsverfahren ist, sinkt dabei auch die Genauigkeit der Simulationsergebnisse. Eine
Untersuchung hierzu ﬁndet sich in [72]. Dabei wird gezeigt, dass die Eﬀektiv-Index-Methode
anstatt der vektoriellen Wellengleichung nur eine reduzierte Wellengleichung löst. Bei dieser
werden die Koppelterme zwischen den Tangentialkomponenten der Felder vernachlässigt, das
heißt, es werden die entkoppelten Gleichungen
(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Ex = − ∂
∂x
(
Ex
εr
∂εr
∂x
)
(5.7)(
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+
∂2
∂y2
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)
Ey = − ∂
∂y
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Ey
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∂εr
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)
(5.8)
beziehungsweise
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(5.10)
gelöst. Die Lösungen der Gleichungen repräsentieren linear polarisierte Moden, die jeweils
nur eine tangentiale Feldkomponente aufweisen. In Wellenleitern mit geringem Indexkontrast
sind die Moden linear polarisiert, daher führt die Verwendung der Eﬀektiv-Index-Methode
nur zu kleinen Fehlern. Für Wellenleiter in Silizium gilt dies für gut geführte Moden in
sehr breiten Wellenleitern, beispielsweise für die Moden niedriger Ordnung in Multimoden-
Interferenzkopplern.
5.1.1.3 Randbedingungen
Zur Begrenzung des Simulationsfensters an den Rändern existieren verschiedene Randbe-
dingungen. Bei hinreichend großem Simulationsfenster werden die nach außen abklingenden
Felder geführter Moden sehr klein beziehungsweise werden zu null. Somit werden diese Mo-
den von den Randbedingungen nicht beeinﬂusst. Neben den imWellenleiter geführten Moden
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werden in der EME oft zusätzliche Moden benötigt, um die Ausbreitung von Feldern außer-
halb der Wellenleiter nachzubilden, beispielsweise in der Simulation von Beugungsgittern.
Jede Komponente eines beliebigen Gesamtfeldes ι(x,y,z) kann nach [73] über
ι(x,y,z) =
Q−1∑
q=0
ΨqΘq(x,y)e
−jβmz +
∫ ∞
0
Ψ˜(κ)Θ˜(x,y,κ)e−jβ(κ)zdκ (5.11)
als Überlagerung einer endlichen Anzahl Q geführter Moden und einem Kontinuum zusätzli-
cher, nicht durch den Wellenleiter geführter Moden mit den Feldproﬁlen Θ˜(x,κ) ausgedrückt
werden. Dabei gibt κ die laterale Ausbreitungskonstante und β(κ) die Ausbreitungskonstante
in z-Richtung an. Geführte Moden werden mit den Modenkoeﬃzienten Ψq angeregt, wäh-
rend Ψ˜(κ) die Koeﬃzienten der zusätzlichen Moden angibt. Da κ im Allgemeinen komplex ist,
erfolgt die Integration über die gesamte komplexe κ-Ebene. Zur vollständigen Darstellung
des Feldes werden neben vorwärtslaufenden Moden auch rückwärtslaufende Moden benö-
tigt. Die Wahl der Randbedingungen beeinﬂusst die Art der zusätzlichen Lösungen, die ein
Mode-Solver ﬁnden kann. Eine Übersicht verbreiteter Randbedingungen ﬁndet sich in [74].
Bei einer perfekten elektrisch leitenden Wand gilt als Randbedingung, dass die Tangential-
komponenten des elektrischen Feldes und die Normalkomponente des magnetischen Feldes
zu null werden. Bei einer perfekten magnetisch leitenden Wand wird analog dazu gefor-
dert, dass die Tangentialkomponenten des magnetischen Feldes und die Normalkomponente
des elektrischen Feldes zu null werden. Je nach Formulierung der Wellengleichung werden
Dirichlet-Randbedingungen für die Felder selbst oder Neumann-Randbedingungen für deren
Ableitungen angesetzt. Perfekt leitende Wände können im Simulationsfenster selbst platziert
werden, um Symmetrien im Wellenleiter zu berücksichtigen und dadurch die Simulationszeit
zu verringern. Bei räumlicher Begrenzung des Simulationsfensters durch die Wände redu-
ziert sich das kontinuierliche Spektrum abstrahlender Moden zu einem diskreten Spektrum
strahlender und evaneszenter Moden. Diese Randbedingungen werden auch als harte Wände
bezeichnet, da Wellen an den Wänden reﬂektiert werden.
Oﬀene, transparente Randbedingungen bewirken, dass Felder am Rand des Simulationsge-
bietes nicht reﬂektiert werden.
Perfekt angepasste Materialschichten (perfectly matched layer, PML) beschreiben ein Mate-
rial, das einfallende Strahlung absorbiert, ohne sie dabei zu reﬂektieren. Sie werden beispiels-
weise eingesetzt um zu verhindern, dass Felder an den Simulationsgrenzen ins Simulations-
gebiet zurück reﬂektiert werden. PML werden oft durch Streckung der Koordinaten entlang
der imaginären Achse implementiert und können zusammen mit oﬀenen oder harten Wänden
eingesetzt werden. Innerhalb der PML fallen die Felder zu deren Grenzen exponentiell ab.
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Bei periodischen Randbedingungen wird Kontinuität der Felder an jeweils gegenüberliegen-
den äußeren Punkten des Simulationsfensters gefordert. Für unendlich ausgedehnte, periodi-
sche Strukturen ist die Simulation der Einheitszelle somit ausreichend.
Die eﬀektiven Indizes neff von Lösungen der Wellengleichungen bei abgeschlossenem Simula-
tionsfenster liegen in der komplexen Ebene. In Abbildung 5.3 ist ein Teil der auftretenden
eﬀektiven Indizes dargestellt. In [75] werden Moden mit Ausbreitungskonstanten auf den
Achsen in drei Kategorien unterteilt. Für verlustlose Wellenleiter mit Brechungsindex nco
im Kern und mit ncl im gesamten Mantel sind die eﬀektiven Indizes geführter Moden reell
und liegen im Bereich nco ≥ neff ≥ ncl. Strahlende Moden besitzen ebenfalls reelle eﬀektive
Indizes, jedoch gilt ncl ≥ neff ≥ 0. Eﬀektive Indizes evaneszenter Moden liegen auf der ima-
ginären Achse. Diese Moden breiten sich nicht aus, beschreiben aber die Energieverteilung
in der Umgebung der Anregungsursache.
Tunnelmoden besitzen einen eﬀektiven Index, der in der komplexen Ebene liegt. Jede Tun-
nelmode ist eine unphysikalische Lösung der Wellengleichung, deren Feldstärke an den Rän-
dern gegen unendlich gehen kann. Sie kann als geführte Mode unterhalb der Grenzfrequenz
betrachtet werden, da sie sich bei steigender Frequenz in eine geführte Mode wandelt. Diese
Moden können in manchen Strukturen eingesetzt werden, um einen Teil des kontinuierlichen
Spektrums strahlender Moden nachzubilden [73]. Dies ist in beliebigen Strukturen jedoch
nicht allgemein möglich [74].
In Anwesenheit einer PML werden strahlende Moden ebenfalls gedämpft. Die Ausbreitungs-
konstante wird dann komplex. Dies gilt auch für geführte Moden, sofern die PML nicht
ausreichend weit entfernt ist und der evaneszent abfallende Teil des Feldes in die PML hin-
einreicht.
Für die Simulationen der Sub-Wellenlängen-Gitter ist die Darstellung der Felder allein mit
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Abbildung 5.3: Lage geführter, strahlender und evaneszenter Moden in der komplexen
Ebene in einem mehrmodigen Streifenwellenleiter in Silizium.
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geführten Moden nicht ausreichend. Zusätzlich werden strahlende und evaneszente Moden
verwendet. Auf den Einsatz von PML wird verzichtet, um keine künstliche Dämpfung einzu-
führen. Das Simulationsfenster wird hinreichend groß gewählt, um Probleme mit Reﬂexionen
zu verhindern.
5.1.2 Eigenmodenentwicklung
Die Simulationen der entworfenen Bauelemente werden mithilfe des kommerziellen Simu-
lationsprogramms FIMMWAVE/FIMMPROP der Firma Photon Design durchgeführt. Das
Teilprogramm FIMMWAVE enthält mehrere Mode-Solver, darunter vollvektorielle 3D-Solver
nach der Film-Mode-Matching-Methode sowie der Finite-Diﬀerenz-Methode. Im Teilpro-
gramm FIMMPROP wird die Ausbreitung der Felder simuliert. Hierfür wird das Simula-
tionsgebiet, wie in Abbildung 5.4 dargestellt, in mehrere Abschnitte mit konstantem Wel-
lenleiterquerschnitt zerlegt. Für jeden dieser Abschnitte werden die Phasenänderungen der
Moden berechnet und eine Streumatrix S aufgestellt. Zusätzlich werden mittels der Mode-
Matching-Methode S-Matrizen für jeden Übergang zwischen benachbarten Abschnitten be-
rechnet. Die S-Matrix des gesamten Bauelements kann durch Verknüpfung der Teilmatrizen
berechnet werden.
S1 S2 S3 S4 S5
Abbildung 5.4: Bei der EME wird das Simulationsgebiet in Abschnitte mit konstantem
Wellenleiterquerschnitt aufgeteilt. Für den dargestellten 2x4-MMI ergeben
sich drei Abschnitte. Die Ausbreitung der Moden wird mit den Matrizen
S1,S3 und S5 beschrieben. Die Matrizen S2 und S4 beschreiben die Kopp-
lung zwischen den Moden in benachbarten Abschnitten.
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Die Feldproﬁle werden in FIMMWAVE so normiert, dass mit dem Einheitsvektor in z-
Richtung ~dz die durch die Mode transportierte Leistung
∫∫
x,y
~E × ~H∗ ~dzdxdy = 1 W (5.12)
beträgt. Die im Wellenleiter auftretenden Amplituden und Phasen der einzelnen Moden wer-
den über Vektoren ~Ψ
±
m beschrieben, die die komplexe Modenkoeﬃzienten enthalten. Dabei
wird zwischen vorlaufenden (+) und rücklaufenden (-) Moden unterschieden. S-Matrizen
geben den Zusammenhang zwischen den Modenkoeﬃzienten am Anfang und Ende eines
Wellenleitersegments beziehungsweise zwischen den Modenkoeﬃzienten beim Übergang be-
nachbarter Segmente über die Formel
 ~Ψ+m+1
~Ψ
−
m
 = [S]
 ~Ψ+m
~Ψ
−
m+1
 =
 tlr rrr
rll trl
 ~Ψ+m
~Ψ
−
m+1
 (5.13)
an. Die S-Matrix ist in vier Teilmatrizen unterteilt. Die Bezeichnungen der Teilmatrizen sind
in der Literatur nicht immer einheitlich, beispielsweise in [76]–[78]. Im Folgenden geben die
Matrizen t die Transmission durch den Wellenleiterabschnitt oder den Übergang an, während
die Matrizen r Reﬂexionen beschreiben. In den Teilmatrizen tlr, rrr, rll und trl geben die
Indizes jeweils die Richtung des ein- und ausfallenden Lichts an. Beispielsweise steht ll für
Licht, das von der linken Seite aus einfällt, reﬂektiert wird und zur linken Seite ausfällt. Zwei
Streumatrizen S1 und S2 können mittels des Operators ⊗ zu einer gesamtem Streumatrix
S = S1 ⊗ S2 (5.14)
zusammengefasst werden. Dabei gilt mit der Einheitsmatrix I
 tlr rrr
rll trl
 =
 t1lr r1rr
r1
ll
t1
rl
⊗
 t2lr r2rr
r2
ll
t2
rl
 (5.15)
=
 t2lr
[
I − r1
ll
r2
rr
]−1
t1
lr
r2
ll
+ t2
lr
r1
ll
[
I − r2
rr
r1
ll
]−1
t1
rl
r1
rr
+ t1
rl
r2
rr
[
I − r2
ll
r1
rr
]−1
t1
lr
t1
rl
[
I − r2
rr
r1
ll
]−1
t2
rl
 . (5.16)
Die Verknüpfung zweier Streumatrizen ist aufwändig und erfordert Matrixinversionen. Eben-
so ist die Kopplung der Modenkoeﬃzienten über Streumatrizen nach Gleichung (5.13) auf den
ersten Blick nicht sehr intuitiv. Ihr Einsatz wird dadurch gerechtfertigt, dass die Berechnung
selbst bei Verknüpfung vieler Wellenleiterabschnitte, beispielsweise in periodischen Gittern,
unter allen Umständen numerisch stabil ist. Ein einfacherer Ansatz ist die Verknüpfung der
Modenkoeﬃzienten über Transmissionsmatrizen, bei dem man die Transmissionsmatrix der
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gesamten Struktur durch Multiplikation der einzelnen Teilmatrizen erhält. Dieses Verfahren
ist jedoch unter bestimmten Umständen numerisch instabil [76].
Die Struktur der Streumatrizen weicht von den Deﬁnitionen der Streuparameter zur Be-
schreibung linearer elektrischer Mehrtore ab. So ist tlr bei dem verwendeten Algorithmus die
Teilmatrix S11, entspricht jedoch dem elektrischen Vorwärtstransmissionsfaktor S21.
Mithilfe der Mode-Matching-Methode können die Streuparameter an den Übergängen be-
nachbarter Segmente berechnet werden. Den Ansatz für die Mode-Matching-Methode liefern
die Kontinuitätsbedingungen für die Tangentialkomponenten der elektrischen und magneti-
schen Felder. Das heißt, die Bedingungen EmT = E
m+1
T und H
m
T = H
m+1
T auf beiden Seiten
m und m+ 1 der Wellenleiterdiskontinuität müssen durch phasenrichtige Überlagerung der
Moden entsprechend an beiden Seiten des Übergangs gewährt werden. Zunächst werden da-
bei die komplexen Koeﬃzienten der Transfermatrix berechnet. Hierbei werden die einzelnen
Feldproﬁle benötigt, da zur Berechnung der auftretenden Skalarprodukte über die Vektor-
produkte einzelner Feldkomponenten integriert werden muss. Die Streuparameter werden an-
schließend anhand der Transfermatrix berechnet [79]. An einem Wellenleiterübergang kann
Modenkopplung stattﬁnden, das heißt eine beliebige Mode im Wellenleiterabschnitt m kann
sowohl geführte als auch strahlende Moden im Abschnitt m + 1 anregen. Die Streumatri-
zen sind im Allgemeinen voll besetzt und enthalten die jeweiligen Koppelkoeﬃzienten nach
Betrag und Phase.
Entlang eines Wellenleitersegments mit konstantem Querschnitt breiten sich die Moden un-
gestört aus, das heißt es ﬁndet keine Modenkopplung statt. Folglich wird auch kein Teil des
Lichts reﬂektiert. Die Teilmatrizen rll und rrr sind Nullmatrizen. tlr und trl sind Diagonal-
matrizen der Form
e jβ1z
e jβ2z
. . .
e jβnz
 , (5.17)
welche die Ausbreitungskonstanten der Moden βi und die Länge z des Segments enthalten.
Die rechenintensiven Operationen bei der EME sind die Berechnungen der Moden und der
Streumatrizen für Wellenleiterübergänge mittels Mode-Matching-Methode. Der Aufwand zur
Verknüpfung der Streumatrizen ist im Vergleich dazu gering. Bei Variation der Länge eines
Bauelements benötigt somit die erste Simulation am meisten Zeit. Alle darauﬀolgenden Si-
mulationen können auf die bereits vorhandenen Teilergebnisse zurückgreifen und somit in
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sehr kurzer Zeit durchgeführt werden.
5.1.3 Simulation von Sub-Wellenlängen-Gittern
In periodischen Strukturen wie photonischen Kristallen oder Sub-Wellenlängen-Gittern kön-
nen ausbreitungsfähige Floquet-Moden beziehungsweise Bloch-Moden existieren. Wie Wel-
lenleitermoden besitzen diese Moden Ausbreitungskonstanten Γ und Feldproﬁle ζ(x,y,z), die
jedoch auch eine Abhängigkeit von z aufweisen. Das Feldproﬁl nimmt an zwei Punkten z0
und z0 + Λ wieder die selbe Form an, das heißt ζ(x,y,z + Λ) = ζ(x,y,z). Mit den Modenko-
eﬃzienten Φq gilt
Φq(z + Λ)ζ(x,y,z + Λ) = Φq(z)e
jΓqΛζ(x,y,z). (5.18)
Sofern es sich dabei um z-variante Strukturen handelt, können die Moden nicht mit klassi-
schen Mode-Solvern berechnet werden. Eine gängige Technik zur Berechnung dieser Moden
ist es, zunächst die Einheitszelle mittels einer Moden-Entwicklungs-Methode, beispielswei-
se der EME oder der FMM zu simulieren. Anschließend wird auf die berechnete Streu-
oder Transfermatrix das Floquet-Bloch-Theorem angewendet [77]. Die Feldproﬁle der Bloch-
Moden können dann über die Feldproﬁle der berechneten Moden bestimmt werden [80].
Der in Abbildung 5.5 (links) beispielhaft dargestellte Wellenleiter mit Sub-Wellenlängen-
Gitter besteht aus zwei alternierenden Wellenleitersegmenten. Neben der Geometrie der
Einzelsegmente wird der Wellenleiter durch die Periode Λ sowie das Tastverhältnis α be-
schrieben. Die Einheitszelle des Wellenleiters ist in Abbildung 5.5 (rechts) dargestellt. Für
die Koeﬃzienten der Wellenleitermoden auf der linken und rechten Seite der Einheitszelle
gilt Gleichung (5.13). Die gesamte Streumatrix S setzt sich in diesem Fall aus fünf einzelnen
x
z
y
Λ
αΛ
(1−α)Λ S1
S2
S3
S4
S5
Abbildung 5.5: Links: Periodischer Sub-Wellenlängen-Gitter-Wellenleiter. Rechts: Die zu
simulierende Einheitszelle mit den Teilstreumatrizen.
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Streumatrizen zusammen. S1 = S5 sowie S3 beschreiben die Ausbreitung der Wellenleiter-
moden, während S2 und S4 die Kopplung der Moden an den Übergängen beschreibt. Die
Streumatrix der Einheitszelle ist im Allgemeinen voll besetzt. Die Streumatrizen S und SB
stellen den Zusammenhang zwischen den Vektoren mit den Modenkoeﬃzienten der Wellenlei-
termoden ~Ψ±(z) beziehungsweise der Bloch-Moden ~Φ±(z) auf beiden Seiten der Einheitszelle
über  ~Ψ+m+1
~Ψ
−
m
 = [S]
 ~Ψ+m
~Ψ
−
m+1
 (5.19)
 ~Φ+m+1
~Φ
−
m
 = [SB]
 ~Φ+m
~Φ
−
m+1
 =
 e jΓΛ 0
0 e−jΓΛ
 ~Φ+m
~Φ
−
m+1
 (5.20)
her. Die Teilmatrizen ejΓΛ und e−jΓΛ sind Diagonalmatrizen und enthalten die komplexen
Ausbreitungskoeﬃzienten Γi der Bloch-Moden. Sowohl Wellenleitermoden als auch Bloch-
Moden ermöglichen eine exakte Beschreibung der Ausbreitung des Lichts im z-periodischen
Wellenleiter. Wie beim Wechsel zwischen zwei Basen eines Vektorraums können Wellenlei-
termoden und Bloch-Moden über eine Transformationsmatrix X über
 ~Ψ+m
~Ψ
−
m
 = [X]
 ~Φ+m
~Φ
−
m
 =
 X1 X2
X3 X4
 ~Φ+m
~Φ
−
m
 (5.21)
ineinander transformiert werden. Somit können die Feldproﬁle der Bloch-Moden an jeder
Position z als Linearkombination von Feldproﬁlen der berechneten Wellenleitermoden dar-
gestellt werden.
Mit den Gleichungen (5.20) und (5.21) können beide Seiten von Gleichung (5.13) in Ab-
hängigkeit der Modenkoeﬃzienten vorwärts- und rückwärtslaufender Bloch-Moden gebracht
werden. Das resultierende Gleichungssystem kann anschließend auf die Form
 tlr 0
rll −I
 X1 X2
X3 X4
 =
 I −rrr
0 −trl
 =
 X1 X2
X3 X4
  e jΓΛ 0
0 e−jΓΛ
 (5.22)
gebracht werden. Die Herleitung hierfür ﬁndet sich in Anhang B. Gleichung (5.22) ist ein all-
gemeines Eigenwertproblem, dessen Lösungen die Eigenwerte e jΓiΛ sowie die Eigenvektoren
~Xi darstellen. Dabei sind die Vektoren ~Xi die Spaltenvektoren der MatrixX. Aus den Eigen-
werten e jΓiΛ können die komplexen Ausbreitungskonstanten Γi gewonnen werden. Im Falle
einer ausbreitungsfähigen Bloch-Mode in einem verlustfreien, periodischen Wellenleiter ist
Γi reell. Für kleine Werte von Λ ist die Phasenänderung ∆ϕ = Re(ΓiΛ) < pi und die Lösung
für Γi eindeutig. Für 0 < ∆ϕ < 2pi sind hingegen zwei Lösungen möglich, da die Lösungen
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von Gleichung (5.22) Eigenwerte sowohl vorwärts- als auch rückwärtslaufender Bloch-Moden
sind. Der Realteil des eﬀektiven Index einer Bloch-Mode beträgt dann
Re(nB,i) =

λ
Λ
∆ϕ
2pi
, für ∆ϕ ≤ pi
λ
Λ
(
1− ∆ϕ
2pi
)
, für pi ≤ ∆ϕ ≤ 2pi . (5.23)
Über die Feldproﬁle der Wellenleitermoden und die jeweiligen Eigenvektoren können die
Feldproﬁle der Bloch-Moden auf der linken Seite der Einheitszelle bestimmt werden. Das
Feldproﬁl an einer beliebigen Stelle z der Einheitszellen kann anschließend aus der phasen-
richtigen Überlagerung der Wellenleitermoden bestimmt werden, da auch deren Ausbreitung
eine genaue Lösung des Simulationsproblems darstellt. Somit kann zum Beispiel die Feld-
stärke an den dielektrischen Übergängen bestimmt werden, um Wellenleiterverluste durch
Kantenrauheit abzuschätzen. Aus den eﬀektiven Indizes der Bloch-Moden können weitere
charakteristische Eigenschaften der Struktur abgeleitet werden, wie zum Beispiel photoni-
sche Bandlücken oder die Gruppengeschwindigkeit.
Zur Untersuchung z-periodischer Sub-Wellenlängen-Strukturen werden diese in FIMMWA-
VE/FIMMPROP angelegt und mittels EME simuliert. Anschließend werden die Simulations-
ergebnisse, in diesem Fall die S-Matrizen der Wellenleiterübergänge sowie die Ausbreitungs-
koeﬃzienten der Moden, nach MATLAB exportiert. Die gesamte Streumatrix der Einheits-
zelle wird anschließend in MATLAB nach Gleichung (5.16) berechnet. Anschließend wird das
Eigenwertproblem nach Gleichung (5.22) gelöst. Die noch unsortierten Eigenwerte werden
in einem zweistuﬁgen Verfahren sortiert, um letztendlich eine nach absteigendem eﬀektivem
Index sortierte Liste zu erhalten.
Diese Vorgehensweise hat gegenüber der Berechnung in FIMMWAVE/FIMMPROP einige
Vorteile. Der zeitaufwändige Export der Streumatrizen bei einer gegebenen Struktur muss
nur einmal durchgeführt werden. Dadurch wird die Gesamtsimulation bei einem Scan über
Λ oder α bedeutend schneller durchgeführt. Zudem wird weniger Speicherplatz für die Roh-
daten benötigt, insbesondere wenn Simulationen über variables λ oder einen veränderlichen
Wellenleiterquerschnitt durchgeführt werden. Anhand der in MATLAB gespeicherten Werte
können diese Parameterscans unabhängig von FIMMWAVE/FIMMPROP durchgeführt wer-
den. Dies ist deshalb ein Vorteil, da FIMMWAVE/FIMMPROP nur Simulationsergebnisse
für eine Kombination von Wellenleiterquerschnitt und Wellenlänge im Speicher behält.
Während in der Theorie verlustfrei ausbreitungsfähige Bloch-Moden rein reelle Ausbreitungs-
konstanten aufweisen, ist es möglich, dass diese in der Simulation als nicht verlustfrei be-
rechnet werden. Ein Grund dafür ist, dass durch die in der Praxis beschränkte Anzahl an
Moden in der Simulation die auftretenden Felder nicht exakt genug nachgebildet werden
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können, was sich in Verlusten bemerkbar macht. Numerische Fehler können bei der Mode-
Matching-Methode oder in der Berechnung der Moden auftreten. Dies kann zu fehlerhaften
Streumatrizen und letztendlich zu ungenauen Simulationsergebnissen führen.
Die Genauigkeit der Simulation ist abhängig von der Anzahl der berücksichtigten Moden, da
sich die auftretenden Felder im Allgemeinen nicht ausreichend genau allein durch geführte
Moden beschreiben lassen. Die verwendeten Randbedingungen, die Größe des Simulationsge-
bietes sowie die räumliche Auﬂösung beeinﬂussen die Simulation, da die Genauigkeit berech-
neter Moden hoher Ordnung unter Umständen abnimmt. Folglich sollten die Simulationen
für die verschiedenen Parameter auf Konvergenz untersucht werden.
5.2 Grundlegende Geometrie der
Multimoden-Interferenzkoppler
Die sowohl in der Simulation als auch in der Herstellung einfachste Geometrie eines MMIs
ist der rechteckförmige Querschnitt, der auch in der Herleitung zu den Selbstabbildungen
zugrunde gelegt wird. Weitere mögliche Geometrien, wie beispielsweise parabolisch geformte
MMIs oder solche mit einem schmetterlingsähnlichen Umriss wurden in der Vergangenheit
ebenfalls untersucht. Diese alternativen Geometrien können vor allem in zwei Fällen vorteil-
haft sein.
Im ersten Fall kann durch einen taillierten MMI die Länge des Bauelements reduziert werden
[81]. Nach Gleichung (4.16) skaliert Lpi und somit die Länge des MMIs mit dem Quadrat
der eﬀektiven Breite. Durch einen schmaler werdenden MMI verringert sich Lpi lokal entlang
des MMIs, da die Diﬀerenz zwischen den Ausbreitungskonstanten der Moden ansteigt. Die
eﬀektiv benötigte Länge wird somit reduziert. Insbesondere für MMIs mit einer großen Zahl
an Ein- und Ausgängen ist diese Geometrie von Vorteil, da die minimale Breite des MMIs
durch die Anzahl an Signalen begrenzt wird. Für integrierte Bauelemente mit geringem
Indexkontrast ist dies von großer Bedeutung, da aufgrund der schwachen Wellenführung
breitere Wellenleiter benötigt werden.
Für die optischen Eigenschaften der so verkürzten MMIs ist es vorteilhaft, die Wellenleiter
gegenüber dem MMI unter einem Winkel zu verbinden [81]. Falls sich die Breite des MMIs
zu schnell ändert, können Moden ineinander koppeln und die Qualität der Selbstabbildun-
gen verringern. Eine theoretische Untersuchung zu besonders kurzen MMIs mit adiabatisch
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geformten Proﬁl und geringer Modenkopplung ﬁndet sich in [82]. Untersuchungen zu pa-
rabolisch geformten 3−dB-Kopplern in [83] zeigen, dass diese gegenüber MMIs mit recht-
eckförmiger Geometrie nur den Vorteil der kürzeren Länge aufweisen, letztere MMIs jedoch
hinsichtlich spektraler Eigenschaften, Qualität der Selbstabbildungen und Fertigungstoleran-
zen bessere Eigenschaften aufweisen.
Im zweiten Fall können spezielle Bauformen der MMIs für Leistungsteiler mit ungleichen
Teilerverhältnissen eingesetzt werden, wie beispielsweise in [66] oder in [84] gezeigt.
In den folgenden Abschnitten werden nur MMIs mit rechteckförmigem Querschnitt betrach-
tet. In SOI können diese Bauelemente mit vergleichsweise geringem Platzbedarf realisiert
werden. Zudem ist die Herstellung dieser MMIs mit Elektronenstrahlbelichtung einfacher,
da für gekrümmte Seitenwände eine sehr feine Auﬂösung notwendig ist, um Verluste und
Modenkopplung zu minimieren. Der Fokus liegt nachfolgend auf der Optimierung solcher
Bauelemente.
5.2.1 Allgemeine Entwurfskriterien
Auch im Vergleich zu komplexeren elektrischen Schaltungen benötigen photonische Schal-
tungen eine relativ große Chipﬂäche. Hinsichtlich der elektro-optischen Integration sollten
photonische Bauelemente daher möglichst platzsparend entworfen werden. Der Platzbedarf
von Multimoden-Interferenzkopplern skaliert näherungsweise mit w3MMI, daher sollte wMMI
möglichst klein gewählt werden. Nach [85] steigt dadurch auch der Phasenfehler der Mo-
den. Daher sollten hauptsächlich Moden niedriger Ordnung angeregt werden, die einen klei-
nen Phasenfehler aufweisen und somit qualitativ hochwertige Selbstabbildungen ausbilden
können. Hierfür werden die Ein- und Ausgangswellenleiter aufgeweitet. Dabei muss ein Min-
destabstand zwischen benachbarten Wellenleitern beachtet werden, damit deren Signale nicht
ineinander überkoppeln. Zusätzlich wird dadurch die Einfügedämpfung aufgrund der begrenz-
ten Anzahl ausbreitungsfähiger Moden verringert. Zusammen mit der Anzahl an Ein- und
Ausgängen wird somit die kleinstmögliche Breite festgelegt.
5.2.2 Ausbreitungsfähige Moden
Die geometrische Breite einmodiger Wellenleiter in der verfügbaren Technologie liegt im
Bereich von wwg ≈ 400 nm, die Breite der Multimodenwellenleiter kann daher im Bereich
einiger Mikrometer gewählt werden. Bei festem tSi hängt die Anzahl ausbreitungsfähiger Mo-
den sowie deren eﬀektive Indizes allein von der Breite wMMI des MMIs ab. Die Näherung zur
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Berechnung der Ausbreitungskonstanten der Moden nach Gleichung (4.17) ist für kompak-
te MMIs in Silizium nur für wenige Moden niedriger Ordnung gültig. Für Moden höherer
Ordnung führt die paraxiale Näherung zu Fehlern, ebenso wird die Modenabhängigkeit der
eﬀektiven Breite weff,ν vernachlässigt. Sofern die Modenabhängigkeit nach Gleichung (4.13)
berücksichtigt wird, enthält diese die Goos-Hänchen-Verschiebung nur im Grenzfall parallel
zur Ausbreitungsrichtung z verlaufender Strahlen. Zudem führt die Annahme sinusförmiger
Feldproﬁle, deren Felder am eﬀektiven Wellenleiterrand zu null werden, zu einem weiteren
Fehler.
Ein analytischer Ausdruck für den Phasenfehler der Moden φ˜νerr wird in [85] mit
φ˜νerr ≈
λ (ν + 1)4 pi
2Nn2cow2
1
8
− λn
2
co
6piw (n2co − n2cl)
3
2
 (5.24)
angegeben. Hierin sind zwei Quellen für Phasenfehler enthalten. Mit positivem Vorzeichen
wird der Fehler durch Vernachlässigung des Terms 2. Ordnung bei paraxialer Näherung
beschrieben. Mit negativem Vorzeichen wird der Fehler durch Nichtberücksichtigung der
modenabhängigen eﬀektiven Wellenleiterbreite dargestellt. Nach Gleichung (5.24) könnte
prinzipiell φ˜νerr = 0 für alle Moden erzielt werden. Dies ist jedoch, wie in [85] angemerkt,
aufgrund von Vereinfachungen in der Herleitung nicht möglich.
φ˜νerr skaliert mit ν
4 und wird somit signiﬁkant für Moden höherer Ordnung. Bei hohem Index-
kontrast wie zwischen Silizium und Siliziumdioxid bestimmt der Fehler durch die paraxiale
Näherung den gesamten Fehler. Eine Möglichkeit zur Minimierung des Phasenfehlers ist
die Wahl geeigneter Kombinationen der Brechungsindizes von Wellenleiterkern und -mantel
sowie der Breite des Bauelements. So können sich die Abweichungen von der paraxialen
Näherung und die modenabhängige Goos-Hänchen-Verschiebung gegenseitig aufheben. Der
Indexkontrast kann beispielsweise bei III-V-Verbindungshalbleitern passend gewählt wer-
den. Für MMIs in Silizium können dafür die in Abschnitt 3.3.2 vorgestellten periodischen
Sub-Wellenlängen-Gitter eingesetzt werden. Die auf selektiver Anregung einzelner Moden
basierenden 1xN - und 2xN -Leistungsteiler sind kürzer als die auf allgemeiner Interferenz
basierenden NxN -MMIs und weisen daher einen geringeren Phasenfehler auf. Durch breite-
re MMIs kann der Phasenfehler ebenfalls reduziert werden, jedoch steigt dadurch die Länge
des Bauelements.
Um eine hohe Qualität der Selbstabbildungen zu gewährleisten, sollte nach [61] der maximale
Phasenfehler angeregter Moden
∣∣∣φ˜νerr∣∣∣ ≤ pi4 bleiben. In diesem Fall überlagern sich zwei belie-
bige Moden mit einem maximalen Phasenfehler von pi
2
, womit sie zumindest nicht destruktiv
interferieren.
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5.3 Simulation optischer 90°-Hybride mit seitlichem
Mantel aus Siliziumdioxid
Die grundlegende Geometrie des in diesem Abschnitt untersuchten 90◦-Hybrids sowie die
wichtigsten Entwurfsparameter sind in Abbildung 5.6 zusammengefasst. Für den MMI selbst
sind das die Länge LMMI sowie die geometrische Breite wMMI. An den Seiten wird das Silizium
komplett weggeätzt, anschließend wird darauf ein Oxid abgeschieden. Die Schichtdicke des
Siliziums beträgt tSi = 250 nm. Die aufgeweiteten Zuleitungen weisen eine Breite wIO auf.
Bei der Positionierung der Ein- und Ausgänge muss beachtet werden, dass sich der freie
Parameter ∆x auf den MMI mit der eﬀektiven Breite w bezieht. Für die beiden Parameter
∆x1 und ∆x2 gilt
∆x1 = ∆x, (5.25)
∆x2 = ∆x− 1
2
(w − wMMI) . (5.26)
5.3.1 Symmetrien
Die Transmission von einem Signal am Eingang i zum Ausgang j des Hybrids kann über kom-
plexe Transmissionskoeﬃzienten T ij beschrieben werden. Am Ausgang entspricht das dem
Überlappungsintegral des gesamten Feldes mit dem Feldproﬁl der jeweiligen Mode. Aus der
Umkehrbarkeit der Lichtwege folgt direkt T ij = T ji. Aufgrund der horizontalen Symmetrie
1
2
3
4
1
2
3
4
tSi
wIO
wMMI
LMMI
∆x1
∆x2
Abbildung 5.6: Geometrie des ersten untersuchten 90◦-Hybrids.
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folgen weitere Identitäten einzelner Koeﬃzienten. Es gilt:
T 11 = T 44, (5.27)
T 22 = T 33, (5.28)
T 14 = T 41, (5.29)
T 23 = T 32, (5.30)
T 12 = T 21 = T 34 = T 43, (5.31)
T 13 = T 31 = T 24 = T 42. (5.32)
5.3.2 Grundlegende Dimensionierung
Als grundlegendes Bauelement wird ein MMI der Breite wMMI = 10 µm gewählt. Durch
Taper werden die Wellenleiter auf eine Breite von wIO = 2 µm aufgeweitet. Mit n250 = 2,94
beträgt die eﬀektive Breite des MMIs nach Gleichung (4.13) w ≈ 10,2 µm. Die räumliche
Verschiebung wird zunächst zu ∆x = w
8
gesetzt. Der Abstand zwischen allen Wellenleitern
ist dann identisch und beträgt 550 nm. Mit den Ausbreitungskonstanten der Moden im
MMI bei λ = 1550 nm ergibt sich Lpi = 253,6 µm, und somit die Länge des MMIs mit
LMMI = 190,2 µm. Aus Abbildung 5.7 (links) ist ersichtlich, dass Lpi und somit auch LMMI zu
größeren Wellenlängen hin abnimmt. Somit steigt der Phasenfehler der Moden beim Betrieb
mit einem von der Zentralwellenlänge abweichenden Wert, was letztlich zu einer Begrenzung
des nutzbaren Spektralbereiches des 90◦-Hybrids führt.
Variationen von tSi beeinﬂussen ebenfalls die Ausbreitungseigenschaften der Moden und so-
mit den Wert von Lpi. Für tSi = 250 nm ± 10 nm ergibt sich Lpi = 253,6 µm ± 2,3 µm, das
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Abbildung 5.7: Links: Verlauf von Lpi und LMMI des 10 µm breiten MMIs. Rechts: Die
Zusatzdämpfung bei λ = 1550 nm verändert sich mit der Länge des MMIs
und zeigt ebenfalls eine Abhängigkeit vom Eingangstor.
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heißt die Zentralwellenlänge verschiebt sich bei größerer Schichtdicke zu größeren Wellenlän-
gen und umgekehrt.
5.3.3 Wahl der Kopplerlänge
Der berechnete Wert von LMMI liefert einen ersten Anhaltspunkt für die Länge des MMIs.
Mittels EME wird dessen Verhalten genau simuliert. Die Zusatzdämpfung (excess loss, EL)
des MMIs in dB berechnet sich aus der Leistung an den Ausgangstoren Pj und der Eingangs-
leistung Pin nach
EL = 10 log
4∑
j=1
Pj
Pin
(5.33)
und ist in Abbildung 5.7 (rechts) dargestellt. Für beide Eingänge sind die zusätzlichen Ver-
luste < 0,20 dB im Bereich 186,4 µm ≤ LMMI ≤ 187,5 µm. Der minimale gemeinsame Wert
ergibt sich für LMMI = 186,8 µm und somit bei einer etwas geringeren Länge als zuvor
berechnet.
Der simulierte Phasenfehler φ̂νerr der Moden ist in Abbildung 5.8 (links) für beide Längen
aufgetragen. Während der Fehler bei LMMI = 190,2 µm für Moden niedriger Ordnung ver-
schwindet, steigt er für Moden höherer Ordnung stark an. Bei LMMI = 186,8 µm weisen
zwar Moden niedriger Ordnung einen negativen Fehler auf, für Moden höherer Ordnung ist
der Fehler dafür geringer. Die Simulationen bestätigen, dass die Moden höherer Ordnung
nennenswert angeregt werden (Abbildung 5.8 rechts) und es vorteilhaft ist, den Phasenfehler
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Abbildung 5.8: Links: Simulierter Phasenfehler φ̂νerr sowie nach Gleichung 5.24 berechneter
Phasenfehler φ˜νerr der an den Selbstabbildungen beteiligten Moden. Rechts:
Der Betrag der komplexen Koeﬃzienten cν beschreibt die Anregung der
Moden im MMI durch das Eingangssignal.
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Abbildung 5.9: Einfügedämpfung der einzelnen Ausgangstore bei Verwendung von Ein-
gang 1 (links) und Eingang 3 (rechts).
aller angeregten Moden durch ein verkürztes Bauelement insgesamt in einem Bereich < pi/4
zu halten [86]. Die verschiedenen Ergebnisse für die beiden Eingänge entstehen durch die
unterschiedliche Anregung der Moden im MMI. Ebenso ist in Abbildung (5.8) (links) der
resultierende Phasenfehler nach Gleichung 5.24 aufgetragen. Für die Berechnung mithilfe der
Eﬀektiv-Index-Methode werden für den sich ergebenden zweidimensionalen MMI die eﬀek-
tiven Indizes nco = n250 = 2,938 und ncl = nSiO2 eingesetzt. Bis zu Mode 12 stimmt die
Näherung gut mit den dreidimensionalen Simulationen überein.
Die berechnete Einfügedämpfung (insertion loss, IL) ist in Abbildung 5.9 bei einem Ein-
gangssignal an Tor 1 (links) sowie an Tor 3 (rechts) über der Länge LMMI aufgetragen.
Beim optimalen 90◦-Hybrid beträgt die Einfügedämpfung IL = −10 log(0,25) ≈ 6 dB. Die
IL aller Kurven der verschiedenen Ausgänge weichen bei einer etwas geringeren Länge von
LMMI ≈ 186,5 µm um maximal 0,15 dB voneinander ab. Dabei ist IL < 6,3 dB. Bei dem
berechneten LMMI = 190,1 µm beträgt die maximale Abweichung bereits 0,65 dB und die
maximale Einfügedämpfung 6,7 dB.
Ein Maß für die gleichförmige Verteilung der Eingangssignale auf die Ausgänge ist die Im-
balance (IB). Von entscheidender Bedeutung für kohärente Empfänger ist die Imbalance
zwischen komplementären Ausgängen. Bei Verwendung von Eingangstor 1 für das zu emp-
fangende Datensignal (SI), Eingangstor 3 für den LO und Ausgangstor 1 als Referenzausgang
für die I-Komponente lassen sich die vier verschiedenen Kombinationen der Imbalance an-
hand der komplexen Koeﬃzienten der Transfermatrix zu
IBSI−I = 10 log
|T 11|
|T 14|
, (5.34)
IBSI−Q = 10 log
|T 13|
|T 12|
, (5.35)
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IBLO−I = 10 log
|T 31|
|T 34|
, (5.36)
IBLO−Q = 10 log
|T 33|
|T 32|
(5.37)
bestimmen. Die zugehörigen Kurvenverläufe sind in Abbildung 5.10 (links) abgebildet. Bei
größerer Abweichung von der Länge LMMI = 186,5 µm nimmt mindestens ein Wert der Imba-
lance schnell Werte von |IB| > 1 dB an. Damit steigen nicht nur die optischen Verluste an,
sondern auch die Funktionalität des 90◦-Hybrids nimmt ab. Die Gleichtaktunterdrückung
(common-mode rejection ratio, CMRR) wird in [21] über die Fotoströme deﬁniert. Unter der
Annahme, dass die Empﬁndlichkeiten der Fotodioden identisch sind, kann die Gleichtaktun-
terdrückung über die Transmissionskoeﬃzienten berechnet werden und mit den jeweiligen
linearen Werten der Imbalance über
CMRRSI−I = 20 log
|T 11| − |T 14|
|T 11|+ |T 14|
= 10 log
IBSI−I − 1
IBSI−I + 1
, (5.38)
CMRRSI−Q = 20 log
|T 13| − |T 12|
|T 13|+ |T 12|
= 10 log
IBSI−Q − 1
IBSI−Q + 1
, (5.39)
CMRRLO−I = 20 log
|T 31| − |T 34|
|T 31|+ |T 34|
= 10 log
IBLO−I − 1
IBLO−I + 1
, (5.40)
CMRRLO−Q = 20 log
|T 33| − |T 32|
|T 33|+ |T 32|
= 10 log
IBLO−Q − 1
IBLO−Q + 1
(5.41)
verknüpft werden. Aus dem zugehörigen Schaubild in Abbildung 5.10 (rechts) ist ersichtlich,
dass die benötigte Gleichtaktunterdrückung von besser als -20 dB gleichzeitig für alle Kanäle
erzielt werden kann. Die simulierten Kurvenverläufe der Gleichtaktunterdrückung des Ein-
gangssignals am Quadratur-Ausgang sowie die des Lokaloszillators am Inphase-Ausgang sind
im idealen 4x4-MMI aufgrund der Symmetrie des Bauelements identisch.
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Abbildung 5.10: Links: Imbalance der Signalanteile jeweils komplementärer Ausgänge.
Rechts: Daraus resultierende Gleichtaktunterdrückung.
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Abbildung 5.11: Links: Imbalance zwischen Signalen von beiden Eingängen. Rechts: Dar-
aus resultierende Kurvenverläufe der Extinktionsverhältnisse.
Die IB der vom Signaleingang und vom LO-Eingang auf den Ausgang j gekoppelten Signal-
anteile berechnet sich über die komplexen Koeﬃzienten der Transfermatrix zu
IBj = 10 log
∣∣∣T 1j∣∣∣∣∣∣T 3j∣∣∣ . (5.42)
Bei gleicher optischer Leistung an beiden Eingängen beschränkt eine IB 6= 0 das erzielbare
Extinktionsverhältnis ER, welches das Verhältnis der Leistungen bei konstruktiver und bei
destruktiver Interferenz beschreibt. Das erzielbare ER bei Verwendung von Eingang 1 und 3
ist in Abbildung 5.11 (rechts) dargestellt. Dieser Parameter ist in Interferometern, beispiels-
weise in Direktempfängern mit Verzögerungsleitung, von Bedeutung. Ein ER > 20 dB kann
in dem Hybrid erreicht werden, dafür darf die IB den Wert 1,74 dB nicht übersteigen.
Das minimale ER sowie die maximale Gleichtaktunterdrückung für alle Kanäle sind zusam-
mengefasst in Abbildung 5.12 dargestellt. Dies stellt den ungünstigsten Fall dar.
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Abbildung 5.12: Minimales Extinktionsverhältnis und maximale Gleichtaktunterdrückung
in Abhängigkeit der Länge des MMIs.
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Abbildung 5.13: Links: Bei Verwendung des 1. Ausgangs als Referenz für die Inphase-
Komponente weisen die Phasendiﬀerenzen zwischen Datensignal und LO
an allen Ausgängen im Bereich um LMMI = 185 µm einen konstanten
Versatz von ϕ0 ≈ −44◦ auf. Rechts: Phasendiﬀerenzen bezüglich dem 1.
Ausgang als Referenzkanal.
Die Phasenbeziehungen eines 90◦-Hybrids ergeben sich nicht aus den Phasen der Einzelsi-
gnale, sondern aus der Phasendiﬀerenz zwischen Datensignal und Lokaloszillator an den vier
Ausgängen. Abbildung 5.13 (links) zeigt den Verlauf der Phasendiﬀerenzen. Mit Ausgangstor
1 als Referenz für die Inphase-Komponente weist der Hybrid einen konstanten Phasenver-
satz von etwa 44◦ auf. Zur Verdeutlichung der korrekten Phasenlagen sind die entsprechenden
Kurven in Abbildung 5.13 (rechts) jeweils bezüglich des ersten Ausgangs aufgetragen. Die
Abweichung vom jeweiligen Soll-Wert kann in Abbildung 5.14 abgelesen werden. Die Anfor-
derung an den Phasenfehler von |ϕmerr| ≤ 5◦ werden an allen Ausgängen erfüllt. Dabei steigt
der Fehler am Ausgangstor 2 am schnellsten an.
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Abbildung 5.14: Abweichungen der Phasendiﬀerenz zwischen Datensignal und Lokaloszil-
lator vom Idealwert.
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5.3.4 Spektrale Eigenschaften
Aus dem Verlauf von Lpi(λ) ist bereits ersichtlich, dass die optimale Länge des MMIs zu
größeren Wellenlängen hin abnimmt. Daher begrenzt die feste Länge des Bauelements den
nutzbaren Spektralbereich. Idealerweise deckt der 90◦-Hybrid zumindest das C-Band im
Wellenlängenbereich von 1530 nm bis 1565 nm ab. Aufgrund der bisher gezeigten Simulati-
onsergebnisse wird im Folgenden die Länge LMMI = 186,8 µm verwendet, bei der sich die
beiden Kurven der Zusatzdämpfung schneiden.
Aus Abbildung 5.15 wird ersichtlich, dass die Einfügedämpfung über dem gesamten C-Band
maximal 6,8 dB beziehungsweise 7,3 dB für die Eingangstore 1 und 3 beträgt. Innerhalb
einer Bandbreite von 47 nm zwischen 1533 nm und 1580 nm ist die Einfügedämpfung besser
als 7 dB. Für eine optimale Abdeckung des C-Bandes könnte die Zentralwellenlänge in dessen
Mitte verschoben werden, indem die Länge des MMIs vergrößert wird.
Die Zusatzdämpfung ist im spektralen Bereich von 1536 nm bis 1574 nm kleiner als 0,5 dB
(Abbildung 5.16). Der minimale gemeinsame Wert beider Kurven beträgt 0,17 dB.
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Abbildung 5.15: Spektrum der Einfügedämpfung des 90◦-Hybrids für den Signaleingang
und den LO-Eingang.
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Abbildung 5.16: Zusatzdämpfung des 90◦-Hybrids in Abhängigkeit der Wellenlänge.
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Abbildung 5.17: Links: Phasendiﬀerenz der interferierenden Eingangssignale. Rechts: Dar-
aus resultierender Phasenfehler gegenüber einem idealen 90◦-Hybrid.
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Abbildung 5.18: Links: Spektrum der Gleichtaktunterdrückung. Rechts: Spektrum des
Exktinktionsverhältnisses aller 4 Ausgänge des 90◦-Hybrids.
Die Phasendiﬀerenz zwischen Datensignal und LO bezüglich des Inphase-Ausgangs sowie
der resultierende Phasenfehler sind in Abbildung 5.17 über der Wellenlänge aufgetragen. Im
Bereich von 1512 nm bis 1573 nm liegt der Phasenfehler innerhalb des geforderten Bereichs
von maximal ±5◦.
Die aus der Imbalance abgeleiteten Kurven für die Gleichtaktunterdrückung sowie der Extink-
tionsverhältnisse in Abbildung 5.18 zeigen ebenfalls, dass sehr gute Werte in einem großen
Wellenlängenbereich erzielt werden. Die erreichbare Gleichtaktunterdrückung ist zwischen
1520 nm und 1586 nm besser als −20 dB, während das Exktinktionsverhältnis im Bereich
von 1521 nm bis 1594 nm größer als 20 dB ist.
Die Kurven der jeweils schlechtesten Werte von ER und CMRR sind in Abbildung 5.19
zusammengefasst. Mit einem geringfügig längeren MMI können die Verluste im C-Band
verringert und dennoch alle Anforderungen erfüllt werden. Alle Kenngrößen haben gemein,
dass das spektrale Verhalten der Selbstabbildung des LO-Eingangs auf den 2. Ausgang die
jeweils nutzbare Bandbreite beschränkt.
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Abbildung 5.19: Spektrum des minimalen Extinktionsverhältnisses und der maximalen
Gleichtaktunterdrückung.
5.3.5 Einfluss lateral verschobener Ein- und Ausgänge
Einen weiteren Freiheitsgrad bietet der in Abbildung 4.6 eingezeichnete laterale Versatz der
Wellenleiter um ∆x. Der größtmögliche Abstand zwischen den Wellenleitern ergibt sich für
∆x = 2w
4N
. Im Folgenden wird der Einﬂuss einer Verschiebung um δx aus dieser Position
der Wellenleiter untersucht. Dabei gilt ∆x = w
8
− δx. Die Verschiebung δx beeinﬂusst die
jeweiligen Kenngrößen für die verschiedenen Ein- und Ausgänge auf unterschiedliche Weise.
Daher werden die für den Betrieb als 90◦-Hybrid relevanten Konﬁgurationen gemeinsam
betrachtet, das heißt der Betrieb mit jeweils einem äußeren und einem inneren Eingang. Die
Länge des MMI beträgt weiterhin LMMI = 186,8 µm.
 
 
2,52,5
22
1,51,5
1,51,5
11
11
0,50,5
0,50,5
3
2,5
2
1,5
1
0,5
0
-140 -120 -100 -80 -60 -40 -20 0 20 40 60 80 100 120 140
1600
1590
1580
1570
1560
1550
1540
1530
1520
1510
1500
λ
/
n
m
→
δx/ nm→
Abbildung 5.20: Maximale Zusatzdämpfung aller Eingänge in dB bei Variation von δx.
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Abbildung 5.21: Maximaler Phasenfehler aller Ausgänge bei Verwendung der Eingänge 1
und 2 beziehungsweise 3 und 4.
Die maximale Zusatzdämpfung bleibt gemäß Abbildung 5.20 für ein positives δx über einen
größeren Wellenlängenbereich mit EL ≥ 0,25 dB sehr gering. Ursache sind bessere Selbst-
abbildungen von den äußeren Eingängen. Sofern nur EL ≥ 0,5 dB gefordert wird ist die
nutzbare Bandbreite bei δx = 0 ähnlich groß.
Für die Funktion als 90◦-Hybrid kann der MMI mit den benachbarten Eingängen 1 und
2 beziehungsweise 4 und 3 betrieben werden. Ebenso ist es möglich, die Eingänge 1 und
3 beziehungsweise 4 und 2 zu verwenden. Für den maximalen Phasenfehler aller Ausgänge
ergeben sich je nach Verwendung benachbarter (Abbildung 5.21) oder nicht benachbarter
Eingänge (Abbildung 5.22) deutliche Unterschiede.
Im ersten Fall ergibt sich eine maximale Bandbreite bei δx ≈ −80 nm, während der Phasen-
fehler für δx > 0 insgesamt größer ist. Im zweiten Fall liegt die maximal nutzbare Bandbreite
zentral bei δx = 0 und nimmt zu beiden Seiten hin ab. Sie ist mit 61 nm gegenüber 44 nm
größer als bei Verwendung benachbarter Eingänge.
Der jeweils schlechteste Wert der Gleichtaktunterdrückung ist in beiden Fällen identisch und
kann Abbildung 5.23 entnommen werden. Das nutzbare Spektrum mit |CMRR| ≥ 20 dB ist
minimal bei negativem δx und steigt auf über 80 nm bei δx = 140 nm an. Insgesamt be-
trachtet und unter Berücksichtigung der etwas geringeren Anforderungen an die Gleichtakt-
unterdrückung für den Eingang des LO, erfüllt der 90◦-Hybrid die geforderte Funktionalität
in einem maximalen Spektralbereich für δx ≈ 0.
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Abbildung 5.22: Maximaler Phasenfehler aller Ausgänge bei Verwendung der Eingänge 1
und 3 beziehungsweise 2 und 4.
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Abbildung 5.23: Zusammenfassung der schlechtesten Werte der Gleichtaktunterdrückung
in dB.
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5.4 Simulation optischer 90°-Hybride mit seitlichem
Sub-Wellenlängen-Gitter
Zur Optimierung des 90◦-Hybrids wird ein seitliches Sub-Wellenlängen-Gitter hinzugefügt,
welches die Wellenführung und somit die Ausbreitungskonstanten der Moden beeinﬂusst.
Die Gitterperiode wird so gewählt, dass sich dieses Gitter wie ein Medium mit eﬀektivem
Index verhält. Der MMI mit den freien Entwurfsparametern ist in Abbildung 5.24 darge-
stellt. Wie bereits in Abbildung 5.8 gezeigt, liefert die Näherung nach Gleichung (5.24) gute
Übereinstimmung des Phasenfehlers der Moden mit den vollvektoriellen dreidimensionalen
Simulationen. Daher erfolgt die Optimierung gemäß der Eﬀektiv-Index-Methode anhand der
näherungsweise äquivalenten zweidimensionalen Struktur. Für die Brechungsindizes in Glei-
chung (5.24) werden die eﬀektiven Indizes der jeweiligen Filmwellenleiter eingesetzt. Der
optimale eﬀektive Index des Mantels kann bestimmt werden, indem der Term in der Klam-
mer von Gleichung (5.24) zu null gesetzt wird. Somit ergibt sich mit λ = 1550 nm und
w = 10,2 µm
ncl =
√√√√√n2co −
(
8λnco
6piw
) 2
3
≈ 2,846. (5.43)
Für nco wird der eﬀektive Brechungsindex n250 des 250 nm dicken Filmwellenleiters einge-
setzt. Der berechnete Wert von ncl entspricht dem eﬀektiven Index eines Filmwellenleiters,
bestehend aus dem in Siliziumdioxid eingebetteten Gitter. In der realen dreidimensionalen
Struktur entspricht dies einem Brechungsindex des Mantelmaterials von etwa 3,385 und ist
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Abbildung 5.24: Geometrie des optimierten 90◦-Hybrids mit den wichtigsten Entwurfspa-
rametern.
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damit geringfügig kleiner als der Brechungsindex von Silizium.
Die Wahl von ncl = 2,846 ändert ihrerseits die eﬀektive Breite, bei iterativer Berechnung
ändert sich der optimale Brechungsindex dadurch nicht wesentlich.
Der laterale Indexkontrast kann ebenfalls verringert werden, indem der seitliche Mantel nicht
vollständig, sondern nur partiell geätzt wird [87]. Der Phasenfehler wird jedoch nur bei pas-
sender Ätztiefe minimiert. In der verwendeten Technologie führt der für die Koppelgitter
verwendete 70 nm-Ätzschritt zu n180 = 2,69 und somit zu einem kleineren als dem erforder-
lichen Wert von 2,846. Dieser Ansatz mit 70 nm-Ätzschritt führt somit nur für MMIs mit
tSi = 220 nm zu sehr geringen Phasenfehlern. Für die dickere Siliziumschicht wäre jedoch eine
geringere Ätztiefe notwendig. Optimierungen mit seitlichem SWG für 220 nm dicke MMIs
ﬁnden sich in [88]. Hier werden Gitter mit einer Periode von 240 nm und 60 nm breiten
Gräben eingesetzt. Mit Blick auf die parallel zu der vorliegenden Arbeit stattﬁndende Tech-
nologieentwicklung werden für die Gitter möglichst einfach herzustellende Gitterstrukturen
gesucht. Ebenfalls soll kein zusätzlicher Ätzschritt eingeführt werden.
5.4.1 Filmwellenleiter mit Sub-Wellenlängen-Gitter
Mit den verfügbaren Prozessschritten ergeben sich prinzipiell drei Möglichkeiten für einen
aus zwei alternierenden Schichten bestehenden SWG-Filmwellenleiter. Aufgrund des hohen
benötigten Brechungsindexes des Materials wird die in Abbildung 5.25 abgebildete, in x-
Richtung unendlich ausgedehnte Variante mit partiellem 70 nm Ätzschritt zunächst bei
λ = 1550 nm untersucht. Die Simulationen erfolgen, wie in Abschnitt 5.1.3 beschrieben,
anhand von Berechnungen in FIMMWAVE/FIMMPROP und MATLAB. Real- und Imagi-
närteil des eﬀektiven Brechungsindexes der fundamentalen Bloch-Mode bei gleicher Länge
der Wellenleitersegmente, das heißt α = 0,5 sind in Abbildung 5.26 (links) aufgetragen.
Der Verlauf der Kurven kann in mehrere Bereiche aufgeteilt werden. Für Λ ≤ 260 nm wirkt
das Sub-Wellenlängen-Gitter als Material mit eﬀektiven Brechungsindex und nähert sich dem
eﬀektiven Index nB ≈ 2,8 nach Gleichung (3.2) bei kleiner Gitterperiode an. Der Imaginärteil
geht dabei gegen null.
Bei Λ ≈ 275 nm wirkt das SWG als Bragg-Spiegel. Dabei steigt der Imaginärteil von nB
an. Dieser Bereich kann als eindimensionale photonische Bandlücke betrachtet werden. Bei
größeren Werten von Λ wird die erste Beugungsordnung ausbreitungsfähig. Zunächst ist die
Beugungseﬃzienz noch gering, so dass sich die nullte Beugungsordnung ohne nennenswerte
Verluste ausbreiten kann.
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Abbildung 5.25: Untersuchter in x-Richtung unendlich ausgedehnter Filmwellenleiter mit
Sub-Wellenlängen-Gitter.
Zwischen den Bereichen, an den Bandkanten, weicht die Näherung nullter Ordnung deutlich
von den simulierten Werten ab. Hier ändert sich nB stark mit Λ und, wie Abbildung 5.26
(rechts) entnommen werden kann, auch mit der Wellenlänge λ. Für die Anwendung im opti-
mierten 90◦-Hybrid kann eine Gitterperiode links und rechts der Bandlücke gewählt werden.
Im ersten Fall wird der Einsatz des Gitters durch die in der Praxis kleinstmögliche herstell-
bare Strukturgröße, im zweiten Fall durch die steigenden Verluste durch Beugung begrenzt.
Bei konstantem Λ ist die spektrale Lage der Bandlücke abhängig von α.
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Abbildung 5.26: Links: Real- und Imaginärteil des eﬀektiven Indexes der ersten Bloch-
Mode des Filmwellenleiters mit partiell geätztem SWG bei α = 0,5.
Rechts: Spektraler Verlauf der entsprechenden Kurven bei Λ = 300 nm
bei verschiedenen Werten von α.
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5.4.2 Dimensionierung des seitlichen Sub-Wellenlängen-Gitters
Der benötigte eﬀektive Index von nB ≈ 2,846 kann durch die Wahl von α eingestellt werden.
Für die beiden Gitterperioden Λ = 300 nm und Λ = 200 nm betragen die der Abbildung 5.27
entnommenen Werte α = 0,31 und α = 0,33. Das hat zur Folge, dass Gräben der Breite
93 nm und 66 nm geätzt werden müssen. Für die Herstellung der Gitter jedoch sind Gräben
und Stege gleicher Breite und damit α = 0,5 von Vorteil. Eine weitere Möglichkeit, die Wel-
lenausbreitung zu beeinﬂussen, besteht in der Wahl der Breite des seitlichen SWGs. Bei der
Berechnung des Phasenfehlers der Moden φ˜νerr nach Gleichung (5.24) wird ein unendlich aus-
gedehnter seitlicher Mantel angenommen. Die Summe
∑
ν
∣∣∣φ̂νerr∣∣∣ des simulierten Phasenfehlers
φ̂νerr über einer endlichen Breite wcl des SWGs ist in Abbildung 5.27 (rechts) aufgetragen. Wie
in Abbildung 5.8 (links) ersichtlich werden bei entsprechend aufgeweiteten Ein- und Ausgän-
gen Moden höherer Ordnung nur sehr schwach angeregt werden. Deshalb werden alle Anteile
des Phasenfehlers nur bis zu Mode 12 berücksichtigt. Die Länge des MMIs beträgt in diesem
Fall 3
4
Lpi und ist damit abhängig von der Breite des SWGs. Die in Abbildung 5.27 (rechts)
abgelesenen optimalen Werte betragen wcl = 600 nm und wcl = 578 nm bei Λ = 300 nm
und Λ = 200 nm. Die berechnete Länge des MMIs beträgt dann LMMI = 208,33 µm und
LMMI = 208,94 µm. Durch eine ganzzahlige Anzahl an Gitterperioden weicht die tatsächliche
Länge leicht davon ab.
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Abbildung 5.27: Links: Realteil des eﬀektiven Brechungsindexes der ersten Bloch-Mode
des Filmwellenleiters mit partiell geätztem SWG in Abhängigkeit von α
bei λ = 1550 nm. Rechts: Summe
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∣∣∣φ̂νerr∣∣∣ bei variabler endlicher Breite
wcl.
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Abbildung 5.28: Simulierter Phasenfehler der Moden im MMI mit SWG bei verschiede-
nen Wellenlängen, für eine Länge von 208,34 µm (links) und 210,60 µm
(rechts). Bei der jeweiligen Zentralwellenlänge verschwindet der Phasen-
fehler der ersten 13 Moden nahezu vollständig. Für LMMI = 208,34 µm
und λ = 1550 nm ist
∣∣∣φ̂νerr∣∣∣ ≤ 8◦, daher bilden sich nahezu perfekte Selbst-
abbildungen aus.
5.4.3 Phasenfehler der Moden
Der resultierende Phasenfehler φ̂νerr bei verschiedenen Wellenlängen und Λ = 300 nm ist in
Abbildung 5.28 aufgeführt. Neben LMMI = 208,34 µm sind auch die entsprechenden Kurven
für einen längeren MMI mit LMMI = 210,6 µm dargestellt. Bei diesem längeren MMI zei-
gen erste fabrizierte Teststrukturen etwas bessere Eigenschaften. Auch stehen hierbei mehr
Teststrukturen zur Charakterisierung zur Verfügung. Die prinzipiellen Eigenschaften bei-
der MMIs sind absolut vergleichbar. Bei LMMI = 210,6 µm liegt die Zentralwellenlänge bei
λ ≈ 1537 nm.
5.4.4 Spektrale Eigenschaften
Die wellenlängenabhängige Einfügedämpfung des optimierten MMIs mit SWG ist in Abbil-
dung 5.29 wieder für die beiden im 90◦-Hybrid verwendeten Eingänge aufgetragen. In beiden
Fällen ist eine deutlich gleichförmigere Aufteilung des Eingangssignals auf die Ausgänge er-
kennbar. Dabei bleibt IL < 7 dB innerhalb eines spektralen Bereiches von 48 nm.
Die Zusatzdämpfung ist bei der optimierten Variante ebenfalls minimiert, wie aus Abbil-
dung 5.30 (links) ersichtlich ist. Innerhalb einer Bandbreite von 37 nm bleibt EL ≤ 0,5 dB.
Der minimale Wert beider Kurven beträgt dabei 0,03 dB. Die Phasendiﬀerenz zwischen den
Eingangssignalen ist in Abbildung 5.30 (rechts) abgebildet. Der Verlauf der Kurven ist ﬂacher
als im Falle des MMIs ohne SWG.
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Abbildung 5.29: Spektrum der Einfügedämpfung des optimierten 90◦-Hybrids für den Si-
gnaleingang (links) und den LO-Eingang (rechts).
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Abbildung 5.30: Links: Spektrum der zusätzlichen Verluste des optimierten 90◦-Hybrids
jeweils für den Signaleingang und den LO-Eingang. Rechts: Phasendiﬀe-
renz zwischen Datensignal und LO an den Ausgängen des 90◦-Hybrids.
Dies wird aus Abbildung 5.31 (links) durch einem geringeren Phasenfehler ersichtlich. Von
1480 nm - 1570 nm, damit in einer Bandbreite von mehr als 90 nm, erfüllt der optimierte
Hybrid den geforderten Phasenfehler < 5◦. Die in in Abbildung 5.31 (rechts) aufgetragene
Gleichtaktunterdrückung ist im Bereich von 1501 nm bis 1570 nm besser als −20 dB.
Das maximal erzielbare ER ist in Abbildung 5.32 (links) jeweils für die verschiedenen Aus-
gänge des Hybrids abgebildet. Im Falle des optimierten Hybrids wird ER ≥ 20 dB an allen
Ausgängen in einem Spektralbereich von mehr als 73 nm erreicht. Zusammenfassend sind
die jeweils minimalen Werte von ER und |CMRR| in Abbildung 5.32 (rechts) aufgetragen.
5.4.5 Erweiterung der Bandbreite
Für die Herstellung ist die gewählte Gitterperiode von Λ = 300 nm des zur Optimierung
eingesetzten Sub-Wellenlängen-Gitters vorteilhaft. Das dispersive Verhalten des eﬀektiven
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Abbildung 5.31: Links: Phasenfehler der einzelnen Ausgänge des optimierten 90◦-Hybrids
in Abhängigkeit der Wellenlänge. Rechts: Spektrum der Gleichtaktunter-
drückung.
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Abbildung 5.32: Links: Erzielbares ER der einzelnen Ausgänge des optimierten 90◦-
Hybrids in Abhängigkeit der Wellenlänge. Rechts: Minimale Werte aller
Ausgänge für ER und |CMRR|.
Brechungsindexes der fundamentalen Bloch-Mode ist jedoch für λ im Bereich von 1550 nm
bis 1600 nm stärker nichtlinear ausgeprägt, da sich die Wellenlängen nahe der Bandlücke
beﬁnden. Bei einer deutlich kleineren Gitterperiode von Λ ≤ 200 nm ist die Bandlücke weiter
von dem betrachteten Spektrum entfernt. Für die Funktion des Hybrids ist das von Vorteil.
Die Bandbreiten bezüglich des Phasenfehlers und der Gleichtaktunterdrücken können so auf
111 nm und 75 nm erweitert werden.
5.4.6 Vergleich mit veröffentlichten Hybriden
Eine Auswahl veröﬀentlichter Hybride sowie deren optische Eigenschaften, soweit verfügbar,
ﬁndet sich in Tabelle 5.1. Die Tabelle enthält ausschließlich Simulationsergebnisse. Neben
verschiedenen Hybriden in Silizium sind ebenfalls zwei Varianten in einer Technologie mit
Gallium-Indium-Arsenid-Phosphid (GaInAsP) und InP aufgeführt. Alle Koppler erfüllen die
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Bedingung bezüglich der zulässigen maximalen Phasenabweichungen im C-Band. Gegenüber
dem Hybrid auf 4 µm Silizium weisen beide hier vorgestellten Koppler geringere Verluste
auf. Zudem ist der Platzbedarf wesentlich geringer. Der Koppler auf 220 nm Silizium in [89]
entspricht von Aufbau und Dimensionen her der ersten in dieser Arbeit vorgestellten Variante.
Dabei sind dessen maximale Verluste im C-Band etwas geringer als die des hier vorgestellten,
auf λ = 1,55 µm optimierten Bauelements. Jedoch wird innerhalb einer Bandbreite von
37 nm ein EL < 0,5 dB erzielt. Durch geringe Variation der Länge des MMIs könnte die
Zentralwellenlänge so verschoben werden, dass auch im C-Band EL < 0,5 dB erzielt werden
kann.
Im Vergleich zu dem MMI mit SWG aus [88] weisen die hier entworfenen optimierten Hybride
zwar eine etwas geringere Bandbreite bezüglich des Phasenfehlers auf, jedoch eine um bis
zu 9 nm größere Bandbreite hinsichtlich der Gleichtaktunterdrückung. Dies vergrößert die
gesamte nutzbare Bandbreite. Für einen fairen Vergleich muss jedoch beachtet werden, dass
der MMI in [88] mit 7,7 µm schmaler und aufgrund der ähnlichen Technologie vermutlich
kürzer ist.
Ebenso vergleichbar ist der optimierte Entwurf mit zwei MMIs auf einer GaInAsP/InP-
Technologie mit seitlichem Mantel aus Siliziumdioxid. Daher ist der Platzbedarf in diesem
Fall recht gering. Zum Vergleich belegt ein MMIs in InP ohne Mantel aus Siliziumdioxid eine
Fläche von 21,4 µm x 950 µm in [90]. Die zweite Variante mit größerer Bandbreite in [91] ist
ein spezieller Entwurf, bestehend aus zwei verschachtelten MMIs sowie einem zusätzlichen
Phasensteller.
Über einen Hybrid mit dieser Topologie in Silizium wird in [92] berichtet. Die nutzbare ge-
messene Bandbreite ist dabei auf 30 nm im C-Band beschränkt, bei einer benötigten Fläche
von 18 µm x 187,5 µm und 6 µm x 126,5 µm für die MMIs. Der für hohe Leistungsfähig-
keit benötigte Phasensteller ist als parabolisch geformter Wellenleiter ausgeführt. Hierbei
wird eine hohe Genauigkeit in der Herstellung benötigt. Ein Vorteil dieses Konzeptes ist die
Tatsache, dass jeweils komplementäre Ausgänge benachbart sind.
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Tabelle 5.1: Übersicht und Vergleich veröﬀentlichter 90◦-Hybrids (Simulationen)
Diese Arbeit [93] [89] [88] [91] [91]
Technologie 250 nm Si 4 µm Si 220 nm Si 220 nm Si 300 nm GaInAsP/InP
min. EL 0,17 dB 0,03 dB 0,03 dB ≈ 0,35 dB∗ k.A. k.A. k.A.
EL (C-Band) 0,78 dB 1,2 dB 0,54 dB < 1 dB 0,46 dB k.A. k.A. k.A.
BW EL < 0,5 dB 37 nm 36 nm 36 nm 20 nm k.A. k.A. k.A. k.A.
BW |ϕmerr| ≤ 5◦ 63 nm 90 nm 89 nm k.A. k.A. 100 nm 71 nm 103 nm
|ϕmerr| ≤ 5◦ (C-Band) ja ja ja ja ja ja ja ja
BW CMRR ≤ −20 dB 67 nm 69 nm 68 nm k.A. k.A. 60 nm k.A. k.A.
Breite 10 µm 11,2 µm 11,2 µm k.A. 10 µm 7,7 µm 12 µm 18 µm
Länge 186,4 µm 210,6 µm 208,34 µm 1,6/2,4 mm 186 µm k.A. 300 µm 375 µm
Besonderheiten SWG SWG SWG ∗∗
∗ Aus Diagramm abgelesen.
∗∗ Aus einen 2x4-MMI und einem 2x2-MMI aufgebauter 90◦-Hybrid.
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5.5 Variables optisches Dämpfungsglied
Spannungsgesteuerte variable optische Dämpfungsglieder können auf verschiedene Art und
Weise in SOI zu realisiert werden, beispielsweise durch Variation freier Ladungsträger oder
über thermisch abgestimmte Richtkoppler. In diesem Abschnitt wird eine Variante eines
VOAs beziehungsweise eines variablen Leistungsteilers basierend auf MMIs untersucht. Hier-
bei sind verschiedene Varianten möglich, die auf sehr ähnlicher Funktionsweise beruhen. Wie
bei den ungleichförmigen Leistungsteilern mit schmetterlingähnlichem Umriss werden auch
hier Selbstabbildungen phasenverzögert, so dass bei Interferenz zweier oder mehrerer Selbst-
abbildungen die Leistung entsprechend der Phasendiﬀerenz eingestellt werden kann. Ein
Ansatz, die gewünschte Funktionalität direkt in einem MMI zu realisieren, wird in [94] auf
einer InGaAsP/InP Technologie vorgestellt. Hier werden jeweils zwei der vierfachen Selbst-
abbildungen in der Mitte eines 2x2-MMIs verzögert, indem der Brechungsindex lokal durch
Variation der Ladungsträgerkonzentration verändert wird. Dieses Prinzip lässt sich jedoch
nicht auf die hier eingesetzten MMIs übertragen, da die Bauelemente kleiner sind und große
Änderungen des Brechungsindexes erforderlich sind. Dies kann mittels Plasmadispersions-
eﬀekt in Silizium nicht erzielt werden. Über den thermo-optischen Eﬀekt kann n in einem
größeren Bereich variiert werden. Aufgrund der hohen thermischen Leitfähigkeit in Silizium
ist es jedoch nicht möglich, den MMI lokal hinreichend zu beheizen.
Aus diesen Gründen wird hier der Ansatz zweier seriell geschalteter 2x2-MMIs verfolgt, zwi-
schen denen durch thermisch abstimmbare, einmodige Verzögerungsleitungen in beiden Pfa-
den die Phasenverschiebungen ϕ˜1 und ϕ˜2 eingebracht werden. Mathematisch beschrieben
wird das gesamte Bauelement durch
 ~Ψout1
~Ψ
out
2
 = T 2x2T wgT 2x2
 ~Ψin1
~Ψ
in
2
 . (5.44)
Dabei ist T 2x2 die Transmissionsmatrix des 2x2-MMIs nach Gleichung (4.30) und T wg ei-
ne Diagonalmatrix, die die Phasenänderung in den Verzögerungsleitungen beinhaltet. Die
Koeﬃzienten ~Ψ
in
1 , ~Ψ
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2 ,~Ψ
out
1 und ~Ψ
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Abbildung 5.33: Links: IL(λ) des auf paarweiser Interferenz beruhenden 2x2-MMIs für ein
Signal an Eingang 1. Rechts: Normierte Leistung p an den Ausgängen
für ein Eingangssignal am ersten Eingang. Dabei wird eine Dämpfung
von 3 dB/cm (durchgezogene Linien) und 12 dB/cm (gestrichelte Linien)
angenommen.
Nicht berücksichtigt ist hierbei der konstante Phasenterm der ungestörten Verzögerungslei-
tung. Die Leistung an einem Eingang kann nun durch Wahl von ∆ϕ˜ in einem beliebigen
Verhältnis auf beide Ausgänge aufgeteilt werden. Für ∆ϕ˜ = 0 wird die Leistung kreuzweise
von Eingang 1 auf Ausgang 2 und entsprechend von Eingang 2 auf Ausgang 1 gekoppelt.
In Abbildung 5.33 (links) ist die Einfügedämpfung IL(λ) des eingesetzten 3-dB-Kopplers
bei Verwendung des 1. Eingangstores aufgetragen. Entsprechende Kurven für den zweiten
Eingang ergeben sich aus der Symmetrie. Der MMI der Größe 5 µm x 30 µm beruht auf
paarweiser Interferenz, wIO beträgt 1,2 µm. In der Theorie wird nur die maximal einstellbare
Dämpfung bei Verwendung von Eingang 1 und Ausgang 1 beziehungsweise Eingang 2 und
Ausgang 2 durch die ungleichförmige Aufteilung in den MMIs beschränkt, jedoch nicht bei
Verwendung kreuzgekoppelter Ein- und Ausgänge. In der Praxis wird in diesem Fall die
maximal einstellbare Dämpfung durch unterschiedliche Verluste der Verzögerungsleitungen
und durch Unterschiede der hergestellten MMIs begrenzt.
In dem verwendeten Herstellungsprozess kann nur die Aluminiumlegierung AlSiCu mit einer
hohen elektrischen Leitfähigkeit für die Heizelemente eingesetzt werden. Um den notwendi-
gen Strom und insbesondere die Stromdichte zu begrenzen, werden sehr lange Metallbahnen
als Heizungen verwendet. Darunter beﬁnden sich jeweils 1100 µm lange, spiralförmig ge-
führte Verzögerungsleitungen. Der minimale Kurvenradius beträgt 10 µm, der Platzbedarf
jeweils 160 µm x 72 µm. Die simulierten Ausgangsleistungen bei einem Eingangssignal an
Tor 1 ist in Abbildung 5.33 (rechts) als Funktion von ∆ϕ˜ aufgetragen. Die minimale Ein-
fügedämpfung beträgt 0,89 dB, die sich auf jeweils 0,28 dB der beiden MMIs und 0,33 dB
der Verzögerungsleitungen aufteilt. Dabei wird von Verlusten der Wellenleiter in Höhe von
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3 dB/cm in der aktuellen Technologie ausgegangen. In früheren Prozessen liegen die Verluste
mit ungefähr 12 dB/cm deutlich höher, damit ergibt sich eine minimale Einfügedämpfung
von 1,88 dB. Ähnlich wie die 90◦-Hybride können auch diese Koppler mittels seitlicher Sub-
Wellenlängengitter hinsichtlich minimaler Verluste optimiert werden. Zur maximalen Aus-
steuerung, das heißt ∆ϕ˜ = pi, ist eine Änderung des eﬀektiven Indexes der Grundmode um
0,7 · 10−4 erforderlich. Das entspricht einer Änderung der Temperatur um ungefähr 4 K.
Variable Dämpfungsglieder mit deutlich kürzeren Verzögerungsleitungen sind ebenfalls mög-
lich. Dadurch verringern sich die optischen Verluste, die benötigte lokale Temperaturände-
rung wird entsprechend größer. Bei einer 55 µm langen Verzögerungsleitung beispielsweise
wäre eine Änderung der Temperatur um 80 K erforderlich, was zu vertreten wäre.
5.6 Wellenleiter mit Sub-Wellenlängen-Gitter
Die Simulationsmethode zur Berechnung von Bloch-Moden kann ebenfalls auf einmodige
Wellenleiter mit Sub-Wellenlängen-Gitter angewandt werden, die aufgrund der Strukturie-
rung und der auftretenden Querschnitte nur eine oder wenige Moden führen. In diesem
Fall sind die Berechnungen der Moden mittels Eﬀektiv-Index Methode jedoch nicht genau,
da dabei nicht die vollvektorielle, sondern nur eine reduzierte Wellengleichung gelöst wird
[72]. Für eine hohe Genauigkeit werden Simulationen der dreidimensionalen Gitterstruktur
benötigt.
Der Aufwand der Simulationen steigt dadurch deutlich, da die Berechnung der Moden auf-
wändiger ist, und eine Vielzahl an Moden benötigt wird, um die auftretenden Felder mit
hoher Genauigkeit darzustellen. Um die schnell oszillierenden Felder von Moden sehr ho-
her Ordnung darzustellen, ist eine ausreichend hohe räumliche Auﬂösung in der Simulation
notwendig. Dies gilt insbesondere, wenn das Simulationsfenster bei der EME klein gehalten
wird.
Simulationen für die beiden in Abbildung 5.34 (links) dargestellten Wellenleiter mit 70 nm
und mit vollständigem 250 nm Ätzschritt sind für verschiedene Gitterperioden und α = 0,5
durchgeführt. Dabei sind beide Wellenleiter einmodig.
Abbildung 5.34 (rechts) zeigt die spektralen Verläufe des Brechungsindexes der fundamen-
talen Bloch-Mode für den Wellenleiter mit partiellem Ätzschritt. Die Wellenleiter können
bis etwa Λ = 300 nm im betrachteten Spektralbereich als homogene Wellenleiter betrachtet
werden. Bragg-Reﬂektion tritt im Wellenleiter mit Λ = 350 nm auf, jedoch nur in einem
relativ kleinen Wellenlängenbereich. Die Ausbreitung des Lichts wird durch den steigenden
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Abbildung 5.34: Links: Geometrie der beiden untersuchten periodisch strukturierten Wel-
lenleiter. Rechts: Eﬀektiver Index der fundamentalen Bloch-Mode in den
Wellenleitern mit partiellem Ätzschritt für verschiedene Werte von Λ.
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Abbildung 5.35: Links: Gruppenindex der fundamentalen Bloch-Mode im Wellenleitern
mit partiellem Ätzschritt. Rechts: Eﬀektiver Index der fundamentalen
Bloch-Mode im Wellenleiter mit vollständigem Ätzschritt für verschiede-
ne Werte von Λ. Durchgezogene Linien kennzeichnen den Realteil, gestri-
chelte Linien den Imaginärteil.
Imaginärteil des eﬀektiven Indexes verhindert. Für Λ = 400 nm kann sich die Grundmode
ohne nennenswerte Verluste ausbreiten, jedoch steigen die Verluste bei kleinen Wellenlängen
an. Der Imaginärteil der Moden wird auch im theoretisch verlustfreien Fall für sehr kleine
Λ nicht zu Null. Insbesondere in dreidimensionalen Simulationen ist es durch die beschränk-
te Anzahl an Moden nicht möglich, die auftretenden Felder exakt zu beschreiben. Somit
verschwindet der Imaginärteil auch verlustlos geführter Moden nicht vollständig.
Der berechnete Gruppenindex ist für ausbreitungsfähige Wellenlängen in Abbildung 5.35
(links) dargestellt. Nicht dargestellt ist der Bereich innerhalb der Bandlücke. An den Band-
kanten steigt der Gruppenindex an und nimmt imMaximum einenWert von ungefähr 11,6 an.
Die Simulationsparameter, insbesondere die Größe des Simulationsfensters und die Anzahl
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der Moden beeinﬂussen den berechneten Gruppenindex stärker als die berechneten eﬀekti-
ven Indizes. Um das dispersive Verhalten des Wellenleiters genau zu simulieren, ist es hier
besonders wichtig, die auftretenden Felder möglichst genau über geführte und strahlende
Moden nachzubilden.
In dem Wellenleiter mit vollständigem Ätzschritt verhält sich die Gitterstruktur auch bei
größeren Gitterperioden Λ noch wie ein homogener Wellenleiter. Den spektralen Verlauf der
eﬀektiven Indizes zeigt Abbildung 5.35 (rechts). Der Grund hierfür ist, dass die eﬀektive
Wellenlänge im Medium durch den geringeren Anteil an Silizium größer ist. Eine Bandlücke
bei λ < 1500 nm bildet sich erst für Λ = 400 nm aus, dort steigt der Imaginärteil des
eﬀektiven Index. Das Licht kann sich nicht im Wellenleiter ausbreiten, und wird reﬂektiert.
Ebenfalls ersichtlich ist, dass der eﬀektive Index auch bei kleinen Gitterperioden eine größere
Abhängigkeit von Λ aufweist. Durch die Strukturierung dieses Wellenleiters kann es sein, dass
er geringere Verluste im Vergleich zu geraden Wellenleitern aufweist. Der Grund dafür sind
geringere Feldstärken an den rauen Seitenwänden. Zudem wird die Interaktionslänge mit den
Seitenwänden verkürzt [95].
Bloch-Moden unterscheiden sich sowohl im eﬀektiven Index als auch im Feldproﬁl von den
Wellenleitermoden. Wird ein herkömmlicher Wellenleiter direkt mit einem solchen struktu-
rierten Wellenleiter verbunden, wird die Bloch-Mode nur mit einem Teil der Gesamtleistung
angeregt. Zusätzlich wird jedoch ein Teil des Lichts reﬂektiert oder abgestrahlt. Um dies zu
vermeiden, wird ein kontinuierlicher Übergang zwischen den beiden Wellenleitern benötigt.
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6 Messergebnisse
Zur Charakterisierung der in Kapitel 5 vorgestellten Bauelemente werden Teststrukturen
entworfen und in mehreren Technologiedurchläufen hergestellt. Für die Strukturierung der
partiell geätzten Gräben kommt dabei stets die Elektronenstrahlbelichtung zum Einsatz,
während für den vollständigen Ätzschritt sowohl Elektronenstrahlbelichtung als auch Mas-
kenbelichtung eingesetzt werden. Im Folgenden werden zunächst der verwendete Messaufbau
sowie die dabei eingesetzten Geräte vorgestellt. Die grundlegende Struktur zur Kalibrierung
der Messungen wird in Abschnitt 6.2 eingeführt. Anschließend folgen die Messergebnisse und
die daraus bestimmten Kenngrößen für die beiden entworfenen 90◦-Hybride. Abgeschlossen
wird das Kapitel mit den Ergebnissen zu dem variablen optischen Dämpfungsglied in Ab-
schnitt 6.7 sowie zu den Wellenleitern mit Sub-Wellenlängen-Gittern in Abschnitt 6.8.
6.1 Messaufbau
Die eingesetzte Messtechnik stammt von der Firma Agilent und besteht aus dem Mainframe
Agilent 8164B und mehreren Einschüben. Als Laserquelle kommt der im Bereich von 1460 nm
bis 1580 nm stimmbare Laser Agilent 81682A mit einer spektralen Auﬂösung von 0,1 pm zum
Einsatz. Die Seitenmodenunterdrückung wird im Datenblatt größer als 40 dBc angegeben.
Das Verhältnis der Signalleistung zur Leistung durch spontane Emission in einem Bereich
von ±3 nm um die Laserlinie wird mit ≥ 35/40/45 dB angegeben. Der Ausgang des Lasers ist
mit einem fasergebundenen Polarisationssteller verbunden. Das kontrolliert gebrochene Ende
einer weiteren Faser wird mittels eines Faserhalters mit einstellbarem Winkel über dem Chip
positioniert, um das Signal nahezu vertikal über das Beugungsgitter in den Wellenleiter zu
koppeln. Über dem ausgangsseitigen Beugungsgitter beﬁndet sich eine weitere Faser, die mit
einem Messkopf des Typs Agilent 81625A verbunden ist. Dieser ist über den Einschub Agilent
81619A mit dem Mainframe verbunden, über welchen der gesamte Messvorgang gesteuert
wird. Die Messung wird von einem Computer über MATLAB angestoßen und ausgewertet.
Die grobe Positionierung der Fasern erfolgt über Stelltische mit Mikrometerschrauben. Zur
feinen Positionierung werden piezoelektrische Steller eingesetzt. Um eine hohe Wiederhol-
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Abbildung 6.1: Links: Zwei über Beugungsgittern ausgerichtete Glasfasern. Rechts: Ausge-
richtete Glasfasern in Immersionsöl (oben), Teststruktur zur Kalibration
(unten).
genauigkeit zu erreichen, sind alle verwendeten Fasern ﬁxiert, um Änderungen der Pola-
risation durch Faserbewegungen bestmöglichst zu verhindern. Die Mikroskopaufnahme in
Abbildung 6.1 (links) zeigt die über zwei Gitter positionierten Fasern.
6.2 Referenzstruktur
Zur Kalibration sind auf jedem Chip mehrere Teststrukturen, bestehend aus zwei Beugungs-
gittern, Tapern und einem kurzen Stück Wellenleiter, vorhanden. Die damit bestimmte Ein-
fügedämpfung beinhaltet sämtliche Verluste in dem faseroptischen Teil des Versuchsaufbaus
einschließlich Koppelverluste und Dämpfung in den Tapern. Zusätzlich beﬁnden sich auf den
Chips Wellenleiter unterschiedlicher Länge, um deren Verluste bestimmen zu können. Die Mi-
kroskopaufnahme in Abbildung 6.1 rechts unten zeigt exemplarisch eine solche Teststruktur
mit fokussierenden Beugungsgittern.
Die Positionierung der Faser erfolgt auf maximale Transmission. Es wird die durch Beu-
gungsgitter und Faserwinkel deﬁnierte Wellenlänge maximaler Koppeleﬃzienz eingestellt.
Dadurch ist eine sehr hohe Wiederholgenauigkeit im spektralen Bereich um diese Wellen-
länge möglich. Bei größerer Abweichung von der Positionierwellenlänge verringert sich die
Wiederholgenauigkeit. Oﬀensichtlich sind die Toleranzen der Positionierung im Bereich ma-
ximaler Transmission am größten.
Durch ein Immersionsöl mit einem ähnlichem Brechungsindex wie Siliziumdioxid werden
Reﬂexionen im Luftspalt zwischen dem gebrochenen Glasfaserende und der Chipoberﬂäche
minimiert. Unter dem Mikroskop werden dann der Glasfaserkern sowie das darunterliegende
Beugungsgitter sichtbar. Eine Aufnahme dazu zeigt Abbildung 6.1 (rechts oben).
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6.3 Teststrukturen für die 90°-Hybride
Die Charakterisierung der Hybride erfolgt anhand von Teststrukturen wie in Abbildung 6.2
dargestellt. Auf den gezeigten Fotos sind die Hybride mit seitlichem Mantel aus Silizium-
dioxid erkennbar. Im ersten Fall wird die Transmission aller Kombinationen von Ein- und
Ausgangswellenleitern vermessen. Anhand der Ergebnisse werden Einfügedämpfung, Zusatz-
dämpfung und Gleichtaktunterdrückung bestimmt.
In der zweiten Teststruktur wird der 90◦-Hybrid in eine Interferometeranordnung mit Ver-
zögerungsleitung eingebaut. Das eingekoppelte Licht wird in einem 3-dB-Koppler in zwei
unterschiedlich lange Pfade aufgeteilt und anschließend den jeweiligen Eingängen von Da-
tensignal und LO zugeführt. Durch die Diﬀerenz ∆L der zurückgelegten Weglängen ergibt
sich eine wellenlängenabhängige Phasendiﬀerenz zwischen beiden Eingangssignalen. An den
Ausgängen des MMIs kann man bei Variation der Wellenlänge ein Interferenzmuster aus ab-
wechselnden Minima und Maxima der Transmission messen. Der freie Spektralabstand (free
spectral range, FSR) gibt den Abstand zwischen einem Minimum bei λ0 und einem benachbar-
ten Minimum an und ist abhängig von ∆L. Mit dem Gruppenindex ng der Wellenleitermode
bei λ0 gilt
FSR ≈ λ
2
0
ng∆L
. (6.1)
Aus dem FSR sowie den spektralen Lagen λi der Minima werden die Phasen bestimmt, unter
denen die Eingangssignale interferieren.
Abbildung 6.2: Teststrukturen zur Charakterisierung der 90◦-Hybride .
6.4 Charakterisierung des 90°-Hybrids mit Mantel aus
Siliziumdioxid
Bei den charakterisierten 90◦-Hybriden mit tiefer Seitenätzung erfolgt die Belichtung für den
partiellen Ätzschritt mittels Elektronenstrahllithographie, für den vollständigen Ätzschritt
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Abbildung 6.3: Gemessenes Spektrum der Einfügedämpfung des 90◦-Hybrids für den Ein-
gang des Datensignals (links) und Eingang des Lokaloszillators (rechts).
mittels Fotolithographie. Auf den Chips betragen die gemessenen Verluste der Wellenleiter
ungefähr 12 dB/cm.
Die Kopplung von Faser und Wellenleiter erfolgt hierbei über gekrümmte, fokussierende Beu-
gungsgitter. Bei den Messungen ist der Winkel der Fasern so gewählt, dass sich das Maximum
der Einkopplung bei λ = 1540 nm beﬁndet. Die gemessenen Kurven der Einfügedämpfung,
jeweils getrennt für den Eingang des Datensignals sowie für den Eingang des Lokaloszillators,
sind in Abbildung 6.3 dargestellt. In den Messkurven sind bereits die Verluste durch Fasern
und Einkopplung rechnerisch entfernt. Der qualitative Verlauf entspricht sehr gut den simu-
lierten Kurven in Abbildung 5.15, für den Eingang des Datensignals etwas besser als für den
Eingang des Lokaloszillators.
Auﬀällig ist, dass die minimale Einfügedämpfung in der Messung teilweise für alle Kurven
unter 6 dB fällt, was rein physikalisch nicht möglich ist. Ein Grund hierfür liegt in der ver-
fügbaren Teststruktur für die Referenzmessung, die einen etwa 350 µm längeren Wellenleiter
beinhaltet als die Zuleitungen zu dem Hybrid. Somit ergibt sich eine zusätzliche Dämpfung
in der Referenzstruktur um ungefähr 0,4 dB. Eine weitere Auﬀälligkeit ist der Knick der
Kurven bei λ ≈ 1562 nm. Dieser taucht in den Messkurven des Hybrids nicht auf, jedoch
in der Referenzmessung. Der Grund hierfür liegt vermutlich in der Herstellung und ist mög-
licherweise auch die Ursache für die leicht erhöhte Einfügedämpfung der Referenzstruktur.
Die Berechnung der Zusatzdämpfung ist somit nicht zuverlässig möglich.
Abbildung 6.4 (links) zeigt die aus den gemessenen Kurven berechnete Gleichtaktunter-
drückung. Der qualitative Verlauf stimmt ebenfalls gut mit den simulierten Kurvenverläufen
überein. Einzig die Kurve der Quadratur-Komponente weicht bei Verwendung des Signalein-
gangs von dem simulierten Verlauf ab und nimmt im Bereich um 1550 nm etwas schlechtere
Werte an als simuliert. Die gemessenen Kurven der IL weisen keinen glatten Verlauf wie
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Abbildung 6.4: Links: Gemessene Gleichtaktunterdrückung des 90◦-Hybrids für den Ein-
gang des Datensignals und den Eingang des Lokaloszillators. Rechts: Die
zugehörigen Kurven nach dem Fit.
in den Simulationen auf. Ursachen können Reﬂexionen im Messaufbau oder auch Kopplung
zwischen Moden an bei der Herstellung entstandenen Störstellen sein. Die Berechnung der
Gleichtaktunterdrückung und damit die Bestimmung der nutzbaren Bandbreite des Hybrids
wird dadurch erschwert. Für die Kurven in Abbildung 6.4 werden zunächst die Messwerte der
IL mit einem Polynom 11. Grades approximiert und anschließend die CMRR bestimmt. Die
so bestimmte nutzbare Bandbreite beträgt 43,5 nm beziehungsweise 41,7 nm ohne Fit.
Bei dem eingesetzten Interferometer zur Bestimmung der Phasen beträgt der Unterschied
der Weglängen ∆L = 745 µm. Dabei legt das Licht auf dem Weg zum Eingang des LOs
die weitere Strecke zurück. Ein Ausschnitt aus dem Transmissionsspektrum ist in Abbil-
dung 6.5 (links) aufgetragen. Durch die lange Verzögerungsleitung ergibt sich ein kleiner
freier Spektralabstand von FSR ≈ 0,74 nm. Damit stehen viele Messpunkte zur Auswertung
der Phasenlagen zur Verfügung. Die zusätzlichen Verluste von ≈ 0,9 dB beeinﬂussen jedoch
das in Abbildung 6.5 (rechts) dargestellte gemessene ER wesentlich. Insbesondere im Bereich
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Abbildung 6.5: Links: Ausschnitt aus dem gemessenen Transmissionsspektrum des in ein
Interferometer eingebetteten Hybrids. Rechts: Dabei erzieltes ER.
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Abbildung 6.6: Links: Direkt aus dem gemessenen Transmissionsspektrum bestimmte Pha-
senfehler an den Ausgängen des Hybrids. Rechts: Nach der Approximation
bestimmte Phasenfehler.
um 1520 nm - 1540 nm weichen die vier Kurven stark voneinander ab, da die Imbalance an
den Ausgängen 1 und 2 noch größer wird, während sie für Ausgang 3 klein bleibt und sich
an Ausgang 4 sogar verringert.
Insbesondere bei großem ER verhindert die begrenzte Seitenmodenunterdrückung sowie das
Rauschen die Bestimmung der genauen Wellenlänge λi. Des Weiteren kann bei der Einkopp-
lung gestreutes Licht die Messung stören. In einer ersten Auswertung werden die λi direkt
aus der Messung bestimmt. In einer zweiten Auswertung werden die Messkurven in einem
Bereich um die bereits bestimmten λi durch eine Funktion mit variablen Parametern ange-
nähert. Anschließend wird die Lage der Minima dieser Funktion zur Berechnung der Phasen
verwendet. Als Approximationsfunktion wird
g(λ, b1, b2, b3) = 10 log
(∣∣∣b1 + b2e j 2piλ ∆L(neff(λ)+b3)∣∣∣2) (6.2)
angesetzt. Durch die Parameter b1 und b2 können die beiden unterschiedlichen Amplituden
der interferierenden Felder sowie Verluste berücksichtigt werden. Der Verlauf von neff(λ)
der Mode wird in FIMMWAVE berechnet. Durch b3 kann der eﬀektive Index für alle λ
gleichmäßig variiert werden, um beispielsweise Abweichungen der Wellenleiterbreite auf dem
hergestellten Chip berücksichtigen zu können. Die Auswertung erfolgt dabei nicht über die
gesamte Messkurve, sondern einzeln über Abschnitte mit einer etwas geringeren Breite als
der freie Spektralabstand.
Der Vorteil der zweiten Methode liegt darin, dass viele Messwerte in die Bestimmung des Pha-
senfehlers eingehen und somit eine größere Genauigkeit erzielt werden kann. Abbildung 6.6
zeigt die mittels beider Verfahren bestimmten Phasenfehler.
Die nach der zweiten Methode bestimmten Kurven weisen einen weit weniger unruhigen
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Verlauf auf, jedoch ﬁnden sich auch hier viele Sprünge der Phase, die in den Simulationen
nicht auftreten. Die Ursache liegt vermutlich in dem zufällig verteilten Phasenfehler, den
die Wellenleiter aufgrund der Seitenwandrauheit einbringen. Ein Indiz dafür ist, dass die
Sprünge der Phasen mit verbesserter Technologie, das heißt bei geringeren Verlusten der
Wellenleiter, kleiner sind. Die nachgewiesene zusammenhängende Bandbreite mit maximal
5◦ Phasenfehler beträgt in diesem Fall 27 nm. Eine genauere Bestimmung ist unter diesen
Umständen mit der gewählten Messmethode nicht möglich.
6.5 Charakterisierung des 90°-Hybrids mit seitlichem
Sub-Wellenlängen-Gitter
Für einen fairen Vergleich mit der ersten Variante des Hybrids sollten die Messungen auf
den gleichen Chips durchgeführt werden. Insbesondere die gemessenen Einfügedämpfungen
des optimierten Hybrids weisen dort sehr unruhige Verläufe auf, was bei der Bestimmung
der Gleichtaktunterdrückung zu Problemen führt. Ein Unterschied im Layout ﬁndet sich am
Eingang der Hybride. Im Falle des optimierten Hybrids sind nur zwei Eingänge mit Wellen-
leitern verbunden anstatt vier. Möglicherweise stören Reﬂexionen im MMI deren korrekte
Charakterisierung. Auf früheren Chips sind beide Hybride mit nur zwei Eingängen verbun-
den. Die Kurven der IL sind vergleichbar unruhig, so dass dieses Problem nicht auf das
seitliche SWG zurückzuführen ist.
Bei den im Folgenden gezeigten Messungen erfolgt die Belichtung der Chips ausschließlich
mittels Elektronenstrahllithographie. Durch die verbesserte Herstellung betragen die gemes-
Abbildung 6.7: Links: Aufnahme vom Eingangsbereich des Hybrids mit seitlichem Sub-
Wellenlängen-Gitter mit einem Rasterelektronenmikroskop. Rechts: Ver-
größerter Bildausschnitt des seitlichen Gitters. ©IMS CHIPS
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Abbildung 6.8: Gemessene Spektren der Einfügedämpfung des optimierten 90◦-Hybrids für
den Eingang des Datensignals (links) und den Eingang des Lokaloszillators
(rechts).
senen Verluste der Wellenleiter ungefähr 3 dB/cm. Für die Charakterisierung des MMIs der
Länge 210,6 µm ist der Faserwinkel so gewählt, dass die Wellenlänge maximaler Kopplung
bei λ ≈ 1520 nm liegt. In diesem Fall sind die Zuleitungen des Hybrids um etwa 200 µm
länger als der Referenzwellenleiter. Die zusätzliche, nicht rechnerisch entfernte Dämpfung
beträgt jedoch lediglich 0,06 dB.
Mit einem Rasterelektronenmikroskop wurden am Institut für Mikroelektronik Stuttgart
Bilder der hergestellten Bauelemente aufgenommen. Abbildung 6.7 (links) zeigt den Eingang
des Hybrids sowie die vier Wellenleiter mitsamt Tapern. Zusätzlich ist in Abbildung 6.7
(rechts) in einem vergrößerten Ausschnitt das sehr sauber geätzte seitliche Sub-Wellenlängen-
Gitter erkennbar. Für die Aufnahmen ist das obenliegende Oxid entfernt. Die Wellenleiter
und der MMI sind noch teilweise davon bedeckt.
Abbildung 6.8 zeigt die gemessenen Einfügedämpfungen. Der Verlauf der Kurven deutet
darauf hin, dass sich die Qualität der Selbstabbildungen im Vergleich zum vorigen Hybrid
verbessert hat. Sowohl der qualitative als auch der quantitative Verlauf der gemessenen und
der simulierten Kurven ist wieder sehr ähnlich, jedoch ist die Zentralwellenlänge des gemes-
senen Hybrids um ungefähr 15 nm zu kleineren Wellenlängen verschoben. Daher sind die
dargestellten Messkurven auf den Bereich von 1480 nm - 1580 nm erweitert. Eine mögliche
Ursache dieser Verschiebung könnte beispielsweise eine um ungefähr 7 nm dünnere Silizium-
schicht als angenommen sein. Der prinzipielle Verlauf der Kurven ändert sich dadurch jedoch
auch in der Simulation nicht wesentlich.
Die aus den Messungen berechnete Gleichtaktunterdrückung ist in Abbildung 6.9 sowohl di-
rekt aus den Messwerten als auch aus den approximierten Verläufen dargestellt. Der Vergleich
zu den simulierten Kurven ist schwierig, da bei sehr gutem CMRR bereits Schwankungen
6.5 Charakterisierung des 90°-Hybrids mit seitlichem Sub-Wellenlängen-Gitter 99
1480 1500 1520 1540 1560 1580
−80
−70
−60
−50
−40
−30
−20
−10
λ/ nm→
C
M
R
R
/
d
B
→
SI-I SI-Q
LO-I LO-Q
1480 1500 1520 1540 1560 1580
−80
−70
−60
−50
−40
−30
−20
−10
λ/ nm→
C
M
R
R
/
d
B
→
SI-I SI-Q
LO-I LO-Q
Abbildung 6.9: Links: Aus den Messkurven berechnete Gleichtaktunterdrückung des 90◦-
Hybrids für den Eingang des Datensignals und den Eingang des Lokalos-
zillators. Rechts: Aus den approximierten Kurven berechnete Gleichtakt-
unterdrückung.
der Messkurven um < 0,1 dB das berechnete CMRR stark beeinﬂussen. Die Verläufe der
in der Theorie identischen Kurven SI-Q und LO-I weisen in dieser Messung ebenfalls große
Ähnlichkeit auf. Die aus den approximierten Kurven bestimmte Bandbreite bezüglich der
CMRR beträgt 61 nm, und liegt nur geringfügig unter dem simulierten Wert von 69 nm.
Die minimale in Abbildung 6.10 (links) abgelesene Zusatzdämpfung beträgt ungefähr 0,3 dB.
Unter zusätzlicher Berücksichtigung der um 0,06 dB verlustärmeren Referenzstruktur ergibt
sich mit EL ≈ 0,24 dB ein etwas größerer minimaler Wert als simuliert. Der qualitative Ver-
lauf deckt sich mit der Simulation. Jedoch ergeben sich bei sehr großen Wellenlängen etwas
größere Abweichungen. Der Grund hierfür liegt in der Positionierung der Fasern über dem
Koppelgitter. Die Toleranz hinsichtlich der Koppeleﬃzienz gegenüber Fehlpositionierung der
Fasern verringert sich bei großer Abweichung von der Wellenlänge maximaler Koppeleﬃ-
zienz. Zur genaueren Bestimmung der Zusatzdämpfung werden 2, 4 und 8 Hybride seriell
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Abbildung 6.10: Links: Aus einer Einzelmessung berechnete EL. Rechts: Aus den Messun-
gen mehrerer miteinander verbundener Hybride bestimmte EL.
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Abbildung 6.11: Links: Extrahiertes ER aus den Messungen des Hybrids im Interferometer.
Rechts: Phasendiﬀerenz der Interferenzsignale. Durchgezogene schwarze
Linien geben den Bereich±5◦, gestrichelte Linien geben den Bereich±10◦
um den Sollwert an.
geschaltet. Aus der Steigung der berechneten Verluste lässt sich EL unabhängig von der Refe-
renzmessung bestimmen. Zum besseren Vergleich sind in Abbildung 6.10 (rechts) zusätzlich
die Kurven aus der Simulation aufgetragen. Die minimalen Werte betragen, je nach Eingang,
EL = 0,08 dB und EL = 0,055 dB. Sie liegen somit nah an den simulierten Werten und sind
deutlich besser als die simulierten Werte des zuvor untersuchten Hybrids.
Die spektralen Verläufe des Extinktionsverhältnisses sowie der Phasendiﬀerenzen der Inter-
ferenzsignale aus den interferometerbasierten Messungen zeigt Abbildung 6.11. Der Verlauf
des ER ist über das gesamte gemessene Spektrum für alle 4 Ausgänge nahezu identisch.
Jedoch sind Einbrüche der Kurven, zum Beispiel bei 1523 nm, 1532 nm und insbesondere
bei 1498 nm zu erkennen. Die genaue Ursache ist nicht klar, jedoch sind insbesondere die
ersten beiden Einbrüche in allen Ausgängen ähnlich ausgeprägt. Dies deutet auf eine Syste-
matik und nicht auf Fehler in der Messung hin. Die Phasendiﬀerenzen zeigen den erwarteten
Verlauf, werden jedoch auch im Bereich um 1500 nm unruhiger.
Dies wird insbesondere durch den Verlauf der berechneten Phasenfehler in Abbildung 6.12
deutlich. Im Bereich von 1505 nm bis 1545 nm bleibt der Phasenfehler im Bereich ±5◦. Für
λ > 1550 nm wird der Fehler größer, was im Vergleich zur Simulation durch die festgestellte
spektrale Verschiebung erklärt werden kann. Die Ursache für die großen Phasenfehler und
die Sprünge der Kurven im Bereich von 1500 nm ist jedoch unklar. Anhand der Simulationen
wird dort ein anderes Verhalten erwartet.
Dennoch kann, unter Vernachlässigung der zwei Ausreißer in der Kurve zu Ausgang 2, ein
Phasenfehler < 5◦ im spektralen Bereich von 1504 nm bis 1545 nm nachgewiesen werden.
Dies entspricht jedoch nur knapp der halben erwarteten Bandbreite. Das im Gegensatz zu
den Simulationen sprunghafte Verhalten des Phasenfehlers deutet darauf hin, dass auch
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Abbildung 6.12: Links: Direkt aus dem gemessenen Transmissionsspektrum bestimmte
Phasenfehler. Rechts: Nach der Approximation bestimmte Phasenfehler.
andere Ursachen die Messung stören. Für die kleinen Wellenlängen könnte dies an der Mo-
denkopplung im Wellenleiter liegen, da die erste Mode höherer Ordnung dort bereits geführt
wird. Außerdem wird ersichtlich, dass die Unterschiede des berechneten Phasenfehlers mit
und ohne Approximation durch die verbesserte Technologie geringer ausfallen.
6.6 Vergleich mit veröffentlichten Hybriden
Die wichtigsten Kenngrößen der in dieser Arbeit entworfenen Hybride sowie verfügbare Da-
ten veröﬀentlichter Hybride sind in Tabelle 6.1 zusammengefasst. Zur Zusatzdämpfung sind
kaum Daten verfügbar, lediglich [89] gibt EL < 0,5 dB im C-Band an. Für den vergleichba-
ren Hybrid können die zusätzlichen Verluste aus den dargelegten Gründen nicht bestimmt
werden. Das optimierte Design weist aufgrund der Verschiebung der Zentralwellenlänge über
das C-Band Verluste von maximal 1,3 dB auf. Durch einen kürzeren MMI kann jedoch auch
dort EL < 0,5 dB erreicht werden. Zusätzlich ist noch zu erwähnen, dass die minimalen
zusätzlichen Verluste geringer als 0,1 dB sind.
Es fällt auf, dass die begrenzte Bandbreite aufgrund des Phasenfehlers sowohl gegenüber
den anderen veröﬀentlichten Hybriden als auch gegenüber der Simulation geringer ist. Der
sprunghafte Verlauf der Messkurven legt nahe, alternative heterodyne Messverfahren einzu-
setzen, um die Hybride dahingehend genauer zu charakterisieren. Bezüglich der Gleichtakt-
unterdrückung liegen die Messungen nur geringfügig unterhalb der simulierten Werte und
übersteigen die nachgewiesenen Werte der anderen Hybride in Silizium. Lediglich für den Hy-
brid mit verschachtelten MMIs in GaInAsP/InP wird eine nutzbare Bandbreite von 104 nm
angegeben, jedoch wird in der genannten Veröﬀentlichung nur eine der vier Messkurven
gezeigt und explizit diskutiert.
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Tabelle 6.1: Übersicht und Vergleich veröﬀentlichter 90◦-Hybrids (Messung)
Diese Arbeit [89] [87] [91] [91] [92]
Technologie 250 nm Si 220 nm Si 220 nm Si 300 nm GaInAsP/InP 220 nm Si
min. EL k.A. 0,08 dB k.A. < 0,5 dB 1,0 dB∗ 0,5 dB∗∗ ≈ 2 dB
EL (C-Band) k.A. 1,3 dB < 0,5 dB k.A. k.A. k.A. k.A.
BW EL < 0,5 dB k.A. 36 nm k.A. k.A. k.A. k.A. k.A.
BW |ϕmerr| ≤ 5◦ min. 27 nm min. 41 nm k.A. 55 nm 59 nm 94 nm 30 nm
BW CMRR ≤ −20 dB 43,5 nm 61 nm k.A. 45 nm k.A. 104 nm∗∗∗ 30 nm
Breite 10 µm 11,2 µm 10 µm 7,7 µm 12 µm 18 µm 18 µm
Länge 186,4 µm 210,6 µm 186 µm 115,5 µm 300 µm 375 µm 389 µm
Besonderheiten SWG ∗∗∗∗ ∗∗∗∗∗
∗ Minimale Verluste werden mit 1,0 dB angegeben und als Verluste durch Streuung und
wellenlängenabhängige Verluste im MMI bezeichnet.
∗∗ Minimale Verluste werden mit 0,5 dB angegeben und als Verluste durch Streuung und
wellenlängenabhängige Verluste in den MMIs bezeichnet.
∗∗∗ In der Zusammenfassung wird 104 nm erwähnt, jedoch nur eine der vier Messkurven gezeigt.
∗∗∗∗ Aus einen 2x4-MMI und einem 2x2-MMI aufgebauter 90◦-Hybrid. Angegebene Länge ist
die Summe der Längen beider MMIs und der Verzögerungsleitung, angegebene Breite ist die des 2x4-MMIs.
∗∗∗∗∗ Aus einen 2x4-MMI und einem 2x2-MMI aufgebauter 90◦-Hybrid. Angegebene Länge ist
die Summe der Längen beider MMIs und der Verzögerungsleitung, angegebene Breite ist die des 2x4-MMIs.
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6.7 Variables optisches Dämpfungsglied
Das vermessene variable optische Dämpfungsglied wird in dem Technologiedurchlauf mit
Maskenbelichtung hergestellt. Als Heizelemente werden 500 nm dicke und 3000 nm breite
Metallbahnen der Aluminiumlegierung AlSiCu über den Wellenleitern verwendet. Aufgrund
des dazwischenliegenden Oxids wird das optische Signal nicht beeinﬂusst. Der gemessene
ohmsche Widerstand der Heizungen beträgt etwa 45 Ω. Abbildung 6.13 zeigt ein Foto des
Bauelements sowie die Messergebnisse der Signale an beiden Ausgängen bei verschiedenen
elektrischen Verlustleistungen. Dabei wird das Licht in Eingang 1 eingespeist.
Bei dieser Messung fallen insbesondere zwei Punkte auf. Im unbeheizten Bauelement wird die
Leistung nicht vollständig auf einen Ausgang transmittiert, das heißt die Phasen der Signale
an den Ausgängen der Verzögerungsleitungen sind nicht identisch. Außerdem wird dabei der
Großteil der Leistung auf Ausgang 1 übertragen, anstatt wie in der Simulation auf Ausgang
2. Die Phasendiﬀerenz des unbeheizten Bauelements beträgt somit ungefähr pi. Aufgrund
des identischen Maskenlayouts liegt die Ursache hierfür wohl in der leicht unterschiedlichen
Geometrie des hergestellten Bauelements.
Dennoch ist die Funktionalität des VOAs gegeben. Bei einer Leistungsaufnahme von 2 mW
beziehungsweise 14,5 mW wird die Leistung vollständig auf einen Ausgang geleitet. Da beide
Verzögerungsleitungen beheizbar sind, beträgt die maximal benötigte elektrische Verlustleis-
tung etwa 12,5 mW. In diesem Fall liegt eine Spannung von 0,8 V an, es ﬂießt ein Strom von
18 mA. Die einstellbare Dämpfung ist größer als 30 dB.
Die Gesamtverluste betragen etwa 3 dB. Unter Berücksichtigung der um etwa 1 mm längeren
Zuleitungen gegenüber der Referenzstruktur ergeben sich Verluste des VOAs von etwa 1,8 dB.
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Abbildung 6.13: Links: Chipfoto eines VOAs. Rechts: Kennlinie der optischen Ausgangs-
leistung über der elektrischen Verlustleistung.
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Dies liegt im Bereich der simulierten Werte.
Für die Anwendung in komplexeren Schaltungen bieten sich kürzere Verzögerungsleitungen
an. Die benötigte Heizleistung steigt dabei nur geringfügig, da die Änderung des eﬀektiven
Brechungsindex proportional zur Temperaturänderung ist. Diese ist wiederum näherungswei-
se proportional zur umgesetzten elektrischen Leistung. Im Falle der Heizspirale werden die
Wellenleiter auch von benachbarten elektrischen Leitungen beheizt, daher kann die Ände-
rung der Phase etwas eﬃzienter eingestellt werden. Bei sehr kurzen Verzögerungsleitungen
ist es von Vorteil, Heizelemente mit größerem speziﬁschen Widerstand, beispielsweise aus Ti-
tannitrid, einzusetzen. Dadurch sinkt die Stromdichte, zudem ist Titannitrid weniger anfällig
gegenüber Elektromigration. Dies ist beim dauerhaften Einsatz in einem Übertragungssys-
tem wichtig.
6.8 Wellenleiter mit Sub-Wellenlängen-Gitter
Periodische strukturierte Wellenleiter mit Sub-Wellenlängen-Gitter werden mit verschiede-
nen Periodenlängen hergestellt. Neben der Charakterisierung der Wellenleiter selbst kann
so untersucht werden, welche Strukturgrößen mit hoher Qualität hergestellt werden können.
Alle vermessenen Wellenleiter weisen eine Länge von ungefähr 100 µm auf. Der genaue Wert
Abbildung 6.14: Aufnahme eines Wellenleiters mit partiell geätztem Sub-Wellenlängen-
Gitter der Gitterperiode Λ = 250 nm. Das Bild wurde am Institut für
Halbleiteroptik und Funktionelle Grenzﬂächen mittels Rasterelektronen-
mikroskop aufgenommen.
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Abbildung 6.15: Gemessene Transmission des SWG-Wellenleiters mit partiellem Ätz-
schritt. Links sind die Rohdaten dargestellt, rechts nach Kalibration mit
der Referenzstruktur.
ergibt sich aus der ganzen Zahl an Segmenten. Zusätzlich beﬁnden sich Übergänge zwischen
den geraden und periodisch strukturierten Wellenleitern zur Anpassung der eﬀektiven In-
dizes und der Feldproﬁle zwischen den Wellenleitern. Diese bestehen aus 127 Segmenten,
somit hängt deren Länge von Λ ab. Die geraden Wellenleiter sind so gewählt, dass die ge-
samte Länge aller Strukturen identisch ist. Die Wellenleiter werden im selben Prozess wie
die optimierten Hybride hergestellt.
Eine Aufnahme eines Wellenleiters mit partiell geätztem Gitter zeigt Abbildung 6.14. Die
Gitterperiode beträgt dabei Λ = 250 nm.
Für die Wellenleiter mit partiellem Ätzschritt sind die Messdaten vor und nach der Kalibra-
tion in Abbildung 6.15 aufgetragen. In der photonischen Bandlücke im Wellenlängenbereich
von 1519 nm - 1549 nm bei Λ = 350 nm wird kein Licht transmittiert. Das näherungsweise
konstante Restsignal bei ungefähr −40 dB ergibt sich aus Rauschen und nicht vollständig
unterdrückten Signalanteilen bei Wellenlängen außerhalb der Bandlücke. Die anderen Signa-
le liegen näherungsweise übereinander. Nach Kalibration liegen die Kurven ungefähr bei
0 dB, es treten im Rahmen der Messgenauigkeit keine zusätzlichen Verluste auf. Die kleins-
ten Strukturen sind dabei die 50 nm breiten Gräben und Stege. Im Wellenleiter mit der
Gitterperiode Λ = 400 nm ergeben sich zusätzliche Verluste bei sehr kleinen Wellenlängen
durch die erste Beugungsordnung.
Bei den Wellenleitern mit isolierten Siliziumstegen weist der Wellenleiter mit Λ = 100 nm
konstant hohe Verluste von ungefähr 15 dB auf (Abbildung 6.16). Wesentlich geringere Ver-
luste weist bereits der Wellenleiter mit Λ = 200 nm auf. Bei Λ = 300 nm sind die Verluste so
gering, dass sie in dieser Messung nicht genau bestimmt werden können. Das Verhalten der
beiden Wellenleiter mit Λ = 350 nm und Λ = 400 nm ist überraschend, oﬀensichtlich tritt
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Abbildung 6.16: Gemessene Transmission des SWG-Wellenleiters mit vollständigem Ätz-
schritt. Links sind die Rohdaten dargestellt, rechts nach Kalibration mit
der Referenzstruktur.
Resonanz im Wellenleiter oder Reﬂexion an den Übergängen auf. Die Wellenleiter sollten in
der Theorie bei diesen Periodenlängen ebenfalls verlustlos sein. In Anbetracht der besseren
technologischen Möglichkeiten Wellenleiter hoher Qualität bei größeren Strukturgrößen her-
zustellen, bietet sich eine Untersuchung der Übergänge an. Dafür können die in Kapitel 5
eingeführten Simulationsmethoden verwendet werden. Die Übergänge selbst lassen sich mit
der EME genau berechnen, ebenso lassen sich die Feldproﬁle der Bloch-Moden bestimmen.
Zuletzt bleibt der Wellenleiter mit Λ = 450 nm, der in der Simulation eine Bandlücke bei
λ < 1560 nm aufweist. Dies zeigt sich in der Messung ebenfalls, jedoch bei etwas kürzeren
Wellenlängen.
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7 Zusammenfassung
Die vorliegende Arbeit behandelt Entwurf, Optimierung und Charakterisierung von Schlüs-
selkomponenten integrierter kohärenter Empfänger in Silizium für die optische Nachrichten-
technik. Der Schwerpunkt liegt auf den dabei eingesetzten 90◦-Hybriden. Diese werden als
Multimoden-Interferenzkoppler ausgeführt. Zudem werden periodisch strukturierte Wellen-
leiter mit Sub-Wellenlängen-Gitter und ein variables optisches Dämpfungsglied vorgestellt.
Zunächst werden die technischen Meilensteine in der Entwicklung optischer Übertragungs-
systeme vorgestellt. Zur Steigerung der Datenraten und der spektralen Eﬃzienz werden seit
kurzem höhere Modulationsformate wie QPSK oder QAM eingesetzt. Dabei wird die optische
Phase in einem kohärenten Empfänger detektiert. Durch die steigende Komplexität des ein-
zelnen Empfängers sowie dem Bedarf, mehrere dieser Systeme in einem Modul zu integrieren,
wird die Notwendigkeit der Integration des Gesamtsystems auf einem Chip motiviert.
Silizium als Plattform für die Integration bietet gegenüber alternativen Materialsystemen
Vorteile. Dazu gehört insbesondere die Möglichkeit, auf sehr kleiner Fläche verlustarme und
leistungsfähige Bauelemente sowie komplexe Systeme zu entwerfen. Zudem können prinzi-
piell im gleichen Herstellungsprozess schnelle analoge sowie komplexe digitale Schaltungen
in CMOS und Bipolartechnologie parallel auf dem selben Chip hergestellt werden. Die In-
tegration von Laserquellen ist derzeit auf einen hybriden Aufbau von Siliziumchip und III-
V-Halbleiterlaser angewiesen. Eine Zusammenfassung von Konzepten zum Aufbau von Sili-
ziumchips mit diesen Lasern sowie zur parallelen Integration elektrischer und photonischer
Schaltungen gibt einen Überblick zu aktuellen Forschungsaktivitäten auf diesem Gebiet.
Optische Eigenschaften von Silizium sowie die wichtigsten Parameter zu der eingesetzten
Technologie am Institut für Mikroelektronik Stuttgart ﬁnden sich im dritten Kapitel. Die
Dimensionierung einmodiger Streifenwellenleiter als grundlegendes Element legt bereits grob
die minimalen Abmessungen weiterer Bauelemente fest. Durch die Einführung von Sub-
Wellenlängen-Gittern bieten sich Möglichkeiten, die Führung und das dispersive Verhalten
der Moden in den Wellenleitern und Multimoden-Interferenzkopplern zu beeinﬂussen.
108 7 Zusammenfassung
Das Funktionsprinzip von Multimoden-Interferenzkopplern wird analytisch anhand der Aus-
bildung von Selbstabbildungen im Wellenleiter beschrieben. Unter Berücksichtigung getrof-
fener Annahmen in der Herleitung bilden sich perfekte Selbstabbildungen aus. Anhand der
berechneten Phasen der Selbstabbildungen lässt sich die Funktion des 90◦-Hybrids in ei-
nem 4x4-Multimoden-Interferenzkoppler nachweisen. Ebenso können beliebige gleichförmige
Leistungsteiler als auch solche mit bestimmten Teilerverhältnissen entworfen werden.
Da sich die Ausbreitungseigenschaften der Moden in Multimoden-Interferenzkopplern in Si-
lizium von den Näherungen unterscheiden, sind numerische Berechnungen erforderlich. Der
theoretische Hintergrund zu der eingesetzten Simulationstechnik der Eigenmodenentwicklung
wird im fünften Kapitel beschrieben. Ebenso ﬁndet sich dort die Erweiterung der Eigenmo-
denentwicklung zur Berechnung von Sub-Wellenlängen-Gittern. Anhand der Simulationen
wird ersichtlich, dass die Länge des 4x4-Multimoden-Interferenzkopplers mit homogenem
seitlichen Mantel in Silizium von der berechneten Länge anhand der analytischen Formel
abweicht. Es wird gezeigt, dass dieser Hybrid die geforderten Eigenschaften für den Einsatz
in einem kohärenten Empfänger im C-Band erfüllt. Die Phase der an den Ausgängen inter-
ferierenden Signale weicht innerhalb einer Bandbreite von 63 nm um höchstens ±5◦ vom
Sollwert ab. Gleichzeitig bleibt die Gleichtaktunterdrückung innerhalb einer Bandbreite von
67 nm besser als −20 dB. Beide Forderungen werden in einem gemeinsamen Spektrum von
53 nm Breite erfüllt. Die minimalen Verluste betragen 0,17 dB und bleiben in einem Bereich
von 37 nm unterhalb von 0,5 dB.
Durch den Entwurf eines seitlichen Sub-Wellenlängen-Gitters werden die Ausbreitungsei-
genschaften der Moden beeinﬂusst. Durch passende Dimensionierung wird die Abweichung
zwischen den Ausbreitungskonstanten der Moden in der theoretischen Herleitung und im
tatsächlichen Bauelement minimiert. Somit wird die Qualität der Selbstabbildungen verbes-
sert. Die nutzbare Bandbreite des 90◦-Hybrids steigt dabei an, gleichzeitig verringern sich
die Verluste. Die Geometrie des Gitters ist für eine möglichst einfache Herstellung optimiert.
Im Vergleich zum ersten Entwurf werden die Anforderungen an Phasenfehler und Gleicht-
aktunterdrückung innerhalb einer Bandbreite von 90 nm und 69 nm erfüllt. Aufgrund der
Optimierung werden beide Anforderungen in einem gemeinsamen Spektralbereich von 69 nm
erfüllt. Ebenso verringern sich die minimalen Verluste auf 0,03 dB, und bleiben in einem ver-
gleichbaren Bereich von 36 nm unterhalb von 0,5 dB.
Für den Einsatz in kohärenten Empfängern wird ein variables optisches Dämpfungsglied be-
stehend aus zwei 2x2-Multimoden-Interferenzkopplern mit thermischen Phasenstellern ent-
worfen. Durch lange Wellenleiter ist bereits eine geringe Variation der Temperatur ausrei-
chend, um das Dämpfungsglied vollständig auszusteuern. Die minimale Einfügedämpfung un-
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ter Berücksichtigung der aktuellen Technologie beträgt 0,88 dB, davon entfallen 0,56 dB auf
die beiden Koppler. Die Verluste könnten wie bei den Hybriden mit einem Sub-Wellenlängen-
Gitter weiter reduziert werden.
Die Berechnung von Sub-Wellenlängen-Gittern in einmodigen periodisch strukturierten Wel-
lenleitern erfordert Simulationen der dreidimensionalen Einheitszelle. Zwei verschiedene Va-
rianten solcher Wellenleiter werden hinsichtlich der spektralen Eigenschaften simuliert. Die
Ergebnisse dienen der Veriﬁzierung der Simulationsmethode gegenüber Messergebnissen so-
wie zur Evaluation der Grenzen in der Herstellung. Des Weiteren zeigen die Simulationen,
dass diese Wellenleiter photonische Bandlücken aufweisen können, an deren Bandkanten der
als „langsames Licht“ bezeichnete Eﬀekt auftritt.
Abschließend werden die hergestellten Bauelemente charakterisiert. Zunächst wird dabei die
eingesetzte Messtechnik vorgestellt. Die Messungen zu beiden Hybriden liegen dabei sehr
nah an den vorhergesagten Ergebnissen der Simulationen. Dabei zeigt sich, dass die Opti-
mierung des Hybrids durch seitliche Sub-Wellenlängen-Gitter den gewünschten Eﬀekt erzielt.
Die gemessene Gleichtaktunterdrückung der Hybride ohne und mit Sub-Wellenlängen-Gitter
erfüllt die genannten Anforderungen in einem spektralen Bereich der Breite 43,5 nm bezie-
hungsweise 61 nm. Der geringere Unterschied zwischen Simulation und Messung im Fall des
optimierten Hybrids wird dabei auch der verbesserten Technologie zugeschrieben. Der gemes-
sene Phasenfehler bleibt in beiden Fällen nur innerhalb einer sehr geringen Bandbreite von
27 nm und 41 nm innerhalb der zulässigen Grenzen. Auch aufgrund des Verlaufs der Mess-
kurven werden die großen Unterschiede im Vergleich mit der Simulation der Messmethode
zugeschrieben. Die Verluste können nur für den optimierten Hybrid zuverlässig bestimmt
werden. Das Minimum ist mit 0,08 dB besser als der simulierte Wert des Hybrids ohne
Sub-Wellenlängen-Gitter. Innerhalb von 36 nm bleiben die Verluste kleiner als 0,5 dB.
Das einstellbare optische Dämpfungsglied mit jeweils 1100 µm langen Verzögerungsleitungen
lässt sich bei einer elektrischen Verlustleistung von 12,5 mW vollständig aussteuern. Auf-
grund der höheren Wellenleiterverluste in der eingesetzten Technologie beträgt die minimale
Einfügedämpfung etwa 1,8 dB. Dabei führen Unterschiede in den Verzögerungsleitungen zu
einer Phasendiﬀerenz. Dies verschiebt den Arbeitspunkt des unbeheizten Bauelements. Die
Dämpfung kann in einem Bereich von mehr als 30 dB eingestellt werden.
Teststrukturen der einmodigen periodisch strukturiertenWellenleiter beinhalten jeweils einen
100 µm langen strukturierten Wellenleiter sowie Übergangsbereiche zur Anpassung der Wel-
lenleitermode an die Bloch-Mode. Messungen bestätigen ebenfalls die in der Simulation vor-
hergesagten Ergebnisse. Für die partiell geätzten Wellenleiter können selbst bei kleinsten
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Ätzgräben von 50 nm Breite innerhalb der Messungenauigkeit keine Verluste bei dieser Län-
ge des Wellenleiters festgestellt werden. Bei den tief geätzten Wellenleitern sind Verluste bei
Gräben der Breite 100 nm gering, bei 150 nm ebenfalls in dieser Messung nicht zu bestim-
men. Bei größeren Gitterperioden oszilliert die gemessene Transmissionskurve. Dies legt eine
genauere Untersuchung der Übergangsbereiche nahe.
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A Herleitung der inhomogenen
Wellengleichungen
Die makroskopischen Maxwell-Gleichungen lauten
∇ ~D = ρ, (A.1)
∇ ~B = 0, (A.2)
∇× ~E = − ∂
∂t
~B, (A.3)
∇× ~H = ~J + ∂
∂t
~D. (A.4)
In dielektrischen Wellenleitern ﬂießen keine Ströme und es sind keine freien Ladungsträger
ρ vorhanden. Es gilt:
ρ = 0, (A.5)
~J = 0. (A.6)
Damit vereinfachen sich die Maxwell-Gleichungen zu
∇ ~D = 0, (A.7)
∇ ~B = 0, (A.8)
∇× ~E = − ∂
∂t
~B, (A.9)
∇× ~H = ∂
∂t
~D. (A.10)
Im Folgenden wird ein Wellenleiter mit linearen, isotropen Medien betrachten, das heißt
ǫr und µr sind skalar und zeitunabhängig, aber ortsabhängig. Die Ausbreitungsrichtung im
Wellenleiter ist die z-Richtung. Der Wellenleiterquerschnitt ist nur von (x,y) abhängig, das
heißt εr = εr(x,y) und µr = µr(x,y).
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Mit den Materialgleichungen ergibt sich
∇ε0εrµ0µr ~E = 0, (A.11)
∇µ0µr ~H = 0, (A.12)
∇× ~E = −µ0µr ∂
∂t
~H, (A.13)
∇× ~H = ε0εr ∂
∂t
~E. (A.14)
Für die elektrischen und magnetischen Felder wird
~E(x,y,z,t) = ~E(x,y)ej(ωt−βz) =

Ex(x,y)
Ey(x,y)
Ez(x,y)
 · ej(ωt−βz) (A.15)
und
~H(x,y,z,t) = ~H(x,y)ej(ωt−βz) =

Hx(x,y)
Hy(x,y)
Hz(x,y)
 · ej(ωt−βz) (A.16)
angesetzt.
Feldgleichungen
Im Folgenden wird gezeigt, dass es ausreichend ist, die Maxwellgleichungen für 2 Feldkom-
ponenten zu lösen. Das Induktionsgesetz und das Durchﬂutungsgesetz
∇× ~E = −µ0µr(x,y) ∂
∂t
~H, (A.17)
∇× ~H = ε0εr(x,y) ∂
∂t
~E (A.18)
werden ausgeschrieben zu
∂Hz
∂y
− ∂Hy
∂z
= ε0εr(x,y)
∂Ex
∂t
, (A.19)
∂Hx
∂z
− ∂Hz
∂x
= ε0εr(x,y)
∂Ey
∂t
, (A.20)
∂Hy
∂x
− ∂Hx
∂y
= ε0εr(x,y)
∂Ez
∂t
(A.21)
(A.22)
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und
∂Ez
∂y
− ∂Ey
∂z
= −µ0µr(x,y)∂Hx
∂t
, (A.23)
∂Ex
∂z
− ∂Ez
∂x
= −µ0µr(x,y)∂Hy
∂t
, (A.24)
∂Ey
∂x
− ∂Ex
∂y
= −µ0µr(x,y)∂Hz
∂t
. (A.25)
(A.26)
Mit dem zeitharmonischen Ansatz ergibt sich
∂Hz
∂y
+ jβHy = jωε0εr(x,y)Ex, (A.27)
−jβHx − ∂Hz
∂x
= jωε0εr(x,y)Ey, (A.28)
∂Hy
∂x
− ∂Hx
∂y
= jωε0εr(x,y)Ez, (A.29)
(A.30)
und
∂Ez
∂y
+ jβEy = −jωµ0µr(x,y)Hx, (A.31)
−jβEx − ∂Ez
∂x
= −jωµ0µr(x,y)Hy, (A.32)
∂Ey
∂x
− ∂Ex
∂y
= −jωµ0µr(x,y)Hz. (A.33)
(A.34)
Jeweils zwei Gleichungen können verwendet werden, um Tangentialkomponenten durch Lon-
gitudinalkomponenten auszudrücken. Beispielsweise ergibt sich aus (A.27) und (A.32)
∂Hz
∂y
+ jβ
(
jβ
jωµ0µr
Ex +
1
jωµ0µr
∂Ez
∂x
)
= jωε0εrEx. (A.35)
Die Gleichung kann umgeformt werden zu
−jωµ0µr∂Hz
∂y
− jβ ∂Ez
∂x
= (k2 − β2)Ex. (A.36)
Dabei ist k0 =
2pi
λ
= ω
c0
= ω
√
ε0µ0 die Freiraumwellenzahl und k = k0n = k0
√
µrεr die
Wellenzahl im Medium. Anhand von (A.36) kann die Tangentialkomponente Ex anhand der
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Longitudinalkomponenten Hz und Ez berechnet werden. Analog können so auch die verblei-
benden Tangentialkomponenten ausgedrückt werden. Da die Feldgleichungen für allgemeine
Proﬁle von εr(x,y) und µr(x,y) hergeleitet wurden, gelten sie sowohl für Stufenindexwellen-
leiter als auch für Wellenleiter mit Gradientenindex.
Wellengleichungen
Durch weitere Vereinfachungen und Umformungen können die Maxwell-Gleichungen in die
Helmholtz- beziehungsweise Wellengleichungen für das elektrische und das magnetische Feld
umgeformt werden. Hierfür werden die Vektoridentitäten
∇× (∇× ~A) = ∇(∇ · ~A)−∆ ~A, (A.37)
∇ · (∇× ~A) = 0, (A.38)
∇× (ψ ~A) = ψ(∇× ~A) +∇ψ × ~A (A.39)
verwendet. Dabei ist ~A ein Vektor, ψ ein Skalar, ∆ der Laplace-Operator.
Zur Bestimmung der Wellengleichung für das elektrische Feld wird der Rotationsoperator
auf das Induktionsgesetz (A.17) angewandt:
∇× (∇× ~E) = ∇(∇ ~E)−∆ ~E = − ∂
∂t
µ0µr(∇× ~H). (A.40)
Mit
∇ ~D = ∇(ε0εr ~E) = ε0εr∇ ~E + ε0 ~E∇εr = 0 (A.41)
wird
∇ ~E = − ~E∇εr
εr
. (A.42)
Eingesetzt in A.40 ergibt sich
−∇( ~E∇εr
εr
)−∆ ~E = −µ0µrε0εr ∂
2
∂t2
~E, (A.43)
beziehungsweise mit dem zeitharmonischen Ansatz
∆ ~E + k2 ~E = −∇( ~E∇εr
εr
). (A.44)
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Mit dem reduzierten Laplace-Operator für die Tangentialkomponenten
∆t =
∂2
∂x2
+
∂2
∂y2
(A.45)
lautet die Wellengleichung
∆t ~E + (k
2 − β2) ~E = −∇( ~E∇εr
εr
). (A.46)
Zur Bestimmung der Wellengleichung für das magnetische Feld wird der Rotationsoperator
auf das Durchﬂutungsgesetz (A.18) angewandt:
∇× (∇× ~H) = ∇(∇ ~H)−∆ ~H = − ∂
∂t
(∇× ε0εr ~E). (A.47)
Einsetzen von
∇ ~B = ∇(µ0µr ~H) = µ0µr∇ ~H = 0 (A.48)
und
∇× ε0εr ~E = ε0εr(∇× ~E) + ε0∇εr × ~E (A.49)
in A.47 ergibt
−∆ ~H = ∂
∂t
ε0εr(∇× ~E) + ∂
∂t
(ε0∇εr × ~E)
= −µ0µrε0εr ∂
2
∂t2
~H +
∂
∂t
(ε0∇εr × ~E)
= −µ0µrε0εr ∂
2
∂t2
~H +
∇εr
εr
× ∂
∂t
~D
= −µ0µrε0εr ∂
2
∂t2
~H +
∇εr
εr
× (∇× ~H).
(A.50)
Wiederum mit dem zeitharmonischen Ansatz ergibt sich
∆ ~H + k2 ~H = −∇εr
εr
× (∇× ~H). (A.51)
Mit dem reduzierten Laplace-Operator lautet die Wellengleichung
∆t ~H + (k
2 − β2) ~H = −∇εr
εr
× (∇× ~H). (A.52)
116 A Herleitung der inhomogenen Wellengleichungen
Die ausgeschriebenen Gleichungen lauten
(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hx = − 1
εr
[
∂εr
∂y
∂Hy
∂x
− ∂εr
∂y
∂Hx
∂y
− ∂εr
∂z
∂Hx
∂z
+
∂εr
∂z
∂Hz
∂x
]
,
(A.53)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hy = − 1
εr
[
∂εr
∂z
∂Hz
∂y
− ∂εr
∂z
∂Hy
∂z
− ∂εr
∂x
∂Hy
∂x
+
∂εr
∂x
∂Hx
∂y
]
,
(A.54)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hz = − 1
εr
[
∂εr
∂x
∂Hx
∂z
− ∂εr
∂x
∂Hz
∂x
− ∂εr
∂y
∂Hz
∂y
+
∂εr
∂y
∂Hy
∂z
]
.
(A.55)
Im z-invarianten Wellenleiter gilt ∂εr
∂z
= 0. Die Wellengleichung vereinfacht sich somit zu
(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hx = − 1
εr
[
∂εr
∂y
∂Hy
∂x
− ∂εr
∂y
∂Hx
∂y
]
,
(A.56)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hy = − 1
εr
[
−∂εr
∂x
∂Hy
∂x
+
∂εr
∂x
∂Hx
∂y
]
,
(A.57)(
∂2
∂x2
+
∂2
∂y2
+ k2 − β2
)
Hz = − 1
εr
[
∂εr
∂x
∂Hx
∂z
− ∂εr
∂x
∂Hz
∂x
− ∂εr
∂y
∂Hz
∂y
+
∂εr
∂y
∂Hy
∂z
]
.
(A.58)
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B Herleitung des Eigenwertproblems zur
Berechnung ausbreitungsfähiger
Bloch-Moden
Ausgangspunkt sind die Gleichungen für die Simulationsergebnisse der EME, die der Aus-
breitung der Bloch-Moden sowie der Transformation zwischen Wellenleitermoden und Bloch-
Moden: ~Ψ+m+1
~Ψ
−
m
 = [S]
 ~Ψ+m
~Ψ
−
m+1
 =
 tlr rrr
rll trl
 ~Ψ+m
~Ψ
−
m+1
 , (B.1)
 ~Φ+m+1
~Φ
−
m
 = [SB]
 ~Φ+m
~Φ
−
m+1
 =
 ejΓΛ 0
0 e−jΓΛ
 ~Φ+m
~Φ
−
m+1
 , (B.2)
 ~Ψ+m
~Ψ
−
m
 =
 X1 X2
X3 X4
 ~Φ+m
~Φ
−
m
 . (B.3)
Mittels (B.2) und (B.3) können die Wellenleiterkoeﬃzienten am Ein- und Ausgang der Ein-
heitszelle durch Koeﬃzienten der Bloch-Moden am Eingang der Einheitszelle ausgedrückt
werden
~Ψ
+
m =X1~Φ
+
m +X2~Φ
−
m, (B.4)
~Ψ
−
m =X3~Φ
+
m +X4~Φ
−
m, (B.5)
~Ψ
+
m+1 =X1e
jΓΛ~Φ
+
m +X2e
−jΓΛ~Φ
−
m, (B.6)
~Ψ
−
m+1 =X3e
jΓΛ~Φ
+
m +X4e
−jΓΛ~Φ
−
m. (B.7)
Eingesetzt in (B.1) ergibt sich
 X1ejΓΛ X2e−jΓΛ
X3 X4
 =
 tlrX1 + rrrX2ejΓΛ tlrX2 + rrrX4e−jΓΛ
rllX1 + trlX3e
jΓΛ rllX2 + trlX4e
−jΓΛ
 . (B.8)
118 B Herleitung des Eigenwertproblems zur Berechnung ausbreitungsfähiger Bloch-Moden
Das Gleichungssystem kann nun, abhängig davon ob die Terme Ausbreitungskoeﬃzienten
der Bloch-Moden enhalten, in Teilmatritzen aufgeteilt werden nach
 −tlrX1 −tlrX2
X3 − rllX1 X4 − rllX2
 =
 −X1ejΓΛ + rrrX3ejΓΛ −X2e−jΓΛ + rrrX4e−jΓΛ
trlX3e
jΓΛ trlX4e
−jΓΛ
 .
(B.9)
Aufteilung in Teilmatrizen, die nur Komponenten der S-Matrix und derX-Matrix enthalten
liefert das zu lösende Gleichungssystem
 −tlr 0
−rll I
 X1 X2
X3 X4
 =
 −I rrr
0 trl
  X1 X2
X3 X4
  ejΓΛ 0
0 e−jΓΛ
 (B.10)
beziehungsweise
 tlr 0
rll −I
 X1 X2
X3 X4
 =
 I −rrr
0 −trl
  X1 X2
X3 X4
  ejΓΛ 0
0 e−jΓΛ
 . (B.11)
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