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Abstract 
The present paper investigates the performance of gradient-free inversion methods applied to the characterisation of hygrothermal 
properties of building materials. Two classes of techniques were implemented to solve the inverse problem of envelope parameter 
identification: the Covariance Matrix Adaptation evolution strategy, and Bayesian inference. The comparison was made on the 
basis of a numerical benchmark, which showed that such advanced characterisation techniques can learn from incomplete or noisy 
data and provide reliable material characteristics, given sufficient sensor measurements. A possible application is the improvement 
of traditional experimental techniques for hygrothermal characterisation in labs. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the CENTRO CONGRESSI INTERNAZIONALE SRL. 
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1. Introduction 
The largest potential for energy savings in the building sector lies in the renovation of the existing building stock. 
In order to exploit this potential, one must provide decision makers with tools for an appropriate choice of 
refurbishment solutions regarding cost and energy efficiency. A necessary preliminary condition for an efficient 
renovation is a comprehensive knowledge of the true state of the existing building, in order to identify potential sources 
for improvement. 
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The procedure for such a characterisation is to solve the inverse problem of identifying model parameters from 
dynamic measurements. It resembles an optimization process, in which the objective is to minimize a residual between 
measurements and predictions [1]. A first class of techniques for such problems is the family of gradient-based, 
deterministic optimizers [2,3]. The second class is that of stochastic methods, especially metaheuristic evolutionary 
algorithms. These methods are a popular choice for building design optimization [1,4] because of their flexibility and 
reliability, despite a higher computational cost as deterministic methods. An earlier work [5] applied the covariance 
matrix adaptation evolution strategy (CMA-ES) [6] to the identification of a building material’s hygrothermal 
properties. The present paper extends this work by comparing this procedure to Bayesian inference. This technique 
describes sought parameters as probability density functions and returns a complete description of the uncertainty of 
the likely solutions to the inverse problem. Many applications of the Bayesian framework to the inverse heat transfer 
problem can be mentioned [7,8]. 
The present work investigates the performance of gradient-free inversion methods applied to the characterisation 
of hygrothermal properties of the building envelope. The application is however focused on enhancing existing 
experimental techniques for in-lab characterisation, rather than proposing a method for in-situ characterisation. 
Two classes of techniques were implemented to solve the inverse problem of envelope parameter identification, on 
the basis of in situ sensor measurements: the covariance matrix adaptation evolution strategy, and the method of 
Bayesian inference. The advantage of these techniques is that they are adaptable to black-box models as they do not 
require an analytical input-to-output relation to perform. They were compared on the basis of a numerical benchmark 
in which heat and moisture transfer are simulated and monitored in a single layer wall. Estimated material properties 
are the thermal capacity and conductivity, sorption isotherm and water vapour permeability. 
2. Problem formulation 
2.1. Forward and inverse problems 
The physical problem is summarized on Fig. 1: a single-layered wall of unknown material separates two ambiances. 
One-dimensional heat and moisture (HAM) transfer through this wall is monitored: temperature and humidity sensors 
provide boundary conditions to the HAM simulation (input of the forward problem), while temperature, humidity and 
heat flux sensors are placed inside the layer (output of the forward problem). 
    
Fig. 1: Flow chart of the forward problem 
The physical model for the HAM simulation is the system of partial differential equations for coupled heat and 
moisture transfer, written here with the temperature T and vapour pressure pv as driving potentials. 
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where w [kg/m3] is the moisture content of the porous material, ߜ௣ [s] its vapour permeability, ܿ௣ߩ [J/(m3.K)] its 
volumetric thermal capacity and k [W/(m.K)] its thermal conductivity. As most of these properties are functions of 
either the temperature or the relative humidity, it is necessary to reduce them to a discrete number of parameters, i.e. 
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to parameterise the problem. Table 1 shows a choice of functions for this parameterisation, leading to a total of 9 
unknown parameters to the inverse problem: the heat capacity is constant; the heat conductivity is described by 3 
parameters as to account for its linear dependency in w and T; the vapour permeability is obtained by linear 
interpolation, and is fully described by its value at 25% and 75% relative humidity; the moisture capacity (i.e. the 
derivative of the sorption isotherm) is obtained by a 2nd order polynomial interpolation, and is fully described by 3 
parameters. 
Table 1: Parameterisation of the problem 
Variable Formulation Number of parameters 
Thermal capacity ܿ௣ߩ [J/(m3.K)] Constant 1 ߩܿ௣ 
Thermal conductivity k [W/(m.K)] Linear: ݇ ൌ ݇଴ ൅ ݓǤ ݇௠ȀͳͲͲͲ൅ ܶሺιܥሻǤ ݇௧ 3 ሺ݇଴ǡ ݇௠ǡ݇௧ሻ 
Vapour permeability ߜ௣ [s] Linear interpolation between two values 2 ൫ߜ௣ǡଶହΨǡ ߜ௣ǡ଻ହΨ൯ 
Sorption isotherm w [kg/m3] Derivative ߦ given by a second-degree polynomial 3 ሺߦଶହΨǡ ߦହ଴Ψǡ ߦ଻ହΨሻ 
Total  9  
 
The forward problem takes a set of material properties ߠ א Թଽas input and returns the temperature T, relative 
humidity RH and heat flux Q at the location of the sensors within the wall. The inverse problem takes all sensor 
measurements as input and attempts to estimate the most appropriate model to match this data: it consists in finding 
the vector of unknown parameters ߠ א Թଽ, which optimizes the match between observed sensor measurements, and 
model outputs  calculated by solving Eq. (1) and (2). 
2.2. Benchmark set-up 
A supervised numerical benchmark is defined here to compare the ability of two algorithms to solve the inverse 
HAM transfer problem. It is identical to the one described in [5] for setting up the CMA procedure. Given a choice of 
material properties ߠכ, a preliminary 7-day HAM simulation is run. The simulation is the Finite-Element modelling 
of Eq. (1) and (2) in a 1D wood fibre wall of 10 cm width during one week [5]. A zero-mean white noise with Gaussian 
distribution is then added to all data (boundary conditions and outputs) as to simulate real sensor measurements. The 
standard deviation of each noise component was set to the usual range of the uncertainty of each instrument. 
  
Fig. 2 (a) Temperature and (b) relative humidity boundary conditions of the numerical benchmark 
A set of 3 temperature and humidity sensors are evenly spaced within the material, along with a heat flux sensor in 
the center, to provide the internal observations Y used to fit a model ߠ, using the algorithms described below. 
3. Gradient-free methods for solving the inverse problem 
Because of temperature and moisture dependent variables and time-varying boundary conditions, the inverse 
problem is non-linear and there is no analytic formulation of the input-to-output relation. In these conditions, the most 
convenient approach for the inverse problem is the family of gradient-free methods. 
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3.1. Covariance Matrix Adaptation evolution strategy 
The CMA-ES belongs to the category of evolutionary algorithms (EA), along with genetic algorithms and particle 
swarm optimization. The term of evolution strategy refers to an EA which intrinsic properties, or strategy parameters, 
may vary during the evolution [9]. An adaptive mutation strength ensures an initially wide exploration of the search 
space, while preventing premature convergence and allowing a fine convergence near the optimum. 
A fitness function ఈ݂ is defined to describe the match between observations Y and simulation results ܨሺߠሻ: 
ఈ݂ሺߠሻ ൌ ԡܨሺߠሻ െ ܻԡଶ ൅ ߙฮߠ െ ߠ௣ฮଶ   (3) 
The forward problem consists in calculating ஑ሺɅሻ, given a set of material properties ߠ. The solution of the inverse 
problem is the minimisation of ఈ݂ for all possible values of ߠ in the search space Թଽ: 
ߠ෠ ൌ ሺ ఈ݂ሺߠሻǡ ߠ א Թଽሻ   (4) 
A second term is added to the fitness function in Eq. 3, following the principle of Tikhonov regularization. 
Regularization is the way to cope with the ill-posedness of the problem and sensor inaccuracy: candidate solutions ߠ 
that lay too far from an initial guess ߠ௣are penalized proportionally to a regularization weight ߙ. This weight is tuned 
following the L-curve method (see [5] for more details on setting up this parameter). 
The CMA-ES solves Eq. 4 by successive mutation and selection steps of an initial population of individuals. A 
more complete description of its mechanics can be found in [6]. The algorithm used in the present work was 
implemented in the DEAP Python library [10]. 
3.2. Bayesian inference 
The principle of Bayesian inference is to assess the probability of a model ߠ given a set of observation Y, i.e. to 
calculate the posterior probability distribution function (PDF) of θ, ݌ሺߠȁܻሻ, using Bayes’ formula: 
݌ሺߠȁܻሻ ן ݌ሺܻȁߠሻǤ ݌ሺߠሻ   (5) 
where ݌ሺߠሻ is the prior PDF on the unknown parameters and ݌ሺܻȁߠሻ is the likelihood PDF. The vector parameter 
ߠ is treated as a random process and the target is to compute its posterior probability given observation data Y. 
In the absence of analytical formulations for the aforementioned distributions, a numerical sampling method is 
required to explore the posterior state space. A Markov-Chain Monte Carlo (MCMC) algorithm is used here for this 
purpose, along with the Metropolis-Hastings step method for proposing candidate solutions [11]. The likelihood 
݌ሺܻȁߠሻ must be computed at each step of the sampler by a direct numerical simulation. Alternatively, Wang and 
Zabaras [8] applied Gibbs sampling to the inverse heat conduction problem. This method however supposes the 
knowledge of the full conditional PDF of ߠ. 
A great asset of Bayesian inference is the fact that the characteristics of noise are not necessarily known. If they 
are not, this information can be captured by incorporating the parameters controlling noise distributions into the 
problem unknowns [8]. Similarly, the exact position of temperature and humidity sensors may be uncertain: the 
Bayesian framework allows stating a prior knowledge on this position as a probability density function instead of a 
single value. This uncertainty then propagates towards the confidence intervals of the estimated parameters. 
4. Results and discussion 
The CMA-ES and Bayesian inference procedures are now compared in terms of how accurately they manage to 
predict all material properties, i.e. each of the 9 components of the target vector ߠכ. In the case of the CMA search, 
convergence leads to a single value for each of these components [5]. In Bayesian terms, convergence is reached when 
the trace of each parameter covers a stationary probability distribution (the posterior PDF). 
Typical runs of a Markov chain include a burn-in period which is discarded when interpreting the traces as 
representative of the posterior PDFs. In the present case, a chain of 50 000 iterations has been run; only the second 
half is kept, which is then thinned by a factor 10. 
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The outcome of this procedure is shown on Table 2. In the case of Bayesian inference, the conditional mean of 
each posterior distribution is used as a comparison to CMA’s point estimates. 
Table 2: Results of both methods for solving the inverse problem 
  
Unit Target valueࣂכ CMA result 
Bayesian inference result 
(conditional mean) 
Heat conductivity 
݇଴ W.m-1.K-1 0.050 0.049 0.0479 
݇௠ W.m-1.K-1 0.5 0.514 0.918 
݇௧ W.m-1.K-2 1 x 10-4 1.03 x 10-4 1.39 x 10-5 
Heat capacity ߩܿ௣ J.m-3.K-1 4 x 105 3.93 x 105 4.36 x 105 
Moisture 
permeability 
ߜ௣ǡଶହΨ s 5 x 10-11 5.16 x 10-11 4.36 x 10-11 
ߜ௣ǡ଻ହΨ s 10 x 10-11 9.95 x 10-11 12.6 x 10-11 
Moisture capacity 
ߦଶହΨ kg.m-3 17 20.70 15.82 
ߦହ଴Ψ kg.m-3 19 18.84 20.68 
ߦ଻ହΨ kg.m-3 47 50.07 49.44 
Average identification error - 4.8% 26.9% 
A proper evaluation of the identification however can only be made on the basis of the total value of the four main 
functions involved in the conservation equations: heat conductivity and capacity, moisture permeability and capacity. 
The average identification error shown on Table 2 indeed includes parameters which have very little influence on the 
solution of the forward problem. 
 
Fig. 3: Effective heat conductivity and capacity estimated by CMA and Bayesian inference 
Fig. 3 compares the total heat conductivity and capacity of the material, respectively estimated by CMA 
(continuous lines show point estimates) and Bayesian inference (histograms show the posterior distributions), and 
compared to their target value. Note that these are effective values for a medium at 50% relative humidity and 19°C. 
It can be seen that both methods perform well for estimating thermal properties, although there is a 7.5% average 
over-estimation of the heat capacity in the case of Bayesian inference. 
Fig. 4 compares the profiles of moisture permeability and capacity (i.e. water retention curve) over the range of 
relative humidity observed in the problem (RH= 20% to 80%). These profiles are extrapolated from their respective 
components in the parameter vector ߠ. The accuracy of both methods is comparable, although CMA offers a better 
match with the reference moisture permeability, and Bayesian inference with the sorption isotherm: concerning this 
curve, reference material properties fall within the 95% confidence interval of the posterior distributions. 
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Fig. 4. Profile of estimated moisture permeability and capacity, as functions of the relative humidity 
In the frame of a supervised numerical benchmark, both methods perform well for solving the inverse problem of 
hygrothermal characterisation. The CMA algorithm can handle measurement noise and identify realistic material 
properties, should regularisation be performed carefully. In addition to the presented numerical benchmark, this 
procedure has been validated with experimental measurements [5]. On the other hand, Bayesian inference is 
potentially superior to evolutionary algorithms for model calibration, as it returns not only point and spread estimates 
for inferred properties, but also a full knowledge of their probability distributions considering measurement 
uncertainties. 
5. Conclusion 
The present study has compared the capabilities of an evolutionary algorithm (CMA) and of Bayesian inference 
for the assessment of the hygrothermal properties of a building material, in a numerical benchmark. 
The advantages of the CMA (and other evolutionary algorithms) are that fewer function evaluations are required 
to reach convergence, and that parallelization of these evaluations is straightforward and greatly reduces 
computational time [5]. Moreover, results were accurate, in the sense that identified material properties matched 
expectations closely. The advantage of Bayesian inference is to provide a thorough description of the confidence on 
inferred parameters. It allows not only quantifying the effects of measurement noise on the parameter uncertainty, but 
also to estimate this noise if it is unknown. Its results on this preliminary study were however less accurate. 
Both of these techniques offer the possibility of proposing a new methodology for experimental characterisation of 
building materials’ hygrothermal properties. Traditional methods for measuring the sorption isotherm and moisture 
permeability are time-consuming and restrictive: there is a high interest in developing a protocol that would valorize 
the potential of inverse methods for parameter estimation. 
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