Abstract-High-speed digital filters are important for real-time digital signal processing applications. In this paper, we present some new bit-level systolic architectures based on a new inner product computation scheme for finite impulse response (FIR) and infinite impulse response (IIR) digital filterings. The FIR filter structure is optimized in the sense that, for a given clock rate, both the utilization efficiency and average throughput are maximized. The IIR filter structure has approximately the same utilization efficiency and throughput rate as previous related techniques for processing a single data stream (channel), but it allows two data streams to be processed concurrently to double the performance. This feature makes the new IIR system attractive for use in applications where multiple filtering and particularly bandpass analysis are required.
I. INTRODUCTION HE application of digital filtering has expanded in and
T is useful in many important areas such as speech signal processing, digital communications, digital image processing, radar and sonar systems, etc., [l] . To perform digital filtering operations in real time, high-speed computing hardware is often necessary. While systems organized with bit-parallel data have been used extensively in computer hardware, the bit-serial approach to digital filter realization is efficient in digital signal processing applications where data bits are available in serial form, such as the processing of telephone voice and data signals [2] . The circuits described here are specifically intended for such applications.
A systolic architecture [3] is a network or array of interconnected cells, each capable of performing some simple operation. There is considerable interest in the use of systolic architectures to design VLSI systems because such architectures have a number of important advantages, namely nearest neighbor interconnections, regularity, and high throughput. The concept of systolic arrays has been applied at both the word and bit levels to perform convolution, FIR and IIR filtering operations (see, for example, [3]- [14] ). The arrays at the bit level have lower C.-H. Wei is with the Institute of Electronics, National Chiao Tung design complexity and higher bit rates (in any given technology) than those at the word level. In this paper, we restrict our attention to the bit-level systolic architectures that can be used to implement digital filters when bit-serial fixed-point arithmetic and full precision results are desired. Bit-level systolic arrays with bit-serial arithmetic for FIR filtering (based on the convolution sum) and IIR filtering have been proposed earlier in [7] - [14] . The percent efficiency and provides throughput in the rate of one word per B cycles, it needs a more complicated type of basic cell and at least three accumulators working alternatively. Therefore, the system has a slower clock rate and a less regular architecture. In this paper, we present some new bit-level bit-serial systolic architectures, each using a single accumulator, for FIR and IIR filterings. The FIR filtering arrays are constructed based on the convolution sum (i.e., direct-form realization), and require simpler basic cells than the array in [ 141. For a given clock rate, these FIR filtering arrays are optimized in the sense that both the utilization efficiency and average throughput are maximized. The IIR filtering array has approximately the same efficiency and throughput rate as the previous related techniques [9]-[l l] for processing a single data stream (channel), but it allows two data streams to be processed concurrently to double the performance. This feature makes the new IIR system attractive for use in applications where multiple filtering and particularly bandpass analysis are required. for n = 0, 1, 2, . -
where yn = 0 for n < 0. For a given n, (1) and (2) are equivalent to an N-dimensional and an ( N + M)-dimensional inner product computation, respectively. That is, for FIR filtering, y, = A * x;
and, for IIR filtering, y, = F * 0,'
= [ X n -N + I x n -N + 2
(4)
We can see from (3) and (4) that both FIR and IIR filtering operations involve a great number of inner product computations. In the following, we first describe a bitlevel systolic architecture for inner product computation, and then modify it for FIR and IIR filterings. For ease of presentation, it is assumed that all the coefficient words and input data words take the form of B-bit positive binary numbers. Thus, each inner product word of N-dimensional inner product computations has 2B + L bits, where L is the word length growth due to accumulation. Depending on B and N, L is equal to the number obtained by rounding log2 N up or down. Fig. l(b) and (c), where the main array cell has an internal register for storing one coefficient bit. Throughout this paper, we assume that each basic cell (including those to be presented) contains input latches (not shown in the figures) for pipelining operations. The coefficient word ai is stored in the ( i + 1 ) th row of the array. The data word xi enters the ( i + 1) th row in a bit-serial format with its least significant bit first and with one zero interspersed between adjacent bits. The input sequence for the xi is staggered by one cycle relative to that for the xiAs the data bits of X move left through the array, each main array cell produces a partial product (aIk' * xi"'). This partial product is added to the accumulating partial product ( y k m ) from the cell above to generate the new accumulating partial product, which is then passed to the cell below. This means that the parallelogram Y [shown at the top of Fig. l(a) ] of accumulating partial products, which is initialized by zeros, will move down through the array to accumulate contributions from each term in the inner product. Since carries generated in the process are clocked to the left towards columns of higher significance, the resulting Y (appearing at the bottom of the twodimensional subarray) will have a width of B + L bits rather than only B bits. The leftmost N x L main array cells storing "0" bits are used to accommodate the growth.
Since accumulating partial products of equal significance appear at a slant in Y, the inner product y can be obtained by accumulating the resulting Y along a linear chain of B + L + 1 accumulator cells. Each accumulator cell propagates the accumulated result to the right if the associated PTRL bit is 1, and propagates the carry to the left in any case. As Y passes through the linear chain, the least significant B bits of y will come out serially with interspersed zeros from the rightmost accumulator cell, and the remaining B + L bits will come out from the other accumulator cells in sequence, as shown at the bottom of Fig. l(a) . To ensure that the accumulated results of the present inner product computation do not affect those of the succeeding one, a PTRL pattern (a sequence of 2B -2 1's followed by two 0's) recirculating continuously is used to control the propagation of the accumulated results.
It is apparent that the inner product array described above has an efficiency of only 50 percent and can yield an output result every 2B cycles. However, if two independent inner product computations are interleaved in the same array, the performance is doubled. The proposed inner product array can be easily modified for two's complement arithmetic by using the methods devised previously [ 121, [ 161. This issue is briefly described in the Appendix. Comparison of this array and other related arrays are given in [15] . To update the coefficients stored in the array, the fast loading scheme described by Urquhart and Wood [ l 11 can be used.
BIT-LEVEL SYSTOLIC ARRAYS FOR FIR FILTERING
As described in (3), the output yn of an FIR filter is given as the inner product of a coefficient vector A and a data vector X, consisting of delayed input data words. To realize such an FIR system, the bit-level systolic array shown in Fig McWhirter et al. [ 7 ] , data words (xi, i = 0, 1, 2, ---) with interspersed zeros are fed in serially only at the bottom row of the two-dimensional subarray (i.e., the Nth row of the array). Once a data bit has passed through a given row, it is delayed by B -L -1 cycle periods (KT) and then fed to the beginning of the row above. This arrangement is equivalent to feeding the data vector X, to the array in a format that, when the data word x, -enters the ( N -i) th row, it is staggered by one cycle relative to the data word x, --I entering the ( N -i -1 ) th row, where i = 0, 1, 2, * , N -2. The case for n = 3 is shown at the right-hand side of Fig. 2 . As the data bits of X , move left through the array, the parallelogram Y3 of accumulating partial products moves down through the array to generate the inner product word y3. The procedure for computing the inner product is the same as that described in the previous section.
Following McCanny et al. [13] , data words can also be fed in serially at the top row of the array. This approach is shown in Fig. 3 , where the coefficient word ai is stored in the ( i + I ) t h row. Once a data bit has passed through a given row, it is delayed by B -L + 1 cycle periods and then fed to the beginning of the row below. This arrangement is equivalent to feeding the data vector X , to the array in a format that, when the data word x, -enters the ( i + 1)th row, it is staggered by one cycle relative to the data word x, -+ I entering the ith row, where i = 1, 2, , N -1. The case f o r n = 3 is shown at the right-hand side of Fig. 3 . Like the array in Fig. 2 , as the data bits of X3 move left through the array, the output word y 3 is computed.
One can see that the FIR filtering arrays described so far have the same utilization efficiency and throughput performance as the inner product array described in Section 11. The efficiency of these arrays can be raised to 100 percent by interleaving two independent filtering opera--r. are appended and each delay between adjacent rows is rearranged properly. For the array shown in Fig. 4 , the delay between adjacent rows is B -L -3 instead of B -L -1 cycle periods (see Fig. 2 ) . Each type-I multiplexer cell is controlled by an SEL stream 1 0 1 0 * --to select the input data bits for each row. The SEL stream is synchronized with the input data stream, in which the bits from two data words are interleaved. Under the above arrangement, equivalent input data vectors will be formed in a manner that X, and X, + enter the array interleavedly
-. The case for n = 4 is shown at the right-hand side of Fig. 4 . When the parallelogram of data vectors (X4 and X,) moves left through the array, the corresponding output results ( y4 and y, ) are computed interleavedly . Since pairs of equivalent input data vectors come in continuously, the modified array of Fig. 4 has 100 percent efficiency and generates two consecutive output words every 2B cycles. For the modified array shown in Fig. 5 , the delay between adjacent rows is partitioned into two parts: one being B -L -2 units and the other being one unit. The input data stream enters the array from the top row with the same format as that of Fig. 4 . Each type-I1 multiplexer cell is controlled by another SEL stream 0 1 0 1 * , and works similarly to the type-I multiplexer cell. All the other issues of this array are the same as those of Fig. 4 except that, in the vertical direction, the data bits now move downwards rather than upwards through the array. The array of Fig. 5 also has an efficiency of 100 percent and yields two consecutive output words every 2B cycles, i.e., the average throughput is one word per B cycles. For a given clock rate and B-bit input data words, the throughput rate of one word per B cycles is the maximum possible one that can be obtained in the bit-level systolic FIR filtering arrays with bit-serial arithmetic. Thus, the new arrays of Figs. 4 and 5 for FIR filtering are optimized in the sense that, for a given clock rate, both the utilization efficiency and average throughput are maximized. When compared to another FIR filtering array [ 141 which has the same feature, these arrays have simpler basic cells and use a single accumulator rather than multiple accumulators, where the multiple accumulator scheme requires a complicated switch arrangement to control the accumulators to work alternatively. We can say that the proposed arrays have a higher system clock rate and a more regular architecture than the array in [ 141; however, they require an input data stream with interleaving nature. It should be noted that, in Figs. 2-5 , the start positions of the feedback paths can be located inside the arrays properly to avoid the values of K and K' becoming negative.
IV. A BIT-LEVEL SYSTOLIC ARRAY FOR IIR FILTERING
As described in (4), the output y, of an IIR filter is given as the inner product of a coefficient vector and a data vector consisting of delayed input and output samples. Now, if we treat input data as fractions (having no integer part) and truncate each output word to have the same word length as each input data word, the bit-level inner product array shown in Fig. l(a) can be modified properly for IIR filtering. Fig. 6(a) shows a bit-level systolic array for IIR filtering with B = 4 and N = M = 2. In this array, each input data word is expressed as x, = ( A X~~) X~* ) X ! " X~~) ) , where A denotes the location of the binary point. Since the filter is assumed to have unity gain, each output word is still a fraction, i.e., y, = AY!^)^:') -y!')). Thus, each desired truncated word for the feedback path computations is given as yt = (Ay!9'y~8)y!7)y!6)). The first two rows of the array are used for the forward path computations, and the third and fourth rows are used for the feedback path computations. The operations of this array are very similar to those of Fig. l(a) . The main difference is in the input method. Each input data word enters the array only from the second row (in general the Nth row) in a format as shown. Once a data bit has passed through a given row, it is fed to the beginning of the row above. Since the ith truncated output word (pl) is required for computing the ( i + 1 ) th output word (y, + ), it should be fed back to the input of the array properly. In Fig. 6(a) , the bottom row of four type-I11 multiplexer cells make each truncated output word enter the fourth row (in general the ( N + M)th row) in the same manner as the input data words enter the second row. In fact, the linear chain of type-I11 multiplexer cells is a special bit-parallel/bit-serial shift register. The function of the type-I11 multiplexer cell is shown in Fig. 6(b) . Once a truncated output bit has passed through a given row (excluding the ( N + 1)th row), it is fed to the beginning of the row above. For demonstration purpose, the equivalent input timing diagram for computing the output word y,, which will emerge in the same manner as y in Fig. l(a) , is shown by the broken lines in Fig. 6(a) . It should be noted that the actual inputs are only the Nth row and the two bottom rows.
We can see from Fig. 1 (a) ]. The control pattern for the multiplexer cells is a sequence of two 1's followed by 2B + L 0's. The former is staggered by two cycles relative to the latter so that each desired truncated output word can be fed back to the beginning of the ( N + M)th row properly. From the equivalent input timing diagram, it is easy to see that each delay between adjacent rows is B + 1 cycle periods ( j~) .
The three one-cycle delays (7's) are used to make the array have the same output format as Fig. l(a) .
From cycles.) Like the inner product array described in Section 11, two independent IIR filtering operations (with the same coefficients) can be interleaved in the new array. In this case, the performance is doubled.
V. CONCLUSIONS AND DISCUSSION In this paper, we have presented five bit-level systolic arrays, four for FIR filtering and one for IIR filtering, based on a new inner product computation method. These new arrays are highly regular, nearest neighbor connected, and thus well suited to VLSI implementation. Due to the use of the bit-serial approach, they are especially suitable for digital signal processing applications where data bits are available in serial form, such as the processing of telephone voice and data signals. As the FIR filtering arrays are based on the convolution sum, they are in fact convolution arrays. For a given clock rate, the FIR filtering arrays of Figs. 4 and 5 have the best possible utilization efficiency and average throughput that is not achieved in the previous related designs of [7] -[ 131. They also gain an improvement in both processing speed and regularity of architecture over the array described in [ 141 with a slight increase in the complexity of the input scheme. Those of Figs. 2 and 3 can also be fully utilized (i.e., with 100 percent efficiency) for concurrent filtering of two data streams. The new IIR filtering array has utilization efficiency and throughput rate comparable to those of the previous related techniques [9]-[ 111 for filtering of a single data stream, and about twice as those for concurrent filtering of two data streams. This feature makes it attractive for use in applications where multiple filtering and particularly bandpass analysis are required [l] . In multiple filtering, one specific filter operation is required to be performed on many signal channels presented as input data, for example, in multiplex systems. While in bandpass analysis, many bandpass filtering operations, which in general can be performed using a single low-pass digital filter and a frequency shift operation, are performed on a single signal channel presented as input data.
It is interesting to note that the basic cells required for the new FIR filtering arrays of Figs. 3 and 5 are identical to those used in the arrays of Figs. 2 and 4 . Also, all the data bits, the accumulating partial product bits, and the result bits propagate in the same direction (downwards) in the former, but not in the latter. As described by McCanny et al. [13] , in a system with such a feature, latches can be used as a means of buffering to prevent offchip or chip-to-chip delays from degrading system per-formance. This feature also makes the fault-tolerant scheme described by Kung and Lam [17] , which let the bypass propagation required for the routing of information around faulty cells occupy one entire clock cycle, applicable to the two-dimensional subarray (major part of the array) without reducing the clock rate. We can say that the new FIR filtering arrays of Figs. 3 and 5 gain advantages over those of Figs. 2 and 4 in terms of chip cascadability, fault tolerance, and possible wafer-scale integration. However, the latter has smaller system latency, where the latency now is defined to be the time from when we input x, to the time we receive yn.
Since all the proposed arrays have a particular output format, additional circuitry may be required to handle the interface problem. To make the array chip have fewer 110 pins, the bit-parallel output part (i.e., the most significant B + L bits) can be converted into two bit-serial parts. This can be implemented as shown in Fig. 7 , where two linear chains of B and L type-I11 multiplexer cells are cascaded together. Each linear chain is controlled by a sequence of two 1's followed by 2B -2 O's, and used to convert bit-parallel data (time skewed) into a bit-serial data stream with interleaving nature as shown. The BT delay is used to make the y@) and y'2B' emerge simultaneously. It should be noted that if the linear chain of B type-I11 multiplexer cells, instead of L , is placed at the left-hand side of Fig. 7 , the most significant B bits of the results will be grouped into a single stream. If only the most significant B + L + 1 bits are desired, a parallel output form can be obtained directly from the bottom of each proposed array without any additional circuitry. However, in this case, the utilization efficiency of the output bus will be lower.
As well as for the FIR (or finite length convolution) and IIR filter problems, the proposed inner product computation scheme may also be used for other applications involving matrix and vector multiplication, such as the linear discriminant function classifier [ 
Hence, both positive and negative partial products are generated in the multiplication of two two's complement numbers. As described by Wood et al. [ 161, the multiplication of two two's complement numbers can be written in a form involving only positive partial products provided that all partial products which involve a sign bit and a nonsign bit are complemented. The answer is then obtained by adding an arithmetic adjustment to the final re- y CTRL y CTRL To perform two's complement arithmetic in the proposed inner product array according to the above method, the main array cell should be modified as shown in Fig.  8 , where the CTRL bit is used for controlling the inversion of partial products. The modified inner product array for two's complement arithmetic is shown in Fig. 9 , where the major data flow is the same as that of Fig. l(a) except that the parallelogram of accumulating partial products is augmented by one column. The inversion of partial products can be controlled by moving down a parallelogram of CTRL bits through the array so that CTRL bits are 1's at positions where partial products need to be complemented. The parallelogram of CTRL bits not only has the same shape (excluding the leftmost column) as that of accumulating partial products, but also synchronizes with it. In Fig. 9 , the corresponding CTRL bits are 1's for the positions with parentheses, and are 0's for the others. In the case of B = N = 4, the required arithmetic adjustment is 26 -29, i.e., the correction term is the IO-bit word (1 0 0 1 0 0). The addition of the correction term to complete the final result can be handled quite simply by initializing the parallelogram of accumulating partial products properly. In Fig. 9 , the leftmost column which contains terms with significance corresponding to 26, 27, 2*, and 29 is added for this purpose. For two interleaved computations, this column should be initialized by an ITRL sequence of 1 1 0 0 0 0 1 1. It should be noted that the ITRL sequence is dependent on N and B. Since the input data flow has not been changed, the corresponding FIR and IIR filtering arrays for two's complement arithmetic can be easily derived by reference to Figs. 2-6. 
