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Abstract
In some observational studies, it may be relatively more aordable to measure
the response variable, while some covariates' data might be expensive to obtain.
Therefore, collection of the covariate information might be restricted by the available
budget of the study. In this situation, we need to consider sampling designs which
yield powerful association tests for a given sample size by selecting more informative
subjects. Using cost-ecient response-dependent two-phase sampling designs is a
way to select more informative sampling units. In phase I, we have easily measured
variables including the response variable for all individuals in the cohort or in a large
random sample from the population, and in phase II, we obtain expensive variables for
a subset of individuals selected according to their response variable and inexpensive
covariates obtained in phase I. We consider the likelihood and pseudo-likelihood
based methods for incomplete data analysis to make inference on the association
between the expensive covariate and the response variable. We also consider multiple
response-dependent sampling designs. The objective is to compare the eciency of
estimators and to identify ecient sampling design settings under each estimation
method.
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Lay summary
In genetic association studies, the aim is to identify the relation between genetic
variants and phenotypes or traits. For example, using genetic association studies, we
can identify genes involved in human disease. In such studies, it may be relatively
more aordable to measure the trait values such as blood pressure, while a genetic
variant data might be expensive to obtain. Therefore, collection of the genetic variant
information might be restricted by the available budget of the study. In this situation,
we need to nd a way to select informative individuals based on their available
trait values to collect genetic variant information. To obtain informative results on
the relation between genetic variants and trait values, we investigate the best way
for selecting individuals based on their trait values to obtain the genetic variants
information. We consider dierent statistical methods to estimate the association
between genetic variants and trait values, and we compare the performance of each
estimation method.
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Chapter 1
Introduction
In various studies investigating the association between a response variable and some
covariates is the primary interest. In some observational studies, it may be relatively
more aordable to measure the response variable, while a covariate's data might
be expensive to obtain. Therefore, collection of the covariate information might be
restricted by the available budget of the study. For example, in genetic association
studies, where the aim is to identify genetic markers associated with a phenotype or a
trait, although trait values might be available for each individual in a cohort, it might
be expensive to obtain genetic data (Yilmaz and Bull, 2011; Barnett et al., 2013). The
genetic data could only be obtained for a limited number of individuals. The sample
size is determined based on the available budget. Thus, we might need to select a
sample with a given size from the cohort to collect the genetic data. In many genetic
association studies, due to the multiple testing issue, the power of the association tests
is a main concern. These studies require a much larger sample size to achieve adequate
statistical power. However, when the sample size is xed based on the available
budget, we can increase the power of the association tests for a given sample size by
selecting more informative subjects. Response-dependent two-phase sampling design
is a way to select more informative sampling units. For example, Zhou et al. (2007)
showed the improved statistical eciency obtained by using response-dependent
two-phase sampling design compared to simple random sampling. Yilmaz and Bull
(2011) suggested that given a xed sample size, trait-dependent sampling designs can
lead to more powerful association tests compared to simple random sampling design.
Also, quantitative trait-dependent sampling can be quite eective in reducing costs of
2genetic data collection. Many other studies including Allison (1997), Page and Amos
(1999), Slatkin (1999), Xiong et al. (2002), Chen et al. (2005), Wallace et al. (2006),
Huang and Lin (2007), Li et al. (2011), Chen and Li (2011) suggested that sampling
subjects with the extreme trait values can substantially increase statistical power
compared to simple random sampling.
The objectives of this thesis are to investigate eciency of the response-dependent
two-phase sampling designs and to identify informative sampling designs which give
ecient estimates of the coecient of an expensive covariate for the given sample
size. We consider dierent estimation methods including likelihood-based methods
and pseudo-likelihood based methods. We assess the asymptotic properties of the
estimation methods under dierent response-dependent sampling designs and compare
their eciency under each design. We also discuss response-dependent two-phase
sampling designs under bivariate response variable models.
1.1 Response-Dependent Sampling
Sampling designs where sampling probabilities for subjects depend on their response
values are called response-dependent sampling designs. They are retrospective
designs. There are dierent response-dependent sampling designs based on the type
of the response variable. For example, case-control design (Breslow and Cain, 1988)
is a well-known response-dependent sampling design where the response variable is
dened as a case or a control (i.e., a binary variable). Observational epidemiology
study designs often investigate the relationship between a disease outcome and an
exposure given other characteristics. The disease outcome might be known for a large
number of subjects. However, the covariate data can only be collected for a small
number of subjects since collecting the covariate information might be expensive.
In a case-control study, the response variable (disease status) is binary where cases
have the disease and controls are free of the disease. Suppose there are N individuals
in a cohort in which Ncases of them are cases and Ncontrol of them are controls. Suppose
the budget allows the covariate information to be collected for n subjects. Then, one
may collect ncases individuals from the cases group and ncontrol individuals from the
control group where ncases + ncontrol = n, and measure expensive covariate for all
n sampled units. When the cases are rare, we can select all the cases and select a
3random sample of controls to measure the expensive covariate.
In the studies of investigating the association between an exposure measure and a
continuous response variable, a common approach is to discretize the response variable
values using some cut-point values which leads to the mutually exclusive intervals
called strata. Then, a basic stratied sampling (BSS) can be conducted (Lawless
et al., 1999).
1.2 Response-Dependent Two-Phase Sampling
Designs
In a response-dependent two-phase sampling design, in phase I, we have easily
measured variables including the response variable for all individuals in a cohort or
in a large random sample from the population, and in phase II, we obtain expensive
covariate(s) for a subset of individuals selected according to their response variable
obtained in phase I (Neyman, 1938; Zhao and Lipsitz, 1992).
The reason for applying a response-dependent two-phase sampling design is to
enhance the eciency of estimates with a limited budget. In a study of the relationship
between a rare exposure and a rare disease, White (1982) proposed a stratied
response-dependent two-phase design. They obtained the value of a response variable
which is a disease status and a binary (inexpensive) covariate, which is an exposure
status, for a large sample in phase I, but in phase II, another covariate's (expensive
covariate) data were collected only for a subsample. The subsample was selected
by sampling from each of the four groups constructed based on the disease and the
inexpensive exposure status. Eciency of this design was enhanced by sampling a
large proportion of the subjects from the small groups and a smaller proportion of
subjects from the large groups.
Variations of response-dependent two-phase sampling designs and estimation
methods have been proposed. Breslow and Cain (1988) considered the preliminary
sample to be separate samples of cases and controls. These samples are selected from
a subpopulation of diseased and non-diseased subjects. They proposed a modied
logistic regression model for the analysis of data obtained through a two-stage
case-control design. They considered conditional maximum likelihood estimation
4under the logistic regression model, which was developed for choice-based data by
Manski and McFadden (1981) and Hsieh et al. (1985). A choice-based sampling
is a stratied sampling scheme where each stratum is dened according to the
response variable which is a discrete variable. In this sampling scheme, the sampling
probabilities for rare response categories are high and the size of the selected sample
from each response category is predetermined.
Prentice (1986) considered a dierent type of case-control study within a cohort
study which is a case-cohort design. In standard case-cohort studies, the covariate
values are obtained for all the cases and for a sub-cohort which is randomly chosen
from the whole cohort. This approach is used when the event of interest is rare. When
the event of interest is not rare, a generalized case-cohort design could be considered
(Chen, 2001). In a generalized case-cohort design, expensive covariate values are
obtained for a random sample from the case group and for a sub-cohort which is
randomly chosen from the whole cohort. Here, the response variable is time-to-disease
event. Prentice performed the estimation by maximizing a Cox-type likelihood under
a proportional hazard regression model of time-to-disease event.
Zhao and Lipsitz (1992) studied a class of twelve possible designs within the
framework of two-phase designs and considered three dierent statistical methods.
They considered three sampling schemes to select phase I sample and four sampling
schemes to select phase II samples. In phase I, disease status D and exposure status Z
were available for all individuals, and in phase II, they gathered information about the
confounders X on selected individuals. In phase I, they selected individuals randomly
from a population and obtained the (D;Z) values for the selected individuals, selected
individuals based on their D values and obtained Z values for the selected individuals
or selected individuals based on their Z values and obtained D values for the selected
individuals. In phase II, they selected a random sample, selected individuals based
on their D values, selected individuals based on their Z values or selected individuals
based on their D and Z values. The confounder information X was gathered for the
individuals selected in phase II sample. The sampling designs were formed by choosing
one of the three phase I designs and one of four phase II sampling designs. They
analyzed the eciency of the three estimation methods under these twelve sampling
designs. The three estimation methods considered were the maximum likelihood
estimation, Breslow and Cain's method, and an estimating equation method.
5The studies discussed above were on the sampling designs when the response
variable is binary except the case-cohort design. The response variable could also be
a continuous variable. For example, Gray et al. (2005) studied the association between
utero exposure to background levels of polychlorinated biphenyls with the cognitive
functioning among school-age children. In this study, individuals were selected from
Collaborative Perinatal Project (CPP) participants. The CPP is a prospective cohort
study designed to identify determinants of neurodevelopmental decits in children.
There were 55,908 pregnancies recruited into the CPP study from 1959 to 1966. The
polychlorinated biphenyls levels measured through blood serum assay where the blood
samples were collected during the pregnancy and stored at  20oC. The cost associated
with blood serum assay is high, therefore, 732 women were selected at random and
additional 162 chosen women whose children had either a low or high intelligence
quotient score.
In whole-genome association studies to identify rare and common variants
associated with complex traits, Yilmaz and Bull (2011) assumed an existing cohort of
unrelated individuals, well phenotyped for a quantitative trait in phase I and discussed
four dierent sampling designs to select phase II sample, whose sample size is the
same in all four designs. Half of the cohort was selected in phase II. In design I,
they selected a simple random sample. In design II, all observations in each of the
25% tail of the quantitative trait distribution were selected that is called extreme
sampling where the individuals having the highest or the lowest quantitative trait
values are selected. In design III, they selected all observations in each of the 20%
tail and the central 10% of quantitative trait distribution. Designs II and III are
systematic and do not actually involve any random selection. Design IV considered
50% sample by distance from the median of the quantitative trait distribution. That
is, the selection probabilities for individuals are inversely weighted according to their
distance from the median of the trait distribution in the cohort. Their simulation
study results suggest that the quantitative trait-dependent sampling designs (Designs
II-IV) generally produce greater than 50% relative eciency compared to using the
entire cohort. The quantitative trait-dependent sampling designs with oversampling
or complete selection of the extremes of the distribution are the most ecient designs.
They concluded that in comparison to using the entire cohort, extreme sampling
acquires some loss of eciency and power to detect the association, but compared to
simple random sampling it is far more ecient. Also, they suggested that quantitative
6trait-dependent sampling can be eective in reducing the cost to collect genetic data.
Barnett et al. (2013) also concluded both analytically and numerically that sampling
individuals with extreme phenotypes can increase the power for identifying causal rare
variants compared to random sampling.
1.2.1 Response-Dependent Two-Phase Sampling Design
Setting
Suppose Y denotes a continuous response variable, and X and Z are the expensive
covariate and the inexpensive covariate, respectively. We are interested in measuring
the association between Y and X while adjusting the model for Z. Now, suppose Y ,
X and Z are observed for all units and the observations f(yi; xi; zi); i = 1; 2; : : : ; Ng
in a cohort of size N are generated from
f(yjx; z;)g(xjz;)h(z) (1.1)
where f(yjx; z;) is the conditional density function of Y given X and Z,  is a vector
of unknown parameters including the regression coecients of interest, g(xjz;) is
the conditional density or mass function of X given Z = z, and h(z) is the marginal
density or mass function of Z. Neither g(xjz;) nor h(z) depends on . Let G(:)
denote the conditional distribution function corresponding to g(:).
Now, suppose that Y and Z are observed for all the N units in phase I. However,
the expensive covariate X can only be observed for a subsample of individuals selected
in phase II for a xed sample size n. Let Ri be an indicator function where Ri = 1
if unit i in phase I cohort is selected for inclusion in phase II sample, and Ri = 0
otherwise. Thus, the observed data consist of N units where n =
PN
i=1 Ri units in the
cohort provide complete data (yi; xi; zi), and N   n of units provide information only
on response values yi and inexpensive covariate zi. The set of completely observed
data, V; and the set of units with incomplete data, V ; are denoted by
V = fi : Ri = 1; i = 1; 2; : : : ; Ng and
V = fi : Ri = 0; i = 1; 2; : : : ; Ng;
(1.2)
respectively.
7Let i denote the probability of selecting the i
th unit in phase II sample. It depends
on the value of the response variable Yi in a response-dependent sampling design
(possibly in addition to Zi). We assume that the covariate X is \missing at random"
in the terminology of Little and Rubin (1987). Thus, the sampling probability for
unit i is
i = P (Ri = 1jyi; zi; xi) = P (Ri = 1jyi; zi) (1.3)
for i = 1; 2; : : : ; N:
1.2.2 Response-Dependent BSS Design
The BSS design is a well known sampling design. In BSS design, it is assumed that the
number of units in a cohort are divided into mutually exclusive groups called strata
and a subsample with a given size is randomly selected from each strata without
replacement. Suppose that N units are generated independently from model (1.1)
and that the numbers Nj in the j
th stratum Sj for j = 1; 2; : : : ; K are observed.
Then, from each stratum Sj, nj units are randomly selected without replacement.
In response-dependent BSS design, suppose there are N units generated from
model (1.1) in phase I and the observed response values (y1; y2; : : : ; yN) is partitioned
into K number of strata, Sk; k = 1; 2; : : : ; K, using xed cut-point values
Ci; i = 1; 2; : : : ; K   1 where C1  C2  : : :  CK 1. The rst stratum includes
the units with yi values less than C1, the k
th (k = 2; : : : ; K   1) stratum includes the
units with yi values between Ck 1 and Ck, and the K th stratum includes the units
with yi values greater than Ck 1. Let Nj (j = 1; 2; : : : ; K) be the number of units in
each stratum where
KX
j=1
Nj = N . Then, from each stratum Sj, nj units are randomly
selected for inclusion in the phase II sample, where the total phase II sample size
n =
KX
j=1
nj is xed according to budgetary constraints.
The selection probability for the i th unit, i in (1.3), becomes i =
KX
j=1
ij
nj
Nj
for
8i = 1; 2; : : : ; N , where
ij =
8<:1 if the i th unit is in the j th stratum,0 if the i th unit is not in the j th stratum. (1.4)
1.3 Stratied Response-Dependent Two-Phase
Sampling Design
In a two-phase stratied response-dependent sampling design, in phase I, we have
easily measured variables including the response variable and inexpensive covariates
for all individuals in a cohort or in a large random sample from the population, and in
phase II, we obtain expensive covariate(s) for a subset of individuals selected based on
their response variable and inexpensive covariates obtained in phase I. The stratied
response-dependent two-phase sampling design might yield more ecient estimators
than sampling that depends only on the response variable (Espin-Garcia et al., 2018).
1.4 Estimation Methods
Estimation methods under response-dependent two-phase sampling designs were
considered in dierent settings. For the response-dependent two-phase sampling
designs with a binary or categorical response variable, Breslow and Cain (1988)
developed a conditional likelihood estimation method; Flanders and Greenland (1991)
and Zhao and Lipsitz (1992) proposed a weighted likelihood approach; Breslow and
Holubkov (1997) studied a nonparametric maximum likelihood estimation method;
Wacholder and Weinberg (1994) obtained a maximum likelihood estimation using an
EM-algorithm.
For response-dependent two-phase sampling designs with a continuous
response variable, Lawless et al. (1999) proposed semiparametric likelihood and
pseudo-likelihood methods for estimating  in (1.1) when the phase II sampling
depends on the response variable only. They considered the situations in which
units generated are not fully observed and modeling the covariate distribution is
not possible. They presented theoretical asymptotic results for the estimators and
9handled the problems from the response-dependent sampling, measurement error,
and the missing data literature under a single framework. Zhou et al. (2002)
developed a likelihood based approach that is a semiparametric empirical likelihood
method. Chatterjee et al. (2003) proposed a pseudo-score estimation, and Weaver and
Zhou (2005) proposed an estimated likelihood approach which are pseudo-likelihood
methods.
Some likelihood-based and pseudo-likelihood based estimation methods proposed
for response-dependent two-phase sampling designs are described in the following.
1.4.1 Likelihood-based Methods
Suppose the complete data generated from model (1.1) is observed. The likelihood of
the complete data f(yi; xi; zi); i = 1; 2; : : : ; Ng is proportional to
L() =
NY
i=1
f(yijxi; zi;): (1.5)
The maximum likelihood estimate of  is obtained by maximizing L() in (1.5).
Full Likelihood Method
Consider the response-dependent two-phase sampling described in Section 1.2.
Assume the response variable Y and inexpensive covariate Z have been fully observed
for all N units, in phase I. A phase II sample is selected from the phase I units with
selection depending upon Y only. The expensive covariate X is observed for only
selected units. If Z is not of low dimension then a parametric model for X given Z,
g(xjz;) is essential to consider (Lawless, 2018). The full likelihood (Robins et al.,
1995) which incorporates both complete and incomplete data f(yi; xi; zi) : i 2 V g [
(yi; zi) : i 2 V
	
under the missing at random assumption is proportional to
LR(;) =
Y
i2V
f(yijxi; zi;)g(xijzi;)
Y
i2 V
Z
u
f(yijzi; u;)g(ujzi;)du; (1.6)
where V and V are dened in (1.2). The maximum likelihood estimate of , ^R,
is obtained by maximizing LR(;) in (1.6) with respect to  and . If Z is not
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continuous or high-dimensional, g(xjz) can be modelled nonparametrically (Lawless,
2018).
If there is no inexpensive covariate, LR(; g) in (1.6) reduces to
LR(; g) =
Y
i2V
f(yijxi;)g(xi)
Y
i2 V
Z
u
f(yiju;)g(u)du: (1.7)
The semiparametric maximum likelihood estimate of , ^R, is obtained by
maximizing LR(; g) in (1.7) with respect to  and g.
When we know the values of yi for all units in phase I, the likelihood function
is LR(;). Suppose under the response-dependent BSS design explained in Section
1.2.2, only the stratum information is available for unselected units. The likelihood
which incorporates complete data f(yi; xi; zi) : i 2 V g and stratum information of
unselected data is proportional to
LF (;) =
KY
j=1
8<:Y
i2Dj
f(yijxi; zi;)g(xijzi;)
9=;Qj(;)Nj nj ; (1.8)
where
Qj(;) = prf(Y; Z;X) 2 Sjg =
Z
prf(Y; z; x) 2 Sjjx; zgg(xjz;)h(z)dx;
and Dj = fi : ij = 1; Ri = 1g denotes the set of indices of all fully observed units in
stratum Sj and ij is dened in (1.4). The maximum likelihood estimate of , ^F , is
obtained by maximizing the likelihood function LF (;) in (1.8) with respect to 
and .
If there is no inexpensive covariate, LF (; g) in (1.8) reduces to (Lawless et al.,
1999)
LF (; g) =
KY
j=1
8<:Y
i2Dj
f(yijxi;)g(xi)
9=;Qj(; g)Nj nj ; (1.9)
where
Qj(; g) = prf(Y;X) 2 Sjg =
Z
prf(Y; x) 2 SjjxgdG(x):
The semiparametric maximum likelihood estimate of , ^F , is obtained by
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maximizing the likelihood function LF (; g) in (1.9) with respect to  and g.
When there are no inexpensive covariates Z, if X is discrete with relatively few
points of support then we can obtain the maximum likelihood estimator of  and G by
maximizing the likelihoods LR(; g) or LF (; g) (Scott and Wild, 1991). This is not
possible when the range of possible values for X is not small or X is continuous. In
this study, we assume that X is a binary variable. Thus, we can apply the maximum
likelihood estimation.
Conditional Likelihood Method
Suppose that only completely observed units information is available. Thus, the
observed data is f(yi; xi; zi) : i 2 V g. Then, the resulting likelihood conditioning on
being selected in phase II is given by (Carroll et al., 1995; Lawless et al., 1999)
LC0(;) =
Y
i:Ri=1
pr f(yi; xi; zi)jRi = 1g
=
Y
i:Ri=1
8>>>>><>>>>>:
f(yijxi; zi;)g(xijzi;)h(zi)i
KX
j=1
nj
Nj
Qj(;)
9>>>>>=>>>>>;
;
(1.10)
where
Qj(;) = prf(Y;X;Z) 2 Sjg =
Z
prf(Y; z; x) 2 Sjjx; zgg(xjz;)h(z)dx;
LC0 in (1.10) is equivalent to LC1 which is a conditional likelihood that does not
involve G. LC1 is given by (Wild, 1991; Scott and Wild, 1997, 1998; Lawless et al.,
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1999)
LC1() =
Y
i:Ri=1
pr f(yi; xi; zi)jRi = 1g
=
Y
i:Ri=1
8>>>>><>>>>>:
f(yijxi; zi;)i
KX
l=1
nl
Nl
Ql (xi; zi;)
9>>>>>=>>>>>;
;
(1.11)
where Ql (x; z;) = prf(Y; z; x) 2 Sljx; zg:
The semiparametric prole likelihood LC1 for  is obtained from LC0 using the
maximization process employed in Wild (1991) and Scott and Wild (1997, 1998). That
is, LC1() = LC0(; ^()) where ^() is obtained by maximizing LC0 with respect to
 for xed  over the space of all discrete distributions whose support includes the
observed values of X.
The estimate of , ^C1, is obtained by maximizing LC1() in (1.11) with respect
to .
If there are no inexpensive covariate, LC1() in (1.11) reduces to
LC1() =
Y
i:Ri=1
pr f(yi; xi)jRi = 1g
=
Y
i:Ri=1
8>>>>><>>>>>:
f(yijxi;)i
KX
l=1
nl
Nl
Ql (xi;)
9>>>>>=>>>>>;
;
(1.12)
where Qj(x;) = prf(Y; x) 2 Sjjxg:
1.4.2 Pseudo-likelihood Methods
By replacing the empirical estimate for the function G in the likelihood function
(1.7), the pseudo-likelihood can be formulated. This likelihood is also known as an
estimated likelihood. The estimates of the parameters can be obtained by solving the
13
estimating equation for . Here, the estimating function is the rst derivative of the
log of pseudo-likelihood.
Estimated Pseudo-likelihood
Suppose there is no inexpensive covariate Z. The estimated pseudo-likelihood method
is obtained by replacing G in the likelihood function (1.9) with an empirical estimate
~G. The estimate ~G of G is the empirical cumulative distribution function of X
obtained by
~G(x) =
KX
j=1
~Gj(x)
Nj
N
; (1.13)
where ~Gj(x) is the empirical cumulative distribution function obtained by using the
xi values for units i 2 Dj.
The log-pseudo-likelihood function is obtained by inserting ~G(x) in (1.13) into the
logarithm of likelihood LF (; G) in (1.9) and is given by (Lawless et al., 1999)
lP () =
X
i:Ri=1
log f(yijxi;) +
KX
j=1
(Nj   nj)
(
log
KX
l=1
Nl
nl
X
i2Dl
Qj(xi;)
)
; (1.14)
where Qj(x;) = prf(Y; x) 2 Sjjxg: The estimate of , ^P , is obtained by maximizing
lP () in (1.14) with respect to .
Inverse Probability Weighting (IPW) Method
Suppose that only completely observed units' information is available, then the
pseudo-likelihood estimating function is obtained by weighting the contributions of
completely observed units inversely according to their probability of selection. This is
called as the IPW method. The IPW method uses the Horvitz-Thompson approach in
problems involving response-dependent sampling. The resulting estimating function
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is given by (Robins et al., 1994)
Sw() =
NX
i=1
Ri
i
Ui(); (1.15)
where i is dened in (1.3), and
Ui() =
@ log f(yijxi; zi;)
@
: (1.16)
If there are no inexpensive covariate, Ui() in (1.16) reduces to
Ui() =
@ log f(yijxi;)
@
:
To obtain the estimate of , we solve the estimating equation Sw() = 0. The
IPW method is potentially less ecient because only the completely observed units
information is used in the estimating equation and units with incomplete observation
are not considered. In this estimation method, we can get the estimates without
making any model assumption on the expensive covariate distribution.
Under some regularity conditions (White, 1982), the estimator ^ obtained by
solving estimating equations is a consistent estimator of the true parameter vector
. In addition,
p
n(^   ) is asymptotically normally distributed with zero mean
vector and covariance matrix
C() = A() 1B()[A() 1]
0
; (1.17)
where
A() =   1
n

@Sw()
@0

;
B() =
1
n
NX
i=1
Swi()Swi()
0
:
A consistent estimator of C() is obtained by inserting ^ instead of  as given in
the following
C(^) = A(^) 1B(^)[A(^) 1]
0
: (1.18)
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1.5 Multiple Response-Dependent Two-Phase
Sampling Design
Many studies discussed and developed response-dependent two-phase sampling
designs based on a univariate continuous response variable. In practice, the data may
consist of multiple response variables which are of interest. In some epidemiological
cohort studies, the response variable values are recorded for multiple members of
families, and in some clinical trials, study individuals may experience multiple events.
A common feature among all these studies is that response variables might be
correlated. As the eld of epidemiology expands and evolves, an increasing number of
studies have been conducted using the multiple response-dependent sampling designs.
For example, Longnecker et al. (2004) studied the association between polychlorinated
biphenyls levels in maternal pregnancy serum and audiometrically determined hearing
thresholds among ospring when they were approximately 8 years old. Subjects were
selected from the Collaborative Perinatal Project (CPP), where eligible children met
the criteria of live-born singleton and 3-ml third trimester maternal serum specimen
was available. Samples were selected using a multiple response-dependent sampling
design. From the eligible children, 1200 subjects were selected at random, of whom
726 had an 8-year audiometric evaluation. To get the additional sample, they dened
sensorineural hearing loss (SNHL) as a hearing threshold  13.3dB, based on the
average across both ears at 1000, 2000, and 4000 Hz, in conjunction with no evidence
of conductive hearing loss. Evidence of conductive hearing loss was dened by the
air-bone dierence in hearing threshold being  10 dB, based on the average across
both ears at 1000, 2000, and 4000 Hz. An additional 200 eligible children were
randomly selected from the 440 children whose 8-year audiometric evaluation showed
SNHL.
Sampling designs under the multiple response-dependent sampling framework and
statistical methods accounting for the multiple response-dependent sampling method
is still underdeveloped. Therefore, new and ecient development of sampling methods
under the multiple response-dependent sampling design is needed. In addition,
ecient statistical inference procedures are needed in order to take advantage of
limited data under the multiple response-dependent sampling design. In our study, we
will investigate inference procedures under the multiple response-dependent sampling
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designs and identify the ecient sampling designs. In this study, copula functions are
used to model the dependence between response variables. An introduction to copula
modeling is given in the following section.
1.6 Copula Models
Copulas are functions used to construct a joint distribution function by combining
the marginal distributions (Nelsen, 2006). For simplicity, consider a pair of random
variables Y1 and Y2, with marginal distribution functions F1(y1) = P (Y1  y1) and
F2(y2) = P (Y2  y2), respectively, and a joint distribution function F (y1; y2) =
P (Y1  y1; Y2  y2). A result due to Sklar (1959) says there is for any F (y1; y2) a
unique copula function C(u1; u2); 0 < u1; u2 < 1, such that
F (y1; y2) = C(F1(y1); F2(y2))
for all y1; y2 2 R2.
The function C(u1; u2) is termed a copula, and it is a joint cumulative
distribution function on the unit square, with marginal distributions that have
Uniform distribution on (0; 1). A common model used in many applications is the
Clayton copula model (Clayton, 1978) given by:
C(u1; u2) = (u
 
1 + u
 
2   1) 
1
 ;  > 0; (1.19)
where the parameter  species the dependence level between U1 and U2.
A frequently used measure of dependence is Kendall's tau. Kendall's tau is the
probability of concordance minus the probability of discordance, that is
 = P ((Y1i   Y1j)(Y2i   Y2j) > 0)  P ((Y1i   Y1j)(Y2i   Y2j) < 0);
where two observations (Y1i; Y2i) and (Y1i; Y2i), i 6= j are called concordant if (Y1i  
Y1j)(Y2i   Y2j) > 0 and discordant if (Y1i   Y1j)(Y2i   Y2j) < 0. There is a one-to-one
relation between Kendall's tau  and  which is given by
 =

+ 2
;   0;
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and the range of possible values for  is [-1, 1].
Another measure of dependence is tail dependence. Tail dependence describes
the amount of dependence in the tails of a bivariate distribution. In other words,
tail dependence measures the dependence between the variables in the upper-right
quadrant and in the lower-left quadrant of a bivariate distribution. The concept of
tail dependence has been discussed in some data applications, for example, in nancial
applications related to market or credit risk (Embrechts et al., 2003; Hauksson et al.,
2001).
The tail dependence describes the limiting proportion that one margin exceeds a
certain threshold given that the other margin has already exceeded that threshold.
The upper tail dependence parameter U is the limit of the conditional probability of
Y1 which is greater than the 100p
th percentile of F1 given that Y2 is greater than the
100pth percentile of F2 as p approaches 1, that is
U = lim
p!1 
P

Y1 > F
 1
1 (p)jY2 > F 12 (p)

if the limit exists.
Similarly, the lower tail dependence parameter L is the limit of the conditional
probability of Y1 is less than or equal to the 100p
th percentile of F1 given that Y2 is
less than or equal to the 100pth percentile of F2 as p approaches 0, that is
L = lim
p!0+
P

Y1  F 11 (p)jY2  F 12 (p)

if the limit exists.
There is upper tail dependence between two random variables if U 2 (0; 1],
and if U = 0, they are upper tail-independent. Similarly, there is lower tail
dependence between two random variables if L 2 (0; 1], and if L = 0, they are lower
tail-independent. Under the Clayton copula, the lower tail dependence parameter is
L = 2
  1
 and there is no upper tail dependence (Joe, 1997).
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1.7 Aim and the Outline of the Study
In this study, the main objective is to investigate eciency of response-dependent
two-phase sampling designs. We identify informative sampling designs which give
ecient estimates of the coecient of an expensive covariate for a given sample size.
We consider sampling based on a continuous response variable Y , in addition to
the inexpensive covariate Z. Further, we investigate eciency of response-dependent
two-phase sampling designs under bivariate response variable models. We consider
dierent estimation methods. Unbiasedness and eciency of estimators under
dierent estimation methods for each sampling design are assessed. We also check the
robustness of estimators when the conditional distribution of the response variable
given covariates is misspecied.
In this study, we assume an existing cohort of individuals in phase I, where response
variable values are available for all individuals. The response-dependent BSS design
in Section 1.2.2 is considered at phase II sample selection. The main objective of this
study is to investigate how to specify sampling probabilities for each stratum for a
xed phase II sample size n to achieve an ecient estimate for the coecient of an
expensive covariate. To make inference on the coecient of the expensive covariate, we
consider the likelihood-based methods and the pseudo-likelihood methods described
in Section 1.4.
We also investigate the estimation methods under the multiple response-dependent
sampling designs and phase II sampling schemes giving the most ecient estimate
under each estimation method. We investigate the gain in eciency under
multiple response-dependent sampling designs compared to single response-dependent
sampling designs.
In Chapter 2, we present the response-dependent sampling design settings when
there is a single response variable. Eciency of the sampling designs is investigated
through a simulation study. Also, we compare the performance of estimation methods
under dierent sampling design settings. We assess the robustness of the estimators
when the model distribution is misspecied.
In Chapter 3, eciency of dierent phase II sampling designs depending on
inexpensive covariate in addition to response variable is evaluated. A simulation study
is performed to identify ecient sampling designs under each estimation method and
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also to compare the performance of the methods. Further, robustness of estimators
is discussed.
In Chapter 4, eciency of dierent sampling designs is discussed when the
sampling depends on multiple response variables. We compare eciency of the
sampling designs using a simulation study and assess performance of the estimation
methods under dierent sampling design settings. Also, we compare the eciency gain
under multiple response-dependent designs to single response-dependent designs. In
Chapter 5, we summarize the results obtained in this study.
Chapter 2
Eciency of Two-Phase
Response-Dependent Sampling
Designs
Suppose the response variable values fy1; y2; : : : ; yNg were observed for a cohort of
size N in phase I. In phase II, n units are selected to obtain their expensive covariate
data. To select these units, the response variable observations are partitioned into
K = 3 mutually exclusive intervals constructed based on the xed constants C1 and
C2 as follows:
y1  : : :  yN1| {z }
Low stratum
(S1)
 C1  yN1+1  : : :  yN1+N2| {z }
Middle stratum
(S2)
 C2  yN1+N2+1  : : :  yN| {z }
High stratum
(S3)
(2.1)
Suppose there are N1 units in the rst stratum S1 which includes units with response
values lower than C1, N2 units in the second stratum S2 which includes units with
response values between C1 and C2, and N3 = N N1 N2 units in the third stratum
S3 which includes units with response values greater than C2. The rst and third
strata consist of extreme values, where in this study the sizes of the extreme strata
are set small compared to central stratum to address the importance of sampling from
the extreme strata. Then, the response-dependent BSS design described in Section
1.2.2 is applied to select the phase II sample. That is, from each stratum Sj, nj units
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are randomly selected for inclusion in the phase II sample, where the total phase II
sample size n is xed according to the budgetary constraint.
In this study, we investigate dierent sampling designs to select sampling units
from each stratum for phase II as summarized in Table 2.1. In sampling design (I),
we consider sampling all units in the extreme strata and no units from the middle
stratum. In other words, sampling probabilities from the extreme strata are 1 and
the sampling probability from the middle stratum is 0. In design (II), number of
units selected from the middle stratum is less than the number of sampling units
selected from the extreme strata. In design (III), more units are selected only from
one extreme stratum. In design (IV), more units are selected from the middle stratum
compared to the extreme strata. Design (V) is a simple random sampling design. We
consider dierent scenarios under these sampling designs but in all of these designs,
we assume the available budget to measure the expensive covariate is only for n units.
Therefore, the phase II sample size n =
P3
j=1 nj is the same over each scenario.
Table 2.1: Response-dependent BSS designs
Sampling
scenario
Stratum-specic sample sizes
Sampling design
Low
stratum
sample size
n1
Middle
stratum
sample size
n2
High
stratum
sample size
n3
1 Large 0 Large (I) Sampling from extreme strata only
2 Medium Small Medium
(II) Oversampling from extreme strata3 Large Small Medium
4 Medium Small Large
5 Large Medium Small
(III) Oversampling from only one extreme stratum
6 Small Medium Large
7 Medium Large Medium
(IV) Oversampling from middle stratum8 Small Large Medium
9 Medium Large Small
10 Small Large Small (V) Simple random sampling
2.1 Model Description
Suppose that the data f(yi; xi) : i = 1; 2; : : : ; Ng come from the linear model
Yi = 0 + 1Xi + i; (2.2)
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where 0, 1 are the regression coecients and i is a random error for subject i (i =
1; 2; : : : ; N).
In our study, we assume X is a Bernoulli random variable with probability of
having X = 1 being p, i's are independently and identically normally distributed
with mean 0 and variance 2. Therefore, Yi has a Normal distribution with mean
0 + 1xi and variance 
2 when Xi = xi is given.
We have three unknown parameters, 0, 1, and . To estimate  = (0; 1; ),
we obtain the samples by applying the proposed sampling designs presented in Table
2.1. We presented ve dierent estimation methods in Section 1.4 to estimate the
parameter vector . In this study, under each estimation method, we aim to check
whether the estimator of 1 is unbiased and to investigate the eciency of the
estimators under each sampling design.
Under the model in (2.2) with the specied assumptions,
f(yijxi;) = 1p
22
e 
(yi 0 1xi)2
22 ; (2.3)
where  = (0; 1; ) and g(xi; p) = p
xi(1  p)1 xi for xi = 0; 1 are the conditional
density function for Yi given Xi = xi and the marginal distribution of Xi, respectively.
The full likelihood LR(; p) which incorporates both complete and incomplete data
f(yi; xi) : i 2 V g[

yi : i 2 V
	
under the missing at random assumption was given in
(1.7). Under the current setting, the logarithm of the likelihood function becomes
lR(; p) =
X
i2V
[log f(yijxi;) + log g(xi; p)]
+
X
i2 V
log[pf(yijx = 1;) + (1  p)f(yijx = 0;)]:
(2.4)
The maximum likelihood estimates of  and p are obtained by maximizing lR(; p) in
(2.4) with respect to  and p. We denote the resulting estimate of  by ^R.
The likelihood LF (; g) which incorporates complete data f(yi; xi) : i 2 V g and the
stratum information only for unobserved data was given in (1.9). Under the current
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setting, the logarithm of the likelihood function becomes
lF (; p) =
3X
j=1
8<:
0@X
i2Dj
log f(yijxi;) + log g(xi; p)
1A
+(Nj   nj) log
 
p
Z Cj
Cj 1
f(yjx = 1;)dy + (1  p)
Z Cj
Cj 1
f(yjx = 0;)dy
!)
;
(2.5)
where C1; C2 are xed cut-point values and C0 =  1; C3 = 1. The maximum
likelihood estimates of  and p are obtained by maximizing lF (; p) in (2.5) with
respect to  and p. We denote the resulting estimate of  by ^F .
The likelihood of complete data f(yi; xi) : i 2 V g, LC1(), was given in (1.12).
Under the current setting, the logarithm of the likelihood function becomes
lC1() =
X
i:Ri=1
(
log f(yijxi;) + log i   log
 
3X
l=1
nl
Nl
Z Cl
Cl 1
f(yjxi;)dy
!)
; (2.6)
where C1; C2 are xed cut-point values, C0 =  1; C3 =1 and i = P (Ri = 1jyi; zi).
The estimate of  is obtained by maximizing lC1() in (2.6) with respect to . We
denote the resulting estimate of  by ^C1.
Under the current setting, the logarithm of the pseudo-likelihood function, lP (),
given in (1.14) becomes
lP () =
X
i:Ri=1
log f(yijxi;)+
3X
j=1
(Nj nj) log
 
3X
l=1
Nl
nl
X
i2Dl
Z Cj
Cj 1
f(yjxi;)dy
!
; (2.7)
where C1; C2 are xed cut-point values and C0 =  1; C3 = 1. The estimate of 
is obtained by maximizing lP () in (2.7) with respect to . We denote the resulting
estimate of  by ^P .
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The IPW method estimating function given in (1.15) becomes
Sw() =
0BBBBBBBBB@
NX
i=1
Ri
i
U1i()
NX
i=1
Ri
i
U2i()
NX
i=1
Ri
i
U3i()
1CCCCCCCCCA
; (2.8)
where
U1i() =
@ log f(yijxi;)
@0
=
(yi   0   1xi)
2
;
U2i() =
@ log f(yijxi;)
@1
=
(yi   0   1xi)xi
2
;
U3i() =
@ log f(yijxi;)
@
=
(yi   0   1xi)2
3
  1

:
By solving the estimating equation Sw() = 0, we obtain the IPW estimators as
^0;w =
NX
i=1
Ri
i
yixi
NX
i=1
Ri
i
xi  
NX
i=1
Ri
i
yi
NX
i=1
Ri
i
x2i
(
NX
i=1
Ri
i
xi)
2  
NX
i=1
Ri
i
NX
i=1
Ri
i
x2i
;
^1;w =
NX
i=1
Ri
i
yi
NX
i=1
Ri
i
xi  
NX
i=1
Ri
i
yixi
NX
i=1
Ri
i
(
NX
i=1
Ri
i
xi)
2  
NX
i=1
Ri
i
NX
i=1
Ri
i
x2i
;
(2.9)
^2w =
NX
i=1
Ri
i
(yi   ^0;w   ^1;wxi)2
NX
i=1
Ri
i
:
To ensure correctness of the derivations for the IPW estimator ^w = (^0;w; ^1;w; ^w),
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we also used the \survey" package in R to obtain the IPW estimate of  and obtained
^Sy = (^0;Sy; ^1;Sy; ^Sy) by using the svydesign and svyglm commands.
Under some regularity conditions, the covariance matrix of
p
n(^w   ) given in
(1.17) becomes
C() = A() 1B()[A() 1]
0
;
where
A() =   1
n

@Sw
@0

=
0BBBBBBBBB@
NX
i=1
1
n2
Ri
i
NX
i=1
1
n2
Ri
i
xi 0
NX
i=1
1
n2
Ri
i
xi
NX
i=1
1
n2
Ri
i
x2i 0
0 0
NX
i=1
2
n2
Ri
i
1CCCCCCCCCA
;
and
B() =
1
n
NX
i=1
Swi()Swi()
0
=
0B@B11 B12 B13B21 B22 B23
B31 B32 B33
1CA ;
with
B11 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi)2
4
;
B22 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi)2x2i
4
;
B33 =
1
n
NX
i=1
Ri
2i

(yi   0   1xi)2
3
  1

2
;
B12 = B21 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi)2xi
4
;
B13 = B31 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi)
2

(yi   0   1xi)2
3
  1


;
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B23 = B32 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi)xi
2

(yi   0   1xi)2
3
  1


:
The covariance matrix of ^w = (^0;w; ^1;w; ^w) is
1
n
C(). A consistent estimator of
C() is obtained by plugging the estimates of  in the sandwich form given in (1.18)
and the estimated covariance matrix of estimator is obtained as
1
n
C(^w): (2.10)
2.2 Simulation Study
A simulation study was conducted to investigate the properties of the estimation
methods under the sampling design settings described in Table 2.1. We also aim to
identify the sampling design which gives the most ecient estimate of the coecient
of expensive covariate under each estimation method. We assume that there is a
cohort of size N = 50; 000 with their observed response variable Y values in the rst
phase. We are interested in making inference on the association between the response
variable Y and an expensive covariate X. We consider a linear regression of Y on X
with a normally distributed error term.
In data generation, we rst generated error terms of size N = 50; 000 from Normal
distribution with mean 0 and variance 2 = 2, and we generated the covariate values
xi from Bernoulli distribution with p = P (Xi = 1) = 0:4 or 0:05. Here, we considered
two dierent values of p to investigate the eect of changing the value of p. Note that
when p = 0:05, X rarely takes the value of 1. Next, we generated the response variable
values y0is using the model (2.2), where we choose dierent values of 1(= 0; 0:5; 1)
with the intercept 0 = 10 to investigate the eect of changing the values of 1.
In our study, we set (C1; C2) in (2.1) to the (10
th, 90th) and the (30th, 70th)
percentiles of the response distribution which divide the cohort into three strata with
approximate sizes of N1  5; 000; N2  40; 000; N3  5; 000 and N1  15; 000; N2 
20; 000; N3  15; 000, respectively. We investigate the eect of changing extreme
stratum sizes under these two settings. The cut-point values C1 and C2 under dierent
parameter values are given in Table 2.2.
We applied the response-dependent BSS designs described in Table 2.1 to obtain
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the phase II samples and only for these selected samples, we assume to have the
expensive covariate X values. The stratum specic probabilities under each design
are given in Table 2.3 and 2.4 for cut-point values of the (10th, 90th) and (30th, 70th)
percentiles of the response distribution, respectively. In each sampling design, the
phase II sample size is set to n = 10; 000 and the stratum specic sample sizes are
given in Table 2.5 under two dierent cut-point settings. The estimated value of 1 is
obtained using the drawn samples under each estimation method described in Section
1.4. For all ten sampling designs, we repeated the above process and calculated the
point estimate of 1, its standard error estimate and mean square error estimate.
Table 2.2: The cut-point values C1 and C2 under dierent parameter values
p 1
Cut-point
percentiles (%)
Cut-point
values
C1 C2 C1 C2
0.4 0 10 90 8.1846 11.8142
0.4 0.5 10 90 8.3600 12.0360
0.4 1 10 90 8.4757 12.3205
0.05 0 10 90 8.1846 11.8142
0.05 0.5 10 90 8.2047 11.8431
0.05 1 10 90 8.2146 11.8831
0.4 0 30 70 9.2583 10.7432
0.4 0.5 30 70 9.4495 10.9569
0.4 1 30 70 9.6094 11.1885
Table 2.3: Response-dependent BSS designs when C1 = 10
th percentile and C2 = 90
th
percentile
Sampling
scenario
Sampling probability
Sampling design
Low
stratum
1
Middle
stratum
2
High
stratum
3
1 100% 0% 100% (I) Sampling from extreme strata only
2 80% 5% 80%
(II) Oversampling from extreme strata3 100% 5% 60%
4 60% 5% 100%
5 100% 10% 20%
(III) Oversampling from only one extreme stratum
6 20% 10% 100%
7 50% 12.5% 50%
(IV) Oversampling from middle stratum8 20% 15% 60%
9 60% 15% 20%
10 20% 20% 20% (V) Simple random sampling
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Table 2.4: Response-dependent BSS designs when C1 = 30
th percentile and C2 = 70
th
percentile
Sampling
scenario
Sampling probability
Sampling design
Low
stratum
1
Middle
stratum
2
High
stratum
3
1 33.33% 0% 33.33% (I) Sampling from extreme strata only
2 26.67% 10.00% 26.67%
(II) Oversampling from extreme strata3 33.33% 10.00% 20.00%
4 20.00% 10.00% 33.33%
5 33.33% 20.00% 6.67%
(III) Oversampling from only one extreme stratum
6 6.67% 20.00% 33.33%
7 16.67% 25.00% 16.67%
(IV) Oversampling from middle stratum8 6.67% 30.00% 20.00%
9 20.00% 30.00% 6.67%
10 20.00% 20.00% 20.00% (V) Simple random sampling
Table 2.5: Stratum-specic sample sizes under each response-dependent BSS design
Sampling
scenario
Stratum-specic sample sizes
Sampling design
Low
stratum
n1
 n1
n
 100%
Middle
stratum
n2
 n2
n
 100%
High
stratum
n3
 n3
n
 100%
1 5000 (50%) 0 (0%) 5000 (50%) (I) Sampling from extreme strata only
2 4000 (40%) 2000 (20%) 4000 (40%)
(II) Oversampling from extreme strata3 5000 (50%) 2000 (20%) 3000 (30%)
4 3000 (30%) 2000 (20%) 5000 (50%)
5 5000 (50%) 4000 (40%) 1000 (10%)
(III) Oversampling from only one extreme stratum
6 1000 (10%) 4000 (40%) 5000 (50%)
7 2500 (25%) 5000 (50%) 2500 (25%)
(IV) Oversampling from middle stratum8 1000 (10%) 6000 (60%) 3000 (30%)
9 3000 (30%) 6000 (60%) 1000 (10%)
10
(V) Simple Random Sampling
1000 (10%) 8000 (80%) 1000 (10%) When C1 = 10th and C2 = 90th percentile
3000 (30%) 4000 (40%) 3000 (30%) When C1 = 30th and C2 = 70th percentile
When C1 = 10
th percentile and C2 = 90
th percentile, the strata sizes are N1 = 5; 000, N2 = 40; 000,
N3 = 5; 000. When C1 = 30
th percentile and C2 = 70
th percentile, the strata sizes are N1 = 15; 000,
N2 = 20; 000, N3 = 15; 000.
2.3 Simulation Results
The parameter estimates of 1 and their standard error estimates and mean square
error estimates under dierent parameter values and dierent estimation methods
are presented in Tables 2.6 - 2.15. Table 2.6 shows the results under the maximum
likelihood estimation using the full cohort data. As expected, we obtained consistent
maximum likelihood estimates.
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Tables 2.7, 2.8, and 2.9 show properties of dierent parameter estimators of the
coecient 1 of the expensive covariate when 1 = 0, 0.5, 1, respectively, p = 0:4
and cut-point values C1 and C2 set to the 10
th and 90th percentiles. From these
simulation results, we observe that the likelihood-based methods give consistent
estimates and more ecient estimates than the IPW estimation method. Under the
extreme sampling design (sampling scenario 1), likelihood-based methods provide the
most ecient estimates as they give the lowest standard errors compared to other
sampling designs. On the other hand, the pseudo-likelihood methods give biased
estimates under the extreme sampling design. The sampling designs selecting more
units from the central stratum give consistent and more ecient estimates under
the IPW estimation method. In fact, we obtain the most ecient IPW estimate
when oversampling from the middle stratum with equal sampling probabilities from
extreme strata (sampling scenario 7). However, likelihood-based estimators are more
ecient than the IPW method even under these sampling designs. The conditional
likelihood method yields a little less ecient estimates, when the association between
X and Y becomes stronger (i.e., the values of 1 changes from 0 to 1). Estimated
pseudo-likelihood estimation gives consistent estimates under all designs considered
except the extreme sampling design. It gives as ecient estimates or more ecient
estimates than likelihood-based methods except the extreme sampling design. It gives
the most ecient estimates when oversampling from extreme strata while selecting
some from the middle stratum (sampling scenarios 2, 3, and 4). When we compare
the estimates under the most ecient design with the full cohort, we observe an
approximately 40% loss in eciency when the sample size reduces to n = 10; 000
from N = 50; 000.
Tables 2.10, 2.11, and 2.12 show the properties of dierent parameter estimators of
the coecient 1 of the expensive covariate when 1 = 0, 0.5, 1, respectively, p = 0:05
and cut-point values C1 and C2 set to the 10
th and 90th percentiles. We observe
that the estimation methods may give biased estimates under some sampling designs.
Thus, we compare the MSEs to determine ecient designs. When p = 0:4, under the
extreme sampling design (sampling scenario 1), likelihood-based methods provide the
most ecient estimates. However when X = 1 values are rare, the relative eciency
of the extreme sampling design is low compared to many other designs. When X
and Y are associated, estimated pseudo-likelihood estimation method gives the most
ecient estimates under many sampling design settings except the extreme sampling
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design. The IPW estimation method yields the least ecient designs when p = 0:05
as well. As expected, we observed that the estimation methods give less ecient
estimators compared to the p = 0:4 setting as the standard error estimates are high
when p = 0:05.
The results in Tables 2.13, 2.14, and 2.15 show the properties of dierent parameter
estimators of the coecient 1 of the expensive covariate when 1 = 0, 0.5, 1,
respectively, p = 0:4 and cut-point values set to the 30th and 70th percentiles. In
this setting, the sizes of the extreme strata are larger. Thus, for example under
the extreme strata sampling, the sampling probabilities of units are not 1 anymore.
Instead, we consider a simple random sampling in each extreme stratum. We observe
that under the extreme sampling design, when the association between X and Y
is weak, pseudo-likelihood methods give consistent estimates. When the association
betweenX and Y is strong (i.e., 1 = 0:5 and 1), the observed bias in pseudo-likelihood
methods estimates is less compared to the setting with cut-point values C1 = 10
th
and C2 = 90
th percentile. Similar to the setting with cut-point values set to the
10th and 90th percentile, under the extreme sampling design (sampling scenario
1), likelihood-based methods provide the most ecient estimates as they give the
lowest standard errors compared to other sampling designs. The pseudo-likelihood
methods give the most ecient estimates when oversampling from extreme strata
while selecting some from the middle stratum. The likelihood-based methods give
consistent estimates and a little more ecient estimates than the pseudo-likelihood
methods. All of the estimation method estimates became less ecient under each
design except the simple random sampling compared to the setting with the cut-point
values set to the 10th and 90th percentiles.
The IPW estimates of 1 and their standard error estimates obtained by using the
estimator in equation (2.9) and the variance estimator in (2.10) and by the survey
package in R are given in Table A.1. These two calculation ways gave very close
results.
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Table 2.6: Maximum likelihood
estimation results under the full
cohort
p 1
Estimates
^1 SE MSE
0.4 0 0.008 0.013 0.0002
0.4 0.5 0.508 0.013 0.0002
0.4 1 1.008 0.013 0.0002
0.05 0 0.020 0.029 0.0012
0.05 0.5 0.520 0.029 0.0012
0.05 1 1.020 0.029 0.0012
SE and MSE denote the standard error estimate
and mean square error estimate of the estimator
of 1, respectively.
32
Table 2.7: Simulation results when 1 = 0, p = 0:4, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.018 0.018 0.018 0.059 0.059
SE 0.016 0.016 0.016 0.052 0.052
MSE 0.0006 0.0006 0.0006 0.0062 0.0062
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.003 0.003 0.003 0.003 -0.024
SE 0.018 0.018 0.018 0.018 0.036
MSE 0.0003 0.0003 0.0003 0.0003 0.0019
3 (50%, 20%, 30%)
^1 0.020 0.020 0.020 0.019 0.035
SE 0.018 0.018 0.018 0.018 0.037
MSE 0.0007 0.0007 0.0007 0.0007 0.0026
4 (30%, 20%, 50%)
^1 0.013 0.013 0.013 0.019 -0.010
SE 0.018 0.018 0.018 0.018 0.036
MSE 0.0005 0.0005 0.0005 0.0007 0.0014
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.007 0.007 0.007 0.012 -0.016
SE 0.023 0.023 0.023 0.020 0.031
MSE 0.0005 0.0006 0.0006 0.0005 0.0012
6 (10%, 40%, 50%)
^1 -0.002 -0.002 -0.002 0.001 -0.037
SE 0.023 0.023 0.023 0.020 0.030
MSE 0.0005 0.0005 0.0005 0.0004 0.0023
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.014 0.014 0.014 0.014 0.014
SE 0.021 0.021 0.021 0.021 0.026
MSE 0.0007 0.0007 0.0007 0.0007 0.0009
8 (10%, 60%, 30%)
^1 -0.002 -0.002 -0.002 0.000 -0.026
SE 0.024 0.024 0.024 0.023 0.027
MSE 0.0006 0.0006 0.0006 0.0005 0.0014
9 (30%, 60%, 10%)
^1 0.018 0.018 0.018 0.017 0.033
SE 0.024 0.024 0.024 0.023 0.028
MSE 0.0009 0.0009 0.0009 0.0008 0.0018
10
Simple random
sampling
(10%, 80%, 10%)
^1 -0.009 -0.009 -0.009 -0.009 -0.009
SE 0.029 0.029 0.029 0.029 0.029
MSE 0.0009 0.0009 0.0009 0.0009 0.0009
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.8: Simulation results when 1 = 0:5, p = 0:4, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.517 0.517 0.519 1.653 1.653
SE 0.016 0.016 0.017 0.050 0.050
MSE 0.0006 0.0006 0.0007 1.3312 1.3322
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.532 0.531 0.533 0.532 0.537
SE 0.018 0.018 0.018 0.018 0.037
MSE 0.0013 0.0013 0.0014 0.0013 0.0028
3 (50%, 20%, 30%)
^1 0.508 0.507 0.507 0.505 0.494
SE 0.018 0.018 0.018 0.018 0.037
MSE 0.0004 0.0004 0.0004 0.0003 0.0014
4 (30%, 20%, 50%)
^1 0.518 0.518 0.520 0.516 0.470
SE 0.018 0.018 0.019 0.018 0.037
MSE 0.0007 0.0007 0.0007 0.0006 0.0023
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.503 0.503 0.507 0.505 0.501
SE 0.022 0.022 0.023 0.020 0.031
MSE 0.0005 0.0005 0.0006 0.0004 0.0010
6 (10%, 40%, 50%)
^1 0.510 0.510 0.512 0.503 0.514
SE 0.022 0.022 0.023 0.019 0.030
MSE 0.0006 0.0006 0.0007 0.0004 0.0011
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.518 0.518 0.521 0.517 0.521
SE 0.021 0.021 0.022 0.021 0.026
MSE 0.0008 0.0008 0.0009 0.0007 0.0011
8 (10%, 60%, 30%)
^1 0.503 0.502 0.502 0.499 0.510
SE 0.024 0.024 0.024 0.023 0.027
MSE 0.0006 0.0006 0.0006 0.0005 0.0008
9 (30%, 60%, 10%)
^1 0.504 0.504 0.507 0.506 0.494
SE 0.024 0.024 0.025 0.023 0.028
MSE 0.0006 0.0006 0.0007 0.0006 0.0008
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.512 0.512 0.516 0.512 0.516
SE 0.028 0.028 0.029 0.028 0.029
MSE 0.0009 0.0009 0.0011 0.0009 0.0011
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.9: Simulation results when 1 = 1, p = 0:4, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 1.002 1.003 1.004 3.071 3.071
SE 0.017 0.017 0.019 0.045 0.044
MSE 0.0003 0.0003 0.0004 4.2921 4.2921
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 1.002 1.003 1.004 1.004 1.061
SE 0.018 0.018 0.020 0.018 0.038
MSE 0.0003 0.0003 0.0004 0.0003 0.0052
3 (50%, 20%, 30%)
^1 1.001 1.001 0.998 1.000 1.027
SE 0.018 0.018 0.020 0.018 0.039
MSE 0.0003 0.0003 0.0004 0.0003 0.0023
4 (30%, 20%, 50%)
^1 1.011 1.013 1.014 1.025 1.043
SE 0.019 0.019 0.020 0.018 0.038
MSE 0.0005 0.0005 0.0006 0.0010 0.0033
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 1.011 1.013 1.017 1.010 1.051
SE 0.021 0.022 0.024 0.021 0.032
MSE 0.0006 0.0006 0.0009 0.0005 0.0036
6 (10%, 40%, 50%)
^1 1.010 1.013 1.015 1.021 0.993
SE 0.022 0.022 0.024 0.019 0.031
MSE 0.0006 0.0007 0.0008 0.0008 0.0010
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 1.013 1.016 1.020 1.015 1.041
SE 0.021 0.021 0.022 0.021 0.027
MSE 0.0006 0.0007 0.0009 0.0007 0.0024
8 (10%, 60%, 30%)
^1 1.010 1.010 1.008 1.011 0.999
SE 0.023 0.023 0.024 0.022 0.028
MSE 0.0006 0.0006 0.0007 0.0006 0.0008
9 (30%, 60%, 10%)
^1 1.022 1.024 1.030 1.024 1.055
SE 0.023 0.023 0.025 0.023 0.028
MSE 0.0010 0.0011 0.0015 0.0011 0.0038
10
Simple random
sampling
(10%, 80%, 10%)
^1 1.011 1.013 1.019 1.013 1.019
SE 0.026 0.027 0.029 0.027 0.029
MSE 0.0008 0.0009 0.0012 0.0009 0.0012
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.10: Simulation results when 1 = 0, p = 0:05, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.052 0.052 0.051 0.167 0.168
SE 0.036 0.036 0.036 0.118 0.118
MSE 0.0040 0.0040 0.0040 0.0418 0.0420
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.051 0.051 0.051 0.053 0.027
SE 0.041 0.041 0.040 0.041 0.087
MSE 0.0042 0.0042 0.0042 0.0045 0.0083
3 (50%, 20%, 30%)
^1 0.035 0.035 0.035 0.045 -0.004
SE 0.041 0.041 0.040 0.039 0.074
MSE 0.0029 0.0029 0.0028 0.0036 0.0055
4 (30%, 20%, 50%)
^1 0.081 0.081 0.081 0.059 0.100
SE 0.041 0.041 0.041 0.039 0.081
MSE 0.0082 0.0082 0.0082 0.0050 0.0165
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.018 0.018 0.018 0.030 -0.053
SE 0.051 0.051 0.051 0.045 0.066
MSE 0.0029 0.0030 0.0030 0.0029 0.0071
6 (10%, 40%, 50%)
^1 0.038 0.038 0.038 0.037 -0.014
SE 0.051 0.051 0.051 0.044 0.066
MSE 0.0041 0.0041 0.0041 0.0034 0.0045
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.063 0.063 0.063 0.062 0.031
SE 0.048 0.049 0.049 0.048 0.058
MSE 0.0063 0.0063 0.0063 0.0062 0.0044
8 (10%, 60%, 30%)
^1 0.013 0.013 0.012 0.010 0.016
SE 0.054 0.054 0.054 0.052 0.058
MSE 0.0031 0.0031 0.0030 0.0028 0.0037
9 (30%, 60%, 10%)
^1 0.092 0.092 0.093 0.099 0.054
SE 0.054 0.054 0.054 0.052 0.061
MSE 0.0113 0.0114 0.0115 0.0124 0.0066
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.010 0.010 0.010 0.010 0.010
SE 0.065 0.065 0.065 0.065 0.063
MSE 0.0043 0.0043 0.0044 0.0043 0.0040
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
36
Table 2.11: Simulation results when 1 = 0:5, p = 0:05, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.568 0.569 0.568 1.647 1.648
SE 0.041 0.041 0.041 0.111 0.094
MSE 0.0063 0.0064 0.0063 1.3281 1.3271
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.534 0.535 0.535 0.519 0.562
SE 0.042 0.042 0.042 0.039 0.083
MSE 0.0029 0.0030 0.0030 0.0019 0.0107
3 (50%, 20%, 30%)
^1 0.602 0.602 0.600 0.615 0.629
SE 0.043 0.043 0.043 0.043 0.083
MSE 0.0123 0.0122 0.0119 0.0152 0.0236
4 (30%, 20%, 50%)
^1 0.516 0.517 0.517 0.527 0.540
SE 0.044 0.044 0.044 0.039 0.084
MSE 0.0022 0.0022 0.0022 0.0022 0.0087
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.592 0.597 0.600 0.586 0.616
SE 0.052 0.053 0.053 0.052 0.077
MSE 0.0113 0.0122 0.0128 0.0101 0.0194
6 (10%, 40%, 50%)
^1 0.527 0.528 0.528 0.524 0.515
SE 0.052 0.052 0.052 0.041 0.066
MSE 0.0034 0.0035 0.0035 0.0023 0.0045
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.509 0.512 0.513 0.516 0.492
SE 0.049 0.050 0.050 0.049 0.063
MSE 0.0025 0.0026 0.0027 0.0026 0.0040
8 (10%, 60%, 30%)
^1 0.539 0.538 0.537 0.543 0.509
SE 0.052 0.052 0.052 0.048 0.059
MSE 0.0042 0.0042 0.0041 0.0041 0.0035
9 (30%, 60%, 10%)
^1 0.561 0.565 0.568 0.564 0.586
SE 0.054 0.054 0.055 0.054 0.064
MSE 0.0066 0.0072 0.0076 0.0070 0.0115
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.553 0.558 0.561 0.558 0.560
SE 0.063 0.063 0.064 0.063 0.066
MSE 0.0067 0.0073 0.0078 0.0073 0.0081
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.12: Simulation results when 1 = 1, p = 0:05, C1 = 10
th percentile
and C2 = 90
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 1.083 1.088 1.087 2.539 2.537
SE 0.050 0.051 0.052 0.097 0.061
MSE 0.0095 0.0103 0.0102 2.3791 2.3673
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 1.081 1.087 1.087 1.024 1.033
SE 0.050 0.051 0.051 0.040 0.080
MSE 0.0090 0.0102 0.0101 0.0022 0.0076
3 (50%, 20%, 30%)
^1 1.036 1.035 1.033 1.003 0.963
SE 0.048 0.048 0.049 0.043 0.086
MSE 0.0036 0.0036 0.0035 0.0019 0.0087
4 (30%, 20%, 50%)
^1 1.052 1.057 1.057 1.008 1.035
SE 0.051 0.052 0.052 0.038 0.083
MSE 0.0053 0.0059 0.0059 0.0015 0.0082
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 1.031 1.042 1.047 1.045 1.006
SE 0.053 0.056 0.057 0.055 0.070
MSE 0.0038 0.0048 0.0054 0.0050 0.0050
6 (10%, 40%, 50%)
^1 1.014 1.019 1.019 1.028 0.976
SE 0.053 0.054 0.054 0.040 0.067
MSE 0.0030 0.0032 0.0033 0.0023 0.0051
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 1.053 1.062 1.065 1.055 1.085
SE 0.053 0.054 0.054 0.050 0.062
MSE 0.0056 0.0068 0.0072 0.0055 0.0110
8 (10%, 60%, 30%)
^1 0.967 0.964 0.963 0.964 0.959
SE 0.052 0.053 0.053 0.047 0.059
MSE 0.0039 0.0041 0.0042 0.0035 0.0052
9 (30%, 60%, 10%)
^1 0.994 1.003 1.008 1.004 0.976
SE 0.057 0.059 0.060 0.059 0.066
MSE 0.0033 0.0035 0.0037 0.0035 0.0050
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.928 0.935 0.940 0.935 0.940
SE 0.061 0.063 0.064 0.063 0.064
MSE 0.0089 0.0082 0.0076 0.0082 0.0077
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.13: Simulation results when 1 = 0, p = 0:4, C1 = 30
th percentile
and C2 = 70
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.005 0.005 0.005 0.008 0.008
SE 0.023 0.023 0.023 0.037 0.037
MSE 0.0005 0.0005 0.0005 0.0014 0.0014
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.022 0.022 0.022 0.022 0.018
SE 0.025 0.025 0.025 0.025 0.026
MSE 0.0011 0.0011 0.0011 0.0011 0.0010
3 (50%, 20%, 30%)
^1 -0.008 -0.008 -0.007 -0.003 -0.007
SE 0.026 0.026 0.026 0.025 0.026
MSE 0.0007 0.0007 0.0007 0.0006 0.0007
4 (30%, 20%, 50%)
^1 -0.001 -0.001 -0.001 -0.002 -0.005
SE 0.026 0.026 0.026 0.025 0.026
MSE 0.0007 0.0007 0.0007 0.0006 0.0007
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.063 0.063 0.063 0.062 0.087
SE 0.032 0.032 0.032 0.029 0.039
MSE 0.0050 0.0050 0.0050 0.0046 0.0090
6 (10%, 40%, 50%)
^1 -0.012 -0.012 -0.012 -0.001 0.019
SE 0.032 0.033 0.033 0.029 0.038
MSE 0.0012 0.0012 0.0012 0.0008 0.0018
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 -0.014 -0.014 -0.014 -0.014 -0.017
SE 0.032 0.031 0.031 0.031 0.031
MSE 0.0012 0.0012 0.0012 0.0012 0.0013
8 (10%, 60%, 30%)
^1 -0.015 -0.015 -0.015 -0.006 0.001
SE 0.036 0.036 0.036 0.035 0.040
MSE 0.0015 0.0015 0.0015 0.0012 0.0016
9 (30%, 60%, 10%)
^1 0.048 0.048 0.048 0.053 0.085
SE 0.036 0.036 0.036 0.035 0.041
MSE 0.0036 0.0036 0.0036 0.0041 0.0090
10
Simple random
sampling
(30%, 40%, 30%)
^1 -0.014 -0.014 -0.014 -0.014 -0.014
SE 0.029 0.029 0.029 0.029 0.029
MSE 0.0010 0.0010 0.0010 0.0010 0.0010
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.14: Simulation results when 1 = 0:5, p = 0:4, C1 = 30
th percentile
and C2 = 70
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.451 0.450 0.448 0.721 0.721
SE 0.023 0.023 0.023 0.036 0.036
MSE 0.0029 0.0030 0.0032 0.0501 0.0501
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.454 0.452 0.448 0.451 0.446
SE 0.025 0.025 0.025 0.025 0.026
MSE 0.0027 0.0030 0.0033 0.0030 0.0036
3 (50%, 20%, 30%)
^1 0.474 0.472 0.470 0.472 0.473
SE 0.025 0.025 0.026 0.025 0.027
MSE 0.0013 0.0014 0.0016 0.0014 0.0015
4 (30%, 20%, 50%)
^1 0.455 0.454 0.453 0.451 0.460
SE 0.026 0.026 0.026 0.025 0.027
MSE 0.0027 0.0027 0.0029 0.0030 0.0023
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.463 0.462 0.462 0.474 0.508
SE 0.032 0.032 0.033 0.029 0.039
MSE 0.0024 0.0025 0.0025 0.0015 0.0016
6 (10%, 40%, 50%)
^1 0.474 0.475 0.475 0.475 0.497
SE 0.032 0.032 0.032 0.028 0.038
MSE 0.0017 0.0017 0.0017 0.0014 0.0014
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.483 0.481 0.478 0.481 0.475
SE 0.031 0.031 0.031 0.031 0.031
MSE 0.0012 0.0013 0.0015 0.0013 0.0016
8 (10%, 60%, 30%)
^1 0.508 0.508 0.508 0.513 0.523
SE 0.034 0.035 0.035 0.034 0.040
MSE 0.0013 0.0013 0.0013 0.0013 0.0021
9 (30%, 60%, 10%)
^1 0.482 0.482 0.482 0.489 0.507
SE 0.035 0.036 0.036 0.034 0.040
MSE 0.0016 0.0016 0.0016 0.0013 0.0017
10
Simple random
sampling
(30%, 40%, 30%)
^1 0.477 0.476 0.474 0.476 0.474
SE 0.028 0.028 0.029 0.028 0.029
MSE 0.0013 0.0014 0.0015 0.0014 0.0015
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.15: Simulation results when 1 = 1, p = 0:4, C1 = 30
th percentile
and C2 = 70
th percentile
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 1.011 1.012 1.005 1.604 1.604
SE 0.021 0.022 0.024 0.035 0.035
MSE 0.0006 0.0006 0.0006 0.3663 0.3663
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 1.050 1.046 1.038 1.047 1.053
SE 0.023 0.024 0.025 0.024 0.026
MSE 0.0031 0.0027 0.0021 0.0027 0.0035
3 (50%, 20%, 30%)
^1 1.013 1.013 1.006 1.012 1.011
SE 0.024 0.024 0.026 0.024 0.027
MSE 0.0007 0.0008 0.0007 0.0007 0.0009
4 (30%, 20%, 50%)
^1 0.999 1.001 0.997 1.003 0.991
SE 0.024 0.025 0.026 0.024 0.027
MSE 0.0006 0.0006 0.0007 0.0006 0.0008
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.990 0.993 0.990 0.992 0.996
SE 0.030 0.031 0.033 0.028 0.039
MSE 0.0010 0.0010 0.0012 0.0008 0.0015
6 (10%, 40%, 50%)
^1 1.032 1.035 1.034 1.032 1.026
SE 0.028 0.029 0.032 0.027 0.037
MSE 0.0018 0.0020 0.0021 0.0017 0.0021
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 1.030 1.027 1.019 1.027 1.017
SE 0.028 0.029 0.031 0.029 0.031
MSE 0.0017 0.0016 0.0013 0.0016 0.0013
8 (10%, 60%, 30%)
^1 1.029 1.030 1.027 1.027 1.025
SE 0.031 0.032 0.035 0.031 0.039
MSE 0.0018 0.0019 0.0019 0.0017 0.0022
9 (30%, 60%, 10%)
^1 0.982 0.984 0.983 0.984 0.982
SE 0.033 0.034 0.036 0.032 0.040
MSE 0.0014 0.0014 0.0016 0.0013 0.0020
10
Simple random
sampling
(30%, 40%, 30%)
^1 0.999 0.999 0.994 0.999 0.994
SE 0.026 0.027 0.029 0.027 0.029
MSE 0.0007 0.0007 0.0009 0.0007 0.0009
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
2.4 Simulation Results Under Misspecication of
the Distributional Assumption
We assumed that the distribution of the error term in the regression model (2.2) is
Normal distribution and the true model and the assumed model were the same in
Section 2.3. In practice, the conditional distribution of Y given X = x may not be
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known. Therefore, in this section, we investigate the sensitivity of the sampling designs
and estimation methods when the distribution of the error term is misspecied. In
the simulation study, we generate the error term from Student's t-distribution with
degrees of freedom 8 but the other simulation settings remain unchanged.
In Table 2.16, 2.17, and 2.18, we investigate the properties of parameter estimates
of the coecient 1 of the expensive covariate when the error distribution is
misspecied. We set p = 0:4, cut-point values set to the 10th and 90th percentiles and
1 = 0, 0.5, 1. The simulation results show that the model misspecication aects
the full likelihood and the estimated pseudo-likelihood estimation methods' estimates
because they give biased estimates. On the other hand, the bias in the conditional
likelihood method's and the IPW estimation method's estimator is much less under
many designs. In addition, when there is an association between X and Y , the
conditional likelihood method and the IPW method give more ecient estimates under
many designs. Thus, they seem to be more robust compared to the full likelihood and
the estimated pseudo-likelihood methods.
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Table 2.16: Simulation results when 1 = 0, p = 0:4, C1 = 10
th percentile,
C2 = 90
th percentile and the distribution of error term is misspecied
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.013 0.013 0.017 0.045 0.044
SE 0.013 0.013 0.017 0.044 0.044
MSE 0.0003 0.0003 0.0006 0.0039 0.0039
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.004 0.004 0.005 0.004 -0.006
SE 0.014 0.014 0.016 0.014 0.027
MSE 0.0002 0.0002 0.0003 0.0002 0.0008
3 (50%, 20%, 30%)
^1 -0.003 -0.003 -0.003 -0.005 -0.021
SE 0.014 0.014 0.017 0.014 0.028
MSE 0.0002 0.0002 0.0003 0.0002 0.0012
4 (30%, 20%, 50%)
^1 0.001 0.001 0.001 -0.004 -0.025
SE 0.014 0.014 0.017 0.014 0.028
MSE 0.0002 0.0002 0.0003 0.0002 0.0014
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 -0.007 -0.007 -0.007 -0.005 -0.012
SE 0.018 0.018 0.020 0.015 0.024
MSE 0.0004 0.0004 0.0005 0.0003 0.0007
6 (10%, 40%, 50%)
^1 -0.004 -0.004 -0.004 0.001 -0.028
SE 0.018 0.017 0.020 0.015 0.024
MSE 0.0003 0.0003 0.0004 0.0002 0.0013
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 -0.008 -0.008 -0.009 -0.008 -0.008
SE 0.017 0.016 0.018 0.016 0.021
MSE 0.0003 0.0003 0.0004 0.0003 0.0005
8 (10%, 60%, 30%)
^1 -0.021 -0.020 -0.022 -0.019 -0.027
SE 0.019 0.018 0.020 0.018 0.022
MSE 0.0008 0.0007 0.0009 0.0007 0.0012
9 (30%, 60%, 10%)
^1 -0.014 -0.014 -0.015 -0.013 -0.023
SE 0.019 0.018 0.020 0.018 0.022
MSE 0.0006 0.0005 0.0006 0.0005 0.0010
10
Simple random
sampling
(10%, 80%, 10%)
^1 -0.025 -0.023 -0.025 -0.023 -0.025
SE 0.024 0.022 0.023 0.022 0.023
MSE 0.0012 0.0010 0.0012 0.0010 0.0012
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.17: Simulation results when 1 = 0:5, p = 0:4, C1 = 10
th percentile,
C2 = 90
th percentile and the distribution of error term is misspecied
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.441 0.451 0.573 1.513 1.513
SE 0.013 0.013 0.017 0.042 0.042
MSE 0.0037 0.0026 0.0057 1.0273 1.0275
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.461 0.464 0.539 0.466 0.523
SE 0.014 0.014 0.017 0.014 0.028
MSE 0.0018 0.0015 0.0018 0.0014 0.0013
3 (50%, 20%, 30%)
^1 0.444 0.445 0.517 0.445 0.484
SE 0.014 0.014 0.017 0.014 0.029
MSE 0.0033 0.0032 0.0006 0.0032 0.0011
4 (30%, 20%, 50%)
^1 0.448 0.454 0.528 0.465 0.537
SE 0.014 0.015 0.017 0.014 0.029
MSE 0.0029 0.0024 0.0011 0.0014 0.0022
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.443 0.434 0.490 0.445 0.486
SE 0.017 0.017 0.020 0.016 0.024
MSE 0.0036 0.0046 0.0005 0.0032 0.0008
6 (10%, 40%, 50%)
^1 0.425 0.428 0.483 0.445 0.464
SE 0.017 0.018 0.020 0.015 0.024
MSE 0.0059 0.0056 0.0007 0.0032 0.0019
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.448 0.441 0.483 0.441 0.501
SE 0.017 0.016 0.018 0.016 0.021
MSE 0.0030 0.0038 0.0006 0.0038 0.0004
8 (10%, 60%, 30%)
^1 0.440 0.432 0.471 0.436 0.463
SE 0.018 0.018 0.020 0.017 0.022
MSE 0.0039 0.0050 0.0012 0.0044 0.0018
9 (30%, 60%, 10%)
^1 0.456 0.442 0.484 0.443 0.504
SE 0.019 0.018 0.021 0.018 0.022
MSE 0.0023 0.0037 0.0007 0.0035 0.0005
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.439 0.423 0.453 0.423 0.453
SE 0.022 0.022 0.024 0.022 0.024
MSE 0.0042 0.0064 0.0028 0.0064 0.0028
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
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Table 2.18: Simulation results when 1 = 1, p = 0:4, C1 = 10
th percentile,
C2 = 90
th percentile and the distribution of error term is misspecied
#
Sampling
type
Sampling
percentage
Likelihood-based
methods
Pseudo likelihood
-based methods
1R 1F 1C1 1P 1W
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
^1 0.854 0.869 1.050 2.768 2.768
SE 0.014 0.014 0.019 0.038 0.037
MSE 0.0214 0.0173 0.0028 3.1268 3.1268
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
^1 0.857 0.866 0.969 0.869 0.982
SE 0.014 0.015 0.018 0.015 0.030
MSE 0.0207 0.0182 0.0013 0.0174 0.0012
3 (50%, 20%, 30%)
^1 0.854 0.859 0.962 0.859 1.039
SE 0.015 0.015 0.018 0.015 0.029
MSE 0.0214 0.0201 0.0018 0.0200 0.0024
4 (30%, 20%, 50%)
^1 0.847 0.861 0.966 0.859 1.009
SE 0.015 0.015 0.019 0.014 0.030
MSE 0.0235 0.0196 0.0015 0.0201 0.0010
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
^1 0.873 0.874 0.957 0.876 1.019
SE 0.017 0.017 0.021 0.017 0.025
MSE 0.0163 0.0161 0.0023 0.0157 0.0010
6 (10%, 40%, 50%)
^1 0.861 0.883 0.966 0.899 0.996
SE 0.017 0.018 0.021 0.015 0.025
MSE 0.0195 0.0141 0.0016 0.0103 0.0006
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
^1 0.882 0.887 0.948 0.888 1.006
SE 0.016 0.017 0.019 0.017 0.022
MSE 0.0142 0.0132 0.0031 0.0127 0.0005
8 (10%, 60%, 30%)
^1 0.874 0.885 0.943 0.885 0.980
SE 0.018 0.018 0.021 0.017 0.022
MSE 0.0163 0.0137 0.0037 0.0136 0.0009
9 (30%, 60%, 10%)
^1 0.883 0.886 0.947 0.886 0.991
SE 0.018 0.018 0.021 0.018 0.023
MSE 0.0141 0.0134 0.0032 0.0134 0.0006
10
Simple random
sampling
(10%, 80%, 10%)
^1 0.913 0.934 0.981 0.934 0.981
SE 0.020 0.020 0.024 0.020 0.024
MSE 0.0079 0.0047 0.0009 0.0047 0.0009
SE and MSE denote the standard error estimate and mean square error estimate
of the estimator of 1, respectively.
Chapter 3
Eciency of Two-Phase Stratied
Response-Dependent Sampling
Designs
In the previous chapter, we considered response-dependent BSS designs where the
phase II sampling probabilities depend only on the response variable. However, if
there are some inexpensive covariates, then the sampling which depends on both
the response variable and inexpensive covariates might be more ecient than the
sampling that depends only on the response variable (Breslow and Chatterjee, 1999;
Schaid et al., 2013; Espin-Garcia et al., 2018). For example, Espin-Garcia et al. (2018)
constructed some phase II sampling designs according to the values of a response
variable Y which is a quantitative trait and an inexpensive covariate Z which denotes
genotypes of a single nucleotide polymorphism (SNP) and is a categorical variable
with three levels. In phase I, the quantitative trait values (Y ) and genotype of the
SNP (Z) are observed for every subject in the study. To select the phase II sample,
they discretized the quantitative trait values (Y ) into three strata using some xed
cut-point values under each level of Z. Thus, they obtained nine strata determined
by the Y and Z values. They considered four sampling designs in phase II to select
sampling units from each stratum: proportional to stratum size, extreme, balanced,
and combined sampling designs. In the proportional to stratum size sampling design,
the sample selected from each stratum is proportional to the stratum size. In extreme
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sampling design, equal sized samples are selected only from the four strata with
extreme values of Z and Y . The same number of subjects from each strata are
selected in the balanced sampling. In the combined sampling design, they combined
balanced selection in Z and extreme selection in Y; that is, equal number of samples
are selected from the extreme strata under each level of Z. Their extreme strata
sizes were set to large compared to the middle stratum. They compared eciency
of Y - and Z-dependent sampling designs to Y -dependent sampling or Z-dependent
sampling designs using semiparametric maximum likelihood estimation method. They
found that the combined Y - and Z-dependent sampling design exhibits better power
compared to Y -dependent sampling or Z-dependent sampling designs.
In our study, we assume that Z is a categorical variable with three levels and
we consider one level of Z be rare. In Chapter 2, when sampling depends only on
the response variable, likelihood-based methods yield the most ecient estimates
under the extreme sampling design, the pseudo-likelihood methods yield the most
ecient estimates when more units are sampled from the central stratum. Therefore,
in this chapter, our aim is to assess the eciency of such designs when the phase
II sampling depends also on an inexpensive covariate in addition to the response
variable. The eciency of these two designs will be compared with the simple
random sampling. In our study, extreme strata sizes are set to be small compared
to the middle stratum to understand the importance of sampling from the extreme
strata. We consider likelihood-based and pseudo-likelihood estimation methods under
stratied response-dependent two-phase sampling designs for two dierent settings
where the inexpensive covariate Z and the expensive covariate X are independent
and dependent. We compare eciency of sampling designs under each estimation
method and each setting.
3.1 Two-Phase Stratied Response-Dependent
BSS Design
In two-phase stratied response-dependent BSS design, suppose there are N units
generated from the model (1.1) in phase I where Z is a discrete variable with M
levels. Suppose there are Nm (m = 0; 1; : : : ;M   1) units observed in the mth level
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of Z with
M 1X
m=0
Nm = N . Then, the observed response values y in each level of Z
are partitioned into K strata using xed cut-point values. Thus, the total number of
strata is M  K. Suppose the observed response values (ym1; ym2; : : : ; ymNm) in the
mth level of Z is partitioned into K strata, Smk; k = 1; 2; : : : ; K, using xed cut-point
values Cmj; j = 1; 2; : : : ; K   1, where Cm1  Cm2  : : :  CmK 1. The rst stratum
includes the units with ymi values less than Cm1, the k
th (k = 2; : : : ; K   1) stratum
includes the units with ymi values between Cmk 1 and Cmk, and the K th stratum
includes the units with ymi values greater than Cmk 1. Let Nmj (j = 1; 2; : : : ; K) be
the number of units in the j th stratum of mth level of Z with
KX
j=1
Nmj = Nm. Then,
from each stratum Smj, nmj units are randomly selected for inclusion in phase II,
where the number of units selected from the mth level of Z is nm =
KX
j=1
nmj and the
total phase II sample size n =
M 1X
m=0
nm is xed according to the budgetary constraint.
The selection probability for the i th unit, i in (1.3), becomes i =
M 1X
m=0
KX
j=1
imjpmj
for i = 1; 2; : : : ; N , where
imj =
8>>><>>>:
1 if the i th unit has the mth level of Z
and is in the j th stratum of the mth level of Z;
0 otherwise,
(3.1)
and
pmj =
nmj
Nmj
; m = 0; 1; : : : ;M   1; j = 1; 2; : : : ; K:
3.2 Phase II Sampling Design
Suppose the continuous response variable observations fy1; y2; : : : ; yNg and
inexpensive covariate observations fz1; z2; : : : ; zNg are available for a cohort of size
N in phase I. In our study, Z is a discrete variable with M = 3 levels. Suppose there
are Nm individuals with Z = m (m = 0; 1; 2) and nm units are selected in phase
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II to obtain their expensive covariate data. To select these units, response variable
observations in the mth level of Z are partitioned into K = 3 number of strata based
on the xed constants Cm1 and Cm2 as follows:
y1  : : :  yNm1| {z }
Low stratum
(Sm1)
 Cm1  yNm1+1  : : :  yNm1+Nm2| {z }
Middle stratum
(Sm2)
 Cm2  yNm1+Nm2+1  : : :  yNm| {z }
High stratum
(Sm3)
(3.2)
Suppose there are Nm1 units in the rst stratum Sm1 which includes units with Z = m
and lower response values than Cm1, Nm2 units in the second stratum Sm2 which
includes units with Z = m and response values between Cm1 and Cm2, and Nm3 =
Nm   Nm1   Nm2 units in the third stratum Sm3 which includes units with Z = m
and response values greater than Cm2. The rst and third strata consist of extreme
values for the mth level of Z, where in this study the sizes of the extreme strata are set
small compared to central stratum to understand the importance of sampling from
the extreme stratum. Similarly, we create three strata for each level of Z. Altogether
9 strata are constructed. Then, stratied response-dependent BSS design described
in Section 3.1 is applied to select the phase II sample. That is, from each stratum
Smj, nmj units are randomly selected for inclusion in the phase II sample, where the
total phase II sample size n =
P2
m=0
P3
j=1 nmj is xed according to the budgetary
constraint.
In this study, Z can get values 0, 1 or 2. We assume that Z = 0 is a rare category
and we investigate three sampling designs to select sampling units from each stratum
within the framework of phase II design. In design (A), we consider sampling all of
the units from the Z = 0 group and sampling all the extreme strata subjects under
the other two groups Z = 1 and Z = 2. In design (B), we consider sampling all of the
units from the Z = 0 group and very small number of subjects are selected from the
extreme strata but more sampling units are selected from the middle stratum from the
other two groups Z = 1 and Z = 2. Design (C) is a simple random sampling design
where sampling probability for each unit is same. In all these designs the number of
samples selected under each level of Z is proportional to total number of units in that
level except the rare level category. Also, we assume the available budget to measure
the expensive covariate is only for n individuals. Therefore, the phase II sample size
n =
P2
m=0 nm is the same over each scenario.
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3.3 Model Description
Suppose that the data f(yi; zi; xi) : i = 1; 2; : : : ; Ng comes from the linear model
Yi = 0 + 1Xi + 2Zi + i; (3.3)
where 0, 1, 2 are the regression coecients and i is a random error for subject
i (i = 1; 2; : : : ; N).
In our study, rst we assume X is a Bernoulli random variable with probability of
having X = 1 being p, Z is a discrete random variable with three levels and Z = 0 is a
rare category. i's are independently and identically normally distributed with mean
0 and variance 2. Therefore, Yi has a normal distribution with mean 0 +1xi +2zi
and variance 2 when Xi = xi and Zi = zi are observed. We consider two settings: X
and Z are independent and dependent. When X and Z are dependent, the conditional
distribution of X given Z = z is Bernoulli with probability of having X = 1 being pz,
z = 0; 1; 2, where pj 6= pk for some j 6= k with j < k.
We have four unknown parameters, 0, 1, 2, and . To estimate  = (0, 1,
2, ), we obtain the samples by applying the proposed sampling designs presented
in Section 3.2. We consider the ve dierent estimation methods discussed in Section
1.4 to estimate the parameter vector . Under each estimation method, we aim to
check whether the estimator of 1 is an unbiased estimator of 1 and to investigate
the eciency of the estimators under each sampling design setting.
Under the model in (2.2) with the specied assumptions,
f(yijxi; zi;) = 1p
22
e 
(yi 0 1xi 2zi)2
22 ; (3.4)
where  = (0; 1; 2; ), and
g(xijz; pz) =
8<:pz for xi = 11  pz for xi = 0
are the conditional density function for Yi given Xi = xi and Zi = zi and the
conditional mass function of Xi given Z = z, respectively. Under the independence
50
assumption between X and Z, the conditional mass function of X given Z is
g(xjz; pz) = g(x; p) where pz = p for z = 0; 1; 2:
3.4 Estimation Methods
The full likelihood LR(;p) which incorporates both complete and incomplete data
f(yi; xi; zi) : i 2 V g [

(yi; zi) : i 2 V
	
under the missing at random assumption was
given in (1.6). Under the current setting, the logarithm of the likelihood function
becomes
lR(;p) =
X
i2V
2X
m=0
im[log f(yijxi; zi;) + log g(xijzi; pm)]
+
X
i2 V
2X
m=0
im (log[pmf(yijx = 1; zi;) + (1  pm)f(yijx = 0; zi;)]) ;
(3.5)
where p = (p0; p1; p2) and
im =
8<:1 if the i th unit has the mth level of Z;0 otherwise. (3.6)
The maximum likelihood estimates of  and p are obtained by maximizing lR(;p)
in (3.5) with respect to  and p. We denote the resulting estimate of  by ^R.
The likelihood LF (;p) which incorporates complete data f(yi; xi; zi) : i 2 V g and
only the stratum information for unobserved data was given in (1.8). Under the
current setting, the logarithm of the likelihood function becomes
lF (;p) =
2X
m=0
3X
j=1
8<: X
i2Dmj
[log f(yijxi; zi;) + log g(xijzi; pm)]
+ (Nmj   nmj) log
 
pm
Z Cmj
Cmj 1
f(yjx = 1; z = m;)dy
+(1  pm)
Z Cmj
Cmj 1
f(yjx = 0; z = m;)dy
!)
;
(3.7)
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where Dmj = fi : imj = 1; Ri = 1g denotes the set of indices of all fully observed
units in stratum Smj, imj is dened in (3.1), Cm1; Cm2 are xed cut-point values and
Cm0 =  1, Cm3 = 1 when Z = m. The maximum likelihood estimates of  and p
are obtained by maximizing lF (;p) in (3.7) with respect to  and p. We denote the
resulting estimate of  by ^F .
The likelihood of complete data f(yi; xi; zi) : i 2 V g, LC0(;p), was given in (1.10).
Under the current setting, the logarithm of the likelihood function becomes
lC0(;p) =
X
i:Ri=1
(
2X
m=0
im [log f(yijxi; zi;) + log g(xijzi; pm) + log h(zi) + log i]
  log
2X
m=0
3X
j=1
nmj
Nmj
Nm
N
 
pm
Z Cmj
Cmj 1
f(yjx = 1; z = m;)dy
+(1  pm)
Z Cmj
Cmj 1
f(yjx = 0; z = m;)dy
!)
;
(3.8)
where im is dened in (3.6), Cm1; Cm2 are xed cut-point values and Cm0 =  1,
Cm3 = 1 when Z = m. The estimate of  and p are obtained by maximizing
lC0(;p) in (3.8) with respect to  and p. We denote the resulting estimate of  by
^C0.
The likelihood of complete data f(yi; xi; zi) : i 2 V g, LC1(), which is a conditional
likelihood was given in (1.11). Under the current setting, the logarithm of the
likelihood function becomes
lC1() =
X
i:Ri=1
(
log f(yijxi; zi;) + log i   log
 
2X
m=0
3X
l=1
im
nml
Nml
Z Cml
Cml 1
f(yjxi; zi;)dy
!)
;
(3.9)
where im is dened in (3.6), Cm1; Cm2 are xed cut-point values and Cm0 =  1,
Cm3 =1 when Z = m. The estimate of , is obtained by maximizing lC1() in (3.9)
with respect to . We denote the resulting estimate of  by ^C1.
Under the current setting, the logarithm of the pseudo-likelihood function of lP ()
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given in (1.14) becomes
lP () =
X
i:Ri=1
log f(yijxi; zi;)
+
2X
m=0
3X
j=1
(Nmj   nmj) log
 
2X
k=0
3X
l=1
Nkl
nkl
X
i2Dkl
Z Cmj
Cmj 1
imf(yjxi; zi;)dy
!
;
(3.10)
where im is dened in (3.6), Cm1; Cm2 are xed cut-point values and Cm0 =  1,
Cm3 = 1 when Z = m. The estimate of , ^P , is obtained by maximizing lP () in
(3.10) with respect to . We denote the resulting estimate of  by ^P .
The IPW method estimating function given in (1.15) becomes
Sw() =
0BBBBBBBBBBBBBB@
NX
i=1
Ri
i
U1i()
NX
i=1
Ri
i
U2i()
NX
i=1
Ri
i
U3i()
NX
i=1
Ri
i
U4i()
1CCCCCCCCCCCCCCA
; (3.11)
where
U1i() =
@ log f(yijxi; zi;)
@0
=
(yi   0   1xi   2zi)
2
;
U2i() =
@ log f(yijxi; zi;)
@1
=
(yi   0   1xi   2zi)xi
2
;
U3i() =
@ log f(yijxi; zi;)
@2
=
(yi   0   1xi   2zi)zi
2
;
U4i() =
@ log f(yijxi; zi;)
@
=
(yi   0   1xi   2zi)2
3
  1

:
By solving the estimating equations Sw() = 0, we obtain the IPW estimators
^0;w, ^1;w, ^2;w and ^
2
w.
Under some regularity conditions, the covariance matrix of
p
n(^w   ) given in
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(1.17) becomes
C() = A() 1B()[A() 1]
0
;
where
A() =   1
n

@Sw
@0

=
0BBBBBBBBBBBBBB@
1
n2
NX
i=1
Ri
i
1
n2
NX
i=1
Ri
i
xi
1
n2
NX
i=1
Ri
i
zi 0
1
n2
NX
i=1
Ri
i
xi
1
n2
NX
i=1
Ri
i
x2i
1
n2
NX
i=1
Ri
i
xizi 0
1
n2
NX
i=1
Ri
i
zi
1
n2
NX
i=1
Ri
i
xizi
1
n2
NX
i=1
Ri
i
z2i 0
0 0 0 2
n2
NX
i=1
Ri
i
1CCCCCCCCCCCCCCA
;
and
B() =
1
n
NX
i=1
Swi()Swi()
0
=
0BBBB@
B11 B12 B13 B14
B21 B22 B23 B24
B31 B32 B33 B34
B41 B42 B43 B44
1CCCCA ;
where
B11 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   zzi)2
4
;
B22 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)2x2i
4
;
B33 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)2z2i
4
;
B44 =
1
n
NX
i=1
Ri
2i

(yi   0   1xi   1zi)2
3
  1

2
;
B12 = B21 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)2xi
4
;
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B13 = B31 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)2zi
4
;
B14 = B41 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)
2

(yi   0   1xi   2zi)2
3
  1


;
B23 = B32 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)2xizi
4
;
B24 = B42 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)xi
2

(yi   0   1xi   2zi)2
3
  1


;
B34 = B43 =
1
n
NX
i=1
Ri
2i
(yi   0   1xi   2zi)zi
2

(yi   0   1xi   2zi)2
3
  1


:
The covariance matrix of ^w = (^0;w; ^1;w; ^2;w; ^w) is
1
n
C(). A consistent
estimator of C() is obtained by plugging the estimates of  in the sandwich form
given in (1.18) and the estimated covariance matrix of estimators is obtained as
1
n
C(^w):
If the inexpensive covariate Z and expensive covariate X are independent, then
g(xijzi; pm) is replaced by g(xi; p) in all the estimation methods where p = p0 = p1 =
p2.
3.5 Simulation Study
A simulation study was conducted to investigate properties of estimation methods
under the sampling design settings described in Section 3.2. In Chapter 2, the
sampling was only based on the response variable. Likelihood-based methods yield
the most ecient estimates under the extreme sampling design, the pseudo-likelihood
methods yield the most ecient estimates when sampling more units from the central
stratum. In this chapter, our aim is to assess eciency of such designs when the
phase II sampling depends also on an inexpensive covariate in addition to the response
variable. Eciency of these two designs will also be compared with simple random
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sampling. Among these three designs, we aim to identify the sampling design which
gives the most ecient estimate of the coecient of expensive covariate under each
estimation method and to compare the performance of the estimation methods. We
assume that there is a cohort of size N = 50; 000 with their observed response variable
Y values and inexpensive covariate values Z in the rst phase. We are interested in
making inference on the association between the response variable Y and the expensive
covariate X. We consider a linear regression of Y on X and Z with a normally
distributed error term.
In data generation, we rst generated error terms of size N = 50; 000 from Normal
distribution with mean 0 and variance 2 = 2, inexpensive covariate values zi (i =
1; 2; : : : ; N) from Multinomial distribution with P (Zi = 0) = 0:05, P (Zi = 1) = 0:45,
and P (Zi = 2) = 0:50. Under the independence assumption between X and Z,
we generated the expensive covariate values xi from Bernoulli distribution with p =
P (Xi = 1) = 0:4. Under the dependence assumption between inexpensive covariate
Z and expensive covariate X, we generated the covariate values xi (i = 1; 2; : : : ; N)
from the Bernoulli distributions assumed for the conditional distribution of XjZ = z
with p0 = P (Xi = 1jZi = 0) = 0:05, p1 = P (Xi = 1jZi = 1) = 0:4, and p2 =
p(Xi = 1jZi = 2) = 0:2. Next, we generated the response variable values y0is using
the model (3.3), where we choose dierent values of 1(= 0; 0:5; 1), the intercept is set
to 0 = 10 and the coecient of inexpensive covariate is set to 2 = 2. In our study,
we set the cut-point values (Cm1; Cm2) in (3.2) to the (10
th, 90th) percentiles of the
response distribution which can divide the cohort into three strata under each level
of Z = m (m = 0; 1; 2) and the stratum sizes are given in Table 3.1. The cut-point
values Cm1 and Cm2 for each level of Z = m are given in Table 3.2.
We applied the stratied response-dependent BSS design described in Section 3.2
to obtain the phase II samples and for only the selected samples, we assume to have
the expensive covariate X values. In each sampling design, the phase II sample size
is set to n = 10; 000 and the stratum specic sample sizes are given in Table 3.3.
The estimated value of 1 is obtained under each sampling design and under each
estimation method described in Section 3.4.
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Table 3.1: Stratum sizes under stratied response-dependent BSS design
Z = m
Stratum No
(j)
Z and X are
independent
Nmj
Z and X are
dependent
Nmj
1 = 0 1 = 0:5 1 = 1 1 = 0 1 = 0:5 1 = 1
m = 0
j = 1 246 246 246 241 241 241
j = 2 1966 1966 1966 1927 1927 1927
j = 3 246 246 246 241 241 241
m = 1
j = 1 2259 2259 2259 2252 2252 2252
j = 2 18066 18066 18066 18008 18008 18008
j = 3 2259 2259 2259 2252 2252 2252
m = 2
j = 1 2496 2496 2496 2508 2508 2508
j = 2 19966 19966 19966 20063 20063 20063
j = 3 2496 2496 2496 2508 2508 2508
Table 3.2: The cut-point values Cm1 and Cm2 for dierent 1 values
Assumption Z = m
1 = 0 1 = 0:5 1 = 1
Cm1 Cm2 Cm1 Cm2 Cm1 Cm2
Z and X
are
independent
m = 0 8.232 11.719 8.411 11.921 8.504 12.224
m = 1 10.186 13.836 10.368 14.060 10.485 14.355
m = 2 12.181 15.798 12.351 16.026 12.468 16.299
Z and X
are
dependent
m = 0 8.150 11.766 8.165 11.803 8.179 11.856
m = 1 10.215 13.775 10.397 14.011 10.522 14.303
m = 2 12.162 15.853 12.251 15.965 12.305 16.135
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Table 3.3: Stratum-specic sample sizes under each stratied response-dependent BSS
design
Design Z = m
Stratum No
K=j
Z and X are
independent
nmj
Z and X are
dependent
nmj
1 = 0 1 = 0:5 1 = 1 1 = 0 1 = 0:5 1 = 1
Design A
m = 0
j = 1 246 246 246 241 241 241
j = 2 1966 1966 1966 1927 1927 1927
j = 3 246 246 246 241 241 241
m = 1
j = 1 1697 1697 1697 1708 1708 1708
j = 2 0 0 0 0 0 0
j = 3 1697 1697 1697 1708 1708 1708
m = 2
j = 1 2074 2074 2074 2088 2088 2088
j = 2 0 0 0 0 0 0
j = 3 2074 2074 2074 2087 2087 2087
Design B
m = 0
j = 1 246 246 246 241 241 241
j = 2 1966 1966 1966 1927 1927 1927
j = 3 246 246 246 241 241 241
m = 1
j = 1 339 339 339 342 342 342
j = 2 2715 2715 2715 2733 2733 2733
j = 3 340 340 340 341 341 341
m = 2
j = 1 415 415 415 418 418 418
j = 2 3318 3318 3318 3340 3340 3340
j = 3 415 415 415 417 417 417
Design C*
m = 0
j = 1 47 47 46 54 53 54
j = 2 392 392 392 394 394 393
j = 3 49 49 50 51 52 52
m = 1
j = 1 458 463 455 476 472 473
j = 2 3637 3623 3636 3540 3540 3542
j = 3 433 442 437 463 467 464
m = 2
j = 1 510 500 509 529 515 519
j = 2 3966 3970 3971 3984 3997 4014
j = 3 508 514 504 509 510 489
* Under simple random sampling, the sampling probability of each unit is same and nmj 's were
obtained based on the sampling probability.
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3.6 Simulation Results
The parameter estimates of 1 and their standard error estimates and mean square
error estimates under dierent estimation methods are given from Table 3.4 to Table
3.10 for dierent 1 values. Table 3.4 shows the results under the maximum likelihood
estimation using the full cohort data. We obtained consistent maximum likelihood
estimates. Under Z and X are independent settings we obtained more ecient
estimates compare to the setting where Z and X are dependent.
Table 3.5, 3.6, and 3.7 show properties of dierent parameter estimators of the
coecient 1 of the expensive covariate when Z and X are independent, 1 = 0,
0.5, 1, respectively, p = 0:4 and cut-point values C1 and C2 set to the 10
th and
90th percentiles. The likelihood-based methods give consistent and relatively ecient
estimates under each sampling design considered. In addition, likelihood-based
methods provide the most ecient estimates when sampling all of the units from the
rare group and sampling all the extreme strata units under the other two groups of Z
(Design A). On the other hand, the pseudo-likelihood methods give biased estimates
under this sampling design except the case when there is no association between
X and Y . Simple random sampling (Design C) give consistent and most ecient
estimates under the IPW method. Under the estimated pseudo-likelihood estimation
method, both the simple random sampling and the sampling in which selecting all
of the units from the rare group and selecting more units from the middle stratum
of the other two groups of Z (Design B) lead to ecient estimates. The conditional
likelihoods yield a little less ecient estimates under Design B and C compared to the
full likelihoods and the estimated pseudo-likelihood. When we compare the estimates
under the most ecient design with the full cohort, we observe an approximately 40%
loss in eciency when the sample size reduces to 10,000 from 50,000.
Table 3.8 to Table 3.10 show properties of dierent parameter estimators of the
coecient 1 of the expensive covariate when Z and X are dependent, 1 = 0,
0.5, 1, respectively, p = 0:4 and cut-point values C1 and C2 set to the 10
th and
90th percentiles. We observe similar results to those obtained when Z and X are
independent.
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Table 3.4: Maximum likelihood estimation
results under the full cohort
Assumption 1
Estimates
^1 SE MSE
Z and X
are
independent
0 0.008 0.013 0.0002
0.5 0.508 0.013 0.0002
1 1.008 0.013 0.0002
Z and X
are
dependent
0 -0.024 0.014 0.0008
0.5 0.476 0.014 0.0008
1 0.976 0.014 0.0008
SE and MSE denote the standard error estimate
and mean square error estimate of the estimator
of 1, respectively.
Table 3.5: Simulation results when Z and X are independent and 1 = 0
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.009 0.009 0.009 0.009 0.024 0.032
SE 0.018 0.018 0.017 0.017 0.047 0.049
MSE 0.0004 0.0004 0.0004 0.0004 0.0028 0.0034
2 Design B
^1 -0.035 -0.035 -0.034 -0.034 -0.035 -0.016
SE 0.029 0.029 0.029 0.029 0.029 0.032
MSE 0.0020 0.0020 0.0020 0.0020 0.0021 0.0013
2 Design C
^1 -0.009 -0.009 -0.009 -0.009 -0.010 -0.009
SE 0.029 0.029 0.029 0.029 0.029 0.029
MSE 0.0009 0.0009 0.0009 0.0009 0.0009 0.0009
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
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Table 3.6: Simulation results when Z and X are independent and 1 = 0:5
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.524 0.524 0.522 0.522 1.389 1.443
SE 0.018 0.018 0.018 0.018 0.046 0.047
MSE 0.0009 0.0009 0.0008 0.0008 0.7921 0.8907
2 Design B
^1 0.488 0.486 0.482 0.482 0.487 0.504
SE 0.029 0.028 0.029 0.029 0.028 0.032
MSE 0.0009 0.0010 0.0012 0.0012 0.0010 0.0010
2 Design C
^1 0.490 0.488 0.489 0.489 0.487 0.491
SE 0.028 0.028 0.029 0.029 0.028 0.029
MSE 0.0009 0.0009 0.0010 0.0010 0.0010 0.0009
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
Table 3.7: Simulation results when Z and X are independent and 1 = 1
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 1.004 1.004 1.000 0.996 2.566 2.653
SE 0.018 0.018 0.020 0.021 0.043 0.043
MSE 0.0003 0.0003 0.0004 0.0004 2.4534 2.7351
2 Design B
^1 0.992 0.987 0.976 0.976 0.987 0.995
SE 0.027 0.027 0.029 0.029 0.027 0.032
MSE 0.0008 0.0009 0.0014 0.0014 0.0009 0.0010
2 Design C
^1 0.992 0.991 0.991 0.991 0.990 0.991
SE 0.026 0.027 0.029 0.029 0.027 0.029
MSE 0.0008 0.0008 0.0009 0.0009 0.0008 0.0009
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
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Table 3.8: Simulation results when Z and X are dependent and 1 = 0
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.001 -0.002 -0.002 -0.002 -0.007 -0.010
SE 0.019 0.019 0.019 0.019 0.055 0.059
MSE 0.0004 0.0004 0.0004 0.0004 0.0031 0.0036
2 Design B
^1 0.010 0.006 0.007 0.007 0.006 -0.001
SE 0.031 0.031 0.033 0.033 0.031 0.035
MSE 0.0010 0.0010 0.0012 0.0012 0.0010 0.0012
2 Design C
^1 -0.001 -0.007 -0.012 -0.012 -0.007 -0.012
SE 0.029 0.030 0.031 0.031 0.030 0.032
MSE 0.0008 0.0009 0.0011 0.0011 0.0009 0.0012
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
Table 3.9: Simulation results when Z and X are dependent and 1 = 0:5
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.503 0.502 0.502 0.504 1.414 1.428
SE 0.019 0.020 0.020 0.020 0.053 0.056
MSE 0.0004 0.0004 0.0004 0.0004 0.8386 0.8642
2 Design B
^1 0.528 0.530 0.540 0.540 0.529 0.535
SE 0.030 0.030 0.033 0.033 0.030 0.035
MSE 0.0017 0.0018 0.0027 0.0027 0.0018 0.0025
2 Design C
^1 0.484 0.482 0.479 0.479 0.482 0.488
SE 0.028 0.029 0.031 0.031 0.029 0.032
MSE 0.0010 0.0012 0.0014 0.0014 0.0012 0.0012
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
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Table 3.10: Simulation results when Z and X are dependent and 1 = 1
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.970 0.972 0.970 0.972 2.584 2.611
SE 0.020 0.021 0.022 0.023 0.049 0.048
MSE 0.0013 0.0012 0.0014 0.0013 2.5114 2.5980
2 Design B
^1 0.963 0.964 0.965 0.965 0.964 0.949
SE 0.029 0.030 0.033 0.033 0.029 0.035
MSE 0.0022 0.0022 0.0024 0.0024 0.0022 0.0038
2 Design C
^1 0.973 0.972 0.974 0.974 0.973 0.988
SE 0.027 0.028 0.032 0.032 0.028 0.032
MSE 0.0014 0.0016 0.0017 0.0017 0.0015 0.0012
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
3.7 Simulation Results Under Misspecication of
the Distributional Assumption
We assumed that the distribution of the error term in the regression model (3.3) is
Normal distribution and the true model and the assumed model were the same in
Section 3.5. In practice, the conditional distribution of Y given X = x and Z = z
may not be known. Therefore, in this section, we investigate the sensitivity of the
sampling designs and estimation methods when the distribution of the error term
is misspecied. In the simulation study, we generate the error term from Student's
t-distribution with degrees of freedom 8 but the other simulation settings remain the
same.
In Table 3.11, 3.12, and 3.13, we investigate the properties of parameter estimates
of the coecient 1 of the expensive covariate when Z and X are independent, 1 = 0,
0.5, 1, respectively, and the error distribution is misspecied. The simulation results
show that the model misspecication aects the performance of the full likelihood
and the estimated pseudo-likelihood estimation methods. They give biased estimates
except the case when there is no association between X and Y . On the other hand,
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the bias in the conditional likelihood method's and the IPW estimation method's
estimator is much less under many designs. In addition, when there is an association
between X and Y , the conditional likelihood method and the IPW method give more
ecient estimates under many designs. Thus, they seem to be more robust compared
to the full likelihood and the estimated pseudo-likelihood methods.
In Table 3.14, 3.15, and 3.16, we investigate the properties of parameter estimates
of the coecient 1 of the expensive covariate when Z and X are dependent, 1 = 0,
0.5, 1, respectively, the error distribution is misspecied. We observe similar results
to those obtained when Z and X are independent.
Table 3.11: Simulation results when Z and X are independent, 1 = 0 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.007 0.007 0.008 0.008 0.019 0.025
SE 0.014 0.014 0.016 0.017 0.040 0.042
MSE 0.0002 0.0002 0.0003 0.0004 0.0020 0.0024
2 Design B
^1 -0.030 -0.027 -0.029 -0.029 -0.027 -0.015
SE 0.024 0.022 0.023 0.023 0.022 0.026
MSE 0.0014 0.0012 0.0014 0.0014 0.0012 0.0009
2 Design C
^1 -0.008 -0.007 -0.008 -0.008 -0.008 -0.008
SE 0.023 0.022 0.024 0.024 0.022 0.024
MSE 0.0006 0.0005 0.0006 0.0006 0.0005 0.0006
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
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Table 3.12: Simulation results when Z and X are independent, 1 = 0:5 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.456 0.459 0.531 0.564 1.293 1.340
SE 0.014 0.014 0.017 0.018 0.039 0.040
MSE 0.0022 0.0019 0.0013 0.0044 0.6301 0.7075
2 Design B
^1 0.477 0.463 0.493 0.493 0.463 0.511
SE 0.022 0.021 0.023 0.023 0.021 0.026
MSE 0.0010 0.0018 0.0006 0.0006 0.0018 0.0008
2 Design C
^1 0.470 0.456 0.491 0.491 0.455 0.492
SE 0.022 0.021 0.024 0.024 0.021 0.024
MSE 0.0013 0.0024 0.0006 0.0006 0.0024 0.0006
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
Table 3.13: Simulation results when Z and X are independent, 1 = 1 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.866 0.875 0.976 1.024 2.339 2.415
SE 0.015 0.015 0.018 0.020 0.036 0.036
MSE 0.0181 0.0159 0.0009 0.0010 1.7944 2.0030
2 Design B
^1 0.933 0.957 0.998 0.998 0.957 1.020
SE 0.020 0.020 0.023 0.023 0.020 0.026
MSE 0.0049 0.0023 0.0005 0.0005 0.0023 0.0011
2 Design C
^1 0.918 0.941 0.996 0.996 0.940 0.992
SE 0.020 0.020 0.024 0.024 0.020 0.024
MSE 0.0072 0.0039 0.0006 0.0006 0.0040 0.0006
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
65
Table 3.14: Simulation results when Z and X are dependent, 1 = 0 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.001 -0.002 -0.002 -0.003 -0.009 -0.011
SE 0.015 0.015 0.018 0.019 0.046 0.050
MSE 0.0002 0.0002 0.0003 0.0004 0.0022 0.0026
2 Design B
^1 0.012 0.008 0.010 0.010 0.008 0.004
SE 0.025 0.024 0.027 0.027 0.024 0.028
MSE 0.0008 0.0006 0.0008 0.0008 0.0006 0.0008
2 Design C
^1 0.000 -0.004 -0.009 -0.009 -0.004 -0.008
SE 0.023 0.022 0.026 0.026 0.022 0.026
MSE 0.0005 0.0005 0.0007 0.0007 0.0005 0.0007
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
Table 3.15: Simulation results when Z and X are dependent, 1 = 0:5 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.429 0.429 0.498 0.531 1.276 1.287
SE 0.015 0.015 0.019 0.020 0.044 0.046
MSE 0.0053 0.0053 0.0003 0.0014 0.6039 0.6222
2 Design B
^1 0.497 0.476 0.519 0.519 0.477 0.511
SE 0.024 0.023 0.027 0.027 0.023 0.029
MSE 0.0006 0.0011 0.0011 0.0011 0.0011 0.0009
2 Design C
^1 0.473 0.453 0.485 0.485 0.454 0.492
SE 0.022 0.022 0.026 0.026 0.022 0.026
MSE 0.0012 0.0027 0.0009 0.0009 0.0026 0.0007
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
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Table 3.16: Simulation results when Z and X are dependent, 1 = 1 and the
distribution of error term is misspecied
# Sampling Type
Method
1R 1F 1C0 1C1 1P 1W
1 Design A
^1 0.862 0.866 0.971 1.024 2.391 2.415
SE 0.016 0.017 0.020 0.022 0.040 0.040
MSE 0.0192 0.0182 0.0012 0.0010 1.9358 2.0040
2 Design B
^1 0.958 0.964 1.024 1.024 0.965 1.021
SE 0.021 0.022 0.027 0.027 0.022 0.028
MSE 0.0023 0.0018 0.0013 0.0013 0.0017 0.0012
2 Design C
^1 0.933 0.926 0.975 0.975 0.928 0.992
SE 0.021 0.021 0.026 0.026 0.021 0.026
MSE 0.0050 0.0059 0.0013 0.0013 0.0057 0.0007
SE and MSE denote the standard error estimate and mean square error estimate of the
estimator of 1, respectively.
Chapter 4
Eciency of Multiple
Response-Dependent Two-Phase
Sampling Designs
In a multiple response-dependent two-phase sampling design, in phase I, we have
easily measured variables including the response variables for all individuals in
a cohort or in a large random sample from the population, and in phase II,
we obtain expensive covariate(s) for a subset of individuals selected according to
their multiple response variables obtained in phase I. An introduction to multiple
response-dependent two-phase sampling design and the aim of our study under this
design setting are given in Section 1.5.
Recent genetic association studies collect data on a variety of quantitative traits.
For example, the NHLBI ESP (Lin et al., 2013) contains several studies, each of which
was focused on a particular trait. The NHLBI ESP was designed to identify genetic
variants in all protein-coding regions of the human genome that are associated with
heart, lung, and blood diseases. Samples were selected based on multiple quantitative
traits from seven studies and whole exome sequencing was performed on 4494 subjects
which were selected based on multiple quantitative traits values. The NHLBI ESP
project is an example for the need of ecient multiple response-dependent two-phase
sampling designs.
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4.1 Multiple Response-Dependent Two-Phase
Sampling Design Setting
Suppose we have a population with units having multiple responses and an expensive
covariate to measure. We denote Y as a vector of response variables and X as an
expensive covariate. Let yji be the observed value of the j
th response for the i th unit,
where i = 1; 2; : : : ; N and j = 1; 2; : : : ; J (J  2), Xi be an expensive covariate for
the i th unit, Yi is a J-dimensional response vector (J  2) for the i th unit.
Now, suppose that Y is observed for all N units in phase I. However, the expensive
covariate X can only be observed for a subsample of individuals selected in phase II
for a xed sample size n. Let Rij be an indicator function where Rij = 1 if unit i in
phase I cohort is selected for inclusion in phase II sample based on the j th response
variable, and Rij = 0 otherwise. Thus, the observed data consists of N units where
n =
PN
i=1
PJ
j=1 Rij of the units provide complete data (yi; xi), and (N   n) of units
provide information only on response values yi. The set of completely observed data,
V; and the set of units with incomplete data, V ; are denoted by
V = fi : Rij = 1; i = 1; 2; : : : ; N; j = 1; 2; : : : ; Jg and
V = fi : Rij = 0; i = 1; 2; : : : ; N; j = 1; 2; : : : ; Jg;
(4.1)
respectively.
Let ij denote the probability of selecting the i
th unit in phase II sample depending
on the j th response variable. We assume that the covariate X is \missing at random"
in the terminology of Little and Rubin (1987). Thus, the ij is
ij = P (Rij = 1jyi; xi) = P (Rij = 1jyi) (4.2)
for i = 1; 2; : : : ; N and j = 1; 2; : : : ; J .
4.2 Multiple Response-Dependent BSS Design
Suppose the observed values of the j th response variable (yj1; yj2; : : : ; yjN); j =
1; 2; : : : ; J is partitioned into K number of strata, Sjk; k = 1; 2; : : : ; K, using xed
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cut-point values Cjl; l = 1; 2; : : : ; K   1, where Cj1  Cj2  : : :  CjK 1. The rst
stratum includes the units with yji values less than Cj1, the k
th (k = 2; : : : ; K   1)
stratum includes the units with yji values between Cjk 1 and Cjk, and the K th stratum
includes the units with yji values greater than Cjk 1. Let Njk (k = 1; 2; : : : ; K) be the
number of units in each stratum where
KX
k=1
Njk = N . Then, from each stratum Sjk,
njk units are randomly selected for inclusion in the phase II sample, where the number
of units selected depending on the j th response variable is nj =
KX
k=1
njk and the total
phase II sample size n =
JX
j=1
nj is xed according to the budgetary constraint.
The selection probability for the i th unit depending on the j th response variable
in (4.2) becomes ij =
KX
k=1
ijkpjk for i = 1; 2; : : : ; N , where
ijk =
8>>><>>>:
1 if the i th unit is selected in phase II based on the j th response from
the k th stratum,
0 otherwise,
and
pjk =
njk
Njk
; j = 1; 2; : : : ; J; k = 1; 2; : : : ; K:
4.3 Phase II Sampling Design
Suppose there is a bivariate response vector for each unit and the observed values of
j th response variable fyj1; yj2; : : : ; yjNg (j = 1; 2) are available for a cohort of size N
in phase I. Suppose nj units are selected in phase II depending on the j
th response
variable to obtain their expensive covariate data. To select these units, response
variable observations in the j th response variable are partitioned into K = 3 number
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of strata based on the xed constants Cj1 and Cj2 as follows:
yj1  : : :  yjNj1| {z }
Low stratum
(Sj1)
 Cj1  yjNj1+1  : : :  yjNj1+Nj2| {z }
Middle stratum
(Sj2)
 Cj2  yjNj1+Nj2+1  : : :  yjN| {z }
High stratum
(Sj3)
(4.3)
Suppose there are Nj1 units in the rst stratum Sj1 which includes units with j
th
response values lower than Cj1, Nj2 units in the second stratum Sj2 which includes
units with j th response values between Cj1 and Cj2, and Nj3 = N  Nj1  Nj2 units
in the third stratum Sj3 which includes units with j
th response values greater than
Cj2. The rst and the third strata consist of extreme values and sizes of the extreme
strata are set small compared to the central stratum to understand the importance
of sampling from the extreme strata. We create three strata based on each response
variable. Then, multiple response-dependent BSS design described in Section 4.2 is
applied to select the phase II sample. That is, from each stratum Sjk, njk (j =
1; 2; k = 1; 2; 3) units are randomly selected for inclusion in the phase II sample,
where the total phase II sample size n =
P2
j=1
P3
k=1 njk is xed according to the
budgetary constraint. The chance of unit being selected in the phase II sample now
depends on two response variables, therefore the overall inclusion indicator Ri for the
i th (i = 1; 2; : : : ; N) unit is:
Ri = Ri1(1 Ri2) + Ri2(1 Ri1) + Ri1Ri2; (4.4)
and the selection probability for the i th unit becomes
i = i1(1  i2) + i2(1  i1) + i1i2: (4.5)
In the sampling design based on a univariate response variable in Chapter 2,
we obtained the most ecient full likelihood estimate under the extreme sampling
design (Design I), the IPW method yields the most ecient estimate under the design
setting with sampling mostly from the central stratum (Design IV). Therefore, under
the bivariate response variable setting, we consider these two sampling designs for
one response variable and for the other response variable, we investigate the ve
sampling designs presented in Table 2.1. We assume the available budget to measure
the expensive covariate is only for n individuals and equal number of units (n1 =
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n2 =
n
2
) are selected based on each response variable. In this study, we investigate
two sampling schemes (A and B) to select sampling units from each stratum within the
framework of phase II design. In scheme (A) sampling designs, we consider sampling
half of the units from extreme strata based on Y1 with n11 = n13 =
n
4
and n12 = 0
and investigate sampling designs I-V to select samples based on Y2. In scheme (B)
sampling designs, we consider sampling 12.5% units from each of extreme strata and
25% units from the central stratum based on Y1 (n11 = n13 =
n
8
and n12 =
n
4
) and
investigate sampling designs I-V to select samples based on Y2. We investigate these
sampling designs when the dependence between the response variables Y1 and Y2 is
moderate (with Kendall's  = 0:4) and strong ( = 0:8).
Under current sampling design setting, the probability i of selecting the i
th unit
in phase II sample dened in (4.5) becomes
i =
2X
j=1
3X
k=1
ijknjk
Njk
 
2Y
j=1
3X
k=1
ijknjk
Njk
; (4.6)
which is predetermined by the sampling plan.
Also, we applied sampling designs based on single response variable as described
in Chapter 2 for Y1 and Y2 separately.
4.4 Model Description
Suppose there are two response variables Y1 and Y2 with conditional distribution
functions F1(y1jx) and F2(y2jx), respectively, and conditional joint distribution
function F (y1; y2jx) which is modeled by the Clayton copula function C as below
F (y1i; y2ijxi) = C(F1(y1ijxi); F2(y2ijxi))
= (F1(y1ijxi)  + F2(y2ijxi)    1) 
1
 ;  > 0;
(4.7)
where the parameter  species the dependence level between Y1 and Y2 after adjusted
for X = x and the marginal models of Y1 and Y2 given X = x are
Yji = 0j + 1jxi + ji (j = 1; 2; i = 1; 2; : : : ; N); (4.8)
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where 0j, 1j (j = 1; 2) are the regression coecients and ji is a random error for
subject i (i = 1; 2; : : : ; N).
In our study, we assume X is a Bernoulli random variable with probability of
having X = 1 being p, ji's are independently and identically normally distributed
with mean 0 and variance 2j . Therefore, Yji has a Normal distribution with mean
0j + 1jxi and variance 
2
j when Xi = xi is observed.
We have seven unknown parameters, 01, 11, 02, 12, 1, 2 and . To estimate
 = (01; 11; 02; 12; 1; 2; ), we obtain the samples by applying the proposed
sampling designs presented in Section 4.3. We consider two estimation methods to
estimate the parameter vector . Under each estimation method, we aim to check
whether the estimators of 1j's are unbiased and to investigate the eciency of the
estimators under each sampling design setting when the dependence between the
response variables Y1 and Y2 is moderate ( = 0:4) and strong ( = 0:8).
Under the model in (4.7) and (4.8) with the specied assumptions,
f(y1i; y2ijxi; ) = @C(F1(y1ijxi;1); F2(y2ijxi;2))
@y1i@y2i
=
@C(F1(y1ijxi;1); F2(y2ijxi;2))
@F1(y1ijxi;1)@F2(y2ijxi;2)
@F1(y1ijxi;1)
@y1i
@F2(y2ijxi;2)
@y1i
= (1 + )f1(y1ijxi;1)f2(y2ijxi;2) [F1(y1ijxi;1)F2(y2ijxi;2)] (1+)
F1(y1ijxi;1)  + F2(y2ijxi;2)    1
 (2+ 1

)
;
where  = (01; 02; 11; 12; 1; 2; ) and j = (0j; 1j; j) for j = 1; 2;
fj(yjijxi;j) = 1q
22j
e
  (yji 0j 1jxi)
2
22
j ; (4.9)
and
g(xi; p) =
8<:p for xi = 11  p for xi = 0
are the conditional joint density function of Y1 and Y2 given Xi = xi, the conditional
density functions of Yji given Xi = xi and the marginal distribution of Xi, respectively.
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4.5 Estimation Methods
The logarithm of the full likelihood LR(; p) which incorporates both complete
and incomplete data f(yi; xi) : i 2 V g [

yi : i 2 V
	
under the missing at random
assumption becomes
lR(; p) =
X
i2V
[log f(y1i; y2ijxi;) + log g(xi; p)]
+
X
i2 V
log[pf(y1i; y2ijx = 1;) + (1  p)f(y1i; y2ijx = 0;)]:
(4.10)
The maximum likelihood estimates of  and p are obtained by maximizing lR(; p)
in (4.10) with respect to  and p. We denote the resulting estimate of  by ^R.
The IPW method estimating function becomes
Sw() =
 
NX
i=1
Ri
i
U1i();
NX
i=1
Ri
i
U2i();
NX
i=1
Ri
i
U3i();
NX
i=1
Ri
i
U4i();
NX
i=1
Ri
i
U5i();
NX
i=1
Ri
i
U6i();
NX
i=1
Ri
i
U7i()
!T (4.11)
where
U1i() =
@ log f(y1i; y2ijxi;)
@01
;
U2i() =
@ log f(y1i; y2ijxi;)
@02
;
U3i() =
@ log f(y1i; y2ijxi;)
@11
;
U4i() =
@ log f(y1i; y2ijxi;)
@12
;
U5i() =
@ log f(y1i; y2ijxi;)
@1
;
U6i() =
@ log f(y1i; y2ijxi;)
@2
;
U7i() =
@ log f(y1i; y2ijxi;)
@
:
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By solving the estimating equations Sw() = 0, we obtain the IPW estimators
^w = (^01;w; ^02;w; ^11;w; ^12;w; ^1;w; ^2;w; ^w).
Under some regularity conditions, the covariance matrix of
p
n(^w   ) given in
(1.17) becomes
C() = A() 1B()[A() 1]
0
(4.12)
where
A() =   1
n

@Sw()
@0

=
0BBBB@
A11 A12 : : : A17
A21 A22 : : : A27
...
...
...
...
A71 A72 : : : A77
1CCCCA ;
and
B() =
1
n
NX
i=1
Swi()Swi()
0
=
0BBBB@
B11 B12 : : : B17
B21 B22 : : : B27
...
...
...
...
B71 B72 : : : B77
1CCCCA ;
The covariance matrix of ^w is
1
n
C(). A consistent estimator of C() is obtained
by plugging the estimates of  in (4.12) and the estimated covariance matrix of the
estimators is obtained as
1
n
C(^w):
4.6 Simulation Study
A simulation study was conducted to investigate the properties of the estimation
methods under the sampling design settings described in Section 4.3. We aim to
identify the sampling design which gives the most ecient estimates of coecients of
expensive covariate under each estimation method and to compare the performance
of the estimation methods. We assume that there is a cohort of size N = 50; 000
with their observed response variable Yj (j = 1; 2) values in the rst phase. We are
interested in making inference on the association between the response variables Yj's
(j = 1; 2) and an expensive covariate X. We consider linear regression models of Yj's
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on X with normally distributed error terms.
In data generation, we rst generated uniform random variable U1 and U2 of
size N = 50; 000 from (1.19) and generated normally distributed error terms, 1i
and 2i by using the inverse cumulative distribution function technique with two
dierent dependence levels represented by Kendall's tau values of  = 0:4 or  = 0:8.
We considered two dierent values of  to investigate the eect of changing the
dependence level between response variables. The marginal distributions of 1i
and 2i are Normal distribution with mean 0 and variances 1
2 = 2, 2
2 = 4,
respectively and we generated the covariate values xi from the Bernoulli distribution
with p = P (Xi = 1) = 0:4. Next, we generated the response variable values y
0
jis using
the model (4.8), where we choose values of 11 = 1 and 12 = 2 with the intercepts
01 = 10 and 02 = 5. The response variable Y1 has the same distribution with Y in
Section 2.2.
In our study, we set the cut-point values (Cj1; Cj2) in (4.3) to the (10
th, 90th)
percentiles of the response distribution which can divide the cohort into three strata
with approximate sizes of Nj1  5; 000; Nj2  40; 000; Nj3  5; 000, for each response
variable. The cut-point values Cj1 and Cj2 under each response variable are given in
Table 4.1.
First, we applied the sampling designs based only on the single response variable
discussed in Chapter 2 for Y1 and Y2 separately under two dierent dependence levels
between Y1 and Y2. Then, we applied the multiple response-dependent BSS design
described in Section 4.2 to obtain the phase II samples and for only these selected
samples, we assume to have the expensive covariate X values. In each sampling design,
the phase II sample size is set to n = 10; 000. In scheme (A) sampling designs, we
consider sampling 2500 units from each extreme strata and in scheme (B) sampling
designs, we consider sampling 1250 units from each of extreme strata and central 2500
of samples are selected based on Y1. The stratum specic sample sizes based on Y2
are given in Table 4.2. Estimated values of 11 and 12 are obtained using the two
estimation methods described in Section 4.5 under each sampling design.
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Table 4.1: The cut-point values Cm1 and Cm2

Y1 Y2
C11 C12 C21 C22
0.4 8.4757 12.3205 2.9513 8.6548
0.8 8.4757 12.3205 2.9500 8.6415
Table 4.2: Stratum-specic sample sizes based on response variable Y2
Sampling
scenario
Stratum-specic sample sizes
Sampling design
Low
stratum
n21
 n21
n
 100%
Middle
stratum
n22
 n22
n
 100%
High
stratum
n23
 n23
n
 100%
1 2500 (25%) 0 (0%) 2500 (25%) (I) Sampling from extreme strata only
2 2000 (20%) 1000 (10%) 2000 (20%)
(II) Oversampling from extreme strata3 2500 (25%) 1000 (10%) 1500 (15%)
4 1500 (15%) 1000 (10%) 2500 (25%)
5 2500 (25%) 2000 (20%) 500 (5%)
(III) Oversampling from only one extreme stratum
6 500 (5%) 2000 (20%) 2500 (25%)
7 1250 (12.5%) 2500 (25%) 1250 (12.5%)
(IV) Oversampling from middle stratum8 500 (5%) 3000 (30%) 1500 (15%)
9 1500 (15%) 3000 (30%) 500 (5%)
10 500 (5%) 4000 (40%) 500 (5%) (V) Simple random sampling
4.7 Simulation Results
The point estimates of the coecients 1j (j = 1; 2) and dependence parameter 
and their standard error estimates and mean square error estimates obtained through
the two estimation methods are given from Table 4.3 to Table 4.11 under dierent
design settings. Table 4.3 shows the results under the maximum likelihood estimation
using the full cohort data. As expected, we obtained consistent maximum likelihood
estimates.
Table 4.4 and 4.5 show properties of parameter estimators of the 11, 12, and
 when there is moderate and strong dependence between Y1 and Y2 ( = 0:4; 0:8,
respectively) and sampling depends only on Y1. As expected, we observe similar results
to those obtained in Chapter 2 under single response-dependent designs for 11. Also,
we obtained similar results for 12 since there is a moderate or strong dependence
between Y1 and Y2. Full likelihood-based method provides the most ecient estimate
when sampling all of the units from the extreme strata or oversampling from the
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extreme strata. We observe that the full likelihood-based method gives consistent
estimates and more ecient estimates for  under each sampling design considered.
The sampling designs selecting more units from the central stratum give consistent
and more ecient estimates for 11, 12, and  under the IPW estimation method.
When there is a strong dependence ( = 0:8), we observe an eciency gain for both
of the estimates under each sampling design considered. However, the IPW estimates
of  became less ecient compared to the  = 0:4 setting.
Table 4.6 and 4.7 show properties of parameter estimators of 11, 12, and  when
there is a moderate and strong dependence between Y1 and Y2, respectively, and
sampling depends only on Y2. We observe similar results to those obtained sampling
depends only on Y1 for all the parameters.
Table 4.8 and 4.9 show properties of parameter estimators when sampling extreme
Y1 strata units (Scheme A) and dierent sampling designs were considered based on
Y2. We observe that the full likelihood method gives consistent estimates and more
ecient estimates than the IPW estimation method for all three parameters. In
addition, under the extreme sampling design based on Y1, IPW method yields biased
estimates for each sampling design considered. When sampling units selected only
from extreme strata based on both Y1 and Y2, the full likelihood method provides the
most ecient estimates for 11 and 12. When there is strong dependence between
the two response variables ( = 0:8), we observe an eciency gain for the full
likelihood-based method estimates under each sampling design considered.
Table 4.10 and 4.11 show properties of parameter estimators when oversampling
from the middle stratum with equal sampling probabilities from extreme strata based
on Y1 (Scheme B) and dierent sampling designs were considered based on Y2. We
observe that the full likelihood method gives consistent estimates and more ecient
estimates than the IPW estimation method. On the other hand, the IPW method
yields biased estimates under extreme sampling design or oversampling from at least
one of the extreme stratum based on Y2. We observe that the IPW estimation method
may give biased estimates under some sampling designs. Thus, we compare the MSEs
to determine ecient designs. In oversampling from middle stratum based on Y2
or simple random sampling based on Y2, the IPW method provides the most ecient
estimates for each parameter. When there is a strong association ( = 0:8), we observe
eciency gain under each sampling design considered for the full likelihood-based and
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IPW estimation methods. However, the IPW estimates of  became less ecient
compared to the  = 0:4 setting.
Table 4.3: Maximum likelihood estimation
results under the full cohort
Parameter
value
Estimates under the dependence level
 = 0:4 ( = 1:33)  = 0:8 ( = 8)
11 = 1
^11 1.007 1.011
SE 0.012 0.010
MSE 0.0002 0.0002
12 = 2
^12 2.006 2.015
SE 0.016 0.014
MSE 0.0003 0.0004

^ 1.318 8.014
SE 0.009 0.007
MSE 0.0003 0.0003
SE and MSE denote the standard error
estimate and mean square error estimate of the
corresponding estimator.
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Table 4.4: Simulation results when  = 0:4 and sampling based on Y1 only
#
Sampling
type
Sampling percentage
(S11,S12,S13)
11 = 1 12 = 2  = 1:33
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
PE 1.006 2.657 1.995 3.366 1.322 2.397
SE 0.015 0.038 0.025 0.043 0.010 0.040
MSE 0.0002 2.7466 0.0007 1.8666 0.0002 1.1333
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
PE 1.009 1.056 2.013 2.064 1.323 1.248
SE 0.016 0.035 0.025 0.057 0.010 0.038
MSE 0.0003 0.0043 0.0008 0.0074 0.0002 0.0087
3 (50%, 20%, 30%)
PE 1.004 1.020 1.988 1.985 1.322 1.318
SE 0.015 0.036 0.026 0.061 0.010 0.041
MSE 0.0002 0.0017 0.0008 0.0039 0.0002 0.0019
4 (30%, 20%, 50%)
PE 1.008 1.020 2.014 2.029 1.320 1.334
SE 0.016 0.035 0.025 0.059 0.010 0.041
MSE 0.0003 0.0016 0.0008 0.0043 0.0003 0.0017
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
PE 1.008 1.030 1.986 1.995 1.320 1.321
SE 0.017 0.029 0.026 0.046 0.010 0.029
MSE 0.0003 0.0017 0.0009 0.0021 0.0003 0.0010
6 (10%, 40%, 50%)
PE 1.010 1.009 2.022 2.013 1.317 1.307
SE 0.019 0.028 0.026 0.043 0.011 0.034
MSE 0.0004 0.0009 0.0011 0.0020 0.0004 0.0018
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
PE 1.007 1.016 2.003 2.010 1.321 1.357
SE 0.017 0.025 0.026 0.039 0.010 0.028
MSE 0.0003 0.0009 0.0007 0.0017 0.0003 0.0013
8 (10%, 60%, 30%)
PE 1.012 1.010 2.017 1.999 1.317 1.319
SE 0.019 0.025 0.026 0.037 0.011 0.030
MSE 0.0005 0.0007 0.0010 0.0014 0.0004 0.0011
9 (30%, 60%, 10%)
PE 1.012 1.036 2.021 2.053 1.320 1.351
SE 0.018 0.026 0.026 0.039 0.011 0.027
MSE 0.0004 0.0019 0.0011 0.0043 0.0003 0.0010
10
Simple random
sampling
(10%, 80%, 10%)
PE 1.014 1.019 2.014 1.998 1.317 1.316
SE 0.020 0.026 0.027 0.037 0.011 0.028
MSE 0.0006 0.0011 0.0009 0.0013 0.0004 0.0011
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
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Table 4.5: Simulation results when  = 0:8 and sampling based on Y1 only
#
Sampling
type
Sampling percentage
(S11,S12,S13)
11 = 1 12 = 2  = 8
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
PE 1.014 2.080 2.021 3.346 8.064 12.175
SE 0.012 0.030 0.017 0.040 0.007 0.192
MSE 0.0004 1.1663 0.0007 1.8133 0.0042 17.4640
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
PE 1.022 1.094 2.032 2.134 8.054 7.728
SE 0.012 0.032 0.017 0.046 0.007 0.168
MSE 0.0006 0.0099 0.0013 0.0202 0.0030 0.1021
3 (50%, 20%, 30%)
PE 1.014 0.998 2.021 1.988 8.050 7.922
SE 0.013 0.034 0.018 0.049 0.007 0.179
MSE 0.0004 0.0012 0.0008 0.0025 0.0025 0.0382
4 (30%, 20%, 50%)
PE 1.012 1.011 2.021 2.022 8.085 8.133
SE 0.012 0.034 0.017 0.048 0.007 0.179
MSE 0.0003 0.0013 0.0008 0.0028 0.0073 0.0497
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
PE 1.016 1.022 2.023 2.025 8.044 7.984
SE 0.013 0.026 0.018 0.038 0.007 0.128
MSE 0.0004 0.0012 0.0009 0.0020 0.0020 0.0166
6 (10%, 40%, 50%)
PE 1.012 1.000 2.021 1.998 8.078 8.056
SE 0.013 0.025 0.018 0.036 0.007 0.141
MSE 0.0003 0.0006 0.0007 0.0013 0.0061 0.0230
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
PE 1.011 1.015 2.021 2.024 8.091 8.121
SE 0.013 0.022 0.018 0.032 0.007 0.120
MSE 0.0003 0.0007 0.0007 0.0016 0.0083 0.0289
8 (10%, 60%, 30%)
PE 1.016 1.008 2.025 2.007 8.068 8.045
SE 0.013 0.022 0.018 0.030 0.007 0.122
MSE 0.0004 0.0005 0.0010 0.0010 0.0046 0.0170
9 (30%, 60%, 10%)
PE 1.020 1.036 2.031 2.056 8.082 8.098
SE 0.013 0.023 0.018 0.032 0.007 0.113
MSE 0.0006 0.0018 0.0013 0.0041 0.0069 0.0225
10
Simple random
sampling
(10%, 80%, 10%)
PE 1.022 1.020 2.033 2.023 8.058 8.054
SE 0.013 0.022 0.019 0.031 0.007 0.115
MSE 0.0007 0.0009 0.0014 0.0015 0.0034 0.0160
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square error
estimate of the corresponding estimator.
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Table 4.6: Simulation results when  = 0:4 and sampling based on Y2 only
#
Sampling
type
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 1:33
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
PE 1.001 2.305 2.017 5.103 1.323 2.248
SE 0.021 0.030 0.022 0.051 0.011 0.042
MSE 0.0004 1.7035 0.0008 9.6289 0.0002 0.8387
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
PE 0.999 0.963 2.027 2.042 1.321 1.325
SE 0.021 0.043 0.023 0.053 0.011 0.041
MSE 0.0004 0.0032 0.0012 0.0046 0.0003 0.0018
3 (50%, 20%, 30%)
PE 1.004 1.039 2.005 1.999 1.321 1.286
SE 0.020 0.043 0.022 0.054 0.011 0.040
MSE 0.0004 0.0033 0.0005 0.0029 0.0003 0.0038
4 (30%, 20%, 50%)
PE 1.003 0.976 2.016 1.939 1.321 1.343
SE 0.021 0.043 0.023 0.052 0.011 0.041
MSE 0.0004 0.0024 0.0008 0.0064 0.0003 0.0018
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
PE 1.010 1.004 1.997 1.955 1.320 1.328
SE 0.020 0.032 0.024 0.042 0.011 0.030
MSE 0.0005 0.0011 0.0006 0.0039 0.0003 0.0010
6 (10%, 40%, 50%)
PE 1.007 0.990 2.032 2.031 1.320 1.305
SE 0.020 0.031 0.025 0.040 0.011 0.033
MSE 0.0005 0.0010 0.0016 0.0026 0.0003 0.0019
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
PE 1.003 0.982 2.013 1.992 1.318 1.307
SE 0.020 0.028 0.024 0.036 0.011 0.028
MSE 0.0004 0.0011 0.0008 0.0014 0.0004 0.0015
8 (10%, 60%, 30%)
PE 1.012 1.006 2.017 2.019 1.317 1.308
SE 0.020 0.026 0.025 0.036 0.011 0.029
MSE 0.0005 0.0007 0.0009 0.0016 0.0004 0.0015
9 (30%, 60%, 10%)
PE 1.014 1.002 2.001 1.971 1.319 1.334
SE 0.020 0.028 0.025 0.037 0.011 0.026
MSE 0.0006 0.0008 0.0006 0.0022 0.0003 0.0007
10
Simple random
sampling
(10%, 80%, 10%)
PE 1.023 1.011 2.019 2.031 1.313 1.293
SE 0.020 0.026 0.026 0.037 0.011 0.028
MSE 0.0009 0.0008 0.0011 0.0023 0.0005 0.0024
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
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Table 4.7: Simulation results when  = 0:8 and sampling based on Y2 only
#
Sampling
type
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 8
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(50%, 0%, 50%)
PE 1.011 2.265 2.018 3.986 8.082 11.254
SE 0.012 0.028 0.017 0.041 0.008 0.182
MSE 0.0003 1.5997 0.0006 3.9467 0.0068 10.6206
2
Oversampling
from extreme
strata
(40%, 20%, 40%)
PE 1.013 1.006 2.021 2.021 8.069 7.772
SE 0.013 0.034 0.018 0.048 0.007 0.176
MSE 0.0003 0.0012 0.0007 0.0027 0.0048 0.0831
3 (50%, 20%, 30%)
PE 1.012 1.010 2.019 1.993 8.076 8.149
SE 0.013 0.034 0.018 0.048 0.007 0.185
MSE 0.0003 0.0013 0.0007 0.0024 0.0059 0.0563
4 (30%, 20%, 50%)
PE 1.009 1.007 2.017 2.032 8.099 7.901
SE 0.012 0.034 0.017 0.047 0.007 0.175
MSE 0.0002 0.0012 0.0006 0.0033 0.0099 0.0404
5
Oversampling
from only one
extreme stratum
(50%, 40%, 10%)
PE 1.019 1.037 2.029 2.049 8.066 8.073
SE 0.013 0.026 0.018 0.037 0.007 0.132
MSE 0.0005 0.0021 0.0012 0.0037 0.0044 0.0228
6 (10%, 40%, 50%)
PE 1.009 1.014 2.015 2.013 8.084 7.974
SE 0.013 0.025 0.018 0.036 0.007 0.143
MSE 0.0002 0.0008 0.0005 0.0014 0.0071 0.0211
7
Oversampling
from middle
stratum
(25%, 50%, 25%)
PE 1.007 0.962 2.013 1.947 8.074 8.154
SE 0.013 0.023 0.018 0.033 0.007 0.121
MSE 0.0002 0.0019 0.0005 0.0038 0.0055 0.0385
8 (10%, 60%, 30%)
PE 1.011 1.006 2.016 2.001 8.064 7.978
SE 0.013 0.022 0.018 0.031 0.007 0.124
MSE 0.0003 0.0005 0.0006 0.0010 0.0041 0.0159
9 (30%, 60%, 10%)
PE 1.013 1.003 2.022 2.011 8.074 7.918
SE 0.013 0.023 0.019 0.033 0.007 0.111
MSE 0.0003 0.0005 0.0008 0.0012 0.0056 0.0190
10
Simple random
sampling
(10%, 80%, 10%)
PE 1.006 0.987 2.011 1.986 8.076 8.051
SE 0.013 0.022 0.019 0.031 0.007 0.117
MSE 0.0002 0.0007 0.0005 0.0012 0.0058 0.0162
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square error
estimate of the corresponding estimator.
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Table 4.8: Simulation results under sampling scheme A when  = 0:4
#
Sampling type
(based on Y2)
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 1:33
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(25%, 0%, 25%)
PE 1.015 1.872 2.021 3.491 1.321 1.491
SE 0.016 0.033 0.023 0.045 0.010 0.030
MSE 0.0005 0.7612 0.0010 2.2256 0.0003 0.0258
2
Oversampling
from extreme
strata
(20%, 10%, 20%)
PE 1.014 0.897 2.036 1.863 1.319 1.126
SE 0.017 0.038 0.024 0.055 0.011 0.042
MSE 0.0005 0.0121 0.0019 0.0217 0.0003 0.0449
3 (25%, 10%, 15%)
PE 1.012 0.840 1.991 1.688 1.318 1.200
SE 0.017 0.038 0.024 0.056 0.010 0.043
MSE 0.0004 0.0271 0.0007 0.1002 0.0003 0.0196
4 (15%, 10%, 25%)
PE 1.013 0.845 2.002 1.749 1.319 1.221
SE 0.017 0.039 0.024 0.057 0.010 0.045
MSE 0.0004 0.0257 0.0006 0.0661 0.0003 0.0145
5
Oversampling
from only one
extreme stratum
(25%, 20%, 5%)
PE 0.996 0.862 2.011 1.819 1.326 1.185
SE 0.017 0.030 0.025 0.044 0.010 0.031
MSE 0.0003 0.0200 0.0007 0.0348 0.0002 0.0230
6 (5%, 20%, 25%)
PE 1.014 0.893 1.994 1.792 1.317 1.180
SE 0.017 0.029 0.025 0.045 0.010 0.033
MSE 0.0005 0.0123 0.0007 0.0452 0.0004 0.0246
7
Oversampling
from middle
stratum
(12.5%, 25%, 12.5%)
PE 1.019 0.920 2.007 1.874 1.315 1.174
SE 0.017 0.027 0.025 0.041 0.010 0.029
MSE 0.0006 0.0071 0.0007 0.0176 0.0004 0.0263
8 (5%, 30%, 15%)
PE 1.006 0.903 1.993 1.843 1.323 1.240
SE 0.017 0.026 0.025 0.040 0.010 0.030
MSE 0.0003 0.0100 0.0007 0.0262 0.0002 0.0097
9 (15%, 30%, 5%)
PE 0.992 0.893 2.022 1.900 1.327 1.225
SE 0.017 0.027 0.025 0.041 0.010 0.029
MSE 0.0003 0.0122 0.0011 0.0118 0.0001 0.0125
10
Simple random
sampling
(5%, 40%, 5%)
PE 1.012 0.937 1.987 1.958 1.316 1.272
SE 0.017 0.025 0.026 0.041 0.010 0.028
MSE 0.0004 0.0046 0.0008 0.0035 0.0004 0.0046
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
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Table 4.9: Simulation results under sampling scheme A when  = 0:8
#
Sampling type
(based on Y2)
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 8
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(25%, 0%, 25%)
PE 1.011 1.693 2.016 3.009 8.069 8.563
SE 0.012 0.025 0.017 0.037 0.007 0.154
MSE 0.0003 0.4806 0.0006 1.0189 0.0049 0.3407
2
Oversampling
from extreme
strata
(20%, 10%, 20%)
PE 1.012 0.857 2.020 1.797 8.077 7.473
SE 0.013 0.033 0.017 0.047 0.007 0.178
MSE 0.0003 0.0214 0.0007 0.0436 0.0060 0.3093
3 (25%, 10%, 15%)
PE 1.014 0.881 2.022 1.815 8.069 7.232
SE 0.013 0.034 0.018 0.047 0.007 0.174
MSE 0.0003 0.0154 0.0008 0.0363 0.0049 0.6202
4 (15%, 10%, 25%)
PE 1.014 0.932 2.021 1.910 8.052 7.107
SE 0.013 0.035 0.017 0.050 0.007 0.178
MSE 0.0004 0.0059 0.0008 0.0106 0.0027 0.8295
5
Oversampling
from only one
extreme stratum
(25%, 20%, 5%)
PE 1.009 0.867 2.014 1.828 8.060 7.179
SE 0.013 0.027 0.018 0.038 0.007 0.136
MSE 0.0002 0.0184 0.0005 0.0310 0.0037 0.6926
6 (5%, 20%, 25%)
PE 1.003 0.878 2.006 1.836 8.081 7.616
SE 0.013 0.028 0.018 0.039 0.007 0.147
MSE 0.0002 0.0157 0.0004 0.0285 0.0066 0.1693
7
Oversampling
from middle
stratum
(12.5%, 25%, 12.5%)
PE 1.014 0.920 2.023 1.888 8.092 7.560
SE 0.013 0.025 0.018 0.036 0.007 0.131
MSE 0.0003 0.0070 0.0008 0.0137 0.0085 0.2104
8 (5%, 30%, 15%)
PE 1.008 0.902 2.014 1.863 8.079 7.778
SE 0.013 0.024 0.018 0.034 0.007 0.127
MSE 0.0002 0.0101 0.0005 0.0199 0.0063 0.0655
9 (15%, 30%, 5%)
PE 1.015 0.940 2.023 1.918 8.068 7.544
SE 0.013 0.024 0.018 0.034 0.007 0.124
MSE 0.0004 0.0042 0.0009 0.0080 0.0046 0.2236
10
Simple random
sampling
(5%, 40%, 5%)
PE 1.008 0.940 2.013 1.922 8.064 7.802
SE 0.013 0.023 0.018 0.032 0.007 0.117
MSE 0.0002 0.0041 0.0005 0.0070 0.0042 0.0531
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
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Table 4.10: Simulation results under sampling scheme B when  = 0:4
#
Sampling type
(based on Y2)
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 1:33
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(25%, 0%, 25%)
PE 1.015 0.918 2.035 1.831 1.313 1.165
SE 0.019 0.028 0.024 0.039 0.011 0.029
MSE 0.0006 0.0075 0.0018 0.0301 0.0005 0.0293
2
Oversampling
from extreme
strata
(20%, 10%, 20%)
PE 1.028 0.957 2.007 1.844 1.312 1.235
SE 0.018 0.026 0.024 0.037 0.011 0.027
MSE 0.0011 0.0026 0.0006 0.0256 0.0006 0.0105
3 (25%, 10%, 15%)
PE 0.993 0.896 1.977 1.761 1.328 1.256
SE 0.019 0.026 0.024 0.037 0.011 0.028
MSE 0.0004 0.0115 0.0011 0.0585 0.0001 0.0067
4 (15%, 10%, 25%)
PE 1.014 0.905 2.034 1.863 1.315 1.258
SE 0.019 0.026 0.024 0.037 0.011 0.028
MSE 0.0005 0.0097 0.0017 0.0201 0.0004 0.0065
5
Oversampling
from only one
extreme stratum
(25%, 20%, 5%)
PE 0.996 0.918 2.010 1.896 1.326 1.227
SE 0.019 0.025 0.025 0.036 0.011 0.026
MSE 0.0004 0.0073 0.0007 0.0120 0.0002 0.0120
6 (5%, 20%, 25%)
PE 1.016 0.957 1.997 1.926 1.315 1.300
SE 0.018 0.024 0.025 0.036 0.011 0.027
MSE 0.0006 0.0025 0.0006 0.0067 0.0004 0.0018
7
Oversampling
from middle
stratum
(12.5%, 25%, 12.5%)
PE 1.006 0.953 1.991 1.900 1.320 1.259
SE 0.019 0.024 0.025 0.035 0.011 0.025
MSE 0.0004 0.0028 0.0007 0.0111 0.0003 0.0061
8 (5%, 30%, 15%)
PE 1.021 0.980 2.018 1.959 1.310 1.296
SE 0.019 0.024 0.026 0.035 0.011 0.027
MSE 0.0008 0.0010 0.0010 0.0029 0.0007 0.0021
9 (15%, 30%, 5%)
PE 1.013 0.967 2.041 1.958 1.316 1.251
SE 0.019 0.024 0.025 0.035 0.011 0.025
MSE 0.0005 0.0017 0.0023 0.0030 0.0004 0.0073
10
Simple random
sampling
(5%, 40%, 5%)
PE 0.998 0.965 2.002 1.974 1.326 1.341
SE 0.019 0.024 0.026 0.036 0.011 0.027
MSE 0.0004 0.0018 0.0007 0.0020 0.0002 0.0008
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
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Table 4.11: Simulation results under sampling scheme B when  = 0:8
#
Sampling type
(based on Y2)
Sampling percentage
(S21,S22,S23)
11 = 1 12 = 2  = 8
FLM IPW FLM IPW FLM IPW
1
Sampling from
extreme strata
only
(25%, 0%, 25%)
PE 1.017 0.909 2.026 1.871 8.085 7.567
SE 0.013 0.025 0.018 0.036 0.007 0.131
MSE 0.0004 0.0089 0.0010 0.0180 0.0072 0.2042
2
Oversampling
from extreme
strata
(20%, 10%, 20%)
PE 1.017 0.939 2.026 1.906 8.063 7.557
SE 0.013 0.023 0.018 0.032 0.007 0.119
MSE 0.0005 0.0042 0.0010 0.0099 0.0040 0.2100
3 (25%, 10%, 15%)
PE 1.013 0.957 2.021 1.938 8.061 7.556
SE 0.013 0.023 0.018 0.032 0.007 0.117
MSE 0.0003 0.0023 0.0008 0.0049 0.0037 0.2106
4 (15%, 10%, 25%)
PE 1.018 0.938 2.028 1.910 8.050 7.644
SE 0.013 0.023 0.018 0.032 0.007 0.120
MSE 0.0005 0.0044 0.0011 0.0090 0.0026 0.1410
5
Oversampling
from only one
extreme stratum
(25%, 20%, 5%)
PE 1.013 0.935 2.023 1.921 8.085 7.669
SE 0.013 0.022 0.018 0.031 0.007 0.111
MSE 0.0003 0.0047 0.0009 0.0072 0.0073 0.1220
6 (5%, 20%, 25%)
PE 1.005 0.931 2.013 1.904 8.100 8.219
SE 0.013 0.021 0.018 0.030 0.007 0.118
MSE 0.0002 0.0052 0.0005 0.0101 0.0100 0.0620
7
Oversampling
from middle
stratum
(12.5%, 25%, 12.5%)
PE 1.009 0.976 2.013 1.978 8.049 7.599
SE 0.013 0.022 0.018 0.030 0.007 0.109
MSE 0.0002 0.0010 0.0005 0.0014 0.0025 0.1730
8 (5%, 30%, 15%)
PE 1.007 0.965 2.014 1.948 8.067 7.771
SE 0.013 0.021 0.018 0.030 0.007 0.111
MSE 0.0002 0.0017 0.0005 0.0036 0.0046 0.0646
9 (15%, 30%, 5%)
PE 1.007 0.957 2.014 1.944 8.099 7.765
SE 0.013 0.021 0.018 0.030 0.007 0.110
MSE 0.0002 0.0023 0.0005 0.0041 0.0099 0.0673
10
Simple random
sampling
(5%, 40%, 5%)
PE 1.012 0.989 2.019 1.987 8.093 8.153
SE 0.013 0.021 0.018 0.029 0.007 0.111
MSE 0.0003 0.0005 0.0007 0.0010 0.0087 0.0357
PE denotes the point estimate of the corresponding parameter. FLM denotes the full
likelihood method. SE and MSE denote the standard error estimate and mean square
error estimate of the corresponding estimator.
Chapter 5
Conclusion
We considered response-dependent two-phase sampling designs. We assessed
performance of some well-known likelihood and pseudo-likelihood based methods.
In addition, eciency of response-dependent two-phase sampling designs under
likelihood-based and pseudo-likelihood methods were investigated.
In response-dependent two-phase sampling designs when there is no inexpensive
covariate, we considered ve sampling designs in phase II: sampling all units in the
extreme strata and no units from the middle stratum (extreme sampling), sampling
less number of units from the middle stratum and sampling more units from the
extreme strata, sampling more units from only one extreme stratum, sampling more
units from the middle stratum compared to the extreme strata and simple random
sampling design. When the expensive covariate X is not excessively equal to 0,
we concluded that likelihood-based estimation methods performed well under each
sampling setting that we considered and they yielded the most ecient estimates
under the extreme sampling design. Pseudo-likelihood estimation methods give biased
estimates under the extreme sampling design. On the other hand, the sampling
designs selecting more units from the central stratum give consistent and more ecient
estimates under the IPW estimation method. However, likelihood-based yielded more
ecient estimators than the IPW method even under these sampling designs. The
estimated pseudo-likelihood method performed well under each design except the
extreme sampling, and oversampling from extreme strata while selecting some from
the middle stratum gives the most ecient estimate. Among all the estimation
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methods, the IPW estimation method performed the worst. When the expensive
covariate X is excessively equal to 0, under the extreme sampling design, the relative
eciency of the extreme sampling design is low compared to many other designs.
When X and Y are associated, estimated pseudo-likelihood estimation method gives
the most ecient estimates under many sampling design settings except the extreme
sampling design. The IPW estimation method yields the least ecient designs. As
expected, we observed that the estimation methods give less ecient estimators
compared to the case where the expensive covariate X is not excessively equal to
0.
In Chapter 3, we considered sampling designs which depend on inexpensive
covariate in addition to the response variable and assumed that inexpensive covariate
Z is a categorical variable with three levels and one level of Z be rare. We investigated
two sampling designs in phase II: sampling all of the units from the rare group and
sampling all the extreme strata units under the other two groups, and sampling all of
the units from the rare group and more sampling units from the middle stratum of the
other two groups. We compared these designs with the simple random sampling. We
conclude that the likelihood-based methods give consistent and relatively ecient
estimates under each sampling design considered. In addition, likelihood-based
methods provide the most ecient estimates when sampling all of the units from
the rare group and sampling all the extreme strata units under the other two groups
of Z. However, under the simple random sampling and sampling all of the units
from the rare group of Z and sampling more units from the middle stratum of the
other two groups of Z, the conditional likelihoods yield a little less ecient estimates
compared to the full likelihood methods and the estimated pseudo-likelihood method.
The pseudo-likelihood methods performed well under the simple random sampling
design.
In Chapter 4, we extended the sampling designs that depend on multiple response
variable setting. Under bivariate response variable setting, we considered the extreme
sampling design and the design in which we sample more from the central stratum
for one response variable. Under each of these designs, we investigated ve sampling
designs that we considered in Chapter 2 for the other response variable. We conclude
that the full likelihood method performed well compared to the IPW method. Also,
the full likelihood method gives consistent and the most ecient estimates for the
coecient of the expensive covariate under the extreme sampling for each response
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variable. However, the IPW estimation method performed the worst under many of
the sampling designs considered.
In summary, the extreme sampling setting is desirable under likelihood-based
estimation methods but when pseudo-likelihood methods are applied this design
yields biased estimates. However, when X is excessively equal to 0, the relative
eciency of the extreme sampling design is low compared to many other designs under
likelihood-based estimation methods. The central sampling setting performed better
under pseudo-likelihood estimation methods. However, likelihood-based estimation
methods yielded more ecient coecient estimates compared to pseudo-likelihood
estimation methods even under such sampling designs.
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Appendix A
Simulation results under the IPW
estimation method
Table A.1: Simulation results under the IPW
estimation method
1 2 3
Estimates Standard Error
^1;Eq ^1;Sy SEEq SESy
100% 0% 100% 3.071 3.071 0.044 0.044
80% 5% 80% 1.061 1.061 0.038 0.037
100% 5% 60% 1.027 1.027 0.039 0.037
60% 5% 100% 1.043 1.043 0.038 0.037
100% 10% 20% 1.051 1.051 0.032 0.030
20% 10% 100% 0.993 0.993 0.031 0.029
50% 12.5% 50% 1.041 1.041 0.027 0.026
20% 15% 60% 0.999 0.999 0.028 0.026
60% 15% 20% 1.055 1.055 0.028 0.027
20% 20% 20% 1.019 1.019 0.029 0.027
^1;Eq and ^1;Sy are obtained by solving estimating
equation and survey package in R respectively where true
value of 1 is 1.
