Abstract. An identifying code C is a subset of the vertices of the square grid Z 2 with the property that for each element v of Z 2 , the collection of elements from C at a distance of at most one from v is nonempty and distinct from the collection of any other vertex. We prove that the minimum density of C within Z 2 is 7 20
1.
Introduction. Let C be a subset of the vertices of the square grid Z 2 . For a vertex v ∈ Z 2 define its identifying set I(v) as the set of all the elements from C coinciding or connected by an edge with v. If for all vertices of Z 2 the identifying sets are nonempty and distinct, then C is called an identifying (ID) code. The problem is to find the minimum density of C within Z 2 . This problem was introduced in [16] in relation to fault diagnosis in arrays of processors. Here the nodes of an identifying code correspond to controlling processors able to check themselves and their neighbors. Thus the identifying property guarantees location of a faulty processor from the set of "complaining" controllers.
Bounds on the density of ID codes in Z 2 were given in [5, 6, 16] . The best known upper bound is 7 20 . It was shown in [5] and is given, e.g., by a configuration depicted in Figure 1 , shifted by vectors (10a + b, 4b), a, b, ∈ Z. The best known lower bound was 15 43 (see [6] and [20] ). Thus there was a gap of about 0.0012 between the upper and lower bound. In the current paper we close the gap by showing that the upper bound is indeed tight, as conjectured in [5] .
Theorem 1. The minimum density of ID codes in Z 2 is 7 20 . Our approach is a development of the method suggested earlier in [6] . It relies on construction of a bipartite graph characterizing the relations between vertices in Z 2 and elements of C in their environments. We tried to keep our notation similar to that of [6] .
For papers dealing with ID codes in graphs other than Z 2 and under generalizations of the ID property, we refer to [1, 2, 5, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 21, 22] and references therein.
Definitions.
Let C be an identifying code. We address the vertices of C as codewords. Here V is the set of vertices in Z
2 . In what follows, we treat C and V as if they were finite; the problem with the infinity of |C| and |V | can be easily resolved by defining the corresponding notions in a finite torus in Z 2 of growing size and considering limits (see [6, 
section 2.1]).
For i = 1, . . . , 5, we denote
Furthermore, we partition the set L 3 into two subsets:
and
Let us partition C into subcodes C and C . We define C to be the following set of codewords:
and C = C \ C . The surroundings of a codeword in C are shown in Figure 2 . The notation in the figures throughout the paper is as follows: o is a codeword, x is a noncodeword, and unmarked vertices could be either. If (α, β) ∈ C , then (α + 2, β), (α − 2, β), (α, β + 2), (α, β − 2) ∈ C, and all eight neighbors, including the diagonal ones, of (α, β) do not belong to C (in Figure 2 , 
For C , we have the following lemma. Lemma 1.
Proof. We partition L 3 into two subsets,
where
, there are four codewords in C which belong to the identifying sets of
there is at most one codeword in C which belongs to I(v) but not to the identifying set of any vertex in L ≥3 \ L 3 ; hence
, and since |A 1 | ≤ 3l 3 + 4l 4 + 5l 5 , the claim follows.
What we do.
For an identifying code C, we construct in section 4 a bipartite graph Γ whose vertex set is C ∪ L ≥3 (i.e., each edge is in C × L ≥3 ) such that the degree of every element of C is at least 4, the degree of every element of L 3 is at most 2, the degree of every element of L 3 is at most 6, and the degree of every element of L ≥4 is at most 4. A vertex from a subset satisfying the corresponding bound on its degree is said to have a legal degree.
Before we proceed with the construction, we present an argument which leads from the existence of Γ to the bound |C| ≥ 
We denote l 4 = αl ≥3 and l 5 = βl ≥3 ; then by (3) and (2),
Plugging (6) into (2), we get
Hence, by (2) + 6(7) we get
We substitute (5) into (8) to get
Therefore,
The construction of Γ.
The construction consists of 10 steps. The graph obtained after the ith step is denoted Γ i ; hence Γ = Γ 10 . The vertex set of Γ i for each i is C ∪ L ≥3 . Every step adds new edges to Γ. After each step, before we proceed to the next step, we show that all the elements of L ≥3 have legal degrees in Γ i (Lemmas 2-11). In other words, we show that the increments in the degrees of the elements of L ≥3 do not go beyond their legal degrees. After the last step, we show that the degrees of all the elements of C are at least 4 (Lemmas 12-17) and conclude that all the degrees in Γ are legal (Corollary 4.1).
In most of the steps there are figures, which describe configurations of codewords, along with rules about how to add edges to Γ. The same instructions indeed should be applied also in the rotations and reflections of the figures.
Throughout the rest of the paper, we often use Figures 2 and 3 to determine that a certain element of Z 2 cannot belong to C . However, for the sake of fluency we omit the references to these figures.
Step 1.
Construct the bipartite graph Γ 1 with no edges whose vertex set is
Step 2. Add the edge (d3, d5) marked in Figure 4 (a) if d5 ∈ L ≥3 , and the edge (d3, e5) marked in Figure 4 (b) if e5 ∈ L ≥3 , unless it is either the case in Figure 5 (a), where the edges (k6, j8) and (i6, j8) should not be added, or the case in Figure 5(b) , where the edge (k6, j8) should not be added, or the case in Figure 5 (c), where the edge (j6, j8) should not be added. The following lemmas are straightforward (they are proved in [6] ; notice that Step 4.
Step 3.
, add an edge (c 1 , c 2 ) (i.e., there are two edges between c 1 and c 2 ) unless it is the case in Figure 6 , where the edges (d3, f4), (d5, f4) should not be added.
Lemma 4. All the elements of L ≥3 have legal degrees in Γ 3 . Proof. By Lemma 3, the degree of an element of L 3 in Γ 2 is at most 3; therefore its degree in Γ 3 is at most 6. By Lemma 2, the degree of an element of L ≥4 in Γ 2 is at most 2; therefore its degree in Γ 3 is at most 4.
Step 4. Add the edge marked in Figure 7 , i.e., the edge (
e., a1, b0 ∈ C, then b1 can have at most four neighbors in Γ 4 . If b1 ∈ L 3 , i.e., either a1 ∈ C or b0 ∈ C, then b1 can have at most two neighbors in Γ 4 .
Step 5. Add the edge marked in Figure 8 , i.e., the edge (h3, e3).
Proof. If d3 / ∈ C, then h3 is the only neighbor of e3 in Γ 5 . If d3 ∈ C, then e3 ∈ L 4 can have neighbors in b3 (Step 5) and in c1, c5 (Step 4), the number of which is at most four (in fact at most three: if c1 and c5 are connected to e3, then c3 ∈ C and b3 cannot be connected to e3 by Step 5). Step 6.
Step 6. Add the edge marked in Figure 9 , i.e., the edge (i3, h6) (h6 ∈ L ≥3 since I(g5) = I(h6)).
Lemma 7. All the elements of L ≥3 have legal degrees in Γ 6 . Proof.
• If h7, i6 ∈ C, then h6 ∈ L 4 and the possible neighbors of h6 (in addition to i3) are f 8, j8 (Step 4), h9 (Step 5), and i9, g9 (Step 6). At most one of the vertices f 8 and g9 belongs to C , and at most one of the vertices h9 and i9 belongs to C ; therefore the degree of h6 is at most 4.
The only neighbor of h6 is i3; therefore the degree of h6 is 1.
• If h7 ∈ C and i6 / ∈ C, then h6 ∈ L 3 . The possible neighbors of h6 (in addition to i3) are f 8, i9, and at most one of them belongs to C , and hence the degree of h6 is at most 2.
Step 7. Add the edge (i3, f3) marked in Figure 10 if at least one of the vertices e3, e4, f5 belongs to C. Note that this edge should be added only once, even if f 2 ∈ C and at least one of the vertices e2, e1, f0 belongs to C. f 1 (Steps 2 and 3) and c3 (Step 7). Note that f 6 / ∈ C because I(g5) = I(h4), and for a similar reason f 0 / ∈ C . Also note that connections made by Steps 2 and 3 have two edges. Therefore the degree of f 3 is at most 4.
• If e3 / ∈ C and f 2 ∈ C, then f 3 ∈ L 4 . The possible neighbors of f 3 (in addition to i3) are d2, d3, d4 (Steps 2 and 3). It is possible for two of them to belong to C only when d2, d4 ∈ C , which is the case in Figure 6 . Therefore the degree of f 3 is at most 3.
• If e3, f2 / ∈ C and f 5 ∈ C, then f 3 ∈ L 3 . The possible neighbors of f 3 (in addition to i3) are d3, d4, f1 (Steps 2 and 3), at most two of them belong to C , and therefore the degree of f 3 is at most 5.
• If e3, f2, f5 / ∈ C, then e4 ∈ C (otherwise the edge is not added), and hence f 3 ∈ L 3 . The only possible neighbor of f 3 (in addition to i3) is f 1 (Steps 2 and 3); therefore its degree is at most 3.
Step 8. Add the marked edge in Figure 11 , i.e., the edge (k6, i7). Lemma 9. All the elements of L ≥3 have legal degrees in Γ 8 . Proof. The only possible neighbor of i7 (in addition to k6) is f 6 (Step 6); hence the degree of i7 is at most 2.
Step 9. Add the edge (k6, h6) marked in Figure 12 if h6 / ∈ C or h7 / ∈ C. Lemma 10. All the elements of L ≥3 have legal degrees in Γ 9 . 
Proof.
1. If h6 / ∈ C, then h5 ∈ C (since I(i5) = I(i6)) and at least one of the vertices g6, h7 belongs to C (since I(i5) = I(h6)). Therefore h6 ∈ L ≥3 .
• If g6, h7 ∈ C, then h6 ∈ L 4 . The possible neighbors of h6 (in addition to k6) are e5, e7 (Step 6), f 4 (Step 4), and e6 (Steps 5 and 9). At most two of them belong to C ; therefore the degree of h6 is at most 3.
• If g6 ∈ C and h7 / ∈ C, then g7 ∈ C (since |I(h7)| > 0) and the possible neighbors of h6 (in addition to k6) are f 4 and e7, at most one of them belongs to C , and therefore the degree of h6 is at most 2.
• If h7 ∈ C and g6 / ∈ C, then k6 is the only neighbor of h6; therefore the degree of h6 is 1. 2. If h6 ∈ C, then h7 / ∈ C (otherwise the edge is not added) and at least one of g6, h5 belongs to C (since I(i6) = I(h6)). Therefore h6 ∈ L ≥3 .
• If h5 ∈ C and g6 / ∈ C, then the possible neighbors of h6 (in addition to k6) are f 5 and f 6 (Steps 2 and 3). At most one of them belongs to C ; therefore the degree of h6 is at most 2 if h6 ∈ L 3 (Step 2 only) and at most 3 if h6 ∈ L 3 (Steps 2 and 3).
• If h5, g6 ∈ C, then the only possible neighbor of h6 (in addition to k6) is e6 (Steps 7 and 9); therefore its degree is at most 2.
The only possible neighbor of h6 (in addition to k6) is h4 (Steps 2 and 3). It is impossible for e6 with Step 9 to be a neighbor of h6 because, in this case, I(g11) = I(i11) or I(h5) = I(h7) (it depends on the rotation/reflection of Figure 12 relative to e6). Therefore the degree of h6 is at most 2 if h6 ∈ L 3 (Step 2) and at most 3 if h6 ∈ L 3 (Steps 2 and 3).
Step 10. For each edge (c 1 , c 2 ) , c 1 ∈ C , c 2 ∈ L ≥3 in Γ 9 , if the degree of c 2 is 1, then add an edge (c 1 , c 2 ).
Lemma 11. All the elements of L ≥3 have legal degrees in Γ 10 . Proof. For each vertex c 2 ∈ L ≥3 , if the degree of c 2 in Γ 9 is 1, then its degree in Γ 10 is 2; otherwise its degree does not change.
Step 10 is the last step, and Γ = Γ 10 . Lemma 11 states that the degrees of all the vertices of L ≥3 are legal in Γ, and it remains to prove the same about the elements of C .
Lemma 12. In Figure 5(c) , the degree of j6 in Γ 10 is at least 4.
Proof. By Step 4, there are edges (j6, h8) and (j6, l8).
Step 2, there is in Γ 2 at least one of the edges (j6, l6) and (j6, l7). By the same argument, there is in Γ 2 at least one of the edges (j6, h6) and (j6, h7) ; hence the degree of j6 is at least 4.
Lemma 13. In Figure 5(b) , the degree of k6 in Γ 10 is at least 4.
Proof. If m5 ∈ C, then by Steps 2 and 3 there are two edges (k6, m6) and two edges (k6, m7), so assume that m5 / ∈ C. In this case, l4 ∈ C since |I(l5)| > 0. We show that by Steps 3 and 10 there are two edges (k6, m7): If m7 / ∈ L 3 , then there are two edges (k6, m7) by Steps 2 and 3. If m7 ∈ L 3 , then n6, n7, n8, m9 / ∈ C. In this case, o7 ∈ C (since I(l7) = I(n7)) and o8 ∈ C (since I(m9) = I(n8)). It follows that the edge (k6, m7) exists in Γ 2 since it is not omitted in a rotation of either Figure  5 (a) or Figure 5(b) . Steps 2, 7, and 9 leave the degree of m7 equal to one; hence if m7 ∈ L 3 , then the degree of m7 in Γ 9 is 1, and by Step 10 there are two edges (k6, m7).
• If j4 / ∈ C, then i5 ∈ C since |I(j5)| > 0. If neither of the edges (k6, k4) and (k6, l4) is in Γ 2 , it can be only due to a rotation of Figure 5(b) , in which case, by the same argument as for the edge (k6, m7), there are two edges (k6, i5), and we are done. If neither of the edges (k6, i5) and (k6, i6) are not in Γ 2 , it can be only due to a rotation of Figure 5 (b), but it is impossible since I(h8) = I(i9). Therefore the degree of k6 is at least 4.
• If j4 ∈ C, then there is an edge (k6, k4) and the nontrivial case is that in which k4 ∈ L 3 . If i5 ∈ C, then by Step 4 there is an edge (k6, i4) and we are done, so assume that i5 / ∈ C. The situation is described in Figure 12 , and the degree of k6 increases by either Step 8 or Step 9. Lemma 14. In Figure 5(a) , the degree of k6 in Γ 10 is at least 4. Proof. First note that j4 ∈ C (since |I(j5)| > 0), m7 ∈ C (since |I(l7)| > 0), and m8 ∈ C (since I(k9) = I(l8)). If m7 ∈ L 3 and o7 ∈ C , then l4 ∈ C (since |I(l5)| > 0) and m4 ∈ C (since I(m5) = I(n6)), and there are two edges (k6, l4) and two edges (k6, k4). If m7 / ∈ L 3 or o7 / ∈ C , then by Step 3 or
Step 10 there are two edges (k6, m7). Also there are two edges (k6, m6) or two edges (k6, k4) (since l4 ∈ C or m5 ∈ C so that |I(l5)| > 0). Therefore the degree of k6 is at least 4. In what follows we assume that all the elements of C , for which we want to show that the degree is at least 4, have not been treated in Lemmas 12, 13, and 14. Lemmas 15 and 16 are taken from [6] . Lemma 15 is straightforward, and hence is given without a proof.
Lemma 15. For every element of C , which has not been treated in Lemmas 12, 13 , and 14, the degree in Γ 2 is at least 2.
Lemma 16. If an element of C has degree 2 in Γ 2 , then its degree in Γ is at least 4 (again, an element which has not been treated in Lemmas 12, 13, and 14) .
Proof. An element of C with degree 2 in Γ 2 must be of the form shown in Figure  13 . If b4 / ∈ C, then b3, b5 ∈ C (since I(c3) = I(c4) = I(c5)), and by Step 5 there is an edge (e4, b4). If b4 ∈ C, then at least one of b3 and b5 belongs to C. Assume without loss of generality that b5 ∈ C. If a4, a5, b6 / ∈ C, then c7 ∈ C (since I(c6) = I(d5)), and by Step 6 there is an edge (e4, d7). If at least one of the vertices a4, a5, b6 belongs to C, then by Step 7 there is an edge (e4, b4) .
In a similar way, there is an edge that starts in e4 and is connected to h4 or f 1 or f 7; therefore the degree of e4 in Γ 7 is at least 4.
Lemma 17. If an element of C has degree 3 in Γ 2 , then its degree in Γ is at least 4 (again, an element which has not been treated in Lemmas 12, 13 , and 14). Proof. Let n15 be a codeword in C whose degree in Γ 2 is 3. Assume without loss of generality that l16 ∈ C. We distinguish between several cases as follows:
1. If m17 ∈ C, then l17 / ∈ C (since the degree of n15 in Γ 2 is 3), and by Step 4 there is an edge (n15, l17) in Γ.
If m17 /
∈ C: (a) If it is the case in Figure 14 , the proof is similar to the proof of Lemma 16. If n18 / ∈ C then m18, o18 ∈ C and by Step 5 there is an edge (n15, n18). If n18 ∈ C then at least one of m18 and o18 belongs to C; without loss of generality assume that o18 ∈ C. If at least one of n19, o19, p18 belongs to C then by Step 7 there is an edge (n15, n18). Otherwise q17 ∈ C since I(p17) = I(o16). If q16 / ∈ C then by Step 6 there is an edge (n15, q16). Otherwise p16 ∈ L 3 and the degree of n15 in Γ 3 is at least 4. (b) If l17 ∈ C, then if n15 is the only neighbor of l16, then by Step 10 there are two edges (n15, l16) and we are done. In the following subcases, n15 is not the only neighbor of l16. i. If n17 ∈ C , then p16 ∈ C (since |I(o16)| > 0). Since the degree of n15 in Γ 2 is 3, and |I(m14)| > 0 and |I(o14)| > 0, we get the configuration shown in Figure 15 . If n12 ∈ C, then the degree of n15 in Γ 3 is at least 4, and hence we assume that n12 / ∈ C. If m11, n11, o11 / ∈ C , then n15 is the only neighbor of n13, and by Step 10 the degree of n15 in Γ is at least 4. A. If n11 ∈ C , then p12 ∈ C (since I(o12) = I(o14)), and q13 ∈ C (since I(o12) = I(p13)). For similar reasons, l12, k13 ∈ C. The situation now is depicted in Figure 5 (c), and again there are two edges (n15, n13) by Step 10. B. If o11 ∈ C , then q12 ∈ C (since |I(p12)| > 0) and q13 ∈ C (since I(p13) = I(o14)). This case is depicted in Figure 5 (b). If in addition m11 ∈ C , this is the case in Figure 5 (a). Again, by
Step 10, there are two edges (n15, n13). ii. We assume now that l16 ∈ L 3 ; otherwise there are two edges (n15, l16) (Step 3) and we are done, unless it is the case in Figure 6 , which has been treated in case 2(b)i. Therefore m13 ∈ C (since |I(m14)| > 0). j15, j17 / ∈ C since I(k16) = I(m16). Also, there is no edge (l19, l16). The only possibility left, since n15 is not l16's only neighbor, is that j16 ∈ C . In this case, since I(k15) = I(l14), l13 ∈ C. We repeat with m13 instead of l16, i.e., we have already treated all the cases except for the case in which m13 ∈ L 3 and m11 ∈ C . We have p13, p14 ∈ C and repeat with p14 instead of l16, and finally o17, p17 ∈ C, and the degree of n15 is at least 4. (c) If l17 / ∈ C, then since I(l15) = I(l16), at least one of the vertices l14, k15, k16 belongs to C.
i. If l14 ∈ C, the nontrivial case is that in which l15 ∈ L 3 . If p16 ∈ C, then we can assume that o17 / ∈ C (otherwise it is case 1) and p17 / ∈ C (otherwise it is case 2(b)). But now we are in case 2(a). Therefore we assume that p16 / ∈ C, and similarly we assume that p14 / ∈ C. Hence o13, o17 ∈ C so that |I(o14)| > 0 and |I(o16)| > 0. We assume that p13, p17 / ∈ C (otherwise it is case 2(b)), and we are again in case 2(a). ii. If l14 / ∈ C, then m13 ∈ C. We can assume that l13 / ∈ C (otherwise it is case 2(b)) and o13 / ∈ C (otherwise it is case 2(c)i). Therefore p14 ∈ C, and similarly p13, p16 / ∈ C. Hence o17 ∈ C and the degree of n15 is at least 4.
