Mining of sequence data has many real world applications. Transaction history of a bank customer, product order history of a company, performance of the stock market and biological DNA data are all sequence data where data mining techniques can be applied (Han and Kamber, 2001) . In contrast to ordinary data, sequence data are dynamic and order dependent.
Introduction
Mining of sequence data has many real world applications.
Transaction history of a bank customer, product order history of a company, performance of the stock market and biological DNA data are all sequence data where data mining techniques can be applied (Han and Kamber, 2001) . In contrast to ordinary data, sequence data are dynamic and order dependent.
A Protein sequence motif, signature or consensus pattern, is a short sequence that is embedded within the sequences of a same protein family (Bork and Koonin, 1996) . By identifying protein sequence motifs, an unknown sequence can be quickly classified into its computationally predicted protein family/families for further biological analysis.
In past years, many algorithms for finding protein sequence motifs have been proposed. Some studies tackle the problem of protein motif identification using artificially generated data (Pevzner and Sze, 2000; Sagot 1998; Buhler and Tompa, 2001) , and some use real biological data to test against their algorithms (Hart et al., 2000; Rigoutsos and Floratos, 1998; Smith and Smith, 1990) .
Sequence motif discovery algorithms can be generally categorized into 3 types: (1) String Alignment algorithms, (2) Exhaustive enumeration algorithms, and (3) Heuristic methods. String alignment algorithms (Waterman et al., 1984; Delcoigne and Hansen, 1975; Needleman and Wunsch, 1970) find sequence motifs by minimizing a cost function which is related to the edit distances between sequences.
Multiple alignment of sequences is a NP-hard problem and its computational time increases exponentially with the sequence size. Local search algorithms such as Gibbs sampling (Lawrence et al., 1993) , expectation maximization (Bailey and Elkan, 1995; Lawrence and Reilly, 1990 ) may end up in a local optimum instead of finding the best motif (Buhler and Tompa, 2001) . Exhaustive enumeration algorithms (Blanchette et al., 2000; Brazma et al., 1998; Galaz et al., 1985) are guaranteed to find the optimal motif, but run in exponential time with respect to the length of motif. Heuristic methods (Jonassen and Higgins, 1995; Sagot and Viari, 1996; Wang et al., 1994) can have a better performance but are usually less flexible.
There are a number of protein motif databases such as PROSITE (Hoffman et al., 1999) , BLOCKS (Henikoff et al., 1999) , PRINTS (Attwood et al., 1999) and PFAM (Bateman et al., 1999) are available. The differences between them are the methods used to generate sequence motifs and profiles. PROSITE database is used in this paper because of its high biological significance of the patterns.
Each PROSITE entry is well documented and provided with its biological information.
A Neuro-Fuzzy system is a neural network and a fuzzy system mapped to each other thus providing advantages of both systems (Halgamuge and Glesner, 1994) . When it is used as a classifier, the outputs are class labels and therefore, no conventional defuzzification is applied. It is possible to define a crude fuzzy classifier with approximate membership functions and crude but correct rules for protein motif classification using available expert knowledge or sequence data preprocessing. The crude fuzzy system can then be mapped into a neural network, and the resulting neuro-fuzzy system can be trained using available data to tune the membership functions. There is a variety of neuro-fuzzy systems available for this task, as the functional equivalence between classifying fuzzy system and the neural networks: Radial Basis Function networks (Halgamuge, 1997) , Multi layer Perceptron Networks (Halgamuge and Glesner, 1994) and Vector Quantisation type networks (Halgamuge, 1997 ) is already proved, and learning algorithms for those neuro-fuzzy systems are also known (Halgamuge and Glesner, 1994; Halgamuge, 1997) .
In this paper, an algorithm is introduced which aims to find protein sequence motifs that are unique to a family of proteins. Motifs extracted are then used in a neuro-fuzzy classification system (Chang and Halgamuge, 2001 ) to classify unknown sequence patterns.
In the following sections, algorithms, simulation results and discussion are presented.
Algorithm
The aim of this algorithm is to find a consensus pattern, or motif, from sequences belonging to the same family. This motif can be either a rigid or flexible pattern. A rigid pattern may be A-x(5)-B, where there exist a fixed number of gaps/wildcards (in this case, 5) between two patterns A and B. In a flexible pattern, the number of gaps is represented by a lower bound and an upper bound, such as x(2,4). The algorithm uses a combination of techniques -statistical methods, fuzzy logic and neural network. Firstly, the mean average method (taking the average) is used to locate most frequent "small" patterns exist in all the sequences. This can be considered as a preprocessing step for motif extraction.
Once the most frequent "small" patterns are identified, they are used for rigid motif generation. This rigid motif pattern is then fuzzified and optimized to improve classification rate by using a neuro-fuzzy network.
The proposed motif extraction algorithm has four main steps: Sequence Preprocessing, Motif Generation, Motif Selection and Motif Optimization. An overview of the proposed algorithm is shown in Figure 1 .
Sequence Preprocessing
Discovery of protein motifs can be a very lengthy process due to the large amount of data available. The aim of the preprocessing step is to select the "more" important "features" within a single family sequences so that actual motif extraction becomes faster. This process does not directly provide the final motif patterns, but it filters out the less important features of family sequences. 
Where E 1 is the first event and I 1,2 is the interval gap between the first and second events. Using this general form of sequence representation, a vector representation of a protein sequence can be generated.
Vector generation:
Each element of the vector represents a combination of two events, E i and E j and their gap I i,j , (where E i occurs before E j ) , and the value of each element of the vector is either 1 or 0. A value of 1 translates to "in this sequence, there is an occurrence of character E i with interval I ij before E j ", and a value of zero is otherwise (there is no such occurrence). For example, let us assume the first element of a vector represents "A-
The value of this element will be 1 for sequence "AABCD" and 0 for sequence "ABACD", as the short pattern A-x(0)-A occurs in the first sequence but not the second. The size of a vector is determined by the number of possible events (symbols/characters) and the maximum gap considered between any two events. For protein sequences, the number of possible events is 20 (there are 20 amino acids), and by considering that only 9 patterns in PROSITE out of around 1300 motif patterns have interval gaps of more than 20 (Hart et al., 2000) , a maximum gap considered between any two events of 20 should be satisfactory. Therefore the size of the vector is 20*20*20 = 8000. Since each element in the vector is either a 0 or 1, the vector can be implemented as a 13-bits (2 13 = 8192) binary data.
Feature Selection:
Once vectors of family sequences have been generated, "more" important features can be selected for motif extraction. This step applies the mean average technique to all the vectors and generates a "general" vector which represent this group of sequences. The value of each vector element represents the frequencies of occurrences of a particular E i -I i,j -E j pattern. For example, if an element which represents A-x(0)-A has a value of 0.99, then 99% of this group of sequences have "AA" somewhere in their sequences. By selecting the elements above a certain threshold value (eg, 0.90), the more "frequent" features (or short patterns) can be found.
This process can dramatically improve the computation time for the future steps, since now, only a small percentage of sequence data is required to generate protein motifs.
Motif Generation Motif candidates can be generated using the most important "features" obtained from the previous steps. Since most of the protein motifs reported in PROSITE have a wildcard gap length of less than 20, the important features that do not "connect" will form separate motif candidates. The concept of "connect" features is illustrated in Figure 2 .
For example, if a motif pattern C-x(2)-C-x(3)-F occurs in 90% of the sequences in the family, the short patterns (or important features): 1) C-x(2)-C, 2) C-x(3)-F, and 3) C-x(6)-F must all exist at a frequencey of 90% or greater in the sequences. But the reverse is not always true. If we have all three features (number 1-3), it does not necessarily imply that C-x(2)-C-x(3)-F is a frequent pattern. The three short patterns may occur frequently in the family sequences, but they might not occur one after another or as a connected string. Hence, only C-x(2)-C-x(3)-F can be viewed as a Motif Candidate. In Figure 2 , F-x(2)-S is not connected because for a motif C-x(2)-C-x(3)-F-x(2)-S to occur frequently, the short patterns C-x(9)-S, C-x(6)-S Important Features
should have occured frequently as well (which is not in the above case).
By connecting the important features this way, a group of motif candidates can be generated for the next step -Motif Selection.
Motif Selection Once a group of motif candidates have been generated, a motif is selected from those candidates as a preliminary motif for further optimization. A good motif pattern can be simply described as:
1. Correctly identify protein sequences belonging to the family it represents, or maximize "true-positives" 2. Does not identify protein sequences belonging to the other families, or minimize "falsepositives"
In protein sequences, usually, as the size of a sequence increases, the frequency of its occurrence decreases. For example, the pattern "AA" will be much more frequent in all protein sequences than the pattern "AHCHSRTKASDHMCHTPG". So the preliminary motif is selected based on the fact that it is the longest motif candidate that satisfies a threshold value of classification accuracy. The threshold value is set to suit each application.
Motif Optimization
The preliminary motif pattern generated is rigid and not flexible. Even though around 82% of PROSITE patterns are rigid (Hart et al., 2000) , flexible patterns should give a higher classification rate. At the same time, false positives should be reduced to a minimum. This process is achieved by using a neuro-fuzzy system. The rules implemented with this network are fuzzy and hence allow nonlinear processing. A general structure of this network is shown in Figure 3 . The activation functions of neurons in the "Rule Base" layer represent fuzzy membership functions. Only the black-colored nodes are used in this experiment.
The simple rule (black node in "Rule Base" layer of Figure 3 ) in the neuro-fuzzy system is: "IF I 1 is µ 1 and I 2 is µ 1 , THEN output is µ class ". µ class is the output of the neuro-fuzzy network.
A fuzzy inference system embedded in neural network has three main steps: fuzzification, fuzzy inference and defuzzification. Details of a neurofuzzy classification system for sequence data can be found in (Chang and Halgamuge, 2001 ).
Figure 3. General structure of a neuro-fuzzy network
The inputs to the network are event intervals. A neuro-fuzzy system for the preliminary motif can be easily initialized using its event interval values. For the preliminary motif pattern "E 1 -I 12 -E 2 -I 23 -E 3 ", a two-input Radial Basis Function (RBF) network is used. The two inputs represent I 12 , and I 23 . This network is firstly initialized using the available values of I 12 and I 23 .
The optimization of membership function is achieved by passing training data into the neurofuzzy system. In each of the sequences, a "most similar match" to the preliminary motif pattern can be found by calculating the sum of square errors for event intervals I 12 , and I 23 . The value of event intervals for this most similar match is used as a training data.
For example, sequence Z is ACCABBDACA, and the preliminary motif is Ax(2)-A-x(2)-A. The possible matches are (a)
The sum of square error is:
for (a): (2-2) 2 +(3-2) 2 = 1, and for (b): (3-2) 2 +(1-2) 2 = 2.
So (a) is the "most similar match" and its event interval values (2,3) is used as a training input data. Its corresponding training output data is set as the inverse of it sum of square error (ie 1/1, except when sum of square error is 0, the training output data is set as 1). The idea is to discard protein sequences with high sum of square errors.
If there are 300 sequences in the protein family, then a set of 300 training data is generated to optimize the preliminary motif.
Implementation
The algorithm is implemented in the JAVA language considering possible future web application. The input is a data file containing sequences from the same group, and the format of the file is the same as the one generated from PROSITE. The output is a flexible protein motif with fuzzy membership functions.
Results
In this simulation, protein data from PROSITE database (release 39, PROSITE website) is used. Each PROSITE entry has been carefully grouped and documented by an expert, using biological information (Hart et al., 2000) . Two protein families -C2H2 Zinc Finger Protein and EGF Proteins -have been randomly selected to demonstrate the effectiveness of the proposed algorithm. Motif patterns generated using the proposed algorithm are then compared with that of PROSITE motif patterns. PROSITE motif patterns are generated by performing multiple sequence alignment over the selected biological significant regions , whereas methods proposed here are based on algorithm presented.
C2H2 Zinc Finger Protein
"C2H2 are nucleic acid-binding protein structures first identified in the Xenopus transcription factor TFIIIA. These domains have since been found in numerous nucleic acid-binding proteins. A zinc finger domain is composed of 25 to 30 amino-acid residues. There are two cysteine or histidine residues at both extremities of the domain, which are involved in the tetrahedral coordination of a zinc atom" (PROSITE website).
The C2H2 Zinc Finger protein has 418 sequences and they are all used for motif extraction experiment in this study. As outlined in the algorithm section, a vector of size 8000 is generated for each sequence. After averaging all the vectors, some of the important features found are:
From the above result, we can see that the short pattern C-x(12)-H (the cysteine and histidine residues) is found in more than 99% of the 418 sequences. By performing sequence search in the entire PROSITE database, it is found that this short pattern occurs in 12.8% of the protein sequences, but only 0.5% of the total number of PROSITE sequences are C2H2 Zinc Finger protein. So in order to improve its classification accuracy in terms of false positives, a longer motif candidate is required.
By connecting features together as described in the Algorithm Section, prediction accuracy (truepositives) is obtained for each motif candidate as shown in Table 1 .
Note that this table only shows some of the important patterns, as the total number of motif candidates is too large (336 candidates). By setting our threshold value at 80%, and from the above table, C-x(2)-C-x(12)-H-x(3)-H is selected as preliminary motif. This preliminary pattern is optimized using neurofuzzy system described in the Algorithm section. Each of the 418 protein sequences is searched for the "most similar match" with the preliminary pattern and the matching patterns from the sequences are used as the training data for neurofuzzy system. The degree of similarity is obtained by calculating the sum of square error. The sum of square error of most similar match in two sequences are 400% larger than the others and these two data are considered as outliers and ignored for the training process.
True Positives False Positives
A three-input Radial Basis Function network is setup to optimize the preliminary pattern. Each input node represents one event interval (there are three event intervals in the preliminary pattern). After training, membership functions for event intervals are obtained as shown in Figure 4 . Threshold values are set as the inverse of maximum allowable sum of square error of the training data. After training, the motif pattern, C-x(1,4)-Cx(11,15)-H-x(2,5)-H, correctly identified 416 out of 418 sequences (99.5%). However, it also incorrectly identified 817 (1%) non-C2H2 Zinc Finger protein sequences (Optimized 1). In order to reduce the amount of false positives, training data with large sum of square error are removed and the neuro-fuzzy system was re-trained (Optimized 2). The classification results of the trained motifs and PROSITE motif are shown in Table 2 .
EGF Protein "The functional significance of epidermal growth factor (EGF) domains in what appear to be unrelated proteins is not yet clear. However, a common feature is that these repeats are found in the extracellular domain of membrane-bound proteins or in proteins known to be secreted (exception: prostaglandin G/H synthase). " (PROSITE website).
Motif True Positives
False Positives By performing motif generation, the preliminary motif C-x(1)-C-x(5)-G-x(2)-C is obtained. A three-input neuro-fuzzy system is then setup to optimize this preliminary pattern. The classification results of the optimized motif patterns and PROSITE motif pattern are shown in Table 3 .
Discussion
The purpose of this paper is to extract motif patterns from a family sequences. The advantage of the preprocessing technique is quite significant as only a small number of possible motifs (336) are considered for motif selection. The strength of this technique is its ability to detect patterns even if a motif has events that are far apart from each other. Table 3 . Classification performance of optimized motif patterns and PROSITE motif pattern for EGF Proteins. Max SSE (Sum of Square Error) is the maximum sum of square error allowed for training data.
The optimization of motif patterns in both EGF and Zinc Finger protein family increases the rate of true positives. However, with an increase in true positives rate, the rate of false positives also increases. An interesting observation is that in comparison to the motifs suggested in PROSITE, the motifs identified by our method are more flexible and broad. Event fuzzification was not used in the optimization step in the simulations. The reason is that in this case, events are far apart from each other and there are no events directly connected one after another. However, when there is a need, an event membership function for single character can be employed.
It was also interesting to preprocess all the sequences in the PROSITE database as shown in the simulation. This gives us an indication whether a particular probability of finding a feature is random or not. For example, the short sequence A-x(0)-A has a probability of 71.5% for all the protein sequences in PROSITE. Without knowing this, if we are classifying a family X, and found that the short pattern A-x(0)-A has a frequency of 80%, we might think that it is quite significant, but it is only 8.5% more frequent than the random situation.
It is also interesting to find out there exist many other significant patterns for the Zinc Finger protein family beside the C-x(2)-C-x(12)-H-x(3)-H. It demonstrates that the algorithm can detect several regions of consensus patterns which may lead to the identification of biological significance in the future.
Conclusion and Future Work
In this paper, an algorithm to extract protein motifs from sequences belonging to the same family is proposed. The simulation also demonstrated the effectiveness of the algorithm in motif extraction.
For future research, optimization of neuro-fuzzy system will be further investigated to implement event fuzzy membership functions for events.
