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LOWER BOUNDS FOR REGULATORS OF NUMBER FIELDS
SHABNAM AKHTARI AND JEFFREY D. VAALER
Abstract. We prove inequalities that compare the regulator of a number field
with its absolute discriminant. We also prove inequalities that compare the
the relative regulator of an extension l/k of number fields with a product of
heights of multiplicatively independent relative units.
1. Introduction
Let k be an algebraic number field of degree d ≥ 2 with regulator Reg(k),
discriminant ∆k, and absolute discriminant Dk = |∆k|. We denote the ring of
algebraic integers in k by Ok and we write r(k) for the rank of the unit group O
×
k .
For every number field with large enough absolute discriminant, a very interesting
lower bound for Reg(k) in terms of Dk has been established by Silverman in [14]
(see also [7, 11, 12] for such lower bounds in special cases). In [9] Friedman has
shown that Reg(k) takes its minimum value at the unique number field k0 having
degree 6 over Q, and having discriminant equal to −10051. By Friedman’s result
we have
(1.1) 0.2052 · · · = Reg(k0) ≤ Reg(k)
for all algebraic number fields k. Following [14] we define
(1.2) ρ(k) = max
{
rankO×k′ : k
′ ⊆ k and k′ 6= k}.
In [14] Silverman shows that
(1.3) cd (log γdDk)
r(k)−ρ(k))
< Reg(k),
with cd = 2
−4d2 and γd = d−d
log2 8d
, and it is understood that 1 < γdDk.
One of our objectives is to sharpen the values of cd and γd in Silverman’s in-
equality (1.3). First we recall that ρ(k) = r(k) if and only if k is a CM-field (see [10,
Corollary 1 to Proposition 3.20]). If k is a CM-field, then the absolute discriminant
of k will not appear in the lower bound in (1.3), and in this case the inequality
(1.1) provides a sharp lower bound. For this reason, in our main theorems we will
assume that the number field k is not a CM-field. Another simple case is when
k = Q(
√
N), with N ∈ N, is a totally real quadratic number field. In this case
r(k) = 1 and ρ(k) = 0. It can be easily concluded from some early stages of our
proofs, namely from (4.19) and (5.1), for any positive integer N , that
1
2
log
DQ(
√
N)
4
≤ Reg
(
Q
(√
N
))
.
So we may assume d ≥ 3 if need be. In Theorem 1.1 we will show that one may
take γd = d
−d, and in Theorem 1.2 we will show that one may take γd = d−
dlog2 d
2 .
Both theorems provide explicit values for cd that are larger than 2
−4d2 . We state
these two theorems separately, as different strategies are used in their proofs.
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Theorem 1.1. Let k be a number field of degree d ≥ 3 that is not a CM-field, with
the unit rank r and absolute discriminant Dk. Let γd = d
−d and assume that
(1.4) 1 < γdDk.
Then we have
(1.5)
(2r)!
(r!)3
(
log log d
2 log d
)3ρ(k)(
log (γdDk)
4d
)r−ρ(k)
≤ Reg(k).
In the proof of Theorem 1.1, assuming the truth of Lehmer’s conjecture, one can
conclude that
c
ρ(k) (2r)!
2r (r!)3
(
log (γdDk)
2d
)r−ρ(k)
≤ Reg(k),
where c is an absolute positive constant. By appealing to a result of Amoroso and
David [2], we may proceed with the proof of Theorem 1.1 in Section 5 to obtain
an inequality between the regulator and the absolute discriminant that is sharper
than (1.5) in terms of the degree of the number field, with the drawback that some
constants are not explicit. In particular we get
(1.6) c0
(2r)!
(r!)3
dρ(k)−1
(1 + log d)ρ(k)κ
(
log (γdDk)
4d
)r−ρ(k)
≤ Reg(k),
where c0 and κ depend only on ρ(k).
Our next Theorem provides a much larger value of cd and slightly smaller γd
compared to Theorem 1.1.
Theorem 1.2. Let k be a number field of degree d ≥ 3 that is not a CM-field, with
the unit rank r and absolute discriminant Dk. Let γd = d
− dlog2 d2 and assume that
1 < γdDk.
We have
(1.7)
0.2
r!
(
2 log (γdDk)
(d− 2) dlog2 d
)r−ρ(k)
≤ Reg(k).
We recall that r(k) + 1 is the number of archimedean places of k, and therefore
d− 2 ≤ 2r(k) < 2d. Thus in Theorems 1.1 and 1.2 we may express explicit values
for the constant cd in (1.3) in terms of d only.
The above results concerning (1.3) are interesting only if 1 < γdDk. Assume
that for a number field k of degree d, we have γdDk ≤ 1, where γd is any of the
values assumed in Theorems 1.1 and 1.2. Then by (1.1), we have
logDk < 5 log γ
−1
d Reg(k).
This gives a stronger lower bound for the regulators of number fields with small
absolute discriminant than those stated in our main theorems above.
The most essential tool for our improvement in Theorem 1.2 is some new lower
bounds for the relative regulators (see (7.26) for definition) in terms of a product of
heights of relative units. These results are recorded in Theorem 1.3 and Theorem
1.4 below and are of independent interest. In fact, Section 7, which contains the
proofs of Theorems 1.3 and 1.4, stands on its own. To precisely state these results
we follow the notation used in [1, Sections 3 and 6]. We suppose that Q ⊆ k ⊆ l
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are algebraic number fields, we write r(k) for the rank of the unit group O×k and
r(l) for the rank of the unit group O×l . To simplify notation we write
(1.8) Fk = O
×
k /Tor
(
O×k
)
, and Fl = O
×
l /Tor
(
O×l
)
.
We define the subgroup of relative units in Fl by
El/k = {α ∈ Fl : norml/k(α) = 1}.
It can be shown (as in [1, section 3]) that El/k ⊆ Fl is a subgroup with
rankEl/k = r(l/k) = r(l)− r(k).
The relative regulator Reg
(
El/k
)
is defined in (7.26). In the following theorems
h(α) denotes the absolute Weil height of the algebraic number α and is defined in
(2.2).
Theorem 1.3. Let k ⊆ l be algebraic number fields such that the group El/k has
positive rank r(l/k) = r(l)− r(k). Let E ⊆ El/k be a subgroup of rank r(l/k). Then
there exist multiplicatively independent relative units ψ1, ψ2, . . . , ψr(l/k) in E such
that
(1.9)
r(l/k)∏
j=1
(
[l : Q]h(ψj)
) ≤ r(l/k)! Reg(El/k)[El/k : E].
We continue to assume that k ⊆ l are distinct algebraic number fields, that k
is not Q, k is not an imaginary quadratic extension of Q and r(l) > r(k). Then it
follows from [1, Theorem 1.2] that there exist multiplicatively independent elements
β1, β2, . . . , βr(k) in Fk such that
(1.10)
r(k)∏
i=1
(
[k : Q]h(βi)
) ≤ r(k)! Reg(k).
It follows from Theorem 1.3 that there exist multiplicatively independent elements
ψ1, ψ2, . . . , ψr(l/k) in the group El/k of relative units such that
(1.11)
r(l/k)∏
j=1
(
[l : Q]h(ψj)
) ≤ r(l/k)! Reg(El/k).
It turns out that these two sets of multiplicatively independent units can be com-
bined.
Theorem 1.4. Let β1, β2, . . . , βr(k) be multiplicatively independent units in Fk that
satisfy (1.10), and let ψ1, ψ2, . . . , ψr(l/k) be multiplicatively independent units in
E(l/k) that satisfy (1.11). Then the elements in the set{
β1, β2, . . . , βr(k)
} ∪ {ψ1, ψ2, . . . , ψr(l/k)}
are multiplicatively independent units in Fl, and they satisfy
r(k)∏
i=1
(
[k : Q]h(βi)
) r(l/k)∏
j=1
(
[l : Q]h(ψj)
) ≤ r(l)! Reg(l).
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This manuscript is organized as follows. Section 2 is a preliminary one and
contains an overview of the Weil and Arakelov heights. In Section 3 for an algebraic
number field k of degree d, we obtain inequalities that relate Arakelov heights
defined on kd and the absolute discriminant of k. In Section 4 we prove inequalities
relating the Weil and Arakelov heights. Section 5 includes the proof of Theorem 1.1,
and Section 6 includes the proof of Theorem 1.2. In Section 7 we prove Theorems 1.3
and 1.4, extending our previous results in [1]. In Section 7 we use methods from the
geometry of numbers and introduce a new norm function, denoted by ∇ (see (7.6)
for the definition), to give a rigorous argument for the existence of multiplicatively
independent units where the product of heights is bounded above by the relative
regulator. Section 7 is self-contained and Theorem 1.2 may be regarded as one of
several applications of the new tools developed in Section 7.
2. The Weil and Arakelov heights
Let k be an algebraic number field of degree d over Q. At each place v of k we
write kv for the completion of k at v. We work with two distinct absolute values
‖ ‖v and | |v from each place v. These are related by
‖ ‖dv/dv = | |v,
where dv = [kv : Qv] is the local degree at v, and d = [k : Q] is the global degree.
If v|∞ then the restriction of ‖ ‖v to Q is the usual archimedean absolute value on
Q, and if v|p then the restriction of ‖ ‖v to Q is the usual p-adic absolute value on
Q. Then the absolute logarithmic Weil height is the map
(2.1) h : k× → [0,∞)
defined at each algebraic number α 6= 0 in k by the sum
(2.2) h(α) =
∑
v
log+ |α|v = 12
∑
v
∣∣log |α|v∣∣.
In both sums there are only finitely many nonzero terms, and the equality on the
right of (2.2) follows from the product formula. It can be shown that the value of
h(α) does not depend on the field k that contains α. Hence the Weil height may
be regarded as a map
h : Q
× → [0,∞).
At each place v of k we define a norm
‖ ‖v : kN+1v → [0,∞)
on (column) vectors ξ = (ξn) by
‖ξ‖v =


(‖ξ0‖2v + ‖ξ1‖2v + ‖ξ2‖2v + · · ·+ ‖ξN‖2v) 12 if v|∞,
max
{‖ξ0‖v, ‖ξ1‖v, ‖ξ2‖v, . . . , ‖ξN‖v} if v ∤∞.
We define a second norm
| |v : kN+1v → [0,∞)
at each place v by setting
|ξ|v = ‖ξ‖dv/dv .
A vector ξ 6= 0 in kN+1 has finitely many coordinates, and it follows that
(2.3) |ξ|v = 1
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for all but finitely many places v of k. Then the Arakelov height
H : kN+1 \ {0} → [1,∞)
is defined by
(2.4) H(ξ) =
∏
v
|ξ|v.
If ξ 6= 0, and ξm 6= 0 is a nonzero coordinate of ξ, then using the product formula
we get
1 =
∏
v
|ξm|v ≤
∏
v
|ξ|v = H(ξ).
Thus H takes values in the interval [1,∞). If η 6= 0 belongs to k, and ξ 6= 0 is a
vector in kN+1, then a second application of the product formula shows that
(2.5) H(ηξ) =
∏
v
|ηξ|v =
∏
v
|η|v|ξ|v =
∏
v
|ξ|v = H(ξ).
More information about the Arakelov height is contained in [3].
3. Arakelov heights and discriminants
In this section we suppose that k ⊆ Q, where Q is a fixed algebraic closure of Q.
Then we write σ1, σ2, . . . , σd, for the distinct embeddings
σj : k → Q.
If β = (βi) is a (column) vector in k
d we define the d× d matrix
(3.1) M(β) =
(
σj(βi)
)
,
where i = 1, 2, . . . , d, indexes rows and j = 1, 2, . . . , d, indexes columns. We also
define
B(k) = {β = (βi) ∈ kd : β1, β2, . . . , βd are Q-linearly independent}.
Then the matrix M(β) is nonsingular if and only if β belongs to B(k). Moreover,
if α 6= 0 belongs to k then
(3.2) detM(αβ) = Normk/Q(α) detM(β),
and if A is a d× d matrix in the general linear group GL(d,Q) we find that
(3.3) detM(Aβ) = det
(
AM(β)
)
= detAdetM(β).
These results are proved in [10, Proposition 2.9].
The product
M(β)M(β)T =
(
Tracek/Q(βiβj)
)
is a d× d matrix with entries in Q. Therefore, if β belongs to B(k) then
(3.4) (detM(β))2 = det
(
M(β)M(β)T
)
= det
(
Tracek/Q(βiβj)
)
is a nonzero rational number, and if β also has entries in Ok then (3.4) is a nonzero
integer. It will be convenient to define the function
Fk : k
d → [0,∞)
by
(3.5) Fk(β) =
∥∥ det(M(β)M(β)T )∥∥∞ ∏
v∤∞
‖β‖2dvv .
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Here ‖ ‖∞ is the usual archimedean absolute value on Q, and the product on the
right of (3.5) is over the set of all nonarchimedean places v of k. If α 6= 0 belongs to
k and β belongs to B(k), then it follows using (3.2) and the product formula that
Fk(αβ) =
∥∥ detM(αβ)M(αβ)T∥∥∞ ∏
v∤∞
‖αβ‖2dvv
=
(
‖Normk/Q(α)‖2∞
∏
v∤∞
‖α‖2dvv
)∥∥ detM(β)M(β)T∥∥2∞ ∏
v∤∞
‖β‖2dvv
=
(∏
v|∞
‖α‖2dvv
∏
v∤∞
‖α‖2dvv
)
Fk(β) = Fk(β).
(3.6)
For β = (βi) in B(k), the fractional ideal generated by β1, β2, . . . , βd, is the
subset
(3.7) J(β) =
{
η ∈ k : ‖η‖v ≤ ‖β‖v at each v ∤∞
}
.
And the Z-module generated by β1, β2, . . . , βd is
(3.8) M(β) = {ξTβ = ξ1β1 + ξ2β2 + · · ·+ ξdβd : ξ ∈ Zd}.
It is obvious that M(β) is a subgroup of J(β), and both M(β) and J(β) are free
abelian groups of rank d. Hence the index
[
J(β) :M(β)] is finite. If α 6= 0 belongs
to k and β is a vector in B(k) then using (3.7) we find that
(3.9) J(αβ) =
{
η ∈ k : ‖η‖v ≤ ‖α‖v‖β‖v at each v ∤∞
}
= αJ(β),
and in a similar manner we get
(3.10) M(αβ) = αM(β).
Then it follows from (3.9) and (3.10) that
(3.11) α 7→ [J(αβ) :M(αβ)]
is constant for α 6= 0 in k.
Our next result shows that Fk takes positive integer values on B(k) and provides
a useful upper bound for the absolute discriminant.
Proposition 3.1. Let β = (βi) belong to B(k). Let J(β) be the fractional ideal
generated by β1, β2, . . . , βd as in (3.7), and let M(β) be the Z-module generated by
β1, β2, . . . , βd as in (3.8). Then we have
(3.12) Fk(β) =
[
J(β) :M(β)]2Dk ≤ H(β)2d,
where Dk is the absolute discriminant of k, and
[
J(β) : M(β)] is the index of
M(β) in J(β).
Proof. First we prove the equality on the left of (3.12). And we assume to begin
with that J(β) is an integral ideal, or equivalently that
‖β‖v ≤ 1 at each nonarchimedean place v of k.
Let γ1, γ2, . . . , γd be a basis for J(β) as a Z-module, and write γ = (γj) for the
corresponding vector in B(k). By a basic identity for the discriminant of an integral
ideal, see [10, Proposition 2.13], we have
(3.13) ‖ detM(γ)M(γ)T ‖∞ =
(
normk/Q J(β)
)2
Dk =
[
Ok : J(β)
]2
Dk,
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where
M(γ) =
(
σj(γi)
)
is the d× d matrix defined as in (3.1). As β1, β2, . . . , βd belong to J(β) there exists
a unique, nonsingular, d× d matrix A = (aij) with entries in Z such that
(3.14) βi =
d∑
j=1
aijγj , or equivalently β = Aγ.
It follows from (3.7) that ‖γ‖v ≤ ‖β‖v for each v ∤ ∞, and it follows from (3.14)
and the strong triangle inequality that ‖β‖v ≤ ‖γ‖v for each v ∤ ∞. Then from
(3.14) we also get
(3.15)
[
J(β) :M(β)] = ‖ detA‖∞.
As J(β) is an integral ideal generated (as an ideal) by β1, β2, . . . , βd and also gen-
erated (as a Z-module) by γ1, γ2, . . . , γd, we have
(3.16)
∏
v∤∞
‖β‖−dvv =
∏
v∤∞
‖γ‖−dvv = normk/Q J(β) =
[
Ok : J(β)
]
.
We combine (3.3), (3.13), (3.15) and (3.16), and conclude that∥∥ detM(β)M(β)T∥∥∞ ∏
v∤∞
‖β‖2dvv
=
∥∥ detM(Aγ)M(Aγ)T∥∥∞ ∏
v∤∞
‖γ‖2dvv
= ‖ detA‖2∞
∥∥ detM(γ)M(γ)T∥∥∞[Ok : J(β)]−2
=
[
J(β) :M(β)]2Dk.
This proves the equality on the left of (3.12) under the assumption that J(β) is an
integral ideal.
If J(β) is a fractional ideal in k, but not necessarily an integral ideal, then there
exists a point α 6= 0 in Ok such that αJ(β) = J(αβ) is an integral ideal. Therefore
we get the identity
(3.17) Fk(αβ) =
[
J(αβ) :M(αβ)]2Dk
by the case already considered. We use (3.6), (3.11), and (3.17), to establish the
equality on the left of (3.12) in general.
Next we prove the inequality on the right of (3.12). We assume that Q ⊆ C, and
write | | for the usual Hermitian absolute value on C. Each embedding
σj : k → Q ⊆ C
determines an archimedean place v of k such that
‖η‖v = |σj(η)| for η in k.
As j = 1, 2, . . . , d, each real archimedean place v occurs once and each complex
archimedean place v occurs twice. Then Hadamard’s inequality applied to the
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matrix M(β) =
(
σj(βi)
)
leads to
‖ detM(β)M(β)T ‖∞ =
∣∣det(σj(βi))∣∣2
≤
d∏
j=1
( d∑
i=1
|σj(βi)|2
)
=
∏
v|∞
( d∑
i=1
‖βi‖2v
)dv
=
∏
v|∞
‖β‖2dvv .
(3.18)
It follows from (3.18) that
Fk(β) = ‖ detM(β)M(β)T ‖∞
∏
v∤∞
‖β‖2dvv
≤
∏
v|∞
‖β‖2dvv
∏
v∤∞
‖β‖2dvv = H(β)2d.
(3.19)
Now (3.19) verifies the inequality on the right of (3.12). 
4. Special height inequalities
In this section we present inequalities where the Arakelov heightH(α) is bounded
by the Weil height of the coordinates of α. Such inequalities are useful when H is
applied to vectors having coordinates that satisfy simple algebraic conditions.
Lemma 4.1. Let k be an algebraic number field and let α 6= 0 be a point in Q
such that M = [k(α) : k]. Let a =
(
αm−1
)
be the column vector in kM where
m = 1, 2, . . . ,M , indexes rows. Then we have
(4.1) logH(a) ≤ 12 logM + (M − 1)h(α).
Proof. Let l be an algebraic number field such that k ⊆ k(α) ⊆ l and let w be a
place of l. If w ∤∞ we find that
(4.2) |a|w = max
{
1, |α|w, . . . , |α|M−1w
}
= max
{
1, |α|w
}(M−1)
.
If w|∞ we get
‖a‖w =
(
1 + ‖α‖2w + ‖α‖4w + · · ·+ ‖α‖2M−2w
) 1
2 ≤M 12 max{1, ‖α‖w}(M−1),
and then
(4.3) log |a|w ≤ [lw : Q] logM
2[l : Q]
+ (M − 1) log+ |α|w.
Combining (4.2) and (4.3), we find that
logH(a) =
∑
w
log |a|w
≤
∑
w|∞
[lw : Qw] logM
2[l : Q]
+ (M − 1)
∑
w
log+ |α|w
= 12 logM + (M − 1)h(α).
This verifies the inequality (4.1). 
LOWER BOUNDS FOR REGULATORS 9
If K is a field and K(α) is a simple, algebraic extension of K of positive degree
N , then every element η in K(α) has a unique representation of the form
η =
N−1∑
n=0
c(n)αn, where c(n) ∈ K.
This extends to fields obtained by adjoining finitely many algebraic elements using
a simple inductive argument.
Lemma 4.2. Let K ⊆ L be fields, let α1, α2, . . . , αM , be elements of L, and assume
that each αm is algebraic over K. Define positive integers Nm by
(4.4) N1 = [K(α1) : K],
and by
(4.5) Nm = [K(α1, α2, . . . , αm) : K(α1, α2, . . . , αm−1)]
for m = 2, 3, . . . ,M . Then every element η in K(α1, α2, . . . , αM ) has a unique
representation of the form
(4.6) η =
N1−1∑
n1=0
N2−1∑
n2=0
· · ·
NM−1∑
nM=0
c(n)αn11 α
n2
2 · · ·αnMM , where c(n) ∈ K.
Moreover, K(α1, α2, . . . , αM )/K is a finite extension of degree N1N2 · · ·NM , and
the elements in the set
(4.7)
{
αn11 α
n2
2 · · ·αnMM : 0 ≤ nm < Nm, m = 1, 2, . . . ,M
}
form a basis for K(α1, α2, . . . , αM ) as a vector space over K.
Proof. We argue by induction on M . If M = 1 then the result is well known.
Therefore we assume that M ≥ 2. As
K(α1, . . . , αM−1, αM )/K(α1, . . . , αM−1)
is a simple extension, the element η in K(α1, . . . , αM−1, αM ) has a unique repre-
sentation of the form
(4.8) η =
NM−1∑
nM=0
a(nM )α
nM
M , where a(nM ) ∈ K(α1, α2, . . . , αM−1).
By the inductive hypothesis each coefficient a(nM ) has a representation in the form
(4.9) a(nM ) =
N1−1∑
n1=0
N2−1∑
n2=0
· · ·
NM−1−1∑
nM−1=0
b(n′, nM )αn11 α
n2
2 · · ·αnM−1M−1 ,
where each b(n′, nM ) belongs to K. When the sum on the right of (4.9) is inserted
into (4.8), we obtain the representation (4.6).
We have proved that the set (4.7) spans the field K(α1, α2, . . . , αM ) as a vector
space over K. Clearly the set (4.7) has cardinality at most N1N2 · · ·NM . Because
K ⊆ K(α1) ⊆ K(α1, α2) ⊆ · · · ⊆ K(α1, α2, · · · , αM ),
it follows from (4.4) and (4.5) that
[K(α1, α2, . . . , αM ) : K] = N1N2 · · ·NM .
We conclude that the set (4.7) is a basis for K(α1, α2, · · · , αM ) over K. Therefore
the representation (4.6) is unique. 
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Let k and l be distinct algebraic number fields such that k ⊆ l. We establish a
bound for H(β) in the special case where the coordinates of β generate the field
extension l/k. We assume that α1, α2, . . . , αM , are algebraic numbers such that
l = k(α1, α2, . . . , αM ).
Then it follows from Lemma 4.2 that there exist positive integers N1, N2, . . . , NM ,
such that
(4.10) N1N2 · · ·NM = [l : k],
and the elements of the set
(4.11)
{
αn11 α
n2
2 · · ·αnMM : 0 ≤ nm < Nm, m = 1, 2, . . . ,M
}
form a basis for l = k(α1, α2, . . . , αM ) as a vector space over k. We define a tower
of intermediate fields
(4.12) k = k0 ⊆ k1 ⊆ k2 ⊆ · · · ⊆ kM = l,
by
km = k(α1, α2, . . . , αm), where m = 1, 2, . . . ,M.
Then it follows from (4.5) that
Nm = [km : km−1] = [km−1(αm) : km−1], for each m = 1, 2, . . . ,M,
and
(4.13) N1N2 · · ·Nm = [km : k0], for each m = 1, 2, . . . ,M.
We note that the tower of intermediate fields (4.12) depends on the ordering of the
generators α1, α2, . . . , αM , and a permutation of these generators would (in general)
change the intermediate fields in the tower.
Lemma 4.3. Let β be the vector in l[l:k] such that the elements of the set (4.11)
are the coordinates of β. For each m = 1, 2, . . . ,M , let am be the vector in k
Nm
m
defined by am =
(
αnmm
)
where nm = 0, 1, . . . , Nm − 1. Then we have
(4.14) H(β) =
M∏
m=1
H(am),
and
(4.15) logH(β) ≤ 12 log[l : k] +
M∑
m=1
(Nm − 1)h(αm).
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Proof. At each archimedean place w of l we have
∏
w|∞
‖β‖w =
∏
w|∞
(N1−1∑
n1=0
N2−1∑
n2=0
· · ·
NM−1∑
nM=0
‖αn11 ‖2w‖αn22 ‖2w · · · ‖αnMM ‖2w
) 1
2
=
∏
w|∞
( M∏
m=1
Nm−1∑
nm=0
‖αnmm ‖2w
) 1
2
=
M∏
m=1
∏
w|∞
(Nm−1∑
nm=0
‖αnmm ‖2w
) 1
2
=
M∏
m=1
∏
w|∞
‖am‖w.
(4.16)
At each nonarchimedean place w of l we find that∏
w∤∞
‖β‖w =
∏
w|∞
max
{‖αn11 αn22 · · ·αnMM ‖w : 0 ≤ nm < Nm}
=
∏
w∤∞
M∏
m=1
max
{‖αnmm ‖w : 0 ≤ nm < Nm}
=
M∏
m=1
∏
w∤∞
max
{‖αnmm ‖w : 0 ≤ nm < Nm}
=
M∏
m=1
∏
w∤∞
‖am‖w.
(4.17)
Clearly (4.14) follows from (4.16) and (4.17). Then using (4.14) and the inequality
(4.1) we get
logH(β) =
M∑
m=1
logH(am)
≤
M∑
m=1
(
1
2 logNm + (Nm − 1)h(αm)
)
= 12 log[l : k] +
M∑
m=1
(Nm − 1)h(αm).
(4.18)
This verifies (4.15). 
We conclude this section by an inequality that will be very useful in our proofs.
Let α be an algebraic number, m = [Q(α) : Q], and DQ(α) the absolute discriminant
of the number field Q(α). From (3.12) and (4.15), we obtain
(4.19) h(α) ≥ log
DQ(α)
mm
2m(m− 1) .
A similar inequality has been established in [13] by a different method.
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5. A special intermediate field with large rank;
Proof of Theorem 1.1
Suppose k is a number field of degree d. Let r be the rank of the unit group
O×k in k. By [1, Theorem 1.2] there exist multiplicatively independent elements
α1, α2, . . . , αr in O
×
k such that
(5.1)
r∏
j=1
(
[k : Q]h(αj)
) ≤ 2r(r!)3
(2r)!
Reg(k),
where Reg(k) is the regulator of k. If we assume now that k is not a CM-field, then
the rank of the unit group O×k is strictly larger than the rank of the unit group in
each proper subfield of k. As the multiplicative group generated by α1, α2, . . . , αr
has rank equal to the rank of O×k , it follows that
(5.2) k = Q(α1, α2, . . . , αr).
Applying Lemma 4.2 to (5.2), we conclude that there exist positive integers
N1, N2, . . . , Nr,
and a corresponding tower of intermediate fields
k0 = Q ⊆ k1 ⊆ k2 ⊆ k3 ⊆ · · · ⊆ kr = k,
such that
(5.3) kj = Q(α1, α2, . . . , αj), where j = 1, 2, . . . , r,
Nj = [kj : kj−1] = [kj−1(αj) : kj−1], for each j = 1, 2, . . . , r,
and
(5.4) N1N2 · · ·Nj = [kj : Q], for each j = 1, 2, . . . , r.
In particular, (5.4) with j = r is also
(5.5) N1N2 · · ·Nr = d.
Moreover, from (3.12) and (4.18) we get the inequality
(5.6) logDk ≤ 2d logH(β) ≤ d log d+ 2d
r∑
j=1
(Nj − 1)h(αj),
where β is the vector in B(k) such that the elements of the set
(5.7)
{
αn11 α
n2
2 · · ·αnrr : 0 ≤ nj < Nj , and j = 1, 2, . . . , r
}
are the coordinates of β.
It follows from (5.3) that the unit group O×kj contains the collection of j multi-
plicatively independent units α1, α2, . . . , αj . Therefore we have
(5.8) j ≤ rankO×kj , for each j = 1, 2, . . . , r.
As defined in (1.2), let
ρ(k) = max
{
rankO×k′ : k
′ ⊆ k and k′ 6= k}.
Because k is not a CM-field, we have ρ(k) < r. It will also be convenient to define
(5.9) q = min{j : 1 ≤ j ≤ r and kj = k} ≤ ρ(k) + 1,
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where the inequality on the right of (5.9) follows from (5.8) and the definition of
ρ(k). Using the positive integer q we find that
j ≤ rankO×kj ≤ ρ(k), if and only if 1 ≤ j ≤ q − 1,
and
kj = k, if and only if q ≤ j ≤ r.
It follows that
2 ≤ Nq = [kq : kq−1] = [k : kq−1],
and
Nj = 1 for q < j ≤ r.
Thus the inequality (5.6) can be written as
logDk − d log d
2d
≤
q∑
j=1
(Nj − 1)h(αj).
It is clear that an advantageous ordering of the independent units α1, α2, . . . , αr
would be
(5.10) 0 < h(α1) ≤ h(α2) ≤ · · · ≤ h(αr),
which we assume from now on. Finally, as N1, N2, . . . , Nq are positive integers, the
inequality
q∑
j=1
(Nj − 1) ≤ (N1N2 · · ·Nq)− 1 = d− 1
is easy to verify by induction on q. Then from (5.10) we get
logDk − d log d
2d
≤
q∑
j=1
(Nj − 1)h(αj)
≤ h(αq)
q∑
j=1
(Nj − 1)
≤ (d− 1)h(αq),
which we write as
(5.11)
logDk − d log d
2d
≤ [k : Q]h(αq).
Plainly the inequality (5.11) is of interest if and only if
(5.12) 0 < logDk − d log d,
which is also the hypothesis (1.4). Then it follows from (5.10) that
(5.13)
logDk − d log d
2d
≤ [k : Q]h(αj).
for each
j = q, q + 1, q + 2, . . . , r.
Since the value of q is unknown and depends on the ordering (5.10), we use (5.13)
in the more restricted range
j = ρ(k) + 1, ρ(k) + 2, . . . , r.
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Then (5.10)and (5.13) imply that
(5.14)
(
logDk − d log d
2d
)r−ρ(k)
≤
r∏
j=ρ(k)+1
(
[k : Q]h(αj)
)
.
In order to obtain the desired explicit bounds in Theorem 1.1, we apply results
of Dobrowolski in [8] and Voutier in [15]. From [8] there exists a positive constant
c′(d), which depends only on the degree d = [k : Q], such that the inequality
(5.15) c′(d) ≤ [k : Q]h(γ)
holds for algebraic numbers γ in k× which are not roots of unity. Then from (5.1),
(5.14), and (5.15), we get
c′(d)ρ(k)
(
logDk − d log d
2d
)r−ρ(k)
≤
r∏
j=1
(
[k : Q]h(αj)
)
≤ 2
r(r!)3
(2r)!
Reg(k).
(5.16)
From [15] we have
(5.17) 14
(
log log d
log d
)3
≤ c′(d)
for each number field k 6= Q. Hence (5.16) and (5.17) lead to the explicit inequality(
log log d
2 log d
)3ρ(k)(
logDk − d log d
4d
)r−ρ(k)
≤ (r!)
3
(2r)!
Reg(k).
This completes the proof of Theorem 1.1.
Remark. From the work of Amoroso and David [2], we get
(5.18) c n−1(1 + logn)−ρκ ≤
ρ(k)∏
i=1
h(αi),
where
n = [Q(α1, . . . , αρ) : Q],
and c and κ depend only on the number of algebraic numbers in the product on
the left hand side of (5.18), which in our case is ρ = ρ(k). An admissible value for
κ is (ρ+ 1)(ρ+ 1)!− ρ. However, an explicit value for c is not known.
From (5.1), (5.14), (5.18), and since n < d = [k : Q], we get
c dρ(k)−1(1 + log d)−ρ(k)κ
(
logDk − d log d
2d
)r−ρ(k)
≤
r∏
j=1
(
[k : Q]h(αj)
)
≤ 2
r(r!)3
(2r)!
Reg(k).
(5.19)
This implies the inequality (1.6)
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6. A special intermediate field with optimal discriminant;
Proof of Theorem 1.2
Let k be an algebraic number field, and I(k) the set of intermediate number
fields k′ such that Q ⊆ k′ ⊆ k. We will define two maps
λ : I(k)→ N ∪ {0}
and
ℵ : I(k)→ (0, 1].
For each number field k′ ∈ I(k) we define λ(k′) to be the maximum length of a
tower of subfields of k that begins at Q and ends at k′, with λ(Q) = 0. If k1 and
k2 are distinct intermediate fields such that
Q ⊆ k1 ⊆ k2 ⊆ k,
then it is obvious that
(6.1) λ(k1) < λ(k2) ≤ λ(k) ≤ log2 d,
where d = [k : Q].
For each number field k′ we write Dk′ for the absolute discriminant of k′. For
k′ ⊆ k, we have (see [10, Corollary to Proposition 4.15]) D[k:k′ ]k′ | Dk, and if k′ 6= k
we have
(6.2) Dk′ < D
[k:k′ ]−1
k .
In order to better control the change in the absolute values of discriminants of
intermediate fields, we normalize the exponent [k : k′]−1 in the above inequality.
For each subfield k′ of k, we define
(6.3) ℵ(k′) := (2[k : k′])λ(k′)−λ(k).
First we prove two useful lemmas about properties of the function ℵ.
Lemma 6.1. Let
Q ⊆ k1 ⊆ k2 ⊆ · · · ⊆ kN−1 ⊆ kN = k
be a tower of length N , containing N + 1 distinct number fields. We have
(6.4) 0 < ℵ(Q) < ℵ(k1) < ℵ(k2) < · · · < ℵ(kN−1) < ℵ(kN) = 1.
Proof. By the definition of function ℵ in (6.3), we have ℵ(k) = 1 and ℵ(Q) > 0.
Now suppose that k1, k2 are distinct intermediate fields, with Q ⊆ k1 ⊆ k2 ⊆ k, by
(6.1) we have
ℵ(k1) = (2 [k : k1])λ(k1)−λ(k)
=
(
2
[
k : k2
])λ(k2)−λ(k)(
2
[
k : k2
])λ(k1)−λ(k2)(
2
[
k2 : k1
])λ(k1)−λ(k)
<
(
2
[
k : k2
])λ(k2)−λ(k)
= ℵ(k2).

Lemma 6.2. Let Q ⊆ k′ ⊆ k. Assume α ∈ k and α 6∈ k′ so that k′ ⊆ k′(α) ⊆ k.
We have
(6.5) ℵ(k′(α))− ℵ(k′)[k : k′] ≥ 2λ(k′)−λ(k) ([k : k′])λ(k
′)−λ(k)+1
.
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Proof. Since λ(k′(α)) ≥ λ(k′) + 1, using the definition of the function ℵ in (6.3),
we obtain
ℵ(k′(α)) − ℵ(k′)[k : k′] = (2[k : k′(α)])λ(k′(α))−λ(k) − (2[k : k′])λ(k′)−λ(k) [k : k′]
≥ 2λ(k′)−λ(k) ([k : k′])λ(k′)−λ(k)+1 ,(6.6)
where the inequality follows from our assumption that α 6∈ k′ and therefore
2[k : k′(α)] ≤ [k : k′].

The proof of Lemma 6.2 explains the reason why the factor 2 in the definition of
the function ℵ cannot be replaced by a larger number. Unlike the inequality (6.2)
which holds for every k′ ⊆ k, we could have
(6.7) Dk′ < D
ℵ(k′)
k or Dk′ ≥ Dℵ(k
′)
k .
In fact, we have
1 = DQ < D
ℵ(Q)
k and Dk = D
ℵ(k)
k .
Therefore there exists a maximal field k∗ ∈ I(k), with k∗ 6= k such that
Dk∗ < D
ℵ(k∗)
k ,
where by maximal we mean that if k∗ ⊆ k′ ⊆ k and k∗ 6= k′ then
Dk′ ≥ Dℵ(k
′)
k .
It could happen that all proper subfields of k have large enough absolute discrimi-
nant so that k∗ = Q.
Now having a maximal subfield k∗ of k fixed, we will find independent units
β1, . . . , βr(k∗) in k
∗ and independent relative units ψ1, . . . , ψr(k/k∗) in k that satisfy
Theorem 1.4. By our choice of k∗, for every ψ ∈ {ψ1, . . . , ψr(k/k∗)}, we have
(6.8) Dk∗ < D
ℵ(k∗)
k and Dk∗(ψ) ≥ Dℵ(k
∗(ψ))
k .
By (1.1) and (1.10), and applying [1, Theorem 1.1] to the intermediate number
field k∗, we have
(6.9) 0.2 <
r(k∗)∏
i=1
[k∗ : Q]h(βi).
Let ψ ∈ {ψ1, . . . , ψr(k/k∗)}. By [10, Proposition 4.15]),
(6.10) D
ℵ(k∗(ψ))
k ≤ Dk∗(ψ) ≤ D[k
∗(ψ):k∗]
k∗ D
[k∗(ψ):Q(ψ)]
Q(ψ) .
We will consider two cases. First we assume that k∗ = Q. By definition, we have
ℵ(Q(ψ)) = (2[k : Q(ψ)])λ(Q(ψ))−λ(k) ≥ d1−log2 d,
where d = [k : Q]. Therefore, by (6.10), we have
(6.11) Dd
1−log2 d
k ≤ Dℵ(Q(ψ))k ≤ DQ(ψ).
For the second case, assume k∗ 6= Q. By (6.8) and (6.10), and since
[k∗(ψ) : Q(ψ)] ≤ d
2
,
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we have
D
ℵ(k∗(ψ))
k ≤ Dk∗(ψ) ≤ D[k
∗(ψ):k∗]
k∗ D
[k∗(ψ):Q(ψ)]
Q(ψ)
< D
ℵ(k∗)[k∗(ψ):k∗]
k D
d/2
Q(ψ)(6.12)
≤ Dℵ(k∗)[k:k∗]k Dd/2Q(ψ).
Therefore,
(6.13) logDQ(ψ) >
2 (ℵ(k∗(ψ))− ℵ(k∗)[k : k∗])
d
logDk
Taking k′ = k∗ in (6.5), we get
ℵ(k∗(ψ))− ℵ(k∗)[k : k∗] ≥ 2λ(k∗)−λ(k) ([k : k∗])λ(k∗)−λ(k)+1(6.14)
≥ dλ(k∗)−λ(k)
(
d
2
)
,
where the last inequality is a consequence of our assumption that k∗ 6= Q, and
therefore [k : k∗] ≤ d2 . By (6.13) and (6.14), we have
(6.15) DQ(ψ) > D
dλ(k
∗)−λ(k)
k ≥ Dd
1−log2 d
k .
Let m = [Q(ψ) : Q]. By (4.19), we have
h(ψ) ≥ log
DQ(ψ)
mm
2m(m− 1) .
This, together with (6.11) and (6.15), implies that
h(ψ) ≥ log
Dd
1−log2 d
l
mm
2m(m− 1) .
If k∗ 6= Q or Q(ψ) 6= k, we have m ≤ d2 , and therefore,
(6.16) h(ψ) ≥ 2 logD
d1−log2 d
k − d log d
d(d− 2) .
In case k∗ = Q and Q(ψ) = k, by (4.19), we obtain
h(ψ) ≥ log
Dk
dd
2d(d− 1) >
2 logDd
1−log2 d
k − d log d
d(d− 2) .
Now Theorem 1.2 follows from Theorem 1.4, and by (6.9), (6.16), and noticing that
(6.17) r(k∗) ≤ ρ(k) and r(k/k∗) ≥ r(k) − ρ(k).
We conclude this section by noting that in case k∗ is Q or a quadratic imaginary
extension of Q, we do not need to use our new Theorems 1.3 and 1.4 on existence
of multiplicatively independent relative units with small heights. Instead, we can
simply apply [1, Theorem 1.2] where we showed the existence of multiplicatively
independent (ordinary) units of small height.
18 SHABNAM AKHTARI AND JEFFREY D. VAALER
7. Relative Units and Relative Regulators
This section stands on its own and is independent of the rest of the manuscript.
We prove a result that is analogous to [1, Theorem 1.2] but applies to relative units.
In [1, Theorem 1.2] we showed the existence of multiplicatively independent units
of small height. Also in [1, Theorem 3.1] we showed that the relative regulator was
always bounded from above by a product of heights of independent relative units.
We now show that there exist multiplicatively independent relative units such that
the product of their heights is smaller than a constant times the relative regulator.
These results have already been used in our proofs in Section 6. In order to prove
Theorems 1.3 and 1.4, first we define a generalization of the Schinzel norm that
was used in the proof of [1, Theorem 1.2 and Theorem 3.1].
Let S be a finite set of positive cardinality |S|. We write RS for the real vector
space of functions
x : S → R.
If s ∈ S we write xs for the value of the function x at the point s. Obviously the
space RS has dimension |S|. When convenient we also write x = (xs) as a column
vector with rows indexed by the elements s in S. If x belongs to RS we write
suppx = {s ∈ S : xs 6= 0}
for the support of x. If T ⊆ S then T determines a linear subspace of S which we
denote by RT . The subspace RT is defined by
RT = {x ∈ RS : suppx ⊆ T },
and is easily seen to have dimension |T |. As supp0 = ∅ we have R∅ = {0}, which
has dimension 0. If T1 ⊆ S and T2 ⊆ S are disjoint, then the subspaces RT1 and
RT2 satisfy the identity
RT1 ∩ RT2 = {0}.
More generally, if T1 ⊆ S and T2 ⊆ S, we find that
RT1 ∩ RT2 = RT1∩T2 .
If T ⊆ S we write
πT : R
S → RT
for the linear projection defined by
(7.1) πT (x) = y, where ys = xs if s ∈ T and ys = 0 if s /∈ T .
It is trivial that πT is linear and satisfies
πT
(
πT (x)
)
= πT (x).
Hence the linear transformation πT is a projection of R
S onto the subspace RT . If
(7.2) S = T1 ∪ T2 ∪ · · · ∪ TL
is a partition of S into disjoint subsets, then each element x in RS can be expressed
as a sum
(7.3) x = πT1(x) + πT2(x) + · · ·+ πTL(x)
in which the term πTℓ(x) belongs to the subspace R
Tℓ for each ℓ = 1, 2, . . . , L.
We recall (see [1, Section 4]) that the Schinzel norm
δ : RS → [0,∞)
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is defined by
(7.4) δ(x) = 12
∣∣∣∣∑
s∈S
xs
∣∣∣∣+ 12 ∑
s∈S
|xs|.
If the Schinzel norm is composed with the projection operator πT we find that
(7.5) δ
(
πT (x)
)
= 12
∣∣∣∣∑
t∈T
xt
∣∣∣∣+ 12 ∑
t∈T
∣∣xt∣∣.
Now suppose that (7.2) is a partition of S into nonempty, disjoint subsets. We
define the generalized Schinzel norm associated to the partition (7.2), to be the
function
∇ : RS → [0,∞)
defined by
(7.6) ∇(x) =
L∑
ℓ=1
δ
(
πTℓ(x)
)
.
Since each projection operator πTℓ is linear, it is easy to verify that the map ∇
defined by (7.6) is in fact a norm on RS . Clearly ∇ depends on the particular
partition of S into disjoint subsets, but to simplify notation we have not indicated
the partition.
Combining (7.5) and (7.6) leads to the more detailed formulae
∇(x) = 12
L∑
ℓ=1
∣∣∣∣∑
t∈Tℓ
xt
∣∣∣∣+ 12
L∑
m=1
∑
t∈Tm
∣∣xt∣∣
= 12
L∑
ℓ=1
∣∣∣∣∑
t∈Tℓ
xt
∣∣∣∣+ 12‖x‖1,
(7.7)
where ‖ ‖1 is the usual ℓ1-norm on vectors in RS . Then (7.4) and (7.7) lead to the
simple inequalities
(7.8) δ(x) ≤ ∇(x) ≤ ‖x‖1,
for each x in RS . As ∇ defines a norm on RS , it follows that the closed unit ball
(7.9) K∇ =
{
x ∈ RS : ∇(x) ≤ 1}
is a compact, convex, symmetric subset with a nonempty interior. An interesting
problem is to evaluate the positive number
(7.10) VolS
(
K∇
)
,
where we write VolS for Lebesgue measure on the Borel subsets of R
S . Using (7.8)
we find that
(7.11)
{
x ∈ RS : ‖x‖1 ≤ 1
} ≤ {x ∈ RS : ∇(x) ≤ 1} ≤ {x ∈ RS : δ(x) ≤ 1}.
The containments (7.11), and [1, Lemma 4.1], lead to the estimates
(7.12)
2|S|
|S|! ≤ VolS
(
K∇
) ≤ (2|S|)!
(|S|!)3 .
We suppose that Q ⊆ k ⊆ l are algebraic number fields, we write r(k) for the
rank of the unit group O×k and r(l) for the rank of the unit group O
×
l . We will
assume that r(k) < r(l). Let Fk = O
×
k /Tor
(
O×k
)
and Fl = O
×
l /Tor
(
O×l
)
, as
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defined in (1.8). If α belongs to O×k and αTor
(
O×k
)
is the corresponding coset in
Fk, we have the injective homomorphism
(7.13) αTor
(
O×k
) 7→ αTor(O×l ).
The map (7.13) allows us to identify Fk with its image in Fl and so regard Fk as a
subgroup of Fl with rank r(k).
We recall that the norm homomorphisms
Norml/k : O
×
l → O×k , and, Norml/k : Tor
(
O×l
)→ Tor(O×k ),
induce a homomorphism
norml/k : Fl → Fk.
Then we define the subgroup of relative units in Fl by
(7.14) El/k = {α ∈ Fl : norml/k(α) = 1}.
It can be shown (as in [1, section 3]) that El/k ⊆ Fl is a subgroup such that
rankEl/k = r(l/k) = r(l)− r(k)
is positive. The elements of the group El/k are relative units. We find that
(7.15) Fk ∩El/k = {1}.
For if α 6= 1 belongs to Fk then
norml/k(α) = α
[l:k] 6= 1,
and if α 6= 1 belongs to El/k then
norml/k(α) = 1.
We recall (see [1, equation (3.1)]) that at each place v of k and for each element
α in l×, we have
(7.16) [l : k]
∑
w|v
log |α|w = log |Norml/k(α)|v ,
where the sum on the left of (7.16) is over the set of places w of l such that w|v.
In particular, it follows from (7.14) that α in Fl belongs to El/k if and only if
(7.17)
∑
w|v
[lw : Qw] log ‖α‖w = [kv : Qv] log ‖ norml/k(α)‖v = 0
at each archimedean place v of k. If α belongs to Fl then the product formula
implies that
(7.18)
∑
w|∞
[lw : Qw] log ‖α‖w = 0,
where the sum on the left of (7.18) is over the set of all archimedean places w of
l. If α is a relative unit in El/k then there are subsums equal to zero and given by
(7.17) for each archimedean place v of k. It is the phenomenon of zero subsums
that requires the use of the generalized Schinzel norm ∇ rather than the simpler
Schinzel norm δ.
At each place v of k we define
Wv(l/k) = {w : w is a place of l, and w|v}.
LOWER BOUNDS FOR REGULATORS 21
We recall that r(k) + 1 is the number of archimedean places of k, and r(l) + 1 is
the number of archimedean places of l. At each archimedean place v of k we select
a place ŵv of l such that ŵv|v. Then it follows that the set of archimedean places
(7.19) S(l/k) =
⋃
v|∞
(
Wv(l/k) \ {ŵv}
)
has cardinality
|S(l/k)| =
∑
v|∞
(∣∣Wv(l/k)∣∣− |{ŵv}|)
=
(
r(l) + 1
)− (r(k) + 1)
= r(l/k).
(7.20)
We note that the disjoint union on the right of (7.19) provides a partition of the
set S(l/k) into disjoint subsets indexed by the collection of all archimedean places
v of k. For each archimedean place v of k we define
Tv = Wv(l/k) \ {ŵv},
so that (7.19) can be written more simply as
S(l/k) =
⋃
v|∞
Tv.
Then RS(l/k) is the real vector space of functions x : S(l/k) → R, and for each
archimedean place v of k the subspace RTv is the collection of functions x in RS(l/k)
which have support contained in the subset Tv. We write
πTv : R
S(l/k) → RTv
for the linear projection of RS(l/k) onto RTv as defined in (7.1). We use the partition
(7.19) to define a specific case of the generalized Schinzel norm
∇ : RS(l/k) → [0,∞),
by
(7.21) ∇(x) =
∑
v|∞
δ
(
πTv (x)
)
.
The following result is a refinement of [1, Lemma 5.1] applicable to relative units.
Lemma 7.1. Let α belong to the group Fl, and let
x(α) =
(
[lw : Qw] log ‖α‖w
)
be the image of α in the real vector space RS(l/k), where the rows of the column
vector x(α) are indexed by places w in S(l/k). If α belongs to the subgroup El/k
then we have
(7.22) ∇(x(α)) = [l : Q]h(α).
Proof. We recall from (7.17) that for each archimedean place v of k we have
(7.23) [lŵv : Qŵv ] log ‖α‖ŵv +
∑
w|v
w 6=ŵv
[lw : Qw] log ‖α‖w = 0.
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Using (7.5) and (7.23) we find that
2δ
(
πTv (x(α)
)
=
∣∣∣∣ ∑
w|v
w 6=ŵv
[lw : Qw] log ‖α‖w
∣∣∣∣+ ∑
w|v
w 6=ŵv
[lw : Qw]
∣∣log ‖α‖w∣∣
= [lŵv : Qŵv ]
∣∣log ‖α‖ŵv ∣∣+ ∑
w|v
w 6=ŵv
[lw : Qw]
∣∣log ‖α‖w∣∣
=
∑
w|v
[lw : Qw]
∣∣log ‖α‖w∣∣
= [l : Q]
∑
w|v
∣∣log |α|w∣∣.
(7.24)
Next we combine (7.21) and (7.24) to get
∇(x(α)) = 12 [l : Q]∑
v|∞
∑
w|v
∣∣log |α|w∣∣
= 12 [l : Q]
∑
w|∞
∣∣log |α|w∣∣
= [l : Q]h(α).
(7.25)
This proves the identity (7.22). 
Let η1, η2, . . . , ηr(l/k) be a collection of multiplicatively independent relative units
that form a basis for the subgroup El/k ⊆ Fl of relative units. Let Ml/k be the
r(l/k)× r(l/k) real matrix
Ml/k =
(
[lw : Qw] log ‖ηj‖w
)
,
where w ∈ S(l/k) indexes rows and j = 1, 2, . . . , r(l/k) indexes columns. As in
[5] and [1, equation (3.5)], we define the relative regulator of l/k to be the positive
number
(7.26) Reg
(
El/k
)
=
∣∣detMl/k∣∣.
It follows, as in the proof of [5, Theorem 1] (see also [6]), that the absolute value
of the determinant on the right of (7.26) does not depend on the choice of places
ŵv that are removed from each subset Wv(l/k) for each archimedean place v of k.
We now use Minkowski’s successive minima theorem (see [4, Chapter VIII.4.3,
Theorem V]) to establish a result analogous to [1, Theorem 1.2], but with units
replaced by relative units. This result is related to [1, Theorem 3.1].
Proof of Theorem 1.3. Let ε1, ε2, · · · , εr(l/k) be a basis for the subgroup E ⊆
El/k. It follows that there exists an r(l/k) × r(l/k) nonsingular matrix C = (cij)
with entries in Z such that
(7.27) log ‖εj‖w =
r(l/k)∑
i=1
cij log ‖ηi‖w
at each archimedean place w of l. The system of equations (7.27) can be written
as the single matrix equation
(7.28)
(
[lw : Qw] log ‖εj‖w
)
=
(
[lw : Qw] log ‖ηj‖w
)
C,
LOWER BOUNDS FOR REGULATORS 23
where w is an archimedean place of l and w indexes the rows of the matrices which
are not C on both sides of (7.28).
At each archimedean place v of k we remove the row indexed by ŵv in the matrix
on the left of (7.28) so as to obtain an r(l/k)× r(l/k) submatix
L(E) =
(
[lw : Qw] log ‖εj‖w
)
.
We note that the rows of L(E) are indexed by the places w in the set S(l/k).
Removing the same rows in the product on the right of (7.28) leads to the matrix
identity
(7.29) L(E) =Ml/kC.
We conclude that
(7.30) | detL(E)| = Reg(El/k)[El/k : E].
We use the r(l/k)× r(l/k) matrix L(E) to define a lattice
(7.31) L = {L(E)ξ : ξ ∈ Zr(l/k)} ⊆ RS(l/k).
The determinant of L is given by (7.30). Let ∇ be the norm defined by (7.21), and
let
0 < λ1 ≤ λ2 ≤ · · · ≤ λr(l/k) <∞
be the successive minima associated to the lattice L and the compact, convex
symmetric set
K∇ =
{
x ∈ RS(l/k) : ∇(x) ≤ 1}.
From Minkowski’s theorem on successive minima we have the inequality
(7.32) VolS(l/k)
(
K∇
)
λ1λ2 · · ·λr(l/k) ≤ 2r(l/k)Reg(El/k)[El/k : E].
And there exist multiplicatively independent points ψ1, ψ2, . . . , ψr(l/k) in E such
that
(7.33) ∇(x(ψj)) = λj , for each j = 1, 2, . . . , r(l/k),
where we have written
(7.34) x(ψj) =
(
[lw : Qw] log ‖ψj‖w
)
,
and the rows of the column vector on the right of (7.34) are indexed by places w
in S(l/k). From Lemma 7.1 we find that
(7.35) ∇(x(ψj)) = λj = [l : Q]h(ψj)
for each j = 1, 2, . . . , r(l/k). Applying (7.32) and (7.35) we get the inequality
(7.36)
r(l/k)∏
j=1
(
[l : Q]h(ψj)
) ≤ 2r(l/k)(VolS(l/k)(K∇))−1Reg(El/k)[El/k : E].
Finally, it follows from the inequality on the left of (7.12) that
(7.37) 2r(l/k)
(
VolS(l/k)
(
K∇
))−1 ≤ r(l/k)!.
Then (7.36) and (7.37) lead to the more explicit inequality (1.9) in the statement
of the theorem.
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Proof of Theorem 1.4. Assume that the elements in the set (1.4) are multiplica-
tively dependent. Then there exist lattice points m in Zr(k) and n in Zr(l/k), such
that m and n are not both 0 and
(7.38) βm11 β
m2
2 · · ·β
mr(k)
r(k) ψ
n1
1 ψ
n2
2 · · ·ψ
nn(l/k)
r(l/k) = 1.
However, if m = 0 then it follows from the independence of ψ1, ψ2, . . . , ψr(l/k) that
n = 0. Similarly, if n = 0 then it follows that m = 0. Thus we may assume that
both m 6= 0 and n 6= 0.
Let
α = βm11 β
m2
2 · · ·β
mr(k)
r(k) , and γ = ψ
n1
1 ψ
n2
2 · · ·ψ
nn(l/k)
r(l/k) .
Then α 6= 1 belongs to Fk and γ 6= 1 belongs to El/k, and it follows from (7.38) that
α = γ−1. Thus α 6= 1 belongs to both Fk and El/k, which is impossible by (7.15).
We have verified that the elements of the set (1.4) are multiplicatively independent.
As the binomial coefficient
r(l)!
r(k)!
(
r(l) − r(k))! = r(l)!r(k)!r(l/k)!
is a positive integer, we have
(7.39) r(k)!r(l/k)! ≤ r(l)!.
The (ordinary) regulators Reg(k) and Reg(l), and the relative regulator Reg
(
El/k
)
,
are related [5, Theorem 1] by the identity
(7.40) [Fk : Il/k] Reg(k)Reg
(
El/k
)
= Reg(l).
The inequality (1.4) follows now from (1.10), (1.11), (7.39), and (7.40).
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