ABSTRACT
INTRODUCTION
Biological processes depend on complex interactions between many genes and gene products. To understand the role of a single gene or gene product in this network, many different types of information, such as genomewide knowledge of gene expression, will be needed. Microarray technology is a useful tool to understand gene regulation and interactions. For example, cDNA * To whom correspondence should be addressed. microarray technology allows the monitoring of expression levels for thousands of genes simultaneously. cDNA microarrays consist of thousands of individual DNA sequences printed in a high density array on a glass slide. After being reversetranscribed into cDNA and labelled using red (Cy5) and green (Cy3) fluorescent dyes, two target mRNA samples are hybridized with the arrayed DNA sequences or probes. Then, the relative abundance of these spotted DNA sequences can be measured. For each gene the data consists of two fluorescence intensity measurements (R, G) , showing the expression level of the gene in the red and green labelled mRNA samples. The ratio of the fluorescence intensity for each spot represents the relative abundance of the corresponding DNA sequence. cDNA microarray technology has important applications in pharmaceutical and clinical research. By comparing gene expression in normal and tumor tissues, for example, microarrays may be used to identify tumor-related genes and targets for therapeutic drugs (Alizadeh et al., 2000) .
In microarray experiments, the identification of differentially expressed genes is an important issue (Friddle et al., 2000; Galitski et al., 1999; Golub et al., 1999; Spellman et al., 1998) . To identify groups of genes with similar or correlated expression profiles (Alizadeh et al., 2000) , many clustering techniques have been applied. However, clustering methods are rather primitive and exploratory. Furthermore, as the number of genes becomes large, the clustering methods may not provide clear group patterns.
On the other hand, statistical test procedures can be useful tools for identifying differentially expressed genes especially in multiple-slide experiments. For a single-slide experiment, Chen et al. (1997) proposed a method for choosing cut-offs to identify differentially expressed genes. Recently, (Newton et al., 2001 ) considered a hier-archical Bayesian model in order to identify differentially expressed genes based on the posterior odds of change. Nowadays, however, the importance of replication in microarray experiments has been pointed out by many researchers, mainly for increasing the precision of estimated quantities and to provide information about the uncertainty of estimates (Kerr et al., 2001; Lee et al., 2000) .
A time-course experiment is a special case of a multiple-slide experiment, in which transcript abundance is monitored over time. Recently, a number of methods have been suggested for the identi-fication of differentially expressed genes in multipleslide cDNA microarray experiments based on statistical models such as the analysis of variance (ANOVA) model and the mixed effects model (Kerr et al., 2000; Wolfinger et al., 2001) .
In this paper, we propose a statistical procedure to identify genes that have different gene expression profiles in time-course cDNA microarray data. We propose tests based on the ANOVA model to differentiate genes that have high variability from ones that do not. We propose two types of tests. One is the usual F-test which requires the normality assumption. The other is the permutation test which does not need the normality assumption. For the permutation test, we use residuals from the model with only time-effects. Using these tests, we detect genes that have different gene expression profiles among experimental groups.
The proposed procedure is illustrated using cDNA microarrays of 3840 genes obtained in a cortical stem cells experiment. From a developing fetal rat brain, 3840 genes were immobilized on a glass chip, and fluorescencelabelled target cDNA from cortical stem cells were hybridized. In this experiment, there are 3840 genes in each slide, two experimental groups for comparison and six different time points. Also, all experiments were replicated three times. The main objective of analysis is to identify genes with significant changes between the two experimental groups after adjusting for time effects.
The paper is organized as follows. The proposed ANOVA models and test procedures are presented in Section 2. Several test statistics and the calculation of adjusted p-values are also discussed. Section 3 describes normalization issues and presents the analysis results. Finally, Section 4 summarizes the concluding remarks.
METHODS
Suppose there are I experimental groups denoted by i(= 1, . . . , I ), K time points denoted by k(= 1, . . . , K ), and L replications denoted by l(= 1, . . . , L). Assume that there are N genes in one slide. We consider four typical types of time-course experiments.
(1) Two experimental groups
2.1 Two experimental groups: I = 2 Let y ikln be the logarithm of the ratios of red and green background-corrected intensities from group i, time k, replication l, and gene n. Consider the following two models:
. . , L, and n = 1, . . . , N . The gene effects µ n capture the overall mean intensity in fluorescent signals for genes across the arrays, groups, and time points. The α in terms account for gene specific group effects representing overall differences between two groups. The β ikn account for time effects that capture differences in the overall concentration of mRNA in the samples from the different time points. The terms (αβ) ikn account for the interaction effect between group and time representing the signal contribution due to the combination of group and time. Note that the interaction terms (αβ) ikn cannot be estimated when L = 1. ikln represent error terms. For the F-test they are assumed to follow a normal distribution. For the permutation test, however, the normality assumption is not required.
The above model is a two-way ANOVA model with group and time as two main factors. ANOVA models are commonly used to compare treatment means for some responses. In our ANOVA models, we are interested in comparing the mean values of two experiment groups as well as six time sequences. In our experiment, 2 × 6 experimental conditions are generated by group and time sequences.
In model M 1 , the effects of interest are the interactions between group and time points, (αβ) ikn . For gene n these terms capture differences from overall averages that are attributable to the specific combination of a time point k and group i. If these interaction terms are not significant, the effects of interest are the group effect α in in model M 2 . For gene n these terms capture differences from overall group averages. Thus, the hypotheses of interests are as follows:
Testing significance of these effects involves the calculation of F-statistics for each gene. 
For model M 1 Table 1 gives the typical form of the ANOVA table for each gene, if there are no missing observations. Sum of squares are given by
The mean square errors are given by dividing sum of squares by degrees of freedom. For example,
and so forth. We need to fit N models of M 1 and to compute F-
If each log ratio of intensities y has a normal distribution, then the Fstatistics follow an F-distribution with (K −1, 2K (L −1)) degrees of freedom. One other issue for testing concerns p-values. Since we focus on N tests simultaneously, we need to adjust p-values caused by multiple comparison. Although there have been alternative methods including controlling false discovery rates, we use the method of adjusting p-values (Storey and Tibshirani, 2001) .
When the interaction terms (αβ) ikn in M 1 are not significant, we need to consider reduced model M 2 . The ANOVA table for this model is similar to that of M 1 without the group and interaction term. We also need to fit N models of M 2 and compute F-statistics for α in , defined by
If each log ratio of intensities y has a normal distribution, then the F-statistics follow an Fdistribution with (K − 1, φ E ) degrees of freedom, where
What if the normality assumption does not hold? Following the approach of Dudoit et al. (2000) we apply the permutation test that does not require any distributional assumption. The main idea of the permutation test is to derive the distribution of F-statistics from all possible permutations of the given observations and then compute the p-value of the F-statistic for the observed data.
If the microarray experiment has two factors of interest, say, A and B, which are not time-dependent, then the permutation test can be performed by permuting all levels of A and B simultaneously. In our experiment, however, we have two factors, Group and Time. In order to test the group effect, the data can be permuted over all levels of Group. However, if we permute Time and Group together, it might be difficult to extract information about the group difference. If we fix time, then the test is only for group effect for a specific time point. Furthermore, there are only few observations available to permute, which does not provide a sufficient sample size to determine the significance of group effect.
The proposed approach to handling this problem is to use two-stage models. At the first stage, remove the time effect and then at the second stage focus on the group effect. This can be done by fitting the following model with time effects only and then using the residuals:
When there appears to be a strong interaction effect between group and time, it would be better to fit model M 1 3 in which β ikn allows a different time effect for experimental groups. Otherwise, fit model M 2 3 which assumes the same time effect for each group, given by β kn . Based on the test results of F-statistics, the decision for whether to fit M 1 3 or M 2 3 can also be made. Let τ ikln be the corresponding residual defined by
The residuals do not have any information about time effect. They only have information about group effect. Thus, the permutation test can be performed using these residuals for testing group effects. More specifically, for gene n the K L residuals τ 1kln are from Group 1 and the other K L residuals τ 2kln are from Group 2, if there are not missing observations. For all 2K L residuals a two-sample permutation test can be performed using the following two-sample t-statistic,
where n in is the number of observations in Group i, and
By permuting all 2K L observations with K L observations in each group, the pvalues for testing group effects can be obtained. In this case, there are N tests available. We need to adjust p-value by multiple comparison proposed by Westfall and Young (1993) .
I (> 2) experimental groups
When I is larger than 2, the model development is the same as the case when I = 2. That is, we first need to fit models M 1 and M 2 . The F-tests based on the normal assumption are exactly the same with those when I = 2, while the degrees of freedom differ. More specifically, we can use the same F-statistics given in the ANOVA For the permutation test, on the other hand, F-statistics based on the residuals in Equation (3) need to be used instead of two-sample t-test statistics in equation (4). For gene n, the K L residuals τ ikln are from Group i, if there are no missing observations. For all I K L residuals a permutation test based on the F-statistics needs to be performed. That is, consider the following ANOVA model for residuals:
. . , L and n = 1, . . . , N . The superscript R is used to denote a model for residuals. The gene effects µ R n capture the overall mean intensity and α R in captures the ith group effect on residuals after removing the time effects. Thus, the hypothesis for testing group effect after removing time effects is given by
For model M 4 Westfall and Young (1993) . 
RESULTS

Data
The data studied here are from a study of cortical stem rat cells. The goal of the experiment is to identify genes that are associated with neuronal differentiation of cortical stem cells. Although there have been many reports on the genes with changing their expression rates during neuronal differentiation, the thorough underlying mechanism of neuronal differentiation is not clear yet. Microarray slides were prepared using 3840 cDNA clones which were isolated from rat brain. Cortical neuronal stem cells were isolated from an E15 rat fetus and expanded under the presence of basic fibroblast growth factor (bFGF). After expansion, differentiation was induced by removing bFGF, and the cells were maintained for 12 h, 1, 2, 3, 4 and 5 days with or without ciliary neurotrophic factor (CNTF, 10 µg/ml). After extraction of total RNA at indicated time, reverse transcription was carried out using Cy 5-dUTP for fluorescence labelling and the expression patterns were compared to that of undifferentiated, expanded cortical stem cells, as a common reference, which was labelled with Cy 3. To get more reliable data, all the hybridization analyses were carried out three times against same RNA, and the scanned images were analyzed using an edge detection mode proposed by Kim et al. (2001) . In this experiment, there are 3840 genes in each slide, two experimental groups for comparison (No CNTF, CNTF), and six different time sequences (12 h, 1, 2, 3, 4 and 5 day). Since all experiments were replicated three times, all 36 slides were available for analysis. In this experiment, the reference design was used. That is, every sample of interest is hybridized to the same extraneous reference sample. The main objective of analysis is to identify genes with significant changes between two experimental groups after adjusting for time effects.
Normalization
Before applying the proposed models, we first describe normalization issues for handling spatial and intensity dependent effects on the measured expression levels. As pointed out by Yang et al. (2000) , the purpose of normalization is to remove systematic variation in a microarray experiment which affects the measured gene expression levels.
At a first step, we need to decide which set of genes to use for normalization. Yang et al. suggested three types of approaches: all genes on the array, constantly expressed genes, and controls. Recently, Tseng et al. (2001) suggested using the rank invariant genes. We tried rank invariant genes and then used all genes in the slide. However, the two approaches did not provide much different results. Thus, we decided to use all genes in the array.
Following the approaches of Yang et al. (2000) , we applied global normalization using global median of log intensity ratios and intensity dependent non-linear normalization using a LOWESS curve. After applying these normalization methods to 36 slides, we found that the non-linear normalization method provided the most reasonable results.
Tests
Using the notation in the previous section, let y ikln be the normalized log intensity ratios from group i(= 1, 2), time k(= 1, . . . , 6), replication l(= 1, 2, 3), and gene n(= 1, . . . , 3840). Since I = 2, we follow the test procedures for two experimental groups.
We first fit 3840 M 1 models and then perform the Ftest for testing H 01 . None of the genes were significant at the 5% significance levels using either F-tests or permutation tests. Next, we fit another 3840 M 2 after removing (αβ) ikn in M 1 . The F-statistics for α in , given by F G = M S G /M S E were obtained with (1,25) degrees of freedom. Under the normality assumption, the adjusted p-values were computed using the Bonferroni method (Holm, 1979; Shaffer, 1986 Shaffer, , 1995 . At the 5% significance level we found 53 genes.
Next, we perform the permutation test using the residuals τ ikln given in Equation (3). Since the interaction terms (αβ) ikn are not significant, we use the second type of residuals. For each gene, 36 residuals are available. The possible number of permuted samples are 36 18 , which is too large to handle. Thus, for each gene we randomly generated 100 000 permutated samples and computed the two-sample t-statistics given in Equation (4). From these 100 000 t-statistics, the adjusted p-value was computed by Westfall and Young's method. At the 5% significance level, we identified 90 genes. We also computed the numbers of genes differentially expressed genes at different significance levels. For example, at the 1% significance level, the permutation test yielded 59, while the F-test yielded 37. At the 10% significance level, the permutation test yielded 106 genes, while the F-test yielded 64 genes.
We compare the list of 53 genes of F-tests and 90 genes of permutation tests that were selected at the 5% significance level. Note that the order of genes do not Table 3 shows the full list of all genes that are identified by F-tests and/or permutation tests. The first column shows the rank by permutation tests and the last column does the rank by F-tests. The blanks in F-tests show the same ranks as permutation tests. The difference between F-tests and permutation tests might be caused by the fact that the logratios of intensities do not follow normal distributions. For illustrative purpose, we select three genes in Table 3 and draw the quantile-quantile plots of residuals for checking the normality assumption. As shown in Figure 1a , the distributions are far from the normal distribution for some genes. Also, Figure 1b shows the quantile-quantile plots of F-statistics. For simplicity, we assume the same degrees of freedom, though they are slightly different due to missing data. If the F-statistics follow an F-distribution, they would scatter around the Y = X line. For further analysis, we focus on the these 53 genes that are selected by both F-tests and permutation tests. For the selected 53 genes, we performed a clustering analysis to confirm our findings. Using the Euclidian distance measures, we performed the K -means clustering analysis on the log-ratios. We tried different number of clusters. It appears that three clusters provide most reasonable grouping. The genes in the first cluster have green colors in both CNTF and No CNTF groups. The genes in the second cluster have green colors for the CNTF group but red colors for the No CNTF group. Finally, the genes in the third cluster have red colors for the CNTF group but green colors for the No CNTF group. Figure 2 shows the results of K-means clustering. We first tried a clustering analysis for all 3840 genes. However, we could not get any clear pattern of clusters. After selecting significant genes based on the statistical tests, we obtained clear cluster patterns.
For these three clusters, Figure 3 shows the profiles of log-ratio intensities over time. The left graphs are for CNTF groups and the right ones for No CNTF groups. Each line represents one gene. The solid lines with circles represent mean values. The genes in the first cluster tend to have lower log-ratios for No CNTF groups, while the genes in the second and third clusters do have higher log-ratios. Also, Figure 3 shows that there are higher variabilities for the CNTF group than No CNTF group. The solid lines do not change much over time, which confirms the finding from ANOVA models that (αβ)s are not significant.
DISCUSSION
In this paper, we proposed a statistical procedure to identify genes that have different gene expression profiles among experimental groups in time-course experiments. The proposed model is based on the usual ANOVA model and can detect genes that have different gene expression profiles among I experimental groups. The proposed approach is an extension of the twosample t-test proposed by Dudoit et al. (2000) . They considered two group problem with replicated experiments. When there are more than two groups, the F-test based on the ANOVA model is a natural extension. However, when one factor is Time as in the time-course experiment, its extension is not straightforward. The key idea of the proposed model is using residuals after removing the time effect.
For the time sequence data, the main idea of the proposed model can also be applied to the ANOVA model of Kerr et al. (2000) as well as the mixed model of Wolfinger et al. (2001) by adding a time effect in the model. However, it needs some further considerations on how to fit the two-stage models, how to use residuals, and how to test differentially expressed genes.
Note that the proposed model is different from the ANOVA model of Kerr et al. (2000) . First, the previous work modelled the log intensity while our approach models the log ratios, though there is a connection between these two models. The ANOVA model of Kerr et al. (2000) is more suitable for microarray data obtained from the loop design which has balanced dye effects. The example in this paper used the reference design in which every sample is hybridized to the same extraneous reference sample. Second, Kerr et al. (2000) fit one big model to microarray data for all genes simultaneously, while our method fits a model separately for each gene. They employ a bootstrap analysis of residuals and use bootstrap confidence intervals to detect differentially expressed genes. Instead of bootstrap analysis, we use permutation tests. Finally, the key difference here is that we consider two stage models: one for removing the effect of time and the second model is for detecting differentially expressed genes. Wolfinger et al. (2001) used similar two-stage mixed models. However, the first stage model is mainly for normalization. One advantage of the proposed permutation test is that it improves the discreteness of p-values. Note that if we permute data within each time sequence, there are 6 3 6 = 6.4 × 10 7 possible permuted samples. On the other hand, our approach yields 36 18 = 9.075 × 10 9 possible permuted samples. Permutation tests usually suffer from the discreteness of p-values. Since the proposed method allows more permuted samples, the discreteness of pvalue can be improved. However, it would be interesting to access the validity of the permutation test p-values and to perform a power analysis. Furthermore, it is interesting to observe that the order of genes selected by F-tests does not differ from that of permutation tests. It is because the order of genes in the F-test is preserved in computing the adjusted p-values of permutation test. The idea of this p-value adjustment came from Westfall and Young, and later were used by Dudoit et al. in the analysis of microarray data. However, we think that the idea of this adjustment also needs a further evaluation. We are planning to conduct simulation studies for investigating the validity of permutation in a more general settings including the t-test of Dudoit et al. (2000) . The results will be reported in a separate paper.
The proposed model is flexible and easy to extend. Since it is based on the ANOVA model, for example, it can be extended to the cases when there are more than two factors. For example, suppose that we have three factors of interest such as A and B as well as Time. Then, the ANOVA model M 1 and M 2 can be extended to the following models: (7) where i = 1, . . . , I , j = 1, . . . , J , k = 1, . . . , K , l = 1, . . . , L, and n = 1, . . . , G. In these models, α A in and α B jn represent the effects of A and B, respectively. We can also consider some models with only one interaction terms between M * 1 and M * 2 . The other test procedures described previously can be similarly extended.
