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Abstract. The focus of this paper is on Ahlfors Q-regular compact
sets E ⊂ Rn such that, for each Q − 2 < α ≤ 0, the weighted measure
µα given by integrating the density ω(x) = dist(x,E)
α yields a Mucken-
houpt Ap-weight in a ball B containing E. For such sets E we show the
existence of a bounded linear trace operator acting from W 1,p(B,µα)
to Bθp,p(E,H
Q|E) when 0 < θ < 1 −
α+n−Q
p
, and the existence of a
bounded linear extension operator from Bθp,p(E,H
Q|E) to W
1,p(B,µα)
when 1 − α+n−Q
p
≤ θ < 1. We illustrate these results with E as the
Sierpin´ski carpet, the Sierpin´ski gasket, and the von Koch snowflake.
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1. Introduction
The Sobolev classes W 1,p(Ω), with Ω a Euclidean domain, are associated
with (potentially degenerate) elliptic partial differential equations related
to a strongly local Dirichlet form. In considering Dirichlet boundary value
problems on a Euclidean domain in Rn related to elliptic differential opera-
tors, solutions are known to exist if the prescribed boundary datum, namely
a function that is given on the boundary of the domain, arises as the trace of
a Sobolev function that is defined on the domain. The works of Jonsson and
Wallin [JW, JW2] identify certain Besov spaces of functions on a compact
d-set as traces on that set of Sobolev functions on Rn. Here, a set is a d-set
if it is Ahlfors d-regular, namely, Hd(B(x, r)) ≃ rd whenever x is a point
in that set and r > 0 is no larger than the diameter of that set. If Ω is a
bounded Lipschitz domain in Rn, then its boundary is an (n − 1)-set. It
The second author was partially supported by grant DMS #1800161 from the National
Science Foundation (U.S.A.). Both authors also acknowledge a great debt to the custodial
staff at the University of Cincinnati who maintained the facilities during these difficult
times; this debt can never be adequately repaid.
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was shown in [JW, Page 228] that the trace of W 1,p(Rn) in a d-set E ⊂ Rn
is the Besov space B
1−(n−d)/p
p,p (E). Thus for each p > 1 a specific value of
θ = 1 − n−dp was chosen amongst all possible values of 0 < θ < 1 for which
the Besov space Bθp,p(E) is identified with the Sobolev space W
1,p(Rn).
On the other hand, [B2S, Theorem 1.1] tells us that each compact dou-
bling metric measure space Z is the boundary of a uniform space (a locally
compact non-complete metric space that is a uniform domain in its comple-
tion) Xε and that for each choice of p > 1 and 0 < θ < 1 there is a choice of
a doubling measure µβ, β = β(θ), on the uniform space such that B
θ
p,p(Z)
is the trace space of the Newton-Sobolev class N1,p(Xε, µβ). The measures
µβ are obtained as weighted measures, that is, dµβ(x) = ωβ(x) dµ(x) for
some underlying measure µ on Xε. With this perspective in mind, it is then
natural to ask whether, given p > 1 and 0 < θ < 1, there is a weighted mea-
sure µα on R
n, with α depending perhaps on θ and p, such that Bθp,p(E, ν)
is the trace space of the weighted Sobolev class W 1,p(Rn, µα). Here ν is
the Hausdorff measure on E of dimension dimH(E). There is evidence for
this to be plausible, see for example [Ma] where E was considered to be the
boundary of a uniform domain. The paper [Ba, Theorem 1.5] identified each
Bθp,p(∂Ω), 1 < p < ∞, 0 < θ < 1, with certain weighted Sobolev classes of
functions on the Lipschitz domain Ω ⊂ Rn, while the papers [DFM1, DFM2]
consider the case of p = 2 with Rn \E a domain satisfying a one-sided NTA
domain condition. In this note we do not assume that Rn \ E is a domain
(the example of E being a Sierpin´ski carpet does not have its complement
in R2 be a domain) nor do we restrict ourselves to the case of p = 2. Indeed,
when n ≥ 3, in considering Rn, the choice of p = n is related to the quasi-
conformal geometry of Rn \E. In many cases, including the three examples
considered here as well as the setting considered in [Ma, DFM1, DFM2], the
weight ωβ(x) ≃ dist(x,E)
β .
In this paper we expand on this question and study the following setting.
With 0 < Q < n, let E ⊂ Rn be an Ahlfors Q-regular compact set with
diam(E) ≤ 1, and B be a ball in Rn such that E ⊂ 12B. We also assume that
for each α ≤ 0 there is a measure µα on B such that whenever α+n−Q > 0
and x ∈ E, and 0 < r < 2 such that r > dist(x,E)/9, the comparison
µα(B(x, r)) ≃ r
n+α holds. We also assume that the ball B, equipped with
the Euclidean metric d and the measure µα, is doubling. Furthermore, we
assume that for each p > 1 there exists such α so that µα supports a p-
Poincare´ inequality. We prove the following two theorems in this paper. In
what follows, ν = HQ|E and for each real number α there is a Borel regular
measure µα on R
n that is absolutely continuous with respect to the Lebesgue
measure m and satisfying µα(B(x, r)) ≃ r
n+α when x ∈ E and 0 < r ≤ 10.
Theorem 1.1. Let p > 1 and 0 < θ < 1 such that pθ < 1. Let α ≤ 0 such
that α+n−Q > 0 and θ < 1− α+n−Qp such that µα is doubling and supports
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a p-Poincare´ inequality. Then there is a bounded linear trace operator
T : N1,p(B,µα)→ B
θ
p,p(E, ν)
such that Tu = u|E when u is a Lipschitz function on B.
Theorem 1.2. Let p > 1 and 0 < θ < 1, and let α ≤ 0 such that α+n−Q >
0 and θ ≥ 1− α+n−Qp . Then there is a bounded linear extension operator
S : Bθp,p(E, ν)→ N
1,p(B,µα)
such that if u is a Lipschitz function on E, then Su is a Lipschitz function
on B with u = Su|E.
As one might note above, there is a lack of sharpness in the range of allow-
able θ in Theorem 1.1, which then prevents us from identifying Bθp,p(E, ν)
as the trace space of N1,p(B,µα) when θ = 1−
α+n−Q
p . This hurdle is over-
come if E is the boundary of a uniform domain, as shown by Maly´ in [Ma],
see also [DFM1]. We do not know whether we can take θ = 1 − α+n−Qp in
Theorem 1.1.
In this note we also show that the fractals such as the standard Sierpin´ski
carpet, the standard Sierpins´ki gasket, and the von Koch snowflake curve
in R2 satisfy the conditions imposed on the set E above, with n = 2. For
such sets, the measure µα is a weighted Lebesgue measure given in (1)
below. The trace and extension theorems for the example of the von Koch
snowflake curve follow from the work of [Ma] once a family of measures µα,
0 ≥ α > −β0 for a suitable β0 are constructed and shown to satisfy the
hypotheses of [Ma, Theorem 1.1]. We do this construction in Section 4.
We show also that for the Sierpin´ski carpet and the Sierpin´ski gasket, this
weight ω(x) = dist(x,E)α is a Muckenhoupt Aq-weight for each q > 1 when
α+ 2 > Q, where Q is the Hausdorff dimension of the fractal set. Observe
that if a weight is an Aq-weight, then the associated weighted measure is
doubling and supports a q-Poincare´ inequality. However, not all weights that
give a doubling measure supporting a q-Poincare´ inequality are Aq-weights,
see the discussion in [HKM].
Another interesting nonlocal space is the so-called Haj lasz space, see for
example [HM, H–]. In [HM, Theorem 9] it is shown that if Ω ⊂ Rn satisfies
an A(c)-condition (a porosity condition at the boundary), then the trace
of Sobolev spaces W 1,p(Ω) are Haj lasz spaces of functions on E when E
is equipped with an appropriately snow-flaked metric and a doubling Borel
measure. We refer the interested reader to [JW, JW2, Bes, Maz, KSW, Ba,
HM] for more on Sobolev spaces and Besov spaces of functions on Euclidean
domains and sets, to [GKS, GKZ, Ma] for more on Besov spaces of functions
on subsets of certain metric measure spaces, but this is not an exhaustive
list of papers on these topics in the current literature.
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2. Background
In this section we describe the notions used throughout this note. With
0 < Q < n, let E ⊂ Rn be an Ahlfors Q-regular compact set with diam(E) ≤
1 and let B be a fixed ball in Rn such that E ⊂ 12B. We set ν = H
Q|E . We
also consider the measure µα, obtained as a weighted measure with respect
to the Lebesgue measure on Rn as in [HKM], namely dµα(x) = ω(x) dm(x)
with m the canonical Lebesuge measure on Rn.
There are two basic function spaces under consideration here: the weighted
Sobolev space W 1,p(B,µα) and the Besov space B
θ
p,p(E, ν) with 1 < p <∞.
Recall from [HKM] that a function f ∈ Lp(B,µα) is in the weighted Sobolev
space W 1,p(B,µα) if f has a weak derivative ∇f : B → R
n such that
|∇f | ∈ Lp(B,µα). It was shown in [HKM] that when µα is doubling and
satisfies a p-Poincare´ inequality near on B, then W 1,p(B,µα) is a Banach
space. Here, W 1,p(B,µα) is equipped with the norm
‖f‖N1,p(B,µα) := ‖f‖Lp(B,µα) + ‖|∇f |‖Lp(B,µα).
Recall that µα is doubling on B if there is a constant C ≥ 1 such that
whenever x ∈ B and 0 < r ≤ 10,
µα(B(x, 2r)) ≤ C µα(B(x, r)),
and we say that µα supports a p-Poincare´ inequality on B if there is a
constant C > 1 such that whenever f is in W 1,p(B,µα) and B0 is a ball
with B0 ∩B 6= ∅ and rad(B0) ≤ 10, then∫
B0
|f − fB0 | dµα ≤ Crad(B0)
(∫
B0
|∇f |p dµα
)1/p
.
Here
fB0 :=
∫
B0
f dµα =
1
µα(B0)
∫
B0
f dµα.
A function u ∈ Lp(E, ν) is in the Besov space Bθp,p(E, ν) for a fixed 0 < θ < 1
if
‖u‖p
Bθp,p(E,ν)
:=
∫
E
∫
E
|u(y)− u(x)|p
d(x, y)θpν(B(x, d(x, y)))
dν(y) dν(x)
is finite.
The next two notions are related to the specific examples considered in
this paper. Information about Muckenhoupt weights can be found for ex-
ample in [MW1, MW2, HKM], while information about uniform domains
can be found for example in [MS, HrK, BS]; these example references barely
scratch the surface of the current literature on these topics and therefore
should not be considered to be even an almost exhaustive list.
Definition 2.1. For p > 1, a weight ω : Rn → [0,∞) is said to be a Muck-
enhoupt Ap-weight near B if ω is a locally integrable function such that
sup
B0
(
1
m(B0)
∫
B0
ωdm
)(
1
m(B0)
∫
B0
ω
− qpdm
)p
q
<∞
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where 1p +
1
q = 1, and B0 ranges over balls in R
n intersecting B with
rad(B0) ≤ 10. In this case we write ω ∈ Ap.
Definition 2.2. A domain Ω ⊂ Rn is said to be a uniform domain if Ω 6= Rn
and there is a constant A ≥ 1 such that for each distinct pair of points x, y ∈
Ω there is a curve γ in Ω with end points x, y with length ℓ(γ) ≤ Ad(x, y)
and min{ℓ(γz,x), ℓ(γz,y)} ≤ A dist(z, ∂Ω) whenever z is a point on γ. Here
γz,y denotes each subcurve of γ with end points z, y.
3. The Carpet and Gasket examples
In this section we first consider the weighted measure corresponding to
the weight ωα(x) = dist(x,S)
α, with S the standard Sierpin´ski carpet with
outer perimeter ∂[0, 1]2. We will show that when α > Q−2 = log(8)log(3) −2, the
weighted measure is doubling. We also show that if in addition p > α+2−Q2−Q ,
then the weight is a Muckenhoupt Ap-weight.
For α ∈ R, we define a Borel measure µα with density ωα(x) = dist(x,S)
α
outside of S. That is, for Borel sets A ⊂ R2 we have
µα(A) =
∫
A
dist(x,S)αdx. (1)
Note that S has Lebesgue measure zero. We now investigate for which values
of α the measure µα is doubling.
Notation. The carpet S can be written as [0, 1]2\
⋃
iHi where the collection⋃
iHi consists of pairwise disjoint open squares Hi ⊂ [0, 1]
2. We call the
open squares Hi holes. Each hole has sidelength 3
−k for some k ∈ N. If the
sidelength of a hole H is 3−k, then we say H belongs to generation k. For
each k ∈ N there are 8k−1 holes in generation k.
Lemma 3.1. Let H be a hole in generation k. If α > −1, then µα(H) =
cα3
−k(α+2) where cα = 8(α+1)(α+2)2
−(α+2) . Otherwise, µα(H) =∞.
Proof. By symmetry, we have
µα(H) = 8
∫ 2−13−k
0
∫ x
0
yαdydx.
If α ≤ −1, then µα(H) is infinite. Otherwise, we have α+ 1 > 0 and so
µα(H) =
8
α+ 1
∫ 2−13−k
0
xα+1dx =
8 · 2−(α+2)
(α+ 1)(α+ 2)
(3−k)α+2 = cα3−k(α+2).

For our analysis we use squares instead of Euclidean balls. For x ∈ R2
and s > 0, we set
S(x, s) = {y ∈ R2 : ‖x− y‖∞ <
s
2},
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the open square in R2 centered at x with sidelength s. For τ > 0, we set
τ S(x, s) = S(x, τs) and estimate µα(S(x, s)). To do this, we introduce
families of squares that have easy to compute µα mass. For k ∈ N, let
Sk be the set of (open) squares of the form S(x, 3−k) with x of the form
((m+ 12)3
−k, (n+ 12)3
−k) with m,n ∈ Z.
Lemma 3.2. Let S = S(x, s) ∈ Sk and α > log(8)log(3) − 2. If 9S ∩ S 6= ∅, then
µα(S) ≃ s
α+2. Otherwise, µα(S) ≃ s
2d(x,S)α. In particular, if c > 9 is the
smallest integer such that cS ∩ S 6= ∅, then µα(S) ≃ c
αsα+2
Observe that when α > log(8)log(3) − 2, we automatically have α > −1.
Proof. For α = 0 the claim is clear, so we assume that α 6= 0 for the
remainder of the proof. Note that s = 3−k as S ∈ Sk. First suppose that
9S ∩S 6= ∅. We examine three cases: (i) 3k(S ∩S) is isometric to the carpet,
(ii) S is a hole as above, or (iii) neither of these cases.
Case (i): Using Lemma 3.1, we compute µα(S) exactly. For each j ∈ N0,
we see that S contains 8j holes of generation k + j + 1. By assumption,
3α+2 > 8. As S is a scaled copy of the carpet, it follows from Lemma 3.1
that
µα(S) =
∞∑
j=0
8jcα(3
α+2)−k−j−1 = cα(3α+2)−k−1
∞∑
j=0
8j3−j(α+2)
= cα3
−k(α+2) 1
3α+2 − 8
=
(
cα
3α+2 − 8
)
sα+2.
Case (ii): In this case S is a hole in generation k, so by Lemma 3.1 we
have that µα(S) = cαs
α+2.
Case (iii): First assume that α < 0. From our choice of Sk, in this case
we must have that S ∩ S = ∅. It is clear that if H is a hole of generation
k and ι : S → H is an isometry given by translation, then for all y ∈ S we
have d(y,S) ≥ d(ι(y),S). As α < 0, it follows that d(y,S)α ≤ d(ι(y),S)α
and so µα(S) ≤ µα(H) ≃ s
α+2. On the other hand, 9S ∩ S 6= ∅, so d(y,S) ≤
11 · 3−k = 11s for all y ∈ S. Hence, as α < 0 we have d(y,S)α ≥ (11s)α. It
follows that
µα(S) ≥
∫
S
(11s)α = 11αsα+2.
If α > 0 instead, then the lower and upper bounds above are reversed but
the conclusion is the same.
Now suppose that 9S∩S = ∅. It follows that d(x,S) ≥ 3s. Then, if y ∈ S,
we have
1
3d(x,S) ≤ d(x,S)− s ≤ d(y,S) ≤ d(x,S) + s ≤ 2d(x,S).
The result follows immediately.
For the last part of the lemma, if c > 9 is the smallest integer such that
cS ∩ S 6= ∅, then d(x,S) ≃ cs and so µα(S) ≃ c
αsα+2. 
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We now use Lemma 3.2 to prove the same result for general squares.
Lemma 3.3. Let S = S(x, s) with s ≤ 9. Let α > log(8)log(3) − 2. If 9S ∩ S 6= ∅,
then µα(S) ≃ s
α+2. Otherwise, µα(S) ≃ s
2d(x,S)α. In particular, if c > 9
is the smallest integer such that cS ∩ S 6= ∅, then µα(S) ≃ c
αsα+2
Proof. The proof that if 9S ∩ S = ∅, then µα(S) ≃ s
2d(x,S)α is the same
as in Lemma 3.2. For the first part of the statement of the lemma, suppose
that 9S ∩ S 6= ∅. Let k ∈ N be the smallest integer with 3−k < s. As
s ≤ 9 we have s
3−k
≤ 3. It follows that there is a subset {Si}i∈I ⊆ Sk with
S ⊆ ∪i∈ISi and |I| ≤ 25. Write Si = S(xi, sk) with sk = 3−k. For each Si
we have
d(xi,S) ≤ sk + s+ d(x,S)
and, as sk ≃ s and d(x,S) ≃ s, there is a constant a > 0 independent of i
and S such that aSi∩S 6= ∅ for each i ∈ I. Hence, we may apply Lemma 3.2
to each Si (with different squares Si potentially falling into different cases of
Lemma 3.2) and conclude that µα(Si) ≃ s
α+2. Hence, as |I| ≤ 25 we have
µα(S) . s
α+2.
For the lower bound, we again choose the smallest integer k with 3−k < s
and then note that there is a square S′ ∈ Sk+2 with S′ ⊆ S. An argument
similar to the above shows us that µα(S
′) ≃ sα+2, and so µα(S) & sα+2. 
We now show that µα is doubling for small squares.
Lemma 3.4 (Doubling). Let S = S(x, s) be a square such that s ≤ 9. Then,
µα(3S) . µα(S).
Proof. First suppose that 27S ∩ S = ∅. Then, by Lemma 3.3 we know that
µα(3S) ≃ (3s)
2d(x,S)α and µα(S) ≃ s
2d(x,S)α.
Now, suppose that 27S ∩ S 6= ∅. Then, by Lemma 3.3, we know that
µα(3S) ≃ (3s)
α+2. We also see from Lemma 3.3 that µα(S) ≃ s
α+2 (either
3S ∩ S 6= ∅, or we have c ≤ 27 in the last part of the statement of Lemma
3.3). 
Note that q = pp−1 . We investigate conditions that guarantee that the
weight ωα given by ωα(x) = dist(x,S)
α is in the Muckenhoupt class Ap. It
is clear that in the definition of Ap we may replace the use of balls B with
that of squares S.
Lemma 3.5 (Ap weights). The function ωα(x) = dist(x,S)
α is a Mucken-
houpt Ap-weight near B when
log(8)
log(3) − 2 < α < (p− 1)(2 −
log(8)
log(3)).
Proof. Let log(8)log(3) − 2 < α < (p − 1)(2 −
log(8)
log(3)). Let S = S(x, s) be a square
with s < 9. First, assume that 9S ∩ S 6= ∅. Then, by Lemma 3.3,
1
m(B)
∫
B
ωαdm .
1
s2
sα+2 = sα.
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We see qp =
1
p−1 . As −
α
p−1 >
log(8)
log(3) − 2, by Lemma 3.3 we have(
1
m(B)
∫
B
ω
− qp
α dm
)p
q
=
(
1
m(B)
∫
B
dist(x,S)
− αp−1 dx
)p−1
.
(
1
s2
s
− αp−1+2
)p−1
= s−α.
It follows that the Ap bound holds for these squares for α in the above range.
If, instead, we have 9S ∩ S = ∅, then with α in the same range we have
1
m(B)
∫
B
ωαdm .
1
s2
s2 dist(x,S)α = dist(x,S)α
and (
1
m(B)
∫
B
ω
− qp
α dm
)p
q
=
(
1
m(B)
∫
B
dist(x,S)
− αp−1 dx
)p−1
.
(
1
s2
s2 dist(x,S)
− αp−1
)p−1
= dist(x,S)−α.
It again follows that for log(8)log(3) − 2 < α < (p − 1)(2 −
log(8)
log(3)) the Ap bound
holds. 
Now, let G denote the Sierpin´ski gasket for which the points (0, 0), (1, 0),
and (12 ,
√
3
2 ) are the vertices of its boundary triangle. Consider the measures
µ′α(A) =
∫
A
dist(x,G)αdx.
As for the carpet, for the correct values of α the measures µ′α are doubling
and the functions dist(x,G)α are Ap weights. The argument for this is
similar, and we summarize the differences below.
First, squares are no longer the natural objects for integration. Instead,
it is easier to work with equilateral triangles. The grids Sk are replaced by
grids of equilateral triangles with side lengths 2−k. If T = T (x, s) is such
a triangle (centered at x with side length s), then for α > log(3)log(2) − 2 we
can estimate µ′α(T ) as in Lemma 3.2. For grid triangles far from the gasket
relative to their side lengths, the estimate µ′α(T ) ≃ s2 dist(x,G)α still holds.
For grid triangles near the gasket relative to their side length but which are
neither holes nor scaled versions of the gasket, the estimate µ′α(T ) ≃ s2+α
still holds by comparison with µ′α(H) for hole-triangles H. For a single hole
triangle T with side length s = 2−k, we have
µ′α(T ) = 6
∫ s/2
0
∫ x/√3
0
yαdydx ≃ sα+2.
For triangles T = T (x, s) where T ∩ G is a scaled copy of the gasket, we
see that if s = 2−k then for each j ∈ N0, the triangle T contains 3j hole
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triangles of side length 2−k−j−1. Hence, in this case
µ′α(T ) ≃
∞∑
j=0
3j2(−k−j−1)(α+2) ≃ sα+2
where the series is finite as 2α+2 > 3.
As in Lemma 3.3, one again estimates the µ′α measure of arbitrary trian-
gles from the grid triangles. Once this is done, the doubling property and
Ap weight condition are as before. For the function dist(x,G)
α to be an Ap
weight, we require log(3)log(2) − 2 < α < (p − 1)(2−
log(3)
log(2) ).
4. The von Koch snowflake curve
In this section we consider the von Koch snowflake curve K (with an
equilateral triangle with side-lengths 1 as a “zeroth” iteration) that is the
boundary of the von Koch snowflake domain. We will show that Ω will
satisfy the hypotheses of our paper with K playing the role of E and the
ball B replaced by Ω. However, in this case we obtain a sharper result by
combining the results of [BS] with [Ma, Theorem 1.1] to obtain the full range
0 < θ ≤ 1− α+n−Qp in Theorem 1.1.
From [Ah, Theorem 1] we know that the snowflake curve is a quasicircle.
Therefore, from [MS, Theorem 2.15] or [Hr, Theorem 1.2] it follows that the
von Koch snowflake domain is a uniform domain; this sets us up to use the
results of [BS].
Definition 4.1 (Definition 2.6 in [BS]). Let Ω ⊂ Rn be a domain and β > 0.
We say that Ω satisfies a local β-shell condition if there is a constant C > 0
such that for all x ∈ Ω and 0 < ρ ≤ r ≤ diam(Ω) we have
m({y ∈ B(x, r) ∩ Ω : δΩ(y) ≤ ρ}) ≤ C
(
ρ
r
)β
m(B(x, r) ∩ Ω) (2)
where δΩ(y) = dist(y, ∂Ω). Recall here thatm is the n-dimensional Lebesgue
measure on Rn.
Definition 4.2. We say that Ω satisfies a strong local β-shell condition if
it satisfies a local β-shell condition and in addition,
m({y ∈ B(x, r) ∩ Ω : δΩ(y) ≤ ρ}) ≃
(
ρ
r
)β
m(B(x, r) ∩ Ω) (3)
whenever x ∈ ∂Ω and 0 < ρ ≤ r ≤ diam(Ω).
By [BS, Lemma 2.7], if Ω ⊂ Rn is a bounded domain that satisfies the
above local β-shell condition for some β > 0, then for all α > −β the
measure dµα(y) = δΩ(y)
αdm(y) is doubling on Ω. Combining this with [BS,
Theorem 4.4] and noting that the Newton-Sobolev space discussed there
is the same as the standard Sobolev space W 1,p(R2) in our setting (see
for example [H–]) tells us that when Ω is the von Koch snowflake domain,
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the metric measure space (Ω, d, µα) is doubling and supports a 1-Poincare´
inequality. Here d is the Euclidean metric. Moreover, with ν = HQ|K where
Q is the Hausdorff dimension of K, we would also have that ν(B(x, r)) ≃ rQ
whenever x ∈ K and 0 < r ≤ 10.
Lemma 4.3. Suppose that Ω ⊂ Rn a bounded domain that satisfies a strong
local β-shell condition for some β > 0 and that K = ∂Ω is Ahlfors Q-regular
for some n > Q > 0. For −β < α ≤ 0 we set µα to be the measure on Ω
given by dµα(y) = δΩ(y)
α dm(y). Moreover, assume that for each x ∈ K
and 0 < r ≤ 10 we have m(B(x, r) ∩ Ω) ≃ rn. Then whenever 0 < r ≤ 10
and x ∈ K, we have
µα(B(x, r) ∩ Ω) ≃ r
n+α−QHQ(B(x, r) ∩K).
Proof. Fix x ∈ K and 0 < r ≤ 10, and without loss of generality assume
that α < 0. Then by the Cavalieri principle,
µα(B(x, r) ∩Ω) =
∫
B(x,r)∩Ω
1
δΩ(y)|α|
dm(y)
=
∫ ∞
0
m({y ∈ B(x, r) ∩ Ω : δΩ(y)
−|α| > t}) dt
≃
∫ M
0
Crn dt+
∫ ∞
M
m({y ∈ B(x, r) ∩ Ω : δΩ(y) < t
−1/|α|}) dt
where M = r−|α| > 0. Note that as β < α < 0, we have β/|α| > 1. Using
M = r−|α| and the local shell property, we obtain
µα(B(x, r) ∩ Ω) ≃ r
n−|α| +
∫ ∞
M
(
1
t1/|α|r
)β
rn dt
≃ rn+α + rn−βM1−β/|α| ≃ rn+α.
Since HQ(B(x, r) ∩K) ≃ rQ, the conclusion follows. 
Hence if the von Koch snowflake domain satisfies a strong local β-shell
condition, then (Ω, µα) is doubling and supports a 1-Poincare´ inequality
when α > −β, and in addition from Lemma 4.3 we know that ν = HQ|K
is 2 + α−Q-codimension regular with respect to µα, and so by [Ma, Theo-
rem 1.1] the conclusions of Theorem 1.1 and Theorem 1.2 hold for the von
Koch domain and its boundary.
In light of the above discussion, it only remains to verify the strong local
β-shell condition for Ω for the choice of 0 < β = β0 := 2−
log(4)
log(3) = 2−Q.
For each non-negative integer n, let Kn denote the n-th iteration of the
von Koch snowflake, so Kn consists of 3 · 4
n line segments of length 3−n.
Let x ∈ Ω, 0 < r < 12 , and choose a non-negative integer k such that
3−k−1 ≤ 2r < 3−k. For 0 < ρ < r choose a non-negative integer j such that
3−k−j−1 ≤ ρ < 3−k−j , and so ρ ≃ 3−jr.
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There is a constant M , independent of x and r, such that the number of
the line segments in Kk+1 intersecting B(x, 2r) is at most M , for the set of
endpoints of the segments of Kk+1 are 3
−k−1-separated and r ≃ 3−k−1.
For m ∈ N, let Am be the bounded component of R
2 \ Km. Clearly
Am ⊂ Am+1. Moreover,
m({y ∈ Ω : δΩ(y) ≤ ρ}∩B(x, r)) ≃ m({y ∈ Ak+j+1 : δΩ(y) ≤ ρ}∩B(x, r)).
Also, each line segment L of length 3−k−1 that makes up the construction
of Kk+1 is modified j times to obtain the set Kk+j+1 by replacing L with
4j number of line segments, each of length 3−j−k−1. If ℓ is one of these line
segments, then
m({y ∈ Ak+j+1 : dist(y, ℓ) ≤ δΩ(y) ≤ ρ}) ≃ ρ
2,
and therefore
m({y ∈ Ak+j+1 : δΩ(y) ≤ ρ} ∩B(x, r)) .M × 4
j × ρ2,
with . actually being ≃ if x ∈ K. From the fact that ρ ≃ 3−jr, it follows
that
m({y ∈ Ω : δΩ(y) ≤ ρ} ∩B(x, r)) .
(
4
9
)j
r2 ≃
(
4
9
)j
m(B(x, r) ∩Ω),
again with . actually being ≃ if x ∈ K. Set β0 = 2 −
log(4)
log(3) = 2 − Q and
observe that ρ/r ≃ 3−j . Then we have that(
4
9
)j
=
(
3−j
)β0 ≃ (ρ
r
)β0
as desired, proving that the snowflake domain satisfies the strong β0-shell
condition.
5. Trace of weighted Sobolev functions are in Besov spaces,
or how the surrounding leaves a mark on subsets
The goal of this section is to study trace of N1,p(B,µα) on the set E and
relate it to the Besov classes Bθp,p(E, ν) and prove Theorem 1.1. We recall
the setting considered here (see the introduction for more on this).
With 0 < Q < n, let E ⊂ Rn be an Ahlfors Q-regular compact set with
diam(E) ≤ 1. Let B be a ball in Rn such that E ⊂ 12B. We also assume that
for each α ≤ 0 there is a measure µα on B such that whenever α+n−Q > 0
and x ∈ B, and 0 < r < 2 such that r > dist(x,E)/9, the comparison
µα(B(x, r)) ≃ r
n+α holds. We also assume that the ball B, equipped with
the Euclidean metric d and the measure µα, is doubling and supports a
q-Poincare´ inequality for each q > 1.
Lemma 5.1. Suppose that B is a ball in Rn such that E ⊂ 12B, where E is
compact and is Ahlfors Q-regular. Let µα be as in (1) such that ν = H
Q|E
is α + n − Q-codimensional with respect to µα. Suppose that γ > 0 such
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that γ ≥ α + n − Q. Then there is a constant C > 0 such that whenever
h ∈ L1loc(R
n, µα), we have for all t > 0,
ν({Mγh > t}) ≤
C
t
∫
B
hdµα,
whereMγ is the fractional Hardy-Littlewood maximal function operator given
by
Mγh(x) = sup
rad(B)≤1,x∈B
rad(B)γ
∫
B
hdµα.
Proof. This is a variant of the standard proof, the variant being that the
measure with respect to which the maximal operator functions, µα, is not
the same as the measure ν with respect to which the superlevel sets are
measured. For this reason we give the complete proof here.
Let t > 0 and set Et := {x ∈ E : Mγh(x) > t}. Then for each x ∈ Et
there is a ball Bx of radius rx > 0 such that x ∈ Bx and
rγx
∫
Bx
hdµα > t.
It follows that
ν(E ∩Bx) ≃ r
Q
x <
r
γ+Q−(α+n)
x
t
∫
Bx
hdµα.
Recalling that α + n > Q, we set η = γ − (α + n − Q). Then η ≥ 0. The
balls Bx, x ∈ Et, cover Et. Therefore, by the 5-covering theorem (which is
applicable here to E as ν is doubling on E), we obtain a pairwise disjoint
countable subfamily of balls Biwith radii ri such that Et ⊂
⋃
i 5Bi. Then
ν(Et) ≤
∑
i
ν(5Bi) ≤ C
∑
i
rQi ≤
C
t
∑
i
rηi
∫
Bi
hdµα ≤
C
t
∑
i
∫
Bi
hdµα
≤
C
t
∫
B
hdµα,
where we have used the facts that ri ≤ 1, η ≥ 0, and that the balls Bi are
pairwise disjoint. 
Lemma 5.2. Suppose that 0 ≤ g ∈ Lp(B,µα) where B is the ball as in
Lemma 5.1 and 1 < p <∞. Fix 1 ≤ q < p. Then∫
E
(Mγ(g
q))p/q dν ≤ C
∫
B
gp dµα.
Proof. Recall from the Cavalieri principle that∫
E
(Mγ(g
q))p/q dν =
p
q
∫ ∞
0
t
p
q−1ν({Mgq > t}) dt.
For t > 0, we can write gq = G1 +G2, where
G1 = g
qχ{gq≤t/2}, G2 = gqχ{gq>t/2}.
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Then
Mγg
q ≤MγG1 +MγG2 ≤
t
2
+MγG2.
As Mγg
q(z) > t when z ∈ Et, it follows that {Mγg
q > t} ⊂ {MγG2 > t/2}.
Hence by Lemma 5.1,∫
E
(Mγg
q)p/q dν ≤
p
q
∫ ∞
0
t
p
q−1 ν({MγG2 > t/2}) dt
≤ C
∫ ∞
0
t
p
q−2
∫
B
G2 dµα dt
= C
∫ ∞
0
t
p
q−2
∫
B∩{gq>t/2}
gq dµα dt
=
∫ ∞
0
t
p
q−2
[
t
2
µα(B ∩ {g
q > t/2}) +
∫ ∞
t/2
µα(B ∩ {g
q > s}) ds
]
dt
= C1
∫ ∞
0
(t/2)
p
q−1µα(B ∩ {gq > t/2}) dt
+C
∫ ∞
0
∫ ∞
0
t
p
q−2χ(t/2,∞)(s)µα(B ∩ {gq > s}) ds dt
= C2
∫
B
gp dµα
+C
∫ ∞
0
(∫ ∞
0
t
p
q−2χ(0,2s)(t) dt
)
µα(B ∩ {g
q > s}) ds
= C2
∫
B
gp dµα + C3
∫ ∞
0
s
p
q−1µα(B ∩ {gq > s}) ds,
where we also used the Cavalieri principle and Tonelli’s theorem in obtaining
the last few lines above. By the Cavalieri principle again, we obtain the
desired result. 
Now we are ready to prove Theorem 1.1. For the convenience of the
reader, we state an expanded version of this theorem now.
Theorem 5.3. Let E be an Ahlfors Q-regular compact subset of 12B where
B is a ball in R2. Let p > 1 and 0 < θ < 1 be such that pθ < 1. Let α ≤ 0
be such that α + n − Q > 0 and θ < 1 − α+n−Qp . Then there exists C ≥ 1
and a linear trace operator
T : N1,p(B,µα)→ B
θ
p,p(E, ν)
with
‖Tu‖Bθp,p(E,ν) ≤ C ‖|∇u|‖Lp(B,µα)
and
‖Tu‖pLp(E,ν) ≤ C‖u‖N1,p(B,µα).
Moreover, if u ∈ N1,p(B,µα) is Lipschitz continuous in a neighborhood of
E, then Tu = u|E.
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Note that if pθ < 1, then we can always choose α ≤ 0 satisfying the
hypotheses of the above theorem. Moreover, if we only know that there
is a fixed α > Q − n such that µα is doubling and supports a p-Poincare´
inequality for some p > 1, then the conclusion of the above theorem holds
true as long as there exists 1 ≤ q < p such that µα supports a q-Poincare´
inequality and α+n−Q < q(1− θ). The support of a q-Poincare´ inequality
for some 1 ≤ q < p is guaranteed by the self-improvement property of
Poincare´ inequality, see [KZ, H–].
Proof. We first prove the above claim for Lipschitz functions in N1,p(B,µα).
As µα is doubling and supports a p-Poincare´ inequality, we know that Lip-
schitz functions are dense in N1,p(B,µα), and hence we get the estimates
for all functions in N1,p(B,µα). So, in the following we will assume that u
is Lipschitz continuous. It follows that every point in B is a µα-Lebesgue
point of u. We denote gu := |∇u|.
Let x, y ∈ E and set B0 = B(x, 2d(x, y)), and for positive integers k we
set Bk = B(x, 2
1−kd(x, y)) and B−k = B(y, 21−kd(x, y)). We also set rk =
rad(Bk) for k ∈ Z. Then by the following standard telescoping argument
and by the q-Poincare´ inequality, we obtain
|u(y)− u(x)| ≤
∑
k∈Z
|uBk − uBk+1 |
≤ C
∑
k∈Z
∫
2Bk
|u− u2Bk | dµα
≤ C
∑
k∈Z
rk
(∫
2Bk
gqu dµα
)1/q
= C
∑
k∈Z
r
1−γ/q
k
(
rγk
∫
2Bk
gqu dµα
)1/q
= C d(x, y)1−γ/q
∑
k∈Z
2−|k|(1−γ/q)
(
rγk
∫
2Bk
gqu dµα
)1/q
.
By assumption, we have pθ < 1. Hence we can choose α with Q−2 < α ≤ 0
such that pθ < p − (α + n − Q). Since α + n − Q > 0, we can choose
γ = α + n − Q in the above. Then the condition on α as described above
reads as pθ < p−γ, and so 0 < θ < 1−γ/p. Hence we can choose 1 < q < p
such that θ < 1− γ/q, whence by this choice of q we have that 1− γ/q > 0.
It follows that
∑
k∈Z 2
−|k|(1−γ/q) <∞, and so
|u(y)− u(x)| ≤ C d(x, y)1−γ/q
[
Mγg
q
u(x)
1/q +Mγg
q
u(y)
1/q
]
.
TRACES AND EXTENSIONS FOR WEIGHTED SOBOLEV SPACES 15
Hence, for 0 < θ < 1, we obtain
|u(y)− u(x)|p
d(x, y)θpν(B(x, d(x, y)))
≃
|u(y)− u(x)|p
d(x, y)Q+θp
≤ C d(x, y)
p−γq p−θp−Q
[
Mγg
q
u(x)
p/q +Mγg
q
u(y)
p/q
]
.
Therefore,
‖u‖p
Bθp,p(E,ν)
≤ C
∫
E
∫
E
d(x, y)
p−γq p−θp−Q
[
Mγg
q
u(x)
p/q +Mγg
q
u(y)
p/q
]
dν(x) dν(y)
= C [I1 + I2],
where
I1 =
∫
E
∫
E
d(x, y)
p−γq p−θp−QMγgqu(x)
p/q dν(x) dν(y)
I2 =
∫
E
∫
E
d(x, y)
p−γq p−θp−QMγgqu(y)
p/q dν(x) dν(y).
Thanks to Tonelli’s theorem, any estimate we obtain for I1 is valid also for
I2, so we consider I1 only next. Note that for x ∈ E,∫
E
d(x, y)
p−γq p−θp−Q dν(y) =
∞∑
j=0
∫
B(x,2−j)\B(x,2−j−1)
d(x, y)
p−γq p−θp−Q dν(y)
≤ C
∞∑
j=0
2
−j[p−γq p−θp−Q]2−jQ = C
∞∑
j=0
2
−jp[1−γq−θ].
As we had chosen 1 < q < p such that θ < 1− γ/q, it follows that the above
series is finite. Then we get from Lemma 5.2 that
I1 ≤ C
∫
E
Mγg
q
u(x)
p/q dν(x) ≤ C
∫
B
gpu dµα.
It then follows that
‖u‖Bθp,p(E,ν) ≤ C ‖gu‖Lp(B,µα) = C ‖|∇u|‖Lp(B,µα).
In the above computation, if we fix x ∈ E to be a µα–Lebesgue point of
u and consider only the balls Bk = B(x, 2
−k) for k ≥ 0, then we obtain
|u(x)| ≤ |u(x)− uB0 |+ |uB0 | ≤
∞∑
k=0
|uBk − uBk+1 |+C
∫
B
|u| dµα
≤
∞∑
k=0
rk
(∫
2Bk
gqu dµα
)1/q
+ C
(∫
B
|u|p dµα
)1/p
≤ C
∞∑
k=0
r
1−γ/q
k Mγg
q
u(x)
1/q + C
(∫
B
|u|p dµα
)1/p
= CMγg
q
u(x)
1/q + C
(∫
B
|u|p dµα
)1/p
.
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Therefore
|u(x)|p ≤ CMγg
q
u(x)
p/q + C
∫
B
|u|p dµα.
Integrating the above over E with respect to the measure ν and applying
Lemma 5.2 we obtain
‖u‖pLp(E,ν) ≤ C
∫
B
gpu dµα + CB
∫
B
|u|p dµα,
from which the claim now follows. 
6. Extension of Besov functions are in Sobolev spaces, or how
subsets influence their surroundings
In this section we show that we can extend functions from the Besov class
for E to Newtonian class for (R2, µα) by proving Theorem 1.2.
Since E is compact and E ⊂ 12B, we can construct a Whitney cover Bi,j,
i ∈ N and j = 1, · · · ,Mi, of B \ E. Such a cover is described in [HM,
Section 2] and in [H–, Proposition 4.1.15], where the construction did not
need the open set Ω to be connected, and so their construction is available
in our setting as well. We can ensure that with Bi,j = B(xi,j, ri,j) we have
ri,j = dist(xi,j , E) = 2
−i and that for each T ≥ 1 there exists NT ∈ N such
that for each i ∈ N,
Mi∑
j=1
χTBi,j ≤ NT . (4)
Let ϕi,j be a Lipschitz partition of unity subordinate to the cover Bi,j, that
is, each ϕi,j is 2
iC–Lipschitz continuous, 0 ≤ ϕi,j ≤ 1, supp(ϕi,j) ⊂ 2Bi,j
and ∑
i,j
ϕi,j = χB\E .
Moreover, there exist N1, N2 ∈ N such that if 2Bi,j and 2Bm,n intersect,
then |i−m| < N1 and there are at most N2 balls Bm,n satisfying the above
when i, j are fixed. For the convenience of the reader, we state an expanded
version of Theorem 1.2 below.
Theorem 6.1. With E, B, ν = HQ|E and 0 < Q < 2 as above, let p > 1
and 0 < θ < 1. We fix α ≤ 0 such that α+ n−Q > 0 and θ ≥ 1− α+n−Qp .
Then there is a constant C ≥ 1 and a linear extension operator
S : Bθp,p(E, ν)→ N
1,p(B,µα)
such that∫
B
|∇Su|p dµα ≤ C ‖u‖
p
Bθp,p(E,ν)
,
∫
B
|Su|p dµα ≤ C
∫
E
|u|p dν.
Moreover, if u is L-Lipschitz on E, then Su is CL-Lipschitz on B.
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Note that in the trace theorem, Theorem 5.3, we were not able to gain
control of
∫
E |Tu|
p dν solely in terms of
∫
B |u|
p dµα. The above extension
theorem however does allow us these separate controls.
Proof. From [B2S, Proposition 13.4] we know that Lipschitz functions are
dense in Bθp,p(E, ν) for each 0 < θ < 1 and p ≥ 1. We fix our attention on
p > 1 and 0 < θ < 1. We will first extend Lipschitz functions in Bθp,p(E, ν)
to N1,p(B,µα) and use this to conclude that every function in B
θ
p,p(E, ν)
has an extension lying in N1,p(B,µα). To this end, let u ∈ B
θ
p,p(E, ν) be
Lipschitz continuous, and for x ∈ B \E we set
Su(x) =
∑
i,j
u2Bi,j ϕi,j(x),
where u2Bi,j :=
∫
2Bi,j
u dν. We extend Su to E by setting Su(x) = u(x)
when x ∈ E. If x ∈ E and y ∈ Bi0,j0 , then
|Su(y)− u(x)| =
∣∣∣∣∑
i,j
[u2Bi,j − u(x)]ϕi,j(y)
∣∣∣∣
≤
∑
i,j
ϕi,j(y)
∫
2Bi,j
|u(w) − u(x)|dν(w)
≤
∑
i,j
ϕi,j(y)L 2
1−i ≤ CLd(y, x).
It follows that for each x ∈ E, we have
lim sup
r→0+
∫
B(x,r)\E
|Su(y)− u(x)|q dµα(y) = 0
for all 1 ≤ q <∞.
If x, y ∈ Bi0,j0, then by the properties of the Whitney cover listed above,
|Su(y)− Su(x)| =
∣∣∣∣∑
i,j
[u2Bi,j − u2Bi0,j0 ][ϕi,j(y)− ϕi,j(x)]
∣∣∣∣
≤
C d(y, x)
ri0
∑
i,j;2Bi,j∩Bi0,j0 6=∅
|u2Bi,j − u2Bi0,j0 |
≤
C d(y, x)
ri0
∑
i,j;2Bi,j∩Bi0,j0 6=∅
∫
2Bi,j
∫
2Bi0,j0
|u(w) − u(v)| dν(v) dν(w)
≤
C d(y, x)
ri0
∫
CBi0,j0
∫
CBi0,j0
|u(w) − u(v)| dν(v) dν(w) (5)
≤
C d(y, x)
ri0
2CLri0 ≤ C Ld(x, y). (6)
It follows that Su is CL-Lipschitz on B and hence is in N1,p(B,µα). It now
only remains to obtain norm bounds.
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Recall from [GKS, Theorem 5.2 and equation (5.1)] that
‖u‖p
Bθp,p(E,ν)
≃
∞∑
n=0
∫
E
∫
B(x,2−n)
|u(x)− u(y)|p
2−nθp
dν(y) dν(x). (7)
As E is Ahlfors Q regular for some Q < 2, it follows that H2(E) = 0, and
hence µα(E) = 0. Let z ∈ Bi0,j0 . Setting x = z and letting y → z, by
applying the Ho¨lder inequality to (5) we have that
LipSu(z)p =
(
lim sup
y→z
|Su(y)− Su(z)|
d(y, z)
)p
≤
C
rpi0
∫
CBi0,j0
∫
CBi0,j0
|u(w)− u(v)|p dν(v) dν(w)
=
C
2−i0(1−θ)p
∫
CBi0,j0
∫
CBi0,j0
|u(w) − u(v)|p
2−i0θp
dν(w) dν(v)
≤
C
2−i0(Q+(1−θ)p)
∫
CBi0,j0
∫
B(v,2k0−i0)
|u(w) − u(v)|p
2−i0θp
dν(w) dν(v),
where k0 is the smallest positive integer such that 2
k0 ≥ 2C; note that k0 is
independent of i0, j0, v. Here we also used the fact that ri0 ≃ dist(z,E) ≃
2−i0 . Integrating the above over Bi0,j0 , we obtain∫
Bi0,j0
LipSu(z)p dµα(z) =
∫
Bi0,j0
|∇Su(z)|p dµα(z)
≤ C 2−i0(α+2−Q−(1−θ)p)
∫
CBi0,j0
∫
B(v,2k0−i0 )
|u(w)− u(v)|p
2−i0θp
dν(w) dν(v).
Summing the above over j0 = 1, · · · ,Mi0 and noting by (4) that
∑Mj0
j=1 χCBi0,j ≤
NC with E ⊂
⋃Mi0
j=1 CBi0,j, and then summing over i0, we obtain∫
B
LipSu(z)p dµα(z)
≤ C
∞∑
i0=0
2−i0(α+2−Q−(1−θ)p)
∫
E
∫
B(v,2k0−i0)
|u(w) − u(v)|p
2−i0θp
dν(w) dν(v)
≤
∞∑
i0=0
∫
E
∫
B(v,2k0−i0)
|u(w) − u(v)|p
2−i0θp
dν(w) dν(v)
provided that α + n − Q − (1 − θ)p ≥ 0. So if α ≤ 0 is chosen such that
α+ n−Q > 0 and
θ ≥ 1−
α+ n−Q
p
,
then by (7) we have that∫
B
|∇Su|p dµα =
∫
B
LipSup dµα ≤ C ‖u‖
p
Bθp,p(E,ν)
.
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To complete the argument, we next obtain control of ‖Su‖Lp(B,µα). For
x ∈ Bi0,j0 ,
|Su(x)| =
∣∣∣∣ ∑
i,j:2Bi,j∩Bi0,j0 6=∅
ϕi,j(x)
∫
2Bi,j
u(y) dν(y)
∣∣∣∣
≤ C
∫
C0Bi0,j0
|u(y)| dν(y)
≤ C
(∫
C0Bi0,j0
|u(y)|p dν(y)
)1/p
.
Therefore∫
Bi0,j0
|Su(x)|p dµα(x) ≤ C µα(Bi0,j0)
∫
C0Bi0,j0
|u(y)|p dν(y)
≤ C 2−i0(α+n−Q)
∫
C0Bi0,j0
|u(y)|p dν(y).
As before, summing over j0 = 1, · · · ,Mi0 and then over i0 gives∫
B
|Su(x)|p dµα(x) ≤ C
∞∑
i0=0
2−i0(α+n−Q)
∫
E
|u(y)|p dν(y).
As α+ n−Q > 0, it follows that∫
B
|Su(x)|p dµα(x) ≤ C
∫
E
|u(y)|p dν(y)
as desired. 
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