Realizing the traffic volume at the present time is frequently one of the concerns that occupies the planners' minds in transportation. Knowing the current volume plays an important role in reflecting the performance of transportation system in the future. Traffic studies are based on observations and interpretations of the current circumstances .Since the present observations cannot be represented for the future status, it should be predicted by means of determined conditions. Annual Average Daily Traffic is one the measure to be used for the traffic volume, which has been mentioned in the codes. The fixed or non-fixed automated counters serve to count this volume. In Iran, Road Maintenance & Transportation Organization is responsible to count daily through different ways. In the present study, the data collected from the selected axes of Mazandaran Province was utilized to make a predictive model for traffic volume. It is fitted by data, linear and logarithmic regression models and also neural network model.
This Prediction of travelling rate was the primary data enjoying complexity in this present study. It has frequently been discussed on specifying how many travels occur in a particular region and condition whereas has been introduced new methods to predict it. Making model is the most important methods that are utilized by researchers' model to discover the specific relationships embedded in the data. The directly predictive techniques are those attempt to predict frequency volume as a model; for instance, mathematic model and indirect methods predict the demand for travelling by calling upon 4-level models in the traffic solutions.
The present study included 5 sections: the first section focused on intruding the study. Afterwards, the famous authors' works and related books were reviewed.
In section three, the researcher talks about the participants and instruments which were used in order to examine the hypotheses. In section four, making linear and logarithmic Regression models and neural network were called upon.
The closure to the study will be done by drawing conclusions.
Review of Related literature
It has been demanded so much about predicting the annual average daily traffic (AADT) (hence traffic volume is used instead) that is divided into two groups:
The first group is related to a series of researches that estimate the traffic volume at the present time and the second one is related to investigations that attempt to predict traffic volume; for instance, in1983Neveu 1 made use of population parameters such as : car ownership, number of households and number of professionals to predict traffic volume.in 1998,Mohammad and et al 2 utilized multiple regression .such as population, type of that route, accessibility to the similar routs and mileage of arterial routs in order to make model in estimating traffic volume.
In 2001, Zaho and Chang 3 generated a model consisting of multiple regressions by means of calculating the number of lines, land use, type of route and socioeconomic conditions. In 2000, Seaver 4 utilized the data collected from 80 regions of georgia states to estimate the traffic volume of the suburban routes. He employed 42 parameters of Principal Component Analysis to find the effective parameters; in the next step he used regression clustering to identify the similar groups and finally he find a model for each cluster of regression, which enjoys the most efficient traffic volume estimation.
METhoDoloGy
The proposed structure for model of estimating volume was demonstrated in the figure 1.As seen in this figure, at first we reviewed the previous studies and extracted the variables relating to traffic prediction and then structure of model by means of linear and logged regression would be used and finally investigated the model.
The term "regression" was coined by Francis galton in the nineteenth century to describe a biological phenomenon. The phenomenon was that the heights of descendants of tall ancestors are likely to regress down towards a normal average (a phenomenon also known as regression toward the mean). 5, 6 For galton, regression had only this biological meaning, 7 but his work was later extended by Udny Yule and Karl Pearson to a more general statistical context 8, 9 In the work of Yule and Pearson, the joint distribution of the response and explanatory variables is assumed to be gaussian. This assumption was diluted by R.A. Fisher in his works of 1922 and 1925. 8 Fisher assumed that the conditional distribution of the response variable is gaussian, but the joint distribution need not be 9
Regression Models are used for the intentions such as describing data, estimation of the parameters and prediction.
Regression models involve the following variables:
•
The unknown parameters, denoted as â, which may represent a scalar or a vector.
The independent variables, X. •
The dependent variable, Y.
In various fields of application, different terminologies are used in place of dependent and independent variables.
A regression model relates Y to a function of X and b.
...(1)
To carry out regression analysis, the form of the function f must be specified. Sometimes the form of this function is based on knowledge about the relationship between Y and X that does not rely on the data. If no such knowledge is available, a flexible or convenient form for f is chosen. Many techniques for carrying out regression analysis have been developed. Familiar methods such as simple linear regression. The adjective simple refers to the fact that this regression is one of the simplest in statistics. it is the most practical as like as multiple linear regression. Simple linear regression fits a straight line in such a way that minimalize the errors. The relationship 2 shows a linear function. y=a ± bx ... (2) In this relationship, a and b stand for constant and slope, respectively. In multivariable or combining linear regression can be represented in this general form:
In which x1, x2… xp-1 are independent variables, b0, b1… bp-1 are regression coefficients and µ stands for error. [10] 
linear Regression
Multiple linear regression attempts to model the relationship between two or more explanatory variables and a response variable by fitting a linear equation to observed data. Every value of the independent variable x is associated with a value of the dependent variable y.
...(4)
It is assumed that a logarithmic regression model the normal logarithm Yi follows a normal distribution with the mean µ and variance s^2. In other words, it is presumed that the given function follows a normal logarithmic distribution.
... (5) It is assumed that a logarithmic regression model the normal logarithm Yi follows a normal distribution with the mean µ and variance ó^2. In other words, it is presumed that the given function follows a normal logarithmic distribution.
The coefficients ² are linear regressions are calculated through least squares method. It is a classic model taken from a multiple linear relationship between log of dependent variable and predictor or independent variable q.
Neural Network
A neural network is introduced as multiple layers, which is consisted of multiple layers of neurons (including input, hidden or central and output) in a directed graph, with each layer fully connected to the next one.it is trained through a variety of algorithms to carry out various operations. The aim of the present study is applying neural network in non-linear regression, which it is the best alternative for performing such function of MLP networks.
The operations include network training, and then testing the network for training data and also non-training data. Solutions Strategies are used for making decision in line with the existing data in order to introduce the desirable outputs. The neural network does not need to follow specific operational rules whereas requiring a series of data to be trained itself. In order to make neural network models, we have utilized Matlab Software.
Making Model
Prediction of travelling rate is the firstline data used for traffic planning while enjoying a specific complexity. A variety of discussions which have frequently been revolving around specifying how many travels occur in a given region and particular conditions; also, various technique have been proposing on predicting travelling rate. Making model is the utmost techniques that discovers the determined relationships embedded into the present data.
Dependent and independent variables in model
In making model for predicting traffic volume, several variables are called upon. Such variables can be divided into the following classifications: 
• Environmental variables including land use, access to the available routs
The primary variables in this study include population, employment rate, number of students, fuel consumption, number of households, the number of sickbeds and the average income of the households. As a matter of fact, the data of the studied axes are collected by means of mechanical counting devices, which recorded in Mazandaran Province Road Maintenance & Transportation Organization and statistic yearbook for the studied axes over the past 5 years. Also it should be mentioned that the variables including number of households, average income of the households and the rate of employment have been omitted because of contradictions in their reports; hence, population, rate of employment, number of students and fuel consumption are the variables for the present study.
Correlation coefficient is a mathematical indication to describe the direction and value of a relationship between two variables. To test correlation, different coefficients are used, which simple Pearson correlation is one of them. The Pearson Correlation Test serves to select the most effective variable from other ones that are linearly and strongly correlated. For this reason, the volume of vehicle traffic has been viewed as a dependent variable and the others have been independent variables. We have employed SPSS software to make the linear model and conduct tests for its ability in processing data.
The volume of vehicle traffic is Y, population is X2, sickbeds is X3 and consumption (1000 cubic meters) is X4.
At first we have verified the normality of data after calculating the correlation between dependent variable with other variables by applying Sig coefficient, namely P-value.
In this phase of the study, the significant level for the test is .005 (this value is .005 or .001 in Pearson Test), the parameters being lower than this value can have a correlation with the dependent variable.
According to the significant level seen, correlation between traffic volume and consumption, sickbeds and population is lower than .005, but this is not taken place for employment rate, thus we omit this variable to proceed making model. And finally we have reached the desirable model as following:
V: volume of vehicle traffic Po: Population St: Student Hb: Number of sickbeds Fu: Consumption
Data collection
As a matter of fact, the data of the studied axes are collected by means of automated traffic counter, which recorded in Mazandaran Province Road Maintenance & Transportation Organization and statistic yearbook for the studied axes over the past 5 years; it is also available in the site of this organization.
Moreover, by hiring an observer to record traffic in a specified time, we have determined value of traffic volume and then it has been subtracted from the total traffic volume to produce a model based on volume of vehicle traffic from origin to destination. Several parameters being important in the traffic volume of the axes might not be included wholly due to the limitation in accessing to all of the data. In the present study, the socioeconomic features of origin and destination were not taken into considerations, such as population, number of sickbeds, students and fuel consumption to study on traffic, analyze the trend and predict the future conditions.
fig. 2: output
Sari to ghaemshahr axis ,as the second place in Iran's traffic volume in the suburban, a separated two-lane,22 kilometers, was selected. In fact the course of Sari to ghaemshahr was just taken into consideration in this study.
Babol to ghaemshahr axis was a separated two-lane highway to be investigated in this study but we just consider the course of Babol to ghaemshahr. This axis was 20 kilometers. Sari to Neka Axis was a separated twolane highway to be investigated. It was about 20 kilometers. We considered the course of Neka to Sari in this study. And the last axis to be investigated in this study was Babolsar to Babol that was about 20 kilometers and it was a separated two-lane highway.
4-3 Regression
Method is used for analyzing the relationships between independent variables to develop a dependent variable. This relationship follows a function. The form and type of the function is determined based on the precision of predictions and we select a function that shows minimum errors would be selected as a target function.
making a linear regression model
At first making a linear regression model was practiced on the data. The dependent data in This state is the two-way passing a specific point in a 24-hour period and we demonstrate the results in the following table. This table consists of variables of the model, coefficients-statistics and P-value, which are summary of statistics of the model. Also the confidence level for determining significance of the variables was 95%. Table 1 shows the model fitting results:
The following points mentioned in the table can be interpreted as:
Adjusted R square calculated from the model shows the linear proper relationship between the dependent variable and independent variables; in other words the model (variables with the calculated coefficients) is about 90 %of the dependent coefficient. Plus, it should be noted that the model was verified by the F-statistics. The general form of corresponds to relationship 6.
... (6) The ultimate form would be:
... (7) Making neural network Model
The input consists of population data, number of sickbeds, number of students, number of professionals and fuel consumption. In order to attain a proper architecture, the coded network is run in the central layer with number of the different neurons to reach the best architecture from the minimum errors. The best architecture of network that is used as 5-20-1-1 or 5 inputs,20 neurons in the first central layer and 1 neuron in the second central layer.
In the second state, we selected the cities revolving the axes, which was studied, to investigate the frequency of moves. The above figure shows the setting and the structure of the network, while the number of data was increasing regarding to the number of cities. The architecture of the network was seen as 5-20-1-1 whereas utilizing code writing to execute software. As seen, the software was repeated after 567 times to find the desirable answer that was acceptable regarding to a few number of data coNcluSioN In this study. We have suggested an artificial neural network and regression.
Regression has been more practical in most field of study .output of making model and regression are the two advanced regressions such as linear and logarithmic regressions. The two model were selected based on type and number of data. The results of linear model R2 was 0.905 and the logarithmic model was .941 and for the second such value was .898 and .922 ,respectively. as a matter of fact the results were acceptable although the number of data was limited, i.e., the more we had number, the more we enjoy precision. The R2 that was supported by artificial neural network was .949 for the first state and .864 for the second state, and it showed an ability of neural network to support various data.
The results showed that the models enjoyed a high precision to specify traffic access. That is why such routs in Mazandaran Province were used for car traffic within province and also employed as an inter-province car traffic.
The results indicated that ar tificial intelligence functions can contribute to improve prediction and prediction, but it should be noted that growing in number of population can help researchers to increase the reliability of models. At any rate, it was seen that artificial neural network functioned more efficient than the basic and typical methods.
