In this paper, we investigate the inverse problem of determining the potential of the dynamical Schrödinger equation in a bounded domain from the data of the solution in a subboundary over a time interval. Assuming that in a neighbourhood of the boundary of the spatial domain, the potential is known and without any assumption on the dynamics (i.e. without the geometric optics condition for the observability), we prove a logarithmic stability estimate for the inverse problem with a single measurement on an arbitrarily given subboundary.
Introduction
In this paper, we discuss the global stability in determining the coefficient of the zeroth-order term for a Schrödinger equation from the data of the solution on lateral boundary over a time interval. We formulate our inverse problem as follows : in a bounded domain Ω ⊂ R n , n ≤ 3, with C ∞ boundary Γ = ∂Ω, we consider the following intitial-boundary value problem (IBVP in short) for the Schrödinger equation            i∂ t u(x, t) + ∆u(x, t) + p(x)u(x, t) = 0, x ∈ Ω, t ∈ (0, T ) u(x, 0) = Φ 0 (x), x ∈ Ω, u(x, t) = k(x, t), x ∈ Γ, t ∈ (0, T ).
(1.1)
The unknown coefficient p is assumed to be in L ∞ (Ω) and, if it exists, the solution of the IBVP (1.1) is denoted by u p .
Inverse problem
Let Γ 1 ⊂ Γ be a relatively open subset of Γ. We address the following question : does p(x) = q(x), x ∈ Ω, knowing that ∂ ν u p (x, t) = ∂ ν u q (x, t), (x, t) ∈ Σ 1 = Γ 1 × (0, T ), (1.2) and the extra assumption that p and q coincide near the boundary ? Here and henceforth ν = ν(x) denotes the unit outward normal vector.
From the physical viewpoint, we are required to determine the potential energy p(x) of the particle in the force field. The knowledge of the potential near the boundary is technically restrictive but reasonable, because one can directly know physical properties near the boundary.
One can find an extensive literature dealing with uniqueness and stability in inverse coefficient problems related to partial differential equations, see [6] , [8] , [22] , [39] and the references therein. However the results in the above mentioned works concern only the Dirichlet or Neumann boundary measurements on a sufficiently large part of the boundary or on the whole boundary. There are not many results available for the case of a measurements on an arbitrary part of the boundary.
When Γ 1 is the whole boundary Γ, uniqueness results are known in multidimensional inverse problems for the Schrödinger equation with a single observation. Bukhgeim and Klibanov [12] , Yamamoto [45] proposed a useful methodology on the basis of Carleman estimates. As papers discussing inverse problems by Carleman estimates, we can refer to Bellassoued [6] , Imanuvilov and Yamamoto [23] - [24] , Khaȋdarov [28] , Klibanov [29] . In the case where Γ 1 is an arbitrary part of Γ, the condition for unique identification has been an open problem for a long time. In the recent years several works (see Bellassoued [5] , Bellassoued-Yamamoto [7] and Bellassoued-ImanuvilovYamamoto [9] ) on this subject have appeared, mainly concerned with uniqueness and stability in determining a coefficient in a wave equation. In the particular case when the part Γ 1 is given by Γ 1 = {x ∈ Γ, (x − x 0 ).ν(x) ≥ 0}, which is suggested by the geometric optics condition for the observability (see Bardos-Lebeau-Rauch [3] ) Baudouin and Puel [4] give a treatment for the uniqueness and stability from the Neumann data for the Schrödinger equation and proved a global and both-sided Lipschitz stability estimate. More precisely they proved in [4] the Lipschitz stability in determining p from the lateral additional Neumann data ∂ ν u |Σ1 .
In the present paper we show that even if the geometrical condition is not fulfilled (see [3] ), or the boundary part Γ 1 is small, then we still have uniqueness and logarithmic stability in determining p, provided that p is known in a neighborhood of the whole boundary Γ. Moreover we require only a single observation. As for inverse problems for non-stationary Schrödinger equation by infinitely many boundary observations (i.e., Dirichlet-to-Neumann map), we refer to Avdonin et al. [2] . They introduced a new approach for the problem of finding the real-valued p from the observed values of u on a portion of the boundary for all the possible input disturbances. Roughly speaking, the data is ∂ ν u measured on a subboundary for different choices of k in (1.1). They applied the boundary control method and the exact controllability technique. In the case of a finite number of observations, Bukhgeim and Klibanov [12] proposed a remarkable method based on a Carleman estimate and established the uniqueness for similar inverse problems for scalar partial differential equations. See also Baudouin and Puel [4] , Bellassoued [5] , Choulli-Yamamoto [15] - [16] , Bellassoued and Yamamoto [7] , [8] [45] .
In this paper we establish uniqueness and stability theorems of an inverse problem for the Schrödinger equation. Inverse problems consisting in the identification of a source term or a potential have been studied by many researchers, see for instance [10] - [27] . Our main result is the stability estimate in the inverse problem, and the main achievement of this paper is that we can take the measurements only on an arbitrary subboundary Γ 1 . The key idea is a combination of the method (e.g., [5] - [22] ) by the Carleman estimates and the Fourier-Bros-Iagolnitzer (FBI) transformation which was used for sharp unique continuation in Robbiano [40] , see also [37] , [38] . More precisely, we apply the Fourier-Bross-Iagolintzer transformation to change the problem near the boundary into a problem for which parabolic estimates can be applied.
Notations and the statement of the main results
Let ω 0 ⊂ Ω be a given arbitrary neighbourhood of the boundary Γ and ξ = ξ(x) a C 1 function in ω 0 . We set
where H k (Ω) is the usual Sobolev space. The Banach space H is equipped with its natural norm
Let us define the admissible set of unknown coefficients. We fix a constant. M > 0, and let
on ω 0 and the IBVP (1.1) has a unique solution u p ∈ H satisfying
for some constant C(M ) not depending on p.
In the remainder of this paper we assume that Φ 0 and k are sufficiently smooth and satisfy all conditions ensuring that A(ω 0 , M ) is nonempty (see appendix B for details). In addition we make the following assumption : Φ 0 is real valued and
for some positive constant r 0 . For simplicity we use in the sequel the following notation
The main result of this paper may be stated as follows.
Theorem 1.
(Stability) There exists a constant C > 0 such that the following estimate holds
for all p, q ∈ A(ω 0 , M ).
Here the constants C 1 , C 2 depend on Ω, ω 0 , T , M j , Φ 0 and are independent on p, q ∈ A(ω 0 , M ).
By Theorem 1, we can readily derive uniqueness result for our inverse problem. 
(1.8)
Remarks and comments on the existing papers
1. Thanks to the extra information p = q in a neighbourhood ω of Γ = ∂Ω, the sharp unique continuation by Robbiano [41] , Robbiano and Zuily [42] , Tataru [43] - [44] , implies u p = u q and ∇u p = ∇u q on ∂(Ω \ ω) × (−T, T ), provided that T > 0 is sufficiently large. Therefore the method in Baudouin and Puel [4] directly yields the uniqueness in our inverse problem. However our main result is concerned with the stability issue and the direct combination of the existing results in [23] and [41] , [43] does not work. For our purpose, we will use the Fourier-Bros-Iagolnitzer transformation according to Robbiano [40] - [41] , rather than Phung [38] .
2. The techniques developed in this paper may be applied, with appropriate modifications, to more complex inverse problems for the Schrödinger equation (e.g. identification of multiple coefficients or terms of higher order).
3. Here we do not need to discuss the uniform Lopatinskii condition (see [43] ) and to study Carleman estimates with a reduced number of boundary traces, because in the formulation of our inverse problem, we have an extra information near the whole boundary, that is, p(x) = q(x) near Γ.
4. This paper employs a new Carleman estimate. A technical advantage of the new Carleman estimate is that it holds in the whole cylindrical domain Q (note that the classical one holds in level sets bounded by the weight function). As for general treatments of Carleman estimates, see Hörmander [20] , Isakov [25] , Tataru [43] . In Lasiecka-Triggiani-Zhang [33] , Carleman estimates were derived by a direct pointwise manner.
5. We further have to assume that |u(x, 0)| = |Φ 0 (x)| > 0 in a subset of Ω where we want to determine p(x). We do not know the uniqueness, in general, even in the case where {x ∈ Ω\ω 0 ; Φ 0 (x) = 0} is a set of zero Lebesgue measure. This non-degeneracy condition is very restrictive in many cases, but the relaxation of the non-degeneracy condition of Φ 0 is an open problem.
6. A set of the form Γ 1 = {x ∈ Γ, (x − x 0 ) · ν ≥ 0} is a simple example of subset of the boundary satisfying the "geometric control property" introduced by Bardos, Lebeau and Rauch [3] . This geometric control condition is, essentially, a necessary and sufficient condition for the exact controllability and the stabilization of wave equations. However, due to infinite speed of propagation, this notion of "geometric control" is not completely natural in the context of the controllability and the stabilization of Schrödinger and plate equations. However, G. Lebeau in [36] has proved that this geometric control condition is sufficient to ensure the boundary controllability of Schrödinger equation in H −1 with L 2 boundary control.
The remainder of this paper is organized as follows. In section 2, we give some estimates which are useful for the proof of the main results. In the Section 3 we prove the theorem 1. The Section 4 is devoted to the proof of the logarithmic observation inequality.
Preliminary Estimates
In this section we first derive several preliminary PDE estimates which are the starting point of our analysis. We shall use the following notations. Let ω j , j = 1, 2, 3, such that
Carleman estimate
A Carleman estimate is a kind of energy inequality for a solution of a partial differential equation in terms of weighted L 2 -norms (or more generally L p -norms). It is a strong tool also for proving the uniqueness in the Cauchy problem or the unique continuation for a partial differential equation with non-analytic coefficients. Moreover Carleman estimates have been applied essentially for estimating the energy (e.g., Kazemi and Klibanov [27] , Klibanov and Malinsky [30] ). Other method for the energy estimate can be found in [3] but this is however not applicable to our inverse problem.
This kind of energy estimate goes back to Carleman [13] . He use it for proving uniqueness in a Cauchy problem for a two-dimensional elliptic equation. Since [13] , the theory of Carleman estimates has been studied extensively. We refer to a general theory by Hörmander [20] in the case of a partial differential operator with isotropic principle symbol and for functions having compact support. An extension to partial differential operator with anistropic principle symbol was established by Isakov [25] . For Carleman estimates for functions without compact support, see Tataru [43] . We further refer to Bellassoued [6] , Fursikov and Imanuvilov [19] , Imanuvilov [21] . As for a direct derivation of pointwise Carleman estimates for hyperbolic equations which are applicable to functions without compact support, see Klibanov and Timonov [31] .
Although Carleman estimates for the Schrödinger operator can be considered classical, we would like to recall them briefly (see [1] , [4] and [44] ).
For formulating our Carleman estimate, we introduce some notations. Without loss of generality, we may assume that 0 / ∈ Ω. We set
Then, for λ > 0 we define on Q ≡ Ω × (−T 1 , T 1 ) the functions θ and ϕ by
, and ϕ(x, t) = e 2λ ψ ∞ − e λψ(x)
We consider the Schrödinger operator
The following Carleman estimate holds.
and let ϕ, θ and ψ satisfy the above conditions. There exist λ * > 0, s * > 0 and a constant C such that for all λ > λ * and for all s > s * the following Carleman estimate holds
Proof. Inequality (2.6) can be deduced from a more general Theorem in [1] , [4] and [44] . For sake of completeness, we give its proof. We invoke the following standard Carleman estimate which proved in [1] - [4] (see also [44] ).
In order to apply (2.7), it is necessary to introduce a cut-off function χ satisfying 0 ≤ χ ≤ 1, χ ∈ C ∞ (R n ), and
We apply (2.7) toṽ(x, t) = χ(x)v(x, t) and we obtain
where [·, ·] stands for the usual commutator. Since [P, χ] is a first order-operator and it is supported in Ω 3 \Ω 2 , it can be absorbed by the right-hand side of (2.7). This complete the proof of (2.6).
Logarithmic stability of the unique continuation
We shall consider the problem of the unique continuation of the solutions of the Schrödinger equation from the lateral boundary data on an arbitrarily relatively open subset Γ 1 of Γ. We give the corresponding stability estimate. We mention that Robbiano [41] proved uniqueness of this problem.
Let u p and u q be the corresponding solutions of (1.1) and
Then for any T > 0 there exists T 1 ∈ (0, T ) such that the following estimate holds
Here the constant C depends on Ω, ω 0 , T , M j and it is independent on p, q ∈ A(ω 0 , M ).
As a related result, we refer to Robbiano [40] . Our proof of Lemma 2.1 (given in the Section 4) is based on an idea of Robbiano [40] , [41] (see also Phung [38] ) and the Fourier-Bros-Iagolnitzer transformation.
Proof of the main Theorem
The main idea in our proof consists in a combination of Lemma 2.1 and a Carleman estimate.
We shall need the following Lemma.
within the following class
for some positive constant C > 0.
We recall the classical Green's formula. Let ϕ(x) ∈ C 2 (Ω) and φ(x) ∈ C 1 (Ω). Then, the following identity holds
Proof. We need a preliminary identity, which is essentially known although it is not explicitly listed in the literature.
. Let y(x, t) be a solution of the Schrödinger equation
Then, for each t 1 , t 2 ∈ (−T 1 , T 2 ) we have the following identity
To prove (3.8) we multiply both sides of (3.5) by y and integrate over [t 1 , t 2 ] × Ω. We apply then the Green's formula (3.4). The identity (3.8) follows then by considering the imaginary part. In fact this calcutations suppose some smoothness of the solutions. The validity of less smooth solutions can be done by a density argument as in [17] . We introduce a cut-off function χ satisfying 0 ≤ χ ≤ 1, χ ∈ C ∞ (R n ), and
By (3.1), the functionỹ solves the following Schrödinger equation
We apply the energy identity (3.8) with t 1 = 0 and t 2 = t, where −T 1 < t < T 1 , to the solutionỹ of (3.11). We find
where we have used the fact that [∆, χ] is a first order operator and it is supported in Ω 2 . Integrating (3.12) over (−T 1 , T 1 ) gives (3.3).
Linearized inverse problem
We note that, since n ≤ 3, we have by the Sobolev imbedding theorems
We consider the difference z = u p − u q which satisfies
where f and g are given by
In this subsection we discuss the linearized inverse problem of determining f from
We extend the function v to (−T, 0) × Ω by the formula
Since Φ 0 and f are real valued, we get
We extend g on (−T, T ) by the formula g(x, t) ≡ u q (x, t) = g(x, −t) for all (x, t) ∈ Ω × (−T, 0) and denote the extension by the symbol g(x, t). Since Φ 0 is real valued and u q ∈ H, we obtain
By the same arguments as above, we obtain
Thus, v satisfies the same equation (3.17) where
where f and g are given by f (x) = p(x) − q(x), and g(x, t) = u q (x, t).
It is well known (see [28] ) that the uniqueness problem in determining coefficients can be reduced to study the uniqueness of inverse source problems (3.21). In our case we assume that p(x) and g(x, t) are given functions, and we consider the problem of determining f (x) from v| Σ1 .
We are now ready to give the proof of Theorem 1.
Proof of Theorem 1
We use the Carleman estimate (2.6) and an idea inspired by the work of Imanuvilov and Yamamoto [22] . Let ϕ(x, t) be the function defined by (2.4). We set
Let v be a solution of (3.21). We apply Proposition 2.1 to obtain the following estimate
provided that s > 0 is large enough.
Lemma 3.2.
Let v be a solution of (3.21) . Then there exists a constant C > 0 such that
for all s large enough.
Proof. Let y = e −sϕ v. Then we have
where P (x, D) is the operator defined by (2.5).
We can split the operator P (x, D + is∇ϕ) into its symmetric and skew-symmetric parts,
where
is the symmetric part of P (x, D + is∇ϕ) and
is the skew-symmetric part. We derive from (3.21)
Next, in view of (3.3) with y = e −sϕ v and (1.5), we obtain by applying the Cauchy-Schwarz inequality
Inserting (3.34) into the right-hand side of (3.32), we obtain (3.25).
We now complete the proof of Theorem 1. By substituting (3.24) into the right-hand side of (3.25), we get the following estimate
We estimate the first term in the right-hand side of the inequatity (3.35). Using that e −2sϕ(x,t) ≤ e −2sρ(x) for all x ∈ Ω and t ∈ (−T 1 , T 1 ), we have
Collecting (3.36), (3.13) and (3.35) we obtain
Here we note that the first term of the right-hand side of (3.37) can be absorbed into the left hand side if we take large s > 0. Then, for s sufficiently large, we have
Hence using Lemma 2.1 we obtain (1.7). The proof of Theorem 1 is then complete.
Proof of the logarithmic observability
Our task in this section is the proof of Lemma 2.1. The main idea of our proof is to use the Fourier-Bros-Iagolintzer (F.B.I) transformation. Let p, q ∈ A(ω 0 , M ).
f (x) = p(x) − q(x), and g(x, t) = u q (x, t).
It follows from (3.5) and (3.18) 
) and there exists a constant
Parabolic Carleman estimate
This subsection is devoted to a parabolic Carleman estimate, which is essential in the proof of (4.1). We set
Without loss of generality, we may assume that Γ ♯ is C 2 -smooth. We shall need the following result. 
Since ψ 0 (x) > 0 for all x ∈ ω 0 , then there exists a constant β 0 > 0 such that
Moreover, since ψ 0 Γ ♯ = 0, there exists a small neighborhood ω ♯ of Γ ♯ such that
Let ℓ(τ ) = (1 − τ )(1 + τ ), τ ∈ (−1, 1). For any given parameter λ, we set
and
and the function ψ 0 is defined in Lemma 4.1.
In connection with the operator i∂ t + ∆ + p(x), we consider the parabolic operator
where h ∈ (0, 1) is an arbitrary fixed parameter. 
for all w satisfying
where the constant C 1 > 0 depends continuously on λ, p ∞ and h −1 , but independent of σ.
The proof of this lemma can be found in [23] , [18] and [19] . The details on the dependence of the constants with respect to h are given in the Appendix A.
A connection between Schrödinger and parabolic equations
A connection between solutions of partial differential equations of different types was observed by many authors. The usefulness of this connection in the investigation of Cauchy problems and controllability was first pointed out by several authors Lebeau and Robbiano [37] , Robbiano [41] , Robbiano and Zuily [42] , Phung [38] . Here, we apply the Fourier-Bross-Iagolinzer transformation to change the problem near the boundary into a problem for which parabolic estimates can be applied.
Let ω ♯ ⊂ ω ♯ be an arbitrary fixed neighborhood of the subboundary part Γ ♯ . In order to apply Lemma 4.2, it is necessary to introduce a cut-off function χ satisfying 0 ≤ χ ≤ 1, χ ∈ C ∞ (R n ), and
Let v(x, t) be a solution of (4.1). We set w(x, t) = χ(x)v(x, t). 
In the sequel T 0 > 0, to be fixed later, is sufficiently large. We define a cut-off function θ ∈ C ∞ 0 (R) defined by
We introduce the partial Fourier-Bros-Iagolnitzer (F.B.I) transformation F γ . It is defined for u ∈ S(R n+1 ), the space of the rapidly decreasing functions, by
where t ∈ (−T 0 , T 0 ), τ ∈ (−1, 1), γ > 0, and h = T 3T 0 .
We observe that based on Fubini's theorem we can prove that F γ extend to a bounded operator from −1, 1) ) and to bounded operator from L 2 ((−T, T );
. In what follows, C, C j , denote generic positive constants not independing on the large parameter γ. Further, we need the following lemma, which is a simple consequence of (4.16) and (4.14). (4.13) . There exist δ 1 > 0, independent of T 0 , such that for any t ∈ (−T 0 , T 0 ) and γ > 0 the following estimate holds
Lemma 4.3. Let w be a solution to
for some positive constant K > 0 depending on T 0 , ω 0 , T, M j and independent on γ.
Using an integration by parts, we easily see
Therefore by (4.10) and (4.13), we obtain 20) where
Since θ ′ is supported in |η| ≥ 2T 0 , then by (4.14) and (4.22), there exists δ 2 > 0, independent of T 0 and γ, such that
On the other hand, by (4.21) and (4.3), one can find δ 3 > 0, independent on T 0 and γ, such that
Further by (4.12) and (4.21), we easily obtain
Lemma 4.4. Let w γ,t be a solution to (4.20) . Then there exist positive constants ε ∈ (0, 1), C 1 , C 2 , δ 4 , δ 5 and γ * , such that the following estimate holds
for any t ∈ (−T 0 , T 0 ) and γ > γ * .
Proof. By applying the Carleman estimate (4.11) to w γ,t , we obtain 27) provided that σ ≥ σ * (ω 0 )h −1 . Since for all τ ∈ (−1, 1) , G γ,t (·, τ ) is supported in ω ♯ , and noting that ψ 0 (x) ≤ β 0 for all x ∈ ω ♯ (we recall (4.6) and (4.7) for β 0 ), we obtain
where µ 2 > 0 is given by µ 2 = e λ( ψ0 ∞ +b) − e λ(β0+a) .
Next, we fix ε ∈ (0, 1) such that
and let
Thus, by (4.6),
Inserting (4.27) into the left hand of (4.31) and taking into account (4.28), we obtain
where µ is given by
Since ϕ 0 e 2sα is bounded on Γ 1 × (−1, 1), we conclude that there exist two positive constants δ 2 , δ 3 , independent on T 0 , such that (recall (4.23) and (4.24) for δ 2 and δ 3 respectively)
However, choosing T 0 sufficiently large, it is easy to find a constant δ 4 > 0 such that
Now, combining (4.33) and (4.34), we deduce that for any γ ≥ γ * it holds 35) which is exactly the desired inequality (4.26).
End of the proof of Lemma 2.1
In this subsection, we complete the proof of Lemma 2.1. We set w γ (x, t) = w γ,t (x, 0). Then we have
Lemma 4.5. There exist positive constants δ 6 , δ 7 and γ * such that 38) provided that T 0 sufficiently large and γ ≥ γ * .
Proof. By applying a Cauchy formula, for ̺ such that 0 < ̺ < ε, we obtain
Thus, using the polar coordinate,
Integrating with respect to ̺ over (0, ε), we obtain
Therefore, for x ∈ ω 2 \ω 3 and κ ∈ [−T 0 + ε, T 0 − ε], we have
Integrating with respect to x over ω 2 \ω 3 , we get 
We do the same for ∇w γ to complete the proof of Lemma 4.5.
Lemma 4.6. Let T > 0. Then there exist T 1 ∈ (0, T ) and positive constants C 1 , C 2 , δ 7 such that the following estimate holds.
Proof. By u(x, ζ) we denote the Fourier transform of u(x, t) in t. We have
Furthermore we can directly verify that
Consequently, we see that for any γ > 0, it holds 44) for any x ∈ ω 2 \ω 3 . Therefore
Similarly we have
So the estimate (4.47) is reduced to the following one.
Now, using the fact that h = T 3T0 and that w(x, t) = v(x, t) for all x ∈ ω 2 \ω 3 = Ω 3 \Ω 2 , we obtain
where T 1 = T /6. This complete the proof of the Lemma 4.6.
We now finish the proof of lemma 2.1. By (4.40), we obtain
The right-hand side takes its minimum at
if ∂ ν v * is small enough. Otherwise, there exists a constant m 0 > 0 such that
Thus, by (4.3), we have
Therefore, (2.11) holds in any case.
A Appendix
The main goal of this appendix is to precise the dependence of the constants arising in the in Lemma 4.2 with respect to λ and h. With the notations of the Section 4, several properties of the function α defined by (4.9) are summarized in the following lemma.
Lemma A.1. There exist three constants λ 0 = λ(ω 0 ), C 1 = C 1 (ω 0 ) and C 2 = C 2 (ω 0 ) such that, for all λ ≥ λ 0 , the function α in (4.9) satisfies the following estimates:
In the sequel, C, C j will stand for generic positive constants depending on ω 0 . Let us set
and z(x, τ ) = e σα w(x, τ ).
We notice that
The equality (A.7) can be written in the form
From (A.10), we obtain .14) . The relations (A.11) and (A.12) imply
(∇α · ∇z)∆zdxdτ, (A.17)
Integrating by parts with respect to x in (A.16) and using the fact that u |∂ω0×(−1,1) = 0, we obtain
We then integrate the relation above by parts with respect to τ and we make use (A.9). We get
Next if we integrate by parts (A.17) with respect to x then
In order to transform I 3 , we notice that by integrating this later by parts with respect to x we have −4σ
On the other hand, a new integration by parts with respect to x shows that the second term from (A.18) can be written as
From (A.22), (A.21) and (A.18) it follows that
The identities (A.23), (A.20), (A.19) and (A.15) imply that
The definition of J 1 combined with (A.1) gives, for all λ ≥ λ 0 ,
where C 1 is the constant in (A.1). For J 3 , we see that (A.3), (A.4) and (A.5) imply
where C 2 is the constant on Lemma A.1. Therefore, taking σ ≥ σ * (ω 0 )h −1 , we find
where C depends only on ω 0 . On the other hand, we have ∂ ν α = λ∂ ν ψ 0 ϕ 0 which implies that
Finally, a combination of (A.31), (A.30), (A.24) and (A.6) leads Here we estimated all terms depending on h. The end of the proof is similar to that in the appendix of [18] , Appendix.
B Appendix
In this appendix we give sufficient conditions ensuring that the admissible class of coefficients A(ω 0 , M ) is non empty. To this end we recall that as a special case of Theorem 12.2 in [35] have the following theorem.
In the sequel we use the notation h ′ instead of ∂ t h.
Then the initial boundary value problem    iu ′ (x, t) + ∆u(x, t) + p(x)u(x, t) = f (x, t), (x, t) ∈ Q u(x, 0) = u 0 (x),
x ∈ Ω, u(x, t) = 0, (x, t) ∈ Γ × (0, T ).
has a unique solution u ∈ H 2,1 (Q). That is u ∈ L 2 ((0, T );
In what follows we assume that f ∈ C ∞ c (Q) and u 0 ∈ C ∞ c (Ω) (these smoothness condition is so far to be optimal but enough for our purpose). We can then observe that v = u ′ solves the following IBVP    iv ′ (x, t) + ∆v(x, t) + p(x)v(x, t) = f ′ (x, t), (x, t) ∈ Q v(x, 0) = −i∆u 0 (x) − q(x)u 0 (x) + f (x, 0), x ∈ Ω, v(x, t) = 0, (x, t) ∈ Γ × (0, T ).
Therefore u ′ ∈ H 2,1 (Q) according to the previous theorem. Repeating this argument we conclude that u ∈ C ∞ ([0, T ]; H 2 (Ω)). In order to establish an a priori estimate with respect to the norm · H , we need to introduce the unbounded operator A defined as follows
It is well known (i.e. [14] ) that A generates a group of isometries (T (t)) t∈R . Moreover it is shown in [14] the following identity. ∇T (t)ϕ L 2 (Ω) = ∇ϕ L 2 (Ω) , t ∈ R, ϕ ∈ H Hence We can now use an induction argument in k ∈ N to derive that In the case of the IBVP (1.1) we observe that this later can be reduced to an IBVP of the form (B.1) if k is chosen as the restriction of a function in C ∞ c (Q).
