This study examines the Law of One Price (LOP) in international commodity markets using fractional cointegration analysis. For proper evaluation of the LOP, fractional cointegration analysis seems to be appropriate because of its flexibility in capturing a wider range of mean reversion behavior than standard cointegration analysis. Out of nine pairs of price series examined, fractional cointegration supports the existence of the LOP in eight cases, as compared to three cases using standardcointegration procedures. Overall, these results suggest that there is a long-run tendency for the LOP to hold for commodity prices.
The Law of One Price (LOP) is the notion that commodity prices in spatially separated markets, adjusted for exchange rates and transportation costs, should be equal. This equality is established and maintained by the profitseeking actions of international commodity arbitragers (Goodwin 1990a) . The assumption that the LOP holds is an important component of most international trade models because it allows the use of a single representative price. On the other hand, deviations from the LOP can explain the short-run volatility of ex- change rates and "overshooting effects" (Ardeni).
The empirical validity of the LOP in international commodity markets has received a great deal of attention among researchers.
Many studies (Officer; Carter and Hamilton; Zanias; Jung and Doroodian; Buongiorno and Uusivuori) have failed to support the LOP hypothesis. The frequent empirical rejection of the LOP is troubling because it is difficult to believe that rational traders are incapable of finding profitable arbitrage opportunities or that markets function so imperfectly that deviations in prices for the same goods can persist for long periods of time. It is possible that the LOP has been falsely rejected in these studies either because important factors such as transportation costs, price expectations, or market power were not taken into account, or because the nature of the methods employed was insufficiently flexible to capture the true relationships among the price series examined.
The purpose of this analysis is to explore the second of these explanations by using an alternative method-fractional cointegrationto test for the LOP in commodity markets.
Before introducing this method, it is instructive to review some of the studies of the LOP which have focused on various factors that may condition the behavior of prices in important commodity markets. Goodwin (1992) used multivariate cointegration tests (the Johansen approach) to examine the LOP in international wheat markets. He rejected the LOP before accounting for transportation costs, but the LOP was not rejected after accounting for transportation costs. Similarly, Baffes examined the LOP in international commodity markets for seven commodities in four countries with explicit consideration of transactions costs. In most cases, he concluded that the LOP cannot be rejected as the maintained hypothesis. Goodwin (1990a, b) tested the LOP in international commodity markets by incorporating price expectations rather than utilizing contemporaneous prices. He argued that it takes time to move goods from one market to another. Thus, one should not expect the LOP to hold for contemporaneous prices unless arbitragers have perfect foresight or unless prices are constant. Goodwin and Schroeder (199 1a) empirically evaluated spatial price linkages in regional cattle markets using cointegration tests. Even after incorporating such market characteristics as distance between markets, industry concentration ratios, market volumes, and market types, they rejected integration among several markets.
Sexton, Kling, and Carman examined market integration in U.S. celery markets using a switching regression model to test which of three possible characterizations-efficient arbitrage, shortage, and glut-best represented the spatial integration of these markets. Their results did not support the notion that these markets demonstrate efficient arbitrage because there were significant deviations from the LOP in both the California and Florida celery markets.
While the results of these studies are mixed, it is clear that even when the corrections for transportation costs and other factors are made, the empirical evidence does not always support the LOF? One reason for the weak empirical support for the LOP may be due to the fact that standard cointegration methods are too restrictive. Standard cointegration methods test a discrete hypothesis that the order of integration of the equilibrium errors is either zero or one. If the order of integration of the equilibrium errors in two price series is found to be zero, then there exists a long-run relationship between these prices and the LOP is confirmed. If the order of integration is one, the LOP is not supported. This discrete hypothesis testing limits the ability of cointegration to correctly verify long-run relationships.
It can be shown that fractionally integrated equilibrium errors are also mean reverting, although they may exhibit significant persistence in the short n.m. Thus, the long-run behavior of prices in commodity markets actually may be related, although this relationship cannot be found through standard cointegration tests. If this is the case, the false rejection of the LOP maybe due to the inability of standard analytical techniques to discover the fractionally integrated nature of long-run price relationships.
In this study, we use a fractional cointegration approach, developed by Granger, and Granger and Joyeux, to test the LOP. This approach combines the concept of cointegration introduced by Engle and Granger and fractional differencing introduced by Hosking. Both cointegration and fractional cointegration test for long-run relationships between economic variables or the mean-reverting behavior of equilibrium errors with few restrictions on the short-run dynamics, but they differ in the manner the hypotheses are tested. In addition, fractionally cointegrated variables show more significant short-run persistence to shock than fully cointegrated variables. Fractional cointegration analysis allows the equilibrium errors to follow a fractionally cointegrated process, such that the order of integration is a fraction between zero and one. Thus, by avoiding the discrete hypothesis of unit-roots/no-unit-roots in equilibrium, this method permits analysis of a wider range of mean-reversion behavior than standard cointegration analysis. This gain in flexibility in testing subtle mean-reverting dynamics is shown to be vital in the proper evaluation of the LOI?
The remainder of this article is organized as follows. The next section describes the LOP and relates it to both standard cointegration and fractional cointegration tests. This is followed by a description of fractional cointegration tests. Next, data and estimation procedures are discussed. The final sections of the article include economic interpretation of the results and a brief conclusion.
The Law of One Price
A generalized version of the LOP for a single homogeneous commodity can be expressed as:
(1)
P; = a(P~r,)@T~,
where P: and P? are the domestic and foreign prices in their respective currencies, r, is the exchange rate for foreign currency in terms of domestic currency, and T, are the transfer costs. The constant term a includes factors that are not taken into account in other variables such as costs, and trade impediments (Zanias) . Typically, the LOP is supported ifã nd y are not significantly different from one. Due to problems in obtaining explicit information on transfer costs, most studies have assumed them to be constant or a constant proportion of nominal product prices over the study period. This assumption enables them to remove T as a variable in equation (1), since the analysis is conducted in a regression framework. In such cases, the influences of transfer costs on commodity prices are reflected in the constant term, which can thus assume any value.
Following Goodwin (1990a) , this study assumes that transfer costs are a constant proportion of nominal commodity prices. After removing T and taking logarithms of both sides, equation (1) can be rewritten as:
( 2) ln(Pj) = a + @ ln(P?) +~,, where P; is the foreign price for the commodity expressed in the domestic currency, and~f is the error term. As pointed out by Goodwin, Grennes, and Wohlgenant, prices may vary in a nonsynchronous manner within a band created by transportation costs and, in that case, any value of~could be consistent with the LOI? But the presence of nonstationarity in variables makes the hypothesis tests regarding the values of u and~estimated from the conventional model unreliable (Stock) . To overcome this problem, cointegration tests have been utilized. where z is the equilibrium error, A is the firstdifference operator, and v, is the stationary error term. The null hypothesis of no cointegration is rejected if the estimated~is significantly negative. Cointegration also can be tested by Johansen's maximum-likelihood procedure using an error correction model. 1 The main advantage of Johansen's approach is that it resolves a limitation of the ADF tests, i.e., the simultaneity biases caused by the use of more than one endogenous variable at the same time. In addition, Engle and Granger's technique is limited to bivariate cointegration, whereas Johansen's maximum-likelihood approach can be extended to multiple variables.
Cointegration and Fractional Integration
Both the Engle-Granger and Johansen procedures test whether the equilibrium error is 1(0) or 1(1). E the equilibrium error is found to be I(0), then the null hypothesis of no cointegration is rejected. In that case, y} and y; are found to be cointegrated (i.e., z, is a mean-reverting process) and any shock to the system will die out, which means the LOP between the two series holds. Thus, the mean-reversion behavior of the equilibrium error is of primary interest in testing for long-inn equilibrium relationships among economic variables.
The equilibrium error could be mean reverting without being exactly I(0). A fractionally integrated error term also will display mean-reverting behavior (Granger and Joyeux; Hosking) .
The advantage of fractional cointegration relative to standard cointegration methods is that it is able to discern long-run price behavior despite substantial short-run deviations from equilibrium. As Cheung and Lai argue, a method that can distinguish between high and low frequencies and detect long-run relationships in noisy data is needed for proper analysis of the LOI?2 Fractional cointegration appears to be such a method.
1Johansen, andJohansenandJuseliuscointegration testsinvolve a maximum-likelihoodestimationprocedure that provides estimatesof cointegratingvectors for a given number of variables. It is based on the following error correctionrepresentation:
where X, is a 2 X 1 vector of 1(1) processes. The rank of O(r) equals the number of cointegrating vectors, which is tested by maximum eigenvalue and trace statistics. Critical values for these statistics are found in Johansen and Juselius. 2Many time serieswith long time spanstend to show dependence between distant observations. These series A fractionally integrated process z, can be represented as follows:
where L is the lag operator, and C(L) and D(L) are polynomials of the lag operator, i.e.,
where 17 is the gamma function. The error term (v,) is i.i.d. (O, U2). Equation (4) is referred to as the autoregressive fractionally integrated moving average (ARFIMA) model of order (p, q, d) , and is similar to the standard autoregressive moving average (ARIMA) model where d is restricted to integers. In the ARFIMA model, d can take any real value between zero and one. According to Hosking, for d values between O and 0.5, the autocorrelation of z, shows a hyperbolic decay at a rate proportional to kzd-', as compared to a faster geometric decay in a standard ARIMA process where d = 1. The distinction between d = 1 and d <1 is crucial in terms of the mean-reversion property of z, and the cointegration property of y! and y;. For d < 1, the effect of any shock will die out slowly, whereas for d = 1, it will remain forever (Cheung and Lai). As with Engle and Granger's technique, the fractional cointegration approach is limited to two variables. In order to extend fractional cointegration to more than two variables, it would be necessary to estimate an error correction model. Cheung and Lai report that efficient estimation of an error correction model in a fractional cointegration framework does not appear to be straightforward.
Testing for Fractional Cointegration
Engle and Granger's technique can be easily extended to test if the residual is I(d), where can be best representedin a frequency domain, bounded by frequencies between zero and~. The goal is to determine how importantcycles of differentfrequenciesare in accounting for the behavior of the series. Low-frequency data refers to the value of the periodic function at zero, and high-frequency data to the value at IT. d < 1. This involves direct estimation of d, whereas in standard cointegration tests, the distinct hypotheses of 1(1) and I(0) are tested using the unit root test. However, studies by Diebold and Rudebusch, and by Sowell showed that standard unit root tests, such as the Dickey-Fuller test, may have weaker power than fractional alternatives.
In this study, a test based on spectral regression, developed by Geweke and PorterHudak (GPH), is used to test for fractional cointegration. Cheung and Lai measured the power of the GPH test against a conventional unit root test. Using a simulation approach, they showed that the GPH test performs at least as well as the augmented Dickey-Fuller (ADF) test against the usual unit root alternatives; but against the fractional alternative, the GPH test performs significantly better than the ADF test. They also confirmed that the power of either the GPH or the ADF test rises as the sample size increases. For sample sizes of 200 or fewer, the GPH test has a potential power advantage over the ADF test. Details on the derivation of the GPH test are provided in the appendix.
The choice of the number of low-frequency ordinates, n, used in the GPH regression [appendix equation (A4)] necessarily involves judgment (Cheung and Lai) . A value of n that is too large will contaminate the estimate of d due to medium-or high-frequency ordinates, whereas a value that is too small will result in an imprecise estimate due to limited degrees of freedom. GPH used the rule n = T+, where T is the sample size, and with I.L= 0.5, 0.6, and 0.7. They found that the effect of increasing the sample size is small. Their results also suggested that in empirical work, n should be kept small if d appears to be sensitive to the choice of p,. Similarly, Cheung and Lai conducted a Monte Carlo experiment to obtain the size of n for their sample size of 76, and used a range of values of p for the sample size function, n = T+. Use of this range of values provided information on the sensitivity of the results to the choice of n. Based on the simulation results, they found better performance for p = 0.55, 0.575, and 0.6. In another investigation, Cheung used p = 0.5 (which is commonly used to test for fractional integration), and also reports results for p = 0.45 and 0.55 to check the sensitivity of the estimates.
Overall, it may be inferred that, irrespective of sample size, a value of p, between 0.5 and 0.6 appears to be the ideal choice.
Data and Estimation
The quarterly price series used to test the LOP through fractional cointegration includes five commodities (wheat, wool, sugar, tea, and zinc) and four countries (Australia, Canada, the United Kingdom, and the United States). Some of the price series are unit values and others are market prices.3 Even though unit values are not ideal, the nonavailability of prices in some instances forced us to use unit values as a proxy for market prices.
The commodities and countries analyzed are similar to those used by Ardeni, with the exception that most of the series used in this study are updated and the nonavailability of data forced us to abandon some price series. The primary reason for using these price series is that it allows us to compare our results with those of Ardeni. The original idea was to collect data for the period 1966:1 through 1993: 4, but discontinuities in some of the price series forced us to use a shorter sample period for some commodities. A brief description of each price series, along with its sample range, is provided in table 1. All prices are expressed in U.S. dollars.
Before testing for cointegration, it is necessary to check for unit roots in the individual price series. The order of integration of each price series was determined using both ADF and GPH tests. ADF and GPH unit root test results for each price series are presented in -1993:4 1966:1-1993:4 1966:1-1990:2 1975:1-1993:4 1975:1-1993:4 1975:1-1993:4 1975:1-1993:4 1966:1-1985:4 1966:1-1985:4 1966:1-1993:4 1966:1-1989:2 1966:1-1989:2 Source: International Financial Statistics (IMF).
price series using appendix equation (A4) to check for fractional integration. The unit root hypothesis can be tested by determining whether the GPH estimate of d is significantly different from one. The sample sizes for the GPH regressions were determined with the formula n = T~. In this study, we chose p = 0.5, 0.55, and 0.575, considering our sample size and the findings of other studies. In estimating equation (A4), the error variance was restricted to its theoretical value of IT2/6.
Results

Based on the critical values calculated from
McKinnon, the ADF test statistics indicate that the unit root hypothesis cannot be rejected, even at the 1% significance level, for all price series. Since lag order determination using statistical tests alone has been criticized, the ADF test was performed using different lag orders. The ADF results were robust to a change in lag orders. Similarly, the GPH test statistics Notes: Single and double asterisks (*) denote significance at the 1070 and 5% levels, respectively. Critical values are calculated from McKinnon statistics, failed to reject the 1(1) hypothesis, confirming the findings of the ADF tests.
Having confirmed that the price series are integrated of order one, we conducted cointegration tests using both ADF and GPH tests. Testing for cointegration between two series using either ADF or GPH tests involves regressing one series on the other and testing the order of integration of the residuals. ADF test statistics for the residual of each pair of price series are reported in table 3. Out of nine pairs of price series, the hypothesis of no cointegration was not rejected in six cases, even at the 10% significance level. Only in the cases of U.S. and Australian wheat prices (P WHUS and PWH~uJ, U.S. and Canadian wheat prices Table 4 . GPH Cointegration Test Statistics (PWHUS and PWHCA,V), and U.S. and UK tea prices (PTEAus and PTEAUK) was the hypothesis of no cointegration rejected either at the 5'% or 10'% significance levels. The results from reverse cointegration regressions were largely similar. In addition, cointegration was also tested for each pair of price series using Johansen's maximum-likelihood procedure. This yielded results similar to those found with the ADF tests.
In the next step, cointegration was tested using the GPH test for the same pairs of price series. This involved estimating appendix equation (A4) for the residuals obtained from each pair of series. The p values are similar to the ones used for testing the order of integration of individual price series. As before, the error variance was restricted to its theoretical value (Tr2/6). Evidence that the three pairs of prices (P WHus and PWHhu~, PWHus and P WHc~N, and PTEA "s and PTEA UK) are fully cointegrated implies that any shock to one of these markets is quickly dissipated, and equilibrium is restored quickly as compared to those markets where prices are fractionally cointegrated. It has been shown that the United States is the price leader in international wheat markets which appear to exhibit an imperfectly competitive market structure (Mohanty, Peterson, and Kruse; Goodwin and Schroeder 199 lb) . If the United States is the price leader, it seems logical to expect that there would be equilibrium relations between U.S. and Australian, and U.S. and Canadian wheat markets. In that case, Australian and Canadian wheat prices follow U.S. prices (and are cointegrated), which means that they tend to follow each other as well but are one step removed (so they are fractionally cointegrated). In tea markets, the U.S. import price of tea and the UK import price of tea are cointegrated. This may be due to the fact that both markets are supplied from the same source and that there are no impediments to trade that might cause prices to diverge.
On the other hand, UK and Australian sugar prices (PSUGUK and PSUGAUJ are neither fully nor fractionally cointegrated, suggesting that these two markets are not integrated. This result is not surprising because, as a member of the European Union (EU), the United Kingdom falls under the EU'S common sugar policy. This policy operates through a system of production quotas with over-quota production dumped on the world market. This has the effect of isolating EU sugar markets from the world sugar market in which Australia operates. Under these conditions, it would be expected that divergences in prices would persist over time.
Fractional integration of zinc and wool prices suggests that there are long-run equilibrium relationships in these markets. One interpretation is that factors such as trade policies, exchange rates, or transportation costs slow the adjustments of prices in these markets, but eventually the effects of arbitrage bring them into a long-run equilibrium relationship. Another explanation might be that economic fundamentals such as money supply and interest rates are the cause of this slower adjustment.
Another interesting aspect of these results is revealed when comparing them with Ardeni's results obtained using standard cointegration techniques for similar series. Ardeni found cointegration in the same three cases for which we found d values to be zero, suggesting that both the standard cointegration technique and fractional cointegration provide similar results if the series are fully cointegrated (i.e., equilibrium errors are integrated of order zero). But differences arise for the cases in which standard cointegration techniques reject the hypothesis of cointegration. Based on the GPH test, it can be concluded that these series are fractionally cointegrated although full cointegration is rejected. Overall, our results do not contradict Ardeni's findings, but rather, add to them by identifying those cases not fully cointegrated that still have long-run relationships.
Conclusions
This study tests the long-run LOP for international commodity prices using a generalized notion of cointegration, called fractional cointegration. The analysis of fractional cointegration allows the equilibrium error to be a fractionally integrated process rather than forcing a choice between 1(1) and I(0). For the LOP to hold, the equilibrium error must be mean reverting. Since fractionally integrated equilibrium errors identify a wide range of mean-reversion behavior, it is important to consider this possibility for the proper evaluation of the existence of the LOF?
Fractional cointegration analysis is applied to nine pairs of price series. The empirical results indicate that all but one of these series are fractionally cointegrated even when the hypothesis of cointegration has been rejected. Out of nine cases examined, fractional cointegration supports the existence of the LOP in eight cases, as compared to three cases in the standard cointegration analysis. These findings suggest that there is a long-run tendency for the LOP to hold for these commodity prices. Based on our results, the use of a representative price in trade models may be justified. Even though fractional cointegration permits analysis of a wider range of mean-reversion behavior than standard cointegration, it is limited to two variables. Future research should be aimed at estimating an error correction model in a fractional cointegration framework, so that this approach can be extended to more than two variables.
