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Abstract
Let G be a triangle-free graph with n vertices whose independence number does not exceed
its connectivity. In this paper, we prove if G is neither Kn=2; n=2 nor C5, then (i) every edge of
G is contained in cycles of every length i for 46 i6 n; (ii) any pair of distinct vertices of G
is connected by paths of i vertices for any 56 i6 n. This generalizes a recent result by Lou
(Discrete Math. 152 (1996) 253). c© 2002 Elsevier Science B.V. All rights reserved.
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1. Preliminaries and main results
We consider only >nite undirected graphs without loops or multiple edges. The set
of vertices of a graph G is denoted by V (G) or just by V ; the set of edges is de-
noted by E(G) or just by E. We use |G| as a symbol for the cardinality of V (G).
For any u∈V (G); S ⊆ V (G); Q ⊆ V (G) − S and any subgraph H of G, we put
NH (u)= {v∈V (H) : uv∈E(G)}; NH (S)=
⋃
u∈S NH (u); dH (u)= |NH (u)|; EH (S; Q)=
{uv∈E(H) : u∈ S; v∈Q} and NG(u)=N (u); d(u)=dG(u). For basic graph-theoretic
terminology, we refer the reader to [2].
Paths in a graph G are considered as subgraphs of G. Let P[a; b] be a path of
G connecting a and b in the orientation from a to b. For any vertex v∈V (P), we
denote by v+ its successor on P if v = b and v− its predecessor on P if v = a. Let
v+2 = (v+)+; v−2 = (v−)−; v+3 = (v+2)+; v−3 = (v−2)− and so on. For S ⊆ V (P), we
de>ne S+ = {v+: v∈ S − {b}} and S−= {v−: v∈ S − {a}}. For u; v on P, let P[u; v]
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denote the subpath of P from u to v (in the chosen direction) and MP[u; v] denote
the subpath in the reversed direction. For P[u+; v] we also write P(u; v], similarly,
P[u; v)=P[u; v−]. By (G); (G); (G), we denote the independence number, con-
nectivity and minimum degree of G, respectively.
A graph G of order n is said to be [a; b]-pancyclic, if for every integer i (a6 i6 b)
there exists a cycle Ci of length i in G. Similarly, G is said to be [a; b]-vertex-pancyclic
(resp. [a; b]-edge-pancyclic), if for every vertex v (resp. edge e) and every i there is
a cycle Ci containing v (resp. e). G is said to be [a; b]-panconnected, if for every pair
of distinct vertices u; v and every i there exists a path Pi[u; v] of i vertices connecting
u and v.
Obviously, if G is [a; b]-panconnected, then G is [a; b]-edge-pancyclic; if G is
[a; b]-edge-pancyclic, then G is [a; b]-vertex-pancyclic and if G is [a; b]-vertex-
pancyclic, then G is [a; b]-pancyclic.
In 1972, Chvatal and Erdo˝s [3] observed that every graph G satisfying (G)6 (G)
is hamiltonian. Recently, Lou [4] proved the following theorem conjectured by Amar
et al. [1].
Theorem 1. Let G be a triangle-free graph. If (G)6 (G); then G is [4; n]-pancyclic
unless G=Kn=2; n=2 or G is a 5-cycle.
Shen [6] generalized Theorem 1 by showing the following:
Theorem 2. Let G be a triangle-free graph. If (G)6 (G); then G is [4; n]-vertex-
pancyclic unless G=Kn=2; n=2 or G is a 5-cycle.
The aim of this paper is to prove the following two theorems, one of which gener-
alizes Theorems 1 and 2 and the other one shows an even more stronger property of
the graph G.
Theorem 3. Let G be a triangle-free graph. If (G)6 (G); then G is [4; n]-edge-
pancyclic unless G=Kn=2; n=2 or G is a 5-cycle.
Theorem 4. Let G be a triangle-free graph. If (G)6 (G); then G is [5; n]-
panconnected unless G=Kn=2; n=2 or G is a 5-cycle.
Remark. The lower bound 5 in Theorem 4 is best possible, since we can >nd some
classes of graphs in which there is no path of 4 vertices connecting some pairs of
two distinct vertices. For example, we construct a graph F as follows: taking >ve
disjoint copies Vi for 16 i6 5, where Vi consists of t(¿ 2) independent vertices and
adding edges between any two vertices u; w with u∈Vi and w∈Vi+1 for 16 i6 4
and >nally adding edges between any two vertices u; w with u∈V1 and w∈V5. For
F , we have (F)= (F)= 2t, but we cannot >nd a path of 4 vertices connecting two
distinct vertices of Vi (16 i6 5).
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2. Several lemmas
In the rest of the paper we always assume that G is a triangle-free graph with
(G)6 (G). As Lou showed in [4], G has the following:.
Property 1. (i) G is k-regular with (G)= (G)= k.
(ii) G has diameter 2.
Notice that the graphs under consideration of this paper form a special class of
edge-critical graphs of diameter 2 (see [5]) and thus the panconnectivity result could
be interesting also for the researchers dealing with the diameter of graphs. By Prop-
erty 1, G=C4 or C5 when k =2. Thus from now on we assume that k¿ 3. Let
P=Pm[x; y] = x1x2 · · · xm (x1 = x; xm=y) be a path of m¿ 4 vertices connecting x
and y and H be a component of V (G−P). For any u∈V (G), we call u a blue vertex
if |N (u)∩{x; y}|=2, otherwise, we call u a red vertex. Set B= {u: u is a blue vertex}
and R= {u: u is a red vertex}. Since G is triangle-free, by Property 1(i), we have
Property 2. B is an independent set and |B|6 k.
In order to prove our main Theorems, we will >rst show some lemmas. The >rst
three lemmas which do not need the requirement that G is triangle-free are analogous
to the results proved in [4] for cycles.
Lemma 1. Let v be a vertex in V (G − P). If one of the following conditions holds;
then there exists a path Pm+1[x; y] with V (Pm+1[x; y])=V (P) ∪ {v}:
(i) N+P (v) (or N
−
P (v)) is not an independent set;
(ii) there exist two vertices u1; u2 in N+P (v) with u1 ∈V (P[x; u2)) such that N+P (u1)∩
N (u2) ∩ (V (P[x; u1]) ∪ V (P[u2; y]) = ∅ or N−P (u1) ∩ N (u2) ∩ V (P(u1; u2)) = ∅;
(iii) there exist a vertex u1 in N+P (v) and a vertex u2 in N
−
P (v) with u1 ∈V (P[x; u2))
such that (N+P (u1) ∪ N−P (u1)) ∩ N (u2) ∩ (V (P)− V (P[u1; u2])) = ∅.
Proof. (i) Since N+P (v) is not independent, there is an edge between two vertices
u+; w+ of N+P (v). Thus the required path is P[x; u]vw MP[w
−; u+]w+P(w+; y].
(ii) If there is a vertex w in V (P[x; u1]) such that wu1 ∈E and w+u2 ∈E, then the
required path is P[x; w]u1P(u1; u−2 ]vu
−
1
MP(u−1 ; w
+]u2P(u2; y]. If w in V (P[u2; y]), we can
similarly get a Pm+1[x; y]. If there is a vertex w in V (P(u1; u2)) such that wu1 ∈E and
w−u2 ∈E, then the required path is P[x; u−1 ]vu−2 MP(u−2 ; w]u1P(u1; w−]u2P(u2; y].
By symmetry, we just verify the case when there is a vertex w in V (P[x; u1)) such
that wu1 ∈E and w−u2 ∈E (or w+u2 ∈E). The required path is P[x; w−]u2 MP(u2; u1]
wP(w; u−1 ]vu
+
2 P(u
+
2 ; y] (or P[x; w]u1P(u1; u2]w
+P(w+; u−1 ]vu
+
2 P(u
+
2 ; y]).
Lemma 2. Let v; v′ ∈V (G−P) with vv′ ∈E. If there exist a vertex u1 in N−2P (v) and
a vertex u2 in N−P (v
′) such that u1u2 ∈E; then there exists a path Pm+1[x; y] with
V (Pm+1[x; y])= (V (P)− {u+1 }) ∪ {v; v′}.
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Proof. Without loss of generality, assume that u1 ∈V (P(x; u2)). The required path is
Pm+1[x; y] =P[x; u1]u2 MP(u2; u+21 ]vv
′u2P(u2; y].
Lemma 3. If there is no any path Pm+2[x; y] in G; then
(i) for any two adjacent vertices v1; v2 in V (H); we have N+P (v1) ∩ NP(v2)= ∅;
(ii) for any two vertices v1; v2 in H with NH (v1) ∩ NH (v2) = ∅; we have N+P (v1) ∩
N−P (v2)= ∅;
(iii) for any v1; v2 ∈V (G − P) with v1v2 ∈E; there is no any edge between a vertex
u1 of N+P (v1) and a vertex u2 of N
+
P (v2);
(iv) for any two vertices u1; u2 in N+P (v1); we have N (u1) ∩ N (u2) ∩ V (G − P)= ∅.
Proof. If one of (i)–(iv) is false, we can easily >nd a path Pm+2[x; y].
Lemma 4. If there is no Pm+2[x; y] in G; then |NP(v)|¿ 2 for any v∈V (G − P)
and furthermore N+P (v) is not an independent set if vy ∈ E and N−P (v) is not an
independent set if xv ∈ E.
Proof. If NP(v)= ∅, consider x and x+2 on P. Since G has diameter 2, by Lemma 3(ii),
x and x+2 must have a common neighbor v1 in NG−P(v). The same argument applies to
x+ and x+3 which must also have a common neighbor v2 ∈NG−P(v) and v1 = v2, since
G is triangle-free, contrary to Lemma 3(iv). Hence NP(v) = ∅ for any v∈V (G − P).
Choose a vertex z in NP(v) for some v∈V (G − P). If z ∈ {x; y}, then {z−; z+} ∪
NG−P(v) is an independent set by Lemma 3(i). Thus |NG−P(v)|6 k−2 since (G)= k,
that is, |NP(v)|¿ 2. Hence, if there exists a vertex v in V (G − P) such that
|NG−P(v)|=1, then vx∈E or vy∈E. By symmetry, we only deal with the case of
vx∈E. Notice that G is triangle-free and NP(v)= {x}. By Lemma 3(i), {x2}∪NG−P(v)
is an independent set of k vertices. By Property 1, there exist two distinct vertices v1; v2
in NG−P(v) such that x3v1 ∈E and x4v2 ∈E.
Case 1: m¿ 5.
By Lemma 3, we have v1x5 ∈E since (G)= k. If m¿ 6, applying the same argu-
ment to x6, we have v2x6 ∈E, contrary to Lemma 3(iv).
If m=5, since G is triangle-free, by Lemma 3(iv), N (v2) ∩ (N (v) ∪ V (P))= {x4}
and x2x4 ∈ E. By Property 1(ii), there exists a vertex v3 in V (G−P)−{v1} such that
v3v2 ∈E and x2v3 ∈E. Thus we can get a P7[x; y] = xx2v3v2vv1y, a contradiction.
Case 2: m=4.
Since G is triangle-free, N (v) ∩ N (v2)= ∅ and dP(v2)= 1. If k¿ 5, then |(N (v) ∪
N (v2)) − {x; y; v; v2}|¿ k + 1. Since (G)= k, there exist a vertex v3 ∈NG−P(v) −
{v2} and a vertex v4 in NG−P(v2) − {v} such that v3v4 ∈E. Thus we can get a
P6[x; y] = xvv3v4v2y, a contradiction.
If k =4, let NG−P(v)= {v1; v2; v3} and NG−P(v2)= {v; v4; v5}. By the assumption,
(NG−P(v) − {v2}) ∩ N (v′)= ∅ for any v′ ∈NG−P(v2) − {v}. Thus {v1; v3; v4; v5} is in-
dependent. Since (G)= 4; {v1; v3; v4; v5; y} and {v1; v3; v4; v5; x} are not independent.
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Since G is triangle-free, yv3 ∈E and {v4; v5} ∩N (x) = ∅, which implies that there is a
P6[x; y] in G, a contradiction.
If k =3, let v3 ∈NG−P(v2). Then v1v3 ∈ E, otherwise we can get a P6[x; y] =
xvv1v3v2y, a contradiction. Thus {v1; v3; y} is independent. Since (G)= 3, both {v1; v3;
x2; y} and {v1; v3; x; y} are not independent. Since G is triangle-free, we have x2v3 ∈E
and xy∈E. Thus {v1; v3} is a cut vertex set of G, contrary to Property 1 (i).
Therefore, |NP(v)|¿ 2 for any v∈V (G − P).
Now, we turn to prove the second part of Lemma 4.
Assume that vy ∈ E. If NG−P(v)= ∅, then |N+P (v)|= k. Since G is triangle-free
and (G)= k; N+P (v) is not independent. If NG−P(v) = ∅, then |NP(u)|¿ 2 for any
u∈NG−P(v). When xm−1u ∈ E for any u∈NG−P(v), we may choose a vertex xi
in V (P) − {y} such that NG−P(v) ∩ N (xi) = ∅ and N (xj) ∩ NG−P(v)= ∅ for any
i¡ j¡m. Since G is triangle-free, |NG−P(v) ∪ N+P (v) ∪ {x+i }|= k + 1. By apply-
ing Lemma 3 as before, we have N+P (v) is not an independent set. When N (xm−1) ∩
NP−G(v) = ∅, let v1xm−1 ∈E for some v1 ∈NG−P(v). Since (G)= k, there is a vertex
v2 in NG−P(v) such that v2xm ∈E. Whenever NG−P(xm−2) ∩ NG−P(v)= ∅, then using
the same method as above, we can get that N+P (v) is not independent. Whenever
NG−P(v) ∩ N (xm−2) = ∅, by Lemma 3, v2xm−2 ∈E and NG−P(v) ∩ N (xm−3)= ∅. Since
G is triangle-free and |NP(u)|¿ 2, there exists a vertex w in V (P[x; xm−3)) such that
N (w)∩NG−P(v) = ∅. Choose xj such that N (xj)∩NG−P(v) = ∅ and N (w)∩NG−P(v)= ∅
for any w∈V (P(xj; xm−2)). Applying Lemma 3 again, we have |N+P (v) ∪ NG−P(v) ∪
{x+j }|= k + 1, and consequently, N+P (v) is not an independent set. Similarly, we can
verify that N−P (v) is not an independent set if xv ∈ E.
Hence, the proof of Lemma 4 is complete.
Lemma 5. Let v be a red vertex in V (G − P) satisfying
(C1) there is a v′ in NG−P(v) such that N+P (v
′) or N−P (v
′) is not an independent
set.
Then there exists a Pm+2[x; y] in G. Moreover, if dG−P(v)= 1, then V (Pm+2[x; y])=
V (P) ∪ {v; v′}.
Proof. Assume that there is no Pm+2[x; y] in G. Choose a P=Pm[x; y] such that
(1) V (G − P) is not an independent set;
(2) r=max{dP(v): v∈R and satis>es C1} is maximum among all P satisfying (1).
Let r=dP(v1). Since v1 satis>es C1, there exists a v2 in NG−P(v1) such that N+P (v2)
is not an independent set.
If dG−P(v1)= 1, then by Lemma 1 we can get a P′=P′m+1[x; y] such that V (P
′)=
V (P) ∪ {v2}. Since v1 is red and NP′(v1) ⊆ V (P′), by Property 1(i) we may assume
that N+P′(v1) is not independent. Thus, by Lemma 1 we can get a Pm+2[x; y] such that
V (Pm+2[x; y])=V (P′) ∪ {v1}=V (P) ∪ {v1; v2}.
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Thus we only need to consider the case when dG−P(v1)¿ 2. Let NP(v1)=
{u1; u2; : : : ; us}, where s= k − |NG−P(v1)| and NP(v2)= {w1; w2; : : : ; wt}, where t= k −
|NG−P(v2)|. Since v1 ∈R, without loss of generality, we assume that v1x ∈ E (if v1x∈E,
then v2x ∈ E and N−P (v2) is not independent by Lemma 4; hence we can exchange x
and y). Choose w+i ; w
+
j in N
+
P (v2) such that w
+
i w
+
j ∈E for some 16 i¡ j6 t. Since
G is triangle-free, by Lemma 3(i), we have
Fact 1. (N+P (v2) ∪ NP(v2)) ∩ NP(v1)= ∅.
If there exist uq; up (q¡p) in Pm[x; wi) (or in Pm(wj; y]) such that u−q u
−
p ∈E, then
we can get a
Pm+2[x; y] =P[x; u−q ]u
−
p
MP(u−p ; uq]v1upP(up; wi]v2wj MP(wj; w
+
i ]w
+
j P(w
+
j ; y]
(or Pm+2[x; y] =P[x; wi]v2wj MP(wj; w+i ]w
+
j P(w
+
j ; u
−
q ]u
−
p
MP(u−p ; uq]v1upP(up; y]);
contrary to the assumption.
If there are a uq in V (P(x; wi)) and a vertex up in V (P(wj; y] such that u−q u
−
p ∈E,
then we can get a
Pm+2[x; y] =P[x; u−q ]u
−
p
MP(u−p ; w
+
j ]w
+
i P(w
+
i ; wj]v2wi MP(wi; uq]v1upP(up; y];
contrary to the assumption.
Hence, we have
Fact 2. N−P (v1) ∩ (V (P[x; wi]) ∪ V (P(wj; y])) is an independent set.
Using the same argument as above, we can easily get
Fact 3. N+P (v1) ∩ V (P(wi; wj)) is an independent set.
Now, if there are a vertex uq in V (P(wi; wj)) and a vertex up in V (P(x; wi)) (or in
V (P(wj; y])) such that u+q u
−
p ∈E, then we can get a
Pm+2[x; y] = P[x; u−p ]u
+
q P(u
+
q ; wj]v2wi MP(wi; up]v1uq MP(uq; w
+
i ]w
+
j P(w
+
j ; y];
(or Pm+2[x; y] = P[x; wi]v2wj MP(wj; u+q ]u
−
p
MP(u−p ; w
+
j ]w
+
i P(w
+
i ; uq]v1upP(up; y]);
contrary to the assumption.
Hence, by Facts 2 and 3, we have
Fact 4. (N−P (v1) ∩ (V (P[x; wi)) ∪ V (P(wj; y]))) ∪ (N+P (v1) ∩ V (P(wi; wj))) is an inde-
pendent set.
Set S =(N−P (v1)∩(V (P[x; wi))∪V (P(wj; y])))∪(N+P (v1)∩V (P(wi; wj))). Then |S|= s.
Notice that |NG−P(v1)|¿ 2. Then by the maximality of r; N+P (v′) ∩ N−P (v′)= ∅ for
any v′ ∈NG−P(v1). We distinguish the following two cases.
Case 1: There exists a vertex, say v3, in NG−P(v1)− {v2} such that v3y∈E.
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Then y− ∈ NP(v1) by Lemma 3(i). If wj =y−, by Lemma 3(ii) and the max-
imality of r, we have {y−2} ∪ NG−P(v1) is independent. Since |S ∪ NG−P(v1) ∪
{y−2}|= k + 1, there exists a vertex, say z, in S such that zy−2 ∈E by Lemma 3.
When z ∈N−P (v1) ∩ V (P[x; wi)), then wj =y− by Lemma 3(iii) and we can get a
Pm+2[x; y] =P[x; z]y−2 MP(y−2; w+j ]w
+
i P(w
+
i ; wj]v2wi MP(wi; z
+]v1v3y, contrary to the as-
sumption. For the same reason, we can derive that z ∈ N−P (v1) ∩ V (P(wj; y)). Thus,
z ∈N+P (v1) ∩ V (P(wi; wj)) and we can get a path Pm+2[x; y] =P[x; wi]v2wj MP(wj; z]y−2
MP(y−2; w+j ] w
+
i P(w
+
i ; z
−]v1v3y, contrary to the assumption.
If wj =y−, then by Fact 4, S ′=(N−P (v1)∩V (P[x; wi)))∪ (N+P (v1)∩V (P(wi; y))) is
independent. By Lemma 3 and the maximality of r; w+2i ∈ S ′ and {w+2i }∪NG−P(v1) is
independent. Since xv1 ∈ E, we have |S ′∪{w+2i }∪NG−P(v1)|= k+1. Thus there exists
some vertex z ∈ S ′ such that zw+2i ∈E. When z ∈N−P (v1) ∩ V (P[x; wi)), then we can
get a path Pm+2[x; y] =P[x; z]w+2i P(w
+2
i ; y
−]v2v1z+P(z+; w+i ]y, a contradiction. When
z ∈N+P (v1)V (P(wi; y)), then we can get a path Pm+2[x; y] =P[x; wi]v2y− MP(y−; z]w+2i
P(w+2i ; z
−]v1v3y, contrary to the assumption.
Case 2: For any v3 ∈NG−P(v1)− {v2}; v3y ∈ E.
If v2y∈E, then by exchanging v2 and v3 and using the same method as in Case 1,
we can derive that Lemma 5 holds. Hence we may assume that v2y ∈ E, which implies
NG−P(v1) ∩ N (y)= ∅. By Lemma 4, |NP(v)|¿ 2 for any v∈NG−P(v1).
Case 2.1: There is some v∈NG−P(v1) such that |NP(v)|=2.
Let NP(v)= {z1; z2} and z2 ∈V (P(z1; y)). Then by Lemma 4, z+1 z+2 ∈E. If NG−P(z+21 )
∩N (v) = ∅, choose v′ ∈NG−P(v) such that v′z+21 ∈E. Then z+31 z+2 ∈ E by Lemma 3(iii)
and z1z+2 ∈ E as G is triangle-free. When z1z+31 ∈E, then we can get a Pm+2[x; y] =
P[x; z1]z+31 P(z
+3
1 ; z2]vv
′z+21 z
+
1 z
+
2 P(z
+
2 ; y], a contradiction. Thus, we may assume that
z1z+31 ∈ E. Since |{z1; z+31 ; z+2 } ∪ NG−P(v)|= k + 1 and G is triangle-free, there ex-
ists some v
′′ ∈NG−P(v)− {v′} such that v′′z+31 ∈E. For the same reason as above, we
have {z1; z+2 ; z+41 } is independent and (NG−P(v)− {v
′′}) ∩ N (z+41 ) = ∅. Thus, v′z+41 ∈E
by Lemma 3(ii) and can get a Pm+2[x; y] =P[x; z1]vv′′z+31 z
+2
1 v
′z+41 P(z
+4
1 ; y], a contra-
diction.
If NG−P(z+21 ) ∩ N (v)= ∅, since G is triangle-free, we have {z1; z+2 ; z+21 } ∪ NG−P(v)
is an independent set of k + 1 vertices by Lemma 3(i), contrary to Property 1.
Case 2.2: |NP(v)|¿ 3 for any v∈NG−P(v1).
By the choice of v1, we have |NP(v1)|¿ 3. By Lemma 3(i), S ∪ NG−P(v1) is inde-
pendent. Let v3 ∈NG−P(v1)−{v2}. Then N+P (v3)∩N−P (v3)= ∅ by the maximality of r
and {w−2j ; w+2j } ∩ NP(v3)= ∅ by Lemma 3(ii).
If NP(v3)∩V (P[x+2; wi]) = ∅, let z be in it. Then by Lemma 3(ii) and the maximality
of r, we can easily get {z−2} ∪ NG−P(v1) is independent. Thus by Property 1, there
exists a vertex u in S such that uz−2 ∈E. When u∈N−P (v1) ∩ V (P[x; wi)), we can
get a Pm+2[x; y] with V (Pm+2[x; y])=V (P1) ∪ V (P2), where V (P1)= (V (P[x; wi)) −
{z−})∪ {v1; v3} and V (P2)=V (P[wi; y])∪ {v2}, by Lemmas 1 and 2, contrary to the
assumption.
When u∈N−P (v1) ∩ V (P(wj; y)), we can get a Pm+2[x; y] =P[x; z−2]u MP(u; w+j ]w+i
P(w+i ; wj]v2wi MP(wi; z]v3v1u
+P(u+; y], a contradiction.
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When u∈N+P (v1) ∩ V (P(wi; wj)), we can get a Pm+2[x; y] =P[x; z−2]uP(u; wj]v2wi
MP(wi; z]v3v1u− MP(u−; w+i ]w
+
j P(w
+
j ; y], a contradiction.
If NP(v3) ∩ V (P[w+3j ; y)) = ∅, for the same reason as above, we can also get a
contradiction.
Hence, NP(v3) ∩ (V (P[x+2; wi]) ∪ V (P[w+2j ; y)))= ∅.
Since |NP(v3)|¿ 3 and G is triangle-free, we have |NP(v3) ∩ V (P[w+i ; w+j ])|¿ 2
and NP(v3) ∩ V (P[w+3i ; w−2j )) = ∅. Let zv3 ∈E for some z ∈V (P[w+i ; w−2j )). By the
maximality of r and Lemma 3(ii), {z+2} ∪ NG−P(v1) is independent. Thus by Prop-
erty 1, there exists some u in S such that uz+2 ∈E. When u∈N−P (v1) ∩ V (P[x; wi)),
we can get a Pm+2[x; y] =P[x; u]z+2P(z+2; wj]v2wi MP(wi; u+]v1v3z MP(z; w+i ]w
+
j P(w
+
j ; y], a
contradiction.
When u∈N−P (v1) ∩ V (P(wj; y]), we can get a Pm+2[x; y] =P[x; wi]v2wj MP(wj; z+2]u
MP(u; w+j ]w
+
i P(w
+
i ; z]v3v1u
+P(u+; y], a contradiction.
When u∈N+P (v1)∩V (P(wi; wj)), by Lemmas 1 and 2, we can get a path Pm+2[x; y]
with V (Pm+2[x; y])=V (P1) ∪ V (P2), where V (P1)= (V (P(w+i ; wj))− {z+}) ∪ {v1; v3}
and V (P2)=V (P[x; w+i ]) ∪ V (P[wj; y]) ∪ {v2}, a contradiction.
Hence, Lemma 5 holds.
From Lemmas 4 and 5, we have
Corollary 1. If there is no Pm+2[x; y] in G; then both N+P (v) and N
−
P (v) are indepen-
dent sets for any blue vertex v in V (G − P) with NG−P(v) = ∅.
Corollary 2. If there is no Pm+2[x; y] in G; then the set of all red vertices in V (G−P)
is an independent set.
Lemma 6. If there is no Pm+2[x; y] in G; then for any P=Pm[x; y]; V (G − P) is
independent.
Proof. Assume that there exists a P=Pm[x; y] such that V (G − P) is not indepen-
dent. Since B is an independent set, by Corollary 2, for any edge vv1 in G − P we
have |{v; v1} ∩ R|=1 and |{v; v1} ∩ B|=1. Similar to the proof of Lemma 5, take a
P=Pm[x; y] such that
(3) V (G − P) is not independent;
(4) r1 =max{dP(v): v∈V (G − P) ∩ B and dG−P(v)¿ 1} is maximal among all P
under (3).
Let dP(v1)= r1 for v1 ∈V (G − P) ∩ B with dG−P(v1)¿ 1. Take a vertex v2 in
NG−P(v1), then v2 ∈R. Set U =NP(v1)= {u1; u2; : : : ; us}, where s= k−|NG−P(v1)| and
W =NP(v2)= {w1; w2; : : : ; wt}, where t= k−|NG−P(v2)|. By Corollary 1, we have U+
and U− are independent sets. By Lemma 4, neither W+ nor W− is an independent set.
Case 1: N (v) ∩ (W+ ∪W−)= ∅ for any v∈NG−P(v1).
If W+ is not a clique, choose w+i ; w
+
j ∈W+ with w+i w+j ∈ E. By Lemma 3 U+ ∪
NG−P(v1) ∪ {w+i ; w+j } would be an independent set with k + 1 vertices, contrary to
Property 1(i). Thus W+ is a clique and similarly, W− is a clique.
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Since G is triangle-free, |W |=2; w+1 w+2 ∈E; w−1 w−2 ∈E and consequently
|P(w1; w2)|¿ 2; w+21 w+2 ∈ E. Thus NG−P(v2) ⊆ B by Lemma 5 and |NG−P(v2)|= k−2.
By Lemma 3(i), W ∩ {x+; y−}= ∅. Since NG−P(v2) ∪ {x+} ⊆ N (x) and NG−P(v2) ∪
{y+} ⊆ N (y), we have |N (x) − (NG−P(v2) ∪ {x+})|=1 and |N (y) − (NG−P(v2) ∪
{y+})|=1. Thus by Property 2, {w1; w+1 }∩B= ∅ or {w2; w−2 }∩B= ∅. Without loss of
generality, assume that {w1; w+1 }∩B= ∅. Consider the set S = {x+; w+21 ; w+2 }∪NG−P(v2).
By Property 1(i), S is not an independent set. Thus N (w+21 )∩ (NG−P(v2)∪ {x+}) = ∅.
When x+w+21 ∈E, then we can get a Pm+2[x; y] = xv1v2w2 MP(w2; w+21 ]x+P(x+; w+1 ]w+2
P(w+2 ; y], a contradiction. When there exists a vertex v∈NG−P(v2) such that vw+21 ∈E,
then we can get a P′=P′m[x; y] =P[x; w
−
1 ]w
−
2
MP(w−2 ; w
+2
1 ]vv2w2P(w2; y]. Since {w1; w+1 }
⊆ V (G − P′) and {w1; w+1 } ∩ B= ∅, we can get a Pm+2[x; y] in G by Corollary 2, a
contradiction.
Case 2: There exists a vertex v in NG−P(v1) such that N (v) ∩ (W+ ∪W−) = ∅.
Without loss of generality, let w+1 v∈E. By Lemma 3(i), U+ ∪ {w+21 } is an in-
dependent set. If w+21 w
+
2 ∈E or w+21 v2 ∈E, then we can get a P′=P′m[x; y] such that
V (P′)= (V (P)−{w+1 })∪{v2}. But for P′ we have dP′(v1)¿dP(v1) and v∈NG−P′(v1),
contrary to the choice of P. Thus by Lemma 3, {w+21 ; w+2 ; v2; v} ∪ U+ is indepen-
dent. Consider the set S = {w+21 ; w+2 } ∪ NG−P(v1) ∪ U+. Since {w+21 } ∪ NG−P(v1) ∪
U+ is independent and |S|= k + 1, by Property 1(i), there must be a vertex v′ in
NG−P(v1) − {v2; v} such that w+2 v′ ∈E. Applying the same argument to w+22 , and
considering the set {w+21 ; w+22 } ∪ NG−P(v1) ∪ U+, we have w+21 w+22 ∈E by Property
1(i). Thus we obtain a path Pm+2[x; y] =P[x; w+1 ]vv1v2w2 MP(w2; w
+2
1 ]w
+2
2 P(w
+2
2 ; y], a
contradiction.
Hence, the proof of Lemma 6 is complete.
Assume that there exists a vertex v in V (G − P) such that N (v) ⊆ V (P). Let
U =N (v)= {u1; u2; : : : ; uk} in order from x to y and set Ai =P(ui; ui+1) for 16 i6
k − 1. Then we have
Lemma 7. If one of the following conditions holds; then there exists a Pm+1[x; y]
in G :
(i) v is a red vertex;
(ii) v is a blue vertex and there exists some Aj with 16 j6 k−1 such that |Aj|¿ 2
and B ∩ V (Aj)= ∅.
Proof. (i) Since v is red, we may assume that vy ∈ E. By Property 1(i), N+(v) is not
an independent set. By Lemma 1, there exists a Pm+1[x; y] in G.
(ii) Since v is a blue vertex, {x; y} ⊆ N (v). Since (N (x) ∩ N (y)) ∩ V (Aj)= ∅, all
vertices in Aj are red. If |Aj|=2, we can get a P′m−1[x; y] =P[x; uj]vuj+1P(uj+1; y].
Since u+j ; u
+2
j are red and u
+
j u
+2
j ∈E, we can get a Pm+1[x; y] in G by Corollary 2.
If |Aj|¿ 3, then there exists a vertex u+i in N+P (v) − {u+j } such that u+i u+3j ∈E
by Property 1(i). Thus we can >rst get a Pm−1[x; y] with V (Pm−1[x; y])= (V (P) −
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{u+j ; u+2j }) ∪ {v} and then get a P′=Pm+1[x; y] such that V (P′)=V (Pm−1[x; y]) ∪
{u+j ; u+2j } by Lemma 5.
Lemma 8. Assume that |V (G−P)∩B|¿ 2. If there is no Pm+2[x; y] in G; then N+P (v)
is not independent for any v∈V (G − P) ∩ B.
Proof. By Lemma 6, V (G − P) is an independent set. Let v∈V (G − P) ∩ B and
NP(v)= {u1; u2; : : : ; uk} with u1 = x and uk =y. Set Ai =P(ui; ui+1) for 16 i6 k − 1.
By contradiction, assume that N+P (v) is an independent set. Since |V (G−P)∩B|¿ 2
and |B|6 k, there exist a vertex, say v′, in V (G− P)∩ B− {v} and a vertex, say u+j ,
in N+P (v) such that v
′u+j ∈E. If |Aj|=1, then we can get a path P′ with vertex set
(V (P) − {u+j }) ∪ {v} such that V (G − P′) is not independent, contrary to Lemma 6.
Thus |Aj|¿ 2 and for the same reason, u+i u+2j ∈ E for any i = j.
Since G is triangle-free, u+2j ∈ N+P (v) − {u+j }. By Lemma 3(iv), we have
(N+P (v) − {u+j }) ∪ {v; v′; u+2j } is an independent set with k + 1 vertices, contrary to
Property 1(i).
3. Proofs of the main theorems
In this section, we always assume that G satis>es the conditions of our main theorems
and G is neither Kn=2; n=2 nor C5. Then k¿ 3 by Property 1. We will prove our main
theorems by showing the following claims.
Claim 1. G is hamiltonian connected; that is; for any two distinct vertices x; y of G
there exists a Pn[x; y] in G.
Proof. By contradiction, assume that there exist x and y such that the longest path
P=Pm[x; y] is not a hamiltonian path, which means m¡n. By Lemma 6, V (G − P)
is independent. By Lemma 7(i), V (G − P) ⊆ B. For v∈V (G − P), let U =N (v)=
{u1; u2; : : : ; uk} in order from x to y with x= u1;= uk . Set Ai =P(ui; ui+1). Choose j
such that |Aj|=max{|Ai|: 16 i6 k − 1}.
If |Aj|=1, then |Ai|=1 for any 16 i6 k−1. By Lemmas 1 and 6, V (G−P)∪N+P (v)
is independent, and consequently, N (u+i ) ⊆ U . Thus by Property 1(i), G=Kn=2; n=2, a
contradiction.
If |Aj|=2, we can get a P′=P′m−1[x; y] =P[x; uj]vuj+1P(uj+1; y]. Since for P′ we
have {u+j ; u+2j } ⊆ V (G − P′) and u+j u+2j ∈E, by Lemma 6, we can get a Pm+1[x; y],
contrary to the maximality of P.
If |Aj|¿ 3, then by the fact that |N+P (v) ∪ {v; u+3j }|= k + 1 and Property 1(i), there
is a vertex u+i (i = j) in N+P (v) such that u+i u+3j ∈E. So we can get a P′=P′m−1[x; y]
such that V (P′)= (V (P)−{u+j ; u+2j })∪{v}. Thus by Lemma 6, there exists a Pm+1[x; y]
in G, contrary to the maximality of P.
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Claim 2. For any distinct vertices x; y of G with xy∈E; there exist P4[x; y] and
P5[x; y] in G.
Proof. Let S1 =N (x) − {y}= {u1; u2; : : : ; uk−1} and S2 =N (y) − {x}= {w1; w2; : : : ;
wk−1}. Since G is triangle-free, S1 ∩ S2 = ∅ and S1; S2 are both independent sets.
By Property 1(i) and k¿ 3, there exist some ui and wj such that uiwj ∈E. Thus
P4[x; y] = xuiwjy.
If for any i (16 i6 k − 1) and j (16 j6 k − 1) uiwj ∈E, then G=Kn=2; n=2, a
contradiction. Hence there exist a vertex ui in S1 and a vertex wj in S2 such that
uiwj ∈ E, by Property 1(ii) there is a vertex z in V (G)− (S1 ∪ S2 ∪ {x; y}) such that
zui ∈E and zwj ∈E. Thus we have a P5[x; y] = xuizwjy.
Claim 3. For any distinct vertices x; y of G with xy ∈ E; there exist P5[x; y] and
P6[x; y] in G.
Proof. Let S1 =N (x)= {u1; u2; : : : ; uk} and S2 =N (y)= {w1; w2; : : : ; wk}. By Property
1(i), S1 ∩ S2 = ∅. Without loss of generality, let u1 =w1. Since G is triangle-free,
N (u1) ∩ (S1 ∪ S2)= ∅ and {x; y} ∩ N (z)= ∅ for any z ∈N (u1). We distinguish the
following two cases.
Case 1: |S1 ∩ S2|6 k − 1.
Then there exists a vertex wj in S2 − S1 ∩ S2. If there is a vertex z in N (u1) such
that zwj ∈ E, by Property 1(ii), there exists a vertex z1 such that z1z ∈E and z1wj ∈E.
Since G is triangle-free, z1 ∈ S2. When z1 ∈ S1 − S2, say ui = z1. Then we can get
P5[x; y] = xuizu1y and P6[x; y] = xu1zuiwjy. Thus z1 ∈V (G) − (S1 ∪ S2 ∪ {x; y}). By
Property 1(ii), there is a vertex ui in S1 − {u1} such that uiz1 ∈E. Hence we can get
P6[x; y] = xu1zz1wjy and P5[x; y] = xuiz1wjy.
Case 2: |S1 ∩ S2|= k. That is, S1 = S2.
If there is a vertex z in V (G)− (S1 ∪ {x; y}) such that |N (z)∩ S1|6 1, then N (z)∪
{x; y} is an independent set with at least k + 1 vertices, contrary to Property 1(ii).
Thus |N (z) ∩ S1|¿ 2. So we can easily >nd a P5[x; y] in G.
Since G =Kn=2; n=2, there exists a vertex z in V (G)− (S1 ∪ {x; y}) such that |N (z)∩
S1|6 k − 1. Choose a vertex ui in S1 such that zui ∈ E. Since G is triangle-free, by
Property 1(ii) we can get vertex z1 in V (G)−S1∪{x; y} such that z1z ∈E and z1ui ∈E.
Thus we can get a P6[x; y] = xujzz1uiy, where uj ∈ S1 − {ui} and ujz ∈E.
Claim 4. If there is a Pm[x; y] in G for 46m6 n−2; then there is a Pm+2[x; y] in G.
Proof. By contradiction, we assume that there is no Pm+2[x; y] in G. By Lemma 6 and
Claim 1, V (G − P) is an independent set and |V (G − P)|¿ 3 for any P=Pm[x; y].
Choose a P=Pm[x; y] such that |V (G−P)∩R| is maximum among all paths connecting
x and y with m vertices. Let S =V (G − P)= {v1; : : : ; vt}, where t= |V (G − P)|.
If |S ∩ R|¿ 2, then by Lemma 7(i) we can >rst get a Pm+1[x; y] and then get a
Pm+2[x; y] in G, a contradiction. Thus |S ∩R|6 1. Since |S|¿ 3, we have |S ∩B|¿ 2.
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Let v1; v2 be any two vertices in V (G− P)∩ B. By Lemmas 1 and 8, there exists a
P′=Pm+1[x; y] such that V (P′)=V (P) ∪ {v1}.
If |S ∩ R|=1, say v3 ∈R. Since N (v3) ⊆ V (P′), by Lemma 7(i), we can get a
Pm+2[x; y], a contradiction.
If S∩R= ∅, let NP′(v2)= {u1; u2; : : : ; uk} with x= u1 and uk =y and Ai =P′(ui; ui+1)
for 16 i6 k − 1. Since |V (G − P′) ∩ B|= |V (G − P) ∩ B| − 1¿ 2, there exists some
16 j6 k−1 such that Aj∩B= ∅. By the choice of P, we have N+P (v2)∩N−P (v2)∩R= ∅,
which implies that N+P′(v2)∩N−P′ (v2)∩R= ∅. Thus |Aj|¿ 2 and by Lemma 7(ii), there
exists a Pm+2[x; y] in G, a contradiction.
By Claims 2–4, we can easily derive that Theorems 3 and 4 are true.
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