ABSTRACT Spatial entity descriptions are written in natural language based on the observations and understanding of spatial entities and often contain rich semantic information beyond GIS systems. Therefore, entity descriptions must be related to spatial entities in GIS systems. However, most previous studies of this issue were confined to place-type spatial entities, and other types of instance-level spatial entity matching have rarely been studied. In addition, existing matching methods require complex semantic analysis and manual feature engineering for the description text. In this paper, we focus on the matching of semantic similarity between spatial entities with rich text attributes and descriptions. We propose a semantic textual similarity matching model that incorporates a hierarchical recurrent structure with a focus on learning lowdimensional semantic vector representations of spatial entities and the corresponding descriptions. The model minimizes the distance between the vectors of matched pairs and maximizes the distance between the mismatched pairs of samples. The proposed siamese hierarchical attention network is trained and evaluated using a geological survey data set. The results show that the proposed model effectively captures the salient semantic information of spatial entities and the associated descriptions in the matching task and significantly outperforms previous state-of-the-art matching models.
I. INTRODUCTION
The matching of a spatial entity and textual description is a long-standing research problem that has received considerable attention over the years. Correctly matching an external textual description to a spatial entity is essential to the data expansion and updating of a GIS, and it also represents a data fusion approach. Researchers in many fields are aware of the importance of linking spatial objects with textual descriptions. Relevant research has been completed in the fields of culture, history (Google Ancient Places 1 and Pleiades), 2 archeology [1] , and geology [2] .
Associating a spatial entity with an external description block of the entity may provide a spatial reference to the text, and it may also provide a rich textual description of the spatial object. The most important task in the linking process is to calculate the semantic similarity between two types of objects. Most previous studies have focused on the linking and matching between places and external textual descriptions in GIS [3] , whereas limited research has focused on spatial entity objects with rich text attributes. The features of a spatial entity are mainly defined by the entity's structured attributes, and the external textual description of the entity is described in natural language. The attributes and topological features of spatial entities can be extracted from the textual description. Similarly, these features are also available by examining spatial datasets. In many cases, information on the two types of objects has a certain complementarity and symbiotic relationship.
The matching task of this paper is different from that of knowledge base entity linking tasks. The former links textual descriptions (text blocks and usual paragraphs) to spatial entities in GIS, whereas the latter focuses on linking the named entities extracted from the text to the existing knowledge base. For example, depending on the context of the named entity ''Washington'', the entity linking task needs to determine whether the entity should be linked to the US president George Washington or to Washington, D.C., the capital of the US.
In essence, the same object in the real world is depicted in two ways: the spatial entity and the textual description. Often, the text for the spatial entity and textual description is asymmetric and heterogeneous [4] , which increases the difficulty of directly measuring the textual similarity. The main purpose of this paper is to investigate the feasibility of performing spatial entity to textual description matching in light of these challenges. At present, deep learning has been widely used in semantic similarity measurements [5] - [7] , and it has achieved excellent results in applications such as text matching [8] text and image matching [9] , and image matching [10] .
Previous studies on text matching have focused on redesigning features. Recently, the deep text matching model was proposed, and neural representation learning of text has demonstrated significant improvements in many language processing tasks, such as information retrieval tasks [8] and text embedding [11] - [13] . Compared with traditional methods, deep text matching models can automatically learn the decisive semantic features from raw training data and avoid hand-crafted feature engineering.
The contributions of this paper are threefold:
(1) We propose a novel model based on the Siamese Hierarchical Attention Network (SHAN) to learn the similarity metrics between a textual description and a spatial entity in a geological dataset;
(2) We propose a new semantic strategy for spatial entities and descriptions to overcome the heterogeneity of these parameters; (3) We conduct rigorous comparisons of state-of-the-art matching models for a geological dataset and analyze the deficiencies of current models and the advantages of the proposed Siamese Hierarchical Attention Network.
The remainder of the paper is organized as follows. Section II presents previous matching approaches developed to solve the studied problem. Section III describes the formal definition of the problem and the semantic strategy of the spatial entity and text objects. Section IV introduces the details of the matching model's design. Section V presents the quantitative and qualitative results. Section VI provides a discussion (including future work) and our conclusions.
II. RELATED WORK
At present, many studies have focused on the matching between entities with structural attributes and natural language texts, and they can be roughly divided into the following categories.
Natural language models. If we do not consider the topological relationships between spatial entities, then the matching problem can be regarded as matching unstructured text with a structured entity in a database listing. Previous work has examined matching free-text descriptions of products to their structured records [14] , social media contents to products in E-Commerce Catalogs [15] - [17] and reviews to objects [18] , [19] . Dalvi et al. [20] proposed a language model for generating reviews that incorporates a description of objects. However, none of the above methods involve spatial entities. Brunsting et al. [21] proposed a ''GeoTextTagger'' approach to associate each block of text from Wikipedia with a specific location in OpenStreetMap. The ''GeoTextTagger'' links spatial entities to named entities in text blocks and then assigns latitude and longitude coordinates to the text blocks; however, no other features in the context are utilized except for the entity's name. In addition, the method needs to first perform named entity recognition. Murrietaflores and Gregory [22] proposed an approach named Geographical Text Analysis (GTA), which is a combination of techniques from NLP and GIS. The GTA can automatically identify textual and geographic patterns in a corpus and identify specific parts of the associated text. Grover et al. [23] developed the Edinburgh Geoparser tool, which automatically labels the spatial location coordinates for place names in text corpora.
Graph-based matching methods. The graphical data structure can be constructed by extracting the attributes of the spatial entity and the textual entity. Bereta and Koubarakis [24] created virtual geospatial RDF graphs on top of the geospatial relational database. Kim et al. [25] matched place names from multiple descriptions by developing a labeled graph matching process that relies solely on the comparison of string, linguistic and spatial similarities between identified places.
Machine learning methods. In the past, research on the similarity of spatial entities was often limited to the level of semantic categories. Li et al. [26] proposed an artificial neural network approach that combines domain ontologies for measuring the semantic similarity of spatial objects. Zhang et al. [27] proposed a method based on 2-layer Conditional Random Fields (CRFs) to match unstructured text reviews to structured objects. Using the machine learning method, Smole et al. [28] obtained the rules that identify and extract information for the five most-frequent relationships/ properties found in Slovene natural language definitions of spatial entities, and the extracted relationships and attributes of the spatial entities were then applied to a spatial data recommendation service. This paper focuses on similarity measurements between spatial entity objects with textual attributes and their external descriptions (paragraphs). Our matching task is essentially a comparison of the semantic similarity of the textual contents in two types of objects. The matching task can also be viewed as information retrieval [29] . That is, the task uses a description as the input of a search engine to find the top-ranked spatial entity from the list of the spatial entities. Although a number of current methods have achieved good accuracy, they require considerable hand-crafted feature work. The traditional textual similarity measure generally considers only the similarity of each term itself while ignoring the semantic relevance between terms. By matching pairs of documents, Yih et al. [30] designed a similarity learning framework that VOLUME 6, 2018 can learn a projection matrix that maps the corresponding term vectors into a low-dimensional concept space in which similar documents are close. In this paper, we show that with sufficient training data, the proposed SHAN may be trained on paired examples to learn a highly structured space of semantic representations of spatial entities and descriptions. Our model can perform remarkably well on seemingly complex matching tasks.
III. PROBLEM DEFINITION AND SEMANTIC REPRESENTATION OF DATA A. PROBLEM FORMULATION

Definition 1 (Textual Spatial Entity):
A spatial entity e is the minimum unit of the real-world geographic entity, including points, lines, and polygons that are expressed in a vector format in GIS (for example, a break, a lake, or a geological unit). The attribute values of the entity are stored in a row of relational tables with n fields (f 1 , f 2 . . . f n ) and n attribute values (a 1 , a 2 . . . a n ). Most of the attribute values of e are textual. The entity e can be formalized as follows:
where f 1 is designated the primary key.
Definition 2 (Descriptions of Spatial Entity):
A description p consists of m sentences s written by the expert based on his observations and understanding of the characteristics of a spatial entity e. The sentence s i consists of T i words w. Then, p and s can be formalized as follows:
Our matching task in this paper refers to the matching of a certain spatial entity e in the spatial database with the description p for the entity. According to the text description of the spatial entity information in the text block, we calculate the degree of matching with the spatial object in the spatial entity set through a specific measurement method. If the spatial entity is not matched in the geodatabase, NIL is returned, thus indicating that the matching result is null. The entire process consists of three steps: data preprocessing, model training, and entity matching.
Entity matching tasks in both datasets can be abstracted into a sorting problem. Given one text block p, the matched spatial entity object is selected from the candidate set of spatial {e (j) }. The matching model will calculate the semantic similarity of the entity pairs (p, e (j) ). A greater similarity value of r(p, e (j) ) corresponds to a higher the degree of matching with p.
The labeled training set is formally expressed as
, where y (i) = 1 for a positive triplet and y (i) = 0 for a negative triplet.
As shown in Fig. 1 , assume that the spatial entities e (1) , e (2) , and e (3) match their external descriptions p (1) , p (2) , and p (3) , respectively. The predicted value of r(p (1) , e (1) ) should be 1, and the values of r(p (1) , e (2) ) and r(p (1) , e (3) ) should be 0. 
B. SEMANTIC REPRESENTATION OF SPATIAL ENTITIES
To facilitate calculating the semantic similarity between the spatial entity and the textual description, we consider the transformation of the attributes and topological features of the spatial entity into the natural language text following [31] . Specifically, each attribute of the spatial entity and each entity adjacent to the entity are converted into a statement of a natural language, and then the statements are concatenated to form a paragraph. In this way, the features of the two types of objects can be mapped to the same low-dimensional, realvalued semantic space to facilitate comparing the similarities.
1) TEXTUALIZATION REPRESENTATION OF ATTRIBUTES
Textualizations enable a dual view of entity data as relational and meaningful text. The text view of a spatial entity can convert structured data in Table 1 into statements, and more importantly, it can use the same model as the external description for semantic similarity calculations. A cell can be converted into a sentence according to a predefined template so that multiple cells in a row can be transformed into a paragraph composed of multiple sentences as shown in Fig. 2 . A cell is converted into a sentence, and the sentences corresponding to these cells in the same row are concatenated to form a paragraph.
Inspired by [32] , we vectorize the field names and values for each spatial entity in the geodatabase. These vectors (with the typical dimension of 300) capture the meaning of tokens based on the context in which the tokens appear together. A row is tokenized as a token sequence by concatenating the sequences of tokens tokenized from its fields (columns) in order.
2) TEXTUALIZATION REPRESENTATION OF TOPOLOGICAL RELATIONS
Clementini et al. [33] proposed the dimensionally extended nine-intersection model (DE-9IM) that constructs a 3 × 3 intersection matrix to describe the topological relationships between two objects in a two-dimensional space. The binary topological relationship between e (1) and e (2) in (4) is based on the intersection of the interior (I (e (1) )), boundary (B(e (1) )), and exterior (E(e (1) )) of e (1) with the interior (I (e (2) )), boundary (B(e (2) )), and exterior(E(e (2) )) of e (2) .
DE9IM (e (1) , e (2) ) =   dim(I(e (1) )∩I(e (2) )) dim(I(e (1) )∩B(e (2) )) dim(I(e (1) )∩E(e (2) )) dim(B(e (1) )∩I(e (2) )) dim(B(e (1) )∩B(e (2) )) dim(B(e (1) )∩E(e (2) )) dim(E(e (1) )∩I(e (2) )) dim(E(e (1) )∩B(e (2) )) dim(E(e (1) )∩E(e (2) ))
The topological relationship between spatial entities in GIS can be easily obtained via the topology analysis function of GIS. Then, the relationship is expressed in natural language form according to the predefined template: e (1) and e (2) are disjointed, e (1) and e (2) touch, e (1) and e (2) cross each other, e (1) and e (2) coincide, e (1) contains e (2) , e (2) contains e (1) , e (1) covers e (2) , and e (2) covers e (1) . Here, we can choose the primary key value to represent the spatial entity.
3) SEMANTIC REPRESENTATION OF DESCRIPTIONS
The objects to be matched are preferably converted into a representative low-dimensional, real-valued vector for the semantic distance calculation. The bag-of-words parameter is a common feature of text, although it tends to ignore the order of words and the semantics of words. Because the content of a paragraph in the domain text usually describes the characteristics of an entity (such as in a geological survey report), a paragraph is usually a description of a certain spatial entity in a geological map as shown in Table 2 . Therefore, we choose the paragraph as the basic unit of text for matching with a spatial entity.
In natural language processing tasks, learning the embedding of a paragraph is more challenging than learning a word and sentence. A paragraph always contains multiple variable-length sentences that have complex dependencies on each other. To alleviate this problem, Le and Mikolov [34] proposed doc2vec (paragraph vector), to learn the paragraph embedding as an unsupervised framework. The doc2vec algorithm is an extension to word2vec to extend the learning of embeddings from words to word sequences, and it was proposed in two forms: dmpv and dbow. Lau and Baldwin [35] found that dbow, despite being the simpler model, is superior to dmpv. However, doc2vec may not apply to our matching task. This algorithm inserts a memory vector into the standard language model to capture the topics of the paragraph, and the memory vector is concatenated or averaged with local context word vectors to predict the next word. Therefore, doc2vec cannot take into account the asymmetry and redundancy of the two types of object information in the matching task.
We consider using the LSTM hierarchical model with the attention mechanism (Section IV) to learn the reasonable representation of the text block. The proposed model has three main advantages. First, this method can avoid the troublesome issues of entity recognition and attribute extraction. Second, the vector representation contains the vector representation of all words and sentences in the text, and a mechanism of attention has been introduced that reinforces the key word and sentence features associated with matching tasks. Most importantly, the model is suitable for variablelength text sequences.
IV. MODEL DESIGN A. MODEL ARCHITECTURE
The matching between the spatial entity and description is transitive. For a spatial entity, we can find the description that matches it and vice versa. Therefore, our task should use the same mapping metric space to describe the similarity between the spatial entity and description. Inspired by [36] and [37] , we employee the Siamese network, which is a pair-based network structure, to learn the deep representations of entities from two types of data. The goal of the learning algorithm is to let the matched pairs of entities (that is, the representation vectors of the same real entities) be as close as possible and the vectors of the mismatched pairs of entities as far as possible from each other. Then, the algorithm selects the VOLUME 6, 2018 cosine distance to measure the closeness between vectors. For each entity instance that needs to be matched, no predefined category labels are used in our task, and more specifically, each spatial entity in the GIS is unique and has a unique spatial location. The proposed model architecture is outlined in Fig. 3 and consists of two branches of the shared structure and parameters. Thus, p and e can be mapped to f (p) and f (e) in a unified semantic vector space for distance measurements.
B. SIAMESE HIERARCHICAL ATTENTION NETWORK
Paragraphs have an obvious hierarchical structure (words form sentences and sentences form a paragraph). Thus, we can first construct the representations of sentences and then aggregate those representations into a paragraph representation. In addition, different words and sentences in paragraphs are differentially informative for matching tasks. Moreover, the importance of words and sentences are highly context dependent because the same word or sentence may be differentially important in different contexts. Based on the above factors, our model includes two levels of attention mechanisms.
The architecture of the SHAN is shown in Fig. 4 , and it consists of two branches with the same structure and parameters. The left branch is used to encode the descriptions, and the right branch is used to encode the sentences generated from spatial entities. In each branch, we use a four-level Hierarchical Attention RNN structure (similar to [11] and [38] ) that includes a word sequence encoder, a word-level attention layer, a sentence encoder and a sentence-level attention layer.
1) WORD ENCODER AND ATTENTION
Long short-term memory [39] is a recurrent neural network that incorporates a built-in memory cell to store information and exploit long-range context, and it is defined as follows. For a paragraph p that has m sentences containing T i words, p can be denoted as shown in (2) and processing of the two branches p and e are exactly the same, the following formulas are generic. Unless necessary, p and e will not be identified on the variable.
First, we embed the words into vectors through an embedding matrix W embedding , x = W embedding w. The LSTM method associates each timestep with an input, memory, output and hidden state denoted as i ik , f ik , o ik and h ik , respectively. For the sake of simplicity, only a simplified version of the hidden state h ik (h ik = LSTM (x ik )) is provided. Following the definitions in [38] , the representation of s i can be obtained:
where u w is the word context vector, which helps to identify the informative words and it is randomly initialized. In (6) we can get an importance weight α ik through a softmax function.
2) SENTENCE ENCODER AND ATTENTION
For a sentence vector s i , a sentence vector representation can be similarly obtained:
Similar to [38] the word-level attentional mechanism, the following model is devised:
Where f (p) is the representation vector of the paragraph p and contains all of the important information. Using the same processing flow, the representation vector of e can be obtained.
We designed a Hierarchical RNN as a branch of a Siamese network. This branch arranges tokens, sentences, and paragraphs in a hierarchical structure, and different levels of LSTMs capture the compositionality at the token-token and sentence-to-sentence levels. According to the semantic strategy of the spatial entity in section III, a spatial entity primary key value, an attribute name and the corresponding value are connected as a sentence. The entity has several attributes and is equivalent to several sentences so that multiple sentences in series with each other form a paragraph.
C. LOSS FUNCTION AND TRAINING PROCEDURE
Measuring the similarity between two vectors can be considered equivalent to measuring their distance. Following [36] , at the output layer of the model, the cosine distance is employed to measure the similarity of p and e. A smaller angle between their embeddings corresponds to higher similarity. This problem can be formally defined as follows: (12) where f (·) is an embedding function that maps an original paragraph or a spatial entity to a fixed-dimensional embedding space, and R(p, e) is the cosine distance in this space. A smaller R(p, e) distance corresponds to greater similarity between p and e. By training using the labeled samples, an embedding function f (·) can be obtained that assigns smaller distances to more similar entity pairs, which is partially motivated by [40] . This process can be expressed in (13) :
The total loss function over a dataset is expressed as follows:
In (15), p, e and y represent a paragraph, spatial entity and label, respectively, and they can be combined into a triplet (p, e, y). The positive sample is denoted as (p, e + , 1), and the negative sample is denoted as (p, e − , 0).The loss functions for the positive and negative cases are expressed as follows:
Where R(p (i) , e (i) ) is the predicted matching score for  (p (i) , e (i) ). The combined loss function of (14) is designed by considering the sampling rate of positive and negative sample pairs in the training sample set and the range of positive and negative loss functions. The semantics of words in a specific field are more similar than those in a general domain. For example, the semantics of both the rock mass and the formation in the geological field are relatively similar. Considering this situation, the truncation threshold m in (17) is designed to improve the training efficiency. When the similarity value between the negative sample pairs is less than m, the loss function is zero.
The paragraphs were tokenized using Stanford's CoreNLP [41] . We use a 300-dimensional word embedding trained with the Word2Vec [42] , and the embeddings are learned on our geological corpus. To minimize the objective function, we use the stochastic gradient descent with the diagonal variant of AdaGrad [43] . To prevent exploding gradients, we perform gradient clipping by scaling the gradient when the norm exceeds a threshold. We employed the dropout technique [44] on the recurrent units on each layer (with the probability 0.2) to prevent overfitting. The LSTM hidden units and memory cells in each layer are 100 dimensional. The batch size is set to 32 triplets. Following [11] , the LSTM parameters are initialized from a uniform distribution between [−0.08 and 0.08].
V. EXPERIMENTS A. DATESETS
We evaluate the effectiveness of our SHAN model on our geological survey dataset and compare the results with that of other competing methods. The dataset has two major components: a spatial dataset that mainly consists of geological maps at the scale of 1:200000 and 1:25000 and the corresponding regional geological survey reports. The aligned dataset contains 3351 paragraphs and corresponding spatial entities. Following the method in section III, the spatial entities were textualized and transformed into textual paragraphs. Then, we selected the descriptive text blocks from the geological survey documents. All numbers were replaced by <Num>. There are often thousands of spatial entities in a geological map. Usually the description of a geological entity will only mention those entities that are adjacent to it. Considering that the number of spatial entities is very large, as shown in Fig. 5 , only the contact relationship types is considered when converting topological relations into statements. VOLUME 6, 2018 For each positive sample < p (i) , e (i) , 1 >, we find 5 random responses as negative examples. The statistics of the dataset are shown in Fig. 6 . We use 80% of the data for training, 10% for validation, and the remaining 10% for testing.
B. EVALUATION
We compare our method with three state-of-the-art baseline methods, and all the competitor models are trained on the same training set as the proposed model. In addition, because the graph-based matching method needs more complex named entity recognition and attribute identification, this article does not include this method in the scope of the compared methods.
TF-IDF: TF-IDF is a popular document ranking model based on term matching. The descriptions and paragraphs generated from e are represented as term vectors with TF-IDF term weighting, and these paragraphs are ranked by the cosine similarity.
GM (Generative Model) : This model in [19] generates a word in the descriptions for a spatial entity from its attributes according to the following process. First, the model chooses an attribute that is independent of the spatial entity; then, it selects a word in the chosen attribute of the spatial entity; and finally, it outputs a translation of this selected word according to a global, attribute-dependent translation model. doc2vec: The doc2vec algorithm discussed in section III can convert paragraphs of different lengths into semantic vectors of the same dimension. We implemented a dbow version of the doc2vec model according to the suggestion in [15] and map the paragraphs to a uniform 300-dimensional vector space. Then, we compare the cosine distances between the generated vectors to determine the most similar objects.
Our task resembles a standard IR task because our algorithm ranks candidate paragraphs for a given entity by their similarity score. The paragraph generated from each spatial entity is used as query against the description collection and vice versa, and then average the results of both. Performance is evaluated by two metrics: Accuracy@1, which tests whether the target with the highest score is a matched object and Mean Reciprocal Rank (MRR).
The proposed SHAN model is implemented using Tensorflow and Keras in the Windows 10 platform with a GTX 1070 GPU(8G RAM). Our model was trained for a total of 100 epochs and achieves best results on the datasets, the changing accuracies and losses of training and validation with the increasing epochs are shown in Fig. 7 . Each of the models was trained on augmentation of the data set. Table 3 shows the average Accurary@1 and MRR performance comparison of several models. The results show that the proposed SHAN outperforms the other models by a large margin in terms of Accurary@1 and MRR, with TF-IDF following closely behind. As expected, the good performance of SHAN in the matching task is not a coincidence. SHAN improves the Accurary@1 value by 6.3%, 7.8% and 9.4% over the TF-IDF, GM, and doc2vec, respectively. Meanwhile, SHAN improves the MRR value by 6.1%, 7.3% and 9.2% over the TF-IDF, GM, and doc2vec. Those improvements indicate that the proposed model is more suitable for learning informative matching features.
TF-IDF is the best performing of the three-baseline models, shows a 1.5% and 3.1% improvement in Accurary@1 over the GM and doc2vec, respectively, although it is still significantly lower than the SHAN model. The cause for this discrepancy is likely the inability of the doc2vec and GM model to remove redundant information in long text paragraphs. We noticed that the expression of technical terms in the geological data sets is relatively fixed and the terms are also more standardized, so the TF-IDF model performed quite well in our task. Both doc2vec and GM train the model by maximizing the probability of the word appearing. However, both algorithms cannot eliminate the words or sentences that are not valid for matching tasks, or highlight the missioncritical matching information, either. In addition, the quality of the sentences produced from the attributes and topological relationships of the spatial entities is not so satisfactory, which will affect the performance of the two models.
In order to verify the effect of attention and hierarchical structure on SHAN, we evaluated the three cases of removing attention, removing hierarchy, and simultaneously removing attention and hierarchies. The results are shown in Table 4 .
After SHAN removed the attention layer (SHAN-A), Accurary@1 and MRR decreased by 7.9% and 9.3%, respectively; The SHAN-H model is a single layer LSTM-RNN with attention mechanism. Compared with the SHAN full version, the Accurary@1 and MRR of the SHAN-H model are reduced by 6.8% and 8.4% respectively. After removing the SHAN's attention mechanism and hierarchical structure (SHAN-A-H), its performance index dropped seriously, and both evaluation indexes were lower than the TF-IDF and GM models in the baselines, and only slightly better than doc2vec. Accordingly, both attention and hierarchal mechanisms are necessary for our model, and the attention mechanism has a greater impact on the performance of SHAN.
VI. CONCLUSIONS
This paper presents the issue of matching descriptions to instance-level, rich text-type spatial entities for the first time and proposes a matching framework. We provide a textual view of the spatial entity and then use the deep learning natural language processing model combined with word vector technology to obtain the semantic representation of the entity. To avoid the creation of hand-crafted features, we employee the deep learning model to learn the semantic representation of spatial entities and the associated descriptions. Our work demonstrates that coupling a triple-based alignment with the Siamese Hierarchical Attention model can effectively capture the semantic similarity from training dataset to overcome the drawbacks and limitations of previous methods, and the proposed method can effectively filter out the asymmetric non-critical features, thus emphasizing the equivalent crucial features. Our current research mainly focuses on the matching of text-type spatial entities and descriptions. In the future, we intend to assess whether the SHAN model proposed in this paper is valid in the matching of tasks of other types of spatial entities and descriptions. 
