Our approach is validated through a user study and favorable quantitative comparisons to the-state-of-the-art methods. Furthermore, our approach can be naturally extended to video colorization. Our code and models are freely available for public use.
. Colorization results of black-and-white photographs. Our method provides the capability of generating multiple plausible colorizations by giving different references. Input images (from left to right, top to bottom): Leroy Skalstad/pixabay, Peter van der Sluijs/wikimedia, Bollywood Hungama/wikimedia, Lorri Lang/pixabay, Aamir Mohd Khan/pixabay, Official White House Photographer/wikimedia, Anonymous/wikimedia and K. Krallis/wikimedia.
We propose the first deep learning approach for exemplar-based local colorization. Given a reference color image, our convolutional neural network directly maps a grayscale image to an output colorized image. Rather than using hand-crafted rules as in traditional exemplar-based methods, our endto-end colorization network learns how to select, propagate, and predict colors from the large-scale data. The approach performs robustly and generalizes well even when using reference images that are unrelated to the input grayscale image. More importantly, as opposed to other learning-based colorization methods, our network allows the user to achieve customizable results by simply feeding different references. In order to further reduce manual effort in selecting the references, the system automatically recommends references with our proposed image retrieval algorithm, which considers both semantic and luminance information. The colorization can be performed fully automatically by simply picking the top reference suggestion.
INTRODUCTION
The aim of image colorization is to add colors to a gray image such that the colorized image is perceptually meaningful and visually appealing. The problem is ill-conditioned and inherently ambiguous since there are potentially many colors that can be assigned to the gray pixels of an input image (e.g., leaves may be colored in green, yellow, or brown). Hence, there is no unique correct solution and human intervention often plays an important role in the colorization process.
Manual information to guide the colorization is generally provided in one of two forms: user-guided scribbles or a sample reference image. In the first paradigm [Huang et al. 2005; Levin et al. 2004; Luan et al. 2007; Qu et al. 2006; Yatziv and Sapiro 2006] , the manual effort involved in placing the scribbles and the palette of colors must be chosen carefully in order to achieve a convincing result. This often requires both experience and a good sense of aesthetics, thus making it challenging for an untrained user. In the second paradigm [Bugeau et al. 2014; Charpiat et al. 2008; Chia et al. 2011; Gupta et al. 2012; Irony et al. 2005; Liu et al. 2008; Tai et al. 2005; Welsh et al. 2002 ], a color reference image similar to the grayscale image is given to facilitate the process. First, correspondence is established, and then colors are propagated from the most reliable correspondences. However, the quality of the result depends heavily on the choice of reference. Intensity disparities between the reference and the target caused by lighting, viewpoint, and content dissimilarity can mislead the colorization algorithm.
A more reliable solution is to leverage a huge reference image database to search for the most similar image patch/pixel for colorization. Recently, deep learning techniques have achieved impressive results in modeling large-scale data. Image colorization is formulated as a regression problem and deep neural networks are used to directly solve it [Cheng et al. 2015; Deshpande et al. 2015; Iizuka et al. 2016; Larsson et al. 2016; Zhang et al. 2016 Zhang et al. , 2017 . These methods can colorize a new photo fully automatically without requiring any scribbles or reference. Unfortunately, none of these methods allow multi-modal colorization [Charpiat et al. 2008] . By learning from the data, their models mainly use the dominant colors they have learned, hindering any kind of user controllability. Another drawback is that it must be trained on a very large reference image database containing all potential objects.
More recent works attempt to achieve the best of both worlds: controllability from interaction and robustness from learning. Zhang et al. [2017] and Sangkloy et al. [2016] add manual hints in the form of color points or strokes to the deep neural network in order to suggest possibly desired colors for the scribbles provided by users. This greatly facilitates traditional scribble-based interactions and achieves impressive results with more natural colors learned from the large-scale data. However, the scribbles are still essential for achieving high quality results, so a certain amount of trial-and-error is still involved.
In this paper, we suggest another type of hybrid solution. We propose the first deep learning approach for exemplar-based local colorization. Compared with existing colorization networks [Cheng et al. 2015; Iizuka et al. 2016; Zhang et al. 2016] , our network allows control over the output colorization by simply choosing different references. As shown in Fig. 1 , the reference can be similar or dissimilar to the target, but we can always obtain plausible colors in the results, which are visually faithful to the references and perceptually meaningful.
To achieve this goal, we present the first convolutional neural network (CNN) to directly select, propagate and predict colors from an aligned reference for a gray-scale image. Our approach is qualitatively superior to existing exemplar-based methods. The success comes from two novel sub-networks in our exemplar-based colorization framework.
First, the Similarity sub-net is a pre-processing step which provides the input of the end-to-end colorization network. It measures the semantic similarity between the reference and the target using a VGG-19 network pre-trained on the gray-scale image object recognition task. It provides a more robust and reliable similarity metric to varying semantic image appearances than previous metrics based on low-level features. Then, the Colorization sub-net provides a more general colorization solution for either similar or dissimilar patch/pixel pairs. It employs multi-task learning to train two different branches, which share the same network and weight but are associated with two different loss functions: 1) Chrominance loss, which encourages the network to selectively propagate the correct reference colors for relevant patch/pixel, satisfying chrominance consistency; 2) Perceptual loss, which enforces a close match between the result and the true color image of high-level feature representations. This ensures a proper colorization learned from the large-scale data even in cases where there is no appropriate matching region in the reference (see Fig. 2 ). Therefore, our method can greatly loosen restrictive requirements on a good reference selection as required in other exemplar-based methods.
To guide the user towards efficient reference selection, the system recommends the most likely reference based on a proposed image retrieval algorithm. It leverages both high-level semantic information and low-level luminance statistics to search for the most similar images in the ImageNet dataset [Russakovsky et al. 2015] . With the help of this recommendation, our approach can serve as a fully automatic colorization system. The experiments demonstrate that our automatic colorization outperforms existing automatic methods quantitatively and qualitatively, and even produces comparably high quality results to the-state-of-the-art interactive methods [Sangkloy et al. 2016; Zhang et al. 2017] . Our approach can also be extended to video colorization.
Our contributions are as follows: (1) The first deep learning approach for exemplar-based colorization, which allows controllability and is robust to reference selection. (2) A novel end-to-end doublebranch network architecture which jointly learns faithful local colorization to a meaningful reference and plausible color prediction when a reliable reference is unavailable. (3) A reference image retrieval algorithm for reference recommendation, with which we can also attain a fully automatic colorization. (4) A method capable of transferability to unnatural images, even though the network is trained purely on a natural image dataset. (5) An extension to video colorization.
Similarity sub-net
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Colorization sub-net Fig. 3 . System pipeline (inference stage). The system consists of two sub-networks. The Similarity sub-net works as a pre-processing step using Input 1 which includes two luminance channels T L and R L from the target and the reference respectively, bidirectional mapping functions ϕ T ↔R and two chrominance channels R ab from the reference as input. It computes the bidirectional similarity maps sim T ↔R and the aligned reference chrominance R ′ ab , which, along with T L , form Input 2 for the Colorization sub-net. The Colorization sub-net is an end-to-end CNN to predict the chrominance channels of the target, which are then combined with T L to generate the final colorized result P Lab .
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Scribble-based colorization
These methods focus on propagating local user hints, for instance, color points or strokes, to the entire gray-scale image. The color propagation is based on some low-level similarity metrics. The pioneering work of Levin et al. [2004] assumed that adjacent pixels with similar luminance should have similar color, and then solved a Markov Random Field for propagating sparse scribble colors. Further advances extended similarity to textures [Luan et al. 2007; Qu et al. 2006 ], intrinsic distance [Yatziv and Sapiro 2006] , and exploited edges to reduce color bleeding [Huang et al. 2005 ]. The common drawback of such methods is intensive manual work and professional skills for providing good scribbles.
Example-based colorization
These methods provide a more intuitive way to reduce extensive user effort by feeding a very similar reference to the input grayscale image. The earliest work [Welsh et al. 2002] transferred colors by matching global color statistics, similar to Reinhard et al. [2001] . The approach yielded unsatisfactory results in many cases since it ignored spatial pixel information. For more accurate local transfer, different correspondence techniques are considered, including segmented region level [Charpiat et al. 2008; Irony et al. 2005; Tai et al. 2005] , super-pixel level [Chia et al. 2011; Gupta et al. 2012] , and pixel level [Bugeau et al. 2014; Liu et al. 2008 ]. However, finding low-level feature correspondences (e.g., SIFT, Gabor wavelet) with hand-crafted similarity metrics is susceptible to error in situations with significant intensity and content variation. Recently two works utilize deep features extracted from a pre-trained VGG-19 network for reliable matching between images that are semantically-related but visually different, and then leverage it to style transfer ] and color transfer [He et al. 2017 ]. However, all of these exemplar-based methods have to rely on finding a good reference, which is still an obstacle for users, even when some semi-automatic retrieval methods [Chia et al. 2011; Liu et al. 2008 ] are used. By contrast, our approach is robust to any given reference thanks to the capability of our deep network to learn natural color distributions from large-scale image data.
Learning-based colorization
Several techniques rely entirely on learning to produce the colorization result. Deshpande et al. [2015] defined colorization as a linear system and learned its parameters. Cheng et al. [2015] concatenated several pre-defined features and fed them into a three-layer fully connected neural network. Recently, some end-to-end learning approaches [Iizuka et al. 2016; Larsson et al. 2016; Zhang et al. 2016 ] leveraged CNN to automatically extract features and predict the color result. The key difference in those networks is the loss function (e.g., image reconstruction L 2 loss [Iizuka et al. 2016 ], classification loss [Larsson et al. 2016; Zhang et al. 2016] , and L 1 + GAN loss for considering the multi-modal colorization ). All of these networks are learned from large-scale data and do not require any user intervention. However, they only produce a single plausible result for each input, even though colorization is intrinsically an ill-posed problem with multi-modal uncertainty [Charpiat et al. 2008 ].
Hybrid colorization
To achieve desirable color results, Zhang et al. [2017] and Sangkloy et al. [2016] proposed a hybrid framework that inherits the controllability from scribble-based methods and the robustness from learning-based methods. Zhang et al. [2017] uses provided color points while Sangkloy et al. [2016] adopts strokes. Instead, we incorporate the reference rather than user-guided points or strokes into the colorization network, since we believe that giving a similar color example is a more intuitive way for untrained users. Furthermore, the reference selection can be achieved automatically using our image retrieval system.
EXEMPLAR-BASED COLORIZATION NETWORK
Our goal is to colorize a target grayscale image based on a color reference image. More specifically, we aim to apply a reference color to the target where there is semantically-related content, and fall back to a plausible colorization for the objects or regions with no related content in the reference. To achieve this goal, we address two major challenges.
First, it is difficult to measure the semantic relationship between the reference and the target, especially given that the reference is in color while the target is a grayscale image. To solve this problem, we use a gray-VGG-19, trained on image classification tasks only using the luminance channel to extract their own features, and compute their feature's differences.
Second, it is still challenging to select reference colors and propagate them properly by defining hand-crafted rules based on the similarity metrics. Instead, we propose an end-to-end network to learn selection and propagation simultaneously. Oftentimes both steps are not enough to recover all colors, especially when the reference is not very related to the target. To address this issue, our network would instead predict the dominant colors for misaligned objects from the large-scale data. Fig. 3 illustrates the system pipeline. Our system uses the CIE Lab color space, which is perceptually linear. Thus, each image can be separated into a luminance channel L and two chrominance channels a and b. The input of our system includes a grayscale target image T L ∈ R H ×W ×1 , a color reference image R Lab ∈ R H ×W ×3 , and the bidirectional mapping functions between them. The bidirectional mapping function is a spatial warping function defined with bidirectional correspondences. It returns the transformed pixel location given a source location "p". The two functions are respectively denoted as ϕ T →R (mapping pixels from T to R) and ϕ R→T (mapping pixels from R to T ), where H and W are the height and width of the input images. For simplicity, we assume the two input images are of the same dimensions, although this is not necessary in practice. Our network consists of two sub-networks. The Similarity sub-net computes the semantic similarities between the reference and the target, and outputs bidirectional similarity maps sim T ↔R . The Colorization sub-net takes sim T ↔R , T L and R ′ ab as the input, and outputs the predicted ab channels of the target P ab ∈ R H ×W ×2 , which are then combined with T L to get the colorized result P Lab (P L = T L ). Details of the two sub-networks are introduced in the following sections.
Similarity Sub-Network
Before calculating pixel-level similarity, the two input images T L and R Lab have to be aligned. The bidirectional mapping functions ϕ R→T and ϕ T →R can be calculated with a dense correspondence algorithm, such as SIFTFlow [Liu et al. 2011 ], Daisy Flow [Tola et al. 2010] or DeepFlow [Weinzaepfel et al. 2013 ]. In our work, we adopt the latest advanced technique called Deep Image Analogy for dense matching, since it is capable of matching images that are visually different but semantically related.
Our work is inspired by recent observations that CNNs trained on image recognition tasks are capable of encoding a full spectrum of features, from low-level textures to high-level semantics. It provides a robust and reliable similarity metric to variant image appearances (caused by variant lightings, times, viewpoints, and even slightly different categories), which may be challenging for low-level feature metrics (e.g., intensity, SIFT, Gabor wavelet) used in Charpiat et al. [2008] ; Liu et al. [2008] ; Tai et al. [2005] ; Welsh et al. [2002] .
We take the intermediate output of VGG-19 as our feature representation. Certainly, other recognition networks, such as GoogleNet or ResNet [He et al. 2015] can also be used. The original VGG-19 is trained on color images and has a degraded accuracy of recognizing grayscale images, as shown in Table 1 . To reduce the performance gap between color images and their gray versions, we train a gray-VGG-19 only using the luminance channel of an image. It increases the top-5 accuracy from 83.63% to 89.39%, and approaches that of the original VGG-19 (91.24%) evaluated on color images. We then feed the two luminance channels T L and R L into our gray-VGG-19 respectively, and obtain their five-level feature map pyramids (i = 1...5). The feature map of each level i is extracted from the relu{i}_1 layer. Note that the features have progressively coarser spatial resolution with increasing levels. We upsample all feature maps to the same spatial resolution of the input images and denote the upsampled feature maps of T L and R L as
(1)
As mentioned in , cosine distance performs better in measuring feature similarity since it is more robust to appearance variances between image pairs. Thus, our similarity metric d(x, y) between two deep features is defined as their cosine similarity:
The forward similarity map sim T →R reflects the matching confidence from T L to R L while the backward similarity map sim R→T measures the matching accuracy in the reverse direction. We use sim T ↔R to denote both.
Colorization Sub-Network
We design an end-to-end CNN C to learn selection, propagation and prediction of colors simultaneously. As shown on the right of Fig. 3 , C takes a thirteen-channel map as the input, which concatenates the gray target T L , aligned reference with chrominance channels only R ′ ab (p) = R ab (ϕ T →R (p)), and bidirectional similarity maps sim T ↔R ). It also predicts ab channels of the target image P ab . Next, we describe the loss function, network architecture and training strategy of the network.
Loss.
Usually, the objective of colorization is to encourage the output P ab to be as close as possible to the ground truth T ab , the original ab channels of a color image T Lab in the training dataset. However this is not true in exemplar-based colorization, because the colorization P ab should allow customization with R ′ ab (e.g., a flower can be colorized in either red, yellow, purple depending on the reference). Thus, it is not accurate to directly penalize a measure of the difference between P ab and T ab , as in other colorization networks (e.g., using L 2 loss [Cheng et al. 2015; Iizuka et al. 2016] , L 1 loss Zhang et al. 2017] , or classification loss [Larsson et al. 2016; Zhang et al. 2016] ).
Instead, our objective function is designed to consider two desiderata. First, we prefer reliable reference colors to be applied in the output, thus making it faithful to the reference. Second, we encourage the colorization to be natural, even when no reliable reference color is available.
To achieve both goals, we propose a multi-task network, which involves two branches, Chrominance branch and Perceptual branch. Both branches share the same network C and weight θ but are associated with their own input and loss functions, as shown in Fig. 4 . A parameter α is used to dictate the relative weight between the two branches.
In the Chrominance branch, the network learns to selectively propagate the correct reference colors, which depends on how well the target T L and the reference R L are matched. However, training such a network is not easy: 1) on the one hand, the network cannot be trained directly with R ′ ab , the reference chrominance warped on the target, because the corresponding ground truth colorization is unknown; 2) while on the other hand, the network cannot be trained using the ground truth target chrominance T ab as a reference, because that would essentially be providing the network with the answer it is supposed to predict. Thus, we leverage the bidirectional mapping functions to reconstruct a "fake" reference T ′ ab from the ground truth chrominance, i.e.,
replaces R ′ ab in the training stage with the underlying hypothesis that correct color samples in T ′ ab are very likely to lie in the same positions as correct color samples in R ′ ab , since both are warped with ϕ T →R .
To train the chrominance branch, both T L and T ′ ab are fed to the network, yielding the result P T ab : Here, P T ab is colorized with the guidance of T ′ ab , and should recover the ground truth T ab if the network selects the correct color samples and propagates them properly. The smooth L 1 distance is evaluated at each pixel p and integrated over the entire image to evaluate the Chrominance loss:
We take the smooth L 1 loss as the distance metric to avoid the averaging solution in the ambiguous colorization problem [Zhang et al. 2017] .
Using the Chrominance branch only works for reliable color samples in R ′ ab but may fail when the reference is dissimilar to parts of the image. To allow the network to predict perceptually plausible colors even without a proper reference, we add a Perceptual branch. In this branch, we take the reference R ′ ab and the target T L as the network input during training. Then, we generate the predicted chrominance P ab :
In this branch, we minimize Perceptual loss [Johnson et al. 2016 ] instead. Formally:
where F P represents the feature maps extracted from the original VGG19 relu5_1 layer for P Lab , and F T is the same for T Lab . Perceptual loss measures the semantic differences caused by unnatural colorization and is robust to appearance differences caused by two plausible colors, as shown in Fig. 5 . We also did some exploration using cosine distance but found L2 distance generated superior results. A similar loss is widely used in other tasks, like style transfer [Chen et al. 2017a , photo-realistic image synthesis [Chen and Koltun 2017] , and super resolution [Sajjadi et al. 2017] .
Our network C, parameterized by θ , learns to minimize both loss functions (Equation (4) and (6)) across a large dataset:
where α is empirically set to 0.005 to balance both branches.
3.2.2 Architecture. The sub-network adopts a U-net encoderdecoder structure with some skip connections between the lower layers and symmetric higher layers. We empirically chose the Unet architecture because of its effectiveness, as evidenced in many image generation tasks [Badrinarayanan et al. 2015 2015; Zhang et al. 2017] . Specifically, our network consists of 10 convolutional blocks. Each convolutional block contains 2 ∼ 3 conv-relu pairs, followed by a batch normalization layer [Ioffe and Szegedy 2015] with the exception of the last block. The feature maps in the first 4 convolutional blocks are progressively halved spatially while doubling the feature channel number. To aggregate multiscale contextual information without losing resolution (as in Yu and Koltun [2015] ; Zhang et al. [2017] ), dilated convolution layers with a factor of 2 are used in the 5th and 6th convolutional blocks. In the last 4 convolutional blocks, feature maps are progressively doubled spatially while halving the feature channel number. All down-sampling layers use convolution with stride 2, while all upsampling layers use deconvolution with stride 2. Symmetric skip connections are added between the outputs of 1st and 10th, 2nd and 9th, and 3rd and 8th blocks, respectively. Finally, a convolution layer with a kernel size 1 × 1 is added after the 10th block to predict the output P ab . The final layer is a tanh layer (also used in Chen et al. [2017b] ; Radford et al. [2015] ), which makes P ab within a meaningful bound.
Dataset.
We generate a training dataset based on Ima-geNet dataset [Russakovsky et al. 2015] by sampling approximately 700,000 image pairs from 7 popular categories: animals (15%), plants (15%), people (20%), scenery (25%), food (5%), transportation (15%) and artifacts (5%), involving 700 classes out of the total 1,000 classes due to the cost of generating training data. To let the network be robust to any reference, we sample image pairs with different possible extents of similarity. More specifically, 45% of image pairs belong to Top-5 similarity (selected by our reference recommendation algorithm described in Section 4) in the same class. Another 45% are randomly sampled within the same class. The remaining 10% have less similarity as they are randomly sampled from different classes but within the same category. In the training stage, we randomly switch the role of the two images for each pair to augment data. In other words, the target and the reference can be switched as two variant pairs during training. All images are scaled with the shortest edge of 256 pixels.
3.2.4
Training. Our network is trained using the Adam optimizer [Kingma and Ba 2014] with a batch size of 256. For every iteration, within the batch, the first 50% of data (128) go through the Chrominance branch using use T ′ ab as a reference and the remaining 50% (128) go through the Perceptual branch using R ′ ab . The two branches respectively use corresponding losses. When updating the Chrominance branch, only Chrominance loss is used for gradient back propagation. When updating the Perceptual branch, only Perceptual loss is used for gradient back propagation. The initial learning rate is set to 0.0001 and decays by 0.1 every 3 epochs. By default, we train the whole network with 10 epochs. The whole training procedure takes around 2 days on 8 x Titan XP GPUs.
COLOR REFERENCE RECOMMENDATION
As discussed earlier, our network is robust to reference selection, and provides user control for the colorization. To aid users in finding good references, we propose a novel image retrieval algorithm that automatically recommends good references to the user. Alternatively, the approach yields a fully automatic system by directly using the Top-1 candidate.
The ideal reference is expected to match the target image in both semantic content and photometric luminance. The purpose of incorporating the luminance term is to avoid any unnatural composition of luminance and chrominance. In other words, combining the reference color (chrominance channels) with the target luminance may produce visually unfaithful colors to the reference. Therefore, we desire the reference's luminance to be as close as possible to the target's.
For measuring semantic similarity, we adopt the intermediate features of a neural network pre-trained on image classification as descriptors, which have been widely used in recent works on image retrieval [Babenko and Lempitsky 2015; Babenko et al. 2014; Gong et al. 2014; Krizhevsky et al. 2012; Razavian et al. 2016; Tolias et al. 2015] .
We propose an effective and efficient image retrieval algorithm. The system overview is shown in Fig. 6 . We feed the luminance channel of each image from our training dataset (see Section 3.2.3) to our pre-trained gray-VGG-19 (in Section 3.1), and get its feature F 5 from the last convolutional layer relu5_4 and F 6 from the first fully-connected layer f c6. These features are pre-computed and stored in the database for the latter query. We also feed the query image (i.e., the target gray image) to the gray-VGG-19 network, and get its corresponding features F 5 T , F 6 T . We then proceed with two ranking steps described next. 4.0.1 Global Ranking. Through gray-VGG-19, we can also get the recognized Top-1 class ID for the query image T L . According to the class ID, we narrow down the search domain to all the images (∼ 1, 000 images) within the same class. Here, we want to further filter out dissimilar candidates by comparing f c features between the query and all candidates. Even within the same class, the candidate could have a context that is irrelevant to the query. For example, the query could be "a cat running on grass", but the candidate could be "a cat sitting inside the house". We would like the semantic content in the two images to be as similar as possible however. To achieve this, for each candidate image R i (i = 1, 2, 3, ...) in this class, we directly compute the cosine similarity (in Equation (2)) between F 6 T and F 6 R i as the global score and rank all candidates by their scores. 4.0.2 Local Ranking. The global ranking provides us the top-N (we set N = 200) candidates R i . As we know, f c features fail to provide more accurate information about the object since it ignores the spatial information. For this purpose, we further prune these candidates by conducting a local ranking on the remaining N images. The local similarity score consists of both semantic and luminance terms.
For each image pair {T L , R i }, at each point p in F 5 T , we find its nearest neighbor q in F 5 R i by minimizing the cosine distance between F 5 T (p) and F 5 R i (q), namely q = N N (p). Then, the semantic term is defined as the cosine similarity d(·) (see Equation (2)) between two feature vectors F 5 T (p) and F 5 R i (q). The luminance term measures the similarity of luminance statistics between two local windows corresponding to p and q respectively. We evenly split image T L into a 2D grid with each grid having 16 × 16 resolution. Instead, each grid in the image T L indeed corresponds to a point in its feature map F 5 T , since it undergoes 4 down-sampling layers. C T (p) is denoted as the grid cell in the image corresponding to the point p in F 5
The local similarity score is summarized as:
where β determines the relative importance between the two terms (empirically set to 0.25 in our experiments). This similarity score is computed for each pair {T L , R i }(i = 1, 2, 3, ...). According to all local scores, we re-rank all retained candidates and retrieve the top selections.
We compress neural features with the common PCA-based compression [Babenko et al. 2014 ] to accelerate the search. The channels of feature f c6 are compressed from 4, 096 to 128 and the channels of features relu5_4 are reduced from 512 to 64 with practically negligible loss. After these dimensionality reductions, our reference retrieval can run in real-time.
DISCUSSION
In this section, we analyze and demonstrate the capabilities of our colorization network through ablation studies.
What does the Colorization sub-net learn?
The Colorization sub-net C learns how to select, propagate, and predict colors based on the target and the reference. As discussed earlier, it is an end-to-end network that involves two branches, each playing a distinct role. At first, we want to understand the behavior of the network using just the Chrominance branch during learning. For this purpose, we only train the Chrominance branch of C by minimizing the Chrominance loss (in Equation (4)), and evaluate it on one example to intuitively understand its operation (Fig. 7) . By comparing the chrominance of the predicted result (4th column) with the chrominance of the aligned reference (3rd column), we notice that they have consistent colors in most regions (e.g., "blue" sky, "white" plane and "green" lawn). That indicates that our Chrominance branch picks color samples from the reference and then propagates them to the entire image to achieve a smooth colorization.
To learn which color samples are selected by the network, we compute the chrominance difference between the predicted result and the aligned reference in the 5th column ("blue" denotes nearly no difference while "red" denotes a noticeable difference). Colors of the points with smaller errors are more likely to be selected by the network and then retained in the final result.
"How does the network infer good samples?" or "Can it be directly inferred from the matching between images?" To answer these questions, we compare the difference map (6th column) with the averaged five-levels matching errors 1 − sim T →R (7th column) and 1 − sim R→T (8th columns). On the one hand, we can see that the matching errors are essentially consistent with the difference. This demonstrates that our network can learn a good sampling based on the matching quality, which serves as a key "hint" to determine appropriate locations. On the other hand, we find that the network does not always select points with smaller matching errors, as evidenced by a significant number of inconsistent samples. Without similarity maps, the Colorization sub-net can hardly infer the matching accuracy between the aligned reference and the input. It will also increase ambiguity of the color prediction. Thus, adaptive selection according to similarities may be infeasible through an intuitive heuristic. However, by using the large-scale data, our network can more robustly learn this mechanism directly.
To understand the role of the Perceptual branch, we train it by solely minimizing the Perceptual loss (in Equation (6)). We show an example in Fig. 8 . For this case, some regions do not have a good match to the reference (i.e., the right "trunk" object). By using the Chrominance branch only, we attain results with incorrect colors for trunk objects (4th column). However, the Perceptual branch is capable of addressing this problem (8th column). It predicts the single and natural brown color for the trunk, since the majority of trunks in the training data are brown. Thus, the prediction of the Perceptual branch is purely based on the dominant color of objects from the large-scale data, and independent of the reference. As we can see in the 8th column, it predicts the same colors even for different references.
To enjoy the advantages of both branches, we adopt a multi-task training strategy to train both branches simultaneously. The term α is used as their relative weight. The double-branch results in 5th − 7th columns of Fig. 8 explicitly indicate that our network learns to adaptively fuse the predictions of both branches: selecting and propagating the reference color at well-matched regions, but generalizing to the natural color learnt from large-scale data for mismatched or unrelated regions. The relative weight α tunes the preference towards each branch. Evaluated on the ImageNet validation data, we set α = 0.005 as the default in our experiments. Fig. 7 . Visualization of color selection in the Chrominance branch. The points with smaller difference between the predicted colorization P ab and aligned reference color R ′ ab are most likely to be selected by the network and maintained in the final results. Note how inconsistencies between the similarity maps and the true color difference make it difficult to determine good points by the hand-crafted rules. Input images: ImageNet dataset. Fig. 9 . Comparison of our end-to-end network with the alternative of selecting color samples with manual thresholds or cross-check matching, and then colorizing with Zhang et al. [2017] . Input images: ImageNet dataset.
Why is end-to-end learning crucial?
Our Colorization sub-net learns three key components in colorization: color sample selection, color propagation, and dominant color prediction. To our knowledge, there is no other work that learns three steps simultaneously through a neural network. An alternative is to simply sequentially process the three steps. In our study, we adopt the state-of-the-art color propagation and prediction method [Zhang et al. 2017] . Such a learning-based method significantly advances previous optimization methods [Levin et al. 2004 ], especially when given few user points. We try two color selection strategies: 1) Threshold: select color points with the top 10% averaged bidirectional similarity score; 2) Cross-check in matching: select color points where the bidirectional mapping satisfies ϕ T →R (ϕ R→T )(p) = p. Once the points are obtained, we directly feed them to the pre-trained color propagation network [Zhang et al. 2017] . We show the two predicted colorization results in 3rd and 4th columns of Fig. 9 respectively.
As we can see, the colorization does not work well and introduces many noticeable color artifacts. One possible reason is that the network [Zhang et al. 2017] is not trained on the type of input samples, but rather on user-guided points instead. Therefore, such a sequential learning would always result in a sub-optimal solution.
Moreover, the study also shows the difficulty in determining handcrafted rules for point selections, as mentioned in Section 5.1. It is hard to eliminate all improper color samples through heuristics. The pre-trained network will also propagate wrong samples, thus causing such artifacts. On the contrary, our end-to-end learning approach avoids these pitfalls by jointly learning selection, propagation and prediction, resulting in a single network that directly optimizes for the quality of the final colorization.
Robustness
A significant advantage of our network is the robustness to reference selection when compared with traditional exemplar-based colorization. It can provide plausible colors whether the reference is related or unrelated to the target. Fig. 10 shows how well our method works on varying references with different levels of similarity to the target image. As we can see, the colorization result is naturally more faithful to the reference when the reference is more similar to the target in their semantic content. In other situations,
Target & Ground truth
Manually selected Top-1 Intra-class Intra-category Inter-category Fig. 10 . Our method predicts plausible colorization with different references: manually selected, automatically recommended, randomly selected in the same class of the target, randomly selected in the same category, and randomly selected out of the category. the result will be degenerated to a conservative colorization. This is due to the Perceptual branch, which predicts the dominant colors from large-scale data. This behavior is similar to the existing learning-based approaches (e.g., Iizuka et al. [2016] ; Larsson et al. [2016] ; Zhang et al. [2016] ). In addition, our network is also robust to different types of dense matching algorithms, as shown in Fig. 11 . Note that our network is only trained using Deep Image Analogy as the default matching approach, and the network is tested with various matching algorithms. We can also observe that the result is more faithful to the reference color at well-aligned regions; while the result is degenerated to the dominant colors at misaligned regions. Note that better alignment can improve the results of objects which can find semantic correspondences in the reference, but cannot help the colorization of objects which do not exist in the reference.
Transferability
Previous learning-based methods are data-driven and thus only able to colorize images that share common properties with those in the training set. Since their networks are trained on natural images, like the ImageNet dataset, they would fail to provide satisfactory colors for unseen images, for example, human-created images (e.g., paintings or cartoons). Their results may degrade to no colorization (1st, 3rd columns in Fig. 12 ) or introduce notable color artifacts (2nd column). By contrast, our method benefits from the reference and successfully works in both cases. Although our network does not see such types of images in training, with the Chrominance branch it learns to predict colors based on correlations of image pairs. The learnt ability is common to unseen objects.
COMPARISON AND RESULTS
In this section, we first report our performance and user study results. Then we qualitatively and quantitatively compare our method to previous techniques, including learning-based, exemplar-based, and interactive-based methods. Finally, we validate our method on legacy grayscale images and videos. 
Performance
Our core algorithm is developed in CUDA. All of our experiments are conducted on a PC with an Intel E5 2.6GHz CPU and an NVIDIA Titan XP GPU. The total runtime for a 256 × 256 image is approximately 0.166s, including 0.016s for reference recommendation, 0.1s for similarity measurement and 0.05s for colorization.
Comparison with Exemplar-based methods
To compare with existing exemplar-based methods [Bugeau et al. 2014; Gupta et al. 2012; Irony et al. 2005; Welsh et al. 2002] , we run our algorithm on 35 pairs collected from their papers. Fig. 13 shows several representatives and the complete set can be found in the supplemental material. To provide a fair comparison, we directly borrow their results from their publications or run their publicly available code.
In these examples, the content and object layouts of the reference are very similar to the target (i.e., no irrelevant objects or great intensity disparities). This is a strict requirement of existing exemplar-based methods, whose colorization relies solely on low-level features and is not learned from large-scale data. On the contrary, our algorithm is more general and has no such restrictive requirement. Even on these very related image pairs, our method shows better visual quality than previous techniques. The success comes from the sophisticated mechanism of color sample selection and propagation that are jointly learned from data rather than through heuristics.
Comparison with learning-based methods
We compare our method with the-state-of-the-art learning-based colorization networks [Iizuka et al. 2016; Larsson et al. 2016; Zhang et al. 2016 ] by evaluating on 10, 000 images in the validation set of ImageNet (same as Larsson et al. [2016] ). Our method is trained on a subset of the ImageNet training set, as described in Section 3.2. We tested our automatic solution by taking the Top-1 recommendation as the reference (Sec. 4). To be fair, we use author-released models trained on the ImageNet dataset as well to run their methods.
We show a quantitative comparison of colorized results in Table  2 on two metrics: PSNR relative to the ground truth and classification accuracy. Our results have a lower PSNR score (22.9178dB) than Iizuka et al. [2016] ; Larsson et al. [2016] , because PSNR overly penalizes a plausible but different colorization result. A correct colorization faithful to the reference may even achieve a lower PSNR than a conservative colorization, such as predicting gray for every pixel (24.9214dB). On the contrary, our method outperforms all other methods on image recognition accuracy rates when sending the colorized results into VGG19 or VGG16 pre-trained on image recognition task. It indicates that our colorized results seem to be more natural than others, which can be recognizable as well as the true color image.
A qualitative comparison for selected representative cases is shown in Fig. 14. For a full set of 200 images randomly drawn from 1, 000 cases, please refer to our supplemental material. From this comparison, an apparent difference is that our results are more saturated and colorful when compared to Iizuka et al. [2016] ; Larsson et al. [2016] , with the help of sampling colorful points from the reference. Zhang et al. [2016] uses a class-rebalancing step to oversample more colorful portions of the gamut during training, but such a solution sometimes results in overly aggressive colorization and causes artifacts (e.g.the blue and orange colors in the 4th row of Fig. 14) . Our approach can control colorization and achieve desired colors by simply giving different references, thus our results are visually faithful to the reference colors. In addition to quantitative and qualitative comparisons, we use a perceptual metric to evaluate how compelling our resulting colorization looks to a human observer. We ran a real vs. fake two-alternative forced-choice user study on Amazon Mechanical Turk (AMT) across different learning-based methods. This is similar to the approach taken by Zhang et al. [2016] . Participants in the study were shown a series of pairs of images. Each pair consisted of a ground-truth color photo and a re-colorized version produced by either our algorithm (randomly selected reference or Top-1 recommended reference) or a baseline [Iizuka et al. 2016; Larsson et al. 2016; Zhang et al. 2016 ]. The two images were shown side-by-side and in randomized order. For every pair, participants were asked to observe the image pair for no more than 5 seconds and click on the photo they believed was the most realistic as early as possible. All images were shown with the resolution of 256 pixels on the short edge.
To guarantee all algorithms can be compared by the same "turker" populations, we included results from different algorithms in one experimental session for each participant. Each session consisted of 5 practice trials (excluded from subsequent analysis), followed by 50 randomly selected test pairs (each algorithm contributed 10 pairs). During the practice trials, participants were given feedback as to whether their answers were correct. No feedback was given during the 50 test pairs. We conducted 5 different sessions to make sure every algorithm covered all image pairs. The participants were only allowed to complete at most one session. All experiment sessions were posted simultaneously and a total of 125 participants were involved in the user study (25±2 participants per session).
As shown in Table 3 , our method with the Top-1 reference (38.08%) and Zhang et al. [2016] (35.36%) respectively ranked 1st and 2nd in the fooling rate. We felt that this may be partly because participants preferred more colorful results to less saturated results as shown in Fig. 15 . Zhang et al. [2016] uses a class-rebalancing step to encourage rare colors but at the expense of images which are overlyaggressively colorized; while our method produces more vibrant colorization by utilizing correct color samples from the reference. Our method with random reference also degenerates to conservative color prediction since few reliable color samples can be used from the unrelated reference. This verifies that a good reference is important to high-quality colorization. Fig. 16 provides a better sense of the participants' competency at detecting subtle errors made by our algorithm. The percentage on the left shows how often participants think our colorized result is more realistic than the ground truth. Some issues may come from lack of colorization in some local regions (e.g., 0%, 11%), or poor white balancing in the ground truth image (e.g., 22%, 32%). Table 3 . Amazon Mechanical Turk real v.s. fake fooling rate. We compared our method using an automatically recommended reference or a random intra-class reference with other learning-based methods. Note that the best expectation of fooling rate should be around 50%, which occurs when the user cannot distinguish real from fake images and is forced to choose between two equally believable images. Input images: ImageNet dataset.
Method
Fooling Rate (%) Iizuka et al. [2016] 24.56 ± 1.76 Larsson et al. [2016] 24.64 ± 1.71 Zhang et al. [2016] 35 Surprisingly, our results are considered more natural to human observers than the ground truth image in some cases (e.g.87%, 76%).
Comparison with interactive-based methods
We compare our hybrid method with a different hybrid solution [Zhang et al. 2017 ] which combines user-guided scribbles (i.e., points) and deep learning. As shown in Fig. 17 , by giving a proper reference selected by the user, our method can achieve comparable quality to theirs with dozens of user-given color points. Thus, our method proposes a simple way to control the appearance of colorization generated with the help of deep neural networks. Zhang et al. [2016] using global histogram hints from references overlaid on the the top-right corner. The histogram used in Zhang et al. [2016] is either from the reference (2nd column) or from its aligned version generated by (3r d column). Input images: ImageNet dataset. Zhang et al. [2017] also present a variant of their method which uses a global color histogram of a reference image as input to control colorization results. In Fig. 18 , we show a comparison with results by Zhang et al. [2017] using the global color histogram either from the reference image (2nd column) or the aligned reference (3rd column). Their method provides a global control to alter color distribution and average saturation but fails to achieve locally variant colorization effects. Our method can preserve semantic correspondence and locally map the reference color to the target (e.g., the plant colorized green and the flowerpot colorized in blue).
Colorization of legacy photographs and movies
Our system was trained on "synthetic" grayscale images by removing the chrominance channels from color images. We tested our system on legacy grayscale images, and show some selected results in Fig. 19 . Moreover, our method can be extended to colorize legacy movies by independently colorizing each frame and then temporally smoothing the colorized results with the method of Bonneel et al. [2015] . Some selected frames of a movie example are shown in Fig. 20 . Please refer to our supplemental material for a video demo.
LIMITATIONS AND CONCLUSIONS
We have presented a novel colorization approach that employs a deep learning architecture and a reference color image. Our approach is a general solution for exemplar-based colorization since it yields plausible results even in cases where the target image does not have clear correspondences in the reference. In such cases, it is still capable of producing plausible and natural colors for the target image. Unlike most deep-learning colorization frameworks, our approach allows us to control colorized results. Furthermore, with the reference recommendation algorithm, the system also provides the user with an automatic tool for re-coloring black-and-white photographs and movies.
Our approach also suffers from some limitations that can be addressed in future work. First, our network cannot colorize objects with unusual or artistic colors, since it is constrained by the learning from the proposed Perceptual branch, as shown in the top row of Fig. 21 . Second, the perceptual loss based on the classification network (VGG) cannot penalize incorrect colors in regions with less semantic importance, such as the wall in the second row of Fig. 21 , or fails to distinguish less semantic regions with similar local texture, such as the similar sand and grass textures in the third row of Fig. 21 . In addition, our result is less faithful to the reference when there are dramatic luminance disparities between images, as shown in the bottom row of Fig. 21 . To mitigate this limitation, our reference recommendation algorithm enforces luminance similarity in the local ranking. Occasionally, our method fails to predict colors for some local regions, as shown in Fig. 16 . It would be worthwhile to explore how to better balance the two branches of our network.
Target
Reference Fig. 21 . Limitations of our work. Top row: our network cannot colorize objects with unusual or artistic colors constrained by the perceptual loss. Second row: the perceptual loss does not sufficiently penalize incorrect reference colors on regions with less semantic importance, e.g. a smooth background. Third row: the classification network fails to distinguish regions with similar local textures, e.g. sand and grass. Forth row: the result is visually less faithful to the reference if their luminance gaps are too large. Input images: ImageNet dataset except the images on the first row by Anonymous/pxhere and Anonymouse/pixabay.
