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Abstract
We prove that the Cauchy problem for a class of weakly hyperbolic equations satisfying a condi-
tion of finite order degeneration and having non-Lipschitz-continuous coefficients is well-posed in
Gevrey spaces.
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1. Introduction
This paper is devoted to the study of the Cauchy problem
∂2t u−
n∑
i,j=1
aij (t)∂xi ∂xj u= 0 in [0, T ] × Rnx, (1.1)
u(0, x)= u0(x), ∂tu(0, x)= u1(x) in Rnx, (1.2)
where (aij )1i,jn is a real symmetric matrix. We suppose that the quadratic form
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n∑
i,j=1
aij (t)ξiξj /|ξ |2 (1.3)
satisfies a condition which can be considered as intermediate between strict and weak
hyperbolicity, i.e., we suppose that there exist c0 > 0 and h 0 such that
a(t, ξ) c0th for all 0 t  T , ξ ∈Rn\{0} (1.4)
(the Cauchy problem for hyperbolic operators which degenerate of finite order in t = 0
has been considered in, e.g., [6,9,10]). Moreover we allow the coefficients aij to have a
singularity on their derivatives in a point: we assume that there exist M > 0 and q > 0
such that
a(·, ξ) ∈ C1((0, T ]) for all ξ ∈Rn\{0},
tq
∣∣∂ta(t, ξ)∣∣M for all 0 < t  T , ξ ∈ Rn\{0}. (1.5)
Finally we impose on the quadratic form a(t, ξ) one of the following two conditions: a
global regularity condition: there exists 0 α < 1 such that
a(·, ξ) ∈ C0,α([0, T ]) for all ξ ∈Rn\{0}, (1.6)
or a growth condition: there exist C > 0 and 0 p < 1 such that
tpa(t, ξ) C for all 0 < t  T , ξ ∈ Rn\{0}. (1.7)
In conditions (1.4), (1.5), and (1.7) a special role is played by the point t = 0, the same
where initial data are given. Actually the results of Theorems 1–3 below remain valid if we
have a finite number of singularity points 0 t0 < t1 < · · ·< tn  T and in each of them
conditions similar to (1.4), (1.5), and (1.7) are given.
We point out that condition (1.5) which gives the rate of blowing up of the first derivative
of the coefficients, is the more interesting one from the point of view of the applications
of our results to some non-linear hyperbolic equations. To this end it would be necessary
to extend the results of Theorems 1–3 to the case of equations with coefficients depending
also on x (see [1]).
Remark 1. Assuming (1.4), in (1.6) we can bound ourselves to consider the case that
α  h. In fact if α > h then there exists c1 > 0 such that a(t, ξ) c1 for all t ∈ [0, T ] and
for all ξ ∈ Rn\{0}, that is the operator is strictly hyperbolic and this case has been already
studied in [3,4]. On the other hand, without loss of generality we can assume in (1.6) that
α  1−q . In fact if q < 1 and (1.5) holds, then a(·, ξ) ∈ C0,1−q([0, T ]) for all ξ ∈Rn\{0}.
Finally we remark that, since p < 1 in (1.7), then a(·, ξ) ∈ L1(0, T ) for all ξ ∈Rn\{0} and
consequently (1.1) makes sense also in this case; moreover from (1.5) it will be sufficient
to consider in (1.7) the case that p  q − 1.
Let us recall briefly some known results on the subject we are considering in this work.
If (1.4) holds with h = 0, that is (1.1) is strictly hyperbolic, and (1.6) is fulfilled with
0 < α < 1 then the Cauchy problem (1.1)–(1.2) is well-posed in the (inductive) Gevrey
classes γ s for 1  s < 1/(1 − α) (see [2]). If (1.4) holds with h = +∞ , i.e., (1.1) is
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for 1 s < 1+ α/2 (see [7]).
In our previous papers [3–5] the main assumption was (1.5). In particular in the strictly
hyperbolic case if (1.5) holds with q = 1 then the Cauchy problem (1.1)–(1.2) is C∞-well-
posed, while if (1.5) holds with q > 1 and (1.6) is fulfilled with 0 α < 1 then (1.1)–(1.2)
is γ s -well-posed for 1  s < q/((1 − α)(q − 1)). In the same case assuming (1.5) and
(1.7) (instead of (1.5) and (1.6)) we obtain γ s -well-posedness for 1 s < q/(q− 1) or for
1 s < (q − 3p/2)/(q − p− 1) when 1 < q  3 or q > 3, respectively.
In the weakly hyperbolic case (corresponding to h = +∞ in (1.4)) if 0  q  3 then
(1.5), without any other assumption, implies that the Cauchy problem (1.1)–(1.2) is γ s -
well-posed for 1  s < 3/2. If q > 3, (1.5) holds and (1.6) is valid for some 0  α < 1,
then (1.1)–(1.2) is γ s -well-posed for 1  s < q(1 + α/2)/(q + α − 1) while if q > 3,
(1.5), and (1.7) hold, then (1.1)–(1.2) is γ s -well-posed for the same Gevrey index as in
the corresponding strictly hyperbolic case, i.e., for 1  s < (q − 3p/2)/(q − p − 1) (see
also [8]).
A long list of counter examples shows that all these results are optimal from the point
of view of the values of the Gevrey index.
We can now state the main results of the present paper.
Theorem 1. Assume (1.4) and (1.5) with q + h 1. Then the Cauchy problem (1.1)–(1.2)
is well-posed in C∞.
Theorem 2. Assume (1.4), (1.5) and (1.6) with q+h > 1. Then the Cauchy problem (1.1)–
(1.2) is well-posed in γ s for 1 s < s0, where s0 is given by
s0 =


(A)= q(1+α/2)
q+α−1 if 1−αq  αh and q > 3,
(B)= q+3h/2
q+h−1 if 1−αq  αh and 0 < q  3,
(C)= 1+α/21−α/h if 1−αq  αh and h 2,
(D)= α1−α/h q+h/2q+h−1 if 1−αq  αh and 1 h < 2,
(E)= q/(1−α)+h/2
q+h−1 if 1−αq  αh and h < 1.
(1.8)
Theorem 3. Assume (1.4), (1.5), and (1.7) with q + h > 1. Then the Cauchy problem
(1.1)–(1.2) is well-posed in γ s for 1  s < (q + 3h/2)/(q + h − 1) if q  3, and for
1 s < (q − 3p/2)/(q + p− 1) if q > 3.
Remark 2. The function s0 = s0(h, q,α) defined in (1.8) is continuous in the domain
h  α, q + h > 1, q + α > 1, and 0  α  1. Moreover limq+h→1 s0(h, q,α) = +∞ for
all α ∈ [0,1].
Remark 3. Letting q tend to infinity we have that s0 tends to 1/(1 − α) if α  h 1, to
(αh+ h− α)/(h− α) if 1 h < 2, and to h(1+ α/2)/(h− α) if h 2.
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without any other assumption), if 0 < q  3 then s0 approaches the value 3/2 and if q > 3
then s0 approaches q(1+ α/2)/(q + α − 1).
2. Optimality of the results
The results of Theorems 1, 2 for the values s0 = (A), (B), (C), and Theorem 3 are
optimal. In seeing this, an essential role is played by the following theorem, the proof of
which can be found in [5, Paragraph 3].
Theorem 4. Let h0 > 0, q0 > 0, 0 < α0 < 1 such that q0 +h0 > 1, and h0(1−α0)= q0α0.
Then there exists a real function a ∈ C0,α0([0,1])∩C1([0,1)) with the following properties:
• There exists c0 > 0 such that
a(t) c0(1− t)h0 for all t ∈ [0,1].
• There exists M > 0 such that
(1− t)q0∣∣a′(t)∣∣M for all t ∈ [0,1).
• There exist u0, u1 ∈ γ s(R) for all s > s0 with
s0 = q0(1+ α0/2)
q0 + α0 − 1 =
q0 + 3h0/2
q0 + h0 − 1 =
1+ α0/2
1− α0/h0 ,
such that the Cauchy problem
∂2t u− a(t)∂2xu= 0, u(0, x)= u0(x), ∂tu(0, x)= u1(x) (2.1)
has no solution in C([0,1];D′(s)(R)) for all s > s0.
Let us show that the result of Theorem 1 cannot be improved. If q+h > 1 it is sufficient
to apply Theorem 4 with h0 = h, q0 = q , and α0 = h/(h+ q). Then the Cauchy problem
(2.1) has initial data in γ s for all s > (q + 3h/2)/(q + h − 1) and it does not have any
solution in D′(s) for all s > (q + 3h/2)/(q + h− 1); consequently the initial data are in
C∞ but (2.1) has no solution in C∞.
Next we verify that index (A) in Theorem 2 is sharp. Suppose that h, q , and α are
such that q + h > 1, (1 − α)/q  α/h, and q > 3. Consider the counter example given
by Theorem 4 with q0 = q , α0 = α, and h0 = qα/(1 − α). Remarking that h  h0 the
function a satisfies (1.4)–(1.6), but the Cauchy problem is not well-posed for all s > q(1+
α/2)/(q + α − 1). The optimality of indexes (B) and (C) is shown in the same way.
Finally the counter example constructed for index (B) of Theorem 2 shows that the
Gevrey index (q + 3h/2)/(q + h− 1) is the best possible in Theorem 3, if q  3. If q > 3,
the optimality of the result of Theorem 3 is proved in [5, Theorem 4].
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We start remarking that in all the three cases the function a(·, ξ) is in L1(0, T ) for all
ξ ∈ Rn\{0} (in Theorem 1 this is due to the fact that q  1). Consequently the Cauchy
problem (1.1)–(1.2) is well-posed in the space of the analytic functions (see [2]) and in
Theorems 2 and 3 we can bound ourselves to prove the results for s > 1. On the other
hand Eq. (1.1) has the so-called finite speed of propagation and hence we can suppose
without loss of generality that the initial data have compact support. In such case a unique
solution to (1.1)–(1.2) exists in W1,2([0, T ],A′(Rn)), where A′(Rn) denotes the space of
the analytic functionals (see again [2]). Denoting by v(t, ξ) the Fourier transform of the
solution we have
∂2t v(t, ξ)+ a(t, ξ)|ξ |2v(t, ξ)= 0 in [0, T ] × Rn (3.1)
with
v(0, ξ)= uˆ0(ξ), ∂t v(0, ξ)= uˆ1(ξ) in Rn. (3.2)
Let now aε(·, ξ) be a positive piecewise Lipschitz-continuous function depending on a
parameter ε > 0. Defining the approximate energy of the solution by
Eε(t, ξ)= aε(t, ξ)|ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣∂tv(t, ξ)∣∣2,
from (3.1) we deduce
∂tEε(t, ξ)
(
|ξ | |aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
+ |∂t aε(t, ξ)|
aε(t, ξ)
)
Eε(t, ξ)
for all t ∈ [0, T ] and for all ξ ∈ Rn\{0}. Then, by Gronwall’s lemma, we obtain
Eε(t, ξ)Eε(0, ξ) exp
(
|ξ |
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt +
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt
)
.
Proof of Theorem 1. We choose
aε(t, ξ)=
{
a(ε, ξ) for t ∈ [0, ε],
a(t, ξ) for t ∈ [ε,T ].
We have
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt 
ε∫
0
a(ε, ξ)+ a(t, ξ)
(c0εh)1/2
dt  C
(
1+ | logε|)ε1−h/2
and
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt 
T∫
ε
|∂ta(t, ξ)|
a(t, ξ)
dt 
T∫
ε
Mt−q
c0th
dt  C
(
1+ | logε|)
(here and in the following C, C′, and C′′ denote constants not depending on t , ξ , and ε).
Hence
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(
C
(
1+ | logε|)(1+ |ξ |ε1−h/2)). (3.3)
Remarking that aε(0, ξ) C(1 + | logε|) and aε(t, ξ) c0εh for all t ∈ [0, T ] and for all
ξ ∈Rn\{0}, we have
Eε(t, ξ) c0εh|ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣∂tv(t, ξ)∣∣2
and
Eε(0, ξ) C
(
1+ | logε|)|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2.
Inequality (3.3) implies that
c0ε
h|ξ |2∣∣v(t, ξ)∣∣2 + ∣∣∂t v(t, ξ)∣∣2

(
C
(
1+ | logε|)|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2) exp(C′(1+ | logε|)(1+ |ξ |ε1−h/2)),
and finally, taking ε = |ξ |2/(h−2), we obtain that there exists N > 0 such that
|ξ |2∣∣v(t, ξ)∣∣2 + ∣∣∂t v(t, ξ)∣∣2  C(|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2)|ξ |N . (3.4)
The C∞-well-posedness (with loss of N/2 derivatives) follows from (3.4) via the Paley–
Wiener theorem. ✷
Proof of Theorem 2. We consider a real non-negative C∞ function ρ defined on R
such that supp(ρ) ⊂ [−1,1], ρ(t) = 1 for all t ∈ [−1/4,1/4] and ∫ ρ(x) dx = 1. We
set ρε(τ ) = ρ(τ/ε)/ε. We extend the domain of a to R × Rn\{0}, putting, for t  0,
a(t, ξ)= a(0, ξ) and, for t  T , a(t, ξ)= a(T , ξ).
Suppose that (1− α)/q  α/h and q > 3. We set
aε(t, ξ)=
{
εα + a ∗ ρε(t) for t ∈ [0, εσ ],
εα+2σ t−2 + a ∗ ρε(t) for t ∈ [εσ , T ],
where σ = (1− α)/q . We obtain (see [5, Paragraph 2])
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt  Cεσ+α/2
(
1+ | logε|)
and
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt  C′εσ−1,
so that
Eε(t, ξ)Eε(0, ξ) exp
(
C
(
1+ | logε|)(εσ−1 + |ξ |εσ+α/2)).
In this case
Eε(t, ξ) c0εh|ξ |2
∣∣v(t, ξ)∣∣2 + ∣∣∂tv(t, ξ)∣∣2 (3.5)
and
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∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2. (3.6)
Consequently,
c0ε
h|ξ |2∣∣v(t, ξ)∣∣2 + ∣∣∂t v(t, ξ)|2

(
C|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2) exp(C′(1+ | logε|)(εσ−1 + |ξ |εσ+α/2)).
Choosing ε = |ξ |−1/(1+α/2) we have
c0|ξ |2−
h
1+α/2
∣∣v(t, ξ)∣∣2 + ∣∣∂tv(t, ξ)|2

(
C|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2) exp(C′(1+ ∣∣log |ξ |∣∣)|ξ | q+α−1q(1+α/2) ).
From this we deduce the γ s -well-posedness for all 1 < s < (A).
Suppose now that (1− α)/q  α/h and 0 < q  3. We define
aε(t, ξ)=
{
1+ a(ε, ξ) for t ∈ [0, ε],
εηt−η + a(t, ξ) for t ∈ [ε,T ],
where η = (q + 1)/2. From (1.4), by using Hölder inequality, we deduce that there exists
c1 > 0 such that
aε(t, ξ) c0th + εηt−η  c1εη/r t1−q for ε  t  T ,
where r = (q + 2h+ 1)/(2(q + h− 1)). We have
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt 
ε∫
0
(
a(ε, ξ)+ a(t, ξ)+ 1)dt +
T∫
ε
εηt−η
(c1εη/r t1−q )1/2
dt
C
(
ε+ εη−η/(2r))(1+ | logε|)
and
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt 
T∫
ε
|∂taε(t, ξ)| + εηt−η−1
aε(t, ξ)
dt

T∫
ε
Mt−q
c1εη/r t1−q
dt +
T∫
ε
t−1 dt  Cε−η/r
(
1+ | logε|).
Since q  3 it follows that η− η/(2r) 1 and then
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt  Cεη−η/(2r)
(
1+ | logε|).
Consequently,
Eε(t, ξ)Eε(0, ξ) exp
(
C
(
1+ | logε|)(ε−η/r + |ξ |εη−η/(2r))).
From (3.5), (3.6), taking ε = |ξ |−2r/(η(2r+1)) we deduce that
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2rh
η(2r+1)
∣∣v(t, ξ)∣∣2 + ∣∣∂tv(t, ξ)|2

(
C|ξ |2∣∣uˆ0(ξ)∣∣2 + ∣∣uˆ1(ξ)∣∣2) exp(C′(1+ ∣∣log |ξ |∣∣)|ξ | q+h−1q+3h/2 )
and the γ s -well-posedness follows for all 1 < s < (B).
Consider the case that (1− α)/q  α/h and h 2. We set
aε(t, ξ)= εα + a ∗ ρε(t).
We have
aε(t, ξ)=
+∞∫
−∞
a(t + τε, ξ)ρ(τ ) dτ + εα 
1/4∫
0
a(t + τε, ξ) dτ + εα

1/4∫
0
c0(t + τε)h dτ + εα  C′th + εα (3.7)
for all t ∈ [0, T ] and for all ξ ∈ Rn\{0}. We obtain
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt 
T∫
0
Cεα
(C′th + εα)1/2 dt
Cεα
( εα/h∫
0
ε−α/2 dt +C
T∫
εα/h
t−h/2 dt
)
Cεα/h+α/2
(
1+ | logε|)
and
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt 
T∫
0
Cεα−1
C′th + εα dt  Cε
α−1
( εα/h∫
0
ε−α dt +C
T∫
εα/h
t−h dt
)
Cεα/h−1
(
1+ | logε|).
Hence
Eε(t, ξ)Eε(0, ξ) exp
(
C
(
1+ | logε|)(εα/h−1 + |ξ |εα/h+α/2)).
To conclude it is enough to choose ε = |ξ |−1/(1+α/2).
Suppose now that (1− α)/q  α/h and 1 h < 2. We set in this case
aε(t, ξ)=
{
εα + a ∗ ρε(t) for t ∈ [0, εσ ],
a(t, ξ) for t ∈ [εσ , T ],
where σ = (1−α/h)/(q+h−1). Remarking that σ  α/h and α+σ(1−h/2) α/h+
α/2, we deduce, using again (3.7),
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0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt 
εσ∫
0
Cεα
(C′th + εα)1/2 dt
Cεα
( εα/h∫
0
ε−α/2 dt +
εσ∫
εα/h
t−h/2 dt
)
C(εα/h+α/2 + εα+σ(1−h/2)) C′εα+σ(1−h/2).
Similarly
εσ∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt 
εσ∫
0
Cεα−1
C′th + εα dt  C
′′εα/h−1
(
1+ | logε|)
and, since σ(1− q − h)= α/h− 1,
T∫
εσ
|∂taε(t, ξ)|
aε(t, ξ)
dt  C
T∫
εσ
t−q−h dt  C′′εα/h−1.
Gluing together these two inequalities we obtain
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt  Cεα/h−1
(
1+ | logε|)
and then
Eε(t, ξ)Eε(0, ξ) exp
(
C
(
1+ | logε|)(εα/h−1 + |ξ |εα+σ(1−h/2))).
We conclude this part of the proof, taking ε = |ξ |−1/σ ′ with σ ′ = α+1−α/h+σ(1−h/2).
We consider finally the case (1− α)/q  α/h and h < 1. We define
aε(t, ξ)=
{
εα + a ∗ ρε(t) for t ∈ [0, εσ ],
a(t, ξ) for t ∈ [εσ , T ],
where in this case σ = (1− α)/q . Arguing as before we have
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt  Cεα+σ(1−h/2).
Next, observing that α − 1+ σ(1− h) α/h− 1 and σ(1− q − h)= α − 1+ σ(1− h),
we have
εσ∫ |∂taε(t, ξ)|
aε(t, ξ)
dt 
εσ∫
Cεα−1
C′th + εα dt  C(ε
α/h−1 + εα−1+σ(1−h)) Cεα−1+σ(1−h)0 0
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T∫
εσ
|∂taε(t, ξ)|
aε(t, ξ)
dt  C
T∫
εσ
t−q−h dt  C′εα−1+σ(1−h).
Hence
Eε(t, ξ)Eε(0, ξ) exp
(
C(εα−1+σ(1−h) + |ξ |εα+σ(1−h/2)))
and the conclusion follows as in the previous cases, with ε = |ξ |−2q/(2q+(1−α)h). ✷
Let us come briefly to the proof of Theorem 3.
Proof of Theorem 3. If 0 < q < 1 then a(t, ξ) is bounded. We argue as in the second part
of the proof of Theorem 2 setting
aε(t, ξ)=
{
1+ a(ε, ξ) for t ∈ [0, ε],
εηt−η + a(t, ξ) for t ∈ [ε,T ],
where η= (q + 1)/2. If 1 q  3 we set
aε(t, ξ)=
{
ε−1 + a(ε, ξ) for t ∈ [0, ε],
εηt−η−1 + a(t, ξ) for t ∈ [ε,T ],
where η= (q − 1)/2. Also in this case
aε(t, ξ) c1εη/r t1−q for ε  t  T ,
with r = (q + 2h+ 1)/(2(q + h− 1)). Then
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt 
ε∫
0
ε−1 + a(ε, ξ)+ a(t, ξ)
ε−1/2
dt +
T∫
ε
εηt−η−1(
c1εη/r t1−q
)1/2 dt
C(ε1/2 + εη−η/(2r))(1+ | logε|).
Since q  3 we have η− η/(2r) 1/2 and then
T∫
0
|aε(t, ξ)− a(t, ξ)|
(aε(t, ξ))1/2
dt  Cεη−η/(2r)
(
1+ | logε|).
On the other hand, as in the second part of the proof of Theorem 2,
T∫
0
|∂taε(t, ξ)|
aε(t, ξ)
dt  Cε−η/r
(
1+ | logε|).
and the conclusion follows. If q > 3 the proof is the same as that one of Theorem 2 in [5].
This concludes the proof of Theorem 3. ✷
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