We consider the Cauchy problem for an equation of the form u, ux, uxx) where F is a polynomial with no constant or linear terms and no quadratic uuxx term. For a polynomial nonlinearity with no quadratic terms, Kenig-Ponce-Vega proved local well-posedness in H s for large s. In this paper we prove local well-posedness in low regularity Sobolev spaces and extend the result to certain quadratic nonlinearities. The result is based on spaces and estimates similar to those used by Marzuola-Metcalfe-Tataru for quasilinear Schrödinger equations.
Introduction
We consider local well-posedness for the Cauchy problem where we assume F is a constant coefficient polynomial of degree m ≥ 2 with no constant or linear terms. It is natural to consider well-posedness in H s (R). However, due to the infinite speed of propagation, even a linear equation
x + a(x)∂ 2 x )u = 0 where a is smooth with bounded derivatives requires a Mizohata-type necessary condition for L 2 well-posedness [1, 12, 14] (1.2) sup
So at the very least, when F contains a term of the form uu xx we expect any solution u to (1.1) to require some additional integrability. Indeed, an ill-posedness result in H s was proved by Pilod [13] . Local well-posedness was established using weighted spaces H s ∩ L 2 (|x| k dx) for sufficiently large k ∈ Z + and s > 0 by Kenig-Ponce-Vega [5, 6] and in the case of systems by Kenig-Staffilani [8] . Several authors have considered quasilinear versions of the problem for which (1.1) is a special case (see [1] , [3] and references therein).
By replacing weighted spaces with a spatial summability condition, Marzuola-Metcalfe-Tataru [10] proved a small data result for quasilinear Schrödinger equations in a translation invariant subspace l 1 H s ⊂ H s using a similar space to one suggested in [7] . In [4] the author adapted this result to (1.1) and using a similar method to Bejenaru-Tataru [2] was able to prove the result for large initial data.
As in [5, 6, 7, 8, 10, 11] we expect to be able to consider initial data in H s when F contains no quadratic terms. In fact, the Mizohata condition (1.2) and ill-posedness results of Pilod [13] suggest that we should be able to establish well-posedness provided F contains no quadratic uu xx term. Our main result is that this is indeed the case. We take the definition of "well-posedness" to be the existence and uniqueness of a solution u ∈ C([0, T ], H s (R)) to (1.1) and Lipschitz continuity of the solution map H s ∋ u 0 → u ∈ C([0, T ], H s (R)) Remark 1.2. In the case that u is complex valued, we consider "terms of the form uu xx " to include the terms uu xx , uu xx , uu xx . In the proof of Theorem 1.1 we will ignore complex conjugates, but it will be clear from the proof that F can be a polynomial in u, u, u x , u x , u xx , u xx .
The proof of Theorem 1.1 is similar to [4] with key new ingredients being trilinear estimates similar to those proved in [11] and a linear estimate for a system of frequency localised equations. As our function spaces are adapted to the unit time interval, following Bejenaru-Tataru [2] , we split the data into low and high frequency components. The low frequency component of the initial data u l 0 is essentially stationary on the unit interval so we fix it at t = 0 and solve an equation for the high frequency part of the solution v = u − u l 0 ,
By rescaling the initial data we can ensure the high frequency component of the initial data u h 0 is small and hence we can solve for v using a perturbative argument. The Mizohata condition (1.2) suggests that the quadratic terms involving v xx behave in a quasilinear manner. In order to handle this, we use a paradifferential decomposition similar to Marzuola-Metcalfe-Tataru [10, 11] to break the equation into a system of frequency localised equations of the form [4] , we solve this by conjugating the principal part by a suitable exponential term and find an approximate solution by solving a linear Airy equation.
The remainder of the paper is structured as follows. In Section 2 we define the function spaces used to prove Theorem 1.1 and prove a number of estimates. In Section 3 we prove estimates for the system of frequency localised equations (1.3) . In Section 4 we discuss the splitting of the initial data and rescaling. In Section 5 we complete the proof of Theorem 1.1. Remark 1.3. While this result covers the case of the KdV, mKdV and gKdV, it is far from the best known results for these equations and we refer the reader to [9] for a summary of results and references.
However, as in [4] , even in the case of nonlinearities involving u xx with which we are primarily concerned, we are able to relax the assumption s > 9 2 to s > s 0 where s 0 is determined by the structure of F as follows.
s 0 F contains terms of the form
A key difference to [4] is that by taking initial data in H s rather than l 1 H s we do not have additional restrictions imposed by rescaling the initial data.
Function spaces and estimates
2.1. Definitions. We take a standard Littlewood-Paley decomposition
We then define, for j > 0
where Fu =û is the spatial Fourier transform. We also use the notation
Given a Fourier multiplier S j that localises to frequencies ∼ 2 j we definẽ S j to be a Fourier multiplier that localises to frequencies ∼ 2 j and satisfies S jSj =S j S j = S j . For each j ≥ 0 we take Q 2j to be a partition of R into intervals of length 2 2j and 1 = Q∈Q 2j
to be a smooth square partition of unity such that χ Q ∼ 1 on Q and supp χ Q ⊂ B Q, 1 2 . For a Sobolev-type space U we define u 2
We define the l 2 H s norm by
and note that u H s ∼ u l 2 H s . By replacing the partition of unity by a frequency localised version we have a Bernstein-type inequality for r ∈ [1, ∞] and 1 ≤ p ≤ q ≤ ∞
We define the local energy space X (see [7] Remark 3.7) with norm
and look for solutions in the space l 2 X s ⊂ C([0, 1], H s ) with norm
We note that we have the low frequency estimate
We define the atomic space Y such that Y * = X (see [10] Proposition 2.1) with atoms a such that there exists some l ≥ 0, Q ∈ Q l with supp a ⊂ [0, 1] × Q and a L 2 ([0,1]×Q) 2 −l/2 and with norm 
The symmetric low-high interaction is similar.
High-high interactions. |i − j| ≤ 4, i, j ≥ k − 4. Using Bernstein's inequality (2.1), Cauchy-Schwarz and switching interval size we have
The estimates (2.9), (2.11) are identical. The estimate (2.10) follows from the proof of (2.4).
As a consequence of the algebra estimates (2.3), (2.4) and the bilinear estimates (2.8), (2.9) and (2.11), we have the following corollary.
a) (Estimates with an exponential) For s > 1
The proof relies on the following lemma.
To complete the proof of (2.17) we use that with respect to L 2 duality (l 2 2l Y l ) * = l 2 2l X l . We consider terms of the form S l (S i uS j vS k w) and by symmetry we may assume i ≤ j ≤ k. The non-zero interactions can be divided into the following cases.
Case 1. |l−k| < 4. We use the above estimate and the fact that γ ≥ s−2 to get
and a similar argument to Case 1 gives that the sum converges.
The frequency localised estimate (2.18) follows from the proof of (2.17).
Commutator estimates.
Proposition 2.5. For s ≥ 0 and σ > 7 2 , we have the estimate
Proof. Due to the frequency localisation we can replace u byS j u and write 
for a disposable operator
and then use the bilinear estimate (2.6).
Linear estimates
3.1. The Airy equation. We consider the linear equation
An identical argument to [4] Proposition 4.3 gives the following result.
and consider the equation
The equation (3. 3) is a system of equations for the frequency localised components u j . We construct approximate solutions to each of these frequency localised equations by conjugating the linear operator by a suitable exponential term, similar to [2] . We then use these approximate solutions to construct a solution to (3.3) . The main result we prove is the following.
Proof of existence. We start by looking for a frequency localised solution to the equation
2 and a ∈ l 2 X σ satisfies (3.4) and (3.5) for δ > 0 sufficiently small, the equation (3.7) has a frequency localised approximate solutionũ j satisfying the estimate
and the error estimates
Using Proposition 3.1 we take v j to be the solution to
We construct a frequency localised approximate solution by taking
The estimate (2.14) then gives
For the error estimate (3.9) we havẽ
We can then use the bilinear estimates (2.8), (2.12) to get
Finally we note that
For (3.10) we calculate
To estimate the remainder term we writẽ
The hypothesis (3.5) gives
The remaining terms can be estimated using Propositions 2.1 and Corollary 2.2 with the hypothesis (3.4) to get
The worst term in this estimate is ∂ 2 x a <j−4 ∂ xSj (e . We then take converges to a solution to (3.7) in l 2 X s satisfying the estimate
We can now use the solutions to (3.7) to construct an approximate solution to (3.3).
Lemma 3.4. If s ≥ 0, σ > 7 2 and a ∈ l 2 X σ satisfies (3.4) and (3.5) for δ > 0 sufficiently small, there exists an approximate solutionũ to (3.3) satisfying the estimate
and the error estimate
where u j is a solution to (3.7). Due to the frequency localisation of u j , u 0j , f j and and the estimate (3.14) this converges in l 2 X s and satisfies the estimate (3.15). We can calculate the error
x u k The commutator can be estimated using (2.20) to get
For the remaining term we can use the bilinear estimate (2.7) and the frequency localisation to get
So from (3.14) and almost orthogonality we have 
and from the hypothesis (3.4) and the estimates of Proposition 2.1 we have
We note that the worst term we need to estimate is
which requires σ > 7 2 . For δ sufficiently small we then have 
and similarly using (2.3) and (2.4)
From the hypothesis (3.5) we have
For the remaining terms we use the hypothesis (3.4) with the estimates (2.4), (2.6) and (2.17) to get
If we write u {i} j = S <j−4 (e 
So, for sufficiently small δ,
and have the estimate
Rescaling
As the l 2 X s , l 2 Y s spaces are adapted to the unit interval, we rescale the initial data to allow us to consider a small data problem on the unit time interval. Following Bejenaru-Tataru [2] we split the initial data into low and high frequency parts. As the large low frequency part is essentially stationary on the unit interval we freeze it a time t = 0 and solve for the high frequency component.
We rescale the initial data according to the nonlinearity
We then define the low and high frequency components of the rescaled initial data to be u (k)l 0
We have the following estimates for the low and high frequency components of the rescaled initial data.
a) (High frequency estimate)
a) This follows from the fact that
We note that for any of the possible nonlinearities F , we have λ ∈ [−3, 2). We also have that s 0 ≥ λ + 1 2 , so provided s > s 0 we can ensure u (k)h 0 l 2 H s is arbitrarily small by choosing sufficiently large k.
If u solves (1.1), we rescale Taking v 0 = u (k)h 0 , we then have that v solves the equation
Due to the Mizohata condition (1.2) we split the nonlinearitỹ
0 v xx +v 2 xx ) contains the 'bad' quadratic terms where two derivatives fall on one term. We have the following estimate for the 'good' terms G.
where m is the degree of F and 
Proof. We note that by Remark 4.2 we have γ > 0. To estimate the inhomogeneous term ∂ 3 x u (k)l 0
we use (4.3).
The remaining terms in G are of the form Remark 4.4. In the case that B ≡ 0 we can now apply a contraction mapping argument using Proposition 3.1 to prove Theorem 1.1 (see [4] for example).
5.
Proof of Theorem 1.1 5.1. The paradifferential decomposition. We now consider the case that B ≡ 0. The difficulty here is that we cannot apply the bilinear estimates of Proposition 2.1 when two derivatives fall at high frequency. However, by using a paradifferential decomposition we can consider an equation of the form (3.3) and use Proposition 3.2.
We decompose B at frequency 2 j as
and H(x, v) = H j (x, v). The equation (4.4) for v can then be written as
We have the following estimate for H. 
Further, if v {i} , H {i} correspond to initial data u {i} 0 for i = 1, 2, we have the following estimate for the difference
Then, by the commutator estimate (2.20) and the low frequency estimate (4.3) we have
From the frequency localised bilinear estimates (2.6) and (2.7) we have
where we have used that if c 1 = 0 then λ ≥ 0 and if c 2 = 0 then λ ≥ 
and use the same estimates as for (5.2).
5.2.
The solution map. Let σ be as in (5.4) , γ as in (4.7) and v 0 = u
We note that if v ∈ X , from the low frequency estimate (4.3)
In particular, if δ = δ(s, σ, u 0 l 2 H s ) is as in Proposition 3.2, for sufficiently large k,
Suppose v ∈ X also satisfies (5.5) T (∂t+∂ 3 x )a(v) l 2 X s →l 2 Y s ≤ δ then by Proposition 3.2 we can find a solution w = T (v) to the equation for i = 1, 2, we have the following estimate for the difference
Proof. From the high frequency estimate (4.2) we have v 0 l 2 H s 2 −γk u 0 l 2 H s and from Proposition 5.1 and the hypothesis v l 2 X s 2 − 1 2 γk we have
The estimate (5.7) then follows from (5.6) for sufficiently large k.
To prove (5.8) we take z ∈ l 2 X s and consider
x w))S j z l 2 Y s Using the frequency localised bilinear estimate (2.6) we have
x u (k)l 0 l 2 X s−2 + S <j−4 H(x, v) l 2 X s−2 ) S j z l 2 X s From the low frequency estimate (4.3) we have 
So combining these we have H(x, v) l 2 X s−2 2 −γk C( u 0 l 2 H s )
For the remaining term we use the frequency localised trilinear estimate (2.18) with the estimate (5.7) to get, (c 1 2 −λk + 2c 2 2 (1−λ)k ∂ x )(S <j−4 (T ∂xa(v) ∂ 2 x w))S j z l 2 Y s ∂ x a(v) l 2 X σ−1 w l 2 X s S j z l 2 X s 2 −γk u 0 2 l 2 H s S j z l 2 X s To prove (5.9) we consider the difference
As above we have
