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Zusammenfassung
Die vorliegende Arbeit stellt zeitaufgeloste, nicht{lineare optische Studien
und lineare optische Messungen an stark korrelierten Elektronensystemen
vor. Darunter versteht man metallische Systeme, bei denen der Beitrag
der Coulombwechselwirkung zwischen den Elektronen uber die Fermienergie
dominiert. Aus der starken Coulombwechselwirkug der Elektronen resul-
tieren eine Vielzahl interessanter Phanomene und elementare Anregungen
magnetischer und elektronischer Natur. Ein tiefergehendes Verstandnis dieser
Anregungen, ihrer Wechselwirkungen und Symmetrien ist von Interesse fur
Theorien beispielsweise zum Quantenmagnetismus oder der Hochtemperatur{
Supraleitung. Diese Dissertation untersucht solche Zusammenhange, und
konzentriert sich dabei auf zwei Typen von Elementaranregungen, die fur stark
korrelierte Elektonensysteme charakteristisch sind: Das \Charge{Transfer"
(CT) Exziton ist die fundamentale, elektronische Anregung fur Energien
im Bereich optischer (1{3 eV)

Ubergange, wo die untersuchten Systeme
durch den Hubbard{Hamiltonoperator beschrieben werden konnen. Auf einer
niedrigeren Energieskala (100 meV) sind die dominierenden Anregungen
magnetischen Ursprungs. Diese konnen im Rahmen des Heisenberg{
Hamiltonoperators verstanden werden, der die Niedrigenergie{Naherung
des Hubbard{Hamiltonoperators fur stark korrelierte Elektronensysteme im
Grenzfall starker Kopplung darstellt.
Fur den experimentellen Teil der Arbeit wurde ein Aufbau entwickelt,
der Ultrakurzzeitspektroskopie uber einen weiten Bereich von Pump- und
Abfrageenergien, Polarisationszustanden und Temperaturen ermoglicht.





Im Zentrum des ersten Teils der Arbeit steht die Dynamik von Spinwellen kurzer
Wellenlange. Dazu wird mittels Femtosekunden Pump-Abfragespektroskopie
der Exziton-Magnon (X-M)








mit zeitlicher und spektraler Auosung studiert.
Die X-M Anregung kann als magnetisches Seitenband eines Exzitons bei
1.72 eV aufgefasst werden. Eektiv wird somit die Zustandsdichte fur
magnetische Anregungen zu hoheren Energien hin verschoben, wodurch
antiferromagnetische Spinwellen durch einen im nahen Infrarot operierenden
Femtosekundenlaser optisch angeregt werden konnen. Bedingt durch den
Anregungsmechanismus in unserem Experiment sind diese optisch erzeugten
I
Spinwellen vorwiegend zu groen k-Vektoren hin gewichtet. Die Dichte der
somit erzeugten Nichtgleichgewichts{Verteilung am Zonenrand ist gro genug,
um Wechselwirkungseekte und eine Energie-Renormierung der Spinwellen
beobachten zu konnen.
Wir berichten uber einen neuartigen nichtlinearen optischen Eekt, der aus
der Nichtgleichgewichts{Verteilung kurzwelliger Spinwellen zu resultieren
scheint. Erst t=100 ps nach der optischen Anregung mit einem 100 fs
Laserpuls kann eine Renormierung der Magnonenenergie experimentell ge-
funden werden. Die gemessene Energieanderung stimmt dann gut mit den
Vorhersagen existierender Spinwellentheorien uberein, wenn eine Renormierung
der Spinwellen{Dispersionsrelation durch die optisch erzeugten Spinwellen
angenommen wird. Bei einem kurzeren Zeitabstand zwischen Anregung und
Abfrage jedoch weichen unsere Beobachtungen dramatisch von existierenden
Theorien ab: das erwartete Signal bleibt zuerst nahezu vollstandig aus, und
wachst erst auf einer ps{Zeitskala zu dem erwarteten Wert hin an. Dies deutet
darauf hin, da die ursprunglich erzeugten, kurzwelligen Magonen nicht wie
erwartet zur Renormierung beitragen. Erst auf einer Zeitskala von 100 ps
relaxieren die Spinwellen dann vom Rand der Brillouin{Zone zu deren Zentrum
hin, wo sich der erwartete Renormierungseekt einstellt. Ein phanomenologis-
ches Modell, das die Brillouin{Zone in zwei Bereiche unterschiedlicher optischer
Eigenschaften, fur kurz- und fur langwellige Magnonen, unterteilt, erklart
unsere Daten gut.
Lineare und nichtlineare Spektroskopie des Charge{






Im Kern des zweiten Teils dieser Arbeit stehen die linearen und nichtlinearen







Material ist charakterisiert durch seine zwei{dimensionalen CuO
2
Ebenen
und seine stabile Stochiometrie. Zwar wird es mangels freier Ladunstrager
bei tiefen Temperaturen nicht supraleitend, ist aber das klassische Modellsys-
tem fur Hochtemperatur{ Supraleiter im Grenzfall niedriger Dotierung. Wir
beobachten erstmals eine Urbach{Auslaufer im optischen Absorptionsspektrum,
der auch bei sehr tiefen Temperaturen nicht verschwindet. Der Urbach{Verlauf
im allgemeinen und sein Tieftemperaturverhalten im besonderen konnen nur
durch ein Modell erklart werden, das eine starke Kopplung mittels Phononen
zwischen dem CT Exziton und einer weiteren elektronischen, energetisch unter
dem CT Exziton liegenden Anregung annimmt. Diese Therie wird in hier







einen weiten Temperatur- und Energiebereich sehr gut.
Um Aufschluss uber Zustande zu erhalten, die in der elektrischen Dipolnaherung
fur einen Ein{Photonen{








uber einem weiten Energiebereich gemessen. Durch





( 3!;!; !; !) in der Cu{O Ebene|ein komplexwertiger




j im Bereich von 0.7 eV, und schlieen durch Polarisa-
tionsmessungen auf eine zu Grunde liegende quasi{spharische Symmetrie der
Elektronenverteilung. Die Starke der Resonanz legt eine drei{Photonen Anre-
gung des CT-Exzitons aus dem Grundzustand nahe. Eine leichte Abweichung










Zwischenzustand verursacht werden. Modellrechnungen zur nichtlinearen
Suszeptibilitat reproduzieren unsere Messergebnisse gut.
Abschlieend prasentieren wir vorlauge Resultate zur zeitaufgelosten Spek-
troskopie des CT Exzitons uber einen weiten Bereich von Anregungs{ und
Abfrageenergien. Der spektrale und zeitliche Verlauf des Signals legt|wie
schon in der linearen Spektroskopie vermutet|eine starke Kopplung zwischen
Phononen und CT-Exzitonen als den fur die Dynamik Ausschlag gebenden
Prozess nahe. Weitherin beobachten wir einen Sattigungseekt im spektral
aufgelosten Pump{Abfragesignal. Dessen Starke ndet sich im Einklang mit




In this thesis, both time-resolved, nonlinear optical spectroscopy and linear
spectroscopy are used to investigate the interactions and dynamics of elemen-
tary excitations in strongly correlated electron systems.
In the rst part, we investigate the renormalization of magnetic elementary ex-




. We have created a nonequilibrium
population of antiferromagnetic spin waves and characterized its dynamics,
using frequency{ and time{resolved optical spectroscopy of the exciton{magnon
transition. We observed a time{dependent pump{probe line shape, which
results from excitation induced renormalization of the spin wave band structure.
We present a model that reproduces the basic characteristics of the data, in
which we postulate the optical nonlinearity to be dominated by interactions with
long{wavelength spin waves, and the dynamics due to spin wave thermalization.
Using linear spectroscopy, coherent third{harmonic generation and pump{probe
experiments, we measured the optical properties of the charge{transfer (CT)






, an undoped model compound for high{T
c
super-
conductors. A model is developed which explains the pronounced temperature
dependence and newly observed Urbach tail in the linear absorption spectrum
by a strong, phonon{mediated coupling between the charge{transfer exciton and
ligand eld excitations of the Cu atoms.
The third{order nonlinear optical susceptibility 
(3)
ijkl
( 3!;!; !; !) within the






is fully characterized over an energy range from
0.6 eV to 1.5 eV in both amplitude and phase, and symmetry based conclusions
are made with respect to the spatial arrangement of the underlying charge




j at 0.7 eV to a three{photon resonance with the charge{transfer exciton.










origin, is found to
contribute to the transition.
Finally, preliminary results of time{resolved pump{probe spectroscopy conrm
the strong coupling of the CT exciton or one of its constituent parts to LO-
phonons. We suggest ultrafast thermalization with the lattice as the dominating
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) number of interacting particles lies at the core of the
diÆculty when dealing with the solid state phase. Despite the fact that only
the Coulomb force acts between the electrons and lattice ions of a solid, even
the equilibrium state of matter is understood completely only for a few systems.
One of the most successful techniques of dealing with this challenge is that of
elementary excitations. These are wave packets of the eigenstates of the fully in-
teracting, many{body Hamiltonian which behave like the eigenstates of a much
simpler system. One of the most powerful manifestations of this idea is Lan-
dau's Fermi{liquid theory: Under certain conditions, the excitations near the
Fermi{surface are long{lived fermions (\Landau quasi{particles") which can be
mapped onto the electron and hole excitations of a non{interacting Fermi gas.
The physical properties of the interacting system are thus only quantitatively
modied compared to the non{interacting case.
This simplication comes at a cost. The elementary excitations can exhibit an
internal structure, and the vacuum state is no longer \empty" and featureless.
In addition, the concept of elementary excitations is limited to certain condi-
tions, mostly low energy and density. At higher densities, details about the
internal structure of the elementary excitations become relevant and observ-
able. Yet despite these limitations, the concept has been so successful that it
is often taken for granted in solid state physics. However, there remain many
examples of systems whose elementary excitations are only partially understood.
Strongly correlated electron systems are an interesting example of a physical
system where many questions about elementary excitations remain open. The
class encompasses such seemingly diverse materials as polymers, transition met-
als and their oxides, fullerenes (C
60
), liquid helium and high{temperature su-
1
2 CHAPTER I. INTRODUCTION
perconductors. The theoretical standard model used to describe these systems
is the Hubbard model, and understanding the elementary excitations of this
Hamiltonian is thus clearly of importance.
This thesis seeks to provide some new insight into the nature of the two basic
elementary excitations of the Hubbard model in solids: Magnetic excitations at
low energies and charge excitations at higher energies.
Spin waves|or magnons in the language of quantization|are the elementary
excitation in the limit of low energies (100 meV), where in certain limits the
Hubbard is equivalent to the Heisenberg Hamiltonian. Controlled theoretical
approximations and extensive experimental investigations were carried our pre-
dominantly in the long{wavelength and low density limit. Short wavelength
spin{waves are more diÆcult to treat theoretically, and even in three dimen-
sions their mutual interaction is not fully understood. A better understanding
of the Heisenberg Hamiltonian in two dimensions is thought by many to be a key
in understanding high{temperature superconductivity. Our work is motivated
by the desire to better understand the interactions between magnetic excita-
tions with large k vector.
The fundamental elementary excitation of the Hubbard Hamiltonian at higher
(1-2 eV) energies is the charge transfer exciton, which constitutes another ex-
ample of a poorly understood elementary excitation. Its previously observed
strong temperature dependence has been addressed only by a few authors. This
is surprising, owing the importance of a coupling between excitations at opti-
cal energies on one hand and magnons or phonons on the other. Furthermore,
numerous optically dipole allowed and forbidden excitations exist in the vicin-
ity of the charge transfer gap and continue to be debated. This motivated us




Nonlinear spectroscopy is a tool uniquely suited for the investigation of the large
number of elementary excitations in strongly correlated systems: It allows us to
excite very selectively specic sub{populations of the system, and then monitor
their decay over a wide range of energies. By using dierent excitation and de-
tection schemes, we can learn about the symmetry of excited and intermediate
states, their decay channels and strength of coupling to other excitations. Merg-
ing the powerful techniques of nonlinear optical spectroscopy with the eld of
strongly correlated materials in a systematic way provides for a very interesting
and still novel eld of research.
I.2 Outline of this work
This thesis is organized as follows:
 In the next chapter, strongly correlated electron systems are briey in-
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troduced. The Hubbard model, which is the theoretical standard model
for this class of materials is given, and its application to real materials
discussed.
 In chapter 3, we will recall some of the theory of nonlinear optics and
subsequently give an overview of the experimental techniques and setups
employed for this thesis. We will also explain how the samples used for
this work were prepared.
 Chapter 4 shows how time-resolved, nonlinear optical spectroscopy may
be used to investigate the interactions and dynamics of magnetic degrees
of freedom in a strongly correlated electron system.
 Chapter 5 turns to the charge{transfer transition at higher energies in






. We use linear spectroscopy, coherent
third{harmonic generation spectroscopy and time{resolved spectroscopy
to probe this transition.




The issue of strong electron{electron correlation is an important one in solid
state physics, since it governs the ground and excited states of such seemingly
dierent systems like high-temperature superconductors [7], polymers [71], tran-
sition metals and their oxides [39] or fullerenes [12]. While a single model cannot
be expected to describe all these materials in detail, it is nevertheless possible to
nd an eective Hamiltonian which captures many of the basic principles. This
Hubbard Hamiltonian is the most widely used model, and some its properties are
briey described here, most notably the metal{Mott insulator transition and the
wealth of possible magnetic and charge excitations. A more complete review is
well beyond the scope of this thesis; a very good introduction is given in Ref. [27].











Both belong to the class of transition metal oxides, where the partially lled





has a three{dimensional structure and a total spin S=32, the






are due to its two{dimensional Cu{
O square lattice with S=12. Such a structure, if doped appropriately with
free hole carriers, gives rise to high{temperature superconductivity [7]. Due to






serves as a model system for the high{
T
c
superconductors in the limit for low doping. While further details about
both compounds and the excitations of interest will be given in the respective
chapters V and IV, some common electronic features are introduced already
here.
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6 CHAPTER II. STRONGLY CORRELATED ELECTRON SYSTEMS
II.1 Strong correlation and the Hubbard model
The importance of strong correlation in solids was perhaps best exemplied by
Mott in the following Gedankenexperiment:
Consider a \crystal" composed of hydrogen atoms. In an independent{
electron picture, the material appears as a conductor for all lattice
constants, since its s-band is only partially lled. This metallic state
is indeed realized for a lattice spacing small compared to the Bohr
radius, where the electrons screen their mutual Coulomb interaction
well. In the opposite limit, the non{interacting picture clearly fails,
since the \crystal" should now more appropriately be thought of
as an (insulating) hydrogen gas. The energy cost for double occu-
pancy of a proton due to electron{electron repulsion is larger than
the kinetic energy gained by delocalization, and hence the ground
state consists of one electron per site. As a function of the lattice
constant, the \crystal" undergoes a transition from insulating to
metallic behaviour. This transition is called the Mott transition.
The insulating behaviour in such a Mott-Hubbard insulator can thus only be
understood if the electrons' mutual interaction is taken into account. This
provides a clear distinction to materials where the insulating behaviour is based
on electron{ion interaction and can be approached within the framework of an
eective single particle theory. Theses particles need not be single electrons, but
within the framework provided by quasiparticle theory they can be described by
non{interacting objects with a renormalized mass and energy. Examples of the
latter category are band insulators (electrons interact with the periodic potential
of the lattice), Peirls insulators (interaction between electrons and a static lattice
deformation) and Anderson insulators (disorder{induced insulating behaviour).
Care should be taken to dierentiate between a Mott Insulator which does not
require the existence of pre{formed magnetic moments for the metal{insulator
transition, and the Slater insulator which turns into a metal above a critical
temperature.
II.1.1 The Hubbard model
A simple Hamiltonian, which nevertheless captures the main ideas of Mott's
model, was used by Gutzwiller [32], Kanamori [45] and Anderson [4], but for-
mally introduced by Hubbard [39]. It contains a kinetic energy term, which
captures the electrons' itinerant features, and the potential energy or interac-
tion term. The latter gives rise to the electrons' correlated behaviour or even

























is the number operator for =",# spin electrons, and < ij > de-
notes next nearest neighbor pairs. U is the interaction strength, which in this
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simple model equals the sum of electron ionization energy and electron aÆn-
ity, and t is the hopping matrix element between adjacent sites. In addition to
these explicit parameters, the physical properties are implicitly inuenced by




=L (L stands for
the number of sites) and the temperature. In the derivation of this model, two
assumptions are important: (a) only on{site, inter{atomic Coulomb interaction
is considered, e. g. hi; jj
1
r
ji; ji  Æ
ij
and (b) only one band with s-like character
exists close to the Fermi energy, while the interaction with electrons of others
bands can be represented through a Hartee{Fock mean eld approach.
Variants of \the" Hubbard model (II.1) include modications to accommodate
hopping beyond next nearest neighbour sites, additional bands or further inter-
action terms. Yet despite its simplicity, no satisfying solution to (II.1) exists to
date for all but some limiting cases.
II.1.2 Some properties of the Hubbard model
Despite still being a challenge to theorists and expemimentalists alike, some
basic conclusions can be drawn for materials which are governed by the Hubbard
Hamiltonian.
Limits of the Hubbard Hamiltonian
Exact solutions for the Hubbard model exist in a few limiting cases, such as for
example:
 the Fermi gas limit for U=0, which describes an (ideal) metal lacking any
correlation eects.
 the opposite case of t=0, which characterizes the \atomic" limit. The
ground state is highly degenerate and insulating, since individual sites do
not communicate with each other. The number of zero, single and double
occupancies in the system is determined by the ratio NL, the interaction
strength and the temperature.
 a case of great practical interest is the \large{U" limit, U  t. For
arbitrary lling, one can then derive the \t{J model" [27], which is often
used to model the copper-oxide planes in high-T
c
materials [6] at low





















The exchange coupling J=4t
2
/U > 0 sets the magnetic energy scale of the
system.
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Due to its importance, a large number of approximation methods exist for the
theoretical treatment of the Hubbard model, as well as solutions in certain
dimensional limits (in one or innite dimensions). For a review, see Ref. [27].
Magnetic properties
General statements about the magnetic properties of even the simple, undoped
Hubbard model are diÆcult to make and depend critically on the value of the
total spin S and the dimension d of the system. However, in a simple Ising
model, the presence of antiferromagnetic order can be understood intuitively:
Parallel spin alignment on two adjacent sites prohibits hopping and subsequent
double occupancy due to Pauli's exclusion principle. If the spins are oriented
in an anti{parallel fashion, hopping and double occupancies are no longer pro-
hibited. The resulting delocalization of the electrons lowers the total energy of
the system in second order perturbation theory by J=4t
2
/U, thus resulting in
an antiferromagnetic ground state.
Beyond the Ising model, the situation becomes more complicated: for the corre-
sponding spin-1/2 Heisenberg chain however, no long range order (LRO) exists
even at T=0 (for nite T, the Mermin-Wagner theorem rules out magnetic
order in d=1 and 2 in the rst place [68]). In the case of great interest for
high-T
c
superconductivity|the two{dimensional, isotropic spin-1/2 Heisenberg
antiferromagnet|no rigourous proof is known to us for either the existence or
nonexistence of antiferromagnetic LRO at T=0. Anderson therefore conjectured
a ground state which exhibits short-range order (\spin liquid" [5]). Despite the
lack of theoretical conrmation however, it is widely believed that Neel long
range order exists at T=0 K in the 2D, spin-1/2 case and spin-wave theory
applies for this system [65].
In higher dimensions (d 3), antiferromagnetic order has been proven to exist
in for large total spins S 1/2 [27] and below a critical temperature [23, 47].
This is very important for our experiments in chapter IV, where we compare
our results to spin wave theory, which assumes a magnetically ordered state
from which spin waves can arise. To assure that we conduct our experiments
in a regime where spin wave theory applies, our investigation focused on the




, a three-dimensional, S=3/2
system.
II.2 The Hubbard model in real materials
We will now introduce some of the complications which arise if the Hubbard
model is applied to real solid state materials. The remarks are limited to the
compounds of interest in this work, the three{dimensional transition metal oxide













II.2.1 Transition metal oxides
yz xy xz
x2-y23z2-r2
Figure II.1: 3d orbitals. The ve{fold degeneracy is partially lifted in a cubic
environment. A tetragonal distortion (not shown here) would further reduce









(listed by increasing electron energy).
Transition metal oxides exhibit a wide variety of electronic, magnetic and struc-
tural properties such as insulator{to{metal transitions, structural and magnetic
phase transitions and even superconductivity if doped appropriately. These
phenomena|and the diÆculties in describing them|are a direct result of the
highly correlated motion of the electron (or hole) quasiparticles in the partially
lled, well localized and narrow 3d orbitals.
In the perovskite structure, a transition metal ion is surrounded by six oxygen
ions O
2 
, which give rise to the crystal eld potential. The free rotation sym-
metry of the electrons is hindered and the orbital angular momentum quenched


















orbitals. When electrons are placed into these orbitals, their distri-
bution is determined by the semi{empirical Hund's rule [20]. Depending one the
lling of the d states, either a electron or hole quasiparticle picture is typically
adopted to describe the material.
1
It should be noted that a large body of work deals especially with the issue of high-
temperature superconductivity, and that we do not attempt to review all the issues surround-
ing these materials in general
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One of the assumptions in the Hubbard model, that only on-site Coulomb in-
teraction needs to be considered, is justied since the Coulomb matrix elements
between the well localized bands decay fast with distance.
No longer though can a one{band model suÆciently describe the material, and
the Hubbard model has to be treated as a many{band problem [27]. As a
consequence, the magnetic ground state, together with on-site and intra-site
excitations, allows for a wealth of possible excitations.
Multiple excitation energy scales
If magnetic ordering exists, it is possible to excite magnetic spin waves with an
energy J 10{200 meV in addition to electronic excitations at higher energies
(Chapter IV deals with the behaviour of such spin waves at short wavelengths
and high densities). Figure (II.2) schematically illustrates such a situation. \A"












Figure II.2: Possible excitations in a multi{band Hubbard model. \A" and \B"
depict two adjacent sites of the antiferromagnetically aligned sublattices. Three
quasi-particles occupy the degenerate intra{atomic levels, oriented in accordance
with Hund's rule
and \B" depict two adjacent sites of the antiferromagnetically aligned sublat-
tices. Expanding on the one{band Hubbard model, in this cartoon we allow for
six atomic orbitals, which are characterized by two intra-atomic energy levels
(2{ and 3{fold orbitally degenerate). Each of the six orbitals is 2{fold spin de-
generate. This describes for example a situation where the 5{fold degeneracy
of the 3d orbitals is partially lifted by a cubic crystaline environment. Such ef-
fects are not included in the simple Hubbard Hamiltonian (II.1), but cannot be
neglected here. In this example, three electron quasiparticles occupy the lowest
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energy states. Their spins are aligned in accordance with Hund's rules. The
lowest energy excitation is of magnetic origin and consists in this cartoon of a
spin ip on one site
2
. Due to the spin{reversal involved, the spin{wave cannot
be excited by linear optical methods. At higher energies, electronic intra{atomic
and therefore charge{neutral excitations can be accessed, which involve changes
in the orbital symmetry, either with or without a spin ip and therefore ei-
ther optically dipole forbidden or allowed, respectively. Both excitations can
be viewed as tightly bound Frenkel excitons, since both the electron and hole
reside on the same lattice site. Finally, the gap energy for charged excitations
is given by the electron{transfer energy from one site to the next, and marks









































Figure II.3: Schematic density of states for a transition metal oxide. (a) atomic
orbitals. (b) in a single{electron tight binding picture the oxygen{like bonding
bands (bond) and non{bonding band (NB) lie below E
F
, whereas the anti-
bonding (a-bond) bands are close to E
F
. (c) on{site Coulomb interaction splits
the conduction band into lower (LHB) and upper (UHB) Hubbard bands. (d)
for 
CT
< U , the material is a charge transfer insulator. 
CT
is the gap
between the highest oxygen{like state and the UHB. (e) Cu 3d{O 2p hybridiza-
tion creates Zhang{Rice singletts (ZRS, see chapter V) just below the UHB. (f)
charge{neutral on{site excitations can occur within the LHB, and are inuenced
by the crystal symmetry
2
This \local" picture is oversimplied. In reality, the spin ip is distributed over the lattice
due to the translational symmetry, resulting in a spin wave. Going one step further, these
spin waves can be quantized, which leads to the concept of magnons
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This gap excitation can also be thought of as an exciton. Although in this
simple picture one would expect again a Frenkel{type small exciton, hybridiza-
tion in real materials increases the excitons' size somewhat. Another important
modication aects the interaction energy U . In real materials, depositing or
removing an electron from a nearby s level, or from the p levels of neighbouring
oxygen atoms might be energetically more favourable than the charge transfer
from one TM site to the next. This is schematically shown in Figure (II.3) for
the example of a Cu{O material:







bitals hybridize and form mixed Cu 3d and O 2p bands. Strong on{site Coulomb
interaction then splits the former \conduction" band into a lower and an upper
Hubbard band. If the oxygen p band lies between the two Hubbard bands, the
energy for charged excitations is no longer determined by the Hubbard U but by
the charge transfer energy 
CT
. The insulator is hence called a charge{transfer
insulator.
II.2.2 Two dimensional cuprates and high-temperature su-
perconductors
Two features are common to all











als. First, they are quasi|two-
dimensional and the structural key
units are the CuO
2
layers. The
interplane coupling is weak, and
at half{doping, the planes them-
selves are a very good realization
of the two{dimensional Heisenberg
quantum antiferromagnet. Second,
superconductivity sets in at a low
temperature when charge carriers
are added to this Mott insulator.










display a reasonably simple struc-
ture. But the complexity seems
to increase with T
c
, as the record








shows. So from a conceptual point
of view it seems advantageous to
focus on the simpler, perhaps even
the undoped parent compounds.
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When (hole) carriers are added to the two{dimensional TM oxide layers by
electrochemical techniques or substitution of buer layer ions, numerous phase










introduces holes to the CuO
2
layers, which results in a rapid drop in the
Neel temperature, until antiferromagnetic LRO is completely suppressed above
x
c
=0.02. For doping levels above x
c
, various forms of local or incommensurate
magnetism survive even into the superconducting phase [75]. Superconductivity





addition to the electronic and magnetic phase transitions, structural transitions
appear as well [46].
Cu
O
Figure II.5: Schematic of the two{dimensional CuO
2
plane common to all high{
temperature superconductors. Arrows indicate a possible alignment of spins in
the antiferromagnetic ground state. In the undoped case (half{lling), one hole





symmetry. Shaded areas visualize the
Cu d and O p orbitals responsible for strong correlation and superexchange,
respectively.
Since the hybridization between Cu 3d and O 2p bands again leads to the
formation of a charge transfer rather than Hubbard gap, a model based on
equation (II.1) fails to model the detailed electronic structure of the CuO al-
ready in the undoped parent compounds. Instead, a three{band model of one
copper and two oxygen levels is often employed (\Emery model" or \Varma{
Schmitt-Rink{Abrahams model" [25, 101]). There, to supplement the original
Hubbard U
d
between the copper d electrons, additional correlation terms govern
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the oxygen p electrons and nearest neighbour interaction between Cu 3d and O
2p electrons. Since exchange between the Cu d orbitals is mediated by oxygen,
it leads to a strong \superexchange" coupling J 100 meV despite the large
spatial separation of two copper ions.
It has been argued that this three-band Hubbard model can be reconciled with
an eective one{band model, which at least captures the low energy physics
of the superconductors [6]. Just below the charge transfer gap, the Cu{O hy-
bridization leads to the formation of a \Zhang-Rice" singlett (see chapter V
and [111]). Since the so formed electron{hole pair does not disturb the anti-
ferromagnetic background, it has a large bandwidth and can be viewed as a
spinless exciton quasiparticle.
Chapter III
Some aspects of optical
spectroscopy and
experimental techniques
The previous chapter illustrates how strongly correlated systems exhibit a wealth
of excitations, which can be both optically dipole active and inactive (but al-
lowed e. g. as a two{photon transition) and are spread over a wide range of
energies.
Before introducing the experimental techniques used in this work, to probe
these excitations, some aspects of linear and nonlinear optical spectroscopy are
highlighted. Many of these issues are now well known and documented, and
therefore we will only summarize results that are important for the work pre-
sented here. Particular emphasis is placed on how macroscopically observable
quantities, such as the index of refraction n and the absorption coeÆcient  can
be related to underlying microscopic eects. We will also discuss how coherent
nonlinear processes can be applied to identify and characterize electronic states
inaccessible to linear optics. Finally, we will briey comment on the transition
between the coherent and incoherent regime as it relates to the investigation of
relaxation processes of non{equilibrium populations.
The second section describes the core parts of the optical setup. It incorpo-




laser, a 250 kHz, J regenerative amplier
system and a near-IR optical parametric amplier (OPA) as excitation light
sources. Supercontinuum generation [1] allows us to cover the wide range of
probe energies mandated by our choice of sample materials. Towards the end
of the chapter, some comments will be made on sample preparation.
15
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III.1 Introduction to some aspects of linear and
nonlinear optical spectroscopy
Nonlinear optics describes phenomena which result from the modication of the
optical properties of a material through interaction with intense light. To under-
stand the underlying microscopic structure of the material and why it changes,
we need to make the link between microscopic physics and changes in the way
light interacts with the material. This short section can only highlight some of
the aspects which we deem relevant for the understanding of this work. Com-
prehensive reviews of nonlinear optics can be found in the books of Boyd [9] or
Shen [87].
In the dipole approximation, the propagation of electromagnetic waves in matter


























Information about the physical properties of the material is contained in the
polarization P(r; t), which in general depends in a complicated manner upon
the incident electrical incident eld E(r; t). Once P(r; t) is known as a function
of the electric eld, time and the population state of the system, Eq. (III.1)
needs to be solved self{consistently. Neglecting magnetic eects and within the
dipole approximation, the polarization is a function of the electrical eld only,



























from microscopic parameters such as orbital{ or
band structures and energy levels not only gives access to the absolute value of
the nonlinear susceptibility, but also leads to characteristic internal symmetries
of the tensor. In solids, knowledge of crystal symmetries can be used to a priori
reduce the number of independent and non{zero elements of 
(n)
considerably.
A demonstration of how crystal symmetries on one hand and symmetries in
the measured optical response on the other can be facilitated to systematically
explore 
(n)
is given in chapter V.
Eq. (III.2) is frequently expressed in frequency space. Again in the dipole ap-
1
In this brief overview, we neglect magnetic interactions, which might at rst seem surpris-
ing given the magnetic structure of many strongly correlated systems. Yet the signicance of
magnetic eects diminishes rapidly at the higher frequencies of optical spectroscopy.



































The sums on the left hand side of this equation are due to energy and momentum






. It is worth noting that the k{
vector dependence only needs to be considered if the optical response has a
nonlocal character. If the response is local, i. e. the polarization at a point r is
independent of P(r
0
), the k{dependence of 
(n)
can be neglected.
III.1.1 The limit of linear optics
In the limit of linear optics, only terms of (III.3) to rst order in the electric





(!) = 1 + 4
(1)
( !;!) (III.4)
establishes the link with the two commonly used quantities of linear optics, the















































> t), complete (over the entire frequency range) knowledge of either the
absorption coeÆcient  or the index of refraction n can be used to calculate the
respective other with the help of the Kramers{Kronig relations [49]. \Complete"





in a frequency band not too narrow around the energy of interest.
III.1.2 Density matrix and time-resolved measurements
One common formalism for calculating the polarization and describing the tem-
poral evolution of the system is by means of the density matrix operator ^(t) of
the system [9],
^(t) = j (t)ih (t)j (III.7)
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where the overbar represents the ensemble average. In this notation, the time{
evolution of the system is governed by the Liouville equation, and the expecta-
tion value of the polarization is evaluated by taking the trace of the product of











P(r; t) = tr(^ 
^
P): (III.8)
The diagonal matrix elements 
nn
of the density matrix give the probability
for the system to be in the energy eigenstate n. The coherence of the system
is described by the o-diagonal elements 
mn
, which are only non{zero if the
system is in a coherent superposition of states. Physical processes which are
characterized by 
mn
6=0 are said to take place in the coherent regime. After
the coherence is lost during random scattering events, the population relaxation





Figure III.1: Time scales for decay processes in solids. The system loses coherence
on a ps time scale T
2
after excitation. At the same time, a population relaxation
starts, and the system thermalizes into a hot Fermi distribution. Eventually it
cools to the lattice temperature via the emission of phonons.
need to be solved in a self{consistent manner to determine the temporal evo-
lution of the system. Relaxation terms are added to the Liouville equation by
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hand. Two decay rates are needed to describe the time{dependent properties
of the system:





damping rate of the coherence. Typical time scales for T
2






describes the population decay from level n into level m.






If the Liouville equation is evaluated with the added relaxation terms, it even-
tually leads to the optical Bloch equations [9], which is beyond the scope of this
work.
III.1.3 The linear susceptibility 
(1)
We will now give the explicit expression for the linear susceptibility 
(1)
. The
derivation in the framework of the density matrix formalism is given in text-




































Here, N is the number density of atoms or molecules, 
i
(i=x,y,z) the i-th
component of the electric dipole operator =-er and jgi the ground state of the






and the line width 
nm
provide information about the system:
Symmetry: Since  is an odd operator, only transitions between states of
dierent parity can contribute to 
(1)
. By examining linear optical spectra,
we can therefore gain some insight into the the symmetry of the underlying
electronic states. Yet at the same time, the inability to observe transitions
between states of equal parity sets a fundamental limit to linear spectroscopy.
Energy levels: Inspecting (III.9), it is clear that the expression for 
(1)
un-
dergoes a resonance as ! ! 

mg
This corresponds to transition lines observed
in linear absorption spectra, with a width given by the damping 
mg
and an
oscillator strength governed by the value of the matrix elements hgj
i
jmi. The







 In chapter IV, we show how through a laser pulse and by (thermal) heating
the population density n(k) in a specic subsystem can be altered, which







ther a second light pulse (in the case of pump{probe spectrosopy) or a sim-
ple light bulb for linear absorption experiments can probe these changes.
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 The rst section of chapter V illustrates how coupling between excitations,
mediated through phonons, inuences the line width and the energy of the
transition under investigation.
III.1.4 The structure of higher-order susceptibilities
Going beyond optical eects due to a linear eld{dependence of the polarization
greatly expands the amount of information we can obtain through spectroscopy.
As a reminder, Table (III.1.4) gives an overview of some of the nonlinear eects
which can arise from higher order susceptibilities:





















( !;!; 0) Pockels eect

(2)




































( !;!; !; !) two-photon absorption
Table III.1: Some nonlinear eects of order n
Importantly, we showed in (III.1.3) that linear optical techniques are unable to
access states of the same parity as the ground state. For the optical spectroscopy
of strongly correlated materials, this is a serious limitation, since a large number
of same{parity excitations exist. It will be demonstrated below that nonlinear
techniques can overcome this limitation. Some 
(3)
sensitive techniques, most
notably Raman spectroscopy, have been used extensively in the past to probe
transitions which are forbidden in optical spectroscopy [31,57].
In all centrosymmetric crystals|such as the materials investigated in this work|
the second order susceptibility 
(2)
vanishes identically due to symmetry con-
siderations [9]. We will therefore restrict our comments to 
(3)
.
The derivation of the full expression for 
(3)
is rather lengthy and will again be
skipped. Diagramatic techniques are generally used to calculate higher order
susceptibilities, since they not only give simple rules for representing and writing
higher{order terms, but also illuminate the microscopic processes. The eight
basic diagrams to be considered for 
(3)
are shown in Fig. III.2. Information




























































Figure III.2: The four basic Feynman diagrams for 
(3)
ijkl
. (a) through (d) corre-
spond to term one through four in Eq. III.10.
about diagramatic techniques can be found e.g. in Ref. [87], but unfortunately,













































































































































































+ : : : (four additional terms) : : :

(III.10)
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(P is a permutation operator, which accounts for the fact that e.g. in process







takes place is arbitrary).
The third order susceptibility has eight basic terms, each corresponding to one of
the diagrams shown in Fig. (III.2) and additional permutations of those. Since
at this point only the general structure is of interest, we give only the rst four
terms here. They describe the processes depicted by (a){(d) in Fig. (III.2). The
complete expression can be found e. g. in Ref. [9].
From the structure of Eq. (III.10) it becomes clear how involving higher{order
processes, transitions between odd and even parity states can now be reso-
nant. As in the case of 
(1)







exist. But since resonances can now occur with the absorption
of one, two or three photons, a transition between two states with the same
parity is no longer forbidden. It should be pointed out however that the inter-
pretation of experimental data can also be complicated by the larger number
of possible resonances. Additional information, e.g. about the phase or the
relative strength of dierent tensor elements is needed to distinguish between
odd and even parity excitations. In the second part of chapter V, we show how
carefully evaluating the symmetry properties of the excitation can clarify the
picture.
To summarize, we illustrated how the underlying electronic structure inuences
the optical properties of solids. Nonlinear optical spectroscopy is a valuable
tool to probe the dierent excitations and their mutual interactions in strongly
correlated systems. Even in the incoherent regime, a considerable amount of
information can be extracted:
 Lasers can be used to excite non{equilibrium sub{populations of the solid
at dierent energies very selectively.
 Already the presence or absence of a signal contains information about
symmetry properties of states involved. Through nonlinear processes of
dierent order in the incident electric eld, both optically dipole allowed
and dipole forbidden states can be accessed.
 By studying various decay products, information can be extracted about
the relevant degrees of freedom of the originally excited state.
 Studying the decay time in the incoherent regime helps to determine the
strength of the coupling between dierent degrees of freedom.
III.2 Experimental setup
In this section, we give a practical overview of the experimental techniques, and



























































































30 W argon ion pump laser
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inside the laser cavity, the laser is equipped with an internal prism compen-
sator. The system is pumped by 8 W partial output of a 30 W Ar
+
ion laser
(Coherent Innova 400). It very reliably produces output pulses at 800 nm with
temporal width of 100 to 150 fs and a pulse energy of about 1 nJ (see Fig. III.5).
The typical peak{to{peak noise is 2%, and limited by the pump laser. For the




, we took advantage of the wide tuning range
(695-1030 nm) of the mode locked laser. If used as a seed laser for the regener-
ative amplier system, only 30% of the laser output is needed, the remainder is
available for pulse characterization.
Regenerative amplier
Initial attempts to use a home{built regenerative amplier system [84] did not
succeed in obtaining the same day{to{day reliability as a commercial system.
Hence, experiments were performed with a Coherent RegA9000 amplier, which















150 fs, 1.5 µJ
250 kHz
Figure III.4: Schematic of the regenerative amplier.
The amplier facilitates the principle of \chirped{pulse" amplication. If the
pulse length were to remain unchanged during the amplication process, the
peak intensities inside the amplier cavity would quickly lead to nonlinear ef-
fects or even damage to the optical components [92]. To counter the high peak
intensities, pulses can be either stretched in time before they are injected into
the amplier, or allowed to broaden passively while circulating in inside the






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































III.2. EXPERIMENTAL SETUP 27
After collimation, we used a zero-dispersion prism stretcher as a spectral lter
(Fig III.3). With a variable slit on a translation stage, a 7{10 nm wide part of
the continuum can be selected and tuned continuously from 550 nm to 740 nm.
For wavelengths closer to the fundamental of 800 nm, we were not able to
obtain a clean spectrum. Two examples of the probe spectra obtained from the
continuum are shown in the inset of Fig. (III.5.
Optical parametric amplier
High power pump pulses covering the range from 1150 nm to 1800 nm were ob-
tained by means of an optical parametric amplier (Coherent OPA 9600) [78].































) are generated by a second white light continuum
created inside the OPA. One particular wavelength then needs to be selected
for amplication. This is accomplished by changing the phase matching an-




. In our system, a 3 mm thick type II BBO crystal
is employed for parametric amplication, and rotating it provides the desired
modication of the phase matching conditions. Both pump and signal beam
pass through the crystal twice, which results in a signicant increase in output
power compared to single{pass systems [78]. A series of dichroic mirrors separate
pump, signal and idler wavelengths after the parametric process. In the wave-
length range from 1200 nm to 1500 nm, we routinely obtained pulse energies of
1 J and a spectral width (FWHM) of 40-60 nm. Towards longer wavelength
the performance dropped somewhat but 0.1 J were still available at 1700 nm.
After the amplier, a 1 mm thick BBO crystal was optionally employed to
double the frequency of the OPA output externally.
III.2.2 Linear absorption measurements
We measured the linear absorption of our samples by illuminating them with an







tals, which will be further described below) had a very small homogeneous
surface area of only (20 m)
2
, we built a spectrometer with a very small focal
spot size and the capability to keep the samples at a wide range of temperatures.
Light from a tungsten lamp illuminated a pinhole with a specied diameter of
5 m. This pinhole was then imaged with an f=70 mm achromatic lens doublet
and a long working{distance microscope objective into a continuous ow liquid
helium cryostat (Oxford Instruments \He{Microstat"). The beam diameter at
the focus as measured by a 10% to 90% knife{edge test was only 3 m. After the
sample, the light was directed into a 0.25 m spectrometer and detected either
by a CCD array or a silicon photodiode. We used 400 gr/mm and 1200 gr/mm
gratings depending on the desired resolution. Spectra were taken with and with-
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L is the sample thickness, which we obtained by transmission measurements






and through the spacing of in-









intensity with the sample plus substrate and only the substrate in place, respec-
tively.
III.3 Sample preparation
Two dierent sample materials were used for the experiments described in this
thesis. Here, we will briey comment on their growth and preparation. Details
about the properties of strongly correlated materials in general can be found
























single crystals used for this work were grown
by L. L. Miller [69] at Iowa State University. The synthesis involves mixing


















of great interest for experimentalists, and any attempt to dope it with oxygen so
far has failed. Crystals are grown by melting and very slow cooling of the com-
pound. The black, hygroscopic crystals are then mechanically removed. Raw
samples provided to us had a typical (001) or (a,b) surface area of a few mm
2
and were 0.1{1 mm thick. The micataceous nature of the material allowed us
to tape-cleave very thin single crystals.
In preparation for cleaving, we attached a crystal to a microscope slide with
crystal bond. This \master sample" was then tape{cleaved until it became
visually transparent under a 20 microscope (Often, the layers which were re-
moved from the master sample and remained attached to the cleaving tape could












corresponds to a thickness of 100 nm. The crystal bond was then dissolved
in a special solvent (Crystal Bond Stripper
r
) which did not etch the sample or
degrade the surface quality of the fragile crystal pieces. The thin samples were
subsequently oated onto a c-axis oriented sapphire substrate. Due to the me-
chanical cleaving, it was not possible to obtain thin samples with a homogeneous
surface area of much more than (80 m)
2
. During sample handling, a constant
ow of dry nitrogen was maintained over crystal. Otherwise, the humidity in
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the laboratory would lead to surface degradation over a few minutes to an hour.
Finding the correct orientation of these small samples with respect to the (a,b)
axes (along the Cu{O bonding direction) proved to be a diÆcult task. We de-
cided to orient the crystals only after the cleaving, since their orientation was
hard to preserve during the removal/transfer process. Large sample pieces of
crystal could readily be characterized with a Laue camera in back{scattering ge-
ometry. But once a suÆciently small (50 m diameter) aperture was inserted
to minimize the strong background signal from the sapphire substrate, the X-
ray ux from the Laue camera was too small to provide a signal. Eventually,
we aligned the crystal at Beamline 2.2 of the Stanford Synchrotron Radiation









sample from Nick Ingle in the group of M. R. Beasly at
Stanford University. The sample was a 2:2 m thick lm grown epitaxially on a
sapphire substrate, by evaporation of Cr in a reactive oxygen environment. The




and sapphire were normal to the lm surface. The sample
as mounted on the substrate was both mechanically and chemically very stable,
and no further processing on our part was required.





The low energy scale in strongly correlated electron systems is set by the mag-
netic interaction energy J=4t
2
/U . Neglecting electronic excitations at higher
energies, the Hubbard Hamiltonian is in the limit of strong interaction and














where i; j denote next nearest neighbor sites. The understanding of this phase
and its elementary excitations remains a fundamental problem of solid state
physics and beyond [21]. Renewed attention was brought to the Heisenberg
model with the discovery of high-T
c
superconductivity, since it is generally as-
sumed that the ground state of the undoped parent compounds of high-T
c
super-
conductors is well described by the Heisenberg Hamiltonian in two dimensions
[65]. Understanding the elementary excitations and interaction mechanisms of
the Heisenberg model therefore poses a challenge for solid state physics. These
elementary excitations are magnetic spin waves or magnons in their quantized
form. Their theoretical understanding is well developed only in the long wave-
length, low density limit, and optical observations were so far mostly limited
to that region as well. But it is the short wavelength regime which is of great




In this chapter, we demonstrate how time-resolved, nonlinear optical spec-
troscopy may be used to investigate the interactions and dynamics of such short
wavelength spin waves. At short times after optical excitation, our results de-
viate sharply from the predictions of spin wave theory. A phenomenological
model is given which accounts for the observed eects.
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IV.1 Theoretical aspects of spin wave theory and
the exciton magnon line
IV.1.1 Spin wave theory
In the periodic lattice of a magnetic crystal the concept of a spin wave appears
naturally when the fermionic spin-Hamiltonian is expressed in terms of Boson
operators. Bloch rst described the concept of a spin wave as the reversal of a
single spin in a ferromagnetic lattice, coherently distributed over the crystal [8].
His theory explicitly assumes a low density of spin waves, so that interactions
among them may be neglected. The same constraints apply to a later model by
Holstein and Primako (H-P), who introduced creation and annihilation opera-
tors for spin waves in ferromagnets [38]. This gave rise to the concept of magnons
as the quanta of magnetic excitations. Anderson and Kubo [3,53] extended the
concept to describe the ground state of antiferromagnets with large total spin S.
The assumption of a large total spin S is an important one, since spin wave
theory consists of an expansion in powers of 1/(zS), z being the coordination
number. The second condition on which the theory rests is that of long-range
order (LRO) in the ground state. Dyson was the rst to point out limitations of
the 1/(zS) expansion and oered a more rigorous general theory of spin waves in
a ferromagnetic compound [24]. Oguchi then reconciled the Holstein-Primako
picture with Dyson's expansion to rst order in 1/(zS) in what is now used as
the prevailing model for spin wave theory [74].
In the absence of an external eld, the spin-wave modes of the dierent antifer-















































. The condition that the free energy of the system is an
extremum with respect to the average occupancies hn
k
i determines the occu-

























(here, we omit a constant factor which sets the antiferromagnetic case apart
from the ferromagnetic one. Since it does not depend on the spin wave density,












It should be noted that the expansion in 1/(zS) occurs at an earlier stage in the derivation.
The third term on the reight hand side of eq. IV.2 reects the rst order Oguchi correction.
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equals the total energy E
Mag
tot
in the magnon subsystem, regardless of the k-













While this approximation is valid for long{wavelength spin waves at low exci-
tation densities, much less is known about short{wavelength spin waves. Espe-
cially at higher densities, theory must be guided by experimental observations.
Neutron spectroscopy and linear optical spectroscopy have provided some of
the best evidence for the existence of spin wave renormalization at elevated
temperatures [105, 108]. But as previous measurements were largely limited
to thermally occupied spin waves, not much is known about the interactions
among excitations at short wavelengths. Theory suggests that in ferromagnetic
systems the interactions may undergo qualitative changes as the zone boundary
is approached and bound states between two magnons can be formed [88,106].
But to our knowledge, convincing experimental evidence has been lacking so far.








is an antiferromagnetic transition metal oxide with corundum structure
and a Neel temperature of T
N
=308 K.Since the optical spectrum of its dilute
paramagnetic isomorph, i. e. ruby, is well understood, it constitutes a good ma-
terial for nonlinear optical studies. In a cubic environment, the three electrons
per Cr
3+




symmetry and a lowest excited
2






E transition is the one facilitated in the
ruby laser). In a lattice, these levels couple via superexchange interactions J
and J
0
, of order 50 meV. The ground state multiplet develops into antiferromag-
netic spin waves, and the excited state multiplets into magnetic exciton bands.
Both excitations individually cannot be accessed optically due to the spin ip










nominally spin and parity forbidden, and their separation is due to Davydo-
splitting [2]. They acquire a nite amount of oscillator strength due to single{ion




The stronger optical absorption feature at 1.76 eV is an exciton-magnon (X-
M) transition, which can be understood as a magnetic side band to the exciton.
Such electric dipole exciton-magnon absorption was rst seen in MnF
2
and has
since then been studied in a number of other materials as well [28,85]. For this
X-M compound object, the total spin projection S
z
is preserved by the two si-





for optical dipole excitation is satised. To conserve the total momentum, the





=0. Figure (IV.2) illustrates the excitation mechanism schemat-





on sublattice A and























in the vicinity of the exciton











E excitons. The stronger absorption feature X-M to the right






on sublattice B. An electric eld then induces a virtual transition into
a higher-lying state of the Cr
3+
ion on sublattice A. Parity must be conserved,
hence the high-lying virtual state must be of opposite parity to the ground
state. Due to the Coulomb interaction with neighboring ions on sublattice B,
the excited ion on sublattice A relaxes to its rst excited electronic state, while
the ion on sublattice B is at the same time lifted to its rst excited spin state.
The excitation is largely localized to neighboring sites, and consequently draws
its spectral weight from states over the entire Brillouin zone. However, since
the magnon density of states is largest at the zone boundary, the distribution
of magnons which are excited by this mechanism is weighted heavily towards
short wavelength spin waves.
Neglecting interaction between the nearby exciton and magnon for clarity, the
X-M absorption line shape is given approximately by the joint density of states
(DOS) of excitons and magnons (phonon side bands can be ignored despite the
localized character of the excitation, since the
2














IV.2. SPECTROSCOPY OF THE X-M TRANSITION 35
Ion on sublattice A Ion on sublattice B
Ms= -3/2 Ms= +3/2
Ms= -1 Ms= +1
First excited orbital state




Figure IV.2: Optical excitation scheme of a (k,-k) exciton-magnon. Spin align-
ment in both the initial and nal state is shown in grey. The ion on sublattice
A forms a Frenkel exciton via a virtual transition. To conserve spin and mo-
mentum, a magnon with opposite momentum is formed on sublattice B.
The magnon dispersion is stronger than that of the exciton, and provides the
dominant contribution to the line shape. The absorption feature may be qualita-
tively understood as the spin wave density of states, shifted up rigidly in energy
by the exciton energy. This allows us to excite short wavelength spin waves and
subsequently monitor their density of states, using a pulsed near-infrared laser.
IV.2 Time-resolved spectroscopy of the exciton-
magnon transition
We have performed pump-probe spectroscopy of the X-M transition, using the
100 fs pulses emanating at 76 MHz from the Ti:sapphire laser system tuned
to ~! 1.765 eV (the regenerative amplier and OPA were bypassed for this





is controlled with the delay line.
Both pump and probe are focused through a microscope objective to a 6 m
diameter spot at the sample, which is held at 10 K with a cold nger cryostat.
We estimate the average temperature at the sample to be  30 K, and at the










Figure IV.3: Schematic of a pump-probe experiment. A rst pulse alters the
optical properties of the sample. The probe pulse monitors these modications,
either by coherently interacting with the polarization induced by the pump, or
by incoherently probing population changes.
peak of the X-M absorption line, the internal transmissivity of the sample is
52%.
After the sample we measure the relative change in transmission, T/T as the
pump beam is chopped mechanically to allow phase sensitive detection. The
normalized change in transmission reproduces the dierential absorption of the
sample, by the relation T=T   L in the small signal regime. We measure
T=T as a function of wavelength and time delay, and subtract from this a small
background contribution which persists at negative time delay because of the
nite laser repetition rate. At excitation densities of  10
 3
=Crion, we observe
the complex spectral feature shown in Fig. (IV.4) for three dierent time delays.
The data are well described in terms of two components: a spectrally feature-
less photo{induced absorption, which shifts the overall T=T toward negative
values and is relatively time independent over 100 ps, and a derivative{like line
shape, which is very weakly evident at t=0 and grows as a spectral unit as
t increases. This observation already is surprising, since in a \typical" pump{
probe experiment the signal displays a very fast rise at t 0, followed by a
decline in signal strength as the delay time increases and the population relaxes
back into its the ground state.
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Figure IV.4: Pump-probe spectrum at t = 0.3 ps (heavy dotted line), 10 ps
(heavy dashed) and 50 ps (heavy solid), with units given on the left, shown
together with the absorption spectrum (light dashed), with units given on the
right, and the incident laser spectrum (light solid), shown for reference in arbi-
trary units.
IV.2.1 Theoretical modeling of the signal at long time de-
lays
To explain the magnitude and qualitative line shape of the nonlinear response
shown in Fig. (IV.4), we modeled the expected renormalized line shape theoret-
ically. Our calculations expand on an approach suggested by Macfarlane and
Allen (MA) [61].
MA diagonalized the ligand-eld Hamiltonian for the magnetic excitons of an
isolated, single Cr
3+
-ion analytically. Using numerical values obtained by linear
spectroscopy, the model allows to calculate the exciton band structure with-
out free parameters. Our own results of a calculation following this path are
shown in the inset of Fig. (IV.5). The density of states of the exciton{magnon
compound object can then be calculated (IV.5) using expressions for magnon
dispersion and inelastic neutron{scattering data given by Samuelson [81]. A
numerical evaluation can then be accomplished using a Monte-Carlo algorithm.
Fig. (IV.5) displays our calculations, compared to measured linear absorption
data. The model uses a number of approximations, i. e. (i) it neglects exciton{
































Figure IV.5: Comparison between the exciton-magnon absorption line as mea-
sured in linear absorption (solid) and the calculated absorption spectrum




. The inset details the calculated exciton and magnon
dispersions along certain directions in the Brillouin-zone. The dierence be-
tween experiment and theory may qualitatively be explained by the neglect of
exciton{magnon interactions
magnon interaction, (ii) assumes equal coupling strength between all exciton
branches and the magnon, (iii) uses next nearest neighbor approximations for
the absorption mechanism and (iv) assumes that the exciton and magnon mode
vectors are k{independent [61]. Despite these approximations, the theory com-
pares well with the experimental line shape.
In our experiments, the X-M line shape reects the renormalization of magnon






(IV.3) and hence the joint density of states of excitons and magnons (IV.5)










. This results in a tran-






g) now depends on
the time dependent distribution of photo{excited spin waves. The pump{probe









(t). In principle, the exciton dispersion relation
should also be renormalized for the same reasons, but the exciton bandwidth is
a factor of 2 narrower than that of the spin waves, and its dispersion is weakest
near the zone boundary, so this eect contributes little to the overall line shape
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change. Numerical simulations conrm these arguments. Since  is proportional















) from the change in the integration volume associated with the level shifts.
Qualitatively, the level shifts produce an overall red shift in the energy, while
the change in the integration volume reduces the spectral weight.
IV.2.2 Comparison between pump{probe spectrum and
thermal dierence spectroscopy
Owing to the fact that the renormalization is predicted to depend solely on the
total amount of energy deposited in the sample (eq. IV.4), it is interesting to
compare the pump-probe signal at long times to the change in the linear ab-
sorption induced by raising the temperature of the sample.





the total absorbed energy, so from the total incident energy density of 5.6 J/cm
3
only  100 mJ=cm
3
is absorbed by the spin wave system. From the known
spin wave dispersion relation measured by neutrons [81], we may calculate the














, where D '
1:25  10
 28
Jcm. The energy density of one laser pulse thus corresponds to
a temperature change of  60 K in the magnetic system. We measured the
temperature dependent change in linear absorption (60 K)-(15 K), and in
Fig. (IV.6), we compare the two.
To support our interpretation of the origin of the change of absorption, we
also show the line shape calculated from equations (IV.5) and (IV.3), using a
scale factor  derived from the temperature dependent absorption spectra. The
pump-probe spectrum has been scaled up by a factor of three, which may rea-
sonably be attributed to the simplications of Eq. (IV.3).
The good agreement among these curves conrms our assignment of the line
shape to spin wave renormalization, and shows that the energy density in the
magnetic system at long time delay is comparable to that absorbed directly by
the spin system from the pump beam. The magnetic excitons absorb the ma-
jority of the laser energy, serving as a reservoir. The excess energy is transferred
rapidly to quenching sites, whereupon it is dissipated over 100 ns to several mi-
croseconds via nonradiative processes [36]. In the steady state, a large number
of these defect states will be excited, together with the steady-state phonon and
spin wave distributions.
As a test for indirect energy transfer to the magnetic system via defects and
phonons, we have performed two{color pump{probe experiments using our re-
generative amplier system to create high intensity pump pulses at 1.55 eV, well
away from the X-M absorption feature. As described in Chapter 3, part of the













Figure IV.6: Comparison of the saturated pump-probe line shape with simulated
and actual changes due to a thermalized energy density. Solid line: pump
probe line shape, 3; dotted line: thermal dierence spectrum; dashed line:
calculation using eqs. (IV.5) and (IV.3).
pulse energy was used to create a white-light continuum. We selected a 15 meV
spectral range spanning the X-M absorption to probe it. For absorbed pulse
energy densities ranging from 1-100 times those used in the degenerate pump-
probe experiments, we observed no measurable change in the X-M absorption,
indicating that the mechanisms for energy transfer from defect absorption into
the magnetic system occur on time scales much longer than those of interest
here. We conclude that the magnetic system behaves as a quasi{closed system
at least during the rst nanosecond, and that the dynamics which we observe are
related to an intrinsic internal thermalization of the optically induced, nonequi-
librium spin wave population.
IV.2.3 Temporal evolution of the spin wave population
We show the time evolution directly in Fig. (IV.7), where we plot the re-
sponse at dierent wavelengths, keeping the laser center wavelength xed. As in
Fig. (IV.4), we have subtracted a small background component present at neg-
ative time delay, which is due to the steady state heating of the sample. When
the probe frequency is outside the X-M line, T=T exhibits prompt photo{
induced absorption with a decay time longer than 500 ps, not shown here.
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Figure IV.7: Time-resolved pump-probe signal at dierent wavelengths over en-
ergy bandwidth ~! = 20 meV. Probe energy ranges are indicated in the in-
sets accompanying each curve, and correspond to the following average energies,
listed from top to bottom: 1.764 eV, 1.751 eV, 1.771 eV, and 1.759 eV.
When the probe frequency is inside the X-M -line, T=T exhibits both prompt
photo{induced absorption and picosecond dynamics. The initial distribution of
spin waves created by the laser is weighted heavily toward the zone boundary,
because of the factor of 4k
2
in the joint DOS integral given in Eq. (IV.5).
If all spin waves contributed equally to the renormalization, as suggested by
Eq. (IV.3), one would expect the spin wave renormalization and hence the X-
M line shape to undergo an abrupt change at t=0, and remain unchanged
during the internal thermalization of the spin wave system. This clearly is not
the case: the initial population of k  =a spin waves contributes little to the
X-M renormalization line shape.
A phenomenological model for the dynamic response
Ignoring for the moment the underlying reason for the dierence in optical re-
sponse between zone center and zone boundary spin wave occupation, we can
describe the dynamical response phenomenologically by dividing the occupied
spin wave states into two dierent populations: those at the zone boundary (b)




and those at the zone center (c), with a boundary in reciprocal space chosen to
reproduce the experiments. We assume that the decay of the initial nonequi-





















is governed by a single thermalization time,  , and the decay
over long times is set by an overall energy decay time, T . Clearly,  provides a
measure of the interactions coupling the zone boundary spin waves to those at
lower energy, both directly and via phonons. This process may be described by

















If we further assume that only the energy density due to zone center magnons E
c
is involved in the renormalization line shape, we obtain the following equation











are prefactors which depend on the spectral region of interest.
The step function (t) is required to account for the photo{induced absorption,
which we have taken to be time independent, consistent with experiments away
from the X-M peak. The weak structure at early times, due to spin wave
renormalization, is also included in a
1
, though in principle this may be accounted
for by an additional term. We have divided the 10 nm spectral range given by
our laser spectrum into ten ranges of equal width, separated by 1 nm, and
measured the temporal pump-probe response in each range. We then found the




are allowed to vary
with probe wavelength, and  = 40  10 ps and T = 2  1 ns are constrained
to be the same for all ten wavelengths. The results for four of them are shown
by the theoretical curves in Fig. (IV.7). This simple model captures very well
the observed dynamics. What remains to be understood is the reason for the
apparent absence of renormalization due to the increase in the population of
short wavelength magnons.
Failure of spin wave theory for short wavelength spin waves?
The excitons and magnons are initially created on neighbouring sites and should
interact moderately with each other, but the dierence in their relative group
velocities of 10

A/ps suggests that they are well separated after a picosecond
or less, hence we do not believe that the observed dynamical change is associ-
ated with the decay of the X-M composite.
We can also rule out the argument that zone boundary magnons do not in-
teract at all. The observation of spin wave dynamics at early times explicitly
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requires interaction among the short wavelength spin waves, eventually leading
to the thermalized magnon population which can be detected optically. Only
in an ideal antiferromagnet, spin waves at the zone boundary are alleged to
be well-dened quasiparticles with an innite lifetime at T=0 K [51]. In a
real system at nite temperatures, the most likely decay mechanism is thermal
magnon{magnon scattering. Impurity-induced three magnon-splitting may also
be involved [55], but the matrix element for this four{particle process should
be much smaller (a two magnon decay is forbidden by spin conservation). The
observed time scale of 40 ps is signicantly too short for a thermal process in-
volving rst the generation of phonons with large momentum by magnons and
then the phonons' subsequent decay. Albeit in a dierent material, no evidence
was found for zone{edge magnon to mid{zone phonon decay [55], and it was
suggested that magnons do not decay into phonons until the magnons scatter
into magnetoelastic modes.
It is possible that the process of optical absorption in the presence of large
k excitations is not described well by the particular approximation used here,
but must include additional many{particle interactions. Such eects, however,
would need to suppress the contribution of spin wave renormalization to the
pump{probe line shape by an order of magnitude. In the past, this seemed un-
likely in light of the fact that corrections to spin wave theory of order 1/(Sz)
2
have already been calculated for the ideal 2D Heisenberg antiferromagnet and
found to be very small [41]. Very recently it was pointed out theoretically how
in a real, two{dimensional anisotropic system, 1/(Sz)
2
corrections should play
a more important role than in the isotropic case [64]. While similar calculations
for three dimensions to the best of our knowledge do not exist, qualitative ef-
fects which contradict spin wave theory should in general be more pronounced
for lower dimensions.
The simplest explanation for our result is that occupation at large k vectors
produces weaker overall renormalization than those at the zone center. Such
strong k dependence in spin wave interactions has long been indicated theoreti-
cally, and the variation of the interaction at short wavelengths may be so strong
that the overall interaction eects cancel. Moreover, the notion that magnons
are not well{dened quasiparticles at the Brillouin zone boundary was a key







It should not go unmentioned though that data obtained by means of neutron
scattering so far has given no indication for a break{down of spin wave theory
at short wavelengths. This seems to be true both for the three{dimensional
compound investigated here [81], but also for materials of lower dimensional-
ity [35, 95]. However, since error bars of these experiments are large, especially
for large energies and momenta, interpretations beyond spin wave theory are
still conceivable. Most importantly, while neutron scattering experiments can
probe the magnon dispersion at large k values, they fail to provide information
about magnon renormalization at high densities.




As a possible mechanism for such strong k dependence one might invoke two{
magnon bound states. Those have been predicted|again only for the ferro-
magnetic case|to exist in three dimensions and particularly for large wave
vectors [106]. It was also shown theoretically that two-particle bound states
can have a strong inuence on the energy renormalization [88]. Single magnons
could scatter from the bound states, which might modify the magnon dispersion
at the zone boundary to a point where magnons are no longer good quasiparti-
cles [52]
IV.3 Conclusions
In summary, we have generated a macroscopic, nonequilibrium population of
spin waves and observed its dynamics, using pulsed laser spectroscopy. At long
times, the change in the absorption line shape is well understood by assum-
ing that the photo-generated spin waves induce a renormalization of the spin
wave dispersion relation. At short times, our results deviate sharply from the
predictions of this model, indicating that short wavelength spin waves do not
contribute to the renormalization of the line shape. The spin waves form a
quasi-closed system over a 100 ps time scale. The evolution of this nonequilib-
rium population is consistent with a simple model of spin wave thermalization,
and the thermalization time characterizes intrinsic spin wave coupling. The
eects reported here provide us with information on elementary magnetic ex-
citations that are inaccessible through conventional techniques, which typically
probe only thermally occupied magnetic excitations.
The results are of particular interest considering the important role which mag-
netic elementary excitations play in the discussion of high-T
c
superconductivity.
Multi{magnon features, such as the two{magnon Raman excitation [34, 46, 95]
and the phonon-bimagnon feature [30,58{60] have attracted considerable inter-
est recently. Successful modelling of these line shapes not only allows extracting
the value of the exchange energy J , but more generally serves as a test for the-
ories describing the physics of CuO{layers. While extended Heisenberg models
(further neighbor interactions, or four-spin cyclic exchange [58]) describe the
experimental observations reasonably well, discrepancies still remain [30]. Since
the magnon-DOS is largest at the zone boundary, all the multi{magnon exci-
tations strongly involve short wavelength magnons of the the type observed in
this experiment.
Moreover, the technique demonstrated here may be used quite generally in mag-
netic insulators, and may be applied to a wide variety of optical magnetic exci-
tations, including the aforementioned two{magnon excitations and the phonon{
bimagnon feature in the undoped cuprates.
Chapter V








Understanding the wide variety of physical properties exhibited by strongly cor-
related electron systems is a major outstanding problem of solid state physics.
Progress in the eld is made diÆcult by the complexity of interactions between
lattice, spin and charge degrees of freedom, introduced through strong correla-
tion. One of many interesting phenomena is that of high{temperature super-
conductivity, which occurs as materials with a two{dimensional Cu{O plane are
doped with free hole carriers.
To avoid the additional experimental and theoretical challenges introduced by
doping and proceed in a systematic way, considerable eort is currently being
made to better understand the undoped \parent" compounds of high-T
c
super-
conductors. These undoped cuprates share the two{dimensional Cu{O layers
with the superconductors, but lack free charge carriers. As a consequence, the
optical spectra of the undoped compounds exhibit some well dened features,
which vanish even with very weak doping. The dominant feature common to
all materials and fundamental to strongly correlated systems in general is an
inter{atomic electron transfer gap at about 1.5 to 2.0 eV. Considering its funda-
mental physical importance, surprisingly little attention has been given to the
properties of this charge transfer gap and in particular to its coupling to lower
energy degrees of freedom.
Even less is known about a number of intra{atomic transitions between Cu
d states of dierent symmetry. These transitions were suggested as one possi-
ble coupling mechanism for Cooper{pairs [103]. Yet their energy, symmetry and
oscillator strength even in the undoped cuprates remain controversial [31,57,76].
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This chapter presents work on the linear and nonlinear optical properties of
the two{dimensional charge transfer gap. In the rst part, a comparative







sheds light on the coupling between charge transfer gap excita-
tions and lower energy degrees of freedom. Phonon mediated phenomena play
an important role in our ndings. On the other hand, our model suggests that
magnetic degrees of freedom have no measurable inuence on the exciton.
In the second section, we expand our measurements to include non{linear tech-
niques, which allows us to identify a new, previously unobserved resonance at
0.7 eV. For the rst time in these materials, we fully characterize the com-
ponents of the complex nonlinear susceptibility tensor 
(3)
ijkl
( 3!;!; !; !) from
0.6 eV to 1.5 eV. We report a near{spherical symmetry of the electronic state(s)
responsible for the resonance. First attempts to model the resonance theoreti-
cally are shown.
Finally, we present preliminary time{resolved experiment over a wide range of
pump- and probe energies, above and below the charge transfer gap. Our nd-
ings underline the strong coupling between excitons and phonons found in linear
spectroscopy.






































[69]. Rather than oxy-
gen, they all contain dierent api-
cal halogen atoms, but share the
2-dimensional Cu{O layers which
form the structural and electronic
basis for high-temperature super-












led, and no orthorhombic distor-
tion of the tetragonal symmetry is








as an almost ideal realization of a
two-dimensional, spin-1=2 Heisen-
berg antiferromagnet at half lling and serves as the test compound for any
theory in the low-doping regime. The single hole per CuO
2
unit cell in the
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are characterized by an exchange in-
teraction energy J=125 meV [95] and a Neel temperature T
N
255 K. Even
at T=350 K, it has been reported that the antiferromagnetic spin correlation
length is still 250

A [29], meaning that the tightly bound excitations studied
here remain embedded in an antiferromagnetic background even at room tem-
perature.
V.2 Linear absorption of the charge-transfer gap:
Evidence of phonon mediated coupling be-







The broad excitonic feature at the charge-transfer (CT) gap, about half an
electron volt wide, exhibits strong dependence on temperature and doping [17,
26, 99]. Despite the strong interest in insulating cuprates and the fundamental
physical signicance of the CT gap exciton, few attempts have been made to
explain its structure and coupling to lower energy electronic or lattice degrees
of freedom [26,110]. Existing theories have little in common: they either invoke
lattice- [26], magnetic- [17] or no lattice and no magnetic degrees of freedom at
all, but include additional intra{atomic electronic states [89, 110].
In the rst part of this chapter, we present an experimental and theoretical






and a new theory for the
charge transfer excitation in the CuO
2
plane. We observe that the linear ab-
sorption spectrum over a wide range of energies and down to surprisingly low
temperatures exhibits an exponential behaviour and can be t by the Urbach
formula. We present a model that accounts for phonon scattering to innite or-
der and allows us to explain accurately the data by assuming a phonon-mediated
coupling of the charge transfer gap to lower energy electronic excitations.
V.2.1 Existing theories of the charge transfer gap












to O 2p transfer of a hole in the CuO
2
layer
(described in detail below). This transition classies the material as a charge{
transfer insulator [109]. The optical absorption spectrum, shown in Fig. (V.2),
consists mainly of a rather sharp peak near the band edge at about 2 eV [17].
A detailed analysis of the energy region below the band edge reveals a weak
absorption feature with a very sharp, step{like onset at about 1.4 eV, two or-
ders of magnitude smaller than the main CT structure. It is attributed to a Cu




















. T=15 K (solid line), 100 K (dashed) 150 K (dotted).
Obtained from transmission data on a 95 nm thick sample. The inset details
the weak onset of the absorption around 1.4 eV, recorded on a 300 m thick
sample










transition at this energy. Both
should be optically forbidden, but acquire a small oscillator strength owing to
a breaking of the crystal symmetry (see inset in Fig. V.2).
The dominant peak at the band edge is attributed to a bound excitonic state.
An early, phenomenological model by Falck et al. attributes the peak to Frenkel
excitons formed by electron and hole polarons [26]. Falck et al. observed the











. By approximating the Coulomb
interaction between electron and hole polarons with an attractive contact in-
teraction they derived a simple expression for the absorption coeÆcient. While
without interaction the interband contribution to the absorption consists just of
the density of states, the short range contact interaction leads to an increased
absorption near the band edge. Falck's model further accounts for the shift of the
band edge and the nite lifetime of the exciton by assuming that its decay rate
is the sum of the individual polaron decay rates. With four parameters, Falck
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A microscopic model for the exciton, which however lacks coupling to phonons,
was introduced by Zhang and Ng [110]. As indicated in Fig. (V.3), the exciton
Figure V.3: Illustration of the charge-transfer exciton structure in Ref. [110]: A






(small, solid circle) 2p state, and through Cu{O hybridization shared with
surrounding oxygen atoms (broken arrows). Together with the electron on the
Cu site, this object forms the exciton (outlined). Rotation symmetry (shaded)
of the crystal leads to four exciton eigenstates.





to the O 2p
state (the nonbonding O 2 p are not included in this model). Due to the
strong Cu{O hybridization, the hole in the O 2p state is delocalized among
the other oxygen atoms surrounding the neighboring copper site (illustrated
by the small broken arrows on the oxygen sites in Fig. V.3). The attractive
Coulomb potential between electron and hole is large, since screening charge
carriers are missing in this insulating compound. Finally, the four{fold crystal
symmetry in the plane has to be accounted for, which results in four exciton








are optically allowed. For k=0, these two states are degenerate and form
the charge transfer gap exciton which is prominently observable in the linear
absorption spectrum Fig. (V.4).
Zhang's model correctly predicts a large bandwidth of about 1.2 eV [69, 102]






. This is remarkable
compared to the much smaller dispersion width 0.35 eV for a single quasihole
in the same material [104], yet can be understood by the fact that the move-
ment of the exciton from one site to another|in contrast to the movement of
a hole by itself|does not disturb the antiferromagnetic order of the background.
Finally, Choi et al., without mentioning it explicitly, use Zhang's model and















































Figure V.4: Symmetries of the exciton wave functions after Ref. [110]: The center
d wave represents the Cu
+
vacancy. For the oxygen sites, the 2p
x;y
hole wave
functions are shown. Not shown are spin degrees of freedom, which are the same
as in Fig. V.3
attribute the shift and broadening of the exciton to a \weakening of the anti-
ferromagnetic background with increasing temperature" [17]. The model fails,
however, to provide further quantitative insight.
V.2.2 Linear absorption at the long wavelength tail and
Urbach behaviour
As evident from Fig. (V.5), the excitonic peak shows a strong temperature
dependence. With increasing temperature the width|measured as the half
width at half maximum|increases from 180 meV at 15 K to 270 meV at 350 K.
The absorption maximum at ~!
max
exhibits a red shift of about 80 meV in this
temperature range. Falck's model cannot reproduce such a strong shift for any
physical choice of parameters
1
. The temperature dependence of the excitonic
peak is shown in Fig. (V.5). Both the shift towards lower energies and the broad-
ening can be t by a Bose{Einstein occupation function with a single oscillator,
following Ref. [26]. The energy of this oscillator, ~!
0
45 meV agrees well with
1
As we will shown below, this failure might be due to the fact that Falck's model includes
only single{phonon processes in lowest order
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. Filled circles plot the half width at half maximum (HWHM) of the
peak (left axis), open circles its energy(right axis). The dashed lines represent
best ts to a Bose-Einstein occupation function with a single oscillator. The t
gives ~!
0
=45 meV as the energy of this oscillator
previously identied longitudinal optical (LO) phonons of ~!
0
=50 meV [94],







. Despite the poor t results we obtained using Falck's phenomeno-
logical description, this experimental evidence gives a rst hint that coupling
of the charge transfer exciton to phonons rather than to magnetic excitations
might be at the origin of its red shift and broadening [26].
Coupling to phonons as a reason for the temperature dependence is further
supported by a careful analysis of the line shape of the low energy side of the
CT excitation. Our absorption measurements are plotted on a logarithmic scale
in Fig. (V.6), and display an exponential behaviour over a wide range of energies
and temperatures.
This characteristic behaviour has been reported in a variety of insulators and
semiconductors|though not in cuprates|and is called the Urbach rule [54,100].
A number of theories have been developed to explain the exponential absorp-
tion tail at long wavelengths, yet there is still no single accepted explanation.
Among the mechanisms proposed are interaction of the exciton with phonon












, plotted on a semi-logarithmic
scale. The lines represent global best ts to the Urbach-formula (V.2). Solid
squares T=15 K, open squares T=150 K, open triangles T=250 K, solid circles
T=300 K, open circles T=350 K, solid diamonds T=400 K.
modes through quadratic interaction [83, 96], creation of in{gap states through
microelds caused by disorder and phonons [22], and thermal uctuations of the
the band gap energy [90]. Despite the large number of models used to explain
Urbach's empirical results, all existing theories to our knowledge suggest that
interaction of electrons or excitons with phonons lies at the heart of the mech-
anism.
In the most general form, Urbach's rule can be written as:




























are temperature independent parameters, and ~!
0
is the energy of
the phonon to which the exciton couples. From the global best ts we obtain
~!
0
=45 meV in excellent agreement with the peak shift and -broadening, and
E
0
=1.93 eV. The latter number is smaller than the energy of the absorption
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maximum for all temperatures observed, which suggests that the CT exciton
exhibits a localized character [54].
The parameter 
0
is inversely proportional to the coupling strength between
phonons and excitons which is responsible for the Urbach behaviour. We nd

0





(meV ) T (
Æ
K)
ZnSe 1.2 25 77 to 300
CdSe 2.6 21 77 to 300
CdS 2.45 7.5 4 to 300
NaCl 0.76 10 10 to 570
Table V.1: Steepness parameter 
0
, phonon energy ~!
0
and temperature range
for which the Urbach rule has been observed for a selection of materials ( [54]
and references therein).
ing that an Urbach{tail can be observed at a temperatures of 15 K, where the
occupation probability of LO{phonons with ~!
0





hence the absorption of thermal phonons is negligible. It is generally assumed
that the Urbach rule only applies at temperatures above the Debye{temperature
of a material [54].
V.2.3 Theory: phonon coupling to ligand eld excitations
To the best of our knowledge, the model of Falck et al. [26] is the only one in
the literature which describes the temperature dependence of the charge transfer
exciton. Yet the model has signicant shortcomings:
 Our experimental results show excellent agreement with Urbach's law
down to very low temperatures, which is in striking contradiction to the
prediction of Ref. [26]. Falck's model by construction always produces a
Lorentzian rather than an exponential tail.
 The coupling constant obtained in Ref. [26] is =10.8.
2
This value is very
large compared to normal semiconductors (where it is well below 1.0) and
even other materials with a strong electron{phonon coupling. For such a
high coupling constant the one{phonon approximation facilitated by Falck
et al. is clearly no longer valid.
Since experimental evidence points to a strong coupling between the exciton and




The coupling constant used in Ref. [26] a factor of 2 smaller the standard convention [62]
3
The theory was developed in a collaborative eort between R. Lovenich, D. S. Chemla
and the author






a more advanced model, taking into account many{phonon processes. The
approach was inspired by results obtained for conventional semiconductors [56],






















































is written in an exciton basis, where a
jy
n;k
is the creation operator for an exciton
of type j, internal quantum number n and center of mass momentum k. In the
case of the (j=CT) charge transfer exciton we account for a bound state (n=0),
and for the unbound exciton electron{hole continuum (n >0). The pair (n;k)
can then be transformed to the pair of electron and hole momentum, which is
more suited to describe the free electron{hole pair. In the case of the ligand eld
excitation (j=LF) we consider continuum states only. The reason to include the






respectively describe the annihilation and creation of a dispersionless LO{
phonon of frequency !
0
.












where the summation includes only the optically dipole active charge transfer
exciton of p symmetry.
Since the excitation starts from a ground state characterized by empty hole and
electron states, the retarded Green's function equals the time{ordered one, for
which an expansion in the electron{phonon coupling exists:
G
j






















































(nk; t) =  i=~ (t) exp( iE
j
n;k
t=~). The rst order term in (V.7) would
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give rise to one{phonon processes. However, it is possible to account for multi-
phonon processes by re{summing the expansion eq. (V.7) in form of an expo-
nential, leading to the cumulant expansion or linked{cluster theory. We write
G
j
















denotes a contribution which contains the 2-th power of the coupling
matrix{element. Comparing the dierent powers of the expansions (V.7) and






























(nk; t) : (V.11)
The advantage of this re-summation is that F
1
already includes independent
phonon scattering to innite order. Thus as long as these scattering events are
independent of each other, the rst term in the cumulant expansion F
1
accounts
for all contributions in contrast to the expansion (V.7). Similarly F
2
describes
all electron{phonon interactions involving two phonons simultaneously, etc. The
cumulant expansion (V.9) is expected to converge much faster than (V.7) and
to be appropriate for low and intermediate coupling constants. Up to now we
restricted ourselves to the lowest order only, which means that we treat the
elds induced by the lattice distortions classically.






























































This function is regular for all values of " and has its maximum value at "=0,









, i.e. the absorption and
emission of LO-phonons in the (j
0
;mq)$ (j; n) transition.





as well as the dependence on the relative momentum if
m > 0 or n > 0 (which describes the electron{hole continuum). This means we
have to consider the following ve scattering processes:
M
xx
Scattering from the CT-exciton into its center of mass continuum;








Scattering from the CT-exciton into its own electron{hole continuum;
M
cc
Scattering within the CT electron{hole continuum;
M
xd
Scattering from the CT-exciton into the LF exciton band;
M
cd
Scattering from the CT electron{hole continuum into the LF exciton band;
Since the matrix{elements do not depend on momentum variables any more, the
summations over momentum variables in (V.12) can be transformed into energy
integrals with the density of states into which the CT-exciton is scattered:
F
1































































) with a bandwidth of B=1.2 eV as
found by EELS experiments [102]. For the electron{hole continuum the band-
width of the relative motion is assumed to be 0.6 eV, also with a 2d tight binding
dispersion. We then solve eq. (V.6) for three cases of physical interest. In case
(1) we consider a situation where phonon scattering occurs only within the
charge transfer states, i.e., CT bound-exciton and its own electron{hole contin-





0. In the other cases (2a, 2b) we do allow phonon scattering of the
charge transfer exciton with other, lower energy excitonic states (LF exciton
band). Then, we explore the generality of our assumptions by considering two
slightly dierent LF exciton bandwidths.
Phonon scattering within charge transfer band only
The results for case (1) with the contribution of the CT-exciton only (n = x in
(V.9) are shown in Fig. (V.7) and are in obvious contradiction with experiment.
Clearly the coupling to LO{phonons has the desired eect of broadening the CT
exciton line with increasing temperature. The line becomes asymmetric with a
longer tail at the high energy side. On the low energy side, the spectrum exhibits
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Figure V.7: Calculated absorption spectrum for the contribution of the CT ex-
citon only (scattering only into the exciton and e-h continuum). Solid line
T=15 K, dashed line T=300 K. The parameters are the same as for the -
nal calculations, except that the coupling constants are twice as big and the
inhomogeneous broadening was only 2 meV.
an Urbach tail, but the width is extremely small, especially at low temperatures.
This is true even for very high coupling constants. Attempts to account for the
large width at low temperatures by assuming a much stronger homogeneous or
inhomogeneous broadening would lead to a Lorentzian or Gaussian prole of
the lower energy side of the spectrum.
Inspection of Eq. (V.14) reveals why the LO{phonon coupling has only little
eect at low temperatures. At zero temperature only the LO{phonon emission
term proportional to (N
0





(") start at the bound exciton energy and its band edge






; t) however has its maximum
one phonon-energy below the exciton energy and decays roughly with 1=". This
implies that the contribution of F
1
is very small. Although the coupling to
LO{phonons gives rise to the correct prole, the eect is too small to explain
the experimental data. Physically, this means that at low temperatures, the
phonon occupation is too low to allow suÆcient broadening of the exciton line.






Phonon mediated coupling to ligand eld excitations
From the above discussion the shortcoming of our model in case (1) is evident.
Since experimentally we observe the Urbach law even at very low temperatures,
phonon emission transitions still govern the interaction with the lattice and
their contribution is dominant as implied by eq. (V.14). Therefore, for a broad
CT-exciton peak with a at exponential tail to occur there must be real states
available below the exciton energy and the CT-exciton has to be able to couple
to these states by phonons. Only then can LO{phonon scattering be strong
even at zero temperature.
Both our own data and the experiments in Ref. [17, 76] show that such a con-
tinuum below the exciton exists. It starts at about 1.4 eV and was previously
assigned to a Cu dd ligand eld transition character [31,76]. While optically for-
bidden, this excitation can couple to the charge transfer excitons via phonons.
It should be noted that the symmetry of this excitation|which remains con-
troversial [31, 57, 76]|is not relevant for our discussion.
We therefore expanded our model to include the continuum of ligand eld exci-
tations. Since little is known about the bandwidth of these excitations, we have
considered two dierent values for this parameter. In case (2a) we assumed that
the LF bandwidth is the same as that of the charge transfer electron{hole con-









was used for all coupling constants. In addition to the
broadening due to the LO{phonons we include an inhomogeneous broadening
of  
I
=60 meV which accounts for sample imperfections. Homogeneous broad-
ening must be included, yet has to be small compared to  
I
, since otherwise a
Lorentzian prole would become apparent for energies far below the CT exciton
energy. Such a Lorentzian line shape is not observed experimentally. In order
to minimize the number of adjustable parameters in our model, we have there-
fore decided not to include a homogeneous broadening in our model. Finally,
to obtain best t results we nd that the spectral weight of the electron{hole
continuum needs to be twice that of the exciton.
Figure (V.8) shows the results of the expanded model on a linear and logarith-
mic scale. They are in excellent agreement with the experimental data, shown
by the dots. The broadening and the shift of the CT exciton are reproduced
correctly and even the decrease in oscillator strength is well described.
It may be argued that the bandwidth of the ligand eld exciton should be smaller
than that of the charge transfer exciton. In order to investigate this eventuality,
we have considered in case (2b) the eects of a narrower LF exciton bandwidth,
only 1 eV, while maintaining the at density of states suggested by the the ab-
sorption spectrum at 1.4 eV. We nd that we can obtain the same excellent t
results as in case (2a), but now need two independent coupling constants. One
constant governs the coupling to the LF excitons, and a second one interactions
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Figure V.8: Linear absorption data and theory, plotted on both a semilogarithmic
(main diagram) and linear (inset) scale. Only three temperatures are shown for
clarity. Squares T=15 K, closed circles T=250 K, open circles T=350 K (data).
Calculated curved at the respective temperatures are shown as solid lines
within the CT exciton manifold.
Interestingly, numerical integration and tting shows that the temperature shift
of the CT exciton is governed by the coupling to its own continuum, whereas
the broadening is mostly sensitive to the coupling to ligand eld excitons.
Although the model formally exhibits a number of t parameters, many (phonon
energy, CT exciton bandwidth, onset of the LF absorption etc.), are set by ex-
perimental constraints. Furthermore, we have limited the number of free pa-
rameters by restricting the number of phonon coupling constants to one (case
2a) and two (case 2). As a consequence, only a small number of adjustable pa-
rameters remain: the phonon coupling constant, the instantaneous broadening,
the relative spectral weight of the CT exciton and its continuum, the CT exciton
binding energy and an overall scaling factor. With these variables, we are able
to obtain excellent t results over a wide energy, absorption and temperature
range.
Our results indicate that the coupling constants thus obtained are indeed large.






Due to the dierent models they cannot be directly compared to the results of
Falck et al. It is straightforward to verify if accounting for one{phonon pro-
cesses only would be suÆcient: if the q-dependence of the matrix elements is
neglected, one could calculate F
2
. This has not yet been done.
Another theory often used to describe localized electronic excitations coupled
to LO{phonons is Toyozawa's [97]. In the strong coupling regime it predicts a
self-trapping of excitons, i. e. due to the phonon cloud surrounding the exciton
its eective mass becomes extremely large. Since we have shown on very gen-
eral physical grounds that the low temperature Urbach behavior requires the
coupling of the CT-exciton to a continuum of states below the exciton energy,
we expect that a model based on Toyozawa's theory would give rise to results
qualitatively similar to ours.
V.2.4 Conclusions
In conclusion, we have presented for the rst time linear absorption measure-






. Processing of samples with
a thickness < 100 nm has enabled us for the rst time to obtain the transmission
spectrum directly, without having to rely on Kramers-Kronig transformations
as in previous works [17, 26]. The absorption spectrum exhibits a broadening
and a shift of the charge transfer gap exciton and, importantly, an Urbach
behavior down to very low temperatures. This behavior is not explained by
current theories. Our model, motivated by the observation of strong electron{
phonon coupling and based on a cumulant expansion, provides an excellent t
for the measured absorption over a wide range of temperatures, photon energies
and absorption values. To obtain these good ts, we need to allow the charge
transfer gap exciton to couple by LO{phonons to a continuum of states with
lower energy. We propose the Cu dd continuum of ligand eld excitons, which
is revealed in the absorption spectra owing to a weak, crystal eld induced sym-
metry breaking. Our model does not rely on magnetic degrees of freedom. As
a consequence, we would like to suggest that magnetism can be eliminated as
a signicant contributor in the temperature dependence of the charge transfer
absorption edge in this material.
V.3 Coherent nonlinear optics at the CT gap
In the previous section we used linear optical measurements to extract infor-
mation about the coupling between dierent electronic and lattice degrees of
freedom. While being a powerful tool to investigate the location of optically
active excitations and their line widths, we showed in chapter III that nonlinear
techniques must be employed to study optical excitations between same parity
states. In the following section, nonlinear experiments will be presented which
probe optically dipole active and dipole forbidden electronic excitations at and
near the charge transfer gap.
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Apart from the optically active charge transfer excitation itself, a variety of
optical dipole allowed and forbidden excitations exist the vicinity of the charge
transfer gap. Their assignment remains in many cases subject to debate. Since
the low{energy structure of the gap and its evolution with doping [99] is of great
interest for theories of high-T
c
superconductivity, eorts focus on how to identify
the excitations in the undoped compounds. Optically inactive transitions are
















the models by Zhang [110] and Simon [89] predict parity forbidden inter{atomic
transitions, which involve the O 2p as well as O 2p states, respectively.
Nonlinear techniques which can probe the optically forbidden excitations have
attracted considerable interest. Most importantly, conventional high{energy
Raman spectroscopy [57], and more recently resonant X-ray Raman spectroscopy




states. In addition, Ra-
man spectroscopy has helped to clarify the origin of the absorption feature at
0.5 eV. This peak is common to all insulating cuprates and now widely believed
to be due to a transition involving two magnons and a phonon [58,76]. Despite
its advantage as a nonlinear technique, conventional Raman spectroscopy is not
without challenges. Most notably are the high background luminescence and the




, yet do not suer from the high background prob-
lems. They have been extensively used in semiconductors and polymers [15,16].
But only a few experiments in strongly correlated systems have been reported,
mostly with an eye towards technical applications of large susceptibilities. [48,70]




In a rst step, we characterized the absolute value of the third{order suscepti-
bility over a wide frequency range. Absolute measurements of nonlinear suscep-
tibilities are generally diÆcult, since they require very accurate knowledge of all
laser pulse and beam parameters. This problem can be circumvented by per-
forming a measurement relative to a well characterized material, such as quartz.
Quartz exhibits a at absorption without resonances over the wavelength range
of interest to us, and its nonlinear susceptibility has been established with great
care by various authors ( [37] and references therein).














, and compared the results to a thin quartz plate. The
quartz plate used for reference measurements had a thickness of d=150 m,








. Our experimental setup is
4
For the discussion 
(3)






















shown in Fig. V.9. For the j
(3)
xxxx







sample, held at room temperature (but under vacuum to avoid










(b) phase (c) reference(a) amplitude 
sample
power meter
Figure V.9: Setup for phase- and amplitude measurement. Filters are used to
block radiation at ! and 2!. PMT: various photomultiplier tubes, depending
on the frequency range of interest. For the j
(3)
xxxx
j measurement, we switched
between the sample (a) and a quartz plate (c) on a motorized rotation stage
record the Maker fringes. For the phase measurement (b), the phase retarder















. A mirror on a kinematic
mount directs the incoming beam to a power meter.
If higher harmonics are generated in a sample which is thick compared to the
wavelength of light, a phase mismatch between the free wave (!;k
!
) and the
forced wave at (3!;k
3!
) can occur. As a result, the intensity I
3!
depends




. This phase matching angle is
given by the angle of incidence, and the light intensity at 3! shows interference
fringes as a function of the this angle (\Maker fringes" [63]). While this is not






sample, the Maker fringes need






V.3. COHERENT NONLINEAR OPTICS AT THE CT GAP 63




the reference crystal on a motorized rotation stage. An example for the Maker
fringes thus obtained is shown in Fig. (V.10).


























is the third power of the input intensity,  a numerical pre{factor irrelevant





















crystal, one needs to account for the re{absorption 
3!
at
3!. In the limit of l , kl 0 this leads to the slightly dierent expression























where the interference term of the equation for the optically thick plate is no
longer necessary.
The measured relative intensities, together with the absolute value of 
(3)
xxxx












. The left axis shows the





















are shown in Fig. (V.11). 
(3)
xxxx
exhibits a broad, 0.8 eV
(measured as 1/e
2
) wide resonance between 0.7 and 0.8 eV, varying by more
than a factor 20 over the range of frequencies explored. Since the susceptibil-
ity 
(3)
( 3!;!; !; !) involves summation over many intermediate states (see
eq. III.10), the resonance may be indicative of a parity allowed transition at 3!,
or a parity forbidden transition at 2!, or both. Nevertheless, it is instructive
to compare the resonance energies|1.4 to 1.6 eV for a two-photon and 2.1 to
2.4 eV for a three{photon resonance|with previously published results. Very
generally, one might dierentiate between two dierent types of excitations,
keeping in mind that mixing between the states might occur:
Inter{atomic excitations. Both the models of Zhang [110] and Simon [89]
predict charge transfer excitons in addition to the one observed in linear optics.
Depending on the model, these excitations would either involve the bonding O
2p or the non bonding 2p states. Most of these excitons are parity forbidden,
which would lead us to speculate about a resonantly enhanced two photon pro-
cess at 1.6 eV responsible for our resonance. It is also possible that we excite a
parity allowed transition at 3!. In addition to the charge transfer exciton itself,
a weak peak has been observed at 2.4 eV, which one group [17] attributed to






! O 2p exciton. If this assignment is correct, we may excite
this transition in a three photon allowed transition.
Lastly, at !=0.7 eV, the resonant enhancement could result solely from the CT
exciton at 2.1 eV itself, which is then excited by a three-photon transition. The






was found to be 1.2 eV in
electron energy loss spectroscopy, which is also the value we used in our model
for the linear absorption. This is very close to the width of the third{harmonic
peak in our measurement. In contrast, one would expect narrower lines from
the atomic{like Cu dd transitions.
Intra{atomic Cu dd excitations. A number of researchers have suggested












The weak linear absorption feature at 1.5 eV (see Fig.V.2) was rst linked
to a 3d
xy
state [77]. Recent resonant Raman spectroscopy locates this 3d
xy
excitation at 1.35 eV, but without oering an alternative explanation for the














also at 1.8 eV. Owing to the great uncertainty in their assignments, any one of




. It is therefore necessary to model the resonant behaviour of 
(3)
more
carefully and compare the models to the experimental ndings.




A few dierent models have been proposed to calculate j
(3)
j in quasi one-
dimensional Mott{insulators. Kishida et al. [48] investigated j
(3)
j in a number
of 1D Mott insulators using the dc Kerr eect, which measures=
(3)
( !; 0; 0; !).
Experimentally, they found one resonance peak below the gap, which they mod-
eled and attribute to a large transition dipole moment between an intermediate
and nal state. Their calculations are based on eq. (III.10), and t their data
well. Mizuno and co{workers [70] use exact diagonalization of a two{bad Hub-
bard model on small clusters to predict two resonances in 
(3)
near the band
gap. In both cases, only the absolute value j
(3)
j is modeled for a limited range
of experimental conditions. Given the number of adjustable parameters which
are available in these models if the energy and the widths of the intermediate
state are uncertain, it is not entirely surprising how well the models can be made
to t a single resonance observed in one component of 
(3)
experimentally.
V.3.2 Characterization of 
(3)
( 3!;!; !; !)
Further information about the resonance in j
(3)
j is clearly desirable. Such ex-
periments, which characterize the complex elements of 
(3)
in amplitude and
phase have been performed on polymers [16], and it was pointed out how con-
centrating on the absolute amplitude of the complex susceptibility alone can
miss interesting information at best and lead to large errors in the modulus








at worst. But to our knowledge, such careful experiments
have not been done in many other materials and not in cuprates.
Yet varying the polarization state of the incoming electromagnetic wave pro-
vides us with the possibility of doing just that. Before showing the results of









, and demonstrate how we can access phase and detailed
amplitude information of the susceptibility.












belongs to the space group I4/mmm, and in our experiment, the k-
vector of the electromagnetic eld is always normal to the (001) plane, spanned
by x^ and y^. Since dierent conventions are sometimes used, it is important to
point out that throughout this work, x^ and y^ point in the direction of the Cu{O
bonds. For the I4/mmm symmetry, only two unique, complex elements of the
4
th
rank susceptibility tensor 
(3)
ijkl




























































These two equations fully describe the macroscopic response of the third{order
polarization to an electrical eld of arbitrary polarization incident normal to
the fx^,y^g plane. It will prove to be useful to distinguish between the amplitude















and Æ =     (V.21)
Linear input polarization First, we can use linearly polarized light to excite
the sample. A =2 plate in the input beam path located before the sample can
be rotated to vary the angle of the electrical eld continuously with respect to
the crystal axes x^ and y^.
The electrical eld incident on the sample can thus be expressed asE = x^E sin +
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Figure V.12: Theoretical dependence of the TH intensity on the sign of . (a)
For  < 0, jP j
2
is maximized in the direction of the crystal axis. (b) For  > 0,
the maximum occurs at an angle of 45
Æ
with respect to the crystal axes.


















therefore shows a four{fold
symmetry as shown in Fig. (V.12) (a) and (b), which we did observe experi-
mentally. But as also illustrated in Fig. (V.12), this experiment alone is not
suÆcient to distinguish between the x^, y^ coordinate system and another one
which is rotated by 45
Æ










,. . . ), but since the sign of  is unknown, it is not clear if those
are extrema maxima or minima. Regardless of this ambiguity, the experiment
allowed us to observe the I4/mmm symmetry of the crystal experimentally.
As indicated in chapter III, we overcame this ambiguity by using X-ray sources
to determine the orientation of x^ and y^ .
Elliptical input polarization With this knowledge about the crystal ori-
entation we can turn to the case of elliptical input polarization. We consider
the case of equal electrical elds in the x^; y^ direction, where one component
is retarded by an amount  with respect to the other. Experimentally, this
is achieved by means of a Berek compensator; a uniaxial crystal which can be


































(open circles) were recorded at !=1.13 eV. The dashed lines
represent best ts to a cos function, from which the relative phase dierence Æ
can be extracted.
Inserting (V.23) into (V.20), we can again nd the total polarization jP j
2
. Now,








in the y^ direction (Experimentally, this is easily accomplished by using a polar-























































cos Æ cos(2)]: (V.26)
Figure (V.13) shows an example of such a measurement at =1400 nm. The
slight dierence in the absolute amplitude of the two curves is a result of mea-
surement imperfections, and the dotted lines are best ts to cos(Æ + 2) and
cos(Æ   2).






























relative phase shift are plotted in Fig. (V.14).
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. Note in both cases the sharp step at 1.05 eV, which
is the same energy as the onset of the resonance in V.11. The bars indicate
peak{peak{errors, and the dashed lines are a guide to the eye.
Even without any further interpretation, it is evident that both the relative






undergo a step{like change




oering an independent conrmation of the observed changes at that energy.
But additional information can be extracted from the data in Fig. (V.14).






It is possible to extract additional
symmetry properties from 
(3)
. To see this, we decompose the susceptibility



















































To arrive at the last line of each equation, the identity (V.19) was used. Since
we are interested in spherical symmetry properties, we perform a rotation by























The evaluation of this sum is simplied by the fact that we only need to calculate
eight non{zero tensor elements as a function of their counterparts in the original
coordinates (see V.19). Furthermore, because we transform one cartesian system






















Similar expressions can be derived for the other elements, and a lengthy but











D = (2 cos
2
2  1)D; (V.30)
A spherical symmetry mandates that
~
S = S and
~
D = D 8 . The former
condition is always satised, but the latter requires













    = 0 (V.32)




is indeed very close to 3 between 0.65 eV




j. At higher energies, the ratio increases to ve in a deviation from
the spherical symmetry. The phase - undergoes a step from 0.2 to 0.8 at the
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same energy of 1.05 eV. The phase does not go to exactly to zero between 0.65





. It is interesting to speculate if the phase is a more sensitive measure to
detect slight deviations from the ideal spherical symmetry. Nevertheless, these
numbers imply a near{spherical symmetry of the underlying charge distribution
commensurate with the resonance in 
(3)
xxxx
. It is interesting to speculate if
the slight non{spherical contribution we see might reect the d-shaped charge
arrangement of the Cu-atoms. Such an albeit weak distortion of the Cu charge
density was recently observed using electron diraction [112]. Beyond that, the
additional information gained in this phase measurement is of particular value
as we try to reconcile our experimental data with theoretical models.
V.3.3 Model calculations for 
(3)
Already in (V.3.1), we alluded to existing cluster calculations which model the
optical nonlinearity at the charge transfer gap. To our knowledge, existing com-
parisons between theory and experiment focus preferentially on the absolute
value of only one component of the nonlinearity, such as =
(3)
( 3!; !; !; !),
and often in a limited frequency range. In contrast, the complete characteriza-
tion carried out here allows us to better discriminate dierent models. Work







, which gives access to all the quantities measured here.
Here, we present some preliminary results.
Figure (V.15) shows rst calculations. They are based on eq. (III.10) and involve
dierent intermediate states and values for transition matrix elements. For both









j suggests 3 photon resonance to the CT exciton
To obtain a rst estimate for the strength of the resonance in j
(3)
j, we t




ing eq. (III.10) based on these oscillators. The result is shown in Fig (V.15),
panel (d). The surprisingly good agreement with the experimentally measured
of value of  210
 12
esu strongly implies that the resonance can be explained
for the most part with a three photon resonance into the charge transfer state.
This challenges works of Kishida et al. [48] and Ogasawara et al. [73], which





and report \giant" third harmonic eÆciencies.
In addition, it is worth noting that the absorption peak seems to contain states
with longer lifetimes than the continuum, because otherwise 
(3)
would display
a resonance rather than a step. Also, experimentally, the resonance decays much
faster towards higher energies than our models based on Lorentzian oscillators
(see Fig. V.11 versus Fig. V.15, (a) and (d). This should no be entirely surprising

































































































































and phase dierence Æ for two dierent models,
respectively. For (a){(c) the model incorporates the charge transfer p
x;y
states
at 2 eV, a 3d
xy





state at 1.5 eV and nally an s






character. (d){(f) are calculated using only the charge transfer state
as an exited state. The apparent resonance at ~!=0 eV in (d) is an artifact.
though, since we demonstrated at the beginning of this chapter how the low
energy absorption tail of the CT exciton follows an exponential rather than a
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Lorentzian form. Most likely, the assumption of a simple Lorentzian oscillator
is not correct.






On the basis of the absolute j
(3)
xxxx
j alone, it would be diÆcult to dierentiate
between the two models displayed in the left and right column of Fig (V.15).





is included. For the model in the right column (d){(f), only the jx; yi excited





As we demonstrated above, this implies a perfect spherical. More importantly,











symmetry|is needed to explain theses variations.
Such a more complete model is displayed in the left column of Fig (V.15).
First, states with jxyi symmetry could be excluded from consideration for 
(3)
,







cancel to zero as well. Consequently, the jxyi state is not
observable in third harmonic generation and has no inuence on the amplitude
or phase of 
(3)





induce a deviation from spherical symmetry, as can be seen in Fig. V.15, (b) and
(c). Work is currently under way to better understand the role of the two states,
and to extract numerical values for transition matrix elements and energies.
V.3.4 Conclusions







over a wide range of energies. Supplementing linear spectroscopy,
this technique allows the observation of states which are optically dipole for-
bidden. We report a resonant enhancement of j
(3)
xxxx
j near 0.7 eV. The abso-
lute value of the resonance was determined through careful measurements of
the third harmonic intensity relative to quartz. We determine a peak value of
210
 12
esu. Inferring from linear absorption data, we nd that this number
can be explained surprisingly well by a three photon transition from the ground




over a range of frequencies, which allows us to characterize the
resonance in a much more detailed way. By exploring the tensor's symmetry
properties, we nd indications for a near{spherical underlying charge distribu-
tion. Deviations from this symmetry, and more importantly a step in both






were found. This additional
information is consistent with model calculations for the third order susceptibil-
ity, but only if additional transitions from the ground state to even{parity states
are included. From model calculations we nd that these states, which cannot











eort to better reconcile model calculations and experimental data is ongoing.
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V.4 Pump-probe spectroscopy at the CT gap
So far, we have not taken advantage of the temporal resolution which our laser
system enables us to obtain. The impact of time{resolved nonlinear optical
spectroscopy on solid state physics (and equally on other elds like biology or
chemistry) can hardly be overestimated [44]: over the last two decades, a large
number of studies have dealt with and explained in great detail ultrafast pro-
cesses in solids, for example interband transitions in semiconductors [50, 86] or
ultrafast thermalization in metals [82].
Encouraged by this success, many attempts have been made to study high-T
c
superconductors with well established techniques, such as short{pulse excitation
at with a femtosecond laser operating at 1.5 eV [13,33].
 In their metallic state above T
c
, superconductors were found to exhibit
changes in the the optical properties of a few hundred femtosecond du-
ration. Consistent with results obtained in metals, the fast decay of the
signal is commonly ascribed to ultrafast heating and cooling. Upon heating
with a fs{laser pulse, the electron population rapidly evolves from a non{
Fermi distribution to a hot Fermi gas, heated far above the lattice tem-
perature. After thermalization of the electrons, and partly during it, the
hot electron gas loses its energy and externally thermalizes with the lat-
tice through electron{phonon scattering [93]. Femtosecond pump{probe
experiments therefore can give direct access to the electron{phonon cou-
pling constant. In metals and metallic superconductors such experiments
have been successful, and results compare favourably with theory [11].
 Below T
c
, interpretation of the data is made more diÆcult by the lack of a
Fermi surface, the absence of a distinct gap in the optical absorption and
the presence of Cooper pairs. Empirically, one nds that the relaxation
time increases to a few ps [19, 43]. It is believed that the pump laser
pulse creates electron{hole pairs which then break up the Cooper pairs
into new quasiparticles [33]. The latter act as optically induced scattering
centers and break up further Cooper pairs. This avalanche eect explains
the observed nite build{up time of the signal. Eventually, all particles
relax back to their paired ground state within a few picoseconds. The
mechanism(s) for the decay are currently debated.
V.4.1 Previous pump-probe experiments in undoped cup-
rate materials
To a lesser extent, undoped parent compounds of the cuprates have been investi-
gated by ultrafast pump{probe spectroscopy as well [40,66]. These experiments
have probed the optical response in the vicinity of the CT gap after excitation
at or above the excitonic peak. Two ideas have been put forward as a result
of the measurements, which to the best of our knowledge represent the only
current explanation of pump{probe spectroscopy in undoped cuprates:






 The change observed in the spectral line shape upon optical excitation
was found to mirror the spectral changes observed upon chemically dop-
ing the material with hole carriers [67]. This led to the conclusion that
holes, rather than the bound charge transfer exciton or the electron, are
responsible for the photoinduced changes as well.
 The temporal response shows a fast (<1 ps) decay similar to the response
observed in metals and doped cuprates above T
c
. It was suggested that
coupling to magnons and not to phonons is the dominant decay mecha-
nism [40,66].
The second suggestion is surprising in light of the theories which prevail in
metals and and have successfully explained the signal decay by a coupling to
phonons. In addition, we showed at the beginning of this chapter how the






can only be explained if a strong coupling of
the charge transfer exciton to phonons is assumed, whereas magnetic eects
do not play a pronounced role. Motivated by this apparent contradiction, we
carried out pump{probe experiments on our samples.
Experimental conditions
To access the wide range of relevant energies, we performed time and energy
resolved pump-probe spectroscopy with separately tunable pump and probe
energies. We used the system described in chapter III, where part of the output
of the amplier system pumps a near-infrared OPA. The OPA allows us to set
the pump energy between 0.80 eV and 1.05 eV. In addition, frequency doubling
of the OPA or part of the amplier output extends the range of the pump pulse
energy to higher energies, 1.6 eV to 2.1eV or 3.1 eV, respectively. The remainder
of the amplier output can be used to produce a white light probe continuum. A
7{10 nm wide, 200 fs, nJ pulse can be selected from the broadband continuum.
This probe is tunable over the entire energy range of the charge transfer exciton
from 1.65 eV to 2.25 eV. The polarization of the pump beam was rotated to be
orthogonal to the probe beam, so that stray light from the pump can be rejected
by means of a polarizer before the detector. The measurements were performed








sample as the third{harmonic generation
experiments.
V.4.2 Instantaneous, spectrally resolved response
Overall line shape in comparison to thermal dierence spectroscopy
We rst focus on the instantaneous (t0) change in absorption. Figure (V.16)
shows the response immediately after excitation at the absorption peak, recorded
and compiled for 21 dierent probe wavelengths. Displayed for comparison is
dierence in linear absorption at T=250 K and T=15 K (scaled). An increase
in absorption is observed for energies below 1.95 eV, whereas a decrease occurs
above 1.95 eV. Overall, the spectral weight is not conserved; we will discuss the
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. The signal decays as a spectral unit. Shown
for comparison is the dierential linear absorption, (250 K)-(15 K), scaled
(dashed- dotted line). Left{top inset: Temperature dependence of the photoin-
duced signal. T=15 K (solid line and circles) and T=300 K (dashed line and
open circles) Right{bottom inset: linear absorption at 15 K (dashed) and at
300 K (solid line) for reference.
weak photobleaching below. The transient changes appear as one spectral unit
instantaneously after photoexcitation, and decay|again as one spectral unit|
on a ps-timescale (illustrated in Fig. (V.17 for a higher pump energy). If the
sample temperature is raised from 15 K to 300 K, the spectral feature is red{
shifted, but the overall shape changes little (see left inset of Fig V.16). Appar-
ently, the underlying physics is not strongly aected by the transition through
the Neel point at T=255 K. Surprisingly, no hole{burning can be observed at
the pump energy of 2.1 eV. In order to discuss the origin of the photoinduced
spectral change as shown in Fig (V.16), we can compare the spectral shape of
the transient the thermal dierence spectrum between 50 K and 250 K. Apart
from the photobleaching, the two curves show a remarkable similarity.
This similarity, and the fact that the transient decays as one spectral unit,
strongly suggest that the underlying mechanism for the pump-probe line shape
is the same as the one responsible for the changes in linear absorption with






temperature. In the rst part of this chapter, we demonstrated how a strong
coupling between the charge transfer exciton and phonons can be identied as
the cause for the temperature{dependence of the linear absorption. We there-
fore suggest that the pump-probe response is dominated by the coupling of the
charge transfer exciton to phonons as well. We take note that results published










promote a dierent hy-
pothesis. There, a similar increase in absorption at energies below, and decrease
at energies above the charge transfer gap was observed. The authors however
speculate that those are two independent spectral features. They assign the
increase in absorption at lower energies to light{induced in{gap states, and pro-
pose an excited CT-exciton state, which allegedly couples to magnons rather
than phonons to be at the origin of the decreased absorption at higher energies.
Figure V.17: Time{ and energy resolved plot of photoinduced response at 3.1 eV
pump energy. The transient feature appears and decays as one spectral unit.
The excitation conditions are the same as for Fig. (V.16).
Strong coupling of exciton to phonons
Despite these earlier results, since empirically both photoexcitation and disor-
dered, thermal heating show a very similar spectral signature, we feel condent
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to conclude that both the presence of photoexcited excitons (or of their consti-
tuting parts) and the addition of thermal phonons inuence the exciton energy
in the same way. An eective phonon number n
eff
can thus be associated with
each exciton. For ~!
pump
=2.1 eV, we nd n
e
=9, which again is indicative for a







is currently under way to compare this eective phonon number n
e
with the









in this chapter (see part V.2.3).
Figure V.18: Comparison between photoinduced response at 2.1 eV (dotted line)










To test this \eective phonon" picture, it is informative to see what happens if
the pump energy is raised by ~!
pump
=1 eV, which is more than four times the
exciton binding energy of 240 meV. The results are shown in Fig. (V.18): The
overall line shape is identical, but for the same number of absorbed photons the
signal strength is larger, resulting in n
e
=23. This higher number strengthens
our phenomenological argument, since with ~!
phonon
50 meV, this accounts
for all but 30% of the excess pump photon energy.
Matsuda et al. have pointed out how the pump{probe transient|both time and












varies surprisingly little with the pump pho-
ton energy [67]. Like in our own experiment, they excited the sample at energies
far above the charge transfer exciton and report no change in the spectral{ or
time{resolved response
5
. To explain their observation, Matsuda et al. put for-
ward the idea that not the exciton itself, but only the hole in the O 2p band
is responsible for the observed spectral changes. This argument is strengthened
through an observation by Ichida et al.. They pointed out that photoinduced
absorption changes in undoped cuprates, and the changes which occur after
chemically doping the material with hole carriers at comparable densities are
very similar [40]. While we cannot add new experimental insight to this argu-
ment, we point out that our theoretical model (see V.2.3) does not distinguish
whether the signal is due to the charge transfer exciton or any of its constitut-
ing parts: the phonon coupling matrix elements in our model to explain the
linear absorption are the same for the charge transfer exciton bound state and
its electron{hole continuum.
Bleaching and \excluded area" of the exciton
Careful comparison between the thermal and the pump-probe line shape reveals
a weak bleaching of the exciton line. The dominance of phonon-mediated ef-
fects over the bleaching deviates from results obtained in band semiconductors,
where instantaneous bleaching due to phase space lling is strong [86].
To quantitatively asses the strength of the phase{space lling we can adopt
the \excluded volume" argument [14] for our quasi|two dimensional material:
Once an exciton is created, a (real space) area approximately equal to the spatial
size of the exciton is excluded from further absorption. More careful many{body
calculations conrm the validity of this phenomenological argument.
Excitation energy 2.1 eV 3.1 eV





] 5.8 5.7 6.3 6.2
[eVcm
 1











Excluded area [Cu] 1.4 2.7 4.5 7.1
Table V.2: Photobleaching of the charge{transfer exciton.  and  are the
total absorption and the eective change in absorption (bleaching) over the en-
ergy range of the transient signal, respectively. n is the number of photoinduced
excitations assuming a quantum eÆciency of one.
5
No comments were made on variations in the signal strength per absorbed photon. Fur-
thermore, as mentioned above, Matsuda et al. favour a very dierent explanation for the
overall line shape.
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Table (V.4.2) summarizes the results. For dierent excitation conditions, we
extracted the eective change in absorption  from our pump{probe data
and related it to the total absorption  over the same energy range. By di-
viding the ration through the number of photoinduced excitations per copper
atom (assuming a phonon{to{exciton quantum eÆciency of unity), we obtain
the number of \excluded" copper atoms per excitation.
The Zhang-Ng charge transfer exciton in Fig. (V.3) extends over an area of ap-
proximately ve copper atoms in the CuO
2
layer. To rst approximation, this is
in a very good agreement with the numbers in table (V.4.2). It is surprising how-
ever that excluded volume appears to change by a factor of three as the pump
energy is raised from 2.1 eV to 3.1 eV, and also undergoes a slight variation as a
function of temperature. We can speculate that an unbound electron{hole pair
at 3.1 eV has a combined larger eective area which is excluded from further
absorption than the bound CT exciton at 2.1 eV.
Finally, we comment on a small feature in the pump probe time{resolved pump{
probe line shape in Fig. (V.16). A weak absorption feature separate from the
main peak can be observed around 1.7 eV at low temperature. This feature
might be due to one of the intra{ionic Cu dd excitations. Since we did not yet ex-
amine the symmetry properties of the peak, we can only speculate that it might







excitation, which has previously been observed in










transition should occur at roughly this energy, but so far has not been observed
experimentally.
V.4.3 Temporal evolution of the pump-probe signal
The temporal evolution of the pump probe signal is plotted in Fig. (V.19). While
we show here only one excitation condition (~!
pump
=3.1 eV, T=15 K) at three
dierent pump intensities, the decay behaviour shows a remarkable invariance
to external conditions in general. We can characterize it by an initial fast de-
cay, followed by a much slower second decay process. For a wide range of pump
energies, intensities and temperatures explored here, the fast decay can be char-
acterized by 
1
=(31) ps, whereas the longer time constant is 
2
=(5515) ps.
Furthermore, as evident from the poor t results in Fig. (V.19), the decay can-
not be characterized simply by the sum of two exponential terms. We would
like to point out the similarity between the initial fast time scale observed here,




An interpretation of the data is complicated by the lack of variation with temper-
ature, excitation wavelength or intensity. Owing the strong coupling between
CT exciton and phonons which dominates both linear and nonlinear experi-
ments, it seems natural to assume a nonradiative multi{phonon process in the
strong coupling regime. In localized objects, such as small molecules, excited







Figure V.19: Time{resolved spectroscopy at 3.1 eV pump and 2.1 eV probe energy





top). The dashed lines represent global best ts to a double exponential decay
with 
1
=2.6 ps and 
2
=70 ps. The inset shows the linear power dependence of
the instantaneous signal as a function of the carrier density n. Sample temper-
ature 15 K
electronic states often display altered atomic coordinates, which can lead to
self{trapping of excitons, an eect which cannot be observed in solids with de-
localized excitations [80]. We might speculate that a similar situation occurs
for the charge transfer exciton: We know that either the exciton as a bound
object, or perhaps the hole individually couples very strongly to phonons. It
is conceivable that the initial photoexcitation occurs into a state with altered
atomic coordinates, from which an fast relaxation occurs. The relaxation of
such a localized object would create high{energy phonons, which could then
in a second process transfer the energy to a thermal phonon population. But

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































accessed by means of a two{photon process. The lower panel of Fig. (V.20)
plots the transmitted intensity as a function of the incident intensity for the
same excitation conditions. The dashed line shows the linear functional form
expected if only one{photon absorption would be present in the sample. Clearly,
higher{order processes need to be considered, as even combined one{ and two{
photon absorption (dotted line) does not t the measured data over the entire
range.
At the same time, the spectrally resolved response at the charge transfer gap
(Inset of Fig. V.20) remains much the same compared to above{the{gap pump-
ing, shown in (Fig. V.18).
Ogasawara et al. report a nonlinearity in the one dimensional compound SrCuO
3
under similar excitation conditions [73]. They report that the absolute value of
the nonlinear susceptibility, if plotted for dierent energies around the charge
transfer gap, mirrors the value of the linear susceptibility (i. e. the linear absorp-
tion). In contrast to the linear absorption, which shows a step{like behaviour,
the nonlinear absorption decreases towards higher energies. Overall, the spec-
tral shape reported by Ogasawara et al. bears some similarity to the resonance
which we measured in 
(3)
xxxx
with third harmonic spectroscopy. Ogasawara et
al. propose a novel, two{photon active state caused by an even parity superpo-
sition of two charge transfer excitons to explain the results.
Considering our ndings in third harmonic spectroscopy, which strongly imply
a three{photon resonance to the charge transfer gap, an alternative explanation
for the nonlinear response should also be considered. If excited and probed

















would be re{absorbed in the sample. Alternatively, a
direct three photon transition with 3!
pump
is possible. In both cases, the inter-
mediate states which we identied through third harmonic spectroscopy, would
be accessible through a two photon resonance. Most likely, both two and three
photon resonances appear simultaneously. The explanation of a multi{photon
process, follow by re{emission of a photon at higher energies and subsequent re{
absorption is strengthened by our spectrally resolved measurements at 1.03 eV
(inset of Fig V.20) which are strikingly similar to the results obtained by pump-
ing at 2.1 eV and 3.1 eV: This can naturally be explained by re-absorption of a
photon at !
r
. On the other hand, it is not immediately obvious why the novel
two{photon state proposed by Ogasawara et al. should cause the same spectral
response as the excitation of a charge transfer exciton.
V.4.5 Conclusions
We have monitored the temporal and spectral evolution of the charge transfer
exciton over a wide range of parameters. By spectrally resolving the pump{
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probe data, we nd the light{induced changes to be strikingly similar to changes
obtained by disordered heating of the sample. In contrast to earlier work on
similar materials, we therefore propose that the pump{probe signal is domi-
nated by strong coupling between the charge transfer exciton and phonons. It
is therefore likely that the complex decay dynamics, which can be described
by two time scales of order 2 ps and 55 ps, are dominated by a nonradiative
multi{phonon processes. We also observed a weak photobleaching of the pump
probe signal. A phenomenological model based on the the \excluded volume"
argument, accounts for this eect. Pumping below the CT exciton reveals a
nonlinear relationship between the pump probe signal and the pump intensity.
We presented some evidence that a multi{photon transition to the charge trans-
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