Abstract-An adaptive learning architecture has been developed for modeling manufacturing processes involving several controlling variables. This paper describes the application of the new architecture to process modeling and recipe synthesis for deposition rate, stress, and film thickness in low pressure chemical vapor deposition (LPCVD) of undoped polysilicon. In this architectqre the model for a process is generated by combining the qualitative knowledge of human experts, tqptured in the form of influence diagrams, and the learning abilities of neural networks for extracting the quantitative knowledge that relates parameters of a process. To evaluate the merits of this methodptogy, we have compared the accuracy of these new models to that of more conventional models generated by the use of first principles and/ or statistical regression analysis. Accuracy of the different models is compared using the same empirical data sets form realistic experiments. The models generated by the integrati n of influence diagrams and neural networks are shown to have halfthe error or less, even though given only half as much informatiop in creating the models. Furthermore, it is shown that by employing the generalization ability of neural networks in the synthesis algorithm new recipes can be produced for the process. Two such recipes are generated for the LPCVD process. One is a zero-stress polysilicon film recipe; the second, a uniform deposition rate recipe which is based on use of a non-uniform temperature distribution during deposition.
INTRODUCTION CCURATE models of manufacturing processes are needed
A for automating the process of recipe generation (setting of the process parameters). Creation of accurate models requires the use of architectures that possess learning abilities so that they can capture the complex and dynamic behavior of a manufacturing process. Nadi's work [ 11 has introduced an adaptive learning architecture that requires minimal human knowledge in modeling and synthesizing behavior of a process. In this approach the model for a process is created by observing and thereby learning the behavior of the process over time, and continually adapting to its changes. Once a model is created, the architecture employs a stochastic optimization routine to synthesize the model. The synthesis algorithm is very flexible, and allows for arbitrary extraction of information from a model. This architecture captures both qualitative and quantitative aspects of the knowledge of the manufacturing process. The qualitative knowledge (the knowledge of the human expert) is captured by making use of the relational level of influence diagrams [2], [3] . Two critical tasks are performed at this level, both of which can greatly reduce the complexity and the amount of data required for creation of a model. First, important process parameters are identified. Each parameter is then represented by a single input or output node. Second, directed, acyclic arcs are established between some of the nodes. Each arc represents existence of a probable relationship between two connected nodes. The exact nature of the relationships are not needed at this level, although such knowledge can be incorporated into the model. These diagrams are an abstraction of the process, and they can be used to break down a single, multiinput multi-output process into several smaller, independent, multi-input single-output subprocesses. Influence diagrams can be created with the help of human experts, or they can be induced by observing sampled behavior of a process over time [4] . Unlike some other tools for knowledge acquisition and transfer, influence diagrams at the relational level are easily created by human experts.
Once a process is divided into several subprocesses, the unknown quantitative relationships among groups of related parameters in each of the subprocesses are extracted using the learning abilities of neural networks. These networks have been proven to be very effective in complex learning tasks [ 5 ] . Neural networks crudely resemble the architecture of the brain. In these networks many simple processors are interconnected and the knowledge is stored, in a distributed manner, in the weight of the connections between processars [ 6 ] .
The speed and accuracy of neural networks in complex pattern recognition tasks results from several features. Information is acquired and stored in a distributed manner. Given an appropriate parallel computing configuration, computation can proceed in a highly parallel way. Finally, each node processes the adaptively weighted sum of its inputs with a nonlinear function. This last feature gives neural networks an important degree of freedom not usually provided in other modeling techniques such as statistical regression. Useful neural networks can be implemented in software in a general purpose computing environment (the approach we used), or with special-purpose VLSI hardware [7] .
We have employed the above architecture to model and synthesize a cqpplex semiconductor manufacturing process, LPCVD of polysilicon. The model relates deposition rate, stress, and film thickness to process time, process temperature, silane flow rate, wafer position during depostion, and ambient pressure. To demonstrate the usefulness of this architecture, we have compared the predictive capability of the models it creates to the corresponding capabilities of models based on first principles and/or statistical regression analysis, using exactly the same data. In our study, the model generated by the combination of influence diagrams and neural networks is, on the average, more then three times as accurate in predicting deposition rate, and more than twice as accurate in predicting stress, (as measured by the average regression error) while given half as much information in creating the model.
We have also used this architecture to synthesize process recipes for two specific practical objectives. The new process rec-0894-6507/91/0200-0052$01 .OO 0 1991 IEEE ipes are created by generalizing the information that is used in training the networks. The first recipe is for a zero stress polysilicon film; the second, for a uniform deposition rate over a production lot in the presence of significant source gas depletion.
OVERVIEW OF THE ARCHITECTURE
In order to solve a complicated problem, such as modeling a complex manufacturing process, a standard approach is to break down the problem into several smaller independent problems, solve them separately, and integrate them back together. This is the approach chosen by Nadi [ 11 for modeling complex manufacturing processes.
Influence diagrams, by capturing the qualitative knowledge of the human experts, identify important process parameters, and, decompose the problem of modeling a multi-input multioutput process into modeling several smaller, independent, multi-input single-output subprocesses. This is done by establishing conditional independence among some of the process parameters. Decomposing a process into several subprocesses gives us the ability to gradually build a more complex model in a modular fashion.
The quantitative relationships that relate the parameters in each subprocess are learned using feed-forward error-backpropagation (FFEBP) networks. Each FFEBP network is responsible for learning the local and causal relationships that exist among the parameters of a subprocess. Next, in order to learn how the subprocesses interact, or in other words, to re-integrate the subprocesses into a complete process, the common and optimal behavioral space of all of the subprocesses is learned by a single associative memory (AM) network which simultaneously looks at all the parameters in a process. The AM network, by being trained on the set of choices that an expert makes in order to get an over-all optimum process output, extracts the quantitative and/or qualitative optimality criteria that the expert uses for generating a process recipe. Therefore, the AM network can be used to provide good initial estimates for the unknown parameters in the general synthesis of a model. The AM network also uses the error-backpropagation learning procedure. This constitutes the modeling or knowledge acquisition phase.
For the synthesis or knowledge extraction phase, both types of networks are synthesized by employing a stochastic optimization routine called ALOPEX [8] that is very similar to simulated annealing [9] . The synthesis algorithm is very flexible and allows for arbitrary extraction of knowledge from single neural nets or groups of networks simultaneously. Synthesis is the situation in which, given some known parameters for a process, the networks will produce values of the unknown parameters according to the optimal behavior stored in the AM network, and the allowed range of behavior (causal relationships or local information) stored in the FFEBP networks. Recipe generation involves synthesizing all of the networks in the following manner. First, the AM network, constrained by the optimal behavior of the process and the value of the known parameters, is synthesized in order to generate good initial estimates for the unknown parameters. Next, all of the FFEBP networks are simultaneously synthesized to fine tune the initial estimates to the behavior of the process. One abstraction of the synthesis process is that the AM network provides the ideal solutions, and the FFEBP networks provide a match between the ideal solutions and the real behavior of the process. The schematic of the synthesis process is shown in Fig. 1 . 
Modeling Using Integrated Networks
In the modeling phase, an integrated network of influence diagram(s) and neural networks is created for a specifi5 process. The integrated network is then trained on a subset ,of the experimental data that spans the parameter ranges of interest, and is tested on the remaining data. We then compared the performance of the integrated network in modeling LPCVD of polysilicon to the performance of other models, which are generated by the use of the first principles and/or statistical regression analysis, employing all of the same experimental data.
The influence diagram and the integrated network for modeling LPCVD of polysilicon films are shown in Figs. 2 and 3 respectively. The model consists of five input parameters (ambient pressure, process temperature, process time, flow rate of silane gas, and position of the silicon wafer in the processing tube), and three output parameters (depostion rate, film thickness, and stress). There are only two FFEBP networks used in the model, because there is an exact relationship between deposition rate, depostion time, and the resultant film thickness. The AM network does not cover the film thickness variable, for the same reason.
The data set was provided by Kuang-Kuo Lin and Costas Spanos of the Electronics Research Laboratory at the University of California at Berkeley. The data set was the result of an optimally-designed experimental sequence. There were 12 experiments performed with six wafers (within a lot of 50 wafers) positioned along the tube for each experiment. The values of input parameters in the experiments were chosen in such a way as to cover the desired range of the process behavior with a minimum number of experiments. The use of first principle models for such purposes is of great importance. The reader can refer to [ 101 for parameter selection criteria. The film thickness was measured for each sample wafer, resulting in 72 data points. Stress data could not be obtained for all wafers, so there are only 54 data points for stress.
For deposition rate modeling, the data set was broken into two parts: a training set and a testing set. The data gathered for every other wafer in the tube, for all 12 experiments, were used for the training set, and the rest of the testing set, resulting in 36 data points for the training set and 36 data points for the testing set. For the stress modeling, however, 34 data points were used for the training set and 20 data points wcre used for the testing set. This was due to the lack of stress data for all the wafers. Conventional techniques were used to configure the. networks. Three layers were used for each. The structure of the networks, determined by the structural algorithm (an iterative algorithm) [ 11, for each of the three networks is shown next: FFEBP network for deposition rate 4-5-1 FFEBP network for stress 5-5-1 AM network 7-7-7
In the notation used above, the first number represents the number of nodes in the first or input layer, the second number represents the number of hidden layer nodes, and the last number represents the number of nodes in the output layer. The optimality criteria used for the selection of the training set of the AM network was arbitrarily chosen to be data points with ambient pressures equal or less than 520 mtorr. There are 27 such data points.
Comparing P e~o r m a n c e of Neural Networks to Other Models
To answer the question: "Why use neural networks and not any other statistical andlor regression techniques?, '' the accuracy of the neural networks in creating the models for deposition rate and stress is compared to the accuracy of models generated in [ 101 by means of statistical techniques. The models in [lo] were developed using the same experimental data. These models are presented in Appendix 1-11. The model for deposition rate was developed by combining statistical regression analysis and knowledge about the physics of the process. The model for stress was developed purely based on statistical regression analysis. This is due to the lack of a first principle model for stress. A point to be mentioned is that the neural networks were trained on only part of the data, whereas the models in [lo] used all the data points in creating the process models.
In order to visually compare the accuracy of different models in predicting deposition rate and stress of the polysilicon film, the values predicted by the neural networks and the regression models [lo] are plotted versus the actual data points for the different experimental conditions of their corresponding testing sets. Figs. 4 and 5 are the results of this test for deposition rate and stress respectively. The amount of scatter around the 45 degree line is a measure of error in predicting the empirical data. One can see that neural networks, given the disadvantage of smaller training sets, have generated more accurate models of the process.
Comparing Figs. 4 and 5 it can be seen that the values of stress are not predicted as accurately as the values of deposition rate. Although a lot of different FFEBP network configurations were tried in attempts to achieve better learning, most of the networks produced the same amount of total error in learning the behavior of stress. This could be due to one or both of the following reasons. Notice that the stress model in [IO] does not include silane flow rate and position of the wafer as part of the parameters affecting stress. These parameters were found to be statistically insignificant in determining the amount of stress [lo] . HOWever, in order to test the ability of neural networks in filtering statistically insignificant parameters, the model generated by the neural network includes all five of the input parameters (Fig.  3) . Looking at Fig. 5 , it is obvious that the neural network generated model is still more accurate in predicting the amount of stress. A neural network with only three input parameters, same ones as the stress model in [lo] (temperature, pressure and time), was also constructed which produced similar results (in terms of average regression error) as the one in Fig. 5 .
The quantitative comparison of the performance of the different models, in terms of maximum and average error in predicting the experimental values, is given in Table I .
The important conclusions from this experiment are as follows. 1) Although the neural networks were given half as much information in creating the models, they were able to create a mbre accurate model of the process (refer to Table   1 ).
2) The inclusion of unceitaih influences in modeling a process does not degrade the performance of neural networks in creating an accurate model. Although silane flow rate and position of the, wafer were found to be statistically insignificant in modeling the behavior of the stress [lo] , their inclusion in the model did not degrade its performance.
Two points must be mentioned here. First, the conclusions here are based on the 12 experimental runs. Comparison of the two modeling techniques should also be made with a larger set of data. Second, although we have shown that in this experiment neural networks were capable of generating more accurate models for the process, they are not meant to replace the statistical models. On the contrary, the statistical models are needed in creating bounds on the amount of variablity of process parameters and in giving an understanding of the degree of significance of each of the process parameters, features which are of great importance in terms of planning exploratory experiments, or setting up a process initially. 
SYNTHESIS
In this part we have done two experiments, both of which test the generalization abilities of the integrated network to produce novel ideas.
Generating a Recipe for a Zero Stress Polysilicon Film
In this experiment the integrated network is supplied with information about the desired film thickness, stress, and some of the input conditions such as process time and ambient pressure. The integrated network is then asked to produce values for process temperature and silane flow rate that would result in the asked for outputs. The position of wafer #3 was chosen for the position variable because it is in the middle of the processing tube and, therefore, would yield a better approximate for the rest of the wafers. The novel point about this experiment is that the required stress value is zero, and the FFEBP network for the stress has not seen any such values for stress in its training set. All of the values of the stress in the training set were either compressive or tensile. Therefore, the integrated network is required to generalize its knowledge in order to solve the problem. Table I1 shows the result of the experiment. The input row is the given information. In the first output row the value of the deposition rate is calculated by using the exact relationship between time, thickness, and deposition rate. The second output shows the initial estimates for the temperature and silane flow rate produced by the AM network. The last output shows the final values produced by synthesizing the two FFEBP networks simultaneously.
For the purpose of comparison, the resultant values were plugged into the models developed in [lo] using the same experimental data, Appendix 1-11. The result of the comparison is presented in Table 111 . It is evident that the results are fairly consistent with each other.
Generating a Non-Uniform Temperature Distribution to

Obtain a Uniform Deposition Rate
In this experiment only the deposition rate FFEBP network is used to calculate a non-uniform temperature distribution that results in a uniform deposition rate along the processing tube. concentration is gradually decreased. To compensate for the depletion effect, a non-uniform temperature distribution along the processing tube (lower at the inlet and higher at the outlet) would result in a uniform deposition rate across the tube. This is due to the fact that the deposition rate is an expontential function of the temperature. To produce the temperature distribution, the deposition rate FFEBP network was synthesized once for each of the six wafer positions, specifying the deposition rate, silane flow rate, and ambient pressure, and then calculating the process temperature that would result in such a deposition rate across the tube. Fig.   7 shows the resultant temperature distribution.
In actual practice, however, the process tube is heated up in three heating zones, which can be controlled independently. Therefore, the result is a step-wise temperature distribution that approximates the distribution in Fig. 7 .
The novel point about this synthesis is that all of the data in the training set of the deposition rate FFEBP network were for uniform temperature distributions across the tube, which resulted in exponentially dropping deposition rates (refer to Fig.  6 ). This again shows how these networks can effectively generalize their knowledge to produce novel ideas.
CONCLUSION
The following is a summary of conclusions from this work.
1) Integration of influence diagrams and neural results in a flexible modeling architecture that can capture both the qualitative and the quantitative aspects of a process model. 2) FFEBP networks can learn and effectively generalize the quantitative relationships between the process parameters just by observing discrete experimental data points (inherently polluted with some statistical noise), without the need for any quantitative knowledge about the physics of the process. The ability to generalize can be used to produce novel ideas for the process.
3) For this experiment, the models generated by the FFEBP networks were more accurate in predicting the behavior of the process than models generated by the statistical regression analysis. A similar study with a larger amount of experimental data would be useful for extending this conclusion. Although experimental results in other areas of learning such as vision and speech processing which deal with processing large amounts of data tend not to disprove this result.
4)
The synthesis procedure developed in [l] can be used to extract information about the relationships between the process parameters in any arbitrary manner. This capability is useful for recipe generation, and diagnostics. Another useful application in diagnostics would be in the area of preventive maintenance [ 121. The up-time of processing equipment plays a very definite role in the efficiency of a manufacturing environment, and as such it would be very valuable to detect and correct equipment related problems in their early stages, before they become catastrophic. Most major problems, in their early stages, manifest themselves in minor drifts in some of the process variables. One can create a preventive maintenance and diagnostic model for the processing equipment by creating an integrated network that relates trends in the process and equipment related parameters to an upcoming maintenance problem. The neural networks of the integrated network would each be trained on the history of a set of parameters that relates them to specific equipment problems. Once a model is generated, it can be used as a tool for scheduling preventive main- 
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