We prove the following theorem: For a partially ordered set Q such that every countable subset has a strict upper bound, there is a forcing notion satisfying ccc such that, in the forcing model, there is a basis of the meager ideal of the real line which is order-isomorphic to Q with respect to set-inclusion. This is a variation of Hechler's classical result in the theory of forcing.
Introduction
For f, g ∈ ω ω , we say f ≤ * g if f (n) ≤ g(n) for all but finitely many n < ω. The following theorem, which is due to Hechler [3] , is a classical result in the theory of forcing (See also [2] ). Theorem 1.1. Suppose that (Q, ≤) is a partially ordered set such that every countable subset of Q has a strict upper bound in Q, that is, for any countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A. Then there is a forcing notion P satisfying ccc such that, in the forcing model by P, (ω ω , ≤ * ) contains a cofinal subset {f a : a ∈ Q} which is order-isomorphic to Q, that is, Soukup [4] asked if the statement of Hechler's theorem holds for the meager ideal or the null ideal of the real line with respect to set-inclusion.
In this paper we give a positive answer for the meager ideal. The basic idea of the construction of the forcing notion is the same as Hechler's original proof, but we modify it to fit in our context.
Let ω ↑ω and ω ↑<ω be the set of strictly increasing functions in ω ω and the set of strictly increasing sequences in ω <ω respectively. For f, g ∈ ω ↑ω , f ⊑ g if for all but finitely many n < ω there is
ω and f ∈ ω ↑ω , define a meager set E x,f ⊆ 2 ω by the following:
Proof. Clear.
, g(n + 1)) for all k < ω}. By the assumption, A is an infinite subset of ω. Define z ∈ 2 ω as follows:
It is easy to see that z ∈ E x,f E y,g . Lemma 1.4. Suppose that V is a model of ZFC, c is a Cohen real over V, and d is a ⊑-dominating real over V [c] . Then, for any Borel meager set X ⊆ 2 ω which is coded in V, we have X ⊆ E c,d .
Proof. Fix x ∈ X. Since X is coded in V and c is a Cohen real over V, there are infinitely many j < ω such that x(j) = c(j). We can define an infinite set
, for all but finitely many n < ω we have
and hence x ∈ E c,d .
We will use the following standard fact about partially ordered sets. See [5] for the proof. Proposition 1.5. If (P, ≤) is a partially ordered set and c ∈ P , then the partial order ≤ on P can be extended to a linear order ≤ ′ so that c ≤ ′ y for every y ∈ P which is ≤-incomparable to c.
It is easy to see that a ⊑-dominating real over V is also ≤ * -dominating over V, but the converse does not hold in general. However, we can construct a ⊑-dominating real from a ≤ * -dominating real (See [1, Theorem 2.10] for the proof).
The main theorem
Let (Q, ≤) be a partially ordered set such that every countable subset of Q has a strict upper bound in Q, that is, for any countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A. Extend the order to Q * = Q ∪ {Q} by letting a < Q for each a ∈ Q. Let R ⊆ Q be a well-founded cofinal subset. Define the rank function on the well-founded set R * = R ∪ {Q} in the usual way. For a ∈ Q R, let rank(a) = min{rank(b) : b ∈ R * and a < b}. For x, y ∈ Q * , we say x ≪ y if x < y and rank(x) < rank(y). For x ∈ Q * , let
<ω be the forcing notion adding one Cohen real. We define forcing notions P a by induction on rank(a) for a ∈ Q * . For a ∈ Q * , a condition of a forcing notion P a is of the form p = ({s α : α ∈F }, {(t b ,ḟ b ) : b ∈ F }) with the following:
1. F is a finite subset of Q a ; 2. For α ∈F , s α ∈ C;
For conditions p = ({s 
Lemma 2.1. P Q satisfies ccc.
Proof. A standard ∆-system argument.
Lemma 2.2. For a, b ∈ Q
* with a ≪ b, the inclusion from P a to P b is a complete embedding.
Let V be the ground model, and G be a P Q -generic filter over V.
. For p ∈ P Q , p c and p d denote the first and second coordinate of p respectively. For α < rank(Q), let c α = {s α : s α ∈ p c for some p ∈ G}, and for a ∈ Q, let d a = {t a : (t a ,ḟ a ) ∈ p d for some p ∈ G andḟ a }. Clearly, if a ∈ Q and α = rank(a), then c α ∈ 2 ω and c α is a Cohen real over
Proof. We will show that, for every q = ({s
|. Let q ∈ P Q and α = maxF q . We work by induction on α. Let q <α = ({s
q and rank(b) < α}). It is easily seen that q <α ∈ P Q . By the induction hypothesis, there is a condition r = ({s It is easy to check that p 0 ∈ P Q and p 0 ≤ q. Extend the order < on {b ∈ F p 0 : rank(b) = α} to a linear order < ′ , say {b ∈ F p 0 : rank(b) = α} = {b 1 , . . . , b n } with b 1 < ′ · · · < ′ b n . We will inductively define conditions p i for i = 1, . . . , n such that p 0 ≥ p 1 ≥ · · · ≥ p n . Suppose that 1 ≤ i ≤ n and p j = ({s Fix N < ω and q = ({s
Extend the order < on {x ∈ F q : x ≤ b and rank(x) = β} to a linear order < ′ , say {x ∈ F q : x ≤ b and rank(x) = β} = {x 1 , . . . , x n } with
Using the method in the proof of Lemma 2.3 along the order < ′ , extend q to q * so that |t . This is possible because a is not below b and so t q a is never extended through this process.
Next, extend the order < on {y ∈ F q * : y ≤ a and rank(y) = α} to a linear order < ′ , say {y ∈ F q * : y ≤ a and rank(y) = α} = {y 1 , . . . , y m } with y 1 < ′ · · · < ′ y m−1 < ′ y m = a. Again, as in the proof of Lemma 2.3, we extend q * to p so that |t For a ∈ Q, let E a = E cα,da where α = rank(a).
