Abstract This paper deals with subdivision depth computation technique for n-ary subdivision curves/surfaces. This technique also includes error bound evaluation technique for n-ary subdivision curves/surfaces with their control polygon. Both techniques provide error control tools in subdivision schemes.
points inserted at level k + 1 between two consecutive points from level k is called arity of the scheme. In the case when number of points inserted are 2, 3, . . . , n the subdivision schemes are called binary, ternary, . . . , n-ary, respectively. For more details on n-ary subdivision schemes, we may refer to [8] , Jian-ao Lian [6, 7] , thesis of Aspert [1] , Ko [5] , and Najma [12] .
Although subdivision schemes have become important in recent years because they provide a precise and efficient way to describe smooth curves/surfaces, however, little has been done in the area of error control for n-ary subdivision curves/surfaces. The investigation of error control raises two questions [4] :
• How well the control polygon approximates the limit curve? • How many subdivision steps are needed to satisfy a userspecified error tolerance?
For given error tolerance, the subdivision levels performed on the initial control polygon, so that the error/distance between the resulting control polygon and the limit curve/ surface would be less than the error tolerance is called subdivision depth.
A subdivision depth and error bound based on forward differences of control points have been presented by [2-4, 9-11, 17] , while the methods [13] [14] [15] [16] are based on eigenanalysis. But nothing in this area has been done for more general n-ary subdivision curves/surfaces yet. In this paper, we will answer the above said questions and present a subdivision depth computation technique based on error bounds for n-ary subdivision curves/surfaces.
It is notified that the increase in arity offers greater freedom than offered by low arity subdivision curve/surface in terms of coefficients. Higher arity curves/surfaces allow a range of different behaviors than the lower arity curves/ surfaces. Ko [5] notified that subdivision curves/surfaces with higher arity results in higher smoothness and approximation order but smaller in support, which makes it more practical in use. It is also noticed that higher arity curves/surfaces have slightly lower computational cost than lower arity curves/ surfaces. This discussion motivates us to calculate error bound and depth for higher arity subdivision curves/surfaces, i.e., in general for n-ary subdivision curves/surfaces. Our method is the generalization of Mustafa et al. [3, 9, 10] . The paper is arranged as follows.
Section 2 is devoted for basic definitions and notations. In Sects. 3 and 4, we have computed subdivision depth for n-ary subdivision curves and n-ary subdivision surfaces, respectively. Section 5 presents applications of our results for n-ary subdivision curve and surfaces. Conclusion and future research directions are given in Sect. 6. The typical mathematical proofs and tables are placed in Appendices A, B, C, and D for a transparent presentation of the paper.
Definitions and notations

n-ary subdivision curve
Given a sequence of control points p k i ∈ R N , i ∈ Z, N > 1, where the upper index k > 0 indicates the subdivision level. n-ary subdivision curve [1] is defined by
where m > 0 and
The set of coefficients {a α,j , α = 0, 1, . . . , n − 1} m j =0 is called subdivision mask. Given initial values p 0 i ∈ R N , i ∈ Z. Then in the limit k → ∞, the process (1) defines an infinite set of points in R N . The sequence of control points {p k i } is related, in a natural way, with the diadic mesh points 
. . , n − 1. Labeling of old and new points is shown in Fig. 1 which illustrates subdivision scheme (1).
n-ary subdivision surface
Given a sequence of control points p k i,j ∈ R N , i, j ∈ Z, N ≥ 2, where the upper index k ≥ 0 indicates the subdivision level. n-ary subdivision surface is tensor product of (1) 
where a α,r satisfies (2). Given initial values p 0 i,j ∈ R N , i, j ∈ Z, then in the limit k → ∞, the process (3) defines an infinite set of points in R N . The sequence of values {p k i,j } is related, in a natural way, with the diadic mesh points 
Subdivision depth
Given control polygon of n-ary subdivision curve/surface and an error tolerance ε, if we subdivide control polygon k times so that the error between resulting polygon and subdivision curve/surface is smaller than ε, then k is called subdivision depth of subdivision curve/surface with respect to ε.
Notations
Here, we settle some notations for fair reading of this paper. Assume 
Also, 
Assume
Furthermore, suppose
3 Depth for n-ary subdivision curves
In this section, we find subdivision depth for n-ary subdivision curves. Moreover, we prove that error bounds for binary, ternary, and quaternary subdivision curves [3, 9, 10] are special cases of our bounds.
Lemma 1 Given initial control polygon p
where χ , δ 1 , γ, and N k α are defined by (4), (5), (8) , and (13), respectively.
Proof is given in Appendix A.
Lemma 2 Given initial control polygon p
be defined recursively by subdivision process (1) together with (2) . Suppose P k is the piecewise linear interpolant to the values p k i and P ∞ is the limit curve of the process (1) . If δ 1 < 1, then the error bound between limit curve and its control polygon after k-fold subdivision is
where χ , δ 1 and γ are defined by (4), (5), and (8), respectively.
Proof Let . ∞ denote the maximum norm. Since the maximum difference between P k+1 and P k is attained at a point on the (k + 1)th mesh, we have
where N k α is defined by (13) . From (17) and (19), we get
where χ , δ 1 and γ are defined by (4), (5), and (8), respectively. Triangle inequality yields (18). This completes the proof.
Remark 1 Theorem 1 in [10] , Theorem 2.1 in [9] , and Theorem 2.1 in [3] designed to estimate error bound for binary, ternary, and quaternary subdivision curves, respectively (i.e., each edge is divided in 2, 3, and 4 subedges, respectively). But for the higher arity subdivision curves, such as for n = Now we offer the computational formula of subdivision depth for n-ary subdivision curves.
Theorem 1 Let k be subdivision depth and let d k be the error bound between n-ary subdivision curve P ∞ and its
Proof From (18), we have
This implies, for arbitrary given ε > 0, when subdivision depth k satisfies the following inequality
This completes the proof.
Depth for n-ary subdivision surfaces
In this paragraph, we compute subdivision depth for n-ary subdivision surfaces. Moreover, we show that results of error bounds for binary, ternary, and quaternary subdivision surfaces [3, 9, 10] are special cases of our result. Here, we need following lemmas for Theorem 2. The proof of first two lemmas are shown in Appendices B and C, respectively.
Lemma 3 Given initial control polygon p
where δ 2 , Δ k i,j,t , t = 1, 2, 3 are defined by (6) and (15), respectively.
Lemma 4 Given initial control polygon p
. . , n − 1 are defined by (6) , (9)- (11), (14) and (15) .
Lemma 5 Given initial control polygon p
0 i,j = p i,j , i, j ∈ Z, let the values p k i,j , k ≥ 1
be defined recursively by subdivision process (3) together with (2). Suppose P k is the piecewise linear interpolant to the values p k
i,j and P ∞ is the limit surface of the subdivision process (3) . If δ 2 < 1, then the error bound between the limit surface and its control polygon after k-fold subdivision is
where δ 2 and ϑ are defined by (6) and (16), respectively.
Proof Let . ∞ denote the uniform norm. Since the maximum difference between P k+1 and P k is attained at a point on the (k + 1)th mesh, we have
where M k α,β is defined by (14) . Using (21) and (23), we get
where δ 2 and ϑ are defined by (6) and (16), respectively. By triangle inequality, we get (22). This completes the proof.
Remark 2 Theorem 7 in [10] , Theorem 3.2 in [9] , and Theorem 3.3 in [3] designed to estimate error bound for binary, ternary, and quaternary subdivision surfaces, respectively (i.e., each face is divided in 4, 9, and 16 subfaces, respectively). But for the higher arity subdivision surfaces, such as for n = 5, 6, . . . (when each face is divided in 5 2 , 6 2 , . . . subfaces), error estimates are not feasible by existing results. Since estimation of error bound for n-ary subdivision surfaces is quite necessary in these cases, therefore, our Lemma 5 gives error bound of all arities subdivision schemes. Here, we also mention that [6, Theorem 7] , [ 
Here, we suggest the computational formula of subdivision depth for n-ary subdivision surfaces.
Theorem 2 Let
Proof From (22), we have
Applications
Error bound and depth of n-ary interpolating subdivision curves
In this section, we estimate the error bound and subdivision depth of following (2b + 2)-point n-ary interpolating subdivision curve [12] where 2, 3 , . . . . and n stands for n-ary interpolating subdivision curve, i.e., n = 2, 3, 4, . . . stands for binary, ternary, quaternary, and so on, respectively.
A four tile triangular curve generated by (24) for n = 5 is shown in Fig. 3(a) . Its error bounds and subdivision depth are shown in Appendix D in Tables 1 and 2 , respectively. In these tables, we have also shown the error bounds and depth of different arity interpolating subdivision curves by using Lemma 2 and Theorem 1 with χ = 0.1. Its error is also explained by Fig. 5(a) .
Error bound and depth of n-ary approximating subdivision curves
In this section, we estimate the error bound and subdivision depth of following (2b + 2)-point n-ary approximating subdivision curve [12] 
where 2, 3 , . . . and n stands for n-ary approximating subdivision curve. The well-known rectangular lattice generated by (25) for n = 5 is shown in Fig. 3(b) . Its error bounds and subdivision depth are shown in Appendix D in Tables 3 and 4 , respectively. In these tables, we have also shown the error bounds and depth of different arity approximating subdivision curves by using Lemma 2 and Theorem 1 with χ = 0.1.
Error bound and depth of n-ary interpolating subdivision surfaces
By taking the tensor product of (24), we get following (2b + 2)-point n-ary interpolating subdivision surface
where 2, 3 , . . . . and n stands for n-ary interpolating subdivision surface. Figure 4 is generated by (26) for n = 5, its error bound and depth are shown in Appendix D in Tables 5 and 6 , re- Fig. 4 Here, (a), (c) present control polygons and (b), (d) present 1st subdivision level of control polygon using quinary (i.e., n = 5) interpolating subdivision surface spectively. By using Lemma 5 and Theorem 2 with χ = 0.1, we get the error bound and depth for other arity interpolating subdivision surfaces, also shown in these tables.
Error bound and depth of n-ary approximating subdivision surfaces
By taking the tensor product of (25), we get following (2b + 2)-point n-ary approximating subdivision surface
where s 1 , s 2 = 0, 1, 2, . . . , n−1, b = 1, 2, 3, . . . and n stands for n-ary approximating subdivision surface. The error bounds and subdivision depth for approximating surfaces (27) are shown in Appendix D in Tables 7 and 8 , respectively. Its error is also explained by Fig. 5(b) .
Conclusion and future work
We have computed subdivision depth based on error bounds for more general n-ary subdivision schemes. Furthermore, we have shown that error bounds for binary, ternary, and quaternary subdivision schemes [3, 9, 10] are special cases of our bounds. The authors are looking, as a future work, to extend the computational techniques of subdivision depth for n-ary subdivision schemes over volumetric models. Proof From (1) and (2) for α = 0, 1, . . . , n − 1, we obtain
whereã α,j is defined by (12) .
By (1), (2), and induction on m for β = 0, 1, . . . , n − 1, we get
where b β,j is defined by (7) . It follows from (12), (13), and (28) that
Using (29) recursively gives
By (30) and (31) we get (17) . This completes the proof.
Appendix B: Proof of Lemma 3
Proof From (2), (3), and using similar approach as we did for (29), we obtain 
where b β,r is defined by (7) and α, β = 0, 1, . . . , n − 1. Now using (32) recursively together with notations defined by (15) From (6) and the above inequality, we get
Again using (33) recursively and by utilizing (6) and (15), we have
Similarly, using (34) and (35) recursively together with (6) and (15),
Appendix C: Proof of Lemma 4
Proof From (2) and (3), we get 
Similarly,
Substituting these summations into (36) then by (14), we obtain 
Similarly from (2), (3), and (14) for α, β = 0, 1, . . . , n − 1 (where α and β are not zero at the same time), we obtain 
whereã α,s is defined by (12) .
Using (6) Utilizing notations (9)- (11), (14) , and (15), we get (21). This completes the proof. 
Appendix D: Tables
