All relevant data are within the manuscript and its Supporting Information files.

1 Introduction {#sec001}
==============

When using quantitative models to explore biological or physical phenomena, it is crucial to be able to estimate parameters of these models and account appropriately for uncertainty in both the parameters and model predictions. Bayesian statistics offers a wealth of tools in this regard \[[@pone.0236954.ref001], [@pone.0236954.ref002]\]. Bayes' theorem gives us that the posterior, *p*(*θ*\|**y**), of parameters, *θ*, given data, **y**, is proportional to the prior, *π*(*θ*), on the parameters multiplied by the likelihood, *p*(**y**\|*θ*), of data, **y**, given those parameters: *p*(*θ*\|**y**) ∝ *p*(**y**\|*θ*)*p*(*θ*). The prior represents our beliefs about the parameters prior to observing the data, the likelihood gives the probability of observing the data, given a certain set of parameters, and these result in the posterior, which returns updated beliefs about the parameters after having observed the data.

However, much of the current theory surrounding the generation of posterior distributions for parameter inference relies on being able to evaluate the likelihood of the data given the parameters of a model. In practice, for a large class of mechanistic models the likelihood is not tractable, either due to computational or analytical complexity. Therefore, the use of likelihood-free methods for inference has become widespread \[[@pone.0236954.ref003]\]. These likelihood-free methods include indirect inference \[[@pone.0236954.ref004]\], synthetic likelihoods \[[@pone.0236954.ref005], [@pone.0236954.ref006]\], and expectation propagation \[[@pone.0236954.ref007]\]. Markov Chain Monte Carlo (MCMC) methods for doubly intractable distributions with parameter dependency in the normalizing constant have been developed \[[@pone.0236954.ref008], [@pone.0236954.ref009]\] using auxiliary variable methods, and these provide exact inference. Multiple Try Metropolis methods \[[@pone.0236954.ref010], [@pone.0236954.ref011]\] can improve mixing properties by comparing multiple reference draws at once and these methods offer an implicit approximation of the marginal likelihood. Similarly, pseudo-marginal MCMC and particle Markov Chain Monte Carlo (pMCMC) methods \[[@pone.0236954.ref012]--[@pone.0236954.ref016]\] provide exact inference for intractable distributions including state space models. However, pMCMC methods often have extremely low acceptance rates and poor mixing properties. Methods to mitigate these issues include the use of noisy Monte Carlo methods \[[@pone.0236954.ref017], [@pone.0236954.ref018]\], but these no longer provide exact inference, and correlating the pseudorandom numbers used to estimate the likelihood \[[@pone.0236954.ref019]\]. The focus of this work, however, will be on one of the most popular methods for likelihood-free inference, approximate Bayesian computation (ABC) \[[@pone.0236954.ref020]--[@pone.0236954.ref025]\], which has been widely adopted due to its ease of understanding and implementation.

1.1 Approximate Bayesian computation {#sec002}
------------------------------------

Suppose we wish to infer a posterior distribution over parameters *θ* of a generative model such that we can simulate from **x** ∼ *f*(**x**\|*θ*). In ABC, parameters *θ* are drawn from a prior, *π*(*θ*), and data, **x\***, is simulated from the generative model using those parameters, such that **x\*** ∼ *f*(**x**\|*θ*). The distance between the simulated dataset, **x\***, and the real data, **y**, is calculated using a distance function *d*(**x\***, **y**). If this distance is less than a certain tolerance, *ϵ*, then the parameters *θ* can be accepted into the approximate posterior sample. Choice of the tolerance *ϵ* can be avoided, to some extent, by simulating a large number, *N*, of parameter samples and datasets, calculating the corresponding distances for these and accepting the proportion *α* that lie closest to the real data \[[@pone.0236954.ref026], [@pone.0236954.ref027]\]. We will use this approach in this work.

ABC can be viewed as providing a regular Bayesian analysis, but with an approximation to the likelihood function of the form \[[@pone.0236954.ref028]\]: $$\begin{array}{r}
{p_{\text{ABC}}\left( \mathbf{y} \middle| \theta \right) = \int 1\left\lbrack d\left( \mathbf{x},\mathbf{y} \right) \leq \epsilon \right\rbrack p\left( \mathbf{y} \middle| \theta \right)d\mathbf{x},} \\
\end{array}$$ where *p*~ABC~(**y**\|*θ*) is the ABC approximation of the likelihood, and *p*(**y**\|*θ*) is the exact likelihood. The quality of the approximation depends on the choice of tolerance, *ϵ*, and distance function *d*(**x**, **y**).

In cases where the prior and posterior distributions are very different, the rejection sampling version of ABC described above can have very low acceptance rates. Algorithm 1 summarizes how samples from an approximate posterior can be generated via a more efficient version of ABC using sequential Monte Carlo (SMC) techniques, known as ABC-SMC \[[@pone.0236954.ref029]--[@pone.0236954.ref031]\]. Importance sampling is used iteratively so that instead of sampling repeatedly from the prior, parameters are sampled from an approximate posterior at each generation of the algorithm. A weight must be given to each sample to correct for the fact that it is not drawn from the prior.

**Algorithm 1** ABC-SMC

1: **for** *t* = 1 to *T* **do**

2:  Set *i* = 1.

3:  **while** *i* ≤ *N* **do**

4:   **if** t==1 **then**

5:    Sample from prior $\theta_{1}^{i} \sim \pi\left( \theta \right)$.

6:    Set weight to $v_{1}^{i} = 1/N$. Set *i* = *i* + 1.

7:   **else**

8:    Sample *θ*\* from previous population $\left\{ \theta_{t - 1}^{i} \right\}_{i = 1}^{N}$ with weights $\left\{ v_{t - 1} \right\}_{i = 1}^{N}$.

    Perturb *θ*\* to give *θ*\*\* ∼ *K*~*t*~(*θ*\|*θ*\*). If *π*(*θ*\*\*) = 0, then resample *θ*\* and repeat.

9:    Simulate dataset **x**\*^*i*^ ∼ *f*(**x**\|*θ*\*\*) and calculate distance *d*(*s*(**x**\*^*i*^), *s*(**y**)).

10:    **if** *d*(*s*(**x**\*^*i*^), *s*(**y**)) \< *ϵ*~*t*~ **then**

11:     Accept the parameters.

      Set $\theta_{t}^{i} = \theta^{**}.$

      Calculate the weight $v_{t}^{i}$ for particle $\theta_{t}^{i}$ via $$\begin{array}{r}
{v_{t}^{i} = \frac{\pi\left( \theta_{t}^{i} \right)}{\sum_{j = 1}^{N}v_{t - 1}^{j}K_{t}\left( \theta_{t - 1}^{j},\theta_{t}^{i} \right)}.} \\
\end{array}$$

12:     Set *i* = *i* + 1.

13:    **end if**

14:   **end if**

15:  **end while**

16:  Normalize the particle weights $\left\{ v_{t}^{i} \right\}_{i = 1}^{N}$.

17: **end for**

18: **return** $\left\{ \theta_{T}^{i} \right\}_{i = 1}^{N}$, $\left\{ v_{T}^{i} \right\}_{i = 1}^{N}$

Regression adjustments {#sec003}
----------------------

Post-processing methods to aid with some of the approximations of ABC have long been advocated \[[@pone.0236954.ref021]\]. Regression adjustments can correct for the relationship between parameters, θ, and summary statistics, s(x), in the sense of accounting for the imperfect match between observed and simulated data \[[@pone.0236954.ref020]\]. Further extensions include non-linear, heteroscedastic regression adjustment \[[@pone.0236954.ref032]\] and ridge regression approaches \[[@pone.0236954.ref033]\].

1.2 Role of summary statistics in ABC {#sec004}
-------------------------------------

Suppose we are interested in inferring multi-dimensional parameters for a model that we can simulate, but cannot evaluate the likelihood directly. In many practical circumstances, the data (either collected experimentally or simulated from the *in silico* model) will be very high dimensional. Such high-dimensional data poses difficulties within the ABC framework, as it is difficult to sensibly estimate when the output of a particular simulation is 'close' to the data. Even taking account of domain expertise, it can be hard to determine which features of the data are important. This issue of comparing high-dimensional data is further compounded using stochastic models where there is noise in the process model in addition to measurement noise. Repeatedly drawing from a stochastic model with the same parameter values can give vastly different outputs.

As such, it is often necessary to work with a lower-dimensional vector of summary statistics, *s*(**x**), of the data, such that we require the distance between summary statistics is less than the tolerance, *d*(*s*(**x\***), *s*(**y**)) \< *ϵ*. Examples of these summary statistics may be data points within a time series, an average transition time between different states of a system, or the moments of a certain species within a model. However, not all summary statistics are equally informative about the posterior. Common practice is to combine summary statistics based on some heuristic approach, such as weighting the contribution of each summary statistic according to its standard deviation. However, it is not clear whether these heuristic approaches result in optimal weighting of the various summary statistics available. As such, the aim of this work is to provide an automated and adaptive method for determining the weighting of available summary statistics in order to optimize the quality of the resulting posterior.

Previous work has also considered how to weight or select summary statistics for ABC. Fearnhead and Prangle \[[@pone.0236954.ref034]\] developed a popular method to find informative linear combinations of summary statistics by fitting a regression for each model parameter. The result is a reduction from the original high-dimensional set of summary statistics to a new lower dimensional set of summary statistics with the same dimensionality as the parameter space. Improved results are seen by using a pilot run of ABC to choose a subset of parameter space as a training region for the regression. Further improvements are obtained by extending the vector of summary statistics by concatenating with a non-linear transformation of the same summary statistics, *s*(**x**) = (*s*, *s*^2^, *s*^3^, *s*^4^), where *s* is a given vector of summary statistics and the superscripts indicating raising these to the given power. This method uses contributions from all of the summary statistics and should optimize the mean quadratic loss.

Other successful approaches rely on subset selection methods \[[@pone.0236954.ref035]--[@pone.0236954.ref037]\]. Joyce and Marjoram \[[@pone.0236954.ref036]\] use criteria for approximate sufficiency of a subset of statistics to test whether adding a new statistic results in a change in the posterior above a certain threshold. \[[@pone.0236954.ref037]\] minimize an information criterion based on *k* nearest neighbour entropy over all subsets of summary statistics. Barnes et al. \[[@pone.0236954.ref035]\] use an approximate sufficiency criterion to select a subset of summary statistics on which to base inference, by adding summary statistics until the Kullback-Liebler (KL) divergence between the resulting posteriors is below a threshold in order to reduce any loss of information. All of these methods seek to choose a lower dimensional subset of a given list of summary statistics. Using this lower dimensional subset increases the acceptance rate for samples in ABC by avoiding the curse of dimensionality for the data. However, the results can depend on the order in which the summary statistics (or subsets) are analysed.

Further methods rely on assigning weights to each summary statistic within the ABC distance function and considering how best to choosing these weights. Prangle \[[@pone.0236954.ref038]\] present a method for adaptively choosing summary statistic weights for ABC based on the scale of the summary statistics from the predictive distribution for summary statistics at each generation of an ABC-SMC algorithm. The median absolute deviation (MAD), a measure of spread of a statistic, is used for the scaling. All summary statistics are scaled by a measure of their spread, but if the summary statistics are not equally informative about the posterior distribution this may not be the best choice. A genetic algorithm has been used to choose the weights of different summary statistics \[[@pone.0236954.ref039]\]. This genetic algorithm attempts to optimize the mean squared error (MSE) of the posterior samples from the true parameter. Recently, Singh and Hellander \[[@pone.0236954.ref040]\] have proposed a multi-armed bandit problem approach to selecting summary statistics for ABC. Other work has avoided using summary statistics at all by considering the Wasserstein distance between full data sets \[[@pone.0236954.ref041], [@pone.0236954.ref042]\] or by using classification techniques from machine learning to discriminate between datasets \[[@pone.0236954.ref043]\], and thus choosing a classification method and features rather than a distance function and summary statistics.

In this work, we approach the problem from the point of view of finding the optimal distance function, adapted to information contained in a fixed list of known summary statistics, rather than selecting a certain subset of summary statistics. Following the perspective of ABC offering an approximation to the likelihood, as in [Eq (1)](#pone.0236954.e001){ref-type="disp-formula"}, we can consider how optimizing the choice of ABC distance function, given a set of summary statistics, can improve the approximation to the likelihood offered by ABC. We provide an automatic algorithm that adaptively selects weights for each summary statistic within the ABC distance function.

1.3 Outline {#sec005}
-----------

Our contribution in this work is to present a flexible, novel framework for improving inference with ABC by adapting the weights of different summary statistics to maximize the gain in posterior information from a dataset. This is helpful for avoiding bias and variance from redundant information in data (such as would be the case when including a summary statistic that is uncorrelated with the parameters of interest). A further advantage of our work is that it can alleviate the burden of designing and selecting summary statistics 'by hand', since a large collection of summary statistics can be used and weighted appropriately via our procedure. It is also possible to combine our framework with existing dimensionality reduction techniques for summary statistics in ABC (see Section 4.7).

We outline in Section 2 our adaptive algorithm for combining summary statistics in an ABC framework. We provide theoretical justification for the algorithm in Section 3 and demonstrate that we obtain convergence to the posterior distribution. To demonstrate the utility of our algorithm, we apply it to several test problems based on biochemical reaction networks in Section 4. We compare results of parameter inference using our algorithm against benchmark results from applying ABC-SMC using other choices of weights for the summary statistics. In Section 4.5, we evaluate the additional computational cost of our method versus the benefits it offers for parameter inference. Finally, in Section 5, we summarize the work presented in this article and compare our methodology for combining summary statistics with other techniques in the literature that are based on dimensionality reduction of a set of summary statistics.

2 An algorithm for automatic weighting of summary statistics {#sec006}
============================================================

A SMC algorithm produces a sequence of approximations that aid in moving between the prior and posterior distributions. The motivation for the method introduced here is to accelerate that movement from the prior to the posterior by maximizing the distance between the prior and the current approximation, subject to the procedure being a valid ABC-SMC algorithm.

In order to use ABC-SMC (see Algorithm 1), we must specify a function to measure the distance between simulated and real datasets. Suppose we take a weighted Euclidean distance as the ABC distance function such that $$\begin{array}{r}
{d_{\mathbf{w}}\left( s\left( \mathbf{x}_{1} \right),s\left( \mathbf{x}_{2} \right) \right) = \sum\limits_{i = 1}^{\kappa}w_{i}\left( s_{1i} - s_{2i} \right)^{2},} \\
\end{array}$$ where $s\left( \mathbf{x} \right) = \left( s_{1},\ldots,s_{\kappa} \right) \in \mathbb{R}^{\kappa}$ is a vector of summary statistics and the sum over *i* is taken over all the summary statistics considered. This distance function is a reasonable and flexible choice commonly used in the literature \[[@pone.0236954.ref044]\]. It is these distance weights, *w*~*i*~, that control how the summary statistics are combined in this case. Given simulated pairs of parameter samples and datasets, we find weights, $\mathbf{w} = \left( w_{1},\ldots,w_{\kappa} \right) \in E \subset \mathbb{R}^{\kappa}$, that maximize a distance between the prior and the posterior that represents the maximum possible gain in information about the parameters from the given data. Constructing the weights in this way allows us to account for the scale of the summary statistics, as well as their relative contribution to a posterior.

2.1 Adaption of weights {#sec007}
-----------------------

We seek to optimize the weights, **w**, so that we can place less emphasis on summary statistics that are not informative for the posterior, but also scale summary statistics appropriately so that we do not neglect to obtain information about certain parameters. We do this within the ABC-SMC framework \[[@pone.0236954.ref029]--[@pone.0236954.ref031]\] given in Algorithm 1 using the implementation outlined in \[[@pone.0236954.ref038]\]. We outline our proposed methodology in Algorithm 2.

At each generation, we search for the weights, **w**, of the distance function that maximize the distance between the prior and resulting posterior, given *N* ABC samples from the model for different *θ* values. This distance between prior and posterior gives a measure of the information gain in moving from the prior to the posterior.

2.2 Distance between distributions {#sec008}
----------------------------------

We use the Hellinger distance to measure the discrepency between the prior and approximate posterior, and so to quantify the information gained in moving towards the true posterior distribution. The Hellinger distance is defined, for distributions *P* and *Q*, with densities *p* and *q*, respectively, as $$\begin{matrix}
{H^{2}\left( P,Q \right)} & {= \frac{1}{2}\int\left( \sqrt{p\left( x \right)} - \sqrt{q\left( x \right)} \right)^{2}\,\text{d}x} \\
 & {= 1 - \int\sqrt{p\left( x \right)q\left( x \right)}\,\text{d}x.} \\
\end{matrix}$$ Alternative measures of distance between distributions such as the Euclidean distance or KL divergence can be used. In our experience, the Hellinger distance performs better than alternatives, particularly for robustly identifying relatively small differences between posterior distributions when weights are optimized, an observation that is supported by other work \[[@pone.0236954.ref045]\]. In addition, the Hellinger distance is finite when comparing distributions with different support (unlike the KL divergence). This property is desirable when comparing a broad prior with a posterior distribution where we have gained some knowledge of parameter space and can exclude certain regions.

Nearest neighbour distance estimator {#sec009}
------------------------------------

To estimate the distance between two distributions, based on samples from these distributions, we use a *k* nearest neighbour estimator \[[@pone.0236954.ref046]--[@pone.0236954.ref048]\] developed to describe a family of distances between distributions known as *α* divergences, of which the Hellinger distance is a special case. Suppose we have two probability distributions, *P* and *Q* with densities *p*(*x*), and *q*(*x*), and are interested in the distance between these. We suppose that we have some samples, *X*~1:*N*~ and *Y*~1:*N*~ from *p* and *q*. If we define *D*~*α*~(*p*\|\|*q*) = ∫*p*^*α*^(*x*)*q*^1−*α*^(*x*)d*x* for $\alpha \in \mathbb{R}$, then the Hellinger distance, which is related to the divergence *D*~*α*~ for *α* = 1/2, is defined as $$\begin{array}{r}
{D_{h}{\left( p \right\|\left. q \right)} = 1 - D_{1/2}{\left( p \right\|\left. q \right)}.} \\
\end{array}$$

The *k* nearest neighbour estimator that we use depends only on distances between observations in a sample. Let *ρ*~*k*~(*i*) be the Euclidean distance from the sample *X*~*i*~ to its *k*th nearest neighbour in *X*~1:*N*~. Similarly, let *ν*~*k*~(*i*) be the distance from *X*~*i*~ to its *k*th nearest neighbour in the samples *Y*~1:*N*~. Then the estimator \[[@pone.0236954.ref046]\] is given by $$\begin{array}{r}
{\hat{D_{\alpha}}\left( X_{1:N}\| Y_{1:N} \right) = \frac{1}{N}\sum\limits_{i = 1}^{N}\left( \frac{\left( N - 1 \right)\rho_{k}\left( i \right)}{N\nu_{k}\left( i \right)} \right)^{1 - \alpha}B_{k,\alpha},} \\
\end{array}$$ where $$\begin{array}{r}
{B_{k,\alpha} = \frac{\Gamma\left( k \right)^{2}}{\Gamma\left( k - \alpha + 1 \right)\Gamma\left( k + \alpha - 1 \right)}.} \\
\end{array}$$

At each generation of ABC-SMC we seek to find weights $\mathbf{w} \in E \subset \mathbb{R}^{\kappa}$ such that $$\begin{array}{r}
{\mathbf{w}^{*} = \underset{\mathbf{w} \in E}{\text{argmax}}\left( 1 - {\hat{D}}_{\alpha}\left( \left\{ \xi_{i} \right\}_{i = 1}^{N}\|\left\{ \theta_{i} \right\}_{i = 1}^{N} \right) \right),} \\
\end{array}$$ where $\left\{ \xi_{i} \right\}_{i = 1}^{N}$ are samples from the prior distribution, and $\left\{ \theta_{i} \right\}_{i = 1}^{N}$ are samples from the approximate posterior distribution, which depends on the summary statistic weights, **w**.

To perform the optimization in weight space in our implementation of Algorithm 2, we use a constrained nonlinear optimizer, implemented via `fmincon` in MATLAB \[[@pone.0236954.ref049]\], with multiple initializations of the optimizer. This nearest neighbour estimator is computationally intensive in high dimensions, where the high-dimensional setting corresponds to using many particles in SMC part of the adaptive ABC-SMC algorithm. In the context of ABC, the computational cost is dominated nonetheless by the expensive model simulations.

**Algorithm 2** Adaptive ABC-SMC

1: Set generation index *t* = 1. Let *M* = ⌈*N*/*α*⌉.

2: Set *i* = 1.

3: **while** *i* ≤ *M* **do**

4:  Sample from prior *θ*\*\* ∼ *π*(*θ*).

5:  Simulate dataset **x**\*^*i*^ ∼ *f*(**x**\|*θ*\*\*).

6:  Accept the parameters. Set *i* = *i* + 1.

  Set $\theta_{t}^{i} = \theta^{**}.$

  Calculate the weight $v_{t}^{i}$ for particle $\theta_{t}^{i}$ as $v_{t}^{i} = 1$.

7: **end while**

8: Let $$\begin{array}{r}
{L\left( \mathbf{w} \right) = 1 - {\hat{D}}_{1/2}\left( \left\{ \xi^{i} \right\}_{i = 1}^{N}\|\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N} \right),} \\
\end{array}$$ where $\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N}$ are the closest *N* samples when ranked according to ABC distance from the observed dataset, **y**, via *d*~**w**~(*s*(**x**^*i*\*^), *s*(**y**))).

9: Maximize *L*(**w**) as a function of summary statistic weights, **w**.

10: Keep the samples $\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N}$ corresponding to the maximum of *L*(**w**) (i.e. the maximum distance between prior and approximate posterior).

11: Normalize the particle weights $\left\{ v_{t}^{i} \right\}_{i = 1}^{N}$.

12: Calculate tolerance, *ϵ*~*t*~, as the *α* quantile of distances. Store the optimum weights $\mathbf{w}_{t}^{*}$.

13: **for** *t* = 2 to *T* **do**

14:  Set *i* = 1.

15:  **while** *i* ≤ *M* **do**

16:   Sample *θ*\* from previous population $\left\{ \theta_{t - 1}^{i} \right\}_{i = 1}^{N}$ with weights $\left\{ v_{t - 1}^{i} \right\}_{i = 1}^{N}$.

17:   Perturb *θ*\* to give *θ*\*\* ∼ *K*~*t*~(*θ*\|*θ*\*). If *π*(*θ*\*\*) = 0, resample *θ*\* and repeat.

18:   Simulate dataset **x**\*^*i*^ ∼ *f*(**x**\|*θ*\*\*).

19:   **if** $d_{\mathbf{w}_{j}^{*}}\left( s\left( \mathbf{x}^{i*} \right),s\left( \mathbf{y} \right) \right) < \epsilon_{j}$ for all *j* \< *t* **then**

20:    Accept the parameters.

     Set $\theta_{t}^{i} = \theta^{**}.$

     Calculate the weight $v_{t}^{i}$ for particle $\theta_{t}^{i}$ as $$\begin{array}{r}
{v_{t}^{i} = \frac{\pi\left( \theta_{t}^{i} \right)}{\sum_{j = 1}^{M}v_{t - 1}^{j}K_{t}\left( \theta_{t - 1}^{j},\theta_{t}^{i} \right)}.} \\
\end{array}$$

21:   **end if**

22:   Set *i* = *i* + 1.

23:  **end while**

24:  Let $$\begin{array}{r}
{L\left( \mathbf{w} \right) = 1 - {\hat{D}}_{1/2}\left( \left\{ \xi^{i} \right\}_{i = 1}^{N}\|\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N} \right),} \\
\end{array}$$  where $\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N}$ are the closest *N* samples when ranked according to ABC distance from the observed dataset, **y**, via *d*~**w**~(*s*(**x**^*i*\*^), *s*(**y**)).

25:  Maximize *L*(**w**) as a function of summary statistic weights, **w**.

26:  Keep the samples $\left\{ \theta_{t}^{i} \right\}_{i = 1}^{N}$ corresponding to the maximimum of *L*(**w**) (i.e. the maximum distance between prior and approximate posterior).

27:  Normalize the particle weights $\left\{ v_{t}^{i} \right\}_{i = 1}^{N}$.

28:  Calculate tolerance, *ϵ*~*t*~, as the *α* quantile of distances. Store the optimum weights $\mathbf{w}_{t}^{*}$.

29: **end for**

30: **return** $\left\{ \theta_{T}^{i} \right\}_{i = 1}^{N}$, $\left\{ v_{T}^{i} \right\}_{i = 1}^{N}$

3 Theoretical justification {#sec010}
===========================

In the following, we demonstrate that by using the nearest neighbour estimator, we can obtain optimum weights that maximize the distance between the prior and approximate posterior. Furthermore, we show by using standard arguments that the adaptive ABC-SMC algorithm given by Algorithm 2 will converge to the correct ABC posterior distribution.

3.1 Convergence of the nearest neighbour estimator {#sec011}
--------------------------------------------------

The estimator we use is a *k* nearest neighbour estimator relying only on distances between observations in a sample, as described above in Section 2.2. With this nearest neighbour estimator, [Eq (2)](#pone.0236954.e019){ref-type="disp-formula"}, under conditions on *p* and *q*, we have *L*~2~ convergence of the estimator \[[@pone.0236954.ref046]\] and this ensures that, in the limit of more samples, estimates of the distance between *p* and *q* will become more concentrated around the true distance, such that optimizing the estimate of the distance will give the true optimum, **w**\*. We note that although the Hellinger distance, *D*~*h*~(*p*\|\|*q*), is symmetric in *p* and *q*, the estimator above in [Eq (2)](#pone.0236954.e019){ref-type="disp-formula"} is not. By using the estimator from [Eq (2)](#pone.0236954.e019){ref-type="disp-formula"} and choosing *q* as the distribution that depends on the weights, **w**, we are able to make strong assumptions about *p* independent of the weights, **w**, and make weaker assumptions about *q*. In the context of our algorithm for ABC, this allows us to treat *p* as the prior and *q* as the approximate posterior distribution.

**Theorem 1**. *Suppose that k* ≥ 2 *and that* $\mathcal{M} = supp\left( p \right)$. *Assume that* (a)*q is bounded above*,(b)*p is bounded away from zero*,(c)*p is uniformly Lebesgue approximable*,(d)∃*δ*~0~ *such that* ∀*δ* ∈ (0, *δ*~0~) $$\begin{array}{r}
{\int_{\mathcal{M}}H\left( x,p,\delta,1/2 \right)p\left( x \right)\text{d}x < \infty,} \\
\end{array}$$ *where H*(*x*, *p*, *δ*, *ψ*) = $$\begin{array}{r}
{\sum\limits_{j = 0}^{k - 1}\left( \frac{1}{j!} \right)^{\psi}\Gamma\left( \frac{1}{2} + j\psi \right)\left( \frac{p\left( x \right) + \delta}{p\left( x \right) - \delta} \right)^{j\psi}\left( p\left( x \right) - \delta \right)^{- \frac{1}{2}}} \\
{\left( \left( 1 - \delta \right)\psi \right)^{- \frac{1}{2} - j\psi}.} \\
\end{array}$$(e)$\int_{\mathcal{M}}\left\| x \right. - \left. y \right\|^{\gamma}p\left( y \right)\text{d}y < \infty$ *for almost all* $x \in \mathcal{M}$, $\int\int_{\mathcal{M}^{2}}\left\| x \right. - \left. y \right\|^{\gamma}p\left( y \right)p\left( x \right)\text{d}y\text{d}x < \infty$,(f)$E \subset \mathbb{R}^{\kappa}$ *is compact*,(g)*a unique* **w**\* ∈ *E maximizes D*~*h*~(*p*\|\|*q*^(**w**)^).*Then* $$\begin{array}{r}
{\lim\limits_{N\rightarrow\infty}\mathbb{P}\left( \operatorname{error}\limits_{w \in E}{\hat{D}}_{h}\left( X_{1:N}{||}Y_{1:N}^{(\mathbf{w})} \right) = \mathbf{w}^{*} \right) = 1.} \\
\end{array}$$

*Proof*. See [S1 File](#pone.0236954.s001){ref-type="supplementary-material"} for details.

The proof of Theorem 1 relies on results from \[[@pone.0236954.ref046]\] showing *L*~2~ consistency of the nearest neighbour estimator, which ensures that the estimates of the distance between *p* and *q* become more concentrated around the true values as more samples are used. This requires the construction of an integrable function as a bound such that Lebesgue's dominated convergence theorem can be applied. Most of the conditions on *p* and *q* are to ensure that this all holds. We assume that the space of ABC distance weights, *E*, is compact. In practice this is not a problem, since we can work with a constrained optimization problem and assume that the summary statistic weights lie within a large but finite region. Although there are several conditions on the prior distribution, *p*, most reasonable choices of prior distribution will satisfy these, and only a single condition on the approximate posterior distribution, *q*, is assumed. In the limit of having more samples from the distributions *p* and *q*^(**w**)^, selecting summary statistic weights, **w**, based on optimizing the estimate from ${\hat{D}}_{h}$ will converge to give the true optimum, **w**\*, of this distance between distributions.

3.2 Convergence of adaptive ABC-SMC {#sec012}
-----------------------------------

We demonstrate here that Algorithm 2 converges to the correct target distribution by using arguments from \[[@pone.0236954.ref038]\].

**Theorem 2** \[[@pone.0236954.ref038]\]

*Suppose that the following conditions hold*: (a)$\theta \in \mathbb{R}^{\lambda}\, s\left( \mathbf{x} \right) \in E \subset \mathbb{R}^{\kappa}$ *and these random variables have joint density π*(*θ*, *s*(**x**)) *with respect to the Lebesgue measure*;(b)*the sets* $A_{t} = \left\{ s\left( \mathbf{x} \right)\, \middle| \, d_{\mathbf{w}_{t}^{*}}\left( s\left( \mathbf{x} \right),s\left( \mathbf{y} \right) \right) < \epsilon_{t} \right\}$ *are Lebesgue measureable, where* $\mathbf{w}_{t}^{*}$ *are the optimal weights at generation t, and ϵ*~*t*~ *are the tolerances at each generation*;(c)*π*(*s*(**y**)) \> 0;(d)lim~*t*\ →\ ∞~ *m*(*A*~*t*~) = 0, *where m*(⋅) *represents Lebesgue measure*;(e)*the sets A*~*t*~ *have bounded eccentricity. That is for any A*~*t*~, ∃ *a ball B*~*t*~ = {*s*(**x**)\|\|\|*s*(**x** − *s*(**y**)\|\|~2~ ≤ *r*~*t*~} *about s*(**y**) *with radius r*~*t*~ *such that A*~*t*~ ⊂ *B*~*t*~ *and m*(*A*~*t*~) ≥ *cm*(*B*~*t*~), *where* \|\|⋅\|\| *is the Euclidean or L*~2~ *norm and c* \> 0 *is a constant*.*Then the posterior approximations converge*: $$\begin{array}{r}
{{\underset{t\rightarrow\infty}{\text{lim}}p_{\text{ABC},t}\left( \theta \middle| s\left( \mathbf{y} \right) \right) = p\left( \theta \middle| s\left( \mathbf{y} \right) \right)\,\,\, for\mspace{720mu} almost}\mspace{720mu} all\mspace{720mu}\left( \theta,s\left( \mathbf{y} \right) \right),} \\
\end{array}$$ *where p*~ABC*,t*~(*θ*\|*s*(**y**)) *is the ABC posterior defined as* $$\begin{array}{r}
{p_{\text{ABC},t}\left( \theta \middle| s\left( \mathbf{y} \right) \right) \propto \int p\left( s \middle| \theta \right)\pi\left( \theta \right)1\left\lbrack d_{\mathbf{w}_{t}^{*}}\left( s\left( \mathbf{x} \right),s\left( \mathbf{y} \right) \right) \leq \epsilon_{t} \right\rbrack\, d\mathbf{x}.} \\
\end{array}$$

*Proof*. See [S1 File](#pone.0236954.s001){ref-type="supplementary-material"} for details.

Similarly to \[[@pone.0236954.ref038]\], we can take $A_{t} = \left\{ s\left( \mathbf{x} \right)\, \middle| \, d_{\mathbf{w}_{t}^{*}}\left( s\left( \mathbf{x} \right),s\left( \mathbf{y} \right) \right) < \epsilon_{t}\,\text{for}\mspace{720mu}\text{all}\mspace{720mu} i \leq t \right\}$ as the acceptance region for Algorithm 2, which ensures that *m*(*A*~*t*~) is decreasing in *t*. This acceptance region is not guaranteed to converge to zero under all circumstances due to model misspecification or particles becoming trapped in the wrong mode of a multimodal posterior within the SMeC algorithm. However, these are issues that equally affect the conventional ABC-SMC algorithm, as discussed in \[[@pone.0236954.ref038]\]. The bounded eccentricity condition is ensured for the scaled Euclidean distance in Algorithm 2 by using weights **w** ∈ *E* with compact support, since the weights will be bounded by a maximum upper bound at each generation. Thus the conditions for convergence of Algorithm 2 are essentially the same as those for convergence of standard ABC-SMC algorithms, provided that the weights considered in the distance function have compact support.

4 Examples {#sec013}
==========

We apply the adaptive ABC-SMC algorithm for weighting of summary statistics to a variety of test problems, including toy models and problems based on different chemical reaction networks. The dynamics of these networks are simulated stochastically using Gillespie's direct method \[[@pone.0236954.ref050]\], which allows trajectories to be sampled directly from the model. The summary statistics collected for each of the chemical reaction network problems are in the form of a time series, to imitate data that could be collected from a biological experiment. For some of these models it is possible to solve for the likelihood analytically, and we show comparisons with exact posterior distributions sampled via MCMC. However, for some of the more complex, but more biologically realistic, test problems, the likelihood is very computationally expensive to compute and the exact posterior distribution is not available.

To demonstrate the effectiveness of taking a flexible choice of distance weights, we make two comparisons. Firstly, we compare results obtained using Algorithm 2 to those generated using a uniform choice of weights: *w~i~* = 1 ∀*i*. Secondly, we compare to results generated using weights that scale with each summary statistic, as in the method of \[[@pone.0236954.ref038]\]. For this method, we use *w~i~* = 1/*σ~i~* ∀*i*, where *σ*~*i*~ is the MAD of the given summary statistic based on simulations from a given generation of ABC-SMC. We show approximate posterior distributions produced by each method for choosing weights. For the tractable test problems considered, we compute the MSE, Hellinger distance between prior and approximate posterior, and Hellinger distance between approximate posterior and exact posterior sampled via MCMC, all averaged over 40 repeats of Algorithm 2.

We note that a table summarising the parameters used in the implementation of all the test problems can be found in [S1 File](#pone.0236954.s001){ref-type="supplementary-material"}. For the *k* nearest neighbour estimator, *k* = 5 is used throughout, as recommended by previous work \[[@pone.0236954.ref047]\].

4.1 Uniform toy model {#sec014}
---------------------

We consider a tractable toy problem with a sufficient statistic to illustrate our method. We observe $$\begin{array}{r}
{x_{i} \sim \text{Unif}\left( \left\lbrack 0,\theta \right\rbrack \right),} \\
\end{array}$$ for *i* = 1, ..., *r*. In this case, the maximum of the observed values is a sufficient statistic, *s*(**x**) = max~*i*~ *x*~*i*~. We input into Algorithm 2 the full vector of data points sorted in ascending order, such that the summary statistics are the order statistics of the sample *s*(**x**) = (*x*~(1)~, ..., *x*~(*r*)~). We can sample the true posterior distribution *p*(*θ*\|*s*(**y**)) directly via (likelihood-based) MCMC and compare to the approximations obtained via ABC.

Here in [Fig 1](#pone.0236954.g001){ref-type="fig"} we show marginal posterior distributions generated using uniform weights, weights scaled with the MAD of each summary statistic via the adaptive method of Prangle \[[@pone.0236954.ref038]\], and adaptively chosen weights via the method outlined in Algorithm 2. The results indicate that the method in Algorithm 2 is able to produce a higher quality approximation of the posterior for a given number of parameter samples compared to other methods of weighting the summary statistics. The true parameter is *θ* = 10, a prior uniform on the logarithm of the parameters over the interval \[10^0^, 10^2^\] was used, and *r* = 10 samples of the uniform model were used as the dataset.

![Posterior for parameter *θ* of the uniform toy model for different weights in the ABC distance function.\
The posterior distribution for parameter *θ* of the uniform toy model for different weights in the ABC distance function is shown in (a). ABC-SMC was used to provide estimates of the posterior, with 10 generations and *N* = 2, 000 particles at each generation with the posterior constructed from the closest 50% of the simulations (*α* = 0.5). Metrics to evaluate the performance of Algorithm 2 are shown in (b), (c), and (d) as *N* varies resulting in different total numbers of simulations from the model. Results are averaged over 40 repeated runs. In (b), is shown the Hellinger distance from the prior to approximate posterior distribution, which is maximized directly within Algorithm 2. In (c), the Hellinger distance from the approximate posterior to the exact posterior distribution (as sampled via MCMC) is displayed. A lower value of this distance indicates a better approximation to the posterior. In (d), the MSE from the approximate posterior mean to the exact posterior mean is shown. The orange, yellow and light purple lines show the scaled, uniform and adaptive methods, respectively. For comparison as a gold standard for this problem, the dark purple line shows the posterior obtained with MCMC using the exact likelihood without any ABC approximation. The true parameter value used to simulate the observed data is indicated by the vertical dashed black line.](pone.0236954.g001){#pone.0236954.g001}

4.2 Bimodal model {#sec015}
-----------------

Although distances between distributions can be intuitive for unimodal Gasussian-like distributions, we want to ensure our method is robust to multimodal posterior distributions. The benefit of using a general distance measure like the Hellinger distance is that it is well suited to quantifying distance between such general distributions. In this second example, we aim to infer $\theta = \left( \theta_{1},\theta_{2} \right) \in \mathbb{R}^{2}$ based on observations $$\begin{array}{r}
{s\left( \mathbf{x} \right) \sim N\left( \begin{pmatrix}
{\sin\left( \theta_{1} \right)} \\
{\sin\left( \theta_{2} \right)} \\
\end{pmatrix},\, 0.1^{2}I_{2} \right).} \\
\end{array}$$ We take a prior distribution for *θ*~1~ and *θ*~2~ uniform on \[0, 2*π*\]. We suppose that we observe $s\left( \mathbf{y} \right) = \left( \sqrt{2}/2, - \sqrt{2}/2 \right)$, which leads to four distinct modes of a multimodal posterior distribution in two dimensions. As shown in [Fig 2](#pone.0236954.g002){ref-type="fig"}, the adaptive method is robust to multimodal posterior distributions and is competitive with the other methods considered. There are added complications in evaluating the quality of an approximation to a multimodal posterior distribution, since several distinct regions of parameter space can equally well explain the observed data. Using the symmetry of the posterior, we measure MSE by distance of the approximate posterior mean from (*π*/2, *π*/2) at the centre of the four modes.

![Posterior for parameters *θ* of the bimodal toy model for different weights in the ABC distance function.\
The posterior distribution for parameters *θ* = (*θ*~1~, *θ*~2~) of the bimodal toy model for different weights in the ABC distance function is shown in (a) and (b). ABC-SMC was used to provide estimates of the posterior, with *T* = 10 generations and *N* = 2, 000 particles at each generation with the posterior constructed from the closest 50% of the simulations (*α* = 0.5). Metrics to evaluate the performance of Algorithm 2 are shown in (c), (d), and (e) as *N* varies resulting in different total numbers of simulations from the model. Results are averaged over 40 repeated runs. In (c), is shown the Hellinger distance from the prior to approximate posterior distribution. In (d), the Hellinger distance from the approximate posterior to the exact posterior distribution is displayed. In (e), the MSE from the approximate posterior mean to the point (*π*/2, 3*π*/2) is shown. The orange, yellow and light purple lines show the scaled, uniform and adaptive methods, respectively. For comparison as a gold standard for this problem, the dark purple line shows the posterior obtained with MCMC using the exact likelihood without any ABC approximation. The true parameter value used to simulate the observed data is indicated by the vertical dashed black line.](pone.0236954.g002){#pone.0236954.g002}

4.3 Dimerization system {#sec016}
-----------------------

To examine a system with multiple scales, we consider also a dimerization system, which undergoes a fast initial transient followed by slower subsequent dynamics \[[@pone.0236954.ref051]\]. This system provides a more biologically realistic example with higher dimensional parameter and summary statistic spaces. The dimerization system consists of the following reactions: $$\begin{array}{rcl}
R_{1} & : & {\mspace{600mu}\mspace{600mu}{S_{1}\overset{k_{1}}{\rightarrow}\varnothing};} \\
R_{2} & : & {\mspace{600mu}\mspace{600mu}{S_{2}\overset{k_{2}}{\rightarrow}S_{3}};} \\
R_{3} & : & {\mspace{600mu}\mspace{600mu}{S_{1} + S_{1}\overset{k_{3}}{\rightarrow}S_{2}};} \\
R_{4} & : & {\mspace{600mu}\mspace{600mu}{S_{2}\overset{k_{4}}{\rightarrow}{S_{1} + S_{1}}.}} \\
\end{array}$$

We take initial conditions *S*~1~(0) = 10^5^, *S*~2~(0) = 0, *S*~3~(0) = 0 and consider an observational time period of \[0, 100\] with *n* = 8 geometrically spaced observations (to capture the multiple timescales present), without observational noise. For the dimerization system, we take the time series *s*(**x**) = \[*S*~1~(*t*~0~), ..., *S*~1~(*t~n~*), *S*~2~(*t*~0~), ..., *S*~2~(*t~n~*), *S*~3~(*t*~0~), ..., *S*~3~(*t~n~*)\] as summary statistics and infer the four-dimensional parameter *θ* = (*k*~1~, *k*~2~, *k*~3~, *k*~4~). We note that for a choice of parameter *θ*\* = (1, 0.04, 0.002, 0.5), and the given initial conditions, we obtain a fast decay of species *S*~1~ and accumulation of species *S*~2~, followed by a slower decay of *S*~2~ and accumulation of *S*~3~ (see [Fig 3(a)](#pone.0236954.g003){ref-type="fig"}).

![Posteriors for parameters *θ* of the dimerization system for different weights in the ABC distance function.\
Posteriors for parameters *θ* = (*k*~1~, *k*~2~, *k*~3~, *k*~4~) in the dimerization system for different weights in the ABC distance function. ABC-SMC was used with 10 generations and *N* = 2000 particles at each generation with the posterior constructed from the closest 50% of the simulations (*α* = 0.5). (a) shows typical output from the model for the true parameters, for each species, *S*~*i*~. Posterior marginal distributions for parameters *k*~1~, *k*~2~, *k*~3~, *k*~4~ are shown in (b) to (e). The orange, yellow and light purple lines show the scaled, uniform and adaptive methods, respectively. The true parameter values used to simulate the observed data is indicated by the vertical dashed black line.](pone.0236954.g003){#pone.0236954.g003}

The results of parameter inference for this system can be seen in [Fig 3](#pone.0236954.g003){ref-type="fig"}. The true parameters used are *θ* = (1, 0.04, 0.002, 0.5), and we apply a prior uniform on the logarithm of the parameters over the intervals \[10^−2^, 10^2^\], \[10^−3^, 10^1^\], \[10^−5^, 10^−1^\], \[10^−3^, 10^1^\], respectively, for each parameter. Parameters *k*~1~ and *k*~2~ are clearly identified by the adaptive choice of weights. The fast transient behaviour initially involves reactions at rate *k*~1~, while *k*~2~ corresponds to the longer timescale accumulation of species *S*~3~. Parameters *k*~3~ and *k*~4~ are harder to identify with broader resulting posteriors, but again the adaptive algorithm does a better job at excluding regions of search space than a uniform choice of weights, or a scaling with the standard deviation.

4.4 Simple spatial model {#sec017}
------------------------

Spatial models produce very high dimensional data, containing information about dynamics in both space and time. Here, we consider a simple spatial model in one dimension to describe the spreading of particles by diffusion without volume exclusion. We divide our spatial domain *X* ∈ \[−1, 1\] into *m* boxes or voxels, and label the numbers of particles in voxels 1, ..., *m* as *S*~1~, ..., *S*~*m*~, respectively. Particles can jump between neighbouring voxels at rate *θ* = *D*/*h*^2^, where *D* is the macroscopic diffusion constant and *h* is the width of the voxel. We assume zero flux conditions at *X* = ±1 and take *m* = 8, so that *h* = 1/4. As an initial condition, we place 10 particles in each of the *m*/2 voxels on the left-hand side of the domain where *x* \< 0, and allow the system to evolve over the time interval \[0, 20\]. We observe the system at *n* = 8 equally spaced time points, and take as our summary statistic the time series for each voxel, *s*(**x**) = \[*S*~1~(*t*~0~), ..., *S*~1~(*t~n~*), *S*~2~(*t*~0~), ..., *S*~2~(*t~n~*), *S~m~*(*t*~0~), ..., *S~m~*(*t~n~*)\], where *S*~*i*~(*t*~*j*~) is the number of particles in voxel *i* at time point *t*~*j*~. Using synthetic data simulated with *θ* = 0.1, we attempt to recover the jump rate *θ*. The results of parameter inference for this problem are shown in [Fig 4](#pone.0236954.g004){ref-type="fig"}, where we have used a prior uniform on log~10~(*θ*) over the interval \[10^−4^, 10^0^\]. We successfully obtain an informative unbiased posterior for *θ* using the adaptive choice of weights, with a notable improvement in comparison to the other methods for selecting the weights.

![Posteriors for parameter *θ* in the simple diffusion model for different weights in the ABC distance function.\
Posteriors for parameter *θ* in the simple diffusion model for different weights in the ABC distance function. ABC-SMC was used for the inference with 10 generations and *N* = 2000 particles at each generation with the posterior constructed from the closest 50% of the simulations (*α* = 0.5). (a) shows the spatial profile at three different time points (*t* = 0, 10, 20) and demonstrates the variability in the output for this spatial process across four realizations with the same parameter, *θ* = 0.1. In (b), we compare the posteriors obtained for *θ* with different choices of weights. The orange, yellow and light purple lines show the scaled, uniform and adaptive methods, respectively. The true parameter value used to simulate the observed data is indicated by the vertical dashed black line.](pone.0236954.g004){#pone.0236954.g004}

4.5 Comparison of computational costs {#sec018}
-------------------------------------

If our proposed approach of adapting the weights of each of the summary statistics is to be used in practice, we must ensure that the increases in the quality of the resulting posterior justify the computational overhead required for optimizing the weights of the ABC distance function. Otherwise, it would be preferable simply to generate the posterior using ABC-SMC with more samples, but with fixed summary statistic weights. Therefore we are interested in evaluating the computational overheads of the search process, and how to limit the cost of the search in higher dimensions.

For each of the test problems described in Section 4, we compare a baseline scenario using ABC-SMC with uniform weights, with a second scenario where optimization of summary statistic weights is performed as in Algorithm 2, and with a third scenario such that an equivalent amount of additional computational effort is devoted to further model simulations so that more particles can be used in ABC-SMC with uniform summary statistic weights. Using the dimerization test problem, as described in Section 4.3, we ran Algorithm 2 with *N* = 5, 000, *α* = 5%. To compare this to ABC-SMC with uniform weights, we performed parameter inference with uniform weights using both *N*~1~ = 5, 000, *α*~1~ = 5% and *N*~2~ = 5, 600, *α*~2~ = 4.46%. The value of *N*~2~ was chosen such that an equal length of computation time was spent in the search steps to find the summary statistic weights in Algorithm 2, as was spent in generating extra samples in ABC-SMC with uniform weights. A corresponding lower value of *α* was chosen so that the number of particles in the parameter sample was equivalent. Due to the differing computational complexities of each model, different values of *N*~2~ and *α*~2~ will be used for each test problem.

In this case, adaptively choosing weights using Algorithm 2 resulted in a significantly greater distance between the prior and posterior, and reduced the bias in the posterior compared to running ABC-SMC with more samples, as measured by the distance between the maximum posterior estimate and the true parameters. These results, which represent improvements in the posterior for the same computational cost, are shown in [Table 1](#pone.0236954.t001){ref-type="table"} and the same procedure was used for the other test problems.

10.1371/journal.pone.0236954.t001

###### Performance of Algorithm 2 compared with increasing the number of samples in ABC-SMC.

Results are shown for each of the test problems in the form: ABC-SMC with *N*~1~ and *α*~1~ / ABC-SMC with *N*~2~ and *α*~2~ / Algorithm 2 with *N* and *α*. Highlighted in bold is the method with best performance according to each metric.

![](pone.0236954.t001){#pone.0236954.t001g}

  Test problem        Hellinger distance between prior and posterior   Bias in posterior
  ------------------- ------------------------------------------------ ---------------------------
  Uniform toy model   0.7998 / 0.8088/ **0.8275**                      0.184 / 0.141 / **0.134**
  Bimodal toy model   0.865 / **0.867** / 0.866                        **0.029** / 0.034 / 0.031
  Dimerization        0.921 / 0.919 / **0.921**                        0.563 / 0.493 / **0.421**
  Diffusion           0.700 / 0.710 / **0.743**                        0.533 / 0.475 / **0.125**

4.6 Consistent weights {#sec019}
----------------------

Ideally, our search process should find the global optimum weight vector, so that if Algorithm 2 is run multiple times the same weight vector is obtained. In practice, for the examples we have explored, the function to be optimized (distance between prior and posterior as a function of the distance weights) is very flat with respect to some of the distance weights. This makes it hard to consistently identify a global maximum. In [Fig 5](#pone.0236954.g005){ref-type="fig"}, we explore how the chosen weights vary for the uniform toy model. We can interpret this as the algorithm identifying the informative summary statistics and appropriately using the information from these, while allowing weights for other summary statistics to take a range of values without much effect on the resulting posterior. The largest weight is given to the most informative summary statistic. In the case of the uniform toy model, this is *s*(**x**) = max~*i*~ *x*~*i*~.

![The optimal distance weights found from the search procedure after 40 successive runs of Algorithm 2 on the toy model test problem (described in Section 4.1).\
Parameters used are as for [Fig 1](#pone.0236954.g001){ref-type="fig"}. The faint purple lines show the resulting summary statistics weights from repeated runs of the ABC distance weight algorithm, while the black line shows the mean of the weights selected.](pone.0236954.g005){#pone.0236954.g005}

4.7 Comparison to dimensionality reduction methods {#sec020}
--------------------------------------------------

Adaptively choosing the summary statistic weights within the ABC distance function can be seen as achieving a similar goal to summary statistic dimension reduction techniques \[[@pone.0236954.ref033], [@pone.0236954.ref037]\]. These techniques either project high-dimensional summary statistics into a lower dimensional subspace, or select an optimal subset of summary statistics via some optimality criterion. In contrast, a similar effect is achieved here when the statistics are combined in the weighted Euclidean distance function, *d*~**w**~(**x**~**1**~, **x**~**2**~), by weighting summary statistics to take account of both their inherent scale, and also their relative contribution towards the posterior distribution. Uninformative summary statistics are automatically assigned a lower weighting, while more informative summary statistics are given high weights relative to their scale.

We tested our adaptive weight selection algorithm against the semi-automatic ABC method \[[@pone.0236954.ref034]\] (using the implementation available via abctools \[[@pone.0236954.ref052]\]), and the subset selection method of Barnes et al. \[[@pone.0236954.ref035]\] based on an approximate sufficiency criterion. In general, for the test problems considered, as described in Section 4, our method outperforms the competing methods, as shown by the metrics in [Table 2](#pone.0236954.t002){ref-type="table"}. A larger value of the Hellinger distance indicates a greater distance between prior and posterior. The bias gives the distance between the posterior mean and the true parameter value. Values shown have been averaged over 10 successive runs of each method on different datasets. In implementing these methods, we have used only ABC rejection sampling, equivalent to a single generation of ABC-SMC, to compare the methods. This hinders our method which makes use of adaptive selection of weights, but is evaluated only on a single generation. In practice, these results mean that our method outlined in Algorithm 2 for adaptively choosing the weights of summary statistics produces a more informative posterior than competing methods based on dimensionality reduction of summary statistics.

10.1371/journal.pone.0236954.t002

###### Comparison of the quality of the posteriors obtained using different methods to combine summary statistics.

Results given as adaptive method / Barnes et al. \[[@pone.0236954.ref035]\] / Fearnhead and Prangle \[[@pone.0236954.ref034]\]. Bold text highlights the best performance on a metric for a test problem.

![](pone.0236954.t002){#pone.0236954.t002g}

  Test problem        Hellinger distance between prior and posterior   Bias in posterior
  ------------------- ------------------------------------------------ ---------------------------
  Uniform toy model   **0.822** / 0.806 / 0.815                        **0.055** / 0.059 / 0.056
  Bimodal toy model   **0.873** / 0.872 / 0.855                        0.025 / **0.024** / 0.028
  Dimerization        **0.930** / 0.914 / 0.925                        1.109 / 1.274 / **0.783**
  Diffusion           **0.723** / 0.680 / 0.709                        **0.358** / 0.399 / 0.373

5 Discussion {#sec021}
============

In this work, we have presented a method for improving the quality of posteriors resulting from approximate inference using ABC-SMC by optimizing the weights of the ABC distance function, *d*~**w**~(*s*(**x**~**1**~), *s*(**x**~**2**~)). By applying the methodology to several test problems we have demonstrated that our novel, adaptive method allows effective combination of summary statistics. We see superior performance using our algorithm in comparison with naive choices of uniform weights or using the scale of the summary statistics. Further benefits of adapting the weights include removing the requirement for design and selection of summary statistics 'by hand'.

5.1 Further work {#sec022}
----------------

Our method for automatically adapting the weights of the ABC distance function could be combined with other methods for dimensionality reduction of summary statistics to further improve the quality of posteriors produced with ABC for given computational effort. A particular area to consider would be how best to combine optimization of the distance weights for ABC and dimensionality reduction of the summary statistics. These are related approaches that can work well together. One approach that could be explored, for example, is enforcing some sparsity of the weights during the search step of the weights optimization. By setting some weights to be explicitly zero, we exclude the corresponding summary statistics, effectively reducing the dimensionality of our summary statistics. Further investigations could explore how best to sample sparse subsets of weights in high dimensions.

5.2 Conclusion {#sec023}
--------------

In summary, we propose a computationally efficient search procedure to identify a set of optimum weights to allow us to combine summary statistics within the ABC distance function in such a way that the gain in information in the posterior over the prior is maximized.

Supporting information {#sec024}
======================
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(PDF)
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Click here for additional data file.

10.1371/journal.pone.0236954.r001

Decision Letter 0

Mariño

Inés P.

Academic Editor

© 2020 Inés P. Mariño

2020

Inés P. Mariño

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

28 Apr 2020

PONE-D-20-06109

An automatic adaptive method to combine summary statistics in approximate Bayesian computation

PLOS ONE

Dear Mr Harrison,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

As mentioned by the two referees the topic of the paper is relevant and the contributions can be of interesting. However, the manuscript needs considerable revision, including comparison with other methods and a number of important clarifications.

We would appreciate receiving your revised manuscript by Jun 12 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Inés P. Mariño, Ph.D.

Academic Editor

PLOS ONE

Journal Requirements:

When submitting your revision, we need you to address these additional requirements.

1\. Please ensure that your manuscript meets PLOS ONE\'s style requirements, including those for file naming. The PLOS ONE style templates can be found at

<https://journals.plos.org/plosone/s/file?id=wjVg/PLOSOne_formatting_sample_main_body.pdf> and

<https://journals.plos.org/plosone/s/file?id=ba62/PLOSOne_formatting_sample_title_authors_affiliations.pdf>

\[Note: HTML markup is below. Please do not edit.\]

Reviewers\' comments:

Reviewer\'s Responses to Questions

**Comments to the Author**

1\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Partly

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

2\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: No

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: This paper need a revision on presentation as the true posterior when available should be presented. Limit of applicability should be clearly stated, for instance, does it work with improper priors ?

Reviewer \#2: The paper tackles a very interesting problem in the Bayesian context (within the intractable likelihood framework). The authors propose an adaptive procedure for selecting the summary statistic (and/or the distance, see my questions below) in an ABC method. The novel method is based on the nearest neighbour (NN) approach. As I said above, this work contains interesting material in my opinion. Moreover, the paper is well-written and well-structured. However, I have some suggestions for improving the quality of the manuscript and its possible impact. See below.

My first two observations are even more general than the contents and goals of the paper (they are regarding ABC techniques in general).

\- It would be very interesting if the authors clarify (in the introduction of Section 1.2 with a clear remark) what is the difference in choosing a distance and a summary statistics in ABC, or directly assume an approximation of the likelihood function (and then use standard inference computational methods). To be more clear: if in your algorithm 1 (or just an ABC-rejection method) you use a soft condition considering for instance a weighting function \\\\exp(-d(s(x),s(y))) (instead of an hard condition as you have in line 10 of Algorithm 1), I believe that the ABC computational methods (ABC-SMC or ABC-rejection, etc.) can be interpreted as standard computational techniques assuming a particular approximation of the likelihood. Then, choosing the distance and summary statistic is equivalent to approximate your "costly" and/or intractable likelihood function.

I believe that this discussion/clarification is relevant for your paper.

\- Another point to clarify: you have the distance d(.,.) and the summary statistic s(x), but actually we need to learn the combination of both d(s(x),s(y)). What you are "learning"? d(.,.), s(x) or both (in the sense of "both together ")? I believe the last option. But it should be clarified in different part of the text (also in the abstract and introduction).

For instance, I believe that the method in M U Gutmann, R Dutta, S Kaski, and J Corander. Likelihood-free inference via classification. Statistics and Computing,8(2):411-425, 2018, is learning both together of just the distance d(.,.)? please clarify also this point, discussing some connections to the other papers in the literature.

\- Related to the previous point: the first formula in Section 2 seems to show that you are only learning the distance (or more specifically, the weights in a weighted Euclidean distance). Please clarify.

\- It is not clear why you choose the Hellinger distance. Is there some specific reason? Moreover it seems that you use a more generic distance at page 6. Please clarify.

\- Regarding the state-of-the-art in the introduction: it is quite poor. In order to improve the quality of the paper and its impact, I suggest to extend the state-of-the-art discussion including also references to noisy Monte Carlo methods and other computational methods for intractable likelihood, for instance,

Murray, I., Ghahramani, Z., MacKay, D.: MCMC for doubly-intractable distributions. Proceedings of the Twenty-Second Conference on Uncertainty in Artificial Intelligence (UAI2006), 1-8 (2006)

Moller, J., Pettit, A., Reeves, R., Bertheksen, K.: An efficient Markov Chain Monte Carlo method for distributions with intractable normalising constants. Biometrika 93, 451-458 (2006)

Alquier, P., Friel, N., Everitt, R., Boland, A.: Noisy Monte Carlo: Convergence of Markov chains with approximate transition kernels. Statistics and Computing 26(2), 29-47 (2016)

Medina-Aguayo, F.J., Lee, A., Roberts, G.O.: Stability of noisy Metropolis-Hastings. Statistics and Computing 26(6), 1187-1211 (2016)

The particle MCMC methods could be included within the the pseudo-marginal approaches (see your ref. \[1\]) and also with the multiple Try Metropolis (MTM) algorithms. Indeed, evening the MTM schemes we can consider that there is an implicit approximation of the marginal likelihood seem for instance,

L. Martino, \"A Review of Multiple Try MCMC algorithms for Signal Processing\", Digital Signal Processing, Volume 75, Pages: 134-152, 2018

L. Martino, F. Leisen, J. Corander, \"On Multiple Try Schemes and the Particle Metropolis-Hastings Algorithm\", viXra:1409.0051, 2014.   

I believe that this point also deserves to be mentioned.

\- Can you say more regarding the adaptation of the tolerance in Algorithm 2? this is quite important since the distance and the tolerance plays an complementary role in your hard condition at line 19 of Algorithm 2. How robust is your algorithm with respect to a change of the adaptation of the tolerance? can you show some results keeping fixed the tolerance?

\- Your algorithm 2 has the additional computational cost of optimizing your weights. You should compare with a standard ABC algorithm without optimization but with extra- samples (i.e., with more samples than your method) in order to have a fair comparison with your method.

\*\*\*\*\*\*\*\*\*\*

6\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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Response to Referee 1

We would like to thank Referee 1 for taking the time to consider our manuscript, and provide constructive comments for its improvement.

The methods does not apply when priors are improper priors. Although this is not usual in ABC, in the end we don't know what happen if priors are very spread out on the support of parameter space. For instance, would this imply uniform weights?

In the case of improper priors, the Hellinger distance from prior to approximate posterior is infinite irre- spective of the choice of weights. The method of Algorithm 2 cannot be applied in this case. We would instead recommend using a weakly informative prior distribution (see Gelman et al. \[2014\]) that contains enough information to regularise the posterior distribution without capturing full scientific consensus knowledge about a parameter.

The case of proper priors that are very spread out has been considered in this work. For the uniform toy model, the dimerization system and the simple spatial model in Sections 4.1, 4.3 and 4.4, we used priors uniform on the logarithm of the parameters θ, which is a diffuse non-informative choice of prior distribution. Provided the Hellinger distance from prior to approximate posterior is finite, and varies when the ABC distance weights are adjusted such that a maximum can be found, then the method of Algorithm 2 should have the correct behaviour. There is no reason why uniform weights within the ABC distance function should be optimal when the prior is very spread out.

To demonstrate this, we have added Section C and Figure S4 to the Appendix. In this Section, we show, for a version of the Gaussian toy problem, that the adaptive method of Algorithm 2 is able to offer an improved approximation to the true posterior compared to a uniform choice of weights in the ABC distance function regardless of increasing variance in the prior distribution.

All comparison with the methods I think are misleading, in fact the obtained posteriors are compared among them but not with the true posterior in the case when this is known by using analytical likelihood. For example, in the case of Uniform or Normal example I would have drawn the true posterior instead of the true value of the parameter which is just a point.

We thank the reviewer for highlighting this point. We have made comparison with the exact MCMC approximation to the posterior based on the analytical likelihood for these cases. These are shown as the dark purple curves labelled as MCMC. We have removed the label for the point value used to simulate the dataset, and describe the dashed line indicating this point value in a caption only, which should avoid confusion on this point. The captions now read: \"For comparison as a gold standard for this problem, the dark purple line shows the posterior obtained with MCMC using the exact likelihood without any ABC approximation. The true parameter value used to simulate the observed data is indicated by the vertical dashed black line.\"

Comparison should be done also in terms of computational effort at least in terms of the number of simulated data from the model. For instance, the uniform assignment of weights maybe is not optimal, but it is certainly less computational demanding.

To address this point raised by both reviewers, we have updated Section 4.5 and renamed this as \"Comparison of computational costs\". In Section 4.5, we fix a computational budget, and compare a situation where additional computational resources are allocated to optimization of the weights of the ABC distance function for Algorithm 2, versus a situation where additional computational resources are allocated to extra model simulations with uniform weights. In most cases of the models considered, it was more beneficial to optimize the weights of the ABC distance function, rather than to allocate resources to additional simulations. In addition, we have updated Section 4.5 such that we state the following: \"If our proposed approach of adapting the weights of each of the summary statistics is to be used in practice, we must ensure that the increases in the quality of the resulting posterior justify the computational overhead required for optimizing the weights of the ABC distance function. Otherwise, it would be preferable simply to generate the posterior using ABC-SMC with more samples, but with fixed summary statistic weights.\" We further describe the implementation of this comparison in the text: \"For each of the test problems described in Section 4, we compare a baseline scenario using ABC-SMC with uniform weights, with a second scenario where optimization of summary statistic weights is performed as in Algorithm 2, with a third scenario such that an equivalent amount of additional computational effort is devoted to further model simulations so that more particles can be used in ABC-SMC with uniform summary statistic weights.\" Results evaluating the posterior approximations produced in each case are compared in Table 1.

Page 3 lines 72-75 these could be rephrased.

We thank the reviewer for this suggestion, and have rephrased these lines to read: "Fearnhead and Prangle \[13\] developed a popular method to find informative linear combinations of summary statistics by fitting a regression for each model parameter."

Response to Referee 2

We would like to express our gratitude to Referee 2 for taking the time to consider our manuscript, and provide constructive comments for its improvement.

It would be very interesting if the authors clarify (in the introduction of Section 1.2 with a clear remark) what is the difference in choosing a distance and a summary statistics in ABC, or directly assume an approximation of the likelihood function (and then use standard inference computational methods). To be more clear: if in your algorithm 1 (or just an ABC-rejection method) you use a soft condition considering for instance a weighting function exp(−d(s(x),s(y))) (instead of an hard condition as you have in line 10 of Algorithm 1), I believe that the ABC computational methods (ABC-SMC or ABC-rejection, etc.) can be interpreted as standard computational techniques assuming a particular approximation of the likelihood. Then, choosing the distance and summary statistic is equivalent to approximate your 'costly' and/or intractable likelihood function.

We thank the reviewer for suggesting this perspective, and have added the following to the introduction in Section 1.1: \"ABC can be viewed as providing a regular Bayesian analysis, but with an approximation to the likelihood function of the form \[Sisson et al., 2018\]:

pABC(y\|θ) = � 1 \[d(x, y) ≤ ε\] p(y\|θ)dx, (1)

where pABC(y\|θ) is the ABC approximation of the likelihood, and p(y\|θ) is the exact likelihood. The quality of the approximation depends on the choice of tolerance, ε, and distance function d(x, y).\"

To further build on this interpretation, we now state at the end of Section 1.2: \"Following the perspective of ABC offering an approximation to the likelihood, as in eq. (1), we can consider how optimizing the choice of ABC distance function, given a set of summary statistics, can improve the approximation to the likelihood offered by ABC.\"

Another point to clarify: you have the distance d(., .) and the summary statistic s(x), but actually we need to learn the combination of both d(s(x), s(y)). What you are 'learning'? d(., .), s(x) or both (in the sense of "both together ")? I believe the last option. But it should be clarified in different part of the text (also in the abstract and introduction).

We appreciate the opportunity to clarify this. We assume that a list of possible summary statistics is available, which is a common assumption and broadly applicable given some domain expertise about an application. Rather than selecting which of these summary statistics to include in the analysis, we use all the summary statistics, and select a distance function, such that changes in irrelevant summary statistics can be ignored, and informative statistics considered on equivalent scales. We are learning only d(. . . ) and not s(x).

In the abstract, we state that in this work we are \"developing an automatic, adaptive algorithm that chooses weights for each summary statistic\" and that we are \"adapting the weights within the ABC distance function\". In the text in Section 1.2, we have now updated our wording to emphasise this as follows: \"In this work, we approach the problem from the point of view of finding the right distance func- tion, adapted to information contained in a fixed list of known summary statistics, rather than selecting a certain subset of summary statistics.\"

For instance, I believe that the method in M U Gutmann, R Dutta, S Kaski, and J Corander. Likelihood-free inference via classification. Statistics and Computing,8(2):411-425, 2018, is learning both together of just the distance d(.,.)? please clarify also this point, discussing some connections to the other papers in the literature.

We have added additional discussion and highlighted connections to other work in this area as follows: \"Other work has avoided using summary statistics at all by considering Wasserstein distance between full data sets \[Bernton et al., 2017, 2019\] or by using classification techniques from machine learning to discriminate between datasets \[Gutmann et al., 2018\], and thus choosing a classification method and features rather than a distance function and summary statistics.\"

Related to the previous point: the first formula in Section 2 seems to show that you are only learning the distance (or more specifically, the weights in a weighted Euclidean distance). Please clarify.

As discussed following the previous comment, in this work we are learning the distance and not the summary statistics.

It is not clear why you choose the Hellinger distance. Is there some specific reason? Moreover it seems that you use a more generic distance at page 6. Please clarify.

We thank the reviewer for raising the choice of distance function. Alternative choices of distance func- tion could be used in a similar approach. We found that the Hellinger distance was more robust to distributions with different support than other distances such as the Kullback-Leiber (KL) divergence. In the text we address this issue as follows: \"The Hellinger distance is finite when comparing distributions with different support (unlike the KL divergence). This property is desirable when comparing a broad prior with a posterior distribution where we have gained some knowledge of parameter space and can exclude certain regions.\"

The nearest neighbour estimator described on page 6 is valid for a wider class of α-divergences, Dα, than the Hellinger distance and we describe the methods in this context. Equation (2) on page 6 is given for this more general case of α-divergences, Dα, rather than specifically for the Hellinger distance. This offers consistency with notation in previous literature.

Regarding the state-of-the-art in the introduction: it is quite poor. In order to improve the quality of the paper and its impact, I suggest to extend the state-of-the-art discussion including also references to noisy Monte Carlo methods and other computational methods for intractable likelihood.

We have significantly extended the discussion of the state-of-the-art in the introduction in Section 1 beyond ABC methods and have included references to noisy Monte Carlo and other intractable likelihood techniques.

Can you say more regarding the adaptation of the tolerance in Algorithm 2? this is quite important since the distance and the tolerance plays an complementary role in your hard condition at line 19 of Algorithm 2. How robust is your algorithm with respect to a change of the adaptation of the tolerance? can you show some results keeping fixed the tolerance?

One of the main benefits of using the quantile α of the distribution of distances to help set the tolerance schedule is that it avoids needing to consider directly the scale of typical distances between observed and simulated data. When optimizing the distance function, we cannot be sure what the scale of typical distances between observed and simulated data will be, as these depend of the summary statistic weights. This makes it harder to determine a fixed schedule of tolerances in advance.

Nonetheless, we have added Section D in the Appendix and Figure S5, where we provide results with a fixed tolerance schedule determined in advance, and thus demonstrate robustness to changes in the adaption of the tolerance. In the text though, we stress that \"we recommend using a tolerance determined as a quantile of the distance distribution, as this avoids the need to set a fixed tolerance schedule in advance when the scale of typical distances between observed and simulated data is not known in advance. A fixed tolerance scheme prevents fair comparison between uniform, scaled and adaptive weighting methods for the weights of the ABC distance function, as different numbers of model simulations are required in each case dependent on the tolerance schedule. By using the quantile α of the distribution of distances, we ensure that an equal number of model simulations are used in each case. Methods to design tolerance schedules have been investigated by Silk et al. \[2013\] based on a threshold-acceptance rate curve and could be considered as an alternative.\"

Your algorithm 2 has the additional computational cost of optimizing your weights. You should compare with a standard ABC algorithm without optimization but with extra- samples (i.e., with more samples than your method) in order to have a fair comparison with your method.

We thank the reviewer for also raising the issue of computational cost. We now perform this comparison in Section 4.5 and have made significant updates to this Section, including renaming it as \"Comparison of computational costs\" for additional clarity. Further details are described above in the response to Referee 1.
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