Abstract. Trust is essential to the success of the social networks that are aggregating and applying masses of information about us. In this position paper, we argue that a critical approach to exploring trust and social networks is required; this entails genuinely working in the interests of users and acknowledging the power relations and wider social context of this form of technology that is impacting more and more of our everyday life. Without a critical approach, digital environments may become monopolised by corporate interests.
Introduction
The digital traces left by individuals can now easily be collected, crosschecked and stored as part of a phenomenon known as social networking and what is loosely described as 'big data'. Because this complex set of information can be used as a form of social control, social science researchers argue that we need to handle social network data and culture critically; to question the ways the data is gathered and used and to produce alternative means to understand and participate in the phenomenon [1] . But what does this mean for trust researchers? In this position paper, we contend that critical approaches to trust and social networks require researchers to work genuinely in the interests of users and to respond to the power relations connected with social networks. We suggest that trust researchers should follow the lead provided by privacy researchers, in acknowledging that the interests of an individual can clash with those of governments and corporations. Before we outlay our argument, we describe what social network data is and explain the central role trust plays in the success of the social networks that produce the data. As a final point, we discuss how social network data can be of use to trust researchers.
Social Network Data
Social network data is generally considered to be information generated at networks designed for exchange between users, for example, messages exchanged at websites such as Twitter and Facebook. Social network content has existed in some form for some time. More recently, content collected from disparate locations can be united, compared and stored at a magnitude not previously possible. The digital data provided by individuals can be analysed and applied in a variety of ways. For instance, social network users, such as subscribers to Facebook, now receive advertisements for products their friends have bought: the underlying idea behind the strategy is that individuals trust the recommendations of their friends so the technique is an effective way to convince users to buy a product or accept a message. Social network analysis, used by industry and the academy, explores the links between individuals, behavior and artifacts (for instance, messages) to find patterns, such as the flows of information and influence.
A social network occurs when a computer connects individuals or organizations, according to Garton [2] , so the data could include material as diverse as logs indicating which individuals share a printer to transcripts of credit card transactions. Self-tracking systems, applications that gather data about individuals' health performance also now need to be considered as a type of social network content. Systems are now available that enable individuals to track and compare their personal health indicators such as eating habits, sleep, blood pressure etc. There is the option to share this information with others via broadcasts on social networks. Daly [3] outlines how although these systems were once the domain of a few 'enthusiasts', interested in the response of their bodies of the course of a day, the information is now in the hands of multinationals who are beyond the reach of local laws describing how personal information should be protected. Another ramification of self-tracking technology is that now, according to Lupton [4] , individuals are not trusting their own insights about their bodies and health because it's easier to trust the 'numbers over physical sensations'. Self-tracking systems teach us to adhere to expected societal norms regarding sleeping, eating, and drinking, which are reinforced through the act of sharing data. One aim of these systems is to use personal data as a form of motivation to improve one's health through self-reflection, guilt and peer pressure [4] . Soon employers may demand access to their employees' health information and decide on who is trustworthy on the basis of these results [5] .
Social Networks and Trust
Trust plays a central role in the continuing flow of social network content to adapt Fukuyama's famous line [6] , trust greases the wheels of the networks. If a user does not trust the information received from a network, it will not be passed on [7] . The business model of the social network sites depends on users creating, sharing and consuming content. IBM's CEO, Ginni Rometty in 2014 described the opportunity for the sale of individual private data as the goldmine for the 21 st century [8] . So social network sites are designed to provoke high levels of disclosure from users. For instance, participation can be set up in a popularity contest framework where users strive to receive more attention in the form of 'likes' and 'shares' etc. [9] . The website 'Dark Patterns' (www. darkpatterns.org) is a collection of instances where the designer has applied a solid understanding of human nature in order to coerce the user into doing something that is not in the user's individual interest, for instance, disclosing personal information. An example provided by Dark Patterns is Yahoo's Hotjob site. In order to interact, the user is required to answer a series of personal information, even though the information required by a potential hirer is already provided in the job application. As the user is required to complete the information fields in order to progress an application, there is pressure to comply.
The uneven power relations propagated by social networks means that individuals can be manipulated and controlled, whether by marketing companies, governments, or any other entity that has access to the data and the means to analyse it. This is known as 'information injustice'. Individuals are often unaware of the data traces they are leaving and the value of the information they leave behind [10] , as demonstrated by the disturbing effect of the viral website 'Take This Lollipop' (www.takethislollipop.com). Upon entry to this site, the user is asked to provide permission for an app to access the user's personal Facebook account. This is a common request from many websites, so users are accustomed to agreeing without much consideration. Once permission is granted, there is a film sequence of a grimy house with a menacing looking man typing on computer. The camera moves closer and we see what he is looking at. Integrated into the film image is the personal Facebook profile view of the user that contains information that the user has not yet set to public display. This includes information that the user may not have given directly to Facebook, such as birth date, that Facebook has collected from one of its partner organisations. The intention of 'Take This Lollipop' is to shock. Even if an individual is alert to the circulation of personal data via a social network, it is difficult for an individual to retract a data trace once it is distributed [10] . The exploitation of users is built into the design of technology, as price for use. When someone uses technology to conduct some sort of activity, such as a searching, buying products, or catching up with friends, the user enters into an arrangement where personal data is collected as a condition of use of the technology [11] .
As trust plays a central role in the creation of successful social networks, it is easy to see how the work of trust researchers is attractive to owners of digital environments such as corporations and governments. Trust research can be used to exploit users and to create environments that are commercially successful by giving the appearance of trustworthiness. If trust researchers take their work seriously and believe it has an impact on the direction of both the research field and industry, then an implication is that the work could be used to improve the profits and control of a private company. For instance, [12] study trust interactions on social network sites from a user's perspective, in particular, how a user can improve social capital in these environments. They recommend that as well as having many 'loose ties' users should stay visible in these spaces and remain attentive to their contacts. Social networks such as Twitter and Facebook could use this advice to encourage users to keep engaging with their systems. Similarly, Lui et al. [13] , working with the notion that different users in a social network seek a range of trust evidence, seek a means to calculate tailored trust ratings, which they refer to as Quality of Trust. However, a social network developer could use this research to persuade users to buy the products they endorse. There may be researchers who may be comfortable with their work servicing the support of the status quo. However, for those researchers are not, we argue that a critical approach is required. Of course, as Gupta [14] points out, it is possible that any idea and critique can be subsumed by the mainstream to maintain the current state of affairs, but this does not mean that resistance is useless.
There are other roles that trust research can play and one importance stance is to work in the interests of users first, not commerce. To argue for a critical approach to technology is not to declare the technology as dystopic. Rather it is to understand technology as a 'double-edged sword' reliant on 'the context and comportment' of a particular scenario including the actions of and interplay between digital environment owners, developers, designers, and users [15] .
A Critical Approach to Trust and Social Networks
So what does a critical approach to studying and designing trust consist of? A critical perspective entails two key actions by researchers that are reviewed in this section. Firstly, an acknowledgement is required of the power relations inherent in the domain of social network data, trust and research. Acknowledgement entails questioning whose biases and expectations are served by the production of digital systems and the research that surrounds digital technology [16] . Acknowledgement can lead to research and design that deciphers technology as a social construct that enables a range of social relations not just those that suit governments and corporations [17] . (Alternatively, acknowledgement of the power relations can lead to the researcher identifying that there is limited possibility for research with a critical perspective, a discussion beyond the scope of this paper).
However, according to Stolterman [18] , scientists and engineers are not well-suited to undertake a consideration of the socio-political framework their work exists in. They are unaccustomed to such a practice as their training involves focusing on one problem and isolating it away from context much as possible. Zelenko and Felton [16] add that designers are also not well suited to consideration of the wider milieu that their work exists in as they are trained to acquiesce to the instructions of the client. But education and practice is changing. The trust research field, including practitioners from a range of disciplines, now conceptualise trust as a social phenomenon. The next step is to move beyond conceptualising trust as a scenario between individuals or groups and consider the wider social and political structures impacting on individual interactions. An example of research that includes a consideration of social context is the work of Pearson and Tsiavos [19] who explore 'smart notices'; a means for individuals to control their information and to set the expectations for the products and services they seek. Although they are working in a corporate environment (HP Bristol), these authors place their research in a socio-technical context, the Creative Commons movement, and design around the inherent power relations that occur between an individual and a network.
Secondly, researchers need to commit to working genuinely in users' interests; addressing information imbalances, making users aware of their trust interactions, enabling users to negotiate trust on their own terms and learning from users. Trust researchers can learn from privacy researchers who have a natural inclination to study a scenario from the perspective of users' welfare. As Krontiris [20] review, privacy research has a long history of conceptualisation as tussle between an individual and others who might gain advantage from private knowledge about that individual. Some protection for individuals is legislated and there is also a long history of privacy advocacy that provides a framework that researchers' work can fit into. Some privacy researchers explore the risks that users are exposing themselves to by interacting with social networks. For instance, Nurse et al. [21] investigate the hazards from the occurrence of incidental individual interactions online. Some actions are as innocuous as printing from a device. A mass of data is left behind that can be used to infer about that individual's 'real world social relationships', without the individual having any knowledge of the disclosure. Those inferences could be used in a myriad of ways depending on who had access to the data. Netter et al. [22] add that there is often a mismatch between a user's perception of privacy controls in a social network and what is really occurring. To solve this problem, they have developed identity management software to assist a user to handle disclosures made online. Basu et al. [23] suggest a system that could work without the disclosures and privacy trade-offs users are accustomed to offering in order to participate. Games are becoming a location for mass amounts of social network data, as players reveal physiological and psychological data (for instance, response time, prioritisation of strategies and attention rate) and Martinovic et al. [24] argue that this is an area that needs attention from privacy researchers.
Readdressing information imbalance is to strive so that individuals have as much access and control to the data generated by networks as do powerful bodies such as governments and private corporations. Mann [25] is a proponent of this technique. His response to surveillance is 'sousveillance', that he defines as 'the recording of an activity by a participant in the activity' to 'reverse the otherwise one-sided panoptic gaze'. In this vision, individual users adopt the recording technologies in the spaces they inhabit and combine their resources to form lobby groups. We see these types of community groups already happening in the form of police observation groups such as Copwatch in Canada and FITwatch7 in the United Kingdom [26] . The result is a challenge to traditional sources of power, where trust is qualified rather than just given. Individuals are enabled to form trust decisions using their own data rather than information mediated by news sources. Of course, there are shortcomings to Mann's vision. For instance, there would need to be a change in the governance framework of a society so that individuals can access information that is currently closed, and also resourcing so that individuals can obtain the required technology. However, these limitations should not mean that the idea is dismissed. As Goldsmith [26] points out, the potential for individuals to perform some level of sousveillance increases with every improvement in camera technology.
Another example of practice that works genuinely in users' interests is the creation of digital environments that make users aware of the implications of their social network interactions. This alternative is a shift away from the majority of trust research that as far as possible claims that trust should be managed in the background and automatically handled by the digital system. The underlying objective is that trust in a digital environment should be a fluid state that it is not explicitly addressed by the user. This type of design can allow participants to attend to activities, whether that is shopping, finding a date or exploring a medical issue [27] . In contrast, we, the authors (as outlined in [27] ), wish to create designs that make users mindful of their interactions so users become contributors to the wisdom of the digital ecosystems they inhabit (in other words, the users are 'strong links'). In particular, we wish to design a device that combines several factors (such as time, nearby devices and previous user preferences) in order to communicate an overall 'comfort level' to the user for the user to interpret. What the user does with this guidance is ultimately up to the user. The idea is to provide an opportunity for the user to have a 'second thought'. Awareness can be created by 'obstructive interfaces', which could be as simple as a message to the user, "Are you sure that you really want to do this?" Storey et al. [28] have prepared a range of interface elements such as persistent, oversized, and insistent stop buttons and messages that require a deliberate hand action to dismiss. Different user's require tailor made obstructions, add [29] . Nuanced communication styles for obstruction are a subject of further exploration. In previous research by the authors, [30] investigate Twitter messages coded as 'trust' by users as a means to understand how trust is conceptualised by users in social media networks.
Practitioners and researchers wishing to learn from users or to create systems that draw attention to the trust implications of interactions can learn from the research field of critical interactive design (see [31] for an overview), which is a subset of the larger practice known as Human Computer Interaction (HCI). Critical interactive design is working on similar notions of bringing in the user as an active participant and aims to create a space whereby a "user" can make a reflective choice about interaction. Within critical interaction design, there is the practice of 'seamful design' that aims to present to the user the 'seams' of a design; its constituent parts, and how it integrates with other systems [31] . The practice is a response to the automation culture we discussed earlier in this paper, the mission of mainstream technology designed to create interconnected, distributed systems that deliver ease and convenience seamlessly that are not noticed by the use. Within a seamful design, the biases, contradictions and problems of technology are exposed, rather than smoothed over by a design and a spirit of critique is engendered [31] . The role of researchers and designers is to identify which seams, out of all the possible data, will be important to the user and how best to present the seams.
As a final note, we add that as well as the trust community having something valuable to contribute to social network culture, social network data can be of use to trust researchers. Although social network data can be difficult to interrogate and reproduce scientifically (due to the control retained by the owners of social network sites), the data contains users discussing issues of importance to them within a 'real world' context. Trust researchers recognise how difficult it is to gather data from participants about trust either in laboratories, isolated from the impact of demands of everyday life or in the context of 'real' situations. In contrast, within social networks there are users around the world providing their view on trust in the form of publically accessible conversations in text format. Rather than a top-down view of trust, an abstract understanding developed by a researcher, social network data offers a 'bottom-up' view of trust from the perspectives of individuals. Sardana and Cohen [32] use social network data for this purpose and insert material from users to substantiate their trust models.
Conclusion
In conclusion, a critical approach to social media data use is necessary if social networks are not to become monopolised by commercial interests telling us who to trust and what trust means. A critical approach needs to: acknowledge and respond to the wider power relations that social networks generate and work genuinely in users' interests.
Trust researchers can learn from the orientation of privacy researchers, to put the individual user first. Some trust researchers are already exploring from a user's perspective, investigating how to readdress information imbalances, to make users more attentive to the implications from interacting with social networks, and to enable users to form trust choices about their trust negotiations within social networks on their own terms.
