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A MODULE STRUCTURE AND A VANISHING THEOREM FOR
CYCLES WITH MODULUS
AMALENDU KRISHNA AND JINHYUN PARK
Abstract. We show that the higher Chow groups with modulus of Binda-Kerz-Saito for
a smooth quasi-projective scheme X is a module over the Chow ring of X. From this,
we deduce certain pull-backs, the projective bundle formula, and the blow-up formula for
higher Chow groups with modulus.
We prove vanishing of 0-cycles of higher Chow groups with modulus on various affine
varieties of dimension at least two. This shows in particular that the multivariate ana-
logue of Bloch-Esnault–Ru¨lling computations of additive higher Chow groups of 0-cycles
vanishes.
1. Introduction
Recently, algebraic cycles with certain constraints at infinity, called modulus conditions,
are drawing attentions. These cycles with modulus originate from the work of S. Bloch and
H. Esnault in [6], where the first such groups were defined. They computed the 0-cycle
groups to give a motivic interpretation of the absolute Ka¨hler forms of a field. Notably the
subject of additive higher Chow groups emerged from there and it was studied in [17], [18],
[19], [20], [23], [24] and [25].
Continuing these, in 2010 the authors began to study a generalization, that we call
multivariate additive higher Chow groups, a glimpse of which appeared in [20]. Meanwhile,
F. Binda, M. Kerz and S. Saito in [3], [13] defined more general objects, called higher Chow
groups with modulus CHq(X|D,n) of a scheme (X,D) with an effective Cartier divisor.
This paper is a result of fitting the studies of multivariate additive higher Chow groups
into this new environment. We prove the following results in this note.
Theorem 1.1. Let X be a smooth quasi-projective scheme over a field k. Then, there is a
cap product ∩X : CH
r(X,n1)⊗ CHs(X|D,n2)→ CHs−r(X|D,n1 + n2).
From this result, we deduce certain pull-back maps (§4.1), the projective bundle formula
and the blow-up formula (§4.3) for the higher Chow groups with modulus.
Theorem 1.2. Assume r ≥ 2. When k = k, char(k) = 0 and D ⊂ Ar is an effective
Cartier divisor with deg(Dred) ≤ r, then CH
r+n(Ar|D,n) = 0 for n ≥ 0.
When k = Fq or Fq and X is an affine variety of dimension r with an effective Cartier
divisor D ⊂ X, then CHr+n(X|D,n) = 0 for n ≥ 1.
The multivariate additive higher Chow groups are the higher Chow groups with modulus
that are attached to (X ×Ar,Dm), where Dm = {t
m1
1 · · · t
mr
r = 0} for (t1, · · · , tr) ∈ A
r and
mi ≥ 1. When r = 1, the group of 0-cycles CH
1+n(A1|Dm+1, n) is the group WmΩ
n
k of the
big de Rham-Witt forms (see Ru¨lling [25]). When r ≥ 2, we prove:
Theorem 1.3. For r ≥ 2 and n ≥ 0, we have CHr+n(Ar|Dm, n) = 0. When X is a k-
scheme of dimension r − 2 with an effective Cartier divisor D, then CHr+n(X × A2|D ×
A
2 +X ×D(m1,m2), n) = 0.
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One may regard the above as the cycle-theoretic counterpart for the vanishing of the K-
group T (Ga,Ga,F1, · · · ,Fn) of reciprocity functors in Ivorra-Ru¨lling [11, Theorem 5.5.1].
For codimension 1 cycles, we have the following partial results (see Theorems 5.13, 5.16):
Theorem 1.4. For r ≥ 2, CH1(Ar|D(1,··· ,1), 0) = 0 and CH
1(Ar|D(1,··· ,1), 1) 6= 0.
Based on Hesselholt [10] on K-groups of (A2, {t1t2 = 0}), we guess CH
q(A2|D(1,1), n) = 0
for n < 2q − 1, which is an analogue of Beilinson-Soule´ vanishing conjecture. We have
verified it when q = n + 2 and when q = 1 and n = 0. When q = 1 and n = 1, it does not
satisfy n < 2q − 1, and the group is nontrivial.
Conventions : A k-scheme means a separated scheme of finite type over a field k, and a
k-variety is an integral k-scheme. Let Schk be the category of k-schemes. For any S ∈ Schk,
let SmS be the category of schemes smooth over S and SmProjS be the subcategory of
schemes smooth and projective over S. The product X × Y usually means X ×k Y , unless
we specify otherwise.
2. Cycle complex with modulus
For P1 = Projk(k[s0, s1]), we use y = s1/s0 as its coordinate. Let  := P
1\{1}. For n ≥ 1,
let (y1, · · · , yn) ∈ 
n be the coordinates. A face F ⊂ n means a closed subscheme defined
by the set of equations of the form {yi1 = ǫ1, · · · , yim = ǫm} for some 1 ≤ i1 < · · · < im ≤ n
and ǫj ∈ {0,∞}. Let  := P
1. A face of 
n
is the closure of a face in n. For 1 ≤ i ≤ n,
let F 1n,i ⊂ 
n
be the closed subscheme given by {yi = 1}. Let F
1
n :=
∑n
i=1 F
1
n,i, which
is the cycle associated to the closed subscheme 
n
\ n. Let 0 = 
0
:= Spec (k). Let
ιn,i,ǫ : 
n−1 →֒ n be the obvious inclusion for i ∈ {1, · · · , n} and ǫ ∈ {0,∞}.
2.1. Basic lemmas. We discuss some background lemmas first.
Lemma 2.1 ([18, Lemma 2.1]). Let X be a normal variety and let D1 and D2 be effective
Cartier divisors on X such that D1 ≥ D2 as Weil divisors. Let Y ⊂ X be a closed subset
which intersects D1 and D2 properly. Let f : Y
N → X be the composite of the inclusion
and the normalization of Yred. Then f
∗(D1) ≥ f
∗(D2).
Lemma 2.2. Let f : Y → X be a dominant map of normal integral k-schemes. Let D
be a Cartier divisor on X such that the generic points of Supp(D) are contained in f(Y ).
Suppose that f∗(D) ≥ 0 on Y . Then D ≥ 0 on X.
Proof. It refines [17, Lemma 3.2] and [18, Lemma 2.2]. Localizing at the generic points of
Supp(D), we may assume X = Spec (A), for a dvr A essentially of finite type over k. The
divisor D is given by a rational function a = uπn in Frac(A), where u ∈ A×, n ∈ Z, and π is
a uniformizing parameter of A. By our assumption, for some y ∈ Y , f(y) is the closed point
of X. Let U ⊂ Y be an affine open neighborhood of y. Here, f∗(D)|U ≥ 0 and replacing Y
by U , we may assume Y is affine. Then, for some closed point y, its image f(y) is the closed
point of X, but f is dominant, so f : Spec (OY,y)→ X is surjective. By abuse of notations,
let f∗ : A→ OY,y be the corresponding k-algebra homomorphism. In particular, the image
f∗(π) ∈ OY,y of π is nonzero in the maximal ideal MY,y ⊂ OY,y. That f
∗(D) ≥ 0 implies
f∗(a) ∈ OY,y. Since the image f
∗(u) ∈ OY,y of the unit u is also a unit and π ∈ MY,y, the
element f∗(a) = f∗(u)f∗(π)n can lie in OY,y only when n ≥ 0. Thus, D is effective. 
2.2. Cycles with modulus. Let X ∈ Schk. For effective Cartier divisors D1 and D2 on
X, we say D1 ≤ D2 if D1 +D = D2 for some effective Cartier divisor D on X. A scheme
with an effective divisor (sed) is a pair (X,D), where X ∈ Schk and D an effective Cartier
divisor. A morphism f : (Y,E) → (X,D) of seds is a morphism f : Y → X in Schk such
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that f∗(D) is defined as a Cartier divisor on Y and f∗(D) ≤ E. In particular, f−1(D) ⊂ E.
If f : Y → X is a morphism of k-schemes, and (X,D) is a sed such that f−1(D) = ∅, then
f : (Y, ∅)→ (X,D) is a morphism of seds.
Definition 2.3 ([3], [13]). Let (X,D) and (Y ,E) be schemes with effective divisors. Let
Y = Y \ E. Let V ⊂ X × Y be an integral closed subscheme with closure V ⊂ X × Y .
We say V is a has modulus D (relative to E) if ν∗V (D × Y ) ≤ ν
∗
V (X × E) on V
N
, where
νV : V
N
→ V →֒ X × Y is the normalization followed by the closed immersion.
In case Y = Y = Spec (k), that V has modulus D on X × Y is equivalent to V ∩D = ∅.
We now state the following version of the containment lemma [18, Proposition 2.4], whose
proof is almost identical so we omit it.
Proposition 2.4 (Containment lemma). Let (X,D) and (Y ,E) be schemes with effective
divisors and Y = Y \ E. If V ⊂ X × Y is a closed subscheme with modulus D relative to
E, then any closed subscheme W ⊂ V has modulus D relative to E, too.
Definition 2.5 ([3], [13]). Let (X,D) be a scheme with an effective divisor. For r ∈ Z and
n ≥ 0, let zr(X|D,n) be the free abelian group on integral closed subschemes V ⊂ X ×
n
of dimension r + n satisfying the following conditions:
(1) (Face condition) for each face F ⊂ n, V intersects X × F properly.
(2) (Modulus condition) V has modulus D relative to F 1n on X ×
n.
We usually drop the phrase “relative to F 1n” for simplicity. A cycle in zr(X|D,n) is
called an admissible cycle with modulus D. Using Proposition 2.4, one checks that if V has
modulus D on X × n, then (IdX × ιF )
∗(V ) has modulus D on X × F ≃ X × d, where
ιF : F →֒ 
n and d = dimF (see [3, Lemma 2.4]). We deduce that (n 7→ zr(X|D,n))
is a cubical abelian group. In particular, the groups zr(X|D,n) form a complex with the
boundary map ∂ =
∑n
i=1(−1)
i(∂∞i − ∂
0
i ), where ∂
ǫ
i = ι
∗
n,i,ǫ.
Definition 2.6 ([3], [13]). The complex (zr(X|D, •), ∂) is the nondegenerate complex asso-
ciated to (n 7→ zr(X|D,n)), i.e., zr(X|D,n) := zr(X|D,n)/zr(X|D,n)degn. The homology
CHr(X|D,n) := Hn(zr(X|D, •)) for n ≥ 0 is called higher Chow group of X with mod-
ulus D. If X is equidimensional of dimension d, for q ≥ 0, we write CHq(X|D,n) =
CHd−q(X|D,n).
Remark 2.7. When D = ∅, this is the cubical higher Chow group of [4], while if X = Y ×A1
with D = {tm+1 = 0}, where t ∈ A1, this is the additive higher Chow group of Y with
modulus m of [6], [24], [25]. If D2 ≥ D1 are two effective Cartier divisors on X, there is
a canonical inclusion zr(X|D2, •) →֒ zr(X|D1, •), thus a canonical map CHr(X|D2, n) →
CHr(X|D1, n). In particular, since ∅ ≤ D, we have CHr(X|D,n)→ CHr(X,n).
2.3. Functorial properties. We say that a morphism of schemes with effective divisors is
proper or flat, if the underlying morphism of k-schemes is proper or flat.
Lemma 2.8. Let f : (Y,E) → (X,D) be a proper morphism of schemes with effective
divisors. Let Z ⊂ Y × n be a closed irreducible subscheme with modulus E, and let
W := f(Z) ⊂ X ×n. Then, W has modulus D.
Proof. Let Z ⊂ Y ×
n
and W ⊂ X×
n
be the Zariski closures, and let νZ : Z
N
→ Y ×
n
and νW : W
N
→ X × 
n
be the normalizations of Z and W , composed with the closed
immersions, respectively. Since Z → W is dominant, the universal property of normalization
gives a morphism h : Z
N
→W
N
such that (f×Id

n)◦νZ = νW ◦h. This gives the identities
h∗ν∗W (D ×
n
) = ν∗Z(f
∗(D)×
n
) and h∗ν∗W (X × F
1
n) = ν
∗
Z(Y × F
1
n). Hence, we get
h∗ν∗W (D ×
n
) = ν∗Z(f
∗(D)×
n
) ≤† ν∗Z(E ×
n
) ≤‡ ν∗Z(Y × F
1
n) = h
∗ν∗W (X × F
1
n),
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where † is the definition of morphisms of schemes with effective divisors in §2.2 and ‡ holds
since Z has modulus E. Since h is a generically finite proper morphism of normal integral
schemes (in particular surjective), we deduce ν∗W (D×
n
) ≤ ν∗W (X×F
1
n) by Lemma 2.2. 
Lemma 2.9. Let f : Y → X be a proper morphism of quasi-projective k-varieties. Let
D ⊂ X be an effective Cartier divisor such that f(Y ) 6⊂ D. Let Z ∈ zq(Y |f∗(D), n) be
an irreducible cycle. Let W = f(Z) on X × n. Then, W ∈ zs(X|D,n), where s =
codimX×n(W ).
Proof. It generalizes [18, Proposition 5.2]. W has modulus D by Lemma 2.8. We prove that
W intersects all faces properly. For codimension 1 faces F ⊂ n, note that W intersects
X × F properly if and only if W 6⊂ X × F . Suppose W ⊂ X × F .
Let fn = f × Idn . Then, Z ⊂ f
−1
n (fn(Z)) = f
−1
n (W ) ⊂ f
−1
n (X × F ) = Y × F . But Z
intersects Y × F properly, so Z 6⊂ Y × F , which is a contradiction. Hence, W intersects
X × F properly when codimnF = 1. For higher codimensional faces, we apply induction
on codimension of the given face, together with the above codimension 1 case. Since Z
intersects all faces of any codimension properly, we deduce the same for W . 
Proposition 2.10 (Proper push-forward). Let f : (Y,E) → (X,D) be a proper morphism
of schemes with effective divisors. Then, it induces f∗ : zr(Y |E, •) → zr(X|D, •) and
f∗ : CHr(Y |E,n)→ CHr(X|D,n) such that (f ◦ g)∗ = f∗ ◦ g∗.
Proof. For an irreducible Z ⊂ Y ×n with W := f(Z), we define f∗([Z]) := 0 if dim(W ) <
dim(Z), and [k(Z) : k(W )]·[W ] if dim(W ) = dim(Z) (see [7]). One checks immediately that
f∗ respects the face condition by using the argument as in Lemma 2.9, while the modulus
condition for W holds by Lemma 2.8. That (f ◦ g)∗ = f∗ ◦ g∗ is immediate. 
The following case of proper push-forward will play an important role in §5.1.
Corollary 2.11. Let (X,D) be a scheme with an effective divisor and let f : Y → X be a
proper map such that f−1(D) = ∅. Then the push-forward map f∗ : CHr(Y, n)→ CHr(X,n)
factors into CHr(Y, n)
ι∗−→ CHr(X|D,n)→ CHr(X,n).
Proof. The map f : (Y, ∅)→ (X,D) is a proper morphism of seds. So, the corollary follows
from Proposition 2.10 because CHr(Y |∅, n) = CHr(Y, n). 
Proposition 2.12 (Flat pull-back). Let f : Y → X be a flat morphism of relative di-
mension d and D an effective Cartier divisor on X. Then, it induces f∗ : zr(X|D, •) →
zd+r(Y |f
∗(D), •) such that (f ◦ g)∗ = g∗ ◦ f∗.
Proof. For an integral admissible closed subscheme Z ⊂ X×n, we let f∗([Z]) be the cycle
associated to the scheme f−1(Z) in the sense of [7]. As in [4], one checks that f∗ so defined
respects the face condition. So, it remains to verify the modulus condition. For this, let
W be an irreducible component of f∗(Z). Let W ⊂ Y × 
n
and Z ⊂ X × 
n
be the
Zariski closures of W and Z, and let νW : W
N
→ Y × 
n
and νZ : Z
N
→ X × 
n
be the
normalizations of the Zariski closures composed with the closed immersions. The dominant
map W → Z induces the map h : W
N
→ Z
N
by the universal property of normalization,
satisfying (f×Id

n)◦νW = νZ ◦h. That Z has modulusD means ν
∗
Z(D×
n
) ≤ ν∗Z(X×F
1
n).
Applying h∗ and using the above equality, we get ν∗W (f
∗(D)×
n
) ≤ ν∗W (Y ×F
1
n) as desired,
because f∗(X × F 1n) = Y × F
1
n . That (f ◦ g)
∗ = g∗ ◦ f∗ is obvious. 
Combined with [7, Proposition 1.7], we obtain:
Proposition 2.13. Let g : (X ′,D′) → (X,D) be a proper morphism of schemes with
effective Cartier divisors, f : Y → X a flat morphism of schemes. Let Y ′ := X ′ ×X Y
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with the projections f ′ : Y ′ → X ′ and g′ : Y ′ → Y . Here g′ induces a proper morphism
(Y ′, f ′∗(D′)) → (Y, f∗(D)) of schemes with effective Cartier divisors. Then, f∗g∗ = g
′
∗f
′∗
as chain maps zr(X
′|D, •)→ zr+d(Y |f
∗(D), •).
3. Module structure over the Chow ring
In this section, we prove that the higher Chow groups with modulus on smooth quasi-
projective schemes are graded modules over the Chow ring. This result also improves [17,
Theorem 4.10], where it was shown that the additive higher Chow groups are modules over
the Chow ring of smooth projective varieties. The projectivity assumption in loc.cit. was
required because one needed a stronger moving result than Theorem 3.2 to take care of
intersection of the closure of cycles with faces in 
n
. We do not know if this stronger
moving result works in the smooth quasi-projective case. We get around this issue in this
note by combining Proposition 2.4 with some strategies in [17, §4].
3.1. Bloch’s moving lemma. Recall the following widely used notion:
Definition 3.1. Let W be a finite set of locally closed subsets of X and let e : W → Z≥0
be a set function. Let zq(X, •) denote the cycle complex of Bloch. Let zqW ,e(X,n) be the
subgroup generated by integral cycles Z ∈ zq(X,n) such that for each W ∈ W and each face
F ⊂ n, we have codimW×FZ∩(W×F ) ≥ q−e(W ). They form a subcomplex z
q
W ,e(X, •) of
zq(X, •). Modding out degenerate cycles, we obtain the subcomplex zqW ,e(X, •) ⊂ z
q(X, •).
We write zqW(X, •) := z
q
W ,0(X, •).
We use the following moving lemma of Bloch stated in [4, Lemma 4.2], where the local-
ization in loc.cit. is corrected in the main theorem of [5], to construct module structure on
higher Chow groups with modulus.
Theorem 3.2 (Bloch). Let X be a smooth quasi-projective k-scheme. Let W be a finite
set of locally closed subsets of X and e : W → Z≥0 be a set-function. Then, the inclusion
zqW ,e(X, •) →֒ z
q(X, •) is a quasi-isomorphism.
We use the following refined version that allows more flexibility forW (see [8, p.112], [17,
Definition 2.1], [19, Definition 5.3]).
Definition 3.3. Let X be a quasi-projective k-scheme, and let T1, · · · , TN be k-schemes.
Let W be a finite collection of irreducible locally closed subsets Wi ⊂ X ×Ti. For each face
F ⊂ n, let pF,i : X × F × Ti → X × Ti be the projection. Let z
q
W(X,n) be the subgroup
generated by integral cycles Z ∈ zq(X,n), such that for each face F ⊂ n, two sets p−1F,i(Wi)
and (Z ∩ (X × F )) × Ti intersect properly on X × F × Ti for all 1 ≤ i ≤ N . Modding out
the degenerate cycles, we obtain zqW(X, •) ⊂ z
q(X, •).
Lemma 3.4. Let X be a quasi-projective k-scheme, and let W be as in Definition 3.3.
Then, there exists a finite collection C of irreducible locally closed subsets of X and a set
function e : C → Z≥0 such that z
q
C,e(X, •) = z
q
W(X, •), where the left one is as in Definition
3.1. Furthermore, the inclusion map zqW(X, •) →֒ z
q(X, •) is a quasi-isomorphism if X is
smooth .
Proof. For the first part, as in [17, Proposition 2.2], we define Ci,d := {x ∈ X|(x × Ti) ∩
Wi contains a component of dimension ≥ d} for each 1 ≤ i ≤ N . We write Ci,d \ Ci,d+1 =⋃
j C
j
i,d, a finite union of irreducible locally closed subsets. Let C = {C
j
i,d} and define
e : C → Z≥0 by e(C
j
i,d) = dimWi − d − dimC
j
i,d. One checks z
q
C,e(X, •) = z
q
W(X, •). When
X is smooth, this complex is quasi-isomorphic to zq(X, •) by Theorem 3.2, so the second
part holds. 
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Lemma 3.5. Let f : X → Y be a morphism of quasi-projective k-schemes. Let W be a
finite collection over X as in Definition 3.3. Then, there exists a finite collection W ′ over
Y as in Definition 3.3, such that f∗ : zqW ′(Y, •)→ z
q
W(X, •), given by taking the associated
cycle of f−1(Z) for each cycle Z, is a well-defined chain map.
Proof. Let W consist of Wi ⊂ X × Ti for 1 ≤ i ≤ N . Define W
′ to be the collection of the
sets Y ×Wi ⊂ Y ×T
′
i , with T
′
i = X×Ti for 1 ≤ i ≤ N , and the transpose of the graph cycle,
tΓf ⊂ Y ×T
′
N+1 with T
′
N+1 = X. SinceW
′ contains tΓf , one checks that f
∗ is well-defined,
and one easily sees that f∗(zqW ′(Y, •)) ⊂ z
q
W(X, •). 
3.2. External action of Chow cycles. Let X,Y ∈ Schk and let (Y,D) be a scheme with
an effective divisor. Set DX := X ×D.
Lemma 3.6. Let Z ∈ zr(X,n1) and W ∈ zs(Y |D,n2) be cycles. Then τ(Z × W ) on
X×Y ×n1+n2 is an element of zr+s(X×Y |DX , n1+n2), where τ : X×
n1×Y ×n2
≃
−→
X × Y ×n1+n2 is the obvious exchange of factors.
Proof. We may assume Z and W are irreducible as the general case immediately follows by
extending the result Z-bilinearly. Let V be an irreducible component of τ(Z ×W ). The
face condition for V is immediate. For the modulus condition, let V and W be the Zariski
closures of V andW in X×Y ×
n1+n2 and Y ×
n
2 , respectively. Consider the commutative
diagram,
(3.1) V
N νV
//
q1

V
ιV
//
q2

X × Y ×
n1+n2
q3

W
N νW
// W
ιW
// Y ×
n2 ,
where νV and νW are normalizations, ιV and ιW are closed immersions, q3 is the projection,
q2 its restriction, and q1 is induced by the universal property of normalization. Note that
q∗3(D×
n2) = DX ×
n1+n2 and q∗3(Y ×F
1
n2
) ≤ X × Y ×F 1n1+n2 . That W has modulus D
means (ιW ◦νW )
∗(D×
n2) ≤ (ιW ◦νW )
∗(Y ×F 1n2). Applying q
∗
1 and using the commutativity,
we get
(ιV ◦ νV )
∗(DX ×
n1+n2) ≤ (ιV ◦ νV )
∗ ◦ q∗3(Y × F
1
n2
) ≤ (ιV ◦ νV )
∗(X × Y × F 1n1+n2),
which shows that V has modulus DX . 
Thus, we have ⊠n1,n2 : zr(X,n1) ⊗ zs(Y |D,n2) → zr+s(X × Y |DX , n1 + n2), given by
⊠n1,n2(Z ⊗W ) = Z ⊠W = τ∗(Z ×W ). A straightforward computation of the boundaries
of Z ⊠W yields:
Proposition 3.7. There is an external product ⊠ : CHr(X,n1)⊗CHs(Y |D,n2)→ CHr+s(X×
Y |DX , n1 + n2), compatible with flat pull-back and proper push-forward.
3.3. Cap product. Our next goal is to construct a cap product ∩X : CH
r(X,n1) ⊗
CHs(X|D,n2) → CHs−r(X|D,n1 + n2), where X is smooth quasi-projective with an ef-
fective Cartier divisor D. Consider ∆X,n = ∆X × Idn : X × 
n → X ×X × n, where
∆X is the diagonal embedding. As before, let DX = X ×D.
Definition 3.8. Let zr(X × X|DX , n)∆ be the group generated by integral cycles Z ∈
zr(X ×X|DX , n) such that (i) codimX×F (∆
−1
X,n(Z) ∩ (X × F )) ≥ r for all faces F of 
n,
and (ii) ∆∗X,n(Z) ∈ z
r(X|D,n).
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The subgroups zr(X×X|DX , n)∆ form a cubical subgroup z
r(X×X|DX ,−)∆ ⊂ z
r(X×
X|DX ,−) and one checks the maps ∆
∗
X,n give a well-defined chain map ∆
∗
X : z
r(X ×
X|DX , •)∆ → z
r(X|D, •).
Definition 3.9. Suppose α ∈ zr(X,n1) and β ∈ zs(X|D,n2) are cycles such that α⊠β lies
in zdimX+s−r(X×X|DX , n1+n2)∆. Then, we define the cap product α∩X β := ∆
∗
X(α⊠β).
In case D = ∅, we denote it by α ∪X β, call it the cup product.
Lemma 3.10 below improves [17, Lemma 4.7].
Lemma 3.10. Fix integers r, s ≥ 0. Let W be a finite set of closed subsets Wn ⊂ X ×
n,
for 0 ≤ n ≤ N , such that each Wn is the support of a cycle in zs(X|D,n). Let f : X → Y
be a morphism of quasi-projective k-schemes. Then, there is a finite set C of irreducible
locally closed subsets of Y such that for all α ∈ zrC(Y, ∗) and all β ∈ W, the cycle f
∗(α) lies
in zr(X, ∗) and the external product f∗(α)⊠ β lies in zdimX+s−r(X ×X|DX , ∗)∆.
We remark that unlike [17, Lemma 4.7], with an aid of the containment lemma (Propo-
sition 2.4), we no longer need to assume that f : X → Y is smooth.
Proof. LetWf be the collection ofWn∩(X×F ), whereWn ∈ W and F ⊂ 
n is a face. This
Wf is a finite collection over X as in Definition 3.3. By Lemma 3.5, there is a finite collection
W ′ over Y as in Definition 3.3 such that f∗ : zrW ′(Y, •) → z
r
Wf
(X, •) is well-defined. But,
by Lemma 3.4, there is a finite collection C of irreducible locally closed subsets of Y and a
set function e : C → Z≥0 such that z
r
C,e(Y, •) = z
r
W ′(Y, •). Since z
r
C(Y, •) ⊂ z
r
C,e(Y, •), we see
f∗ : zrC(Y, •)→ z
r
Wf
(X, •) is well-defined. We claim C satisfies the desired properties.
Observe that for each irreducible cycle Z ′ ∈ zrWf (X,m), each Wn ∈ W, and each face
F ⊂ m+n, that ∆−1X,m+n(Z
′
⊠Wn) intersects properly with X × F is equivalent to that
(Z ′ ∩ (X × F1)) × F2 intersects properly with p
−1
F1,F2
(Wn ∩ (X × F2)), where F = F1 × F2
for faces F1 ⊂ 
m and F2 ⊂ 
n, and pF1,F2 : X × F1 × F2 → X × F2 is the projection.
Since each Wn ∩ (X × F2) is a member of Wf , the cycle Z
′ does satisfy the above proper
intersection condition.
Let Z ∈ zrC(Y,m) be an irreducible cycle. By construction, f
∗(Z) ∈ zrWf (X,m) so that
Lemma 3.6 implies that f∗(Z)⊠Wn ∈ zdimX+s−r(X×X|DX , ∗). By the above observation,
∆−1X,m+n(f
∗(Z)⊠Wn) intersects properly with X × F for each face F ⊂ 
m+n, so we have
checked Definition 3.8(i) for f∗(Z) ⊠Wn. To check Definition 3.8(ii) for f
∗(Z) ⊠Wn, we
only need to show that every irreducible component V of ∆∗X,m+n(f
∗(Z)⊠Wn) has modulus
D on X ×m+n.
Let νV : V
N
→ V →֒ X×
m+n
be the normalization of the closure V of V in X×
m+n
,
composed with the closed immersion. Since f∗(Z) ⊠ Wn ∈ zdimX+s−r(X × X|DX , ∗), it
has modulus DX on X × X × 
m+n. Via the closed immersion ∆X,m+n : X × 
m+n →֒
X×X×m+n, V can be seen as a closed subvariety of |f∗(Z)⊠Wn|, and hence Proposition
2.4 implies that V has modulus DX on X ×X ×
m+n. That is, we have ν∗V∆
∗
X,m+n(DX ×

m+n
) ≤ ν∗V∆
∗
X,m+n(X×X×F
1
m+n) on V
N
. Since ∆∗X,m+n(DX×
m+n
) = D×
m+n
and
∆∗X,m+n(X×X×F
1
m+n) = X×F
1
m+n, this is equivalent to ν
∗
V (D×
m+n
) ≤ ν∗V (X×F
1
m+n),
which means V has modulus D. Hence, f∗(Z)⊠Wn satisfies Definition 3.8(ii), finishing the
proof. 
Lemma 3.11. Let s, W and f : X → Y and C be as in Lemma 3.10. Let C′ be a finite
collection of locally closed subsets of Y containing C. Let T be a finite collection of closed
subsets of Y × n of the form Supp(Tn), for some Tn ∈ z
r
C′(Y, n). Let g : Y → Y
′ be
a morphism of quasi-projective k-schemes. Then, there is a finite set C′′ of locally closed
subsets of Y ′ such that for each W ∈ W, Z ∈ T and V ∈ zqC′′(Y
′, ∗), we have
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(1) the cycles g∗(V ), (g ◦ f)∗(V ), g∗(V ) ∪Y Z, (g ◦ f)
∗(V ) ∩X (f
∗(Z) ∩X W ) and
f∗(g∗(V ) ∪Y Z) ∩X W are all defined,
(2) (g ◦ f)∗(V ) ∩X (f
∗(Z) ∩X W ) = f
∗(g∗(V ) ∪Y Z) ∩X W in z∗(X|D, ∗).
Proof. It suffices to prove the lemma when W = {W} and T = {Z} are singleton sets,
where W ∈ zs(X|D, ∗), and the cycle Z ∈ z
r
C′(Y, ∗) is integral. Given such Z ∈ T , the cycle
f∗(Z) ∩X W is in zs−r(X|D, ∗) by Lemma 3.10. Let U be the collection of intersections
of Supp(f∗(Z) ∩X W ) with all faces X × F . We may apply Lemma 3.10 to U and the
morphism g ◦ f : X → Y ′ to yield a finite collection C′′(g ◦ f) of locally closed subsets of Y ,
for which both the pull-back (g ◦ f)∗(V ) and the cap product (g ◦ f)∗(V )∩X (f
∗(Z)∩X W )
are well-defined.
Similarly, applying Lemma 3.10 to the finite collections U ′ of all intersections of Supp(Z)
with the faces Y × F , and U ′′ of all intersections of Supp(f∗(Z)) with the faces X × F ,
we obtain the finite collection C′′(g) of locally closed subsets of Y ′, for which the pull-back
g∗(V ) and the cup products g∗(V ) ∪Y Z and (g ◦ f)
∗(V ) ∪X f
∗(Z) are well-defined. Note
that f∗(Z) is already well-defined by our given choice of C. Let C′′ := C′′(g) ∪ C′′(g ◦ f).
Now, by construction, g∗(V ) ∪Y Z is a higher Chow cycle for which f
∗(g∗(V ) ∪Y Z) and
f∗(g∗(V ) ∪Y Z) ∩X W are well-defined. The equality of (2) is obvious by observing that
both are effective cycles. 
Theorem 3.12. Let X be a smooth quasi-projective k-scheme with an effective Cartier
divisor D. Then, there is an associative product
(3.2) ∩X : CH
r(X,n1)⊗ CHs(X|D,n2)→ CHs−r(X|D,n1 + n2),
natural with respect to flat pull-back, and satisfying the projection formula f∗(f
∗(a)∩X b) =
a∩Y f∗(b) for a proper morphism of smooth quasi-projective k-schemes with effective divisors
f : (X,D) → (Y,E). If f is a flat and proper morphism with D = f∗(E), we have in
addition the projection formula f∗(a ∩X f
∗(b)) = f∗(a) ∩Y b.
Proof. To see the existence of the product ∩X , let α ∈ CH
r(X,n1), β ∈ CHs(X|D,n2) be
the given cycle classes. Choose a cycle representative
∑
jmjβj ∈ zs(X|D,n2) for β, with
mj ∈ Z and βj irreducible.
By Lemma 3.10, for each βj there exists a finite set Cj of irreducible locally closed subsets
of X (in the notation of Lemma 3.10, we take f = IdX) such that for each α
′ ∈ zrCj (X,n1),
the external product α′ ⊠ βj lies in zdimX+s−r(X × X|X × D,n1 + n2)∆. Let C = ∪jCj .
Here, we have zrC(X,n1) ⊂ z
r
Cj
(X,n1) for each j. By Theorem 3.2, there always exists
a cycle representative α′ ∈ zrC(X,n1) of α. For each such α
′
⊠ βj , there exists a pull-
back ∆∗(α′ ⊠ βj) ∈ zs−r(X,n1 + n2), regarded as a higher Chow cycle. The modulus
condition holds by the containment lemma, Proposition 2.4. Now, ∆∗(α′ ⊠ β) is given by∑
j mj∆
∗(α′ ⊠ βj) and it defines α ∩X β ∈ CHs−r(X|D,n1 + n2). Associativity follows
directly from Lemma 3.11.
If f : (X,D)→ (Y,E) is a proper map of smooth quasi-projective schemes with effective
divisors, the push-forward of a cycle with modulus is defined by Proposition 2.10. So, to
prove the projection formula, given an effective cycle W ∈ zs(X|D, •), it is enough to find,
using Theorem 3.2, a quasi-isomorphic subcomplex zrC′(Y, •) ⊂ z
r(Y, •) such that V ∩Y f∗(W )
and f∗(V ) ∩X W are both defined for all V ∈ z
r
C′(Y, ∗). But this follows from Lemma 3.10.
If f is flat and proper with f∗(E) = D, the flat pull-back of a cycle with modulus is defined
by Proposition 2.12. The projection formula follows similarly from Lemma 3.10. 
4. Applications of Theorem 3.12
In this section, we apply Theorem 3.12 to show that higher Chow groups with modulus
satisfy the projective bundle formula and the blow-up formula. As another application,
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we show that higher Chow groups with modulus admit pull-back maps for certain classes
of smooth schemes with effective divisors. Let D(Ab) denote the (unbounded) derived
category of abelian groups.
4.1. Pull-backs. Let (S,D) be a smooth quasi-projective k-scheme with an effective Cartier
divisor. For a morphism p : Z → S in SmS , we denote the effective divisor p
∗(D) by D in
what follows. Let X,Y ∈ SmS , with pX : X → S and pY : Y → S the structure morphisms.
Let p1 : X ×S Y → X and p2 : X ×S Y → Y be the natural projections.
Definition 4.1 (cf. [17, Definition 5.1]). Suppose pY is projective. Given α ∈ CHr+dimS(X)(X×S
Y ), define α∗ : zs(Y |D, •)→ zs+r(X|D, •) to be the composition zs(Y |D, •)
p∗
2→ zs+dimS(X)(X×S
Y |D, •)
α∩−
→ zs+r(X ×S Y |D, •)
p1∗
→ zs+r(X|D, •) in D(Ab). Here, p1∗ is defined by Propo-
sition 2.10 since pY (and hence p1) is projective.
Proposition 4.2 (cf. [17, Proposition 5.2]). For X,Y,Z smooth and quasi-projective over
S, with Y and Z projective over S, and for α ∈ CHr+dimS(X)(X×SY ), β ∈ CHr′+dimS(Y )(Y×S
Z), we have (β ◦ α)∗ = β∗ ◦ α∗ as maps in D(Ab) from zs(Z|D, •) to zs+r+r′(X|D, •).
Proof. The proof is standard combining Theorem 3.12, the functoriality of flat pull-back
and projective push-forward, associativity, compatibility of projective push-forward and
flat pull-back in transverse Cartesian squares, and the projection formula for a smooth
projective morphism, as in §2.3 (see [17, Proposition 5.2]). 
Theorem 4.3. Let f : X → Y be a morphism of smooth and quasi-projective schemes over
S, with Y projective over S. Then, there is a well-defined pull-back map f∗ : CHs(Y |D, •)→
CHs(X|D, •) with (gf)∗ = f∗g∗ when g : Y → Z is another morphism with Z smooth
projective over S. If f is flat, then f∗ is equal to the flat pull-back. It satisfies the projection
formula f∗(a ∩X f
∗(b)) = f∗(a) ∩Y b for a ∈ CH
r(X), b ∈ CHs(Y |D, •) if f is proper.
Proof. For [tΓf ] ∈ CHdimS(X)(Y ×S X), define f
∗ := [tΓf ]∗, where
tΓf is the transpose of
the graph of f . The functoriality follows from [tΓf ] · [
tΓg] = [
tΓgf ] in CH
∗(Z ×S Y ×S X)
and Proposition 4.2. That the new definition of f∗ agrees with the old one for flat f follows
from the identity (IdX , f)∗(f
∗
old(w)) = [Γf ] ∩ p
∗
2(w).
The operations a∩X(−) and f∗(a)∩Y (−) can be written as the actions of correspondences,
namely ∆X∗(a)∗ and ∆Y ∗(f∗(a))∗, where ∆X : X → X ×S X and ∆Y : Y → Y ×S Y are
the diagonals. Furthermore, f∗ is given by [Γf ]∗. The projection formula follows from
Proposition 4.2 and the equality of correspondences [Γf ] ◦∆X∗(a) ◦
t[Γf ] = ∆Y ∗(f∗(a)). 
Remark 4.4. Take S = A1 = Spec (k[t]) and D = {tm+1 = 0} for m ≥ 1. Let f : X → Y
be a morphism of smooth quasi-projective k-schemes, with Y projective. Let X ′ = X ×A1,
Y ′ = Y × A1 and f ′ = f × IdA1 . Then, by Theorem 4.3, we deduce f
∗ : TCH∗(Y, •,m) →
TCH∗(X, •,m) of [18, Theorem 7.1].
4.2. Homological Chow motives. The notion of homological Chow motives was envi-
sioned by A. Grothendieck and several papers in the literature cover this topic. See e.g.
[26]. We recall the version over a base scheme S ∈ Smk, mainly from [17, §2.1].
When S is irreducible and given two irreducible X,Y ∈ SmProjS , let Cor
n
S(X,Y ) =
CHdimSX−n(X ×S Y ). We extend it to any X,Y ∈ SmProjS and S ∈ Smk natu-
rally by taking the direct sums over irreducible components. By definition, objects of
the category CorS are pairs (X,n) with X ∈ SmProjS and n ∈ Z, and morphisms
are HomCorS ((X,n), (Y,m)) := Cor
m−n
S (X,Y ). Given X,Y,Z ∈ SmProjS with α ∈
Cor∗S(X,Y ) and β ∈ Cor
∗
S(Y,Z), the composition is defined by β ◦ α := p
XY Z
XZ∗ (p
XY Z∗
Y Z (β) ∪
pXY Z∗XY (α)), where p
XY Z
XZ , etc. are the projections defined in the obvious way. Given
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(X,n), (Y,m) ∈ CorS , we have (X,n) ⊗ (Y,m) := (X ×S Y, n + m). The unit object
1 is (S, 0). So, HomCorS (1, (X,−n)) = CHn(X) and CH that sends (X,n) to CH−n(X)
defines a functor CH : CorS → (Ab). The category Mot(S) of homological Chow mo-
tives is defined to be the pseudo-abelian hull of CorS , i.e. its objects are (X,n, α) with
an idempotent α ∈ EndCorS(X) and its morphisms are HomMot(S)((X,n, α), (Y,m, β)) :=
βHomCorS ((X,n), (Y,m))α. For each r ∈ Z, let
m 〈r〉 : SmProjS → CorS →֒ Mot(S)
be the composition of functors, where the first functor sends an object X to (X, r) and a
morphism f : X → Y to the graph Γf ⊂ X ×S Y , and the second functor maps (X,n) to
(X,n, id), which is a full tensor embedding. We write m(X) 〈n〉 := (X,n, id).
We can generalize the discussion of [17, §5.1] proven for additive higher Chow groups to
higher Chow groups with modulus, using results in §3, especially Theorem 3.12 and in §4.1.
Let (S,D) be a smooth quasi-projective k-scheme with an effective Cartier divisor D. As
in §4.1, for a morphism p : X → S in SmS , we denote the effective divisor p
∗(D) by D. In
the words of Chow motives over S, Proposition 4.2 implies:
Theorem 4.5 (cf. [17, Theorem 5.3]). Let GrAb be the category of graded abelian groups.
For each integer s ≥ 1, the assignment (X,n) 7→ CH−n(X|D, s) extends to an additive
functor
CH∗(−|D, s) : Mot(S)→ GrAb
where CH∗(−|D, s)(m(X) 〈n〉 , α) = α∗(CH−n(X|D, s)) ⊂ CH−n(X|D, s).
4.3. Projective bundle formula and blow-up formula. Let (S,D) be a smooth quasi-
projective k-scheme with an effective Cartier divisor. Let E be a vector bundle on S of
rank r+ 1. Let p : P(E)→ S be the associated projective bundle over S. Denote p∗(D) by
D for simplicity.
Theorem 4.6 (cf. [17, Theorem 5.6]). Let (S,D) and p : P(E)→ S be as above, and let η ∈
CH1(P(E)) be the cycle class of the tautological line bundle O(1). For any q, n ≥ 0, the map
θ :
⊕r
i=0 CH
q−i(S|D,n)→ CHq(P(E)|D,n) given by (a0, · · · , ar) 7→
∑r
i=0 η
i ∩P(E) p
∗(ai) is
an isomorphism of CH∗(S)-modules.
Proof. From Theorem 4.5, we deduce Theorem 4.6 formally using the decomposition
∑r
i=0 αi :
m(P(E)) ≃
⊕r
i=0m(X) 〈i〉 as in [17, Theorem 5.6]. Here, we give a direct short proof using
Proposition 2.10, Theorem 3.12 and elementary arguments.
For injectivity of θ, suppose that θ(a0, · · · , ar) = 0. Applying p∗ by Proposition 2.10, we
get
∑r
i=0 p∗(η
i ∩P(E) p
∗(ai)) = 0. By the projection formula in Theorem 3.12, this means∑r
i=0 p∗(η
i) ∩S ai = 0. From the known computations of the Chow groups of projective
bundles, we get ar = 0. Applying the operation p∗(η ∩ (−)) repeatedly on θ(a0, · · · , ar), we
deduce inductively that all ai = 0. Thus θ is injective.
To prove that θ is surjective, let p1, p2 : P(E) ×S P(E) → P(E) be the projections to
the first and the second factor. Let ∆ : P(E) → P(E) ×S P(E) be the diagonal. For
the graph cycle [Γ∆], note that [Γ∆]∗ = Id on CH
q(P(E)|D,n), i.e., p1∗ ◦ ([Γ∆] ∩ (−)) ◦
p∗2 = Id. By the Ku¨nneth decomposition of the diagonal of a projective bundle, we have
[Γ∆] =
∑r
i=0(−1)
ip∗1(η
i) ×S p
∗
2(η
r−i) in the Chow group. Thus, for α ∈ CHq(P(E)|D,n),
α = p1∗ ◦([Γ∆]∩ (−))◦p
∗
2(α) =
∑r
i=0(−1)
ip1∗((p
∗
1(η
i)×p∗2(η
r−i))∩p∗2(α)) =
†
∑r
i=0(−1)
iηi∩
(p1∗(p
∗
2(η
r−i∩α))) =‡
∑r
i=0(−1)
iηi∩p∗(p∗(η
r−i∩α)), where † holds by the projection formula
and ‡ by Proposition 2.13. So, letting ai = (−1)
ip∗(η
r−i ∩ α), we get θ(a0, · · · , ar) = α.
That θ is a homomorphism of CH∗(S)-modules follows immediately from Theorem 3.12. 
Let (S,D) be a smooth quasi-projective k-scheme with an effective Cartier divisor. Let
i : Z →֒ X be a closed immersion, with Z and X smooth projective over S. Let π : XZ → X
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be the blow-up of X along Z and let E be the exceptional divisor. Let iE : E →֒ XZ be
the induced closed immersion and q = π|E : E → Z.
Theorem 4.7 (cf. [17, Theorem 5.8]). The following sequences are split exact:
0→ CHs(E|D,n)
(q∗,−iE∗)
→ CHs(Z|D,n)⊕ CHs(XZ |D,n)
i∗+π∗→ CHs(X|D,n)→ 0,
0→ CHs(X|D,n)
(i∗,π∗)
→ CHs(Z|D,n)⊕ CHs(XZ |D,n)
q∗−i∗E→ CHs(E|D,n)→ 0.
Proof. This is a straightforward application of Theorems 3.12 and 4.5 and the corresponding
blow-up formula for the Chow groups ([7, Proposition 6.7]). By Theorem 4.5, we know the
functor CH∗(−|D, ∗) from SmProjS to GrAb extends uniquely to Mot(S) and the theorem
is a simple consequence of [7, Proposition 6.7] and Manin’s identity principle. 
5. Higher 0-cycles with modulus
Bloch-Esnault [6] and Ru¨lling [11] proved that the additive higher Chow groups of 0-
cycles of a field are non-trivial. We study the multivariate analogue in this section, and
show that these 0-cycle groups in fact vanish. We prove it in more general circumstances
of higher Chow groups with modulus in §5.1. In §5.2, we study codimension 1-cycles.
Definition 5.1. Let X ∈ Schk. Let r ≥ 1 be an integer. When (t1, · · · , tr) ∈ A
r are the
coordinates, and m1, · · · ,mr ≥ 1 are integers, let Dm be the divisor on X×A
r given by the
equation {tm11 · · · t
mr
r = 0}. The groups CH
q(X×Ar|Dm, n) are called multivariate additive
higher Chow groups of X. For simplicity, we often say “a cycle with modulus m” for “a
cycle with modulus Dm.”
5.1. 0-cycles.
5.1.1. In characteristic 0. We first suppose k is an algebraically closed field of characteristic
0 unless said otherwise. We aim to show that CHr+n(Ar|D,n) = 0, when r ≥ 2, n ≥ 0 and
D belongs to some class of effective Cartier divisors. See Theorem 5.5.
Recall that a reduced quasi-projective scheme X of dimension d ≥ 1 over k is uniruled, if
there is a reduced scheme Z of dimension d− 1 and a dominant rational map Z×P1 99K X
whose restriction to {z} × P1 is non-constant for some z ∈ Z. The following Lemma 5.2
might be well-known to the experts, but the authors were not able to find a reference, so
we provide its argument.
Lemma 5.2. Any integral hypersurface X ⊂ Pn of degree d ≤ n is uniruled.
Proof. First, consider the special case when X is smooth. Since d ≤ n, by the adjunction
formula ([9, II-Proposition 8.20, Example 8.20.1, p.182]), the anti-canonical bundle of X is
ample, i.e. X is Fano. Because char(k) = 0, by the theorem of Kolla´r-Miyaoka-Mori [14],
[15], that X is Fano implies that it is rationally connected. Hence it is uniruled. (See [16,
§V.2].) This resolves the smooth case.
We now consider the general case. If n ≤ 2, then X is rational, so we suppose n ≥ 3.
Let Hd,n be the scheme of hypersurfaces in P
n of degree d. Let M =
(
n+ d
d
)
, which is the
number of monomials of degree d in (n+ 1)-variables. Each hypersurface of degree d in Pn
corresponds to a point in the dual projective space (PM )∗, by mapping the coefficients of a
defining equation to the projective coordinate of the coefficients. Hence Hd,n ≃ P
M .
Let C ⊂ Hd,n be a smooth curve containing the closed point s ∈ Hd,n that corresponds
to X. Such C exists because Hd,n ≃ P
M . Let π : X → C be the universal family of
hypersurfaces of degree d parameterized by C. This is a closed subscheme of the incidence
variety contained in Pn × Hd,n. Let πN : X
N → X
π
→ C be the normalization composed
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with π. Since char(k) = 0, by generic smoothness, there is a dense open subset U ⊂ C such
that π−1(U)→ U is smooth. In particular, the map π−1N (U)→ π
−1(U) is an isomorphism.
Let X ′ = π−1N (s) ⊂ X
N be the inverse image of X = π−1(s). The general fiber of π is
a smooth hypersurface in Pn of degree ≤ n, so it is uniruled by the smooth hypersurface
case we considered already. As C is smooth, by [16, Corollary IV.1.5.1, p.184], every closed
fiber of πN is also uniruled. Since X
′ → X is finite surjective, X must be uniruled by [16,
Lemma IV.1.2, p.182]. 
Lemma 5.3. Let n ≥ 2. Let D ⊂ An be an effective Cartier divisor such that Dred is
a hypersurface of degree d ≤ n. Then, for each closed point x ∈ An \ D, there exists an
integral rational affine curve C ⊂ An such that x ∈ C and C ∩D = ∅.
Proof. We may supposeD is reduced. Since every effective Cartier divisor on An is principal,
we may write D = V (f) for some f ∈ k[t1, · · · , tn], which has degree ≤ n. Since k is
algebraically closed, we can find a linear automorphism φ of An with φ(ti) = λ0+
∑n
j=1 λjtj ,
λ0, λj ∈ k, such that φ(x) = 0. Since φ is a linear automorphism, we have deg(φ(f)) =
deg(f). So, we reduce to the case when x = 0 and 0 6∈ V (f) = D. By scaling f , we
may suppose f(0) = 1. Write f = 1 − g, where g(0) = 0 and deg(g) = deg(f). Let
g =
∏r
i=1 g
mi
i be the unique factorization of g, where each gi is irreducible, in particular,
(f, gi) = k[t1, · · · , tn]. Since g(0) = 0, there exists some i0 such that gi0(0) = 0. Note gi0 |g
so that deg(gi0) ≤ deg(g) = deg(f) ≤ n.
Let X := V (gi0) and let X ⊂ P
n be the Zariski closure of X. This X is an integral
hypersurface of Pn of degree ≤ n and is uniruled by Lemma 5.2. So, by [16, Corollary
IV.1.4.4, p.184], there exists an integral rational curve C ⊂ X passing through x ∈ X .
Let C = C ∩ X. This is an integral rational affine curve closed in X through x. Since
X ⊂ An \D, this C satisfies the desired property. 
Lemma 5.4. Let k be any field. For a regular rational affine curve C and n ≥ 0,
CHn+1(C,n) = 0.
Proof. We may assume C is connected. For every such C, there is an open inclusion
C →֒ A1, whose complement Z is a finite set of closed points of A1. In the localization
sequence CHn+1(A1, n)→ CHn+1(C,n)→ CHn+1(Z, n− 1), we know CHn+1(A1, n) = 0 by
homotopy invariance and CHn+1(Z, n− 1) = 0 by the dimension reason. We conclude that
CHn+1(C,n) = 0. 
Theorem 5.5. Suppose k = k and char(k) = 0. Let D ⊂ Ar be an effective Cartier divisor,
with deg(Dred) ≤ r. For r ≥ 2 and n ≥ 0, CH
n+r(Ar|D,n) = 0.
Proof. Note that a 0-cycle has modulus D if and only if it is disjoint from D × n. Let
z ∈ (Ar\D)×n be a closed point. We claim that [z] = 0 in CHn+r(Ar|D,n). Let x = p1(z)
and y = p2(z), where p1, p2 are the projections from A
r × n to Ar and n, respectively.
They are closed points, and x 6∈ D. By Lemma 5.3, we have a closed immersion ι : C →֒ Ar
of an integral rational affine curve through x with C ∩D = ∅. By Corollary 2.11, there is
the push-forward map ι∗ : CH
n+1(C,n) → CHn+r(Ar|D,n), and for z′ := (x, y) ∈ C × n,
ι∗([z
′]) = [z]. It is therefore sufficient to show that CHn+1(C,n) = 0 in order to prove the
theorem.
To prove it, take the normalization π : CN → C. This CN is a regular connected rational
affine curve. Since π is finite surjective and k is algebraically closed, the push-forward
π∗ : CH
n+1(CN , n) → CHn+1(C,n) is surjective (see [4, Proposition 1.3]). We are done by
Lemma 5.4. 
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5.1.2. In characteristic > 0. We now consider the cases when k is a finite field Fq or its
algebraic closures Fq. For a scheme X, let K
M
i denote the Zariski sheaf whose stalks are
the Milnor K-theory of the local rings of X.
Lemma 5.6. Let X be a smooth curve over a field k and let n ≥ 0. Then, there is a natural
isomorphism CHn+1(X,n)
∼
→ H1Zar(X,K
M
n+1).
Proof. We may assume X is connected. There are exact sequences:
(5.1) zn+1(X,n + 1)
∂
→ zn+1(X,n)→ CHn+1(X,n)→ 0;
(5.2) KMn+1(k(X))
δ
→
⊕
x∈X0
KMn (k(x))→ H
1
Zar(X,K
M
n+1)→ 0.
The first sequence is exact by definition and the second is exact by Kato’s resolution of the
Milnor K-theory sheaves on smooth schemes ([12]), where X0 is the set of closed points of
X. In the following, we first define maps φn, θn+1 and ψn that will relate the first two terms
of (5.1) and (5.2).
Let pX and pn be the projections fromX×
n to X and n, respectively. Let qi : 
n → 
for 1 ≤ i ≤ n be the projection to the i-th .
We first define φn : z
n+1(X,n) →
⊕
x∈X0
KMn (k(x)) as follows: when z ∈ z
n+1(X,n) is
a point, consider φn([z]) := Nz({z1, · · · , zn}), where zi := qi ◦ pn(z) and Nz : KMn (k(z)) →
KMn (k(pX(z))) is the norm map. We extend φn linearly. (Note that this definition makes
sense for any k-scheme X, not just for smooth curves. We write φXn for φn if we need to
specify X.)
Now we define θn+1 : z
n+1(X,n + 1) → KMn+1(k(X)) as follows: let (y1, · · · , yi) ∈ 
i
be the coordinates for i ≥ 1. Let C ∈ zn+1(X,n + 1) be an irreducible curve. If pX(C)
is a point, we define θn+1([C]) = 0. Otherwise, the map pX |C : C → X is generically
finite. The composites qi ◦ pn+1|C : C → 
n+1 → , 1 ≤ i ≤ n+ 1 yield rational functions
f1, · · · , fn+1 on C. Proper intersection of C with the faces of X ×
n+1 means that fi 6= 0
for 1 ≤ i ≤ n + 1. So, they define a unique element [f ]C := {f1, · · · , fn+1} ∈ K
M
n+1(k(C)).
We define θn+1([C]) = NC([f ]C), where NC : K
M
n+1(k(C))→ K
M
n+1(k(X)) is the norm map
via the generically finite map pX |C . We extend θn+1 linearly.
We claim that the diagram
(5.3) zn+1(X,n + 1)
∂

θn+1
// KMn+1(k(X))
δ

zn+1(X,n)
φn
//
⊕
x∈X0
KMn (k(x)),
commutes. Here, if C is an irreducible curve in zn+1(X,n+ 1) such that pX(C) is a closed
point, say {x} ∈ X, then one can regard C as {x} × C ′ for a curve C ′ ⊂ n+1. Then
φn ◦ ∂([C]) = φ
X
n ◦ ∂([C]) = φ
{x}
n ◦ ∂{x}([C ′]), where ∂{x} : zn(k(x), n + 1) → zn(k(x), n)
is the boundary map for {x}, and the latter one φ
{x}
n ◦ ∂{x}([C ′]) is 0 because the map
φ
{x}
n : zn(k(x), n) → KMn (k(x)) sends the boundary ∂
{x}(zn(k(x), n + 1)) to 0, inducing
the homomorphism φ
{x}
n : CH
n(k(x), n) → KMn (k(x)) as in the Nesterenko-Suslin–Totaro
isomorphism [27]. In particular, φn ◦ ∂([C]) = δ ◦ θn+1([C]) = 0. In case C → X is
dominant, we have φn ◦ ∂([C]) = δ ◦ θn+1([C]) by the definition of tame symbols in Milnor
K-theory. See [2] for details. Hence the diagram (5.3) induces a homomorphism φ¯n :
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coker ∂ → coker δ. Note that coker ∂ = CHn+1(X,n) = zn+1(X,n)/∂(zn+1(X,n + 1)) and
coker δ = H1Zar(X,K
M
n+1) by (5.1) and (5.2).
We now define ψn :
⊕
x∈X0
KMn (k(x)) → z
n+1(X,n)/∂(zn+1(X,n + 1)) as follows:
when x ∈ X0 and [f ] = {f1, · · · , fn} ∈ K
M
n (k(x)) with fi ∈ k(x)
×, we let ψ˜n([f ]) be
the graph of the morphism (f1, · · · , fn), which is a closed point in X × 
n if fi 6= 1
for all i, or ∅ if fi = 1 for some i. This does not intersect any face of X × 
n be-
cause none of fi is 0 (nor ∞, obviously), so it defines an element in z
n+1(X,n). Its
image in zn+1(X,n)/∂(zn+1(X,n + 1)) will be called ψn([f ]). To see that this is well-
defined, it reduces to show that for f1, f3, · · · , fn ∈ k(x)
×, with f1 6= 1, the graph of
(f1, 1 − f1, f3, · · · , fn) vanishes in the quotient z
n+1(X,n)/∂(zn+1(X,n + 1)). For this, we
use the curve γ : t 7→ {x} ×
(
t, 1− t, f1−11−t , f3, · · · , fn
)
⊂ X × n+1, where the first three
coordinates of n+1 are exactly those of the rational curve of B. Totaro in [27, p.182, line
28] used to kill the Steinberg relation. Its only intersection with any codimension 1 face
is the closed point {x} × (f1, 1 − f1, f3, · · · , fn). Hence ψn({f1, 1 − f1, f3, · · · , fn}) = 0.
This proves the well-definedness of ψn as a set map. To show that it is a group homomor-
phism, it reduces to check that when n = 1, we have ψ1(f) + ψ1(1/f) = 0 for f ∈ k(x)
×
and ψ1(f) + ψ1(g) = ψ(fg) for f, g ∈ k(x)
×. This also can be done by taking the curve
γ′ : t 7→ {x} ×
(
t, ft−fg
t−fg
)
⊂ X × 2, where the two coordinates of 2 are exactly the the
rational curve of B. Totaro in [27, p.182, line 8]. The boundary of γ′ gives the first relation
when fg = 1 and the second relation in general. This shows ψ1 as well as ψn is a group
homomorphism. Extend ψn to the direct sum over X0.
We now show that ψn ◦ δ = 0. Let [f ] ∈ K
M
n+1(k(X)). We may assume that this is given
by (n + 1) distinct rational functions in k(X)× \ {1} for otherwise [f ] = 0 so that there is
nothing to prove. Note that k(X) is the fraction field of the dvr A = OX,x for any chosen
x ∈ X0. Fix one x ∈ X0. Then we can write [f ] = {f1, · · · , fn, uπ
r}, for some fi ∈ A
×
for 1 ≤ i ≤ n, u ∈ A×, π is a uniformizing parameter of A, and r ∈ Z. In this case, by
the construction we know that δx([f ]) = r{f¯1, · · · , f¯n} ∈ K
M
n (k(x)), where f¯i ∈ k(x) is the
residue class of fi. See [2, §4]. We repeat it for each x ∈ X0. To show that ψn ◦ δ([f ]) = 0
in zn+1(X,n)/∂(zn+1(X,n + 1)), we need to construct a 1-cycle in zn+1(X,n + 1), whose
boundary is equal to ψ˜n ◦ δ([f ]), where ψ˜n is defined at the beginning of the paragraph that
defines ψn. To do so, construct ξn+1(f1, · · · , fn, uπ
r) ⊂ X ×n+1 to be the intersection of
the graphs of (f1, · · · , fn, uπ
r) in X×
n+1
with X×n+1. Since the rational functions are
all distinct, the intersection defines a curve and this curve intersects all faces properly. By
construction, we have ∂(ξn+1(f1, · · · , fn, uπ
r)) = ψ˜n◦δ([f ]). Thus we have the induced map
ψ¯n : coker δ → coker ∂. That φ¯n ◦ ψ¯n and ψ¯n ◦ φ¯n are the identity maps is straightforward
on the generators by definition. 
Lemma 5.7. Let k = Fq or Fq. Let X be a smooth curve over k. Then, CH
n+1(X,n) = 0
for n ≥ 2. If X is affine, then CH2(X, 1) = 0 as well.
Proof. We may assume X is connected. When n ≥ 2, by Lemma 5.6, it suffices to check
that KMn (F ) = 0, when F = k(x) for x ∈ X0, which is either finite or the algebraic closure
of a finite field. This is a result of Steinberg (see [22, Example 1.3]) when F is finite. When
F is the algebraic closure of a finite field, a direct limit argument shows that KMn (F ) = 0.
Now suppose n = 1 and X = Spec (A) is a smooth affine curve over k. In this case, by
[21, Lemma 2.3], there are isomorphisms H1Zar(X,K
M
2 ) ≃ H
1
Zar(X,K2) ≃ SK1(X), where
SK1(X) = ker(K1(X)→ O
×(X)). When k = Fq, SK1(X) = 0 by [1, Corollary 4.3]. When
k = Fq, there is a finite subfield k
′ ⊂ k and a smooth affine k-algebra A′ of dimension 1 such
that A ≃ A′⊗k′ k. This gives SK1(A) = SL(A)/E(A) = lim−→ℓ SL(A
′
ℓ)/E(A
′
ℓ) = 0, where we
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take the direct limit over all fields ℓ such that k′ ⊂ ℓ ⊂ k, |ℓ| <∞. Now, CH2(X, 1) = 0 by
Lemma 5.6. 
Proposition 5.8. Let k = Fq or Fq. Let X be an irreducible curve over k. Then,
CHn+1(X,n) = 0 for n ≥ 2. If X is affine, then CH2(X, 1) = 0 as well.
Proof. We may assume that X is integral. By Lemma 5.7, the proposition holds when
X is smooth. So, suppose X is not smooth. Let U ⊂ X be the smooth locus of X and
let S = (X \ U)red. Let f : X
′ → X be the normalization and let U ′ := f−1(U). Let
S′ := (X ′ \ U ′)red. From the morphism of localization exact triangles
zn(S′, •) //

zn+1(X ′, •) //

zn+1(U ′, •) //
≃

zn(S′, •)[1]

zn(S, •) // zn+1(X, •) // zn+1(U, •) // zn(S, •)[1],
we obtain the Mayer-Vietoris exact sequence
(5.4) CHn(S′, n)
(ι′,f∗)
→ CHn+1(X ′, n)⊕ CHn(S, n)
f∗+ι
→ CHn+1(X,n)→ CHn(S′, n− 1)
associated to the push-forward maps, where ι and ι′ are maps induced by the closed immer-
sions S →֒ X and S′ →֒ X ′, respectively. Note that dim S′ = 0 so that CHn(S′, n − 1) = 0
by the dimension reason. On the other hand, S is a finite union of reduced closed points
so that CHn(S, n) =
⊕
x∈S CH
n(k(x), n) ≃†
⊕
x∈S K
M
n (k(x), n) = K
M
n (OS), where OS =∏
x∈S k(x) and † is the Nesterenko-Suslin–Totaro isomorphism K
M
n (F ) ≃ CH
n(F, n) for
any field F (see [27]). Similarly, for OS′ :=
∏
x∈S′ k(x) we have CH
n(S′, n) ≃ KMn (OS′).
The pushforward CHn(S′, n) → CHn(S, n) corresponds to the norm map N : KMn (OS′) →
KMn (OS). Hence (5.4) yields an exact sequenceK
M
n (OS′)
N
→ KMn (OS)→
CHn+1(X,n)
f∗CHn+1(X′,n)
→ 0.
Lemma 5.7 now reduces the problem to show that N is surjective. This is clear if k = Fq.
If k = Fq and n ≥ 2, then K
M
n (OS) = 0 by Steinberg’s theorem (see [22, Example 1.3]).
If n = 1, then surjectivity of N follows from the following elementary fact: for a finite
extension Fq →֒ ℓ, the norm N : ℓ
× → F×q is surjective. 
Theorem 5.9. Let k = Fq or Fq. Let (X,D) be an affine k-variety of dimension r with an
effective Cartier divisor. Then, CHn+r(X|D,n) = 0 for r ≥ 2 and n ≥ 1.
Proof. We may assume X = Spec (A) is connected. Let I ⊂ A be the ideal of D. Let
z ∈ zn+r(X|D,n) be a closed point. Let x = pX(z), where pX : X × 
n → X is the
projection. Let m ⊂ A be the maximal ideal of x. Since x 6∈ D, we have m+ I = A. Choose
f ∈ I and g ∈ m such that (f, g) = A. Let E be an irreducible component of V (g) that
contains x, such that E ∩D = ∅. Considering the chains of prime ideals in m modulo (g)
and using that ht(m) ≥ 2 (since r ≥ 2), we see there is an integral curve C ⊂ E such that
x ∈ C. In particular, C ∩D ⊂ E ∩D = ∅. Let ι : C →֒ X be the closed immersion. By
Corollary 2.11, we have ι∗ : CH
n+1(C,n) → CHn+r(X|D,n) such that [z] ∈ im(ι∗). But,
CHn+1(C,n) = 0 by Proposition 5.8. So im(ι∗) is trivial and hence [z] = 0. We conclude
that CHn+r(X|D,n) = 0. 
5.1.3. 0-cycles on multivariate additive higher Chow groups.
Theorem 5.10. Let k be any field. Let n ≥ 0, r ≥ 2 and m = (m1, · · · ,mr), with mi ≥ 1.
Then, CHn+r(Ar|Dm, n) = 0.
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Proof. Let z ∈ Ar × n be a closed point with modulus Dm. Let ℓ = k(z), which is finite
over k. Then, there is an ℓ-rational closed point w ∈ Arℓ ×ℓ 
n
ℓ such that π∗([w]) = [z],
where π : (Arℓ , π
∗(Dm)) → (A
n
k ,D) is the base change map and π∗ is as in Proposition
2.10. Here π∗(Dm) = {t
m1
1 · · · t
mr
r = 0} on A
r
ℓ as well. So, we are reduced to showing that
[w] = 0 in CHn+r(Arℓ |Dm, n). In other words, we may assume z is k-rational. In particular,
x = πAr(z) is k-rational for the projection pAr : A
r ×n → Ar.
The rest of the proof is now a copycat of the argument of Theorem 5.5, if we can show that
given any k-rational point x ∈ Ar \Dm, there is an integral rational affine curve C →֒ A
r
such that x ∈ C and C∩Dm = ∅. If x = (c1, · · · , cr) with ci ∈ k
×, let C1 ⊂ A
2 be the curve
given by the polynomial f = t1t2 − c1c2 ∈ k[t1, t2] and set C = C1 × (c3, · · · , cr). This C
satisfies the desired properties. So, we are done by Lemma 5.4. 
Theorem 5.11. Let k be any field. Let n ≥ 0, r ≥ 2 and m = (m1,m2), with mi ≥ 1. Let
X be an equidimensional k-scheme of dimension r − 2 with an effective Cartier divisor D.
Then, CHn+r(X × A2|D × A2 +X ×Dm, n) = 0.
Its proof is almost identical to that of Theorem 5.10: after reducing to the case of k-
rational points, if z = (z′, c1, c2) ∈ (X × A
2)(k) is away from D × A2 + X × Dm, where
z′ ∈ (X \D)(k), then we have C = z′ × C1 ∋ z, where C1 = {t1t2 = c1c2} ⊂ A
2.
5.2. Codimension 1 cycles. Let r ≥ 2, n ≥ 0, and m = (1, · · · , 1). We now consider
CH1(Ar|Dm, n). For simplicity, we identify (, {∞, 0}) with ψ := (A
1, {0, 1}) via the
automorphism ψ : P1 → P1, y 7→ 1/(1 − y). We use ∂ =
∑n
i=1(−1)
i(∂0i − ∂
1
i ) as the
boundary operator, where ∂ǫi is given by {yi = ǫ}.
Lemma 5.12. Let Z ∈ z1(Ar|Dm, n) be an irreducible admissible cycle. Then, Z = V (f),
where f = 1− t1 · · · trg for some g ∈ k[t1, · · · , tr][y1, · · · , yn].
Note that we don’t claim that every cycle of the form V (f), with f as above, is admissible,
unless n = 0 for which the above is sufficient.
Proof. Since k[t1, · · · , tr][y1, · · · , yn] is a UFD, hence normal, by Krull’s principal ideal
theorem (e.g. [9, I-Theorem 1.11A]) there exists a polynomial f in the ring with Z = V (f).
However, the modulus condition of Z requires that Z∩V (ti) = ∅ for 1 ≤ i ≤ r. For i = 1, it
means that, if we write f = p0+p1t1+ · · ·+pN t
N
1 , where pj ∈ k[t2, · · · , tr][y1, · · · , yn], then
(f, t1) = (1). Hence p0 must be a nonzero constant. By scaling, we may assume p0 = 1.
Thus, f − 1 is divisible by t1. By repeating this argument for all 1 ≤ i ≤ r, we see that
f − 1 is divisible by t1 · · · tr. 
Theorem 5.13. Let m = (1, · · · , 1). Then, CH1(Ar|Dm, 0) = 0.
Proof. By Lemma 5.12, every irreducible Z ∈ z1(Ar|Dm, 0) is given by an equation of the
form f(t1, · · · , tr) = 1 − t1 · · · trg for some g ∈ k[t1, · · · , tr]. Consider W ⊂ A
r × ψ
given by the polynomial h(t1, · · · , tr, y1) := 1 − t1 · · · trgy1. Writing y1 = s1/s0, where
[s0, s1] ∈ ψ = P
1 are the homogeneous coordinates, the Zariski closure W in Ar × ψ is
given by s0 = t1 · · · trgs1. Hence, on the normalization of W , we have {t1 · · · tr = 0} ≤
{s0 = 0} = {y1 = ∞}. So, W has modulus m. On the other hand, h(t1, · · · , tr, 0) = 1
and h(t1, · · · , tr, 1) = f(t1, · · · , tr) so that ∂
0
1W = 0 and ∂
1
1W = Z. In particular, the
intersections ofW with faces is proper and ∂(W ) = Z. Hence [Z] = 0 in CH1(Ar|Dm, 0). 
Lemma 5.14. Let m = (1, · · · , 1), and n ≥ 1. Let W ∈ z1(Ar|Dm, n) be an irreducible
admissible cycle. Suppose it is given by a polynomial h ∈ k[t1, · · · , tr, ][y1, · · · yn]. Then, for
each 1 ≤ i ≤ n, degyi(h) ≤ 1.
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Proof. Write yi = si,1/si,0, where [si,0, si,1] ∈ P
1 are the homogeneous coordinates of the i-th
 in 
n
ψ. After scaling, we may assume h(t1, · · · , tr, y1, · · · , yn) = 1−t1 · · · trgm+
∑
i 6=m t
igi,
where gm, gi ∈ k[y1, · · · , yn]. Let di = degyi(h). In terms of the homogeneous coordinates
of the space Ar×
n
ψ, the equation 0 = h of the closure W can be expressed as s
d1
1,0 · · · s
dn
n,0 =
t1 · · · trg˜, for some polynomial g˜ ∈ k[{tℓ, si,j}| 1 ≤ i ≤ n, j = 0, 1, 1 ≤ ℓ ≤ r]. Thus, on
the normalization of W , we have [{t1 · · · tr = 0}] ≤ [{s
d1
1,0 · · · s
dn
n,0}], which is equivalent to∑r
i=1{ti = 0} ≤
∑n
i=1 di{si,0 = 0} =
∑n
i=1 di{yi =∞}. But, if any one of di > 1, it violates
the modulus condition. Thus, we have di ≤ 1 for all i. 
For m = (1, · · · , 1), consider the homomorphism ρ : z1(Ar|Dm, 1) → k given as follows.
Let Z ∈ z1(Ar|Dm, 1) be irreducible. We have Z = V (f) for some f ∈ k[t1, · · · , tr][y1, · · · yn]
as in Lemma 5.12. Define ρ by ρ(Z) := resy1=∞Ev(t1=···=tr=0)
(
f(0,··· ,0,y1)−f
f(0,··· ,0,y1)t1···tr
)
. We want
to show that for the boundary map ∂ : z1(Ar|Dm, 2) → z
1(Ar|Dm, 1), the composition
ρ ◦ ∂ = 0. By Lemma 5.12, each irreducible cycle W = V (h) ∈ z1(Ar|Dm, 2) has the
form h(t1, · · · , tr, y1, y2) = 1 − t1 · · · trgm +
∑
i 6=m t
igi, where i = (i1, · · · , ir) with all
ij ≥ 1, t
i := ti11 · · · t
ir
r and gm, gi ∈ k[y1, y2]. Let ℏ =
∑
i 6=m t
igi, which is the higher or-
der terms. For each i = 1, 2 and ǫ = 0, 1, we have ∂ǫiW = V (h|yi=ǫ). But, we have
Ev(t1=···=tr=0)
(
1−h(yi=ǫ)
t1···tr
)
= Ev(t1=···=tr=0)
(
t1···trgm|yi=ǫ−ℏ|yi=ǫ
t1···yr
)
= Ev(t1=···=tr=0)(gm|yi=ǫ)
so that, it is enough to consider the case when h is replaced by 1− t1 · · · trgm, i.e., without
the higher order terms ℏ. Now, that ρ ◦ ∂ = 0 can be checked readily in the following:
Lemma 5.15. Let m = (1, · · · , 1). Let h = 1 − t1 · · · trgm(y1, y2) and W = V (h) ∈
z1(Ar|Dm, 2). Then, ρ∂(W ) = 0. It induces a homomorphism ρ : CH
1(Ar|Dm, 1)→ k.
Proof. By Lemma 5.14, we must have degyi gm ≤ 1 for i = 1, 2. Thus, the most general
form of gm(y1, y2) is gm(y1, y2) = ay1y2 + by1 + cy2 + d, for some a, b, c, d ∈ k. By the
identical method used in Lemma 5.14, this cycle is admissible.
Let’s compute ρ(∂jiW ) for each i = 1, 2 and j = 0, 1. To compute the faces, note that for
∂01(W ), we intersect (y1 = 0) with W . This gives h|y1=0 = 1− t1 · · · tr(cy2+ d), and rename
the coordinate y2 by y1. This gives ∂
0
1(W ) = [V (1−t1 · · · tr(cy1+d))]. By the same method,
we obtain, ∂11(W ) = [V (1− t1 · · · tr((a+ c)y1 + b+ d))], ∂
0
2(W ) = [V (1− t1 · · · tr(by1 + d))],
and ∂12(W ) = [V (1− t1 · · · tr((a+b)y1+c+d))]. Thus, ρ(∂W ) = c− (a+c)−b+(a+b) = 0.
The second part follows from the above discussion. 
Theorem 5.16. Let r ≥ 2 and let m = (1, · · · , 1). Then, ρ : CH1(Ar|Dm, 1) → k is
surjective. In particular, CH1(Ar|Dm, 1) 6= 0.
Proof. By Lemma 5.15, it is enough to show that ρ is surjective. For any a ∈ k, consider
the cycle Za = V (1 − t1 · · · tray1). One checks Za has modulus m, exactly as we did
in the middle of the proof of Theorem 5.13. Here ∂01(Za) = [V (1)] = [∅] = 0, while
∂11(Za) = [V (1 − t1 · · · tr)] is a degenerate cycle, which is 0. So Za intersects all faces
properly and ∂(Za) = 0, i.e., it represents a class in CH
1(Ar|Dm, 1). As ρ(Za) = a by
definition, we conclude that ρ is surjective. 
We do not know whether ρ is injective, nor what CH1(Ar|Dm, n) is when n ≥ 1.
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