Cluster-based architectures are very popular in the construction of versatile computer vision and graphics applications. Hereby, computers are connected over a network to perform collaborative processing. Systems which include cameras demand for accurate synchronisation as well as low latencies for short-message data transfers. We present work which combines the requests for low-latency, low-cost synchronisation within a multi-camera-projector system for rapid 3D-scanning of human bodies under motion. Key to the setup is a flexible interface controller connected to each network computer. Data packages as well as trigger stimuli and graphics synchronisation signals are quickly distributed to the addressed client machines. A real-time software framework allows for very low latencies that are needed for high-speed parallel processing.
Introduction
With decreasing prices of powerful computers and cameras, cluster-based architectures become the leading choice for highperformance vision and graphics applications. The setup we are mainly addressing is described in our previous work [9] . Multiple 3D scanning modules, each of which consists of one computer, one digital camera and one LCD projector, are positioned around an object of interest, i.e. human body. The basic module is capable of reconstructing a 3D-mesh from one single captured image by projecting vertical equidistant black and white stripes together with an underlying unicolor code. We demonstrated that two nearly oppositely positioned modules can work simultaneously by means of illumination and camera exposure. Camera-Trigger latencies of more than 1ms cause motion blur which lowers the accuracy of the overall integrated 3D model. Low latency is a main aspect in short-message-distribution networks. Examples of such messages are tracking data, state updates, synchronisation data, sensor information, etc. Commercial networks which are able to deal with such time-critical situations are usually very cost intensive.
Myrinet [5, 1] , Infiniband and SCI are representatives, providing latencies of several microseconds combined with a maximum throughput of hundreds of Mbit/s. Indeed, the initial costs for a Myrinet 8-port switch lies in the area of several thousand Euros. More recently, Gigabit Ethernet became a cheap alternative. But since these network cards operate with data-buffers, millisecond-latencies are common. However, the authors of [15, 8] implemented a very low-cost multicamera environment with software-synchronised cameras over standard Ethernet. They reached a temporal difference of 20ms between two simultaneous camera streams. In Blue-C, a multi-camera immersive projection environment [14] , a fixed timing scheme is programmed in a microcontroller. This approach minimises latency but lacks with modularity and scalability. The articles [12, 7] provide a good overview of possible interconnections between clustered machines, where Linux, as operating system, is of main interest.
Beside the importance of low latency (see [10] ), it is often necessary to perform video genlocking, i.e. in immersive environments. The authors of [3] developed a barriersynchronisation network which distributes the frame-start pulses (VSync) of graphic cards. Their SoftGenLock library runs within a real-time Linux kernel. Because of the limited set of I/O-functions accessible from there, the computer's parallel port is used for interconnecting the cluster machines.
In this paper we propose a new low-cost network interface controller (NIC) hardware, connected to the computer's parallel port. The network topology is token-ring-like but the cabling is bus-like. The main features are:
• Low microsecond latency The paper is organised as follows: Section 2 gives an overview of our scanning system and defines the requirements for out network. In Section 3 the system architecture from the hardware point of view is given, where the NIC and it's subsystems are described in detail. The software structure is the main focus of Section 4, whereby latency is measured and real-time Linux extensions are introduced. Section 5 showes some measured results from transmissions between cluster computers. Section 6 concludes the paper and gives some directions for future work.
Overview
Our 3D scanning setup, as shown in figure 1 , is a combination of four modules, each of which consists of one LCD projector, one digital camera and one computer with framegrabber card. We are able to reconstruct the scanned scenerey in 3D from one captured image per module, based on state-of-the-art structured light techniques. The projected light pattern is a series of equidistant vertical black and white stripes together with an underlying unicolor code. Previously [9] we demonstrated the ability of simultaneous projection and processing from two nearly opposite sites. A dedicated computer, refered to as 'Master PC (MPC)', collects the different reconstructed meshes and maintains the system behaviour. A programmable timing scheme allows for rapid switching between pairs of scanning modules (M1-M3 and M2-M4). To remedy, or at least reduce, motion blur while scanning human bodies under motion, the time difference between these two consecutive scans must be minimised. This is especially important in motion capturing applications.
The defined switching policy on the MPC is as follows: reconstructions and repeat the sequence at point 1.
In the case of unsynchronised projections (without video genlocking), the waiting time between point 1 and 2, respectively point 4 and 5, varies between 0 and T f rame = 1/f , whereby f is the vertical frequency of the projector's input, i.e. 16.7ms for 60Hz. Indeed, this would slow down the overall scanning process to a point where the dynamics are no longer captured well.
The above example of module-switching depicts the typical requirements within parallel and distributed systems in the field of motion-capture, virtual and augmented reality, small clusters of computers for distributed processing, multi-camera and multi-projector or -display architectures. These are also the main requirements for our network and are listed as follows:
• Bidirectional transmission of small synchronisation-data packets with very low latency, i.e. Projector-commands.
• Multiple Adressing Modes: P2P, multicast (i.e. Modules M1 and M3), broadcast.
• Triggering of cameras, flash-lights, shutter-glasses, etc.
• Synchronising the different light projectors through the vertical sync. signal of graphic boards.
• Acknowledging through Barrier-Synchronisation (i.e. steps 2 and 5 in the switching scheme).
• Low costs for the NIC's, cables etc.
In this paper we present a small electronic device, connected to the parallel port or each computer, which satisfies the above requirements. In addition we present the necessary firmware, Linux drivers and a testing application.
System Architecture
Based on the configuration of our 3D scanning setup (figure 1), we apply a Network Interface Controller (NIC), to each computer's parallel port and interconnect them by a 25-pole printer cable. This results in a bus-like cabling structure with terminating endpoints, as seen in figure 2 . The cameras are directly triggered by the NIC's, where two supplementary outputs are available for flash-lights, shutter-glasses etc. The following subsections describe in detail the different subsystems of our network approach: the NIC itself, the integration of video synchronisation, the communication between the computer and the attached NIC, the transmission of data packets, the different addressing modes, the busarbitration, the acknowledging mechanism and the triggering part.
The Network Interface Controller
Our newly developed synchronisation-network hardware is implemented on an electronic board with a peripheral interface controller (PIC) as it's central element. This programmable microcontroller communicates with the host computer via a 'PC-NIC' interface, whereas the Inter-NIC communication is split into 4 layers (see figure 3 ). Each layer is designed to send and receive data from both the left and the right neighbouring NIC and are responsible for the transmission of: 
Video Synchronisation
Real-time synchronisation is an important aspect of our multimodule 3D-scanner as well as for various graphic clusters, where the intent is to give multiple views of the same visual data set. Local frame completion synchronisation can be done through a swapbuffer barrier, depending on the display driver. The task of video signal synchronisation (genlock) is the alignment of vertical synchronisation pulses of all graphic boards with respect to each other.
Without the need for specialised graphics hardware, the SoftGenLock project [3] provides a solution that works with different kinds of rapid synchronisation networks. Given one computer distributing it's VSync signal over the network, all other machines compare this signal with their own VSync pulse. In case of a markable time-difference, the GPU's pixelclock is adapted. Indeed, the interrupt latency between the physical VSync and it's interrupt recognition must be very low, which calls for real-time operating systems. While SoftGenLock performs best when running in Linux Kernel Space, only a very limited set of devices can be accessed from there. In particular, it cannot access classical network cards (Ethernet or Myrinet for example). Thus, even if such networks are fast enough, they are unusable together with SoftGenLock. We therefore designed our NIC to operate on the computer's parallel port, which can easily be addressed from within kernel space.
PC -NIC Interface
As mentioned in the section before, the interface between the computer and the NIC is based on the parallel port specification. Different modes of communication are currently implemented, whereby the EPP (enhanced parallel port) standard was introduced to facilitate data communication over this interface. It defines a handshake protocol for the transmissionof single bytes (see [4] for an introduction to programming the EPP).
Data Transmission
Transmission of data as well as the VSync-, the token-and the acknowledge-signals is managed by the PIC microcontroller on the NIC board. Bidirectional switchable drivers are selected to correctly handle the direction of data transfers. Generally, data is packed into small frames, which store addressing information (P2P, multicast, broadcast), the data length and a command identifier. As soon as one network party is allowed for sending, he becomes the current master of the bus. All other NIC's are then forced to listen simultaneously. Before the data packet could be sent, each NIC's data drivers (1-4 in figure 3 ) have to be setup correctly, depending on the following states of the NIC (see also figure 4):
• Bus-Master: The sending party enables drivers 2 and 3.
• Bus-Slave, Master is on the right side: Packets come from the right neighbour, drivers 3 and 4 are enabled.
• Bus-Slave, Master is on the left side: Packets come from the left neighbour, drivers 1 and 2 are enabled.
After this short initialisation phase, the data can be sent bytewise until all NICs on the network have received them. Addressing Modes. Messages between NICs store information about sender and receiver. Each network party is identified by a unique id, which is transparent to the user. A mapping between each low-level identifier and the computer's name allows application programs to contact other machines by the latter only. Additionally, each NIC is member of one of 8 possible groups. Messages can now be sent to any cominbation of groups, whereas addressing all groups simultaneously is equal to a broadcast. The group membership can be assigned during runtime, which allows for flexible reconfiguration of the network.
Bus Arbitration. The determination of which participant on the network is allowed to grant the bus for sending is based on a Token-Ring mechanism. In a ring-topological network a stimuli, i.e. a token, is sent from one party to it's neighbour. Sending is enabled only when the machine, which actually retrieves the token, keeps ready data. The token is passed to it's neighbour after successful transmission. This mechanism eliminates starvation which usually occurs in priority-driven network architectures. However, each client's priority can be changed by the time the NIC stores the received Token before forwarding it. Figure 5 depicts this process where the token is sent in counter-clockwise direction. Each NIC, willing to send data, can catch the token (C-circle in the figure) and start transmission. If the token reaches the end of the bus, it is rejected back to the most-right NIC in the network. On this way back the token is amplified in order not to loose signal strength over long cable lengths. Handshaking. Typical networks using packet transmission also imply collision detection. In case they also allow for multicast and broadcast, one can assure that data is correctly sent and received. Unfortunately, no active confirmation is provided from each addressed network node. Another important feature in low-latency and real-time environments is the knowledge of the end of data-processing on the receiver's computer or even the user's application. An example for such an extended handshaking mechanism is the following sequence:
The Bus-Master sends the command to a client to turn off it's light projector. The client's NIC receives the command and notifies the attached computer by raising an interrupt on the parallel port. The client computer reads the command from the NIC and starts the corresponding execution, i.e. turning off the projector. After execution the client computer notifies it's NIC by acknowledging the previously received command. This Acknowledge is sent back to the Bus-Master in order to complete the command transmission.
In contrast to Ethernet-like networks, where acknowledgements have to be sent separately, our network implements the handshaking by reserving two signal lines between each two NICs. A wired-AND logic represents a barrier which is set to a logical 1 only if all addressed network nodes received an acknowledge from their connected computers. This protocol works with direct P2P transmissions as well as with multicast and broadcast messages and allows for a more reliable and better controllable communications than other commercial networks.
Trigger Subsystem
While video synchronisation and handshaking works implicit over dedicated signal lines between each two NICs, the distribution of trigger stimuli is based on normal data transmission.
We provide three outputs on each NIC, programmable in delay and duration. The latency between the MPC, which usually initiates a trigger, and the addressed NICs is a couple of microseconds. Flexible reconfiguration of the trigger behaviour can be achieved as well as dynamic reprogramming of the output-delays and -durations.
For instance, if two cameras and one flash-light are connected to the trigger outputs, the following sequence could be defined: first trigger camera 1, then after exposure trigger camera 2 together with a flashlight. This results in two captured images, the first without a flash, the second with the flashlight. Such an application could be a 3D-scanner based on structured light with the second shot for real texture acquisition.
Software Framework
This section describes the programming interface and the device driver for our real-time low-latency synchronisation network. All computers run a Linux operating system with a real-time extension that allows for smallest possible interrupt latencies. The framework designed provides functions for sending and receiving data packages as well as a user interface to program the trigger behaviour of the NIC. Furthermore, we integrated SoftGenLock, which runs as a kernel-module and forwards the VSync pulses from the graphic board directly to the NIC.
Latency
Latency in general describes the temporal difference between the occurence of a stimuli and it's recognition. Three different types of latencies can be distinguished in a computer network:
• Network latency: Time difference between sending a single byte and receiving it.
• Interrupt latency: Amount of time that elapses between the physical interrupt signal being asserted and the interrupt service routine running.
• Scheduler latency: Interval between a wakeup signaling that an event has occured and the operating system scheduler getting the opportunity to schedule the application that is waiting for the wakeup to occur.
The interrupt latency component is much smaller than latencies caused by operating system schedulers. Therefore, the interrupt service routine, which reads data from the parallel port and stores them into a buffer, resides in kernel space. Upon completion of a transmission of several bytes, the written buffer is read out by the user application. The amount of latency for a n-byte message from one machine to another over the network is given by
T L,Sched is the scheduler latency, T L,Int is the interrupt latency, and T L,N W is the latency over the network.
Our hardware is capable of providing just a couple of microseconds latency, dependent on the time needed to wait for a free Token and the performance of the PIC microcontroller. Latencies of the operating system can be strongly reduced by applying real-time extensions to the standard kernel. Measuring the latency on Linux kernels is somewhat tricky, but [6] provides a solution utilising the programmable real-time-clock (RTC) to periodically launch an interrupt. Within the called handler the CPU-timestamp is read out and the difference to the desired value depicts the current scheduler latency. However, recent developments on the Linux kernel showed big improvements in scheduler latencies, reduced from hundreds of milliseconds on a standard kernel to less than one millisecond on updated kernels.
In order to measure the interrupt latency of the Linux kernel we implemented a device driver that periodically sends a byte to the parallel port data register. An external loopback routes the output directly to the interrupt line. This causes the kernel to call the corresponding interrupt handler. The interval between sending and receiving stesat the current interrupt latency. Figure 6 compares a standard kernel with a real-time extended version (RTAI), whereby in both cases one million parallel port interrupts are released. The temporal resolution of both histograms is about 0.68µs. The tests are recorded under extreme stress conditions. As illustrated in the top diagram, most of the interrupts are processed within 15µs after the physical release. However, latencies of more than 200µs are also measured. By applying a real-time event handler a maximum response time of less than 13µs can be reached. Indeed, this allows for quick reaction on time-critical events like VSync pulses or interrupts from the parallel port. 
Real-Time Operating System Support
As mentioned in the section above, real-time Linux extensions are a convenient way to apply quick and deterministic response for interrupts on standard Linux kernels. Hence, all timecritical parts of our software framework reside in the realtime layer. We decided for RTAI [2] , which inserts an additional scheduler between the already existing one and the hardware layer. Figure 7 gives an overview of our application programmers interface (API).
The application program resides in the normal user space and calls PicSend() to start a message transfer over the synchronisation network. The application is then registered at RTAI and can further use RTAI's Inter-ProcessCommunication (IPC) functionality. A signal is released for either a Sending-Thread (SndThread) in case of data transfer or a Trigger-Thread (TrigThread) in case of Trigger data. Both threads rely in the real-time kernel space, where a message transfer with the NIC, connected to the parallel port, is initiated. This port can easily be accessed from kernel modules as described in [13] . Receiving a message from the NIC works in the opposite way, whereby a signal is omitted by the Receiving Thread (RcvThread) each time a communication has completed. The three implemented tasks (Sender, Trigger and Receiver) in the real-time kernel handle the raw data stream. Therefore functions regarding the network protocol have to be processed in the real-time user-space (RcvThread, RTAI registered application).
Measurements
In our 3D-scanning setup we connected 5 computer over the synchronisation network and transmitted data packets with different lengths. The first communication measured consists of 5 data bytes. The packet overhead in the NIC-to-NIC line is 4 bytes, and 2 additional bytes for the link to the computer. Figure 8 visualises the whole transfer, whereby channel 1 shows the bytewise transfer from the sender's parallel port to it's NIC and channel 3 shows the transfer on the receiver's port. Since low-level handshaking is done in the EPP-hardware and an interrupt is released after each transmitted byte, the realtime kernel modules have to handle the packet buffers. The interval between two consecutive bytes includes the reaction time of the NIC as well as the interrupt latency on the operating system and the time needed for executing the interrupt service routine. Under normal conditions this interval is approximately 4µs which leads to 44µs for the full 11-byte packet.
The network latency in the given example is the sum of the intervals between the end of the first computer-to-NIC transmission and the beginning of the NIC-to-NIC transmission and the other way round. This yields to an overall network latency of T L,N W = 8µs + 22µs = 30µs.
A duration of 52µs for a 9-byte transmission over the parallel cable yields to a network bandwidth of 0.18MB/s or 1.4Mbit/s.
In a second communication test 100 data bytes are transmitted over the network as depicted in figure 9 . The overall time needed for this transfer is 1.48ms. By involving all possible latencies we can calculate an average network bandwidth for medium packet sizes with n data bytes:
B avg = n t transf er = 100 1.48 · 10 −3 = 0.5M bit/s (3) Figure 9 : A packet with 100 data bytes is transmitted over the bus. Green (channel 1) is the EPP strobe of the sender, red (channel 2) the bus strobe and blue (channel 3) the EPP strobe of the receiver Both examples show the data transfer from the bus master to a client machine, whereby the free token was always immediately available. The network latency is increased as soon as a network party, which is willing to send data, has to wait for the next free token. Indeed, this is directly proportional to the amount of NIC's connected. In our addressed 3D-scanning setup only short synchronisation messages are distributed over the network. Figure 10 shows the results of a rapid 3D-scan with two successive illuminations. The concept here is that two consecutive images are grabbed: the first one under pattern illumination from which the 3D mesh can be reconstructed based on [11] , and the second one under constant white illumination which serves as texture image. The time interval between these two camera images should be kept small to reduce texture displacement on the 3D model. The following synchronisation messages and trigger signals are used within our network between the MPC and the scanning module:
1. The MPC sends a data message to the addressed module to activate pattern illumination. This command is implicitely acknowledged by the module to ensure that the projector has finished execution. 2. After the previously acknowledged command the MPC sends a trigger signal to the module. This initates the first image capture, which on the one hand starts the 3D-reconstruction process and on the other hand acknowledges the trigger command. 3. The MPC sends a data message to the module to activate constant illumination. Again, this command is implicitely acknowledged by the module. 4. After the previously acknowledged command the MPC places a second trigger signal on the network. This initiates the second image capture. 5. After the 3D-computation the module informs the MPC that a new cycle can now start at point 1. In this work we present a low-latency low-cost network that is suitable for real-time environments. Short Synchronisation messages combined with programmable trigger possibilities and the ability of synchronising graphic cards of all network partners are the main features of our prototype. The application areas we address are those where many cameras and/or projectors are connected to computers, which itself form a cluster. Beside low latencies of several microseconds we reach an acceptable bandwidth, indeed good enough for various synchronisation purposes.
Data bytes are transmitted in packages between a network interface controller (NIC) and the computer's parallel port. Multiple addressing modes are implemented (P2P, multicast, broadcast). Different types of acknowledging mechanisms allow for a barrier-synchronisation like behaviour without the need for each client computer explicitely sending an acknowledge packet. Bus arbitration is done by token passing as it is known from token-ring topology networks. The interface controller we designed is built upon standard electronic components, including a PIC microcontroller. Currently a maximum of 255 network nodes can be connected together. This amount can easily be extended by adapting the communication protocol. Only standard parallel cables are used to interconnect the NIC's which reduces the overall initial costs.
We provide a software framework consistsing of low-level device drivers, the PIC firmware and an user interface. In order to reduce operating system latency -interrupt and scheduler -a real-time Linux operating system is used. Measurements show the obvious advantages in temporal behaviour compared to standard Linux kernels. This is especially necessary since communication over the parallel port is unbuffered and the lowlevel device driver has to manage each single byte transfer.
Future improvements concern the network robustness and error handling. Up to now only basic handling of communication failures is implemented. Timeouts occuring within transmissions should be caught. A further improvement could regard the network speed, i.e. by increasing the microcontroller's clock frequency. By replacing time critical C-functions with faster assembler code the network latency could even be more reduced.
