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1. Introduction
Let Vn denote any n-dimensional vector space over F2. The Fourier transform of a function
f : Vn → Vm is deﬁned by
fˆ (a,b) :=
∑
x∈Vn
(−1)〈b, f (x)〉+〈a,x〉
for a ∈ Vn and b ∈ Vm , b = 0. The angular brackets 〈 , 〉 denote any inner product on the relevant
vector spaces. The Fourier spectrum of f is the subset of Z consisting of the set of values of fˆ , over
all a and b (b = 0), and is independent of the inner products used.
If m = 1 then Vm = V1 = F2, and any function f : Vn → F2 is called a Boolean function. In this
case the only non-zero b ∈ Vm is b = 1, so we write the Fourier transform as
fˆ (a) :=
∑
x∈Vn
(−1) f (x)+〈a,x〉
for a ∈ Vn .
Bent functions are Boolean functions which have Fourier spectrum {±2n/2}. Bent functions can
only exist when n is even, since the spectrum consists of integers. We shall call a Boolean function
near-bent if its Fourier spectrum is {0,±2(n+1)/2}. Near-bent functions can only exist when n is odd.
E-mail addresses: g.leander@mat.dtu.dk (G. Leander), gary.mcguire@ucd.ie (G. McGuire).
1 Research supported by the Claude Shannon Institute, Science Foundation Ireland Grant 06/MI/006.0097-3165/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2008.12.004
G. Leander, G. McGuire / Journal of Combinatorial Theory, Series A 116 (2009) 960–970 961A function from Vn → Vn is said to be almost bent if it has Fourier spectrum {0,±2(n+1)/2}. As for
near-bent functions, almost bent functions can only exist when n is odd. The difference between an
almost bent function and a near-bent function is that almost bent functions map Vn → Vn , whereas
near-bent functions map Vn → V1.
Any Boolean function f : Vn → V1 has a unique representation as a polynomial of the form
f (x) =
∑
a∈Vn
λax
a
where x = (x0, . . . , xn−1) and xa is short for ∏0i<n xaii . This representation is called the algebraic
normal form of f . The (algebraic) degree of a Boolean function is deﬁned as the maximal Hamming
weight of a such that λa is non-zero.
An important case is when the vector space is endowed with a ﬁeld structure. For this paper let K
denote F2n , the ﬁnite ﬁeld with 2n elements. Let Tr denote the trace map from K to F2. We usually
use the inner product 〈x, y〉 = Tr(xy) when Vn = K . For a function f : K → K the formula for fˆ
becomes
fˆ (a,b) :=
∑
x∈K
(−1)Tr(bf (x)+ax). (1)
In this context, f is almost bent if and only if each of the Boolean functions Tr(bf (x)) is near-bent,
for all b ∈ K , b = 0.
Suppose f is a monomial permutation, say f (x) = xd where (d,2n − 1) = 1. Then we may write
any b ∈ K as cd , and then
fˆ (a,b) =
∑
x∈K
(−1)Tr(cdxd+ax) =
∑
x∈K
(−1)Tr(xd+ac−1x) = fˆ (ac−1,1).
It follows that the Fourier spectrum of f (x) = xd , when (d,2n −1) = 1, will be the same as the Fourier
spectrum of the Boolean function Tr( f (x)). In particular, Tr(xd) is near-bent if and only if xd is almost
bent, when (d,2n − 1) = 1. The most famous examples of this are the almost bent Gold functions
f (x) = x2k+1 where k is relatively prime to n and n is odd. We will use these functions in Section 3,
as well as the Kasami–Welch functions x4
k−2k+1 in Section 4. The Kasami–Welch functions are almost
bent on K when k is relatively prime to n and n is odd.
It should be noted that in the case of a monomial permutation xd , the (algebraic) degree of the
Boolean function equals the Hamming weight of the 2-adic expansion of the exponent d. Throughout
the paper the degree of a Boolean function refers to the algebraic degree of the Boolean function.
We say a Boolean function in n dimensions is normal if there is an aﬃne subspace of dimen-
sion n/2 on which the function is constant. We say a Boolean function in n dimensions is weakly-
normal if there is an aﬃne subspace of dimension n/2 on which the function is aﬃne linear. The
notion of normality was introduced for the ﬁrst time in [8]. For increasing dimension n, a counting
argument (see [5]) can be used to prove that nearly all Boolean functions are non-normal. However,
when we restrict to the class of bent functions the situation is different. Almost all known bent func-
tions are weakly-normal. Only a few non-normal and non-weakly-normal bent functions are known
so far (see [4] for details) and the smallest dimension where a non-weakly-normal bent function has
been found is 14. In this paper we will present for the ﬁrst time a non-weakly-normal bent function
in dimensions 10 and 12. In particular, this implies that these examples are not in the Maiorana–
McFarland class, because all members of that class are weakly-normal.
To summarize this paper: in Section 2 we will present a construction of bent functions in di-
mension 2m, based on the idea of concatenating two near-bent functions in dimension 2m − 1. In
Sections 3 and 4 we construct some explicit examples to demonstrate that the assumptions of our
construction can actually be fulﬁlled. We also show that we can construct inequivalent examples. In
Section 5 we discuss whether the functions given by our construction are weakly-normal.
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Because bent functions exist in even dimensions, and near-bent functions exist in odd dimensions,
the possibility exists of moving up and down between bent and near-bent functions. The four possi-
bilities are discussed in [12], see also some results in [2]. Here we focus on going up from a near-bent
function to a bent function.
First we prove a simple lemma on near-bent functions.
Lemma 1. Let f be a near-bent function on Vn. Let
supp( fˆ ) = {a ∈ Vn: fˆ (a) = 0}.
Then |supp( fˆ )| = 2n−1 .
Proof. Let n+ = |{a ∈ Vn: fˆ (a) = +2 n+12 }| and let n− = |{a ∈ Vn: fˆ (a) = −2 n+12 }|, so n+ + n− =
|supp( fˆ )|. Parseval’s Theorem states that∑
a∈Vn
fˆ (a)2 = 22n
which implies that 2n+1n+ + 2n+1n− = 22n , or n+ + n− = 2n−1. 
Given a near-bent function f (x) on Vn , n odd, we wish to consider adding one variable to create a
bent function in n+ 1 variables. We denote the new Boolean variable by y, and the new vector space
by Vn ⊕ V1 which has variables (x, y).
Theorem 2. Let f (x) and h(x) be two Boolean functions on Vn and let g(x, y) on Vn ⊕ V1 be deﬁned by
g(x, y) := yh(x) + (y + 1) f (x).
Then the following properties are equivalent:
1. g is bent.
2. f and h are near-bent and supp( fˆ ) ∩ supp(hˆ) = ∅.
Proof. Given a ∈ Vn and b ∈ V1 we have
gˆ(a,b) =
∑
x,y
(−1)yh(x)+(y+1) f (x)+〈a,x〉+by
=
∑
x
(−1) f (x)+〈a,x〉 + (−1)b
∑
x
(−1)h(x)+〈a,x〉
= fˆ (a) + (−1)bhˆ(a).
(1⇒ 2) If g is bent then for any a we have
fˆ (a) + hˆ(a) ∈ {±2 n+12 } and fˆ (a) − hˆ(a) ∈ {±2 n+12 },
and it follows that fˆ (a), hˆ(a) ∈ {0,±2 n+12 }. This means that f and h are near bent. Furthermore, the
supports of their Fourier spectra have to be disjoint.
(2 ⇒ 1) If f and h are near bent, and supp( fˆ ) ∩ supp(hˆ) = ∅, then we are done by the equa-
tion gˆ(a,b) = fˆ (a) + (−1)bhˆ(a) provided that for any a, exactly one of fˆ (a) and hˆ(a) is 0. This is
true because of cardinalities: Lemma 1 implies |supp( fˆ )| = |supp(hˆ)| = 2n−1, and so the complement
of supp( fˆ ) is supp(hˆ), and vice-versa. 
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has disjoint support from fˆ . Our g is then constructed by “glueing” f and h together, so that the
restriction of g to Vn ⊕ {0} is f , and the restriction of g to Vn ⊕ {1} is h. The constructions described
in Sections 3 and 4 are a special case of this general idea. We will make use of near bent functions f
with an extra property; before stating this property we recall the deﬁnition of linear structure.
Let De f be deﬁned by De f (x) = f (x + e) + f (x). The linear kernel of f is the linear subspace of
vectors e such that De f is a constant function. Any element of the linear kernel is called a linear
structure of f .
If u is the 0, 1 characteristic function of supp( fˆ ), then we will use functions f with the extra
property that there exists e such that u(x) + u(x + e) = 1 for all x ∈ Vn (in particular, u has a linear
structure).
The following theorem combines the work of several authors, as we will indicate in the proof. The
equivalence of 1 and 5 is new, we believe. We feel it is useful to state all the equivalences although
we will not use every part of this theorem in this paper.
One part of the statement of the next theorem, and the discussion afterwards, refers to the re-
striction of a near-bent function f being bent on Hc , the complement of a hyperplane H . Formally
this does not make sense, as Hc is not a vector space; however, what is meant is that the function
f ′(x) := f (x+ z) is bent on H , where z is a ﬁxed element of Hc . This usage is in [2] for example.
Theorem 3. Let f be a near-bent function, and let u be the characteristic function of supp( fˆ ). Let e be a
non-zero element of Vn, and let H = {0, e}⊥ . The following are equivalent.
1. u has a linear structure e with u(x) + u(x+ e) = 1 for all x ∈ Vn.
2. f restricted to H and its complement Hc in Vn is bent.
3. supp(uˆ) ∩ H = ∅.
4. The derivative
(Dα f )(x) = f (x) + f (x+ α)
is balanced for all non-zero α ∈ H.
5. The function g on Vn ⊕ V1 deﬁned by
g(x, y) = yf (x) + (y + 1)( f (x) + 〈e, x〉)
is bent.
Proof. We ﬁrst show that 1 is equivalent to 5. Let h(x) = f (x) + 〈e, x〉. We compute
hˆ(a) =
∑
x
(−1) f (x)+〈e,x〉+〈a,x〉
=
∑
x
(−1) f (x)+〈e+a,x〉
= fˆ (a + e).
Property 1 is equivalent to exactly one of fˆ (a), fˆ (a+ e) being zero, for any a. It therefore follows that
supp( fˆ ) ∩ supp(hˆ) = ∅
if and only if u has a linear structure in e with u(x) + u(x + e) = 1 for all x ∈ Vn , and Theorem 2
applies. This proves that 1 is equivalent to 5.
Next we show that 1 is equivalent to 3. In [3] it is shown that for any Boolean function g , there
exists e such that g(x) + g(x + e) = 1 iff {y: gˆ(y) = 0} contains H . Applying this to u shows that 1
holds iff supp(uˆ) is contained in Hc . This proves that 1 is equivalent to 3.
It is proved in [7] that 2 is equivalent to 3.
It is shown in Theorem V.2 in [2] that 2 is equivalent to 4. Note that the equivalence of 1 and 4 is
also well known, see for example [9]. 
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dimension n+ 2 from bent functions in dimension n (see [6, Proposition 8]). We now explain this.
Suppose we are given a near-bent function f : Vn ⊕ V1 such that 2 of Theorem 3 holds. Assume
that e = (0,1) ∈ Vn ⊕ V1, which we can assume wlog for the following. By assumption, the restriction
of f to Vn ⊕ {0} is bent and the restriction to Vn ⊕ {1} is bent as well, so we can decompose f as
f (x, y) = b1(x)(y + 1) + b2(x)y
where bi are two bent functions on Vn . Using the implication 1 ⇒ 5 of Theorem 3 with f and the
linear structure e we construct
g(x, y, z) = f (x, y)z + ( f (x, y) + y)(z + 1)
which can be expressed as
g(x, y, z) = b2(x)yz + b1(x)(y + 1)z +
(
b2(x) + 1
)
y(z + 1) + b1(x)(y + 1)(z + 1).
This is a construction equivalent to Proposition 8 of [6].
Also, note that computing the Fourier coeﬃcient of g leads to
gˆ(a,b, c) = bˆ1(a)
(
1+ (−1)c)+ bˆ2(a)(−1)b(−1+ (−1)c)
and thus g is clearly bent iff b1 and b2 are bent, as can be seen by looking at c = 0 and c = 1
separately. This gives another (direct) proof of the equivalence of 2 and 5 of Theorem 3.
One can view Proposition 8 of [6] as going from dimension n to dimension n+ 2 without focusing
on the “in-between” odd dimension, n + 1. From this point of view, this article is focusing on the
intermediate odd dimension, and Theorem 3 makes this clear. In Theorem 3, one goes down to a bent
function (2 of Theorem 3), or goes up to a bent function (5 of Theorem 3). Using this idea of starting
with a near bent function, that is “in the middle” of the construction from [6], in the remainder of
this paper we will be able to construct more non-equivalent functions which do not correspond to the
known secondary construction in Proposition 8 of [6] (see Theorems 7 and Corollary 12 below). We
do this by “twisting” the near-bent function in the intermediate dimension.
3. Quadratic examples
We now show that in the quadratic case, the equivalent conditions of Theorem 3 always hold.
Theorem 4. Let f : Vn → V1 be a quadratic near bent function. Then there exists an element e ∈ Vn such that
the function
g : Vn ⊕ V1 → V1,
g(x, y) = yf (x) + (y + 1)( f (x) + 〈e, x〉)
is bent.
Proof. By Theorem 3 it suﬃces to show that for any quadratic near-bent function, there exists e such
that u(x) + u(x+ e) = 1 for all x ∈ Vn . It follows from Dickson’s Theorem on quadratic forms (see for
example [11, Chapter 15, Theorem 4]) that up to linear equivalence and adding aﬃne functions the
only quadratic near-bent function on Vn , n odd, is
f (x0, . . . , xn−1) = x0x1 + x2x3 + · · · + xn−3xn−2. (2)
The Fourier transform is easily obtained:
fˆ (a0, . . . ,an−1) =
{0, an−1 = 0,
±2 n+12 , an−1 = 1.
In particular the characteristic function of supp( fˆ ) is the linear function u(x) = xn−1 and we have
u(x) + u(x+ (0, . . . ,0,1)) = 1. 
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Next we construct bent functions by putting together two quadratic Gold functions. Note that,
due to the fact that the constructed function have degree 3, they are not covered by the secondary
construction from [6].
Corollary 5. Let n be odd, and let j and k be two positive integers with j = k, ( j,n) = (k,n) = 1 and k, j <
(n+ 1)/2. Let f (x) = Tr(x2 j+1) and h(x) = Tr(x2k+1 + x) be functions on F2n . Then g(x, y) as constructed in
Theorem 2 is a bent function of degree 3.
Proof. Let H be the hyperplane of trace 0 elements. It is well known (see [10] for example) that the
support of fˆ and ̂Tr(x2k+1) (and any Gold function) is the complement of H . It is straightforward to
check that hˆ(a + 1) = fˆ (a), and since n is odd, the support of hˆ is therefore H . Applying Theorem 2
completes the proof. 
Remark. The proof shows that e = 1 is a linear structure for u, as in the statement of Theorem 3.
Example 6. An example of this for n > 3 odd is f (x) = Tr(x3) and h(x) = Tr(x5 + x). By Corollary 5,
yf (x) + (y + 1)h(x) = y Tr(x3) + (y + 1)Tr(x5 + x) is a bent function, and it has degree 3.
3.2. Constructing inequivalent cubic bent functions
As recalled in the proof of Theorem 4 any quadratic near-bent function f (x) is equivalent to the
expression (2). Thus, from this point of view, one can construct a bent function by letting
h(x) = f (x) + xn−1
because then
g(x, y) = yf (x) + (y + 1)h(x)
is bent by Theorem 3. It is quadratic again, because the terms yf (x) containing the degree 3 terms
cancel, leaving
g(x, y) = f (x) + yxn−1
(and this is actually the canonical form of a quadratic bent function). However, we can twist the
construction to get cubic bent functions, as the next theorem shows.
Theorem 7. Let f : Vn → V1 be the quadratic near-bent function deﬁned by (2), i.e.,
f (x0, . . . , xn−1) = x0x1 + x2x3 + · · · + xn−3xn−2.
Let L : Vn−1 → Vn−1 be any aﬃne permutation. Furthermore let
h(x) = f (L(x0, . . . , xn−2), xn−1)+ xn−1.
Then
g(x, y) = yf (x) + (y + 1)h(x)
= y( f (x) + h(x))+ h(x)
is bent.
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as that of f (L(x0, . . . , xn−2), xn−1). It follows that the support of hˆ is the complement of the support
of fˆ . Then Theorem 2 applies. 
The above theorem allows the construction of functions that are not equivalent to the known
secondary construction of [6], as we previously mentioned. As a demonstration we now compute a
simple example where the constructed functions are of degree 3.
Example 8. Consider the following example for any n 5: We have
f (x0, . . . , xn−1) = x0x1 + x2x3 + · · · + xn−3xn−2.
Now consider L1(x0, . . . , xn−2) which maps x1 to x1 + x3 and leaves the other variables unchanged. In
this case we get
h1(x) = f
(
L1(x0, . . . , xn−2), xn−1
)+ xn−1 = f (x) + x0x3 + xn−1
and therefore we obtain a bent function
g1(x, y) = yf (x) + (y + 1)h1(x)
= yf (x) + (y + 1)( f (x) + x0x3 + xn−1)
= yx0x3 + h1(x) + yxn−1.
It is also clear that g1 is cubic.
Next consider the mapping L2 which maps x1 to x1 + x3 and x3 to x3 + x5. In this case we get
h2(x) = f
(
L2(x0, . . . , xn−2), xn−1
)+ xn−1 = f (x) + x0x3 + x2x5 + xn−1
and a bent function
g2(x, y) = y(x0x3 + x2x5) + h2(x) + yxn−1.
Now, the cubic terms of g1 and g2 are not aﬃne equivalent and this implies that g1 and g2 are not
equivalent. The non-equivalence of the cubic terms can be seen by considering the following invariant
for a cubic function g:
δ(g) := dim{a ∈ Vn ∣∣ deg(g(x) + g(x+ a)) 1}.
For g1 we see that
g1(x0, . . . , xn−1, y) + g1(x0 + a0, . . . , xn−1 + an−1, y + ay)
has degree less then two if and only if
a0 = a3 = ay = 0,
thus δ(g1) = n − 2. On the other hand, for g2
g2(x0, . . . , xn−1, y) + g2(x0 + a0, . . . , xn−1 + an−1, y + ay)
has degree less then two if and only if
a0 = a2 = a3 = a5 = ay = 0,
thus δ(g2) = n − 4. Since δ(g1) = δ(g2) it follows that g1 and g2 are not equivalent.
Generalizing this idea allows us to construct various non-equivalent cubic bent functions, with
δ(g) = n − 6,n − 8, . . . , etc.
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We shall now construct some bent functions using the same technique as the previous section,
except using the Kasami–Welch functions x4
k−2k+1 in place of the Gold functions. This is not as easy
because the Fourier transforms of the Kasami–Welch functions for different k do not all have the
same support, unlike the Gold case. We shall use a particular Kasami–Welch exponent, where the
support of the Fourier transform has a simple description. A technique for describing the supports for
all Kasami–Welch functions is described in [10].
Our next theorem is not actually new. It follows from a result in [7], which shows that a restriction
of the Kasami–Welch function is bent, combined with Proposition 8 in [6]. Roughly speaking, one goes
down one dimension and up two dimensions, in order to go up one dimension. On the other hand,
the theorem has not been observed anywhere before, as far as we are aware. We state it here in the
following way because we need it for the subsequent section, where we twist the construction and
obtain new results. We include a short proof using our Theorem 3, which is essentially the already
known proof.
Theorem 9. Let n be odd and not divisible by 3. Let k be such that 3k ≡ ±1 (mod n) and k < (n + 1)/2. Let
d = 4k − 2k + 1. Let f (x) = Tr(xd) and let h(x) = Tr(xd + x). Then g(x, y) as constructed in Theorem 2 is a
bent function of degree k + 1.
Proof. By Theorem 3, it suﬃces to show that u, the characteristic function of supp( fˆ ), has a linear
structure. It is shown in [10] that supp( fˆ ) = {a ∈ K : Tr(a2k+1) = 1}, i.e., u(x) = Tr(x2k+1). Since
u(x+ 1) = Tr((x+ 1)2k+1)= 1+ Tr(x2k+1)= 1+ u(x),
it follows that 1 is the required linear structure.
The degree is k + 1 (the same as f (x)) because the terms yf (x) in g cancel out. 
Example 10. If n = 7 then k = 2, so d = 13. Then
g(x, y) = y Tr(x13)+ (y + 1)Tr(x13 + x)= Tr(x13 + yx+ x)
is a bent function in dimension 8, of degree 3.
4.1. Constructing inequivalent functions using the Kasami–Welch functions
For the construction of bent functions using the Kasami–Welch near-bent functions we can apply
a similar idea to construct inequivalent functions as presented in the quadratic case, and therefore we
construct functions not corresponding to the known secondary construction from [6].
Let f denote the Kasami–Welch near-bent function f (x) = Tr(xd). As in Section 3.2, the idea is
to apply an aﬃne transformation to f that leaves the support of its Fourier transform unchanged,
while the high-order terms of f are transformed so they do not cancel out. This will leave a function
of degree k + 2 instead of k + 1 as constructed in Theorem 9, which must therefore be inequivalent
because its degree is different. Therefore, the functions constructed this way do not correspond to the
known secondary construction from [6].
Recall that the support of fˆ is {a ∈ K : Tr(a2k+1) = 1}, i.e. fˆ (a) = 0 ⇔ Tr(a2k+1) = 0. In the next
lemma we construct an aﬃne permutation which leaves the function Tr(a2
k+1) ﬁxed. Recall that the
adjoint of a mapping L : K → K is the mapping L∗ with the property that Tr(xL(y)) = Tr(L∗(x)y).
Lemma 11. Let β ∈ F2n with Tr(β2k+1) = 0 be given. Let γ = β2k + β2n−k , let L(x) = x + γ Tr(βx) and let
f ′(x) = ( f ◦ L)(x) + Tr(βx). Then:
1. L ◦ L = id,
2. L∗(x) = x+ β Tr(γ x),
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4. f̂ ′(a) = 0 ⇔ fˆ (a) = 0.
Proof. 1. We compute
(L ◦ L)(x) = (x+ γ Tr(βx))+ γ Tr(βx+ βγ Tr(βx))
= x+ γ Tr(βx) + γ Tr(βx) + γ Tr(βx)Tr(βγ )
= x.
where for the last equality we used that Tr(βγ ) = Tr(β2k+1 + β2n−k+1) = 0.
2. We have to prove that for all x, y ∈ F2n it holds that
Tr
((
x+ β Tr(γ x))y)= Tr(x(y + γ Tr(β y))).
Starting with the left-hand side we get
Tr
((
x+ β Tr(γ x))y)= Tr(xy) + Tr(γ x)Tr(β y)
= Tr(x(y + γ Tr(β y))).
3. First note that L∗(β) = β . Then, using 2 repeatedly,
Tr
(
L∗(x+ β)2k+1)= Tr((L∗(x) + β)2k+1)
= Tr(L∗(x)2k+1 + L∗(x)β2k + L∗(x)2kβ + β2k+1)
= Tr(x2k+1 + xβ2k Tr(γ x) + x2kβ Tr(γ x)
+ β2k x+ β2k+1 Tr(γ x) + βx2k + β2k+1 Tr(γ x))
= Tr(x2k+1)+ Tr(γ x)Tr(xβ2k + x2kβ)
+ Tr(xβ2k + x2kβ)
= Tr(x2k+1)+ Tr(γ x)Tr(γ x) + Tr(γ x)
= Tr(x2k+1).
4. Let χ(x) = (−1)Tr(x) , then
fˆ ′(a) =
∑
x∈F2n
(−1) f ′(x)+Tr(ax)
=
∑
x∈F2n
χ
(
L(x)d + βx+ ax)
=
∑
x∈F2n
χ
(
xd + (β + a)L−1(x))
=
∑
x∈F2n
χ
(
xd + (L−1)∗(β + a)x)
1.=
∑
x∈F2n
χ
(
xd + L∗(β + a)x)
= fˆ (L∗(β + a)).
Recall that fˆ (a) = 0 iff Tr(a2k+1) = 0. Then
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⇔ Tr(L∗(β + a)2k+1)= 0
3.⇔ Tr(a2k+1)= 0
⇔ fˆ (a) = 0
which concludes the proof. 
The results of this lemma give rise to the following
Corollary 12. Continuing the notation in this section, let
g(x, y) = f ′(x)y + ( f (x) + Tr(x))(y + 1).
Then g is a bent function of degree k + 2.
Proof. The bent property of g is an immediate consequence of the preceding lemma. To prove that
the degree is k + 2 is straightforward and we omit the details. 
5. New non-weakly-normal bent functions
We say a Boolean function in n dimensions is normal if there is an aﬃne subspace of dimen-
sion n/2 on which the function is constant. We say a Boolean function in n dimensions is weakly-
normal if there is an aﬃne subspace of dimension n/2 on which the function is aﬃne linear. If a
Boolean function is not weakly-normal we will call it non-weakly-normal. The notion of normality was
introduced for the ﬁrst time in [8] by Dobbertin. Almost all known bent functions are weakly-normal.
Members of the Maiorana–McFarland class and Dillon’s Partial Spread class PS+ of bent functions are
weakly-normal. Only a few non-weakly-normal bent functions are known (see [4] for details). The
smallest dimension where a non-weakly-normal bent function has been found is 14 (this function is
a Kasami–Welch bent function).
Unfortunately, today we do not know how to prove by hand the non-normality of a bent function.
However using computer algorithms as described in [1,4] it is possible to check (non)-normality and
(non)-weak-normality for small dimensions. Using these algorithms we have checked that our bent
functions from Section 4 in dimension 12 are non-weakly-normal. This is the ﬁrst example of a non-
weakly-normal bent function in dimension 12.
Fact 13. When n = 11, the degree 5 bent function constructed by concatenating the Kasami–Welch near-bent
functions
g(x, y) = y Tr(x241)+ (y + 1)Tr(x241 + x),
is a non-weakly-normal bent function in dimension 12.
An interesting implication of this fact is that the restriction of the Kasami–Welch function Tr(xd)
for n = 11 and d = 241 to H = {x ∈ L: Tr(x) = 0} and its complement Hc is also non-weakly-normal.
This is due to the fact that the secondary construction of [6] is a normal extension of this restriction
(see [6] for the deﬁnition of a normal extension). A normal extension of a bent function is weakly
normal if and only if the function itself is weakly normal. We summarize this in the next fact, which
gives the ﬁrst known example of a non-weakly-normal bent function in dimension 10. We veriﬁed
this using the afore-mentioned algorithms.
Fact 14. When n = 11, the restriction of the Kasami–Welch function Tr(x241) to the trace 0 (and trace 1)
elements is a non-weakly-normal bent function in dimension 10.
970 G. Leander, G. McGuire / Journal of Combinatorial Theory, Series A 116 (2009) 960–970Finally, using the algorithms we have also checked that the construction in Corollary 12 gives non-
weakly-normal bent functions. These functions are inequivalent to those of Fact 13 because they have
different degree.
Fact 15.When n = 11, there exists β ∈ F211 such that the degree 6 bent function
g(x, y) = y Tr((x+ (β16 + β128)Tr(βx))241 + βx)+ (y + 1)Tr(x241 + x)
is a non-weakly-normal bent function in dimension 12.
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