ABSTRACT Compressed hyperspectral image reconstruction plays an important role in hyperspectral image processing, which aims to reduce the cost of transmission and recover the hyperspectral image from a small amount of data. Compressed sensing based methods have provided a new way for hyperspectral image reconstruction; however, the reconstruction problem is an ill-posed linear inverse problem, which needs some prior knowledge as constraint conditions. To make the most use of the prior knowledge, we introduce a block low-rank and three-dimension weighted total variation reconstruction algorithm. First, considering hyperspectral images have a piecewise smooth structure in both spatial and spectral domain, we use the total variation constraint in all three dimensions, and weight is utilized to trade off the contribution of the total variation in the different dimensions. Second, low-rank regularization is adopted in the reconstruction algorithm. To overcome the problem that the spectrum curves of different materials become similar which caused by the low-rank regular term, we divide the hyperspectral image into some non-overlapping blocks in the spatial domain and use low-rank regularization individually. Finally, taking into account the phenomenon that the rank of a block which has many elements in a given scene is usually higher than a normal block, we use one percent pixels in the original data to decide whether to perform low-rank constraint on the block or not. We use the fast iterative shrinkage/thresholding algorithm to solve the reconstruction problem. Extensive experiments demonstrate the superiority of the proposed model compared to other state-of-the-art reconstruction algorithms.
I. INTRODUCTION
Hyperspectral images, with unprecedented spectral and spatial resolutions [1] , have the capability to identify objects rather precisely. With the development of hyperspectral imaging, hyperspectral image sensing and processing systems have been employed in more and more fields such as astronomy [2] , agriculture [3] , landforms classification [4] , mineral exploration [5] , environmental monitoring [6] , and target detection [7] - [9] , etc. Hyperspectral sensors can collect the hyperspectral images in the outer space and send them to the ground for subsequent processing. Unfortunately, due
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to the limitation of bandwidth between the outer space and the earth, hyperspectral images, which contain hundreds of wavebands, cannot be transmitted ideally in the shooting intervals. Furthermore, accompanied with the improvement in spectral and spatial resolutions, there is increasing concern on the cost of storage and transmission. Therefore, hyperspectral image compression technique is needed to alleviate the storage and transmission burden.
Several factors (e.g., channel noise and limited computing power) make the compression of hyperspectral data a complex and hard task, which requires sophisticated methods. Compressed sensing is a sampling theory emerged in the last decade which has provided a new way for hyperspectral images compression. It proves that we could recover sparse and incoherent signal from far fewer samples than required by the Shannon-Nyquist sampling theorem [10] - [12] . Different from traditional compression way, it samples and compresses concurrently at a low rate which reduces the cost of imaging and transmission. However, most images are not sparse completely. Some researchers have found some suitable transform domains, such as wavelet transform [13] - [15] , Karhumen-Loeve transform [16] and other dictionary based domains [17] , [18] , in which a hyperspectral image can be transformed into a sparse signal. It is worth mentioning that in [19] , sparse transform is applied in both spatial and spectral domains. To obtain the same quality image, it needs less data than those used in the methods in [20] and [21] , where the sparse transforms are only applied in spectral domain.
However, the compressed sensing reconstruction is an illposed inverse problem. In other words, there are many reconstructed images that satisfy the recovery equation. Such a case limits the precision of the subsequent processing tasks, such as change detection [22] , scene classification [23] and feature extraction [24] . To improve the quality of the reconstructed hyperspectral image, regularization terms, which incorporate the prior knowledge of the hyperspectral images, have been widely adopted in the reconstruction. A large number of regularization terms based on sparsity have been employed in hyperspectral image reconstruction such as l 0 -norm [25] , l 1 -norm, Laplace prior [20] , and tensor-based regularization [26] - [28] , etc.
Total variation (TV) regularization which has been widely applied to nature image denoising [29] - [31] , attracts more and more attention in hyperspectral images processing, such as hyperspectral image denoising [32] - [34] and compression. In hyperspectral image compression field, Golbabaee et al. [35] have proposed a joint trace/TV minimization approach which uses both trace regularization and TV regularization. By using TV regularization in each band, the reconstructed images are piecewise-smooth in the spatial domain. Martin et al. [36] have proposed hyperspectral coded aperture methodology. In this algorithm, the endmember mixing matrix is used to characterize the spectral correlation of the three-dimension (3D) image cube, and TV method is used in abundance matrix to reconstruct piecewise-smooth images. Arablouei and de Hoog [19] have proposed a hyperspectral image recovery algorithm which uses the fast iterative shrinkage/thresholding algorithm and two-dimension (2D) TV method. The above algorithms combine TV regularization term with other regularization terms such as lowrank regularization and sparsity regularization, and when it is further taken into account that noise intensities are different in different spectral bands, some of the algorithms use different weight for each pixel. Notice that all the methods mentioned above only use band-by-band TV method, that is to say, they just smooth spatial domain and ignore spectral domain. Moreover, in spectral domain, spectrum curves are piece-wise smooth because hyperspectral images consist of hundreds of continuous spectral bands. Fig. 1 (a) shows correlation coefficient curve between bands of HYDICE Washington DC Mall in succession. Fig. 1 (b) and (c) illustrate the correlation coefficient curve between rows and columns in band 1 in succession. The definition of the correlation coefficient can refer to [37] . The closer the correlation coefficient is to 1, the smoother the image is. We can observe that, in the spectral domain, except for some special bands, the correlation coefficients between most bands are larger than 0.95. In the spatial domain, on the other hand, a small number of row correlation coefficients and column correlation coefficients are less than 0.8. Based on the above experimental results, we believe that hyperspectral images have piecewise smooth structure in both spatial and spectral domains.
This character can be used as regularization term for a variational formulation. Sun et al. [38] have proposed a novel weighted cross TV denoising method to overcome system noises, stripes, and dead pixels. The algorithm treats hyperspectral images as a 3D cube and uses TV regularization in both spatial and spectral domain. The reconstructed image is piecewise smooth in both spatial and spectral directions. Therefore, it is worthwhile to extend spectral-spatial TV method to hyperspectral image reconstruction problem.
Based on the fact that hyperspectral image has a low-rank space, many reconstruction methods have been proposed [35] , [39] . These methods only use the global lowrank constraint. The material from different local areas may substantially different, hence their spectral information is substantially different. However, the global low-rank constraint will cause spectral information of different material to become closer. Fortunately, pixels from the same local area are more likely to be similar, which inspires us to use the lowrank constraint block by block. The rank of a block can be approximately expressed by its nuclear norm (an image block can be regarded as a matrix.) [40] , which is defined as the sum of singular values of a matrix. In other words, the larger the nuclear norm is, the higher the matrix's rank is. Furthermore, for a block, which has many different kinds of materials, its nuclear norm is usually much higher than a normal block, as is shown in Fig. 2 . Therefore, it is necessary to use the block low-rank constraint according to the material's kind.
In this paper, we propose a block low-rank three-dimension weighted TV reconstruction algorithm for the hyperspectral image reconstruction from its imperfect and partial measurements. The properties that the hyperspectral image has a low-rank and piece-wise smooth structure in both spectral and spatial domains are taken into consideration. The main contributions of the proposed method can be summarized as follows:
(1) By extending 2D TV regularization item to threedimension weighted TV (3DWTV) regularization, the reconstructed image will be piece-wise smooth in both spatial and spectral domains, the prior knowledge of original hyperspectral image can be effectively used.
(2) To overcome the spectrum curves similarity problem caused by the global low-rank constraint and to effectively enhance the low-rank property, we propose the block-based low-rank regularization, which divides the hyperspectral image into non-overlap blocks and uses lowrank constraint individually.
(3) We choose the top 1% original pixels, which have the largest sum of gradient value, and arrange their gray values in each band to form a matrix. This matrix can be used to calculate the sparse dictionary and estimate the block elements roughly. The low-rank constraint is only performed on the blocks which are assumed to have a low-rank structure.
The rest of this paper is organized as follows: Section II formulates the background for hyperspectral image reconstruction and introduces sparse regularization, low-rank regularization, and TV regularization. In Section III, the proposed models are introduced. In Section IV, the experimental results on both simulated dataset and real hyperspectral image are described. The conclusion is drawn in Section V.
II. PROBLEM FORMULATION
A. DATA MODEL First, we make some notations for hyperspectral image reconstruction problem. The hyperspectral image can be regarded as a 3D structured data cube. We define T ∈ R s×m×n to represent a pre-compressed hyperspectral image, where m and n denote the spatial dimension and s denotes the spectral dimension. Learned from previous research [39] where a 2D image is reshaped to a vector, hyperspectral image can also be rearranged into a 2D matrix X ∈ R s×p (p = m × n). The observation model of compressed sensing is:
where A ∈ R b×s (b < s) represents the random sampling matrix, N ∈ R b×p represents the noise added in the process of acquisition and transmission, and Y represents the observed data [36] . However, a significant drawback of (1) is that in the observation model only the spectral correlation is considered while the spatial correlation is ignored. In our data model, we use two projection matrices in both spatial and spectral domains. Consequently, the observation model can be rewritten as:
where s ∈ R M s ×s (M s < s) denotes the projection matrix of the spectral domain and p ∈ R M p ×p M p < p denotes the projection matrix of the spatial domain. Y ∈ R M s ×M p and N ∈ R M s ×M p are the observed data and the noise matrix, respectively. For a hyperspectral image X ∈ R s×p , each column of X denotes the spectrum of one pixel, while each row of X denotes a vectorized image from one band. The main difference between (1) and (2) is that (1) only uses compressed sensing method in spectral domain. In the previous section, we have shown that hyperspectral images have strong correlation in both spatial and spectral domains, which makes it possible to use a compressed sensing method in both domains. In order to reduce the calculation load and save the storage space, in our approach, we used the Hadamard matrix to form p and s .
B. RECONSTRUCTION MODEL
Based on maximum a posterior (MAP) estimation theory, which takes advantage of prior knowledge, the reconstruction model for the hyperspectral image can be presented as the following regularization-based problem:
where
is the data fidelity item, which controls the error between the observed data and the compressed image. R(X) is the regularization item which offers the prior knowledge of the clean hyperspectral image. · F denotes the Frobenius norm of a matrix. The regularization parameter λ ∈ R + balances the influence between the fidelity item and regularization items.
C. SPARSE REGULARIZATION AND LOW-RANK REGULARIZATION
It has been proved that hyperspectral image is sparse when suitable transform is performed on it, and has a low-rank structure across bands. Sparse and low-rank regularization can be formulated into (3) as l 0 -norm and rank(X) regularization items. However, l 0 -norm and rank(X) minimization are NP-hard problems. We relax the l 0 -norm and the rank operator with l 1 -norm [41] and nuclear norm x * [42] , respectively.
If R(X) is the sparse regularization, the reconstruction model (3) can be rewritten as:
When R(X) is the low-rank regularization, the reconstruction model (3) can be rewritten as:
TV regularization was first proposed in [29] , and it has been widely used in image processing. A common assumption in nature image analysis is that it tends to be piece-wise smooth.
The nature image TV can be expressed as:
where 
where X(i, j) denotes the pixel with location (i, j). A straightforward way to extend nature image TV into band-by-band hyperspectral TV (HTV) can be defined as:
where k denotes the kth band. That is to say, the TV norm is applied in each band of hyperspectral image, and it only exploits the spatial smoothness of the hyperspectral image.
To use the property of the spectral consistency, we extend the HTV model into the 3D weighted TV (3DWTV) version, and it can be expressed as follow:
where D z is the spectral difference operator. The definitions of the operators are as follows:
where γ , a regularization parameter, controls the contributions between the total spectral variation and spatial variation. By regularization, the reconstructed image will be a global spatial-spectral piece-wise smooth structure. It is important to highlight that 3DWTV regularization is smooth and convex [43] . The subgradient of 3DWTV(X) G(X) ∈ R m×n×s can be described as:
III. PROPOSED METHOD A. 3DWTV HYPERSPECTRAL IMAGE RECONSTRUCTION
Typically, adjacent bands are highly correlated and neighboring pixels in spatial domain exhibit extreme correlation. In other words, the reconstructed pixel's value should take neighboring pixels into account. Researchers have investigated diverse approaches with regards to those characteristics VOLUME 7, 2019 of the hyperspectral image. Different from the previous methods, which use TV regularization in each band individually, we treat the hyperspectral image as a 3D data cube and utilize TV regularization in spatial domain and spectral domain concurrently. By using the 3DWTV method, not only the quality of the reconstructed image can be enhanced but also the edge information in both spatial domain and spectral domain can be preserved. Based on this knowledge, we reconstruct the hyperspectral image X from the observation data Y by solving the minimization problem:
where Y, X, s , p have been mentioned in Section II, and the X 1 is a sparse regularization. is a sparse dictionary which can transform hyperspectral image into a sparse domain. λ guides the balance between the regularization items and the data fidelity item.
Singular-value decomposition (SVD) is a good way to obtain sparse dictionary [44] . However, the cost of singular-value decomposition calculation is huge. We use the property that the hyperspectral image has a strong correlation in the spectral domain to solve this problem. In order to reduce the computation load, only part of the hyperspectral data is utilized to calculate the sparse transformation matrix. In our method, we select one percent of the pixels in the spatial domain and arrange their spectral vector in a matrix called X . By performing singular-value decomposition on X to obtain X = U V , we use the left-singular-vector subspace U as the sparse dictionary, i.e. = U .
B. BLOCK LOW-RANK 3DWTV RECONSTRUCTION MODEL
In spatial domain, adjacent pixels are more likely to be the same material, and it has proved that the neighboring pixels are more likely to be the same in the spectral domain, which means the hyperspectral image has a low-rank structure. To exploit the low-rank property of the hyperspectral image, we add the low-rank regularization to the 3DWTV reconstruction model, which can be described as:
where λ 1 and λ 2 find a trade-off between the TV regularization, low-rank and sparse regularization. To make the objective function separable, we introduce an auxiliary variable L which satisfies L = X. Thus, the original problem (13) can be rewritten as:
where by reducing the nuclear norm of L, the ranks of X and L will both decrease. Unfortunately, global low-rank regularization which uses low-rank regularization on the whole hyperspectral image will cause detail information blurry in spectral domain. Fig. 3  (a) shows part of the reshaped 2D image from Washington DC Mall. Each column denotes the spectral information, and each row denotes the reshaped image in each band. Fig. 3 (b) shows the reconstructed image using global low-rank constraint. It is clearly observed that the spectral reflectance values of different materials become similar in Fig. 3 (b) .
Based on this knowledge, we add the block low-rank regularization into 3DWTV reconstruction model which can be described as follow: Fig. 3 (c) shows the reconstructed image using the block lowrank constraint. Compare to Fig. 3 (b) , Fig. 3 (c) has more detail information, especially in the red block.
We divide the hyperspectral 3D data cube into M × N nonoverlapping blocks in the spatial domain and arrange their spectra in a matrix called or X B i ,B j ∈ R s×t or L B i ,B j ∈ R s×t , where t denotes the number of pixels in a block of one band. B i and B j denote the horizontal and vertical index of a block, respectively. As illustrated in Fig. 2 , the ranks of some blocks, which have many kinds of geometric objects, are high. Therefore, using the low-rank regularization in these blocks will cause spectral detail lost. To solve this problem, we use the pixels with top 1% largest gradient of sum map for subsequent processing. First, we use (16) to add the gradient map together:
where M ∈ R m×n denotes the sum of gradient map. The | · | denotes absolute value operator. We sort the values in M and choose the first one percent of points with the maximum values. The points we have chosen represent those with material changes. We arrange their spectra in a matrix and transfer the matrix to the ground. Second, for a block X B i ,B j , we count the number(denoted by NUM B i ,B j ) of the pixels that are contained in the 1% of pixel matrix. If NUM B i ,B j is larger than a threshold T , only 3DWTV regularization is performed on the block for reconstruction. For a block whose NUM B i ,B j is less than the threshold T , we use the block low-rank reconstruction model (15) . Besides, the 1% of pixel matrix can also be used to replace the pixels in the same position of the reconstructed image to overcome the over smooth drawback caused by the TV and low-rank regularization. Fig. 4 illustrates the process of choosing the blocks without low-rank regularization. Fig. 4 (a) illustrates the false color image of HYDICE Washington DC Mall, from which the gradient sum map M is calculated in Fig. 4 (b) . Fig. 4 (c) shows 1% pixels in M with maximum values, while Fig. 4(d) points out the blocks that no low-rank regularization should be performed.
In summary, for a block that only uses 3DWTV model, the constrained problem can be written as an unconstrained problem:
Similarly, we transform (15) into the unconstrained version for a block that uses block low-rank constraint:
Since the two expressions contain some shared global regularization terms while (18) alone has the local regularization terms, the proposed block low-rank 3DWTV (BL3DWTV) model can be described as:
where M and N denote the horizontal and vertical block number of X, respectively. λ B i ,B j decides whether to perform low-rank constraint on the block or not, which can be given by:
Different from RGB images which only consist of three relatively independent bands, hyperspectral images contain hundreds of continuous and correlative spectral bands. This difference results in weak spectral correlation of RGB images. Besides, low-rank constraint is mainly used to process highdimensional data while RGB images are low-dimensional data in spectral domain. If the block low-rank constraint is applied to RGB image compression, the reconstructed image will be blurred. Therefore, our method can be applied to RGB image compression; however, items utilizing spectral correlation and low-rank property would be limited, i.e., s = I (I represents the unit matrix), λ 3 = 0, λ 4 = 0 in equation (19) and γ = 0 in equation (10) . Fig. 5 illustrates the process of compression and reconstruction in our method. In compression, we perform Hadamard transform in all dimensions of the original image X to obtain the observed data Y. Besides, we use the gradient map to select 1% original pixels. In reconstruction, the inverse Hadamard transform is used to obtain the initial reconstruction image X 0 . Both global constraints (3DWTV, sparse and fidelity constraint) and local constraint (local lowrank constraint) are utilized in the iteration to improve the reconstruction quality. 
C. OPTIMIZATION PROCEDURE
In this paper, the optimization problem is solved by the fast iterative shrinkage/thresholding algorithm (FISTA) [45] . To solve the problem (19), we iteratively optimize the cost function by using the FISTA over one variable, while fixing the others. Thus, the Equation (19) can be converted into two simpler subproblems.
• The subproblem related to L in the (k + 1)th iteration is
Since (21) only contains local constraints and different L B i ,B j are independent, we update L block by block, which can be reformulated as: 
47704 VOLUME 7, 2019 (25) where t k denotes a parameter used to speed up convergence. The iteration equations of t k can also be given by:
The prox J in (24) stands for proximal operator of a convex functional J . When J = · * , for a matrix Z, prox J (Z) is solved by singular value soft-thresholding operator which is defined as follow:
where U V is SVD of Z, and S λ is the soft-thresholding operator:
hence, the S λ ( ) is the soft threshold operation applying on a diagonal matrix with threshold λ.
• The subproblem related to X in the (k + 1)th iteration is
It is a convex problem and can be divided into smooth convex part f X k and convex but not smooth part g X k :
To solve (29), we need to utilize the subgradient ∇f X k :
where C ∈ R s×p . For a block (B i , B j ), C B i ,B j can be calculated as :
and the H X k ∈ R s×p is the subgradient of the 3DWTV X k , which can be obtained by reshaping G X k that we have mentioned in Section II-D. The iteration equation of (29) can be given by:
where λ n ∈ R + is the time varying step-size. It should be noted that, since g X k has l 1 -norm form, for a matrix X k ∈ R s×p , prox g X k is calculated by applying (28) in all element in X k independently.
The aforementioned process can be summarized as pseudocode in Algorithm 1. For the proof of the algorithm convergence, we can refer to [17] , [45] .
Algorithm 1 propose algorithm 1: Input: observed data Y, 1% original pixels X and spatial coordinate of the 1% pixels 2: Output: reconstructed image X 3: Initialization: Use SVD on X to obtain the sparse dictionary , calculate the number of 1% original matrix in block
Update t k+1 via formula (26) 6:
Update L k+1 via formula (23)(24)(25) 7:
Update X k+1 via formula (32)(33)(34)(35)(36) 8:
Update iteration k=k+1 9: until some stopping criterion is satisfied
IV. EXPERIMENTAL RESULTS AND DISCUSSION
Experiments with simulated and real data are conducted to demonstrate the effectiveness of our proposed method for hyperspectral image reconstruction. We use four different state-of-the-art hyperspectral image reconstruction methods as the benchmark in our experiments, i.e., TVAL3 [46] , APG-BPDN [19] , APG-TV-BPDN [19] and 3DWTV. TVAL3 is one of the state-of-the-art solvers for 2D nature image that utilizes the TV regularization and augmented Lagrangian direction technique. APG-BPDN and APG-TV-BPDN use Hadamard transform in both spatial and spectral domain while APG-TV-BPDN method takes advantage of band-byband TV regularization. We also take 3DWTV method that we have proposed in Section III for comparison.
The TVAL3 is widely used in nature images, so we regard the hyperspectral image as bands of different pictures and use spares transformation in different 2D pictures. For the APG-BPDN model and APG-TV-BPDN method, the parameter selection is consistent with the description in the original paper.
The quality of a reconstructed image is measured by mean peak signal-to-noise ratio (MPSNR) index, the mean structure similarity (MSSIM) index and relative error. The indexes are defined as follows: 
where X denotes the original hyperspectral image and theX denotes the reconstructed image. s is the number of hyperspectral image bands, X i andX i stand for the ith band of the original hyperspectral image X and the reconstructed hyperspectral imageX, respectively. max (X i ) stands for the maximum possible pixel value of the image. MSE denotes the mean squared error. µ x i and µX i are the average value of X i andX i . σ X i and σx i denote the standard deviations and σ X iXi denotes the covariance between X i andX i . c 1 and c 2 are positive constants to avoid null denominator. δ denotes the relative error. In general, larger MPSNR and MSSIM value means the reconstructed image has better image quality. For the relative error, smaller value means better quality.
All the experiments are conducted in MATLAB 2016b on a PC with Intel(R) Core(TM) i7-7700 CPU processor (3.60 GHz) and Windows 7 operating system. Under 32GB memory experimental condition, our method can handle the maximum dimension of a hyperspectral image up to 2048×2048×64.
A. SIMULATE DATA EXPERIMENT
In our experiment, the Washington DC Mall [47] and Indian Pines [48] from the Purdue University Research Repository, San Francisco [49] from Stanford Center for Image Systems Engineering are adopted. The intensity of the mentioned hyperspectral images is linearly mapped to [0,1]. After removing the seriously polluted bands for each data set, these data can be regarded as clean original picture. In our block low-rank 3DWTV method (19) , to take a balance among fidelity term, the TV regularization and lowrank regularization, and to consider the difference in hyperspectral images, we choose parameter values differently. Part of the parameters for the proposed method is shown in Table 1 .
In order to study the effect of γ in (10) on the reconstruction results, we reconstruct image with different γ at different spectral measurement rate and spatial measurement rate. Let r s and r p denote the spectral measurement rate and the spatial measurement rate, respectively. We recover the Washington DC Mall with r p = 0.1, r p = 0.2, r p = 0.5 and r s = 0.1, r s = 0.2, r s = 0.5 using the 3DWTV method. Table 2 shows the optimal MPSNR value of the reconstructed images for different γ at the same measurement rate. It also shows, when γ = 5.5 and γ = 1, the MPSNR of the reconstructed images and the difference between the MPSNR and the optimal value. It is clearly observed that the differences between optimal values and the reconstructed images are less than 0.05dB in all measurement rates when γ = 5.5, but when γ = 1 the difference is almost larger than 0.1dB. Therefore, in the following experiments we choose γ = 5.5 in both 3DWTV method and BL3DWTV methods.
To verify the effectiveness of the estimation of block's rank by using the sum of gradient map, we calculate whether the nuclear norm of the original hyperspectral image blocks needs low-rank constraints or not. Taking into account the spatial resolution of the hyperspectral image, the block size of different images is adopted. Table 3 exhibits the mean value of the nuclear norm for each kind of blocks and the threshold we choose in (20) . It can be observed, for the blocks that need no low-rank constraint, the mean nuclear norm is much higher than those need low-rank constraint. Table 3 illustrates that it is valid to separate the blocks into different classes by using the sum of gradient map. In order to compare the results of the proposed algorithm at different compression ratios, we reconstruct the hyperspectral image from different spectral measurement rate and spatial measurement rate. We recover the considered hyperspectral images from r p = 0.1, r p = 0.2, r p = 0.5, r p = 1 and r s = 0.1, r s = 0.2, r s = 0.5, r s = 1, respectively. We also set the stopping criterion to iteration 150 times. The TVAL3 algorithm is only used when r s = 1.
It is worth mentioning that in APG-BPDN, APG-TV-BPDN, 3DWTV and the proposed block low-rank 3DWTV reconstruction model(BLR3DWTV), 1% original hyperspectral data cube is used for calculating the sparse dictionary. In the proposed BLR3DWTV method, the coordinates information of the 1% original hyperspectral data is also needed; however, it only needs small memory for storage, which can be ignored. The reason is that the location of a selected pixel is the same for each band. To sum up, in APG-BPDN, APG-TV-BPDN, 3DWTV and BLR3DWTV, the sampling ratio can be expressed as:
sampling ratio ≈ r s × r p + 1% (40) Table 4 -6 show the reconstruction results. The best results for each index are labeled in bold and the second best results are underlined. It is clear that the proposed method(BLR3DWTV) has almost the best performance in terms of MPSNR, MSSIM and relative error among the four algorithms. By taking advantage of using the spectral correlation, the 3DWTV method yields the second best result.
Meanwhile, we can observe that although the sampling ratio is the same (same r p × r s product), different r p and r s will lead to different reconstruction quality. For example, when r s = 0.1 and r p = 1, the reconstruction quality is significantly higher than r s = 1 and r p = 0.1 in all three datasets. As shown in Fig. 1 , the spectral correlation of hyperspectral images is significantly higher than the spatial correlation. We speculate that this is the reason why the reconstructed image quality is different. When the desired sampling ratio is fixed, we suggest that it use smaller r s to obtain better reconstruction result.
In order to verify that data model (2) can improve the quality of reconstructed hyperspectral images, we also compare it with data model (1) while the other items are maintained. Contrastive experiments are performed at the same sampling ratio. The relative error, MPSNR and MSSIM comparison results on HYDICE Washington DC Mall are reported in Table 7 . Since the compression for spatial domain is not used in data model (1), the sampling rates r p is set to 1. It can be clearly observed that, at the same sampling ratio, better reconstruction results are almost achieved by using data mode (2) instead of using data mode (1), especially when the sampling rate is very small. Fig. 7 plots the PSNR and SSIM over each band when r p = 0.5 and r p = 0.5. It is clear that BLR3DWTV has much higher PSNR and SSIM than the other benchmark methods for almost every band, which illustrates the robust improvement of BLR3DWTV over other methods. Fig. 8 contains the RGB rendering image of the original hyperspectral image and residual image by using three benchmark methods and the proposed method, when r p = 0.1 and r s = 0.1. Fig. 9 contains the reconstructed details of residual image of Washington DC Mall. The darker the residual image is, the closer the reconstructed image is to the original image. It can be observed that APG-BPDN generates the worst results. The noise is not removed completely owing to the fact that only the sparse regularization is used. The APG-TV-BPDN and 3DWTV methods can effectively remove the noise but cannot preserve the spatial detail, because of TV overuse. It illustrates that the reconstructed result by BLW3DTV method performs best which removes most of the noise and preserves most of the edges and details.
B. REAL DATA EXPERIMENT
In this section, we present the experiment results using AVIRIS Indian Pines dataset. The Indian Pines has 220 bands with a spatial resolution of 145×145. Different from simulate data, some bands in Indian Pines are heavily corrupted with mixed noise. Yang et al. [50] have introduced a no-reference hyperspectral image quality assessment method which can be used to assess the quality of a reconstructed hyperspectral image. Table 8 contains blind hyperspectral image quality assessment on the Indian Pines image when r s = 0.1 and r p = 0.1. The lower the score is, the better quality the reconstructed image has. Our proposed BL3DWTV has the lowest score which means it performs best when compared with other benchmark methods. is highly corrupted, we also show the real distribution of features in Fig. 10 (a) as a reference for reconstruction quality assessment. Fig. 11 shows details (in the red block) via different methods. We assume that the same material has little difference in pixel values in the same band. It is observed that the 3DWTV method performs worst because it only considers the correlation between spectra, while noise between the bands is huge. The APG-BPDN method cannot completely remove noise due to the lack of a TV regularization term within each band. APG-TV-BPDN can effectively remove noise, but loses some details. It can be observed that our BL3DWTV which provides a better visual effect is the best to remove the noise and preserve the edges. Since the lowrank constraint is used, the noise between the bands is suppressed. With the elimination of band noise, the drawback of 3DWTV method is restrained. Therefore, considering the TV between spectra, BLR3DWTV can improve the quality of reconstructed images.
In summary, the experimental results on both simulated datasets and real dataset indicate that the proposed BLR3DWTV method performs much better than 3DWTV method and the state-of-the-art methods, i.e., APG-BPDN and APG-TV-BPDN in terms of quantitative indexes and visual effect. 
V. CONCLUSION
In this paper, the block low-rank three-dimension weighted TV model has been proposed to reconstruct the hyperspectral image from a small data size. To make the best use of prior knowledge, the local spectral low-rank property is exploited via nuclear norm, and spatial-spectral piecewise smoothness is adopted via three-dimension weighted TV. To overcome spectral detail lose caused by traditional global low-rank regularization, a hyperspectral image is divided into several non-overlapping blocks in the spatial domain, and the blocks are processed individually. The sum of the gradient of all bands is used to roughly estimate the block rank. Only the blocks with lower rank are selected to use low-rank constraint. FISTA is used to solve the minimizing cost function. The experimental results indicate that the proposed block low-rank three-dimension TV model produces better reconstruction results than the other state-ofthe-art reconstruction methods, in both spectral and spatial domains.
In the future, we will continue to study the relationship between the sum of the gradient of all bands and block's rank to automatically calculate the parameters that balance the low-rank constraints and the other constraints in the proposed model. 
