This paper replicates the estimates of a fractional response model for share data reported in the seminal paper of Leslie E. Papke and Jeffrey M. Wooldridge published in the Journal of Applied Econometrics 11(6), 1996, pp.619-632. We have been able to replicate all reported estimation results concerning the determinants of employee participation rates in 401(k) pension plans using standard routines provided in Stata. As an alternative, we estimate a two-part model that is able to cope with the excessive number of boundary values of one in the data. The estimated marginal effects are similar to that derived in that paper. A small scale Monte Carlo simulation exercise suggests that the RESET tests proposed by Papke and Wooldridge in their robust form are useful for detecting neglected non-linearities in small samples.
Introduction

1
In many applications one has to deal with share data confined to the [0, 1] interval and, in addition, with a significant amount of observations of the dependent variable taking on values at the boundaries, 0 or 1. While share data can be handled using log-odds transformed variables, the combination of these two issues is tricky. In their seminal paper Leslie E. Papke and Jeffrey M. Wooldridge (1996) propose a fractional response model that extends the generalized linear model (GLM) literature from statistics. 2 They introduce a quasi-maximum likelihood estimator (QLME) to obtain a robust method to estimate fractional response models without an ad hoc transformation of boundary values. The paper shows that the proposed QLME is consistent as long as the conditional mean function is correctly specified (see their equation 4). In addition, the authors introduce robust Ramsey RESET tests for the correct specification of the mean function. Lastly, the paper provides an application of this estimation procedure, estimating a model of employee participation rates in 401(k) pensions plans. Papke and Wooldridge (1996) consider the following model for the conditional expectation of the fractional response variable:
where 0 ≤ y i ≤ 1 denotes the dependent variable and (the 1 × k vector)
x i refers to the explanatory variables of observation i. Typically, G(.) is a distribution function like the logistic function G(z) = exp(z)/(1 + exp(z)) which maps z to the (0, 1) interval. The authors follow McCullagh and Nelder (1991) and suggest to maximize the Bernoulli log likelihood with the individual contribution given by: 3
In this formulation of the likelihood function, the number of draws (here the number of eligible employees of each firm) drops out, since it does not depend on the parameters. Rather, the share of successes, i.e. the participation rate, enters the likelihood directly (see McCullagh and Nelder, 1991, p. 114) .
The consistency of the QLME follows from Gourieroux et al. (1984) , since the density upon which the likelihood function is based on is a member of the linear exponential family and because of the assumption that the conditional expectation of y i is correctly specified. In fact, the QLME is √ N -asymptotically normal regardless of the distribution of y i conditional on x i . Papke and Wooldridge (1996) provide valid (robust) estimators of the asymptotic variance of β based on the well known sandwich formula (see Cameron and Trivedi, 2005) and the non-linear conditional mean G(.). Papke and Wooldridge (1996) introduce and apply extended Ramsey RESET tests for H 0 : γ 1 = 0, γ 2 = 0 in the augmented model G(
. Their first RESET test is non-robust as it maintains the GLM variance assumption:
The robust RESET test only requires the correct specification of the conditional mean. Details on calculating the RESET test are given on pages 623-625 in their paper.
In many applications, including the present one, there is a significant
share of boundary values. Taking the data generating process in the paper of Papke and Wooldridge (1996) 
and assume for the first part of the model that P (y * i = 1|x i ) = P (y i = 1|x i ) = G(x i γ), where G(x i γ) denotes the cumulative logistic distribution function. The second part is the fractional response model that refers to observations y i [0, 1). Then, the conditional mean of the two-part model is specified as:
The marginal effects of the explanatory variables can be derived as:
This model allows the explanatory variables to affect the outcome y i = 1 and the size of y i at y i [0, 1) in a different way. More importantly, the explanatory variables in the first and second part of the model need not be the same. Under this specification (quasi) maximum likelihood estimation is straight forward, since it separates into the estimation of the logit model explaining P (y * i = 1|x i ) using all observations and the estimation of parameters of the conditional density f (y i |x i , y * i = 0) based only on the observation with y i < 1. 5 In fact, the second part is defined as the fractional response model introduced above. Again the critical assumption to obtain consistent 5 Actually, the conditional distribution of yi|xi, y * i = 0 is derived from the unconditional binomial distribution through division by 1 − G(xiβ)
, where ni is the number of eligible employees (see also Papke and Wooldridge, 1993) . In case ni is large, the last term will be approximately 1. In the following we neglect this term.
parameters is the correct specification of the conditional mean, which now requires the correct specification of P (y * i = 1|x i ) and E[y i |x i , y * i = 0].
The replication exercise
In their application, Papke and Wooldridge (1996) are interested in an econometric model of participation rates in 401(k) pension plans. These are employer sponsored pension plans, where employees are permitted to make pre-tax contributions and the employer may match part of the contribution. The dependent variable (P RAT E) is defined as the number of active pension accounts divided by the number of employees eligible to participate for a sample of US manufacturing firms. The explanatory variables of their model include the plan match rate of the employer (M RAT E), log size of the firm measured in terms of employment and the square of it, the plan's age and its square and a dummy called SOLE that indicates whether the 401(k) pension plan is the only one offered by the firm. To sum up, the following specification is estimated in Tables II and III of the paper:
The linear specification assumes G(z) = z, while in the non-linear fractional response regression G(.) is specified as logistic function, i.e. G(z) = exp(z)/(1 + exp(z)). In a second specification the authors additionally include M RAT E 2 as explanatory variable.
5
Tables II and III in the paper report simple OLS estimates and the QMLE of the fractional response model. The estimates in Table II use only observations with M RAT E < 1, while the estimation results in Table III are based on all observations. There are no zeros in the dependent variable, but 42.7 percent of the sample refer to firms, where all employees participate in 401(k) pension plans so that P RAT E = 1.
In their Table II , the authors report a significant positive impact of the firm's matching rate. Log firm size and the age of the plan enter non-linearly.
The impact of log firm size is significantly negative, but increases for large firms. AGE turns out significantly positive, but also with a decreasing effect.
Lastly, the variable SOLE is insignificant.
In Table II of the paper the OLS estimates are rejected by both the nonrobust and the robust RESET test, suggesting that the linear model misses important non-linearities. However, the signs of the estimated parameters are the same for the OLS and the QLME estimates for all variables. There is an important difference between the OLS and QMLE estimates, since the RESET tests (both in their robust and non-robust version) do not reject the fractional response model. Further, the R 2 of the fractional response model is by 6 percentage points higher as compared to the linear model.
From an economic point of view the difference between the two models is important, since the fractional response model implies a decreasing marginal effect of M RAT E. The authors also conclude that simply adding (M RAT E 2 ) in the linear model is not sufficient to capture this non-linearity.
The results in their Table III show that the basic story does not change if the models are estimated over the entire sample. The only noticeable dif-6 ference is that the quadratic term in M RAT E is now significant and that the RESET test does not reject the fractional response model that includes
M RAT E 2 , while it rejects the baseline specification.
The authors estimated and tested the fractional response model using We also estimated the two-part model using the basic specification of Papke and Wooldridge (1996) reported in the first two columns of their Table   II . As noted above, these estimates exclude observations with M RAT E > 1.
For comparison we reproduce the corresponding estimates in Table 1 . In the logit model of the the two-part model the same variables that enter the fractional response model determine whether all employees participate in the 401(k) pension plans or not. Almost all explanatory variables are significant and for M RAT E, log(EM P ) and log(EM P ) 2 we obtain the same signs as in the fractional response model. In contrast to the results of the fractional response model, AGE turns out insignificant, while AGE 2 is positive at a pvalue slightly higher than 0.05. The variable SOLE is significantly positive, which is also in contrast to the estimate in the fractional response model.
6 The Stata code is available upon request from the authors.
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The second part fractional response model uses the observations with P RAT E < 1. With exception of the significant negative impact of SOLE,
we obtain qualitatively similar results as Model 2 in Table II of Papke and Wooldridge (1996) . However, in quantitative terms the parameter estimates are quite different. in Table II Table II in the paper as well as for the two-part model within each quintile of P RAT E and, separately, for the values on the boundary cases with P RAT E = 1. As expected the residuals are positive for the values of P RAT E = 1 for both, the OLS estimation and the QMLE. Also, there is virtually no difference between the considered models. *** Table 3 *** Secondly, we find systematic effects in the residuals of both the linear and the non-linear models. For the observations with P RAT E < 1 all considered models overpredict in the lower three quintiles of P RAT E and underpredict in the two upper ones. The same pattern is found for the residuals of the two-part model. In fact, the residuals of the four estimated models in Table   9 II of Papke and Wooldridge (1996) and that of the two-part model are highly correlated with correlations as high as 0.99. As in many applications, there is only a minor difference between the linear and non-linear models in terms of root mean squared prediction error and using a logistic link function leads to only small improvements.
A small scale Monte Carlo exercise on the performance of the proposed RESET tests
To investigate the performance of the proposed RESET test, we set up a small Monte-Carlo simulation exercise. We generate Bernoulli random variables using the predicted participation rates of column 4 of Table II in the paper assuming that the reported parameters are the true ones (see Equations 2 and 3). Since the Bernoulli random variable measures the number of successes in n trials, we set n = 10 in the first experiment to generate a large share of ones (approximately 20 percent). To obtain share variables we divided the resulting Bernoulli random number by n (and similarly in the other experiments). The drawback of this design is that we obtained only 9 different realizations of the generated random variable. Experiment 2 sets n = 1000, while the Experiment 3 allows n to vary and assumes n = EM P .
The latter experiment introduces additional heterogeneity and violates the nominal variance assumption, since the log of the number of employees and its square are used as regressors (see equation 6 in the paper and the discussion below). Experiments 4 and 5 are the same as Experiments 2 and 3, but assume that the estimated logit model is the true data generating pre-10 cess for the boundary values. We generate a uniformly distributed random variable and set the simulated value of P RAT E to 1 if this random variable is lower than the predicted probability as implied by the logit model. Then, we apply the two-part model and estimate a fractional response model using only the non-boundary values. by Papke and Wooldridge (1996) . In this respect, our findings confirm the discussion of the RESET tests in the paper. The results of Experiments 4 and 5 referring to the two-part confirm the findings of experiments 2 and 3. 8
Generally, the reset RESET tests exhibit enough power to detect neglected non-linearities. Only at small n as in experiment 1 the power is not satisfactory. For this experiment we get power figures comparable to the other experiments, when scaling γ 1 and γ 2 by a factor 10. The highest power of the RESET test is observed when either γ 1 or γ 2 is zero and the corresponding non-zero value is high in absolute value. However, at large absolute values of γ 1 and γ 2 but different signs the power of the the RESET test turns out very low. This holds for the robust and non-robust version of the RESET-test.
Conclusions
This paper has replicated the results of the seminal paper of Leslie E. Papke and Jeffrey M. Wooldridge (1996) concerning a fractional response model for employee participation rates in 401(k) pension plans in US-manufacturing firms. Using the now available standard Stata code, we have been able to replicate each and any estimation result of the paper.
An important feature of their dependent variable is that more than 40 percent of these data are ones, indicating full employee participation. To cope with the excessive number of boundary values, we additionally estimated a two-part model. The first part models the probability of a boundary observation by a simple logit model. The second part refers to non-boundary values and is estimated by the same fractional response model. The estimation of the second part model yields somewhat different results. However, the marginal effects of the matching rate that take both parts into account are of comparable size. They are slightly smaller and the diminishing impact of the matching rate is less pronounced. Therefore, in the presence of a high share of boundary values, the two-part model is a useful alternative to the fractional response model. Moreover, it is as easy to calculate with available standard software.
Looking at the in-sample predictions of the estimated model reveals some puzzles. First, for all observations with a boundary value of one in the dependent variable, the corresponding predictions by definition are smaller than one. Second, in all estimated models there are systematic differences in the residuals left, depending on the size of the participation rate. A small 13 scale Monte Carlo simulation exercise confirms that the proposed RESET tests are useful for detecting neglected non-linearities in small samples. In their robust form the RESET tests are always properly sized and equipped with power in almost all considered cases. Table II in Papke and Wooldridge (1996) . In the logit model the dependent variable is one if all employees participate in the 401(k) pension plan and zero otherwise.
The QMLE of the two-part model is estimated only for P RAT E < 1. Notes: The DGP is assumed to be Model 4 reported in Table II of Papke and Wooldridge(1996) . Bold figures refer to the size of the test, the other ones to the power. For each value of g1 the first line in the Notes: The DGP is assumed to be Model 4 reported in Table II of Papke and Wooldridge(1996) . Bold figures refer to the size of the test, the other ones to the power. For each value of g1 the first line in the 
