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AN INTERESTING phenomenon in dynamics is the forcing of complexity by a relatively 
simple hypothesis. For example, if f is a self map of the interval with an orbit of odd 
period, then the topological entropy hCf) (see [8] for an exposition of entropy) is 
positive and f must have orbits of infinitely many distinct periods [3,6]. 
Blanchard and Franks [l] have shown that this particular type of example is not 
restricted to dimension one. If f: M2 + M2 is an orientation reversing homeomorphism 
of a compact connected surface of genus zero, and if f has orbits of distinct odd 
periods, then hcf) > 0 and f has orbits of infinitely many distinct periods. 
The purpose of this paper is to place their result in a broader context and view it 
as a more or less direct consequence of Thurston’s classification (up to isotopy) of 
homeomorphisms of surfaces. (A brief description of this classification is given in 01.) 
Once we are in this natural setting, the genus of M is irrelevant and we have 
Blanchard and Frank’s conjecture as well. 
THEOREM. If f: M2 --) M2 is an orientation reversing homeomorphism of a compact 
connected oriented surface of genus G, and if f has orbits with G +2 distinct odd 
periods, then h(f) Y 0. Moreover, if f is diflerentiable at the periodic points in question, 
then f has orbits with infinitely many distinct periods. 
The theorem is sharp in that there are examples with G + 1 distinct odd periods 
and hcf) = 0. These may be constructed by reflecting M in a plane intersecting in 
(G + 1) circles C,, . . . , CG+,, and placing the appropriate rotation on the Ci’s. 
MZ 
tiCi = R2&i_( 
Fig. 1. 
To detect the positive entropy of f: M + M 
nl(A4 - U 4) where 4 are G + 2 periodic orbits. 
I 
G--3 
h(f) = 0 
we consider the induced map on 
We show that for some curve (r in M - U Oi, lim (LCf”a))“” > 0 where LCf”a) is the 
i n- 
minimum length (with respect to a fixed Riemannian metric) of a curve isotopic to f”cu. 
This easily implies that hCflM - U 0;) > 0 and hence that hcf) > 0. 
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Using Thurston’s theory, we can do this without calculations! In fact, we do not 
have to study f itself, but can isotope f into its “canonical form”, where the 
geometric properties of the resulting homeomorphism F are well displayed. Since 
h(j) = O+h(F) = 0 (see §I), we can entirely transfer our attention to the well behaved 
map F. 
Consider the surface N’ obtained from A4 - U 0; by compactifying each end with 
a boundary circle. Extend f/M - U 4 to f’: N -+ k and let F: N + N be the canonical 
form for f’. (If fjM - U O’i does not extend to N, isotope it near U Oi so that it does.) 
I 1 
Following Thurston, we can divide N into subsurfaces Si, on which F is either very 
simple (periodic) or very complicated (every non-trivial, non-peripheral (Y E r,(S) 
satisfies lim (L(f”cy))“” > 0). If h(f) = 0, then h(F) = 0 and there can be no complicated 
pieces in”;;;e decomposition of F: N + N. It follows easily that each odd period other 
than the first requires additional genus. Induction completes the proof. 
Admittedly, the proofs of Thurston’s results are complicated. But the statements 
of them are wide-ranging, intuitive, and very pleasing. Modulo these results, the proof 
of our theorem is direct and elementary. 
The remainder of the paper is organized as follows. In §I we summarize the 
necessary results of Thurston. In 02 we prove the theorem assuming that f is 
differentiable on the periodic orbits and in $3 we show that the differentiability 
assumption is unnecessary for showing that h(f) > 0. 
One element of our notation is perhaps confusing. We say that a set X has period 
p (or F-period p if the map F is not obvious) if p is the least positive integer so that 
FP(X) = X. In other words, p is the setwise period of X 
81. THURSTON’S CANONICAL FORM 
Using geometric structures and measured foliations, Thurston[7] (see also [4]) 
developed a beautiful and encompassing theory to describe (up to isotopy) the 
dynamics of homeomorphisms of surfaces. We very briefly summarize the parts of 
this theory which are used in the proof of our theorem. We assume that x(N’) < 0 and 
that N* is compact and orientable. 
There are two types of homeomorphisms which serve as building blocks. The first 
consists of isometries for hyperbolic metrics on N. Recall that a hyperbolic metric is 
one with curvature - 1, and that every surface with x < 0 has such metrics. For a 
fixed hyperbolic metric, the group of isometries is finite. Thus, for every isometry 
f: N+N, f” = identity for some n > 0. 
In contrast to this periodicity, we have the second type of homeomorphism. 
f: N + N is pseudo-Ainosou if there is a number A > 1 and a pair of transverse 
measured foliations 9” and 9” such that f(F) = AS;” and f(Y) = l/A9”. More 
precisely, f preserves both foliations, contracting the transverse measure on 9” by 
l/A and expanding the transverse measure on 9’ by A. 
If f is pseudo-Anosov, then h(f) > 0. More importantly, the entropy is captured by 
the action of f on r,(N) (an isotopy invariant!). For any Riemannian metric g and for 
any simple closed curve cy not homotopic to a point or a boundary component of N, 
lim (L(f”a))“” = A, where L(f”a) is the minimum length, with respect to g, of a curve 
“- 
isotopic to f “a. From this it follows easily[2 or 51 that the entropy of any 
homeomorphism isotopic to f is at least log A. 
We also gain information about periodic points. If f: n + N is pseudo-Anosov, 
then the periodic points of f are dense in M and f has the minimum number of 
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periodic points (for every period) in its isotopy class. Thus any homeomorphism 
isotopic to a pseudo-Anosov homeomorphism has orbits with infinitely many distinct 
periods. (In fact, lim sup (I/m) log N, r log A where N, is the number of fixed points 
of the mth iterate oiyhe homeomorphism.) 
A homeomorphism f: N + N is reducible by a system r of disjoint simple closed 
curves r,, . . . , r, if: 
(1) Ti is not isotopic to either a point or a component of aN; 
(2) ri is not isotopic to Tj, if i; 
(3) r is invariant by f. 
THEOREM (Thurston). Any homeomorphism f: N2+ N2 is isotopic to F: N2-, N2 
such that either: 
(i) F is an isometry for some hyperbolic metric on N; 
(ii) F is pseudo-Anosov; 
(iii) F is reducible by a system of curves r. r has an open F-invariant tubular 
neighborhood r](r). Each component Sj .of N - v(r) (called a decomposition com- 
ponent) is mapped to itself by some smallest positive iterate n, of F, and each F’ISj 
satisfies (i) or (ii). Each q(ri) is mapped to itself by some smallest positive iterate mi 
of F, and each FmiIq(Ti) is a (possibly trivial) generalized twist. This twist need not be 
a Dehn twist since Fmijaq(Ti) need not be the identity. 
Example 
F(S,) = s, 
F (S,) = s, 
F(S,) = s, 
F (S,) = s, 1 
pseudo - Anosov 
tsometry of order two 
F’/S, U S, is pseudo-Anosov 
Fig. 2. 
As a corollary of the Theorem we have that if hcf) = 0 or if f has orbits of only 
finitely many distinct periods, then the restriction of F to any decomposition com- 
ponent is an isometry for some hyperbolic metric. 
52. PROOF OF THE THEOREM IN THE DIFFERENTIABLE CASE 
In this section we prove the theorem assuming that f is differentiable on the 
periodic orbits. We assume that either h(f) = 0 or that f has orbits of only finitely 
many distinct periods, and show that there are at most G + 1 orbits with distinct odd 
periods. We do not apply the results of the previous section to f itself; we would have 
no information about the periodic points of the resulting homeomorphism. To isotope 
f rel its periodic orbits, we look at the surface N2, obtained from M2 by replacing 
periodic points by (setwise) periodic boundary components. 
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More precisely, choose periodic orbits 6’i = U Xii of distinct odd periods. If f has 
i 
more than G+ 1 such orbits, choose any G +2. Let p, <pz <. . . <pn be these 
periods. Remove each Xii and recompactify by adding a circle to each end of M - U xii 
The resultant space N2 is a surface with genus G(N) equal to that of M. If there aye at 
least two deleted orbits, then x(N) < 0; if not, we have nothing to prove. 
Since f is differentiable at each Xii, f[M - U Xii extends to a homeomorphism 
f’: NZ+ N*. If SL is the circle replacing Xij, then j’/S’f, is obtained from the linear map 
Dfi,: R2+R2 by radially projecting the image of S’ back onto itself. 
There is a natural map 7r: N +M which is l-l except that each Sg is mapped to 
the single point xii; r 0 f’= f 0 7. Since h(f’]S$) = 0 ([8], p. 182), if h(f) = 0 then 
h(f’) = 0. It is also easy to see that if f has only finitely many distinct odd periods, 
then f’ also has this property. 
Apply Thurston’s theorem to f’: N + N to obtain F: N + N and a decomposition 
as described in $1. Let I(F, N) be the number of components in this decomposition. 
The observations of the preceeding paragraph imply that for each decomposition 
component U with period n, F”( U is an isometry for some hyperbolic metric. 
We show by induction on G(N) and I(F, N) that #(F, N) 5 G(N) + 1, where 
#(F, N) is the number of distinct odd F-periods occurring among the boundary 
components of N. (Recall that X has F-period equal to n if n is the least positive 
integer so that X is an invariant set of F”.) This will finish the proof. 
The following Lemma allows us to begin the induction step. 
LEMMA 1. If F: U + U is an orientation reversing hyperbolic isometry of a con- 
nected compact surface, then #(F, U) I 1. 
Proof. Suppose that C and D are boundary components of U with odd periods p 
and 4 respectively. Let a be a geodesic arc (with respect to a given hyperbolic metric 
fixed by F) connecting C to D. As noted in $1, F is periodic so there is some least 
n > 0 such that F”(a) = CY. Since FP(c is orientation reversing, n = p or 2p. Similarly 
n = q or 2q. As p and q are both odd, p = q. Cl 
Remark. If in Lemma 1, U is assumed to have a boundary component of odd 
period p and F is assumed to be irreducible in the sense of 51, then U must have 
genus zero and either p or p +2 boundary components. We will not use this 
information in our proof. 
If G(N) = - 1, then N = 0. If I(F, N) = 1 then Lemma 1 states that #(F, N) = 1. It 
therefore suffices to assume the theorem for G < G(N) and for G = G(N), I < 
I(F, N). and prove it for G(N), I(F, N). 
Let C be the component of aN of period p,. let U be the decomposition 
component (for our fixed decomposition of F: N + N) that contains C, and let p be 
the period of U. We want to apply induction to FI V where V = N -“i 
1 
F’(U). The 
i=O 
following lemma simplifies the analysis. 
LEMMA 2. V can be written as a disjoint union V = U U F’(X,) where each X, is a 
s=o I=0 
component of V with period r,. Moreover, we may assume that X, f~ Uf 0 and X, 
satisfies at least one of the following conditions: 
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(i) X, n U has more than one component, 
(ii) X, n U is connected and has F-period pl, 
(iii) r, is even. 
Proof. It is easy to find components X,, . . . , X, so that X, n Uf 0 and so that 
k rs-l 
V = U U F’(X,) is a disjoint union. We show that any such choice automatically 
s=o r=o 
satisfies the conclusions of the lemma. 
Fix 1 s s 5 k. If (i) or (iii) holds, we are done. If not, then X, tl U = A is connected 
and r, is odd. Let a = FP-period of A and w = F-period of A. Since F”(X,) = X, and 
FP( U) = U, it follows that F’J’(A) = A and hence that a (r, and p/w. Thus a is odd and 
w = p . a. Lemma 1 applied to FPI U implies that a = FP-period of C = p,/p, and 
hence that w = p,. Cl 
We now finish the proof by induction. Write V as the disjoint union 
V = u u F’(X,) 
s=l f=O 
where r, is odd and X, fl U has more than one component if 1 I s I 1, where X, n U 
is non-empty, connected, and has F-period p1 if I+ 1 I s I m, and where r, is even if 
m + 1 I s 5 k. The inductive hypothesis applies to each FG(X,. 
We estimate #(F, N) - 1 by counting the boundary components of odd F-period 
‘s-1 
greater than pI in each U F’(X,). We then apply induction and count the genus 
r=o 
remembering that G(X, U U) 2 G(X,) + G(U) + 1 for 15 s I 1. 
#(F, IV) - 1 I i #(F, ;i; F’(X,)) 
s=l 
+ 
7 
m [#(F, ;; F’(X))- 11 s= +1 
= 2, #(F’s, XI + ,$, [#(Frs, x,) - 11 
5 2 [G(X) + II+ $ WC) s= +I 
I G(N). q 
93. THE NON-DIFFERENTIABLE CASE 
The only difficulty here is that f/M - U Xii may not extend to N Isotope f, rel U Xii, 
to g: M + M which is differentiable at ea:h Xi~ Applying the proof in $2 with (g, g(‘: G) 
replacing cf, f’, F) we show that on some decomposition component U, G is pseudo- 
Anosov. This immediately shows that h(g) > 0. The logic for showing that h(f) > 0 is: 
GJ U pseudo-Anosovj3 curve a C A4 - LJ Xii with lim (L(g”cy))“” > 0=$3 curve (Y C 
M - U X;j with lim (L(~“(Y))“” > O+h(_f) > b: 
“- 
Tie second”ymplication is trivial. The first implication is another piece of Thur- 
ston’s description. The growth rate of g”a does not depend on wrapping around 
boundary components. The last implication is just the argument in [2 or 51, changed 
slightly to fit the situation. 
We know that g, and hence f’, have orbits of infinitely many distinct periods, but 
do not know anything about the periodic structure of f. 
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