Abstract-We study the problem of revising specifications with preferences for automata based control synthesis problems. In this class of revision problems, the user provides a numerical ranking of the desirability of the subgoals in their specifications. When the specification cannot be satisfied on the system, then our algorithms automatically revise the specification so that the least desirable user goals are removed from the specification. We propose two different versions of the revision problem with preferences. In the first version, the algorithm returns an exact solution while in the second version the algorithm is an approximation algorithm with non-constant approximation ratio. Finally, we demonstrate the scalability of our algorithms and we experimentally study the approximation ratio of the approximation algorithm on random problem instances.
I. INTRODUCTION
Linear Temporal Logic (LTL) has been widely adopted as a high-level specification language for robotic behaviors (see [1] for a recent overview). The wide spread adoption of LTL can be attributed to the tractable algorithms that can solve automation problems related to robotics (see [1] ) and the connections to natural language [2] and other intuitive user interfaces [3] . In order for LTL-based control synthesis methods to move outside research labs and be widely adopted by the robotics community as a specification language of choice, specification debugging tools must be developed as well. In [4] , [5] , we studied the theoretical foundations of the specification automata revision problem and we proposed heuristic algorithms for its solution. In [6] , we presented a version of the revision problem for weighted transition systems. In the last formulation, the debugging and revision problem becomes harder to solve since the specification could fail due to not satisfying certain cost constraints, such as, the battery capacity, certain time limit, etc.
Here, we revisit the problem posed in [4] . When automatically revising specifications, we are often faced with the challenge that not all goals have the same value for the user. In particular, we assume that the user has certain utility or preference value for each of the subgoals. Thus, an automatic specification revision should recommend removing the least desirable goals. In detail, we assume that the specification is provided as an ω-automaton, i.e., a finite automaton with Büchi acceptance conditions, and that each symbol labeling the transitions has a quantitative preference value (i.e., a positive number).
We formulate two different revision problems. The first problem concerns removing a set of symbols such that This work has been partially supported by award NSF CNS 1116136. K. Kim the synthesis problem has now a solution and the sum of the preference levels of the set of removed symbols is minimized. The second problem again seeks to remove a set of symbols such that the synthesis problem has now a solution; but now the largest preference level of the symbols in the removal set must be minimized.
Not surprisingly the former problem is intractable. However, interestingly, the latter problem can be solved in polynomial time. We show how the algorithm that we presented in [5] can be modified to provide an exact or approximate solution (depending on the cost function) to the revision problem with preferences in polynomial time. A practical implication of the results in this paper is that the user can now get an exact solution if the goal is to satisfy as many high preference goals as possible.
Contributions: We define two new versions of the problem of revision under quantitative preferences. We show that one version can be solved optimally in polynomial time while the other version of the problem is in general intractable. We provide an exact and an approximate, respectively, polynomial time algorithm based on Dijkstra's algorithm. Finally, we present some examples and we demonstrate the computational savings of our approximate algorithm over the Brute-Force Search Algorithm that solves the intractable version of the problem exactly.
Related Research: The problem of revising or resolving conflicting LTL specifications has received considerable attention recently. The closest work to ours is presented in [7] . The authors consider a number of high-level requirements in LTL which not all can be satisfied on the system. Each formula that is satisfied gains some reward. The goal of their algorithm is to maximize the rewards and, thus, maximize the number of requirements that can be satisfied on the system. Our problem definition is similar in spirit, but the problem goals are substantially different and the two approaches can be viewed as complementary. In [7] , if a whole sub-specification cannot be realized, then it is aborted. In our case, we try to minimally revise the subspecification so that it can be partially satisfied. Another substantial difference is that our proposed solutions can be incorporated directly within the control synthesis algorithm. Namely, as the algorithm searches for a satisfiable plan, it also creates the graph where the search for the revision will take place. In [7] , the graph to be used for the revision must be constructed as a separate step.
The problem of LTL planning with qualitative preferences has been studied in [8] , [9] (see also the references therein for more research in this direction). As opposed to revision problem, planning with preferences is based on the fact that there are many satisfiable plans and, thus, the most preferable one should be selected. For LTL games, LTLMop [10] was developed to debug unrealizable LTL specifications in reactive planning for robotic applications. The problem of revising LTL specifications on-the-fly as the robot explores its environment is studied in [11] .
In the context of general planners, the problem of finding good excuses on why the planning failed has been studied in [12] . Over-Subscription Planning (OSP) [13] and Partial Satisfaction Planning (PSP) [14] are also very related problems. The aforementioned approaches do not consider extended goals in LTL.
II. PRELIMINARIES
In this paper, we work with discrete abstractions (Finite State Machines) of the continuous robotic control system [15] . Each state of the Finite State Machine (FSM) T is labeled by a number of symbols from a set Π = {π 0 , π 1 , . . . , π n } that represent regions in the configuration space of the robot or, more generally, actions that can be performed by the robot.
Definition 1 (FSM):
A Finite State Machine is a tuple T = (Q, Q 0 , → T , h T , Π) where: Q is a set of states; Q 0 ⊆ Q is the set of possible initial states; → T = E ⊆ Q×Q is the transition relation; and, h T : Q → P(Π) maps each state q to the set of atomic propositions that are true on q.
We define a path p : N → Q on the FSM to be a sequence of states and a trace to be the corresponding sequence of sets of propositions. Formally, a path is a function p : N → Q such that for each i ∈ N we have p(i) → T p(i + 1) and the trace is the function compositionp = h T • p : N → P(Π). The language L(T ) of T consists of all possible traces.
Assumption 1: All the states on T are reachable. In this work, we are interested in the specification automata that impose certain requirements on the traces of T . In the following, P(Π) denotes the powerset of a set Π.
Definition 2: A specification automaton is a tuple B s = (S Bs , s Bs 0 , P(Π), δ Bs , F Bs , θ) where: S Bs is a finite set of states; s Bs 0 is the initial state; P(Π) is the input alphabet; δ Bs : S Bs × P(Π) → P(S Bs ) is a transition function; F Bs ⊆ S Bs is a set of final states; and θ : Π × S 2 Bs → R ≥0 is a preference function.
When s ′ ∈ δ Bs (s, l), we also write s In order to simplify the discussion in Section III, we will make the following assumption without loss of generality.
Assumption 2: Between any two states of the specification automaton there exists at most one transition.
We will also be using the following notations.
• we define the set
and,
• we define the function λ Bs : S 2 Bs → P(Π) which maps a pair of states to the label of the corresponding transition, i.e., if
In brief, our goal is to generate paths on T that satisfy the specification B s [15] . This can be achived by finding accepting runs on the product automaton A = T × B s .
Definition 3:
The product automaton A = T × B s is the automaton A = (S A , s A 0 , P(Π), δ A , F A ) where:
Moreover, finding a satisfying path on T × B s is an easy algorithmic problem [15] . Each accepting (infinite) run consists of two parts: prefix: a part that is executed only once (from an initial state to a final state) and, lasso: a part that is repeated infinitely (from a final state back to itself). Note that if the prefix or the lasso do not contain a final state, then the language L(A) is empty. Namely, the synthesis phase has failed and we cannot find a system behavior that satisfies the specification.
When a specification B is not satisfiable on a particular system T , the current motion planning and control synthesis methods based on automata theoretic concepts [15] - [17] simply return that the specification is not satisfiable without any other user feedback. In such cases, our previous algorithms [4] , [5] can provide as feedback to the user the closest revision under equal preference for all goals. Formally, a revision R is a subset of P(Π) × E Bs . Each (π, s, s ′ ) ∈ R indicates that π must be removed from λ Bs (s, s ′ ).
III. REVISION UNDER PREFERENCES
When choosing an alternative plan, each user can have different preferences. Suppose that users can assign some preference level to each proposition labeling the specification automaton through the preference function θ. When preference level is 0, it is least preferred, and the greater preference level is, the more preferred it is. However, preference level cannot be ∞. We remark that each occurrence of an atomic proposition over different transitions can have different preference levels. Therefore, taking transitions on the cross-product automaton A, we can get as a reward preference levels of elements in Π on the transitions.
A revised specification is one that can be satisfied on the discrete abstraction of the workspace or the configuration space of the robot. In order to search for a minimal revision, we need first to define an ordering relation on automata as well as a distance function between automata. We do not want to consider the "space" of all possible automata, but rather the "space" of specification automata which are semantically close to the initial specification automaton B s .
The later will imply that we remain close to the initial intention of the designer. We propose that this space consists of all the automata that can be derived from B s by removing symbols from the transitions. Our definition of the ordering relation between automata relies upon the previous assumption.
Definition 4 (Relaxation) :
be two specification automata having the same preference levels for P(Π). Then, we say that B 2 is a relaxation of B 1 and we write B 1 B 2 if and only if
We remark that if
) since the relaxed automaton allows more behaviors to occur.
We can now define the set of automata over which we will search for a revision.
Definition 5: Given a system T and and a specification automaton B s , the set of valid relaxations of B s is defined as R(B s , T ) = {B | B s B and L(T × B) = ∅}.
We can now search for a solution in the set R(B s , T ). Different solutions can be compared from their revision sets.
Definition 6 (Revision Set): Given a specification automaton B s and a B ∈ R(B s , T ), the revision set is defined as
We define two different revision problems. Problem 1 (Min-Sum Revision): Given a system T and a specification automaton B s , if the specification B s is not satisfiable on T , then find a revision set R such that ρ∈R θ(ρ) is minimized. Problem 2 (Min-Max Revision): Given a system T and a specification automaton B s , if the specification B s is not satisfiable on T , then find a revision set R such that max ρ∈R θ(ρ) is minimized.
The edges of G A are labeled by the set of symbols which if removed from the corresponding transition on B s , they will enable the transition on A. The overall problem then becomes one of finding the least number of symbols to be removed in order for the product graph to have an accepting run.
Definition 7: Given a system T and a specification automaton B s , we define the graph G A = (V, E, v s , V f , Π, Λ, p), which corresponds to the product A = T × B s as follows
• V = S is the set of nodes • E = E A ∪ E D ⊆ S × S, where E A is the set of edges that correspond to transitions on A, i.e.,
; and E D is the set of edges that correspond to disabled transitions, i.e., ((q, s),
• θ : Π → R ≥0 is the preference function of B s restricted on Π. If Λ(e) = ∅, then it specifies those atomic propositions in λ Bs (s, s ′ ) that need to be removed in order to enable the edge in A. Again, note that the labels of the edges of G A are subsets of Π rather than Π. This is due to the fact that we are looking into removing an atomic proposition π from a specific transition (s, l, s ′ ) of B s rather than all occurrences of π in B s .
Consider now a path that reaches an accept state and then can loop back to the same accept state. The set of labels of the path is a revision set R that corresponds to some B ∈ R(B s , T ). This is immediate by the definition of the graph G A . Thus, our goal is to solve the Min-Sum and MinMax revision problems on this graph.
First, we study the computational complexity of the two problems by restricting the search problem only to paths from source (initial state) to sink (accept state). Let P aths(G A ) denote all such paths on G A . We indicate that the graph search equivalent problem of Problem 2 is in P. Given a path p = v s v 1 v 2 . . . v f on G A with v f ∈ V f , we define the max-preference level of the path to be:
Note that this is the same as the original cost function in Problem 2 since clearly max (vi,vi+1)∈p θ(Λ(v i , v i+1 )) = max ρ∈R θ(ρ) where R = ∪ (vi,vi+1)∈p Λ(v i , v i+1 ). Thus, Problem 2 is converted into the following optimization problem:
And, thus, the revision will be R = ∪ (vi,vi+1)∈p * Λ(v i , v i+1 ). Now, we recall the weak optimality principle [18] .
Definition 8 (Weak optimality principle):
There is an optimal path formed by optimal subpaths.
Proposition 1: The graph search equivalent of Problem 2 satisfies the weak optimality principle.
The importance of the weak optimality principle being satisfied is that label correcting and label setting algorithms can be applied to such problems [18] . Dijkstra's algorithm is such an algorithm [19] and, thus, it can provide an exact solution to the problem. Now, we proceed to the Min-Sum preference problem. Given a path p = v s v 1 v 2 . . . v f on G A with v f ∈ V f , we define the sum-preference level of the path to be:
and if we are directly provided with a revision set R, then
Problem 3: Labeled Path under Additive Preferences (LPAP). INPUTS: A graph G
, and a preference bound K ∈ N. OUTPUT: a set R ⊆ Π such that removing all elements in R from edges in E enables a path from v s to some final vertex v f ∈ V f and θ + (R) ≤ K.
We can show that the corresponding decision problem is NP-Complete.
Theorem 1: Given an instance of the LPAP (G A , K), the decision problem of whether there exists a path p such that θ + (p) ≤ K is NP-Complete.
IV. ALGORITHMS FOR THE REVISION PROBLEM WITH
PREFERENCES In this section, we present Algorithms for the Revision Problem with Preferences (ARPP). It is based on the Approximation Algorithm of the Minimal Revision Problem (AAMRP) [5] which is in turn based on Dijkstra's shortest path algorithm [19] . The main difference from AAMRP is that instead of finding the minimum number of atomic propositions that must be removed from each edge on the paths of the graph G A , ARPP tracks paths having atomic propositions that minimize the preference level from each edge on the paths of the graph G A .
Here, we present the pseudocode for ARPP. ARPP is similar to AAMRP in [5] . The difference from [5] is that AARP uses PREF function instead of using cardinality of the set. For Min-Sum Revision, the function PREF: Π → R ≥0 is defined as following: given a set of label R ⊆ Π and the preference function θ + : Π → R ≥0 , PREF(R) = θ + (R). The Min-Sum ARPP is denoted by ARP P + . For MinMax Revision, the function PREF: Π → R ≥0 is defined as following: given a set of label R ⊆ Π and the preference function θ : Π → R ≥0 , PREF(R) = max ρ∈R θ(ρ). The MinMax ARPP is denoted by ARP P max .
The main algorithm (Alg. 1) divides the problem into two tasks. First, in line 5, it finds an approximation to the minimum preference level of atomic propositions from Π that must be removed to have a prefix path to each reachable sink (see Section II). Then, in line 9, it repeats the process from each reachable final state to find an approximation to the minimum preference level of atomic propositions from Π that must be removed so that a lasso path is enabled. The combination of prefix/lasso that removes the least preferable atomic propositions is returned to the user. Due to space limitations, we omit Algorithm 2 FINDMINPATH and Algorithm 3 RELAX (for details, see [20] ).
The analysis of the algorithm ARPP follows closely the analysis of AAMRP in [5] . The only difference in the time complexity is that ARPP uses PREF function in order to compute preference levels of all elements in Π. Both Min-Sum Revision and Min-Max Revision take O(Π) since at most they compute preference levels of all elements in Π. Hence, the running time of FINDMINPATH is O(E(Π 2 log Π + log V )). Therefore, the running time
) which is polynomial in the size of the input graph.
Algorithm 1 ARPP

Inputs: a graph G
Outputs: the list L of symbols from Π that must be removed from B s . 
else 8:
end if 19: end if 20: end for 21: end if 22: return L 23: end procedure The function GETAPFROMPATH((v s , v f , M, P)) returns the atomic propositions that must be removed from B s in order to enable a path on A from a starting state v s to a final state v f given the tables M and P.
V. EXAMPLE AND EXPERIMENTS
In this section, we present an example scenario and experimental results using our prototype implementation of algorithms and brute-force search.
In the following example, we will be using LTL as a specification language. We remark that the results presented here can be easily extended to LTL formulas by renaming repeated occurrences of atomic propositions in the specification and adding them on the transition system (for details, see [21] ).
The following example scenario was inspired by [16] , [22] , and we will be using LTL as a specification language.
Example 1 (Single Robot Data Gathering Task):
In this example, we use a simplified road network having three gathering locations and two upload locations with four intersections of the road. In Fig. 1 , the data gather locations, which are labeled g 1 , g 2 , and g 3 , are dark gray, the data upload locations, which are labeled u 1 and u 2 , are light gray, and the intersections are labeled i 1 through i 4 . In order to gather data and upload the gather-data persistently, the following LTL formula may be considered: φ A := GF(ϕ) ∧ GF(π), where ϕ := g 1 ∨ g 2 ∨ g 3 and π := u 1 ∨ u 2 . The following formula can make the robot move from gather locations to upload locations after gathering data: φ G := G(ϕ → X(¬ϕ U π)). In order for the robot to move to gather location after uploading, the following formula is needed:
Let us consider that some parts of road are not recommended to drive from gather locations, such as from i 4 to i 2 and from i 1 to i 2 . We can describe those constraints as follows:
. If the gathering task should have an order such as g 3 , g 1 , g 2 , g 3 , g 1 , g 2 , . . ., then the following formula could be considered:
. Now, we can informally describe the mission. The mission is "Always gather data from g 3 , g 1 , g 2 in this order and upload the collected data to u 1 and u 2 . Once data gathering is finished, do not visit gather locations until the data is uploaded. Once uploading is finished, do not visit upload locations until gathering data. You should always avoid the road from i 4 to i 2 when you head to u 1 from g 1 and from i 1 to i 2 when you head to u 2 from g 2 ". The following formula represents this mission:
. Assume that initially, the robot is in i 3 and final nodes are u 1 and u 2 . When we made a cross product with the road and the specification, we could get 36824 states, 350114 transitions and 100 final states. Not removing some atomic propositions, the specification was not satisfiable.
We tested two different preference levels. For clarity in presentation, we omit for presenting preference levels on each transition since we set for all the occurances of the same symbols the same preference level, we abuse notation and write θ(π) instead of θ(π, (s i , s j )). However, the revision is for specification transitions. First, the preference level of the symbols are as follows: for g 1 , g 2 , g 3 , u 1 , u 2 , i 1 , i 2 , i 3 , i 4 , the preference levels are 3, 4, 5, 20, 20, 1, 1, 1, 1, respectively, and for ¬g 1 , ¬g 2 , ¬g 3 , ¬u 1 , ¬u 2 , ¬i 1 , ¬i 2 , ¬i 3 , ¬i 4 , the preference levels are 3, 4, 5, 20, 20, 1, 1, 1, 1, respectively. ARPP for Min-Sum Revision took 210.979 seconds, and suggested removing ¬g 1 and ¬i 4 . The total returned preference was 4 since θ(¬g 1 ) = 3 and θ(¬i 4 ) = 1. The sequence of the locations suggested by ARPP is
of the formula φ O and from ¬ϕ = ¬(g 1 ∨ g 2 ∨ g 3 ) of the formula φ G = G(ϕ → (¬ϕ U π)), and ¬i 4 is from G(g 1 → ¬(i 4 ∧ Xi 2 ) U u 1 ) of the formula ψ 1 . AARP for Min-Max Revision took 239 seconds, and returned g 1 , ¬g 1 , ¬i 1 , and ¬i 4 . The maximum returned preference was 3 since θ(g 1 ) = 3 and θ(¬g 1 ) = 3.
In the second case, the preference level of the positive atomic propositions are same as the first test, and the preference level of the negative atomic propositions are as follow: for ¬g 1 , ¬g 2 , ¬g 3 , ¬u 1 , ¬u 2 , ¬i 1 , ¬i 2 , ¬i 3 , ¬i 4 , the preference levels are 3, 4, 5, 20, 20, 10, 10, 10, 10, respectively. In this case, ARPP for Min-Sum Revision took 207.885 seconds, and suggested removing g 3 . The total returned preference was 5 since θ(g 3 ) = 5. The sequence of the locations suggested by ARPP is
+ . We can check that g 3 is from G(g 3 → X((¬g 2 ∧¬g 3 ) U g1)) of the formula φ O and from ϕ = (g 1 ∨ g 2 ∨ g 3 ) of the formula φ U = G(φ → X(¬φ U ϕ). ARPP for Min-Max Revision took 214.322 seconds, and returned g 1 and ¬g 1 . The maximum preference was 3 since θ(g 1 ) = 3 and θ(¬g 1 ) = 3. △ Now, we present some experimental results. The propotype implementation is written in Python. For the experiments, we utilized the ASU super computing center which consists of clusters of Dual 4-core processors, 16 GB Intel(R) Xeon(R) CPU X5355 @2.66 Ghz. The operating system is CentOS release 5.9. The clusters were used to run each test case on each single core in parallel.
In order to assess the experimental approximation ratio of the heuristic (Min-Sum Revision), we compared the solutions returned by the heuristic with Brute-force search algorithm. The Brute-force search is guaranteed to return a minimal solution to the Min-Sum Revision problem. We omit the explanation of the each test case and full experiment results (for details, see [20] ). Table I compares the results of the Brute-Force Search Algorithm with the results of ARPP for Min-Sum Revision (ARP P + ) on test cases of different sizes (total number of nodes). For each graph size, we performed 200 tests and we report minimum, average, and maximum computation times in sec. The "avg # nodes" column shows the average number of nodes returned from ARP P + . Both algorithms were able to finish the computation and return a minimal revision for instances having 9 nodes and 100 nodes. However, for instances having 196 nodes, the Brute-Force Search Algorithm had one failed instance which exceeded the 2 hrs window limit. In the large problem instances, ARPP for MinSum Revision achieved a 600 time speed-up on the average running time. Table II shows the results of ARPP for Min-Max Revision (ARP P max ) on test cases of different sizes (total number of nodes). This test results also used same test cases as the ones for Table I . We report minimum, average, and maximum computation times in sec. The "avg # nodes" shows the average number of nodes returned from ARP P max . 
VI. CONCLUSIONS
This paper discusses the problem of specification revision with user preferences. We have demonstrated that adding preference levels to the goals in the specification can render the revision problem easier to solve under the appropriate cost function. We view the automatic debugging and specification revision problems as foundational for formal methods to receive wider adoption in the robotics community and beyond. With the current paper and the predecessors [4] - [6] , [23] , we have studied the theoretical foundations of different versions of the problem. Our algorithms and tools can be used as add-ons to control synthesis methods developed by our and other groups [15] - [17] , [24] , [25] . Our goal for the future is to incorporate all the specification revision methods in a comprehensive user-friendly tool that can run on different platforms.
