Abstract-Recently, it has been proven that the minimumcost multicommodity flow can be realized by a link-state routing protocol, PEFT, using uneven traffic splitting [1]. The achievement is due to solving a new convex optimization problem, Network Entropy Maximization (NEM), by a gradient descent algorithm. However, gradient descent algorithms are notorious for slow convergence to optimality whereas Newton's method usually converges much faster. Solving NEM by Newton's method is neither trivial nor standard because of the infinite number of variables NEM has. In this paper, we develop efficient Newton methods for the NEM problem.
I. INTRODUCTION
The classical minimum-cost multicommodity flow problem is to transport multiple commodity flows while minimizing a convex objective function of the aggregate flow on every link. Its optimal solution can be found quickly through convex optimization. It has important applications in traffic engineering, or congestion control in IP networks, where the network operators try to balance the traffic within the network by assigning a high penalty cost on those congested links.
Traffic engineering for link-state routing protocols has attracted a lot of interest [2] - [6] since the pioneering work of Fortz and Thorup [7] . In a link-state routing protocol, the network-management system computes a set of link weights through a periodic and centralized optimization; then each router uses the link weights to decide traffic splitting fractions for every destination among its outgoing links [1] . It had confused the community for a while as to whether a linkstate routing protocol can realize the optimal solution of the minimum-cost multicommodity flow problem.
For the first time, Xu et al. [1] show that a new link-state routing protocol "PEFT" can achieve optimality using uneven traffic splitting across outgoing links. The accomplishment is due to solving a new convex optimization problem, Network Entropy Maximization (NEM), by a gradient descent algorithm. In this paper, we propose solving NEM by Newton's method (scaled gradient descent) since Newton's method usually converges much faster and makes choosing appropriate step sizes easier. Note that the NEM problem has an infinite number of variables, which makes the extension even more challenging.
The rest of the paper is organized as follows. Background on the minimum-cost multicommodity flow problem and the theory of Network Entropy Maximization is introduced in Sec. II. Newton's method for NEM is discussed in Sec. III. We numerically compare the performance of solving NEM by gradient descent algorithms and Newton's methods in Sec. IV and conclude the paper in Sec. V.
The key notation used in this paper is shown in Table I .
II. BACKGROUND ON OPTIMAL TRAFFIC ENGINEERING AND NEM
In this section, we summarize the modeling and gradient descent method for the NEM problem proposed in [1] to realize optimal traffic engineering.
A. Optimal Traffic Engineering Via Multicommodity Flow
Consider a wireline network as a directed graph G = (V, E), where V is the set of nodes (where N = |V|), E is the set of links (where E = |E|), and link (u, v) has capacity c u,v . The offered traffic is represented by a traffic matrix D(s, t) with source-destination pairs indexed by (s, t).
Define f u,v to be the load on link (u, v), which depends on routing protocols and traffic demands. Φ({f u,v , c u,v }) is an increasing and convex objective function of {f u,v }, which could be the maximum link utilization, or a piecewise-linear approximation of the M/M/1 delay formula [7] , etc.
Then we have the following classical convex optimization problem, the min-cost multicommodity problem (1) , where the flow destined to a single destination is treated as a commodity, and f t u,v is the amount of flow on link (u, v) destined to node t.
COMMODITY:
min Φ({fu,v, cu,v}) (1a) s.t. v:(s,v)∈E f t s,v − u:(u,s)∈E f t u,s = D(s, t), ∀s = t (1b) fu,v t∈V f t u,v ≤ cu,v, ∀(u, v) (1c) vars. f t u,v , fu,v ≥ 0.(1d)
Necessary Capacity
Given the traffic matrix and a convex objective function, the solution to the above COMMODITY problem (1) represents the optimal distribution of traffic. The solution flow, c u,v f u,v on each link (u, v) (or c as a vector), is called the necessary capacity to achieve the optimal objective [1] .
The PEFT protocol proposed in [1] is the first and the only link-state routing protocol known so far to realize the optimal distribution of traffic. It is derived from a new optimization problem, Network Entropy Maximization. 
B. Network Entropy Maximization
Define P s,t to be the set of paths from s to t (repeated nodes are allowed), and x i s,t to be the probability (fraction) of forwarding a packet of demand D(s, t) along the i-th path
to be the number of times P NEM:
vars.
There exist globally optimal solutions to NEM, which is also a convex optimization problem [1] .
C. Solving the NEM Dual By Gradient Descent
Though the NEM problem has an infinite number of variables, the values of the dual variables for constraints (2b), λ u,v for link (u, v) (or λ as a vector), are sufficient for a link-state routing protocol. Q, the Lagrange dual problem of NEM, can be solved by a gradient descent algorithm [1] , which is shown as follows for iterations indexed by q.
where α(q) > 0 is the step size and ∇Q(λ(q)) is the gradient. At the optimal solution of NEM, we have
where µ s,t is the dual variable for constraint (2c). From [8] , we have
and from (4), we have
Then λ u,v can be used as the weight w u,v for link (u, v), and the probability of using path P i s,t is inversely proportional to the exponential of its path length. Since (6) has no factor of µ * s,t , an intermediate router can ignore the source of the packet in forwarding [1] .
D. A New Link-State Routing Protocol: PEFT
Eq. (6) results in a new link-state routing protocol, Penalizing Exponential Flow-spliTting (PEFT), which satisfies (7), where p i u,t is the path length of the ith path (i.e., the sum of w u,v of the links along the path).
PEFT:
To forward a packet destined to t by a link-state routing protocol, each router u needs to know the traffic splitting fraction ψ t u,v on outgoing link (u, v). Based on a complete view of the topology and link weights, a router can compute the distance d t u from any node u to node t, and the excess length h
, more traffic should be sent along an outgoing link used by more paths and the paths should be treated differently based on their path lengths. Υ t u is defined as the "equivalent number" of shortest paths from node u to destination t as shown in equation (8a); let Υ t t 1. Υ t u also can be computed recursively by solving linear equations (8b) [1] .
Let f t u denote the total flow destined to t which passes through node u or originates at u. Then f t u,v , the total outgoing flow of traffic (destined to t) traversing link (u, v), can be computed as follows:
For {D(s, t)}, the given input traffic demand, and {w u,v }, a set of link weights, f t u can be computed by solving the following linear equations:
III. NEWTON'S METHOD TO SOLVE NEM
In this section, we present Newton's method to solve the dual problem of NEM. The main challenge is computing the Hessian matrix given that NEM has an infinite number of variables.
A. Solving NEM Dual By Newton's Method
In Newton's method, the gradient is scaled by the inverse of ∇ 2 Q(λ(q)), the Hessian matrix for the q-th iteration.
From (4), we have
From (5) and (13), the entry of the Hessian for Q is
Since there are an infinite number of x i s,t , we need to find another way to compute the Hessian instead of directly using (14).
B. Framework of Solving NEM By Newton's Method
Algorithm 1 in [1] shows the framework of solving NEM by descent methods (including gradient descent and Newton's method). Starting with an initial setting of link weights, the algorithm repeatedly updates the link weights until the load on each link is the same as the necessary capacity. The Traffic Distribution procedure computes the resulting link loads f u,v , based on the traffic matrix and link weights. Then the Link Weight Update procedure updates link weights by a descent method. w ← Link Weight Update(f) 6: f ← Traffic Distribution(w) 7 
3: end for Algorithm 2: Link-Weight Update(f) by Newton's Method
C. Computing Link Load and Hessian By Exact PEFT
Equations (7) and (9) are called Exact PEFT, which corresponds to the exact solution of NEM [1] . Via (9), the Hessian can be computed without enumerating all the paths. At first, we define η s,t u as the total flow at node u if there is one unit of traffic demand from s to t in the network where s = t. η The Hessian can be computed using (16) from Theorem 1.
It requires additional time O(N E
2 ). Therefore, the total time of computing the Hessian is O(N 4 + N E 2 ).
Theorem 1: The Hessian matrix for NEM dual (14) can be computed by (16).
Proof: See Appendix.
D. Approximate Link Load and Hessian By Downward PEFT
Since the optimal traffic distribution should contain no cycles, the Exact PEFT (9) can be approximated by Downward PEFT (17) to forward traffic only on next hops which are closer to the destination [1] .
Then for each destination t, η s,t u and f t u can be computed by visiting the nodes in decreasing topological order (from the farthest node to t) in an acyclic network [1] . The total time complexity is N 2 (N + E). Then the Hessian still can be computed using (16) 
IV. PERFORMANCE EVALUATION
In this section, we numerically compare the performance of solving NEM by gradient descent algorithms and Newton's methods.
A. Simulation Environment
We use the same test setting as in [1] . We run the simulation for a real backbone network and several synthetic networks. First is the Abilene network with 11 nodes and 28 directional links with 10Gbps capacity. The traffic matrix is derived from the Netflow data on Nov. 15th, 2005. The two synthetic 2-level hierarchical networks were generated using GT-ITM, which consists of two kinds of links: local access links with 200-unit capacity and long distance link with 1000-unit capacity. In the two random topologies, the probability of having a link between two nodes is a constant parameter and all link capacities are 1000 units [7] .
As in [1] , we adopt the cost function (18) in [7] and the objective is to minimize (u,v) 
The optimal Φ values are computed by solving linear program (1) with CPLEX 9.1 via AMPL. For each network, we uniformly scale the traffic matrix such that the maximum link utilization is close to 100% in the optimal solution. Note that such optimal Φ value is not the maximum entropy in NEM, which is not available beforehand. However, the network operators mainly care about the Φ value and from the theory of NEM [1] , the descent methods will converge to a set of link weights which can simultaneously achieve the minimum Φ value and the maximum entropy using PEFT. Then it is still meaningful to show the convergence of optimality gap, in terms of the Φ value, compared against the Φ value achieved by optimal traffic engineering (1).
To solve NEM, i.e., to determine link weights under PEFT, we run Algorithm 1 with up to 5000 iterations for gradient descent and 500 iterations for Newton's method of computing traffic distribution and updating link weights for the two scenarios: Exact PEFT (with cycles) and Downward PEFT (without cycles). Then we have four algorithms named ExactGrad, Down-Grad, Exact-Newton and Down-Newton. Each algorithm will terminate earlier if the optimality gap is already less than 1%. In gradient descent algorithms, the step size is set to 1/ max c u,v , the reciprocal of the maximum necessary link capacity [1] , while the step size of Newton's method is always 1. To determine the flow with cycles and compute the inverse of the Hessian, we solve linear equations via LAPACK (Linear Algebra PACKage) [11] . Fig. 1 shows the optimality gap (on a log scale) achieved by PEFT of different algorithms, within the first 3000 iterations for six networks. It demonstrates that Downward PEFT is indeed a good approximation of Exact PEFT though the former requires a few more iterations. In addition, solving NEM by Newton's methods converges much faster than by gradient descent. For example, in the Abilene network, Newton's method only needs 43 iterations to reduce the optimality gap to 1%, while gradient descent needs 2955 (or 68 times as many) iterations. Similar observations can be made for other networks in Fig. 1 .
B. Convergence Behavior

C. Running Time Requirement
The tests for finding link weights in PEFT with different algorithms were performed under a time-sharing server of Centos Linux 4.4 with Intel Xeon processors at 2.6 Ghz. Table II shows the average running time per iteration of various algorithms on six networks. We observe that all the four algorithms are very fast, requiring at most 7 minutes before termination even for the largest network (with 100 nodes) tested. Moreover, approximating Exact PEFT by Downward PEFT can reduce the running time by half or even more due to the avoidance of solving linear equations to determine the flow with cycles. In each iteration, Newton's method requires more time than needed by gradient descent algorithms because of the complexity of calculating the inverse of the Hessian, which fortunately can be considerably simplified by adopting some quasi-Newton methods [12] (which we don't do). The extensive simulation validates that the proposed Newton method converges much faster than the existing gradient descent algorithms for many practical instances in addition to converging faster in theory.
