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Preface 
 
Perspective 
 
Production is a fundamental societal and economic activity.  Production has to do with the transformation 
of raw materials into useful objects and includes the knowledge to complete the transformation 
effectively.  Thus, production is a board topic ranging from philosophies about how to approach 
production such as lean and quick response manufacturing, how to organize production facilities, how to 
analyze production operations, how to control the flow of materials during production, the devices used 
to move materials within a facility, and strategies for coordinating multiple production facilities. 
 
An integrated introduction to production is presented in a set of learning modules.  In significant part, 
these learning modules are based on over 20 years of interactions with the professional production 
community in the West Michigan region where Grand Rapids and Holland are the principal cities.  This 
community consists almost exclusively of small and medium size companies engaged primarily in high mix, 
low volume manufacturing.  Students in the Bachelor of Science in Engineering and Master of Science in 
Engineering programs at Grand Valley State University often work in production for these companies. 
Thus, interactions are facilitated particularly though master’s degree capstone projects, several of which 
are referenced in the learning modules. 
 
The learning modules are well-grounded in established production concepts. Emphasis is placed on 
proven procedures such as systematic layout planning, factory physics, various production flow control 
techniques such as kanban and POLCA, and discrete event simulation. 
 
Professional practice is a focus of the learning modules.  Material from processional groups such as the 
Lean Enterprise Institute and the Material Handling Institute (MHI) is integrated.  The opportunity to read 
and discuss professional publications presenting production improvement projects is provided.  Students 
are referred to professional videos and web sites throughout the learning modules. 
 
All materials provided are referenced are open access and free of charge.   
 
In addition, the simulation models used in the text were developed and executed using Automod 12.6.1 
(student version), which is available at: http://www.appliedmaterials.com/services-
software/automation-software/automod-academic-program.   The reference text: J. Banks, Getting 
Started with AutoMod is available from this site.  In the material handling section, the learning modules 
and the accompanying homework assignments (writing) make use of the discussion of modeling material 
handling systems in Automod provided by the Banks text.  
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Organization of the Learning Modules 
 
The learning modules as listed by title in Table 1.  The individuals who have made significant contributions 
to the development of the learning modules are listed as a way of saying “Thank you”.   
 
Table 1:  Learning Modules and Developers 
 
Section Topic Lead Developer Contributor 
Philosophy and Organization Introduction Charlie Standridge 
 
 
Lean Adriana Melo 
 
 
QRM Adriana Melo 
 
 
Production Organization Charlie Standridge Erik Fritz   
Lean - QRM - Production 
Organization Case Problem 
Charlie Standridge Derek Wright 
 
Facility Layout Charlie Standridge Erynne Ligeski, 
Michelle Vette 
 
Additive Manufacturing Colin Jack 
 
 
Supply Chains Jake Stephens Lindsay Corneal 
Basic Elements Modeling Operation Times and 
Demands 
Charlie Standridge 
 
 
Single Workstation Charlie Standridge 
 
 
Single Inventory Charlie Standridge 
 
Introduction to Flow Control Introducing Simulation Modeling 
and Analysis 
Charlie Standridge 
 
 
Introduction to Flow Control Charlie Standridge 
 
 
Workstation - Inventory - Flow 
Control Case Problem 
Charlie Standridge 
 
Simulation Methods Simulation Modeling Charlie Standridge 
 
 
Simulation Experimentation Charlie Standridge 
 
 
Validation and Verification Charlie Standridge 
 
 
The Simulation Engine Charlie Standridge 
 
Analysis of Flow Control Flow Control Analysis Charlie Standridge 
 
 
One Piece Flow Charlie Standridge Jon Marvel, Joel 
Oostdyk, 
Michele Vette  
Flexible Manufacturing Systems Charlie Standridge 
 
Logistics Supplier Selection Katherine Christopher Edwardo Perez  
Logistics and Inventory 
Management 
Charlie Standridge Dave Heltne 
Material Handling Systems Conveyors Charlie Standridge Michael Warber  
Path Mover Systems: AMR's, AGV's, 
Tuggers, Hi-Lo's 
Charlie Standridge 
 
 
Automated Storage and Retrieval 
Systems 
Charlie Standridge 
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The learning modules are grouped into seven sections.  The first two sections, philosophy and organization 
as well as basic elements, discuss the statics of production.  The mathematics needed to model and 
analyze production systems are presented particularly in the section on basic elements.  The introduction 
to flow control section provides are overview of flow control as well as describing the discrete event 
simulation methods needed to analyze flow and its control. 
 
The fourth section, simulation methods, covers this methodology more thoroughly and in sufficient detail 
to support the application of simulation in the last three sections.  The analysis of flow control section 
covers flow control in detail, including setting the parameters of flow control systems.  The logistics 
section discusses the movement of material between different locations, including multiple production 
facilities, suppliers and customers.  The section on material handling discusses the devices and systems 
supporting the movement of material within a facility. 
 
Each learning module has the same structure: 
1. Beginning – The learning objectives are given.  The detailed structure of the learning module 
is described.   
2. Reading –  The documents (one or more) to read.  The documents may contain links to 
videos and web pages as well as to other documents. 
3. Watching –  A list of videos not referenced in the documents. 
4. Writing –  Homework to re-inforce the material in the reading and watching. 
5. Discussion –  Topics for in-class or on-line discussion.  Emphasis is on professional practice. 
6. Reviewing –  Material that provides a brief summary of the learning modules, when available.  
7. Assessing –  A quiz on the learning material topics (provided to instructors upon separate 
request to the author). 
 
The learning modules are intended to help prepare students to design and improve all aspects of 
production. 
 
Using the Text 
 
There is sufficient material for two four credit classes.  We teach two three-credit classes with some 
material left over.  The first class covers the first three sections of the text.  The second class covers the 
simulation methods section and then selected learning modules from the other three sections. 
 
The first class makes use of the two case problems as a way of tying together the information in the other 
learning modules: the Lean - QRM - Production Organization Case Problem and the Workstation - 
Inventory - Flow Control Case Problem 
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Learning Module 
Introduction 
December 2017 
Pre-requisite -- None 
Expected Time Requirement -- 1-2 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Explain the characteristics of a production system 
2. Explain the big ideas that are common to production systems 
3. Explain the three fundamentals of production systems 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note --  All items in the folder are required unless otherwise noted. 
 
1. Reading -- Read the supplied document discussing the Introduction to production systems 
 
2. Watching -- None 
 
3. Writing -- None 
 
4. Discussing -- For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Based on your work experience, describe a situation in which flow was constrained.  What 
could be done to improve this flow?  Were there any constraints to improving the flow? 
b. Which of the big ideas seems the most challenging to you?  Why? 
c. Do you agree with the assertion: All that matters is flow?  Why or why not? 
 
5. Reviewing -- None 
 
6. Assessing – Take the quiz   
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Overview of 21st Century Production 
1. Introduction 
Production means the processes and methods used to transform tangible inputs (raw materials, semi-
finished goods, subassemblies) and intangible inputs (ideas, information, knowledge) into goods or 
services. Resources are used in this process to create an output that is suitable for use or has exchange 
value.  (http://www.businessdictionary.com/definition/production.html). 
 
This set of learning modules is designed to support the flexible exploration of multiple aspects of 
production including: 
1. Schools of thought about how to approach production such as lean and Quick Response 
Manufacturing (QRM).  A school of thought provides a lens through which production is viewed 
and conducted. 
2. How production can be organized including serial lines, job shops and cells to support a spectrum 
of demand ranging from a low mix of products each produced in high volume to a high mix of 
products each produced in low volume.  Demand has to do with what products customers want, 
in what volume, and at what time.  Organization has to do with how production activities are 
divided among work areas and how work areas relate to each other. 
3. Analysis of production components including facility layout, single workstation, and single 
inventories.  Analysis help to ensure that a production system is producing the volume needed to 
meet demand in a timely fashion. Analysis methods include simple, algebra based mathematical 
models as well as discrete event simulation. 
4. Flow control schemes along with the analysis necessary to set flow control parameters.  Flow 
control helps products move smoothly and continuously through the production steps. 
5. Logistics including supplier selection, material movement, and inventory management.  Logistics 
has to do with the co-ordination of all aspects of a production system including acquiring raw 
materials, moving raw materials and finished products, and controlling how much of each is 
stored. 
6. Material handling systems within a production facility. 
 
Before engaging these topics, the evolution of production strategies is discussed.  Big ideas that influence 
production regardless of schools of thought, organization type, flow control scheme, logistics approach, 
or material handling system are presented.  Some fundamental ideas concerning production are 
examined. 
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2. Evolution of Production Strategies 
What drives production strategies has changed over time.  These changes are discussed at:  
https://qrm.engr.wisc.edu/index.php/what-is-qrm/background/50-development-of-qrm. 
Figure 1 shows the evolution of thought concerning the elimination of waste by-products in production. 
 
Figure 1: Production Waste Elimination Evolution  
(Strategies for Value Creation Through Sustainable Manufacturing - Scientific Figure on ResearchGate. 
Available from: https://www.researchgate.net/Evolution-of-Manufacturing-Strategies_fig1_315470606 
[accessed 11 Nov, 2018]) 
In traditional manufacturing, waste was taken to a landfill resulting in an overhead charge.  The lean 
philosophy seeks to reduce waste of all types.  Green manufacturing, or the greening of manufacturing, 
has to do with:  reducing pollution and waste by minimizing natural resource use, recycling and reusing 
what was considered waste, and reducing emissions (https://www.quora.com/What-is-green-
manufacturing).  Sustainable manufacturing is an extension / variant of green manufacturing as discussed 
at:  https://www.epa.gov/sustainability/sustainable-manufacturing.   
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3. Big Ideas 
 
Based on experience, the following “big ideas” that seem to ubiquitously apply to production have been 
identified.  Each of these is discussed in turn 
1. All that matters is the flow of material and consequently the flow of cash. 
The perspective taken in these learning modules is that the best production systems create 
continuous flow of material like the continuous flow of water in a river.  The flow rate is matched 
to the customer demand rate such that exactly the right volume of product is produced at 
precisely the correct time. 
 
Taking this perspective means that it is wise to be suspicious of any idea that interrupts flow.  
Some longstanding ideas, such as grouping items into batches for more “efficient” processing, 
need to be questioned. 
 
Focusing on creating continuous flow can change the way production is managed.  For example, 
developing schedules for each work area showing what customer orders to work on at what times 
is not necessary.  Product simply flows from work area to work area. 
 
It should be recognized, however, that sometimes flow is truly not feasible.  For example, a large, 
expensive, and, relative to the other work areas, fast machine may support the production of a 
component part for multiple products.  Creating flow in an absolute sense would mean having 
one such machine for each product supported.  This is not economically feasible.  Instead, each 
day, this machine produces the number of parts needed to match the demand for each product, 
putting the parts in an inventory area.  The production area for a particular product takes a part 
from this inventory area as needed.  In this case, the most important consideration is to match 
the number of parts produced by the large machine to customer demand. 
 
2. Never use overhead costs to make production operation related decisions. 
Manufacturing overhead (also known as factory overhead, factory burden, production overhead) 
involves a company's factory operations. It includes the costs incurred in the factory other than 
the costs of direct materials and direct labor. This is the reason that manufacturing overhead is 
often classified as an indirect cost. 
 
Examples of manufacturing overhead include the depreciation or the rent on the factory building, 
depreciation on the factory equipment, supervisors in the factory, the factory quality control 
department, factory maintenance employees, electricity and gas for the factory, indirect factory 
supplies, etc. 
 
Because manufacturing overhead is an indirect cost, accountants are faced with the task of 
assigning or allocating overhead costs to each of the units produced. This is a challenging task 
because there may be no direct relationship. (For example, the property tax on the factory 
building is based on its assessed value and not on the number of units produced. Yet the property 
tax must be assigned to the units manufactured.) 
(https://www.accountingcoach.com/blog/what-is-manufacturing-overhead-and-what-is-
included ) 
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This point is best explained using an example taken from an actual production process.  Suppose 
a product with large dimensions is made in two steps at two different work areas.  Batches of 20 
units of the product are processed by each work area.  Each batch requires a two-hour machine 
setup time at each work area in addition to the processing time.    A batch is scheduled at the first 
work area, processed, taken to a storage area by a material handling device, scheduled at a later 
time at the second work area, retrieved from the storage area by a material handling device, and 
processed at the second work area.  Thus, the production process does not have good flow. 
 
For pricing and accounting purposes, overhead costs are allocated to each unit of product made 
based on the number of labor hours used in producing a unit.  In this case, each unit of product is 
allowed 12 minutes of setup time, 6 minutes at each workstation.  Also, the costs of material 
handling and storage space are not considered. 
 
Suppose two competing proposals are made to improve the process.  The first suggests doubling 
the batch size to 40 units without increasing the setup time.  Thus, only 6 minutes of setup time 
is allocated to each unit, which reduces the overhead cost allocated to the product.  Therefore, 
the cost of producing the product appears to decrease.  But, this is not the case, since the labor 
force would not be reduced and the amount paid for overhead remains the same.  That is why 
the term sunk cost is used.  The apparent lower cost per unit is simply an illusion caused by the 
cost allocation scheme. 
 
The second proposal creates flow in keeping with big idea 1 by reducing the batch size to 5 and 
moving each batch directly from the first work area to the second work area for immediate 
processing.  Thus, the material movement to and from the storage area as well as the need for 
space for the storage area is eliminated.  In addition, the setup procedure is improved to reduce 
the setup time to 45 minutes.  However, the proposal appears to increase the cost of the product 
since setup time per unit of product increases to 15 minutes.  The reclamation of storage space 
for other uses, which could be a real cost savings, is not recognized since the cost of material 
handling and storage is not included in the cost allocation scheme. 
 
Thus, the first proposal appears better to management as the second proposal appears to 
increase the cost per unit. 
  
3. If you make something better, you will make something else worse.  It is possible that the better 
is much better than the worse is worse. 
Finding acceptance for change is often difficult.  There seems to be some sort of “production 
inertia” that make doing the same operation in the same way preferred, including measures of 
performance that encourage the status quo.   
 
The example in big idea 2 is a good illustration of this.  The proposal to improve flow lessened 
lead time, material movement and storage space requirements.  In this discussion, lead time 
means how much calendar time passed between the receipt of an order and the delivery of that 
order to the customer.  These are all good results.  However, it increased labor time per item, 
which drew the benefit of the proposal into question.  The issue for the production system 
decision makers is: Does the increased labor time per item outweigh the benefits of improved 
flow, less storage space, and less material movement?  While the answer to the question may 
seem obvious objectively, making such a change proved to be difficult in the context of this 
production system: “production inertia”. 
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4. Systematically doing a task will lead to better results in a shorter amount of time than an ad hoc 
method. 
Consider the following example.  The marketing group at a large chemical company believes that 
it can increase sales of certain product by 20%.  The marketing group asks the production group 
to confirm that it can produce and ship the additional product on time.  The production group 
lacks a good model of its production and shipping facilities that would allow it to determine 
whether a 20% increase is feasible for them.  The production group meets, has a long meandering 
discussion, and comes to no conclusion.  Finally, the deadline to respond to the marketing group 
arrives.  Since the production group can’t decide whether the increase in production and shipping 
can be achieved, it says no to avoid getting in trouble for making a promise it cannot keep. 
 
The marketing group, which has some general knowledge of the production facility, does not 
believe the no answer.  This starts an internal battle between the two groups, which is not good. 
 
The issue was finally resolved by building a discrete event simulation model of the production and 
shipping facilities.  The model evaluated the need for additional production and shipping 
resources at the plant as well as the ability to reconfigure the plant to meet existing demand.  The 
model was used to provide information to both groups that could be examined to help determine 
whether an increase in demand could be met in a timely fashion.  Both groups accepted this 
approach, which brought the friction between the two groups to an end.  (Heltne and Standridge 
2000). 
 
In general, systematically doing a task helps resolve and balance competing perspectives.  
Furthermore, “design by argument” is avoid, where what is done is determine by whoever is best 
at making a good argument not necessarily finding the best way to accomplish an objective.  
 
5. Variance always makes things worse.  Variance that can be eliminated must be.  Variance that 
can’t be eliminated must be controlled. 
Variance can be defined as the fact or quality of being different, divergent, or inconsistent. 
 
Consider a work area that produces one part.  Suppose the production time for the part ranges 
from 6 minutes to 8 minutes.  This is an illustration of random variation in that the same operation 
can take different amounts of time.  Such variance can be eliminated by improving the process 
through better training of workers or automation so that the production time becomes a 
constant, say 6.5 minutes. 
 
Suppose the production of a second product is added to the work area that has a constant 
production time of 4.5 minutes.  This brings variance to the work area.  For some items the 
production time is 4.5 minutes and for others it is 6.5 minutes.  The variance is called structural 
variation, which is accepted and controlled to meet production requirements. 
 
Structural variation is most often seen in an environment where a high mix of products each at 
low volume must be produced.  The ability to function effectively in the presence of such variance 
gives a company a strategic advantage. 
 
Variance affecting a production system most often arises from variance in customer demand, 
which could be random or structural, varying by season of the year.  For example, a shipping 
6 
 
company, such as Fedex, experiences a peak in demand during the December holiday season.  A 
dairy company will find the demand for ice cream varies with the outdoor temperature.  Properly 
controlling production to create and maintain flow while meeting variance in demand is a key to 
success. 
 
6. The need for inventories arises only from variance in the process that supplies the inventory and 
in the demand that removes items from the inventory. 
Inventory is the collection of items kept on hand by a production system to meet customer 
demand in the face of variation in production times and demand as discussed in big idea 5.   
 
Big idea 6 indicates that the number of items to keep is a dependent variable, which cannot or at 
least should not need to be directly controlled.  Reducing variance in production reduces the need 
for inventory.  One way to reduce variance is to create smooth flow as was discussed in big idea 
1.  The cost of maintaining inventory must be taken into account as was illustrated in big idea 2. 
 
Thus, it is a good idea to work with customers, particularly if the customer is another industrial 
company, to level demand, removing variation.  In addition, removing variation from the 
production process also helps reduce the need for inventory. 
 
7. The lead time at a work area is primarily a function of the variance in the demand and the 
utilization of the work area.  Thus, high utilization can only be achieved without overly long lead 
times if the variance in demand is negligible. 
Utilization is the percent of the time a worker or a machine is not idle.  Variation in demand means 
that the number of units requested changes up and down over time. 
 
Demand that comes from external customers may have high variation.  Seeking co-operation from 
customers to minimize the variation in the demand may benefit both the production company 
and the customers, consistent with big idea 5.  Minimizing the variation in demand means that 
acceptably short lead times may be achieved even if utilization is relatively high. 
 
Big idea 7 is related to big idea 3: To increase the utilization means increasing the lead time.  
Production managers have traditionally seen high utilization as desirable.  After all, the logic goes, 
the cost of a machine or worker is high and thus the machine or worker should be kept as busy as 
possible.  On the other hand, more recent schools of thought such as lean and QRM more highly 
value short lead times as being more responsive to customer needs that is minimizing the time 
between the customer placing an order and receiving delivery of the product.  However, those 
who favor high utilization counter that high inventory levels can be used to meet customer 
demand in a timely fashion even if production lead time is relatively long.  Conversely, high 
inventory levels may not be desirable due to the need for storage space and other costs associated 
with holding inventory. 
 
8. Flow control is needed to prevent excess items from accumulating in the production area.  
Accumulation of items in the production area, consistent with big idea 5, is caused by variation in 
production times and demand.  All flow control schemes are based on the concept of pre-
determining the maximum number of items allowed in the production area and then allowing 
only that number of items in the production area.  This avoids unnecessary clutter and improves 
lead time. 
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Some production organization schemes have built in flow control avoiding the need for additional 
flow control to be superimposed.  Conversely, some flow control schemes can be added to any 
production organization scheme. 
 
9. Analyzing readily available data using simple summary statistics can yield much insight. 
Most production companies maintain order records.  If these are not readily available, shipping 
records can be used instead as all orders must eventually be shipped.  This information can be 
examined to answer questions such as: 
a. Which customers place the most orders? 
b. For which products are the most orders places? 
c. Does the number of orders change between the months of the year? 
 
Furthermore, order and shipping data can be linked so that the lead time for the order, the time 
between order receipt and order shipping, can be determined. 
 
In addition, many companies maintain production records including the production time for each 
order in each work area.  This information can be examined to answers questions such as: 
a. How much variation is there in the production time at each work area? 
b. Does the average production time vary between products at each work area? 
c. Does the average production time vary between work areas? 
 
This information can be used to make decisions about how to improve production systems. 
  
4. Production Fundamentals 
In this section, three production fundamentals will be discussed in turn: flow, quality feedback, and 
measures of production system performance. 
 
4.1 Flow 
Not only is flow the subject of big idea 1, it is one of the production fundamentals.  Flow is the continuous 
movement of material from the start of the making of a product to completion of the product.  True flow 
eliminates storing partially completed products in inventory between production steps, unnecessary 
movement of product, and any other form of unnecessary delay and waiting. 
 
Flow requires matching the processing rate in each work area to the demand rate.  This includes making 
sure there is sufficient machinery and staff in each work area to meet this goal.  This will result in 
approximately equal processing rates across the work areas. 
 
Some of the benefits of achieving flow are the following: 
• Reduced lead time 
• Increased output / employee 
• Reduced labor hours / item produced 
• Reduced need for material handling equipment 
• Reduced space for storage 
• Reduced space for production 
• Reduced cost 
• More profit 
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4.2 Quality Feedback 
No production process is perfect.  Thus, all production processes need continuous improvement.  Issues 
and problems that arise should be seen as an opportunity to improve and not automatically result in 
criticism of those operating the production system.   
 
Quality feedback is the base upon which continuous improvement of a production process is built.  Quality 
is the degree to which legitimate customer requirements are met.  Feedback has to do with systematically 
obtaining information from all constituents of the production process concerning its performance: 
customers, production managers, and production process workers.  In order to provide effective 
feedback, a production worker must know his/her role in that process as well as the process overall. 
 
Work design and inspection are important to quality.  Each operation, whether manual or automated, 
should be designed and implemented so that customer requirements are systematically met.  After each 
operation, any piece that does not meet these requirements should be set aside and the operation 
adjusted as needed so that all further pieces meet the requirements.  The last step in the production 
process should be a final audit to ensure that all customer requirements are met.   
 
Implementing quality feedback requires a precise definition of who a customer is.  External customers are 
those buying the product from the production firm.  It is reasonable to assume that an external customer 
will expect zero defects that is all requirements to be satisfied.  Internal customers of a work area are the 
work areas that immediately follow in the production sequence.  Flow can only occur if each work area 
passes items with zero defects to the next work area.  This implies that external customer requirements 
can only be met if there are zero defects in each work area. 
 
4.3 Production Performance Measures 
Objectively, and quantitatively, measuring the performance of a production system is necessary for 
ensuring quality and for making improvements.  Some performance measures, usually just a few, are used 
to drive the system toward meeting customer requirements.  Others provide the information necessary 
to improve the system and ensure acceptable performance under changing conditions.  Performance 
measures should tell every employee how each is contributing to the success of the production system in 
an objective way, provide immediate feedback, be economical to collect, and have pre-established target 
ranges.  Immediate feedback allows a problem to be corrected quickly after it is identified. 
 
The following principles of performance measure collection and application should be recognized and 
implemented.   
1. Collect data at the point of occurrence 
2. Collect data such that issues can be immediately recognized 
3. Data presentation should effectively identify problems with minimal effort 
4. Data collection should not burden the operator 
5. Measure as few quantities as possible 
6. All of those impacted by performance measures should understand and agree to them 
7. The performance measure values should be used to identify trends over time which should be 
acted upon 
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For example, a company uses three performance measures to evaluate operations in a work area: 
1. Percent busy time 
2. Percent of parts produced to customer specifications 
3. Lead time 
 
The latter two performance measures evaluate customer satisfaction and should be used to drive the 
performance of the work area.  The first performance measure is needed to determine if the work area 
needs more resources to reduce lead time or can take on additional work if customer demand increases. 
 
5. Summary 
Production systems, regardless of any of their specific characteristics such as underlying school of thought, 
organization, variety of products produced, flow control scheme, material handling equipment, and 
logistics, have certain elements in common.  These common elements can be expressed as nine big ideas 
and three fundamental elements.  Primary to all of these is the need to create, measure, and improve the 
flow of product through the production system. 
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Learning Module 
Lean 
January 2018 
Pre-requisite: None 
Co-requisite: Quick Response Manufacturing 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Demonstrate how lean concepts and tools help create flow in a production system 
2. Identify deficiencies in production flow shown on a value stream map 
3. Show how the seven wastes identified in lean inhibit production flow 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Watching—Document provided. 
 
2. Writing – Provide answers to each question in the homework assignment. 
 
3. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Review the Lean Enterprise Institute website at www.lean.org.  What is of greatest 
interest to you? 
b. Think about one place where you have worked.  How would lean thinking improve the 
flow? 
c. Think about one place where you have worked.  Would value stream mapping been of 
use in identifying production or other process issues? 
 
4. Reviewing – Review the Power Point presentation concerning lean. 
 
5. Assessing -- Take the quiz.   
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Lean1 
1. Introduction  
Lean is a production philosophy focused on the endless pursuit of eliminating waste.  In other words, flow 
is created by eliminating any constraints to flow.  These constraints are considered to be waste. 
 
Implementing lean requires an overarching corporate strategy and commitment to the continuous 
improvement of production.  Organizations that sporadically improve a component of production using 
lean techniques are seldom successful. 
 
To start, some background knowledge is presented concerning the important features of lean. 
• Flow is uniquely important. 
Smooth, efficient flow of product should be the natural state in a production environment. In an operation 
with such flow, nearly all waste associate with inventory, storage space, transportation, and a great deal 
of waiting can be eliminated.  Achieving such flow facilitates delivering products that meet customer 
requirements, on-time, and at a reasonable cost. 
• Quality and quality feedback  
ISO 9000’s definition of quality is “the degree to which a set of inherent characteristics (of a product) fulfils 
requirements”. The requirements are set by the customers.  Quality is every worker’s responsibility.  The 
only way to achieve a quality production system is for everyone to participate.   A longer discussion of this 
point is found at:  https://oqrmmodel.wordpress.com/2013/02/14/iso-9000s-definition-of-quality  
 
Quality feedback ensures that every worker has a clear idea of the production process and his or her role 
in it. The purpose of quality feedback is to address the root cause of problems and prevent them from 
ever occurring again from the same root cause.  This is the realization of the lean philosophy of ongoing 
feedback leading to improvement.   
• Using performance measures and driving systems performance toward lean  
Traditional performance measurements tend to be focused on the individual pieces of the production 
system rather than the results produced by the whole production system.  Effort is put into optimizing a 
specific operation, without assessing the impact of changes on the performance of the whole system.  In 
addition, when the wrong quantities are measured, whether progress is being made cannot be assessed.  
 
Measurements are supposed to tell everyone in an organization how they are supporting and improving 
the overall performance of team, business unit, and company. Using lean may require putting in place 
new measures and new systems for collecting data to assess whether the company’s objectives are being 
met.  
  
                                                          
1 Adriana Melo is the primary developer of this Learning Module 
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• Informing decisions to improve operations 
Creating an environment of continual improvement, requires treating people with trust, respect and 
support of their work. The basis for a lean mindset is that managers believe that:  
- Everyone can contribute 
- Development of the human resource is basic to business performance 
- Everyone is in the process of improving their performance. 
 
Employees will participate in improvement activities, such as participating in a full-time continuous 
improvement team, accepting a cross-functional assignment, or transferring to another desirable job, 
primarily if their work will result in a better production system. 
•  Current state, ideal state, and the future state  
Lean can be viewed a transformational journey. Thus, the destination (ideal state) and the starting point 
(current state) must be defined. Most often, it is not possible to go from the current state directly to your 
ideal state in one step. A path with immediate points between the current and ideal states must be 
developed. Each immediate point is a future state. 
 
This learning model is organized by 8 steps that guide a lean implementation of a production system.  Each 
step is discussed in turn.  
 
2. Step 1. Commit to Lean – Understand the Concept 
Becoming lean requires a continual effort throughout the journey from the current state to the ideal state, 
embracing tools, support systems and people that allows organizations to achieve the following:  
- Operating by a cost-reduction principle 
- Producing the highest quality in its business sector with zero defects where a defect is a failure 
to meet customer requirements 
- Meeting customer quality, cost, and delivery requirements every time 
- Eliminating all waste from the customer’s value stream.  A value stream is a: 
Sequence of activities required to design, produce, and provide a specific good or service, 
along which information, materials, and worth flows.  
(http://www.businessdictionary.com/definition/value-stream.html) 
 
The entire organization’s commitment to lean will mirror the commitment of top management. 
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Having a simple set of principles to follow is useful and necessary to sort through all the issues that will 
arise. At each step of implementation, managers should pause and reflect on how the principals are being 
upheld. The five principles of lean manufacturing are as follows: 
- The customer defines value 
- The customer establishes pull for the production schedule that is production responds to the 
demand of the customer in a timely fashion. 
- Value stream workers are empowered  
- Waste is eliminated 
- Total system cost reduction is used to drive performance 
  
2.1 Management Push versus Worker Pull  
In management push, a schedule is sent to all production work centers from production control. The 
schedule is usually based on forecasts of customer demand.  Supplies needed for production are ordered 
in large quantities, due to the economics of order size and transportation. This means that the supplies 
that are not used relatively quickly are relegated to storage, where they must be handled, inventoried, 
stacked, and monitored until needed. In operations where large quantities are produced and stored, 
needed parts often cannot be located, which can result in missed schedules, freight expediting, and 
unscheduled overtime all of which increase cost and are thus the opposite of lean. 
 
In a lean company, how much is produced depends on current customer demand only that is production 
depends on the pull of the customer.  The schedule is sent only to the final production operation. This 
final operation/department takes the parts needed from the supplying operation to produce its parts to 
accomplish the schedule. The supplying departments then replenish what was taken. The focus is 
centered on supplying the next process with only what is needed, while ensuring high quality and on-time 
availability to the customer.  
 
In a pull system, a signal is used to move or make all parts.  
- Move signal: any means of sending information to the supplying process. The move signal is 
sent to the supplying operation by the customer department, which indicates the name and 
numbers of the needed part, and any information helpful to the material handlers.  
 
- Make signal: the make signal is sent to the supplying operation once parts are removed from 
the finished goods inventory. This make signal informs the department that stock has been 
removed and must be replenished soon. The quantity to be made, and any other information 
helpful to the producing department, are transmitted. 
 
When the process is lean and stable, the final process would send a make signal instead of a move signal 
directly to the supplying operation. The supplying operation then would produce parts in the quantity 
needed and deliver them directly to the customer. Also when an unforeseen schedule change occurs, 
there is no need to notify the entire manufacturing operation. The revision is sent only to the final 
operation. This operation then changes from making what was scheduled to what is now needed.  
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2.2 Short-term Pains and Long-term Gains 
The transformation to lean may involve some short-term pain that must be recognized by management 
in order to prevent a drop in their level of commitment. These pains may include:  
- Additional tooling/fixtures required to reduce setup time 
- Overtime to rebalance lines and educate the workforce 
- Smaller trays/carts for small-lot production 
- Initial buffer and safety inventory 
- Engaging a lean expert to accelerate the efforts 
- Benchmarking to see how others have achieved success 
- Managers/supervisors/team leaders spending time to thoroughly understand lean 
- Reorganization of the facility. 
 
However, the following long-term gains are expected:  
- Work-in-process: from weeks to day 
- Defect rate: halved 
- Changeover reduction: from hours to minutes 
- Overall equipment effectiveness: 40 percent reduction in downtime 
- Process routing: from greater than 1,000 feet to less than 20 feet of travel distance 
- Factory floor space: greater than 50 percent reduction 
- People: significantly increased expression of latent creative potential. 
 
2.3  Business Culture 
To prevent production stoppages, operators want large numbers of parts in their area. The material 
handlers may like large amounts of inventory to provide a longer time to bring supplies to the line. These 
attitudes are understandable due to the philosophy that “the line must never stop”. A common 
understanding is that if the company is not making parts, it is not making money. However, lean takes the 
perspective that the supplier operation only produces what is demanded by its customer and at the time 
it is demanded. 
 
To be successful in a lean implementation, the company must transform its culture. The journey from the 
current state to the ideal state is structured to result in a change in behavior through applying lean 
concepts and tools. Then, through proven success with results, employee attitudes will start to change. 
When this spreads throughout the organization, the culture has shifted to lean.  
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3. Step 2. Choose the Value Stream 
A Value Stream consists of everything (including non-value-adding activities) that makes the 
transformation of raw material into products. Value stream management helps the company to identify 
and eliminate the non-value-adding elements from the value streams. Companies have many value 
streams within their organizations. Sometime the customers define the company’s value stream. When 
this does not happen, two methods can be used to select the value stream: product-quantity (PQ) analysis 
and product-routing (PR) analysis. 
 
In addition, other contextual factors need to be considered. For example, if a customer demanding a low-
volume product promises additional business, improving its value stream first may be wise. 
 
3.1  Product-Quantity Analysis 
Product-Quantity (PQ) analysis is useful to verify if there is some part that is demanded and produced in 
volumes (or profit) high enough to justify its own value stream. To perform this analysis, the Pareto chart 
is used. The chart shows how the total quantity (or profit) of products is distributed among different 
product types.  
 
The analysis can be divided in these steps: 
1. Obtain three to six months’ worth of data on production output (or profit) 
2. Enter the products and the quantity produced (or profit) on a list 
3. Sort the list by quantity (or profit) 
4. Create a Pareto chart using these data items 
5. Select the value stream producing the product with the largest quantity  (or profit) 
 
If 20% of the products account for at least 80% of the production volume, a high-volume and low-variety 
product mix situation exists.  Thus, value stream improvement efforts on focused on the 20% of the 
products.  Otherwise, more information is needed.  The product routing analysis discussed in the next 
section could help. 
 
An example Pareto chart for this type of analysis is shown in Figure 1. 
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Figure 1:  Pareto Chart Example 
(https://hackernoon.com/tableau-pareto-chart-20-80-top-products-customers-51d53ffe16c6) 
 
3.2 Product-Routing Analysis 
The PQ analysis may identify a high variety of product types with a relatively low volume of each type. 
Product-Routing (PR) analysis can help in these cases. This analysis consist of making a chart that shows 
which products have similar process routes. Thereby products that are processed through the same 
machines or operations in the same sequence are good candidates for improvements using lean.  
 
There are three steps to perform this analysis: 
1. Start by showing the process sequence for each product type listed by volume.  
2. Group together the products that have the same process routes. 
3. Analyze the mix of process routes 
The group that together presents the highest volume and least variety should be selected.  
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4. Step 3. Learn about Lean 
The objective of the learn about lean step is to ensure that everyone has a firm understanding of lean 
concepts before mapping the current state, defining the lean metrics, and planning transition path to the 
ideal state through a set of intermediate future states. 
 
4.1 The Training Plan  
To be successful implementing lean, the company must place a premium on education and training.  The 
following steps can be used.  
1. Determine the required skills and knowledge 
2. Assess current skill and knowledge levels of team members 
3. Determine the gap between present skills and knowledge versus required skills and knowledge 
4. Schedule the training 
5. Evaluate the effectiveness of the training.  
 
The training covers the key concepts and tools of lean manufacturing.  A brief overview of these concepts 
and tools is given. 
  
• In today’s economic environment, the customer often sets the price. Thus, the only way to remain 
profitable is to eliminate waste from the value stream. Management must determine the price 
customers are willing to pay and subtract the production cost to find out what your profit will be. 
Thus, to increase profit cost reduction is necessary. To reduce your costs, waste must be eliminated. 
 
• Seven wastes have been identified  
- Waste of overproduction: Overproduction causes many of the other forms of waste. 
Money is tied up in partially completed work that is sitting between processes. 
- Waste of waiting: idle time between operations or during an operation due to missing 
material, an unbalanced line, unplanned downtime, etc.  The causes for downtime need to be 
identified and countermeasures implemented to provide the stability necessary to transition to 
the ideal state. 
- Waste of transport: moving material more than necessary. It is often caused by poor 
layout or processing in large batches.  
- Waste of processing: doing more to the product than necessary. Reducing such waste 
often involves eliminating unnecessary work elements, such as inspection.  
- Waste of inventory: excess stock in the form of raw materials, work-in-process, and 
finished goods  
- Waste of motion: any worker motion that is not necessary to the successful completion 
of an operation, such as back-and-forth movement, searching for parts, or any change in a 
worker’s center of gravity  
- Waste of defects and spoilage: producing defective goods or mishandling materials. The 
amount of material sitting between the processes delays the detection of quality issues by the 
next process. 
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• Just in time production (JIT).  JIT implies producing products only when demanded.  This 
implies ordering the materials needed for production only when needed. All these materials 
are consumed quickly. Thus, cash is not invested in materials that will not be used for products 
that are not sold promptly. The advantages of JIT: 
- Unnecessary inventories are eliminated 
- Stores and warehouses are not needed 
- Material carrying costs are diminished. 
 
A pull system makes JIT possible by transferring the responsibility of ordering materials to 
those producing the products that are ordered. Thus, if customers suddenly change an order, 
the production system will quickly adapt.  
 
"Just-in-Time" means making "only what is needed, when it is needed, and in the amount 
needed." For example, to efficiently produce a large number of automobiles, which can 
consist of around 30,000 parts, it is necessary to create a detailed production plan that 
includes parts procurement. Supplying "what is needed, when it is needed, and in the 
amount needed" according to this production plan can eliminate waste, inconsistencies, 
and unreasonable requirements, resulting in improved productivity.  
(http://www.toyota-
global.com/company/vision_philosophy/toyota_production_system/just-in-time.html) 
 
• Jidoka is a Japanese work that refers to a machine’s ability to make judgments like that of a 
human. Sometimes referred to as “autonomation” or automation with a “human touch”. 
Jidoka means the practical use of automation to mistake-proof the detection of defects and 
free up workers to perform multiple tasks.  The most fundamental effect of Jidoka is that it 
changes the nature of process management. The managers must focus their team’s efforts 
on adding value to a part or service that meets customers’ requirements, without worrying 
about quality since the machine will stop automatically when a problem occurs. Jidoka can 
also be connected to an Andon board (light signal board), to make it a visual control. 
 
Review the following web page for more information:  https://www.lean.org/lexicon/jidoka.  
 
• The 5S system is designed for organization and standardization of any workplace. The 
advantages of 5S are: 
- Teach everyone the basic principles of improvement 
- Provide a starting place for eliminating all waste 
- Remove many obstacles to improvement (with very little cost) 
- Give workers control over their workplace. 
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5S impacts the following metrics: 
- Reduced total lead time; 
- Elimination of accidents; 
- Shorter changeover times; 
- Improved worker attendance; 
- Value-added activities; 
- More improvement ideas per worker. 
 
5S is a prerequisite to the implementation of any other improvement method. 
 
For more information, review both web pages starting at: https://www.lean.org/lexicon/5S 
 
• Implementation of 5S is a pre-requisite establishing a visual factory:   
A combination of signs, charts and other visual representations of information that enable 
the quick dissemination of data within a lean manufacturing process. The visual factory 
attempts to reduce the time and resources required to communicate the same information 
verbally or in written form, as both are viewed as a "waste" within the framework of a lean 
manufacturing process. 
(http://www.businessdictionary.com/definition/visual-factory.html) 
 
A visual factory system has many benefits, such as: 
- Promotes zero defects 
- Shares information 
- Alerts everyone to abnormalities 
- Aids in quick recovery 
- Promotes prevention 
- Eliminates waste 
- Promotes worker autonomy 
- Supports continues improvement. 
 
Additional information and discussion about visual factory is found at:  
https://www.visualfactory.net/benefits/ 
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4.2 Three stages of lean application  
Lean improvements may be grouped into three stages: demand, flow, and leveling.  A definition of the 
tools and techniques within each stage is provided.  
 
Understanding customer demand includes understanding quality characteristics, lead time, and price. The 
tools and concepts related to demand include: 
• Takt Time  
Takt time is the pace at which a process needs to produce to match customer demand during a 
production period.  
 takt time= Time available during the periodCustomer demand in the period                        (1) 
To achieve consistent production at the takt time pace, the process must demonstrate: 
- Sustained uptime 
- Consistent quality that is consistently meeting customer requirements 
- Flexibility to change between product types.  
 
In summary, takt time is an: 
Adjustable time unit used in lean production to synchronize the rate of production with the 
rate of demand. Computed by dividing available production (time) by the number of items 
to be produced, takt time provides a precise rhythm to run an entire process sequence that 
maximizes efficiency whereas minimizing wastes. Although popularized by the Japanese, takt 
time is a German term which refers to rhythm or beat of music. 
(http://www.businessdictionary.com/definition/takt-time.html) 
• Pitch 
Usually the customer does not order product one piece at a time, but in a standard pack-
out quantity shipped in a container of some sort. Thus, pitch is define to be the amount 
of time needed in a production area to make one container of products.  
(https://www.lean.org/lexicon/pitch). 
 
The formula for pitch is: 
 
pitch = takt time x pack-out quantity      (2) 
 
For example, if takt time is one minute and the pack-out quantity is 20, then: 1 minute x 20 pieces 
= pitch of 20 minutes 
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• Buffer and Safety Inventories 
Buffer and safety inventories are temporary measures that allow you to meet demand while you 
are planning and implementing improvements.  
- Buffer inventory is the finished goods inventory used to supply orders when customer 
demand varies.  
- Safety inventory is finished goods inventory available to meet customer demand due to 
variance in production times including equipment breakdowns. 
 
After demand is stable and a system for ensuring that it can be met is devised, focus turns to establishing 
flow, which can be defined as the continuous movement of material through the manufacturing processes 
and on to the customer.  
 
Continuous flow leads to:  
- Lower inventories 
- Better quality 
- Better communication 
- Quicker responses to problems 
- Faster throughput 
- Reduced dock-to-dock time 
- Increased output per person 
- Fewer labor resources required to make the product 
- Fewer material handling resources required to move the product 
- Less space required for in-process storage 
- Less manufacturing area required. 
More basically, continuous flow results in lower costs and higher profitability. 
 
The various tools and concepts for establishing flow follow. 
• Work Cells 
A work cell is a self-contained unit that includes several value-adding operations. When 
operations are arranged into cells, operators can produce and transfer parts one piece at a time 
with improved safety and reduced effort. 
  
• Line Balancing 
Line balancing is the process by which work is evenly divided among the workstations comprising 
a value stream. The cycle time at each workstation needs to be just below the takt time. The 
ultimate goal is to reduce the cycle time so that you can reduce the number of workstations.  
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• Standardized Work 
Standardized work is a method used by an operator to organize tasks in a safe and efficient 
manner. Standardized work is an agreed-upon set of work procedures that establishes the best 
method and sequence for each manufacturing and assembly process. Some of the benefits of 
standardized work are: 
- Reduced waste by identifying and eliminating unnecessary motion and effort 
- Safe and efficient work methods 
- Quality  
- Equipment damage prevention 
- A baseline for improvement.  
 
• Quick Changeover 
Quick changeover is a process used to continually reduce setup and changeover times within a 
plant.   This technique is describe on the following web page, including the video link:  
(http://www.aleanjourney.com/2010/08/quick-changeover.html)  
 
• Autonomous Maintenance 
Autonomous maintenance encourages operator ownership of equipment reliability. The goal of 
autonomous maintenance is to prevent losses such as breakdowns, speed losses, and quality 
defects.  
There are seven steps of autonomous maintenance: 
- Clean and inspect equipment 
- Eliminate sources of contamination 
- Lubricate components and establish standards for cleaning and lubrication 
- Train operators in general inspection of subsystems 
- Conduct regular general inspections 
- Establish workplace management and control 
- Perform advanced improvement activities.  
 
• In-Process Supermarkets and FIFO Lanes 
An in-process supermarket system is a storage area for partially completed work in process where 
obstacles to flow between two workstations exist.  The supermarket is placed between the 
workstations. The first workstation stores items in the supermarket upon completion.  The second 
workstation processes items in the supermarket as needed. 
 
A FIFO lane is an improvement upon a supermarket used as flow improves.  It is a line holding a 
few items that are processed in sequence by the second workstation and placed at the rear of the 
line by the first workstation.   
 
Supermarkets and FIFO lanes are steps to the ideal state. The need for supermarkets and FIFO 
lanes may decrease as the flow is improved.  
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Leveling involves evenly distributing over a shift or a day the work required to fulfill customer demand. It 
must be done after you have determined demand and established flow.  
• Paced Withdrawal 
Paced withdrawal is a system for moving small batches of a product from one operation or process 
to the next, at time intervals equivalent to the pitch. It is used when you have no product variety 
in the value stream. Paced withdrawal levels production by dividing the total requirement for a 
shift or day into batches equal to the pack-out quantity.  
• Heijunka (Load Leveling) 
Heijunka is used for high volume and high product variety value streams.  It uses paced withdrawal 
based on pitch, but dividing the work proportionally based on the volume of each product. 
Implementing heijunka clearly requires a sound understanding of customer demand and the 
effects of this demand upstream.  
 
Using heijunka can achieve the following outcomes: 
- The volume of no single product is built up 
- The likelihood of creating a large batch of rejected product is reduced 
- There is flexibility to reduce finished goods supermarket stock levels 
- There is an even distribution of work through the facility 
- There is a base to standardize the operations 
- There is an even pull of product from preceding processes in the value stream 
- The facility is protected from fluctuations in the rate of customer withdrawal. 
 
The following web page give more information about Heijuna: 
 https://www.isixsigma.com/methodology/lean-methodology/heijunka-the-art-of-leveling-
production/  
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5. Step 4. Map the Current State 
The starting point for the lean journey is the current state that can be graphically depicted on a current 
state value stream map (CSM).  The development of a value stream map is discussed in section 10. 
 
The CSM is a graphic depiction of what is currently happening on the production floor. Using a CSM allows 
everyone involved in production to see and agree on what is occurring. It creates a baseline from which 
to measure how far a facility must travel before reaching its lean destination, the ideal state.  
 
The CSM: 
- Should be developed by a cross-functional team of people who are involved in production 
- Should use data gathered from existing conditions on the floor 
- Is a pencil-paper process intended to get everyone involved 
 
The main goal of CSM is to gather accurate, current data related to the value stream specified in Step 2. 
Mapping the value stream identifies all the specific activities occurring within it. Some examples of how 
to determine the scope of a value stream map are:  
- Define the activities and measure the time it takes from receiving raw materials to 
shipping finished parts to a customer; 
- Define the activities that take place from the time an order is placed until cash is received 
for the finished order 
 
The CSM maps three flows: 
1. Product flow: the path the product takes through production to shipping to the customer 
2. Information flow: how information is shared and communicated during the production process 
3. Material flow: how incoming material is moved and replenished, and in what quantities.  
 
To depict these flows, the following information needs to be gathered from the shop floor.  
- Scrap rates 
- Manpower 
- Work hours and schedules 
- Changeover times 
- Tool change times 
- Machine cycle times 
- Inventory levels 
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The following video gives an example of the development of a CSM:  
https://www.youtube.com/watch?v=xnaSZ3o9tMY  
 
6. Step 5. Identify Lean Metrics  
Metrics are the quantities by which the performance of a production system is measured.  Employees will 
perform according to the metrics by which they are evaluated. Thus, a lean implementation must be 
supported by using metrics that are consistent with the objectives of lean.  
 
When converting from a traditional, mass manufacturing environment to a lean environment, currently 
used metrics must be re-evaluated.  In the former environment, the most common goal is to produce as 
much as possible to improve the “efficiency” of personal and equipment.  Higher volumes are produced 
in large batches so that the cost per piece is reduced. However, a lean environment seeks to make exactly 
what is needed, when it is needed.  
 
The four key elements that are at work in any manufacturing area are: productivity, quality, safety, and 
cost. Metrics in each of these categories must reflect lean objectives. 
 
Any measure of productivity must accurately reflect an area’s ability to produce what is needed, when it 
is needed, in the correct volume and mix, and in the most cost-efficient manner. 
 
Some commonly used measures of productivity:  
- Average parts per labor hour  
- Total parts produced  
- Good parts  
- Line stop time  
- Equipment downtime  
- Changeover time (CO) 
 
Basic measures of quality can be employed.  Some of these are:  
- the item either meets customer quality requirements or does not 
- the item requires additional work to become acceptable or scrap 
 
Quality data has two primary functions as a tool for analyzing defects and installing corrective measures: 
1. To control and prevent the causes of defects 
2. To control and prevent the passing of defects to following processes   
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Most manufacturing companies are required to maintain statistical data of accidents and injuries to 
comply with Occupational Safety and Health Administration (OSHA) standards. Work related injuries 
typically fall into two broad categories:  
- Accidents or sudden injuries; 
- Cumulative trauma disorders (CTD) or repetitive motion injuries.  
 
Control and prevention of injuries and accidents is most valuable at points where they occur, which is 
where group-level statistics should be maintained. Repetitive motion injuries are more difficult to isolate, 
however the number of visits to a medical facility, or the quantity and type of work-related restrictions 
can be use as indicators of CTD. Ergonomics is a tool that can be used to aid in prediction future injuries.  
 
Traditional mass producers have focused primarily on the reduction of labor cost and overhead. However, 
in a lean environment, labor is viewed as a fixed cost. At Toyota, reducing labor content is aggressively 
pursued, but not to eliminate staff. Extra personnel are used for other activities.  
 
A large portion of the cost of producing any good or service is made up of the seven types of waste 
(defects, waiting, motion, over-processing, overproduction, inventory, and unnecessary transport).   
Special attention should be given to the waste of raw materials, which make up a large portion of today’s 
manufacturing costs. Raw material can be wasted by over-processing, through scrap, or by inadequate 
processes. For proper control, standards should be developed for the amount of raw material per part.  
 
The basic principles of designing a measurable process are: 
- Data should be collected as close to the point of occurrence or detection as possible 
- Data collection should be as simple as possible 
- Measures should be understandable and usable at all levels of the organization 
- Trends reported in measurements are more important than the absolute value or current result, 
which means that the important thing to look for is continually improving results 
- Measures must be designed and implement in such a way that they support lean manufacturing 
principles (primarily identifying and elimination waste)  
- Measures must be deployed across the organization as part of company policy. 
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Measurements should be use for immediate identifications, correction of problems, long-term analysis, 
development of permanent solutions, and as status and progress reports.   Steps to achieving these goals 
are as follows: 
- Recording: data must be collected and recorded at the point of occurrence 
- Recognition: the employee collecting data must be able to recognize abnormal trends 
- Evaluation: determine an appropriate course of action 
- Elevation: everyone should be responsible for elevation problems if the problem is outside of 
person’s control or abilities 
- Control: lean manufacturing employs a line-stop method that turns off production flow to 
providing immediate short-term control of the issue 
- Prevention: the person responsible for answering the call observes the problem and makes an 
immediate assessment on how to proceed. The short-term immediate solution will work until 
permanent solutions can be put into place 
- Continuous improvement: the data collected at the end of each shift is tabulated and charted on 
a “trend” or basic line graph. Non-standard conditions can be analyzed using a tool to clarify the 
significance of each issue.  
- Measure progress: data can be used to measure progress toward goals. 
- Report results: the reporting process should begin a new cycle of recognition, evaluation, 
elevation, and control. 
 
How data is collected matters. Abnormal trends must be detected. Operators have the ability to recognize 
unusual events as they occurs.  It is important that graphs contain the following information in addition 
to the trend line: 
- The standard or goal should be clearly identified 
- The chart should be titled with the name of the area and the item charted 
- The unit of measure should be shown 
- A brief explanation of the reason if the goal was not achieved should be given 
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7. Step 6. Map the Ideal State and the First Future State 
Typically, in a traditional mass production environment, all the processes in the value stream receive a 
schedule from production control. This is a classic “push system”. The various consequence of scheduling 
multiple workstations is discussed below and should be reviewed to map the future and ideal states.   In 
such as environment, each process is focused on its own throughput based on the schedule versus on 
time delivery of customer orders.  Schedules are often written to optimize the utilization of workers and 
equipment.  This may not aid and could impede meeting customer on-time delivery requirements. 
 
When a process is driven by its own schedule in isolation from other processes, the focus on production 
sequence is lost. An inability to arrange equipment and processes in accordance with a production 
sequence results in an awkward flow, which, in turn, leads to the following wastes: 
- Work-in-process accumulates after each process 
- Material handling between processes is increases significantly 
- There is a poor response to changes in specifications or in products 
- There are extremely long production lead times 
- The workflow and production sequences cannot be standardized. 
 
Reviewing the current state map may reveal high rejection rates through the value stream. The amount 
of material in inventory between processes can generate these high rates of rejections.  The time delay 
between the completion of the first part with an error and the detection of the error at the following 
workstation is long.  During this time, many parts with the same error can be produced.  
 
Changeover time is an important issue with processes that produce a high number of different parts. Long 
changeover time can result in a decision to build large batches of one product before switching to the 
next product. This inflexibility needs to be challenged for the ideal state.  
 
The CSM helps to identifies significant amounts of unplanned downtime. Causes for downtime need to be 
identified and countermeasures implemented to provide the stability necessary for the ideal state. 
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In summary, the main issues when analyzing a CSM are: 
- Inventory may be held as a result of historical quality issues 
- Processes may be geographically isolated, which creates waste of conveyance and inventory 
- Plant layouts are often piecemeal 
- Uptime of equipment may be reduced due to insufficient preventive maintenance or lack of 
resource or focus on uptime 
- Machine designs and placement may have been dependent on access to services such as steam, 
power, air, etc. 
 
The goal of the ideal state map is a system that produces the highest quality at the lowest total cost in the 
shortest lead time, with the flexibility to respond to changes. 
 
A necessary strategy for planning the ideal state is to “flow where you can, pull where you can’t”. The 
transformation to the ideal state should result in the changes shown in Table 1. 
 
Table 1: Transform from the Current to the Ideal State 
Current State Ideal state 
Push Pull 
Batch Flow 
Inflexible Flexible 
Top-down management Shop-floor managed 
 
There are three stages to design and achieve the ideal state:  
1. Customer demand stage: understanding customer demand  
2. Flow stage: implementing continuous flow throughout the plant so that both internal and 
external customers receive the right product, at the right time, in the right quantity 
3. Leveling stage: distributing work evenly, by volume and variety, to reduce inventory and WIP 
and to allow smaller orders by the customer. 
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There are five steps to design the ideal-state plan: 
1. Determine takt time and pitch 
Takt time is the primary measure that determines how fast a process needs to run to match demand.  
2. Determine whether demand can be met using current production methods 
Currently is the production system overproducing, under producing, or meeting demand? Is current 
production capacity able to meet demand?  
3. Determine buffer and safety inventory levels 
Determine buffer and safety inventory levels by determining whether demand is stable and the 
production capacity exists to make it.  
4. Determine whether finished-goods supermarket is needed 
A supermarket to store finished-goods is necessary when shipping directly upon completion of 
production is not feasible. The inventory level in the supermarket is established by considering the 
following:  
- The required lead time from receiving the customer’s requirements to shipment 
- The frequency of shipments 
- Can products to be built in sequence 
 
To address these issues is necessary to identify the nature of withdrawal fluctuations in both volume and 
the mix that the customer requires. 
 
The ideal state map should include the methods or tools (explained in Step 3) used to improve process 
capability. 
 
The second stage is plan and map the elements needed to establish continuous flow. The goal in this stage 
is to draw the parts of the ideal state map that address the following issues: 
- Where continuous flow can be used 
- The unit flowing (One piece, small lots) 
- How flow is controlled  
- What improvement methods will help to achieve continuous flow 
 
One piece flow processing moves one part at a time without allowing it to wait in inventory between 
processes. One piece flow requires that the processing time at each workstation be close to and less than 
the takt time.  
 
The first step in creating continuous flow is line balancing.  The second step is organize production into 
work cells.  The use of work cells promotes one piece flow. Equipment and personnel are arranged in a 
process sequence and the cell includes all the operations necessary to complete a product.  
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At points in the system where continuous flow is not achievable, the flow of production must be controlled 
that is pull where you cannot flow. Flow control possibilities include an in-process supermarket, FIFO 
lanes, or computer-assisted scheduling. 
 
Leveling productions means evenly distributing over a shift or day the work required to fulfill customer 
demand. This requires a system in which information flow regarding customer demand is smoothly 
integrated with the flow of material through the value stream. Thus, the ideal state map must include: 
- Where in the process production requirements are scheduled 
- Determining whether a heijunka box will be used. 
 
There are three steps for leveling production:  
1. Decide on the best method for monitoring production against the pace of sales. 
Paced withdrawal can be used to move small batches when there is no variety in the value stream and 
pitch increments are identical.  A heijunka system helps you to level production when there is a variety of 
products.  
2. Determine the route of the material handler (runner) and map all material and information flow. 
The runner will ensure that pitch is maintained throughout the process. The runner will follow a 
designated route, timed to work within the pitch period, picking up and delivering materials and tooling 
as needed. 
3. Determine which improvement methods to use, and add useful data to the map. 
 
Going from the current state directly to the ideal state is not feasible.  The path between the current state 
and the ideal state must be comprised of multiple future states.  Each is defined in sequence based on 
what is learned in achieving the previous future state and defining the current state.  The first step is to 
define the first future state based on the CSM as well as the changes required to achieve the first future 
state. 
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8. Step 7. Create Kaizen Plans 
Before implementing the future state, detailed plans that will guide efforts to improve the value stream 
must be created. The plan should include the following: 
- How to ensure that customer demand is met 
- How to improve the process flow 
- How to level production. 
 
This is accomplished using a Kaizen plan. Kaizen is a Japanese word meaning continuous improvement.  
To develop a Kaizen plan, the following steps are used: 
- Review the first future state map and create a monthly kaizen plan 
- Determine milestones for each major kaizen activity and create a kaizen milestone 
- Obtain management approval for kaizen plans through “catchball.”  
 
Catchball is a lean process for including upper management in the lean transformation plan.  Management 
is usually interested in information such as the following: 
- Why are we implementing lean in this value stream? 
- What impact will implementing lean methods have on our customers? 
- What quality improvements will we achieve? 
- What cost saving will we achieve? 
- What lead-time reductions can we achieve? 
- How does this project relate to our strategic objectives? 
 
Lean is a significant cultural change for all companies. For a change of this magnitude to be effective, 
communication, and teamwork must be emphasized.  
 
One type of communication flow that should take place at a lean company is the five-minute rule.  The 
five-minute rule is a communication process used to ensure that the appropriate levels of an organization 
are informed about quality concerns in a timely manner. The rule’s precepts are that communication 
should be simple, direct, and structured. There must be a process in place to inform the proper levels of 
an organization, but allow the problem to be dealt with at the lowest possible level. A flow chart can be 
used to show the roles and responsibilities of each level in an organization. It removes any doubt as to 
who, what, when, and where each level of the organization must go to ensure the problem is resolved. 
 
Training is the key to launching the program successfully. The implementation team should develop 
training programs based on the knowledge they will have achieved through the lean process.  
 
Line personnel should understand the basics of the lean system and the role each plays. Training should 
be simple, brief, and often repeated.  
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First-line managers must be trained on the system’s dynamics and potential benefits. They need to 
understand that their productivity is reliant on the successful delivery of product. They also should have 
a person in material management to contact when problems occur.  
 
Material handlers are the ones who will make the pull system work. They must have a complete 
understanding of how the pull system operates and how it was developed for that specific facility. Since 
production operators are their direct customers, they should have the same training that the line workers 
do to comprehend what the “customer” understands.  
 
Managers must understand the intent and logic used to develop stock levels and delivery routes, even if 
they do not know the day-to-day details of each decision. This makes them more capable of responding 
to issues as they arise. They also must understand why the company is adopting a pull system. It will make 
them handle issues in a lean way rather than reverting to past practices.  
 
9. Step 8. Implementation Kaizen Plans 
Major changes to the value stream, combined with small incremental improvements, help create a fast, 
flexible, customer-driven process with little waste.  
 
Problems and discrepancies will arise during the process of establishing flow in an operation. It is 
important to identify problems and their root causes. Mangers identify the problem source and conduct 
a proper analysis. 
 
Problem solving must be data driven. Together with the work group, the manager determines the most 
likely causes based on data and begins a root-causes analysis. Problem solving is best done using a 
systematic approach, such as the plan-do-check-act cycle.  A description and example are found at:  
http://asq.org/learn-about-quality/project-planning-tools/overview/pdca-cycle.html .  
 
Once the problem and its extent have been identified, immediate action must be taken to eliminate it 
with a short-term countermeasure. This could be as simple as an extra 100% inspection to ensure the 
problem does not escape the inspection point.  
 
When managers and operators institute a temporary countermeasure, the root cause must be 
determined to implement a permanent solution. Mistakes are often made at this juncture because of a 
tendency to address only the symptom, not its underlying cause.  
 
The first step is to brainstorm possible causes and analyze each one to identify a root cause. A good tool 
for root-cause analysis is the 5-Why method. This method is further discussed and illustrated at:  
https://www.moresteam.com/toolbox/5-why-analysis.cfm.  
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Root-cause analysis should be conducted by asking two questions: 
1. Why made? –leads to investigating and solving the reason a problem occurred during a 
production operation.  
2. Why shipped? –leads to investigating and solving the reason a problem got to the next process.  
 
When the root cause has been found, it is time to identify permeant countermeasures. Once a permanent 
countermeasure has been identified, a plan must be developed. Everyone involved with the 
implementation and follow-through of the countermeasure must be included in the planning process. The 
implementation plan should be detailed and include the following information:  
1. The specific activity that needs to be completed 
2. The specific person to perform the activity 
3. The specific due date. 
 
The implementation phase involves getting the items on the implementation plan properly in place. A key 
point is that there is follow-up of some sort. The follow-up must be a part of the problem-solving process. 
It tracks the implementation status and the effectiveness of the countermeasure.  
 
10. Value Stream Mapping 
Complete instruction is developing an industrial value stream map is not provided in this learning module.  
Sufficient information to construct a reasonable map in response to a homework assignment is provided.  
The associated Excel workbook provides a set of value stream mapping symbols. 
 
The following web page will show you how to create a value stream map step-by-step.  Click on the 
example maps that illustrate each step:  http://blog.gembaacademy.com/2008/02/24/lets-create-a-
current-state-value-stream-map/.  
 
The following four videos discuss and illustrate using value stream mapping to identify issues in a 
production system.  Both a CSM and an ideal state value stream map are developed.  (The video uses the 
term future state for the term ideal state.)  
 
- https://www.youtube.com/watch?v=FGgow17CYpM&t=68s  
 
- https://www.youtube.com/watch?v=hszO9jOPT1I  
 
- https://www.youtube.com/watch?v=o0bNe5Mq5v8 
 
- https://www.youtube.com/watch?v=5VWI4_9-X78 
 
The following video gives an example of a value stream mapping project. 
 
https://www.youtube.com/watch?v=O3eIlej1OW8 
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11. Reflection and Summary 
This learning module provides a thorough but brief overview of lean based on eight steps needed to 
employ lean thinking in a production system.  Emphasis is on buy-in to the lean approach throughout the 
organization from upper management to hourly workers on the production floor.  Some of the tools and 
techniques of lean have been introduced. 
A current issue in production improvement is addressing the weaknesses of lean.  The primary weakness 
is that a future state is not validated before implementation.  Thus, there is no guarantee that any 
improvement will occur.  This issue is addressed in other learning modules. 
A second issue has to do with the applicability of lean techniques in high mix, low volume (HMLV) 
manufacturing environments, which are common.  Lean concepts are mostly developed to high volume, 
low mix manufactures (Toyota Production System).   The Quick Response Manufacturing learning module 
addresses this issue. 
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Lean Homework 
 
Please complete the entire reading, including the web references, as well as watching the videos before 
answering the questions below. 
 
1. All that matters is the flow of parts.  Consider flow to mean the direct movement of a part through 
all steps of the production process to the customer.  List the seven wastes and tell for each how 
flow is interrupted.  
 
2. Footprint is the amount of floor space required for production and inventory.  Floor space is 
generally costly.  How does lean reduce the amount of required footprint?  Consider the possible 
impact on footprint of each of the seven wastes as well as the use of work cells. 
 
3. Consider a company that uses the following metrics to evaluate workers:  1) lead-time to make 
product; 2) lead-time to fill an order; 3) quality, the order is made to the customer’s specifications; 
and 4) productivity, the percent of time spent each day producing product.  Tell whether or not 
each of these metrics is consistent with a lean transformation and why. 
 
4. A pull system is a production strategy that produces product only when demanded by the 
customer.    How does this pull system reduce each of the seven wastes (it may not reduce some 
of them)? 
 
5. In the value stream mapping videos, what limitations on flow were identified in the current state 
map? 
 
6. Discuss one weakness of the lean approach. 
 
7. Consider the nature of organizational commitment and control in a lean environment.  Why does 
lean worker pull (team control) improve upon management push (hierarchical control)?   
 
8. Discuss briefly how Jidoka, 5S and standardized work improve working conditions. 
 
9. Why is quick changeover important for improving flow? 
 
10. What is the purpose of a Kaizen plan?   
 
11. Explain briefly how product quantity analysis can be used to identify a value stream. 
 
 
  
12. This problem is abstracted from a real problem at a local company. 
 
Consider the following manufacturing situation.  An automotive parts supplier manufactured parts in 
three steps:  molding, painting, and assembly.  There are eight part types distinguished from each 
other only by their color.  Parts were transported throughout the process in totes of 32 parts of the 
same color.  Any tote could be used for any color part.  The process was complicated because the 
painting step was outsourced to a company near the automotive parts supplier and performed in 
batches of 192 parts.  Painting nozzles needed to be cleaned to paint parts of a different color.  
Transportation strategies between the manufacturer and the painting contractor were at issue.  
Currently, transportation is done on a fixed scheduled each day.  The molding process produced 32 
parts at a time, the number of parts in a tote.  The assembly operation produced 48 parts at a time, 
the number of parts per shipping container.   
 
a. List three items in the above that interrupt flow.   
 
b. For each item identified in the previous question (a), suggest a solution to improve flow.  
 
c. Draw a value stream map of the current state.  Note:  You may not have all the information 
that is displayed on the value stream map examples in the text.  Please draw the map using 
the information that you have.  Consider this a first version of the map that in industry would 
be used for an initial discussion with your work group. 
 
13. Consider the answers to question 1-12.  Based on these answers, write a summary of how lean 
seeks to create flow.  Based the summary on a particular situation or situations from your work 
experience if you can.  Otherwise, write the summary in general. 
Learning Model 
Quick Response Manufacturing (QRM) 
January 2018 
Pre-requisite: None 
Co-requisite: Lean 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Demonstrate how Quick Response Manufacturing (QRM) helps reduce lead time in a production 
system 
2. Explain response time spirals 
3. Explain the unique nature of QRM Cells 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading –  
a. Document describing QRM 
b. Document describing MCT:  Suri, R.  2019.  Manufacturing Critical-path Time (MCT): An 
Innovative Time-Based Metric to Support Continuous Improvement in Operations and 
Supply Chains.  Suri Consulting and Seminars, LLC.  Madison, WI. 
c. Document describing National Oilwell Varco example 
 
2. Watching –   
a. RenewAire Case Study:  http://www.youtube.com/watch?v=Ty1CsOBkAac 
 
b. Suri overview:    http://www.youtube.com/watch?v=nCljs9Bx6Zg 
 
3. Writing – Provide answers to each question in the homework assignment. 
 
4. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Review the Center for Quick Response Manufacturing website at 
https://qrm.engr.wisc.edu/ .  What is of greatest interest to you? 
b. Think about one place where you have worked.  How would QRM improve the flow? 
c. Think about one place where you have worked.  What actions could be taken to improve 
lead time? 
 
5. Reviewing – Review the Power Point presentation concerning QRM. 
 
6. Assessing -- Take the quiz.   
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Quick Response Manufacturing (QRM)1 
1. Introduction 
 
Quick Response Manufacturing (QRM) is a company-wide strategy for reducing lead times throughout the 
enterprise.  Lead time can be defined briefly as the total time required to complete an operation or 
process.  QRM pursues the reduction of lead time in all aspects of a company’s operations, both internally 
and externally.  QRM means responding to the customer’s needs by rapidly designing and manufacturing 
products customized to those needs.  QRM focuses on reducing the lead times for all tasks within the 
whole enterprise, such as the time to issue a purchase order to a supplier. Typically, the customer does 
not directly observe these internal lead times. However, these reductions of lead time results in improved 
quality, lower cost, and quicker response for the customer.   
 
In the past several years, there has been rapid growth in the number of options provided by manufactures 
to their customers. CAD/CAM technology has given companies the ability to custom-engineer and then 
manufacture products for individual clients without incurring the high additional cost that such 
customization would have required two decades ago. The power of the internet allows customers to easily 
view many different options and select from them. All these developments mean that in the twenty-first 
century there will be increasing demand for high-variety of products each produced in low volume with 
options configured for individual customers or even custom-engineered for each client.   
 
This type of demand results in high-mix, low-volume (HMLV) manufacturing, which can be defined as 
follows:   
High-mix, low-volume: a contract manufacturing environment where products assembled vary in 
application, lot size, and production processes. Contract manufacturers providing high-mix, low-
volume production have the ability to change over product requirements and convert assembly 
lines in a matter of hours, sometimes minutes. They can easily add capacity to accommodate 
increased volume and rapid throughput cycles. However, high-mix, low-volume manufacturing 
creates numerous challenges because there are more areas to invite error. Lower volumes 
demand more frequent changeovers and may only last for a few shifts, or days.  
(https://www.ventureoutsource.com/contract-manufacturing/information-center/terms-and-
definitions.) 
 
  
                                                          
1 Adriana Melo is the primary developer of this learning module. 
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The QRM approach enables a company to adapt to HMLV in the same way that lean is primarily focused 
on issues in a low-mix, high-volume environment.  QRM strategy is based on four core concepts: 
1. The power of time – companies must shift their mind-set from traditional cost-based thinking 
to “time-based thinking”. Definition of and minimizing lead time is the primary focus of QRM. 
2. Organization structure – a manufacturing organization is restructured to minimize lead time 
throughout the enterprise with the goal of finding new ways of completing orders. 
3. System dynamics – the organization is restructured by understanding how the interactions 
between machines, people and products impact lead time. With this knowledge, capacity 
planning approaches, batch-sizing policies and other related decisions are re-assessed.  
4. Enterprise-wide application – QRM concepts must be applied throughout the organization, 
not just on the shop floor. This has been a key element in the success of QRM.  
The QRM principles are summarized in Figure 1.   
Adopting QRM does not exclude the use of other strategies such as lean. QRM complements and builds 
on these strategies and unify their application under one overarching goal – reducing lead time.  This is 
briefly discussed at:  https://qrm.engr.wisc.edu/index.php/what-is-qrm/background/32-what-is-
qrm/rokstories-samples/260-lean-and-qrm.   
 
QRM is distinct from lean with respect to its view of eliminating variability. Lean seeks to eliminate all 
types of variability in operations. This works well for higher volumes and replacement products, but may 
not be the right strategy for low-volume, or customized products. QRM considers two types of variability. 
- Dysfunctional variability: caused by errors, ineffective systems and poor organization. For 
example: rework, constantly changing priorities and due dates. 
- Strategic variability: caused by variability in customer demand with respect to both volume and 
product mix.  Adapting production to this variability can give an organization a competitive edge.  
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Figure 1:  QRM Principles (Suri 2010; https://qrm.engr.wisc.edu/index.php/what-is-qrm) 
 
 
Thus, the QRM approach, aligned with lean, tries to get rid of all dysfunctional variability, but it does not 
intend to eliminate strategic variability.  Instead QRM manages production to exploit it.  The QRM view of 
variability is summarized in Figure 2. 
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Figure 2:  QRM View of Variability (Suri 2010; https://qrm.engr.wisc.edu/index.php/what-is-qrm) 
 
Typically, the time when someone is actual working on the job (called touch time) represents less than 
5% of the total lead time. The total lead time includes the touch time and waiting time, which is the time 
where nothing is happening to the job. So, if the focus is to reduce only the touch time, the likelihood of 
impacting the total lead time is small. Therefore, the QRM approach focuses on reducing the total lead 
time, which includes touch time and waiting time.   This idea is illustrated in Figure 3. 
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Figure 3:  QRM View of Lead Time Components 
 (Suri 2010; https://qrm.engr.wisc.edu/index.php/what-is-qrm) 
 
Data have shown that companies that have implemented QRM have achieved numerous improvements, 
such as: 
- Reduce lead time by 80% or more 
- Be able to deliver to customers exactly the product that those customers want 
- Reduce product costs 
- Ensure higher quality 
- Gain market share by rapidly introducing new products with improved functionality. 
  
Each of the core concepts of QRM will be discussed in detail in the following sections. 
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2. The Power of Time 
QRM focuses on a shift of mind-set from traditional cost-based thinking to time-based thinking to address 
the needs of customers of HMLV manufacturing companies. Such companies must be able to respond 
quickly to customer´s orders to keep an advantage in the market.  
 
Traditional cost-based approaches do not support the goal of quickly responding to customer’s needs. 
These approaches concentrate on reducing the touch time of a process, which accounts for less than 5% 
of the total lead time. Thus, for example, a reduction of 25% of touch time (5%) would reduce total lead 
time by 1.25%, barely a dent in the total lead time. Time based thinking, on the other hand, focuses on 
reducing the total lead time. It leads to a very different focus on what to improve, and different 
management decisions.  
 
Successful implementing QRM principles requires understanding the following: 
- What lead time means 
- Why it is so important to focus primarily on the reduction of lead time 
- How to use lead time as primary driver for decision making and performance 
measurement.  
 
Companies use many different concepts of lead time, including: 
- External lead time: the lead time perceived by customers, from order to delivery of the 
order 
- Internal lead time: the time it takes for jobs to make their way through the organization, 
from the beginning of order processing to end of processing 
- Quoted lead time: the lead time that salespeople are currently quoting to customers 
- Supplier lead time: the time it takes to get material from suppliers from order to delivery.  
 
QRM employs a metric that unifies all the different measures of lead time. It is called Manufacturing 
Critical-path Time (MCT), defined as the typical amount of calendar time from when a customer creates 
an order, through the manufacturing critical path, until the first piece of that order is delivered to the 
customer. Critical path is the sequence of activities determining the minimum time needed to complete 
an operation or process. Suri (2014) describes MCT and its application thoroughly. 
 
MCT must be measured in calendar time, as calendar time is how delivery is viewed by customers. 
Regarding the critical path, it must quantify the longest duration path of order fulfillment activities. There 
are rules to calculate the critical path:  
- All activities are completed “from scratch” 
- All the normal waiting and move delays that orders incur are included 
- Time spent by material in any stage adds to the MCT value 
- Delivery from previously made unit in inventory is not included.  
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To fully understand the impact of QRM on performance, list all things that are in place today that would 
be reduced or eliminated if its company’s MCT were 90% shorter. If all the listed items can be reduced or 
eliminated, they are truly waste.  Example of such items are: 
- Expediting of hot jobs or late orders requiring systems, unplanned air freight, shop floor 
and office personnel to manage and execute the changes, even top-management time to 
negotiate priorities between multiple hot jobs 
- Production meetings required to update priorities and change targets 
- Overtime costs for trying to speed up late jobs 
- Investment in complex computer systems and organizational systems required to manage 
this dynamic environment 
- Obsolescence of parts made to forecast and stocked but not used. 
 
A company can lose many opportunities because of long MCT, such as: 
- Opportunities to gain market share by offering shorter lead times for current products 
- Opportunities to beat the competition to market and gain market share through rapid 
introduction of new products with improved functionality.  
 
Corporate cost allocation schemes often make the changes proposed under QRM seem more costly.  
Corporate overhead costs such as rent, utilities, and facilities maintenance are often divided among each 
item that is produced in proportion to touch time.  For example, what if 3 hours increase in touch time 
results in a reduction in MCT by 30 days? Such a decrease could enable production to order instead of to 
stock. The overhead cost allocation to each item could increase.  However, no new expenditures are 
incurred.  In fact, overhead cost could go down.  For example, the company might be able to shut down a 
warehouse as well as eliminate costs associated with inventory, building, materials-handling people and 
so on as inventory in decreased.  
 
On-time delivery is a desirable as outcome. However, the emphasis on it as a performance measure can 
cause dysfunction. Internal departments and external suppliers tend to inflate their planned or quoted 
lead times so that their on-time delivery percent meets a standard percent of items produced on time. It 
also encourages managers to start jobs ahead of time, which means that the finished product will be 
“sitting” unused in inventory, adding costs to WIP and taking up floor space.  
 
Individuals departments pad planned lead times in an attempt to meet performance measure targets 
actually result in worse performance overall.  The sum of the padded lead times is very long for 
components and final products. This requires long-range forecasting and planning with all its pitfalls of 
excess inventory and WIP, forecast errors, hot jobs, and expediting.  
 
These dysfunctional effects generated from cost thinking are called a response time spiral. The spiral 
begins with long lead times. Long lead times often requires sales forecasts for planning, which are an 
inaccurate picture of the future. Due to this inaccuracy, safety stocks are typically needed resulting in 
overproduction.  Overproduction leads to many jobs not meeting the lead time standard.  Instead of 
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repairing the production process to reduce lead time, arguments are made to increase the lead time 
standard.  So, the spiral continues and repeats.  
 
Furthermore, some high priority customers need short turn around.  In the face of long lead times, these 
jobs are give priority that is are made hot jobs.  The longer the lead time the more hot jobs occur, delaying 
the regular jobs.  So, the spiral continues. 
  
To solve this problem, MCT reduction should be the focus of production improvement, throughout the 
organization and for its suppliers. As MCT shrinks throughout the organization and its supply chain, the 
dysfunctional effects resulting in lead time spirals and long lead times will disappear.  
 
3. Organization Structure  
QRM’s goal is to find whole new ways of completing production, with a primary focus on minimizing MCT.  
These whole new ways require major restructuring of the organization. Large lead time reduction cannot 
be accomplished by fine-tuning what is already being done, which is based on economies of scale and 
focused on cost reductions associated with touch time.  
 
In order to achieve short MCT in the face of varying and unpredictable demand, along with an 
environment of low-volume or customized products, four key changes are needed in organizational 
structure: 
1. Transform the organization by turning functional departments into QRM cells. A functional 
department is an organization structure wherein people are grouped by specialization 
2. Instead of managers controlling departments, QRM cells teams manage themselves and have 
ownership of the entire delivery process within their cell 
3. Staff are trained to perform multiple tasks 
4. The traditional cost-based goals of efficiency and high utilization are replaced with QRM’s time-
based goal, which is a relentless focus on MCT reduction. 
 
Typically, transforming the whole company from functional departments into cells is best done in stages. 
The first step is to identify internal or external customers who would benefit the most from lead time 
reduction. This is called a Target Market Segment. An example of an internal customer could be a final 
assembly area that depends on various fabrication areas to feed it. Suppose this final assembly area is 
often waiting for machined gears that are delayed in fabrication steps. The Target Market Segment in this 
case would involve gears needed by the final assembly line.  Suppose an external customer requires 
custom-machined aluminum casings within a short lead time and with increased demand.  This customer 
would be a Target Market Segment.    
 
The next step is to refine and focus the Target Market Segment into a Focused Target Market Segment 
(FTMS).  Consider the demand for the aluminum casings. An initial analysis of demand shows that small 
casings account for 15% of demand volume, medium casings account for 45% and large casings accounts 
for the remaining 40%. Additional analysis shows that the large casings usually requires the use of a very 
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large milling machine. There is only one machine and many other products use it as well.  Thus, 
management exclude the large aluminum casing from the first QRM project.  
 
Next, suppose that grouping production of the small and medium casings together into a cell would mean 
that larger machines would often be used to work on a small casing, perhaps an overuse of a limited 
resource.   Thus, management focuses on medium casings for the QRM project. Additionally, some 
medium casings require specialized precision machining operations. There is only one precision milling 
machine. Such casings do not comprise a high proportion of orders. Thus, the management has now 
completed the process of focusing the original target market segment to arrive at the FTMS for their first 
QRM project: “medium-size aluminum casings that do not require precision machining.”  
The FTMS approach helps to create separate streams for jobs with differing complexity and 
characteristics. Mixing simple and complex jobs in the same flow is often the cause of poor lead time 
performance.   
 
A QRM cell is a set of dedicated, collocated, multifunctional resources selected to complete a sequence 
of operations for all jobs belonging to a specified FTMS. The primary goal of a QRM cell team is the 
reduction of MCT.  
 
QRM cells differ in many ways from lean cells.  These cells have a linear flow and a fixed sequence of 
operations as well as pre-specified “takt time” within which each step must be performed.  In contrast, a 
QRM cell is always designed around a FTMS that does not use the idea of takt time. The sequence of 
operations, as well as operation times, can vary for different jobs.  
 
The resources assigned to a QRM Cell must be fully dedicated to that cell. These resources must be located 
in close proximity to each other in an area that is clearly demarcated as belonging to the cell. Just the act 
of physically moving the resources and creating the designated area of the QRM Cell sends a clear message 
to the organization that management is committed to the QRM strategy and willing to invest what it takes 
to be successful.  
 
Once a job arrives at the cell, it must have all operations performed before it leaves. No job should leave 
the cell for an operation and then return.  The sequence of operations can be different for different jobs 
in the FTMS and jobs can return to the same machine for a second or third operation.  
 
To ensure that there are not unexpected bottlenecks and resulting job delays in the cell, QRM uses four 
strategies: team ownership, cross-training, choice of the metric, and capacity planning.  
 
In a typical shop floor environment, a department supervisor assigns tasks to workers, decides on 
priorities among jobs, and moves people around if needed. In a QRM cell, the team is given jobs along 
with expectations of when each one needs to be completed. The team decides how these jobs will be 
completed - which job will be started next and who will run which machine. The team decides if it is 
necessary to stop to solve a quality problem or to engage in a team meeting. Some teams even have the 
flexibility to stay late or leave early within parameters set by management.  
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The team ownership requires resources within a cell to be dedicated and cell integrity is required. If non-
FTMS jobs are processed in the cell to increase utilization, the team loses ownership of the cell, will no 
longer be able to plan how to use cell resources with any certainty, and may not be able to meet team 
goals.  
 
Complete cross-training of the members of the cell team means that each member of the team knows 
how to perform all operations on all machines in the cell.  Thus, the performance of the cell is less sensitive 
to the absence of any individual worker.  Furthermore, each worker’s assignment is more varied, more 
challenging, and less monotonous.   
However, in the QRM context, there are more significant reasons for cross-training. QRM cells are highly 
varied in the orders processed. Thus, the bottleneck or most utilized operation changes from job to job. 
Cross-training creates a flexible workforce that provide capacity wherever the bottleneck is at a given 
moment. Secondly, the use of automated or semi-automated machinery allows one worker to support 
multiple operations.  
 
The final key to the right structure is to have the right metrics in place. In QRM, the primary performance 
measure is cell’s MCT. The QRM Number was defined to effectively measure MCT reduction and to 
motivate teams.   To find the QRM Number, first measure the average MCT over a baseline period of a 
newly formed cell. Then measure its MCT in the following periods. The QRM Number for each period is 
defined by equation 1. 
 
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑄𝑅𝑀 𝑁𝑢𝑚𝑏𝑒𝑟 =  
𝐵𝑎𝑠𝑒 𝑃𝑒𝑟𝑖𝑜𝑑 𝑀𝐶𝑇
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑃𝑒𝑟𝑖𝑜𝑑 𝑀𝐶𝑇 
 𝑥 100     (1) 
 
As the team does its job effectively, the MCT value goes down, but the QRM Number goes up, because 
the current MCT appears in the denominator. Thus, the team is motivated because the MCT reduction 
results in an increasing metric. The QRM number increases more slowly over time.  As more and more 
improvements are implemented, reducing the MCT become harder.    
 
The QRM number provides a “level playing field” where teams across the organization can be compared 
and engage in friendly competition. The QRM Number can even be used for supplier evaluation and 
supplier improvement, which helps to bring in a time-based measurement instead using the cost-based 
supplier metrics only.  
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4. Systems Dynamics 
 
Traditional thinking uses the logic that to reduce cost the use of each resource must be maximized. 
However, as the utilization of a resource increases, the lead time for jobs increases in an exponential 
fashion as shown in equation 2. This result is exactly the opposite of the QRM goal. Spare capacity is 
necessary to effectively deal with the variability in the demand mix and volume.  
 
𝑀 = 𝑀𝑎𝑔𝑛𝑖𝑓𝑦𝑖𝑛𝑔 𝐸𝑓𝑓𝑒𝑐𝑡 𝑜𝑓 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  
𝑢
1−𝑢
                          (2) 
 
where u is the utilization that is the percent of the time that the operation is not idle. 
 
It can be shown that the lead time is proportional to M.  For example, if a resource has a utilization of 75% 
(u = 0.75), then M is equal 3. But if the same resource has a utilization of 90%, M has the value 9.   Thus, 
reducing utilization by providing spare capacity can help meet the goal of reducing MCT. 
 
Typically, manufacturing companies refer to the utilization of a machine as the proportion of time the 
machine is actually running. In QRM context, utilization is viewed differently. It is the ratio of the total 
time that the machine is occupied for any task (including the time it is unavailable due to maintenance) 
to the total time the factory is schedule to work. QRM utilization can also be calculated by measuring the 
percentage of the time that the machine was actually available to start an expected job if it had arrived at 
the machine. Subtracting this percentage from 100% results the QRM utilization.  
 
In manufacturing, variability is usually associated with dimensional variances in parts, such as variation in 
the machined diameter of a hole. However, in the QRM context, the concept of variability is used in 
relation to time. There are two types of time-related variability that impact MCT: 
1. Arrival time variability: variability in arrival time between jobs 
2. Cycle time variability: variability in the time that it takes for a machine or worker to complete an 
operation, including setup time. 
 
The lead time for a job is proportional to the average of these two quantities.  Thus, controlling the 
dysfunctional variability in cycle time is required.  However, the mix of job types will cause a mix in cycle 
times and increase the strategic variability.  The arrival time variability depends on customer demand that 
is beyond the control of the manufacturer and is a type of strategic variability.  Experience has shown that 
arrival time variability is usually the larger of the two.  Again, having spare capacity to lower the utilization 
helps keep the MCT lower in the face of strategic variability. 
 
This topic is discussed in more detail in the single workstation learning module. 
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Some ways of reducing variability in processing times are:  
- Standardize changeover and work procedures so that setup and operation times are close to 
constant 
- Plan batch sizes so that the sum of setup and total run time remains approximately the same 
across jobs; 
- Reduce unplanned equipment downtime by investing in preventive maintenance. 
 
Reducing resource utilization often means increasing capacity. Some possibilities, other than buying 
machines or adding people, are: 
- Investigate opportunities to reduce setup times 
- Invest in ways to reduce operation times 
- Reduce rework and scrap 
- Investigate if the numbers of parts that are being made to stock can be reduced or even 
eliminated due to the reduction of MCT. Then, more or even all parts would be produced to order.  
 
Material Requirements Planning (MRP), Material Requirement Planning II (MRP II), and Enterprise 
Resource Planning (ERP) use the same core production planning logic. Flow time (typically named lead 
time) is entered as an input by the planner. Thus there is no change to the given flow time based on 
capacity calculations or as a function of utilization. As result, jobs can arrive at resources earlier or later 
than planned. 
 
Thus, although these systems have many useful functions to support the enterprise, they are not helpful 
in reducing MCT. Therefore, it is necessary to restructure the MRP system and the planning methods in 
the way they will support the QRM approach. The key is to understand that in the QRM organization, the 
MRP system provides only high-level planning and coordination of materials from external suppliers and 
across internal cells in order to meet delivery dates. This new MRP approach is named High-Level MRP 
(HL/MRP). 
 
The idea is to use HL/MRP system to plan the flow of materials from suppliers and across cells in order to 
meet delivery dates as follow. The system should manage stock levels and reorder material using its 
standard logic. It should also derive start dates using the standard logic by beginning with the delivery 
date and performing backward scheduling based on lead times. However, the lead times (flow time) in 
the system should be set at the cell level, not at the operation level. For instance, a part goes through six 
operations within one cell. In the standard MRP system this would be represented by six steps with six 
lead times. Now, with HL/MRP system, the entire set of operations performed in the cell would be 
represented by one step with one lead time, the planned lead time for that cell. 
 
The HL/MRP is not used to micromanage the operations within cells, in keeping with the QRM concept 
that a cell team has ownership of operations within the cell. The MRP provides the team with the expected 
start and finish dates for each job. The team manages the details of how and when each operation would 
be performed to meet those expectations. 
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5. Enterprise-Wide, Unified Strategy 
QRM techniques apply throughout a company, not just on the shop floor. This is one of the strengths of 
QRM: instead of having different approaches for different parts of the organization, there is one strategy 
for the whole enterprise.  
 
Traditional costing systems view product cost as driven by director labor and/or machine time. The time 
spent by orders or other jobs in office processing isn’t measured and thus the impact on MCT is not 
determined. 
 
Just as on the production floor, orders spend much more time waiting in the office than actually being 
processed. For example in one company, orders waited 12.6 working days in the office to accomplish a 
total of less than one hour of actual work.  
 
To reduce this MCT, it is necessary to find a “whole new ways” of completing a job – the same concept 
used earlier to explain QRM in the shop floor.  
- Reorganize administrative departments into QRM cells, called Quick Response Office Cells (Q-
ROCs); 
- Move from top-down control to ownership by the Q-ROCs; 
- Progress from specialized, narrowly-focused employees to cross-trained team members in the Q-
ROCs; 
- Replace your efficiency/utilization goals with MCT reduction measured via the QRM Number for 
each Q-ROC.  
The QRM techniques can also be applied in the purchasing area. The problem with the traditional 
purchasing function is that buyers are typically motivated to buy in large batches because of the suppliers’ 
long lead times and the desire to negotiate a price discount with the supplier.  
 
However, this practice can increase others costs, such as: 
- High inventory costs to guard against unexpected demand changes 
- Freight costs for rush shipments if inventory runs out 
- The cost of unplanned engineering changes creating obsolete inventory 
- The cost due to quality problems creating obsolete inventory. 
The companies usually underestimate these costs for two reasons. First, the performance of the 
purchasing department is evaluated based on purchase price of parts. Second, these additional costs are 
incurred after the purchasing decisions are executed. In fact, many of the costs mentioned simply get 
absorbed into overhead and don’t get attributed to the purchasing decisions.  
 
In the QRM approach, MCT can be a primary metric for suppliers, supplemented with the traditional 
metrics used in companies (quality, cost and on-time delivery). It is important to elevate the importance 
of MCT in this set of metrics, because, in the long run, short MCT results in better quality and lower cost 
for the supplier as well as shorter lead time for the customer.  
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Other purchasing and supplier selection strategies are worthy of discussion.  The first of these is dual 
sourcing.  Suppose a company is highly confident of an ongoing demand level for a particular set of 
products that require a certain set of raw materials.  In addition, there are some short term spikes in 
demand.  One strategy to address this situation is dual sourcing:   
- Use a long lead time, low cost supplier for confident baseline volume 
- Use a short lead time, high cost supplier for quick response to a spike in demand 
Suppose some products and thus some supplies are ordered infrequently.  To address this situation, the 
company could: 
- Use a short lead time, high cost supplier 
- Reserve and pay a fee for production time at another manufacturer producing parts only when 
they are needed. 
Some other strategies include supplier-managed inventories where inventory levels are electronically 
communicated to the supplier and shipments are sent only when inventories are sufficiently low.  In 
addition, a company can work with their customers (customer management) to help take the variance 
out of order patterns.  This should help the customer as well. 
 
6. Summary 
The fundamental principles of QRM have been presented and discussed.  QRM is focused on the needs of 
HMLV manufacturing as opposed to lean, which is focused on the needs of LMHV manufacturing.  
However, the concepts of lean can help with HMLV and vice-versa.   
 
QRM focuses on reducing lead time by eliminating unnecessary waiting as well as process improvement 
leading to touch time reduction.  QRM emphasizes controlling the inherent demand variability in HMLV 
manufacturing to reduce lead time.  QRM understands that excess capacity may be needed to ensure lead 
time reduction in an HMLV environment.  Finally, QRM ideas can be applied on all aspects of an 
organization. 
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Introduction and Motivation 
In today’s world, lead time is critical: offering products or services with short 
lead times provides competitive advantage in most industries. Hence many 
improvement methods aim to reduce lead time as part of their overall goals. 
More important is the fact that, properly measured, lead time can be a strong 
indicator of total enterprise-wide waste. Thus, lead time reduction can be a 
powerful approach to reducing organizational waste. In addition, reducing lead 
time results in improvement of key performance metrics including cost, 
quality, and on-time delivery. 
 MCT (the acronym is explained in the next section) is a time-based 
metric that defines lead time in a precise way so that it properly quantifies an 
organization’s total system-wide waste. At the same time, when suitably used, 
MCT does not need to be data-intensive and can be relatively easy to apply. 
Thus, MCT provides a simple yet powerful metric for measuring improvement. 
This has been proven in practice with hundreds of industry projects spanning 
over a decade (see “For Further Reading”). 
Applying MCT in Both Manufacturing and  
Non-Manufacturing Contexts 
Historically, the acronym MCT comes from the phrase “Manufacturing 
Critical-path Time.” Although in this book we are concerned with MCT only in 
the context of manufacturing, in actual fact the scope of MCT extends beyond 
manufacturing. MCT has been used in several contexts including: in office 
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operations such as quoting and engineering; in new product introduction; in 
supply chain; in healthcare operations; and in insurance companies.  
 Thus we have found it best to just use the acronym MCT (pronounced 
“em-see-tee”) as a metric. For example, in looking at the process for making 
quotations, we can use the term “MCT-quoting” to label the metric for the time 
to make the quotations. Similarly, we could use “MCT-hiring” to denote the 
metric for the time it takes to hire new employees, and so on. 
Need for MCT Definition 
Why is a precise definition needed for a seemingly obvious concept such as lead 
time? There are three main reasons: 
1. “Lead time” can mean different things. Consider a supplier of bearings 
that stocks its standard bearings in distribution centers (DCs) around 
the USA. The lead time for this supplier could be either (i) the lead time 
seen by U.S. customers, typically 3 days for the bearings to be picked 
from the DC and arrive at the customer’s site; or (ii) the lead time to 
make a fresh batch of bearings, typically 85 days from starting the first 
process to arrival at the DC. Now suppose the supplier receives an order 
for custom bearings (not stocked at a DC). There are two more possible 
lead times: (iii) the lead time quoted by the sales department; and (iv) 
the lead time actually achieved by the supplier in delivering these 
custom bearings. We could continue with examples of other “lead times.” 
There is clearly need for a standard, because you can’t have a goal of 
reducing something until you can agree on how to measure it. 
2. Traditional definitions of lead time focus only on the result. A typical 
definition of lead time is: “The time from when an order is transmitted 
by a customer until the order is received by that customer” – but this 
focuses only on a result. It does not give any indication of how order 
fulfillment is achieved and specifically does not capture waste in the 
process of how that lead time is achieved. 
3. MCT quantifies enterprise-wide waste. Other improvement methods 
identify individual instances of waste such as: producing defective parts, 
or a worker needing to walk around the factory to find a missing tool. 
However, such wastes measure the micro impact of operational 
problems – they do not give insight into macro system-wide waste. As 
will be shown in this article, MCT does indeed provide insight into 
enterprise-wide waste. Later sections will also show that MCT extends 
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naturally to an organization’s supply chain, and thus also provides 
insight into waste in the extended enterprise. 
In summary, MCT provides management with a precisely defined metric that 
gives a unified measure of system-wide waste in a single number. Thus, 
examining the before-and-after MCT values for an improvement project makes 
it clear whether improvements have been achieved. 
MCT Definition and Application 
This is the central concept in this article, so it is highlighted here. 
MCT: The typical amount of calendar time from when a customer 
submits an order, through the critical path, until the first end-item of 
that order is delivered to the customer. 
Key terms in this definition are now explained briefly. 
typical amount  The purpose of MCT is to highlight the biggest opportunities 
for improvement. For effective use of MCT, don’t get bogged down with trying 
to determine details; limit the scope of the MCT analysis and keep data 
gathering simple. 
calendar time  Customers view delivery in terms of a specific calendar date, 
and don’t care which days your organization is or is not working. MCT 
measures in real time, not working time, and keeps the focus on the calendar 
date. 
customer submits an order  This should be when the clock starts as far as 
the customer is concerned. 
through the critical path  This requires the following rules to be observed: 
1. All necessary activities must be completed “from scratch” – for example, 
if components need to be fabricated, then pre-built stocks of these items 
cannot be used to reduce the MCT value; you must include the time to 
make the components. 
2. Include all the normal queuing, waiting, and move delays that jobs incur 
– do not use values for rush (hot) jobs. 
3. Time spent by material at any stage, including all inventory holding 
points, must be added into the MCT value. 
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4. If there are multiple paths involved, e.g., where components must be 
completed, or sub-tasks must be performed before a main task, then 
MCT is the value for the longest path from start to finish. 
the first end-item  Even though the customer might have ordered a batch of 
parts, this sharpens the focus on delivery of the first end-item. Here, end-item 
should be interpreted as the first usable set of items for the customer. Example: 
the customer needs to mount a support strut on a machine, and the supplier 
provides the strut and two mounting brackets for this operation. For the 
customer to complete one assembly operation they must receive one strut and 
two mounting brackets. Hence this set is the “first usable set of items.” 
is delivered  MCT ends when the order is delivered to the customer’s point of 
receipt. This can be interpreted as needed for different business contexts, as 
shown below. In the specific case where you are analyzing the supply of 
components to a customer, MCT must include all logistics times (it is important 
to quantify the impact that logistics time has on a firm’s ability to respond to 
customers). 
 Detailed explanations of all the above concepts along with calculation 
rules and tips for calculation can be found in the MCT Quick Reference Guide 
(see “For Further Reading”). 
Applying MCT in Various Business Contexts 
MCT is not just a metric for manufacturing and part production. The words 
“customer,” “order,” and “delivered” can be interpreted freely for non-
manufacturing situations. For example: 
 Quotation process: “order” can be a request for quotation. 
 Engineering change process: “customer submits an order” can be the 
sales department requesting an engineering improvement, and “is 
delivered” can be when the improvement has been incorporated into the 
first shipped product. 
 Employee hiring process: “customer” can be a manager who needs an 
employee; “order” can be the manager’s request to Human Resources for 
hiring the employee; and “is delivered” can be when the employee 
arrives for his/her first day at work. 
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Preview of MCT Map, Gray Space, and White Space 
An MCT analysis is typically conducted for a portion of an enterprise – a subset 
that has been targeted for improvement. The initial goal is to produce an MCT 
Map for that subset and to calculate the corresponding value of MCT. It will 
be shown that the MCT Map provides a high-level picture of opportunities for 
improvement, and the MCT (value) provides a benchmark to gauge subsequent 
improvements. This section defines some terminology related to MCT Maps. 
MCT Map  This is a graphic representation of the flow of an order through the 
specified subset of the organization. A simple example illustrates an MCT Map 
and the corresponding MCT. 
 Figure 1 shows an MCT Map for an order from receipt at a company 
until the order is loaded onto a truck for shipping. The flow in Figure 1 is from 
left to right and the representation is intuitive as seen in the figure. In this 
example, sales activities and processes prior to receipt of order are not shown; 
also not shown are any processes used in the shipping and logistics after the 
order leaves the company. This illustrates that the scope of an MCT Map is 
typically limited to a subset of an enterprise, as required for the goals of a 
specific project. In Figure 1, the MCT for this subset is 14 days (=2+9+3). 
 
Figure 1: Example of an MCT Map. 
Gray Space  This illustrates the total time when something is actually 
happening to an order: for example, someone is working on it, or it is being 
machined, or it is in an oven. This total time is shown by the rectangles with 
the shaded gray. These are customarily placed at the end of the operations for 
which this time occurs. For instance, the order spends 9 days in Fabrication 
Operations, and the Gray Space can be seen at the end of this 9-day segment. 
Note: while Gray Space might resemble the term “touch time” used in other 
approaches, it is not the same! There are specific rules for calculating the 
amount of the Gray Space: more details can be found in the MCT Quick 
Reference Guide. 
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White Space  This illustrates the remaining time spent by the order in a 
particular area; this is the time when nothing is happening to the order! This 
is customarily placed before the Gray Space for the same area. Looking at the 
Fabrication Operations again, you can see the White Space preceding the Gray 
Space. 
Insights from MCT Maps 
While an MCT Map seems simple, it is a powerful tool that can provide many 
insights.  
 The MCT Map is drawn roughly to scale, so that the magnitude of the 
various elements is apparent. This provides a visual overview – you can 
quickly see where the greatest opportunities lie. 
 For initial insights, times within various segments can be aggregated. 
In Figure 1, say the Fabrication operations include three processes: 
turning, milling, and drilling. In reality, each process has its own White 
Space and Gray Space. These details may not be readily available, but 
the total time for an order to go through Fabrication may be known 
roughly. So in Figure 1 we add together the working times for the three 
operations to get the total Gray Space in Fabrication, and the remainder 
of the time in Fabrication is aggregated into one White Space. This 
approach is acceptable for initial analysis, following which it can be 
decided if more detailed data are needed in any area. 
 Figure 1 illustrates the typical situation that Gray Space (working time) 
is usually a very small proportion of total MCT. 
 Experience with hundreds of projects in manufacturing companies has 
shown that Gray Space is typically less than 5% of MCT. In some instances, 
particularly with companies making large batches of products, the Gray Space 
can even be less than 1%. In other words, only during a very small amount of 
a job’s total MCT is someone actually working on that job! Projects in other 
industries, such as insurance and healthcare, have shown that the Gray Space 
is often less than 20% – and many times less than 10% – in other types of 
businesses as well. 
 Thus, right off the bat, an MCT Map usually provides an important 
insight to the management at a company. To see this, consider that traditional 
cost-reduction or efficiency-improvement approaches focus on reducing the 
working time for processing jobs. Since the Gray Space is a tiny fraction of the 
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MCT, these traditional approaches typically have limited impact on lead time. 
The MCT Map therefore shows that management needs to think outside the 
box of traditional cost/efficiency approaches if it wants to significantly reduce 
lead time. (One such approach that targets lead time reduction using methods 
that are different from the traditional cost/efficiency approaches is Quick 
Response Manufacturing or QRM, see “For Further Reading”.) 
Not the Same as a Gantt Chart or PERT/CPM Analysis 
Traditionally, stocks of raw material or pre-built components are used to 
reduce lead time to the customer, so a point that confuses people is why time 
spent in inventory increases the MCT value. Another confusion arises because 
one of the MCT rules states that components need to be built “from scratch.” 
So if we are building those components, why do we need to add the time sitting 
in inventory? A third misunderstanding is that people familiar with project 
management methods see the words “critical path” in MCT and assume that it 
is a variation of the Critical Path Method (CPM) or the related method of PERT 
(Program Evaluation and Review Technique). A final misconception that 
occurs is when seasoned Industrial Engineers take a cursory look at an MCT 
Map and say, “This is the same as a Gantt Chart, so what’s new here?” 
 The answer to all these lies in the fact that MCT is not a metric for 
physical lead time to a customer. Since CPM, PERT and Gantt Chart are all 
tools used for scheduling or project management, they have to work with 
actual, physical lead times. MCT is indeed a time-based metric, but it is a 
metric that quantifies the total system-wide waste and displays all the 
opportunities for improvement. Everyone knows that inventory consumes 
capital and occupies space, but as shown in the next section, “The Business 
Case for MCT” the waste due to MCT is much more and involves many 
overhead activities. 
 An example shows how both the above points (stock and “from scratch”) 
add together in a worst-case situation. Suppose your customer’s products are 
failing in the field and the root cause is found to be a component supplied by 
you. Analysis by your engineers shows that this component cannot be 
reworked; it has to be made with a new design. Now, all existing stocks will 
need to be scrapped. Plus, you will have to go through all the fabrication 
processes “from scratch.” Hence, by adding together the values of the stock and 
the “from scratch” times, the MCT metric quantifies the full magnitude of this 
entire effort. 
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 Note that since there is no work being done on parts while they are 
sitting in any type of inventory, the time spent in inventory is always classified 
as White Space. 
The Business Case for MCT 
While everyone has heard that “time is money,” time (as measured by the MCT 
metric) is actually a lot more money than most managers realize!  Long MCTs 
add layer upon layer of overhead and indirect costs, much more than managers 
anticipate. Industry projects have shown that reducing MCTs results not only 
in quick response to customers, but also in lower costs and improvements in 
other metrics. 
 This happens because MCT is a strong indicator of enterprise-wide 
waste. Consider an extreme situation: if all the MCTs in your organization 
were reduced by 90%, what are all the activities, resources and systems that 
are in place today that could be reduced, simplified or eliminated altogether? 
Also, what are the new opportunities that might be available to your business? 
Stop here for a moment and make a list of answers to these two questions for 
your organization; then read further. 
 Activities/resources that could be reduced or eliminated include 
planning, forecasting, warehousing, inventories, expediting of late jobs, 
rescheduling, and more. If these items could be reduced or even eliminated if 
your MCTs were shorter, they represent “waste” in your enterprise because of 
long MCTs. New opportunities from short MCTs could include increasing sales 
through rapid delivery of existing products, and gaining market share through 
rapid introduction of new products. Again, these opportunities are being 
missed (or “wasted”) today, because of long MCTs. 
 Does reducing MCT really help to trim down these “wastes”? Experience 
with hundreds of projects has shown that the waste reduction is substantial, 
and the resulting improvement in performance metrics is very significant. 
These results have been documented in conference presentations, industry 
publications and books. Following are some examples (see “For Further 
Reading” for additional references). 
Impact on On-Time Performance 
Long MCTs have a dysfunctional impact on the accuracy of planning, 
forecasting, and scheduling, resulting in poor delivery performance. MCT 
reduction can dramatically improve on-time delivery performance.  
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 A supplier of hydraulic valves reduced its MCT by 93%, and its on-time 
delivery improved from 40% to 98%. A manufacturer of wiring harnesses 
reduced MCT by 94% and its on-time delivery rose from 43% to 99%. (These 
examples also illustrate the huge opportunity for MCT reduction that exists in 
organizations – over 90%! – because most of the MCT consists of White Space.) 
Impact on Quality 
A long MCT hides numerous quality problems throughout your enterprise and 
supply chain. Conversely, as MCT is reduced, quality issues are discovered 
quickly, root causes can be found, and improvements put in place.  
 The above supplier of hydraulic valves, after reducing MCT by 93%, 
witnessed reductions in quality rejects from 5% to 0.15%. A company making 
seat assemblies reduced MCT by 80% and saw its rework rate plummet from 
5.0 to 0.05%. These are not incremental improvements; they represent 30-fold 
to 100-fold reductions in defect rate! 
Impact on Cost 
As enterprise-wide waste is eliminated, this impacts overall operating costs. 
Less time is spent on planning, scheduling, expediting and so on. Fewer 
resources are involved in warehousing and material handling. There is less 
investment in inventory, space, and possible obsolescence of materials. As 
these results cumulate over time, companies see significant reductions in cost. 
(Here “cost” refers to total product cost, including overhead). The wiring 
harness manufacturer documented a 20% reduction in product cost, and the 
seat assemblies company experienced a 16% reduction. 
 National Oilwell Varco (NOV) makes oil drilling equipment, with 
annual sales of over $20 billion. At its factory in Orange, Calif., NOV reduced 
the MCT of a product line from 75 days to 4 days. When the project was 
evaluated, management found that the cost of that product line had also been 
slashed by 30%! 
 Note that traditional accounting methods do not adequately take into 
consideration the cost impact of MCT, which can therefore impede the financial 
justification and hence implementation of strategies to reduce MCT. However, 
a recent book, The Monetary Value of Time, provides a novel framework for 
assessing the value of MCT in terms of organizational strategy and competitive 
advantage (see “For Further Reading”). This framework enables companies to 
develop MCT-based metrics and accounting methods to ensure that their cost 
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accounting and financial justification approaches support MCT reduction 
efforts. 
Impact on Profitability 
Nicolet Plastics (Mountain, Wis.) decided to focus on MCT reduction as a key 
strategy. The results, in just three years, were nothing short of amazing. 
According to Joyce Warnacut, Chief Financial Officer, “The most impressive 
impact…has been on Nicolet Plastics’ earnings before interest and taxes 
(EBIT). The EBIT for 2012 alone was roughly equal to the EBIT for the 10-
year period from 2000 through 2009 combined!” 
Impact on Productivity and Market Share 
RenewAire in Madison, Wis., makes Energy Recovery Ventilation Systems. 
Chuck Gates, President, decided to focus on MCT reduction, and with his team 
he reduced MCT by over 80%. Even though RenewAire, a small company, was 
competing with international giants, it was able to increase its market share 
by 42% over 5 years. At the same time, the company significantly improved its 
productivity; while its revenue grew by 140%, it required only a 73% increase 
in total employees for this growth in sales. 
 Phoenix Products Company, Milwaukee, Wis., manufactures industrial 
lighting for applications that include lighting of mines, shipyards, and 
monuments. Phoenix was struggling with long lead times, late deliveries, and 
rising costs, all of which provided opportunities for competitors from low-cost 
countries. In 2004, Scott Fredrick, CEO, decided to focus on MCT reduction. 
By 2013, MCTs across all product lines had been reduced by 50% along with 
impressive improvements in other metrics: compared with 2004, by 2013 
Phoenix had achieved a 70% increase in revenue per labor hour, and a 30% 
reduction in overhead. During the same period Phoenix gained substantial 
market share: its sales grew at an average annual rate of 12.4%, versus 2% for 
the industry as a whole. 
Impact on Space and Office Productivity 
Elimination of wasted resources and activities can result not only in reduced 
costs but also increased output with the same resources. Alexandria Industries 
in Alexandria, Minn., provides custom aluminum extrusions. In 2002 the 
President, Tom Schabel, decided to focus on MCT reduction. By 2012, 
Alexandria Industries had reduced its MCT for extrusions by 83%, from six 
weeks to five days, and realized a 58% increase in revenue per square foot. 
 MCT Summary Article – Page 11 – Copyright © 2019 R. Suri. Reproduced with permission. 
 As mentioned in several places in this article, MCT is not just a metric 
for parts production and shop floor operations; it can be applied to other 
business processes. Alexandria Industries reduced MCT in the office by 50% to 
75% for processes such as estimating, quoting and order processing, and over 
the same time period it experienced a 62% increase in business handled per 
office employee in those areas. 
MCT Maps Help Visualize Data for Complex Operations 
An MCT map is a powerful way to communicate insights from an MCT 
analysis. The MCT map can also help with getting buy-in from management 
and employees on improvement opportunities. 
 We now show how to make an MCT Map for a more complex operation, 
along with the insights that this map provides. Madison Ventilation Products 
(MVP), a hypothetical company, is engaging in improvement projects. For one 
of the projects, the improvement team decides to focus on the product line 
“MVP Industrial Fans,” including the main fabrication/assembly operations 
and the first-level supply chain for three purchased items. Following are the 
results of data gathering. Refer to Figure 2, starting at the top right corner. 
Incoming orders are processed through Office Operations which take an 
average of 9 days, of which 1 day is working time. We will use the abbreviation 
[9(1) days] from here on, to denote [total (working) days]. (All data have been 
converted to calendar days here). The supplied components are Forgings [36(3) 
days], Sheet Metal [9(1) days], and Motors [29(3) days]. Incoming material for 
these items is stored in a warehouse (WH) for 13, 4, and 11 days, respectively.  
In-house operations involve fabricating Fan Blades [14(1) days] and 
Enclosures [9(1) days]. These are placed in a staging area (Stg.) where they 
wait [3 and 2 days], before going through Assembly [3(0.5) days]. Completed 
Fans are stored in a Finished Goods area [13 days], then Packed [1(0.25) day] 
and Shipped [2(2) days] to the Customer. 
 Figure 3 shows the MCT Map for MVP Industrial Fans. To understand 
the MCT Map, start with Figure 2 and trace the three paths going counter-
clockwise from the Customer and back to the Customer. Next, trace each of 
these paths starting from the left side of the MCT Map in Figure 3 and follow 
each of the bars for the components. Note that Office Operations are common 
to each path and are repeated in each bar. The vertical line indicates that these 
components are supplied to Assembly (it helps visualize the bill-of-materials). 
On each path, working times are shown as Gray Space and the remaining 
times as White Space. The MCT Metric for MVP Industrial Fans is derived 
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from the longest path and equals 94 days. To see this, trace these numbers in 
Figure 2 for the path with Forgings: 9+36+13+14+3+3 +13+1+2 = 94. As 
explained earlier, the MCT Map does not need to cover details for the whole 
company, it can be used to look at a subset of the operations; here, this map is 
for MVP Industrial Fans only. 
Comparison with Value Stream Mapping (VSM) 
Value Stream Mapping (VSM) is a popular tool used for improvement projects. 
However, in the initial project stages, MCT Mapping has several advantages 
over VSM: 
 An MCT Map is simpler, and provides an easy-to-see, high-level view of 
the operation: compare the example of a Value Stream Map in Figure 4 
with the MCT Map Figure 3. 
 An MCT Map represents time proportionally. In the VSM in Figure 4 it 
is not easy to pick out the largest segments of time, while in the MCT 
Map these segments jump out at you. So the MCT Map helps to target 
the largest opportunities (White Space). 
 An MCT Map visually highlights the large amounts of White Space 
versus the small amounts of Gray Space, emphasizing the need to focus 
on the White Space. 
 An MCT Map identifies the critical path, ensuring that improvements 
are targeted at processes that will make a significant difference. Note: 
the scale (X-axis) goes from right to left for a reason: you can easily read 
off the lengths of the other paths to know when another path might 
become critical. 
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Figure 2: Process Map for MVP Industrial Fans 
 
Figure 3: MCT Map for MVP Industrial Fans 
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Figure 4: Example of Value Stream Map (VSM) 
 Note, however, that the two approaches are not contradictory; in fact, 
they can be complementary. You should begin with MCT Mapping because it 
shows you the forest before you look at the trees. But once you determine that 
you need to focus on an area, you could develop a detailed VSM for that area. 
Or, if you already have a VSM, you can convert the data to quickly make an 
MCT Map (see “For Further Reading”); this will help you get insights into 
where to focus your project. 
Using MCT in Supply Management and in Other Industries 
Modern approaches to supply management emphasize not only supplier 
performance but also supplier improvement, so it is important to have metrics 
that support both these aspects. Surprisingly, the traditional metrics are not 
as effective as one might think! When added as a metric for suppliers, MCT 
can complement the long-standing trinity of supply management metrics of 
Quality, Cost and Delivery (QCD), and assist with strategic supply 
management initiatives (see “For Further Reading”). Suppliers with long 
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MCTs should be encouraged to engage in activities to reduce their MCT. These 
MCT reductions will result in higher quality, lower cost and improved on-time 
delivery; all of these will benefit the customer as well. 
 MCT should also be a factor in sourcing decisions. A supplier with short 
MCT should be given some preference over one with a long MCT, even if the 
latter has lower cost. This is because a supplier with long MCT results in a 
number of hidden costs, both in its own operation as well as in the customer’s 
operation. Since MCT includes logistics time, this also implies giving 
preference to local suppliers over those that are half-way around the world. 
 Although MCT originated in manufacturing, it can be applied in other 
industries. MCT Maps have been used for insights into Healthcare operations, 
for example, Patient flow through an Emergency Room (ER), and in the 
Insurance Industry, for example, to illustrate the flow for Claims Processing. 
Motivating Teams to Drive MCT Reduction 
Earlier in this article we described how reducing MCT has resulted in manifold 
benefits at companies. Hence, as part of their continuous improvement 
programs, organizations should encourage their teams to reduce MCT. An 
MCT-based metric that helps motivate MCT reduction by teams is the “QRM 
Number” explained in the book, It’s About Time (see “For Further Reading”). 
(The acronym QRM comes from Quick Response Manufacturing: also see “For 
Further Reading”.) 
Summary: MCT Map and Metric Provide Clear Goal 
Improvement projects can lose focus because they have multiple goals such as 
targets for cost, quality, efficiency, on-time delivery, and so on. These goals 
might conflict, and thus drive teams in different directions. In contrast, the 
MCT Map and MCT Metric supply a clear goal for a project: the MCT Metric 
provides a single number, and the goal is simply to reduce this number to a 
target derived from opportunities seen in the MCT Map. The justification for 
using this simple and unified goal was provided in the earlier section on 
“Business Case for MCT” – namely, when MCT is reduced, key performance 
metrics improve. 
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For Further Reading 
As background to the additional readings below, I would like to acknowledge 
the contributions of Paul Ericksen who provided the original insight that 
resulted in the MCT metric. Paul worked with this author and the author’s 
students at the University of Wisconsin to lay the foundations for MCT and 
prove its use. Numerous students, professionals, and companies were involved 
with applying MCT and providing practical experiences that helped sharpen 
its definition and use. The following two-part series provides a perspective on 
the origins of MCT, how it proved its worth at a Fortune 500 company, and 
results from hundreds of projects. 
 “Lean’s Trinity,” by P. D. Ericksen, Industrial Engineer (Part I, October 
2013, pages 39-43; Part II, November 2013, pages 29-32). 
In the context of global supply chains and overseas sourcing, the next article 
explains the need for shifting to time-based supply management and the 
importance of using MCT as the key metric in this effort  
 “Filling the Gap: Rethinking Supply Management in the Age of Global 
Sourcing and Lean,” by P. D. Ericksen, R. Suri, B. El-Jawhari and A. J. 
Armstrong, APICS—The Performance Advantage, February 2005. 
This booklet is a brief but comprehensive reference for practitioners on how to 
calculate and use MCT: 
 MCT Quick Reference Guide, by R. Suri, C&M Printing, 2014. 
The next report justifies the use of MCT as a robust, unifying, and enterprise-
wide metric to support order fulfillment and drive improvement projects. It 
contains rules for correctly converting Value Stream Maps to MCT Maps. 
 “Manufacturing Critical-path Time [MCT]: The Enterprisewide Metric 
to Support Order Fulfillment and Drive Continuous Improvement,” by 
N. J. Stoflet and R. Suri. Technical Report, Center for Quick Response 
Manufacturing, University of Wisconsin-Madison, 2007. 
This book explains the strategy of Quick Response Manufacturing or QRM, an 
approach that targets MCT reduction using methods that are different from 
traditional cost/efficiency approaches: 
 It’s About Time: The Competitive Advantage of Quick Response 
Manufacturing, by Rajan Suri, Productivity Press, 2010. 
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The following book provides a novel framework for assessing the value of MCT 
in terms of organizational strategy and competitive advantage. This 
framework enables companies to develop MCT-based metrics and accounting 
methods to ensure that their cost accounting and financial justification 
approaches support MCT reduction efforts: 
 The Monetary Value of Time: Why Traditional Accounting Systems Make 
Customers Wait, by J.I. Warnacut, Productivity Press, 2016. 
 
Center for
Quick 
Response 
Manufacturing
University of Wisconsin-Madison
The QRM Center is a university-industry partnership dedicated to improving manufacturing competitiveness 
through research and implementation of lead time reduction principles.
Weathering the Perfect Storm 
at National Oilwell Varco 
Twenty years ago, a forward-looking 
president wanted to take oil- and 
gas-drilling equipment company 
Varco International to the next level 
of performance and profitability. 
Seeking to glean insights about 
what other successful companies 
were doing, he created teams by first  
selecting a manufacturing represen-
tative from each of four major 
facilities: two from Houston, Texas,  
and one each from Orange, 
California, and The Netherlands.  
He added a corporate representative 
and sent the pairs in search of new 
ideas — best practices of top 
companies that potentially could  
be adapted to Varco.
Owen Unruh, now a 40-year 
industry veteran and director of 
plant operations in Orange for the 
last 10, was part of one team.  
Joining APQC, the American 
Productivity Quality Center, 
provided access for Unruh and his 
colleagues to member companies 
that made, as did Varco, highly 
customized equipment. 
“We were producing engineered-
to-order, configured-to-order, 
build-to-stock and build-to-order 
products for both land and offshore 
drilling,” Unruh explains. “We had 
tried a number of improvement 
programs — the flavor of the month, 
you might say. They mostly failed.  
Yet we knew we didn’t want to 
be stuck in a we-do-it-this-way-
because-we’ve-always-done-it-this-
way mentality. 
“We wanted to see a wide range 
of companies with like challenges 
and not be constrained by viewing 
only companies in heavy manu-
facturing. We wanted to look at a 
variety of high-mix, low-volume 
operations.” John Deere, Dell comp-
uters, Caterpillar and JLG were 
among APQC members willing to 
allow visits and close examination  
of their operations.  
Team visits enlighten,  
inspire NOV reps
Using a customized master interview 
document, the teams visited a 
number of facilities, starting with the 
office at the front end where order 
entry began, through the entire 
manufacturing process, and ending 
with shipping of the final product. 
“We were especially interested in 
inventory turns — how to better use 
assets — and in on-time delivery, 
with its implications for customer 
satisfaction,” Unruh says. 
“We gathered a lot of great 
information and insights,” Unruh 
says of the visits. He describes a stop 
at a JLG facility early in the process 
where huge man-lifts are made for 
work on high-tension wires. “This 
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Survives and Thrives Amidst Disruptions
by Kathleen Watson
Cover, upper left: Constructed in 2012–13, this building in Orange, California, is dedicated to production of the TDX top drive. 
Its cavernous interior bay (right) has an 80-ton crane capacity. Below, corporate management and customers gather at the 
hundredth TDX-1250 to be shipped from the NOV facility in Orange, recognized as the world’s center for top-drive excellence. 
This model, introduced in 2008, supports extreme-reach drilling programs with maximal reliability and uptime.
“We had tried a number of improvement programs 
— the flavor of the month, you might say.  
They mostly failed. Yet we knew we didn’t want  
to be stuck in a we-do-it-this-way-because-
we’ve-always-done-it-this-way mentality.”                             
— Owen Unruh
relationships with its supply chain. 
It convinced blade supplier Fisher 
Barton, for example, to enter into 
a unique relationship that enabled 
Deere to place orders for rapid 
delivery.
Fisher Barton invested in new  
equipment and modified its manu-
facturing steps to meet Deere’s needs 
and expectations, efforts that paid 
off in greater production flexibility, 
lower costs — and a solid, long-term 
partnership with a valued customer.
Staff members at Unruh’s plant  
in Orange studied the Deere 
operation and its supply chain 
outreach. They also started to study 
QRM tenets by reading QRM 
founder Rajan Suri’s seminal book, 
Quick Response Manufacturing, A 
Companywide Approach to Reducing 
Lead Times. 
As the visiting teams compared 
results of their observations, they 
began to define the focus for Varco’s 
way forward: 
• teaming and cellular 
manufacturing
• employee training
• supply chain management  
and connectivity
Results also yielded a best-
practices roadmap. “We began 
conducting quarterly audits of 
all of our operations. The subject 
plant had the role of host, creating 
presentations to report what 
progress had been made,” Unruh 
says. Lessons learned were shared 
throughout the Varco organization.
Companywide QRM training 
orients workers for launch 
Varco brought Suri on-site for 
targeted staff training. To prepare 
for their move toward transforming 
their operations, other workers 
traveled across the country to 
attend workshops and seminars 
conducted by the University of 
Wisconsin-Madison’s Center for 
Quick Response Manufacturing. 
“We wanted to start our QRM 
implementation with a product 
cell, and we picked what we call 
the IBOP, an internal blowout 
preventer valve,” Unruh says. 
“Customers were unhappy with 
our lead times, costs to produce 
plant had virtually no raw material 
storage on-site. A truck would pull  
up every day with point-of-use 
inventory. In comparison, we had 
this huge yard of raw-material 
inventory.”
The comparison opened the 
door to considering not only how 
massive amounts of raw material 
were contributing to overhead costs; 
it also prompted thoughts about the 
amount of square footage devoted 
to storing it — and demonstrated 
that there was a better way to source 
materials.
Inspired by this revelation, 
Unruh’s facility eventually was able 
to eliminate the yard and inventory, 
reducing material costs, eliminating 
storage and handling costs, and 
gaining space.
John Deere demonstrates 
QRM in action
A visit to a John Deere facility in 
Horicon, Wisconsin, provided 
another eye-opening experience  
that had a far-reaching effect on  
manufacturing giant Varco’s oper-
ations. Mowers produced there went 
to golf courses and required special 
blades for fairways and greens. A 
spike in business in the early ’90s 
greatly increased demand and stress 
in the factory.
Deere had embraced Quick 
Response Manufacturing method-
ology in the late 1990s to deal with 
the influx of orders and as a means 
to gain a competitive advantage by 
reducing manufacturing lead time. 
Because the production cycle is in  
part governed by availability of 
outsourced parts, Deere had, in 
addition to implementing internal 
QRM practices, taken steps to 
develop strategic cooperative 
Owen Unruh, Director of Plant Operations 
at NOV facility in Orange, California
the valve were high, and our 
competitors were penetrating  
the market.” 
“It ended up being a virtual 
cell because we couldn’t afford to 
collocate equipment. We simply 
dedicated certain equipment to cell 
operations and reorganized the flow 
on the factory floor,” Unruh recalls 
of the 2001 effort. In hindsight, he 
says, “It wasn’t a real cell or a real 
team. We made minor gains, but 
improvements were marginal.” 
More-thorough preparation, 
collocation yield better 
results
As funds became available, the 
IBOP cell was reconfigured to 
include all necessary equipment, 
and a true team was formed by 
collocating the cell members and 
cross-training them in direct 
and indirect skills. (Direct skills 
represent activities where labor is 
applied to a job such as welding, 
machining and/or assembling a 
product. Indirect skills can include 
activities such as running and 
reviewing a report, participating 
on a problem-solving team, and/or 
performing 5S — organization and 
housekeeping tasks.) 
This time, the pilot cell was a 
huge success. Manufacturing time 
dropped from 75 to just 4 days, 
costs were reduced by 50%, and the 
product was 99% defect-free. 
In preparation to transform 
the rest of the factory, “We took a 
The group also set goals and 
outlined a detailed course of action  
that would allow time for accept-
ance, recognizing that there would 
be snags along the way. A daily plan 
review and highlighting successes 
all factored into the Orange facility’s 
QRM launch.
From Unruh’s shop-floor 
perspective, “We looked at the 
whole factory and created a plan 
that would require cultural and 
organizational changes, more and 
different kinds of communication, 
cell performance measurements, 
finance and accounting adjustments, 
and three years plus a $3 million 
investment to implement.”
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step back and developed a more-
thorough approach before going 
forward,” Unruh says. A steering 
committee led the effort. 
A steering committee is a key 
component in a transition to QRM. 
At Varco, this group spent six 
months statistically analyzing over 
160,000 part numbers, identifying 
demand variability from the 
previous 12 months and projecting 
future capacity requirements. 
An internal blowout preventer valve, or IBOP, is an integral part of every top drive. 
IBOPs, which are produced in NOV’s first QRM cell, weigh from 180–632 pounds, 
are from 21.25–40 inches long, and have diameters from 8–11 inches.
“Customers were unhappy with our lead times, 
costs to produce the valve were high, and 
our competitors were penetrating the market.”
— Owen Unruh
And because modern manu-
facturing equipment does not always 
require an operator to be present 
at the machine after initial setup, 
cross-training enables this team 
member to lend a hand elsewhere.
Even the aspect of having an 
operation viewed through a new set 
of eyes during cross-training can 
yield results; repetition can preclude 
the potential for new ideas, but a 
new person might bring a fresh per-
spective, suggesting ways to improve 
a step or process.
Team members have struc-
tured roles at meetings — leader, 
timekeeper, scribe to take notes 
— and they are responsible for, or 
“own,” as Unruh says, all of the  
cell’s processes. 
“The QRM concept of cross- 
training means that team members  
learn not only hands-on manu-
facturing skills; they also learn 
support skills,” he explains. This 
list shows the multiple functions 
for which cell members are cross-
trained. Responsibility for their 
oversight and execution is shared  
by all:
• materials: scheduling, 
outside processing, inventory 
management
• quality: writing non-
conformance reports and 
conducting root-cause analysis 
to prevent recurrence
• manufacturing engineering: 
creating how-to instructions 
for product manufacture and 
process flow within the cell 
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From 2001–2007, Varco created 
over 40 cells at the Orange facility. 
Although the original plan allowed 
for a three-year implementation, 
the 2005 merger of National Oilwell 
and Varco to become what is now 
National Oilwell Varco, known as  
NOV, resulted in the Orange imple-
mentation stretching to six years. 
Team health top priority 
Unruh considers team health vital 
to the success of QRM — and to 
NOV. He points to Bruce Tuckman’s 
1965 Forming, Storming, Norming, 
Performing model of team devel-
opment and behavior, where 
authority, freedom and autonomy 
of team members increase as the 
leader’s role lessens. The team leader 
becomes more of a facilitator as 
cohesion, commitment and unity 
grow among members.
For starters, a cooperative, 
collaborative team is vital to the 
QRM tenet of cross-training; the 
absence of a team member or an 
influx of work can require others on 
the team to fill in and adapt in order 
to maintain a smooth flow and 
expected cell output. 
Operator machines a TDX-1250 IBOP on a newly installed WFL M80 x 3m 
Millturn Machine.
engineering changes prior to a 
production run.
Perfect storm wreaks havoc 
in 2012 
By 2011, the NOV facility in 
Orange, California, had undergone 
its complete cellular transformation 
and had successfully navigated 
several tidal waves in the oil market. 
adding to existing challenges that 
were hurting market share: long  
lead times, inconsistent quality,  
and competitors’ products that sold 
for close to Varco’s costs to produce.
 “We achieved great results 
internally with QRM, but that’s only 
part of the picture,” Unruh confirms. 
“A top-drive product can have 1,872 
items on a bill of material. Of those, 
we produce 35%, and approximately 
65% are sourced. We needed to 
involve more of our supply chain.
“Of 50 or so major suppliers, 
about half are on board with QRM 
to date, and most of those tend to be 
medium-size companies. We’ve been 
especially successful with our steel 
(forgings and castings) suppliers; 
we’re able to pull in inventory only 
as it’s needed.”
The inventory reduction made 
possible when a supplier tightens 
its lead time is only one benefit. 
With smaller orders, quality issues 
can be detected and remedied 
quickly, and parts that arrive just 
as they are needed help avoid ob-
solete inventory that results from 
At the 2014 World Oil Awards, the 
NOV TDX-1500 was nominated in 
the New Horizons Ideas category. 
Although it didn’t win, it was viewed as 
a significant achievement.
“We lost some people, but lots of others enjoy it. 
Potential for team participation now is part of our 
hiring requirement.” — Owen Unruh
• skills matrices and training: 
defining requisite skills and 
training team members
• cellular cost structure: 
establishing budgets for and 
tracking salaries, support, 
supplies, machine depreciation, 
and space and energy costs
“Teams continue to meet  
every two weeks to problem-solve 
and set their agenda and goals, 
actions necessary for continuous 
improvement,” Unruh says.
Unruh admits that not every 
employee bought into the team 
concept. “We lost some people, but 
lots of others enjoy it. Potential for 
team participation now is part of 
our hiring requirement.”
Lead-time reduction measures 
extend to supply chain
In the early 2000s, as Varco began 
its evolution into a time-based 
organization, its suppliers were 
struggling to keep pace. Despite 
incremental improvements, wait 
time for key components was 
NOV-Orange Results
Here are the effects of NOV in Orange adopting and implementing the QRM 
philosophy. Since the 1997 inception of QRM:
• Revenue per headcount has tripled
• Average assembly lead times have been reduced by 60%
• QRM cellular cost-reduction efforts have mitigated inflationary forces, 
helping to sustain a consistent shop rate
Then the perfect storm appeared 
on the horizon — a gigantic dis-
ruption. Unruh faced the most sig-
nificant combination of challenges 
in his career: Corporate executive 
management decided to expand the  
Orange facility, to combine a 
product-mix change with a 
production increase, and to bring 
multiple NOV locations under one 
overarching Enterprise Resource 
Planning system — all at the same 
time. 
This combination of events 
required redirecting critical time, 
talent and funds to implementing 
and managing change. The usual 
attention, resources and personnel 
devoted to key production activities  
— cells and teams — were tran-
sitioned to helping accomplish the 
massive evolution underway.
Manufacturing support 
functions such as supply chain 
management, manufacturing 
engineering, industrial engineering 
and quality engineering concen-
trated on ensuring a successful 
transition. Leadership resources 
were necessarily diverted to 
change management. Construction 
activities reduced workspace. 
There was new, highly engineered 
equipment to install and master, 
and approximately 400 new 
employees to assimilate and train. 
Describing NOV facilities as “in 
flux” systemwide was a gross 
understatement. 
As the storm worked its way 
through the Orange operation, the 
fury wreaked havoc. Analytical tools 
and reports changed under the new 
ERP system, leaving information 
voids. “The transformation not only 
reduced the focus on QRM; we no 
longer had our standard means of 
analyzing, measuring and reporting 
results,” Unruh says.
As company leadership and 
support functions directed their 
energy and efforts into the overall 
“The transformation [to the new ERP system] 
not only reduced the focus on QRM; we no 
longer had our standard means of analyzing, 
measuring and reporting results.”
— Owen Unruh
Worker puts together a hose assembly for the TDS-11, NOV-Orange’s “bread-and-
butter” product. To date, 2,000 have been shipped and are operating in the field.
transformation at hand, cell 
ownership and decision-making 
autonomy, concepts at the heart of 
QRM, faltered. The focus on QRM 
weakened. “We struggled just to 
keep QRM going,” Unruh recalls.
Strong teams facilitate 
rebuilding of cell functions
Although cell ownership had 
fragmented with the disruption 
of massive change, NOV’s strong 
emphasis on teaming helped the  
remnants rebuild. “Teams con-
tinued to focus on products and 
processes. New employees were 
welcomed, oriented and trained  
by experienced cell members,” 
Unruh says.
To counteract the threat of 
teams losing momentum, Unruh 
was able to maintain Cell Team of 
the Month recognition, although he 
had to revert to metrics less QRM-
related than had been originally 
used to determine the honor. Other 
adaptations contributed to QRM’s 
survival:
• To make up for the lack of 
clear and relatable metrics, 
reports and analytical tools, 
the Orange facility hired its 
own internal business analyst 
group to create custom reports 
relevant to the cells. New, 
bright monitors electronically 
displayed the latest progress 
and accomplishments in color 
the story and to affirm the role  
teams, cells and lead-time 
reduction play in NOV’s success. 
The rough seas have calmed, 
and Unruh considers the NOV 
facility in Orange to be in a better 
place than before the storm. He 
acknowledges, “If you’re afraid 
to change, you’re not going to 
progress.” 
This NOV veteran also admits 
that he’d hoped he wouldn’t have 
to deal with such massive change 
during his tenure. On the other 
hand, he is grateful to have been 
able to play a role in helping to 
right the ship. 
The powerful winds of change 
have eased, the heaving storm surge 
has passed, and NOV in Orange 
and QRM are back on an even keel.
Center for Quick 
Response Manufacturing (QRM)
Established in 1993, the Center for Quick Response 
Manufacturing at the University of Wisconsin-Madison is a 
partnership between industry, faculty and students, dedicated 
to the developement and implementation of lead time 
reduction principles.
For over two decades, the QRM Center has helped more than 
200 companies of varying sizes from a wide array of industries 
reduce lead times in all aspects of their operations to become 
more competetive in the global marketplace. The Center can 
point to a respectable track record, with several member 
companies realizing lead time reductions exceeding 80%, cost 
reductions of up to 30% and on-time delivery improvements to 
over 99%.
For more information, check www.qrmcenter.org, join our 
QRM LinkedIn group or contact us directly at 608-262-4709.
3160 Engineering Centers Building
1550 Engineering Drive
Madison, Wis. 53706
EMAIL qrm@engr.wisc.edu
PHONE 608-262-4709
WEB www.qrmcenter.org
Center for
Quick 
Response 
Manufacturing
University of Wisconsin-Madison
and in real time. The improved, 
enhanced approach was more 
effective and accurate than 
the paper reports that used to 
provide more of a rear-view 
image than a look ahead.
• To renew the focus on QRM, 
Center Director Prof. Ananth 
Krishnamurthy traveled to  
the Orange facility at different 
times to present three sessions 
of the two-day QRM basics 
training for those in man-
agement as well as team leaders 
and key cell personnel.
• To rebuild cell and team 
strength and cohesiveness, 
the engineering support fun-
ctions that had been routed to 
other needs eventually were 
reintegrated into the cells
• To renew cell integrity and 
formalize team structure and 
purpose, a Cell Process Team 
was created. Its mission:  
Provide clear direction for 
developing skills, motivating the 
workforce, and continuously 
improving processes, culture, 
and people in support of high-
performance teams.
• To regain multiskilled cell 
workers, new charts defined 
skills needed in that setting, 
and cross-training gradually 
restored cell strength and 
flexibility.
Calm and order follow storm
The storm began subsiding in early 
2015. Order has returned, and cells 
and teams are flourishing. The 
business analyst group initiated 
to help support cells continues to 
work with the corporate IT group 
that performs QRM analyses 
companywide to benefit all NOV 
facilities. Metrics continue to tell 
“If you’re afraid to change, you’re not going to progress.”
— Owen Unruh
QRM Homework 
 
Answer the following questions, writing a paragraph of no fewer than 3 sentences for each. 
 
1. Provide a definition of high mix, low volume manufacturing.  Contrast high variety, low volume 
manufacturing with low variety, high volume manufacturing.  Provide examples of each.   
Referring to the following may be helpful. 
Suri overview first 30 seconds or so:  http://www.youtube.com/watch?v=nCljs9Bx6Zg 
 
2. The fundamental objective of lean is to reduce waste and thus reduce cost.  The fundamental 
objective of QRM is to reduce lead time.  Describe how reducing waste and reducing lead time 
are related.  Referring to the seven wastes identified by lean may be helpful. 
 
3. Discuss why lean seeks to eliminate all variance while QRM does not.  Doesn’t variance increase 
lead time?  Consider variance in customer demand versus variance in production operations. 
 
4. Provide a definition for Manufacturing Critical-Path Time (MCT).  Tell why reducing MCT is 
consistent with the idea is that all that matters is the flow of product given that wait time is often 
much larger that touch (operation) time as shown in Figure 3. 
  
5. Explain how response time spirals results from long lead times and inaccuracy of production 
forecasts or order planning. 
 
6. Based on equation 2, describe how being more “efficient” by increasing utilization can increase 
lead time.  By what percent would lead time increase if utilization increased from 75% to 80%?  
(We will discuss this equation and others in more detail in the single workstation learning 
module.) 
 
7. Describe the dual sourcing strategy for purchasing in a QRM environment. Why it is effective? 
 
8. Provide a brief definition of a QRM cell and what it tries to accomplish.  How does a QRM cell 
relate to an FTMS?   
  
9. Consider the following production system with two workstations.  There are multiple machines at 
each workstation.  The workstations process multiple types of jobs.  Each type of job requires a 
lathe operation followed by a milling operation.   A job is started in response to each order and 
delivery to the customer occurs only when the job is completed. 
 
There is a large inventory between the two workstations.  Production at each workstation is 
controlled individually by a master scheduling function.  This is similar to the current state in the 
lean value stream mapping examples. 
 
 
 
 
 
 
 
 
a. Describe how response time spirals increase lead time for this example.  Also discuss why 
target lead times could be increased.  Consider that management assesses the 
performance of each workstation independently using the performance measure:  
percent of jobs completed in less than the target lead time. 
 
In doing so, consider that the lathe station sets its own lead time target and the mill 
station sets its own lead time target.  The stations act independently in doing so.  The 
total time is the sum of the lead time targets.  Consider the effect of rush jobs for priority 
customers that increase variance. 
 
b. Overhead is allocated to a job to set the price of the job to cover the overhead.  Overhead 
is allocated based on the touch time the job requires, both changeover time and cycle 
time.  Both of these are components of touch time.  Currently the amount of setup of 
time is minimized by running large batches of similar jobs. 
 
The following is proposed. An FTMS is defined consisting of a two of the job types.  A cell 
using a strategy of much smaller batches than currently is defined as well.  This strategy 
is shown to significantly reduce MCT and time from order placement to delivery to the 
customer.   However, this increases touch time as the batch sizes are smaller and thus the 
amount of overhead charges per job increases.   
 
Describe how dysfunctional cost allocation could lead management to decide against the 
FTMS and manufacturing cell.  See the Introduction Learning Module for information on 
dysfunctional cost allocation. 
 
10. Write a brief comparison of lean and QRM (at least 200 words).  What are the similarities and 
differences?  How could they be used together? 
 
Mills Lathes 
Learning Module 
Production Organization 
February 2018 
Pre-requisite: None 
Expected Time Requirement: 6-8 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Describe the various approach for organizing production 
2. Use DCA to assign workstations to work cells 
3. Differentiate between high mix, low volume production and low mix, high volume production 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Writing:  The homework will guide you through the written, web and some video 
material. 
 
2. Watching -- Additional:   
 
Serial Line:    
Inside Ford's Moving Assembly Line –  
https://www.youtube.com/watch?v=jLud5XYfY_c 
 
Assembly Line Production  --  
https://www.youtube.com/watch?v=ovMz2gTjvFA 
 
FESTO Full Automatic Production Line System  --  
https://www.youtube.com/watch?v=K5wJj8s_mvs 
 
Job Shop: BEGNEAUD Manufacturing: Job Shop Processes, Laser Cutting, Forming, Welding 
and Finishing  --  
https://www.youtube.com/watch?v=gJWMCUMdO4Q 
 
Cells:   
Lean Manufacturing Cell –  
https://www.youtube.com/watch?v=AUPji7L9aSs 
 
Cellular Manufacturing 2014 Denimatrix – 
 https://www.youtube.com/watch?v=c50_lAIfzsk 
 
3. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Consider the ideas about sustainable manufacturing at: 
https://www.epa.gov/sustainability/sustainable-manufacturing .  Review the video on 
the Ford assembly line at:  https://www.youtube.com/watch?v=jLud5XYfY_c which 
indicates that 20 Ford plants have zero waste to landfill.  Share your thoughts on the 
benefits and challenges of sustainable manufacturing.  Is this idea used at any of the 
places where you have worked? 
b. Think about one place where you have worked.  What production organization is used?  
Is this organization a high-bred between the organization types discussed in this learning 
module? 
c. Think about one place where you have worked.  What actions could be taken to improve 
the production organization?  Why are these actions needed? 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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Organization for Production1 
 
1. Introduction 
 
The strategies and approaches for organizing multiple workstations to produce products are presented.  
Most, if not all, production systems are hybrids of the approaches discussed.  Thus, the strategies and 
approaches are presented in pairs as endpoints of a spectrum.  The pairs discussed are as follows: 
1. Low Mix, High Volume – High Mix, Low Volume 
2. Flow Line – Job Shops 
3. Lean Cells – Quick Response Manufacturing Cells – Flexible Manufacturing Cells  
 
Each spectrum will be presented in turn. 
 
2. Low Mix, High Volume – High Mix, Low Volume 
 
At one end of the spectrum, a company may focus on a few related products that can be made with at 
most a few variations in the production process.  Thus, the following definition of low mix, high volume 
manufacturing: 
 
Thinking of products in terms of their types and production amount, it refers to the scheme to 
produce mass quantity of few-type items. It is commonly employed when practically "make to 
stock" and continuous production is performed. 
(https://www.asprova.jp/mrp/glossary/en/cat251/post-791.html)  
 
In this case, demand is high and continuous.  Thus, product can be made and stored in anticipation of 
orders being received quickly and frequently. 
 
On the other end of the spectrum and becoming more common, a company may need to make a variety 
of products each in low number to respond to customer demand.  This leads to the following definition of 
high mix, low volume manufacturing: 
 
A contract manufacturing environment where products assembled vary in application, lot size, 
and production processes. Contract manufacturers providing high-mix, low-volume production 
have the ability to change over product requirements and convert assembly lines in a matter of 
hours, sometimes minutes. They can easily add capacity to accommodate increased volume and 
rapid throughput cycles. However, high-mix, low-volume manufacturing creates numerous 
challenges because there are more areas to invite error. Lower volumes demand more frequent 
changeovers and may only last for a few shifts, or days. 
(https://www.ventureoutsource.com/contract-manufacturing/information-center/terms-and-
definitions) 
 
In the middle of this spectrum are companies such as Grand Rapids Chair that make a large number, over 
100, of products on a make to order basis.  The products offered at any one time are fixed but highly 
configurable.  The production area is also fixed as to equipment and flow of any given product 
configuration but individual workstations must be highly adaptable to adjust to the variety of orders 
received.   
                                                                    
1 Erik Fritz made significant contributions to the development of this learning module. 
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Explore the web site at http://grandrapidschair.com/ to learn more about the kind of high mix, low volume 
demand that this company addresses. 
 
3. Flow Lines – Job Shops 
 
Flow lines are prominently used in high volume low mix production. A flow line or assembly line may be 
defined as follows: 
 
A manufacturing tool, first made popular by Henry Ford in his manufacturing of automobiles. The 
principle of an assembly line is that each worker is assigned one very specific task, which he or 
she simply repeats, and then the process moves to the next worker who does his or her task, until 
the task is completed and the product is made. It is a way to mass produce goods quickly and 
efficiently. All workers do not have to be human; robotic workers can make up an assembly line 
as well (http://www.businessdictionary.com/definition/assembly-line.html). 
 
A brief description of the original Ford assembly line is found at: http://www.history.com/this-day-in-
history/fords-assembly-line-starts-rolling. 
 
An overview of the development of assembly line production is found at: http://robohub.org/the-
evolution-of-assembly-lines-a-brief-history/.  Notice that Ransom Olds was the first entrepreneur to use 
the assembly line in automotive manufacturing.  More information about his contributions is found at:  
http://www.automotivehalloffame.org/honoree/ransom-e-olds/ and 
http://www.ideafinder.com/history/inventions/assbline.htm.  
 
The productive units performing the operations on an assembly line are referred to as workstations.  Each 
workstation performs one or more operations on a part.  Each part travels down the line in a single, 
predefined sequence equal to the flow rate.  
 
The primary benefits of flow (assembly) lines are the following: 
1. Workers and machines specialize at performing specific tasks, which can increase productivity. 
Large-scale assembly lines can allow for mass production of goods that would not be possible if 
products were made from start to finish by a single worker. The high productivity of mass 
production can also result in lower cost per unit produced than other manufacturing methods. 
2. A regimented production process helps ensure a uniform product. In other words, the products 
made by an assembly line are not likely to exhibit much variation. If one worker created an entire 
good from scratch, his product might be significantly different from the goods produced by 
another employee. 
(http://smallbusiness.chron.com/pros-cons-manufacturing-products-assembly-lines-40809.html) 
 
The primary drawbacks of assembly lines are the following: 
1. High initial cost. Assembly lines require a significant amount of space to operate, and renting 
factory floor space can be expensive. In addition, assembly lines often make use of large, 
specialized machines that can be expensive to purchase and difficult for small businesses to 
finance. An assembly line needs to increase productivity and sales enough to cover the initial costs 
to be considered a sound investment. 
2. Assembly lines are geared toward producing a specific type of product in mass quantities, which 
can make a company less flexible if it wants to shift production to different types of products. For 
example, the machinery used on an assembly line used to make automobiles might have little 
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application for other tasks. Shifting operations to produce different products in an assembly line 
environment can be costly and might require additional training and the purchase of new 
machinery. 
(http://smallbusiness.chron.com/pros-cons-manufacturing-products-assembly-lines-40809.html) 
 
Assembly line production can be viewed as having two operating models: single model and mixed model. 
Single model production is an assembly line that is dedicated to produce a product that has little or no 
variation. An example of a single model assembly line where operators manage a small variety of vehicles 
is shown in Figure 1. 
 
 
  
Figure 1: Single Model Assembly Line 
 
For example, a 1992 Honda Accord LX with a red exterior was available with only a white interior.  A 1992 
Honda Accord EX with a red exterior was available with only a grey interior.  No factory installed options 
were available for either model. 
 
However, current demand is for products that can be customized at least to some degree.  The 
advancement of technology allows such customization to occur by using multipurpose machines that 
make efficient flow-line systems available for low volume assembly-to-order production and enables 
modern production strategies like mass customization:   
Production of personalized or custom-tailored goods or services to meet consumers' diverse and 
changing needs at near mass production prices.  
(http://www.businessdictionary.com/definition/mass-customization.html ) 
 
Thus, more than one variation of a product can assembled on the same line with negligible changeover 
times and variation in operating times. Such an assembly system can be treated as a single model line.  
 
Mixed Model Production is the practice of assembling several distinct models of a product on the same 
assembly line without changeovers. The models are sequenced to match customer demand and level the 
internal demand for upstream components. In mixed-model production, set-up times between the 
production of different models is reduced sufficiently to be negligible.  Thus, intermixed model sequences 
can be assembled on the same line. In spite of the tremendous efforts to make production systems more 
versatile, this usually requires very homogeneous production processes. As a consequence, it is typically 
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assumed that all models are variations of the same base product and only differ in specific customizable 
product attributes (options). An example of mixed model assembly line where operators have to manage 
a large variety of vehicles models is shown below in Figure 2.  
  
 
 
Figure 2: Mixed Model Assembly Line  
 
A more detailed discussion is provided by Thomopoulos (2014). 
 
In contrast, job shops are prominently used in low volume high mix production and may be defined as 
follows: 
1. Fabrication-outfit specializing in small quantities of custom made parts, produced according to 
customer specifications. 
2. Organization of work in a manufacturing organization by job functions such as welding, 
machining, and finishing. 
(http://www.businessdictionary.com/definition/job-shop.html) 
 
The article at http://www.whatissixsigma.net/job-shop-manufacturing/ provides an overview of job shop 
manufacturing as well as a discussion of the advantages and disadvantages of such a production 
organization. 
 
Job shops have the ability to convert production capabilities in a matter of hours, sometimes minutes. 
They can more easily add capacity than flow lines to accommodate increased volume. The job shop 
organization is typically used by small to medium sized companies with each new job varying from the 
previous one. Ideally, machines are grouped by their functionality to make it easier to perform specific 
operations.  
 
To see the relationship between flow lines and job shops, consider how a job shop could be viewed as an 
intertwined set of flow lines.  Suppose a small company start out with a single three workstation (A, B, C) 
flow line making a product called One.  Each workstation was found to be busy about 20% of the time.   
 
Thus, the company took on the manufacturing of a second product called Two that used a new 
workstation D as well as existing workstations A and B in the following order (B, A, D).  This causes some 
flow confusion as product One moves from A to B and product Two moves from B to A.  Similarly, 
5 
 
workstation A sends some products from A to B and some products from A to D.   The company observes 
that, like product One, product Two causes each workstation to be busy about 20% of the time.   
 
Therefore, the company adds a third product, Three, that uses workstation B, C, and D plus a new 
workstation E in the following sequence (C, E, B, D).  This product requires each workstation to be busy 
about 70% of the time.  Thus, more flow confusion results.  Note that workstation B receives product from 
workstations A and E as well as sending product to workstation A, C, and D.   
 
In addition, workstation B is involved in the production of all three products and thus is busy more than 
100% of the time.  Thus, production capacity at workstation B needs to be expanded by adding a second 
work area or machine that operates in parallel with the original workstation or machine.  Furthermore, 
schemes and times to change over production between products One, Two, and Three must be allocated.   
 
Thus, while the flow line for each product can be simply described, operating the intertwined set of flow 
lines in a job shop format causes complications: flow confusion, change over tasks, and expansion of 
workstation operations.  The gain is higher utilization of workers and equipment or equivalently avoiding 
the cost of additional workers and equipment for each product. 
 
4. Cells:  Lean, Quick Response Manufacturing, Flexible Manufacturing 
 
A work cell is an attempt to organize production such that the primary benefits of flow lines (high 
throughput) and job shops (customization of products) are both realized.  Cells are typically used to serve 
the broad middle range of a Product-Quantity (P-Q) distribution. Very high quantities of a part or product 
lend themselves to dedicated flow lines.  At the other extreme, very low quantities and intermittent 
production are insufficient to justify the dedicated resources of a cell and thus are best produced in a 
general-purpose job shop. In between, planners will find many items, parts, or products that may be 
grouped or combined to justify the formation of one or more cells. (Richard Muther and Associates 2002). 
 
A work cell may described in the following way. 
 
A work cell is a work unit larger than an individual machine or workstation but smaller than the 
usual department. Typically, it has 3-12 people and 5-15 workstations in a compact arrangement.  
An ideal cell manufactures a narrow range of highly similar products. Such an ideal cell is self-
contained with all necessary equipment and resources. Cellular layouts organize departments 
around a product or a narrow range of similar products. Materials sit in an initial queue when they 
enter the department.  Once processing begins, they move directly from process to process (or 
sit in mini-queues). The result is very fast throughput. Communication is easy since every operator 
is close to the others. This improves quality and coordination. Proximity and a common mission 
enhance teamwork.  Simplicity is an underlying theme throughout cellular design. Notice the 
simplicity of material flow. Scheduling, supervision and many other elements also reflect this 
underlying simplicity. 
(http://www.strategosinc.com/cellular_manufacturing.htm.)  
 
For example at one particular company, each cell is operated by its workers as an independent business.  
The businesses share some common resources such as shipping docks and material handling equipment.   
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According to Muther and Associates (2002), plants installing cells report the following measurable 
benefits: 
• Reduced material handling: a 67–90% reduction in distance traveled is not uncommon since 
operations are adjacent within a dedicated area 
• Reduced inventory in process: a 50–90% reduction is common since material is not waiting ahead 
of distant processing operations  
• Shorter time in production: from days to hours or minutes, since parts and products can flow 
quickly between adjacent operations 
 
Companies using cells also report several intangible benefits. These result from the smaller, more focused 
nature of cellular operations. 
• easier production control 
• greater operator productivity 
• quicker action on quality problems 
• more effective training 
• better utilization of personnel 
• better handling of engineering changes. 
 
Rubich and Watson (1998) give some advantages of cellular manufacturing approach. 
• Improved communication and teamwork – operators are close enough to talk and help each other 
if necessary. 
• An understanding of the entire manufacturing process from raw material to finished product 
• An opportunity to meet and discuss issues with customers if any customer concerns develop 
• An environment where cell operators have a greater sense of control in how their business (cell) 
is run 
• Responsibility and ownership for producing high quality products on time 
• Higher job satisfaction through increased job responsibility and variety 
 
Note that customers could be external or internal such as one cell providing a partially finished product 
to another cell. 
 
The fundamental question is:  What production should be placed in the same cell?  Lean, Quick Response 
Manufacturing, and the flexible manufacturing approach answer this question differently.  Each will be 
discussed in turn. 
 
4.1 Lean Cells 
 
A fundamental objective of lean is uninterrupted flow.  Thus, lean cells are configured to create flow as 
much as possible.  Inventory between stations should be minimized if not eliminated.  Operations should 
be the same for all parts processed by the cell.  All resources: materials, workers, and machines should be 
co-located to perform the operations.   
 
Thus, the parts assigned to a lean cell for processing should form a product family: 
A group of products derived from a common product platform. These goods or services use similar 
or same production processes and have similar physical characteristics. 
(http://www.businessdictionary.com/definition/product-family.html)  
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Consider a manufacturing facility with a variety of products.  It is helpful to have a procedure for forming 
product families based on what operations each product requires.  One way of doing this is the direct 
clustering algorithm (DCA).  How this algorithm works is best shown by an example, which follows. 
 
A small production facility processes four part types (A, B, C, D) using four different workstations (1,2, 3, 
4) as shown in Table 1.  An X indicates that a part type is processed on a workstation.  Totals at the end of 
each row indicate the number of operations needed for each part type.  Totals at the bottom of each 
column indicate the number of part types processed on each machine. 
 
Table 1: Part-Machine Process Matrix  
Machine / 
Part Type 
1 2 3 4 Total 
Operations 
A 
 
X X 
 
2 
B X 
   
1 
C 
  
X 
 
1 
D X 
  
X 2 
Total Parts 2 1 2 1 
 
 
The first step of the DCA has two sub-steps: 
a. Order the rows from top to bottom in descending order of the total operations. 
b. Order the columns from left to right in ascending order of the total parts. 
 
The result is shown in Table 2. 
 
Table 2: Part-Machine Process Matrix – Row and Column Ordered 
Part/Machine 2 3 4 1 Total 
Operations 
A X X 
  
2 
D 
  
X X 2 
B 
   
X 1 
C 
 
X 
  
1 
Total Parts 1 2 1 2 
 
 
The next step is to sort the columns.  Look at the first row.  Sort the columns such that the columns with 
an X in row one are as far to the left as possible.  Then look at row two.  Sort more columns, without 
moving the columns sorted when considering row one, such that the columns with an X in row one are as 
far to the left as possible.  Looking at Table 2 no column sorting is needed for this example. 
 
The third step is to sort the rows.  Looks for opportunities to form blocks of X’s by moving rows upward.  
Looking at Table 2, the row for Part C can be moved upward directly beneath the row for part A.  The 
result is shown in Table 3. 
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Table 3: Part-Machine Process Matrix – Row Sorted 
Part/Machine 2 3 4 1 Total 
Operations 
A X X 
  
2 
C 
 
X 
  
1 
D 
  
X X 2 
B 
   
X 1 
Total Parts 1 2 1 2 
 
 
The last step is to form cells based on the clustering of the X’s.  In this case, it is clear that two cells can be 
formed.  One cell would produce parts A and C using machines 2 and 3.  The other would produce parts D 
and B using machines 4 and 1. 
 
Sometimes the choice of machines and parts to form cells isn’t as clear.  Additional design is needed to 
form the cells. 
 
4.2 QRM Cells 
 
Suri (2010) discusses the formation of QRM cells.  Please read his discussion in the associated documents 
found at:   
 
https://qrm.engr.wisc.edu/images/stories/downloads/its%20about%20time%20appendix%20b_ftms.pd
f .  
 
https://qrm.engr.wisc.edu/images/stories/downloads/its%20about%20time%20appendix%20c_cells.pdf 
 
4.3 Flexible Manufacturing Cells 
 
Consider a manufacturing facility that is required to produce multiple part types.  Demand is insufficient 
to warrant a dedicated work cell for any part type.  However, demand for all part types together is 
sufficient to justify automating the production process. 
 
What is needed in this case is a flexible manufacturing system (FMS).  Such a system operates efficiently 
and cost effectively regardless of the mix of part types produced.  It is comprised of flexible machines that 
perform a range of operations on a variety of parts with only minor setup required when switching 
between part types.  Such machines must be programmable or computer numerically controlled (CNC).  
They must be capable of storing, automatically setting up (loading), and using a variety of tools.  A new 
part type could be introduced without significant additional capital investment, at least if it was 
sufficiently similar to existing part types. 
 
An FMS requires automated material handling capabilities to move parts between machines as well as 
into and out of the system.  An FMS must be highly automated and thus requires coordinated, computer 
based control. 
 
The initial capital cost of an FMS is high relative to a work cell dedicated to a single part.  This investment 
is worthwhile if the FMS can effectively produce a mix of part types more economically than can a set of 
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dedicated work cells, one per type of part.  A flexible manufacturing system could have as many as 20 
machines.  A system consisting of one or two flexible machines is called a cell. 
 
An FMS cell operates generally as follows.  A part arrives to a single load-unload station where it is 
attached to a fixture that is mounted on a pallet.  More than one part could be attached to the fixture.  
Parts need not be batched by type upon arrival since machines are able to adapt to processing different 
part types with relatively little setup time.  Measuring the WIP is important since the WIP level is 
proportional to the number of pallets and fixtures needed. 
 
Since machines are flexible, more than one machine can perform each operation the part requires.  Thus, 
breakdowns do not hamper the operation of an FMS to the same degree as for a dedicated work cell.   
 
Please review the following videos that provides an overview of an FMS.  Note the integrated storage-
movement-machining structure that is completely automated.   
 
FMS - Fastems Flexible Manufacturing System in 3 Minutes:  
https://www.youtube.com/watch?v=Br2eEpiiwvU 
 
Flexible Manufacturing System with multiple pallets storage | GRUPPO PARPAS: 
https://www.youtube.com/watch?v=0Ddbf5Ov_mU 
 
Flexible Manufacturing System (FMS) Helps Advance the Science of Machining at Micro-Mechanics:  
https://www.youtube.com/watch?v=z2xJIrZQuJg  
 
4.4 A Spectrum of Cell Types 
 
It is important to see that the three cell types discussed above comprise a spectrum.  Lean cells focus on 
the production of one type of part or perhaps very few types that are similar enough to be considered a 
part family.  There is a single route through the cell.   
 
On the other hand, QRM cells focus on the production of all part types, similar or not, that serve a 
particular market (FTMS).  Thus, there may be multiple routes through the cell.  Not all part types visit all 
workstations within the cell.  Thus, QRM cells are more diverse in the parts created than are lean cells. 
 
Flexible manufacturing cells share the idea of a single route with lean cells.  Yet they can accommodate 
the diversity, at least to a great degree, of QRM cells.  However, a high price in equipment must be paid. 
To illustrate, consider the steel value stream cell at Grand Rapids Chair as described by the current state 
value stream map shown in Figure 3. 
 
The steel products cell has some characteristics of a lean cell:  
1. Finished goods supermarket from which orders are filled 
2. Flow of all jobs from left to right through the same stations: fabrication (bend, laser, machining), 
welding, finishing, FIFO lane (buffer), paint, and assembly. 
 
The cell has some characteristics of a QRM cell.   
1. All jobs are not processed in the same way.  The percent of jobs that are processed at each 
workstation is shown in Figure 3.  Thus, some jobs require no fabrication while some require one 
or more of the fabrication operations.  Different jobs are require different types of welding. 
10 
 
2. The cell serves an FTMS: Customers desiring steel products. 
3. Multiple products are made in the same cell. 
 
The cell has some unique characteristics that are not consistent with either lean cells or QRM cells.  Some 
jobs require wood components that are made in the wood cell.  Thus, not all resources needed to process 
a job are collocated.   
 
 
 
 
Figure 3: Grand Rapids Chair – Steel Products Cell – Current State Value Stream Map 
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5. Summary 
 
Production organization strategies have evolved over time.  The development of the assembly line 
brought products to market at more affordable prices.  Job shops still could handle custom orders.  With 
the coming of computer-based technology, the customization capabilities of job shops could be at least 
partially replicated on assembly lines.  Work cells also evolved to speed production.  Work cell design is 
still an art and can be done from multiple perspectives.  Newer technology such as FMS supports both 
customization and short lead times. 
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Appendix B
PrAcTicAL ExAmPLEs of focusEd TArgET
mArkET sEgmEnT (fTms) sELEcTion
(Supplement to the book It’s About Time, by Rajan Suri, Productivity Press, 2010)
QRM Cells are always designed around a Focused Target Market Segment, or FTMS. 
In Chapter 2, I explain the importance of selecting an FTMS as part of setting the scope of a 
QRM project for the shop floor. A similar discussion in Chapter 4 describes the importance 
of FTMS in creating an effective Q-ROC for office operations. In this Appendix, I give you 
pointers on how to arrive at good FTMS choices for your QRM projects.
sTArT By idEnTifying A mArkET oPPorTuniTy or BusinEss nEEd 
To initiate the discussion in this Appendix, I will briefly restate some points made 
in Chapters 2 and 4. You should always start your search for an FTMS by looking 
for a situation where there is an opportunity for benefit through lead time reduction. 
This is called a Target Market Segment. Note that the term market is used in ageneric 
sense—the customers for your QRM effort can be internal as well as external. 
An obvious external opportunity would be a market segment where your sales team 
feels that you could gain market share by offering products with much shorter lead 
times. An example of an internal customer could be a final assembly area that is often 
waiting for certain components that are delayed in fabrication steps, and thus causing 
problems with shipment of the final product. The Target Market Segment in this case 
would involve those components that are responsible for the delays. 
The next step is to narrow and focus the Target Market Segment until you arrive at the 
Focused Target Market Segment, i.e., the FTMS that you are seeking to define. This process 
of identifying an FTMS should be conducted by a cross-functional group that includes 
people from marketing and sales, estimating and quoting, engineering, order entry, 
purchasing, materials, planning, manufacturing, and possibly other relevant functions.
The reason is that brainstorming to get a good FTMS is key to the success of your QRM 
Cell, and the cross-functional team will include enough expertise to think outside the 
box for alternatives that may be possible for restricting the various product options 
and rethinking processing steps. 
In the rest of this Appendix, I will give you some pointers along with examples to help 
your cross-functional group brainstorm about potential FTMSs. 
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usE onE or morE of ThEsE JoB chArAcTErisTics To crEATE A 
sEgmEnT 
Consider segmenting jobs using one or more of these characteristics. Note that in 
general these pointers apply to both shop floor and office situations, although the 
specific examples that I give might be specific to one or the other situation. Also, since 
the FTMS analysis could be for a situation dealing with a customer request (such as a 
quote or an order), or for an internal process (like an engineering change), you should 
note that “job” can stand for a product, an order, or other type of work that makes its 
way through your organization.
customers or markets
This is an obvious way to make an FTMS since the resulting cell will be dedicated to a 
customer (or a few customers) or to a market area and provide targeted expertise in 
serving that segment. However, in some cases this is not possible as a given customer 
may require different products with different characteristics, in which case some of the 
other criteria can be used instead of—or in addition to—this one.
statistical characteristics of Jobs 
Analyze jobs by:
• Demand volume
• Order size
 • Pricing
 • Profitability (margins)
 • Current lead times
 • Customer lead time requirements
 • Competition’s lead times
 • Finished-goods inventory levels
degree of customization
Typical categories are:
 • Standard products
 • Standard with special request for price variation (e.g., if a customer is placing 
 a large order) 
 • Modified standard: Standard products with a limited number of customized variations 
 within prespecified parameter limits
 • Configured: Products put together by choosing from prespecified options
 • Engineered: Products with more customization requiring design engineering 
 
complexity of Jobs
Separating jobs with differing degrees of complexity helps to streamline flow for each 
of the categories of jobs. Examples of ways to classify jobs by complexity are:
4 5 
       Supplement to the book, It’s About Time, by R. Suri
 
 
Appendix B • Practical Examples of FTMS Selection
 • Estimated total work content
 • Whether high-quality drawings have already been supplied by the customer
 • Number of new engineering drawings
 • Number of bill-of-material (BOM) changes
 • Number of component parts
Of course you can combine two or more of these criteria to create sharper segments. 
An example from a printing company shows how the first two criteria were combined 
effectively. This company formed a Q-ROC to serve an FTMS consisting of jobs where 
high-quality PDF files were received directly from the customer and the total office 
work for the job was estimated at less than 30 hours. Also, the example in Chapter 4 
of the FTMS for engineering changes uses the preceding ideas. 
features or Physical characteristics 
Segment orders by design features, or most popular options or add-ons. 
Here are some specific examples from different industries:
 • A company making customized shafts created segments based on grade of stainless 
steel; diameter; whether the shaft required machined features such as slots, splines, 
keyways, and face milling; tolerances; and surface finish.
 • A furniture manufacturer combined market segment with features to get an 
FTMS consisting of wood furniture with moving metal parts, and only for hospital 
applications.
 • A company that made formed metal tubing used these criteria to create FTMSs 
in both the office and the shop floor: tube diameter, thickness (gauge), number 
of bends, types of bends, special finishes, end finishes, whether any assembly was 
needed, and packaging type.
• A factory that fabricated a high variety of components for large equipment created 
an FTMS for “large round parts,” which included parts such as rollers, pinions, 
bearing blocks, bushings, retainers, shafts, and gears. This choice of FTMS enabled 
the company to create an effective QRM Cell just for these parts and reduce their 
lead time significantly. 
You can also segment by physical characteristics of the product such as material type, 
thickness or gauge; product size, envelope, weight, and volume; and design tolerances 
and surface finishes.
Job routing
For office processing ask: Which departments does the job currently visit? Are there 
subsets of jobs with different routings and are some of these routings much simpler? 
What are the characteristics of the jobs with the simpler routings and do these help us 
to find an FTMS? For shop floor cells you can use the job routings in the MRP system 
to find segments based on jobs with similar routing sequences. However, since the 
data might be voluminous and overwhelming, there is a way to simplify the task using 
6 7 
       Supplement to the book, It’s About Time, by R. Suri
 
 
Appendix B • Practical Examples of FTMS Selection
intuitive codes, and I will explain this in more detail later. 
supply chain and subcontracting issues 
Consider segmenting by material lead times, component lead times, and whether 
outside operations (such as plating) are needed. For example, if an FTMS has a few 
products that have long-lead-time components compared  with the other products, 
that might ruin the flow of jobs for that FTMS, and those products might belong in a 
separate FTMS that can focus on dealing with those long-lead-time components.
Types of Tasks
Limit the FTMS to a few specialized tasks that it can then perform quickly. A practical 
example of this is the following: A company’s Engineering Department had long lead 
times for processing engineering changes and this often led to holdups or worse, 
parts still being made to obsolete specifications. We identified two types of tasks that 
could be included in an FTMS: requests for simple documentation changes (involving 
minor changes) and requests for component part changes (for components that were 
preapproved and would not require functional testing). A Q-ROC could be formed 
to serve this FTMS and process these requests within a day.
strategic needs of Jobs
Focus the FTMS on a subset of jobs that should be treated differently for strategic 
reasons. Some practical examples are: Quotes where customers need samples in 
addition to the quote, and the potential sale involves a large dollar amount. Instead of 
these quotes and sample production going through the normal processes, you could 
create an FTMS for these jobs.
• Instead of all procurement going through the same purchasing process, separate 
out R&D purchasing and purchasing for sample production— I give you a detailed 
discussion on this issue in Chapter 4, when discussing rapid new-product 
introduction. 
how To orgAnizE ProducT-rouTing dATA To gET insighTs inTo 
fTms formATion 
I mentioned earlier that for shop floor cells you can use the job routings in the MRP 
system to find segments. However, my experience is that this data is not presented 
simply in the MRP system and also does not enable brainstorming. So I suggest the 
following procedure, which I have found to be useful at companies that make a very 
wide variety of products. 
First, cull down the overall set of products using some of the other characteristics 
(such as market segment, demand volume, features, and so on), so that you are working 
with a smaller subset to begin with. For this subset, then code the main operations 
using easy-to-recognize abbreviations. Next you can sort the resulting sequences 
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by volume to pick off some typical FTMSs, and finally you refine these with some 
brainstorming. I will illustrate this set of steps with an example. 
For a company making formed metal tubing, the set of products for a particular market 
segment were coded by the main operations needed, for example: S—Straighten, 
C—Cut, P40—Press (40 ton), P80—Press (80 ton), Ex—Extrude, Ch—Chamfer, T—Turn, 
Th—Threading, Dh—Drill horizontal, Dv—Drill vertical, W—Weld, and so on. Then each 
product was labeled by the sequence of its operations, such as S-C-Ex-T or C-P80-T-Th. 
The set of products was sorted by these sequences, and for all the products with the 
same sequence the demand was added up. Then the sequences with the highest total 
demand were analyzed for the potential of creating cells. Also, note that because QRM 
Cells are very flexible, you can combine multiple (but related) sequences in one cell 
to create an FTMS that has more volume if needed. For instance, if you have a cell for 
products with sequence S-C-Ex-P80-Dv, then products with label S-C-P80 and S-C-Dv 
can also be fabricated in the cell since they use a subset of the resources. In fact, you 
can brainstorm further and realize that products that need a 40-ton press can also be 
done on an 80-ton press, so if needed you can also bring products with sequences like 
S-C-P40-Dv into the S-C-Ex-P80-Dv FTMS if needed. Such an exercise of FTMS creation 
is not only useful for the QRM project, but also brings teams of people together to 
look at the set of processes being used. Often it results in more rationalization of the 
manufacturing or even design processes with benefits to the company that go beyond 
the formation of the QRM Cell.
usE cross -funcTionAL BrAinsTorming And An iTErATivE ProcEss 
To rEfinE ThE fTms
In most cases, you will end up using a combination of the preceding criteria. 
Also, remember that this is an iterative process. As you home in on the FTMS, the 
cross-functional group will come up with ideas to modify existing processes, designs, 
or policies, to sharpen the FTMS choice. The following is an example of brainstorming 
and iterations that occurred at a company making small machined parts. 
This company had several dissatisfied customers and was losing market share because 
of long lead times. Its management homed in on QRM as a way to turn the company 
around. For the first project the QRM Planning Team identified a market segment based 
on a subset of customers and types of products. Within this segment, the team then 
used routings to focus the selection of products for the FTMS. Specifically the team 
picked products that used the following operations: CNC lathe for roughing operations; 
CNC lathe for finish turning; CNC mill; deburring; and finishing operations. For the first 
pass on this FTMS, the team eliminated products with outside operations such as 
heat treat, plating, or threading—all of which went to subcontractors that had long 
lead times. However, upon examining this FTMS and a proposed cell to process these 
products, the team realized that the volume of production would be too low. (Although 
in QRM you strive for spare capacity, if you have very low production volumes, then you 
can’t justify the cell even using the methods presented in Chapter 5.) So then the team 
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went back to brainstorming and came up with several ideas:
• The team realized that many of the products that needed threading could be done 
in the cell if some additional tooling could be purchased for the lathes. (This had not 
been done in the past because of standard cost calculations that showed that it was 
cheaper to outsource this operation.)
• With the purchase of a small oven that could be placed right in the cell, some other 
products could be brought into the cell as well. (Note that Appendix C on the 
enclosed CD has several more pointers to help teams come up with such ideas.) 
The end of the story is that these two ideas along with some other brainstorming 
enabled the team to expand the FTMS to the point that it could justify the investment 
in the QRM Cell for that set of products. Management approved the QRM project 
and the company reduced its lead time for these parts by over 70%, and was soon 
rewarded by additional orders from its major customers.
for furThEr rEAding
See Chapter 12 of Quick Response Manufacturing: A Companywide Approach to Reducing 
Lead Times, by R. Suri (Productivity Press, 1998), for a detailed case study describing 
how a company making cutting tools arrived at an FTMS and formed a Q-ROC around 
it. This reference also describes several tools to help with FTMS selection and Q-ROC 
formation.
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Appendix C
ExAmpLEs of How To THink ouTsidE THE Box wHEn CrEATing QuiCk
rEsponsE mAnufACTuring (Qrm) CELLs
During the process of forming QRM Cells you can be much more creative than simply 
pulling together a few resources and collocating them in one area. Such creativity also 
results in cells that far exceed the prior performance expectations. In this Appendix, I give 
you examples of such thinking to stimulate similar creative thinking in your organization. 
I’ll start by repeating the QRM Cell definition in Chapter 2. As mentioned there, this definition 
is written in a way that enables it to be used not just in manufacturing, but in other areas 
of the organization as well:
A Qrm Cell is a set of dedicated, collocated, multifunctional resources selected so 
that this set can complete a sequence of operations for all jobs belonging to a specified 
FTMS. The set of resources includes a team of cross-trained people that has complete 
ownership of the cell’s operation. The primary goal of a QRM Cell team is reduction 
of the cell’s MCT. The challenge here is that the cell needs to “complete a sequence of 
operations” without the job leaving the cell. In the process of designing cells, teams 
often make one of the following erroneous assumptions: 
• In the case of shop floor operations, if a job visits twelve different machines the team 
assumes that to create a proper QRM Cell they would need to move and dedicate all 
twelve machines to the cell. Not only will all the moving be costly, but if the factory 
has only one machine of a given type and if it is too expensive to duplicate, it may 
not be possible to dedicate it to the cell.
• Similarly, while analyzing office operations for a potential cell, if a job currently goes 
to seven people with differing skills, the team assumes that the Q-ROC would need 
to be staffed with seven people. Instead, you should note the following advice.
rETHink EvEryTHing wiTH THE goAL of minimizing mCT
A QRM Cell is not a mini-copy of your current operation. In designing your QRM Cell, you 
have a rare opportunity to rethink how you process jobs in the FTMS; once the cell is created 
and machines or people are moved, it will be harder to change the processing methods. 
As I described in Chapter 2, in most businesses, operations were designed so as to minimize 
cost; now your goal is to minimize time (as measured by MCT) and it is almost surely 
the case that the original operations do a poor job of minimizing time. So you should step 
back and rethink everything that you currently do for the FTMS jobs and ask the question: 
“If we wanted to minimize MCT for these jobs, how would we process them?” This requires 
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plenty of brainstorming and out-of-the-box thinking by the QRM Planning Team and possibly 
others in the organization. However, when effectively done, the results can be amazing and 
eye-opening for the rest of the organization. In this Appendix, I give you some tips to help 
stimulate productive brainstorming by your teams and I also illustrate the tips with concrete 
examples. The examples are for both shop floor and office operations. Rethink Design and 
Material Choices Does the design involve purchased materials with long supplier lead times, 
or in-house operations that can’t be brought into the cell? Consider alternative designs or 
material choices. Here are some examples: 
 • Castings have long lead times but are used because they are generally less expensive 
when you are making large batches. However, if you are making products in small 
quantities, consider using bar stock or other metal stock or weldments, and 
machining the parts from scratch. 
 • Do parts need to go for heat treatment or painting in the middle of the routing 
sequence? Ask your engineering department to look into the use of pre-heat-treated 
stock or prepainted blanks. 
 • Similarly, if parts need to go out of the cell for plating, ask your engineers if they can 
switch the design to use stainless steel or another alloy that doesn’t need plating.
BE rEAdy And Arm Ed To CHALLEngE
ExisTing CosT Tr AdE-offs
These suggestions bring up an important point that applies throughout this process of 
designing QRM Cells. You should be ready to battle conventional decisions that were made 
to (supposedly) minimize cost. You will need to use many of the arguments throughout this 
book to support your alternative suggestions—do your homework ahead of time and be 
ready for the meetings where these suggestions will be challenged!
rETHink THE sEQuEnCE in wHiCH opErATions ArE pErformEd
This is often made possible by the fact that QRM Cells are designed around an FTMS. 
In the order acceptance process at a company, jobs went to three types of “experts” who 
would check different aspects of the order, and only after that could the order go to Planning, 
Materials, and other departments to be accepted and assigned a ship date. There was only 
one of each type of expert at the company and they were all very busy, invariably leading 
to delays. Also they could not be dedicated to any one cell. When a particular Q-ROC was 
being designed to combine some of the office processes into a cell, the QRM Planning Team 
found that because the characteristics of the FTMS jobs were similar and known ahead of 
time, a fairly comprehensive checklist could be compiled for the salesperson to use directly 
with the customer. With the information obtained in advance through this checklist, there 
was no longer a need for the three experts, and the Q-ROC could perform the remaining 
tasks and accept the order in under a day.  
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Note that the manufacturing examples involving use of pre-heat-treated stock or prepainted 
blanks are also instances of this principle. Essentially you have moved the operation to the 
beginning of the sequence instead of in the middle of the routing. 
ExpLoiT Cross-TrAining To ELiminATE sTEps
You should exploit the characteristics of the FTMS, which makes it easier to cross-train 
people since they are dealing with limited variations in jobs and tasks. 
Here are two examples: 
• Let’s say that today a job goes from Inside Sales to Design Engineering and then to 
Cost Estimating and then on to other operations. If the FTMS involves a limited set 
of variations to a base design, perhaps the salesperson could be cross-trained to 
make those changes on the CAD system and use a simple table-driven approach to 
estimate the cost. 
 • Interpreted broadly, this concept of cross-training can also be used for machines! 
Do parts get moved from one machine to another less expensive “cost center” 
for cost considerations? For example, a part might be moved off an expensive CNC 
machine to a manual machine to complete some operations—this appears to be cheaper 
using standard cost calculations. Look into whether the part can be completed on the 
CNC machine (can the CNC machine be “cross-trained” to do this operation through an 
appropriate NC program?).
find A smALLEr-sCALE pr oCEss impLEmEnTATion
Can you rethink design, materials, process technology, or type of machine in order use a 
small-scale process that can be placed in the cell? 
Here are examples: 
 • Heat treating is typically done in large furnaces in one area of a factory. 
However, today you can also buy small programmable ovens that can run a variety 
of heat treat cycles—they are as small as a household refrigerator and can be placed 
right in a cell. 
 • Parts are often painted in a large automated paint line. Not only do they travel 
across the factory to go to this line, but because of color sequencing on the line they 
might have to wait days for their turn. Ask whether the FTMS parts can be painted by 
an operator with a spray gun in a paint booth right in the cell, and if the quality of this 
operation would be acceptable. Note that you may need to explore the use of alternative 
paints for this to be possible, but get your engineers to brainstorm with you on this.
Note that in both the preceding examples, you will most likely need to battle conventional 
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Appendix C • How to Think Outside the Box When Creating QRM Cells
notions of efficiency, since traditional experts will claim that the central heat treatment or 
the large automated paint line are more efficient. As always, you will need to counter these 
claims with arguments based on the value of the resulting MCT reduction.
QuEsTion THE nEEd for THE opErATion
This is not as ridiculous as it sounds! Over time, organizations add layer upon layer of checks, 
inspections, and additional processes because of problems that might have occurred in 
the past, and no one person has the task of reviewing all these operations to see whether 
they are still needed. In one situation a machined product went through two heat treat 
operations during its routing, the first of which had to be done in a very large facility for 
technology reasons. When I questioned the need for both the operations, the Engineering 
Department reviewed the process parameters, did a few tests, and agreed that the first heat 
treat operation could be eliminated and the second heat treat operation would suffice. The 
best part of this was that the second operation could be performed in a small oven that 
could be placed right in the cell.
if THE opErATion CAn’T BE BrougHT inTo THE CELL, usE TimE-sLiCing AT 
THE sHArEd rEsourCE
This solution can be used for shop floor machines, office resources, and even subcontractors. 
Suppose a job needs to go to a large or expensive resource such as a paint line, plating 
line, heat treat facility, or very large milling machine. Let’s say that after considering all the 
previous ideas the QRM Planning Team still can’t find a way to modify the operation or bring 
the resource into the cell without incurring unreasonably high costs. Then you can still use 
a QRM technique called time-slicing to preserve most of the key principles of QRM. I’ll use 
examples to illustrate how it works for several different situations.
shop floor Example
Let’s say a job needs to leave a QRM Cell part of the way through its processing and go to a 
heat treat oven, after which it returns to the cell for the remainder of its operations. Suppose 
for technological reasons the oven cannot be downsized and placed in the cell. This oven is 
used by many other jobs, and there are often hot jobs and schedule changes, so jobs going 
to the oven don’t have a short or even predictable lead time. The cell team effectively loses 
ownership of a job when it goes to the heat treat area, and then it can’t be held responsible 
for meeting its MCT target. Here’s how time-slicing works for such a situation. You divide 
the weekly schedule of the shared resource into slices and assign these slices to various 
cell teams—you can also leave some slices for “non-cell” jobs if you have some jobs that 
don’t go through cells. Figure C.1 shows an example of time-slicing for a shared oven. The 
eight-hour slices correspond to a typical heat treat cycle including loading and unloading 
time. Some slices are assigned to cells and the remaining slices are unassigned and are for 
“other” jobs. Let’s say Cell A operates only during first shift. You can see that Cell A gets a 
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heat treat cycle twice a week, during second shift on Tuesday and Thursday. This means that 
the cell team can plan its work accordingly. If it completes the initial operations and delivers 
jobs to the oven by the end of first shift on Tuesday, those parts will be run in the oven on 
second shift and be back in Cell A by Wednesday morning. Thus you can see two benefits 
of this procedure. The first and obvious one is the fast and predictable turnaround of jobs 
by the shared resource. The second, less obvious benefit is that you have now given some 
ownership back to the team in the sense that the team now “owns” that time slice and can 
use it to plan its work.
Monday Tuesday Wednesday Thursday Friday
1st Shift Cell B Cell B Cell B
2nd Shift Cell A Cell A
3rd Shift Cell C Cell D
Figure C.1
Illustration of time-slicing for a shared resource.
office Example
In order to respond quickly to customer requests for quotes (RFQs) you are attempting to 
organize your estimating and quoting processes into three Q-ROCs, each serving a particular 
FTMS. One major obstacle to this effort is that each of the Q-ROCs occasionally has to do 
a quote for a part that would require sophisticated hard-tooling to be built. This requires an 
evaluation by a tooling expert, but there is only one such person in the company. How can 
you dedicate one person to three Q-ROCs? Again the answer is time-slicing. Depending on 
the frequency of these quotes that need special tooling, you block out slices of time in the 
tooling expert’s schedule and assign these slices to each Q-ROC. The expert most likely has 
other jobs to do as well, such as shop floor projects or longer-term product development, 
and those can be done in the remaining periods of time. You might argue that the time-
slicing solution is not required—why couldn’t the teams just call this person whenever they 
needed input? The answer is the same as before: predictability and ownership. Since there 
is only one expert in the company, this individual is likely to be busy and pulled in many 
directions, and teams might struggle to get time when needed, or feel they were imposing 
on the person if a quote was needed quickly. With time-slicing, it is clear that the particular 
slice of time belongs to the team, it is not “imposing” on the expert, and also the team can 
plan around when the expert will be available.
subcontracting Example
A company based in Milwaukee, Wisconsin, sent some of its sheet metal parts to a 
subcontractor for painting. Even though the subcontractor was only 2 hours away by truck, 
the typical turnaround for these parts was 11 days. The reason was that this company’s parts 
had to queue behind other customers’ parts and also wait for the right paint color to come 
up on the paint line. As part of its QRM efforts, the company got its purchasing staff to 
renegotiate its contract with the subcontractor. The two parties agreed that the company 
would get time slices on the paint line for two mornings each week. This way the company 
could load its parts onto a truck the previous evening and they would be back by the next 
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afternoon. Note that the key here is to replace a conventional “piece price” contract by a 
“fixed time” contract. Even though there may be instances where you do not use your time 
slice, in return for the occasional cost that you might incur for this you will have taken out 
big chunks of your MCT with correspondingly large overall benefits.
Example for prototype parts
You can also use time-slicing in a different way—not for a shared resource but rather for 
different classes of jobs; now the slices are based on the class of job. For instance, R&D 
departments often complain that they can’t get prototypes made on time because hot jobs 
on the shop floor always get priority; these hot jobs are being shipped to paying customers 
and so the prototype job that is just for in-house use gets pushed aside. Let’s say the 
prototypes need to go through a QRM Cell for various machining operations. You can time-
slice the schedule for the whole cell, and assign some slices to R&D. For instance they could 
get the whole of the second-shift operation every Wednesday and Friday.
usE A ComB inATion of sTrATEgiEs
for mAximum EffECT
The ideas in this Appendix are not exclusive of each other; in many cases you can use two 
or more of them to get an even better solution. By changing the material, the design, and 
the process technology, you might find a smaller-scale process that can be done in the cell, 
and so on. This is where it really helps for the QRM Planning Team to include people from 
several different functional areas so there is a greater chance that this type of brainstorming 
exercise will be productive.
if no workABLE sTrATEgy CAn BE found, ConsidEr spLiTTing THE CELL 
in Two
Suppose a job requires five operations in a cell, then goes to a shared resource, and then 
needs four more operations in the cell. You could split the “before” and “after” operations 
into different cells. This is not an ideal solution, but it is still better than a cell whose flow 
is disrupted. At least each of these cells now has complete ownership of the flow within 
their cell. Also, you can use POLCA to manage the flow between the cells and the shared 
resource.
for furTHEr rEAding
Chapter 6 of Quick Response Manufacturing: A Companywide Approach to Reducing Lead Times, 
by R. Suri (Productivity Press, 1998), gives you more examples to help with brainstorming for 
cells. That chapter also contains more detailed instructions on how to decide the magnitude 
and frequency of time slices at a shared resource.  
Production Organization Homework 
 
1. Read section 1 and 2.  A company like Grand Rapids Chair limits its product offerings to a large 
but well defined set of combinations.  How might this limitation help them take advantage of low 
mix, high volume production ideas?   
 
2. Read section 3 and then answer the following questions.  
a. Describe how the contributions of Ford built on the contributions of Olds in creating the 
assembly line for mass production.  Consider how work was organized and how workers were 
assigned tasks.   
b. Describe how assembly lines support high volume, low mix production. 
c. Describe how assembly lines can be adapted to support some customization of production. 
d. How does routing in a job shop differ from routing on a flow line?   
e. What are the benefits of the routing used by job shops over the routings used by flow lines? 
Consider that a job shop can be viewed as a set of intertwined flow lines. 
 
3. Read section 4 and address the following.  
a. Discuss the advantages of a work cell organization versus a job shop or an assembly line. 
b. Briefly differentiate between work cells designed using lean and work cells designed using 
QRM. 
c. Describe how a flexible manufacturing cell incorporates aspects of both lean cells and QRM 
cells. 
d. Why is a mixed cell like the steel cell at Grand Rapids Chair necessary? 
 
4. Use DCA to form possible cells based on the following part/machine matrix.  What parts are 
assigned to which cell?  Which machines are needed in each cell? 
 
Part/Machine 1 2 3 4 5 6 7 
A 
 
X 
 
X X X 
 
B X 
 
X 
    
C X 
 
X 
   
X 
D 
 
X 
 
X 
 
X 
 
E X 
   
X 
 
X 
 
  
 
5. Multiple possibilities for production organization are discussed in the reading.  Complete the 
following table to show which of these are designed primarily to support high mix, low volume 
production. 
 
Production Organization Strategy Supports High Mix – Low Volume Production 
(Yes or No) 
Flow line / assembly line  
 
Job shop  
 
Work cell – Lean design  
 
Work cell – QRM design  
 
Flexible Manufacturing Systems (FMS)  
 
 
 
6. Briefly discuss the following.  Are mixed cells likely more common than pure lean, QRM, or FMS 
cells?  Is each production systems so unique that ideas from multiple production strategies must 
be applied to design the cells?  Use examples from your own work experience, if you can. 
Learning Module 
Lean – QRM – Production Organization Case Problem 
August 2019 
Pre-requisite -- None 
Expected Time Requirement – 8 - 10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Demonstrate the joint application of lean – QRM – and production organization ideas 
2. Explain the importance of validation of a production organization design 
3. Explain how dysfunctional cost allocation can negatively impact acceptance of a new design 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note --  All items in the folder are required unless otherwise noted. 
 
1. Reading – Wright, D. and C. R. Standridge. 2016. A Case Study of Lead Time Reduction by 
Transformation to Cellular Production, IOSR Journal of Engineering, 6(2).  
http://www.iosrjen.org/Papers/vol6_issue2%20(part-1)/H06215358.pdf.   
 
2. Watching -- None 
 
3. Writing – Case Problem Assignment 
 
4. Discussing -- None 
 
5. Reviewing -- None 
 
6. Assessing – None   
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A Case Study of Lead Time Reduction by Transformation to Cellular 
Production 
 
Derek Wright
1
, Charles R. Standridge
2
 
1
(Flexco Inc.,) 
2
(Grand Valley State University, Seymour and Esther Padnos College of Engineering and Computing) 
 
Abstract:- A case study of the transformation of a job shop production orientation to a cellular production 
orientation for a family of pole-mounted conveyor belt cleaning products is described.  Quick response 
manufacturing ideas drive the transformation primarily by minimizing customer lead time as opposed to 
efficiency and high utilization of equipment.  The case study shows that the corporate target lead time of one 
day can be met by the cellular approach.  In addition to the elimination of finished goods inventory, several 
benefits of the cellular approach were identified including minimizing the use of material handling equipment, 
record keeping, and worker retraining as well as increasing production agility in response to large orders. 
 
Keywords: -Quick Response Manufacturing, Cellular Manufacturing, Job Shop Conversion 
 
I. INTRODUCTION 
Flexcois a 108 year-old company that designs, manufactures, and sells products to improve belt conveyor 
productivity.  Flexco offers a wide variety of products from small metal hooks that splice thin belts together to 
large steel assemblies that can clean belts used in underground mines.  These “heavy-duty” Belt Conveyor 
Products (BCP) fall into the “high-mix low-volume” (HMLV) classification: many products each with low 
annual demand.Quick Response Manufacturing (QRM) principles[1] align well with the production of such a 
product mix. One of the most popular BCP’s is the family of EZP-1 Rockline® pole pre-cleaners, which are 
installed on the head pulleys of large conveyor-belt systems to scrape off material that sticks to the belt surface.   
 A study of the transformation of the production of the EZP-1 family from a job shop orientation with 
metrics emphasizing efficiency and high utilization of equipment to a cellular orientation with metrics 
emphasizing minimal lead time is described.  QRM principles are the foundation for the transformation.  A 
critical component of planning such a transformation is identifying a “focus target market segment” (FTMS). A 
Target Market Segment can be any set of customers, internal or external, where there is a clear opportunity for 
benefit through lead time reduction. Once identified, this large-scope opportunity needs to be refined and 
focused to a specific group of customers and products with shared characteristics, processes, and other 
production properties to arrive at an FTMS.  
The EZP-1 product line is comprised of ten cleaners that share common materials and manufacturing process 
steps.They differ from each other only by length. Currently, the manufacturing of the components for the EZP-1 
cleaner is performed at various work centers of the machine shop department at Flexco in Grand Rapids using a 
job shop approach and mingled with the production of other products.  This combination of same materials, 
solid sales volumes, and un-complicated construction conform the EZP-1 product line to the definition of an 
FTMS. 
 Flexcotargets a 1-day lead time on standard size EZP-1 pole cleaners which is a competitive advantage 
over other manufacturers.  However, this perceived 1-day lead time is accomplished by holding large 
inventories and building to forecast due to the current job shop production environment.  The Flexco assembly 
department fills each day’s orders by picking components from inventory, assembling them, and boxing them 
for shipment as finished products.  This system works satisfactorily as long as the number of orders each day 
does not exceed the existing inventory of any single component. The lack of reliable sales forecasting tools and 
huge variability in customer order quantities further complicates the process of maintaining appropriate 
component inventory levels. Variability in the products ordered by customers also causes constant shuffling of 
manufacturing priorities which in-turn compounds the problem by delaying the production of planned items.  It 
is easy to see this vicious cycle has no end and will continue for as long as the job shop approachis used to 
produce HMLV products    
 A successful transformation to cellular production based on QRM principles could result in inventory 
reduction or elimination, reduction in floor space required for inventory, and production flexibility including 
expanded product offerings in special sizes with the same MCT among other possible benefits.  These 
improvements in turn would improve profits on the EZP-1 product as well as an increase in sales from shorter 
lead times on custom versions.   
 Much of the work done to manufacture Flexco’s other heavy duty BCPs are done using similar 
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processes.Thus,the transformation form job shop production to cellular production serves as a demonstration 
and test case of how this approach canhave a larger scale impact throughout Flexco. 
 
II. BACKGROUND 
 Cellular manufacturing is an alternative production organization to a job shop which provides the 
operational benefits of a serial line [2, 3].  Each cell performs all of the processing needed on one, or at most a 
few, similar items in this case the EZP-1 poles.  Each pole is processed through the same sequence of machines 
and manual operations.  The cellular manufacturing approach eliminates, or at least reduces, the need for setups, 
since only one part or a small number of similar parts are processed in a particular cell. 
 Rubich and Watson [4] give some advantages of cellular manufacturing approach versus the job shop 
approach: 
• Improved communication and teamwork – operators are close enough to talk and help each other if 
necessary. 
• An understanding of the entire manufacturing process from raw material to finished product 
• An opportunity to meet and discuss issues with customers if any customer concerns develop 
• An environment where cell operators have a greater sense of control in how their cell is run 
• Responsibility and ownership for producing high quality products on time 
• Higher job satisfaction through increased job responsibility and variety 
 
 Another goal of cellular manufacturing is to minimize the work-in-process inventory.  This is 
accomplished using the principle of one piece flow [5] that seeks to move individual parts through a work cell as 
quickly as possible.  A worker seeks to keep one piece or part moving through the entire cell.  This is 
demonstrated in the prototype cell described in this study.  This is the opposite approach to processing multiple 
parts (a batch) at one workstation and then moving the entire batch to the next workstation for processing as is 
currently done.  In other words, one piece flow uses a batch size of one. 
 
III. METHODS 
 The goal of this study is to demonstrate the increased effectiveness of producing the EZP-1 in a work 
cell designed using QRM principals versus the current job shop approach.  The first step requires identifying the 
manufacturing critical path and computing the time required by one unit of product to traverse this path that is 
the manufacturing critical path time (MCT).  Suri [1] defines manufacturing critical-path time as “the typical 
amount of calendar time from when a customer creates an order, through the critical path, until the first piece of 
that order is delivered to the customer”. 
 The second step is identifying the equipment needed to perform the manufacturing processing steps 
necessary to construct an EZP-1 pole cleaner.  Finally, the effectiveness of the cellular production strategy is 
demonstrated by constructing demonstration units of the EZP-1 pole cleaner. 
In addition to the MCT, utilization of equipment in the cell is of interest.  The utilization is computed using 
equation 1. 
 
𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  
𝑇𝑖𝑚𝑒  𝑡𝑜  𝐹𝑖𝑙𝑙  𝑂𝑟𝑑𝑒𝑟𝑠 +𝐶ℎ𝑎𝑛𝑔𝑒𝑜𝑣𝑒𝑟  𝑇𝑖𝑚𝑒 +𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒  𝑇𝑖𝑚𝑒
𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟  𝑊𝑜𝑟𝑘𝑖𝑛𝑔  𝑇𝑖𝑚𝑒
     (1) 
 
IV. RESULTS 
Fig. 1 lays out the process from order placement to delivery for an EZP-1 pole cleaner which is needed to 
determine the MCT.  Table 1summarizes the MCT for the EZP-1 pole cleaner from order to delivery. The MCT 
of 36 days includes significant delays in processing, waits in inventory, and standard lead times from suppliers.  
 
The basic steps to manufacture an EZP-1 assembly are: 
1. Cut Pole to length from full bar 
2. Deburr cut ends of pole 
3. Punch holes at both ends of pole (4 total) 
4. Shear pole plate to length from full bar 
5. Punch hole set on both ends of plate 
6. Weld Pole Plate onto pole 
7. Powder coat weldment 
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Figure 1: Process for filling EZP-1 customer orders 
Table 1: CurrentMCT for EZP-1 customer orders 
 
 
 These steps can be completed in a work cell and some using the same equipment. The equipment that is 
needed to process these parts includes a band saw, pole de-burring machine, ironworker/pole punch, and welder.  
Fig.2shows the equipment and flow within the cell.  Once the processing steps and equipment were identified, 
cycle times could be estimated based on similar equipment in use at Flexco.   
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Figure 2:QRM cell layout for EZP-1 weldments. 
 The next step was to run a physical simulation of the production cellto confirm the estimated cycle 
times and resulting utilization.  This step provides validation under production conditions as required by 
management before pursuing implementation. Flexco is a vertically integrated manufacturer which made the 
physical simulation possible.  There is a vertical band saw used to cut the pipe sections. The cutting department 
has a pole de-burring machine with the correct tooling to deburr the EZP-1 pipe edges. The fabrication 
department contains an Ironworker multi-function press that is capable of a multitude of processes including 
shearing flat stock, punching holes in flat stock, and punching holes in pipe with additional tooling. The welding 
department has all the necessary fixtures, tools, and equipment to properly weld the pipe and bar together to 
complete the EZP-1 pole assembly.   
 The complete welded EZP-1 poles were loaded onto a skid and staged to be sent to Flexco’s outside 
vendor to be powder coated.  Upon return, the fit and finish of the parts was verified by completely assembling 
them.  A total of 4 assemblies were produced to demonstrate the cellular manufacturing concept. 
An important goal was to determine if a cell staffed with one-person could meet demand during high volume 
periods.  Annual sales data was collected and analyzed to find maximum demand requirements per year over the 
time period of 2008-2014. The actual maximum volume shown is a standardized quantity of 1000.  The actual 
volume is confidential.  
 These maximum volumes were multiplied by the estimated processing time per part to find the 
resulting annual production hours required. The production hours were divided by 250 working days to find the 
average number of processing hours required per day to meet the maximum annual demand.  It is also important 
to account for additional planned machine occupied time on the QRM cell equipment. This time was estimated 
at 1.5 hours per day to account for tooling changeovers required to run different operations on the same piece of 
equipment as well as the daily preventative maintenance procedures often performed by machine operators at 
Flexco.  
Table 2 shows the utilization calculation. The estimated processing times and the processing times observed 
during the physical simulation are compared. The changeover and maintenance time has been standardized as 
was the annual volume such that the utilization is correct. 
  
A Case Study of Lead Time Reduction by Transformation to Cellular Production 
International organization of Scientific Research                                               57 | P a g e  
Table 2:Utilization Computations 
   
Estimated 
Physical 
Simulation 
A Total Processing Time (minutes) 54.67 44.44 
B Total Processing Time (hours) = A / 60 0.91 0.74 
C Standardized Maximum Volume (2008-2014) 1000 1000 
D Annual Processing Time (hours) = B * C 911 741 
E Processing Time per Day (250 days per year) (hours) = D / 250 3.64 2.96 
F Standardized Daily Changeover and Maintenance Time (hours) 1.50 1.50 
G Daily working hours  6.75 6.75 
H Utilization = (E + F) / G 76% 66% 
 
V. CONCLUSION 
 The physical simulation confirmed that the cell-based production approach developed using QRM 
thinking was applicable to the Flexco EZP-1 product line.  With a test processing time under 45 minutes as 
shown in Table 2, a cell operator would need approximately 4.5 hours a day to keep up with maximum annual 
production volumes, 2.25 hours less than the work day.  A single worker was able to produce four sellable 
assemblies from start to finish in six steps. 
Several additional benefits were observed.  First, every part except for the 21’ pipe bar was able to be 
transported and positioned without cranes, forklifts, or lift-assists.  This is an improvement over the current 
bulk-processing method that requires the use of large, slow, lifting equipment that is shared among several 
departments and adds to the MCT.  
 Second, worker time was not diverted from productive manufacturing to record transactions or count 
inventory that is required when individual components are produced in bulk and stored as in the current job shop 
approach. With the cellular approach the only transactions that need to be made are at the beginning when raw 
material is pulled from inventory and at the end when weldments are finished and sent off for powder coating. 
Third, MCT is reduced since there is no wait time for any other products to be manufacturedsince equipment is 
dedicated to the EZP-1 product line. Such ample capacity is the opposite of the batch-processing equipment that 
is often scheduled over-capacity and subject to constantly-changing order priorities.  
Fourth, workers engaged in batch processing often require retraining when producing a particular part 
infrequently, such as once a month.  Thus, MCT increases.  However, a cell operator knows their FTMS product 
line well and such retraining is avoided.  
Fifth, all of the parts were started and finished and shipped out the same day that is product is made to order. 
There was no WIP inventory to take up room on storage shelves and consequently no money is tied up in 
inventory. This is a drastic improvement over the current batch-processing method that totals close to $20,000-
per-day of WIP and finished-goods inventory.  
 Sixth, a cell operator develops a sense of pride by making a product from start to finish versus 
producing a batch of individual components and never seeing a completed assembly. 
Seventh and most importantly, the MCT it takes for the EZP-1 to go from order to delivery is reduced by 7 days, 
a 20% improvement in customer responsiveness just by focusing on the physical manufacturing (or “touch 
time”) of the product. Realistically the MCT for the EZP-1 could be reduced to one day total, not including 
shipping, by implementing changes like: in-house powder coating, same-day order entry and communication to 
the production cell, more frequent raw material deliveries, and building to-order instead of to-forecast. This 
would allow Flexco to rapidly respond to any size customer order at any time free from the drawbacks of batch-
processing and inventory.   
 The actual average processing time for the test parts was 44.4 minutes and results in a utilization of 
66% as shown in Table 2.  This utilization may be less than ideal for a dedicated cell, but Flexco has many other 
product offerings with similar components and features to the EZP-1.  It would be very feasible to expand this 
cell and FTMS to other products and still comfortably meet annual production requirements with utilization less 
than 85%. 
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Lean – QRM – Production Organization Case Study  
 
Read the paper by Wright and Standridge.  Note how both QRM and lean ideas were used in the 
transformation from a job shop organization to a cell organization. 
 
Wright, D. and C. R. Standridge. 2016. A Case Study of Lead Time Reduction by Transformation to Cellular 
Production, IOSR Journal of Engineering, 6(2).  
http://www.iosrjen.org/Papers/vol6_issue2%20(part-1)/H06215358.pdf.  
 
Write a paper, no longer than four pages, with the following outline. 
 
1. Summarize the transformation described by Wright and Standridge in your own words. 
 
2. There are seven waste categories identified in lean thinking.   
a. Discuss how (if) each of these was demonstrated in the job shop production organization.   
b. Discuss how (if) each of these were lessened or eliminated by the transformation to cellular 
production. 
 
3. Describe how the transformation was driven by QRM thinking.  
 
4. The perceived MCT for the job shop production strategy mistakenly was considered to be one 
day.  The components of the true MCT for the job shop strategy are shown in Table 1.  Which of 
these can be eliminated by the cellular organization and why? 
 
5. Describe how cost allocation dysfunction could make management hesitant to use the new cell 
for all production for the selected FTMS.  Defend the use of the cell using cost reduction and 
improved flow of cash arguments. 
 
6. Describe how the proposed cellular organization better creates flow than the current job shop 
organization at Flexco.   
 
7. Discussion how utilization could be a good measure of performance for this work cell and how it 
could be a bad measure of performance when used at Flexco. 
 
8. Why is validation important for the job shop to cellular organization transition?  Comment on the 
validation evidence in Table 2.  
 
9. Write a conclusion that discusses how the cellular organization reduces overhead expenditures 
as well as how the cellular organization better matches production to demand. 
 
 
 
Learning Module 
Facility Layout 
December 2017 
Pre-requisite: None 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Determine the layout of a facility 
2. Compute performance measures of a facility layout 
3. Apply department location constraints in creating a facility layout 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  
a. Read the supplied document discussing Facility Layout which refers to an associated 
spreadsheet where performance measure computations are illustrated. 
b. Read the industrial facility layout example. 
 
2. Watching:  
a. Required video – SLP example:  https://www.youtube.com/watch?v=nfJGtDLZVW4 
b. Optional video -- an in depth presentation on Systematic Layout Planning: 
https://www.youtube.com/watch?v=9xlA--aZoSM 
 
3. Writing – Provide answers to each question in the homework assignment. 
 
4. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Which is more effective, the VIP-PLANOPT computer based approach or the Simplified 
SLP manual approach? 
b. Consider one place at which you have worked.  How is facility layout accomplished?  
Would using Simplified SLP improve this process? 
c. Review the web site for Richard Muther and Associates (http://hpcinc.com/welcome-
rma/).  What additional information beyond what was covered in the reading and 
watching seems important to you? 
 
5. Reviewing -- Read the following document for a summary of SLP ideas with examples:  
 
http://hpcinc.com/wp-content/uploads/2014/06/RMA-1146-SLP-Overview-Mfg.pdf 
 
6. Assessing -- Take the quiz.   
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Facility Layout1 
1. Introduction 
 
A production department is characterized by a set of workstations that co-operate in some way to produce 
a particular result such as a part, a product, or required service.   Often multiple departments are located 
within a single large building.  Parts and products may flow between departments.   
 
Thus, facilities layout has to do with how to locate a set of departments within a given space. Layouts for 
manufacturing facilities, distribution centers, offices, laboratories, and other facilities share objectives 
even though their processes are quite different. These objectives include (Muther and Hales 2015): 
1. Empowering the manufacturing process 
2. Minimizing material handling, especially travel distance and time 
3. Maintaining flexibility of arrangement and operation as needs change 
4. Promoting constant movement of work-in-process (WIP) 
5. Holding down investment in equipment 
6. Making economical use of floor space 
7. Promoting effective utilization of labor 
8. Providing for employees’ safety, comfort and convenience 
 
One of the seven wastes identified by lean is unnecessary movement.  Thus, taking into account the flow 
of items between the departments as well as the physical constraints of the facility must be done.  Physical 
constraints are items such as building structural supports, power source locations, access to ventilation, 
and load/unloading docks on the building perimeter. 
 
In addition, it is important to coordinate the facility plan with the plans of other organizational units during 
layout development. Product, manufacturing, marketing, distribution, management, and human resource 
plans are affected by the chosen facilities layout.  
 
Decisions concerning material handling within the facility can have a significant impact on the 
effectiveness of the layout plan.  Examples of some of these decisions are as follows (Tompkins, White, 
Bozer, and Tanchoco 2010): 
1. Centralized versus decentralized storage of WIP, tooling, and supplies 
2. Fixed-path versus variable-path material movement 
3. The handling unit, or unit load, that is moved 
4. The degree of automation used in handling and movement 
5. The type of inventory, physical, and computer control used for materials 
 
These considerations affect the space, equipment, and personal requirements of the facility, as well as 
the degree of proximity required between departments. Therefore, it is important that the layout plan 
and material handling system for a facility be designed simultaneously.  
 
  
                                                          
1 Erynne M. Ligeski made significant contributions to the development of this learning module. 
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Layout procedures can be classified into two main types:  
• Construction, which involves developing a layout for a new facility from a green field. 
• Improvement, which means developing an improved layout for an existing facility. 
 
Experience has shown that most facility layout work is of the latter type.  The same experience has shown 
that most layout work is done on an ad hoc basis such as “design by discussion.”  A systematic way of 
accomplishing facility layout is needed and presented below.   
 
2 Facility Layout Objectives and Measures 
 
The layout of a facility serves to establish the physical relationships between production and other 
activities that must be conducted there.  Every layout rests on three fundamentals (Muther and Hales 
2015): 
1. Relationships – the relative degree of closeness desired or required among things 
2. Space – the amount, kind, and shape or configuration of the things being laid out 
3. Adjustment – the arrangement of things into a realistic best fit 
 
Several measures of how well the fundamentals are addressed should be considered.  The first is 
minimizing the total distance moved by parts between departments.  This can be expressed as shown in 
equation (1). 
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where m = the number of departments, 
fij =  flow from department i to department j (number of loads per unit time) 
dij = distance from department i to department j  
 
The variable fij accounts for the flow volume and the variable dij accounts for the distance to be moved.  
Minimizing the product of fij and dij for each pair of departments implies that departments between which 
there is much movement need to be closer together. 
 
A simpler objective is to maximize the flow volume between adjacent departments as stated in equation 
2.   
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where m = the number of departments, 
fij =  flow from department i to department j (number of loads per unit time) 
xij = 1 if departments i and j are adjacent, and 0 otherwise 
 
This forces the departments with the largest flow volumes between them to be next to each other.  The 
weakness of this objective function is that it disregards the distance between non-adjacent departments.  
Thus, it is possible to construct alternative layouts with identical adjacency scores, but vastly different 
part flow travel distances. 
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Equation 2 leads to the definition of a metric for evaluating the effectiveness of any proposed layout, 
expressed in equation 3. 
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where m = the number of departments, 
fij =  flow from department i to department j (number of loads per unit time) 
xij = 1 if departments i and j are adjacent, and 0 otherwise 
 
The metric z is the percent of the flow that is between adjacent departments.  The more flow between 
adjacent departments the better as this indicates that the total distance that products are moved tends 
toward a minimum. 
 
Another important measure of the effectiveness of a layout is the area it consumes.  This is determined 
by the area of the smallest rectangle that encloses all of the departments in the layout.  The smaller the 
area the better. 
 
Suppose that data concerning flow between departments is not available or is not precise.  An alternative 
is to use a rating scale such as seen in Table 1.  
 
Table 1:  Flow Rating Scale 
Flow Intensity Symbol Numeric Score 
Abnormally High A 16 
Especially High E 8 
Important I 4 
Ordinary O 1 
Unimportant (negligible) U 0 
 
The numeric score can be used in equations 1, 2, and 3, replacing the flow (fij). 
 
Often, other information besides flow needs to be taken into account when creating a facility layout.  The 
idea of a rating system can be expanded to include this information.  Typical reasons supporting 
relationship ratings beyond flow include the following: 
1. Need for personal contact 
2. Use of the same equipment 
3. Share common records 
4. Share personnel 
5. Supervision or control 
6. Frequency of contact 
7. Urgency of service 
8. Cost of utility distribution 
9. Use same utilities 
10. Degree of communicative or paperwork contact 
11. Specific management desires or personal convenience 
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This leads to the rating systems shown in Table 2, which a modified form of the rating system shown in 
Table 1. 
 
Table 2:  General Nearness Rating Scale 
Nearness requirement Symbol Numeric Score 
Absolutely Necessary A 16 
Especially Important E 8 
Important I 4 
Ordinary O 1 
Unimportant (negligible) U 0 
Undesirable X -80 
 
3. Data and Its Organization 
 
In this section, the data needed to perform facility layout is described, organized, and illustrated.  First, 
the flow between departments represented in the preceding section by fij, is often captured in a “from-
to” chart illustrated in Table 3. 
Table 3: From-To Chart Illustration 
Department A B C D 
A 0 250 25 240 
B 125 0 400 335 
C 100 0 0 225 
D 125 285 175 0 
 
The rows represent the “from” department and the columns represent the “to” department.  In Table 3, 
the flow from department A to department B per unit time is 250 and the flow from department B to 
department A is 125. 
 
The sum: fij + fji yields the total flow between two departments.  To illustrate the total flow values in Table 
3 are shown in Table 4. 
 
Table 4: Total Flow Illustration 
Department Pair fij fji Sum 
A-B 250 125 375 
A-C 25 100 125 
A-D 240 125 365 
B-C 400 0 400 
B-D 335 285 620 
C-D 225 175 400 
 
Based on the values in Table 4, it can be concluded that departments B and D have the highest priority for 
being close together (rating A). In addition, departments A and B, A and D, B and C, and C and D have near 
equal priority for being close together(rating E). Finally, departments A-C (rating O) have the lowest 
priority for being close together.   
 
Rating information, whether derived using Table 1 or Table 2, is shown in a relationship chart.  An example 
relationship chart for the data in Table 4 is shown in Figure 1. 
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Figure 1: Activity Relationship Chart Illustration 
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In this illustration, the ratings based on flow only have been modified to consider other factors.  The rating 
from B-C has been raised to absolutely necessary due to operation sequencing requirements.  The rating 
from C-D has been lowered as the operation time at D is small relative to C so that smooth flow, while 
desirable, is not an absolute requirement. 
 
Finally, an area requirements table, illustrated in Table 5, shows the required size of each department.  
Typically, department widths and lengths should be a multiple of a standard size.  In Table 5, a standard 
size of 200 ft. is shown. 
Table 5: Department Area Requirements Illustration 
 
Department 
Department Dimension 
In feet X feet 
A 200 x 200 
B 400 x 400  
C 600 x 600  
D 200 x 200  
 
4. Layout Procedures 
 
With performance measures defined and data collected, the layout activity can proceed using a layout 
procedure.  Two of the original layout procedures, one by Apple and one by Reed, are reviewed.  Next, 
two currently used layout procedures are presented.  Systematic Layout Planning is a manual procedure 
first developed by Muther.  The other is a mathematical optimization algorithm whose computer 
implementation is called VIP-PLANOPT (http://www.planopt.com/).   
 
4.1 Apple’s Plant Layout Procedure 
 
The procedure consists of the following detailed steps and which need not be performed in order. 
1. Procure the basic data 
2. Analyze the basic data 
3. Design the productive process 
4. Plan the material flow pattern 
5. Consider the general material handling plan 
6. Calculate equipment requirements 
7. Plan individual workstations 
8. Select specific material handling equipment 
9. Coordinate groups of related operations 
10. Design activity interrelationships 
11. Determine storage requirements 
12. Plan service and auxiliary activities 
13. Determine space requirements 
14. Allocate activities to total space 
15. Consider building types 
16. Construct master layout 
17. Evaluate, adjust, and check the layout with the appropriate persons 
18. Obtain approvals 
19. Install the layout 
20. Follow up on implementation of the layout 
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4.2 Reed’s Plant Layout Procedure 
 
Like Apple’s, this procedure provided a systematic plan for preparing a facility layout using the following 
steps. 
 
1. Analyze the product or products to be produced 
2. Determine the process required to manufacture the product 
3. Prepare layout planning charts 
4. Determine workstations 
5. Analyze storage area requirements 
6. Establish minimum aisle widths 
7. Establish office requirements 
8. Consider personnel facilities and services 
9. Survey plant services 
10. Provide for future expansion 
 
In this procedure, preparing the layout planning chart is the most important single phase and incorporates 
the following: 
 
1. Flow process, including operations, transportation, storage, and inspections 
2. Standard times for each operation 
3. Machine selection and balance 
4. Material handling requirements 
 
4.3 VIP-PLANOPT 
 
How VIP-PLANOPT works is best described by the tour given at http://planopt.com/tour/.  The notes 
below assist with each tab of the tour as needed.  Simply stated, the fundamental goal of VIP-PLANOPT is 
to find the layout that minimizes the total flow given in equation 1, allowing some specific additional 
requirements or constraints to be specified as described in the tour. 
 
Tab 1: VIP-PLANOPT uses module instead of department to describe an item to place in the layout. 
 
Tab 2: None 
 
Tab 3: Modules have properties or attributes.  One of these is hard or soft.  A hard module is a rectangle 
with fixed length and width.  A soft module is a rectangle with the area specified.  The length and 
width are determined during the layout process.  The aspect ratio is the length divided by the 
width.  The range of the aspect ratio may be specified. 
 
 A module may be fixed or anchored at a particular position in the layout by specifying the x and y 
co-ordinates of its lower left corner. 
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Tab 4: VIP-PLANOPT uses a modified form of equation one that allows a different weight (w) or cost to 
be assigned to each movement in the from-to chart.  
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Almost always the weight is 1.  Occasionally and when making a move is for some reason more difficult or 
should be avoided, the weight is set greater than 1.  This tells VIP-PLANOPT to make the move as short as 
possible.  More difficult can refer to the size, shape, weight, or any other attribute of the object. 
 
Tab 5: VIP-PLANOPT determines the layout by minimizing equation 5 that adds a term for the area 
enclosing the layout to equation 4.   The W variable determines the relative importance of the area.  If W 
is zero the area is not considered; if it is between 0 and 1 the area is less important than the flow; if it is 1 
the area and the flow are equally important; if it is greater than 1 the area is more important than the 
flow. 
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Tab 6: The distance dij between the center points of two modules can be determined in one of three 
ways.  Rectilinear assumes horizontal and vertical movement.  Euclidean assumes movement on a straight 
line.  Squaring the Euclidean distance penalizes longer moves more greatly or in other words puts more 
emphasis on having modules closer when there is a large volume (fij) moving between them. 
 
Tab 7: Picking any number in range will do. 
 
The information on the remaining tabs is straightforward. 
 
To illustrate the capabilities and procedures of VIP-PLANOPT, consider a facility with 8 departments with 
flow defined in the From-To Chart shown in Table 6. 
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Table 6: From-To Chart for VIP-PLANOPT Example 
 
 
 
The dimensions and other attributes of each of the modules (departments) are shown in Table 7. 
 
Table 7: Module Area Requirements for VIP-PLANOPT Example 
 
 
Note that the exact location of modules 1, 2, and 6 are pre-specified as the mobility attribute of each has 
the value: anchored.  All modules are fixed in length, width, and orientation as the type attribute has the 
value: hard. 
 
Next, VIP-PLANOPT can be used to generate a layout.  The distance measure is rectilinear that is 
movement is parallel to either x-axis or y-axis.  No weight is given to the area.  The result is shown in Figure 
2. 
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Figure 2:  VIP-PLANOPT Layout with Rectilinear Movement and no Weight on Area 
 
The Cost is the computed using equation 4.  The footprint is 14 X 9 = 126. 
 
Next, re-compute the layout with the area given equal weight with the total movement distance.  The 
result is shown in Figure 3. 
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Figure 3:  VIP-PLANOPT Layout with Rectilinear Movement and Equal Weight on Area 
 
Note that the footprint is reduced to 13 X 9 = 117 as module 6 has moved up and to the left. 
 
Finally, the squared Euclidian measure is used with result shown in Figure 4.  Note the layout has a much 
different arrangement with footprint of 130. 
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Figure 4:  VIP-PLANOPT Layout with Squared Euclidian Movement and Equal Weight on Area 
 
 
4.4 Muther’s Systematic Layout Planning (SLP) Procedure 
 
Many layout planning projects are small enough in scope with limited layout issues that a six-step form of 
SLP called Simplified Systematic Layout Planning can be used. Simplified SLP condenses the full SLP 
procedure into the following six steps.  
1. Chart the relationships 
2. Establish space requirements 
3. Diagram activity relationships 
4. Draw space relationship layouts 
5. Evaluate alternative arrangements 
6. Detail the selected layout plan 
 
Note that multiple layouts should be generated and compared.  That is SLP generates multiple good 
layouts as opposed to a single optimal layout. 
 
SLP is illustrated using the example developed is section 2 and 3.  The four departments are to be located 
in a building having dimensions of 600 ft. x 1000 ft. The expected flows and area requirements for the 
departments are given in Tables 3, 4, and 5 previously shown.  The activity relationship chart is in Figure 
1.  
 
A relationship diagram that reflects the closeness rating assigned to each possible flow between 
departments in the activity relationship chart is created, as shown in Figure 2. The number of lines 
between each department pair corresponds to the closeness rating.  The more lines, the closer the two 
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departments should be.  For example in Figure 2, four lines connect department B both to department C 
and to department D indicating an absolutely necessary (A) relationship.  Three lines connect departments 
A and B indicting an especially important (E) relationship.  A single line connects departments C and D 
indicating an ordinary relationship.  While not used in Figure 5, an undesirable relationship is shown with 
a swiggly line. 
 
Figure 5: Relationship Diagram 
 
Space requirements for each department are incorporated into the relationship diagram, resulting in the 
space relationship diagram shown in Figure 6.   
 
 
 
 
Figure 6: Space Relationship Diagram 
 
Using the space relationship diagram and overall facility area constraint of 600 ft. x 1000 ft., alternative 
block layouts are developed which indicate potential department locations within the facility as shown in 
Figure 7. In addition, at this step any department location constraints are applied.  For example, the final 
assembly department may need to be located next to the loading dock.  A department with a large 
machine requiring venting may need a special electrical hook up and thus needs to near a wall of the 
building. 
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Figure 7: Block Layout Alternatives 
 
5. Computing Performance Measures 
 
Equations 1, 2, and 3 along with the area of the smallest rectangle into which the layout will fit are the 
performance measures.  To illustrate, these are computed for layout (a) in Figure 7. 
 
Flow distance is the rectilinear distance between the centroid of each department.  For convenience, co-
ordinates and distances are expressed in units of 100 feet.  Computations and results are given in the 
associated spreadsheet. 
 
6. Summary 
 
The facility layout problem has been described.  Performance criteria for layouts has been presented.  
Charts and tables for organizing supporting information are shown.  Manual and computer based layout 
procedures are given. 
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Facility Layout – Industrial Example1 
1. Introduction 
 
An industrial company has committed to a significant expansion, about 73,000 sq. ft., of an existing facility.  
The company will move presses, assembly cells, raw and finished component storage areas, added 
warehousing for product and new shipping and receiving docks into this new space. 
 
The following departments will be established in the new facility. 
 
Department 1 – Outgoing product (finished product) 
Department 2 – Incoming components (raw material coming from suppliers) 
Department 3 – Compound (raw rubber material used in molding process) 
Department 4 – Incoming processed components (cemented material) 
Department 5 – G7 Presses (machines use in molding process) 
Department 6 – GMT 900 work cell (assembly equipment) 
Department 7 – Chrysler / LX work cell (assembly equipment) 
Department 8 – MC work cell (assembly equipment) 
Department 9 – Staging area (truck loading and unloading area) 
Department 10 – Receiving office (office area for new building personal) 
 
Information was gathered concerning which departments had a flexible location and which had a fixed 
location. The current flow of material as well as current space requirements and expansion plans for each 
department were documented.  The location of supporting services, such as electrical, water, heating and 
air, were pre-determined.  This resulted in constrains on the location of departments 5, 6, 7, and 8.  In 
addition, the receiving office and staging area needed to be close to or next to the dock doors.    
Alternative layouts for the new facility were developed using both the Systematic Layout Planning (SLP) 
process and VIP-PLANOPT.  The results were compared. 
 
2. Relevant Data 
 
The from-to chart is shown in Table 1.  Values represent the movement per day of containers due to 
production in the new building.  Values for movements between the staging area and receiving office 
represent the estimated number of moves a person will make per day.  The total flow is shown in Table 
2. 
 
An activity relationship chart, Figure 1, was developed from the flow information and the constraints 
discussed in the introduction.  In addition, use of the same equipment and shared utilities between the 
departments was considered.  The explanation box shows the flow rating ranging from 1 for high flow to 
4 for no flow. 
  
                                                          
1 Michelle Vette Panozzo made significant contributions to the development of this learning module. 
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Table 1:  From-To Chart – Daily Movement (Containers and walking events) 
 
 
Table 2: Total Flow 
Department Pair Daily Flow 
Outgoing Product GMT 900 Work Cell 109 
 Chrysler / LX Work Cell 7 
 MC Work Cell 6 
 Staging Area 160 
 Receiving Office 10 
Incoming Components GMT 900 Work Cell 80 
 Chrysler / LX Work Cell 28 
 MC Work Cell 24 
 Staging Area 171 
 Receiving Office 6 
Compound G7 Machines 4 
 Receiving Office 6 
Incoming Processed Components G7 Machines 58 
 Receiving Office 2 
G7 Machines GMT 900 Work Cell 16 
 Chrysler / LX Work Cell 7 
 MC Work Cell 6 
Staging Area Receiving Area 20 
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Figure 1:  Activity Relationship Chart 
 
The area requirements for each department are shown in Table 3.  This square footage includes the 
floor area for equipment, worker(s), work-in-process inventory at the station and access to the 
machinery for the maintenance if needed.   
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Table 3:  Department Area 
 Department Area (sq. feet) 
1 Outgoing Product 16,200 
2 Incoming Components 10,000 
3 Compound 8,000 
4 Incoming Processed Components 10,200 
5 G7 Machines 14,000 
6 GMT 900 Work Cell 2,500 
7 Chrysler / LX Work Cell 2,800 
8 MC Work Cell 2,500 
9 Staging Area 6,000 
10 Receiving Office 800 
 
3. SLP Solution 
Proposed layouts were developed using the SLP procedure.  The activity relationship diagram is shown in 
Figure 2 and the space relationship diagram is shown in Figure 3.  From these, four alternative block 
layouts shown in Figures 4 through 7 were generated.   
Next, the four block layouts were compared and a final layout selected.  The evaluation criteria were 
developed during discussions with the Plant Manager:   
1. The least amount of material movement 
2. Optimal use of floor space 
3. Safety 
4. Ease of future expansion 
5. Ease of supervision and control for operators and floor supervisors.   
Layouts are ranked in order from highest to lowest on how well they meet each criterion.  See Table 
4 for the results.  The layout with the highest value of the sum of these ranks was selected.   
Table 4: SLP Layout Evaluation Table   
  Layout A Layout B Layout C Layout D 
Ease of material flow 3 1 4 2 
Optimal Floor Space 1 2 3 4 
Safety 2 3 4 1 
Ease of Future Expansion 2 3 4 1 
Ease of Supervision and 
Control 1 4 3 2 
Totals 9 13 18 10 
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Figure 2:  Activity Relationship Diagram 
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Figure 3:  Space Relationship Diagram 
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Figure 4:  SLP Generated Block Diagram A 
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Figure 5:  SLP Generated Block Diagram B 
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Figure 6:  SLP Generated Block Diagram C 
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Figure 7:  SLP Generated Block Diagram D 
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4. VIP-PLANOPT Solution 
In addition, alternative layouts were developed using VIP-PLANOPT. First, the attributes of each 
department were specified.  Each department was declared to have soft dimensions with the total area 
and aspect ratio given but the x-y dimensions to be determined by VIP-PLANOPT.  The orientation of the 
departments were fixed so that rotation was not allowed.  VIP-PLANOPT was allowed to locate each 
department that is no locations were fixed. 
Layouts were generated using two alternative objectives:  minimize the rectilinear movement distance 
and minimize the squared movement distance.  Recall that once the optimal layout is generated, the user 
is able to move departments in the layout.  This was done for each of the two VIP-PLANOPT generated 
layouts.  Figures 8 and 9 show the layouts generated using the squared distance objective.  Figures 10 and 
11 show the layouts based on the rectilinear objective.   
The same evaluation criteria were used on the VIP-PLANOPT produced layouts as on the SLP process 
produced layouts.  The comparison VIP-PLANOPT layouts after the manual movement of departments is 
shown in Table 5. 
Table 5: VIP-PLANOPT Layout Evaluation Table   
 Layout F Layout H 
Ease of material flow 2 1 
Optimal Floor Space 2 1 
Safety 1 2 
Ease of Future Expansion 2 1 
Ease of Supervision and Control 2 1 
Totals 9 6 
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Figure 8:  VIP-PLANOPT Generated, Squared Movement Distance Minimized -- Block Diagram E 
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Figure 9:  VIP-PLANOPT Generated, Squared Movement Distance Minimized with Manual Adjustments 
-- Block Diagram F 
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Figure 10:  VIP-PLANOPT Generated, Rectilinear Movement Distance Minimized -- Block Diagram G 
 
 
 
 
Figure 11:  VIP-PLANOPT Generated, Rectilinear Movement Distance Minimized with Manual 
Adjustments -- Block Diagram H 
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4. Summary 
The two preferred layouts, C and F, have many similarities along with a few differences.  In the SLP layout, 
C, all the storage departments are located towards the north side of the building.  The same type of 
placement was also recommended by the VIP layout, F, with the exception of department 4, which was 
placed in the southeast corner of the building.  Both layouts place manufacturing departments in the 
south end of the building.  In layout C, department 2 is placed in the northwest corner but in layout F 
department 2 is placed in the northeast side of the building.  The same difference is seen with 
departments 1 and 3.   
 
All the manufacturing departments were recommended to be placed in the south end of the building in 
both layouts.  Layout C places the three manufacturing cells together towards the southwest corner and 
the G7 presses in the southeast corner.  Layout F recommends that the G7 presses be placed on the 
southwest corner and the manufacturing cells placed towards the southeast corner with department 4 
being located in the southeast most corner.   
 
Both layouts recommended that the shipping and receiving departments be next to each other in the 
north part of the building, above the storage departments.  In layout F, the staging department is placed 
right in front of the dock doors and the office is just behind it to the east.  In layout C, both the staging 
department and office are placed next to the dock doors.  
 
Both SLP and VIP-PLANOPT recommend the same type of layout for this plant:  departments 9 and 10 in 
the northeastern part of the building with the storage departments across the middle section of the 
building and the manufacturing departments across the southern portion of the building.   
Facility Layout Homework 
 
 
1. Compute the same measures of performance for layout b in Figure 7 that were computed for layout 
a.  Which layout is better, based on these measures? 
 
2. Use Simplified SLP to design layouts for the following situation taken from www.planopt.com 
 
The from-to chart follows. 
 
Dept. A B C D E F G H 
A 0 1 2 0 0 0 2 0 
B 1 0 4 3 6 0 0 2 
C 2 4 0 2 0 3 1 0 
D 0 3 2 0 5 2 0 2 
E 0 6 0 5 0 0 0 4 
F 0 0 3 2 0 0 4 0 
G 2 0 1 0 0 4 0 1 
H 0 2 0 2 4 0 1 0 
 
The required dimensions for each department are shown in the following table. 
 
 
Department 
Dimension in 
feet X feet 
A 20 X 30 
B 50 X 60 
C 20 X 20 
D 30 X 30 
E 20 X 40 
F 40 X 40 
G 40 X 40 
H 30 X 40 
 
a. Develop a layout to minimize the flow-distance. 
b. Modify this layout to reduce the area as much as possible.  By how much does the flow-distance 
increase? 
 
  
3. Use Simplified SLP to design layouts for the following situation taken from Tompkins et al. 
 
A facility must contain 6 departments: A, B, C, D, E, F that support the production of 10 products.  
Production data is shown in the following table 
 
Product Processing 
Sequence 
Average Weekly 
Volume 
1 ABCDEF 1000 
2 ABCBEDCF 1200 
3 ABCDEF 700 
4 ABCEBCF 2400 
5 ACEF 1800 
6 ABCDEF 500 
7 ABDECBF 2400 
8 ABDECBF 3000 
9 ABCDF 1000 
10 ABDEF 1200 
 
The required dimensions for each department are shown in the following table. 
 
 
Department 
Dimension in 
feet X feet 
A 40 X 40 
B 50 X 50 
C 30 X 30 
D 50 X 50 
E 60 X 60 
F 50 X 50 
 
Make sure you develop all of the charts employed by SLP including the following: 
a. From-to Chart 
b. Total Flow Chart 
c. Activity-Relationship Chart 
d. Relationship Diagram 
e. Space Relationship Diagram 
 
Consider only the flow between departments in developing the Activity-Relationship Chart.   
 
Design three alternative layouts based on the space relationship diagram and compare using the 
following:  
a. The total move distance using equation 1. 
b. The adjacency score using equation 2. 
c. The efficiency metric using equation 3. 
d. The area of the layout.   
 
Which of the three layouts would you use and why? 
 
4. Consider the same information as in the previous problem.  Add the following constraints and 
generate a fourth layout.  Compare to the other three layouts using the same four metrics. 
 
a. Departments D and E cannot be adjacent. 
b. Department A must be adjacent to the right boundary of the layout. 
 
In developing your answer, make sure to modify the activity-relationship chart, relationship diagram, 
space relationship diagram, and block layout developed for the previous problem. 
 
5. Consider the Industrial Facility Layout Example results.  Compare the VIP-PLANOPT layouts E and F by 
computing: 
a. the flow distance using the rectilinear measure and assuming the pickup and drop off points 
are at the center of each department 
b. the percent of adjacent flow 
c. the footprint required. 
 
Based on these measures, which layout would you choose and why? 
 
Assume that all departments have the same dimensions:  120 X 60. 
 
6. Advanced:  Briefly discuss the relationship between facilities layout and lean.  Consider the seven 
wastes of lean and which are addressed by facilities layout.   
 
7. Advanced:  Briefly discuss the relationship between facilities layout and QRM.  Consider the 
fundamental goal of QRM:  MCT reduction. 
Learning Model 
Additive Manufacturing 
June 2018 
Pre-requisite: None 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Explain how the additive manufacturing process works 
2. Explain flow in production systems that use additive manufacturing 
3. Explain why additive manufacturing could profoundly impact high mix, low volume manufacturing 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
1. Reading:  Read the supplied document discussing Additive Manufacturing. 
 
2. Watching:  
a. Experience the Future of Additive Manufacturing In Virtual Reality with Stratasys 
https://www.youtube.com/watch?v=a_njfgR-Xhg 
b. Manufacturing Stryker’s Tritanium PL cages [VIDEO] 
http://www.todaysmedicaldevelopments.com/video/stryker-3d-additive-
manufacturing-tritanium-medical-implants-21317/ 
c. Combined additive – subtractive manufacturing 
https://www.youtube.com/watch?v=mjeuHZrEpUU 
d. Humtown Manufacturing – additive manufacturing for the foundry industry 
https://www.youtube.com/watch?v=raiTTFUcg44 
 
3. Writing – Provide answers to each question in the homework assignment. 
 
4. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
What impact will additive manufacturing have on future production, particularly with 
regard to flow and flow control? 
 
5. Reviewing – None 
 
6. Assessing -- Take the quiz.   
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Additive Manufacturing1 
1. Overview 
Commonly referred to as 3D printing by hobbyists and the media, additive manufacturing (AM) is a rapidly 
developing technology that promises to heavily affect production. AM encompasses a wide variety of 
processes which employ a common strategy: build 3D objects defined in a digital (CAD) drawing using an 
automated machine (3D printer) by adding layers of material until the object is complete. This is opposite 
of the traditional machining approach of removing material from a standard shape of material such as a 
block until the part is constructed.  
 
A definition of additive manufacturing is discussed at:  http://additivemanufacturing.com/basics/. An 
overview of additive manufacturing technologies from General Electric Additive can be seen at: 
https://www.youtube.com/watch?v=kKQ5KwFwW_s 
 
There are seven types of additive manufacturing as given by ASTM F42 (United States Department of 
Energy 2015): 
• Vat Photopolymerisation 
• Material Jetting 
• Binder Jetting 
• Material extrusion (FDM is most common) 
• Powder bed fusion (SLS) 
• Sheet lamination 
• Directed energy deposition 
 
The ASTM organization is described at:  https://www.astm.org/ABOUT/faqs.html#what 
 
Different types of AM can have fundamentally different methods of material deposition. For example, 
material extrusion may use thermal energy to melt and fuse layers, but binder jetting uses chemicals to 
bind material. However, because the basic concepts of additive manufacturing are similar, advantages 
and disadvantages can be listed (United States Department of Energy 2013). 
 
  
                                                          
1 Colin Jack is the primary developer of this learning module. 
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Advantages 
• (+) lower energy consumption: AM reduces production steps required and materials processed, 
which overall reduces energy consumption. 
• (+) less material waste: Since no material is cut away from a larger stock-piece, there is no 
fundamental material loss. 
• (+) reduced time to market: An object can be quickly prototyped as soon as the digital design is 
complete. No tooling or labor-intensive prototyping is required to produce parts. 
• (+) design innovation, part consolidation, light weighting: AM can produce parts that would 
otherwise be impossible to create. This prevents innovation from being stifled by limitations in 
manufacturing. As a result, parts can be consolidated to simplify product assembly (like a linkage 
that is printed as a fully assembly). Additionally, parts can meet the same functional requirements 
with less material (like a bike frame printed with 75% material infill). 
• (+) agility and flexibility to manufacturing operations: Manufacturers can be more responsive to 
their markets. Flexible manufacturing expands the core competencies of a company because they 
are not constrained to products that are specific to their resources. 
 
Disadvantages 
• (-) high investment to switch processes: Obviously, manufacturers will not adopt AM technologies 
unless the cost is feasible. 
• (-) process time is very slow: Although an operator is not typically needed, this means each part 
has a very long cycle time for processing. Traditional manufacturing, in many cases, is optimized 
to produce parts as fast as possible.  
• (-) typical machines can only work on one part at a time, even in batches. 
• (-) new technology means the process is not perfected: Process variability and repeatability is a 
current issue.  
 
Scientific models that describe the physical phenomena of additive manufacturing processes are not as 
thoroughly developed as models developed for traditional manufacturing methods. A few main areas of 
improvement are: 
• Predictive processing – understanding structure-property relationships in CAD/CAE/CAM. 
Structurally, a plate of most 3D printed materials would not behave like a typical extruded bar-
stock plate of the same material. A better understanding of the differences that occur during 
processing would greatly reduce design uncertainty.  
• Control systems – developing closed loop and adaptive systems to monitor AM operations, with 
feed forward and feedback capabilities. “Control system algorithms must be based on predictive 
models of system response to process changes”. 
• Sensors that can operate in build chamber environments to monitor the process shape, precision, 
and surface finish.  
• Ability to predict manufacturing outcomes in design modeling systems – such as estimating print 
time or detecting cracking due to stress. 
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2. Steps in the process 
Steps in the AM process are given by Gibson, Rosen, and Stucker (2015): 
• Conceptualization/CAD: For companies that make heavily customized product, this may actually 
be an integrated step into the order-fulfillment system (and subsequently, the “manufacturing 
process”). 
• Transfer to AM Machine: This transfer will probably be done digitally through a centralized 
production control system. Machine selection will probably be based on a number of factors such 
as machine-specific capabilities, capacities, and lead time. 
• Machine setup: Minimal setup is required. The time required for a usual AM setup is very small 
compared to print time.  
• Build: By far the lengthiest part of the process. Parts can be done in batches if there is enough 
print space in the build chamber. A key focus for additive manufacturing processes is reducing the 
build time (which can really be considered a function of the part, material deposition rate, and 
sometimes the travel time of the extruder); this has a negative relationship with layer height and 
print detail. 
• Part removal: Unlike many processes with fast cycle times, part removal is a tiny amount of overall 
cycle time.  
• Post processing: Cleanup may be a short or lengthy process depending on what is being produced 
using which process. Chemical baths to remove dissolvable support material and CNC milling for 
better tolerances and surface finish are two typical examples. 
• Application and shipping: Parts may be sent for assembly. However, certain products may be 
printed fully assembled. Products are packaged and distributed. 
 
One example of the above process is in gas turbine part production at General Electric Power’s Advanced 
Manufacturing Works in Greenville, South Carolina:  
 
https://www.youtube.com/watch?v=pBmLHDANDKM  
 
In this video, a CAD design is made in-house. The process allows for certain geometries that increase the 
efficiency of turbines. Cobalt-nickel based alloys are used to construct parts in numerous metal additive 
manufacturing machines. Lasers fuse powdered metals layer by layer. A 60 hour cycle time is needed to 
construct the 3000-7000 layers of material that form 4 parts side-by-side. An operator uses a vacuum to 
remove powder around the part both before and after removal. Lastly, the parts are separated from the 
base plate using an EDM wire, which takes 8 hours. Still, the process is largely automated except for 
material transfer, so these long cycle times are not as significant as they may seem. 
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3. Combined Additive and Subtractive Systems (currently widespread) 
In many cases, the design of a part or the technology of a process restricts the manufacturer from using 
exclusively additive or subtractive technologies. One example is a cutting operation to separate metal-
printed parts. Other example is using CNC milling after printing to obtain precise dimensions and a smooth 
surface finish. Siemens uses a combined system where additive and subtractive manufacturing are 
integrated: 
 
https://www.youtube.com/watch?v=9BpLX4HgmJk 
 
One challenge of such integrated systems is the adaptation of CAD files. In the video, the additive 
manufactured part needs to be made with greater thickness and with modified angles in order to create 
the intended final product after milling. The technology to integrate this modification directly into 
CAD/CAM software is likely to develop, especially as metal additive manufacturing becomes more widely 
used. 
 
In these types of systems, the cycle time of the additive process will likely have the greatest effect on lead 
time. This is because additive cycle times tend to be very high. Still, material transfer should still be 
effective. A system showing an integrated additive/subtractive cell and automated material transfer is 
shown here: 
 
https://www.youtube.com/watch?v=mjeuHZrEpUU 
 
4. Product Development Impact (currently widespread) 
There is an increasing impact on manufacturers from additive manufacturing technologies. Currently, AM 
is used heavily in the creation of prototypes. In the old approach, each part in a product is usually created 
in traditional manufacturing processes. Often, fabrication of these prototyped parts does not take place 
at the same location as product development, resulting in longer development cycles. These parts are 
either made by hand (increased variability), or with tooling (which has long fabrication times and is very 
expensive for prototyping). The ability to quickly configure and create new prototypes gives a competitive 
advantage to manufacturers who adopted AM for prototyping.  
 
For example, a consumer product startup makes complex product assemblies with dozens of injection-
molded plastic parts. The prototyping parts have many features that would be difficult to recreate in a 
standard machine shop. Some features like plastic threading would make injection molding tooling cost 
prohibitive for prototyping. Instead, the company prints the parts in-house with an inexpensive 3D printer 
such as a Makerbot. So, the company quickly creates a prototype that not only looks like the final product, 
but also exhibits similar mechanical behavior (unlike alternatives such as prototyping foam). For product 
design startups, product development is one of the most expensive barriers to bringing a product to 
market. In this case, AM makes it easier and more cost effective for small companies to develop their 
innovative product ideas. 
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5. HMLV (High-Mix Low-Volume) Production Impact (early trending) 
For production, initial adoption of AM is already happening by companies that require customized 
solutions where cost is not a primary concern: medical implants, prosthetics, aerospace, defense, and 
industrial spare part supply. Production in these environments is typically high mix, low volume.  
 
NASA switched the production of a pogo accumulator, which reduces engine vibrations to stabilize a 
rocket’s flight. “By 3-D printing the pogo accumulator, more than 100 welds were eliminated, reducing 
costs by nearly 35 percent and production time by more than 80 percent” (Harbaugh 2017). 
 
As long as an AM process can produce parts with appropriate material requirements, manufacturers 
choose additive manufacturing for a number of reasons. Because customization is as easy as modifying 
an object on CAD and printing, a product can be reconfigured for an order and manufactured with minimal 
work. Recently, the term Direct Digital Manufacturing (DDM) has been used to describe the seamless 
process of moving from a CAD design to a part-in-hand. The order-fulfillment process is much more 
complex for traditional manufactures that offer a high level of customization. In traditional manufacturing, 
customization is much more labor-intensive, particularly for machine operators and assembly workers. 
Overall, this means additive manufacturing is more suited for HMLV systems compared to LMHV systems.  
 
6. LMHV (Low-Mix High-Volume) Production Impact (future application) 
Currently, AM technology does not see widespread use for mass production. In almost all of these cases, 
conventional manufacturing methods are much more practical than additive manufacturing. However, as 
the technology improves in areas discussed in the previous section, the benefits of integrating AM 
processes into a high volume production system could surpass the risks.  
 
The most viable candidates for usage in a high volume, low mix environment are instances when urgent, 
disruptive parts are slowing the rest of the system. These parts are usually low volume and require tool 
changeovers, extra setup, or special steps. By separating these parts from conventional production, a 
more consistent lead time can be achieved. Another suitable instance involves parts with high cycle times. 
Using AM reduces the variance of cycle times for traditional machines. This strategy frees machine 
capacity for the production of parts that have shorter cycle times, which is particularly important when 
utilization is high.  
 
AM can be used to support the production of products with decreasing demand. For example, a 
discontinued product like an automobile may still require OEM (original equipment manufacturer) parts 
for replacement. Rather than keeping underutilized tooling and machinery that is already close to the end 
of useable life, the manufacturer may opt to produce low-demand replacement parts by demand with 
AM.  
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Generally, the use of additive manufacturing naturally incentivizes part customization. A production 
system that offers no customization may evolve to offer some customization if there is value to the 
customer and AM technologies make it feasible. 
 
7. Supply Chain and Business Structure Considerations (future) 
It is likely that the effects of additive manufacturing may extend past production into the overall business 
structure. This is likely to happen once AM technologies are sufficiently developed to have widespread 
industry usage. Firstly, the efficiency of production systems with additive manufacturing is not as closely 
tied to economies-of-scale as conventional manufacturing.  Secondly, the amount of capital and 
machinery required to begin AM production is not as large as beginning conventional manufacturing. For 
these reasons, a single large factory to satisfy global product demand is not necessarily the best strategy.  
 
Because AM reduces the need for centralized production, a greater number of production plants 
strategically located to satisfy regional demands becomes feasible. Currently, a single factory that satisfies 
global demand can achieve a very low cost of production per unit part. That being said, there are large 
costs associated with global distribution. Furthermore, the costs of AM are decreasing over time as 
technology improves.  Distribution costs are increasing over time due to rising fuel prices and labor costs. 
When considering a switch to AM production to satisfy local demand, a tradeoff exists between the added 
costs of production versus the reduced cost of distribution. As the cost of production with AM lowers or 
the cost of distribution increases, manufacturers will adopt the new technologies and create plants near 
their customers. 
 
Ultimately, this is likely to reduce the impact of globalization on manufacturing industries. For the most 
developed countries, it is important to note that this will not necessarily mean that there will be significant 
demand for factory workers and machine operators. The additive manufacturing production system is a 
highly automated process compared to most conventional methods employed overseas, so there would 
be an overall global reduction in labor demand.  
 
If the trend of reversing globalized manufacturing becomes widespread, supply chain networks will have 
to evolve to work with the new production models. Distribution networks would cover a smaller region, 
but would have a strong emphasis on frequent shipments and shorter delivery times. An example of a 
company that would benefit from this strategy would be a major automotive parts manufacturer. Based 
on regional orders, OEM parts could be produced on demand in an AM facility. This provides a number of 
competitive advantages for the manufacturer: 
• Faster order-to-delivery times: Even though the part’s cycle time in production is likely increased 
using AM, reduced distribution times drastically reduce overall lead time for the customer. 
• Reduced inventory: A great variety of spare parts were stored in inventory until they are ordered. 
Making parts by order significantly reduces wasted inventory and inventory holding costs. 
• Simplification of production: Because a single additive manufacturing machine can replace 
numerous conventional processing steps, there is less risk for product variability, or production 
challenges such as breakdowns, bottlenecking, or material handling.  
• Increased production versatility: Any spare machine capacity can easily be used for contract 
manufacturing.  
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• Simplification of sales: Because the regional production plants serve as order-fulfillment centers, 
it is possible that sales can be made without the use of middle-men or third-party sellers. The 
customers may find it easier to purchase directly from the manufacturer in-person or online. 
 
8. Summary 
AM is a developing technology that has the potential to fundamental impact how manufacturing is 
conducted.  AM supports the production of highly customized complex parts and products in small 
batches including one at a time.  This may have a profound impact on high mix, low volume manufacturing 
and the supply chains that support it.  AM may support mass customization opportunities in low mix, high 
volume manufacturing as well. 
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Additive Manufacturing Homework 
 
 
1. Define additive manufacturing in your own words. 
 
2. How would additive manufacturing impact flow in high mix, low volume production? 
 
3. Identify and discuss one advantage of an additive manufacturing system.   
 
4. How does additive manufacturing impact product development? 
 
5. What impact could additive manufacturing have on low mix, high volume production? 
 
6. What requirements are met by a combined additive – subtractive production system? 
 
7. What are the top three current areas impacted by additive manufacturing?  Why do you think this is 
so?  Base your answer to these questions on an internet search of additive manufacturing 
applications, at least in part. 
  
 
Learning Module  
Supply Chain Management  
December 2019  
Pre-requisite: None  
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Describe a supply chain. 
2. Differentiate the different types of supply chains and supply chain flows.  
3. Describe the bullwhip effect and how to control it.  
 
This folder is sequenced in the suggested order the work should be done. 
 
Note: All items in the folder are required unless otherwise noted. 
 
1. Reading: Read the supplied document discussing Supply Chain Management  
 
2. Watching: 
a. Global Supply Chain Management: 
https://www.youtube.com/watch?v=ZuQ200JAViA&list=PLzguNSA5L2yrpLdaKOMFrveN
Kyz12ZQPb&index=7 
b. Socially Responsible Supply Chain Management:  
https://www.youtube.com/watch?v=VdbKvXh6sLU&list=PLzguNSA5L2yrpLdaKOMFrveN
Kyz12ZQPb&index=8  
 
3. Writing – Provide answers to each question in the assignment. 
 
4. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts. Write at least 200 words each time. 
a. Discuss your experience with supply chain management at a company where you 
worked. Discuss how your company manufactures products (in-house, outsource 
manufacturing, or some combination). Has there been changes since you have worked 
there? What type of supply chain do you use? What does your company do well with its 
supply chain? Are there things that could be done better?  
  
5. Reviewing – Read Chapter 4 Lean Supply Management of the book: Lu, Dawei. 2011. 
Fundamentals of Supply Chain Management. Ebooks and textbooks from Bookboon.com. 
Retrieved November 23, 2019 from 
https://my.uopeople.edu/pluginfile.php/57436/mod_book/chapter/121631/BUS5116.Lu.Funda
mentals.Supply.Chain.Mgmt.pdf.  
 
Chapter 4 starts on page 50.  
 
6. Assessing -- Take the quiz. 
 1 
Supply Chain Management1 
 
1. Introduction 
This learning module introduces the fundamentals of supply chain management including the basic 
process of developing a supply chain as well as outlining the goals and advantages of a successful a 
successful supply chain.    
 
To begin, read the Introduction and process sections of Supply Chain Management by TutorialsPoint 
(https://www.tutorialspoint.com/supply_chain_management/supply_chain_management_tutorial.pdf).   
 
Then watch the following video:  
https://www.youtube.com/watch?v=Mi1QBxVjZAw&list=PLzguNSA5L2yrpLdaKOMFrveNKyz12ZQPb.       
 
2. Five Major Flows in Supply Chains 
Next read the following web page concerning flows in supply chains:  
https://brandalyzer.blog/2016/03/23/the-five-major-flows-in-supply-chain/.  In this reading, the author 
outlines five major types of flow in a supply chain including the flow of material (product), financial flow, 
flow of information, flow of value throughout the supply chain, and the flow of risk. Pay careful attention 
to whether the flow moves upstream, downstream, or both for each type.  
 
In addition, the following video discusses how flows help integrate the supply chain:  
https://www.youtube.com/watch?v=S_yMW2b0kNk&list=PLzguNSA5L2yrpLdaKOMFrveNKyz12ZQPb&in
dex=6.  
 
3. Types of Supply Chains 
Next read the following web page concerning the types of supply chains:  
https://boxaroundtheworld.com/supply-chain-modeling-101/. Each supply chain is unique but can be 
categorized into one or more of these basic models. The classification of the specific supply chain can be 
based on the product, an emphasis on speed and agility, market responsiveness and other factors. In 
practice most supply chains involve more than one of these type classifications.  
 
4. Make or Buy 
One important decision that a company must make in that impacts supply chain management is whether 
to make a component of a product or buy it from another supplier.  Issue related to the make or buy 
decision are discussion on the following web page:  https://www.cleverism.com/make-or-buy-decision-
step-by-step-guide/.   
 
5. The Bullwhip Effect 
The following reading discusses the bullwhip effect both the cause and how to mitigate any negative 
impact: https://www.supplychain-academy.net/understanding-the-bullwhip-effect-in-supply-chains/.  
 
The bullwhip effect is also discussed in the following video:  
https://www.youtube.com/watch?v=2nlmkTYZG5s.  
 
  
                                                             
1 Jake Stephens is the primary developer of this learning module. 
 2 
6. Summary 
In this learning module, the fundamental concepts of supply chain management have been introduced.  
Type of flows and types of supply chains are described.  Controlling flows to minimize or eliminate the 
bullwhip effect are addressed. 
 
Supply Chain Management 
 
1. Define supply chain management in your own words.  
 
2. Identify the key features and activities of a supply chain.  
 
3. Does a small business benefit from focusing on their supply chain? How does their supply 
chain differ from a large corporation? 
 
4. How do collaboration, communication, and trust play a role in a supply chain and in 
managing a supply chain? 
 
5. What is the Bullwhip Effect and what causes it? How can it be minimized or prevented?  
 
6. Should a fast-food restaurant focus on efficiency or on market responsiveness? Frame your 
response in terms of lead time expectations of customers and describe what strategies a 
restaurant could use to address those expectations. 
 
7. Why has supply chain management emerged as a field of important study and practice? 
What is the driving force behind the supply chain concept? How does supply chain 
management impact the bottom line of the business organization? 
 
 
 
Learning Module 
Modeling Operation Times and Demands 
December 2017 
Pre-requisite: None 
Expected Time Requirement: 3-4 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Explain how to model operation times and demands in the absence of data 
2. Use statistical software to fit a distribution to data 
3. Explain common issues in using data to model operation times and demands 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading: Read the supplied document discussing Modeling Operation Times and Demand 
 
2. Watching: None 
 
3. Writing: Provide answers to each question in the homework assignment. 
 
4. Discussing: None 
 
5. Reviewing: None 
 
6. Assessing -- Take the quiz.   
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Modeling Operation Times and Demand 
 
1. Introduction 
 
This learning module deals with how to mathematically describe or model operation times and 
demand in a production system. This activity often includes selecting a probability distribution to 
represent the variability in an operating time or in demand.  Operation times include machine 
cycle times, transportation times, and anything else that causes a time delay.  In determining the 
particular probability distribution function to use, available data as well as the properties of the 
quantity being modeled must be taken into account.  Estimation of distribution function 
parameters must be performed. 
 
Frequently, data is not available.  How to choose a distribution function in the absence of data is 
discussed.  Software based procedures for choosing a distribution function when data is available, 
including fitting the data to a distribution function, are presented.     
 
2. Determining a Distribution in the Absence of Data 
 
Often, parameter values for probability distributions used to model random quantities must be 
determined in the absence of data.  There are many possible reasons for a lack of data.  The study 
may involve a proposed system.  Thus, no data exists.  The time and cost required to obtain and 
analyze data may be beyond the scope of the study.  The study team may not have access to the 
information system where the data resides.  The distribution functions commonly employed in 
the absence of data are presented.   
 
2.1. Distribution Functions Used in the Absence of Data 
 
Most often system designers or other experts have a good understanding of the “average” value.  
Often, what they mean by “average” is really the most likely value or mode.  In addition, they 
most often can supply reasonable estimates of the lower and upper bounds that is the minimum 
and maximum values.  Thus, distribution functions must be used that have a lower and upper 
bound and whose parameters can be determined using no more information than a lower bound, 
upper bound, and mode. 
 
First, consider the distribution functions used to model operation times.  Suppose only 
information about the minimum and maximum are available.  These are the two parameters 
required by the uniform distribution.  Only values in this range [min, max] are allowed.  All values 
between the minimum and the maximum are equally likely.  Figure 1 provides a summary of the 
uniform distribution. 
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Density Function Illustration 
 
Parameters:  min(imum) and max(imum) 
 
Range:   [min, max] 
 
Mean:   
2
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Variance:  
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2
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−
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−
−
= xxxF  
 
Application: In the absence of data, the uniform distribution is used to model a 
random quantity when only the minimum and maximum can be 
estimated. 
 
Figure 1:  Summary of the Uniform Distribution 
 
If the mode is available as well, the triangular distribution can be used.  The minimum, maximum, 
and mode are the parameters of this distribution.  Note that the mode can be closer to the 
minimum than the maximum so that the distribution is skewed to the right.  Alternatively, the 
distribution can be skewed to the left so that the mode is closer to the maximum than the 
minimum.  The distribution can be symmetric with the mode equidistant from the minimum and 
the maximum.  These cases are illustrated in Figure 2 where a summary of the triangular 
distribution is given. 
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Density Function Illustrations 
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Mean:   
3
max mode min ++   
 
Variance:  
18
max*modemax*minmode*minmaxmodemin 222 −−−++   
 
Density function:   












<<
≤≤
−−
−
=
maxxmode
mode)-(max*min)-(max
x)-(max*2
modexmin
min)(mode*min)(max
min)(x*2
;
;
)(xf  
 
Distribution function: 














<<−
≤≤
−−
−
=
maxxmode
mode)-(max*min)-(max
x)-(max
modexmin
min)(mode*min)(max
min)(x
2
2
;1
;
)(xF  
 
Application: In the absence of data, the triangular distribution is used to model a 
random quantity when the most likely value as well as the minimum and 
maximum can be estimated.  
 
Figure 2:  Summary of the Triangular Distribution 
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The beta distribution provides another alternative for modeling an operation time in the absence 
of data.  The triangular distribution density function is composed of two straight lines.  The beta 
distribution density function is a smooth curve.  However, the beta distribution requires more 
information and computation to use than does the triangular distribution.  In addition, the beta 
distribution is defined on the range [0,1] but can be easily shifted and scaled to the range [min, 
max] using min + (max-min)*X, where X is a beta distributed random variable in the range [0, 1].  
Thus, as did the uniform and triangular distributions, the beta distribution can be used for values 
in the range [min, max].   
 
Using the beta distribution requires values for both the mode and the mean.  Subjective estimates 
of both of these quantities can be obtained.  However, it is usually easier to obtain an estimate of 
the mode than the mean.  In this case, the mean can be estimated from the other three 
parameters using equation 1. 
 
3
maxmodeminmean ++=
        (1) 
 
The two parameters of the beta distribution are α1 and α2.  These are computed from the 
minimum, maximum, mode, and mean using equations 2 and 3. 
 
( ) ( )
( ) ( )min max*mean - mode
max -min   mode*2*min -mean
1 −
−
=α       (2) 
 
( )
min -mean 
 * mean - max 1
2
α
α =         (3) 
 
Most often for operation times, α1 > 1 and α2 > 1.  Like the triangular distribution, the beta 
distribution can be skewed to the right α1 < α2, skewed to the right, α1 > α2, or symmetric, α1 = 
α2.  A summary of these and other characteristics of the beta distribution is given in Figure 3.  
 
Next, consider modeling the time between demands or arrivals to a system.  In the absence of 
data, all that may be known is the average number of demands (arrivals) in a given time interval.  
The following assumptions are usually reasonable when no data are available. 
 
1. The arrivals are one at a time. 
2. The mean time between arrivals is the same over all time. 
3. The numbers arriving in disjoint time intervals are independent. 
 
All of this leads to using the exponential distribution to model the times between arrivals.  The 
exponential has one parameter, its mean.  The variance is equal to the mean squared.  Thus, the 
mean is equal to the mean time between arrivals or the time interval of interest divided by an 
estimate of the number of arrivals in that interval. 
 
Using the exponential distribution in this case can be considered to be a conservative approach 
as discussed by Hopp and Spearman (2011).  These authors refer to a system with exponentially 
distributed times between arrivals and service times as the practical worst case system.  This term 
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is used to express the belief that any system with worse performance is in critical need of 
improvement.  Figure 4 summarizes the exponential distribution. 
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Density Function Illustrations 
 
Parameters:  min(imum), mode, mean, and max(imum) 
 
Range:   [min, max] 
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   The denominator is the beta function. 
 
Distribution function: No closed form. 
 
Application: In the absence of data, the beta distribution is used to model a random 
quantity when the minimum, mode, and maximum can be estimated.  If 
available, an estimate of the mean can be used as well or the mean can 
be computed from the minimum, mode, and maximum.   
 
Figure 3:  Summary of the Beta Distribution 
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Parameter:  mean 
 
Range:   [0, ∞) 
 
Mean:   given parameter 
 
Variance:  mean2  
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Distribution function: 0;1)( / ≥−= − xexF meanx  
 
Application: The exponential is used to model quantities with high variability such as 
the time between demand and the time between equipment failures as 
well as operation times with high variability. 
   
   In the absence of data, the exponential distribution is used to model a 
random quantity characterized only by the mean.   
   
Figure 4:  Summary of the Exponential Distribution 
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3. Some Common Data Problems 
 
It is easy to assume that data is plentiful and readily available in a corporate information system.  
However, this is often not the case.  Some problems with obtaining and using data are discussed. 
 
1. Data are available in the corporate information system but no one on the project team 
has permission to access the data. 
 
Typically, this problem is resolved by obtaining the necessary permission.  However, it may not be 
possible to obtain this permission in a timely fashion.  In this, case the procedures for determining 
a distribution function in the absence of data should be used at least initially until data can be 
obtained. 
 
2. Data are available but must be transformed into values that measure the quantity of 
interest. 
  
For example, suppose the truck shipment time between a plant and a customer is of interest.  The 
company information system records the following clock times for each truck trip:  departure from 
the plant, arrival to the customer, departure from the customer, and arrival to the plant.  The 
following values can be computed straightforwardly from this information for each truck trip:  
travel time from the plant to the customer, time delay at the customer, travel time from the 
customer to the plant. 
 
This example raises some other questions.  Is the there any reason to believe that the travel time 
from the plant to the customer is different from the travel time from the customer to the plant?  
If not, the two sets of values could be combined and a single distribution could be determined 
from all the values.  If there is a known reason that the travel times are different, the two data 
sets must be analyzed separately.   
 
3. All the needed data is available, but only from multiple sources.   
  
Each of the multiple sources may measure quantities in different ways or at different times.  Thus, 
data from different sources need to be made consistent with each other.   
 
For example, the amount of sales of a chemical product is measured in pounds of product in the 
sales information system and in volume of product in the shipping information system.  The model 
must measure the amount of product in either pounds or volume.  Suppose pounds were chosen.  
The data in the shipping information system could be used after dividing it by product density 
(pounds/gallon).  
 
Consider another example.  A sales forecast is used to establish the volume of demand for a 
product used in a model.  The sales forecast for the product is a single value.  A distribution of 
product demand is needed.  A distribution is determined using historical sales data.  The sales 
forecast is used as the mean of a distribution instead of the mean computed from historical data.  
This assumes that only the mean will change in the future.  The other distribution parameters 
such as the variance as well as the particular distribution family, normal for example, remain the 
same. 
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4. All data are “dirty”. 
 
It is tempting to assume that data from a computer information system can be used without 
further examination or processing.  This is often not the case.  Many data collection mechanisms 
do not take into account the anomalies that occur in day-to-day system operations. 
 
For example, an automated system records the volume of a liquid product produced each day.  
This production volume is modeled as a single random quantity.  The recorded production volume 
for all days is greater than zero.  However, on a few days it is two orders of magnitude less than 
the rest of the days.  It was determined that these low volumes meant that the plant was down 
for the day.  Thus, the production volume was modeled by a distribution function for the days 
that the plant was operating and zero for the remaining days.   
 
Another example is provided by Khan and Standridge (2018).  Cycle time data values are observed 
for each operation on a production floor and manually entered into the business data 
management system.  Upon review, it was obvious that some values were either too large or too 
small.  These were replaced by the mode for analysis purposes. 
 
4. Determining a Distribution with Data Available 
 
This section discusses the use of data in determining the distribution function to use to model 
operation times and demand as well as values for the distribution parameters.  The common 
distribution functions used to do so are described.  Law (2015) provides an in depth discussion of 
this topic, including additional distribution functions.   
 
4.1 Histograms 
 
One of the first steps in using data to model a quantity of interest is to create a histogram.  A 
histogram provides a rough estimate of the probability distribution of an operation time or 
demand by depicting the frequencies of observations occurring in certain ranges of values 
(https://en.wikipedia.org/wiki/Histogram).  Thus, a histogram could be used directly to model an 
operation time or demand particularly if it is comprised of a large number of data points.   This is 
often the best option as pointed out by Law and McComas (1996) who estimate that “perhaps 
one third of all data sets are not well represented by a standard distribution.”   Alternatively, the 
histogram can be used to guide the selection of a probability distribution, which provides a 
smooth curve to model the operation time or demand. 
 
Consider the histogram of cycle times at a fabrication station (Khan and Standridge 2018) shown 
in Figure 5.  It is comprised of over 20,000 data points and thus was used to model the fabrication 
cycle time. 
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Figure 5: Example Cycle Time Histogram 
 
4.2 Gamma Distribution 
 
Like the beta distribution discussed previously, the gamma distribution can take on a wide variety 
of shapes.  This flexibility makes the gamma distribution useful in modeling operation times and 
demands.  The gamma distribution can take on all positive values and is summarized in Figure 6.   
 
Note that the parameters of the gamma distribution are not the mean and variance but are 
functions of the mean and variance.  That is, if the mean and variance are known or estimated 
then the distribution parameters can be computed using simple algebra. 
 
The exponential distribution is a special case of the gamma distribution when α = 1.   
 
To illustrate the use of the gamma distribution, consider the case where the time between arrivals 
to a workstation follows the practical worst case with a mean of 10 minutes.  Then, the standard 
deviation is also 10 minutes.  Thus, the gamma distribution parameters would be α = 1 and  β = 
10, the special case of an exponential distribution with a mean of 10 minutes.  Suppose a 
reduction of 50% in the variability in the time between arrivals could be achieved such that the 
standard deviation was 5 minutes.  Solving the equations for the mean and variance in Figure 6 
for α and β yields α = 4 and β = 2.5.  Thus, this alternative could be modeled as a gamma 
distribution with α = 4 and β = 2.5. 
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Density Function Illustrations 
 
Parameters:  Shape parameter, α > 0, and a scale parameter, β > 0.  
 
Range:   [0,∞) 
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Distribution function: No closed form, except when α is a positive integer. 
 
Application: The gamma distribution is the most flexible and general distribution for 
modeling operation times and demand. 
 
Figure 6:  Summary of the Gamma Distribution 
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4.3 Normal Distribution 
 
The normal distribution, by virtue of central limit theorems (Law 2015), is useful in representing 
quantities that are the sum of a large number (25 to 30 at least) of other quantities.  For example, 
a sales region consists of 100 convenience stores.  Demand for a particular product in that region 
is the sum of the demands at each store.  The regional demand is modeled as normally distributed.   
 
The parameters of a normal distribution function are the mean (µ) and the standard deviation 
(σ).  Note that the normal is symmetrical about the mean.  That is half of probability is to the left 
of the mean and half is to the right of the mean. Figure 7 shows several normal distribution density 
functions and summarizes the normal distribution. 
 
4.4 Poisson Distribution 
 
Some quantities have to do with the number of something, such as the number of parts in a batch, 
the number of items a customer demands from inventory or the number of customers arriving 
between noon and 1:00 P.M.  Such quantities can be modeled using the Poisson distribution.   
 
Unlike the distributions previously discussed, the range of the Poisson distribution is only non-
negative integer values.  Thus, the Poisson is a discrete distribution.  The Poisson has only one 
parameter, the mean.   
 
If the Poisson distribution is used to model the number of events in a time interval, such as the 
number of customers arriving between noon and 1:00 P.M., then the time between the events, 
arrivals, is exponentially distributed.  The Poisson distribution is summarized in Figure 8. 
 
4.5 Probability Mass Function 
 
Some quantities can take one of a small number of values, each with a given probability.  For 
example, a part is of type “1” with 70% probability and of type “2” with 30% probability.  In these 
cases, the probability mass function is simply enumerated, e.g. p1 = 0.70 and p2 = 0.30.  The 
enumerated probability mass function is summarized in Figure 9.   
 
Maas and Standridge (2015) present the use of a probability mass function to model the 
distribution of product types sold by an electronics manufacturing firm as shown in Figure 10. 
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Distribution function: No closed form 
 
Application: By the central limit theorems, the normal distribution can be used to 
model quantities that are the sum of a large number of other quantities. 
Figure 7:  Summary of the Normal Distribution. 
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Density Function Illustration 
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Application: The Poisson distribution is used to model quantities that represent the 
number of things such as the number of items in a batch, the number of 
items demanded by a single customer, or the number of arrivals in a 
certain time period. 
   
Figure 8:  Summary of the Poisson Distribution 
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Density Function Illustration 
 
Parameter:  set of value-probability pairs (x,, pi), number of pairs, n 
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Application: An enumerated probability mass function is used to model quantities that 
represent the number of things such as the number of items in a batch 
and the number of items demanded by a single customer where the 
probability of each number of items is known and the number of possible 
values is small. 
   
Figure 9:  Summary of the Enumerated Probability Mass Function 
 
 
  
 15 
 
 
Figure 10: Example Probability Mass Function 
 
5. A Software Based Approach to Fitting a Data Set to a Distribution Function 
 
Software should always be used to fit a distribution to a data set. Several software packages 
support this task.  The following three activities need to be performed. 
 
1. Selecting the distribution family or families of interest. 
2. Estimating the parameters of particular distributions. 
3. Determining how well each distribution fits the data. 
 
The distribution functions discussed in the preceding sections, beta or normal for example, are 
called families.  An individual distribution is specified by estimating values for its parameters.  
There are two possibilities for selecting one or more distribution function families as candidates 
for modeling a random quantity. 
 
1. Make the selection based on the correspondence between the situation being modeled 
and the theoretical properties of the distribution family as presented in the previous 
sections.   
  
 For example, a large client buys a particular product from a supplier.  The client supplies 
numerous stores from each purchase.  Based on the theoretical properties of the 
distributions previously discussed, the time between orders could be modeled using a 
gamma distribution and the number of units of product purchased could be modeled 
using a normal distribution. 
 
2. Make the selection based on the correspondence between summary statistics and plots, 
such as a histogram, and particular density functions.  Software packages such as ExpertFit 
(Law 2015) automatically compute and compare, using a relative measure of fit, 
candidate probability distributions and their parameters.  In ExpertFit, the relative 
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measure of fit is based on a proprietary algorithm that includes statistical methods and 
heuristics. 
 
 Other software packages, such as JMP, compute distribution parameters for a user-
selected distribution family. 
 
The third activity is to assess how well each candidate distribution represents the data and then 
choose the distribution that provides the best fit.  This is called determining the “goodness-of-fit”.  
The modeler uses statistical tests assessing goodness of fit, relative and absolute heuristic 
measures of fit, and subjective judgment based on graphical displays to select a distribution from 
among several candidates.   
 
Heuristic procedures include the following: 
 
1. Density/Histogram over plots – Plot the histogram of the data set and a candidate 
distribution function on the same graph.  Visually check the correspondence of the 
density function to the histogram. 
 
2. Frequency comparisons – Compare the frequency histogram of the data with the 
probability computed from the candidate distribution of being in each cell of the 
histogram. 
 
3. Distribution function difference plots – Plot the difference of the cumulative candidate 
distribution and the fraction of data values that are less than x for each x-axis value in the 
plot.  The closer the plot tracks the 0 line on the vertical axis the better. 
 
4. Probability plots – Use one of the many types of probability plots to compare the data set 
and the candidate distribution.  One such type is as follows.  Suppose there are n values 
in the data set.  The following points, n in number, are plotted: ( i / n th percent point of 
the candidate distribution, the i th smallest value in the data set).  These points when 
plotted should follow a 45 degree line.  Any substantial deviation from this line indicates 
that the candidate distribution may not fit the data set. 
 
Statistical tests formally assess whether the data set that consists of independent samples is 
consistent with a candidate distribution.  These tests provide a systematic approach for detecting 
relatively large differences between a data set and a candidate distribution.  If no such differences 
are found, the best that can be said is that there is no evidence that the candidate distribution 
does not fit the data set.   
 
The behavior of these tests depends on the number of values in the data set.  For large values of 
n, the tests seem to always detect a significant difference between a candidate distribution and a 
data set.  For smaller values of n, the tests detect only gross differences.  This should be kept in 
mind when interpreting the results of the test. 
 
Suppose the kilowatt-hours generated by a set of solar panels is collected each day for each 
month.   The monthly data, shown in Table 1, are hypothesized to be either normally distributed 
or gamma distributed.   
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Table 1: Solar Data – Hastings Township Michigan  
kW-hr  
2017 
Day August 
1 10.40 
2 10.10 
3 4.95 
4 3.95 
5 10.30 
6 5.37 
7 7.75 
8 10.50 
9 10.00 
10 8.83 
11 7.72 
12 8.18 
13 8.99 
14 7.64 
15 8.91 
16 10.20 
17 4.83 
18 3.67 
19 11.00 
20 9.96 
21 6.90 
22 5.28 
23 9.33 
24 4.85 
25 10.60 
26 10.80 
27 6.60 
28 5.05 
29 7.20 
30 9.27 
31 8.53 
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JMP is used to estimate the parameters of each distribution and help assess the fit.  The results 
for August 2017 are shown in Figure 11.  Note the following: 
1. The green curve with peak to the left is the gamma distribution.  The red curve is the 
normal distribution. 
2. There are many days when the energy generated fell between 10 and 11 kilowatt hours.  
This peak makes fitting a smooth curve to the data difficult.  Thus, consideration should 
be given to using the histogram of the data instead of a smooth curve. 
3. The gamma distribution appears to fit the data better than the normal distribution as 
seen by the curves superimposed on the histogram.  This observation is confirmed by the 
goodness of fit statistical tests. 
 
 
 
Figure 11:  Distribution Fitting Results for Solar Data 
 
6. Summary 
 
This learning model describes how to model operation times and demand using a distribution 
function both when data is available and when it is not.  Typical issues that arise in using data are 
discussed.  A few of the many available distribution functions are presented.  Steps in fitting data 
to a distribution function are described.  
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Modeling Operation Times and Demand  
Homework 
 
 
1. Follow the instructions in the attached document (JMP Fitting Distributions to Data) to assess the fit 
of the shipment data to a normal distribution and a gamma distribution. 
 
2. In processing the shipment data used in problem one, why is an exclusion rule needed?  That is, why 
can’t the entire data set be used? 
 
3. Consider the following situations.  Customers arrive to a store in a mall at peak times at the rate of 30 
per hour.  The manager has observed that the average customer spends 10 minutes in the store, some 
customers linger for up to 30 minutes, and a few customers know exactly what they want and thus 
spend only 2 minutes in the store. 
 
a. What distribution would you use to model the number of customers that arrive to the store? 
b. What distribution would you use to model the time between arrivals of customers to the 
store? 
c. What distribution would you use to model the time customers spend in the store? 
 
 JMP-1 
Distribution Function Fitting in JMP  
 
Start up JMP in the usual way for a Windows program.   
 
From the main window select Analyze / Distribution 
 
You will be prompted to browse for the shipments data file (Shipments.txt).  Please locate and 
select this file. 
 
Two windows will appear: the data table and distribution. 
 
In the distribution window on the left, double click on column one.  Under Action, select OK. 
 
A new window will appear with summary statistics.    In this window, select the column name (0) 
and then continuous fit / normal distribution.  A fitted normal table will appear at the bottom of 
the same window.  Select fitted normal and then goodness-of-fit.  Note the result. 
 
Let go back and re-examine the data values.  Assume that a zero value represents a no ship 
condition and that we are interest in the distribution of the volume shipped given that shipments 
were made.  Let’s eliminate the zero values and refit the distribution.  Select the first six rows in 
the data table by selecting the row numbers 1 through 6.  Select the arrow above the row number 
1 and then Exclude / Unexclude. 
 
Repeat the above process for fitting a distribution function to the data. 
 
In addition, repeat all of the above for the gamma distribution.  Which fits better in your opinion, 
the normal or the gamma? 
 
Some housekeeping details. 
 
1. For a better look, select column1/display options, then check horizontal display, and 
uncheck quantiles. 
2. Use Fixed Parameters for the gamma distribution.  Select Fitted Gamma/Fixed 
Parameters.  For the fixed parameter values, use the estimated parameter values to three 
significant digits.  This allows the statistical goodness of fit test to be computed. 
3. Use print screen to copy the JMP results for submission in a word document. 
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Learning Module 
Single Workstation Analysis 
December 2017 
Pre-requisite: Modeling Operations Times and Demand 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Apply the VUT equation to compute average lead time for a variety of circumstances 
2. Apply Little’s Law to compute the average number waiting 
3. Use mathematical results to improve the performance of a work station 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Writing: Provide answers to each question in the homework assignment.  Compute 
all answers in an Excel spreadsheet, one question per tab using the support spreadsheet as a 
guide.  The homework assignment document will guide you through the reading and support 
spreadsheet, question by question. 
 
2. Watching – None.  
 
3. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Consider one place at which you have worked.  Would the VUT equation and Little’s Law 
give insight into any operation, production or otherwise?  Provide a specific example. 
b. Consider one place at which you have worked.  Do you observe any of the three 
detractors?  Based on what you have learned, what impact did the detractor have and 
what challenges are there in overcoming the impact of the detractor? 
c. Consider one place where you have worked.  What are the sources of variation in the 
demand?  Is it possible to reduce this variation? 
 
4. Reviewing -- Read the following document for a summary of the application of the VUT equation:  
 
http://dumontis.com/2016/07/muri-mura-kingman/ 
 
5. Assessing -- Take the quiz.   
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The Workstation 
 
1. Introduction 
 
A workstation is the core element of any production system.  A workstation performs an operation 
on a work piece referred to as a part. Often, the operation consists of multiple sub-operations.  
The workstation may have one machine or worker. Alternatively, the workstation may have 
multiple machines or workers each of whom processes a part concurrently.  
 
Determining the time parts spend at the workstation is of interest.  The number of parts at the 
workstation is of interest as well.  Equations to compute these quantities are presented, discussed 
and applied.  Emphasis is on understanding implications on the behavior of parts at a workstation 
captured by the equations. 
 
The effects of operational detractors: batching with setup, machine downtime, and part 
reworking are described and analyzed with regard to their impact on the time parts spend at the 
station and the number of parts at the station. 
 
Gross capacity planning is introduced. 
 
2. Describing a Workstation 
 
Figure 1 shows a workstation.  There is a work-in-process inventory in front of the workstation 
where each part waits its turn for processing.  It assumed that the waiting is first-come-first-
served.  The operation on the part is performed at the workstation. 
 
 
 
 
 
 
 
Figure 1: Single Workstation 
 
The data that characterizes the workstation are the following. 
 
Cycle time – The time required to perform the operation, both the average time (CT) and the 
standard deviation (σCT). 
 
Flow rate of parts – The number of parts arriving per hour also known as the throughput (TH).  For 
this discussion, it is assumed that parts are not combined, lost, or destroyed at the workstation 
so the flow rate into the workstation is equal to the flow rate out of the workstation.   
 
Time between arrivals – The time between arrivals of successive parts, both the average time 
(TBA) and the standard deviation (σTBA). For this discussion, it is assumed that parts are not 
combined, lost, or destroyed at the workstation so the average time between arrivals (TBA) is 
equal to the average time between departures from the workstation.  The standard deviation of 
the time between departures could be different from the standard deviation of the time between 
arrivals.   
 
Work 
Station 
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It is worth noting the following about these quantities. 
1. The flow rate of parts should equal the demand rate so exactly the number of parts 
needed is produced.   
2. The average time between arrivals is the reciprocal of the flow rate, so TBA = 1 / TH.   
3. If the demand rate is equal to the flow rate, then TBA is equal to the takt time, the largest 
cycle time a workstation can have and still meet demand. 
4. The average time between arrivals (TBA) must be greater than the average cycle time 
(CT). If not, the workstation will not be able to do all the required work. 
 
3. Computing the Lead Time 
 
The lead time at the station is of interest.  The lead time consists of two parts: the waiting time in 
the inventory and the operation time at the station whose average is CT.  Thus, a way of 
computing the average lead time in the inventory (LTI) is needed. 
 
This computation can be done using the VUT equation. V, U, and T are short for Variance – 
Utilization – Time, respectively.  This equation is presented and further discussed in Hopp and 
Spearman (2011). 
 
Using this equation requires two intermediate computations that will be presented first. 
 
The utilization of the workstation is the percent of time the workstation is not idle.  The not idle 
time is spent performing the operation and dealing with the detractors to be discussed later.  
Without detractors, the utilization (µ) can be computed considering only the average time 
between arrivals and the average cycle time. 
 
µ = CT / TBA          (1) 
 
Note that utilization is in the range 0 < µ < 1. 
 
The coefficient of variation (CV) is the standard deviation scaled by the mean.  Because the 
coefficient of variation is unit-less, it is used instead of the standard deviation to compare the 
variation of quantities such as the time between arrivals and cycle time that have different units 
or different means.   
 
The coefficient of variation of the time between arrivals (CVTBA) is given in equation 2. 
 
CVTBA = σTBA / TBA          (2) 
 
The coefficient of variation of the cycle time is given in equation 3. 
 
CVCT = σCT / CT           (3) 
 
Recall from the discussion of distributions that the mean and standard deviation of the 
exponential distribution are equal.  Thus, the coefficient of variation is 1.  Also, recall that this 
distribution models the practical worst case variation.  That is the exponential distribution models 
the case when customer demand is as random as it practically can be.  On the other hand, the 
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variation in cycle time can be controlled and reduction in this variation is often the subject of 
continuous improvement efforts. 
 
Thus, it is reasonable to conclude that if the workstation is properly operating then CVTBA and CVCT 
will range between 0 and 1.  In addition, experience has shown that it is often the case that CVTBA 
is much larger, nearer to 1, than CVCT, nearer to 0.   
 
The VUT equation is shown in equation 4.  Note that the VUT equation uses averages and 
variation in evaluating average behavior, specifically the average time waiting in the workstation 
inventory for the operation.  Notice that variation in measures of behavior is not, an often cannot, 
be determined analytically. 
 
CTCVCVVUTLT CTTBAI 





−





 +
=≈
µ
µ
12
22
      (4) 
 
The following insights can be gained by examining equation 4. 
 
1. The lead time in the inventory depends on the variance of the time between arrivals and 
the variance of the processing time, expressed as the squared coefficient of variation.  As 
the variance of either increases, the average lead time in the inventory increases. 
2. The lead time in the inventory increases in a highly non-linear fashion as the utilization 
increases.  The utilization term for a utilization of 75% is 3, of 80% is 4, of 90% is 9, of 95% 
is 19, and of 99% is 99. 
3. The only way to effectively run a workstation with high utilization is to eliminate the 
variation in the time between arrivals and in the cycle time. 
4. A utilization of 100% cannot be achieved unless the variance in both the cycle time and 
the time between arrivals is zero. 
5. The distributions of the time between arrivals and the processing times are not required, 
only the mean and the standard deviation. 
 
The VUT equation gives insight into the effects of the process improvements suggested by both 
lean and QRM.   
 
1. CT can be reduced by eliminating unnecessary motion by the workstation operator and 
unneeded sub-operations.  Reducing CT reduces the utilization.  It is possible that these 
improvements will reduce σCT as well.  Thus, LTI is reduced. 
2. QRM takes advantage of structural variation that is reflected by σCT and σTBA having 
relatively high values.  The arrival pattern of different types of orders will appear as highly 
random implying a CVTBA value of 1 or near 1.  The variation in the processing times for 
different types of orders will result in a CVCT value near 1 as well.  This is why QRM 
recommends lowing the utilization by increasing workstation capacity by adding 
machines, workers, or hours worked.    
 
The average lead time at the workstation is the sum of the average lead time in the inventory and 
the average cycle time. 
 
LTWS = LTI + CT          (5) 
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Lead time computations are best done using a spreadsheet.  An example lead time computation 
is shown in the accompanying spreadsheet.  Please carefully examine the formulas and the 
results.  The latter are also shown in Table 1.   
 
Table 1: Lead Time Computation Illustration 
Workstation with 
no detractors 
  
Current 
State 
(Minutes) 
Lean 
Improvements 
(Minutes) 
Inputs Time between 
arrivals 
Average 10 10 
  
Standard 
Deviation 
7 7 
 
Cycle time Average 8 7   
Standard 
Deviation 
4 2 
Intermediates Time between 
arrivals 
Coefficient of 
Variation  
0.70 0.70 
 
Cycle time Coefficient of 
Variation  
0.50 0.29 
 
Utilization 
 
0.80 0.70 
Results 
 
Utilization Term 
(U) 
4.00 2.33 
  
Variance Term 
(V) 
0.37 0.29 
  
Lead Time 
Inventory 
11.84 4.67 
  
Lead Time 
Station 
19.84 11.67 
  
Percent 
Reduction - Lead 
Time Inventory 
 
61% 
 
There are two situations analyzed.  One a base case and the other after lean improvements are 
made that reduce the average cycle time by 1 minute and the variation in the cycle time by 50%.  
Thus, the impact of lean improvements can be assessed.  Note that reducing the utilization from 
80% to 70% and the variation in the cycle time by 50% results in an over 60% reduction in lead 
time in the inventory. 
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4. Computing the Number Waiting 
 
Often in practice the inventory level is expressed in lead time, for example the number of days of 
inventory on hand.  It is also of interest to express the inventory as the number of parts waiting.  
Thus, a way of converting time to number of parts and vice versa is needed. Such a relationship is 
given by Little’s Law (Little 1961), where WIPI refers to the average number of parts waiting in the 
inventory. 
 
WIPI = LTI * TH          (6) 
 
or 
 
TH = WIPI / LTI          (7) 
 
That is the ratio of the average number of parts waiting in inventory and the average waiting time 
is a constant equal to the throughput rate.   
 
Little’s Law is a very general statement of the relationship between the rate of flow, the average 
number, and the average time.  Thus, the average number at the workstation is given by equation 
8.  
 
WIPWS = LTWS * TH         (8) 
 
where WIPWS is the average number at the workstation, the sum of the average number in the 
inventory and average number of parts being worked on. 
 
The most general form of Little’s Law is given in equation 9. 
 
WIP = LT * TH          (9) 
 
Consider the following examples of the application of the general form of Little’s Law. 
 
Number of customers at Burger King =  Customers served per hour at Burger King X 
     Time from entry to completion of service 
 
Number of pallets on a holding conveyor = Pallets entering the main line conveyor per hour X 
Average time between the entry to the holding conveyor and entry to the main line conveyor 
 
Number of units in a transfer center =  Number of units entering the transfer center per hour X 
     Average processing time in the transfer center 
 
Number of students enrolled at GVSU = Number of students entering per year X 
     Average number of years enrolled at GVSU 
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Here are some ideas that can be extracted from Little’s Law. 
1. In order for the WIP (a bad thing to have lots of) to decrease, the lead time must decrease 
for a constant throughput.   
 
2. Consider again equation 7, which implies that increasing throughput can be achieved by 
increasing WIP or decreasing LT.  However, increasing WIP (a bad thing to have lots of) 
may increase lead time.  Thus, increasing throughput most often requires decreasing lead 
time.  Note that the same throughput can be achieved with large WIP and large lead times 
or small WIP and small lead times. 
 
As before, number waiting computations are best done using a spreadsheet.  The previous 
example is extended to add number waiting computations.  Please carefully examine the formulas 
and the results.  The latter are also shown in Table 2.   
 
Table 2: Parts Waiting Computation Illustration 
Workstation with 
no detractors 
  
Current 
State 
(Minutes) 
Lean 
Improvements 
(Minutes) 
Inputs Time between 
arrivals 
Average 10 10 
  
Standard Deviation 7 7  
Cycle time Average 8 7   
Standard Deviation 4 2 
Intermediates Time between 
arrivals 
Coefficient of 
Variation  
0.70 0.70 
 
Cycle time Coefficient of 
Variation  
0.50 0.29 
 
Utilization 
 
0.80 0.70 
Results 
 
Utilization Term (U) 4.00 2.33   
Variance Term (V) 0.37 0.29   
Lead Time 
Inventory 
11.84 4.67 
  
Lead Time Station 19.84 11.67   
Percent Reduction - 
Lead Time 
Inventory 
 
61% 
  Number of Parts 
Inventory 1.2 0.5 
  Percent Reduction – 
Number of Parts 
Inventory  61% 
  Number of Parts 
Station 2.0 1.2 
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There are two situations analyzed.  One a base case and the other after lean improvements are 
made that reduce the average cycle time by 1 minute and the variation in the cycle time by 50%.  
Thus, the impact of lean improvements can be assessed.  Note that reducing the utilization from 
80% to 70% and the variation in the cycle time by 50% results in an over 60% reduction in average 
number of parts in the inventory. 
 
5. Two Stations in Series 
 
Consider two stations in series as shown in Figure 2.  What is the average lead time from entry 
into the inventory in front of the first station to completion of processing at the second station?  
Fortunately, the question can be answered by computing the average lead time at the first station, 
the average lead time at the second station, and adding these two quantities. 
 
 
  
 
   
  
 
 
 
Figure 2: Two Workstations in Series 
 
Computing the average lead time at the second station requires determining the average time 
between arrivals and the standard deviation of the time between arrivals.  Given the assumption 
that no parts are lost or consumed at the first station, the average time between arrivals to the 
second station is equal to the average time between arrivals to the first station.  The number is 
parentheses is the ID number of the station. 
 
TBA(2) = TBA(1) = TBA          (10) 
 
Next, the standard deviation of the time between arrivals to the second station needs to be 
determined.  The following relationship is helpful in this regard:  the squared coefficient of 
variation of the time between arrivals to the second station is equal to the squared coefficient of 
variation of the time between departures from the first station. 
 
𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
2 (2) = 𝐶𝐶𝐶𝐶𝑑𝑑2 (1)          (11) 
 
Thus, the standard deviation of the time between arrivals to the second station depends on the 
variation in processing parts at the first station. 
 
The squared coefficient of variation of the time between departures is given by equation 12.  It is a 
weighted average of the squared coefficient of variation of the cycle time and the squared 
coefficient of variation of the time between arrivals.  The weight is the workstation utilization 
squared. 
 
22222 )1( TBACTd CVuCVuCV −+=        (12) 
 
  
 
Work 
Station 2 
Work 
Station 1 
8 
 
The following insights can be gained by examining equation 12. 
 
1. The variation in the departures for a high utilization workstation depends mostly on the 
variation in the cycle time.  Thus, a low variation in cycle time results in a low variation in 
the time between departures, which results in a low variation in the time between arrivals 
to the next workstation. 
2. A workstation with high utilization and low variation in cycle time will, to a great extent, 
eliminate high variation in the time between arrivals. 
3. A workstation with high utilization and high variation in cycle time will cause high 
variation in the time between arrivals to the next station.  Thus, the lead time in the 
inventory at the next station will tend to be high. 
4. A workstation with low utilization will tend to result in the variation of the time between 
arrivals at the next workstation equaling the variation in the time between arrivals at the 
current workstation. 
 
To illustrate, consider a serial line with two workstations.  Each has the same cycle time average 
and standard deviation.  Again the analysis of the serial line is done using a spreadsheet.  The 
results are also shown in Table 3. 
 
Table 3: Two Workstation in Series 
Two 
workstations 
in series 
 
 
 
Current 
State    
Station 1 Station 2 Line 
Inputs Time between 
arrivals 
Average 10 10 
 
  
Standard Deviation 7 5.8 
 
 
Cycle time Average 8 8 
 
  
Standard Deviation 4 4 
 
Intermediates Time between 
arrivals 
Coefficient of 
Variation  
0.70 0.58 
 
 
Cycle time Coefficient of 
Variation  
0.50 0.50 
 
 
Utilization 
 
0.80 0.80 
 
Results 
 
Utilization Term (U) 4.00 4.00 
 
  
Variance Term (V) 0.37 0.29 
 
  
Lead Time Inventory 11.8 9.4 21.2   
Lead Time Station 19.8 17.4 37.2   
Number of Parts 
Inventory 
1.2 0.9 2.1 
  Number of Parts 
Station 
2.0 1.7 3.72 
 
Departures Coefficient of 
Variation  
0.58 0.53 
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Note how the standard deviation of the time between arrivals to the second station is lower than 
to the first station and the number of parts in the inventory of the second station, as well as the 
lead time in the inventory, is about 25% lower than at the first station as a result. 
 
6.  One Station with Multiple Machines or Workers 
 
Consider again the quantity on the right hand side of equation 1:  CT / TBA.  This quantity was 
interpreted as the utilization of a single workstation defined as the percent non-idle time.   
 
It can also be interpreted as the average number of non-idle machines or workers.  By this 
definition, CT could be greater than TBA and thus more than one machine or worker is required 
to keep up with the flow rate (1/TBA).  For example, if CT = 18 and TBA = 10, then the average 
number of non-idle machines or workers is 1.8 and two would be required.  The two work in 
parallel each processing a part concurrently with the other. 
 
To maintain the definition of the utilization as the percent non-idle time the more general form 
of equation 1 must be used. 
 
µ = CT / (TBA * m)      (13) 
 
where m is the number of machines or workers. 
 
The VUT equation (4) needs to be modified to account for multiple machines or workers at a 
station as shown in equation 14. 
 
CT
m
CVCVVUTLT
m
CTTBA
I 


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



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
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−+
*)1(2
1)1(222
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µ
     (14) 
 
Note that the U term has been modified to account for the number of machines or workers (m).  
Warning: the “-1” in the exponent of µ is not under the radical sign.  For example when m = 7, the 
exponent has the value 3. 
 
To illustrate, consider a workstation with two identical machines. Each has the same cycle time 
average and standard deviation.  See the impact on waiting time when a third machine is added.  
Again the analysis is done using a spreadsheet.  The results are also shown in Table 4. 
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Table 4: Workstation with Multiple Machines 
Workstation with 
multiple 
machines 
  
 
2 
Machines 
 
3 
Machines 
Inputs Time between 
arrivals 
Average 10 10 
  
Standard Deviation 7 7  
Cycle time Average 18 18   
Standard Deviation 9 9  
Machines 
 
2 3 
Intermediates Time between 
arrivals 
Coefficient of Variation  0.70 0.70 
 
Cycle time Coefficient of Variation  0.50 0.50  
Utilization % Non-Idle Machines 0.90 0.60 
Results 
 
Utilization Term (U) 4.29 1.50   
Variance Term (V) 0.37 0.37   
Lead Time Inventory 28.58 9.99   
Lead Time Station 46.58 27.99   
Percent Reduction - Lead 
Time Inventory 
 
65% 
  
Number of Parts 
Inventory 
2.9 1.0 
  
Number of Parts Station 4.7 2.8   
Percent Reduction - Parts 
in Inventory 
 
65% 
 
Note how the addition of a third machine reduces the lead time in the inventory by 92%.  This is 
consistent with the QRM idea of adding capacity to reduce lead time. 
 
Finally the coefficient of variation of departures from a workstation with multiple machines 
should be computed with equation 15. 
 






−+−+=
m
uCVuCV
m
uCV TBACTd
11)1( 2222
2
2      (15) 
 
Note that this is the same as equation 12 except that the first term is divided by the square root 
of m.  In addition, a third term is added that does not depend on the coefficient of variation of 
the arrival time or of the cycle time. 
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7. Detractors to Workstation Performance – Rework 
 
One of the seven wastes of lean is defects.  One defect is producing a part that does not meet 
customer specifications.  In this case, the part must be replaced by making another part or 
perhaps repaired.  This is referred to as rework. 
 
Rework increases the amount of work that needs to be done to produce the number of parts 
needed to meet the demand.  Assume that the rework time is the same as the cycle time at the 
workstation. Rework increases the inbound flow rate to the workstation, which now consists of 
two components: parts arriving as before for processing and rework parts.  This is shown in Figure 
3. 
 
 
 Rework Flow 
 
 
      Original Flow 
 
 
 
 
Figure 3: Single Workstation with Rework 
 
Suppose the percent of parts that need rework is p.  The equation 16 gives the new flow 
(throughput) rate including rework. 
 
𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑇𝑇𝑇𝑇𝑅𝑅𝑁𝑁𝑁𝑁𝑅𝑅𝑂𝑂𝑅𝑅 = 𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ∗ 𝑝𝑝0 + 𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ∗ 𝑝𝑝1 + 𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ∗ 𝑝𝑝2 + ⋯
 (16) 
 
The exponent on p indicates the number of times the part is reworked, which in theory could be 
infinite.  Equation 16 results in equation 17.  Equations 18 and 19 follow from equation 17. 
 
𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 /(1 − 𝑝𝑝)        (17) 
 
𝑇𝑇𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ∗ (1 − 𝑝𝑝)       (18) 
 µ𝑁𝑁𝑁𝑁𝑁𝑁 = µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 /(1 − 𝑝𝑝)        (19) 
 
Rework decreases the average time between part arrivals to the station and thus increases the 
utilization of the station.   
 
Rework almost surely causes lead time in the inventory to increase.  The U term increases due to 
the increase in the utilization as given in equation 20. 
 
𝑈𝑈𝑁𝑁𝑁𝑁𝑁𝑁 = µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂/(1 − µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 − 𝑝𝑝)       (20) 
 
 
Work 
Station 
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For example, suppose there is a workstation whose utilization is 75%.  Without rework the U term 
is 3. With a rework rate of 5%, the new U term is 3.75.   
 
The average and standard deviation of CT remain the same.  The average time between arrivals 
decreases.  The variance of the time between arrivals increases since the variance in the rework 
arrival stream is added to the variance of the original arrival stream.   However, in general the 
average time between arrivals may decrease more or less than the standard deviation of the time 
between arrivals increases.  Thus, CVTBA may increase or decrease and so the V term may increase 
or decrease.  However, the increase in the U term almost surely overwhelms any decrease in the 
V term. 
 
An estimate of the increase in the variation of the time between arrivals can be developed as 
follows. 
 
Equation 16 leads to equation 21.  Note that the term for parts that do not need rework has been 
eliminated by subtraction. 
𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
2
𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇2 + 𝐶𝐶𝐶𝐶𝑑𝑑2/(1 − 𝑝𝑝) −  𝐶𝐶𝐶𝐶𝑑𝑑2 =   𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇2 + 𝐶𝐶𝐶𝐶𝑑𝑑2 ∗ ( p1−𝑝𝑝)   (21) 
 
Of course, the major problem with equation 21 is that the coefficient of variation of the time 
between departures, CVd2, is computed from the coefficient of variation of the time between 
arrivals, 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇2 𝑁𝑁𝑁𝑁𝑁𝑁, as shown by equation 12  If the approximation, 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
2
𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇2 , is 
allowed, then the impact of rework on the variation in the time between arrivals and thus the 
lead time can be estimated.  Computations are given in the associated spreadsheet.  The results 
as a function of the utilization for a rework rate of 5%, a cycle time of 10 minutes, the time 
between arrivals exponentially distributed, and the CV of the cycle time equal to 0.5 are given in 
Table 5. 
 
Table 5: Impact of Rework on Lead Time Computation Illustration 
p 5% 
    
CT 10 
    
CV(CT) 0.50 
    
CV(TBA) 1.00 
    
µ LT CV(d)^2 CV(TBA,New)^2 LT (New) VUT (New) 
% Increase 
50% 6.3 0.81 1.04 6.5 3.4% 
55% 7.6 0.77 1.04 7.9 3.3% 
60% 9.4 0.73 1.04 9.7 3.1% 
65% 11.6 0.68 1.04 11.9 2.9% 
70% 14.6 0.63 1.03 15.0 2.7% 
75% 18.8 0.58 1.03 19.2 2.4% 
80% 25.0 0.52 1.03 25.5 2.2% 
85% 35.4 0.46 1.02 36.1 1.9% 
90% 56.3 0.39 1.02 57.2 1.7% 
95% 118.8 0.32 1.02 120.4 1.4% 
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The impact of breakdowns on the variation in the time between arrivals leads to a small and likely 
negligible impact on average lead time especially as the utilization increases. 
 
8. Detractors to Workstation Performance – Breakdowns 
 
Work at a workstation may be interrupted and cease for a while due to an unscheduled event 
called a breakdown.  Breakdowns reduce the amount of available production time.  Breakdowns 
cause unnecessary waiting, one of the seven wastes identified by lean. Breakdowns occur for 
variety of reasons including a power outage, a part jamming the machine, a tool breaking, and a 
lack of consumable supplies. 
 
Figure 4 illustrates the operation, breakdown and repair cycle.  A period of operation for a single 
machine ends in a breakdown.  The length of this period is highly variable.  Some time is needed 
to repair the machine, which could vary by the type of breakdown.  This time could also be highly 
variable.  This breakdown-repair cycle repeats.  
 
Figure 4:  Operation, Breakdown and Repair Cycle 
 
Let TO denote the average time between the end of a repair and the next breakdown, the 
operating part of the cycle, and TR denote the average repair time.  Then the quantity TO + TR is 
the average length in time of one cycle.  The availability is defined as the percent of time the 
machine is operating and is computed as shown in Equation 22. 
 
RO
O
TT
TA
+
=           (22) 
 
The following should be noted concerning availability: 
 
1. The available time to complete all work (operations on parts) is reduced to A% of the 
original time. 
2. The lead time for parts waiting for the workstation while it is being repaired will be much 
longer than for parts that don’t wait for a repair.  Thus, the average, maximum, and 
standard deviation of the lead time will increase. 
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The impact of the operation, breakdown, and repair cycle on the lead time in the inventory can 
be examined via the VUT equation.  The availability must be taken into account.  One way to do 
this is shown in equation 23 where the average cycle time for a part is increased to account for 
the non-productive time when the workstation is under repair. 
 
New
Original
CT
CT
=
+
=
RO
O
TT
TA  
 
This relationship implies equation 23. 
 
A
CT
T OriginalNew =C          (23) 
 
Equations 24 and 25 follow from equation 23. 
 µ𝑁𝑁𝑁𝑁𝑁𝑁 = µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 /𝑇𝑇         (24) 
 
𝑈𝑈𝑁𝑁𝑁𝑁𝑁𝑁 = µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂/(𝑇𝑇 − µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)        (25)  
These equations show that the U and T terms in the VUT equation will increase due to 
breakdowns. 
 
The V term will also increase.  The coefficient of variation of the cycle time is incremented by a 
function of the availability (A), average repair time (TR), and the variance of the repair time (CVR2) 
as given in equation 26. 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇,𝑁𝑁𝑁𝑁𝑁𝑁2 = 𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇,𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂2 + 𝑇𝑇 ∗ (1 − 𝑇𝑇) ∗ 𝑇𝑇𝑅𝑅𝐶𝐶𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 + 𝐶𝐶𝐶𝐶𝑅𝑅2 ∗ 𝑇𝑇 ∗ (1 − 𝑇𝑇) ∗ 𝑇𝑇𝑅𝑅𝐶𝐶𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 (26) 
 
Equation 26 leads to the conclusion that shorter repair times with smaller variance are preferred 
over longer repair times with higher variance.  The second term indicates that the variance 
increases due to the need for a repair.  The third time indicates that the variance increases due to 
the variance in the repair time. 
 
Also consider that the operation, breakdown, and repair cycle shown in Figure 4 could be used to 
model scheduled maintenance.  In this case, the breakdown event represents that start of the 
period of scheduled maintenance and the repair time represents the time to perform 
maintenance.  Start of maintenance events are schedule and would not occur randomly as 
breakdowns do.  Maintenance time should be near constant or at least have much less variance 
that repair time. 
 
Note that while rework impacts the time between arrivals to the workstation, breakdowns impact 
the cycle time at the station. 
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9. Detractors to Workstation Performance – Batching and Changeover 
 
The final detractor is due to processing parts in groups called batches.  For this discussion, 
consider a group consisting of b parts that are processed together.  The parts in a group are 
consecutive arrivals.  As each arrives, the part is gathered into the batch until the number of parts 
equals the predetermined batch size (b).  The newly formed batch enters the inventory of the 
workstation to wait processing.  Processing the batch means performing a changeover or setup 
operation on the machine and then processing all items in the batch. 
 
The following should be noted concerning setup and batching. 
1. Waiting for a batch to form will increase the average, maximum, and standard deviation 
of lead time. 
2. The following must be true:  b * takt time >= setup time + b * operation time 
3. The minimum feasible batch size may be greater than one, given the preceding item in 
the list. 
 
Consider the impact of batching on the lead time in the inventory as determined using the VUT 
equation.  The processing time increases to include the setup time: 
 
CTNew = b * CToriginal + ST         (27) 
 
where ST is the setup (changeover) time and CTNew is the time to process the entire batch. 
 
The utilization increases because of the setup time.  The utilization is given equation 28. 
 µ𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑏𝑏∗𝐶𝐶𝑇𝑇+𝑆𝑆𝑇𝑇𝑏𝑏∗𝑇𝑇𝑇𝑇𝑇𝑇 = 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝑆𝑆𝑇𝑇/𝑏𝑏𝑇𝑇𝑇𝑇𝑇𝑇 = µ𝑅𝑅𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑆𝑆𝑇𝑇/𝑏𝑏𝑇𝑇𝑇𝑇𝑇𝑇       (28) 
 
Batching disrupts flow.  Thus, as lean principles suggest, the smaller the batch size the better.  
However, since the utilization (µnew) must be less than 1: 
 
𝑏𝑏 >  𝑆𝑆𝑇𝑇
𝑇𝑇𝑇𝑇𝑇𝑇−𝐶𝐶𝑇𝑇𝑜𝑜𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂
         (29) 
 
Equation 29 results from equation 28. 
 
Suppose a workstation has an average cycle time of 5 minutes and a setup time of 30 minutes.  
The throughput is 10 parts per hour resulting in an average time between arrivals of 6 minutes.  
Then, the batch size must be at least 30 (> 30 / (6-5)).  Larger batch sizes may be necessary to 
decrease the utilization, the U term in the VUT equation, and thus the lead time.  
 
The V term in the VUT equation has to do with the properties of batch arrivals and batch 
processing.  Deriving these from the arrival and processing of individual parts can be complex.  
Values will be assumed when necessary.  
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10. Multiple Part Types at a Station 
 
The equations and the analyses in the preceding sections assumed that the workstation served 
one part type only.  In many cases, a workstation serves multiple part types where each part type 
arrives independently and has a different cycle time.  This situation can be studied using 
simulation modeling and experimentation as well as by mathematically combining the arrival and 
cycle time parameters (mean and standard deviation) of each part type to create a single, 
composite part type for analysis.   
 
The general mathematical form of performing such a combination is beyond the scope of this 
learning module.  Sometimes determining this result is not mathematically feasible.  In this 
section, a special case is presented to illustrate the process and benefits of combining multiple 
part types into one. 
 
Consider a workstation that processes two part types (A and B).  Each part type arrives at a rate 
of 5 per hour.  Thus, the TBA for each part type is 12 minutes.  The standard deviation, σTBA, of the 
TBA for each is assumed to be 12 minutes.  This implies that the distribution of the time between 
arrivals is exponential as the coefficient of variation is 1.  The cycle time for part type A is a 
constant 2 minutes.  The cycle time for part type B is a constant 8 minutes. 
 
In total, the arrival rate of parts is 10 per hour.  Thus, the TBA for the single combined part type is 
6 minutes.  Properties of the exponential distribution result in σTBA having the value of 6 as well. 
 
An interesting question:  Since the CT for each part type is a constant, is CT for the combine part 
type a constant?  The answer is no.  The variance for the combined part type captures the strategic 
or structural variability of processing two part types with different CT values at the same 
workstation.    
 
The Modeling Operating Times and Demand learning module discusses this case in section 4.5, 
including Figures 9 and 10.  Using the formulas for the mean standard deviation in Figure 9 yields 
a mean CT of 5 minutes and standard deviation of 4.24 minutes.  Thus, the coefficient of variation, 
CVCT, for the combined part is 4.24 / 5 = 0.85. 
 
Note the CV of the CT at the workstation is relatively high, approaching 1, even though the CT for 
each part processed is a constant.  This is a result of processing part types with different CT values 
at the same workstation. 
 
Note as well that the formulas for the mean and standard deviation support a more general case:  
many different part types with different CT’s.  It isn’t necessary that all volumes of all part types 
are equal.  It is necessary that the time between arrivals for each part type is exponentially 
distributed. 
 
The average waiting time in the inventory can be computed using the information described in 
section 3.   
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11. Gross Capacity Planning 
 
Gross capacity planning is a general idea that has to do with how much a production facility can 
produce.  Gross capacity planning has to do with answering the question: What is the maximum 
throughput that the facility can sustain?  The analyses presented in this learning module can help 
answer that question for a single workstation. 
 
For a single workstation with operation time CT, the largest possible throughput occurs when: 
 
CT = TBA = 1/TH         (30) 
 
However, this means that the utilization is 1 (= CT/TBA = CT * TH), which is only sustainable in the 
rare case of a completely automated process with no variance in the time between arrivals or the 
processing time.   
 
Another possibility is to limit the utilization to a certain percent, pµ.  Then, the maximum 
throughput would be given by equation 31. 
 
TH = µ / CT = pµ / CT          (31) 
 
A third approach would be to establish a target average lead time in the inventory and then use 
the VUT equation to compute the corresponding utilization.  For simplicity, suppose the target 
lead time is expressed as a multiple, k, of CT.  Then, solving for U in the VUT equation yields: 
 
𝑈𝑈 =  𝐿𝐿𝑇𝑇𝐼𝐼
𝑉𝑉𝑇𝑇
= 𝑅𝑅
𝑉𝑉
          (32) 
 
Equation 31 can be solved for µ.   
 
𝜇𝜇 = 𝑅𝑅/𝑉𝑉
1+𝑅𝑅/𝑉𝑉           (33) 
 
As an example, find the gross capacity of a workstation whose cycle time is a constant 6 minutes.  
Assume that the arrival process to the workstation follows the practical worse case that is CVTBA= 
1.  Thus, the V term in the VUT equation and equation 33 has a value of 0.5.   
 
The upper limit on the gross capacity is given by equation 30: TBA = 6 minutes which implies TH = 
1/6 part per minutes or 10 parts per hour. 
 
Suppose the target average lead time in the inventory is set to 2 times CT.  Then the target 
utilization can be computed by equation 33:  µ = 80%.  Finally, TH can be computed using equation 
30: TH = 80% / 6 = 8 parts per hour. 
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12. Detractors to Workstation Performance – Rework and Breakdowns Combined 
 
Consider a workstation that processes one type of part that experiences both rework and 
breakdowns.  What is the average lead time in the inventory for a part at that station? 
 
This question can be answered using the VUT equation with each component taking into account 
both rework and breakdowns.  As previously discussed, rework impacts the arrival process to a 
station and breakdowns impact the cycle time experienced by a part at the station.  Both impact 
the utilization of the station. 
 
First consider the V term, which is a function of the variance in arrivals and the variance in cycle 
time.  Equation 21 models the impact on the variance in arrivals due to rework.  Equation 26 
models in the impact on the variance is cycle time due to breakdowns. 
 
Next consider the U term.  The utilization of the workstation increases as shown in equation 34, 
which combines equations 19 and 24. 
 µ𝑁𝑁𝑁𝑁𝑁𝑁 = µ𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 /[(1 − 𝑝𝑝) ∗ A]       (34) 
  
Thus, the analysis of a workstation with both rework and breakdowns is straightforward. 
 
13. Summary 
 
A workstation is an elemental building block of a production system.  Understanding the behavior 
of a workstation with respect to lead time gives fundamental insight into the behavior of the 
entire production system.  Such as understanding takes into account part arrival and part 
processing times as well as the effects of utilization and variation.  The impact of detractors: 
rework, breakdowns and batching is discussed. 
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Single Workstation Homework 
 
Problems 1-9 refer to the following workstation.  Consider a single workstation with a demand arrival rate 
of 6 parts / hour (time between arrivals is 10 minutes), exponentially distributed which means CVTBA = 1.  
Processing time has a mean of 8 minutes and a standard deviation of 75% of the processing time (6 
minutes). 
 
 
1. Read Sections 1 – 3.  Review the Base tab of the excel workbook.  Complete the following table. 
 
Inputs Time between 
arrivals 
Average 10 
  
Standard Deviation  
 
  
Cycle time Average 8   
Standard Deviation 6 
Intermediates Time between 
arrivals 
Coefficient of 
Variation  
1 
 
Cycle time Coefficient of 
Variation  
 
 
  
Utilization 
 
 
 
 
Results 
 
Utilization Term (U)  
 
   
Variance Term (V)  
 
   
Average Lead Time 
Inventory 
 
 
   
Average Lead Time 
Station 
 
 
 
 
 
2. Read section 4 and review the Add Number of Parts Tab in the excel workbook.  Write the 
equation for computing the average number of parts at the station.  Compute the average number 
of parts at the station. 
 
3. Read section 5 and review the Two Workstations Tab in the excel workbook.  Write the equation 
for computing the squared coefficient of variation of the time between departures from the 
workstation.  Compute this quantity. 
 
4. Suppose two workstations are in series comprising a production line.  The first is the workstation 
described in question 1.  The second is the same as first except the standard deviation of its cycle 
time is 2 minutes.  Compute the average lead time for the production line. 
 
5. Suppose the order of the two stations in question 4 is reversed.  The second station is now the 
first station and first station is now the second station.  Compute the average lead time for the 
production line.  Which station ordering yields the smaller lead time and why? 
 
6. Read section 6 and review the spreadsheet tab Multiple Machines.  Suppose the arrival rate to 
the workstation described in question 1 triples and CVTBA remains the same.  What is the lead time 
at the station if 3 machines are used?  What is the lead time if 4 machines are used? 
 
7. Read section 7.  Suppose the workstation described in question 1 is subject to rework.   
a. Using Excel, create a graph of the lead time at the station for a rework percentage ranging 
from 0% to 10% in increments of 1% ignoring the impact of rework on the variation in the 
time between arrivals. 
b. Generate the same graph as in 7a, estimating the impact of rework on the variation in the 
time between arrivals.  
 
8. Read section 8.  Suppose the workstation described in question 1 is subject to breakdowns.  Using 
Excel, create a graph of the lead time at the station for an availability percentage ranging from 
90% to 100% in increments of 1%.  Assume the time to repair has a mean of 30 minutes and a 
standard deviation of 15 minutes. 
 
9. Read section 9.  Suppose the workstation described in question 1 processes batches.  Each batch 
requires a setup time of 45 minutes.   
a. What is the smallest feasible batch size?  What is the utilization of the workstation for 
that batch size?  Double the batch size and re-compute the utilization. 
b. Using Excel, create a graph of the lead time at the workstation for batch sizes ranging 
from double the smallest feasible batch size to a batch size of 100.  
 
10. Read section 10.   
a. Compute the average lead time in the inventory using the information given in this 
section.   
b. Suppose that the CT for part type A is 3 and the CT for part type B is 7.  Compute the 
average lead time in the inventory for this situation.  How much does the average lead 
time decrease? 
 
11. Read section 11.  Note that equation 32 depends only on the V term as well as k = LTI / CT.  
Consider the workstation described in section 11 for which CT = 6 minutes and V = 0.5.  First, using 
Excel, generate a table of target utilization values, for k = 1 through 10.  Next, add a column to the 
table giving TH (parts/hour) for each utilization value.   
 
12. Read section 12.  Suppose the workstation described in question 1 is subject to both breakdowns 
and rework.  Compute the lead time in the inventory for an availability percentage of 95%.  
Assume the time to repair has a mean of 30 minutes and a standard deviation of 15 minutes.  
Three percent of parts are reworked. 
 
Learning Module 
Single Inventory Analysis 
December 2017 
Pre-requisite: Modeling Operations Times and Demand 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Determine inventory levels using economic models 
2. Determine inventory levels as a function of lead time 
3. Determine inventory levels given a specified service level and associated costs 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Writing: Provide answers to each question in the homework assignment.  Compute 
all answers in an Excel spreadsheet, one question per tab.  The homework assignment document 
will guide you through the reading, question by question. 
 
2. Watching – These videos show how inventory is handled in a warehouse environment. 
 
a. Amazon Warehouse:  https://www.youtube.com/watch?v=Y-lBvI6u_hw 
b. Amazon Robots:  https://www.youtube.com/watch?v=UtBa9yVZBJM   
c. Grocery Packing Robots:  https://www.youtube.com/watch?v=4DKrcpa8Z_E  
 
3. Discussing – For this discussion board prompt, first write your own thoughts and then respond to 
another student’s thoughts.  Write at least 150 words each time. 
a. Consider one place at which you have worked.  How does is inventory viewed?  Is a good 
thing to have to fill orders quickly?  Is it seen as wasting space and money?  Describe how 
inventory levels are determined.  Discuss how using the models in this chapter could 
reduce inventory levels. 
 
4. Reviewing -- None 
 
5. Assessing -- Take the quiz.   
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Finished Goods Inventory 
 
1. Introduction 
 
Ideally, a production facility could respond to each customer order by making the desired product with a 
short lead time and little or no variation.  Short means of small enough duration to meet the customer’s 
requirement for on-time delivery.  However, this is often not the case. Thus meeting the customer’s 
requirement for on-time delivery requires delivering products from finished goods inventory (FGI).   
 
Thus, understanding, managing, and reducing FGI is an important topic.  The required number of items in 
the inventory is not an independent variable.  This quantity depends on the variation in the demand that 
removes items from the inventory and the variation in the supply that adds items to the inventory.  If 
there were no variation in the demand or the supply, the supply rate and the demand rate would be equal 
at all times.  No inventory would be necessary. 
 
In addition, the same factors that impact the number of items in the FGI also impact other inventories 
such as raw materials or work-in-process.  Thus, the ideas in this learning model can be applied to these 
inventories as well. 
 
Supplying an inventory can be done in two ways:  production of new items or purchase of new items from 
an external vendor.  Either way two questions arise: 
1. How many items at a time should be produced or ordered to supply the FGI? 
2. At what inventory level should the process of supplying the FGI begin? 
 
For flow to be best achieved, the answer to the first question is one.  However, this is not always possible 
such as in the case when supply is accomplished by placing an order to an overseas vendor.  In this case, 
the answer has to do with the economics of the order.  Can a discount be obtained when more units are 
ordered?  Are transportation costs per unit lowered when the shipment size is larger?  Will storage costs 
increase due to larger orders?  How can these costs be balanced to find the best order size? 
 
The answer to the second question is the smallest level such that all demand, or an acceptable fraction 
such as 99%, can be met before the items produced or purchased arrive to the FGI. 
 
Mathematical models for addressing the two questions under a variety of conditions are presented. 
 
2. Trading off the Number of Supply Actions for the Inventory Level 
 
Consider the following situation, commonly called the economic order quantity problem, which addresses 
the first question above.  A product is supplied to the FGI periodically.  Demand for the product is satisfied 
from inventory and is deterministic and constant in time.  How many items should be supplied at a time 
to minimize the annual cost, assuming that all demand must be satisfied on time?  This number of items 
is called the batch size. 
 
The inventory level is the current number of items in the inventory. 
 
The analysis proceeds as follows.   
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1. What costs are relevant?   
a. The cost of each unit of the product is sunk and the same no matter how many are supplied 
at a time.  
b. There is a fixed cost per supply action no matter how many are items are supplied.  
c. There is a cost of holding each item in inventory until it is sold, expressed in $/year.  Holding 
an item in inventory is analogous to borrowing money.  An expense is incurred to acquire the 
unit.  This expense cannot be repaid until the unit is sold.  There is an “interest charge” on the 
expense until it is repaid.  This is the same as the holding cost.  Thus, the annual holding cost 
per unit is often calculated as the company minimum attractive rate of return, percent per 
year, times the cost of one unit. 
 
Note: The minimum attractive rate of return may be defined as: 
 
The Minimum Attractive Rate of Return (MARR) is a reasonable rate of return established for the 
evaluation and selection of alternatives. A project is not economically viable unless it is  expected 
to return at least the MARR.  MARR is also referred to as the hurdle rate, cutoff rate, benchmark 
rate, and minimum acceptable rate of return. 
(http://engineeringeconomicsblog.blogspot.com/2013/07/minimum-attractive-rate-of-
return.html)  
 
2. What assumptions are made? 
a. Production is instantaneous.  This may or may not be a bad assumption.  If units are removed 
from the FGI once per day and the inventory can be replaced in one day, this assumption is 
fine.  If resupply cannot be precisely scheduled in time due to capacity constraints or 
competition for production resources with other products or production runs taking multiple 
days or other reasons, this assumption may make the results obtained from the model 
questionable. 
b. Upon completion of a supply action, the product can be placed in inventory for immediate 
delivery to customers. 
c. Each supply action incurs the same fixed setup cost, regardless of size or competing activities 
in the production facility or constraints imposed by suppliers. 
d. There is no competition among products for production resources.  If the production facility 
has sufficient capacity this may be a reasonable assumption.  If not, production may not occur 
exactly at the time needed. 
 
The definitions of all symbols used in the economic order quantity (EOQ) model are given in Table 1. 
 
Table 1:  Definition of Symbols for the Economic Order Quantity Model 
Term Definition 
Annual demand rate (D) Units demanded per year 
Unit production cost (c) Production cost per unit 
Fixed cost per batch (A) Cost of setting up to produce or purchase one batch 
Inventory cost per unit per year (h) h = i * c where i is the corporate interest rate 
Batch size (Q) Optimal value computed using the inventory model 
Orders per year (F) D/Q 
Time between orders 1/F = Q/D 
Cost per year Run (order) setup cost + inventory cost =  
A * F + h * Q/2 
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The cost components of the model are the annual inventory cost and the annual cost of resupply actions.  
The annual inventory cost is the average number of units in inventory times the inventory cost per unit 
per year.  Since demand is constant and supply instantaneous, the FGI level at which a supply action starts 
is zero.  Thus, the FGI level declines at a constant rate from its maximum level, the batch size Q, to 0.  Thus, 
the average inventory level is simply Q/2.  This idea is shown in Figure 1. 
 
 
Figure 1:  Inventory Level over Time for the EOQ Model 
 
The number of production runs (orders) per year is the demand divided by the batch size, Q.  Thus, the 
total cost per year is given by equation 1. 
 
( )
Q
DAQhQY *
2
* +=           (1) 
 
Finding the optimal value of Q is accomplished by taking the derivative with respect to Q, setting it equal 
to 0 and solving for Q.  This yields equation 2. 
 
D
h
A
h
DAQ *2***2* ==         (2) 
 
Notice that the optimal batch size Q depends on the square root of the ratio of the fixed cost per batch, 
A, to the inventory holding cost, h.  Thus, the cost of a batch trades off with the inventory holding cost in 
determining the batch size.   
 
Other quantities of interest are the number of orders per year (F) and the time between orders (T). 
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** / QDF =            (3) 
 
DQFT //1 *** ==           (4) 
 
It is important to note that: 
 
Mathematical models help reveal tradeoffs between competing system components or parameters and 
help resolve them. 
 
Even if values are not available for all model parameters, mathematical models are valuable because they 
give insight into the nature of tradeoffs.  For example in equation 2, as the holding cost increases the 
batch size decreases and more orders are made per year.  This makes sense, since an increase in inventory 
cost per unit should lead to a smaller average inventory.   
 
As the fixed cost per batch increases, batch size increases and fewer orders are made per year.  This makes 
sense since an increase in the fixed cost per batch results in fewer batches. 
 
Suppose cost information is unknown and cannot be determined.  What can be done in this situation?  
One approach is to construct a graph of the average inventory level versus the number of production runs 
(orders) per year.  An example graph is shown in Figure 2.  The optimal tradeoff point is in the “elbow” of 
the curve.  To the right of the elbow, increasing the number of production runs (orders) does little to lower 
the average inventory.  To the left of the elbow, increasing the average inventory does little to reduce the 
number of production runs (orders).   
 
In Figure 2, an average inventory of about 20 to 40 units leads to about 40 to 75 production runs a year.  
This suggests that the optimal batch size can be changed within a reasonably wide range without changing 
the optimal cost very much.  This can be very important as batch sizes may be for practical purposes 
restricted to a certain set of values, such as multiples of 12, and order placement could be restricted to 
weekly or monthly. 
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Figure 2:  Inventory versus Production Run Tradeoff Graph 
Example.  Perform an inventory versus batch size analysis on the following situation.  Demand for medical 
racks is 4000 racks per year.  The production cost of a single rack is $250 with a production run setup cost 
of $500.  The minimum attractive rate of return used by the company is 20%.  Production runs can be 
made once per week, once every two weeks, or once every four weeks. 
 
The optimal batch size (number of units per production run) is given by equation 2: 
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The number of production runs per year and the time between production runs are given by equations 3 
and 4: 
 
1.14/ ** == QDF  
 
weeksDQFT 7.3//1 *** ===   
 
The optimal cost is given by equation 1: 
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Applying the constraint on the time between production runs yields the following. 
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Note that when the optimal value of Q is used the inventory cost and the setup cost of production runs 
are approximately equal.  When the constrained value is used, the inventory cost increases since batch 
sizes are larger but the setup cost decreases since fewer production runs are made.  The total cost is about 
the same. 
 
3. Trading Off Customer Service Level for Inventory 
 
Consider the problem of deciding how many Christmas trees to purchase for a Christmas tree lot.  Only 
one order can be placed.  In addition, how many items customers demand is not known in advance and is 
subject to variation.  This model illustrates one way of addressing question 2 above. 
 
The service level is defined as the percent of the customer demand that is met on time.  What service 
level should the Christmas tree lot use?  How many Christmas trees should be ordered?   
 
There is a trade-off between: 
1. Having unsold trees that are not even good for firewood. 
2. Having no trees to sell to a customer who would have bought a tree at a profit for the lot. 
 
To address these questions, assume the demand for Christmas trees is normally distributed with known 
mean and standard deviation.  Then the relevant quantities are defined in Table 2. 
 
Table 2:  Definition of Symbols for Service Level – Inventory Trade-off Models 
Term Definition 
cs Cost of a stock out, for example not having a Christmas tree when a customer wants one. 
co Cost of an overage, for example having a left over Christmas tree that cannot be sold 
SL Service level 
Q Batch size or number of units to order 
µ Mean demand 
σ Standard deviation of demand 
zp Percent point of the standard normal distribution: P(Z ≤ zp) = p.  In Excel this is given by 
NORM.S.INV(p)  
 
Then it can be shown that the following equation holds: 
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s
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7 
 
This equation states that the optimal service level depends on the ratio of the cost of a stock out and the 
cost of an overage.   
 
In the Christmas tree example, the cost of an overage is the cost of a Christmas tree.  The cost of a stock 
out is the profit made on selling a tree.  Suppose the cost of Christmas tree to the lot is $15 and the tree 
is sold for $50 (there is the Christmas spirit for you).  This implies that the cost of a stock out is $50 - $15 
= $35.  The cost-optimal service level is given by equation 5. 
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If demand is normally distributed, the optimal number of units to order is given by the general equation: 
 
SLzQ *
* σµ +=           (6) 
 
Thus, the optimal number of Christmas trees to purchase if demand is normally distributed with mean 
100 and standard deviation 20 is 
 
111524.0*20100*20100 70.0
* =+=+= zQ  
 
There are numerous similar situations to which the same logic can be applied.  For example, consider a 
store that sells a particular popular electronics product.  The product is supplied via a delivery truck 
periodically.  
 
In this application, the overage cost is equal to the inventory holding cost that can be computed from the 
cost of the product and the company interest rate is as in the EOQ model.  The shortage cost could be 
computed as the unit profit on the sale of the product.   
 
However, the manager of the store feels that if the product is out of stock, the customer may go elsewhere 
for all their shopping needs and never come back.  Thus, a pre-specified service level, usually in the range 
90% to 99% is required.  What is the implied shortage cost?  This is given in general terms by equation 7. 
 
SL
SLcc os −
=
1
*           (7) 
 
Notice that this is equation is highly non-linear with respect to the service level.   
 
Suppose deliveries are made weekly, the overage cost (inventory holding cost) is $1/per week, and that a 
manager specifies the service level to be 90%.  What is the implied cost of a stock out?  From equation 7, 
this cost is computed as follows: 
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Note that if the service level is 99%, the cost of a stock out is $99. 
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4. Practical Worst Case Demand with Constant Supply Lead Time 
 
Suppose demand for a product follows the practical worst case that is the time between demands is 
exponentially distributed.  Suppose further that the lead time to produce one unit is constant or at least 
has only negligible variation (LT = T, where T is a constant). 
 
Each demand is satisfied individually from the FGI. Suppose further that each time a unit is removed from 
the FGI, production is started on a new unit.  Then, the inventory question is:  How many units should be 
kept in the FGI such that a specified service level such as 99% is realized?  The answer can be determined 
as follows. 
 
Since the time between demands is exponentially distributed, it follows mathematically that the number 
of demands in a period of time T is Poisson distributed: 
 
integer negative-non a is 
x!
xmeanexp
xmean
;*)(
−
=       (8) 
 
where x is the number of units demanded and mean is the average number units demanded in time T.  
Often the mean must be computed by multiplying two quantities: 
1. The average number of units demanded per hour. 
2. The number of hours in T. 
 
The Excel function Poisson.dist can be used to compute probabilities using equation 8:  
 
Poisson.dist(x, mean, FALSE). 
 
As an example, consider a product that has a mean demand of 1.5 units per hour.  Suppose lead time is a 
constant 40 minutes.  The distribution of the demand in the lead time is shown in Table 3. 
 
Table 3:  Distribution of Demand in the Lead Time 
Demand per hour 1.5 
 
Hours in T 0.666667 
 
Mean demand in T 1 
 
X Probability Cumulative 
0 0.368 0.368 
1 0.368 0.736 
2 0.184 0.920 
3 0.061 0.981 
4 0.015 0.996 
5 0.003 0.999 
6 0.001 1.000 
 
How many units are needed in the FGI for a 95% service level? (Answer: 3; the first entry in the cumulative 
distribution column for which the value is at least 95%.)  How many units are needed if the service level 
is 99%? (Answer: 4). 
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5. Normally Distributed Demand with Constant Supply Lead Time 
 
Consider the case where demand for a particular product is low.  Demand is satisfied from the FGI daily.  
However while supply of the FGI has a constant lead time, it can occur, for example, only every other day 
or once a week.  How many items should be kept in the FGI to meet a specific service level, SL?  
 
Suppose supply occurs every other day.  Consider the probability of sufficient inventory on the first of the 
two days.  Since the amount of inventory is sufficient for two days, we will assume that the probability of 
having enough units in the FGI on the first day is very close to 1.  Thus, it will be considered to be 1. 
 
Then, the overall service level is given by the average of the service level on day one and on day two:  
 
SL = (SL1 + SL2) / 2          (9) 
 
Solving for SL2 and realizing that SL1 = 100% yields equation 10. 
 
SL2 = 2 * SL – 100%          (10) 
 
For example, if a 95% service level is desired then the service level on day two is SL2 = 90%.   
 
The generalization of equation 10 for d days is straightforward as shown in equation 11. 
 
SLd = d * SL – (d-1) * 100%         (11) 
 
Experience has shown that equation 8-11 works well for at least up to five days.  The FGI level is kept at a 
reasonably low level and the average service level meets specifications.  For example, suppose supply is 
once a week due to the low level of demand per day.  The desired service level is 99%.  Then SL5 = 95%.  If 
the desired level service level is 95%, then SL5 = 75%.   
 
Suppose demand follows a normal distribution with a mean of 100 units and a standard deviation of 10 
units.  Supply occurs every other day.  What FGI inventory level should be kept for a service level of 99%? 
 
The two-day demand is the sum of two normal distributions each with mean 100 and standard deviation 
10.  Fortunately, the sum of these two normal distributions is also a normal distribution with mean 2 * 
100 = 200 and standard deviation √2 * 10 = 14.  (Recall that variances add but not standard deviations.  
So the standard deviation is the square root of 2 * 102). 
 
In general, the sum of the demand for d days when each day is normal distributed with mean µ and 
standard deviation σ is normally distributed with mean d * µ and standard deviation √d * σ. 
 
The service level for the second day is given by equation 8-11: SL2 = 98%.  The FGI level is given by equation 
6 restated here is equation 12. 
 
SLdzFGILevel *σµ +=          (12) 
 
Thus, the desired FGI level is 200 + 14 * z98% = 229. 
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6. Discrete Distributed Demand with Constant Supply Lead Time 
 
In many high mix, low volume manufacturing situations, customer demand per day or per order is 
distributed among a relative small numbers of batches of units.  A batch of units might be a pallet or a 
tote.   
 
This situation can be modeled using a discrete distribution.  The general form of a discrete distribution is: 
 
∑ pi  = 1           (13) 
 
where i is the number demanded and pi is the probability of the customer demand being exactly i. The 
value of i ranges from 1 to n, the maximum customer demand.  If n is small enough, then a target inventory 
of n batches is not unreasonable and the service level would be 1. 
 
Suppose a target inventory of n batches is too large.  Then the target inventory, x, is the smallest value of 
x for which equation 14 is true where SL is the service level. 
 
SLp
x
i
i ≥∑
=1
           (14) 
 
For example, suppose daily customer demand for totes of a particular item is distributed as follows: 
 
(4, 20%); (5, 40%); (6, 30%); (7, 10%) 
 
Suppose production can supply inventory every day.  How much inventory should be on hand at the start 
of each day for the following service levels:  90%, 95%, and 99%? 
 
Table 4 shows the cumulative distribution of demand from which the inventory level can be set for each 
service level. 
 
Table 4:  Distribution of Demand per Day 
X Probability Cumulative 
4 0.20 0.20 
5 0.40 0.60 
6 0.30 0.90 
7 0.10 1.00 
 
For a 90% service level, the inventory level is 6.  For a 95% or 99% service level, the inventory level is 7.  
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7. Discrete Distributed Daily Demand with Constant Supply Lead Time of Two Days 
 
Suppose production is reliable but can occur only every other day while demand is fulfilled from the FGI 
every day.  Determining how many units should be kept in the FGI requires computing the two day 
demand distribution.  That is answer the question: What is the distribution of demand over two days given 
the distribution of demand for one day? 
 
The two-day demand distribution is determined by convolving the one-day demand distribution with 
itself.  Convolving has to do with considering all possible combinations of the demand on day one and the 
demand on day two.  In computing the two-day demand distribution, remember:  
1. The number of items are added.  
2. Probabilities are multiplied.   
 
Consider the example in section 6.  The two day demand distribution is shown in Table 6.  
 
Table 6:  Possible Combinations of the Demand on Day One and Day Two 
Day One Demand Day Two Demand Day One + Day Two Demand 
Demand Probability Demand Probability Demand Probability 
4 20% 4 20% 8 4% 
5 40% 4 20% 9 8% 
6 30% 4 20% 10 6% 
7 10% 4 20% 11 2% 
4 20% 5 40% 9 8% 
5 40% 5 40% 10 16% 
6 30% 5 40% 11 12% 
7 10% 5 40% 12 4% 
4 20% 6 30% 10 6% 
5 40% 6 30% 11 12% 
6 30% 6 30% 12 9% 
7 10% 6 30% 13 3% 
4 20% 7 10% 11 2% 
5 40% 7 10% 12 4% 
6 30% 7 10% 13 3% 
7 10% 7 10% 14 1% 
 
Notice in Table 6 in the fifth column that certain demand values appear in multiple rows: 9, 10, 11, 12, 
and 13.  These rows can be combined by adding the probabilities.  Results are shown in Table 7. 
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Table 7:  Two-Day Demand Distribution 
Demand Probability Cumulative 
8 4% 4% 
9 16% 20% 
10 28% 48% 
11 28% 76% 
12 17% 93% 
13 6% 99% 
14 1% 100% 
 
How much inventory should be on hand at the start of each day for the following service levels:  90%, 
95%, and 99%?  Since the service level on day one is almost surely 100%, the service level on day 2 by 
equation 10 should be 80%, 90%, and 98%.  Thus, for 80% and 90%, service levels 12 units should be on 
hand.  For 98%, 13 units should be on hand. 
 
8. Constant Daily Demand with a Random Supply Time Discrete Distributed 
 
Consider the case of constant daily demand.  However, the supply time follows a discrete distribution over 
a number of days. 
 
Let qj be the probability of taking exact j days to replace inventory.  Then the number of days, d, of 
inventory that should be kept is the smallest value of d that makes equation 15 true. 
 
SLq
d
j
j ≥∑
=1
           (15) 
 
Suppose that daily customer demand is a constant 10 totes.  The number of days to replenish the 
inventory is distributed as follows: (1, 75%), (2, 15%), (3, 7%), (4, 3%).  How much inventory should be 
kept for service levels of 90%, 95%, and 99%?  
 
Table 8 shows the cumulative distribution of the time to produce the supply from which the inventory 
level can be set for each service level. 
 
Table 8:  Distribution of Day to Produce 
X Probability Cumulative 
1 0.75 0.75 
2 0.15 0.90 
3 0.07 0.97 
4 0.03 1.00 
 
For a 90% service level, two days should be allowed for production.  Two days demand is 20 totes (=2 * 
10).  Similarly, for a 95% service level, 30 totes are needed.  For a 99% service level, 40 totes are needed. 
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9. Daily Demand and Supply Time Discrete Distributed 
 
Now consider the case where daily demand follows a discrete distribution and supply time follows a 
discrete distribution.  What is the distribution of the demand in the time taken to replenish the inventory? 
 
Consider the simplest application:  Production will take either one or two days to replenish the inventory.  
Thus, it is appropriate to use the one day demand for setting the inventory level with probability q1 and it 
is appropriate to use the two day demand for setting the inventory level with probability q2.  This means 
that the combined distribution of the demand and the number of days to replenish the inventory must be 
computed. 
 
This will be illustrated with a numeric example.  Suppose customer demand expressed in totes is:  (1, 
40%), (2, 30%), (3, 20%), (4, 10%).  Inventory can be replaced in either one day with probability 60% or 
two days with probability 40%. 
 
1. Compute the two day demand distribution. 
 
Table 9:  Two Day Demand Distribution 
Units Probability 
2 16.0% 
3 24.0% 
4 25.0% 
5 20.0% 
6 10.0% 
7 4.0% 
8 1.0% 
 100.0% 
 
2. Compute the one and two day conditional distributions.  The condition is that the inventory is 
replaced in that number of days.  The demand distribution is multiplied by the probability that 
the inventory is replaced in that number of days. 
 
Table 10: Conditional Demand Distributions 
One day Demand 
Units Probability Condition Conditional 
Probability 
1 40% 60% 24.0% 
2 30% 60% 18.0% 
3 20% 60% 12.0% 
4 10% 60% 6.0% 
 100%  60.0% 
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Two Day Demand 
Units Probability Condition Conditional 
Probability 
2 16% 40% 6.4% 
3 24% 40% 8.6% 
4 25% 40% 10.0% 
5 20% 40% 8.0% 
6 10% 40% 4.0% 
7 4% 40% 1.6% 
8 1% 40% 0.4% 
 100%  40.0% 
 
3. Combine the two conditional distributions into a single distribution.  Add the conditional 
probabilities for all entries with the same number of units. 
 
Table 10: Combined Demand Distributions 
Combined Distribution 
Units Probability Cumulative 
1 24.0% 24.0% 
2 24.4% 48.4% 
3 21.6% 70.0% 
4 16.0% 86.0% 
5 8.0% 94.0% 
6 4.0% 98.0% 
7 1.6% 99.6% 
8 0.4% 100.0% 
 
For a service level of 90%, 5 totes would be kept in inventory; for 95%, 7 totes would be kept in inventory; 
and for 99%, 7 totes would be kept in inventory. 
 
10. Summary 
 
In this chapter, a perspective on inventory management has been developed.  FGI is held primarily so that 
orders can be filled while parts are being made due to variation in demand and variation in lead time.  
Various economic and statistical models for determining the number of parts to hold in the FGI have been 
presented. 
 
Inventory Homework 
 
1. Read sections 1 and 2.  Then answer the following question.  
 
Suppose that demand for a product is forecast to be 1,000 units for the year.  Units may be 
obtained from another plant only on Fridays.  Create a graph of the average inventory level (Q/2) 
versus the number of orders per year. Based on this graph, what value of Q should be used? 
 
2. Read section 3.  Then answer the following questions. 
 
Suppose the programs for a Lions home football game cost $2.00 to print and sell for $5.00.  
Program demand is normally distributed with a mean of 30,000 and a standard deviation of 5000. 
 
a. Based on the shortage cost and the overage cost, how many programs should be printed? 
b. Suppose the service level for program sales is 97%.   
i. How many programs should be printed? 
ii. What is the implied shortage cost? 
c. Construct a graph showing the number of programs printed and the implied shortage cost 
for service levels from 90% to 99% in increments of 1%. 
 
3. Read section 4 and then answer the following question. 
 
Demand for the part is Poisson distributed at the rate of 0.5 parts per hour.  The lead time to 
replace a part in the FGI is 4 hours.  How much inventory should be kept for a 99% service level?   
 
4. Read section 5 and then answer the following question. 
Suppose the Tigers baseball team prints programs for a series at a time.  A three game weekend 
series with the Yankees is expected to draw 50,000 fans per game.  For each game, the demand 
for the programs is normally distributed with a mean of 30,000 and a standard deviation of 3,000.  
How many programs should be printed for the weekend series for a service level of 99%?  Note:  
You must determine the three day demand distribution first. 
 
5. Read section 6 and then answer the following question. 
 
Demand for a particular part is either 1, 2, 3, or 4 units per day distributed as follows. Resupply 
time is a constant 1 day.  
 
 (1, 60%), (2, 30%), (3, 7%), (4, 3%) 
 
a. How much inventory should be kept for a 90% service level? 
b. How much inventory should be kept for a 98% service level? 
  
 
6. Read section 7 and then answer the following question.   
 
Resupply for a particular product can occurs once every other day.  Daily demand in pallets for 
that product is distributed as follows: 
 
 (5, 75%), (6, 18%), (7, 7%) 
 
How many pallets should be kept in inventory for a 90% service level?  For a 95% service level?  
7. Read section 8 and then answer the following question. 
 
Demand is a constant 100 parts per day.  Resupply takes 1, 2, 3, 4, or 5 days with the following 
probabilities. 
 (1, 50%), (2, 30%), (3, 10%), (4, 7%), (5, 3%) 
 
a. How much inventory should be kept for a 90% service level? 
b. How much inventory should be kept for a 98% service level? 
 
8. Read sections 9 and 10 and then answer the following question. 
As in question 6, daily demand in pallets for a product is distributed as follows: 
 
 (5, 75%), (6, 18%), (7, 7%) 
  
The replenishment occurs in one day 75% of the time and in 2 days 25% of the time.  How many 
pallets should be kept in inventory for each of the following service levels: 90% and 99%? 
 
Your answer to question 6 may be helpful. 
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Modeling Operation Times and Demands Learning Module 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Build and implement simulation models of single workstations 
2. Design and conduct simulation experiments concerning single workstation models, including 
interpreting results 
3. Verify and validate models and experiments of single workstations 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading —Document provided. 
 
2. Watching – None. 
 
3. Writing – Build a model as well as conduct and interpret the results of a simulation experiment 
using the instructions in the document provided. 
 
4. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Read the paper: Marvel, J. H. and C. R. Standridge. 2009. A Simulation Enhanced Lean 
Design Process. Journal of Industrial Engineering and Management, 2(1) 90-113.  
Retrieved April 24, 2019 from: http://www.jiem.org/index.php/jiem/article/view/61.  
Discuss how the use of modeling and simulation can enhance lean. 
b. Think about one place where you have worked.  How would modeling and simulation help 
improve the flow?  Are lean and / or QRM ideas sufficient alone to improve the flow? 
 
5. Reviewing – None. 
 
6. Assessing -- Take the quiz.   
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Introducing Simulation Modeling and Analysis 
1. Introduction 
Consider again a single workstation as discussed in the learning module: The Single Workstation.  The 
mathematical analysis in this learning module estimated the average lead time and the average number 
both in inventory and at the station.  In doing so, the aggregate behavior of parts in the production system 
was considered: the average and variance of the flow of part arrivals as well as the average and variance 
of the cycle time.    
In addition, the maximum lead time is of interest to make sure no customer has to wait too long for an 
order.  Furthermore, the maximum number at the station is of interest to make sure there is enough space 
for waiting parts.  The use of mathematical models to estimate these quantities is either too difficult to 
be practical or not feasible.   
Thus, another approach is needed.  This approach must consider the flow and processing of individual 
parts.  The approach must keep track of time.  Thus, analysis by computer based experimentation is 
required.  The approach must address the analysis of flow control as will be discussed in the following 
learning modules.  In general, this technique must be helpful in validating any proposed future state 
before implementation. 
The technique that meets these requirements is systems simulation modeling and analysis.  Modeling 
involves describing the step-by-step movement of a single part through the production system.  Analysis 
has two components:  
1. Computer-based experimentation to estimate quantities of interest by manipulating the model 
via a designed experiment. 
2. Verification and validation to show that the model and derived experimental results can be relied 
on for decision making. 
In this learning module, only the modeling, experimentation, and verification and validation concepts and 
procedures needed to assess a single workstation, with or without the three detractors, are presented.  A 
more general presentation of these concepts is given in subsequent learning modules. 
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2. Modeling the Single Workstation 
Consider the following model of a single workstation. 
Process P_Workstation 
begin 
 set   A_Arrival = clock 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
The process named P_Workstation describes the movement of one part through the workstation step-by-
step.  This viewpoint is the basis for building almost all simulation models.  The simulation software, 
transparently to the user, keeps track of and handles the interaction of multiple parts that are at the 
workstation concurrently. 
Each statement begins with a verb that tells the action to be taken.  The verb in the first statement is: set.  
This statement assigns the current simulation time (clock) to the part attribute A_Arrival.  Attributes are 
like labels attached to individual parts. Attribute values help distinguish each part from the others.  The 
letter A, the first letter in the name of the attribute, is short for attribute. 
The use of a clock indicates that the simulation software is keeping track of time, which includes keeping 
track of the time of arrival of each part, the start of processing of each part, the end of processing of each 
part, and the departure of each part. 
The last statement, whose verb is tabulate, records the lead time for each part in the table T_LeadTime.  
T is short for table.  The lead time is the difference between the current simulation time, clock, and the 
arrival time which was stored in the attribute A_Arrival. 
The statement whose verb is use says that the part will wait in the inventory on a first come first served 
basis for a resource named R_WS. When the resource is available, the part is processed for a cycle time 
sampled from a uniform distribution with mean 7.5 minutes and half-range 4.0 minutes (or equivalently 
a uniform distribution with a minimum of 3.5 minutes and a maximum of 11.5 minutes).   
It is important to note the following about the use statement. 
1. R_WS is the name of a modeling construct called a resource that represents the workstation.  
Using a resource impedes the flow of parts as each part needs to wait for its turn to use the 
resource.  R is short for resource.  The resource models the constraint that only one part at a time 
can be processed by the workstation. 
2. RS_CT uniform 7.5, 4.0 min is an expression that is evaluated for each part.  The value is the 
individual cycle time that is unique to each part.  All these values for all parts taken together must 
be consistent with a uniform distribution with a minimum of 3.5 and a maximum of 11.5.  RS_CT 
is a name that says that these values form a unique and distinct sequence (CT1, CT2, …) identified 
by the name RS_CT.  RS is short for random stream. This will be discussed further in a subsequent 
learning model. 
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To complete the model, the arrival information for parts must be specified. 
First arrival at time 0. 
Time between arrivals:  Exponentially distributed with mean 10 minutes (RS_Arrivals exponential 10 min). 
Note that the sequence of arrivals (TBA1,TBA2, …) has the name RS_Arrivals and thus is kept distinct from 
the sequence of cycle times RS_CT.  This allows changes to be made that impact either sequence without 
changing the other.  For example, adding rework to the model would impact the sequence of cycle times.  
The arrival sequence would be the same. 
3. Analyzing the Single Workstation Model 
The single workstation model is analyzed by conducting a simulation experiment that is described by the 
information in Table 1. 
Table 1: Simulation Experiment Parameters for the Single Workstation Model 
Element of the Experiment Values for a Particular Experiment 
Performance Measures 1.  Lead time at the station (Average, maximum) 
2.  Number in inventory (Average, maximum)  
Model Parameters and Their Values None 
Random Streams Arrivals, Cycle Time 
Simulation End Time 168 hours (One month of operations) 
Number of Replicates 20 
 
Performance measures are the quantities by which the operation of the workstation is evaluated.  The 
average of these quantities can be computed separately from the simulation experiment using the 
equations presented in the single workstation learning module.  Both the average and maximum values 
are estimated using a simulation experiment. 
Model parameters are quantities that can be controlled and potentially impact system performance as 
evaluated by the performance measures.  For example, the rework percentage could be a model 
parameter that has values in the range [0, 5].  As will be shown later in this learning module, the simulation 
experiment could be used to compare the maximum lead time and maximum inventory for a rework 
percentage of 5% versus no rework (rework percentage = 0%).   
In this example, an assessment of the current operation of the workstation is desired.  So, there are no 
model parameters. 
For documentation purposes, the list of random streams used in the model is included in the experiment 
design. 
The ending time of the simulation is given.  This usually corresponds to a company planning period such 
as one month, one quarter (three months), or one year. 
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The number of replicates is the number of times the simulation is repeated.  The simulation software 
handles this repeating transparently to the user.  The only difference between the replicates is the values 
comprising each random stream.  There is one set of times between arrivals for each replicate and one 
set of cycle times for each replicate. 
For reasons explained in subsequent learning modules, there is one observation of each performance 
measure per replicate.  For example, the simulation experiment with 20 replicates generates 20 
observations of the maximum number at the workstation: MaxAtWorkStation1, MaxAtWorkStation2,…, 
MaxAtWorkStation20.  These 20 values can be analyzed as would any other set of 20 independent values. 
4. Confidence Intervals 
The maximum lead time at the workstation is of interest.  This value is a constant that either cannot be 
computed mathematically or is very difficult to compute mathematically.  The strategy is to use a 
computer-based experiment on the simulation model to gather statistical estimates of the maximum lead 
time, one per replicate.  Then these estimates can be combined to find a plausible range for the maximum 
lead time.  This range is known as a confidence interval.   
The confidence interval will contain the maximum lead time value with a pre-prescribed likelihood 
expressed as a percent between zero and one.  This likelihood is expressed as 1-α, where α is the 
likelihood that the maximum lead time value is not in the interval. 
In this case, the average of the maximum lead time values would be computed.  It is assumed that the 
average maximum follows a student’s t-distribution with degrees of freedom equal to the number of 
replicates minus 1.  This may or may not be the case.  In general, the performance measures in a simulation 
experiment can be arbitrarily defined. Thus, there can be no guarantee that the conditions for computing 
an exact t-confidence interval are met.  The primary condition is that the data, in this case the maximum 
lead time values from each replicate, is normally distributed.  Maximums are likely not normally 
distributed.  Thus, the confidence intervals are approximate.  However, results have proven to be effective 
in decision making when using approximate t-confidence intervals, confirming the use of this approach. 
The generating equation for a t-confidence interval is shown in equation 1.  The ≈ sign means 
approximately.  The symbol µ represents the actual but unknown value of the system parameter or 
characteristic of interest such as the average maximum lead time or average maximum number at the 
workstation. 
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where:  
α is the likelihood that µ is not in the confidence interval 
t1−α/2,n−1 is the 1-α/2 percentage point of the Student’s t distribution with n-1 degrees of freedom 
n is the number of replicates 
X is the average of the values from the replicates 
s is the standard deviation the values from the replicates   
The result of the computations using equation 1 is the interval shown in equation 2: 
(lower bound ≤ µ ≤ upper bound) with 1-α confidence      (2) 
where  
lower bound = 
n
stX n *1,2/1 −−− α           (3) 
upper bound = 
n
stX n *1,2/1 −−+ α         (4) 
For example, the plausible range of values for the maximum lead time at the station is (76, 97) minutes 
with an average of 87 minutes.  There is 99% confidence that the maximum number at the station is in 
this range.   
A couple of things to note.  The average maximum from the simulation is used since experience has shown 
that the maximum maximum leads is too large a value.  If there is 99% confidence, or likelihood that the 
average maximum is in the confidence interval (plausible range), then there is 1% likelihood that it is not.  
By specifying α = 1%, a decision has been made to take that small risk.  
5. Examining the Simulation Results 
The simulation results are given in the accompanying spreadsheet on the simulation results and the 
analysis tabs. 
The data from the simulation experiment is contained on the simulation results tab with one row for each 
performance measure.  For convenience in analysis, the data are transposed to one performance measure 
per column on the analysis tab.  The performance measures are those given in Table 1:  Average and 
maximum lead time in seconds as well as the average and maximum number at the station.  The average 
lead time is the average of all the lead times for individual parts in a replicate.  The maximum lead time is 
the largest lead time over all parts in a replicate.  The average number of parts at the station is the average 
over the entire replicate.  The maximum number of parts at the station is the largest number that occurred 
during the replicate.  The utilization is the percent of the time that the resource R_WS was busy that is 
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the percent of the time the station was processing a part.  Note that this definition of utilization is not the 
same as the definition in the single workstation learning module:  the percent non-idle time. 
There is one row for the values from each of the 20 replicates.  The summary statistics for each column 
are given beneath the values for the 20 replicates.  The average, standard deviation, minimum, and 
maximum of the 20 values are determined in the usual ways.  The lower bound and upper bound form 
the range of the 99% t-confidence interval for the true mean value of the quantity in the column.  The 
standard deviation of the average is the standard deviation divided by the square root of the number of 
replicates (20).  The 99% point of the t-distribution with number of replicates - 1 (19) degrees of freedom 
is generated by the Excel function: t.inv.2t. 
It is important to examine the results from each replicate as well as the summary statistics.  The average 
lead time at the workstation was between 16 and 22 minutes in 16 of the 20 replicates.  The largest 
average was 28 minutes.  The 99% confidence interval for the true average is 18 to 22 minutes.  Thus, the 
average lead time seems reasonable. 
As would be expected there is more variability in the results for the maximum lead time.  The values range 
from slightly over one hour to slightly over one and a half hours in 19 of the 20 replicates.  There is one 
value over two and a half hours.  The 99% confidence interval for the true average maximum is about an 
hour and 10 minutes to an hour and 40 minutes.  Thus, the maximum lead time needs to be monitored 
for possible corrective action. 
The average number at the station is small ranging from 1.5 to 3.1 with a narrow 99% confidence interval 
of 1.8 to 2.3.  The 99% confidence interval for the average maximum at the station ranges from 9.7. to 
13.5 with an average of 11.6.  Thus, it can be concluded that enough space is needed at the workstation 
to accommodate 12 parts. 
6. Verification and Validation 
All models are wrong.  Some models are useful.  George E. P. Box. 
This famous saying provides context for verification and validation.  All models are wrong means that no 
model completely captures all the facets, details, and subtleties of what is being modeled.  This is not 
necessarily bad as models that are “right” would be very costly and time consuming to build and use.   
The more basic question is in the second statement:  Is the model useful for making decisions and drawing 
conclusions about improving what is being modeled and analyzed?  Through experience, the consensus 
answer is Yes provided that verification and validation of the model have been properly conducted. 
Verification and validation require gathering evidence that the model and its computer implementation 
accurately represent the system such that the conclusions drawn can be relied upon and used in practice.  
Verification and validation are a matter of degree.  As more evidence is obtained, the degree of confidence 
that the model is verified and valid increases.  It should be remembered however that absolute confidence 
(100%) cannot be achieved.  There will always be some doubt as to whether a model is verified and 
validated.   
How to obtain verification and validation evidence and what evidence to obtain is model specific and 
requires knowledge of how the model is going to be used.  Usually, verification and validation strategies 
are presented separately for clarity of discussion.  However, in practice, verification and validation tasks 
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often are intermixed with little effort to distinguish verification from validation as the focus of both is on 
building confidence that the model is useful.  This latter approach is take in this learning module. 
One way of obtaining verification and validation evidence is by comparing performance measure 
estimates to a known quantity.  If these is no statistical difference between the estimate and the known 
quantity, then verification and validation evidence is obtained.  
In this case, the utilization of the workstation can be separately computed as was previously discussed: 
CT / TBA = 7.5 / 10.0 = 75%.  Note that the 99% confidence interval for the true utilization computed from 
the simulation results is (73.6%, 77.4%). This interval contains 75%.  In addition, the average lead time at 
the station can be computed using the VUT equation + CT.  This yields a value of 19.8 minutes or 1189 
seconds.  Again, the confidence interval for the average lead time computed from the simulation results, 
(1094, 1343 seconds) contains 1189 seconds.  Thus, verification and validation evidence is obtained. 
From this evidence, it can be concluded that the model of the single workstation is verified and validated. 
A technical note on statistical hypothesis testing is in order.  Verification and validation evidence was 
obtained by comparing the utilization computed analytically to the utilization estimated from the 
simulation model.  The hypothesis can be stated as: 
 H0: µ = 75% 
 Ha: µ ≠ 75% 
The hypothesis H0 is not rejected if the confidence interval for the utilization estimated from the 
simulation contains 75%. 
7. A Case Study Concerning Breakdowns 
Suppose the work station experiences breakdowns which must be repaired.  Recall the breakdown-repair 
cycle.  The workstation has an operation time during which parts are produced followed by a repair time 
when no production is accomplished.  Then this two-step cycle repeats.   
Suppose further that breakdowns occur about once per week and are regarded as highly random, 
equivalent to the practical worst case.  Then, the operation time or the time between breakdowns can be 
modeled using an exponential distribution.  In the same way, repair times are highly variable and can be 
modeled using an exponential distribution.  The availability of the workstation is 95%.   
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The breakdown and repair process in simulation model form follows.   
Process P_Breakdown-Repair  
begin 
do while 1=1    
begin    
  wait for RS_ Breakdown exponential 39.90 hours   // Operation part of cycle 
  take R_WS down     // Production stops 
  wait for RS_Repair exponential 2.10 hours  // Repair part of cycle 
bring R_WS up      // Production resumes 
end 
end  
The model with breakdowns and repairs consists of two process: P_Workstation discussed above and 
P_Breakdown-Repair.  The two processes do NOT communicate directly with each other.  That is there 
are no statements in the model that directly pass information from one process to the other.  The only 
connection between the processes is that both of them change the state of the resource R_WS.  In general, 
this allows models to be built using multiple parallel process that change the state of resources, variables, 
or other quantities that can be shared.  This idea is the basis for object-oriented programming. 
The impact of 95% availability on the maximum lead time at the station and the maximum number at the 
station is to be assessed using simulation.  Such an assessment is difficult or impossible with mathematical 
methods.   
The experimental design for this assessment is shown in Table 2. 
Table 2: Simulation Experiment Parameters for the Single Workstation Breakdown Study 
Element of the Experiment Values for a Particular Experiment 
Performance Measures 1.  Lead time at the station (Maximum) 
2.  Number in inventory (Maximum)  
Model Parameters and Their Values Breakdowns (Yes, No) 
Random Streams Arrivals, Cycle Time, Time between Breakdowns, 
Repair time 
Simulation End Time 168 hours (One month of operations) 
Number of Replicates 20 
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Table 2 is similar to Table 1.  The performance measures of interest in the breakdown study are the 
maximum lead time and the maximum number at the station.  Random streams for the time between 
breakdowns and repair time are added to the random streams list.  The simulation end time and number 
of replicates remains the same. 
The model parameter is qualitative: no breakdowns at the workstation versus breakdowns at the 
workstation. 
Listing the random streams impacts the experiment.  The same streams of arrivals and the same stream 
of cycle times is used for both the no breakdowns simulation and the breakdowns simulation.  This 
facilitates a comparison since the only difference between the two simulations is the presence of 
breakdowns.  Statistically, however, the two sets of simulation results are not independent as they share 
the same set of times between arrivals and cycle times.   
Thus, statistical comparisons are made using the paired-t approach.  Consider the maximum lead time at 
the station. For replicate 1, the maximum lead time with no breakdowns has a natural partner in the 
maximum lead time with breakdowns.  The same is true for each of the other 19 replicates.  The first step 
in the paired t-approach is to create a set of values by taking each of the 20 differences: value for 
breakdowns – value for no breakdowns.  Then these 20 values can be analyzed as are any other simulation 
results. 
Simulation results for the breakdown case are given on the SR breakdowns tab of the accompanying 
spreadsheet.  The analysis of these results are given on the A Breakdown tab.   
The comparison of results using the paired-t method is shown on the paired t tab in columns f and g.  
Notice the high variability due to the randomness in the operations and repair cycle.  For example, the 
difference in the maximum number at the station ranges from 0 to 82.  This means that the change in the 
processing pattern due to breakdowns could actually result in the same maximum number at the station 
sometimes and an extremely high maximum number at the station sometimes.  On average, the average 
maximum number at the station increases by 30.0 to 41.6.  The high variance is also seen in the 99% 
confidence interval for the difference: (15.9, 44.1).  As was indicated above, the increase in the maximum 
number at the station is statistically significant since the confidence interval does not contain zero.  That 
is, a conclusion of an increase in the maximum number at the station is supported by the simulation 
results. 
An examination of the maximum lead time leads to similar insights.  On the average, breakdowns result 
in the average maximum increasing by over 4.5 times.  Again high variance is seen in the 99% confidence 
interval for the difference: (3.2, 7.0) hours, which is a statistically significant increase.  However, in one 
replicate the maximum lead time stays the same while in another it increases by 13.4 hours. 
Verification and validation evidence can be obtained by comparing the computed utilization of the 
workstation to that estimated by the simulation experiment.  The utilization of the workstation without 
breakdowns was determined to be 75%.  Thus, the utilization of the workstation with availability, A = 95%, 
would be 78.9% (= 75% / 95%).  The 99% percent confidence interval estimated from the simulation 
experiment for the utilization is (78.3%, 81.1%).  Thus, validation evidence is obtained. 
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A technical note about how the simulation experiment estimates the utilization is in order.  The utilization 
in the learning modules is defined as the percent of non-idle time, regardless of how that non-idle time is 
spent.  The utilization in the simulation experiment is defined as the percent of time processing something, 
parts in this case.  Thus, the simulation results will show the 99% confidence interval for the utilization as 
(74.4%, 77.0%).  For comparison with the analytically computed utilization, the lower and upper bounds 
of the confidence interval must be adjusted to account for the 5% downtime for breakdowns. 
Also, note that the average lead time cannot be used to obtain verification and validation evidence.  As 
discussed in the single workstation learning module, the variance of the cycle time at the workstation is 
difficult to determine in the presence of breakdowns.  Thus, the lead time is difficult to compute 
analytically. 
8. A Case Study Concerning Rework 
Now suppose the workstation does not have breakdowns but has a 5% rework rate.  Recall that rework 
means that a certain percentage of parts will need to be redone through repair at the workstation or 
processing a new part by the workstation.  This increases the arrival rate to the workstation.  Again, the 
impact on the maximum lead time and the maximum number at the station is to be assessed. 
Consider again the model of the single workstation, modified to include rework. 
Process P_WorkstationRework 
begin 
 set   A_Arrival = clock 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 if  (RS_Rework uniform 0.5, 0.5) < V_ReworkPercent then 
   begin 
    send to P_WorkstationRework  
   end 
 tabulate clock – A_Arrival in T_LeadTime  
end 
The model is the same as the original model but with an if-then statement inserted between the use and 
tabulate statements.  The if-then statement models whether or not rework is necessary by digitally 
flipping an unbalanced coin.  The coin has a probability of V_ReworkPercent that the part needs to be 
reworked, which is accomplished by sending it back to the start of the process (send to 
P_WorkStationRework) where V_ReworkPercent is a real variable with a value between 0 and 1.  The 
expression (RS_Rework uniform 0.5, 0.5) generates a sample from a uniform distribution between 0 and 
1 whose stream has the name RS_Rework.   
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Note the statements begin and end around the send action.  These statements form a block of code in the 
same way that { and } do in C.  In some cases, additional actions may be needed before the part is sent 
back to the start of the process. 
The impact of 5% rework on the maximum lead time at the station and the maximum number at the 
station is to be assessed using simulation.  The experimental design for this assessment is shown in Table 
3. 
Table 3: Simulation Experiment Parameters for the Single Workstation Rework Study 
Element of the Experiment Values for a Particular Experiment 
Performance Measures 1.  Lead time at the station (Maximum) 
2.  Number in inventory (Maximum)  
Model Parameters and Their Values Rework Percent (0, 5%) 
Random Streams Arrivals, Cycle Time, Rework Decision 
Simulation End Time 168 hours (One month of operations) 
Number of Replicates 20 
 
Table 3 is similar to Table 1.  The performance measures of interest are the maximum lead time and the 
maximum number at the station.  A random stream for the rework decision is added to the random 
streams list.  The simulation end time and number of replicates remains the same. 
The model parameter is quantitative: rework percentage simulated for each of two values: 0% and 5%. 
The completion of this case study is left as an exercise for the reader. 
9. Summary 
Simulation modeling and experimentation concerning the single workstation have been discussed.  
Models for the single workstation, the single workstation with breakdowns, and the single workstation 
with rework have been presented and discussed.  The design of simulation experiments has been 
illustrated and described.  The statistical analysis of simulation results using a spreadsheet has been 
demonstrated both for one set of parameter values and to compare two sets of parameter values. 
 1 
Introduction to Simulation Modeling and Analysis Homework 
 
Part 1:  Build the simulation model of the single workstation with rework in Automod as follows. 
 
1. Start AutoMod as you would any windows program.  Automod provides many capabilities.  
For now, the defaults will be used for the most part.  Steps 3 and 4 below are necessary 
to get around a quirk in Automod. 
 
2. Choose FILE from the menu bar and then NEW.  Specify the location you want for the 
model files in the directory structure.  If you are using stratus, this location must be on 
your W: drive. 
 
3. Define the P_WorkstationRework process given in the text.  For the Automod model, 
name the process something simpler (P_WSR is good).  By convention, process names 
begin with P_.  Choose PROCESS from the process system menu and then NEW.  Give the 
name of the process and enter a title as documentation.  Select OK. 
 
4. The Process Window will still be open.  Select P_WSR and edit. 
 
5. Select EDIT arriving procedure and the text editor appears.  The statements for P_WSR 
can be entered.  The simplest way is to copy the model from the text.  The first statement 
is begin and the last statement is end.  DO NOT include the name of the process as the 
first statement (Automod quirk). 
a. Terminate the edit using FILE then SAVE and FILE then EXIT.  AutoMod will complain 
that the model entities have not been defined.  Please define them as follows. 
i. A_Arrival  is a Load Attribute of Type Real 
ii. R_WS   is a resource.  Use all the defaults in the definition. 
iii. RS_CT  is a random stream.  Use all the defaults in the definition. 
iv. RS_Rework  is a random stream.  Use all the defaults in the definition. 
v. V_ReworkPercent is a variable of type real with an initial value of 0.05. 
vi. T_LeadTime  is a table.  Use all the defaults in the definition. 
b. In the Edit a Process window, select OK. 
 
6. Define the load type for parts.  From the process system menu, select Loads and then 
select New for a new load type.  Name the load L_Part.   
a. Next select New Creation to specify the arrival process for loads.   
b. Specify the time between arrivals as exponentially distributed with a mean of 10 
minutes.    
c. Specify the first arrival at time 0: Constant 0 in the First One at field.   
d. Specify the first process as P_WSR. 
 
7. Specify the length of the run as 168 hours.  Select Run Control and new.  Specify the snap 
(replicate) length as 168 hours. 
8. Save the model.  
9. Export the model:  File/Export  Note:  The exported version of the model is a condensed 
version of the model suitable for sending by email or uploading into blackboard.  This is 
the version of the model that should be submitted.  It is located in the directory 
/<modelname>/<modelname>.arc.  There are two files defining the model: model.amo 
and <modelname>~.asy.   
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Part 2: Test the model. 
 
The model can be executed for testing purposes only as follows. 
 
1. Select RUN and then RUN MODEL. 
 
2. The model will be compiled and a new window opened. 
 
3. In the new window, select CONTROL and CONTINUE to run the simulation. 
 
4. To make the model run faster, turn off animation:  CNTL-G. 
 
5. At the end of the run examine the reports for Processes, Resources, and Tables using 
VIEW and then REPORTS. 
 
6. While not providing verification or validation evidence, these results help in 
determining if the model is operating correctly.  The number still in the process at the 
end of the run should be small.  The utilization value on the resources report should 
be close to 80%.   
 
7. Next, close this window. 
   
 
  
 3 
Part 3:  Conduct the Experiment with AutoStat 
 
AutoStat is the component of the AutoMod simulation environment that is used to conduct 
simulation experiments.  AutoStat is used after the model is built and tested. 
 
Start AutoStat from the build model menu: RUN, Run AutoStat.  The AutoStat setup wizard will 
ask several questions.  Answers can be modified later by selecting Properties from the menu bar.  
In answer the setup wizard questions, use the following information. 
 
1. The model is random. 
2. Answer no to the second question. 
3. The model does not require warm-up. 
4. The snap length is 168 hours. 
5. It is fine to have the method of common random numbers as the default method. 
 
Next conduct a simulation experiment as follows: 
 
1. Define a new analysis of type single factor (vary one factor). 
 
2. In the pop-up box, give the analysis a name, specify 20 replications.  
 
3. Next select New Factor and then Automod Factor.  In the new window, under entity 
select variable, then select V_ReworkPercent.  Then select OK. 
 
4. Back to the box in #2 to give the values for V_ReworkPercent.  Next to setup, select 
individual values.  Then enter 0.0 and 0.05 into the list of values.  Then select do these 
runs.  
 
5. Next from the main AutoStat window, select responses and then new responses to 
extract from the simulation runs the performance measure statistics of interest: the 
utilization of the resource, the maximum lead time, and the maximum number at the 
station.   
a. Utilization is defined by selecting resource under entity and utilization in the right 
hand box.  Then select OK new. 
b. Maximum lead time is defined by selecting tables under entity and maximum in 
the right hand box.  Then select OK new. 
c. Maximum number at the station is defined by selecting process under entity and 
Max Traffic in the right hand box.  Then select OK. 
 
6. View the performance measure values by selecting Analyses from the main AutoMod 
window and then the Scenario Results item under the name of the analysis. 
 
7. Copy the results to an Excel spreadsheet from the window where the run results are 
displayed.  Select Edit/Copy Entire Table.   
 
8. Analyze the simulation results using Excel.  Use the sample spreadsheet as a guide. 
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Deliverables: 
 
1. The two model files (.asy and .amo) in the .arc directory as described in Part 1. 
2. The Excel workbook containing the analysis described in Part 3. 
3. A word document containing: 
a. A discussion of the analysis results and your conclusions supported by the analysis 
in Part 3. 
b. Verification and validation evidence based on the utilization of the workstation.   
Learning Module 
Introduction to Flow Control 
June 2018 
Pre-requisite: Introduction to Simulation Modeling and Analysis 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Explain the spectrum of flow control methods: CONWIP, Kanban, and POLCA  
2. Explain how some production organization methods have built-in flow control 
3. Compute CONWIP limits and kanban limits. 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading, Watching and Writing: Provide answers to each question in the homework assignment.  
Some questions require computation.  Perform those computations in Excel.  The remaining 
questions should be answered in a word document. The homework assignment document will 
guide you through the reading, question by question. 
 
In addition, read the QRM/POLCA case study concerning Rosenbloom Custom Crafted Cylinders. 
 
2. Discussing – For each discussion board prompt, first write your own thoughts and then respond 
to another student’s thoughts.  Write at least 100 words each time. 
a. Consider one place at which you have worked.  Describe the flow control method that is 
used.  
b. Consider one place at which you have worked.  Are there any implicit CONWIP systems? 
 
3. Reviewing -- None 
 
4. Assessing -- Take the quiz.   
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Introduction to Flow Control 
 
1. Introduction 
 
A fundamental question in production is how to control the movement of parts within a production facility 
in order to avoid excessive work in process and create smooth flow.  Two categories of approaches for 
flow control have been developed. 
1. Provide mechanisms to manage the movement of parts.  These include Kanban, POLCA, and 
CONWIP (CONstant Work In Process). 
2. Employ a production organization scheme with built in flow control. Such schemes include a work 
cell with one piece flow and a flexible manufacturing system with machines capable of multiple 
operations as well as automated material handling. 
 
Each of the flow control approaches will be described.  Mathematical analysis will be presented for those 
schemes for which it is available.  Simulation modeling techniques for each approach are included. 
 
2. CONWIP 
 
A production area could be a single station, a set of stations, an entire serial line, an entire job shop, or an 
entire work cell.  One simple way to control flow is to establish a maximum value for the number of parts 
in the production area. This can be accomplished by using a near constant work-in-process system, or 
CONWIP system.  The only parameter of a CONWIP system is the pre-established maximum number of 
parts in the system which will be referred to as the CONWIP Limit.   
 
Figure 1 shows a small CONWIP system with the CONWIP Limit equal to 2.  The rectangle encloses the 
production area that is under the CONWIP control.  Jobs are shown as black triangles.  Inventory areas are 
shown as ovals and workstations as rectangles.  Two jobs are in processing, one at each workstation.  Thus, 
the third job cannot enter the production system as the CONWIP Limit is 2 jobs even though there is space 
for the job in the inventory of the first workstation.  This job should be waiting outside the production 
area in an electronic queue of orders as opposed to occupying physical space. 
 
When the job at the second workstation is completed, it will leave the production area.  Thus the job 
currently waiting outside of the production area can enter.  
 
Figure 1:  CONWIP System Illustration 
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The following are some important characteristics or traits of a CONWIP system. 
 
1. The CONWIP Limit is the only parameter of a CONWIP system. 
a. This parameter must be greater than or equal to the number of workstations in the 
production area.  If not, at least one of the workstations will always be starved. 
b. The ideal CONWIP limit is the smallest value that does not constrain throughput. 
c. In a multiple product production area, each job, regardless of type, counts toward the 
capacity imposed by the single CONWIP limit. 
 
2. A CONWIP system controls the maximum WIP in a production area. 
a. The maximum amount of waiting space before any work station is equal to the 
CONWIP limit or less.  It is possible, but unlikely, that all jobs are at the same station 
at the same time.  Thus, inventory sizes before workstations are usually not a 
constraint on system operation. 
b. If defective parts are detected at the last station on a production line, the CONWIP 
limit is the upper bound on the number of defective parts produced. 
c. A smaller footprint is needed for WIP storage than without the CONWIP control. 
   
3. Jobs waiting to enter a production area are organized on an electronic or paper list.  No parts 
are waiting.   
a. The list can be re-ordered as needed so that the highest priority jobs are always at 
the head of the list.  For example, if an important customer asks for a rush job it can 
always be put at the head of the list.  The most number of jobs preceding the highest 
priority job is given by the CONWIP limit. 
b. If the mix of jobs changes, the CONWIP system dynamically adapts to the mix since 
the system has only one parameter. 
c. Recall Little’s Law: WIP = LT * TH.  In CONWIP system, WIP is almost constant.  Thus, 
the lead time to produce is easy to predict given a throughput (demand) rate: LT = 
WIP / TH.   
d. With the WIP level controlled, the variability in the lead time is reduced. 
 
4. For a given value of throughput, the average and maximum WIP level in a CONWIP controlled 
production area is less than in a non-CONWIP production area. 
 
5. In a CONWIP system, machines with excess capacity will be idle a noticeable amount of the 
time, which makes some managers very nervous and makes balancing the work load between 
stations more important. 
 
6. Some CONWIP systems arise naturally as result of the material handling devices employed.  
For example, the amount of WIP may be limited by the number racks or totes available in the 
production area. 
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To help understand the flow in a CONWIP controlled production area, consider the following model of a 
single workstation with a CONWIP control.  Lead time is the time between order receipt and completion 
of production. 
 
Process P_Workstation 
begin 
 set   A_Arrival = clock 
   
 wait until V_CONWIPCurrent < V_CONWIPMax 
 set  V_CONWIPCurrent = V_CONWIPCurrent + 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 
use   R_WS for RS_CT uniform 7.5, 4.0 min 
 
 set  V_CONWIPCurrent = V_CONWIPCurrent - 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 
 tabulate clock – A_Arrival in T_LeadTime 
end 
 
The action wait until tells the load to stop if the Boolean expression that follows is false and wait until the 
simulation time at which the expression becomes true.  The software will transparently to the user 
determine that time.  In this case, the part waits until there is space within the CONWIP controlled 
production area to accommodate the part.  If the expression is true at the time that the part reaches the 
statement then the part proceeds to the next statement.   
The variable V_CONWIPMax is the CONWIP limit parameter whose value is set when the variable is 
defined and subsequently doesn’t change.  The variable V_CONWIPCurrent is the number parts currently 
within the production area or in other words within the CONWIP box. The tabulate statement provides 
statistics on the number of parts within the production area including the average and the maximum. 
Notice that one is added to the number within the CONWIP box when a part enters and one is subtracted 
when a part is completed.  This what the second and third set action statements accomplish. 
Also note that there could be any number of workstations, represented by statements with the use action, 
within the CONWIP box. 
Next the mathematics of a CONWIP system will be considered.  Note as was discussed above that Little’s 
Law still applies.  However because flow is being controlled, the VUT equation no longer works.  The 
arrivals to the first workstation are being regulated by the CONWIP system.  
Thus, equations to replace the VUT equation are needed.  It turns out that two such equations exist.  One 
applies when the cycle times at the workstations within the CONWIP box are constant or at least nearly 
so.  The other applies when the cycle times at the workstations correspond to the practical worst case, 
that is are exponentially distributed.  Another way to say this, is that a lower bound and upper bound on 
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the average lead time within the CONWIP controlled production area can be computed.  Both equations 
assume that the production area is a serial line with one route.   
Let M be the number of workstations.  The average cycle time of workstation j is CTj.  The CONWIP limit 
(the maximum number of parts in the CONWIP box) is N.  Note that N  M. 
The raw processing time is defined to be the sum of the average cycle times.  The raw processing time is 
the lead time if no waiting in any inventory at any workstation occurs.  Thus, the raw processing time is 
the minimum lead time.  The raw processing time: CTp is computed using equation 1.  
 

=
=
M
j
jp CTCT
1
           (1) 
 
First consider the case where cycle times are constant.  Then the following are true: 
 
1. M jobs are in processing, one at each station.  Thus N-M jobs must be waiting for processing.  
It is equally likely that a waiting job will be at any station.  Thus, on the average at each 
workstation, a job will wait for 
M
MN −
 other jobs.   
2. The average waiting time (lead time in the inventory) at any particular station j is:   
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3. The average lead time at each station is:  
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4. It follows from equation 3 that average lead time for the serial line within the CONWIP box 
is as given in equation 4. 
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Suppose instead that the cycle time at each station is exponentially distributed that is the practical worst 
case.   
 
Then the following are true: 
 
1. The other N-1 jobs are randomly distributed among the workstations.  Thus on the average 
at each workstation, a job will wait for 
M
N 1−
 other jobs.   
2. The average waiting time (lead time in the inventory) at any particular station j is: 
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3. The average lead time at each station is:  
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It follows from equation 6 that average lead time for the serial line within the CONWIP box is as given in 
equation 7. 
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Note that the lead time is not a function of the arrival rate or throughput due to the CONWIP control.  
Instead, the lead time is a function of the CONWIP control parameter whose value in the equations is 
the variable N.   
 
Thus, the CONWIP system acts like a dam that blocks the flow of arrivals into the production system.  The 
“gates in the dam” release the arrivals according to the CONWIP control scheme and to create the work 
in process level specified by the parameter.  
 
Finally, note that N is in the numerator of equations 4 and 7.  This indicates that lead time increases as N 
increases.  Thus, a small value of N is preferred.  However if N is too small, flow is too constrained and the 
throughput decreases.  Thus, N should be set to the smallest possible value that does not constrain 
throughput. 
 
Suppose a production area consists of three workstations that form a flow line.  The mean cycle times at 
each workstation are 25 minutes, 35 minutes, and 25 minutes respectively.  The coefficient of variation 
of the cycle time at each workstation is 0.5.  Estimate the lead time in the production area if a CONWIP 
flow control system is used with the CONWIP Limit (N) of 6 jobs. 
 
Since the coefficient of variation at each station is 0.5, the cycle time at each station is neither constant 
nor the practical worst case.  Thus, equation 4 for a constant cycle time will provide a lower on the lead 
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time.  Equation 7 for the practical worse case cycle time will provide an upper bound on the lead time.  
Computation are in the accompanying spreadsheet and results are shown in Table 1. 
 
Table 1:  Lead Time Results for the CONWIP Controlled Production Area  
(All Times in Minutes) 
Number of Workstations (M) 3 
  
CONWIP Limit (N) 6 
  
  
Average Lead Time 
Workstation 
Average 
Cycle Time Constant 
Practical 
Worst Case 
First 25 50 133 
Second 35 70 187 
Third 30 60 160 
Total  180 480 
 
The average lead time for the production area is in the range 180 to 480 minutes.  As this range is rather 
wide, (3, 8) hours, further analysis using simulation may be necessary. 
 
3. Kanban and Pull 
 
The most common implementation of the pull philosophy is kanban systems.  The inventor of just-in-time 
manufacturing, Taiichi Ohno, defined the term pull as follows: 
 
Manufacturers and workplaces can no longer base production on desktop planning alone and 
then distribute, or push, them onto the market.  It has become a matter of course for customers 
or users, each with a different value system, to stand in the frontline of the marketplace and, so 
to speak, pull the goods they need, in the amount and at the time they need them. 
 
A supermarket (grocery store) has long been a realization of a pull system.  Consider a shelf filled with 
cans of green beans.  As customers purchase cans of green beans, less cans remain on the shelf.  The staff 
of the grocery store restocks the shelf whenever too few cans remain.  New cans are taken from boxes of 
cans in the store room.  Whenever the number of boxes of cans in the store room becomes too few, 
additional boxes are ordered from the supplier of green beans. 
 
Note than in this pull system, shelves are restocked and consequently new cases of green beans are 
ordered depending on the number of cans on the shelves.  The number of cans on the shelves depends 
on current customer demand for green beans. 
 
The alternative to a pull system, which is no longer commonly used, is a push system.  In a push system, 
the supermarket manager would forecast customer demand for green beans for the next time period, say 
a month.  The forecasted number of green beans would be ordered from the supplier.  The allocated shelf 
space would be stocked with cans of green beans.  If actual customer demand was less than the forecasted 
demand, the manager would need to have a sale to try to sell the excess cans of green beans.  If the actual 
demand was greater than the forecasted demand, the manager would somehow need to acquire more 
green beans. 
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This illustration points out one fundamental breakthrough of lean manufacturing: inventory levels, both 
work-in-process (WIP) and finished goods, are controlled characteristics of how a production system 
operates instead of a result of how it operates as in a push system.  Furthermore, pull production can be 
implemented without having previously made any other lean improvements. 
 
For inventory control, a kanban is attached to each part or batch of parts (tote, WIP rack, shelf, etc.).  The 
Japanese word kanban is usually translated into English as card.  To understand the significance of such 
cards, consider a single workstation followed by a finished goods inventory and proceeded by a raw 
materials inventory as shown in Figure 2.   
 
 
 
 
Figure 2:  Single Workstation Kanban System Illustration 
 
The following items shown in Figure 2 are specific to kanban systems. 
1. A move Kanban, shown as a half-moon shaped card, attached to the items in the raw material 
inventory. 
2. A production Kanban, shown as diamond shaped card, attached to the items in the finished 
goods inventory. 
3. Stockpoints: locations where kanbans are stored after removal from an item. 
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The dynamics of this kanban system are as follows.   
1. A customer demand causes an item to be removed from the finished goods inventory.  The 
item is given to the customer and the diamond shaped kanban attached to the item is placed 
in the stockpoint near the finished goods inventory.   Thus, the process of replacing an item 
is begun as soon as it is removed from the inventory.  
2. Periodically, the diamond shaped kanbans are collected from the stockpoint and moved to 
the workstation.  The workstation must produce exactly one item for each diamond shaped 
kanban it receives.  Thus, the finished goods inventory is replenished.  Note only the inventory 
removed by customers is replaced. 
3. In order to produce a finished goods item, the workstation must use a raw material item.  The 
workstation receives a raw material item by taking a half-moon shaped kanban to the raw 
material inventory. 
 
Note the following characteristics of a kanban system. 
1. Kanban cards and parts flow in oppose directions.  Kanbans flow from right to left and parts 
flow from left to right.  Thus there are two flows in a kanban system: parts and kanban cards. 
2. The inventory replacement activity begins as soon as an item is removed from the inventory. 
3. The amount of inventory in a kanban system is proportional to the number of kanbans in the 
system.  Thus, determining the number of kanbans is the same problem as determining the 
amount of inventory which was discussed in the single inventory learning module.  
4. The amount of finished goods inventory required depends on the time the workstation takes 
to produce a part and customer demand.  A lower bound on the finished goods inventory can 
be set given a customer service level, the expected time for the workstation to produce a part, 
and the probability distribution used to model customer demand.  Doing this was discussed 
in the single inventory learning model. 
 
Watch the following video for an additional overview of how a kanban system works:  
https://www.youtube.com/watch?v=zkQxvkXSiuA. 
 
There is a fundamental difference between a CONWIP system and a kanban system.  In a CONWIP system, 
there is one control parameter, the CONWIP limit, regardless of the number of different types of parts or 
jobs that the system processes.  In a kanban system, there are different cards for each type of part or job.  
Thus, in a high mix, low volume production environment, a kanban system may not be effective.  Too 
many card types, each controlling a small amount of inventory, may prove to be unwieldly. 
 
The number of kanbans can be set using standard methods for establishing inventory levels that have 
been previously discussed.  Consider the following: 
1. Demand for finished goods is Poisson distributed at the rate of 10 per hour.  Once an item 
has been removed from finished goods inventory, the system takes on the average 30 
minutes to replace it.  How much finished goods inventory should be maintained for a 
99% service level? 
2. Suppose for problem 1, all inventory is kept in containers of size 4 parts.  There is one 
kanban per container.  How many kanbans are needed for this situation?  
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The solution is shown in Table 2. A 99% service level is achieved using 11 parts or 3 containers. 
 
Table 2:  Kanban Level Setting Illustration 
Demand per 
hour 
10 
  
Hours in T 0.5 
  
Mean demand in 
T 
5 
  
Parts / Container 4 
  
X Probability Cumulative Containers 
0 0.007 0.007 0 
1 0.034 0.040 1 
2 0.084 0.125 1 
3 0.140 0.265 1 
4 0.175 0.440 1 
5 0.175 0.616 2 
6 0.146 0.762 2 
7 0.104 0.867 2 
8 0.065 0.932 2 
9 0.036 0.968 3 
10 0.018 0.986 3 
11 0.008 0.995 3 
12 0.003 0.998 3 
13 0.001 0.999 4 
14 0.000 1.000 4 
 
To help understand the flow in a kanban system, consider the following model of a single workstation 
with a kanban control and one product.  Lead time is the time between order receipt and completion of 
production of the replacement for the item removed from inventory to fulfill the order.  For simplicity, it 
is assumed that there is always a sufficient supply of raw material for the workstation.  Thus, the dynamics 
of the raw material inventory are not included in the model. 
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Process P_OrderReceipt 
begin 
 set   A_Arrival = clock 
 
 wait until V_Inventory > 0 
 set  V_Inventory = V_Inventory – 1 
 tabulate V_Inventory in T_Inventory 
 
 if  A_Arrival = clock then 
   tabulate 100 in T_ServiceLevel 
 else  tabulate     0 in T_ServiceLevel 
 
 send to  P_Workstation 
end 
 
Process P_Workstation 
begin 
 
use   R_WS for RS_CT uniform 7.5, 4.0 min 
 
 set  V_Inventory = V_Inventory + 1 
 tabulate V_Inventory in T_Inventory 
 
 tabulate  clock – A_Arrival in T_LeadTime 
end 
 
The model begins with a receipt of an order in Process P_OrderReceipt.  The statement with action wait 
until tells the order to wait for an item in finished goods inventory.  If there is an item in finished goods 
inventory there is no waiting.  If not, the order waits until an item is placed in finished goods inventory 
upon completion at the workstation.  If there is no waiting the service level is 100.  If there is waiting, the 
service level is zero.  The service level value is tabulated.  The number of items in the inventory is reduce 
by one and the inventory level is tabulated. 
 
The kanban signal is modeled by the statement with the send to action.  This statement tells the 
workstation to begin making another item.  Upon completion, the item is added to the inventory.  Both 
the new inventory level and the lead time are tabulated. 
 
4. POLCA 
 
Suri proposed the Paired-cell Overlapping Loops of Cards with Authorization (POLCA) approach to flow 
control for a production facility consisting of Quick Response Manufacturing (QRM) cells.  A very good 
description of POLCA is in the video: 
https://www.youtube.com/watch?v=9X_z7mRFoGA&list=PL4P6v89NqhXF3-AEzGBcGLb4s0WOpvaKL 
 
Note that unlike CONWIP and kanban, POLCA is a capacity control system.  That is the basic strategy is to 
make sure that a workstation and its successor on the flow path each have enough capacity to process a 
job before it begins at the first workstation.  This strategy is designed to avoid high WIP level in a 
production area.   
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The POLCA cards each represent a processing capacity expressed in a time unit such as hours.  If each job 
type has approximately the same average cycle time, then each job type needs one POLCA card for each 
pair of cells.  If a particular job type has twice the average cycle time of the others, then that job type 
needs two POLCA cards. 
 
Jobs are sequenced smallest slack time first.  The time available to do the job is the difference between 
the amount of calendar time between the current time and the promised job completion date.  The slack 
time is the difference between the amount of time available to do the job and the average amount of 
time needed to do the job.  Processing a job out of sequence will only likely delay the subsequent jobs 
beyond their due dates. 
 
Some other properties of the POLCA system are as follows. 
 
1. The number of POLCA cards of each type are the only parameters of a POLCA system. 
a. The ideal number of POLCA cards are the smallest values that do not constrain 
throughput. 
b. In a multiple product QRM cell pair, each job, regardless of type, counts toward the 
capacity imposed by the single POLCA limit for that pair of cells.  For example, there 
is one limit on the number of A-B POLCA cards regardless of the number of job types 
flowing from QRM cell A to QRM cell B. 
 
2. A POLCA system controls the maximum WIP in a production area. 
   
3. Jobs waiting to enter a production area are organized on an electronic or paper list.  No parts 
are waiting.   
a. The list can be re-ordered as needed so that the highest priority jobs are always at 
the head of the list.  For example, if an important customer asks for a rush job it can 
always be put at the head of the list.  The most number of jobs preceding the highest 
priority job is given by the number of POLCA cards. 
b. If the mix of jobs changes for any cell pair, the POLCA system dynamically adapts to 
the mix since there is only one parameter for the cell pair. 
 
4. In a POLCA system, machines with excess capacity will be idle a noticeable amount of the 
time, which makes some managers very nervous and makes balancing the work between 
stations more important. 
 
The production area in the video contained four workstations: 
1. Straight and Cut (SC) 
2. End Round (ER) 
3. Forming (FO) 
4. Press (PR) 
 
The following simulation model shows the flow through this production area.  Note the use of the POLCA 
cards.  Simulation experiments can be conducted to determine the minimum number of POLCA cards that 
doesn’t constrain throughput. 
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P_ProductionPOLCA 
 
begin 
 set   A_Arrival = clock 
   
 // Acquire SC_ER POLCA card 
 wait until V_POLCA_SC_ER_Current < V_ POLCA_SC_ER_Max 
 set  V_POLCA_SC_ER_Current = V_POLCA_SC_ER_Current + 1 
 tabulate V_POLCA_SC_ER_Current in T_POLCA_SC_ER_Current 
 
// Processing at SC 
use   R_SC for RS_SC uniform 7.5, 4.0 min 
 
// Acquire ER_FO POLCA card 
 wait until V_POLCA_ER_FO_Current < V_ POLCA_ER_FO_Max 
 set  V_POLCA_ER_FO_Current = V_POLCA_ER_FO_Current + 1 
 tabulate V_POLCA_ER_FO_Current in T_POLCA_ER_FO_Current 
 
// Processing at ER 
use   R_ER for RS_ER uniform 7.5, 4.0 min 
 
// Release SC_ER POLCA card 
 set  V_POLCA_SC_ER_Current = V_POLCA_SC_ER_Current - 1 
 tabulate V_POLCA_SC_ER_Current in T_POLCA_SC_ER_Current 
 
// Acquire FO_PR POLCA card 
 wait until V_POLCA_FO_PR_Current < V_ POLCA_FO_PR_Max 
 set  V_POLCA_FO_PR_Current = V_POLCA_FO_PR_Current + 1 
 tabulate V_POLCA_FO_PR_Current in T_POLCA_FO_PR_Current 
 
// Processing at FO 
use   R_FO for RS_FO uniform 7.5, 4.0 min 
 
// Release ER_FO POLCA card 
 set  V_POLCA_ER_FO_Current = V_POLCA_ER_FO_Current - 1 
 tabulate V_POLCA_ER_FO_Current in T_POLCA_ER_FO_Current 
 
// Processing at PR 
use   R_PR for RS_PR uniform 7.5, 4.0 min 
 
// Release FO_PR POLCA card 
 set  V_POLCA_FO_PR_Current = V_POLCA_FO_PR_Current - 1 
 tabulate V_POLCA_FO_PR_Current in T_POLCA_FO_PR_Current 
 
 tabulate   clock – A_Arrival in T_LeadTime 
end 
 
Review the pattern of POLCA card acquisition and release in the above model.  Note how cards overlap. 
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5.  One Piece Flow 
 
One goal of organizing work into a cell is to minimize the work-in-process inventory.  This can be 
accomplished using the principle of one piece flow that seeks to move individual parts through a work cell 
as quickly as possible.  A worker seeks to keep one piece or part moving through the entire cell.  This is 
the opposite approach to processing multiple parts (a batch) at one workstation and then moving the 
entire batch to the next workstation for processing.  In other words, one piece flow uses a batch size of 
one.   
 
One piece flow can be used to minimize WIP which results in shorter lead time according to Little’s Law.  
Required manufacturing space is reduced through better cell layout and WIP reduction, which also 
simplifies material handling. 
 
One piece flow works as shown for two stations in Figure 3.  Initially, the diamond part has completed 
processing at WS1 and the circle part is waiting in the buffer.  The worker arrives to WS1.  First the worker 
removes the diamond part from the machine.  Next the worker initiates the circle part on the machine 
and the machine begins processing the part.  At the same time, the worker moves the diamond part to 
WS2.  The worker removes a part that has completed processing on the machine (not shown) and then 
initiates the diamond part on the machine.  This pattern is repeated at each workstation.  
 
The worker walks in a loop around the cell visiting each workstation in sequence.  After the last 
workstation, the worker places a part in the finished goods inventory, walks to the raw material inventory, 
picks up a part, and walks with that part to the first workstation.  The time taken by the worker to 
complete one loop around the cell must be less than the takt time for all of the demand to be met.  
 
Unlike CONWIP, Kanban, and POLCA, one piece flow has no parameters or control variable.  It is an 
operational strategy that structures flow so there is one piece per station.  In other words, the WIP is 
equal to the number of stations.   
 
A lean cell using one piece flow and staffed by one worker is shown in the following video:  
https://www.youtube.com/watch?v=AUPji7L9aSs.  
 
There may be more than one worker in a cell.  In this case, each worker walks a loop among assigned 
stations in a cell.  At selected stations, a worker passes a partially completed item to the next worker as 
illustrated in the following video:  https://youtu.be/c50_lAIfzsk. 
 
The following video illustrates the inherent structural advantage of one piece flow over batch processing: 
https://www.youtube.com/watch?v=Dr67i5SdXiM. 
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Figure 3:  One Piece Flow Illustration 
 
The following simulation model captures the movement shown in Figure 3.  Note that the worker is 
flowing through the cell.  Parts are carried by the worker or are in processing at a machine in parallel with 
the worker moving through the cell.  Only the operations at WS 1 are included. 
 
  
15 
 
Process P_OnePieceFlow 
begin 
 
// Worker arrives at WS 1 to remove part from the machine 
use   R_WS1 for 10 sec 
 
// Worker initiates (loads) next part on the machine 
use  R_WS1 for 10 sec 
 
// Machine processes initiated part in parallel with worker movement 
clone 1 to P_WS1 
 
// Worker walks removed part to WS 2  
wait for  10 sec 
 
end 
 
Process P_WS1 
begin 
 
 use WS1 for 5 min 
 
end 
 
The statement with the action clone send a copy of the part moving in P_OnePieceFlow to P_WS1.  The 
statement with the action wait for represents the time to walk to the next station. 
 
6. Flexible Manufacturing Systems 
 
Briefly, flexible manufacturing systems control flow as a part of the computer controlled manufacturing 
implementation.  Thus, no additional control is needed to keep parts moving and WIP low.  This is 
illustrated in the following video:  https://www.youtube.com/watch?v=FU8WSB8B__M 
 
7. Summary 
 
Flow control seeks to avoid accumulating WIP and minimizing lead time, which by Little’s Law, are 
proportional.  CONWIP, Kanban, and POLCA control part movement by setting limits on concurrent access 
to a production area.  One piece flow prescribes how flow is done in a work cell to limit parts to the 
number of stations in the cell.  Flexible manufacturing systems user computer control to achieve a similar 
result.   
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QRM Helps Rosenboom Meet 
Growth Challenges 
QRM Cuts Delivery Times for 
Iowa Hydraulic Cylinder Producer 
by Kathleen Watson
Business is booming at 
Rosenboom, and the Iowa-based 
OEM of hydraulic cylinders is 
responding reliably and in record 
time to its customers, thanks in 
large part to Quick Response 
Manufacturing.
Founded as a tool-and-die shop 
in 1974 by Lary and Viv Rosenboom, 
the company began producing 
cylinders in 1977, enhanced its 
operations with computerized 
machining and shop control in the 
1980s, and added a robotic welding 
cell for hydraulic cylinders in 1993. 
It launched a manufacturing cell 
prototype in 1996 based on Lean 
principles, and it shifted its focus in 
the early 2000s to custom-crafted 
cylinders.
Rosenboom now engineers and 
crafts over 2,500 cylinders daily 
among its three plants: corporate 
headquarters and manufacturing 
in Sheldon, Iowa; a satellite plant in 
Spirit Lake, Iowa that is 26,000 square 
feet smaller than the Sheldon facility; 
and a plant in Bowling Green, Ohio, 
that serves the East Coast.
Custom hydraulic cylinders go to 
users in both the private and public 
sectors: fire departments, railroads, 
waste-disposal services, forestry, 
the military, construction, and 
agriculture, to name a few. 
Growth strains company’s 
capabilities 
Growth — although welcomed 
— can strain the capabilities of      
any enterprise. 
When Continuous Improvement 
Manager Lynn Van Dyke arrived in 
2004, Rosenboom was in transition. 
It had been a relatively small 
company that was doing well in its 
niche of supplying equally small 
customers, but it was on a path 
to becoming a firm scrambling to 
keep up with the demands of its 
expanding market. 
“We were struggling to meet 
our promised delivery dates,” Van 
Dyke says. “Our component job 
shop required a lot of indirect labor 
to micromanage the day-to-day 
fluctuations. Just when we thought 
we had everything lined up and 
under control, any number of things 
could change: customer priority, 
component-part availability, machine 
availability, and so on.” 
It was taking tremendous time 
and effort to get everything aligned, 
but it required even more time and 
effort to get realigned. Inventory was 
high, but deliveries lagged.
Company leadership realized 
that the communication required 
to plan and manage Rosenboom’s 
growing batch processing, long 
queues, inventory accuracy, and 
rework had become complicated. 
Company Profile 
Founded 1974 in Sheldon, Iowa
Privately held
Corporate Headquarters:
Sheldon Iowa
Production 
Sheldon, Iowa: 286,000 sq. ft.  
300 employees
Spirit Lake, Iowa: 260,000 sq. ft. 
340 employees
Bowling Green, Ohio: 190,000 sq. ft.  
220 employees
Products
Custom hydraulic cylinders
Markets Served
Aerial
Construction
Refuse & Waste Handling
Transportation
Agriculture
Commercial
Utility
Military
Material Handling
Renewable Energy
Fire Rescue
Forestry
Certifications, Associations
ISO 9001 2015
Member National Fluid Power 
Association
www.rosenboom.com
Custom Rosenboom hydraulic 
cylinders have a 1- to 12-inch bore 
diameter and can reach a stroke of up 
to 30 feet or more. Cutom body styles 
offer choices of welded, mill style, 
rod-fed, telescoping, integrated valves 
and cushions, and position-sensing.
“We reread the QRM book, and 
I attended a two-day introductory 
QRM event in Madison,” Brian 
Rosenboom said. “Our management 
got together and decided we wanted 
to pursue QRM, so we developed      
a strategic plan and launched a    
pilot project.”
QRM founder initiates training
To introduce QRM, Rosenboom 
management invited Suri to conduct 
on-site training in 2012 for about 100 
employees who volunteered from the 
two Iowa facilities. Current QRM 
Center Director Professor Ananth 
Krishnamurthy presented two more 
workshops at Rosenboom. Those 
who attended in turn trained others. 
“Our approach was to grow 
QRM from the operator up, with 
coaching and consulting from 
leadership,” Van Dyke explains. 
Because so much of QRM 
can seem contrary to traditional 
manufacturing concepts and 
practices, there can be pushback. 
Plus any kind of change can be 
difficult for some people. Van 
Dyke admits that “pockets of 
resistance and pockets of excellence” 
developed, and the orientation 
approach “probably took longer than 
mandating it from the top down.” 
But management was confident 
that the bottom-up approach would 
help with buy-in and sustainment. 
The slower pace yielded steady 
progress: Following the 2012 
introduction, self-directed QRM 
cells followed in 2013; production 
supervisors and some production-
control staff collocated to join 
operators in cells on the production 
floor in 2014; the first cells to 
produce components were organized 
in 2015; and POLCA, a card-
based material-control system that 
manages the flow of jobs through the 
production process, was introduced 
in 2016. 
Creating more cells, 
implementing POLCA 
Transforms Production Floor 
Pre-QRM, production at 
Rosenboom fell into two primary 
segments: 
• CNC component manufacturing 
and subassemblies (95% batch 
processed)
• CNC, weld, assemble, final 
assembly, test (85% cell 
processed)
“Our original cells worked well 
for our more-standardized mix, but 
we were still batching a significant 
portion of our business,” Van Dyke 
says. “We hadn’t even considered 
trying the cellular concept for step 
one, component processing, or for 
our nonstandard work until we 
found out about QRM. We learned 
that it was a better fit than traditional 
Lean thinking.”
Despite years of Lean and 
earlier experiments with cells, it 
was apparent that cells and Lean 
alone were not meeting the needs 
of the company’s existing and new 
customers, many with custom needs. 
Enter QRM
According to Corporate Vice 
President Brian Rosenboom, some 
in the company were aware of 
QRM and had read QRM founder 
and Professor Emeritus Rajan  
Suri’s book, It’s About Time: The 
Competitive Advantage of Quick 
Response Manufacturing. 
Then John Deere management 
invited Rosenboom, along with other 
Deere suppliers, to attend an event 
to learn how to define, measure, 
and improve MCT, Manufacturing 
Critical-Path Time.* Deere had been 
an early adopter of Quick Response 
Manufacturing, and for Deere to 
continue to reduce its lead times, its 
suppliers needed to reduce theirs     
as well.
When Oshkosh Corporation 
(formerly Oshkosh Truck), another 
major Rosenboom customer and 
QRM enthusiast, encouraged the 
cylinder manufacturer to take steps 
to reduce its lead times, Rosenboom 
management began to look seriously 
at QRM. 
“We were struggling to meet our promised 
delivery dates. Our component job shop required 
a lot of indirect labor to micromanage the day-to-
day fluctuations.”  — Lynn Van Dyke
Lynn Van Dyke, Continuous 
Improvement Manager
* MCT: The typical amount of 
calendar time from when a customer 
submits an order, through the critical 
path, until the first end-item of that 
order is delivered to the customer.
Brian Rosenboom, Corporate 
Vice President
Fine-tuning the first QRM cells 
brought two more implementation 
phases. The first was identifying 
what QRM calls a Focused Target 
Market Segment, or FTMS, the basis 
for designing cells. “In hindsight, 
we already had FTMS teams, but 
we didn’t use QRM terminology for 
them,” Lynn says. 
The second was integrating 
POLCA.
POLCA is an acronym for 
Paired-cell Overlapping Loops 
of Cards with Authorization. It is 
especially helpful for manufacturers 
that specialize in highly customized 
or short runs of some products. 
At Rosenboom, an order can 
arrive for cylinders for a fleet of 
24 garbage trucks for a large city 
one day, and a set of cylinders for a 
single fire engine for a small town 
the next day. POLCA helps stage 
and complete phases of the work 
so that both orders meet their 
requested delivery dates.
Because it would not be possible 
to include in a single cell all 
operations to complete a cylinder, 
POLCA facilitates the smooth flow 
of components and their assembly 
between pairs of cells on their way 
to final assembly. 
Unlike kanban, a pull system 
that triggers replenishment of 
something that has been used up, 
POLCA is a capacity signal that 
communicates to the downstream 
cell that it’s ready for another job. By 
programming the company’s ERP 
system to denote quantities and ship 
dates for a product, components 
for an order due the next week will 
not be authorized for release, but 
components for an order due to ship 
sooner — in the next day or two, for 
example — will be authorized.
Color-coded cards and cells 
identify loops
Most firms that implement 
POLCA use highly visible large 
colored cards with prominent 
markings to indicate which cart or 
bin of components pairs with — in 
other words, forms a loop with — 
which cell or cells. 
At Rosenboom, cell color is 
denoted by boundary lines painted 
on the floor. The cell color matches 
cards affixed to carts that contain 
components for assembly in that 
cell. “Swim lanes” between cells — 
again, markings painted on the floor 
— help clarify the appropriate flow.
POLCA was a dramatic change 
for supervisors, material handlers, 
and cell team members. Colored 
cards that show available capacity 
in the POLCA loops, combined 
with authorization lists of key 
“Our management got together and decided we wanted 
to pursue QRM, so we developed a strategic plan and 
launched a pilot project.” 
— Brian Rosenboom
information displayed on a huge 
electronic screen that updates every 
10–15 minutes or on demand, have 
eliminated paper and the need for 
production-planning meetings.
Gradually converting CNC 
component manufacturing and 
subassembly from batch processing 
to the POLCA system, with its  
visual approach to managing 
inventory, reduced MCT from 15 
days to 3 days; reduced production 
control overhead by 80% in areas 
where it was implemented and cut 
daily supervision time, all the while 
heightening operators’ satisfaction 
in their self-directed cells.   
Rosenboom now has about 
40 independent POLCA loops 
generating savings on multiple 
fronts: 
• Less time spent in 
production-control meetings 
saves time and labor.                                               
             
Quantifiable metrics 
• Lead times/MCT reduced 
from 30%–75% where 
POLCA is being used
• Production-control staff labor 
reduced by 50%.
• Majority of components now 
built for a specific job,  
substantially reducing  
component inventory.
• Production-planning meet-
ings reduced from nearly 20 
hours to just 2 labor hours 
per day.
• Less time spent handling 
material saves time, labor, and 
potential damage or loss of 
stored parts.
• Less stored inventory saves 
space and investment dollars    
in parts not yet needed.
• Less supervision for self-
directed teams saves time        
and labor.
Rosenboom is experimenting 
with RF-POLCA, or Release-
and-Flow POLCA, where the 
authorization date is used only at 
the first cell in the POLCA chain. 
Each job flows through the sets of 
paired cells in a first-come, first-
served order, without having to 
consult the authorization list. 
RF-POLCA’s single authoriza-
tion step can work after a predictable 
and fairly consistent flow of jobs 
has been established. Other criteria 
include a limited number of POLCA 
loops, minimal variability from job 
to job, and a track record that reflects 
few schedule changes after jobs are 
released into the system.
A business uptick in 2017 
required outsourcing some 
components. Just as Rosenboom 
experienced pressure from Deere 
and Oshkosh to cut its own lead 
“Our customers find that our focus on greater efficiency 
through QRM, combined with our unending commitment 
to meet their production requirements, helps them achieve 
their own corporate goals and aspirations.” — Tom Eggers
The blue and maroon cards (foreground on cart) indicate the pairing of 
two POLCA cells. A highly visual system, POLCA makes clear the flow of 
cylinder parts, ensures that operators are working on the right parts, 
and saves on paperwork and time that used to be spent in production-
planning meetings. The pegboard displays other cell pairings.
times, the company now is working   
with its own supply chain to achieve 
similar goals.
Lessons Learned
“It took us from 2012, the begin-
ning of our QRM implementation, 
to 2016 for QRM to really take hold 
and for us to become comfortable 
with our progress,” Van Dyke says. 
“Rather than managing by reacting, 
we began to manage by planning. 
We started to see results right away, 
but we got caught up in trying to 
be perfect, wanting to do things 
precisely by the book. As time went 
on, we realized we were moving in 
the right direction and didn’t have to 
be all-encompassing perfect.” 
Rosenboom staff have 
appreciated opportunities to learn 
from other QRM companies through 
conferences, training events, and 
visits to facilities.
“Not all implementations look 
alike,” Brian Rosenboom says. “Each 
company has to decide what works 
best. What’s good for one might not 
apply to another.” 
Tom Eggers, Director of Sales and 
Marketing
Center for Quick 
Response Manufacturing (QRM)
Established in 1993, the Center for Quick Response 
Manufacturing at the University of Wisconsin-Madison is a 
partnership between industry, faculty and students, dedicated 
to the developement and implementation of lead time 
reduction principles.
For over two decades, the QRM Center has helped more 
than 300 companies of varying sizes from a wide array of 
industries reduce lead times in all aspects of their operations 
to become more competetive in the global marketplace. For 
more information, check www.qrmcenter.org, join our QRM 
LinkedIn group or contact us directly at 608-262-4709.
3160 Engineering Centers Building
1550 Engineering Drive
Madison, Wis. 53706
EMAIL qrm@engr.wisc.edu
PHONE 608-262-4709
WEB www.qrmcenter.org
Center for
Quick 
Response 
Manufacturing
University of Wisconsin-Madison
Van Dyke agrees. “We saw 
that some companies are good 
with Q-ROCs in the quoting stage, 
other companies embrace cells and 
POLCA, and others have worked 
hard to develop their suppliers. QRM 
is a roadmap that creates structure 
and guidelines. Its principles work at 
different paces and in different stages 
for different companies.” 
Director of Sales and Marketing 
Tom Eggers considers QRM a helpful 
sales tool. “Our customers find 
that our focus on greater efficiency 
through QRM, combined with our 
unending commitment to meet their 
production requirements, helps them 
achieve their own corporate goals 
and aspirations,” he says.
Van Dyke, Eggers, and Brian 
Rosenboom are among the many 
who are grateful for QRM. It has 
reduced stress while shortening 
delivery times, making them 
predictable and reliable, and   
keeping the company competitive   
on every front.   
Two generations involved in the family business are, from left and seated,  
Co-founders Lary and Viv Rosenboom, and sons Brandon, Strategic Sourcing 
Manager; Darin, Director of Research & Development/Chief Engineer; Brian, 
Corporate Vice President; and Justin, Director of Business Development.
Flow Control Homework 
 
Read Sections 1 and 2.  Then, answer questions 1 and 2. 
 
1. Consider a CONWIP system with 3 workstations.  The line is nearly balanced with constant processing times 
as follows (2.9, 3.2, 3.0) minutes. 
a. Derive an equation for the throughput rate given the equation for average part time in the system and 
Little’s Law. 
b. Construct a graph showing the lead time in the system as a function of the CONWIP limit N. 
c. Construct a graph showing the throughput rate as a function of the CONWIP limit. 
d. Based on the graphs, select a CONWIP limit. 
 
2. Consider a CONWIP system with 3 workstations.  The line is nearly balanced with exponentially distributed 
processing times with means as follows (2.9, 3.2, 3.0) minutes. 
a. Derive an equation for the throughput rate given the equation for average part time in the system and 
Little’s Law. 
b. Construct a graph showing the lead time in the system as a function of the CONWIP limit N. 
c. Construct a graph showing the throughput rate as a function of the CONWIP limit. 
d. Based on the graphs, select a CONWIP limit. 
 
Read Section 3. 
 
3. Suppose a production area consists of two workstations in a series as shown below.  Production operates 
as push system from a schedule.  There is a large inventory between the two workstations and the FGI 
follows the second workstation.  In lean, pull can be implemented before flow is created.  Suppose a kanban 
system was implemented. 
a. What kanban card types would be needed? 
b. Describe the right to left flow of information that implements the kanban system. 
c. Discuss how the pull strategy implemented by Kanban would reduce the inventory levels. 
 
 
 
  
 
   
  FGI 
 
 
  
 
Work 
Station 2 Work Station 1 
Read Section 4 
 
4. Suppose a production area consists of three QRM cells as shown below.  The POLCA loops are indicated. 
a. What POLCA cards are needed? 
b. How does POLCA help allocate QRM Cell A capacity among jobs that require each of the two POLCA 
loops?  What needs to be done if the demand mix changes for example the number of jobs that 
use Cells A and B becomes much less and the number of jobs that use Cells A and C becomes much 
more? 
c. How does POLCA help control the WIP? 
 
 
 
 
Read Section 5 
5. Suppose the production area from question 3 and repeated below with a raw material (RM) inventory 
added is to be converted to a work cell with one piece flow.  The cell is to have a U-shaped layout.  Each 
workstation has three work steps:  Initiate a piece on a machine by the worker, process the piece on the 
machine without the worker, and remove the piece from the machine by the worker. 
a. Draw the new cell. 
b. Write a list of the actions of the worker in one trip around the cell.  Start with remove piece from 
RM. 
c. How does one piece flow limit the WIP in the cell? 
 
 
  
 
   
  RM FGI 
 
 
6. In one of the Gemba Academy videos, the statement is made that kanban is a temporary measure until one 
piece flow can be achieved.  Explain why this is so. 
 
Read section 6.  
7. Describe how WIP is controlled in a flexible manufacturing system. 
 
Read section 7. 
QRM Cell A QRM Cell B
QRM Cell C
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Learning Module 
Workstation – Inventory – Flow Control Case Problem 
August 2019 
Pre-requisite – Single Workstation, Single Inventory, and  
Introduction to Flow Control 
Expected Time Requirement – 15 -20 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Demonstrate the integrative nature of workstation, inventory, and flow control requirements 
2. Design a simulation experiment 
3. Set the parameter values of flow control and inventory sub-systems. 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note --  All items in the folder are required unless otherwise noted. 
 
1. Reading – None.   
 
2. Watching -- None 
 
3. Writing – Case Problem Assignment 
 
4. Discussing -- None 
 
5. Reviewing -- None 
 
6. Assessing – None   
 
 
1 
 
Comprehensive Case Problem  
 
Part 1:  
 
Add two additional workstations in series to the model of the single workstation with rework (the model 
in the Introduction to Simulation Modeling and Analysis Learning Module homework).  This can be done 
by adding two use statements to the existing process. 
 
The second station has a cycle time modeled by a discrete distribution (probability mass function): 6.3 
minutes -- 60%; 9.3 minutes – 40%.  The Automod function for sampling from a discrete distribution is 
oneof: one of (60:6.3, 40:9.3) min. 
 
The third station has a constant cycle time of 7.0 minutes: 7.0 min.  However, it is subject to breakdowns.  
The average time between breakdowns is 39.9 hours exponentially distributed and the average repair 
time is 2.1 hours exponentially distributed.   Here is how to enter the breakdown – repair cycle into 
Automod. 
1. Create a new resource cycle and name it C_Bdown.  Select Resources and then New for 
resource cycles.  Select OK, edit to create the resource cycle. 
2. Select MTTF/MTTR and fill in the required information.  Use the default for the first time till a 
breakdown. 
3. Select FILE/SAVE and the FILE/QUIT. 
4. Edit the resource definition to attach the resource cycle.  To the right of the resource cycle 
box, select Add.  In the pop-up box, select the name of the resource and then add. 
5. Save the model.   
 
A. A mathematical analysis to determine the average lead time for the system described above. 
Using the equations in the Single Workstation learning module and the corresponding spreadsheet, 
compute a lower bound for the average lead time for the above.  
1. For rework, the formula for adjusting the utilization is given.  The formula for the increase in the 
variance of the time between arrivals is also given. 
2. For breakdowns, the formulas for the increase in the utilization and the cycle time variance are 
given.   
3. Formulas for computing the variance of a probability distribution are given in the modeling 
operation times and demand learning module.  The variance of a constant is 0.  The probability 
mass function figure gives the formulas for the oneof distribution. 
 
B. Provide verification validation evidence for the simulation of the model. 
Using 20 replicates, compute a confidence interval for the utilization of each workstation.  Does the 
confidence interval contain the utilization computed in part B?  Note:  Automod does not include 
station down time in the utilization. 
 
Use vary one factor as you did previously.  However, use only 5% for the percent rework.  The results 
are under Scenario Results. 
 
Deliverables: 
1. The archived copy of the model = the .asy and the .amo file from the .arc directory (as before). 
2. The Excel workbook with the results from A. 
3. The Excel workbook with the results from B.  Use the same workbook as deliverable 2. 
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Part 2:  
 
Modify the model in Part 1 to model a pull system: demands are satisfied from finished goods inventory.   
 
Arrivals represent demands for completed products.  Removal of an item from finished goods inventory 
results in a new order for the production of one item.  The completed product is placed in the finished 
goods inventory.  The model should be enhanced to acquire a unit of inventory and keep track of the 
service level as well as the number of units in inventory. 
 
The goal is find the smallest value of the target inventory level to achieve a 98% service level.  This can be 
done in two steps: 
Step 1 – Determine the inventory levels to test using simulation 
1. Determine the upper bound for the inventory level.   
a. Set V_Inventory to a large number (1000).   
b. Using Autostat, obtain the average minimum inventory level over 20 replicates.  This is the 
amount of inventory that was never used. 
c. Upper bound = 1000 – average minimum. 
2. Determine the lower bound for the inventory level. 
a. The average lead time was determined in part 1. 
b. Compute the lower bound for the inventory level assuming demand in the average lead time 
is Poisson distributed. 
3. Determine a mid-point inventory level: mid-point inventory level = average (lower bound, upper 
bound).   
 
Step 2 – Determine the service level for each of the three potential inventory levels. 
1. Obtain the plausible range for the service level using an initial inventory level = upper bound. 
2. Obtain the plausible range for the service level using an initial inventory level = lower bound.  
3. Obtain the plausible range for the service level using an initial inventory level = mid-point.   
4. Is there a difference in the service level when using the upper bound as the target inventory level 
versus the mid-point?  Use the appropriate statistical analysis to back up your answer. 
5. Note:  In AutoStat use the vary one factor experiment type with values upper bound, lower bound, 
and mid-point. 
 
Deliverables: 
1. The archived copy of the model = the .asy and the .amo file from the .arc directory (as before). 
2. The Excel workbook with the results of statistical analyses. 
3. Also submit a word document:  
a. The completed experimental design table repeated here. 
b. The answer to item 4 in Step 2. 
 
Simulation Experiment Design 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values  
Performance Measures  
Random Number Streams  
Number of Replicates  
Simulation End Time / Event  
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Part 3:   
 
Add a CONWIP control to the model. 
 
Hints for building the model. 
 
1. Add the CONWIP entry point after one unit of inventory is obtained. Tabulate the number of 
pieces in the CONWIP box. 
 
2. Add the CONWIP exit point as the last executable statement immediately preceding end.  This 
means subtracting one from the WIP inside the CONWIP box. 
 
3. Add a second CONWIP exit point in the begin/end block modeling the rework of parts.  If a part is 
reworked, it must exit the CONWIP control region and pass through CONWIP entry point again. 
 
4. Note the similarity between modeling the entry and exit from the CONWIP box and modeling 
acquiring and adding to an inventory. 
 
Design and conduct an experiment to set the CONWIP level given the inventory level.  Use the inventory 
level you determined in part 2.  Note the service level corresponding to this inventory level. Then set the 
CONWIP limit as small as possible without lessening this service level.   
 
Note that the AutoStat experiment type:  Vary One Factory allows a range of values to be simulated. 
 
Note that the Automod analyses type:  Line Graph can be used to display a graph with confidence intervals 
of one performance measure (y-axis) versus parameter value (x-axis). 
 
Make sure you report the service level for each value of CONWIP selected. 
   
Deliverables: 
1. The archived copy of the model = the .asy and the .amo file from the .arc directory (as before). 
2. A word document:  
a. The completed experimental design table repeated here. 
b. A brief description of the experiment you conducted. 
c. Graphs, including confidence intervals, showing: 
a. The lead time as a function of the CONWIP level 
b. The service level as a function of the CONWIP level  
d. The CONWIP level you selected with justification from the graphs. 
 
Simulation Experiment Design 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values  
Performance Measures  
Random Number Streams  
Number of Replicates  
Simulation End Time / Event  
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Part 4:   
 
Determine the WIP level given no CONWIP control. 
This can be done by running a single factor experiment in Automod, setting the CONWIP max to a large 
value (1000).  The performance measure is the maximum WIP level. 
Deliverable:  In an Excel document, compute a confidence interval for the maximum inventory level.  The 
maximum WIP level with CONWIP control is the CONWIP level selected in part 3.  How much higher is the 
maximum WIP level without the CONWIP control?  Is this difference statistically significant? 
Learning Module 
Simulation Modeling 
January 2018 
Pre-requisite: Modeling Operation Times and Demand 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Demonstrate how simulation modeling constructs are applied to production systems 
2. Build elementary simulation models of production systems 
3. Explain logic flow in a simulation model 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  
a. Read section 1 and 2 of the reading for the Introduction Modeling and Simulation learning 
module.  
b. Read the entire document on Discrete Event Simulation Modeling 
 
2. Watching: None 
 
3. Writing:  
a. Construct and test the first model as specified in the homework assignment. 
b. Construct and test the second model as specified in homework assignment. 
 
4. Discussing: None 
 
5. Reviewing:  None 
 
6. Assessing:  Take the quiz.   
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Discrete Event Simulation Modeling 
1. Introduction 
In previous learning modules, discrete event simulation modeling was introduced in the context of its 
application to a single workstation and to describe flow control mechanisms.  In this learning module, the 
focus is on discrete event simulation modeling methods with examples given to assist in learning the 
concepts. 
The perspective on modeling the operation of a single workstation is expanded to allow more detailed 
models to be developed.  The modeling concepts needed to do this are applied to modes of transportation 
in logistics systems such as trucks or rail cars.  The role of state variables is discussed.  Building, searching, 
and removing items from a list are presented. 
An expanded view of the modeling of demand is described.  Items can be requested one at a time.  The 
time between demands (the time between arrivals) is modeled.  Alternatively, demand can be determined 
periodically, says once per day, with the number of units requested being modeled.  The use of attributes 
is expanded to record various descriptors of the demand such as part type.  Thus, processing can be 
modeled as a function of these attribute values. 
2. Modeling the Single Workstation – An Expanded View 
In the learning module, Introducing Simulation Modeling and Analysis, the following model of a single 
workstation was introduced.   
Process P_Workstation 
begin 
 set   A_Arrival = clock 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
To repeat, the statement whose verb is: use says that the part will wait in the inventory on a first come, 
first served basis for a resource named R_WS and then be processed for a cycle time sampled from a 
uniform distribution with mean 7.5 minutes and half-range 4.0 minutes, which is equivalent to a uniform 
distribution with minimum 3.5 minutes and maximum 11.5 minutes. 
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To provide more flexibility in modeling, the use statement may be expanded as shown in the following: 
Process P_Workstation 
begin 
 set   A_Arrival = clock 
 get  R_WS 
 wait for  RS_CT uniform 7.5, 4.0 min 
 free  R_WS 
 tabulate clock – A_Arrival in T_LeadTime 
end 
The statements whose verbs are get, wait for, and free are together equivalent to the statement whose 
verb is use.  The get statement says that the part will wait in the inventory on a first come first served 
basis for a resource named R_WS.  The wait for statement says that the part is processed for a cycle time 
sampled from a uniform distribution with mean 7.5 minutes and half-range 4.0 minutes.  The free 
statement says that the part has completed using the resource R_WS.   
A resource is any one of a list of states such as busy, idle, and broken.  When the resource R_WS is 
processing a part, it is in the busy state.  When the resource R_WS is not processing a part, it is in the idle 
state.   
Separating the use statement into three statements allows multiple statements to be inserted between 
acquiring (get) the resource R_WS and finishing using the resource R_WS (free).  For example, suppose 
that the machine needs to be adjusted slightly for 15 seconds before processing each part.  A second wait 
for statement can be inserted to model this requirement. 
Process P_Workstation 
begin 
 set   A_Arrival = clock 
 get  R_WS 
 wait for  15 sec 
 wait for  RS_CT uniform 7.5, 4.0 min 
 free  R_WS 
 tabulate clock – A_Arrival in T_LeadTime 
end 
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3. Modeling Transportation Logistics 
Next, the ideas in section 2 can be applied to moving a load of products with a vehicle such as a truck or 
a rail car.  In the following example, the truck completes a round trip in three segments: outbound from 
a loading site to a delivery site, unloading, and returning to the loading site. 
Process P_RoundTrip 
begin 
 get  R_Truck 
 wait for  RS_OutboundTrip  uniform 2.0, 6.0 hr 
 wait for  RS_Unloading   uniform 15.0, 45.0 min 
 wait for  RS_ReturnTrip   uniform 2.0, 6.0 hr 
 free  R_Truck 
end 
Notice the model has the same structure as that of the single workstation.  However if there is a fleet of 
trucks, that is more than one truck, an additional modeling idea is needed.  The resource R_Truck needs 
to model the entire fleet.  The get statement is interpreted to mean wait until any truck in the fleet is 
available (in the idle state).  Thus, the number of trucks in the fleet must be a part of the definition of the 
resource.  The number of trucks is called the number of units of the resource.  For example, if the fleet 
has 10 trucks then the number of units of the resource would be 10.  In the single workstation example, 
the number of units of the resource R_WS is one as only one part at a time can be processed by the 
workstation.  Note that each unit of the resource is in a particular state, independently of the states of 
the other units of the resource. 
4. State Variables for Inventories and Flow Control 
In the learning model, Introduction to Flow Control, state variables are introduced.  These variables, in 
general terms, define the condition of a system at any point in time.  Some of these variables are static.  
The model does not change the value of a static state variable.  Examples of static state variables are the 
target inventory level and the maximum number of parts allowed in a production area.  Some state 
variables are dynamic that is the model changes their value.  Examples of dynamic state variables are the 
current inventory level and the current number of parts in the production area.   
Consider the following set of statements from the Introduction to Flow Control learning module. 
 wait until V_CONWIPCurrent < V_CONWIPMax 
 set  V_CONWIPCurrent = V_CONWIPCurrent + 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
In these statements, two common ways to use a state variable are seen.  The first impedes the flow of a 
part until the value of the dynamic state variable V_CONWIPCurrent is less than the value of the static 
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state variable V_CONWIPMax.  The last records the value of V_CONWIPCurrent so that statistics about 
the value of this state variable can be reported.   
The number of units of a resource in each possible resource state are state variables: the number of units 
idle and the number of units busy.  Thus the statement:  get R_Truck could be replaced by the following 
statements: 
 wait until V_R_TruckIdleUnits > 0 
 set  V_R_TruckIdleUnits = V_R_TruckIdleUnits + 1 
This leads to the conclusion that there are two fundamental ways to delay the flow of parts or anything 
else in a simulation model. 
 wait for  <time delay> 
 wait until <logical expression involving state variables> 
The first way cause a delay for a specified amount of time.  The second causes a delay until a condition is 
met, an indefinite amount of time. 
5. Lists 
To this point, what is moving through the processes of a simulation model has been referred to as a part 
or truck.  Generically, things that flow in a simulation model are referred to as entities.  
Sometimes it is helpful to build a list of entities and subsequently process the entities on the list.  For 
example suppose 10 entities (parts) at a time are released for processing on a workstation. 
Process P_Arrival 
begin 
 set  A_Arrival = clock 
 set V_NumberonList = V_NumberonList + 1 
 if V_NumberonList < 10 then 
  wait on L_PartList 
 else 
 begin  
   order all on L_PartList to P_Workstation 
   set V_NumberonList = 0 
 end 
 send to P_WorkStation   
end 
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Process P_Workstation 
begin 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
The process P_Arrival models the requirement that 10 parts at a time are sent to the workstation.  The 
number currently waiting is counted (V_NumberonList).  If the arriving entity (part) is not the tenth, it is 
place on a list (wait on) after assigning the arrival time to an attribute.  If the arriving entity (part) is the 
tenth, the nine parts waiting on the list are sent to the workstation (order to).  The tenth part is sent to 
the workstation as well (send to).  Within Process P_Workstation, each part is processed and the individual 
lead times recorded. 
6. Modeling Demand 
Typically, demand is modeled in one of two ways. 
1. Entities arrive one at a time.  This type of arrival process is specified by the time between arrivals 
(TBA).  TBA may be a constant, for example 1 per hour.  It may be modeled by a probability 
distribution, for example exponentially distributed with mean 5 minutes. 
2. Entities arrive in a group periodically.  In this case, the time between group arrivals is generally a 
constant, for example once per day.  The number in the group is modeled by a probability 
distribution.  The normal distribution could be used to model demand that is aggregated from 
multiple sources.  The Poisson distribution could be used to model demand that is from one 
source. 
First, suppose a workstation serves two types of parts.  The arrivals of each part type are modeled 
separately.  Attributes are assigned in the arrival process to specify the arrival time, the part type, and the 
processing time at the workstation.  Each arrival process sends each entity to the workstation for 
processing.  The processing time at the workstation is the attribute value.  Note that the process modeling 
the workstation doesn’t need to know how many different part types it is processing.  It does need to 
know which attribute contains the processing time. 
Process P_Arrival_Part1 
begin 
 set  A_Arrival = clock 
 set A_PartType = 1 
 set A_CycleTime = 2 
 send to P_WorkStation   
end 
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Process P_Arrival_Part2 
begin 
 set  A_Arrival = clock 
 set A_PartType = 2 
 set A_CycleTime = 8 
 send to P_WorkStation   
end 
Process P_Workstation 
begin 
 use   R_WS for A_CycleTime min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
Next, consider the second case where demand arrives to a workstation once per day in a group.  The 
number of units in the group is modeled as normally distributed with a mean of 100 and a standard 
deviation of 20.  A sample from this distribution, normal 100, 20, will result in a real number.  The 
fractional part cannot be lost.  This is accomplished with three statements: 
 set V_TotalDemand  = V_TotalDemand + RS_Demand normal 100, 5   
 set V_I_DailyDemand  = V_TotalDemand 
 set V_TotalDemand  = V_TotalDemand - V_I_DailyDemand 
The first of these adds the new demand for today to the previous fraction of a unit demand from the 
previous day.  The second statement isolates the integer part of the demand in the integer variable: 
V_I_DailyDemand.  The last statement preserves the fractional part of the demand for the next day. 
The clone statement sends one entity for processing to the workstation for each whole unit of the 
demand.    
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Process P_Daily 
begin 
 set  A_Arrival = clock 
 set V_TotalDemand  = V_TotalDemand + RS_Demand normal 100, 5   
  // Add today’s demand to any previous demand 
 set V_I_DailyDemand  = V_TotalDemand 
  // V_I_DailyDemand is an integer variable with value = whole number part of the demand 
 set V_TotalDemand  = V_TotalDemand - V_I_DailyDemand 
  // Carry forward in time the fractional part of the demand  
 clone V_I_DailyDemand to P_Workstation  
// send one entity to the workstation to meet the daily demand 
 send to die   
end 
Process P_Workstation 
begin 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
7. Parallel Processes 
In the learning module, Introducing Simulation Modeling and Analysis, a workstation with breakdowns 
was described.  The modeling emphasis was on the use of parallel processes.  One process modeled the 
breakdown and repair cycle of the workstation.  The other modeled part processing at the workstation.  
The processes did not send information directly back and forth to each other.  Rather each process 
changed the state of the workstation resource independently.  In this case, the states of the resource are: 
1. Busy = processing a part 
2. Idle = nothing to do 
3. Broken = cannot process a part and being repaired 
The process modeling the breakdown and repair cycle changes the state of the resource from idle to 
broken and back to idle.  The processing modeling part processing changes the state of the resource from 
idle to busy and back to idle.   
This example is repeated here for ease of reference. 
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Process P_Workstation 
begin 
 set   A_Arrival = clock 
 use   R_WS for RS_CT uniform 7.5, 4.0 min 
 tabulate  clock – A_Arrival in T_LeadTime 
end 
Process P_Breakdown-Repair  
begin 
do while 1=1    
begin    
  wait for RS_ Breakdown exponential 39.90 hours   // Operation part of cycle 
  make R_WS broken     // Production stops 
  wait for RS_Repair exponential 2.10 hours  // Repair part of cycle 
make R_WS idle     // Production resumes 
end 
end  
8. Summary 
This learning model describes simulation modeling.  Fundamental ideas are introduced.  These ideas may 
be summarized as follows. 
Time delays are of two kinds: 
1. An explicit amount of time such as:     wait for 5 minutes. 
2. Until a logical expression in state variables becomes true:   wait until V_Inventory > 0. 
Entities represent things, such as parts, that are modeled as flowing through a system.  Each entity has 
one or more attributes that are quantities that help characterize the entity.  Attribute values distinguish 
the entities from each other.   
A resource is a modeling construct that blocks the flow of an entity.  A resource can be in different states 
such as idle, broken, and down.  An entity must wait until a resource is idle to acquire it and to continue 
flowing through the model.   
State variables quantify the conditions in a model at any point in time.  The state of a resource (busy, idle) 
is one kind of state variable.  Other state variables take on numeric values and are used to model such 
things as inventory levels and flow control scheme parameters.   
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Demand can be modeled through the arrival of individual entities by specifying the time between arrivals.  
Alternatively, demand is modeled as occurring periodically. The time between demands in this case is 
usually constant such as one day.  The number of entities is specified, usually using a probability 
distribution. 
Finally, lists are used to model the formation of a group of entities, or batch, for processing.  Entities join 
the list one at a time and are removed in groups. 
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Simulation Model Building 
 
 
Model 1:  A single workstation processing two part types in groups of 10 parts. 
 
The part types are mingled within each group.  Parts of type 1 arrive on the average every 10 
minutes, exponentially distributed.  Parts of type 2 arrive on the average every 12 minutes, 
exponentially distributed.  The workstation processes type 1 parts in a constant 2 minutes and 
type 2 parts in a constant 8 minutes.  The model should compute the lead time at the workstation.   
 
Build an initial model. 
 
The model can be built in steps as follows. 
 
1. Start AutoMod as you would any windows program.  Automod is on stratus in the ME-
PDM area.  Automod provides many capabilities.  For now, the defaults will be used 
for the most part.  The model will be built in stages.  The first stage is to build the 
model for one part type with no grouping. 
 
2. Choose FILE from the menu bar and then NEW.  Specify the location you want for the 
model files in the directory structure. 
 
3. Define a new process named P_WS to model the workstation.  By convention, process 
names begin with P_.  Choose PROCESS from the process system menu and then 
NEW.  Give the name of the process and enter a title as documentation.  Select OK. 
 
4. The Process Window will still be open.  Select P_WS and edit. 
 
5. Select EDIT arriving procedure and the text editor appears.  The statements for P_WS 
can be entered.  This will be an initial version of the workstation process without the 
grouping of parts into batches of 10. 
 
begin 
 use   R_WS for A_CycleTime min 
 tabulate clock – A_Arrival in T_LeadTime 
end 
 
6. Terminate the edit using FILE then SAVE and FILE then EXIT.  AutoMod will complain 
that the model entities have not been defined.  Please define them as follows. 
i. A_CycleTime is a load attribute of type real. 
ii. R_WS is a resource.  Use all the defaults in the definition. 
iii. A_Arrival is a Load Attribute of Type Real 
iv. T_LeadTime is a table.  Use all the defaults in the definition. 
b. In the Edit a Process window, select OK. 
 
7. Define a new process named P_Arrive1 to model the arrival of type 1 parts.  Choose 
PROCESS from the process system menu and then NEW.  Give the name of the process 
and enter a title as documentation.  Select OK. 
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8. The Process Window will still be open.  Select P_Arrive1 and edit. 
 
9. Select EDIT arriving procedure and the text editor appears.  The statements for 
P_Arrive1 can be entered.   
 
begin 
 set   A_CycleTime = 2 
 set  A_Arrival = clock 
 send to  P_WS 
end 
 
10. Terminate the edit using FILE then SAVE and FILE then EXIT.  All Automod entities 
have been previously defined. 
 
11. Define the load type for one part type.  From the process system menu, select Loads 
and then select New for a new load type.  Name the load L_Part1.   
a. Next select New Creation to specify the arrival process for loads.   
b. Specify the time between arrivals as exponentially distributed with a mean of 10 
minutes.    
c. Specify the first arrival at time 0: Constant 0 in the First One at field.   
d. Specify the first process as P_Arrive1. 
 
12. Specify the length of the run as 168 hours.  Select Run Control and new.  Specify the 
snap (replicate) length as 168 hours. 
 
13. Save the model.  
 
14. Export the model:  File/Export Note:  The exported version of the model is a 
condensed version of the model suitable for sending by email.  This is the version of 
the model that should be submitted.  It is located in the directory 
/<modelname>/<modelname>.arc.  There are two files defining the model: 
model.amo and <modelname>~.asy.  These can be attached to an email to send the 
model to me or uploaded into Bb to submit. 
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Test the model. 
 
The model can be executed for testing purposes only as follows. 
1. Select RUN and then RUN MODEL. 
 
2. The model will be compiled and a new window opened. 
 
3. In the new window, select CONTROL and CONTINUE to run the simulation. 
 
4. To make the model run faster, turn off animation:  CNTL-G. 
 
5. At the end of the run examine the reports for Processes, Resources, and Tables using 
VIEW and then REPORTS. 
 
6. While not providing verification or validation evidence, these results help in 
determining if the model is operating correctly.  The number still in the process at the 
end of the run should be small.  The utilization value on the resources report should 
be close to 20%.   
 
7. Next, close this window. 
   
Finish the model. 
 
Next add the second part type and the grouping of parts into batches of 10. 
 
1. Define a new process named P_Arrive2 to model the arrival of type 2 parts.  Choose 
PROCESS from the process system menu and then NEW.  Give the name of the process 
and enter a title as documentation.  Select OK. 
 
2. The Process Window will still be open.  Select P_Arrive2 and edit. 
 
3. Select EDIT arriving procedure and the text editor appears.  The statements for 
P_Arrive2 can be entered.   
 
begin 
 set   A_CycleTime = 8 
 set  A_Arrival = clock 
 send to  P_WS 
end 
 
4. Terminate the edit using FILE then SAVE and FILE then EXIT.  All Automod entities 
have been previously defined. 
 
  
 4 
5. Define the load type for the second part type.  From the process system menu, select 
Loads and then select New for a new load type.  Name the load L_Part2.   
a. Next select New Creation to specify the arrival process for loads.   
b. Specify the time between arrivals as exponentially distributed with a mean of 12 
minutes.    
c. Specify the first arrival at time 0: Constant 0 in the First One at field.   
d. Specify the first process as P_Arrive2. 
 
6. Run the model using the same steps under test the model.  The utilization value on 
the resources report should be close to 87%.   
 
7. Add the batching of parts to the model by modifying process P_WS as follows.  
Immediately after begin add the statements.  OL_WS is an order list where parts wait 
until the batch of 10 is formed.  Note that the tenth part need not wait on the list and 
triggers the 9 waiting parts to proceed (the second statement below). 
 
if OL_WS current < 9 then wait on OL_WS 
else order 9 from OL_WS to continue 
 
8. Terminate the edit using FILE then SAVE and FILE then EXIT.  The order list must be 
defined using all the defaults. 
 
9. Save and Export the model 
 
10. Run the model using the same steps under test the model.  The utilization value on 
the resources report should be close to 87%.   
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Model 2:  Two Workstations in Parallel with Periodic Demand and Inventory 
 
A production system consists of two workstations in parallel.  One workstation makes a part upon 
demand.  To do so, the workstation must use a partially processed blank produced by the second 
workstation.  Thus, an order arriving at the first workstation must wait for the partially processed 
blank to be in inventory.  When the blank is obtained, processing can be completed.   
 
Orders for the part are sent to the first workstation every hour.  The mean number of orders is 5, 
Poisson distributed.  The processing time at the first station is uniformly distributed between 7 
minutes and 11 minutes.  Recall that in Automod the uniform distribution is expressed using the 
mean, half-width notation in this case: uniform 9.0, 2.0.  The processing time at the second station 
that makes the partially processed blank is triangularly distributed with parameters (minimum, 
mode, maximum) of (5, 7, and 12) minutes.  Thus, the mean is 8 minutes.  In addition, prior to 
processing each blank, the machine must be adjusted which takes 1 minute. 
 
The time period of interest is one week, 168 hours.  An initial inventory level should be specified.  
To make sure the model is running correctly, use a very high value such as 1000. 
 
An overview of how to develop the model in steps is provided.  First consider the arrival process, 
P_Hourly.  One load type is defined whose first process is P_Hourly and whose time between 
arrivals is a constant 1 hour.  The logic of P_Hourly follows the logic of P_Daily on page 7 of the 
reading.  However, the number of orders is modeled as an integer so there is no fractional part to 
carry between days.  The oneof distribution must be used to model then number of arrivals and 
requires an enumeration of the values of the Poisson distribution shown in the following table. 
Capital X is the actual number of orders.  Little x is a possible number of orders. 
 
mean 5 
x Prob(X=x) 
0 0.67% 
1 3.37% 
2 8.42% 
3 14.04% 
4 17.55% 
5 17.55% 
6 14.62% 
7 10.44% 
8 6.53% 
9 3.63% 
10 1.81% 
11 0.82% 
12 0.34% 
13 0.13% 
14 0.05% 
15 0.02% 
Total 99.99% 
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Suppose a random variable has a value of one 25% of the time and two 75% of the time.  Using 
the oneof distribution this would be written:  oneof (0.25 : 1, 0.75 : 2).  In general, the parameter 
of the oneof distribution is a set of ordered pairs (frequency1 : value1 , frequency2 : value2 , …). 
 
Inventory is modeled using an integer variable such as V_Inventory.  At the first station, inventory 
is acquired before processing using a wait until statement immediately after the begin statement: 
 
 wait until V_Inventory > 0 
 set V_Inventory = V_Inventory - 1 
 
Next, a clone statement triggers the second workstation to start processing a replacement part. 
 
 clone 1 to P_WS2 
 
The processing of the part at the workstation follows.  This can be modeled as discussed 
previously, for example as shown at the top of page 5 of the reading. 
 
Next, consider the model of the second workstation.  This is like the model of the workstation 
given at the bottom of page 2 of the reading.  In addition, immediately before the end statement, 
the completed blank must be added to the inventory. 
 
 set V_Inventory = V_Inventory + 1 
 
Next run the model as described above.  Check to make sure there are only a few entities in the 
simulation at the end as well as that the utilizations of the two workstations are reasonable. 
 
Learning Module 
Simulation Experimentation 
January 2018 
Pre-requisite: Simulation Modeling 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Design and conduct a basic simulation experiment 
2. Interpret the results of a basic simulation experiment 
3. Explain the method of common random numbers and why it is necessary 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  Read the entire document on Simulation Experimentation 
 
2. Watching: None 
 
3. Writing:  Set initial inventory level for the second model in the Simulation Modeling Learning 
Module Homework assignment 
 
4. Discussing: For each discussion board prompt, first write your own thoughts and then respond to 
another student’s thoughts.  Write at least 100 words each time. 
 
Read the following article. Pritsker, A. A. B. 1989. Why Simulation Works.  Proceedings of the 1989 
Winter Simulation Conference.  Retrieved April 17, 2019 from:  https://www.informs-
sim.org/wsc89papers/1989_0001.pdf 
 
Discuss the following.  Does simulation still work?  Based on this article and your own experience 
working on these learning modules defend or refute this assertion.  What ideas in the article are 
still true?  What are out of date? 
 
5. Reviewing:  Review the Powerpoint presentation. 
 
6. Assessing:  Take the quiz.   
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Conducting Simulation Experiments 
 
1. Introduction 
 
This learning module provides the information necessary to design, carry out, and analyze the 
results of a simulation experiment.  Experimentation with a simulation model, as opposed to an 
exact analytic solution obtained using mathematics, is required.  Simulation models conform both 
to system structure and to available system data.  Conditional logic is employed.  Thus, these 
models usually cannot be solved by analytic methods.   
 
Simulation experiments must be properly designed and conducted as would any field or 
laboratory experiment.  The design of simulation experiments demonstrates some of the benefits 
of simulation: lower cost and more flexibility than physical prototypes as well as less risk of 
negative consequence on day-to-day operations than direct experimentation with existing, 
operating systems.  
 
The design of a simulation experiment specifies how model processing generates the information 
needed to address the issues and to meet the solution objectives of the simulation study.  Ways 
of examining simulation results to help understand system behavior are presented along with the 
use of statistical methods such as confidence interval estimation to help obtain information about 
system performance. 
 
Prerequisite issues to the design and analysis of any simulation experiment are discussed.  These 
include the need to construct independent observations of simulation performance measures and 
to distinguish between probability and degree of confidence. The design elements of simulation 
experiments are presented, discussed and illustrated.   
 
The material in this learning module is illustrated using a simulation model of the following 
situation.  A single workstation processes two part types. Prior to processing, the parts are 
organized into groups of 10.  The part types are mingled within each group.   
 
Parts of type 1 arrive on the average every 10 minutes, exponentially distributed.  On the average, 
6 parts of type 1 arrive every hour.  Parts of type 2 arrive on the average every 12 minutes, 
exponentially distributed.  On the average, 5 parts of type 1 arrive every hour.  Thus, the arrival 
rate for type 1 and type 2 parts combined is 11 per hour with an average time between arrivals 
of 5.45 minutes. 
 
The workstation processes type 1 parts in a constant 2 minutes and type 2 parts in a constant 8 
minutes.  The weighted average processing time is 4.73 minutes ((6 X 2 + 5 X 8) / 11).  Thus, the 
utilization of the workstation is 86.8% (4.73 / 5.45).  Table 1 show the VUT analysis of this 
workstation, as presented in the single workstation learning module.  The associated spreadsheet, 
in the VUT tab, shows the computations.  Note that no batching (grouping of parts) is assumed in 
the VUT analysis. 
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Table 1:  VUT Analysis of the Example Workstation 
Part Type Type 1 Time between arrivals Average 10    
Standard Deviation 10   
Cycle time Average 2    
Standard Deviation 0  
Type 2 Time between arrivals Average 12    
Standard Deviation 12   
Cycle time Average 8    
Standard Deviation 0 
Inputs Combined Time between arrivals Average 5.45    
Standard Deviation 5.45   
Cycle time Average 4.73    
Standard Deviation 2.99 
Intermediates 
 
Time between arrivals Coefficient of Variation  1.00   
Cycle time Coefficient of Variation  0.63   
Utilization 
 
0.87 
Results 
  
Utilization Term (U) 6.50    
Variance Term (V) 0.70    
Lead Time Inventory 21.50    
Lead Time Station 26.23    
Number of Parts 
Inventory 
3.9 
   
Number of Parts Station 4.8 
 
 
2. The Problem of Correlated Observations 
 
Most statistical analysis procedures require independent (and identically distributed) 
observations of performance measure values.  Independent means that the value of one 
observation is not a function of nor dependent in any way on the value of any other observation. 
However, the observations in a simulation experiment are typically dependent (correlated). This 
section illustrates why a simulation experiment generates correlated observations.   
  
Consider the example model.  Suppose the first part is of type 2 and arrives at time 0; the second 
part of type 2 and arrives at time 3; and the third part is of type 1 and arrives at time 4.  For 
simplicity in the discussion, let us assume that parts are not grouped into batches of 10 but enter 
the inventory of the workstation upon arrival. 
 
The lead time for the first part to arrive is equal to the processing time of 8 minutes.  The lead 
time for the second part is 13 minutes which consists of the 5 minutes waiting in the inventory 
for the first part to complete processing and 8 minutes of processing. The lead time for the third 
part is 14 minutes which consists of 4 minutes waiting in the inventory for the first part to 
complete processing, 8 minutes waiting for the second part to complete processing and its 2 
minute cycle time.  Thus, the lead time for the third part is a function of the lead times for the 
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first part and the second part.  As well, the lead time for the second part is a function of the lead 
time for the first part.  Thus, the lead times are correlated and not independent. 
 
Correlated performance measure observations, such as lead time, cannot be used in statistical 
analysis computations. Thus, independent observations must be constructed.  How to do this will 
be discussed later in this learning module. 
 
The statistical analysis of simulation results is greatly aided by the construction of independent 
observations of the performance measures. 
 
3. Design Elements 
 
The elements of a simulation experiment are discussed in the following sections.  These are 
summarized in Table 2. 
 
Table 2:  Simulation Experiment Design 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values  
Performance Measures  
Random Number Streams  
Initial Conditions  
Number of Replicates  
Simulation End Time / Event  
   
3.1 Model Parameters and Their Values 
 
A model parameters is a system control variables or operational rule. One purpose of a simulation 
study is to find the best value of a model parameter to use to achieve a desired value of a 
performance variable.  Some model parameter values are quantitative such as the number of 
parts in a group or batch in the example model.  The current value of this quantity is 10.  Others 
can be qualitative such as how the part types are grouped.  The current value is mixed, that is a 
batch of 10 consists of a mix of type 1 and type 2 parts.  In the simulation study presented in this 
learning module, the value of the number of parts in a batch will be allowed to vary between 1 
and 10.   
 
It would also be possible to change the value of how the parts types are grouped to: partitioned 
by part type.  In this case, a batch would consist of either 10 parts of type 1 or 10 parts of type 2. 
 
Often in traditional experimental design and analysis, time and cost constraints result in the use 
of only two or three values of each model parameter.  Simulation affords the opportunity to test 
as many values as time and computing resources allow.   
 
Model parameters must be defined and their values specified. 
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3.2 Performance Measures 
 
Performance measures are quantities used to evaluate system behavior.  The value of 
performance measure almost surely changes when the value of a one or more model parameters 
changes.  Performance measures are defined in accordance with the following idea: Simulation 
experimental results conform to unique requirements for information.  Thus, each simulation 
experiment could have different performance measures.  
 
However, experience has shown that in most cases there are a limited number of performance 
measures of primary interest, of the order of 1-5.  There are often many other performance 
measures that can be extracted from a simulation experiment.  These provide useful information 
about system performance. 
 
The primary performance measure for the example model is lead time.  The number of parts at 
the workstation is also of interest as this impacts the storage space needed for the inventory.  
Recall that the lead time and number of parts are related by Little’s law.   
 
Performance measures must be defined, including how each is computed. 
 
3.3 Random Number Streams 
 
One purpose of a simulation experiment is comparing performance measure values resulting from 
different values of parameter values.  Suppose a simulation experiment is conducted on the 
example model for two values of the number in a batch, 5 and10.  Lead time is the performance 
measure.  Suppose a subsequent statistical analysis showed no significant difference in lead time 
for 10 in a batch versus 5 in a batch.  This could occur because changing the batch size did not 
change the lead time.  A second and undesirable possibility is that the variance of the lead time 
observations made during the simulation is too high to permit true differences in system behavior 
impacting lead time to be confirmed statistically. 
 
To appropriately control the variation in the simulation experiment, the same sequence of arriving 
parts could be used in simulating both a batch size of 5 and of 10.  Thus, the only difference 
between the two simulations would be the batch size as opposed to both the batch size and the 
set of arrivals.  In general, this approach is referred to as the method of common random numbers 
since the two simulations have the same arrivals in common.   
 
To better understand the effect of common random numbers, consider what happens when they 
are not used.  There would be a different set of arrivals in the simulation of the system with a 
batch size of 5 than a batch size of 10. Observed differences in the lead time between the two 
batch sizes could be due to the differences in the arrivals or a true difference in lead time caused 
by the different batch sizes.  Thus, the variance associated with the mean lead time would likely 
be higher if common random numbers were not used.  This higher variance might result in a 
failure to detect a true difference between the scenarios with respect to a given performance 
measure such as lead time even if such a difference existed. 
 
An additional example offers further insight.  Suppose the value of a production flow control 
parameter limiting the amount of WIP in the production area is to be determined using simulation 
with the average lead time as the primary performance measure.  As the parameter value 
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increases, the average lead time should decrease.  There are random streams for the time 
between arrivals and cycle times.   
 
If common random numbers are not used, different times between arrivals and cycle times are 
used for the simulation of each value of the WIP control parameter.  Thus, differences in average 
lead time could be due to differences in the times between arrivals, operation times, and / or the 
WIP control parameter value.  This is seen in Figure 1, where the decrease in average lead time is 
not smooth as the value of the WIP control parameter increases. 
 
 
Figure 1: Lead Time versus WIP Control Level – No Common Random Numbers 
 
When common random numbers are used, the differences in lead time are only due to the change 
in the WIP control parameter value.  The same times between arrivals and operations times are 
used for each WIP control parameter value.  As seen in Figure 2, where the decrease in average 
lead time is smooth as the value of the WIP control parameter increases. 
 
 
Figure 2: Lead Time versus WIP Control Level –Common Random Numbers 
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The method of common random numbers requires distinct streams of samples for each quantity 
modeled by a probability distribution.  While this does not guarantee a reduction in the variance 
of the difference, experience has shown that a reduction often occurs.  In practice for most 
simulation languages, this means that the stream of samples associated with each quantity 
modeled by a probability distribution must be given a distinct name. 
 
Law (2014) provides more details concerning the common random number approach as well as 
other experiment design techniques to control the variance.  Banks, Carson, Nelson, and Nicol 
(2009) discuss these techniques as well.   
 
The quantities modeled by probability distributions must be identified and uniquely named to 
implement common random numbers as a way of reducing the variance. 
 
3.4 Initial Conditions 
 
Consider again the example model, ignoring the batching requirement.  What is the lead time for 
the first arriving part assuming it is of type 1?  Since there are no other parts in the system, there 
is no waiting.  Thus, the lead time is equal to the processing time, 2 minutes. 
 
The question that follows is a lead time equal to the processing time a typical result or is it an 
abnormally low lead time value?  If the latter, then including this value in the average lead time 
computation could result in an estimate of the true (but unknown) mean lead time that is biased 
low.  Statistical bias is collecting performance measure values that could not have occurred, or in 
greater (lesser) proportion in one range than could have occurred, in the actual system.   
 
To avoid this problem, the initial values of the state variables and the initial location in the model 
of any entities, along with their attribute values, must be specified.  Together, these are called the 
initial conditions.  The initial conditions should be the same as conditions that occur in the actual 
system (Law 2014).  The work of Wilson and Pritsker (1978) leads toward using the modal or, at 
least, frequently occurring conditions.   
 
For the example model, the utilization is 86.8% as shown in Table 1.  Thus, it could be argued that 
the workstation is without parts to process 13.2% of the time.  So, initial conditions of no parts in 
the system are appropriate.  On the other hand, the average number of parts at the workstation, 
4.8 or 5, could be used as the initial conditions.   
 
The initial conditions must be specified as a part of the experimental design and must be actual 
conditions that occur in the system. 
 
3.5 Replicates 
 
This section discusses the idea of replication to construct independent observations of simulation 
performance measures.   
 
Consider the example model.  The only random quantity in the model is the time between arrivals, 
one stream for each part type.  It is desirable to estimate the average lead time for multiple 
streams of arrivals of each of the part types.  Each stream is randomly generated. 
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Replicates of a simulation experiment differ from each other only in the sample values of the 
quantities modeled by probability distributions.  Replicates are treated as independent of each 
other since the sample values exhibit no statistical correlation.  Thus, in the example model each 
replicate corresponds to a different stream of arrivals, one stream per replicate for each part type.  
Each replicate is one possibility of how the random behavior of the system actually occurred.   
 
Observations of the same performance measure from different replicates are statistically 
independent of each other.  In addition, performance measure observations from different 
replicates are identically distributed for the same reason.  Thus replication is one way of 
constructing independent observations for statistical analysis.  However, since performance 
measures may be arbitrarily defined, the underlying probability distribution of the performance 
measure observations cannot be determined in general. 
 
During each replicate, one or more observations of the values of a performance measure are 
made.  For example, the number of entities that complete processing in the example model is 
incremented each time processing is finished, the lead time is recorded each time an entity 
completes processing, and the number of entities in either workstation inventory is updated each 
time an entity arrives at a workstation as well as each time an entity begins processing. 
 
For the reasons discussed in section 2, each replicate can produce only one independent sample. 
This independent sample is often a statistic computed from the observations of a performance 
measure, usually the average, minimum, and maximum.  For example, one average of the lead 
time is computed from all of observations made during one replicate.  This average is one 
independent sample of the average lead time. 
 
In summary, each simulation experiment consists of n replicates.  Within each replicate and for 
each performance measure, one or more observations are made.  From the observations, one or 
more statistics are typically computed.  Each such statistic is the independent observation 
produced by the replicate. 
 
For example, a simulation experiment concerning the example model could consist of 20 
replicates.  The lead time could be observed.  Each time an entity completes processing an 
observation is made.  The average and maximum lead times are computed.  There are 20 
independent observations of the average lead time as well as 20 independent observations of the 
maximum lead time. 
 
The number of replicates initially made is generally determined by experience and the total 
amount of real (“clock”) time needed to compute the simulation.  Most of the time, this number 
is in the range 10-30.  More replicates may be needed if the width of a confidence interval 
computed from the performance measure observations is considered to be too wide.   
 
The number of replications of the simulation experiment must be specified. 
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3.6 Ending the Simulation 
 
An ending time for a replicate arises naturally from an examination of most systems.  A 
manufacturer wants to know if its logistic equipment will suffice for the next budget period of one 
year.  Therefore, the end of the budget year becomes the simulation ending time.  A fast food 
restaurant does most of its business from 11:30 A.M to 12:30 P.M.  Thus the simulation ending 
time is one hour.  The experiment for a production facility model could cover the next planning 
period of three months.  After that time, new levels of demand may occur and perhaps new 
production strategies implemented.  Alternatively for example, the simulation experiment for a 
production facility could end when 100 parts are produced. 
  
3.7 Example Experiment Design 
 
Consider a simulation experiment for the example model.  The time between arrivals for each 
part type is modeled using a probability distribution.  The primary performance measure is the 
lead time.  The utilization of the workstation is of interest as well.  The model parameter is the 
batch size, either 5 or 10.  The initial conditions are no parts in the system.  This is justified as the 
utilization of the workstation is 86.8% implying that the workstation is idle 13.2% of the time.  
Twenty replicates will be made for the planning horizon of one month.  The experimental design 
is shown in Table 3. 
 
Table 3:  Simulation Experiment Design for the Example Model 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values Batch size: 5 or 10 
Performance Measures Lead Time 
Utilization  
Random Number Streams Time between arrivals, Part Type 1 
Time between arrivals, Part Type 2 
Initial Conditions No entities in the system 
Number of Replicates 20 
Simulation End Time / Event 1 month (168 hours) 
 
4. Examining Experiment Results – One Set of Parameter Values 
 
This section presents a strategy for examining the simulation results for one set of model 
parameter values.  Results are examined to gain an understanding of system behavior.  Statistical 
evidence in the form of confidence intervals is used to confirm that what is observed is not just 
due to the random nature of the simulation model and experiment and thus provides a valid basis 
for understanding system behavior.  Summary statistics for simulation results are given. The 
discussion in this section is presented in the context of the example model. 
 
4.1 Summary Statistics 
 
Observed values for each performance measure can be examined via summary statistics.  As was 
previously discussed, one independent observation each of the average, minimum, and maximum 
for each performance measure is generated by each replicate.  For the example model, the 
average and maximum lead time as well as the work station utilization are of interest.  Table 4 
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summarizes the results for the 20 replicates.  These results are also seen on the Batch 10 tab of 
the supporting spreadsheet.   
 
Table 4:  Summary Statistics for Replicates 1 through 20 
 
 
Replicate 
 
 
Utilization 
Average 
Lead Time 
(Minutes) 
Maximum 
Lead Time 
(Minutes) 
1 0.885 66.3 149.9 
2 0.833 59.7 121.8 
3 0.874 72.1 195.8 
4 0.884 64.9 149.6 
5 0.800 62.2 129.3 
6 0.838 64.2 149.3 
7 0.871 66.6 164.1 
8 0.852 61.6 132.8 
9 0.883 67.9 150.1 
10 0.848 74.9 209.9 
11 0.872 67.5 156.4 
12 0.875 69.2 208.1 
13 0.839 59.6 132.1 
14 0.827 60.1 121.1 
15 0.872 68.5 165.0 
16 0.877 63.5 148.9 
17 0.829 61.3 130.3 
18 0.809 61.7 138.9 
19 0.919 83.3 180.1 
20 0.882 77.1 202.2 
Average 0.858 66.6 156.8 
Standard 
Deviation 0.030 6.31 28.5 
Minimum 0.800 59.6 121.1 
Maximum 0.919 83.3 209.9 
 
It is worth noting that the range of values for each of the three performance measures is wide.  
Thus, the random nature of the arrival process is impacting the results. 
 
4.2 Confidence Intervals 
 
One purpose of a simulation experiment is to estimate the value of a performance measure 
parameter or characteristic of the system of interest such as the average or maximum lead time.  
The actual value of such a parameter or characteristic is most likely unknown.  Both a point 
estimator and an interval estimator are needed. The point estimator should be the center point 
of the interval.   
 
The average of the set of independent and identically distributed observations, one from each 
replicate, serves as a point estimator.   For example, the values in the “average” row of Table 4 
 10 
are point estimators of respectively, the utilization, the average lead time and the maximum lead 
time.    
 
The confidence interval estimation procedures recommend by Law (2014) will be used to provide 
an interval estimator.  The t-confidence interval given by equation 1 is recommended. 
 
αµ αα −≈




 +≤≤− −−−− 1** 1,2/11,2/1 n
stX
n
stXP nn     (1) 
 
where t1−α/2,ν−1 is the 1-α/2 percentage point of the Student’s t distribution with n-1 degrees of 
freedom, n is the number of replicates, X is the average (the values on the “average” row of 
Table 4 for example), and s is the standard deviation (the values on the “std. dev.” row of Table 4 
for example).  The ≈ sign means approximately.  The symbol µ represents the actual but unknown 
value of the system parameter or characteristic of interest. 
 
The result of the computations using equation 1 is the interval shown in equation 2: 
 
(lower bound ≤ µ ≤ upper bound) with 1-α confidence     (2) 
 
where  
lower bound = 
n
stX n *1,2/1 −−− α          (3) 
upper bound = 
n
stX n *1,2/1 −−+ α        (4) 
 
Equations 1 and 2 show the need to distinguish between probability and confidence.  
Understanding this difference may require some reflection since in everyday, non-technical 
language the two ideas are often used interchangeably and both are expressed as a percentage.   
 
A probability statement concerns a random variable.  Equation 1 contains the random variables 
X and s .  Thus it is a valid probability statement.  The interpretation of equation 1 relies on the 
long run frequency interpretation of probability and is as follows:  If a very large number of 
confidence intervals are constructed using equation 1, the percentage of them that include the 
actual but unknown value of µ is approximately 1-α.  This percentage is called the coverage.  
 
The interval expressed in equation 2 contains two numeric values: lower bound and upper bound 
plus the constant µ whose value is unknown.  Since there are no random variables in equation 2, 
it cannot be a probability statement.  Instead, equation 2 is interpreted as a statement of the 
degree of confidence (1-α) that the interval contains the value of the system parameter or 
characteristic of interest.  Typical values for (1-α) are 90%, 95%, and 99%.  A higher level of 
confidence implies more evidence that the interval contains the value of µ. 
 
Some thoughts on how to interpret the level of confidence with respect to the kind of evidence 
provided is worthwhile.  Keller (2001) suggests the interpretation shown in Table 5. 
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Table 5:  Interpretation of Confidence Values 
Confidence (1-α) Range Interpretation 
(1-α) ≥ 99% Overwhelming evidence  
95% ≥ (1-α) > 99% Strong evidence 
90% ≥ (1-α) > 95% Weak evidence 
90% > (1-α) No evidence 
 
Note that the higher the level of confidence the greater the value of 1,2/1 −− nt α  and thus the wider 
the confidence interval.  A narrow confidence interval is preferred so that the value of α is more 
precisely bounded.  However, it is clear that a high level of confidence must be balanced with the 
desire for a narrow confidence interval. 
 
Why equation 1 is approximate and not exact is worthy of discussion.  For equation 1 to be exact, 
the observations on which the confidence interval computations are based must come from a 
normal distribution as well as being independent and identically distributed.  As was previously 
discussed, the latter two conditions are met by the definition of a replicate while the first 
condition cannot be guaranteed since the performance measures in a simulation experiment are 
arbitrarily defined.  Thus, equation 1 is approximate.  Approximate means that the coverage 
produced using equation 1 will likely be less than 1-α.   
 
Given that equation 2 provides only an approximate (not exact) level of confidence (not a 
probability), it is natural to ask why it should be used.  Law (2014) concludes that experience has 
shown that many real-world simulations produce observations of the type for which equation 1 
works well, that is the coverage produced using equation 1 is close enough to 1-α to be useful in 
conducting simulation studies.  In the same way, Vardeman and Jobe (2001) state that confidence 
intervals in general have great practical use, even though no probability statement can be made 
as to whether a particular interval contains the actual value of the system characteristic or 
parameter of interest.  Since confidence intervals seem to work well in general and in simulation 
studies, they will be used throughout these learning modules. 
 
As an example, Table 6 contains the 99% confidence intervals computed from equation 2 for the 
average and maximum number of entities in the buffer of workstation A based on the results 
shown in Table 4. 
 
Table 6:  99% Confidence Intervals for the Simulation Performance Measures 
  
Utilization 
Average  
Lead Time 
(Minutes) 
Maximum 
Lead Time 
(Minutes) 
Average 0.858 66.6 156.8 
Std. Dev. 0.030 6.31 28.5 
99% CI – Lower Bound 0.839 62.6 138.6 
99% CI – Upper Bound 0.878 70.7 175.0 
 
The width of the confidence interval for the average lead time is small.  It would be safe to 
conclude that the average lead time is slightly longer than one hour.  The width of the confidence 
interval for the maximum lead time is almost 40 minutes and the maximum lead time is slightly 
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longer than 2.5 hours.  Thus, the maximum lead time indicates long delays for some units 
manufactured at the work station.   
 
The confidence interval for the utilization indicates that the percent non-idle time at the 
workstation is between 84% and 88%.  This is consistent with VUT results given that there is no 
setup operation between batches.   
 
5 Comparing Experiment Results – Two Sets of Parameter Values 
 
This section presents a strategy for determining if simulation results provide evidence that system 
performance for one set of parameter values is better than for another.  Often one set of 
parameter values represents current operations for an existing system or a baseline design for a 
proposed system.  Improvements to the current operations or to a baseline design are proposed.  
Simulation results are used see if these improvements are significant or not.  In addition, it may 
be necessary to compare one proposed improvement to another.   
 
Often, pair-wise comparisons are made.  This will be the scope of our discussion.  Law (2014) 
provides a summary of methods for ranking and selecting the best results from among all of the 
sets of parameter values that are considered.   
 
The job of comparing results obtained using one set of parameter values versus a second set is an 
effort to find evidence system performance with the former is better than system performance 
with the latter.  This evidence is found first by examining observations of performance measures 
to see if any operationally significant differences or unexpected differences can be seen.  If such 
differences are seen, an appropriate statistical analysis is done to confirm them.  Confirm means 
to determine that the differences are not due to random variation in the simulation experiment. 
 
Many times performance is better with respect to one performance measure and the same or 
worse with respect to others.  Evaluating such tradeoffs is a part of the art of simulation. 
 
Each of the ways of comparing scenarios will be discussed in the context of the simulation 
experiment concerning the model with batching.  This experiment is presented in Table 3.   
 
Note that the experiment design assures that common random number streams for the arrival of 
parts are used.  Thus, the results for the two batch sizes (5 and 10) are not statistically 
independent.  Furthermore, the same number of replicates is made for each scenario.  Thus, an 
approach that compares the simulation results on a replicate by replicate basis is required and 
helpful.  This approach is called the paired-t method.1 
  
Table 7 provides the organization to support the paired-t method.  Each row corresponds to a 
replicate.  The difference between the performance measure values for each replicate is shown 
in the fourth column.  These differences are independent observations.   A 1-α confidence interval 
for the population mean difference in the fourth column is computed.  If this confidence interval 
does not contain zero, it will be concluded that there is a statistically significant difference with 
                                                          
1 Law (2014) provides a more in depth discussion of the comparison of alternatives using 
confidence intervals, including the generation of confidence intervals when common random 
numbers are not used. 
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confidence 1-α.  This confidence interval is constructed and interpreted using the same reasoning 
as was given previously. 
 
Table 7:  Format of the Paired-t Method 
Replicate  Parameter 
Set A 
Parameter 
Set B 
Difference  
(A –B) 
1    
2    
3    
4    
. 
. 
. 
 
   
n    
Average    
Std. Dev.    
1-α C. I.  
Lower Bound 
   
1-α C.I.  
Upper Bound 
   
 
 
To illustrate, Tables 8 and 9 compare lead time results for the two different batch sizes, 5 and 10.  
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Table 8:  Comparison of Average Lead Time: Batch Sizes 5 and 10 Using the Paired-t Method 
(1-α = 99%) 
Replicate  Batch Size  
= 5 
Batch Size  
= 10 
Difference  
(10 - 5) 
1 45.3 66.3 21.1 
2 36.8 59.7 22.9 
3 50.4 72.1 21.7 
4 42.5 64.9 22.4 
5 38.3 62.2 24.0 
6 41.8 64.2 22.4 
7 43.3 66.6 23.3 
8 37.6 61.6 24.0 
9 43.9 67.9 24.1 
10 50.5 74.9 24.4 
11 44.5 67.5 23.0 
12 45.7 69.2 23.4 
13 35.4 59.6 24.1 
14 36.2 60.1 23.9 
15 46.1 68.5 22.3 
16 41.1 63.5 22.4 
17 37.9 61.3 23.5 
18 38.0 61.7 23.7 
19 59.2 83.3 24.1 
20 53.9 77.1 23.2 
Average 43.4 66.6 23.20 
Std. Dev. 6.3 6.3 0.91 
99% C. I. Lower Bound 39.4 62.6 22.6 
99% C.I. Upper Bound 47.5 70.7 23.8 
Minimum 35.4 59.6 21.1 
Maximum 59.2 83.3 24.4 
 
Note that the confidence interval for the average lead time does not contain zero.  In addition, its 
width is only 1.2 minutes indicating that reducing the batch size from 10 to 5 reduces the average 
lead time by about 23 minutes.  
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Table 9:  Comparison of Maximum Lead Time: Batch Sizes 5 and 10 Using the Paired-t Method 
(1-α = 99%) 
Replicate  Batch Size  
= 5 
Batch Size  
= 10 
Difference  
(10 - 5) 
1 133.9 149.9 16.0 
2 98.8 121.8 23.0 
3 173.8 195.8 22.0 
4 137.9 149.6 11.8 
5 111.1 129.3 18.2 
6 138.5 149.3 10.9 
7 136.1 164.1 28.0 
8 110.8 132.8 22.0 
9 123.7 150.1 26.4 
10 183.3 209.9 26.5 
11 128.4 156.4 28.0 
12 188.4 208.1 19.7 
13 110.6 132.1 21.5 
14 100.9 121.1 20.2 
15 143.0 165.0 22.0 
16 126.9 148.9 22.0 
17 99.6 130.3 30.6 
18 113.1 138.9 25.8 
19 160.3 180.1 19.8 
20 180.2 202.2 22.0 
Average 135.0 156.8 21.8 
Std. Dev. 28.7 28.49 5.10 
99% C. I. Lower Bound 116.6 138.6 18.6 
99% C.I. Upper Bound 153.3 175.0 25.1 
Minimum 98.8 121.1 10.9 
Maximum 188.4 209.9 30.6 
 
The confidence interval for the maximum difference in lead time does not contain zero.  The range 
of the confidence interval is from 18.6 minutes to 25.1 minutes.  This is consistent with a 
conclusion that reducing the batch size from 10 to 5 causes a reduction in maximum lead time of 
20 minutes. 
 
5.1 A Word of Caution about Comparing Scenarios 
 
In comparing results among many parameter sets, many confidence intervals may be constructed.  
For each pair, several performance measures may be compared.  Many sets of parameter values 
may be tested as well. 
 
The question arises as to the resulting α level for all confidence intervals together, αoverall.  This 
αoverall level is the probability that all confidence intervals simultaneously cover the actual 
differences.  
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A lower bound on αoverall is computed using the Bonferroni inequality where a total of k confidence 
intervals are conducted: 
P(all confidence intervals cover the actual value) >= ∑−
k
j
jα1      (5) 
and thus: 
∑
=
≤
k
j
joverall
1
αα          (6) 
 
Suppose we compare the results from two sets of parameter values using two performance 
measures with α = 0.05.  A confidence interval of the difference is computed for each performance 
measure.  The lower bound on the probability that both confidence intervals cover the actual 
difference in the performance measures is given by equation 6: αoverall <= 0.05 + 0.05 = 0.10. 
 
Consider comparing two sets of parameter values with respect to 10 performance measures.  Each 
confidence interval is computed using α = 0.05.  Then the probability all confidence intervals cover 
the actual difference might be as low as 0.05*10 = 0.50.  That is the α error associated with all the 
work would be 0.5.  Thus, when making many comparisons, a small value of αj for each confidence 
interval is necessary.  For example with all αj = 0.01, the overall α error associated with ten 
comparisons is 0.1, which is acceptably low. 
 
Unfortunately if a large number of performance measures are used or many sets of parameter 
value are compared, αoverall will always be small.  Thus, it is likely that for at least one confidence 
interval that the true difference between the performance measure values will not be covered.  
So a difference will not be detected. 
 
Fortunately, experience has shown that there are only a few key performance measures, typically 
in the range 1-5, for most simulation studies.  Thus, the number of confidence intervals for key 
performance measures is small.  Other performance measures provide information that is helpful 
in diagnosing and understanding system behavior.  Confidence intervals for these performance 
measures may not be as important.  For example, in the example experiment the key performance 
measures are the average and maximum lead time.  The utilization provides additional 
information. 
 
6 Summary 
 
This chapter discusses the design and analysis of simulation experiments.  Elements are defined 
and organized into a design. A method to construct statistically independent observations to avoid 
correlation difficulties is described. Ways to compare simulation results for different sets of 
parameter values, both through statistical analysis and the examination of data, are discussed. 
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Simulation Experimentation 
 
Consider again the two workstations in parallel with periodic demand and inventory model. For 
convenience, the description of the system and how to construct the model is repeated at the 
end of this document. 
 
Design and conduct a simulation experiment to set the initial inventory level.  The initial inventory 
level should be minimized.  However, the lead time should not be too long.  Note that lead time 
is increased by waiting for inventory. 
 
1. Make sure the lead time at the first workstation is a performance measure. 
2. Make sure the inventory level is a performance measure by tabulating it whenever it 
changes:  tabulate V_Inventory in T_Inventory. 
 
AutoStat is the component of the AutoMod simulation environment that is used to conduct 
simulation experiments.  AutoStat is used after the model is built and tested. 
 
Start AutoStat from the build model menu in AutoMod: RUN, Run AutoStat.  The AutoStat setup 
wizard will ask several questions.  Answers can be modified later by selecting Properties from the 
menu bar.  In answer the setup wizard questions, use the following information. 
 
1. The model is random. 
2. Answer no to the second question. 
3. The model does not require warm-up. 
4. The snap length is 168 hours. 
5. It is fine to have the method of common random numbers as the default method. 
 
Next conduct a simulation experiment as follows: 
 
1. Define a new analysis of type single factor (vary one factor). 
 
2. In the pop-up box, give the analysis a name, specify 10 replications.  
 
3. Next select New Factor and then Automod Factor.  In the new window, under entity select 
variable, then select V_Inventory.  Then select OK. 
 
4. Go back to the box in #2 to give the values for V_Inventory.  Use 1 for the start value, 10 
for the end value, and 1 for the increment. Then select do these runs.  
 
5. Next from the main AutoStat window, select responses and then new responses to extract 
from the simulation runs the performance measure statistics of interest: the average lead time 
and the maximum lead time. 
a. Average lead time is defined by selecting tables under entity and average in the 
right hand box.  Then select OK new. 
 
b. Maximum lead time is defined by selecting tables under entity and maximum in 
the right hand box.  Then select OK. 
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6. View the performance measure values by selecting Analyses from the main AutoMod 
window and then the Scenario Results item under the name of the analysis. 
 
7. Copy the results to an Excel spreadsheet from the window where the run results are 
displayed.  Select Edit/Copy Entire Table.   
 
8. Analyze the simulation results using Excel.  Use the sample spreadsheet as a guide. 
 
9. In addition, note that the Automod analyses type:  Line Graph can be used to display a 
graph with confidence intervals of one performance measure (y-axis) versus parameter value (x-
axis).  Generate any graph that is helpful. 
 
10. What initial inventory value between 1 and 10 would you pick?  Use the paired-t method 
to determine if there is any statistically significant different between average lead time for the 
initial inventory value you picked and one less than that value. 
 
For convenience, the description of the system and how to construct the model is repeated on 
the following pages.  
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Model 2:  Two Workstations in Parallel with Periodic Demand and Inventory 
 
A production system consists of two workstations in parallel.  One workstation makes a part upon 
demand.  To do so, the workstation must use a partially processed blank produced by the second 
workstation.  Thus, an order arriving at the first workstation must wait for the partially processed 
blank to be in inventory.  When the blank is obtained, processing can be completed.   
 
Orders for the part are sent to the first workstation every hour.  The mean number of orders is 5, 
Poisson distributed.  The processing time at the first station is uniformly distributed between 7 
minutes and 11 minutes.  The processing time at the second station that makes the partially 
processed blank is triangularly distributed with parameters (minimum, mode, maximum) of (5, 7, 
and 12) minutes.  Thus, the mean is 8 minutes.  In addition, prior to processing each blank, the 
machine must be adjusted which takes 1 minute. 
 
The time period of interest is one week, 168 hours.  An initial inventory level should be specified.  
To make sure the model is running correctly, use a very high value such as 1000. 
 
An overview of how to develop the model in steps is provided.  First consider the arrival process, 
P_Hourly.  One load type is defined whose first process is P_Hourly and whose time between 
arrivals is a constant 1 hour.  The logic of P_Hourly follows the logic of P_Daily on page 7 of the 
reading.  However, the number of orders is modeled as an integer so there is no fractional part to 
carry between days.  The oneof distribution must be used to model then number of arrivals and 
requires an enumeration of the values of the Poisson distribution shown in the following table. 
Capital X is the actual number of orders.  Little x is a possible number of orders. 
 
Mean 5 
X Prob(X=x) 
0 0.67% 
1 3.37% 
2 8.42% 
3 14.04% 
4 17.55% 
5 17.55% 
6 14.62% 
7 10.44% 
8 6.53% 
9 3.63% 
10 1.81% 
11 0.82% 
12 0.34% 
13 0.13% 
14 0.05% 
15 0.02% 
Total 99.99% 
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Inventory is modeled using an integer variable such as V_Inventory.  At the first station, inventory 
is acquired before processing using a wait until statement immediately after the begin statement: 
 
 wait until V_Inventory > 0 
 set V_Inventory = V_Inventory - 1 
 
Next, a clone statement triggers the second workstation to start processing a replacement part. 
 
 clone 1 to P_WS2 
 
The processing of the part at the workstation follows.  This can be modeled as discussed 
previously, for example as shown at the top of page 5 of the reading. 
 
Next, consider the model of the second workstation.  This is like the model of the workstation 
given at the bottom of page 2 of the reading.  In addition, immediately before the end statement, 
the completed blank must be added to the inventory. 
 
 set V_Inventory = V_Inventory + 1 
 
Next run the model as described above.  Check to make sure there are only a few entities in the 
simulation at the end as well as that the utilizations of the two workstations are reasonable. 
 
Learning Module 
Verification and Validation 
February 2018 
Pre-requisite: Simulation Experimentation 
Expected Time Requirement: 4-6 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Design and conduct a verification and validation study of a simulation model 
2. Apply the general verification and validation approaches 
3. Explain why verification and validation are necessary 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  Read the entire document on Verification and Validation 
 
2. Watching: None 
 
3. Writing:  Perform a verification and validation study for the second model in the Simulation 
Modeling Learning Module Homework assignment 
 
4. Discussing: None 
 
5. Reviewing:  None 
 
6. Assessing:  Take the quiz.   
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Verification and Validation 
 
1. Introduction 
 
All models are wrong.  Some models are useful.  George E. P. Box. 
 
This famous saying provides context for the topic of this learning module: Verification and 
validation of simulation models.  All model are wrong means that no model completely captures 
all the facets, details, and subtleties of what is being modeled.  This is not necessarily bad as 
models that are “right” would be very costly and time consuming to build and use.   
 
Thus, the more basic question is in the second statement:  Is the model useful for making 
decisions and drawing conclusions about improving what is being modeled and analyzed?  
Through experience, the consensus answer is Yes provided that verification and validation of the 
model have been properly conducted. 
 
As described by many authors, primarily Banks, Carson, Nelson, and Nicol (2009), Sargent (2013) 
and Law (2014), verification and validation require gathering evidence that the model and its 
computer implementation accurately represent the system with respect to the issues to be 
addressed and solution objectives.  Verification and validation are a matter of degree.  As more 
evidence is obtained, the greater the degree of confidence that the model is verified and valid 
increases.  It should be remembered however that absolute confidence (100%) cannot be 
achieved.  There will always be some doubt as to whether a model is verified and validated.   
 
There are two versions of a simulation model, the one specified "on paper" (the conceptual 
model or requirements definition) and the one implemented in the computer.  Verification is 
the process of making sure these two are equivalent.  Verification is aided, at least in part, by 
expressing the "on paper" model in a simulation language whose computer implementation is 
automatically performed.   
 
Validation involves compiling evidence that the model is an accurate representation of the 
system and thus results obtained from it can be used to make decisions about the system under 
study.  Validation has to do with comparing the system and the data extracted from it to a 
simulation model and experimental results.  Figure 1 summarizes this view of verification and 
validation. 
 
How to obtain verification and validation evidence and what evidence to obtain is model specific 
and requires knowledge of how the model is going to be used.  Some generally applicable 
strategies are discussed and illustrated in the following sections.   
 
Verification and validation strategies are presented separately for clarity of discussion.  
However, in practice, verification and validation tasks often are intermixed with little effort to 
distinguish verification from validation as the focus of both verification and validation is on 
building confidence that the model is useful. 
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Figure 1:  Model Validation and Verification 
 
 
2. Verification Procedures 
 
Some generally applicable techniques for looking for verification evidence follow. 
 
1. What goes into a model must come out or be consumed. 
 
Thus, the following “entity balance” equation should hold: 
 
Number of entities entering the system =  the number of entities departing the system + 
the number of entities still in the system at the 
end of the simulation 
 
This simple equation has proven to be very useful in confirming that entities are properly 
flowing through the model.  A lack of balance usually means that entities have been misrouted 
or unintentionally deleted.   
 
On the right hand side of the equation, the first term should be much larger than the second 
term.  If this is not the case, there is usually an error in the model causing entities to accumulate 
instead of flowing.  Common causes of this problem are an improper specification of the time 
between arrivals such as using seconds for the time unit when minutes was intended and an 
improperly large value for a cycle time. 
 
2. Compare the process steps of the computer model and the conceptual model. 
 
The process steps in the model implemented in the computer version of the model and the 
conceptual model (requirements definition) should correspond and any differences should be 
corrected or justified.   
 
System 
-------------------- 
Model-Related 
Data 
Model: 
Computer 
Implementation 
Model: 
Specification 
(Conceptual 
Model) 
Verification 
Validation 
 
Validation 
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3. Check all model parameter values input to the model. 
 
The model implementation should include checking that input parameter values are correctly 
input and used.  Logic should be included to insure that the required relationships between 
input values are correct.  Generating a report of input values is helpful. 
 
4. Check all entity creations. 
 
The time between arrivals is specified as part of the model.    The average number of arrivals can 
be computed given the ending time of the simulation.  In addition, the number of arrivals during 
the simulation run is usually automatically reported.  These two quantities can be compared to 
assure that entities are being created as was intended. 
 
5. Check the results of all logical decisions. 
 
Sufficient checking should be built into the simulation model to assure that all logical decisions 
are correctly made that is all conditional logic is correctly implemented. 
 
6. Implement the simplest possible version of the model first and verify it.  Add 
additional capabilities to the model one at a time.  Perform verification after each 
capability is added. 
 
Verifying that any complex computer program was implemented as intended can be difficult.  
Implementing the smallest possible model helps simplify the verification task, and perhaps more 
importantly, results in a running model in relatively little time.  Verifying one capability added to 
an already verified model is relatively straightforward. 
 
7. Output and examine voluminous simulation results. 
 
Sufficient information should be output from the simulation to verify that the different 
components of the system are operating consistently with each other in the model. 
 
8. Re-verify the model for each set of model parameter values tested. 
 
A model implementation can be verified only with respect to the particular set of model 
parameter values tested.  Each new set of parameter values requires re-verification.  However 
after many sets of parameter values have been tested, confidence is gained that the 
implementation is correct for all sets of parameter values in the same range.  
 
3. Verification Example 
 
As an example, a verification study of the same model used as an example in the simulation 
experimentation learning model is performed.  The conceptual model can be stated as:  A single 
workstation processes two part types. Prior to processing the parts are organized into groups of 
10.  The part types are mingled within each group.  Parts of type 1 arrive on the average every 
10 minutes, exponentially distributed.  Parts of type 2 arrive on the average every 12 minutes, 
exponentially distributed.  The workstation processes type 1 parts in a constant 2 minutes and 
type 2 parts in a constant 8 minutes.  The model computes the lead time at the workstation.   
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The eight ways to address verification listed in section 2 will be considered one at a time.  
Simulation results from one replicate will be employed. 
 
1. What goes into a model must come out or be consumed. 
 
Arrivals(Part 1)+Arrivals(Part 2) = Departures(workstation) + Parts remaining(workstation) 
 
1026 + 864 = 1880 +10 
 
1890 = 1890 
 
Thus, verification evidence is obtained. 
 
2. Compare the process steps of the computer model and the conceptual model. 
 
For each part type arriving to the model, flow is from the arrival process to the workstation 
process.  Within the workstation process, a part first waits for a group of ten to be formed and 
then is processed one at a time at the workstation. 
 
Thus, verification evidence is obtained. 
 
3. Check all model parameter values input to the model and  
4. Check all entity creations.   
5. Check the results of all logical decisions. 
 
The simulation runs for 168 hours.  The average time between arrivals for type 1 parts is 10 
minutes or 6 parts arriving per hour.  Thus, the average number of arrivals is 1008, which is 
consistent with the observed number of arrivals: 1026.  Similarly for type 2 parts, the average 
number of arrivals is 840, which is consistent with the observed number of arrivals: 864. 
 
The number in a batch is 10.  Thus, the maximum number waiting for a batch to form should be 
9.  This is the observed simulation result. 
 
Thus, verification evidence is obtained. 
 
6. Implement the simplest possible version of the model first and verify it.  Add 
additional capabilities to the model one at a time.  Perform verification after each 
capability is added. 
 
7. Output and examine voluminous simulation results. 
 
Not applicable to this model. 
 
8. Re-verify the model for each set of model parameter values tested. 
 
What happens when the batch size is changed to 5?  The results for the first verification step are 
shown. 
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1. What goes into a model must come out or be consumed. 
 
Arrivals(Part 1)+Arrivals(Part 2) = Departures(workstation) + Parts remaining(workstation) 
 
1026 + 864 = 1885 +5 
 
1890 = 1890 
 
In addition, the maximum number waiting for a batch to form should be 4.  This is the observed 
simulation result. 
 
Thus, verification evidence is obtained. 
 
Based on all the verification evidence presented in this section, it is safe to conclude that the 
model was implemented as specified.  However as more model runs are made, verification 
evidence should be gathered and examined. 
 
4. Validation Procedures 
 
Some generally applicable techniques for looking for validation evidence follow. 
 
1. Compare simulation model results to those obtained from analytic models. 
 
For instance, the information obtained from the VUT equation and Little’s Law as discussed in 
the single workstation learning model can be used.  The utilization of the workstation has been 
found to be particularly valuable for validation. 
 
Care must be taken to ensure that the analytic model results are correctly obtained, particularly 
that the assumptions used in these models are consistent with the simulation model. 
 
2. Use animation to view simulation model dynamics, especially those involving complex 
conditional logic. 
 
Reviewing all the implications of complex decisions using voluminous information in a static 
medium, such as a report, or even in an interactive debugger, is difficult and possibly 
overwhelming.  Animation serves to condense and simplify the viewing of such information. 
 
Consider the following illustration.  In the early 1980’s, a particular simulation company was 
developing its first commercial animator product.  Having completed the implementation and 
testing, the development team asked an application consultant for an industrial model to 
animate.  The consultant supplied a model that included a complex control system for a robot. 
 
The developers completed the animation and presented it to the consultant.  The response of 
the consultant was that there must be something wrong with the new animation software as 
the robot could not engage in the sequence of behavior displayed.   
 
Try as they might, the development team could not find any software error in the animator.  To 
aid them, the team asked the consultant to simulate the model, printing out all of the 
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information about the robot’s behavior.  The error was found not in the animator, but in the 
model.  The disallowed behavior pattern occurred in the simulation! 
 
This is not a criticism of the consultant.  Rather it points out how easy it was to see invalid 
behavior in an animation though it was infeasible to detect it through a careful examination of 
the model and output information. 
 
3. Involve system experts and managers 
 
System experts should review the model, parameter values and simulation results for 
consistency with system designs and expectations.  Reports of simulation results should be 
presented in a format that is understandable to system experts without further explanation 
from the modelers.  Animation can help in answering questions such as: How was the system 
represented in the model?  Inconsistencies and unmet expectations must be resolved as either 
evidence of an invalid model or unexpected, but valid, system behavior. 
 
4. If some quantities are estimated by system experts and managers, test their effect on 
system outputs. 
 
There may be a lack of data available for estimating time delays or other quantities needed in a 
model.  This is common when the simulation model is being used to assist in the design of a new 
system.  For such quantities, it is essential to perform a sensitivity analysis.  This involves 
running the model with a variety of values of each estimated model parameter and observing 
the effect on performance measures.  Estimated model parameter that greatly effect system 
performance should be identified.  Further study may be necessary to obtain a more precise 
estimate of their value. 
 
5. Carefully review a trace of a simulation run. 
 
A model specific report of the step-by-step actions taken during a run can be generated by the 
simulation in a format that can be read by system experts and managers.  A careful examination 
of such a report, though tedious, can help assure that the process steps included in the 
simulation model are complete and correctly interact with each other. 
 
6. Compare performance measure values to system data to see if any operationally 
significant differences can be observed. 
 
The same performance measures computed in the model may be estimated from data collected 
from an existing system.  Summary statistics, such as the average, computed from performance 
measure values may be compared by inspection to summary statistics computed from the data 
collected from an existing system.  If no operationally significant differences are observed, then 
validation evidence is obtained. 
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5. Validation Example 
 
The focus of this example is on validation technique 1: Compare simulation model results to 
those obtained from analytic models. 
 
In this case, the VUT equation for computing the average lead time in the inventory doesn’t 
apply as the batching into groups violates the assumptions of the VUT equation.  However, the 
utilization can be computed analytically as follows.  The utilization of the workstation due to 
type 1 parts is CT / TBA = 2 / 10 = 20%.  Similarly, the utilization due to type 2 parts is CT / TBA = 
8 / 12 = 66.7%.  Thus, the utilization due to both part types is 20% + 66.7% = 86.7%.   
 
The model was simulation for 20 replicates and the 99% confidence interval for the utilization 
was obtained:  (83.9%, 87.8%) for a batch size of 10 and (84.2%, 88.0%) for a batch size of 5.  
Since both confidence intervals contain the analytically computed utilization of 86.7%, validation 
evidence is obtained.  That is both confidence intervals show the simulation results to be 
consistent with the analytically computed utilization. 
 
Thus, it can be concluded that the model is valid.  Since it was concluded that the model was 
both verified and valid, the model is said to be useful for decision making. 
 
6. Summary 
 
The need for and importance of verifying and validating simulation models has been discussed.  
Though how to do these tasks is specific to each model, some generally useful approaches have 
been presented and example calculations provided. 
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Simulation Experimentation 
 
Consider again the two workstations in parallel with periodic demand and inventory model.  The 
description of the system is repeated below. 
 
Design and conduct a verification and validation study.  
 
For verification, use one replicate to answer the following questions with a high initial inventory 
level such as 1000.  Generate the replicate using Run/Run Model in AutoMod.  Use the results in 
the Processes Report to answer the questions. 
1. Does the number of units demanded approximately equal the average demand / day X 
the number of days? 
2. Is the number of units processed by each of the two workstations approximately the 
same? 
3. Using general approach 1, does the number entering the model equal to the number 
departing plus the number remaining?  This requires some thought as the two 
workstations operate in parallel. 
 
For validation, use a comparison of the utilization of each workstation as estimated from the 
simulation experiment over all replicates with the analytically computed utilization.  The 20 
replicates of the simulation are run in AutoStat.  Use a 99% confidence interval for the true 
utilization computed from the simulation results. 
 
Use a spreadsheet to record and perform all computations and comparisons. 
 
Model 2:  Two Workstations in Parallel with Periodic Demand and Inventory 
 
A production system consists of two workstations in parallel.  One workstation makes a part upon 
demand.  To do so, the workstation must use a partially processed blank produced by the second 
workstation.  Thus, an order arriving at the first workstation must wait for the partially processed 
blank to be in inventory.  When the blank is obtained, processing can be completed.   
 
Orders for the part are sent to the first workstation every hour.  The mean number of orders is 5, 
Poisson distributed.  The processing time at the first station is uniformly distributed between 7 
minutes and 11 minutes.  The processing time at the second station that makes the partially 
processed blank is triangularly distributed with parameters (minimum, mode, maximum) of (5, 7, 
and 12) minutes.  Thus, the mean is 8 minutes.  In addition, prior to processing each blank, the 
machine must be adjusted which takes 1 minute. 
 
The time period of interest is one week, 168 hours.  An initial inventory level should be specified.  
To make sure the model is running correctly, use a very high value such as 1000. 
 
An overview of how to develop the model in steps is provided.  First consider the arrival process, 
P_Hourly.  One load type is defined whose first process is P_Hourly and whose time between 
arrivals is a constant 1 hour.  The logic of P_Hourly follows the logic of P_Daily on page 7 of the 
reading.  However, the number of orders is modeled as an integer so there is no fractional part to 
carry between days.  The oneof distribution must be used to model then number of arrivals and 
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requires an enumeration of the values of the Poisson distribution shown in the following table. 
Capital X is the actual number of orders.  Little x is a possible number of orders. 
 
 
mean 5 
x Prob(X=x) 
0 0.67% 
1 3.37% 
2 8.42% 
3 14.04% 
4 17.55% 
5 17.55% 
6 14.62% 
7 10.44% 
8 6.53% 
9 3.63% 
10 1.81% 
11 0.82% 
12 0.34% 
13 0.13% 
14 0.05% 
15 0.02% 
Total 99.99% 
   
Inventory is modeled using an integer variable such as V_Inventory.  At the first station, inventory 
is acquired before processing using a wait until statement immediately after the begin statement: 
 
 wait until V_Inventory > 0 
 set V_Inventory = V_Inventory - 1 
 
Next, a clone statement triggers the second workstation to start processing a replacement part. 
 
 clone 1 to P_WS2 
 
The processing of the part at the workstation follows.  This can be modeled as discussed 
previously, for example as shown at the top of page 5 of the reading. 
 
Next, consider the model of the second workstation.  This is like the model of the workstation 
given at the bottom of page 2 of the reading.  In addition, immediately before the end statement, 
the completed blank must be added to the inventory. 
 
 set V_Inventory = V_Inventory + 1 
 
Next run the model as described above.  Check to make sure there are only a few entities in the 
simulation at the end as well as that the utilizations of the two workstations are reasonable. 
Learning Module 
Simulation Engine 
March 2019 
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Upon completion of this learning module, a student will be able to 
 
1. Explain the operations performed by a simulation engine 
2. Perform a simple simulation using a spreadsheet 
3. Explain the trace of a simulation 
 
This folder is sequenced in the suggested order the work should be done.   
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2. Watching: None 
 
3. Writing:  Do the simulation engine homework 
 
4. Discussing: None 
 
5. Reviewing:  None 
 
6. Assessing:  Take the quiz.   
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The Simulation Engine 
 
1 Introduction 
 
This chapter discusses the computations necessary to simulate a model on a computer.  These 
computational tasks are performed by software that can be referred to as a simulation engine.  
The engine produces performance measure values as output.  It does this transparently to the 
simulation user whose primary concerns are model building and experiment design as well as the 
statistical analysis of performance measure values and drawing conclusions about system 
behavior.  Nevertheless, a basic understanding of how a simulation engine does its computation 
tasks is fundamental. 
 
All models are mapped, transparently to the modeler, into a set of events within the simulation 
engine.  An event is a point in simulation time when the value of one or more the state variables 
changes. In addition an event is used to specific when in simulated time, or under what conditions, 
other events, including itself, next occur. The mapping may be complex and not straightforward.   
 
The basic operations that a simulation engine must perform are presented in the context of a 
single workstation example model.  Fundamentally, the engine must conduct the simulation step 
by step from start to finish.  This requires 
1. Sequencing the events. 
2. Processing each event. 
3. Organizing entities waiting for resources. 
4. Generating individual samples from probability distributions to obtain values for entity 
attributes and times between entity arrivals as well as operation and transportation 
times. 
 
A discussion of the events in the workstation example will precede a discussion of each of the 
activities of the simulation engine. 
 
2 Events and Event Graphs 
 
Event graphs (Schruben 1983, 1995) are a diagramming technique for showing the events 
comprising a model.  An event graph consists of nodes and arcs.  Nodes correspond to events.  
Arcs tell the relationships between events: the other events, including itself, that an event can 
cause to occur and the logical conditions that may restrict such occurrences. The logical conditions 
make use of the state variables.  An arc also tells the time from now when an event will take place.    
 
The event graph for the single workstation is shown in Figure 1.  There are two state variables: 
the number in the inventory and the state (Busy, Idle) of the workstation.  Three events are 
associated with the station: Entity arrives, Processing starts, and Processing ends. 
   
The entity arrives event causes itself to occur again, that is the next entity to arrive, after a time 
interval specified by the time between arrivals.  The number in the inventory is incremented by 
1.   
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Figure 1:  Event Graph for the Workstation Model 
 
The entity arrives event causes the Processing starts event which begins handling the arriving 
entity immediately if the machine is IDLE.  This event decreases the number in the inventory by 1 
and makes the workstation Busy. 
 
The Processing ends event follows the Processing starts event and occurs after a time interval that 
is the cycle time.  The Processing ends event will initiate handling of the first entity waiting in the 
inventory, if there is one, by scheduling the Processing starts event at the current time.  The 
Processing ends event makes the workstation Idle.  
 
The time between arrivals and the cycle time are random variables. That is each value is a sample 
from the probability distribution as shown in Figure 1.  The time between arrivals is exponentially 
distributed with mean 10 minutes.  The cycle time is uniformly distributed with minimum 3.5 
minutes and maximum 11.5 minutes.1 
 
3 Time Advance and Event Lists 
 
This section discusses how the simulation proceeds through time by scheduling event occurrences 
and processing each of them in turn.  In general, a model is simulated as a time ordered sequence 
of the occurrences of the events.  Event occurrences are processed one at a time.  Each event 
occurrence changes the value of one or more state variables and may schedule other events.  This 
simulation approach is illustrated by one possible simulation of the example model. 
 
The event list is the time ordered list of all event occurrences scheduled at the current time and 
in the future.  The simulation proceeds by removing the first event occurrence on the list and 
handling it.  This handling may result in one or more event occurrences being added to the list at 
the current time or in the future.  Note that only one event occurrence at a time is removed from 
                                                          
1 The other learning modules use the mean, half width notation to denote this probability 
distribution e.g. uniform 7.5, 4.0.  In this learning module, the minimum and maximum will used 
extensively so this alternative notation is employed. 
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the list.  All others remain on the list.  After the handling of an event occurrence, the list will 
consist of the event occurrences already on the list when the first event occurrence was removed 
plus those added by handling this event occurrence. 
 
For the workstation model, the simulation engine must deal with three events that change the 
values of the state variables.  Each of these events must be scheduled in time and handled.  At 
any point in time, the event list could contain the following event occurrences at future points in 
time:   
• Entity arrives. 
• Processing ends. 
 
Other events can occur only at the same point in time as another event. 
• The Processing starts event that can occur either when an entity arrives or when an entity 
completes processing (Processing ends event). 
 
To illustrate, consider one possibility for the event list at the start of the simulation. 
 
Current Simulation Time: 0  
Next Simulation Time = Time of first event occurrence in list = 0.0 
Event Time of Occurrence Entity ID 
Entity Arrives 0.0 1 
 
The simulation will begin with the arrival of the first entity at time 0. 
 
Thus, the first task of the simulation engine is to handle the Entity Arrives event at time 0.  This 
task involves removing the Entity Arrives event from the list and performing the actions associated 
with the event: scheduling the next Entity Arrives event and scheduling the Processing Starts 
event, if the workstation A is idle (which it is initially).  After the Entity Arrives event is processed 
the event list is as follows, assuming the next Entity Arrives event is at time 5.0: 
 
Current Simulation Time: 0  
Next Simulation Time = Time of first event occurrence in list = 0.0 
Event Time of Occurrence Entity ID 
Processing Starts 0.0 1 
Entity Arrives 5.0 2 
 
Next, the simulation engine removes the Processing Starts event from the list.  The Entity Arrives 
event remains on the list.  Handling the event removed from the list results in scheduling the 
Processing Ends event as shown in the following. 
 
Current Simulation Time: 0  
Next Simulation Time = Time of first event occurrence in list = 5.0 
Event Time of Occurrence Entity ID 
Entity Arrives 5.0 2 
Processing Ends 8.0 1 
 
The entity with ID number 2 will arrive at time 5.0 and the Processing Ends event for the entity 
with ID number 1 will occur at time 8.0. 
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The simulation engine advances time to the next event occurrence at time 5.0 and handles the 
Entity Arrives event for the entity with ID 2.  This means that the Entity Arrives event will be 
removed from the list and Processing ends event will remain on the list.   
 
At time 5.0, the workstation resource is in the busy state.  Thus, the entity with ID 2 enters the 
inventory for the workstation resource.  No entry for this entity is placed on the event list.  In 
addition, handling this event causes the Entity Arrives event to be scheduled at time 32.5 for the 
entity with ID 3.  This means that the next occurrence of the Entity Arrives event is placed on the 
event calendar at time 32.5.   
 
Thus, after processing the Entity Arrives event occurrence at time 5.0, the event list consists of 
the Processing Ends event which was previously on the list plus the next Entity Arrives event that 
was newly placed on the list as shown in the following. 
 
Current Simulation Time: 5.0  
Next Simulation Time = Time of first event occurrence in list = 8.0 
 Event Time of Occurrence Entity ID 
Processing Ends   8.0 1 
Entity Arrives 32.5 3 
 
Next, the simulation engine advances time to the 8.0 to handle the Processing ends event for 
entity 1.  The entity with ID number 2 will leave the inventory of the workstation and start 
processing using the workstation resource that has just become idle.  Thus, the workstation 
resource becomes busy. 
 
Thus after processing the Processing ends event, the Entity Arrives event remains on the list and 
the Processing Starts event is added. 
 
Current Simulation Time: 8.0  
Next Simulation Time = Time of first event occurrence in list = 8.0 
Event Time of Occurrence Entity ID 
Processing Starts   8.0 2 
Entity Arrives 32.5 3 
 
Simulation engines typically use the strategy that all possible handling of one entity at the current 
simulation time will be done before any processing of any other entity.  Another way of saying 
this is that the entity will proceed as far as possible until obstructed by a time delay or by waiting 
for a currently unavailable resource.  This implies that new events at the current simulation time 
for this entity are placed first on the event list.   
 
The remainder of the simulation is processed in a similar fashion. 
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4 Simulating the Workstation Model 
 
This section discusses and illustrates the record of the time ordered sequence of events that are 
processed by a simulation engine.  This record is called a trace and includes the changes in state 
variable values that occur as well as other relevant information such as entity attributes.  All 
simulation engines provide a trace that the modeler can examine to determine the step-by-step 
behavior of a simulation for verification and validation. 
 
Consider one possible simulation of the workstation model.  Let’s follow the sequence of events 
processed in time order when only one entity moves through the workstation, assuming that no 
other entities arrive in the meantime.     
 
The trace for the simulation with one entity is shown Table 1.  Only the new values of state 
variables whose values are changed by an event are shown.   
 
Table 1:  Simulation Trace for One Entity 
 
Current 
Simulation 
Time 
Event Entity 
ID 
Number in 
Inventory 
State of 
Workstation 
Resource 
  0.0 Initial Conditions  0 IDLE 
  0.0 Entity Arrives  1 1  
  0.0 Processing Starts 1 0 BUSY 
  8.0 Processing Ends 1  IDLE 
 
At the start of the simulation there are no entities in the model, the inventory is empty and the 
workstation resource is in the IDLE state.  The entity with ID number 1 arrives at time 0 and enters 
the inventory of the workstation.  Since the workstation resource is IDLE, the Processing Starts 
event occurs at time 0.  This event removes the entity from the inventory and makes the 
workstation resource BUSY.   
 
The simulation engine must determine the cycle time at the workstation for this particular entity.  
This is done by computing a random sample from the cycle time distribution: uniform (3.5, 11.5).  
Suppose the value turns out to be 8.0.  Thus, the Processing Ends event is placed at time 8.0 when 
the workstation resource becomes IDLE.   
 
Now, suppose a second entity arrives in the simulation at time 5.0.  This time is determined by 
computing a value from the time between arrivals distribution: exponential (10) when the Entity 
Arrives event is processed for entity 1 at time 0.  Suppose further that the simulation engine 
computes the cycle time to be 7.0.  Table 2 shows the trace of the simulation for this situation. 
 
Note the events involving entity 2.  Since the workstation resource is BUSY when entity 2 arrives 
at time 5.0, it remains in the inventory.  At time 8.0, the Processing Ends event for entity 1 is 
processed.  Next, the Processing Starts event is processed for entity 2.  Since the cycle time is 
computed to be 7.0, the Processing Ends event is placed at time 15.0.  At time 15.0, the Processing 
Ends event occurs for entity 2. 
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Table 2:  Simulation Trace for Two Entities 
 
Current 
Simulation 
Time 
Event Entity 
ID 
Number in 
Inventory 
State of 
Workstation 
Resource 
  0.0 Initial Conditions -- 0 IDLE 
  0.0 Entity Arrives  1 1  
  0.0 Processing Starts 1 0 BUSY 
  5.0 Entity Arrives 2 1  
  8.0 Processing Ends  1  IDLE 
  8.0 Processing Starts 2 0 BUSY 
15.0 Processing Ends 2  IDLE 
 
5 Organizing Entities Waiting for a Resource 
 
Notice from the discussion in section 2 that there is either zero or one event occurrence on the 
event list corresponding to each entity.  If there is no event occurrence, the entity is waiting 
usually for a resource to become available.  Multiple entities may be waiting for the same 
resource.  Thus, it is necessary to maintain lists of waiting entities as well as lists of event 
occurrences. 
 
Entities wait for a resource that is currently not in the idle state in an ordered list similar to the 
event list.  When a unit of the resource completes its current task or otherwise becomes idle, it 
will process the first entity in the list.  The list is sequenced either by order of entity entry in the 
list (first-in-first-out or last-in-first-out) or by an entity attribute value (high-value-first or low-
value-first). 
 
Suppose entities have the following attributes: 
1. Time of arrival to the system 
2. Estimated processing time at workstation A 
 
Suppose that at a particular moment in simulation time there are three entities waiting for the 
workstation resource.  The waiting entities are ordered first-in-first-out as follows. 
 
Entity Time of Arrival Estimated Processing 
Time 
101 100.0 15.0 
102 110.5   9.8 
103 120.5 21.0 
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Alternatively, suppose the entities were sorted by the lowest value of estimated processing time 
first as follows. 
 
Entity Time of Arrival Estimated Processing 
Time 
102 110.5   9.8 
101 100.0 15.0 
103 120.5 21.0 
 
Note that the sequence in which entities are processed is the same as their order in the inventory. 
 
6 Random Sampling from Distribution Functions 
 
As discussed in the learning module on Modeling Operation Times and Demand, the time between 
entity arrivals as well as operation and transportation times can be modeled using probability 
distributions.  Furthermore, values for these variables need to be assigned to each entity.  To 
accomplish this assignment, a random sample must be taken from the corresponding probability 
distribution.   This subject is worthy of a lengthy and thorough discussion such as that provided in 
Law (2014) as well as Carson, Banks, Nelson, and Nicol (2009).  Here one approach for taking 
random samples is presented to illustrate how this issue is addressed.   
 
Consider the time between entity arrivals in the two workstations in a series model: exponential 
(10) minutes, where 10 is the average time between arrivals, TBA.  This quantity follows the 
cumulative distribution function: 
 
y = F(x) = 1 - e - x / TBA = 1 - e - x / 10        
 
and therefore 
 
x = -TBA ln (1 - y) = -10 ln (1-y)        (1) 
 
In the same way, the service time at workstation A is uniformly distributed between a minimum 
and a maximum value (3.5 and 11.5 minutes) and therefore follows the cumulative distribution 
function: 
 
y = F(x) = (x-minimum) / (maximum – minimum) = (x – 3.5 ) / ( 11.5 – 3.5 )     
 
and therefore 
 
x = y * (maximum - minimum )  + minimum = y * (11.5 – 3.5) + 3.5   (2) 
 
Notice that taking the inverse of the cumulative distribution reduces each case to the same 
problem, determining the value of y.  Thus, this approach for taking a random sample is called the 
inverse-transformation method.   
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Figure 2 shows how this method works for the service time at workstation A.  Any value of y in 
the range 0-1 is equally likely.  (This is because y is a cumulative distribution.)  Good experimental 
procedure requires a random sample and so a random sample of y must be chosen.  Once a 
random value is selected for y, the random sample of x is straightforward to compute.   
 
 
 
Figure 2:  Illustration of the Inverse Transformation Method 
 
The inverse-transformation method is summarized as follows: 
 
1. Determine the inverse of the cumulative distribution function, F-1(x). 
2. Each time a sample is needed: 
 a. Generate a random sample, r, uniformly distributed in the range 0 to 1. 
 b. x = F-1(r). 
 
Using the inverse-transformation method requires that the inverse of the cumulative distribution 
function exists.  This is true for the following distributions commonly used in simulation models: 
uniform, triangular, exponential, weibull, and any discrete distribution where the mass function 
is enumerated as well as a heuristic distribution in histogram form.   
 
As an example, consider the use of the inverse-transformation method with equation 1.  Suppose 
r is selected to be 0.45.  Then x = -10 ln (1 – 0.43) = 5.62.   
 
Next the inverse-transformation method is applied to equation 2.  Suppose r is selected to be 
0.88.  Then x = 0.88 * (11.5 – 3.5)  + 3.5 = 10.54. 
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7 Pseudo-random Number Generation  
 
All of the random sampling strategies discussed in the previous section require a random sample 
uniformly distributed in the range (0,1).  Fortunately, there are several well-known algorithms for 
generating such samples, called pseudo - random numbers.  These algorithms are deterministic.  
However, the properties of the sequence of pseudo-random numbers make them look random.  
These properties include the following: 
 
1. The numbers do not exhibit any statistical correlation with each other. 
2. The numbers appear to be uniformly distributed in the range (0,1). 
3. There are many, many (at least 1,000,000) numbers in sequence. 
4. All possible numbers in the sequence are generated before any number repeats. 
 
Because the pseudo-random number generation algorithms are deterministic, a sequence of 
numbers can be regenerated whenever necessary.  This is important in simulation both for 
debugging and experimentation using common random numbers.  Imagine the difficulty of 
removing a bug from a model if the results were randomly different each time the model was 
executed!   
 
A sequence of pseudo-random numbers is called a stream.  Having multiple streams of random 
numbers allows sampling from each particular probability distribution used in a model to be 
associated with a particular stream.  For example in the workstation model, the time between 
arrivals and the cycle time would be assigned different streams.  This means for example that if 
the probability distribution modeling the cycle time was changed, the times between arrivals 
would remain the same. 
 
As in the previous section, one approach to pseudo-random number generation will be presented.  
Other approaches for generating pseudo-random numbers are given in Banks, Carson, Nelson, 
and Nicol (2009) as well as Law (2014).  Schmeiser (1980) provides a comprehensive survey. 
 
Perhaps the most common type of pseudo-random number generation algorithm, with respect 
to use in simulation languages, is the linear congruential generator (Lehmer 1951).   The linear 
congruential generator (LCG) has the form: 
 
Zi = (a*Zi-1 + c) mod(m)         (3) 
 
ri = Zi / m          (4) 
 
Recall the mod is the remainder operator.  For example, 11 divided by 4 is equal to 2 remainder 
3.  Thus, 11 mod (4) is equal to the remainder, 3. 
 
In general, the Zi’s are a set of integers that range from 0 to m-1.  The integer Zi is a remainder 
and m is the divisor.  Other parameters of the generator are a multiplier a, an increment c, and 
the first integer Z0.  The pseudo-random number ri is obtained by dividing Zi by m.  Fortunately for 
our purposes, values for the parameters (a, c, m, and Z0) that result in the desirable properties 
listed above are used by commercial simulation languages.   
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The generator is recursive that is Zi is a function of Zi-1.  Note that at most, m distinct Zi’s and thus 
ri’s (pseudo-random numbers) can be obtained.  Once Z0 is generated a second time, the entire 
sequence of Zi’s, and thus ri’s, will be repeated and in the same sequence as the first time.     
 
Consider the example LCG shown in Table 3.  The LCG parameter values are shown in the table.  
Note that the Zi’ s range from 0-8.  All nine of the Zi’s are generated before any value repeats.  
Thus, the ri’s appear to be as uniformly distributed in the range (0,1) as nine numbers can be.  The 
statistical correlation between the ri’s is low, 0.030.  Since the number of values generated is only 
9, the value of m is too small for an effective LCG.  However, it suffices for an example. 
 
Table 3:  Example LCG 
 
  i Zi ri 
M 9 0 8 0.889 
A 4 1 1 0.111 
C 5 2 0 0.000 
  3 5 0.556 
  4 7 0.778 
  5 6 0.667 
  6 2 0.222 
  7 4 0.444 
  8 3 0.333 
  9 8 0.889 
  10 1 0.111 
  11 0 0.000 
  12 5 0.556 
 
8 Summary 
 
This chapter discusses the basic operations of a simulation engine.  While these operations are 
performed transparently to the modeler, an understanding of them helps clarify how simulation 
experiments work.  Events are organized and processed in time sequence.  Entities waiting for 
resources are sorted and maintained.  Random samples from distribution functions are generated 
and pseudo-random number streams are managed.   
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Simulation Engine 
 
1. State a procedure for generating a random sample from each of the following 
distributions using the inverse transformation method.  Use the procedure in section 6 as a guide. 
 
 a. Uniform distribution: 
minimummaximum
minimumxxF
−
−
=)(  
 
 b. Exponential distribution: meanxexF /1)( −=  
 c. Weibull distribution: ( )
mcxexF /1)( −−=  where c and m are the scale and  
 shape parameters of the distribution respectively. 
 
 d. Triangular distribution:  
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 e. Discrete distribution: 
  F(x) = 0.1, x = 1 
         = 0.4, x = 2 
         = 0.6, x = 3 
         = 0.9, x = 4 
         = 1.0, x = 5 
  
2. Create a new trace based on the one shown in Table 2 by adding an entity with ID number 
4 that arrives at time 2.0 with a cycle time of 6.4.   
 
3. Consider the properties of pseudo-random number generators presented in section 8.  
Does property four imply property two? 
 
4. Implement a (bad) LCG generator in Excel with the following parameters: 
 
 a = 5; m = 16; c = 3; Z0 = 0. 
 
 Generate the first 20 samples from the generator.  Assess its behavior using the four 
properties in section 5.7. 
 
  
 2 
5. Compute the following table using a spreadsheet. 
 
a. Generate the two random number streams, corresponding to inter-arrival time and 
cycle time, for the first ten arriving entities in the workstation.  Do this by using the 
random number generator built into your spreadsheet program.  In Excel, this would 
be accomplished by entering the function rand() into each cell of the Pseudo-random 
Number / Bet. Arrivals and the Pseudo-random Number / Cycle Time columns. 
 
b. Use the inverse-transformation method to generate the time between arrivals and 
service time samples.  This means entering equation 1 into each cell in the Sample / 
Bet. Arrivals column and entering equation 2 into each cell in the Sample / Cycle Time 
column.  The corresponding pseudo-random number in the columns should be 
referenced for each cell. 
 
Table for Problem 5 
 
Entity 
ID 
Pseudo-random Number Sample 
Bet. Arrivals Service Time Bet. Arrivals Service Time 
1     
2     
3     
4     
5     
6     
7     
8     
9     
10     
 
6.  Considering only the first two entities from the data generated in the solution to number 
5, create a trace similar to Table 2. 
 
Learning Module 
Flow Control Analysis 
February 2018 
Pre-requisites: Introduction to Flow Control, Validation and Verification 
Expected Time Requirement: 10-12 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Build simulation models of flow control schemes 
2. Design and conduct simulation experiments to help set flow control parameters 
3. Explain how the same modeling and simulation approach applies to various flow control schemes 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  
a. Review the reading for the Introduction to Flow Control Module 
b. Read the document describing Flow Control Analysis 
c. Read the following paper: Frazee, T. and C. R. Standridge, 2016. CONWIP versus POLCA: 
A Comparative Analysis In A High-Mix, Low-Volume (HMLV) Manufacturing Environment. 
Journal of Industrial Engineering and Management, 9(2) 432-449, 2016. Retrieved May 
20, 2019 from http://www.jiem.org/index.php/jiem/article/view/1248/765.  
 
2. Watching:  https://www.youtube.com/watch?v=9X_z7mRFoGA that gives a POLCA system 
example. 
 
3. Writing: Use a simulation model and experiment to set the parameters of a POLCA system as 
described in the instructions. 
 
4. Discussing: Read the following the paper:  Khan, S. and C. R. Standridge. 2019. Aggregate 
Simulation Modeling with Application to Setting the CONWIP Limit in an HMLV Cell.  International 
Journal of Industrial Engineering Computation, 10(2) 149-160. DOI: 10.5267/j.ijiec.2018.10.002.   
 
First write your own thoughts and then respond to another student.  Write at least 200 words 
each time. 
 
Share your thoughts on the paper.  In developing your thoughts, consider the appropriateness of 
model aggregation, the use of available data, and the trade-off between WIP and lead time plus 
anything else that seems relevant to you. 
 
5. Reviewing:  None 
 
6. Assessing:  Take the quiz.   
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Flow Control Analysis 
1. Introduction 
In the Introduction to Flow Control learning module, three flow control schemes were introduced:  
CONWIP, Kanban, and POLCA.  Each of these sets limits on the number of pieces in a production area in a 
particular way.  This learning module describes how to establish values for these limits based on a 
performance measure, primarily lead time, computed as the difference between the calendar time an 
order to produce an item is made and the calendar time the production needed to fulfill the order is 
completed.  Ideally, the limits and the lead time are both low.  However, low values for limits tends to 
result in high lead times and vice versa.  Thus, establishing the trade-off between limits and lead time is 
an important part of the analysis. 
The strategy in setting the limits for each flow control scheme is the same.  First, find a lower bound using 
mathematical models.  Second, find an upper bound using simulation.  This can be done by allowing the 
limit to be infinite and observing the maximum usage in the simulation model.  Third, find good values for 
the limits that are between the two bounds using simulation. 
Setting the parameters of CONWIP, Kanban, and POLCA systems will each be discussed in turn.    All the 
mathematical and simulation results are available in the supporting spreadsheet. 
2. CONWIP Systems 
How a CONWIP system works is described in the Introduction to Flow Control learning module.  Briefly, a 
CONWIP system has one parameter, the maximum number of items allowed in the production area or in 
other words the maximum WIP.  This parameter will be called the CONWIP limit. 
The minimum value of the CONWIP limit is the number of workstations in the production area controlled 
by the CONWIP system.  A lower value would mean that at least one workstation is always starved and 
thus idle.  The difference between the CONWIP limit and its minimum value is the number of pieces that 
are not currently being processed at a workstation.  This difference should be kept as small as possible, 
consistent with short lead times. 
A CONWIP system with lead time as a performance measure can be modeled as follows.   Notice that 
values of the current WIP level, V_CONWIPCurrent, are also recorded.  The model parameter is the 
CONWIP limit, V_CONWIPLimit. 
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Process P_Production_System_CONWIP_Control 
begin 
 set   A_Arrival = clock   // order arrives 
 
 wait until V_CONWIPCurrent < V_CONWIPLimit // wait for space in production area  
 
 set  V_CONWIPCurrent = V_CONWIPCurrent + 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 
// insert model of production system here 
 
 set  V_CONWIPCurrent = V_CONWIPCurrent - 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 tabulate clock – A_Arrival in T_LeadTime  // record lead time 
end 
 
The straightforward nature of the model reflects the simple nature of the CONWIP control.   
 
The first simulation experiment sets the upper bound of the CONWIP parameter and is defined in the 
following table. 
 
Table 1:  Simulation Experiment Design – Setting the Upper Bound on the CONWIP limit 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values CONWIP Limit = 100,000 
Performance Measures Lead Time (Average, Maximum) 
CONWIP Level (Average, Maximum) 
Utilization of each workstation 
Random Number Streams <those in production system model> 
Initial Conditions <depends on the production system> 
Number of Replicates 20 
Simulation End Time / Event <depends on the production system> 
   
The CONWIP limit is set to a very high value and the CONWIP level is observed along with the lead time 
and the utilization of each workstation.  For each replicate, the maximum CONWIP level is recorded.  The 
average of these maximum values across the replicates can be computed.  This average maximum is the 
upper bound of the CONWIP limit (CONWIP limit max). 
 
Additional simulation experiments must be conducted with the CONWIP limit equal to the lower bound 
and the upper bound to obtain values for the performance measures for these limits.  Simulation 
experiments with other CONWIP limit values between the bounds can be conducted to establish a trade-
off curve between the CONWIP limit and the lead time or other performance measures. 
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Verification and validation of the CONWIP system simulation model can be done following the procedures 
in the Verification and Validation learning module.  Other verification and validation measures are specific 
to the CONWIP model. 
1. The maximum CONWIP level must be less than or equal to the CONWIP Limit. 
2. The lead time should decrease toward an asymptote as the CONWIP limit increases.  If common 
random numbers are used, a graph of the lead time versus the CONWIP limit should show a 
smooth curve. 
 
As an example, consider the same CONWIP example as in the Introduction to Flow Control learning 
module, repeated here for convenience. 
 
Suppose a production area consists of three workstations that form a flow line.  The mean cycle times at 
each workstation are 25 minutes, 35 minutes, and 25 minutes respectively.  The coefficient of variation 
of the cycle time at each workstation is 0.5.  The time between arrivals of parts to process is exponentially 
distributed with a mean of 40 minutes.  The time period of interest is one year of production, 2000 hours.   
 
Since the coefficient of variation at each station is 0.5, the cycle time at each station is modeled using a 
gamma distribution with a standard deviation equal to 50% of the mean.  The simulation model of this 
situation follows: 
 
Process P_Flow_Line_CONWIP_Control 
begin 
 set   A_Arrival = clock   // order arrives 
 
 wait until V_CONWIPCurrent < V_CONWIPLimit // wait for space in production area  
 
 set  V_CONWIPCurrent = V_CONWIPCurrent + 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 
use  R_First      for RS_First      gamma 4.0, 6.25 min 
use  R_Second for RS_Second gamma 4.0, 8.75 min 
use  R_Third     for RS_Third     gamma 4.0, 6.25 min 
 
 set  V_CONWIPCurrent = V_CONWIPCurrent - 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 tabulate clock – A_Arrival in T_LeadTime  // record lead time 
end 
   
Note that the parameters of the gamma distribution in the model are not expressed as the mean and the 
standard deviation but as the distribution parameters, α and β.  The mathematical relationship between 
the mean and standard deviation with α and β is discussed in the Modeling Operation Times and Demands 
learning module. 
 
The simulation results show the following.  The average maximum is 18.6 with a 99% confidence interval 
for the true maximum of (15.1, 22.1).  Thus, the range of possible CONWIP limit values is (3, 19).   
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From this simulation run, validation evidence can be obtained concerning the utilization of each 
workstation as shown in Table 2. 
 
Table 2:  Validation Evidence – Workstation Utilization 
  Simulation Results 
Workstation Utilization =  
CT / TBA 
Utilization 99% C. I. –  
Lower Bound 
99% C. I. –  
Lower Bound 
First 62.5 63.6 61.0 66.2 
Second 87.5 89.8 86.2 93.5 
Third 62.5 63.7 60.8 66.7 
 
The 99% confidence intervals for the utilizations of the three workstations estimated from the simulation 
results contain the utilization value computed mathematically.  Thus, validation evidence is obtained.   
 
The next step is to conduct a simulation experiment where the CONWIP limit is varied from 3 to 19.  The 
average lead time is the primary performance measure of interest.  The results are given in Figure 1 and 
Table 3. 
 
Figure 1: Average Lead Time versus CONWIP Limit 
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Table 3:  Average Lead Time versus CONWIP Limit 
 Lead Time 
CONWIP Limit Average 99% C.I –  
Lower Limit 
99% C.I. –  
Upper Limit 
3 994 539 1450 
4 306 262 351 
5 260 233 286 
6 252 227 276 
7 250 226 274 
8 249 226 273 
9 249 226 273 
10 249 226 273 
11 249 226 272 
12 249 226 272 
13 249 226 272 
14 249 226 272 
15 249 226 272 
16 249 226 272 
17 249 226 272 
18 249 226 272 
19 249 226 272 
 
Based on the data in Figure 1 and Table 3, a CONWIP limit of 5 seems reasonable.  The average lead time 
declines little when the CONWIP limit is increased from 5 to 6, 6 to 7, or 7 to 8.  There is no decrease in 
the average lead time for CONWIP limit values greater than 8. 
 
The above information provides validation evidence as the average lead decreases to an asymptote of 
249 minutes as the CONWIP limit increases, as was expected.  Furthermore, the average lead time range 
can be estimated mathematically using equations 1-6 in the Flow Control learning module: (150, 350) 
minutes for a CONWIP limit of 5.  This range contains the entire confidence interval for the average lead 
time from the simulation for a CONWIP limit of 5.   Thus, additional validation evidence is obtained. 
 
Verification evidence is obtained by examining the maximum CONWIP level values for each CONWIP limit.  
In all cases, these values were no greater than the CONWIP limit.  Thus, verification evidence is obtained. 
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3. Kanban Systems 
The Flow Control learning module contains a description of how a Kanban system works.  Briefly, a Kanban 
system has one parameter for each part or product type in each inventory. This parameter is proportional 
to the maximum number of units of the part or product type to be kept in that inventory.    There may be 
one Kanban for each unit in the inventory.  Alternatively, there may be one Kanban for each container, 
pallet, or other aggregation of units.   
For simplicity of discussion, it will be assumed that the number of Kanbans for each part or product type 
is the same in each inventory that is the finished good inventory and each work-in-process supermarket. 
Establishing the Kanban parameter value is the same as establishing the maximum number of units of 
inventory that are to be kept.  This can be expressed as the smallest number of units needed to meet a 
target service level, say 99%.  Recall that the service level is the percent of orders that can be immediately 
filled from the finished goods inventory.   
Suppose the number of orders is Poisson distributed, implying that the time between orders is 
exponentially distributed.  Suppose further that the average time to make a replacement for a unit taken 
from inventory can be computed mathematically.  Then, a lower bound on the inventory level can be 
determined as a percent point of the Poisson distribution equal to the service level. 
As an example consider an extension of the example used in setting the CONWIP parameter.  In the 
modified example, the CONWIP control is replaced by a Kanban system.  This system controls the level of 
a finished goods inventory from which orders are satisfied.  The target inventory level and thus the 
number of Kanbans must be determined for the finished goods inventory.  
Suppose that the first two stations together form a flow line, followed by a supermarket.  The inventory 
level determined for the finished goods inventory will be used for the supermarket as well. 
The third station pulls a part from the supermarket when needed to make a replacement for a product 
pulled from the finished goods inventory to satisfy an order.  In addition, the third station tells the first 
station to begin the process of building a replacement part for the supermarket. 
The lower limit on the inventory level and thus the number of Kanbans can be established as follows.  The 
average time to replace a unit in the finished goods inventory is the average time at the third station.  This 
quantity can be computed using the VUT equation discussed in the Single Workstation learning module 
as 51.0 minutes.  Thus, a lower bound on the inventory level is the 99% point of a Poisson distribution 
whose mean equals the expected demand in 51 minutes (51/40) = 1.3 units.  This value is 4.  The 
calculations are shown in the Appendix at the end of this document. 
 
The model of this production system with Kanban control follows: 
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// Production System with Kanban Control 
 
Process P_OrderArrives 
begin 
 set   A_Arrival = clock   // order arrives 
  
 wait until V_FGI > 0 
 set  V_FGI = V_FGI - 1 
 
// The service level is 100 if there was no waiting and the service level is zero if there was waiting 
 if  A_Arrival = clock then 
   tabulate 100 in T_ServiceLevel 
 else  tabulate     0  in T_ServiceLevel 
 
// Start production of a replacement unit 
 send to  P_Third 
end 
 
Process P_Third 
begin 
 
// Get part from Supermarket 
 wait until V_Supermarket > 0 
 set  V_Supermarket = V_Supermarket – 1 
 
// Start production of replacement part 
 clone 1  to P_First 
 
// Produce replacement unit and add to inventory 
use  R_Third     for RS_Third     gamma 4.0, 6.25 min 
 set  V_FGI = V_FGI + 1 
end 
 
Process P_First 
begin 
// Make replacement part 
use  R_First      for RS_First      gamma 4.0, 6.25 min 
use  R_Second for RS_Second gamma 4.0, 8.75 min 
 
 set  V_Supermarket = V_Supermarket + 1 
  
end 
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Note the flow of information in the model is from right to left while production still flows from left to 
right.  The information flow upon order arrival is FGI to station Third to Supermarket to Station First.  The 
performance measure lead time is replaced by the performance measure service level to assess the 
responsiveness of the system to customer demand. 
 
The analysis needed to set the number of Kanbans = the FGI level = the Supermarket level proceeds in the 
same way as setting the CONWIP level.   The design of the simulation experiment to set the upper bound 
on the number of Kanbans is shown in Table 4. 
 
Table 4:  Simulation Experiment Design – Setting the Upper Bound on the number of Kanbans  
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values Number of Kanbans = 100,000 
Performance Measures Service Level (Average) 
FGI level (Average, Maximum) 
Utilization of each workstation 
Random Number Streams Time between order arrival 
Cycle time at each station 
Initial Conditions No units in production 
FGI at target level (maximum level) 
Supermarket at target level (maximum level) 
Number of Replicates 20 
Simulation End Time / Event One year = 2000 hours 
 
The simulation results show the following.  The average maximum is 11.3 with a 99% confidence interval 
for the true maximum of (10.0, 12.6).  Thus, the range of possible Kanbans is (4, 12).   
 
From this simulation run, validation evidence can be obtained concerning the utilization of each 
workstation as shown in Table 5, which is similar to Table 2. 
 
Table 5:  Validation Evidence – Workstation Utilization 
  Simulation Results 
Workstation Utilization =  
CT / TBA 
Utilization 99% C. I. –  
Lower Bound 
99% C. I. –  
Lower Bound 
First 62.5 62.4 61.6 63.3 
Second 87.5 87.1 85.9 88.3 
Third 62.5 62.5 61.6 63.4 
 
The 99% confidence intervals for the utilizations of the three workstations estimated from the simulation 
results contain the utilization value computed mathematically.  Thus, validation evidence is obtained.   
 
The next step is to conduct a simulation experiment where the number of Kanbans is varied from 4 to 12.  
The average lead time is the primary performance measure of interest.  The results are given in Figure 2 
and Table 6. 
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Figure 2: Service Level versus Number of FGI Kanbans 
 
 
  
Table 6: Service Level versus Number of FGI Kanbans 
 Service Level 
FGI Kanbans Average 99% C.I –  
Lower Limit 
99% C.I. –  
Upper Limit 
4 67.5 62.3 72.7 
5 79.7 75.1 84.4 
6 87.0 82.7 91.3 
7 91.7 88.1 95.4 
8 94.6 91.7 97.6 
9 96.5 94.3 98.8 
10 97.9 96.3 99.5 
11 98.7 97.6 99.9 
12 99.3 98.6 100.1 
 
Based on these results, setting the number of FGI Kanbans to 10 seems reasonable.  The confidence 
interval for the service level includes 99%.  
Note that the graph in Figure 2 shows that the service level approaches 100% asymptotically as the 
number of Kanbans increases.  This provide validation evidence as the service level should increase to a 
bounding limit as the number of Kanbans increases. 
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4. POLCA Systems 
The Flow Control learning module contains a description of how a POLCA system works.  Briefly, a POLCA 
system controls the flow of orders among work areas based on the capacity of each work area.  Capacity 
is measured in time.  A POLCA system sets a limit on how much time a work area can allocate to orders at 
once.  In doing so, the POLCA system consider both the capacity of the work area the order currently 
wishes to use and the subsequent work area to which the order will flow.  Thus, there is one POLCA 
capacity limit for each pair of work areas between which orders can flow.  The capacity limit is expressed 
as a set of POLCA cards.  Each card represents an amount of time such as one hour.  There is one type of 
POLCA card for each pair of work areas. 
Note that a POLCA system is like a CONWIP system in that the number of POLCA cards of each type does 
not depend on the number of different part or product types processed by a work area.  A POLCA system 
is like a Kanban system in that there is more than one card type.  However, the number of different POLCA 
card types depends on the number of pairs of stations that occur sequentially on a route through the 
production facility.  The number of Kanban types depends on the number of inventories and the number 
of different products in each. 
Consider again the example in the CONWIP section.  Suppose that production flow is controlled with a 
POLCA system instead of a CONWIP system.  There would be two types of POLCA cards.  One would be 
for the First and Second workstations, FS.  The other would be for the second and third workstations, ST.    
Table 7 shows when an order acquires and releases a POLCA card at a workstation.  A POLCA card is 
acquired before processing begins at a workstation and released after processing ends at a workstation. 
Table 7.  Acquisition and Release of POLCA Cards by Workstation 
Workstation Acquire Release 
First FS  
Second ST FS 
Third  ST 
 
Suppose time is allocated in hour increments.  That is, a job needs one POLCA card for each hour or 
fraction thereof needed for processing in total for the two stations.   
In building a simulation model, this means that the processing times at each station need to be assigned 
to attributes when the job arrives.  The number of POLCA cards of each type needs to be determined and 
assigned to attributes as well. 
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The model of the POLCA system follows.   
Process P_Flow_Line_POLCA_Control 
begin 
 set   A_Arrival = clock   // order arrives 
  
// set attributes for cycle times 
 set  A_CTFirst      =  RS_First      gamma 4.0, 6.25 
set  A_CTSecond =   RS_Second gamma 4.0, 8.75  
 set   A_CTThird     =   RS_Third     gamma 4.0, 6.25    
 
// set attributes for POLCA cards 
 set  A_FS = (A_CTFirst      + A_CTSecond) / 60 + 1 
 set  A_SF = (A_CTSecond + A_CTThird)    / 60 + 1 
 
// get POLCA card FS 
 wait until  V_POLCAFS >= A_FS 
 set  V_POLCAFS = V_POLCAFS – A_FS 
 tabulate V_POLCAFS in T_POLCAFS 
 
use  R_First      for A_CTFirst        min 
 
wait until  V_POLCAST >= A_ST 
 set  V_POLCAST = V_POLCAST – A_ST 
 tabulate V_POLCAST in T_POLCAST 
 
use  R_Second for A_CTSecond  min 
 set  V_POLCAFS = V_POLCAFS + A_FS 
 tabulate V_POLCAFS in T_POLCAFS 
 
use  R_Third     for A_CTThird     min 
 set  V_CONWIPCurrent = V_CONWIPCurrent - 1 
 tabulate V_CONWIPCurrent in T_CONWIPCurrent 
 
 tabulate clock – A_Arrival in T_LeadTime  // record lead time 
end 
   
The analysis needed to establish the number of POLCA cards of each type is similar to that performed to 
establish the number of KANBAN cards needed.  The writing component of this learning module guides 
the learner through this process. 
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5. Summary 
The learning module presents how to do analysis for CONWIP, Kanban and POLCA flow control systems.  
This analysis has to do with set the parameters of these systems.  Similarities and differences in analysis 
procedures among the systems are emphasized.  How to use mathematical and simulation results in 
parameter setting is demonstrated. 
Appendix – Finding the 99% point of the Poisson Distribution 
Time between arrivals (TBA) as stated in the problem:           40 minutes 
Average time to replace a unit taken from inventory computed using the VUT equation (LT): 51 minutes 
(See Single Workstation Learning Module)   
Average number of units demanded in replacement time (LT/TBA) =              51/40 = 1.3 units 
Thus, the demand in the average lead time is Poisson distributed with a mean of 1.3 units.  The following 
table shows the distribution.  The 99% point is 4 units. 
Units Probability Cumulative 
Probability 
0 0.279 0.279 
1 0.356 0.635 
2 0.227 0.863 
3 0.097 0.959 
4 0.031 0.990 
5 0.008 0.998 
6 0.002 1.000 
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Flow Control Analysis 
POLCA Card Limit Setting 
A job shop has four work areas:  Straight and Cut (SC), End Round (ER), Forming (FO), and Press (PR).  The 
job shop serves two types of jobs with routes as shown in the following table: 
Job Type Route 
1 SC ER FO PR 
2 ER FO PR 
 
 
Orders are dispatched into the shop once each week on Monday.  The average number of order per week 
is 20, Poisson distributed.  This can be modeled by the normal distribution: N(20, 20 0.5) = N(20, 4.472).  
On average, 70% of the orders are of type 1 and 30% of the orders are of type 2.   Note this implies by the 
properties of the normal distribution that the number of type 1 orders per week can be modeled by the 
normal distribution N(14, 140.5) = N(14, 3.741).  Likewise the number of orders per week of type 2 can be 
modeled by the normal distribution N(6, 2.449). 
The job shop works a 50-hour week.  Thus, the time between when orders is dispatched is 50 hours. 
The cycle time for each station for type 1 parts is shown in the following table in hours. 
Cycle Times for Type 1 Parts (hours) 
 
min mode max Mean 
SC 2 2.5 5 3.2 
ER 1 2 3.5 2.2 
FO 2.5 4 7 4.5 
PR 1 1.5 2.5 1.7 
 
The cycle time for each station for type 2 parts is shown in the following table in hours. 
Cycle Times for Type 2 Parts (hours) 
 
min mode max Mean 
ER 1 1.5 4 2.2 
FO 2.5 3 6 3.8 
PR 2 3 5 3.3 
 
POLCA is used to control flow in the job shop.  The purpose of the analysis is to establish the number of 
POLCA cards of each type needed.  The performance measure is lead time.  Both a small lead time and a 
small number of POLCA cards are desired. 
The study is to be conducted for a period of one year, equal to 50 weeks. 
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Step 1:  Preliminary Analysis 
1. How many machines / operators are needed at each station?  To answer this question, compute 
the utilization of each workstation. 
2. What POLCA card types are required? 
3. POLCA cards represent capacity not a count of jobs.  What capacity in hours should a POLCA card 
represent?  For simplicity, this should be the same for all card types.  Consider the mode cycle 
time.    Perhaps 3 hours is a good place to start.  Try setting the number of cards required based 
on the cycle time at the second station represented by the card.  For example, the number of SC-
ER cards required would be the integer portion of the expression:  cycle time at ER / 3 + 1. 
Deliverables:  A word document and / or an Excel spreadsheet with your answers to the above questions. 
<next page>  
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Step 2:  Model Building 
1. What distribution should be used to model the cycle time at each workstation? 
2. What attributes should each job have?  Consider arrival time, cycle time at each station, and 
POLCA cards of each type required. 
3. What modeling constructed should be used to represent POLCA cards? 
4. For each POLCA card type, where in the job shop workstations process are cards of that type 
acquired and where are cards of that type released (freed)?  
5. What processes are needed in the model?  Consider the processes and their relationships shown 
in the following figure which provides one way of constructing the model.  Arrows show the flow 
of entities (loads) between the processes. 
 
 
 
 
 
 
 
 
Deliverables:   
1. A word document and / or an Excel spreadsheet with your answers to the above questions. 
2. The exported version of the model 
  
Process modeling 
weekly dispatch of 
orders (See Simulation 
Modeling Learning 
Module – section 6 
Item 2) 
Process assigning attribute 
values for jobs of type 1 
Process assigning attribute 
values for jobs of type 2 
 
Process modeling job 
shop with POLCA control 
as described in this 
learning module 
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Step 3:  Verification and Validation Study 
This should be done with the number of POLCA cards of each type set to a large number as to not constrain 
flow. 
1. Are the total number of jobs in the 50-week simulation run approximately 20 per week X 50 = 
1000? 
2. Does the balance equation hold:  jobs in = jobs out + jobs remaining at the end of the simulation? 
3. Is the utilization of each station in the simulation approximately the same as the calculated 
utilization? 
Notes on verification and validation. 
Questions 1 and 2 can be answered with the information obtained using Run/Run Model looking at the 
processes report.  One replicate is sufficient for this exercise. 
Question 3 can be answered by running the simulation for 20 replicates and obtaining the 99% confidence 
interval for the utilization.  This interval should contained the utilization computed from the given mean 
cycle time in the tables on page 1 and the arrival data. 
Deliverables:  A word document and / or an Excel spreadsheet with your answers to the above questions. 
Step 4:  Simulation Experimentation 
1. What are the three parameters of the experiment? 
2. What range of values should be used?   
a. To find an upper bound on the range, set the parameter values to a large number and 
observe the maximum number of POLCA cards of each type used.  The average maximum 
over the replicates is a good upper bound.  (Recall that the minimum number of idle 
POLCA cards could be observed.  In this case, the relationship:  average maximum = total 
cards – average minimum would be used.) 
b. The lower bound can be the minimum number of cards of each type needed to prevent 
starving any workstation, 2 or 3. 
c. Determine the number of values between the lower and upper bounds to be simulated. 
3. Assume the experiment can be separated into three parts:  setting the number of SC-ER cards, 
setting the number of ER-FO cards, and setting the number of FO-PR cards.   
a. First, set the number of SC-ER cards.   
b. Second, set the number of ER-FO cards given the number of SC-ER cards determined in 
the first step.   
c. Third, set the number of FO-PR cards, given the number of SC-ER cards and the number 
of ER-FO cards determined in the previous steps. 
Complete the standard simulation experimentation table for each of the three parts of the 
experiment. 
4. Conduct the experiment and interpret the results. 
Deliverables:   
1. A word document and / or an Excel spreadsheet with your answers to the above questions. 
2. The exported version of the model. 
Learning Module 
One Piece Flow  
May 2019 
Pre-requisites: Introduction to Flow Control, Validation and Verification 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Build simulation models of one piece flow  
2. Validate the operation of cells that use one piece flow 
3. Analyze complex systems that combine one piece flow and other flow control techniques 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading:  
a. Read the document discussing one piece flow 
b. Read the paper:  Frazee, T. and C. R. Standridge, 2016. CONWIP versus POLCA: A 
Comparative Analysis In A High-Mix, Low-Volume (HMLV) Manufacturing Environment. 
Journal of Industrial Engineering and Management, 9(2) 432-449, 2016. Retrieved May 
20, 2019 from http://www.jiem.org/index.php/jiem/article/view/1248/765. 
 
2. Writing: Use a simulation model and experiment to validate one-piece flow as guided by the 
directions in the writing document. 
 
3. Discussing: None 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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One Piece Flow and Flow Control 
 
1. Introduction 
 
One piece flow is a flow control strategy that is an intrinsic part of the design of many work cells 
discussed in the production organization learning module. The structure of a one piece flow system 
limits the number of pieces in the cell. In contrast, a CONWIP, Kanban, and POLCA flow control 
system can be added on to production systems organized in various ways: flow lines, job shops, 
cells, etc. 
 
Flow control analysis for a CONWIP, Kanban, or POLCA flow control system means determining its 
parameters having to do with how many items are flowing where and when in the  production 
system. By contrast, there are no one piece flow system parameters to estimate. Thus, the goal of 
the analysis of a one piece flow system is to validate the design. 
 
Using one piece flow, a worker seeks to keep one piece or part moving through the entire cell. This 
is the opposite approach to processing multiple parts (a batch) at one workstation and then moving 
the entire batch to the next workstation for processing. In other words, one piece flow uses a batch 
size of one. 
 
One piece flow works for two stations as shown in Figure 1. Initially, the diamond part has 
completed processing at WS1 and the circle part is waiting in the buffer. A worker arrives to WS1. 
First the worker removes the diamond part from the machine. Next the worker initiates the circle 
part on the machine. Finally, the worker moves the diamond part to WS2 and then initiates that 
part on the machine. 
 
The following video compares batch processing and one piece flow. Note how the one piece flow 
strategy provides a structure that reduces lead time versus batch processing. 
 
https://www.youtube.com/watch?v=rJCFKIzzIAY 
 
The following video shows a single worker cell that uses one piece flow. Note the worker movement 
and activities in the cell as well as the U-shaped layout of the cell. 
 
https://www.youtube.com/watch?v=AUPji7L9aSs 
 
The following video shows a multi-worker cell that uses one piece flow. Note how each worker 
functions in a particular area of the cell and how the workers interact at certain locations in the 
cell. 
 
https://www.youtube.com/watch?v=c50_lAIfzsk 
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Figure 1: One Piece Flow Illustration for Two Workstations 
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2. An Example Work Cell with One-Piece Flow1 
 
Suppose a new production cell is being implemented. The cell consists of seven workstations 
each with one machine as well as a raw material inventory of parts to process. A completed 
finished goods inventory is included. Two workers are required to support the cell. 
 
Table 1 provides basic data concerning the operation at each workstation. All times are in 
seconds.  
 
Table 1: Workstation Processing Information (Times in Seconds) 
 
 
Workstation / Task Name 
 
Workstation 
/ Task ID 
Initiation 
Time 
(Manual) 
Operation 
Time 
(Automated) 
Removal 
Time 
(Manual) 
Total 
Time 
Pick Up Raw Material RM 4   4 
Turn Outer Diameter M1 4 23 3 30 
Bore Inner Diameter M2 5 41 4 50 
Face Ends M3 4 32 4 40 
Grind Outer Diameter M4 3 29 3 35 
Grind Outer Diameter M5 3 29 3 35 
Inspect M6 14   14 
Drill M7 3 24 3 30 
Place in Finished Goods Inv. FG 5   5 
Total  45 168 20 233 
 
The design of the cell is shown in Figure 2. The work area at each work station is shown by a 
heavy dot. The worker walking path in the cell is shown by a line. Note that a worker may walk 
directly between workstation M2 and workstation M6. The worker who is responsible for a 
machine also walks the part from the immediately preceding workstation or inventory. The 
worker responsible for workstation M7 also walks a completed part to the finished goods 
inventory. 
 
At a semi-automated station (M1-M5 and M7), the worker performs the following steps in 
order: 
1. Remove the part that has completed processing on the machine. 
2. Initiate the next part on the machine. 
3. Carry the completed part to the next station. 
 
At a manual station (M6), the worker processes the next part. 
 
 
 
 
1 Professor Jon Marvel defined this application problem as well as providing other invaluable 
assistance. Mr. Joel Oostdyk implemented a prototype model. Ms. Michelle Vette provided 
some excellent insight for improving the application problem. 
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Figure 2: Example Production Cell 
 
The cell is responsible for producing 1000 units of one part each day. The cell will operate for 
two shifts of 460 minutes each. The maximum cycle time at each station consistent with 
meeting demand is computed using equation 1. 
 
takt time = available work time per day = 
demand per day 
460 X 2 
 
 
1000 
= 0.920 minutes = 55.2 seconds 
 
(1) 
 
The number of workers needed in the cell can be determined as follows. Notice that the total 
manual operation time, the time a worker is required, is shown in Table 1 to be 65 ( = 45 + 20) 
seconds. This total time divided by the maximum cycle time (65 / 55.2) is between 1 and 2.  
Thus, a minimum of two workers is required. 
 
In addition, worker walking time must be taken into account. It is highly desirable to have 
workers walk a circular route. Walking time plus manual task time for the route must be less 
than the takt time. Any assignment should seek to balance the manual operation plus walking 
time among the workers. Workers walk on the average of 2 feet per second. 
M5 
M6 M7 
 
 
M4 
M3 
M2 M1 
RM 
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Table 2 shows the walking distance between adjacent workstations. 
 
Table 2: Walking Distances Between Workstations 
Workstation / Task ID Workstation / Task ID Walking Distance (feet) 
RM M1 7 
M1 M2 7 
M2 M3 7 
M2 M6 8 
M3 M4 8 
M4 M5 8 
M5 M6 7 
M6 M7 7 
M7 FG 10 
 
One possible assignment using two workers is the following (Assignment A): 
 
Worker 1: RM, M1, M2, M7, FG 
(Task time, 31 seconds; walking time, 21.5 seconds; total time, 52.5 seconds) 
 
Worker 2: M3, M4, M5, M6 
(Task time, 34 seconds; walking time, 19 seconds; total time, 53 seconds) 
 
The standard work cell design procedures did not take into account the following factors that 
may prove to be significant in the operation of the cell: 
 
1. Walking times are modeled as triangularly distributed random variables with the 
minimum equal to 75% of the mean and the maximum equal to 125% of the mean. 
Based on the VUT equation, this could add to the cycle time and WIP in the cell. Thus, 
the effect of random walking times needs to assessed. 
2. There is concern as to whether a constant time between arrivals of parts from another 
area of the plant can be achieved. The practical worst case assumptions (Hopp and 
Spearman 2011) leads to modeling the time between arrivals as exponentially 
distributed with mean equal to the maximum cycle time. Again by the VUT equation, 
considering the time between arrivals to be a random variable could add to the lead 
time and WIP in the cell. Thus, the performance of the cell for the case of a constant 
interarrival time for parts must be compared to the case of an exponentially distributed 
interarrival time for parts. 
3. The following operational rule will be employed. Each worker will wait at each station, 
including the raw material inventory, until a part is available to walk to the next station. 
 
Thus, the goal of the flow control analysis study is to show that the above worker assignment is 
feasible, given the three operational factors. 
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Furthermore, the utilization of workers in the proposed assignment scheme is very high, 95% for 
worker 1 and 96% for worker 2. It is possible that it is not feasible to effectively co-ordinate the 
tasks of both workers and the operations of the machines. Thus as alternative assignment was 
proposed (Assignment B). 
 
Worker 1: RM, M1, M2 (Total time, 41 seconds) 
Worker 2: M3, M4, M5 (Total time, 43 seconds) 
Worker 3: M6, M7, FG (Total time, 42 seconds) 
Note that each worker has several tasks. Each task must be performed in sequence as the worker 
walks around the cell. For example, worker 1 in assignment A has the following sequence of tasks: 
 
1. Wait for part at RM 
2. Process part at RM 
3. Move part from RM to M1 
4. Unload previous part from M1 
5. Initiate part on M1 
6. Move unloaded part from M1 to M2 
7. Remove part from M2 
8. Initiate part unloaded from M1 on M2 
9. Walk without a part to M6 
10. Wait for a part to inspect 
11. Walk with an inspected part from M6 to M7 
12. Remove part from M7 
13. Initiate inspected part on M7 
14. Walk with part removed from M7 to FG 
15. Process part at FG 
16. Walk with no part to RM 
 
From the point of view of a part, the work cell will operate in the following way. Parts arrive to 
the raw material inventory from another area of the plant.  The average time between arrivals is 
equal to the maximum cycle time which is equal to the takt time of 55.2 seconds. 
 
Parts move through the same processing steps at each workstation except M6: initiation on the 
machine by a worker, automated processing by the machine, and removal from the machine by 
a worker. Processing at M6 is consists of one manual inspection step. 
 
Workers move parts between machines as well as from the raw materials inventory to the first 
workstation and from the last workstation to the finished good inventory. Part processing and 
movement is constrained by the availability of workers and machines. 
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3. The Simulation Model 
 
The first step in model building is to identify the processes comprising the model.   
1. The part arrival process. 
2. The automated processing of parts at stations 1-5 and 7, a total of six processes. 
3. The movement of a worker between stations as well as the tasks performed by a worker 
at each station.  There is one process for each worker. 
 
Note that in items one and two, parts are moving through the process.  In item three, the 
worker is moving through the process.   
 
For each of the six semi-automated stations, automated processing on a machine occurs 
without worker assistance.  Thus, the worker is performing other actions at the same time.  
Thus, the six processes, one for each semi-automated station, operate in parallel with the 
processes operating worker movement and with each other.  Upon completion of automated 
processing at a machine, a part is placed in a small (1 piece) inventory at the station to await the 
return of the worker.  If the worker arrives first, the worker awaits the completion of the part. 
 
The following variables are used in the model. 
1. WIPCell: The number of parts in the work cell 
2. RMInv: The number of parts in the raw material inventory 
3. FGInv: The number of parts in the in the finished goods inventory 
4. WalkTime (9, 9): Average walking time between each pair of stations, the finished 
goods inventory FG(8), and the raw material inventory RM(9). 
5. WaitUnload(7): The number of parts that have completed processing at a 
workstation and are waiting to be unload from the machine, either 0 or 1. 
6. Handoff2 The number of parts unloaded at station 2 by worker 1 and 
awaiting worker 2 to walk them to station 3, either 0 or 1. 
 
The part arrival process follows. A part arrives and the RM inventory is increased by 1.   The time 
between arrivals is equal to the takt time, 55.2 seconds. 
 
Process PartArrival 
begin 
set RMInv = RMInv + 1 
end 
 
The process modeling an automated machine operation is the one discussed previously for a single 
workstation. Upon the completion of processing, the number of parts waiting to unload is 
increased by one. The process for station M1 is shown. 
 
Process AutomatedMachineM1 
begin 
use R_AutomatedMachineM1 for <operation time> 
set WaitUnload(1) = WaitUnload(1) + 1 
end 
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The process for Worker 1 starting at RM through arrival at workstation M2 follows. Note that 
the worker waits at RM for a part to carry to workstation M1. The worker will carry a part 
between workstations, unload a part and initialize a part.  The clone statement sends a copy of 
the entity flowing through the process Worker 1 to the Process AutomatedMachineM1. 
 
Process Worker 1 
begin 
// From raw material inventory to M1 
wait until RMInv > 0   // Wait for the next part 
wait for      4 seconds   // Processing at raw material inventory  
set       RMInv = RMInv - 1  // Update raw material inventory 
 
// Walk to M1 
wait for triangular WalkTime(9,1)*75%, WalkTime(9,1), WalkTime(9,1)*125%  
 
// Processing at M1 
wait until WaitUnload(1) > 0  
// Unload Part at M1 
use R_AutomatedMachineM1 for 3 sec 
set WaitUnload(1) = WaitUnload(1) – 1  
 
// Initialize Part at M1 
use R_AutomatedMachineM1 for 4 sec 
 
// Process part in parallel with worker walking  
clone 1 to Process AutomatedMachineM1 
 
// Walk with part to M2 
wait for triangular WalkTime(1,2)*75%, WalkTime(1,2), WalkTime(1,2)*125% // To M2  
 
end 
 
Note how communication between processes is accomplished.  The worker processes clone a load to 
the automated machine operation processes.  The automated machine operation processes 
increment the value of WaitUnload.  A worker waits for the value of WaitUnload to be greater than 
zero.  Similarly, the arrival process increments the value of RMInv and Worker 1 waits for this value to 
be greater than zero.  Thus, communication is accomplished primarily by changing values of the state 
variable that the processes share.  
 
Finally, the work at station 6 consists of only one manual operation.  Thus, station 6 can be modeled 
as any single workstation with a use statement:   
 
use R_Manual6 for 14 sec  
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4. Simulation Experimentation for One Piece Flow Validation 
 
Experimentation with the simulation model is used to validate the performance of the one piece 
flow control strategy in the cell. This includes addressing the issues previously raised with 
respect to performance of the cell. 
1. The effect of random walking times. 
2. The effect of random times between arrivals. 
3. The number of workers used in the cell: 2 or 3. 
 
The amount of work in process (WIP) in the cell should be very low. By the nature of one piece 
flow the maximum WIP within the cell excluding RM should be the sum of the number of 
machines and the number of workers (8 = 6 machines + 2 workers). This means that all parts in 
the cell are either being processed by a machine, processed by a worker at M6, or being moved 
between stations by a worker.  Thus, the total WIP in the cell will be used as a performance 
measure.  The WIP at RM is also of interest as is the number of parts completed per day.   
 
In addition, a trace showing the time sequence of worker movements and activities is desired to 
validate that one piece flow is properly implemented.  The trace is complemented by the 
average time for a worker to complete one loop of activity in the cell. 
 
The utilization of each workstation can be computed by dividing the value in the total time 
column in station 1 by the takt time.  The result can be compared to the utilization estimated by 
the simulation.  The number of parts waiting to be unloaded should be 0 or 1.  This value can be 
observed in the simulation.  Thus, two pieces of validation evidence can be obtained. 
 
The design of the simulation experiment is shown in Table 3. Since the cell is assigned a certain 
volume of work each day, an experiment of duration one work day (920 minutes) is used. 
Twenty replicates are used.  Random number streams are needed for worker walking time as 
well as the time between arrivals. 
 
Initial conditions that reflect the principle of one piece flow are appropriate. Thus, there is one 
part at each station initially. The part is placed in the WaitUnload inventory.  
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Table 3: Simulation Experiment Design for the Manufacturing Cell 
Element of the Experiment Values for This Experiment 
Model Parameters and Their Values 1. Time between arrivals (random or constant) 
2. Number of workers (2 or 3) 
Performance Measures 1. WIP in the cell 
2. WIP at RM 
3. Utilization 
4. Number waiting to unload 
5. Number of parts completed 
6. Worker loop traversal time 
Random Number Streams 1. Worker walking time 
2. Time between arrivals 
Initial Conditions One part at each station 
Number of Replicates 20 
Simulation End Time 920 minutes (one day) 
 
First consider validation information based on the simulation results for the case when 2 workers 
are used.  For both the time between arrivals being constant and the time between arrivals being 
exponentially distributed, the maximum number waiting to be unloaded at each station is 1.   
 
The utilization validation tab of the accompanying spreadsheet shows the utilization for each of 
the two times between arrival cases along with the utilization computed from the total time 
column in Table 1 and the takt time.  For constant times between arrivals, the computed utilization 
and the utilization estimated from the simulation are the same to three digits.  For the exponential 
times between arrivals case, the 99% confidence intervals estimated for the utilization for every 
workstation contain the computed utilization.  Thus, validation evidence is obtained. 
 
Next consider the number of parts in the cell as well as the number of parts in the raw material 
inventory.  The simulation results are shown on the inventory analysis tab of the accompanying 
spreadsheet.  In all replicates for both constant times between arrivals and exponential times 
between arrivals the maximum WIP in the cell is 8, the sum of the number of machines and the 
number of workers.  This is the desired result.  For constant times between arrivals the 
maximum number of parts in the raw material inventory is 1.  For exponential times between 
arrivals, the 99% confidence interval for the average maximum number in the cell is (18.1, 35.8).  
Thus, waiting parts are kept in the raw material inventory and out of the operational part of the 
work cell. 
 
Finally, consider the cycle time of a worker on the worker’s walking path.  This includes waiting 
time for a part in the raw material inventory by worker 1 and waiting time for an unloaded part 
at station 2 by worker 2.  The throughput of the cell is of interest as well.  Recall that the target 
throughput is 1000 pieces per 920 minute work day.   
 
The simulation results are shown on the worker throughput analysis tab of the associated 
spreadsheet.  For constant time between part arrivals, the throughput is exactly 1000 and the 
cycle time of each worker is equal to the takt time, which is the time between arrivals.  This is a 
good result.  No impact of the random walker walking time is seen. 
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For exponentially distributed time between part arrivals, the average throughput is slightly less 
than 1000 and the average cycle time of each worker is slightly greater than the takt time.  
However, these results are not statistically significant as the 99% confidence interval for the true 
mean contains 1000 for the throughput and contains 55.4, the takt time, for the cycle time of 
each worker.  Moreover, the average cycle time for each worker in 13 of the 20 replicates is 
greater than the takt time.  Thus, some lessening of the throughput is expected. 
 
Thus, it can be concluded that the exponential time between arrivals tends to lessen the 
throughput.  Some times between arrivals are longer than the takt time.  Thus, worker 1 must 
wait for the part to arrive at the raw material inventory.  Thus, worker 1 can’t traverse the work 
loop 1000 times in the work period.  This is illustrated by the worker 1 action trace shown in 
Table 4.  The worker arrives at RM at time 53.28 seconds but must wait until time 94.60 seconds 
for a part to arrive, about 41 seconds.  The remaining worker actions are completed from time 
94.60 seconds to time 145.65 seconds when the worker returns to RM, about 51 seconds which 
is less than the takt time.  The entire worker trace action file is accompanying. 
  
Table 4: Worker 1 Action Trace 
Simulation Time Worker Workstation Action 
53.28 Worker1  RM  Arrive 
94.60 Worker1  RM  Start 
98.60 Worker1  RM  End 
101.79 Worker1  M1  Arrive 
101.79 Worker1  M1  Unload Start 
104.79 Worker1  M1  Unload End 
104.79 Worker1  M1  Initialize Start 
112.26 Worker1  M2  Arrive 
112.26 Worker1  M2  Unload Start 
116.26 Worker1  M2  Unload End 
116.26 Worker1  M2  Initialize Start 
125.16 Worker1  M6  Arrive 
128.43 Worker1  M7  Arrive 
128.43 Worker1  M7  Unload Start 
131.43 Worker1  M7  Unload End 
131.43 Worker1  M7  Initialize Start 
138.85 Worker1  FG  Arrive 
143.85 Worker1  FG  End 
145.65 Worker1  RM  Arrive 
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The impact of having three workers on throughput and the maximum level of the raw material 
inventory needs to be assessed.  This is only relevant for the exponentially distributed time 
between arrivals case.  For the constant time between arrivals case, the desired throughout of 
1000 was achieved and raw material maximum inventory was 1.  The responsibilities of the 
three workers were discussed above.   
 
The simulation results are shown on the associated spreadsheet on the throughput raw 
comparison tab.  The throughput increases by an average of 7.8 parts when 3 workers are used.  
The paired-t test indicates that this difference is statistically significant.  The maximum raw 
number in the raw material inventory decrease by about 50% from about 27 to about 18, a 
difference which is statistically significant. 
 
 
5. Summary and Conclusions 
 
The cell appears to work as designed when the time between arrivals is constant.   Random 
walking times appear to have no impact.  The throughput target of 1000 is reached.  The 
maximum WIP equals the number of machines plus the number of workers.  The maximum 
number in the raw material inventory is one. 
 
Exponentially distributed times between arrivals result in large maximum WIP levels. Controls 
placed on cell operations, in particular requiring a worker to wait for a part before walking to 
the next station, resulted in the all of the excess WIP residing in the RM. Thus, the cell appears 
to be capable of operating effectively even in the presence of random variation in part arrival. 
 
Increasing the number of workers from two to three reduces the maximum number of parts in 
the raw material inventory by about 50%.  The throughput increases slightly by less than 1% 
 
The model and analysis of the one piece flow system shows the amount of detail that can be 
included in a simulation model such as walking times and parallel activities by workers and 
machines.  Multiple processes coordinated through the use of state variables such as the raw 
material inventory level, the number of parts waiting to be unloaded and the number of parts 
processed by one worker and waiting for another are employed.  Simulation produces a wide 
variety of results specific to the one piece flow model including a step-by-step report of worker 
movement (trace), worker cycle time through the walking path, and inventory levels as well as 
more universal measures of performance such as utilization.  Examination of these results allows 
the design of the one piece flow system to be validated. 
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One Piece Flow 
Writing 
 
Consider the injector production system analyzed by Grimard, Marvel, and Standridge (2005).1 
 
An injector is produced in two steps:  assembly and calibration.  The calibration area is a “clean room”.  
There is a sally port between the assembly and calibration areas.   
 
The cycle time in the assembly area to produce one batch of 24 parts is normally distributed with a mean 
of 81.6 minutes and a standard deviation of 1 minute.  Each batch is placed on its own WIP cart.  To control 
work in process, the number of WIP carts is limited to the fewest number need to avoid constraining 
throughput.  A batch is only produced if a WIP cart is available.   
 
Each batch of injectors must be cured for 24 hours after assembly before entering the sally port.   Each 
such cart waits in a large area in the assembly area until curing is completed and there is space in the sally 
port.  
 
Only one WIP cart can be in the sally port at a time.  The sally port serves as the raw material inventory 
area for the calibration area.  When a WIP cart enters the sally port the raw material inventory increases 
by 24.  When the last part is taken from the WIP cart, the empty cart is removed from the sally port and 
a full cart enters the sally port. 
 
The calibration area consists of four workstations labeled W1, W2, W3, and W4.   Using the concepts of 
one piece flow, a worker processes one part at a time by performing each manual operation at each 
station as well as walking a part between stations.  The worker is not needed for automated operations 
and thus is free to do other tasks. 
 
At workstation W1, the worker initiates the injector in 25 seconds.  The workstation performs an 
automated test in 10 seconds.  Finally, the worker removes the part in 5 seconds.   
 
A manual operation is performed at workstation W2.  The cycle time is triangularly distributed with 
minimum 4.0 minutes, mode 5.0 minutes, and maximum 7.8 minutes.  Thus, the average cycle time is 5.6 
minutes ( = [4.0 + 5.0 + 7.8] / 3).   
 
At workstation W3, the worker initiates the part in 5 seconds.  An automated operation is performed in 
4.1 minutes.  The worker removes the part in 2 seconds.   
 
Workstation W4 is a packing operation performed by the worker in 5 seconds. 
 
  
                                                          
1 Grimard, C., J. H. Marvel, and C. R. Standridge. 2005. Validation of the Re-Design of a Manufacturing 
Work Cell Using Simulation.  Proceedings of the 2005 Winter Simulation Conference, (M. E. Kuhl, N. M. 
Steiger, F. B. Armstrong, and J. A. Joines, Editors), 1386-1391.  Retrieved May 11, 2019 from:  
https://informs-sim.org/wsc05papers/170.pdf.    
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The calibration area is served by one worker.  Worker walking times in seconds between stations are as 
follows: 
 
Station W1 W2 W3 W4 
W1 0 3 7 10 
W2  0 4 7 
W3   0 3 
W4 20   0 
 
The injector production system begins work anew each week.  So the system is empty and idle at the start 
of each week.  The week consists of 120 hours of constant production followed by 48 hours of idle time. 
 
Objective:  Determine the minimum number of WIP carts required to maximize throughput.    Generate a 
trace of worker tasks to validate the model. 
 
Step 1:  Preliminary Analysis 
 
1. You are welcome to read the paper by Grimard, Marvel, and Standridge (2005).  However, the 
modeling approach described in the paper, while valid, is more complicated than the current 
thinking about modeling one piece flow that was presented in the learning module. 
 
2. First consider the structure of this system.   
a. The WIP carts are a natural CONWIP system.  Thus, finding the number of WIP carts is 
equivalent to setting the CONWIP limit.  The CONWIP system encloses the assembly area, 
including its waiting area, and the sally port. 
b. Within this first CONWIP system, the sally port forms a second CONWIP system with 
CONWIP limit equal to 1. 
 
3. Write down the sequence of tasks for the calibration area worker.  Compute the average time for 
one loop around the cell.  Exclude the time for automated operations. 
 
4. Compute the expected number of WIP carts needed to maximize throughput.  Consider that each 
WIP cart waits for 24 hours for curing.  Thus, an equivalent question is how many trips around the 
calibration area can a worker make in 24 hours, on the average?  This is equal to the number of 
parts that can be produced, on the average, in 24 hours.  Thus, the number of WIP carts can be 
determined. 
 
5. The calibration area operates four days per week given the 24 hour curing time after assembly.  
Given the answer to number 4, what is the expected number of injectors produced per week? 
 
Deliverables: An Excel workbook with the answers to questions 2 -5 above.  
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Step 2:  Modeling 
 
1. One possibility is to organize the model into four processes 
a. Assembly, curing, and sally port 
b. Calibration 
c. Automated operation at W1 
d. Automated operation at W3 
2. Determine how to model arrivals to the assembly process.  Consider that the only constraint on 
assembling injectors is the number of WIP carts.  Thus, the time between arrivals of an “order” to 
assembly a WIP cart loaded with 24 injectors could be 81.6 minutes, the average assembly time. 
3. The assembly process can be modeled as a single workstation including the entry to the CONWIP 
system surrounding the assembly area and the sally port. 
4. The sally port is modeled as a CONWIP system.  As soon as a WIP cart enters the sally port, the 
raw material inventory is increased by 24. 
5. The calibration area is modeled as a one piece flow system as described in the learning module. 
a. There is one arrival to the calibration area, the worker who arrives at time zero. 
b. When the number of injectors in the raw material inventory becomes zero, the WIP cart 
exits both CONWIP systems. 
6. In Automod, the initial value of variables is set in the model initialization function.  In addition, 
the trace file is opened and the file handle obtained.  The model initialization function is processed 
once and before anything else in the simulation.  The model initialization function is entered in a 
source file called logic.m.  This file is created by selecting source files and then New.  For this 
model, there should be two injectors initially in the calibration area, one waiting to be unloaded 
from each of the automated machines.  The model initialization function follows. 
 
begin model initialization function 
// open trace file 
// V_TraceFile contains the file handle and is of type file pointer. 
 open "WorkerTrace.csv" for writing 
  save result as V_TraceFile 
 
// set initial number waiting to unload 
 set V_WaitUnload1  =  1 
 set V_WaitUnload1  =  1 
 
// set initial WIP 
 set V_WIP = 2 
 
 return true 
 
end 
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7. The trace file is created as a comma separated value file that can be viewed and processed with 
Excel.  This allows the file to be sorted as needed to view the trace by workstation or by worker 
(if there was more than 1) for example.     
 
An example Automod statement to write to the trace file follows. 
 
print clock, ",Worker1, RM, Arrive"  to V_TraceFile 
 
The first field (column A in Excel) is the simulation time given by clock.  A text string follows.  The 
first comma tells Excel that the next value (Worker1) goes in column B.  This value is followed by 
a comma, the name of the workstation (RM), another comma, and the action at the workstation 
(Arrive).  Thus, the trace file is created. 
Deliverables:  The archived version of the simulation model.  The trace is optional at this step.  It could 
be added to the working model in the verification and validation step. 
Step 3: Verification and Validation 
 
1. Using the utilization of the stations in the calibration area for validation and verification is 
somewhat complex.  Due to the curing time, the calibration area does no work for 24 of 120 hours.  
Thus, the utilization is zero for 20% of the simulation time. 
2. Verification and validation evidence can be obtained based on the throughput.  The throughput 
should increase as the number of WIP carts increases. 
3. The trace of worker movement provides verification and validation evidence as well. 
4. The number of parts waiting to be unloaded at stations 1 and 3 should always be either zero or 1.  
One way of confirming this is to tabulate these two values.  The maximum should be 1 and the 
minimum zero (or maybe one). 
5. The expected number of injectors completed was computed in the preliminaries.  The actual 
number completed should be at about the same. 
 
Deliverables:   
 
1. The trace file of worker movement.  This file is located in the same directory as the .arc and .dir 
folders. 
2. A word file with verification and validation evidence based on the items in points 2, 4, and 5 as 
well as a discussion of the worker movement recorded in the trace file. 
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Step 4: Experiment Design 
 
1. Specify the experimental strategy for determining the number of WIP carts.  Use the standard 
table, included here for convenience. 
 
Element of the Experiment Values for This Experiment 
Model Parameters and Their Values  
Performance Measures  
Random Number Streams  
Initial Conditions  
Number of Replicates  
Simulation End Time  
 
2. Determine the minimum number of WIP carts needed to maximize the throughput.  This could 
be a graph of the throughput vs the number of WIP carts with confidence intervals included. 
 
Deliverables: 
1. An Excel file with the appropriate simulation results. 
2. A word file with the answers to questions 1 and 2. 
 
Learning Module 
Flexible Manufacturing Systems 
July 2019 
Pre-requisites: Validation and Verification 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Build simulation models of flexible manufacturing systems 
2. Design and conduct deterministic simulation experiments to help determine the number of 
machines and to help assess alternative machine configurations 
3. Explain how flexible manufacturing systems work 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Watching:  
a. Read the document describing Flexible Manufacturing Systems 
b. Read the associated paper: Browne, J., D. Dubois, K. Rathmill, S. Sethi, and K. Stecke.  
1984. Classification of flexible manufacturing systems.  The FMS Magazine. 2.  Retrieved 
on August 16, 2019 from 
https://www.researchgate.net/publication/242625866_Classification_of_Flexible_Manu
facturing_Systems 
 
2. Writing: Use a simulation model and experiment, along with verification and validation, to 
evaluate alternative flexible manufacturing system configurations and determine the number of 
machines required. 
 
3. Discussing: None 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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Flexible Manufacturing Systems 
 
1. Introduction 
 
Consider a manufacturing facility that is required to produce multiple part types.  Demand is 
insufficient to warrant a dedicated work cell for any part type.  However, demand for all part types 
together is sufficient to potentially justify automating the production process. 
 
What is needed in this case is a flexible manufacturing system (FMS).  Such a system operates 
efficiently and cost effectively regardless of the mix of part types produced.  It is comprised of 
flexible machines that perform a range of operations on a variety of parts with only minor setup 
required when switching between part types.  Such machines must be programmable or 
computer numerically controlled (CNC).  They must be capable of storing, automatically setting 
up (loading), and using a variety of tools.  A new part type could be introduced without significant 
additional capital investment, at least if it was sufficiently similar to existing part types. 
 
An FMS requires automated material handling capabilities to move parts between machines as 
well as into and out of the system.  An FMS must be highly automated and thus requires co-
ordinated, computer based control. 
 
The initial capital cost of an FMS is high relative to a work cell dedicated to a single part.  This 
investment is worthwhile if the FMS can effectively produce a mix of part types more economically 
than can a set of dedicated work cells, one per type of part.  A flexible manufacturing system could 
have as many as 20 machines.  A system consisting of one or two flexible machines is called a cell. 
 
An FMS operates in a similar manner to a work cell.  A part arrives to a single load-unload station 
where it is attached to a fixture that is mounted on a pallet.  More than one part could be attached 
to the fixture.  Parts need not be batched by type upon arrival since machines are able to adapt 
to processing different part types with relatively little setup time.  Measuring the WIP is important 
since the WIP level is proportional to the number of pallets and fixtures needed. 
 
Since machines are flexible, more than one machine can perform each operation the part 
requires.  Thus, breakdowns do not hamper the operation of an FMS to the same degree as for a 
dedicated work cell.   
 
Browne et al. (1984) provide a classification scheme for FMS’s which is summarized below.  
Reading the entire paper is recommend.1   
 
Table 1 summarized the eight types of FMS flexibilities identified by Brown et al. (1984) along with 
how each is measured and some thoughts on how attainable each is. 
 
 
                                                                    
1 Browne, J., D. Dubois, K. Rathmill, S. Sethi, and K. Stecke.  1984. Classification of flexible 
manufacturing systems.  The FMS Magazine. 2.  Retrieved on August 16, 2019 from 
https://www.researchgate.net/publication/242625866_Classification_of_Flexible_Manufacturin
g_Systems.  Also retrieved December 9, 2019 from 
https://www.academia.edu/502998/Classification_of_flexible_manufacturing_systems.  
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Table 1:  Summary of Flexibility in an FMS system. 
Type of Flexibility Measured Attainability 
Machine:  The ease of making 
changes to produce a new 
part type 
Cycle time to replace tooling; 
Setup of time to switch from 
part type to another 
Sophistication of tool-loading 
and part-loading. 
Process: The mix of part types 
that can be made 
Number of part types that can 
be simultaneously processed 
without batching 
Machine flexibility 
Product:  The ability to switch 
to a new product mix 
Time to switch between 
product mixes 
Automated production 
planning and control 
Routing:  Each operation can 
be performed on more than 
one machine 
Production rate is not 
lowered significantly in the 
face of breakdowns 
Automated re-routing of 
parts. 
Volume:  Profitably operated 
at different demand levels 
Smallest level of demand that 
is profitable 
Multi-purpose machines, 
automated material handling 
Expansion: Adding machines 
as needed to meet demand 
Maximum number of 
machines in the FMS 
Flexible machining cells, 
flexible material handling 
Operation:  Ordering of 
operations can be changed 
Sequence of operations 
depends on the current 
system state 
 
Production:  The part types 
that can be made.   
Level of existing technology To what degree can system 
technology be increased. 
 
The following videos provide an introduction to and examples of flexible manufacturing systems. 
 
Engineering of a flexible manufacturing system with requirements:  
https://www.youtube.com/watch?v=z2xJIrZQuJg  
 
Example flexible manufacturing systems: 
https://www.youtube.com/watch?v=Br2eEpiiwvU 
 
https://www.youtube.com/watch?v=BiOzGlaAE_8 
 
2. Analysis of an Example FMS 
 
One aspect of the design of an FMS is the scheduling of parts on specific machines.  In this 
example, the assignment of parts to machines using an optimization algorithm is compared with 
the use of a heuristic dynamic scheduling rule.  The performance measure of interest is the total 
time to produce a given number of parts. 
 
Consider the following flexible manufacturing cell that consists of three types of flexible machines.  
Each type of machine performs a different set of operations.  The cell must process three part 
types.  Each operation required by a part type uses one particular tool and can be performed on 
any of multiple machine types.  Not all machine types can perform all operations on all part types.  
Operation times vary by machine type.  A tool is loaded on one of the machines at a time and may 
be moved between machines as needed.   
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Figure 1 shows the system completely idle before a production run is made.  Tool bins hold the 
tools currently assigned to each machine.  The state of each machine, in terms of the type of part 
being processed, is shown.  The system contains two type A machines, two type B machines, and 
one type C machine. 
 
Production of 240 parts in one day is of interest.  Parts arrive in batches of 24 every 75 minutes 
starting at the beginning of the day.  The mix of part types in each batch is the same: 4 of type 1; 
10 of type 2; and 10 of type.   
 
Type A Machine                  Type B Machine               Type C Machine
Machine Busy Part  1 Machine Idle
Machine Busy Part 2 Machine Busy Part  3
Tool
Bin
A B C
Part Buffer
A B
 
Figure 1:  Example Flexible Manufacturing Cell 
 
Management wishes to minimize the makespan for the 240 parts as well as in-process inventory.   
Recall that the in-process inventory level is proportional to the number of fixtures and pallets the 
FMS requires.  The lead time for parts in the FMS is of interest.  The utilization of each machine is 
important. 
 
Part and tool movement between machines requires 30 seconds.  Machine setup time is minimal 
and can be ignored. 
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Table 2 presents the operation time data. 
 
Table 2:  Operation Times for the FMS System 
   Operation Time (Min)  
Part 
Type 
Parts to 
Produce / Day 
Operation 
ID 
Machine 
Type A 
Machine 
Type B 
Machine 
Type C 
Tool 
1 40 1 12 11 10 A 
  2 13 15  B 
  3 14 14  C 
       
2 100 1 2 4  A 
  2 2 6 6 C 
       
3 100 1 4   D 
  2 5  8 E 
  3   4 F 
 
The method for assigning a part operation, as well as the tool required by that operation to a 
machine, must be determined.  Two schemes are proposed. 
 
1. Assign the part operation and tool to the IDLE machine with the shortest processing time 
for that operation at the time the part is ready to begin the operation.  (Dynamic 
Scheduling). 
2. Assign each part operation to one and only one machine type using the machine loading 
heuristic in Askin and Standridge (1993), pp. 144-153. 
 
Regardless of the scheme used, movement of parts and tools between machines will be 
minimized.  The subsequent operation on a part will be performed on the same machine as the 
current operation if subsequent operation is allowed on that machine and the required tool is 
already loaded on the machine.  Whether the same machine can perform the subsequent 
operation will be determined when the current operation is completed. 
 
Note that the first scheme uses any machine that can perform the operation on a part.  It selects 
between IDLE machines based on operation time, smallest time first.  It seeks to avoid part waiting 
and to minimize the waiting time for each operation. 
 
The second scheme seeks to balance the work load among the machines.  It will make a part wait 
for its assigned machine type even if a machine of another type is IDLE and could process the part. 
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The priority order of machines for each operation on each part type using the dynamic scheduling 
approach with the machine having the shortest processing time given priority is shown in Table 
3, which directly results from the data in Table 2. 
 
Table 3:  Machine Priority -- Shortest Processing Time First Scheme 
Part Type Operation ID First Priority Second Priority Third Priority 
1 1 C B A 
 2 A B  
 3 B A  
     
2 1 A B  
 2 A C B 
     
3 1 A   
 2 A C  
 3 C   
 
The machine loading heuristic of scheme 2 seeks to equalize the workload between machine 
types.  Results of applying the optimization algorithm to assign operations to machine types are 
given in Table 4. 
 
Table 4:  Machine Priority -- Equalize Workload Among Machine Types Scheme 
Part Type Operation ID First Priority Second Priority Third Priority 
1 1 C   
 2 B   
 3 B   
     
2 1 A   
 2 A   
     
3 1 A   
 2 A   
 3 C   
 
Note the difference between the two schemes.  The first priority machine type for each is the 
same, except for operation 2 on part type 1.  In the first scheme, a part proceeds to a second or 
third priority machine if the first priority machine is busy.  In the second scheme, a part simply 
waits if the first priority machine is busy. 
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3. The Simulation Model 
 
The model includes arrivals of batches of parts as well as decomposing the batches into individual 
parts.  Thus, arriving entities represent batches of parts and subsequent entities represent parts.   
The part entities have the following attributes: 
 
ArrivalTime = Time of arrival to the FMS 
PartType =  Part type 
Machine =  Machine used in current operation 
Tool =    Tool used in current operation 
OpTime =  Operation time for current operation = f(machine used) 
CurrentOp =  ID number of the current operation (1, 2, 3) 
 
The model of an operation on a part requires two resources, one representing a machine and the 
other a tool.  Movement between machines must be included in the model both for parts and 
tools.  A procedure to select the machine to perform an operation on a part is included as well as 
a second procedure to determine whether the machine on which a part currently resides can 
perform the next operation.   
 
Each tool resource has an attribute: ToolLocation = The machine on which it currently resides. 
 
The arrival process follows. A batch of 24 parts arrives every 75 minutes.  Ten batches arrive in 
total.  Each batch is separated into component parts: 4 of type 1, 10 of type 2, and 10 of type 3.  
Each part is sent to a process that models the first operation that is performed on it.   
 
Process BatchArrival 
begin 
set  ArrivalTime = Clock // arrival of a batch of 24 parts 
set  CurrentOp  =  1 
set  PartType = 1    // type 1 parts  
clone  4 to OpFirst 
set  PartType = 2    // type 2 parts 
clone 10 to OpFirst 
set  PartType = 3    // type 3 parts 
clone 10 to OpFirst 
end 
 
Each part requires either two or three operations.  The processes for each of the operations are 
similar but not identical.  Each includes two essential steps:  the transportation of the part and 
tool to the machine, if required, followed by the actual operation on the part.  Two resources, a 
machine and a tool, are required.  Which machine is determined by the machine assignment 
scheme employed.     
 
At the beginning of the model of the first operation, the machine selection procedure is used to 
determine if the required tool is available.  If so, the procedure determines if any machine is 
available to process the part and if so which one should be employed.  The machine selection 
procedure is as follows: 
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MACHINE SELECTION PROCEDURE (OPERATION_NUMBER, PART_TYPE) 
{ 
IF THE REQUIRED TOOL RESOURCE FOR THE PART_TYPE FOR 
OPERATION_NUMBER IS IN THE IDLE STATE 
   { 
    FOR EACH MACHINE TYPE IN PRIORITY ORDER 
    { 
     IF ANY MACHINE OF THAT TYPE IS IN THE IDLE STATE 
     { 
      Machine = RESOURCE ID OF SELECTED MACHINE 
      Tool    = RESOURCE ID NUMBER OF REQUIRED TOOL 
      OpTime  = OPERATION TIME FOR PART FOR OPERATION_NUMBER 
      RETURN 
     } 
    } 
   } 
} 
 
If the required tool is not free or no machine is available to perform the operation, the part must 
wait in an inventory.  There is one inventory for each of the three operations.  When a tool or 
machine resource becomes free, the model will search each inventory to find a part to process. 
 
If the required tool and a machine are available to process the part, the tool and machine 
resources enter the busy state.  Part entity attributes are assigned the name of the tool and 
machine as well as the process time for the operation on the selected machine.  A time delay to 
move the tool and or part to the selected machine is incurred.  The tool attribute recording its 
location (ToolLocation) is assigned the name of the selected machine.  The operation is performed 
on the part.  When the operation is completed, the tool resource enters the IDLE state.  The lists 
of part entities waiting for operations 1, 2 or 3 are searched and the processing of another part is 
begun if possible. 
 
The model of the first operation follows. 
 
Process OpFirst 
begin 
 increment WIPCount by 1   // Add one to number of parts in FMS 
 MachineSelection (CurrentOp, PartType) 
 If Machine is Null then Add entity to list Op1List 
 else begin 
   // Perform first operation 
   get Tool 
   get Machine 
   set  ToolLocation (Tool) = Machine 
   wait  for 30 seconds  // Tool and part movement 
   wait  for OpTime       //  Perform operation 
               free Tool 
   SearchforNextPart   // Procedure to search all lists for next part to use tool 
  end 
 send  to OpSecond 
end 
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The model of the second operation begins by determining if the part can remain on the same 
machine using the subsequent machine procedure.  This will be the case if the machine is able to 
perform the operation and the tool required for that operation is available.     
 
SUBSEQUENT MACHINE PROCEDURE (OPERATION_NUMBER, PART_TYPE,           
CURRENT_MACHINE) 
{ 
IF THE REQUIRED TOOL RESOURCE FOR OPERATION_NUMBER ON THIS PART IS 
IN THE IDLE STATE 
  { 
IF THE REQUIRED TOOL RESOURCE FOR OPERATION_NUMBER ON PART_TYPE 
IS LOADED ON CURRENT_MACHINE AND CURRENT_MACHINE CAN PERFORM 
OPERATION_NUMBER ON THIS PART_TYPE 
   { 
    THE REQUIRED TOOL RESOURCE ENTERS THE BUSY STATE 
    Tool = RESOURCE ID NUMBER OF REQUIRED TOOL 
    OpTime = OPERATION TIME FOR PART_TYPE FOR OPERATION_NUMBER 
   } 
  } 
}  
 
If the part cannot remain on the machine used for the first operation, the resource modeling this 
machine enters the idle state.  The lists of part entities waiting for operations 1, 2 or 3 are 
searched and the processing of another part is begun if possible.  The machine selection 
procedure is used to attempt to find a machine to process the part entity completing the first 
operation in the same way as was done for the first operation. 
 
If the second operation can be performed on the same machine as the first, the tool resource for 
this operation enters the busy state, the operation is performed, and the tool resource enters the 
idle state.  The lists of part entities waiting for operations 1, 2 or 3 are searched and the processing 
of another part is begun if possible.  Type 2 parts do not require a third operation.  Thus, at the 
end of the second operation, the machine resource processing a type 2 part enters the idle state 
and the search of the lists of waiting parts is conducted.  The model the second operation follows.  
The model of the third operation is similar to the model of the second operation. 
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Process OpSecond 
begin 
 set  CurrentOp = 2 
SubsequentMachine (CurrentOp, PartType, Machine) 
 If Tool is Null then 
 begin 
  // Move to another machine 
  Free Machine 
  SearchforNextPart   // Procedure to search all lists for next machine to use tool 
  MachineSelection (CurrentOp, PartType)    // Find another machine  
  If Machine is Null then Add entity to list Op2List 
 else begin 
   // Perform second operation on another machine 
   get Tool 
   get Machine 
   set  ToolLocation (Tool) = Machine 
   wait  for 30 seconds  // Tool and part movement 
   wait  for OpTime       //  Perform operation 
               free  Tool 
   SearchforNextPart   // Procedure to search all lists for next part to use tool 
  end 
 end  
 else begin 
   // Perform second operation on current machine 
   get  Tool 
   wait  for OpTime       //  Perform operation 
                free Tool 
   SearchforNextPart   // Procedure to search all lists for next part to use tool 
  end 
 send to OpThird 
end 
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4. Simulation Experiment 
 
The simulation experiment will determine both the makespan for the 240 parts as well as the 
number of pallets and fixtures required.  The latter can be accomplished by measuring the number 
of parts in the FMS as was previously discussed. 
 
The design of the simulation experiment is summarized in Table 5  We are interested in the time 
to produce 240 parts.  Thus, a terminating experiment with initial conditions of no parts in the 
system is appropriate.  Since no quantities are modeled using probability distributions, no random 
number streams are needed and one replicate is sufficient.  The two schemes for assigning parts 
to machines identified above are to be simulated.  Performance measures have to do with the 
time to complete production on 240 parts, the lead time for parts, the number of parts in the FMS 
(WIP), and the utilization of the machines. 
 
Table 5:  Simulation Experiment Design for FMS Machine Loading 
Element of the Experiment Values for This Experiment 
Type of Experiment Terminating 
Model Parameters and Their Values Machine load scheme used: 
1.  Available machine with the shortest processing 
time 
2.  Machine loading heuristic from Askin and 
Standridge 
Performance Measures 1.  Time to produce 240 parts 
2.  Number of parts in the FMS (WIP) 
3.  Part Lead Time 
4.  Machine Utilization 
Random Number Streams None 
Initial Conditions Empty buffers and idle stations 
Number of Replicates 1 
Simulation End Time  Time to produce 240 parts 
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Results are shown in Table 6. 
 
Table 6:  Simulation Results for FMS Machine Loading 
 Loading Scheme 
Performance Measure Shortest Processing Time 
First 
Balance Machine Type 
Workloads 
Makespan (Minutes) 1099 900 
WIP – 
     Average 
     Maximum 
 
30.8 
 63     
 
46.2 
86 
Lead Time (Minutes) – 
     Average 
     Standard deviation 
 
141 
114 
 
173 
74 
Machine Utilization – 
     Type A 
     Type B 
     Type C 
 
69.5% 
72.5% 
70.0% 
 
82.8% 
67.5% 
96.0% 
 
The makespan for the balance machine type workloads approach is 199 minutes less than for the 
shortest processing time first approach.  The former approach results in higher utilizations for 
machine types A and C as well as a lower utilization for machine type B.  Recall that operations 
were assigned to machine types A and C instead machine type B since the operation times for 
machine type B most often were higher than for the other two types. 
 
Recall from the VUT equation that increasing the utilization results in a longer lead time at a 
station.  Thus, it could be expected that the balance machine type workloads approach would 
have a longer lead time than the shortest processing time first approach.  In addition, Little’s Law 
indicates that the WIP is proportional to the lead time and thus could also be larger.  However, 
the balance machine type workloads scheme reduces the standard deviation of the lead time. 
 
The maximum number of parts in the FMS is higher under the balance machine type workloads 
approach.  This means that more fixtures and pallets are required using this approach. 
 
5. Summary 
 
This case study shows how ad hoc operating rules, such as use the idle machine with the shortest 
processing time, are often inferior to operation rules developed using formal models.  Simulation 
is used to test alternative rules and quantify the difference in their effects.  Because systems are 
complex, simulation is needed even when such system operating models are deterministic.  
Complexity arises from the concurrent use of multiple resources such as tools and machines as 
well as the ability of resources such as machines to serve multiple tasks.   
1 
Flexible Manufacturing Systems 
Assignment 
 
A flexible manufacturing facility must produce 1680 parts of one type per 80-hour production 
week (Wortman and Wilson 1984; Kleijnen and Standridge 1988).  The part flow through the 
facility is follows. 
1. Parts arrive to the facility from a lathe at a constant rate of 21 per hour. 
2. Parts require three operations in the following sequence: Op10, Op20, and Op30. 
3. A part is washed before and after each operation. 
 
Each operation can be performed either by a fixed machine or a flexible machine.  A fixed machine 
can perform one and only one of three operations but a flexible machine can perform any of the 
three operations.  Parts are moved between machines and the wash station by a single automated 
guided vehicle (AGV).  The AGV system transports parts with little or no human assistance.  The 
vehicle picks up loads at designated pick-up points and transports them to designated drop-off 
points.  Each pick-up and drop-off point is associated with a machine or work station.  A computer 
assigns material movement tasks to the AGV and monitors the vehicle position.  The AGV moves 
in one direction on a fixed track around the center of the system. 
 
Operation processing times are 14.0, 5.0, and 8.0 minutes respectively for Op10, Op20, and Op30.  
Washing time is 18 seconds. 
 
AGV travel time is 20 seconds around the entire loop.  The following table shows AGV travel time 
between each pair of workstations in seconds. 
 
 Wash Station OP 10 OP 20 OP 30 Flexible 
Wash Station 0 5 9 15 11 
OP10 5 0 4 10 6 
OP20 9 4 0 15 11 
OP30 15 10 15 0 16 
Flexible 11 6 11 16 0 
 
The following figure gives an overview of the system at the beginning of the production period 
with all machines idle and no parts in the system.  Part movement by the AGV is indicated.  The 
particular operation performed by each machine is displayed. 
 
There is no WIP storage at the OP10, OP20, OP30 or Flexible machine workstations.  All WIP 
storage is at the wash station. 
 
Management wishes to operate this system with either all fixed or all flexible machines.  The 
primary performance measure is lead time.   
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Operation 10 Machines
Operation 30 Machines
Flexible
Machines
Operation 20
Machines
Wash
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From
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Op. 10               Op. 20
Op. 30               Idle
 
 
System Overview 
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Preliminaries 
 
1. First review the results of the simulation analysis presented in the reading. 
a. Tell why the standard deviation of the time parts spend in the FMS (lead time) is 
greater than 0 since there are no random variables in the model. 
b. Is it proper to compute a t-confidence interval for the mean part lead time?  Why 
or why not? 
c. Defend the use of the shortest processing time first loading scheme based on the 
simulation results shown in Table 5. 
 
2. Determine the number of machines of each type required.  This requires estimating the 
utilization of each workstation and making some allowance for a lack of WIP storage.  This 
means a machine is not idle until the AGV arrives to pick up a completed part and while 
waiting for the AGV to bring the next part. 
a. First consider that only fixed machines are employed. 
i. How many Op10 machines are needed? 
ii. How many Op20 machines are needed? 
iii. How many Op30 machines are needed?  
b. Next consider that only flexible machines are employed.  How many flexible 
machines are needed? 
 
3. Make a list of the processing steps for a part, including transportation by the AGV.  Allow 
for the lack of WIP storage at the workstations.  That is the workstation must have at least 
one idle machine before the AGV can fetch a part from the wash station and move it to 
the workstation.  The machine remains not idle upon completion of the part until the AGV 
returns to move the part. 
 
Deliverables:  The answers to the above questions in a word document (1 and perhaps 3) and an 
Excel file (2 and perhaps 3). 
 
 
Model 
 
Develop two models of the flexible manufacturing system, one with fixed machines only and the 
other with flexible machines only.  Use the list of processing steps in item 3 as the outline of the 
model.   
 
A variable is needed to keep track of the location of the AGV.  The transportation times should be 
stored in a 5 X 5 variable initialized in the model initialization function. 
 
Deliverables:  The exported version of each model. 
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Experimentation 
 
Conduct appropriate experiments to determine the lead time for each of the two possible 
machine configurations.  Document the experiments using the standard experiment design table. 
 
Also of interest is the percent of time machines are waiting for AGV movement.  The average time 
that machines waits for AGV movement can be tabulated in the model.  The total time is the 
average time multiplied by the number of observations. 
 
Deliverables:  The appropriate simulation results (Excel file).  The experiment design and 
discussion of simulation results (Word file). 
 
Verification and Validation 
 
The utilization of the each workstation computed in the preliminaries can be compared to that 
computed from the simulation with allowance given for the time a workstation waits for the AGV. 
 
Are 1680 accounted for at the end of the simulation run?  Are almost all of them completed? 
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Supplier Selection 
March 2018 
Pre-requisites: None 
Expected Time Requirement: 16-20 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Explain the supplier selection problem including the need to consolidate suppliers 
2. Make use of various methods to select among suppliers 
3. Build simulation models and employ simulation experiments to help set the parameters of 
supplier related logistics systems 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading: Read the Supplier Selection document 
 
2. Watching:  None 
 
3. Writing:  
a. Select among a set of suppliers using various methods as described in the instructions. 
b. Use a simulation model and experiment to set the parameters of a supplier logistics 
system as described in the instructions. 
 
4. Discussing: First write your own thoughts and then respond to another student.  Write at least 
200 words each time. 
 
Read the following paper:  Miller, G., J. Pawloski, and C. R. Standridge. 2010. A Case Study of Lean, 
Sustainable Manufacturing. Journal of Industrial Engineering and Management, 3(1) 11-32.  
Retrieved May 25, 2019 from: http://jiem.org/index.php/jiem/article/view/156/50  
 
This paper relates lean manufacturing to green manufacturing including minimizing the number 
of suppliers through a case study at Grand Rapids Chair. 
 
Share your thoughts on the paper.  In developing your thoughts, consider the relationship 
between lean and green manufacturing including minimizing the number of suppliers.  Would any 
of these ideas help where you work now or have worked in the past? 
  
5. Reviewing:  None 
 
6. Assessing:  Take the quiz.  
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Supplier Selection1 
1. Introduction 
All companies require raw materials or parts in order to produce a manufactured, finished product. Thus, 
a company must choose suppliers that can deliver raw materials or parts for the best value, meeting 
specifications, and on-time. The supplier selection process is the evaluative process to vet and compare 
suppliers in order to find those that can meet these criteria.  Generally, this task is completed by the 
purchasing department, or in some cases, by a supply chain manager. Multiple criteria can be, and perhaps 
should be, used to compare suppliers. However, sometimes companies may only use one or two criteria 
such as material cost and/or quality.  The criteria can be quantitative such as cost or qualitative such as 
reputation. 
There are many methods used to evaluate and rank suppliers given a set of criteria. The overall goal of 
the supplier selection process is to reduce the risk for the company of not meeting customer requirements 
while maximizing the value that they receive from the supplier. Often supplier selection is done 
subjectively without a systematically applied method and thus is inefficient. 
Some suppliers specialize in a few materials. Other suppliers are able to provide more than one material, 
component, or part for a company. It is generally preferred to have fewer suppliers providing more 
materials each, than many suppliers providing a few materials each as shown in Figure 1.  
 
Figure 1: Idealized Consolidation of Suppliers during the Supplier Selection Process 
Consolidating the number of suppliers reduces shipping, holding, and transportation costs by combining 
separate components or materials for shipment. For example, consolidating the supply of several parts to 
one supplier from several suppliers would reduce shipping, handing and transportation costs, but could 
also increase material costs or decrease quality. These tradeoffs need to be considered before making the 
decision to reduce or change the number of suppliers or the parts that each supplies. 
                                                          
1 Kathryn Christopher is the lead developer of this learning module. 
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2. Factors Affecting Supplier Selection 
It is difficult for one supplier to excel with respect to all evaluation criteria.  Therefore, it is necessary to 
determine a supplier’s strengths and weaknesses relative to the purchaser’s requirements. Both 
quantitative and qualitative criteria are used. Some of the common quantitative criteria are: 
• Cost of Material/Component 
• Shipping Costs/Transportation Costs 
• Handling Costs 
• Taxes/Regulatory Costs 
• Production Capacity 
• Punctuality of Delivery 
Some of the common qualitative factors are: 
• Service 
• Responsiveness 
• Business Structure 
• Reputation 
Commonly used supplier selection criteria are shown in Table 1. 
Table 1: Commonly referenced supplier selection criteria. 
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3. Methods for Supplier Selection 
There are several methods for using multiple criteria to select a supplier.  Each of these is discussed in 
turn. 
 
3.1 Simplified Ranking Method 
In the Simplified Ranking Method, the criteria are equally weighted criteria. The number of criteria is not 
limited. However, since the weights of all of the criteria are the same, only the most important criteria 
should be considered. An example is shown in Table 2. Since the criteria are weighted the same, there is 
no way to make one criteria more influential in the decision than another. This means that even if business 
structure is less important to a company than raw material costs, both business structure and material 
cost would have the same impact in selecting the supplier.  
 
Table 2: Example of the Simplified Ranking Method Applied to Supplier Selection 
Criteria Supplier 1 Supplier 2 Supplier 3 
Material Price 2 3 1 
Responsiveness 1 2 3 
Business Structure 3 1 2 
Quality 3 2 1 
Shipping Cost 3 1 2 
TOTAL 12 9 9 
 
Each supplier is rated using a number representing how it relates to the other suppliers for each criterion. 
Suppose there are three suppliers being compared. Thus, each is rated as 1 (worst), 2 (middle), or 3 (best) 
for each criteria.  It is important to consider that the ranking is ordinal and subjective. There is no way to 
show how much better or worse another supplier is from the other. Additionally, this method forces an 
order, meaning that no two suppliers can both be ranked equally. Each supplier must each be assigned a 
unique rank for each criteria.  
 
In order to obtain a slightly less ordinal scale with more resolution, Likert scales, for example (poor, fair, 
average, above average, excellent) can also be used to rank the suppliers against the criteria. While this 
method also forces an order, it is easier to see how much better or worse one supplier is from another.  
 
Once all of the rankings are given, the numbers are totaled and the supplier with the highest total value 
is considered the best supplier based on the given, evenly-weighted criteria as illustrated in Table 2. 
 
This method is quick, easy, and simple, but may not always yield the most accurate outcome as the criteria 
are subjectively selected and are all weighted the same. Thus, it should be reserved for occasions when 
only a few suppliers are being compared on the most important values, such as during the final phase of 
supplier selection. It could also be used as a preliminary screening method if a company is considering a 
large number of suppliers in order to “weed out” the ones that lack, or are weak on, an important criteria. 
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3.2 Weighted-Point Method 
The weighted point method assigns a numerical weight to each criteria. The higher the weight value 
assigned the more important the criterion.  Thus, more criteria can be considered as the importance of 
each criteria in selecting a supplier can be specified. 
 
The weights of the criteria can be determined in several ways. One objective way is to have the decision 
makers rank the criteria from most important to least important. Once they are ranked, they can be rated 
relative to one another so that the values of the assigned weights total 1.0. Thus, criteria can be weighted 
much higher or much lower in comparison to one another in order to reflect the relative value to the 
company of each.    
 
Once the weights are decided, each supplier is given a grade for each criterion. This is generally either 
given by assigning a Likert Scale value or calculating a performance index value. Once the grades are 
assigned, each is multiplied by the corresponding weight. The weight-times-grade values are totaled for 
each supplier. The supplier with the highest total value is considered the best.   
 
The calculations are illustrated in Table 3, where S1, S2, and S3 are three suppliers.  For each criteria, each 
supplier is independently rank on a Likert Scale from 1 (poor) to 5 (excellent).  The ranking is then 
multiplied by the weight for that criteria.  For example, supplier S1 is ranked as fair (2) on material price.  
The ranking (2) times the weight (0.22) yields the weighted ranking (0.44).  The sum of the weighted 
ranking for each supplier are 2.66, 2.85, and 4.18.  Thus, supplier 3 would be chosen. 
 
Note the weights for the criteria.  Quality is the most important criterion with material price slightly less 
important.  Service is half as important as quality.  Engineering capacity and delivery are equally important 
but only one-third as important as quality.  Business structure is considered by given little weight. 
 
Table 3: Example of Weighted Point Method 
Criteria Weight S1 Wtd. S1 S2 Wtd. S2 S3 Wtd. S3 
Material Price 0.22 2 0.44 3 0.66 5 1.1 
Quality 0.30 1 0.30 2 0.6 3 0.9 
Business Structure 0.05 3 0.15 5 0.25 4 0.20 
Prod. Capacity 0.08 4 0.32 3 0.24 1 0.08 
Service 0.15 5 0.75 4 0.60 2 1.20 
Eng. Capacity 0.10 4 0.40 2 0.20 4 0.40 
Delivery 0.10 3 0.30 3 0.30 3 0.30 
TOTAL 1.0  2.66  2.85  4.18 
*Example Rankings are from Likert Scale 1-5: Poor, Fair, Good, Very Good, Excellent = 1,2,3,4,5. 
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3.3 Categorical Method 
The categorical method divides the criteria into three categories: 1) Critical, 2) Objective, and 3) 
Subjective. The categorical approach is more complex than the preceding two approaches. However, it 
can be used to quickly eliminate any suppliers who fail to meet the most important, critical criteria. This 
method uses both objective and subjective criteria. Additionally, while the categorical method does not 
allow for the weighting of individual criteria, it does allow for the weighting of the group of objective 
criteria versus the group of subjective criteria.  
 
Criteria in the critical category are the minimum requirements set by the company that each supplier must 
meet. Any company that fails to meet any of the criteria is eliminated from further consideration.  Often, 
these critical criteria include aspects of the three most often employed criteria in supplier selection: 
Material Price, On-Time Delivery, and Quality. Compliance with the criteria can sometimes be difficult to 
determine without receiving some orders from a supplier.  
 
For example, the critical criteria that a supplier must meet could be: 
1. The price of the materials/components must be less than or equal to the maximum allowable 
price. 
2. The delivery of the materials/components must be within an acceptable range for delivery 
dates. 
3. The quality of the materials/components meets the standards set by the organization. 
 
Objective Factors can include the purchase price, quality cost, delay cost, and transportation costs 
associated with a supplier and the products. The cost equations for these factors are given below. 
 
Purchase Price (CP): 
 𝐶𝐶𝑝𝑝 = (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑃𝑃 𝑈𝑈𝑜𝑜𝑃𝑃𝑈𝑈) ∗ (𝑂𝑂𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃 𝑄𝑄𝑄𝑄𝑄𝑄𝑜𝑜𝑈𝑈𝑃𝑃𝑈𝑈𝑡𝑡) (1) 
 
Quality Cost (CQ): 
 𝐶𝐶𝑄𝑄 = (𝑂𝑂𝑂𝑂𝑂𝑂𝑜𝑜𝑃𝑃𝑈𝑈𝑄𝑄𝑜𝑜𝑃𝑃𝑈𝑈𝑡𝑡 𝐶𝐶𝑜𝑜𝐶𝐶𝑈𝑈 𝑜𝑜𝑜𝑜 𝑂𝑂𝑜𝑜𝑃𝑃 𝐷𝐷𝑃𝑃𝑜𝑜𝑃𝑃𝑃𝑃𝑈𝑈𝑃𝑃𝐷𝐷𝑃𝑃 𝑃𝑃𝑃𝑃𝑜𝑜𝑂𝑂𝑄𝑄𝑃𝑃𝑈𝑈) ∗ (𝑂𝑂𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃 𝑄𝑄𝑄𝑄𝑄𝑄𝑜𝑜𝑈𝑈𝑃𝑃𝑈𝑈𝑡𝑡)
∗ (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑜𝑜𝑈𝑈 𝐷𝐷𝑃𝑃𝑜𝑜𝑃𝑃𝑃𝑃𝑈𝑈𝑃𝑃𝐷𝐷𝑃𝑃) 
 
(2) 
 
Delay Cost (CD): 
 𝐶𝐶𝐷𝐷 = (𝑄𝑄𝑄𝑄𝑄𝑄𝑜𝑜𝑈𝑈𝑃𝑃𝑈𝑈𝑡𝑡) ∗ [(𝐶𝐶𝑄𝑄𝑃𝑃𝑃𝑃𝑡𝑡𝑃𝑃𝑜𝑜𝐶𝐶 𝐶𝐶𝑜𝑜𝐶𝐶𝑈𝑈 ∗ 𝐸𝐸𝐸𝐸𝑂𝑂𝑃𝑃𝑃𝑃𝑈𝑈𝑃𝑃𝑂𝑂 𝐿𝐿𝑄𝑄𝑈𝑈𝑃𝑃 𝐷𝐷𝑄𝑄𝑡𝑡𝐶𝐶)+ (𝑆𝑆𝑈𝑈𝑜𝑜𝑃𝑃𝑆𝑆 𝑂𝑂𝑄𝑄𝑈𝑈 𝐶𝐶𝑜𝑜𝐶𝐶𝑈𝑈 ∗ 𝐸𝐸𝐸𝐸𝑂𝑂𝑃𝑃𝑃𝑃𝑈𝑈𝑃𝑃𝑂𝑂 𝐸𝐸𝑄𝑄𝑃𝑃𝐸𝐸𝑡𝑡 𝐷𝐷𝑄𝑄𝑡𝑡𝐶𝐶)] 
 
(3) 
 
Transportation Cost (CT): 
 𝐶𝐶𝑇𝑇 = (𝐶𝐶𝑄𝑄𝑃𝑃𝑃𝑃𝑡𝑡𝑃𝑃𝑜𝑜𝐶𝐶 𝐶𝐶𝑜𝑜𝐶𝐶𝑈𝑈𝐶𝐶) ∗ (𝑊𝑊𝑃𝑃𝑃𝑃𝐶𝐶ℎ𝑈𝑈 𝑜𝑜𝑜𝑜 𝑂𝑂𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃) ∗ (𝐷𝐷𝑃𝑃𝐶𝐶𝑈𝑈𝑄𝑄𝑜𝑜𝑃𝑃𝑃𝑃 𝑇𝑇𝑃𝑃𝑄𝑄𝐷𝐷𝑃𝑃𝐸𝐸𝐸𝐸𝑃𝑃𝑂𝑂) 
 
(4) 
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The sum of each of these factors is Objective Criteria Measure, abbreviated OCM. This is calculated for 
each individual supplier that could first meet all of the Critical Criteria.  
 
 𝑂𝑂𝐶𝐶𝑂𝑂 = 𝐶𝐶𝑝𝑝 + 𝐶𝐶𝑄𝑄 + 𝐶𝐶𝑑𝑑 + 𝐶𝐶𝑇𝑇 (5) 
 
Subjective Criteria are chosen based on the unique needs of a company. There may be few or many 
subjective criteria.  Some examples are: 
• Flexibility 
• Responsiveness 
• Service 
• Reputation 
Once the subjective factors have been chosen they are weighted and a Subjective Criteria Measure (SCM) 
is calculated using the Analytic Hierarchy Process as described below. Once the Subjective Criteria 
Measure and Objective Criteria Measure (OCM) have been calculated for each supplier, they are summed 
to get the Supplier Performance Measure, or SPM. 
 
 𝑆𝑆𝑃𝑃𝑂𝑂 = 𝑂𝑂𝐶𝐶𝑂𝑂 + 𝑆𝑆𝐶𝐶𝑂𝑂 
 
(6) 
 
The Objective and Subjective Criteria can also be weighted if a company determines that one set of criteria 
are more important than the other. In that case, the equation for SPM becomes:  
 
 𝑆𝑆𝑃𝑃𝑂𝑂 = (𝑋𝑋)(𝑂𝑂𝐶𝐶𝑂𝑂) + (1 − 𝑋𝑋)(𝑆𝑆𝐶𝐶𝑂𝑂) (7) 
 
In equation 7, X takes on a value between 0 and 1. 
 
The categorical method is inexpensive and requires minimal data to complete, however it relies heavily 
on the experience of the decision makers to determine what is important and is subjective in nature. If 
even one of the decision makers is biased toward a supplier or a type of criteria, the final results will be 
affected. 
  
  
7 
 
4. Analytical Hierarchical Process 
The Analytical Hierarchical Process (AHP) was developed in the 1970’s as a general problem solving 
method by Thomas L. Saaty and has been refined to apply to supplier selection. It is based on a company’s 
preference for one criterion when compared directly to another (as opposed to comparing all of the 
criteria at once). This drastically simplifies complex decisions and can incorporate both quantitative and 
qualitative characteristics.   AHP determines a weight for each criteria.  The comparison of suppliers can 
then proceed as in the Weighted Point Method or the Categorical Method. 
 
In order to complete the AHP, the criteria are ranked against one another through pairwise comparison. 
Table 4 shows an example matrix with the normalized weights calculated for each criterion. In this 
example, the seven criteria that were deemed important were: Quality, Delivery, Production Capacity, 
Service, Engineering Capacity, Business Structure, and Price. Each criterion is compared directly to another 
and the decision makers determine how much more important one criterion is than the other (or they 
determine if they are equally important). Based on these decisions, geometric weights and normalized 
weights are calculated and the final weights for each criterion are computed. These weights show how 
important one criterion is compared to the others and are used to evaluate which supplier is the best fit 
(Table 5). 
 
Table 4: Example Table for Analytical Hierarchal Process with Weights Calculated 
Criteria Quality Delivery Production 
Capacity 
Service Engineering 
Capacity 
Business 
Structure 
Price Geo 
Mean 
Norm 
Weight 
Quality 1 3 3 2 1 4 1/3 1.5746 0.196 
Delivery 1/3 1 3 3 1 3 1 1.3687 0.170 
Production 
Capacity 
1/3 1/3 1 1/3 1/2 1 1/3 0.4834 0.060 
Service 1/2 1/3 3 1 1/3 1 1/2 0.7011 0.087 
Engineering 
Capacity 
1 1 2 3 1 2 1/5 1.1332 0.141 
Business 
Structure 
¼ 1/3 1 1 ½ 1 1/3 0.5428 0.067 
Price 3 1 3 2 5 3 1 2.2250 0.277 
Sum 6.4 7.0 16.0 12.3 9.3 15 3.7 8.0288  
 
Table 4 is constructed as follows. 
• The criterion are entered both in the left most column and the topmost row.  
• All of the diagonal values are set to one, to indicate a criterion is being compared to itself.  
• Next, the top right half of the table (above the diagonal created by the number 1’s) is 
filled in by comparing one criterion directly to another. For example, in Table 4, the top 
row compares Quality to Quality (1 by default), Quality to Delivery (Quality is 3 times as 
important), Quality to Production Capacity (Quality is 3 times as important), Quality to 
Service (Quality is 2 times as important), Quality to Engineering Capacity (equally 
important), Quality to Business Structure (Quality is 4 times as important), and Quality to 
Price (Price is 3 times as important).   
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• This process is repeated for each row.  
• Next, the bottom left half is filled with the reciprocal of the corresponding value in the 
top right half.   
• In order to determine the weight of each factor in the overall analysis, the geometric 
mean is taken for each criterion and the numbers are normalized so that the normalized 
weights sum to 1.  
The geometric is calculated using Equation 8. Equation 9 is the normalizing calculation where xtotal is the 
sum of the geometric means.  
 
 𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =  �𝐸𝐸1 ∗ 𝐸𝐸2 ∗ 𝐸𝐸3 … ∗ 𝐸𝐸𝑚𝑚𝑛𝑛  (8) 
 
 𝐸𝐸𝑚𝑚𝑛𝑛𝑛𝑛𝑚𝑚 =  𝐸𝐸𝐸𝐸𝑡𝑡𝑛𝑛𝑡𝑡𝑚𝑚𝑡𝑡 (9) 
 
For example, the calculation of the geometric mean for the first row given in Table 4 would be 
�1 ∗ 3 ∗ 3 ∗ 2 ∗ 1 ∗ 4 ∗ �13�7 = 1.5746 
and the normalization for the first row in Table 4 would be as follows. 
 1.57468.0288 = 0.1961 
 
Next the suppliers must be compared using an evaluation table, as illustrated by Table 5. Once the factor 
weights have been determined (Table 4), each supplier must be given a rank for each factor. The sum of 
the ranks over the suppliers for each factor must be 1.  For example, in the first column of the evaluation 
table, Table 5, each supplier is assigned a value for Quality. Supplier 1 was assigned 0.6, Supplier 2 was 
assigned 0.2 and Supplier 3 was assigned 0.2. These three values sum to 1.0.  
 
Then each of the values are multiplied by their respective factor weight and those values are summed in 
order to determine the composite rank. For example, the calculation for Supplier 1 would be: 
 (0.196 ∗ 0.6) + (0.170 ∗ 0.263) + (0.06 ∗ 0.163) + (0.087 ∗ 0.221) + (0.141 ∗ 0.637)+ (0.067 ∗ 0.223) + (0.277 ∗ 0.167) = 0.3425 
 
Note that for convenience the suppliers could have been assigned integer values for each criteria as in 
Tables 2 and 3.  These integer values can be summed for each criteria separately and subsequently divided 
by the sum to arrive at the fractional values shown in Table 5.  For example, the quality values for each 
supplier could be:  (S1, 3); (S2, 1); (S3, 1).  The sum is five and the values shown in the table result from a 
simple division. 
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Table 5: Evaluation Table for Analytical Hierarchal Process 
Suppliers / 
Criteria 
Quality Delivery Production 
Capacity 
Service Engineering 
Capacity 
Business 
Structure 
Price Composite 
Weight 
Weight 0.196 0.170 0.060 0.087 0.141 0.067 0.277  
Supplier 1 0.600 0.263 0.163 0.221 0.637 0.223 0.157 0.343 
Supplier 2 0.200 0.400 0.297 0.460 0.105 0.390 0.330 0.299 
Supplier 3 0.200 0.337 0.540 0.319 0.258 0.380 0.500 0.358 
 
The composite weight for each of the suppliers indicates the final score for each of the suppliers. The 
supplier with the highest composite weight, in this case supplier 3, is the best supplier for the job based 
on the criteria given.  
 
The Analytical Hierarchal Process method uses an objective procedure to select and determine the 
weights of the factors. The only subjective process is assigning the values for each supplier in the 
evaluation table, and therefore this should be done by someone with experience and familiarity with the 
supplier selection process. This process simplifies the complex problem of supplier selection because the 
values are assigned based on how much better one factor or supplier is compared to another.  
 
5. Multi-Faceted Approach to Supplier Selection (MASS) 
A Multifaceted Approach to Suppler Selection (MASS) requires calculations for the Total Supplier Cost 
(TSC).  Specifically, historical data and proposed costs are used in an equation to assign a single-year cost 
to each supplier. Mathematical optimization is used to determine the most economical combination of 
suppliers to provide all required parts.   Other methods pick the best supplier for each part separately, 
which could result in a higher total cost over all parts purchased.   
 
The Total Supplier Cost (TSC) is based on equation 10. 
 
 𝑇𝑇𝑆𝑆𝐶𝐶 = [𝑇𝑇]  + [𝐴𝐴𝑂𝑂𝐶𝐶]  +  [𝐴𝐴𝑆𝑆𝐶𝐶]  +  [𝐴𝐴𝐴𝐴𝐶𝐶]  +  [𝐴𝐴𝑄𝑄𝐶𝐶] (10) 
 
T represents the tooling costs, AMC represents the annual material costs, ASC represents the annual 
shipping costs, AHC represents the annual holding costs, and AQC represents annual quality costs, 
including on-time delivery.  
 
Four of the five components of TSC are represented by additional equations. The equation for AMC is: 
 
 𝐴𝐴𝑂𝑂𝐶𝐶 = [𝑅𝑅𝑂𝑂 ∗ 𝐷𝐷 + (𝐹𝐹 ∗ 𝐷𝐷𝐶𝐶 ∗ 𝑅𝑅𝑂𝑂 ∗ 𝑄𝑄)] 
 
(11) 
 
where RM is the Raw Material cost per part, D is the demand in parts/year, F is the number of shipments 
per year, DC is the Duty Cost per Batch (this may depend on geography), and Q is the quantity of parts per 
shipment.  
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The equation for ASC is 
 
 𝐴𝐴𝑆𝑆𝐶𝐶 = 𝐹𝐹 ∗ 𝐴𝐴 (12) 
 
where F is the number of shipments/year and A is the logistical cost per shipment.  
 
The equation for AHC is 
 
 
𝐴𝐴𝐴𝐴𝐶𝐶 = ℎ ∗ �𝑅𝑅2� = ℎ ∗ 𝐴𝐴𝐷𝐷𝑃𝑃𝑃𝑃𝑄𝑄𝐶𝐶𝑃𝑃 𝐼𝐼𝑜𝑜𝐷𝐷𝑃𝑃𝑜𝑜𝑈𝑈𝑜𝑜𝑃𝑃𝑡𝑡 (13) 
 
where h is the holding cost per unit per year and R is the reorder point in dollars/year. Generally, the 
holding cost is between 10% and 15% of the raw material cost depending on the size of the part.  
 
Lastly, the equation for AQC is 
 
 𝐴𝐴𝑄𝑄𝐶𝐶 = [𝑃𝑃𝐷𝐷𝐶𝐶 + 𝑃𝑃𝐿𝐿𝐷𝐷𝐶𝐶 + 𝑂𝑂8𝐷𝐷𝐶𝐶] (14) 
 
where PDC is the potential defect cost, PLDC is the potential late delivery cost, and O8DC is the overdue 
cost or the cost of a corrective action report.  
 
In addition, there is an equation for computing PDC and PLDC in equation 14. AQC is the most complicated 
because it represents historical performance and can be unpredictable into the future.  
 
 
𝑃𝑃𝐷𝐷𝐶𝐶 = �� 𝐷𝐷1,000,000� ∗ 𝑂𝑂𝑂𝑂𝑝𝑝 ∗ 𝑅𝑅𝑂𝑂 ∗ 100� (15) 
 
where ppm is the historical quantity of defects per million supplied, RM is the raw material cost, and D is 
the demand in parts per year.  
 
The equation for PLDC is: 
 
 
𝑃𝑃𝐿𝐿𝐷𝐷𝐶𝐶 = (1 − 𝑂𝑂𝐷𝐷𝑇𝑇) ∗ 𝐷𝐷 ∗ 𝑃𝑃𝐴𝐴𝑃𝑃𝐶𝐶
𝑃𝑃𝑃𝑃𝐴𝐴𝑃𝑃
 
(16) 
 
where OTD is the historical percentage of online delivery, PcHr is the quantity of parts per hour produced, 
and PHrC is the cost of production per hour. 
 
An example of the calculation of TSC is show for a fictitious supplier in Figure 2.  
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Figure 2: Values Assigned for the Variables Associated with Supplier 123 and the Calculation of the Total 
Supplier Cost for One Component 
 
In this example, the TSC for that supplier is $4,207,586.23 with a breakdown shown in the bar chart. This 
example illustrated a calculation for one component from one supplier. This calculation must then be 
repeated for each component and each supplier considered. Once the TSC calculations are completed, 
mathematical optimization is used to determine the combination of suppliers that is the most economical. 
This is done to minimize the number of suppliers as much as possible.  
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The total supplier cost of a supplier providing a component is represented with the notation 𝑁𝑁𝑖𝑖 ,𝑗𝑗where i 
is the supplier and j is the component provided. In review, the TSC calculation consist of T (tooling costs), 
AMC (Annual Material Costs), ASC (Annual Shipping Costs), AHC (Annual Holding Costs), and AQC (Annual 
Quality Costs). When a supplier supplies more than one component, the ASC is only counted once as 
shipments of multiple components could be combined.  
 
For the optimization, a set of constraints must be specified. For this example, the constraints can be seen 
in Table 6 and the final cost calculation can be seen in Table 7. Constraint one states that each component 
must be sourced at least once from the supplier, constraint two states that the number of suppliers cannot 
be more than the number of components, and constraint three simply states that all variables must be 
greater than zero.  
Table 6: Mathematical Optimization Constraints. 
 
Table 7: Cost Calculation for Supplier Selection 
 
In this scenario, it would have been best for Supplier Blue to supply the Circle Part, Supplier Green to 
supply the Triangle and Square Parts. However, when accounting for the shipping cost eliminated when 
multiple parts are supplied, Supplier Red is actually the best supplier to provide Part Circle and Part 
Triangle.  
The mathematical optimization computations are beyond the scope of this discussion. 
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6. Supplier Selection Logistics 
 
Consider the following situation.  A company makes two products using three different components.  The 
products are called primary and secondary.  The components are called A, B, and C.  The primary product 
uses one unit each of components A, B, and C.  The secondary product uses only one unit of C.   
The daily demand for the primary product has the following distribution:  (5, 25%), (10, 50%), and (20, 
25%).  Thus, the average demand for the primary product is 11.25 units per day. 
The daily demand for the secondary product has the following distribution: (0, 50%), (3, 40%), and (10, 
10%).  Thus, the average demand for the secondary product is 2.2 units per day. 
Therefore, it follows that the average daily demand for each component is as follows: (A, 11.25), (B, 
11.25), and (C, 13.45). 
Using one of the supplier selection models presented in the previous sections, it has been determined 
that component A should be purchased from supplier one and that components B and C should be 
purchased from supplier two.  The time from order to delivery for supplier one is 4 to 8 days.  All days (4, 
5, 6, 7, 8) are equally likely.  In the same way, the time from order to delivery for supplier two is 1 to 5 
days, with all days equally likely. 
Using an economic order quantity as discussed in the inventory learning model, the maximum inventory 
level was set at 288 or 24 dozen of each component.  Inventory is held in containers holding 6 parts (1/2 
dozen) each.   
In this system, orders are placed whenever the inventory for a part becomes too low.  Low is defined as 
the average demand in the maximum shipping time from the supplier rounded up to a multiple of the 
container size.  Thus, the inventory level triggering an order for each component is the follows: 
A: 8 days X 11.25 parts / day = 90 parts 
B: 5 days X 11.25 parts / day = 56.25 parts -> 60 parts 
C: 5 days X 13.45 parts / day = 67.25 parts -> 72 parts 
For shipping efficiency, whenever an order for part B is made an order for part C is made.  Thus, whenever 
an order for part C is made and order for part B is made.  Only one order can be active per supplier at a 
time.  That is from the time when an order is placed until it is received, no additional order can be placed. 
The service level is the percentage of days when all parts are available to meet the demand.  This quantity 
is estimated using simulation. 
The simulation model consists of three processes: 
1. Production where parts are processed and inventory levels checked. 
2. Supplier1 where orders are processed and shipped for type A parts. 
3. Supplier2 where orders are processed and shipped for types B and C parts. 
14 
 
The Production process follows2: 
begin 
// Daily Demand for Primary Product 
set A_DailyDemand to oneof (25:5, 50:10, 25:20) 
increment V_DailyDemand by A_DailyDemand 
//Make sure there are enough components to meet demand 
 if   (V_InventoryPartA  >= V_DailyDemand) and  
  (V_InventoryPartB >= V_DailyDemand) and  
  (V_InventoryPartC >= V_DailyDemand) then 
  begin 
   tabulate 100 in T_CustomerService 
   set V_DailyProduction = V_DailyDemand 
  end 
//There are not enough components to meet demand  
else begin 
  tabulate 0 in T_CustomerService 
  set V_DailyProduction = min(V_InventoryPartA, V_InventoryPartB, V_InventoryPartC) 
 end 
//Production of units 
 decrement V_DailyDemand    by V_DailyProduction 
 decrement V_InventoryPartA by V_DailyProduction 
 decrement V_InventoryPartB by V_DailyProduction 
 decrement V_InventoryPartC by V_DailyProduction 
//Record inventory levels 
 tabulate V_InventoryPartA in T_InvA 
 tabulate V_InventoryPartB in T_InvB 
 tabulate V_InventoryPartC in T_InvC 
 
  
                                                          
2 In a language with no minimum function such as Automod, if statements can be used: 
 
if V_InventoryPartA < V_InventoryPartB then 
    set V_DailyProduction = V_InventoryPartA 
else 
    set V_DailyProduction = V_InventoryPartB 
if V_InventoryPartC < V_DailyProduction then 
    set V_DailyProduction = V_InventoryPartC 
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// Daily Demand for Secondary Product 
set A_DailyDemand to oneof (50:0, 40:3, 10:10) 
increment V_DailyDemandC by A_DailyDemand 
 if V_InventoryPartC >= V_DailyDemandC then 
  begin 
   tabulate 100 in T_CustomerService 
   set V_DailyProductionC to V_DailyDemandC 
  end 
 else 
 begin 
  tabulate 0 in T_CustomerService 
  set V_DailyProductionC = V_InventoryPartC 
 end 
 
//Production of A_DailyDemand units  
 decrement V_DailyDemandC   by V_DailyProductionC 
 decrement V_InventoryPartC by V_DailyProductionC 
 tabulate V_InventoryPartC in T_InvC 
 
//Determination of trigger levels for each supplier and part 
 if V_InventoryPartA < V_TriggerLevelA and V_OrderInTransitSup1 = 0 then 
  clone 1 to P_Supplier1 
 if V_InventoryPartB < V_TriggerLevelB and V_OrderInTransitSup2 = 0 then 
  clone 1 to P_Supplier2 
// Force the preceding order for supplier 2 to happen first before the next statement 
 wait for 0.000001 sec     
 if V_InventoryPartC < V_TriggerLevelC and V_OrderInTransitSup2 = 0 then 
  clone 1 to P_Supplier2 
 send to die 
end 
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The process for shipments from the first supplier follows: 
 
begin 
 set A_ShipmentSize to 288 – V_InventoryPartA 
 set V_OrderInTransitSup1 to 1   //Order is in transit 
  
wait for oneof (20:4, 20:5, 20:6, 20:7, 20:8) day  
  
 increment V_InventoryPartA by A_ShipmentSize 
 tabulate V_InventoryPartA in T_InvA 
  
 set V_OrderInTransitSup1 to 0   //Order has arrived 
end 
 
The process for shipments from the second supplier is as follows. 
 
begin 
 set A_ShipmentSizeB to 288 - V_InventoryPartB 
 set A_ShipmentSizeC to 288 - V_InventoryPartC 
 
 set V_OrderInTransitSup2 to 1    // Order is in transit 
 wait for oneof (20:1, 20:2, 20:3, 20:4, 20:5) day  
  
 if A_ShipmentSizeB > 0 then 
  increment V_InventoryPartB by A_ShipmentSizeB 
 if A_ShipmentSizeC > 0 then 
  increment V_InventoryPartC by A_ShipmentSizeC 
 tabulate V_InventoryPartB in T_InvB 
 tabulate V_InventoryPartC in T_InvC 
 
 set V_OrderInTransitSup2 to 0   //Order has arrived 
end 
 
The design of the simulation experiment is in Table 8.  The model parameter is the inventory level at which 
an order is triggered.  The experiment is designed to answer the question:  What happens when the order 
triggering level is lowered by 12 for each part?  The performance measure is the service level for orders.  
Random number streams are associated with the demand for the primary and secondary product as well 
the shipment time from each supplier.  The initial conditions are the number of items in each part 
inventory, 288, the quantity separately determined using an inventory model.  There are 20 replicates.  
The model is run for one year (365 days). 
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Table 8:  Simulation Experiment Design 
Element of the Experiment Values for a Particular Experiment 
Model Parameters and Their Values Inventory level triggering and order: 
Parts (A, B, C): (78, 48, 60) & (90, 60, 72) 
Performance Measures Service level 
Random Number Streams Primary product demand 
Secondary product demand 
Shipping time from supplier one 
Shipping time from supplier two 
Initial Conditions 288 parts in each part inventory (A, B, C) 
Number of Replicates 20 
Simulation End Time  1 year = 365 days 
   
Simulation results for the service level are given in Table 9.  The 99% confidence level for the service level 
for the ordering triggering inventory levels (90, 60, 72) contains 99%.  The average is 98.8%.  For the lower 
order triggering levels, the average service level is 96.8% with a 99% confidence interval ranging from 
96.1% to 97.6%.  The 99% confidence interval for the difference does not contain zero.  Thus, the service 
level decrease using the lower order inventory levels to trigger an order is statistically significant.  Note 
that in one replicate, the lower order triggering level resulted in a higher service level. 
All simulation results are given in the associated spreadsheet. 
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Table 9:  Service Level from the Simulation Experiment  
(78, 48, 60) (90, 60, 72) Difference 
1 96.0 99.0 3.0 
2 95.5 98.6 3.2 
3 98.4 98.9 0.5 
4 95.5 99.7 4.2 
5 97.3 99.5 2.2 
6 98.9 97.1 -1.8 
7 97.4 98.9 1.5 
8 96.7 99.2 2.5 
9 95.9 98.4 2.5 
10 95.8 99.0 3.3 
11 97.9 99.7 1.8 
12 98.1 98.4 0.3 
13 96.8 98.4 1.5 
14 96.7 98.6 1.9 
15 97.7 98.2 0.5 
16 97.0 99.7 2.7 
17 93.8 98.6 4.8 
18 97.0 98.2 1.2 
19 97.3 98.6 1.4 
20 96.6 99.5 2.9 
Average 96.8 98.8 2.0 
Standard 
Deviation 
1.2 0.64 1.5 
99% CI Lower 
Bound 
96.1 98.4 1.1 
99 % CI Upper 
Bound 
97.6 99.2 3.0 
Minimum 93.8 97.1 -1.8 
Maximum 98.9 99.7 4.8 
 
  
19 
 
These and other results from the simulation experiment can be used for verification and validation. 
1. Reducing the inventory level at which orders are triggered makes it more likely that inventory will 
be completely depleted before the shipment from the supplier arrives.  Thus, a lower value of this 
quantity should result in a lower service level.  This is consistent with the results shown in Table 
9. 
2. Reducing the inventory level at which orders are triggered should result in a lower average 
inventory level.  Results concerning the average inventory level and shown in Table 10 are 
consistent with this idea. 
 
Table 10:  Average Inventory Level from the Simulation Experiment 
Part (78, 48, 60) (90, 60, 72) 
A 121 129 
B 164 168 
C 140 146 
 
3. Reducing the inventory level at which orders are triggered should result in a lower average 
number of orders to each supplier per year.  The results shown in Table 11 are consistent with 
this premise. 
 
Table 11:  Average Number of Orders from the Simulation Experiment 
Supplier (78, 48, 60) (90, 60, 72) 
One 18.5 19.7 
Two 20.5 21.6 
 
Thus, verification and validation evidence is obtained. 
 
7. Conclusion 
 
The supplier selection process is a continuous issue for many companies. There are several quantitative 
factors that affect a company’s decision-making process: Material Price, Quality, and 
Transportation/Delivery Costs, as well as several qualitative factors: Business Structure, Service, and 
Capacity. There are several methods that are used to select suppliers with varying levels of complexity 
and subjectivity: Ranking Method, Weighted Point Method, Categorical Method, Analytical Hierarchy 
Process, and Multi-Faceted Approach to Supplier Selection (MASS) Modeling.  Logistics and inventory 
management issues of working with multiply suppliers can be addressed using discrete event modeling 
and simulation. 
Supplier Selection 
The following criteria are used to rate suppliers. 
• Cost of material 
• Shipping and handling costs 
• Quality – Percent meeting specifications 
• On-time delivery percent 
• Responsiveness 
• Reputation 
Three suppliers of a part are to be compared based on these criteria.  Ratings on a one to five scale for 
each of the suppliers is shown in the following table.  The higher the rating the better. 
Criteria Supplier 1 Supplier 2 Supplier 3 
Cost of material 3 4 5 
Shipping and handling cost 5 4 2 
Quality – Percent in-spec 4 2 5 
On-time delivery percent 3 5 2 
Responsiveness 4 5 3 
Reputation 5 2 4 
 
1. Use the simplified ranking method to compare the suppliers. 
 
2. Use the weighted-point method to rank the suppliers.  The weight for each of the first three items 
is 2/9.  The weight for each of the last three items is 1/9. 
 
3. Use the categorical method to rank the suppliers.  Employ equation 7 as follows. 
 
a. X = 75% 
b. OCM = sum of the first four rankings 
c. SCM = sum of the last two rankings   
 
4. Use the AHP to rank the suppliers.  Cost of material is twice as important as shipping and handling 
cost, quality, and on-time delivery percent, which are equally important.  Responsiveness and 
reputation are equally important but cost of material is four times as important as both.  Use the 
above table to rank the suppliers. 
  
Logistics and Inventory Analysis 
Consider a company that makes two products, a primary product and a secondary product.  The primary 
product consists of two part types:  A and B.  Likewise, the secondary product consists of two part types:  
C and D.  The company has determined that part types A and C will be obtained from the Green 
Corporation while part types B and D will be obtained from the Blue Corporation. 
Only one order per company can be outstanding at any time.  When an order is placed with a company, it 
is for both part types provided by that company.   
Set the inventory level for each of the part types as low as possible such that the service level is at least 
97%.  Relevant data follow. 
Daily demand for the primary product is an integer and uniformly distributed between 5 and 20 units. 
Daily demand for the secondary product is distributed as follows:  (0, 25%), (5, 35%), (10, 30%), (20, 10%). 
Shipping time from Green Corporation is an integer and uniformly distributed between 5 and 15 days. 
Shipping time from Blue Corporation is distributed as follows:  (3, 40%), (4, 40%), (5, 20%). 
The company has determined that the maximum number of pieces of each part to be held is 432 (36 
dozen). 
Step 1:  Preliminary Analysis 
1. Determine the average demand per day for each product. 
2. Compute the inventory level at which orders are made for each part type as the average demand 
in the maximum lead time. 
Step 2:  Model Building 
Build the model following the example in the text.  Note that the average inventory level for each 
part type will be of interest for verification and validation. 
Step 3:  Simulation Experimentation 
1. What are the four parameters of the experiment? 
2. Using the values computed in item 2 of Step 1, design and run a simulation experiment to estimate 
the service level. 
3. Does the service level estimated in the previous item meet the target? 
a. Yes: Reduce each of the four parameter values by 18 and estimate the service level.  Do 
this up to 3 times until the service level target is reached. 
b. No: Increase each of the four parameter values by 18 and estimate the service level.  Do 
this up to 3 times until the service level target is reached. 
4. Choose among the sets of parameter values based on the simulation results, performing the 
appropriate statistical analysis. 
  
Step 4:  Verification and Validation Study 
 Conduct a verification and validation study following the example in the reading.  In AutoStat, the 
number of orders to each supplier is measure by the number of loads sent to the process modeling that 
supplier.  The statistic for the process is Total Traffic Count. 
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Upon completion of this learning module, a student will be able to 
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Logistics and Inventory Management 
 
1. Introduction 
 
Logistics and inventory management is about integrating the efforts of geographically dispersed 
production and distribution facilities that acquire raw material, make intermediate or finished 
products, and deliver finished products to customers.  Transportation links provide for product 
and raw material movement between facilities.  Integration is accomplished by information 
technology that shares production, inventory, and customer demand data among the facilities. 
 
Integration implies that the operation of each facility affects the operation of all other facilities.  
The volume of production at a facility is determined by the need for its products at other 
production facilities.  The fundamental purpose is to meet customer demand for finished 
products.  Thus, customer demand drives all of the work among the production facilities. 
 
A simple two facility supply chain is shown in Figure 1.  At the right side of the figure, customer 
demand is satisfied from finished goods inventory at facility B.  Facility B production levels are set 
so that the finished goods inventory is replenished.  Facility B production requires an intermediate 
product made by facility A that is stored in an inventory at facility B.  Facility A ships the 
intermediate product to facility B so that just enough inventory is available to meet production 
requirements at facility B.  Shipments are made from an inventory at facility A that is replenished 
by production at facility A.  Thus, customer demand indirectly drives production at facility A.  
Facility A needs to be constantly knowledgable about customer demand, production levels, and 
inventory levels at facility B to set its own production levels. 
 
Many relationships among production facilities are much more complicated than the one shown 
in Figure 1.  There are multiple kinds of facilities: some for production only and some for 
movement or transfer of materials. More than one finished product may be delivered to 
customers.  Facilities may supply products to and receive many products from many other 
facilities.  More than one mode of transporation may be involved.  The expected demand of a 
customer for a product may vary over time, that is be subject to seasonal variations. 
 
Modeling logistics and inventory management involves modeling the flow of information from 
the facility from which product is delivered to customers to the facility where the first 
intermediate product is produced from raw materials.  The flow of product between facilities 
must be modeled as well as inventory management and production.  Understanding and modeling 
of customer demand is essential. 
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Figure 1: Simple Logistics and Inventory Management System 
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2. An Example Logistics and Inventory Management System 
 
Consider the following example.  A company owns three plants.  Two of the plants, Baker and 
Chauncey, produce retail products for delivery to customers.  A third plant, Able, produces two 
intermediate products for delivery to the Baker and Chauncey plants.  This system is pictured in 
Figure 2.   
 
Product is shipped from the Able plant by rail.  There is a separate rail fleet for Able to Baker 
shipments and for Able to Chauncey shipments. 
 
Customer demand for the retail product made by the Baker plant is triangularly distributed with 
a minimum of 15 rail cars, a mode of 20 rail cars, and a maximum of 40 rail cars per day.  Thus, 
the average daily demand is 25 rail cars.   
 
Customer demand for the retail product made by the Chauncey plant is seasonal.  The average 
daily demand varies by month of the year as shown in Table 1.  This data is valid for the next year. 
 
Table 1:  Average Demand for the Chauncey Plant Retail Product by Month 
Month Average Daily Demand 
(Rail Cars)  
January 17 
February 18 
March 18 
April 22 
May 23 
June 24 
July 22 
August 21 
September 21 
October 18 
November 18 
December 18 
  
The average of the average daily demands is 20 rail cars.  The minimum demand is 70% of the 
average and the maximum is 130% of the average.  Daily customer demand can include a 
fractional number of rail cars.  However, only full rail cars are shipped with the fractional demand 
carried over until the next day. 
 
Production capacity at the Able plant is not an issue as sufficient quantities of each intermediate 
product can be made each day.  Production capacity at the Baker and Chauncey plants is 
constrained.  The Baker plant can produce only 35 rail cars per day.  The Chauncey plant can 
produce 27 cars per day.   
 
Production levels are determined daily.  Production at the Baker and Chauncey plants can be 
viewed as occurring in batches equal to one rail car.  A rail car of intermediate product sent from 
the Able plant is required before a batch can be produced.  Production of a batch can be modeled 
as taking 24 hours / daily plant capacity. 
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Figure 2: Example Logistics and Inventory Management System 
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Each day at 4:00 A.M. rail cars leave Able plant for the other two plants.  There is one train to each 
plant.  All rail cars sent to a plant travel on the same train.  Arriving cars at Baker and Chauncey 
plants are moved into the plant railyard at 12:00 P.M for use the next day.  Empty cars leave these 
plants for return to Able plant at 4:00 A.M.  Travel time between Able plant and Baker plant is 
triangularly distributed with a mode of 7 days, a minimum of 3 days and a maximum of 10 days.  
Travel time between Able plant and Chauncey plant is triangulary distributed with a mode of 10 
days, a minimum of 7 days and a maximum of 20 days.  Rail car maintenance will not be modeled.   
 
Rather than construct inventory facilities at the Baker and Chauncey plants, intermediate product 
remains in rail cars until needed.  One rail car at a time is unloaded.  Retail product is loaded 
directly into rail cars for shipment to customers. 
 
The objective of the study is to establish values for the operating parameters for the next year, 
January through December.  These include: 
1. The number of cars in each rail fleet: Able plant to Baker plant as well as Able 
plant to Chauncey plant. 
2. The capacity of each inventory: Each of the two intermediate products at Able 
plant as well as the intermediate and retail product inventories at Baker and 
Chauncey plants. 
3. The target retail inventories at Baker and Chauncey plants. 
 
The primary measure of performance is the service level to customers at Baker and Chauncey 
plants, defined as the percent of days when customer demand was met from existing inventory. 
 
3. Model Building 
 
The first step is to set initial target retail inventory levels.  One way to do this is as follows, 
remembering that the simulation experiments can be used to find better values for the target 
inventory level if necessary. 
 
Consider the target retail inventory level at Baker plant.  Suppose there was no variation in 
customer demand or transportation times.  The target inventory level would be equal to one day’s 
demand.  Product to meet customer demand would be removed from the retail inventory.  The 
day’s production would be used to replenish the inventory to meet the next day’s demand. 
 
Because of variation, additional inventory is needed to meet customer demands to a specified 
service level.  Suppose a 95% service level is desired.  Then the target inventory can be set such 
that the probability that customer demand is less than the target is 95%.   For Baker plant this is 
35 rail cars.   
 
For Chauncey plant, the target will vary by month as shown in Table 2.  Note that the target 
inventory levels are at or above plant capacity in 4 of 12 months.  This may reduce customer 
service levels below 95%. 
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Table 2:  Target Retail Inventory Levels by Month 
Month Target Inventory Level 
(Rail Cars)  
January 21 
February 22 
March 22 
April 27 
May 28 
June 29 
July 27 
August 26 
September 26 
October 22 
November 22 
December 22 
 
In addition, the average customer demand at Chauncey plant exceeds the plant capacity in May 
and June.  Thus, management has decided to increase daily production by one rail car per day in 
January, February, and March to prepare for May and June demand.  This inventory will be set 
aside for use starting in April. 
 
It seems prudent to set each of the intermediate product target inventory levels to the same value 
as the corresponding retail level, at least initially. 
 
Production levels at all three plants are set using the following relationship: 
 
Production = Target Inventory – (Current Inventory + Amount in production)  (1) 
 
In other words, enough units of a product are sent into production so that the sum of these units, 
the current inventory and the number of units still in production from previous days is equal to 
the target inventory. 
 
Capacity constraints are applied at Baker and Chauncey plants.  In the number of units sent into 
production is greater than the daily capacity, some of the units will be produced on subsequent 
days. 
 
The extra production amount is added at the Chauncey plant as well to help meet customer 
demand in the months where the target inventory is greater than or equal to the plant capacity.  
This implies the need for additional intermediate inventory that must be shipped from Able plant. 
 
Shipping volumes are set using the following relationship: 
 
Shipping = (Target Inventory – Current Inventory) +  
(Expected customer demand in expected transportation time –       Amount in route) (2) 
 
In addition, the extra production amount is added for shipping between Able and Chauncey 
plants. 
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The model consists of nine processes as defined in Table 3. 
 
Table 3:  Model Process Definitions 
Process Name Description 
Able Daily operation decisions at Able Plant 
Baker Daily operation decisions at Baker Plant, including customer service 
Chauncey Daily operation decisions at Chauncey Plant, including customer service 
BakerMake Production at Baker Plant 
ChaunceyMake Production at Chauncey Plant 
Move2Baker Train shipment from Able Plant to Baker Plant 
Move2Chauncey Train shipment from Able Plant to Chauncey Plant 
Move2AbleBaker Train shipment from Baker Plant to Able Plant 
Move2AbleChauncey Train shipment from Chauncey Plant to Able Plant 
 
Important variables in the model are shown in Table 4. 
 
Table 4:  Model Variable Definitions 
Variable Name Description 
Avg2* Average transporation time from Able plant to * plant (days) 
AvgRetail* Average daily customer demand 
Capacity* Plant capacity 
Cars2Cust* Number of rail cars demanded by customers currently 
Cars2* Number of rail cars to be shipped from Able plant currently 
Fleet* Number of rail cars in the plant fleet 
IntInv* Intermediate inventory at a plant 
InRoute* Number of rail cars currently in route from Able plant  
ProductionAdd Number of additional rail cars of retail product to produce daily at 
Chauncey plant to meet peak demand.  The amount varies by month. 
RetailInv* Number of cars in the finished goods inventory at a plant 
SaveInvChauncey Number of saved for the future cars in the finished goods inventory 
TargetInvRetail* Target retail (customer) inventory 
TargetInvInt* Target intermediate inventory 
TargetInvIntAble* Target intermediate inventory at Able plant 
*toAble Number of rail cars currently in route to Able plant 
* = a plant name (Baker, Chauncey) 
 
The Able process models the initiation of the shipment of railcars to Baker plant and Chauncey 
plant as well as the production of intermediate product at Able plant.  Entities in this process 
represent trains and have one attribute:   
 
CarsinTrain: The number of cars in a train 
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The two intermediate product inventories, one for Baker plant (IntInvAbleBaker) and the other 
for Chauncey plant (IntInvAbleChauncey), are modeled as variables.  The initial value of the 
variable is equal to the target value for that inventory.  The same strategy is used to model the 
retail inventories at Baker (RetailInvBaker) and Chauncey (RetailInvChauncey) plants. 
 
The two rail fleets are modeled as variables: FleetBaker and FleetChaucey.  The model is allowed 
to create as many rail cars in each fleet as needed.  Thus, an estimate of the size of each fleet is 
obtained.  The initial size of each rail fleet is zero. 
 
First consider the shipment of rail cars to Baker plant.  The number of cars that need to be shipped 
is incremented using equation 2.  Suppose the inventory of intermediate product for Baker plant 
has at least as many cars as the number that need to be shipped.  Then all cars that need to be 
shipped are shipped, the number remaining to be shipped is zero, and the inventory is reduced 
by the number of cars shipped. 
 
Suppose more cars need to be shipped than are in inventory.  Then the train consists of the cars 
that are in that are inventory.  The number remaining to be shipped is reduce by the number in 
inventory and the number in inventory is set to zero. 
 
In either case, a clone (copy) of the train entity is sent to process Move2Baker. 
 
The modeling logic for a shipment to the Chauncey plant is identical except for the consequences 
of the expected customer demand varying month to month.  All target inventory values for the 
intermediate product also vary by month. 
  
After the train shipments are initiated, time is delayed until midnight when the inventories are 
updated.  Since there is no constraint on production at Able plant, each inventory is simply reset 
to the target value.  In addition, each unit in inventory is stored in a rail car.  If there are insufficient 
idle rail cars at Able plant, additional units of each fleet resource are created. 
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Process AblePlant 
begin 
 increment Cars2Baker by TargetInvIntBaker - #IntInvBaker/IDLE +  
(Avg2Baker*AvgRetailBaker-InRouteBaker) 
 If Cars2Baker <= #IntInvAbleBaker then 
 begin 
  set   CarsinTrain = Cars2Baker 
  decrement  #IntInvBaker/IDLE by CarsinTrain 
  set   Cars2Baker = 0 
 end 
 else begin 
  set  CarsinTrain = #IntInvBaker/IDLE 
  decrement  #IntInvBaker/IDLE by CarsinTrain 
  decrement Cars2Baker by CarsinTrain 
 
 end  
 clone to Move2Baker 
  
increment Cars2Chauncey by TargetInvIntChauncey - #IntInvChauncey/IDLE +  
     (Avg2Chauncey*AvgRetailChauncey-InRouteChauncey) 
 If Cars2Chauncey <= #IntInvAbleChauncey then 
 begin 
  set  CarsinTrain = Cars2Chauncey 
  decrement  #IntInvChauncey by CarsinTrain 
  set  Cars2Chauncey = 0 
 end 
 else begin 
  set  CarsinTrain = #IntInvChauncey/IDLE 
  decrement  #IntInvChauncey by CarsinTrain 
  decrement Cars2Chauncey by CarsinTrain 
 end  
 clone to Move2Chauncey 
  
 Wait until Midnight 
 set   AddInv = TargetIntInvBaker - #IntInvAbleBaker 
 If (#FleetBaker < AddInv) then  
increase #FleetBaker by (AddInv - #FleetBaker) 
 decrement  #IntInvAbleBaker by AddInv 
 
 set  AddInv = TargetIntInvChauncey(Month) - #IntInvAbleChauncey 
 If (#FleetChauncey < AddInv) then  
increment #FleetChauncey by (AddInv - #FleetChauncey) 
 decrement  #IntInvAbleChauncey by AddInv 
end 
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The remaining discussion of the model will focus on the Chauncey plant.  Baker plant operates in 
an identical way except that time varying average demand is not a factor. 
 
The process Move2Chauncey is shown in the following.  The number of rail cars in route to 
Chauncey is incremented by the number of cars in the train, CarsinTrain.  The time delay for 
movement from Able to Chauncey is determined as a sample from the triangular distribution with 
minimum 7, mode 10, and maximum 20 days.  All trains arrive at midnight.  The number of cars 
in the intermediate product inventory at the Chauncey plant is recorded by increasing the number 
of idle units of the resource IntInvChauncey.  The arriving cars are subtracted from the number of 
cars in route to the Chauncey plant. 
 
Process Move2Chauncey 
begin 
 increment InRouteChauncey by CarsinTrain 
 wait for  triangualar 7, 10, 20 days  // Train from Able to Chauncey 
 wait until  Midnight 
 increase  #InvIntChauncey by CarsinTrain 
 decrement InRouteChauncey by CarsinTrain  
end 
 
Next consider the daily operations at the Chauncey plant.  This involves determining the number 
of rail cars of product demanded by customers, the number of cars that can be shipped from 
inventory to meet this demand and the number of rail cars of the retail product to produce to 
replenish the inventory.  Additional cars of retail product may need to be produced and saved to 
meet peak demand.  Such cars already in inventory may or may not be available to meet current 
demand. 
 
The process begins by adding the customer demand for the current day to the currently unfilled 
customer demand (the variable Cars2Cust).  The demand is a sample from a triangular distribution 
whose mode depends on the month of the year, whose minimum is 70% of the mode and whose 
maximum is 130% of the mode and can result in a fractional number of rail cars.  Only whole rail 
car loads are shipped so fractional demand, as well as unmet demand, is carried forward to the 
next day. 
 
If the number of rail cars in the regular inventory is sufficient to meet the customer demand, then 
the inventory is reduced by the number of rail cars demanded and the remaining customer 
demand is reduced by the same quantity.  If the demand is greater than the number of rail cars in 
regular inventory, the entire inventory is used to partially meet the demand.  The inventory and 
demand variables are updated accordingly.  If the month is April through December, the saved 
inventory can used to meet the remaining demand, partially or completely. 
 
Service level observations are recorded.  If all demand is met, the service level for the day is 100.  
Otherwise, the service level is zero. 
 
The regular inventory is replenished to the target level by creating an order to produce more rail 
cars of retail product.  The number of rail cars to produce is given by equation 1.  The number of 
rail car loads in production is incremented by the right hand side of the same equation. 
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The saved inventory is built up each day by the number cars depends on the month of the year 
and is specified in the variable ProductionAdd(Month).  Thus, an order for ProductionAdd(Month) 
additional rail cars is created. 
 
Each order entity corresponds to a single rail car’s volume of production and has one attribute. 
IsSaved: Whether or not the rail car is a part of the saved inventory (1 Yes; 0 No 
or regular inventory.) 
The Chauncey plant process is given in the following. 
 
Process ChaunceyPlant 
begin 
 increment  Cars2CustChauncey by  
triangular 70%*Mode(Month), Mode(Month), 130%*Mode(Month) 
 set WholeCars = Integer(Cars2CustChauncey) 
 If WholeCars <= #RetailInvChauncey then 
 begin  
  decrement  #RetailInvChauncey by WholeCars 
  decrement Cars2CustChauncey by WholeCars 
  tabulate  100 in ServiceLevel 
 end  
 else begin // Not enough inventory to meet demand 
  decrement Whole Cars by #RetailInvChauncey 
  decrement Cars2CustChauncey by WholeCars 
  decrement #RetailInvChauncey by WholeCars 
  If (Month is not April through December) then tabulate 0 in ServiceLevel 
  Else begin //Try to use pre-made cars in inventory 
   If (WholeCars <= #SavedInvChauncey) then 
   begin // Enough pre-made cars to meet demand 
    decrement  #SavedInvChauncey by WholeCars 
    decrement Cars2CustChauncey by WholeCars 
    Tabulate  100 in ServiceLevel 
   end 
   else begin // Not enough pre-made cars to meet demand 
    decrement WholeCars by #SavedInvChauncey 
decrement Cars2CustChauncey by 
#SavedInvChauncey 
    decrement  #SavedInvChauncey by WholeCars 
    Tabulate  0 in ServiceLevel 
   end 
  end 
 end 
 set  OrderSize = TargetInvRetailChauncey - #InvRetailChauncey  
 increment RetailProdChauncey by Ordersize 
 set  IsSaveInv = 0 
 clone   OrderSize to MakeChauncey 
 set   IsSaveInv = 1 
 clone   AddProduction(Month) to MakeChauncey 
end  
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Chauncey plant production is modeled by process MakeChauncey, which is shown in the 
following.  Each entity represents an order to produce one rail car.  The entity waits for one rail 
car sized unit of the intermediate product inventory.  After the intermediate inventory is obtained, 
the entity waits for its turn in the Chauncey production facility.  The production time is 1440 
minutes (in a day) / 27 (the daily production capacity).  Thus, the number of units made per day 
is limited to the capacity.  The newly made unit is added to the appropriate inventory (regular or 
saved).  The rail car containing the intermediate product is sent to wait for the next train to Able 
plant by adding one to the count of the number of rail cars on the train. 
 
Process MakeChauncey 
begin 
 get   IntInvChauncey 
 use  ProductionChauncey for 1440/27 minutes 
 decrement  #IntInvChauncey by 1 
 If IsSavedInv = 0 then  
begin 
increment #RetailInvChauncey by 1 
decrement #RetailProdChauncey by 1 
 end 
 else  increment  #SavedInvChauncey by 1 
  
increment  Chauncey2Able by 1 
end 
 
The movement of empty cars from Chauncey plant to Able plant is modeled by process 
MoveChauncey2Able. The number of cars in the train is the number cars containing intermediate 
inventory that was consumed since the last train departed.  The trip is made and the train arrives 
at midnight to Able plant.  One unit of the FleetChauncey resource is freed for each car in the 
train. 
 
Process Move2AbleChauncey 
begin 
 set  CarsinTrain = Chauncey2Able 
 set  Chauncey2Able = 0 
 wait for  7, 10, 20 days 
 wait until  Midnight 
 make   FleetChauncey/CarsinTrain IDLE   
end 
 
It is important to note when and how each process is initiated.  An entity is sent to each of the 
plant processes: Able, Baker, and Chauncey once each day at midnight.  An entity is sent to each 
process that moves trains to Able plant: Move2AbleBaker and Move2AbleChauncey at the time 
of daily train departure, 4 A.M.   The MakeBaker and MakeChauncey processes are initiated by 
the Baker and Chauncey plant processes respectively after the number units to make to replenish 
the inventory has been determined.  The Move2Baker and Move2Chauncey processes are 
initiated by the Able plant process after the number of rail cars to ship to each has been 
determined. 
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4. Simulation Experiment and Results 
 
The design of the initial simulation experiment is shown in Table 5.  Since the customer demand 
data is valid for one year, a terminating experiment of length one year is used.   
 
Model parameters are the inventory target levels.  Establishing inventory target levels is a primary 
objective of the simulation study.  This will done by setting the target levels in the manor 
previously described and detemining the resulting system performance.  The performance in 
measured by the customer service level at Baker and Chauncey plants as well as the size of each 
fleet.  In addition, the waiting time of orders for intermediate product at Baker and Chauncey 
plants so production can begin will be measured.  Excessive waiting time could lower customer 
service levels.  Only the waiting time for orders that had to wait is recorded. 
 
There are four random streams, two for transportation times to and from Able plant and two for 
customer demand at Baker and Chauncey plants.  Twenty replicates will be made. 
 
Ideally, the level of each inventory at the end of each day should be the target value.  Thus, the 
target value is used for the initial inventory level. 
 
Trains arrive to Baker and Chauncey plant daily on the average.  However, the first shipments 
from Able plant will not arrive to Baker and Chauncey plants until day 7 and 10 on the average.  
Thus, shipments must be scheduled to arrive to Baker and Chauncey plants on the preceding days 
as part of the initial conditions.  Shipment size is the average number of rail cars arriving to the 
plant per day.  This is equal to the average customer demand at that plant. 
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Table 5:  Simulation Experiment Design  
Element of the Experiment Values for This Experiment 
Model Parameters and Their Values 1.  Retail inventory target levels set to the 95% point 
of the customer demand distribution 
2.  Intermediate inventory target levels at Baker and 
Chauncey plants initially set to the same value as 
corresponding retail inventory target level 
3.  Intermediate inventory target levels at Able plant 
initially set to the same value as the corresponding 
inventory at Baker or Chauncey plant 
Performance Measures 1.  Service level to customers at Baker plant 
2.  Service level to customers at Chauncey plant 
3.  Fleet size: Able to Baker  
4.  Fleet size: Able to Chauncey 
5.  Order waiting time for intermediate inventory at 
Baker plant 
6.  Order waiting time for intermediate inventory at 
Chauncey plant 
7.  Intermediate inventory level at Baker plant 
8.  Intermediate inventory level at Chauncey plant 
Random Number Streams 1.  Transportation time between Able plant and 
Baker plant 
2.  Transportation time between Able plant and   
Chauncey plant 
3.  Customer demand at Baker plant 
4.  Customer demand at Chauncey plant 
Initial Conditions 1.  All inventory levels set equal to their target 
2. Intermediate inventory arrivals to Baker and 
Chauncey plants as discussed in the text 
Number of Replicates 20 
Simulated End Time 1 year 
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Simulation results are shown in the associated simulation results spreadsheet, analysis low 
inventory tab. 
 
Service level values are unexceptably low, 54.5% for Baker and 26.9% for Chauncey.  Order waiting 
time for intermediate inventory averages greater than one day at each plant.   
 
These results lead to a second alternative.  The target intermediate inventory at Baker plant is 
increased by the expected customer demand in one day as the waiting time for intermediate 
inventory averages about 1.25 days.  Similarly, the target inventory at Chauncey plant is increased 
by the expected customer demand in two days as the waiting time for intermediate inventory is 
about 1.4 days.  Otherwise the simulation experiment is the same as shown in Table 5.   
 
Results are shown in in the associated simulation results spreadsheet, analysis high inventory tab. 
 
Service levels increase to 93.0% for Baker and 94.8% for Chauncey with 99% confidence intervals 
of (91.7, 94.3) and (92.2, 97.5) respectively.  The service level at Chauncey is consistent with the 
target of 95% while the service level at Baker is slightly lower.  Average waiting time for those 
orders that must wait for inventory is reduce to closer to one day.  The average number of orders 
waiting is reduced at each plant from over 1000 to about 140. 
 
The 99% confidence interval for the maximum intermediate inventory at each plant is narrow.  
The maximum inventory at the Baker plant is about 140 cars and the maximum inventory at the 
Chauncey plant is about 170 cars. 
 
The Baker plant fleet size is about 510 cars and the Chauncey plant fleet size is about 780 cars.  
Again the 99% confidence intervals for these values are narrow. 
 
5. Verification and Validation 
 
Verification and validation evidence can be obtained from the simulation results.   
 
First consider the utilization of the plants.  The Baker plant can process 35 cars per day and the 
average daily demand is 25 cars.  Thus, the utilization of the plant is 25 / 35 = 71.4%.  The utilization 
estimated from the simulation experiment is 71.5% with a 99% confidence interval of (71.1%, 
71.9%).  The Chauncey plant can process 27 cars per day and the average daily demand is 20 cars.  
Thus, the utilization is 20 / 27 = 74.1%.  The utilization estimated from the simulation experiment 
is 72.8% with a 99% confidence interval of (72.4%, 73.2%).    Thus, validation evidence is obtained 
concerning the utilization at Baker.  For Chauncey, the difference in the utilization is small (1.3%) 
and the confidence interval is narrow.  Thus, some validation is provided.   
 
Next consider the rail fleet size.  A lower bound on the fleet size can be computed using the round 
trip travel time, which does not take into account time spent in the inventory at Baker or 
Chauncey.  For the Baker intermediate inventory, the average one way travel time is 6.33 days ( 
[3 + 7 + 10] / 3 days).  Thus, one car can make 28.8 round trips per year (365 / [6.33 * 2]).  The 
average daily demand is 25 cars, so the average yearly demand is 9, 125 cars.  Thus, a lower bound 
on the fleet size is 9,125/28.8 = 316.8 cars.  The actual value of 510 takes into account time spent 
in the inventory at Baker plant as well as random variation in demand and travel time.  Since 510 
is greater than 316.8, validation evidence is obtained. 
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A similar computation can be made concerning the size of the fleet serving Chauncey plant. 
 
In addition, verification and validation evidence is obtained by noting that as the inventory level 
increases, the service level increases and the number of orders waiting for inventory decreases. 
 
6. Summary 
 
This learning module discusses the use of simulation to analyze complex systems in general and 
logistics systems in particular.  Some components of such systems have time varying 
characteristics such as the expected customer demand for products.  The behavior of one 
component may depend on the behavior of other components.  Customer demand at one facility 
is a factor in determining shipping quantities at another facility. 
 
Models can be constructed by viewing the complex system as a set of semi-independent 
processes that share information using state variables.  Simulation experiments include initial 
conditions that specify time dynamic behavior such as the arrival of shipments over time at a 
facility.  A variety of simulation results can be collected and the behavior of many of aspects of 
such a system can be assessed. 
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Logistics and Inventory Management Homework 
A company supplies a customer product for which daily demand, expressed in truck loads, is distributed 
as shown in the following table. 
Distribution of Daily Demand 
Number 
of Trucks 
Probability 
6 5% 
7 10% 
8 15% 
9 20% 
10 30% 
11 10% 
12 5% 
13 5% 
  
Production capacity is 11 truckloads per day.   
Delivery time is triangularly distributed with minimum 2 days, mode 3 days, and maximum 6 days. This 
time includes truck to travel to the customer, delivery of the load, and return to the company site. 
There is one truck load of raw material per truck load of final product. Raw material is obtained from a 
nearby supplier.  Travel time from the company site for each truck is as follows:  one day to the supplier, 
one day (80%) or two days (20%) at the supplier, and one day to return to the company site.  .     
Distinct truck fleets are used for product delivery and raw material acquisition.   
Determine the size of each truck fleet.  In addition, determine the target inventory level for raw material 
and the inventory target level for the consumer product finished goods inventory needed for a 95% service 
level for delivery to customers. 
The time period of interest is one year (365 days). 
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Preliminaries 
1. Compute the target finished goods inventory level for the consumer product. 
2. Compute the target inventory level for raw material. 
3. Compute the utilization of the production facility. 
4. Compute the expected number of trucks needed for the raw material. 
5. Compute the expected number of trucks needed for shipping the finished goods to 
consumers. 
 
Deliverables:  An Excel workbook containing the above computations and results. 
 
Modeling 
 
1. Note that the model can be constructed using four processes. 
a. An arrival process to compute the daily demand 
b. A process for delivering one unit of product to a customer, including removing it from 
the finished goods inventory 
c. A process for obtaining one truck load of raw material 
d. A process for producing one unit of finished goods from the raw material 
2. Consider how the four processes relate to each other.  The operations modeled by the latter 
three are performed in parallel with each other.  The arrival process triggers the start of each 
of the other three. 
3. The number of busy trucks in each fleet can be modeled using a variable.  The maximum value 
of the variable is the size of the truck fleet. 
a. Include another variable for each truck fleet:  Maximum size of the fleet.  If the truck 
fleet size reaches the maximum allowed, then wait for a free truck. 
 
Deliverables:  The exported version of the Automod model. 
 
Experimentation 
 
1. Conduct experiments to find the smallest fleet size that meets the service level requirements. 
a. Set the maximum size of the fleet to a large number such as 10000.  Observe how 
many trucks are used. 
b. Run an experiment restricting the fleet size to 90% of the maximum observed in 1a.  
Is the service level significantly reduced? 
2. Answer the following question using experimentation:  How many fewer truck are needed if 
the two fleets are combined into one? 
 
Deliverables:  An Excel workbook containing all computations and a word document showing describing 
the experiments that were conducted, including the standard experiment design table, as well as answers 
to the questions above. 
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Verification and validation evidence:   
 
1. Following the strategies described in the reading, provide verification and validation 
evidence. 
 
Deliverables:  A word document containing the verification and validation evidence. 
Learning Model 
Conveyors 
June 2019 
Pre-requisites: Validation and Verification 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Build simulation models of conveyor systems 
2. Design and conduct simulation experiments to help determine conveyor system configurations 
3. Explain how different types of conveyor systems work 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Watching:  Read the document describing Conveyor Systems 
 
2. Writing: Use a simulation model and experiment, along with verification and validation, to 
evaluate alternative conveyor system configurations. 
 
3. Discussing: None 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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Transfer Hubs and Conveyor Systems 
 
1. Introduction 
 
Companies such as FedEx and United Parcel Service specialize in the delivery of packages often 
when time is critical.  The network of trucks and airplanes employed by such a company transports 
millions of packages to both business and personal customers each year. 
 
The shipping methods employed by these companies typically rely on a network of terminals and 
hubs to move packages throughout the country.  Vans are used to pick up packages from 
customers and deliver them to a small terminal.  If a package needs to be sent outside of the 
terminal’s delivery area, it is loaded onto a tractor-trailer truck or airplane and sent to a larger 
hub. 
 
Most hubs are located in major cities with hundreds of the smaller terminals located in smaller 
cities.  Tractor-trailers containing packages to be shipped a great distance across the country can 
be loaded onto railcars to reduce cost.  When the tractor-trailer or airplane arrives at a hub, the 
packages it contains are sorted by destination.  Outbound packages can be loaded into vans for 
local delivery or sent to other hubs throughout the network.   
 
A description of the operation of a FedEx hub is at:  https://about.van.fedex.com/blog/hub-
101/.  A related video is at:  https://www.youtube.com/watch?v=v-Q7Tmw85Xs  
 
At the heart of the hub is the material handling system usually a conveyor system.  The conveyor 
system is used to unload, sort and transport packages throughout the hub.  Hub facilities may be 
of enormous size, some containing many miles of conveyor.  The hub material handling system is 
built up in phases.  Each phase typically adds a copy of the original system as well as expanding it.  
Phased development reduces the financial risk associated with installing the complete system 
before the demand to support it exists. 
 
An overview of the types of conveyors is provided by the following web sites: 
 
http://www.mhi.org/fundamentals/conveyors  
 
https://www.thomasnet.com/articles/materials-handling/understanding-conveyor-systems/  
 
The material handling structure employed by a typical hub is shown in Figure 1.   
  
 
 
Figure 1: Example Transfer Hub Layout 
 
A truck arrives to one of many docks that comprise the unload area.  A large conveyor is extended 
into the truck.  A worker manually unloads each truck and places the packages it contains on the 
conveyor.   
 
A set of conveyors used in truck unloading is called a bank.  Thus, each bank serves several unload 
doors.  Multiple unload banks feed a primary sorter.  A variety of logic is used to merge packages 
on to a single conveyor before reaching the primary sorter. 
 
Each of the primary sorters routes packages to one of many secondary sorters.  A secondary sorter 
routes each package to a particular lane and hence to an outbound truck.  A worker removes each 
package from a lane and places it in the proper truck.  A lane corresponds to a particular zip code 
or truck destination.  A typical secondary sorter supports 20 lanes. 
 
2. Modeling Convey Systems 
 
First modeling issues concerning conveyors will be discussed.  A conveyor is viewed as consisting 
of multiple segments.  Certain segments, such as the exit points for work stations, are key.  Key 
segments are modeled as resources with the number of units equal to the capacity of the 
segment.  When all resource units are busy, the key segment is full and other items “back up” 
along preceding segments of the conveyor.  The non-key segments are modeled as time delays 
only. 
 
Key segments and operations are modeled similarly.  A scarce system object is modeled as a 
resource constraining the movement of an entity.  An entity uses this object for a length of time 
and then releases it for use by other entities. 
 
Package travel time on a conveyor is determined from specifications of the speed of the conveyor 
and the distance the package must travel. 
  
 
 
Many simulation languages have special modeling constructs for representing conveyor systems 
in a model.  These constructs contain the logic for modeling key and other segments.  Thus, this 
logic can be included in a model transparently to its developer. 
 
In some cases, an operation may be performed by any of several workers or machines, which are 
modeled individual or as distinct from each other.  This implies a choice between resources.  The 
logic for making this choice must be specified. 
 
Multiple individually distinguishable resources may be identified by the same name.  The 
individual resources each have a unique ID number or index.  For example a model could 
represent 10 workers with the resource Worker and worker 7 could be referenced by Worker(7). 
 
Ergonomic considerations can be included in a model.  In this case, worker walking time as well 
as allowances for rest and other personal time are taken into account. 
 
Performance measures can be computed from other performance measures.  In this case, the 
average utilization for a group of workers is computed from the utilization of each individual 
worker. 
 
3. Modeling a Transfer Hub 
 
The following example study is base on a subset of a study described by Warber and Standridge 
(2002).  A package sorting hub is entering an expansion phase.  The number of unloading banks, 
primary sorters and secondary sorters is increasing to support processing an increased volume of 
packages.  Secondary sorter operations are of particular interest.   
 
The level of staffing is a significant cost component for a transfer hub.  Thus, the number of 
workers assigned to loading out bound trucks is at issue.  Management believes that a worker can 
support more than one secondary sorter lane at a time.  For example, a worker supporting two 
lanes would wait until a package arrives to one of the two lanes, walk to that lane, place the 
package on the truck, and return to look for the next arriving package on either lane.  Note that 
in addition to the time to load a package into a truck, the walking time to a lane must be taken 
into account. 
 
The number of workers to assign to the secondary sorter must be determined.  The number of 
workers should be minimized to reduce costs.  At the same time, loading delays are detrimental 
to hub operations.  Thus, the time to load a package should be minimized.  These two operating 
criteria are in conflict and a suitable balance between the two must be found. 
 
A simulation study will be done to determine the number of workers to assign per secondary 
sorter.  Trucks containing packages arrive to the terminal between 4:00 P.M. and 8:00 P.M. each 
day.  It is estimated that on the average 8000 of these packages will be processed by the secondary 
sorter of interest.  Since many packages are also sent to other secondary sorters, the time 
between arrivals the secondary sorter of interest is considered to be an exponentially distributed 
random variable with mean 4 hours / 8000 packages or 1.8 seconds. 
 
  
 
The secondary sorter serves 20 loading lanes each leading to a loading dock.  A package is equally 
likely to be routed to any of the loading lanes.  The distance between loading lanes is 10 feet 
measured from the center point of one loading lane to the center point of the next.  A detailed 
drawing of the secondary sorter of interest is given in Figure 2.    
 
 
 
 
Figure 2: Example Secondary Sorter Configuration 
 
The distance from the secondary sorter to a loading door is 37 feet.  The total length of the 
secondary sorter conveyor is 250 feet.  Conveyor speed is 1 foot per second. 
 
Loading time consists of two components:  the time for a worker to remove a package from the 
end of the loading lane and place it properly in the a truck and the time for the worker to walk to 
a loading lane.  The former can be modeled as a random variable since the location of a particular 
package in a truck depends on the packages currently in the truck.  Experience has found the 
loading time to be highly variable with a mean of 8 seconds.  Thus, loading time is considered to 
be exponentially distributed. 
 
The time for a worker to walk to a loading lane depends on how many lanes the worker serves.  If 
the worker serves two lanes and waits half way between them for an arriving package,  the 
walking distance is five feet.  Assuming the average walking speed is 2 miles per hour, the average 
walking time is about 1.7 seconds.   This time is about 21% of the average time to place a package 
on a truck and thus is a significant factor in determining system performance.   
 
  
  
 
The model of the secondary sorter operations must take into account the following system 
components. 
 
1. Arrival of packages to the secondary sorter between 4 P.M. and 8 P.M. with an 
exponentially distributed time between arrivals with a mean of 8 seconds. 
2. Package movement along the secondary sorter conveyor until the lane corresponding to 
the loading door is reached. 
3. Package movement to the end of the lane. 
4. Loading of the package on the truck. 
5. Worker assignment to lanes including walking time to a lane. 
 
Arriving entities model packages and have the following attributes. 
 
1. Lane:   Loading lane assignment, 1, 2, …, 20. 
2. TimeArriveLane: Time of arrival to the end of a lane. 
3. LaneWorker:  ID of the particular worker resource assigned to lane Lane. 
 
Model logic is shown in the following. In addition, packages arrive according to an exponential 
distribution with mean 1.8 seconds.  The lane from which the package will be loaded is computed 
as a sample from a uniform distribution between 1 and 21.  Thus, each of the lanes 1 through 20 
is equally likely.  The package moves on the secondary sorter conveyor at the rate of 1 foot per 
second to the selected lane.  Then the package moves down the lane to its end at the same rate.  
The arrival time at the end of the lane is noted.  The package waits at the end of the lane for the 
worker serving that lane.  The waiting time is collected.  The worker walks to the lane in 1.7 
seconds and then loads the package in an exponentially distributed time with a mean of 8 
seconds.  After this task, the worker becomes IDLE again. 
 
Process SecondarySorter 
begin 
 set lane = uniform 1, 21   
// lane is an integer. (min, max) notation is used.   
// (11, 10) is mean, half width notation 
 wait for (1 sec * distance to lane in feet)  // Move to lane 
 wait for (1 sec * length of lane conveyor in feet) // Move to load area 
 set TimeArriveLane = clock 
 set LaneWorker = (Lane+1)/2   // Select lane worker 
 get Worker(LaneWorker) 
 tabulate (clock-LaneArrivalTime) in WaitforWorker 
 wait for 1.7 seconds    // Worker walks to lane 
 wait for exponential 8 seconds   // Worker loads truck 
 free Worker(LaneWorker)/1 IDLE 
end 
 
Model logic for a conveyor deserves more detailed discussion.  Consider a lane conveyor.  The 
conveyor is divided into segments.  Each segment can contain one package so each segment is 
the size of a package.  The segment at the end of the lane is called a key segment.  The key segment 
is modeled as a resource so that only one package can occupy the key segment at a time.  Packages 
waiting for the key segment to become idle occupy the segments physically preceding the key 
  
 
segment.  If enough packages are waiting, the lane could become full and block the secondary 
sorter conveyor.   
 
When modeling a conveyor, the size of entities traveling on the conveyor and the key segments 
must be specified along with the conveyor speed.  The use of the non-key segments as waiting 
space for a key segment must be included in the model.  Figure 3 summarizes these ideas.  An 
entity moves on the lane until it reaches the non-key segment closest to the key segment that is 
not occupied by another entity.  Each entity waits to enter the key segment.  As an entity departs 
the key segment, all remaining waiting entities move one non-key segment closer to the key 
segment. 
 
Fortunately, the above logic is included in the modeling constructs of many simulation languages.  
Thus, the modeler is required only to specify the conveyor parameters, for example package size, 
conveyor speed, conveyor length, and key segment location. 
 
 
Figure 3: Example Lane Conveyor  
 
4. Simulation Experiment 
 
Management desires that the workers be kept as busy as possible.  On the other hand, ergonomic 
considerations require worker rest and personal time to be about 20% of the work period.  Thus, 
an average worker utilization of 80% is sought and this quantity is one performance measure.  The 
time a package waits for a worker before loading is also of interest. 
 
One model parameter will be varied, the number of lanes server by a worker, either 2 or 3.  Note 
that worker walking time to a lane will increase when 3 lanes are served.  The worker will stand 
at the middle lane of the three being served.  The walking distance to the middle lane is therefore 
neglibile.  The walking distance to each of the other two lanes is 10 feet.  Thus, the average walking 
distance increases from 5 feet to 6.67 feet and the average walking time increases from 1.7 
seconds to 2.3 seconds.  Having each worker serve 3 lanes instead of 2 reduces the number of 
  
 
workers from ten to seven.  Six of the seven workers serve 3 lanes and the seventh server the 
remaining two lanes. 
 
Since trucks arrive with packages between 4 P.M. and 8 P.M. each day, a simulation experiment 
of duration 4 hours is employed.  Twenty replicates will be made.  Since there are no packages at 
the secondary sorter at 4 P.M., the initial conditions are all lanes empty and all workers idle. 
 
There are three random number streams used in the model, one for package arrivals, one for lane 
assignments, and one for package loading time onto trucks. 
 
The experiment is summarized in Table 1. 
 
Table 1:  Simulation Experiment Design for the Secondary Sorter 
 
Element of the Experiment Values for This Experiment 
Model Parameters and Their Values Number of lanes served by one worker (2 or 3) 
Performance Measures 1.  Average utilization over all workers 
2.  Waiting time for a worker 
Random Number Streams 1.  Time between arrivals 
2.  Lane assignment for a package (1-20) 
3.  Loading time 
Initial Conditions Empty and idle 
Number of Replicates 20 
Simulation End Time 4 hours 
 
Simulation results for the cases where a worker serves 2 and 3 lanes are shown in Table 2.  Average 
worker utilization is the average utilization of all workers in the first case and of only those 
workers serving 3 lanes in the second case. 
 
Note that in neither case does the approximate 99% confidence interval contain the target 
utilization of 80%.  A worker serves two lanes, the utilization is slightly over 50% which is too low.  
When a worker servers three lanes, the utilization is slightly over 80% which is too high. Package 
average waiting time increases by about 3.5 times when a worker serves three lanes instead of 2. 
 
Consider another possibility. Each worker would serve 2 lanes alone plus sharing the responsibility 
for a third lane with another worker.  This would increase the number of workers from seven 
serving 3 lanes each to eight serving 2.5 lanes each.   
 
 
  
 
Table 2:  Average Worker Utilization and Package Waiting Time for a Worker at the Secondary 
Sorter 
 
 Worker Serves Two Lanes Worker Serves Three Lanes 
Replicate Average Package 
Waiting Time (sec) 
Average Worker 
Utilization 
Average Package 
Waiting Time (sec) 
Average Worker 
Utilization 
1  3.1 0.533 10.7 0.843 
  2 2.8 0.520 9.8 0.832 
  3  2.9 0.529 10.3 0.839 
  4 2.9 0.535 10.8 0.845 
  5 2.8 0.529 10.4 0.845 
  6 2.9 0.528 10.4 0.842 
  7 2.9 0.527 10.4 0.837 
  8 3.0 0.527 10.1 0.839 
  9 3.0 0.535 10.3 0.844 
10 3.1 0.538 10.6 0.855 
11 3.0 0.530 10.2 0.841 
12 2.9 0.527 9.9 0.835 
13 3.1 0.533 10.4 0.844 
14 3.2 0.546 11.3 0.870 
15 2.9 0.537 10.8 0.853 
16 2.9 0.530 10.3 0.843 
17 2.9 0.536 10.7 0.852 
18 3.1 0.536 11.4 0.858 
19 2.9 0.534 10.7 0.849 
20 3.0 0.526 10.3 0.836 
Average 3.0 0.532 10.5 0.845 
Std. Dev.  0.096 0.00560 0.398 0.00903 
99% CI Lower 
Bound 2.9 0.528 10.2 0.839 
99% CI Upper 
Bound 3.0 0.535 10.7 0.851 
 
The average walking time when a worker serves two lanes and shares responsibility for a third 
lane was computed as follows.  A worker stands in the same position as when serving 2 lanes.  
Thus, the average walking time is 1.7 seconds for 80% of the package loading operations.  For the 
other 20% of the package loads, the walking distance is 15 feet, which requires 5.1 seconds on 
the average.  Thus, two walking times must be included in the model. 
 
  
  
 
A new version of the model was created to model two workers sharing responsibility for every 
third lane.  The shared lanes are 3, 8, 13, and 18.  No changes to model logic are required for non-
shared lanes.  For shared lanes, the changes to model logic are as follows. 
 
1. Wait for either lane worker to perform the loading operation, whichever one becomes 
IDLE first. 
2. Use the walking time to a shared lane, 5.1 seconds. 
3. Free whichever worker performed the loading operation. 
 
The experiment is the same as the one define in Table 1 except for the performance measures.  
Waiting time for each of two types of packages is required:  those using lanes served by one 
worker alone and those using lanes servered by two workers. 
 
Simulation results comparing the two cases are shown in Table 3. 
 
In the shared lanes scenario, all workers serve the same number of lanes, 2.5.  The average worker 
utilization is 66.4%, less than the desired 80% target but more than in the case where each worker 
serves only two lanes.  Average package waiting time is about half of that in the workers serve 3 
lanes case.  Average package waiting time is less on the shared lanes than on the lanes that do 
not share a worker. 
 
5. Summary 
 
This chapter discusses the modeling and analysis of a package transfer hub.  Specifically 
techniques for modeling conveyor systems have been presented.  The choice between alternative 
resources for performing an operation has been illustrated.  Ergonomic considerations have been 
included in the model.  The number of workers to serve a loading operation was determined. 
 
 
  
  
 
Table 3. Average Worker Utilization and Package Waiting Time for a Worker at the 
Secondary Sorter – Shared Lanes Case 
 
  
Worker Serves Three Lanes 
 
Worker Serves Two Lanes Plus a Shared Lane 
 
 
 
 
Replicate 
 
 
Average 
Package 
Waiting Time 
 
 
Average 
Worker 
Utilization 
Average 
Package 
Waiting Time 
Non-Shared 
Lanes 
 
Average 
Package 
Waiting Time 
Shared Lanes 
 
 
Average 
Worker 
Utilization 
1  10.7 0.843 5.3 5.0 0.664 
  2 9.8 0.832 4.9 4.2 0.650 
  3  10.3 0.839 5.1 3.8 0.661 
  4 10.8 0.845 5.2 4.5 0.669 
  5 10.4 0.845 5.3 4.4 0.661 
  6 10.4 0.842 5.3 4.4 0.660 
  7 10.4 0.837 5.1 4.1 0.659 
  8 10.1 0.839 5.2 4.3 0.659 
  9 10.3 0.844 5.2 4.1 0.669 
10 10.6 0.855 5.2 4.2 0.671 
11 10.2 0.841 5.2 4.2 0.663 
12 9.9 0.835 5.2 4.2 0.658 
13 10.4 0.844 5.4 4.5 0.666 
14 11.3 0.870 5.7 4.8 0.683 
15 10.8 0.853 5.5 4.3 0.670 
16 10.3 0.843 5.5 4.7 0.662 
17 10.7 0.852 5.2 4.1 0.670 
18 11.4 0.858 5.7 4.7 0.670 
19 10.7 0.849 5.2 4.2 0.667 
20 10.3 0.836 5.2 4.2 0.657 
Average 10.5 0.845 5.3 4.3 0.664 
Std. Dev.  0.398 0.00903 0.193 0.284 0.00702 
99% CI Lower 
Bound 10.2 0.839 5.1 4.2 0.660 
99% CI Upper 
Bound 10.7 0.851 5.4 4.5 0.669 
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Conveyor Systems 
Assignment 
 
Some packages that pass through a primary sorter cannot be routed to a secondary sorter for a 
variety of reasons and must be manually processed.  Suppose such packages are routed to a 
circular conveyor as shown in the following figure.  Packages proceed around the conveyor to a 
workstation.  There is no package waiting area or buffer at a workstation.  If a package arrives to 
a station that is processing another package, it stays on the conveyor to the next station.  If the 
package is not processed by the last station, it recirculates to the first station. 
 
 
 
The purpose of the simulation study is to specify the parameters of the manual system to 
minimize package lead time.  There may be either 3 or 4 workstations employed.  In addition, 
waiting areas for up to three packages in total may be employed at workstations.  All waiting areas 
must be at the same workstation (to simplify the problem).  Cost considerations make more 
waiting spaces and fewer workstations the preferred design.   
 
Determine the number of workstations, the number of waiting spaces (0, 1, 2, or 3 in total), and 
the workstation(s) at which the waiting spaces are located. 
 
Relevant information is as follows: 
 
Time between package arrivals:  Exponentially distributed with mean 1.6 minutes. 
 
Package processing time:  Exponentially distributed with mean 4.0 minutes. 
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Conveyor Segments (Assuming a Four Workstation Configuration). 
 
Conveyor Segment Conveyor 
Distance (Feet) 
Arrival Point to First Work Station Exit 18 
Station Exit Segment   2 
Inter-Station Segment (to Exit Segment) 13 
Last Station to Arrival Point (4 stations case) 45 
 
Assume that conveyor speed is 0.25 feet / second and that packages are 2 feet in length.  The 
time period of interest is 40 hours. 
 
Preliminaries  
1. Review the example model in the learning module. 
a. Note that the model consists of two systems: the model (process) system that is 
a part of every model and the conveyor system used to model conveyor 
operation.  (System/open/conveyor to reference the conveyor part of the model).   
b. Review and use Banks chapter 6 as reference to assist in understanding the 
model.   
c. Note that the process part of the example model illustrates how to move 
parts/loads along a conveyor with entrance to the conveyor and exit from the 
conveyor. 
 
2. List all the possible alternatives.  The number of workstations is 3 or 4 and the number of 
waiting areas is 0, 1, 2, or 3. 
 
3. Compute the utilization over all workstations (or the sum of the utilization of the 
workstations). 
 
4. Compute the circumference of the conveyor and the radius (= circumference / 2 π)? 
 
Deliverable:  An Excel spreadsheet with the answers to question 2, 3, and 4. 
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Model 
 
1. While the Automod does not have a circle as a conveyor system modeling construct, recall 
that two 180 degree arcs can be used to form a circle. 
 
2. A modeling construct is needed to represent the waiting spaces.  In Automod, this is a 
queue.  Queues represent waiting in the buffer + the place processed by a resource.  For 
example, if there are three waiting spaces at a workstation then the queue capacity is 4, 
three for waiting and one for processing. 
 
3. The decision to exit the conveyor and processing at the workstation can be modeled by 
the following statements for example. 
 
if Q_Station1 remaining > 0 then 
// exit workstation 
begin 
 move into  Q_Station1           // enter queue of station 1  
 use       R_WS1 for RS_WS1 exponential 4 min  // process at station 1 
 tabulate A_Arrival – clock in T_LeadTime        // record lead time 
 send to  die 
end   
 
 The move into statement tells the load to enter the queue of the station. 
 
4. The move into statement is also used to enter the entry station of the conveyor, for 
example: 
 
move into conv:sta_in 
 
where conv is the name of the conveyor system and sta_in is the name of the entry 
station. 
 
5. The travel statement is used to model movements between stations: 
 
travel to conv:station1 
 
6. The model could consist of two processes: 
a. P_Arrival to model arrivals to the conveyor system 
b. P_Processing to model movement on the conveyor and processing by the 
workstations. 
 
7. Setting the queue capacity at a workstation to zero essentially removes the workstation 
from the system.  Thus, a model with four workstations could be developed.  If three 
workstations are desired, then set the queue capacity of one workstation to zero. 
 
Deliverable:  The exported version of the model with four workstations. 
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Experiment 
 
The purpose of the simulation experiment is to find the configuration of waiting areas and 
workstations that minimizes lead time.  This could be done in numerous ways.  Here is one way 
that at least gives a good start. 
 
1. Find the configuration with the longest lead time.  This is almost surely the configuration 
with three workstations and no waiting areas. 
 
2. Find the configuration with the shortest lead time.  This is almost surely the configuration 
with four workstations and three waiting areas.   
a. An interesting sub-experiment:  At which workstation should the waiting areas be 
to minimize the lead time? 
 
3. Then, try in a systematic way to find a configuration with less than three waiting areas 
and/or less than four workstations that doesn’t increase the lead time too much. 
 
Deliverables: 
1. An Excel spreadsheet with the simulation results. 
2. A word document with the standard table specifying the experimental design and a 
discussion of the simulation results including conclusions based on the simulation results. 
 
Verification and Validation 
 
As with other systems, the utilization of the workstations can be used to verify and validate the 
model. 
 
Deliverables: 
1. An Excel spreadsheet with the verification and validation results. 
2. A word document with a discussion of the verification and validation results including 
conclusions. 
 
 
 
Learning Module 
Path Mover Systems 
February 2018 
Pre-requisites: Validation and Verification 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
 
1. Build simulation models of path mover systems 
2. Design and conduct simulation experiments to help determine the number of vehicles and to help 
assess alternative layouts 
3. Explain how path mover systems work 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Watching:  
a. Read the document describing Path Mover Systems 
b. Watch the videos referenced from within the document 
 
2. Writing: Use a simulation model and experiment, along with verification and validation, to 
evaluate alternative path mover system layouts and determine the number of vehicles required. 
 
3. Discussing: None 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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Path Mover Systems 
 
1. Introduction 
 
Path mover systems are a class of material handling systems characterized by the use of 
automated or manually operated vehicles operating on a pre-defined path to move materials 
within a facility.  An overview of path mover system with particular emphasis on automated 
guided vehicle systems is provided by the Material Handling Institute at: 
http://www.mhi.org/fundamentals/automatic-guided-vehicles.  
 
There a several types of path mover systems each with its own type of vehicles.  One type is a 
forklift or hi-lo.  These are vehicles that can lift and move materials over short distances with a 
driver in control.  The following videos provide basic information about forklifts. 
 
https://www.youtube.com/watch?v=95kb-PcPYsM 
 
https://www.youtube.com/watch?v=pt7Ur0Ezw-Y 
 
In all industrial settings, forklifts are restricted to a set of lanes marked on the floor.  A forklift 
operator must keep the forklift within the lane in the same way that the driver of an automobile 
must keep a car within a lane on a roadway. 
 
Tractor-trailors or tuggers move about the production floor in the same way as forklifts, driven 
within lanes by a driver.  The following  videos illustrate tuggers. 
 
https://www.youtube.com/watch?v=is8PxtutnI8  
 
https://www.youtube.com/watch?v=oCmL7BOVHw8 
 
An automated guided vehicle (AGV) system can transport material between a finite number of 
pre-defined locations at work stations with little or no human assistance.  Barrett Electronics 
Corporation invented the world’s first AGV for industrial applications in 1954.  These systems 
range from one vehicle to well over 100 vehicles. 
 
An AGV system consists of vehicles that move along predetermined paths to move loads 
between workstations and storage areas.  Vehicles operate without the need for an onboard 
operator or driver, pick up loads at designated pick-up points and transport them to designated 
drop-off points.  Each workstation has a pick-up point and a drop-off point.  These two points 
can be the same. 
 
Vehicles move between workstations by traversing control segments.  Each control segment is 
relatively short.  The intersection point between control segments is a control point.  Pickup and 
dropoff points are control points as well.   
 
Vehicles in most existing systems follow an inductive guide path consisting of a wire embedded 
in the floor carrying alternating current that induces a magnetic field detected by antenna 
mounted on the bottom of the vehicles.  Other control mechanisms include surface mounted 
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magnetic or optical strips as well as inertial or laser guidance.  Vehicles have controllers that 
respond to instructions and ensure safety. 
AGV systems must be able to perform routing, traffic control and communications functions.  
Routing is the method by which an AGV determines how to go from its current location to a 
designated destination. Different approaches to routing logic can be implemented such as 
shortest time, shortest distance and fixed pattern.  Traffic control assures that AGVs do not 
collide with each other.  Either fixed or variable distances between vehicles can be used.  
Communication is needed between vehicles, between a vehicle and a central device or for local 
interfaces.  The communication mechanism provides the means by which vehicles are informed 
of routing and traffic control decisions. 
 
AGV systems are illustrated in the following video. 
 
https://www.youtube.com/watch?v=GPbkiEjsRic 
 
In addition, a simple AGV system is shown in Figure 1.  There are four control segments that 
form a loop in the shape a rectangle with rounded corners.  Rounded corners allow the AGV to 
continue at full speed instead of stopping to make a 90 degree turn as would be the case if 
square corners were used.  There are four stations each with its own control point indicating the 
place where loads are picked up or dropped off.  AGV’s move in only one direction, clockwise, 
around the loop.   
 
Requests come to move loads from one workstation to another.  In response, an idle AGV moves 
from the parking area to the pickup point of the workstation where the load currently resides.  
The AGV moves from this pickup point to the drop off point of the destination workstation.  
After unloading, the AGV remains idle at the dropoff point. 
 
A recent alterative to AGV’s is the autonomous model robot (AMR).  AMR’s may be defined as 
follows: 
Autonomous robots, just like humans, also have the ability to make their own decisions 
and then perform an action accordingly. A truly autonomous robot is one that can 
perceive its environment, make decisions based on what it perceives and/or has been 
programmed to recognize and then actuate a movement or manipulation within that 
environment. With respect to mobility, for example, these decision-based actions 
include but are not limited to the following basics: starting, stopping, and maneuvering 
around obstacles that are in their way.  (https://waypointrobotics.com/blog/what-
autonomous-robots/)  
 
A comparison of AGV’s and AMR’s is given at the following web page:  https://www.mobile-
industrial-robots.com/en/resources/whitepapers/agv-vs-amr-whats-the-difference/    
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Figure 1:  Simple AGV System Layout 
 
The following videos show the use of AMR’s in an Amazon warehouse: 
 
https://www.youtube.com/watch?v=UtBa9yVZBJM 
 
https://www.youtube.com/watch?v=Y-lBvI6u_hw 
 
https://www.youtube.com/watch?v=6KRjuuEVEZs 
 
However, for purposes of the modeling and analysis discussion in this learning module, AGV’s 
and AMR’s as well as Hi-Lo’s and tuggers can all be consider to be belong to the same set of 
vehicles:  those that serve a path mover system. 
 
WS1
WS3
W
S4
W
S2
Control Point
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Increasing the number of resources that can perform an activity, such as the number of 
machines at a workstation, normally lessens entity waiting time for that activity.  Thus, it might 
be assumed that increasing the number of vehicles in a path mover system would increase the 
responsiveness to movement requests.  This might not be the case since the contention 
between the vehicles for control segments, intersections, and control points will increase.  This 
is the same affect has increasing the number of cars on a highway which causes congestion and 
slows the rate of flow. In general terms, the analysis of a path mover system has to do with 
confirming the operational effectiveness of the design as well as determining the number of 
vehicles needed.   
 
The discussion and examples of AGV systems in Askin and Standridge (1993) form the basis for 
this discussion. 
 
2. Example Problem1 
 
Consider the following AGV system.  The design of a new AGV system to serve nine workstations 
is shown in Figure 2.  Each shorter edge corresponds to 50 feet and each longer edge to 100 
feet.  AGV's move in one direction only on each bold edge as indicated by the arrows.  There is 
no AGV movement on dashed edges.  The letters in the center of a square are the workstation 
ID's.  The numbers near the edges are the control segment ID's.  Idle AGV’s wait at the dropoff 
point of their last load. The pickup and dropoff points for each workstation are indicated using 
the letters P and D respectively.  Note that stations 5 and 6 share these points. 
 
Table 1 gives the average number of material moves between workstations per 16 hour day.  
This information forms the distribution of pickup point to dropoff point AGV movements.  Each 
individual movement can be determined as a random sample from this distribution.  The time 
between material move requests is a constant 90 seconds (57600 seconds per day / 640 moves).  
 
Fulfilling a material move request requires an AGV to move from it current location to the 
pickup point and then from the pickup point to the dropoff point.  Each AGV moves at the rate 
of 5 feet per second and takes 30 seconds for each drop-off and each pick-up. 
 
  
                                                          
1 Todd Frazee assisted with the development of this example. 
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Table 1:  Average Number of Material Moves between Work Stations 
From Work Station To Work Station Average Number of Moves 
A B 40 
A C 25 
A D 30 
A E 10 
A F 10 
A G 20 
A H 5 
A I 10 
B C 40 
B E 30 
B G 10 
B H 10 
C G 50 
C I 10 
D B 5 
D C 10 
D F 10 
E D 100 
F D 60 
G F 40 
G I 40 
H D 10 
H F 5 
I E 60 
Total  640 
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Figure 2:  Example AGV System Layout 
 
The design shown in Figure 2 was developed using analytic methods.  The following principles 
were applied. 
1. Vehicles move in only one direction on path.   
2. The dropoff point for a station should precede the pickup point with respect to vehicle 
movement. 
3. Dropoff and pickup points should be placed on control segments with low utilization to 
avoid other vehicles waiting for dropoffs and pickups to be completed. 
4. Movement of empty vehicles should be minimized.  Thus after a dropoff is completed, 
the vehicle should wait on the same control segment for a possible pickup on that 
segment.   
 
Other analytic methods were used to estimate that 2 AGV’s would be needed in the system.  
These analytic methods were used to compute each of the five components of total vehicle 
utilization time:  loaded travel time, travel time while empty, blocked time, load time, and 
unload time.   Blocked means an AGV is waiting due to congestion caused by other AGV’s.  These 
computations are based on knowledge of the number of loads to be moved between each pair 
of workstations (the information shown in Table 1) as well as AGV travel speeds and the shortest 
path between each pair of workstations.   
 
A B C
D E F
G
H I
Figure 17.-2: AGV System Layout
P
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Loaded travel time, load time, and unload time are straightforward to compute.  A lower bound 
on travel time while empty can be computed using an optimization algorithm.  Blocked time was 
assumed to be zero for this system since the number of AGV’s need was only 2. 
  
The primary performance criteria is time between the request for a load to be moved and the 
completion of the move.  Both the maximum and average time are interest.  Assessing the 
number of AGV’s needed is also important since blocked time was ignored and only a lower 
bound on travel time while empty was obtained.   
 
3. Modeling 
 
It is helpful to take a generic perspective to modeling path mover systems.  The control 
segments and control points that comprise the paths taken by the vehicles between 
workstations can be data input, expressed most often as a graphical drawing.  In this case, the 
graphical drawing used for input is the one in Figure 2.  Other inputs include where vehicles park 
when they become idle and vehicle speed.  Vehicles can be viewed as resources.  This generic 
view is implemented in some simulation environments. 
 
In addition, a process model describing the movement of loads through the AGV system, 
perhaps including processing at workstations, is needed.  A request to move a load is the entity 
flowing through the process.  The following are the major steps in the process model. 
1. Arrival of a request for an AGV to move a load from one workstation to another. 
2. Waiting for an idle AGV. 
3. Selection of the idle AGV nearest to the pickup point for the load. 
4. Movement of that AGV from where it is parked to the pickup point. 
5. Movement of the same AGV from the pickup point to the dropoff point. 
 
Attributes of the entity are the following: 
1. FromStation The station where the load is to be picked up. 
2. ToStation  The station where the load is to be dropped off. 
3. ArriveTime  Simulation time that the request for load movement is made. 
 
Analytic algorithms for determining the shortest path from one workstation to another are 
known and can be implemented within a simulation environment.  In most cases, the number of 
feasible paths between any pair of workstation should be few in number.  Otherwise, the 
system would be too complex to operate.  For example, consider the number of paths from 
workstation A in Figure 2 to each of the other eight workstations.  There is only one path to 
workstations B, C, E, F, and G.  There are two paths to the other workstations: D, H, and I.  
However, one of the two paths is obviously shorter. 
 
One issue that is unique to modeling path mover systems is contention among the vehicles for 
the same control segment or control point.  All vehicles travel at the same speed so one cannot 
overtake another as long as both are moving in the same direction.  Contention occurs when 
one vehicle is stopped at a pickup or dropoff point and another vehicle needs to pass through 
such a point enroute somewhere else.  In this case, the second vehicle needs to stop to wait for 
the first vehicle to leave the pickup or dropoff point.   
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In addition, contention can occur when two vehicles coming from opposite directions arrive at 
the same intersection at the same time.  One vehicle needs to stop or slow down to let the 
other vehicle pass.  There are two such intersections in the AGV system shown in Figure 2.  One 
is at the right side of the boundary between workstations G and I.  The other is at the center of 
the upper boundary of workstation H where the path dividing workstations E and F ends. 
 
One system performance criterion is the time between the request for moving a load and 
completion of the move.  Thus, it may seen desirable to have as many vehicle in the system as 
possible to minimize this time.  This strategy is similar to increasing the number of machines at a 
workstation to minimize cycle time at the station.  However, increasing the number of AGV’s 
also increases the contention for control points and control segments.  Thus, such increases may 
be counter productive and must be tested using simulation. 
 
The modeling logic is as follows.  AGV’s are modeled as resources as are pickup and dropoff 
points.  Each AGV has an attribute, CurrentLoc, giving its current location.  Resources are also 
used to model intersections where vehicles can enter from more than one direction.   
 
Travel along a path is comprised of a series of steps as modeled by Process MoveOnPath with 
parameters FromLoc and ToLoc.  Each step represents travel between the current AGV location 
and the next pickup point, dropoff point, or intersection on the path.  Each of these is modeled 
as resource that must be acquired to traverse that part of the path and freed after such 
movement is accomplished.   
 
The next pickup point, dropoff point, or intersection and the distance to it are exacted from the 
data input describing the AGV system that was given as a graphical drawing.  In this case, travel 
time can be modeled as distance traveled * AGV speed.  It is possible to include acceleration and 
deacceleration if desired.  If the destination control point is reached, travel ends.  Otherwise 
travel to the next pickup point, dropoff point, or intersection commences. 
 
The process AGV System makes use of the process MoveOnPath.  Arrivals to the process are 
requests for load movement that occur every 90 seconds in this case.  Entity attributes are 
assigned:  the workstation where the load currently resides, the workstation to which the load 
must be transported, and the simulation time the request arrives.  The idle AGV closest to the 
workstation station where the load currently resides is chosen.  If there are no idle AGV’s the 
movement request must wait.  The AGV moves empty workstation to the where the load is 
residing, picks of the load, moves to the destination station, and drops off the load.  The AGV 
become IDLE and the current location of the AGV is recorded. 
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Process AGV_System 
begin 
 set A_TimeArrive  = clock 
 set V_FromStation  = Sample (StartTrip) 
 set V_EndStation    = Sample(EndTrip(FromStation)) 
 get AGV    // IDLE AGV closest to From Station is chosen 
 send to MoveOnPath (CurrentLoc, FromStation) with return 
 wait for 30 seconds    // Pick up load 
 send to MoveOnPath (FromStation, ToStation) with return 
 wait for 30 seconds    // Drop off load 
 free AGV 
 set V_CurrentLoc (AGV) = ToStation 
 tabulate Clock – TimeArrive in CompleteMovementTime 
end 
 
Process MoveOnPath (FromLoc, ToLoc) 
begin 
 while CurrentLoc(AGV) != ToLoc 
 begin 
set V_CurrentLoc (AGV) = FromLoc 
 Wait for Distance*AGVSpeed to  
Next Control Point or Intersection from CurrentLoc 
 set V_CurrentLoc (AGV) = Next Control Point or Intersection 
 wait until ControlPointIntersection (CurrentLoc(AGV)) is IDLE 
 make ControlPointIntersection (CurrentLoc(AGV)) BUSY 
 wait for Distance through Control Point or Intersection * AGVSpeed 
 make ControlPointIntersection (CurrentLoc(AGV)) IDLE 
 end 
end 
 
4. Simulation Experimentation 
 
The simulation experiment can be described as follows.  The system operates for one 16 hour 
day.  Thus, a terminating simulation of length one day is appropriate.  The proper initial 
conditions are all AGV’s idle since no load movement requests occur before the work day 
begins.  Their initial location is randomly assigned.  There is one random number stream to aid 
in selecting the pair of workstations for pickup and dropoff.  Twenty replicates are made.   
 
Performance measures include lead time defined as the time between when a move request is 
received and when it is completed as well as the utilization of AGV’s and AGV capacity lost to 
contention for control segments and control points.  AGV congestion will be measured as the 
average number of AGV’s waiting due to contention for control points and intersections. 
 
The number of AGV’s required must be determined, either the 2 previously recommend or 3 to 
improve the time to complete a movement request.  The model parameter is the number of 
AGV’s to employ.  Table 2 summarizes the experimental design. 
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Table 2:  Simulation Experiment Design for the AGV System 
Element of the Experiment Values for This Experiment 
Type of Experiment Terminating 
Model Parameters and Their Values 1.  Number of AGV’s (2 or 3) 
Performance Measures 1.  Time to complete a move request 
2.  AGV utilization 
3.  AGV congestion 
Random Number Streams 1.  From-to pair of workstations 
Initial Conditions AGV’s randomly assigned to control points 
Number of Replicates 20 
Simulated End Time 57600 seconds (one day) 
 
Tables 3 through 5 give the simulation results for the above experiment, including a comparison 
between system operations when 2 and 3 AGV’s are used. 
 
Table 3:  Simulation Results for Two AGV’s 
 AGV’s Time to Complete a Move (min) 
Replicate  
Idle Percent 
Percent 
Congested 
 
Maximum 
 
Average 
  1 0.7% 2.6% 80.9 8.7 
  2 1.4% 2.0% 60.8 5.9 
  3 0.5% 2.1% 114.6 15.5 
  4 0.4% 2.6% 92.3 11.5 
  5 1.6% 2.2% 99.1 9.8 
  6 1.4% 2.2% 71.0 6.8 
  7 1.3% 2.5% 88.8 9.0 
  8 0.6% 2.2% 100.6 10.0 
  9 1.2% 2.3% 75.9 8.4 
10 0.4% 2.0% 120.2 14.4 
11 2.8% 2.5% 43.9 5.1 
12 0.5% 2.0% 105.5 13.0 
13 0.4% 2.3% 94.9 11.3 
14 1.9% 1.9% 45.4 5.5 
15 1.9% 2.6% 60.7 6.0 
16 2.5% 2.5% 24.9 4.4 
17 1.2% 2.1% 125.3 14.3 
18 1.2% 2.2% 52.1 5.8 
19 0.9% 2.3% 93.2 12.9 
20 0.4% 2.2% 79.7 10.4 
Average 1.2% 2.3% 81.5 9.4 
Std. Dev. 0.7% 0.2% 27.2 3.4 
99% CI Lower Bound 0.7% 2.1% 64.1 7.2 
99% CI Upper Bound 1.6% 2.4% 98.9 11.6 
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The following can be noted from Table 3 when 2 AGV’s are used.   
 
 1. The AGV’s are almost always busy. 
 2. There is very little congestion. 
3. The average time to complete a move is 9.4 minutes with an approximate 99% 
confidence interval for the true average of (7.2, 11.6) minutes. 
4. The maximum time to complete a move is over an hour with an approximate 
99% confidence interval of (64.1, 98.9) minutes. 
 
Thus it can be concluded that using only 2 AGV’s is ineffective since the average time and 
maximum times to complete a move are too high.  This is not unexpected since the AGV’s are 
almost always busy.  On the other hand, there is very little congestion. 
 
Table 4:  Simulation Results for Three AGV’s 
 AGV’s Time to Complete a Move (min) 
Replicate Idle Percent Percent 
Congested 
Maximum Average 
  1 21.3% 12.8% 7.8 3.1 
  2 21.0% 12.0% 7.5 3.1 
  3 22.8% 11.7% 9.0 3.0 
  4 21.5% 11.5% 12.0 3.1 
  5 21.3% 12.1% 8.5 3.1 
  6 21.1% 12.0% 9.9 3.1 
  7 20.8% 11.8% 8.1 3.1 
  8 21.5% 11.5% 9.3 3.1 
  9 21.3% 12.0% 9.3 3.1 
10 22.1% 11.5% 9.0 3.1 
11 20.7% 12.6% 9.1 3.1 
12 22.1% 10.9% 8.2 3.1 
13 21.2% 12.0% 8.8 3.1 
14 20.5% 12.6% 8.5 3.1 
15 22.3% 11.4% 9.5 3.1 
16 22.9% 11.8% 8.5 3.0 
17 21.4% 11.8% 9.2 3.1 
18 21.4% 12.0% 10.5 3.1 
19 21.2% 11.8% 9.3 3.1 
20 23.0% 10.5% 8.4 3.0 
Average 21.6% 11.8% 9.0 3.1 
Std. Dev. 0.7% 0.5% 1.0 0.04 
99% CI Lower Bound 21.1% 11.5% 8.4 3.1 
99% CI Upper Bound 22.0% 12.2% 9.7 3.1 
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The following can be noted from Table 4 when 3 AGV’s are used. 
 
 1. AGV utilization is near 80%. 
2. Significant congestion occurs since about 1/3 of the available time of 1 AGV is 
lost (11.8 % * 3 AGV’s = 1/3 of 1 AGV). 
3. The average time to move a load is about 3 minutes. 
4. The maximum time to move a load is about (8.4, 9.7) minutes with 
approximately 99% confidence. 
 
Thus it can be concluded from Table 17-4 that using 3 AGV’s allows movement to occur in a 
sufficiently small amount of time.  AGV utilization is neither too high or too low.  However, 
contention among the three AGV’s is significant. 
 
Table 5:  Comparison of Simulation Results for Two and Three AGV’s 
 AGV’s (3-2) Time to Complete a Move (min)  
(2-3) 
Replicate Idle Percent Percent 
Congested 
Maximum Average 
  1 20.6% 10.2% 73.1 5.6 
  2 19.6% 10.0% 53.3 2.8 
  3 22.3% 9.6% 105.6 12.5 
  4 21.1% 8.9% 80.3 8.4 
  5 19.7% 9.9% 90.6 6.7 
  6 19.7% 9.8% 61.2 3.7 
  7 19.5% 9.3% 80.7 5.8 
  8 20.9% 9.3% 91.3 6.9 
  9 20.1% 9.7% 66.6 5.3 
10 21.7% 9.5% 111.2 11.4 
11 17.9% 10.1% 34.8 2.0 
12 21.6% 8.9% 97.3 9.9 
13 20.8% 9.7% 86.2 8.1 
14 18.6% 10.7% 36.9 2.4 
15 20.4% 8.8% 51.3 2.9 
16 20.4% 9.3% 16.4 1.4 
17 20.2% 9.7% 116.2 11.1 
18 20.2% 9.8% 41.6 2.7 
19 20.3% 9.5% 83.9 9.8 
20 22.6% 8.3% 71.4 7.4 
Average 20.4% 9.6% 72.5 6.3 
Std. Dev. 1.1% 0.5% 27.2 3.4 
99% CI Lower Bound 19.7% 9.2% 55.1 4.1 
99% CI Upper Bound 21.1% 9.9% 89.9 8.5 
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Table 5 shows that the difference between using 2 AGV’s and 3 AGV’s is statistically significant 
with approximately 99% confidence for all performance measures.  AGV utilization is lowered 
when 3 AGV’s are used as well as the average and maximum time to move a load.  Congestion 
increases as well. 
 
5. An Alternative System Design 
 
Based on the results in Tables 3 through 5, a redesign of the AGV system was proposed.  The 
pickup and dropoff points for each workstation would be located within the station.  
Workstations E and F would have distinct pickup and dropoff points. 
 
Note from Figure 2 that there are two types of workstations.  The pickup and dropoff points for 
workstations B, C, D, E, and F are located near each other.  The pickup and dropoff points for 
workstations G, H, and I are separate.  Workstation A has only a pickup point. 
 
Figure 3 shows the redesign of the pickup and dropoff points for workstations B, C, D, E, and F.  
Figure 4 shows the redesign for the remaining stations.  Note that the AGV’s have a greater 
distance to travel to both pickup and dropoff a load since a loop of about 15 feet must be 
traversed into each workstation. 
 
 
Figure 3: Example Workstation Layout with Pickup and Dropoff Points within the Workstation 
– Style 1 
D
P
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Figure 4: Example Workstation Layout with Pickup and Dropoff Points within the Workstation 
– Style 2 
 
6. Analysis of the Alternative Design 
 
A new simulation experiment can be executed.  The design is the same as shown in Table 2 
except that the operation of the modified AGV layout with three AGV’s only will be assessed.  
Note that the model does not need to be modified since the AGV layout is input data expressed 
as a graphical drawing.  Simulation results for this experiment are shown in Table 6. 
 
The following can be noted from Table 6. 
 1. AGV utilization is near 72%. 
2. Only a little congestion occurs since about 13% of the available time of 1 AGV is 
lost. 
3. The average time to move a load is about 3 minutes. 
4. The maximum time to move a load is about (10.3, 28.1) minutes with 
approximately 99% confidence.  The average maximum is 19.2 minutes.  The 
range of the maximum times across the replicates is (5.3, 56.8) minutes. 
 
D
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Table 6:  Simulation Results for Three AGV’s with Dropoff and Pickup Points within Each 
Workstation 
 AGV’s Time to Complete a Move (min) 
Replicate Idle Percent Percent 
Congested 
Average Maximum 
  1 26.4% 4.9% 3.3 38.3 
  2 27.6% 3.9% 2.8 10.0 
  3 28.1% 4.4% 2.8 12.2 
  4 28.6% 4.5% 2.9 33.2 
  5 27.9% 4.5% 2.8 5.3 
  6 28.4% 3.6% 2.8 12.5 
  7 28.6% 3.5% 2.7 5.3 
  8 28.2% 4.0% 2.9 23.3 
  9 28.6% 4.1% 2.9 32.9 
10 28.3% 3.6% 2.8 16.3 
11 28.3% 4.3% 2.9 22.4 
12 26.6% 3.9% 3.2 32.5 
13 27.3% 4.9% 3.5 56.8 
14 28.4% 4.2% 2.8 11.5 
15 28.4% 4.8% 2.8 18.6 
16 28.4% 4.2% 2.7 7.5 
17 28.3% 5.8% 2.9 25.5 
18 28.5% 3.9% 2.7 7.8 
19 27.6% 3.7% 2.8 5.4 
20 27.8% 4.4% 2.8 6.8 
Average 28.0% 4.3% 2.9 19.2 
Std. Dev. 0.6% 0.6% 0.2 13.9 
99% CI Lower Bound 27.6% 3.9% 2.8 10.3 
99% CI Upper Bound 28.4% 4.6% 3.0 28.1 
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Table 7 contains a comparison of AGV system operations using the initial system design and the 
new system design each employing 3 AGV’s. 
 
Table 7:  Comparison of Simulation Results for the Original and Modified System Designs 
 AGV’s (New-Original) Time to Complete a Move (min) 
(New-Original) 
Replicate Idle Percent Percent 
Congested 
Average Maximum 
  1 5.1% -7.9% -4.5 35.2 
  2 6.6% -8.1% -4.8 6.9 
  3 5.3% -7.3% -6.3 9.2 
  4 7.1% -7.0% -9.1 30.1 
  5 6.6% -7.6% -5.8 2.2 
  6 7.3% -8.4% -7.1 9.4 
  7 7.8% -8.3% -5.4 2.2 
  8 6.7% -7.5% -6.4 20.2 
  9 7.3% -7.9% -6.4 29.8 
10 6.2% -7.9% -6.2 13.2 
11 7.6% -8.3% -6.2 19.2 
12 4.5% -7.0% -5.1 29.4 
13 6.1% -7.1% -5.3 53.7 
14 7.9% -8.4% -5.7 8.3 
15 6.1% -6.6% -6.7 15.5 
16 5.5% -7.6% -5.8 4.5 
17 6.9% -6.0% -6.2 22.3 
18 7.1% -8.1% -7.8 4.7 
19 6.4% -8.1% -6.5 2.3 
20 4.8% -6.1% -5.6 3.8 
Average 6.4% -7.6% -6.1 16.1 
Std. Dev. 1.0% 0.7% 1.0 13.8 
99% CI Lower Bound 5.8% -8.0% -6.8 7.2 
99% CI Upper Bound 7.1% -7.1% -5.5 25.0 
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The following can be noted from Table 7. 
1. AGV utilization is larger in the new configuration than in the original 
configuration.  The difference is statistically significant with approximately 99% 
confidence.  This makes sense as the travel distance increase due to pickup and 
drop off points being located within the cells.    
2. The average congestion decreases for the new system configuration versus the 
original configuration.  The difference is statistically significant with 
approximately 99% confidence.  With pickup and drop off points located in the 
cell, a moving AGV does not need to wait for another AGV stopped to pickup or 
drop off.  
3. The average time to move a load decreases in the new design versus the original 
design and is statistically significant.  This makes sense as the congestion has 
decreased. 
4. The maximum time to move a load increases on average by 16.1 minutes which 
is operationally and statisically significant. The approximate 99% confidence 
interval is wide.  The maximum difference is at least 29 minutes in 5 of 20 
replicates.   
 
Thus, it can be concluded that the new configuration will decrease the average time to move a 
load by reducing congestion despite longer travel distances that increase AGV utilization.  
However, the maximum time to move a load may increase. 
 
Note that these conclusion could not have been reached nor system behavior examined in 
advance of installation of the new design without simulation. 
 
7. Verification and Validation 
 
One common piece of verification and validation evidence is obtained by comparing the 
utilization computed analytically with that estimated from the simulation.  Unfortunately for 
path mover systems the former is difficult to obtain precisely.  Thus, verification and validation 
will rely on patterns observed in the simulation results. 
 
For this AGV system, the following can be observed in Table 5. 
1. The idle percent increases when a third AGV is added as would be expected. 
2. The congestion decreases when a third AGV is added as would be expected. 
3. The maximum time to complete a move decreases when a third AGV is added as would 
be expected. 
4. The average time to complete a move decreases when a third AGV is added as would be 
expected. 
 
Thus, verification and validation evidence is obtained. 
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8. Summary 
 
The modeling and analysis of an AGV system design has been discussed.  The use of the 
graphical representation of the pathways traveled by the AGV’s as data input to a simulation 
model has been presented.  The conflict between improving response time to load movement 
requests and congestion by increasing the number of AGV’s in the system has been examined.  
The need to confirm designs developed using analytic methods through simulation has been 
illustrated. 
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Path Mover Systems 
Assignment 
 
Consider the following manufacturing system described in Askin and Standridge (1993).     
 
 
 
There are five departments.  Material movement between departments is performed using an AGV 
system. 
 
Material flow volumes between departments per eight hour day are shown in the following table. 
 
Material Flow Volumes between Departments per 8 Hour Day 
From/To 1 2 3 4 5 Total From 
1  10 25   35 
2   10  25 35 
3 15   10  25 
4  40   20 60 
5 24 10  50  84 
 
Note that each department uses the same point for drop offs and pickups.  AGV travel time is 3 
feet/second.  Assume that the sequence of interdepartmental moves is essentially random but that the 
time between move requests can be modeled as a constant value. 
 
1
2 3
4 5
= Combined Pickup and Dropoff Point
       
Each department is 30 feet by 30 feet in size except department 1 which is 30 feet by 60 feet.  Pickup and 
drop off times are 15 seconds. 
 
The problem is to determine the routes taken by AGV’s between each pair of stations.  In addition, the 
number of AGV’s required in this system as well as the effectiveness of the system as measured by the 
time from the request to move a load until load movement is completed must be determined.  Both the 
average and maximum times are of interest. 
 
If the AGV system as designed may be improved by moving pickup and drop off points.  The redesign could 
include having separate pickup and drop off point.  A new AGV path could be defined as well. 
 
The simulation study should answer the following questions: 
1. Is one AGV sufficient for the current demand or are two AGV’s necessary? 
2. If demand increases uniformly across all stations by 50%, what adjustments to the system are 
necessary? 
 
Preliminaries 
1. Review the example model in the learning module. 
a. Note that the model consists of two systems: the model (process) system that is a part of 
every model and the path mover system used to model the AGV path.  
(System/open/path mover to reference the AGV path part of the model).   
b. Review and use Banks Chapters 11 and 12 as reference to assist in understanding the 
model.   
c. Note that the process part of the example model can be directly used, with some 
modification, to model the system described above. 
2. Propose one redesign of the initial AGV system described above.  Draw the redesign. 
3. For the initial AGV system design, compute the utilization of the AGV analytically in the following 
pieces: 
a. Moving loaded. 
b. Moving unloaded.  Assume this is equal to moving loaded.  This is a reasonable 
assumption given the random nature of the move requests and the rule that an AGV waits 
at the last drop off point for the next move request. 
c. Drop off. 
d. Pick up. 
e. Congestion.  This is zero for a system with one AGV. Assume it is negligible for a system 
with two AGV’s. 
4. For your redesign AGV system design, compute the utilization of the AGV analytically in the 
following pieces: 
a. Moving loaded. 
b. Moving unloaded.  Assume this is equal to moving loaded.  This is a reasonable 
assumption given the random nature of the move requests and the rule that an AGV waits 
at the last drop off point for the next move request. 
c. Drop off. 
d. Pick up. 
e. Congestion.  This is zero for a system with one AGV. Assume it is negligible for a system 
with two AGV’s. 
 
  
Deliverables.   
1. A word (or other) document with a drawing showing the system redesign you propose plus a 
short explanation of how this design might improve upon the initial design. 
2. An Excel spreadsheet with the calculations for items 3 and 4.  
 
Modeling 
1. Build and test a model of the initial design. 
2. Build and test a model of your proposed design. 
 
Deliverables.   
1. The exported version of the model of the initial design. 
2. The exported version of the model of your proposed design. 
 
Experiment 
There are three “variables” in the experiment: 
1. Two system designs 
2. Number of AGV’s (1 or 2) 
3. Demand for moves (current level and 50% increase.) 
 
Thus, eight experiments each with 20 replicates are required. 
 
Performance measures can be the same as those in the reading.  Note that in Autostat, congestion and 
the number of idle vehicles are responses found under system = path mover system name, entity = system 
 
Deliverables. 
1. An excel spreadsheet with the results of all eight experiments. 
2. A word document summarizing the results and stating the best configuration with justification 
for that choice. 
 
Verification and Validation 
Follow the verification and validation procedure in the text.  Make statement about the simulation results 
that show verification and validation evidence. 
 
Deliverables – A word document with statements giving verification and validation evidence supported 
by the simulation results. 
 
References 
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Learning Model 
Automatic Storage and Retrieval Systems (ASRS) 
September 2019 
Pre-requisites: Validation and Verification 
Expected Time Requirement: 8-10 Hours 
 
Upon completion of this learning module, a student will be able to 
1. Build simulation models of ASRS systems 
2. Design and conduct simulation experiments to help ASRS system performance 
3. Explain how ASRS systems work 
 
This folder is sequenced in the suggested order the work should be done.   
 
Note:  All items in the folder are required unless otherwise noted. 
 
1. Reading and Watching:  Read the document describing ASRS Systems 
 
2. Writing: Use a simulation model and experiment, along with verification and validation, to 
evaluate ASRS system performance. 
 
3. Discussing: None 
 
4. Reviewing:  None 
 
5. Assessing:  Take the quiz.   
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Automated Storage and Retrieval Systems 
 
1. Introduction 
 
Much of the time that material is in a plant, it is being moved or stored in an inventory.  The 
dynamics of how an automated storage and retrieval system (AS/RS) organizes and maintains an 
inventory are examined.  An AS/RS system provides the following benefits: space efficient storage 
of materials, high speed controlled transportation of materials, and real-time inventory control.  
Thus an AS/RS system helps reduce inventory, labor, floor space, and material control costs. 
 
A typical AS/RS system has several components as is shown in Figure 1.  A storage / retrieval (S/R) 
machine places pallets (or another standard carrier) having one or more standard sizes in a high 
rise rack system.  A rack consists of a matrix of storage locations.  Racks are separated by aisles.  
There is one S/R machine per aisle.  An S/R machine moves in the horizontal direction on a track 
located in the floor of an aisle and rises vertically via an imbedded mechanism.  Typically, vertical 
speed is about 1/3 of horizontal speed. 
 
 
 
Figure 1:  Automated Storage and Retrieval System Example 
 
Items to be stored arrive to a pick point.  Retrieved items are transported by a the S/R machine 
to a drop point. 
 
A computer-based control system is an important part of an AS/RS system.  The computer keeps 
track of the exact location of all items in the racks.  The control system directs the movement of 
the S/R machine by providing timely instructions concerning what items to retrieve or store in the 
racks.  These instructions are in response to external requests for storage and retrieval. 
 
The computer-based control system can be tested using simulation.  Alternative rack sizes can be 
assessed.  Various storage and retrieval strategies can be compared.  In this way, movement of 
the S/R machine when it is empty, as well as the capital investment in racks, can be minimized.  
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For more information concerning AS/RS systems, thoroughly review the information provided by 
the Material Handling Institute at http://www.mhi.org/as-rs.  Pay particularly attention to the 
videos, the case studies tab, and the ASRS 101 tab. 
 
In addition, an example AS/RS system is shown in video at:  
https://www.youtube.com/watch?v=Szt20xNxB5M.  
 
2. Example AS/RS system 
 
A particular manufacturing plant assembles finished goods from subassemblies that are produced 
in another area of the plant or delivered to the plant from external suppliers. A subassembly 
consists of component parts that have been joined together.  Subassemblies arrive to the area 
preceding the final assembly operation as completed or as delivered. 
 
Thus, an inventory before final assembly is required.  The inventory is controlled using an AS/RS 
system.  The storage area consists of two rectangular racks of bins with an aisle between them.  
Each bin holds one subassembly, which may be of one of four types.  Subassemblies are delivered 
to a pick point where they are picked up one at a time by the S/R machine and placed in the 
nearest, with respect to S/R machine movement time, available bin.   
 
The final assembly process requests subassemblies one at time.  Each request specifies a 
particular type of subassembly.  The S/R machine retrieves the nearest, with respect to its 
movement time, subassembly of the requested type and places it at the drop point.  The 
subassembly is subsequently moved from the drop point to the final assembly area. 
 
To minimize unproductive movements, the S/R machine remains at the bin in which it last placed 
a subassembly or at the drop point when it completes a task and becomes idle.   
 
Subassemblies arrive from 6:00 A.M. to 2:00 P.M. each day.  The final assembly process operates 
from 8:00 A.M. to 4:00 P.M. each day or until all of the subassemblies in the AS/RS have been 
consumed. 
 
A fundamental issue in the AS/RS control algorithm is into what free bin to store a subassembly 
and from what occupied bin to retrieve a subassembly.  The algorithm to select a bin is an intrinsic 
component of the operation of the AS/RS system and must be included in the simulation model.  
Each bin is in one of nine states: 
 
1. Idle 
2-5. Occupied with a subassembly of type one, two , three, or four 
6-9. Occupied with a subassembly of type one, two, three, or four that is committed to the 
final assembly process   
 
The selected bin is the one in the specified state that requires the least travel time for the S/R 
machine.  The idle S/R machine waits at the pick point or at the last bin in which a subassembly 
was stored.   
 
The S/R machine moves 6 feet per second horizontally and 2 foot per second vertically.  Each bin 
is 1 foot square including the rack structure.  Thus, the time to reach any bin is the sum of the 
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number of bins traversed horizontally * 1/6 second per bin and the number traversed vertically * 
1/2 second per bin.  This sum is illustrated for a rack 8 bins high and 7 bins long in Figure 2 
assuming the S/R machine starts at the pick point which is to the left of the bin structure on the 
floor level. 
 
1/6 2/6 3/6 4/6 5/6
7/6
6/6
4/6 5/6 6/6 8/6 9/6
7/6 8/6 9/6 10/6 11/6 12/6
10/6 11/6 12/6 13/6 14/6 15/6
13/6 14/6 15/6 16/6 17/6 18/6
16/6 17/6 18/6 19/6 20/6 21/6
19/6 20/6 21/6 22/6 23/6 24/6
22/6 23/6 24/6 25/6 26/6 27/6
7/6
10/6
13/6
16/6
19/6
22/6
25/6
28/6
 
 
Figure 2:  S/R Machine Movement Time (Seconds) 
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The search for a bin is performed by the AS/RS control software.  Bins are searched in order of 
the movement time values shown in Figure 2, least to greatest until a bin in the state desired is 
located.   Among bins with the same value, those closer to the floor are preferred. 
 
The same search strategy can be applied if the S/R machine is waiting at a particular bin.  The 
control algorithm searches in four directions, one at a time.  These directions are: 
 
 1. Right and up from the current location, as shown in Figure 2. 
 2. Right and down from the current location. 
 3. Left and up from the current location. 
 4. Left and down from the current location. 
 
After all the searches have been completed, the storage location in the desired state nearest the 
S/R machine with respect to movement time is chosen. 
 
The search strategy is worthy of discussion.  Consider the movement time of 7/6th  second.  This 
is the movement time to the seventh bin in the first row, the fourth bin in the second row, and 
the first bin in the third row.  Thus, the bin search order for the time 7/6th second is as listed 
previously.   
 
Consider searching up and right from the current SR machine location in general.  Bins are 
examined in order of movement time, least to greatest, until a bin in the desired state is found.  
Bins with equal movement times are searched as follows.  The search begins at the bin to the right 
of the current location and procedes to the bin in the next higher row and three columns 
preceding (since the vertical movement time is three times the horizontal movement time).  This 
part of the search stops when either a bin in the desired state is found or the next bin to be 
examined would be to the left of the current location of the SR machine or the next bin to be 
examined does not exist. 
 
It takes the S/R machine 6 seconds to store or retrieve a subassembly from a bin.  The time 
between requests to store a subassembly is 20 seconds, exponentially distributed, as is the time 
between requests to retrieve a subassembly. 
 
Two configurations of the AS/RS system have been proposed.  In the first, each rack has 180 bins, 
10 bins high and 18 bins long.  In the other, each rack has 225 bins, 9 bins high and 25  bins long.  
Thus, extra storage space requires more floor space.  The problem is to select between these two 
alternatives. 
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3.  Model Building 
 
The two operations performed by the AS/RS system are modeled as two separate processes.  The 
first operation stores a subassembly in a bin.  The second retrieves a subassembly from a bin. 
 
Entities represent subassemblies to be stored or retreived and have five attributes: 
 
Type =  Type of subassembly: 1, 2, 3, 4. 
ArriveTime = Time of arrival to the AS/RS system. 
Rack =  Rack in which to store the subassembly: 1 or 2. 
Row =  Horizontal position of the bin in which to store the subassembly. 
Column = Vertical position of the bin in which to store the subassembly. 
 
A state variable is used to track the state of each bin: idle, filled with a subassembly of a particular 
type, or filled with a subassembly of a particular type that is committed to the second 
manufacturing process.  In addition, there is a state variable for each subassembly type modeling 
the number of units of that type in the racks. 
 
A resource represents the S/R machine.  The resource modeling the S/R machine has two 
attributes indicating its Row and Column location in the rack structure.   
 
The storage of an arriving subassembly is handled as follows.  The subassembly waits at the pick 
point until at least one bin is idle.  Which particular idle bin to use is determined by the AS/RS 
control algorithm which is implemented in the model.  Information identifying the location of the 
bin is recorded in the attributes (Rack, Row, Column) of the subassembly entity. 
 
The subassembly continues to wait until the S/R machine is idle.  The S/R machine moves from its 
current location to the pick point.  The S/R machine picks up the subassembly, moves to the 
selected idle bin, and stores the subassembly in that bin.  The S/R machine waits at that bin for 
its next assignment. 
 
Finally, the state of the system is updated.  The state of the bin is changed to the type of 
subassembly stored in the bin.  The location of the S/R machine is recorded in its Row and Column 
attributes.  The number of subassemblies of the type just stored is incremented by one. 
 
The process of retrieving a subassembly from a bin is similar to the storage process just described. 
The request for a subassembly of a particular type waits until there is a subassembly of that type 
in the AS/RS.  The AS/RS system control algorithm selects the bin closest to the current location 
of the S/R machine containing a subassembly of the desired type.  The S/R machines moves to 
that bin, retrieves the subassembly and procedes to the drop point.  The S/R machine becomes 
idle and remains at the drop point. 
 
Again, the state of the system is updated.  The state of the bin from which the subassembly was 
retrieved is changed to idle.  The number of subassemblies of the type just retrieved is 
decremented by one.  The location of the SR machine is recorded. 
 
When it becomes idle, the SR machine resource may need to choose between two jobs:  storing 
a subassembly or retrieving a previously stored one.  Management decided that it was most 
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important to keep the second manufacturing process working.  Thus, priority is given to requests 
to retrieve previously stored subassemblies. 
 
The control algorithm is implemented as three functions.  The first searches, shown in Figure 3a, 
from the current location of the SR machine given by RowStart and ColStart in any of the four 
directions given above as specified by RowDir and ColDir.  Each of these two variables takes on 
the values –1 or +1 to define the search direction.  The dimensions of a rack are specified in the 
variables RowMax and ColMax.  Which of the two racks to search is specified in the variable Rack 
which has the value 1 or 2.  The variable TargetState gives the state of interest, zero for idle or 1, 
2, 3, or 4 for a subassembly of that type.  The state of each bin is stored in the three dimensional 
array LocState(Rack, Row, Col).  The variable ColDiff stores the ratio of the horizontal speed to the 
vertical speed of the SR machine which is three in this case. 
 
The entity attributes Row and Col store the location of the bin in the desired state.  If no such bin 
is found both Row and Col have the value zero. 
 
The other two functions use the same variables as SearchOne.  The function SearchRack, shown 
in Figure 3b, searches each rack in one of the directions listed above for a bin and returns the 
location of the bin that is closest with respect to movement time to the current position of the SR 
machine.  The rack ID number (1 or 2) is returned in the entity attribute RackA. 
 
The function SearchAll, shown in Figure 3c, searches in all four directions from the current SR 
machine location to find the nearest bin in the desired state.  The directions are searched one at 
a time using function SearchRack.  After each search, the nearer location so far is determined.  
The nearest location is returned using the entity attributes Row, Col, and RackA. 
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function SearchOne 
/* routine to search in a given direction for a bin in a given state 
   inputs: 
     RowDir      = Row Direction (1 or -1) 
     ColDir      = Column Direction (1 or -1) 
     RowStart    = Row Location of First Cell 
     ColStart    = Column Location of First Cell 
     ColDiff     = Number of columns to move before moving rows 
     RowMax      = Number of Rows in a Rack 
     ColMax      = Number of Columns in a Rack 
     Rack        = Rack ID number (1 or 2) 
     TargetState = Required State of Location 
     LocState    = State of each rack 
   outputs: 
     Row = Row of required bin 
     Col = Column of required bin  */ 
/* Search Equivalent Bins */ 
    Row = 0 
    Col = 0 
    RowIndex = RowStart 
    ColIndex = ColStart 
    RowBase  = RowStart 
    ColBase  = ColStart 
/* Stay within the boundaries of a rack */ 
   while RowIndex <= RowMax and RowIndex > 0 do   
   begin 
      while ColIndex <= ColMax and ColIndex > 0 do 
      begin 
/* Stay within the boundaries of the search direction from the  
   starting point */ 
       while (RowIndex <= RowMax and RowIndex > 0)   and  
              (ColIndex <= ColMax and ColIndex > 0)   and 
              ((RowIndex >= RowStart and RowDir > 0)   or 
               (RowIndex <= RowStart and RowDir < 0)) and  
              ((ColIndex >= ColStart and ColDir > 0)   or 
               (ColIndex <= ColStart and ColDir < 0))  do 
       begin 
          if(LocState(Rack,RowIndex,ColIndex) = TargetState) then 
           begin 
               /* Bin in desired state found.  Set attributes */ 
               Row = RowIndex 
              Col = ColIndex 
              return  
             end 
               /* Go to next bin having same movement time */ 
            RowIndex = RowIndex + RowDir 
           ColIndex = ColIndex - ColDir*ColDiff 
       end 
   /* Go to bin with next smallest movement time in the initial row */ 
          RowIndex = RowBase 
          ColBase  = ColBase + ColDir 
          ColIndex = ColBase 
      end 
   
/* Go to bin in the next row with the next smallest movement time */ 
      RowBase  = RowBase + RowDir 
      RowIndex = RowBase  
      ColBase  = ColStart + ColDir*ColDiff 
      ColIndex = ColBase 
   end 
end 
Figure 3a:  Control Algorithm Function for Searching in One Direction 
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function SearchRack 
/* routine to search for a storage state in a given state in a given 
direction in each of two racks 
   inputs: 
     RowDir      = Row Direction (1 or -1) 
     ColDir      = Column Direction (1 or -1) 
     RowStart    = Row Location of First Cell 
     ColStart    = Column Location of First Cell 
     ColDiff     = Number of columns to move before moving rows 
     RowMax      = Number of Rows in a Rack 
     ColMax      = Number of Columns in a Rack 
     TargetState = Required State of Location 
     LocState    = State of each rack 
   outputs: 
     RackA = Rack ID of the required bin 
     Row   = Row of required bin 
     Col   = Column of required bin  */ 
/* Search the first rack */ 
     Rack  = 1 
     RackA = 1 
     call S_SearchOne 
     RowTemp = Row 
     ColTemp = Col 
/* Seach the second rack */ 
     Rack  = 2 
     RackA = 2 
     call S_SearchOne 
/* See if the location in the first rack is closer than the one in the 
second rack */ 
/* return second rack info if no bin was found in the first rack */ 
     if(RowTemp = 0 or ColTemp = 0) then return 
/* return first rack info if no bin was found in the second rack */  
     if(Row     = 0 or Col     = 0) then  
     begin 
      Row   = RowTemp 
      Col   = ColTemp 
      RackA = 1 
      return 
     end 
/* bin found in both racks; return info for bin with shorter movement 
time */ 
     if(abs(RowTemp-RowStart)*RowSpeed+abs(ColTemp-ColStart)*ColSpeed< 
        abs(Row    -RowStart)*RowSpeed+abs(Col    -ColStart)*ColSpeed) 
     then 
     begin 
/* movement to rack one bin is shorter */ 
      Row   = RowTemp 
      Col   = ColTemp 
      RackA = 1 
      return 
     end 
end 
 
Figure 3b:  Control Algorithm Function for Determining the Shortest Move Time In One 
Direction between Racks 
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function SearchAll 
/* routine to search for a storage state in each of two racks in all 
directions 
   inputs: 
     RowStart    = Row Location of First Cell 
     ColStart    = Column Location of First Cell 
     ColDiff     = Number of columns to move before moving rows 
     RowMax      = Number of Rows in a Rack 
     ColMax      = Number of Columns in a Rack 
     TargetState = Required State of Location 
     LocState    = State of each rack 
   outputs: 
     RackA = Rack ID of the required bin 
     Row = Row of required bin 
     Col = Column of required bin  */ 
/* Search right and up */ 
     RowDir = 1 
     ColDir = 1 
     call S_SearchRack 
     RowTemp1 = Row 
     ColTemp1 = Col 
     RackTemp = RackA 
/* Search right and down */ 
     RowDir = 1 
     ColDir = -1 
     call S_SearchRack 
/* Select which is closer */ 
    if(RowTemp1 = 0 or ColTemp1 = 0) then  
    begin 
        RowTemp1 = Row 
        ColTemp1 = Col  
        RackTemp = RackA 
    end 
    else 
    begin 
        if((abs(RowTemp1-RowStart)*RowSpeed+ 
            abs(ColTemp1-ColStart)*ColSpeed > 
            abs(Row     -RowStart)*RowSpeed+ 
            abs(Col     -ColStart)*ColSpeed)   and 
            (Row > 0 and Col > 0)) then 
        begin 
            RowTemp1 = Row 
            ColTemp1 = Col  
         RackTemp = RackA 
        end 
    end 
 
Figure 3c:  Control Algorithm Function for Determining the Shortest Move Time in Any 
Direction 
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/* Search left and up */ 
    RowDir = -1 
    ColDir = 1 
    call S_SearchRack 
/* Select which is closer */ 
    if(RowTemp1 = 0 or ColTemp1 = 0) then  
    begin 
        RowTemp1 = Row 
        ColTemp1 = Col  
        RackTemp = RackA 
    end 
    else 
    begin 
        if((abs(RowTemp1-RowStart)*RowSpeed+ 
            abs(ColTemp1-ColStart)*ColSpeed > 
            abs(Row     -RowStart)*RowSpeed+ 
            abs(Col     -ColStart)*ColSpeed)   and 
            (Row > 0 and Col > 0)) then 
        begin 
            RowTemp1 = Row 
            ColTemp1 = Col  
         RackTemp = RackA 
        end 
    end 
/* Search left and down */ 
     RowDir = -1 
     ColDir = -1 
     call S_SearchRack 
/* Select which is closer */ 
    if(RowTemp1 = 0 or ColTemp1 = 0) then  
    begin 
        RowTemp1 = Row 
        ColTemp1 = Col  
        RackTemp = RackA 
    end 
    else 
    begin 
        if((abs(RowTemp1-RowStart)*RowSpeed+ 
            abs(ColTemp1-ColStart)*ColSpeed > 
            abs(Row     -RowStart)*RowSpeed+ 
            abs(Col     -ColStart)*ColSpeed)   and 
            (Row > 0 and Col > 0)) then 
        begin 
            RowTemp1 = Row 
            ColTemp1 = Col  
         RackTemp = RackA 
        end 
     end 
/* return closest location */ 
     Row   = RowTemp1 
     Col   = ColTemp1 
     RackA = RackTemp 
end 
 
Figure 3c:  Concluded 
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The model also contains two processes, Arrival and Retrieval, whose steps were previously 
described.  The same variables defined above for the function SearchOne are also used in the 
processes.  Note that in the Arrival process, the function SearchRack is used instead of SearchAll 
since the only search direction is up and right of the pick point.  The process code follows. 
  
Process SubAssembly_Arrivals 
begin 
 set A_ArriveTime = clock 
 set A_Type = uniform 3, 2 // A_Type is integer with range 1, 2, 3, 4 
 wait  until V_Bin > 0  // Wait until there is an empty bin 
 increment V_Bin by 1 
 get  R_SRMachine  // Acquire the SR machine 
 wait  for V_RowStart * V_VerticalSpeed + V_ColumnStart * V_HorizontalSpeed  
// Move SRMachine to Pick Point 
 set  RowStart = 1 
 set  ColumnStart = 1 
 set  RowDirection = 1 
 set  ColumnDirection = 1 
 set  TargetState = 0 
 call  SearchRack returning V_Rack, V_Row, V_Column 
 wait  for V_Row * V_VerticalSpeed + V_Column * V_HorizontalSpeed  
// Move SRMachine to Selected Bin 
 wait  for 6 seconds // Store Carrier in Bin 
 free  SRMach 
set V_LocState (V_Rack, V_Row, V_Column) = A_Type 
 increment V_InvSA(A_Type) by 1 
end 
 
Process SubAssembly_Retrievals 
begin 
 set A_ArriveTime = clock 
 set A_Type = uniform 3, 2 // A_Type is integer with range 1, 2, 3, 4 
 wait  until V_InvSA(A_Type) >0 
 decrement V_InvSA(A_Type) by 1 
 set  TargetState = A_Type 
call  SearchAll returning V_Rack, V_Row, V_Column 
 get  R_SRMachine  // Acquire the SR machine 
wait  for abs ((V_Row – RowStart) * V_VerticalSpeed) +  
abs ((Column-ColumnStart) * HorizontalSpeed  
// Move SRMachine to Select Bin 
 wait  for 6 seconds  // Remove Carrier from Bin 
wait  for abs (Row-1)*VerticalSpeed + abs (Column-ColumnMax)*HorizontalSpeed  
// Move SRMachine to drop point 
 free  SRMach  
 set  RowStart = 1 
 set  ColumnStart = ColumnMax 
 set  LocState(Rack, Row, Column) = 0  
end 
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This example illustrates some important capabilities of simulation modeling. The control 
algorithm for an automated system, such as an AS/RS, can be included in a simulation model.  The 
control algorithm may be coded in a general purpose programming language and interfaced 
within the model. 
 
A simulation model can consist of multiple processes.  These processes can share the same 
resources.  In this application, an S/R machine, represented by a resource, is used by both an 
inventory storage process and by an inventory retrieval process. 
 
A resource may have multiple BUSY states.  Each BUSY state indicates that the resource is 
occupied in a unique way.  In this application, each rack space is either empty or full of a particular 
type of item.  BUSY states correspond to item types. 
 
Sometimes it is necessary to select a resource to employ from a set of resources with similar or 
identical characteristics.  A criteria for making the selection must be specified.  The set of 
resources cannot be modeled as units of a single resource since the state of each individual 
resource must be tracked.  In this application, the state of each individual rack storage space is 
important.  The model must use the AS/RS control logic to select from among the storage spaces 
in the IDLE state when a carrier is stored.  In the same way, the model must select from among 
items of the same type when a retrieval is required. 
 
4. Experimentation 
 
Table 1 gives the design for the AS/RS system simulation experiment.   
 
Table 1:  Simulation Experiment Design for the AS/RS System 
 
Element of the Experiment Values for This Experiment 
Model Parameters and Their Values Rack configuration -- (10X18 and 9X25) 
Performance Measures 1.  Number of bins in non-IDLE states 
2.  Time subassemblies wait for a bin  
3.  Time subassemblies and final process requests 
wait for the SR machine. 
Random Number Streams 1.  Type of subassembly to store  
2.  Time between arrivals of subassemblies to the 
AS/RS system 
3.  Type of subassembly requested by final assembly 
4.  Time between arrivals of requests from final 
assembly 
Initial Conditions The bins empty and the SR machine idle 
Number of Replicates 20 
Simulation End Time One eight hour day (time in seconds) 
 
The final assembly process consumes all subassemblies stored in the rack each day.  Thus, the 
simulated time interval is one day.  The dynamics of how the final assembly process consumes 
the subassemblies remaining in the storage racks after all subassemblies have arrived will not 
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affect the choice of configurations.  Thus, this part of the system need not be included in the 
experiment. 
 
The initial conditions are the daily start-up conditions for the system: all bins empty and the SR 
machine idle.  Twenty replicates will comprise the experiment.  There are four random number 
streams, one each to determine the type of subassembly delivery to the AS/RS and requested by 
the final assembly process as well as one each for the time between arrivals of subassemblies and 
requests from the final assembly process. 
 
The model parameter is the rack configuration with the two alternatives proposed by 
management tested.  Performance measures have to do with the utilization of bins, subassembly 
waiting time for an empty bin, and waiting time for the SR machine to move subassemblies. 
 
Results of this experiment are shown in the associated spreadsheet.    The average percent of bins 
occupied is 16% less for the 9 X 25 rack configuration with an approximate 95% confidence 
interval of 15% to 18% for the true percent difference.  The 9 X 25 rack is 25% bigger than the 10 
X 18 rack.  Thus, some use is made of the extra bin space.  This is reflected in the fact that there 
is no waiting for an empty bin when the larger rack is used.  However, the average waiting time 
for the smaller rack is only 2.5 seconds with an approximate 95% confidence interval of 0.7 to 4.3 
seconds for the true mean waiting time.  The average waiting time for the SR machine increases 
when the larger rack size is used, though the average difference is only 2.4 seconds. 
 
The smaller rack configuration seems preferable since it would be less costly and require less floor 
space as long as system performance is not significantly improved by using the larger rack.  While 
the larger rack does eliminate waiting for an empty bin, it increases waiting time for the SR 
machine.  However, no waiting time is very long for either configuration.  The bin utilization is 
relatively high for both rack sizes (92% versus 70%).   
 
5. Verification and Validation 
 
Some verification and validation evidence can be seen in the simulation results.  Primarily, the 
larger rack size has a smaller utilization, which would be expected.  In addition, the free bin waiting 
time is zero for the larger rack and greater than zero for the smaller rack.  Since the larger rack 
requires longer move times by the SR machine, the waiting time for this machine is greater when 
using the larger rack. 
 
6. Summary 
 
This case study shows how system operational algorithms can be included in models.  The use of 
modeler defined resource states is included.  Inventories and other resources are shared between 
processes in the model.  The simulation experiment compares alternative system configurations.   
 
1 
 
Automated Storage and Retrieval Systems 
Assignment 
 
The benefits of AS/RS technology have been effectively realized in libraries.  The amount of floor 
space required for books and periodicals has been reduced by ten-fold or more.  The number of 
librarians required was reduced as well.  Re-shelving errors were eliminated.  The location of each 
item while in the library is known with certainty.    An example system is shown in video at:  
https://www.youtube.com/watch?v=5SegEbE_QhM.  
 
This problem involves determining the saturation point for a mini-load AS/RS system installed in 
a particular library.  This is done be creating a graph of the lead time for retrieving a book or 
periodical versus the arrival rate for such requests.  The arrival rate resulting in the longest 
acceptable retrieval time is the saturation point.  The smallest arrival rate of interest is 10 requests 
per hour.  Assume that the arrival rate for retrievals is the same as the arrival rate for returns. 
 
The mini-load AS/RS system installed in one particular library has a capacity of 250,000 books and 
periodicals.  There is a single aisle with identical racks on each side.  The system is installed inside 
a secured vault for safety and security reasons. 
 
Books and periodicals are stored in carriers that are 4 feet deep and 2 feet wide.  Each carrier row 
is one of three heights: 10, 12, or 15 inches.  Each item is stored in the shallowest carrier in which 
it can stand.   Thus, vertical space is used most efficiently.  Assume that the number of books and 
periodicals of each height is the same. 
 
There are 36 carrier rows on each side of the single aisle.  The height of the first row is 10 inches, 
the second 12 inches, the third 15 inches, the fourth 10 inches and so forth.  There are 60 carriers 
in each row. 
 
The S/R machine travels at a high rate of speed: 12.6 feet/second horizontally and 4.3 feet/second 
vertically.  Assume that the S/R machine must travel either horizontally or vertical but not 
diagonally. 
 
The process of retrieving a book or periodical is the following.  A patron makes a request using 
the electronic library catalog system.  The AS/RS fills one request at a time.  The location of the 
item is completely random.  The S/R machine moves from its idle location to the required carrier, 
extracts the carrier in 3 seconds, and places the carrier in the pick and delivery station.  A librarian 
must remove the desired item from the carrier and record its status in the information system.  
This takes 7 seconds.  The S/R machine remains idle at the pick and delivery station. 
 
Next the librarian determines whether any item that needs to be returned to storage is of the 
same size as the carrier.  If so, the item’s new carrier location is recorded in the information 
system and the item placed in the carrier.  Both steps combined take 7 seconds.  The time to store 
a carrier in a rack is 3 seconds. 
 
Assume the library is open 16 hours per day, 7 days per week.  The time period of interest is one 
week. 
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Preliminaries 
 
1. Compute the average time for the carrier to store a document starting at the pick and 
delivery station.  Include the time for the librarian to store the document in the carrier 
and the time to store the carrier in the rack. 
2. Assume the time for the carrier to fetch a document is equal to the time to store a 
document that was computed in item 1. 
3. Construct a graph of carrier utilization as a function of the arrival rate. 
 
Deliverables:  An Excel workbook with the answers to the above questions. 
 
Modeling 
 
1. In the example in the text, a storage location was determined by keeping track of the 
state of each storage location in the rack and searching.  In this problem, a simpler 
approach can be used.  Assume to the storage location can be randomly selected within 
the rack but taking into account the size of the document and the container. 
2. A storage or retrieval request has multiple attributes whose value can be assigned by 
sampling from a random variable:  document size, rack, row, and column. 
3. The state variables in the model include how many carriers of each size are waiting at the 
drop off / pick up point. 
4. What processes are needed in the model? 
a. A process for storing documents. 
b. A process for the arrival of storage requests. 
c. A process for retrieving documents. 
d. A process for the arrival of requests for documents. 
 
An example process for the arrival of storage requests follows.  The process for the arrival 
of retrieval requests is the same. 
 
// storage request process 
// there is one arrival at time zero 
 
while 1=1 do begin 
 wait for RS_ArrivalStorage exponential (1.0/V_ArrivalRate) hours 
 send to P_StoreDocument 
end 
 
Thus, V_ArrivalRate is a model parameter that can be varied in AutoStat. 
 
Deliverables:  The exported version of the model. 
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Experiment 
 
Estimate the average and maximum lead times to complete storage and retrieval requests.  
Generate a curve for each of these performance measures versus the arrival rate.  The maximum 
arrival rate is 10 per hour.  The minimum can be determined from the results obtained in the 
preliminaries. 
 
Deliverables: An Excel workbook containing the simulation results.  A word document 
containing the standard experiment design table and a discussion of the simulation results. 
 
Verification and Validation 
 
As in the reading, verification and validation can be obtained by examining the simulation results.  
Consider:  Does the lead time increase as the arrival rate increases? 
 
 
General Reading 
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1. Introduction 
 
The use of discrete-event simulation modeling in the analysis of manufacturing systems is well 
established.  An important question in developing a model of such a system is:  What level of detail 
should be used?  Etman et al. (2011) argue that including all the details of a complex system, such as a 
High-Mix, Low-Volume (HMLV) production system, in a simulation model makes this approach 
impractical due to lengthy development time and large computational requirements. They provide a 
specific application of aggregate modeling as a way of overcoming these challenges.  In this work, a brief 
general discussion of aggregate modeling concepts is provided along with an illustrative application for 
setting the parameter of a flow control system in HMLV production.  The general discussion provides a 
way to think about aggregate model building.  The application shows the utility and effectiveness of this 
approach.  In addition, utility of the integration of lean thinking and tools to support aggregate model 
development is demonstrated.  The use of order data and observed cycle time data to estimate model 
parameters is shown. 
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Generally, aggregate modeling has to do with combining some elements of the system such that fewer 
details are represented, making it easier and less time consuming to develop the model as well as reducing 
the computational requirements for simulation, without affecting the utility of the modeling and 
simulation activity in addressing the system issues at hand.  This implies that the aggregation should not 
change the estimated values of the performance measures resulting from the simulation. How aggregation 
is accomplished must be specific to each model.  For example, Hopp and Spearman (2011) develop the 
idea of effective processing time at a workstation.  Using this technique the average and standard 
deviation of the processing time at the workstation are computed to include any detractors such as down 
time, batching, and rework.  Etman et al. (2011) apply this idea to semiconductor production.  Braglia et 
al. (2011) apply the same idea for setting the CONWIP limit through identifying a bottleneck work area. 
 
The concepts of aggregate modeling can be applied to HMLV production systems. Such a system can 
produce many products, perhaps over 100, with each having a unique route through a set of work areas, 
perhaps 5 – 30.  In such a situation, all products are produced to order, so the lead time from order receipt 
to completion of production is of interest.   Estimating lead time using a detailed simulation model would 
require modeling the following. 
 
 The production route of each product,   
 One arrival process for each product, including estimating the parameters,   
 The operation time distribution for each product and work area combination, including estimating 
the parameters.   
 
Such analyses would be time consuming and perhaps for products with few orders would be difficult to 
do.  In addition, model validation would include examining the movement of each product through the 
system, a time consuming activity.     
 
Thus, the aggregate modeling approach can be very helpful.  Aggregation can be accomplished by 
consolidating all products into one product.  Thus, only one arrival process is needed.  The route of each 
product can be selected at random using the probability of any product moving from its current work area 
to any of the following work areas.  The cycle time at each work area is modeled as a single distribution, 
which does not depend on the product.  Therefore, the aggregate model would require less development 
time, less detailed data, less data analysis, and less effort in validation than the detailed model. 
 
These concepts for aggregate modeling are applied to the steel products cell at Grand Rapids Chair 
Company (GR Chair), a made-to-order furniture manufacturer of chairs and tables for commercial 
foodservice spaces. GR Chair sells hundreds of different products and processes thousands of orders per 
year.  The GR Chair manufacturing plant has primary work cells: steel products, wood products, and 
tables. The steel cell, which produces chairs, chair frames, table bases and small parts, is of interest. This 
cell manufactures over 100 different products.  In 2015, approximately 14,500 orders for these products 
were processed, 95% of which were delivered on time. However, only 54% of orders were manufactured 
on time.  On time delivery was achieved by keeping a gap between the delivery date and the manufactured 
required date of at least 2 working days, which means that GR Chair is unnecessarily holding up to 2 
days of finished goods inventory.  Thus, improving flow control in the steel cell to reduce the need for 
finished goods inventory is a worthwhile objective.   
 
One simple way to control flow is to establish an upper bound on the work-in-process (WIP) inventory. 
This can be accomplished by using a near constant WIP system, or CONWIP system (Spearman, et al. 
1990).  The only parameter of a CONWIP system is the pre-established maximum WIP level that will be 
referred to as the CONWIP limit.  The ideal CONWIP limit is the smallest value that does not constrain 
throughput and equivalently, as shown by Little’s Law (Little, 1961), minimizes lead time.  If the mix of 
jobs changes, which is highly likely in an HMLV environment, the CONWIP system dynamically adapts 
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since it has only one parameter.  Discrete event simulation can be employed to establish the relationship 
between the CONWIP limit and lead time and thus help in setting the CONWIP limit.   
 
Aggregate simulation model development is supported by the construction of a value stream map (VSM) 
from which the aggregate simulation model can be derived.  A VSM approach for HMLV manufacturers 
with application is described by Matt (2014).  The introduction of synchronization points in front of 
merge-activities in the value stream, and the splitting of customer orders into suitable production orders 
and equal time increments of work are the major contributions of this effort. 
 
The value stream mapping processes alone is not sufficient for establishing the value of the CONWIP 
parameter.  As was pointed out by Marvel and Standridge (2009), a lean transformation process based 
on a VSM does not typically validate the future state (e.g. establish the value of a flow control parameter) 
before implementation. Thus, there is no guarantee that a lean transformation will meet measurable 
performance objectives (e.g. a lead time target). Marvel and Standridge proposed using modeling and 
simulation to address this lean shortcoming and describe a process for so doing.  Simulation results 
quantify lean manufacturing’s impact regarding resource requirements and performance (Detty & 
Yingling 2000). Miller et al. (2010) present a case study that further emphasizes this point and shows the 
benefits of such a validation. 
 
Maas and Standridge (2015) present an integrated lean and non-aggregate simulation model process 
supported by the analysis of order history information to reduce the lead time for an existing electronics 
assembly system. Four order processing sequencing alternatives for improving on-time delivery were 
evaluated and the best of the four identified based on the average and variability in the on-time delivery 
metric. 
 
A different approach was found in Wright and Standridge (2016) for lead time reduction by 
transformation to cellular production. Quick Response Manufacturing (QRM) ideas (Suri, 2010) drive 
the transformation primarily by minimizing customer lead time. The case study shows that lead time can 
be reduced by following a cellular manufacturing approach in HMLV industries such as GR Chair.  
 
Pergher and Vaccaro (2014) develop a combined modeling and simulation and Electre TRI process for 
setting a CONWIP level and illustrate the procedure with an industrial example.  Modeling and 
simulation are used to compute performance measures such as throughput for various CONWIP levels 
and Electre TRI is used to select among them. 
 
Romagnoli (2015) discusses using modeling and simulation to set the CONWIP level in a make-to-order 
production environment that is similar to GR Chair.  However, aggregate modeling is not used other than 
to organize individual products into families.  A VSM is developed to describe the system.  Cycle times 
are modeled using normal distributions though our experience is that cycle times tend to be skewed to 
the right and thus gamma distributions may be more appropriate.  The production strategy includes 
reordering jobs at each workstation rather than creating smooth flow as at GR Chair where sequencing 
of orders is done only before production is begun. 
 
There are few studies comparing flow control systems in HMLV applications. Frazee and Standridge 
(2016) studied and compared two flow control strategies: CONWIP and POLCA (Suri, 2018).  POLCA 
is a technique for controlling production flow between two work cells.  Simply, cell capacity is limited 
to a fixed number of time units such as an hour.  Before a production job can start in the first cell, there 
must be sufficient production capacity in both cells to process the job. They employed a non-aggregate 
model and simulation, concluding that CONWIP control performs better than the POLCA control for the 
HMLV system studied. The CONWIP control achieves maximum throughput at a lower maximum WIP 
level than POLCA. However, any issues with WIP gathering in one area of the system, which POLCA 
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could prevent but CONWIP cannot, were not encountered in this system due to batch operations and 
relatively low utilizations of the manual operations. 
 
A short procedure for aggregate modeling is presented, including the use of value stream mapping and 
data in the production data management system.  A simulation-based experimental procedure for setting 
the CONWIP level is described.  These ideas are applied to setting the CONWIP level for the steel value 
stream at GR Chair. 
 
2. Methods  
 
The steps of an aggregate modeling process are presented. 
 
2.1 Develop a value stream map  
 
A VSM is a lean management technique used to portray the flow of materials and information to create 
a product or service. A VSM generally includes the material and information flows for components and 
sub-assemblies. It also describes manufacturing, supplier and distribution information.  
 
Thus, pre-requisite to the construction of the simulation model is the development of a VSM to document 
and analyze the flow of information and materials required to produce a product. Each work area and 
buffer area as well as information flows should be included in the VSM.   
 
2.2 Develop an aggregate simulation model  
 
The possibilities for and potential benefits of an aggregate simulation model of a HMLV production 
system were discussed previously. 
 
A CONWIP control fits well with an aggregate modeling approach as it has only one parameter, the 
CONWIP limit, which is not dependent on the number of different products.  Thus, aggregating all 
products into one is possible. 
 
Kingman’s equation or the VUT equation (1961) can be used to gain insight into how this aggregation 
might affect lead time estimation.    
 
LTq = V × U × T (1)
 
The VUT equation estimates the average waiting time in the buffer of a station (LTq). The T term is the 
average cycle time at the station overall job types, which is not impacted by aggregation.  The U time is 
a function of the utilization of the station or percent non-idle time of the station.  Like the T term, the 
utilization is not impacted by aggregation.  V is the variance time that depends on the variance of the 
cycle time of the station and the arrival process to the station.  The former term is not impacted by 
aggregation as the cycle time probability distribution overall products is not changed.  The latter term 
may increase slightly due to the aggregation.  If the routing is random as opposed to a function of the 
product, the variance of the arrival process to each station may increase.  Some routes may be generated 
in the model that do not correspond to the route of any product.  Thus, the estimate of the average waiting 
time at a station may be biased high and the results of the simulation of the aggregate model are best 
interpreted as an upper bound on the lead time. 
 
Given the understanding gained from the VUT equation, aggregating all products into one seems 
reasonable. 
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2.3 Data Acquisition and Analysis 
 
Data concerning the number of orders processed per year, the number of products per order, the route of 
each order during production and the observed cycle time for each product at each work area are required.  
This information should be available in a production data management system. 
 
The model requires the time between the arrival of orders.  The production data management system will 
contain the number of orders in a year.  Thus, the average time between orders can be computed.   
 
The distribution of the time between orders is also required.  Hopp and Spearman (2011) define the 
practical worst case as represented by a coefficient of variation (Cv) of 1.  Thus, a conservative 
assumption would be that the time between arrivals distribution has a CV of 1.  This assumption requires 
the use of an exponential distribution since the mean and standard deviation of all exponential 
distributions are equal.   
 
For each work area, the fraction of product going to any subsequent work area can be computed 
straightforwardly.  Thus, the subsequent work area for a product completing an operation can be selected 
randomly. 
Histograms of the number of products per order and the cycle time for each work area are generated.  
These can be used directly in the simulation model as opposed to fitting distribution functions to the data.  
For the number of products per order, this means using a probability mass function.  The histogram of 
the cycle time combines times over different products.  There is likely a different distribution of cycle 
time for each product.  Thus, a non-homogenous data set results.  Therefore, a good fit of single 
distribution function to the data seems unlikely.   
 
2.4 Design and Conduct the Simulation Experiment 
 
Table 1 shows a template for designing a simulation experiment. 
 
Table 1  
Design Template for a Simulation Experiment 
Element of the Experiment Values for a Particular Experiment 
Model Parameters  
Performance Measures  
Number of Replicates  
Simulation End Time   
 
The simulation estimates the values of the performance measures based on the values of the model 
parameters.  Model parameters values are changed in a systematic way and the effect on the performance 
measure values observed.  The number of replicates of the model is specified such that the confidence 
intervals estimated for the performance measures are not too wide.  In our experience, 20 replicates is 
generally sufficient.  The simulation end time is generally the end of a corporate planning period such as 
a month, a quarter, or a year. 
 
2.5 Validate the Model 
 
No model completely captures all the facets, details, and subtleties of what is being modeled, particularly 
an aggregate model.  As was discussed previously, this is not necessarily bad as models that are “right” 
would be very costly and time consuming to build and use.   
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However, this perspective also leads to a basic question:  Is the model useful for making decisions and 
drawing conclusions about improving what is being modeled and simulated?  The answer is Yes provided 
that validation of the model has been properly conducted. 
 
As described by many authors, primarily Banks, Carson, Nelson, and Nicol (2009), Sargent (2013) and 
Law (2014), validation requires gathering evidence that the model and its computer implementation 
accurately represent the system with respect to the issues to be addressed and solution objectives.  
Validation is a matter of degree.  As more evidence is obtained, the greater the degree of confidence that 
the model is valid increases.  However, absolute confidence (100%) cannot be achieved.  There will 
always be some doubt as to whether a model is validated.  Thus, validation has to do with comparing the 
system and the data extracted from it to a simulation model and experimental results.   
 
What validation evidence to obtain and how to obtain it is model specific and requires knowledge of how 
the model is going to be used.  Utilization, the percent of time parts are processed at a work area, is a 
useful quantity for validation of an aggregate model as seen in the discussion of the VUT equation above. 
The utilization computed from data in the production information system is compared to the utilization 
estimated by the simulation.  A confidence interval for the latter is computed.  If this interval contains 
the value of the utilization computed from the production information system data, then validation 
evidence is obtained. 
 
Often, an HMLV production system modeled by an aggregate model has many work areas.  Thus, a word 
of caution is in order about the impact of using multiple confidence intervals in validation.  Bonferroni’s 
inequality, as discussed in DeVore (2015), is shown in Eq. (2).  
P(all confidence intervals cover the actual value) >=  k
j
j1 .   (2)
Suppose the HMLV production system had 10 work areas and 95% confidence intervals (α = 5%) for the 
utilization were computed.  Thus, the probability that the utilization computed from the production 
information system was contained in all 10 confidence intervals may be as low as 50%. 
 
2.6 Examine the Simulation Results and Draw Conclusions 
 
The performance measure values generated for each set of model parameters are examined and 
conclusions drawn.  How this is done is specific to each modeling and simulation project.  In general, 
results are presented using tables and graphs with confidence intervals showing the plausible range for 
values of interest. 
 
3. Results  
 
The results obtained by applying the aggregate modeling process to the steel cell at GR Chair are 
presented. 
 
3.1 Develop a value stream map  
 
The current state value stream map for the steel cell at GR Chair is shown in Fig. 1.  The VSM shows 
that the Steel Cell is organized like a Quick Response Manufacturing (QRM) cell (Suri 2010).  The flow 
is from the left to the right.  However, not all jobs are processed at all stations as indicated by the percent 
value following “Job” in each station block.  The number of workers and/or machines at each station 
follows the word “Resource”.  What operations a job needs depends on which of the over one hundred 
types the job is. The operation time per piece at each station depends on the job type as well.  The number 
of pieces per job varies widely from 1 to 2280, with the majority of jobs consisting of no more than 50 
pieces. 
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The first workstation is fabrication that consists of three operations, which if needed by a job, are 
performed in parallel. These are bending, laser, and machining.  When all three are completed, the job 
waits for an available WIP cart.  Notice that the WIP carts form a natural CONWIP control.   
 
There are four welding stations each supporting a different type of welding.  Some jobs require welding.  
Those that do generally require one form of welding but some require more than one type of welding.  
The final three stations are metal finishing, paint, and assembly.  These are performed in sequence for a 
job that needs any or all of them.  Finished jobs are stored in the supermarket. Some jobs have wood 
parts such as wooden backs on steel framed chairs.  The wood parts are processed by the wood cell in 
parallel with the steel parts.  The wood and steel parts are assembled by the assembly operation. 
 
 
 
Fig. 1.  GR Chair steel cell current state VSM 
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3.2 Develop an aggregate simulation model  
 
Aggregation can be accomplished by consolidating all 100 plus job types into one job type.  Thus, only 
one arrival process is needed.  The route of each job is selected at random using the probability of a job 
moving from its current station to any of the following stations.  For example, when a job arrives, the 
probability that it requires the Bend station is 15%, the probability that it requires the Laser station is 
24%, and the probability that it requires the Machining station is 49%.  After processing at all three 
stations is completed, the job waits for a WIP cart. The cycle time at a station is modeled as a single 
distribution using a histogram of the cycle time data collected from the production data management 
system. 
   
3.3 Data Acquisition and Analysis 
 
The EPICOR business data management software was used throughout the GR Chair plant to capture all 
production information. The order and production information from November 1, 2014 to October 31, 
2015 consisted of more than 14,500 jobs.  The information for each job included its type, the number of 
pieces, and the actual cycle time for each operation. An examination of the cycle time data revealed that 
some data points were infeasible due to either being too larger or too small.  A set of rules was created 
using personal experience and expert opinion to establish a minimum and a maximum cycle time for 
each operation. It was assumed that any out of range data point was the result of a faulty manual input 
during cycle time entry. Such a point converted to the mode of the data set.  
 
The corrected data set was used for the further analysis and the results prepared as input to the simulation 
model. There were cycle times corresponding to 95 different operations performed at the 13 workstations. 
In keeping with the aggregate modeling concept, these 95 operations were grouped by the work area at 
which each was performed, resulting in 13 aggregated operations. A cycle time histogram was generated 
for each of the 13 aggregated operations.  These histograms were sampled to generate each cycle time in 
the simulation. The variation in the number of pieces per job was handled in the same way. A histogram 
was generated from the order data and a sample from the histogram generated during the simulation to 
set the number of pieces in an order. The histogram showing the distribution of the number of pieces in 
an order is shown in Fig. 2.  A histogram showing the cycle time distribution for a single piece for the 
fabrication (machining) station is given in Fig. 3.  This histogram is typical of those for the cycle time 
per piece at each of the workstations. 
 
Fig. 2.  Histogram of the Number of Pieces per 
Order 
Fig. 3.  Histogram of the Cycle Time at the 
Machining (Fabrication) Station 
3.4 Design and Conduct the Simulation Experiment 
 
The purpose of the simulation model was to help create and assess an effective CONWIP flow control 
mechanism for the steel cell.  Thus, experimentation with the simulation model was needed to set the 
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single CONWIP parameter, the CONWIP limit.  If the CONWIP limit is set too high, then there is too 
much work-in-process in the cell which is undesirable.  If the CONWIP limit is too low, then throughput 
is unnecessarily constrained and lead time for orders is too long. The CONWIP control can be 
implemented either logically by limiting the number of jobs in the steel cell or physically by limiting the 
number of WIP carts.  The former was chosen.  This allows the CONWIP control to correspond to the 
number of jobs in the cell as well as to include the first cell (bend, form, machining).  Furthermore, the 
problem of assigning jobs to WIP carts in designing and implementing the CONWIP control is avoided.  
Jobs with few pieces could share a single WIP cart while jobs with many pieces would need to use 
multiple WIP carts. The design of the simulation experiment is shown in Table 2. 
 
Table 2  
Design of the Simulation Experiment 
Element of the Experiment Values for a Particular Experiment 
Model Parameter CONWIP limit  
Performance Measures Number of jobs completed (throughput) 
Lead time  
Work in process (WIP) 
Maximum parts on WIP carts 
Utilization of workstation (Percent non-idle time) 
Number of Replicates 20
Simulation End Time  1 year (252 working days) 
 
The only model parameter is the CONWIP limit.  The primary performance measures are the number of 
jobs completed and the lead time.  The work in process level is bounded by the CONWIP limit.  The 
maximum number of parts on WIP carts is useful for determining how many carts will be needed.  The 
simulation estimate of the utilization can be compared for validation purposes to the utilization computed 
from the data collected in EPICOR. The simulation is run for one year of working days corresponding to 
the length of time for which data was available.  The simulation experiment is replicated 20 times. 
 
3.5 Validate the Model 
 
For the first experiment, the CONWIP level is set to a very high number that eliminates the effect of the 
CONWIP control.  The simulation results for throughput estimate the maximum throughput the steel cell 
can achieve.  The utilization results should be equivalent to those computed from the data in production 
data management system.  This comparison is shown in Table 3.  The utilization was calculated from the 
data in the production data management system using equation 3. 
 
Utilization = (Cycle Time / Part) × (Average Throughput / Day) × (Time  Available / Day) (3) 
 
Table 3  
Utilization Calculation for Model Validation 
 Utilization (in Percent)
Station Calculated  Simulation Result Absolute Difference 95% CI Lower 95% CI Upper 
BEND 78 77 1 75 78
LASER 57 55 2 50 59
MACHINING 68 64 4 61 67
ROBO WELD 75 72 3 69 75
MIG WELD 55 54 1 52 57
TABLE WELD 40 38 2 36 42
TIG WELD 49 55 6 49 61
METAL FINISH 45 44 1 43 46
PAINT 53 53 1 50 55
ASSEMBLY 57 52 5 50 54
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All absolute differences are no more than 5% except for the TIG Weld station for which the absolute 
difference is about 7%. The utilization computed from the production data management system for every 
workstation falls within the 95% confidence interval computed from the simulation results except for the 
Assembly station and the Machining station. At GRChair, the number of assembly workers varies daily 
based on anticipated workload between 3 and 8 workers.  In the simulation, the number of workers at the 
assembly station was fixed at 4. Thus, some difference in utilization is expected. Applying the Bonferroni 
inequality to the 10 confidence intervals shown in Table 3 leads to the result that there is as up to a 50% 
probability that at least one confidence interval will not contain the mean calculated from the production 
data management system.  Thus, the result for the machining station is not surprising. 
Therefore, it was concluded that the model and simulation are valid. 
3.6 Examine the Simulation Results and Draw Conclusions 
 
To create a baseline against which the performance of the CONWIP control could be compared, the 
model was simulated first with an infinite CONWIP limit. In this case, 11007 jobs were completed in a 
year with an average lead time of 7.8 hours.  Furthermore, the WIP ranged from 4 to 96 jobs. Table 4 
shows the throughput and lead time for various CONWIP limits. 
Table 4  
Simulation Results for Throughput and Lead Time by CONWIP Limit 
CONWIP Limit Throughput Lead Time (Hours) 
  95% Confidence Interval 
  Average Lower Bound Upper Bound
35 10743 38.6 27.6 49.6
40 10920 22.5 15.4 29.5
45 10978 15.5 11.0 20.0
50 11000 12.3 9.1 15.5
53 11006 11.1 8.4 13.8
54 11008 10.8 8.2 13.3
55 11008 10.5 8.0 12.9
56 11008 10.2 7.9 12.6
57 11009 9.9 7.7 12.2
58 11009 9.7 7.6 11.8
 
Note that the throughput with limited WIP becomes equivalent to the throughput with unlimited WIP for 
CONWIP limits of 50 or more.  The 95% confidence interval for lead time first contains 7.8 hours, the 
lead time with unlimited WIP, at a CONWIP level of 57. The average WIP is one measure of how well 
the CONWIP control keeps the WIP level stable.  This measure for each CONWIP limit is shown in 
Figure 4.  Note for CONWIP limits between 50 and 60 the average WIP stays in a narrow range between 
36 and 42.  The range limits are the minimum and maximum values of the average over the replicates of 
the simulation experiment. 
Fig 4. Average WIP by CONWIP limit Fig 5. Average Number of Parts on Carts by 
CONWIP Limit 
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Moving parts within the steel cell requires WIP carts. How many WIP carts to deploy is not 
straightforward to determine as part size varies widely.  Figure 5 shows the average number of parts that 
need WIP carts for each CONWIP level. Note that for CONWIP levels greater than 50 the average 
number of parts on carts varies little between 625 and 650.  The range limits are the minimum and 
maximum values of the average over the replicates of the simulation experiment. 
4. Discussion 
 
The simulation results in Table 3 and Figure 4 show that the CONWIP control effectively manages the 
WIP.  The maximum WIP is reduced from 96 to 50 with equivalent throughput per year achieved. The 
average WIP level is stable within a narrow range between 36 and 40 for a CONWIP level of 50, which 
supports some variation in the demand.  If desired, the average lead time can be reduced by raising the 
CONWIP limit.  For example, the average lead time can be reduced by about 20% by raising the 
CONWIP limit from 50 to 58. For CONWIP limits between 50 and 60, the average number of parts on 
carts ranges from about 625 to 650 as shown in Figure 5.  The number of parts on any particular cart 
depends on part size as well as the mix of orders.  Initially, the average number of parts per cart was 
estimated as 25.  If this is reasonable, then on average 25 carts would be in use.  Five to ten additional 
carts could be made available to support periods of high demand and orders needing larger than average 
sized parts.  It is feasible for GRChair to acquire and use 25 to 30 carts.  More work is needed at GRChair 
to establish the number of carts actually needed.  
5. Conclusions  
 
The single major problem identified in GR Chair was the interruption in flow throughout the plant 
including the steel cell. This was seen in a number of ways. 
 
1. Work area leaders requesting the completion of specific jobs from the upstream work areas  
2. Time wasted re-scheduling jobs at work areas 
3. Lack of synchronization between parallel work areas causing downtime. 
4. Lack of standardization in processes causing unnecessary worker motion in machine setup and 
production 
5. High finished goods inventory levels needed to ensure delivery on time 
 
A combination of VSM, production data analysis, and aggregate modeling and simulation were used to 
help create flow by addressing items 1, 2, 3, and 5.  A CONWIP flow control mechanism was employed 
to ensure that neither too few nor too many jobs were in process in the steel cell.  The CONWIP limit 
was set.  A strict discipline of processing jobs at each workstation in the same sequence was established. 
 
Aggregate modeling was shown to be effective.  There is a single CONWIP flow control parameter that 
does not depend on the type of part or job.  Thus, aggregating the various job types into one job type is 
possible.  This significantly reduces the time needed to complete the analysis, including model building, 
data analysis, simulation and validation, without compromising the utility of the results.  A CONWIP 
limit between 50 and 58 was shown to be effective in controlling work-in-process inventory while 
minimizing lead time. 
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and throughput becomes equivalent for higher levels of WIP. This is true for both the constant
and random cases.
Practical implications: The POLCA control strategy uses multiply parameters that in effect
specify the maximum WIP in specific areas of the system whereas the CONWIP control is
simpler,  using  a  single  parameter  to  specify  the  upper  bound  on the  overall  WIP in  the
system.  In  other  words,  POLCA  can  potentially  prevent  all  the  allowed  WIP  from
congregating in one area of the system and thus preventing relatively large lead times whereas
CONWIP does not. In this case, the more detailed control provided by the POLCA system
was shown to be unnecessary as the simpler CONWIP control was sufficient. This appears to
be due to the batch processing operations and the relatively low utilization of many of the
operations.
Originality/value: The study compliments and extends previous studies comparing CONWIP
and POLCA performance to a HMLV manufacturing environment with batch operations.  It
demonstrates the utility of discrete event simulation. It shows how to evaluate trade-offs between
the single parameter CONWIP control strategy and the multi-parameter POLCA control strategy
with regard to maximum WIP, throughput, and lead time. 
Keywords: CONWIP, POLCA, HMLV manufacturing, simulation
1. Introduction
Two strategies for controlling work in process (WIP) are Constant Work in Process (CONWIP) and
Paired-cell Overlapping Loops of Cards with Authorization (POLCA). It is important to determine the
conditions under which each is best used.  Doing so is  illustrated through a case study involving an
industrial system from the Photonics industry which operates as a cellular production environment. Lead
time, maximum WIP, and throughput are the primary metrics for comparison. This study compliments
and extends previous comparisons of POLCA and CONWIP, through an application in a high-mix,
low-volume (HMLV) environment with batch operations.
There have been few reported previous efforts to compare POLCA and CONWIP. Godinho-Filho and
Saes (2013) provide a thorough review of lead time reduction research, which does not identify any such
comparisons.  Sakhardande  (2011)  reports  a  simulation  based  study  similar  to  this  one  comparing
KANBAN and CONWIP controls.
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The few reported studies generally have been confined to only single product systems (Krishnamurthy &
Suri, 2000). Some even suggest that direct relation between pull signal and product type is not that useful
in HMLV environments because the greater product variety leads to a very large number of different bins
or cards as WIP releases limit the quantity of products between processes. In addition, the repetition of
identical orders is not that frequent, which could lead to long waiting times of intermediate stock in queue
bins (Germs & Riezebos, 2010). 
In a CONWIP control, the production process in a high-mix environment is viewed as only one large
single loop. Jobs that travel similar but different routings using different equipment can have unnecessary
idle time at some stations, while long queue times at others (Suri, 2010). However, CONWIP offers
flexibility by not requiring a common or shared process flow by all products in the loop. 
It is suggested that  POLCA can have advantages over a KANBAN control system in a high demand
variability  [high-mix]  environment (Kabadurmus,  2009).  This  tends to lend itself  toward the HMLV
manufacturing model where orders can be of varying size in varying frequency. Furthermore, Suri (2010)
suggests  that  machines  and process  groupings  can  make the  system less  complicated  and easier  to
implement. 
One primary study comparing CONWIP and POLCA is by Germs and Riezebos (2010) who studied pull
systems in make-to-order (MTO) production. They state that improvements in  average total throughput
time are due to the workload balancing capability of a pull system, but that many systems lack this capability.
They conclude that the workload balancing capability exists for POLCA  but that the magnitude of the
effect  significantly differs,  depending on the operating parameter values,  utilization level,  order arrival
patterns and processing times of the orders. However, Germs and Riezebos (2010) suggest that a POLCA
system could face longer shop floor lead times when compared to a similar CONWIP system. Kabadurmus
(2009) had similar results when comparing POLCA and CONWIP in a hypothetical system.
2. Control Systems 
WIP control systems allow the maximum amount of WIP to be specified. CONWIP and POLCA are
two such control approaches.
2.1. CONWIP
The single parameter in a CONWIP system is the overall limit it places on the WIP inventory level. WIP
may congregate at different points at different times depending on the order sequencing.  Within the
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CONWIP loop, the quantity of WIP, jobs being processed plus waiting to be processed, is kept constant.
As a job leaves the loop, it triggers a new job to enter the loop as shown in Figure 1. 
By limiting the volume/quantity of jobs in the loop, inventory levels are controlled and machines or work
cells have a more constant flow of work, thus limiting lead time. Some claim that this is the simplest form
of a pull system (Spearman, Woodruff & Hopp, 1990).
Figure 1. Simple CONWIP system 
2.2. POLCA
Job movement between any two cells/process in a POLCA system is controled by POLCA cards specific
to that loop. The number of cards is the key parameter which limits the WIP inventory. For this reason
they are often referred to as capacity signals rather than inventory signals. 
A simple three-loop POLCA system is shown in Figure 2. Each loop contains a specific number of
cards that are specific to only that loop. Cards are labeled with an origin and destination cell/process.
In order for a job to begin work at any particular cell/process it  must have a POLCA card. Once
finished  processing  at  the  “origin”  cell/process,  the  job  and card  are  passed  to  the  “destination”
cell/process. Once finished processing at the destination cell/process the card goes back to the origin
cell/process, while the job can only move forward if it has an available POLCA card to accompany it to
the next cell/process. For this reason, the POLCA signal controls capacity and the number of cards
sets  an upper  limit  on the amount of  WIP in the system.  Suri  (2010) states  that  POLCA control
systems have been best used in MTO systems that have higher customization/mix and lower volumes:
HMLV. 
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Figure 2. Simple Three Loop POLCA system 
3. High Mix Low Volume Systems (HMLV)
One manufacturing classification, HMLV, refers to production of a variety of products with small order
quantity and frequency (the volume), and a high  number of differing products (the mix) as shown in
Figure 3. This is typical of MTO and/or engineered-to-order (ETO) systems. 
Figure 3. Manufacturing Type Matrix 
Control and management of HMLV can be difficult as a result of distinct job routings, varying process
times, specific due dates and limited resources shared across different routings (Suri, 2010).  Assembly
Magazine  reports  that  as  model  mix  increases  and  production  volume  decreases,  assemblers  are
discovering that lean, CONWIP, and KANBAN manufacturing strategies no longer apply (Sprovieri,
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2004). The volatility  results  in manufacturers  needing to supply  many different  parts  types to many
different customers, rather than a large volume one part to one customer (Duggan, 2002). As a result,
high-mix manufacturers earn business based primarily on how quickly, minimal lead time, they can deliver
exactly what their customers want.
Photonics  is  such an  industry.  Historically,  this  industry  could  be  classified  as  mostly  research  and
development with small prototype orders. Continuing technology evolution has led to more products that
include lasers leading to expanding customer bases demanding more product variations.
4. The Case Study Manufacturing System
The HMLV system consisted of  twelve  distinct  processes.  Two similar  products  with varying  sizes,
optical isolators and rotators, will be routed through the system by a process flow that is product and/or
customer order predetermined as shown in Table 1.
Product Variation
(Flow)
Mach Coat Etch Clean
1
Assy
1
Assy
2
Cure
1
Cure
2
Assy
3
Assy
4
Align Test
Rotator 
A X X X X X X X X X X
B X X X X X X X X X
C X X X X X X X X X X
D X X X X X X X X X
Isolator 
E X X X X X X X X X X X
F X X X X X X X X X X
G X X X X X X X X X X X
H X X X X X X X X X X
Table 1. Product Variations with Corresponding Process Flows/Routings
Both rotator and isolator products start out at a machining process where their housings, base clamps,
hubs,  and endcaps are produced.  These machined components are shipped to an outside anodizing
process. Upon return, on an average of one week later, the base clamps and the endcaps are sent to an
etching process where part numbers and other alignment inscriptions are applied. They join back up with
the  housing  and hubs  and proceed  to  a  cleaning  operation.  Following  cleaning,  the  job  flows into
assembly #1 where a magnet, optical crystal, and endcaps are assembled and roughly installed into a base
clamp. At this point an isolator and rotator of any particular size are identical. If the product is an isolator
it  flows  into  assembly  #2 where  polarizing  cubes  are  placed  into  the  input  and output  hub.  After
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assembly #2, isolator path, and assembly #1, rotator path, the optics move into either an oven cure, #1,
or an ultraviolet cure, #2. From this point both products flow into assembly #3 to have the hubs secured
and assembly #4 to have the endcaps secured. All products pass through a final alignment step for
adjustment to customer specified settings followed by testing/verification of the entire unit. The base
processes and flows of the system are visually depicted in Figure 4.
Figure 4. Base system processes and flows
Order arrival rate is defined as the frequency at which customer orders arrive. Time between arrivals, the
reciprical  of order arrival rate, ranges from once per month to once every six months. Cell capacity is
defined as the number of jobs that each process can perform concurrently. Processing time is defined as
the value added time the cell takes to transform the units/batches. Cell capacities and processing times
are stated in Table 2. 
Process Capacity Average Processing Time Average Processing Time (hours/pc)
Machining 4 18 min/pc 0.075
Coating (Outside) 250 1 week (1 to 250 pcs) 40.000
Etching 1 2 min/pc 0.033
Cleaning 500 8 hours (1 to 500 pcs) 8.000
Assembly 1 1 10 min/pc 0.167
Assembly 2 1 6 min/pc 0.100
Curing 1 100 12 hours (1 to 100 pcs) 12.000
Curing 2 6 4 min (1 to 6 pcs) 0.067
Assembly 3 1 3 min/pc 0.050
Assembly 4 1 3 min/pc 0.050
Align 1 5 min/pc 0.083
Test 1 5 min/pc 0.083
Table 2. Cell Capacities and Processing Times
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Applying Little’s Law from Hopp and Spearman (2011)
WIP = Cycle Time (CT) * Throughput (TH) (1)
the minimum lower bound for the WIP can be determined. Having too little WIP can starve processes,
causing interruptions in production flow and lead to long lead times (Standridge, 2013). The cycle time
(CT) for each product type is calculated with a summation of the process flow steps in Table 1 with the
processing times and capacities in Table 2 and using the average order size, 8. The throughput (TH) for
each product type is derived from the average annual order totals from the last three years. Using a
summation of Little’s Law for each of the eight different product types and flows yields a lower bound
WIP level of 25 batches. This is shown in detail in Table 3.
Product Variation(Flow)
CT
(hrs/batch)
Avg. Annual Volume
(8 piece order)
TH
(order/hrs)
WIP = (CT * TH)
(batches)
Rotator 
A 23.728 532.793 0.266 6.321
B 11.553 59.063 0.030 0.341
C 11.817 667.284 0.334 3.943
D 23.464 108.704 0.054 1.275
Isolator 
 
E 24.528 414.923 0.207 5.089
F 12.353 141.375 0.071 0.873
G 12.617 310.650 0.155 1.960
H 24.264 352.079 0.176 4.271
24.1
Table 3. Minimum WIP Level Calculations
The stations included in the CONWIP control loop are shown with a dashed box in Figure 5. The
machining and outside processing (coating) will not be included in the control loop as a product cannot
be  controlled  once  it  leaves  the  manufacturing  site.  Therefore,  the  CONWIP loop  will  include  all
processes post-Coating through Test. The POLCA cells are shown as solid ovals. Thus, the POLCA
system will comprise of three loops: (1) Etch/Clean→Assembly 1_2, (2) Assembly 1_2→Cure 1_2, (3)
Cure 1_2→Assembly 3_4 Align Test.
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Figure 5. CONWIP and POLCA system loops
The sources of variation are the number of orders for each product per year, the number of number of
pieces in each order, the manual operating times, and the number of pieces of in each batch operation:
shipped to the coating process and processed in the cleaning and curring processes. The latter disrupts
flow but can be controlled as a manufacturing operating parameter. For this study, the target number of
pieces per batch operation was set to 100 for coating, cleaning, and cure 1 such that the first order that
caused the batch to exceed 100 triggers the start of the operation. Cure 2 was allowed to work on one
piece at a time. Note also that cleaning and curing 1 are automated processes with long processing times
which can be modeled as constants.
5. Simulation Modeling and Experimentation
The goal of the simulation study is to find the minimal WIP level at which a short lead time can be
achieved. This can be accomplished by increasing the number of CONWIP and POLCA signal cards
starting at the minimum WIP of 25. Note that the number of POLCA cards will exceed the maximum
observed WIP as the control areas for individual POLCA card types overlap. Two sets of experiments
will be conducted. In the constant case, the order arrival rate, the number of pieces in order (order size
with average of 8), and the operation times are treated as constants. In the random case, the number of
orders is modeled as Poisson distributed, the order size as uniformly distributed between 1 and 15 pieces,
and the operation times as uniformly distributed between 80% and 120% of the average. This approach is
consistent with the discuss in Hopp and Spearman (2011) concerning a reasonable range of variability for
production systems. 
The order size range of 1-15 pieces is consistent with a low volume manufacturing environment. Each
batch will be processed through the entire system as one job to help ensure consistency of processing.
While a batch may consist of multiple pieces, only one CONWIP and/or POLCA signal card will
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accompany  the  batch.  This  approach  automatically  accommodates  the  order  quantity  and  is  an
advantage  of  a  load-based  POLCA  (LB-POLCA)  system  (Vandaele,  Nieuwenhuyse,  Claerhout  &
Cremmery, 2008). 
All orders are processed on an earliest calendar due date basis and treated as though there is not any
finished goods inventory from which to fulfill them. The simulation model will ignore the effects of
quality rejected materials, scrap, downtime, and WIP rework, which are all minimal.
Simulation run time is 240 production days, one year. This is reasonable considering that the longest time
between arrivals for this family of products is typically no longer than six months.
Table 4 summarizes the simulation design of experiments.
Element of the Experiment Values for a Particular Experiment
Model Parameters and Their Values WIP level expressed as either the CONWIP parameter or the
number of POLCA cards
Performance Measures Lead Time; Maximum WIP Level; Throughput
Random Number Streams Number of arrivals of each of the eight part types per day
when Posson distributed; order size; manual operation times
Initial Conditions Empty and idle
Number of Replicates 1 for constant case; 20 for random case
Simulation End Time / Event 1 year (240 days)
Table 4. Simulation Experimental Design
5.1. Verification and Validation
Next model verification and validation are discussed. The techniques used are those discussed in Sargent
(2012) specifically tracing entities through all processes as well as the use of simple analytic models such
as balance equations and utilization computations. Law (2007) also indentifies tracing entities as a specific
verification technique as well as using machine utilization for validation by comparing simulation results
to data collected from the actual system.
Verification is done by balancing the number of arrivals with the number of departures plus the number
remaining in the simulation at the end of the run. In the CONWIP model with constant arrivals, the
number of entering orders, 2,587 was equal to the number of departing orders + the number of orders in
process when the run was completed:  2,498 + 66 with the CONWIP parameter set to a very large
number. Identical results were yielded for the POLCA model with constant arrivals and the number of
POLCA cards set to a very large number.
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Process flow for each load type was confirmed by tracing all the processes listed in sequence for both the
CONWIP and POLCA models with constant arrivals. Typical results are shown in Table 5 which shows
that “Load 97” follows the correct route.
Validation evidence was obtain by comparing the utilization of resources obtained by simulation with
utilizations calculated from system data. A simulation of the exising system without the effect of CONWIP
or POLCA controls is accomplished by setting the WIP level parameters to a very high number. Simulation
experiments were conducted for both the constant and random cases. The results are shown in Tables 6
and 7. All absolute differences no more than 5% of the values calculated from system data except for the
clean and cure1 stations for which the absolute difference is about 10% - 11%. Thus, validation evidence is
considered to be obtained. Note that many of the operation utilizations are relatively low, less than 50%.
Simulation Time 
(seconds)
Message
1045.84:
…
163492.11:
…
193335.92:
…
193824.88:
…
219732.22:
…
220089.10:
…
221157.38:
...
269521.03:
…
270148.28:
…
270589.56:
…
270712.21:
…
270750.00:
…
Load 097 L_route_e is at P_machine.
…
Load 097 L_route_e is at P_coat.
…
Load 097 L_route_e is at P_etch.
…
Load 097 L_route_e is at P_clean.
…
Load 097 L_route_e is at P_assembly1.
…
Load 097 L_route_e is at P_assembly2.
…
Load 097 L_route_e is at P_cure1.
…
Load 097 L_route_e is at P_assembly3.
…
Load 097 L_route_e is at P_assembly4.
…
Load 097 L_route_e is at P_align.
…
Load 097 L_route_e is at P_test.
…
Load 097 L_route_e is at die.
…
Table 5. Load Type Process Flow Tracing
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Station Calculated Constant Case Difference Random Case Difference
Machine 40.42% 40.50% 0.08% 40.58% 0.16%
Etch 13.24% 13.50% 0.26% 12.98% 0.27%
Clean 44.91% 40.50% 4.41% 40.20% 4.71%
Assembly1 90.00% 87.00% 3.00% 86.78% 3.23%
Assembly2 25.40% 24.00% 1.40% 24.45% 0.95%
Cure1 24.45% 22.00% 2.45% 21.65% 2.80%
Cure2 16.45% 16.50% 0.05% 15.83% 0.63%
Assembly3 26.95% 25.50% 1.45% 25.95% 1.00%
Assembly4 26.95% 25.50% 1.45% 25.95% 1.00%
Align 44.73% 43.50% 1.23% 42.90% 1.83%
Test 44.73% 43.50% 1.23% 42.90% 1.83%
Table 6. Individual Resource Utilization Comparison and Validation For CONWIP model
Station Calculated Constant Case Difference Random Case Difference
Machine 40.42% 40.50% 0.08% 40.58% 0.16%
Etch 13.24% 13.50% 0.26% 12.98% 0.27%
Clean 44.91% 40.50% 4.41% 40.20% 4.71%
Assembly1 90.00% 87.00% 3.00% 86.78% 3.23%
Assembly2 25.40% 24.00% 1.40% 24.45% 0.95%
Cure1 24.45% 22.00% 2.45% 21.65% 2.80%
Cure2 16.45% 16.50% 0.05% 15.83% 0.63%
Assembly3 26.95% 25.50% 1.45% 25.95% 1.00%
Assembly4 26.95% 25.50% 1.45% 25.95% 1.00%
Align 44.73% 43.50% 1.23% 42.90% 1.83%
Test 44.73% 43.50% 1.23% 42.90% 1.83%
Table 7. Individual Resource Utilization Comparison and Validation For POLCA model
6. Results and Comparisons
Simulation results are presented for each WIP control system. Conclusions are drawn by comparing the
results.
6.1. CONWIP Results 
Results are shown in Table 8. First consider the results for the constant case. The number of orders
processed becomes equivalent at a CONWIP parameter value of 32 to those processed when the work-
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in-process is unconstrained (a CONWIP parameter of infinite). The lead time continues to decrease as
the CONWIP parameter value increases reaching only 3 hours more than for unconstrained WIP for a
CONWIP parameter value of 33 and within 1 hour for a CONWIP parameter value of 34.
Now consider the results for the random case. The number of orders processed becomes equivalent at a
CONWIP parameter value of 57 to those processed when the work-in-process is unconstrained with lead
time also equivalent to that achieved when the work-in-process in not constrained. 
CONWIP
Control
Constant Random
Completed
Orders
Average
Lead Time
(hr)
Average
Completed
Orders
Average Lead
Time (hr)
95% Confidence Interval
for Mean Lead Time 
(hr)
Lower
Bound
Upper
Bound
25 1,846 902 65 209 192 227
30 2,326 379 117 213 200 227
31 2,438 259 118 211 198 223
32 2,493 206 132 211 199 224
33 2,494 201 208 226 208 243
34 2,495 199 234 221 205 237
35 2,495 198 380 227 203 250
40 2,494 198 864 238 222 254
45 2,494 198 1,556 230 221 239
50 2,494 198 2,059 228 220 236
55 2,494 198 2,410 229 222 236
56 2,494 198 2,334 228 221 235
57 2,494 198 2,463 228 221 235
58 2,494 198 2,471 229 222 236
59 2,494 198 2,471 229 222 236
60 2,494 198 2,470 229 222 236
(Infinite) 2,495 198 2,470 229 218 240
Table 8. CONWIP Parameter Control Simulation Results
6.2. POLCA Results
Each POLCA loop contains a batch process, either clean or cure 1, that operates on at least 100 pieces.
Thus, an average order size of 8 pieces implies an average of 13 orders per batch operation. Thus, the
minimum number of  POLCA cards  per  loop is  13.  For  the  constant  case,  2197  combinations  of
POLCA loop card numbers were simulated, all combinations in the range 13 to 25 for each card. Table
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9 shows  the  combinations  yielding  the  shortest  lead  time  for  each  maximum WIP level  from 27
through 40. Recall that the maximum WIP level is less than the number of POLCA cards due to the
overlapping loops.
The throughput becomes equivalent to the unconstrained WIP case (infinite) shown in Table 8 for a
maximum WIP value of 36. Lead time continues to decrease through a maximum WIP of 39.
POLCA Control Loops Completed
Orders
Average Lead Time
(hr)
Maximum
WIP1 2 3 Total
13 13 14 40 1,579 1,241 27
13 14 14 41 1,677 1,125 28
14 14 15 43 1,772 1,,012 29
15 14 14 43 1,867 882 30
16 14 14 44 1,965 794 31
16 15 15 46 2,065 660 32
17 15 15 47 2,182 535 33
18 15 15 48 2,327 380 34
19 15 15 49 2,474 221 35
20 15 15 50 2,490 212 36
20 16 15 51 2,493 204 37
20 17 16 53 2,495 200 38
20 18 16 54 2,495 199 39
20 19 16 55 2,495 199 40
Table 9. POLCA Parameter Control Simulation Results – Constant Case
Now consider the results for the random case. The average number of loads processed first exceeds those
processed when the work-in-process is unconstrained at an average maximum WIP of 73 and a total
number of POLCA cards of 128. Lead time becomes equivalent to that of the unconstrained case for a
maximum WIP of 68 and total number of POLCA cards of 122.
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POLCA Control Loops
Completed
Orders
Average Lead
Time 
(hr)
95% Confidence Interval
for Mean Lead Time 
(hr) Max WIP
1 2 3 Total LowerBound
Upper
Bound
35 26 27 88 969 213 189 238 60
35 28 29 92 1,239 214 189 238 61
35 29 29 93 1,420 215 190 239 62
35 30 28 93 1,175 213 189 238 63
40 41 41 122 2,056 229 222 237 68
41 43 40 124 2,086 230 223 238 69
41 42 43 126 2,063 229 222 236 70
43 41 45 129 2,371 229 222 235 71
43 41 40 124 2,462 230 223 236 72
43 44 41 128 2,481 230 222 239 73
45 40 40 125 2,504 230 223 238 74
45 41 40 126 2,505 230 223 238 75
Table 10. POLCA Control Simulation Results – Random Case
6.3. Comparison
The following can be concluded from the simulation results shown in Tables 8, 9, and 10. The results are
consistent with those reported by Germs and Riezebos (2010). 
First consider the constant case. As seen in Table 8, a CONWIP control level of 32 results in a number of
completed orders equivalent to an infinite WIP control level that is no WIP control. As seen in Table 9,
an equivalent number of completed orders is achieved for a control level of 50 total POLCA cards and a
maximum WIP of 36. The lead times for the two control strategies are equivalent for the above control
levels. There is no random variation. Thus, it can be concluded that the higher number of POLCA cards
and maximum WIP versus CONWIP to achieve an equivalent number of completed orders (throughput)
has do with the differences in order flow caused by the two control strategies. With CONWIP, there is
no constraint of order flow from station to station. With POLCA, a card must be obtained to enter each
loop which constrains order flow. For this system, the constrained flow requires a high level of maximum
WIP to achieve the same throughput with the same lead time. On the other hand for some systems,
POLCA can present orders from collecting in one part of the system only and blocking flow, while
CONWIP cannot. It appears that CONWIP performs better for this case due to batch operations and
the relatively low utilization of the manual operations.
Next consider the random case. There are three sources of variation: number of orders, number of pieces
per order, and manual operation times. The variation in the latter is smaller that the other two and likely
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has little impact. The squared coefficient of variation associated with the number of orders is one by
definition of the Poisson distribution. The squared coefficient of variation of the manual processing times
is 0.013, two orders of magnitude less. With order sizes ranging from 1 to 15 pieces, the number of order
per batch for cleaning and curing operations is highly variable as well. Hopp and Spearman (2011) discuss
how lead time is proportional to the squared coefficient of variations of the number of orders and of
processing times. 
Thus, it is not surprising that the CONWIP level needed to achieve an equivalent number of completed
orders to those achieved with no WIP control rises from 32 in the constant case to 57 in the random case
as shown in Table 8. Lead time rises by about 10% with a narrow 95% confidence interval for the true
mean lead time, a half-width of 3%-4% of the average. 
In the same way, the POLCA cards needed to achieve an equivalent number of completed orders to
those achieved with no WIP control more than doubles from 50 in the constant case to 128 in the
random case with the average maximum WIP doubling from 36 to 73 as seen in Tables 9 and 10. The
average lead time is about the same as for the CONWIP case and also has a narrow confidence interval
half-width.
7. Summary
In summary, this case study focused on two strategies, CONWIP and POLCA, for controlling WIP in a
HMLV, photonics industry manufacturing environment with 12 products and batch operations using lead
time, maximum WIP, and throughput as the primary performance measures. A discrete event simulation
model and experiment were employed. 
Based on the simulation results, it can be concluded that the CONWIP control performs better than the
POLCA control  for  this  system.  The  CONWIP control  achieves  maximum throughput  at  a  lower
maximum WIP level than POLCA for both the constant and random cases. The average lead times for
CONWIP and POLCA for the maximum throughput level  are equivalent in both the constant and
random cases. Any issues with WIP gathering in one area of the system, which POLCA could prevent but
CONWIP cannot, were not encountered in this system likely due to the batch operations and relatively
low utilizations of the manual operations.
The constant case and the random case provide lower and upper bounds on the system performance.
That is the random variation in the system is likely more than the constant case and likely less than the
random case which is the practical worse case. Thus the need WIP level if CONWIP is used for example
is in the range of 32 to 57.
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Abstract: A traditional lean transformation process does not validate the future state 
before implementation, relying instead on a series of iterations to modify the system until 
performance is satisfactory. An enhanced lean process that includes future state validation 
before implementation is presented.  Simulation modeling and experimentation is 
proposed as the primary validation tool.  Simulation modeling and experimentation 
extends value stream mapping to include time, the behavior of individual entities, 
structural variability, random variability, and component interaction effects. Experiments 
to analyze the model and draw conclusions about whether the lean transformation 
effectively addresses the current state gap can be conducted.  Industrial applications of the 
enhanced lean process show it effectiveness. 
Keywords:  lean manufacturing, simulation, process design 
 
1 Introduction 
Lean concepts for system transformation have become ubiquitous (Learnsigma 
2007). However, lean concepts do not address one significant issue: providing 
evidence that a system transformation will meet measurable performance 
objectives before implementation. This lack of validation increases the risk the 
transformed system will not meet the performance objectives. The various existing 
lean processes address this deficiency by emphasizing their iterative nature: simply 
repeating all or a part of the process, including implementation, until the objectives 
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Abstract: A small furniture production company has integrated lean tools and 
sustainability concepts with discrete event simulation modeling and analysis as well as 
mathematical optimization to make a positive impact on the environment, society and its 
own financial success. The principles of lean manufacturing that aid in the elimination of 
waste have helped the company meet ever increasing customer demands while preserving 
valuable resources for future generations. The implementation of lean and sustainable 
manufacturing was aided by the use of discrete event simulation and optimization to 
overcome deficits in lean’s traditional implementation strategies. Lean and green 
manufacturing can have a more significant, positive impact on multiple measures of 
operational performance when implemented concurrently rather than separately. These 
ideas are demonstrated by three applications. 
Keywords: lean manufacturing, green manufacturing, case-study, discrete event 
simulation, optimization 
 
1 Introduction 
Manufacturers are under tremendous pressure to improve productivity and quality 
while reducing costs. This has led many organizations to implement the Toyota 
Production System (TPS), otherwise known as lean manufacturing (Liker, 2004; 
Womack, 2003). Thus, it seems to be important to gain an understanding of how 
TPS relates to other methods for improving manufacturing systems including Green 
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Manufacturing and quantitative analysis performed using tools such as 
mathematical optimization and discrete event simulation. In this regard, validation 
evidence for two premises is sought through a case study at a small furniture 
production company. 
• TPS (Lean Manufacturing) transcends Green Manufacturing, that is, a lean 
transformation of a production facility will likely result in a green 
transformation as well. 
• The application of quantitative analysis tools such as mathematical 
optimization and discrete event simulation makes a lean transformation 
more precise and thus leaner. 
2 Background of lean and green manufacturing 
Founded in post-WWII Japan by Sakichi Toyoda and chief engineer Taiichi Ohno, 
TPS is largely grounded in the systematic elimination of what Toyota identified as 
the eight deadly wastes. TPS uses several different tools to strategically align not 
only their production facilities but their supplier’s facilities in the elimination 
process of these wastes (Bergmiller and McWright, 2009) as seen in Table 1. 
Form Description 
Overproduction Producing more than is needed and/or used. 
Human Resources Not using people’s minds and getting them involved. 
Transportation Moving tools/materials to the point of use. 
Inventory Materials or information. Includes WIP and Finished goods. 
Motion Movement of people (walking, riding) as well as smaller movements. 
Corrections This includes rework or fixing of products. 
Over-Processing Additional work above the requirements and/or needs. 
Waiting Time delays for materials, information or people. 
Table1. “Eight forms of waste identified by Toyota”. 
The connection between lean and green manufacturing has been well documented 
in recent literature (Angel, Klassen, 1999; Sawhney, Teparakul, Aruna and Li, 
2007). Green, or sustainable, manufacturing is defined by Allwood (2009) as a 
method to “develop technologies to transform materials without emission of 
greenhouse gases, use of non-renewable or toxic materials or generation of 
waste”. The term “green”, often used interchangeably with “environmentally-safe”, 
comes from ideology that was originally developed by the Green Party, a political 
party in Australia in the early 1970’s whose political agenda quickly spread around 
the world. Their name has been assimilated into the North American vernacular 
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(History of the Green Movement, 2009).  Notably, the green wastes are very 
different from the lean wastes. Lean seeks to eliminate traditional production 
objectives like cost or time (Bergman, Hermann, Stehr, & Sebastian, 2007) while 
green is concerned with wastes that impact the environment as seen in Table 2 
(Bergmiller & McWright, 2009). 
Concept Description 
Permit Compliance Compliance with applicable permits. 
Toxic Release Inventory (TRI) Over 300 chemicals subject to release.  
33/50 Chemicals A subset of TRI chemicals identified by the EPA as priority candidates for voluntary reductions by industry. 
Clean Air Act Toxics 189 chemicals listed in the Clean Air Act as air toxics. 
Risk-Weighted Releases Toxic chemicals weighted by their relative toxicity. 
Waste Per Unit of Production Percentage of production lost as waste, generally measured by weight. 
Energy Use Total energy use by all aspects of corporate operations; also expressed as carbon dioxide. 
Solid Waste Generations Total solid waste going to landfills or other disposal facilities. 
Product Life Cycle The total impact of a product on the environment from raw materials sourcing to ultimate disposal. 
Table 2. “Nine forms of waste identified by green manufacturing”. 
Bergmiller and McWright (2009) identified manufacturing firms who had 
implemented lean manufacturing and received one of lean’s most distinguished 
awards, the Shingo Prize (The Shingo Prize for Operational Excellence, 2009). He 
found that these firms were significantly greener than a general population of other 
manufacturers in twenty five of twenty-six measures of green manufacturing. 
Bergmiller and McWright utilized an online survey tool in order to harvest 
information from Shingo award-winning manufacturers. The survey was divided 
into three sections, as follows: 
• Status of their plant(s) environmental management system (EMS) 
• Fourteen questions regarding the application of environmental waste 
techniques at the plant(s) 
• Ten questions about advantages/ disadvantages of the EMS at the plant(s) 
The survey results identified and validated a strong correlation between the 
successful development and implementation of lean to the “greenness” of a 
manufacturer. He stated that “lean seemed to transcend green”. Also, he identified 
that the surveyed companies tended to strategically vertically integrate versus 
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horizontally integrate their plant(s). The vertical integration led to reductions in 
many of the green wastes found in Table 2. 
Sawhney, Teparakul, Aruna, and Li (2007) show the connection between lean 
manufacturing and the environmental movement stating that “it is natural that the 
lean concept, its inherent value-stream view and its focus on the systematic 
elimination of waste, fits with the overall strategy of protecting the environment”, 
which they call Environmental Lean (En-Lean). A focus group of environmental and 
lean professionals compared the environmental impact of a cellular manufacturing 
scenario (common with lean production) versus a batch-style manufacturing 
scenario. The focus group reported that several green manufacturing metrics were 
more positive in lean manufacturing than batch-style manufacturing: 
• Air pollution was lower in a cellular manufacturing scenario since exhaust 
and power consumption was less. 
• Employee’s safety and health were better with an optimized plant layout. 
• Exposure to dangerous material was reduced by eliminating unneeded 
material transfers. 
Teresko (2004) made the connection between green manufacturing and the lean 
movement in his research into Bill McDonough’s book “Cradle to Cradle”. Teresko 
recites McDonough’s statements that the goal of lean, when applied to a 
manufacturing facilities layout, is to “shrink-wrap a structure around an optimized 
process; including the entire external commercial environment in the optimized 
process, integrating all the manufacturing flows from global to national to 
submicroscopic levels”. Teresko pointed to McDonough’s success in the 
construction of Ford Motor Companies new, revitalized Rouge Center with “its 
innovations at the brown field site which included a 10-acre roof planted with 
sedum sod and water-permeable paving” throughout the complex. Much like 
Bergmiller and McWright’s study, Teresko identified that lean seems to transcend 
green. 
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3 Lean and green implementation strategies 
Green has a standardized process by which implementation is carried out and lean 
does not. Traditionally, lean implementation has been accomplished through an 
analysis of the shortcomings of an existing process, implementation of a revised 
process, and subsequent Plan-Do-Check-Assess (PDCA) cycles (Dennis, 2007; 
Massei and Simeoni, 2003). Rother and Shook (2003) give a high-level overview of 
how to carry out a lean transformation as a five-step process as seen in Table 3 as 
well as a complex value stream mapping process that identifies current and future 
states. PDCA cycles are usually performed after lean implementation to further 
improve the future state value stream.  
 Steps 
1 Find a change agent/champion 
2 Find a sensei (a teacher whose learning you can borrow). 
3 Seize (or create) a crisis to motivate action across your firm. 
4 Map the entire value stream for all of your product families. 
5 Pick something important and get started removing waste. 
Table 3. “Rother and Shook’s (2003) five step process of a lean”. 
Much like lean, green manufacturing implementation is largely dependent on PDCA 
for deployment and assessment (Maynard, 2007). According to Bergmiller and 
McWright (2009) “implementing an environmental management system (EMS) is a 
process by which an organization’s management identifies regulated and 
unregulated environmental aspects and impacts of its operations, assesses current 
performance, and develops targets and plans to achieve both significant and 
incremental environmental improvements.” In a 1997 study, Briscoe, Marcus, 
Maxwell, and Rothenberg identified that 80% of Fortune 500 firms had written 
environmental statements, or the “Plan” in PDCA. The mid-1990’s is identified as 
the start of the green manufacturing movement (Haworth, 2009).  
While lean and green manufacturing strategies share similar implementation 
strategies, they differ in the standards to which implementation is evaluated. 
According to ISO 14001 (2009), green’s “ISO 14001 is a standard for 
environmental management systems to be implemented in any business, 
regardless of size, location or income. The aim of the standard is to reduce the 
environmental footprint of a business and to decrease the pollution and waste a 
business produces.” The main topic areas of the ISO 14001 standard are as follows 
(Maynard, 2007): 
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1. Scope 
2. Normative References 
3. Definitions 
4. Environmental Management System Requirements 
4.1 General Requirements 
4.2 Environmental Policy 
4.3 Planning 
4.4 Implementation & Operation 
4.5 Checking/Corrective Action 
4.6 Management Review 
Steps 4.3 through 4.6 clearly demonstrate the dependency of ISO 14001 on the 
PDCA cycle for both administration and continuous evaluation of the standard 
throughout the implementation cycle.  
Lean manufacturing does not have a universally accepted standard for evaluation. 
Lean’s fundamental principles developed by Toyota are universally accepted but 
commonly adapted to each organization or industry. Notable examples of these 
transformations are by Ford Motor Company (the Ford Production System), Wal-
Mart and Southwest Airlines. 
In summary, lean and green manufacturing have similar implementation strategies 
but distinctly different methods by which their respective implementations are 
evaluated. While the implementation strategies of lean, the do’s and don’ts, have 
been largely studied (Womack, Jones, 2003), the implementation’s evaluation 
method is much less standardized that that of green manufacturing’s ISO 14001.  
4 Supplementing lean implementation tools 
The classical deployment of lean’s tools such as standardized work, value stream 
mapping, visual control, Kaizen, etc are ways to “work around certain types of 
problems but they do not solve them for you or always highlight the underlying 
cause of many types of problems.” (Lean Manufacturing, 2009).  
In the last several years, much research concerning applying techniques such as 
linear and non-linear programming, and discrete event simulation (DES) as lean 
tools has been conducted. Multiple authors cite the significant (positive) impact the 
application of these tools can have in conjunction with the more traditional tools as 
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developed by Toyota (Marvel & Standridge, 2009; Maynard, 2007). Curry (2007) 
described how DES is used to “allow one to visually see and measure how 
processes perform over time, including materials, information and financial flows, 
and how probabilistic variables impact them”. Additionally, Curry stated how DES is 
an extremely valuable compliment to value stream mapping (VSM) because VSM is 
inherently non-analytical and static in nature. DES on the other hand is dynamic in 
nature and allows for experimentation on VSM-developed future state scenarios.  
Along similar lines, Perez, Choudhuri and Standridge (2008) developed an integer 
programming model and solver in order to optimally select suppliers for a 
production activity based on any number of factors. It was determined that the 
model could not only reduce costs but “contribute to improving quality and 
simplifying supply chain management”. Since cost reductions and simplification are 
core objectives of lean, the positive implications for such quantitative analysis tools 
such as DES and optimization for lean companies can be significant.  
5 A case for quantitative analysis 
The use of lean’s classical tools alone is inherently wasteful since they can not 
sufficiently validate and explore various proposed changes to a future state value 
stream (Curry, 2007; Marvel & Standridge, 2009). Other authors describe how the 
limitations of value stream mapping can be overcome using DES (Abdulmalek & 
Rajgopal, 2006; Lian & Van Landeghem, 2007). The application of techniques like 
DES and mathematical optimization provide much more help in assuring waste 
avoidance before a lean implementation event. 
Curry (2007) describes how a laminated plastic manufacturer had performed value 
stream mapping, implemented 5S strategies in all of its work centers and held 
Kaizen events in order to identify possible solutions to convert its process from 
batch-and-queue to flow processing. The VSM’s had resulted in a laundry list of 
unknowns, especially reasonable estimates of key variables such as set-up time 
and machine downtime (reliability) as well as the effects on overall performance 
measures. The development of a DES model actually provided a structure for data 
collection for some of the VSM’s missing information. The manufacturer’s analysts 
were able to develop “a range of likely values through a combination of limited 
sampling and input from factory floor staff to begin using simulation for bottleneck 
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or constraint verification”. Experimentation on the developed model led the 
analysts to explore/discuss/re-test different production scenarios that were largely 
non-intuitive. The analysts exposed problems that otherwise probably would not 
have been found without DES. Clearly, for the laminated plastic manufacturer, the 
traditional lean tools alone were of significant value but the complimentary use of 
DES helped them implement lean strategies more effectively.  
Without DES, would the manufacturer have eventually exposed the problems found 
during DES and, if they did, at what cost?  Perhaps they would have pushed ahead 
with implementation of the flow process. Theoretically, several things might have 
happened: 
• They may have decided to move a machine or group of machines in a work 
cell to a new configuration 
• They may have decided to alter inventory levels 
• They may have decided to alter the number of machines in a work cell 
While the aforementioned list is by no means exhaustive, it serves to exemplify the 
waste that can be generated if a future state value stream is implemented without 
sufficient verification and validation procedures. Traditional lean results can be 
more effectively implemented with support from mathematical optimization and 
DES, and, as a result, these techniques promote sustainability.  
6 Case study 
Grand Rapids Chair Company is a small furniture production company located in 
Grand Rapids, Michigan. Growing gross sales by over 10% each year for over a 
decade, strategically shifting its production model from a reseller to a manufacturer 
and the construction of a new facility in 2005 have presented many challenges 
since the company’s incorporation in 1995. 
The company produces chairs and tables for contract and educational furniture 
markets: tubular steel, wooden, plywood or aluminum chairs; plastic, wood or 
laminated tables; and cast iron, steel or aluminum table bases. In order to produce 
these products, the company utilizes a constant work in-process (CONWIP, 2009) 
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operational model. The production is broken into two distinct value streams, the 
wooden value stream and the steel value stream as seen in Figure 1.  
 
Figure 1. “The two value stream CONWIP production model”. 
In 2004, the company faced adversity like none other it had ever faced. The loss of 
its largest customer month’s earlier, increased pressure for lead-time reductions by 
existing customers and growing quality expectations mandated change. Lean 
manufacturing was the model of choice because of the sensei (Rother and Shook, 
2003) contracted by the company’s executive team. Lean’s systematic elimination 
of waste helped the company become more operationally stable and helped the 
company develop a culture of PDCA through its value stream management 
approach.  
The following sections are three different case study examples from lean and green 
projects carried out by the company. The case study examples identify how lean 
and green manufacturing strategies have helped the company produce more 
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efficient work cells, reduce waste and increase profitability. The complimentary use 
of DES and mathematical optimization is emphasized. 
6.1 Case study example: 2007-2008 “RCELL” 
The following case study example demonstrates the significant impact that DES can 
have on the design, planning, construction, implementation and operation of a lean 
workcell. The deployment of DES in the workcell’s design phase helped reduce 
several lean and green wastes listed in Tables 1 and 2.  
 
Figure 2. “2007 Steel Value Stream Demand Distributions”. 
After approximately twelve years of steady growth, customer demand had allowed 
a strategic shift in the company’s production operational model.  Four different 
product groups represented approximately 40% of the company’s demand as 
shown in Figure 2. VSM and Shingo Assessment procedures, as were described by 
Robinson (1990) and Shingo and Dillon (1989), showed that these products could 
be produced in a workcell much more efficiently than they could in the company’s 
traditional job-shop (functional) layout. Accordingly, the integration of a new 
workcell centered on a robotic welding machine was proposed and accepted in 
2007. Called “RCELL”, the workcell consists of a series of oxy-acetylene brazing 
stations, a grinding station and a robotic welding machine. An overhead conveyor 
system delivers gas-metal arc welded assemblies from the robotic welding machine 
to four oxy-acetylene brazing stations. The oxy-acetylene brazing stations are 
working in parallel and are the final workstations in the RCELL process before they 
are delivered to the workcell’s downstream customer. The value stream map 
(Figure 3) provides further information regarding the workcell’s material and 
informational flow systems. 
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Figure 3. “2007 welding cell value stream map”. 
The RCELL project deployed various lean tools such as standardized work, Kanban, 
5S and quick-changeover (SMED) to eliminate various forms of waste. Other lean 
tools such as process mapping, activity charting, cycle time measurement, line 
balancing and layout planning determined that the RCELL could produce thirty-five 
units per hour while the non-cellular layout could achieve approximately twenty-
one units per hour.  
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Figure 4. “Relationship between processing time and the number of oxy-acetylene brazing 
stations”. 
DES helped validate that the workcell’s design was conducive to one-piece flow or 
at least micro-batch processing. Simulation experiments involved setting a 
CONWIP limit equal to the number of oxy-acetylene brazing stations in the 
workcell, either 1, 2, 3, or 4 as well as infinite. The results presented in Table 4 
and Figure 4 suggested exponential decay in the time delay due to the CONWIP 
limit for values less than 4 workstations. For values of 4 workstations or greater, 
the average delay time remained approximately constant. These results are 
consistent with the behavior of a CONWIP system. Values of the CONWIP limit that 
are less than 4 constrain the productivity of the system. The smallest values of the 
CONWIP limit greater than or equal to the number of stations that does not 
constrain productivity is ideal. Table 4 validates that a CONWIP value greater than 
4, the number of brazing stations, would not increase productivity; the DES 
experiments returned the same throughput values for both the 4 and infinite 
CONWIP value scenarios. 
Number of Oxy-
Acetylene Brazing 
Workstations 
Average Unit Time in 
Oxy-Acetylene 
Brazing Process 
(Minutes) 
Maximum Number of 
Units in Oxy-Acetylene 
Workstation Queue 
Throughput (Average 
Units Produced by 
Workcell Over Simulation 
Period) 
1 789.87 1 389 
2 455.78 2 778 
3 123.71 3 1163 
4 6.90 4 1299 
Infinite 6.92 10 1299 
Table 4. “Relationship between processing time and the number of oxy-acetylene brazing 
stations”. 
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The simulation model and associated experiments helped identify that there was no 
advantage to continuous production of gas-metal arc-welded assemblies from the 
robotic welding machine. Throughput only increased as long as the oxy-acetylene 
brazing stations were consistently adding value. Therefore, the standardized work 
created by the company detailed how other cell workers could help maintain 
workcell flow by assisting the oxy-acetylene brazing operators, effectively 
standardizing teamwork amongst the RCELL’s workers. 
The use of lean tools, complimented by an advanced technique (DES), helped the 
company decrease inventories and processing times as well as total lead-time from 
the current state to the future state as seen in the value stream map (Figure 3). 
Several non-intuitive situations (CONWIP limit and its relationship to lead time) 
were explored and verified by DES. Clearly, the workcell’s design was greatly 
influenced by both lean and DES.  
Without lean and DES, what could have been? Several possible scenarios could 
have occurred, including the following:  
• Underproduction: suppose only two or three oxy-acetylene workstations had 
been planned at the start of the workcell project. Figure 4 shows that the 
company would have had to quickly either re-arrange its workcell or risk not 
meeting customer demand 
• Overproduction: without DES it would have been very difficult to properly 
estimate the CONWIP limit; had DES not validated the CONWIP limit before 
the final implementation of the cell perhaps the footprint of the WIP waiting 
to be processed by the cell would have been larger than necessary 
These possible scenarios violate each of the eight forms of lean waste (Table 1). 
Each scenario would have required significant energy cost either in the rework of 
the workcell (A) or additional energy cost in the support of a larger workcell than 
what was really needed (B). DES can greatly reduce the risk of error when 
implementing a value stream’s future state. These errors can be costly and inject 
significant waste into the implementation, which shows that a lean implementation 
can be potentially unsustainable. 
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6.2 Case study example: 2008 recycling project 
Based on a 2008 Kaizen event, this example demonstrates that some of the results 
of lean projects are inherently green and gives further support of the many 
parallels found between lean and green manufacturing.  
 
Figure 5. “Process map for development of recycling program”. 
Lean’s focus on stable and standardized processes led Grand Rapids Chair 
Company to begin formalized documentation of not only value-added but non-
value-added, necessary work processes. In December 2006, the company 
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completed the documentation of its environmental plan, which outlined various 
processes such as liquid/solid waste disposal and recycling. 
In the fall of 2008, a routine Kaizen event was started by the company’s operations 
manager at the suggestion of the company’s president. The president suggested “if 
you want to see what is wrong in your factory, look at your trash”. As a result, the 
operations manager mandated that all solid waste be collected in a central location 
prior to disposal each morning. The operations manager and several other system 
managers began a process of sifting and sorting through up to eight-0.88 cubic 
yard hoppers each morning after their daily start-up meeting for approximately 
twenty working days. A brief analysis led to the development of a process map for 
the development of a robust recycling program (Figure 5). 
The Kaizen and subsequent cost analysis (Table 5) identified that approximately 
1.75 dumpsters per day (1.54 cubic yards) could be diverted from the company’s 
solid waste stream to recycling. The annual estimate for diversion of solid waste 
was approximately 220 cubic yards or 5.5 –40 cubic yard dumpsters. 
Concept Cost 
Savings from recycling $13,803.34 
Trucking cost $2,360.17 
Sorting cost at recycling center $4,392.77 
Handling cost $5,100.00 
Total savings from recycling (Loss) $1,950.00 
Table 5. “Costs of recycling”. 
Similar to the RCELL Project, the Recycling Project highlights the connection 
between lean and sustainability. Lean’s foundation in stability and standardization, 
empowerment of workers and continuous evaluation of process (Kaizen) led the 
company to disregard ‘status quo’ and achieve a greater level of waste 
elimination—in this case real “waste”. 
6.3 Case study example: 2008-9 optimized supplier selection using a total 
supplier cost analysis model 
The following case study example shows the complementary nature of optimization 
with lean and green manufacturing. Optimization, like DES, plays an important role 
in reducing cost and finding non-intuitive approaches to create and deliver value to 
customers that may not be possible using lean and green tools alone (Chang, 
Chen, 2006). Optimization’s role as an analysis technique is well documented, 
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particularly as a tool in developing lean supply chains (Chang & Chen, 2006; Perez, 
Choudhuri, & Standridge, 2008; Choudhuri, Miller, & Standridge, 2009; Suresh & 
Kesayan, 2008).  
Grand Rapids Chair Company has applied optimization techniques recently as a tool 
to decrease the number of suppliers and improve quality, service level, price and 
other key measures as well as generally simplifying its supply chain. Recently, the 
company developed a supplier selection model for its table component product line 
utilizing a concept called Total Supply Cost (TSC) (Perez et al., 2009). The table 
products produced by Grand Rapids Chair had 203 different components. Several 
of these had multiple potential suppliers some of whom offered reduced lead times 
and discounts based on annual volume. An analyst discovered substantial freight 
savings through transportation consolidation from some of the suppliers. 
Substantial savings could be achieved if the number of suppliers was reduced.  
The company’s TSC model is based on the multi-faceted supplier selection model 
(MASS) (Perez et al., 2009), which includes tooling and annual material, shipping, 
holding and quality costs associated with part supply from a particular vendor. A 
simplified version of the TSC model was employed. Equations 1 – 3 show the 
components of the objective function.  
Determining the estimated annual cost for each component was necessary for each 
supplier i and part j: 
       
       (1) 
 
Dij = annual demand, Cij
The next step was to determine the total shipping cost reduction possible if the 
freight consolidation opportunity is taken advantage of by mandating weekly 
shipments from the suppliers that have variable shipping cost (two of the product 
line’s four suppliers had variable shipping costs). This was calculated as follows:  
 = cost for part.  
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Wj = weight per part, Xi
The last step was to determine the savings of consolidation to Supplier 2 if a 2% 
annual discount is taken on the total purchases over the entire year. One supplier 
had offered substantial discounts if orders were increased. This was expressed as 
follows (Equation 3): 
 = fraction of shipping cost saved.  
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1
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Thus the objective function to be minimized is the following: 
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and is subject to the constraint that each part must be obtained from exactly one 
supplier. 
The MATLAB R2008B (version 7.7 student edition) software was used to find the 
optimal distribution of the 203 different parts amongst the company’s four different 
suppliers. The model identified the opportunity for over $100,000 in annual cost 
savings, much of which was related to transportation. These opportunities directly 
related to several of the nine forms of waste from green manufacturing (Table 2) 
such as clean air, energy use and solid waste generation. Less need for 
transportation (larger, consolidated ‘bulk’ shipments) meant less frequent truck 
pick-ups to the factory and less packaging materials used by the factory’s supply 
chain. Furthermore, the table component product line’s suppliers could be 
consolidated to three.  
Similarly to the previous case study examples, the optimized supplier selection 
using a total supplier cost analysis model reaffirms parallels found between lean 
and green manufacturing. Lean’s traditional tools combined with advanced 
techniques such as mathematical optimization can greatly reduce an organization’s 
environmental impact. 
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7 Conclusion 
The case study provided validation evidence for the two premises. Each of the 
projects showed that Lean transcends green. In the RCELL study, the use of DES to 
enhance Lean avoided over production or under production, thus avoiding 
unnecessary energy consumption. The recycling project resulted from a Lean 
process Kaizen event concerning the solid waste disposal process and led to the 
recycling of a significant amount of material previously disposed of as waste. In the 
optimized supplier selection project, the Lean concept of reducing the number of 
suppliers was addressed using mathematical programming that resulted in a 
consolidation to fewer suppliers, reducing the number of miles driven and thus 
making the supply activity more green and sustainable. 
The RCELL project and the optimized supplier selection project showed that the use 
of quantitative analysis tools makes a lean transformation more precise and thus 
leaner. The RCELL study used DES to validate the proposed future state of the 
workcell. This added precision minimized the lead time from the current state to 
the future state, reducing waste by decreasing inventories and processing time as 
well as avoiding future redesigns due to over production or under production. Using 
mathematical optimization to select the company’s suppliers resulted in a 
significant cost saving with respect to transportation and consolidation to fewer 
suppliers in one step, thus minimizing the time to realize these savings. 
Thus, the effectiveness and validity of both premises for Grand Rapids Chair have 
been demonstrated. 
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are achieved.  This approach is inherently oppositional to lean concepts as it 
unnecessarily extends the time and thus increases the cost of completing the 
transformation to a lean system. 
Ferrin, Muller, and Muthler (2005) provide a perspective for addressing this lean 
deficiency: Simulation is uniquely able to support achieving a corporate goal of 
finding a correct, or at least a very good, solution that meets system design and 
operation requirements before implementation.  Thus, these authors conclude that 
simulation provides a more powerful tool (a 6σ capable tool) than those commonly 
used in a lean process.   
The objective of this paper is to develop an enhanced process for lean system 
transformation that includes kanban sizing, physical layout, and quantification of 
other parameters such that the risk of system performance objectives not being 
met by the first transformation activities is low. Developing such a process requires 
future state validation which can be accomplished by integrating simulation 
modeling and experimentation into a lean transformation process.  Simulation is 
used to provide quantitative validation evidence that system requirements and 
objectives will be met by the first system transformation.  Industrial applications 
are presented to demonstrate the effectiveness of the new framework. 
2 Background and literature review 
The term “lean production” in the literature has many definitions. Womack, Jones 
and Roos (1990) originally defined lean production as requiring “half the human 
effort in the factory, half the manufacturing space, half the investment in tools, 
half the engineering hours to develop a product in half the time. Also, it requires 
keeping far less than half the needed inventory on site, results in many fewer 
defects, and produces a greater and ever growing variety of products.”  Shah and 
Ward (2007) defined lean production as “an integrated socio-technical system 
whose main objective is to eliminate waste by concurrently reducing or minimizing 
supplier, customer, and internal variability”.  Hopp and Spearman (2004) focused 
on the buffering aspects of a lean production system and define lean as the 
production of good or services that minimizes buffering costs associated with 
excess lead times, inventories, or capacity. 
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2.1 History 
The road to transition American manufacturers into lean organizations has taken 
many decades of development. The origins of lean can be traced back to Kiichiro 
Toyoda’s vision of just-in-time part delivery in the 1930’s. The system of lean 
production was implemented by Eiji Toyoda and Taiichi Ohno at the Toyota Motor 
Company in Japan in the 1950’s.  
However, it wasn’t until books such as Japanese Manufacturing Techniques by 
Schonberger (1982) and Zero Inventories by Hall (1983) were published that the 
concept of lean manufacturing was considered to be applicable to organizations 
outside the Japanese automobile industry.  
When Womack et al. (1990) published The Machine that Changed the World, a new 
era in the approach to manufacturing systems design was launched.  In the mid-
1980’s, in response to several governments concerns about the health of their 
automobile industries, the Massachusetts Institute of Technology created the 
International Motor Vehicle Program (IMVP). It was one of IMVP’s researchers, 
John Krafcik, who first used the term “lean production” to describe the production 
system that used significantly fewer resources compared with the widely accepted 
system of mass production. 
2.2 Lean and organizational structure 
Lean production is defined by researchers based on either a philosophical view, 
identifying guiding principles, or from an operational view, identifying specific 
techniques or tools (Shah & Ward, 2007). Organizations converting to lean systems 
will give higher priority to operational issues compared to philosophical issues. 
Lewis’ (2000) analysis confirmed that organizations do not all follow the same path 
or employ the same tools in their efforts to develop a lean production system. 
White et al. (1999) compared the implementations of lean production techniques at 
small and large U.S. manufacturers. Results of the study showed that large 
manufacturers were able and more likely to implement these techniques than the 
small U.S. manufacturers. Although some of the techniques provided better results 
depending on the firm size, practices such as setup reduction, multifunction 
employees and Kanban system provide better organizational performance 
regardless of firm size. 
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Warnecke and Hüser (1995) asserted implementing lean production was only one 
component of a corporate transformation to lean. A more precise term would be 
“lean management” or “lean industry”. In this framework, lean initiatives would 
include product development, chain of supply, shop floor management, and after-
sales service. Shah and Ward (2003) identified 22 lean practices and classified 
these practices into four main categories: just-in-time, total productive 
maintenance, total quality management, and human resource management. 
Principal component analysis examined the influence of plant size, plant age, and 
unionization on implementation of these practices. Results showed strong support 
for the influence of plant size on lean implementation, whereas the influence of 
unionization and plant age was less pervasive. 
Competitive advantages that organizations achieve by implementing lean 
techniques include improved customer response time, decreased inventories and 
working capital as well as greater visual control (Hobbs, 2004).  Over 60% of 
companies integrating lean manufacturing have seen reduced customer lead times, 
steady or reduced pricing and increase market share (Struebing, 1997).  
Koenigsaecker (1998) reported increases of 300% to 400% in productivity, 1000% 
in inventory turns, and decreases of 95% in lead times compared to batch 
production systems.  Individual case studies have shown a wide arrangement of 
improvements including reduced product development time, increased operating 
profit, reduced manufacturing space, improved supplier quality, increased 
employee productivity and reduced cycle times (Standard, 1994; Womack and 
Jones, 1996). 
2.3 Principles and tools 
Womack and Jones (1996) further refined lean production’s definition by proposing 
value, value stream, flow, pull and perfection as the five basic principles of lean 
production. The customer defines value for the organization based on needs, 
pricing, and timing for the product or service. The series of information 
management and transformation tasks form the value stream for the product 
creation.  The value added steps in the organization identify the product flow for 
production. Customer’s pull products from producers as opposed to these 
producers pushing product to the customers through material control mechanisms. 
The final principle integrates and perfects the system so the first four principles can 
be effectively implemented.  
 doi:10.3926/jiem.2009.v2n1.p90-113 ©© JIEM, 2009 – 2(1): 90-113 – ISSN: 2013-0953 
 
A simulation-enhanced lean design process 94 
J.H. Marvel; C.R. Standridge 
There are various technical practices that manufacturers employ to implement lean 
manufacturing. Pavnaskar, Gershenson and Jambekar (2003) identified 101 lean 
manufacturing tools and developed a seven-level classification scheme to 
categorize these tools. Monden (1993), Karlsson and Åhlström (1996), Detty and 
Yingling (2000), Sánchez and Pérez (2001), Motwani (2003), Bhasin and Burcher 
(2006) and Shah and Ward (2007) discuss some of the more commonly 
implemented lean manufacturing tools. Table 1 identifies these tools and classifies 
them based on Womack and Jones’ basic principles. 
Lean Manufacturing Tools Value 
Value 
Stream 
Flow Pull Perfection Sources 
Autonomation   ●  ● b, d 
Cellular manufacturing   ● ●  a, d, e 
Continuous Improvement 
/kaizen 
    ● a, b, c, d, 
e, f, g 
Five S and visual  
Management 
    ● a, b, d 
Kanban and JIT pull  
systems  
   ●  a, b, c, d, f 
Level production   ●   b, d 
Multifunctional and  
self-directed teams 
  ●  ● c, e, f 
Process and value stream  
Mapping 
● ●    a, e 
Seven wastes and  
waste elimination 
●     a, c, e, f 
Single minute exchange  
of dies (SMED)/ Set up 
reduction 
    ● a, d, g 
Single piece flow   ●   a, e, g 
Standardized work   ●   b, d 
Supplier base reduction ● ●    a, c 
Supplier development ● ●    a, e, f, g 
Table 1. “Lean Manufacturing tools and their relationship to Womack and Jones’ five 
principles”. Sources: (a) Bhasin and Burcher (2006); (b) Detty and Yingling (2000); (c) 
Karlsson and Åhlström (1996); (d) Monden (1993); (e) Motwani (2003); (f) Sánchez and 
Pérez (2001); (g) Shah and Ward (2007) 
Pavnaskar et al. (2003) reported that companies have misapplied lean tools and 
techniques during the conversion to a lean organization. The misapplications can 
be identified as “use of a wrong tool to solve a problem, use of a single tool to 
solve all of the problems and use of all the tools (same set of tools) on each 
problem”. Applying lean tools incorrectly results in a waste of an organization’s 
time and money as well as reduced confidence by employees in lean techniques 
and philosophy. Implementing the future state design without validating the design 
is a contributing factor in the poor performance in newly designed lean systems. 
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2.4 Variability and simulation 
As well as the benefits of lean production there are also several criticisms of the 
lean philosophy.  Although manufacturing systems components often should be 
modeled as random variables, the design of lean systems is inherently a 
deterministic process.  Random variation in addition to system component 
interaction can have a major influence of the performance of the future state.  
Criticisms include the inability to account for demand variability (Hampson, 1999; 
Hines, Holweg & Rich, 2004) as well as variability in process times, yield rates, 
staffing levels, etc. Undoing the effects of this variability requires creating 
inventory, capacity, or lead time buffers. Since variability buffering is a 
fundamental waste in the system, the ability to reduce variability is a basic 
requirement of lean (Hopp & Spearman, 2004). 
Dhandapani, Potter and Naim (2004) showed how value stream mapping (VSM) 
was used in system design in the steel industry and determined that simulation 
was needed to identify the impact of variations, such machine reliability and 
material availability, on supply chain performance. 
2.5 System component interactions and simulation 
Lean system tools concentrate on each individual component of a production 
system and are unable to discover the interactions between these components. 
Khurana (1999) characterized complexity as technological, logistical, 
organizational, or environmental. Production processes are influenced by either 
logistical complexity or technological complexity. Logistical complexity is due to 
high volumes of tasks while technological complexity is due to the inherent 
complexity of the system as well as the multiple interactions between the 
components. Disney, Naim and Towill (1997) described that a total system model 
could be created that exceeded an individual’s capacity to comprehend all the 
system’s details. The system model, which integrated simulation and genetic 
algorithms, resulted in increased performance of the production control function by 
understanding the interaction between factory order and inventory levels.  
Detty and Yingling (2000) described several studies where simulation identified the 
values for specific parameters of the lean system (e.g. number of kanbans, 
container size, batch size). Simulations enabled decreases in inventory, order lead 
time, and system flow times as well as reduced variability in supplier demand in an 
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assembly process for a consumer electronic product. Schroer (2004) showed that 
simulation techniques could be used to facilitate understanding of the basic 
concepts of lean manufacturing such as kanban inventory control, push versus pull 
manufacturing and process variability reduction. Turner and Williams (2005) 
proved that supply chains, whose complexity included product variety, demand 
seasonality and consumer behavior, could be successfully modeled.   
Hung and Liker (2007) used simulation to study the effect of batch sizes on 
production lead time in a multi-stage assembly operation. The study indicated the 
interaction of quality capabilities, logistical polices, and equipment reliabilities have 
a significant impact on pull system responsiveness and failure to consider these 
interactions will result in suboptimal performance of the pull system. Kumar and 
Phrommathed (2006) used simulation to model a sheeting operation at a pulp and 
paper manufacturer where simulation reduced the possibility of ineffectively 
redesigning a critical process. Zahir, Vlayka, Lynne and Peter (2000) discuss how a 
lack of tools for evaluation business process changes leads to their failure. As 
processes have become more complex, the ability for simulation to analyze this 
complexity allows for the effective implementation of business process 
improvements. Kumar and Nottestad (2006) reported that although capable, 
simulation often ignores higher order interactions of mechanical systems. 
Integrating design of experiments with simulation allows for a better understanding 
of the system. McDonald, Van Aken and Rentes (2002) used simulation to address 
questions that couldn’t be addressed by the static view provided by a VSM, 
specifically when parallel processing steps or product complexity existed. Comm 
and Mathaisel (2005) studied a lean manufacturing application of a labor-intensive 
industry in China. Simulation improved the use of VSM by addressing the 
complexity and number of the process steps in the system analysis.  Other studies 
that used simulation to analyze the impact of component interaction include 
Adams, Componation, Czarnecki and Schroer (1999), Byrne and Heavey (2006), 
Comm and Mathaisel (2005), Detty and Yingling (2000), Mehra, Inman and Tuite 
(2006), Pfeil, Holcomb, Muir and Taj (2000), and Schroer (2004). 
2.6 The future state and simulation 
A fundamental process in lean system design is the use of a VSM to identify the 
future state of the system.  The VSM does not include any variability information or 
mechanisms for validating performance of the system. Some software exists for 
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translating the VSM into a simulation model, SigmaFlow for example (SigmaFlow, 
2006).  
There have significant number of case studies that identify the use of discrete 
event simulation as a key component in validating the system design before 
implementation. Abdulmalek and Rajgopal (2006) describe the integration of VSM 
and simulation to manage uncertainty in the system and create a dynamic 
approach for evaluating different future state maps. Lian and Van Landeghem 
(2007) addressed limitations in VSM by integrating simulation into the procedure 
and identified additional benefits of using simulation as a training tool besides 
quantifying the benefits of the improvements. McClelland (1992) identified 
simulation as a method firms could used to evaluate the impact of implementing a 
new manufacturing strategy or analyzing possible alternatives being considered by 
the firm. Other studies that used simulation to validate the future state include 
Adams et al. (1999), Detty and Yingling (2000) and Zahir et al. (2000). 
3 The lean process 
Typically, firms will launch their transition efforts to lean manufacturing with an 
initial assessment of the organization. During this phase a steering team is 
organized and trained in lean techniques and philosophy. The team evaluates the 
product offerings based on the organization’s competitive strategy and marketing 
objectives. The production operations are reviewed with the perspective of creating 
a lean operation. The next phase in the program requires the organization to 
document the current state of the operations. Manufacturing processes are verified 
and the value streams are identified. A value stream represents all the steps in a 
process that transform raw materials into a finished good and will include flows of 
information and materials throughout the process (Tapping, Luyster and Shuker 
2002). A VSM of the current state is created and opportunities for waste 
elimination are evaluated. The next phase of the program is devoted to designing 
the future state using lean principles and techniques. An overall concept of how the 
facility should ideally operate is developed and expressed in the future state VSM.  
The process flow defined by the future state VSM leads to a detailed production 
system design that incorporates lean techniques such as kanban controls on 
inventory and a cellular organization for production. The future state design is 
evaluated by additional production personnel including the process owners. The 
last phase of the program is the implementation on the factory floor. Throughout 
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the implementation phase the performance of the production system is reviewed. 
Commonly, during this phase, operational issues are addressed and policies and 
procedures are adjusted to promote lean operations (Feld, 2001; Hobbs, 2004; 
Conner, 2007).   
The various processes for lean transformation are significantly different from one 
another. For example, Hobbs (2004) discusses the “methodical and disciplined” 
approach to lean (Figure 1). 
 
Figure 1. “Hobbs’ Disciplined Approach to Lean Manufacturing”. Source: Hobbs (2004) 
This approach starts with a gap assessment and progresses through several steps 
until kaizen events reevaluate the performance of the system and the cycle 
repeats. Gap assessment determines current state gap, the difference between the 
current performance of the system and the desired performance of the system.  
The approach includes factory modeling as an input to the physical design but does 
consider the iterative process that should occur between the physical design and 
modeling of the system.  The author does not further develop the idea of factory 
modeling.  Kaizen is a Japanese word for improvement.  Thus, the desire to 
continuously improve system performance leads repeating the gap assessment 
step.  
Feld (2001) proposed a streamlined road map to lean manufacturing. This 
approach identified four phases in implementing a lean manufacturing program 
(Figure 2). 
 
Figure 2. “Feld’s Streamlined Approach to Lean Manufacturing”. Source: Feld (2001) 
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As with Hobbs’ approach, the initial phase was an assessment of the organization’s 
capabilities and progressed from an analysis of the current state gap directly to 
future state design and implementation. This methodology did not specifically 
consider modeling the future state prior to implementation or reevaluating the 
system after implementation.  
Lean assessment includes a performance assessment of the system as it is 
currently operating (current state) as well as an assessment of the current market 
for the product produced by the system.  In practice, these assessments are more 
descriptive than analytic and more qualitative than quantitative. A VSM of the 
current system is developed and a root cause analysis to identify why system 
performance is less than desired conducted.  In practice, the root cause analysis is 
more likely the product of discussions and consensus building than objective 
analysis. 
Future state design involves an overall concept design as well as a detailed design 
that are premised to result in the desired performance of the system.  These 
designs include a VSM of the future state as well as effective communication with 
management and the plant. 
The next step is implementation whose details are beyond the scope of this paper. 
4 An enhanced lean process 
We propose an enhanced lean process based on Feld’s streamlined approach to 
lean manufacturing, which has five steps (Figure 3). 
 
Figure 3. “Simulation-Enhanced Approach to Lean Manufacturing”. 
The Future State Validation step has been added before implementation. The step 
may be performed using discrete event computer simulation as was previously 
discussed.  The validation step must help ensure that the future state design 
effectively addresses the current state gap.  
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4.1 Enhancing the VSM with simulation modeling 
A VSM is a static representation of the system.  It is a descriptive model in that no 
inferences about system performance can be drawn from it by mathematical 
analysis or computer experimentation. Changes in the system over time are not 
represented. 
A simulation model of the same system enhances the VSM model in several ways. 
 The model can be analyzed using computer based experiments to assess 
system performance under a variety of conditions. 
 The dimension of time can be included in the model so that dynamic 
changes in system behavior can be represented and assessed. 
 The behavior of individual entities such as parts, inventory levels, and 
material handling devices can be observed and inferences concerning 
system behavior made. 
 Variability, both structural and random, are commonly included in 
simulation models and the effects of variability on system performance 
determined. 
 The interaction effects among components can be implicitly or explicitly 
included in a simulation model. 
Simulation experiments can be conducted to help quantify system operating 
parameters answering questions such as whether on-time delivery to customers 
improve if the number of kanbans is increased.  The number of kanbans is input to 
the simulation model and the percent of customer shipments made on time is 
measured. Such assessments are supported by computing and reporting 
performance measures specific to a particular system in the model.  For example, 
suppose a production process has three steps performed in sequence with the 
middle step outsourced to a nearby plant.  The number of parts at the nearby plant 
could be computed and reported as well as the finished goods inventory. 
Including time in a simulation model means the dynamics of system behavior can 
be considered.  Continuing with the example in the preceding paragraph, the 
effects of changing when and how often parts are transferred between the two 
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plants can be assessed.  In plants making multiple part types, a comparison 
between making every part every day or some parts on one day and some parts on 
another to help reduce setup time can be made.  How to coordinate production 
between two flow lines in the same plant when one produces parts for the second 
can be examined and analyzed. 
Simulation models support examining the behavior of individual entities in detail.  
The flow of an individual part through a production system can be traced, which 
can be particularly important when alternative pathways exist.  Daily changes in 
inventory levels can be reported and examined, including the number of units 
added to and taken from the inventory.  Events which caused stepwise changes in 
behavior can be reported, for example events that change the flow in a continuous 
production chemical plant. 
Simulation models allow individual entities to be distinguished from one another 
using attributes.  Thus, conditional logic based on these attributes can be used to 
affect entity behavior such as flow and processing times.  Including such details 
allows simulation models to more closely conform to system behavior. 
Variability is commonly included in simulation models so the effects of reducing it 
can be quantified.  Random variation including that due to machine and process 
reliability (internal variability), raw material availability (supplier reliability), and 
customer demand (customer variability) can be taken into account. 
Structural variability occurs when a system component does not do the same 
activity in the same way every time.  For instance, the processing time on a 
machine could be 2 minutes for parts of type A and 3 minutes for parts of type B.  
A product could be shipped every day to a customer but produced only on Mondays 
and Thursdays to minimize the number of setups.  Both structural and random 
variation contributes to the need for inventory, excess capacity, and increased 
production lead times (Hopp & Spearman, 2007). Lean activities tend to focus on 
identifying and reducing random variation. Structural variation is often ignored or 
not identified since all operations can appear to be deterministic when only this 
type of variation is present. 
Simulation models can accommodate voluminous data and the results of the 
analysis of this data. For example, shipping data for a product can act as a 
substitute for customer demand. The distribution of shipping volume can be 
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determined and used in the simulation model. For example, examination of the 
shipping data for each part type for a plastics parts company showed the number 
of pallets shipped per day followed as discrete distribution.  The shipping strategy 
for a chemical company was such that the particular load spots available for each 
product as well as the days of the week when the product was shipped were input 
to the simulation model. 
Lean tools lack the ability to analytically determine the effects of changes made to 
a single component on other components or overall system performance. This 
deficiency makes validating lean transformations before implementation almost 
always difficult if not impossible. 
For example, it is well known that target inventory levels depend only on the 
variability of the process that adds items to the inventory and the variability of the 
process that removes items from the inventory. Thus inventory levels are 
dependent on the behavior of other system components.  Lean techniques treat 
inventory levels as independent variables.  Often in practice, lean transformations 
initially set inventory levels too high and gradually reduce them in time until all 
unneeded inventory is removed.  This approach systematically requires too much 
inventory at least for a significant time period and thus seems oppositional to lean 
concepts. 
Alternatively, simulation models can include how system components interact.  
These interactions likely affect the ability of the system to meet its performance 
objectives. Changes made in the operations of one component likely effect the 
operation of other components as well as the overall performance of the system.  
Simulation modeling and analysis has been shown to be effective in the same 
domains, such as manufacturing where lean is most often applied. Thus, simulation 
is a primary tool for validating lean transformations, the future state, before 
implementation. 
Examples concerning the need to assess component interaction and the use of 
simulation to do so are presented in Standridge (2004) as well as Standridge and 
Marvel (2006). 
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4.2 Improving the future state design 
Analytically validating the future state may result in multiple possible future states 
as well as determining which of the possible future states meet system 
performance objectives. Lean procedures assume the one future state developed 
by the lean transformation team will be effective and proceed to implementation 
without validation or identifying and assessing alternatives. The use of simulation 
modeling and analysis for validation overcomes this deficiency. 
Validating the future state helps determine its operating parameter values, such as 
the number of WIP racks required to minimize inventory while meeting throughput 
targets. Simulation experiments can be used to help determine the values of 
multiple parameters concurrently. Component interaction effects suggest that 
parameter values not be set one at a time. Lean techniques assume the 
transformation team can set the parameter values for implementation using only 
deterministic, and likely simple, computations. 
Maas and Standridge (2005) as well as Grimard, Marvel, and Standridge (2005) 
give examples of using simulation for future state validation and parameter value 
setting. 
5 Industrial examples 
Lean transformation projects using the new five steps enhanced lean process and 
emphasizing validation of the future state have been performed. Two of these 
projects are described below.  
5.1 Industrial example of a tier one automotive supplier 
A tier one automotive supplier discovered that a lean transformation that did not 
include a simulation based validation of the future state was ineffective. A 
simulation model was developed for future state validation of the lean 
implementation and then utilized in production planning to evaluate schedules and 
the impact of new product introductions (Standridge and Marvel, 2006). 
The lean system design converted a process layout to a production flow lane 
layout. Based on a value stream analysis, the new facility layout supported 
processing most of the products in a single flow lane. Initially, the manufacturer 
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evaluated product flow by determining gross capacity, using a static spreadsheet 
analysis, of each piece of equipment in each flow lane. This approach was 
inadequate for several reasons including: 
 The effect of structural variability on system performance was not assessed.  
Due to equipment processing and capacity limitations, some products 
needed processing in more than one product flow lane.  Some, but not all, 
of the operations on some subcomponents were outsourced, including 
plating at an outside vendor.  The various pieces of equipment used to 
fabricate and assemble the subcomponents and final products operated with 
different processing speeds and capacities. 
 The effects of interactions between system components were not assessed.  
The assignment of product to the product lanes was based on gross capacity 
and did not consider the  dynamics of the production system such as the 
interaction between the processes.  Due to equipment processing and 
capacity limitations, some products needed processing in more than one 
product flow lane. 
 The effects of random variation in processing times and customer demands 
were not considered. 
Use of the simulation model helped the lean transformation team meet system 
performance objectives during the first implementation instead of using a trial and 
error method of system improvement after implementation. Simulation 
experiments identified when the assembly process had to be halted or modified 
due to a lack of subcomponents as well as assessing the impact of decisions made 
on the production floor to adapt to these shortages. Identifying the root causes for 
the subcomponent shortages allowed the manufacturer to identify equipment or 
processes that needed improvement. 
5.2 Industrial Example of a Tier Two Automotive Supplier 
A tier two automotive parts supplier developed a lean system design as a closed-
loop supply chain (Marvel, Schaub & Weckman, 2008). The poor performance of 
the current system, the current state gap, caused a system redesign. The supplier 
produced customized products for stamped and fabricated metal product industry 
customers. Long-term contract with the suppliers created most of the high volume 
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customer demand and product delivery due dates but some short term contracts 
generated sporadic low volume demand for some products.  An initial step in the 
lean design process classified all the product offerings as either high volume or low 
volume products. These parts were assigned to part families based on similarities 
in the processing characteristics. The facility layout was designed as a multiple flow 
lane facility with part families assigned to each flow lane. The major production 
issues were considered to be the sequencing of products and the gross capacity of 
the flow lanes.  
A complicating factor in the system design was determining the number of 
customer specific product containers (which can be viewed as kanbans) that moved 
between the supplier and each customer. These containers were used to ship the 
product between the supplier and each customer and were returned empty by the 
customer to the supplier.  The supplier could not ship product to a customer in 
alternate containers and the number of containers provided was negotiated 
between the supplier and customer during the contract stages. The standard 
method to estimate the number of containers provided by each customer was 
based on static performance analysis.  The availability of kanban containers at the 
supplier had a significant impact on the overall supply chain and system 
performance (Figure 4). 
  
Figure 4. “Kanban Container Flow through Supply Chain. Source”: Marvel et al. (2008) 
A simulation model was employed to validate the new system design (future state) 
as well as a planning tool to evaluate new product contracts as well as changes to 
the production schedule (Figure 5). The simulation model was able to incorporate 
logistical constraints of the customers, as well as transportation efficiencies and 
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material availability. The model identified potential customer service issues and 
well as impacts of future system improvements. 
 
Figure 5. “Simulation Model Inputs and Outputs”. Source: Marvel et al. (2008) 
Development of the simulation model required modeling the kanban container 
returns from the customer. Analyzing the return data, including fitting a 
distribution function, showed the availability of customer containers was a much 
more significant problem than originally considered. The variation in container 
returns resulted in production being starved, which caused greater delays than the 
sequencing of products or the availability of capacity for noncritical products which 
were produced only in gaps in the production schedule. 
The use of the simulation model showed the interaction of system components 
cannot be adequately assessed by breaking the system into its elementary 
components and evaluating each individually, as is done in a static lean analysis. 
The simulation model was able to address the following four specific concerns of 
the supplier regarding the future state design that could not be identified by the 
traditional lean process. 
 Are there enough kanban containers in the system, considering logistical 
constraints, to meet the market demand requirements? 
 Is there enough capacity in the system to meet the demand for the 
sporadically manufactured products? 
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 How does the sequencing of the products impact system performance? 
 How efficient are the schedules for product transportation to the customers? 
The simulation output summary provided to the user (Figures 6 and 7) addressed 
these concerns by 1) identifying when the current production plan would be 
interrupted by having an inadequate number of kanban containers; 2) identifying 
the number of instances in which the production plan was unable to satisfy 
customer orders which was the second concern of the supplier; and, 3) analyzed 
truck shipment efficiencies that would result from the current customer shipment 
policies. Only by using the enhanced lean process and validating the future state 
could alternatives that met customer service expectations be identified and 
implemented. 
 
Figure 6. “Simulation Output Summary”. Source: Marvel et al. (2008) 
 
Figure 7. “Customer Shipment Efficiencies”. Source: Marvel et al. (2008) 
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6 Summary 
An enhanced lean process adding the idea of validating the future state using 
simulation modeling and experimentation before implementation is presented.  This 
validation helps ensure the future state effectively addresses the current state gap.  
Systems issues that are often overlooked in traditional lean assessments such as 
component interaction, structural variability, random variability, and time 
dependencies are considered in the validation step by using a simulation model.  
Industrial applications of the new process show its effectiveness in validating 
proposed future states and identifying alternatives needed to deal with component 
interaction and variability effects that could not be identified by traditional lean 
assessments. 
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Abstract:- A case study of the transformation of a job shop production orientation to a cellular production 
orientation for a family of pole-mounted conveyor belt cleaning products is described.  Quick response 
manufacturing ideas drive the transformation primarily by minimizing customer lead time as opposed to 
efficiency and high utilization of equipment.  The case study shows that the corporate target lead time of one 
day can be met by the cellular approach.  In addition to the elimination of finished goods inventory, several 
benefits of the cellular approach were identified including minimizing the use of material handling equipment, 
record keeping, and worker retraining as well as increasing production agility in response to large orders. 
 
Keywords: -Quick Response Manufacturing, Cellular Manufacturing, Job Shop Conversion 
 
I. INTRODUCTION 
Flexcois a 108 year-old company that designs, manufactures, and sells products to improve belt conveyor 
productivity.  Flexco offers a wide variety of products from small metal hooks that splice thin belts together to 
large steel assemblies that can clean belts used in underground mines.  These “heavy-duty” Belt Conveyor 
Products (BCP) fall into the “high-mix low-volume” (HMLV) classification: many products each with low 
annual demand.Quick Response Manufacturing (QRM) principles[1] align well with the production of such a 
product mix. One of the most popular BCP’s is the family of EZP-1 Rockline® pole pre-cleaners, which are 
installed on the head pulleys of large conveyor-belt systems to scrape off material that sticks to the belt surface.   
 A study of the transformation of the production of the EZP-1 family from a job shop orientation with 
metrics emphasizing efficiency and high utilization of equipment to a cellular orientation with metrics 
emphasizing minimal lead time is described.  QRM principles are the foundation for the transformation.  A 
critical component of planning such a transformation is identifying a “focus target market segment” (FTMS). A 
Target Market Segment can be any set of customers, internal or external, where there is a clear opportunity for 
benefit through lead time reduction. Once identified, this large-scope opportunity needs to be refined and 
focused to a specific group of customers and products with shared characteristics, processes, and other 
production properties to arrive at an FTMS.  
The EZP-1 product line is comprised of ten cleaners that share common materials and manufacturing process 
steps.They differ from each other only by length. Currently, the manufacturing of the components for the EZP-1 
cleaner is performed at various work centers of the machine shop department at Flexco in Grand Rapids using a 
job shop approach and mingled with the production of other products.  This combination of same materials, 
solid sales volumes, and un-complicated construction conform the EZP-1 product line to the definition of an 
FTMS. 
 Flexcotargets a 1-day lead time on standard size EZP-1 pole cleaners which is a competitive advantage 
over other manufacturers.  However, this perceived 1-day lead time is accomplished by holding large 
inventories and building to forecast due to the current job shop production environment.  The Flexco assembly 
department fills each day’s orders by picking components from inventory, assembling them, and boxing them 
for shipment as finished products.  This system works satisfactorily as long as the number of orders each day 
does not exceed the existing inventory of any single component. The lack of reliable sales forecasting tools and 
huge variability in customer order quantities further complicates the process of maintaining appropriate 
component inventory levels. Variability in the products ordered by customers also causes constant shuffling of 
manufacturing priorities which in-turn compounds the problem by delaying the production of planned items.  It 
is easy to see this vicious cycle has no end and will continue for as long as the job shop approachis used to 
produce HMLV products    
 A successful transformation to cellular production based on QRM principles could result in inventory 
reduction or elimination, reduction in floor space required for inventory, and production flexibility including 
expanded product offerings in special sizes with the same MCT among other possible benefits.  These 
improvements in turn would improve profits on the EZP-1 product as well as an increase in sales from shorter 
lead times on custom versions.   
 Much of the work done to manufacture Flexco’s other heavy duty BCPs are done using similar 
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processes.Thus,the transformation form job shop production to cellular production serves as a demonstration 
and test case of how this approach canhave a larger scale impact throughout Flexco. 
 
II. BACKGROUND 
 Cellular manufacturing is an alternative production organization to a job shop which provides the 
operational benefits of a serial line [2, 3].  Each cell performs all of the processing needed on one, or at most a 
few, similar items in this case the EZP-1 poles.  Each pole is processed through the same sequence of machines 
and manual operations.  The cellular manufacturing approach eliminates, or at least reduces, the need for setups, 
since only one part or a small number of similar parts are processed in a particular cell. 
 Rubich and Watson [4] give some advantages of cellular manufacturing approach versus the job shop 
approach: 
• Improved communication and teamwork – operators are close enough to talk and help each other if 
necessary. 
• An understanding of the entire manufacturing process from raw material to finished product 
• An opportunity to meet and discuss issues with customers if any customer concerns develop 
• An environment where cell operators have a greater sense of control in how their cell is run 
• Responsibility and ownership for producing high quality products on time 
• Higher job satisfaction through increased job responsibility and variety 
 
 Another goal of cellular manufacturing is to minimize the work-in-process inventory.  This is 
accomplished using the principle of one piece flow [5] that seeks to move individual parts through a work cell as 
quickly as possible.  A worker seeks to keep one piece or part moving through the entire cell.  This is 
demonstrated in the prototype cell described in this study.  This is the opposite approach to processing multiple 
parts (a batch) at one workstation and then moving the entire batch to the next workstation for processing as is 
currently done.  In other words, one piece flow uses a batch size of one. 
 
III. METHODS 
 The goal of this study is to demonstrate the increased effectiveness of producing the EZP-1 in a work 
cell designed using QRM principals versus the current job shop approach.  The first step requires identifying the 
manufacturing critical path and computing the time required by one unit of product to traverse this path that is 
the manufacturing critical path time (MCT).  Suri [1] defines manufacturing critical-path time as “the typical 
amount of calendar time from when a customer creates an order, through the critical path, until the first piece of 
that order is delivered to the customer”. 
 The second step is identifying the equipment needed to perform the manufacturing processing steps 
necessary to construct an EZP-1 pole cleaner.  Finally, the effectiveness of the cellular production strategy is 
demonstrated by constructing demonstration units of the EZP-1 pole cleaner. 
In addition to the MCT, utilization of equipment in the cell is of interest.  The utilization is computed using 
equation 1. 
 
𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  
𝑇𝑖𝑚𝑒  𝑡𝑜  𝐹𝑖𝑙𝑙  𝑂𝑟𝑑𝑒𝑟𝑠 +𝐶ℎ𝑎𝑛𝑔𝑒𝑜𝑣𝑒𝑟  𝑇𝑖𝑚𝑒 +𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒  𝑇𝑖𝑚𝑒
𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟  𝑊𝑜𝑟𝑘𝑖𝑛𝑔  𝑇𝑖𝑚𝑒
     (1) 
 
IV. RESULTS 
Fig. 1 lays out the process from order placement to delivery for an EZP-1 pole cleaner which is needed to 
determine the MCT.  Table 1summarizes the MCT for the EZP-1 pole cleaner from order to delivery. The MCT 
of 36 days includes significant delays in processing, waits in inventory, and standard lead times from suppliers.  
 
The basic steps to manufacture an EZP-1 assembly are: 
1. Cut Pole to length from full bar 
2. Deburr cut ends of pole 
3. Punch holes at both ends of pole (4 total) 
4. Shear pole plate to length from full bar 
5. Punch hole set on both ends of plate 
6. Weld Pole Plate onto pole 
7. Powder coat weldment 
 
A Case Study of Lead Time Reduction by Transformation to Cellular Production 
International organization of Scientific Research                                               55 | P a g e  
 
Figure 1: Process for filling EZP-1 customer orders 
Table 1: CurrentMCT for EZP-1 customer orders 
 
 
 These steps can be completed in a work cell and some using the same equipment. The equipment that is 
needed to process these parts includes a band saw, pole de-burring machine, ironworker/pole punch, and welder.  
Fig.2shows the equipment and flow within the cell.  Once the processing steps and equipment were identified, 
cycle times could be estimated based on similar equipment in use at Flexco.   
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Figure 2:QRM cell layout for EZP-1 weldments. 
 The next step was to run a physical simulation of the production cellto confirm the estimated cycle 
times and resulting utilization.  This step provides validation under production conditions as required by 
management before pursuing implementation. Flexco is a vertically integrated manufacturer which made the 
physical simulation possible.  There is a vertical band saw used to cut the pipe sections. The cutting department 
has a pole de-burring machine with the correct tooling to deburr the EZP-1 pipe edges. The fabrication 
department contains an Ironworker multi-function press that is capable of a multitude of processes including 
shearing flat stock, punching holes in flat stock, and punching holes in pipe with additional tooling. The welding 
department has all the necessary fixtures, tools, and equipment to properly weld the pipe and bar together to 
complete the EZP-1 pole assembly.   
 The complete welded EZP-1 poles were loaded onto a skid and staged to be sent to Flexco’s outside 
vendor to be powder coated.  Upon return, the fit and finish of the parts was verified by completely assembling 
them.  A total of 4 assemblies were produced to demonstrate the cellular manufacturing concept. 
An important goal was to determine if a cell staffed with one-person could meet demand during high volume 
periods.  Annual sales data was collected and analyzed to find maximum demand requirements per year over the 
time period of 2008-2014. The actual maximum volume shown is a standardized quantity of 1000.  The actual 
volume is confidential.  
 These maximum volumes were multiplied by the estimated processing time per part to find the 
resulting annual production hours required. The production hours were divided by 250 working days to find the 
average number of processing hours required per day to meet the maximum annual demand.  It is also important 
to account for additional planned machine occupied time on the QRM cell equipment. This time was estimated 
at 1.5 hours per day to account for tooling changeovers required to run different operations on the same piece of 
equipment as well as the daily preventative maintenance procedures often performed by machine operators at 
Flexco.  
Table 2 shows the utilization calculation. The estimated processing times and the processing times observed 
during the physical simulation are compared. The changeover and maintenance time has been standardized as 
was the annual volume such that the utilization is correct. 
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Table 2:Utilization Computations 
   
Estimated 
Physical 
Simulation 
A Total Processing Time (minutes) 54.67 44.44 
B Total Processing Time (hours) = A / 60 0.91 0.74 
C Standardized Maximum Volume (2008-2014) 1000 1000 
D Annual Processing Time (hours) = B * C 911 741 
E Processing Time per Day (250 days per year) (hours) = D / 250 3.64 2.96 
F Standardized Daily Changeover and Maintenance Time (hours) 1.50 1.50 
G Daily working hours  6.75 6.75 
H Utilization = (E + F) / G 76% 66% 
 
V. CONCLUSION 
 The physical simulation confirmed that the cell-based production approach developed using QRM 
thinking was applicable to the Flexco EZP-1 product line.  With a test processing time under 45 minutes as 
shown in Table 2, a cell operator would need approximately 4.5 hours a day to keep up with maximum annual 
production volumes, 2.25 hours less than the work day.  A single worker was able to produce four sellable 
assemblies from start to finish in six steps. 
Several additional benefits were observed.  First, every part except for the 21’ pipe bar was able to be 
transported and positioned without cranes, forklifts, or lift-assists.  This is an improvement over the current 
bulk-processing method that requires the use of large, slow, lifting equipment that is shared among several 
departments and adds to the MCT.  
 Second, worker time was not diverted from productive manufacturing to record transactions or count 
inventory that is required when individual components are produced in bulk and stored as in the current job shop 
approach. With the cellular approach the only transactions that need to be made are at the beginning when raw 
material is pulled from inventory and at the end when weldments are finished and sent off for powder coating. 
Third, MCT is reduced since there is no wait time for any other products to be manufacturedsince equipment is 
dedicated to the EZP-1 product line. Such ample capacity is the opposite of the batch-processing equipment that 
is often scheduled over-capacity and subject to constantly-changing order priorities.  
Fourth, workers engaged in batch processing often require retraining when producing a particular part 
infrequently, such as once a month.  Thus, MCT increases.  However, a cell operator knows their FTMS product 
line well and such retraining is avoided.  
Fifth, all of the parts were started and finished and shipped out the same day that is product is made to order. 
There was no WIP inventory to take up room on storage shelves and consequently no money is tied up in 
inventory. This is a drastic improvement over the current batch-processing method that totals close to $20,000-
per-day of WIP and finished-goods inventory.  
 Sixth, a cell operator develops a sense of pride by making a product from start to finish versus 
producing a batch of individual components and never seeing a completed assembly. 
Seventh and most importantly, the MCT it takes for the EZP-1 to go from order to delivery is reduced by 7 days, 
a 20% improvement in customer responsiveness just by focusing on the physical manufacturing (or “touch 
time”) of the product. Realistically the MCT for the EZP-1 could be reduced to one day total, not including 
shipping, by implementing changes like: in-house powder coating, same-day order entry and communication to 
the production cell, more frequent raw material deliveries, and building to-order instead of to-forecast. This 
would allow Flexco to rapidly respond to any size customer order at any time free from the drawbacks of batch-
processing and inventory.   
 The actual average processing time for the test parts was 44.4 minutes and results in a utilization of 
66% as shown in Table 2.  This utilization may be less than ideal for a dedicated cell, but Flexco has many other 
product offerings with similar components and features to the EZP-1.  It would be very feasible to expand this 
cell and FTMS to other products and still comfortably meet annual production requirements with utilization less 
than 85%. 
  
A Case Study of Lead Time Reduction by Transformation to Cellular Production 
International organization of Scientific Research                                               58 | P a g e  
REFERENCES 
[1] R. Suri, It’s about time: the competitive advantage of quick response manufacturing(New York, NY: 
CRC Press, 2010). 
[2] C. Standridge, Beyond lean: Simulation in Practice 2
nd
 Ed. (http://scholarworks.gvsu.edu/books/6/, 2013) 
[3] R. G. Askinand S. Estrada, Investigation of cellular manufacturing practices, in S. Irani (Ed.), Handbook 
of cellular manufacturing systems, (New York: John Wiley & Sons, Inc., 1999) 
[4] L. Rubrich andM. Watson, Manufacturing cells:  One piece flow and the key to employee empowerment 
and ownership, inImplementing world class manufacturing(Fort Wayne Indiana: WCM Associates, 1998) 
[5] K. Sekine, One-piece flow: cell design for transforming the production process(Portland, OR: 
Productivity Press 1992) 
