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Foreword
Achieving social, political, economic, and environmental stability on a global
scale is an elusive but important objective for the benefit of future generations.
The size and complexity of the world's society, the increasing demands of human
population, and the finite character of the earth and its resources are forcing us
to adjust to new realities. Yet, the inertia in our social system is such that it could
take several generations to effect orderly changes that culminate in a sustainable
balance among the earth's population, its environment, and its principal renewable
or recyclable resources. Scientists and statesmen, leaders, and laymen are striving
to understand the complexities of this balance.
Few of us interpret the signposts of civilization in the same way; consequently,
prophesies for the future span a wide range of possibilities. No one will dispute,
however, that to design and follow an orderly course to a stable, sustainable and
prosperous world society will require understanding and cooperation among the
diverse nations of the world. If such understanding and cooperation are to be
adequately developed, international institutions will be needed in which a body
of useful experience can be accumulated and ideas can evolve, mature, and become
available to the world community. The International Institute for Applied Systems
Analysis (nASA) is becoming one such institution.
nASA has defmed two types of world problems - those that are universal and
those that are global. Universal problems are those that many nations have in
common, but that each must solve separately. These problems can be worked on by
countries individually or collectively and suggested solutions made available to
other interested nations. The solution of global problems, on the other hand,
requires that the many nations act as one. IIASA is pursuing the understanding
of and solutions to both types of problems.
The nASA research study, Management of Regional Energy/Environment
Systems, begun in 1975, has demonstrated how nASA can assemble a
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multinational, multidisciplinary team to identify and analyze a given universal
problem and its solutions. Such studies increase the understanding of nations on
critical issues, surely a necessary step toward achieving a healthier and more stable
world community.
RUSSELL W. PETERSON
Director
Office ofTechnology Assessment
United States Congress
Preface
This book describes an international experiment in East-West collaborative research.
The study upon which it is based grew out of a conviction that one vital component
of any solution to our increasingly critical global energy problems will be more
effective energy system management at the regional and subnationallevels. Further-
more, because of the universality of energy problems among most industrialized
societies, the appraisal and further development of these management approaches
could greatly benefit from an international setting that spanned economic, political,
and social differences between East and West. The International Institute for Applied
Systems Analysis (nASA) in Laxenburg, Austria, provided exactly that setting.*
The nASA research study, Management of Regional Energy/Environmental
Systems, was formally initiated in January 1975. Taking advantage of nASA's access
to scientists and institutions in a range of countries in both the socialist and market
economy groups, three distinct regions with greatly different political, economic,
and social frameworks were chosen for a comparative study. The regions chosen
were the German Democratic Republic (GDR), Rhone-Alpes in France, and
Wisconsin in the United States. An international nASA core team conducted in-
house research in collaboration with a research institution in each of the three
regions: the Institut flir Energetik, Leipzig, GDR; the Institut Economique et
Juridique de l'Energie, Grenoble, France ;and the University of Wisconsin - Madison,
Madison, Wisconsin, United States.
Since 1975, nASA and the three research institutions have formed the nucleus
of a small and informal research network coordinated by nASA. Although
nASA provided the bulk of the financial support through its core research team,
each of the three regional institutions also contributed substantially through the
time and efforts of its scientific staff, both at their home base and during frequent
• For information on IIASA, please see the inside of the front cover.
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xinformal meetings and workshops at nASA. Each regional representative brought
with him a significant background of experience in energy systems and policyanaly-
sis in his own country. I believe that the interinstitutional arrangements within which
this study was conducted served not only to improve our approaches to energy and
environmental system management, but also promoted improved understanding
between the countries themselves and provided a basis for further cooperation.
In the process of describing and disseminating the results of this research, we
have become aware of the breadth of interests and expertise of our audience. We
have structured our reporting to meet the needs of four audiences:
1. Policymakers
2. Energy/environment managers, planners, and technical advisors
3. Modelers and analysts
4. Computer systems specialists and programmers
This book is addressed primarily to groups 2 and 3. It focuses on the building and
description of long-term energy scenarios for each of the regions as well as on the
description of each region's current energy system and the procedures used to
manage it. Although the research results provided insight into the energy systems
of the regions, the research teams feel that the research process was of equal
importance.
Because our concept of the energy/environment system of a region is broadly
defmed to include socioeconomic, technological, and ecological components, we
believe the book offers something to the staff of energy enterprises, urban and
regional planners, staff and administrators of energy regulatory agencies, environ-
mental and energy researchers, and not least importantly, some interested members
of the public. We also hope that the international perspective of this study will
make it of interest to countries in both East and West.
For groups 1 and 4 above, other documentation has been or is being prepared.
A short set of executive reports is under preparation; and nASA research reports
and memoranda (listed in the chapter references) provide documentation of data
and models for the use of modelers and computer-oriented specialists.
The nASA research team takes responsibility for the conclusions stated here.
Although the collaborating institutions did participate extensively in all phases of
the research, including the specification and definition of the alternative energy/
environment scenarios, the final form of the results and the documentation has not
been subject to their detailed review.
WESLEY K. FOELL
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1Introduction
I. BACKGROUND AND OBJECTIVES OF THE STUDY
Energy and environmental problems first became front-page news in the late 1960s
and early 1970s. In 1972, the first report commissioned by the Club of Rome, The
Limits to Growth by Meadows et al., burst upon the world scene, generating tremen-
dous attention and debate in many industrialized countries, not only in academic,
government, and business circles, but also by the general public. The possible long-
term impacts of environmental degradation and resource depletion reached the pub-
lic awareness. In autumn, 1973, the cutoff of Mideast oil supplies dramatically
demonstrated to the industrialized world the central role played by energy in our
society and the maze of interdependencies through which it is linked to the econ-
omic and technological fabric of the human enterprise. Since that time, energy
planning has become more important at all levels of government in most industrial-
ized countries.
The above events, in concert with anumber of other resource-related issues, have
brought about the following:
• Increasingly often, society is explicitly incorporating energy into its important
decision processes.
• A recognition has developed of the major role that energy plays in the quality
of the environment.
• Energy and environmental management are becoming recognized as import-
ant components of national and regional planning.
This book examines the method and the practice of energy and environmental
Chapter 1 was written by Wesley K. Foell - Energy Research Center, University of Wisconsin -
Madison.
2management - from the perspective of different regions of the world. It is based
upon a research program initiated in January 1975 by the International Institute
for Applied Systems Analysis (IIASA). The study, designed to integrate energy and
environmental management from a systems perspective, had four primary objectives:
I. To describe and analyze patterns of regional energy use and to develop insight
into their relationships to socioeconomic and technical variables
2. To compare and appraise alternative methodologies for regional energy and
environmental forecasting, planning, and policy design
3. To extend and develop concepts and methodologies for energy/environment
management and policy design
4. To use the above methodologies to examine alternative energy policies and
strategies for specific regions, to explore their implications from various perspec-
tives using indicators related to environmental impact, energy use, and the like,
and to investigate whether these strategies represent a viable choice for a given
society
"Regional," as used here, is not defined as either subnational or as a specific part
of the world; rather, it refers to a geographic region, appropriately bounded so that
it is possible to speak of energy and environmental systems, either from a physical,
socioeconomic, or administrative perspective, or from all three. A regional rather
than global perspective is employed because many of the significant social and
environmental consequences of energy systems are best analyzed within the context
of a specific region. In the language of the systems analyst, this is referred to as
"embedding" the system in a specific human environment.
What are some of the major regional issues to be addressed? To be sure, they
differ according to the region, but there are, nevertheless, several concerns common
to many regions. Representative of these are:
Energy Use Patterns: What are the energy implications of continuing the present
evolution of energy use patterns? How are these modified by the penetration of
alternative energy use technologies, e.g., mass transit systems in the transportation
sector?
Energy Supply: What are the resource and environmental implications of satisfy-
ing future energy demand by the various alternative energy sources? What additions
will be required in the coming decades to the electricity generating, transmission,
and distribution facilities?
Human Settlements: How is energy use related to settlement density, size, types
of housing, and energy supply technology? What role should these factors play in
land-use planning, zoning, and building regulations? How will alternative land devel·
opment patterns affect environmental quality?
Environmental Protection: What are potential environmental limits associated
with alternative patterns of energy demand and supply within a region? What effects
3FIGURE 1.1 The 1975 international network of the IIASA Regional Energy/
Environment Project. gdr = the German Democratic Republic; ria = Rhone-Alpes;
ws = Wisconsin; iiasa = International Institute for Applied Systems Analysis,
Laxenburg, Austria.
would various pollution control policies have on environmental impacts associated
with alternative energy strategies?
Several "world" or "global" energy studies have been conducted within the past
few years, e.g., the Workshop on Alternative Energy Strategies (WAES),! The Sec-
ond Club of Rome Report,2 and the Organisation for Economic CO-Qperation and
Development (OECD) energy forecast (World Energy Outlook).3 These inter-
national studies play an important role in providing a broad perspective to evaluate
the combined global effect of various national strategies and technological choices.
In contrast, in the research described in this book, a regional rather than global
approach was employed. To provide a broader view of both theory and practice,
the IIASA research was organized on a comparative basis. It focuses on energy/
environment management in three greatly differing regions - the German Democratic
Republic (GDR), the Rhone-Alpes region in southern France, and the state of
Wisconsin in the United States (Figure 1.1). These regions were chosen primarily be-
cause of their greatly differing socioeconomic and political structures, their tech-
nological base, their geographic and environmental properties, and their current
institutional approaches to energy and environmental management. Comparative
studies of differing systems are valuable in that they can help formulate a more
generalized understanding of system behavior, as well as an appreciation of the
techniques commonly used to study them. For example, it is possible to examine
the applicability of a specific energy demand analysis technique to all three of the
regions. Two important previous comparative studies are those of Darmstadter4 and
Schippers and Lichtenberg. S
The research was oriented toward methodology and policy in an effort to narrow
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FIGURE 1.2 Interinstitutional relations within the energy jenvironment system
study. "Member Countries" in the lower left-hand box refers to countries that
support IIASA.
the gap between the practitioner and the client of applied systems analysis. The
management approaches described here are aimed toward long-term management
rather than day-to-day operational questions; that is, they are within a strategic
rather than an operational or tactical framework.
II. ORGANIZATION OF THE STUDY
II.A. A RESEARCH NETWORK
One of IIASA's strengths is its access to research institutions and scientists through-
out the world - and its ability to interact with them in applied and policy-oriented
research projects. The IIASA Regional Energy/Environment Study was conducted
in close cooperation with research institutions in the three regions under study. In
order to be considered in the study, each region had to have an institution with a
policy-Qriented research program examining energy/environment systems from a
broad resource management perspective.
5A small core team of IIASA scientists, from several internal research projects,
conducted the in-house research in collaboration with the following institutions in
the regions under study:
• The Institut fUr Energetik, Leipzig, GDR
• The Institut Economique et Juridique de I'Energie (IEJE) in Grenoble,
France, a part of the Centre National de la Recherche Scientifique (CNRS)
• The Energy Systems and Policy Research Group (ESPRG) of the Institute for
Environmental Studies and the College of Engineering, University of Wisconsin -
Madison, in the United States
Each of these institutions plays an active role in its country or region in conduct-
ing applied policy-oriented energy research and in advising policymakers. The inter-
action between IIASA and the collaborating institutions is illustrated in Figure 1.2.
There was a vigorous flow of models, data, and personnel between IIASA and the
institutions. These flows are outlined in more detail in the following section on
research components and in Chapter 3 in conjunction with the description of the
alternative scenarios developed for each region. The dotted line in Figure 1.2 rep-
resents preparations undertaken in 1976 for participation by additional countries in
a follow-up study.*
II.B. COMPONENTS OF THE RESEARCH
The research activities can be broken down into six main components. These com-
ponents, which more or less coincide with the divisions of this book, are as follows.
II.B.l. Description ofEnergy Systems in the Regions
A descriptive analysis was developed for each of the three energy systems. Included
were geography, economic activity, demography, human settlement patterns,
past and current energy use, and energy supply modes. The analysis was com-
piled in a comparative format that demonstrated some striking differences between
the regions. For example, the GDR currently exhibits zero population growth -
which is expected to persist at least to the end of this century. In contrast, con-
tinued population growth in the other regions will have a strong influence on their
energy use (Chapters 4, 5, and 6). As a second example, Wisconsin relies heavily on
the automobile in comparison with Rhone-Alpes and the GDR; however, auto
ownership in the GDR is increasing at an annual rate of 12 percent in comparison
with a 4-percent growth in Wisconsin. Also striking is the heavy GDR reliance on
mass transit.
* In September 1976 IIASA undertook a similar study on regional energy/environment manage-
ment in Austria. It was completed in 1978.
6//.B.2. Description ofRegional Institutional Strncture for Energy/Environment
Management
Early in the research it became apparent that a strong relationship exists between
the institutional and decision structures of a region and the formal models and plan-
ning tools that are used. In view of today's growing interest in new government
structures and approaches to energy management, the focus on these structures as
part of the research intensified as the study progressed. The stark contrasts between
planning procedures and tools in the three regions ranged from the highly central-
ized and formalized GDR system to the extreme diffuseness of decision making and
planning in Wisconsin. In contrast to these two, Rhone-Alpes exists primarily as a
unit for statistical and information-gathering activities.
//.B.3. Comparison ofSelected Energy and Environment Management Practices
Management practices in the environmental, technical, and economic fields were
selected for comparison between the three regions. The topics chosen were
• Air quality management
• Energy-related building practices
• Energy pricing practices
Specialists in each of the regions provided descriptions of the approaches employed,
and a comparison was developed by the IIASA team.
Il.B.4. Description ofSystem Models in the Regions
One of the objectives of the project was to appraise and compare the energy and
environmental models of the three regions. This appraisal was valuable to each
region in assessing the possibility of using models from other regions and revealed
how the models are tied to characteristics of the regions. To promote an examin-
ation of the transferability of the models, the appraisal was divided into two parts.
Each collaborating institution described its own system of energy/environmental
models, and each appraised the models of the other two groups from the perspec-
tive of its own system and methodological requirements for planning and policy
analysis. For example, the Wisconsin group identified the types of information it
desires and examined whether the French models treat those areas adequately.
Il.B.5. Development ofAlternative Energy/Environment Futures for Each
Region as a Policy Analysis Tool
Scenario building, i.e., the development of alternative futures, was employed by the
IIASA core research team as a device for analyzing alternative energy and environ-
7ment policies and strategies in the regions. It is a convenient tool for studying the
interaction of complex and uncertain factors. Broadly described, scenario building
is a detailed examination of the possible futures and the consequences of the
assumptions made to produce the futures. It provides a formal quantitative frame-
work for the examination and discussion of policy options.
The process employed was one of
1. Imposing given policies, Le., sets of "rules," on the regions, within the frame-
work of their initial conditions and constraints
2. Evaluating the resulting development and evolution of the region
The policy issues were jointly chosen by IIASA and the collaborating insti-
tutions in the regions and included transportation systems, energy supply systems,
settlement design, and environmental protection. The assumptions underlying the
scenarios were developed from lengthy interactions with specialists in the regions,
and, in some cases, exogenous inputs to the scenarios were supplied directly by
the collaborating institutions. Rather than national scenarios, regional scenarios
were studied because of their value in addressing environmental issues, often
regional in nature. A 50-year time span was chosen so as to permit the introduc-
tion of speculative technologies into the scenarios as well as modest changes in
life-styles.
Three detailed energy/environment scenarios were developed for each region.
Scenario 1, the "Base Case," represents a continuation of current socioeconomic
trends and policies (e.g., the "Plan" in the GDR). Scenario 2 results from policies
encouraging a high-energy future and is based on presumed low or moderate energy
costs. It places little or no emphasis on improving efficiencies of energy use. Scen-
ario 3 is a lower-energy future resulting from policies encouraging energy-saving
technologies in transport, heating, and industry. It assumes increased environmental
quality through conservation and stricter pollution controls.
The scenarios displayed a dramatically wide range of energy/environment fu tures
for the regions. The process of evaluation of these scenarios, through workshops
with specialists and policymakers (and, in some cases, members of the public) in the
regions, also demonstrated a dramatic diversity of opinion about the likelihood of
taking any given path into the future.
The success of the use of scenarios in design or managment depends on feed-
back between the scenario builders and the managers and designers of the energy
system itself. Feedback in scenario writing is similar to the mechanism by which
man's knowledge grows. The cycling rarely stops for long; new knowledge evolves
continuously, and scenario writing is never finished! New scenarios were devel-
oped after those described here; the scenarios themselves are perhaps of less import-
ance than the resulting examination of the assumptions and policies embodied in
them.
8Il.B.6. A Method for Communicating and Evaluating Energy/Environment
Strategies and Options
One of the major tasks of this research was to describe the systems and their poss-
ible evolution in the three regions. In this respect, the scenario-writing process was
purely descriptive. To explicitly transform the scenario output into prescriptive
forms, additional steps are obviously required. One of these is the embedding of the
scenarios into an institutional and decision framework where preferences and values
must be applied to the results. This process differs considerably across the three
regions because of their very different social and institutional structures.
Decision analysis was applied in this research as one approach to the evaluation
of alternative policy designs and to aid in the communication of the value trade-off
alternatives. In this approach, a type of preference model is introduced into the
evaluation process. This preference model provides a formalization of an individual's
(e.g., an energy policymaker's) subjective preferences for various attributes of the
energy system, for example, alternative environmental impacts. For that individual
it allows the calculation of the relative desirability of a given scenario or policy.
III. TRANSFER OF RESEARCH RESULTS
Although each research component described in the preceding sections has the
potential to contribute to improved management of regional energy/environment
systems, none of them should stand alone. It is essential that each be used as a com-
plement to the others and, more importantly, that they be linked in a coherent
research format that promotes frequent interaction with the institutional and
decision clients for whom it is intended.
Interaction with policymakers was therefore given particular emphasis in the
research. From the inception of the program, information was solicited from the
appropriate potential users of the research, and at the conclusion of the scenario-
building process, they were asked to evaluate the results. Frequent workshops
encouraged this interaction. The workshop process, shown schematically in Figure
1.3, was perhaps the key element in integrating the several components of the
research program, and in facilitating communication between modelers in the three
regions. There are many indications that the scenarios and the personal interactions
have played a role in energy/environment planning in the regions.*
* At the second conference, Management of Regional Energy/Environment Systems, held at
IIASA, 16-19 May 1978, retrospective presentations on the scenarios were given by energy
specialists or policymakers from the three regions. To provide perspective on the scenarios,
summaries of the presentations are included immediately before the chapters describing the
scenarios for the regions (Chapters 4, 5 and 6). They will be published in full as part of the
proceedings of the conference: W. K. Foell (ed.), Proceedings of the Conference on Manage-
ment of Regional Energy/Environment Systems (Laxenburg, Austria: International Institute
for Applied Systems Analysis, in press).
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FIGURE 1.3 Diagram of the research components in the IIASA energy/environ-
ment system study.
IV. ORGANIZAnON OF THE BOOK
This volume focuses upon the comparative three-region study as outlined in the
previous section, within a conceptual framework for management from an energy
and environmental perspective. It represents a combination of original material
written by the IIASA core research team, and papers contributed to IIASA work-
shops by specialists from the regions.
The main part of the book focuses on the building and description of energy
scenarios for each of the regions. Included is a brief comparison of the three regions
(Chapter 2); a summary of the basis and methods underlying the scenario building
(Chapter 3); a description of the long-term scenarios developed for each region
(Chapters 4, 5, and 6); and lastly, a cross-regional comparison of the resulting scen-
arios (Chapter 7).
The appendixes begin with a more detailed picture of the regions, including
socioeconomic, geographic, and energy-use characteristics (Appendix A). They
present an overview of the administrative and institutional structure of energy
management in the regions as well as a description of selected energy and environ-
mental management practices in each of the three regions (Appendixes B and C).
Appendix D discusses system models employed in each of the regions and has an
appraisal of these models by specialists from each of the other two regions. Appen-
dix E describes an approach used in the study for evaluation and choice of alterna-
tive energy/environment strategies.
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2 Summary Comparison ofthe German Democratic Republic,
Rhone-Alpes, and Wisconsin
This chapter contains a comparative summary of selected socioeconomic charac-
teristics and energy systems in the German Democratic Republic (GDR), Rhone-
Alpes, and Wisconsin as a prelude to the alternative energy futures developed in the
next chapters. The characteristics presented here are among those which have a
strong influence upon the evolution of the energy systems in the regions. They are
an important part of the initial conditions for the scenarios described in subsequent
chapters.* Appendix A presents a more detailed picture of each of the regions.
I. GENERAL CHARACTERISTICS
The location and boundaries of t!-je three regions are shown in the maps in Figures
2.1 and 2.2. Table 2.1 gives a comparison of their sizes, populations and population
densities. Wisconsin is by far the largest of the regions. The contrast between the
overall densities of sparsely settled Wisconsin and the heavily populated GDR is
striking; the GDR population density is more than 5 times greater. Figure 2.3, a
comparison of recent population figures in the regions, shows the current zero-
population-growth behavior of the GDR, in contrast to the continuing, although
modest, growth rates in Rhone-Alpes and Wisconsin (currently approximately I
percent and 0.8 percent). The contrasting population dynamics had a strong influ-
ence on the scenarios presented in later chapters, despite the fact that Wisconsin's
population is expected to stop growing shortly after the first quarter of the twenty-
first century.
Chapter 2 was written by Loretta Hervey and Alois Halzl - IIASA.
* 1972 was chosen as the reference year because for later years consistent data could not be
obtained for all three regions.
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TABLE 2.1 Population and Area of the Three Regions (1972)
GDR Rhone-Alpes Wisconsin
Population (X 106 ) 17.0 4.7 4.5
Area (km') 108,178 43,634 145,370
Population density (people/km') 157 108 31
FIGURE 2.1 Location of the GDR and the Rhone-Alpes region.
-_-.--\-~
_~ MINNESOTA
IOWA
CANADA
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FIGURE 2.2. Wisconsin and bordering states in the United States.
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FIGURE 2.3 Cross-regional comparison of population (1950-1973).
Table 2.3 shows cities and towns in the three regions by population categories.
These data make it possible to see the structure as well as the degree of urbanization
in the study regions. A high percentage (40) of the Rhone-Alpes population live in
large cities of 100,000 or more inhabitants. The percentage of the population
in Wisconsin and the GDR living in cities of this size is only half as large.
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TABLE 2.2 Selected Population Statistics
GDRa Rhone-Alpesb Wisconsinc
Total population (X 10') 1960 17,241 3,722 3,952
1972 17,011 4,685 4,526
Median age 1960 32.4d 29.4
1972 36.8d 33e 27.2f
Birth rate per 1,000 residents (births/yr) 1960 17.0 25.1
1972 11.8 17.1 14.3
Death rate per 1,000 residents (deaths/yr) 1960 13.6 9.6
1972 13.8 10.0 9.3
Percent urban population (communities 1960 50 53d 53d
with 1,000 residents or more) 1972 54 68d 51d
Average househoLd size 1960 2.8d
1972 2.7d 3.1 3.1
a SOURCE: Statistisches Jahrbuch 1974 der DDR. Staatsverlag der Deutschen Demokratischen
Republik, Berlin, 1974.
b SOURCE: Annuaire Rhone-Alpes, 1974, Principaux Resu1tats Statistiques en 1973, Supple-
ment de no. 9 de la revue, "Points d'Appui pour l'Economie Rh5ne-Alpes."
c SOURCE: The State of Wisconsin 1973 Blue Book. Wisconsin Legislative Reference Bureau,
Madison, Wisconsin. 1973.
d Estimated.
~ Average for France.
1970 value.
II. TRANSPORT AnON
Table 2.4 gives a comparison of motor vehicles in the regions in 1972. Here the
heavy reliance on the automobile in Wisconsin is vividly demonstrated. Further-
more, the number of registered motor vehicles in Wisconsin has increased approxi-
mately 3 times faster than population since 1960. However, recent time series
studies show that the auto ownership in the GDR is increasing at an annual rate
of 12 percent, in comparison with a 4 percent growth in Wisconsin. Still, in the
GDR there is a strikingly heavy reliance on mass transit.
III. ECONOMIC CHARACTERISTICS
Both the GDR and the Rhone-Alpes are more industrialized than Wisconsin. The
industrial infrastructures of the three regions also differ significantly. Table 2.5 shows
the estimated percentages of total working population in each region by economic
sector in 1972. Although there may be some inconsistencies in sector definition,
Wisconsin has a significantly smaller percentage of workers in the industrial sector.·
* Wisconsin nevertheless ranks twelfth in total industrial output among the 50 states in the
United States.
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TABLE 2.4 Cross-Regional Comparison of Motor Vehicles (1972)
GDR Rhone-Alpes Wisconsin
Total Per 1,000 Total Per 1,000 Total Per 1,000
(X 106 ) people (X 10 6 ) people (X 106 ) people
Autos 1.400 82 1.259 270 1.969 436
Motorcycles 1.373 81 0.502 106 0.070 15
Buses 0.018 1.1 0.007 1.5 0.010 2.2
Trams and trolleys 0.0048 0.28 0.0003 0.07
Trucks 0.256 15 0.328 69 0.376 83
Tractors 0.203 12 0.011 2 0.230 51
TABLE 2.5 Total Working Population by Economic Sector (1972)
Agriculture
Industry
Building, public works
Commerce, services, administration
Total
Percentage of total population
GDR (%)
11.6
38.5
7.4
42.5
100.0
48.6
Rhone-Alpes (%)
9.0
36.0
9.3
45.7
100.0
43.4
Wisconsin (%)
8.4
25.5
3.3
62.8
100.0
40.8
TABLE 2.6 Industrial Sector by Activity (1972)
GDR Rhone-Alpes Wisconsin
(% of Net Industrial (% of Industrial (% of 1ndustrial
Product) Value-Added) Value-Added)
Food 11.6 8.7 15.8
Building materials 2.1 3.5 1.3
Primary metals 4.7 5.8 5.6
Machinerl 42.0 44.5 49.0
Chemicals and rubber 17.0 14.7 6.0
Light industry 22.6 22.8 22.3
--
-- --
Total 100.0 100.0 100.0
a Mechanical, electrical, and transportation equipment.
Table 2.6 presents a cross-regional comparison of fractional industrial activity by
sector. The greatest relative differences occur in the food and chemical sectors.
Wisconsin ranks high in the United States in food production, particularly in dairy
products. On the other hand, it has relatively little activity in the chemical and
rubber sectors, both of which are important in the GDR and Rhone-Alpes.
17
TABLE 2.7 Primary Energy Use (1972)
GDR
Rhone-Alpes
Wisconsin
Annual Energy Use
(10" calfyr)
749
168
319
Annual Energy Use
Per Capita
(10· calfpersonfyr)
44
35.7
70.9
Density of Annual
Energy Use
(10· cal/km')
6.9
3.8
2.2
TABLE 2.8 Annual Sectoral End-Use Energy Consumption (1972)
GDR Rhone-Alpes Wisconsin
10" cal % electrical 10" cal % electrical 10" cal % electrical
Industrial 312 13 48 28 77 10
Residential and
Service 139 12 52 8 106 16
Transportation 55 2 20 3 79 0
Other 15 31 8 11
-
-
-
Total 521 12 120 15 270 9
IV. ENERGY CONSUMPTION
A comparison of energy use in the three regions has revealed some interesting dif-
ferences, most of which are discussed in detail in connection with the alternative
energy futures in the following chapters. Table 2.7 summarizes primary energy use
in the regions in 1972. Wisconsin has by far the greatest per capita energy use,
whereas, on a density basis, the GDR has almost twice that of Rhone-Alpes and
three times that of Wisconsin. Although the energy density varies considerably
within a region, the overall density for the region is nevertheless indicative of the
concentration of energy-related activities. Table 2.8 shows a comparison of end·use
energy consumption by economic sectors in the three regions.
The percentage of end-use energy consumed by the industrial sector is far greater
in the GDR (60 percent) than in either Rhone-Alpes (40 percent) or Wisconsin (29
percent). This in part reflects the more industrialized structure of the GDR econ-
omy, but also is related to the less energy-intensive character of the residential and
transportation sectors. For example, in Wisconsin, the heavy reliance on autos and
trucks as modes of transport results in the transportation sector's being responsible
for 29 percent of total end-use energy. This contrasts with 17 and 11 percent in the
Rhone-Alpes and the GDR. The relatively high percentage of end-use energy in
Rhone-Alpes industry supplied by electricity is also striking, although not surpris·
ing if one is aware of the heavy concentration of industry that is located near the
mountains to take advantage of inexpensive hydropower there.
IR
TABLE 2.9 Electricity Use (I 972)
GDR Rhone-Alpes Wisconsin
Electricity consumption (l0' kWh)
Per capita electricity consumption (kWh/person)
Average annual growth (%/yr) in
Total consumption
Consumption per capita
74.0
4.3
20.0
4.3
28.0
6.2
gAverage for 1960 to 1972.
Average for 1969 to 1972.
C Average for 1961 to 1972.
One of the important issues investigated in this research program was the poten-
tial need for additional electricity generation capacity in the regions. Table 2.9 gives
a cross-regional comparison of total and per capita electricity use and growth rates.
Although data limitations prevented comparisons for the same time period, the
total growth rates are similar. The slightly lower rate of the GDR may in part
reflect its relatively stable population during the period.
A comparison of fuel mixes for electricity generation in 1972, shown in Figure
2.4, illustrates the dominance of lignite in the GDR, hydropower in Rhone-Alpes,
and coal in Wisconsin. During the past few years, the reliance upon coal has greatly
decreased in Wisconsin; in 1976, nuclear plants contributed more than 30 percent
of the electricity generated.
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FIG URE 2.4 Cross-regional comparison of fuel use for electricity generation
(1972).
COAL
806"1.HVQRQ
04"'.
NlJCJ-f.~4==~~
NAl'URAl ~
GA>
2 1'/~
PETROlEUt04
165'1.
GO R
RHONE - ALPES
FIGURE 2.5 Cross-regional comparison of primary energy by source (1972).
V. ENERGY SUPPLY
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The primary energy sources for the three regions differ significantly, as illustrated
in Figure 2.5. The GDR relies heavily on coal (mainly domestic, strip-mined lignite),
whereas Rhone-Alpes is heavily dependent on petroleum and hydropower.
Wisconsin, although having no naturally occurring fuel resources within its bound-
aries, has a diverse supply mix mainly of petroleum, natural gas, and coal; uranium
is providing a growing percentage of its energy (2.8 percent in 1972 and 8 percent
in 1976).
VI. IMPORTING AND EXPORTING IN THE THREE REGIONS
CDR Hard coal, petroleum, and natural gas is practically all imported; these
energy forms represented in 1972 approximately one third of the primary energy
supply. There is some export of refmed petroleum products (gasoline and diesel
fuel), and of lignite products. Electricity imports and exports are almost balanced.
Rhone-Alpes Rhone-Alpes has to import all energy sources except coal and
hydropower for electricity generation. Because of the declining use of coal, pet-
roleum imports are an increasing percentage of the primary energy supply. About
50 percent of the petroleum products are refined within the region. Rhone-Alpes
has historically been exporting electricity to other regions. (It had a 20 percent
surplus in 1972), but the export surplus is declining.
Wisconsin Wisconsin has to import practically all of its primary energy supply.
There are some small refineries within the region. Electricity imports and exports
are almost balanced.
3 A Methodology for Constructing andModeling Energy/Environment Futures
Views about the future - scenarios, forecasts, or predictions - constitute the
language of policy debate, the frames of reference of decision makers, and the bases
of assumptions about what is or what is not inevitable. The "tools" used to develop
these views are vital to managers and political leaders. They may range from the
application of pure intuition, on the one hand, to complex and data intensive com-
puter models, as described in Appendix D. The future with regard to energy is par-
ticularly difficult to forecast because of the intricate manner in which energy is
interwoven among virtually all of man's activities. What will energy demand be in
the coming years? How much of the demand can be satisfied by electricity and at
what prices? What rates of growth will be experienced in those industrial sectors
that are very energy-intensive? What effect will the dispersion of energy-related pol-
lutants have on human health?
This chapter focuses upon writing alternative energy and environmental futures,
Le., scenario writing, as a tool for policy analysis. It describes a concept, process,
and models for writing alternative energy/environment futures for the three regions
studied in the IIASA research program, and serves as a prelude to Chapters 4, 5, and
6, which present the scenarios themselves. Although the three regions for which the
futures have been written are very different in their socioeconomic, geographic, and
technological structures, an attempt has been made to apply a consistent approach.
Section I of the chapter defines the general approach and outlines the objectives
of writing alternative scenarios. Section II describes the issues chosen for study and
their role in each of the regions. Section III presents the energy system structures
used as a basis for writing these futures, and is followed in Section IV by a summary
Chapter 3 was written by William Buehring - IIASA, and Wesley K. Foell - Energy Research
Center, University of Wisconsin - Madison.
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description of the models, data bases, and general methodology used. These models
are described in more detail in a large number of reports published by IIASA and
other institutions collaborating in the study.
I. OBJECTIVES
The writing of alternative futures, often referred to as scenario building, is a con-
venient tool for studying the interaction of complex and uncertain factors. Broadly
described, scenario building is a detailed examination of the possible futures and
the consequences of the assumptions made about them. This set of futures may
provide a better view of what is to be avoided or facilitated, the types of decisions
that are important, and the points in time after which various decision branches will
have been passed.
In a strict sense, the term "alternative futures" better describes the products of
our writing efforts than does the term "scenarios." Scenarios are hypothetical
sequences of events constructed for the purpose of focusing attention on causal pro-
cesses and crucial times for decisions. In general they answer two types of questions:
1. Precisely how might some hypothetical situations come about?
2. What alternatives exist for each actor at each step for preventing, diverting, or
facilitating the process? Scenarios are in some ways like the plot of a stage play.
Alternative futures place more emphasis on setting forth and discussing criteria
for the systematic comparison of various alternative policies or alternative combi-
nations of assumptions and objectives. They place less emphasis on the study of the
evolution of a system. Nevertheless, in this study we have used, the terms "scenarios"
and "alternative futures" interchangeably.
In more explicit terms, the primary objectives of the scenario writing in this
study are:
• To illuminate significant structural differences or similarities between the
energy/environmental characteristics of the three regions
• To describe the sensitivity of energy use and environmental impact to the
natural, socioeconomic, and technical infrastructure of a region
• To investigate possible energy-related limits of development in the regions
• To describe and analyze the consequences of specific energy/environmental
policy options
The greatest value of writing these alternative futures may be their contribution
to inducing fresh thinking. It must be stressed that these futures should in no way
beconsideredasforecas~.
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II. POLICY ISSUES
Scenario building was employed as a device for analyzing alternative energy and
environment policies and strategies in the regions. The process was one of (a)
imposing given policies on the regions, within the framework of their initial con-
ditions and constraints, and then (b) evaluating the resulting development and
evolution of the regions.
The policy issues were chosen on the basis of two criteria. They had to be of
special interest to at least one region and of general interest to the other two; and
they had to have sufficient focus and data that they could be approached in at least
a semiquantitative manner with the methods available to the nASA scientists. They
also had to be relevant to medium- and long-term policy analysis (5-50 years).
The procedure for choosing policy issues satisfying the above criteria was an
iterative one, beginning with discussions with the collaborating institutes in the
regions. After several issues were identified, they were explored by the nASA team
to see whether they could be approached within the time frame of the project and
with the expertise available at nASA. After general decisions were made on these
policy issues and on the types of scenarios that would help illuminate important
policy questions, some months were spent gathering data and developing quantitat-
ive relationships with which to describe the alternative futures. The issues chosen
for study as a result of the above procedure are described in the following section.
ILA. HUMAN SETTLEMENTS
The structure of human settlements and, in particular, urban settlements, plays a
major role in determining man's use of energy and the nature of the influence of
energy use upon both the man-made and the natural environment. Urbanization, as
a by-product of industrialization, is to a large extent responsible for excessive con-
centrations of wastes with which man must cope. Many of these wastes are directly
or indirectly related to energy. The environmental impacts that accompany man's
use of energy are a function of the design of human settlements, of their locations
and sizes within a region, and of the embedding of energy production and consump-
tion devices within them. Each of the three regions studied showed a strong interest
in investigating these interrelationships, with the goal of improving their design and
planning of human settlements. The following areas of interest were identified.
How is energy use and environmental impact related to urban density and size,
types of housing, and energy supply technology and type? In all three regions the
answers to these questions are useful for policy discussions related to land-use plan-
ning, zoning, building codes, and so on. In the GDR, significant portions of the
populace live in large housing districts with central district heating systems. l There
is interest in assessing the tradeoffs between district heating, direct burning of lig-
nite or lignite briquettes, and electric space heating. Such district heating systems
are also being constructed in Rhone-Alpes; clearly, however, their feasibility depends
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upon urban patterns; in the Lyon and Grenoble areas new compact cities are being
planned - the so-called cites dortoirs. In Wisconsin, land-use planning is becoming a
major issue, and the State Planning Office has been studying several strategies for
development patterns. 2
II.B. TRANSPOR TA nON SYSTEMS
In each of the three regions, transportation is responsible for a major portion of
energy consumption, particularly in Wisconsin and Rhone-Alpes, where transpor-
tation accounts for 17 and 29 percent of end-use energy consumption, respectively.
In addition, as urban concentrations of people and automobiles continue to grow,
the effects of the automobile upon the environment are becoming increasingly evi-
dent. Consequently, an examination of issues associated with transportation was of
interest to all three regions. The following issues are of particular interest:
• What are the energy and environmental implications of present trends of
intercity and intracity passenger transportation? How are these modified by the
introduction of alternative modes, including mass transit systems? These are of
special interest in the Rhone-Alpes region where there is some experimentation
with increased mass transit in the larger cities, as well as development of a large
system of high-speed trains between Paris and Grenoble and Lyon. In Wisconsin the
state government has proposed a complete reorganization of the administration of
the state transportation system to give much higher priority to mass transit systems
and to assign a larger fraction of the automobile's social costs to the users. The
GDR already provides a large fraction of its passenger transportation without using
automobiles,3 but is moving toward a greater reliance on the automobile.
• What will be the energy and environmental implications of higher efficiency
automobiles? This question is closely linked to the reliance of each region on
imported petroleum. In Wisconsin this is a major policy issue, addressed in part
through proposed legislation to increase license fees for low-efficiency autos.
II.C. ENERGY SUPPLY
Concern about reliability of a region's energy supply has increased in recent years.
For example, Wisconsin is at the "end of the pipeline" in the United States, and,
having no indigenous energy sources except for bright sunshine (usually), is very con-
cerned about future availability and prices of its current energy sources. Although
Rhone-Alpes and the GDR obtain significant fractions of their energy from sources
within their borders, these sources will not supply future demand, according to
most long-term demand forecasts. New technologies could play major roles over a
50-year period, but great uncertainties exist about their costs and reliability.
Several policy issues related to energy supply were suggested for inclusion in the
study:
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• What are the implications of satisfying future energy demand from alternative
energy sources? In Rhone-Alpes coal now plays a minor role; the major potential
sources are hydroelectric energy, nuclear energy, petroleum and gas, and possibly solar
and geothermal energy. In the GDR, lignite currently plays a major role, nuclear
energy may have potential for the middle- and long-term; solar and fusion energy are
feasible to a lesser degree and only in the long-term. In Wisconsin the energy mix is
currently very diverse, and all the energy sources appear to be major contenders for
heavy use in the future; emphasis on gas could continue if coal gasification were tech-
nically and economically feasible. Solar energy is under considerable discussion in
Wisconsin, and various proposals are being studied for legislation which would help
this source of energy achieve economic viability. One of the most discussed supply
issues is substitution of electricity for other energy sources to provide end-use energy.
• What is the feasibility of the introduction or expanded use of alternative tech-
nologies, including district heating, combined thermal-electric plants (cogeneration),
and systems that use waste heat? These energy conversion strategies are of interest
in all three regions. Some of them have already been implemented in the GDR, and
therefore form an interesting comparative subject for study in the other two regions.
II.D. ENVIRONMENTAL PROTECTION AND RESOURCE CONSERVATION
Energy-related environmental issues are of major importance in the three regions. In
each of the regions, energy problems and environmental problems are viewed as
inseparably linked. Environmental considerations are important in urban settlement,
economic growth, transportation, and energy supply systems. Several specific
environmental issues were identified:
• Are there environmental limits associated with various patterns of energy
demand and supply? What would the impact of the energy futures be on the man-
made and the natural environment?
• What are the effects of various pollution control policies associated with
alternative energy system strategies? Are these control measures sufficient to permit
the implementation of otherwise infeasible energy systems? In Wisconsin this issue
is related to the problem of meeting air pollution standards as specified by federal
regulations. An analogous situation exists in the other two regions. In the GDR, a
serious concern is the use of scarce cooling water in the most efficient manner poss-
ible. Within the Rhone-Alpes region, the Rhone river is under major environmental
scrutiny because of the plans of Electricite de France to locate most of their nuclear
plants on it.
• What are the major environmental trade-offs associated with alternative fuels
for the production of electricity? In both the Rhone-Alpes and Wisconsin, the
effect of nuclear power plants is an important issue.
• How will a policy encouraging expansion of district heating influence air
quality?
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III. STRUCTURE OF THE SCENARIOS
The policy issues described in section II were addressed by two specific paths. First,
three alternative "policy sets" were developed for application in each region. In
selecting a limited number of scenarios for study, rationales were chosen that were
applicable to all of the regions, combined the majority of the above policy issues,
and could conveniently be compared with one another. The second approach was
the development of sensitivity studies to evaluate the effects of variations in one
policy variable while holding the others constant.
In order to specify a policy set within which a scenario could be built, it was
necessary to develop a means for expressing a policy in terms of a limited number
of characteristics. The framework for a given scenario was described using the fol·
lowing terms:
• Population
• Economic growth and structure
• Human (urban) settlement location and form
• Technologies of energy use
• Transport systems for people and goods
• Primary energy conversion and supply technology (including electricity
generation)
• Environmental control and protection
The general framework then was used to provide the exogenous functions, boundary
conditions, and constraints for the models used to build the scenarios.
The above process can be summarized by three main steps:
1. Identification and choice of the issues
2. Definition of the scenario framework and the assumptions
3. Use of the models to build and evaluate the alternative futures
Figure 3.1 shows this process schematically.The models produce "system.indicators,"
e.g., energy requirements and environmental impacts, which are useful in evaluating
alternative strategies.
As emphasized earlier, scenario building was employed as a device for analyzing
alternative energy and environment policies and strategies in the regions. The result·
ing scenarios were not developed as predictions. They are intended to help test and
compare the consequences of different policy choices. It is obvious that each of the
regions has many energy futures open to it; the scenarios chosen for the research
highlight only three of them in order to improve our understanding of energy and
environmental management.
It should be emphasized here that the assumptions underlying the scenarios were
not chosen arbitrarily by the IIASA research team. They were developed after
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FIGURE 3.1 Relationship between issues, scenarios, and models.
lengthy and repeated interactions with collaborating specialists in the respective
regions; in some cases exogenous inputs to the scenarios were supplied directly by
the collaborating institutions. Whenever possible, these were tested by reference to
other economic or technical studies, e.g., the Energy Policy Project of the Ford
Foundation,4 the GDR long-term energy outlook,s and national energy assessments
in France.6 Where feasible, the WISconsin Regional Energy (WISE) Model (discussed
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in more detail later in this chapter) was used to construct sectoral energy demand
descriptions, based upon data and parameters from the respective regions. However,
the 50-year time span of the scenarios clearly introduces major uncertainty into
many of the underlying assumptions and parameters. In all cases, care was taken
that the regional socioeconomic development scenarios were consistent with the
national or global patterns or both; possible national or global resource constraints
were also taken into account.
Because the studies were conducted simultaneously, some scenario characteristics
could be specified common to all three of the regions, e.g., stronger conservation
measures, or greater emphasis on renewable energy sources. For all regions the
energy scenarios could be categorized as high, medium, or low cases. The scenario
characteristics are summarized by the following:
• Scenario Sl, the "Base Case," assumes in general a continuation of past or
current trends (at the time the scenarios were constructed) and assumes no dramatic
changes in energy prices. For example, in the GDR, it follows the objectives of the
20-year plan* and its expectation of future socioeconomic developments.
• Scenario S2, "High-Energy Case," results from combinations of policies
favoring higher growth in energy use than Sl. It is based on an assumption of
decreasing energy costs and few incentives for improved efficiency of energy use.
• Scenario S3 is based on an assumption of higher energy costs and on the
desirability of energy-saving measures; emphasis is placed on conservation of energy
resources. However, it does not depict the lowest energy consumption future that
could be reasonably constructed.
The policy areas explicitly addressed in the scenarios are:
• Urban form
• Energy-use technology
• Transportation system design
• Energy supply technologies
• Environmental control
Alternatives were formulated in each of these areas and were arranged in groups of
consistent policies corresponding to the scenarios.
Tables 3.1,3.2, and 3.3 give an overview of the scenarios for the three regions.
The overall framework comprises socioeconomic structure, lifestyle, technology,
and environment. Within each of these general areas, more specific aspects of the
scenarios were addressed, namely:
* An official "20-year plan" is not developed in the GDR. (See section I. in Appendix B). We
use this term to describe what the Leipzig Institu t fur Energetik refers to as "long-term develop-
ment over 20 years."
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• Socioeconomic structure: demography, human settlements, and the economy
• Lifestyle: personal consumption, transportation use, housing types, and
appliances
• Technology: industrial technology, transportation systems, housing climate
control and fuels, and energy supply and conversion technologies
• Environment: environmental controls and environmental regulations
For several of the regions, some of the factors were not varied between the
scenarios. For example, the level of economic activity in Wisconsin was not varied
between scenarios. In addition, the mix of manufacturing and service activity was
not varied from scenario to scenario, although it changed over time. Population
growth for a given region was also in general the same for all scenarios. Examples of
contrasts in the scenarios are the assumed evolutions of human settlement patterns
in Wisconsin (Table 3.3). Population growth and spatial distribution affects virtually
all components of the energy system. For example, travel patterns and distances are
strongly related to city size; the location of pollution sources relative to population
strongly influences associated health impacts. Several alternative settlement patterns
have been postulated and quantitatively incorporated into these scenarios.
In addition to the scenarios, many sensitivity studies were conducted in which
only a single parameter is varied in a given scenario. Typical of the parameters varied
are housing type, penetration of solar home and water heating, insulation standards,
electricity supply alternatives, and S02 control regulations.
The scenarios for the GDR were constructed for "Bezirk X," a composite region
typical of the heavily industrialized southeastern GDR.* A detailed comparison of
the socioeconomic and energy characteristics of Bezirk X and the GDR as a whole
is given in Chapter 4. The IIASA research team felt the Bezirk was very representa-
tive and that an analysis of its energy system did indeed provide considerable insight
into that of the entire country.
As pointed out earlier, regional rather than national scenarios were studied
because many significant social and environmental consequences of energy systems
are best analyzed within the context of a specific region. However, because none of
the regions are politically or economically autonomous, it is not possible to discuss
regional scenarios while ignoring the evolution of the national systems. The scen-
arios were based upon policies that could be implemented, albeit in varying degrees,
both nationally and regionally; the resulting energy patterns and environmental
consequences were then evaluated for the regions.
IV. MODELS AND METHODOLOGY
The objectives of this section are to provide the reader with a picture of some of
the broad aspects of scenario building, and of the specific approach used in the
• Bezirk can mean district or region in English.
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lIASA research. Further descriptions of models and data bases are provided in the
references.*
One of the main tools used for scenario writing was a family of simulation
models, originally developed at the University of Wisconsin 7 and extended at IIASA
to treat regional energy/environment systems with characteristics differing from
Wisconsin. The Wisconsin Regional Energy Model (WISE) simulates a region's energy
system within a framework that includes energy demand, regional supply systems,
and environmental impacts. Most of the models are based on engineering process
descriptions. Socioeconomic aspects of the regions, e.g., population, settlement pat-
terns, and economic activity, were modeled differently in each of the regions. t
A simulation structure was chosen for several reasons. First, simulation is a con-
venient method of integrating the variety of analytical techniques likely to be
employed in a multidisciplinary effort of this type. Second, a simulation structure
provides a great deal of flexibility in both the modeling process and the application
of the model to systems analysis. For example, it enables one to modify selected
components of the system without the necessity of reworking the entire model, and
to focus attention on specific areas of the energy system as weB as on the system as a
whole. FinaBy, the simulation structure lends itself to the scenario-generating
approach that is extremely useful in the analysis of major policy issues and alterna-
tives. That is, simulation facilitates the application of the model to questions of the
"what if" type.
In addition to the significant extension of the Wisconsin model, some new
models and quantitative approaches were developed at IIASA during the course of
this research. Among these are energy/environment preference models,s,9.1o and
methods for analyzing regional air poBution impacts on human healthY' 12
The general structure used to describe the energy/environment system is shown
in Figure 3.2. The major components are:
• Socioeconomic activities
• Energy demand
• Energy conversion and supply
• Primary energy sources
• Environment
* A general description of the family of models used in the IIASA Regional Energy/Environ-
ment Studies is given in W.K. Foell, l.S. Buehring, W.A. Buehring, R.L. Dennis, M.E. Hanson,
L.A. Hervey, A. Holzl, K. Ito, R.L. Keeney, l.P. Peerenboom, E. Ponitz, 1. Richter, and A.
Toifelhardt, A Family of Models for Regional Energy/Environment Analysis (Laxenburg,
Austria: International Institute for Applied Systems Analysis, in press).
t In the recent application of this model to Austria, a demand-oriented input-output model
(AUSTRIA II) provided economic scenarios for the study; see W.K. Foell, R.L. Dennis, M.E.
Hanson, L.A. Hervey, A. Holzl, J.P. Peerenboom, and E. Ponitz, Assessment of Alternative
Energy/Environment Futures for Austria: 1977-2015 (Laxenburg, Austria: International
Institute for Applied Systems Analysis, in press).
E
X
TE
R
N
A
L
E
N
V
IR
O
N
M
EN
T
,
I
•
LX
PO
R
T
-
-
-
1
\f
P
O
R
T
r
-
-
-
-
-
-
-
-
-
,-
'1
"-
--
--
--
--
--
-
I
:
E
N
V
IR
O
N
M
E
N
T
i
IIA
IR
l
\w~
n~
~IH
l'M
t\N
HIt
\Ln
J
.
IU
S
O
l'
I(
C
l
,I
I~
-
t.::
.:..
..:.
.:..
J
ON
~~
KV
HI
O~
_
+
-
-
-
-
-
,
I
•
I
L--
---
--t
-·~
---
.l.
..-
~--
::J
---
-~
I
I:
I
I
:
.
i-
--
-
+
,
-
t-
-I
--
--
,
r~
--
t-
-l
r
i
:
:
~
:
~
~
:
:
~
I
I
l
L
:
:
~
1
~
I
I
I
:
+
-
f-
--
--
--
-
:
ITI('
1~~I'
OKll
L.-
----
-{
("O
.
.
.
L
I
I
O
il
I
I
r
-
-
'l
ll
l<
T
R
H
ll
)
I
C
,\S
I
I
I
I
'
l"
\
LI
.
\1<
I
I
\U
L
\1<
I-
--
--
j
l·0"
4...
.
1
M~I
O;;
I
l
I
l
-
-
-
~
II
lY
IH
W
I
I
I
I
I
ITIC
'1
:'1
jS
I'O
MT
I
I
I
I
I
I
I
4
I
I
I
~n"
"l
1
I
\
TM
I(
l
~
l
L
I
L
.!
_
_
l
L
_
S
O
C
IO
E
C
O
N
O
M
IC
E
N
D
-U
S
E
E
N
E
R
G
Y
C
O
N
V
E
R
-
P
R
IM
A
R
Y
S
E
C
TO
R
E
N
E
R
G
Y
S
IO
N
A
N
D
S
U
P
P
LY
E
N
E
R
G
Y
D
E
M
A
N
D
S
IM
P
LI
C
IT
E
X
TE
R
N
A
L
LI
N
K
S
W 0
\
IM
PO
RT
EX
PO
RT
FI
G
U
R
E
3.
2
St
ru
ct
ur
e
o
f
th
e
e
n
e
rg
y/
en
vi
ro
nm
en
ts
ys
te
m
fo
r
sc
e
n
a
ri
o
de
ve
lo
pm
en
t.
r------.., r--------,
37
•
I + I
2 4 6
1 Socio- 3 Energy 5
Energy
Exogenous
- - -
SupplyEconomic ... Demand ...Input ... ModelsModels Models
• 8 4! ,. 7 II
9
-
I
Environmental
- IModels ~_____ ....J
FIGURE 3.3 Simplified diagram of the overall information flow between model
components.
This structure was based primarily upon the Wisconsin energy model. For the most
part, the following description of the modeling that was used in the scenario-building
process is based upon the Wisconsin model with significant modifications for the
GDR and Rhone-Alpes where required.
The overall flow of information between these components is shown in a highly
simplified manner in Figure 3.3; it can be summarized as follows: *
1. Regional socioeconomic information (e.g., population, settlement patterns,
economic activity) is provided exogenously [1] or by models, or both exogenously
and by models [2].
2. The socioeconomic information serves as input [3] to energy demand models
[4], which are structured according to economic sector (e.g., industry, service, or
agriculture) or by technological process (e.g., heating, cooling, or lighting). In gen-
eral the outputs of the energy demand models are in the form of annual demand,
usually specified by fuel.
3. The outputs of the energy demand models form the inputs [5] to energy
supply models, which in turn are used to calculate primary energy requirements,
needed conversion and transport facilities, supply system costs, and so on. In most
of the analysis conducted with these models, supply was directly matched to
demand or related to demand within a framework of constraints.
4. The energy flows in the supply system [6] and the end-use energy serve as
inputs [7, 8] to the environmental impact models [9]. These models calculate
impacts on a broad spectrum of areas, including human health and safety, on a
systemwide and localized basis.
• The numbers in the brackets correspond to indicated flows or components in Figure 3.3.
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The additional flows of information between the major components are indicated
by the dashed lines in Figure 3.3. In general, although not in all cases, the dashed
flows are implemented by human intervention and not by formal mathematical
links.
The methods originally used for modeling the Wisconsin system had to be modi-
fied for some aspects of the modeling for the GDR and Rhone-Alpes mainly because
of the following considerations:
• Since a "plan" exists in the GDR (through the year 1990) that the govern-
ment intends to implement by exerting a great deal of control, the range of options
was more narrowly perceived by GDR planners than by planners in Wisconsin. In
addition, the role of the WISE end-use demand models was greatly diminished
because energy use is one of the variables in the economy that is explicitly specified
in the plan.
• The Rhone-Alpes region of France is not a distinct political or administrative
unit. Therefore, only limited data are available and in many cases the models had to
be simplified to take advantage of the data that could be obtained.
The following sections describe the modeling procedures according to the system
components of Figure 3.2.
IV.A. SOCIOECONOMIC MODELS
The socioeconomic models provide demographic and economic data that are used
as input to the end-use demand models and the human health and safety aspects of
the environmental impact models.
IVA.i. Population Size and Distribution
Population is a main driving force in the end-use demand models and has an import-
ant effect on the environmental impact models as well, particularly in the area of
air pollution and its effect on health. In order to provide sufficient spatial resol-
ution, the region being studied is divided into districts.* Population size and distri-
bution within each district are described in terms of community size and geographic
relationship to urban centers. This degree of disaggregation is required for several
reasons:
* These areas are called districts or regions in the GDR, departments in Rhone-Alpes, and
counties in Wisconsin.
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• Urban structure affects the number of passenger trips in the transportation
sector.
• Population density affects the feasibility of urban mass transportation systems.
• Urban structure affects the percentages of single-family and multiple-family
houses that will be constructed.
• Population density affects the potential market for district heat and solar heat.
• Geographic distribution affects the population's exposure to emissions of air
pollutants.
The first level of disaggregation is the districts, mentioned above. Population is
further divided into four subdistricts. An area is classified according to whether
• It lies within 30 miles of a large urban center (greater than 500,000 people).
• It lies within 30 miles of a medium-sized urban center (100,000 to 500,000
people).
• It lies within 30 miles of a small urban center (20,000 to 100,000 people).
• It is nonurban.
Areas within 30 miles of an urban center with more than 20,000 people are then
subdivided into 6 sectors:
1. Central city and mature suburbs
2. Suburbs and fringes
3. Exurban areas
4. Rural and small communities (less than 2,500 people)
5. Adjacent communities (2,500 to 5,000 people)
6. Satellites (5,000 to 20,000 people)
Areas lying 30 miles or more outside an urban center are called nonurban areas and
are categorized as either sector 4,5, or 6. Each sector is then described in terms of
total population, land area, and population growth rate.
Within the above descriptive framework, 4 distinctly different spatial develop-
ment patterns were specified for use in the scenarios:
1. Suburban extension: The growth rate is equal in all sectors.
2. Small compact cities: Growth occurs in the central city and mature suburbs
of cities with less than 90,000 people, and in satellites, and brings the population in
these cities to between 40,000 and 90,000.
3. Urban containment: Growth occurs in the central city and in the mature sub·
urbs of large cities of over 100,000 people.
4. Exurban dispersal: Growth occurs in exurban areas, rural and small communi-
ties, and in adjacent communities.
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It must be realized that urban structure represents a long-term commitment, and
that even a severe change in growth patterns will only very slowly modify the exist-
ing structure.
IVA. 2. Economic Activity
Because of the links between economic activity and energy use, a description of
economic growth is an important component of energy studies for each of the
regions. In the studies described here, collaborating institutions in each of the
regions provided descriptions (alternative forecasts) of economic activity that could
be linked with models for end-use energy demand. This approach was far more
practical than any efforts by the IIASA research group to develop independent
economic models for the regions.
In this study, economic activity was represented by exogenous variables, e.g.,
value added or value of output, that represent the level of economic activity in the
three regions. The exact description of the indicators, the delineation of the indus-
trial and service sectors in each of the regions, and the techniques to project the
indicators into the future will be discussed for each region in the scenario descrip-
tions. In all cases the level of economic activity is expressed in constant monetary
terms to remove the effects of inflation and is disaggregated by industry and by
district.
Regional economic activity was generally expressed in relative rather than absol-
ute terms. That is, economic activity is described relative to a base year in the regions.
Comparisons of alternative energy futures were then analyzed in terms of economic
development after the base year. This approach avoided the difficulties associated
with the development of a consensus on appropriate currency exchange rates.
Although it does not permit direct comparisons of the ratio of energy consumption
to gross domestic product (E/GDP), as examined in detail by Darmstadter et al. 28
and others, it does allow examination of some of the energy-related consequences
of changes in the relative economic indicators.
Employment is also recognized as an important factor in' the service and indus-
trial sectors. Depending upon the availability and reliability of the data, either
employment or other economic indicators (expressed in monetary terms) are the
driving forces behind the development of the service sector.
IV.B. END-USE ENERGY DEMAND
The purpose of the end-use demand models is to provide annual end-use energy
demand by fuel type for the transportation, residential, service, and industrial
sectors of the economy. In general, the socioeconomic models described above are
the driving forces behind the sectoral end·use demand models. An economic
approach is used in the industrial model; the other models are based on a combi-
nation of economic and technical or engineering approaches.
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FIGURE 3.4 Overall structure of the transportation model (Source: Hanson and
Mitchell I3 ).
IV.B.l. Transportation Sector
The transportation model is divided into two submodels; the passenger transport
submodel and the freight transport submodel. 13 Energy use and emissions are calcu-
lated by district and subdistrict within the region. A schematic representation of the
transportation model is shown in Figure 3.4. The number of trips reqUired is a major
component of the passenger transport submodel. The population model provides
population data by district and subdistrict. Person-trips per day have been found to
be a function of population density and automobile ownership. Trips are split
between local and intercity trips as a function of city size, and into urban passenger
auto travel and urban mass transit. Average trip length has been found to be a func-
tion of city population. A load factor (persons per vehicle) may be determined
from available data; passenger trips can then be converted to vehicle-kilometers.
The second major factor in the passenger transportation calculation is the vehicle
population characteristics. Automobiles are disaggregated by year of manufacture
and class (conventional, compact, and subcompact or electric). Average intercity
and intracity energy intensiveness (energy reqUired per unit distance traveled) is
specified for each class and year of manufacture; kilometers per vehicle are calcu-
lated as a function of class and age. Then total energy use for passenger auto trans-
port can be calculated. Vehicle characteristics for intracity and intercity mass transit
are also specified externally, allowing energy use for mass transit to be calculated.
Demand for freight transportation and its distribution by mode of transport are
inputs to the freight transportation model. The demand over time is usually linked
with the level and type of industrial production in the region. Energy intensiveness
for truck, rail, and air transport are estimated from available data.
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FIGURE 3.5 Block diagram of the residential submodel (Source: Frey 14).
The methodology used for the transportation sector in Bezirk X and Rhone.Alpes
was essentially the same as the approach used for Wisconsin. Data from Bezirk X
were provided by the Institut flir Energetik in Leipzig and reflected goals in terms
of automobiles per household, intercity and intracity travel, and energy intensive-
ness. For mass transit, projected passenger-kilometers and energy use per passenger-
kilometer were estimated from variables such as load factor. This resulted in some
simplification of the transportation model for Bezirk X.
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IV.B.2. Residential Sector
A schematic diagram of the residential model 14 is shown in Figure 3.5. The general
approach is to calculate total energy demand based upon the number of households
in the region and the characteristics of those households, such as the percentage
that are in multifamily dwelling units or the number of appliances owned. New
dwelling units will be constructed to meet the demand created by new families and
the demolition of old homes. The demolition function represents the probability
that a dwelling unit of a certain age will be destroyed in any year. The percentages
of new dwelling units that are single family and multifamily units are inputs to the
model and are determined in part by the "urban scenario" selected. Since apart-
ments are usually smaller and have some common walls, the energy required to heat
the average apartment is less than that required to heat the average single-family
home.*
Space heating, water heating, and central air conditioning are called "base"
appliances. The percentage of new dwellings that contain a base appliance of each
fuel type and the average yearly energy consumption of such applicances are fore-
cast for each category of appliance.
The fraction of homes with a particular secondary appliance (Le. dishwasher,
television, washing machine) is independent of the construction of new homes and
follows a saturation curve defined by input parameters.
The demolition and construction parts of the residential model were not appro-
priate for either Rhone-Alpes or Bezirk X. The plan for Bezirk X provided the
number of units demolished and built as well as the fraction of total units that were
multifamily housing units. Energy use for space heating per housing unit by fuel
type and housing type and the fraction of each type of housing unit heated by each
type of fuel were also provided. Since the data required for the demolition function
were not available for Rhone-Alpes, the number of pre-1970 homes demolished
and the number of new homes build in each 10-year period to the year 2025 were
estimated.
IV.B.3. Service Sectort
The service sector model1s is based upon engineering design of service sector
buildings and a forecast of floor area. Energy use is broken down into four physical
end-use processes: illumination, space heating, air conditioning, and process energy.
The basic relationship for all fmal consumption calculations is
* l.W. Mitchell and G. Venkataro, Energy Use in a Sample of Homes in Madison, Wisconsin,
Institute for Environmental Studies Report No. 72 (Madison, Wisconsin: University of Wiscon-
sin, feb. 1977) provides a detailed empirical description of these heating requirements for
typical Wisconsin households.
t In this study, se11Jice sector refers also to the commercial sector, unless the commercial sector
is mentioned explicitly.
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where
Ei,i = the annual energy consumption for end-use i and fuel type j
Eli = the annual energy intensity for end use i
A = the total service floor area
Pi,i = the fraction of A assignable to end use i using fuel type j
Ni,i = the mechanical equipment efficiency corresponding to end use i and fuel
typej
Ci = the conversion factor for consistency in energy units
The fraction of the floor area assignable to each fuel type by end-use (Pi,i) and
the mechanical equipment efficiencies (Ni) are input parameters. For illumination,
the intensity (Ei,i) is based upon the illumination intensity (watts per square meter)
and the equivalent operating hours per year. Space heating and space cooling energy
intensity depends upon the engineering design of the buildings: the weighted heat
transmission coefficients, the waH-to-floor and roof-to-floor area ratios, and an
overall temperature difference. The analysis also accounts for the internal heat con-
tributions provided by people, lights, and commercial equipment as weH as heat loss
from the introduction of outside ventilation air and natural inmtration. Process
energy is energy for restaurant kitchen equipment, office machines, elevators, and
other commercial equipment.
The GDR has no statistics on floor space but has very good data on employment.
Their plan gives the fraction over time of the population working in the service
sector by subregion and the average end-use energy (both total and for space heat-
ing) by fuel type per worker in the service sector.
Floor area data as well as the technical engineering information necessary for the
energy intensity calculation were also lacking for the Rhone-Alpes. Employment
projections in the service sector were available, however. Therefore employment
was used as the basic driving force of the model and a conversion factor was used to
obtain floor area. Energy intensity for space heating and cooling was estimated
since the technical data were not available.
IV.BA. Solar Heat and District Heat
The penetration of solar heating and district space and water heating into the resi-
dential and service sectors creates a special modeling problem. In the case of solar
heating, the ultimate market capture potential is a fixed percentage of the total
market. For residential heating in particular, the market capture potential declines
in high-density areas. Since there will also be periods with no sunlight that will
last longer than the economically feasible supply of stored energy, a backup oil, gas,
or electric system must be provided that will typically be required to supply 30 to
45
50 percent of the total energy depending upon local climate. 16 In the case of district
heat, the feasibility increases with density and is usually only available for multi-
family dwelling units and service sector establishments.
The penetration of a new product into a market usually follows a logistic curve l ?
where
Ej,i = VAjEIi,j
/= the fractional penetration into the total potential market, a</< I
c = a constant
t = time
to = the time at which/= 0.5
If the fractional penetration is known at two times, the constants are determined
and / at any time t can be calculated. This approach was implemented for solar
penetration into the residential sector.
IV.B.S. Industrial Sector
The industrial model 18 is based upon economic activity indicators rather than
engineering design. Its primary input is the forecast of economic activity by indus-
try. Energy intensiveness (energy per unit of output) projections, by type of indus-
try, are based upon a study of past trends and judgment about future trends. The
basic demand equation is
where
Ei,i = the annual energy consumption in industry i of fuel type j
VA j = the annual value added (in constant monetary terms) in industry i
EIj,i = the energy intensiveness (energy per unit of value added) in industry i of
fuel type j
A schematic diagram of the industrial calculations is shown in Figure 3.6. The cal-
culations for all three regions were similar.
IV.C. ENERGY SUPPL Y
The energy supply system in the scenarios was based upon the end-use energy
demands and was specified by the introduction of alternative assumptions about
the supply system. Although no formal supply model was used in the development
of these scenarios, a broad spectrum of policy issues was investigated.* It was not
* In addition to the approach described here, a formal resource allocation model was used in an
energy/environment study of Austria: Foell et 01., Energy/Environment Futures for Austria.
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FIGURE 3.6 Schematic representation of the industrial submodel (Source:
Shaver et a/. 18 ).
assumed that anyone of the alternative supply scenarios had a higher probability of
realization than any other. However, the scenarios do present a helpful picture of
some of the consequences of alternative energy supply strategies that result from
the considerations treated here.
IV.C.I Definitions and General Concepts for Energy Supply
The energy system as defined in this study includes the complete fuel system, from
resource extraction, transportation, and energy conversion, through waste disposal.
The specification of the energy supply not only includes the quantity of energy
obtained from each of the supply options, but also the location of the original
resource extraction. Such information is used as input to the environmental impact
models in order that systemwide environmental impacts can be identified and, to
some degree, their locations specified.
Energy supply can be divided into several categories. The main division is between
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nonelectrical and electrical energy. The demand models provide the end-use needs
for each of the supply options in the nonelectrical sector and the kilowatt-hours of
electricity consumed. Another important distinction is between end-use energy and
primary energy. The primary energy is determined from the end-use demands by
accounting for losses, such as in electricity transmission, and the efficiency of con-
version from primary fuels to another energy form, such as from coal to electricity
or district heat. The primary sources considered were coal, petroleum, natural gas,
nuclear fuel, hydropower, solar energy, and geothermal energy.
The calculations became somewhat more complicated when import and export
of energy were considered. In all scenarios for all regions, some importing of primary
fuels from other regions is required. In some scenarios, secondary energy forms,
such as electricity or gas made from coal, are imported or exported. In no scenario
in these studies is primary fuel export considered. Therefore, the total primary
energy requirement for the region depends not only on the end-use demands, losses,
and conversion efficiencies, but also on the amount of electricity exported and the
corresponding conversion efficiency. The primary energy requirement is given by
P == E + L + C + P'
where
P = primary energy requirement
E = end-use demands
L = losses, such as in electricity transmission
C = energy used in conversion of energy forms, such as from coal to electricity
P' = primary energy used to produce electricity for export
The energy derived from the sun was defined as primary energy after absorption
by a collection device. Thus, the reflected portion of the solar energy falling on a
collector is not included in the primary energy. The energy rejected as waste heat at
a solar power plant that uses a conventional steam cycle is included in the primary
energy.
Geothermal energy used for space heating in the Rhone-Alpes region was defined
as primary energy when removed from the ground. The losses in transmission then
had to be subtracted to obtain end-use geothermal energy.
Hydroelectricity was assumed to be produced at an efficiency of 85 percent. The
corresponding primary energy is representative of the energy actually used, not the
fossil fuel energy that would have been used as a substitute.
IV. C. 2. Nonelectrical Energy Supply Systems
In most scenarios the end-use demand calculations specify the nonelectric energy
supply from the alternative sources to some degree. For example, transportation
energy demand is strongly linked to petroleum. In some cases, however, substitution
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among some fuels to carry out the same function, or the use of synthetic fuels, is
possible.
The nonelectrical supply options are represented by a reference system for each
alternative. Typical reference system characteristics were used that are representa-
tive of the particular situation in each region. The importance of the individual non-
electrical energy sources varied considerably among the regions; this will become
evident in the scenario comparisons (Chapter 7).
The nonelectrical energy sources are assumed to be able to supply the needs of
each region; no detailed model of world energy markets or reserves has been used.*
In some cases special constraints were used that required some substitution among
supply options. However, in general, either the supplies or synthetic substitutes are
assumed to be available. Energy imports are important in all three regions considered
in these studies, and therefore the energy supply within each region is strongly
dependent on conditions outside the region.
The nonelectrical supply options and some basic considerations are listed below.
Other potential supply options were not included because the probability of major
penetration by 2025 was felt to be low or because reasonably well-defined system
descriptions were unavailable.
Coal Bezirk X is the only region that has significant coal reserves within its
borders.
Petroleum Petroleum must be imported in all three regions.
Natural Gas Natural gas must be imported in all three regions.
DistrictHeat from a Central Plant District heat obtained from coal- or oil·fueled
plants was assumed at various levels in the Rhone-Alpes and Bezirk X scenarios. The
district heat is used for both space heating and process energy.
Solar Space Heating and Water Heating Solar energy was assumed to provide
space heating and water heating in some scenarios for all three regions. A solar
system on a building is assumed to provide a significant percentage of the energy
needs for space heating and water heating; the remaining energy requirement is
assumed to be provided by an auxiliary system.
Synthetic Fuels Synthetic fuels were assumed to be available in some scenarios
for Bezirk X and Wisconsin. The synthetic fuel for Bezirk X is Stadtgas,t used
primarily for residential and commercial purposes in cities. The synthetic fuels for
Wisconsin are assumed to be made from coal and to be substitutable for natural gas
and petroleum.
Geothermal Energy Some geothermal energy is assumed to be available for
heating purposes in Rhone Alpes.
* The recent IIASA study of Austria (Foell et al., Energy/Environment Futures for Austria)
used a world petroleum forecast developed by the Workshop on Alternative Energy Strategies
(WAES),'·
t Literally, Stadtgas means "city gas;" it is usually coal gas.
IV.C.3. Electrical Energy Supply Systems
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In contrast to nonelectrical energy, the end-use demand calculations for electricity
do little to specify the mix in electrical energy supply from the alternative sources.
The end-use demands, exports,* and transmission losses determine the total gener-
ation requirement. Because of time-varying electricity loads, an appropriate mix of
types of generating capacity is needed, e.g., base-load, intermediate-load, and peak-
ing plants. In these studies the focus of the analysis was on generation (kilowatt-
hour) requirements; typical load characteristics were assumed to apply in order to
determine capacity needs (kilowatts).
The relative potential for each of the alternative generation sources to be installed
when new capacity is needed is specified exogenously. The generation and capacity
by fuel type as a function of time is input to the electricity impact model.
The alternative electrical generating systems are represented by individual refer-
ence systems that can change over time because of technology advances or changes
in regulation. The reference systems include those options that had well-defined
system descriptions available in the literature and that were felt to have a reasonable
probability of major market penetration by 2025.t The electrical supply options
and some basic considerations are listed below.
Hydropower Although hydropower is currently the major source of electricity
in Rhone-Alpes, this option does not have a potential for major expansion in that
region. Hydropower is a minor source of electricity generation in the GDR and in
Wisconsin, and the potential for further development is small.
Coal Coal is expected to continue as a major fuel source for electrical gener-
ation in Bezirk X, with its extensive reserves, and in Wisconsin, where the coal must
be imported from other states.
Petroleum It is unlikely that significant quantities of new electrical generating
capacity will be oil-fired in any of the three regions. Relatively small amounts of
high-priced petroleum may be used for peaking plants.
Natural Gas Natural gas supplies and prices will probably prevent this fuel from
being a significant factor in future electrical generation in any of the three regions.
Nuclear Fission The pressurized water reactor (PWR), because of its current
operating capacity and according to announced plans, is the preferred type of
nuclear plant in all regions. 19 Although the boiling water reactor (BWR) makes up
about one-third of all operating and ordered nuclear capacity in the United States,
only one small 50-MWe BWR is among the nuclear plants (With a capacity of 4,500
MW) that are operating or have been announced for Wisconsin. No BWRs are in the
announced plans for the Rhone-Alpes or the GDR. However, the BWR is a viable
nuclear alternative and has been included as a supply option. The high-temperature
* Electricity export is an important policy issue. For these studies it was assumed to be speci-
fied exogenously and to be supplied within resource constraints.
t Some system descriptions are provided in the Appendix of this chapter.
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FIGURE 3.7 Pathways for environmental impact analysis. This structure is essen-
tially identical to that used in the Wisconsin Regional Energy Model. 7 I - Emission;
2 - Dispersion; 3 - Dose-response. 4 - Direct land use, 5 - Direct economic effects,
6 - Fuel chain impacts within region, 7 - Fuel chain impacts outside region, 8 - Value
assessment of alternatives. These pathways encompass three geographic scales:
local impacts, regional impacts, and impacts outside the region due to use of
energy in the region.
gas-cooled reactor (HTGR) may become an attractive advanced reactor; it has not
yet received the general acceptance that the PWR and BWR have. The liquid-metal
fast-breeder reactor (LMFBR) has been included although, unlike the other nuclear
systems included in the model, it clearly is not a current alternative. Since detailed
information on its expected performance and fuel cycle are available,20 the LMFBR
has been included as a future alternative.
Solar Energy Solar thermal electric plants were assumed to be available and
to be a favored type of electric generation in one scenario for each region.
IV.D. ENVIRONMENTAL IMPACT
The energy supply systems discussed in the previous section form the basis for the
environmental impact calculations. In this section the methods employed for impact
estimation are summarized along with some of the problems and limitations of this
type of analysis.
IV.D.l. Systemwide Impacts
The impacts associated with any particular energy scenario have been estimated
from a systemwide perspective. Therefore, some impacts are included that occur
outside the region because of energy use inside the region. Some general consider-
ations involved in the environmental impact analysis are displayed in the pathway
diagram (Figure 3.7). Energy use may cause pollutant emission, pollutant transport,
and exposure of living organisms, and corresponding health impacts. Obtaining the
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FIGURE 3.8 Factors in energy decision making.
primary fuels may result in impacts outside the region, such as land disturbed for
coal mining, as well as impacts within the region where the energy is finally used.
For these studies the system boundary was defined to include all end-use energy
activities and associated fuel supply industries. Therefore, impacts resulting from
the mining of coal to produce electricity are included, but the impacts associated
with the production of coal-mining machines are not included.
IV.D.2. Quantified and Unquantified Impacts
All impacts cannot be quantified in a satisfactory manner. Therefore, the quantified
impacts as estimated by the models that are described in the following sections are
by no means the "total" environmental impact. Other environmental impacts not
included in the models are defined as "unquantified" impacts. Some environmental
concerns are recognized as falling in the unquantified category. Further research
may allow some of the unquantified impacts to enter the quantified category as
suggested in Figure 3.8. However, some impacts will most likely always remain
unquantified. This may be because the impact has just been recognized as potentially
important and no research has been devoted to it, or because the impact quantifi-
cation is based almost entirely on value judgment.
Quantified impacts are the focus of the impact models to be described. They
include systemwide effects such as water consumption and pollutants emitted.
When new control technologies become available or new standards are set, some
quantified impacts are generally reduced or eliminated while conventional costs
usually increase. Thus, transfers between the categories in Figure 3.8 may take
place as a function of time.
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IV.D.3. Value Judgments and Preferences
When decisions must be made on alternative energy sources, at least three important
sets of information need to be considered: (1) conventional costs, (2) quantified
impacts, and (3) unquantified impacts. These impacts and costs are, in general,
combined through the value judgment of decision makers, who may be utility
executives, government regulators, or average citizens (Figure 3.8). This is a com-
plex and difficult task, but these value judgments are being carried out, though
perhaps not explicitly, since decisions on energy matters are being made.
These complex problems related to value judgments are discussed in some detail
in Appendix E; multiattribute decision analysis is presented to provide some
help in thinking about complex trade-offs involving costs and both quantified
and unquantified impacts.
IV.DA. Characterizing Impacts
Categorization of impacts is itself a form of value judgment and would differ among
individuals. However, for the purposes of organization, the quantified impacts have
been classified into five broad categories:
1. Human health and safety
2. Air quality
3. Water quality
4. Land
5. Fuel resource, efficiency
Human health and safety includes both public and occupational effects. Typi-
cally, the impacts are measured as premature fatalities, nonfatal injuries, or illness.
In an attempt to measure the severity of these accidents and health effects in a
single unit, results are sometimes displayed in terms of person·days lost (PDL). In
the United States the number of disability days associated with various accidental
injuries is determined by tables developed by the American National Standards
Institute.21 These tables have been used here and extended to all human health and
safety impacts, including deaths or total disability (6,000 PDL), and nonfatal
injuries and illnesses at correspondingly lower PDL per occurrence.
Impacts that fall in the other categories are not readily combinable in most
cases. Therefore, only representative impacts from the other categories have been
selected for display.
Another problem of characterization is the location of impacts and their associ·
ated causes. The four classifications selected were:
1. Impacts that occur within the region because of energy use within the region
2. Impacts that occur outside the region because of energy use within the region
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3. Impacts that occur within the region because of energy export to other regions
4. Impacts that occur outside the region because of energy export to other
regions
These classifications show the degree to which impacts are exported to other regions
because of energy use within the region. In the case of energy export (exclusively
electricity export in these studies), the region suffers some impacts in order to
supply the export energy. Impacts within the region because of energy production
outside the region are included in the models as a background contribution.
IV.D.5. Description of the Models
The four main models used in these studies were related to thermal pollution,
emission and dispersion of air pollutants, air pollution health effects, and general
systemwide impacts. A brief description of each of these models follows.
Waste Heat Disposal The regional environmental impacts of waste heat disposal
from electric power plants have been examined. Two direct consequences of dis-
posal of heat into a water body are (1) a temperature increase of the water body,
and (2) evaporation of water. Since these consequences have several different
impacts themselves, most of which are difficult to quantify, artificial water tem-
perature increase and evaporation have been used as indicators of the environmental
impact of waste heat disposal from electric power plants.
The cooling options considered in this analysis were once-through cooling on
rivers (water passes from the river, through the condenser, and back to the river),
wet (evaporative) cooling towers, and dry (nonevaporative) cooling towers. Waste
heat is fed into water bodies with once-through cooling water and blow-down
water* from cooling towers. Water is evaporated artificially from both wet cooling
towers and the heated surfaces of bodies of water.
The increase in river temperature is calculated as a function of distance along the
river, waste heat rejected, width of the river, and wind speed. Radiative, evaporative,
and convective heat losses are included in the calculation.t
The amount of waste heat included in the blow-down from the cooling towers is
a function of the water flow rate, water evaporation from the cooling tower, and
the salinity of makeup water. For rivers with high salinity the temperature increase
of the river rather than the amount of water available may be the limiting factor for
wet cooling towers.
The impact on the weather is measured by the artificial increase in relative
* Blow-<!own is the intermittent release of water from a cooling tower system in order to pre-
vent the buildup of salts.
t Some details for the calculation of water temperature, waste heat from blow-<!own, and
weather effects of evaporation are given in the Appendix of this chapter.
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FIGURE 3.9 Emission submodel.
humidity. Disregarding local phenomena from single towers or single warm water
plumes, the increase in humidity over a region can be calculated approximately. A
Gaussian plume model is used for the dispersion calculation that provides an esti-
mate of the increase in relative humidity at ground level.
Air Pollution and Health Effects This section describes the methodology used in
the top pathway of Figure 3.7, energy use ~ emissions ~ dose ~ health impact. The
models for calculating emissions, dispersion, and dose-response are briefly outlined
below. More detailed accounts are available in other publications. 11,12
Pollutant emission The purpose of the emission submodel is to calculate
emissions of air pollutants that result from energy use; the calculations are per-
fonned on an annual basis over a given study period at the subregional level. The
total emission submodel consists of five sectors (Le., residential, service, indus·
trial, transportation, and power plant sectors), and emissions of five critical air
pollutants are calculated, namely, particulates, sulfur oxides (SO~J, nitrogen oxides
(NO~J, hydrocarbons (He), and carbon monoxide (CO). The structure of the sub·
model is shown in Figure 3.9; a brief overview of each important sector follows.
RESIDENTIAL, SERVICE, AND INDUSTRIAL SECTORS As input data to the
emission submodel, annual sectoral energy demand is given for each fuel type. These
data come from the demand models for various scenarios over the study time period.
Fuel is divided into four categories: coal (anthracite, bituminous, coke), oil, gas (coal
and natural), and district heating. Taking into account the calorific content of each
fuel used in the region, the energy value is converted into the quantity of fuel con-
sumed. By multiplying the fuel consumption by emission factors and control factors
as shown in Figure 3.9, subregional emissions of air pollutants (particulates, SOx,
NOx , CO, HC) are estimated. Emission factors depend significantly on the fuel
characteristics (e.g., percent ash and sulfur content) and furnace characteristics
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(e.g., type, size, and fuel preparation). Therefore, emission factors will be different
in the different sectors for the same fuel type. Emission factors must generally be
considered in a time series to reflect changes of fuel combustion technology. Con-
trol factors are estimated in a time series taking into account the possible advances
of future emission control technology. For SO", and particulates, three emission
control policies for the future (low, middle, and high controls) are assumed by
sector and by fuel type for each region. No pollution control is assumed for air
pollutants of NO"" CO, and HC. It is desirable to use the regional average emission
and control factors, but national average values have been used in most cases.
TRANSPORTATION SECTOR The emission computations are directly tied to the
vehicle mileage by class and year. The emission factors are based on U.S. Environ-
mental Protection Agency surveillance data of current vehicles. Future emission
factors are estimated from potential emission control and vehicle age. The model
assumes emissions to increase linearly with vehicle age for hydrocarbons and CO,
and exponentially with vehicle age for NO",. Emissions are determined separately
for urban and rural areasY
POWER PLANT SECTOR Power plant emissions are determined as part of the
general environmental impact model, which is described later in this section.
Emissions of carbon dioxide (C02), aldehydes, and various trace elements of coal,
such as mercury and arsenic, are included, as well as SO"" NO"" particulates, hydro-
carbons, and CO. Important control policy options can be examined by the model
with respect to SO", and particulates. Radioactive emissions from nuclear plants are
also computed by the model.
Pollutant dispersion The geographic detail of the dispersion model is at the
level of urban areas of the region. The model is divided into two parts, urban and
rural - urban areas are treated specifically and rural areas are treated generally.
Emissions must be split into urban and rural components as part of the input to the
dispersion model. The dispersion model is based on a mix of empirical monitoring
data, physical dispersion models, and meteorological data.
URBAN COMPONENT The urban component of the model requires that
emissions be given in three classes: (1) tall stacks (power plants), (2) medium stacks
(industry and district heat), and (3) low-level sources (residential sector, service
sector, transportation sector). For each source class a dispersion scaling parameter is
calculated using the detailed dispersion models at Wisconsin and lIASA2 7 to convert
tons of pollutant emitted to an annual ambient concentration, or dose, in micro-
grams per cubic meter (llg/m 3 ). The three classes of doses add together to give the
total dose from the energy use considered.
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FIGURE 3.1 0 Dispersion submodel.
where
UD == urban dose.
n == calibration constant determined from empirical data.
ET == emission from tall stacks.
EM == emission from medium stacks.
EL == emission from low-level sources.
DT == dispersion coefficient for tall stacks.
DM == dispersion coefficient for medium stacks.
DL == dispersion coefficient for low-level sources.
This is schematically shown in Figure 3.1 O. The dispersion coefficients are based on
the assumption that the population is mobile and that, on the average, individuals
encounter the arithmetic mean of the dose calculated for the entire urban area; that
is, gradients across the urban areas are averaged by population mobility. As a result
of this averaging, the dispersion coefficient for industry is independent of the
location of the industrial sources and of the industrial density over several orders of
magnitude for a constant number of sources. For low-level sources, the scaling
factor is dependent on city size?? For Wisconsin the coefficients are in the ratio
1 : 11 : 57 (DT :DM :DL ). These ratios show the importance of dispersion and indio
cate that impact is not directly proportional to emissions.
Most of the calibrations for the dispersion coefficients were based on detailed
modeling and empirical data for Wisconsin. The dispersion coefficients were then
where
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adjusted for the other regions, primarily using meteorological data on wind roses·
and atmospheric stability characteristics. Only those adjustments were made that
could be inferred from the data available.
The health impact model discussed on the following pages requires a geometric
standard deviation (GSD) in addition to the annual average pollution concentration.
The GSD is obtained from empirical data relating GSD and city size; in general the
GSD decreases with increasing city size.
This methodology could be used for other pollutants, but has only been ap?lied
in this set of models to S02 because S02 has the most extensive data set and damage
functions are available. The problems associated with partial quantification of
impacts and value judgments have been mentioned earlier (Sections IV.D.2 and 3).
The health impacts associated with emissions from electric power plants are
treated separately and are based on detailed calculations for reference plants. The
reference plant concept assumes a distribution of air pollution and GSD divided
into quadrants that extend 80 km from the plant. The distribution is then com-
bined with different population distributions to arrive at an average dose-impact to
the population.
RURAL COMPONENT The rural impact is treated in a more general manner
using empirical data from each of the regions to set the 1970 value. The rural values
are proportional to total regional emissions, because all of the emissions influence
the rural values; relative contributions are determined by dispersion models. The
rural dose is then given by:
RD = (j(ER + EL + EM + O.1ET )
RD = the rural dose.
(j = 1970 proportionality constant between rural dose and total emissions.
ER = emissions from the rural area.
EL = emissions from low-level sources.
EM = emissions from medium stacks.
ET = emissions from tall stacks.
0.1 = factor accounting for elevated releases and dispersion from very tall stacks.
For the pollutant calculation, it is assumed (1) that the climate of the region
does not change over time, and (2) that the emissions from surrounding areas change
proportionately to the emissions within the region.
To calculate the impact on health of pollutant emission and dispersion, a health
impact model, based on an EPA model of health effects22 was used. At the time
this study was carried out, the EPA model provided the best estimation of health
* A wind rose is a diagram that gives the percentage of occurrence for all combinations of wind
direction and wind velocity.
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FIGURE 3.11 Health model relating pollution dose to damage.
impacts associated with acid sulfates produced from the conversion of S02.* How-
ever, the model does not include all health effects thought to be related to air
pollution.
Central to the model are two assumptions: acid sulfates, not S02, are the cause
of SOrrelated health effects, and the important averaging time is one day (24 h).
The 24-h distribution is obtained by using the GSD and by taking into account the
fact that the frequency of occurrence of different levels of pollution in the course
of a year is distributed log-normally.
Dose-response functions related to acid sulfates are given for:
• Excess daily mortality (with a threshold effect)
• Excess aggravation of heart and lung disease (no threshold)
• Excess aggravation of asthma (no threshold)
• Excess acute lower respiratory disease in children (with a threshold effect)
• Excess risk of chronic bronchitis for smokers (with a threshold effect) and for
nonsmokers (with a threshold effect)
The dose-response functions give an excess mortality and excess morbidity in
the population resulting from air pollution (Figure 3.11) This is not the total
impact, but only an indication. These are then converted to person-days lost, as
defined earlier (section IV.D.4.) and combined with the other energy-related impacts
as a human health effect.
Features of the Environmental Impact Submodel (EIS) The Environmental
Impact Submodel (EIS)t was used in addition to the detailed waste heat and air
pollution calculations described in the previous sections. The EIS provides a broad
view of selected quantified impacts that occur throughout the energy supply system
as a result of energy use. Both nonelectric and electric supply systems are included
in the model. An overview of the model follows.
* Although acid sulfates may not be the causal agent of the health impacts, they are considered
to be a good indicator of the impacts.
t This model is an extension of the Electricity Impact Model (ElM)."
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FIGURE 3.12 Basic structure of the Environmental Impact Submodel.
The input reqUired by EIS is the year and the quantity of energy use by fuel
source. Additional input is required to change any of the numerous parameters that
describe the reference systems. The output from EIS is quantified environmental
effects that result from the energy use and the supporting fuel system activities.
The basic structure of EIS is shown in Figure 3.12. The fuel supply data for each
year of computer simulation are combined with impacts associated with reference
plants to obtain total quantified impacts by fuel type and year. A reference system
for a particular year may have different impacts from the reference system for the
same fuel type in another year because of time-dependent factors, such as a reduc-
tion in S02 emissions per unit electrical generation because of sulfur removal sys-
tems or increased use of low-sulfur coal.
"Impact factors" are associated with each type of fuel supply. The factors have
been determined from collection and analysis of relevant data; they are calculated
in the model as a function of energy (kcal or kWh) or, in some cases, electrical
capacity (kW).
The impacts are calculated by multiplying the matrix of impact factors for a
particular year and a particular energy source by the energy use from that source.
The quantified impacts are given by:
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where
Qjjk = quantified environmental impacts of type i in year j resulting from energy
source k.
Ejk = quantity of energy source k used in year j.
ljjk = impact factor of type i in year j for energy source k.
The quantified impacts can be summed over index j to obtain cumulative impacts
for a particular energy source. Impacts with similar units can be summed over index
i to obtain totals for a particular year and energy source, and over index k to obtain
totals for all energy sources in a particular year.
The impact factors were determined from reviews of impact quantification in the
literature as well as independent analysis of the specific regional situation. Many of
the factors determined in this manner were directly applicable only to current energy
systems. However, modification of impact factors in the future can simulate effects
of changes in technology, regulation, population, or other considerations. The
impacts associated with annual electrical generation of a 1,000-MWe unit in 1970
are not necessarily the same as for annual generation from that same unit in 1980.
As an example, underground coal miners face the well-known health hazard of
black lung disease, also known as coal workers' pneumoconiosis (CWP). In the
advanced stages, CWP spreads even without exposure to coal dust, which is the
original cause of the problem, and may lead to death or total disability. A fraction
of the underground coal miner labor force became disabled in 1970 from this
disease. If their disability rate could be shown to be related to coal production over
a period of time, a certain quantity of coal miners' disability could be associated
with each unit of coal obtained by underground mining. However, the CWP dis-
ability rate should diminish as new standards are instituted and new miners join the
miner work force. By studying the data and the statements of appropriate experts,
an estimate can be made for a CWP impact factor that decreases as a function of
time. Thus, as a result of a new regulation, the impact factor, total disability from
CWP per unit of underground coal, is a function of time.
A general characteristic of EIS is that impacts are associated with the energy use
that caused them. Therefore, uranium mining accidents that may have occurred two
or three years before the electrical generation, and exposure to krypton-85 and
tritium that may occur many years after the generation, are tabulated in the year of
the energy use. A mathematical expression that describes the impacts at time t'
because of electrical generation at time t is
where
Q(t) = E(t) f let, t')dt'
t'
Q(t) = quantified environmental impacts associated with energy use at time t.
61
E(t) = energy use at time t.
I(t, t') = impacts that occur at time t' per unit energy use at time t.
It should be noted that the time that the impacts occur is not specified in EIS.
I(t, t') is not provided. The impacts are associated with the energy use that caused
them.
APPENDIX
ELECTRICAL ENERGY SYSTEM CHARACTERISTICS
There is not sufficient space to list all the important assumptions associated with
each reference system. However, a few of the characteristics for the reference coal,
PWR, and solar electric systems for Wisconsin are listed in Tables 3A.l-3A.3.
Characteristics of the coal plant that uses bituminous coal are listed in Table
3A.l separately from the characteristics for a plant using sub-bituminous coal
because the plants and associated impacts are significantly different. Thus, one of
the important parameters is the fraction of coal delivered to Wisconsin power plants
that is sub-bituminous from western states. This fraction is assumed to increase
from its 1970 value of only 0.01 to 0.25 by the year 2000. The 1970 reference coal
system and the annual flow rates of coal to support the annual operation of a 1,000
MWe plant at 70 percent capacity factor are displayed in Figure 3A.I.
The characteristics for the Wisconsin coal systems are in general not applicable
to reference systems for Rhone-Alpes or Bezirk X. For example, the heating value
in 1975 for typical coal (lignite) for Bezirk X was only 2,300kcal/kg; the sulfur
content was 1.4 percent by weight; and the typical shipping distance was only
10 km. Therefore, different reference systems were used in the other regions only
when the appropriate data were available.
The reference PWR system for Wisconsin (Table 3A.2 and Figure 3A.2) and the
other reference nuclear systems for Wisconsin were assumed to hold equally well
for the other two regions. Some data obtained for the PWRs used in the GDR indi-
cated that a lower equilibrium burnup and lower fresh fuel enrichments would be
appropriate.
The reference solar electric system for Wisconsin (Table 3A.3) was only adjusted
in the following characteristics for the other regions
• Assumed average solar input
• Power per unit area
• Land area per 100MWe
The assumed solar input was 3 kWh/m2/day for Bezirk X, based on observations
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TABLE 3A.l Reference Coal-Fired Electrical Generation Systems for Wisconsin
Fraction of coal used in Wisconsin
Coal heat content per unit mass
(kcal/kg)
Sulfur content (weight %)
Ash content (weight %)
Source of coal
Percent surface mined
Surface area disturbed by surface
mining (m'/metric ton)
Coal mining fatalities per million
metric tons mined:
Underground mining
Surface mining
Coal shipping distance (km)
Metric tons coal per train
Public fatalities per million train-
kilometers
Power plant heat rate with once-
through cooling (kcal/kWh)
Capacity at a single site (MWe)
Millions of people within 80 km:
Urban site
Average site
Rural site
Fraction of ash collected
Fraction of SO, collected
Trace-element emissions
Percent of coal cleaned:
underground mining
surface mining
Disabling cases of black lung disease
per million metric tons coal
mined underground
Bituminous Coal
from Midwestern States
6,670
2.5
10.0
outside region
50a
1.4
o.na
0.13
640
9,100
2.3
2,220
2,000
6.30
2.25
0.30
0.99"
o.oa
proportional to ash
70
30
Sub-bituminous Coal
from Western States
4,no
0.6
10.0
outside region
100"
0.089
0.13
2,240
9,100
2.3
2,370
2,000
6.30
2.25
0.30
0.99a
0.0"
proportional to ash
0.0
SOURCE: Buehring"
a Assumed to vary as a function of time. Only initial conditions (l970) are listed.
for Leipzig and Dresden. A reasonable average solar input for Rhone-Alpes was
approximately the same as for Wisconsin, so the same reference plant was used for
these two regions.24
ENVIRONMENTAL IMPACT OF WASTE HEAT DISPOSAL
The alternatives for disposal of waste heat produced by electric power plants con-
sidered were
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TABLE 3A.2 Some Characteristics of the Reference Pressurized Water Reactor
System for Wisconsin
Percentage of uranium from surface mines
Grade of the ore (percent U3D. in ore)
Uranium mining fatalities per thousand metric tons U30.:
Underground mining
Surface mining
Land disturbed for surface mining of uranium (m'/metric ton of ore)
Source of Uranium
Percentage of ,,'u in enrichment tailings
Uranium recycled
Plu tonium recycled
Fresh fuel enrichment (percent "'U)
Spent fuel enrichment (percent 23SU)
Equilibrium burnup (MW-days/metric ton)
·'Kr in spent fuel (Ci/MW-day)
Tritium in spent fuel (Ci/MW-day)
Average capacity factor for reactorb
Power plant heat rate with once-through cooling (kcal/kWh)
Noble gas release at reactor (/lCi/kWh)c
Tritium release at reactor (/lCi/kWh)
Occupational exposure at reactor (person-rem/l ,000 MWe-yr)d
0.79
0.20
0.75
outside region
0.25
yes
no
3.3
0.89
33,000
0.34
0.021
0.70
2,670
0.45
0.045
450
SOURCE: Buehring"
a Assumed to vary as a function of time. Only initial conditions (1970) are listed.
b Capacity factor is the actual generation (kWh) divided by the maximum possible generation of
the unit continuously operated at full power.
C /lCi = 10-6 Ci
d The value listed is associated with annual operation of each 1,000 MWe of capacity regardless
of capacity factor. A person-rem (or man-rem) is a measure of population exposure to radiation.
TABLE 3A.3 Reference Solar Electrical Generation System for Wisconsin
Maximum rated capacity of a module (MWe)a
Average output capacity from solar (MWe)
Annual solar capacity factorb
Power plant heat rate with once-through cooling (kcai/kWh)
Assumed average solar input for Madison, Wisconsin (kWh/m'-<1ay)
Collection efficiency (electricity /solar input)C
Power per unit area (W/m')
Land area per 100 MWe (km')
333
100
0.30
2,150
4
12.5%
20
5.0
SOURCE: Weingart"
a This may be a hybrid fossil-solar plant so that excess steam cycle capacity will not be idle
most of the time. Another parameter is the number of hours of storage capacity for the solar
plant.
b Capacity factor is the actual generation (kWh) divided by the maximum possible generation
of the unit continuously operated at full power.
C The efficiency represents the percentage of the solar input falling on the entire land area that
is converted to electricity. It is estimated that less than half of the land area will be covered
by collectors.
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Waste management is
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FIGURE 3A.1 The coal electrical energy system in Wisconsin (Source:
Buehring23 ).
• Once-through cooling on rivers
• Wet cooling towers
• Dry cooling towers
The monetary cost increases from the first to the third.
The regional environmental impacts of the first and second alternatives result
mainly from two direct consequences of the waste heat disposal:
• Increase of the temperature of the water body to which the heat is discharged
• Evaporation of water
Both consequences occur with both alternatives: waste heat is fed into water bodies
with both cooling water and blow-down water; water is evaporated artificially from
both cooling towers and heated surfaces of water bodies. Since the two conse-
quences have several different impacts, most of which cannot be quantified satis-
factorily at present, artificial water temperature increases and evaporation are taken
as indicators for environmental impact and analyzed quantitatively,
An artificial increase of water temperature influences mainly aquatic flora and
fauna and drinking water production. In polluted water the main influence is
through acceleration of self-purification, which may in rare cases be beneficial.
Artificial evaporation means less water is available for other purposes (drinking
water, navigation), and there is an increase of fog frequency, clouding, icing, rain-
fall, and plant diseases.
Relatively little is known about the environmental impacts of dry cooling towers.
They can increase cloudiness and they may facilitate the formation of thunderstorms.
However, it is felt that their environmental impacts are small compared to those of
the other cooling alternatives, and therefore these impacts are not considered here.
Numbers denote 1970 uranium flow rates (metric tons/yr). "'u flow rates are in
parentheses. Waste management is required throughout the system.
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FIGURE 3A.2 Pressurized water reactor reference system in Wisconsin (Source:
Buehring23 ).
The increase t:.T of the natural river water temperature due to sources of waste
heat depends on the river flow rate Q and some meteorological parameters, which
affect the heat transport through the water-air interface. It can be calculated
approximately from an easily solvable differential equation of the form 25
dt:.T
ds
where
s = distance along the river
X= waste heat ejected per unit distance and time
c = specific heat of water
Yo = width of the river
w = wind speed
T = water temperature
The function </> is made up of three terms which account for radiative, evaporat-
ive, and convective heat losses. </> does not depend on air temperature and humidity,
although the natural water temperature is influenced by those parameters.
The total amount of water evaporated in the region is of interest. For evapor-
ation from water surfaces it can easily be calculated using the appropriate term in
</>(w, T). For evaporation from cooling towers it is sufficient to assume that the
waste heat is removed exclusively by evaporation and blow-down water discharge.
With regard to meteorological effects of artificial evaporation, the artificial
increase of relative humidity is a more useful measure of impact than the total
amount of water evaporated. Disregarding local phenomena from single towers or
single warm water plumes, the increase in humidity in the region can be calculated
approximately. Each river is looked upon as two line sources of humidity emission:
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x
x'
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1,.---------)-'------=_ (x,r)~
FIGURE 3A.3 Increase in humidity at (x, y) from a line source of evaporation.
one at ground level (evaporation from river surface) and one at a height h equal to
cooling tower height plus plume rise (evaporation from cooling towers on the river).
For the dispersion of humidity from these line sources, the Gaussian plume model
can be used. If uniform, isotropic winds of velocity w, constant thickness H of the
dispersion layer, and a stability class are assumed, the increase .l€ of humidity at
ground level at point (x,y) (in Figure 3A.3) can be calculated according to
.l ( ) = _1_ (IX1e1(X')!(O, H, r) dx' + I
X2
e2(x')!(h, H, r) d ')
€ x,y 2 H' , x
rrw r r
x, Xl
where
el = water evaporated from river per unit distance and time
e2 = water eva orated from cooling towers per unit distance and time
r = (x -X')2 + y2
(1)
The function! is the ratio between actual ground level concentration and concen-
tration in the case of complete vertical mixing within the dispersion layer. (This
means! --+- I for r --+- 00.) The function! is analytically known.25 If there are many
rivers in the region one can assume a homogeneous area source instead of many line
sources and derive a formula analogous to Eq. (1).
The amount of waste heat carried to rivers with blow-down water is determined
by the maximum permissible salinity em of the water which enters the condenser.
The amount Wd of blow-down water can easily be derived from the balance equations
of the cooling system.
(2)
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where
Wo = water flow through the condenser
We = water evaporated in the cooling water
Cj = salinity of makeup water
For calculating the heat discharge into the river, one can assume that for fIxed
weather conditions the temperature of the blow-down water does not depend on
the temperature of the makeup water.26 One can see from Eq. (2) that for rivers
with high salinity the temperature increase of the river rather than the amount of
water available, may be limiting for wet cooling towers.
The cooling options discussed above are of different importance for the different
regions. Rhone-Alpes and Wisconsin have good water resources per capita, and
therefore once-through cooling and wet cooling towers will be the only cooling
options of interest for the next decades. For the GDR the water resources per
capita are so small that once-through cooling is out of the question now and even
cooling with wet cooling towers will be limited in the near future.
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Prologue to Chapter 4
The GD R Scenarios
in Retrospect
Wolfgang Kluge and Dietmar Ufer
Institut fur Energetik, Leipzig
May 1978
During the past few years, intensive work has been carried out in the GDR on long.
term energy planning. The precision of the planning has been increased and the
planning horizon has been extended.
One important innovation in planning has been a move from national-level to
district-(Bezirk) level planning. Appropriate models have been developed and
applied for this purpose. Regional authorities are now responsible for the statistical
registration of energy demand and for providing the necessary energy supply. These
authorities can also exercise some influence upon energy supply strategies in their
regions.
The institution of regional planning has shown the necessity of coordinating
regional plans with central plans. Regional plans are only acceptable if they con·
form to the provisions of the national plan. For instance, within the long-term
planning context, the per capita residential electricity demand was calculated for
all 15 districts of the GDR. The results showed that the demand in 1990 in 1
district was 4 times higher than in another district, although both had comparable
economic and population structures. No explanation could be found for this large
difference. The problem of regional inequalities is being resolved through planning
restrictions that the regional authorities receive from the central planning agencies.
At the second conference, Management of Regional Energy/Environment Systems, held at
IIASA, 16-19 May 1978, retrospective presentations on the scenarios were given by energy
specialists or policymakers from the three regions. To provide perspective on the scenarios,
summaries of the presentations are included immediately before the chapters describing the
scenarios for the regions (Chapters 4, 5, and 6). They will be published in full as part of the
proceedings of the conference: W.K. Foell (ed.), Proceedings of the Conference on Management
of Regional Energy/Environment Systems (Laxenburg, Austria: International Institute for
Applied Systems Analysis, in press).
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It is hoped that in the future a more satisfactory correspondence between regional
and central planning will be achieved.
Our collaboration with IIASA, especially in preparing for and attending the
1975 Three-Region Workshop, has brought us new knowledge that is of great value
for our work in energy planning. For instance, we fully agree with the conclusions
presented at the 1975 Workshop on the benefits of district heating, and we are
going to continue to develop this energy technology in the GDR. Four rationales
underlie our expansion plans. We want to (1) utilize our lignite in the most efficient
way, (2) protect the environment, (3) offer the population a maximum of conveni-
ence, and (4) help the economy. Currently, district heating is being developed to as
great an extent as the nation can afford economically. At the present time about
75 percent of all new flats are connected to district heating. During modernization,
existing residential districts are also being partially adapted to district heating. To
achieve economy, standardized heating power stations with steam generators of
320tons/h and 60MW turbines (and larger) have been developed and will become
operational within the next few years.
Our interaction with IIASA also encouraged us to examine the potential for
developing solar power in the GDR. We have concluded that, due to the geographic
conditions of our country, the solar electric option cannot be seriously considered
for the near future. Only the production oflow-temperature heat for hot water and
space heating seems promising. For this purpose, the GDR has begun large-scale
production of solar collectors. Despite our plans for the development of solar
power, it appears that the contribution made to total primary energy requirements
by this energy source by the year 2000 will be very small. Economic reasons under-
lie this rather pessimistic estimation. At present, the costs of supplying heat from
solar energy are twice as high as the costs of supplying heat from oil and six times
higher than the costs of supplying heat from lignite briquettes. The cost of solar
collectors must be lowered, and their efficiency must be increased. In addition,
efficient heat storage systems must be developed for times when solar energy is not
available.
The application of the IIASA models to Wisconsin, Rhone-Alpes, and Bezirk X is
very promising for long time horizons. However, for shorter horizons, like the year
2000, it is necessary to investigate the effect of the energy scenarios on the econ-
omy, as well as on the environment. Such an analysis would make decisions possible
that serve society as a whole. Even the scenario that is best in terms of environ-
mental control is worthless if the society is not able to pay for it.
A last note on the question of industrial energy intensiveness in the GDR: At the
1975 Workshop there were vehement discussions about the great decreases in
industrial energy intensiveness which were assumed to take place in the scenarios
until 2025. In the GDR, an annual rate of decrease of five percent in energy inten-
siveness is used as a basis for planning for the next one to two decades. This corre-
sponds to past trends. However, an extrapolation beyond the year 1990 is not
possible. Over longer time periods, significant changes in economic structure may
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occur which could affect energy demand. In order to make realistic estimates of
industrial energy intensiveness for years after 1990, complex economic analyses
are needed.
Now let us turn to the environmental sphere. At the time that our collaborative
venture with nASA began, we were aware that environmental problems would have
to be integrated into the energy models, but it had not yet been done. Therefore,
this aspect of the nASA research was of special interest to us. At the present time,
two important environmental factors, land use for open pit lignite mining and its
reclamation, and 802 emissions and ground level concentrations (as criteria for air
quality), have been built into our model, and soon we expect to include water, as a
limited resource, as a third environmental factor. Through a vigorous land recla-
mation program, the adverse effects of land use for mining have been almost com-
pletely eliminated in the GDR.
The work carried out by the IIASA team on pollution levels in the GDR has led
us to compare ground level 802 exposures as calculated by our own models with
the exposures calculated by the IIASA models. The comparison revealed a good
correspondence for low- and medium-level sources, but for point sources with
tall stacks (120 m or taller), the figures calculated by our models were larger than
those calculated by the nASA models. The explanation may lie in differences in the
stack heights, differences in the meteorological conditions, or differences in the
allocation of emissions from large point sources (that actually lie 10--20 km away
from the city center) to the urban area.
As a next step, we studied large emitting sources in more detail, and disaggre-
gated 802 emissions in a district capital into those caused by industry, district
heating, and low-level heating sources - classes similar to those used in the IIASA
work. The emissions and resulting ambient concentrations associated with these
sources were projected until 2025; then, in an extension of the IIASA sensitivity
analysis of the environmental implications of district heating, the effect of a flue-
gas desulfurization policy on pollution levels from industry and district heating
emission sources was studied. The results indicated that under our conditions of
primary energy supply, district heating and flue-gas desulfurization must be used
together in order to improve air quality in the future. In presenting such fmdings
to decision makers, it is very helpful to have evidence from other research teams,
like nASA's and our own.
Finally, we have made an analysis of the economic implications of several 802
emission control strategies. A comparison was made of the costs of improvements
in ambient air quality in urban areas because of urban sources and surrounding large
point sources of emissions. It was found that increasing the stack heights of district
heating plants outside the urban area from 180 to 300 m would be effective, but
not possible because some stacks would interfere with air traffic. Although flue-gas
desulfurization is more costly than increasing stack heights, it must be used for
these stacks. For existing plants within an urban area, costs being equal, one would
prefer flue-gas desulfurization to increases in stack heights for environmental
72
reasons. For industrial emitters situated in the urban area, a change-over to district
heating produced from a combined cycle plant situated 20 km from the city center
is clearly a cost-effective way to reduce exposure in the urban area. For more
distant new power plants (Le. over 30 km from a city center), it is more economical
to assure that stacks are sufficiently tall (300 m) than to use flue-gas desulfurization.
As these remarks suggest, our collaboration with the IIASA regional energy/
environment management study has proved to be of notable relevance to our own
planning. The IIASA work has underscored our interest in the expansion of district
heating networks and the integration of environmental factors into energy planning,
and spurred the development of the solar option. Our planning is now reaching new
levels of precision, through a regional focus on energy demand and supply, through
specification of sources of pollution, and through the testing of pollution control
strategies.
4I. INTRODUCTION
Alternative Energy!Environment
Futures for the German Democratic
Republic
This chapter describes the background, assumptions, character, and results of the
three alternative futures developed for a region within the German Democratic
Republic (GDR). The concept and objectives of writing alternative futures are dis-
cussed in detail in Chapter 3. Major emphasis is given in this chapter to what is
termed the "Base Case" to provide a framework for comparison with the other two
alternative futures (scenarios).
The rest of this introduction describes the character of the region studied, the
character of the data, the policy questions of concern within the region and an
overview of the three scenarios. Section II presents the base case in detail. Section
III describes the two other scenarios, compares them with the base case scenario,
and then presents some sensitivity studies that relate to certain policy issues.
Finally, some overall conclusions are presented in Section IV.
An overview of the GD R is contained in Appendix A, and we need only describe
here three major aspects: 1
• Human geography - the majority of the population (- 63 percent) resides in
the lower one-third of the country.
• Economic geography - most of the industrial production (68 percent) occurs
in the lower third of the country.
• Resource geography - almost all of the lignite is produced in five of eight
Bezirks in this lower third of the country.
Chapter 4 was written by Robin Dennis - lIASA.
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TABLE 4.1 Comparison of Bezirk X and the GDR
Population (X 106 )
Rural population (%)
Land area (km')
Population per km'
Industrial net goods per capita (mark)
Freight (rail and truck) per capita (ton-km)
Passenger cars per capita
Per capita end-use energy consumption
00' cal)
Electricity (kWh)
Per capita generation
Per capita net export and losses
Per capita consumption
Primary energy per capita
(including exported energy) 0 O' cal)
Primary energy use per capita
(excluding exported energy) 00' cal)
Bezirk X (970)
1.425
46.2
4,820
290
9,831a
3,789
0.063
20.31
9,430
5,937
3,493
110.7
37.8
GDR (972)
16.95
45.6
108,000
157
4,495
3,443
0.083
24.8
4,103
319
3,794
42.4
- 42.4
SOURCES: Statistisches Jahrbuch 1974 der DDR;' Institut fur Energetik;' United Nations
Economic Commission for Europe;' Doblin;5 United Nations Economic Commision for Europe. 6
a 1975 value.
1 2 3
5
t. 6
7
-
10
9
11
12
FIGURE 4.1 Map of Bezirk X.
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LA. BEZIRK X
Difficulty in obtaining official data of the breadth and depth needed and in the
short time required by the research program necessitated the construction of a
fictitious Bezirk, or administrative region, named Bezirk X. The alternative was to
model the entire GDR or a part of it. Bezirk X, shown in Figure 4.1, is a regional
composite of a typical industrial Bezirk of the lower third of the country, such as
Leipzig, Halle, Kar1-Marx~tadt, or Dresden? The main features of Bezirk X are: 3
• Human geography - Subregion eight is a major city of 535,000 people
surrounded by a rural area (subregion seven). Each other subregion has a single
town; the average population per town is 23,000. This characteristic of having a
single major city in the region is similar to Wisconsin and Rhone-Alpes, although
the population of the Bezirk's main city is half that of Milwaukee, Wisconsin, or
Lyon, France.
• Industry - Bezirk X represents a highly industrialized region of the GDR; the
Bezirk produces industrial goods for the rest of the country, as is evident in Table
4.1. This industrial character is comparable with the relation of Rhone-Alpes to
France, but not so much with the relation of Wisconsin to the United States.
• Resources - Large amounts of strip mining occur in Bezirk X and account for
20 to 25 percent of the GDR totaU This makes Bezirk X unique among the three
regions; Rhone-Alpes and Wisconsin have insignificant mineral fuel resources.
• Energy - Coal is the main energy source; there is significant use of district
heating for space heat and industrial processes.7 This contrasts greatly with
Wisconsin and significantly with Rhone-Alpes. The Bezirk is also an energy exporter.
• Environment - Bezirk X was defined to represent Bezirks with S02 pollution
problems?
For any results to be meaningful in this research context, Bezirk X must be
realistic and representative. Several indices are compared with the GDR published
statistics in Table 4.1 to demonstrate that this is indeed the case, and to show the
industrial character of Bezirk X. The Bezirk, in strong contrast to Wisconsin, and to
a lesser degree to Rhone-Alpes, is a major energy source for the GDR; in 1970 it
exported 66 percent of its primary energy flow to the rest of the country.
LB. THE DATA
1.B.1. General Characteristics
The framework for the data to be compiled for Bezirk X was defmed by collabor-
ative efforts of the IIASA and Leipzig researchers based on the methodology
presented in Chapter 3. Values for many variables that span the 55-year study
period were compiled in Leipzig and sent to IIASA where the models were run.3
Through the year 1995 these data represent the outlook of the "20-year
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plan"· of the GDR for industrial Bezirks; from 1995 to 2025 they are an extra-
polation of the trends exhibited by the 20-year plan.2 For all of the demand sectors
and the supply sector, the data were supplied for the twelve Bezirk X subregions
(Kreise). In some cases, statistics available in the GDR did not fit the detailed
Wisconsin Regional Energy (WISE) model requirements, and alternative means
were defined to obtain the needed results.
I.B.2. Special Constraints
Several factors, in addition to the ones mentioned above, make this composite
GDR Bezirk stand apart from the other two regions. First, the GDR planning
process takes a relatively long (20-year) detailed planning horizon with a high
emphasis on plan implementation. Thus, the near future is fairly tightly constrained
in the scenario development. Second, the population of the GDR is expected to
decrease slightly and then remain constant. This removes a major force for the
increase in energy demand, so that the GDR represents an industrial zero popu-
lation growth (ZPG) society. Third, the unique features of lignite as the energy
base, with its low energy content, high water content, and high transportation
costs, played an important role in the composite Bezirk.
I.C. SCENARIO DEVELOPMENT
I.e.i. Rationale
As discussed in Chapter 3, scenarios have several objectives. The most important is
their use in addressing policy questions of interest to the region. Policy questions
of special concern to the GDR include:
• Urban Setting - How is the energy use and environmental impact connected
to the urban setting, especially with high use of district heat?7.8.9
• Transportation - What are the consequences of present trends for intercity and
intracity transport and of a greater dependence on automobiles than desired?2.1o
• Energy Supply - What are the demands on the present resource base of
lignite in view of energy self-sufficiency and what new fuels might help to meet the
demand for energy?2.10
• Economic Growth - What is the relationship between energy use and supply
and desired economic growth?2,7.1o
• Environment - There is a very strong interest in connecting energy use and
environmental impacts and a strong interest in environmental control, especially
cooling-water requirements and air pollution.2.7.8.9,ll
* An official "20-year plan" is not developed in the GDR. (See Section I. of Appendix B).
We use this term to describe what the Leipzig Institut flir Energetik refers to as "long-term
development over 20 years."
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The scenario methodology calls for the systematic comparison of various altema-
tive futures. Several discussions were held between the IlASA and Leipzig researchers
to discuss criteria for combinations of interests, assumptions, and boundary con-
ditions for different scenarios. With the backdrop of the above interests, the require-
ments of the WISE models, and the GDR planning process, it was decided that
Bezirk X should be defined by the Leipzig researchers and that the objectives of the
GDR 20-year plan should form the foundation for the Base Case scenario. The
input data to the year 2025 for the Base Case, described in detail below, were to be
provided by the Leipzig researchers, along with any special constraints or boundary
conditions for other scenarios.3 The nASA team and the Leipzig group felt that
following the 20-year plan for the Base Case would best reflect the GDR's interests
and concerns.
Two other scenarios were also chosen to illuminate regional structure, policy
questions, and various sensitivities to energy and environment. The writing of these
scenarios was begun in the meetings between the Leipzig and nASA staffs; after the
Base Case was received from Leipzig, the other two scenarios were further defined
at nASA and completed there. A concerted attempt was made at nASA to remain
in the spirit of the boundary conditions developed with Leipzig. Thus, certain
basic socioeconomic variables, such as population, industrial growth, service sector
growth, and housing were not varied from scenario to scenario. In a few instances
the nASA team felt that parameters should be varied over a greater range than that
recommended by the Leipzig team. Such judgment was used sparingly in the two
scenarios which were developed in addition to the Base Case.
I.C.2. Sketch a/the Scenarios
The three scenarios can be briefly characterized as follows:
eS 1: Base Case - This scenario follows the objectives of the long-term GDR
plan until 1995 and represents an extrapolation of the trends from 1995 to 2025. A
considerable industrial growth shapes the character of this scenario.
eS2: High-Energy Case - The assumptions for this scenario tend to result in
higher energy use in the transportation and industrial sectors. Supply options are
highlighted in sensitivity studies. An objective is to elucidate impacts of industrial
efficiencies and demands on the Bezirk's resource base as well as on the environ-
ment. Lax environmental controls are assumed.
eS3: Conservation Case - This scenario includes some technical conservation
policies, with emphasis on solar energy and energy efficiencies in automobiles and
homes. Strict pollution control is assumed.
Factors that remain constant across scenarios are
e Population growth
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FIGURE 4.2 Basic economic indicators of Bezirk X (Source: Institut fur
Energetik3 ) .
• Housing growth and ratio of single-family homes to apartments
• Industrial growth
In Chapter 3, the breakdown of the scenarios into building blocks was discussed.
Table 4.2 presents a key-word overview of the three scenarios in this form.
II. BASE CASE SCENARIO
II.A. BASIC ASSUMPTIONS
The most important socioeconomic data provided by Leipzig3 are shown in Figure
4.2 (normalized to 1975) and Figure 4.3.* The dominant feature is that the industrial
growth is extreme, an exponential growth of 8.3 percent per year. This is much
faster than Wisconsin's or Rhone-Alpes' growth; and furthermore the Bezirk's
industrial growth does not taper off and shift into the service sector as it does in the
,. These socioeconomic indicators are the same in the three scenarios.
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FIGURE 4.3 Additional indicators for Bezirk X.
other two regions. Bezirk X differs appreciably from Wisconsin and Rhone-Alpes in
that it has no population growth; car ownership in 1975 was one-seventh that in
Wisconsin. However, the occupancy per housing unit is nearly the same as the other
two regions. By 2025 car ownership per capita will have increased in Bezirk X by a
factor of 2.66; although this increase in car ownership is much greater than in
Wisconsin or Rhone-Alpes, there will be fewer cars per capita in the GDR in 2025
than in Wisconsin and Rhone-Alpes.
Assumptions that are important to the Base Case are shown in Figures 4.4 to
4.7. The figures are self-explanatory, but it is worth pointing out in Figures 4.4 and
4.5 the dominance of coal in service and residential space heating in 1970, the
emerging dominance of district heating by 2025, and the relatively low penetration
of electricity and gas by 2025. Coal is still important in 2025 because of Bezirk X's
resource base; the low penetration of electricity by 2025 reflects an attitude of
careful use of primary energy to remain as nearly energy-sufficient as possible.
The Leipzig research group provided dwelling unit demolition and construction
projections for each subregion; these vary across the Bezirk. Space heating require-
ments for a given fuel type for old and new homes were also provided, but since the
difference was only 6 percent, the same value was used for old and new homes. In
the residential sector, one- and two-family houses are 20 percent more energy
intensive than apartment units. The space heat requirements for the service sector
were provided on a per worker basis. By 2025 there was a 1 percent decrease in the
81
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FIGURE 4.5 Representative contributions to service sector heating by fuel type
for the small cities in Bezirk X.
average space heat required per worker. For these two sectors the fraction of the
space heat demand met by a given fuel type was provided until the year 2025 as
shown in Figures 4.4 and 4.5.
Saturation curves until 2025 were provided for all of the major secondary
appliances. A sample is shown in Figure 4.7 where it can be seen that selected major
electric appliances, such as clothes driers and single-room air conditioners, have a
low priority in Bezirk X's plans for the future. 2
The industrial sector was divided into six categories: metals, metal processing
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FIGURE 4.7 Saturation curves for selected appliances in households in Bezirk X.
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TABLE 4.3 Base Case Transportation Indices for Bezirk X
Cars per household
Auto use (km{yr)
Mass transit (l06 passenger-km{yr)
Intercity
Intracity
Freight (l09 ton-km)
1970
0.173
9,000
4,420
1,240
5.4
2000 2025
0.54 0.65
9,500 8,700
6,100 6,100
1,225 1,190
36.0 215
TABLE 4.4 Characteristics of Bezirk·X Fuels
%Sulfur % Ash Heat Value
Lignite
Briquettesa
Coal gas
1.35
2.7
10
5
2,300 kcal{kg
4,700 kcal/kg
3,380 kcal/m 3
a A I-kg briquette requires 1.9 kg of lignite.
and fabrication, chemicals, building materials, light industry, and other. The indus-
tries in Bezirk X of major importance for energy are chemicals and metal process-
ing and fabrication. Industrial and service activity are different in each of the
Bezirk's subregions; three subregions dominate the industrial activity (much like
Rhone-Alpes). The industrial energy intensiveness shown in Figure 4.6 drops quite
steeply in accordance with GDR historical trends of the past several years.2 (France
also has a declining industrial energy intensiveness, but the decline is not as rapid.)
A view of the Base Case transportation picture is given in Table 4.3. Mass transit
is high, but does not grow significantly; automobiles triple in number, but owner-
ship remains at half the current U.S. value; freight transport, following industry,
increases dramatically.
In the energy supply sector, coal-fired power plants produce 100 percent of the
electricity through 1995, after which nuclear power is allowed to penetrate. By
2025 three pressurized water reactors (PWR) with a total capacity of 1,228 MW are
assumed to exist in the Bezirk.10• 12 No other fuels are assumed for electricity pro-
duction. It is important to note that the Bezirk is an electricity exporter and remains
so through 2025. A lignite strip-mining capacity of 60 million tons per year was
specified for Bezirk X by the Leipzig researchers; this was interpreted as a resource
limit and desired mining capacity limit. This limit, maintained through the year
2025, represents about 20 percent of the present GDR coal tonnage and about 20
percent of the expected sustained peak of GDR coal tonnage for future years. 1• 2
A significant amount of lignite production goes into briquette export from the
Bezirk: 27.9 million tons in 1970 (49 percent of total coal production in the
Bezirk); 19 million tons in 2000 (32.4 percent of the total); and 1.9 million tons in
84
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FIGURE 4.8 Annual end-use energy demand by sector (Base Case scenario for
Bezirk X).
2025 (3.2 percent of the total). The export of briquettes makes up 86.5 percent,
84.7 percent and 42.4 percent of the briquette production in 1970, 2000, and
2025, respectively. Table 4.4 presents some important characteristics of Bezirk X
fuels. Bezirk X imports oil, small amounts of anthracite coal, and natural gas.
II.B. ENERGY DEMAND RESULTS
II.B.l End-Use Energy
Figure 4.8 shows the total annual energy demand calculated by the models for the
Base Case scenario developed by Leipzig and IIASA. Figure 4.9 presents the annual
per capita end-use energy by sector for the years 1970,2000, and 2025.
Residential demand hardly changes, because coal is being replaced by more
efficient district heat and demand-efficient electricity. The service sector grows
steadily, but the energy demand per worker remains almost constant. Industry and
transportation energy demands increase rapidly even with the large improvements
in energy intensiveness in industry. Figure 4.10 shows the industrial end-use demand
by sector, and Figure 4.11 shows this same industrial demand by fuel type. District
heat is dominant in industry in 1970 and remains so; the demand for electricity
makes up most of the remainder of the total demand by 2025. To keep the indus-
trial energy demand at its present growth rate of 2.38 percent per year, the energy
intensiveness of district heat use in the industry decreased by more than a factor of
10, while electricity energy intensiveness decreased overall by less than a factor of 3
in 55 years. This great increase in the efficiency of low-temperature district heat is
difficult to explain.
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FIGURE 4.10 Industrial end-use energy demand by fuel type (Base Case scenario
for Bezirk X).
Figure 4.12 shows the transportation demand disaggregated into its components.
The effect of the increase in car ownership is apparent; the freight component is
tied to the industrial growth. Associated with freight and intercity mass transit end-
use energy demands are increases in efficiency due to significant shifts from coal
and diesel trains in 1970 to electric-powered trains by 2025 (diesel efficiency is
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FIGURE 4.11 Industrial end-use energy demand by fuel type (Base Case scenario
for Bezirk X).
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FIGURE 4.12 Per capita transportation end-use demand by mode (Base Case
scenario for Bezirk X).
284kcal/ton-km and electricity is 44kcal/ton-km*. Mass transit in the Bezirk is
more important than in the other regions, because of intercity use of trains. Energy
• This is end-use energy and does not account for waste heat in electrical generation or trans-
mission losses. However, the electrical transport remains more efficient even after accounting
for these factors.
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FIGURE 4.l3a Residential end-use demand per capita by type (Base Case scen-
ario for Bezirk X).
use per capita in transportation increases more rapidly than the other two regions
because of the dominance of freight. Residential end-use demand per capita for
base appliances and secondary appliances is shown in Figure 4.13a (secondary
appliances are 100 percent electric). By 2025 district heat accounts for 35 percent
of the residential space heating demand. Since the number of dwelling units stabil-
izes by 2000, the replacement of the more energy-intensive coal by district heat and
electricity (Figure 4.l3b) causes the end-use energy demand for space heating to
drop between 2000 and 2025. These are the main demand sector results for the
Base Case.
II.B.2. Supply Sector Results
Table 4.5 shows the total primary energy supply by fuel type calculated to meet
the end-use energy demands of Scenario SI, the Base Case. The total lignite pro-
duction by category of use in Bezirk X is given in Table 4.6. In 1970,48 percent of
the lignite produced was exported as briquettes. The total coal produced per year in
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the Bezirk remains rather constant, according to long-term planning for the Bezirk
as specified by the Leipzig researchers. Resource base longevity was a major reason
for this constraint on coal production in the scenario.
The two largest components of the supply sector in 1970 are the export of
briquettes (43.8 percent of the total primary energy) and the export of electricity
(14 percent of the total primary energy). Table 4.6 shows that electricity production
and briquette export required most of the coal in 1970 (84 percent of the total). In
2025 these two still require 82 percent of the total; however, almost all of the coal
is now going to electricity production and very little to briquette export; a trade-off
has occurred as a result of the industrial demand for electricity in Bezirk X. District
heat requires the second largest amount of coal by 2025, but it still requires a
minor amount compared with electricity.
While energy exports are 58 percent of the Bezirk's primary energy flow in 1970,
they are only 14.8 percent of the total primary energy flow in 2025. The Bezirk is a
strong energy supplier for the rest of the country in 1970, but it is unable to main-
tain this after 2000 because of its own industrial energy demand and the limit
89
TABLE 4.5 Primary Annual Energy Flow in the Supply Sector for Bezirk X
(lOiS calfyr)
Coal
Briquettes ElectricityO District heatO
Nonbriquette Bezirk Export Bezirk Export Briquettes other
1970 3.41 10.9 69.1 17.0 22.0 13.5 10.5
2025 1.20 6.4 4.7 66.2 22.6 0.7 36.6
Gas Oil Nuclear Other
1970 0.90 4.4 0.0 6.3
2025 3.2 30.2 19.5 0.0
° Includes efficiency losses.
TABLE 4.6 Annual Lignite Coal Demand in Bezirk X (106 tonsfyr)
Direct Use Indirect Use Via Briquettes
Electricity District Heat Direct Demand District Heat Export Total
1970 21.1 4.7 3.4 1.1 27.9 58.2
2025 42.6 7.2 1.1 1.7 1.9 54.5
placed on annual lignite production. This could have important consequences for
the energy supply for the rest of the country. The GDR will most likely have to
begin importing significant quantities of energy if it maintains the high industrial
growth represented in the Base Case.
II.C. ENVIRONMENTAL IMPACTS
A limited number of quantified impacts have been chosen to highlight different
aspects of the chain of energy-related environmental impacts that have been cal-
culated by the environmental impact models. The overall methods for calculation
are described in Chapter 3. The environmental effects selected for presentation here
are representative of impacts that are judged important to the Bezirk or to the
GDR.2• 7,8,IO,l1 They highlight important aspects but by no means form a complete
set of information. As mentioned in the discussion of the evaluation of options
(Appendix E at the back of the book), not all impacts have been quantified; there-
fore, some individuals may feel that other quantified impacts or selected unquanti-
fied impacts are more important. The emphasis in this section is on quantified
human health and safety impacts and particularly on air pollution effects. 13• 14,15
The emission control factors for fossil fuels assumed for the Base Case are shown
in Table 4.7. 10 Emissions of 802 are shown in Figures 4.14-4.16. Figure 4.14
presents different measures of emissions for the entire Bezirk; Figure 4.15 gives the
total 802 emissions by sector for 1970, 2000, and 2025. The large decline in the
I
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FIGURE 4.14 Selected indicators of total S02 emissions (Base Case scenario for
Bezirk X).
TABLE 4.7 Assumed Control Factors for Particulates and 802 for the Base Case
in Bezirk X (percentage removed prior to emission)a
1970 2000 2025
P.M. b SO, P.M. SO, P.M. SO,
District heat
Coal 70 0 95 35 95 35
Industry
Coal 60 0 95 6 95 20
Oil 0 0 0 50 0 50
Gas 0 0 0 20 0 40
Electricity generation
Coal 80 0 99 30 99 60
a The service and residential sectors had no controls, except for a refinery-produced 50% reduc-
tion in the sulfur content of oil by 2000. The district heat SO, control in 2000 was assumed
to be a combination of SO, control at the plant and a reduction of sulfur content of the coal
and oil used.
/> Particulate matter.
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FIGURE 4.15 Demand sector and electricity 802 emissions (Base Case scenario
for Bezirk X). D.H. stands for district heat.
non-district heat emissions in the residential and service sectors is striking. Figure
4.16 shows the emission by subregion and by residential, service, and industrial
sectors for 1970 and 2025. The large variation in emission among subregions is an
important factor in the calculation of selected health impacts associated with S02.
Subregion 9 has a very large emission relative to the other subregions, primarily
because all briquette production is in Subregion 9 and because a large quantity of
low-temperature heat is used in that district. Of the 206,000 tons of S02 emitted in
Subregion 9 in 1970,81 percent is associated with the briquette factory.
The electrical generation and industrial sectors account for most of the S02
emissions. However, health effects are not directly proportional to emissions; the
character of the emission sources must be taken into account. For example, the
percentage of the emissions in each emission class (sources with high, medium, and
ground-level release heights) and their respective percentage of the calculated average
ground-level concentration (average dose) are shown in Figure 4.17 for two Bezirk
cities. Clearly, the near-ground-Ievel emissions from the residential and service sec-
tors are much more important for human health impact than the relative magnitude
I
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of their emission would indicate. This is primarily attributable to differences in dis-
persion for the three types of emission sources. IS
Even though the calculated results indicate that S02 emissions will increase with
time in the Bezirk main city, the average ground-level concentration (dose) declines
(Figure 4.18). The increasing use of district heat in the residential and service sec-
tors causes the decreasing ambient air concentrations. The district heat plants have
tall stacks, while the individual heating units that district heat replaces have near-
ground-level release heights.
The calculated dose can be used with the S02 health impact model 14 to provide
an indication of premature mortality and excess morbidity related to air pollution.
The premature mortality and excess morbidity are expressed in terms of person-
days lost (PDL). Health impacts and accidents of different severity have various
quantities of PDL associated with them. For example, excess asthma attacks and
aggravation of heart and lung disease in the elderly have one POL per even t, and
each premature fatality has 6000 PDL associated with it. PDL from accidents, mor-
bidity, and mortality related to energy use can be aggregated to obtain a measure of
the total quantified human health and safety impact.*
* Because some impacts are not quantified, the total quantified health and safety impact clearly
cannot be equated to the total health and safety impact.
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FIGURE 4.19 Human health impact in terms of person-days lost (Base Case for
Bezirk X). OA - occupational accidents; OH - occupational health; PA - public
accidents; PH - public health.
The total PDL within Bezirk X for energy production and use in 1970 and 2025
is shown in Figure 4.19; the total PDL is divided into components of accident and
health for both occupational and general public impacts. In 1970 the Bezirk suffers
a major human health and safety impact associated with energy export. The largest
share of the PDL resulting from energy export is public accidents, Le., accidents
resulting from the transport of the energy sources, such as lignite and briquettes. In
contrast, the largest quantified impact within the Bezirk due t~ the Bezirk's own
energy use is public health PDL from air pollution. In 2025 the public health impact
from energy use within the Bezirk is approximately equivalent to the sum of PDL
from energy-related occupational accidents and public accidents. Although 802
emissions increased from 1970 to 2025 (Figure 4.14), the public health impact
within the Bezirk in 2025 is slightly less than in 1970 mainly because of 802 con-
trols and shifts to district heat. The small occupational health impact in 2025 is the
radiation health impact on nuclear power plant personnel. Human health and safety
impacts in the Bezirk associated with energy export in 2025 are significantly reduced
from the 1970 level because energy export is reduced (Table 4.5).
Table 4.8 shows the quantified PDL, classified by the cause of the person-days-
lost (occupational accidents, public accidents, occupational health, or public health),
the location of the impact (inside or outside the Bezirk), the source of the impact
(plp{'tri{'~l nr nonelectrical system), and whether the energy associated with the
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impact is used inside the Bezirk or exported. The quantified impacts outside the
Bezirk that result from energy use within the Bezirk are not as large as impacts
within the Bezirk; yet, these effects outside the Bezirk are not insignificant. The
total POL inside the Bezirk, categorized according to energy use within the Bezirk
and energy export, form the basis for Figure 4.19. Public health and public accidents
that result from involuntary exposure are responsible for a sizeable majority of the
total POL both within and outside the Bezirk. The total POL resulting from energy
use in 2025 are equivalent to 24 premature deaths.
Human health and safety has been emphasized here because it is generally con-
sidered one of the most important categories of quantified impacts. Other environ-
mental impacts associated with the GOR scenarios are presented in later sections
and in Chapter 7.
II.D. IMPORTANT ASPECTS OF THE BASE CASE SCENARIO
Several important features of Bezirk X emerge from the Base Case. The first of
these is the extreme dominance of the energy use by industry and the freight com-
ponent of transportation, two sectors that are closely connected. The high energy
use of freight transport is also associated with the large energy export foreseen by
the scenario. Essentially, three factors underlie the energy growth in these sectors:
• Zero population growth removes a cause of increased energy use from the
other sectors.
• The Bezirk is a major industrial area that must produce goods for the rest of
the country as well as for itself.
• The planning of the GOR has a strong emphasis on high industrial growth
compared with present trends in free-market countries.
The possibility of continuing industrial growth and decreasing industrial energy inten-
siveness even after the year 1995 in the Bezirk was the subject of much discussion
during the workshop; some participants from the other two regions expressed great
doubts that the industrial projections could be realized. The GOR participants
pointed out that Bezirk X is embedded in the country and is not independent of
the whole in its production. In addition, the assumed decreases in energy intensive-
ness for industry, as anticipated by the Leipzig researchers, are in fact historical
trends of the past 10 years.
The nonfreight components of transportation deserve attention. The increase in
energy use for automobiles is solely due to an increase in car ownership per house-
hold (only a small improvement in fuel economy per car can be expected). The total
mass transit energy use is dominated by long-distance train and bus travel, 78 per-
cent and 84 percent of the passenger-km in 1970 and 2025, respectively. This
implies an extensive use of trains and buses for intercity travel. As in 1970, trains
account for three-fourths of the intercity mass transit passenger-km in 2025 and
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become increasingly energy-efficient as steam engines are replaced by diesel engines
and then diesel engines by electric engines. Freight transport is very energy-efficient
in this scenario because all intercity freight hauling is by rail (there is no trucking).
In the residential sector after the year 1990, there is a decrease in end-use energy
per capita, clearly noticeable in Figure 4.l3a.* This decrease is the result of a shift
from coal to district heat, electricity, and gas, each of which requires less end-use
energy than coal. No changes in housing structure or insulation patterns occur.
Among appliances, penetration of dishwashers, deep freezers and clothes dryers is
low; room air conditioners penetrate even less, and central air conditioning is not
introduced. These projections reflect an official GDR attitude toward the best use
of resources.
From an environmental perspective, district heat is quite significant; it results in
lower ground-level air pollution concentrations in the urban area than does normal
space heating with equivalent emissions. This health impact advantage disappears
when the air pollutants disperse from the urban area to the rural areas because the
effect of space-heating emissions is roughly the same, whether they come from a
district heating plant or household units.
Bezirk X, unlike Wisconsin and Rhone-Alpes, not only absorbs environmental
impacts due to its own consumption of energy and goods, but it also absorbs large
impacts, especially before the year 2000, associated with demands outside the
region. Bezirk X exports a lot of its electricity and coal briquettes, and its industry
produces for the rest of the country. The impacts associated with energy production
for industrial exports and energy export occur mostly within the Bezirk because
lignite is the basic fuel and no lignite is imported into the Bezirk, even by 2025.
II.E. OBSERVA nONS ON THE BASE CASE SCENARIO
The Base Case for Bezirk X represents an extrapolation of the GDR's 20-year out-
look for industrial regions of the country. This 20-year outlook provided a consist-
ent set of socioeconomic and technical assumptions for the scenario development.
Extrapolating the trends in the GDR outlook had inherent uncertainty associated
with it; no claim is made about the likelihood that the Base Case will be realized.
The Base Case did point up several problem areas, which is one of the reasons that
the scenario approach is useful.
One major area of concern was the likelihood of a high rate of industrial growth
continuing over such a long time-span. By 2025 the industrial output per worker
must increase by a factor of 80 over the output in 1970, a heroic achievement to
say the least.
A closely related area of concern was the continuing decrease in industrial
energy intensiveness over the entire 55 years. The projected tenfold increase in the
efficiency of the use of low-temperature heat (district heat) in industry is difficult
• The average number of people per household is constant after 1990 (Figure 4.3).
I
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to justify. The decreasing intensiveness coefficients do represent recent historical
trends; however, analysis of their correctness is complex because both space heat
and process heat demands are combined in the coefficients.
The Base Case indicated that the twin objectives of energy export and material
export (industrial goods) could not be maintained, even with the large increases in
industrial energy efficiency posited. An increase in mining capacity would be
required to do both, reducing the lifetime of the GDR's resource base and forcing
an earlier relinquishing of energy self-sufficiency in coal.
Growth rates of end-use demand and total electricity produced, 4.3 percent and
6 percent, respectively, were quite representative of current European experience4
and for electricity, representative of earlier Wisconsin experience. Electricity, as in
other countries, grows somewhat faster than total energy consumption.
The Base Case indicates that the population living in Bezirk X accepts a large
environmental burden for the welfare of the rest of the country. In the beginning
years the burden is the result of energy export, and in the final years of the scenario,
it is the result of material export.
Other observations on the Base Case are made in the following comparison with
the other two scenarios and in sensitivity studies. Comments concerning modeling
difficulties are presented in the conclusion of this chapter.
III. OTHER SCENARIOS
Two additional scenarios will be presented here and compared with the Base Case.
There will also be a selection of sensitivity studies that highlight features of Bezirk
X. The two additional scenarios have been simply labeled as the High-Energy Case,
S2, and the Energy-Conservation Case, S3. The rationales for their development is
as follows:
• High-Energy Case (S2): Some energy aspects of the Base Case appeared ques-
tionable over the long term. These were (1) the industrial energy intensiveness, (2)
long-distance freight hauling only by rail, and (3) the low number of cars per house-
hold through 2025. Changes in these characteristics were the primary basis for defi-
nition of the high case. No economic parameters were changed.
• Energy-Conservation Case (S3): Here energy-saving technological modifi-
cations were introduced into a Base Case that was already quite energy conserving.
Major changes were (1) improved fuel economies, (2) stricter insulation standards,
and (3) the penetration of solar thermal and solar-electric alternatives. Again, no
economic changes were introduced.
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TABLE 4.9 Policies and Assumptions for Scenarios S2 and S3 for Bezirk X
Bezirk X: Scenario S2
Industrial energy-intensiveness decreases only I{3 as much by 2025 as in Scenario Sl
(similar to the Rhone-Alpes Base Case).
By 2025,80 percent of the long-distance freight (ton-km) is transported by truck.
The number of cars per household increases to 1.0 in 2025.
District heat penetrates less rapidly in the residential sector.
Supply: No nuclear power; large import of electricity.
No sulfur controls for fuels before 2025.
Bezirk X: Scenario 53
Insulation standards reduce 1- and 2-familY house space heat requirements by 20%:
• By 2000, 15% of the 1- and 2-family houses meet the new standards.
• By 2025,60% of the 1- and 2-family houses meet the new standards.
Low-temperature solar space heat units that can replace 50% of the space heat demand in l-
and 2-family houses are made available beginning in 1980:
By 2025, 50% of 1- and 2-family houses constructed in that year have the new solar units.
The penetration of the solar units for space heat for the service sector matches the penetration
in the residential sector.
Industrial electricity energy-intensiveness is 20% lower than in Sl.
Transportation
• Penetration of electric auto is 10% by 2025.
• There is lower auto use per capita.
• Trains are 100% electric by 2025.
Supply
• 20% of electricity capacity is solar by 2025.
• There are two nuclear pressurized water reactors (PWRs) (818 MW) by 2025.
There are strict sulfur and particulate matter controls.
lILA. SCENARIO COMPARISONS
Table 4.9 gives the most important parameter changes for S2 and S3. Tables giving
energy supply, demand, and sources for the three scenarios can be found in the
Appendix to this chapter.
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FIGURE 4.21 Industrial end-use energy demand by scenario for Bezirk X.
Figure 4.20 shows a comparison of the total end-use energy demand for the
three scenarios. As expected, Scenario S3 is quite similar to Sl; the small differ-
ences are mostly attributable to industry and transportation. The industrial end-use
demand and the transportation end-use demand are shown in Figures 4.21 and 4.22.
The change in industrial demand is due only to a change in energy intensiveness; for
transportation the change is due to a change in transport mode and fuel economy.
Interestingly enough, the shift in favor of trucks for long-distance freight had about
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the same effect on the energy demand as changing the energy intensiveness for
industry. This has important implications for the Bezirk and the GDR, because
Scenario S2 provides for industrial energy conservation efforts similar to those cur-
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FIGURE 4.24 Land intensiveness of end-use and export energy production for
Bezirk X.
rently underway in the United States and Western Europe. However, the decrease in
industrial energy intensiveness for S2 is larger than even the Wisconsin conservation
case. This indicates that, with its postulated high industrial growth and with current
world industrial energy intensiveness trends (rather than the postulated efficiency
improvements), the GDR would have no hope of being energy self-sufficient past
the year 2000. In the residential and service sectors, there was no significant change
in the energy end-use demand for the three scenarios. Of interest is the use of dis-
trict heat and the penetration of solar-thermal; these will be discussed for the resi-
dential sector in the sensitivity studies described in section IlLB.
There are several significant differences in the environmental impacts for the
three scenarios. Some of these differences result from the fact that in Scenario SI,
the Bezirk is an exporter of an appreciable fraction of its electricity production,
whereas in S2, it imports a significant fraction of its electricity demand. This is
illustrated in Figure 4.23. Interestingly enough, for Sl, almost all of the coal pro-
duction initially used for briquette export is required to satisfy the Bezirk's own
demand for electricity by 2025. To be achieved, S2 would require a major mining
activity outside the Bezirk for the importation of electricity. Electricity rather than
coal would be imported because of the high lignite transportation costs in the GDR.
The large increase in mining activity (in the country as a whole) required by S2
would imply an earlier dependence on imports of primary energy for the GDR.
Total land disturbed (by coal mining, power plants, or nuclear reprocessing
plants) is shown in Figure 4.24 for the three scenarios; it is expressed in units of
land area per unit of end-use energy (including energy exported). In all scenarios,
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FIGURE 4.25 Demand sector emissions of particulates and S02 due to energy
use.
increasingly more land per unit of energy is required because of the continuing shift
to electricity and district heat (an increase of almost 50 percent by 2025 for
Scenario S I). In S I, mining accounts for 60 percent (~ 21.8 km 2fyr) of the land dis-
turbed in 1970 and 38 percent (~ 22.4 km 2fyr) in 2025; the rest of the energy-related
land use is for energy facilities. The shift to electricity does not require more land for
mining (because briquette export decreases at the same rate as the associated mining)
but does require more land for the additional power plants. The same applies to dis-
trict heat. In S3, the land intensiveness increases significantly in later years because
of more use of solar energy. By 2025, even though solar energy provides only 20
percent of total electrical capacity, it requires about 50 percent of the land needed
for aU energy facilities (power plants, for example); in fact, solar energy facilities
account for 35 percent of the total quantified land used for energy, including mining.
Sulfur dioxide and particulate matter emissions are shown for 1970 and 2025 by
sector and by scenario in Figure 4.25 (it should be noted that the emissions are
displayed on a logarithmic scale). The differences among scenarios are due not only
to changes in energy use, but to differences in assumed pollution control. In gen-
eral, however, the fact that in Scenario SI the emissions in 2025 are less than in
1970, even though total primary energy use is greater, can be attributed to emission
controls.
When these emissions are translated into ambient air concentrations, health
impacts can be calculated. As presented in Table 4.10, one indicator of differences
in the health impacts for the three scenarios is a comparison of the calculated num-
ber of days the standards are exceeded in selected cities. These numbers represent
ambient concentrations calculated by a dispersion model. 's Although the calculated
results are somewhat low compared to small samples of actual data, the relative
magnitudes are adequate for comparative purposes. Calibration with empirical data
is not possible because Bezirk X is a composite region.
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TABLE 4.10 Estimate of the Number of Days That S02 Standards in the GDR
Are Exceeded in Selected Bezirk Cities (GDR Standard = 150,ug/m3)
Number of Days
Subregion Number for the City°
2
8
9
12
1970
SI
3
24
59
2
2025
SI
10
13
20
2
S2
108
90
140
27
S3
10
9
25
I
o See Figure 4.1 for a map of the Bezirk and its numbered sUbregions.
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FIGURE 4.26 Total PDL due to end-use energy demand in Bezirk X over time for
SI, S2, and S3.
As mentioned earlier, one indicator of human health impact is person-days lost
(PDL). It is of interest to examine the total PDL in the Bezirk as a function of its
own energy demand. As shown in Figure 4.26, this indicator is a nonlinear function
of energy, mainly because there are mortality threshold effects in the air pollution
health impact model.
In 1970, only 30 percent of the Bezirk's PDL is attributable to electricity
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production. In all but S3, the share of the Bezirk's PDL due to electricity production
increases significantly during the time frame of the scenarios. This increase in elec-
tricity's contribution to total PDL has three main causes: (l) the fraction of space
heat demand met by district heat continually increases; (2) briquette production
for export dramatically decreases; and (3) electricity production increases. However,
if SOz controls are instituted as in S3, then there is no significant increase in elec-
tricity's share of total PDL. Thus controls on SOz emissions from electricity gener-
ation could have importance in terms of health impacts.
Since the Bezirk exports so much energy, it is of interest to see what kinds of
export-related impacts occur. Figure 4.27 compares the land in the Bezirk com-
mitted to meet its own energy demand with land related to energy export. For Sl
and S3, not until about 1990 does the land used for the Bezirk's own energy needs
equal the land used for exported energy. For export, the land use is almost entirely
strip mining, which necessitates land reclamation efforts in the Bezirk. By 2025 in
Sl and S3, much of the strip mining activity must support the Bezirk's own energy
demands.
In Figure 4.28 the human health impacts of energy export and internal energy use
are displayed. In 1970, over half the human health impact is due to the export of
energy. Health impact due to energy export in S3 remains low because of stringent
pollution control on electric power plants (95-percent SOz control is assumed).
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FIGURE 4.28 PDL in Bezirk X due to internal energy use and export.
Health impact due to energy export in Sl initially decreases due to the introduction
of improved S02 controls through 2000; from then until 2025, no significant
improvement in controls occurs, and any increase in energy use produces an increased
impact on health. S2 indicates the consequences of uncontrolled S02 emissions and
high energy use. In the year 2000 differences between S1 and S2 are largely due to
the difference in pollution control measures (compare with Figure 4.20), mostly
instituted in the electricity sector.
Various emission controls were included in the three scenarios. Scenario S1 had
moderate controls; S2 had low or no controls; and S3 had stringent controls. The
sensitivity of the S02 and particulate emissions from coal to these control assump-
tions is shown in Figure 4.29. The controls are specified according to five different
groupings; the difference between the groups is the ease (both technological and
economic) of implementation. They are normalized to the low control case (S2),
and expressed in terms of the percent of control greater than in S2. For example, in
the case of particulate emissions from electricity generation plants, there was 95 per-
cent particulate control in S2 and 99 percent in both S1 and S3. Thus the control
in S1 and S3 allowed release of only 20 percent as many particulates as in S2, as
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FIGURE 4.29 Sensitivity of the particulates and S02 emissions in Bezirk X in
2025 to different control levels.
can be seen in Figure 4.29. One may also conclude from this figure that controls are
most easily applied to electricity generation facilities because they are highly cen-
tralized; controls on industry are the next easiest because industry is also relatively
centralized and has money to spend on controls; buildings in the residential and
service sectors are the most difficult to control.
III.B. SENSITIVITY STUDIES
Several studies were conducted to examine how sensitive various scenario results
were to alternative assumptions. The results·of four representative studies are pre-
sented in this section.
II/.B.I. Electricity Supply and Emission Control
As expected, changes in types of electrical generation and emission controls affect
quantified environmental impacts both inside and outside the Bezirk. Study of the
effect of such changes on health was the objective of a sensitivity analysis (based on
S2) for 2025, which considered the following supply and control options:
• All electricity generated to meet Bezirk demand (62 percent must be imported)
is from coal-fired power plants; no control of S02 emissions is assumed. These are
the assumptions of Scenario S2.
• All electricity generated to meet Bezirk demand (62 percent must be imported)
is from coal-fired power plants; 90 percent control of S02 emissions is assumed.
• All electricity generated to meet Bezirk demand is produced within the Bezirk.
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Nuclear power (six pressurized water reactors) is used to generate the electricity
that otherwise would have to be imported. No control of S02 emissions from coal-
fired power plants is assumed.
The results in terms of quantified PDL related to electrical generation are dis-
played in Figure 4.30. The case with 90 percent S02 control and the case with
nuclear generation each result in slightly more than a 50-percent reduction in PDL
compared with the S2 results. The case with nuclear generation has almost all the
PDL within the Bezirk, while the non-nuclear cases have a significant share of the
PDL in regions outside the Bezirk (because most of the coal mining and electricity
generation to supply the Bezirk occurs in other regions).
If both S02 controls and nuclear generation were available, then a further
reduction in human health impact due to electricity generation could be achieved, a
reduction of approximately 75 percent compared with S2. In this case the majority
or the PDL would also occur in the region of energy use, Bezirk X.
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TABLE 4.1 1 Annual Space Heating Consumption in the Residential Sector in
Bezirk X (1012 cal).
Sl S3
Total Electric Total Electric Solar
1970 6,260 4.5 6,260 4.5 0
2000 6,370 452 6,260 426 26.5
2025 5,480 785 5,070 453 332
III.B.2. Solar Penetration in the Residential Sector
It was of interest to know how much potential saving there might be in space heat-
ing using solar thermal energy. Current estimates indicate that solar heating could
provide 50 percent of the space heat requirements of a single-family house in the
southern part of the GDR16 and electricity would provide the rest. In the sensitivity
study, solar heating was substituted for electricity in an increasing percentage of
new one- and two-family rural houses; the percentage increased from 0 to 50
between 1980 and 2025 (see Table 4.11).
The potential saving in 2025 from solar energy is 42 percent of the residential
space heat electricity demand. Of the total residential electricity demand (with
appliances) and the total residential space heat demand in 2025, solar energy
represents a saving of 22 percent and 6 percent, respectively. Solar energy can
replace a significant portion of the space heat electricity demand in Bezirk X, but
the amount of energy it represents is relatively low, even by 2025.
Seventy-five percent of the difference in the total energy for space heating between
S1 (Base Case) and S3 (Conservation Case) is due to the insulation standards and 25
percent to the increased use of district heating. The same amount of energy was
saved in 2025 with better insulation in 60 percent of the one- and two-family houses
(20 percent reduction in space heat requirement per home) as with solar space heat.
Of course the number of houses with solar space heat was much smaller, but the cost
for a solar house would be much larger than for a well-insulated house. Thus, for
the 55-year period of the scenario, the use of solar energy for residential space heat-
ing does not appear to be as economical as providing better insulation in houses.
Solar heating, however, would compare more favorably with a longer time horizon.
III.B.3. District Heat versus S02 Dose
There is a great interest in the GDR industrial districts in reducing the S02 air pol-
lution that now exists. The ground-level air pollution concentration (dose) due to
the emission of a given amount of pollutant depends on the type of source that
emits the pollutant. ls There is a large difference between the dose due to pollutants
emitted from a house chimney (a low-level source) and the dose due to pollutants
emitted from a district heating plant (a medium-level source with a stack). One
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method to reduce the S02 dose is to use district heat rather than house or apart-
ment furnaces to supply space heat needs. It was of interest to investigate what
effect district heat could have on S02 dose.
The Bezirk-X main city was chosen for this sensitivity study because it has almost
complete penetration of district heat for residential space heating by 2025. Figure
4.31 shows residential emissions as a function of space heat source in the Bezirk X
main city. By 2025 the main source of emissions has shifted from direct coal burn-
ing to district heat. Direct coal and gas burning are low-level sources.
The sensitivity of the dose due to residential space heating to the increase in
district heat use for space heat is shown in Figure 4.32 for the data of Figure 4.31.
The total S02 emissions decrease slightly because better S02 control at district heat
plants is assumed (30 percent S02 removal before emission). Importantly, the dose
per unit of S02 emitted in 1970 is much less than in 2025, 17.1 J.Lg/m 3 per lOS tons
S02 and 4.9 J.Lg/m 3 per lOS tons S02, respectively. By switching from the direct
burning of coal to district heat, the dose per ton of S02 emitted decreased by a
factor of 3.S. The dose itself decreased by a factor of 4.5 because of the pollution
controls at the district heating plants. With better S02 controls than assumed, the
reduction in dose attributable to residential space heating could be reduced even
further. It is clear that the use of district heat can provide a good means to reduce
the S02 air pollution that now exists in the urban areas of regions like Bezirk X.
IV. CONCLUSION
Some general conclusions can be drawn from the scenarios. These are grouped
around issues that were thought important in the region. It should be re-emphasized
that Bezirk X represents a major industrial center in the GDR; its zero population
growth provided an interestipg ingredient in the study by removing a powerful
driving force from the scenarios.
Socioeconomic Aspects
• The planned growth in the industrial sectors after the year 2000 is extremely
optimistic. Because the population is not increasing, the projected growth assumes a
seemingly unrealistic increase in labor productivity.
• Industrial growth, together with its associated freight transportation, was the
dominant driving factor for energy demand in Bezirk X. This growth will be of
major concern if energy prices continue to increase.
Energy Intensiveness
• The postulated strong reduction in energy use per unit of output resulted in a
manageable growth in industrial energy demand despite the high industrial growth.
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The reduction in industrial energy intensiveness was extrapolated from a strong
historical emphasis on energy saving. If this decline does not continue, a much larger
increase in energy demand will occur. This should be an area for more investigation.
Transportation
• Freight was the dominant driving force behind transportation energy demand.
Changes in the freight sector will strongly influence energy demand.
• Freight transport was relatively efficient, with the emphasis on trains for long
hauls. If more freight were shifted to trucks for long hauls, the energy demand for
freight would greatly increase.
• Passenger transport was also relatively efficient because of emphasis on mass
transit. Obviously an increase in auto use would significantly increase gasoline
demand. There is, however, room for improved auto fuel efficiency.
Energy Supply
• Bezirk X is self-sufficient in coal, the fuel that powers most of its activity.
• Failures in achieving the assumed increases in energy efficiencies will result in
great pressure on the energy supply system in the future. This will have an effect on
the entire GDR because Bezirk X is a significant exporter to the rest of the country
at present. Such failures, if industrial growth does not slow down, could mean that
the rest of the country would have to shift to energy sources other than coal. Any
major shift to trucks for freight would increase the demand for imported oil.
• The use of district heat both for process heat in industry and for space heat in
all sectors allows the region to exploit its coal resources better and to depend less
on imports.
• The primary electricity supply option today is coal, and in the future, nuclear
and possibly solar energy.
• Solar space heat does not have a large impact in terms of relative number of
units installed. However, its impact couId be greater if it could be installed in areas
whose population density is too low to justify district heating economically.
Environment
• Coal is better utilized, from an environmental perspective, in district heating
plants and electricity generating plants. In the first place, this reduces pollution
concentrations in the urban areas. Second, total emissions, which affect the rural
areas, can be more easily controlled at central facilities such as district heating plants.
• A significant environmental impact is being absorbed by the Bezirk because
of its export of energy. Impacts in the Bezirk due to export of energy decrease over
time because the Bezirk requires more and more of its own energy resources, leaving
less for export.
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• A significant decrease in human health impacts would be effected through the
application of SOz emission controls. Impacts due to SOz air pollution are the fast-
est growing human health impact considered in this study.
APPENDIX: ENERGY TABLES FOR BEZIRK-X SCENARIOS
SCENARIO Sl
TABLE 4A.l Primary Energy Supply (l 015 cal)
Petroleum
Natural gas
Coal
Nuclear energy
Hydropower
Other
Total
1970
5.5
2.0
143.0
0.0
0.0
0.0
150.5
2000
14.0
2.7
139.1
0.0
0.0
0.0
155.8
2025
32.1
3.3
135.5
19.5
0.0
0.0
190.4
TABLE4A.2 End-Use Energy Consumption (l015 cal)
1970 Coal Gas Oil Electricity District Heat Solar Total
Industrial 2.1 0.6 0.6 1.7 7.2 0 12.2
Residential 5.9 1.1 0 0.6 0.4 0 8.0
Service 2.0 0.3 0 0.3 1.0 0 3.6
Transportation 1.3 0 3.8 0.1 0 0 5.2
-- -- -- -- -- -- --
Total 11.3 2.0 4.4 2.7 8.6 0 29.0
2000
Industrial 1.7 1.3 0.5 6.0 12.5 0 2.0
Residential 4.1 1.1 0 1.7 1.5 0 8.4
Service 2.0 0.3 0 0.6 1.6 0 4.5
Transportation 0 0 12.0 1.1 0 0 13.1
-- -- -- -- -- -- --
Total 7.8 2.7 12.5 9.4 15.6 0 48.0
2025
Industrial 0 2.~ 0.5 17.7 25.3 0 45.5
Residential 1.9 1.1 0 2.4 2.3 0 7.8
Service 2.2 0.2 0 1.0 2.4 0 5.8
Transportation 0 0 29.7 6.7 0 0 36.4
-- -- -- -- -- -- --
Total 4.1 3.3 30.2 27.8 30.0 0 95.5
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TABLE4A.3 Sources of Electricity
Generation (10' kWh) Primary Energy (10" cal)
1970 2000 2025 1970 2000 2025
Coal 16.3 24.9 42.2 48.8 64.8 105.4
Nuclear energy 0 0 7.5 0 0 19.5
Solar energy 0 0 0 0 0 0
-- -- -- -- -- --
Total 16.3 24.9 49.7 48.8 64.8 124.9
SCENARIO S2
TABLE4A.4 Primary Energy Supply (lOiS cal)
1970 2000 2025
Petroleum 5.5 17.4 70.1
Natural gas 2.0 3.4 7.4
Coal 143.0 146.2 143.7
Nuclear energy 0 0 0
Hydropower 0 0 0
Other 0 0 0
-- -- --
Total 150.5 167.0 221.2
TABLE 4A.5 End-Use Energy Consumption (lOiS cal)
1970 Coal Gas Oil Electricity District Heat Solar Total
Industrial 2.1 0.6 0.6 1.7 7.1 0 12.2
Residen tial 5.9 1.1 0 0.6 0.4 0 8.0
Service 2.0 0.3 0 0.3 1.0 0 3.6
Transportation 1.3 0 3.8 0.1 0 0 5.2
-- -- -- -- -- -- --
Total 11.3 2.0 4.4 2.7 8.5 0 29.0
2000
Industrial 2.1 2.0 0.6 8.7 19.7 0 33.1
Residential 3.2 1.1 0 2.8 1.2 0 8.4
Service 1.7 0.3 0 0.9 1.6 0 4.4
Transportation 0 0 15.4 0.8 0 0 16.1
-- -- -- -- -- -- --
Total 7.0 3.4 16.0 13.2 22.5 0 62.0
2025
Industrial 0 6.1 1.6 35.5 97.7 0 140.8
Residential 0 1.1 0 5.4 1.9 0 8.4
Service 1.2 0.2 0 2.1 2.4 0 5.9
Transportation 0 0 66.5 1.4 0 0 67.9
-- -- -- -- -- -- --
Total 1.2 7.4 68.1 44.4 102.0 0 223.0
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TABLE4A.6 Sources of Electricity
Generation (10' kWh) Primary Energy (10 15 cal)
1970 2000 2025 1970 2000 2025
Coal 16.3 30.5 26.1 48.8 79.3 67.9
Nuclear energy 0 0 0 0 0 0
Solar energy 0 0 0 0 0 0
-- --
-- -- -- --
Total 16.3 30.5 26.1 48.8 79.3 67.9
SCENARIO S3
TABLE4A.7 Primary Energy Supply 0015 cal)
1970 2000 2025
Petroleum 5.5 13.5 19.4
Natural gas 2.0 2.6 3.3
Coal 143.0 136.9 124.7
Nuclear energy 0 0 15.8
Hydropower 0 0 0
Solar energy 0 0 7.1
Other 9.6 0 0
-- -- --
Total 160.1 153.0 170.3
TABLE4A.8 End-Use Energy Consumption (1015 cal)
1970 Coal Gas Oil Electricity District Heat Solar Total
Industrial 2.1 0.6 0.6 1.7 7.2 0 12.2
Residential 5.9 1.1 0 0.6 0.4 0 8.0
Service 2.0 0.3 0 0.3 1.0 0 3.6
Transportation 1.3 0 3.8 0.1 0 0 5.2
-- -- -- -- -- -- --
Total 11.3 2.0 4.4 2.7 8.6 0 29.0
2000
Industrial 1.7 1.3 0.5 5.4 12.5 0 21.4
Residential ·3.9 1.1 0 1.7 1.6 0.03 8.3
Service 1.9 0.3 0 0.6 1.6 0.03 4.4
Transportation 0 0 11.6 1.1 0 0 12.7
-- -- -- -- -- -- --
Total 7.5 2.7 12.1 8.8 15.7 0.06 46.8
2025
Industrial 0 2.0 0.5 13.3 25.3 0 41.1
Residential 1.3 1.1 0 2.1 2.6 0.3 7.4
Service 1.9 0.2 0 1.1 2.4 0.3 5.9
Transportation 0 0 17.0 8.2 0 0 25.2
-- -- -- -- -- -- --
Total 3.2 3.3 17.5 24.7 30.3 0.6 79.6
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TABLE 4A.9 Sources of Electricity
Generation (l0' kWh) Primary Energy (l 0 I 5 cal)
1970 2000 2025 1970 2000 2025
Coal 16.3 24.2 33.0 48.8 62.9 85.8
Nuclear energy 0 0 5.0 0 0 13.0
Solar energy 0 0 3.0 0 0 7.8
-- -- --
-- -- --
Total 16.3 24.2 41.0 48.8 62.9 106.6
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Prologue to Chapter 5
The Rhone-Alpes Scenarios
in Retrospect
Bertrand Chateau
Institut Economique et Juridique de l'Energie, Grenoble
May 1978
Since the scenarios were written in 1975, several significant changes have occurred
in the economic and energy sectors of France. First, Rhone-Alpes, and France as a
whole, has been experiencing rising unemployment and low economic growth. GNP
growth has averaged 3 percent annually, instead of the 5.s percent annual growth
rate assumed in the scenarios. The industries most affected include the steel industry
and the textile industry. In the energy sector, the ambitious national nuclear devel-
opment program, which called for 6 new 1,000 MW plants per year, has been delayed
by 18 months, mostly for technical reasons. This should not have major conse-
quences since a slowing in the growth of electricity demand accompanied the slowing
of economic growth. At the same time, however, research priorities have shifted from
the development of nuclear technologies to energy conservation measures. Important
studies have been conducted on the recovery of waste heat from conventional and
nuclear power plants for use in district heating in the residential sector and for
provision of process heat in the industrial sector. New standards for equipment
efficiency and building in~ulation in the residential, service, and industrial sectors
are also being developed.
Several institutional changes have also occurred in the energy sector since 1975.
The Agence pour l'Economie de l'Energie, which is concerned with energy conser-
vation, and the Commissariat de l'Energie solaire, which deals with solar energy,
At the second conference, Management of Regional Energy/Environment Systems, held at
IIASA, 16-19 May 1978, retrospective presentations on the scenarios were given by energy
specialists or policymakers from the three regions. To provide perspective on the scenarios,
summaries of the presentations are included immediately before the chapters describing the
scenarios for the regions (Chapters 4, 5, and 6). They will be published in full as part of the
proceedings of the conference: W.K. Foell (ed.), Proceedings of the Conference on Management
of Regional Energy/Environment Systems, (Laxenburg, Austria: International Institute for
Applied Systems Analysis, in press).
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have been set up. Concurrent with the creation of these agencies, there has been a
surge of interest in the local determination of energy policies. Energy matters in
France are under the jurisdiction of the central government, and regional authorities
do not possess real decision-making power in this sphere. However, in the past three
to four years local authorities have acquired more "bargaining power." The "Agency
for Energy Conservation," for instance, has a budget which is allocated at the
regional level for promotion of waste heat recovery, for the study of power plants
for the combined production of electricity and heat, and for similar activities. The
regional representative of the energy conservation agency has authority to make the
allocations, and his dynamism determines to a great degree the freedom of a region
in pursuing its own energy strategies. Perhaps such developments indicate the
beginning of a new type of decision-making at the regional level in France.
Turning to the usefulness of the scenarios, one must carefully distinguish the
areas in which they are applicable to the real decision-making process. The scenario
approach may be used to reveal the future point in time when disruptions may
occur, and to explore policies which could be implemented to avoid such disrup-
tions. The long time horizon of the scenarios - the year 2025 - is also appropriate
for the definition of research and development strategies. The time scale makes it
possible to build a consistent energy/economic future and to identify the actions
that would have to be taken to reach such a future.
On the other hand, the scenario approach cannot be used to make predictions. It
also has limited usefulness for short- or medium-term decision making. Finally, it is
very important to avoid the pitfalls of extrapolating the trends of the past 10-15
years to the 2000-2025 time period. For example, it is clear that new solar tech-
nologies and other innovations may be developed during the next several years that
could greatly affect the energy situation in 2025. If it is possible to produce
inexpensive solar cells in the next 20 years, the energy picture for the next 50 years
could be completely changed.
If a scenario stressing strong development of nuclear power were to be written
today, it would be important to include construction of combined power plants. It
appears that in France such plants will be more and more frequently built, and, in
addition, existing plants could be converted for the coproduction of electricity and
steam or heat. The results of studies carried out in Rhone-Alpes indicate that the
steam or heat that could be produced by nuclear plants is almost competitive with
steam or heat produced from conventional fuels (oil or coal). Last year, a consult-
ing commission in Paris, convened by the "Ministry of Industry", held numerous
hearings on the topic of heat recovery and combined heat and power production.
Though a real policy decision has not yet been made, the conclusions of the com-
mission were favorable to the development of such plants.
5 Alternative Energy!EnvironmentFutures for Rhone-Alpes
I. INTRODUCTION
As background to the three scenarios for Rhone-Alpes, there will be a brief descrip-
tion of the current economic condition of the region and of the trends or phenom-
ena that could have an influence on the evolution of the region.
Although this study focused on one region in France, most of the data and scen-
ario assumptions are relevant to France as a whole. The use of Rhone-Alpes as a
focus of study allowed analysis at a local level and clearly showed the environmental
implications of the scenarios in a small geographic area.
II. INITIAL CONDITIONS AND CURRENT PLANS'"
II.A. SOCIOECONOMIC ASPECTS
Rhone-Alpes is one of the most dynamic regions in France. The growth rate of the
population is one of the highest of the 21 regions; the region's economic activity
contributes about 10 percent of the French gross national product (GNP); the
region employs about 10 percent of the French labor force and uses about 10 per-
cent of the energy consumed in France. Rhone-Alpes is not uniformly developed,
however, since three departments dominate the economy.t Rhone, Isere, and Loire
provide 70 percent of the employment in the industrial sector and even more
in the service sector. The largest city in Rhone is Lyon (1,130,000 people). In
Chapter 5 was written by Bruno Lapillonne - IIASA.
• More detailed information on the initial conditions is given in Chapter 2.
t There are 8 departments in Rhone-Alpes: Ain, Ardeche, Drome, Isere, Loire, Rhone, Savoie,
and Haute-Savoie (see Chapter 2).
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Isere the largest city is Grenoble (330,000 people), and in Loire the largest city is
St. Etienne (330,000 people).
Rhone-Alpes is primarily an industrial region; industry provides 45 percent of
the employment and contributes 60 percent of the gross regional product (GRP,
defmed here as the sum of value-added of all sectors). Heavy industries (steel,
aluminum, and pulp and paper) are concentrated in the Alps because of the low
price of hydroelectricity, but chemical industries are concentrated around the three
main cities of Lyon, Grenoble, and St. Etienne. The other industries (see Table 5.8)
are more evenly distributed, but they are predominantly in the three most pro-
ductive districts.
Transportation in France is mainly by automobile and truck. Automobiles are
used for 75 percent of the passenger transport and trucks are used for 40 percent of
the freight transport. The connections between Rhone-Alpes, the Paris area, and
neighboring European countries (particularly Italy, the FRG and Switzerland) are
being improved by
• The completion of the highway network connecting the largest cities of
Rhone-Alpes (St. Etienne, Lyon, Valence, Annecy, Grenoble, and Chambery) with
Paris, Geneva, and Marseille
• High-speed trains between Paris and the largest cities in Rhone-Alpes. The
trains should be running by 1980
• The Rhone-Rhine canal
• The development of Lyon International Airport
Because of communication and transportation difficulties elsewhere, French
companies are now concentrated in Paris. Improvements in the transportation net-
work in Rhone-Alpes will encourage them to move some of their offices to places
like Lyon and Grenoble.
II.B. ENERGY SUPPLY
Although Rhone-Alpes is a net exporter of electricity, energy production in the
region is very low. All the oil used in the region is imported. It is refined in the large
refinery of Lyon-Feyzin which has a capacity of 6 million tons per year. In 1972,
sixty percent of the electricity generated in Rhone-Alpes was from hydropower, 24
percent from oil, 4 percent from nuclear power, and 6 percent each from coal and
gas. There are 2 coal mines in Rhone-Alpes. They do not contribute significantly to
the energy supply and were scheduled to be closed in 1980. But the rise in oil
prices may keep the mines open.
There is geothermal energy in Rhone-Alpes, but little is known about it. What is
known was learned as a by-product of oil prospecting. The French government is
now using fmancial incentives to stimulate research on the use of geothermal energy,
though on a small scale. In Rhone-Alpes, the use of geothermal district heating in
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FIGURE 5.1 Regional geothermal reserves (Rhone-Alpes), In the area of Bourg-
en-Bresse, the average geothermal gradient is estimated at 3.3°C/l 00 m. For the
other areas (Grenoble, Valence) the figure could be of the same order of magnitude.
Under Bourg-en-Bresse the water temperature reaches 90°C at 2,000 m.
Bourg-en-Bresse is being contemplated. Figure 5.1 shows the location and extent of
geothermal fields in the region.
The Rhone-Alpes is a good area for nuclear plants since they could be cooled
with the water of the Rhone River. Figure 5.2 shows the locations of the existing
and planned reactors. Immediately following the oil crisis in 1972, the French
government decided to develop nuclear energy as the basis for the energy supply of
France. An initial long-term program provided for the construction of six nuclear
plants each year until 1977 and the construction of an enrichment plant and a
reactor to supply it in the south of the region at Tricastin. But the implementation
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[] Oil/COAL POWER PLANT
~ lIGHT WATER REACTOR
(ABOUT 4000-5000 MW ON
EACH SITE)
FAST BREEDER REACTOR
ENRICHMENT PLANT (EURODIF)
FIGURE 5.2 Nuclear sites in Rhone-Alpes. One plant in Bugey went into oper-
ation in 1973. The planned dates of other plants to go into operation are: Cruas-
1984 (2 plants), 1985 (I plant); Bugey - 1978 (I plant), 1979 (3 plants); St. Maurice
l'Exii - 1985 (I plant); Tricastin - 1979 (2 plants), 1980 (I plant), 1981 (I plant).
The other sites are tentative.
of the plans of Electricite de France (EDF), the government-run company respon-
sible for electricity production, that are shown in Figure 5.2 has been delayed.*
The possibility of building an experimental solar plant is now being studied.
Solar houses are being built in the south of France, and official reports estimate
that the number of solar houses built every year will grow to 50,000 by 1985, or 10
percent of total housing construction.
III. GENERAL CONSIDERAnONS FOR THE SCENARIOS
lILA. PRESENTATION OF THE SCENARIOS
Rhone-Alpes is a more fmancially and politically dependent region than the GDR
or Wisconsin. A discussion of Rhone.Alpes cannot take place without a discussion
of France as a whole, so the scenarios that will be described include policies for
both Rhone·Alpes and France.
• See EDF Enerpresse No. 1994, Jan 19, 1978.
IlIA.1. Urban Policy
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Besides the current trends of urban development, two other alternatives were con-
sidered.
• Very concentrated urbanization in the form of new compact cities like the
ones built around Paris ("villes nouvelles") and the rapid growth of small existing
towns with between 20,000 and 50,000 inhabitants. These kinds of urbanization
are now being tested on a small scale in France. L'Isle d'Abeau near Grenoble is an
example of a new compact city in Rhone-Alpes. The new compact cities are
thoroughly planned and include low-cost mass transportation and space heating for
the entire community. All of the new towns near Grenoble, for example, will be
served by a district heating system already connected to about 10,000 housing
units. It is planned to heat L'Isle d'Abeau from the nuclear plants now under con-
struction in Bugey.
• Growth of the population in small cities or in rural areas. Such growth could
result from a modification of urban trends within the current economic framework,
in which people continue to work in cities but live outside of them (urbanization
similar to that in the United States). Or, such growth could result from a decentral-
ization of the economy.
IlI.A.2. Transportation Policy
In addition to the current situation described in section II.A., one other alternative
has been considered for transportation: A shift from cars and trucks to railways and
other forms of mass transit brought about through intervention by municipalities,
the regional administration, and especially the central government. Such an inter-
ventionist policy, radically different from the current one, could be implemented to
save energy or to stimulate the development of public transportation.
IlIA.3. Energy Policy
With respect to energy supply, the current plans emphasize nuclear energy. As
Rhone-Alpes is very much involved in the current nuclear energy program, it seemed
very interesting to explore in the Base Case the environmental impacts of implemen-
tation of a long-term policy based on nuclear energy. In contrast to such a policy,
two alternatives were considered.
• The first was based on a large-scale development of new sources of energy
(solar and geothermal) in order to examine the fraction of the energy markets that
could be penetrated over a long period of time and to compare the resultant
environmental impacts with those associated with nuclear energy.
• The second policy corresponds to an intermediate nuclear energy policy in
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TABLE 5.1 Policies and Assumptions for the Three Rhone-Alpes Scenarios
Growth Assumptions
GrowthrateofGRP!year 1971-1985 5%
1985-2000 4.2%
200(}-2025 3.5%
Population growth: Gradual decrease from 1.3% per year in the 1970s to 0.4% after 2000.
Scenario
Policy Areas
Urban form
Technology
Transportation
Energy supply
Environment
SI
• Continuation of
current patterns
• High level of con-
ventional fuel
prices
- high penetration
of electricity for
space heating and
industrial uses
- large decrease in
energy inten-
siveness
• Predominance of
auto
• Slight increase of
intercity mass
transportation
• Electricity gener-
ation from nuclear
energy
• Present trends of
increasing controls
S2
• Dispersal; empha-
sis on single
family
houses (80% of
post-1975 houses)
• Low level of fuel
prices
- smaller decrease
in energy inten-
siveness than
for SI
- low penetration
of electricity for
thermal uses
• Same as SI
• Mix of nuclear, oil,
and coal for elec-
tricity generation
• Low control
(current levels)
S3
• Growth in small-
scale compact
cities
• Multifamily
buildings
• Low penetration
of electricity in
industry
• Large reduction of
energy intensive-
ness
• High penetration
of solar and geo-
thermal heating
• Mass transit
increase
• Efficiency gains
for autos and trucks
• Shift from truck
to train for freight
• Maximum feasible
hydroelectricity
• Solar electric
• No new nuclear
plants
• Strict controls
which nuclear energy would be used only for electricity generation and not to
replace conventional fuel for space heating and industrial thermal uses.
With respect to energy demand, several trends were considered based on the rate
of growth of energy prices and on energy conservation. All the options were com-
bined into consistent policies from the point of view of a decision maker, and from
these policies three scenarios were selected. Those scenarios were selected that had
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meaning for the other regions and could be easily compared. At the same time, each
scenario assumes a different level of energy consumption (high, medium, and low).
• S1, the Base Case, assumes the continuation of current socioeconomic trends
and the extension of the current nuclear program because of high conventional fuel
prices.
• S2 assumes the implementation of an exurban dispersal policy. Such a policy
can only be considered in a context of low fuel prices, which would lead to a smaller
reduction of energy intensities than in the other scenarios, and a transportation
system still based on cars and trucks.
• S3 assumes the implementation of an urban policy based upon the develop.
ment of compact cities. A shift of economic activity from industry to the service
sector is also assumed. This scenario can only be realized with an interventionist
policy by the government to develop mass transit and district heating, require lower
pollution levels, and implement energy-saving measures.
S3 assumes low energy use, S2 assumes high energy use, and SI assumes medium
energy use. The three scenarios are summarized in Table 5.1.
Ill.B. CHARACTER OF THE DATA
Data collection at the regional level is very difficult since the French regions were
only recently created and have no real political independence. Data gathering in
Rhone-Alpes is done by the Institut National de la Statistique et des Etudes Econo-
miques (INSEE), which has an office in Lyon. The INSEE data is far from complete,
and is mainly on the residential sector.* With respect to economic activity, only
employment data are available.t We therefore tried to estimate the value-added of
Rhone-Alpes economic sectors from the Rhone-Alpes employment data and from
national data on labor productivity. For some aggregated sectors, the estimates have
been corrected to account for the difference in structure between France and
Rhone-Alpes. In the transportation sector, there are data on internal traffic, but
information on the flows of passengers and freight through the region was incom·
plete. All the data on energy intensiveness were taken from national data. For space
heating and hot water heating in the residential and service sectors, data were drawn
from Chateau.3 For the transportation and industrial sectors the data came from
the Centre d'Etudes Regionales sur l'Economie de l'Energie (CEREN).4
* When the results of the last census have been analyzed, data on Rhone-Alpes will be much
better than they are now.
t An unsuccessful survey was organized by INSEE - Rhone-Alpes to evaluate the value-added
of the major economic sectors. It was thwarted because of the centralization of the French
economy and because most of the companies in Rhone-Alpes are run from outside of the region
- mostly from the Paris area.
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TABLE 5.2 Estimated Population, Households, and Working Population for
Rhone-Alpes
Average Average
Growth Rate Number of Number of Working Percentage of
Population per Year in Households Persons per Population Working Population
Year (X 10 3 )0 Each Perioda (X 10 3 )a Household" (X 10 3 )a in Total Population
1972 4,660 } 1.2% 1,500 3.1 2,030 44%1980 5,130 } 1.1% 1,730 3.0 2,160 } 42%1985 5,410 } 0.8% 1,870 2.9 2,2701990 5,630 2,000 2.8 2,300 } 41%1995 5,800 } 0.6% 2,150 2.7 2,380
2000 5,980 } 2,350 2.7 2,400 } 40%2025 6,600 0.4% 2,640 2.5 2,640
o Data based upon INSEE estimates for France up to the year 2000 and corrected so as to take
into consideration the particularities of the region; after 2000, as no demographic estimates
have been made, a growth rate of 0.4% per year is assumed.
TABLE 5.3 Dynamics of Housing in Rhone-Alpes
Period
1962-1968
1968-1970
1970-1980
1980-1990
1990-2000
2000-2025
Annual Increase of
Housing UnitsO
23,500
25,000
28,000
27,000
25,000
13,600
Number of Housing Units
Demolished Each Yearb
12,700
19,200
20,000
30,000
29,000
12,400
Number of Housing Units
Built Each Year
36,200C
44,200c
48,000
57,000
54,000
26,000
o See Table 5.1 for the assumptions about housing used in the scenarios.
b Until 1970. the number of demolitions is calculated from the number of housinR units built and
from the number of new households; from 1970 until 1985, we assume the demolition of all
substandard, pre-1949 houses; demolition of all 1949-1961 houses is assumed to take place
between 1985 and 2000 (houses built after the Second World War and corresponding to very
low standards). The necessity of maintaining the activity of the building industry at a high
level was taken into consideration (because of the high fraction of total employment in this
sector and its importance in the economic growth).
c Actual figures according to INSEE. I
Up to the year 2000, the scenarios were constructed with the help of studies
made of France at the University of Grenoble.s For 2000 to 2025, rough extrapol-
ations were made that assumed a slowing of the previous trends.
Two assumptions are shared by all the scenarios.
• Projections of population growth, number of households, and working popu-
lation (see Table 5.2) .
• Projections of number of housing units built and demolished during each
period. This implies that the housing policy of the government is identical for all the
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TABLE 5.4 Single-Family Housing in Rhone-Alpes by Date of Construction
(x 103)0, b
Single-Family Housing Occupied In
1970 1980 1990 2000 2025
Pre-1949 915 (51%)b.c 715 (51%) 495(51%) 350 (51%) 250 (51%)
1949-1961 225 (46%) 225 (46%) 145 (46%)
1962-1970 310 (36%) 310 (36%) 310 (36%) 310 (36%) 150 (36%)
Total pre-1975 1,450 (47%) 1,490 (46%) 1,190 (45%) 900 (44%) 640 (45%)
1975-1980 240 240 240 240
1980-1990 570 570 570
1990-2000 540 540
2000-2025 650
Total post-1975 240 810 1,350 2,000
a For the dynamics of housing see Table 5.3.
b Percentage of housing that is single houses and percentage that is apartments is drawn from
national datal (excluding Paris and its metropolitan area) and corrected with the help of esti-
mates for the distribution of current housing in Rhone-Alpes.
c Percentage of total number of single-family houses.
scenarios (see Table 5.3). The percentages of pre-1975 and post-1975 housing have
been calculated using the assumptions detailed in Table 5.4. These percentages are
important because after 1975, all new housing units have to be well insulated to
standards close to those of electrically heated housing units.
IV. BASE CASE SCENARIO
IV.A. SOCIOECONOMIC ASSUMPTIONS:
CONTINUA TION OF CURRENT TRENDS
IV.A.I. Economic Growth
Scenario Sl can be characterized (a) by a slight shift from the heavy industries to
the service sector, (b) by a continuing decrease in agricultural activities, and (c) by
an increase in light industry activity (at approximately the same rate as the service
sector). The contribution of the major economic sectors over time to the GRP is
shown in Table 5.5a. Table 5.5b shows annual growth rates of the GRP. Table 5.6
shows the changing distribution of the working population by sector.
IVA.2. Urban Growth
Each population density class will grow roughly the same as it grows now; the 6
density classes are 0-2000 inhabitants/km2 , 2000-3,000, 3000-5,000, 5,000-
8,000,8,000-15,000, and more than 15,000. Forty percent of new housing units
have been assumed to be Single-family houses.
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TABLE 5.5a Breakdown of Rhone-Alpes Gross Regional Product by Economic
Sector
1985 2000 2025
1968a 1971a Sl,S2 S3 Sl, S2 S3 Sl, S2 S3
Agriculture 7% 5% 4% 4% 3.5% 3.5% 3% 2.5%
Industry
Heavy 51% 10% 9.5% 9% 8% 7.5% 6% 5%
Light 41.5% 42% 39.5% 43.5% 37% 45% 35.5%
Building,
public works 10% 10% 10% 10% 10% 10% 10% 10%
Service sector 32% 33.5% 34.5% 38% 35% 42% 36% 47%
GRP
(l06 francs)b 56.4 115 100 215 160 495 290
GRP/capita
(l 03 francs) 12.3 21.3 18.5 36 27 75 44
GRP/capita
(l 03 dollars) 2.5 4.4 3.8 7.4 5.5 15.3 9.0
a These are estimates (see section III.B. of this chapter).
b 1963 francs. $1 = 4.9 francs.
TABLE 5.5b Annual Growth Rates ofGRP and GRP/Capita by Period
GRP
GRP/capita
IV.A.3. Transportation
1971-85
5%
4%
1985-2000
4.2%
3.5%
2025
3.5%
3%
Table 5.7 summarizes the main assumptions used for the Rhone·Alpes freight trans·
portation sector for energy intensiveness, distribution of transportation modes, and
total freight demand. For passenger transportation, it is assumed that, as a result of
the urban pattern, the number of trips per capita will remain approximately con-
stant. Moreover, it has been assumed that the distribution of cars, mass transit
systems, and railways remains constant over time.
IV.B. TECHNOLOGICAL ASSUMPTIONS
IV.B.I. Industrial Sector
The rise in oil prices will have two effects on the energy intensiveness of French
industry.
• Electricity will be used instead of other fuels for thermal uses and space heat-
ing. Table 5.8 shows the distribution of industrial energy consumption in 1971.
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TABLE 5.7 Freight Transportation in Rhone-Alpes for Scenario S1
Fraction of total ton-km by mode of transport
Rail
Truck
Barge
Energy intensiveness (kcai/ton-km)O
Rail
Truck
Barge
Total energy for freight transport (10" cal)
1970
.38
.54
.08
110
710 b
160
6
2000
.35
.58
.07
110
710
160
20
2025
.30
.64
.06
110
710
160
37
a From Lapillonne!
b 400 kcal/ton-km for transportation over distances of more than 150 km.
TABLE 5.8 Distribution of the Industrial Energy Consumption in France by
Main Processes
Electrical Uses Fuel Uses
Lighting and Thermal Processes Direct Uses of
Process Energy and Electrolysis Steam Fuel (Furnaces) Heating
Industrial Sector (%) (%) (%) (%) (%)
Food industry 97 3 74 13 13
Building material 90 10 5 95
Primary metals low" >90" low
Manufactured
goods 60 40 20 43 37
Chemical industry 65 35 50 45 5
Paper 98 2 90 4 6
Miscellaneous 90 10 60 20 20
Percentage of
total used by
each process 65 35 40 50 10
NOTE: Data are estimated from the CEREN survey of 1971.4
° The main consumption is the use of coke in the steel industry; in this sector no substitution
for one fuel by another can be envisaged.
• Energy intensiveness will decrease. The amount of the decrease will vary from
sector to sector depending on the importance of energy costs in the production cost
and on the distribution of energy consumption among space heat, furnaces, steam,
and so on. The distribution among the different processes determines the economic
and technological1imits on the decrease of energy intensiveness.
In order to calculate the degree to which electricity will be used instead of other
fuels, we:
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TABLE 5.9 Change Over Time in the Rhone-Alpes Industrial Energy Intensive-
ness for Scenario SI a
Reduction of Energy Intensiveness (%)
Heating (nonelectric)
Furnaces (nonelectric)
Steam
1970-1985
25
10
15
1985-2000
15
10
15
2000-2025
o
o
o
a Values for all electric processes for each sector are extrapolated from past trends and vary
from one sector to another.
1. Calculated the energy intensiveness by fuel for nonelectric use. Fuels for space
heating, all steam generation, and most of the furnaces (the three make up more
than 90 percent of the thermal uses) were considered.
2. Evaluated the overall energy intensiveness; all fuels were aggregated in terms
of useful energy by considering the efficiency of the fuel in comparison with elec-
tricity .
3. Calculated the distribution of this useful energy intensiveness by process.
Three processes were considered - space heating, steam, and furnaces. Table 5.8
indicates the values used for each sector.
4. Identified for each sector the market competition between electricity and
conventional fuels. It was assumed that this market includes space heating and
furnaces.
5. Specified the rate of penetration of electricity into this market: 20 percent in
1985,50 percent in 2000, and 80 percent in 2025.
6. Calculated the electric and nonelectric intensiveness.
For each process the assumed reductions in energy intensiveness are indicated in
Table 5.9.
lV.B.2. Service Sector
Initial data on energy use in the service sector are shown in Figure 5.3.* The follow-
ing assumptions have been made:
• Oil and gas heating efficiencies are improved from 60 to 75 percent and from
70 to 80 percent, respectively, by the year 2000.
• The energy use per worker for heating and hot water is assumed to decrease
in the following way: 15 percent between 1972 and 1985,25 percent between
1985 and 2000, and 30 percent thereafter. This reduction can be justified by the
consideration of two phenomena: (a) Buildings constructed now are much more
• Data on energy use are from the IEJE study.5
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TABLE 5.10 Fuel Mix in the Service Sector
Percentage of Floor Area Heated by Percentage of Floor Area
Electricity Gas Oil Oil District Heating Cooled by Electricity
1985 35% 20% 40% 5% 5%
2000 50% 15% 30% 5% 20%
2025 80% 10% 5% 5% 50%
TABLE 5.11 Average Energy Used in Space Heating in France (109 cal)
Post-1975 Housing
Pre-1975 Housing Units Unitsd
1970" 1985 b 2000 and 2025c 1975-2025
Single Single Single Single
House Apartment House Apartment House Apartment House Apartment
Electricity 16.4 9.4 16.4 9.4 16.4 9.4 16.4 9.4
Gas 26.0 15.0 34.0 20.0 32.0 18.8 20.5 11.8
Oil 30.3 17.5 36.4 23.1 34.0 20.0 21.9 12.5
Coal 36.4 21.0
District
Heate 10.5 15.0 15.0 9.4
Solar 16.4
a Data are based upon the following assumptions: average heat requirements of about 14.2 X
10'calfhouse (18.2 for single houses and 10.5 for apartments - actual data for France in
1970); average efficiencies for space heating: coal 55%, oil 60%, gas 70%; number of housing
units with space heating appliances: 1.1 million (out of 1.4 million).
b All houses are s~.pposed to be equipped with space heatinf appliances; average heat require-
ments: 25.5 X 10 callyr for a single house and 15.0 X 10 callyr for an apartment; average
efficiencies: oil 65%; gas 75%.
c Average efficiencies are oU 75% and gas 85%; these are the efficiencies of the most efficient
current heating system.
d Housing units to which new insulation standards must be applied. For the specification of
these standards, France has been divided into three areas (A, B, C): A, the coldest one, includes
mainly two districts, Savoie and Haute-Savoie, plus some mountainous areas in other departe-
ments (about 20% of Rhone-Alpes population); all the other places in Rhone-Alpes are in the
se.\i0nd area. B. The standards are as follows in terms of the insulation parameter G E kcal/m' /
hrC: area A - single houses (G = 1.25), aparments (G = 0.85); area B - G = 1.38, and 0.90,
respectively.
e End-use energy of district heat in the housing units.
energy efficient than old buildings because there is now recovery of some thermal
loss from electric lighting and elevators: and (b) the percentage of buildings in the
service sector constructed after 1975 increases rapidly from 40 percent in 1985 to
85 percent in 2000.
• Demand for electricity is assumed to increase at a rate of 1.5 percent per year.
The assumptions for the changes over time in the fuel mix for heating and cool-
ing are listed in Table 5.1 O.
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TABLE 5.12 Average Energy Use for Hot Water in France (109 cal/yr/household)
Electricity, district heat, and
solar energy
Gas
Oil
Coal
SOU RCE: Chateau. 3
2.3
2.9
3.7
4.6
TABLE 5.13 Annual Electricity Consumption for Basic Secondary Appliances in
Rhone-Alpes (1972)
Refrigerator
Television
Washing machine
Dishwasher
Annual Electricity Consumption
per Housing Unita
350 kWh
300 kWh
100 kWh
360 kWh
Percentage of Housing Units
Owning these Appliancesb
85%
74%
69%
3%
a Data based on U.S. consumption estimates for television, washing machine, and dishwasher
and checked with the consumption in Rhone-Alpes.
b Data from INSEE study.'
[V.B.3. Residential Sector
Table 5.11 shows the change over time in the average energy use for space heating
in France by fuel and type of housing unit.· About 77 percent of French house-
holds own hot water heaters. The distribution by source of energy was approxi-
mately the following in 1972: electricity 23 percent, gas 20 percent, oil 21 percent,
coal 10 percent, district heat 3 percent. We assumed that the average energy use for
hot water would be 1.5 times higher in 2000 than in 1970 and twice as high in
2025. The current average energy use for hot water in households is indicated in
Table 5.12.
Only four secondary "appliances" were considered. Their average consumptions
are listed in Table 5.13.
Other electrical energy consumption for lighting, dryers, and so on has been
summed and in 1972 was an average of 270 kWh per family. The change over time
of total electrical consumption by this category of appliances has been calculated
from past trends. Past trends have also been used as a basis for predicting penetration
rates of new appliances. Figure 5.4 gives the expected rate for equiping households
with these appliances. The form of the curves was taken from observations in more
developed countries such as the United States.
* Because no data on "base appliances" (space heaters and hot water heaters) were available for
Rhone-Alpes, national data were used from the IEJ E study.'
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FIGURE 5.4 Evolution of the percentage of households owning major secondary
appliances in Rhone-Alpes (Source: INSEE 1 before 1972; later estimates based upon
the experience of other countries).
The following assumptions underlie the choice of a fuel mix for space heating
and hot water heating in Scenario Sl:
• Maximum penetration of electric heating.
• The share of gas increases to about 40 percent of the market in 2025. Now it
has 5 percent of the market.
• No pre-1975 housing units could be converted to electric heating because of
the very strict insulation standards required for this type of heating, and the diffi-
culties of implementation at a reasonable cost in existing housing units (in 2025, 5
percent of the housing units would be heated using electricity).
• In 1985 all housing units would be equipped with space heating and hot
water appliances.
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FIGURE 5.5 Distribution of the total end-use energy by sector in Rhone-Alpes
(Scenario S1).
type of housing, would be the last ones to be demolished. Consequently, 10 percent
of the housing units will be heated by district heat in 2025.
IV.C. RESULTS FOR SCENARIO SI
IV.C.l. End-Use Energy
Figures 5.5 and 5.6 show the distribution of the total end-use energy over time by
economic sectors and fuel type, respectively, as calculated for S1 by the demand
models. These results correspond roughly to an average demand growth rate of 2.3
percent per year (1.7 percent per year per capita). The share of the industrial sector
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FIGURE 5.6 Distribution of the total end-use energy by fuel types in Rhone-
Alpes (Scenario S1).
in the total demand increases very rapidly, since, according to these projections,
this sector would account for about 65 percent of the total energy consumption in
2025 (compared with 45 percent currently). The demand of the residential sector
decreases from 30 percent to about 15 percent of total demand. This can be easily
explained by the combination of two phenomena: (1) the population, which is the
driving force behind the residential energy demand, grows slower than the industrial
value-added, and (2) a saturation effect of the energy needs seems to appear in the
residential sector after 2000.
The latter phenomenon is due to the increase in the number of well-insulated
housing units and the saturation of appliances such as televisions, refrigerators, and
washing machines between 1985 and 2000 (see Figure 5.4). This is reflected in the
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TABLE 5.14 Fuels for Space Heating and Hot Water Heating for Post-1975 Hous-
ing Units in Rhone-Alpes (Sl Assumptions)
1975-1985 1985-2000 2000-2025
Single Single Single
Houses Apartments Houses Apartments Houses Apartments
Electricity 30% 30% 75% 40% 95% 60%
Gas 30% 30% 20%
Oil 70% 40% 20% 25% 5%
Oil district heat 5% 10%
Geothermal
district heat 5%
Solar energy 5% 5%
consumption per capita which only increases from 9.8 x 109 cal in 2000 to 10.4 X
109 cal in 2025. In 1970 it was about 7.0 x 109 cal.
The importance of electricity increases significantly, although in 2025 only 54
percent of the total end·use energy demand is for electricity. It was assumed that
decision makers would rapidly reduce dependence on conventional fuels, particularly
oil, by replacing them with electricity produced from nuclear energy. But the per-
centage of electricity in end·use energy only increases in S1 from 16 to 54 percent
in approximately 50 years, an illustration of the difficulty of achieving this aim.
The reduction of the dependence on oil and gas can only be envisioned over a very
long time period. In the change over time of the fuel mix in each sector, two major
constraints partly explain this dependence phenomenon. (1) In the residential and
service sectors, it was assumed that most of the new housing units would be heated
by electricity (Tables 5.10 and 5.14). Nevertheless, only 48 percent of the residential
heating demand in 2025 is actually supplied by means of electricity (80 percent for
the service sector) because pre-1975 housing units, which were assumed not to be
convertible to electric heating, remain in the housing stock even over a long period
of time (Table 5.4). (2) In the industrial sector, the rate of penetration of electricity
is constrained by the size of the market because electricity cannot replace conven-
tional fuels used in industrial furnaces and space heating, for example.
IV.C.2. Environmental Impacts
The following discussion will deal only with impacts from nuclear energy since
Scenario S1 is based primarily on the use of nuclear energy. The evaluation of
nuclear impacts raises some difficulties, because some important ones are unquan·
tified (e.g. aesthetic impacts of high cooling towers or wide transmission line cor-
ridors, the risk of theft of radioactive products), or because others are not well
known and hence very often debated. Special care has therefore been taken to
avoid the aggregation of impacts about which knowledge is uncertain. The import.
ance of each impact that is described is left to the judgment of the reader.
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Number of sites The nuclear capacity can be calculated from the level of elec-
tricity generation (95 x 109 kWh and 255 x 109 kWh in 2000 and 2025 and from
the average load factor of all the nuclear plants. The latter factor is difficult to
evaluate because it depends on technical considerations (improvements in reactor
availability) and on the structure of the load curve of electricity demand. As a basis,
we have assumed an average capacity factor of 60 percent to account for the fact
that all these plants could not be used for the base load. Hence the nuclear capacity
would be about l8,000MWe in 2000 and 48,500MWe in 2025 (15,500MWe and
42,000 MWe if a 70 percent capacity factor was assumed).
Although currently four to six 900 MWe reactors are constructed on each site,
1,200 MWe light water reactors are expected to be used before 1980. The fast breeder
reactor now under construction will have a capacity of 1,200 MWe. If 1,200 MWe
reactors are used, Rhone-Alpes would have 4 or 5 sites in 2000.* The number of
sites in 2025 will depend on the strategy followed by EDF. If the capacity on each
site is 5,000 MWe, then 4 new sites would have to be constructed between 2000 and
2025. If 10,000 MWe sites are developed, then the initial 5 sites would be enough.
The latter strategy would avoid the public opposition to the opening of new
sites, reduce the number of radioactive shipments and hence the risk of theft, and
take advantage of economies of scale. But some environmental impacts would be
greater. For example, thermal pollution would be very concentrated. The character-
istics of the nuclear potential in 2025 are summarized below.
• Capacity in 2025: 42,000 MWe (70 percent load factor) to 48,500 MWe (60
percent load factor)
• Number of sites: 9 sites of about 5,000 MWe or 4--5 sites of about 10,000 MWe
• Percentage of light water reactors (LWR) in 2025: 60 percent (fast breeder
reactor: 40 percent)
Thermal Discharges Only once-through cooling and wet cooling towers were
considered as cooling techniques for nuclear power plants in Rhone-Alpes. Once-
through cooling was assumed to be limited by a maximum permissible increase of
Rhone River temperature (AT) under unfavorable conditions: minimum flow in a
dry year and minimum natural cooling. Table 5.15 shows the possibilities for the
disposal of waste heat for two control policies. The resultant water evaporation has
also been included.
Figure 5.7 shows the probability density functions of a AT increase in the river
water temperature at the southern border of the region by seasons if the less restric-
tive standard applies. (See Chapter 3, section IV.D.5 for the method of calculation.)
This figure shows that, in the south of the region, the normal temperature of the
Rhone river increases 5°C during 50 to 60 days per year and 4°C during about 140
* Bugey, Tricastin, St-Maurice-I'Exil, Arras, Soyons, Cruas. See Figure 5.2 for location of
these sites.
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TABLE 5.15 Cooling System Requirements in Rhone-Alpes for Scenario Sl in
2025
Low control (LJ.T" 5°C)D
High control (LJ.T.;; 3°C)D
Maximum Waste
Heat Dischargeable
into Rhone River
(Gigawatts)
21
14
Percentage of Nuclear
Capacity Using
Once-Through
CooJingb
41
27
Water Evaporated
Artificially
(m 'jsec)C
15
18
D LJ.T is used here instead of a maximum permissible temperature Tmax of the Rhone River
because the limitation by a maximum permissible temperature is not very reasonable. With
hybrid cooling the water temperature could be close to T ax throughout the year, which
would affect the aquatic flora and fauna that are adapted Ifo an annual temperature cycle.
tJ The remaining capacity uses cooling towers.
C From cooling towers and heated surfaces of water bodies. The average flow of the Rhone is
about 1,100 m'/sec in the south of Lyon (recorded minimum: 200 m'/sec; average yearly
minimum: 700 m'/sec) and 500 m'/sec in the north.
days per year. Nevertheless, it is clear that the average temperature increase below
each nuclear site is higher, since the above figures account for some dilution of the
waste heat in the river.
The limitation on the temperature increase of the Rhone River requires the util-
ization of closed-cycle cooling systems. In this study only wet cooling towers were
considered. The cooling of a light water reactor of 1,000 MWe requires a tower
approximately 150 m high with a diameter between 120 and 140 m in the case of
natural draft systems. IO According to the level of control of thermal discharges
(high or low; see Table 5.15), the number of such towers would be between 28 and
34 in 2025, corresponding to an average of 3 towers on each site (considering a
5,000 MWe site). In the case of 10,000 MWe about 6 or 7 such towers would be
needed on each site. In the case of mechanical draft systems, the towers are smaller,
but each 1,200 MWe reactor requires 2 towers 30 to 50 meters high.ll
Each light water reactor cooled with a wet cooling tower causes an evaporation
of approximately 0.8 m3jsec.* Some water containing salt and chemicals is dis-
charged into the river (blow~own water discharge of about 0.8 m3jsec). Because of
the heat discharged into the atmosphere (1.7 x 1012 caljhjtower), these cooling
towers may induce climatic perturbations (artificial rain, modification of the local
insolation, or increase of foggy days). These impacts were not quantified because of
the very site-specific nature of the impacts and the detailed analysis required for
their quantification.
Table 5.16 shows the amount of water evaporated by cooling towers at typical
sites. Once-through cooling causes about 25 percent less evaporation than natural
draft wet cooling towers.
* Average of U.S.··· and French 7 data for a 1,000MWe reactor. For comparison, the average
annual volume of water flowing in the Rhone at Bugey is 10· m'jyr.
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TABLE 5.16 Water Evaporated by Cooling Towers at Typical Nuclear Sites
Water Evaporated by
Cooling Towers
Site Type Capacity Cooled with Wet Cooling Tower mJ/secQ 10' mJ/yr
5,000.MWe
10,000MWe
tLow control 3,000 MWeHigh control 4,000 MWe
tLow control 6,000 MWeHigh control 7,000 MWe
2.4
3.2
4.8
5.6
45
60
91
106
Q The assumption was made that the reactors operate at full power and that 0.8 mJ/sec evapor-
ates per 1,000 MWe reactor.
Right-of-Way for Transmission Lines For each 5,000 MWe site, a corridor 200 m
wide would be necessary to "evacuate" the electricity generated.10 If the average
capacity at a site were 10,000 MWe, the width of the transmission corridors would
be 500 m representing a very intensive network of wires and pylons. (The total cor-
ridor is actually divided into 4 or 5 smaller corridors.)
Land Use The land used for reactor sites in the Base Case is 55 km2 in 2000
and 150 km2 in 2025. It was assumed that each 1,000 MWe reactor uses about
3 km2 , regardless of the number of reactors on a site.9.10 A large part of Rhone-
Alpes is covered by the Alps, a part of the Jura, and the Massif Central, so the
land used for reactors is not insignificant. Nuclear sites in 2025 will occupy approxi-
mately one quarter of the area in Rhone-Alpes on which buildings are standing in
1970. Part of this land for reactor sites is a long-term commitment, since it will be
set aside when the reactors are no longer in service. From 5.3 to 7.3 km2 in Rhone-
Alpes, 50 to 70 km2 at the national level, will be set aside for retired reactors and
will be occupied for a very long time.
Table 5.17 indicates the annual and cumulative land use in 2025 for uranium
mining and radioactive waste storage. The land disturbed for the nuclear fuel supply
of all power plants from 1970 to 2025 is about 40 percent of the land occupied by
the power plants themselves. There is no uranium in Rhone-Alpes, so the mining is
outside the region and probably outside of France. At the national level, about
25 km2 will be used for radioactive waste and, like the land used for retired reactors,
it will not be available for other uses for a long time.
Annual Radioactive Shipments from Power Plants to Reprocessing Plants The
only reprocessing plant in France is located on Cape La Hague, about 1,000 km from
the Rhone-Alpes plants. It seems difficult, from both technical and environmental
considerations, to locate another reprocessing plant near Rhone-Alpes, or even in
another part of France. It has therefore been assumed that all additional reprocess-
ing plants would be located near the existing one. Calculations based on the Impact
Model,9,lo show that 50 percent of the radioactive shipments would be by train at a
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TABLE 5.17 Land Associated with Nuclear Energy Use in Rhone-Alpes for Scen-
ario Sl
Surface mining (km,)a
Radioactive waste storage (km') b
Retired reactors (km')C
18 Reactors (25-yr lifetime)
13 Reactors (30-yr lifetime)
2025
1.5
0.1
7.3
5.3
Cumulative Requirements 197~2025
35
2.5
NOTE: Figures are based on the Environmental Impact Model.'·lo
a Assumes 100% of uranium from surface mining, with an ore grade of 0.2%. Mining of very
~ow.grade ores would increase the total land disturbed. No reclamation has been assumed.
All types of wastes: low level (such as packaging) through high level.
C Assumes 0.4 km'/reactor.
TABLE 5.18 Impacts Associated with Electricity Generated by Nuclear Plants in
2025 for Scenario S1
Accidents (pOL)a
Health (POL)
65% Surface Mining
13,000
2,500
100% Surface Mining
5,500
a 1 PDL "" one person-day lost (6,000 PDL are equivalent to 1 death).
rate of 3.0 tons of fuel per shipment, and fifty percent would be by truck at 0.5
tons of fuel per shipment. The number of shipments in 2000 and 2025 would be
471 and 1,250.
Health Impacts from Uranium Mining These impacts depend heavily on how
much of the mining is underground and how much is on the surface. The impacts
from uranium mining associated with electricity are listed in Table 5.18. The cumu-
lative quantified impacts of the nuclear energy program from 1970 to 2025 show
that 1,600,000 person days would be lost if 65 percent of the uranium mining were
done on the surface. If all the uranium mining were done on the surface, 15 percent
fewer person days, 1,350,000, would be lost. Approximately 75 percent of these
PDL are occupational impacts and the remaining 25 percent are public impacts.
Selected quantified impacts, including those caused by sources other than nuclear
energy, are listed in the scenario comparison section that follows. But since the
consumption of conventional fuel is small, a significant share of these impacts has
to be associated with nuclear energy.
V. OTHER SCENARIOS
The major socioeconomic assumptions for the three scenarios have already been
mentioned (see Tables 5.1 to 5.6). Therefore only the technological assumptions
will be described here, usually in relation to the Base Case.
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TABLE 5.19 Reduction in Intensiveness for Nonelectric Industrial Energy Use in
Scenario S3 (%)
Heating
Furnaces
Steam
1970-1985
35
15
25
1985-2000
15
10
20
2000--2025
o
o
o
TABLE 5.20 Fuels used for Space Heating and Cooling in the Rhone-Alpes Ser·
vice Sector
Percentage of Total Floor Area Heated
1985 2000 2025
SI S2 S3 SI S2 S3 SI S2 S3
Electricity 35 15 15 50 10 12 80 5 10
Gas 20 30 35 15 40 45 10 45 60
Oil 40 50 40 30 45 25 5 30 10
District heating 5 5 10 5 5 18 5 20 20
Percentage of floor
area cooled 5 5 5 20 20 10 50 50 25
NOTE: In 53, solar substitutes in part for each heating fuel.
V.A. TECHNOLOGICAL ASSUMPTIONS
V.A.1. Industrial Sector
The penetration of electricity into the industrial sector is the same for S2 and S3: 5
percent in 1985, 15 percent in 2000, 30 percent in 2025. The reduction of energy
intensiveness for nonelectric use in S2 is slightly lower than in Sl. For S3 see Table
5.19.
VA.2. Service Sector
Energy use per employee in the service sector is slightly higher for S2 than for Sl.
For S3 it is assumed that the energy efficiency for space heating or hot water heat·
ing could be improved by the addition of solar collectors with a resultant dramatic
decrease in end-use energy of 30 percent between 1972 and 1985, 45 percent
between 1985 and 2000, and 30 percent thereafter. For the fuels used in space
heating and cooling, see Table 5.20.
VA.3. Residential Sector
Space heating uses the same amount of energy for all the scenarios. The current
insulation standards are already very stringent and cannot be increased significantly
because the marginal cost of investment to improve insulation is very high compared
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TABLE 5.21 Energy Sources Assumed for Space Heating in Housing Constructed
After 1975 in Rhone-Alpes
1975-1985 1985-2000
Single Houses Apartments Single Houses Apartments
S2 S3 S2 S3 S2 S3 S2 S3
Electricity 5% 5% 5% 15% 5% 15%
Gas 40% 35% 35% 15%
Oil 95% 90% 50% 35% 80% 65% 30% 15%
Oil district
heat 5% 22% 15% 25%
Geothermal
heat" 8% 5% 15%
Solar energy 5% 5% 30% 30%
2000-2010 2010-2025
Single Houses Apartments Single Houses Apartments
S2 S3 S2 S3 S2 S3 S2 S3
Electricity 30% 20% 30% 20%
Gas 20% 20%
Oil 55% 25% 10% 45% 25% 10%
Oil district
heat 35% 10% 30%
Geothermal
heatO 15% 30% 20% 30%
Solar energy 15% 75% 60% 25% 75% 70%
NOTE: Percentage of single houses: 82 - 80%,83 - 20%.
° In 83 it has been estimated that about 30% of the new fIats built between 1975 and 1985
would be located above geothermal fields, 30% in the period between 1985 and 2000, and
60% thereafter.
with the marginal fuel savings. For the energy sources for space heating, see Table
5.21.
The assumptions about hot water heating for S2 are the same as for SI. For S3,
there is a small increase in consumption over that of 1970.
V.A.4. Transportation Sector
Freight Transportation Freight transportation in S2 is the same as in SI. In S3
there is a shift from trucks (53 percent of the traffic in 1970) to railways (37 per-
cent) and barges (10 percent). It has been assumed that the truck traffic will stay
constant after 1985, resulting in an increase of the percentage of freight carried by
train to 60 percent in 2000 and 65 percent in 2025, and a corresponding decrease
in the percentage for trucks to 30 percent and 25 percent. Moreover, a 20 percent
increase in the energy efficiency of trucks has been assumed. Consumption of
motor fuel drops from 71Okcal/ton, which is the SI average, to 600kca1/ton.
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FIGURE 5.8 Primary energy use: the fraction of different energy sources used
for the three Rhone-Alpes scenarios.
Passenger Transportation For S2 and S3 the effects of the changing urban pattern
on the transport demand per capita were based on American studies (see the assump-
tions made for Wisconsin in Chapter 6, section III.C.6.). In addition, an increase in
the efficiency of cars and a shift to mass transit systems have been assumed for S3.
V.A.5. Energy Supply Sector
For electricity generation, in S2 there will be a mix of oil, coal, and nuclear energy.
For S3 there will be an increase of the hydroelectric capacity. There will be no con-
struction of new nuclear plants, but the plants already built or under construction
will be used. Solar electricity plants will be developed after 1990 and will provide
1 gigawatt electric (CWe) peak power in 2000. In 2025 they will provide 13 CWe
peak power or 4 CWe average power (the power produced if the plant were running
all year) and generate 35 x 109 kWh per year. A mix of oil and coal will supply the
rest of the demand.
V.B. ENERGY SUPPLY AND END-USE ENERGY CONSUMPTION
V.B.l. Primary Energy
The change over time of the distribution of primary energy consumption by energy
source in the three scenarios is displayed in Figure 5.8. In Scenario Sl, the pen-
etration of nuclear energy is clearly the highest and seems the maximum feasible
because of requirements for conventional fuels for cars and trucks and in some indus-
trial processes. Even with very favorable assumptions about the rate of development
TA
BL
E
5.
22
Pr
im
ar
y
En
er
gy
C
on
su
m
pt
io
n
in
R
ho
ne
-A
lp
es
fo
rt
he
Th
re
e
Sc
en
ar
io
s(
10
15
ca
l/y
r)a
Co
al
G
as
O
il
H
yd
ro
el
ec
tri
ci
ty
N
uc
le
ar
En
er
gy
G
eo
th
er
m
al
En
er
gy
So
la
rE
ne
rg
y
To
ta
l
20
00 S
I
14
(1
1)
29
13
0
(1
1)
25
(25
TW
h)
b
25
2
(9
5T
W
h)
45
0
S2
47
(4
4)
38
21
5
(4
4)
25
(2
5T
W
h)
80
(3
0T
W
h)
40
5
S3
29
(2
6)
38
13
5
(2
6)
35
(3
5T
W
h)
80
(3
0T
W
h)
4
14
(3
TW
h
+
7
X
10
15
ca
l)
33
9
20
25 S
I
25
(2
2)
44
15
9
(2
2)
25
(2
5T
W
h)
64
5
(2
55
TW
h)
1.
5
0.
5
90
0
.
.
.
.
.
.
S2
11
3
(1
10
)
73
.5
37
5
(1
10
)
25
(2
5T
W
h)
26
5
(1
00
TW
h)
1.
5
2
85
5
.
j::o
.
-
.
l
S3
68
(6
5)
10
0
(5
5)
14
9
(6
5)
35
(3
5T
W
h)
80
(3
0T
W
h)
7.
0
83
(35
TW
h
+
11
X
10
15
ca
l)
52
2
a
Fo
rc
o
al
an
d
o
il,
th
e
n
u
m
be
rs
in
pa
re
nt
he
se
sr
ep
re
se
nt
th
e
qu
an
tit
y
o
ff
ue
lu
se
d
fo
r
el
ec
tri
ci
ty
ge
ne
ra
tio
n.
b
TW
h
==
te
ra
w
at
t
ho
ur
.
148
300
SOLAR
SCENARIO
YEAR
COAL AND OIL
NUCLEAR PRODUCTION FOR THE ENRICHMENT
PLANT SUPPLY
NUCLEAR
~ HYDRO
I
~
~
~
515253
2025
515253
2000
515253
1970
2:
50
o
100
200
FIGURE 5.9 Fuel mix for electricity generation for the three Rhone-Alpes scen-
arios.
of new energy sources (solar and geothermal energy), their contribution to the total
primary energy is rather limited - no more than 20 percent after a 50-year period.
For Scenario S2, the important conventional fuel requirements will have to be
supplied with imports. Table 5.22 indicates primary energy consumption by energy
source and scenario. In 2025, the total primary energy consumption is almost twice
as high in the highest cases (S I and S2) as in the lowest case (S3). Energy consump-
tion is very sensitive to policy option. The fuel mix for electricity generation in the
three scenarios is displayed in Figure 5.9.
V.B.2. End-Use Energy
The change over time of the total end-use energy per capita is displayed in Figure
5.1 O. Scenario S2 has the highest final consumption, which is consistent with the
assumptions made for this scenario (more single housing units, urban patterns
requiring more transportation, high energy intensiveness). In S3, despite the drastic
energy conservation policy there is still growth of end-use energy per capita mainly
because of the energy requirements of the industrial and service sectors.
The energy use per capita in the residential sector is graphed in Figure 5.11. The
decrease of the final energy consumption in S3 is a result of the increase in the
housing stock of the percentage of apartments, whose energy requirements are lower
than single houses. In addition, electric and district heating are used, which are very
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FIGURE 5.12 Energy intensiveness in the industrial sector for the three Rhone-
Alpes scenarios.
efficient. The values plotted in Figure 5.11 correspond to the end-use process, for
which electric and district heating are 100 percent efficient. A corresponding curve
for primary energy per capita would be different because of energy losses before
end use.
Energy intensiveness in the industrial sector is displayed in Figure 5.12, personal
transportation energy use per capita in Figure 5.13, and energy use in freight trans-
portation in Figure 5.14. No comments are necessary since these figures illustrate
clearly the assumptions underlying the scenarios.
V.B.3. Environmental Impacts
Three impacts have been selected to characterize the environmental consequences
associated with each scenario. The quantification of these impacts was achieved by
means of the impact model described in Chapter 3, section IV.D.5. Other impacts
could be presented, but, in order to simplify the presentation of the results, we
restricted the scenario comparison to
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• S02 emissions (Figure 5.15)
• Total person-days lost (Figure 5.16) as an aggregated measure of the total
unquantified impact on human health
• Land use for energy generation (Table 5.23)
Table 5.24 summarizes all the quantified impacts.
If we only consider the first two impacts, the second scenario, which assumes a
low level of nuclear energy development and a continuation of the use of conven·
tional fuel, has the highest environmental impact. In the case of Scenario SI, in
which there is a rapid development of nuclear energy, the total PDL in 2025 is
about 215,000. This is roughly eqUivalent to 36 fatalities, if all PDL were from
fatalities, and might appear to be too small an estimate to individuals opposed to
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TABLE 5.23 Annual and Cumulative Land Use Associated with Energy Pro-
duction in Rhone-Alpes
Resource Extraction
Facilities (krn ') (krn ,)a Total (krn')
Sl 2025 2025 1970-2025 2025 1970-2025
Electricity (nuclear energy) 154.0 1.5 49.0 155.6 203.0
Electricity (coal) 3.2 3.0 79.0 6.2 82.0
Electricity (oil) 2.9 0.5 0.5 3.4 3.4
Nonelectrical energy 2.8 4.0 4.0 6.8 6.8
Total 162:9 9:0 132.5 172.0 295.0
S2
Electricity (nuclear energy) 60.0 0.8 21.0 60.8 81.0
Electricity (coal) 16.0 15.4 352.0 31.4 368.0
Electricity (oil) 14.0 2.7 2.7 16.7 16.7
Nonelectrical energy 5.0 7.1 7.1 12.1 12.1
Total 95.0 26.0 382.8 121.0 477.8
S3
Electricity (nuclear energy) 18.0 0.3 12.0 18.3 30.0
Electricity (coal) 10.0 10.0 205.0 20.0 215.0
Electricity (solar) 200.0 200.0 200.0
Electricity (oil) 9.0 2.0 2.0 11.0 11.0
None1ectrical energy 2.0 2.0 2.0 4.0 4.0
Total 239.0 14.3 221.0 253.3 460.0
SOURCE: Buehring" and Buehring and Foell. 'o
a Surface uranium mining and surface coal mining exclusively; extraction occurs both inside and
outside the region; no reclamation.
nuclear energy who emphasize its unlikely but dangerous risks. Not all impacts have
been quantified in terms of human health because of lack of information about
some of them, and above all because there is divergent opinion among experts about
others. The nuclear health impact calculations utilize the Rasmussen report ll for
reactor accidents and the linear dose-response relationships used by the U.S.
National Academy of Sciences for routine exposures.12
S2 has a very high health impact because of S02 emissions. It was not based on
stringent environmental conservation policies. S02 emissions for S2 in 2025 are
about 1.7 x 106 tons, which is more than 60 percent of emissions for France in
1970. S02 emission at the national level in 1970 was 2.9 x 106 tons, of which the
Rhone-Alpes region contributed 8 percent. IS In 1970 in France, electricity gener-
ation was only responsible for 20 percent of the total emission. In Scenario S2 in
2025, the percentage of emission from electricity generation is almost half the total
emission from Rhone-Alpes. In all of France, this scenario would produce a total
S02 emission of about 20 x 106 tons in 2025 - a factor of 8 larger than the current
emission levels.
Because of the large land requirements for solar electricity generation, S3 uses
the most land of all the scenarios. Land use for S3 is 50 percent higher than for SI in
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TABLE 5.24 Scenario Comparison of Selected Quantified Environmental Impacts
2025
1970 SI S2 S3
Inside Rhone-Alpes
Health impacts
Total fatalities 6 6 2
Occupational accidents (POL)Q 1,100 13,000 9,500 7,200
Accidents affecting the public
(POL) 1,300 4,600 2,800
Occupational health (POL) 24,000 9,300 2,800
Public health 100,000 100,000 340,000 43,000
Land use (km 2)
Facilities land use 1 150 87 240
Long-term commitment 0 0.7 0.3 0.1
Air poUution
S02 Emissions (l0' metric tons) 0.25 0.30 1.7 0.35
CO2 Emissions (l0' metric tons) 26.0 57.0 130.0 88.0
Outside Rhone-Alpes
Health Impacts
Total fatalities 4.6 9 17 9
Accidents and health impacts
(POL) 33,000 74,000 150,000 88,000
Land use
Resources extractions and
related facilities (km2) 5 19 34 16
Total
Fatalities 5 15 23 11
Health (POL) 140,000 210,000 510,000 140,000
Land (km 2) 6 170 120 250
NOTE: Impacts due to electricity generation and end-use energy consumption are calculated
from the Impact Model. 9,10 All figures are rounded.
Q PDL == person-days lost.
2025. For comparison with the land use figures in Table 5.24, see the comments on
land use in the Base Case in section IV.C.2.
With regard to cumulative land use from 1970 to 2025, S1 requires much less
land than S3. But if we change Scenario S3 so that the coal used to produce elec-
tricity is replaced by gas or oil, for example, than S3 requires only 250 km2 • Sl
requires 295 km 2 . In the nuclear energy scenario, however, about 70 percent of the
land is disturbed outside the region, whereas the solar energy scenario uses a huge
area within the region. Moreover, some of the land disturbed for uranium mining
can be reclaimed.
All these comments show that the land use for each scenario depends on a great
number of factors and that in each case the assumptions underlying the figures for
land use should be carefully considered.
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VI. SENSITIVITY STUDIES
Two variants of the Base Case have been selected to show the influence of changes
in the energy supply on the environmental impacts.
SI L : Little development of fast breeder reactors. In the Base Case, 40 percent of
the electrical capacity in 2025 is from fast breeder reactors. In this sensitivity study,
only 10 percent is from fast breeder reactors in order to show the difference between
light water reactors and fast breeder reactors from an environmental standpoint.
SI H : Development of hybrid reactors producing electricity, and hot water or
steam. Since hybrid reactors have little waste heat and high efficiency, fewer hybrid
reactors than fast breeder reactors would be required to supply energy demands.
Hybrid reactors can supply heat either by way of the electricity they produce or by
way of district heat. This analysis shows the sensitivity of selected environmental
impacts to district heating from nuclear energy as compared with heating with elec-
tricity from nuclear energy. The analysis does not take into account the economic
feasibility of the hybrid reactors.
The assumptions made about the technical characteristics of the hybrid reactor.
as well as about the integration of these reactors into the total energy supply system
(number of housing units that can be supplied, storage requirements, and so forth)
are based on the preliminary research of B. Bourgeois and B. Chateau. 13 The poten-
tial market for district heating from nuclear energy was roughly calculated from the
investigations carried out for Scenarios S2 and S3. It was assumed that 30 percent
of the industrial and residential heat demand could be supplied by nuclear district
heat and that 40 percent of the floor area in the service sector could be heated by
nuclear district heat. The total consumption of nuclear district heat would then be
90 x 1015 cal.
In summary, the energy supply of Rhone-Alpes in this sensitivity study has:
• An electricity production of 190 x 109 kWh instead of 225 x 109 kWh as in SI
• Fifteen hybrid reactors producing 90 x 1015 cal and 70 x 109 kWh. The study
by Bourgeois and Chateau13 refers to a standard 900MWe reactor where 20 percent
of the heat produced is withdrawn to supply district heat. The real electric capacity
is then 720 MWe. Each hybrid power plant could supply the needs of about 340,000
housing units.
• A 20 percent reduction of oil consumption by industry. Some of the oil used
for steam generation is replaced by nuclear heat.
• A total nuclear capacity of 39,500 MWe, of which 10 percent is supplied by
breeder reactors
Table 5.25 shows selected impacts for SI and its two variants. With regard to
SI L, the reduction in the penetration of the liquid metal fast breeder reactor
(LMFBR) and the corresponding increase in the pressurized water reactor (PWR)
capacity, with everything else held constant, does not really affect the quantified
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TABLE 5.25 Comparison of Environmental Impacts for Three Nuclear Develop-
ment Variants in 2025.
Sl - 2025a SlH - 2025 b Sl L - 2025c
Impacts from nuclear power
Annual global health impactd
Person-rem to public 12,000 11,900 14,600
Expected excess cancer deaths 2.2 2.1 2.6
Expected excess genetic effects 1.8 1.8 2.2
Total annual public fatalities (health
and accident) 3.2 2.9 3.6
Uranium miners (annual impact)
Accidental fatalities 1.7 2.1 0.6
Excess cancers 0.4 0.5 0.6
Total annual occupational fatalities
(Health and Accident) 7.9 7.4 9.1
Total quantified person-days lost
(annual) 75,100 70,000 86,100
Thermal discharge
Annual heat discharge to
condenser water (10 12 kWht) 0.49 0.40 0.53
Annual water evaporated (10· m') 564 457 614
Annual land use for mining and
milling of uranium (km') 1.0 1.2 1.5
Annual radioactive shipments 6,700 4,820 5,920
Shipments of plutonium and high
level waste 152 52 64
Radioactive cesium released as liquid
waste at reactorse (Ci!yr) 11.4 14.1 17.3
Electricity needed for gaseous
diffusion to supply fuel for PWR f
(10· kWh!yr) 6.9 8.5 10.4
Nonelectric impacts
Health impacts (POL) 87,500 67,500 87,500
NOTE: Figures are based on the Impact Model..' I.
a 81: Development of fast breeders (40% of the total electric capacity).
b 81H: Development of nuclear district heating.
c 81 L: Low penetration of fast breeders (10% of the total electric capacity).
d Only global doses from complete release of 8' Kr and 'H at reprocessing are included.
e Radioactive strontium releases are much lower than cesium.
f Pu produced at pressurized water reactors (PWRs) is not taken into account.
health and safety impacts. There is a slight increase of the total person-days lost
from 75,000 to 86,000 mainly because of public exposure to radioactivity and
because of uranium mining. The total quantity of water evaporated increases by less
than 10 percent. However the annual land use for uranium mining is 50 percent
higher than in 81 and the annual quantity of radioactive cesium released by the
reactors is more than 50 percent higher. The limitation on the development of
breeder reactors yields a 60 percent decrease in the annual shipments of plutonium
and highly radioactive waste.
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All the conclusions about the differences between the environmental conse-
quences of S1 and S1L are uncertain and above all subjective. Some impacts of S1L
may be less severe than those of S1, but others may be more severe and more
important, and outweigh those that were less severe.
In relation to S1, S1H leads to a
• 20 percent decrease in the total health impacts (from nuclear and nonelectric
use)
• 25 percent decrease in the annual quantity of water evaporated, and of the
total waste heat rejected, which means fewer climatic impacts and less water drawn
from the regional resources
• 20 percent decrease in the land disturbed by uranium mining
• 20 percent decrease in the annual radioactive shipments
• 20 percent reduction of the radioactive cesium released as a liquid waste
These sensitivity studies show that the environmental impacts of the hybrid
reactors are less severe than those of the fast breeder reactor. Even if it is more
economical to heat with electricity produced from nuclear reactors than to heat
with nuclear district heat, the low social cost of nuclear district heating must also
be taken into account.
VII. CONCLUSIONS
The following comments and observations do not apply just to Rhone-Alpes. Rather,
they are more characteristic of the energy strategies than of the region.
VILA. ENERGY DEMAND
Each of the alternative futures has a different level of energy use. For a given growth
rate of the GNP, the level of energy demand will depend on the nature of the econ-
omic growth.* Therefore, since the energy consumption of a region does not have a
linear relationship with GNP or any other macroeconomic indicator, forecasts of
energy consumption should be based on detailed investigations of the technological
and societal changes and the main political options (human settlement policy, trans-
portation policy, industrial policy, and so on.
VILB DEPENDENCE ON OIL
Most countries are trying to develop nuclear energy as fast as possible to reduce
their dependence on oil, and France is one of the countries trying the hardest. But
* Energy Policy Project of the Ford Foundation, A Time to Choose: America's Energy Future
(Cambridge, Massachusetts: Ballinger, 1974).
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Scenario Sl, the nuclear energy scenario, shows that dependence on oil cannot be
reduced significantly or as fast as might be expected. The rate of penetration of elec-
tricity from nuclear plants is constrained by the time needed for installation of elec-
trical end-use equipment and by the rate of increase in demand for electrical end-use
energy. At the upper limit, only about 50 to 60 percent of end-use energy demand
is for electricity. Electricity cannot yet be economically used in place of motor
fuels, in steam production, or in some large capacity kilns, for example. Obviously,
technological innovations may raise the limit on electrical end-use energy. A drastic
reduction of oil consumption through the development of nuclear energy can only
be achieved by using nuclear energy to produce other sources of energy such as
hydrogen, hot water, or steam.
VILe. RATE OF DEVELOPMENT OF NEW ENERGY SOURCES
For similar reasons, though on a different scale, the rate of penetration of solar and
geothermal energy is very slow. In Scenario S3, which has very favorable assump-
tions about the development of these two energy sources, their contribution to the
total end-use energy is not more than 20 percent after a 50-year period.
VILD. ENVIRONMENTAL IMPACTS
Based on the judgment of the IIASA team, the most significant environmental
impacts have been selected. But it is certain that some impacts have been neglected
or that too much emphasis has been placed on others. Unlike the description and
interpretation of energy patterns, the evaluation of environmental impacts is very
controversial. We will try to summarize the important results for four major impacts
considered in this study: waste heat, land use, S02 emissions, and human health
impacts.
VII.D.l. Waste Heat
Whatever the cooling system, waste heat is discharged into the environment: into a
water source if once-through cooling is used, or into the air with cooling towers. In
the nuclear energy scenario, Sl , light water reactors discharge 66 percent of their
primary energy as waste heat, and liquid metal fast breeder reactors discharge 60
percent of their primary energy as waste heat. In Scenario Sl, the high amount of
electricity produced leads to a lot of waste heat. In the other scenarios the thermal
wastes are low compared with their level in S1.
The utilization of once-through cooling is limited by the acceptable temperature
increase of the water source. In the case of the Rhone River, two levels of control
were considered, one allowing a maximum temperature increase of 5°e (a maximum
of 40 percent of the nuclear capacity could use once-through cooling) and the other
allowing a temperature increase of only 3°e (less than 30 percent of the nuclear
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capacity could use once-through cooling). In the case of the less restrictive control
policy, the temperature of the Rhone River in the southern part of the region would
be artificially increased by 4°C for approximately 140 days per year, and by 5°C
for 50 to 60 days. If the remainder of the capacity uses wet cooling towers, there
will be two major environmental impacts: 28 to 34 towers each 150m high with a
diameter between 120 and 140 m, and an estimated artificial evaporation between
0.5 and 0.6 x 109 m3/yr. The evaporation might create local climatic perturbations
and cause a loss of water from the Rhone, an important water source.
VII.D.2. Land Use
It is beyond all question that solar electricity generation requires a lot of land. If we
compare, for instance, the "nuclear scenario" (Sl) and the "solar scenario" (S3), the
land occupied by energy facilities is 1.5 times higher for S3 than for S1 (239 km2
for S3 compared with 163 km2 for Sl).
The land use for resource extraction, e.g. coal mining, occurs outside the region
and cannot be compared with land use for facilities. The consumption of coal
requires a lot of land especially if the coal comes from surface mines.
In the case of Sl, the high increase of electricity consumption requires the devel-
opment of transmission networks and wide corridors for the transmission lines
throughout the region. The aesthetic impact of the transmission networks may be
greater than the land-use impact.
VII.D.3. S02 Emissions
The "conventional fuel scenario," S2, has high S02 emissions. With the current
emission standards, this scenario would be unacceptable for most people because of
the very high level of S02 emissions: eight times higher in 2025 than in 1970. The
high level causes human health impacts which were quantified as far as possible, but
also damage to flora and fauna which was not evaluated. In Sl and S3, S02 air pol-
lution is almost negligible since the total emissions in 2025 are only slightly higher
than in 1970 (see Table 5.24).
VII.D.4. Health Impacts
The health impacts have been quantified for the three scenarios and expressed in
person-days lost for accidents and diseases and in number of deaths for fatalities. It
should be noted that health impacts that are not recognized or recognized but
unquantified were not included in the health impact estimates. Because of the large
S02 emissions, S2 has the highest health impacts. The development of solar energy
in Scenario S3 results in very few health impacts. However, it was assumed that
more than 20 percent of the electricity in Scenario S3 is generated from coal, and
the human health impacts from coal mining are high. If oil or gas were used instead
of coal, the impacts would be lower.
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The sensitivity studies on the Base Case show the difficulty of differentiating
from an environmental standpoint between nuclear energy development with the
liquid metal fast breeder reactor and nuclear energy development without it. They
show that using waste heat from nuclear plants has less of an impact on the environ-
ment than simply discharging it into a body of water. The use of waste heat also
reduces the amount of uranium needed.
A very interesting technique based on multiattribute decision analysis has been
developed to deal with the complexity of judging environmental impacts and has
already been applied in the case of Wisconsin .14,16 The technique is summarized in
Appendix E at the end of the book.
APPENDIX: ENERGY CONSUMPTION AND END-USE ENERGY
TABLES FOR RHONE-ALPES
TABLE SA.! Energy Consumption in 1970 (10 15 cal)
District Total Electricity
Coal Gas Oil Electricity Heating" Total (TWh)b
Industrial 5.6 5.0 29.0 13.5 53.1 15.7
Residential 4.1 2.3 23.8 2.2 1.0 33.4 2.6
Service 0.5 0.9 5.9 2.1 0.3 9.7 2.2
Transportation 20.0 0.4 20.4 0.5
Total 10.2 8.2 78.7 18.2 1.3 116.6 21.0
SOURCE: CEREN. 4
a Estimate from national data.
b TWh "" terawatt hours.
TABLE SA.2 End-Use Energy in Scenario Sl (1015 cal)
Oil Total
EIec- District Geo- Electricity
Coal Gas Oil tricity Heating thermal Solar Total (TWh)
2000
Industrial 2.6 16.2 45.7 65.4 129.9 76.0
Residential 11.4 32.1 14.0 1.0 58.5 16.5
Service 1.0 2.1 5.6 0.5 9.2 6.5
Transportation 37.3 0.9 38.2 1.0
Total 2.6 28.6 117.2 85.9 1.5 235.8 100.0
2025
Industrial 3.1 29.5 56.7 171.1 260.4 199
Residential 13.4 19.5 32.7 2.0 0.5 0.5 68.6 38
Service 0.6 0.3 9.5 1.0 0.5 11.9 11
Transportation 55.6 1.7 57.3 2.0
Total TI 43.5 132.1 21"5 3.0 1.0 D.5 398.2~
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TABLE SA.3 End-Use Energy in Scenario S2 (1015 cal)
Oil Total
Elec- District Geo- Electricity
Coal Gas Oil tricity Heating thermal Solar Total (TWh)
2000
Industrial 2.6 25.4 77.0 55.0 160.0 64.0
Residential 9.4 47.8 7.2 1.4 11.0 0.4 66.2 8.4
Service 3.0 3.5 3.5 0.5 10.5 4.1
Transportation 39.3 0.9 40.2 1.1
Total 2.6 37.8 167.6 66.6 1:9 11.0 OA 276.9 77.6
2025
Industrial 3.1 60.9 146.0 130.7 340.7 152.0
Residential 9.4 51.3 19.6 2.5 0.7 2.0 85.5 22.8
Service 3.1 2.9 6.3 1.2 0.4 13.9 7.3
Transportation 58.7 1.2 59.9 1.4
Total """"IT 73.4 258.9 157.8 IT IT 2.0 500 183.5
TABLE SAA End-Use Energy in Scenario S3 (1015 cal)
Oil Total
E1ec- District Geo- Electrici ty
Coal Gas Oil tricity Heating thermal Solar Total (TWh)
2000
Industrial 2.6 20.4 61.1 65.3 149.4 75.9
Residential 15.2 23.2 5.2 5.0 2.9 2.2 53.7 0.6
Service 2.5 I.5 2.1 0.5 4.6 11.2 2.4
Transportation 22.0 1.2 23.2 1.4
Total T6 38.1 107.8 73.8 5.5 2:9 6.8 237.5 85.7
2025
Industrial 3.0 34.0 30.0 138.0 205.0 160.4
Residential 9.0 17.6 7.9 8.0 4.9 5.0 52.5 9.2
Service 2.0 1.0 3.5 1.0 0.6 5.6 13.7 4.1
Transportation 23.6 2.2 25.8 2.6
----
Total 3.0 45.0 72.2 151.6 9.0 5.5 10.6 297.0 176.3
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Prologue to Chapter 6
The Wisconsin Scenarios
in Retrospect
Charles Occhetti
Wisconsin Public Service Commission
May 1978
Comparisons between the GDR, Rhone-Alpes, and Wisconsin suggest that Wisconsin
has perhaps the farthest to go in improving its efficiency of energy use, strengthen-
ing its conservation policies, and reducing its rates of energy growth. Since the
Wisconsin scenarios were written in 1975, some progress has been made in these
areas; many ideas for energy-related reforms in Wisconsin have grown out of inter-
actions with our colleagues in the GDR and Rhone-Alpes during the three-region
study.
Energy use in Wisconsin has been marked by high growth during the 1960s and a
leveling off in the 1970s. The growth experienced during the 1960s can be traced to
several factors. First, the cost of end-use energy fell by 50 percent between 1960
and 1970. Second, the implementation of environmental protection measures began
during the 1960s; improved pollution control required increases in energy use.
Finally, in the early 1960s Wisconsin industries were characterized by a high level
of energy intensiveness. All of these factors contributed to the dramatic growth in
energy-use figures of the 1962-1970 period.
This exponential growth did not continue into the 1970s, however. The trade-
off between increased energy use and environmental protection did not result in
continued high rates of growth in energy use. The mix of industries also shifted
toward those that are less energy intensive. In fact, since the oil embargo of 1973-
At the second conference, Management of Regional Energy/Environment Systems, held at
nASA, 16-19 May 1978, retrospective presentations on the scenarios were given by energy
specialists or policymakers from the three regions. To provide perspective on the scenarios,
summaries of the presentations are included immediately before the chapters describing the
scenarios for the regions (Chapters 4, 5, and 6). They will be published in full as part of the
proceedings of the conference: W.K. Foell (ed.), Proceedings of the Conference on Management
of Regional Energy/Environment Systems (Laxenburg, Austria: International Institute for
Applied Systems Analysis, in press).
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1974, there has been virtually no increase in energy consumption in Wisconsin.
During some years there has been a modest 2-3 percent increase in electricity con-
sumption, but this has been offset by decreases in natural gas use. This is a great
change from the 7-10 percent annual increases in electricity consumption in the
early 1970s. In light of these developments, the projections of continued exponen-
tial growth made in the Wisconsin Base Case scenario seem to be outdated. Actually,
the State of Wisconsin has set itself the goal of reducing its energy use by lOper-
cent by 1985.
One way in which it is hoped that this goal will be achieved is through government
regulations designed for energy conservation. In suggesting areas in which reforms
were needed, Wisconsin's collaboration with the GDR and Rhone-Alpes brought us
several tangible benefits. For instance, we learned from the French that our tech-
nique of pricing electricity was counterproductive. Not only did the French bring to
our attention the diseconomy of charging customers less when they buy electricity
in bulk, but they also suggested a better pricing mechanism. Following their example,
Wisconsin is now adopting a system of marginal cost-pricing for electricity - Le. the
state is instituting a time-of-day variation in tariffs. At the present time, 40 percent
of Wisconsin's electricity is sold during high demand hours on a time-of-day pricing
system. Also, in a pioneering U.S. effort, it is planned to install residential "time-of-
day" meters or load management systems in the city of Milwaukee within one or
two years. The natural gas pricing system is beginning to be changed according to the
same principle of marginal cost pricing that we learned from our French colleagues.
Our interactions with representatives from the GDR made us aware of the poten-
tial of district heating, and we have decided that district heating, as a concept,
should be encouraged. We are requiring electric utilities to continue to sell steam to
industrial users; new plants built to replace decommissioned plants are required as
well by state regulations to sell steam to industries. Whenever any new coal-burning
plant is built, all potential industrial users in the surrounding service area must be
asked if they would like to purchase the plant's waste heat. Because of the contro-
versy currently surrounding the nuclear question, no decision has been made yet
about the use of waste heat from nuclear power plants.
The use of waste heat to increase the temperature of drinking water by about
five degrees centigrade is also under consideration in Wisconsin. The water is very
cold, so there may be no health problem from bacteria connected with this scheme.
Early studies have indicated that use of waste heat in the drinking water system
would reduce energy costs and bring tangible savings to residential customers in
their bills for water-heating. Until now, heat pumps were not very practical in
Wisconsin because of the coldness of the state's water. But if the temperature of the
drinking water were to be increased, some engineers believe that efficient heat-pump
systems would be feasible. The example the GDR gave us for the utilization of
waste heat was a real impetus for better utilization of this energy source on our
part.
It has been asked which features of the research results were surprising. No one
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in Wisconsin was surprised that so much of the state's energy consumption was
related to transportation, in comparison with energy use patterns in the GDR and
Rhone-Alpes. But it was surprising to see how much more energy Wisconsin was
using for residential space heating, even after correcting for differences in degree-
days, and excluding energy for air-conditioning purposes. A part of the higher use is
due to the larger size of Wisconsin housing units - Le. floor space per person. But
as we learned from the other regions, a much more important factor is heat losses
because of poor insulation. This realization convinced us that we ought to be
changing the state's building codes. Wisconsin is now one of the few states in the
United States that has a complete building code with measures for real enforcement.
The Wisconsin Public Service Commission has also developed a set of pricing rules
that will penalize people who do not improve insulation in existing housing. Again,
the impetus for these changes came from our new awareness of practices in the
other regions.
The interregional comparisons also provided us with new insights about energy
savings in the transportation sector. We were convinced of the savings that could
result if large cars were replaced with small cars, even if distances traveled remained
constant. On the basis of our recommendations, the governor of Wisconsin proposed
a set of taxes and subsidies that would have made the purchase of new cars vary by
as much as $1,000, depending on size. (At the time, a typical car in Wisconsin cost
about $4,000.) Because the State of Wisconsin is a major automobile manufacturer,
these proposals were politically very risky - especially since most of the discounts
would apply to European and Japanese cars and the taxes would be levied on
American cars. As might be expected, the governor was not able to win legislative
approval. Still, this serious attempt at policy change in the transportation sector
resulted from ideas we gained through interaction with representatives from the
other regions. As a footnote, it is interesting that even without the benefit of federal
regulations and state taxes, people in Wisconsin are buying smaller cars and reducing
the amount they drive.
There have been several other events of significance in the energy field in Wis-
consin since 1975. State legislation has been passed to give tax credits to people
who install solar energy systems. The Public Service Commission has also passed a
special set of tariffs for the electric back.up systems needed for solar units. In
industry, there has been a significant amount of energy conservation and conversion
from natural gas spurred by the oil embargo of 1973 and the gas shortage of 1976.
In the residential sector, voluntary conservation measures, such as lowering thermo-
stats, are also being taken. The result of these activities has been the creation of a
conservation bubble - Le. Wisconsin now has excess energy supplies. However, this
should not be understood to mean that we can return to "business as usual."
Wisconsin is firmly committed to the goal of reducing energy consumption by 10
percent by 1985.
6 Alternative EnergylEnvironmentFutures for Wisconsin
I. INTRODUCTION
LA. ORGANIZATION AND OBJECTIVES
In this chapter the background, key assumptions, and typical results for three
alternative energy/environment futures for Wisconsin are presented. A Base Case
scenario is presented in some detail to provide a basis for comparison with assump-
tions and results of other scenarios. Before the presentation of the details of the
scenarios starting in section II, a general overview of the initial conditions, data
availability, and the character of the three scenarios is given in the next few pages.
Following the scenario presentation in sections II and III, sensitivity studies related
to critical parameters are discussed in section IV. Finally, some overall conclusions
of the Wisconsin studies are presented in section V.
LB. GENERAL CHARACTERISTICS AND INITIAL CONDITIONS
Chapter 2 presents an overview of demographic, geographic, and energy character-
istics of Wisconsin; that information will not be repeated here. Instead, a brief com-
parison of a few statistics for Wisconsin and the entire United States is given in
Table 6.1. The population of Wisconsin is about 2 percent of the national total.
The state has a higher population density, greater manufacturing value-added
per capita, lower personal income per capita, and lower energy consumption per
capita than the U.S. average; however, of these four indices, only population den-
sity deviates more than 25 percent from the national average.
The population of Wisconsin is not spread evenly over the state. The 1970
Chapter 6 was written by William Buehring - IIASA.
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TABLE 6.1 Comparison of Selected Statistics for Wisconsin and the United States
Ratio:
Unit Wis. U.S. Wis./U.S.
1970 population (X 106 ) 4.4 203.8 .02
Land area 10' km' 141 9,160 .02
Water area 10' km' 4.4 203 .02
Population density (1970) people per km' 31 22 1.41
Farms
Number (1970) thousands 99 2,730 .04
Area 1,000 km' 73 4,317 .02
Fishing licenses sold licenses per
(1972) 100 residents 30 12 2.50
Motor vehicle registrations per
registrations (1970) 100 residents 50 53 .94
Manufacturing value-
added per capita $ (1972) 2,086 1,700 1.23
Personal income per capita $ (1972) 4,290 4,537 .95
Primary energy per capita
(1970) 109 cal 65 83 .78
Electricity generated per
capita (1970)0 kWh 6,742 8,046 .84
SOURCES: U.S. Bureau of the Census" Bowman et al.;' The World Almanac and Book of
Facts;' U.S. Department of the Interior.4
o Includes industrial generation as weIl as electric utilities.
population in each of the 8 districts used in these studies is shown in Figure 6.1.
About 40 percent of the total population is found in the southeastern district (Dis-
trict 2 in Figure 6.1), which includes Milwaukee and its suburbs. There are 2 other
metropolitan areas with population greater than 200,000 (Table 6.2). In addition, 2
other metropolitan areas that are primarily in other states have a portion of their
population in Wisconsin. They are Minneapolis-St. Paul, Minnesota, with 1,965,000
total population and 34,000 in Wisconsin (District 6 in Figure 6.1) and Duluth,
Minnesota-Superior, Wisconsin, with 265,000 total population and 45,000 in Wis-
consin (District 8).
I.C. THE THREE WISCONSIN SCENARIOS
I.e.l. Description a/the Scenarios
Three complete scenarios for Wisconsin, summarized in Table 6.3, have been exam-
ined in detail. For purposes of comparison, population growth and economic activity
are not varied among these three scenarios. The scenarios can be briefly character-
ized as follows:
• S1 (Base Case): The assumptions tend to be a continuation of past trends, with
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FIGURE 6.1 1970 Wisconsin population by district. The total population of
Wisconsin in 1970 was 4.4 million.
some energy-saving methods, such as the construction of more efficient automobiles.
• S2 (High-Energy Case): The assumptions tend to result in significantly higher
energy consumption than S I. Electricity is preferred for end-use energy. Emission
controls on air pollutants are minimal except for power plants.
• S3 (Low-Energy Case): The assumptions tend to result in lower energy
consumption than Sl but by no means the lowest energy consumption that can
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TABLE 6.2 Metropolitan Areas in Wisconsin with Over 200,000 People
Metropolitan Population (X 103 ) District in Figure 6.1
Milwaukee
Madison
Appleton-Qshkosh
1,404
290
277
2
I
3
TABLE 6.3 Policies and Assumptions for the Three Wisconsin Scenarios
SI S2 S3
Growth assumptions
Population
Economy
• Declining growth
rate
• Continued
expansion of ser-
vice in relation
to industry
• Same as SI
• Same as SI
• Same as SI
• Same as SI
• Exurban dispersal
• 10% apartments
• Synthetic fuel
from coal
• Mostly nuclear
for electricity
• Almost constant •
energy use per
unit value-added
in service and •
industry
• Auto efficiency •
gain
• Declining energy
use per unit
value-added
• Conservation
measures
• Large auto
efficiency gain
• More rail shipment
of freight
• Solar for heating
and electricity
• No new nuclear
• Synthetic fuel
from coal
• Stringent controls
of SO, and
particulates
• Small compact
cities
• 50% apartments
Low controls of
SO, and par-
ticulates
Increasing energy
use per unit
value-added
Emphasis on
electricity
No auto efficiency
gain
•
• Surburban
extension
• 25% apartments
• Synthetic fuel
from coal
• Mix of coal and
nuclear for
electricity
• Present trends
of increasing
controls for
SO, and particulates
Energy Supply
Energy-Use
Technology
Environment
Transportation
Policy areas
Urban Form
reasonably be expected. Solar energy is developed for both heating and electrical
generation. Conservation measures and pollution control are stressed.
An example of the contrasts in the scenarios is the assumed urban form (Table
6.3). Population growth and spatial distribution affects virtually all areas of the
model (e.g., the average trip length for personal transportation is related to city
size). Population distribution also affects environmental impacts resulting from
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FIGURE 6.2 Wisconsin population by density category.
energy use in ways other than the modification of energy use. For example, the
location of pollution sources relative to population is an important consideration in
the estimation of associated health impacts.
Several possible future urban forms for Wisconsin have been postulated and
quantified for incorporation in the scenarios. 5•6 Three of these urban forms with
different population density distributions are shown in Figure 6.2. Suburban exten-
sion is a continuation of the 1970 density distribution and was used in Scenario Sl.
The urban form assumed in S2 is exurban dispersal, which indicates a trend of
settlement in low-population areas. Growth occurs in low-density urban areas in S3
(the case of small compact cities).
I. C. 2. Sensitivity Studies
Several representative sensitivity studies, in which only a single parameter is varied,
have been selected for presentation from the numerous possibilities afforded by the
multitude of assumptions required for a complete scenario description. The particu-
lar sensitivity analyses for the Wisconsin studies are related to solar home heating
and water heating, housing type and fuel use, sulfur dioxide control in electrical
generation, electricity supply alternatives, and transportation energy for alternative
urban forms.
1 C.3. Demand Sectors and Energy Indicators
The energy demand calculations for Wisconsin were based on four demand sec-
tors - residential, service, industrial, and transportation - as described in Chapter
3. The boundaries between these sectors are often not well defined because of some
difficulties in data collection procedures. For the scenarios described here, the sec-
tors have been defined as in previous applications of the Wisconsin Regional Energy
(WISE) ModeI,' and the period of study has been extended to 2025.
172
TABLE 6.4 Population Assumptions for Wisconsin Scenarios
1970
2000
2025
Population (X 106 )
4.418
5.78
6.58
Average Growth Rate Since 1970 (%/yr)
0.90
0.73
Some key parameters that have a close relationship with energy consumption in
the demand sector models are listed below. Assumptions about population growth
affect energy demand in all the models.
Residential
Type of housing (apartment or single-family home)
Appliance ownership fractions
Fuel preference for space heating
Service
Floor area growth rate
Energy intensiveness (energy use per unit floor area) by type of fuel
Industrial
Growth in value-added* for 20 industrial classifications
Energy intensiveness by type of fuel
Transportation
Automobile ownership and efficiency
Distribution of freight between rail and truck
The energy demand results are used to determine total energy supply require-
ments by fuel type and associated environmental impacts.
I.D. FACTORS COMMON TO THE THREE SCENARIOS
To allow for easy comparison among scenarios, some factors were not varied among
the scenarios. However, it should be emphasized that this does not imply certainty
for these parameters. The five general areas in which some parameters were held
constant over the three scenarios are population growth, economic growth, trans-
portation, energy supply, and environmental impact.
I.D.I. Population Growth
The population estimates used for Wisconsin through 1990 were based on those
provided by the Wisconsin Department of Statistical Services. The average annual
* Value-added is a measure of manufacturing activity derived by subtracting the cost of materials,
supplies, containers, fuel, purchased electricity, and contract work from the value of shipments
for products manufactured plus receipts for services rendered.
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growth rate is approximately I percent. From 1990 to 2010, an average annual
growth rate of 0.7 percent was used, and from 2010 to 2025, an average annual
growth rate of 0.4 percent was used. This approximates the Series X projection of
the U.S. Bureau of the Census. 1 Series X reaches zero growth around the middle of
the twenty-first century.
The resulting populations for all Wisconsin scenarios are shown in Table 6.4.
This estimate is lower than most historical estimates have been 1 but is thought to
be a reasonable extension of the recent tendency toward slower population growth.
It should also be noted that these growth rates include net migration, which in
recent years has increased Wisconsin population by about 0.4 percent annually.
J.D. 2. Economic Growth
The scenario methodology required an explicit treatment of economic conditions.
Value-added or gross regional product are the typical measures of economic activity.
Total value-added includes activity in both the manufacturing and service sectors,
which typically have very different energy consumption characteristics.
The level of economic activity in Wisconsin was not varied among scenarios. In
addition, the mix of manufacturing and service activity was not varied from scenario
to scenario, although it was varied over time. The overall economic growth, measured
in terms of total value-added,* used in all Wisconsin scenarios was 3.1 percent per
year, which is 2.4 percent per year on a per capita basis.t The overall growth is
lower than that of the gross national product since 1950 and is higher than the
growth rate since 1910.1 For comparison, the growth rates used for gross national
product in the scenarios developed by the Ford Foundation Energy Policy Project
(EPP) for 1975-2000 were 3.3 to 3.4 percent.8
The resulting rate of real growth in the Wisconsin manufacturing sector was 2.25
percent per year in the scenarios; this is somewhat lower than the 1958-1971 rate
of approximately 3 percent per year.9 However, the overall growth rate in industry
was not a basic assumption; instead, the current rate of change of value-added per
capita in 20 industrial classifications was extended into the future,9 resulting in an
overall annual growth rate of 2.25 percent, or 1.5 percent on a per capita basis.
The real rate of growth in the service sector+ was assumed to be 4.0 percent
annually, which was approximately the national growth rate for 1950-1972.1
Therefore, service value-added represents a larger share of the total value-added as
time passes. An additional sector that includes activities such as farming and con-
tract construction is assumed to grow at the same rate as industry. The resultant
value-added for all Wisconsin scenarios is shown in Figure 6.3.
* All value-added figures are in constant dollars to remove the effect of infla tion.
t The overall growth was not an assumption itself; instead, growth rates in specific industrial
classifications and service sectors were assumed.
+This sector includes wholesale and retail trade; [mance, insurance, and real estate; services;
and government enterprises.
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FIGURE 6.3 Assumed value-added in Wisconsin.
For comparison, the Ford Energy Policy Project selected annual growth rates for
1975-2000 of2.6 percent for U.s. manufacturing and 3.5 percent for service.s This
is somewhat higher than the assumed rate of growth for Wisconsin industry and
somewhat lower than for Wisconsin service. However, the two studies are not easily
compared, since time periods, regions, population growth, and the definitions of
industry and service are different.
The more recent U.S. National Energy PIan lO is based on an average growth in
GNP of 4.3 percent per year over the period 1976 to 1985. This rate of growth is
significantly higher than that used in the scenarios presented here.
I.D.3. Transportation
The freight transportation model is based upon ton-kilometers of freight trans-
ported. In all scenarios the number of ton-km is related to economic activity. Since
economic activity is the same for all scenarios, the total number of ton-km is the
same for all scenarios. However, variations in the distribution between truck and
rail tranport are used in the scenarios.
I.DA. Energy Supply
Wisconsin must import its fossil and nuclear fuels from other regions. Thus, Wiscon-
sin is very dependent on conditions in other states. It has been assumed that required
fuel supplies are available from these sources, except for natural gas and petroleum.
Acceptable synthetic fuels from coal are assumed to be available in unlimited supply
by 2025 as natural supplies of oil and gas diminish.
Wisconsin is assumed to generate exactly the amount of electricity required
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within its own borders. No net import or export of electricity occurs in any scen-
ario. Although export of electricity is a possibility for the state, this was considered
unlikely, and it would be an additional complicating factor that would make results
of alternative futures more difficult to compare on a consistent basis. From 1970
through 1974, Wisconsin had a net import of electricity that totaled only 2.1 per-
cent of total electrical generation.2
I.D.5. Environmental Impact
In general, the assumptions related to environmental impact are a continuation of
the trend toward stricter regulations regarding air pollution, radioactive releases,
and waste heat disposal. In all Wisconsin scenarios, control devices and use of low-
sulfur coal keep S02 emissions from coal-fired electrical generation within U.S.
emission standards.* Ash control at coal plants is assumed to retain about 99 per-
cent of the mass of ash.
Reprocessing of fuels from nuclear reactors in order to remove the uranium and
plutonium is assumed to take place. Radioactive release from nuclear fuel reprocess-
ing plants is assumed to decline after the year 1990, when equipment that prevents
the release of 90 percent of the krypton-85 and tritium CH) is installed. These two
radionuclides have a long half-life and are expected to be produced in large quan-
tities during normal operation of the plants.
Some other important assumptions that affect environmental impacts have been
made. For example:
• Cooling systems for new power plants are mostly dosed-cycle evaporative
cooling, such as natural-draft wet-cooling towers.
• Occupational fatalities per unit of coal mined decline rapidly to a level that is
30 percent of the 1970 U.S. rate for underground mining and 40 percent of the
1970 value for surface mining.
• New cases of total disability from black lung disease per unit of coal mined
underground drops to a level that is nearly 100 times below the 1970 rate.
• The energy input for synthetic fuels is 60 percent from surface-mined Western
sub-bituminous coal, 20 percent from bituminous surface mines, and 20 percent
from bituminous underground mines.
• The average future power plant (coal or nuclear) is sited within 80km of
2,250,000 people (this assumption affects population exposures to air pollution
and radioactivity).
* See Appendix C for a discussion of air pollution standards in the three regions.
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II. THE BASE CASE SCENARIO
I1.A. OVERALL PHILOSOPHY
The primary purpose of the scenario that is presented in some detail in this section
is to provide a reference future or Base Case for comparison with the results of
other scenarios having different assumptions; the Base Case scenario is not intended
to be a prediction of the most likely future for Wisconsin. Assumptions for the near
future in the Base Case were established in general by assuming a continuation of
current trends, including moderating effects such as slower population growth and
more efficient energy use than extrapolation of historical data would indicate.
Assumptions over the long run in the Base Case required estimates of what tech·
nologies might be available and to what degree they will be used. For example,
synthetic fuels that can substitute for some petroleum and natural gas are assumed
to be available around the year 2000 in the Base Case. Important assumptions for
the Base Case are discussed individually in the following subsections.
II.B. FRAMEWORK FOR SCENARIO SI
In this section the framework for Wisconsin Scenario S1 is presented in some detail.
The specific assumptions indicated are the inferred results of implementation of the
overall policies shown in Table 6.3.
II.B.l. Assumptions for the Energy Demand Sectors
Transportation Sector Energy use in transportation is categorized into passenger
transport and freight transport.
Passenger Transport The demographic characteristics of communities affect
the calculated average trip length in the model. s The urban form in Sl is a continu-
ation of current growth patterns, designated as suburban extension. The population
growth is in suburbs and fringes of the urban areas. In the Base Case, average fuel
economy is 40 percent better in 1980 than it was in 1974. Thus, the fuel economy
for all types of driving of all 1980 models of autos averages slightly over 8.5 km/liter
(20 miles/gal). The current trend toward small cars continues; compact and small
cars capture 60 percent of the market after 1980.
Rail, air, and bus passenger service continue at low energy consumption levels
relative to passenger auto energy consumption. The assumptions for mass transit
fuel use are listed in Table 6.5.
The load factor, the average number of people per vehicle, is assumed to be 1.4
for local and 2.4 for intercity automobile trips. The load factors for buses are 10
passengers per bus for urban travel and 22 passengers per bus for intercity travel.
Freight Transport The freight transport calculations are divided into truck,
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TABLE 6.5 Mass Transit Fuel Use
Transport Mode
Urban bus
Intercity bus
Air
Rail
Electric urban bus
SOURCE: Hanson and Mitchell. s
Energy Use
1.9 km/liter
2.8 km/liter
555 kcal per passenger-km
71 kcal per passenger-km
645 kcal per passenger-km
TABLE 6.6 Freight Transport Fuel Use
Energy Use (kcal/metric ton-km)
Truck
Rail
Air
485
118
7,270
SOURCE: Hanson and Mitchell. 5
rail, and air categories, although air freight is assumed to contribute negligibly to
the total energy demand for freight transport. The assumed fuel requirements for
the three modes are listed in Table 6.6. Since truck transport requires considerably
more energy than rail on a ton-kilometer basis, and since most freight transport is
assumed to be by truck, the energy demand for freight shipments by truck is nearly
12 times greater than for rail freight in Scenario S1.
Residential Sector Energy use in the residential sector depends on the type of
housing unit, single family or multiple family (apartment), and ownership of energy-
consuming devices. Three types of energy consumption are assumed to be a func-
tion of housing type for the Wisconsin scenarios; they are space heating, water heat-
ing, and central air conditioning. Annual fuel use for and fraction of households
owning these three "base appliances" differ considerably for single·family houses
and apartments, as shown in Table 6.7. Ownership of secondary appliances, such as
refrigerators and television sets, is assumed to be independent of housing type.
The pattern of ownership for new residences shown in Table 6.7 is not the same
as for residences that were built before 1970. Therefore, the new and old residences
are treated separately in the calculations.
Secondary appliance ownership is assumed to penetrate as indicated in Table
6.7. Essentially all households are assumed to have a refrigerator, television, light·
ing, and a mixture of small appliances. The only nonelectric secondary appliances
that have been included are gas stoves and gas dryers. In 1970 half the households
have a gas stove, and about 10 percent have a gas dryer.
The number of occupied households is determined by dividing the population
by average family size. Although population only increases by approximately 50
178
TABLE 6.7 Key Parameters For Wisconsin Residential Energy Use - Scenario Sl
Annual Fuel Use for Pre-1970 Residenceso
Single Family Home Apartment
Electricity Gas Oil Electricity Gas Oil
Space heat 23.1 47.0 47.0 11.0 18.0 18.0
Water heat 4.5 6.9 6.9 3.6 5.6 5.6
Central air conditioning 1.7 3.2 0.66 1.3
Ownership Fractions for Post-1970 Residences
Single Family Home Apartment
Electricity Gas Oil Electricity Gas Oil
Space heat 0.12 0.86 0.02 0.31 0.59 0.10
Water heat 0.62 0.38 0.0 0.80 0.20 0.00
Central air conditioning 0.20 0.05 0.0 0.80 0.10 0.00
Secondary Appliances
Refrigerator
Freezer
Dishwasher
Qothes washer
Television
Second television
Room air
conditioner
Electric stove
Electric dryer
Lighting
Small appliances
Miscellaneous
Fraction of Households
That Own Appliance
1970 2025
0.998 0.999
0.40 0.47
0.17 0.67
0.59 0.88
0.97 0.99
0.31 0.80
0.26 0.50
0.49 0.54
0.44 0.77
1.0 1.0
1.0 1.0
0.49 0.54
Electricity Use (10' kWh!yr)
1.3
1.4
0.36
0.10
0.36
0.50
0.65
1.2
1.0
0.75
0.50
0.50
SOURCES: Buehringetal." and Frey."
° Electricity in 10' kWh, oil and gas in 10' cal.
percent from 1970 through 2025, the number of households nearly doubles over
the period because the average family size is assumed to decline from its 1970 value
of 3.33.
In 1970, single-family dwellings represented 88 percent of all Wisconsin resi-
dences. For Scenario Sl, new residences were 75 percent single-family and 25 per-
cent multiple-family dwelling units.
Service Sector Floor area in the service sector is the primary parameter for calcu-
lation of energy demandP Based upon the assumption that the ratio of floor area
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TABLE 6.8 Key Energy Demand Parameters for Wisconsin Service Sector Calcu-
lations - Scenario SI
Space Heating
System Efficiency
Electricity 0.95
Natural gas 0.60
Coal 0.50
Petroleum 0.60
Fraction of
Total Floor Area
Heated
0.02
0.60
0.05
0.25
Fraction of
Total Floor Area
Cooled
0.60
0.10
0.0
0.0
Fraction of
Total Floor Area
Illuminated
1.0
0.0
0.0
0.0
Average growth in service value-added
Average fraction of each month that
buildings are open for business
Average daytime thermostat setting
Average nighttime thermostat setting
Average building ventilation rate
Wall to floor area ratio for new buildings
Glass to floor area ratio for new buildings
SOURCE: Buehring."
4.0%/yr
0.40 for all months
21.1°c (70°F) for all months
21.1°C (70°F) for all months
0.046 m 3/min/m' floor area for all months
0.35
0.15
to service-sector value-added remains constant over time, the service growth was cal-
culated from the value-added growth shown in Figure 6.3.
Some important assumptions by fuel type for Scenario S I are listed in Table 6.8.
In addition to space heating, space cooling, and illumination energy demands, some
"process" energy is required for equipment such as elevators, stoves, and water
heaters. The calculations have been calibrated to give actual energy demands by fuel
type determined from independent analysis of Wisconsin energy use.14
Industrial Sector Population growth (discussed earlier), economic activity, and
energy intensiveness are the primary parameters for calculation of energy demand
in the industrial sector. The primary assumption about economic activity for the
Base Case is that there will be an increase in value-added per capita that averages 1.5
percent per year. The increase in value-added per capita, coupled with the assumed
population growth, yields a total industrial value-added growth rate that averages
2.25 percent per year over the 55-year period.
The value-added calculations, however, are not based on the overall industrial
growth rate but rather on 20 individual industrial categories as shown in Table 6.9.
In terms of value-added, the major industries in Wisconsin are food, pulp, fabricated
metals, machinery, and transportation equipment. Each industrial category listed in
Table 6.9 has an initial value-added per capita, an annual growth rate in value-added
per capita, and a rate of change for that growth rate; these initial values are based
on historical data.9
The energy intensiveness, or energy use per unit of value-added is calculated for
five energy sources for each industrial classification. The five energy sources are
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TABLE 6.9 Initial Data for Wisconsin Industrial Energy Use
Food and kindred products
Tobacco manufactures
Textile mill products
Apparel and related products
Lumber and wood products
Furniture and fIxtures
Pulp and paper products
Printing and publishing
Chemicals and allied products
Petroleum and coal products
Rubber products
Leather and leather goods
Stone, clay, and glass products
Primary metal industries
Fabricated metal products
Nonelectrical machinery
Electrical machinery
Transportation equipment
Instruments and related products
Miscellaneous manufactures
SOURCE: Shaver et al. 9
1970 Value-Added
Per Capita
(1958 $)
178.82
0.11
16.68
13.76
21.46
16.55
129.07
59.76
54.37
3.73
30.13
23.63
21.28
67.25
100.19
267.30
114.11
90.25
20.92
17.97
Annual Growth Rate
in Value-Added Per Capita
1958-1970
0.54
0.70
1.95
1.93
1.08
0.54
1.49
2.49
5.55
2.25
3.78
0.00
1.74
1.37
1.53
2.50
1.46
1.00
0.00
0.56
electricity, natural gas, fuel oil, coal, and other miscellaneous fuels such as wood and
gasoline. Historical data were used to specify the initial energy intensiveness and
their rates of change. The Base Case uses these historical trends with two exceptions:
• The trend away from coal to natural gas reverses so that coal use in industry
rises and natural gas growth is not as rapid as a projection of historical data would
indicate.
• The overall energy intensiveness growth rate is assumed to be lower than
historical trends.
The reason for shifting some emphasis from natural gas to coal is that it appears
that the period of rapid expansion of natural gas use in industry has ended in Wis-
consin. The overall energy intensiveness in the Base Case is assumed to be nearly
constant, rather than the 1.5 percent per year average increase that occurred up to
1970. A reduction in the energy intensiveness growth rate is expected because of
increasing energy costs and related conservation measures.
The growth rates for economic activity and energy intensiveness in Wisconsin
industry are summarized in Table 6.10. The overall growth rate for electrical inten-
siveness is somewhat greater than for nonelectrical intensiveness as indicated by
historical data.9
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TABLE 6.1 0 Annual Growth Rates for Economic Activity and Energy Intensive-
ness in Wisconsin Industry for Scenario S1
1970-2025 Average
Annual Growth Rate
Industrial value-added per capita (constant $)
Total energy intensiveness for industry (energy per $ value-added)
Electrical energy intensiveness for industry
Nonelectrical energy intensiveness for industry
1.5%
0.34%
0.72%
0.29%
II.B.2. Energy Supply
In general, the nonelectrical energy demanded is assumed to be available. Adjust-
ments were made to some of the demand calculations to reflect expected drifts
away from historical trends. For example, the aforementioned rapid growth of
natural gas in industry is assumed to slow down.
Production of petroleum and natural gas in the United States may be stimulated
in coming years by extensive offshore exploration and development of advanced
recovery technologies. However, the likelihood that U.S. production of petroleum
and natural gas plus a reasonable quantity of imports will be unable to meet dom-
estic demand, especially by the year 2000 and beyond, is generally thought to be
high.8.16 A potential solution to the shortfall in gas and oil production is synthetic
oil and gas produced from coal. In the scenarios, synthetic fuels from coal are
assumed to supply significant quantities of energy starting at about the turn of the
century. By the year 2025, U.S. production of natural gas and petroleum are
assumed to provide Wisconsin with only 80 percent of the 1970 levels of oil and gas
consumption; the remaining demand is satisfied by synthetic fuels from coal. The
assumed efficiencies for conversion of coal to synthetic gas and to oil are 60 per-
cent and 50 percent. These efficiencies are in reasonable agreement with the pro-
jections by the Synfuels Interagency Task Force. 16
Electricity supply in the Base Case is from a mix of nuclear energy and coal. Half
of all new nonpeaking electrical generating capacity is arbitrarily assumed to be
nuclear energy after 1982. The mix of nuclear energy sources for new capacity after
the year 2000 is approximately 46 percent PWR, 23 percent BWR, 25 percent
HTGR, and 5 percent LMFBR.* Coal supplies for electrical generation were assumed
to be 25 percent sub-bituminous coal from western states and 75 percent bitu-
minous coal. Hydroelectric capacity and energy production were assumed to
remain at current levels.
* PWR is the pressurized water reactor; BWR is the boiling water reactor; HTGR is the high
temperature gas-<:ooled reactor; and LMFBR is the liquid metal fast breeder reactor. Since these
studies were completed, the likelihood of HTG Rand LMFBR use in Wisconsin in the near future
has decreased considerably.
i
Ij
i
f.
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TABLE 6.11 Control Factors for S02 and Particulates - Scenario Sl (percentage
removed)
S02 Particulates
2000 2025 2000 2025
Residential
gas 30 40 0 0
oil 50 60 0 0
Service
coal 0 0 45 60
gas 30 40 0 0
oil 50 60 0 0
Industrial
coal 15 30 94 95
gas 30 40 0 0
oil 40 50 12 30
Electric power
coal 65 67 99 99
II.B.3. Environmental Impact
In general the assumptions for environmental impact are extensions of the present
trend of increasing controls. Control factors, or the percentage of a pollutant that is
kept out of the air, for S02 and particulates have been estimated for each sector
and fuel type. The factors for the Base Case are shown in Table 6.11. The S02 con-
trol is generally assumed to be the result of fuel cleaning operations before delivery
to the end use sector except for S02 control for coal in industry and electric power
generation, where complex sulfur removal systems are assumed to be available.
Other key assumptions on factors that affect the environment were presented in
section I.D of this chapter.
II.C. RESULTS FOR WISCONSIN SCENARIO SI
II.C.l. End-Use Demands
End-use energy includes only energy consumed in end-use processes; therefore, con-
version and transmission losses, such as in electrical generation, are excluded from
the end-use total. The total end-use energy for the Wisconsin Base Case increased at
an average annual rate of 2.4 percent, from 236 x lOIS cal in 1970 to 856 x 1015 cal
in 2025.*
The fraction of total end-use energy in each demand sector did not stay constant
over time. The service sector increased its share of the total end-use energy from 13
• Detailed tables showing end-use and primary energy for the scenarios can be found in the
appendices at the end of this chapter.
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FIGURE 6.4 Distribution of total end-use energy by sector for Wisconsin Scen-
ario SI.
to 31 percent over the 55-year period while the residential sector's share dropped
from 30 to 15 percent (Figure 6.4). The percentage of end-use energy in transpor-
tation dropped off slightly and the industrial share showed a small increase. The
average growth rate in end-use energy varied from a low of only 1.1 percent per
year for the residential sector, just slightly higher than the 0.75 percent per year
increase in population, to a high of 4.0 percent in the service sector.
The results for end-use energy are shown on a per capita basis in Figure 6.5. The
rapid growth of energy use in the service sector relative to the other sectors is evi-
dent. Energy consumption per capita in transportation nearly doubles in the 55-
year period, although consumption per capita for personal transportation by auto-
mobile showed a decline of nearly 18 percent, primarily because of efficiency gains.
The energy used for freight transport increased faster than private transportation
declined; therefore, total end-use energy in transportation increased as shown in
Figure 6.5.
n. c. 2. Primary Energy
Primary energy includes both end-use energy and energy losses that occur in pro-
cessing and transport, such as conversion and transmission losses for electricity. The
primary energy supply results for the years 1970, 2000, and 2025, are listed in
Table 6.12. The average rate of increase from 1970 to 2025 for primary energy use
is 3.1 percent per year. The higher rate of increase for primary energy than for end-
use energy (2.4 percent per year) is the result of shifting to electricity and synthetic
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TABLE 6.12 Primary Energy Supply for the Wisconsin Base Case (lOiS cal)
1970 2000 2025
Petroleum 114.7 168.8 91.8
Natural gas 90.3 149.1 72.2
Synthetic fuel from coal
end-use fuel 0.0 35.4 473.9
conversion loss 0.0 29.7 403.2
Total 0.0 65.1 877.1
All other coal sources 80.7 130.4 253.4
Nuclear energy 0.1 145.1 225.1
Hydrolectricity 1.6 2.1 2.1
-- -- --
Total 287.4 660.6 1,521.7
RESIDENTIAL
40
30
ALL UNITS: 10 9 cQl/yr/person
..........
.............
.............
SERVICE
20 30 40
/
/
/
/
INDUSTRIAL-+-~~----<f+--+-+--+-----1H-+--+---+-----=:~
40
40
TRANSPORTATION
FIGURE 6.5 Annual end-use energy per capita by sector for Wisconsin Scenario
S1.
fuels, which both have significant energy losses in conversion. If synthetic fuels
from coal were not needed, Le. if enough petroleum and natural gas were available,
the total primary energy use in 2025 would be only about 1,120 x lOIS cal, the
amount listed in Table 6.12 minus the large conversion loss for synthetic fuels.
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FIGURE 6.6 Sources of electrical generation for Wisconsin Scenario 51.
II. C. 3. Electricity
Energy required for electrical generation increased from 72 x 1015 cal in 1970 to
383 x 1015 cal in the year 2025; this corresponds to an average annual growth rate
of 3.1 percent per year. Energy for electricity represented 25 percent of the total
primary energy in 1970,30 percent in 2000, and 25 percent in 2025. The decline is
the result of the large energy consumption in the production of synthetic fuels. If
enough oil and natural gas were available that the need for synthetic fuels were
eliminated, energy for electricity would have been 32 percent of the total energy in
2000 and 34 percent in 2025.
The growth in electrical generation over time and the production of electricity
by fuel type is shown in Figure 6.6. Nuclear generation increases from 0.2 percent
of all generation in 1970 to 56 percent by the year 2025. Nuclear generation
accounted for approximately 25 percent of the electricity in Wisconsin in 1974 and
about 33 percent in 1975. However, no new nuclear plants are planned to be operat-
ing in Wisconsin before the late 1980s; therefore, the nuclear percentage of total
generation will decline until that time if electricity demand continues to increase.
Coal electricity generation in 2025 is nearly three times the 1970 production. Oil
and gas do not play major roles in Wisconsin's electricity generation now, nor are
these fuels expected to be used as major sources of electrical generation in the future.
The generating capacity in the year 2025 for the Base Case totals approximately
35,000MW of which 47 percent is coal·fired, 40 percent is from nuclear energy,
and 13 percent is hydroelectricity and peaking capacity. Nuclear energy produces
more than 40 percent of the electricity (Figure 6.6) because nuclear plants, with
their relatively low fuel costs, operate more hours per year than coal plants. Gener-
ating capacity in Wisconsin at the end of 1974 was 8,361 MW.2
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FIGURE 6.7 Quantified human health and safety impact associated with Wiscon-
sin's energy use in 2025 for Scenario S1.
II.CA. Environmental Impacts
Certain quantified environmental impacts associated with the Base Case energy use
are discussed in this section. The impacts selected are only part of the quantified
impacts which in turn are only part of the "total" impact. The models used to esti-
mate quantified impact include a broad range of impacts. 17, 18, 19 Examination of
these impacts and comparison among scenarios can provide a general impression for
certain categories of impacts. A decision analysis methodology for combining quan-
tified impacts with conventional costs and unquantified impacts is presented in
Appendix E.
Human Health and Safety The quantified impacts relating to human health
and safety in the year 2025 are shown in Figure 6.7. Person-days lost (PDL)* are
used as a representation of total quantified human health and safety impact, includ-
ing fatalities, nonfatal injuries, and illnesses.
Human health and safety impacts can be subdivided into several categories such
as those indicated in Figure 6.7. Occupational accidents include impacts such as
mining accidents and accidents at the power plants; occupational health includes
radiation exposure and black lung disease; public accidents include transportation
accidents with vehicles involved in the energy system; and public health includes
radiation and quantified air pollution health effects. The health impact of air pol.
lution is the primary contributor to the large public health impact shown in Figure
.. Associating the number of disability days with various accidental injuries is practiced accord-
ing to methods developed by the American National ~tandards Institute. 20 This methodology
has been extended here to all human health and safety impacts, including death or total dis-
ability (6,000 POL), and nonfatal illnesses.
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TABLE 6.13 Quantified Annual Person-Days Lost Resulting From Wisconsin's
Energy Use - Base Case Scenario S1a
1970 2025
Electric Nonelectric Total Electric Nonelectric Total
Within Wisconsin
Occupational accidents 1,400 5,500 6,900 8,100 21,000 29,000
Occupational health 26 0 26 6,900 0 6,900
Public health 19,000 150,000 170,000 15,000 940,000 950,000
Public accidents 4,400 670 5,100 21,000 6,100 27,000
---
Total 24,000 160,000 180,000 51,000 960,000 1,000,000
Outside Wisconsin
Occupational accidents 30,000 50,000 80,000 50,000 190,000 240,000
Occupational health 12,000 4,500 16,000 2,100 1,200 3,300
Public health 7 0 7 680 0 680
Public accidents 13,000 6,100 19,000 62,000 55,000 120,000
-- ------
Total 55,000 60,000 120,000 120,000 240,000 360,000
Totals
Occupational accidents 32,000 55,000 87,000 58,000 210,000 270,000
Occupational health 12,000 4,500 16,000 9,000 1,200 10,000
Public health 19,000 150,000 170,000 16,000 940,000 950,000
Public accidents 18,000 6,700 24,000 83,000 61,000 140,000
-- --- ------
Grand totals 80,000 220,000 300,000 170,000 1,200,000 1,400,000
a One death or case of total disability is associated with 6,000 person-days lost (PDL). Columns
and rows may not add to totals because of rounding.
6.7. Occupational accidents are the next largest single category. Two major con-
clusions may be drawn from Figure 6.7.
• A significant share of the human health and safety impact resulting from
energy use in Wisconsin occurs in regions other than Wisconsin.
• Public health impact inside Wisconsin represents nearly all of the total quan-
tified human health and safety impact within Wisconsin.
The quantified human impacts can be further categorized according to whether
they are related to electrical or nonelectrical energy and when the energy use
occurred. The results for the Base Case for the years 1970 and 2025 are shown in
Table 6.13. The PDL calculated by the models are listed in the table in order to
avoid rounding difficulties. It is interesting to note that although energy use
increases by more than a factor of five from 1970 to 2025 in the Base Case (Table
6.12) the quantified impacts in some categories decline over that period. For
example, the PDL in occupational health outside Wisconsin drops from more than
16,000 in 1970 to 3,300* in 2025 primarily because of the assumption that cases
.. Radiation exposure accounts for more than half of the occupational health POL outside
Wisconsin in 2025.
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FIGURE 6.8 Land disturbed for fuel resource extraction outside Wisconsin
because of energy use within Wisconsin for Scenario Sl.
of disability from black lung disease will become rare by 2025. One category that
shows a marked increase is public health impact inside Wisconsin from nonelectrical
energy use. This is primarily the effect of air pollution on people living in urban
areas. Another category that increases over time is occupational health PDL inside
Wisconsin from electricity use (26 in 1970; 6,900 in 2025). This is entirely from
radiation exposure of workers at nuclear power plants. If all the PDL shown in
Table 6.13 were the result of fatalities, the total number of fatalities associated
with energy consumption in Wisconsin would have increased from about 50 in 1970
to nearly 230 in 2025.
Land Use for Fuel Resource Extraction The land area disturbed for extraction
of energy resources because of energy use within Wisconsin for Scenario Sl is
shown in Figure 6.8. The land use plotted in Figure 6.8 is land disturbed to supply
energy in the year shown. In most cases the land can be reclaimed for other uses,
although reclamation of land mined in the western United States may be limited
because of water scarcity. Twenty-five percent of the coal for electrical generation
and 60 percent of the coal for synthetic fuels are assumed to be mined in western
states. All of the land disturbed for resource extraction occurs outside Wisconsin.
Sulfur Dioxide Emission The total emissions of sulfur oxides, expressed in
metric tons of S02, for the eight districts of Wisconsin are shown in Figure 6.9 for
the years 1970 and 2025. The future location of electrical plants was assumed to be
such that the fraction of coal-fired electrical generation in each district remains con-
stant after taking into account current capacity and announced plans as of 1975.
Sulfur emission controls and use of low-sulfur coal in coal-fired electrical plants is
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FIGURE 6.9 Total emissions of S02 in Wisconsin by district for 1970 and 2025
for Scenario SI.
assumed to reduce the quantity of S02 emitted per kilowatt-hour of generation by
more than a factor of three over the period 1970 to 2025.
It is obvious from Figure 6.9 that S02 emissions in Wisconsin are expected to
vary significantly among the eight districts. The corresponding ground-level concen-
trations can be estimated using the characteristics of the release, such as stack
height. Since the ground level concentrations strongly depend on these release
characteristics, the average concentrations are not directly proportional to the
emissions shown. The effect is clearly shown for Milwaukee, Wisconsin, in Figure
6.1 0, which has the percentage of emissions on the left half of the chart and the
percentage contribution to dose, measured in micrograms per cubic meter (Jlg/m3),
on the right half. The relatively low release heights of the residential and service
sources result in higher ground-level concentration in the urban area than the
emissions from the tall stacks associated with electrical generation plants and
industrial sources.
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FIGURE 6.10 Sulfur dioxide emissions and concentrations in Milwaukee, Wis-
consin, in 1970.
ILD. SOME CONCLUSIONS FOR THE BASE CASE
It is difficult to assess the validity of any scenario that has a time span of more than
50 years. Scenario SI for Wisconsin is based on what is believed to be a relatively
consistent policy set, as presented in section n.B. The guideline used in selecting
assumptions for the Base Case was a continuation of current trends in factors related
to energy consumption, and, over the long term, including slower population growth
and more efficient energy use than extrapolation of historical trends would indicate.
One can speculate as to the validity of numerous assumptions for the Base Case.
No claim is made about the likelihood of realization for SI; it does, however, pro-
vide a point of comparison for other scenarios with some of the key assumptions
changed.
The Base Case has demonstrated the problem of growing demand for petroleum
and natural gas in the face of declining ability to supply these fuels for U.S. sources.
The synthetic fuel (produced from coal) supplies over half the total end-use energy
in the Base Case by the year 2025. A supply alternative to synthetic fuel use is a
massive conversion to electricity, where coal can also be the primary energy source.
The growth rate in electrical energy generation in the Base Case is significantly
below historical trends and some relatively recent projections for Wisconsin,l1 such
as the 7A-percent-per-year growth that occurred in Wisconsin over the 1942 to 1974
period,2,21 and the 5-percent-per-year growth rate from 1976 to 1995 that was
recently predicted by the large electric utilities in Wisconsin. For the period 1970
through 2000 the electricity generation average growth rate in S1 is 3.6 percent per
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year. The growth in total primary energy over the same period is only 2.8 percent
per year, so electricity continues its historical trend of growing somewhat faster
than total energy consumption. However, electricity does not playa dominate role
inSl.
The quantified impacts that have been estimated for the Base Case show that
regions other than Wisconsin will feel the effect of energy consumption in Wiscon-
sin. For example, more than 25 percent of the quantified human health and safety
impact associated with Wisconsin's energy use occurs outside Wisconsin. The degree
to which the environmental impacts are "exported" to other states and nations is
related to the mix of fuel supply systems.
Another observation for the Base Case is that the residential sector has a dramatic
decline in its share of the total end-use energy. The service, transportation, and
industrial sectors are all roughly equivalent in end-use energy by 2025. Since the
service sector in 1970 is the smallest energy consumer of the end-use sectors, the
equality with transportation and industry by 2025 represents a rapid expansion in
energy consumption in service relative to all other sectors.
Other observations on the Base Case are presented in the final section of this
chapter.
III. OTHER SCENARIOS
lILA. THE HIGH ENERGY CONSUMPTION, HIGH ELECTRICITY CASE
- SCENARIO S2
The second scenario (S2) has assumptions that tend to result in higher energy con-
sumption in Wisconsin than the Base Case (Sl). In addition, electricity is assumed
to be preferred for end-use energy. The differences in critical assumptions between
Scenarios Sl and S2 are highlighted in Table 6.14.
The growth of population primarily in low-density areas within 20 Ian of urban
areas (exurban dispersal policy) results in more single-family houses (fewer apart-
ments) than the suburban extension policy of the Base Case. Also, the transpor-
tation energy is increased because the average trip length is longer with exurban dis-
persal than with suburban extension.
The use of electricity for space heating and water heating is almost universal in
new construction for Scenario S2. Electricity consumption per unit of industrial
value-added is assumed to grow even faster than the 2.7 percent annual rate that
U.S. industry experienced from 1955 to 1970.9 The resulting electricity consump-
tion by demand sector for the year 2025 is compared with the Base Case results in
Table 6.1 5 (the 1970 end-use electricity consumption was about 24 x 109 kWh).
The assumption changes listed in Table 6.14 caused electricity consumption in
2025 to increase by nearly a factor of three over the Base Case. However, end-use
demand for natural gas and petroleum was nearly one·third less in the high-energy
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TABLE 6.14 Wisconsin Scenario S2 in Relation to 51 a
Changes in Policy or Assumptions
Urban form • Exurban dispersal policy (growth in low population density areas
but within 20 km of urban areas) instead of suburban extension
growth in suburbs and fringes of urban areas).
Transportation sector • Average automobile efficiency remains at the 1975 level instead of
improving 40%.
• An urban electric automobile is introduced in 1980 and accounts
for about 7% of personal transportation by 2025.
Residential sector • New residences are 90% single family houses instead of 75% (the
remainder of new residences are apartments).
• All water heating in new residences is electric.
• More than 90% of new residences use electric heat.
• New residences cannot use any natural gas.
Service sector • Commercial buildings are open 45% of the time instead of 40%.
• Electric heat and air conditioning is emphasized so that nonelec-
tric fuel use declines from the 1970 levels.
Industrial sector • Total energy intensiveness (energy consumed per dollar value-
added) grows at I.3%/yr instead of 0.34%/yr.
• Electricity intensiveness grows at a rate of 3.4%/yr instead of
O.72%/yr.
• Nonelectrical intensiveness grows at 0.89%/yr instead of 0.29%/yr.
Energy supply • New nonpeaking electrical generating capacity is 70% nuclear
energy instead of 50%.
Environmental impact • Lax controls for SO, and particulates from nonelectric fuel use.
a Compare with section II.B of this chapter.
TABLE 6.1 5 End-Use Electricity Consumption in 2025 for Wisconsin Scenarios
SI and 52 (l09kWh)
Residential sector
Service sector
Industrial sector
Transportation sector
Total
Base Case (SI)
29.6
77.1
33.1
0.0
139.8
High-Energy Case (S2)
74.6
172.6
139.5
6.4
393.1
TABLE 6.16 End-Use Petroleum, Natural Gas, and Synthetic Fuels from Coal in
2025 for Wisconsin Scenarios 51 and 52 (l 0 15 cal)
Residential sector
Service sector
Industrial sector
Transportation sector
Total
Base Case (SI)
101.5
189.0
108.5
228.1
627.1
High-Energy Case (S2)
24.5
6.3
155.1
248.8
434.7
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TABLE 6.17 Wisconsin Scenario S3 in Relation to SI a
Changes in Policy or Assumptions
Urban form • Growth in small compact cities resulting in high population
densities.
Transportation sector • Mass transit use doubles from Sl.
• Urban bus load factor increased to 15 passengers per vehicle.
• Urban auto load factor increased to I.7 passengers per auto.
• An urban car captures 30% of the new car market after 1980. This
car has fuel economy of nearly 13 km/liter for urban travel and
17 km/liter for intercity travel (30 and 40 miles/gallon).
• Compact and small cars capture 45% of the market, leaving only
25% for large and intermediate autos.
• The distribution between truck and rail freight transport was
assumed to shift to rail so that the metric ton-kilometers of freight
shipments in 2025 were the same for rail and truck.
Residential sector • Only 50% of new residences are single family homes.
• Better insulation and conservation reduces heating requirements
per house by 30 to 40%.
• Solar home heating and water heating, with an electrical auxiliary
system, is available starting in 1980. The percentage of new
residences using solar increases from 5 in 1980 to 50 in 2000 and
stays constant after that. Only new dwelling units use solar energy;
no retrofitting of existing units is considered.
Service sector • Solar energy reduces demand for natural gas and petroleum by
28% in 2025 compared with the same case with no solar energy.
• Wall to floor area ratio for new buildings is reduced from 0.35 to
0.30.
• Glass to floor area ratio for new buildings is reduced from 0.15 to
0.10.
• Better insulation reduces heat transfer through walls and windows.
• Lower thermostat settings in winter during the day (18.9°C) and
night (l5.6°C).
• Higher thermostat settings in summer during the day (23.9°C)
• Building ventilation rate reduced from 0.046 to 0.037 m 3/min/m'
floor area for all months.
• Cooling system efficiencies increase relative to SI.
Industrial sector • Total energy intensiveness declines at 0.66%/yr.
• Electricity intensiveness declines at 0.36%/yr.
• Nonelectric intensiveness declines at 0.70%/yr.
Energy supply • Solar energy for space heating.
• Solar electric power plants account for 30% of the generation and
50% of the capacity by 2025.
• No new nuclear plants; all new capacity is either coal-fired or solar
energy.
Environmental impact • Stringent controls for SO, and particulates from nonelectric fuel
use. Improved SO, removal systems at electric power plants.
a Compare with section II.B of this chapter and Table 6.14.
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TABLE 6.18 Solar Energy Contribution in S3 (percentage of total energy)
Residential end-usea
Service-end-usea
Electrical generation
2000
3.8
1.8
4.2
2025
16.9
8.8
30.0
a This does not include the percentage of electricity supplied by solar energy. The energy
obtained from solar space heating and water heating is divided by total end-use energy for all
purposes to obtain the percentages in the table.
case than in the Base Case (Table 6.16) primarily because of electricity substitution
in S2.
Other results of the high-energy case are presented in a later section (III.C) that
contains a comparison of all three Wisconsin scenarios.
lII.B. THE LOW ENERGY CONSUMPTION, HIGH SOLAR ENERGY CASE
- SCENARIO S3
The third Wisconsin scenario (S3) selected for presentation has assumptions that tend
to reduce energy consumption when compared with Scenario Sl. Solar energy is
assumed to be developed for both electrical and nonelectrical applications. Nuclear
power plants remain at the 1975 level of capacity and generation; all new electrical
plants use either coal or solar energy; solar energy grows rapidly after the year 2000.
Half of all new residences use solar space heating and water heating. Other differences
in important assumptions between the Base Case and S3 are listed in Table 6.17.
Transportation energy demand is significantly lower in S3 than in Sl because of
the assumption changes listed in Table 6.17. The shift of some freight from truck to
train results in nearly a 25-percent energy savings in freight transport when com-
pared with the Base Case although the number of ton-kilometers of freight is con-
stant in all Wisconsin scenarios.
In S3, population growth is in small compact cities that result in high population
densities. This limits solar space heating applications since solar energy can supply
less of the total space heating energy needs in a high-density area. However, solar
energy does contribute significantly to the total energy requirements in this scen-
ario, as indicated in Table 6.18. Development of solar electricity to such a large
degree by 2025 would require very favorable circumstances. Other results of S3 are
presented in the next section in which all three Wisconsin scenarios are compared.
II1.C. WISCONSIN SCENARIO COMPARISONS
Ill.C.i. Primary Energy
Primary energy per capita for the three scenarios is displayed in Figure 6.11. Scen-
ario S3 has a 1.5-percent-per-year average increase in per capita primary energy
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FIGURE 6.11 Primary energy use per capita for the Wisconsin scenarios.
consumption over the period 1970 to 2025. However, if enough oil and gas were
available that synthetic fuels from coal were not needed, the per capita primary
energy use in 2025 for S3 would be only 120 x 109 cal per person. The rest of the
energy is losses associated with conversion of coal to synthetic fuels. As indicated in
Table 6.19, the average annual increase in per capita primary energy use would be
only 1.1 percent if synthetics are not needed. Furthermore, renewable resources
(solar energy and hydropower) contribute 20 x 109 cal per capita to the primary
energy in 2025 for Scenario S3. Excluding these renewable resources, primary
energy per capita grows at 1.3 percent per year if synthetics are needed, and only
0.8 percent if synthetics are not needed. Primary energy in S3 grows at only 1.8
percent per year from 1970 to 2000 (0.85 percent per capita annually). One reason
S3 exhibits a higher growth rate from 2000 to 2025 than from 1970 to 2000 is that
some conservation measures have their major impact before the year 2000. For
example, the average fuel efficiency of new automobiles is assumed to improve
dramatically between 1970 and 1985, and then remain at that level through the
year 2025.
Scenarios Sl and S2 show much higher growth rates in primary energy use, as
Table 6.19 indicates. Scenario S2 in particular represents a high-energy future with
a total growth in primary energy of 3.3 percent per year from 1970 to 2000. This is
close to the average growth in primary energy of 3.5 percent per year that took
place in the United States between 1950 and 1973.4 •22 Because of the rise in world
oil prices, the rise in other energy prices, economic recession, and general awareness
about energy, primary energy consumption in the United States by the year 1976
had not increased above the 1973 level; the average growth rate in U.S, primary
energy consumption from 1950 to 1976 was 3.0 percent per year.23 The Energy
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TABLE 6.19 Average Annual Growth Rates in Primary Energy Consumption for
the Three Wisconsin Scenarios (%/yr)
197(}-2000 197(}-2025
81 82 83 81 82 83
Including synthetic fuel conversion losses
Total 2.6 3.3 1.8 3.1 3.5 2.3
Per capita 1.7 2.4 0.9 2.3 2.8 1.5
Excluding synthetic fuel conversion losses
Total 2.4 3.2 1.6 2.5 3.3 1.9
Per capita 1.5 2.3 0.7 1.8 2.5 1.1
Excluding synthetic fuel conversion losses
and renewable energy resourcesa
Total 2.4 3.2 1.5 2.5 3.3 1.5
Per capita 1.5 2.3 0.6 1.8 2.5 0.8
a Solar energy and hydropower are the only renewable resources in these scenarios.
Policy Project of the Ford Foundation (EPP) found average annual growth rates in
primary energy between 1970 and 2000 of 3.5 percent for the high-growth scenario,
2.1 percent for the "Technical Fix" scenario, and 1.3 percent for the zero-energy-
growth scenario.s• This compares with 3.3 and 1.8 percent per year growth from
1970 to 2000 for the high and low Wisconsin scenarios shown here (see Table 6.19).
President Carter's U.S. National Energy Plan called for an annual growth rate of less
than 2 percent by 1985.10
Primary energy use by fuel type for the three scenarios is shown in Figure 6.12.
All scenarios show a significant expansion in coal use. Natural gas and petroleum
use declines to 80 percent of the 1970 levels by 2025 because supplies are assumed
to be limited. Coal use in 2025 for synthetic fuel production is 78, 62, and 62 per-
cent of the total coal use in Sl, S2, and S3.
Ill.C.2. End-Use Energy
End-use energy for the years 2000 and 2025 for the three Wisconsin scenarios is
listed in Table 6.20. It is interesting to note that although S2 is a high-energy scen-
ario, end-use energy in S2 is less than in Sl in, for example, the residential sector.
The increased use of electricity in S2 results in less end-use energy, but the primary
energy use in S2 is significantly greater than in Sl, as Figures 6.11 and 6.12 show.
* These growth rates are average annual percentage changes over the entire period. They may
vary considerably during the period. For'example, the EPP zero-energy-growth scenario has a
constant energy demand after 1990.8
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TABLE 6.20 End-Use Energy for the Wisconsin Scenarios (10 15 cal)
2000 2025
1970 SI S2 S3 51 52 53
Residential 70.8 109 86 87 127 89 85
Service 29.8 97 63 72 264 155 182
Industrial 57.8 127 160 94 237 409 137
Transportation 77.8 129 144 101 228 254 168
-- - - - - - -
Totala 236.0 462 453 352 856 907 572
a Columns may not add to totals because of rounding.
2000
VI
8 1500
'"-0
LU
Vl
:J 1000?5
a:::
LU
Z
LU
~
~ 500
~
ii:
CL
o
HYDRO IS NEGLIGIBLE
IN ALL CASES
NUCLEAR NUCLEAR
I
NUCLEAR
SOLAR
COAL
NUCLEAR COALNUCLEAR NUCLEARSOLAR
COAL
COAL
COAL COAL
COAL GAS GASI GAS I GAS GA5 GAS G.llS
I OIL I OIL OIL OIL OIL OIL OIL
51 52 53 51 52 S3
1970 I- 2000 'I I- 2025 ·1
WISCONSIN SCENARIO NUMBER AND YEAR
FIGURE 6.12 Primary energy use by fuel type for the Wisconsin scenarios.
The average annual increase in end-use energy for the period 1970 to 2000 is
1. 1.4 percent in Sl
2. 1.3 percent in S2
3. 0.4 percent in S3
These growth rates increase somewhat after the year 2000, primarily because econ-
omic growth continues at the same rate but with lower population growth.
198
s:;
~
~ 400
en
o
:=
z
o
~ 300
0::
1IJ
Z
1IJ
c.!)
~ 200
(J
0::
...
(J
~ 100
1IJ
...J
oc(
...
o
... 0
OTHER
OTHER INCLUDES HYDRO, COAL
GAS,AND OIL
OTHER OTHER
PlUCLEAR ~
NUCLEAR OTHER
COAL
OTHER COAL SOLAR
~ SOLA~ 7~UCLEAR
NUCLEAR
,oTHER
COAL 1 COAL NUCLEAR COAL
I COAL I PlUCLEAR
1970
51 52 53 51 52 53
1-1·---2000 .. I I.. 2025------10 1
WISCONSI N SCENARIO NUMBER AND YEAR
FIGURE 6.13 Electrical generation for the Wisconsin scenarios.
SCENARIO S3
SCENARIO 52
<Il<ll
<Il<ll
UJUJ
Z z 1.5UJUJ
::::::
<Il <Il
Z ZUJ UJ...
Z ... 1.0~
LL.
0 0
....
~ Ql
... 0.5« 0
ll:: ...
2.0
INDUSTRIAL ENERGY INTENSIVENESS
IS DEFINED AS ENERGY USE
PER DOLLAR VALUE - ADDED
O.OL..--------'- ----' ---L__---J
1970 1985 2000 2015 2025
YEAR
FIGURE 6.14 Wisconsin industrial energy intensiveness for the three scenarios in
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1ll.e.3. Electrical Generation
The emphasis on electricity in S2 is strikingly clear in Figure 6.13, which shows
generation by fuel type as a function of time. Nuclear and coal sources provide all
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FIGURE 6.15 Industrial end-use energy per capita for the Wisconsin scenarios.
but a small portion of the electricity except in S3 where solar electrical generation
provides 30 percent of the total by 2025. The average annual growth rate in elec-
trical generation ranges from 3.1 percent in S3 to 5.2 percent in S2.
III. CA. Energy Intensiveness in Industry
Each Wisconsin scenario has a different assumption about energy intensiveness in
industry, as shown in Figure 6.14. The high-energy scenario assumes that the inten-
siveness doubles over the 55-year period; the Base Case intensiveness is nearly con-
stant; and the low-energy case has intensiveness declining to about two-thirds of its
1970 value. The average change in intensiveness ranges from - 0.7 percent per year
in S3 to + 1.3 percent per year for S2. For comparison, the U.S. industrial energy
intensiveness· used by the Energy Policy Project declined at a rate of 0.2 percent
per year for the historical growth scenario and decreased at an average rate of 1.5
percent per year in the zero-energy-growth scenario.8
The industrial end-use energy per capita for the three Wisconsin scenarios is
plotted as a function of time in Figure 6.15. It should be noted that these three-
scenarios are based on the same population and industrial value-added assumptions.
Thus, the curve for S3 in Figure 6.15 indicates that value-added per capita in indus-
try is assumed to increase slightly faster than energy intensiveness declines.
• Industrial energy intensiveness is estimated by dividing energy use in industry by total manu-
facturing value-added.
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III.C.5. Total Energy Use Per Dwelling Unit
The total end-use energy per dwelling unit for the three Wisconsin scenarios is
plotted in Figure 6.16. It may seem surprising that the end-use energy in 2025 in
the high-energy scenario (S2) is only slightly greater than in the low-energy scenario
(S3) and is significantly lower than in the Base Case. The emphasis on electricity in
S2 results in relatively low end-use energy but relatively high primary energy as the
numbers on the right of Figure 6.16 indicate. Electrically-heated housing units are
assumed to have better insulation than oil- or gas-heated units.
Since Figure 6.16 shows energy per average housing unit, it should be noted that
the percentage of apartments is not the same in the three scenarios, as shown in
Figure 6.17. Single-family houses require more energy than apartments; therefore,
the 2025 primary energy use for Sl and S3 in Figure 6.16 would be somewhat
higher, but still less than for S2, if the same percentage of single-family houses were
used in all scenarios.
III.C.6. Personal Transportation
The end-use energy for personal transportation for the three scenarios is shown in
Figure 6.18. Even with the assumed population growth from 4.4 million people in
1970 to 6.6 million in 2025, energy use for personal transportation shows a decline
in absolute terms in S3 (21 percent over the same period) primarily because of (I)
the introduction of a very efficient urban car, (2) increase in load factors, and (3)
urban form (Table 6.17). The high-energy scenario (S2) shows a relatively level energy
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FIGURE 6.19 Quantified human health and safety impacts associated with
energy Use for the Wisconsin scenarios.
demand in the early years because the compact and small cars are assumed to
increase their market share from 40 percent to 60 percent of the new car sales over
the period 1970 to 1980.* These results for personal transportation clearly demon-
strate that relatively modest measures in the transportation sector may save signifi-
cant amounts of energy in a supply category where resources are limited.
III.e. 7. Environmental Impacts
A comparison of the impacts among scenarios must of necessity be brief and cover
only a few of the quantified impacts from the models. A few representative quan-
tified impacts have been selected for description here. More details about the
impacts that have been quantified and the models used can be found in Buehring
and Foell. I8
The quantified impact on human health and safety, as measured in person-days
lost (POL), that results from Wisconsin's energy use for the three scenarios is shown
as a function of time in Figure 6.19.t The primary contributor is the quantified
health impact on the public of air pollution from nonelectric energy use; this single
category represents 68, 54, and 18 percent of the total POL in the year 2025 for
* Scenario S2 includes some electricity use for electric cars. If this electricity is included as
primary energy in the transportation energy use of S2 in 2025. the transportation energy use
increases from 83 X 10" cal (Figure 6.18) to 95 X 10" cal.
tAt 6,000 POL per fatality, the total POL associated with energy use in SI for 2025 is equiv-
alent to nearly 230 fatalities. Alternatively, if these POL are associated only with illness, the
level of POL in Sl is equivalent to one extra day of illness per year for 21 percent of Wisconsin's
population in 2025.
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the three scenarios, respectively.* One surprising result of this analysis is that the
total PDL in the Base Case scenario (Sl) is greater than the high-energy scenario
(S2). One reason that Sl has relatively high PDL is that residential and service S02
emissions (Figure 6.20) are relatively high in areaS of high population density. As
described earlier, residential and service emissions generally have low release heights
and therefore cause higher ground-level concentrations per unit emitted than
emissions from tall stacks (Figure 6.10).
Residen tial and service emissions in S2 are less than in S I because of the substi-
tution of electricity for fossil fuels. Scenario S3 has much lower PDL from air pol-
lution primarily because the industrial emissions are nearly an order of magnitude
less than in S2 and the majority of service emissions are away from the main popu-
lation center of Milwaukee. The quantified health impact of air pollution in the
Wisconsin scenarios is strongly related to urban form as well as to the emission
characteristics.
In 2025 more than one-fourth of the PDL in each scenario occurred outside
* Only a portion of the impacts of air pollution have been quantified; these are primarily the
result of short-term exposures to high levels of SO, .'9
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TABLE 6.21 Control Factor Assumptions for S02 and Particulates in 2025 for
the Wisconsin Scenarios
Potential Emission That is Retained Because of Emission Control or Fuel
Treatment (%)
SO, Particulates
SI S2 S3 SI S2 S3
Residential
oil 60 30 80 0 0 0
gas 40 20 60 0 0 0
Service
coal 0 0 40 60 40 80
oil 60 30 80 0 0 0
gas 40 20 60 0 0 0
Industrial
coal 30 0 70 95 90 99
oil 50 0 80 30 0 50
gas 40 20 60 0 0 0
Electricity
coal 67 67 75 99 99 99
Wisconsin's boundary; in S3 two-thirds of the total quantifed human health and
safety impact is in other regions. Thus, it appears that if human health and safety is
an important consideration in energy policy decisions, one must take a systemwide
perspective and look beyond the impacts that occur in the immediate vicinity of
the energy consumption.
The emissions shown in Figure 6.20 depend not only on the fuel used but also
on the assumed control factors (Table 6.21). Thus, the industrial S02 emissions in
2025 decline by about a factor of 8 between S2 and S3 because the quantity of
coal used drops and because the emission per unit of coal used in S3 is only 30 per-
cent of the emission in S2. Electric power plants are assumed to have relatively
good controls in all scenarios because they are such large point sources of pollution
that extensive control measures are expected to be required.
Total quantified person-days lost are plotted against primary energy use in
Figure 6.21. One observation that can be made from Figure 6.21 is that the quan-
tified human health and safety expenditure per unit of primary energy is consider-
ably less in S3 than S1. For example, in the year 2025, the PDL per 1018 cal of
primary energy are 0.90,0.59, and 0.43 in Sl, S2, and S3, respectively; in 1970,
this ratio was 1.0. Another observation is that S2, with its high electricity use, is
less costly in terms of quantified human health and safety than the Base Case, in
spite of the larger energy requirement. These results are influenced strongly by the
quantified air pollution person-days lost, by the selection of alternative energy
options, and by the assumed gradual reduction in human health and safety impact
per unit of coal mined.
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In some categories the low-energy scenario has greater impacts than the other
scenarios. For example, land disturbed per unit of primary energy is considerably
greater in S3 because of the solar electrical generating plants (Figure 6.22). The
land use shown is the sum of all land disturbed, except for electricity transmission,·
in order to produce the energy in the year shown. The land use in S3 by 2025 is
about 0.3 percent of the area of Wisconsin; however, not all land use is in Wisconsin.
The land use for solar energy in 2025 in S3 is 240 km 2 • Solar electrical generation
in Scenario S3 accounts for 30 percent of the total in 2025. The total land use in
2025 in Scenario S2 is larger than for S3 however; the primary energy requirement
is approximately twice as large for S2 as for S3.
No scenario has the lowest environmental impact in all categories considered.
Therefore, one must make value judgments concerning the tradeoffs among impacts.
Of course, the conventional costs of the alternatives and the unquantified impacts
must be included in the analysis along with the quantified impacts as discussed in
Appendix E.
• Land for electricity transmission corridors may still be usable, e.g. for agriculture. All land
shown in Figure 6.22 is at least temporarily unavailable for other uses. The total land disturbed
in 30 yr may be less for a solar plant than for a coal plant since new coal must be mined every
year. However, the land used for mining can often be quickly reclaimed for other uses, While
the land at the power plant is in use for the lifetime of the plant.
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scenarios.
Land disturbed per unit of primary energy for the Wisconsin
IV. SENSITIVITY STUDIES
A thorough sensitivity ansalysis of the scenarios presented in the previous section
would require far more space than is available here. Therefore, several representative
sensitivity studies have been selected for presentation. Among the topics discussed
in this section are solar home heating and water heating, type of housing and fuel
consumption, S02 controls on power plants, and transportation energy related to
urban form.
IV.A. SOLAR HOME HEATING AND WATER HEATING
Solar energy is a major supply source for space heating and water heating in the
low-energy scenario (S3). Residences that use solar systems with electrical auxiliary
systems are assumed to increase from 5 percent of those constructed in 1980 to 50
percent of those constructed in 2000. After the year 2000, 50 percent of all new
housing units are assumed to use solar energy.
The results for residential energy demand in the solar energy scenario (S3) are
compared with the results for the same scenario with no solar energy in Table 6.22.
Elimination of solar space heating and water heating in 2025 for the low-energy
scenario would cause residential demand for (1) natural gas to increase by 56 per-
cent, (2) electricity to decline by 13 percent, and (3) nonsolar end-use energy to
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TABLE 6.22 Impact of Solar Energy on Wisconsin's Residential Energy Demand
End-use Residential Energy Nonsolar Energy Useb
With Solar Homes Without Solar Homes
Electricity Natural Gas Electricity Natural Gas Solar Scenario No Solar Energy
00· kWh)O (10" cal)o 00· kWh) (l 0" cal) (10" cal)O, c 00" cal)
1970 8.6 44.2 8.6 44.2 70.6 70.6
2000 21.0 50.1 20.2 55.0 81.8 86.0
2025 28.2 39.2 24.4 61.3 70.8 89.6
o These columns show results for the S3 low-energy scenario.
b Electricity converted at its end-use energy value of 0.86 X 10· cal/kWh.
C Solar energy is excluded from the end-use tabulated here. If solar energy absorbed by the col-
lection devices were included, the results would be 85.0 X 10" cal in 2000 and 85.2 X lOIS cal
in 2025.
increase by 27 percent. For the low-energy scenario assumptions, solar energy sig-
nificantly reduces the residential demand for natural gas, a fuel that is expected to
be in short supply. The energy saving associated with solar energy could be even
greater if some assumptions listed in Table 6.17 were changed to favor solar energy,
e.g. addition of solar facilities to existing homes (retrofitting) could be allowed.
It is interesting to note that the residential nonsolar energy demand in the year
2025 for the case with solar energy is approximately the same as the residential
nonsolar energy demand in 1970, in spite of a doubling of the total number of
dwelling units over the 55-year period. Other contributing factors are the shift
toward apartments with low energy use, better insulation, and other conservation
measures.
IV.B. IMPACTS OF HOUSING TYPE ON FUEL USE
An important parameter in the residential model used is the percentage of single-
family houses in new construction. In the Base Case, new housing is assumed to be
75 percent single-family houses and 25 percent multiple-family dwellings. The
impact on natural gas use of changing the percentage of single-family houses in new
construction is displayed in Figure 6.23; the differences are primarily the result of
larger space heating requirements for single family houses. Natural gas demand in
the residential sector for the case with 90 percent single-family houses is about 11
percent higher than the Base Case by the year 2025. The shapes of the curves in
Figure 6.23 are strongly linked to the need for new housing; this in turn is affected
by assumptions about population growth, family size, and replacement of old
houses. However, it is evident in Figure 6.23 that a major shift to apartments, with
no change in other factors such as insulation, would result in significantly lower
demand compared to the Base Case scenario for natural gas demand in the residen-
tial sector.
208
PERCENTAGE OF NEW DWELLING
UNITS THAT ARE SINGLE FAMILY
HOMES:
--- 90
--75
_._.- 50
~ 100
c(
:::E
w
o
11l
c(
C)
-J
: 80
:::l
.... -<1:-
Z 3
-J"'
c(-o
~=
W
o 60
Vi
W
0::
-J
<I:
:::l
Z
Z
c( 40 '------:-::-''----~~---....,..._L -....,..._J
1985 2000 2015 2025
YEAR
FIGURE 6.23 Effect of the type of housing on residential natural gas use in
Wisconsin.
IV.C. SULFUR DIOXIDE CONTROL FOR ELECTRICAL GENERA TlON
Electrical generation from coal in Scenario Sl results in sulfur dioxide emissions
that are at the maximum level permitted by the U.S. Environmental Protection
Agency emission standards· (see section II.A. in Appendix B).
The standard is met by using a combination of low-sulfur coal from western
states and S02 stack gas removal equipment on plants that use high-sulfur midwest-
ern coal. The impact of eliminating S02 emission standards and discontinuing use
of western coal in Wisconsin's power plants is the subject of this sensitivity study.
The impact on human health and safety in the year 2025 is indicated in Table
6.23. Eliminating S02 controls increases the public health impact in the year 2025
by about 34,000 PDL, but the public accident PDL declines by about the same
amount.t The increase in public health PDL is primarily increased days of aggra-
vation of heart and lung disease in the elderly. The reduction in public accidents is
the result of shifting to coal that must be shipped a shorter distance (midwestern)
than the western coal. The overall change in quantified PDL that results is small,
but the burden has been shifted somewhat from people who live outside Wisconsin
(transportation accidents) to people who live in Wisconsin (public health). The
same general conclusions hold for the cumulative totals shown in Table 6.23,
except that the magnitudes of the PDL are increased.
* 1.2lb S02 per 10· Btu heat input.
t This quantity of PDL is approximately equivalent to 6 premature fatalities. Total PDL in
2025 for SI is 1,400,000.
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TABLE 6.23 Quantified Person-Days Lost Related to Electrical Generation from
Coala
2025 Cumulative 1970-2025
Base Case No SO, Controls, Base Case No SO, Controls,
(SI) No Western Coal (SI) No Western Coal
Occupational
accidents (10 3 PDL) 47 46 1,600 1,600
Public accidents (10 3 PDL) 82 45 2,600 1,500
Occupational health (10 3 PDL) 0.3 0.4 100 100
Public health (10 3 PDL) 15 49 600 1,600
-- -- -- --
Total 144 141 4,900 4,800
PDL inside Wisconsin (%) 28 45 29 44
Total coal-fired electrical
generation (10' kWh) 62 62 2,056 2,056
a Six thousand PDL are associated with each fatality or case of total disability. One PDL is
associated with each excess asthma attack or excess day of aggravation for elderly people with
preexisting heart and lung disease.
TABLE 6.24 Impacts on Land Related to Electrical Generation from Coal (km2)
2025 Cumulative 1970-2025
Base Case No SO, Controls Base Case No S02 Controls,
(Sl)a No Western Coal (Sl)a No Western Coal
Disturbed by surface mining 12.8 14.6 425 478
Subsidence from underground
mining 7.9 9.5 268 312
Ash disposal at power plant 0.22 0.20 7.3 6.6
Sulfur sludge disposal at power
plant 0.37 0.0 lOA 0.0
Solid waste from underground
mining 0.03 0.03 1.0 1.1
Solid waste from coal cleaning
plants 0.11 0.13 3.7 4.3
a There also is land disturbed in connection with the limestone needed for the sulfur removal
system. In Scenario S 1 the limestone needed is 1.3 million metric tons in 2025 and the cumu-
lative (1970 to 2025) total is 38 million metric tons.
The impacts on land in the year 2025 that result from eliminating power plant
S02 controls and discontinuing use of western coal are shown in Table 6.24. West-
ern coal is generally found in much thicker seams than midwestern coal; therefore,
more land is disturbed for surface mining and subsidence if midwestern coal is used.
Of course, elimination of S02 controls also eliminates land needed for sulfur sludge
disposal. The sludge is the product of the desulfurization system and is assumed to
be piled in waste banks approximately 7.5 m high for wet limestone removal
systems. The elimination of western coal results in more land disturbed for mining
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TABLE 6.25 Impact of Electricity Supply Change for the Wisconsin High-Energy
Scenario (S2)
19,000 19,000
13,000 37,000
20,000 97,000
27 27
320 250
920 690
Annual electricity generation
(10' kWh)
2000 - nuclear energy
2000 - coal
2025 - nuclear energy
2025 - coal
Annual land use outside
Wisconsin for Wisconsin's
electricity generation (km')
1970
2000
2025
Annual quantified public
person-days lost from SO.
radiation exposure resulting
from electrical generation
1970
2000
2025
Annual quantified public
person-days lost from SO.
exposure resulting from
electrical generation
1970
2000
2025
Annual water evaporated for
electrical generation (10· m ')
1970
2000
2025
Cumulative (1970 through 2025)
fuel resource use for
electricity (10· metric tons)
Uranium oxide (U,0.)
Thorium oxide (ThO.)
Uranium and Thorium ore
At 0.2% grade
At 0.01% grade
Coal
S2 as presented
106
53
341
85
9
19
31
10
1,500
5,700
0.140
0.0017
71.
1,400.
1,140.
S2 with No New Nuclear Plants
10
149
10
416
9
50
139
10
140
170
0.012
0.0001
6.
120.
3,340.
in midwestern states. However, the long-term impact may be less because midwest-
ern land generally can be reclaimed faster and with less costly measures.
The difference between the total cumulative impacts for the Base Case and for
"No S02 Controls" shown in Table 6.24 indicates that nearly 100km2 of additional
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land would be disturbed for mining if S02 controls are eliminated. However over
10 km2 of land would have sulfur sludge piles by 2025 if the controls remain. The
land for sludge piles may have more permanent effects than the nonwestern land
disturbed for mining.
In summary, some effects of elimination of S02 controls on power plants and
discontinuing use of western coal in power plants are:
• Some of the human health and safety impact related to electrical generation
in Wisconsin is shifted from people who live in other states to the people who live
in Wisconsin and are the electricity consumers.
• Land disturbed for mining is increased in areas where reclamation is easiest,
but land for sulfur sludge waste piles is eliminated.
Of course there are many other factors that need to be considered before one
can decide whether S02 emission standards for Wisconsin power plants are needed.
IV.D. ELECTRICITY SUPPLY MIX FOR THE HIGH-ENERGY SCENARIO
The electricity supply in the high-energy scenario (S2) is based on the assumption
that 70 percent of the new non peaking electrical generating capacity added after
1982 is nuclear and the remainder is coal·fired. Some effects of having all new
capacity be coal·fired are reviewed in this section.
The annual electricity generation that is nuclear and coal·fired for the years
2000 and 2025 is listed in Table 6.25 for S2 as presented earlier and for the same
scenario with no new nuclear plants. Nuclear generation in the case with no new
nuclear plants is about the current level of nuclear generation in Wisconsin.
The annual land use outside Wisconsin that results from electricity generation in
Wisconsin includes:
• Land disturbed for surface-mined uranium
• Uranium mill tailings storage area
• Radioactive waste burial area
• Land disturbed by and subsidence from coal mining
• Coal mining waste disposal area
• Coal cleaning plant waste disposal area
Most of the land disturbed by mining can be reclaimed for other uses. The land
used for waste disposal is generally a more permanent commitment, especially in
the case of radioactive wastes. The land use tabulated here does not include land
used for siting fuel industry buildings or any of the land used at the power plant
itself (inside Wisconsin). The results shown in Table 6.25 indicate that the switch to
coal increases the land use outside Wisconsin by over 100 km2 in the year 2025. In
general, electricity from coal requires more land disturbance than electricity from
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nuclear energy. However, this conclusion could be reversed by assuming that all
coal were mined from very thick western subbituminous seams and all uranium
from surface mining of very low-grade ores.*
The quantified public PDL from radiation is reduced approximately in pro-
portion to the reduction in nuclear generation. The PDL level in 2025 in the high
nuclear energy case is approximately equivalent to one radiation fatality per year.
The quantified occupational PDL from radiation is about six times greater than the
public PDL shown in Table 6.25.
When coal-fired plants meet S02 emission standards that were announced after
1970, the quantified public PDL from S02 exposure increases approximately in
proportion to the coal generation. The primary contributors to this category of
PDL are excess asthma attacks (one PDL is assumed per attack) and excess days of
aggravation of heart and lung disease in the elderly. If there were no S02 removal
systems assumed in these cases, public PDL from S02 would be increased by
approximately a factor of three in the years 2000 and 2025.
The total water evaporated from power plant cooling systems is about 30 per-
cent higher in the case with new nuclear plants than in the case with no new nuclear
plants. In general, nuclear reactors have a larger quantity of heat to reject to the
condenser cooling water than a similarly-sized coal plant because the nuclear plant
has a lower thermal efficiency (advanced reactors may have efficiencies about equal
to coal plants) and because a coal plant emits some waste heat directly to the
atmosphere via the stack. Therefore, a nuclear reactor will evaporate more water
than a coal plant of the same size with the same cooling system. The total fresh
water consumed for all purposes (evaporated, transpired, or incorporated into
products) in Wisconsin in 1970 was only 250 million m3 , so the quan tities of water
consumption indicated in Table 6.25 may be more than can reasonably be allowed.
Some form of dry or nonevaporative cooling system, which usually has a large
thermal efficiency penalty and cost, may be required. Even the Base Case scenario
(SI), with its lower electricity demand, has about 300 million m3 of water evapor-
ation for electrical plant cooling in the year 2025.
The cumulative fuel resource consumption for these scenarios with high energy
and electricity demands are also shown in Table 6.25. If nuclear power is accepted
as the major electricity supplier in other states and electricity demand per capita is
about the same allover the United States, then the U.S. cumulative uranium require-
ments through the year 2025 would be about 7 million tons. The U.S. Energy
Research and Development Administration (ERDA) has recently estimated domestic
U.S. uranium resources under $30/lb as approximately 3.5 million tons.14 If this
estimate were correct, then the extensive nuclear power development described in
the high-energy scenario S2 might have to be more heavily dependent on the breeder
reactor, with its extremely low uranium consumption rate; in S2 as currently
• Low-grade concentrations of uranium are at levels of 100 or less ppm while high-grade con-
centration is about 2,000 ppm.
213
60
"'..
>
"'...
....
0 EXURBAN
DISPERSAL
>
Cl 50cr:
w
Z
w
Z
0
I-
et
I-
cr:
0
...
<Il 40z
et
cr:
I-
....
et
Z
0
<Il
cr:
W
...
.... 30
et
:::l
Z
Z
et
0
1970 19BO 1990 2000
YEAR
FIGURE 6.24 Urban form and resultant transportation energy use.
described, the breeder was only 5 percent of new nuclear capacity after 1995. On
the other hand, if U.S. domestic uranium reserves are considerably more plentiful,
and need only additional incentives for exploration and development as argued by
the most recent Ford Foundation study,25 even this high-energy nuclear future
might not require significant contributions by the breeder during the time period
considered.
The cumulative coal resource requirements are 1.1 billion metric tons in the low
nuclear variation of S2. Total recoverable coal resources in the United States have
been estimated to be in the range of 1 to 1.8 billion tons.26 Coal reserves in the
United States are sufficient to withstand high-energy growth scenarios for decades,
but other factors, such as associated environmental effects, may limit this fuel's
use.
Other impacts with long-term implications, such as radioactive waste production
by nuclear plants and CO 2 production from the use of coal, increase or decrease
approximately in proportion to the energy produced from the respective sources. 27
It is clear that value judgments concerning tradeoffs between impacts and costs are
necessary to decide on the most acceptable electricity supply future. 28
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IV.E. TRANSPORTATION ENERGY AND URBAN FORM
The fmal sensitivity study shows the relationship between alternative population
growth patterns and personal transportation energy use.s The Base Case scenario
uses the suburban extension growth pattern, which is an extension of current
trends. The other alternatives shown in Figure 6.24 are an exurban dispersal case, in
which the population growth is mainly in rural areas, and an urban containment case
with small compact cities, in which growth occurs in small urban areas (20,000-
100,000 people). The exurban case results in an II-percent increase in energy use
over the Base Case by the year 2000. Considering that only incremental population
is affected, this is a substantial increase that would remove over half the savings
resulting from the assumed increase in fuel economy (see the discussion of transpor-
tation in section II.B.). The small compact cities case results in a 9-percent energy
savings over the Base Case by the year 2000.
These studies have indicated that variation of city size, population density, and
the mix of surrounding communities can significantly alter the personal transpor-
tation energy demand.
V. OVERALL CONCLUSION FOR THE WISCONSIN SCENARIOS
The process of scenario writing and evaluation is an iterative process in which the
scenario writers learn something about inconsistencies, data problems, and what
assumptions other people feel are more realistic than the ones in the scenario.
During the workshop when the preliminary results of the Wisconsin scenarios were
presented for the first time, several workshop participants suggested assumption
changes that would result in scenarios they felt would better span the options avail-
able for Wisconsin.* Workshop participants also commented on which infonnation
was and was not of particular interest; these comments have helped to shape the
presentations in the previous sections, and to develop new scenarios that reflected
the perceptions of some of these participants and use more recent policies and
data. t
A few general conclusions drawn from the Wisconsin scenarios are listed below
for each of the policy areas. Needless to say, additional policies related to popu-
lation growth and economic activity will also affect energy and environmental
* Workshop on Integrated Management of Regional Energy/Environment Systems held Novem-
ber 10-14,1975, at the International Institute for Applied Systems Analysis in Laxenburg,
Austria.
t Summary descriptions of such policies and data are given in: The Potential Impact of the
National Energy Plan on Wisconsin's Energy Future, Institute for Environmental Studies Report
(Madison, Wisconsin: The University of Wisconsin-Madison, June 1977); and 1. R. Peerenboom
et al., Alternative Energy Futures for Wisconsin, In W. K. Foell (ed.), Proceedings of the 1978
Conference on Alternative Energy Futures for Wisconsin (Madison, Wisconsin: Energy Research
Center, University of Wisconsin-Madison, 1978).
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systems. Several of the following statements are based on value judgments and
should be recognized as such.
Urban Settlements
• Energy use and environmental impacts are strongly related to urban form.
Land use planning, zoning, and other policy-setting actions need to consider these
factors.
• Energy efficient transportation planning must account for future urban forms.
Transportation
• Large energy savings are possible if relatively modest policy shifts are directed
toward more efficient automobiles and more rail shipment of freight. This is
especially important if saving is needed in petroleum consumption.
Energy Intensity
• Conservation measures or more efficient use of energy per unit of activity in
several of the 20 industrial categories and for the service sector would favorably
affect Wisconsin's energy/environment future.
Energy Supply
• If a long-tenn shortage of natural gas and petroleum develops, strong conser·
vation measures, synthetic fuel from coal, solar energy, and a shift to electricity can
help alleviate the shortfall.
• Coal and nuclear power, and possibly solar energy after a few decades, are the
basic electricity supply options. Each has its long term and short-term advantages
and disadvantages.
• Solar space heating and water heating has the potential for significantly
reducing natural gas and petroleum demand.
• Electricity supply options are not tied strongly to the growth in demand
except through resource limitation and environmental impacts. For example, solar
electric power may be developed faster in a high-energy scenario but may be limited
by its land requirement.
Environmental Protection
• Coal is better utilized by converting to a low-sulfur form as a synthetic fuel,
or for electric generation, than for direct residential and commercial applications
that typically result in high ground level pollution concentrations.
• Significant environmental effects from Wisconsin's energy use occur in regions
other than Wisconsin.
• Land use may limit solar electric applications.
• Tall stacks are better than no stacks, but reducing sulfur emission is an even
better way to reduce health impacts from sulfur dioxide.
• If electricity consumption continues to grow, power plants may have to turn
to nonevaporative cooling systems.
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• Energy transport systems do not result in insignificant environmental impacts.
• Quantified human health impact from air pollution is a significant consider-
ation in all scenarios examined.
• Quantified environmental impacts cannot be considered in isolation, but must
be combined with conventional costs, unquantified impacts, and other factors in
the decision process.
The three Wisconsin scenarios selected for presentation are not considered the
best or only alternatives facing the state. No judgments have been made on the
probability of occurrence for the scenarios. However, the scenarios have demon-
strated that there is a spectrum of futures open to Wisconsin and that management
related to a small piece of the energy/environment system would be aided by a view
of the entire energy system and related environmental impacts. The scenarios also
provide an opportunity to study and display the fundamental components of the
Wisconsin energy/environment system and contribute to a better basis for choosing
among Wisconsin's energy paths into the future.
APPENDIX
ENERGY TABLES FOR WISCONSIN SCENARIO SI
TABLE 6A.l Primary Energy Supply (1015 cal)
1970 (for comparison) 2000 2025
Petroleum 114.7 168.8 91.8
Natural gas 90.3 149.1 72.2
Synthetic fuel from coal
End-Use fuel 0.0 35.4 473.9
Conversion loss 0.0 29.7 403.2
Total primary energy 0.0 65.1 877.1
AU other coal 80.7 130.4 253.4
Nuclear energy 0.1 100.4 225.1
Hydropower 1.6 2.1 2.1
-- -- --
Total 287.4 615.9 1521.7
TABLE 6A.2 End-Use Energy Consumption (1015 cal)
Coal Gas Oil Electricity Total Electricity (lO· kWh)
2000
Industrial 48.3 54.6 8.2 15.8 126.9 18.4
Residential 76.4 13.9 19.0 109.3 22.1
Service 3.1 33.8 35.3 24.6 96.8 28.7
Transportation 129.2 129.2
--- --
Total 51.4 164.8 186.6 59.4 462.2 69.2
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TABLE 6A.2 - Continued
Coal Gas Oil Electricity Total Electricity (l O· kWh)
2025
Industrial 100.0 95.7 12.8 28.5 237.0 33.1
Residential 92.5 9.0 25.4 126.9 29.6
Service 8.3 90.9 98.1 66.3 263.6 77.1
Transportation 228.1 228.1
-- --
Total 108.3 279.1 348.0 120.2 855.6 139.8
TABLE 6A.3 Fuels for Electricity
Generation (l0· kWh) Primary Energy (l 015 cal)
1970 2000 2025 1970 2000 2025
Hydropower 1.6 2.1 2.1 1.6 2.1 2.1
Petroleum 0.6 0.9 1.7 2.0 2.9 5.6
Gas 2.4 0.9 1.6 7.9 2.9 5.2
Coal 21.8 33.9 62.3 60.3 79.0 145.1
Nuclear energy 0.04 38.7 86.8 0.1 10Q.4 225.1
-- -- - --
--
Total 26.4 76.5 154.5 71.9 187.3 383.1
TABLE 6AA 1970 End-Use Energy (l015 cal)
Coal Gas Oil Electricity Total Electricity (l0· kWh)
Industrial 19.5 27.9 4.8 5.6 57.8 6.5
Residential 44.2 19.0 7.4 70.6 8.6
Service 0.9 10.3 11.1 7.5 29.8 8.7
Transportation 77.8 77.8
-- --
Total 20.4 82.4 112.7 20.5 236.0 23.8
ENERGY TABLES FOR WISCONSIN SCENARIO S2
TABLE 6A.5 Primary Energy Supply (l015 cal)
Petroleum
Natural gas
Synthetic fuel from coal
End-use fuel
Conversion loss
Total primary energy
All other coal
Nuclear energy
Hydropower
Total
27.8
24.2
2000
155.0
95.1
52.0
179.7
273.7
2.1
757.6
2025
91.8
72.2
292.3
260.6
552.9
331.8
879.3
2.1
1,930.1
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TABLE 6A.6 End-Use Energy Consumption (10 15 cal)
Coal Gas Oil Electricity Total Electricity (10 9 kWh)
2000
Industrial 55.8 66.4 9.5 28.8 160.5 33.5
Residential 30.2 13.7 42.3 86.2 49.2
Service 0.5 5.2 5.9 51.4 63.0 59.8
Transportation 138.8 4.8 143.6 5.6
-- -- -- --
Total 56.3 101.8 167.9 127.3 453.3 148.1
2025
Industrial 133.5 137.8 17.3 120.0 408.6 139.5
Residential 15.8 8.7 64.2 88.7 74.6
Service 0.3 2.9 3.4 148.4 155.0 172.6
Transportation 248.8 5.5 254.3 6.4
-- -- --
--
Total 133.8 156.5 278.2 338.1 906.6 393.1
TABLE 6A.7 Fuels for Electricity
Generation (10 9 kWh) Primary Energy (lOIS cal)
2000 2025 2000 2025
Hydropower 2.1 2.1 2.1 2.1
Petroleum 1.3 3.3 4.3 10.8
Gas 1.2 3.3 123.4 198.0
Nuclear energy 106.1 340.8 273.7 879.3
-- -- --
---
Total 163.6 434.4 407.4 1,101.0
ENERGY TABLES FOR WISCONSIN SCENARIO S3
TABLE 6A.8 Primary Energy Supply (l 015 cal)
Petroleum
Natural gas
Synthetic fuel from coal
End-Use Fuel
Conversion Loss
Total primary energy
All other coal
Nuclear energy
Hydropower
Solar energy
Total
26.2
22.3
2000
131.0
105.0
48.5
159.1
27.3
2.1
11.3
484.3
216.3
191.6
2025
91.8
72.2
407.9
254.6
27.3
2.1
128.2
984.1
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TABLE 6A.9 End-Use Energy Consumption (1015 cal)
Coal Gas Oil Electricity Solar Total Electricity (10' kWh)
Primary Energy (10 15 cal)
2000
Industrial 34.5 42.5 5.8 11.2
Residential 50.1 13.6 18.1
Service 2.1 21.8 22.8 24.5
Transportation 101.0
--
Total 36.6 114.4 143.2 53.8
2025
Industrial 55.8 58.2 7.1 15.7
Residential 39.2 7.3 24.3
Service 5.5 44.3 47.0 69.1
Transportation 168.0
--
Total 61.3 141.7 229.4 109.1
TABLE 6A.lO Fuels for Electricity
Generation (10' kWh)
2000 2025
Hydropower 2.1 2.1
Petroleum 0.7 1.4
Gas 0.7 1.4
Coal 52.6 83.0
Nuclear energy 10.1 10.1
Solar energy 2.9 42.0
- --
Total 69.1 140.0
2000 2025
--
--
Total capacity (MWe) 15,777 31,964
Solar contribution (MWe) 1,120 15,982
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7 Cross -Regional Comparison ofEnergylEnvironment Futures
I. INTRODUCTION
LA. PURPOSE
With so much energy data available from the three regions, it is an irresistible temp-
tation to make comparisons and draw conclusions concerning energy consumption
patterns. Although many problems and pitfalls with such comparisons are recognized,
this section is an attempt to highlight some cross-regional comparisons that the IIASA
research team felt were both meaningful and interesting. Structural differences related
to the climate, natural resources, past economic and social development of the region,
as well as policy differences are considered in their influence on energy consumption
and environmental impact. It is in the expectation of developing a greater understand-
ing of the complex interactions and interdependencies in the energy supply and
demand system and socioeconomic development that the comparisons are made,
rather than to imply that any region is "better" or "worse" than any other region in
total or in any particular respect. We hope this section will be read in the same spirit.
It is only within the framework of the differing political and administrative
structures of the three regions and their physical, economic, and social character-
istics that comparison can be made and understood. Frequent reference will be
made to material discussed previously in the sections describing the regions and
their institutional structures. Descriptions of the scenarios being compared can be
found in the previous three chapters. This chapter also provides a good opportunity
to examine the consistency and plausibility of assumptions made by the research
team and to explain the differences.
Chapter 7 was written by Jacqueline Buehring and William Buehring - IIASA; and Wesley K.
Foell - Energy Research Centre, University of Wisconsin - Madison.
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LB. SPECIAL CONSIDERA nONS
The scenarios for the regions are described in detail elsewhere. Briefly, they are: (1)
the Base Case, (2) a high-energy case, and (3) a low-energy conservation case.
The German Democratic Republic (GDR) plans long-term development over a
20-year period in a centrally planned economy.* The Base Case for the composite
Bezirk X therefore represents the "plan" through 1995 and an extrapolation of the
plan from 1995 to 2025. For the state of Wisconsin, on the other hand, with its
diffuse decision-making apparatus, no coherent plan is available. The system is com-
plicated not only by decisions made under multiple conflicting objectives but also
by decisions made by several decision-makers each with his or her own set of con-
flicting objectives. The Base Case scenario for Wisconsin is a continuation of present
trends with restraints, limits, and new technologies imposed according to the best
judgment of the IIASA team. The Base Case for the Rhone-Alpes region is defined
from past economic trends and the current energy plans of the government, essen-
tially in the same manner as the Wisconsin Base Case scenario.
The high-energy scenario and the conservation scenario for each region were also
written within the constraints imposed by the political and economic systems and
physical resources of the regions. The result is that the alternative scenarios are not
defmed identically across the regions, and care must be taken in drawing conclusions
from comparisons of both assumptions and results.
The initial reference year for the scenarios is 1970. This year was chosen because
the energy data were more complete than for subsequent years and consequently
calibration was more readily achieved. However, data from later years were used in
specifying parameters in the scenarios and in the models.
Data were available in varying quantity and with varying reliability from the
regions. Wisconsin, Rhone-Alpes, and Bezirk X in the GDR are all regions embedded
within a larger political unit. Since the GDR is a centrally planned economy, a large
quantity of data is available to the central authorities and planners. Bezirk X is,
however, a hypothetical bezirk with characteristics chosen to represent a typical
industrial area of the GDR. Appropriate, although composite, data are therefore
available, but consistency problems sometimes arise. Wisconsin is a distinct political
unit within the United States, with its own legislative, judicial, and administrative
apparatus. Many decisions relating to energy are made at the state level, so a great
deal of data is available. The planning regions within France, of which Rhone-Alpes
is one, are recent creations with no government of their own. Consequently, few
data have been collected on a regional basis and much of the Rhone-Alpes data for
this study was deduced from data for France as a whole.
Another obvious result of the political structures is that only in Wisconsin are
many energy-related decisions made at the regional level. Therefore, one might
expect to see more decisions made in Wisconsin "for the good of the region" (rather
• As noted in section I. in Appendix B, a 20-year plan is not developed in the same sense of
the word as the official 1- and 5-year plans.
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than "for the good of the country") than in either Rhone-Alpes or Bezirk X'. The
goals of the planning process in both Bezirk X and Rhone-Alpes are likely to be the
goals of the country as a whole with the region playing the part assigned to it. Wis-
consin has much more autonomy with respect to setting its goals and carrying out
plans to implement those goals. One result of this may be that Wisconsin is unlikely
to tolerate any very large adverse environmental effect, especially one that would
harm the very important tourist industry of northern Wisconsin.
Another difference between the regions, possibly influenced by the political
structure described above, is the role envisioned for each region within the national
economy. Rhone·Alpes and Bezirk X are both heavily industrialized, as is the south-
eastern area of Wisconsin. Plans for future development show very large expansion
of industrial activity in Bezirk X compared with the planned growth for the GDR as
a whole. In Rhone-Alpes, both past trends and plans for the future indicate a higher
growth rate for Rhone-Alpes than for the whole of France. The Wisconsin economy,
on the other hand, is expected to grow at a rate comparable to or slightly less than
the growth rate of the United States as a whole. Thus, the anticipated roles of the
regions in their countries must be considered when looking at the scenario cross-
regional comparisons dealing with industry, transportation, energy supply, and
environment.
II. SOCIOECONOMIC COMPARISONS
ILA. PO PULA nON
The population, the population distribution by size of city, and the population
density are important factors in energy demand and the human health impacts of
pollution. Population remains nearly constant in Bezirk X and grows slowly in both
Rhone-Alpes and Wisconsin for the 55-year period of the study. Total population
and overall population density are graphed in Figure 7.1. The projections shown
were used for all scenarios. A relatively large proportion of the population is in
older age groups in the GDR (see Table 8.2). It is therefore very unlikely that popu-
lation will grow in the next 55 years and that has been reflected in the hypothetical
Bezirk X. The constant population in turn restricts employment.
In addition to the total population, the density distribution and the distribution
of the population by city size also have an important impact on per capita energy
consumption and health effects of air pollution. The calculation of the population
densities is described in Chapter 3. The fractions of the population in high density
areas in Rhone-Alpes and the Bezirk are greater than in Wisconsin, the result of
differences in historical patterns of growth between the three regions. Obviously, the
structure of cities changes only gradually and the urban scenarios presented in the
scenario chapters are attempts to explore the possibilities and effects of different
types of urban development.
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ILB. ECONOMY
Comparison of economic indicators is complicated by a lack of consensus on the
proper currency exchange rates and by different definitions of the industrial and
service sectors. Therefore, economic activity is described in relationship to the 1970
value in each country rather than analyzed on an absolute basis. Then comparison
can be made across the regions on the change in productivity or energy intensiveness
per unit of output.
The value-added or net production in a particular year for a particular region did
not vary across the scenarios, except for Scenario 3 for Rhone-Alpes. Figure 7.2
shows the change in economic activity per capita in the industrial and service sectors
that formed the basis for the scenarios. It must be emphasized that the value-added
is a variable exogenous to the energy models. In Rhone-Alpes it is a continuation of
current economic trends resulting in growth rates that start at 5 percent per year in
1970 and decline to 3.5 percent per year by 2025. Scenario S3, the low-energy
scenario, includes a shift from industrial to service sector activity and a reduction in
the value-added growth rate. Total value-added in 2025 for S3 is approximately 60
percent of that used in Sl and S2. In Wisconsin the overall economic growth is
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FIGURE 7.2 Economic activity indicators (ratio to 1970 value).
projected at 3.1 percent per year, somewhat lower than historical trends, with a
continuing trend toward greater activity in the service sector. Only the southeastern
area around Milwaukee is heavily industrialized and Wisconsin is not now, or
expected to be in the future, a large industrial center. Industrial activity in Wiscon-
sin more than doubles from 1970 to 2025; service sector activity increases by a
factor of approximately 6.
The data from the Bezirk are from the 20-year "plan" through 1995 and from
an extrapolation of the plan after 1995. Economic growth is 8.3 percent per year or
a factor of 75* over the 55-year time period in the industrial sector, but the service
sector grows linearly and grows much less than either Wisconsin or Rhone-Alpes
service sectors. Such a large growth in production naturally raises many questions
about the corresponding social and political consequences. Unless the increase in
production is exported from the region without equivalent compensation for the
workers involved, one would expect the personal income in the area to grow com-
mensurately with the increase in production since industrial employment does not
increase. Such a large increase in income could be expected to alter the lifestyles
and expectations of the people in the areas of personal transportation and housing.
• Somewhat greater on a per capita basis since population declines slightly over the period.
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Secondary questions may also be asked about the effect on energy demand of the
consumer or of the industrial goods produced. t
The distribution of industrial activity by industry is shown in Figure 7.3. The
t See the Prologue to this chapter for comments on this economic growth.
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distribution is quite similar among the three regions in 1970; Wisconsin has a slightly
larger fraction of metal fabrication and a smaller fraction of chemicals.
By the year 2025, the fractions of the very energy intensive metal processing and
chemical industries have increased slightly in Wisconsin, decreased slightly in Rhone-
Alpes, and increased considerably in the Bezirk. This factor would tend to increase
overall energy intensiveness in Bezirk X with respect to Wisconsin and Rhone-Alpes.
This increase, however, is more than offset in the energy use results of the scenarios
by assumed improvements in technology that will be discussed later.
Employment in the service and industrial sectors is compared in Figure 7.4. In the
projections for all three regions, the percentage of the population that is employed
remains fairly constant; only Rhone-Alpes shows a change of as much as 3 percent.
In 1970, approximately 42 percent of the population is employed in Rhone-Alpes
and Wisconsin and approximately 46 percent in Bezirk X. In Bezirk X, the popu-
lation is nearly constant so that the size of the work force is nearly the same in 2025
as in 1970. Rhone-Alpes and Wisconsin with their slowly growing populations have
a larger work force at the end of the period. It is interesting to note that although
industrial value-added is increasing at a very high rate in Bezirk X, the industrial sec-
tor is losing employees to the service sector where productivity (economic activity
per employee) is assumed not to increase. In Rhone-Alpes and Wisconsin where
activities such as insurance, consulting and computer service companies are increas-
ingly influencing the service sector, that sector is not only assumed to grow faster
than the service sector in Bezirk X, but productivity is also assumed to increase.
Figure 7.5, with value-added or total production plotted against employment, gives
an idea of employment and economic activity changes over the 55-year period, and
indicates changes in productivity as well. Reference lines representing constant
productivity, a tripling of productivity, and a tenfold increase in productivity, are
also plotted. For example, any point, independent of the year, that falls on the line
labeled "tripling of productivity" implies a threefold increase in productivity over
the 1970 value. Bezirk X industrial productivity crosses that line well before the
year 2000. Rhone-Alpes industrial productivity crosses that line about the year
2000, and Wisconsin's industrial productivity does not triple even by the year 2025.*
There are additional factors that must be considered in comparing the assumed
productivity changes. One is that the three regions do not start at the same level of
productivity, and as no comparison has been made on absolute values of production
or value-added, no absolute comparison can be made on productivity. Productivity
in the industrial sector by 2025 is projected to increase by factors of over 100 in
the Bezirk (calculated from production and employment figures supplies by the
Institut fur Energetik in the GDR) by a factor of approximately 2! in Wisconsin,
and by a factor of slightly over 6 in Rhone-Alpes. The consensus of the IIASA
research group is that the Bezirk-X estimate is probably overly optimistic for the
• A tripling of productivity over the 55-year period can be attained by an average annual
increase of 2 percent.
I
jl
!f
i
1
I
228
75.0 .2025
10.0 2000
9.0
RIA
SERVICE
8.0
/ BEZIRK X7.0 Ito()USTRtAL WISC
/ SERVICE
0
6.0r-..0'1
.....
./
0 ./~ 5.0
0
~ 4.0
0
UJ 3.00
0
«
2.0 /'UJ
::::>
...J
~ 1.0
1970
0.0
0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 15 1.6 1.7
EMPLOYMENT I RATIO TO 1970 )
FIGURE 7.5 Value-added plotted against employment (ratio to 1970 value).
period after 2000, and that in any event, the differences in growth rates between
the regions in both production and productivity will probably not be as extreme as
indicated by these scenarios.
In summary
• Economic activity is assumed to increase at approximately 3.1 percent per
year in Wisconsin, 3.5 percent to 5 percent in Rhone-Alpes, and 8.2 percent in
Bezirk X, with most of the Bezirk's growth occurring in the industrial sector.
• Employment patterns are not assumed to change drastically in any of the
. regions. In Wisconsin and Rhone-Alpes the service sector is the largest employer; in
Bezirk X the industrial sector employs the greatest number of workers in 1970 but
by 1995 the service sector passes the industrial sector in number of employees.
229
TABLE 7.1 Annual End-Use Energy
Bezirk X Rhone-Alpes Wisconsin
Scenario 1970 2000 2025 1970 2000 2025 1970 2000 2025
Annual end-use energy SI 29 48 96 117 236 398 236 462 856
o 0 15 cal/yr) S2 29 62 223 117 277 500 236 453 907
S3 29 47 80 117 238 297 236 352 572
Annual end-use SI 20 37 73 25 39 60 53 80 130
energy/capita S2 20 48 171 25 46 76 53 78 138
00' cal/person/yr) S3 20 36 61 25 40 45 53 61 87
Density of annual SI 6 10 20 3 5 9 2 3 6
end-use energy S2 6 13 43 3 6 11 2 3 6
00 12 cal/km ') S3 6 10 17 3 5 7 2 3 4
• By 2025, productivity declines in the Bezirk service sector; approximately
doubles in the Wisconsin industrial sector; increases by a factor of 5 or 6 in the
Rhone-Alpes service and industrial sectors and in the Wisconsin service sector; and
increases by a factor of over 100 in the Bezirk industrial sector.
III. END-USE ENERGY DEMAND*
End-use energy includes only energy consumed in end-use processes; conversion and
transmission losses, such as in electrical generation, are excluded from the end-use
energy total. Each sector will be discussed in detail in this section, but first a sum-
mary of total annual end-use energy for all three scenarios is shown in Table 7.1.
For reference, the Wisconsin average annual end-use energy consumption per
capita in 1976 was 57 x 109 calfyr or about 23 percent less than the 1976 U.S.
average. tO Wisconsin uses more than twice as much energy per capita as Rhone-
Alpes or Bezirk X in 1970 and this relationship continues to 2025 in the Base Case,
although the higher economic growth for Bezirk X provides a greater energy demand
increase in that region. Since the population density in Wisconsin is so much lower
than in the Bezirk or Rhone-Alpes, the energy use per square kilometer is lower on
the average than for the other regions. However, Wisconsin population and industry
are clustered in the southeastern corner of the state so that some Wisconsin citizens
enjoy no advantage with respect to pollution effects despite the lower average
density of energy use. Environmental effects are discussed further in section V.
The broad range of policy measures and/or economic growth assumptions leads
to a wide range of future energy use in the regions. Table 7.2 presents the average
annual growth rates of end-use energy over time for the scenarios.
Both Wisconsin and Rhone-Alpes experience somewhat less than historical growth
* Purchased fuels and electricity consumed by user.
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TABLE 7.2 Average Annual Growth Rates of End-Use Energy Over Time
Bezirk X Rhone-Alpes Wisconsin
Scenarios 1970-2000 2000-2025 1970-2000 2000-2025 1970-2000 2000-2025
SI 1.7% 2.8% 2.4% 2.1% 2.3% 2.5%
S2 2.6% 5.2% 2.9% 2.4% 2.2% 2.8%
S3 1.6% 2.2% 2.4% 0.9% 1.3% 2.0%
1970 I 2025
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FIGURE 7.6 End-use energy per capita by economic sector (Scenario St).
rates in the Base Case and high-energy scenario (Sl and S2) through 2000.* In
contrast, the end-use energy growth by 2025 in Bezirk X increases by more than a
factor of 8 in S2; this growth results primarily from the postulated 8.3 percent per
year industrial growth. The dramatic increase in S2 as compared to S I and S3 is a
direct result of a slackening of the rate of improvement of efficiency of industrial
use.
End-use energy per capita by economic sector is shown in Figure 7.6. Each sec-
tor will be discussed in more detail later ; however, it is worth noting now the relative
importance of the transportation and residential sectors in Wisconsin compared
with the other regions at the beginning of the time period. The difference can in
part be attributed to more personal transportation in Wisconsin, especially by less
energy efficient means of transportation such as large automobiles, and to larger
dwelling units with more appliances. The increasing importance of the transportation
sector in energy use in Bezirk X is a result of freight transportation necessitated by
* In Wisconsin, the energy growth rate increases slightly after the year 2000, primarily because
economic growth continues at the same rate, despite lower population growth.
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FIGURE 7.7 End-use energy per capita in the transportation sector.
the growth in industrial output. The increase in the demand for transportation in
Wisconsin is also related to freight rather than passenger transportation. The energy
use in the service sector increases dramatically in Wisconsin, an effect that will be
discussed in the service sector comparisons.
The rest of this section contains more specific comparisons of the transportation,
residential, service, and industrial sectors of the economy.
lILA. TRANSPORTATION
The transportation sector is very different in each of the regions. Table 4 in Chapter
2 shows a key reason - the great differences in motor vehicle stocks. The auto
ownership comparison is most striking; autos per 1,000 inhabitants in 1972 range
from 82 in the GDR, to 270 in Rhone-Alpes, to 436 in Wisconsin.
The transportation sector is divided into two main categories: passenger trans-
port and freight transport. Transportation energy use per capita in each category is
shown in Figure 7.7. Freight increasingly dominates transportation in both Bezirk
X and Wisconsin. Differences in freight transportation are largely attributable to the
location, type, and amount of industrial and service sector activity in the regions.
Passenger transportation demand is affected by income and employment as well as
city size and structure.
/lA.I. Passenger Transportation
Intracity personal transportation is generated by the need of transportation for
employment, for shopping, and for pleasure. Auto ownership and the number of
trips depend in part upon per capita personal income and the amount of income left
for pleasure trips after the basic necessities are provided. A less obvious but equally
important determinant of personal travel is the size and structure of the cities.
Wisconsin cities tend to be less dense with fewer local or neighborhood shopping
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FIGURE 7.8 Personal transportation energy use per capita.
areas than GDR or Rhone-Alpes cities and therefore the average trip length is longer.
Thus, although the fraction of the population employed is greatest in the Bezirk,
the more energy efficient structure of the cities keeps the urban passenger travel
low. To account for possible city structure changes over time, Scenarios S2 and
S3 have differing assumptions on the future growth pattern of cities in the three
regions. However, a sensitivity study (Chapter 6, section V.F.) indicates that even a
strong urban containment policy would not bring per capita energy use for personal
transportation in Wisconsin into the range of Bezirk X and Rhone-Alpes.
The penetration of mass transit systems into the city passenger transportation
market is also an important determinant of energy demand since most urban mass
transit systems are more energy efficient than private automobile transport. The use
of mass transit is influenced not only by income and the relative prices of mass and
personal transit, but also by the structure of the cities. A high·density area can be
served more efficiently by mass transit since there are more potential customers per
vehicle-mile; these high-density areas are also less attractive for large numbers of
private automobiles because of increased congestion. Hanson and Mitchell' have
shown, however, that given current city structure, a shift to more energy-efficient
automobiles has a greater potential for energy savings in Wisconsin than a shift to
mass transit. The trend toward smaller autos has been incorporated into the Wiscon·
sin Scenarios SI and S3 and explains the decrease in energy use per capita for pass-
enger transportation. Energy intensiveness for private passenger transportation is
assumed to remain constant in Bezirk X and in Rhone-Alpes.
Figure 7.8 compares personal transportation energy use per capita for several
scenarios. Important characteristics of these are:
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• Bezirk X (Sl): Car ownership rises to approximately 240 cars per 1,000 per-
sons by 2025; fuel economy remains approximately constant.
• Rhone-Alpes (Sl): Ownership and efficiency do not greatly change.
• Wisconsin (S2): Fuel efficiency remains at level of 1975 new cars; ownership
and travel level unchanged.
The contrasts are great between both the initial use levels and the scenarios; with no
improvements in fuel economy, the Wisconsin values would remain far higher than
the other regions. Scenario S2 for Wisconsin does not include the standards of the
U.S. Energy Policy and Conservation Act (EPCA) which mandates an average yearly
standard that reaches 8.6liter/l00km for the 1985 model fleet. Scenario WI,
shown by a dashed line, has recently been developed at the University of Wisconsin
to include EPCA and some additional conservation measures;13 by the year 2000 the
Wisconsin per capita use is only 20 percent greater than in Bezirk X (Scenario Sl).
I/.A.2. Freight Transportation
Freight transportation is partially the result of industrial and service activity
and consumer needs within the region. Bezirk X had a growth in industrial output
that is nearly double the growth in freight transportation. This is partially explained
by a reduction in the export of briquettes. In Wisconsin, on the other hand, freight
transportation was found to grow at a faster rate than industry partly as a result
of the large increase in the service sector. Freight transportation increases very
slowly in Rhone-Alpes. Freight transportation within the regions is, however,
not solely dependent upon the service and industrial activity in the area since
freight that passes through the region with both departure point and destination
outside the region is also counted as ton-kilometers while withirl the region. A lower
growth rate in freight transportation may also result from a shift to manufactured
products with a higher value per unit weight or from a policy to locate factories
nearer to their source of raw materials or to the destination of the manufactured
goods.
The fraction of freight by each mode of transportation (truck, rail, and barge)
with associated energy intensiveness is shown in Table 7.3 for Scenario SI. The
present mix of freight transportation is assumed to remain unchanged in Wisconsin,
while the trend from rail to truck continues in the Rhone-Alpes. In the Bezirk all
irltercity freight transport is assumed to be by rail. The energy intensiveness of rail
freight transport also improves dramatically because of the gradual replacement of
steam locomotives with diesel and eventually electric engines.* Since diesel engines
are already in use in Wisconsin and both electric and diesel engines are in use in
Rhone-Alpes, the energy intensiveness of rail freight transport is assumed to remain
constant in these regions.
An overall picture of the fuel efficiency of the freight transportation systems
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TABLE 73 Freight Transportation by Mode and Associated Energy Intensiveness
Fraction of Total Ton-km Energy Intensiveness (kcal/ton-km)
Bezirk X Rhone-Alpes Wisconsin Bezirk X Rhone-Alpes Wisconsin
Rail 1970 .77 .38 .26 360 110 118
2025 .81 .29 .26 80 110 118
Truck 1970 .23 .54 .74 335 710 485
2025 .19 .64 .74 375 710 485
Barge 1970 .08 160
2025 .06 160
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FIGURE 7.9 Energy intensiveness of freight transportation.
in the regions can be obtained from Figure 7.9 showing the energy use per ton-
kilometer of freight transportation. If the primary energy used for electricity gen-
erated were also included, the overall energy intensiveness for Bezirk X would be
about 280 kcal/ton-km. The heavy reliance on rail and the decreasing intensiveness
of the new locomotives account for the substantial improvement in Bezirk X.
Rhone-Alpes actually increases in overall energy intensiveness per ton-kilometer
because of increasing use of truck transport, which is more energy intensive than
rail transport.
* The energy intensiveness of electric engines does not include the energy needed to produce
electricity. Therefore in terms of primary energy required per ton-kilometer, improvement is
not so striking.
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TABLE 7.4 Single-Family Dwelling Units in the Three Regions for Each Scenario
(% of total housing stock)
1970 2025
All Scenarios Sl S2 S3
Bezirk Xa 62 54 56 48
Rhone-Alpes 47 41 72 26
Wisconsin 88 77 90 56
a Two-family dwelling units are counted as single-family dwelling units in the Bezirk-X data.
III.B. RESIDENTIAL SECTOR
The number, size, and characteristics of the dwelling units in a region as well as the
appliances in those dwelling units are major factors determining the energy use in
the residential sector. Table 7.4 gives the current and projected percentages of
single-family dwelling units in the total housing stock for the three scenarios.
Wisconsin has the largest percentage of detached homes in all scenarios, a significant
factor since detached homes tend to be larger and to have a greater heat loss through
the roof and walls (they do not have common walls with other dwelling units). A
discussion of the energy required to heat typical single-family homes and apartments
in the three regions may be found in Appendix C, section II, which deals with build·
ing practices.
In all three regions, space heating consumes the most residential energy. Wiscon-
sin's larger residential floor area, colder climate, and high fraction of households
with many applicances, all contribute to a residential energy use between two and
three times larger than in the other regions.
Assumptions about the type of heating system for future dwelling units posed a
difficult problem for the IIASA team, particularly in achieving consistency across
the regions. Table 7.5 is a summary of the types of energy assumed for use in resi-
dential space heating. Very little coal is used for residential space heating in Wiscon-
sin and Rhone-Alpes and use of this fuel is expected to decline even more. In Bezirk
X in 1970, direct use of coal is the main source of fuel for residential space heating.
In the future, the Bezirk's abundant supply of coal will instead be used for coal
district heating where the air pollution problems can be minimized with pollution
control equipment and high stacks. In all three regions, oil is considered to be an
undesirable alternative because of the need to rely on imports, although a high level
of dependence on oil use continued in Scenario S2 for Rhone-Alpes. Gas is also in
increasingly short supply although both Rhone-Alpes and Bezirk X plan to intro-
duce it to some extent. Wisconsin is heavily dependent on natural gas in 1970, but
all scenarios except the Base Case call for a decrease in use. Where demand for such
fuels exceeds what could realistically be expected to be supplied in Wisconsin, the
gap is filled by synthetic fuels. High use of electricity for home heating is examined
in Scenario S2 for Wisconsin and Scenario Sl for Rhone-Alpes. Some advantages of
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TABLE 7.5 Fraction of Housing Units Using Each Type of Energy Source for
Space Heating
Fractions of Housing Units
2025
1970 SI S2 S3
Coal
Bezirk X .91 .22 .24 .22
Rhone-Alpes .055 .0 .0 .0
Wisconsin .0 .0 .0 .0
Gas
Bezirk X .005 .16 .18 .13
Rhone-Alpes .07 .219 .145 .178
Wisconsin .64 .74 .20 .48
Oil
Bezirk X .0 .0 .0 .0
Rhone-Alpes .6 .292 .6 .267
Wisconsin .33 .13 .11 .14
Electricity
Bezirk X .001 .16 .17 .08
Rhone-Alpes .015 .423 .138 .017
Wisconsin .02 .12 .68 .13
Solar energy
Bezirk X .0 .0 .0 .12
Rhone-Alpes .0 .011 .054 .263
Wisconsin .0 .0 .0 .25
District heata
Bezirk X .08 .46 .4 .45
Rhone-Alpes .03 .048 .051 .166
Wisconsin .0 .0 .0 .0
Geothermal district heat
Bezirk X .0 .0 .0 .0
Rhone-Alpes .0 .007 .012 .109
Wisconsin .0 .0 .0 .0
a Primarily oil for Rhone-Alpes and coal for Bezirk X.
electricity use are in moving pollution problems to the power plant and in enabling
sources such as nuclear energy to be used for heating; disadvantages include the
higher primary energy use resulting from conversion and transmission losses, and
the myriad of environmental impacts and social costs involved in generating elec-
tricity. However, since the cost per unit of energy is higher for electricity than for
most other types of energy, electrically heated homes are usually better insulated
(except in Rhone-Alpes where standards are very high for all homes) resulting in
decreases in end-use energy. Scenario S3, the energy conservation scenario, also
includes solar heating in each of the regions.
Wisconsin is the only region with a significant residential air conditioning load.
In addition Wisconsin homes have more "secondary" appliances, i.e. dishwashers,
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FIGURE 7.10 Residential end-use energy per capita.
washing machines, televisions, refrigerators, and they are in general larger and more
energy intensive than the Rhone-Alpes and GDR appliances. In 1970 the average
electricity use per home for secondary appliances was approximately 5,200 kWh in
Wisconsin, I ,000 kWh in Bezirk X, and 900 kWh in Rhone-Alpes.* By 2025 these
figures were projected to be 6,400,2,000, and 3,100 kWh.
Total residential end-use energy per capita is shown in Figure 7.10. Rhone-Alpes
uses only half as much energy per capita as Wisconsin but about 30 percent more
than the Bezirk in 1970 and the differences increase by 2025. One of the major
conclusions for the residential sector is that demands for energy are not expected to
increase significantly over the time period studied, and under some conditions may
decrease. Vigorous implementation of improved insulation practices would have
major conservation impacts on all regions, particularly in Wisconsin with its larger
dwelling size and colder climate.t
1II.e. SERVICE SECTOR
Since definitions of service sector activity vary among the regions, comparisons are
difficult. In addition, data for the service sector were the most difficult to obtain.
Service floor area in both the Bezirk and Rhone-Alpes was assumed to grow pro-
portionately to employment in the service sector. Reasonable projections of
employment could be made. In Wisconsin, floor area was assumed to grow pro-
portionately to value-added in the service sector. Since value-added, especially in
• One kWh is equivalent to 0.86 million cal.
t In December 1978, Wisconsin instituted its first building construction code for new 1- and 2-
family dwellings. See section 1I.e. in Appendix e.
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TABLE 7.6 Space Heating in the Service Sector by Source of Energy
Percentages of Each Fuel Type
2025
1970 Sl S2 S3
Coal
Bezirk X 64.2 43 19.5 35.4
Rhone-Alpes 4 0 0 0
Wisconsin 5 5 1 5
Gas
Bezirk X 1.7 1.7 1.7 1.7
Rhone-Alpes 11 10 45 60
Wisconsin 60 60 2 43
Oil
Bezirk X 0 0 0 0
Rhone-Alpes 61 5 30 10
Wisconsin 25 25 .8 18
Electricity
Bezirk X .2 7.6 31 7.6
Rhone-Alpes 21 80 5 10
Wisconsin 2 2 88 2
Solar energy
Bezirk X 7.6
Rhone-Alpes On S3, solar substitutes in part for each heating fuel.)
Wisconsin 24
District heat
Bezirk X 33.9 47 47 47
Rhone-Alpes 3 5 20 20
Wisconsin
the Wisconsin service sector, is growing much faster than employment (Figure 7.5),
i.e. productivity is increasing, a much larger growth rate in floor area and conse-
quently in energy use appears in the Wisconsin service sector than in either Rhone-
Alpes or Bezirk X. In retrospect, the assumption that floor area grows proportion-
ately to value-added may not have been justified in the Wisconsin case, especially
since the larger growth is assumed to take place in insurance companies, consulting
fums, and so on, where the ratio of floor area to value-added is less than in more
traditional service industries.* If the assumptions had been that floor area grows
proportionately to employment as in the other two regions, Wisconsin's consump-
tion in the service sector would have been more similar to the Bezirk's and Rhone-
Alpes'. In Rhone-Alpes the assumption was also made that new service sector build-
ings would be much more energy efficient than existing buildings.
Space heating accounts for most of the energy use in the service sector and, as in
the residential sector, the fuel mix (Table 7.6) was a subject of much discussion.
* A more recent study of the impact of the U.S. National Energy Plan on Wisconsin has assumed
that floor area grows more slowly than value-added. 1 I
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FIGURE 7.11 Service end-use energy per capita and per employee.
Space air conditioning is much more prevalent in Wisconsin in 1970, but by 2025
50 percent of Rhone-Alpes service floor space is also projected to be air conditioned.
The GDR does not plan to install air conditioning in service sector buildings.
Results in terms of end-use energy per capita and end-use energy per employee
in the service sector are compared in Figure 7.11. The differences between Rhone-
Alpes and Bezirk X may be partially attributed to a milder climate in the Rhone-
Alpes region that requires less energy for space heating.
I1I.D. INDUSTRIAL SECTOR
In all of the th~ee regions, the industrial sector is a major consumer of energy
(Table 2.8 in Chapter 2). However, each of the collaborating regional institutions in
I
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this study brought widely differing views of future industry development and
energy consumption in its region. The alternative industrial energy demand patterns
showed a strong divergence in the long run.
The diversity of these patterns can be discussed in terms of three important
determining factors:
• The rate of industrial economic growth and the resulting mix of industry
between energy-intensive and less energy-intensive activities, Le. between processes
which require more or less energy
• The energy intensiveness in terms of energy per unit of activity (e.g. cal/$ or
cal/ton) for individual industrial subsectors
• The distribution of the energy consumption in an industrial subsector among
the various energy forms (fuel mix)
Because the economic growth patterns were summarized previously in section
II.B, the major attention in this section is devoted to energy intensiveness. The
energy intensiveness factor was the focus of our industrial energy demand and con-
servation analysis. This analysis has been based in part on historical trends in sec-
toral intensiveness, and in part on examination of conservation potentials and
incentives for major technical processes used within these sectors. Among the
regions, the energy analysts from the GDR were the most optimistic about the
likelihood of continuing long-term reductions in energy intensiveness. Based upon
the results of the past two five-year plans, and their long-term planning, they expect
a five percent annual decrease in the overall industrial intensiveness. This suggests not
only a continued implementation of currently available conservation measures but a
constant development of new measures and technologies.
Industrial classifications in the three regions have been consolidated into five
categories: (1) building materials, (2) primary metals, (3) metal fabrication, (4)
chemicals, and (5) others. Industrial activity by category for the three regions is
described in section II.B. above and is summarized in Figure 7.3. Energy intensive-
ness (end-use energy per unit of output) is shown in Figure 7.12. Bezirk X plans a
drastic reduction in energy intensiveness, especially in chemicals and primary metals,
combined with an exponential increase in industrial activity during the time period.
The change in energy intensiveness and worker productivity (see Figure 7.5) for the
Bezirk industrial sector implies that the GDR would far surpass France and the
United States in both industrial productivity and efficiency of industrial processes
by 2025. The energy intensiveness figures for Wisconsin result from a study of past
trends modified by the best judgment of the researchers. Perhaps the current
increasing cost of energy was not adequately accounted for in the projections since
historical data are from a period of decreasing energy costs. It seems more reason-
able that trends that would result from improved industrial processes and shifts to
different products would be seen in all three regions. The magnitude of the differ-
ences in this case can only be explained by greater optimism on the part of the
GDR researchers than the Rhone-Alpes and Wisconsin researchers could muster.
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FIGURE 7.12 Energy intensiveness by industry.
Figures 7.13 and 7.14 show the overall industrial energy intensiveness for the
Base Case and low-energy Scenario. It must be emphasized that these values
incorporate the industrial structures of these scenarios and the associated fuel
mixes for each industrial sector. All scenarios shown here except the Wisconsin
Base Case show decreasing intensiveness. Subsequent analysis for Wisconsin, based
upon more recent data, indicates that the decreases shown for S3 best represent
current trends and future potential.12
The effects of the decreasing energy intensiveness and increasing production off-
set each other in the Bezirk X Base Case scenario, so that the trends in total indus-
trial end-use energy per capita (Figure 7.15) are roughly similar to those in Wiscon-
sin and Rhone-Alpes. The Base Case scenarios all yield an industrial energy use that
grows more slowly than it has historically, except for the GDR, where the high
economic growth more than compensated for the continuing decrease in energy
intensiveness. The low.energy scenarios all yielded growths in demand that were
significantly lower than historical growths; in Wisconsin, the demand in the indus-
trial sector grew less rapidly than in the service sector, and by the year 2025, the
service sector used more energy than the industrial sector.
Industrial end-use energy is broken down by energy source in Table 7.7. Coal
district heat is the primary source of industrial energy in Bezirk X in 1975 and that
is expected to continue in all scenarios. Coal is also an important source in Wiscon-
sin and, except for scenario S2 where electricity is more heavily used, becomes even
more important in the future despite the pollution control problems. Rhone-Alpes,
which presently gets II percent of its industrial energy from coal, expects coal use
in industry to be negligible by 2025 because there is no readily available supply of
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FIGURE 7.15 Industrial end-use energy per capita and per employee.
high-grade coal. Only Wisconsin currently uses a large amount of gas for industrial
uses. Natural gas is not expected to be available in those quantities in the future,
but gas manufactured from coal has been assumed to be available. Rhone-Alpes is
very dependent on imported oil for its industry. Except for Scenario S2, the depen-
dence is decreased but still remains a factor of importance. The decrease in oil and
coal use is to be offset by an increase in use of electricity in Rhone-Alpes. Electricity
use for industry also increases in all scenarios in Bezirk X and Wisconsin.
IV. ENERGY SUPPLY
Choices of alternative fuels and supply technologies are among the most important
of the long-term strategies being debated in the regions studied. Resource availability
and economic considerations played a major role in shaping the end-use energy
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TABLE 7.7 Industrial End-use Energy by Source
Fraction of Total Industrial Energy Use
2025
Initial Valuesa 81 82 83
Coal
Bezirk X .17 0 0 0
Rhone-Alpes .11 .01 .01 .01
Wisconsin .34 .42 .33 .41
Gas
Bezirk X .05 .04 .04 .05
Rhone-Alpes .09 .11 .18 .17
Wisconsin .48 .40 .34 .43
Oil
Bezirk X .05 .01 .01 .01
Rhone-Alpes .55 .22 .43 .15
Wisconsin .08 .05 .04 .05
Electricity
Bezirk X .14 .39 .25 .32
Rhone-Alpes .25 .66 .38 .67
Wisconsin .10 .12 .29 .11
District heat
Bezirk X .59 .56 .69 .62
Rhone-Alpes 0 0 0 0
Wisconsin 0 0 0 0
a For Rhone-Alpes and Wisconsin, 1970 values; for Bezirk X, 1975.
demands described in the previous section, but perhaps to an even greater degree
they influence the energy-supply strategies for a region. This ~ction describes end-
use and primary energy flows by fuel type, and discusses other supply considerations
such as electricity generation, district heating, and use of renewable resources.
IV.A. ENERGY BY FUEL TYPE
IVA.1. Initial Conditions
A slightly different perspective on end-use energy consumption within the region is
given in Figure 7.16. The fraction of end-use energy by fuel type is shown with the
fraction of each type of fuel used in each sector of the economy for 1970. Perhaps
the distinction between end-use and primary energy should be made again at this
point. End-use energy is energy that is consumed within the region for heat, light,
or mechanical or chemical processes. Primary energy is the energy in its original
form. In practice, in this study, "primary energy consumed within the region" is
identical to end-use energy except for district heat, electricity, and synthetic gas
and oil. In these cases, the primary energy is the hydropower, solar energy, nuclear
246
(236.0)
WISCONSIN
C
INDUSTRIAL 0
A
L
SERVICE
INDUSTRIAL G
A
S
RESIDENTIAL
SERVICE
INDUSTRIAL
0
RESIDENTIAL I
L
SERVICE
TRANSPORTATION
INDUSTRIAL E
RESIDENTIAL L
E
C
SERVICE
INDUSTRIAL C
0
RESIDENTIAL A
L
SERVICE
INDUSTRIAL G
RESIDENTIAL A
E S
INDUSTRIAL 0
I
L
RESIDENTIAL
SERVICE
TRANSPORTATION
INDUSTRIAL E
L
E
C
~El~~[V.~NL
,
..?RESIDENTIAL OIL
and SERVICE DISTR ICT
HEAT
RIIONE-ALPES
(116.6)(290)
BEZIRK-X
INDUSTRIAL C
0
A
L
RESIDENTIAL
SERVICE
TRANSPORTATION
INDUSTRIAL
G
RESIDENTIAL A
S
INDUSTRIAL
0
TRANSPORTATION I
L
INDUSTRIAL ELEe
RESIDENTIAL~
D
I
INDUSTRIAL S
T
R
I
C
T
II
~.
A
RESIDENTIA T
SERVICE
0
.8
1
.2
.6
.9
1.0
FIGURE 7.16 Annual end-use energy by fuel and economic sector (1970). Num-
bers in parentheses indicate total end-use energy in 1015 cal/yr.
247
energy, geothermal energy, coal, or oil that produced the district heat, electricity,
or synthetic fuel. The end-use energy from these sources does not include losses
from conversion at the plant or distribution of the energy. Primary energy that is
exported from the region is also tabulated.
In 1970, the only region with a significant fraction of end-use energy supplied
by district heat is Bezirk X, where coal district heat is the major source of energy
for industry and is also used in small amounts in the residential and service sectors.
Rhone-Alpes also has a minor amount of oil district heat for the residential and
service sectors. One can theorize that in the GDR economic system, where industry
is state-owned, district heat is easier to develop than in France or the United
States where different companies would have to cooperate or a new energy supply
system, perhaps similar to the American electric utilities or the French state-
owned utility, would have to be developed. Because of its primary reliance on coal
in a densely populated country, the GDR also has an incentive to make efficient use
of its abundant supply oflow-grade coal without adversely affecting the health and
welfare of its citizens. District heat provides a convenient means of exploiting the
coal resource while minimizing the local health impacts.
Direct use of coal provides less than 10 percent of the energy use in Rhone-Alpes
and Wisconsin where its main use is for industry; minor amounts are used for space
heating in the residential and service sectors. Bezirk X, on the other hand, obtains
nearly 40 percent of its end-use energy with the direct combustion of coal. It
is the primary fuel for residential space heating (about 50 percent of the total)
and is also used for industry, steam locomotives, and space heating of service sector
buildings. The direct use of coal in situations where pollution control devices or
high stacks are infeasible, especially in densely populated areas, is a major source of
concern in the GDR.
Gas is used in minor amounts in the residential, service, and industrial sectors of
Bezirk X and Rhone-Alpes. In Wisconsin, however, it is the primary energy source
for residential home heating and is also used in the service and industrial sectors,
accounting for over one-third of the total end-use energy. Natural gas is expected to
be in increasingly short supply at higher prices in the future and presents a problem
for Wisconsin's decision-makers. The Wisconsin scenarios have dealt with supply
problems in gas and oil by postulating that synthetic fuels from coal will be avail-
able.
Oil must be imported into all three regions. Because of well-known political
problems, both the supply and prices of oil are unpredictable, although perhaps
Wisconsin feels the pressure least since the United States has some oil resources of
its own. Oil is used almost exclusively for transportation in Bezirk X and accounts
for only about 15 percent of the energy supplied. Oil is the primary fuel for .trans-
portation in Wisconsin also. About one-third of Wisconsin's end-use energy is used
for transportation and another 15 percent is oil used in the other three sectors; over
45 percent of its end-use energy is from oil. Rhone Alpes has an even worse situ-
ation with almost two-thirds of its end-use energy in the form of oil, a result of the
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previous easy availability of low-priced Middle-East oil. Oil is not only the primary
fuel for transportation, but also is used for residential and service space heating
and industrial production.
Electricity accounts for less than 10 percent of end-use energy in Bezirk X and
Wisconsin. It is divided among the residential, service, and industrial sectors some-
what evenly in Wisconsin. The industrial sector uses a larger fraction of the total
electricity (and total energy) in Bezirk X than in Wisconsin. A small amount of elec-
tricity is also used in the transportation sector. Over 15 percent of the end-use
energy in Rhone-Alpes is from electricity, the majority of which is used in the
industrial sector. Electricity has been a more attractive source of power in Rhone-
Alpes than in the other regions because of the availability of hydro power.
IV.A.2. Scenario 81
End-use energy in Scenario Sl, shown in Figure 7.17, was defined as a successful
implementation of the 20-year plan in the Bezirk and a combination of current
plans, present trends, and the judgment of the researchers in Wisconsin and Rhone-
Alpes. In Bezirk X the overall strategy is to phase out the direct use of coal, which
presents a significant air pollution problem, in favor of coal district heat and elec-
tricity, both of which can exploit the coal resource while minimizing the impact of
the air pollution. The implied goal in the Rhone-Alpes Scenario Sl is the replace-
ment of imported oil with nuclear generated electricity. The results of the Wiscon-
sin Scenario Sl in 2025 do not differ from the initial conditions as dramatically as
either Rhone-Alpes or Bezirk X, perhaps because of a lack of a clearly articulated
energy policy in Wisconsin. Gas and oil remain the primary sources of energy
although the assumption is that a significant fraction of these will be synthetic fuels
produced from coal by 2025.
In all three regions the fraction of energy from coal used directly in the residen-
tial, service, and transportation sectors is greatly reduced. Only in Wisconsin is the
direct use of coal increased and that is in the industrial sector where the use of high
stacks and some pollution control devices is assumed.
Gas is not assumed to significantly increase its share of the market in either
Rhone-Alpes or Bezirk X. In Wisconsin its share of the market decreases slightly but
is still about a third of the total end-use energy. A decline in the fraction used for
residential space heating is nearly offset by the rapidly growing service sector.
One of the most alarming results of Scenario S1 is the heavy dependence on oil
in 2025 in all three regions despite efforts to control its use. No satisfactory substi-
tute for oil, except synthetic oil, was foreseen in any of the regions for the transpor-
tation sector. One conclusion of this result may be that a high priority should be
placed on finding an alternate fuel that can be used for transportation. There are
several alternatives of varying degrees of feasibility to supply heat and process energy
in the other sectors of the economy, but the research team did not believe that any
other form of energy with currently foreseeable technology could reasonably be
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substituted for oil in the transportation sector. The Bezirk nearly eliminates oil for
all uses except transportation, but oil still increases to nearly one-third of end-use
energy in 2025. Rhone-Alpes decreases the fraction of end-use energy from oil from
over two-thirds in 1970 to just over one-third in 2025, mainly by encouraging the
use of electricity for industry and for residential and service space heating. The
transportation sector uses a smaller fraction of the total end-use energy in Rhone-
Alpes than in the other two regions, another factor that keeps oil at only one-third
of the end-use energy. In Wisconsin, the fraction of end-use energy from oil decreases
only slightly, mainly as a result of a decrease in oil-based residential space heating
and a slight decrease in the importance of the transportation sector in end-use
energy consumption.
The use of electricity increases greatly in both Bezirk X and Rhone-Alpes,
especially in industry; electricity even supplies a significant amount of energy for
freight transportation in Bezirk X. In Wisconsin, electricity increases from less than
10 percent to nearly 15 percent of the total end-use energy and the rapidly growing
service sector accounts for the increase. More will be said about electricity and
about the supply of primary energy in section IV.B.
District heat continues to be developed in the Bezirk and in Rhone-Alpes but its
impact on the total end-use energy supply does not change appreciably.
IV.A.3. Scenario S2
The results of Scenario S2, defmed as a high-energy case, are shown in Figure 7.18,
once again in terms of the allocation of total end-use energy among the competing
fuels and economic sectors.
The direct use of coal is very similar to Scenario Sl in all three regions. Coal use
almost disappears in Rhone-Alpes and Bezirk X and increases slightly in terms of
the fraction of total end-use energy in the industrial sector in Wisconsin.
Wisconsin Scenario S2 assumes that gas will not be available in the future to the
same extent as in the past, and gas is phased out for service and residential space
heating. Energy use in industry, however, grows at a faster rate relative to the
other sectors than in Scenario Sl, the gas supplies a large fraction of this demand.
Perhaps a more likely policy would be that the available supplies of gas are reserved
for residential and service space heating, forcing industry to use other fuels. Gas
accounts for approximately the same fraction of end-use energy in Bezirk X and
Rhone-Alpes in Scenario S2 as in S1.
Use of oil in Bezirk X and Wisconsin does not vary much from Scenario SI,
although for space heating in the service sector it is largely replaced by electricity.
The Rhone-Alpes Scenario S2, however, is not as successful as SI in replacing oil
with electricity and over half of the end-use energy in 2025 is still supplied by oil.
Oil supplies about one-third of the end-use energy in Rhone-Alpes in SI. Since S2 is
is also higher in total end-use energy than SI, this represents a substantial additional
amount of oil that must be obtained.
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Electricity does not capture as large a fraction of the market in Scenario S2 as in
Sl in Rhone-Alpes and Bezirk X. In the Bezirk, the decrease in the share of elec-
tricity in the transportation sector is made up by oil because of the importance of
truck freight transport; in the industrial sector it is made up by coal district heat. In
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Rhone-Alpes Scenario S2, the decrease in the share of electricity compared with Sl
is from the low penetration of electricity into industry. For Wisconsin, Scenario S2
is the high energy, high electricity case. Electricity captures nearly 40 percent of
the total end-use energy including most of the residential and service space heating
markets, a large fraction of the industrial energy use, and even a small amount of
mass transit.
In Bezirk X, the industrial sector grows even faster in S2 in relation to the other
sectors than in S1 and coal district heat provides most of the additional energy
required, resulting in 45 percent of the end-use energy being supplied by district
heat.
IV.A.4. Scenario S3
Scenario S3 was defined as an energy-<:onservation case with emphasis on more
speculative sources of energy and a high degree of environmental control. Perhaps
one of the most interesting results of Scenario S3 was the demand that could be
met by solar and geothermal energy as a result of quite vigorous programs to intro-
duce them (Figure 7.19).
In terms of the fuel mix, Scenario S3 is very similar to Sl in Bezirk X except
that coal district heat for industry supplies an even larger share of the total energy.
Solar space heating is also introduced but accounts for less than 1 percent of the
total by 2025. The Rhone Alpes picture is also very similar to S1. Solar and geo-
thermal district heat together account for slightly over 5 percent of the end-use
energy in 2025, a substantial contribution but certainly a long way from solving the
energy problem. The result is very much the same in Wisconsin where solar space
heating accounts for just over 5 percent of the total end-use energy needs by 2025.
IV.B. ENERGY FLOWS
IV.B.I. Initial Conditions
Primary Energy The primary energy flows in 1970 for the three regions are shown
in Figure 7.20. Bezirk X is an energy producer, exporting directly or after conver·
sion over half of the coal mined in the region in 1970. The coal is exported mostly
in the form of briquettes, but also as electricity. Of the energy used in the Bezirk,
only approximately 12 percent must be imported to supply the needs for coke, gas,
and oil. To meet its energy needs, Rhone-Alpes must import about 70 percent of its
total requirement, primarily Middle Eastern oil. The abundant supply of hydro
power supplies 17 percent of its total primary energy requirement and allows
Rhone-Alpes to export nearly 20 percent of the electricity produced in the region.
Rhone-Alpes also has a limited amount of coal that provides another 10 percent of
the primary energy requirement. The coal reserves, however, are not large and are
not expected to be a significant source of energy for Rhone-Alpes in the future.
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Wisconsin is in the worst position; except for about .5 percent of its primary energy
supplied by hydro power, its entire supply was imported in 1970.
Electricity Generation and District Heat Electricity generation and district heat
production provide convenient methods of utilizing the low grade, high sulfur lignite
that is found in the GDR. Excluding exported briquettes, 60 percent of the primary
energy is used in electric power plants that both generate electricity and produce
district heat and another 18 percent is used in pure district heating plants. The
penalty that must be paid of course is the losses that occur in conversion and in
transmission and distribution of the new fonn of energy. In the Bezirk, conversion,
transmission, and distribution losses are 44 percent of the total primary energy,
excluding again exported briquettes. Both Wisconsin and Rhone-Alpes use about 25
percent of their primary energy for electricity generation. Rhone-Alpes uses another
3 percent for district heat, resulting in losses in total primary energy of 18 percent
for Wisconsin and, because of the high efficiency of hydro power, of only 8 percent
for Rhone-Alpes. In all regions, losses associated, for example, with the combustion
of fuels in a house furnace are included in end-use energy rather than losses. Losses
are defined solely as conversion, transmission, and distribution losses associated
with electricity or district heat production.
District heat is a significant energy option in Bezirk X, already supplying 30 per-
cent of the end-use energy; 38 percent of the district heat is produced in electric
power plants with an overall efficiency (electricity plus district heat) of 39 percent.
The remainder is produced in coal and oil-fueled district heating plants at 82 per·
cent efficiency. Rhone-Alpes also has a limited amount of oil-fueled district heat
produced at 60 percent efficiency.
IV.B.2. The Scenarios
Primary Energy Figures 7.21 through 7.23 show the primary energy flows in 2025
for the three basic scenarios. Bezirk X remains relatively energy self-sufficient pro-
ducing between 66 percent and 86 percent of its own energy, again excluding
exported briquettes. By 2025, however, in all three scenarios, exports must be
drastically curtailed as the Bezirk needs a larger percentage of its coal to supply its
own needs. Increasing amounts of foreign oil are also required primarily to meet
transportation requirements. The energy self.sufficiency of Rhone-Alpes declines
rapidly to only about 3 percent of its primary energy needs by 2025 in Scenarios
Sl and S2 as the coal reserves dwindle and no more suitable sites are available for
hydro plants. In Scenario Sl, however, 70 percent of the energy is nuclear, a source
that the French policymakers hope will be cheaper and more reliable than the coal,
oil, and gas of Scenario S2. Wisconsin, whose only energy resource is a small amount
of hydro power (Wisconsin Scenarios Sl and S2 have no solar energy), can produce
only a small fraction of 1 percent of its energy needs by 2025 in S1 and S2. In
Scenario S3, with the introduction of energy conservation measures, solar and
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TABLE 7.8 Average Annual Increase in Electricity Consumption and Percentage
of Total Primary Energy Devoted to Electrical Generation
1970-2000
Annual average percentage increase in electricity consurnptiona
Bezirk X
Rhone-Alpes
Wisconsin
Percentage of Primary Energy Used for Electrical Generatione
Bezirk X
Rhone-Alpes
Wisconsin
1970
1970
32
24
25
51 52 53
4.2 5.4 3.9
5.3 4.4 4.8
3.6 6.3 3.3
2000
51 52 53
42 48 41
66 48 50
30 54 34
~ Excludes exports and transmission losses; includes electricity import.
Average for 1960-1972 period.
c Average for 1969-1972 period.
d Average for 1961-1972 period.
e Includes primary energy used for electricity export as well as primary energy used for elec-
tricity import.
geothennal energy, Wisconsin and Rhone-Alpes manage to supply 6 percent and 24
percent of their own needs.
Electricity Generation and District Heat Bezirk X continues to rely heavily on
electricity and district heat in all three scenarios. The percentage of total primary
energy used for electricity and district heat ranges from 66 to 75. Rhone-Alpes and
Wisconsin also increase their reliance on electricity in all three scenarios with a cor-
responding increase in energy lost in conversion, especially in Rhone-Alpes where
new power plants must be nuclear or fossil-fueled rather than the very efficient
hydro plants.
One of the major conclusions inferred from the range of futures is that future
growth of electricity generation will be much lower than historical rates. Table 7.8
shows the average annual growth rates for the selected scenarios in comparison with
historical values. Also shown are the percentages of primary energy used for elec-
trical generation. The significant slowing of electricity growth in these industrialized
regions indicates the need for a continuous examination of the requirements for
future generating facilities.
In terms of efficiencies, district heat is better than electricity and Bezirk X
achieves its best overall efficiency of close to 70 percent in Scenario S2 (including
the generation losses associated with the imported electricity). The high electricity
cases result in low efficiencies, especially Scenario Sl for Rhone-Alpes with 72 per-
cent of its primary energy coming from nuclear energy for electric power plants.
However, since nuclear energy is used only for electricity generation, it is not really
consistent to compare losses from nuclear energy with losses from fossil fuels,
except in the consideration of environmental effects such as the impact of waste
heat discharges.
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TABLE 7.9 Solar Energy Contribution to Energy Requirements in Bezirk X,
Rhone-Alpes, and Wisconsin for Scenario S3 in 2025
Bezirk X Rhone-Alpes Wisconsin
Residential end-use 5% 10% 17%
Service end-use 6% 41% 9%
Total end-use energyO 3% 12% 11%
Electricity generation 7% 16% 30%
a These figures include solar-generated electricity used in the end-use sectors.
Sources of electricity are primarily coal for all three scenarios in Bezirk X;
nuclear energy for Rhone-Alpes Scenarios SI and S2 and Wisconsin Scenario SI ;
coal and nuclear energy for Wisconsin Scenario S2; a combination of solar energy,
oil, gas, coal, and nuclear energy for Rhone-Alpes Scenario S3; and coal and solar
energy for Wisconsin Scenario S3.
Solar Energy One strategy examined in the scenarios for reducing petroleum
requirements was the development of renewable resources such as solar power. Vig-
orous development of solar power for heating was examined in the residential and
service sectors, and to a more limited extent in electricity production. As stressed in
the scenario descriptions in the three previous chapters, the scenario assumptions
about solar penetration were not meant to be a prediction of technological progress:
rather they were included to assess the impact of a given penetration rate on end-use
energy demands and on resource requirements in the time frame of the scenarios.
The potential solar contribution to the energy needs of the three regions in 2025
is shown in Table 7.9. Its contribution is significant, especially in Rhone-Alpes
where solar energy provides 41 percent of service energy needs and in Wiscon-
sin where it provides 17 percent of residential needs. One must keep in mind that in
the scenarios, the utilization of solar power was restricted to new construction, and
even during a 50-year period the turnover of a stock of buildings is slow. Should
retrofitting of existing buildings with solar equipment become economical, the
impact of the solar strategy would be even greater. It must be emphasized too that
in the scenarios only technology that is currently operational, such as space heating
and water heating, was considered. The scenarios could be radically altered if
inexpensive mass production of the photovoltaic cell and solar energy systems for
producing intermediate temperatures for industry became feasible.
IV.C. SOME CONCLUDING COMMENTS ON ENERGY SUPPLY
In concluding the discussion on energy supply systems in the three regions, the fol-
lowing observations can be made:
• Despite vigorous conservation measures and alternative fuel strategies, the
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scenarios demonstrated the difficulty that could be experienced well before the end
of the century in avoiding severe constraints or shortfalls of petroleum supplies if
petroleum production begins to decline in that period.
• Although conventional and environmental costs could be appreciable, coal
represents a major option for decreasing dependence on scarce petroleum and gas,
and is a major competitor to nuclear power.
• In general, future growth of electricity generation in the regions will be much
lower than historical rates.
• The potential of energy savings through application of district heating or
cogeneration is significant in all of the regions. The GDR is well on its way to the
widespread implementation of district heating.
• Solar energy has the potential to appreciably reduce the long-term, nonrenew-
able energy resource requirements in all of the regions.
V. SELECTED ENVIRONMENTAL IMPACTS
The analysis of environmental consequences was one of the major objectives of
scenario building. A wide range of quantified environmental indicators have been
used to characterize the environmental implications. Quantified here refers only to
those impacts included in the models used in this research. The choice of this set of
impacts is to some extent subjective; in addition, some degree of uncertainty (and
perhaps controversy) is associated with some of the impact factors. There are also
many indicators which are recognized but remain unquantified; there are others
that are unrecognized and hence unquantified. An approach to coping with this
uncertainty and subjectivity is described in Appendix E.
The impacts presented in this section are only a fraction of those studied with
the methodology described in Chapter 3, and described in the scenarios for each of
the regions in Chapters 4, 5, and 6. Representative impacts have been selected from
several categories as shown below:
• Impacts on water: Water evaporated by power plant waste heat
• Impacts of land: Land use for energy resource extraction and energy-related
facilities
• Impacts on air: Sulfur dioxide emissions
• Impacts on people: Quantified human health and safety impacts
• Potential long-term impacts: Carbon dioxide production and radioactive
waste production
The first three categories are primarily regional or local impacts. The fourth
category, human health and safety impacts, includes some quantified global impacts
as well as the local effects. The final category has impacts that are representative of
the potential long-term risks that are global in nature.
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FIGURE 7.25 Cross-regional comparison of annual land use for energy pro-
duction. Note that land in use for facilities does not include land used for hydro-
power plants.
V. HEAT DISCHARGE FROM POWER PLANTS
Waste heat from electrical generation presents a problem that varies in magnitude
among the three regions. Three categories of cooling options have been considered
263
for power plants: once-through cooling on rivers; evaporative cooling such as
provided by wet cooling towers; and dry (nonevaporative) cooling towers. A high
control and a low control case for each region were based on different allowable
temperature increases for rivers. Since Rhone-Alpes and Wisconsin have sizable
water resources, once-through cooling and wet cooling towers are the only options
considered. For Bezirk X the water resources are very limited, and once-through
cooling is not an option.
Calculation of water evaporated for the 2025 levels of electrical generation in
Scenario Sl have been made for each region. The results for low control and high
control cases are shown in Figure 7.24. The high control case for Bezirk X has less
evaporation (more dry cooling), while the high control case for Rhone-Alpes and
Wisconsin requires more evaporation (less once.through cooling). If strict environ·
mental standards are imposed, dry cooling may also eventually be required in
Rhone·Alpes and Wisconsin. Current designs for dry cooling systems are avoided
because of large efficiency penalties and costs.
The total fresh water consumed for all purposes (evaporated, transpired, or incor-
porated into products) in Wisconsin in 1970 averaged approximately 9.5 m3jsec.
This is less than the evaporation from Wisconsin power plants for either control
option shown in Figure 7.24.
V.B. LAND USE
The annual land use for energy production is shown in Figure 7.25. The land being
used may be divided into facilities land use, such as at power plant sites, and
resource extraction land use, such as at uranium or coal surface mines (land use for
hydropower plants was not included in this study). Therefore, not all the land use
shown in Figure 7.25 is within the region since some fuels are imported and some
fuel system facilities, such as uranium mills, are located in other regions.
Even if it is assumed that all land disturbed for past resource extraction is
reclaimed so that the total quantity of land disturbed because of energy activities is
just what is shown in Figure 7.25, the quantities of land use are not insignificant.
For example, the scenario with the largest land use in 2025 amounts to the follow-
ing percentage of total land areas in each region:
• Bezirk X - 2.9 percent (S2)
• Rhone.Alpes - 0.6 percent (S3)
• Wisconsin - 0.3 percent (S2)
V.C. S02 EMISSIONS
Sulfur dioxide (S02) is generally thought to have unfavorable effects on human
health, vegetation, and structures. Coal is a major source of S02 emissions in Bezirk
X and Wisconsin, and to a lesser degree, in Rhone·Alpes. Table 7.1 0 indicates typical
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TABLE 7.1 0 Assumed Typical Coal Characteristics for Electricity Impact Calcu-
lations
Heating Grams SO, Grams Ash
Value Percent per 10· cal Percent per 10· cal
(kcal/kg) Sulfur (No Control) Ash (99% Control)
Bezirk X
lignite (thru 1985) 2,300 1.4 12.2 10 0.43
lignite (after 1985) 2,200 1.4 12.7 10 0.45
Rhone-Alpes
bituminous 7,000 0.7 2.0 10 0.14
Wisconsina
bituminous 6,650 2.5 7.5 10 0.15
subbituminous 4,700 0.6 2.6 10 0.21
a United States Environmental Protection !\gency (USEPA) emission standard for SO, from
power plants is 1.2 Ib/l O· Btu, or 2.2 gIl O· cal.
200 EMISSIONS PER AREA
(TONS / KM 2 )
EMISSIONS PER UNIT
OF PRIMARY ENERG
(TONS/1012 CAL)
5
EMISSIONS
(10 5 TONS)
10
EMISSIONS PER CAPITA
(KG PER CAPITA)
FIGURE 7.26 Sulfur dioxide emissions in 2025 for Scenario Sl.
coal characteristics assumed for the three regions. With no S02 control measures, the
Bezirk coal produces about twice as much S02 per unit energy as a blended U.S. coal,
or nearly 5 times as much as low-sulfur western subbituminous coal. The table dem-
onstrates the wide variability in energy resource characteristics in the three regions.
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FIGURE 7.27 Cross-regional comparison of 802 emission resulting from energy
use and energy export.
The S02 emissions for Scenario Sl in the year 2025 are compared for the three
regions in Figure 7.26. Four different indices for the emissions are shown: total
absolute emissions, emissions per unit area, emissions per capita, and emissions per
unit of primary energy use. Wisconsin has the largest total emissions, but Bezirk X
has the greatest impact on the other three scales. The Bezirk is a highly industrialized
region that uses lignite for most of its energy.
The S02 emissions for the years 1970 and 2025 for all scenarios are compared in
Figure 7.27. It is clear that residential and service sector emissions are a small frac-
tion of total emissions in all scenarios considered. The very large total emission for
the Bezirk in Scenario S2 is the result of expansion of energy-intensive industry,
emphasis on electricity, and no S02 emission controls. Some of the emission for
Bezirk X in S2 occurs in other regions because the Bezirk imports a significant
quantity of electricity.
In general, the S02 emission controls were assumed to be minimal in S2, maxi-
mum in S3, and in the middle for SI. These assumptions, coupled with the widely
varying energy demands in some scenarios, result in total S02 emissions in 2025
that are near 1970 levels (Rhone-Alpes S I and S3) or even decline from 1970 levels
(Bezirk-X S3 and Wisconsin S3).
Expected emissions of particulates, nitrogen oxides, carbon monoxide, and
hydrocarbons have also been computed for the scenarios. Only S02 is presented
because it is the only pollutant with which some quantified health effects have been
associated in the models used here. However, it should be noted that the transpor-
tation sector, which includes private autos, is a large contributor of some of these
other pollutants but is not a significant contributor of S02'
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FIGURE 7.28 "Quantified" human health and safety impacts (Scenario Sl -
2025; PDL =person-day lost).
V.D. HUMAN HEALTH AND SAFETY
The total "quantified" human health and safety impacts in the year 2025 for Scen-
ario SI are shown in Figure 7.28, which is similar in format to Figure 7.26. Person-
days lost (PDL) are used to combine the effects of mortality and morbidity. The
quantified totals shown in the figure include health and accidental impacts on the
general public and those people employed throughout the energy system, from
resource extraction to waste disposal. In contrast to S02 emissions for Scenario SI,
Bezirk X has the largest impact only on the scale showing PDL per unit area. Quan-
tified impacts of air pollution are a major share of the total PDL for Wisconsin.
To provide some perspective on these numbers, the PDL per capita in Figure
7.28 are compared with the PDL per capita that result from all accidental fatalities
in the United States. The risk of fatality from all accidents (autos, falls, burns,
drowning, firearms, and so forth) was 49 per 100,000 in the United States in 1974.2
This is equivalent to 2.9 PDL per person per year.* The quantified PDL per capita
in 2025 that results from Wisconsin energy use in Scenario SI is about 7 percent of
the PDL per capita from all fatal accidents at current incidence levels.
• One accidental fatality is equivalent to 6,000 PDL in this accounting system.
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The quantified health and safety impacts are not spread evenly over all popu-
lation groups. For example, nearly 30 percent of the quantified PDL in 2025 for
Wisconsin Scenario SI are imposed on less than 1 percent of the total population,
namely, 53,000 elderly people who live in the industrialized Milwaukee area and
had heart or lung disease before the period of the study.
The total PDL per 1,000 people in the region is displayed in Figure 7.29 for the
years 1970 and 2025 for all scenarios. It is interesting to note that there is at least
one scenario in each region that has fewer PDL per capita in 2025 than in 1970.
Also, it is clear from the figure that a significant fraction of the total PDL is imposed
on regions other than where the energy is consumed. Impacts in other regions result
from consumption of fuels that must be mined elsewhere and transported into the
regions, or from the expected global health effects from radioactive releases and so
on. The quantified health impacts of air pollution are a significant consideration in
all scenarios examined in this study.
V.E. CARBON DIOXIDE EMISSIONS
Carbon dioxide emissions are of concern on a global scale since the atmospheric
concentration of CO2 affects average global temperature .3,4,5,14 Burning of fossil
fuels has produced enormous quantities of CO2 , about 10.8 X 109 metric tons in
1960,3 for which there are three main reservoirs: the oceans, the biosphere (defined
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as the mass of living and nonliving organic matter), and the atmosphere. About half
of the CO2 liberated by fossil fuel combustion has remained in the atmosphere.3 •4
Calculations have shown that the CO2 concentration in the atmosphere may increase
from about 320 parts per million (ppm) by volume in 1970 to from 370 to 380
ppm in 2000; the resulting global temperature increase may be nearly one degree
Celsius. Global temperature changes of this magnitude may have serious impli-
cations for agriculture, global sea level, and global precipitation patterns. Thus, CO2
emissions that result from burning of fossil fuels may involve a significant long-term
risk to future generations.
The per capita CO2 emissions in the year 2025 for the three scenarios in each
region are shown in Figure 7.30 along with the 1970 emission levels. All three
regions have greater CO2 emissions in 2025 for all three scenarios than they had in
1970. The total CO2 emissions in Wisconsin in 2025 for Scenario SI are more than
a factor of 5 greater than the 1970 emissions (population increases by about 50
percent from 1970 to 2025). Bezirk X relies on coal for a large fraction of its
energy in all scenarios; the total emissions for the high-energy scenario (S2) in the
Bezirk are nearly 5 times greater than the 1970 emissions. In Rhone-Alpes, the
availability of fossil fuels is more limited and a significant fraction of the energy
comes from other sources, such as hydropower or nuclear energy.
The emissions resulting from Wisconsin's energy use in 2025 for SI are approxi-
mately 4 percent of the total emissions for the world in 1960. If all regions of the
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world were to increase their CO2 emissions as in these scenarios, methods for reduc-
ing CO2 emissions to the atmosphere, e.g., Marchetti's disposal method,6 or even
CO2 removal from the atmosphere, may be required, or the fossil fuel option might
be unacceptable.
V.F. RADIOACTIVE WASTE
Radioactive wastes produced during reprocessing of nuclear fuel are highly radio-
active and must be stored in isolation for long time periods. 7,8 The safety and
reliability of waste management alternatives are among the recognized potential
long-tenn risks related to nuclear power.
The mass of radioactive waste that is produced annually to provide nuclear elec-
tricity in each of the three regions is shown in Figure 7.31 for the three scenarios.
The large commitment to nuclear power in Rhone-Alpes Scenario SI and Wisconsin
Scenario S2 is evident. The Bezirk relies heavily on coal (lignite) for its electricity,
and nuclear power is not introduced until after the year 2000 in Scenarios Sl and
S3; there is no nuclear power at all in Scenario S2. Wisconsin has a significant
quantity of nuclear energy in Scenario Sl but nuclear generation in Wisconsin
Scenario Sl is only about one-third of the production in Rhone-Alpes Scenario Sl.
The 2025 nuclear generation in Rhone-Alpes Scenario Sl is greater than 3 times the
83 x 109 kWh (gross) produced from nuclear plants in the United States in 1973.2
Radioactive wastes could have both global and regional impacts. Accidents at
I
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I
I
I
270
reprocessing plants, waste storage facilities, or during transportation could cause
severe local radioactive contamination. A worldwide heavy commitment to nuclear
power, such as in Scenario SI for Rhone-Alpes, would present a formidable waste
management problem, one that would require global cooperation. In concluding
this section on the environment, it should be noted that no scenario has the lowest
environmental impacts in all categories considered. Therefore, one must make value
judgments concerning tradeoffs between impacts. Some impacts are local and
short-term, while others are global and long-term. Some are quantified, others are
recognized but unquantified, still others are unrecognized and therefore unquan-
tified. Local government controls over the localized impacts may be adequate to
keep local impacts at a tolerable level; in contrast, some of the potential long-term
impacts may require cooperation among nations to avoid "the tragedy of the com·
mons"9 on a global scale.
VI. CONCLUDING COMMENTS
The alternative futures compared in this chapter are clearly not intended as fore-
casts; no probabilities of occurrence have been associated with them. In the time
since the scenarios were written, it has become clear that some of the parameters,
assumptions, and policies embodied in them would have to be changed, were the
scenarios to be rewritten. However, because of their emphasis on the mid- to long-
term, the examination of these futures is a valuable process for analysis of the
policy issues treated here; if anything, these issues are of even more importance
today than at the beginning of the research project.
The preceding sections have only highlighted some of the results of the compara-
tive analysis. One of the important aspects not described here is an analysis of the
relationship between the decision structures of a region and the formal models and
planning tools that are used. This work is presented in Appendixes Band C of this
book.
In closing, it should be emphasized that this study was made with the objective
of developing a greater understanding of the regions and their futures. No region
should be judged as "better" or "worse." We hope that our results are read in that
spirit and that they contribute to improved management of energy and environ·
mental systems.
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Appendixes
BACKGROUND
PAPERS
The appendixes of this book provide a detailed picture of the three regions. Appen-
dix A, which contains a description of socioeconomic, geographic, and energy-use
characteristics of the regions, has much more detail than Chapter 2. Appendixes B
and C provide an overview of the administrative and institutional structure of
energy management as well as a description of selected energy and environmental
practices in each of the three regions. Appendix D describes energy system models
employed in each of the regions and an appraisal of these models by specialists
from the two other regions. Finally, Appendix E presents an approach used by
IIASA to find the preferences of decision makers with regard to energy /environment
strategies.
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A Description of the Three Regions
I. THE GERMAN DEMOCRATIC REPUBLIC
AZois BOZzZ - JIASA
LA. PHYSICAL CHARACTERISTICS
I.A.i. Geography
The German Democratic Republic (GDR) is a middle European country; in the
north it borders on the Baltic Sea (Its coastline is 90 I km.) and it has common
boundaries with the Federal Republic of Germany (FRG) in the west and southwest
(1,381 km), with Czechoslovakia in the southeast (430 km), and with Poland in the
east (456 km). The area of the GDR is 108, I78 km2 , and its population was about
17.1 million in 1970. The capital is Berlin, which had about 1.1 million residents in
1970. Figure I gives an idea of the size and location of the GDR.
Geographically, the country consists of two regions: the northern part of the
GDR is part of the North German lowland, while the southern part belongs to the
German low mountain area. The highest elevation in this area is the Fichtelberg
(1,214 m) in the Erzgebirge. The main river of the GDR is the Elbe which enters
the country from Czechoslovakia at the southeast border and leaves the country
in the northwest (at the border with the FRG). The length of the GDR section of
the river is 566 km (49 percent of the total length of the river), and its drainage
area covers 77 percent of the total land area of the GDR. The second important
river is the Oder which forms part of the border with Poland. Here, the GDR section
is 162km (18 percent of the total length of the river). Including a number of
smaller rivers and several canals (such as the Oder-Spree Kanal) the inland water-
way system of the GDR has a total length of approximately 2,500 km.
Natural resources in the GDR are very scarce. The most important minerals
mined are iron, uranium, and potassium; even taking these into consideration, the
country is not self-sufficient. Within the energy sector, lignite is practically the only
primary energy source supplied in the country itself; it supplied about 75 percent
of the total energy demand in 1970. Other fossil fuels, such as hard coal, crude oil,
and natural gas, have to be supplied almost exclusively by imports. Due to the
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FIGURE A.1 Map of the German Democratic Republic.
geographic characteristics, the climate, the location of raw materials, and historical
factors, the northern part of the GDR is dominated by agriculture, whereas the
southern part is highly industrialized. The most important branches of industry are
the lignite industry, the chemical industry, iron and steel, construction of machinery
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TABLE A.I Area, Population, and Population Density of the Regions in the GDR
Berlin
Cottbus
Dresden
Erfurt
Frankfurt/Oder
Gera
Halle
Karl-Marx-Stadt
Leipzig
Magdeburg
Neubrandenburg
Potsdam
Rostock
Schwerin
Suhl
Area (km')
403
8,262
6,738
7,348
7,185
4,004
8,771
6,009
4,966
11,525
10,793
12,572
7,074
8,672
3,856
1970 Population (X 10')
1,086
863
1,877
1,256
681
739
1,925
2,047
1,491
1,320
638
1,133
859
598
553
1970 Population
Density (peop1e/km')
2,695
104
279
171
95
185
219
341
298
115
59
90
121
69
143
SOURCE: Statistisches Jahrbuch 1974 der DDR I ; pp. 3, 77-106.
and equipment, the fine mechanical and optical industry, and the textile industry.
In the north, the only industrial centers are Berlin (electrical equipment) and the
seaports Rostock and Stralsund (shipbuilding).
I.A.2. Climate
The GDR has a moderate continental climate. The temperature ranges are slightly
less in the north due to the influence of the Baltic Sea. For instance, the average
annual minimum and maximum temperatures in Cottbus (69 m above sea level in
the southern part of the GDR) are - 10AoC and 4.9°C in January, and 15.8°C and
20.7°C in July. The corresponding values for Schwerin (59 m above sea level, near
the Baltic Sea) are - 8.6°C and 4.5°C in January, and 14.2°C and 19.9°C in July.
The figures are average values over the period 1901 to 1973. The number of degree-
days calculated on the basis of these data give a measure of the heating require-
ments. A degree-day is defined as the difference between the average of the daily
maximum and minimum temperatures and the normal room temperature (l8.3°C),
accumulated during the heating season. Assuming that the heating season lasts from
October through April, the average number of degree-days is 3,342 for Cottbus and
3,335 for Schwerin. Apart from the coastline and a few elevated points, the climate
is rather dry. The average annual amount of precipitation ranges between 500 mm
and 650 mm.
LB. POPULATION CHARACTERISTICS
The GDR is divided into 15 regions (Bezirke) broken down into 27 urban and 191
rural districts (Kreise), which in turn consist of 8,868 communities (Gemeinden).
Table 1 gives a listing of the 15 regions along with their area, population, and den-
sity (see Figures A.2a and A.2b).
The population changes in the GDR have been very unusual. In 1939, 16.7 million
278
____ National Border
____ Region Borders (Bezirke)
District Borders (Kreise)
Cities
Bezirlctl:
1lJerl.n
2 Co_
30_
4 Eff""
5 I'ran""'"
leNt
7~1"
8 Korl-M.",-S_
9L_
10 MogdoI>Jrg
11~
12_..
13 "OOlock
14 SdIooenn
15 s.N
1 : 3,000,000 °I
20 40
I ! I
60 80
, I t I km
FIGURE A.2a Regions (Bezirke) and districts (Kreise) of the GDR - 1974.
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FIGURE A.2b Population of the GDR regions by age and sex - 1972.
people lived in the GDR area. Due to the inflow of refugees, this number increased
to 18.6 million by 1946. FTom 1946 to 1964, the population dropped to 17.0
million. Currently, the population is stable. The major reasons for the stability are
an extremely high proportion of older people, a surplus of women in the total
population due to war losses, and migration of many in the labor force to the FRG
before 1961 (Table A.2). The labor shortage is compensated in part by the rather
large number of working women and by a high number of people working beyond
the retirement age.
The regional distribution of the population within the GDR is not very homo-
geneous. Roughly speaking, the line Magdeburg-Dessau-Gorlitz is the boundary
between the densely populated southern part, with average densities between 100
and 500 persons/km2 , and the more sparsely populated northern part, with den-
sities of less than 100 persons/km2 . In the southern part of the GDR there are three
urban areas with densities higher than 475 persons/km2 . These areas are
• Halle-Leipzig (2 million people)
• Karl-Marx-Stadt (I.6 million people)
• Dresden (I million people)
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TABLE A.2 Structure of the GDR Population by Age and Sex (%)
Age group 1950 1960 1973
A<;; 6 7.0 9.4 7.6
6 < A <;; 15 15.9 12.0 14.7
15 < A <;; 25 13.7 14.9 15.1
25 < A <;; 45 25.4 22.2 26.2
45 < A <;; 65 27.5 27.7 20.3
65 < A 10.5 13.8 16.1
-- -- --
Total 100.0 100.0 100.0
Male 44.4 45.1 46.3
Female 55.6 54.9 53.7
SOURCE: Statistisches Jahrbuch 1974 der DDR I; p. 419,
TABLE A.3 GD R Population by Size of Community
Percentage of Total Population
1950 1960 1970 1973
Rural communities « 2,000 people) 29.0 28.0 26.2 25.3
Urban communities
2,000 < R <;; 20,000 31.9 31.5 29.7 29.2
20,000 < R <;; 100,000 18.4 19.1 22.1 22.2
100,000 < R 20.7 21.4 20.0 23.3
-- -- --
--
Total 100.0 100.0 100.0 100.0
SOURCE: Statistisches Jahrbuch 1974 der DDR I; p. 10.
One-third of the total GDR population lives in Berlin or one of these three urban
areas, which account for one-tenth of the total land area. The natural population
change is negatively correlated with the density: in the northern part, there are
more births than deaths, whereas in the southern part there are more deaths than
births (especially in Dresden and Karl-Marx-Stadt). In the middle of the country
there is a stable zone. This stability is modified by the migration to the industrialized
areas in the south, and to the east-central part of the GDR, where new chemical
factories are being built.
The distribution of the GDR population by community size reveals a shift from
rural and small urban communities to medium-size cities; the percentage of the
population living in cities with more than 100,000 residents has remained fairly
constant since 1950 (see Table A.3).
I.C. TRANSPORTATION CHARACTERISTICS
Before World War II, the main transportation routes in the GDR area were con-
structed from east to west. Therefore, basic changes in the traffic network were
necessary in order to connect the industrial centers in the south with the agricultural
areas and seaports of the northern GDR after the separation from the western part
of Germany.
The railway network of the GDR is fairly dense (14,317 km in 1973), despite the
TA
B
LE
A
.4
M
ot
or
V
eh
ic
le
s
in
th
e
G
D
R
A
bs
ol
ut
e
Fi
gu
re
s(
l0
3
v
eh
ic
le
s)
A
ve
ra
ge
A
nn
ua
lG
ro
w
th
R
at
e
(%
)
19
50
19
60
19
70
19
73
19
50
-1
96
0
19
60
-1
97
0
19
70
-1
97
3
A
ut
os
75
.7
29
8.
6
1,
15
9.
8
1,
53
9.
0
14
.7
14
.5
9.
9
M
ot
or
cy
cl
es
19
7.
5
84
8.
0
1,
37
4.
0
1,
36
0.
9
15
.7
4.
9
-
0.
3
M
op
ed
s
47
7.
4
1,
53
8.
0
1,
81
3.
3
12
.5
5.
6
B
us
es
1.
9
9.
3
16
.7
19
.1
4.
9
6.
0
4.
6
N
Tr
uc
ks
93
.5
11
7.
8
18
5.
9
21
6.
3
2.
3
4.
7
5.
2
00
Sp
ec
ia
l-p
ur
po
se
v
eh
ic
le
s
3.
3
13
.9
43
.0
53
.5
15
.5
12
.0
7.
6
Tr
ac
tio
n
v
eh
ic
le
s
11
.6
85
.6
19
4.
0
20
4.
1
22
.1
8.
5
1.
7
Tr
ai
le
rs
16
3.
5
49
1.
3
63
3.
0
11
.6
8.
8
SO
U
R
C
E
S:
St
at
is
ti
sc
he
sJ
ah
rb
uc
h
19
74
de
r
D
D
R
';
p.
24
5.
282
closing of several lines in the last few years. The main railway lines are the connec-
tions between Berlin and the seaports Rostock and Stralsund in the north, and
those connecting Berlin with the industrial centers in the south (Dresden, Halle/
Saale, Leipzig, Frankfurt/Oder). Currently, about 10 percent of the railroad net-
works are electrified (especially the main routes). In 1973 the rail service (measured
in gross ton-kilometers and including both passenger and freight transportation) was
divided among the three traction types as follows: steam - 33 percent, electricity -
16 percent, diesel - S I percent. Currently, steam engines are being replaced mainly
by diesel engines.
Expansion of the road system began on a large scale in 1968; the total length of
roadways in the GDR in 1973 was 126,667 km. The number of private cars in the
GDR is still rather low, but is increasing very rapidly. Although there is apparently
a strong trend towards more private transportation, as can be seen in Table A.4, the
official plans are to emphasize public transportation.
In the public transportation sphere, a significant trend is a shift away from the
tramway in favor of buses in intracity mass transit. Buses are also becoming increas-
ingly important in intercity mass transit, replacing the train as a favored mode of
travel. Summary statistics on the volume (number of passengers) and service
(number of passenger kilometers) of mass transportation by mode are given in
Tables A.S and A.6. The data reflect the continued importance of public transport-
ation in the GDR. In 1973, for example, the average number of trips per person on
public transportation facilities was 218 (17 percent rail, 33 percent intercity buses,
49 percent intracity mass transit), and the average distance traveled was 2,864 km
(43 percent rail, 37 percent intercity buses, 14 percent intracity mass transit).
In the freight transportation sector, one can observe a shift from railways to
trucks, but the relative decline of the railway service is not as strong as in the case
of mass transportation. An overview of the volume (number of tons) and service
(number of ton-kilometers) of freight transportation by mode is given in Tables A.7
and A.8. The items "factory vehicles" and "sea boats" cause some distortion in the
statistics: the former category accounts for a large fraction of the total tonnage
transported, but since the average length of a haul is very short, its contribution to
the total freight transportation service is rather small; conversely, the latter cate-
gory represents only a small percentage of the total tonnage transported but a large
part of the total freight service.
I.D. ECONOMIC STRUCTURE
The GDR has a centrally planned economy, making the concept of measuring
economic activity (net material product) different from the concept used in free-
market economies. The main difference is the fact that the definition of the net
material product (NMP) excludes economic activities not contributing directly to
material production, such as public administration and defense, personal and
professional services, and similar activities. An estimation of the gross national pro-
duct (GNP) of the GDR made by the West German Institute for Economic Research
(DIW), by calculating the contribution of the "nonproductive" services, indicates
that the GNP in 1960 was about 18 percent higher than the NMP in that year. In
1970 the GNP was about I S percent above the NMP. Tables A.9 and A.I 0 show the
difference between the two concepts; it affects mainly the so-called service sector.
The percentage of the labor force employed in the most important sectors is
given in Table A.II . One may note a decline in the percentage of people working in
agriculture, and an increase in the percentage of people in the service sectors.
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TABLE A.9 Contributions by Sector in the GDR to the Net Material Product
(NMPt (%)
Agriculture
Industry
Construction
Trade, catering
Transport, communication
Other activitiesb
Total %
10' marks
1960
16.4
56.4
7.0
13.0
5.5
1.6
100
73.0
1970
11.7
60.7
8.2
12.6
5.2
1.6
100
113.3
Average Annual Growth Rate,
1960-1970 (%)
0.96
5.26
6.19
4.17
3.96
4.14
4.35
SOURCE: United Nations Yearbook of National Accounts Statistics.'
a Prices in 1967 used as basis.
b Excluding economic activities not contributing directly to material production.
TABLE A.lO Contributions by Sector in the GDR to the "Gross National Pro-
duct"a (%)
Agriculture
Industry
Construction
Trade, catering
Transport, communication
Other activitiesb
Total %
10' marks
1960
13.1
47.1
5.7
9.9
5.1
18.8
100
92.8
1970
9.7
50.6
6.6
10.0
5.0
18.1
100
145.0
Average Annual Growth Rate,
1960-1970 (%)
1.50
5.35
6.14
4.70
4.39
4.20
4.60
SOURCE: Meyers Enzyklopiidisches Lexikon'; p. 509.
a Prices in 1967 used as a basis.
b Including economic activities not contributing directly to material production (public admin-
istration and defense, personal and professional services, and so on).
Currently, a high proportion (48 percent) of the total population is employed
(including apprentices). Further information about each economic sector is pro-
vided in the following sections.
Agriculture The agricultural acreage of the GDR is about 10.83 million hectare
(58 percent of the total land area of the GDR); a further 27 percent of the land
area is woodland. Of the agricultural acreage, 73 percent is arable land and 27 per-
cent are pastures and meadows. Due to geographic characteristics and soil proper-
ties, arable farming is dominant in the northern part of the country, whereas in the
south there are mainly stock breeding farms. Self-sufficiency has been achieved in
livestock products, but not yet in crops. The dominant legal form of farms is the
agricultural cooperative, in which all means of production, including domestic
cattle, are used in common. These farms occupied 86 percent of the total land area
in 1<no. Additional agricultural statistics are given in Table A.l2.
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TABLE A.11 GDR Working Population by Economic Sector
Percentage of Total Working Populationa
1955 1960 1973
Agriculture 22.3 17.0 11.7
Industrl 39.5 41.4 42.0
Construction 5.6 6.1 6.9
Transport, communications 6.9 7.2 7.6
Trade, catering 10.9 11.6 10.7
Other sectors 15.2 16.7 21.1
productivec 1.2 2.7
nonproductivec 15.5 18.4
Total % 100 100 100
10" workers 7.7 7.7 7.8
SOURCE: Statistisches Jahrbuch 1974 der DDR 1; p. 57.
a Excluding trainees; in 1973 the total number of trainees was about 0.46 million, and their dis-
tribution among the sectors reported above was as follows: agriculture - 5 percent, industry
- 50 percent, construction - 14 percent, transport and communications - 8 percent, trade
and catering - 9 percent, other productive sectors - 2 percent, nonproductive sectors - 11
~ercent.
Including minor (craft) industry.
c This distinction is made with respect to their contribution to the net material product.
TABLE A.12 Agricultural Activity in the GDR
Employment (103 people)
Total land area (103 ha)
Arable land (103 ha)
Livestock (103 tons)
Milk (103 tons)
Eggs (10")
Corn (103 tons)
Potatoes (103 tons)
Sugar beets (103 tons)
1965
1,178
6,358
4,718
1,578
6,371
3,935
6,730
12,857
5,804
1970
997
6,286
4,618
1,800
7,091
4,442
6,456
13,054
6,135
1973
918
6,287
4,634
2,094
7,738
4,554
8,503
11 ,401
6,682
SOURCE: Statistisches Jahrbuch 1974 der DDR I; pp. 187 ff.
Industry In the industrial sector, almost all production is by nationalized
enterprises or cooperatives, as is evident from Table A.l3. Industrial gross produc-
tion in the GDR grew by 80 percent during the period 1960-1970, which is equiv-
alent to an annual growth rate of 6 percent. As is seen from Figure A.3, the fastest
growing branches are
• Electrical, fine mechanical, and optical prod ucts
• Chemicals
• Machinery and transportation equipment
The building materials sector is growing at approximately the same rate as the
industrial sector as a whole. The growth rates of the other branches are below
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TABLE A.I 3 GDR Industry by Legal Form of Property
Percentage of All Plants
Percentage of Total Industrial
Gross Productiona
1950 1960 1970 1950 1960 1970 1973
Nationalized enter-
prises and cooperatives 25.6 31.8 23.6 76.5 88.7
Semigovernmental 27.8 48.7 7.5
Private 74.4 40.4 27.5 23.5 3.8
-- -- --
Total 100.0 100.0 100.0 100.0 100.0
SOURCE: Meyers Enzyklopiidisches Lexikon'; p. 509.
a At constant prices.
88.7 99.9
9.9
1.4 0.1
--
100.0 100.0
TABLE A.I4 Gross Production of GDR Industry by Branch
Percentage of Total Indus- Percentage of Total Employment
trial Gross Production in Industry
1960a 1970a 1970b 1973b
Energy sector 6.8 5.6 5.0 6.4
Chemicals 12.1 14.5 15.0 ILO
Primary metals 8.4 7.8 8.0 4.2
Building materials 2.0 2.1 2.1 3.0
Machinery and transport-
ation equipment 22.1 24.9 24.6 28.5
Electrical machinery and
equipment, elec-
tronics instruments 6.8 9.5 10.5 14.0
Consumer goods
(excluding textiles) 12.0 11.2 11.0 16.6
Textiles 8.8 7.0 6.7 8.3
Food 21.0 17.4 17.2 7.9
-- -- -- --
Total 100 100 100 100
SOURCES: a Meyers Enzyklopiidisches Lexikon', p. 509; b Statistisches Jahrbuch 1974 der
DDR I, pp. 116, 118.
average. Table A.14 shows the relative importance of the individual branches in
various years.
The regional distribution of ind ustrial production is markedly uneven. In 1973,
the most important regions in terms of gross industrial production were Karl-Marx-
Stadt (14.6 percent), Halle (14.4 percent), and Dresden (12.3 percent). The con-
tribution of the other southern regions varied between 5 and 9 percent, whereas the
share of the northern regions was only on the order of I to 4 percent, with the
exception of Berlin (5.9 percent).
Service Sector The major branches included in the service sector are
• Construction
• Transportation, communication
• Trade, catering (hotels and restaurants)
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FIGURE A.3 Index of the industrial gross production by sector.
291
TABLE A.l5 Summary Statistics for the GDR Service Sector
Constructiona
Establishments
Employment (10 3 people)
Total production (106 mark)
Industrial production (106 mark)d
Production subcategories
Industrial complexes
Water supply
Agriculture
Communication
Construction of new houses
Retrofitting of houses
Cultural buildings
Repair work
Demolition
Trade, Cateringb
Employment (10 3 people)
Wholesale (nationalized) (1973)
Retail trade (nationalized) (1973)
Total sales in retail trade (106 mark)
- 1965
- 1970
- 1973
Shops (1971)
Total floor space (10 3 m') (1971)
Restaurants (968)
Total sales in restaurants 006 mark)
(1968)
1965
22,795
446
11,371
8,377
100
403
51,086
64,059
74,601
97,269
4,705
34,035
5.721
1968
25.0%
9.5%
6.0%
15.1%
17.3%
13.8%
12.5%
0.9%
1970
18,618
533
16,979
11,735
1973
28.7%
8.2%
3.1%
12.1 %
18.2%
0.7%
16.3%
12.1%
0.5%
1973
16,234
549
19,169
14,818
Other servicesc e
Expenditure 006 mark)
Education
Culture
Public health and social security
Social insurance
1950
1,136
312
1,394
4,575
1960
3,613
649
4,240
9,600
1970
5,812
1,082
5,877
14,976
1973
7,275
1,451
6,940
19,848
~OURCE: Statistisches lahrbuch 1974 der DDR '; a pp. 144 ff.; b pp. 261 ff.; c p. 310.
Refers to the legal form.
e The employment figures in Table A.II show that this is a rapidly growing sector. It includes
both productive services and services for education, social security, and administration. Govern-
ment expenditures indicate the importance of such services.
• Other services (education, culture, public health and social security, social
insurance)
The activities of the transportation sector were described in section IV.A,4. Sum-
mary statistics about the other branches are given in Table A.IS.
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TABLE A.16 Electricity Generation by Source in the GDR
Percentage of Total Generated Electricity
1960 1970 1973
Hard coal 4.4 1.4 1.2
Lignite 72.7 83.2 83.0
Lignite briquettes 6.8 l.8 1.0
Hydropower 1.5 1.8 1.6
Fuel oil 0.1 2.6 3.6
Gas, nuclear energy 14.5 9.1 9.6
--- --- ---
Total % 100 100 100
10· kWh 40,304.8 67,650.0 76,908.0
SOURCE: Statistisches Jahrbuch 1974 der DDR 1, p. 141.
l.E. ENERGY SYSTEM
The energy supply of the GDR is based mainly on lignite. There are rich deposits in
the southern part of the country Le. in the regions Halle-Leipzig-Cottbus. The
annual lignite production increased continuously until 1964; since that time the
production level varied between 240 and 260 million tons per year. Because of the
low heat content, the lignite is practically all converted. In 1973, for instance, 40.8
percent of the total lignite available for home consumption was converted to
briquettes, and 57.4 percent was used for electricity generation and/or district heat-
ing. Other fossil fuels such as hard coal, crude oil, and natural gas have to be supplied
almost exclusively by imports. In the case of hard coal, the percentage supplied by
home production dropped from 22 in 1963 to lOin 1973, while the consumption
level remained fairly constant. The annual supply of crude oil is almost exclusively
imported; however, a large fraction of refined products, especially light products, is
exported. Natural gas was introduced only in the late 1960's, but since that time
the annual consumption has been increasing at a very high rate. Until 1972, natural
gas was supplied entirely by home production. In 1973 however, 23 percent of the
natural gas was imported and this fraction will increase due to the scarcity of home
deposits and their low energy content. Other forms of primary energy such as elec-
tricity from hydropower or nuclear plants, are rather insignificant. In 1970, only
about 0.4 percent of the total primary energy supply was provided in these forms.
In the energy conversion sector, the most important types of conversion are the
generation of electricity and district heat. According to an energy flow chart for
1970 provided by the Institut fUr Energetik in Leipzig, 29 percent of the total
primary energy was converted to electricity or, in combined cycle plants, to steam
and hot water. Table A.16 shows the fuel mix for electricity generation. The most
important energy source is lignite; gases (coke-oven gas and natural gas) and fuel
oil are also used to some extent.
The growth rate of electricity production is declining: between 1960 and 1970,
the average annual growth rate was 5.3 percent; between 1970 and 1973 it was only
4.4 percent.
Manufactured gas is becoming less important. The production of coke-oven gas
and blast furnace gas is decreasing and the production of city gas (mainly from lig-
nite gasification) is increasing slightly.
To summarize these remarks, primary energy consumption and end-use energy
I
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TABLE A.l7 Primary and End-Use Energy Consumption in the GDR
Primary Energy Consumption in 1970 (%)a
Coal Petroleum Natural Gas Other Total
Electrical generation 27.3 0.9 0.3 0.4 28.9
Other consumption 58.3 12.1 0.5 0.0 71.1
-- -- -- -- --
Total 85.6 13.0 0.8 0.4 100.0
End-use energy consumption in 1970 (%)
Industry and
Residential Sector Transportation Internal Consumption Total
Electricity
Other fuels
Total
2.0
27.0
29.0
0.2
4.2
4.4
4.5
19.8
24.3
6.7
51.0
57.7
Energy losses (% of total production)
Production and transportation of electricity 22.5
Fuel use
Residential sector 10.4
Transportation sector 1.7
Industry. internal uses 7.7
Total 42.3
a The total consumption in 1970 was 714 X 1012 kcal.
consumption (after conversion losses) are presented in Table A.17. The figures were
taken from the 1970 energy balance prepared by the Institut flir Energetik in
Leipzig. Finally, end-use energy consumption is provided in detail for 1973 in Table
A.18.
II. RHONE-ALPES
Alois Bolzl - IIASA
II.A. PHYSICAL CHARACTERISTICS
II.A .1. Geography
Rhone-Alpes is one of the 22 regions into which France is diVided. It is located in
the eastern part of the country and is surrounded by the regions Franche-Comte
and Bourgogne in the north, Auvergne and Languedoc-Roussillon in the west, and
the Mediterranean region Provence-Cote d' Azur in the south; in the northeast,
Rhone-Alpes borders on Switzerland (between Lake Geneva and Mont Blanc), and
in the east it has a border with Italy (see Figure A.4). With an area of 43,694 km2
or 8 percent of the total area of France, it is the second largest region; it also ranks
second with respect to population (4.5 million people or about 9 percent of the
entire population of France in 1970).
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,
ITALY
REGIONS
DEPARTMENTS
FIGURE A.4 Regions and departments in France.
The Rhone-Alpes region is composed of three very distinct geological formations:
the Saone-Rhone plain (which crosses the region from north to south), the area to
the west of this plain (which belongs to the Massif Central), and the eastern part of
the region which contains the western spur of the Alps (Europe's highest mountain,
Mont Blanc, with an elevation of 4,807 m, is located in this section).
In the French economy, mining and quarrying plays an important role. There is
mining of minerals such as coal, iron, salt, potassium, bauxite, and sulfur from
methane deposits. However, only two relatively poor coal mines, the so-called
Bassin de la Loire (near St. Etienne) and Bassin du Dauphine (south of Lyon) are
located in Rhone-Alpes. Since 1967, production in these mines has been reduced
considerably in favor of richer deposits in the north of France, which are also
advantageously located near iron deposits. Important for the economy of Rhone-
Alpes are the bauxite deposits in the south of France, i.e., in the region Provence-
Cote d'Azur. To a large extent, this bauxite is refined in Rhone-Alpes because of
the abundance of sources of electricity in this region.
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The South European Pipeline (Marseille-Strasbourg-Karlsruhe) passes through
Rhone-Alpes and provides the refinery Feyzin (near Lyon) with crude oil. The out-
put of this refinery amounts to about 5 percent of the total French production. A
fact that may be important for the economic situation of Rhone-Alpes in the future
is that the abundance of cooling water provided by the Rhone River makes the
region a desirable site for nuclear power plants (currently the uranium production
in France is about 10 percent of the total production in the western hemisphere).
The water resources of Rhone-Alpes have also been exploited by numerous hydro-
power plants.
/lA.2. Climate
Due to the diversity of the geographical formations, the climate of Rhone-Alpes is
also very heterogeneous, ranging from alpine in the northern and eastern parts of
the region, to continental in the western section, and nearly Mediterranean in the
south-central part. In Lyon, which may be considered the capital of Rhone-Alpes,
the average daily minimum and maximum temperatures are - 0.9°C and 5.4°C in
January; the corresponding figures for July are 14.8°C and 26.6°C. The annual
average precipitation in Lyon is 813 mm. The number of degree days (which is a
measure of heating requirements), is 2,664 for Lyon (the number has been calcu-
lated using 30-year average figures); it is higher for all other parts of the region with
the exception of Drome, which has a more Mediterranean climate, i.e. the number
of frost days (days with a minimum below O°C) is only around 30 in the capital of
Drome, compared with about 50 in Lyon, and approximately 70 in the capitals of
the other departments.
II.B. POPULATION CHARACTERISTICS
France was subdivided into regions comparatively recently. A region is not yet an
administrative entity but rather an aggregation of departments; only the latter have
administrative authority. It must be said, however, that the Rhone-Alpes region has
a clearly dominant economic center, the metropolitan area of Lyon.
On the other hand, the departmental structure is rather old: these administrative
entities were established in the year 1789 and have remained almost unchanged.
Currently there are 94 departments in France of which eight are in Rhone-Alpes. A
department is further subdivided into arrondissements (25 in Rhone-Alpes) and
cantons (268 in Rhone-Alpes). The smallest administrative unit is called a commune
(there are 2,372 of them in Rhone-Alpes). For each department, the capital city,
the land, the population and the population density are listed in Table A.19. The
figures show that the population is distributed very unevenly within Rhone-Alpes:
almost 60 percent of the total population is concentrated in the 3 industrial regions
of Loire, Isere, and particularly Rhone, which together cover only 35 percent of the
total area.
Population change in Rhone-Alpes and its departments is summarized in Table
A.20. The average annual growth rate (1.61 percent between 1962 and 1968, and
1.67 percent between 1968 and 1974) is higher than in France, mainly because of
immigration. Of the total increase in the population between 1965 and 1974
(460,000 people) about 30 percent can be attributed to immigration, 20 percent to
the interregional migration surplus, and the rest to the excess of births over deaths.
In 1971, for example, the birth rate was 1.74 percent and the death rate was 1.02
percent.
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TABLE A.20 Population Change in Rhone-Alpes
Average Annual Growth
Population (10 3 people) Rate (%)
1962 1968 1974 1962 to 1968 1968 to 1974
Ain 314.5 339.3 366 1.27 1.27
Ardeche 248.5 256.9 261 0.56 0.26
Drome 304.2 342.9 371 2.02 1.32
Isere 678.0 768.5 855 2.11 1.79
Loire 696.3 722.4 745 0.62 0.51
Rhone 1,181.1 1,325.5 1,435 1.94 1.33
Savoie 266.7 288.9 307 1.34 1.02
Haute-Savoie 329.2 378.6 427 2.36 2.03
--- -- --
Rhone-Alpes 4,018.6 4,423.0 4,767 1.61 1.26
France 46,459.0 49,755.8 52,340 1.15 0.85
Rhone-Alpes as % of
France 8.65 8.89 9.3
SOURCE: Annuaire Rhone-Alpes 19747 , p. 25.
TABLE A.21 Urban Population in Rhone-Alpes
Lyon
Grenoble
St.-Etienne
city size> 100,000 people
Valence
Annecy
Roanne
St.-ehamoud
Chambery
city size> 50,000 people
city size> 20,000 people
other population
Total
Population in 1968
(l 0 3 people)
1,074.8
332.4
331.4
1,738.6
92.1
81.5
77.9
77.0
75.5
404.0
476.9
1,803.5
4,423.0
Average Annual Growth Rate,
1962-1968 (%)
2.2
4.0
0.8
2.3
3.4
4.2
1.0
0.8
3.0
2.5
2.9
0.5
1.6
SOURCE: Annuaire Rhone-Alpes 19747 , pp. 25,27.
Some other population statistics reflecting the urban-rural split and average
family size and their historical trends are given in Tables A.21 and A.22 and Figure
A.S; these factors exert an important influence upon energy demand in the residen-
tial and transportation sectors.
•
•
Community with more
than 10,000 employees
1,000 to 10,000 employees
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FIGURE A.5 Industrial locations in the Rhone-Alpes region (1964).
TABLE A22 Average Family Size in the Departments of Rhone-Alpes and in
Their Capital Cities
Department 1962 1968 1974 Capital City 1968
Ain 3.09 3.14 2.87 Bourg-en-Bresse 3.31
Ardeche 3.27 3.19 3.06 Privas a
Drome 3.27 3.22 3.11 Valence 3.14
Isere 3.09 3.26 3.15 Grenoble 3.28
Loire 3.01 3.00 2.91 St.-Etienne 2.89
Rhone 3.23 3.09 2.98 Lyon 2.68
Savoie 3.40 3.33 3.09 Chambery 3.31
Haute-Savoie 3.47 3.33 3.17 Annecy 3.24
Rhone-Alpes 3.19 3.16 3.03
~OURCE: Annuaire Rhone-Alpes 19747 , pp. 2S -28.
Not available.
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FIGURE A.6 Railway network in Rhone-Alpes.
II.C. TRANSPORTATION CHARACTERISTICS
The traffic system of Rhone-Alpes is determined by the region's geographical
characteristics. Most important is the Saone-Rhone valley, which forms one part of
the main traffic artery of France, the connection Paris-D ijon-Lyon-Marseille.
Another important connection is the Lyon-St.-Etienne-Roanne-Paris route in the
west of the Saone-Rhone valley; in addition, the Lyon-Geneva, Lyon-Turin, and
the Grenoble-Marseille routes in the eastern part of the province cross the Alps
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IN SERVICE
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MAIN ROUTE
SECONDARY ROUTE
(LESS THAN 3.000 VEHICLES
PER DAY)
FIGURE A.7 Road network in Rhone-Alpes.
from west to east and north to south. All these connections are in the form of
major railway lines and roads. The rivers Saone (north of Lyon) and Rhone (south
of Lyon) also form an important inland waterway. In addition, air traffic has shown
a significant increase during the 1960s in the whole of France, especially in Rhone-
Alpes. Here, interregional rather than international traffic is important. The main
airport is Lyon-Bron. Figures A.6 and A.7 show the rail and road network in
Rhone-Alpes.
One factor which influences the energy demand for personal transportation in
the Rhone-Alpes region is car (and motorcycle) ownership. In the year 1972, about
260 cars (private and commercial) and 95 motorcyclesfl ,000 people were registered
in France as a whole. These figures can be used as an approximation of the private
vehicle ownership level in Rhone-Alpes. In the same year, about 32 new cars per
302
TABLE A.23 Selected Transportation Statistics for Rhone-Alpes
Road system (km; 1972)Q
Limited access highways
Other highways
Provincial roads
Urban roads
Rural roads
Motor vehicle registration (1972)b
Cars
Motorcycles
Buses
Trucks and special transport vehicles
Other transport vehicles
Tractors for nonroad use
Intraurban public transportation
(1971)c,i
Bus
Trolley bus
Tramway
Total
Interurban public transportation
(1971)d,I<
Regular service
Occasional service
Transport of school children
Truck transportation (106 tons)e
lntraregional
Interregional
International
Total
Railway transportation (1971)'
322
6,844
22,353
42,584
51,203
10' Vehicles
1,2l4.2i
438.6 i
8.8
315.8
36.4
l28.7 i
Length of Network
(km)
851
93
7.5
951.5
Length of Network
(km)
66,000
1967
129.6
17.3
3.6
150.5
Vehicles/lO' people
Number of Passengers
(106 )
162
69
22
253
Number of Bus Kilometers
(10 6 )
72.8
25.4
15.2
1971
120.3
21.7
4.2
l46.2m
Total length of network (km)
with electricity
Passenger transportation (l 06 passengers)
Normal tickets
Commuter tickets
Freight transportation (10 6 tons)
lntraregional
Interregional
International
1,746
914
9.2
5.3
1.6
11.4
3.2
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TABLE A.23 - Continued
River barges (1971 )11
Length of waterways (km)
Freight transportation (10 6 tons)
Intraregional
Interregional
International
454
2.8
1.4
0.4
Air transportation (1970)h
Lyon-Bron
Grenoble-St. Geoirs
St.-Etienne-Bouthion
Passengers (X 103 )
870.6
105.5
43.8
Freight (l0 3 tons)
6.8
0.1
0.1
Mail (10 3 tons)
8.3
SOURCES: Annuaire Statistique de la France 19746 ; a p. 368; b pp. 377, 379. Annuaire Statis-
tique Regional des Transports·,c pp. 58; d fj.p. 70, 71;e pp. 147, 148, 156, 157;{ pp. 44,46,
~2, 53, 156,157;11 pp. 20, 36, 37,156,157; pp. 8, 13.
~ Estimated from average figures for France.
J Includes the cities Annecy. Annemasse, Bourg-en-Bresse, Chambery, Grenoble, Lyon, Roanne,
St.-ehamond, St.-Etienne, and Valence.
/< Does not include railwaY transportation.
m The corresponding figure for 1970 is 162.4 million tons. The 1971 figure is exceptionally
low.
1,000 people were registered in Rhone-Alpes. To give a quantitative picture, selected
statistics about the transportation systems in Rhone-Alpes, as well as the volume of
freight and mass transportation, are listed in Table A.23. It should be noted, how-
ever, that these data reflect only the transportation related to the economic activity
within the region; transit traffic is not included unless otherwise noted. The actual
traffic density is therefore considerably higher than indicated by these figures.
11.D. ECONOMIC CHARACTERISTICS
Because of the centralized structure of the French economy, it is necessary to use
employment as an indicator of economic activity within Rhone-Alpes. Table A.24
shows changes in the distribution of the working population in 3 major economic
sectors in France and Rhone-Alpes. One notes a heavy decline in the population
engaged in agriculture and forestry; this is compensated for by growth in the
so-called "secondary" sectors (industry in the narrowest sense, electricity, gas and
water supply, construction, transportation) as well as in the "tertiary" (commercial
and service) sectors. The regional distribution of the working population in 1968 is
displayed in Figure A.8. The aggregation used here and in the following statistics
differs from the one used in Table A. 24: electricity, gas and water supply is included
in industry, transportation and construction are considered as service sectors (the
construction sector is sometimes accounted for separately). This aggregation is
based on the classification called "Nomenclature des Branches de la Comptabilite
Nationale,,,l1 which distinguishes 37 sectors (1: agriculture; 2-23: industry; 24:
construction; 25-37: commerce and services).
Figure A.8 shows that in 1968 about 63 percent of the working population of
Rhone-Alpes was concentrated in the 3 departments of Rhone (30 percent), Isere
(17 percent) and Loire (16 percent). The departments lsere and Loire are more
industry-oriented (over 40 percent of the working population is employed in
industry) whereas the commerce and service sector is dominant in Rhone (50
I
I
II
i
i
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TABLE A.24 Changes in the Working Population in Rhone-Alpes
Percentage of Total Working Population
24.8 17.2 12.2Agriculture
Industry, building,
transportation
Commerce, services
Total
10 3 people
(% of total population)
47.7
27.5
100.0
(l,960)
(46.6%)
51.5
31.3
100.0
(l,710)
(42.8%)
49.9
37.9
100.0
(1,819)
(41.1%)
8.5
49.5
42.0
100.0
(2,071)
(42.4%)
SOURCES: L 'Economie de la Region Rhone-Alpeso, p. 14, Annuaire Rhone-Alpes 1974 7 ,
pp.37-38.
percent of the working population is employed in this sector). Selected statistics
about the activity level in these sectors and the importance of the sectors in the
national economy are presented in Tables A.25 and A.26. The industrial output
data in Table A.24 show that Rhone-Alpes leads in the production of aluminum
(38 percent of French production) iron-alloys (56 percent of national production),
as well as in the prod uction of some fabricated metal products such as hydrotur-
bines and mechanical tools. The employment data also indicate the significance of
some other industrial branches (textiles and apparel, chemicals, and electrical
devices and fine machinery) in the Rhone-Alpes economy.
To give an idea of the amount of value-added which can be attributed to econ-
omic activities within Rhone-Alpes, national productivity figures (value-added in a
given sector divided by the number of people employed in this sector) are presented
along with regional employment data for 4 major sectors in Table A.27. By using
this presentation, one may obtain a rough estimate of the value added in these
sectors in Rhone-Alpes.
The implied growth rates (7 percent per year for the total value-added, 7.25
percent for industry, 8 percent for commerce and services) are much higher than
the growth rates in the national economy (5.7 percent per year for the total value-
added between 1963 and 1972, 6.4 percent for industry, and 5.4 percent for
commerce and services). Currently, Rhone-Alpes contributes between 10 percent
and 11 percent of the GNP of France.
II.E. ENERGY SYSTEM
In the following description of the energy use in Rhone-Alpes, only 4 fuel types
will be considered: solid mineral fuels, gas, electricity, and petroleum products. The
disaggregation of energy use by consumer corresponds in principle to the categories
which are generally used in the statistics of France, Le., industry, household and
small consumers (foyers domestiques et petite industrie), transportation; agriculture
is included in the household and small consumer sector. Table A.28 shows the share
of each energy source over time in the final energy consumption, or end-use energy
(this term is used when the conversion losses in the generation of electricity are not
counted). The change in the fuel mix is typical: there is a movement away from
solid mineral fuels in favor of petroleum products. While the share of gas and elec-
tricity is decreasing slightly, it is important to note the high level of electricity
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Regional distribution of the working population in Rhone-Alpes
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TABLE A.25 Selected Statistics on Economic Activities in Rhone-Alpes
Percentage of
Rhone-Alpes France Year
Agriculturea
Establishments (X 10') 141.7 8.9 1973
Agricultural land (lO' km2 ) 1,754.4 5.8 1973
Value of products (lO· F)
Livestock and by-products 3.3 6.6 1972
Crops 1.8 5.1 1972
Agricultural working population (lO' people) 175 1974
Percentage of total working population 8.5 1974
1ndustrl
Iron and steel production
Establishments 33 1973
Employees 16,000 1973
Steel production (lO' tons) 585 3.0 1966
736 3.1 1972
Nonferrous metal production
Establishments 37 1973
Employees 6,676 1973
Aluminum production (l03 tons) 145 39.9 1966
150 37.8 1972
Primary transformation of metals
Establishments 165 1973
Employees 32,083 1973
Production of iron-base alloy (l03 tons) 149 54.0 1966
219 55.6 1972
Forging and casting
Establishments 1,006 1973
Employees 45,147 1973
Value of hydroturbine production (lO· F) 91 60.6 1966
108 78.9 1972
Value of water pipe production (lO· F) 54 22.9 1966
100 25.6 1972
Machinery and mechanical equipment
Establishments 977 1973
Employees 50,890 1973
Value of mechanical tool production
(lO' F) 170 31.1 1966
340 39.8 1972
Diverse metal products:
Establishements 3,092 1973
Employees 59,900 1973
Production of vehicles:
Establishments 2,422 1973
Employees 57,342 1973
Electrical, fine mechanical, and optical
equipment
Establishments 1,503 1973
Employees 84,049 1973
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TABLE A.25 - Continued
Chemical, rubber and plastics
Establishments
Employees
Textiles and apparel (including shoes)
Establishments
Employees
1,178
73,029
4,127
139,795
1973
1973
1973
1973
Commerce and Services (l974)c
Construction
Transportation
Communication
Trade
Banking, insurance
Ho tels, restaurants, housing
Government
Public services
Total
Employment (10 3 people)
192.3
70.6
32.4
233.2
32.4
288.2
153.4
131.4
1,133.9
Percentage of Total
Working Population
9.3
3.4
1.6
11.3
1.6
13.9
7.4
6.3
54.8
SOURCE: Annuaire Rhone·Alpes 19747 , a pp. 5, 12; b pp. 76-105; c p. 37.
consumption: more than 30 percent of the total end-use energy is consumed in the
form of electricity (the corresponding figure for France as a whole is only 20 per'
cent). In Table A.29, the actual energy consumption is listed for the year 1972 by
sector and by fuel type. In the following sections, the consumption of each source
of energy will be considered in more detail.
II.E.l. Electricity
In French statistics, the electricity consumption is recorded for 2 categories: low
voltage (mainly for residential use) and high voltage (for industry and transport·
ation).
In the low-voltage category, Rhone-Alpes accounted for about 10 percen t of the
total national consumption in 1972. This is slightly more than its share of the total
population (9 percent). But the growth rate in low-voltage consumption in Rhone-
Alpes (8.22 percent per year between 1966 and 1972) was significantly lower than
that which occurred in France as a whole during that period (10.07 percent). There-
fore, it seems reasonably certain that per capita residential energy use in Rhone-
Alpes will approach the national average in the near future. The breakdown of total
low-voltage electricity consumption in Rhone-Alpes in 1971 is shown in Table A.30.
The level of high-voltage electricity consumption in Rhone-Alpes is extremely
high; the province accounted for 18.3 percent of total national consumption in
1971. The growth rate in consumption in Rhone-Alpes was between 5 percent and
6 percent per year between 1966 and 1972 (the growth rate for France as a whole
was 5.49 percent per year within this period). The breakdown of the total high-
voltage electricity consumption in Rhone-Alpes by major sectors in 1971 is listed
in Table A.31.
I
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TABLE A.26 Industrial and Service Enterprises in Rhone-Alpes (1971)
Companies
Size (Employees) Enterprises Percentage of all French companies
oor not declared 85,382 (48.99%) 10.22
1-2 50,775 (29.13%) 9.39
3-5 17,105 ( 9.81%) 9.63
6-9 7,957 ( 4.57%) 10.26
10-19 10,632 ( 6.10%) 10.52
50-199 1,910( 1.10%) 9.58
200-999 471( 0.27%) 9.26
1,000 and over 53 ( 0.03%) 5.99
--
Total 174,285(100.00%) 9.91
Plants
Size (Employees) Plants Percentage of all French plants
oor not declared 87,937 (46.30%) 10.15
1-2 57,393 (30.22%) 9.49
3-5 19,385 (10.21%) 9.69
6-9 9,200 ( 4.84%) 10.27
10-19 12,818 ( 6.75%) 10.51
50-199 2,469 ( 1.30%) 9.80
200-999 659 ( 0.35%) 10.91
1,000 and over 49 ( 0.03%) 8.18
--
Total 189,910(100.00%) 9.92
SOURCE: Annuaire Statistique de la France 19746 , pp. 608, 609.
//.E.2. Gas
In 1972 the Rhone-Alpes industries consumed about 5,497 x 109 kcal of gas. The
largest consumers were the chemical industry (52 percent), the iron and steel
industry (11.3 percent), producers of mechanical and electrical machinery (10.6
percent) and the textile, leather and apparel sectors (7.5 percent). The total gas
consumption by industry in Rhone-Alpes in that year was only 5.3 percent of the
total industrial gas consumption in France. The gas consumption in the residential
and commercial and service sectors was 3,790 x 109 kcal in 1972; from this
amount, about 60 percent was consumed by households, 25 percent by commercial
establishments, and the remaining IS percent by small industrial establishments.
The level of gas consumption in the residential sector of Rhone-Alpes is low relative
to the national consumption level (it accounts for only 4.5 percent of total non-
industrial gas consumption in France).
//.E.3. Petroleum
A preliminary breakdown of consumption of petroleum products by major sector
can be based on the product mix. This is given in Table A.32 for the year 1972.
Statistics about fuel oil consumption by industry sector are only available at the
national level. An estimation using national fuel oil intensiveness figures (defined as
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TABLE A.27 Employment and Value-Added in France and Estimation for
Rhone-Alpes
France
Employment (10 3 Workers) Value-Added (lO"F - 1963)
Mar. 1962 Mar. 1968 Dec. 1971 1963 1968 1972
Agriculture 3,793.2 2,998.7 2,576.1 34.6 40.0 40.8
Industry 5,749.8 5,869.8 6,126.2 156.9 210.3 274.8
Construction 1,533.9 1,910.9 1,925.6 34.0 49.7 61.8
Commerce, service 7,979.0 9,182.4 10,204.9 134.8 169.3 216.3
-- -- --
Total 19,055.9 19,961.8 20,832.8 360.3 469.3 593.7
Rhone-Alpes
Employment (10 3 Workers) Value-Added (10" F - 1963)
Mar. 1962 Mar. 1968 Dec. 1973 1963 1968 1972
Agriculture 294.5 221.6 175.5 ( 2.7) ( 3.0) ( 2.8)
Industry 667.7 667.5 761.5 (18.2) (23.9) (34.2)
Construction 156.2 176.5 192.3 ( 3.5) ( 4.6) ( 6.2)
Commerce, service 591.6 753.3 941.7 (10.0) (13.9) (20.0)
--- --- --- -- --
Total 1,710.0 1,818.9 2,071.0 (34.4) (45.4) (63.2)
SOURCES: Annuaire Statistique de la France 19746 , pp. 54,55,596; Annuaire Rhone-Alpes
1974', p. 37; L 'Economie de la Region Rhone-Alpes", pp. 13-15.
TABLE A.28 Final Energy Consumption in Rhone-Alpes and France by Fuel (%)
1966 1970 1972
Rhone- Rhone- Rhone-
Alpes France Alpes- France Alpes France
Solid mineral fuels 17.8 27.9 9.6 17.4 6.2 12.4
Gas 6.4 6.8 6.1 6.9 5.9 8.0
Electricity 34.9 20.9 33.9 20.6 33.7 21.1
Petroleum products 40.9 44.4 50.4 54.1 54.2 58.5
-- -- -- -- -- --
Total 100.0 100.0 100.0 100.0 100.0 100.0
SOURCE: Annuaire Rhone-Alpes 1974', p. 53.
fuel oil consumption per unit of value added) and regional value-added figures for
each industry sector, indicates the following consumption pattern for Rhone-Alpes:
building materials - 26 percent; mechanical and electrical machinery and equip-
ment - 22 percent; chemicals - 14 percent; food production - 11 percent; paper
and pulp - 4 percent; primary metals - 2 percent; other industry sectors - 22 per-
cent.
i
II
!
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TABLE A.29 Final Energy Consumption in Rhone-Alpes in 1972 by Sector and
Fuel Type (1015 cal)
Industry
Solid fuels
Gas
Electricity
Petroleum
Total
Households and Small consumers
Solid fuels
Gas
Electricity
Petroleum
Total
Transportation
Solid fuels
Electricity
Petroleum
Total
Total of all sectors by fuel type
Solid fuels
Gas
Electricity
Petroleum
All fuels
Total of all fuels by sector
Industry
HousehOlds and small consumers
Transportation
All sectors
SOURCE: Annuaire Rhone-Alpes 19747 • p. 53.
4.6
5.7
38.7
20.5
69.6
4.8
3.3
11.5
41.9
ill
0.0
1.5
20.7
22.2
9.5
9.1
51.7
83.1
153.3
69.6
61.5
22.2
153.3
ILEA. Solid Mineral Fuels
Coal is the second most important indigenous primary energy resource in Rhone-
Alpes (hydropower is first), but the output of the region's two mines (Bassin de la
Loire and Bassin du Dauphine) has gone down drastically since 1967; this is in line
with the decreasing demand for coal, as shown in Table A.33. The total coal con-
sumption by Rhone-Alpes industries in 1972 was 700,000 tons; the most important
consumers were the electrometallurgical industry (28 percent), building industry
(24 percent), chemical industry (18 percent), and the textiles, leather and apparel
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TABLE A.33 Coal Demand in Rhone-Alpes
Production (l03 tons)
Percentage of national prod uction
Deliveries (l03 tons)
EDF power plants; (l03 tons)
Industry (lO' tons)
Households, small consumers (10 3 tons)
SOURCE: Annuaire Rhone-Alpes 1974 7 , p. 54.
1966
2,899
5.5
1,898
469
959
456
1970
2,184
5.4
1,865
705
651
244
1972
1,533
4.7
856
201
371
165
TABLE A.34 Production of Electricity in Rhone-Alpes and France (106 kWh)
Rhone-Alpes France
1966 1970 1972 1966 1970 1972
Hydropower plants 20,184 22,471 16,650 51,695 56,612 48,657
Thermal power plants 1,908 4,187 8,741 54,416 84,096 114,995
-- --- --- --- ---
Total 22,092 26,658 25,391 106,111 140,708 163,652
Proportion of hydropower
in total electricity
production 91% 84% 66% 49% 40% 30%
Proportion of French
electricity produced
in Rhone-Alpes 20.8% 19.0% 15.5%
SOURCE: Annuaire Rhone-Alpes 19747 , p. 57.
industry (15 percent), which together account for 85 percent of the total coal con-
sumption.
To obtain the primary energy consumption in Rhone-Alpes, the fuel mix used
for electric generation must be taken into account. Table A.34 shows the electricity
production in Rhone-Alpes and, for comparison, in France as a whole. The data
show the importance of hydropower for the energy supply of Rhone-Alpes. * Add-
ing the conversion losses in thermal power plants (about 15 x 1015 cal in 1972) to
the final energy consumption, the total primary energy consumption in the Rhone-
Alpes region in 1972 is estimated to be about 171.2 X 10 15 cal, which is 11.7 per-
cent higher than the final energy consumption.
* The amount of hydropower which remains to be exploited in Rhone-Alpes is currently being
examined. Between 1974 and 1979 construction of new plants should result in an additional
annual generation of 2077 GWh (9.5 percent of total 1973 generation). Potential sites which
could yield as much as 9,015 GWh are also being surveyed,lO
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FIGURE A.9 Wisconsin and surrounding area in the United States.
III. WISCONSIN
William Buehring - IIASA
lILA. PHYSICAL CHARACTERISTICS
IIl.A.i. Geography
Wisconsin is located in the north-central United States and has common borders
with the states of Minnesota, Iowa, Illinois, and Michigan and with two of the Great
Lakes, Lake Superior and Lake Michigan (Figure A.9). The total area of Wisconsin
is 145,439km2 of which 4,377km2 is water.'" There are over 8,500 lakes, of which
Winnebago with an area of 557 km2 is the largest. Major rivers include the Wisconsin
River and the Mississippi River, which forms Wisconsin's border with Iowa and
southern Minnesota. Public parks and forests occupy one-seventh of the land area;
and there are 49 state parks, 9 state forests, and 2 national forests.
Wisconsin is a state of diverse physical features. The northern topography is
relatively irregular with moderate or few changes in elevation. In the southwestern
portion of the state the tributaries of the Mississippi River have cut into the sand-
stone to provide local relief approaching 150 m. The upland portion of this area is
gently rolling. The central and eastern portions are predominately rolling plains.
Elevation in the state ranges from 177 m above sea level along the Lake Michigan
shoreline to a maximum of only 595 m at Tim's Hill.
Mineral production in Wisconsin is relatively small. The total value of all minerals
produced in 1972 was $89 million; only 12 of the other 49 states had a lower dollar
'" Unless otherwise noted, data in the text are from The World Almanac and Book of Facts and
Statistical Abstract of the United States. 12 ,13
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FIGURE A.IO Wisconsin counties and their 1970 population (x 1,000).
value production. Sand and gravel, stone, cement, iron ore, and zinc are the prin-
cipal minerals produced. Recently, copper deposits have been discovered in the
northern part of the state. There are no known mineral fuel resources.
III.A.2. Climate
Wisconsin's humid continental climate results in great variation in seasonal average
temperatures. For example, an average January day in Madison has a maximum
temperature of - 3°C and an average minimum temperature of - 13°C; in July the
average daily maximum is 28°C and the average minimum is 16°C. An important
* The number of heating degree-days for any day is computed by averaging the daily high and
low temperatures and then subtracting the average from 18.3°e, the standard used for comfort-
able room temperature. The degree-days are accumulated over the heating season to obtain
annual values.
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TABLE A.35 Major Cities in Wisconsin
Milwaukee
Madison
Racine
Green Bay
Kenosha
West Allis
Wauwatosa
Appleton
Oshkosh
LaCrosse
Countya
Milwaukee
Dane
Racine
Brown
Kenosha
Milwaukee
Milwaukee
Outagamie
Winnebago
LaCrosse
1970 Population (lO' people)
717
169
95
88
79
72
59
56
53
51
SOURCE: Newspaper Enterprise Association, Inc!'
a See Figure A.tO.
TABLE A.36 Selected Population Statistics for Wisconsin
Total population
Total employment
Manufacturing
Trade
Government
Services
Median age
Birth ratej 1,000 residents
Death ratej 1,000 residents
Heart diseases
Malignant neoplasm
Cerebrovascular diseases
Accidents
Urban population
Rural population
SOURCE: U.S. Bureau of the Census."
1960
1973
1973
1973
1973
1973
1973
1970
1960
1973
1960
1973
1973
1973
1973
1973
1970
1970
3,952,000
4,569,000
1,979,000
529,000
364,000
276,000
264,000
27.4 yr
25.2jyr
13.7jyr
9.7jyr
9.0jyr
3.7 jyr
1.6jyr
1.0jyr
0.5jyr
2,910,000
1,507,000
consideration for heating requirements is the number of degree-days* Madison has
had an annual average of 4,150 degree,}ays in recent years. Average precipitation at
Madison is 77 cm/yr. Snowfall in Milwaukee averages III em/yr.
III.B. POPULATION CHARACTERISTICS
Wisconsin's population, which totaled 4,568,000 in 1973, has exhibited a declining
growth rate in recent years. The average annual percentage change was 1.4 from
1950 to 1960, 1.1 from 1960 to 1970, and 1.0 from 1970 through 1973. Net
migration into the state accounted for nearly 40 percent of the net increase in
population of 152,000 from 1970 to 1973.
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TABLE A.37 Selected Transportation Data for Wisconsin
Motor vehicle registrations
Autos, Trucks, and Buses
Automobiles
Trucks
Motorcycles
Trailers
Buses
Road network (km)
Rural
Urban
Total
Surfaced
Auto, truck, and bus drivers
Commerce at principal Wisconsin ports (tons)
Duluth-Superior (Minnesota and Wisconsin)
Milwaukee
Green Bay
Kewaunee
Railroad network (km)
1960
1970
1975
1974
1974
1974
1974
1974
1974
1974
1974
1974
1975
1974
1974
1974
1974
1972
1,600,000
2,181,000
2,591,000
2,084,000
408,000
106,000
86,000
11,000
145,000
24,000
169,000
160,000
2,721,000
36,677,000
3,876,000
2,301,000
1,165,000
14,314
SOURCES: U.S. Bureau of the Census,l> Newspaper Enterprise Association, Inc.,13 Wisconsin
Legislative Reference Bureau," Bowman et al. 16
The state is divided into 72 counties, as indicated in Figure A.IO. The 1970
population of each county is also shown in the figure; it is evident that the south-
eastern area (Milwaukee) has relatively high population densities and that the
northern part of the state has relatively low densities. The 1970 population density
for the state as a whole was 31 people per km 2 , for Milwaukee County it was 1,718
people per km2 , and for Florence County, which borders on Upper Michigan, only
2.6 people per km2 .
The Wisconsin cities with 1970 populations greater than 50,000 are listed in
Table A.35. Milwaukee is by far the largest city with 16 percent of the state popu-
lation and nearly one-third of the state total in the metropolitan area. Approxi-
mately half of Wisconsin's 1970 population lived in cities and towns of 10,000
population or more.
Other population statistics for Wisconsin are listed in Table A.36. The birth
rate dropped 44 percent from 1960 to 1972, while the death rate showed a decline
of only a few percent over that period.
I1l.C. TRANSPORTATION CHARACTERISTICS
The number of registered motor vehicles has increased approximately 3 times faster
than the population since 1960 (Table A.37). The dominance of the automobile in
Wisconsin's transportation system can be demonstrated by dividing the registration
by total population; there are approximately 450 autos per 1,000 people.
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TABLE A.38 Service Sector Activity in Wisconsin
Retail trade
Establishments (X 10')
Sales (10· $)
Percentage of U.S. sales
Employees (X 10')
Wholesale trade
Establishments (X 10')
Sales (10· $)
Percentage of U.S. sales
Employees (X 10')
Services (establishments with payroll)
Establishments (X 10')
Total receipts (10· $)
Percentage of U.S. receipts
Employees (X 10')
Consumer Price Index (1967 = 100)
Government
Employees, total (X 10')
Employees, federal (X 10')
Employees, state (X \0')
Employees, local (X 10')
Payroll (10· $)
State and local government expenditures (10· $)
Percentage of total for all states
SOURCE: U.S. Bureau of the Census. 11
III.D. ECONOMIC CHARACTERISTICS
1963
44.3
5.2
2.1
6.74
5.5
1.8
55.1
0.57
1.4
50.2
91.7
1967
45.1
6.6
2.1
214.7
6.63
7.3
1.6
63.1
10.4
0.73
1.3
57.2
100.0
1972
47.2
9.7
2.1
259.4
7.20
10.4
1.5
69.5
11.1
1.16
1.4
76.0
125.3
288
26
67
195
0.16
3.76
2.3
For this discussion of the Wisconsin economy, service denotes the service, retail,
wholesale, and public sectors; industrial refers essentially to the entire manufactur-
ing sector. A brief overview of these two sectors and agriculture follows.
III.D.I. Service Sector
The diverse activities that are classified under the service sector accounted for
approximately 1.2 million of Wisconsin's total employment of 1.9 million in
1972 .16 Some other statistics for the retail trade, wholesale trade, selected services
(e.g. hotels, auto repair, amusement, and recreation services), and government are
listed in Table A.38. The rapid growth of these sectors is demonstrated by the
growth rates in sales and receipts from 1963 through 1972: 7.2 percent per year for
retail trade, 7.3 percent for wholesale trade, and 8.2 percent for selected services.
Since the rate of inflation, as measured by the consumer price index, was 3.5 per-
cent per year over this period, real growth for these sectors was approximately 4
percent per year.
Employment also increased over this period but not as rapidly as sales. Total
employment in Wisconsin, excluding manufacturing and farming, increased at 5.2
percent per year from 1968 through 1973.15
I
II
II
i
I
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TABLE A.39 Industrial Activity in Wisconsin
Establishments (X 103 )
Employees (X 103 )
Payroll 0 O· $)
Value added by manufacturing 00· $)
Ranking of value-added among the 50 states
Largest industries in terms of value-added 0 O· $)
Machinery, except electrical
Food and kindred products
Fabricated metal products
Paper and allied products
Electrical equipment
Transportation equipment
Percentage of total for these 6 industries
1963
7.94
462
2.78
5.36
11
1.40
0.75
0.38
0.50
0.60
0.73
78
1967
7.84
512
3.58
7.01
11
1.59
0.91
0.57
0.66
0.70
0.56
71
1972
7.84
501
4.72
9.44
12
2.01
1.32
0.95
0.82
0.80
0.79
71
SOURCES: U.S. Bureau of the Census," Wisconsin Legislative Reference Bureau."
III.D.2. Industrial Sector
Wisconsin has considerable industrial activity, as indicated in Table A.39. The total
industrial output, as measured by value-added, ranks Wisconsin twelfth among the
50 states. The growth in Wisconsin's total value-added by manufacturing from 1963
to 1972 was 6.5 percent per year. The wholesale price index for industrial com-
modities increased 2.5 percent per year over this period, so real industrial growth
was about 4 percent per year over this period. Employment increased at only 0.9
percent per year, somewhat less than the 1.1 percent per year growth of total popu-
lation over this period.
Industrial activities are often categorized into 20 Standard Industrial Classifi-
cations (SIC). The 6 categories with the largest value-added account for more than
70 percent of the total in all 3 years shown in Table A.39. Other categories that
have shown rapid growth in recent years include printing and publishing (7.3 per-
cent per year from 1963 to 1972), chemicals and allied products (9.9), lumber and
wood products (1004), rubber and plastic products (13.6), and furniture and fix-
tures (10.6). These 5 rapid-growth ind ustries accounted for 15 percent of the total
value-added in 1972.
III.D.3. Agriculture
Agriculture is an important part of Wisconsin's economy, as indicated in Table
AAO. Total cash receipts from farm marketing of over $2 billion in 1973 placed
Wisconsin eleventh among the 50 states. Total workers on Wisconsin farms have
dropped steadily from 282,000 in 1960 to 173,000 in 1973.
Known as America's Dairyland, Wisconsin produces more bulk milk and cheese
than any other stateY Dairy products account for $1. 2 billion of the $1.9 billion
receipts from livestock and products in 1973. Wisconsin is also a leading producer
of butter, beets, snap beans, corn, oats, peas, cranberries, alfalfa hay, honey, and
maple syrup.
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TABLE A.40 Agricultural Activity in Wisconsin
Employment, farm (10 3 people)
Total cash receipts (10· $)
Livestock and products
Crops
Land area of farms (10 3 km')
Leading agricultural products (% of U.S. production)
Butter
Cheese
Milk
Beets for processing
Snap beans for processing
Cabbage
Sweet corn for processing
Cranberries
Green peas for processing
1964
246
1.18
1.01
0.17
82.5
1968
19.4
43.6a
IS.Sa
34.3a
14.5
7.7
22.2
29.8
26.7
1970
193
1.60
1.38
0.22
1971
17.7
41.6a
IS.9a
35.7
21.8a
17.4
26.3a
31.7
28.1a
1973
173
2.29
1.89
0.40
79.7
1973
19.5
39.9a
16.0a
30.2
18.6
11.6
23.5
36.4
24.8a
SOURCE: Wisconsin Legislative Reference Bureau.'s
a Wisconsin ranked first among the 50 states for these products.
III.E. ENERGY DEMAND
In this section, end-use energy is tabulated by fuel type and sector. The difference
between end-use and primary energy (given in the next section) is that energy losses
in electricity generation and transmission are not included in end-use energy. It
should also be noted that the definition of the sectors (service, industrial and so on)
used here because of the data recording traditions are not the same definitions as
for the demand models that were used in the scenario development.
The end-use energy by sector for the years 1970 through 1974 are shown in
Figure A.ll and Table AAI. A few comments on each sector follow.
lllEl. Industrial Sector
Industry consumed 28 percent of Wisconsin's end-use energy in 1974. The break-
down by fuel type shows that industrial coal use in 1974 was only one-third of the
1970 use. Many firms have switched from coal to alternate fuels, such as natural gas
or electricity, because of air quality regulations, prices and availability. It should be
noted that the industrial coal data for 1970 to 1972 include service coal use, but this
was probably a small fraction of the industrial coal use, as the 1974 data indicate.
Industrial natural gas use reached a peak in 1972 and declined about 7 percent in
the next 2 years. Economic conditions, conservation, fuel availability, weather
conditions and other factors all contributed to the decline in gas use.
Industrial electricity consumption increased at an average rate of 6.0 percent per
year over the 5-year period. However, the 1973-74 increase was only 1.4 percent.
Industrial electricity accounted for 38 percent of Wisconsin's total electricity con-
sumption in 1974.
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FIGURE A.ll Total end-use energy by sector. I = industria~ S = service; R =
residential; T = transportation; 0 = other. (After Bowman et al. 1 )
III. £. 2. Service Sector
The service sector has been increasing its consumption of total end-use energy and
used 15 percent of Wisconsin's end-use energy in 1974. The tabulation of fuel use
in Table Ao4l indicates that natural gas demand increased by 28 percent over the
5-year period. This may be partly attributable to the inclusion in the service sector
of some multifamily dwellings with more than 4 units; this classification problem
occurs because of natural gas tariff structures.
Electricity use in the service sector increased at nearly the same rate as natural
gas use, and petroleum consumption remained nearly constant.
IIl.£.3. Residential Sector
The residential sector consumed 25 percent of Wisconsin's end-use energy in 1974.
The residential energy consumption remained almost constant over the 5-year
period (Table Ao4 1), while the state's population increased by 204 percent. Natural
gas accounted for about half of the total residential consumption in 1974. Petroleum
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TABLE AAI End-Use Energy in Wisconsin (lOIS cal)
1970 1972 1974
Industry
Natural gas 34.2 44.1 41.1
Coal 35.7a 21.8a 11.4
Petroleum 5.4 5.5 5.1
Electricity 7.9 9.0 9.9
-- -- --
Total end-use energy 83.2 80.4 67.5
Service
Natural gas 13.2 13.9 16.9
Coal b b b
Petroleum 15.2 15.6 15.0
Electricity 4.4 5.1 5.6
-- --
Total end-use energy 32.8 34.6 38.1
Residential
Natural gas 27.4 31.6 30.1
Coal 1.2 0.6 0.3
Petroleum 24.4 23.0 21.2
Electricity 8.2 9.2 9.7
-- -- --
Total end-use energy 61.2 64.4 61.3
Transportation
Gasoline 56.5 62.7 63.9
Diesel 6.9 8.2 10.0
Other petroleum 2.0 2.3 2.5
-- -- --
Total end-use energy 65.4 73.2 76.4
Total end-use energy by sector
Industrial 83.2 80.4 67.5
Service 32.8 34.6 38.1
Residential 61.2 64.4 61.3
Transportation 65.4 73.2 76.4
Miscellaneous 5.6 5.4 4.8
-- --
--
Total 248.2 258.0 248.1
Total end-use energy by fuel
Natural gas 74.8 89.6 88.1
Coal 36.9 22.4 12.3
Petroleum U5.4 121.9 121.7
Electricity 21.1 24.1 26.0
-- -- --
Total 248.2 258.0 248.1
SOURCE: Bowman et al.' o
a Includes service coal use.
b Included in industrial coal use.
324
,...
-
E
E E E E
-
P P P P P
C
0"" C C C -
C
NG NG NG NG NG
0
o
-
300
~
>.
~
u 200
1970 1971 1972 1973 1974
FIGURE A.12 Total end-use energy by fuel. NG = natural gas; C = coal; P =
petroleum; E = electricity. (After Bowman et ai. 16)
consumption steadily declined over this period as electricity and natural gas became
more widely used. Electricity increased by 18 percent from 1970 to 1974; this
corresponds to an annual growth rate of 4.2 percent. Residential electricity con-
sumption was 37 percent of Wisconsin's electricity use in 1974.
Ill. EA. Transportation
Transportation had the largest energy consumption of any sector in 1974; it
amounted to 31 percent of Wisconsin's total energy consumption. Furthermore,
petroleum consumption for transport in 1974 was 62 percent of Wisconsin's total
consumption of petroleum. Personal travel resulted in 56 percent of the total trans-
portation energy use and 17 percent of all end-use energy in the state.16
The overall rate of growth in transportation energy use has been large since
World War II and the trend continued in the years 1970-1973 at a rate of 5.5 per-
cent .16 In 1974, however, the increase in gasoline prices, the economic recession,
and conservation efforts resulted in a small decline in transportation energy use.
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//1.£.5. Total End-Use Energy
As shown in Figure A.II, Wisconsin's total end-use energy was nearly the same in
1974 as in 1970. The transportation and service sectors increased end-use energy
consumption from 1970 to 1974, while the residential sector had stable consump-
tion and the industrial sector consumed less.
The end-use energy by fuel type in Figure A.12 shows a steady growth in elec-
tricity consumption, a rapid decline in coal use, and a leveling of natural gas and
petroleum use.
III. F. ENERGY SUPPL Y
In order to determine the total primary energy, the electricity fuel supply and
losses must be combined with the end-use energy discussed in the previous section.
The use of fuels used for electricity generation, shown in Figure A.13, increased at
an average annual rate of slightly over 6 percent, while total generation increased
from 27.4 to 32.6 x 109kWh. Coal and nuclear power account for nearly 90 per-
cent of the total fuel use. Nuclear power's contribution grew from virtually nothing
in 1970 to 26 percent in 1974. However, the 1974 nuclear energy totals are
approaching the maximum that can be expected from the state's 1,600 MW nuclear
capacity. * All major new facilities for the next few years are planned to be coal-
* Nuclear generation in 1975 was about 20 percent above generation in 1974. 17
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FIGURE A.14 Total primary energy use in Wisconsin by fuel type. C = coal; N =
nuclear energy; G = gas; P = petroleum; H = hydropower. (After Bowman et al. 16)
fired. No new nuclear capacity is planned before the rnid-1980s. Therefore, coal can
be expected to increase its share of the total electrical fuel supply if electricity
demand continues to grow.
Natural gas and petroleum are not major sources of fuel for electricity nor are
they expected to be in the future. Use of hydropower is relatively small and is
expected to remain almost constant.
Total primary energy consumption is obtained by adding the electrical fuel
supply results in Figure A.13 to the end-use fuel results in Figure A.12. The total
primary energy use in Figure A.14 shows a slight increase of approximately 1.1 per-
cent per year over the period. As noted previously, the end-use energy remained
almost constant over this period; the slight increase in primary energy use is attribu-
table to the increased use of electricity during the period. 16
With the exception of coal, there were increases in all of Wisconsin's energy
sources from 1970 to 1974. Natural gas and petroleum provided over 70 percent of
the state's primary energy use. Wisconsin has no fuel resources, other than hydro-
power, so all these fuels must be imported.
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IV. ENERGY FLOWS IN THE THREE REGIONS
Jean-Pierre Charpentier - International Atomic Energy Agency (IAEA)
Before describing energy flows in the GDR, France, and Wisconsin, their respective
average energy consumption per capita, and relative position in world energy con-
sumption will be summarized. Figure A.15 gives the distribution of world energy
consumption per capita in kilowatt-year-thermal per year (kWYth!y). This distri-
bution, using data from 178 countries throughout the world shows that countries
can be divided into 3 classes:
• The first class includes countries which consume more than 7 kWYth!Y. Only
3 percent of the countries belong to this class. It is essentially composed of the
United States, Canada, and some exceptional consuming countries such as Kuwait.
• The second class includes all European countries. It is composed of those
countries in which the average level of energy consumption per capita is between
2 and 7 kWYth!Y. This group represents 22 percent of the countries of the world.
• The third group includes all developing countries or countries consuming less
than 2 kWYth per capita per year. This last group is the largest one, in which are 75
percent of the countries of the world.
It is also worthwhile mentioning that if population, rather than the number of
countries, is taken as the studied variable, the distribution remains roughly the
same. The first class has 6 percent of the world population instead of 3 percent of
the countries; the second class has the same percentage of people and countries, and
the third class has 72 percent of the population in comparison with 75 percent of
countries.
The mean value of this energy distribution per capita in the world for 1971 is
1.64 kWYth!Y. The GDR, Rhone-Alpes, and Wisconsin, are three "rich" energy con-
80 NUMBER OF COUNTRIES
70
60
50
40
30 75%0;--- 22% .. 3%
III II i I,
20 ,, WISCONSINGDR ,KUWAIT CANADA USA10
! ~ ~ L
0 2 4 5 6 7 8 9 10
ENERGY PER CAPITA (kWYth!Y)
FIGURE A.l5 Distribution of energy consumption in the world in 1971 for 178
countries. (After Statistical Yearbook 20 )
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capita in the world.
sumers because their average energy consumptions for 1970-71 were, respectively,
5.6kWYth/Yr., 4.0kWYth/Yr. and 9.3kWYth/Yr. Therefore, the conclusions drawn
about the 3 countries are applicable to only 25 percent of the countries of the
world. This clearly shows the necessity of continuing development and implement-
ation of this kind of study in order to improve our knowledge of energy consump-
tion at the global level.
Figure A.l6 shows the first step in what seems a promising method of research
for analyzing the development of energy consumption both globally and within
countries. i8 The general idea is to analyze how a country (or people) shifts from
one class of consumer to another through time. This mainly requires analysis of
how technological knowledge spreads and is applied from country to country over
time. The analysis has not progressed past the preliminary stage. For Figure A.l6 it
was assumed that the distribution of energy per capita in the world will remain the
same in the future, and only its parameters will change. Roughly speaking, this
could mean that the historical trends related to the speed of technological progress
in countries will remain the same. There are, however, two normative assumptions:
• The average world energy consumption per capita will reach the present
European level.
• Of the countries of the world, 75 percent will reach the upper limit of the
second class of consumers and use 7 kWYth per year and per capita.
Based on these assumptions, the "future" distribution of energy consumption
per capita in the world will have the form of curve D.
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In order to determine a date for this so-called future energy distribution, it was
necessary to study the growth rates of this energy consumption per capita. This
situation could occur by the year 2040 if the growth rate of energy per capita is
around 2 percent per year, or the year 2000 if the annual growth rate per capita is
4 percent.
If the average energy growth rate per capita were 2 percent per year, the energy
consumption in the three regions would be 7.5 kWYth!yr for the GDR, 5.5 kWYth!yr
for France, and 12.5 kWYth!yr for Wisconsin.
It would be worthwhile to carry out the same kind of study within each country
in order to have a better understanding of energy distribution across the population
and among its different groups: those living in urban areas, those in rural areas, and
so on.
Figures A.17, A.18, and A.l9 summarize in a standard form, the energy flows of
the 3 regions for the year 1970. All numbers indicated on these energy patterns are
in percentages either of total energy consumed or by sector. The relative orders of
magnitude are interesting to note. It is clear that only Wisconsin's consumption of
primary energy fuel is well balanced among natural gas (28.5 percent), coal (31.5
percent), and liquid fuels (38.9 percent). The other two countries are mainly depen-
dent on only one primary fuel: coal for the GDR (85.8 percent) and fuel oil for
France (62 percent). These great dependencies on one primary fuel lead to less
flexibility and could lead to great difficulties for the country if any shortage in this
fuel appears. In addition, in such a country, any kind of replacement by another
fuel would need more time because the technical structure related to this primary
fuel is extensive and more difficult to change.
If we now look at electricity production, the ranking of the countries appears
quite different. We see that the GDR is a high electricity producer; approximately
30 percent of its primary fuels are devoted to electricity production. Roughly 20
percent of primary fuels are for electricity production in each of the other two
regions.
In all 3 regions there is a highly unbalanced distribution among the primary
fuels used for this electricity production. The GDR produces 94.5 percent of its
electricity from coal, Wisconsin 79 percent from coal, and in France 46 percent of
its electricity is from fuel oil. In the case of France, it is interesting to note that 20
percent of the electricity was supplied from hydropower ill 1970, in comparison
with a very small percentage in the other two countries.
In all countries, nuclear energy did not playa major role in 1970, generally
accounting for less than 1 percent in the primary energy balance. •
If we look at end uses by economic sector, industry, transport, and "other
sectors" (household, commercial, service, and agricultural), 3 totally different struc-
tures appear. Table A.42 summarizes this structure of end uses. Wisconsin has the
characteristics of an agricultural area with only 29 percent of its energy used in the
industrial sector in contrast to more than 40 percent in the GDR and France. The
part of its total energy used by the GDR in transport is very small compared with
the 2 other regions: 8 percent in the GDR and 20 and 25 percent in France and
Wisconsin.
The energy structure for the 3 regions is presented in a triangular graph in Figure
A.20. These 3 regions follow 3 totally different energetic developments when com-
pared with other countries. By cross-section analysis, one sees that according to
their economic evolution, countries are moving along the line ABeD in Figure A.20.
* In 1976, nuclear energy supplied approximately 9 percent of Wisconsin's primary energy use.
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TABLE A.42 End-Use Energy by Sector (%)
Wisconsin GDR France
Industry 29 41 42
Transportation 25 8 20
Other sectors 46 51 38
-- -- --
Total 100 100 100
INDUSTRY
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FIGURE A.20 Structure of energy consumed by sector (1970).
The line AB corresponds to such countries as Greece, Portugal, and Turkey which
used a disproportionally large amount of energy in transport, with corresponding
development of their industry. The line BC refers to such countries as Japan or
Spain which are engaged in a rapid development of their industry. But after a given
point C (corresponding to the present Japanese situation) it seems that countries
are moving on parallel lines which correspond to:
• A fixed proportion of energy used in the transportation sector
• A decreasing proportion of energy used in industry and more energy used in
the tertiary and residential sectors
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Most of the European countries are moving along a straight line which shows
that roughly 20 percent of their energy is consumed in the transport sector. For 10
years the United States has also moved on a parallel line but with a greater amount
of energy used in transport (25 percent), and Wisconsin seems to be on the same
line. The GDR used a much lower share of its energy for transportation (8 percent).
Examining the fuel mix at the level of end-use, the GDR's link to coal is noted:
86 percent of fuels used in industry come from coal and 95 percent of energy con-
sumed in the service and residential sectors is also supplied by coal. For the 3
regions, 55 to 60 percent of primary energy is transformed into useful energy.
To conclude, there will be a description of the results of a factor analysis made
not only with these 3 countries but with 35 countries, each characterized by a
vector of 27 parameters (dimensions).19 Factor analysis is a method for summariz-
ing and clarifying a set of data. In order to give a general idea of its objective, con-
sider the following example: You are living in Austria and you want boxes of a
certain size built by people in an industrialized country such as Japan. Let us
suppose that neither you nor your agent in Japan have any knowledge of geometry,
so in order to obtain your boxes you must send to your contact person a great deal
of information (perhaps too much; e.g. volume of boxes, external surface area,
length of each side, angle of each corner). If your Japanese agent has a knowledge
of factor analysis (though he is ignorant of geometry!) he will find that only three
factors are needed: length, width, and height. No single parameter determines a
factor or axis, rather they are determined by the combined influence of the param-
eters which characterize the 35 countries. The first two axes, typically restricted to
be at right angles, indicate the strongest common "directions" or patterns in the
data. * The coordinate of a given variable, with respect to an axis, is proportional to
the correlation coefficient between the variable and the axis. The variables (either
parameter or countries) that are grouped along an axis must be interpreted so as to
identify what the axis represents.
In this study, the first axis (or factor), which corresponds to the economic level
of development, explains 41 percent of the variance of the initial information (the
matrix of 35 countries and 27 parameters).
Figure A.21 shows a summary of a factor analysis. Axis I, corresponding to
economic development, depicts the high correlation between such variables as steel
consumption, electricity consumption, primary energy consumption, newspapers,
and cars per capita. The United States is clearly at a high level of economic develop-
ment, followed closely by Canada and Sweden; then come the FRG, Denmark, the
United Kingdom, followed by the GDR, the Netherlands and France. The second
axis is related more to the notion of space and population density. This analysis is
described in more detail by Charpentier and Beaujean. 19
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B Institutional Structuresof the Three Regions
An analysis of energy and environment management tools in a region cannot be
undertaken without an understanding of the institutional framework within which
they are used. This framework, in turn, is best viewed within the overall economic
and political framework of the region. The socioeconomic and political structures
have shaped the quantitative tools and the planning and decision practices used in
the three regions. The following three sections briefly describe the institutional set-
tings for energy (and in some cases environmental) planning and decision making in
the three regions. The contrasts are vivid and revealing.
I. THE GERMAN DEMOCRATIC REPUBLIC·
Dietmar Uler - Institut lur Energetik
In the German Democratic Republic (GDR) the people own the productive
equipment in all industries. The fact that the socialist title to the means of produc-
tion is undivided, renders product-line planning possible by the public, but it makes
it necessary, at the same time, to organize, plan, and control the socialist develop-
ment according to consistent principles. The energy sector must also be planned.
Full particulars about the energy industry in the GDR will be given. First, however,
the organizational chart of the energy industries will be outlined to give a better
understanding of the planning policy applied.
The energy economy covers all the utilities and facilities for the production,
conversion, transportation and use of all forms of energy (see Figure B.l). The
energy systems penetrate all processes in public life, in production, and consump-
tion, and are therefore planned with great care. The Ministry for Coal and Energy
• This section describes planning in the energy sector only; a description of practices in air
pollution control is given in section I of Appendix C. For further information on the GDR, see
also K. Hanf's report, "Policy and Planning in the German Democratic Republic - an Inter-
or~anizational Perspective," (Internationales lnstitut fur Management und Verwaltung, Berlin,
1975) - ED.
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FIGURE B.I The energy sector in the GDR.
is held responsible for working out and implementing the national energy policy.
The decisions made by the United Socialist Party of Germany are the basis of these
activities. The Ministry for Coal and Energy operates according to the principles of
the national economic policy accepted by the Council of Ministers and is subordi-
nate to this Council. The structure of the GDR hierarchy is shown in Figure B.2.
The State Planning Commission, also subordinate to the Council of Ministers, is the
most important staff organization which outlines the strategy of development of
national industry and is therefore considered to be an important partner in the pro-
cess of planning the energy industry.
All the authorities that regulate the economy are subordinate to the Ministry of
Industries. In the case of the Ministry of Coal and Energy, the authorities concerned
are the Association of Nationally-Owned Enterprises (WB) for Hard Coal, Brown
Coal, Power Plants, and Energy Supply, as well as the Gas Manufacturing Group
(Gaskombinat Schwarze Pumpe; see Figure B.3). The Institute of Energetics is also
under the direct control of the Ministry for Coal and Energy.
The single-product factories, scientific centers, and, to some extent, the planned
enterprises are also under the control of the Association of Nationally-Owned
Enterprises. For example, as shown in Figure BA, the Association of Nationally-
Owned Enterprises for Power Plants controls the large-scale power plants operated
with lignite, the nuclear power stations, the gas turbine power plants, the storage
pumping stations, and the Institute of Power Stations. The Association of
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FIGURE B.2 The structure of the government in the GDR.
MINISTRY FOR
COAL AND ENERGY
VVB
HARD COAL
FIGURE B.3 The GDR Ministry for Coal and Energy and its subordinates. VVB is
the Association of Nationally Owned Enterprises.
Nationally-Owned Enterprises for Brown Coal and the Gas Manufacturing Group
have been organized analogously. In contrast, the Association of Nationally-Owned
Enterprises for Energy Supply has been divided into territories. The energy supply
authorities in the districts comprise the combined heating and power stations, larger
heating stations, gas works, and the stations for the distribution of electricity, gas,
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FIGURE BA The structure of the Associations of Nationally Owned Enterprises
(VVB).
and district heat. They constitute the marketing units in the energy industries for
these forms of energy.
Thus the Ministry for Coal and Energy is responsible for the greatest part of the
energy supply. The only exceptions are (I) the primary processing of petroleum,
which falls within the sphere of the Ministry of Chemical Industry; (2) the extrac-
tion of natural gas, which is controlled by the Ministry of Geology; and (3) the
industrial power plants in the different branches of industry as well as the munici-
pally-<>wned heating plants and other plants of only local significance. With regard
to the responsibility for the development strategies for the energy industry, the
Ministry for Coal and Energy has to fulfill a double function:
• It is responsible for the supply of energy by the economic units under its
control, i.e. about 78 percent of total primary energy.
• It is responsible for the realization of rational principles of energy use, and
thus for energy policy in all spheres of national industry and social life (with respect
to all forms of energy).
In order to translate the latter function into practice, a whole system of executive
bodies has been set up in recent years:
• In all the Ministries controlling industry, and in the authorities controlling the
economy, there are energy specialists supervising the economical use of energy who
are responsible for the development of energy plans. This, of course, includes the
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responsibility assumed in the overall operating management by the managers and
ministers for the energy consumption in their own sectors.
• Under the direction of a deputy chairman of the District Council, county
energy commissions which take care of the national energy policy in the political
regions have been established. They cooperate closely with the regional energy
supply authorities and central government authorities.
The most important instrument for the implementation of energy policy is the
Plan, more particularlY, the Energy Plan. This Plan has been worked out for ten
years by all energy intensive large-scale enterprises and facilities in conjunction with
the one-year and five-year Plans. The Plans are coordinated centrally and an
account is given annually. The implementation of the policy for efficient energy
use is given support by a pricing policy as scheduled for the various forms of energy.
It is not possible here to describe the overall planning process in detail. Some
principles in socialist planning, and some phases of long-range energy planning will
be outlined. The planning of the energy economy forms part of the overall planning
of the national economy. Its goal is the consolidation and steady development of
the socialist community as well as the continual supply of the growing necessities
of life, and the fulfillment of the intellectual desires of its members by a continuous
and rapid rise in production in all sectors. Since the objectives in the planning pro-
cess are important interests of the whole community, the process is controlled
centrally by the government. It is reviewed at all levels of the government up to the
Enterprise Associations, where the people employed participate in the determination
of the indices in the Plans of the Enterprises.
The GDR is a member of the Council for Mutual Economic Assistance (CMEA).
The Plans of the member countries, especially the five-year plans, are closely
coordinated in order to gain a steady and quick development of national industries
in all socialist countries.
Planning is carried out by means of coordination over different periods: annual
planning, five-year planning, and long-term planning, which usually covers several
decades and is especially important in the energy industry. The forecasting of the
scientific and technical development of single processes and procedures within them
is presupposed to be of great importance. The planning for one and five year Plans
is done according to a centrally designed practice which also applies to energy plan-
ning. The methods of long-range planning vary and depend on which economic
sphere and which time period are to be examined. However, three methodological
principles apply in each case:
• The starting point is the demand, either national or subnational, depending
on the planning.
• The leading consideration in planning is balancing, i.e. to balance the demand
and supply capacity, the economic requirements, and the economic potentials.
• Planning is carried out with consideration for all essential interrelations with
other activities.
With reference to the energy sector this means that the forecasting of the
demand for energy is the starting point for energy planning. The quantity and the
structure of the energy supplied depends closely on the development of the national
economy and on living standards. The forecasting of energy supply requires, on the
one hand, the awareness of the future economic trends, especially the production
volume of energy-intensive products, such as steel, aluminum, and glass, not to
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mention railway transportation service, the number of flats requiring heating, and
so on. On the other hand, it is necessary to have information on the specific energy
consumption trends for these products and services. For this purpose, investigations
into the technological and economic development of the individual processes are
made in cooperation with the experts from the appropriate sectors. In certain cases,
suggestions are made by the energy economists, suggestions appropriate to an
advanced technological development promising exceptionally efficient consumption
of energy, or which permit the use of domestic energy instead of imported sources.
In long-range planning for I to 2 decades, approximately 40 percent of the total
demand for energy is estimated with the aid of detailed indices on specific con-
sumption. This percentage, of course, will decrease with a longer planning period.
The remaining consumption of energy is assessed by applying global methods such
as trend and correlation calculations.
The selection of the most effective alternative is of special significance in the
long-range planning of energy supply. With the advanced development of produc-
tion techniques such as those applied in the steel or cement industries, there is
always a great variety of technological capabilities and possibilities for employing
energy. The sole intention is not to realize the alternative representing the least
demand for energy. Together with the appropriate branch, we hope to find tech-
nological solutions that facilitate the required results at the lowest social expendi-
ture. This will also be in the interest of the entire national economy.
Such isolated calculations of alternatives for the individual processes show the
drawback that an energy structure which cannot be realized for economic reasons
may be established (e.g. the calculation of the excessive consumption of natural gas
or another limited energy source). For this reason.we have developed a model that
takes into consideration the substitution of energy forms. Thus, it has been rendered
possible to distribute the forms of energy among the individual processes such that
there will be maximum economic benefit not for the individual processes, but for
the processes together. The model in question is the so-called substitution optimiz-
ation model (SOM).
Apart from these detailed techniques for the determination of energy consump-
tion arising from the individual products and services, global methods are also used
in order to calculate the total consumption and demand of the individual sectors.
Such methods have priority over mere trend determinations resulting from the
correlation between production, national income, other economic variables, and
energy consumption. These global methods are best applied to the consumption
figures and then verified by applying other methods. They must also be considered
as the only methods suitable for the calculation of consumption variables for very
long periods.
In the next phase of the planning process, the total production and importation
of all energy forms and the primary energy is calculated. In long-range planning for
a period of around two decades, an optimization model that takes into account the
interdependence of the various forms of energy is used. Application of this model,
the so-called production optimization model (POM), provides for the selection of
alternative combinations of energy forms and extraction and conversion systems
by which the demand for energy can be met at the lowest social expenditure. These
calculations are supplemented by computations with global methods (methods for
handling the totality of energy-related problems), especially beyond the year 2000.
Experience has shown that at least rough investigations must be made when inter-
dependence is assumed. As an example, a pure trend extrapolation for electricity
will show results which are untenable for technological and economic reasons.
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FIGURE B.5 Planning of the energy sector in the GDR.
This phase in the planning process is linked with studies of the scientific and
technological development of energy production, transportation, and power con-
version. The computations require a great deal of knowledge about available energy
resources, both domestic and foreign. Economic variables such as the amount
invested, wages, and prices for imported energy are of significance for the com-
putations involved. The process of long-range energy planning is nowhere near com-
pletion so the computation of an optimum structure of the energy industry is not
yet possible. The two phases of the planning process - the calculation of the energy
demand, and subsequently the calculation of the consumption of primary energy -
must be constantly repeated (Figure B.5). This is indispensable for two reasons:
• The basic data of these two planning phases change, in particular due to the
experience gained with long-range planning in other sectors of the national economy.
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• The results obtained in long-range energy planning must be screened for their
ability to be adapted to national economic planning.
In other words, the first computations by means of the production optimization
mode, or similar computations from other methods, frequently give rise to invest-
ment or man-power requirements for the energy industry which cannot be satisfied
by the national economy. There might also be an amount and a structure of energy
demand which cannot be supplied at the proper time, e.g. if the power capacity
required up to that time cannot be attained, or if a certain quantity of crude oil can-
not be imported. The case may also arise in which the structure of the energy
demand resulting from the first calculation would have such an adverse effect on
the biosphere that it could not be realized if environmental controls are also sought.
The studies performed after the optimization calculation constitute an extremely
significant stage of long-range planning for energy systems. Since a balance between
the energyleconomic requirements can rarely be reached immediately, it is necessary
to eliminate any discrepancies. The solution may be to consider a higher efficiency
relative to energy conversion with the aid of new or advanced systems and tech-
niques, to consider the replacement of imported fuels with those from the indus-
tries, to provide for development of new or advanced techniques of energy use, to
lower the pollutant emission, or finally, to change the national economic structure
by not developing certain energy-intensive processes. This, at any rate, implies
repeating the two phases in energy planning. Such an iteration process must be
repeated until the degree of correspondence between requirement and potential can
be considered adequate.
Some part of the feedback can be simulated by making use of mathematical
models. For instance, the substitution optimization model can be linked with the
production optimization model. Optimum distribution of fuel resources available
only to a limited extent are then obtained not only in the field of energy use and
conversion but also in the energy sector as a whole.
Special attention is paid to the relationship between the energy industry and
environmental protection. Environmental control is not considered the necessary
evil that places a great strain on the national economy. Measures for environmental
protection are systematically included in the development of the national economy,
as an effective safeguard of the social welfare. An example is the possibility of
extensive reuse of waste products. The Ministry of Environmental Protection and
Water Economy has outlined the main directives for environmental protection
measures up to 1980. With these directives as a starting point, concrete concepts
for districts of industrial conurbation are created on the basis of socialist legislation
for environmental conservation. Such a program has been implemented by the
County Council of the District of Leipzig.
In 1975, two-thirds of the investments in environmental protection were con-
centrated in districts of industrial conurbation which are assumed to be the most
important areas for the energy industry. Their importance is shown by the fact that
19 percent of the particulate emissions in the GDR are from the power plants
located in the districts of Halle and Cottbus. In 1975, 34 percent of the investments
for environmental control were spent for air pollution control measures, 47 percent
for water pollution control measures (a vital problem in the energy industry since
the GDR has a lack of surface waters), 15 percent for the utilization and removal of
trade refuse, and 4 percent for noise abatement measures. Altogether, environ-
mental control in the GDR is planned in such a way that it will serve for the
immediate improvement of the living conditions.
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Summarizing, there has been some good experience in the methods applied to
long-range energy planning in the GDR in recent years. The strategy for energy-
industrial development derived from long-range planning is the starting point for
working out the five-year plans. The good results obtained in achieving the target of
these plans speak for the benefits of long-range planning. Here are some facts
demonstrating the level of development in the GDR.
• The GDR is one of the countries in the world whose energy industries must be
considered highly developed. It ranks third in Europe in the case of primary energy
with about 44 Gcal/per capita, and ninth in Europe in electric power with about
4,000 kWh/per capita. The GDR is the largest producer of lignite in the world.
• Planning of energy intensiveness has been entirely successful. This is witnessed
by the 4.5 percent average annual reduction in the intensity of supplied energy in
recent years.
• The percentage of high-grade forms of supplied energy was corrected so that
electric power, for instance, is about 12 percent of the total supply at the present.
• Policy has been consistently based on maximum utilization of primary
energy, especially in the case of lignite. More than 90 percent of domestic imported
energy comes from socialist countries (mainly from the Soviet Union). The fact
that energy industries were not directly affected by the oil crisis demonstrates the
success of such a policy.
• The energy technology is developed according to plan. Modern methods are
applied and use is being made of modern equipment. The nuclear power stations,
the 500 MW turbogenerators (developed by the Soviet Union) and the 60 m over-
burden conveyor gantry are examples.
In the planning of the GDR energy industry we will keep our course true to the
target. We are confident that good results will be obtained by improving joint plan-
ning activities with other socialist countries within the Council of Mutual Economic
Aid. This will receive further emphasis in our future activitIes.
II. RHONE-ALPES
Jean-Marie Martin and Dominique Finon - Institut Economique et Juridique
de l'Energie (IEJE)
Two aspects of the French economic and political organization are of importance
for an understanding of the energy and environmental decisions in the Rhone-Alpes
region.
First, for historical reasons, the entire French decision system is extremely cen-
tralized. This is true both for the state decision making apparatus which is cen-
tralized in high-level administrative agencies (the ministries) geographically clustered
in the capital, and also for the important firms whose power is also centralized
within headquarters located in the capital. Government and corporate adminis-
trations (their overlapping will be discussed later) may be represented by bodies with
greatly expanded heads and atrophied limbs that are reduced to executing orders
coming from the top.* For a long time, the departments formed the framework
* If any difficulty arises on a given occasion, the department or region refers to its central
agency which indicates how the obstacle may be overcome. If this is not sufficient, the central
agency sends a high official who settles the problem on the spot.
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FIGURE B.6 Simplified decision structures of the French public administration
and individual enterprise.
for executing orders. They were purposely small (about 90 in France) so that they
could not compete with the central authority. Recently, a shift has occurred:
Regions consisting of several departments (from 4 to 10, depending on the specific
case), have been created but they have not yet acquired true autonomy.
Consider the two simplified decision structures in Figure B.6. In the realm of
public administration and planning, monitoring and regulation are carried out
only at the national level; in other words, they are uniform for the group of regions.
The regional and departmental bodies collect information for the central agencies,
promulgate the decisions of these agencies and supervise the application of the
decisions.*
In the area of energy and environment, the central agencies do not have any
unified model. They limit themselves to ruling on decisions made by the firms
which, as will be clear later, produce good national models.
The second important feature of French institutions is the status of corporations
in the energy sector. The structure of this sector (e.g., the relations between firms)
differs from that of other sectors of economic activity. Most sectors usually consist
of a greater or lesser number of private French firms. Corporations of this type have
practically disappeared from the energy sector to the extent that there are only 2
types of firms: t
* This structure is so resourceful that it is capable of shaping all innovations to its needs. A
recent study has pointed out, for example, that contrary to all expectation, the generalization
of information processing in French enterprises is favorable to centralization. See: Balle,
Catherine. "The computer, a break in the reforms of structure of enterprises," Le Monde,
September 18, 1975.
t The emergence of nuclear energy tends, however, to change this situation. Pechiney-Ugine-
Kuhlman, one of the largest French firms, is now being aided in taking control of a part of the
fuel cycle.
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• branches of multinational firms which control about 50 percent of the French
petroleum market
• public enterprises or mixed industry, either competing (CFP and ERAP in the
oil branch)* or monopolistic (EDF, CDF, GDF, CEA, CNR) t
Branches of multinational firms have a variable degree of autonomy, according
to the structure and the strategy of the firm upon which they depend. At any rate,
these firms never make decisions on their own, since the stakes are of some import-
ance (large investment in refining or in transport, for example).
In the eyes of such firms, a region is at most a subgroup of consumers whose
characteristics (quantity, density, growth rate) it is advisable to consider in a model
representing the conditions of development of future sales. The results of such a
model can influence the policies of the firm, for instance, in the placing of invest-
ments.
Public enterprises or mixed industries enjoy a larger degree of power; however,
this power is far from complete because the public status of such firms makes them
subordinate to the state authority. The amount of subordination varies, however,
according to the extent to which the enterprise is a monopoly (the guardianship of
the state is less constraining for the firms like CFP and ERAP which compete with
the branches of the multinational oil companies) and to the extent to which it can
defray its investment expenses (EDF, which has become more than 50 percent self-
financing, has acquired much more autonomy than CDF or GDF). No matter what
their weight is in final decisions - especially those which concern new investments
- all these firms resort to models in order to diminish the uncertainty in the
evolution of their market, in the prices of their imported raw materials, and in the
technologies which they adopt. But these models are conceived both by and for the
central agencies. Regional specifications are only taken into consideration in the
form of exogeneous data and constraints such as
• the probable evolution of the energy consumption
• the availability of sources of energy
• opportunities of sites and water cooling for the large power plants
Some comments should be made about the ties between the 2 decision-making
structures. The national government is of paramount importance because it is a
legacy of the history of a nation dominated by a struggle between the Centre (the
monarchy) and the provinces (the feudal system). The structure of the firms closely
approximates that of the central government for reasons easy to understand. Since
the foreign oil firms first opened branches in France at the beginning of the century,
they have tried to influence legislation which has not always been favorable to
them; in order to do this, they have installed representatives as close as possible to
the center of the national power. Later on, since the great wave of nationalization
in 1945, rationalization has been synonymous with standardization and centraliz-
ation. This was in reaction to the disintegration of the mechanism of production
(especially electricity and gas), which resulted from undynamic and diffuse capital-
ism. The osmosis between government administration and energy firms has been
made considerably easier and has been speeded up by another aspect of French
* Compagnie Franl;aise des Petroles; Enterprise de Recherche et d'Applications Petrolieres.
t Electricite de France; Charbonnages de France; Gaz de France; Commisariat a l'Energie
Atomique; Compagnie Nationale du Rhone.
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centralization, the uniform production of managers in the "Grandes Ecoles" of
engineers also concentrated in the Paris region. Through a well-known and often-
studied phenomenon, the same people go from the directorship of government
agencies to that of public and sometimes private firms.
III. WISCONSIN
Stephen Born - Wisconsin State Planning Office; Charles Cicchetti
Wisconsin Office of Emergency Energy Assistance; and Richard Cudahy
Wisconsin Public Service Commission
Energy and environmental decision-making and planning in the United States is
highly diffused; there is no single centralized planning or decision-making body.
Not only are Federal responsibilities widely distributed, but various areas of juris-
diction are either the province of or shared with state and local governments. At the
Federal level, power and responsibility for energy /environmental policy matters, as
for other public policy areas, is "balanced" between the executive and legislative
branches of government. The judicial branch serves as an interpreter and arbiter of
the process. Substantial authority for energy and environmental matters rests with
the traditional cabinet agencies in the executive branch - the Departments of
Interior, Commerce, and Agriculture. In recent years more and more power has
been placed within a number of relatively independent agencies and other govern-
mental bodies. These independent offices include the Energy Research and Develop-
ment Administration (ERDA); Federal Energy Administration (FEA); Environmental
Protection Agency (EPA); Federal Power Commission (FPC); National Science
Foundation (NSF); Nuclear Regulatory Commission (NRC); and the Tennesee Valley
Authority (lVA). In 1977 a cabinet-level office called the Department of Energy
(DOE) was formed from a combination of the Energy Research and Development
Administration (ERDA), the Federal Energy Administration (FEA), and a number of
other smaller agencies. This listing is a partial one, and simply illustrates that there
are many institutional factors that affect energy decisions and administer energy-
related programs at the Federal level.
A few states in the United States have been able to consolidate energy-related
functions within a relatively few, or even a single agency; examples are Connecticut,
California, and Kentucky. Most states, however, have a rather dispersed institutional
framework for energy/environmental planning and decision-making. Wisconsin is
fairly typical. State executive agencies are responsible for planning and adminis-
tration of legislated programs at the state level. However, many state authorities and
actions result from federally-mandated programs and requirements. In Wisconsin,
emphasis has been placed on strong functional planning by line agencies, such as the
Departments of Transportation and Natural Resources. To coordinate these func-
tional planning efforts and to provide an independent policy analysis capability to
the executive office, a comprehensive State Planning Office exists within the State
Department of Administration. The following brief overview suggests the com-
plexity of these arrangements.
The Department of Transportation (DOT) has the. responsibility for all major
energy consequences. At present, planning and operating programs are largely segre-
gated by mode. It has not been organizationally or fiscally possible to examine
transportation decisions from a multi-modal viewpoint, or to fully evaluate econ-
omic development or energy use "tradeoffs" associated with various modal choices.
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State legislation is now pending that would reorganize DOT and its planning/
decision-making functions into an integrated, genuinely multi-modal transportation
department.
The Department of Natural Resources (DNR) is charged with planning for and
management of the state's air, water, recreational, and biologic resources. Its
environmental protection planning and management responsibilities exert great
influence on a number of energy-related issues. The agency's air pollution control
regulatory responsibility furnishes an excellent example.
For several years, even before passage of the Federal Clean Air Act in 1970, a
national debate has been underway in the United States regarding air pollution and
the issue of "nondegradation." The Supreme Court has upheld the position that
state air quality plans must prevent significant deterioration of air quality. Much of
the controversy has centered on the impact of such a policy on economic growth.
States are charged with developing the requisite air quality implementation plans,
and in Wisconsin DNR has primary responsibility.
In May 1975, three utilities submitted plans and specifications for the construc-
tion of Columbia II, a 527-MW power plant to be built in south-central Wisconsin
at a location adjacent to its twin, Columbia I. Wisconsin's air pollution control
regulations required DNR to review these plans for air quality implications. DNR
found that although the proposed plant would not violate air quality standards and
would meet federal emission requirements, it would cause significant degradation of
air quality that would in effect preclude additional growth. The data showed that
Columbia II would pollute to 97 percent of one S02 standard and to 68 percent of
another standard. DNR determined that this was a significant degradation of air
quality and halted construction of the power plant in June. A hearing in the affected
area to assess the public attitude on permitting construction of the power plant was
held in July. Over 1,000 people attended the hearing, but hearing testimony along
with other letters, resolutions, and petitions submitted to the DNR reflected an
almost even split between supporters and opponents of construction. Since the
assessment of public attitude was inconclusive, DNR decided that construction of
Columbia II could not be prohibited. Construction is proceeding under require-
ments that are to keep Columbia II's emissions at an absolute minimum. The
Columbia II incident not only demonstrates the development implications of air
quality regulations, but the intimate relationship between air quality and energy
decisions and the powerful role of the state DNR in such matters.
The Public Service Commission (PSC) is a three-member quasi-judicial regulatory
agency. Each member is appointed by the governor, and confirmed by the state
senate for six-year terms. The commission regulates the rates and services of public
utilities operating in the state which includes both privately-owned and municipally-
owned electric utilities, natural gas distribution utilities, water and combined water-
sewer utilities. With the exception of major construction projects, the commission
does not regulate electric cooperatives. Also under commission jurisdiction are
intrastate common and contract motor carriers and railroad operations.
The commission has the responsibility to set utility rates including the deter-
mination of a utility's revenue requirement and the structure of rates. Recently,
the commission has been implementing peak-load pricing as the basis for design-
ing electric utility rates. Under this principle, rates are set on the basis of the costs
customers incur by using electricity at times of peak demands.
Under a recently enacted law, electric utilities and cooperatives every two years
must submit to the commission ten-year advance plans covering major construction
projects. The commission must then approve, modify or disapprove the plans.
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Electric utilities and cooperatives must also receive commission certification to con-
struct specific major facilities included within the advance plans.
In addition to these responsibilities, the commission must approve issuance of
securities, certify depreciation rates used by utilities, establish uniform systems of
accounts, approve affiliated transaction contracts and conduct audits and inspec-
tions of utilities.
The Department of Industry, Labor, and Human Relations (DIHLR) has many
programs with energy implications. None is more visible or influences energy con-
servation more directly than the department's responsibilities for the administration
and enforcement of state building codes. In January 1975, DIHLR promulgated
building codes which, in addition to traditional public health, safety, and welfare
considerations, included energy use standards for all new buildings. This standard
was based on extensive technical review, which involved key faculty at the Univer-
sity of Wisconsin; the Wisconsin Energy Model had been 'used in the analyses related
to standard setting. In June 1975, these rules were "sidetracked" by a legislative
committee, which was under attack from housing industry interests and from
masons, who contended that the energy conservation standard would cause them to
lose their jobs.·
The Office of Emergency Energy Assistance (OEEA) was created to deal with
fuel hardships which arose during the Arab oil embargo in late 1973.t The office is
empowered by federal regulations to order the delivery of fuels to individuals and
fuel dealers who are unable to meet their energy needs. The fuels delivered are
withdrawn from the fuel set-aside for the state, a theoretical inventory of the
various types of petroleum fuels held by those private petroleum firms bringing
fuels into the State.+ The office has certain other powers, under either state or
federal law, including the power to obtain information on use and inventories of
fuels. This information is then compiled for use in preventing or alleviating short-
ages which occur because of imperfections in the market mechanism as controlled
by federal regulations. The energy office serves as advisor to the state legislature
and the governor on energy matters and has worked on developing legislation which
bears on energy use within the state. The energy office has also reacted to legislation
proposed by others within the state and has used energy modeling to determine the
effects of various legislative proposals. The energy office reacts to various actions
proposed, or already in place, by other state and federal agencies and seeks to pro-
tect the interest of the citizens of the state, as affected by the actions of the other
agencies. The energy office seeks to minimize the negative effects of any occurrence
in the energy area upon the businesses, citizens, and workers within the state. It
attempts, through public speeches, press releases and other attention-getting devices,
to give the general public and businessmen the facts about the energy situation and
what they can do to improve it.
The University of Wisconsin (UW) has the tripartite educational mission of
research, teaching, and public service. Although best known for energy systems
modeling activities, university energy researchers are involved in a wide range of
• A new Wisconsin code went into effect in July 1978. See note at the end of section n.c. in
Appendix C.
t In late 1976, OEEA was combined with the State Planning Office into a single "Office of
State Planning and Energy."
+ The products are allocated to the states by the Federal Energy Administration based on
historical use before the Arab oil embargo. This was done so all states would share equally in
any hardships.
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studies - from basic solar energy research to techniques for monitoring the environ-
mental impacts of power plant siting. Students are trained in interdisciplinary
approaches for dealing with environmental and energy problems and later hold key
agency positions within state government; state governmental pro blems have
furnished worthwhile applied research areas for many students. The University
Cooperative Extension Service has taken research and demonstrations results and
brought them into the public forum through several public informational efforts. In
short, there is a critical symbiosis between the university system and state govern-
ment - a partnership that extends back through several decades. This cooperative
spirit, pioneered in agriculture, but readily transferred to environmental and energy
concerns, has been aptly named "the Wisconsin idea."
The Department of Administration (DOA) functions as the governor's agency
within the state bureaucracy. The department is charged with preparation of the
executive budget, which in recent years has become a major piece of policy legis-
lation. DOA also houses the state's Federal/State Coordination Office and the
Bureau of Facilities Management. The latter oversees all state buildings, and can
initiate such procedures as life cycle costing in the planning of all state facilities.
DOA also includes the State Planning Office, which is the state's comprehensive
planning agency. This office is largely involved with physical, environmental, and
economic planning.
The State Planning Office's programs are divided into three broad areas: state
development policy planning; land use planning; and planning coordination (see
Figure B.7). It has primary responsibilities in the areas of economic development,
planning and coordination, land use planning, and coastal zone management, as
well as in the process-oriented "planning coordination" area. In meeting its com-
prehensive planning and coordination responsibilities, the State Planning Office
functions in several ways: (a) as a coordinator, liaison, or critical reviewer in work-
ing with interagency or intergovernmental groups or individual agencies; (b) as
program developer and manager of new multifunctional, intergovernmental pro-
grams such as coastal zone management planning or state economic development
planning; (c) as a policy analysis and research unit; (d) as a public involvement/
educational agent; and (e) as a provider of executive office services including legis-
lative development and review, special projects or analysis, and limited budget issue
involvement. As noted in Figure B.7, many of the planning office program areas
and functions relate closely to energy and environmental concerns. One activity
warrants special mention; close work between the university's Energy Systems and
Policy Research Group and Planning Office staff has led to an analysis of the costs
of alternative physical development patterns in terms of money, land consumption,
and energy costs. The Wisconsin scenarios, described in Chapter 6, reflect some of
the energy impacts described by this analysis.
One other aspect of Wisconsin's institutional setting as it pertains to energy and
environment deserves special consideration. In 1972, Wisconsin passed the Wisconsin
Environmental Policy Act (WEPA). The act, which is patterned after the National
Environmental Policy Act of 1969 (NEPA), establishes a state policy to encourage
harmony between human activity and the environment, promotes efforts to reduce
damage to the environment, and stimulates understanding of important ecological
systems. The act mandates a thorough analysis of environmental impact before any
major state action is authorized. Agencies must consider alternative technologies
and economic consequences of state-initiated projects; private actions regulated by
state government are subject to the same procedures. The underlying premise of
WEPA is that substantive policy decisions can be improved and a better balance
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will emerge between environmental and economic objectives if a broad range of
environmental impacts, alternatives to the proposed action, and public comment
are examined well before the final decisions are made.
Although the environmental impact statements and other documents are not
binding on state governmen~al decision-making, WEPA (and NEPA) have had a far-
reaching effect. Because of WEPA, environmental (including energy) considerations
are now routinely a part of governmental decision-making, and the process is more
accessible than ever before to citizens. Major energy related decisions - construc-
tion of a Great Lakes oil shipment terminal, construction of electric generating
facilities and transmission lines, regulatory action related to utility rate changes,
railroad line abandonments - have been subject to and delayed, modified, and even
halted based on environmental questions raised by the Wisconsin Environmental
Policy Act process. In fact, the environmental impact statement, and the associated
review process, have become pervasive and extremely useful planning tools in
energy decision making.
c Selected Management Practices
I. AIR QUALITY MANAGEMENT
Loretta Hervey and Robin Dennis - llASA
l.A. INTRODUCTION
Air pollution is currently causing discomfort and disease in all industrialized nations,
East and West. They have responded to this problem through a variety of economic,
technical, and institutional approaches. The IIASA three-region study provided an
opportunity to examine how three countries with highly diverse governmental and
economic institutions have approached an environmental problem which is common
to each. The previous sections of this chapter described this diversity. At one end of
the scale is the United States, with decentralization of power, a diffuse decision-
making structure, and a philosophy of free enterprise. In stark contrast is the GDR,
with centralized decision-making, nationalized industry, and a tradition of com-
prehensive planning. France may be typified by a mixture of these elements - a
long history of centralized government and nationalization of some energy enter-
prises.
This section provides a cross-national comparison of management in the three
countries. Emphasis is on the national rather than regional level. During the course
of the IIASA study, IIASA scientists analyzed parallel legal documents dealing with
environmental protection in the three regions. They also obtained empirical values
of pollution concentrations in the cities of each study area. This material provided
a basis for a cross-national comparison of such factors as government roles in super-
vising industry, the chain of authority in the implementation of pollution legis-
lation, pollution standards, and sanctions against polluters. An attempt was also
made to assess each country's progress in executing its legislation, through examin-
ation of current concentrations of pollutants in the ambient air.
In the first part of this section, the evolution of pollution legislation is traced in
France, the United States, and the GDR, with special attention given to emerging
patterns of federal-regional responsibility in the environmental sphere. In the follow-
ing part, the current structure of governmental bureaucracies which have been set
up to implement environmental legislation are examined in each study area. Next,
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attention is focused upon the limits now in effect for pollutant concentrations in
the ambient air· and for emissionst in France, the GDR, and the United States; here
conceptual and definitional problems in comparisons of pollution "standards" are
emphasized. Strategies for obtaining compliance to legislation, such as financial
penalties, are summarized in the fourth section. Finally, environmental legislation is
considered in the light of existing levels of pollution in the cities of each region.
This section is based for the most part upon information provided in legal texts and
not upon empirical studies.
LB. HISTORICAL DIFFERENCES IN POLLUTION CONTROL LEGISLATION
/.B.1. France
Stationary Sources. Of the three countries under scrutiny, France has had most
experience with direct government supervision of polluting industries. As early as
1810 Napoleon decreed that plants that emit offensive odors could not be built
without permission. Under the 1917 "Law of Classed Establishments" the require-
ment for authorization was extended to dangerous as well as offensive plants.:!: The
final group of emittors to be brought under government control were combustion
installations: in 1948 these units were ordered to conform to construction, instal-
lation, and output norms, and further to submit to periodic control vi~its. In 1964
they were included for the first time in the list of "Classed Establishments." §
The I 960s were marked by legal efforts to standardize pollution control measures
and to extend government prerogatives. A general 1961 law ordered responsible
officials to determine permissible levels of particulate, toxic, maloderous, and radio-
active emissions. In 1963, uniform monetary fines were imposed on plants which
failed to conform to emission restrictions, and departmental prefects were auth-
orized to take emergency action against polluters in case of danger to public health.
During this decade, prefects also acquired the power to create "zones of special
protection" with stringent emission standards in heavily polluted metropolitan
areas.1I
Recent pollution legislation in France has been mainly directed toward specific
industries. For instance, in 1966 emission norms and other technical instructions
were issued for the operation of thermal power plants. The following year formulas
were published for calculating minimum chimney heights in new combustion instal-
lations; subsequently, emission limits for cement factories, iron-ore smelters, urban
incinerators, cast-iron foundries, and steel works have appeared.··
French authorities have also attempted to decrease emissions more directly by
limiting the sulfur content of fuels. A 1967 decree specified that the sulfur content
of heavy fuel oil Number 1 and light fuel oil could not exceed 2 percent, while that
of heavy fuel oil Number 2 was limited to 4 percent. In 1968 the sulfur content of
• Ambient air pollution concentrations are defined as quantities (mass/unit volume or parts per
million by volume) in the ambient air.
t Emissions are defined as quantities (weight or volume) of given pollutants discharged at their
source, e.g. plant chimneys.
:!: Jarrault, P., La Legislation Franc;aise Relative 11 Prevention de la Pollution par les Sources
Fixes (Centre Interprofessionel Technique d'Etudes de la Pollution AtmospMrique (CITEPA)
Les Editions Europeennes, "Thermique et Industrie," undated), p. 5.
§ Ibid., pp. 7, 25-30.
11 Ibid., pp. 2-28.
** Ibid., pp. 12-20.
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domestic fuel oil was restricted to .7 percent, with progressive decreases to .3 per-
cent forseen for the 1970s.*
Motor Vehicles. Legislation aimed at cutting down emissions from motor vehicles
first appeared in the early 1960s in France. In 1963 a test of the opacity of smoke
emissions was ordered for all new motor vehicles. The following year it was deter-
mined that the total quantity of unburned hydrocarbons could not exceed .15 per-
cent of the fuel consumed during vehicle operation. Finally, a 1970 decree aligned
French legislation with Regulation 15 of the Geneva Accord of 1958, as well as
with the 1970 Directives of the Council of Ministers of the European Community.t
Ambient Air. The concept of "ambient air quality standards" has not been
developed in French legislation.t The government has preferred to control pollution
directly at the level of the emitting plant, rather than by setting general air quality
standards and then giving plants or local authorities responsibility for ensuring that
they are met. This seems to accord with France's traditionally highly centralized
government and its history of government initiative in policing industrial emissions.
I.B.2. The United States
The history of environmental legislation in the United States attests to the federal
government's very gradual assumption of responsibility for pollution control. In the
1955 Air Pollution Control Act a federal role was seen only in the funding of local
anti-pollution programs and research. The 1963 Clean Air Act gave the Secretary of
Health, Education, and Welfare (HEW) the authority to involve dangerous polluters
in a conference - public hearing - court suit procedure; but this process proved so
time-consuming that it only underscored the inability of the federal government to
take action against polluters. § Only after the passage of the 1967 Air Quality Act
was the Secretary of HEW empowered to go directly to court to force a stop to
dangerously high levels of pollution.
Ambient Air. The Air Quality Act also marked the federal government's first
attempt to set nationwide air quality norms. The provisions of the act reveal the
indirect tactics which legislators found it necessary to employ at this early stage:
HEW was required to publish "air quality criteria" for dangerous pollutants; the
states were then to develop "air quality standards" designed to meet the federal
criteria, to produce plans for implementing and enforcing the standards, and.
finally, to gain federal approval for these measures. If a state proved lax, HEW was
permitted to intervene. However, not one state implementation plan was approved
between 1967 and 1970, and HEW could not force compliance to nonexistent
plans. ~
The failure of the 1967 act led U.S. legislators to restate its provisions in a much
more detailed and stringent manner in the 1970 Clean Air Act Amendments. The
pollution criteria of the earlier law (which had functioned simply as guidelines for
the states' own standards) were replaced by national air quality standards, which
* Ibid., p. 32. Here the percentages of sulfur refer to the weight of the fuels, not the volume.
t Benarie, M., "Air Pollution Legislation and Governmental Controls of Air Quality in France"
(Vert-Ie-Petit: Institut National de la Recherche Chimique Appliquee, 1975), Table 3.
t The first step taken in this direction occurred in the early 197 Os when ambient air "reference
values" for SO, and particulate matter were promulgated for use in calculating req uired chimney
heights.
§ William D. Hurley, Environmental Legislation (Springfield, Illinois: Charles C Thomas Press,
1971), pp. 34-41.
~ Ibid., pp. 43-50.
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the states were required to adopt without modification. The pattern of interaction
between federal and state governments which had characterized the 1967 act was
carried over into the new law, for the states were ordered to develop plans for
attaining and maintaining the national standards, and to submit them to the new
Environmental Protection Agency (EPA) for approval. However, the amendments
specified more exactly the content of the states' plans: they were to include land-
use and transportation schemes, emergency plans for high-pollution occurrences,
and outlines for statewide pollution surveillance systems. The states were to secure
federal approval for their plans by May 31, 1975, but extensions have since been
granted until the 1980s.*
Stationary Sources. The U.S. federal government has taken the initiative in con-
trolling pollution from stationary sources much more slowly than its French
counterpart. Until recently, U.S. legislators have preferred the more indirect
approach of focusing their attention on ambient air quality and leaving point-source
emission control to local authorities. This policy seems to reflect the country's
overarching institutional structure: separation of federal and local power and
government reluctance to interfere with private industry.
However, U.S. lawmakers did call for several federal emission standards for
stationary sources in the 1970 amendments. Here the EPA was instructed to publish
standards for rare but dangerous pollutants not likely to be covered by state imple-
mentation plans. In addition, the EPA was given the task of developing performance
standards, including emission standards, for certain industrial plants. In the early
1970s standards were issued for such plants as new or reconstructed steam gener-
ators, sulfuric and nitric acid plants, cement plants, and iron and steel mills.t
Motor Vehicles. Perhaps because the issue of federal versus state jurisdiction is
not as contested for mobile sources of pollution, the federal government has taken
a direct approach toward curbing motor vehicle 6xhaust. When the need to regulate
automobiles was recognized in the early 1960s, lawmakers skipped the stage of
drafting guidelines ("criteria"); instead, in a 1965 act they directed the Secretary of
HEW to set national emission standards for new foreign and domestic vehicles. By
1970, CO emissions from new cars were to be 71 percent lower than those from
1963 models, and hydrocarbon exhaust was similarly to be reduced by 82 percent.
In the 1970 Clean Air Act Amendments, legislators took the radical step of calling
for a nearly emission-free car engine within 6 years (later extended to 8).:1:
I.B.3. The German Democratic Republic
Ambient Air. Because the GDR was founded in 1949, its legislators have had little
time and many basic organizational problems to resolve, so environmental issues
* U.S. Environmental Protection Agency, "A Progress Report: December 197G-June 1972"
(Washington, D.C., November, 1972), pp. 1-2. Also, U.S. Environmental Protection Agency,
"Progress in the Prevention and Control of Air Pollution in 1974" (Washington, D.C., 1975),
pp. 61--69. See as well, Gladwin Hill, "Air Pollution Drive Lags, But Some Gains are Made."
The New York Times, May 31, 1975, pp. 1,15.
t U.S. Environmental Protection Agency, "A Progress Report: December 197G-June 1972,"
pp. 1-2. Also, U.S. Environmental Protection Agency, "Progress in the Prevention and Control
of Air Pollution in 1974," pp. 33-35,41-52.
:I: Hurley, Environmental Legislation, pp. 51-55. Also, James Naughton, "President Signs Bill
to Cut Auto Fumes 90 percent by 1977." The New York Times, January 1, 1971, pp, 1, 11.
See as well, U.S. Environmental Protection Agency, "Progress in the Prevention and Control of
Air Pollution in 1974," pp. 5-12,53--60.
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had to wait for attention. The first attempt to regulate air pollution in the GDR was
in a 1968 regulation, in which "threshold values" - levels of pollution above which
damage to human health is believed to occur - were defined for ambient concen-
trations of 48 substances. Public officials were directed to consider these values
when issuing siting permits, planning new investments, and reconstructing existing
plants. *
The philosophy underlying the GDR's approach to environmental protection was
first clearly expressed in the 1970 "Landeskulturgesetz." Environmental problems
were incorporated into the planning process which characterizes GDR policy-
making in general. As the law states, "the requirements of a socialist society are to
develop productivity in a planned manner, so as to lead to an increase in the utility
and productivity of natural resources and guarantee the maintenance and beautifi-
cation of the natural environment."t The conviction that economic and conserv-
ationist goals can be coordinated through planning is the hallmark of GDR environ-
mental legislation.
Stationary Sources. Underlying the GDR's plans is the assumption that industry
and government can work together to control pollution. At the level of the national
government, both ambient air quality and emission norms have been developed;
1973 legal directives set threshold values for ambient air concentrations of 113
pollutants, and provided as well formulas based on ambient air pollution levels and
chimney heights for calculating permissible emissions. It is forseen that industry
officials will use these prescriptions to ensure that emissions from plants do not
cause ambient air quality norms to be violated.:j:
Despite this delegation of responsibility, the central government bodies retain
ultimate leverage over emitting plants. For instance, the chairman of the National
Council of Ministers (Vorsitzende des Ministerrates) has the power to restrict
industrial operations, or to order a change in fuels during dangerous occurrences of
pollution. Punitive measures have also been spelled out for disciplining plants with
chronically excessive emission levels. §
Motor Vehicles. The GDR's emphasis on cooperation between government and
industry is also found in measures to control emissions from motor vehicles. A
1974 directive gave the federal Department of Exhaust Gas Inspection (Abgaspriif-
stelle der DDR) the task of setting emission threshold values for internal combustion
engines and developing techniques for testing motor vehicles. At the same time the
directive called for the creation of "Exhaust Gas Deputies" (Abgasbeuaftragte) in
all plants connected with the importing, producing, or repairing of motor vehicles.
Their task is to assure self-policing in plants by checking whether motor vehicles
meet threshold emission values.
By 1974, norms had also been set for permissible idling time in moving traffic,
carbon monoxide (CO) emissions (by weight of vehicle), and lead content of fuels. ~
* Gesetzblatt der DDR, Part II, No. 80, July 25, 1968, "Anordnung zur Begrenzung und
Ermittlung von Luftverunreiningungen (lmmissionen)." pp. 640-642.
t Gesetzblatt der DDR, Part I, No. 12, May 28, 1970, "Gesetz iiber die planmiissige Gestaltung
der Sozialistischen Landeskultur in der Deutschen Demokratischen Republik - Landeskultur-
gesetz," p. 67.
:j: Gesetzblatt der DDR, Part I, No. 18, April 24, 1973, "Fiinfte Durchftihrungsbestimmung zum
Landeskulturgesetz - Reinhaltung der Luft." pp. 157-162.
§ Ibid.
~ Gesetzblatt der DDR, Part I, No. 37, August 6, 1974, "Zweite Durchftihrungsbestimmung zur
Fiinften Durchftihrungsverordnung zum Landeskulturgesetz - Begrenzung, Uberwachung, und
Verminderung der Emissionen von Verbrennungsmotoren," pp. 353-356.
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This overview of the evolution of environmental legislation in France, the United
States, and the GDR has revealed contrasting styles of problem-solving. Govern-
mental philosophy about reconciling economic and ecologic goals seems to be most
clearly articulated in the legislation of the GDR. There the emphasis is on the plan-
ning of investments so as to avoid unhealthy concentrations of pollutants. The
centralized decision-making system of the GDR has permitted the parallel develop-
ment of both emission and ambient air quality norms at the national level, and the
maintenance of these norms is assumed to be a cooperative venture of government
and industry.
In France, the highly centralized government has laid most emphasis on the
direct policing of industry by means of emission restrictions, rather than on the
intermediate step of supervising ambient air quality.
In the United States, in contrast, the responsibility of the federal government
has been confined to the setting of air quality standards (and emission standards for
several types of stationary sources), while state authorities are charged with work-
ing out implementation plans for meeting the standards and policing industry. The
division of power among national, state, and local authorities, as well as the restric-
tion of government interference in private industry, has thus produced a more com-
plex and diffuse approach toward pollution control than is found in the GDR and
France.
I.e. IMPLEMENTATION OF LEGISLATION
Just as the approaches toward the setting of pollution norms in France, the GDR,
and the United States seem to reflect the general institutional structure of each
country, the chain of authority set up to implement environmental legislation
follows a similar pattern.
For instance, the centralized management and planning characteristic of the
GDR government as a whole is reproduced in agencies for environmental protection.
At the national level, the "Council of Ministers" (Ministerrat) has responsibility for
policymaking, planning, and central management of pollution control activities.
The federal "Ministry of Health" (Ministerium fiir Gesundheitswesen) has been
given the task of setting ambient air threshold values and developing a nationwide
pollution monitoring system. Concomitantly, the "Ministries of Machine and Vehicle
Construction and Transportation" (Ministerium fiir Allgemeinen Maschinen-, Land-
maschinen-, und Fahrzeugbau and Ministerium fiir Verkehrswesen) must set
emission threshold values for internal combustion engines. Finally, the Ministry for
Environmental Protection and Water Management" (Ministerium fiir Umweltschutz
und Wasserwirtschaft) is responsible for assuring the coordination of all pollution-
abatement measures.
At the local level in the GDR, the distribution of tasks between "district councils"
(Riite der Bezirke) and polluters accords with the national policy of cooperation
between government and industry. Thus, emission threshold values for individual
plants are set by the councils with the help of the plants themselves. If a plant finds
it impossible to meet these limits, it must work with its local council to develop
plans for lowering emissions. Representatives of government and industry also
collaborate in planning "accommodation" measures to decrease the harmful effects
of unavoidable pollution, and "compensation" measures in case of injuries to
workers or damage to their living conditions. *
* Gesetzblatt de' DDR, "Fiienfte Durchflihrungsverordnung zum Landeskulturgesetz - Rein-
haltung der Luft," pp. 157-160.
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As in the GDR, the strong central government of France has stressed the central
coordination of pollution control activities. Since 1973, the "Directorate for the
Prevention of Pollution and Nuisances" (la Direction de la Prevention des Pollutions
et des Nuisances), within the "Ministry for the Protection of Nature and the
Environment" (Ministere de la Protection de la Nature et de l'Environnement), has
been responsible for preparing a national program for com batting pollution. The
"minister of the environment" (ministre de l'environnement) is in charge of a corps
of "environmental inspectors" and "regional environmental delegates" (inspecteurs
generaux de l'environnement and delegues regionaux d l'environnement); he has as
well ultimate responsibility for all environmental legislation, and must take action
during episodes of exceptionally high pollution. Several other ministers at the
national level are concerned with pollution problems, the "minister for industrial
and scientific development" (ministre du developpement industriel et scientifique),
the "minister of public health" (ministre de la sante publique et de la securite
sociale), and the "minister of the interior" (ministre de I'interieur).*
As far as actual regulation of noisome industries is concerned, the French govern-
ment uses the following clearly articulated procedures. Before a potentially danger-
ous plant may begin operations, it must receive authorization from the "Bureau of
Classed Establishments" (Conseil Superieur des Etablissements Classes), a service
under the jurisdiction of both the "Bureau of Mines" (Service des Mines) and the
departmental prefect. If the plant is permitted to open, it must conform to precise
technical prerequisites set forth as conditions of authorization. These include
specification of fuels to be used, permissible emission rates, and monitoring
procedures. The instructions result either from application of legal directives, which
have been worked out by representatives of the industrial branches and the govern-
ment, or (if no such directives exist for a particular type of plant) from the deliber-
ations of the "Bureau of Classed Establishments." After granting an authorization,
the inspectorate has the further responsibility of making periodic control visits, to
assure that the technical prescriptions are being followed. t
In the United States the chain of authority in environmental affairs is based
upon the traditional division of power between the national and state governments.
This has led to complicated federal-state interactions, in which states must win
federal approval for their pollution-control programs. On the federal level the EPA
is responsible for funding and coordinating research on environmental problems,
for trying to introduce conformity into pollution-abatement schemes across the
country, for giving financial support to local programs, and for establishing ambient
air quality standards and some emission standards. The administrator of the EPA
also has recently acquired the authority to bring willful violators of pollution laws
to court, and to order investigations of plants suspected of having illegally high
emissions.:!:
Wisconsin may be used to illustrate the role of state governments in pollution
control in the United States. In response to the requirements of the 1967 Air
Quality Act, the Wisconsin Department of Natural Resources (DNR) was given the
task of establishing a comprehensive air pollution abatement program for the state.
In 1970 it assumed responsibility for developing the "air quality implementation
plan" called for by the Clean Air Act Amendments. This plan had to provide for
* Jarrault, La Legislation Fram;aise, pp. 45-46.
t Ibid., pp. 9-20. See also Benarie, "Air Pollution Legislation and Governmental Controls of
Air Quality in France," p. 2.
:!: Hurley, Environmental Legislation, pp. 34-50.
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industrial emission standards strict enough to assure compliance with federal ambient
air standards, as well as emergency plans for pollution crises, a statewide pollution
surveillance system, and inspection of emitting plants. When the EPA rejected all
state implementation plans in 1973,* the Southeastern Wisconsin Regional Planning
Commission (SEWRPC) stepped in to work with the DNR. The two agencies are
currently cooperating in developing a Regional Air Quality Maintenance Plan,
which is based on an evaluation of SEWRPC's 1985 Land Use Plan and transportation
projections. The Wisconsin Public Service Commission is yet another state agency
involved in pollution control; it polices electric utilities by requiring them to submit
every 2 years a 1a-year plan for new construction. Before building is commenced,
the commission must also carry out an environmental impact analysis.t Thus, in the
United States, responsibility is not only distributed between federal and state
government, it is further spread among a multitude of state agencies.
I.D. AMBIENT AIR QUALITY ST ANDARDS
Before making cross-national comparisons, it is important to consider that the con-
cept of a standard may not be exactly equivalent in France, the GDR, and the
United States. In fact, the word standard is only found in U.S. legislation; here a
primary ambient air standard is defined as the "maximum level of a pollutant
which should be permitted to occur in order to protect human life," and a second-
ary ambient air standard is "the maximum level of the pollutant which should be
permitted to occur in order to protect animal and plant life and property from
damage, and thereby protect the public welfare from any known or anticipated
adverse effects of an air pollutant."t In the GDR, the term ambient air "threshold
value" is used in place of standard. This term is defined as "the maximum concen-
tration of a pollutant, which according to medical knowledge does not have a harm-
ful effect on the human organism."§ Its denotation is thus quite similar to that of
the U.S. primary ambient air standard. The term reference value is used in French
legislation to indicate desirable limits for pollution concentrations in the ambient
air. The sphere of applicability of such "reference values" is narrower than that of
U.S. standards and GDR threshold values, for they are used mainly in calculating
permissible chimney heights. ~
International differences may also be seen in the time periods for which a norm
or standard applies. For instance, the U.S. air quality standard for carbon monoxide
(CO) is given in the form of an 8-h average, while the corresponding GDR threshold
value is a 24-h average. Though these may be converted to a common time unit, the
original units might reflect different theories about the duration of pollution which
is likely to affect health.
The current limits for concentrations of selected pollutants in the ambient air of
the United States, the GDR, and France are presented in Table C.I. The figures
* The rejections resulted from the states' failure to consider the problem of maintaining clean
air standards, as population and motor vehicles increase.
t Section III in Appendix D describes energy/environment models in Wisconsin.
t Southeastern Wisconsin Regional Planning Commission, "Regional Air Quality Maintenance,"
p. II.
§ Gesetzblatt der DDR, "Fiinfte Durchftihrungsverordnung zum Landeskulturgesetz - Rein-
haltung der Luft," p. 157.
~ Jarrault, La Legislation Fran<;aise, p. 15. Also M. Benaire et al., "Etude de la Pollution
Atmosph&ique de la Ville de Strasbourg du ler Juin 1971 au 30 Juin 1972," (Vert-Ie-Petit:
Institut National de la Recherche Chimique Appliquee, October 24, 1972), pp. 11-12.
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TABLE C.l Highest Concentrations of Pollutants Permitted in the Ambient
Air of France, The United States, and the GDR (llg/m3)
co
SO.
NO.
HC
Particulates
Dust
Soot
France (24-11 av)
250
150
United States
10,000 (8-11 avt
40,000 (l-h av)
365 (24-h av)a
100 (annual av)
160 (3-h avt
260 (24-h avt
75 (annual av)
GDR(24-11 av)
1,000
150
40
150
50
SOURCE: Benarie, M. "Air Pollution Legislation and Governmental Controls of Air Quality in
France." Table 1. Gesetzblatt der DDR, Part I, No. 1B, 24 April 1973, "Erste Durchfiihrungs-
verordnung zum Landeskulturgesetz - Reinhaltung der Luft." pp. 164-166. Code of Federal
Regulations 40, part SO. Washington, D.C., July 1976.
a Concentration not to be exceeded more than once per year.
TABLE C.2 U.S. Emission Performance Standards for Fossil-Fuel-Fired Steam
Generation Units with Heat Input of More than 250 Million Btu per Hour
Pollutant
SO.
Particulates
NO.
Fuel
Liquid
Solid
All
Gaseous
Liquid
Solid
Maximum Emission per 10· Btu Heat Input (kg/2-h av)
.36
.54
.04
.09
.13
.31
SOURCE: Dunham, J.T., C. Rampacek, and T.A. Henri. "High-Sulfur Coal for Generating
Electricity." Science 1B4 (4134): 346-351, Apr. 19, 1974. In 1979, these standards were
being reviewed.
given for the United States are primary ambient air standards; secondary standards
are either the same or more restrictive than the primary standards.
When considering these figures, it is tempting to ask which country has the
strictest norms for air quality. It would appear that the GDR "threshold value" for
S02, ISO Ilg/m3 , is more rigorous than the French "reference value" of 250 Ilg/m 3 ,
and the U.S. "standard" of 365 Ilg/m~. (All are 24-h averages). However, it is dif-
ficult to judge whether one country's limits are uniformly more rigorous than those
of another, because comparable norms would not be found for each of the pol-
lutants under study.
I.E. EMISSION STANDARDS AND NORMS
France, the GDR, and the United States also show differences in their approaches
toward limiting emissions from stationary sources. A fundamental question is
whether emission standards are set at the national level for all plants of a given
type, or whether permissible emission levels are determined for each plant individ-
ually, on the basis of such factors as the existing level of pollution.
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In the United States, the national emission standards that have recently been
issued for new stationary power plants, certain types of chemical factories, and
incinerators are applied uniformly to plants of a given type. An example of emission
standards currently in effect in the United States may be found in Table C.2. In the
GDR, in contrast, permissible emission levels are set on an individual basis. For this
purpose, formulas have been issued for calculating permissible emissions at given
stack heights and pollution conditions. In France, emission regulations are similarly
tailored to plants individually. Technical instructions, including emission limits, are
worked out by the "Inspectorate of Classed Establishments" for each new plant
which receives authorization to begin operations. For some facilities, such as
thermal power plants, cement works, iron and steel mills, and incinerators, maxi-
mum admissible pollution concentrations have been standardized in legal directives;
but as Benarie has explained, "they are matched by the Inspectors to each individual
plant (e.g., by way of dispersion and stack height calculations)."* Specific formulas
for calculating required stack heights under given meteorological conditions and
existing pollution levels have also been issued by French lawmakers. The following
formula is one of the standard formulas used in France for calculating necessary
stack heights for a given level of emissions from new combustion facilities: t
h = J~: ~R~T
where
h stack height in meters
A 340 for S02, 680 for particulate matter.
q pollutant emission rate in kilograms per hour.
~ T temperature difference between the emitted gas and the ambient air
(annual average of area) in °C.
R gas rejection rate in cubic meters per hour.
em air quality reference values (.25 mg/m3 for S02, .15 mg/m3 for particulate
matter, minus the annual average S02 or particulate matter concentration).
A 1973 GDR legal text provides a table of values for "effective" increases in stack
heights, discriminated according to the amount of gas emitted, the speed with
which the gas is discharged, and its temperature. A second table indicates permissible
emissions of S02 on the basis of "effective" chimney heights and the existing level
of pollution. These values have been generated from a dispersion model.
In the GDR, emission limits for other pollutants are calculated according to the
equation:!:
where
ez the permissible emission of a given gaseous pollutant in kilograms per
hour.
* Benarie, "Air Pollution Legislation," p. 2.
t Benarie, "Air Pollution Legislation," p. 3.
:!: Gesetzblatt der DDR, "Erste Durchftihrungsbestirnmung zur Funften Durchftihrungsverord-
nung zum Landeskulturgesetz - Reinhaltung der Luft" pp. 166-171.
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TABLE C.3 French Motor Vehicle Emission Standards. (Allowable emissions
during a 13-minute standardized test.)
Legal Weight of the Vehicle (kg)
Below 7S0
7S0--8S0
8So-l,020
1,020-1,2SO
1,2S0-1,470
1,470-1,700
1,700-1,930
1,930-2,IS0
Above 2,ISO
co (g)
120
131
140
161
182
203
223
244
264
Hydrocarbons (g)
10.4
10.9
11.3
12.2
13.1
14.0
14.8
IS.7
16.6
SOURCE: Benarie, M. "Air Pollution Legislation and Government Controls of Air Quality in
France." Table 3.
the "multiplication factor" for other gaseous pollutants.
short-time interval, ambient air concentration threshold value of a
particular pollutant.
The "multiplication factor" is based upon the emission limits for S02 (which in
turn depends upon the general level of pollution existing in a given area, as well as
"effective" chimney heights).
These different approaches suggest an underlying divergence in the concept of
emission limits. In the GDR and France, the relationship between emissions and
ambient air quality has been worked out precisely: permissible levels of emissions
vary with existing ambient air concentrations. If changes in the ambient air quality
occur, for instance, because of the introduction of new industry, then emission
limits can be modified. In contrast, the emission standards being developed in the
United States are less flexible; it is just assumed that if industry complies with the
standards, ambient air quality will be protected. Thus, while U.S. emission standards
seem to be considered fixed quantities, France's maximum admissible concentrations
and GDR emission threshold values are more adaptable; they may be revised to
accord with new environmental conditions or even economic goals.
A more uniform approach has been taken toward limiting emissions from motor
vehicles in the 3 countries under study. French motor vehicle emission norms
comply with the stipulations of the Geneva Agreement of March 20, 1958; the
quantity of pollutants collected in a 13-minute standardized test may not exceed
the values presented in Table C.3. Nearly the same emission limits for carbon
monoxide (CO) were to be used in production controls in the GDR in 1975. It was
planned, however, that beginning in 1976 the norms for each weight of vehicle
would become more stringent.·
In the United States, emission norms for light-weight passenger vehicles are
expressed per vehicle mile rather than as the cumulative result of a testing period.
According to the 1977 amendments to the Clean Air Act, CO emissions are to be
limited to 3Ag per vehicle mile. NO", exhaust is to be cut to 0.1 g per vehicle
* Gesetzblatt der DDR. "Zweite Durchflihrungsbestimmung zur Fiinften Durchflihrungsverod-
nung zum Landeskulturgesetz," p. 3SS.
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mile. Automobile manufacturers have managed to obtain a number of deferments
for meetings these standards, however. The latest is until 1981.*
I.F. ENFORCEMENT STRATEGIES
The international differences noted in previous sections may also be seen in the area
of enforcement. The types of sanctions applied to plants which disregard environ-
mental legislation seem again to reflect the general institutional structures of the
countries under study and the relations between government and industry which
these engender.
For instance, the interest of the French government in controlling pollution in
the plants is expressed in the relatively high financial penalties currently in effect
for exceeding emission limits and hampering control checks. If a plant operator
refuses an inspection, he may be imprisoned for up to 3 months and fined from
400 to 20,000 F ($80 to $4,000). Unsatisfactory findings during an initial inspec-
tion can lead to a fine of 400 to 2,000 F ($80 to $400), as well as an injunction to
stop operations. An additional penalty of 100,000 F ($20,000) and 2 to 6 months
in prison can be imposed on an operator who ignores such an order. The effective-
ness of these control actions is suggested by the government claim that the percent-
age of plants found not to comply with emission regulations dropped from 20 in
1963 to 7 in 1969.t However, harder data on the frequency with which the fines
are applied would be needed, in order to evaluate the stringency of French control
strategies.
In contrast, the small fines levied against recalcitrant polluters in the GDR indi-
cate that financial penalties are not an important part of this country's air pollution
control strategy. Plants which do not adhere to pollution regulations during every-
day operations or pollution emergencies could be required to pay 10 to 300 M
($5 to $150). Numerous infractions in an attempt to gain unfair economic advan-
tage can result in a fine of 1,000 M ($500). "Dust and Exhaust Money" can
also be exacted from an emitting plant, based upon the length of time that emission
norms are exceeded and the pollutants involved. The imposition of this fine is
meant to be more constructive than punitive, however, for it is thought to supply
an economic stimulus for the installation of antipollution devices. GDR control
strategies seem in general to focus more on planning future decreases in emissions,
rather than on rigorously punishing current offenders. t
In the United States, the complicated division of responsibility for pollution
control between federal, state, and local government seems to have hindered the
enforcement of environmental legislation in the past. The 1963 Clean Air Act
empowered the administrator of the EPA to initiate an "abatement conference -
court suit" procedure to stop health-endangering pollution, but this has proved
inordinately time-consuming. (The procedure involves not only the EPA and the
delinquent industry, but also state, regional, and local environmental agencies, a
public hearings board, and judicial officials). The fact that the conference-hearing-
court suit process was used only 10 times in 7 years attests to its impracticality. §
Only since the 1970 Clean Air Act Amendments have federal and state
* Environmental Quality: The Eighth Annual Report of the Council on Environmental Quality.
Washington, D.C., Dec., 1977, p. 22.
t Jarrault, La Legislation Francaise, pp. 23,28.
t Gesetzblatt der DDR. "Fiinfte Durchftihrungsverordnung zum Landeskulturgesetz - Rein-
haltung der Luft," pp. 161-162.
§ Hurley. Environmental Legislation, pp. 34-50,58-59.
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environmental agencies had the authority to make investigations of emitting plants
and to initiate criminal proceedings. Willful violations can be punished with a
$25,000 fine per day and a year's imprisonment. While such sanctions have rarely
been applied, state and federal authorities seem to have been eager to take advantage
of their right to investigate emitting plants. In the last 6 months of 1974, for
instance, the EPA carried out 2,517 investigations with 234 enforcement procedures,
and states made 81,160 investigations and 7,205 enforcement actions.*
I.G. EMPIRICAL FINDINGS
France, the GDR, and the United States are currently in the process of extending
their networks of monitoring stations in order to collect more reliable and represen-
tative measurements of pollution concentrations.
In 1972 the French government developed a 5-year plan for expanding its net-
work of monitoring devices to include all densely populated or highly industrialized
areas, as well as for standardizing measurement procedures. The plan includes tying
authorization of "Classed Establishments" to participation in monitoring activities.
At the present time, available data are restricted to measurements of S02 and
particulate matter concentrations in 18 French cities.t
In the GDR, environmental officials are also in the midst of developing and
publishing standardized measurement procedures. In addition, plans have been
drawn up for establishing ambient air concentration "registers" in populated areas,
so that statistical data on background concentrations can be recorded. Currently,
dust and S02 concentrations are being measured in 19 cities and towns of the GDR.:j:
Until the late 1960s monitoring equipment was in operation in only 6 cities in
Wisconsin, a typical midwestern state in the United States. When the Department of
Natural Resources obtained authority to develop a statewide pollution control
program in 1967, it immediately began to extend monitoring activities. There are
currently stations in 29 cities, including 10 continuous monitoring sites. Particulate
matter and S02 are the pollutants most often measured, but a small number of
stations also monitor OXidants, hydrocarbons, COH, and CO. A centralized labora-
tory was opened in 1973 in order to facilitate quality control of analysis procedures. §
International comparisons of pollution concentrations must be undertaken very
* Hill, "Air Pollution Drive Lags," Times pp. I, 15.
t P. Jarrault, La Legislation Fran~aise, p. 33; 1. Syrota, "Les Donnees du Probleme de la Pol-
lution Atmospherique," Pollution Atmospherique, No. Special (July 1972) pp. 43 -44; Centre
Interprofessionel Technique d'Etudes de la Pollution Atmospherique (CITEPA), "Statistiques
francaises de la Pollution due a la Combustion," Study No. 40.; M. Benarie, "Etudes de la Pol-
lution Atmosph6.rique de Mulhouse, Strasbourg, Rouen, et Vaudreine," (Vert-Ie-Petit: Institut
National de la Recherche Chimique Appliquee, 1967 -1973).
:j: Manfred Zier, "Einige Ergebnisse von Schwebestaubmessungen in unterschiedlich verstaubten
Gebieten der OOR," In Erfassung und Auswirkung von Luftverunreinigungen, from the series,
Technik und Umweltschutz (Leipzig: VEB Deutscher Verlag fliI Grundstoffindustrie, 1972),
pp. 65-80; Gesetzblatt der DDR. "Erste Durchflihrungsverordnung zum Landeskulturgesetz,"
p. 162; Gerhard Mueller, "Das oekonomische Experiment zur Reinhaltung der Luft im Bezirk
Halle," In Technologie der Abwasserreinigung und Emissionskontrolle der LUft, from the
Series, Technik und Umweltschutz (Leipzig: VEB Deutscher Verlag flir Grundstoffindustrie,
1973), pp. 111-129.
§ State of Wisconsin, Department of Natural Resources, "1973 Air Quality Data Report."
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FIGURE C. I Particulate matter concentrations (annual average) vs. city popu-
lation for French cities (1967-1973).
cautiously, even if cities of similar size are considered. The mix of industries may
differ between cities, and measurement techniques have not been standardized.
Because of such uncontrolled factors, only tentative conclusions can be drawn from
Figures C.l, C.2 and C.3.
It must first be noted that there is a marked positive relationship between annual
average particulate matter concentrations and city size in each of the 3 countries
under study. If particular points are taken from the graphs and compared, it appears
that the GDR has the highest particulate matter concentration for a given city size,
followed by France and Wisconsin. For instance, the city of Plauen in the GDR
(population of 80,871) recorded an annual average particulate matter concentration
of 70 JJ.g/m3 in 1970, while St. Etienne in France (metropolitan population of
110,897) registered an annual average particulate matter concentration of 61 JJ.g/m3
in 1972, and Beloit, Wisconsin (metropolitan population of 81,880) reported an
annual average particulate matter concentration of 28 JJ.g/m3 in 1973. The findings
may be misleading, however, because of the need to compare readings from different
years and from cities with different types of industry.
It may be fairer to assess the success of air pollution control efforts by looking
at changes over time in each country. Of the 17 French cities for which pollution
concentrations could be obtained, 9 showed a consistent decrease in particulate
matter, and 8 in SOz, during the past decade. Readings in the remaining cities either
stayed constant or showed wide fluctuations over time. A French observer has
attributed the general improvement in France to a decrease in the sulfur content of
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FIGURE C.2 Particulate matter concentrations (annual average) vs. city popu-
lation for GDR cities (1965-1969).
fuel, to new regulations requiring taller stacks in emitting plants, and to the creation
of zones of special protection. *
In GDR cities, pollution control efforts during the latter part of the 1960s seem
to have been successful in holding pollution concentrations steady. None of the
cities for which readings were available showed a decrease in pollution by 1970, but
unfortunately, measurement results could not be obtained for subsequent years.
A survey of ambient air particulate matter concentrations in Wisconsin revealed
a consistent decrease at each measurement station between 1971 and 1973. The
EPA reported a 27-percent reduction in national levels of sulfur dioxide between
1970 and 1976, but less than half of the 313 air quality control areas in the United
States are currently meeting Federal particulate standards.t
I.H. CONCLUSION
The question of how three countries with very different political structures have
approached the same functional problem of controlling pollution is complex. This
comparative analysis of environmental legislation has suggested that the institutional
structure of each country has exerted an idiosyncratic influence on each component
of strategies for combatting pollution. In France, a highly centralized government
* M. Detrie, "Etude de l'Evolution de la Pollution due 11 la Combustion en France 1972-73-
74."·Pollution Atmospherique, No. 66, (April-June 1975), pp. 89-92.
t "The Delay in Meeting U.S. Clean Air Goals, The New York Times, Jan. 6, 1978, p. 18.
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FIGURE C.3 Particulate matter concentrations (annual average) vs. city popu-
lation for Wisconsin cities (1973).
can be shown from a long history of government initiative in the policing of industry,
the centralized administration of pollution control activities, and the seemingly
severe penalties for exceeding emission norms. The diffusion of power in the United
States perhaps underlies the gradual involvement of the federal government in the
area of pollution control, the delegation of responsibility for setting air quality
standards to the federal government and for controlling emissions to state and local
governments, the complicated procedure whereby federal approval must be gained
for state pollution programs, and finally, the difficulty in implementing effective
enforcement measures. The centralized decision-making and emphasis on cooper-
ation characteristic of the GDR may be seen in its comprehensive planning of
measures for decreasing pollution, the collaboration between government and
industry representatives in setting emission norms, and the self-policing of plants.
Whether the strategies of one country are more effective than those of another
in combating pollution cannot be determined at the present time. Final evaluation
of pollution legislation will have to await the full implementation of all the laws
currently "on the books." Most of the legislation in the three areas is so new that
target dates for compliance have not yet been reached, or have been subject to
deferments. For instance, technical instructions for combustion installations
issued in 1975 in France called for the installation of pollution monitoring devices
by 1978. The managers of plants built before 1976 were also given until 1978 to
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comply with emission norms.* For GDR briquette plants, 1976 was given as a dead-
line for meeting emission threshold values published in 1973.t In the United States,
16 states have won deferments until 1977 for the implementation of federally-
approved abatement programs, and many power plants and steel mills are seeking
deferments until the late I 980s for meeting emission standards.:j:
II. ENERGY-RELATED BUILDING PRACTICES
One energy-related area that has come under closer scrutiny recently in each of the
three regions, is standard-setting for energy use in buildings. Each region has devel-
oped minimum performance standards or recommendations for several types of
structures. The standards are generally becoming more comprehensive and more
strict as energy prices continue to climb and energy conservation measures become
more desirable. Minimum performance standards for buildings help prevent needless
energy wastage and encourage consideration of energy efficiency in building design.
The next three sections briefly describe the energy building codes and practices
in the GDR, France, and Wisconsin. A comparison of particular standards in the
regions is given in the final section.
II.A. THE GERMAN DEMOCRATIC REPlJBLIC
Alfred Wisch nat - Institut fur Energetik
Energy alternatives in construction have been attracting more and more attention in
recent years in the GDR as in other countries. Due to the growing trend towards
lightweight buildings, consideration of thermal insulation in construction is surpas-
sing static structural work in importance. The significance of thermal insulation in
construction does not just result from the need to preserve existing buildings but
above all from the intention to serve the people who use them. And, no less
important, thermal insulation in construction is also a question of economy,
especially where buildings are heated.
In the GDR, the National Standard TGL (Technische GiJte- und Lieferbedin-
gungen) 10 686, Sheets 1-6, dealing with "constructional-physical protective
measures/thermal insulation" must be applied to all problems concerning thermal
* Journal Officiel de la Republique Fram;aise, "Equipment et exploitation des installations
thermiques en vue de reduire la pollution atmospherique d'economiser l'energie." (July 31,
1975),pp.7778-7781.
t Guenter Deysing, "Die Entwicklung der Volkswirtschaft im Bezirk Cottbus und die sich
daraus ergebenden Aufgaben fijr die sozialistische Landeskultur." In Luftverunreinigungen in
bestimmter Gebiete und Technologische Verfahren zur Emissionsverminderung in the Series,
Technik und Umweltschutz (Leipzig: VES Deutscher Verlag fUr Grundstoffindustrie, 1974),
p. 15.
:j: Hill, "Air Pollution Drive Lags," Times, pp. I, 15. Also, U.S. Environmental Protection
Agency, "Progress in the Prevention and Control of Air Pollution in 1974," pp. 41-52.
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insulation in construction. In recent years this standard has been supplemented and
extended. As a result of this revision the new standard TGL 28707, Sheets 1-10,
dealing with "constructional thermal insulation" was binding in the GDR as of
January I, 1976. The principles governing this standard will be explained in this
section.
Principal Requirements for Thermal Insulation in Construction. To protect
against any moisture penetration, thermal insulation, along with heating, ventilating,
and air conditioning systems, will have to meet the following fundamental require-
ments
• minimum hygienic conditions for rooms permanently used by people
• functional efficiency of the building
• preservation of buildings by prevention of any penetration of moisture and
reduction of temperature-dependent stress in structural elements
• minimum expenditure on heating, ventilating, and air conditioning
Maximum efficiency must be the guiding principle when these requirements are met.
As an essential prerequisite for meeting these demands, the functional unity of a
building and the technical equipment installed has to be ensured in view of the
climate of the area of the site. For that reason the standard explicitly requires the
design engineer in charge of heating, ventilating, and air conditioning installations
to be drawn into planning and architectural activities at a very early date.
Thermal Resistivity of Structural Elements. Before special problems of thermal
resistivity can be dealt with in detail, some standard specifications concerning the
climate in the GDR need to be explained. The territory of the GDR has been divided
into 3 regions of thermal resistivity. These regions have been defined on the basis of
critical winter temperatures (outdoor air temperature established for the coldest
5-day period from 1901 to 1950). Winter temperatures calculated for regions I, 2,
and 3 were - 15°C, - 20°C, and - 25°C. With regard to wind and rainfall, a site is
characterized by the wind-rainfall index (WNI), expressed by the relation
Nv
WNI =
a
where
N mean annual rainfall in millimeters from 1901 to 1950
v mean annual wind velocity in meters per second from 1961 to 1970
a 1,000 mm • m/sec
The wind-rainfall indices in the 4 wind-rainfall regions specified for the GDR are
less than 2.0; 2.0 to 2.6; 2.6 to 4.0; and greater than 4.0.
Calculation of the thermal resistivity required of any structural element is to be
based on the consideration that inside wall temperatures must reliably meet con-
structional and hygienic requirements with regard to indoor temperatures. The site
of the building has to be classified according to the relevant thermal-resistivity
region and the wind-rainfall index taken into account. Building preservation pro-
ceeds from the need to prevent any generation of dew water. The dew-point tem-
perature of the indoor air determines the minimum thermal resistivity to be estab-
lished. The standard specifies admissible maximum values, which are mandatory,
for the temperature difference between indoor temperature t j and that of the inside
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surface of the structural element, E>j. Admissible maximum temperature differences
for inhabited rooms with an indoor temperature of 200 e and a relative humidity of
60 percent, for example, are for
• outside walls
• outside walls of corner rooms
• partition walls in flats (with heating systems that
can be controlled or shut off individually)
• roofing
An additional safety margin, which for example amounts to - 1.5°K in the case
of outside walls, has to be considered for inhabited rooms subject to hygienic
regulations. The minimum insulation values are calculated according to the equation
R = R o - (R j + Re )
where
R j = the heat transfer resistance of the inside surface
R e = the heat transfer resistance of the outside surface
R o is obtained from the relation
te = the temperature to be used in calculations for the thermal-resistivity
region involved.
The units of R are square meters - degrees Kelvin per Watt (m2 • °KjW).
If R e is assumed to be constant for all buildings in direct contact with outdoor
air in winter (0.04 m2 • °KjW, or, in terms of Q, the heat transfer coefficient, Q e =
25 Wjm2 • oK), R j will be between 0.07 and 0.17 m2 • °KjW (or, in terms of Q, Qj =
6 to 14 Wjm 2 • oK), depending on the kind of ventilation (gravity or forced-draught).
The standard gives all parameters needed to establish minimum thermal resistivity
for any particular application. For easier handling in everyday use, the standard
directly specifies the minimum thermal resistivity values for the most important
structural elements related to the thermal-resisitivity regions, e.g. for the outside
walls of inhabited rooms (tj = 20oe; relative humidity = 60 p.ercent):
• in thermal-resistivity region 1 - 0.50 m2 • °KjW
• in thermal-resistivity region 2 - 0.60 m2 • °KjW
• in thermal-resistivity region 3 - 0.70 m2 • °KjW
The standard not only recommends reference values for thermal resistivity;
because of unsteady temperature influences in summer conditions it also specifies
minimum values for the heat capacity of exterior structural elements. The criterion
applied is the temperature amplitude attenuation, which is defined as the quotient
of the daily outdoor air temperature amplitude and the reduced temperature
amplitude for the inside surface of the structural element. A temperature amplitude
attenuation of lOis, for example, required for outside walls with an arbitrary share
of glass elements and without direct exposure to the sun.
Economical Thermal Insulation. The requirements and reference values discussed
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so far are mandatory for the designing of buildings in the GDR. In addition, the
standard contains recommendations which should be used to assess thermal insu-
lation efficiency of structural elements in heated buildings. It is assumed that the
expenditure on installation and operation of a heating system depends on the
expenditure on thermal insulation. (The heating requirements of buildings needed
for heating system design, are calculated in the GDR according to National Standard
TGL 112-0319,'" dealing with heat requirements of buildings.) There is an obvious
need to design both building and heating system so that total expenditure is kept at
a minimum. The expenditure index G serves as the criterion for efficiency calcu-
lation.
where
J = investment costs in Marks per square meter (M/m2 ).
f = capital charge factor in inverse years (I /yr).
j = operating expenses in Marks per square meter per year (M/m2/yr).
index B = structural element.
index H = heating system.
The units of G are Marks per square meter per year (M/m2/yr).
Optimum thermal resistance, i.e. optimum insulating layer thickness of any
structural element involved, can be established on the basis of G. In cases where the
optimum resistance is lower than the minimum values prescribed by the standard,
the minimum values of the standard must be applied.
Summary. Thermal insulation in construction, especially the thermal resistivity
of structural elements, has attracted much attention in the GDR. National Standard
TGL 28 706, dealing with constructional thermal insulation, which was binding as
of January I, 1976, represents up-to-<1ate national and international knowledge and
experience in this field. Requirements and reference values will not only contribute
to ensuring and maintaining functional efficiency of buildings but will above all
serve the people who use them. Joint consideration of building standards and expen-
ditures with the aim of reaching an optimum balance is an essential factor in reduc-
ing the demands made on the resources of any national economy. It is especially
this point that future activities in the GDR will be concerned with in dealing with
thermal insulation in construction.
I1.B. FRANCE
Bertrand Chateau ~ Institut Economique et Juridique de ['Energie (IEJE)
France has to face very different climate conditions from north to south and from
east to west. There is a hot, Mediterranean climate in the south; a wet oceanic
climate in the middle west and north; and a continental climate in the east and in
the mountains. Therefore, 3 climate areas (A, B, and C) are distinguished in the
building standards as shown in Table CA. The degree-days and "basic minimum
'" This standard is being revised.
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FIGURE C.4 Length of the heating season for all parts of France.
external temperature" also differ widely among regions in France. The degree-days
for 83 meteorological points aggregated into 14 groups are given in Table C.5 and
the "basic minimum external temperature" for all the departments are listed in
Table C.6.
The lowest number of Celsius degree-days observed in France is 1,300 and the
highest is 3,300; the lowest basic temperature is - 14°C and the highest - 2°C. In
most parts of France (area B) 2,450 degree-days are considered to be a reasonable
average value.
The length of the heating season for each part of France is drawn on the map
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TABLE e.8 Energy Use in Residential Buildings (1972)
Fuel consumption
Electricity consumption
Total energy consumption
Per Unit Volume
112 X 10' cal/m'
9.2 kWh/m'
140 kWh/m'
Per Unit Floor Area
280 X 10' cal/m'
23 kWh/m'
350kWh/m'
shown in Figure CA. The length of the heating season varies from 190 days in the
north to 100 days in the south.
Criteria for Cu"ent Building Practices. Until the decree of April 10, 1974, con-
cerning insulation standards, there was no uniformity in building practices. The
only guidelines are those of the CSTB (Centre Scientifique et Technique du Bati-
ment) for low-rent buildings (Table C.7). Typical insulation of the different kinds
of buildings can be represented by the following ranges of the parameter G with the
unit kilocalories per cubic meter per hour per degree Celsius (kcal/m3 /h( C):
• small building, concrete, very cheap, bad insulation G
• small single-family house, traditional, 90 m 2 (e.g. in
Paris suburb) G
• average traditional buildings (before 1940) house G
apartment G
• very big buildings G
1.7-2.5
104-2.2
1.3-2.1
1.1-1.7
0.9-1.4
The average volume of the house or the apartments depends on the age of the build-
ings:
• buildings before 1949
• 1949-1961
• 1961-1970
• 1970-1975
house
apartment
house
apartment
house
apartment
house
apartment
V 180m3
V ISO m3
V 190 m3
V = 170 m3
V = 205 m3
V 185 m3
V 250 m3
V 190 m3
Actual Energy Uses. In 1972, the total volume of all the heated residential build-
ings was 2.88 X 109 m3 ; the energy consumption for heating, cooking, and air con-
ditioning was 322.8Gth* of fuel and 14.6TWh; the electricity consumption of
lighting, mechanical use, etc., was 120 TWh. The actual energy use in the residential
buildings for the year 1972 can be seen in Table e.8.
Total consumption by use is approximately:
• heating
• cooking
• hot water
• specific electricity uses (lighting and machinery)
285 kWh/m2
20kWh/m2
35 kWh/m2
IOkWh/m2
Building Codes. It would be too long and too difficult to present a complete
history of building code development. Two recent decrees seem to be important.
* 1 Gth = 10" cal.
..~j
1
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TABLE C.9 The Seven Classes of Housing Defmed by the 1974 Building Decree
I
II
III
IV
V
VI
VII
Independent
Independent
Nonindependent
Independent
Nonindependent
Nonindependent
Nonindependent
Nonindependent
Nonindependent
Value of Ratiob k
Indifferent
Indifferent
k> 1.75
Indifferent
k> 1.75
1.25 < k or;;; 1.75
0.75 < k or;;; 1.25
0.25 or;;; k or;;; 0.75
k or;;; 0.25
Habitable Space
V < 150m'
V;;. 150 m'
V<150m'
V;;. 300m'
V;;. 150 m'
Indifferent
Indifferent
Indifferent
Indifferent
a A room is independent if (1) it is not connected to any other dwelling, (2) the connected
dwelIing is not heated, or (3) the connected dwelling is partitioned into rooms of less than
15 m 2 •
b k is the ratio of the surface of the horizontal partitions, the sloping horizontal parts touching
the outside walls, the floor of the ventilation enclosure, or a nonheated room, to the habitable
surface.
• Decree 69-596 of June 14, 1969, which gave the general rules for the con-
struction of buildings for housing
• Decree 74-306 of April 10, 1974, which modified the prior decree with
regard to heating.
The purpose of the first decree is to make uniform the standards of construction
in order to guarantee the quality of the buildings for the users of those buildings.
The purpose of the second decree was to save energy in buildings (it was during the
oil shortage). Apart from these decrees there is a code made by the CSTB which is
fundamental from the architect's point of view but which is not a law.
The decree of April 10, 1974, was made by the government (the prime minister)
in order to minimize energy expenditures. It called for a constant temperature
of 18°C in residential buildings. It deals with two kinds of measures: one con-
cerned with insulation standards, and another concerned with the regulation of
heating systems.
This decree distinguishes 7 kinds of residential buildings (Table C.9), 3 climate
areas, and 2 steps in the practical application of the decree. For each kind of
building, each climate area and each step, it gives a minimum-allowable insulation
standard G, which is in units of kilocalories per cubic meter per hour per degree
Celsius (kcal/m3/htC). See Table C.I O.
Expected Effects of Decrees. The effects of this decree on the energy consump-
tion will appear increasingly in the next years. The energy consumption for heating
will be reduced by 40 or 50 percent for the residential buildings constructed after
July I, 1975. In the year 1985, between one-fourth and one-third of the residential
buildings will have been built with the new standards. Therefore, the energy con-
sumption in 1985 will be about 10 to 15 percent lower than the consumption that
could be expected without insulation standards. In 2000, 50 to 60 percent. of the
residential buildings will be built with the new standards, and energy consumption
for heating will be 25 to 30 percent lower than the expected consumption without
standards.
In France, the most important impact on the economy is the reduction of
imports of oil and natural gas and thereby the reduction of "the payment in
TA
BL
E
C
.l
0
M
in
im
um
Pe
nn
is
si
bl
e
In
su
la
tio
n
St
an
da
rd
s
by
H
ou
sin
g
Cl
as
s
as
Se
t
by
th
e
19
74
B
ui
ld
in
g
D
ec
re
e
(va
lue
o
fG
in
K
ca
l/m
3
•
h
•
0
C)
D
at
e
A
pp
lic
at
io
n
M
ad
e
fo
rP
er
m
iss
io
n
to
Bu
ild
M
ay
1,
19
74
Ju
ly
1,
19
75
H
ou
sin
g
Qa
ss
Cl
im
at
e
Zo
ne
A
Cl
im
at
e
Zo
ne
B
Cl
im
at
e
Zo
ne
C
Cl
im
at
e
Zo
ne
A
Cl
im
at
e
Zo
ne
B
Cl
im
at
e
Zo
ne
C
I
1.
98
2.
28
2.
49
1.
38
1.
50
1.
72
II
1.
85
2.
15
2.
37
1.
25
1.
38
1.
63
w
II
I
1.
72
1.
98
2.
19
1.
12
1.
25
1.
50
00 V
I
IV
1.
55
1.
75
1.
98
1.
03
1.
16
1.
38
V
1.
38
1.
59
1.
75
0.
95
1.
03
1.
25
VI
1.
20
1.
42
1.
55
0.
82
0.
90
1.
08
V
II
1.
08
1.
25
1.
38
0.
73
0.
82
0.
95
386
dollars." In the year 1985, 5 to 7 Mtep* will be saved each year, which represents
about $40~$600milliont , and in 2000, IS to 20 Mtep will be saved each year.
Another effect of the decrees that is also very important is the decrease of air
pollution of S02, NO", and CO. Burning one Mtep of heating oil gives about 14,000
metric tons of S02 in France; each Mtep of fuel, gas, or oil burned in a furnace
gives 2,600 metric tons of NO" (assumed to be N02) and 5,800 metric tons of CO.
II.C. WISCONSIN
J. Mitchell - University of Wisconsin - Madison
The designs and construction techniques used in buildings in Wisconsin have evolved
in response to many factors. These include the functions for which the building is
intended, the budget available to the builder, the style of the architectural firm
selected, and the construction materials and labor force available. It has only been
recently that energy requirements for space heating and air conditioning have
assumed some importance in the design of buildings. The energy used for these
purposes results from the interaction between building design and the regional
weather patterns.
Wisconsin has a climate with a relatively long cold winter and a relatively short,
mild summer. The heating season is approximately 180 days (6 months) long, with
monthly average winter temperature of about 20° F (- 7°C). The design winter
temperature in southern Wisconsin is - 10°F (- 23° C), and is the average air
temperature that is exceeded less than 22 h each year. Wisconsin has approximately
4,500 Celsius heating degree-days,t which is the sum (over the days in the heating
season) of the number of degrees that the air temperature is less than 18°C (65°F).
This value is a measure of the heating requirements for buildings in different regions.
In summer, the design temperature is 33°C (92°F). Cooling conditions, in which
the air temperature is about 26°C (80°F) occur for 500 h (20 days) during the
average summer.
Prior to the recent concern over energy, buildings were designed to meet the
objectives described above. Heating and cooling system requirements were usually
determined after the design was firm, and equipment selection was then made. The
space conditioning requirements were determined following the established
engineering procedures described in the handbook of the American Society of
Heating, Refrigerating, and Air Conditioning Engineers (ASHRAE).
BUildings in Wisconsin reflect this lack of concern over energy use. It is difficult
to accurately ascertain their total energy use, since design calculations are only for
the "worst" case operating conditions, and also may not reflect changes in building
operation or control.
In order to provide some information on energy use in buildings, we have con-
ducted a survey of commercial buildings in Madison, Wisconsin. These data, in
addition to the bUilding characteristics and function, consist of the monthly utility
records for the natural gas and electricity consumed over the last 4 yr. The buildings
range in gross floor area from 1,000 to 50,000 ft2 (100 to 5,000 m2) and in height
* Megatons of petroleum equivalent (Mtep) ;;;, II X 10" cal.
t If there is no electric heating during this period of time.
t Fahrenheit heating degree-days can be obtained by multiplying Celsius degree-days by 9/5.
I
i
;
ir
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from I to 8 stories. The types included are hospitals, schools, office buildings, retail
buildings, hotels, and food stores. Natural gas is used almost exclusively in these
buildings for space and water heating, and electrical use is predominantly for light-
ing, air conditioning, and office equipment.
The results of this survey are summarized in Table C.II. These results show that
building function is the major determinant of use. There is no influence of building
size on energy use. The energy use for space and water heating varies by about a
factor of 3 over all buildings, while electrical use varies up to a factor of 80. The
average total energy use for space and water heating is about 3 times that for elec-
tricity. The dollar costs associated with the average energy uses are about $0.3 and
$OA/ft2 /yr for natural gas and electricity. These low energy costs indicate the dif-
ficulty of motivating conservation measures solely by economic considerations.
Wisconsin Energy Code for Commercial and Industrial Buildings. Since 1914,
the state of Wisconsin has had a building code that specifies construction require-
ments for most commercial and industrial buildings. The provisions of this code
are enforced by the Department of Industry, Labor, and Human Relations (DILHR).
Enforcement is achieved by approval of the building plans by DILHR prior to con-
struction of the building. Until 1974, the code was primarily concerned with
requirements for structural integrity, safety, and health in individual buildings. It
was not concerned with energy measures for the state as a whole.
In December 1973, a committee of experts was appointed from the public at
large to develop an energy conservation code which would become law upon
approval by the legislature after public hearings, and upon adoption by DILHR com-
missioners. The Energy Conservation Committee first developed a set of emergency
rules which were permanently adopted in June 1974. These rules lowered the inside
design temperatures and the design ventilation requirements per person, and allowed
ventilation rates to be based on the actual occupancy of a building rather than its
maximum capacity. A second set of rules developed by the committee became law
in January 1975. These rules raised the winter outdoor design temperatures in the
state, specified maximum infiltration rates, and specified the maximum heat loss
through the building's exterior surface. This latter provision was quite controversial,
and was finally suspended in June 1975. The suspended rule underwent review by
another appointed committee, and the maximum heat-loss rule became part of the
Wisconsin Administrative Code as of December 1976.
The main effect of the majority of the provisions of the code is to allow archi-
tects and engineers to lower energy uses where feasible. As such, these provisions do
not apply to all buildings, and may not apply even to a portion of a building.
Thermostat turndowns and ventilation reductions are applicable to existing build-
ings, while the design specifications apply only to new buildings. The resulting
energy use changes are difficult to determine; however, it is felt that there will be
measurable savings.
The thermal performance specification sets an allowable maximum energy loss
through the building exterior surface. This maximum allowable heat flow through
the envelope area (walls, windows, doors, and roof) is specified to be 13 Btu/h-ft;
(I30kJ/h-m2 ).* The nature of this rule allows an estimate of energy savings both
for specific buildings and for the state as a whole. The energy changes depend on
resulting changes in building construction techniques and on the continued pattern
of construction of commercial buildings. Both of these effects are difficult to assess.
The result of a selected survey of building plans made early in 1974 is shown in
• ft~ = the number of square feet of envelope.
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TABLE C.12 Designed Space Heating Energy Use in Commercial Buildings in
Wisconsin
Envelope Heat Loss Number of Buildings
(Btu/h • ft~) (I 974)
20-30 10
15-20 4
13-15 7
10-13 7
5-10 1
Average envelope loss in 1974: 17 Btu/h • ft~; in 1975: 15.2 Btu/h • ft~.
Number of Buildings
(I975)
} 79
19
59
34
Table C.12. This survey showed that buildings are currently designed for an envelope
heat loss of about 17 Btu/h-ft2 • A larger survey made in the summer of 1975 after
the rule had been suspended is also shown in Table C.12. This shows an average
envelope heat loss of 15.2 Btu/h-ft2 . Clearly, there has been increasing concern over
energy use, mainly through awareness of energy price and availability. The rule, if
in force, would have served to change the design of about one-half of all buildings
constructed. The remainder would have met the design requirements without
enforcement.
Energy projections for the state were made to evaluate the effect of the code. In
the absence of the code, it was estimated that buildings would have an average
envelope heat loss of 16 Btu/h-ft~, while with the code the value would be 13 Btu/
h-ft:. For both cases it was assumed that floor area would increase in proportion to
the projected population increase. The energy savings in the year 2000 resulting
from the code are estimated to be approximately 0.7 X 1012 Btu/yr, or about 4 per-
cent of the expected total heat loss through the walls. This is approximately 0.4
percent of the energy use in the commercial sector. In terms of energy, this rep-
resents a saving of approximately 7 million fe of natural gas, enough to heat
roughly 2,000 homes in the year 2000. Thus, while the savings are a small percentage
of the total energy use, the effect on given users may be significant.
Evaluation of the direct economic impact of the thermal performance specifi-
cation was controversial. It was recognized that additional costs would be involved
in constructing buildings, and that these might be on the order of 3-5 percent of
the total building cost. Even though the cost of the added insulation could be
recovered in a few years, it forced a significant increase in first cost, which, in the
current economic situation, is seen to be a deterrent to construction.
Secondary economic effects were anticipated by the glass and masonry industries.
The performance specifications discourage installation of glass over large areas, and
lead to increases in the cost of masonry walls by requiring added insulation. The
specific economic impacts are difficult to evaluate, but in view of the current con-
struction industry slowdown, any adverse effects were felt to be intolerable.
Summary. The construction techniques used in Wisconsin buildings have evolved
with time in response to energy price and availability. The engineering and archi-
tectural professions have recognized these increased costs, and have, in general,
designed buildings accordingly. Energy codes serve as a ceiling for those building
owners who can afford to disregard energy prices. The savings in energy use through
building codes is a small proportion of the total energy use. However, energy savings
may still have a significant effect on those users who would otherwise be unable to
obtain fuels. The scope of energy codes, the political processes required for their
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implementation, and the economic considerations all serve to make codes a contro-
versial mechanism for energy conservation.*
II.D. SUMMARY AND COMPARISON
The three preceding sections demonstrate the increasing concern for energy efficient
building practices in each of the three regions. Standards or recommendations con-
cerning energy losses from various types of buildings exist in each region. These
standards typically represent minimum performance as determined by the standard-
setters; the standards are not determined from minimization of total costs, includ-
ing factors such as fuel, insulation, and interest costs.
Close examination of the three preceding sections reveals that comparisons of
the standards of the regions is difficult because the bases for standard-setting in the
three regions are different. For example:
• GDR - standards set for the minimum thermal resistivity for several types of
surfaces (e.g. outside walls, outside walls of corner rooms, and roofs) for three
climate zones.
• France - standards set for maximum heat loss per unit time, temperature dif-
ference, and volume for several types of residential buildings for three climate zones.
• Wisconsin - standards set for maximum heat loss per unit time and area
(excluding infiltration and ventilation) through total building envelopes (walls,
windows, doors, and roof).
In spite of these basic differences between the regions in philosophy of standard-
setting, an attempt was made to compare the standards for the outside walls of
buildings. As shown in row I of Table C.13, each of the regions is divided into
several climate zones. It is noteworthy that the ranges in minimum design tempera-
tures (row 2 of Table C.13) and the ranges in heating degree-days (row 3) used in
the regions have little overlap; that is, Wisconsin has the coldest climate with mini-
mum design temperatures of - 23 to - 32° C, the GDR is next coldest with - IS to
- 2SoC, and France is the warmest with - 2 to - 14°C. These temperature and
degree-day data indicate that, if energy costs, insulation costs, and other costs were
the same in all regions, larger expenditures would be justified for energy conservation
in Wisconsin than for a similar building in the GDR or France. However, energy
prices, material costs, and other economic factors are not the same in all three
regions. Therefore, the economic optimum for insulation would be different for
similar buildings in each of the regions even if the climates were identical. Such
economic differences can be expected to affect standard-setting although the
standards are not intended to be economic optima.
* Following considerable additional discussions, a new Wisconsin code defining energy standards
for all new public and commercial buildings (including residential buildings with more than two
units) took effect in July 1978. It specifies maximum allowable heat flow through the envelope
area according to the number of stories, e.g. 12Btu/h/ft' for 1- or 2-story buildings; 13 Btu/
h/ft' for 3·m 4-story buildings, and still larger values for higher buildings. This code also
institutes, for the first time in Wisconsin, energy equipment design performance standards, e.g.,
combustion efficiencies. In the residential sector, a new code was put into effect in December
1978 for construction of new 1- and 2-familY dwellings; it includes thermal transmittance
standards. See J.S. Buehring, "Energy Conservation and Fuel Strategies in the Residential and
Commercial/Service Sectors," in W.K. Foell (ed.), Proceedings of the 1978 Conference on
Alternative Energy Futures for Wisconsin (Madison: University of Wisconsin - Madison, 1978).
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A description of the conditions for the standards for outside walls of buildings
are listed in row 4 of Table C.13. The actual standards or recommendations are
listed in row 5. Two different standards are listed under the Wisconsin column. The
first is the current standard being used by the Department of Industry, Labor, and
Human Relations. The second is the standard recommended by the American
Society of Heating, Refrigerating, and Air Conditioning Engineers (ASHRAE). The
ASHRAE standards or a modified set of standards similar in structure to them may
be used in Wisconsin in the future.
Out of the many possibilities for comparison between the regions, the allowable
heat loss through an outside wall of a two-storey building was arbitrarily selected in
row 6. The assumptions and qualifications listed in the table should be carefully
noted. Since there are so many differences in assumptions and techniques, the
similarity of the overall results exhibited in row 6 is surprising. In each of the
regions, less heat loss is allowed (more insulation is required) in the colder zone
than in the warmer zone. The allowable heat losses appear to have some relation-
ship to the climate data. These standards can be expected to change from time to
time, as energy costs continue to climb and closer scrutiny is given to energy prac-
tices in construction. As indicated in a footnote to Table C.13, the French standards
have already become more strict than those shown in the table.
III. ENERGY -RELATED PRICING PRACTICES
The following sections on energy prices and pricing policy in France, the German
Democratic Republic, and the United States, reveal many differences in institutions,
policy goals, and political constraints. Despite these obvious differences, what are
revealing are the common themes that develop in each of the next three sections.
The most notable is that in each region, price levels were found to be at inappro-
priate levels, with the common realization that prices needed to be adjusted on a
continuing basis to meet the needs of the changing resource, economic, social, and
political situation. Another common theme was the recognition of the high capital
costs involved in supplying energy and the need to guarantee the fiscal soundness of
the energy supply sector, whether private or public, so that it can compete in the
financial markets. A related theme was the commonly recognized principle of
marginal or incremental cost pricing which was seen as a necessary condition to
achieve economic efficiency. In each of the countries, however, this principle was
qualified in application by the reality of numerous constraints and trade-offs.
Finally, each region is shown to be highly sensitive to and influenced by changes in
the international energy markets.
Any comparison of pricing in the three countries also requires recognition of the
differences in the three regions. In both France and the GDR, the regulatory auth-
orities are national and centralized. The United States has both national and state
regulatory control. In addition, different regulatory bodies have responsibility for
the various energy types. It is perhaps this characteristic combined with the private
ownership of the energy supply industry in the United States which has led to the
split between principle and policy. In the GDR and France, the principles and
policy are more closely related although clearly not the same for the two regions.
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In the GDR, the consumer is protected by fixed prices in energy and industry
bears the brunt of the price increases. France exhibits the opposite tendency -
the competitive position of industry is protected with lower energy prices than for
the domestic sector. In the United States, a clear pattern emerges only in the form
of the consistency with which various interests jockey for position. To reiterate a
previous point, however, none of these pricing arrangements were found to be
satisfactory and in each nation, change in prices and pricing policy is continuing.
lILA. THE GERMAN DEMOCRA TIC REPUBLIC
L. Jordan - lnstitut fiir Energetik
In the German Democratic Republic, price control is operated and supervised by
the designated public authorities. These authorities have to enforce and supervise
the application of the principles of state-controlled price policy, which has been
defined and decided by the government under the direction of the Socialist Unity
Party (SED), the leading political party. Central controlling power has been delegated
to a Price Board headed by a minister, who is directly responsible to the Council of
Ministers for the implementation of the state-controlled price policy.
One of the most important principles which is never ignored by the party execu-
tives and the government is the stability of consumer goods retail prices and of
charges for services to the population. The Council of Ministers has decided on a
policy published in the Official Gazette of the GDR, committing all public auth-
orities and economic executive bodies within their fields of activities to invariable
observance of this socioeconomic principle. Supervision is conducted by the public
authorities themselves with price supervising committees set up by the Supervisory
Bureaus attached to the public authorities at all levels.
Other general principles of the price policy pursued in the GDR concern
• Serious consideration and efficient planning of necessary price variances
• Centralized decision-making concerning steps to alter prices on the basis of
cost calculation, in terms of the productive sector of the national economy and in
terms of the constquences for the consumer (central price concept)
• Close approximation of prices to the estimated value of the socially necessary
expenditure of labor for products and services
• Economic stimulation applied to supplying and consuming enterprises, with
the aim of encouraging objectives of national economic importance (e.g., establish-
ing a predefined energy demand structure or efficient use of energy), with the price
acting as an economic incentive
• The binding character of any newly-fixed price for all producers and con-
sumers of products and services
The price policy pursued after World War II and also after the GDR was set up in
1949 is based on the principle of maintaining the prices (frozen prices) that were
valid in 1944 and after, and exceptions have been made only in individual cases
where alterations were reasonable (but not in the energy supply industry). At the
end of the 1950s and early in the 1960s, economic and organizational developments
in the GDR made it necessary to evaluate the material asset, i.e. capital goods and
current funds, and the results of material production in new terms. The gap between
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cost and prices has become so wide in the past 15 to 20 yr that the prices obtained
for primary industry products has in many cases not even covered costs. This
experience at last led to the preparation and step-by-step execution of an industrial
price reform (IPR) for the national economy of the GDR. The first stage of the IPR,
which already included the energy supply industry, started April I, 1964. It resulted
in an increase in energy prices of, on the average, 60 to 80 percent. Thus, the objec-
tive of IPR, to establish the principle of economic efficiency (recovering of costs
and generation of profits) in individual enterprises and corporations, was achieved.
The very name of the IPR indicates that only the prices to industrial producers
were altered. Prices of consumer goods to be paid by the public remained constant.
In this way the socio-economic principle of price control was defined and consist-
ently applied in close cooperation with the other general principles stated above.
In the course of further economic progress in the GDR, there has been increasing
awareness that the financial means required to renew and indefinitely extend the
productive fund, i.e. capital goods and current funds, would in the future have to
be provided by the enterprises and corporations themselves; responsibility would
rest with the individual management. This arrangement, which is still fully valid,
was defined as the principle of self-generation of the financial means needed for
extended production. It increases the scope of individual responsibility born by the
directors of enterprises and corporations, and economic executive bodies for
organizing and financing the reproduction process as far as the departments they
head are concerned. In the energy supply industry, this problem is of particular
importance for price fixing in view of the very high funding requirements involved
in energy production or generation and supply.
Any enforcement of the principle stated above, concerning self-generation of the
financial means needed for extended reproduction, requires, however, that the
share of profits contained in the price has to be calculated in consideration of the
productive funds already advanced. For the energy supply industry this arrange-
ment actually results in relatively low fund-related profitability rates as compared
with the average calculated for all other industries within the national economy.
The profitability rates related to cost-pricing, however, are substantially above the
national economic average. This situation is due to the ratio of fund expenditure to
cost-price, which in turn can be related to the high funding requirements that mark
the energy supply industry.
On the basis of the knowledge discussed above, energy supply prices were calcu-
lated in the years from 1968 to 1970 for the 1971-75 five-year plan period. These
energy supply prices were calculated and fixed according to the general principles
governing state-eontrolled price policy and price setting, previously explained, with
the following additional guidelines relating to energy supply price policy:
• Very close approximation of energy supply prices to the socially necessary
expenditure of labor for energy supplies
• Approximate calculation of the socially necessary expenditure of labor from
the average cost in the industry and the previously centrally fixed average fund
profitability rate, as related to the entire national economy
• Consideration of necessary cost-price deviation in view of actual conditions
in the 1971 ~75 five-year plan period (e.g., relative price for fuel oil and city gas)
• Avoidance of subsequent price alternations in the energy-intensive industries
within the national economy in the 1971-75 five-year plan period
• Prevention of any price rises affecting the population, religious communities,
and other consumers; reduced price increases for agricultural enterprises (increase
up to the industrial price level planned for December 31, 1970, according to IPR)
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• Freezing the new energy supply prices for the first time ever, for a period of
at least 5 yr (up to December 31, 1975).
The energy supply prices worked out according to these guidelines were declared
binding for the 1971-75 five-year plan period by the Council of Ministers. Changes
in the price levels of energy were associated with some changes in rate schedules.
This did not result, however, in any breakthrough with respect to the required
simplification of the rate system (above all for electric energy) which has been
sought for years. The prices and rate schedules were substantially altered in pro-
portion to the price level that had developed for the energy supply involved. Supply
types were maintained with the only changes concerned with the relation between
price levels of various substitutable energy supplies.
On the basis of price analyses drawn up for the years 1972 and 1973 and of
investigation into the effectiveness of the energy prices, which are taken from 1975
for the 1976-1980 period, an "energy supply price concept for the 1976-1980
period" was worked out. The expenditue and price calculations carried through led
to further substantial alteration in energy supply prices beginning January 1, 1976.
These price alterations were approved in March 1975 by the GDR Council of
Ministers.
When the new energy prices were calculated, the following special principles
were applied to energy supply price determination:
• The socially necessary expenditure of labor for the supply of energy, calcu-
lated for the year 1985 with the aid of the reproduction model of the GDR energy
supply industry, served as the basis or starting point for all price calculations.
• In addition, the development trends of foreign trade expenditure for the
import of energy in the next 10 yr were taken into account.
• Necessary value-price deviations, which result from the application of the
particular energy form and from the ratio of value to utility (e.g. in the case of city
gas) should be considered.
• No price alterations should affect the population, religious communities,
agriculture (to some extent), and other consumers specified in the price regulations.
• There should be payment of product-related subsidies out of the public budget
for energy suppliers who supply consumers allowed to pay low prices and for
energy suppliers whose industrial sales price has been specified so that it is below
the socially necessary expenditure of labor (e.g. in case of brown coal and coke).
• Calculated energy prices should for the first time be oriented towards long-
term applicability, i.e., over a period of about 10 yr.
This energy price alteration has been connected with a rearrangement of price
lists and rate structure. These prices and rate structures are expected to be more
intelligible and easier to apply.
III.B. FRANCE
Daniel Blain - Delegation Generale d I'Energie, Ministere de l'Industrie
In France, the production, transportation, and distribution of gas, electricity, and
coal are primarily supplied by public firms. In addition, the state also possesses
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regulatory control of the petroleum industry. Within this general context, the prices
of energy can be considered as being administered; their determination is subject to
economic fluctuations, financial factors, and international constraints. The past
development of energy prices allows us to discern a number of principles which are
applied in the setting of energy prices.
Principles for Setting Energy Prices
In an economy operating at the optimum, the prices of goods are equal to marginal
costs. From a dynamic perspective, one must consider the marginal costs of medium-
range development. Under marginal cost pricing, whatever the market situation,
monopoly or more or less perfect competition, the choice of firms and consumers
are properly directed and waste is avoided. For more than a decade, this principle
has served as a guideline for the general orientation of energy price setting. For
example, during the years from 1960 to 1970, energy prices decreased, in constant
prices, due to the decrease in the price of imported energy and increases in produc-
tivity. Moreover, the structure of prices for a given energy commodity for different
uses is similar to the structure of the development costs. The best example of this is
price setting for residential, service, and industrial uses of electricity.
The problem of administering prices is made more complex when constraints or
economic objectives are taken into account. These constraints lead to modification
of the structure and the level of some prices. Thus the policies of regulation may
lead, during periods of increasing inflation, to postponement of certain price
increases. The goal of ensuring the competitive position of French industry justifies
the desire to adjust energy prices for large industrial consumers to the price level
found in other countries. Finally, the consideration of external costs such as those
relating to employment, the environment, or security of supply, may justify the
price difference found between the production level and the consumer level; these
differences are effected by means of taxes or subsidies.
Administrative Procedures Employed for Setting Energy Prices
The firms in the energy sector are placed under the dual guardianship of the Ministry
of Economy and Finances which officially publishes energy prices - the tariffs for
public gas and electricity utilities, and the maximum price (scale price) for coal and
petroleum industries. From the level of prices previously set, firms can request a
rate change for reasons such as variations in the price of imported energy, increases
in production costs related to the increase of the general level of prices and salaries,
or due to difficulties in financing new investments. The firm's request is examined
by the public authorities who establish new prices taking into account the particular
situation of the firm and the general economic climate. The price adjustments are
established by agreement between the firms and the regulating authorities. The final
decision results in a compromise between the general principle of marginal cost and
the realities of economic fluctuations or permanent constraints. Thus, during a
period of inflation the increase of administered prices tends to lag behind that of
the general level of prices and results in a later recovery of costs.
Increase of Energy Prices Since the End of 1973
At the end of 1973, the price of crude petroleum tripled from 90 F/ton to
270 F/ton." This increase justified an increase in the price of refined petroleum
.. A franc is approximately equal to 20 cents.
j
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products of 198 F/ton. The price setting of petroleum products is complex because
they are linked products obtained by refining. For a given crude petroleum price,
the price of each product will be within a broad range which is determined by the
technical costs of conversion by cracking. When considering these costs on a short-
term basis, these technical costs do not playa role because new conversion facilities
cannot be rapidly added.
The increases in price decided upon at the end of 1973 and at the beginning of
1974 were determined by the global energy prices and policy, and by international
constraints. During such periods of inflation and instability in foreign trade, it
seemed desirable to minimize the financial pressure on industry in order to preserve
competition, and instead to put the larger price increase on fuels purchased for
private (household) use. Thus there was a rise of 125 F/ton for residual fuel oil,
160 F/ton for gas and oil, and 400 F/ton for motor fuels. Such a price increase
structure was made possible by the fact that the other European countries adopted
a similar policy. In fact, significant price divergences between various countries
would have resulted in grave perturbations in the exchange of refined products.
The rise in petroleum product prices had two consequences: on the one hand
they perceptibly increased the production costs for large users, and in particular
for central power stations, and on the other hand they created distortions in the
combustion fuel market and encouraged the consumer to switch to gas or coal
since the prices of these two fuels had not changed. This orientation was certainly
desirable for medium-range planning but could not be immediately realized for lack
of availability of gas and coal.
The setting of energy prices at the beginning of 1974 took into account the tech-
nical and economic constraints peculiar to the energy sector and also general
economic constraints, particularly the inflation problem. Thus the first electricity,
gas and coal price increases were lower than they theoretically could have been. The
increases in electricity prices were below the increase in production costs and the
rate increases were larger for the residential sector than for the industrial sector.
Similarly, the increases in price of industrial and residential gas were below those
for residual fuel oil and residential fuel oil.
During the latter part of 1974 and 1975, new increases in energy prices were
instituted which made the prices for diverse energy commodities more consistent.
It should be noted that at the time of new increases in the price of raw petroleum,
there was an increase in the price of heavy and residential fuel but not of motor
fuels. Similarly, new increases in the price of electricity and gas caused the ind ustrial
rates rather than the residential ones to increase.
With the rate of inflation remaining rather high, the increases in energy prices are
decided upon with great caution, especially because the public is particularly sensi-
tive to any increases. However, the increase in imported petroleum prices which
appears permanent has led the government to adopt a new energy supply strategy
based on energy conservation, the development of nuclear energy, the increase in
natural gas consumption, and petroleum research in France.
This strategy requires an important investment effort which creates financial
problems for the energy companies. Price levels should be sufficient to provide
access under favorable conditions to national and international financial markets.
It is through the conciliation of the various constraints and medium-range develop-
ment objectives and through price increases from time to time that the decision-
makers will be able to adapt the energy market to the situation created by rapid
price increases of petroleum.
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III.C. THE UNITED STATES
Charles Cicchetti - Wisconsin Office of Emergency Energy Assistance
There are many characteristics one may assign to the manner in which energy prices
are established in the United States. But two of them are decidedly inappropriate;
they are neither established in a freely competitive manner, nor, in a consistent one.
In addition, the explosion in world oil prices in 1973 greatly changed the energy
pricing practices in the United States. The manner in which energy prices are estab-
lished and affected by government policy in the U.S. will be discussed. There will
be a discussion of pre-embargo oil prices, current oil price policy, natural gas pric-
ing, electricity pricing, other primary energy sources, and current prospects for
change. *
Pre-Embargo Oil Pricing
Despite the fact that some of the staunchest advocates of free enterprise capital
economics in the United States are members of the oil industry, that sector is the
most protected and favorably regulated major industry. Many people in the world
have discovered the meaning of the words oil cartel since 1973. However, consumers
in the United States have always had to confront the realities of a cartel for oil. The
form of this cartel has often changed, but its effects of controlling prices and
quantities has been quite real. The current OPEC-dominated (Organization of
Petroleum Exporting Countries) cartel is different, due to its foreign origin, but the
concepts of restricting supply to keep prices high and competition slight are normal
for the U.S. oil industry.
The history of the U.S. oil cartel can be outlined as follows.
• John D. Rockefeller gained control of a large part of the refinery capacity in
the United States, but was forced to break up his empire by the U.S. government.
• The governments of producing states in the early part of this century enacted
conservation laws. Each state set production levels that controlled supply and
helped keep the prices of crude oil, taxes to the state treasury, and oil producers'
profits high.
• When the economic depression of the early 1930s hit the U.S. economy,
demand for crude oil dropped sharply. Producing states and oil companies started
to drop their oil prices to compete for this reduced demand .. President Franklin D.
Roosevelt developed and promoted legislation that formed an Interstate Oil Com-
pact Commission. This act required the producing states to coordinate their pro-
duction restrictions, and made it illegal for any state to sell oil that exceeded the
agreed-upon amount. The federal government of the United States established,
acting with the state governments, the quantity of oil that would be produced in
the United States.
• After World War II the United States was no longer self-sufficient in crude oil
production. The vast reserves in the Middle East provided an alternative source of
* This paper, presented at the initial workshop (November 1975) of the research project, placed
considerable emphasis on policies and debates current at that time. Many of these policies and
conditions have changed since then. However, the editor and research team members feel that
this paper nevertheless provides one important perspective on energy-related pricing practices
at a crucial time, and therefore chose to leave this paper in its original form.
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reserves at very low cost. In order to protect domestic oil producers, a voluntary
import quota program was established by President Eisenhower in the early 1950s.
When the voluntary program failed, President Dwight D. Eisenhower established a
mandatory oil import quota program which he claimed was for national security
purposes. This program also established that imports be set at a fixed percentage of
domestic production, and once again supply was controlled by the federal govern-
ment of the United States. Since domestic production was fixed by state and
federal government, and the basis for imports was the level of domestic production,
this meant that the entire supply of crude oil to the United States was controlled
and prices kept high.
• From the late 1950s until the spring of 1973 import quotas and domestic
production were fixed by the United States in order to keep out cheap foreign
imports and to keep the U.S. domestic oil producers protected from that source of
competition. This meant that the United States paid twice as much for crude oil
consumption as it would have paid had imports been allowed to freely enter the
United States. It also meant, as some critics of the program have indicated, that
the national energy policy of the United States was "to drain America first."
By the end of 1971 and early 1972 it was clear that domestic oil production
in the United States was leveling off. At the same time, demand for petroleum
products continued to increase at a brisk pace. This put pressure on President
Richard Nixon to increase the oil imports that were allowed to enter .the United
States. He did this on a temporary emergency basis. This meant that the U.S. oil
industry was encouraged to lobby for favorable legislation in Washington D.C.
rather than search for oil in the oil production regions of the United States. It also
meant that U.S. refinery capacity was built outside of the United States because of
the enormous capital investment and the uncertainty about continued imports of
crude oil caused by their temporary nature.
• During this same period the oil petroleum exporting countries were showing
an ability to increase the posted price that was used for the purposes of calculating
tax responsibilities of the major oil companies that were producing in the OPEC
nations. During this period the amount of tax that was being paid per barrel was
permitted to be credited against the U.S. corporate income tax obligations of these
same companies for the United States portion of their business. This meant that
multinational oil companies were willing partners in the OPEC price increases prior
to the embargo. The taxes could be paid out of U.S. tax obligations, and, at the
same time price increases attributed to posted price increases were permitted to be
passed on to consumers in the United States.
• By the spring of 1973, President Nixon, under pressure from major oil
companies who were unable to get sufficient crude oil for their refineries to meet
the demands of their customers, ended the Mandatory Oil Import Quota Program.
This meant that for the first time large quantities of nonquantity-controlled pro-
ducts and crude oil would be permitted to flow into the U.S. economy. At that
point, the U.S. price of crude oil was about $4.25 per barrel, while the imported
price of that same crude oil was only about $2.00 to $2.50 per barrel.
The 1973 Oil Embargo and Current Oil Pricing in the United States
Just prior to the announcement of the OPEC embargo in 1973, a slight decrease in
the cost of crude oil in the United States was perceived. But, before consumers
could gain the benefit, war broke out in the Middle East. Along with that war came
the political and economic realization of the strength that the producing countries
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possessed with respect to world oil pncmg. The price of foreign oil increased by
more than 500 percent in less than 6 months. In addition, the quantity of oil that
was available for consumers was curtailed.
In the United States it was initially believed that the embargo would matter very
little because only a small part of the U.S. imports, which were then less than 30
percent of daily consumption, were coming from OPEC nations that were involved
in the embargo of 1973. A miscalculation had been made, however, for the oil
refineries that were built outside of the United States to meet the U.S. needs during
the latter part of the mandatory Oil Import Quota Program were cut off from
supplies and therefore could not supply the U.S. market. This increased the size of
the U.S. shortage far beyond what had been expected. In addition, domestic oil
prices were allowed to increase a minimum of 25 percent over the pre-embargo level.
This fact, plus a decision which allowed any new U.S. oil production to be priced at
the OPEC level, resulted in enormous profit increases for U.S. oil companies.
During the shortage the United States formed the Federal Energy Administration.
A two-tier pricing system of crude oil was established in the United States. It also
established an allocation system in order to have all the states share the petroleum
shortage equitably. This was done for petroleum products as well as for crude oil.
Although the embargo has ended and the petroleum shortage is less important
because a slight surplus of petroleum products exists in the United States today,
programs established in 1973 to deal with the shortage have still been retained. Two
of these programs are being debated continuously by the executive and legislative
branches of government. Both affect the pricing of crude oil, and therefore, the
pricing of petroleum products.
• The crude oil allocation program requires some refineries in the United States
that have supplies of low-priced, $5.25 per barrel, oil to share this oil with other
refineries who have to import crude oil or purchase new domestic oil at prices of
more than $13.00 per barrel. Under this program, a refinery is sometimes forced to
give up the cheaper oil to a competitor and then to repurchase crude oil at more
than $13.00 a barrel to replace the cheaper oil that it was forced to sell.
• The crude oil entitlement program reinforces the crude oil allocation program.
Under this program, oil companies, which after the allocation of crude oil among
refineries, find that they are importing or using more domestic new oil at a higher
price than the average refineries in the United States, are entitled to receive a pay-
ment of approximately $7.00 per barrel from those oil companies that have
refineries that use a greater proportion than the national average of low-priced old
domestic oil.
Both programs, during the current period of relative oil surplus, result in economic
incentives that encourage a greater importation of foreign oil and a reduction in the
production of "old" domestic oil. (One check on the system is that if a U.S. oil
company begins production of domestic oil, it is allowed to convert one barrel of
old oil for each barrel of new oil produced and thus receive a price of $13.00 per
barrel instead of $5.25 per barrel. This incentive is not sufficient to stop the growth
in oil imports to the United States.)
In the 2 years since the oil embargo, U.S. oil consumption has been reduced
about 6 percent. However, imports, which were about 26 percent in 1973, are
around 40 percent of U.S. needs today. This means that the economic incentives
encourage oil companies to import oil rather than prod uce domestic oil, which is
in violation of the objective to make the United States independent of foreign
!
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sources of oil. While there is widespread support to reduce imports of foreign oil
in the United States, President Ford has been unable to convince the Congress that
the 2 programs which are encouraging greater imports should be ended.
The way President Ford proposed to end these programs was to make all domestic
oil companies winners, and this is the reason for the conflict. He would do this by
letting all U.S. prices rise to the price level set by the OPEC nations. Under such a
plan, the higher profits dispersed among U.S. oil companies would have been large
enough that the companies would have all gained. The opposition to the President
has come from the Congress, which opposes such a dramatic price increase, claiming
that it would encourage greater inflation and threaten the economic recovery that
has just begun to be observed in the United States. President Ford and the Congress
are at a stalemate, and as a result, there are rising prices and greater dependence
upon foreign oil. Neither side appears to be gaining from this standoff. It is hoped
that enough political forces can be brought together to end incentive programs that
encourage greater imports and at the same time to establish a single U.S. price,
which will not have an adverse effect upon the economic recovery that is underway.
Natural Gas Pricing in the United States
The development of natural gas pricing regulation in the United States was quite
different from the policy of regulating oil prices in the United States. First, the
price of natural gas paid by consumers is regulated at the state level. Consumption
is regulated by Public Service Commissions in most of the fifty states. Each com-
mission determines the cost of supplying natural gas to customers by distribution
utilities and the cost is marked up to provide a return to the owners of the utilities.
This is the basis for charging consumers of natural gas for the volume taken.
Distribution companies purchase natural gas from interstate pipelines. The
owners of the pipelines buy the gas from producers of the natural gas, who some-
times own the pipelines themselves. The pipelines are in turn regulated on a cost-of-
service basis, similar to the utilities that distribute the gas, by the Federal Power
Commission. For the past 15 years the Federal Power Commission has regulated
the price that pipeline owners can pay for the gas they purchase from the producers
of the natural gas. The regulatory powers of the Federal Power Commission are not
uniform nationwide, however. They are not in the business of regulating the price
of natural gas that is consumed in the state in which it has been produced. For
many years this price in the intrastate market was below the price of natural gas
sold in more distant interstate markets. In the last few years, however, the price dif-
ference has reversed. This means that gas in a producing state might be sold in that
state for as much as $2.00/1,000 ft 3 , while that same gas, if sold thousands of miles
away, might only be purchased for resale at about $.50/1,000 fe. This two-tier
pricing has, over time, led to a situation where gas is available for intrastate
demands but is no longer available to meet a growing interstate market. The most
serious energy problem in the United States today is that the natural gas that had
been assigned to the interstate market is presently being curtailed, as contracts to
supply this gas are routinely abandoned by the pipeline owners with the approval
of the Federal Power Commission.
Policy that would eliminate the two-tier pricing system is in order but there is
national debate in the United States over how and at what level this new price
should be set. President Ford is more inclined to set all gas prices at close to
$2.00/1,000 ft;j, thus making all gas companies, and all gas producing states, winners.
jI
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The Congress, on the other hand, is more concerned with the effect on inflation
and consumers of total deregulation and seems more inclined to set a price closer to
the current interstate price of $.50{1 ,000 fe. It is hoped that rational thinking will
again take hold, but it is doubtful that this will happen until the problem surround-
ing the natural gas shortage become more obvious to the voters of the United States.
In addition to that general concern, a second concern is that natural gas policy
reform will take place in a crisis situation and rational thinking will be difficult, if
not possible under such circumstances.*
Electricity Pricing
Electricity price regulation in the United States is primarily a function of state
regulatory commissions. These are the same commissions that regulate the price of
natural gas in the consuming states. The Federal Power Commission plays a role in
regulating the price that one electricity-producing utility can charge another when
electricity is exchanged by those utilities. Most electric utilities in the United States
are investor-Qwned utilities. State regulation of electricity pricing follows the same
procedures as natural gas price regulation at the state level. The basic approach is to
estimate the cost of producing electricity and then an adjustment is made to recover
a fair return for the investors who own the utility. This procedure establishes the
level of revenue that can be collected by the utility from its customers.
Most gas and electric utilities in the United States have practiced some form of
volume discount pricing to encourage greater energy use for several decades. In the
last few years this practice of volume discount pricing has come under serious
challenge by consumer intervenors in regulatory proceedings. In recent times, the
price of electricity and natural gas has increased due to inflation, higher capital
costs, and higher operating costs related to the oil embargo of 1973. Load manage-
ment and time-Qf-day pricing of electricity are both being considered in the United
States and Wisconsin is taking a leading role.
Not all electric utilities in the United States are investor-owned. Some are owned
by the cities in which the electricity and natural gas is distributed. Some are owned
by cooperatives in the rural portions of the United States. Many of these do not
generate their own electricity but purchase it directly from federal generating
authorities. Often such public production and distribution of electricity is more
heavily located in those portions of the United States in which hydroelectric power
is a significant part of the electricity supply.
Coal and Uranium
Both coal and uranium are not directly regulated from a price standpoint in the
United States. However, both are primarily used to produce electricity which is
directly regulated at the consumer level. In addition, the price of both coal and
uranium moves in concert with the price of oil and natural gas. This has meant that
the effects of the Arab oil embargo of 1973 on coal and uranium prices in the
United States have been quite dramatic.
* The Natural Gas Policy Act, which became law in November 1978, greatly changes U.S. gas
pricing policy. It extends federal price control to the interstate market for the first time. It will
also allow steady rises in the price ceiling for natural gas. New natural gas will be decontrolled
in 1985. - ED.
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Postscript
The United States is the most energy intensive society in the world. After reviewing
in a critical way the weaknesses of American energy pricing policy this fact might
surprise some. Upon further reflection, it might be concluded that the weakness of
American energy pricing policy may be a partial cause of the greater energy inten-
siveness of the American society. American policymakers must try to learn how
societies in which energy has been far more scarce, have developed sensible, com-
prehensive rational energy pricing policies. Efforts are being made to learn from the
experiences of other countries. It is hoped that other countries, which look with
envy at the high level of U.S. per capita income, will not try to imitate these foolish
pricing practices, only to see the United States institute different and more rational
practices.
DINTRODUCTION*
Models for Management of
Energy!Environment Systems
A model is always a simplified representation of reality which reflects the status
and the interest of the modeler (or of the person in charge of the modeling). Thus,
one finds purely cognitive (descriptive) models, meant to improve one's knowledge
of reality (physical, social, cultural), as well as decision (prescriptive) models which
help a person or an institution make the best possible decision. Even in the same
sphere of decision-making, the final decision varies according to the status, the
functions, the temporal horizon, and point of view of the decision maker.
In dealing with energy matters, for example, one usually distinguishes between
(I) the corporate models which help in choosing a sales strategy or a long-term
investment strategy in a given market (coal, oil, natural gas, electricity), and (2) the
public planning models of a governmental authority which identify the difficulties
that could arise if the firm's strategies prove incompatible with the plans of the
government.
From one nation to another (the United States, the German Democratic
Republic, France), the structure of economic decision making (in other words, the
totality of relations which connect centers of power) varies. One state may limit
itself to indirect monitoring of the activity of firms, whereas another state actually
determines the objectives to which the firms must adapt their programs. In this
case, the scope of interaction between firms and the state can correspond to the
boundaries of the studied region; in another case it can greatly exceed these
boundaries.
These few considerations imply that no evaluation of a model can be made
(except an evaluation of its internal coherence) without referring to the objectives
and the resources of the authority in charge of the model. With reference to a given
region (the state of Wisconsin, the GDR, or Rhone-Alpes), the relevancy of a
decision model increases as a function of the self-governing capability of the region.
The IIASA comparative study provided an opportunity to appraise and compare
* The Introduction is taken in part from Martin and Finon!O
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energy system models in three regions with greatly different socioeconomic charac-
teristics and institutional structures. This comparison was valuable to each region
not only in assessing its potential use of models from other regions, but as an indi-
cation of how models are tied to the policy objectives and characteristics of a
region. Although each region employs a large variety of models, only the major
system-wide descriptive and planning models were appraised. Sectoral and oper-
ations models were excluded as were site-specific models for locating and designing
energy facilities. A review article is available in which a great number of energy
models are cataloged and summarized, including additional models in the three
countries.2
The following section presents descriptions and appraisals of the system models.
Each of the three collaborating institutions described its own set of energy/environ-
ment models; and each appraised the models of the other two groups from the
perspective of its own system and methodological requirements for planning and
policy analysis. For example, the Wisconsin group identified the types of infor-
mation it desires and examined whether the French models treat these areas
adequately. It must be emphasized that the groups had limited descriptions of the
models that they appraised. The appraisals are not detailed and there was no
opportunity for misunderstandings and inaccurate interpretations to be corrected.
Nevertheless, the participants felt that the proced ure was a valuable one and con-
tributed to finding new directions for each of the collaborating research groups.
I. THE GERMAN DEMOCRATIC REPUBLIC
l.A. DESCRIPTION OF THE MODELS
Peter Hedrich - lnstitut fiir Energetik
The energy sector of each country is one of the national economic subsystems
which have a direct and considerable influence on the growth rate of the national
economy and the increase of the national income. Therefore, it is a permanent
objective to continually provide a rational basis for the provision of society with a
demand-determined supply of energy. A tool for the proper achievement of this
goal is the application of mathematical/economic models for optimization of the
energy sector with consideration of national economic constraints. It is in the
interest of society to include the largest possible system in the optimization models.
According to the current level of our understanding, that kind of objective can be
achieved only with mathematical/economic model systems which consider all
essential economic, technological, and technical parameters, and to a limited degree,
also political/economic influences.
IA.I. Previous Developments in the Application of Mathematical/Economic
Models for Long-Term Planning
In the GDR, mathematical/economic models for mid- and long-term planning have
been applied with success in the energy sector for many years. From this experi-
407
ence, it has been recognized that the optimization of economically important
subprocesses can actually only be achieved through the minimization of costs in the
entire national economy. However, in the use of mathematical/economic models,
only limited possibilities exist to characterize the total national economy in the
necessary depth and quality. Therefore, an energy sector submodel was developed,
taking into account the crucial national economic constraints. The energy sector
was not built up as an administrative/technical unit. It includes all essential processes
of energy supply and conversion, energy transport, and the ind ustrial and nonindus-
trial energy uses, as well as the total import and export of energy over a long time
period.
In the initial stage of the application of the models it was not possible to include
the energy sector comprehensively in one model. Splitting energy use into ind ustrial
and nonindustrial processes could not be achieved. Included in a central model,
however, in one relatively complete aggregation (but sufficient for central national
planning and decisions) were all essential facilities of primary petroleum processing,
heat and electrical energy production, coal mining and coal processing, the produc-
tion of city gas and the preparation of natural gas, as well as the importing of solid,
liquid, and gaseous fuels. As an economic objective function, the minimization of
social costs was used. The model brought together the following aspects:
• The development of demand as a function of time
• The sequence of investments
• The time-dependent occurrences of investment and plant expenses
• The variable load-factor of the plants in successive periods of time
• The economic necessity for prematurely closing down existing plants
• The change in the technical/economic indices as a function of time
• The development of technology in successive time periods and the constant
modernization of equipment according to the latest technological innovations
• The economic/dynamic view of the selection of plants considering the
mutual influence of plants available at different time periods; i.e., the influence
of earlier plants on those built at a later time, and vice versa
• An appropriately concise presentation and grouping of the primary energy
production and energy conversion plants as well as the primary energy resources
of the country
• The interdependency between the plants of the energy sector
• Necessary economic restrictions
The time period considered extended IS years from the end of the current
5-year plan and was divided into multi-year sections of unequal length. As soon
as this model had been found reliable in practice, models for the individual
branches of the energy sector (e.g., coal mining, the gas sector, the electricity and
heat sectors, and primary natural oil processing), were developed according to the
same principle. A separate model was built to optimize that part of the energy
demand in which a substitution of fuels is possible and which is important enough
for an optimization. These models were used independently of each other for
optimization of single branches. Although the results of the submodels gave deeper
insights into the structure of the single branches, it was not possible to combine
them in order to obtain balanced results representing the optimal solution for the
energy sector as a whole. Therefore, a system of models was developed for linking
the already existing models, thus making them a tool for analyzing the whole
energy sector.
~
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1.A.2. Construction and Application of the Central Mathematical/Economic
Model System of the Energy Sector
For the construction of a model system, it is assumed that the combination of the
advantages of all the branch models leads to a super model, which in practice can-
not be managed. A method which would allow coordination of the sub models of
the branches is therefore searched for. A central coupling model system is being
developed that, in its entirety as well as inside each single model, complies with the
same demands as the central model of the energy sector. The basic assumption for
the harmony of these single results is the uniformity of all submodels with respect
to the type of model used, to the objective criterion including its concrete form of
application, to the time period under consideration and its subdivision, as well as to
the structure of the nomenclatures. In addition to this, it was decided to give
increasing importance to the regional aspect. With this goal in mind, the construc-
tion of models of the complex regional energy supply for regional units of the
country is necessitated. In these models all quantities that can be influenced on a
regional basis are optimized. Results for subregions had to be obtained as soon as
possible, with the personnel and experience available.
Therefore the construction of the model system was planned to be done in two
stages. The first stage contains ( 1) the modification of the individual branch models
and the energy demand optimization model in such a way that they could be
coupled, and (2) the creation of an appropriate coupling algorithm and the testing
of this model system in the practical planning activity. In the second stage it is
planned to elaborate step by step, complex regional models for political units of the
country and selected cities and areas of industrial agglomeration, and seek to prove
this by check calculations for selected cases. It was agreed that the step-wise design-
ing of the single regional models already begins during the construction of the first
stage and should be continued after completion. Currently, the primary stage
appears in the first phase of its practical application, whereas for the second stage, a
large part of the regional models still has to be worked out.
The first stage of the central model system consists of four main parts (Figure
0.1). They are:
1. The central optimization model, which contains the entire energy sector in
aggregated form
2. The demand optimization model, which encompasses the substitution and
optimization part of the energy demand
3. The optimization part of the energy sector subsystems, energy production,
and energy conversion
4. The coordination model for the direct coupling of the production optimization
models of the various subsystems of the energy sector and of the demand optimiz-
ation model, taking into consideration essential restrictions with respect to the total
energy sector
The following strategy is used: In the first step, the energy demand of all econ-
omic sectors is calculated with the help of the demand optimization model and
other research methods. The results of these calculations are produced in such a
way that they can be, without contradiction, immediately introduced into the
central optimization model as an essential part of the model. On this basis, the
optimal energy supply and plant structure is determined by means of the central
optimization model. Both models, when considered as a unit, represent an extended
central optimization model. It is possible to reverse the order so that the central
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FIGURE D.l A schematic diagram of the central mathematical/economic model
system of the GDR energy sector.
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optimization model is first evaluated in order to define realistic constraints for the
demand optimization model. In this connection, one cannot say that the first step
is the most important.
The first suggestions for the planning of the individual subsystems of the energy
sector are deduced from the results of the optimization, and they are presented in
the form of indices; each individ ual subsystem can then start with the optimization
within the given limits. The results of these independent optimization calculations
then flow into the central coordination model.
I.A.3. Coupling Algorithm for the Coordination of Sub models
Because of the large amount of labor and time that must be spent for the coordi-
nation of the submodels, it is necessary to carry out all formal calculation work for
the balancing of the individual results and the selection of the optimal structure for
the energy sector with the help of a suitable algorithm. Such a coupling algorithm
must fulfill the following five basic conditions:
1. It must consistently represent the relevant conditions of the planning system
in use and the general interdependency of all energy-producing and energy-consum-
ing sectors.
2. It must be highly practical; in other words, the costs of labor and calculation
time must remain within reasonable limits.
3. All variants appearing as intermediate or final solutions must, in principle, be
technically and economically feasible.
4. The coupling algorithm must allow a variable application of the single models.
This means it must be possible to use each single model either independently or as
an integrated part of the model system, without further adjustments.
5. The coupling algorithm must allow for the active cooperation of the planning
experts.
A series of "decomposition processes" for the solution of large systems is known
from the theory of linear optimization. Their mathematical validity has been proved.
Their practical use (applicability), however, is small, particularly with regard to the
above five basic conditions. For this reason, a coupling algorithm for the practical
control of the model system of the energy sector has been developed in the GDR.
As previously noted, a preliminary balancing resulted from using the central
optimization model to get data for the energy supply capacities. In this context, all
necessary restrictions on the economy must be considered, e.g., import facilities,
investing capacities, and the labor market. Considering these limits, possible ranges
of energy use are determined both for the regions and for large industrial consumers,
and the costs for providing the amount of energy desired are calculated. These
structures serve as limits for the application of regional models within the energy
sector and for a demand model of the large industrial consumers, and simultaneously
prevent the appearance of unrealistic energy demand structures, either in the regions,
or from the large consumers.
Using these models, primary optimized energy demand structures and primary
energy supply input concepts are obtained within the established bounds. These
structures, however, still need to be checked with the sectors of energy extraction.
For this purpose the calculated energy demand structures are inserted into the
central optimization model:
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Z L CjktXjkt + L citiit + L Z~PIl + L Z~TPKT --l- Min
j, k, t i, t 11 K, T
L aijktxjkt + iit
j.k
+ L bitllPIl + L bitKTPKT ~ bit
11 K,T
where
L PKT
K,T
=
I (for each T)
Z
Cjkt
Xjkt
bit
PIl' PKT
Xjkt and lit
value of the objective function (total cost).
specific social costs of the energy conversion plant j of the sub-
system k in a year t.
specific social costs for the import of energy in a year t.
specific coefficient of either the extraction or the input of the
energy form i in the plant j of the subsystem k in a year t.
quantity processed in the energy conversion plant j of the
subsystem k in a year t.
amount of energy supply i imported in a year t.
total social costs of the variant IJ., which was calculated in the
demand optimization model for the large industrial consumers,
and of the variant K, which was obtained in the model of the
region T, respectively.
demand for energy form i in a year t for the variant IJ. (large
industrial consumers) and the variant K of the region T, respec-
tively.
energy demand which is not optimized.
weight factors (0 <: P <: I).
limitation for the capacity of the conversion plants and the
energy import, respectively.
To avoid double counting in handling both energy production and energy con-
version and use at the same time, a given variant of energy demand must be associ-
ated only with the costs resulting from the direct use of the various energy forms.
When costs for the energy production are used in the calculations, they must be
eliminated from the total cost of the variants.
The calculations of this model provide an initial balanced and optimized energy
supply and plant structure. However, since the central optimization model works
with highly aggregated indices, it has to be checked with the various sectors of
energy supply represented by detailed models. These models contain reference
data deduced from the central model for the amount of energy to be produced by
a given sector as well as for the costs associated with the energy input. In addition
to this it is necessary to calculate for each sector some other variants of energy
supply that take into account the given economic restrictions, Le. upper and lower
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bounds of capacities that can or have to be used are centrally determined. Within
these limits, however, full freedom of choice is given. In this manner, several variants
of energy supply structures are created so that coordination with the energy demand
structures of the fuel consumers is needed. For that purpose another central model
is applied. As opposed to the models which have been described earlier, it consists
of vectors describing the output and input of the various forms of energy in the
individual sectors. The model, called the "coordination model," has the following
form:
z =L ZePIl + L Z~APkA + L Z:'TPK'T + L citiit -+ Min
Il k,A K,'T i, t
L bitllPIl + L fiktAPkA + L bitK'TpK'T + iit > bit
Il k,A K,'T
L qstllPIl + L qkstAPkA + L qstK'TPK'T :::;; Qst:>
Il k,A K,'T
L P il
Jj
~ I (for every k)
I (for every T)
where
total social costs for the variants calculated in the optimiz-
ation models of the subsystems k (Z~A)' of the regions T
(Z:'T)' and in the demand optimization model for large-scale
industrial consumers (ZB) respectively.
demand for supply ofenergy form i in a year t for the
variants calculated in the demand optimization model.
variant A. of either the output or the input of the energy
form i in a year t through the subsystem k.
extent to which our individual subsystem or region is
restricted by the restraint s in year t with respect to the
total energy sector or the economy as a whole.
limit for the restrictions.
weight factors (0 ~ P, P~ I),
specific social costs for the import of energy.
energy import.
In order to avoid double counting, those cost elements that are accounted for in
other sectors have to be eliminated from the cost factor associated with a variant of
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a given sector. For each sector, the solution of this vector model is balanced and
optimized with respect to the total energy sector. The optimal variant may be a
vector already calculated by our individual branch model or a combination of two
or more of them. If such a "mixed variant" occurs, its technical and economic
feasibility must be checked by planning experts.
Because of the high level of aggregation in the coordination model, a renewed
application of the sub models of the sectors may be necessary in order to get a more
concrete and precise idea of the optimal variant of the central model. Complete
submodels are used for this purpose. In order to avoid double calcUlations, one just
has to remove the cost factors for the use of energy provided by other sectors. The
limits for an individual model are composed of all variants of energy production
and use which already have been calculated for the sector represented by the
model. Here the optimal variants determined by the coordination model are also
included. Contrary to the conventional practice of linear optimization models,
these vectors are incorporated into the decision part of the optimization model.
Factors that express the importance of a given variant for the optimum of the
entire energy sector are estimated and used to weight the variables. The optimal
variant obtained in the coordination process is the most effective with respect to
the entire system, when subjected to the conditions that must hold at this stage of
the calculations. Therefore, it takes the value zero in the submodels. The use of the
other variants results in a deviation from the optimum. The value assigned to a sub-
optimal variant in the submodels therefore is its deviation from the optimal variant.
The "reduced costs" which are obtained by the linear optimization as a dual sol-
ution, can be applied as values of the deviation.
Zk = L CjkltXjklt + O· til;. + L 'kAtllkA -+ Min
j,l, t A
L aikltxjklt + fi~ttll~ + L fiklttllkA ~ 0
j, t A
where
= 1
Xjklt
fi~t, likt A
specific social costs of the energy conversion plant I of the plant
category j. of the subsystem k in a year t.
specific coefficient of the outputs or the input of the energy form
i in a year t of a certain plant and of category j in a subsystem k.
quantity processed by the plant I in a year t.
supply and demand of the energy source i in a year t by the sub-
system k; * denotes the optimal variant of the coordination model;
A denotes the suboptimal variable of the coordination model,
fi~t E fiktA'
"reduced costs" of the coordination model for the variant A of the
subsystem k.
= weight factors.
This technique allows the selection of that structure of a sector which is more
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effective than the optimal structure chosen by the central model. This is indeed the
case when the cost decrease in a specific sector compensates for the cost increase
with respect to the entire system that arises from the application of a suboptimal
variant.
A second advantage of this technique is that in cases where the optimal variant
has been identified by the central model and cannot be realized technologically or
economically in its formally calculated structure, there are always alternatives avail-
able, along with an indication of their excess economic costs relative to the cost of
the optimal variant.
If in one or more individual sectors the process of optimization results in an
improved structure of the output of and the demand for energy, the process of
iterative approximation has to be combined with a renewed application of the
coordination model. The optimal structure of the entire system is found when the
results of the optimization for the individual branches are in agreement with the
result of the coordination model. The process may be stopped when the deviation
between the structure of the entire system and the structures of the individual
branches is below a given tolerance parameter.
In practical applications, the number of iterative steps is low. In the calculations
performed so far, the number of iterations was between 3 and 4. The fast conver-
gence is due to the structure of the algorithm as well as to the careful balancing
before the application of the model system.
fAA. Application and Problems of the Model System
The description of the parts of the model system developed so far, and of the yet
incomplete areas, have demonstrated that a stepwise procedure has to be followed,
not only in developing such tools for preparing decisions, but also in their appli-
cation. This is important from several viewpoints. No given tool used in the process
of planning can automatically be generalized to make a practical algorithm, even if
it is highly practical and flexible in itself. This sounds contradictory, but it is
certainly true with respect to the application of the models. It takes several years of
practical experience for those who run the models as well as for those who have to
interpret the results, i.e. the decision makers in the government and the authorities
leading the individual branches, to find the right way of dealing with mathematical/
economic calculation procedures of this kind. And even this statement is valid only
if the right, applicable level of aggregation has been found. The main problem is the
correct interpretation of the results of the models. One must be able to extract
from the results the essential features of the real world, taking into consideration
the various aggregations that have been made to obtain the results and to use them
for finding the right decision.
The application of models and model systems should by no means be under-
stood in such a way that, with the help of these modern tools, final plans can be
produced by computers. Only by creative processing of the results by experts, can
plans and other decision fundamentals be elaborated. These are, however, in every
aspect superior to plans calculated in the conventional way, due to the higher
degree of balance and optimality as well as to the governing role of the "objective
function" which guarantees that subjective elements are eliminated in the planning
process. Quite often, teams of scientists or operations research groups are com-
missioned not only for the construction and application of the models, but also for
the definition of the objective function and the interpretation of the results. This is
only for the first steps. Efficient decision making is only accomplished when there
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is close cooperation between decision makers and modelers, and when there is a
mutual understanding of the necessarily different ways of viewing the given prob-
lems. By merging the two viewpoints the new quality is created which is necessary
in getting away from either the complete rejection or the glorification of the new
technique; and ways can then be found for its effective use.
The fact that a model system is available does not necessarily mean that one
should refrain from the use of its sub models. On the contrary, an effective use of a
model is only achieved when it is adapted for the solving of specific problems.
Depending on the type of problem and its complexity, either the entire system, a
subsystem, or an earlier version may be appropriate in finding a solution. Too much
use of a model prevents, rather than promotes, successful utilization, since the
optimization itself has to be done in an optimal way. Although the human role
seems to be decreasing with increasing rationalisation of work preparation and cal-
culation stage of the evaluation process (which can only be done with use of a
computer), still, the creative capacity of humans increases through the possibility
of people-machine-people dialogue. This is the case if people understand and shape
this process such that they analyze, evaluate, and give directions at various inter-
mediate stages, in other words, in a creative controlling manner. This is possible,
but only when one has extensive experience. The simple and efficient coupling
algorithm that has been developed in the GDR is especially suitable for this purpose.
It provides a tool for controlling collaboration of all branches of the energy sector,
which is based on the principle of democratic centralism, and for utilizing exten-
sively the advantages of such collaboration. Previous experience shows that the
coupling algorithm is suitable for coupling systems with quite different structures,
if the models are adjusted in a consistent manner. From a mathematical-method-
ological point of view, we believe that it is possible to incorporate the energy sectors
of several countries into one model system. The main difficulty in doing this lies in
the fact that the economic conditions differ significantly in the individual countries.
With the progress of economic integration of socialist countries, increasingly favor-
able conditions for such coupling will appear inside the Council for Mutual Eco-
nomic Assistance (CMEA). There is still enough time available for the construction
and use of such a hierarchial model system, since the availability of optimization
models for the energy sector in the interested countries is a necessary condition. In
future work on balancing and optimizing the energy sector, the problem of dif-
fering economic conditions should not be overlooked.
LB. APPRAISAL OF THE GDR MODELS BY RHONE-ALPES
Dominique Finon and Jean-Marie Martin - Institut Economique et Juridique
de l'Energie (IEJE)
The German Democratic Republic has a socialist economy with centralized planning.
The models have, on these grounds, an explicit role in helping to determine the
objectives of different branches of production and the standards of household con-
sumption, within the framework of constraints imposed by political factors. Pro-
gramming tools which permit the optimization of a function under constraints
appear to be used; they especially formalize the energy system - one of the areas
appropriate for the application of such tools. The future of the economy in a
country like the GDR may certainly be more easily controlled and thus is more
I
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predictable than the future of market economies, for the parameters for the oper-
ation of the entire economy are in the hands of a single decision-making body. The
normative approaches correspond explicitly to the objective function of the plan·
ning and political bodies; for this reason these approaches have a relevance that is
lacking in the market economies. The absence of a market also makes the utilization
of planning necessary. Therefore the use of formalized methods of linear program·
ming is of considerable help.
It is thus no coincidence that a great number of optimization models exist in the
GDR. They have been applied to the energy sphere both at the level of the sector as
a whole and at the level of its component parts; one may find models for the oil,
gas, coal, and electricity branches. For electricity there is also a model for the siting
of nuclear equipment and a model for the short-term management of electric power
plants. For coal there is a simulation model pertaining to the rail transport of
lignite and so forth. In the realm of consumption there are two models: an optimiz-
ation model of energy substitutions for major energy consumers in the industrial
branch; and a regional optimization model for the providing of energy to the resi-
dential.and service sectors by means of hot water for heating.
At a higher level one finds an optimization model for the sector as a whole, as
well as a model for centralized coordination. The models developed at the Institut
fUr Energetik in Leipzig (consumption and global models) are interrelated in such a
manner that their results are consistent. l It is not certain, however, whether the
research on branch models conducted at other institutions (Berlin, Vetschan,
Schwedt, and so on) has been coordinated with the work at Leipzig, i.e. whether
the structure and results of the more specific models are consistent with those of
the more general models. It is certain, a priori, that the linear programming utilized
in all the models assures a certain unity and homogeneity of conception, especially
since most have the same objective function (minimization of costs discounted over
a long period of time). But different methods of decentralized planning, inspired by
methods of decomposition in linear programming (Dantzig-Wolfes's algorithm of
decomposition, for example) also exist. They have been used already (in Hungary,
for example), and permit one to ensure that programs situated at different levels of
decision-making are consistent (for example, the Kornai-Liptak method).
Available reports and descriptions do not specify the exact relations between dif-
ferent institutions and ministries; they also do not specify the exact role of these
models in the development of energy plans in the GDR. It would be interesting to
know if the models are operational and sufficiently viable to assist planners at the
present time in determining the future objectives of energy production, as well as
the evolution of production plants and the consumption of energy. More particu-
larly, it would be interesting to have some precise data on the ease of using the
models, on the complexity of the information systems utilized, and on their sensi-
tivity to the modification of parameters.
In any case, the GDR seems to have one of the most extensive experiences with
energy modeling in the world, at least with optimization models. This type of
experience is perhaps not generalizable to countries with market economies, at least
not to those in which national planning is undeveloped (the United States, and the
FRG, for example). However, it is possible to imagine the use of models in France,
Italy, or England. where planning methods (seeking to minimize the costs to the
society as a whole) are inspired by neoclassical theory. It is true that major dif-
ficulties impede the use of such models in energy sectors in which most enterprises
are private - their opposition to all planning is absolute. At the very most, they
confront government objectives that conflict with their own, and eventually get
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them modified so all the objectives are in harmony. France provides us with proof
of this, for there the outcome of a plan has become more and more removed from
objectives defined five years earlier - in proportion to the increasing power of the
international oil oligarchy.
Thus, from an institutional point of view, public agencies may have difficulties in
using such models. A further consideration is that the use of several of the models
leads to problems of data collection, which should not be underestimated. In par-
ticular, the optimization model for substitutions of different forms of energy
developed by the Institut fUr Energetik'" would necessitate a survey of all produc-
tion plants in the sectors under consideration, in order to enumerate existing equip-
ment and to determine the method of utilizing energy. Such a survey also necessitates
very precise information to which it is difficult to obtain access.
This type of model may be utilized in market economies, however, to determine
the structure of production and consumption of energy which would be most
efficient for the society. This does not signify that the market and state regulation
would permit the attainment of ideal results. Moreover, the models may be utilized
for more forecasting purposes, by using the coherence of the normative approach to
explore possible energy futures. In particular, this type of model may aid in study-
ing the future of new technological processes or new sources of energy (hydrogen,
solar energy, geothermal energy, the heat pump) in order to guide investment in
research and development. t
It is interesting to see the very great similarity between the ENERGIE model of
the Institut Economique et Juridique de l'Energie (IEJE) and the models of the
Leipzig Institute,:j: although the former is less perfectly formalized than the latter.
The philosophies of the two studies are identical at the level of the analytical
approach to the production and consumption systems and at the level of the model-
ing technique used (linear programming, minimization of cost discounted over a
long period, and so on).
It should be made clear that all possibilities for this type of tool have not been
used in the GDR; indeed, such models permit the consideration of environmental
impacts, and possibly the associated damages, in the form of social costs or of con-
straints on the limitation of environmental disturbances. (Only the model which
deals with the siting of nuclear power plants in the GDR considers this aspect). This
might be explained by the fact that concern for the preservation of the environ-
ment seems to be, for the present, less frequently expresses! in socialist countries
than in market economies. In regard to other political objectives, one assumes
quotas on the import of fuel produced by the Council for Mutual Economic Assist-
ance (CMEA) and other countries, as well as production goals of other economic
sectors which determine energy demand (goals based on the general plan). This
method of taking into account political objectives of governments in energy matters
may not be directly applied to market economies because of institutional differences.
In conclusion, from a formal point of view the GDR models may be utilized in
'" Study cited in J.P. Charpentier, p. 61.'
t This prospective type of model necessitates a time horizon of 25-30 years. It is difficult to
transpose this distant horizon to socialist economics, for there the majority of exogenous
parameters depend on public decision-making bodies, which impose their own IS-year horizon.
The less rigid market economies have greater uncertainty associated with them that permits
more flexibility in the choice of a time horizon.
:j: This may be explained by the fact that the GDR models are (or should be) inserted more or
less directly into the planning process.
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western economies without much adaptation, if the needed data exist. If they are
utilized for planning purposes, they cannot help but raise certain problems between
private firms and public agencies. Their main use could be in exploring futures
because they give much coherence to energy planning. On the other hand it would
be interesting to analyze the reasons why so few methods other than optimization
are utilized in the GDR.
I.C. APPRAISAL OF THE GDR MODELS BY WISCONSIN
Wesley K. Foell - Energy Research Center, University of Wisconsin-
Madison; and James Pappas - University of Wisconsin - Madison
It is important to note that the GDR efforts can be described as primarily aimed at
long-term planning activities with emphasis on the energy/economy (as opposed to
the energy/environment) relationship. As such, they combine demand projections,
technological development estimations, and investment planning in a system that
allows for analysis of alternative growth strategies. Although it would appear that
there are energy-related environmental modeling activities going on in various
institutions and planning organizations in the GDR (including the Leipzig Institut
fur Energetik), these models have not been integrated into the central energy plan-
ning models of the GDR. Consequently it is quite difficult to determine the manner
in which environmental consequences and strategies enter the modeling and plan-
ning process.
The complexity of the energy /economic modeling requirements is demonstrated
by the size of the GDR modeling activity and the need to use a decomposition
routine for solution. Although this presents no insurmountable computational
barrier in Wisconsin, it does create a somewhat more complex modeling problem in
a system where centralized planning activities are the exception rather than the
rule. This stems from the fact that with decentralized decision making, even if an
optimal (whatever that is) plan could be structured, it would be difficult to accom-
plish implementation. Further, it would probably be nearly impossible to achieve
the participant-model-participant-model interchange necessary to solve such a
large model in a society where decision-making responsibility is fragmented to the
extent it is in Wisconsin. Also, it is difficult to conceive of a univariate objective
function similar to the cost minimization objective employed by the GDR which
would be appropriate for such a model applied to the Wisconsin socioeconomic
system. Given the mobility of many major sectors of the Wisconsin economy and
the fact that Wisconsin's systems are a subset of the broader energy/environment
system of the United States, a considerably more complex objective function would
undoubtedly be required in an optimization routine similar to that utilized in the
GDR. It would also appear difficult to construct objective functions which would
include in a comprehensive manner the environmental considerations which
strongly influence Wisconsin energy planning through the process of public hearings
and procedures.
However, in spite of these limitations, the GDR activities provide substantial
benefits for energy/environment modeling in Wisconsin. This stems from the high
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degree of integration involved in the modeling activities. The GDR has advanced
far in examining and modeling the significant interrelationships between the various
sectors of an economy. This integrated analysis provides a clearer picture of the
trade-offs across the total energy sector and, hence, a more complete and accurate
statement of the alternatives available to the decision makers.
The GDR experiences in these areas as reflected by their modeling approach
provide much needed insights for the modeling activities of Wisconsin. The need for
integration is strong, irrespective of whether one can employ an optimization
procedure for systemwide decision making or must limit the modeling activities to
analyzing the impacts of the behavior of various participants in the system. Also,
even if a centralized modeling activity such as that employed by the GDR cannot be
used as the primary decision tool, it does provide a means for both analyzing the
degree of efficiency associated with projected activity patterns of participants in a
socioeconomic system and for assisting in the development of policies aimed at pro-
viding signals for those participants which will lead to activities which are consistent
with maximization of social welfare.
In addition to the very broad issue of the transference of the GDR modeling
methodologies, it is possible to examine specific aspects of those models and activi-
ties as they relate to the question of adaption to the requirements of a Wisconsin
energy /environment modeling system. In the area of demand analysis, it is difficult
to visualize how the GDR system of developing a plan for future economic activity
could be adapted to a market-oriented system such as exists in Wisconsin. Not
only does such planning fail to account for the basis of consumption decisions in a
market economy, but more importantly, its deterministic structure also introduces
a serious inability to analyze the sensitivity of policy decisions to the stochastic
realities of the system. This shortcoming, while serious in a planned economy,
would be very deleterious for planning in a market economy where variation from
the expected is the rule, and analysis of the impact of such variation on policy
alternatives often provides the basis for selection of one course of action over
others.
The shortcomings of the GDR demand projection techniques notwithstanding,
their efforts in this area related to conversion of final product demands to energy
requirements through the use of technical process coefficients appear to hold
interesting possibilities for use in energy demand projection efforts in Wisconsin.
That is, once a set of final demands for Wisconsin's industry has been estimated, the
GDR activities in developing process energy-intensity coefficients should prove use-
ful for converting those demands to energy requirements. This conversion is
extremely important in a state like Wisconsin where energy requirements will
undoubtedly play an increasingly important role in determining the future structure
of the industrial sector.
Another area where the GDR activities might prove useful for energy modeling in
Wisconsin is in utility investment planning. Both the individual electric utilities and
the Public Service Commission in Wisconsin need an integrated planning approach
in order to optimize the additions of new generating, transmission, and distribution
facilities. The linking of industry with the entire energy sector in the GDR model
provides a means of approaching this integation. If in addition it proved feasible to
include regional environmental constraints explicitly in that type of model, the
approach would be of considerable interest to Wisconsin energy modelers and
planners.
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II. FRANCE
I1.A. DESCRIPTION OF THE MODELS
lean-Marie Martin and Dominique Finon - Institut Economique et luridique
de l'Energie (IEJE)
As has been stressed in section II of Appendix B, economic and, in particular, energy
activities in the Rhone-Alpes region do not constitute a self-contained economic
system, since the institutional and economic structure of France is very centralized.
Moreover, there are no energy models adapted particularly to the Rhone-Alpes
region. The majority of the models which do exist represent French activities in a
centralized manner. Therefore, national rather than regional models will be the
focus of this section.
II.A.l. Models of Decision Making
The majority of these models are very specific and are relevant to operational
research or the simple administration of enterprises.
The Oil Branch Models2 At the branch level, various oil companies have elabor-
ated: 3
• models which optimize the administration and the operation of a refinery,
taking into account its technical characteristics, the quality of oil supplied to the
refinery, and the production program imposed by company headquarters, and also
taking into account the company's market in the area of the refinery. In order to
do this, the variable expenses (the buying of crude oil, utilities, and various pro-
ducts) are minimized as given objectives of production; the specific characteristics
of products are also taken into account, with the assistance of programming tech-
niques.
• models of transport and distribution which minimize the transport expenses,
as well as models of the availability of different oil products taking into account the
siting of refineries, of departmental storage places, and of main areas of consump-
tion. These models are most often regional and also use programming or variational
algorithms.
Much more general and global models exist, which attempt to optimize the
strategy of oil companies by planning their investments in exploration, refining, and
distribution, and by optimizing their strategy of acquiring markets (fuels, light
products, and so on). Again, it is necessary to remember that half of the French
oil market is controlled by multinational firms whose investment policy depends on
the strategy of all the other multinational firms. Strategic models do not exist at
the national level in these branches.
The Gas Branch Models Except for the models that optimize the management of
a gas pipeline, taking into account the possible growth of different regional markets
and the availability of gas (national resources, import contracts), and the models for
the management of reservoirs with underground storage in order to handle peak
demand, few models for gas have been developed in France by Gas de France.
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However it should be mentioned that different methodologies have been utilized in
place of formal models, either to analyze the competitiveness of gas, or to help in
choosing investments.
To analyze competitiveness, the markets for gas have been studied case by case
by considering the different domains where it is usable and lor used;* one determines
an equivalent price for gas from the price of a competing fuel, taking into account
the profit of utilization, costs of equipment, and costs to gas users. To help in the
choice of investment, Gas de France studies the profit of investment projects; with
the help of a criterion, it determines from a multitude of profitable operations (in
other words, those for which the rate of profit is more than the rate imfosed by
public power) those which produce the best forecasted financial result. It is in
effect necessary to cut down on less profitable projects because investment credits
granted by public authorities are limited.
The Electricity Branch Models This branch has been an object of particular atten-
tion on the part of the modelers: the first linear programming models used in
France were developed in 1954 by Electricite de France (EDF) for the purpose of
choosing electrical investments. Since this time, the company's researchers are
making progress in utilizing new computational techniques (nonlinear programming,
dynamic programming, the theory of optimal control, and so on). We would like to
point out that very specific models exist such as those for optimizing the nuclear
fuel cycles,5,6 for optimizing the network of electricity transport, and for maxi-
mizing the reliability of this network. 7 But it is appropriate to dwell upon more
general models, in particular on models for demand forecasting and for choosing
between electricity investments.
The models for forecasting electricity demand used by EDF are relatively simple
and based upon extrapolation of past trends, using statistical relations of the simple
or multiple regression type.s These relations (generally logarithmic) are used to cal-
culate the quantities of electrical energy at the global level (or at the level of highly
aggregated sectors such as the residential, service, or industrial sector) at time
t:t
log Ct = a + b • t
or the models relate quantities of electrical energy to economic activities as rep-
resented by an operational economic index of the gross national product (Product
National Brut or PNB) or industrial value added (Valeur Ajoutee Industrielle or VAl):
log Ct = a + b log PIB t .
Forecasters at EDF have concluded that these models provide the best results and
that all efforts to associate electricity consumption with other variables (such as the
relative price of capital, of labor, or of fuels as compared with electricity in
industry, or such as income andlor the number of households in the residential and
commercial sector) prove to be unsatisfactory.9 It is necessary to point out that
this econometric approach assumes that the consumption of electricity is inelastic
with respect to price, and that the market for electricity has developed in a relatively
autonomous manner in a specific domain. The new commercial strategy of EDF and
the great increase in the price of petroleum products, however, makes compart-
mentalization of markets impossible for different types of energy and makes these
* Some specific domains are tubular boilers, different types of drying, and the baking of clay.
t Aggregation may be according to low and high voltage consumption.
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methods more subject to criticism. At the present time it is necessary to supplement
econometric forecasts with the commercial objectives of a firm; further the forecasts
must be supplemented by various scenarios for the future. One could never com-
pletely discard methods of extrapolation, but beyond a horizon of five years, such
projections should be used with much caution.
In addition, a short- to medium-term forecasting model of the daily load curve is
used to define the output power according to the hour, the day, the week, and the
monthd by extrapolating various coefficients which characterize important param-eters. 1
Let us now consider the models for the choice of electricity investments. An
extensive bibliography exists on this subject. H , 12,13 These models minimize in the
long run (I975-2000) the actualized costs of electricity production over a long
period of time, in accordance with given production objectives. These objectives are
determined by projections of total electricity demand that are worked out (I) with
the aid of the econometric models discussed above; and (2) by a representation of
this demand by means of weekly load curves. The different types of equipment for
electricity production, incuding hydroelectric equipment, are explicitly taken into
account and are characterized both by their capacity and by the services they are
supposed to render (in other words, their functioning during the different hours of
the load curve, taking into account their availability). The risks associated with
hydropower and hourly electricity consumption are taken into account with the
help of probabilities established from past samples; these permit one to take into
consideration possible failures of the production system.
The actual model* uses the theory of optimal control. The objective function of
minimization is a function of cost composed of three terms (investment, operating
cost, and cost of failuret ). The control variables are the quantities of equipment to
be installed year by year, and the constraints express an obligation to satisfy future
demand as well as the forced (or limited) development of certain types of equip-
ment. The algorithm has two parts: first, the control variables are determined and
then the optimal management for equipment of given power is defined. The pro-
gram allows one to obtain an optimal equipment plan at the national level, the
duration of the economic life of equipment, the probability of failure, the marginal
costs of production of a kilowatt-hour (according to the hour, day, and month) and
values in use. The marginal costs which have thus been determined serve to establish
electricity tariffs. In order to do this, one adds to them the marginal costs of trans-
port and distribution calculated elsewhere and a "toll" which permits the EDF to
attain a budget equilibrium and even to possess an appreciable self-financing capa-
city.15,16 The values of use determined by the model aid in the comparison of
individual hydroelectric projects with reference equipment (for conventional
thermal or nuclear energy) serving the same purpose in order to study their profit-
ability.*
These models of investment choices are particularly complex because the system
of French electricity production is a mixed hydropower-conventional thermal (or
nuclear) energy system. § This necessitates a rather detailed representation of the
management of hydropower equipment (water flows, locks, reservoirs, pumps)
* Called the "new national model of investment."14
t The cost of power failure is a nonlinear function increasing in relation to the duration and the
amplitude of the power failure.
*This decentralized procedure is called the "Blue Note.""
§ The models use nonlinear programming.
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during different hours of the year, taking into account the daily, weekly, or seasonal
carry-overs which are available. In the model now in use, a submodel simulates the
management of the electrical capacity in such a manner that the diagram of the
weekly (or monthly) load of the conventional thermal capacity is as flat as possible.
It is necessary to stress that among the evolving models of investment choices only
the model "Investments 85" constructed in 1965 was disaggregated into five regions;
the Rhone-Alpes region, together with the Mediterranean-Cote d'Azur region, con-
stituted the southwest region of this model. The southwest region was linked with
other regions by variables describing interregional exchanges. The objective was not
to specify transport equipment, but rather to try to outline a preliminary scheme
for the localization of production equipment, taking into consideration the location
of hydropower resources and consumers.
It is necessary to point out that these investment models only deal with private
costs and, in no case social costs such as the degradation of the environment arising
from atmospheric or water pollution, or from land use. In other words, not a single
environmental constraint has explicitly been taken into account. From a practical
point of view, for example, these models have never explicitly integrated the choice
of siting for electricity installations since almost all the models have not been modi-
fied for individual regions. '" In France, where there are only a few rivers whose flow
is sufficient to safely support the installation of numerous sources of thermal pol-
lution, the problem of cooling prevails over transport expenditures when choosing
the siting of central thermal installations.
Consideration of environmental impacts, however, has not been excluded from
the concerns of EDF. These include harmful effects of radioactivity, noise, and
oscillations of electrical or radioelectric origin, and other harmful effects causing
changes in the air, water, and ground. Ecological problems have been evaluated with
reference to a group of factors from fields as varied as physics, medicine, biology,
or psychology. Some of the elements are purely qualitative or subjective and have
been taken into account because of judgments or explicit or implicit choices made
by alert citizens who are presumed to express the attitudes and the aspirations of
the community. The evaluation of the relative importance of ecological problems
posed by different production installations has been calculated using a single unit
by means of "ecological points." Seven types of ecological problems have been
catalogued for reference plants, e.g. 600 MW units in conventional thermal plants.
Then, for a given type of ecological problem, the present value of impacts brought
about by different techniques has been calculated. Finally using a comparison
between the different types of impacts with the help of a preference function,t the
total value of impacts of different installations has been calculated in terms of
"ecological points." Consequently, one can evaluate the ecological gain of each
action undertaken to reduce harmful effects to the environment. With this tech-
nique, one can also obtain an implicit evaluation in monetary terms of an "ecological
point," an evaluation which Will, however, remain more or less inexact. There is no
room to dwell further upon this approach to environmental problems which, in
fact, is not directly related to the EDF's models of investment choices.
At the sectoral level, no comprehensive decision model exists which is designed
'" The regionalization included in the model "Investments 85" was not fine enough to permit
this problem to be taken into consideration.
t This function of preference expresses the level of concern attached to each category of harm-
ful effects and is based on subjective considerations (acceptable levels of change in the natural
environment, quality of the atmosphere, and so forth).
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to influence the decisions of public authorities or of organs close to those. This
applies, too, to the regional energy system. Previously, a method of energy planning
did exist and it was used within the framework of the IV French Plan (I 961-65)
and V French Plan (1966-70). The method included an informal model which
permitted one to determine how France could be supplied with energy at the lowest
cost, taking into account the objective of having a reliable supply. But this method
was abandoned in 1970 at the time of the conception of the V Plan, for the public
authorities no longer had command over the energy system.
There is also a simulation model for the financing of the energy sector which
permits one to forecast from 1970 to 1985 (or 1990) the medium- and long-term
consequences of changes in energy policy (tariffs, taxes, investments, regulation)·
for the financing, employment, and annual investment needs, and the bUdgets of
enterprises in the energy sector.
The Cognitive Models Very few efforts have been made in France to study the
French energy system with the help of models in order to better understand the
system and to explore its future effectiveness. One may take note, for example, of
the scenario method; it permits one to reduce the complexity of the system studied
through the selection of the most important factors, and to trace different scenarios
for the development of nuclear energy up to the year 2000.
At the Institut Economique et Juridique de I'Energie (IEJE) Grenoble, an optim-
ization model for the energy sector has been developed without any ties to the pub-
lic authorities. IS, 19 It does not, in other words, serve directly to help the sectoral
decision makers. Its goal is to test the reaction of the French energy system to
modification of its political and economic environment in, for example, the
• Price of oil
• Cost of nuclear facilities
• Development of certain technologies
• Policy of preserving the environment
• Policy of making the supply of energy secure or of limiting oil dependency
The model uses linear programming to reduce all the quantified costs of invest-
ment and utilization to satisfy energy demand; at the same time the model considers
utilization expenses over the period 1975-2020. The activities in the energy sphere
are approached in a centralized manner; France is considered as a whole.
The system is described by means of a network in which the nodes represent
economic operations (extraction, import, processing, transformation, transport,
consumption) defined as all energy-related activities in the French territory. It inte-
grates the consumption of energy with possibilities for choosing between the dif-
ferent forms of end-use energy. In its current version, only S02 emissions have been
taken into consideration from among all negative influences on the environment,
but the method of formalization could easily be extended to other types of environ-
mental impact.
The model chooses between the different processes for producing different types
of energy on the basis of minimizing the cost while satisfying demand and conform-
ing to various political constraints (limitation of dependence on oil, possible accel-
eration of the nuclear program, limitation of the levels of emissions, and so on).
The variables of the model are, in other words, the flows through the pathways of
* FINER's model constructed by D. Blain at the Ministry of Economics and Finances, No. 1972.
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the figure during different years (variables of exploitation) and the equipment capa-
cities to be created in the future (equipment variables). The different parts of the
model are then composed of a subsystem of consumption and a subsystem of pro-
duction.
The Subsystem of Consumption Demand is partly endogenous to the model.
In addition to the sector's own consumption, the consumption to be satisfied is dis-
aggregated into three groups of consumers (industry, transport, domestic furnaces),
nine types of final energy (coke, coal, gas, electricity, motor fuels for the transport
systems, napthalene for chemistry, domestic fuel oil, fuel oil with a high sulfur con-
tent, and heavy fuel oil with a low sulfur content). One also distiguishes between
two types of use, substitutable use and unsubstitutable use. Substitutable use is
characteristic of heating where there is competition between different forms of
energy. One considers various domains in which the characteristics of the com-
petition between types of energies are different (use of steam and ovens in ind ustry,
heating of individ ual homes, and collective heating in the residential sector).
Suppose c is a group of consumers and
I/>
x 1 (1/>, c)
x ll (l/>, c)
r(l/>, c)
D(I/>, c)
Uc
T(I/>, c)
X(I/>, c)
a form of final energy.
the flows of this form I/> directed towards unsubstitutable use.
flows directed towards thermal use.
the profit from utilizing I/> in the eq uipment of the consumer.
the specific energy needs of the consumer.
the consumers' need for useful thermal energy.
the initial capacity of the energy-using equipment of the consumer for
thermal purposes.
the capacity created between the starting date and the date under con-
sideration.
Constraints on satisfying the energy demand are:
specific needs: Xl (I/>, c) > D(I/>, c) for all I/>
substitutable needs: L r(l/>, c) • x ll (l/>, c);;?; Uc
tj>
capacity constraints: x 11(1/>, c) ~ T(I/>, c) + X(I/>, c)
The objective function of this subsystem is a part of the objective function of
the total system and includes the cost of the equipment utilized and the expense of
purchasing energy. We should stress the fact that the model integrates possibilities
of choice between energy types at the level of final consumption, parallel to the
concentrated decisions of the energy production system. The representation of sub-
stitution between energy types has nothing to do with price elasticities of consump-
tion, the use of which is critical in every long-term model.
The Subsystem of Production The model connects different subsystems
of production (coal, gas, electricity, and oil). One can show with the network the
interdependencies between operations and the ways of managing the equipment
installations, e.g. the contribution of electrical equipment to the various hourly
positions of the load curve, taking into consideration the different types of crude
oil and different degrees of distillation. In the new version used at the present time,
Ij
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the model integrates low enthalpy geothermal and solar energy for the heating of
buildings and the recovery of the heat from power plants.
Optimization permits choices to be made among
• Energy forms in the different competing domains
• Processes having different capital requirements
• Types of energy to be imported and types of energy which should be locally
produced
• Various degrees of pollution production and the consumption process·
It is thus possible for the years 1975-2020 to obtain calculations of (taking into
account the values of the different parameters):
• The balance of primary energy
• The national or disaggregated balance of final energy consumption
• The supply of equipment for production and consumption
• The activity of the various plants
• The increase of investments necessary for the adaptation of the energy capa-
city
• The needs for currency necessary for import of fuels
• The total expenses from year to year (whether realized or not)
• The emission of pollutants considered in the model
This type of model, which by no means replaces the decision makers, would
permit an analysis of the rigidity of the energy structure, the competition between
energy types in the various domains where competition exists, and possibly their
margin of operation. This is the ideal tool for obtaining some idea of the future of
an energy type or new technology (for instance, solar energy, geothermal energy,
hydrogen, or recovery of heat from power plants) 15-25 years from now.t In the
• The limitation of emissions is developed at the national level in France. Such a procedure may
seem unreasonable especially if only a single impact is considered. However, at the national level,
one can fix thresholds of emissions or of waste materials which may'not be exceeded, and which
would be defIned in such a way that the harmful effects observed by individuals would be at an
acceptable level in the most polluted geographical sectors. See on this subject, D. Finon,
"Evaluation of the Costs of an Environment Protection Policy on the French Energy System"
in Energy and Environment (Paris: Organization for Economic Cooperation and Develop-
ment (OECD), 1974, pp. 239-273).
t Others have a much more normative concept of this type of tool and would like to use it to
calculate the optimal distribution of the various energies and to deduce optimal prices and tariffs
(with the help of dual variables) which allow the guiding of the consumers' choice in the best
way for the society. We prefer to give a more exploratory function to this type of tool.
The model in its new version is actually used in a very pragmatic manner in the energy sector
of nine countries of the European Economic Community (EEC), with the help of a network
general enough to be applied to each. The goal is to calculate at the same time the annual needs
for investments and currency until 1985 and to trace various energy futures up to 2000-2020,
taking into account the values of the parameters. One foresees the further study of the com-
patibility of the local optimum with the national optimum of the nine sectors that are integrated.
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future the model will be reviewed to study specifically these new energies and tech-
niques; it will also be improved at the level of the consumers by a disaggregation
that is more driven by the type of use and other factors. *
This type of model can be (and will be even more so in an improved version) a
good instrument for analyzing the three fundamental elements of the energy policy:
• the energy economy
• the development of national resources
• the choice of the sources of import
with the aid of various criteria: the lowest cost for the community (taking into
account the financing problems), the least economic dependency on other countries,
the reliability of supplies, and finally, the limit of ecological consequences.t
In summary, no specific models exist in the Rhone-Alpes region, but there are
models covering all the French activities in one branch or one sector. This is mainly
due to the institutional and economic centralization of France.
Among the existing models, the most numerous are decision models covering
one branch and, for a particular branch, those using well-specified methods. They
utilize, in general, optimization techniques. At the national sector level, the only
formalized model that exists is without a real tie with the centers of public or
private decision making.
ILB. APPRAISAL OF THE FRENCH MODELS BY THE GDR
Peter Hedrich and Dietmar Ufer - Institut fur Energetik
France is a country that is setting the pace on the international level in the field of
mathematical/economic model application for the optimization of long-range plan-
ning of large-scale energy systems. The activities performed by Electricite de France
in this field provide good examples.
It can be said that the trend of activities by the "base," i.e. in the individual
branches of the energy industry, has followed EDF's lead, and resulted in advances
on problems of the development of the structure of systems and energy suppliers,
economy and financing, and to some extent of environmental control. Significant
arrangements with the consumers have also been established. A model or model
system covering the overall energy industry of the country was not developed for
planning purposes by France because of the existing social conditions, and the
diverging interests of the individual enterprises and monopolistic groups on both
the national and international level. Even the individual branches, such as those of
* In connection with the research developed at the Institut Economique et Juridique de
I'Energie by B. Chateau and B. Lapillonne on a prospective basis (by systems analysis of the
energy demand in the year 2000), this demand was studied from an analytical point of view in
the consumer's sector, taking into account present and future technologies.
t The reduction of the foreign dependency, by the development of national resources and the
energy economy has strong limits resulting from the criterion of cost minimization.
:I: The great variety of models for the operational control are not dealt with here.
I
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electric power generation, do not apply nationwide models due to the fact that
there was no undertaking of a completely monopolistic character. *
The awareness of these circumstances apparently gave rise to the objective of
developing a model system of the energy industries all over the country, a system
that permits long-range forecasting of strategic character in
• Application of energy supplies and their selection
• Scientific and technological development and required research and develop-
ment assignments
• Environmental protection and ecology
• Safeguarding of the energy supply
• Potentials and limits of energy imports
With perfect knowledge of the interdependence of production, conversion, and
consumption, the energy application processes could be applied with discrimination
in the industrial and nonindustrial activities, and in households. Thus, a key step
was taken. If the results obtained from these models are to serve for immediate
decision making, it is absolutely necessary to take the obvious measures in the field
of economic planning and to see to the situation regarding ownership, both of
which have been neglected. The model in its existing form is appropriate to study
the effects on the modified strategic elements and the environment, in the sense of
business gaming. We are in strong agreement with the fundamental French attitude
that statements of importance about regions can be made only incidentally to
general consideration about the energy industry.
II.B.1. Model Characteristics
The model serves for planning the structural variables of the energy system in the
entire country; it does not carry out technological calculations. It also forecasts the
determining quantities of demand and, within the framework of energy technology
and national economy, the most convenient technological processes for the energy
forms that can be interchanged. Thus, the limits of the system are fixed in response
to the actual requirements. The model system is capable of making suggestions for
strategic statements about the exploitation of national energy resources, about the
most convenient structure and operation mode of the energy conversion equipment,
and about the import of energy supplies. The modeled groups of statements are
assessed under the present conditions for the activities within the next 5 to lO years.
They appear to satisfy the principal needs with the exception of the analysis of
* The development in the GDR took place in the reverse direction. In the first half of the 1960s
the theoretical bases were being worked out. The starting base was the overall model of the
energy industry with its sectors of coal, gas, electric power, oil, and public district heating, as
well as imports and exports. In 1967 the National Planning Board adopted this model for appli-
cation in long-range national planning; the model was also adopted by the Ministry for Coal and
Energy. There was a step-by-step development of:
• Submodels in the relevant branches and sectors of energy consumption and supply
• An adequate coupling algorithm
• Regional models for the decisions appropriate to the Bezirks.
These models were adopted into the planning practice. The setting up of regional models will be
finished in the near future.
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environmental impacts and the possible gaining in importance of the regions. Signifi-
cant extensions of the model could be achieved, however, if the problems about
uncertainty of the input information could be solved. *
The main arrangement of the overall model, sub models of subsystems including
the energy application activities, and regional models, matches in its fundamental
setup-the overall conception tried out during the previous 5 years in the GDR. The
substance of the economic criterion, namely, minimum cost for the overall system.
is the only adequate criterion in the economic realm; however, its consequences
were not elucidated in detail.
The time span through the year 2020 has within it a period that can be accurately
modeled. From our point of view and practice, however, we must call into question
the application of a conclusive and deterministic model for such a long time span.
For such computations, the farthest horizon should be the year 1995, or 2000 at
most. This in particular applies to the reliability of the economic input. and the
case of multivariant computations. Complex optimization could be omitted for the
period from 2000 to 2020. The complexity calculations, however, must still be con-
sidered significant for the period 2000-2020. This point is discussed further in
section III.B. with respect to the Wisconsin model.
The main characteristics of the French models include real temporal complexity
of periods of several years, bringing of the initial condition up to date, grouping of
variables according to capacity and employment to capacity, and prevention of
multiple assessment. Dealing with the plants available at the start of the period
under review, and utilization of mean values for the transport expenditure and
environment factors are relatively effective and suitable, from our experience.
Certain doubts, at least theoretical ones, arise with regard to the cost trends over
the periods of several years. Concentration of investment cost on one item is not
advisable in our opinion. The exponential simulation of operating cost can be
traced back to the experience gained with monosystems in which such cost can be
fully applied. The direct complexity in the matrix block, however, requires linear
increase as far as the proportionality between the forms of energy is concerned.
Nonproportional economic trends should be represented by their direct causes.
The model could be improved by taking depreciation into consideration. The
provision for the comparison of the plants existing at the end of the period under
review appeared to be lacking. The constraints applied and the political-economic
formulations of questions regarding the resource restrictions and utilization of
national resources, appear to match the GDR experiences. The data structures -
both inputs and outputs - satisfy the requirements, but some problems arise
when making provision for and interpreting the output data. From the standpoint
of economic calculation and importance to the energy system, it requires utilization
of all accessible national and possibly international scientific capabilities. The model
apparently utilizes standard programs for the analysis of results, Le. sensitivity
analyses. Of special interest would have been a description of the programs for
efficient command of such models in the preparatory and analYsis phases.
We wish to emphasize once again our opinion that any overestimating of the
models should be avoided. They must be considered only an aid in making decisions.
In spite of the differences in detail, when approaching the problem in accordance
with the method applied, the French model has many similarities to the overall
energy models used for years in the GDR. Accordingly, the two tools used offer the
potential of a real exchange of experience fostered by IIASA. However, we would
* Significant work was and is being done in this field in the Soviet Union.
430
like to underline once again the doubts mentioned above with regard to the barriers
and limits of such a procedure with respect to the socio-economic facts. The overall
method of solution and its use within the limits of the Common Market, in our
opinion, only give way to mere academic reflections if they are not used in national
economic decision making.
The bibliograghy quoted in the French publications used in drafting this
analysis,18,19,2 show that the research groups at the University of Grenoble were
not fully aware of the level reached in socialist countries. The sources, including
those concerning the GDR, are outdated and in no way report fully the level
reached. In particular, the publications by the Soviet Union and the GDR, including
work by other socialist countries that have applied similar methods, would certainly
have been a rich source of knowledge and suggestions.
II.C. APPRAISAL OF THE FRENCH MODELS BY WISCONSIN
Wesley K. Foell - Energy Research Center, University of Wisconsin-
Madison; and James Pappas - University of Wisconsin - Madison
Although there is considerable centralization in energy planning in France, the
private sector plays a significant role and, hence, the energy modeling activities
there are somewhat more directly akin to those in Wisconsin than in the GDR. From
the French activities it seems that there are several areas in which Wisconsin can
benefit from transference of methodologies. The broadest of these is the program-
ming model developed at the Institut Economique et Juridique de I'Energie in
Grenoble (IEJE). This procedure holds promise for analyzing not only alternative
state energy policies but perhaps more importantly the impact of various proposed
national energy policies on the state. Its integrative structure would allow its use for
evaluating the energyJenvironment impact of alternative development futures for
Wisconsin and the optimization of the total energy system, subject to constraints
on availability of particular primary energy fuels. Thus, it could be a potentially
important tool for analyzing the future structure of Wisconsin's energy industries.
In this area, such an approach could provide important inputs to both private sector
decision makers and state policy planners.
One of the severe limitations in applying the above model to regional problems in
Wisconsin is linked to the manner in which environmental constraints are imposed
in the model. As the model now stands, environmental constraints are expressed in
the form of total emissions of S02 or other pollutants. In practice in Wisconsin, the
constraints on energy system development that arise through environmental con-
siderations take the form of a multiplicity of impact factors, far more complex than
can be expressed through emissions alone. To use an optimization model of the
above type to include environmental considerations in a significant way would
require modification of the constraints and perhaps the statement of the objective
function. However, after pointing out this difficulty, it does not seem at all
unreasonable to consider the possibility of moving in the direction of these exten-
sions of the French energy model, that is, building into it the description and con-
sideration of more detailed regional environmental constraints and costs. The
creation of such a tool would have considerable benefit for Wisconsin energy
modelers.
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Given the history of a long and extensive effort in modeling of the French electric
energy system, it is perhaps not surprising that this area provides some of the
greatest potential for model transference. Although the French use of trend pro-
jection methods of long-run electricity demand estimation suffer serious short-
comings in times of major structural changes in energy supply/consumption
patterns, the work on short-run demand analysis is exceedingly important for load
management purposes. Given not only increasing total demand but also an even
more rapid growth in peak demand due to summer cooling req uirements, improving
the load characteristics of demand is one of the major problems facing the Wisconsin
electric utility system. This can be accomplished only by means of analysis of that
load composition. The French have progressed far in this analysis, not only in
modeling the load characteristics of electricity demand, but also in costing the
supply of electricity over the load structure. This costing makes possible further
French contribution in the area of electricity pricing. Here the French have proved
to be leaders in experimenting with various price st"rategies aimed at improving the
system efficiency through load adjustment.
Although the French investment model for the electricity industry is sound and
would be useful as an alternative to the corporate planning models currently
employed in Wisconsin, its lack of specific environmental analysis means that
substantial modification would be necessary. Nonetheless, its potential for system-
wide analysis is substantial, and it might prove a useful methodology for use by the
Wisconsin Public Service Commission to evaluate the cost impacts of alternative
link requirements between the various electric utility companies serving areas of
Wisconsin. As in the GDR, experiences with the greater integration of the French
electric system provide a potential for improving on the efficiency of future
capacity expansion in the Wisconsin electric utility industry.
Finally there are the oil and gas models of France. Both models hold limited
promise for transference to Wisconsin due to the very limited nature of activities
of these industries in Wisconsin. There are no oil or gas reserves in the state and
only one refinery. Further, distribution of natural gas is not expanding due to
projected supply shortfalls in the future. Hence, only the models of transport and
distribution of petroleum products appear to have direct applicability for Wisconsin
modeling activities.
III. WISCONSIN
lILA. DESCRIPTION OF THE MODEL
James Pappas - University of Wisconsin - Madison
Energy system modeling in Wisconsin is comprised of a variety of efforts in both
the public and private sectors, aimed at an analysis of problems associated with
energy supply, demand, and environmental impact. The fragmentation of these
efforts is extreme, with many parallel modeling activities being carried on simul-
taneously.
The nature of both Wisconsin's energy system and the modeling activities associ-
ated with that system developed largely from the so~ial, economic, environmental,
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and political structure of the state?!' 22 Wisconsin is richly endowed with both
natural and human resources. It does not, however, have any significant energy
resources. Historically, agriculture, resource extraction and processing, and tourism
or recreational activities have played major roles in the state's economy. An inten-
sive, broad-based industrial sector has developed in the southeastern portion of the
state and it is here that the vast majority of the state's populace now reside.
Wisconsin's energy system evolved in response to the energy requirements
generated by this pattern of economic growth and development. This evolution
occurred largely through the interaction of suppliers and consumers in a private
market setting with virtually no integrated planning and relatively limited direct
government intervention. This historical pattern of a limited government role in
Wisconsin's energy system development stems from many factors. The virtual lack
of energy resources in the state, however, is undoubtedly a major factor, particularly
when coupled with a national policy aimed at making energy readily available in the
private sector markets at relatively low prices. In short, the energy sector has
historically been neither a major component of Wisconsin's gross state product nor
a major constraint on the state's economic development. It has not, therefore, been
an area of major concern to the state government.
Because of the primary reliance on private sector development of the Wisconsin
energy system, and the relatively limited government concern related to this sector,
the resultant disaggregation in energy analysis and planning makes it impossible to
describe a unique, well-integrated energy modeling system for the state. Instead,
one finds a variety of parallel modeling activities being carried on not only by the
suppliers (and major consumers) of various energy resources in the private sector,
but also by numerous state agencies. There has been a recent realization of the
importance of energy to the state's economic well being on the part of the state's
political leaders. Because of this disaggregation, the various modeling approaches
being used in both the private and public sectors will be outlined, as well as the
institutional mechanisms through which linkages occur.
While energy modeling in Wisconsin encompasses the entire range of activities
associated with analyzing the state's energy system - from long-range forecasting
and planning to operational management - most individual efforts are rather
narrow in scope. That is, they focus on either a specific energy source, or on a
particular energy policy problem. An exception to this generalization is the work of
the Energy Systems and Policy Research Group (ESPRG) at the University of
Wisconsin. This multidisciplinary research activity has resulted in the development
of a computerized dynamic simulation model of Wisconsin's energy system. The
WISconsin Regional Energy Model (WISE) combines an engineering and economic
approach to model the state's energy system within a multidimensional framework
that describes energy demand, conversion, transport, and uses explicitly accounting
for technological, economic, and environmental interactions. It consists of a collec-
tion of sub models that combine in simple mathematical terms data and information
about energy flows in Wisconsin to describe or simulate the energy system and its
relationship to other characteristics of the state, e.g. demographic, economic, and
environmental. A simulation structure was chosen for several reasons. First, simu-
lation is a convenient method of integrating the variety of analytical techniques
likely to be employed in a multidisciplinary effort of this type. Second, a simulation
structure provides a great deal of flexibility in both the modeling process and appli-
cation of the model to systems analysis. For example, it enables one to modify
selected components of the system without the necessity of reworking the entire
model, and to focus attention on specific areas of the energy system as well as on
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the system as a whole. Finally, the simulation structure lends itself to the scenario
generating approach that is extremely useful in the analysis of major policy issues
and alternatives. That is, simulation facilitates the application of the model to ques-
tions of the "what if" type.
Rather than dwell on the specific structure of the WISE model (which is examined
in detail in other ESPRG publications*), and also in Chapter 3 of this volume, we
shall limit our discussion to an overview of its capabilities and use. The WISE model
is designed primarily for intermediate to long-range planning analysis. The typical
horizon employed is the year 2000. Among other applications, WISE has been used
to: (l) forecast energy demands by energy source and user classification, (2) esti-
mate the additions required to the electricity generating, transmission, and distri-
bution facilities in the state and evaluate the financing requirements, total system
costs, and environmental impacts of alternative generating systems (Le. nuclear
versus fossil fueled) designed to meet the additional requirements, (3) examine
environmental impacts associated with alternative future energy use patterns, and
(4) analyze the role that conservation can play in determining the state's energy
future. From these applications, it should be apparent that the WISE model is
capable of both forecasting energy /environment futures for the state and analyzing
the impacts of alternative policy decisions relating to both public and private sector
activities in the energy area.
It is important to note that the development and actual employment of the
WISE model rests almost exclusively with the ESPRG at the University of Wisconsin,
a research team not formally or institutionally linked to Wisconsin's energy system
planning and operational decision making. Lacking a direct tie to the decision-
making bodies in the state, the use of the WISE model for input into energy policy
analysis has rested on its ability to p!"ovide timely and easily comprehended
responses to important energy policy issues as they arise. This response capability
has been designed into the WISE model through the use of the simulation structure
and an interactive control language which provides users with convenient access to
both the models and data systems, and allows for intervention in simulated energy
futures in order to test both the consequences of policy changes and the sensitivity
of these futures to various assumptions employed in the analysis. It is further
enhanced by the formal and informal working relationships that have been estab-
lished by the ESPRG with several administrative and regulatory departments of the
state of Wisconsin. The result is that while the ESPRG cannot be considered to be
among the energy system policymaking bodies in Wisconsin, it does play an import-
ant role as a provider of technical expertise in policy analysis and, as will become
clear from the material which follows, it has had a significant effect on the develop-
ment of an analytical approach to policy analysis within several of the Wisconsin
state agencies which have major decision-making responsibility in the energy /
environment areas.
The description of other energy modeling activities in the state will be on the
basis of model types and use. Because of the virtual inseparability of energy use and
economic activity, virtually all modeling activities incorporate a general econo mic
forecast for the state. These forecasts are prepared in both the public and private
* A detailed survey of the structure and use of the WISE model and a comprehensive list of
publications describing it are contained in W.K. Foell, J.W. Mitchell, and J.L. Pappas, The
WISconsin Regional Energy Model: A Systems Approach to Regional Energy Analysis, Institute
for Environmental Studies Report No. 56 (Madison: University of Wisconsin - Madison, Sept.
1975).
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sectors using a variety of methodologies, ranging from simple trend projections to
complex econometric and input/output models. Within the state agencies, indepen-
dent forecasts are prepared by the Department of Industry and Labor and Human
Relations, the Department of Revenue, and by faculty at the University of
Wisconsin. Although these forecasts are prepared for a variety of different uses and
are not often reconciled, there is a high correlation between the various projections.
This undoubtedly stems in large part from the fact that Wisconsin's economy is
inextricably tied to the entire U.S. economy and all state forecasts are inherently
based on the same projections of national economic activity levels.
Population size and characteristics provide another basic input into all energy
modeling activities. In Wisconsin, this factor is modeled in detail by the Office of
the State Demographer. This model considers age, sex, and county, and includes
considerations of migration, fertility, and mortality. Detailed population projec-
tions are provided to the twenty-first century. Energy demand forecasts in Wisconsin
(other than those prepared by the ESPRG) have typically been on a single energy
source basis. Until very recently, virtually all of this work was done in the private
sector and on a firm by firm basis. Thus, for example, individual electric utilities
could be expected to project demand by major user categories within their respec-
tive service areas. Typically these projections entailed extrapolation of historical
trends adjusted for any major structural change in user composition which the
utility was aware of (e.g. the planned expansion of a major industrial customer or
the location of a major new industrial facility in the firm's service area). Such pro-
jections were used as input for investment planning and seldom extended beyond a
five-to-seven-year period. Ten-year projections were in the very long run and went
well beyond the relevant planning period. These simple demand models served quite
well over an extended period due to the regularity which characterized the develop-
ment and growth of not only electricity but also the entire energy system in
Wisconsin until the beginning of this decade.
As a result of the disruptions which have characterized the entire energy system
since 1970, the electric utilities are no longer able to rely on historical trends for
planning purposes. This has been accentuated by a necessary lengthening of the
planning horizon for individual firms, brought about in part by the longer con-
struction period associated with the use of nuclear technology and in part by the
more active role in the planning process taken by government agencies and represen-
tatives of special interest groups in the public (e.g. environmentalists and conser-
vationists). This change in demand forecasting requirements was both sudden and
substantial, catching many electric utilities generally unprepared to respond
adequately in the development of needed forecasting methodologies. It led to a
contract between the major electric utilities in Wisconsin and the Stanford Research
Institute, a large private consulting firm, for an in-depth analysis and forecast of
energy demands in Wisconsin through the year 2000.23
The nature of demand modeling in the other energy industries closely parallels
that in the electric utility sector. Gas utilities and suppliers of coal, fuel oil, and
gasoline have all tended to use historical data on customer use, population and
income growth, and market penetration to develop projections of future demand.
For many cases, the state of Wisconsin is not the relevant market area and, hence,
no "Wisconsin" projection is forthcoming. This is particularly true for the coal and
petroleum sectors where the primary suppliers tend to operate in a national or
international market and for whom the Wisconsin market is an extremely small
part, so small, in fact, that it is often treated as some fixed percentage of the
national market - usually around two percent. In the case of those natural gas
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transmission and distribution companies whose primary market area is Wisconsin,
their lack of direct ties to the production of natural gas, coupled with a situation
where the demand for their product far exceeds any foreseeable supply, limits the
benefits from detailed demand analysis and forecasting. Such modeling has there-
fore had limited development.
Recently the state has moved into the arena of energy demand forecasting on
several fronts. These activities began when the Public Service Commission (PSC)
aggregated the forecasts of individual electric utilities to develop a clearer picture
of the projected generation, transmission, and distribution system in the state. They
have relied to thi~oint on the projections provided by the utilities and by ESPRG
at the university, .28 while working on the development of an "in house" capa-
bility for demand estimation.
The other state agency currently involved in energy demand analysis and projec-
tion is the Office of Emergency Energy Assistance (OEEA). This newly formed
agency is charged with responsibility for assisting in the allocation of energy
resources when the market mechanism fails because of a major imbalance between
supply and demand (i.e. when price is not allowed to play its role) and to assist in
the development of an energy policy for the state. The OEEA is involved primarily
with short-term energy issues and thus has not developed the capability for inter-
mediate to long-range energy forecasting but relies instead on the ESPRG work and
other externally generated projections in those instances where required. It has,
however, developed an extensive set of computerized energy consumption data
bases and retrieval software for analyzing that data. These data include a monthly
allocation of all petroleum projects coming into the state, which shows for every
distributor of petroleum products where he obtains his supplies and to whom the
products are sold. These data are used to keep track of the origin of Wisconsin's
petroleum supplies and to analyze the short-run impacts of a disruption in that
supply. Similar data are collected for both coal and natural gas flows in Wisconsin.
An additional data file listing the primary fuel requirements, alternative fuel
capabilities including storage and switching time, and daily use rates has been
prepared for all low-priority natural gas customers in the state. These data are being
used by the OEEA to analyze the impacts of a natural gas curtailment and the
alternative allocation schemes that have been proposed for the remaining gas.
Investment planning activities in Wisconsin closely parallel those in the demand
area. The vast majority of such efforts are carried on by the individual firms
operating in the state. A variety of corporate planning models are utilized in these
efforts. These models typically project the time pattern of finance requirements
based on forecasts of future system capacity needs and estimates of the tech-
nologically available means of satisfying those needs. These corporate planning
models are usually detailed engineering/economic models of either a simulation or
mathematical programming nature. Where a linear programming approach is used,
constrained cost minimization over the planning horizon is the typical objective.
Although the electricity generating capacity submodel (GENCAP) in WISE is some-
what less detailed than most corporate planning models, it is representative of the
simulation structure employed.
Probably the only energy firms where corporate planning models explicitly
model in detail a Wisconsin component are the electric and natural gas utilities
serving the state. Electric utilities, for example, use extensive models to convert
projected consumer demand into. capacity requirements using load curve analysis.
These forecasts of capacity requirements are in turn used to analyze the economic
impacts of alternative generation and distribution systems and from this, detailed
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projections of capital investment and financing requirements are obtained. These
models have typically employed a five- to seven-year planning horizon in the past
but recent events have lengthened it to ten to twelve years.
Although the major coal and petroleum suppliers all utilize such corporate plan-
ning models, in most cases the Wisconsin component is small relative to their total
activities - involving perhaps no investment where sales are channeled through
independent distributors - and, hence, is either combined with surrounding states
for a regional analysis or not disaggregated at all from the national model. In those
situations where a Wisconsin component is analyzed it invariably relates to distri-
bution facilities which typically are relatively low-cost components with short
planning horizons and, hence, are not major components in the model.
The only state agency that carries on any investment planning analysis in the
energy system is the PSC and its effort is limited primarily to the electricity industry.
The PSC approach is essentially equivalent to a corporate planning model in which
system costing is the primary objective. The model structure is similar to GENCAP
but with more detail concerning load flows by user class. It is used to evaluate the
investment plans of individual electric utilities and for analysis of alternative rate
structures. This effort has been done on a company by company basis and only
recently has work begun on a systemwide effort patterned after the work of ESPRG.
A final area where energy-related modeling is taking place in Wisconsin relates to
environmental impact. Here the effort is more completely integrated into state
planning activities due to the need to ensure compliance with both state and
national environmental standards. In this effort the Department of Natural
Resources (DNR) has responsibility for both developing standards to ensure com-
pliance with the codes and for monitoring emissions in the state. In this effort, they
are working closely with several other state agencies as well as developing their own
models for some specific analysis. They are for example working closely with the
PSC in the development of impact statements for future electric utility generating
plants and transmission systems. Here the methodology is similar to that employed
in the ESPRG Environmental Impact Model but with greater emphasis on its specific
relationships. Similar work is being carried on by the utility firms in the state as
part of the licensing for new plants.
DNR is also working on broader models of air and water quality. One of these
efforts involves monitoring by DNR of primary fuel use by each of the major
energy-using facilities in the state. Emission data are then constructed from the fuel
use survey and a physical diffusion model develops ambient concentration levels for
various pollutants. These data then provide the basis for establishing pollution
abatement requirements for the facilities.
The above methodology is also being employed for long-range environmental
quality analysis and planning for southeastern Wisconsin, the most heavily indus-
tiralized and populated section of the state.25 Here an economic planning model
provides specific industrial and transportation energy use projections through the
year 2000. These fuel-use figures are converted to emissions factors which are then
combined with projections of area sources of pollution (e.g. residential housing and
commercial areas) to develop estimates of air quality. A scenario-generating cap-
ability allows the impact of alternative development plans and pollution abatement
standards to be analyzed.
To summarize, energy/environmental planning in Wisconsin is highly fragmented
and, hence, there is relatively little centralized effort in this area. Even in the case
of the energy utilities (i.e., electric and natural gas distributors) where the state has
long played a major role in regulating activities, the individual firms are the primary
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decision makers and as such have historically done virtually all of the planning.
Recently the PSC and DNR have taken a more active role in these planning activities
due primarily to (I) mandates laid down in both Federal and state environmental
protection legislation,26,27 (2) concerns about the risks inherent in nuclear gener-
ation of electricity, and (3) major structural changes in the energy supply Idemand
relationship which indicate a long-term supply shortfall unless significant modifi-
cations in energy use patterns are forthcoming. Other state agencies (particularly
OEEA and the Department of Planning) are also moving rapidly to develop the data
systems and modeling techniques necessary to introduce energy relationships into
state policy analysis more explicitly. The efforts are being assisted by the work of
ESPRG and other research groups at the University of Wisconsin.
III.B. APPRAISAL OF THE WISCONSIN MODEL BY THE GDR
Peter Hedrich and Dietmar Ufer - Institut fiir Energetik
In the state of Wisconsin there has been a great number of initiatives taken to assess
future trends in the energy industry and their consequences for other spheres of
economic and social activities. The majority of these initiatives concern investigations
by private enterprises engaged, for example, in supplying electricity, which need the
resulting data and other evidence to pursue a policy that results in maximum profits.
A policy stressing maximum profits leads to one-sided development directed only
towards fields that are of interest to the enterprise concerned. Other aspects, e.g.
supplies to the state or even the United States as a whole, and energy suppliers
other than those involved in the specific business transactions, scarcely attract due
attention in these circumstances. Since, in addition, public institutions are interested
in energy demand developments, energy supplies, and the relevant problems of
environmental protection, there may be uncoordinated parallel work.
The initiative taken by the Energy System and Policy Research Group (ESPRG)
of the University of Wisconsin, which is making efforts to systematize all the
Wisconsin activities in this field, therefore marks great progress. A comprehensive
system of models is intended to serve investigations into the energy supply industry
and environmental protection, not from the point of view taken by just one enter-
prise or any other isolated group of interested parties, but within the scope of the
entire state. It must be regarded as a good development that the research group
plans to cooperate with the public authorities and present calculations that are of
practical significance. The confinements of these efforts become apparent, however,
if it is or would be necessary to apply the knowledge gained against the resistance
put up by certain groups representing vested interests (such as energy supply enter-
prises, landlords, and the automobile industry). The power of public authorities to
influence private enterprises can safely be regarded as quite limited. Much valuable
knowledge that might be of use to people can therefore not be put into effect.
The model is therefore not suited for immediate preparations of decisions to be
taken by the energy supply industry or at government level but is rather intended
to serve studies dealing with the consequences for the energy supply industry and
the environment of various economic, technological, demographic, and other
developments and strategies. This situation is apparent from the fact that the results
of investigations using the model are not expressed in quantities that are clearly
specified in terms of place and time, but mainly represent variants, trends and state-
ments of the "if-then" type.
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It is also necessary to state that the work done by the University of Wisconsin is
concerned only with overcoming the uncoordinated state of energy supply planning
in one state. There has not been any attempt made so far to work out a system deal-
ing with the planning of energy supplies and environment protection covering the
whole of the United States on the basis of the same principles. It is also not apparent
that a territorial energy supply strategy is to or can be established for the United
States with the aid of the Wisconsin model.
The contrast with energy supply planning in the GDR results from the different
arrangements of production in the GDR and the United States. As a part of socialist
economy, the GDR energy supply industry is under central management. Planning
proceeds in the interests of society as a whole, with the planning process being
organized in the way of a pyramid, reaching from the industrial plants with their
staff up to the Ministry of Coal and Energy Supplies and top-level government
(reflecting the principle of democratic centralism). All industries, and indeed the
entire social progress, are subject to planning in socialist society, without con-
sideration whether one branch or another mayor may not temporally attract
special attention for reasons of overall trade policy or current events (remember the
so-called oil crisis!). The results of scientific work done to develop the energy supply
industry are taken into account when the GDR National Economic Plan is being
drawn up. That plan, which is actually worked out with the cooperation of the
working people in the factories and fields is in the end given legal status. Its specifi-
cations are put into effect at all public authority and industrial management levels.
The Wisconsin model serves to forecast developments over a period of up to 30
years. In calculating the inputs, it primarily uses trend computing. It may be possible
to extend the period covered by a forecast by one or two decades. In any case, it
has to be considered, however, that in reality the developing processes usually do
not proceed in a continuous mode but may include discontinuities at one time or
other. The model takes this condition into consideration by defining and comput-
ing qualitatively different model approaches (scenarios).
In the GDR, pure trend computing is used in a limited way only (in minor sub-
sectors for tally calculations) in the course of planning activities covering two or
three decades. The methods applied in the Wisconsin model are of interest to us,
however, for forecasts reaching beyond the year 2000.
The Wisconsin model is a variant (descriptive) model. It is not intended for or
capable of optimization. In view of the widely varying conditions of ownership
characterizing the energy supply industry in Wisconsin, this limitation is realistic
and theoretically correct. Any optimizing criterion agreeing with the interest of the
entire population of the state would not be recognized by the private enterprises,
which are driven by their urge for maximum profits.
The model system worked out by the University of Wisconsin does not comprise
energy supply and environmental protection but, rather, the entire economy includ-
ing substantial spheres of social developments. This arrangement is necessary
because additional data concerning, for example, developments in industry, agri-
culture, and other branches outside the actual energy supply industry, are not made
available by other institutions. In the end, therefore, the Wisconsin model covers all
economic activities in the state in terms of developments to be expected, in order
to be able to provide statements concerning the energy supply industry and environ-
mental protection. If other branches of the economy, for example agriculture or
transportation, were to start such investigations, this situation might lead to
ineffective repetition of work.
In contrast to Wisconsin conditions, energy supply planning in the GDR is part of
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national economic planning as a whole. The inputs needed for energy supply plan-
ning from other industries (concerning, for example, the production of cement or
rolIed steel) are calculated by these industries in the course of their own planning.
The feedback from energy supply planning to the other industries operates within
the entire national economic planning process.
For determining the ultimate energy demands, the Wisconsin model uses almost
exclusively (above all for industrial activities) economic quantities to characterize
volume and growth of production. This procedure is handicapped because certain
structural alterations, which may be significant for the energy supply industry, are
not recognized and therefore not considered. A disaggregation of the industry into
20 branches cannot make up for this deficiency.
The method of useful energy supply planning by consideration of energy-
intensive products and their specific energy consumption indices, which in the GDR
has been practiced for a long time, permits changes in national economic structure
to be taken into account in energy supply planning. Planning with genuine natural
physical indices is, in addition, well suited to cover any interdependencies in
industry and other fields. Interdependence schemes based on economic quantities
only, as prepared in Wisconsin, can in contrast be expected to provide much less
accurate evidence.
Available information on the Wisconsin model does not show how the inter-
action between the substitutable energy supplies in the various branches of the
energy supply industry is taken into account and planned. Planned energy supply
substitution according to a defined or still-to-be defined strategy is not at all fore-
seen for the industrial consumption of energy. As a result, there is an impression
that every individual energy supplier is dealt with in a more or less isolated manner
within the model system, with the electricity supply industry clearly enjoying a
prominent position. The latter situation is probably due to the power stations being
the only major energy conversion plants in Wisconsin.
From the point of view of the GDR, it appears as a drawback that the Wisconsin
model does not provide for the computing of comprehensive energy supply balances,
balances dealing with individual energy supply according to available resources and
the uses that are made of these supplies, and comprehensive primary energy balances.
The structure of the Wisconsin model and the way in which the submodels are
coordinated are very efficient. Similarly to the central model system applied to the
GDR energy supply industry, the arrangements allow calculations with the sub-
models as well as calculations involving the coordinated model as a whole. Output
of results, in some cases with graphs, is quite suitable for nonexpert staff.
The Wisconsin model comprises submodels investigating the consequences on the
environment of activities by the energy supply industry. These investigations are
very valuable since they may be the starting point for activities to limit, or avoid
damage to the environment by all branches of the energy supply industry. Coordi-
nation, in terms of a model, of activities by the energy supply industry and environ-
mental control, which has not been practiced yet in the GDR, offers great possibi-
lities to investigate the interaction between the two.
The Wisconsin model has been worked out in social conditions that differ from
those in the GDR, and the objective is therefore different, too. The procedures and
methods applied are, however, of interest for the GDR. Their application seems to
be suitable for cases that do not permit application of optimizing models that are in
use in the GDR. Even with such distant planning horizons, however, a more or less
comprehensive energy supplier balance, with consideration of the interdependencies
of the suppliers, should be worked out. The procedures applied for environmental
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control planning and its coordination with energy supply planning are also of
interest to the GDR for planning periods covering 10 to 20 years and appear to be
applicable in their present form. *
1ll.C. APPRAISAL OF THE WISCONSIN MODEL BY RHONE-ALPES
Dominique Finon - Institut Economique et ]uridique de l'Energie (IEJE)
This analysis will only take into consideration the WISE model of the University of
Wisconsin because few specific details are available about other models. t The WISE
model has been developed in a very pragmatic way, with the intention to provide
clarification to decision makers and even to provide the public with a better under-
standing of the consequences of different energy choices in terms of environmental
impacts. The model permits a very disaggregated presentation of energy production
and consumption activities, because its developers have a detailed understanding of
various consumption and production processes; the method permits one to calcu-
late quite precisely the different undesirable effects resulting from each type of
activity. This type of model is not meant to be a tool for planning, but rather a tool
for forecasting energy consumption, the evolution of production, and environmental
consequences - taking into account many possible starting points. Optimization
methods simulate one energy policy, e.g. to seek the least social cost under the con-
straints of limiting dependence on oil or reducing harmful effects. The method
utilized in the WISE models, however, permits one to test many different policies. It
is, for example, possible to measure the impact of an energy conservation policy
that imposes insulation standards for housing or that improves the load factor in
cars; these parameters are exogenous to the WISE model since the standard of
optimal insulation may have been an outcome of an optimization model.
The WISE model appears to be a neutral model representing the energy system of
Wisconsin, defined in terms of the totality of the activities associated with the pro-
duction and consumption of energy. It would be applicable to all energy systems in
the world, considered from this point of view, except that it has been conceived for
a system which is strongly dependent on the outside world for its supply of primary
fuels. The application of this model, in this sense, should pose more problems for
the GDR than for the Rhone-Alpes region (or for France) to the degree that the
essential energy needs in the GDR are satisfied by locally-mined coal.
The logic of the approach under discussion necessitates a very elaborate dis-
aggregation of various subsystems in order to arrive at the fundamental deter-
minants of demand. For example, at the level of space heating in the residential and
service sectors, it requires information about the climate, insulation, outside surface
area of housing, type of housing, the number of housing units, and so on. Thus, one
of the difficulties in applying this type of model lies in obtaining the tremendous
amount of data needed for the assignment of values to the parameters, as well as in
* The review of the Wisconsin energy model was based on: W.K. Foell, The Wisconsin Energy
Model: A Tool for Regional Energy Policy Analysis, Institute for Environmental Studies Report
No. 35 (Madison, University of Wisconsin - Madison, Nov. 1974); and 1.L. Pappas, "Draft Out-
line for the Description of the Energy System Modeling Activities in Wisconsin," (unpublished).
t As described in Chapter 6, it appears that these models are almost identical to the branch
models utilized in France by Electricite de France (EDF) as well as by the oil companies.
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defining the values of the coefficient in relationships between two variables. For
instance, in the industrial subsystem it is necessary to know the coefficient of
energy intensity corresponding to energy consumption per unit of value added.
It is difficult to avoid certain inconsistencies when using such disaggregated
methods. Thus, to return to the industrial subsystem, it is necessary to extrapolate
from the available data in order to obtain the coefficients of energy intensity for
future consumption of energy; this presupposes that the techniques will remain
fixed over long periods of time. Moreover, it is necessary to know the economic
activities of different branches during the next 20 or 30 years and this requires a
certain level of estimation. This is perhaps easier in the case of end-use energy in the
domestic, service, and transportation sectors. The data must be evaluated rather
arbitrarily, and much is dependent on the subjectivity of the modeler and his
experience in the field of modeling.
Moreover, since it is not possible to formalize everything with the same finesse,
certain areas are less well formalized than others; this produces distortions in the
accuracy of the results and increases the error in the findings obtained by aggre-
gation of the partial results. Thus the representation of freight transport in the state
of Wisconsin would appear very crude, in view of the precision of the representation
of the urban and intraurban passenger transport. In the same manner, in the indus-
trial and domestic sector, the possibility of replacing fuels by electricity through
the substitution of heating methods or industrial processes has been neglected.* It
is sometimes more interesting to remain at a certain level of aggregation of economic
phenomena when this permits one to obtain information more easily or when this
permits one to profit from errors' canceling each other in the different components
of an aggregate.t
In any case, the simulation technique under discussion here is very useful, in
view of the flexibility it has in permitting one to construct a global model, domain
by domain, to modify or improve a given point in the representation, and to
develop more precisely the formalization of certain other points. Moreover, it is
ideal for coupling with the scenario method, which permits a consistent definition
of parameters.
In conclusion, one may perhaps criticize a certain unevenness in the exactness of
representation of the various parts of the model, the necessity to control a large
number of parameters, and to investigate an enormous mass of data. The model
remains an extremely pragmatic tool directly useful in aiding the decision makers to
measure the consequences of their present and future choices; moreover, its careful
design permits much flexibility.
The model, however, is better conceived to study the environmental impacts and
the regulations concerning pollution rather than to study the development of the
overall energy system. It is nonspecific and can be easily applied to all energy
systems which present the same conditions of fuel dependency as the state of
Wisconsin. However, this nonspecificity is connected with a concept of systems as a
group of activities without a purpose and without capacity for self-reprod uction (in
which the total would be the sum of the parts). It is perhaps here that one sees the
methodological limits of this approach in providing long-term forecasts; a system
* It is possible that from the point of view of environmental impacts, certain simplifications of
representation may be justified. But they cannot be justified if, at the same time, one seeks a
precise forecast of the consumption of energy.
t For example, the evolution of the consumption of electricity in households is a logistic curve
corresponding to the penetration of the various secondary domestic appliances.
442
has its own dynamics and its own logic which must be brought to light in order to
model it and to try to represent its modes of evolving. The WISE model assumes a
system without its own internal dynamics, for it presents a multitude of exogenous
parameters whose level is more or less arbitrarily determined. Here, more is at stake
than a theoretical and abstract observation, for this important external factor could
be a cause for questioning the significance of the model's results.
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E Evaluation and Choice ofEnergy/Environment Alternatives
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Wesley K. Foell - Energy Research Center,
TJniversity of Wisconsin - Madison
I. INTRODUCTION
Chapters 4, 5, and 6 have provided alternative pictures of energy and environmental
futures in the German Democratic Republic, Rhone-Alpes, and Wisconsin. The
scenario-writing process through which these futures were studied is purely descrip-
tive in nature, that is, it only provides a description of some of the characteristics
of the system as it moves through a series of states. However, the process does not
tell us what path to take from one state to another, given a particular objective or
goal which we wish to achieve in the system. It does not provide a formal approach
to the evaluation of alternatives. What path should be followed if, for example, con-
ventional costs for energy facilities are to be minimized? If environmental impact is
to be minimized? If subregional economic equity is to be preserved? We denote
procedures for choosing such paths, i.e. alternatives, as prescriptive techniques.
Some of the system models described in Appendix D could be classified as prescrip-
tive in nature. For example the ENERGIE model originating in Grenoble could be
used to choose energy supply strategies which would lead to minimum discounted
energy system costs (including capital and operating costs).
No formal objectives or objective functions have been defined for the scenarios
- other than the statement of an overall policy rationale or framework within
which the evolution of the system could be described. Furthermore, the scenario
descriptions in Chapters 4, 5, and 6 provide little guidance for embedding the
energy /environment information into a decision process.
This chapter describes one of the approaches used by the IIASA research group
in the evaluation of energy/environment alternatives. It uses the framework of
multiattribute decision analysis. As will be seen from the following sections, the
approach was chosen in part because of the belief that it also contributed greatly to
the communication process, another essential ingredient of energy/environment
management. The approach is not presented here as a solution to the evaluation
problem. The lack of an appropriate formal approach for incorporating uncertainty
into policy evaluation and for dealing explicitly with the unknown remains a
critical issue for resource system analysts and managers.
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II. THE DIFFICULTIES OF ENERGY /ENVIRONMENT
MANAGEMENT
In the context of this book, the energy /environment system of a region includes its
socioeconomic, technological, and ecological characteristics. The difficulties of
managing this system can in part be explained by the following characteristics.
The Interdependencies of Economic, Technological, and Ecological Characteris-
tics of a Region. These interdependencies are not only extremely difficult to quan-
tify, but they imply that conflicting objectives need to be considered within the
management process. A well-known example is the current controversy about
whether high rates of economic growth are compatible with a high-quality environ-
ment. Another example on a regional level is whether specific environmental
protection measures are compatible with local economic growth and maintenance
of jobs.
Difficulties in Identifying Costs and Benefits and in Associating Them with
Specific Societal Groups. Accounting in a quantitative way for impacts on air
quality, aesthetics, and resource supply is very difficult, especially over time. In
addition, the costs and the benefits are not always bestowed upon individuals or
groups in an equitable manner.
Uncertainties - Changes Over Time. There are uncertainties about the benefits
and costs of any particular management policy. Even if there exists a good under-
standing of the system interdependencies today, they may change drastically over
time in a manner that we do not understand or may not even expect. Some of the
environmental effects have very long-term delays making them difficult to estimate
with present information.
Difficulties in Communicating This Complex Material. Even if the above infor-
mation is precisely known, it is difficult to communicate to individuals and institu-
tions that must make decisions on the management problem or implement strategies.
The problem of communicating quantitative and technical information to people
who are not specialists is even more difficult. As the complexity of our techno-
logically oriented society increases, this problem is increasing in importance.
Multiple Decision Makers Within Overlapping Institutional Frameworks, e.g.
Multiple Levels of Government. Because the energy/environment system cuts across
so many parts of society, institutional structures that have evolved are complex.
This results in a multiplicity, and sometimes unidentified array, of policymakers
who are deeply involved in the management problem.
There has been considerable interest in formal methodologies to cope with the
above problems and to combine environmental imRacts into a single figure of merit
for evaluation of alternative courses of action. 1. 2, .4 Others have suggested utility
assessments for risk analysisS and for evaluation of alternative power plant
sites.6 • 7. 8 This chapter suggests and illustrates multiattribute decision analysis as an
appropriate approach for formally addressing some of the above complexities in
managing energy/environment systems. The approach is introduced in the next
section; the remainder of the chapter is devoted primarily to illustrating the
approach for examining alternative electricity supply strategies in the state of
Wisconsin.
III. MULTIATTRIBUTE DECISION ANALYSIS
As described in Chapters 4-7, a simulation model has been used to examine the
environmental consequences of the alternative energy scenarios for the German
!
Ij
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FIGURE E.l. Relationship between the impact model and the preference model.
Democratic Republic, Rhone-Alpes, and Wisconsin. The environmental impact
models* used for that purpose are meant to be as objective as possible, Le., an
attempt was made to minimize subjective or value~udgmentcontent. However, in a
strict sense this was not possible since no model can be more than a reflection of
the model-builder's view of a simplified image of reality. It is hoped that the model
provides the best description that he can produce.
Because of the earlier-mentioned complexity of energy /environment systems, it
is extremely difficult to utilize this model directly for evaluating specific policies.
With this in mind, we suggest that it may be useful to introduce a preference model
into the process. The use of a preference model, coupled with the impact model,
can provide a convenient framework to help a decision maker evaluate alternatives
in terms of the degree to which each of a set of objectives is met.
The relationship between the energy/environment "Impact Model" and the
"Preference Model" is illustrated in Figure E.1. The outputs of the Impact Model
are impact levels of the attributes, Le., the degree to which an attribute alters the
state of the system. For instance, the policy of introducing nuclear power facilities
may result in a certain level of radioactive waste, of power generated, of water used,
of land occupied, and of death. The impact model might give point estimates of
such levels or present the information in a probabilistic fashion. Then the decision
maker is supposed to consider the possible states and select a policy from the
alternatives.
To effectively process all the information in one's mind is a very difficult task.
From the characteristics of the problem outlined in the last section, three of the
major complexities leading to this difficulty are:
• The uncertainties about the impact of any alternative, especially considering
the time frame involved
* The models are summarized in Chapter 3 of this volume. More detailed descriptions can be
found in the references listed there.
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• The multiple objective nature of the problem and the necessity to make value
tradeoffs between various levels of attributes
• The differences between the preference structures of the individual members
of the decision-making unit and the lack of systematic procedures for articulating
and resolving these differences
Two general approaches for addressing these issues are an informal qualitative
one and a formal quantitative one. * In the former approach, one processes the pros
and cons of each alternative in his own mind and discusses his thinking with other
concerned members of the decision-making body. Eventually a decision will result
from agreement or compromise. The formal approach attempts to quantify each
decision-maker's preference structure and couple this with the implications of the
impact model. The individual preference models allow one to explore the areas of
agreement and disagreement between decision makers. The process itself is
important in addressing the third complexity mentioned above. The formal
approach will be the focus of the following pages.
The result of quantifying one's preferences is a model of these preferences called
a utility function. When multiple objectives are involved, a measure of effectiveness,
or attribute, is needed to indicate the degree to which each objective is met. Hence
we have the terminology, multiattribute utility function. This multiattribute utility
function is nothing more than an objective function (to be maximized) with one
special property: in cases involving uncertainty, the expected utility calculated for
an alternative is an appropriate measure of the desirablity of that alternative.
Thus, if one accepts a set of reasonable axioms postulated by von Neumann and
Morgenstern,lO one should choose the alternative leading to the highest expected
utility.
For discussion purposes, it is convenient to divide decision analysis into four
steps: structuring the problem, identifying the impacts, quantifying the preferences,
and evaluating the alternatives. The next four sections of this chapter respectively
cover these steps.
IV. THE PROBLEM: THE CHOICE OF ALTERNATIVE
ELECTRICITY SUPPLY STRATEGIES
Each of the three regions provides a wealth of examples of the complexity of this
management problem. One problem that arises in all three regions and which is
becoming increasingly important and visible for a broad spectrum of decision
makers and the public is the evaluation of alternative electricity supply strategies.
In Wisconsin, much of the discussion of this question has focused on the relative
advantages and disadvantages of nuclear and coal electricity-supply systems; the
environmental impacts of the two systems have been the major topics. More
recently, the question of the desirability of continued growth of electricity supply
has been brought into the discussion. In the eyes of a significant fraction of the
Wisconsin community, the societal choice of levels of energy use is a major com-
ponent of environmental management. It is one of the most complex aspects of the
problem. 11
In Rhone-Alpes, the question is of a similar nature although the specific
• Whether a group chooses the formal or informal process is itself a decision. Some of the
advantages and disadvantages of each of these approaches are suggested by Keeney and Raiffa."
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TABLE E.1 Six Alternative Policies for Wisconsin Electrical Generation from
1970 to 2000
Policy I
Policy 2
Policy 3
Policy 4
Policy 5
Policy 6
• Electrical generation increases at average annual growth rate of 4.7%.
• Almost all new plants fueled with coal.
• SO, emissions controlled by using stack gas removal systems and low-sulfur
coal.
• 99% particulate control.
• Electrical generation ~ same as Policy 1.
• Almost all new plants are fueled with coal.
• No SO, stack gas removal systems and same amount of low-sulfur coal as
Policy 1.
• 89% particulate control.
• Electrical generation - same as Policy 1.
• Almost all new plants use nuclear fuel.
• Emission controls for SO, and particulates - same as Policy 1.
• Electrical generation - same as Policy 1.
• After 1975, all coal is low-sulfur from distant mines in western states.
• 50% of new plants after 1982 use coal and 50% use nuclear fuel.
• After 1975, all coal and uranium is obtained from surface mines.
• Emission controls for SO, and particulates - same as Policy 1.
• Electrical generation increases at an average annual growth rate of 2.8%.
• Almost all new plants are fueled with coal.
• Emission controls for SO, and particulates - same as Policy 1.
• Electrical generation - same as Policy 5.
• Almost all new plants use nuclear fuel.
• Emission controls for SO, and particulates - same as Policy 1.
alternative strategies differ slightly in form from those in Wisconsin. Furthermore,
the choices are generally made at the national level. The current strategy favored
by the government is the increasing penetration of electricity use in the energy
market, with a major fraction of the electricity supplied by nuclear power. The
current plan of Electricite de France is to have in the Rhone-Alpes area an installed
capacity of approximately 6,000 MWe by 1980, and possible continued expansion
thereafter. However, an energy study by the Institut Economique et Juridique de
l'Energie in Grenoble provided a vivid picture of an alternative plan that involved
significant energy conservation and increased emphasis on nonelectrical forms of
energy.12 Although the discussion and analysis of environmental impacts of alterna-
tive systems were initially not as intensive as those in Wisconsin, they are now
receiving increased attention in both public and government circles.
In the GDR, the electricity generation technology has been almost exclusively
based upon lignite fuel. Although the economic and environmental tradeoffs have
been considered in the selection of energy strategies, the available options seem to
have been relatively narrow in scope. However, when viewed farther into the future,
for example, over the next SO years, there appears to be a range of alternatives
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available. As in the other two regions, altering the nature and magnitude of energy
demand would seem possible by influencing the economic infrastructure. Similarly,
over time it appears feasible for the GDR to choose from a spectrum of supply tech-
nologies, including electricity (via nuclear energy) or a range of nonelectrical
strategies, for example, district heating.
It is therefore possible to discuss a similar subset of electricity supply strategies
within each of the three regions. Because more extensive environmental analysis
had been performed for Wisconsin, it has been chosen as a case to illustrate the
application of decision analysis to evaluate alternatives. However as will be discussed
at the end of this chapter, the approach appears to be appropriate for application in
the other regions as well.
IV.A. THE ALTERNATIVES FOR ELECTRICITY SUPPLY IN WISCONSIN
The policies which we will examine for electricity supply in Wisconsin will be
defined by two decision variables:
• The fuels used to supply the electricity
• The degree of conservation of electricity, i.e. the limiting of demand
More specifically, the six policies evaluated are briefly described in Table E.l.
The average annual growth rates of approximately five and three percent were
selected from several alternative electricity generation scenarios presented in a
previous publication. J1 The other characteristics of the policies in Table E.l have
been arbitrarily selected simply as illustrations. These policies by no means com-
pletely span the alternatives facing Wisconsin. For example, one issue not addressed
in these six policies is the impact of alternative power plant cooling systems.
IV.B. THE OBJECTIVES AND ATTRIBUTES
In our analysis, we will focus on aspects such as the environment, human health and
safety, and nuclear safeguards, rather than economic considerations. The latter have
received considerably more attention historically, and we feel the features of
decision analysis are better illustrated with the former.
After considerable discussion with individuals in policymaking roles in Wisconsin,
a set of objectives for examining alternatives was outlined. 13 The process of specify-
ing objectives requires some value judgments - deciding which objectives are
important enough to include. For each of these, an attribute is specified to indicate
the degree to which that objective is met. This resulted in the 11 attributes in Table
E2. The units and ranges of possible impacts for the 6 alternatives evaluated are
included in the table. These attributes are an aggregation of the numerous impact
categories provided by the impact model described in the next section. Since the
selection of attributes also depends on preferences and value judgment, another set
of attributes may be more appropriate for a particular individual. For example,
some people may feel that since occupational risks are presumably taken volun-
tarily, occupational fatalities should be considered separately from public fatalities.
The first attribute in Table E.2 is the sum of all quantified health and accident
fatalities, both occupational and public. In the overall process, there should be an
iterative interaction between the utility assessment and the specification of the
aggregated attributes.
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V. THE ELECTRICITY IMPACT MODEL
The generalized framework of the composite environmental impact model in Figure
E.I is elaborated upon in Figure E.2. The assumptions that specify a policy, namely
a specified regional electricity demand and supply mix over a period of time, are
provided as input to the Electricity Impact Model (ElM), 13,14 which was summarized
in section IV.D.3. of Chapter 3. As described there, the primary input to the ElM is
a set of assumptions about (I) quantity and sources of electrical generation as a
function of time,'" and (2) important parameters (e.g., technological relationships,
accident rates), possibly time-{)ependent, that affect impacts. The primary output
is an array of "quantified" environmental impacts associated with the power
generating facilities as well as the supporting fuel industries. These systemwide
impacts, which are aggregated into the II attributes XI, X 2, ... , Xli, occur as a
direct result of the electricity generation; a significant portion of the impacts may
be imposed outside the region where the electricity is generated. For example,
uranium is mined in the western part of the United States to fuel nuclear reactors
located in Wisconsin.
It is difficult to display in a general fashion the ways in which electricity use
results in impacts, but Figure E.3 shows the pathways for a large number of effects.
Pathway I includes impacts such as air pollution from coal-fired plants, radioactive
releases from the nuclear reactor, chemical releases from the power plant, and waste
heat. The direct effects of electrical generation shown as Pathwaj' 2 are effects u~
the power plant such as land and water use. Pathway 3 accounts for occupational
health risk, such as uranium miners' exposure to radiation. Pollution from nuclear
fuel reprocessing plants is represented by Pathway 4. Occupational accident risk at
the power plant itself is shown as Pathway 5. Pathway 6 represents the usual
economic costs and the unquantified impacts associated with electrical generation.
To compare future alternatives, the decision maker must combine these quantified
impacts with the unquantified impacts, conventional costs, and other factors that
affect his decision process.
The calculation of quantified impacts from a particular energy system in a
particular year is based upon impact factors that relate impacts to a unit of electri-
city generation for a reference plant in the specified year. The impact factor can be
varied as a function of time to simulate changes in technology or regulation. There
are numerous impact factors associated with each energy system in the ElM; an
example is cases of black lung disability from underground bituminous coal mining
per kWh of generation from coal plants.
Since all impacts cannot be quantified, the output of the ElM cannot be con-
sidered a complete set of impact information. Environmental impacts can be
divided into quantified impacts (those included in the ElM) and unquantified
impacts, i.e., all other environmental concerns not included in the ElM. Some
impacts are unquantified because: (I) they have just been recognized as potentially
important and therefore have not been investigated; (2) they are not even recognized
as impacts; or (3) quantification is based almost entirely on value judgment. How-
ever, merely specifying and defining the impacts to be calculated requires some
value judgments. Two examples of recognized unquantified impacts that are not
included in the ElM are: the potential long-term global climatic effects of continued
CO2 release from fossil fuel combustion15 and the potential long-term risks
'" This information can be provided by other models, such as other submodels of the WISconsin
Regional Energy Model.
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associated with radioactive waste. 16 •17 Such potential impacts are difficult to quan-
tify in conventional terms, but concerns over such recognized unquantified impacts
can be included in multiattribute decision analysis by defining an appropriate proxy
attribute. For instance, the amount of CO2 released could be a proxy variable for
its long-term climatic effects.
Since there is uncertainty associated with each impact factor in the ElM, the
levels of impacts determined by the model could be expressed in terms of a prob-
ability distribution. With the present ElM, most of the impacts estimated do not
have explicit probability distributions associated with them because, in general, the
available data do not warrant the increased effort required to incorporate probability
distributions in the model.
VI. THE PREFERENCE MODEL
Once all of the impacts of each alternative are specified as clearly as possible, it is
still a very difficult task to identify the best policy. This is primarily due to the com-
plexities of the problem outlined in section II. In this section, we introduce multi-
attribute utility as an approach for addressing these complexities in a systematic
and rational manner. First, we will briefly review multiattribute utility theory, next
suggest a procedure to render it operational, and finally discuss its implementation
in conjunction with our electricity supply strategy problem.
Let us introduce some terminology in the context of our problem. We will
define Xi to be a specific level of attribute Xi. For example, since Xl is measured in
number of deaths, then Xl = 230 means a consequence of 230 deaths. The problem
is to find a utility function u (x) = u (x I, ... , Xu) over the II attributes X I, ... ,
Xu.
If we have assessed u, we can say X is preferred to x' if u (x) is greater than u (x').
More importantly, if any of the quantified impacts were expressed in terms of prob-
ability distributions, the decision analysis framework presented in this section
would still be useful. In such a case, the probability distributions and utility func-
tions would be integrated to provide expected utility. If the total impact of an
alternative was quantified by probability density function p(x) over consequences
x == (Xl, ... , Xu), then the expected utility E(u) for that alternative is given by
E(u) = I u(x)p(x)dx
integrated over all possible consequences. The ability to handle preferences under
uncertainty is one of the strengths of utility theory. This quantification of prob-
abilities and utilities greatly facilitates the use of sensitivity analyses.
VI.A. MULTIATTRIBUTE UTILITY THEORY
The main results of multiattribute utility theory concern representation theorems
stating conditions under which a utility function can be expressed in a specific
simple functional form. If such a form is appropriate for an analysis, it is then
generally much easier to proceed with the assessments necessary to specify the
utility function.
The basic notions used in deriving representation theorems are the concepts
of preferential independence and utility independence. Let us state these concepts
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in terms of our problem and then state the representation theorem used in structur-
ing preferences in the next section.
• Preferential Independence: The pair {X}, X 2} is preferentially independent of{X3, ... ,Xll} if one's preference order for x I, X2 combinations in (x I, ... , X 11)'
given x3, ... , xlI are held fixed, does not depend on the levels at which they are
fixed.
This assumption is equivalent to saying the value tradeoffs between fatalities and
permanent land use levels do not depend on radioactive waste, energy generated,
and so on. It implies for instance, that the indifference curves over X I and X 2 levels
do not depend on X 3, ... ,X11.
• Utility Independence: Attribute X I is utility independent of {X2, ... , X 11}
if one's preference order for lotteries* on XI, with x2,' .. , XlI held fixed, does
not depend on the levels at which it is fixed.
This assumption is equivalent to saying that decisions concerning alternatives which
have different impacts on fatalities only (and which have the same impacts in terms
of S02 pollution, radioactive waste, energy generated, and so on) can be made by
considering these impacts on fatalities only and that these decisions will be the
same regardless of the fixed levels of S02 pollution, radioactive waste, energy
generated, and so on.
Using such independence notions, a multiattribute utility function can be split
into parts. The following is an illustration of one such decomposition.
• Theorem: Given {XI,'" ,Xll}' if {XI, XJ, i= 2, ... , II, is preferentially
independent of the other attributes and if XI is utility independent of {X2 , .•. ,
X ll}' then either
or
II
L kjuj(xj), if L k j
j=1
(I)
II
l+ku(xI" .. ,xll) = f1 [1+kk juj(xj»),ifLk j *1j=1 (2)
where U and Uj, i = 1, ... , II, are utility functions scaled from 0 to 1, the k j are
scaling constants with 0 < k j < I, and k > - 1 is the nonzero solution to I + k =
11
n (I + kk j ) if (2) holds.j=1
Equation (I) is the additive utility function and (2) is the multiplicative utility
function. More details about these, including suggestions for assessment, are found
in Keeney and Raiffa. 18 The important point is that provided the appropriate
assumptions hold, the II attribute utility function can be assessed by assessing
11 one-attribute utility functions, Uj, plus II scaling constants, kj. Such a decom-
position makes assessment of U a much simPler task.
* A lottery is defined by indicating all possible consequences which may occur and their associ-
ated probabilities. Lotteries on X, are lotteries involving uncertainties about the level of X, only.
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VI.B. ASSESSING A UTILITY FUNCTION
The actual assessment process requires personal interaction with the decision
maker, since his utility function is (and should be) a formalization of his subjective
preferences. The utility function allows us to combine, in a logically consistent
manner, the contribution of fatalities, S02 pollution, radioactive waste, electrical
energy generated, and so on, into one index of desirability (namely, utility) for
each possible state (Xl,"" Xu). To capture the decision-maker's preferences
requires that he explicitly address two types of issues:
1. The relative desirability of different degrees of achievement of a particular
objective.
2. The relative desirability of some specified achievement of one objective versus
another specified degree of achievement of a second objective
Addressing the first issue allows us to determine the ui'S in Eqs. (1) and (2), whereas
information about the second issue is needed to specify the k/s. Let us illustrate the
types of questions used to obtain a utility function.
A question illustrating the first issue might be presented to the decision maker as
follows:
"Suppose you must choose between two alternatives. It seems to you that their
impacts in terms of all the attributes except energy generated are about the same.
Alternative A, which is the status quo option, has very little uncertainty and will
result in 1.5 X 1012 kWh(e) over the next 30 years. On the other hand, alternative
B is innovative and has a large degree of uncertainty. Best estimates and exper-
iments indicate that with alternative B, there is about a 50-50 chance of 1.1 or
2.1 X 1012 kWh (e) in the same period. If you have complete responsibility for the
decision, which alternative would you choose?"
It is easy to see that B leads to an average of 1.6 X 1012 kWh (e), but because of the
risks involved, the sure 1.5 may be preferred. A question addressing the second
issue is as follows:
"Two competing policies C and D will result in identical consequences in terms
of all attributes except fatalities and electricity generated. Policy C will give you
2.0 X 1012 kWh(e) but result in 500 fatalities over the next 30 years. Policy D leads
to only 1.4 X 1012 kWh (e) but the associated deaths are 250. If the responsibility is
yours, which of the two policies would you select?"
Collectively, responses to questions like those above directly address the uncer-
tainty and multiple objective complexities raised earlier in this paper. One would
naturally expect that if different individuals of a decision making unit went through
such a line of questioning, they would respond differently. This would result in dif-
ferent utility functions. By examining these utility functions, it may be possible to
get a clear indication of the substance and degree of disagreement. This is a first
step toward resolving the differences.
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VI.C. ASSESSMENTS
Utility assessments were completed for all 11 attributes for 2 individuals familiar
with Wisconsin energy planning. * In section VIII, we also will briefly describe some
related results involving the assessment of the preferences of some policy makers.
Here we only briefly review some of the details of the assessment. A thorough
review of one assessment is found in Keeney.19
The assessment procedure was divided into five steps:
1. Familiarizing the "decision maker" with the concepts of utility theory
2. Verifying preferential independence and utility independence assumptions
3. Assessing single-attribute utility functions
4. Assessing the scaling constants
5. Checking for consistency
The familiarization process is basically an explanation for the person whose
preferences are being assessed by the person doing the assessing. The purpose is to
agree on terminology and motivate the interest in the problem.
The preferential independence conditions were verified by examining indifference
curves in 2 dimensions (i.e., with 2 attributes allowed to vary) with all other attri-
bute levels fixed. The basic question was whether these indifference curves depended
on the fixed levels of the other attributes. For all pairs we checked - 10 pairs for
each individual - there were no dependencies; this indicates each pair of attributes
was preferentially independent of the other nine.
Similarly, by assessing a utility function for 1 attribute conditioned on the other
10 being held at fixed levels, one can examine the dependency on those fixed levels.
Again we found no dependencies; therefore, each attribute was utility independent
of the others. This implied the utility function, in each of the two cases, would
necessarily be of the form of Eq. (l) or Eq. (2).
To be consistent with either Eq. (l) or Eq. (2), the utility function Uj over attri-
bute Xi is set equal to 0 at the least desirable level of X j in the range. The shape of
the function is determined by asking questions of type 1 discussed in the previous
section. The results for Individuals A and B are given in Figure EA for 6 of the
attributes. The shapes of the curves indicate that for tons of plutonium and elec-
tricity generation, Individual B preferred the midpoint of the range to a lottery that
resulted in a 50-percent chance of the least desirable level and a 50-percent chance
of the most desirable level. Individual A had different preferences for plutonium
levels; he preferred the "best-worst" lottery over a certain 25.5 tons of plutonium.
Individual A felt that the most preferred level of electrical generation was
apprOXimately 1.5 x 1012 kWh (e) and that the least desirable level in the range was
0.5 X 1012 kWh(e). Therefore, his utility function for that attribute reaches 1.0 at
1.5 x 1012 kWh(e) and is less than 1.0 at the highest value of electricity generation.
Several of the utility functions, including those in Figure E.4 for fatalities, were
linear; in that case the individual was indifferent between the midpoint and a 50-50
lottery involVing the extreme levels of the attribute.
Questioning on the utility function shape for the plutonium attribute revealed
why the 2 individuals had such different preferences for that attribute. Individual
• These individuals frequently were consulted by persons having responsibilities for evaluating
and selecting energy policy in Wisconsin; they had no direct decision responsibilities. Thus, the
assessments here are meant to be illustrative; the results were not to be directly used in prescrib-
ing policy.
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FIGURE E.4 Selected single-attribute utility functions for two individuals.
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TABLE E.3 Utility Function Scaling Constants
x, == total quantified fatalities
X, == permanent land use
X 3 == temporary land use
X. == water evaporated
X. == SO, pollution
X. == particulate pollution
X 7 == thermal energy needed
X. == radioactive waste
X. == nuclear safeguards
X '0 == health effects of chronic air pollution exposure
X 11 == electricity generated
Sum
Individual A
0.354
.004
.033
.083
.008
.008
.017
.132
.177
.118
.066
1.0
Individual B
0.267
.018
.021
.016
.060
.008
.011
.057
.152
.339
.051
1.0
A felt that once plutonium production is greater than a certain minimal level, the
opportunity for undesirable events, such as theft, diversion, and terrorist attacks,
will certainly exist because of increased problems of accountability, storage, and
transportation. Furthermore, he felt that if plutonium production were very large,
the likelihood of these undesirable events would only slightly increase. Therefore,
Individual A had the "risk-prone" utility function shape for plutonium; he was wil-
ling to accept a 50-percent chance of the highest level (50 tons in this case) of
plutonium production in order to obtain a 50-percent chance for the lowest level
(I ton), rather than taking a certain 25.5 (the average of 50 and I) tons of produc-
tion. On the other hand, Individual B felt that, over the indicated range, each
additional ton of plutonium is more likely to result in these undesirable effects.
Stated another way, he felt that the problems associated with accountability,
storage, and transportation for 50 tons of plutonium were more than twice as dif-
ficult than for 25 tons of plutonium. Therefore his utility declines at an increasing
rate for each additional ton of plutonium produced.
The scaling constants for the utility functions are shown in Table E.3. For both
individuals, the sum of the kj's is one, indicating the additive utility function (I) is
appropriate. The values of the k j depend strongly on the ranges of the attributes
shown in Table E.2. If the range of one of the attributes were changed, all k j would
change. Comparison of the kj's for an individual indicates the relative importance of
each attribute for the specified ranges.
Both utility functions were subjected to internal consistency checks. When
inconsistencies were identified, their respective implications were discussed with the
appropriate individual, and he was asked to reconcile these by changing some of his
assessments leading to the inconsistency. To help choose which assessments to
change, we presented data indicating different manners in which the assessments
could be altered to achieve consistency. Each of the preference assessments utilized
here - which should be considered preliminary assessments - required approxi-
mately 1 day of assessment time. Such an effort often leads to important insights
and an improved understanding of the problem. It also identifies gaps in knowledge
(e.g. the health impact of lead emissions) relevant to preference assessments. To
investigate these gaps may require significant efforts by researchers (e.g., the medical
profession). With such information available, it would be possible to responsibly
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assess the utility function of a key "energy decision maker" with 1 to 3 days of his
time.
VII. APPLICATION OF UTILITY FUNCTIONS TO EXAMINE
POLICIES
The scaling factors in Table E.3 and the ui (xi) completely specify the multiattribute
utility function, U(Xl, ... ,xu). These two preliminary utility functions were used
to evaluate expected utilities associated with the several energy policies (see Table
E.l) concerning electrical generation in Wisconsin over the period 1970 through
2000. The impacts of each policy, characterized by levels of the attributes,* and
the expected utilities for both individuals are listed in Table EA. The reference case
in the first column is listed simply for orientation. This case uses the "most desirable
levels," that is, the lowest impacts and highest electrical generation, and results in
an expected utility of 1.0 for Individual B. Since Individual A preferred a lower
level of electricity generation to the maximum 3.0 (Figure EA), his expected utility
was not 1.0 for the reference case.
The implications of the remaining 6 policies in Table EA are output from the
ElM. The attribute levels shown are the cumulative effects of electrical generation
from 1970 through 2000; no time-discounting or measurement of preferences that
depend on the timing of the impacts have been used in this illustrative application.
The basic differences between the policies have been highlighted in Table E.l. The
first four policies have identical electrical generation with different supply mixes
and pollution control, while the last two policies have lower electrical generation
with different supply mixes.
If it is assumed that the individuals expressed their true preferences and that
they behave in a logically consistent manner, the expected utilities can be used to
indicate their overall preferences. Under these conditions, Table EA shows that
both individuals should prefer the low electricity policies over the first four policies.
This is primarily because increasing electrical generation, without changing the
supply mix, results in higher levels of impacts. The decrease in utility associated
with higher levels of impacts must be more than offset by increased utility associ-
ated with the increased level of electrical generation if cases with higher electrical
generation are to have higher expected utilities. For these particular policies,
Individual A has approximately the same utility for the lower level of electrical
generation as for the higher level (Figure EA) and therefore has no increase in
utility to balance the decrease associated with increased levels of impacts. Individual
B does have some increase in utility associated with the increased level of electrical
generation but for these policies the increase was not sufficient to compensate for
the decrease in utility associated with increased levels of impacts.
No strong preferences are evident for policy lover policy 3 or for policy 5 over
policy 6. Thus, if the purpose of the assessment were to indicate whether a mostly
coal or mostly nuclear energy future is preferred by the decision maker, further
analysis would be necessary. If these techniques were applied to a real policy study,
* Of course, the impacts of energy policies are not known with the certainty indicated in the
table. With more effort, the present deterministic ElM could be used as a basis for a probabilistic
simulation model to characterize policies by probability distributions over levels of the attri-
butes. One would combine these probability distributions with the utility functions to calculate
expected utilities for evaluating the policies.
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TABLE E.5 Ranges of the Four Attributes Used in Utility Assessments
XI == Total quantified fatalities
X 2 == 502 pollution
X. == Radioactive waste
X 4 == Electricity generated
Units
Deaths
106 tons
Metric tons
1012 kWh(e)
Range
100-700
5-80
0-200
0.5-3.0
the attribute list would be expanded to include other impacts and to include con-
ventional costs.
The utilities in Table EA can also be directly used if uncertainty is incorporated
into the models. For example, if Individual A had a choice between an alternative
I: Impacts of policy 3 for sure, and an alternative 2: A 50-percent chance of the
impacts of policy 4 and a 50-percent chance of the impacts of policy 5, he should
prefer alternative 1, since his expected utility for this is 0.589 and for alternative 2
it is only 0.5 (0.383 + 0.711) = 0.547. This expected utility feature is one of the
main reasons for using multiattribute utility for analyzing problems where uncer-
tainties are important. In this example, the uncertainties could be associated with
the levels of impacts or the ability to carry out the policies.
VIII. INITIAL UTILITY ASSESSMENTS OF POLICYMAKERS IN
THE THREE REGIONS
The detailed utility assessments discussed in section VI of this chapter quantified
the preferences of energy jenvironment specialists from Wisconsin, but not actual
policymakers. Those assessments are in themselves important - both the process
and the results - but they do not indicate whether policymakers would be willing
to investigate the usefulness of multiattribute utility to help them examine some
very complex questions. To examine this question, preliminary utility assessments
were completed for 5 individuals from the GDR, Rhone-Alpes, and Wisconsin. The
group included a mixture of policymakers and energy jenvironment specialists. The
resulting utility functions were used to evaluate a subset of the alternative electri-
city supply policies discussed in the previous section (Table E.l).
To further simplify the task (because of time limitations) only 4 of the 11 attri-
butes in Table 2 were used. The 4 attributes and their ranges are given in Table E.5.
Collectively these 4 attributes covered a variety of value-tradeoff issues embodied
in the energy planning and evaluation processes. The non-Wisconsin individuals
were made aware of current trends in Wisconsin electricity use so that they could
understand the ranges of that attribute. The preliminary assessments presented here
required 2 to 3 hours from each of the individuals whose utility function was
measured.
The scaling constants for the resulting utility functions are shown in Table E.6.
Three of the individuals' overall utility functions turned out to be multiplicative
and the other two additive. Total quantified fatalities had either the largest or
second largest k j in all 5 cases. Electricity generation ranked first in importance for
the only individual who did not have k 1 larger than the other k j •
These 5 preliminary utility functions were used to evaluate expected utilities
associated with several policies for electrical generation in Wisconsin over the
period 1970 through 2000. The levels of the 4 attributes and the expected utilities
TA
BL
E
E.
6
U
til
ity
Fu
nc
tio
n
Sc
al
in
g
Co
ns
ta
nt
s
fo
rF
iv
e
In
di
vi
du
al
s
Fa
ta
lit
ie
s(
k,
)
SO
,(
k,
)
R
ad
io
ac
tiv
eW
as
te
(k
3
)
El
ec
tri
ci
ty
G
en
er
at
ed
(k
.)
M
ul
tip
lic
at
iv
e
Sc
al
in
g
C
on
st
an
t(
k)
(E
q.
2)
A
0.
30
0.
05
0.
01
5
0.
03
0
13
.8
B
0.
60
0.
01
6
0.
14
0.
10
0.
8
C
0.
33
0.
27
5
0.
0
0.
55
-
0.
4
D
0.
65
0.
02
0.
24
0.
09
a
E
0.
61
0.
14
0.
14
0.
11
a
~
a
T
he
se
in
di
vi
du
al
s
ha
d
a
dd
it
iv
e
u
ti
li
ty
fu
nc
ti
on
s
(E
q.
1)
.
0
\
W
TA
BL
E
E.
7
Ex
pe
ct
ed
U
til
iti
es
fo
r
Fi
ve
In
di
vi
du
al
s
fo
r
Fo
ur
Po
lic
ie
s
Po
lic
y
3:
Lo
w
-S
ul
fu
r
R
ef
er
en
ce
Ca
se
:
Po
lic
y
I:
M
os
tly
Co
al
fr
om
A
ttr
ib
ut
es
a
t
Co
al
,G
oo
d
D
is
ta
nt
M
in
es
Po
lic
y
4:
M
os
tly
Co
al
Ex
tr
em
e
Po
llu
tio
n
Po
lic
y
2:
M
os
tly
a
n
d
So
m
e
w
ith
Le
ss
Le
ve
ls
C
on
tr
ol
N
uc
le
ar
En
er
gy
N
uc
le
ar
En
er
gy
El
ec
tri
ci
ty
To
ta
lq
ua
nt
if
ie
d
fa
ta
lit
ie
s
10
0
38
0
24
0
68
0
28
0
.
j:>- 0
\
S0
2
po
llu
tio
n
.
j:>-
(1
0·
to
ns
)
5.
0
12
8.
0
8.
6
9.
5
R
ad
io
ac
tiv
e
w
as
te
(m
etr
ic
to
ns
)
0.
0
61
16
0
11
0
54
El
ec
tri
ci
ty
ge
ne
ra
te
d
(1
01
2
kW
h(
e»
3.
0
1.7
1.
7
1.
7
1.
3
E
,p
"t
o
'"
ti
Ii
t,
fm
I~1.00
0.
53
0.
66
0.
14
0.
65
1.
00
0.
56
0.
63
0.
14
0.
65
in
di
vi
du
al
C
1.
00
0.
76
0.
83
0.
64
0.
41
D
0.
92
0.
62
0.
66
0.
24
0.
73
E
1.
00
0.
65
0.
72
0.
31
0.
74
465
for each of the individuals are listed in Table E.7. The reference case - attributes at
extreme levels - is listed simply for orientation; it uses the "most desirable levels,"
that is, the lowest impacts and highest electrical generation, and results in an
expected utility of 1.0.
The implications of the remaining 4 policies in Table E.7 are output from the
ElM. Policy I has most of the generation at coal-fired plants with relatively good
pollution control. Nuclear power contributed only about 20 percent of the
cumulative generation from 1970 through 2000. Policy 2 has the same electricity
generation as policy I, and nearly 60 percent is from nuclear sources. Policy 3 has
about 40 percent of the generation from nuclear sources and the remainder from
coal-fired plants that use low-sulfur coal obtained from surface mines that are more
than 2,000 kilometers from the power plants. Policy 4 has about 2S percent less
electrical generation, and coal-fired plants produce about 7S percent of the total
generation.
Table E.7 shows that all S individuals should prefer one or more of the other
policies to policy 3. This is primarily the result of the large number of fatalities
expected for policy 3 and the relatively high scaling factor each of the individuals
place on fatalities (Table E.6).
Individual C indicated a strong preference to achieve a certain level of electrical
generation, and therefore he had higher expected utilities from policies 1,2, and 3
than from policy 4, which had a lower level of electricity generation. Individuals
A, B, and E would view policy 2 (higher generation mainly from nuclear sources)
and policy 4 (lower generation and less nuclear power penetration) almost the same.
It is clear that if this technique were applied to a detailed policy over a longer
time of study, considerably more analysis would be necessary and the attribute list
would be expanded to include other impacts and conventional costs. However, this
experience with individuals from the 3 regions indicated that at least some policy-
makers were willing to think hard about their preferences and quantify them in a
manner that could aid the analysis of policy choices that they faced.
IX. BENEFITS OF THE ASSESSMENT PROCESS
In the previous two sections it was shown how a utility function can assist one in
evaluating policy. The process of assessing the utility function has many benefits in
itself. The process can be a substantial aid in identifying important issues and
sensitizing individuals to them, generating and evaluating alternatives, isolating and
resolving conflicts of judgment and preference between members of the decision-
making team, communication between several decision makers, and, in this particu-
lar application, identifying improvements needed in the impact model.
IX.A. COMMUNICATION
The assessment of preferences forces individuals to be more precise in deciding why
they feel certain levels of attributes are important. Clearly policymakers must face
such issues regularly. However, because of the complexities that cloud their choices,
the value trade-offs involved are sometimes a bit hazy. The assessment formalization
helps to make the trade-offs more explicit. With a better understanding of one's
own values, it should be much easier to communicate them to others. The communi-
cation then serves as a catalyst to identify parts of the problem which were pre-
viously overlooked. As an example, the initial reaction to a trade-off involving
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human fatalities and other impacts is often discomfort, as one must effectively
place a value on human life (or a reduction in someone's lifetime). The viewpoint
eventually reached is that such tradeoffs are practical questions that must be
addressed for rational decisions.
IX.B. IDENTIFYING IMPORTANT ISSUES
When one assesses preferences, it is often the case that the respondent says some-
thing like "I can't answer that definitely, because it depends on ...." This some-
times indicates important structural relationships not in the model. For instance, a
decision maker may say that trade-offs between fatalities and energy generated
depends on who is dying, how, and when. If this is important in making the
decision, then obviously the decision maker should have the information when the
decision is made. In trying to informally analyze the entire problem, such issues are
sometimes overlooked.
As mentioned earlier, some people feel that occupational risks are partially com-
pensated by salary premiums and therefore occupational health and safety should
be considered separately from health and safety of the general public, who expose
themselves to the risks involuntarily. In addition, some people feel that an illness
that disables or gradually leads to death is worse than a fatality caused by an
accident. The timing of the impacts must also be addressed. Radiation health
impacts may not appear for many years after the exposure due to the electrical
generation, while uranium mining fatalities occur some years before the generation
occurs. The generation itself may be taking place over a period of years. Thus, in
the limit, one can imagine separate impact categories for occupational health
impact in time period I, occupational accident impact in time period I, public
health impact in time period I, and so forth. The process of aggregating or disaggre-
gating these impact categories is part of the preference assessment.
IX.C. ISOLATING AND RESOLVING CONFLICT
Roughly speaking, the scaling factors in Eqs. (I) and (2) in section VI.A. designated
by k j indicate the importance of the respective attributes of the possible concerns.
If these are different for different individuals, it may be possible to go behind the
answers and get at the reasons for the differences. For example, one might find
that an individual who originally assessed a rather large ks (associated with 802
pollution) relative to k 1 (associated with fatalities) had knowledge about very large
detrimental impacts of 802 of which other individuals were not aware. Upon reflec-
tion, some individuals may then change their preferences to reduce the conflict.
The assessment process, a period of reflection, and discussions with other people
resulted in some changes in scaling factors and single-attribute utility functions for
at least one of the individuals involved in this study.19 The statements concerning
one's preferences that are required during assessment are sometimes difficult to
provide, especially when one must associate for the first time some unquantified
effects with a proxy variable. After such an experience, individuals may be more
likely to discuss their judgments about particular attributes which they have
weighted differently from other individuals.
IX.D. IMPROVEMENTS IN IMPACT MODELS
All of the above three advantages of the formalism of preference models have
desirable effects for the development of the impact model. It helps to focus on
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what impacts should be modeled, on structural relationships and interdependencies
to indicate how to model these impacts, and on data necessary for a responsible
modeling effort. The modelers are made aware of additional areas of concern and
what proxy variables are appropriate for impacts that are difficult to quantify in
conventional terms.
IX.E. GENERATING ALTERNATIVES
Because of different preferences, we may find that a particular "best" overall
alternative is rated very good for most of the members of the decision group, but
rather low for a few. From detailed examination, it might be clear that the difference
is caused by attribute X 3, for example. Then by focusing thought on alternatives
which might improve attribute X 3, the group may find an alternative much better
for those who disliked the original alternative and only slightly worse for those
who liked it. Conceivably, one might even find a new alterhative better for everyone.
Because of the complexity in the problem, it is sometimes possible to generate such
"dominant" alternatives.
X. POTENTIAL IMPLEMENTATION OF THE METHODOLOGY
This chapter has described a methodology for using decision analysis in conjunc-
tion with environmental impact analysis of energy systems. In addition to the
methodology presented, an example was presented for the evaluation of several
energy/environment policies in the state of Wisconsin. It was shown how a utility
function can assist one in evaluating alternative policies, and that, in addition, the
process of assessing the utility function also has many benefits in itself. This section
suggests some possible mechanisms and benefits of applications of this methodology
in the three regions studied in the I1ASA research program.
Because each of the three regions has a very different set of energy /environment
models as well as greatly differing institutional structures for decision- and policy-
making, the use of decision analysis would differ in each case. It might be more
applicable to policy issues in a given region than in others. However, in view of the
many person-years of scientific effort that have been devoted to constructing
energy /environment models in each of the countries, it does not seem at all
unreasonable to consider devoting a modest amount of time to the construction of
preference models for use with impact models. A relatively small amount of effort
may have a significant effect. Some alternative approaches to the application of the
methodology are outlined below for each of the three regions.
X.A. WISCONSIN
Energy /environment decision and policymakers in Wisconsin operate within a
relatively decentralized structure, that is, the decision making is diffuse (see
Appendix B, section III). As a consequence, the information and technical expertise
is also distributed broadly throughout a number of agencies and offices. The
methodology described in this chapter could be used to conduct formal assessments
of decision- and policymakers at various levels of government to provide them with
a better understanding of the trade-offs between the many complex issues. Clearly,
in this case the method would not be used to provide a recipe for overall formal
decision making but rather as a tool to improve communication, clarify some of the
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more complex issues, help generate alternatives, and to help individual decision-
making units in the system.
A second use of the methodology would be the assessment of the scientific and
technical staff of Wisconsin energy and environment commissions to aid them in
structuring their research priorities. One of the major objectives of this application
is the identification of gaps in knowledge and in methodology. In Wisconsin, the
approach might be of value to the Public Service Commission, the Department of
Natural Resources, the Department of Transportation, the State Planning Office,
and perhaps others.
A less conventional and as yet untested use of this methodology would be as a
means of interaction with public interest groups for the purpose of clarifying their
understanding of and positions on energy/environment issues. For example, in
Wisconsin the Environmental Defense Fund, the Sierra Club, and the League of
Women Voters might be appropriate clients for this method. It would help not only
to clarify the issues and perhaps raise the level of the discussions, but it might also
help these public interest groups to arrive at their positions on a specific issue.
Clearly, this use is not without its problems; it is understandable that a user of such
an approach must be convinced that it will provide him with additional information
with which to make his decisions and with which he can better achieve his objectives.
X.B. RHONE-ALPES
Each of the applications for Wisconsin is also of potential use in the Rhone-Alpes,
but because the region is far less self-governing than Wisconsin the applications of
the methodology would be different. Use of the methodology as an aid in laying
out research priorities might be appropriate for helping French national agencies to
understand the regional aspects of their policies and to establish their research
priorities related to regional questions. Electricite de France is planning a major
expansion of nuclear power for the Rhone-Alpes region. The use of an impact
model in conjunction with a preference model could help to clarify the issues as
perceived by local groups in that region. From another perspective, we found
interest on the part of local agencies in using this approach as a discussion tool.
During the IIASA workshop, Management of Energy/Environment Systems, in
November 1975, various local French participants expressed interest in further
experimentation with the method.
X.C. THE GERMAN DEMOCRATIC REPUBLIC
Each of the above approaches could also be applied in one way or another in the
GDR. However, because there is much greater use of formal government planning
in the GDR, less emphasis would probably be given to its use in interaction with
local and public groups. It seems admirably suited for use in efforts to obtain
appropriate objective functions for formal optimization models in the energy and
environment sectors. One major problem associated with the use of formal optimiz-
ation procedures is defining suitable objective functions and constraints. Clearly,
these objective functions and constraints should take into account a multitude of
costs, benefits, system attributes, and the like; decision analysis could help con-
siderably to determine the ways in which these should be combined within a formal
optimization procedure. Research is currently underway at IIASA and the University
of Wisconsin to develop a formalism for incorporating decision analysis into
formal optimization procedures for energy/environment system planning.
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XI. FINAL COMMENTS
The above suggestions are only indicative of possible uses of decision analysis as a
tool for embedding impact models into an institutional framework for policy design
and analysis. Such an approach would require in each of the three regions the
development of some knowledge of decision analysis and utility theory. Admittedly,
the use of the technique is as much an art as a science. However, the same could be
said about building an impact model from an infinite array of possible environ-
mental impacts.
In ending this discussion, we must add the obvious caveat. Even though a prefer-
ence model combined with an impact model can be used to evaluate alternatives,
the answers and implications for action are all conditional on the model's being a
complete representation of the real world. This is clearly never the case. The
composite model can serve as an aid to decision makers but it cannot and should
not replace them or their judgment in making decisions.
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Energy sources, in Base Cases,
regional comparison of,
249-251,248
in Bezirk-X scenarios, 113-115t
for electricity, in Wisconsin, 325-
326
477
in Wisconsin Base Case, 185
in Wisconsin scenarios, 217t,
218t,219t
for end-use energy, regional com-
parison of, 245-249,246
in Wisconsin, 324
environmental impacts of, for
electrical generation in
Wisconsin scenarios, 211- 213,
210t
export of, 19
and housing type, in Wisconsin,
207,208
import of, 19
for high-energy scenarios, regional
comparison of, 251-254, 250
for industrial end-use energy,
regional comparison of, 245,
245t
in industrial sector, in Wisconsin
Base Case, 180
for low-energy scenarios, regional
comparison of, 254,252
for primary energy, in Wisconsin
10w-energy scenario, 195, 197
regional comparison of 244-261,
245t
for residential space heating,
regional comparison of,
235-236, 236t
in Rhone-Alpes, 304-314
for service sector space heating,
regional comparison of, 238t
substitution model for, in GDR, 342
for Wisconsin low-energy scenario,
194, 194t
Energy supply, in Bezirk-X Base Case,
83,87-89,89t
in Bezirk-X scenarios, 112
electrical, 47
end-use energy in, 47
in GDR, 338-340
import and export of, 47
in IIASA Regional Energy/
Environmental Study, 2
model of, 45-50
in France, 425-427
in GDR, 408-411
nonelectrical, 47
primary energy in, 47
regional comparison of, 244-261
478
in Rhone-Alpes, 120-122
in Rhone-Alpes scenarios, 146, 148
in scenario writing, 23-24
in Wisconsin Base Case, 181
in Wisconsin modeling, GDR
appraisal of, 438-439
in Wisconsin scenarios, 174-175, 215
Energy Systems and Policy Research
Group (ESPRG), 5,432-433
Environmental impacts. See also
Human health impacts
of air pollution, 54-58
in Bezirk-X Base Case, 89-96
in Bezirk-X scenarios, 102-107,
112-113
categories of, 52-53
of electrical generation, in
Wisconsin scenarios,
211-213, 21 Ot
of energy export, in Bezirk-X, 105
of fast breeder reactor, in
Rhone-Alpes sensitivity study,
157
and human health, 52, 58
of hybrid reactor, 158, 157t
ofland use, in Bezirk-X, 102-103,
102
modeling of, 50-61
in France, 423
in multiattribute decision
analysis, 451-454,452,453
in Wisconsin, 436-437
from nuclear energy, in
Rhone-Alpes Base Case,
138-143, 139t, 140, 142t,
143t
quantified and unquantified, 51
regional comparison of, 261-270
in Rhone-Alpes scenarios, 150-155,
155t, 159-161
of thermal discharges, in
Rhone-Alpes Base Case, 141,
139t, 140
of transmission lines, in
Rhone-Alpes Base Case, 142
and value judgment, 52
of waste heat disposal, 53-54
in Wisconsin Base Case, 182,
186-191
in Wisconsin scenarios, 175,
202-206,202,203,204t,
205,206
Environmental Impact Submode1,
58-61,59
Environmental protection. See also
Emission standards;
Pollution control
in France, 365
in GDR 71-72,344,365
in IlASA Regional Energy/
Environmental Study, 2
in scenario writing, 24
in U.S., 365-366
in Wisconsin, 164, 165, 349,
352-353
in Wisconsin scenarios, 215 - 216
Environmental Protection Agency,
57-58
Evaporation. See Waste heat
disposal
Factor analysis, of economic
growth, 335,334
Fast breeder reactor, in Rhone-Alpes
sensitivity study, 156
Federal Power Commission, and
energy pricing in U. S.,
402-403
Feyzin refinery (Rhone-Alpes), 296
Floor area, service sector, regional
comparison of, 237-238
Forecasting. See Energy planning
France. See also Rhone-Alpes
climate of, 373-380, 374-375t
electrical generation in, 314, 314t
energy flows in, 331
energy pricing in, 396-398
heating season of, 373-383, 376
model of electricity sector in,
Wisconsin appraisal of, 431
models of energy sector in,
420-427
GDR appraisal of, 427-430
Wisconsin appraisal of, 430-431
models of oil sector in, 420
transportation in, 120, 123
Freight transportation energy
consumption See also
Transportation energy
consumption
in Bezirk-X Base Case, 85-86
regional comparison of, 233-234,
234, 234t
in Rhone-Alpes scenarios, 145, 151
in Wisconsin Base Case, 176-177,
177t
Freight transportation model, 41
Fuels. See also Energy sources
chemical analysis of, in Bezirk-X,
83t
Gas de France, and modeling of gas
sector, 420-421
Gas sector, modeling of, in France,
420-421
GDR. See also Bezirk-X
agriculture in, 287, 288t
area of, 12t
climate of, 277
decision making in, 337-345
district heating in, 70
economic growth of, 282, 287t
economic structure of, 282-291
electrical generation in, 49-50
electricity consumption in, 69
employment in, 16t
energy flows in, 330
energy pricing in, 394-396
energy system of, 292, 292t, 294t
freight transportation in, 282, 285t
286t
geography of, 275-277
gross national product of, 282, 287t
industrial sector in, 16t, 288-289,
289t, 290
location of, 12
map of, 276, 278
models of energy sector in,
406-415
Rhone-Alpes appraisal of,
415-418
Wisconsin appraisal of, 418-419
motor vehicle ownership in,
16t,28lt
natural resources of, 275-277
net material product (NMP) of,
282, 287t
passenger transportation in, 282,
283t, 284t
population characteristics of,
11-14, 12t, 14t, 277-280,
277t, 279, 280t
railway network of, 280-282
regional planning in, 69-70
and Rhone-Alpes, modeling
sirnilarities 0 f, 41 7
479
road network of, 282
scenario characteristics for, 78t
service sector structure in,
289-291,29lt
solar energy in, 70
transportation system of, 280-282
urban population of, 15t
German Democratic Republic. See
GDR
Geothermal energy, modeling of, 47,
48
in Rhone-Alpes, 120-121, 121
Governmental regulation, of oil prices
in U.S., 399-402
Governmental structure, and energy
management in GDR,
337-345,339,359
and environmental legislation, in
France, 360
in U.S., 360
in Wisconsin, 360-361
regional comparison of, 222-223
Gross national product (G~P). See
Economic growth
Gross regional product (GRP). See
Economic growth
High-energy scenario, 7, 27
for Bezirk-X, 77-79, 98, 99t
for Rhone-Alpes, 125
for Wisconsin, 169, 170t, 191-194,
192t
High-temperature gas-cooled reactor
(HTGR),49-50
Hot water heating. See Water heating
Housing. See also Insulation standards
in Bezirk-X Base Case, 80
classes of, in France, 384t
and energy source, in Wisconsin
sensitivity study, 207,208
regional comparison of, by
scenario, 235-235t
in Rhone-Alpes, 126-127, 126t,
127t
in Rhone-Alpes Base Case, 127
in Wisconsin Base Case, 177-178
in Wisconsin scenarios, 201
Human health impacts, of coal
mining, in Wisconsin
scenarios, 175
of electrical generation, in Bezirk-X
scenarios, 104-105
480
of energy export, in Bezirk-X
scenarios, 105-106
of pollutant emissions, 58
in Bezirk-X scenarios, 104-107,
104,106
of primary energy consumption, in
Wisconsin scenarios, 204,205
regional comparison of, 266-267,
266,267
in Rhone-Alpes scenarios, 153,
154,160-161
of sulfur dioxide emissions, in
Bezirk-X Base Case, 93-96
in Wisconsin sensitivity study,
208-211,209t
of uranium mining, in Rhone-Alpes
Base Case, 143, 143t
in Wisconsin Base Case, 186-188,
186,187t
in Wisconsin scenarios 202-204
202 ' ,
Human settlements. See Urbanization
Hybrid reactor, in Rhone-Alpes
sensitivity study, 156
HYdroelectricity, modeling of, 47, 49
Impact model, and Preference model
in multiattribute decision '
analysis, 446-447, 446
Import, of electricity, in Wisconsin,
175
Import quotas, for U.S. oil, 400
Industrial energy consumption, in
Bezirk-X Base Case, 85, 86
in Bezirk-X scenarios 100
in France, 130t '
regional comparison of 239-244
241-244 ' ,
in Rhone-Alpes Base Case 128
136-137 "
in Wisconsin Base Case 179-180
180t, 18H' ,
Industrial energy intensiveness, in
Bezirk-X Base Case 82
97-98 "
in GDR, 70
regional comparison of 240-245
241-243 ' ,
in Rhone-Alpes Base Case
128-130,13H '
in Rhone-Alpes scenarios, 144, 144t,
150,150
in Wisconsin Base Case, 179-180,
18H
in Wisconsin scenarios, 164, 199,
199,215
Industrial growth, in Bezirk-X Base
Case, 79, 79, 97
in Rhone-Alpes, 117
in Rhone-Alpes scenarios, 119
in Wisconsin scenarios, 173
Industrial heat, from nuclear district
heat, in Rhone-Alpes
sensitivity study, 156
Industrial price reform (GDR), 395
Industrial sector, in Bezirk-X, 81-83, 82
electricity penetration into, in
Rhone-Alpes scenarios, 144
end-use energy consumption model
for, 45, 46
in GDR, 288-289, 289t, 290
and pollutant emissions, 54-55
regional comparison of, 16t,
225-227,226
in Rhone-Alpes, 120
in Wisconsin Base Case, 179-180
Industrial value-added, in Wisconsin
Base Case, 179, 18H
Industry, legal form of, in GDR, 289t
gross production of, in GDR, 289t,
290
Institut Eo;onomique et Juridique de
l'Energie (IEIE), 5
ENERGIE model of, 417
model of French energy sector by,
424-427
Institut fur Energetik, 5, 75-77, 76n
416,417
Insulation standards. See also Housing
in Bezirk-X·sensitivity study, 109
in GDR, 370-373
in France, 383, 381-382t, 385t
regional comparison of, 390-393,
391-392t
in Wisconsin, 165,387-390
International Institute for Applied
Systems Analysis (IlASA), 2
IIASA Regional Energy{Environment
Study, 1-9
objectives of, 1-4
international network of, 3
international relations in, 4
research components of, 5-8,9
research institutions involved in, 5
Investments, in Wisconsin energy
planning, 435-436
Labor force, See Employment
Land reclamation, in GDR, 71
Land use. See also Environmental
impacts
in Bezirk-X, 102-103, 105
and energy sources for electrical
generation, in Wisconsin
sensitivity study, 211-212
and pollution control, in Wisconsin
sensitivity study, 209-210,
209t
regional comparison of, 263,262
for reactor sites, in Rhone-Alpes
Base Case, 142, 143t
in Rhone-Alpes scenarios,
154-155,160
for transmission lines, 205n
in Wisconsin Base Case, 188, 188t
in Wisconsin scenarios, 205,206
Lignite consumption, in Bezirk-X, 89t,
101
Lignite supply, in Bezirk-X Base Case,
83
Liquid-metal fast-breeder reactor
(LMFBR),50
Low-energy scenario, 7, 27
for Bezirk-X, 77-79, 98, 99t
for Rhone-Alpes, 125
for Wisconsin, 169-170, 170t,
193t, 194, 194t
Market penetration, 45
of solar heat, 44-45
Mass transit. See Transportation
Metal processing. See Industry
Mining. See Land use
Ministry for Coal and Energy (GDR),
337-340,339
Model, central mathematical/
economic in GDR, 408-410,
409
coordination, in GDR, 412
electricity impact, in multiattribute
decision analysis, 452,
453-454
preference, in multiattribute
decision analysis, 454-461
Modeling, 35-61, 405-406
coupling algorithm in, in GDR,
481
410-414
of economic activity, 40
of end-use energy demand, 40-45
of energy sector in GDR, 406-415
Rhone-Alpes appraisal of,
415-418
Wisconsin appraisal of,
418-419
of energy sector in France,
420-427
GDR, appraisal of, 427-430
Wisconsin appraisal of, 430-431
of energy sector in Wisconsin,
431-437
GDR appraisal of, 437-440
Rhone-Alpes appraisal of,
440-442
of energy supply, 45-50
of environmental impacts, 50-61,
50
optimal variant in, in GDR,
413-414
of pollutant emissions, 54
of population characteristics, 38-40
of transportation, 41-42, 41
of urbanization, 39
of waste heat disposal, 53-54
Models, application of, in GDR,
414-415
components of, in GDR, 407
flow of information between,
37-38
mathematical/economic, in GDR,
406-410,409
for scenario writing, 37,37
simulation, 35
socioeconomic, 38-40
Morbidity. See Human health impacts
Mortality. See Human health impacts
Motor vehicles, 41. See also
Transportation
efficiency of, in Wisconsin Base
Case, 176
emission standards for, in GDR,
358
in France, 356, 364
in U.S., 357, 364-365
Motor vehicle ownership, in GDR,
281t
regional comparison of, 16t, 231
in Wisconsin, 166
482
Multiattribute decision analysis,
application of, in three
regions, 467-468
in energylenvironment
management, 445-447
Multiattribute utility theory, 454-455
Natural gas. See also Energy sources
responsibility for, in GDR, 340
Natural gas consumption, of
industrial sector, in
Wisconsin Base Case, 180
regional comparison of, 48, 49, 247,
249,251
in Rhone-Alpes, 308
in Wisconsin Base Case, 181, 190
Natural gas pricing, in U.S., 402-403
Nixon, Richard M., and U.S. oil
pricing, 400-402
Nonelectrical energy consumption, 47
human health impact of, in
Wisconsin Base Case, 187-188,
187t
land use for, in Wisconsin Base Case,
188,188
Nonelectrical energy supply, 47-48
Nuclear energy, environmental impacts
of, in Rhone-Alpes Base Case,
138-143, 139t, 140, 142t,
143t
in France, 117
in Rhone-Alpes, 121-122, 122
in Wisconsin Base Case, 181, 185
Nuclear fission, 49
Nuclear reactors, boiling water, 49
cooling of. See Waste heat disposal
high-temperature gas-cooled, 49-50
land use of, in Rhone-Alpes Base
Case, 142, 143t
liquid-metal fast-breeder, 50
pressurized water, 49
Nuclear reactor sites, in Rhone-Alpes
Base Case, 139-141
Occupational accidents. See Human
health impacts
Occupational health. See Human
health impacts
Office of Emergency Energy Assistance
(Wisconsin), 350, 435
Oil, See also Energy sources
dependence on, in France, 158-159
sulfur content of, in France
355-356
Oil cartel, in U.S., 399-400
Oil consumption. See also Petroleum
consumption
industrial, in Rhone-Alpes
sensitivity study, 156
regional comparison of, 247-249,
251
Oil embargo, and U.S., 400-401
Wisconsin reaction to, 164, 166,
350
Oil pricing, in U.S., 399-402
Oil sector, modeling of, in France,
420
Once-through cooling, 53
of nuclear reactors, in Rhone-Alpes
Base Case, 141
Optimal control theory, in French
energy modeling, 422
Optimization model, of French
energy sector, 424-427
Organisation for Economic Co-
operation and Development
(OEeD), 3, 10
Organization of the Petroleum Export-
ing Countries, 400-401
Particulate concentrr.tions, in French
cities, 367
in GDR cities, 368
in Wisconsin cities, 369
Particulate emissions. See also
Pollutant emissions
in Wisconsin scenarios, 203
Passenger transportation energy
consumption. See also
Transportation energy
consumption
in Bezirk-X Base Case, 85-87,86
regional comparison of, 231-233,
232
in Rhone-Alpes, 146
in Rhone-Alpes scenarios, 151
in Wisconsin, 166
in Wisconsin Base Case, 176, 177t
Passenger transportation model,
41-42
Personal transportation, and urban
form, in Wisconsin
scenarios, 214,213
in Wisconsin scenarios, 200-202,201
Person-days lost. See Human health
impacts
Petroleum consumption, 48, 49. See
also Nonelectrical energy
consumption;
Oil consumption;
Primary energy consumption
industrial, in Rhone-Alpes Base
Case, 128-130
in Wisconsin Base Case, 181, 190
Petroleum processing, responsibility
for, in GDR, 340
Planning. See Energy planning;
Modeling
Pollutant dispersion model, 55-58,
56
Pollutant emissions. See also
Particulate concentrations;
Sulfur dioxide emissions
in Bezirk-X scenarios, 103-105,
103,103t
of carbon dioxide, regional com-
parison of, 267-269,268,
269
defined,355n
dispersion model of, 55-58
and district heat, in Bezirk-X
sensitivity study, 109-111,
110
in GDR, 71-72
and human health, 58
in Bezirk-X, 104-107,104,
106
model of, 54-55
monitoring of, regional comparison
of,366-368
from residential sector, in Bezirk-X
sensitivity study, 110
in Wisconsin Base Case, 182, 182t
in Wisconsin scenarios, 203-204,
203,204t
Pollutant emission submodel, 54, 55
Pollution control. See also Air quality
management; Emission
standards; Environmental
protection
in Bezirk-X Base Case, 90t, 91
in Bezirk-X scenarios, 106-107,
107
with flue gas desulfurization, in
GDR,71
483
and human health impact in
Wisconsin, 208-211, 209t
and land use, in Wisconsin,
209-210,209t
and stack heights, 71-72, 91
for stationary sources, in France,
355-356,363
in GDR, 358, 363-364
in U.S., 357, 364-365
for motor vehicles, in France, 356,
364,364t
in GDR, 358, 363-364
in U.S., 357, 363, 362t
in Wisconsin Base Case, 182, 182t
in Wisconsin scenarios, 175
Population characteristics, of GDR,
11-14, 12t, 14t, 227-280,
277t, 279, 280t
regional comparison of, 223, 224t..
of Rhone-Alpes, 11-14, 12t, 14t,
119, 1261,296-299, 297t, 298t
of Wisconsin, 11-14, 12t, 14t,
167, 168t, 169, 170t, 171
Population growth, regional
comparison of, 13
spatial development patterns of, 39
Pow~r plants, and pollutant emissions,
55
siting of, in Wisconsin scenarios,
175
Preference model, in multiattribute
decision analysis, 454-461
Pressurized water reactor (PWR), 49
in Bezirk-X Base Case, 83
Pricing. See Energy pricing
Primary energy consumption. See also
Energy supply and under each
type of primary energy
and human health impact, in
Wisconsin scenarios, 204,205
and land use, in Wisconsin
scenarios, 205,206
modeling of, 47
regional comparison of, 17t, 19,
332
in Rhone-Alpes scenarios, 147t, 148
in Wisconsin Base Case, 183, 184t
in Wisconsin scenarios, 194-196,
195, 1961,197,216-218t
Primary energy supply. See Energy
sources
484
Primary energy flow, regional
comparison of, for all
scenarios, 254-259,254,256,
257,258
Primary metals. See Industry
Production optimization model, in
GDR energy planning,
342-344
Public accidents. See Human health
impacts
Public health. See Human health
impacts
Public Service Commission (Wisconsin),
349-350,435
Public transportation. See
Transportation
Radiation, in Wisconsin scenarios, 212
Radioactive waste. See also
Environmental impacts
regional comparison of, all scenarios,
269-270,269
Radioactive waste shipments, in
Rhone-Alpes Base Case,
142-143
Radioactive waste storage, in
Rhone-Alpes Base Case,
142,143t
Residential emissions, modeling of,
54-55
Residential energy consumption, in
Bezirk-X Base Case, 84,87,
88,97
model of, 43,42
regional comparison of, 235-237,
237
in Rhone-Alpes scenarios, 144-145,
148-149, 149t
and solar energy, in Bezirk-X
sensitivity study, 109
in Wisconsin sensitivity study,
206-207, 207t
in Wisconsin Base Case,
177-178,178t
Residential space heating, in Bezirk-X
Base Case, 80,81
from nuclear district heat, in
Rhone-Alpes sensitivity
study, 156
in Rhone-Alpes scenarios, 144-145,
145t
from solar energy, in Bezirk-X
sensitivity study, 109
in Wisconsin, 166
Residential water heating, from
nuclear district heat, in
Rhone-Alpes sensitivity
study, 156
in France, 134, 134t, 135
in Rhone-Alpes scenarios,
144-145,145t
Rhone-Alpes. See also France
climate of, 296
corporations of energy sector in,
346-347
data, 125-126
decision making in, 345-348,346
economic activity of, 119
economic structure of, 303-304,
306t
electrical generation in, 49-50,
314,314t
electricity consumption in, 307,
31lt,312t
employment in, 16t, 119, 129t,
305,309t
energy supply of, 120-122
energy sYstem of, 304-314
family size in, 299t
gas consumption in, 308
and GDR, modeling similarities of,
417
geography of, 293-295,295
geothermal energy in, 120-1 21,
121
housing in, 126-127, 126t, 127t
industrial locations in, 299
industrial and service enterprises in,
308t
industrial sector in, 16t, 120
map of, 12
motor vehicle ownership in, 16t,
301-303
natural resources of, 295
nuclear energy in, 121-122, 122
petroleum consumption in,
308-309,3Ilt
population characteristics of,
11-14, 12t, 14t, 119, 126t,
296-299, 297t, 298t
railway network of, 300
road network of, 301
scenario characteristics for, 30-31 t
transportation system of, 300-303,
300,301,302t
urban population of, 1St, 298t
value-added in, 304, 309t
Rhone River, thermal discharges into,
in Rhone-Alpes Base Case,
141
Rockefeller, John D., and U.S. oil
pricing, 399
Roosevelt, Franklin D., and U.S. oil
pricing, 399
SI. See Base Case
S2. See High-energy scenario
S3. See Low-energy scenario
Scaling constants, for utility functions
in multiattribute decision
analysis, 459, 459t, 463t
Scenarios, for Bezirk-X, 28-29t, 78t
energy/environment system for, 36
energy supply in, 23-24
environmental protection in, 24
models and methodology for,
34-61
objectives of, 21
policy issues of, 22-24
as research tool, 6-7
for Rhone-Alpes, 30-31 t, 124t,
125
structure of, 25-34,26
transportation in, 23
urbanization in, 22-23
for Wisconsin, 32-33t, 168-171,
170t
Scenario SI. See Base Case
Scenario S2. See High-energy scenario
Scenario S3, See Low-energy case
Secondary appliance energy
consumption, in Bezirk-X
Base Case, 82
in Rhone-Alpes Base Case, 134t,
135t
in Wisconsin Base Case, 177, 178t
Sensitivity studies, for Bezirk-X
scenarios, 107-III
for Rhone-Alpes scenarios, 156-158
for Wisconsin scenarios, 171,
206-214
Service sector, energy sources for, in
France, 131, 133t
485
defined, 173n
model of end-use energy demand
in, 43-44
and pollutant emissions, 54-55
Service sector energy consumption,
regional comparison of,
237-239,239
in Rhone-Alpes Base Case, 131 -133
in Wisconsin Base Case, 178-179,
179t
Service sector electricity consumption,
in France, 133
Service sector growth, in Wisconsin
scenarios, 173
Service sector space heating, in
Bezirk-X Base Case, 80,81
from nuclear district heat, in
Rhone-Alpes sensitivity
study, 156
in Rhone-Alpes scenarios, 144,
144t
Service sector water heating, in Rhone-
Alpes scenarios, 144, 144t
Simulation, in Wisconsin energy
modeling, 432-433
Rhone-Alpes appraisal of,
441
Simulation models, 35
Siting, of nuclear reactors, in
Rhone-Alpes, 121-122, 122
of power plants, in Wisconsin
scenarios, 175
Socioeconomic models, 38-40
Solar energy consumption, 50
in GDR, 70
regional comparison of, 254, 260,
260t
in residential sector, in Bezirk-X
sensitivity study, 109
in Wisconsin, 166
in Wisconsin sensitivity study,
206-207,207t
in Rhone-Alpes scenarios, 146
for space and water heating, 44-45,
48
in Wisconsin residential sector,
206-207
in Wisconsin scenarios, 194, 194t
South European Pipeline, 296
Space heating, in commercial buildings,
in Wisconsin, 389t
486
and housing type, in Wisconsin,
207,208
residential, in Bezirk-X Base Case,
80,81
in France, 133t, 135-136
regional comparison of, all
scenarios, 235
in Wisconsin, 166, 191
service sector, in Bezirk-X Base
Case, 80,81
regional comparison of, all
scenarios, 238-239, 238t
in Rhone-Alpes Base Case, 131
in Rhone-Alpes scenarios, 144
from solar energy, 48
Stack heights. See also Emission stan-
dards; Pollution control
in Wisconsin Base Case, 189
Stadtgas, 48, 83t
State Planning Office (Wisconsin),
351,352
Strip mining, of lignite, in Bezirk-X
Base Case, 83
Substitution optimization model
(GDR),342
Sulfur content, of oil, in France,
355-356
Sulfur dioxide emissions. See also
Environmental impacts;
Pollutant emissions
in Bezirk-X Base Case, 90-93, 90,
91,92,93
in GDR, 71
and human health, in Bezirk-X Base
Case, 93-96,94, 95t
regional comparison of, 263-265,
264,265, 264t
in Rhone-Alpes scenarios, 152, 154,
160
in Wisconsin Base Case, 182, 182t,
188-189,189,190
in Wisconsin scenarios, 203,203,
212
Synthetic fuels, 48. See also Energy
sources
in Wisconsin Base Case, 181, 184,
190
in Wisconsin scenarios, 174, 175
Technological assumptions, for Rhone-
Alpes Base Case, 128-136
for Rhone-Alpes scenarios,
144-146, 144t, 145t
for residential sector, in Rhone-
Alpes Base Case, 134-136
for service sector, in Rhone-Alpes
Base Case, 131-133
Thermal discharges. See Waste heat
disposal
Transportation, in Bezirk-X Base Case,
83t
in Bezirk-X scenarios, 112
in France, 120
in GDR, 280-282
and pollutant emissions, 55
responsibility for, in Wisconsin,
348-349
in Rhone-Alpes, 300-303
in scenario writing, 23
in Wisconsin, 166
in Wisconsin scenarios, 174
Transportation energy consumption,
in Bezirk-X Base Case, 85-87,
86,96-97
in Bezirk-X scenarios, 101
regional comparison of, 231-234,
231
in Rhone-Alpes Base Case, 128,130
in Rhone-Alpes scenarios, 145-146
in Wisconsin Base Case, 176-177
in Wisconsin scenarios, 194, 215
Transportation model, 41
Unemployment, in France, 117
United States, energy pricing in,
399-404
University of Wisconsin, 350-351
Uranium consumption, in Wisconsin
scenarios, 21 2- 213
Uranium mining, in Rhone-Alpes Base
Case, 142, 143, 143t
Uranium pricing, in U.S., 403
Urbanization, in GDR, 1St, 280t
in IIASA Regional Energy/
Environment Study, 2
modeling of, 39
and personal transportation energy
use, in Wisconsin scenarios,
213,214
in Rhone-Alpes, 1St
in Rhone-Alpes Base Case, 127
in Rhone-Alpes scenarios, 123
in scenario writing, 22-23
in Wisconsin, 1St, I 70t, 171
in Wisconsin scenarios, 192, 194,
215
I
t
'I
Utilities, electric and gas, in Wisconsin
investment planning,
435-436
regulation of, in Wisconsin,
349-350
Utility functions, assessment of, in
multiattribute decision
analysis, 456-462,458, 460t
462t
for policymakers in three regions,
462-465
Utility theory, in multiattribute
decision analysis 454-455
Value-added, defined, 172n
and employment, regional com-
parison of, all scenarios,
227-228,228
in industrial sector, in Wisconsin
Base Case, 179, 18lt
in Wisconsin, 320
in Wisconsin scenarios, 173,174
VVB (GDR), 338-340,339,340
Waste heat disposal. See also
Environmental impacts
and artificial evaporation, 65 -66
and blow-down water, 66-67
and climate, 53-54,65-66
and district heating in Wisconsin,
165
and drinking water in Wisconsin,
165
with cooling towers, 53
for electricity power plants, 62-67
modeling of, 53-54
for nuclear reactors, in Rhone-
Alpes Base Case, 141, 142t
with once-through cooling, 53
regional comparison of, 262-263,
262
in Rhone-Alpes Base Case, 139
in Rhone-Alpes scenarios, 159-160
and river water temperature, 53, 65
in Wisconsin scenarios, 212
Water heating, residential, in France,
134,134t
service sector, in France, 131
in Rhone-Alpes scenarios, 144
from solar energy, 48
in Wisconsin, 165
487
Wind rose, 57
Wisconsin, agricultural activity in, 320,
32lt
area of, 12t
building codes in, 386-390
climate of, 316-317
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