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minimize $S(x):= \max\{|f(t)-F(xt)|;t\in T\}$ , (1)





$x=(x_{0}x_{1}\cdots x_{n})\in R^{n+1}$ $t\in T=[01]$ .
$x^{*}$ $S(x^{*})\leq S(x)$ $F(x^{*}t)$
(1)
Minimize $r$





$K:=\{u\in C(\mathcal{T});u(t\sigma)\geq 0\forall(t\sigma)\in \mathcal{T}\}$
Minimize $r$ (2)




$\text{ }$ (4) active constraints
Theorem(Dem’yanov and Malozemov 1974) $F(x, t)$
$h_{\text{ }}\exists t_{1},$
$\ldots,$










$F(x, t)$ $x$ $S(x)$
(3)(4) (3)
: $0\leq\exists t_{1}<\ldots<t_{n+2}\leq 1\exists\lambda_{1,}\lambda_{n+2}\geq 0$







. . . $<t_{n+2}$ such that
$\sigma(t_{1})=-\sigma(t_{2})=\sigma(t_{3})=.$ . . $=(-1)^{n+1}\sigma(t_{n+2})$
Polynomial spline with one fixed knot
1 $\xi$
$F(x, t)=x_{0}+x_{1}t+\cdots+x_{n}t^{n}+x_{n+1}(t-\xi)_{+}^{n},$ $t\in[0,1]$ .
(3)(4)
Theorem(Rice 1967, Schumaker 1968) $F(x, t)$
(i) $[0, \xi]$ $[\xi, 1]$ $n+1$
(ii) $[0,1]$ $n+2$
Vandermonde Shoenberg-Whitney
( : – )
Theorem(Shoenberg and Whitney 1953): $0\leq t_{1}<\cdots<t_{n+2}\leq 1_{\rangle}$
$\Phi:=\det$
$\Phi\geq 0$ $\forall\xi\in[0,1]$ .
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$\Phi>0$ $\Leftrightarrow$ $t_{1}<\xi<t_{n+2}$





Theorem(Braess 1971) $F(x, t)$ $x_{n+1}\neq 0$
(i) (\"u)





Ziegler ( : $-$ )












Definition $x,$ $y\in R^{N}$ .
$S”(x;y):= \lim_{\thetaarrow+0}\frac{S(x+\theta y)-S(x)-\theta S’(x;y)}{\theta}$ .
’(x; $y$ )
$S(x)$ $S(x)$
$S(x)= \max\{\sigma\{f(t)-F(x, t)\};(t, \sigma)\in \mathcal{T}\}$
(see Girsanov 1972, Dem’yanov
and Malozemov 1974)
$S’(x;y)= \max\{-\sigma(t)F_{x}(x, t)y ; t\in T(x)\}$ .
$u(t, \sigma):=S(x)-\sigma\{f(t)-F(x, t)\}$ ,
$v(t, \sigma):=S’(x;y)+\sigma F_{x}(x, t)y$ .
$E(t, \sigma)$
Definition(Kawasaki 1988) (5) $(t_{n}, \sigma_{n})arrow(t, \sigma)$
$(t, \sigma)\in \mathcal{T}$ $\mathcal{T}_{0}$
$u(t_{n}, \sigma_{n})>0\forall n,\lim_{narrow\infty}-\frac{v(t_{n},\sigma_{n})}{u(t_{n)}\sigma_{n})}=+\infty$ . (5)
$E:\mathcal{T}arrow[-\infty, +\infty]$
$\{$
$\sup\{\lim\sup\frac{v(t_{n,}\sigma_{\hslash})^{2}}{4u(t_{n},\sigma_{n})};\{(t_{n}, \sigma_{n})\}$ satisfies (5) $\}$ if $(t, \sigma)\in T_{0}$ ,
$0$ if $u(t, \sigma)=v(t, \sigma)=0$ and $(t, \sigma)\not\in \mathcal{T}_{0}$ ,
$-\infty$ otherwise.
$E(t)\geq 0$ if $u(t)=v(t)=0$
Definition $S’(x;y)=0$ $y\in R^{N}$ Critical direction
130
Kawasaki $(1991,1992)$ 2 (1)
2
Theorem $F(x, t)$
$E(t, \sigma)<+\infty$ $\forall(t, \sigma)\in \mathcal{T}$ ,
critical direction $y$ , $\exists t_{1},$ $\ldots,$ $t_{N+1}\in T(x;y),$ $\exists\lambda_{1},$ $\ldots,$ $\lambda_{N+1}\geq 0$
not all zero such that
$\sum_{i=1}^{N+1}\lambda_{i}\sigma(t_{i})F_{x}(x, t_{1})=0$ ,
$\sum_{;_{=1}}^{N+1}\lambda:\{-\sigma(t_{i})y^{T}F_{xx}(x, t:)y+2E(t_{i}, \sigma(t_{i})\}\geq 0$ ,
where
$T(x;y):=\{t\in T(x) ; S’(x;y)=-\sigma(t)F_{x}(x, t)y\}$ .
Theorem
$\overline{S}’’(x;y)=tT(x;y)\max_{\in}\{-\frac{1}{2}\sigma(t)y^{T}F_{xx}(x, t)y+E(t, \sigma(t))\}$ ,
$u(t, \sigma),$ $v(t, \sigma)$ $u(t, \sigma),$ $v(t, \sigma)$
$+\infty$ $S”(x;y)$
$u(t, \sigma)=\alpha(t-\tau)^{k}+o(|t-\tau|^{k})$ for some $\alpha\neq 0,$ $k>0$ ,
$v(t, \sigma)=\beta(t-\tau)^{m}+o(|t-\tau|^{m})$ for some $\beta\neq 0,$ $m>0$ ,
Second-order properties of spline functions with one
free knot
Theorem $F(x, t)$ Braess ‘ critical direction
$y^{T}( \sum_{i=1}^{n+4}\lambda_{1}\sigma(t_{i})F_{xx}(x, t_{i}))y=0$ .







$S’(x;y)\geq 0$ $\forall y\in R^{N}$ .
$F(x^{*}, t)$ Braess $y$
$S(x+ \theta y)-S(x)=\theta S’(x;y)+\frac{1}{2}\theta^{2}S’’(x;y)+o(\theta^{2})\geq o(\theta^{2})$.
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