Many authors have obtained upper bounds for the number of solutions of (1.1) (see for example [2] , [21] , [22] , [3] , [7] ). In 1996, Ono [17] remarked that the existence of only trivial solutions of the system of simultaneous Pellian equations
is a consequence of the related elliptic curve
having Mordell-Weil rank zero over Q. Two years later, Bennett [2] proved that the system of simultaneous Pell equations (1.2) has at most three positive integer solutions, where a, b are two distinct positive integers. In 2002, Yuan [21] strengthened this result by proving that these equations have at most two solutions in positive integers (x, y, z) if max{a, b} > 1.4 · 10 57 . This result was sharpened by Bennett-Cipu-Mignotte-Okazaki [3] by removing the above condition. Progress has been made in the study of some particular cases giving at most one positive solution (see [10] , [20] , [6] , [23] , [12] , [4] , [19] , [11] and [14] ). Moreover, very recently, Li, Xia, and Yuan [13] studied a special case of system of simultaneous Pellian equations (m + δ)x 2 − my 2 = δ, y 2 − bz 2 = 1, (1.3) where δ = 1 or 4, and 2 m if δ = 4. They proved that equations (1.3) then have at most one solution in positive integers (x, y, z).
In this paper, we consider an extension of the above problem. In fact, we study the system of simultaneous Pellian equations
where min{m, m + δ} ≥ 1, and 2 m if δ = ±1. Our main result is the following. Theorem 1.1. Equations (1.4) have at most one solution in positive integers (x, y, z).
From Theorem 1.1, we get the following result. Theorem 1.2. For any positive integer m and δ ∈ {±1, ±2, ±4}, the system of simultaneous Pellian equations
has at most one positive integer solution (x, y, z).
In fact, if we multiply the second equation of (1.4) by m and add the resulting equation to the first equation of (1.4), we obtain
Taking b = d(m + δ) and simplifying by m + δ, we obtain (1.5). Moreover, when d has the form 2 f p g where p is an odd prime, we can deduce that equations (1.5) have at most one positive solution (x, y, z). Theorem 1.2 generalizes a theorem of Walsh [19] on equations (1.2). He proved this result for the special case m = 1 and δ = 1. The organization of this paper is as follows. In Section 2, we recall or prove some useful results following the work independently done by Yuan and Walsh. The proof of Theorem 1.1 is given in Section 3 by applying a result due to Walsh [20] . Finally, in Section 4, we study a particular case. In fact, we assume b = b |4m/δ + 4| with b ∈ {1, 2, p} where p is an odd prime and we determine all solutions to equations (1.4). (n + c)x 2 − ny 2 = c, c ∈ {1, 2, 4},
In fact, when δ = −1, −2, −4, one can interchange x and y to obtain equations (2.2) and (2.3). Therefore if (x, y, z) is a solution of (2.2) and (2.3) when δ = 1, 2, 4, then (y, x, z) is a solution of (2.2) and (2.3) when δ = −1, −2, −4, and vice versa. We consider the following result of Yuan [22] .
Lemma 2.1. Let x 1 √ a + y 1 √ b be the smallest solution of ax 2 − by 2 = δ, with δ ∈ {1, 2, 4}. Then every positive integer solution (x, y) of this equation can be given by
with 2 n if min{a, b} > 1 or if (a, δ) = (1, 1), (1, 4) .
Let us consider
By Lemma 2.1, every positive integer solution (x, y) of (2.2) or (2.5) can be represented as
Moreover, let β = α 2 . Then β is the smallest solution of the equation
where τ = 1 or 2 when N is odd or even respectively. Now let γ = v 1 +u 1 √ b be the smallest solution of the equation v 2 −bu 2 = 1. For integers j, k, l ≥ 1 with 2 j, we define the sequences {T j }, {W j }, {V k }, {U k }, {v l } and {u l } by
The following lemma lists some properties of Lehmer sequences. They are true not only for ({V k }, {U k }), but also for ({T j }, {W j }) and ({v l }, {u l }). Proof. See Lemma 2.1 of [23] , [20] , or Lemma 2.2 of [13] .
One can see that if we extend the above sequences to negative indices, the definition is still effective. In fact, we have
Proof. (i) If 2 p, then
From Lemma 2.2(1), we have U k 1 | U pk 1 /2 and by (2.8) and (2.9), we get
(ii) The proof is similar to that of (i). We have
Therefore, we get the same result.
Now we assume that positive integer solutions of (2.2) and (2.3) exist. Let (x 1 , y 1 , z 1 ) be the positive solution with the smallest z 1 , and (x 2 , y 2 , z 2 ) be any other solution. Then there exist positive integers j i , l i (i = 1, 2) with 2 j i such that
The following result is similar to Lemma 2.4 of [23] and Lemma 2.4 of [13] . In [22] , Yuan proved that for positive integers k 0 , k 1 , k 2 , p, we have v 2pk 1 ±k 0 ≡ ±v k 0 (mod v k 1 ). We use it and Lemma 2.3 to get Lemma 2.4. In the notations of (2.11), we have
Furthermore, j 2 /j 1 and l 2 /l 1 are odd integers. This implies x 1 | x 2 and
Then from the definition of α and (2.8) we obtain
Definition 2.6. Let {U k } be defined by (2.9). If there is a prime factor p of U k that does not divide U j for all 1 ≤ j ≤ k − 1, then we say that p is a primitive prime factor of U k .
Notice that there are two (slightly) different definitions of primitive prime factor. According to the definition in [5] , p should not divide N (N + 4) and U j for all 1 ≤ j ≤ k − 1. This was used in [23] and [13] . But the above definition is enough for our proof. The following result is an adaptation of Lemma 2.5 of [20] . One can get it from some results on AX 2 − By 4 = 1, 4 due to Ljunggren [15] , Cohn [8] , [9] and the first author [18] .
with y = Au 2 for some integer u, except in the following cases:
(1) N = 1, A = 1, in which case y ∈ {1, 12 2 }.
(2) N = 336, A = 1, in which case y ∈ {1, 6214 2 }.
Proof. Take M = N + 2, X = τ x, and Y = y in Lemma 2.5 of [20] . Moreover, if N is even, one can take N = 2M − 2, and if N is odd, N = M − 2.
Next, we recall the following result due to Ljunggren [16] . 3. Proof of Theorem 1.1. In this section, we will prove the main theorem of this paper. We assume that (x 1 , y 1 , z 1 ) is the positive solution with the smallest positive z 1 , and (x 2 , y 2 , z 2 ) is any other positive solution of equations (2.2) and (2.3). Then there exist positive integers j i , l i (i = 1, 2) with 2 j i such that
We notice that j 1 > 1, otherwise T 1 = W 1 = 1. This implies l 1 = 1, v l 1 = 1 and z = 0. Let j i = 2k i + 1 (i = 1, 2) with 0 < k 1 < k 2 . From (2.3) and (3.1), we have T 2 2k i +1 − 1 = bz 2 i or W 2 2k i +1 − 1 = bz 2 i . Using (2.12) and Lemma 2.5, we get
From Lemma 2.4, we have z 1 | z 2 , so (3.2) and (3.3) give
Before discussing the above equation, let us express U k (1 ≤ k ≤ 6) using the recurrence relation U k+2 = (N + 2)U k+1 − U k for k ≥ 1:
First, we assume that N = 1, k 1 = 5 or 6. If k 1 = 5, then U k 1 +1 = 144 = 2 4 · 3 2 . By Lemma 2.7, U k 1 has a primitive prime factor p, so that
equation (3.4) implies the existence of positive integers s and t such that
The above cases give us U k 2 +1 = . Using Lemma 2.8 and U 1 = 1, one can see that U k 2 +1 = 144 and k 2 = 5. This contradicts the fact that
. This is impossible. In the same way, if k 1 = 6, we also get a contradiction.
Assume now N > 1 or N = 1, k 1 = 5, 6. If k 1 > 1, by Lemma 2.7, U k 1 and U k 1 +1 have primitive prime factors p and q respectively. By Lemma 2.7 again, equation (3.4) implies that
If k 1 = 1, then U 2 has primitive prime factor q, and properties (3.5) also hold. Moreover, since j 1 | j 2 , we have
Note that gcd(U k 2 , U k 2 +1 ) = 1 by Lemma 2.2(3). Then properties (3.4) and (3.5) give us the following four cases:
Case (i). Since (V, U ) = (N +2, 1) is a solution of V 2 −N (N +4)U 2 = 4, using equations (3.7) one can see that the equations
have two solutions u = 1 and u = t > 1. By Lemma 2.8, we obtain N = 1, 336, or d 2 − 2.
• If N = 1, then we get t = 12. Therefore, equations (3.11) imply x 2 − 5y 2 = 4. Any solution (x, y) is given by
The solution with y = 144 implies k 2 = 6. On the other hand, the first equation of (3.7) gives us k 1 (k 1 + 1) | k 2 + 1 = 7. This is impossible.
• If N = 336, then t = 6214. From U 4 = N 3 + 6N 2 + 10N + 4 = 6214 2 , we obtain k 2 = 4. Since k 1 (k 1 + 1) | k 2 + 1 = 5, we can find no positive integer k 1 .
•
Case (ii). This is similar to Case (i). By Lemma 2.8, the second equation of (3.8) implies N = 1, 336, or d 2 − 2.
• If N = 1, then k 2 + 1 = 6. We have already discussed this case and it is impossible.
• If N = 336, then
Case (iii). From (3.9), we have
for some positive integers A, B, s 1 , s 2 , t 1 , t 2 such that s = s 2 /s 1 and t = t 2 /t 1 . If k 1 +1 = k 2 , from (3.6) we get 2k 1 +1 | 2k 1 +3, which is impossible. Therefore we consider
and U k 2 +1 are all perfect squares. This leads to a contradiction.
Case (iv). From (3.10), as in Case (iii), we have 
Proof. Suppose a positive integer solution (x, y, z) of (1.4) exists. Then there are positive integers j, l with 2 j such that
If j = 1 then z = 0. Let j = 2k + 1 for k > 0. From (2.3) and (4.2) we obtain
Using (2.12) and Lemma 2.5, we get
We recall that N = 4n/c, n = min{m, m + δ} and c = |δ|. 
By Lemma 2.2(3), we have gcd(U k , U k+1 ) = 1. So we obtain either
where z = st, s, t ∈ N.
If equations (4.5) hold, then from Lemma 2.8 one can see that U k = s 2 implies k = 1, except for N = 1, 336, or d 2 − 2. First, we suppose k = 1. Then from the second equation of (4.5) we have U 2 = N + 2 = b t 2 . Thus N = b t 2 − 2 with b ∈ {1, 2, p}. Second, we suppose k > 1 and we discuss the following three cases.
• If N = 1, then U k is a perfect square when k = 6. But b t 2 = U k+1 = U 7 = (N + 2)U 6 − U 5 = 377 = 13 · 29 is impossible.
• If N = 336, then k = 4. The fact that b t 2 = U k+1 = U 5 = N 4 + 8N 3 + 21N 2 + 20N + 5 = 13051348805 = 5 · 11 · 19 · 109 · 149 · 769 also leads to a contradiction.
• If N = d 2 − 2, then k = 2 and s = d. Therefore, from b t 2 = U k+1 = U 3 = N 2 + 4N + 3 = (N + 2) 2 − 1, we have
It is easy to see that Now we suppose equations (4.6) hold. In a similar way, U k+1 = s 2 implies k = 0, except for N = 1, 336, or d 2 − 2. But k = 0 leads to a contradiction. Now we discuss the following three cases when k > 0.
• If N = 1, then k + 1 = 6. But b t 2 = U k = U 5 = N 4 + 8N 3 + 21N 2 + 20N + 5 = 55 = 5 · 11 gives a contradiction.
• If N = 336, then k + 1 = 4. Thus b t 2 = U k = U 3 = N 2 + 4N + 3 = 114243 = 3 · 113 · 337 is impossible.
• If N = d 2 − 2, then k + 1 = 2. Then from b t 2 = U 1 = 1, we get b = 1 and t = 1. This is also impossible.
Finally, we use Proposition 4.1 to prove the following result which is a particular case of Theorem 1.1. 
