Abstract: Since 1969 a standard approach to the reduction of matrix bandwidth and profile has been to grow rooted level structures (RLSs) of the adjacency graph of the matrix, and then to use the 'best' RLS to generate a renumbering of the rows and columns. A generally effective, low-cost method for RLS growth is the Gibbs-Poole-Stockmeyer (GPS) algorithm, especially as modified by George and Liu. Recent work by Arany has suggested alternatives to the GPS algorithm. In this paper, algorithms proposed by Arany and several other new algorithms are described, and results of preliminary computer tests on 'difficult' renumbering problems are presented.
Introduction
Since the publication of the Cuthill-McKee (CM) algorithm in 1969 [3], a standard approach to the reduction of matrix bandwidth and profile has been to: (1) grow rooted level structures (RLSs) of the adjacency graph of the matrix; (2) select the 'best' RLS based on some criterion (maximum height or minimum width); (3) number the selected RLS on a level-by-level basis. The reordering of the matrix rows and columns which is induced by the numbering of the RLS may yield reduced matrix bandwidth and profile [6] , or otherwise facilitate the computer implementation of various strategies for the solution of sparse (usually also symmetric and positive definite) sets of simultaneous linear equations [5, 6] . The idea of an RLS was introduced in [l] and is described in [5, 6] .
Taking into account both effectiveness and processing time, the Minimum Degree GPS algorithm (developed by Gibbs-Poole-Stockmeyer [7] , modified by George and Liu [4] ) is perhaps the most satisfactory RLS-selection algorithm invented so far. But this algorithm has serious deficiencies: first, even though it is designed to locate a starting vertex of a 'best' RLS, its effectiveness often depends heavily on the (arbitrary) choice of its own starting vertex; moreover, even though Minimum Degree GPS was originally designed to improve upon the CM algorithm's heuristic choice of a vertex of minimum degree as the starting vertex of the 'best' RLS, the execution of Minimum Degree GPS itself also depends heavily on exactly the same heuristic strategy.
Recent work by Arany [2] has developed the theory of RLSs, thereby suggesting a number of possible new algorithms for selection of the 'best' RLS. Section 2 of this paper reviews this theoretical background, adding some new ideas and results. In this context, Section 3 then describes nine RLS-selection algorithms (two GPS algorithms, two due to Arany, and five new ones), while Section 4 discusses the results of computer tests on three of these algorithms compared with Modified GPS. Section 5 presents tentative conclusions.
Theoretical background
With the usual terminology and notation of graph theory (see, for example, [6, 8] ), let G = (V, E) represent a finite, connected, undirected graph without loops or multiple edges. Then for any vertex u E V, a level structure RLS = RLS( U) of G rooted at u is a partitioning of the vertices V into subsets L, = LJu), k = 0, 1,. . . , where
The .., h -1. In practice, except for pathological cases, n,(x) -n,,(y) is not much greater than max[w,( u), wk+r( u)], so that, in order to minimize S or p, it becomes of interest to grow RLSs of minimum width. One heuristic approach to this problem would be to search for a peripheral vertex u [12] , so as to be able to grow an RLS( u) of maximum height [13] , in the hope that on the average such RLSs would also have small width. But the efficient location of peripheral vertices turns out to be a difficult problem, so that the GPS method [7] and its variants [4, 10] , which involve a search for a pseudo-peripheral vertex, have become well established.
Given arbitrary U, u E V, Arany [2] defines the reversible set R ( u, u) to be the set of vertices which lie on a shortest path from u to u; that is, Nu, u)= ( +=.,(u); XELd(u.V)_I((u))t where d( u, u) represents the distance from u to u. Further, she defines the middle set M( u, u) as a subset of R( u, u) which occurs 'midway' between u and u:
She then proves the following:
Theorem 1. Suppose there exist four (not necessarily distinct) uertices u, u, s, t such that d( s, t) > d( u, u). Then for every uertex a E
But by the triangle inequality,
from which the result follows immediately.
This theorem suggests that peripheral vertices may often lie 'far' from vertices of the middle set, so that the search for peripheral vertices may be expedited by selecting a E M( u, u), growing RLS( a), and then inspecting Lh( a). This is the basic strategy of the Arany method and its variants.
Another simple result also gives rise to an algorithm:
Theorem 2. Suppose u E V is non-peripheral and u E Lh( u). Then V -R( u, u) contains at least
one of every peripheral vertex pair s, t.
Proof. Suppose on the contrary that there exist s,
which contradicts the hypothesis that u is non-peripheral.
Theorem 2 thus provides assurance that a peripheral vertex may be found by searching the non-reuersible set V -R ( u, u) . This set may however be quite large, and it therefore becomes of interest to try to identify a subset of it which is at least likely to contain peripheral vertices.
Consider then an arbitrary vertex u and any vertex x E Lk( u), k = 0,. . . , h(u). The set of consequents ojx with respect to u is defined by
C,(x) = { yl(x, Y) E E; Y E LA+~(u))
Note that C,,(x) = Q whenever k = h(u). Next denote by Q(U) the set of oertices x with no consequents with respect to u:
Note that L,,(u) C Q(U) and note further that for every u E L,,(u), Q(U) -( u > C V-R( u, u). It is tempting to conjecture that Q(u) necessarily contains a peripheral vertex, but this can be shown by example to be false:
RLS( u)
In fact, as the above example shows, it is not even true that Q(U) u Q(u) necessarily contains a peripheral vertex. Nevertheless, it appears that 'often' or 'usually' either Q(U) or Q(U) U Q(u) will indeed contain a peripheral vertex, and this notion gives rise to two more heuristic search algorithms (Section 3), each of which involves searching only a subset of V -R( U, u).
Given arbitrary vertices U, u E V, the swing of a vertex x with respect to U, u may be defined by
Observe that s, "(x) = 0 if and only if x E R( U, u), a remark which suggests that the vertices x of maximum &ing may well include one or more peripheral vertices. Even this conjecture is not necessarily true, as Arany shows by counterexample [2] , but inspection of the vertices of maximum swing nevertheless provides an attractive basis for yet another heuristic algorithm. To facilitate description of this algorithm, the swinging set
is introduced. Note that S( u, u) = 9 if and only if V -R( u, u) = 9.
RLS-selection algorithms
In this section, based on
Original GPS
(1) Choose arbitrary u E the preceding discussion, the algorithms to be tested are described. 
Minimum Degree GPS
To avoid growing additional RLSs, step (2) of Original GPS is changed to locate instead a vertex u of minimum degree:
(2) Choose u such that
Observe that the vertex u chosen by this algorithm is no longer necessarily pseudo-peripheral.
Original Arany
Choose arbitrary u E V and grow RLS( u).
For arbitrary u E L,,(u), grow RLS( u) up to level [ih( u)] W( u)):.
Choose a E M( u, u) and grow RLS( a).
For each x E Lh( a), grow RLS( x). Choose u such that
Minimum Width Arany
Realizing that minimum width of the RLS is normally a more important criterion than maximum height, Arany [2] proposes changing step (4) of Original Arany to abort RLS growth whenever the width of the current level exceeds or equals the minimum RLS width found so far (initially w(u)):
(4) For each x E L,,(a), grow RLS(x), aborting if at any level Lk(x), wk(x) 2 w(u). If w(x) < w(u), replace by u by x.
Minimum Degree Arany
The minimum degree heuristic applied by George and Liu [4] to Original GPS may also be applied to Original Arany: (4) Choose u such that
, replace u by u. The four algorithms remaining to be specified in this section all make use of Arany's criterion of minimum RLS width rather than the maximum RLS height criterion. Moreover, they all depend upon the specification of a vertex set Q, different in each case, as Table 1 shows. The algorithms may then be described as follows: For the 'difficult' test cases described in the next section, some of the above algorithms (specifically, Original GPS, Original Arany, Non-reversible, No consequent (u, u). No consequent (u)) were found to require substantially more computer time than the remaining algorithms, and at the same time yield negligible additional benefit. The algorithms subjected to detailed comparison were therefore the following: Minimum Degree GPS, Minimum Degree Arany, Minimum Width Arany, Maximum Swing. This does not however necessarily imply that the algorithms not tested would not be of value in cases closer to the real world norm.
) Choose arbitrary u E V and grow RLS( u). (2) For arbitrary v E L,,(u), grow RLS( v).

Computer test results
The graphs so far used to test the algorithms described above are randomly generated subject to certain user-specified integer parameters:
the number of vertices; r = lEI/IVI: the average degree of the vertices;
the permissible variation of the degree about r.
The triple (IV!, r, d) then describes a graph on IV1 vertices, whose degrees are uniformly distributed over the range [r -d, r + d 1. The test cases described here are for values IV1 = 100, 300, 500, 700, 900, 1100 with (r, d) equal to (4, 1) and (5, 2). For each test case-for example, for (500, 4, 1)-the user may specify the number of graphs to be generated (the results described here relate to 10 graphs for each test case), and in addition the number of randomlyselected starting vertices u from which to grow the first RLS (the results described here relate to 10 choices of starting vertex for each of the 10 graphs for each test case). Thus the results given here for each test case are actually averages taken over 100 executions of each algorithm tested. Typically, for all results but the timing of the algorithm, standard deviations of the sample fall within 5% of the average. The remark has been made above that these test cases are 'difficult'. This may be demonstrated by reference to statistics for the average, over all four algorithms tested, of the height and width of the 'optimal' RLS ( Table 2) . By contrast, the statistics for maximum-height RLSs related to two common real world structures (a 32 X 32 rectangular two-dimensional grid and a 10 X 10 X 10 rectangular three-dimensional grid) are very different (Table 3) . As suggested in Table 3 , these grids are comparable in terms of the parameters (IV], r) to those of Table 2 , but the characteristics of the associated RLSs differ widely. The randomly-generated test cases are characterized by optimal RLSs which are consistently low and wide no matter which algorithm or which starting vertex is employed. In fact, for the Minimum Degree GPS and Minimum Degree Arany algorithms, the starting vertex u was selected as optimal in about 60% of all runs, indicating that at least for these algorithms the choice of starting vertex made very little difference to the height and width of the RLS. It is arguable that, for the kind of test cases generated here, the optimal strategy is simply to select an arbitrary starting vertex and stick with it. On the other hand, for the two grids in Table 3 , the selection of the root node of the RLS makes a very great difference to height, width, bandwidth, and profile; indeed, for these grids, even minimum height RLSs do not yield RLS widths as large as those of Table 2. . Tables 4-6 show the average RLS width, bandwidth, and profile, respectively, achieved by the four RLS-selection algorithms tested. For the determination of bandwidth and profile, the RCM numbering was used (the Ring numbering algorithm [9] was also programmed, but for the test cases considered here was found to offer no advantage).
The tabulated results show very little difference among the four algorithms with respect to bandwidth and profile. In terms of RLS width, however, the Minimum Width Arany and Maximum Swing algorithms achieve reductions of up to 10% over the two Minimum Degree algorithms, an effect particularly noticeable for test cases (*, 5,2). These reductions remain consistent over repeated runs for ( *, 5, 2) and (* , 5, 1). The algorithms were programmed in FORTRAN 77, then compiled (optimization level 3) and executed on a CYBER 173/815 computer under NOS II. Table 7 displays approximate storage  requirements and Table 8 gives average execution times for the test runs whose results are shown in Tables 4-6 .
With the exception of Minimum Width Arany, the timing of the algorithms is as expected approximately O(rlV(). The average timing of Minimum Degree Arany is generally slightly greater than that of Minimum Degree GPS, but on the other hand Minimum Degree Arany's timing has the advantage of a very low standard deviation (the algorithm always grows exactly 34 RLSs). By contrast, the timing of Minimum Width Arany typically has a standard deviation which is of the same order of magnitude as the average, reflecting the fact that the number of RLSs started and/or completed can vary widely depending on the number of vertices in L,,(u). Apparently as a result of idiosyncrasies of the CYBER 173 FORTRAN 77 optimizing compiler, the timings given here were found to be very sensitive to seemingly minor coding changes. Timing variations may therefore be expected in other implementations of these algorithms, or in implementations on other computers. 
Conclusions
Five new RLS-selection algorithms have been described (Minimum Degree Arany, Non-Reversible, No Consequent (u, u), No Consequent (u), Maximum Swing), of which two (Minimum Degree Arany, Maximum Swing) appear to be competitive with existing algorithms on the kind of test cases considered, as summarized in Table 9 .
Further tests are planned with sparse graphs more amenable to RLS-selection methods and more similar to cases which arise in practice.
