whIch correspond to the real and imaginary part of a 2-I)
+ -4N )cos-DFT(k1,N-k2,N) 2Jt(k1-k2) -SiIl( 4N )-sin-DVf(k1,N-k2,N) 1 (5) Now, we note that DcF(k1k2,N), DCT(N-k1k2.N), and DCT(N-kj,N-k2.N) can be derived from the corresponding cos-and sin-DFTs by 2 plane rotations and some additions as follows:
A fast radix-2 two dimensional discrete cosine transform (DCT) is presented. First, the mapping into a 2-D discrete ________ Fourier transform (DFT) of a real signal is improved. Then an usual polynomial transform approach is used in order to map the 2-D DFF into a reduced size 2-D DFF and one dimensional odd DFFs. Finally, optimized odd 0FF
algorithms for real signals are developped. Ailtogether, a reduction of more than SOZ in the number of multiplications and a comparable amount of additions is obtained in comparison to other algorithms.
I Introduction
Block coding using the two dimensional discrete cosine transform is widely used in image data compression [1] . Usually, a small block (typically 8 by 8 or 16 by 16) is transformed and an appropriate bit allocation is made in the transform domain.
One approach to the 2-D DCT computation uses the separability property and computes a DCT of dimension NbyNas2NDCT'sofNwhichcanbe computedbyoneof the known fast algorithms [2, 3] . The other approach consists in computing directly the 2-D transform by means of polynomial transforms and was first proposed in [4, 5] , restated in [6] and applied in [7] . Our method is also a direct approach to the 2-D problem. The DCF of N by N is mapped into a real DFT of N by N followed by post-multiplications. These post-multiplications are shown to be rotations, thus _______ reducing the required number of operations. The real DFF is evaluated through polynomial transforms where the fact that the data is real is taken into account, specifically by developping an optimized real odd DVF algorithm.
II Evaluation of the DCT from a DFT
First we consider the mapping from DCT to DVF and the optimization of the resulting post-multiplications. Assume a real signal x(nj,n2) of dimension Nx}l. The 2-I) DCI' is defined as:
In the following, we assume N to be a power of 2. Using the DCT(N-k1,Nk2,N 1 0 1 0 mapping introduced in [3] and then in [9] given by:
where:
Since R(k1,k2) is a rotation matrix whose product with a x(n1,n2
2-point vector requires 3 mults and 3 adds [9] , the evaluation of (6) requires a total 6 mults and 10 adds. Since (6) has to be evaluated for k1 and k2 going from 0 to N/2-1. and When k1 is odd and k2 even, (9) can be rewritten, similarly taking into account all simplifications (eg. kj k2), the load to (10-12), as for obtaining the DCT from the real DPI' is:
5N2/2 -6N + 2 ad. (8) While the development above is quite cumbersome, it should X(k1,2uk1) X(z) Mod(z_Wki) k1 odd (16) be noted that, especially for small transforms, the post-multiplications dominate the computational load. Polynomial Transforms
The real DPI' will be computed using polynomial transforms in a way described in [5, 10 ] to which we refer for details, Below. the main steps are simply recalled. We want to evaluate: We note that (17) is a length N/2 polynomial transform with a root z2 defined modulo (N/2 + 1) which can be computed similarly to (13) using N2/2(log2N-1) real additions when
) is real. Note that (15) and (18) We introduce the following shorthands N-I since (z -Wk2). k2 being odd, is a factor of (zN/2 + 1), which is ocos-DFT(k,n)
in turn a factor of (zN -1). For x(n1,n2) real, (12) requires N2/2 real additions. Now. k1 in (11) is replaced by k1k2 (which is a valid permutation since k2 and N are relatively prime).
N-i
Then, we can replace Wk2 by z in (11) since they are osin-DFI'(k,n) =
equivalent by (10). This leads to:
10
This is a polynomial transform of length N and a root z and thus (19) is equal to:
defined modulo (zNf2 + 1) which can be computed with an FPF radix-2 type algorithm and uses N2/2log2N real additions for X with real coefficients. Since XikS(Z) is of degree N/2-1 Xi = ocos-DFT(k,N)
and k2 odd equal to (2u+1). (10) can be rewritten as:
Now we use a similar approach as in [9] to evaluate (23). The Using trigonometric identities [9] , this is equal to:
or an odd sin-Dfl' of N/2 and an odd DCT of N/4 at the cost of 3N/4 additions. Turning to the computation of the odd DCT, we use a mapping similar to [3]:
Now, as seen in ('9] o-DCT (k,N) and o-DCT (N-k-iN) are obtained from ocos-DFT(k,N) and osin-DFT(k,N) by a simple rotation or 3 multiplications and 3 additions.
Evaluating the computational complexity of this approach to the odd DF1 computation of length N real signals, it is seen that it requires:
Mote that when this real odd DF1 algorithm is used for complex signals (by transforming separately the real and imaginary part and adding the result) it leads to the same number of multiplies as the Rader/Brenner FF1' but to substantially less additions.
V Complexity evaluation and comparison
Using the above introduced odd DF1' algorithm leads to the following load for a real DF'T of N by N, N a power of 2:
N2/2 Lo82N -7/6 N2 + 4 mu. 
d) The proposed method.
The complexities are compared in table 1 and operation (26) counts are given in table 2. Asymptotically, it reduces the number of multiplies by a factor of 4 and saves 1/6 of the adds when compared to currently proposed algorithms (a,b above).
VI implernentation considerations
The above algorithm, while achieving substancial computational savings, has a rather involved structure. But for the expected application (image coding with blocks of 8xB or 16x16), the transform can be explicitely written in linear code [11] .
Therefore, the structural complexity dissappears completely. 
