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Chapter 1
Introduction
A central issue that concerns the growth literature the last decades is that of conver-
gence. In general terms, the central question of convergence relates to whether the
levels of income of poorer countries of the world converge to those of richer countries.
The theoretical foundation of convergence is based directly on the neo-classical growth
theory and, especially, on the Solow-Swan model, which leads to the result of con-
vergence. On the contrary, the new growth theories do not lead to this implication.
Accordingly, by testing for convergence, one could test for the validity of alternative
growth theories. As a result, several concepts of convergence have been developed, as
well as di¤erent approaches in the relevant econometric methodology.
The empirical literature on output convergence broadly falls into two categories:
the rst one, based on cross-sectional data, proposes the concept of -convergence
(Barro and Sala-i-Martin (1992 )) whereas the second one, considering convergence as
a stochastic process, uses the properties of time-series (Bernard and Durlauf (1995 )).
However, both classes of tests are based on specic assumptions. Specically, cross-
sectional tests require homogeneity assumptions over time across individual units,
while time-series tests presume that the data is already around on steady state. Thus,
more recently, new testing procedures for the convergence hypothesis using panel data
have been developed. These procedures, bringing together cross-section and time-series
analysis, try to resolve the above problems.
According to the empirical literature, two main approaches have been proposed.
A rst group of studies extends the cross-section methodology to the analysis of panel
data (Islam (1995 )), while a second one extends the univariate unit root testing proce-
dure to the panel dimension (Fleissig and Strauss (2001 )). Adding the cross-sectional
dimension to the usual time dimesion is very important in the context of nonstation-
ary series. The use of non-stationary panel data is ideal for testing the convergence
hypothesis. Panel unit root techniques solve the low power issue of unit root tests,
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while, specically, panel unit root tests based on a heterogeneous specication take
into account individuals with heterogeneous dynamics. Finally, second generation
panel unit root tests take into account strong linkages among economies and allow for
cross-sectional dependencies between individuals.
The aim of this thesis is twofold; to survey the literature of convergence and the
recent econometric methodologies, as well as to test the convergence hypothesis in real
per capita GDP for a panel of 15 European countries, using the above methodological
approaches. Our empirical results show some evidence in favor of the convergence
hypothesis among EU countries. Firstly, based on panel-data methods, we provide
evidence for -convergence. Secondly, using time-series techniques, unit root and
cointegration, we support the stochastic denition of convergence. Finally, extending
the time-series approach to non-stationary panel unit root procedures we nd mixed
results for the convergence hypothesis.
The remainder of the paper is organized as follows. Chapter II discusses the the-
oretical connection of convergence with the neo-classical growth theory. Chapter III
describes the alternative denitions of convergence, while in chapter IV alternative
methodologies that have been used for the empirical research on convergence are an-
alyzed. In chapter V we report the results that have been found in the empirical
literature. Finally, chapter VI contains our application for testing the convergence
hypothesis in a panel of EU countries and chapter VII concludes.
Chapter 2
Growth Theory and the
Hypothesis of Convergence
The theoretical foundation of the conditions for convergence originates in the work of
Barro and Sala-i-Martin (1992 ) and Mankiw, Romer and Weil (1992 ). Beginning from
the neo-classical Solow-Swan model, suppose that we have the following Cobb-Douglas
production function:
Yt = K
a
t (AtLt)
1 a; (2.1)
where Y, K, L, and A stand for output, capital, labor, and labor-augmenting produc-
tivity, respectively and 0 < a < 1. Suppose also that A and L grow exogenously at
rates:
Lt = L0e
nt; (2.2)
At = A0e
gt: (2.3)
We can write the production function (2:1) in intensive form
yt = k
a
t ; (2.4)
where k = K=AL and y = Y=AL. The evolution of k, capital per e¤ective worker, is
given by
_kt = sk
a
t   (n+ g + )kt: (2.5)
Thus, using equation (2:5) k converges to its steady state value, k, given
3
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k =

s
(n+ g + )
1=(1 a)
: (2.6)
Substituting equation (2:6) into the production function (2:1) and taking logs we nd
that the steady state for output per capita is given by
ln [y] = lnA0 + gt+
a
1  a ln(s)  ln(n+ g + ); (2.7)
where y is the steady state for per capita output. We proceed from equation (2:7)
and setting y0 as the initial output, we have an approximation around the steady state
d ln(yt)
dt
= g +  [ln(y)  ln(y0)] ; (2.8)
where  gives the speed at which the gap between the steady state level of capital and
its current level is closed and called the speed of convergence, being given as a function
of the structural parameters of the model:
 = (n+ g + )(1  a): (2.9)
From equation (2:8) we obtain
ln(yt) = gt+ (1  e t) ln(y) + e t ln(y0); (2.10)
where y0 is the initial level of income. Subtracting ln(y0) from both hand sides, we get
ln(yt)  ln(y0) = gt+ (1  e t) ln(y)  (1  e t) ln(y0) (2.11)
and nally substituting ln(y) from equation (2:7) we get
ln(yt)  ln(y0) = (1  e t) a
1  a ln(s)
  (1  e t) a
1  a ln(n+ g + )
  (1  e t) ln(y0): (2.12)
Therefore, we have seen that, starting from the Solow-Swan model, we obtain
equation (2:12) where the rate of convergence depends upon the structural parameter
of the neo-classical growth model and the initial level of income, that is the concept
of conditional convergence. Clearly, from equation (2:7), the steady state level y
depends positively on the level of technology and the rate of savings and negatively
on the rate of depreciation. Therefore, the hypothesis of convergence refers only to
economies with the same values of those variables.
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An alternative test of -convergence, namely absolute convergence, can be derived
from equation (2:8). This test is based on the work of Barro (1991 ) and Barro and
Sala-i-Martin (1992 ) it is also well known as Barro regressions. We proceed from
equation (2:8) to equation (2:13):
ln(yT )  ln(y0) = gT + (1  e T ) ln(y)  (1  e T ) ln(y0): (2.13)
The left hand side of equation (2:13) is the growth rate of per capita output over the
whole period [0; T ]. Dividing equation (2:13) by T (the number of years in the period)
the result 1T ln(yT =y0), is the average annual growth rate of per capita income during
that period, that is:
1
T
ln

yT
y0

= g + (
1  e T
T
) ln(
y
y0
): (2.14)
We can rewrite equation(2:14) as:
1
T
ln

yT
y0

= g + (
1  e T
T
) ln(y) + (
e T   1
T
) ln(y0): (2.15)
Since g + [(1  e T )=T ] ln(y) and [(e T   1)=T ] are both constant, let:
g + (
1  e T
T
) ln(y) = ; (2.16)
 (1  e
 T
T
) =  < 0; (2.17)
1
T
ln

yT
y0

= T ; (2.18)
therefore, from equation (2:14) we have:
T = +  ln(y0); (2.19)
where  < 0. Equation (2:19) tells us that the growth rate of per capita output, T ,
depends negatively on the initial level of income, ln(y0), that is the concept of absolute
convergence.
Chapter 3
Alternative Concepts of
Convergence
As we report, alternative approaches of convergence exist, which can be categorized
as follows, based on Islam (2003 ):
(I) Convergence within an economy vs. convergence across economies;
(II) -convergence vs. -convergence;
(III) Unconditional (absolute) convergence vs. conditional convergence;
(IV) Global convergence vs. club-convergence; and
(V) Deterministic convergence vs. stochastic convergence.
In the present chapter we provide a brief introduction to these di¤erent concepts
of convergence.
3.1 ConvergenceWithin an economy vs. Across economies
Starting from equation (2:19) we have a relation between growth rate of per capita
output and the initial per capita income of an economy. That is to say, based on the
Solow-Swan model we see that an economy will converge to its long-run equilibrium
level. Therefore, based on the analysis up to now, we examined the concept of within
an economy convergence. Rewriting equation (2:19) analytically we have:
1
T
ln

yT
y0

= +  ln(y0): (3.1)
Considering that we have data on real per capita income (real per capita GDP) for a
cross-section of N countries i (i = 1; 2; :::; N) with the same steady state, then, placing
as
6
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i;T =
1
T
ln

yi;T
yi;0

; (3.2)
the annualized growth rate of GDP of country i and ln(yi;0) the initial income of
country i, we get the concept of across economies convergence by the regression (3:3):
i;T = +  ln(yi;0) + "i;[0;T ]; (3.3)
where ^ < 0 and "i;[0;T ]  N(0; 2u).
3.2 -convergence vs. -convergence
The concepts of convergence which have been reported up to now are related with the
concept of -convergence (from the coe¢ cient  of equation (3:3)). The -convergence,
based on the equation (3:3), says that the poor countries tend to grow faster than rich
ones. As explained in Sala-i-Martin (1996 ), there should be a negative correlation
between the initial income level and the subsequent growth rate, which leads to a
negative ^ coe¢ cient. However, the concept of convergence is related to the dispersion
of the cross-sectional distribution of income (and growth rate, see Quah (1993a)),
and a negative ^ from the growth-initial level regression does not necessarily imply
a reduction in this dispersion. According to this view, we have the concept of -
convergence, where  is the notation for standard deviation of the cross-sectional
distribution of either income level or growth rate. According to the concept of -
convergence, a set of countries will converge if the dispersion  decreases over time.
So, we have:
T < T 1 < T 2 < ::: < 0; (3.4)
where t is the standard deviation of ln(yi;t) on time t (t = 0; 1; :::T ), between i coun-
tries. The concepts of - and -convergence are related. Particularly, -convergence
implies -convergence but -convergence does not imply -convergence. From equa-
tion (2:17) we show that  = ( e
 T 1
T ). Thus, starting from equation (3:3) and setting
T = 1 we get
ln(yi;t)  ln(yi;t 1) = +  ln(yi;t 1) + "i;t; (3.5)
and rewrite,
ln(yi;t) = + (1 + ) ln(yi;t 1) + "i;t: (3.6)
Taking the cross-country variance from equation (3:6):
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2t = (1 + )
22t 1 + 
2
": (3.7)
Since, 2" > 0, it follows that:
2t < 
2
t 1 )  < 0 (3.8)
but,
 < 0; 2t < 2t 1; (3.9)
and note, in particular, that  < 0 is compatible with 2t  2t 1. Thus, a negative
^ (-convergence) does not imply a falling 2t (-convergence). In other words, -
convergence is a necessary but not a su¢ cient condition for -convergence.
3.3 Unconditional vs. Conditional convergence
From a conceptual point of view, the most important distinction is probably be-
tween conditional and unconditional convergence. Proceeding from equation (2:12) the
growth rate of the economy depends on the structural parameter of the neo-classical
growth model and the initial level of income. Unconditional convergence implies that
all these elements are the same for the economies considered, except from their ini-
tial income, and hence, we have a relation of form of equation (3:3) where ^ < 0 is
necessary for convergence, even if we do not have other parameters in the equation.
So, based on Galor (1996 ), the absolute convergence hypothesis is that per capita
incomes of countries converge to one another in the long-run independently of their
initial conditions. In contrast, the concept of conditional convergence emphasizes pos-
sible di¤erences in the steady state and hence, requires that appropriate variables be
included on the right hand side of the growth-initial level regression in order to control
for these di¤erences. To test this, we use an augmented version of equation (3:3):
i;T = +  ln(yi;0) +  Xi;T + "i;[0;T ]; (3.10)
where Xi;T is a vector of variables that inuence the steady state of economy i. If
the estimate of ^ is negative, with Xi;T is held constant, then we say that the set
of countries i exhibits conditional convergence. In that way, based on Galor (1996 ),
the conditional convergence hypothesis is that per capita incomes of countries that
are identical in their structural characteristics (e.g. preferences, technologies, rates of
population growth, government policies, etc.) converge to one another in the long-run
independently of their initial condition.
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3.4 Global convergence vs. Club-convergence
One property of the standard neo-classical growth theory is the uniqueness of its equi-
librium, and the usual notion of convergence assumes this uniqueness. In the case
of unconditional convergence there is only one equilibrium-level which all economies
approach. In the case of conditional convergence, equilibrium levels di¤er for several
economies, and each particular economy approaches its own but unique equilibrium.
In contrast, the idea of club-convergence is based on models that yield multiple equi-
libria. Which of these di¤erent equilibria an economy will reach, depends on its initial
position or some other attribute. A group of countries may approach a particular
equilibrium if they share the same characteristic corresponding to that equilibrium.
This leads to the concept of club-convergence.
3.5 Deterministic vs. Stochastic convergence
Finally, the last discrimination of convergence is related to the particular econometric
methodology, time-series analysis, that has been used. In this approach, stochastic
convergence, which postulates convergence if the log of relative output is trend sta-
tionary, has been proposed by Carlino and Mills (1993 ). This denition, however, is
open to critisism because the presence of a time trend allows for permanent per capita
output di¤erences. A stronger denition of convergence, which called deterministic
convergence, is that the log of relative output is level stationary. The concept of time
series convergence used by Bernard and Durlauf (1995 ) further requires that the log
of relative output be level stationary with zero mean. According to their denition,
two economies, i and j, are said to converge if their per capita outputs, yi;t and yj;t
satisfy the following condition:
lim
k!1
E(yi;t+k   yj;t+kjIt) = 0; (3.11)
where It denotes the information set at time t. Within this framework, the distinction
between deterministicand stochastic convergencecan be tested by allowing deter-
ministicor stochastictrend in testing for unit root in the deviation series. We will
refer to this particular methodology below.
Chapter 4
Di¤erent Econometric
Approaches
In correspondence with the di¤erent concepts of convergence, alternative econometric
techniques have been utilized for research on convergence, which can be classied,
based on Islam (2003 ), as follows:
(I) Cross-section approach;
(II) Time-series approach;
(III) Panel-data approach;
(IV) Nonstationary panel-data approach; and
(V) Distribution approach.
In the present chapter we provide a brief introduction to these di¤erent econometric
methodologies.
4.1 Cross-Section Analysis
According to Islam (2003 ), from a chronological point of view the study of convergence
began with the informal cross-section approach. Using the notion informalwe mean
that the specications of growth-initial level regressions, used in initial studies of -
convergence, were not formally derived from theoretical models of growth. In contrast,
the formal cross-section approach, as we analyzed in part II, is derived formally from
the neo-classical model of Solow-Swan. As we mentioned, the basic equation to test
absolute -convergence across i countries is:
i;t+T = +  ln(yi;t) + "i;t; (4.1)
10
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where i;t+T is the growth rate of per capita GDP of country i between t and t + T ,
ln(yi;t) is the logarithm of per capita GDP for country i at time t and the error term
"i;t  N(0; 2"). In order to support the absolute -convergence hypothesis we need
to estimate ^ < 0. Respectively, the basic equation to test conditional -convergence
across i countries is:
i;t+T = +  ln(yi;t) +  Xi;t + "i;t; (4.2)
where Xi;T is a vector of variables that determines the steady state of economy i. If
the estimate of ^ remains negative, conditional on Xi;T , then we say that the data set
of i (i = 1; 2; :::; N) countries exhibits conditional -convergence.
4.2 Time-Series Methods
An alternative method for testing long-run convergence is based on time-series analysis
and was developed by Bernard and Durlauf (1995, 1996 ), Evans and Karras (1996a)
and Li and Papell (1999 ). The commonly used equation for the time series analysis
of convergence can be derived, under several assumptions, from equation (4:2), which
can be written as:
ln(yi;t) = + (1 + ) ln(yi;t 1) + "i;t: (4.3)
Consider any two countries, i and j, and denote their relative per-capita output by
yij;t = yi;t yj;t, where yi;t is the log of real per capita GDP for country i (i = 1; 2; :::; N)
and is I(1). Specically, we have the following equation:
yij;t = ij + ijyij;t 1 +
pX
k=1
ijkyij;t k + "ij;t: (4.4)
This is, in fact, the conventional univariate augmented Dickey-Fuller (ADF) equation
with drift for testing convergence. For convergence, ij should be less than one, that
is yij;t is I(0). Consequently, the question then reduces to whether or not yij;t has
a unit root. Specically, we can test for deterministic or stochastic convergence
based on the existence of trend used in equation (4:4). Also we can test for absolute
and relativeconvergence depending on the existence of the constant mean ij . An
alternative approach would be to take the stationarityas the null hypothesis, and
use the test developed by (KPSS) Kwiatkowski et al. (1992 ).
Bernard and Durlauf (1995 ), in their study, focus on across economyconvergence.
Based on this approach, they dene convergence for a group of countries to mean that
each country has identical long-run trends, either stochastic or deterministic. From
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this point of view, two economies, i and j, are said to converge (pair-wise convergence),
if the long-term forecasts of output for both countries are equal at a xed time t:
lim
k!1
E(yi;t+k   yj;t+kjIt) = 0: (4.5)
If yi;t+k   yj;t+k is a mean zero stationary process then this denition of convergence
will be satised. The time series denitions of convergence can also be related with the
notions of absoluteand relativeconvergence. In a di¤erent formulation, equation
(4:5) can be modied to
lim
k!1
E(yi;t+k   yj;t+kjIt) = : (4.6)
Then equation (4:5) represents a variant of absoluteconvergence. On the other hand,
if a 6= 0 then equation (4:6) may represent a variant of relative convergence. So,
based to Johansen (1991 ) cointegration procedure, in this bivariate case, convergence
requires that the outputs must be cointegrated with cointegrating vector [1   1]. If
they are cointegrated with cointegrating vector [1   ], there exist relativeconver-
gence. Respectively, we can augment this denition to multi-country convergence. In
this treatment, countries n = 1; 2; :::; N converge if the long-term forecasts of output
for all countries are equal at a xed time t:
lim
k!1
E(y1;t+k   yn;t+kjIt) = ; (4.7)
where 1 is the index for the benchmark country and 8 n 6= 1. Again, we can test
for conditional and unconditional convergence based on term . These denitions of
convergence ask whether the long-run forecasts of output di¤erences tend to zero as
the forecasting horizon tends to innity. If yi;t+k   yj;t+k is a mean zero stationary
process then the pair-wise denition of convergence will be satised. Also, in order for
n countries to converge under the multi-country denition, there must be n   1 coin-
tegrating vectors of the form [1   1]. Further, the (n   1 ) n cointegration matrix
would need to share the same space as the following matrix:266666666664
1  1 0       0
1 0  1       0
...
. . . . . .
...
...
. . . . . .
...
...
. . . . . .
...
1 0           1
377777777775
(4.8)
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While Bernard and Durlauf (1995 ) analyze the deviation data country by country,
Evans and Karras (1996a) conduct similar analysis by using deviations from the sample
average. Based on their denition, countries n = 1; 2; :::; N converge when:
lim
k!1
E(yn;t+k   yt+kjIt) = n; (4.9)
where yt+k 
PN
n=1(yn;t=N). However, equation (4:9) holds if, and only if, yn;t+k yt+k
is stationary with an unconditional mean vector n, for n = 1; 2; :::; N . Therefore,
economies 1; 2; :::; N are said to converge if, and only if, every yn;t is nonstationary
but every yn;t   yt is stationary. We dene convergence to be absolute or conditional
depending on whether n = 0 for all n or n 6= 0 for some n.
4.3 Panel-Data Analysis
More recently, new testing procedures for the convergence hypothesis using panel data
have been developed. These procedures bring together cross-sectional and time series
analysis. Two main approaches have been proposed. A rst group of studies have
tried to extend the methodologies, designed for cross-sectional data, to the analysis
of panel data (see Islam (1995 )). A second group used unit root testing procedures
for panel data (see Fleissig and Strauss (2001 )). This section describes panel-data
methods, while next section moves on the discussion of nonstationary panel unit root
tests.
Income convergence can stem from two sources, namely capital deepening and
technological di¤usion. In studying convergence it is therefore necessary to take into
account both these processes. However, the cross-section approach generally relies on
the assumption of identical technologies across countries. This homogeneity assump-
tion is quite restrictive and leads to several bias problems. To permit unobservable
country-specic heterogeneity in growth regressions many authors have used panel-
data methods to study the cross-country income data, see Durlauf and Quah (1999 ).
The typical panel-data study of economic growth is built on an equation nested in the
following general specication:
ln(yi;t)  ln(yi;t T ) =  ln(yi;t T ) +  Xi;t + Zi;t + i + t + "i;t; (4.10)
We can rewrite equation (4:10) to reach equation (4:11) which is a dynamic panel-data
regression with a lagged-dependent variable on the right-hand-side, (see Islam (1995 )):
ln(yi;t) = ~ ln(yi;t T ) +  Xi;t + Zi;t + i + t + "i;t; (4.11)
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where ~  (1+) = (e T ), i is the country-specic e¤ect and t is the time-specic
e¤ect. Equation (4:11) contains, except from the initial income ln(yi;t T ), a vector of
variables Xi;t that represent those growth determinants are suggested by the Solow
growth model, as well as, vector Zi;t that represents those growth determinants that
lie outside Solows original theory. The inclusion of time-specic e¤ects is important in
the growth context, not least because the means of the log output series will typically
increase over time, given productivity growth at the world level. Additionally, the
inclusion of country-specic e¤ect is due to control for the unobservable country-
specic heterogeneity. The interpretation of equation depends on the coe¢ cient on
lagged GDP. A signicantly ~ < 1 coe¢ cient is consistent with the prediction of the
neoclassical growth model, that countries relatively close to their steady-state output
level will experience a slowdown in growth (conditional convergence). In this case the
variables in Xi;t and the individual e¤ect i are proxies for this long-run level the
country is converging to. On the other hand, if ~ = 1 there is no convergence e¤ect,
and the other right-hand-side variables measure di¤erences in steady-state growth
rates.
In order to estimate equation (4:11), xed-e¤ect method by using the Least Squares
with Dummy Variable estimator (LSDV ), or dynamic estimation method by using
the GMM estimator are the most appropriate methods. The key strength of xed-
e¤ect method (within-group) is the ability to address unobserved heterogeneity, by
eliminating the country-specic intercepts. In addition to that, xed-e¤ects estimator
are preferable rather than a random-e¤ects estimator, because standard random-e¤ects
estimators require that the individual e¤ects i are distributed independently of the
explanatory variables, and this requirement is clearly violated for a dynamic panel
such as equation (4:11) by construction, given the dependence of ln(yi;t T ) on i.
However, the use of xed-e¤ect method has allowed researchers to examine several
other econometric problems of convergence regressions. One of these is the problem of
endogeneity bias. Caseli et al. (1996 ) raise this issue and try to rectify the situation
by estimating a variant of equation (4:11) using Arellano and Bond (1991 ) GMM
procedure. The GMM approach is typically based on using lagged levels of the series as
instruments for lagged rst di¤erences. Additional, Blundell and Bond (1998 ) revisit
the importance of exploiting the initial condition in generating e¢ cient estimators
of the dynamic panel data model. They use an extended system GMM estimator
that uses not only lagged levels as instruments for rst di¤erences, but also lagged
rst di¤erences as instruments for levels. The system GMM estimator is shown to
be more robust than the ArellanoBond (1991 ) method in the presence of highly
persistent series. Finally, Kiviet (1995 ) derives an analytical approximation to the
Nickell bias that can be used to construct a bias-adjusted within-country estimator
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for dynamic panels. Judson and Owen (1999 ) recommend the corrected FE estimator
proposed by Kiviet (1995 ) as the best choise and GMM being the second best. A
further issue that arises when estimating dynamic panel data models is that of slope
parameter heterogeneity. If a slope parameter such as  varies across countries, and the
explanatory variable is serially correlated, this will induce serial correlation in the error
term. The estimates of a dynamic panel data model will be inconsistent even if GMM
methods are applied. Possible solutions are the mean-group estimator of Pesaran and
Smith (1995 ) and the pooled mean group estimator developed by Pesaran, Shin and
Smith (1999 ).
4.4 Nonstationary Panel-Data Methods
Adding the cross-sectional dimension to the usual time dimension is very important
in the context of nonstationary series. Indeed, it is well known that unit root tests
generally have low power in small sample sizes to distinguish nonstationary series from
stationary series that are persistent. In order to increase the power of unit root tests,
a solution is to increase the number of observations by including information related
to various individuals or countries. Thus, the use of panel data allows to solve the
low power issue of unit root tests in small samples. As noted by Baltagi and Kao
(2000 ), the econometrics of nonstationary panel data aims at combining the best of
both worlds: the method of dealing with nonstationary data from the time series and
the increased data and power from the cross-section. Unfortunately, testing for unit
root by using panel data instead of individual time series involves two main di¤er-
ences. First, panel data introduce the issue of heterogeneity in the parameters. Panel
unit root test must take into account this heterogeneity. Second, in many empirical
applications it has been observed that the cross-section units are not independent.
According to that, variants of panel unit root tests are developed in order to allow for
potential correlations across residuals of panel units.
The literature on non-stationary panels includes two distinct generations of tests
(see Breitung and Pesaran (2005 )). The rst generations tests assume that the cross-
section units are independent of each other (Levin et al. (2002 ), Im et al. (2003 ),
Maddala and Wu (1999 ), Choi (2001 ) and Hadri (2000 )). Due to the increasing
empirical relevance of macro-panels and because of the evidence of co-movements of
national incomes, the second generations tests relax the independence hypothesis
and assume instead cross-sectional dependence (common factor models: Bai and Ng
(2004 ), Choi (2004 ), Moon and Perron (2004 ), Phillips and Sul (2003 ), Pesaran
(2005 ) and Chang (2004 ) and other approaches based on SUR estimation methods:
OConnell (1998 ), Taylor and Sarno (1998 ), Breitung and Das (2006 ) and Sul (2006 )).
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4.4.1 First Generation Panel Unit Root Tests
Assume that time series fyi0; :::; yiT g on the cross section units i = 1; 2; :::; N are
generated for each i by a simple rst-order autoregressive, AR(1), process
yi;t = (1  i)i + iyi;t 1 + "i;t; (4.12)
where yi;t is the relative per-capita output between country i and the benchmark. In
addition, initial values, yi0, are given and the errors "i;t are identically, independently
distributed (i:i:d:) across i and t. These processes can also be written as simple
Dickey-Fuller (DF) regressions
yi;t = i + iyi;t 1 + "i;t; (4.13)
where yi;t = yi;t   yi;t 1. The null hypothesis of interest is
H0 : 1 = ::: = N = 0; (4.14)
that is, all time series are independent random walks. We will consider two alternatives:
H1A : 1 = ::: = N   and  < 0; (4.15)
H1B : 1 < 0 ; :::; N0 < 0; N0  N: (4.16)
Under H1A it is assumed that the autoregressive parameter i is identical for all cross
section units. This is called the homogeneous alternative. H1B assumes that N0 of
the N (0 < N0  N) panel units are stationary with individual specic autoregressive
coe¢ cients. This is referred to as the heterogeneous alternatives. Di¤erent panel
testing procedures can be developed depending on which of the two alternatives is
being considered.
The Levin, Lin and Chu (2002) tests [LLC]
Let us consider a variable observed on N countries and T periods and a model with
individual e¤ects and no time trend. The LLC tests assume a model in which the
coe¢ cient of the lagged dependent variable is restricted to be homogenous across all
units of the panel:
yi;t = i + yi;t 1 +
piX
j=1
i;jyi;t j + "i;t; (4.17)
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for i = 1; 2; :::; N , t = 1; 2; :::; T . In addition, the errors "i;t are assumed to be i:i:d:
(0; 2") and independent across the units of the sample. In this model, LLC are in-
terested in testing the null hypothesis H0 :  = 0 against the alternative hypothesis
H1A : i =  < 0 for all i = 1; 2; :::; N , with auxiliary assumptions about the indi-
vidual e¤ects ( i = 0 for all i = 1; 2; :::; N under H0). LLC base their tests on the
t-statistic of the pooled xed-e¤ect estimator ^. However, this statistic diverges to
negative innity in a model with individual e¤ect. For that, LLC suggest using the
following adjusted t-statistic:
t =
t
T
 NTS^N

^
^2"^

T
T

; (4.18)
where T and 

T are the mean and standard deviation adjustment simulated by
authors for various sample sizes T and S^N is the average standard deviation ratio,
S^N = N
 1PN
i=1 s^i. In using the LLC test, we reject the null hypothesis when the
LLC test is smaller than a critical value from the lower tail of a standard normal
distribution.
The Im, Pesaran and Shin (2003) tests [IPS]
On the contrary to LLC, the tests of IPS allow for heterogeneity in the value of
i under the null hypothesis. They propose a test based on the average of the ADF
statistics computed for each individual in the panel. The IPS test is based on
yi;t = i + iyi;t 1 +
piX
j=1
i;jyi;t j + "i;t: (4.19)
The null hypothesis of a unit root can be now dened as H0 : i = 0 for all i against
the alternative H1B : i < 0 for i = 1; 2; :::; N0 and i = 0 for i = N0 + 1; :::; N
with 0 < N0  N:The alternative hypothesis allows unit roots for some (but not all)
of the individual. Therefore, the IPS test evaluates the null hypothesis that all the
series contain a unit root against the alternative that some of the series are stationary.
The IPS test simply uses the average of the N ADF individual t-statistics. If we let
tiT (pi; i) denote the t-statistic for testing unit root in the ith country, the IPS statistic
is then dened as:
tN;T =
1
N
NX
i=1
tiT (pi; i): (4.20)
Under the assumption of cross-sectional independence, this statistic is shown to con-
verge to a normal distribution. IPS propose two corresponding standardized t-statistics.
The rst one, denoted Zt, is based on the asymptotic moments of the Dickey-Fuller
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distribution. The second standardized statistic, denoted Wt, is based on the theoreti-
cal means and variances of tiT (pi; i), E(tiT ) and V ar(tiT ) respectively. In using the
IPS tests, we reject the null hypothesis when the IPS statistics are smaller than a
critical value from the lower tail of a standard normal distribution.
The Maddala and Wu (1999) test [MW] and Choi (2001) test [CH]
Maddala and Wu (1999 ) and Choi (2001 ) independently suggested a test against the
heterogenous alternative H1B that is based on the p-values of the individual statistic
as originally suggested by Fisher (1932 ). Let pi denote the p-value of the individual
Augmented Dickey-Fuller (ADF) unit-root test applied to cross-section unit i. The
combined test statistic proposed by MW is:
P =  2
NX
i=1
ln(pi); (4.21)
where asymptotically has a chi-square distribution with 2N degrees of freedom, when
T ! 1 and N is xed. For large N samples, CH proposes a similar standardized
statistic:
Z =  
PN
i=1 ln(pi) +Np
N
: (4.22)
This statistic corresponds to the standardized cross-sectional average of individual p-
values. Under the cross-sectional independence assumption, Z ! N (0; 1) under the
unit root hypothesis. In using the Z test, we reject the null hypothesis when the Z test
is smaller than a critical value from the lower tail of a standard normal distribution.
By contrast, critical values for the P test are taken from the upper tail of the chi-square
distribution.
The Hadri (2000) test [HAD]
As in the time series case it is possible to test the null hypothesis that the series are
stationary against the alternative that (at least some of) the series are nonstationary.
Hadris (2000 ) Lagrange Multiplier test is based on the models:
yi;t = i + ui;t; ui;t = iui;t 1 + "i;t; (i = 1; 2; :::; N ; t = 1; 2; :::; T ); (4.23)
and
yi;t = i + it+ ui;t; ui;t = iui;t 1 + "i;t; (i = 1; 2; :::; N ; t = 1; 2; :::; T ): (4.24)
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Assuming that "i;t are I(0) for all i and that "i;t are i:i:d: (0; 2") and cross-sectionally
independent, the null hypothesis of the tests is
H0 : jij < 1 for all i: (4.25)
HAD test can be dened by using the regression residuals of models (4:23) and (4:24).
Letting Si;t as the partial sum of the residuals: Si;t =
Pt
j=1 e^ij and ^
2
i is a consistent
estimator of the long-run variance of yi;t, HAD test is dened by
LM =
1
^2i
1
NT 2
 
NX
i=1
TX
t=1
S2i;t
!
: (4.26)
Hadri proposes a modied Lagrange Multiplier test for large N :
W =
p
N
 
LM   16
q
1
45
; (4.27)
and, as T !1 and N !1; W ! N (0; 1). Respectively, for model (4:24) we proceed
in the same way but replace 16 and
1
45 in formula (4:27) with
1
15 and
11
6300 . Thus, we
should use the right-hand tail of a standard normal distribution for critical values of
Hadris test.
4.4.2 Second Generation Panel Unit Root Tests
So far we have assumed that the time series fyitgTt=0 are independent across i. However,
in many macroeconomic applications using country or regional data it is found that the
time series are contemporaneously correlated. The second generation unit root tests
relax the cross-sectional independence assumption. Then, the issue is to specify these
cross-sectional dependencies. Cross section dependence can arise due to a variety of
factors, such as omitted observed common factors, spatial spill over e¤ects, unobserved
common factors, or general residual interdependence that could remain even when all
the observed and unobserved common e¤ects are taken into account. The simplest way
consists in using a factor structure model. A general specication for cross sectional
error dependence can be written as
yi;t = i + iyi;t 1 + ui;t; (4.28)
where
ui;t = 
0
ift + it; (4.29)
or
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ut =  f t + t; (4.30)
where ut = (u1t; u2t; :::; uN;t)0, ft is an m1 vector of serially uncorrelated unobserved
common factors, and t = (1t; 2t; :::; N;t)
0is an N  1 vector of serially uncorrelated
errors with mean zero and the positive denite covariance matrix 
, and   is an
N m matrix of factor loadings dened by   = (1; 2; :::; N )0.
Three panel unit root tests based on this approach have been proposed: Bai and
Ng (2004 ), Choi (2004 ) and Moon and Perron (2004 ) and Phillips and Sul (2003 ).
In addition, Pesaran (2005 ) proposes a di¤erent approach to deal with the problem
of cross-sectional dependencies. Final, Chang (2004 ) proposes a solution that consists
in using a nonlinear instrumental variable.
While these unit root tests for cross-sectionally correlated panels are based on
common factor structure model there is a second approach that is based on SUR
panel estimation. This approach is considered by OConnell (1998 ), Taylor and Sarno
(1998 ), Breitung and Das (2006 ) and Sul (2006 ).
The Bai and Ng (2004) tests [BNG]
In the context of factor structure model, the unit root tests by Bai and Ng (2004 )
provide a complete procedure to test the degree of integration of series. The individ-
ual series yi;t are decomposed as a sum of three components: a deterministic one, a
common component expressed as a factor structure and an error that is largely idio-
syncratic. The process yi;t is non-stationary if one or more of the common factors are
non-stationary, or the idiosyncratic error is non-stationary, or both. Instead of testing
for the presence of a unit root directly in yi;t, BNG propose to test the common factors
and the idiosyncratic components separately. Consider a factor model:
yi;t = i + 
0
iFt + eit; (4.31)
where Ft is a r  1 vector of common factors and i is a vector of factor loadings.
Among the r common factors, we allow r0 stationary factors and r1 stochastic common
trends with r0 + r1 = r. The corresponding model in rst di¤erences is:
yi;t = i + 
0
ift + zit; (4.32)
where zit = eit and ft = Ft. The common factors in yi;t are estimated by the
principal component method. To test the stationarity of the idiosyncratic component,
BNG propose pooling the individual ADF t-statistics computed over the de-factored
estimated components e^it using the model with no deterministic trend, namely
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e^i;t = i;0e^i;t 1 +
kiX
j=1
i;je^i;t j + ui;t: (4.33)
Let ADF c(i) be the ADF t-statistic from (4:33) for the i
th cross-section unit. The
asymptotic distribution of the ADF c(i) coincides with the Dickey-Fuller distribution
for the case of no constant. However, these individual time series tests have the same
low power as those based on the initial series. BNG propose using pooled tests based
on Fishers type statistics dened as in Choi (2001 ) and Maddala and Wu (1999 ). Let
P c(i) be the p-value of the ADF
c
(i). The test statistics are
Zc =  
PN
i=1 lnP
c
(i) +Np
N
; (4.34)
and
P c =  2
NX
i=1
lnP c(i); (4.35)
where Zc ! N (0; 1) as T;N ! 1, and P c ! 2 (2N), as T ! 1 . In using the Zc
test, we reject the null hypothesis when the Zc test is smaller than a critical value
from the lower tail of a standard normal distribution. By contrast, critical values for
the P c test are taken from the upper tail of the chi-square distribution.
The Choi (2004) tests [CHO]
Like Bai and Ng (2004 ), Choi (2002 ) tests the unit root hypothesis using the modied
observed series yi;t that allows the elimination of the cross-sectional correlations and
the potential deterministic trend components. However, unlike BNG test, CHO test
di¤ers in two main points. First, Choi uses an error-component model to specify the
cross sectional correlations. The second di¤erence of Chois unit root tests is that
cross-sectional correlations and deterministic components are eliminated by Elliott et
al.s (1996 ) GLS-based de-trending and conventional cross-sectional demeaning for
panel data. Let us consider the error-component model:
yi;t = i + t + uit; (4.36)
and
uit =
kiX
j=1
dijui;t j + "it; (4.37)
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where "it are i:i:d: (0; 2") and cross-sectionally independent. Also, i and t respec-
tively denote the unobservable individual e¤ect and the unobservable time e¤ect. In
this model, in contrast to Bai and Ng (2004 ) there is only one common factor (r = 1)
represented by the time e¤ect t. In the model (4:36), one tests the null hypothesis of
a unit root in the idiosyncratic component uit for all individuals, that can be written
H0 :
Pki
j=1 dij = 1 for all i = 1; 2; :::; N , against the alternative hypothesis that there
are some individuals i such that
Pki
j=1 dij < 1. The test statistics are derived from
combining p-values from the ADF test applied to each time series, whose deterministic
components i and t are eliminated from yi;t by the time series and cross-sectional
demeaning. The proposed panel unit root tests are:
Pm =   1p
N
NX
i=1
[ln(pi) + 1]; (4.38)
Z =   1p
N
NX
i=1
 1(pi); (4.39)
L =
1p
2N=3
NX
i=1
ln

pi
1  pi

; (4.40)
where () is the standard normal cumulative distribution function and pi indicates the
asymptotic p-value of the ADF-GLS test for the ith unit. Under the null hypothesis,
all three statistics have a standard normal distribution as T;N ! 1. As in Choi
(2001 ), the modied Fishers inverse chi-square test rejects the null hypothesis for
large positive values of the Pm statistic. The other two tests reject the null for large
negative values of the statistic.
The Moon and Perron (2004) test [MP] and Phillips and Sul (2003) test [PS]
In contrast to Bai and Ng (2004 ), Moon and Perron (2004 ) and Phillips and Sul
(2003 ) directly test the presence of a unit root in the observable series yi;t. The main
di¤erence of their model is that they assume that the error terms are generated by r
common factors and idiosyncratic shocks. The model by Moon and Perron (2004 ) can
be written as:
Xi;t = i + yi;t; (4.41)
yi;t = iyi;t 1 + i;t; (4.42)
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i;t = 
0
iFt + "i;t; (4.43)
where Ft is a r  1 vector of common factors and i is a vector of factor loadings.
The null hypothesis corresponds to a homogeneous unit root hypothesis H0 : i = 1;
8 i = 1; ::; N against H1 : i < 1 for at least one individual i. The testing procedure
is the same as in Bai and Ng: after estimating the number of factors and 0i, they
defactor and detrend series Xi;t and apply semiparametric, pooled panel t-tests for
unit roots to fyitg. In particular, we let as ^pool the modied pooled OLS estimator
using the de-factored panel data. MP dene two modied t-statistics:
ta =
T
p
N

^

pool   1

p
24"=!
4
"
; (4.44)
tb = T
p
N

^

pool   1
s 1
NT 2
trace
 
Z 1QZ 0 1
 !2"
4"
: (4.45)
Both test statistics have, as T;N !1, a standard normal distribution under the null
hypothesis.
Phillips and Suls (2003 ) model is more restrictive than Moon and Perron (2004 ),
since it contains only one factor independently distributed across time. The common
factors vector Ft in this case, reduces to a variable t. Except from this point, the
main di¤erence is that Phillips and Sul use a moment method instead of a principal
component analysis to remove the common factor. The underlying idea is to test the
unit root on orthogonalized data. Thus, from the estimates of the individual autore-
gressive roots on orthogonalized data, PS construct two types of unit root statistics:
mean statistics similar to those of IPS and Fisher type statistics based on p-values
combinations associated with individual unit root tests.
The Pesaran (2005) tests [PES]
To deal with the problem of cross-sectional dependence, Pesaran (2005 ) proposes a
di¤erent approach. He considers an one-factor model with heterogeneous loading fac-
tors for residuals. Pesaran (2005 ) does not consider the deviations from the estimated
common factors. Instead, he suggests augmenting the standard ADF regression with
the cross-section averages of lagged levels and rst-di¤erences of the individual series.
If the residuals are not serially correlated, the regression used for the ith cross-section
unit is dened as:
yi;t = i + iyi;t 1 + ciyt 1 + diyt + "i;t; (4.46)
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where yt 1 = N 1
PN
i=1 yi;t 1 and yt = N
 1PN
i=1 yi;t = yt   yt 1. Let ti(N;T ) be
the t-statistic of the OLS estimate of i. The panel unit root tests are then based
on the average of individual cross-sectionally augmented ADF statistics (CADF). A
truncated version, denoted CADF*, is also considered to avoid undue inuence of
extreme outcomes that could arise for small T samples. In both cases, PES build a
modied version of IPS tN;T test:
CIPS =
1
N
NX
i=1
ti(N;T ); (4.47)
CIPS =
1
N
NX
i=1
ti (N;T ); (4.48)
where ti (N;T ) denotes the truncated CADF statistic. Pesaran proposes simulated
critical values of CIPS and CIPS for various sample sizes.
The Chang (2004) tests [CHA]
Changs (2004 ) approach is more general than those based on dynamic factors models
or error component models. Changs (2004 ) method to model cross-sectional de-
pendencies consists in imposing few or none restrictions on the covariance matrix of
residuals. Such an approach raises some important technical problems since unit root
tests based on standard estimators have distributions that are dependent on a very
complicated way upon various nuisance parameters dening correlations across indi-
vidual units. Chang (2002 ) use a nonlinear instrumental variable method to solve the
nuisance parameter problem due to cross-sectional dependency. Her testing procedure
has two steps: First, for each cross-section unit, she derives a nonlinear IV estimator
of the autoregressive parameter in simple ADF model, using the instruments gener-
ated by a transformation of the lagged values of the endogenous variable. She then
constructs N individual t-statistic for testing the unit root based on these N nonlinear
IV estimators. For each unit this t-statistic has standard normal distribution under
the null hypothesis. In a second step a cross-sectional average of these individual unit
test statistics is considered.
Consider that we have the following ADF model:
yi;t = i + iyi;t 1 +
piX
j=1
i;jyi;t j + "i;t; (4.49)
where "it are i:i:d: (0; 2"i) across time periods, but are allowed to be cross-sectionally
dependent. To deal with this dependency, Chang uses the nonlinear instrumental
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variable approach, where the transformed variable
wi;t 1 = yi;t 1e cijyi;t 1j; (4.50)
is used as an instrument for estimating i in the regression (4:49). Chang showed that
the t-ratio used to test the unit root hypothesis, denoted Zi, asymptotically converges
to a standard normal distribution. Another important property of the test is that the
nonlinear transformation also takes account of possible dependencies among the cross
section units. Accordingly, Chang proposes an average IV t-ratio statistic, denoted
SN and dened as:
SN =
1p
N
NX
i=1
Zi: (4.51)
In a balanced panel, this statistic has a limit standard normal distribution.
The OConnell (1998) test [SUR] and Taylor and Sarno (1998) test [TS]
Starting from equation (4:28), we can rewrite it in a matrix form:
yt = + yt 1 + ut; (4.52)
where yt, yt 1,  and ut are N  1 vectors. When errors are cross-sectionally
correlated, OConnell (1998 ) suggests to estimate the system (4:52) by using a SUR
estimator. SUR estimation of Equation (4:52) entails multivariate generalized least
squares (GLS), where an estimate of the contemporaneous variance-covariance matrix
for the disturbances, 
^ = T 1
PT
t=1 u^tu^
0
t, is obtained using the OLS residuals from
Equation (4:52). The test statistic remains
tgls =
^
se(^)

PT
t=1 y
0
t 1
^ 1ytPT
t=1 y
0
t 1
^ 1yt 1
; (4.53)
under the SUR panel approach, where ^ is now the SUR estimate of  in Equation
(4:52). Breitung and Das (2006 ) show that if T;N !1 the GLS t-statistic possesses
a standard normal limiting distribution.
A limitation of the SUR panel test is that  is restricted to be identical across
countries under the alternative hypothesis. Taylor and Sarno (1998 ) suggest a mod-
ied version of the SUR panel test, naming it multivariate augmented Dickey-Fuller
(MADF) test, that allows for  to vary under the alternative hypothesis and controls
for cross-sectional dependence. Equation (4:52) is estimated as a system of N equa-
tions, taking account of contemporaneous correlations among the disturbances. The
null hypothesis that each series has a unit root, i = 0 for all i = 1; ::; N , is tested
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against the alternative hypothesis that at least one series is stationary, i < 0 for
some i, using the chi-squared form of the Wald statistic. The MADF statistic does
not have a chi-squared with N degrees of freedom as a limiting distribution under the
null hypothesis, and Taylor and Sarno (1998 ) use Monte Carlo simulations to calculate
critical values.
The Breitung and Das (2006) test [BD]
The GLS approach cannot be used if T < N as in this case the estimated covari-
ance matrix 
^ is singular. Even if the condition is satisfed, it is highly likely that the
SUR method does not work properly unless T is substantially larger than N . Relative
to the SUR based tests, BD robust t-test is more promising and does not require the
condition T > N . The robust OLS t-statistic, to test for the unit root null hypothesis
 = 0 against the homogenous alternative  < 0, is now given by
trob =
PT
t=1 y
0
t 1ytPT
t=1 y
0
t 1
^yt 1
: (4.54)
If T ! 1 is followed by N ! 1 the robust t-statistic is asymptotically standard
normally distributed. If it is assumed that the cross correlation is due to a single
common factor, trob is distributed as the ordinary Dickey-Fuller test applied to the
rst principal component.
The Sul (2006) test [SU]
Sul (2006 ) proposes to use recursive mean adjustment for panel unit root tests to
increase their power. Similar to Moon and Perron (2004 ), Sul (2006 ) models cross-
sectional dependence by employing a common factor structure for the error term. The
model is similar to that given in equations (4:41), (4:42) and (4:44). To account for
the cross-sectional dependence, Sul (2006 ) suggests a (feasible) GLS statistic to test
for the unit root null hypothesis i = 1 for all i against the heterogenous alternative
i < 1 for some i in
yi;t = i + iyi;t 1 + ui;t: (4.55)
The test based on the regression of the form
yi;t   ci;t = i(yi;t 1   ci;t 1) +
piX
j=1
i;jyi;t j + ei;t; (4.56)
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where ci;t = (t   1) 1
Pt 1
s=1 yi;s is the recursive mean, to obtain the least squares
estimator ^i. Dene !^
0
ij as the ij
th element of 
^ 1, one can now obtain the pooled
FGLS estimator ^fgls, and based to that, the associated t-statistic as
tfgls =
^fgls   1qPN
i=1
PN
j=1 !^
0
ij
PT
t=p+1 ^
2
i;t 1
: (4.57)
Sul (2006 ) shows that the tfgls converges to a Dickey-Fuller distribution, and he
provides nite sample critical values to account for nite sample bias.
4.5 The Distribution Approach
While the cross-section, panel and time-series approaches have in one way or the other
investigated -convergence, the distribution approach focuses on -convergence and on
changes in the cross-section income distribution as a whole, see Durlauf et al. (2005 ).
However, as noted in section 3 :2 , we referred to the relation that exists between - and
-convergence. Much of the empirical literature on -convergence approach, focuses
on the evolution of the cross-section variance of ln(yi;t). For a set of income levels let
2ln(yi;t) denote the variance across i of ln(yi;t). -convergence is said to hold between
times t and t+ T if
2ln(yi;t)   2ln(yi;t+T ) > 0: (4.58)
Finally, this approach emphasizes the limitations of -convergence and focuses on
the shape of the entire distribution of ln(yi;t). To capture more details about the
distribution, Quah (1993, 1996 ) focuses on the probability mass at di¤erent quantiles.
A simple plotting of the cross-section distribution of the global sample for successive
years already displays two features: rst, the cross-section distribution is not collapsing
and, second, this distribution is becoming more bi-modal (twin-peaks).
Chapter 5
Previous Empirical Evidence
The results for the convergence hypothesis oscillate depending on the econometric
methodology that is used. In a chronological point of view, empirical research begins
with the informal cross-section approach based on equation (4:1). The most well
known initial study of unconditional convergence is by Baumol (1986 ). The main part
of his analysis is based on a sample of 16 OECD countries for which long term data
were obtained from Maddison (1982 ). Baumol obtains a signicant negative coe¢ cient
on the initial income variable in a growth-initial level regression for these countries and
takes this as strong evidence of unconditional convergence. However, when Baumol
extends the sample to 72 countries he does not nd any evidence of convergence.
DeLong (1988 ), however, shows that Baumols nding of unconditional convergence
in the 16 -country OECD sample su¤ers from selectionbias. Finally, Barro (1991 ),
based on a sample of 98 countries, reports absence of unconditional convergence.
However, he nds that when the initial measures of human capital are included, the
rate of convergence turns negative and signicant. This leads Barro to conclude that
the data support the convergence hypothesis in a modied sense. To the extent
that Barros growth regressions include other control variables, his convergence in
a modied sense can be viewed as the germination of the concept of conditional
convergence.
5.1 The Cross-Section Approach to Convergence Hypoth-
esis
The formal cross-section approach begins with the inuential studies of Barro and
Sala-i-Martin (1992 ) and Mankiw, Romer and Weil (1992 ). Barro and Sala-i-Martin,
based on regional data for US states, report a signicant negative rate of convergence,
 =  0:0175, that is evidence of absolute convergence across US states. In contrast,
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Mankiw, Romer and Weil estimate the basic equation (4:1), as well as the augmented
one, equation (4:2), by including in vector Xi;T variables s and n. Using Summers-
Heston data set for 98 countries, they obtain a positive ^ coe¢ cient that leads to
absence of convergence for the non-oilsample. However, when Mankiw, Romer and
Weil reduce the sample to 22 OECD countries, they found evidence supporting the
convergence hypothesis. Their result, using the augmented model, remain robust to the
use of di¤erent samples and conclude to support the convergence hypothesis. Sala-i-
Martin (1996 ) presents a comprehensive study of convergence across 110 countries over
the period 1960-1990. He generally assumes a situation of unconditional convergence
and obtains convergence rates that are close to two percent.
More recent empirical growth studies have tried to go beyond the original cross-
section regressions and, instead, emphasize identifying those factors that explain inter-
national di¤erences. Based on equation (4:2), alternative specications, that include
in vector Xi;T extra regressors, have been estimated. In fact, as in Durlauf and Quah
(1999 ), in addition to the four variables suggested by the augmented Solow-Swan
model (initial income and the rates of human capital investment, physical capital
investment, and population growth), the empirical literature has employed 36 di¤er-
ent categories of variables that determine the di¤erences between the steady states of
di¤erent economies.
5.2 The Time-Series Approach to Convergence Hypoth-
esis
While the traditional unit root analysis has been limited mainly to output series of
developed countries, under the convergence paradigm, the analysis is extended to a
larger sample of countries. Lee, Pesaran and Smith (1997 ), basing their analysis on a
sample of 102 countries using Dickey-Fuller unit root tests, conclude that only for a
few the null of unit root can be rejected. Moreover, using the KPSS stationarity test,
they found that the number of countries for which stationarity can be rejected falls to
only nine.
The evolution of studies of convergence, from the cross-section to the panel and
then to the time series approach, can be viewed as a natural response to the across-
within tension of the convergence concept. Using time-series approaches to convergence
one could check both for bivariate and multivariate convergence. Time series tests
have generally accepted the no convergence null for a range of data sets, as shown
by Quah (1996a) and Bernard and Durlauf (1995 ), while cross-section tests generally
reject it. Bernard and Durlauf (1995 ) analyze convergence in a sample of fteen
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developed OECD countries, over the period 1900-1989. This subgroup allows the
researcher to use long time series data, such as those constructed by Maddison (1989 ).
Multivariate unit root and cointegration tests reject the null hypothesis that there is
a single unit-root process driving output across the OECD economies - thus, across
all the economies in the OECD grouping, time-series forecast convergence can be
rejected. Similar results found by Pesaran (2007 ), using pair-wise test, based on two
alternative data-sets (Maddison and Summers and Heston). In contrast, Evans and
Karras (1996a) conduct a unit root analysis of pooled deviation (from average) data
for a sample of 56 countries, over the period 1950-1990. The results favor rejection
of unit root and, by implication, favor the conditional convergence hypothesis. Li and
Papell (1999 ) provide evidence of deterministic convergence for 10, and stochastic
convergence for 14, of the 16 OECD countries. Greasley and Oxley (1997, 1999 ),
based on denitions by Bernard and Durlauf (1996 ), using alternatives unit root tests,
found evidence for bivariate convergence among several pairs of countries, such as
Belgium and the Netherlands, France and Italy etc. Finally, St. Aubyn (1999 ) using
ADF unit root tests, as well as, Kalman lter convergence tests on annual GDPs per
head to 16 industrialised countries from 1890 to 1989 found evidence in favour of
convergence towards the US with a structural break following the Second World War.
5.3 The Panel-Data Approach to Convergence Hypothe-
sis
As noted in section 4 :2 , in order to permit unobservable country-specic heterogeneity
in growth regressions, many authors have used panel-data methods to study the cross-
country income data. Panel-data methods, applied to equation (4:11) above, have pro-
duced a wide range of empirical results. While Barro and Sala-i-Martin (1992 ) defend
a 2% annual rate of convergence from cross-section regressions, estimates from panel-
data analyses have been more variable. Sala-i-Martin (1996 ), by using panel-data
methods, nds more robust results, supporting absolute convergence. Islam (1995 ),
extending the work by Mankiw, Romer and Weil (1992 ), examines how the results
change with the adoption of the panel data approach. Specically, using alternative
estimation techniques (LSDV, MD, pooled estimation) his results show that allowing
for technological di¤erences has a signicant impact on the estimated values of the
convergence parameters. In fact, the estimated values of  now prove to be much
higher (about 4%). Caselli, Esquivel and Lefort (1996 ), using the dynamic estimation
method (Arellano-Bond GMM ), suggest a convergence rate of 10%, after conditioning
out individual heterogeneities and instrumenting for dynamic endogeneity. In contrast
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to this approach, Lee, Pesaran and Smith (1998 ) argue that the estimates of a dy-
namic panel data model will be inconsistent even if GMM methods are applied. They
conclude annual convergence rates are approximately 30% when allowing for hetero-
geneity in all the parameters (level e¤ects, growth e¤ects and speeds of convergence).
Nerlove (1996 ), on the contrary, nds estimates of convergence rates that are even
lower than those generated by cross-section regression. He explains this di¤erence as
being due to nite sample biases in the estimators employed in the other studies using
the neoclassical growth model. The use of a panel-data structure has some important
disadvantages: endogeneity bias, small sample bias and outliers.
5.4 The Nonstationary Panel Approach to Convergence
Hypothesis
Empirical studies of the convergence hypothesis have recently beneted by the devel-
opment of the unit root testing procedures. Indeed, a large number of studies has
made possible the extension of these techniques to the analysis of panel data. Gaulier,
Hurlin and Jean-Pierre (1999 ), using the modied Evans and Karras (1996a) testing
procedure, nd evidence supporting the existence of an absolute and common conver-
gence process for per capita GDP in the European Union sample (1960-1990 ). Fleissig
and Strauss (2001 ) using three panel unit root tests, namelly LLC, IPS and MW, nd
that real per capita GDP for OECD countries and a European subsample converge
stochastically for the period 1948-1987 but not for the entire sample of 1900-1987.
Costantini and Lupi (2005 ) test the stochastic convergence in real per capita GDP
for 15 European countries using both independentand dependentpanel unit root
tests, in order to compare the di¤erent results, over the period 1950-2003. Their em-
pirical results convey little evidence of stochastic convergence among EU countries for
the whole period 19502003, while suggest the presence of stochastic convergence only
in the sub-period 19501976.
5.5 The Distribution Approach to Convergence Hypoth-
esis
According to Islam (2003 ), evidence regarding -convergence depends very much on
the sample that has been used. For the OECD countries, data have generally favored
-convergence. Lee, Pesaran and Smith (1997 ), for instance, compute variance of
cross-section distribution of log of per capita income for di¤erent samples of countries
for 1961 to 1989 and plot them against time. Their results show that the variance
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for the OECD sample has decreased over time. However, for large, global samples
of countries, the evidence generally indicates a rise in variance. Finally, Quah (1993,
1996 ), focussing on the shape of the cross-section distribution, displays two features:
rst, the cross-section distribution is not collapsing and second, this distribution is
becoming more bi-modal.
Chapter 6
Application:
Testing the Convergence
Hypothesis in a Panel of EU
Countries
The present section contains our application for testing the convergence hypothesis in
a panel of EU countries. Our purpose is to test the convergence hypothesis in real
per capita GDP for a panel of 15 European countries, using the above methodological
approaches. We begin our application with the panel-data methods, in subsection
6.1, to provide evidence for conditional and unconditional -convergence. In the next
subsection (6.2 ) we proceed our application by using time-series techniques, unit root
and cointegration, trying to explore the stochastic denition of convergence both in
a bivariate and a multivariate framework. Finally, in subsection 6.3, extending the
time-series approach to non-stationary panel unit root procedures we try to provide
additional evidence for the convergence hypothesis. By conclusion, the distribution
approach, which focuses on -convergence, is excluded from our testing procedures,
since in the present application our goal is to test and identify the presence of -
convergence among the EU economies.
6.1 Empirical Analysis using Panel-Data Approach
6.1.1 Data
The data used for the panel-data analysis are based on the Penn World Tables. This
data set is the most widely used in empirical studies of growth and convergence.
33
6. Application:
Testing the Convergence Hypothesis in a Panel of EU Countries 34
We use the most revised and updated version PWT6.2 (2006 ). It contains annual
data for 15 members of EU (Austria, Belgium, Denmark, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden and United
Kingdom) over the period 1951-2004. The series that are used are: rst, the output
(yi;t) that is measured by the log of real per capita GDP in 2000 international dollars
(rgdpl). Second, the saving rate (si;t) that is proxied by the ratio of real investment
to GDP (ki). ni;t is the growth rate of the population (POP) and nally, we follow
Mankiw, Romer and Weil (1992 ) in choosing 0.05 as a reasonable assessment of the
value of (g + ). So, our panel data-set, based on the Solow model, consists of the
following three series: ln(yi;t), ln(si;t) and ln(ni;t+ g+ ), with dimension N = 15 and
T = 54.
6.1.2 Tests for Absolute Convergence
We start by examining the hypothesis of absolute convergence. In order to check for
robustness we estimate the general growth specication, equation (6:1):
ln(yi;t)  ln(yi;t 1) =  ln(yi;t 1) + i + t + "i;t; (6.1)
as well as its dynamic form, equation (6:2):
ln(yi;t) = ~ ln(yi;t 1) + i + t + "i;t: (6.2)
Table 6.1: Absolute Convergence - Growth
specication
LSDV
Pool Within Two-way
constant 0.1737 0.1728 0.3668
(5.45) (4.45) (2.84)
ln(yi;t 1) -0.0153 -0.0152 -0.0357
(-4.58) (-3.73) (-2.62)
Adjusted R2 0.085 0.082 0.334
Countries 15 15 15
Periods 54 54 54
Observations 789 789 789
Notes: The numbers in parenthenses are t-
statistics. Column Pool reports results from a
pooled OLS regression, while columns Within and
Two-way correspond to an one-way and two-way
xed-e¤ects LSDV estimator, respectively.
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Table (6:1) reports the estimations of absolute convergence in the growth speci-
cation, equation (6:1). We use three alternative estimators, pooled OLS, one-way
xed-e¤ects and two-way xed e¤ects. It is clear from Table (6:1) that there is evi-
dence of absolute convergence (a negative and signicant ) in all specications. An
interesting nding is that the estimated coe¢ cient of  is almost similar when pool
and within estimators are used ( =  0:015). In addition, when we allow for both
country-specic and time-specic e¤ect we get a higher value of  ( =  0:03), that
leads to a higher rate of absolute convergence.
In Table (6:2) we report the results from the alternative dynamic specications
of equation (6:2). In this case, we need a signicant ~ < 1 coe¢ cient for evidence
of convergence. Again, our alternative estimators provide robust evidence of absolute
convergence. In this specication, the coe¢ cient of ln(yi;t 1) is signicantly lower than
unit (~ = 0:984), both in pool and within estimation, while the two-way FE estimator
produces a smaller ~ parameter (~ = 0:964). When the dynamic specication is
utilized, it is more appropriate to use the GMM estimator that has been proposed by
Arellano-Bond (1991 ). The return of this procedure leads to even lower value of ~ (~ =
0:838). By conclusion, our results, after robustness check with alternative estimators,
show evidence of absolute convergence in the panel of 15 European countries for the
period 1951-2004.
Table 6.2: Absolute Convergence - Dynamic specication
LSDV
Pool Within Two-way GMM
constant 0.1737 0.1728 0.3668
(5.45) (4.45) (2.84)
ln(yi;t 1) 0.9846 0.9847 0.9642 0.8388
(294.09) (240.83) (70.87) (17.01)
Adjusted R2 0.997 0.997 0.998
Countries 15 15 15 15
Periods 54 54 54 52
Observations 789 789 789 759
Notes: The numbers in parenthenses are t-statistics. Column
Pool reports results from a pooled OLS regression, while
columns Within and Two-way correspond to an one-way and
two-way xed-e¤ects LSDV estimator, respectively. The last
column, GMM, is based on the GMM Arellano-Bond (1991 )
estimator.
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6.1.3 Tests for Conditional Convergence
In this subsection we augment the growth and dynamic form equations (6:1) and (6:2)
with the variables ln(si;t) and ln(ni;t + g + ) that are proxies for the steady state
(based on the Solow model), and examine the hypothesis of conditional convergence,
in the growth specication :
ln(yi;t)  ln(yi;t 1) =  ln(yi;t 1) +  ln(si;t) +  ln(ni;t + g + ) + i + t + "i;t; (6.3)
and in the dynamic form :
ln(yi;t) = ~ ln(yi;t 1) +  ln(si;t) +  ln(ni;t + g + ) + i + t + "i;t: (6.4)
Table 6.3: Conditional Convergence - Growth
specication
LSDV
Pool Within Two-way
constant 0.3054 0.3548 0.7047
(8.06) (8.23) (5.60)
ln(yi;t 1) -0.070 -0.0946 -0.1318
(-10.74) (-10.30) (-7.67)
ln(s) 0.0518 0.0754 0.0716
(9.72) (9.72) (9.09)
ln(n+ g + ) -0.3822 -0.6095 -0.0095
(-1.44) (-2.11) (-0.03)
Adjusted R2 0.223 0.272 0.442
Countries 15 15 15
Periods 54 54 54
Observations 789 789 789
Notes: The numbers in parenthenses are t-statistics.
 indicates rejection at 5% signicance level.
Column Pool reports results from a pooled OLS
regression, while columns Within and Two-way
correspond to an one-way and two-way xed-e¤ects
LSDV estimator, respectively.
Table (6:3) reports the estimations of conditional convergence hypothesis for the
growth specication, equation (6:3), under alternative estimators (pool, within and
two-way FE). The coe¢ cient on lagged output has the expected negative sign and is
strongly signicant in all di¤erent estimation techniques, while the coe¢ cient on the
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investment rate is also signicant and has the expected positive sign, consistent with
the Solow model. On the contrary, the coe¢ cient on the population growth rate has
the expected negative sign but is signicant only in the within estimation. Estimations
from Table (6:3) imply evidence of conditional convergence. This result is robust in
all di¤erent estimation methods. In fact, estimation based on pooled regression gives a
substantial lower value of , ( =  0:070) than that of within estimator ( =  0:094),
whereas, when we control for both individual and time specic characteristics, we get
the largest value of  ( =  0:131).
Table 6.4: Conditional Convergence - Dynamic specication
LSDV GMM
Pool Within Two-way Kiviet A-Bond B-Bond Mixed
constant 0.3054 0.3548 0.7047 0.4682 0.4129 0.2899
(8.06) (8.23) (5.60) (15.45) (16.79) (14.10)
ln(yi;t 1) 0.9291 0.9053 0.8681 0.9098 0.8711 0.8792 0.9251
(140.91) (98.64) (50.52) (162.30) (143.05) (187.54) (210.66)
ln(s) 0.0518 0.0754 0.0716 0.0725 0.1116 (0.1071) 0.0582
(9.72) (9.72) (9.09) (13.48) (20.08) (24.40) (14.62)
ln(n+ g + ) -0.3822 -0.6095 -0.0095 -0.5317 -2.0339 -1.7675 -0.3338
(-1.44) (-2.11) (-0.03) (-2.22) (-6.48) (-6.51) (-1.79)
Adjusted R2 0.997 0.997 0.998
Countries 15 15 15 15 15 15 15
Periods 54 54 54 54 52 53 53
Observations 789 789 789 789 761 776 776
Notes: The numbers in parenthenses are t-statistics.  indicates rejection at 5% signicance level.
Column Pool reports results from a pooled OLS regression, while columns Within and Two-way
correspond to an one-way and two-way xed-e¤ects LSDV estimator, respectively. Kiviet column
reports the corrected FE estimator proposed by Kiviet (1995 ). Column A-Bond is based on the the
Arellano-Bond (1991 ) GMM estimator, while column B-Bond is based on the Blundel-Bond (1998 )
system GMM estimator. The last column, Mixed, corresponds to an estimator that combines both
Arellano-Bond and Blundel-Bond estimation techniques.
In Table (6:4) we report the results from the alternative dynamic specications
of equation (6:4). Again our alternative estimators provide evidence of conditional
convergence. Here, the coe¢ cient on lagged output ~, is lower than unity and is
strongly signicant in all di¤erent estimation methods. As we can see in Table (6:4)
the GMM estimators give lower values of ~ than those from the alternatives LSDV
estimators. In addition to the previously used estimation techniques, we use the FE
estimator of Kiviet (1995 ) which corrects for the Nickell bias and is proposed by Judson
and Owen (1999 ) as the best choice in dynamic growth regressions, together with the
Mixed estimator that combines the Arellano-Bond and Blundel-Bond estimators, in
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order to check for the robustness of the dynamic convergence specication. Based on
these two estimators the value of ~ will vary between 0:9098 and 0:9251. In conclusion,
based on the augmented specication of the convergence regression, the inclusion of
the vector of variables Xi;t, that allow us to control for di¤erences in steady states,
leads to a higher rate of convergence between the 15 EU countries.
6.2 Empirical Analysis using Time-Series Approach
6.2.1 Data and Univariate Unit Root Tests
In this section, time-series methods of testing and measuring stochastic convergence
are applied to long series of annual GDP per capita in logarithms, in 1990 International
dollars (converted at Geary Khamis PPPs), for 14 members of EU over the period
1921-2007. The data set comprises the following countries: Austria, Belgium, Den-
mark, Finland, France, Germany, Greece, Ireland, Italy, Netherlands, Portugal, Spain,
Sweden and United Kingdom, while Luxembourg is excluded. This data set, based
on Maddison, is commonly used in output dynamic analysis (Bernard and Durlauf
(1995 ), Evans (1998 ), Li and Papell (1999 )). We use a revised version that is drawn
from the Conference Board and Groningen Growth and Development Centre (2008 ).
The appendix includes graphs plotting the logarithms of GDP per capita, as well as
the di¤erences in the logarithms between the 14 countries and the panel average.
In order to examine convergence in per capita income we need to have non-
stationary series. To test for stationarity of the individual time series, augmented
Dickey-Fuller (ADF ) unit root tests, as well as KPSS stationarity tests are carried
out. The results in Tables (6:5) and (6:6) imply that all series exhibit non-stationarity
in levels but not in their rst di¤erences at 5% level of statistical signicance. This
suggests that these series are integrated of order one i.e., I(1). The only exception is
that, in Table (6:6), Ireland and Sweden seem to be I(2). For this purpose we examine
the integration level of the time series further by using panel unit root tests.
As we mentioned above, panel unit root tests are expected to be much more pow-
erful since they combine information from time series as well as cross-sectional data.
The Levin, Lin and Chu [LLC] (2002 ) and Im, Pesaran and Shin [IPS] (2003 ) unit
root tests, as well as the Hadri [HAD] (2000 ) stationarity test are conducted to check
for the presence of a unit root for all variables in both levels and rst di¤erences in
the context of panel data. In the rst two tests the null hypothesis is that of a unit
root, while in the next one the null is that of stationarity.
The results of the panel unit root tests are provided in Table (6:7). The evidence,
based on these tests, is that all series are non-stationary and integrated of order one
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Table 6.5: ADF unit root tests
Levels First Di¤
ADF Prob ADF Prob
Austria -0.4981(0) 0.885 -8.8378(0) 0.000
Belgium 0.3556(2) 0.979 -3.9230(1) 0.002
Denmark -0.5356(0) 0.878 -8.3811(0) 0.000
Finland -0.3662(1) 0.909 -6.8491(0) 0.000
France -0.4324(1) 0.897 -6.5237(0) 0.000
Germany -0.9254(1) 0.775 -6.7748(0) 0.000
Greece -0.2185(1) 0.931 -5.6547(0) 0.000
Ireland 3.0719(1) 1.000 -4.9567(0) 0.000
Italy -0.3881(1) 0.905 -6.6191(0) 0.000
Netherlands -0.2488(0) 0.926 -7.2145(0) 0.000
Portugal 0.0122(0) 0.956 -10.663(0) 0.000
Spain 0.5458(1) 0.987 -6.3442(0) 0.000
Sweden -2.3113(0) 0.170 -6.9799(0) 0.000
United Kingdom 0.3055(2) 0.977 -6.5867(0) 0.000
Notes: The numbers in parenthenses are lag length chosen by the
SIC criterion. The 5% critical value is -2.8955.  indicates rejection
of the null hypothesis at 5% signicance level.
i.e., I(1).
6.2.2 Pair-wise Tests of Convergence
Pair-wise convergence occurs if relative per capita output, yij;t, follows a stationary
process, where yij;t = yi;t   yj;t and yi;t is the log of real per capita GDP for country
i (i = 1; 2; :::; N) and is I(1). We use for the benchmark yj;t two approaches: rst,
we choose France (y1;t) as benchmark country, based on Bernard and Durlauf (1995 )
and second we use the panel average, yt =
PN
n=1(yi;t=N), that is proposed by Evans
and Karras (1996a). We, next, proceed to test for unit root in the relative output,
yij;t, for both two denitions, by using the ADF unit root, where H0 : unit root  no
convergence, and the KPSS stationarity test, where H0 : stationarity  convergence.
A test for convergence consists of testing for a unit root in equation (6:5):
yij;t = ij + ijt+ ijyij;t 1 +
pX
k=1
ijkyij;t k + "ij;t: (6.5)
We are able to reject the unit root hypothesis in favor of a trend stationary alternative
if ij is signicantly di¤erent from zero. In that case, stationarity of relative per
capita GDP denotes evidence of stochastic convergence. In contrast, when we run
the ADF test without a time trend, rejection of the unit root hypothesis in favor
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Table 6.6: KPSS stationarity tests
LM-stat
Levels First Di¤
Austria 1.1477(7) 0.0532(2)
Belgium 1.1553(7) 0.1853(4)
Denmark 1.1858(7) 0.0720(4)
Finland 1.1963(7) 0.0759(1)
France 1.1402(7) 0.0660(4)
Germany 1.1406(7) 0.0416(1)
Greece 1.0917(7) 0.1380(4)
Ireland 1.1402(7) 0.9311(5)
Italy 1.1538(7) 0.1256(1)
Netherlands 1.1334(7) 0.0713(1)
Portugal 1.1710(7) 0.2168(2)
Spain 1.1236(7) 0.3323(4)
Sweden 1.1876(7) 0.5236(0)
United Kingdom 1.1892(7) 0.0681(1)
Notes: The numbers in parenthenses are the band-
width chosen by the Newey-West criterion. The 5%
critical value is 0.4630.  indicates rejection of the
null hypothesis at 5% signicance level.
of the alternative of level stationarity denotes evidence of deterministic convergence.
The ADF unit root tests are summarized in Table (6:8). The unit root hypothesis
can be rejected at the 5% level for 7 of the 13 countries (Austria, Belgium, Finland,
Germany, Italy, Portugal and Sweden) when we use France as benchmark and for 6
of the 14 countries (Austria, Belgium,Denmark, Finland, Germany and Netherlands)
when we use the panel average as benchmark. In fact, Austria, Italy and Portugal
converge stochastically with France, while Belgium, Finland, Germany and Sweden
deterministically.
When we use the group average, stochastic convergence occur on Belgium, Den-
mark and the Netherlands, while the rest 3 countries converge deterministically. We
can test for absolute and relative convergence depending on the existence of the
constant mean ij . If the ADF test implies that the log of relative output is level
stationary with zero mean, we have the stronger denition of absolute convergence.
From Table (6:8) we can see that there is evidence of absolute convergence on Bel-
gium, Finland, Germany and Sweden, while when we use the average benchmark,
absolute convergence exists only in Austria and Finland. Next, we proceed to test for
convergence using the KPSS stationarity test, as a robustness check.
The results from the KPSS test are presented in Table (6:9). Now convergence
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Table 6.7: Panel unit root and stationarity tests
Levels First Di¤
Statistic Prob Statistic Prob
Null: Unit Root
LLC 1.7262 0.957 -25.8339 0.000
IPS 6.0969 1.000 -23.3321 0.000
Null: Stationarity
HAD 24.7194 0.000 -0.9811 0.836
Notes:  indicates rejection of the null hypothesis at 5% signicance
level.
exists only for 4 out of the 13 countries compared to France (Germany, Greece, Ireland
and Sweden) and when we use as benchmark the panel average, there is evidence for
convergence for the same 4 countries plus France. Overall, KPSS test gives the same
results with both the two di¤erent benchmarks and compared to the ADF test is less
favourable to the convergence hypothesis, in contrast with the ndings of Pesaran
(2007 ).
In order to investigate for bivariate convergence more thoroughly, we can use the
maximum likelihood approach developed by Johansen (1991 ). In this case, conver-
gence requires that the outputs must be cointegrated with cointegrating vector [1   1],
in absolute form, or in case that they are cointegrated with cointegrating vector
[1   ], there is evidence of relativeconvergence. We rst estimate a bivariate VAR
model with lag length based on SIC for all relative per capita output with France as
benchmark country, as well as, the panel average. We then apply the Johansen coin-
tegration method to test for relativeconvergence. From the results in Table (6:10)
the null hypothesis of no-cointegration, r = 0, can be rejected at the 5% level for all
countries except Greece and Netherlands. The null hypothesis of one cointegrating re-
lation , r  1, cannot be reject for these countries. Therefore, we have strong evidence
in favor of relativeconvergence between those 11 countries and France.
Next, we can examine if there is evidence for absoluteconvergence, by testing the
restriction [1   1] applied on the VEqCM representation of the bivariate VAR model.
We then impose the restriction 1;1 = 1 and 1;2 =  1 on the cointegrating vector 
and test it using the LR-test statistic. The results in Table (6:11) show that for 5 of
the 11 countries the null hypothesis is rejected at the 5% level and indicate that there
is evidence for absolute convergence for the rest 6 countries (Belgium, Denmark,
Finland, Germany, Sweden and United Kingdom).
Additionally, we test the hypothesis of relativeconvergence using as benchmark
the panel average. Table (6:12) summarizes the results of the Johansen cointegration
tests. Now, the null hypothesis of no-cointegration, r = 0, can be rejected at the 5%
6. Application:
Testing the Convergence Hypothesis in a Panel of EU Countries 42
Table 6.8: Pair-wise ADF unit root tests
France Average
ADF Prob Cons Trend ADF Prob Cons Trend
Austria -4.659(1) 0.001 3.167 -2.169 -3.139(0) 0.002
Belgium -2.100(3) 0.035 -3.635(1) 0.032 3.272 -3.020
Denmark -1.148(4) 0.226 -3.615(1) 0.034 3.555 -3.164
Finland -2.062(6) 0.038 -2.724(1) 0.006
France n:a: -2.664(4) 0.084 2.278
Germany -4.261(1) 0.000 -3.866(1) 0.003 2.344
Greece -2.027(0) 0.577 2.413 -2.484 -2.398(1) 0.145 -2.194
Ireland -1.095(1) 0.246 -0.487(1) 0.502
Italy -4.099(1) 0.009 3.500 -2.610 -1.546(2) 0.113
Netherlands -1.865(4) 0.059 -4.345(1) 0.004 3.883 -3.135
Portugal -3.563(4) 0.039 3.351 -2.792 -2.881(1) 0.173 -2.767 2.612
Spain -2.636(1) 0.089 2.409 -0.839(1) 0.349
Sweden -1.947(4) 0.049 -0.696(1) 0.412
United Kingdom -1.770(1) 0.072 -1.143(1) 0.228
Notes: The numbers in parenthenses are lag length chosen by the SIC criterion. The 5% critical values
are -3.4629 for the ADF test with trend and intercept, -2.8955 for the test only with intercept and
-1.9446 without intercept. Columns Cons and Trend contains the t-statistic for intercept and trend in
the ADF regression respectively.  indicates rejection of the null hypothesis at 5% signicance level. n:a:
denotes not applicable.
level for all countries except Belgium and Italy, while, the null hypothesis of one coin-
tegrating relation, r  1, cannot be rejected for the most of the countries. Therefore,
we can say that is a reasonable hypothesis to accept that these 12 countries (Aus-
tria, Denmark, Finland, France, Germany, Greece, Ireland, Netherlands, Portugal,
Spain, Sweden and United Kingdom) have at least one cointegrating relation with the
benchmark, so there is evidence for relativeconvergence.
Again, we can examine if there is evidence for absolute convergence for these
countries, relative to their group average. In Table (6:13) we can show that the null
hypothesis is still rejected for 5 countries at the 5% level (Denmark, Ireland, Nether-
lands, Portugal and Spain). Now, using these results we conclude that there is evidence
of absoluteconvergence for 7 of the 14 countries (Austria, Finland, France, Germany,
Greece, Sweden, United Kingdom).
6.2.3 Multi-country Tests of Convergence
We can augment the Johansen cointegration approach to test for multi-country con-
vergence. In order for n countries to converge under this denition, there must be
n   1 cointegrating vectors of the form [1   1], see matrix (4:8). We start by esti-
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Table 6.9: Pair-wise KPSS stationarity tests
LM-stat
France Average
Austria 0.536(5) 0.617(6)
Belgium 0.737(6) 1.174(6)
Denmark 0.577(6) 0.999(6)
Finland 0.517(6) 0.787(6)
France n:a: 0.115(6)
Germany 0.088(5) 0.208(5)
Greece 0.410(7) 0.341(6)
Ireland 0.250(6) 0.255(7)
Italy 0.780(6) 0.818(6)
Netherlands 1.112(6) 0.930(6)
Portugal 0.913(6) 1.058(7)
Spain 0.508(6) 0.550(6)
Sweden 0.202(6) 0.293(7)
United Kingdom 0.674(7) 0.931(7)
Notes: The numbers in parenthenses are the
bandwidth chosen by the Newey-West criterion.
The 5% critical value is 0.4630.  indicates
rejection of the null hypothesis at 5% signicance
level. n:a: denotes not applicable.
mating a VAR model with one lag length (based on SIC) for the logarithms of per
capita output of all 14 countries. We then apply the Johansen cointegration method
to test for relativeconvergence. From the results in Table (6:14) we can conclude
that 13 cointegrating relations exist for the 14 countries. Therefore, there is evidence
for relativemulti-country convergence for our group of 14 EU countries.
In addition, we can test the null hypothesis of absoluteconvergence, H0 : cointe-
gration [1   1]  convergence, by imposing the restrictions [1   1] on the VEqCM
representation of the multivariate VAR model. The LR-test statistic in Table (6:14)
shows that the null hypothesis is rejected at the 5% level of signicance. Thus, there
is no evidence of absoluteconvergence in the group of 14 countries. In conclusion,
based on the multivariave test of convergence for the panel of 14 EU countries over
the period 1921-2007, the results are in favour of relativeconvergence, while they
o¤er little support for the absoluteversion of convergence.
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Table 6.10: Pair-wise cointegration tests - Benchmark: France
Trace Statistic for H0 : rank = r
H0 : r = 0 H0 : r  1
Trace Prob Trace Prob Lag
Statistic V alue Statistic V alue Length
Austria 31.886 0.000 4.945 0.289 2
Belgium 33.395 0.000 3.046 0.572 4
Denmark 26.616 0.005 5.745 0.211 5
Finland 27.566 0.004 6.624 0.147 2
Germany 26.814 0.005 4.227 0.379 2
Greece 14.370 0.264 4.376 0.359 2
Ireland 21.691 0.031 2.687 0.640 2
Italy 30.055 0.001 7.202 0.116 2
Netherlands 8.498 0.782 2.916 0.596 5
Portugal 27.361 0.004 5.658 0.218 2
Spain 24.329 0.013 6.112 0.182 2
Sweden 32.096 0.000 6.464 0.157 2
United Kingdom 29.815 0.001 5.731 0.212 2
Notes: The optimal lag length (k) for the VAR is chosen by the SIC
criterion. The 5% critical values are 20.2618 for the null H0 : r = 0 and
9.1645 for the null H0 : r  1.  indicates rejection of the null hypothesis
at 5% signicance level.  indicates no cointegration at 5% signicance
level.
6.3 Empirical Analysis using Nonstationary Panel-Data
Approach
In this section, we extend the unit-root approach of testing stochastic convergence to a
panel dimension. For that, we apply our tests to the same data set as previously, which
consists of N = 14 and T = 87. To test for stochastic convergence we apply di¤erent
panel unit root tests in the relative per capita output, yij;t. We use as benchmark
country France, based on the denition of Bernard and Durlauf (1995 ), as well as
the panel average that is proposed by Evans and Karras (1996a). In particular, we
apply ve tests based on the cross-sectional independence hypothesis (LLC, IPS, MW,
CH and HAD) and nine cross-sectional dependent tests (BNG, CHO, MP, PS, PES,
CHA, SUR, TS and BD). The null hypothesis is that EU countries do not converge
stochastically or, in other words, that the pairwise di¤erence of per capita output of
country i with the benchmark country contains a unit root, i.e., H0 : unit root  no
convergence.
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Table 6.11: Test for Cointegrating
Vector [1 -1] - Benchmark: France
LR  stat Prob
Austria 11.643 0.000
Belgium 0.981 0.321
Denmark 3.159 0.075
Finland 0.192 0.661
Germany 2.587 0.107
Greece n:c:
Ireland 8.976 0.002
Italy 11.439 0.000
Netherlands n:c:
Portugal 5.622 0.017
Spain 7.369 0.006
Sweden 2.403 0.121
United Kingdom 0.625 0.429
Notes: The 5% critical value for X2(1) is
3.841.  indicates rejection of the null
hypothesis at 5% signicance level. n:c:
denotes no cointegrating relation.
6.3.1 First Generation Panel Unit Root Tests
We procced our application by applying ve 1rst generation unit root tests, that are
based on the cross-sectional intependence hypothesis, in the relative output, yij;t.
Specically, we use four unit-root tests (LLC, IPS, MW and CH) and one stationarity
test (HAD). The unit-root tests are based on the null hypothesis, H0 : unit root
 no convergence, while under the alternative we require that the di¤erences are
stationary process, i.e., I(0). In addition, LLC tests the null hypothesis against a
homogeneous alternative, that all individual has a common autoregressive coe¢ cient,
while the other tests use the heterogeneous alternatives, that each individual has a
specic autoregressive coe¢ cient. In contrast, the HAD test is based on the null that
the di¤erences are stationary, H0 : stationarity  convergence.
Estimation details are reported in the tables of results for each single test. However,
for the 1rst generation unit root tests, we present results for di¤erent numbers of lags
based on the Schwarz (SIC) criterion. Given that we are dealing with annual data, the
maximum lag length is set to 12, while we report alternative results based on maximum
of 1 and 2 lag lengths. As far as Kernel method of estimation in dependent panel
unit root tests is concerned, the Bartlett Kernel function is used and a homogeneous
truncation lag parameter is given by the simple formula K = 3:21T 1=3. In addition,
we report results where bandwidth parameters are chosen according to the Newey and
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Table 6.12: Pair-wise cointegration tests - Benchmark: Panel aver-
age
Trace Statistic for H0 : rank = r
H0 : r = 0 H0 : r  1
Trace Prob Trace Prob Lag
Statistic V alue Statistic V alue Length
Austria 27.334 0.004 7.915 0.085 2
Belgium 19.274 0.067 5.540 0.229 3
Denmark 36.905 0.000 8.876 0.056 2
Finland 24.767 0.011 6.931 0.130 2
France 26.086 0.007 7.001 0.126 2
Germany 27.431 0.004 11.640 0.016 2
Greece 29.995 0.001 5.654 0.219 2
Ireland 22.616 0.023 4.222 0.380 2
Italy 18.372 0.089 4.422 0.352 2
Netherlands 28.537 0.002 11.099 0.021 3
Portugal 29.973 0.001 9.700 0.039 2
Spain 23.496 0.017 8.793 0.058 2
Sweden 31.659 0.000 6.732 0.141 2
United Kingdom 21.864 0.029 3.958 0.418 2
Notes: The optimal lag length (k) for the VAR is chosen by the SIC
criterion. The 5% critical values are 20.2618 for the null H0 : r = 0 and
9.1645 for the null H0 : r  1.  indicates rejection of the null hypothesis
at 5% signicance level.  indicates no cointegration at 5% signicance
level.
West (1994 ) procedure and are set equal to Q = int(4(T=100)2=9). All tests are based
on a specication of the test equation with individual xed e¤ects at the 5% level of
signicance.
The results of the independent panel unit root tests are reported in Table (6:15).
The LLC denotes the Levin, Lin and Chu (2002 ) homogeneous test, where ^A is the
pooled t-statistic. tA denotes the adjusted t-statistic computed with a Bartlett Ker-
nel function and a common lag truncation parameter K. tB(12), t
C
(1), t
D
(2) denote the
adjusted t-statistics computed with a Bartlett kernel function and individual band-
width parameters based on Newey and West (1994 ) for 12, 1, 2 maximum lag length
respectively. The next three tests (IPS, MW and CH) are heterogeneous tests based on
the cross-sectional intependence hypothesis. The IPS denotes Im, Pesaran and Shin
(2003 ) test, where tAN;T denotes the average of ADF individual statistics. W
A
t denotes
the standardized tN;T statistic based on simulated approximated moments, while ZAt is
the standardized tN;T statistic based on the moments of the Dickey Fuller distribution
with 12 maximum lag length. Respectively, WBt(1) and W
C
t(2) denote the standardized
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Table 6.13: Test for Cointegrating
Vector [1 -1] - Benchmark: Panel av-
erage
LR  stat Prob
Austria 3.181 0.074
Belgium n:c:
Denmark 11.355 0.000
Finland 0.282 0.595
France 1.527 0.216
Germany 3.644 0.056
Greece 1.319 0.250
Ireland 7.232 0.007
Italy n:c:
Netherlands 4.377 0.036
Portugal 5.044 0.024
Spain 4.110 0.042
Sweden 1.377 0.240
United Kingdom 0.682 0.408
Notes: The 5% critical value for X2(1) is
3.841.  indicates rejection of the null
hypothesis at 5% signicance level. n:c:
denotes no cointegrating relation.
tN;T statistic based on simulated approximated moments with 1 and 2 maximum lag
lengths. The MW denotes the Maddala and Wu (1999 ) test, where PAMW denotes the
Fishers test statistic based on 12 maximum lag length, while PB(1) and P
C
(2) are the
Fishers test statistic for 1, 2 maximum lag length respectively. The CH denotes the
Choi (2001 ) test, where ZAMW is the Choi (2001 ) standardized statistic used for large
N samples, based on 12 maximum lag length, while ZB(1) and Z
C
(2) are the Chois test
statistics for 1, 2 maximum lag length respectively. Finally, HAD denotes the Hadri
(2000 ) stationarity test, where WAHOM and W
A
HET are the Hadri Z-statistics based on
Newey and West procedure for bandwidth parameters, while, WBHOM and W
A
HET are
the Hadri Z-statistics based on 2 maximum bandwidth parameters.
The LLC homogeneous test cannot reject the null hypothesis of unit root, except
for the statistic tA when we use as bencmark country France. In contrast, all het-
erogeneous 1rst generation unit root tests (IPS, MW and CH) strongly reject the null
hypothesis in all alternative specications, providing some evidence of convergence for
some countries in the panel (but not all). Due to the heterogeneous nature of the
alternative, rejection of the null hypothesis does not necessarily imply that the non
stationarity is rejected for all countries, but only that the null hypothesis is rejected
for a sub-group of N1 < N countries. Finally, the HAD stationarity test strongly
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Table 6.14: Multi-country cointegration test
Trace Statistic for H0 : rank = r
Trace Critical Prob
Statistic V alue V alue
H0 : r = 0 806.18 462.57 0.000
H0 : r  1 634.49 403.71 0.000
H0 : r  2 520.72 348.85 0.000
H0 : r  3 422.41 297.99 0.000
H0 : r  4 344.45 251.13 0.000
H0 : r  5 277.81 208.27 0.000
H0 : r  6 213.78 169.41 0.000
H0 : r  7 163.35 134.54 0.000
H0 : r  8 124.90 103.68 0.000
H0 : r  9 92.14 76.81 0.001
H0 : r  10 61.50 53.94 0.008
H0 : r  11 35.62 35.07 0.043
H0 : r  12 21.30 20.16 0.034
H0 : r  13 7.54 9.14 0.102
Test for Cointegrating Vector [1   1]
LR  stat X2(13) Prob
51.418 22.362 0.000
Notes: The optimal lag length (k = 1) for the
VAR is chosen by the SIC criterion.  indicates
rejection of the null hypothesis at 5% signicance
level. The critical values as well as the p-values of
Johansen trace tests are obtained by computing
the respective response surface according to
Doornik (1998 ).
rejects the null of stationarity in favor of a unit root, leading to the opposite result of
no convergence. However, as noted by Giulietti et al. (2006 ), the Hadri test su¤ers
from severe size distortions in the presence of cross-sectional dependence. From the
results in Table (6:15) we can conclude that there is evidence of convergence for some
countries in the panel of 14 EU countries.
6.3.2 Second Generation Panel Unit Root Tests
The tests in Table (6:15) are subject to the critisism that they do not consider cross-
sectional dependence between the panel members. Therefore, we continue our applica-
tion by applying nine 2nd generation unit root tests, which rely on the cross-sectional
dependence hypothesis. Specically, we use six unit-root tests (BNG, CHO, MP, PS,
PES and CHA) that are based on common factor structure model, while the last three
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tests (SUR, TS and BD) are based on SUR panel estimation techniques. As far as these
tests are concerned, the null hypothesis is H0 : unit root  no convergence, against
a heterogeneous alternative, except for the SUR panel test by OConnell (1998 ) and
the BD t-test by Breitung and Das (2006 ), which assume that  is restricted to be
identical across countries under the alternative hypothesis.
Estimation details are reported in the tables of results for each single test. For
each dynamic factor test, it is assumed that a single common factor is present in the
data, while we present alternative specications with di¤erent estimates of number of
factors based on the modied BIC3 proposed by Bai and Ng (2002 ). As in Table
(6:15), we report alternative results based on maximum of 12, 1 and 2 lag lengths.
All tests are based on a specication of the test equation with individual xed e¤ects
at the 5% level of signicance.
The results of the 2nd generation panel unit root tests with the common factor
structure model are reported in Table (6:16). The BNG denotes the Bai and Ng (2004 )
test, where ADFA
F^
is the ADF t-statistic on the common factor (r^). In addition, for
the idiosyncratic component e^it, the pooled unit root statistics are reported. P cA is
a Fishers type statistic, based on p-values of the individual ADF tests, while ZcA is
the standardized Chois test statistic for large N , with r^ = 1. P cB(3), Z
c
B(3) and P
c
B(2)
and ZcB(2) are the test statistics based on the modied BIC3 proposed by Bai and Ng
(2002 ), assuming a maximum number of factors equal to 5. The CHO denotes the
Choi (2004 ) test, where Pm test is a modied Fishers chi-square test. The Z test is
an inverse normal test, while the L test is a modied logit test. Pm(1) is the modied
Fishers chi-square test with 1 lag length. The MP denotes the Moon and Perron
(2004 ) test, where ta and tb are the unit root test statistics based on de-factored panel
data, with r^ = 1. ta(3), t

b(3) and t

a(2), t

b(2) are the test statistics based on the modied
BIC3 assuming 5 maximum number of factors. The PS denotes the Phillips and Sul
(2003 ) test, where Z denotes the Fishers test statistic based on 12 maximum lag
length, with r^ = 1, while Z(2) is the test statistic based on 2 maximum lag lengths.
The PES denotes the Pesaran (2005 ) test, where CIPS is the mean of individual cross-
sectionally ADF statistics (CADF ). CIPS denotes the mean of truncated individual
CADF statistics. CIPS(0), CIPS(1) and CIPS(2) are the test statistics with 0, 1,
2 maximum lag lengths. Finally, the CHA denotes the Chang (2004 ) test, where SN
statistic corresponds to the average of individual non-linear IV t-ratio statistics. SN(0)
and SN(1) are the test statistics with 0, 1 maximum lag length, respectively.
The results from Table (6:16) do not provide a clear picture for the convergence
hypothesis. The statistics for the CHO and MP tests support evidence of stochastic
convergence, while the opposite conclusion should be drawn from the BNG, PS, PES
and CHA tests. According to Gutierrez (2006 ) and Gengenbach et al. (2006 ) Monte
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Carlo simulations, the Moon and Perrons (MP ) tests show good size and power for
di¤erent values of T and N and model specications, and appear to be somewhat more
powerful than the other cross-sectional dependence panel unit root tests. Thereafter,
we can conclude that there is evidence of convergence for some countries in the panel
of 14 EU countries, based on these tests.
The results of the 2nd generation panel unit root tests, that are based on SUR panel
estimation techniques, are reported in Table (6:17). The SUR denotes the OConnell
(1998 ) homogeneous test, where tgls(1), tgls(2) and tgls(3) are the GLS t-statistic based
on SUR panel estimation with 1, 2, 3 lag length respectively, based on a homogeneous
 autoregressive coe¢ cient. The TS denotes the Taylor and Sarno (1998 ) heteroge-
neous test, whereMADF(1),MADF(2),MADF(3) andMADF(4) are the multivariate
augmented Dickey-Fuller (MADF ) test, that allows for  to vary across countries,
with 1, 2, 3, 4 lag length respectively. Finally, the BD denotes the Breitung and Das
(2006 ) homogeneous test, where trob(1) and tgls(1) are the robust OLS t-statistic and
the GLS t-statistic for 1 lag length, while trob(2) and tgls(2) are the test statistics for 2
lag length.
From Table (6:17) there is evidence of stochastic convergence among European
Countries. These results (TS and BD) are statistically signicant, except for the SUR
tests, at conventional condence levels. Taylor and Sarno (1998 ) show that, using
Monte Carlo method, theMADF test has better power properties, while Gengenbach
et al. (2006 ) show that the statistics by Breitung and Das (2006 ) have also good
properties. In fact, the BD statistics, that test the null hypothesis against a homoge-
neous alternative, reach the conclusion of stochastic convergence for all countries in
the EU panel.
6.4 Summary of Results
Table (6:18) summarizes the results from panel unit root tests. In particular, we re-
port ve tests based on the cross-sectional intependence hypothesis (LLC, IPS, MW,
CH and HAD) and nine cross-sectional dependent tests (BNG, CHO, MP, PS, PES,
CHA, SUR, TS and BD). Panel methods must be interpreted with caution when used
for testing unit roots in macroeconomic panels. The evidence for stochastic conver-
gence is mixed, being supported by half of the tests that were applied (7 from 14 ).
Firstly, the convergence hypothesis is largely rejected when homogenous specications
are used, LLC (Levin, Lin and Chu, 2002 ), to test the non-stationarity hypothesis.
Similar results are also found by HAD (Hadri, 2000 ) stationarity test. In contrast,
the results based on heterogeneous specications are in favor of the convergence hy-
pothesis, IPS, MW and CH (Im, Pesaran and Shin, 2003 ; Maddala and Wu, 1999 ;
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Choi, 2001 ). Thirdly, when international cross-correlations are taken into account,
conclusions depend on the specication of these cross-sectional dependencies. Two
groups of tests can be distinguished. The rst group of tests is based on a dynamic
factor model, BNG, CHO, MP, PS, PES and CHA (Bai and Ng, 2004 ; Choi, 2004 ;
Moon and Perron, 2004 ; Phillips and Sul, 2003 ; Pesaran, 2005 ; Chang, 2004 ). In this
case, the most powerful test of MP and the CHO tests are in favor of the convergence
hypothesis, while the rest four test (BNG, PS, PES and CHA) give the opposite result.
Finally, the second group of tests that are based on the SUR estimation techniques,
SUR, TS, BD (OConnell, 1998 ; Taylor and Sarno, 1998 ; Breitung and Das, 2006 )
give results in favor of the convergence hypothesis (TS, BD), except from the SUR
test.
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Table 6.18: Summary of Results
France Average
LLC I(1) I(1)
IPS I(0) I(0)
MW I(0) I(0)
CH I(0) I(0)
HAD I(1) I(1)
BNG I(1) I(1)
CHO I(0) I(0)
MP I(0) I(0)
PS I(1) I(1)
PES I(1) I(1)
CHA I(1) I(1)
SUR I(1) I(1)
TS I(0) I(0)
BD I(0) I(0)
Notes: All results are obtained in a model
with xed e¤ects at the 5% signicance
level. LLC denotes the Levin, Lin and
Chu (2002 ) test (statistic t), IPS de-
notes Im, Pesaran and Shin (2003 ) test
(statistic Wt), MW denotes the Maddala
and Wu (1999 ) test (statistic PMW ), CH
denotes the Choi (2001 ) test (statistic
ZMW ), HAD denotes the Hadri (2000 )
test (statistic WHOM ), BNG denotes the
Bai and Ng (2004 ) test for idiosyncratic
shocks (statistic P c), CHO denotes the
Choi (2004 ) test (statistic Pm), MP
denotes the Moon and Perron (2004 ) test
(statistic ta), PS denotes the Phillips and
Sul (2003 ) test (statistic Z), PES denotes
the Pesaran (2005 ) test (statistic CIPS),
CHA denotes the Chang (2004 ) test
(statistic SN ), SUR denotes the OConnell
(1998 ) test (statistic tgls), TS denotes the
Taylor and Sarno (1998 ) test (statistic
MADF ) and BD denotes the Breitung
and Das (2006 ) test (statistic trob). 
indicates no robustness in alternative
specications.
Chapter 7
Conclusions
Research on convergence has indeed proceeded in many directions using many di¤erent
denitions and methodologies. The present work is a survey on the literature of
convergence, as well as an application on testing the convergence hypothesis in real
per capita GDP for a panel of 15 European countries. Our empirical results show
some evidence in favor of the convergence hypothesis for the panel of EU countries.
In the rst stage of the analysis, based on a data-set from the Penn World Tables
(PWT6.2, 2006 ) for 15 members of EU over the period 1951-2004, we apply panel data
regressions, reporting evidence of an absolute and a relative form of convergence. In
the next stage, we use the long span data-set of Maddison, drawn from the Conference
Board and Groningen Growth and Development Centre (2008 ), for 14 members of
EU over the period 1921-2007. Then, applying time series methods, unit-root and
cointegration, we nd weak evidence of stochastic convergence for our sample. Finally,
we perform independent and cross-sectional dependent panel unit-root tests and our
ndings provide mixed evidence for the convergence hypothesis, being supported only
by seven out of fourteen tests.
However, the tests used in the present paper cannot take into account heterogeneity
over time, as well as over cross-sectional units and the possibility that EU economies
started to move along a transitional path towards a new equilibrium. New directions
for empirical growth research, in the presence of that heterogeneity and transitional
dynamics, have the potential to provide a better understanding of convergence as an
economic phenomenon.
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