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Введение 
Практически в любой человеческой деятельности для получения информации и новых зна-
ний чрезвычайно важным является зрение. С древних времен очевидно жизненно важное значе-
ние визуализации. Без развития органов зрения трудно представить себе эволюцию человека. 
Любое расширение и углубление зрения требует разработки новых инструментов или систем по-
лучения изображений, которые отображают невидимые глазу свойства объекта, преобразуя их в 
видимые изображения. Многие из знаний об окружающем нас мире, особенно в XX веке, человек 
получил с помощью новых методических разработок технологии получения изображений. Зна-
ния, которые можно получить с помощью таких средств визуализации, очень обширны, их гра-
ницы зависят от воображения и изобретательности человека. 
Тесно связана с получением изображений такая область человеческой деятельности как ком-
пьютерная томография. Целью томографического исследования является получение и анализ 
изображения, как правило, тонкого среза, показывающего внутреннее строение исследуемого 
объекта. Томографические методы нашли применение в различных областях науки и техники. 
Определенной проблемой в компьютерной томографии является то, что исследуемые объек-
ты по своей природе являются объемными (трехмерными), и двумерные тонкие срезы не способ-
ны передать всех пространственных свойств исследуемых объектов и сложны в интерпретации. 
В настоящее время активно разрабатываются томографы с конусным пучком излучения, ох-
ватывающие сразу множество рядов детекторов, а также алгоритмы трехмерной реконструкции, 
позволяющие непосредственно получать трехмерные массивы данных из проекционных данных. 
В связи с этим, широкое применение находят методы визуализации трехмерных данных. Одним 
из самых популярных методов визуализации является объемный рендеринг, которому и посвя-
щена данная статья. 
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Статья посвящена методу получения изображений трехмерных объектов – объемному 
рендерингу, применительно к рентгеновской компьютерной томографии. Дано подробное 
описание алгоритма объемного рендеринга, близкое к практической реализации. Рассмотрены 
общие принципы работы алгоритма объемного рендеринга с воксельными массивами трех-
мерных данных. Описан механизм пускания лучей в трехмерном пространстве через объём-
ный набор данных, включая задание плоскости наблюдения, ракурса просмотра, изменение 
масштаба при реализации параллельной проекции. Рассмотрена выборка точек по ходу пу-
щенного луча при параметрическом его задании, а также взятие шага выборки точек согласно 
теореме о дискретизации. Описана трилинейная интерполяция для получения значений, не 
попавших в узлы трехмерной сетки объемного набора данных. Описано использование пере-
даточных функций для задания цвета и прозрачности визуализируемым структурам. Рассмот-
рена модель освещения Фонга и связанное с ней вычисление градиента трехмерных данных. 
Приведен альтернативный метод затенения трехмерного изображения, основанный на урав-
нении ослабления света и не требующий вычисления градиента данных. Приведен компози-
тинг на основе применения основного уравнения объемного рендеринга как один из способов 
получения изображения трехмерного объекта по методу объемного рендеринга. 
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1. Принцип объемного рендеринга
Входными данными для объемной визуализации является трехмерный массив данных. Сп
собы получения трехмерного массива данных в области компьютерной томографии подробно 
описаны в [1–4]. Результатом объемной визуализации является двумерн
ного объекта. Способ формирования конечного изображения на основании входных данных з
висит от применяемого метода визуализации.
модель представления трехмерных данных. Воксельная модель разб
вает весь объем трехмерного изображения на ячейки 
вая трехмерный растр. Воксел 
element
тровую модель для трехмерного изображения (рис
необходимо прежде всего задать точку наблюдения. Далее для этой 
точки рассчитывается двумерное изображение, которое соответст
плоскости, перпендикулярной направлению взгляда наблюдателя. 
При формировании такого изображения учитываются все лучи, пр
ходящие через трехмерный объем от точки наблюдения, а вклад ра
личных КТ-чисел вдоль каждого луча вычисляется с учетом весовых м
вующих данному методу. Любое изображение в методах трехмерной визуализации может быть 
сформировано как центральная или параллельная проекция (рис. 2).
Центральная проекция дает более реалистичные изображения, так как учитывает перспект
ву, что ближе соответствует реальному зрению человека и используется в художественной в
зуализации. Для научной визуализации больше подходит параллельная проекция, так как она 
точно отражает размеры и взаимное расположение различных структур (отсутствуют и
размера и формы в зависимости от расстояния, как у центральной проекции) [
 
Рис. 2. Иллюстрация центральной 
и параллельной проекций
 
Для параллельной проекции нет смысла задавать точку 
тат не меняется), а можно ограничит
мерного объекта (эффект приближения, увеличения и удаления, уменьшения) происходит за счет 
изменения шага пускаемых лучей (рис. 3).
 
2. Механизм пускания лучей
Механизм пускания лучей можно реализовать следующим образом. Луч или линию можно 
задать с помощью направляющего вектора и точки, через которую будет проходить эта линия. 
Все пускаемые лучи будут параллельны друг другу и 
Так как результирующее изображение является плоскостью прямоугольной формы, для его з
дания следует разместить точки, через которые будут проходить линии, на одной плоскости.
 
Рис. 1. Воксельное  
представление данных 
 





Для целей научной визуализации обычно используется 
– это элемент объема (
). Таким образом, воксельная модель предста






Рис. 3. Иллюстрация к масштабированию 
изображения
обзора (так как от расстояния резул
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Для удобства можно выбрать одну из следующих плоскостей: XOY, YOZ, XOZ, проходящие через 
начало координат и имеющие известные нормальные вектора. Разместить на одной из этих плос-
костей точки в соответствии с разрешением получаемого изображения (количеству пикселей, 
один пиксель – один луч) и масштабного коэффициента (определяет расстояние между лучами) 
так, чтобы начало координат было по центру очерченной плоскости. 
Далее следует повернуть полученную плоскость в соответствии с требуемым углом обзора. 
Любой требуемый ракурс можно получить, поворачивая начальный нормальный вектор плоско-
сти вокруг координатных осей на определенные углы. Поворот осуществляется с помощью из-
вестных матриц поворота вокруг осей: 
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где α, β, γ – углы поворота вокруг осей OZ, OY, OX соответственно. 
Для получения вектора направления следует перемножить вектор столбец координат началь-
ного нормального вектора плоскости с матрицами поворота с заданными углами. Для поворота 
плоскости изображения, следует проделать ту же операцию, что и для поворота нормального 
вектора, но для каждой точки плоскости.  
Для изображения трехмерного объекта по центру изображения, а так же для реализации вра-
щения виртуальной камеры относительно центра объекта, следует перенести уже повернутую 
плоскость из начала координат в центр трехмерных данных. Это можно сделать с помощью до-
бавления к координатам каждой точки плоскости половины размерности трехмерного массива 
данных по соответствующим осям. 
Теперь, задав точки и направление пускания лучей в трехмерном пространстве, для взятия 
отсчетов вдоль этих лучей согласно методу объемного рендеринга осталось определить на-
чальные точки для каждого луча, с которых будет начинаться отсчет. Исходя из предположе-
ния, что нет смысла брать отсчеты за пределами трехмерного массива данных и что трехмер-
ный массив данных имеет форму прямоугольного параллелепипеда, начальные точки будут 
точками пересечения пускаемого луча и соответствующей плоскости, ограничивающей трех-
мерный массив.  
 
3. Выборка точек вдоль луча 















где M(x0, y0, z0) начальная точка вхождения луча в объем, r(mt, nt, pt) – вектор направления взгля-
да. Движение по лучу происходит при изменении параметра t. 
Важным параметром при выборке точек является шаг выборки. Согласно источникам [6, 7] 
важную роль играет теорема о дискретизации или теорема о выборках. Согласно теореме о дис-
кретизации частота выборки точек должна минимум в два раза превышать частоту данных трех-
мерного массива. То есть шаг взятия точек по лучу должен быть минимум в два раза меньше ша-
га трехмерной сетки. Нарушение теоремы приведет к появлению артефактов на изображении. 
Так как выборочные точки на луче не будут совпадать с узлами сетки трехмерного массива дан-
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ных, для определения значений в этих точках следует использовать интерполяцию. Согласно ис-
точникам [6, 7] обычно используется трилинейная интерполяция. Каждая выборочная точка бу-
дет окружена восемью узловыми точками трехмерной сетки данных. Значение выборочной точки 
считается на основании значений в узловых точках и их взаимном расположением (рис. 4). 
 
Рис. 4. Иллюстрация интерполяции 
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где f(x, y, z) – значение трехмерного массива данных в заданной точке. 
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4. Применение передаточных функций 
После выбора точки и определения ее величины следует перевести значение физической ве-
личины в экранные величины: цвет и прозрачность. Такое преобразование проводят с помощью 
передаточных функций (transfer function). Сами передаточные функции, как правило, задаются 
пользователем в интерактивном режиме и определяют, какие структуры будут отображены и ка-
ким цветом. 
Важным элементом при задании передаточной функции и анализе входных данных является 
гистограмма. По оси абсцисс в гистограмме расположены все значения, встречаемые в трехмер-
ном массиве, а по оси ординат соответствующие им количества данных в этом массиве. Гисто-
грамма позволяет оценить диапазон значений трехмерного массива данных, а также степень при-
сутствия тех или иных структур. Во многих приложениях объемной визуализации при задании 
передаточной функции выводится и гистограмма. Основным недостатком гистограммы является 
то, что она не дает информации о пространственном распределении тех или иных значений,  
а только количественную их оценку. 
Часто для задания передаточных функций используются пороговые значения для значений 
физической величины и соответствующие им значения прозрачности и цвета. Цвет и прозрач-
ность могут задаваться как одной передаточной функцией, так и несколькими по отдельности. 
Часто для более плавного появления структур используются кусочно-линейные передаточные 
функции или в виде трапеций. 
 
5. Модель освещения 
Изображение, полученное с помощью выборки точек по соответствующим лучам и примене-
ния к ним передаточных функций, как правило, не несет информации о глубине изображения, то 
есть информации об удаленности точек трехмерного пространства от виртуальной камеры. Как 
следствие, невозможно интерпретировать и воспринимать трехмерные объекты как объемные 
(например невозможно отличить сферу от круга так как на двумерном изображении они совпа-
дают). Для передачи информации о глубине и придания объемности изображаемых объектов и 
структур используют модели виртуального освещения. 
Говоря об освещении, следует иметь ввиду, что для целей научной визуализации не целесо-
образно использовать сложные, требующие много вычислительных ресурсов методы. В лучшем 
случае они не будут мешать целям научного исследования, в худшем – они могут затруднять ин-
терпретацию полученных результатов, а то и вовсе их искажать [8]. 
Классической моделью освещения является модель освещения Фонга. Расчет освещения по 
Фонгу требует вычисления цветовой интенсивности трех компонент освещения: фоновой (am-
bient), рассеянной (diffuse), и глянцевых бликов (specular). Интенсивность освещения пиксела 
результирующего изображения определяется выражением 
   , , ,pd sI K I K n l K n h   
    
где Iα – интенсивность фонового освещения; n
  – вектор нормали к поверхности в точке; l

 – на-
правление на источник света; h

 – направление на наблюдателя; (,) – операция скалярного произ-
ведения векторов; p – коэффициент блеска; Kα – коэффициент фонового освещения; Ks – коэффи-
циент зеркального освещения; Kd – коэффициент диффузного освещения. 
Основной вопрос вызывает вектор нормали к поверхности n . Дело в том, что большинство 
моделей освещения применяются для поверхностей, заданных элементарными плоскостями, 
представленных более распространенной в компьютерной графике вершинной моделью трех-
мерных данных [4]. В воксельной модели данных, поверхности, а соответственно и плоскости с 
нормалями, явно не представлены. Поэтому для вычисления освещения необходимо либо выде-
лять плоскости из трехмерного воксельного массива с помощью соответствующих алгоритмов, 
либо аппроксимировать векторы нормалей другими величинами.  
Первый вариант связан с введением дополнительной операции выделения поверхностей из трех-
мерного объема данных и приводит к использованию методов непрямого объемного рендеринга.  
Второй подход предполагает замену нормальных векторов на другие векторные величины,  
в частности, на градиент данных. Градиент, в свою очередь, как правило, так же аппроксимируется 
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значениями, зависящими от применяемого метода. Так метод центральных разностей (central dif-
ference) аппроксимирует градиент в текущем вокселе с помощью вычисления разниц в интенсив-
ности ближайших соседних вокселов: 
   
   
   
1, , 1, ,
, 1, , 1, ,




D f x y z f x y z
D D f x y z f x y z
f x y z f x y zD
      
          
       
 
где D – результирующий вектор центральной разности; Dx, Dy, Dz – значения центральной разно-
сти по соответствующим координатам; f(x, y, z) – значение воксела с соответствующими коорди-
натами. 
Из-за сложностей, связанных с применением модели освещения Фонга к вокселному массиву 
данных, и невысоких требований к освещению при научной визуализации, можно рассмотреть 
более простой подход к вычислению освещения. Предложенный метод опирается на предполо-
жение о том, что свет от источника постепенно ослабляется согласно выражению: 
  exp .S t dt    
Если коэффициент затухания постоянный µ(t) = const, тогда можно записать: 
 exp ,S l   
где l – расстояние от освещаемой точки до источника света. 
Данный метод прост в вычислении и не содержит каких-либо неизвестных элементов. Поло-
жение источника света задается пользователем. Положение освещаемой точки определяется на 
этапе ее выборки по пущенному лучу, который был описан ранее. Зная координаты двух точек, 
не составляет труда вычислить расстояние между ними. Зная расстояние и задав коэффициент 
затухания, можно рассчитать значение освещенности по приведенной формуле и использовать 
его при формировании конечного изображения. 
 
6. Уравнение объемного рендеринга 
После определения механизма пускания лучей, выборки точек, интерполяции и учета осве-
щения следует использовать все значения выборочных точек для определения яркости и цвета 
пикселя. Данная операция в литературе называется композитинг (compositing) [7]. Стандартный 
вариант композитинга осуществляется через уравнение объемного рендеринга [6]: 







I x r C s s e ds
 
    (1) 
где I(x, r) – количество света пришедшего с направления r в точку x на плоскости изображения; 
L – длина луча r; µ(s) – значение интенсивности в выборочной точке s; C(s) – значение яркости 
в точке s. 
Для применения к дискретным данным и программной реализации следует провести дискре-
тизацию уравнения (1): 






I x r C i s i s s i s s
  
 
          (2) 
где Δs – шаг дискретизации. 
Можно ввести следующие обозначения. Экспонента в уравнении обозначается как прозрач-
ность     expt i s i s s     . Величину, обратную прозрачности, непрозрачность обозначают 
   1i s t i s     . Если экспоненту в уравнении (2) разложить в ряд Тейлора и взять первые два 
члена, можно записать:       exp 1t i s i s s i s s         . Отсюда следует, что  i s s     
   1 .t i s i s       Применение полученных обозначений к уравнению (2) дает результат: 






I x r C i s i s i s
  
 
        
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Из этого уравнения следуют следующие рекурсивные вычислительные формулы компози-
тинга [6]: 
    ,C C i s i s C      
  1 ,i s        
где C(iΔs) – значение интенсивности в точке iΔs; C – накопленное значение интенсивности; 
α(iΔs) – значение непрозрачности в точке iΔs; α – накопленное значение непрозрачности. 
При накопленном значении непрозрачности α=1, все дальнейшие структуры будут полно-
стью блокироваться предыдущими и не будут участвовать в формировании конечного изображе-
ния. Это позволяет остановить вычисления по данному лучу и прейти к следующим. Так реали-
зуется техника ранней остановки луча, используемая для ускорения вычислений объемного рен-
деринга. Выполнение композитинга для каждого пущенного луча дает значение интенсивности и 
цвета для каждого пиксела изображения, что и является результатом работы алгоритма объемно-
го рендеринга. 
Следует заметить, что применение уравнения объемного рендеринга является не единствен-
ным вариантом композитинга. Так, например, можно использовать пороговые значения (резуль-
тат будет схож с методом SSD), искать минимальные или максимальные значения интенсивности 
(методы MinIP и MIP соответственно), вычислять среднее значение (результат будет похож на 
рентгеновский снимок). Именно широта возможностей и гибкость при получении изображений 
является одним из основных достоинств метода объемного рендеринга. 
 
Выводы 
Детальное рассмотрение алгоритма объемного рендеринга показало его высокую эффектив-
ность при анализе и представлении трехмерных массивов данных. Это также косвенно подтвер-
ждается большим количеством исследований в данной области. Растущая потребность в анализе 
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The article is devoted to the method of producing three-dimensional images of objects – volume 
rendering, in relation to the X-ray computed tomography. The detailed description of the algorithm 
of volume rendering is close to implementation. The general principles of the algorithm of volume 
rendering three-dimensional arrays of voxel data are described. The mechanism of blowing rays in 
three-dimensional space through the volumetric data set, including setting the observation plane, 
viewing angle, zooming in implementing parallel projection, is given. We consider sample points 
along the ray started up in his parametric assignment, as well as taking a step sampling points ac-
cording to the sampling theorem. Trilinear interpolation to obtain values that do not fall into the three-
dimensional mesh nodes of the volumetric dataset is described. We describe the use of transfer func-
tions to set the color and transparency visualize structures. The model of Phong lighting and the as-
sociated calculation of gradient of the three-dimensional data is considered. An alternative method 
for shading a three-dimensional image based on the light attenuation equation and does not require 
the computation of gradient of the data is given. A compositing on the basis of the fundamental equ-
ation of volume rendering as a way to obtain a image of the three-dimensional object by the method 
of volume rendering is obtained. 
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