Abstract-This paper discusses the problem of approximating data points in -dimensional Euclidean space using spherical and ellipsoidal surfaces. A closed form solution is provided for spherical approximation, while an efficient, globally optimal solution for the ellipsoidal problem is proposed in terms of semidefinite programming (SDP). In addition, the paper presents a result for robust fitting in presence of outliers, and illustrates the theory with several numerical examples. A brief survey is also presented on the solutions to other relevant geometric approximation problems, such as ellipsoidal covering of convex hulls and pattern separation.
I. INTRODUCTION
T HE problem of approximating observed data with simple geometric primitives is, since the times of Gauss, of fundamental importance in many scientific endeavors. To this purpose, the most commonly used primitives are lines, planes (and their multidimensional extensions i.e., affine sets), cubes and polyhedra, and quadratic sets or surfaces, such as spheres and ellipsoids. The areas of application of geometric approximation techniques range from computer graphics and vision [2] , [19] , pattern recognition [21] , [27] and representation of objects [17] , to statistics [11] , [23] and estimation [5] . The fitting process allows for reduction and simplification of the data, to the benefit of further data manipulation stages.
Despite the importance of the problem however, the results available in the literature on this topic suffer from various limitations and drawbacks. First, most of the available results propose solutions to the problem in the plane, i.e., only with data of dimension two, see for instance [8] , [9] and references therein (see also [14] for a discussion of the three-dimensional [3-D] case). Second, most of the existing methods are based on the minimization of "algebraic distance" (or equation error) criteria, [2] , [8] , [22] . These criteria may not have a clear geometric interpretation, since they are not directly related to the geometric Euclidean distances from the points to the curve, as it is discussed in depth in [9] . Third, most of the available results (with the exception of the work in [8] , for which however the previous two points hold) are based on iterative nonlinear optimization schemes, such as modifications of the Gauss-Newton algorithm, Manuscript received January 30, 2001 ; revised March 14, 2002 . This paper was recommended by Associate Editor A. Ollero.
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see [9] , [22] , which may be prone to convergence issues and local solutions. Theoretical issues related to nonlinear LS problems encountered in computer vision are also discussed in [13] .
In this paper, we present the solution of spherical and ellipsoidal fitting based on a "difference-of-squares" (DOS) geometric error criterion for points in -dimensional space. The main novelties of the proposed methods are that a) the algorithms are either closed form, or guaranteed to converge to the global optimum in a finite number of iterations and b) they work without restriction in spaces of generic dimension . In particular, we propose a closed-form solution for the spherical fitting problem, and a solution for ellipsoidal fitting based on a particular class of convex optimization algorithms, i.e., semidefinite programs (SDP, see [1] , [16] , [30] , [33] and references therein). In practice, this implies that the global solution of the ellipsoidal fitting problem in can be determined efficiently using recently developed interior-point algorithms for SDPs, [6] , [30] , [32] .
The paper is structured as follows: in Section II the closed-form solution to the spherical fitting problem is presented, the results for ellipsoidal approximation and robust ellipsoidal approximation are discussed in Sections III, and IV illustrates the theory with several numerical examples. Finally, in Section V, we briefly review some other geometric problems encountered in the literature related to ellipsoidal approximations. Conclusions are then drawn in Section VI.
II. SPHERICAL FITTING
Let the given data points be grouped in the data matrix
The goal is to determine a sphere that approximates the data points, according to an appropriate optimality criterion. Let represent the center of the sphere, and the respective radius. The criterion we shall consider is based on the squared difference between the distance from the point to the center and the distance from the projection of the point on the sphere and the center , see Fig. 1 . This fitting criterion will be referred to as the DOS criterion in the sequel, and it is expressed as (1) 1083-4427/02$17.00 © 2002 IEEE Remark: Other criteria have been proposed in the literature for surface fitting. From a geometric point of view, the most significant criterion is the Euclidean geometric criterion (EG) (2) which is based on the sum of squared geometric distances from the points to the surface, measured along the line through the point and the center of the sphere; this distance is also denoted "radial Euclidean distance" in the computer vision literature.
Other generic criteria are those based on the algebraic error (AE) (also called equation error), and are of the form , where is an implicit parametric representation of the surface. Notice that different equations may represent the same surface. For instance, we may represent same sphere by the equation , or by the equation , or also by , therefore an algebraic criterion is related to one particular representation of the geometric surface. The representation gives rise to the criterion
We notice however, that these criteria are not equivalent in practice: optimizing with respect to or yields a surface that minimizes the EG criterion or the DOS criterion, respectively, while it is geometrically unclear what we are minimizing when using . Moreover, in this latter case, one needs to add a further constraint on the parameters in order to avoid trivial solutions. A common choice is for instance , see [9] . The numerical cost for solving the minimization is also not the same for the three problems above: the most used criterion is AE, since its solution reduces to a simple linear Least-Squares problem. As we remarked, the EG criterion would be geometrically preferable, but its solution requires an iterative nonlinear optimization algorithm. The DOS criterion retains the geometric interpretation, and provides approximation performances which are very close to those obtained with the EG criterion, as shown by the the numerical tests in Section IV.A. Moreover, its solution may be determined in closed form, as described in the following.
Define as the barycenter of the data points (4) and as the matrix of centered data
where . The following theorem holds. Theorem 1: Let be full-row-rank, and let be the matrix containing by columns a basis for the null space of . Define further (6) Then, the sphere that minimizes the criterion function in (1) is unique, and has center in (7) where denotes the identity matrix. The optimal radius is given by (8) Proof: Let , and . With this definition, we have
The first-order optimality conditions for are
where . From the first condition, we immediately obtain (11) Substituting now (11) in (10) , after some manipulation we obtain the condition for the optimal center (12) where is the barycenter of the data, defined in (4). Defining as in (5), we notice that the condition (12) ), therefore the optimal solution for the center is unique, and the statement of the theorem immediately follows.
As a simple extension of the above result, we may consider weights on the data points. This may be useful for instance when it is known that different data points are subject to different levels of noise, or in outliers rejection schemes. If are the weights, the (weighted) DOS criterion writes (13) The results of Theorem 1 can then be extended as follows. Let , define the weighted barycenter and the weighted centered data matrix as and let be a matrix containing by columns a basis for the null space of . Then, the center of the sphere which is optimal for the weighted DOS criterion is and the (square of the) corresponding optimal radius is Numerical tests for spherical fitting are reported in the examples Section IV.A.
III. ELLIPSOIDAL FITTING
In this section, we study the problem of fitting an ellipsoidal surface to a set of -dimensional data points, according to a DOS error criterion. As previously discussed, current results available in the literature do not guarantee convergence to the global optimum for the generic -dimensional ellipsoid-fitting problem, and are generally based on equation error (AE) criteria, which do not always have a direct geometric interpretation. The existing AE-based fitting algorithms in two-dimensional (2-D) and 3-D usually require the addition of further constraints on the design variables, whose geometric significance is often unclear, see for instance [2] , [14] , [24] , [27] . Moreover, the resulting conic is not in general guaranteed to be an ellipse, so that further iterative refinements or rejection schemes need to be introduced, see [7] , [18] , [22] . Recently, a direct "ellipse-specific" fitting method has been proposed in [8] . This method is based on the solution of a generalized eigenvalue problem, and can therefore be considered a "closed-form" method. The main drawback of this method is that it cannot be extended to deal with multidimensional data (i.e., it works only for points on the plane), since in the multidimensional case the "ellipticity" constraint cannot be expressed as a simple quadratic constraint on the equation parameters. A key observation for our development is that the ellipticity constraint is however a convex constraint on suitable equation parameters (see Theorems 2 and 3).
More sophisticated fitting algorithms use the solution of an AE-based fitting method to provide a starting point for iterative nonlinear optimization algorithms (such as curvature weighted algorithms, [9] ) that aim to the minimization of the EG criterion. These algorithm suffer from usual problems related to nonlinear optimization schemes: convergence is not guaranteed, nor it is the determination of the global optimum, see e.g., [8] , [9] , [22] , [24] , [28] .
Another issue that we tackle is robustness with respect to data points that violate the statistical assumptions of the estimator, often referred to as outliers. We will not enter into the details of robust estimation here, but only recall that criteria based on the sum of squared residuals are particularly sensitive to the presence of outliers in the data. It is generally recognized that it is better in this respect to consider criteria based on the sum of the absolute values of the residuals, [11] , [15] , [23] , [28] . Other policies for outlier rejection are those based on consensus methods, like the RANSAC paradigm, see for instance [4] and references therein. In the sequel, we provide the results for both the sum-of-squares and the absolute-value-sum criteria.
The main point in this section is that ellipsoidal fitting in -dimensions is a convex problem. This fundamental fact seems to have gone unrecognized in the literature, but has several important implications. Notably, the solution is guaranteed to converge to the global optimum of the problem, thus eliminating the issue of local stationarity points. Moreover, the problem may be solved with great numerical efficiency by means of recently developed interior-point methods, as discussed in the sequel. In particular, the ellipsoid-fit problem will be cast as an SDP (see for instance [30] , [33] ), which is a class of convex optimization problems, for which extremely efficient numerical algorithms are available.
Let the ellipsoid be described as (14) where is the center, and is a symmetric positive definite (this will be expressed as ) matrix that defines the shape of the ellipsoid. We consider the following DOS-based optimality criteria. First, we consider the sum-ofsquares criterion (15) where denotes a metric distance between the points and , and denotes the point on the ellipsoid that lies on the ray , see Fig. 2 . It may be easily verified that
If we choose to measure distances according to the metric induced by , then , and the criterion (15) assumes the simple form (16) To take into account robustness issues regarding the sensitivity of the estimate with respect to outliers, we also consider the following criterion based on the absolute-value-sum (17)
Remark: As we remarked for spherical fitting (which is of course a particular case of ellipsoidal fitting), other optimality criteria are currently used in the literature. The most geometrically significant criterion is again the Euclidean error criterion (18) Minimization of this criterion requires iterative nonlinear optimization algorithms and, reportedly, presents severe convergence problems (see [9] ). The most frequently used criterion is instead one based on the algebraic (equation) error, using the equation to represent the ellipsoid. Contrary to the spherical case, further difficulties arise here, due to the fact that the "ellipticity" constraint must be enforced by the algorithm. Several "tricks" and weighting schemes (see again [9] , and [2] , [24] , [18] , [7] , [22] ) have been proposed in the literature in order to force the the solution of the AE-based problem to approximate the solution of the EG problem. The limitations of these methods have been discussed in [8] , where a direct "ellipse-specific" algorithm is presented. The main drawback of the algorithm proposed in [8] is that it is limited to the 2-D case. Below, we propose a globally convergent, ellipse specific algorithm that is based on the DOS criterion, and works without restrictions on the space dimension .
The computation of the optimal ellipsoid, for the criteria (16) and (17) is summarized in the following two theorems. 
and let represent the values at the optimum of the variables of the previous SDP. Then, the ellipsoid (14), with is the global minimizer for the criterion (16) .
Proof: Expanding the product in (14), we obtain the ellipsoid equation in the form Considering the change of variables , we rewrite the ellipsoid equation in the form Substituting in the previous equation, we obtain , as defined in (19) . Let be the vector of components . The approximation problem with respect to the criterion (16) amounts therefore to finding that minimize . If is a vector of ones of appropriate dimension, this is in turn equivalent to minimizing subject to , for . Using the Schur complements rule (see for instance [30] ), the latter condition is equivalent to the matrix inequality Since is affine in the variables , the previous condition is an LMI (linear matrix inequality) constraint on the variables.
The resulting optimization problem belongs therefore to a particular class of convex problems known in the literature as SDP problems, and takes the form subject to (23) 
The statement of the theorem then follows easily from the previous considerations. The next theorem treats the case of robust ellipsoidal fitting, i.e., data approximation performed according to the criterion (17) . 
and let represent the values at the optimum of the variables of the previous SDP. Then, the ellipsoid (14), with is the global minimizer for the criterion (17) .
Proof: The first part of the proof follows the same line as that of the previous theorem. The approximation problem with respect to the criterion (17) amounts to finding that minimize . This is in turn equivalent to minimizing subject to , for , which is equivalent to for Since is affine in the variables , the previous conditions, together with the positive definite condition on , and the positivity condition on , are a set of LMI constraints on the variables. The statement of the theorem then follows easily from the previous considerations.
Remark : We stress the fact that, since for both the considered criteria ellipsoidal fitting may be cast as an SDP (which is a particular class of convex programs), an appropriate numerical algorithm will always converge to the global optimum in a predefined maximum number of iterations. In particular, the complexity result for the SDPs in Theorems 2 and 3 is as follows: using a general-purpose primal-dual interior point algorithm as the one described in [30] , the number of operations to attain the global optimum with given accuracy grows with problem size as , see [16] , [30] . Notice also that the previous is a worst-case complexity estimate, and that in practice these algorithms have been observed to behave much better than predicted by the theoretical estimate (see comments in [30] ). We also remark that, similar to the spherical case, weights on the data can be introduced in the optimality criterion, and the results of Theorem 2 and Theorem 3 can be modified accordingly. This straightforward extension is left to the reader.
IV. NUMERICAL EXAMPLES
In this section, we report numerical experiments for the spherical and ellipsoidal fitting methods previously described.
A. Spherical Fitting
We start with a simple 2-D example proposed in [9] , with data points in
The optimal circle computed according to Theorem 1 (DOS criterion) has center in and radius , and it is depicted in Fig. 3 , together with the solution obtained by minimization of the equation error criterion (3) (which has center in and radius 3.037, as reported in [9] ), and the solution that minimizes the sum of actual squared EG criterion (2) . The EG solution required an iterative Gauss-Newton method, and yielded the center in and radius 4.7142. To compare these three solutions, we computed a posteriori the final Euclidean residual , obtaining for the circle computed according to the AE criterion (3), for the one computed according to DOS criterion (1), and for the one resulting from the EG criterion (2), this latter being of course the minimal achievable value of . From this example, we observe that the solution obtained from the DOS criterion is close to that resulting from minimization of the EG criterion, which comes at much higher computational cost, since it requires an iterative nonlinear optimization algorithm. This fact is supported by further experimental validation: we run a large number of tests using randomly generated points in , uniformly distributed in a 3-D box of unit side length, and computed the residuals for the solutions obtained from the DOS and EG criteria. The results are as follows: on average, the residual from DOS was only 2.1% larger than the minimum achievable residual (the one computed minimizing the EG criterion), while in the less favorable experiment the DOS residual was 7.0% larger than the minimum achievable residual.
We next tested the stability of the proposed method with respect to noise in the data. We considered occluded data (a semicircle) affected by an increasing amount of Gaussian noise. The data have been generated as , where is uniformly distributed in the interval , and is Gaussian with mean one and variance . The noise intensity was set as in the respective experiments. The method showed remarkable stability for noise levels up to 50% of the nominal radius (see Fig. 4 ).
We point out that the proposed fitting method, as it is common to all methods based on quadratic cost criteria, may be sensitive to outliers. One possibility for reducing outlier sensitivity is to solve spherical fitting as a special case of ellipsoidal fitting, using the solution based on the absolute-value-sum criterion proposed in Theorem 3. Otherwise, when the level of noise associated to each data point is known a priori, one can use a weighted criterion, with weights proportional to the inverse of the noise intensity. In the example shown in Fig. 5 , the data have been generated as , where is uniformly distributed in . To simulate the presence of outliers, the radius was taken as a Gaussian variable with mean one, having standard deviation with probability 0.9 and with probability 0.1. We run a large number of tests using data instances with this kind of noise, and then computed the statistics on the sensitivity of the optimal solutions which are reported in Table I .
B. Ellipsoidal Fitting
We first considered two data sets proposed in [9] . The results of ellipsoidal approximation computed according to Theorem 2 on these data sets is shown in Fig. 6 . The optimal ellipsoid for the data in Fig. 6(a) has center , and . The value of the criterion (16) at the optimum is . The actual average Euclidean distance from the points to the optimal ellipse, was computed a-posteriori, obtaining . Notice that this value of the residual Euclidean error falls in between of the values reported in [9] , Section 3, for algebraic fit ( reported) and direct Euclidean fit (computed using an iterative nonlinear optimization scheme, reported). For the data in Fig. 6(b) , we determined an optimal ellipsoid with center , and . The average Euclidean distance from the points to the optimal ellipse, computed a-posteriori, is . Fig. 7 shows the sensitivity of the optimal DOS ellipsoid to different levels of Gaussian noise affecting the data. Fig. 8 shows a comparison between the criteria (16) and (17) on a data set contaminated by two outliers. Fig. 8(a) shows that the solution computed by means of Theorem 2 [i.e., minimization of sum-of-squares criterion (16) ] is particularly sensitive to the two outliers, while the solution computed according to Theorem 3 [i.e., minimization of absolute-value-sum criterion (17)] shows a remarkable stability, see Fig. 8(b) . (16) on two data sets presented in [9] . Fig. 7 . Sensitivity of optimal ellipsoids computed according to criterion (16) , for different levels of Gaussian noise. The dotted curves indicate the nominal ellipsoid used to generate the data.
To conclude this examples section, we considered three-dimensional data generated as where is uniformly distributed on the surface of a unit sphere. For , the points lie on the surface of a nominal ellipsoid centered in the origin. We artificially created noisy data affected by outliers generating values of which with probability 0.9 are Gaussian with unit mean and standard deviation , and with probability 0.1 are Gaussian with unit mean and standard deviation . We run several problem instances with noisy points, and for each instance we computed the optimal ellipsoids, using both criteria (16) and (17) . The average performances of the fits are reported in Table II . All examples in this section were computed under Matlab, using the SP SDP solver [32] , and the LMItool interface, [6] . 
V. OTHER ELLIPSOIDAL APPROXIMATION PROBLEMS
In the previous sections, we discussed the problem of approximating data in the least-squares sense via ellipsoidal surfaces. In some engineering applications it is instead of interest to determine other types of ellipsoidal approximations of the data. For instance, it is desired to compute an ellipsoid that contains the data, or to separate two different classes of points by means of an ellipsoidal surface. These geometric problems may again be cast as semidefinite optimization problems, and are briefly reviewed below.
A. Minimal Ellipsoid Containing Given Points
A problem that arises in several applications of computer vision, cluster analysis [20] , and robust statistics (e.g., in ellipsoidal peeling methods for outliers detection, [23] ) is the computation of the minimal ellipsoid containing given -dimensional points , or equivalently, their convex hull, [30] , [31] . We adopt here the following representation of the ellipsoid (31) where denotes the "shape matrix" of the ellipsoid, and is the center. The "size" of the ellipsoid is measured by the sum of the squared semi-axes lengths, which is equal to . An alternative measure of size is related to the volume of the ellipsoid (which is proportional to ), see for instance [31] . Clearly, a point belongs to the ellipsoid (31) if and only if . Using the Schur 
Then, the ellipsoid is the minimal ellipsoid containing the points . This result has been also presented in [31] , where the "size" of the ellipsoid was measured in terms of volume. Fig. 9 shows the minimal covering ellipse for the data points, shown in the equation at the bottom of the page, which results in As a simple special case of the previous problem, we may consider the minimal sphere containing given points. If denotes the center of the sphere, and denotes the radius, then the optimal sphere may be computed solving the following (convex) optimization problem in the variables subject to (34) (35)
This problem belongs to the class of second-order cone programs (SOCP), which are a particular class of SDP, and for which there exist dedicated algorithms that exploit the structure of the problem for extra efficiency, see [25] , [26] and references therein.
B. Pattern Separation by Ellipsoids
A problem of cluster classification arising in pattern recognition is that of separating two set of points and by means of an ellipsoidal surface, see [20] . An SDP solution to this problem has been proposed in [30] . The ellipsoid contains all the points and none of the if and only if and
These form a set of LMI conditions on the problem variables . We can therefore find the optimal ellipsoid separating the two clusters by minimizing the size of under the LMI constraints (37). Notice that if the two clusters are not separable by an ellipsoidal surface, the solution algorithm will return an unfeasibility message. Fig. 10 shows an example with the two data clusters and the computed ellipsoid that separates them.
There are several variations, with interesting engineering applications, of the geometric problems mentioned in the previous sections. To mention a few, the problem of finding a minimal ellipsoid containing given ellipsoids is treated in [3] . The minimal volume ellipsoid containing a generic set is treated for instance in [10] . The problem of computing the maximum volume ellipsoid contained inside a polyhedron described by means of a set of linear inequalities, as well as other problems related to ellipsoidal approximation are treated in [3] , [12] , [16] , [31] .
VI. CONCLUSION
From the numerical tests, we observed that the proposed solutions based on the DOS criterion give approximation performances that are close to those provided by algorithms based on the minimization of EG criterion. These latter algorithms do not have a convergence guarantee and are computationally expensive. On the other hand, the proposed ellipsoidal fitting algorithms always guarantee convergence to the global optimum, for data in spaces of generic dimension , and their computational complexity gracefully scales as with data cardinality and space dimension . To the best of the author's knowledge, no algorithm with such characteristics (either based on algebraic or Euclidean geometric criteria) can be found in the literature, with the exception of [8] , which is however restricted to data in two-dimensions.
In the test cases, the DOS-optimal solutions showed remarkable stability with respect to Gaussian noise, and also to the presence of outliers, in the case of the robust algorithm proposed in Theorem 3.
As a final word of caution, we remark that the used implementations of the SDP optimization algorithms permit to treat with ease problems of medium size, i.e., up to several hundreds of points. For data sets of larger size, one should expect numerical problems from these general-purpose SDP solvers, and should move to problem-specific SDP codes that exploit the data structure.
