Abstract. Normalized irreducible characters of the symmetric group S(n) can be understood as zonal spherical functions of the Gelfand pair (S(n)
1. Introduction 1.1. Preliminaries and formulation of the problem. One of the central goals of the representation theory of finite groups is in computation of characters of irreducible representations. When a group under considerations is the symmetric group, S(n), the irreducible characters can be computed using either the Frobenius formula, or the determinantal formula, or the Murnaghan-Nakayama rule (see, for example, Macdonald [Mac] , Sagan [S] , Stanley [St] ).
Let Λ denote the algebra of symmetric functions, which is a graded algebra, isomorphic to the algebra of polynomials in the power sums p 1 , p 2 , . . .. If we define p ρ = p ρ 1 p ρ 2 . . . for each partition ρ = (ρ 1 , ρ 2 , . . .)
1 , then the p ρ form a homogeneous basis in Λ. Another natural homogeneous basis in Λ is formed by the Schur functions s λ indexed by Young diagrams λ. The Frobenius formula is
where χ λ ρ is the value of the irreducible character χ λ of the symmetric group S(n) on the conjugacy class in S(n) indexed by the partition ρ of n. This formula is the key result in the classical theory of characters of the symmetric group S(n). It shows that the character table is the transition matrix between two bases p ρ and s λ in the algebra of symmetric functions Λ. The Frobenius formula follows from the fact that the Schur functions s λ are images of χ λ in Λ under a certain map. This map is called the characteristic map, see [Mac] I, §7. Thus, if we denote this map by ch, we have s λ = ch(χ λ ).
Another available result on irreducible characters of S(n) is the formula which represents an irreducible character, χ λ , as an alternating sum of the induced characters (i.e. the determinantal formula). Namely, denote by η k the identity character of S(k). If λ = (λ 1 , λ 2 , . . .) is any partition of n, let η λ denote η λ 1 · η λ 2 · . . .. Here the multiplication, f · g, between two characters, f and g, of, say, groups S(k) and S(m) is defined by the induction f · g = ind S(k+m) S(k)×S(m) (f × g).
With the above notation the irreducible character χ λ is given by χ λ = det (η λ i −i+j ) 1≤i,j≤n .
Since ch(η λ ) = h λ , where h λ = h λ 1 h λ 2 . . . , and h r is the rth complete symmetric function, the determinantal formula for irreducible characters is equivalent to the Jacobi-Trudi formula for the Schur symmetric functions,
The Murnaghan-Nakayama rule is a recursive method to compute the irreducible characters of the symmetric groups. It can be formulated as follows. Let us say that a skew Young diagram is a border strip if it is connected and does not contain any 2 × 2 block of boxes. Suppose that πσ is an element of the symmetric group S(n), where σ is a cycle of length j, and π is a permutation of the remaining n − j numbers of cycle-type ρ, ρ is a partition of n − j. The Murnaghan-Nakayama rule says that the value of the irreducible character of S(n) parameterized by the Young diagram λ on the element πσ (i.e. of χ λ (πσ)) is given by
where φ λ/ν is a combinatorial coefficient. This combinatorial coefficient is defined by the formula φ λ/ν = (−1) λ/ν , if λ/ν is a border strip; 0, otherwise, where λ/ν is the height of a border strip defined to be one less than the number of rows it occupies. The theory of characters can be reformulated in terms of Gelfand pairs, see [Mac] , VII, §1. Specifically, let G be a finite group, and K be a subgroup of G. Denote by C(G, K) the algebra of complex valued functions f on G (with convolution as the multiplication) such that f (kxk ′ ) = f (x) for all x ∈ G and k, k ′ ∈ K. If C(G, K) is commutative, the pair (G, K) is called a Gelfand pair, and one can associate with (G, K) the set of zonal spherical functions. Zonal spherical functions have many remarkable properties, some of these properties are analogous to those of group characters. In particular, the set of zonal spherical functions defines an orthogonal basis of C(G, K), see [Mac] , VII, §1.
If K is a finite group, then the normalized irreducible characters of K are closely connected with the zonal spherical functions of the Gelfand pair (K × K, diag K), see [Mac] , VII, §1, Ex.9, and Section 2 below. (Here diag K = {(x, x) : x ∈ K} is the diagonal subgroup of K × K.) Explicitly, let χ i (1 ≤ i ≤ r) be the irreducible characters of K, and ω i (1 ≤ i ≤ r) be the zonal spherical functions of the Gelfand pair (K × K, diag K). Then for all elements x, y of the group K the following formula holds (1.1.1) ω i (x, y) = χ i (xy −1 ) χ i (e) .
In this situation C(K × K, diag K) can be identified with the algebra of central functions f defined on the group K, i.e. it consists of the functions f such that f (xyx −1 ) = f (y) for all x, y ∈ K. In particular, if K = S(n), where S(n) denotes the symmetric group of symbols 1, 2, . . . , n, then C(S(n) × S(n), diag S(n)) can be identified with the algebra of central functions defined on S(n). We will denote this algebra by C(n). Since the zonal spherical functions of the Gelfand pair (S(n) × S(n), diag S(n)) can be expressed in terms of the normalized irreducible characters of S(n), the irreducible characters of S(n) form an orthogonal basis in C(n), i.e. in the space of central functions.
The theory of characters in such formulation can be extended to the Gelfand pairs (S(2n) , H(n)) where H(n) is the hyperoctahedral group of degree n , see [Mac] , VII, §2. In particular, the zonal polynomials (i.e. the Jack symmetric functions J (α) λ with parameter α = 2) are the images of the zonal spherical functions of (S(2n) , H(n)) under a characteristic map, see [Mac] VII, §2.
However, there exist "unbalanced" Gelfand pairs, (S(n) × S(n − 1), diag S(n − 1)). (For a proof that (S(n) × S(n − 1), diag S(n − 1)) is a Gelfand pair see Travis [Trav] , Brender [Bren] , and Section 2 below). The algebra C(S(n) × S(n − 1), diag S(n − 1)) can be identified with the algebra of complex valued functions defined on the group S(n) invariant with respect to the conjugations by the subgroup S(n − 1) of S(n). It consists of the functions f on S(n) such that f (xyx −1 ) = f (y) for all x ∈ S(n − 1) and y ∈ S(n). We will denote this algebra by C ′ (n).
Thus, instead of conventional conjugacy classes in the symmetric group S(n) we will deal with the conjugacy classes in S(n) defined with respect to S(n − 1). Suppose that the symmetric group S(n) is realized as the group of permutations of the set {1, 2, . . . , n}, and the subgroup S(n − 1) of S(n) is realized as the group of permutations of the set {1, 2, . . . , n−1}. Then the conjugacy classes with respect to S(n−1) can be parameterized by pairs of Young diagrams (ρ, σ ր ρ) where ρ is a Young diagram with n boxes, σ is a Young diagram with n − 1 boxes, and the notation σ ր ρ means that ρ is obtained from σ by adding one box, see Section 2.5 for details. It turns out that the zonal spherical functions of (S(n) × S(n − 1), diag S(n − 1)) can be parameterized by pairs of Young diagrams (λ, µ ր λ) as well. Let us denote these zonal spherical functions by ω λ,µրλ . For all elements x ∈ S(n) and y ∈ S(n − 1) these spherical functions can be expressed explicitly as:
see Brender [Bren] and Section 2 below for more details. Motivated by relation (1.1.1) (which connects irreducible characters of a finite group K with zonal spherical functions of "balanced" Gelfand pairs (K × K, diag K)) we define a generalized character of S(n), Γ λ,µրλ , by the following formula:
Note that functions Γ λ,µրλ on the group S(n) introduced above define an orthogonal basis in the space C ′ (n), in contrast to the irreducible characters of the group S(n) which define an orthogonal basis in the subspace C(n) of C ′ (n). For this reason we refer to Γ λ,µրλ as to generalized characters of S(n).
The present paper aims to compute these generalized characters on the same level as it is done in the classical theory for the irreducible characters of the finite symmetric group. We find analogues of the Frobenius formula, of the determinantal formula and of the Murnaghan-Nakayama rule for these generalized characters. Thus we find the same type of results for these objects as for the irreducible characters of the symmetric group.
1.2. Summary of results.
1.2.1. A Murnaghan-Nakayama type rule. For the generalized characters Γ λ,µրλ of the finite symmetric group we derive a Murnaghan-Nakayma type rule, see Theorem 3.2.1. This is the first main result of the present paper. Its proof is based on a rational function identity, Theorem 4.5.1, for certain algebraic expresseions parameterized by pairs (λ, µ ր λ) of Young diagrams.
A characteristic map.
In Section 5 we introduce the space C ′ (n) of (complex-valued) functions on S(n) invariant with respect to conjugations by elements of the subgroup S(n − 1) of the group S(n), and set
Then we construct an isomorphism between C ′ and Λ[t], where Λ[t] is the space of polynomials in t whose coefficients are elements of Λ, i.e. these coefficients are symmetric functions. This isomorphism is an analogue of the characteristic map in the classical theory. We then define in Section 6 generalized Schur functions as images of the generalized characters under this map. . These bases are analogues of two bases in Λ involved in the classical Frobenius formula, namely of the Schur symmetric functions, and of the power sum symmetric functions.
1.2.4.
Analogues of the Jacobi-Trudi formula and of the determinantal formula. The third main result of the present paper is in obtaining an analogue of the Jacobi-Trudi formula for generalized Schur functions, equation (6.5.6 ). This formula can be also understood as an analogue of the determinantal formula for the irreducible characters of the symmetric group.
1.3. Remarks on related works.
1.3.1. Zonal spherical functions on finite groups were studied by many authors, see e.g. Travis [Trav] , Gallagher [Gal] and references therein. The zonal spherical functions associated with the Gelfand pair (S(n) × S(n − 1), diag S(n − 1)) were considered previously by Brender [Bren] . This author proves a certain general averaging theorem and uses it to indicate how some calculations of values can be carried out for (S(n) × S(n − 1), diag S(n − 1)). However, any explicit formula for the zonal spherical functions of the Gelfand pair (S(n) × S(n − 1), diag S(n − 1)) has not been previously known, to the best of the author's knowledge. [Ban] . By considering another Gelfand pair, namely (S(n), S(n − k) × S(k)), one obtains the Hahn polynomials. There are generalizations of these results, see Mizukawa [Miz] , Akazawa and Mizukawa [AkMiz] , Mizukawa and Tanaka [MizTan] .
1.3.3. Our derivation of the Murnaghan-Nakayama rule for the generalized characters (see Theorem 3.2.1) starts from a projection formula, see Section 4.1. This formula was known previously (see Travis [Trav] , Brender [Bren] , Olshanski [Olsh] ). The main idea of the proof of Theorem 3.2.1 is to use Young's orthogonal representation of the symmetric group, and sum up the corresponding diagonal elements. A similar method was used by Greene [Gr] to give a combinatorial derivation of the classical Murnaghan-Nakayama rule for the irreducible characters of S(n). The involved summation procedure in our case is based on a rational functional identity which is an analogue of Theorem 3.3 in Greene [Gr] . Note that paper by Halverson and Ram [HalRam] takes a similar approach to derive the characters of the Iwahori-Hecke algebras of type A n−1 , B n and D n . For recent Murnaghan-Nakayama type rules for Coxeter groups, Hecke algebras and Lie algebras see e.g. Halverson and Ram [HalRam] and references therein. A survey paper by Roichmann [Roich] presents different combinatorial versions of the classical Murnaghan-Nakayama algorithm.
1.3.4. In the classical theory the Frobenius formula can be viewed as a result of the Schur-Weyl duality between S(n) and GL(n, C) in tensors
see, for example Goodmann and Wallach [GW] . In particular, it follows that Schur symmetric functions are irreducible characters of GL(n, C). It will be interesting whether there is some analogue of the Schur-Weyl duality in the case considered in the present paper. The paper by Knop [Knop] studies zonal spherical functions for the Gelfand pairs (G, K) where G is a classical group, but G/K is not a symmetric space. One of the Gelfand pairs of this type is (GL(n, C)×GL(n−1, C), diag GL(n−1, C)). The author is not aware if there exists a relation between the spherical functions of (GL(n, C) × GL(n − 1, C), diag GL(n − 1, C)) and the generalized Schur functions introduced in the present paper.
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2. Gelfand pairs and spherical functions on the symmetric group 2.1. Irreducible characters of a finite group as spherical functions. The material of this section is standard, see Macdonald, VII, §1. Let G be a finite group. Let A = C [G] be the complex group algebra of G. A can be identified with the space of all complexvalued functions on G. From this point of view, the multiplication in A is the convolution, G acts on A by the rule (xf )(y) = f (x −1 y), the center of A consists of the central functions on G. Moreover, the center of A has the irreducible characters of the group G as a basis. The scalar product on A is
Let K be a subgroup of G. Denote by C(G, K) the subalgebra of C[G] which consists of the functions f on G such that f (kxk ′ ) = f (x) for all x ∈ G and k, k ′ ∈ K. Thus C(G, K) consists of the functions constant on each double coset KxK in G. Assume from now on that (G, K) is a Gelfand pair. Then the induced representation 1 K G is a direct sum of non-isomorphic irreducible G-modules,
are called zonal spherical functions of the Gelfand pair (G, K).
Using the Frobenius reciprocity we obtain
This implies that 1
From the proof of the Proposition above it is clear that the character of the induced representation is r i=1 χ i × χ i , and we obtain the following expression for the spherical functions of (G × G, diag G):
This means that the normalized irreducible characters
χ i (e) of a finite group G can be understood as the zonal spherical functions ω i (x, e) of the Gelfand pair (G × G, diag G).
2.2.
Zonal spherical functions for (S(n) × S(n − 1), diag S(n − 1))-pairs. Let S(n) be the group of permutations of {1, 2, . . . , n}. Let S(n − 1) be a subgroup of S(n). We agree that S(n − 1) is realized as the group of permutations of {1, 2, . . . , n − 1}.
Proof. Let λ be a partition of n, and µ be a partition of n − 1. Let χ λ be the character of the irreducible representation of S(n) parameterized by λ, and χ µ be the character of the irreducible representation of S(n − 1) parameterized by µ. Define the function χ λ × χ µ on the group S(n) × S(n − 1) as follows:
where x ∈ S(n) and y ∈ S(n − 1). It is clear that χ λ × χ µ is an irreducible character of the group S(n) × S(n − 1). The Frobenius reciprocity implies
where res
S(n) (χ λ ) denotes the restriction of the character χ λ of S(n) to S(n − 1). Using the relation res
where ν ր λ means that λ is obtained from ν by adding one box, and exploiting the orthogonality of irreducible characters we find
Hence 1
is multiplicity-free, and (S(n) × S(n − 1), diag S(n − 1)) is a Gelfand pair.
It is not hard to see that the character 1
this follows from the comparison of formula (2.2.1) with the following formula
Proof. The formula in the statement of the Proposition follows immediately from general expression (2.1.2) for the zonal spherical functions, and from the fact that the character 1
2.3. Generalized characters. Comparing (2.1.3) and (2.2.2) it is rather natural to introduce the notion of the generalized characters.
Definition 2.3.1. Let λ be a partition of n, µ be a partition of n − 1, and µ ր λ. The functions on the group S(n) defined by
will be called the generalized characters.
Remark 2.3.2. As it is evident from equation (2.2.2) the normalized generalized characters of S(n) are related with the zonal spherical functions for the Gelfand pair (S(n) × S(n − 1), diag S(n − 1)) as follows:
Properties of generalized characters.
The following relations can be obtained immediately from Definition 2.3.1, and from the basic properties of the zonal spherical functions, equation (1.4), Macdonald, VII, §1:
Here the scalar product is defined by
for all functions f , g on the group S(n).
Tables of generalized characters.
We say that two permutations π and σ from S(n) are related by conjugation with respect to S(n−1) if π = kσk −1 for some permutation k from S(n − 1). The set of all permutations of S(n) related by conjugation with respect to S(n − 1) to a given π is called the conjugacy class of π with respect to S(n − 1). It follows that two permutations π and σ from S(n) are in the same conjugacy class with respect to the conjugation by S(n − 1) if they both have the same cycle type, and the cycles containing n have the same length. Thus the conjugacy classes with respect to conjugation by S(n − 1) can be parameterized by pairs (j, ρ) where j takes values from 1 to n, and ρ is a partition of n − j. Suppose we adopt this parameterization, and suppose that a permutation π is an element of the conjugacy class (j, ρ). If this permutation is written as a product of disjoint cycles, then the cycle containing n has length j, and ρ represents the remaining cycles. By simple combinatorial arguments we find that the number of permutations in the conjugacy class parameterized by (j, ρ) is equal to
is the number of parts of ρ equal to i. Alternatively, S(n − 1)-classes in S(n) can be parameterized by a partition of n with a marked row. Let π be a permutation from S(n) which has the cycle type ρ. Suppose the permutation π is written in terms of cycles, and the number n is contained in a cycle of length k, 1 ≤ k ≤ n. Then we mark the lowest row of the partition ρ which has the length k. For example, the permutation (127)(45)(36) belongs to the conjugacy class with respect to conjugations by S(6) which can be parameterized either by the marked partition (3 * , 2, 2), or by the pair ρ = (2, 2) and j = 3. It is evident that each marked partition corresponds to a pair ρ, σ ր ρ, where σ is obtained from the marked partition ρ by removing one box from the marked row. Thus, the marked partition (3 * , 2, 2) can be represented by the following pair of Young diagrams: ρ = (3, 2, 2) and σ = (2, 2, 2). This implies a one-to-one correspondence between S(n − 1)-classes in S(n) and pairs (ρ, σ ր ρ) of partitions.
As it can be readily seen from the properties of the generalized characters listed in Section 2.4, the generalized characters are constant on conjugacy classes with respect to the conjugation by the subgroup S(n − 1). Thus in the tables of generalized characters the rows (generalized characters) and columns (conjugacy classes) are indexed in the same way. For the cases of S(3), S(4) the tables of normalized generalized characters can be obtained directly from Definition 2.3.1.
Degree 3
Class (4 * ) (3, 1 * ) (3 * , 1) (2, 2 * ) (2, 1, 1 * ) (2 * , 1, 1) (1, 1, 1, 1 * ) Order 6 2 6 3 3 3 1 Γ (4 * ) 6 6 6 6 6 6 6
6 6 6 -6 -6 6 In the tables of the generalized characters presented above the order means the number of elements in the corresponding conjugacy class.
3. A Murnaghan-Nakayama type rule for the generalized characters 3.1. Notation. We say that a box b in a Young diagram λ is in position (i, j) if b is in row i and column j of λ. A Young tableau of shape λ is a filling of the Young diagram λ with the numbers 1, 2, . . . , n. Young tableaux in which the numbers are increasing left to right across the rows and increasing down the columns of λ are called standard. We denote by SYT(λ) the set of the standard Young tableaux of shape λ.
The content of a box b in λ which is in position (i, j) in λ is given by j − i. We write c(b) = j − i. Let T be a Young tableau with n boxes, and let k be a number which takes a value from 1 to n. We denote by c T (k) the content of that box of T which is occupied by k. For example, if T is given by we have c T (5) = 0, c T (8) = 2, and so on. A skew Young diagram λ/ν is a border strip if it is connected and does not contain any 2 × 2 block of boxes. A skew Young diagram λ/ν is a broken border strip if it does not contain any 2 × 2 block of boxes. Therefore, a broken border strip is a union of connected components, each of which is a border strip.
We introduce the following terminology (cf. Halverson and Ram [HalRam] ). A sharp corner in a broken border strip is a box with a box below it and a box to its right. On the contrary, a dull box of a broken border strip is a box with no box to its right, and no box below it. Alternatively, a dull box can be characterized by the following property: if we remove a dull box from a broken border strip λ/ν we obtain a new broken border strip µ/ν such that µ ր λ.
The following figure shows a broken border strip with two connected components where each of the sharp corners has been marked with an s and each of the dull boxes has been marked with a d:
Recall (see Macdonald [Mac] ) that the height of a connected component (i.e. of a border strip) is defined to be one less then the number of rows it occupies. We define the height of a broken border strip λ/ν as the sum of the heights of the connected components of λ/ν. We will denote the height of a broken border strip λ/ν by λ/ν . , where 1 ≤ j ≤ n, and ρ is a partition of n − j, the value of the generalized character Γ (λ,µրλ) at permutations of S(n) of the cycle-type (j, ρ) (with respect to conjugations by
where χ ν ρ denotes the value of the irreducible character of S(n − j) at permutations of the group S(n − j) of the cycle type ρ, and ϕ µ/ν,λ/ν is a combinatorial coefficient associated with the marked skew Young diagram λ/ν (the box λ/µ of the skew Young diagram λ/ν is distinguished). This combinatorial coefficient is defined by
0, otherwise where SC and DB denote the sets of sharp corners and dull boxes in λ/ν, respectively, and λ/ν is the height of λ/ν.
For example, let us compute the value of the generalized character corresponding to λ = (3, 2, 1) and µ = (3, 2) at the permutation (15)(2)(346). This permutation has the following cycle type: j = 3, ρ = (2, 1). The formula in the statement of Theorem 3.2.1 says that Γ (3,2,1),(3,2) ( (15)(2)(346)) is a sum of two terms since there are only two Young diagrams ν with 6 − 3 = 3 boxes such that ν ⊆ µ. These diagrams are (3) and (2, 1). Correspondingly, we need to consider contributions from two skew Young diagrams λ/ν, where the numbers in the boxes are the contents of the corresponding boxes. We note that the height of the first diagram is 1, and the height of the second diagram is 0. From the formula for the generalized characters we then find Γ (3,2,1),(3,2) ((15)(2)(346)) = χ
(2,1) (−1)
where we have used χ 4.1. The projection formula. A general form of a generalized character (or a spherical function of the Gelfand pair (S(n)× S(n − 1), diag S(n − 1)) is as follows (see Travis [Trav] , Brender [Bren] , Olshanski [Olsh] for more details). Suppose that λ and µ are any Young diagrams such that |λ| = n, |µ| = n − 1, and µ ր λ (recall that such Young diagrams are parameters of generalized characters). Consider the corresponding irreducible representationsρ λ and ρ µ of the groups S(n) and S(n − 1). LetṼ λ and V µ be vector spaces on which the irreducible representationsρ λ and ρ µ are realized. Since ρ µ occurs inρ λ |S(n) with multiplicity 1, we may assume that V µ ⊂Ṽ λ . Denote by P λ µ the projection fromṼ λ onto V µ . Then for any π ∈ S(n)
From this projection formula it is not hard to determine the values of the generalized characters Γ λ,µրλ on n-cycles. This can be done using the Jucys-Murphy elements X 1 , X 2 , . . . , X n defined by
In particular, X 1 = 0. (The Jucys-Murphy elements were introduced independently in Jucys [Ju] and Murphy [Mur] . In the paper by Okounkov and Vershik [OkVer] the JucysMurphy elements are used to give a new approach to the representation theory of S(n), see, in particular, their proof of the classical formula for the values of irreducible characters of S(n) on n-cycles, Proposition 8.2 in Okounkov and Vershik [OkVer] . We also remark that in references [Ok1, Ok2] , [Olsh, Olsh1] the Jucys-Murphy elements are used in the infinite-dimensional representation theory.) Now observe that X 2 X 3 . . . X n is equal to the sum of all n-cycles in S(n). Moreover, the eigenvalue of X 2 X 3 . . . X n on any Young basis vector inṼ λ equals
if λ is a border strip of height b, and equals zero otherwise, see Okounkov and Vershik [OkVer] , Proposition 8.2. Clearly, a generalized character has the same value on each n-cycle, and using the projection formula, equation (4.1.1), we find that Γ λ,µրλ (12 . . . n)) equals
if λ is a border strip, and equals zero otherwise. If λ is a border strip of height b with n boxes, then λ = (a + 1, b), and a + b + 1 = n. Note also that if µ is obtained from λ by removing one box, and λ = (a + 1, b), the following two possibilities arise. The first possibility is that the Young diagram µ has the form (a, b), and the second possibility is that the Young diagram µ has the form (a+1, b−1). In the first case dim V µ = n − 2 b , and in the second case dim V µ = n − 2 b − 1 . Therefore, we obtain
λ is not a border strip.
It is instructive to check that the same result follows from the general formula in the statement of Theorem 3.2.1. If we are interested in the value of the generalized character on the cycle (1, 2, . . . , n) (i.e. in the value of Γ λ,µրλ (j=n,ρ=∅) ), then the sum in the expression for the generalized characters in Theorem 3.2.1 is reduced to one term only. This term corresponds to the empty diagram, ν = ∅, and the term itself is equal to ϕ µ,λ . But ϕ µ,λ = 0 only if λ is a border strip. (λ is a Young diagram, and not a skew Young diagram. Thus λ is necessarily connected.) Parameterizing λ as (a + 1, b) and considering two possible cases when µ = (a, b), and µ = (a + 1, b − 1) we obtain the formula for the generalized character on the cycle (1, 2, . . . , n), equation (4.1.2).
However, the derivation of the formula for the generalized characters in a more general situation demands an additional work. The idea is to use Young's orthogonal representation and extend the methods of the paper by Greene [Gr] to the case of the generalized characters.
4.2. Application of Young's orthogonal representation. Let T be a Young tableau with n boxes. For each π ∈ S(n), let πT denote the Young tableau obtained from T by replacing each entry i of T by its image π(i) under π. Since S(n) is generated by the transpositions (k, k + 1) for 1 ≤ k < n, it is sufficient for many purposes to determine the action of these transpositions on T . Now for each standard Young tableau T of shape λ with n boxes, and for each transposition (k, k + 1) in S(n) we definẽ
In particular we have an action of the group S(n) on the vector space consisting of all R-linear combinations of the standard Young tableaux of shape λ. Young's theorem [Young] says that this is a representation of S(n) which is known as Young's orthogonal representation.
Let π be a permutation of S(n) which is in the standard form:
where {a 1 , a 2 , . . . , a K } is the cycle-type of the permutation π, and we have written b i = a 1 + . . . + a i for i = 1, 2, . . . , K. For every Young tableau T of shape λ with n boxes, and for every permutation π of S(n) which is in the standard form we set
It turns out that the diagonal entries of the matrices in the Young orthogonal representation can be expressed in terms of △ π (T ). To present an explicit formula let us introduce a linear order on the set SYT(λ) of the standard Young tableaux of shape λ. Namely, if T i and T j are such that the largest disagreeing number occurs in a lower row in T j , than T i we say that T i precedes T j in the ordering. This is known as the last-letter ordering of tableaux. For example, if λ = (2, 2, 1) then the last-letter ordering is With these notations we have
The proof is based on Young's orthogonal representation (described above in this Section).
For details see Greene [Gr] , Lemma 2.4 and Ratherford [Ruth] , page 43. Formula (4.2.1) says that in order to compute the irreducible character of S(n) parameterized by the Young diagram λ we need to sum up the right-hand side of equation (4.2.1) over the set SYT(λ) of all standard Young tableaux of shape λ with n boxes. On the other hand, the generalized character parameterized by the pair of the Young diagrams λ and µ is given by the projection formula, equation (4.1.1). This formula implies that the generalized characters can be represented as sums over certain subset of SYT(λ). Denote this subset by SYT(λ, µ). It is clear what SYT(λ, µ) is. It consists of all standard Young tableaux of the shape λ such that the number n occupies the box λ/µ. Therefore we obtain
4.3. The generalized characters as sums over sequences of Young diagrams. Let λ be a Young diagram with n boxes, and µ ր λ. Let ν be yet another Young diagram such that ν ⊆ µ. Suppose that the number of boxes in the skew Young diagram λ/ν equals m. We set
Proposition 4.3.1. Let π be a permutation of S(n) which is in the standard form, π = (1, 2, . . . , a 1 )(a 1 + 1, . . . , a 1 + a 2 ) . . . 
where the sum is over all sequences S of Young diagrams λ 1 , λ 2 , . . . , λ K−1 such that
is a skew diagram with a i boxes for any i from 1 to K − 1, λ 0 ≡ ∅, and µ/λ K−1 is a skew diagram with a K − 1 boxes.
Proof. As it is clear from the definition of △ π (π) (see Section 4.2) formula (4.2.2) for the generalized character Γ (λ,µրλ) (π) can be rewritten explicitly as follows
In this formula we collect the terms according to positions occupied by various segments of numbers {1, 2, . . . , a 1 }, {a 1 + 1, . . . , a 1 + a 2 }, . . . , {b K−1 + 1, . . . , n − 1}, and obtain
where the sum is over Young diagrams λ 1 , . . . , λ K−1 with b 1 , . . . , b K−1 boxes correspondingly. Now we use the fact that the products above make sense if the tableaux (or skew tableaux) have values in any ordered set, and these products depend only on the positions and the linear order of symbols. This enables us to rewrite the product in the sum over sequences of Young diagram as
which gives the formula in the statement of the Proposition. Formula (4.3.1) leads us to a Murnaghan-Nakayama type rule for the generalized characters Γ λ,µրλ provided explicit formulae for △(λ/ν), △(µ/ν; λ/ν) are determined. At this point we turn again to the work of Greene [Gr] . Working in the case of irreducible characters of S(n) (or spherical functions of the "balanced" Gelfand pair (S(n)×S(n), diag S(n)) Greene suggested an approach to compute △(λ/ν). The next section reproduces these computations.
Computation of △(λ/ν).
In this Section λ/ν denotes a skew Young diagram with n boxes. Following Greene [Gr] , we fix a standard labelling of the boxes of the skew Young diagram λ/ν. By a standard labelling we mean the one which labels boxes in a skew Once the standard labelling is introduced we can regard each standard Young tableau T of shape λ/ν as a map T : {1, 2, . . . , n} → {1, 2, . . . , n}. This map is defined by the condition that T (i) (the value of T at an element i of the set {1, 2, . . . , n}) is equal to the entry of the box labelled by i in the standard tableau T . For example, if the standard tableau T is 3 4 6 2 1 5 then the map T : {1, 2, 3, 4, 5, 6} → {1, 2, 3, 4, 5, 6} is defined by T (1) = 1, T (2) = 5, T (3) = 2, T (4) = 4, T (5) = 6, T (6) = 3. Let x 1 , x 2 , . . . , x n be indeterminates, and assign to each skew Young diagram with n boxes a rational function constructed with indeterminates x 1 , x 2 , . . . , x n . Namely, if λ/ν is a skew Young diagram with n boxes we assign to λ/ν a rational function X λ/ν (x 1 , x 2 , . . . , x n ) defined by
.
It is not hard to figure out how this rational function is related with △(λ/ν). Indeed, X λ/ν (x 1 , x 2 , . . . , x n ) is a sum of terms, and each of these terms corresponds to a standard Young tableau of shape λ/ν. Suppose that in each such term we replace the indeterminates x 1 , x 2 , . . . , x n by positive integers which are contents of boxes of the Young diagram λ/ν. Namely, assuming the standard labelling of λ/ν we replace x 1 by the content of the box labelled by 1, x 2 by the content of the box labelled by 2, and so on. Under such a replacement the rational function X λ/ν (x 1 , x 2 , . . . , x n ) is converted into △(λ/ν) as it is clear from the definition of △(λ/ν), see Section 4.3. The above consideration shows that the problem of computation of △(λ/ν) can be reduced to that of finding of an explicit formula for the rational function X λ/ν (x 1 , x 2 , . . . , x n ). Here we present a rational-function identity for X λ/ν (x 1 , x 2 , . . . , x n ). This identity is one of the central results of the paper by Greene [Gr] .
Let us introduce a tableau T λ/ν (x 1 , . . . , x n ) of shape λ/ν, obtained by inserting the indeterminates x 1 , x 2 , . . . , x n according to standard labelling of λ/ν. For example, if λ = (3, 2, 2, 1), ν = (1) then T λ/ν is 
where D λ denotes the set of pairs x i , x j with i < j which are adjacent in some diagonal in T λ/ν (x 1 , . . . , x n ), R λ/ν denotes the set of pairs adjacent in some row of T λ/ν (x 1 , . . . , x n ), and C λ/ν denotes the set of pairs adjacent in some column of T λ/ν (x 1 , . . . , x n ).
If λ/ν is disconnected, X λ/ν (x 1 , . . . , x n ) = 0.
For example, if λ = (3, 2, 2, 1), ν = (1), then Theorem 4.4.1 asserts the following expression for X λ/ν :
The relation between the rational function X λ/ν and △(λ/ν) (described above in this Section) provides us with a formula for △(λ/ν). Namely, (4.4.1) △(λ/ν) = (−1) <λ/ν> , λ/ν is a border strip, 0, otherwise.
One of our objectives in the following study is to find an analogue of the last written formula for △(µ/ν, λ/ν) introduced previously in Section 4.3. If a formula for △(µ/ν, λ/ν) is granted, we could obtain an explicit expression for the generalized character Γ λ,µրλ , as it is clear from equation (4.3.1). In order to compute △(µ/ν, λ/ν) we introduce a function X λ/ν,µ/ν (x 1 , x 2 , . . . , x n ), and derive a rational-function identity for X λ/ν,µ/ν (x 1 , x 2 , . . . , x n ).
4.5.
A rational-function identity related with △(µ/ν, λ/ν). Let ν ⊆ µ ⊂ λ, λ/ν be a skew Young diagram with n boxes, µ/ν be a skew Young diagram with n − 1 boxes, and µ ր λ. As in Section 4.4 we fix the standard labelling of the boxes of λ/ν. Suppose a box λ/µ is labelled by number l(λ/µ) under this standard labelling. We can now regard each standard Young tableau T of shape µ/ν (filled by numbers 1, 2, . . . , n − 1) as a map
where T (j) is the entry in the box labelled by j in the standard tableau T of shape µ/ν. For example, if λ = (2, 2, 1), µ = (2, 1, 1), and ν = (1) we fix the following labelling can be understood as the map T : {1, 2, 4} → {1, 2, 3}, under which T (1) = 3,T(2)=1, T (4) = 2. With this understanding of the standard Young tableaux of shape µ/ν we define an algebraic expression with indeterminates x 1 , x 2 , . . . , x n . Namely, to the pair of the skew Young diagrams λ/ν and µ/ν we assign the rational function
For example, if λ = (2, 2, 1), µ = (2, 1, 1) and ν = (1) the right-hand side of the latest written expression takes the following form:
We recall that X λ/ν,µ/ν (x 1 , . . . , x n ) was introduced with the purpose to compute △(µ/ν, λ/ν) included in the formula for the generalized characters Γ λ,µրλ , see equation (4.3.1). It follows from the definition of △(µ/ν, λ/ν) that if we replace the first argument of X λ/ν,µ/ν , x 1 , by the content of the box λ/ν labelled by 1, the second argument of X λ/ν,µ/ν , x 2 , by the content of the box λ/ν labelled by 2, etc, we obtain △(µ/ν; λ/ν). Now we observe a relation between X λ/ν (x 1 , . . . , x n ) introduced in the previous Section, and X λ/ν,µ/ν (x 1 , . . . , x n ). Namely, we have
(The last written expression is obtained if we decompose the set SYT(λ/ν) into different subsets parameterized by Young diagrams µ such that µ ր λ. Each such subset includes standard Young tableaux of shape λ/ν with n boxes, and is characterized by the property that the number n occupiers the same box, λ/µ, at each tableau.) We can also rewrite the second expression for X λ/ν,µ/ν (x 1 , . . . , x n ) using the definition of X λ/ν,µ/ν (x 1 , . . . , x n ), which gives
Moreover, by a similar consideration we can find a recurrent relation for X λ/ν,µ/ν (x 1 , . . . , x n ). Indeed,
where it is assumed that µ ⊇ γ ⊇ ν, l(µ/γ) is the label of the box µ/γ under the standard labelling, and in the last expressionx l(λ/µ) means that x l(λ/µ) is removed from the arguments of X µ/ν,γ/ν . The above recurrent relation gives us a convenient way to represent X λ/ν (x 1 , . . . , x n ) and X µ/ν,λ/ν (x 1 , . . . , x n ) graphically. For example, we can find explicit expressions for X (3,1) (x 1 , x 2 , x 3 , x 4 ), X (3,1),(2,1) (x 1 , x 2 , x 3 , x 4 ), and X (3,1),(3) (x 1 , x 2 , x 3 , x 4 ) using the picture below (see Fig. 1 ).
relations, see equation (4.5.3)) we find
and X (3,1) (x 1 , x 2 , x 3 , x 4 ) = X (3,1),(2,1) (x 1 , x 2 , x 3 , x 4 ) + X (3,1),(3) (x 1 , x 2 , x 3 , x 4 ). Now we are in a position to give a rational-functional identity for X λ/ν,µ/ν (x 1 , . . . , x n ). It will be clear from the subsequent considerations that for our purposes it is enough to consider the situation when λ/ν is a broken border strip. Let {d 1 , . . . , d m } be the labels of the dull boxes of the broken border strip λ/ν. (Recall that we assume the standard labelling of Young diagrams introduced in the beginning of Section 4.4). We note that one of the numbers from the set {d 1 , . . . , d m } labels the box λ/µ. Suppose this number is d i , where the index i takes some value from 1 to m. Let {s 1 , . . . , s l } be the labels of sharp corners of the broken border strip λ/ν. Both these sets, {d 1 , . . . , d m } and {s 1 , . . . , s l }, are subsets of the set {1, 2, . . . , n}, where n is the number of boxes in λ/ν. Recall that T λ/ν (x 1 , x 2 , . . . , x n ) is a tableau of shape λ/ν obtained by inserting the indeterminates x 1 , . . . , x n according to the standard labelling of λ/ν. Theorem 4.5.1. If λ/ν is a broken border strip, then
where C λ/ν denotes the set of pairs x i , x j with i < j which are adjacent in some column of T λ/ν (x 1 , . . . , x n ), R λ/ν denotes the set of pairs x i , x j with i < j which are adjacent in some row of T λ/ν (x 1 , . . . , x n ), x d 1 , . . . , x dm are indeterminates associated with the dull boxes of T λ/ν (x 1 , . . . , x n ), and x s 1 , . . . , x sm are indeterminates associated with the sharp boxes of T λ/ν (x 1 , . . . , x n ).
For example, if the tableau T λ/ν is that pictured below,
x 18
x 17
x 13 x 14 x 15 x 16
x 12
x 11
x 10
x 9
x 6 x 7 x 8
x 5
x 4
x 1 x 2 x 3 and the box corresponding to λ/µ is occupied by x 8 , Theorem 4.5.1 gives the following expression for X λ/ν,µ/ν :
Proof. The proof of the rational-functional identity for X λ/ν,µ/ν is by induction. In the situation when λ/ν is a broken border strip with two boxes, the asserted identity can be checked directly using the definition of the algebraic expression X λ/ν,µ/ν , equation (4.5.1). Assume that the asserted identity holds for every broken border strip which consists of n − 1 boxes. We are going to show that this assumption implies the asserted identity for every broken border strip consisting of n boxes. To this end consider all Young diagrams
be the labels of the boxes µ/µ 1 , µ/µ 2 , . . . , µ/µ k , respectively (once again, the standard labelling of µ/ν is assumed). With these notations the recurrent formula for X λ/ν,µ/ν derived previously in this Section can be rewritten as
Clearly, the boxes labelled by 
Insert this expression to the recurrent formula (equation 4.5.4) and obtain:
In order to simplify the expression in the brackets apply the well known algebraic identity
, which gives a rational-functional representation for X λ/ν,µ/ν :
It remains to show that the last written expression actually coincides with that in the statement of the theorem. To check this consider two different possibilities.
a) The first possibility is that the broken border strips λ/ν and µ/ν have the same set of sharp corners. Then the numerator in the last written expression is exactly the same as that in the formula for X λ/ν,µ/ν in the statement of the theorem. If this possibility is realized it can happen, however, that the skew Young diagrams λ/ν and µ/ν have different dull boxes. If it is so suppose that the dull box of µ/ν labelled by d ′ j is not a dull box of λ/ν. Then the corresponding term, (
, can be joined to one of the products, 
, and if the broken border strips λ/ν and µ/ν have the same set of sharp corners we are done. b) If the second possibility is realized, i.e. the number of sharp corners of µ/ν is less then that of λ/ν, we note that there exists a label s j which does not coincide with any labels s ′ 1 , s ′ 2 , . . . , s ′ p . In this situation multiply the numerator and the denominator by (x d i − x s j ), and after that, in the denominator, join this multiplier, (x d i − x s j ), to one of the products
(Note that the box labelled by s j can be situated either just above the box labelled by d i , or just to its left. In any case d i > s j ). Therefore the situation which arises when the second possibility is realized can be reduced to the case considered in a) (when the broken border strips λ/ν and µ/ν have the same set of sharp corners.) 4.6. Computation of △(µ/ν, λ/ν). The results of the previous Section enable us to compute △(µ/ν, λ/ν), and thus to derive a formula for the generalized characters. Let us first prove the following Proposition 4.6.1. Let λ/ν be any skew Young diagram containing a 2 × 2 block of boxes (which means that λ/ν is not a broken border strip). Then △(µ/ν, λ/ν) = 0
Proof. The proof is by induction, and it is based on an application of the following relations:
(The first relation follows from the fact that △(λ/ν) = 0, if λ/ν is not a broken border strip, see equation (4.4.1), and from the relation between algebraic expressions X λ/ν and X λ/ν,µ/ν , equation (4.5.2). The second relation follows from equation (4.5.3).) Assume that the assertion is valid for all skew Young diagram λ/ν with n − 1 boxes. Let us prove that this implies the validity of the assertion for the case of skew Young diagrams with n boxes. a) If λ/ν includes a 2 × 2 block, and µ/ν contains a 2 × 2 block (where µ ր λ), then △(γ/ν, µ/ν) = 0 for all γ ր µ (assumption for n − 1), and △(µ/ν, λ/ν) = 0 as it follows from equation (4.6.2) (all terms in the sum in the right-hand side of equation (4.6.2) are zeros). b) It remains to consider the case when the skew Young diagram under consideration, λ/ν, includes one 2 × 2 block, but the skew Young diagram µ/ν does not include any 2 × 2 blocks. Then equation (4.6.1) gives
Now, by a), all terms in the sum over Young diagrams γ in the right-hand side of the equation above are zeros since all diagrams γ/ν must include a 2 × 2 block of boxes (the same 2 × 2 block which is included in λ/ν). Therefore △(λ/ν, µ/ν) = 0. 
where SC and DB denote the sets of sharp corners and dull boxes in λ/ν, respectively, and λ/ν is the height of λ/ν.
Proof. The formula for △(µ/ν, λ/ν) stated in the Proposition follows immediately from the relation between △(µ/ν, λ/ν) and X λ/ν,µ/ν , and from the explicit formula for X λ/ν,µ/ν (Theorem 4.5.1).
Modules C ′ and Λ[t]
5.1. The ring C. Let S(n) be the group of permutations of the set {1, 2, . . . , n}. Denote by C(n) the space of (complex valued) functions on the group S(n) invariant with respect to conjugations by the elements of S(n). (Thus C(n) is the space of central functions on S(n)).
with the understanding that C(0) = C. We embed S(m) × S(n) in S(m + n) in such a way that S(m) is the group of permutations of the first m elements in the set {1, 2, . . . , m + n}, and S(n) is the group of permutations of the subsequent n elements. Let f ∈ C(m), g ∈ C(n), and we define a bilinear multiplication C(m) × C(n) → C(m + n) by the formula
Thus f · g is an element of C(m + n), and with this multiplication C is a commutative, associative, graded ring with an identity element.
5.2. The module C ′ over C. Suppose S(n − 1) is the subgroup of S(n) realized as the group of permutations of the set {1, 2, . . . , n − 1}. Denote by C ′ (n) the space of (complex-valued) functions on S(n) invariant with respect to conjugations by elements of the subgroup S(n − 1) of the group S(n). We agree that S(0) = {e}, and set
Let us embed S(m) × S(n) in S(m + n) as in § 5.1. Let f ∈ C(m), and g ∈ C ′ (n). We define a bilinear map
by the formula
where π is an arbitrary element of the group S(m + n), and (f × g) is concentrated on the subgroup S(m) × S(n) of S(m + n). With this bilinear map C ′ is a module over the ring C. Let w be an element of S(n), and suppose w belongs to a conjugacy class (with respect to the conjugations by S(n − 1)) parameterized by the pair (j, ρ). Here j takes values from 1 to n, and ρ is a partition of n − j.
We then define a mapping ψ :
. ., and p k is k th power sum. Next we define a mapping
in the following way: if g ∈ C ′ (n), then
We note that if g (j,ρ) is the value of g at the conjugacy class parameterized by (j, ρ), we obtain
is the number of parts of ρ equal to i. We call ch ′ (f ) the characteristic of f , and call ch ′ the characteristic map.
Proposition 5.3.1. The characteristic map ch ′ is an isomorphism between the C-module C ′ and the Λ-module Λ [t] .
Proof. It is enough to show that for every m ≥ 0, n ≥ 1, and for every f ∈ C(m), g ∈ C ′ (n) the following formula holds:
where ch(f ) is defined as in Macdonald [Mac] , I, §7. The left-hand part of this equation is given by formulas (5.2.1), (5.3.2). Using the fact that ψ(w) is constant on conjugacy classes defined with respect to conjugations by S(n − 1), we rewrite ch ′ (f * g) as follows ch ′ (f * g) = 1 |S(m)||S(n − 1)| w∈S(m+n) (f, g)(w)ψ(w).
Since (f × g) is concentrated on the subgroup S(m) × S(n) of the group S(m + n) we can rewrite the expression above as a double sum: ch ′ (f * g) = 1 |S(m)||S(n − 1)| σ∈S(m) π∈S(n) f (σ)g(π)ψ(σ · π).
map ch
′ is called the generalized Schur function associated with the Gelfand pair (S(n) × S(n − 1), diag S(n − 1)). Thus where n = |λ|.
Proof. By (6.2.1), (S λ,µրλ ) and (n −1 dim λ dim µ · S λ,µրλ ) are dual bases of Λ[t] for the scalar product f, g defined by formula (5.4.1). (t k p λ ) and (z −1 λ t k p λ ) are dual bases as well. It follows (cf. Macdonald [Mac] , I, §4, (4.6)) that is the value of Γ λ,µրλ at elements of cycle-type (j, ρ). Hence where the sum is over all partitions λ of n, and partitions µ of n − 1 such that µ ր λ.
6.4. Formula for the generalized Schur functions. The Murnaghan-Nakayama type rule for the generalized characters enables us to give an explicit formula for the generalized Schur functions. Proof. Let θ be a permutation from S(n) which is in the standard form θ = (1, 2, . . . , i 1 )(i 1 + 1, . . . , i 2 ) . . . (i m−1 + 1, . . . , n)
Suppose θ has a cyclic structure (k, ρ) (with respect to the conjugations by S(n − 1)). Then the last cycle of θ (those one which includes n) has length k. Denote this cycle by σ, and denote by π the permutation of the remaining n − k numbers. Thus θ = π · σ, and we have Γ λ,µրλ (π · σ) = Γ Let us insert this expression into formula (6.3.1). We find If we insert this expression into formula (6.4.1) and rewrite s ν as the Jacobi-Trudi determinant we obtain a Jacobi-Trudi like representation of the generalized Schur functions: (6.5.6) This is an analogue of the Jacobi-Trudi formula for the generalized Schur functions.
