Many complex real applications involve the collection of time series data with multiple modalities and of multiple resolutions. For example, in aluminum smelting processes, the recorded process variables typically reflect various aspects of these processes, such as pressure and temperature, and they are often obtained with different time resolutions, such as every 5 minutes and every day. How can we effectively leverage both the multi-modality property and the multi-resolution property of the data for the sake of more accurate prediction of key process indicators (e.g., the cell temperature of the aluminum smelting processes)?
Introduction
Today's industrial practice generates huge amount of time series data for a variety of applications such as yield projection, process and quality control, utility studies, etc. Such data is typically multi-modality in nature. In other words, it is collected from various types of sensors, such as electrical resistance, pressure, and valve position. When modeling the multi-modality time series data, a key challenge is how to coordinate among the sensors with different sampling frequencies, i.e., the multi-resolution property. For example, if one sensor collects data every 5 minutes, and another sensor collects data every day, it can be challenging to integrate the information from both sensors into a unified model.
Existing techniques for time series data analysis is rich at modeling the multi-modality property, and yet insufficient at modeling the multi-resolution property. Given the multimodality multi-resolution (M 3 R) time series data, a simple * IBM T.J. Watson Research Center. Email: yzhu@us.ibm.com. † Three Bridges Capital. Email: jianboliru@gmail.com. ‡ Arizona State University. Email: jingrui.he@asu.edu. baseline is to aggregate the high-resolution time series to obtain the low-resolution version, such that all time series have the same resolution. This strategy, albeit simple, has the potential risk of smoothing out important signals available only in the high-resolution time series. Thus, it is suboptimal for modeling the M 3 R time series data. To address this challenge, in this paper, for the first time, we study such M 3 R data collected from the aluminum smelting processes, and propose an integrated approach to jointly model the multi-modality and multi-resolution properties for the sake of more accurate predictor of key process indicator. In particular, we form an optimization problem, whose objective function reflects both the goodness of fit, and a novel regularizer imposing the consistency across multiple modalities and multiple resolutions. Then, we design an iterative algorithm based on randomized block coordinate descent [12] . In the experiments, we use the synthetic data to test the effectiveness of the novel regularizer in the objective function, and real data from the aluminum smelting processes to see how proposed approach compares with state-of-the-art techniques.
The rest of the paper is organized as follows. In Section 2, we briefly review the related work on time series analysis, multi-view learning, and aluminum smelting processes. In Section 3, we propose an optimization approach for jointly modeling the multi-modality and multi-resolution properties and present the Rand-M 3 R algorithm based on randomized block coordinate descent. We evaluate the performance of the proposed algorithm in Section 4, where we study its overall prediction performance as well as the robustness against small perturbations in the parameters. Finally, we conclude the paper in Section 5.
Related Work
In this section, we briefly review the existing work on time series analysis, multi-view learning, and aluminum smelting process.
Time Series Analysis
In many applications, large quantities of time series data are collected at different resolutions for purposes such as control of complex manufacturing processes [25] , monitoring the health and intensity of use for infrastructure systems [20] , analysis of stock market, forecast wind speed [10] , and detection of network intrusion. Due to the challenge of coherently combining and consistently integrating the information across different levels of resolution, there has been very limited work on multiresolution time series analysis. The work in [4] introduces a multi-scale time series model that couples standard linear models at different levels of resolution with stochastic liner link equations between scales. Jeffrey's rule of conditioning is used to ensure that the probability distributions of processes at the different levels are compatible. In [23] , the authors target a single time series or multiple times series with the same time resolution, and exploit the multi-resolution properties of the wavelet transform. For network anomaly detection, time series are aggregated into difference resolutions and wavelet based methods such as change point detection or time series outlier detection are used across resolutions [24] . [11] presents a cluster-centric forecasting methodology using data aggregated at multiple spatial/spatio-temporal resolutions. To the best of our knowledge, our work is the first to build a predictive model for M 3 R time series data.
Multi-View Learning
The basic idea of multi-view learning is to explore either the consistency property or the complementary information among different views to improve the learning performance. In one of the earliest work for multi-view learning [3] , co-training algorithm is proposed to maximize the mutual agreement on two distinct views. For many problems, the co-training assumptions are violated where Co-EM outperforms co-training [2] . A Co-EM version of the Support Vector Machine is developed [2] by assigning changeable probabilistic labels to unlabeled data. Further a co-regularization algorithm is proposed based on an RKHS with a data-dependent 'co-regularization' norm [13] . More recently, a graph-based framework for multi-task milti-view learning [5] is constructed, which can be reduced to standard supervised learning via RKHS. A deep neural networks (DNNs) extension of canonical correlation analysis (CCA), termed deep CCA [1] are proposed and compared with several DNN-based approaches, along with linear and kernel CCA [21] . A comprehensive survey [22] groups multi-view learning algorithms into three groups: 1) co-training, 2) multiple kernel learning, 3) subspace learning, and discusses a number of applications. Most studies on multi-view learning focus on classification or clustering problems. Very few studies in literature investigate multi-view learning for regression. One original algorithm CoREG makes predictions by averaging the regression estimates generated by two k-nearest neighbor (kNN) regression. Later on [7] presents a multi-view regression via CCA. The algorithm uses unlabeled data via CCA to learn a norm and then uses labeled data in a ridge regression algorithm to provide the prediction. The major difference between our proposed work and existing multi-view learning techniques is that existing work primarily focuses on static data, whereas our proposed work is applied on time-series data with various resolutions.
Aluminum Smelting Process
The smelting process for obtaining aluminum separates alumina into its component parts of aluminum metal and oxygen gas through electrochemical process. To maintain the process in optimal productive state, feedback control is applied based on reaction temperature [6] . Due to the corrosive process property, temperature is measured manually, which is time consuming and costly. Therefore, temperature is only collected every 50 to 100 hours. With advanced sensing technique, huge amount of other process variables that reflect control signals and responses are collected at finer granularity. These process variables combined with existing temperature measurements can be used for predictive modeling and estimating temperature between their measurements. The prediction can enable proactive response to any abnormal process conditions and improve productivity. The automatically collected process variables can be grouped based on control actions, such as power and resistance control, noise control, alumina feed control and chemical combination control. This can be considered as different views from the machine learning prospect. Based on frequency of the control signals and time of the control responses, the corresponding process variables are collected at different granularity, i.e. resolution (e.g., every 10 seconds, 5 minutes, or 1 hour). In practice, for different application purposes and/or due to the challenge of simultaneously learning from multi-resolution data, high resolution data is usually aggregated to relatively low resolution using heuristics, e.g., weighted average. The resulting data structure can be illustrated as shown in Figure 1 , where various shapes represent variables from different views. For example, the three variables denoted by squares in solid line belong to the same view and collected at the highest resolution, e.g., every 10 second. These variables can be aggregated to the medium resolution (e.g., every 5 minutes) and the low resolution (e.g., every 1 hour), denoted by the squares in dash line. The difficulties associated with analyzing such complicated data usually make practitioners give up information at fine granularity. For instance, PCA, PLS and their extensions are used to develop process monitoring and fault detection schemes [17, 19, 18, 16] based on daily or weekly data. Neural networks are developed to forecast weekly bath leve [15] , resistance [9] and, temperature [14] . The use of neural networks, however, lacks the ability of generalize/explain behavior. Kalman filter [8] is used to estimate alumina concentration. While the issue of robustness may limit the effectiveness of using Kalman filter based methods.
The Proposed Work for Learning from
In this section, we present our proposed optimization approach for modeling M 3 R data. We start with introducing notation, and then present the optimization problem, followed by the iterative Rand-M 3 R algorithm based on randomized block coordinate descent.
3.1 Notation Let x 1 , . . . , x N denote N input time series, and t 1 , . . . , t N denote the elapsed time between adjacent measurements for each time series. Traditional techniques for modeling temporal data assume t n = t, i.e., the data is sampled at the same time stamps for all time series. However, for many real applications, this may not be the case. For example, in aluminum smelting processes, certain variables may be sampled with a higher frequency (e.g., every 10 seconds), and others may be sampled with a much lower frequency (e.g., every day). We refer to this property as the 'multi-resolution' property.
Suppose that t 1 , . . . , t N have a set of L unique values
N denote the aligned time series data, such that x (l) is obtained from x with elapsed time t (l) . Notice that if t n > t (l) , then the corresponding aligned time series x (l) n will be 0 everywhere; and if t n ≤ t (l) , then the corresponding aligned time series x (l) n will be an aggregated version of x n , n = 1, . . . , N .
On the other hand, let y denote the target output time series that we aim to predict, such as the key process indicator, temperature, of the aluminum smelting processes. For the purpose of predicting y, the input time series are often of multiple modalities, each of which corresponds to one information source, such as power-related time series data and alumina-feed-related time series data. In this paper, we refer to this property as the 'multi-modality property'. Here, for the sake of exposition, we assume that each modality consists of one time series x n , n = 1, . . . , N , although the proposed techniques can be naturally generalized to multiple time series within each modality.
Optimization Framework
Whereas existing techniques on multi-view learning and time series analysis aim to model one property at a time, in this paper, for the first time, we propose to jointly model the multi-resolution property and the multi-modality property. To this end, we make use of a novel regularizer that imposes both view consistency and resolution coherence. To be specific, we propose the following optimization framework.
where
is an I (l) -dimensional coefficient vector for the n th modality; β
n,i is its i th element; I (l) is the lag for the l th resolution, I
(l)
n is the indicator function of the availability of the n th modality on the l th resolution, and R(·) is the proposed regularizer that depends on both the input time series as well as the coefficient vectors..
The objective function consists of two parts. The first part measures the goodness of fit. Notice that for each time stamp t, we estimate the target output y(t) by computing the average over all the time series and all the available resolutions. And the second part consists of the regularizer R(·), which is designed in such a way that measures both view consistency and resolution coherence. To be specific, it ensures that the prediction results from different modalities and different resolutions should be similar to each other. Notice that it is significantly different from existing multiview regularizers in the sense that the different modalities are allowed to have different resolutions, whereas existing regularizers assume (explicitly or implicitly) that all the modalities have the same resolution.
In our approach, we impose the view consistency and resolution coherence in the regularizer R(·) by comparing the prediction results from all modality/resolution combinations. This is equivalent to comparing the prediction results from each modality/resolution combination with the average over all such combinations, i.e.,
, and γ > 0 is a weight parameter.
Rand-M
3 R Algorithm based on Randomized Block Coordinate Descent To solve the optimization problem in Equation (3.1), we propose to use randomized block coordinate descent algorithm [12] , as it balances between computational complexity and iteration complexity. To this end, we need to decompose the objective function in Equation (3.1) into the sum of two terms, a convex block separable term, and a smooth convex term. Let F (β
N ) denote the objective function in Equation (3.1). It can be shown that
N ) can be re-written as follows.
where Ψ(·) and f (·) are defined in the following way.
It is easy to see that Ψ(·) is the convex block separable term, i.e.,
, and f (·) is the smooth convex term. Furthermore, define U ∈ R (N l I(l))×(N l I(l)) to be an identity matrix, which can be decomposed into N L submatri-
Therefore, for any vector u ∈ R I(l) , F (β + U n×L+l u) has the following upper bound.
In above equation, L n×L+l is the Lipshitz constant associated with modality n and resolution l [12] .
Based on the upper bound in Equation (3.3), we propose the Rand-M 3 R algorithm for learning from M 3 R data in Algorithm 1. It works as follows. In Step 1, we initialize all coefficient vectors β (l) n to 0; then we repeat Steps 3-6 T times. In each iteration, we first randomly pick a resolution l t with equal probability, and randomly pick a modality n t with equal probability; then we update the corresponding coefficient vector using the vector that minimizes
nt , u) with respect to u.
Choose l t = l ∈ {1, . . . , L} with probability 1 L
4:
Choose n t = n ∈ {1, . . . , N } with probability 1 N 5:
The performance of Rand-M 3 R can be analyzed from the following two aspects. First of all, based on Theorem 4 in [12] , if the number of iterations T is sufficiently large, then with a high probability, the difference between the optimal value of the objective function and the objective function evaluated at the solution returned by Rand-M 3 R is arbitrarily small. Notice that the required number of iterations grows linearly with the number of blocks N L. Second, the computational complexity of each iteration in Rand-M 3 R is dominated by Step 5, which solves for the optimal vector u that minimizes V (nt−1)×L+l (β (lt) nt , u). If gradient descent is used in Step 5, it is easy to see that the running time grows linearly with respect to the number of time stamps. In the next section, we will provide empirical evidence demonstrating the relationship between the running time of Rand-M 3 R and other key factors such as the number of time stamps and the number of modalities. 
Experimental Results
In this section, we test the performance of the proposed Rand-M 3 R algorithm on both synthetic and real data collected from the aluminum smelting processes. Since Rand-M 3 R is the first algorithm that jointly models the multi-modality property and the multi-resolution property, we compare its performance with single-modality singleresolution regression methods, multi-view regression based on CCA [7] (MVRCCA) and a special case of Rand-M 3 R that learns from each resolution (with multiple modalities) individually. Different from Rand-M 3 R these methods do not impose both modality consistency and resolution coherence.
Synthetic Data
In this subsection, we first test the performance of Rand-M 3 R on a synthetic data set. The synthetic data consists of 3 modalities and 3 resolutions, i.e., high, medium and low. Each modality/resolution consists of 3 time series. Without loss of generality, each combination of modality and resolution consists of only 1 time series. We first generate the data associated with 3 modalities at the high resolution and aggregate it to the medium and the low resolutions using arithmetic average. The resolution ratio between two adjacent resolutions is 2. The 3 time series at the high resolution are simulated using different ARMA(3,3) models. Their parameters are selected such that the resulting time series are stationary. The dependent variable is a linear combination of the 3 time series at the high resolution with lag 2 and the coefficient vector drawn from a uniform distribution, plus white noise.
Comparison Results
In the following experiments, we use the first 70% time stamps of each time series to train and the rest to test. We select the regularization parameter γ using the training data and repeat the simulation 20 times. Figure 2 compares the performance of Rand-M 3 R vs. learning from each modality/resolution separately, where the x-axis is the number of time stamps, and the y-axis is the Root Mean Squared Error (RMSE). For each comparison scenario, we present the average RMSE and its standard deviation of the 20 repeated runs as the errorbar. Figure 2 shows that Rand-M 3 R is significantly better than learning from each modality/resolution separately in terms of test error. This can be attributed to the novel regularizer used in Rand-M 3 R which encourages prediction consistency across both modalities and resolutions. Figure 3 presents the comparison results of Rand-M 3 R vs. multi-modality regression, where the x-axis is the number of time stamps, and the y-axis is RMSE averaged over 20 runs. For 'High Resolution', we only use the data from high resolution. For 'Mid Resolution', we use the data from both the medium resolution and that aggregated from the high resolution. Similarly, for 'Low Resolution' and 'MVRCCA', we use the data from the low resolution and that aggregated from the high and medium resolutions. Since 'MVRCCA' is only developed for learning from two views, we combine the aggregated simulation data into two modalities and then apply the algorithm proposed in [7] . The 'High Resolution', 'Med Resolution' and 'Low Resolution' methods are based on Rand-M 3 R with single resolution inputs. Figure  3 shows that Rand-M 3 R outperforms multi-view regression and learning from individual resolutions. In addition, compared to Figure 2 , the special case of Rand-M 3 R that learns from each resolution (with multiple modalities) individually is better than learning each modality/resolution separately. These again demonstrate the effectiveness of the proposed Rand-M 3 R algorithm. Figure 4 shows RMSE vs. different values of the parameter given fixed number of time stamps 1000. From this figure, we can see that there is an optimal γ value corresponding to the minimum RMSE on the test set. Given a small perturbations in the parameter, the RMSE does not change dramatically.
Robustness Study

Time Complexity
To empirically evaluate the computational complexity of Rand-M 3 R we did experiments using synthetic data with respect to the number of time stamps and the number of modalities. The experiments have been performed on a personal computer with Intel Core i7-3770 processor and 8 GB of RAM, equipped with Windows 7 operating system. The code has been executed using 64-bit Python 2.7. For each given number of time stamps, we repeat the experiments 100 times and record the mean and stan- dard deviation of CPU time in seconds. We plot the time against the number of time stamps and number of modalities, as shown in Figure 5 . As we can see the processing time scales linearly with respect to both the number of time stamps and the number of modalities. This is consistent with our analysis in Subsection 3.3.
Aluminum Smelting Data
Two sets of process data are collected from an Aluminum smelting process. Each data set includes 174 process variables that are collected every 30 minutes, 2 hours, or 24 hours, which corresponds to high, medium, and low resolution, respectively. These process variables can be grouped into 4 modalities based on process control practice, such as power control, noise control, alumina feed control, and chemical combination control. Table 1 summarizes the data structure in terms of modality and original resolution. The 32 variables in high resolution are also aggregated to medium and low resolution, and the 47 variables in medium resolution are aggregated to low resolution as well. The aggregated process variables combined with the original data can be used for predicting daily temperature. Based on domain knowledge and feature selection, total 34 variables across the 4 modalities and 3 resolutions are selected in this study. We arrange the data by date and keep the first 80% as the training set. In Figure 6 , we report the RMSE on the test set with respect to the number of time stamps in the train set. The methods we compared in this figure are the same as described in the simulation experiments. From Figure 6 , we have the following observations. First, 'Low Resolution' is better than 'Med Resolution' and 'High Resolution'. This implies that Rand-M 3 R leverages data from multiple resolutions to improve the prediction performance. Second, the performance of 'Low Resolution' is better than 'MVRCCA' given the same inputs. This is because Rand-M 3 R can coherently combine information from all four modalities, however, 'MVRCCA' is only developed for two views. Third, Rand-M 3 R performs better than all its competitors that are based on single resolution or data aggregated to single resolution. This validates the improved performance of Rand-M 3 R over other techniques on real data.
Conclusions
In this paper, motivated by process control in aluminum smelting processes, we study time series data with both the multi-modality property and the multi-resolution property.
To this end, we propose an optimization framework, whose objective function consists of both the goodness of fit, and a novel regularizer imposing the view consistency and the resolution coherence. To solve this optimization framework, we first decompose the objective function into two terms, a convex block separable term and a smooth convex term, and then propose an iterative algorithm named Rand-M 3 R based on randomized block coordinate descent to jointly identify the coefficient vectors for each modality and each resolution. Experimental results show that the proposed algorithm Rand-M 3 R outperforms state-of-the-art techniques on both synthetic and real data sets, and that its running time grows linearly with respect to key factors such as the number of time stamps and the number of modalities.
