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In this paper, we discuss shape-preserving properties of the ω, q-
Bernstein polynomials B
ω,q
n (f ; x) introduced by Lewanowicz and
Wozny in [S. Lewanowicz, P. Wozny, Generalized Bernstein poly-
nomials, BIT 44(1) (2004) 63–78] for ω, q ∈ (0, 1). When ω = 0, we
recover the q-Bernstein polynomials introduced by Phillips [G.M.
Phillips, Bernstein polynomials based on the q-integers, Ann. Nu-
mer. Math. 4 (1997) 511–518]; when q = 1, we recover the classical
Bernstein polynomials. For ω, q ∈ (0, 1), we show that the basic
ω, q-Bernstein polynomial basis is a normalized totally positive ba-
sis on [0,1] and that the ω, q-Bernstein operators B
ω,q
n on C[0, 1]
arevariation-diminishing,monotonicity-preservingandconvexity-
preserving. We also show that the ω, q-Bernstein polynomials of
a convex function f in the case ω, q ∈ (0, 1) are monotonic in the
parameters ω and q, for ﬁxed n.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let q > 0. For any non-negative integer k, the q-integer [k]q is deﬁned by
[k]q :=1 + q + · · · + qk−1 (k = 1, 2, . . .), [0]q :=0;
and the q-factorial [k]q! by
[k]q! :=[1]q[2]q . . . [k]q (k = 1, 2, . . .), [0]q! :=1.
For integers k,nwith 0 k  n, the q-binomial coefﬁcient is deﬁned by
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[
n
k
]
q
:= [n]q![k]q![n − k]q! .
We also use the following standard notations (see [1]):
(a; q)0 :=1, (a; q)k :=
k−1∏
s=0
(1 − aqs), (a; q)∞ :=
∞∏
s=0
(1 − aqs) (0 < q < 1).
Clearly,[
n
k
]
q
= (q; q)n
(q; q)k(q; q)n−k
.
In [4], Lewanowicz and Wozny introduced the generalized Bernstein polynomials (we call the
ω, q-Bernstein polynomials): for f ∈ C[0, 1], the ω, q-Bernstein polynomials of f are
B
ω,q
n (f ; x) :=
n∑
k=0
f
( [k]q
[n]q
)
Bnk (u;ω|q), u = ω + (1 − ω)x, (1.1)
where q and ω are positive real parameters, ω /= 1, q−1, . . . , q−n+1, and
Bnk (u;ω|q) :=
1
(ω; q)n
[
n
k
]
q
uk(ωu−1; q)k(u; q)n−k
= 1
(ω; q)n
[
n
k
]
q
k−1∏
j=0
(u − ωqj)
n−k−1∏
s=0
(1 − uqs) (k = 0, 1, . . . ,n), (1.2)
are the basic ω, q-Bernstein polynomials. When ω = 0, we recover the q-Bernstein polynomials intro-
duced by Phillips (see [7]); when q = 1, we recover the classical Bernstein polynomials.
In recent years, the q-Bernstein polynomials have been investigated intensively and a compre-
hensive review of the results on q-Bernstein polynomials along with extensive bibliography on the
subject is given in [6]. However, there are very few works about the ω, q-Bernstein polynomials as
far as we know, since the study of the ω, q-Bernstein polynomials is much more difﬁcult than that of
the q-Bernstein polynomials. It should be mentioned here that various properties of the basic ω, q-
Bernstein polynomials have been studied in [4,5]. Also, we can deﬁne the generalized Bézier curve and
de Casteljau algorithm, which can be used for evaluating the ω, q-Bernstein polynomials iteratively
(see [4]). The purpose of this paper is to investigate shape-preserving properties of the ω, q-Bernstein
polynomials for ω, q ∈ (0, 1). We shall show that the ω, q-Bernstein operators Bω,qn on C[0, 1] which
map from f to B
ω,q
n (f ) are variation-diminishing. If a function f is increasing (decreasing) on [0,1], then
B
ω,q
n (f ) (ω, q ∈ (0, 1)) are also increasing (decreasing) on [0, 1]; and if f is convex (concave) on [0, 1], then
so are B
ω,q
n (f ). These shape-preserving properties stipulate the importance of ω, q-Bernstein polyno-
mials for the computer-aided geometric design. We also show that the ω, q-Bernstein polynomials of
a convex function f in the case ω, q ∈ (0, 1) are monotonic in the parameters ω and q, for ﬁxed n.
Let us recall some properties of the ω, q-Bernstein polynomials and some definitions. The ω, q-
Bernstein polynomials possess the end-point interpolation property:
B
ω,q
n (f ;0) = f (0), Bω,qn (f ;1) = f (1) for all n ∈N.
They leave invariant linear functions:
B
ω,q
n (at + b; x) = ax + b, (1.3)
and are degree-reducing on polynomials, that is, if T is a polynomial of degree m, then Bn,q(T) is a
polynomial of degreemin{m,n} (see [9]). Furthermore, theω, q-Bernstein polynomials are generated
by the generalized de Casteljau algorithm which reduces to the de Casteljau algorithm when q = 1
(see [4]). If ω, q ∈ (0, 1) or (1,∞), then the ω, q-Bernstein operators Bω,qn on C[0, 1] are positive linear
operators on C[0, 1]. In addition, the ω, q-Bernstein polynomials of a convex function f in the case
ω, q ∈ (0, 1) or (1,∞) possess the same monotonicity properties as those of the classical Bernstein
polynomials (see [9]), namely,
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B
ω,q
n−1(f ; x) Bω,qn (f ; x) f (x), x ∈ [0, 1], n = 2, 3, . . .
Let L be a positive linear operator on C[0, 1]. We say that L is monotonicity-preserving (or convex-
ity-preserving) if L(f ) is increasing (or convex) for an increasing (or convex) function f . For any real
sequence v, ﬁnite or inﬁnite, we denote by S−(v) the number of strict sign changes in v. For f ∈ C[0, 1],
we deﬁne S−(f ) to be the number of sign changes of f , that is
S−(f ) = sup S−(f (x0), . . . , f (xm)),
where the supremum is taken over all increasing sequences 0  x0 < · · · < xm  1 for all positive
integersm.We say that L is variation-diminishing if for all functions f ∈ C[0, 1], wehave S−(Lf ) S−(f ).
Similarly, for a matrix T, we say T is variation-diminishing if for any vector v for which Tv is deﬁned,
then S−(Tv) S−(v).
Let us recall that a matrix is said to be totally positive (TP) if all its minors are non-negative. It
is well known that totally positive matrix is variation-diminishing (see [3]). We say that a sequence
 = (φ0(x), . . . ,φn(x)) of real-valued functions is TP on an interval I if, for any points x0 < x1 < · · · < xn
in I, thecollocationmatrix (φj(xi))
n
i,j=0 is TP. If is TPon I and
∑n
i=0 φi(x) = 1, x ∈ I (so that its collocation
matrix is stochastic), we say that is a normalized totally positive system on I.
Let ω ∈ [0, 1), q ∈ (0, 1], x ∈ [0, 1] and let
,qn = (Bn0(ω + (1 − ω)x;ω|q), . . . ,Bnn(ω + (1 − ω)x;ω|q))
be the sequence of the basicω, q Bernstein polynomials. In Section 2, we shall show that forω, q ∈ (0, 1)
the ω, q-Bernstein basis,qn is a good shape-preserving basis, and that the ω, q-Bernstein operators
possess good shape-preserving properties.
Theorem 1. For ω, q ∈ (0, 1), the ω, q-Bernstein basis,qn is a normalized totally positive basis on [0, 1].
Theorem 2. For ω, q ∈ (0, 1), the ω, q-Bernstein operators Bω,qn are variation-diminishing, monotonicity-
preserving and convexity-preserving.
Remark 1. Theabove resultsholdalso forω = 0, q ∈ (0, 1),whichgeneralize theonesof theq-Bernstein
polynomials for q ∈ (0, 1] (see [8, Section 7.5]).
Denote byn the subspace of all polynomials of degree at most n. From [4] we know that
,q
n is
a basis for n. Hence, there exists a non-singular transformation matrix Sn,ω1,q1;ω2,q2 from 1 ,q1n to
2 ,q2n such that
Bn0(u;ω2|q2)
.
.
.Bnn(u;ω2|q2) = Sn,ω1,q1;ω2,q2Bn0(u;ω1|q1)
.
.
.Bnn(u;ω1|q1).
In Section 3, we shall show all elements of the transformationmatrix Sn,ω1,q1;ω2,q2 are non-negative
provided that 0 < q2  q1 ≤ 1 and 0 ω1  ω2 < 1. As a result, we shall prove that the ω, q-Bernstein
polynomials of a convex function f in the case ω, q ∈ (0, 1) are monotonic in the parameters ω and q,
for ﬁxed n.
Theorem 3. For 0 < q2  q1  1 and 0 ω1  ω2 < 1, all elements of the matrix Sn,ω1,q1;ω2,q2 are non-
negative.
Theorem 4. Let f be continuous and convex on [0, 1]. Then, for0 < q2  q1  1, 0 ω1  ω2 < 1, n 2
and all x ∈ [0, 1],
B
ω1,q1
n (f ; x) Bω2,q2n (f ; x).
For f ∈ C[0, 1], letg(x) = f (1 − x). Since for anyω, q > 0, ω /= 1, 1/q, . . . , 1/qn−1 and x ∈ [0, 1], (see [9])
B
ω,q
n (f ; x) = B1/ω,1/qn (g;1 − x),
we get the following corollaries.
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Corollary 1. Forω, q ∈ (1,+∞), theω, q-Bernstein operators Bω,qn are variation-diminishing,monotonicity-
preserving and convexity-preserving.
Corollary 2. Let f be continuous and convex on [0, 1]. Then, for q1  q2  1, ω2  ω1 > 1, n 2 and all
x ∈ [0, 1],
B
ω1,q1
n (f ; x) Bω2,q2n (f ; x).
2. Proofs of Theorems 1–2
Lemma 1 see [2]. A ﬁnite matrix is totally positive if and only if it is a product of 1-banded matrices
with non-negative elements, where a matrix A = (aij) is called 1-banded if, for some l, aij /= 0 implies
l  j − i  l + 1.
Lemma 2. Let = (φ0(x), . . . ,φn(x)) and = (ψ0(x), . . . ,ψn(x)) be the bases ofn and let S be the trans-
formation matrix from to, i.e.,
φ0(x)
.
.
.φn(x) = Sψ0(x)
.
.
.ψn(x).
If S is a totally positive matrix and is a totally positive system on [0, 1], then so is.
Proof. Let A and B denote the collocation matrixes (φj(xi))
n
i,j=0 and (ψj(xi))
n
i,j=0 respectively, where
0 x0 < · · · < xn  1. Then A = SB. The matrix B is total positive and by Lemma 1 the product of two
totally positive matrixes is also totally positive. Thus, A is totally positive and therefore, is a totally
positive system on [0,1]. 
Lemma 3 see [3]. If the sequence = (φ0(x), . . . ,φn(x)) is totally positive on [0, 1], then for any numbers
a0, . . . , an,
S−(a0φ0(x) + · · · + anφn(x)) S−(a0, . . . , an).
In the sequel, we always assume that ω ∈ [0, 1), q ∈ (0, 1], u = ω + (1 − ω)x,n is a positive integer.
For 0 k  n, set
P
ω,q
n,k
(x) =
k−1∏
j=0
(
x + ω − ωq
j
1 − ω
)
n−k−1∏
i=0
(
1 − (1 − ω)q
i
1 − ωqi x
)
=
k−1∏
j=0
(x + rj)
n−k−1∏
i=0
(1 − si x), (2.1)
where
rj = rj(ω, q) = ω(1 − q
j)
1 − ω , sj = sj(ω, q) =
(1 − ω)qj
1 − ωqj . (2.2)
Then by (1.2) we have
Bn
k
(u;ω|q) = (1−ω)k(ω;q)n−k
(ω;q)n
[
n
k
]
q
∏k−1
j=0
(
x + ω−ωqj
1−ω
)∏n−k−1
i=0
(
1 − (1−ω)qi
1−ωqi x
)
= (1−ω)k(ω;q)n−k
(ω;q)n
[
n
k
]
q
P
ω,q
n,k
(x).
(2.3)
Obviously, it follows from the monotonicity of the functions ω(1−x)
1−ω and
(1−ω)x
1−ωx that
0 = r0  r1  r2  · · · rn; 1 = s0  s1  · · · sn > 0. (2.4)
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Also for 0 < q1  q2  1,
rj(ω, q1) rj(ω, q2), sj(ω, q1) sj(ω, q2), j = 0, . . . ,n. (2.5)
Similarly, if 0 ω1  ω2 < 1, then by the monotonicity of the functions x(1−q
j)
1−x and
(1−x)qj
1−xqj we get
rj(ω1, q) rj(ω2, q), sj(ω1, q) sj(ω2, q), j = 0, . . . ,n. (2.6)
ProofofTheorem1. Clearly, fromthedefinitionweknowfor arbitrarypositivenumbersa0, . . . , an, if
the sequence (φ0(x), . . . ,φn(x)) is totally positive on [0, 1], then so is the sequence (a0φ0(x), . . . , anφn(x)).
From (2.3) and (1.3) we see it sufﬁces to prove that the sequence
P
,q
n = (Pω,qn,0 (x), Pω,qn,1 (x), . . . , Pω,qn,n (x))
is a totally positive system on [0, 1]. For 0 i, k  n and ﬁxed ω, q ∈ (0, 1), we deﬁne
iRnk(x) =
{
xk
∏n−k−1
j=0 (1 − sjx), n − k  i,
xk(1 − x)n−k−i∏i−1j=0(1 − sjx), n − k > i,
and
iPnk (x) =
{∏k−1
j=0 (x + rj)
∏n−k−1
j=0 (1 − sjx), k  i,
xk−i
∏i−1
j=0(x + rj)
∏n−k−1
j=0 (1 − sjx), k > i,
where sj , rj , j = 0, . . . ,n are given in (2.2). Clearly, for 0 k  n,
nPnk (x) = Pω,qn,k (x), 0Pnk (x) = nRnk(x) = xk
n−k−1∏
j=0
(1 − sjx),
0Rnk(x) = xk(1 − x)n−k. (2.7)
For 0 i < n, it follows from the definition of iRn
k
(x) that for k  n − i,
i+1Rnk(x) = iRnk(x)
and for k < n − i,
i+1Rnk(x) = xk(1 − x)n−k−i−1
i∏
j=0
(1 − sjx)
= xk(1 − x)n−k−i
i−1∏
j=0
(1 − sjx) + (1 − si)xk+1(1 − x)n−k−i−1
i−1∏
j=0
(1 − sjx)
= iRnk(x) + (1 − si) iRnk+1(x).
Similarly, from the definition of iPn
k
(x) we get that for k  i,
i+1Pnk (x) = iPnk (x),
and for k > i,
i+1Pnk (x) = xk−i−1
i∏
j=0
(x + rj)
n−k−1∏
j=0
(1 − sjx)
= xk−i−1(ri − risn−kx + (1 + risn−k)x)
i−1∏
j=0
(x + rj)
n−k−1∏
j=0
(1 − sjx)
= rixk−i−1
i−1∏
j=0
(x + rj)
n−k∏
j=0
(1 − sjx) + (1 + risn−k)xk−i
962 H. Wang / Linear Algebra and its Applications 430 (2009) 957–967
×
i−1∏
j=0
(x + rj)
n−k−1∏
j=0
(1 − sjx)
= ri iPnk−1(x) + (1 + risn−k) iPnk (x).
Hence, if we let⎡
⎢⎢⎣
i+1Pn
0
(x)
.
.
.
i+1Pnn (x)
⎤
⎥⎥⎦ = S(i)
⎡
⎢⎢⎣
iPn
0
(x)
.
.
.
iPnn (x)
⎤
⎥⎥⎦ and
⎡
⎢⎢⎣
i+1Rn
0
(x)
.
.
.
i+1Rnn(x)
⎤
⎥⎥⎦ = T (i)
⎡
⎢⎢⎣
iRn
0
(x)
.
.
.
iRnn(x)
⎤
⎥⎥⎦ , (2.8)
then
T (i) =
⎛
⎜⎜⎜⎜⎜⎝
1 1−si
. . .
. . .
1 1−si
1
. . .
1
⎞
⎟⎟⎟⎟⎟⎠ ,
and
S(i) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
ri 1+ risn−i−1
. . .
. . .
ri 1+ ris0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
From (2.7) and (2.8) we obtain
P
ω,q
n,0
(x)
.
.
.P
ω,q
n,n (x) = S(n−1) · · · S(1)S(0)T (n−1) · · · T (1)T (0)0Rn0(x)
.
.
.0Rnn(x). (2.9)
Obviously, S(i), T (i), i = 0, 1, . . . ,n − 1 are 1-banded matrixes with non-negative elements. Since the
sequence of functions
((1 − x)n, x(1 − x)n−1, x2(1 − x)n−2, . . . , xn−1(1 − x), xn)
is totally positive on [0, 1] (see [10], p. 280), by (2.7), (2.9), and Lemmas 1–2 we obtain that P,qn is a
totally positive system on [0, 1]. The proof of Theorem 1 is complete. 
Proof of Theorem 2. The proof of Theorem 2 follows from Theorem 1 and a lemma by Goodman.
From Theorem 1 we know that the ω, q-Bernstein basis
,qn = (Bn0(u;ω|q),Bn1(u;ω|q), . . . ,Bnn(u;ω|q))
is totally positive for x ∈ [0, 1]. By Lemma 3 we obtain that
S−(Bω,qn (f ; x)) = S−
⎛
⎝ n∑
k=0
f
( [k]q
[n]q
)
Bnk (u;ω|q)
⎞
⎠
 S−
(
f
( [0]q
[n]q
)
, f
( [1]q
[n]q
)
, . . . , f
( [n]q
[n]q
))
 S−(f (x)),
whichmeans that the ω, q-Bernstein operators B
ω,q
n are variation-diminishing. Since the ω, q-Bernstein
polynomials reproduce linear functions, we get for any function f and any linear polynomial p,
S−(Bω,qn (f ) − p) = S−(Bω,qn (f − p)) S−(f − p). (2.10)
A standard reasoningbasedon (2.10) and theend-point interpolationpropertyofB
ω,q
n yields thatB
ω,q
n
are monotonicity-preserving and convexity-preserving (see [8, pp. 287–288]). Theorem 2 is
proved. 
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3. Proofs of Theorems 3–4
LetP
,q
n = (Pω,qn,0 (x), Pω,qn,1 (x), . . . , Pω,qn,n (x)),wherePω,qn,k (x), k = 0, 1, . . . ,naregiven in (2.1). LetTn,ω1,q1;ω2,q2
be the transformation matrix from P
1 ,q1
n to P
2 ,q2
n , that is,
P
ω2,q2
n,0
(x)
.
.
.P
ω2,q2
n,n (x) = Tn,ω1,q1;ω2,q2Pω1,q1n,0 (x)
.
.
.P
ω1,q1
n,n (x). (3.1)
We set
Pn,i
k
= Pi ,qi
n,k
, r
(i)
j
= rj(ωi, qi) =
ωi(1 − qji)
1 − ωi
,
s
(i)
j
= sj(ωi, qi) =
(1 − ωi)qji
1 − ωiqji
, i = 1, 2, j = 0, 1, . . . ,n.
Then
Pn,i
k
(x) =
k−1∏
j=0
(x + r(i)
j
)
n−k−1∏
j=0
(1 − s(i)
j
x), i = 1, 2, k = 0, 1, . . . ,n.
If 0 ω1  ω2 < 1 and 0 < q2  q1  1, then by (2.4)–(2.6) we get for j = 1, . . . ,n,
r
(1)
0
= r(2)
0
= 0 r(1)
j
= rj(ω1, q1) rj(ω1, q2) rj(ω2, q2) = r(2)j , (3.2)
s
(1)
0
=s(2)
0
= 1 s(1)
j
= sj(ω1, q1) sj(ω1, q2) sj(ω2, q2) = s(2)j > 0. (3.3)
Let
Qnk (x) =
k−1∏
j=0
(x + r(2)
j
)
n−k−1∏
j=0
(1 − s(1)
j
x), k = 0, . . . ,n,
and let
Qn0 (x)
.
.
.Qnn (x) = Tn,1Pn,10 (x)
.
.
.Pn,1n (x), P
n,2
0
(x)
.
.
.Pn,2n (x) = Tn,2Qn0 (x)
.
.
.Qnn (x). (3.4)
Then
Tn,ω1,q1;ω2,q2 = Tn,2 Tn,1. (3.5)
Lemma 4. Let  = (φ0(x), . . . ,φn(x)) and  = (ψ0(x), . . . ,ψn(x)) be the bases of n and let a0, . . . , an,
b0, . . . , bn be the positive constants. If S and T are matrixes satisfying
φ0(x)
.
.
.φn(x) = Sψ0(x)
.
.
.ψn(x), a0φ0(x)
.
.
.anφn(x) = Tb0ψ0(x)
.
.
.bnψn(x),
then
S = Diag(a−1
0
, a−1
1
, . . . , a−1n ) T Diag(b0, b1, . . . , bn).
If all elements of the matrix S are non-negative, then it is the case for T .
Lemma 5. The matrix Tn,1 is lower triangular and all elements of Tn,1 are non-negative.
Proof. We use induction on n. The result holds for n = 1 since the matrix T1,1 is the 2 × 2 identity
matrix. Let us assume that the result holds for some n 1. Then
Tn,1
i,j
= 0, (0 i < j  n) and Tn,1
i,j
 0, (i, j = 0, 1, . . . ,n).
964 H. Wang / Linear Algebra and its Applications 430 (2009) 957–967
Since
Qn+1
0
(x) =
n∏
j=0
(1 − s(1)
j
x) = Pn+1,1
0
(x),
we get that
Tn+1,1
0,0
= 1, and Tn+1,1
0,j
= 0, j = 1, 2, . . . ,n + 1.
For 0 < i  n + 1,
Qn+1
i
(x) =
i−1∏
j=0
(x + r(2)
j
)
n−i∏
j=0
(1 − s(1)
j
x) = (x + r(2)
i−1)Q
n
i−1(x),
By (3.4) and induction we get that
Qn+1
i
(x) = (x + r(2)
i−1)
i−1∑
k=0
Tn, 1
i−1,k P
n,1
k
(x) =
i−1∑
k=0
Tn, 1
i−1,k (x + r(2)i−1) Pn,1k (x). (3.6)
Since
(x + r(2)
i−1)P
n,1
k
(x) =
⎛
⎝1 + s(1)n−k r(2)i−1
1 + s(1)
n−k r
(1)
k
(x + r(1)
k
) + r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
(1 − s(1)
n−k x)
⎞
⎠ Pn,1
k
(x)
= 1 + s
(1)
n−k r
(2)
i−1
1 + s(1)
n−k r
(1)
k
k∏
j=0
(x + r(1)
j
)
n−k−1∏
j=0
(1 − s(1)
j
x)
+ r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
k−1∏
j=0
(x + r(1)
j
)
n−k∏
j=0
(1 − s(1)
j
x)
= 1 + s
(1)
n−k r
(2)
i−1
1 + s(1)
n−k r
(1)
k
Pn+1,1
k+1 (x) +
r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
Pn+1,1
k
(x),
by (3.6) we get that
Qn+1
i
(x) =
i−1∑
k=0
Tn, 1
i−1,k
⎛
⎝1 + s(1)n−k r(2)i−1
1 + s(1)
n−k r
(1)
k
Pn+1,1
k+1 (x) +
r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
Pn+1,1
k
(x)
⎞
⎠
= Tn,1
i−1,0
r
(2)
i−1 − r(1)0
1 + s(1)n r(1)0
Pn+1,1
0
(x) + Tn,1
i−1,i−1
1 + s(1)
n−i+1 r
(2)
i−1
1 + s(1)
n−i+1 r
(1)
i−1
Pn+1,1
i
(x)
+
i−1∑
k=1
⎛
⎝Tn,1
i−1,k−1
1 + s(1)
n−k+1 r
(2)
i−1
1 + s(1)
n−k+1 r
(1)
k−1
+ Tn,1
i−1,k
r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
⎞
⎠ Pn+1,1
k
(x).
Therefore,
Tn+1,1
i,0
= Tn,1
i−1,0
r
(2)
i−1 − r(1)0
1 + s(1)n r(1)0
,
Tn+1,1
i,k
= Tn,1
i−1,k−1
1 + s(1)
n−k+1 r
(2)
i−1
1 + s(1)
n−k+1 r
(1)
k−1
+ Tn,1
i−1,k
r
(2)
i−1 − r(1)k
1 + s(1)
n−k r
(1)
k
, (k = 1, . . . , i − 1),
Tn+1,1
i,i
= Tn,1
i−1,i−1
1 + s(1)
n−i+1 r
(2)
i−1
1 + s(1)
n−i+1 r
(1)
i−1
,
H. Wang / Linear Algebra and its Applications 430 (2009) 957–967 965
and
Tn+1,1
i,k
= 0, k = i + 1, . . . ,n.
Hence, by (2.4), (3.2), and induction we get that the matrix Tn+1,1 is a lower triangular matrix with
non-negative elements. 
Lemma 6. The matrix Tn,2 is upper triangular and all elements of Tn,1 are non-negative.
The proof is similar to the one of Lemma 5. We use induction on n. The result holds for n = 1 since
Tn,2 is the 2 × 2 identity matrix. Let us assume that the result holds for some n 1. Since
Qn+1
n+1 (x) =
n∏
j=0
(x + r(2)
j
) = Pn+1,2
n+1 (x),
we get that
Tn+1,2
j,n+1 = 0, j = 0, . . . ,n, and Tn+1,2n+1,n+1 = 1.
Using the formula:
1 − s(2)
n−i x =
1 + r(2)
k
s
(2)
n−i
1 + r(2)
k
s
(1)
n−k
(1 − s(1)
n−k x) +
s(1)
n−k − s(2)n−i
1 + r(2)
k
s
(1)
n−k
(x + r(2)
k
),
by induction we get for 0 i  n,
(1 − s(2)
n−i x)Q
n
k (x) =
1 + r(2)
k
s
(2)
n−i
1 + r(2)
k
s
(1)
n−k
Qn+1
k
(x) + s
(1)
n−k − s(2)n−i
1 + r(2)
k
s
(1)
n−k
Qn+1
k+1 (x).
and
Pn+1,2
i
(x) = (1 − s(2)
n−i x) P
n,2
i
(x) =
n∑
k=i
Tn,2
i,k
(1 − s(2)
n−i x)Q
n
k (x)
=
n∑
k=i
Tn,2
i,k
⎛
⎝ 1 + r(2)k s(2)n−i
1 + r(2)
k
s
(1)
n−k
Qn+1
k
(x) + s
(1)
n−k − s(2)n−i
1 + r(2)
k
s
(1)
n−k
Qn+1
k+1 (x)
⎞
⎠
= Tn,2
i,i
1 + r(2)
i
s
(2)
n−i
1 + r(2)
i
s
(1)
n−i
Qn+1
i
(x) + Tn,2
i,n
s
(1)
0
− s(2)
n−i
1 + r(2)n s(1)0
Qn+1
n+1 (x)
+
n∑
k=i
⎛
⎝Tn,2
i,k
1 + r(2)
k
s
(2)
n−i
1 + r(2)
k
s
(1)
n−k
+ Tn,2
i,k−1
s
(1)
n−k+1 − s(2)n−i
1 + r(2)
k−1 s
(1)
n−k+1
⎞
⎠Qn+1
k
(x).
Therefore,
Tn+1,2
i,j
= 0, j < i, Tn+1,2
i,i
= Tn,2
i,i
1 + r(2)
i
s
(2)
n−i
1 + r(2)
i
s
(1)
n−i
;
Tn+1,2
i,k
= Tn,2
i,k
1 + r(2)
k
s
(2)
n−i
1 + r(2)
k
s
(1)
n−k
+ Tn,2
i,k−1
s
(1)
n−k+1 − s(2)n−i
1 + r(2)
k−1 s
(1)
n−k+1
;
Tn+1,2
i,n+1 = Tn,2i,n
s
(1)
0
− s(2)
n−i
1 + r(2)n s(1)0
.
Hence, by (2.4), (3.3), and induction we get that the matrix Tn+1,1 is a upper triangular matrix with
non-negative elements. 
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Proof of Theorem 3. By (2.3), (3.1), and Lemma 4, it sufﬁces to prove that all elements of thematrix
Tn,ω1,q1;ω2,q2 are non-negative. This follows from (3.5), Lemma 5 and Lemma 6. 
Proof of Theorem 4. The proof is essentially given in [8, pp. 288–289]. For simplicity we write
ξ
n,i
j
= [j]qi[n]qi
, Rn,i
k
(x) = Bnk (ωi + (1 − ωi)x;ωi|qi), i = 1, 2.
By Theorem 3, we know that all elements of the transformation matrix Sn,1,2 = Sn,ω1,q1;ω2,q2 are non-
negative. Then
B
ω1,q1
n (f ; x) =
n∑
k=0
f (ξn,1
k
)Rn,1
k
(x), (3.7)
and
B
ω2,q2
n (f ; x) =
n∑
k=0
f (ξn,2
k
)Rn,2
k
(x)
=
n∑
j=0
f (ξn,2
j
)
n∑
k=0
Sn,1,2
j,k
Rn,1
k
(x)
=
n∑
k=0
n∑
j=0
f (ξn,2
j
)Sn,1,2
j,k
Rn,1
k
(x). (3.8)
Since
B
ω1,q1
n (1; x) = Bω2,q2n (1; x) = 1, Bω1,q1n (t; x) = Bω2,q2n (t; x) = x,
by (3.7) and (3.8) we get
n∑
j=0
Sn,1,2
j,k
= 1 (3.9)
and
n∑
j=0
Sn,1,2
j,k
ξ
n,2
j
= ξn,1
k
.
It follows from (3.9) and the convexity of the function f that
f (ξn,1
k
) = f (
n∑
j=0
Sn,1,2
j,k
ξ
n,2
j
)
n∑
j=0
Sn,1,2
j,k
f (ξn,2
j
).
Therefore, by (3.8) we have
B
ω1,q1
n (f ; x) =
n∑
k=0
f (ξn,1
k
)Rn,1
k
(x)
n∑
k=0
n∑
j=0
Sn,1,2
j,k
f (ξn,2
j
)Rn,1
k
(x) = Bω2,q2n (f ; x).
Theorem 4 is proved. 
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