Abstract: The benefits of Model Predictive Control (MPC) as a control technique have been well established. However its application to reference tracking on Digital Servo Drives (DSDs) which typically have very fast update rates is limited by the computational power of presentday processors. This paper presents a novel MPC formulation, which provides a mechanism to trade-off online computation effort with tracking performance, while maintaining stability. This is achieved by introducing a trajectory horizon, which is distinct from the prediction and control horizons typically encountered in MPC formulations. It is shown that increasing the trajectory horizon inherently leads to improved tracking, however larger horizon lengths also have the unwanted effect of increasing online computation. The proposed MPC formulation is compatible with recently developed explicit MPC solutions, and hence the burden of online optimisation is avoided. The proposed approach (formulated as an explicit MPC solution) is successfully implemented on an industrial machine tool DSD, and is shown to outperform the incumbent approach of cascaded PID control.
INTRODUCTION
Machine tools are a fundamental component of modern manufacturing. Essentially every manufactured good is formed, in part, by a machining process. The demands on high precision machine tools are growing at a significant rate as the competing requirements of high accuracy and low cycle time become differentiators between manufacturers. At the heart of the modern machine tool are the motion control elements, which comprise a Computer Numerical Control (CNC) and a number of Digital Servo Drives (DSDs).
Historically, and still today, the majority of DSDs operate on a cascaded PID control architecture (Stephens et al., 2010) . While generally effective and simple to implement, the PID controller does have several limitations, especially as the performance requirements become more exacting. By its nature, it is reactive and thus requires a degree of positioning error to enact control effort. Secondly, in practice the process of tuning them with sufficient performance often requires a high level of skill and experience. Model Predictive Control (MPC) on the other hand is proactive (Maciejowski, 2002) , in that it predicts what control effort, within the constraints of the system, is required to ensure accurate tracking of the reference trajectory. MPC retains a feedback element to account for model uncertainty. Furthermore, an integrator can be embedded into the formulation to account for unknown disturbances (Wang, 2009) . Moreover, given that a suitable dynamic model of the plant is available, tuning the controller is essentially a trade-off between tracking accuracy and control effort. Given the rich literature on system identification (Ljung, 1999) , developing a suitable plant model is generally a straightforward task.
The main limitation of MPC is that significant online computation is required to perform the optimisation. Bemporad et al. (2002) present an algorithm to develop an equivalent closed-form (explicit) solution to the original MPC problem offline. The result is a gain-scheduling algorithm which is a function of a parameter vector that contains the current state of the system and the desired future output. The solution is shown to be piecewise affine in the parameter vector, where different controllers are defined for discrete polyhedral regions X i within the parameter space. The online implementation then simplifies to a sequential search through the regions to locate the one which the current parameter vector belongs to. The controller associated with the identified region is then used to generate the input for the plant. The algorithm to construct the explicit solution is further refined by Tøndel et al. (2003a) . While these approaches have the potential to reduce the online computation requirements, they do result in an increase in the memory used to store the program in the controller hardware. Moreover, as the MPC problem becomes more complex (higher order plant model, more input/output variables, more constraints, longer horizons, etc.) the number of regions in the explicit solution grows. The computational advantage over online optimisation is then somewhat diminished since it can take a long time to locate the appropriate region within the parameter space. In the worst case every region must be explored. Tøndel et al. (2003b) present an algorithm which takes the explicit solution and organises it into a binary search tree. Not only does this drastically reduce the online search time, but it also results in a reduction in the storage requirements.
While the problem formulation by Bemporad et al. (2002) is adaptable to trajectory tracking problems, typically only set-point tracking is implemented. In fact the Hybrid Toolbox for MATLAB (Bemporad, 2010) only allows for set-point tracking. Furthermore, Ferreau et al. (2008) claim that, even with Explicit MPC (EMPC) formulated as a binary search tree, trajectory tracking is impossible from a computation standpoint. This paper explores the application of MPC to trajectory tracking on an industrial machine tool DSD where update periods are in the order of 100 µs. The paper is organised as follows. Section 2 sets up the problem for trajectory tracking in a form suitable for EMPC. Section 3 presents simulation and experimental results from implementation on an industrial machine tool. Finally, in Section 4 some concluding remarks are made.
MPC DESIGN FOR TRAJECTORY TRACKING
Consider a plant, with n states, m controlled outputs and l inputs, which is modelled as the following LTI discretetime system
where x p ∈ R n×1 is the state vector, u ∈ R l×1 is the input vector, y ∈ R m×1 is the output vector, and A p , B p , and C p are constant matrices of appropriate dimensions.
To ensure offset-free tracking in the face of model uncertainties and unknown disturbances, integral action in the controller is desirable. A method for incorporating an integrator within the MPC framework is to modify the plant model so that the input is the control update ∆u(k), rather than control u(k) itself (Prett and Garcia, 1988; Wang, 2009 ). This is achieved by taking the difference of both sides of (1a) to form
Next ∆x p (k) must be connected to the output y(k). Take the difference of both sides of (1b) to form
Finally, defining a new state vector as allows (2) and (3) to be combined to form
(5b) where
and 0 mn is an m×n zero matrix and I m is the identity matrix of size m.
Note that if the full state vector x p is not available via direct measurement, as is typically the case, it can be estimated using, for example, a Kalman filter. The state vector x p , which is used to construct (4), is then replaced with its estimatex p .
In the interest of a simplified notation, the use of (i|k) in the equations that follow should be interpreted as (k+i|k). Consequently, the optimisation objective considered in this implementation of MPC is
whereŷ ∈ R m×1 is the predicted output, r ∈ R m×1 is the reference trajectory,r ∈ R m×1 is the extended reference trajectory (ERT -a full definition of which is given shortly), ∆û ∈ R l×1 is the future change in the control input (∆û(i|k) = 0 for i H u ), and
is the length of the prediction horizon, H u H p is the length of the control horizon, and H t H p is the length of the trajectory horizon. The introduction of H t in the MPC formulation is believed to be a novel approach. Fig. 1 shows the relations between the different horizons.
While not necessary, it typically makes sense for H t = H u , since the inputû becomes constant as the dynamics in the ERT cease. The prediction horizon H p usually needs to be large to ensure stability (Mayne et al., 2000; Maciejowski, 2002) . Fortunately, extending H p has only a minimal effect on the complexity of solving the MPC problem.
On the other hand, extending H t and H u will increase the complexity significantly. Hence, adjusting the length of H t allows improved tracking precision (large H t ) to be traded-off against a lower online computation effort (small H t ). The inclusion of the trajectory horizon in the MPC formulation is especially suited to trajectory tracking with fast update rates.
When evaluating (6) the contribution of the predicted tracking error is weighted by the nonnegative diagonal matrix Q ∈ R m×m , while the magnitudes of changes to the control inputs are weighted by a strictly-positive diagonal matrix R ∈ R l×l . These weights need not be constant at each step in the horizon, hence the inclusion of the index i.
The predicted output is given by    ŷ
where
Noting that for a machine tool DSD the reference trajectory r is typically a set of position commands and the input u is a motor torque (or equivalently a motor current), then the ERT can be defined in several ways. The simplest isr(i|k) = r(H t |k), ∀i ∈ [H t + 1, H p ]; effectively a zeroorder hold (ZOH). With this choice, the predicted input u at the end of the control horizon will be required to reverse in order to drive the axis velocity to zero. Since machine tools typically follow smooth contours, a better choice, which is proposed in this paper, is a first-order hold (FOH) as shown in Fig. 1 . In this way, at the end of the control horizon the predicted inputû will approach a level that produces a velocity close to that of the reference trajectory at k + H t . To implement a FOH-ERT, there is the additional requirement that H t 2. The FOH-ERT is given byr (i|k) = r(H t − 1|k)
and 0 m is an m×m zero matrix.
With respect to
, and
equation (6) may be rewritten as
Here
where Θ t and Θ p are respectively the first m(H t − 2) rows and the last m(H p − H t + 2) rows of Θ, and 0 u is a zero matrix of size l×lH u .
In addition, it is possible to define constraints on the input u, the input change ∆û, and the outputŷ aŝ
∆û min ∆û(i|k) ∆û max ∀i ∈ [0, H u − 1] , and (10)
These constraints can be expressed in terms of ∆U and combined (see Maciejowski 2002) to form
Equation (8) in conjunction with (12) is in the standard form of a quadratic optimisation problem, where θ(k) is a parameter vector and is known a priori. At each sample instant k, the optimisation is solved and the input u(k) = u(k − 1) + ∆û(0|k) is applied to the plant. At the next sample instant the optimisation is repeated using the updated parameter vector and a shifted horizon.
To address the issue arising from the limited computational power associated with modern industrial DSDs, the problem is formulated as an explicit MPC solution (Bemporad et al., 2002; Tøndel et al., 2003a) , yielding solutions for ∆û of the form ∆û
where M i ∈ R l×(n+m+l+mHt) and m i ∈ R l×1 represent the controller gains associated with polyhedral region X i .
RESULTS AND DISCUSSION
In this section, the performance of the proposed control methodology is demonstrated both in simulation and experimentation. The system chosen for testing is the headstock (servo) axis of the production 5-axis CNC tool and cutter grinding machine shown in Fig. 2 . The headstock with a large workpiece mounted is shown in Fig. 3 . The architecture of the motion control system for this machine is as follows. The CNC interprets a part program and generates a sequence of position commands for each of the axes at a rate of 250 Hz (or one every 4 ms). These position commands are determined so that constraints on the axes in terms of position, velocity, acceleration and jerk (the time derivative of acceleration) are met. The only constraint which must be maintained at the DSD level is the magnitude of the motor current; that is, the input to the mechanical plant u. Hence only the constraint given by (9) must be included in the MPC formulation.
Plant Model
Derivation of the plant model for the headstock axis of the CNC grinding machine (including the large workpiece) and the methods used for identification, is presented in Stephens et al. (2010) . It is given by In this fourth order model (n = 4), the single input (l = 1) is the motor current in milliamps, and the single output (m = 1) is the motor position in degrees. The update period is 500 µs 1 . The only measured state is the motor position; hence the other states must be estimated using a Kalman filter. In addition, it should be noted that this is a direct-drive rotary axes and operates in modulo 360 deg. This must be accounted for when calculating the plant states and also the ERT.
Simulation Results
Initially, results obtained via simulation are used to compare the different control approaches. The investigation begins with a comparison between cascaded PID control, MPC set-point tracking (where H t = 1), and MPC trajectory tracking (where H t > 1), using both ZOH-ERT and FOH-ERT schemes. The objective function weights for the MPC are Q(i) = 10 6 , ∀i∈[0, H p ], and R(i) = 1, ∀i∈[1, H u − 1], and the input constraints are ±1000 mA. Since in simulation there is no requirement for real-time calculation, online optimisation is used. The reference trajectory is a sinusoid with an amplitude of 2 deg and a Fig. 2 . A production 5-axis CNC tool and cutter grinding machine. Fig. 3 . Headstock axis loaded with a large workpiece.
frequency of 10 Hz. Fig. 4 shows the results for a FOH-ERT with H t = H u = 8 and H p = 50. The maximum tracking error is found to be 0.0643 deg or 3.2 % of the reference signal amplitude. This can be compared to the performance of a cascaded PID controller used in industry (Fig. 5) .
The maximum tracking error is found to be 0.5021 deg or 25.1 %. Fig. 6 shows the normalised cumulative tracking error for each of the control approaches. It is calculated by summing up the magnitude of the tracking error at each control update over a complete cycle of the sinusoidal reference trajectory, and then normalising to the result for MPC set-point tracking. From this graph it can be seen that as the MPC trajectory horizon is increased, the tracking error decreases. Also for H t > 2, both MPC approaches perform better than the PID controller. And most importantly, for values of H t which are able to be implemented on the available hardware (H t = H u 6), FOH-ERT is superior to ZOH-ERT.
For insight into why FOH-ERT performs better than ZOH-ERT, Figs. 7 and 8 include waterfall graphs with the motor current. The thin lines show the predicted control input along the entire control horizon. 2 In both simulations H t = H u = 4 and H p = 50. Knowing that for a ZOH-ERT, the controller is expecting the trajectory reference to come to rest after H t updates, it is not surprising thatû(H u |k) ≈ 0, ∀k. Note that the plant model includes viscous friction, hence the motor current does not actually have to reverse to ensure that the motor velocity approaches zero along the remainder of the prediction horizon. Comparing this to FOH-ERT, it is seen that the predicted control inputs are a closer match to the actual control inputs, that is, the thin lines follow the thick line 2 Recall that only the first control input is actually applied to the plant. caded PID control, MPC set-point tracking, and MPC trajectory tracking for both ZOH-ERT and FOH-ERT schemes, where H t = H u and H p = 50, for a 10 Hz sinusoidal reference.
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more closely. As a result, the tracking error is greatly reduced.
Experimental Results
Finally, implementation of MPC on a production CNC machine tool (Fig. 2) is presented. MPC is compared to that of a typical PID controller used in industry (Stephens et al., 2010) . Again the input constraints are set to ±1000 mA. 3 Due to the limited computation power of the processor on the DSD, online optimisation is not possible; even EMPC with sequential search is found to be unachievable for H t = H u > 2 (essentially when more than 15 regions, or approximately 50 hyperplanes, must be checked to locate which region the parameter vector belongs to). However, using the binary search tree approach (Tøndel et al., 2003b) , it is possible to implement MPC with longer horizons; as stated previously, up to H t = H u = 6. Fig. 9 shows how an EMPC controller with a FOH-ERT, H t = H u = 3, and H p = 50 performs on the machine. The EMPC contains 11 controllers across 25 polyhedral regions, and is organised into a binary search tree with 127 nodes, where the maximum depth is 7. The trajectory being tracked by the axis is essentially a trapezoidal velocity profile, with a stroke of 270 deg and a maximum velocity of 60 RPM. Since the current remains well within the input limits, the EMPC never leaves region 1, which corresponds to controller #1 and linear operation (no constraints are active over the entire control horizon). This can be compared to the PID controller (Fig. 10) where the magnitude of the tracking error is much larger. Fig. 11 shows how the MPC responds to a large position disturbance. As can be seen, shortly after the disturbance is removed at 0.35 s, the position feedback initially overshoots but eventually settles at the set-point. The graph also shows how the controller transitions between different polyhedral regions (with different controllers) as the input constraints along the control horizon become active. Note that while the EMPC solution actually contains 11 controllers, only three (#1, #2 and #3) are required during the transient stage after the disturbance is removed. As a final note, with the current limits set to 12 A, the axis is found to be very stiff and the integrator within the MPC effectively rejects realistic disturbances.
CONCLUSIONS
Where previously trajectory tracking MPC using standard industrial processors was only possible on systems with relatively slow updates, this paper has shown that it is possible to implement MPC on industrial machine tool servo drives, where the update periods are of the order 100 µs. By using the proposed MPC formulation, specifically the inclusion of the trajectory horizon (H t ) and the first-order hold extended reference trajectory (FOH-ERT), it was demonstrated that superior performance can Fig. 11 . The headstock axis of the CNC machine tool rejecting a large position disturbance using EMPC with FOH-ERT, H t = H u = 3, and H p = 50.
be achieved in comparison to both MPC set-point tracking and cascaded PID control.
