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Abstract If a new signal is established in future LHC
data, a next question will be to determine the signal
composition, in particular whether the signal is due to
multiple near-degenerate states. We investigate the per-
formance of a deep learning approach to signal mixture
estimation for the challenging scenario of a ditau sig-
nal coming from a pair of degenerate Higgs bosons of
opposite CP charge. This constitutes a parameter esti-
mation problem for a mixture model with highly over-
lapping features. We use an unbinned maximum likeli-
hood fit to a neural network output, and compare the
results to mixture estimation via a fit to a single kine-
matic variable. For our benchmark scenarios we find a
∼ 20% improvement in the estimate uncertainty.
1 Introduction
Machine learning techniques have already proven useful
in particle physics, especially for separating signal from
background events in analyses of LHC data. More re-
cently, deep learning methods, such as multi-layer neu-
ral networks, have been shown to perform very well, due
to their ability to learn complex non-linear correlations
in high-dimensional data [1–3]. In this paper we study
the performance of a deep neural network classifier, but
rather than classifying signal vs. background we focus
on estimating the mixture of different signal classes in a
dataset. This is motivated by the not-unlikely scenario
where a new (and possibly broad) resonance is discov-
ered in future LHC data, but limited statistics makes
the interpretation difficult, in particular the question of
whether the signal is due to multiple degenerate states.
ae-mail: steffen.maeland@uib.no
be-mail: inga.strumke@uib.no
In such a scenario it will clearly be important to squeeze
as much information as possible from the available data.
While the approach studied here is general, we take
a Two-Higgs-Doublet Model (THDM) as our example
scenario. In these models the Higgs sector of the Stan-
dard Model (SM) is extended with an additional SU(2)
doublet, predicting the existence of a pair of charged
scalars (H±) and three neutral scalars (h, H, A), one
of which should be the observed 125 GeV Higgs. Sev-
eral more extensive frameworks for New Physics pre-
dict a Higgs sector with the structure of a THDM,
the prime example being the Minimal Supersymmet-
ric Standard Model (MSSM). A further motivation for
THDMs comes from the fact that the extended scalar
sector can allow for additional sources of CP violation
and a strongly first-order electroweak phase transition,
as required for electroweak baryogenesis [4–7]. For a re-
cent study of this, see [8].
We associate the light scalar h with the observed
125 GeV Higgs and take the heavier scalars H, A and
H± to be mass degenerate. The focus of our study is
on the ditau LHC signal from decays of the neutral
states H and A, which in this case are indistinguishable
save for their opposite CP charges. Searches for heavy
neutral Higgses in ditau final states are carried out by
both the ATLAS and CMS collaborations, see [9,10] for
recent results.
The remainder of this paper is structured as follows.
In section 2 we motivate why it is reasonable to expect a
certain level of mass-degeneracy among the new scalars
in THDMs and present our example THDM scenario.
The technical setup for our analysis is given in sec-
tion 3. Here we define our signal models, describe the
procedure for Monte Carlo event generation and detail
the neural network layout and training. In section 4 we
demonstrate H/A signal mixture estimation using the
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2method of fitting a single kinematic variable. The result
serves as our baseline for judging the performance of the
deep learning approach. Our main results are presented
in section 5. Here we estimate the signal mixture via a
maximum likelihood fit to the output distribution from
a network trained to separate H and A ditau events.
The results are compared to those from section 4. We
state our conclusions in section 6.
2 Theory and motivation
The starting point for our study is a THDM scenario
where mH ≈ mA. Our main motivation for this choice
is to obtain a challenging test case for signal mixture
estimation. However, there are also physical reasons to
expect the H and A states to have similar masses.
After requiring that the scalar potential has a mini-
mum in accordance with electroweak symmetry break-
ing, we are left with a model with only two mass scales,
v ≈ 246 GeV and a free mass parameter µ, to control
the four masses mh, mH , mA and mH± . From the point
of view of the general THDM parameter space, the least
fine-tuned way to align the light state h with SM pre-
dictions, as favoured by LHC Higgs data, is to move
towards simultaneous decoupling of the three heavier
states by increasing µ, leaving v to set the scale for
mh = 125 GeV [11]. This points to a scenario where
|mH−mA| . 100 GeV, and quite possibly much smaller,
depending on the quartic couplings of the scalar poten-
tial.1
Further motivation for a small H–A mass difference
can be found in less general realisations of THDMs. For
the type-II THDM in the MSSM the quartic couplings
are fixed by the squares of the SM gauge couplings, re-
sulting in the tree-level prediction that mH − mA .
10 GeV for mA ∼ 400 GeV and tanβ ∼ 1, and decreas-
ing further with increasing tanβ or mA [13]. Another
well-motivated scenario predicting closely degenerateH
and A states is the SO(5)-based Maximally Symmetric
THDM [14].
When mass degenerate, the H and A appear identi-
cal except for their CP charge. If the properties of the
light h deviates from SM predictions, this difference in
CP charge can manifest as non-zero ZZ and WW cou-
plings for H, while for the CP -odd A the Zh coupling
is available. However, these couplings all vanish in the
perfect SM-alignment limit we assume here. Yet the CP
nature of H and A is still expressed as spin correlations
1A large H–A mass difference in this decoupling scenario re-
lies on O(1) quartic couplings. We note that when loop cor-
rections are taken into account, the viability of such scenarios
can be significantly more restricted than what tree-level re-
sults suggest [12].
in fermionic decay modes, impacting the kinematics of
subsequent decays. Here we study the channels H → ττ
and A → ττ . Methods for reconstructing spin correla-
tions in ditau decays of the 125 GeV Higgs have been
investigated in detail [15–18], providing a good base-
line for comparison. The use of neural networks to opti-
mize CP measurements for the 125 GeV state is studied
in [19,20].
2.1 Benchmark scenario
Two-Higgs-Doublet Models are classified in different
types based on the structure of the Yukawa sector. We
choose a benchmark scenario within the CP -conserving
lepton-specific THDM, with mH = mA = mH± =
450 GeV. In this model, the quarks couple to one of
the Higgs doublets and the leptons to the other. This
enables large branching ratios for H/A → ττ , even for
masses above the 350 GeV threshold for H/A→ tt¯.
By varying the remaining THDM parameters we
can obtain a wide range of ditau signal strengths for
the H and A states at 450 GeV. In Appendix A we il-
lustrate how σ(pp → H) × B(H → ττ) and σ(pp →
A) × B(A → ττ) vary across the high-mass region of
the lepton-specific THDM parameter space. For mH =
mA ≈ 450 GeV, we find that the ditau signal strengths
can reach up to σ(pp → H) × B(H → ττ) ≈ 34 fb and
σ(pp → A) × B(A → ττ) ≈ 54 fb in 13 TeV proton-
proton collisions. This includes production via gluon-
gluon fusion and bottom-quark annihilation, with cross
sections evaluated at NLO using SusHi 1.6.1 [21–27] and
branching ratios obtained from 2HDMC 1.7.0 [28].
For comparison, in Appendix A we also show the
result of a similar scan of the type-I THDM. In this
model all fermions couple to only one of the two Higgs
doublets. Compared to the lepton-specific THDM, the
ditau signal in type-I THDM suffers a much stronger
suppression from the H/A→ tt¯ channel.
As further described in sections 3 and 4, the mix-
ture estimation techniques we study require each tau
to decay through the τ± → pi±pi0ν channel, which has
a branching ratio of 25%. However, the neural network
method we employ can be extended to include other
tau decay modes as well, by implementing the “impact
parameter method” in [18] in addition to the “ρ decay-
plane method” used here.
If we only assume the τ± → pi±pi0ν decay channel
and an acceptance times efficiency of 5%–10% for the
signal selection, our example scenarios predict no more
than ∼ 100 signal events for the anticipated 300 fb−1
dataset at the end of Run 3. However, as the model
scan in Appendix A shows, considering slightly lower
3benchmark masses can provide an order of magnitude
increase in the predicted cross-section. Also, extending
the method to include more tau decay channels can
greatly increase the statistics available to the analysis
discussed here. Still, the large backgrounds in the ditau
channel, e.g. from “fake QCD taus”, implies that a sig-
nal mixture estimation study for the THDM benchmark
scenario we present here likely will require the improved
statistics of the full High-Luminosity LHC dataset.
We do not include a third mixture component rep-
resenting ditau backgrounds for our benchmark study.
Clearly, the inclusion of backgrounds will increase the
uncertainty in the estimated H/A→ ττ signal mixture.
However, as we discuss in more detail in section 5.1, the
mixture estimate obtained from the neural network ap-
proach we study here is likely to be less affected by
backgrounds than traditional mixture estimation from
fitting a single kinematic variable.
For our further discussions we define the parameter
α as the ratio of the A→ ττ signal strength to the total
ditau signal strength,
α ≡ σ(pp→A)×B(A→ττ)
σ(pp→A)×B(A→ττ) + σ(pp→H)×B(H→ττ) .
(1)
This is the parameter we seek to determine in our sig-
nal mixture estimation.2 The parameter region of our
benchmark scenario predicts values of α between 0.5
and 0.7. To allow for some further variation in the as-
sumptions, we will in our tests use α values of 0.5, 0.7
and 0.9.
3 Analysis setup
3.1 Event generation
We generate 13 TeV pp Monte Carlo events for this
study using Pythia 8.219 [29, 30]. Only gluon-gluon fu-
sion and bottom-quark annihilation are considered, as
these are the dominant H/A production modes at the
LHC.3 For our analysis we select opposite-sign taus de-
caying to pi±pi0ν, which is the decay mode with the
highest branching ratio. In order to roughly match re-
cent LHC searches for H/A → ττ , taus are required
2In linking this theory quantity directly with the H/A event
mixture in the datasets we simulate, we make the approxima-
tion that the acceptance times efficiency is equal for H → ττ
and A→ ττ events.
3The magnitudes of the up-type and down-type Yukawa cou-
plings have the same tanβ dependence in both the lepton-
specific and the type-I THDM. Gluon-gluon fusion through
a top loop is therefore by far the most important production
channel for the scenarios considered here.
to have visible transverse momentum pT larger than
40 GeV and pseudorapidity less than 2.1. Further, we
require the taus to be separated by
∆R =
√
(∆φ)
2
+ (∆η)
2
> 0.5, and that there are no
more than two taus in the event which pass the pT selec-
tion. Events with muons or electrons with pT > 20 GeV
are rejected.
Detector effects are taken into account by randomly
smearing the directions and energies of the outgoing
pions, following the procedure described in [18]: Each
track is deflected by a random polar angle θ, which is
drawn from a Gaussian distribution with width σθ, so
that the smeared track lies within a cone around the
true track direction. For charged pions a value of σθ =
1 mrad is used, while the energy resolution is ∆E/E =
5 %. For neutral pions, we use σθ = 0.025/
√
12 rad and
∆E/E = 10 %. To gauge the impact of such detec-
tor effects on our results, we repeat the main analyses
in sections 4 and 5 for simulated data with and without
detector smearing.
3.2 Network input features
For the neural signal mixture estimation in section 5,
we train a network to separate H → ττ events from
A → ττ events. The four-momenta of the visible tau
decay products (pi± and pi0) constitute the most basic
kinematic input features to our network. The momenta
are boosted back to the visible ditau rest frame (the
zero-momentum frame for the four pions) and rotated
so that the visible taus are back-to-back along the z-
axis. The system is then rotated a second time, now
around the z-axis, so that the x-component of the pi+
is zero. This is done in order to align all events to a
common orientation, as the azimuthal angle around the
z-axis carries no physics information.
In addition to the pion momenta, the network is
trained on missing transverse energy (EmissT ); the in-
variant mass of the four-pion system (mvis); the trans-
verse mass (mtotT ); the impact parameter vectors of the
charged pions, which help constrain the neutrino direc-
tions; the pion energy ratios Υ±, defined as
Υ± =
Epi± − Epi0
Epi± + Epi0
; (2)
and the angle ϕ∗ between the tau decay planes. For ϕ∗
we follow the definition in [18],4 which uses the direction
pˆ
(0)±
⊥ of the pi
0 transverse to the direction pˆ± of the
4Our definition of ϕ∗ only differs from that in [18] in that we
define ϕ∗ in the pi+pi0pi−pi0 zero-momentum frame, whereas
the pi+pi− zero-momentum frame is used in [18].
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Fig. 1 Distributions for some kinematic features in H → ττ → (pi+pi0ν)(pi−pi0ν) events (solid purple line) and A → ττ →
(pi+pi0ν)(pi−pi0ν) events (dashed blue line), assuming mH = mA = 450 GeV. The quantities in (a) and (b) are momentum
components of the pi− and pi0 from the τ− decay, after each event has been boosted back to the visible ditau restframe and
rotated such that the taus are back-to-back in the z direction and the x-component of the pi+ momentum is zero. Panel (c)
shows the transverse mass mtotT , defined in [31]. The observables Υ (d) and O
∗ (e), defined in eq. (2) and eq. (4), respectively,
are required for the computation of ϕ∗, along with the momentum vectors of the tau decay products. The distribution of ϕ∗
is shown in (f). The green graph below each plot shows the ratio of the A-event and H-event distributions.
corresponding pi±, to form an intermediate observable
ϕ ∈ [0, pi) and a CP -odd triple correlation product O∗,
ϕ = arccos
(
pˆ
(0)+
⊥ · pˆ(0)−⊥
)
and (3)
O∗ = pˆ+ · (pˆ(0)+⊥ × pˆ(0)−⊥ ) . (4)
From these, we can define an angle continuous on the
interval [0, 2pi):
ϕ′ =
{
ϕ if O∗ ≥ 0
2pi − ϕ if O∗ < 0 . (5)
The distribution of ϕ′ depends on the sign of the prod-
uct Υ+Υ−; in the case of Υ+Υ− ≥ 0, the distribution
is phase-shifted by pi relative to the case of Υ+Υ− < 0.
To incorporate this into a single consistent CP -sensitive
observable, we define ϕ∗ as
ϕ∗ =
{
ϕ′ if Υ+Υ− ≥ 0
(ϕ′ + pi) mod 2pi if Υ+Υ− < 0
. (6)
Before being input to the network, all feature dis-
tributions are standardised to have zero mean and unit
variance. A selection of the feature distributions in the
training data is shown in fig. 1. The univariate fea-
ture distributions are severely overlapping for H and
A events, indicating that the classification task is very
challenging. The one feature which stands out here is
ϕ∗, which is the basis for the single-variable mixture
estimation described in section 4.
For the results presented in section 5 we use a net-
work trained on all features discussed above. However,
features such as ϕ∗ and mT are derived from the ba-
sic pion momenta that the network also has access to.
These “high-level” features can in principle be inferred
by the network itself from the “low-level” pion mo-
menta. To briefly investigate this we repeat the net-
work training with varying subsets of the input features,
starting with only the pion four-momenta and sequen-
tially adding ϕ∗, Υ± and the remaining features. For
all networks we obtain ROC AUC scores of ∼ 0.630.
While a full statistical comparison of the resulting net-
works is beyond the scope of our study, this indicates
that the network is itself able to extract the relevant in-
formation from high-dimensional correlations between
the pion momenta, making the explicit inclusion of the
5high-level inputs mostly redundant. We note that this
observation is in agreement with the results of [1, 2].
It is still interesting to investigate how much of the
discriminatory power can be captured by the high-level
features alone. For this we train several classifiers on
high-level features only, adding a new set of features for
each classifier. The first classifier is trained only on ϕ∗
and achieves a ROC AUC score of ∼ 0.605. When Υ+
and Υ− are included as input features the performance
improves to a score of ∼ 0.618. This improvement can
be understood qualitatively from the fact that the dif-
ference between the Υ±-conditional ϕ∗ distributions for
H and A events increases with |Υ±|. Adding EmissT , mT ,
pi± impact parameter vectors and O∗ raises the ROC
AUC score to ∼ 0.620, and finally including mvis fur-
ther increases the score to ∼ 0.623, which seems to be
the limit for our network when trained on high-level
features only. This indicates that ϕ∗ and Υ± together
capture most of the sensitivity, but that the neural net-
work is able to extract from the pion four-momenta
some additional information which is not contained in
the high-level quantities. Similar behaviour was seen
in [19] in a study focusing on the CP -nature of the
125 GeV Higgs.
3.3 Network layout
In this study we employ a fully-connected feed-forward
network. The input layer has 26 nodes, followed by 500
nodes in the first hidden layer, 1000 nodes in the second
hidden layer, and 100 nodes in the final hidden layer.
These have leaky ReLU [32] activation functions, and
dropout [33] is applied with a dropping probability of
0.375. No further regularisation is imposed. All network
weights are initialised from a normal distribution, fol-
lowing the He procedure [34]. The output layer has a
softmax activation function, and we apply batch nor-
malisation [35] between all layers. The weights are op-
timised using Adam [36] with cross-entropy loss and an
initial learning rate of 0.03. 20% of the training data
are set aside to validate the model performance during
training. If there is no improvement of the loss on the
validation data for ten consecutive epochs, the learning
rate is reduced by a factor ten. The network is trained
for 100 epochs or until no improvement is observed dur-
ing 15 epochs, whichever occurs first. The neural net-
work implementation is done using the Keras [37] and
TensorFlow [38] frameworks.
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Fig. 2 (a) The probability density for ϕ∗ in H events
(pH(ϕ∗)) and A events (pA(ϕ∗)). (b) A fit of the mixture
model p(ϕ∗|α) = αpA(ϕ∗)+(1−α)pH(ϕ∗) to a test dataset.
Data points are shown in black, while the fitted model (nor-
malized to 100 events) is shown in green. For this dataset the
best-fit α value is αˆ = 0.74.
4 The ϕ∗ method
Traditional approaches for separating CP -even and -odd
decays are based on the angle ϕ∗ between the tau decay
planes, as defined in eq. (6). The ϕ∗ distribution for H
and A events can be seen in fig. 2a. The CP -sensitive
parameter in this distribution is the phase of the si-
nusoidal curve, which is shifted by pi radians between
the H and A hypotheses. We note that the distributions
overlap across the full ϕ∗ range, hence no absolute event
separation is possible based on this variable.
Using the simplified notation p(ϕ∗|A) ≡ pA(ϕ∗) and
p(ϕ∗|H) ≡ pH(ϕ∗), the ϕ∗ distribution for H/A signal
data can be expressed as a simple mixture model,
p(ϕ∗|α) = αpA(ϕ∗) + (1− α)pH(ϕ∗)
= α
(
a cosϕ∗ + c
)
+
(
1− α)(a cos(ϕ∗ + pi) + c)
= αa cosϕ∗ + (1− α) a cos(ϕ∗ + pi) + c,
6(7)
where we fix the amplitude a and offset c to a = 0.041
and c = 0.159, obtained from a separate fit to H and
A training data. This leaves us with a model for the ϕ∗
distribution where α is the only free parameter. Given
a dataset {ϕ∗i } with N events, we can now obtain an
estimate αˆ for α by maximising the likelihood function
αˆ = arg max
α
N∏
i=1
p(ϕ∗i |α) .
(8)
We demonstrate this method in fig. 2 for a dataset with
100 H/A Pythia events, generated using a model with
a true α of 0.7. The pdfs pH(ϕ
∗) and pA(ϕ∗) are shown
in fig. 2a, while the fit result is shown in fig. 2b. For this
example the best-fit α estimate comes out at αˆ = 0.74.
To demonstrate the statistical performance of this
estimator we repeat the fit using 10 000 independent
test sets with 100 Pythia events each, generated with
true α values of 0.5, 0.7 and 0.9. The resulting distribu-
tions of α estimates are shown in fig. 4a, where the pur-
ple (green) distributions depict results without (with)
detector effects. By fitting a Gaussian to each distribu-
tion we find the spread in the estimates to be σα = 0.27
(σdetα ' 0.45) when detector smearing is omitted (in-
cluded). Further, the estimator is mean-unbiased for all
three cases. Note that to demonstrate the unbiasedness
we have allowed the fit to vary α beyond the physically
valid range of [0, 1].
5 The neural network method
When estimating some parameter θ using collider data
we ideally want to make use of the multivariate den-
sity p(x|θ) for the complete set of event features x.5
However, it is typically infeasible to evaluate this den-
sity directly for a given x. A common approach is then
to construct a new variable y(x) and base the param-
eter estimation on the simpler, univariate distribution
p(y(x)|θ), as exemplified by the ϕ∗ fit in section 4.
The performance of such a univariate approach de-
pends on how well the distribution p(y(x)|θ) retains
the sensitivity to θ found in the underlying distribution
p(x|θ). In the special case where the map y(x) is the
output from a trained classifier, it can be shown that
using p(y(x)|θ) to estimate θ in the ideal limit is equiv-
alent to using the full data distribution p(x|θ). Here we
5Here θ represents an arbitrary model parameter, not neces-
sarily a simple mixture parameter.
briefly review this argument before applying the classi-
fier approach to our mixture estimation problem.
After training on θ-labeled data, a classifier that
minimizes a suitably chosen error function will approx-
imate a decision function s(x) that is a strictly mono-
tonic function of the density ratio p(x|θ)/p(x|θ′) [39].6
As shown in [40], the monotonicity of s(x) ensures that
density ratios based on the multivariate distribution
p(x|θ) and the univariate distribution p(s(x)|θ) are equiv-
alent,
p(x|θ)
p(x|θ′) =
p(s(x)|θ)
p(s(x)|θ′) . (9)
If we now take θ′ to be a fixed value such that the
support of p(x|θ′) covers the support of p(x|θ),7 the
maximum likelihood estimator for θ based on p(x|θ)
can be rewritten as follows [40]:
θˆ = arg max
θ
N∏
i=1
p(xi|θ)
= arg max
θ
N∏
i=1
p(xi|θ)
p(xi|θ′)
= arg max
θ
N∏
i=1
p(s(xi)|θ)
p(s(xi)|θ′)
= arg max
θ
N∏
i=1
p(s(xi)|θ).
(10)
Hence, if the classifier output y(x) provides a reason-
able approximation of s(x) we can expect the maxi-
mum likelihood estimator based on p(y(x)|θ) to exhibit
similar performance to an estimator based on p(x|θ).
The main drawbacks of this approach are the compli-
cations associated with training the classifier, and that
the physics underlying the parameter sensitivity may
remain hidden from view.
We now apply this classifier approach to our H/A
mixture estimation problem. The maximum likelihood
estimator for the mixture parameter α is then given by
6In general the decision function can depend directly on the
parameter values θ and θ′: s = s(x; θ, θ′). However, this is
not the case for a mixture estimation problem like the one
considered here, where x represents a single draw from one of
the mixture model components (kinematic data from a single
H or A event) and the parameter of interest is the unknown
component mixture (α) of the complete dataset {xi}.
7This is trivially satisfied for any choice θ′ ∈ (0, 1) when θ
represents the mixture parameter of a simple two-component
mixture model.
7αˆ = arg max
α
N∏
i=1
p(y(xi)|α)
= arg max
α
N∏
i=1
[
αpA(y(xi)) + (1− α)pH(y(xi))
]
,
(11)
where we have expressed the overall network output
distribution p(y|α) as a mixture of the pure-class dis-
tributions p(y|A) ≡ pA(y) and p(y|H) ≡ pH(y). We use
a network trained on a balanced set of H and A events.
The network is trained to associate outputs y = 0 and
y = 1 with H and A events, respectively. By apply-
ing this network to another labeled dataset of equal
size to the training set, we construct templates for the
probability densities pH(y) and pA(y) in eq. (11) us-
ing a nonparametric kernel density estimation method
(KDE) [41]. The resulting templates are shown in fig. 3a.
We note that the pdfs do not span the entire allowed
range y ∈ [0, 1]. This is expected, since the CP nature
of a single event cannot be determined with complete
certainty. Proper determination of the pdf shapes in
the extremities — where the sensitivity is highest —
requires a sufficient amount of data, which is why we
devote a similarly sized data set to the template cre-
ation as to the network training.
Given a set of unlabeled data we can now estimate
α by carrying out the maximization in eq. (11) as an
unbinned maximum-likelihood fit. The resulting fit to
the same example dataset as used for the ϕ∗ fit in fig. 2b
is shown in fig. 3b. The best-fit α estimate in this case
is αˆ = 0.67.
5.1 Results
We can now compare the performance of the neural
network method with that of the ϕ∗ method of sec-
tion 4. To this end, we apply the network method to
the same test sets as used in fig. 4a, i.e. 10 000 datasets
of 100 Pythia events each, for each of the three scenarios
α = 0.5, 0.7, 0.9. The analysis is repeated with network
training and test sets with and without detector smear-
ing. The results are given in fig. 4b, for easy compar-
ison with the corresponding results of the ϕ∗ method
in fig. 4a. We fit each distribution of α estimates with a
Gaussian and summarize the fit parameters in table 1.
As for the ϕ∗ method, we find that detector smear-
ing significantly impacts the width of the α distribution,
which increases from σα = 0.21 to σ
det
α = 0.37 upon
inclusion of detector effects. Yet, the network approach
consistently outperforms the ϕ∗ method, as σα and σdetα
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Fig. 3 (a) KDE estimate for the distribution of the network
output y for H events (pH(y)) and A events (pA(y)), given
a balanced network. (b) A fit of the mixture model p(y|α) =
αpA(y) + (1− α)pH(y) to the same example dataset as used
in fig. 2b. Data points are shown in black and the fitted model
in green. The best-fit α value is αˆ = 0.67.
are reduced by ∼ 22% and ∼ 18%, respectively, com-
pared to the ϕ∗ results. So while the absolute widths of
the α distributions in fig. 4 illustrate that a dataset of
100 events is probably too small to obtain an accurate
α estimate, the comparison with the ϕ∗ results indi-
cates that the relative performance gain offered by the
network approach is relatively robust against detector
smearing.
Similar to the ϕ∗ method, the network method pro-
vides a mean-unbiased estimator. In order to demon-
strate this we allow α to vary outside the physical range
[0, 1] in our fits. However, for α > 1, the combined mix-
ture model p(y|α) = αpA(y) + (1 − α)pH(y) will be-
come negative for y values that satisfy pA(y)/pH(y) <
(α − 1)/α. This we do not allow in our fits, and in
such cases we lower the α estimate until p(y|α) is non-
negative everywhere. This choice explains the slight de-
8viation from Gaussianity in the region around αˆ = 1.2
in the bottom right plot.8
Figure 5 shows the distributions of α estimates for
the cases of 20 events per test dataset (top row) and
500 events per test dataset (bottom row), where all
sets have been generated with α = 0.7 and no detec-
tor smearing has been included. Compared to the re-
sults with 100 events per set, σα for both fit methods
increase (decrease) by approximately a factor
√
5 for
the case with 20 (500) events per set, as expected from
the factor 5 decrease (increase) in statistics. Thus, the
relative accuracy improvement of the neural network
approach over the ϕ∗ method remains approximately
the same: 30% for the 20-events case, and 25% for the
500-events case. However, the absolute spread of esti-
mates in the 20-events case shows that this is clearly
not enough statistics to obtain a useful estimate of α.
As a cross-check of the behaviour of the network
fit method, we plot in fig. 6a the distribution of the
log-likelihood ratio −2 ln(L(α = 0.7)/L(αˆ)) for all test
datasets of our benchmark point with α = 0.7. Ac-
cording to Wilks’ theorem [42], the distribution of this
statistic should tend towards a χ2 distribution with
one degree of freedom. By overlaying a χ2 distribution
in fig. 6a we see that this is indeed the case. Thus, confi-
dence intervals constructed from the log-likelihood ratio
for a neural network fit should have the expected cover-
age. In fig. 6b we show the log-likelihood ratio curves for
the example dataset used in figs. 2b and 3b. The nar-
rowing of the log-likelihood parabola for the network
method again illustrates the increase in precision over
the ϕ∗ method.
For this study we focus only on the separation of two
signal classes, not the separation of signal from back-
ground. Of course, a realistic dataset is likely to con-
tain a significant fraction of background events. For the
signal scenario studied here, the most important back-
grounds are due to “fake taus” from QCD production,
single Z production (pp → Z → ττ), double Z and
W production (pp → ZZ/WZ/WW → ττ + X) and
top pair production (tt¯ → WbWb → ττ + X). While
such backgrounds will degrade the absolute accuracy in
the signal mixture estimate, it is likely to impact the ϕ∗
method more severely than the neural network method.
With one or several background components in the mix-
ture model, the network’s ability to extract information
from the many-dimensional kinematic space should al-
low it to differentiate the background components from
the signal components better than what is possible with
the ϕ∗ variable alone. We therefore expect a similar or
8The same effect is not seen for the ϕ∗ fits, as the ratio
pA(ϕ∗)/pH(ϕ∗) ≥ 0.59 for all ϕ∗, and none of the test sets
prefer an α value as large as 1/(1− 0.59) ≈ 2.4.
better relative performance of the network method in
the presence of background, compared to the results we
have presented here. There are two ways to extend the
network method to take into account additional com-
ponents in the mixture model: either by implementing
a multi-class classifier, or by training multiple binary
classifiers on pairwise combinations of the model com-
ponents. Based on [43] we expect the latter approach
would give the best performance.
6 Conclusions
Estimating the component weights in mixture models
with largely overlapping kinematics is a generic problem
in high-energy physics. In this paper we have investi-
gated how a deep neural network approach can improve
signal mixture estimates in the challenging scenario of
a ditau LHC signal coming from a pair of heavy, de-
generate Higgs bosons of opposite CP charge. This is a
theoretically well-motivated scenario within both gen-
eral and more constrained Two-Higgs-Doublet Models.
We have studied a benchmark scenario with degen-
erate H and A states at mH = mA = 450 GeV. For this
case we find that the neural network approach provides
a ∼ 20% reduction in the uncertainty of signal mix-
ture estimates, compared to estimates based on fitting
the single most discriminating kinematic variable (ϕ∗).
However, the improved accuracy of the neural network
approach comes with a greater computational complex-
ity.
The network method we have studied here can be
extended to include additional mixture components, such
as one or several background processes, either by train-
ing a multi-class classifier or by training multiple bi-
nary classifiers. To increase the available statistics, the
method can also be extended to work with a wider range
of tau decay modes, for instance by using the “impact
parameter method” described in [18].
The code used to generate events, train the network
and run the maximum likelihood estimates will be made
available on gitlab.com/BSML after publication.
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Fig. 4 Comparison of the distributions of α estimates using (a) the ϕ∗ method and (b) the neural network method, for test
sets generated with α = 0.5 (top), α = 0.7 (middle) and α = 0.9 (bottom). The slight deviation from Gaussianity seen around
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Table 1 Summary of α estimation on 10 000 independent test sets with 100 events in each set, using the ϕ∗ fit and the neural
network (NN) fit methods.
True mixture parameter α α = 0.5 α = 0.7 α = 0.9
α estimates (ϕ∗ method, no detector smearing) 0.50± 0.27 0.71± 0.27 0.90± 0.27
α estimates (ϕ∗ method, with detector smearing) 0.50± 0.45 0.70± 0.46 0.90± 0.45
α estimates (NN method, no detector smearing) 0.50± 0.21 0.70± 0.21 0.90± 0.21
α estimates (NN method, with detector smearing) 0.48± 0.37 0.68± 0.37 0.88± 0.37
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Fig. 6 (a) Distribution of the log-likelihood ratio
−2 ln(L(α = 0.7)/L(αˆ)) for the 10 000 test sets gener-
ated with α = 0.7. Overlaid is a χ2 distribution for one
degree of freedom. (b) Comparison of the log-likelihood
ratio curves for the test dataset from figs. 2b and 3b,
using the network method (green) and the ϕ∗ method
(black). Intersection with the horizontal dashed line at
−2 ln(L(α)/L(αˆ)) = 1 illustrates the 1σ confidence intervals,
which for this example are [0.48, 1.0] for the ϕ∗ method and
[0.50, 0.86] for the neural network method.
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Appendix A Supplementary figures
A simple scan of the high-mass parameter regions of
the (SM-aligned) lepton-specific and type-I THDMs is
performed to illustrate the parameter dependence of
the ditau signal strengths σ(pp→ H)× B(H → ττ)
and σ(pp→ A)× B(A→ ττ), as well as the mixture
parameter α. The results are shown in fig. 7. The
parameters mH = mA = mH± , tanβ and m
2
12 are
varied in the scan, while we fix the light Higgs mass
mh = 125 GeV and the neutral scalar mixing
parameter sin(β − α′) = 1 to ensure perfect SM
alignment for the light state h. The NLO cross
sections are calculated with SusHi 1.6.1, while
branching ratios are calculated using 2HDMC 1.7.0.
We test the parameter points against constraints from
the various collider searches for Higgs bosons using
HiggsBounds 4.3.1 [44–48], while theoretical
constraints are checked with 2HDMC. Constraints
from flavour physics, in particular B(b→ sγ),
disfavour parameter regions at very low tanβ in the
type-I and lepton-specific THDMs. These constraints
were not included in the simple scan.
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