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Transitionless quantum driving achieves adiabatic evolution in a hurry, using a counter-diabatic
Hamiltonian to stifle non-adiabatic transitions. Here this strategy is cast in terms of a generator
of adiabatic transport, leading to a classical analogue: dissipationless classical driving. For the
single-particle piston, this approach yields simple and exact expressions for both the classical and
quantal counter-diabatic terms. These results are further generalized to even-power-law potentials
in one degree of freedom.
PACS numbers: 03.65.-w, 45.20.Jj, 03.65.Sq
According to the quantum adiabatic theorem [1], uni-
tary evolution under a slowly time-dependent Hamilto-
nian Hˆ0(t) closely tracks the instantaneous energy eigen-
states |n(t)〉. Shortcuts to adiabaticity [2] are strategies
for achieving the same result – namely, evolving along the
eigenstates of a time-dependent Hamiltonian – without
the requirement of slow driving. This topic has received
much attention in the past few years, see e.g. Refs. [2–11],
and has recently been reviewed by Torrontegui et al [12].
One such strategy, developed independently by Demir-
plak and Rice [13] and Berry [14], employs a counter-
diabatic Hamiltonian Hˆ1(t), crafted to suppress transi-
tions between energy eigenstates. Consider a system that
evolves under the Hamiltonian [14]
Hˆ(t) = Hˆ0(t) + i~
∑
m
(|∂tm〉 〈m| − 〈m|∂tm〉 |m〉 〈m|)
≡ Hˆ0(t) + Hˆ1(t) , (1)
where the sum is taken over the eigenstates |m(t)〉 of
Hˆ0(t), and |∂tm〉 ≡ ∂t|m(t)〉. If such a system begins in
the state |n(0)〉 at time 0, then at all later times t > 0
it will be found in the state |n(t)〉 (apart from an overall
phase), even when the Hamiltonian is driven rapidly. The
term Hˆ1(t) prevents the system from straying from the
instantaneous eigenstate of Hˆ0(t).
In this paper I argue that transitionless quantum driv-
ing [14] – the strategy embodied by Eq. 1 – is usefully
framed in terms of a generator of adiabatic transport, ξˆ,
which satisfies Eq. 7 below. This perspective suggests
a natural extension to classical systems, which might
be called dissipationless classical driving. Moreover, the
framework developed in this Letter offers an alternative
approach to constructing the counter-diabatic Hamilto-
nian H1(t). When applied to the paradigmatic example
of a particle in a one-dimensional box [11], this approach
yields simple expressions for the counter-diabatic term
for both the classical and the quantal versions of this
problem (Eqs. 19, 23). These solutions are readily gen-
eralized to potentials of the form V (q) ∝ qb, where b > 0
is an even integer (Eqs. 28, 30). In a recent posting to
arXiv.org, Deng et al [15] have independently developed
the idea of dissipationless classical driving from a some-
what different perspective.
To begin, let Hˆ0 be an explicit function of external
parameters λ = (λ1, · · ·λN ), with eigenstates |n(λ)〉 and
eigenvalues En(λ). Given a schedule λ(t) for varying
these parameters, Eq. 1 takes the form
Hˆ(t) = Hˆ0(λ(t)) + λ˙ · ξˆ(λ(t)) , (2)
where ξˆ(λ) = (ξˆ1, · · · ξˆN ) is a vector of Hermitian opera-
tors:
ξˆ(λ) = i~
∑
m
(|∇m〉 〈m| − 〈m|∇m〉 |m〉 〈m|) (3)
with |∇m〉 ≡ ∂λ|m(λ)〉 and λ˙ ≡ dλ/dt.
Let us now view ξˆ(λ) as a generator that associates
infinitesimal displacements in parameter space, λ→ λ+
δλ, with displacements in Hilbert space, |ψ〉 → |ψ〉+|δψ〉,
according to the rule
i~ |δψ〉 = δλ · ξˆ |ψ〉 . (4)
When applied to an eigenstate of Hˆ0(λ), this prescription
generates the displacement
|n(λ)〉 →
(
1 +
1
i~
δλ · ξˆ
)
|n(λ)〉 = ei δλ·An |n(λ+ δλ)〉 ,
(5)
(to first order in δλ), as follows from Eq. 3, with
An(λ) = i〈n|∇n〉. If we start in a state |n(λ0)〉 and ap-
ply Eq. 4 stepwise along a curve λs in parameter space,
then the wavefunction gets transported along the curve
eiϕs |n(λs)〉, with the phase given by the line integral of
An(λ). Thus ξˆ generates a unitary flow in Hilbert space,
induced by the variation of the parameters, which escorts
the system along eigenstates of Hˆ0(λ).
The flow described above is parametric rather than
temporal. Now consider evolution under the time-
dependent Schro¨dinger equation, with Hˆ(t) given by
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2Eq. 2. During an infinitesimal time interval δt, a wave
function |ψ〉 evolves to:(
1 +
1
i~
Hˆ δt
)
|ψ〉 = |ψ〉+ 1
i~
δt Hˆ0|ψ〉+ 1
i~
δλ·ξˆ|ψ〉 . (6)
If we set |ψ〉 = |n(λ)〉, the effects of the terms Hˆ0 and
λ˙ · ξˆ are simple to state: the first produces the famil-
iar dynamical phase associated with quantal time evolu-
tion, while the second directly couples changes in λ to
displacements in Hilbert space, in a way that enforces
the adiabatic constraint (Eq. 5). Transitionless quantum
driving is achieved with Hˆ(t), precisely because ξˆ has
been fashioned to guide systems along eigenstates of Hˆ0
under parametric changes.
The generator ξˆ defined by Eq. 3 can alternatively be
specified by the conditions,[
ξˆ, Hˆ0
]
= i~
(
∇Hˆ0 − diag(∇Hˆ0)
)
(7a)〈
n
∣∣ξˆ∣∣n〉 = 0 , (7b)
where diag(∇Hˆ0) =
∑
m |m〉〈m|∇Hˆ0|m〉〈m|. Eq. 7a
determines the off-diagonal elements of ξˆ, as can be
seen by applying the operation 〈m| · · · |n〉 to both sides;
and Eq. 7b sets the diagonal elements. The identity
〈m|∇n〉 = 〈m|∇Hˆ0|n〉/(En − Em) [14] establishes the
equivalence of the two definitions of ξˆ (Eqs. 3 and 7).
Eq. 7 suggests an avenue for developing a classical
counterpart of transitionless quantum driving. Con-
sider a classical Hamiltonian in one degree of freedom,
H0(z;λ), where z = (q, p) specifies a point in two-
dimensional phase space. Assume further that the energy
shells (level surfaces of H0) form closed, simple loops in
phase space, identified by their energies E = H0(z;λ). If
Ω(E,λ) ≡
∫
dz θ [E −H0(z;λ)] (8)
denotes the volume of phase space enclosed by the energy
shell E, then the observable
ω(z;λ) ≡ Ω(H0(z;λ),λ) (9)
is an adiabatic invariant [16]: when the system evolves
under Hamilton’s equations as the parameters are varied
infinitely slowly, the value of ω(z(t);λ(t)) remains con-
stant along the trajectory z(t). For later convenience, let
angular brackets denote a microcanonical average:
〈· · · 〉E,λ ≡
1
∂EΩ
∫
dz δ(E −H0) · · · (10)
Inverting Ω(E,λ) to define E(Ω,λ), we obtain
∇E(Ω,λ) = −∇Ω(E,λ)
∂EΩ(E,λ)
= 〈∇H0〉E,λ (11)
using Eqs. 8 and 10, and the cyclic identity of partial
derivatives. With these elements in place, let us con-
struct a Hamiltonian under which the value of ω is pre-
served exactly, again using a counter-diabatic term λ˙ · ξ
to enforce adiabatic discipline (Eq. 16).
A semiclassical counterpart of Eq. 7 is given by [17]{
ξ, H0
}
= ∇H0 − 〈∇H0〉H0,λ ≡∇H˜0 (12a)〈
ξ
〉
E,λ
= 0 , (12b)
where {·, ·} denotes the Poisson bracket [25]. Using
Eq. 11, Eq. 12a can be rewritten in the simpler form
{ξ, ω} =∇ω . (13)
By analogy with the quantal case, let us treat ξ(z;λ)
as a generator that converts displacements in parameter
space, λ → λ + δλ, to displacements in phase space,
z → z + δz, according to the rule
δz = δλ · {z, ξ} . (14)
Under this prescription, ξ(z;λ) generates a canonical
flow in phase space, induced by the variation of λ, that
preserves the value of ω:
ω
(
z + δz;λ+ δλ
)− ω(z;λ)
=
∂ω
∂z
δz +∇ω · δλ
=
({ω, ξ}+∇ω) · δλ = 0 .
(15)
using Eqs. 13 and 14. Thus the transformation z →
z + δλ · {z, ξ} maps points from a single energy shell
of H0(z;λ), onto the energy shell of H0(z;λ + δλ) that
encloses the same phase space volume.
Now consider a trajectory z(t) evolving under Hamil-
ton’s equations, z˙ = {z,H}, with
H(z, t) = H0(z;λ(t)) + λ˙ · ξ(z,λ(t)) . (16)
Again using Eq. 13, we obtain (d/dt)ω(z(t);λ(t)) = 0.
As advertised, the counter-diabatic term λ˙ · ξ ensures
that the adiabatic invariant is conserved exactly.
It is useful to consider this process in terms of an en-
semble of trajectories. Imagine a collection of initial con-
ditions sampled from an energy shell E0 of H0(z;λ(0)).
At any later time t > 0, the trajectories that evolve from
these initial conditions, under the Hamiltonian H(z, t),
will populate a single energy shell E(t) of H0(z;λ(t)),
specifically the adiabatic energy shell enclosing the same
volume of phase space as the initial shell. If we picture
the adiabatic shell as a closed loop that deforms as the
parameters λ are varied with time, then in Eq. 16 H0
generates motion around this loop, and λ˙ ·ξ adjusts each
trajectory so that it remains on the shell.
The fact that the transformation z → z + δλ · {z, ξ}
maps an energy shell of H0(z;λ) onto an energy shell of
3FIG. 1: Energy shells for a particle in a one-dimensional
box (Eq. 17). One shell is shown as a pair of parallel line
segments of length L, at momenta ±p. When the box length
is increased infinitesimally, the new adiabatic energy shell is
obtained by stretching in the q direction and contracting in
p.
H0(z;λ + δλ) provides intuition that can be exploited
in constructing ξ(z;λ). Consider a particle of mass m
inside a one-dimensional box with hard walls at q = 0
and q = L, as described by a Hamiltonian
H0(z;L) =
p2
2m
+ Vbox(q;L) , (17)
where Vbox(q;L) is zero inside the box, and “infinite” out-
side [26]. We wish to construct a counter-diabatic term
for processes in which the box length L is varied with
time. To this end, note that an energy shell E consists of
two line segments in phase space, forming the upper and
lower edges of a rectangle of length L, width 2p =
√
8mE,
and volume Ω = 2pL (Fig. 1). For a slightly larger box
size, the energy shell enclosing the same volume of phase
space is described by a rectangle of length L(1 + ν) and
width 2p(1−ν), where ν = δL/L is the fractional increase
in the box size. These two energy shells are related by
linear scaling; the first is mapped onto the second by a
linear expansion along q and a compensating contraction
along p:
q → q (1 + ν) , p→ p (1− ν) . (18)
We can work backward from this canonical transforma-
tion to solve for its generator, by setting (νq,−νp) ≡
δz = δL{z, ξ} (Eq. 14). This produces the pair of equa-
tions q/L = ∂ξ/∂p and p/L = ∂ξ/∂q, whose solution is
ξ = qp/L, with the constant of integration set by Eq. 12b.
With Eq. 16 this finally leads to
H(z, t) = H0(z;L) +
L˙
L
qp , L = L(t) . (19)
Under this time-dependent Hamiltonian, the adiabatic
invariant ω(q, p;L) = 2|p|L is conserved exactly, for any
choice of the schedule L(t). This can be verified by in-
spection of Hamilton’s equations, with care devoted to
the collisions between the particle and the moving wall.
To gain intuition for the counter-diabatic term in
Eq. 19, note that by Hamilton’s equations,
q˙ =
∂H
∂p
=
p
m
+
L˙
L
q . (20)
The last term produces a linear scaling whose effect is
most easily pictured by imagining a lattice of particles
at rest (p = 0), distributed at equally spaced intervals
within the box. Under Eq. 20 this lattice is uniformly
stretched or contracted along with the box length. Now,
more generally, consider the evolution of a gas of indepen-
dent particles initially distributed uniformly within the
box, with an arbitrary distribution of momenta. Even
as the box length L is varied arbitrarily with time, the
gas remains distributed uniformly throughout the box:
the counter-diabatic term in Eq. 19 perfectly suppresses
shock waves by uniformly expanding or compressing the
gas.
Let us now use the classical solution ξ = qp/L as a
starting point for seeking the corresponding quantal gen-
erator. Since the operators qˆ and pˆ do not commute, a
natural first guess is
ξˆ(L) =
qˆpˆ+ pˆqˆ
2L
. (21)
As luck would have it, an explicit evaluation confirms
that this choice satisfies Eq. 5:(
1 +
1
i~
δL ξˆ
)√
2
L
sin
(npiq
L
)
=
√
2
L+ δL
sin
(
npiq
L+ δL
)
(22)
with An(L) = i〈n|∂Ln〉 = 0. We can then immediately
write down a Hamiltonian
Hˆ(t) = − ~
2
2m
∂2
∂q2
+ Vbox(q;L) +
L˙
2L
~
i
(
q
∂
∂q
+
∂
∂q
q
)
,
(23)
for which the wave function
ψ(q, t) =
√
2
L
sin
(npiq
L
)
exp
(
− i
~
∫ t
0
dt′
n2pi2~2
2mL2
)
(24)
is an exact solution of the Schro¨dinger equation (as veri-
fied by inspection) for arbitrary L(t). Eq. 23 contains
precisely the counter-diabatic term needed to achieve
transitionless quantum driving for this example.
Eq. 22 can be written more generally as(
1 +
1
i~
δL ξˆ
)
ψ(q) =
√
1
s
ψ
(q
s
)
, s =
L+ δL
L
(25)
where ψ(q) is any differentiable wavefunction. In other
words, the operator exp(δL ξˆ/i~) stretches ψ(q) linearly,
4while preserving its norm,
∫ |ψ|2dq. In the momentum
representation, this operator contracts the wavefunction:
increasing the local wavelength reduces the local momen-
tum. Thus the action of ξˆ(L) in Hilbert space mimics
that of ξ(z;L) in phase space (Eq. 18).
It should be clear that, in this particular example, tran-
sitionless quantum driving (suppression of non-adiabatic
transitions) and dissipationless classical driving (sup-
pression of shock waves) are achieved by virtue of the
scaling relation that holds among the adiabatic eigen-
states or energy shells. E.g. to follow the eigenstate
φn(q;L) ∝ sin(npiq/L), the wavefunction needs simply to
be stretched or contracted appropriately (Eq. 25). Simi-
lar scaling relations [18] apply to all even-power-law po-
tentials in one degree of freedom, represented by the clas-
sical Hamiltonian
H0(z;L) =
p2
2m
+ 
( q
L
)b
(26)
or its quantal counterpart. Here  > 0 sets the energy
scale and b ∈ {2, 4, 6, · · · }. The adiabatic invariant is
ω(z;L) = cLH
1
2+
1
b
0 = cLH
1
2µ
0 , µ =
b
b+ 2
, (27)
where c is a constant [27]. The change L → L + δL
induces a change in the adiabatic energy shell that is
described by the linear canonical transformation given
by Eq. 18, only now with ν = µ δL/L. Proceeding as
before, we arrive at the Hamiltonian
H(z, t) = H0(z;L) +
b
b+ 2
L˙
L
qp , (28)
under which the value of ω = cLH
1/2µ
0 is conserved ex-
actly, for any schedule L(t). For the quantal version of
Eq. 26, the eigenstates satisfy
φn(q;L) =
√
1
Lµ
φn
( q
Lµ
; 1
)
, (29)
and transitionless quantum driving is achieved with the
Hamiltonian
Hˆ(t) = Hˆ0(L) +
b
b+ 2
L˙
2L
~
i
(
q
∂
∂q
+
∂
∂q
q
)
. (30)
This result is valid for all b ∈ {2, 4, 6, · · · }, even when ex-
plicit expressions for the energy eigenstates are unavail-
able. For b = 2 and b → ∞ this problem reduces to a
harmonic oscillator and a particle in a box (with walls
at ±L), respectively. Indeed, for the harmonic oscilla-
tor Eq. 30 was obtained earlier by Muga et al [19], using
ladder operators aˆ and aˆ† to evaluate Eq. 1.
For other potentials in one degree of freedom, the gen-
erator ξ satisfies
ξ(zb;λ)− ξ(za;λ) =
∫ b
a
dt∇H˜0(z(t);λ) , (31)
where za and zb are two points on the same energy shell
of H0(z;λ), and z(t) is a trajectory that evolves under H0
from za to zb. [Eq. 31 follows by combining Eq. 12a with
the Hamiltonian identity (d/dt)ξ(z(t);λ) = {ξ, H0}.]
Thus by integrating ∇H˜0 along a trajectory for one pe-
riod of motion, the function ξ can be determined for all
points on the energy shell, up to an additive constant
that in turn is set by Eq. 12b.
The situation becomes more complicated if we drop the
assumption that the energy shells ofH0 are simple, closed
loops. For instance, if V (q;λ) describes a double-well po-
tential, then the variation of λ may cause an energy shell
to change its topology from a single loop to a double loop
(or vice-versa), upon passing through a separatrix. The
adiabatic invariance of ω then breaks down [20–22]. It
remains an open question how the framework developed
in this paper might extend to such situations.
For classical systems with N ≥ 2 degrees of freedom,
if H0 is integrable then it may be possible to repeat the
analysis of Eqs. 8 - 16 in terms of action-angle variables,
with a generator ξi associated with each action-angle
pair. At the other extreme, if H0 is ergodic then the
existence of a solution of Eq. 12a implies that the energy
shells of H0(~z;λ) can be mapped by a canonical trans-
formation to those of H0(~z;λ+ δλ) [17]. This condition
is not generically satisfied when N ≥ 2, but if it is, then
ξ is simply the generator of this transformation, and dis-
sipationless driving is achieved with H0 + λ˙ · ξ.
Finally, while the approach described in this paper
applies to quantum and classical dynamics, analogous
ingredients arise in a proposed statistical-mechanical
method for the efficient estimation of free energy differ-
ences, where a counter-diabatic metric scaling [23] or flow
field [24] is constructed to reduce or eliminate irreversibil-
ity in numerical simulations of finite-time processes.
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