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Introduction
Any word can be used both in a very precise and technical sense and in a broader
colloquial sense; this is certainly true for the word resource. This word is becoming more
and more popular in quantum information science and we want to explain why it appears
in the title of this thesis.
Intuitively, if one can perform some particular task in a better way by having access
to something, we can call this thing a resource. In scientific terms, improving the perfor-
mance of a certain task is not only a qualitative concept, but it must be as quantitative
as possible: any improvement must be a measurable increase in some suitable figure of
merit. Therefore a resource for some task is something which can increase the relevant
figure of merit. However, even by introducing this quantitative aspect, the definition of a
resource is still vague and the word is still used with its colloquial meaning.
If one wants to be more precise, there exists a very general mathematical framework
to talk about resources, the so-called resource theories. A resource theory can be built
whenever there is some restriction on the operations than can be implemented on a
system. This abstract construction becomes relevant in physics, where the system and
the operations are physical. This framework is very general and it has found countless
applications in quantum information science, mostly building on the pioneering work in
entanglement theory.
In this thesis we are mostly concerned with the first “colloquial” meaning and for the
most part we do not dwell on a precise mathematical definition of a resource. In particular,
a substantial part of this thesis deals with the application of quantum mechanics to high
precision measurements, the field of quantum metrology. In this context there are several
figures of merit to quantify the precision of a given measurement scheme and we are
interested in finding metrological resources, i.e. ways to achieve a better precision. On
the other hand, we will also deal with the more rigorous connotation of the concept:
in Chapter 8 we present a fully fledged resource theoretical framework for continuous
variable quantum systems.
While the underlying and unifying aspect of the whole thesis is exactly this focus on
resources, on a concrete level the presentation is divided into two parts. The first part
deals with the topic of continuous (in time) quantum measurements, and it explores how
and when they can be considered useful resources for quantum metrology.
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On a very simple level, time-continuous measurements describe a situation where
an experimenter does not get information out of a quantum system instantaneously, but
continuously in time. In the standard “textbook” presentation of quantum mechanics,
measurements are assumed to be instantaneous and to induce a strong perturbation on
the system. On the contrary, continuous measurements can be seen as the continuous
repetition of very weak measurements. Roughly speaking, at every instant only an
infinitesimal amount of information is extracted from the system, which is thus only
infinitesimally perturbed.
There is also a complementary way to frame the same concepts. Any quantum system
interacts with an environment, usually modelled as a collection of external systems
assumed to be out of experimental reach. This interaction causes a “noisy” evolution
of the main system, which usually makes it lose its quantum properties. However, in
many situations the environment is not truly out of reach. In this context, continuous
measurements can be understood as a series of instantaneous “strong” measurements on
the environment. This means that, by strongly and repeatedly measuring the environment,
one implements weak (indirect) measurements on the main system.
Continuous measurements were historically introduced as an analogue to classical
filters, which are methods to refine the estimate on the state of a classical system, by using
a continuous stream of measurement data. Therefore it is not surprising that also in
the quantum case there is a strong and deep connection with quantum metrology. As a
matter of fact, we will show that this kind of evolution is a valuable metrological tool: it
allows one to gain information about the system and also to prepare valuable conditional
states. Moreover, in Chapter 4 we will show that it is possible to mitigate the negative
effect of noisy dynamics on the metrological precision when the environment causing
such dynamics can be measured. This fact can be intuitively understood by noting that
the actual noisy evolution of the system (the so called reduced dynamics) corresponds to
measuring the environment and discarding the results, keeping only the average state.
In order to rigorously study the metrological applications of continuous measurements
we employ quantum estimation theory. The most celebrated result in quantum estimation
theory is the quantum Crame´r-Rao bound, which sets the limit on the achievable precision
in estimating parameters encoded in quantum states. In Chapter (2) we will see that
extending this bound to continuously monitored systems is not completely trivial and we
will identify the correct figures of merit to use in this situation.
The second part of this thesis deals with nonclassical states of continuous variable
systems and related topics. Continuous variable systems are infinite-dimensional and they
are in general harder to study than discrete systems, where a mathematical description
based only on linear algebra is sufficient. However, continuous variables systems are
ubiquitous, the prime example is the quantum description of light, which fundamentally
boils down to quantum harmonic oscillators.
The class of Hamiltonians given by quadratic polynomials of the canonical operators
(i.e. position and momentum operators of a harmonic oscillator) plays a very important
role. These Hamiltonians induce a genuinely quantum evolution, which however can
be described in purely classical terms, using a phase-space description. Moreover, also
ground and thermal states of quadratic Hamiltonians are very special. These are the
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so-called Gaussian states; they are compactly described by a finite number of parameters
and yet they display a great number of genuinely quantum features. For this reason they
are the foundation of continuous variable quantum technologies.
The last important word in the title of this thesis is the word nonclassicality. Clearly,
the challenge to precisely assess the demarcation line between a quantum and a classical
description of a physical system is an extremely broad problem, which has engaged
physicists for more than a century. In particular, in a quantum optical context, the
concept of nonclassicality emerged to pinpoint all those effects not ascribable to a classical
electromagnetic field. Since measurement results are described in statistical terms, we
have a nonclassical effect whenever a classical statistical model is not enough to explain
such results and we need the intrinsic statistical nature of quantum mechanics. The
probabilities predicted by quantum mechanics have two ingredients: quantum states
and quantum observables; nonetheless in the field of quantum optics, nonclassicality is
usually understood as a property of the states.
The idea of nonclassical states is used here in a broader sense. Most notions of
nonclassicality are connected to the impossibility of interpreting a quantum state as
a classical probability distribution over some suitable phase-space. Quantum optical
nonclassicality is based on the so called P-function, but we are also interested in a
different phase-space description, the celebrated Wigner function. In this setting a state is
nonclassical when the Wigner function takes negative values. Gaussian states are the most
famous example of states with a positive Wigner function (it is a Gaussian distribution).
From these definitions one many also introduce several non-equivalent ways to quantify
nonclassicality of a quantum state.
Before diving completely into the study of nonclassical properties, Chapter 5 serves as
connection between the two parts of this thesis. In this chapter we remain in the quantum
metrology playground, but we abandon the topic of continuous measurements. Instead,
we focus on a quartic Hamiltonian, the so-called self-Kerr interaction, which generates
non-Gaussian/nonclassical states and we show that it can be useful for a particular task in
metrology. Again, we can frame this finding by saying that such a nonlinear Hamiltonian1
is a resource for the considered estimation problem.
Afterwards, we study anharmonic mechanical oscillators in Chapter 6 and some
peculiar effects in the dynamics of a free massive particle in Chapter 7. Roughly speaking,
the goal of these studies is to quantitatively compare different nonclassical properties and
to assess what can be considered a resource for their generation. By studying anharmonic
potentials we more or less confirm the idea that the degree of anharmonicity is a resource
to generate nonclassical ground states.
Gaussian states can be highly nonclassical in the quantum optical sense; still, the gen-
eration of nonclassical Gaussian states in quantum optics is much easier than genuinely
quantum non-Gaussian ones. The price to pay for such convenience (both analytical and
experimental) is that many tasks in quantum technology cannot be implemented at all, or
their performance suffers from this restriction. In Chapter 8 we start from these consider-
1We are going to use the term nonlinear to mean that the transformation induced on the canonical operators
is nonlinear. Strictly speaking this implies that the Hamiltonian must be a polynomial of canonical operators of
order greater than 2.
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ations and we finally make use of the more rigorous meaning of the word resource, by
building a proper mathematical resource theory for non-Gaussian states. This resource
theory is truly quantum because we disregard “trivial” non-Gaussian states obtainable
by classical means. We also find a connection to previously introduced measures of
nonclassicality based on the negativity of the Wigner function. The work presented in this
last chapter contains a complete framework and some examples, but yet not many general
answers to fundamental questions. We hope that our work may set an appropriate stage
for many more future investigations.
Organization of the thesis
The present PhD thesis consists of two parts plus a preliminary chapter, for a total of
eight chapters. Part I is devoted to the topic of metrology with continuously monitored
quantum systems and it is divided into three chapters. Part II deals with nonclassical and
non-Gaussian continuous variable quantum states and it is composed by four chapters.
Some slight variations have been made in the presentation of previously published
results, to maintain consistency of style and to make the structure of the manuscript more
coherent.
• In Chapter 1 we collect the basic notions needed to understand the rest of the work.
We start by reviewing the mathematical description of quantum mechanics, with
particular emphasis on how to model measurements. We review the description of
Markovian open quantum systems and Markovian continuously monitored systems,
with a brief derivation of stochastic master equations. We present the fundamentals
of quantum estimation theory. We introduce continuous variable quantum systems,
with a particular focus on the Gaussian formalism. Finally, we briefly present three
different notions of nonclassicality, based on the P function, on the Wigner function
and on the non-Gaussianity of the state.
• In Chapter 2 we set the stage for the original work of the following two chapters.
We explain how to accommodate continuous measurements in the framework of
quantum estimation theory and the correct figures of merit to use. We also present
an efficient algorithm to compute said figures of merit, originally presented in [14].
• In Chapter 3 we apply quantum estimation theory to magnetometry with a large
ensemble of atoms, continuously and collectively probed by an external light mode.
These results are based on two published works [12, 13] and they show that, when
such collective interaction can be implemented, this metrological scheme is very
effective.
• In Chapter 4 we study the metrological problem of frequency estimation with qubits
undergoing a noisy dynamics and we show the beneficial effect of measuring the
environment. The results are mostly taken from [14], but we also present some new
material.
• In Chapter 5 we study the problem of estimating the loss rate of a bosonic channel,
modelled by a Markovian master equation. We show that the introduction of an
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additional nonlinear Hamiltonian, describing the so-called self-Kerr effect, can be
beneficial for the estimation. These results have been published in [243].
• In Chapter 6 we study the ground states of anharmonic potentials. We want to
investigate how the nonlinearity of the Hamiltonian is quantitatively connected
to the nonclassicality of the ground states, by considering different notions of
nonclassicality. These results have been published in [9].
• In Chapter 7 we study a peculiar dynamical effect arising for a free particle prepared
in a sufficiently nonclassical initial state, the so-called backflow effect. We compare
this backflow effect with the negativity of the Wigner function and we find that,
while negativity is a prerequisite, said effect is a more fragile phenomenon. These
results have been published in [11].
• In Chapter 8 we introduce a resource theory for non-Gaussian states, which also
applies to states with a negative Wigner function. The fundamental ingredient
of this resource theory is the set of available operations, which is very broad and
contains Gaussian unitaries, Gaussian measurements, classical randomness and
conditioning on measurement outcomes. After defining these operations we prove
that a logarithmic function of the volume of the negative part of the Wigner function
is a good monotone and we proceed to analyse some classes of states and a simple
protocol to concentrate negativity. This work has been presented in [10].

CHAPTER 1
Preliminaries
This chapter represents a brief overview of the fundamental concepts needed for the
following parts of this thesis. The aim is to introduce all the relevant notions and set the
notation, without giving an extensive presentation. We only show the derivations which
we believe are useful to better understand the following results and we always proceed
in a very intuitive manner, without dwelling on mathematical formalities.
We start with a review of the basic notions of quantum mechanics in Section 1.1. We
then review the dynamics of Markovian open quantum systems in Section 1.2, intro-
ducing both Lindblad master equations and stochastic master equations, used to model
continuously monitored quantum systems. In Section 1.3 we review quantum estimation
theory, one of the main theoretical tools of quantum metrology. Finally, section 1.4 is
devoted to the description of continuous variable quantum systems in the phase space
representation of quantum mechanics, with particular attention to Gaussian systems. We
also present some basic notions about nonclassicality of continuous variable systems.
1.1 Mathematical tools of quantum mechanics
In this section we review the fundamental mathematical tools of quantum mechanics
from a modern point of view. In this treatment we do not deal in details we the dynamical
aspects of quantum theory, meaning that we try to avoid time dependent descriptions
and we focus on the abstract mathematical objects. The presentation roughly follows the
structure of Ref. [127], but for obvious reasons it is much lighter; the reader is referred
to that book for a more exhaustive and rigorous treatment, see also [282] for a similar
approach. In particular, since part of this thesis is devoted to continuous variable systems,
we try to point out the most relevant differences between quantum mechanics with finite
dimensional and infinite dimensional systems; even though we are going to gloss over
many mathematical details.
1.1.1 States and observables
The fundamental mathematical object to describe any quantum system is a Hilbert space
H. A vector space on the complex field endowed with a scalar product 〈u|v〉 is called
a Hilbert space if it is also complete. Loosely speaking completeness means that every
sequence of vectors which ‘looks’ convergent (a Cauchy sequence using the distance
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induced by the scalar product) is indeed convergent. We recall that the scalar product
is a sesquilinear form, i.e. 〈αu|βv〉 = α∗β〈u|v〉 ∀|u〉, |v〉 ∈ H, with α, β ∈ C. The
requirement of completeness is always satisfied in any finite dimensional vector space,
but it becomes a crucial requirement for infinite dimensional spaces. Moreover, for
quantum mechanics in infinite dimension we also require separability of the Hilbert
space, i.e. the existence of a numerable basis {|j〉, j ∈ N}, so that every vector can be
expressed as an infinite sum |v〉 = ∑∞j vj|j〉.
For composite systems the global Hilbert space is obtained via tensor products of the
Hilbert spacesHi of the single components: H = ⊗iHi.
Operators on the Hilbert space
Quantum states and observables are represented by linear operators onH. A particularly
important class is the set of bounded operators Aˆ : H → H which satisfy the condition
|〈v|Aˆ|v〉| ≤ m〈v|v〉 for some positive real number m ∈ R+. For finite dimensional
Hilbert spaces every linear operator is also bounded and continuous, while for infinite
dimensional systems this is not the case. In infinite dimension we also say that an
operator is “trace class” if Tr
[
Aˆ
]
= ∑j〈ei|Aˆ|ei〉 < ∞, where the sum is over the vectors of
a complete orthonormal basis 〈ej|ei〉 = δij.
Another fundamental class of operators is that of self-adjoint operators. The adjoint of
an operator A is the unique operator A† which satisfies 〈v|Aˆu〉 = 〈Aˆ†v|u〉 ∀|v〉, |u〉 ∈ H.
An operator is said to be self-adjoint if Aˆ = Aˆ†; for finite dimensions this condition
corresponds to having an Hermitian matrix satisfying Aij = A∗ji. On the contrary, in
infinite dimensional spaces self-adjointness is a stronger the property than Hermiticity1
and it requires that Aˆ and Aˆ† also have the same domain: it is not enough that 〈v|Aˆu〉 =
〈Aˆv|u〉 ∀|v〉, |u〉 ∈ H. Even if this requirement is rather technical, it is crucial for the
validity of the spectral theorem which states that a self-adjoint operator can be written as
Aˆ = ∑a a|a〉〈a|, with a ∈ R; note that in general the sum corresponds to an integral with a
given measure on a. In finite dimension the vectors |a〉 are orthonormal 〈a|b〉 = δab, while
in infinite dimension they can also correspond to improper vectors with infinite norm.
Finally, an operator is said to be positive if 〈v|Aˆ|v〉 ≥ 0 ∀|v〉 ∈ H. In finite dimension
this corresponds to a positive semidefinite matrix with non-negative eigenvalues and
thus implies Hermiticity.
Quantum states
Operationally, the state of a system is a way to express the knowledge about the preparation
of the system. In classical physics this corresponds to a probability distribution on some
suitable phase space; the distribution can collapse to a single point if the preparation is
deterministic. In quantum mechanics on the other hand the most general way to define
a quantum state is an operator onH, satisfying certain properties to guarantee a sound
statistical interpretation.
1Nonetheless in the following chapter we will often blur the terminology and refer to self-adjoint operators
simply as Hermitian.
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The convex set of quantum states is the set of normalized self-adjoint positive operators
onH2:
S(H) = {ρ ∈ B(H)|ρ ≥ 0, Tr[ρ] = 1}, (1.1)
in the following we equivalently call ρ ∈ S(H) a state, a density operator or a density
matrix. Any quantum state admits a spectral decomposition ρ = ∑j λj|ej〉〈ej|, where the
vectors |ej〉 form an orthonormal basis; the coefficients are positive λj ≥ 0 thanks to the
positivity of ρ and form a normalized probability distribution ∑j λj = 1, thanks to the
condition Trρ = 1. As usual, in the infinite dimensional case the sums might need to be
replaced by integrals.
Pure state corresponds to projectors on a normalized vector |ψ〉〈ψ|, or equivalently to
rank-1 density operators with only one non-zero eigenvalue λ0 = 1. Pure states are the
extremal points of the convex set S(H), since every non-pure state can be expressed as a
convex combination (also called a mixture) of pure states ρ = ∑j pj|vj〉〈vj|. We can see that
any ensemble of pure states {|vj〉〈vj|}, each appearing with probability pj, gives rise to
some density operator ρ. However, infinitely-many ensembles of pure states correspond
to the same density operator, the ensemble given by the spectral decomposition is only a
particular choice.
From this discussion it should be clear that pure states are deterministic preparations of
a quantum system, whilst when we deal with uncertain preparations we need to consider
mixed (non-projective) states3 The main point is that, differently from classical mechanics,
a deterministic preparation is not a point on phase-space manifold, but it is, in its most
simple form, a vector4 and this makes it possible that the outcome of an experiment are
uncertain even if the preparation is deterministic.
Given a bipartite system, a quantum state on the global Hilbert space ρAB ∈ S(HA ⊗HB)
is mapped to local states on the two Hilbert spaces via the partial trace operation
ρA = TrB[ρAB] =∑
i
B〈i| ρAB |i〉B , (1.2)
where the sum is taken over an orthonormal basis {|i〉B} ofHB.
Observables
Having introduced quantum states as a way to describe the preparation of a system,
we now need the mathematical description of observables. The process of measuring a
quantum system is one of the most discussed fundamental aspects of the whole quantum
theory and it can be described at different levels of detail. The intrinsic randomness
of measurement outcomes is a key feature of the theory, which is a tool to predict the
probability of such outcomes, but not single occurrences. Here, with the word “observable”
2Even if operators are usually denoted by a hat sign, we omit the symbol on quantum states.
3However keep in mind that a mixed state can also be prepared without uncertainty, starting from a pure
global state and disregarding (tracing away) some subsystem. In this situation the randomness involved in the
mixture is not due to some uncertain preparation.
4 Actually, pure states correspond to an equivalence classes of vectors w.r.t. the multiplication with a phase
eiθ (these equivalence classes are called “rays”). However, for the sake of simplicity we usually refer to pure
states as vectors.
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we mean a mathematical object that captures the statistical description of the measurement
process, but it does not describe how the state changes because of the measurement. This
distinction is not present in classical physics and only quantum systems are perturbed by
measuring them. 5
The most general observable on a quantum system is a positive valued operator
measure (POVM). Informally a POVM is a collection of positive operators
{
pˆiµ
}
(also
called effects), which satisfy the fundamental property
∑
µ∈M
pˆiµ = 1 , (1.3)
whereM represents the outcome space and the label µ corresponds to a single measure-
ment outcome. The outcomes µ can be either discrete quantities or real valued vectors,
in such a case the sum is replaced by the appropriate integral. The recipe to obtain the
probability of an outcome is the celebrated Born rule
p(µ) = Tr
[
ρpˆiµ
]
, (1.4)
when µ assumes discrete values the real numbers 0 ≤ p(µ) ≤ 1 represent probabilities.
On the other hand, when µ is a continuous variable p(µ) ≥ 0 is a normalized probability
density:
∫
M dµp(µ) = 1, thanks to (1.3). Later, we will see that this difference has
non-trivial consequences for continuous variable quantum systems. We also note that
sometimes we explicitly write p(µ|ρ), since this probability obtained from the Born rule
can be thought as a conditional probability given the initial state ρ, which represents our
knowledge on the preparation of the system.
In the traditional formulation of quantum mechanics, observables correspond to self-
adjoint operators Oˆ = Oˆ† and the statistical moments of the observable are obtained
as 〈Oˆ〉 = Tr[Oˆnρ], in particular for n = 1 we have the expected (average) value of the
observable. Since Oˆ is Hermitian, thanks to the spectral decomposition Oˆ = ∑i oi|ei〉〈ei| it
corresponds to a set of projections on its eigenstates Oˆ|ei〉 = oi|ei〉. These observables are
called sharp and correspond to projective POVMs since we have ∑i |ei〉〈ei| = 1.
Finally, we want to stress again that observables described as POVMs, as introduced
in this Section, are only a way to assign probabilities and there is no information about the
state of the system after the measurement has taken place. In many cases this description
is sufficient, because either there is no way to access the state of the quantum system
after the measurement or the measurement process itself destroys the quantum system.
Following the point of view of Ref. [127] we believe that it is conceptually clearer to
keep different levels of description separate. As a matter of fact, to describe the state
of a system after the measurement we need more information than the set of positive
operators
{
piµ
}
. In the next Section, after introducing transformations between quantum
states, we will describe the most general way to perform this post-measurement update
of a quantum state and obtain the so-called conditional states.
5In statistical mechanics the state of a system is a probability distribution in phase space and such a
distribution is updated after a measurement according to Bayes’ theorem. However, this is only a change in our
ignorance about the system, while in quantum mechanics the state is perturbed even if there is no uncertainty
(a pure state).
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1.1.2 CP maps and quantum instruments
In the previous section we discussed the statistical interpretation of quantum states
and observables, but we did not address the question of how a quantum state can be
transformed into other states. Now we study this question in full generality, but abstractly,
without a proper dynamical description. In Sec. 1.2 we show more in detail how to relate
the abstract description with a more physical description which explicitly involves time
and Hamiltonians.
Let us now introduce the mathematical definition of quantum channels. A map E
between density operators must satisfy the following requirements
1. Linearity: E [αρ+ βσ] = αE [ρ] + βE [σ] ∀α, β ∈ C ∀ρ, σ ∈ S(H)
2. Complete positivity: E ⊗ Ianc(|ψ〉〈ψ|) ≥ 0 ∀|ψ〉 ∈ H⊗Hanc6
3. Trace preservation: Tr[E [ρ]] = Tr[ρ] = 1.
Maps satisfying requirements 1-3 are called quantum channels or CPT (completely posi-
tive trace-preserving) maps. The first and the third requirements are needed to preserve
the statistical interpretation of density operators, while the requirement of complete
positivity is more subtle and requires further explanation. As a matter of fact positivity
of the map E , i.e. E [ρ] ≥ 0 ∀ρ ∈ S(H), would be enough to preserve the statistical
interpretation of the density operator. Complete positivity is a stronger mathematical
condition, it obviously implies positivity of E , but it is strongly connected to entanglement.
Complete positivity ensures that if the system under scrutiny is entangled with some
other ancillary system living in the Hilbert space Hanc, applying the channel E on the
system still produces a physical evolution of the global system. Moreover, this must hold
for all possible dimensions of the ancillary space. On slightly more practical grounds,
when the channels satisfies a semigroup property Et+s = Et ◦ Es, the complete positivity
of Et is a necessary and sufficient condition for the positivity of the map Et ⊗ Et [29].
Another crucial point is that complete positivity allows for a nice mathematical
characterization of quantum channels, whereas the set of positive maps is harder to
characterize. A particularly useful result is that every CP map can be written in the
so-called Kraus form
E˜ [•] =∑
µ
Kˆµ • Kˆ†µ; (1.5)
the operators Kµ are usually called the Kraus operators (again, the sum might need to be
replaced by an integral in general); the Kraus representation of CP maps is not unique. If
E˜ is also trace preserving the Kraus operators must satisfy the identity ∑µ Kˆ†µKˆµ = 1.
We are going to show that trace non-increasing maps play a fundamental role in
quantum theory, in this case the condition on the Kraus operators is ∑µ Kˆ†µKˆµ ≤ 1 and
they are usually denoted by a tilde, i.e. Tr
[E˜ [ρ]] ≤ Tr[ρ]. Completely positive trace
non-increasing maps are sometimes called quantum operations to distinguish them from
trace-preserving quantum channels; we mostly call them only CP maps. Such CP maps
6Ianc represents the identity map on the ancillary Hilbert space: Ianc[ρanc] = ρanc ∀ρanc ∈ S(Hanc)
6 1.1 Mathematical tools of quantum mechanics
still describe valid operations on quantum states, albeit non deterministic ones, i.e. the
renormalized output state ρ′ is obtained with probability p:
ρ′ = E˜ [ρ]
p
p = Tr
[E˜ [ρ]] , (1.6)
Even if the state ρ′ is obtained by a nonlinear map acting on ρ, it is usually simpler to work
with the unnormalized state ρ˜′ = E˜ [ρ] and apply the normalization at the end.
A special class of quantum channels is given by unitary transformations acting on the
density operator, i.e. ρ 7→ UˆρUˆ†, with UˆUˆ† = Uˆ†Uˆ = 1. Unitary channels correspond
to CPT maps with a single Kraus operator and they send pure states into pure states,
their action is most easily seen at the level of vectors and it is given by the mapping
|ψ〉 7→ Uˆ|ψ〉.
To end this section, we note that the description we have given so far is in the
Schro¨dinger picture, where quantum channels act on states and observables remain
unchanged. We can equivalently work in the Heisenberg picture, where channels are
applied to the observables instead. Mathematically, a linear mapping on the space of
states S(H) defines a dual mapping on the dual space 7 of observables (effects) as follows
Tr[E [ρ]pi] = Tr[ρE∗[pi]] ; (1.7)
this map is well defined since Tr
[
Aˆ† Bˆ
]
defines a scalar product on the space of linear
operators on H, the Hilbert-Schmidt product. From an operational point of view this
means that the probability distributions given by the Born rule do not change, so the two
pictures are equivalent. In this thesis we almost always work in the Schro¨dinger picture.
Quantum instruments
Now that we have introduced CP maps, we can finally go back to the question of how
the state of a system is perturbed after a measurement. For simplicity we restrict our
statements to the case of countable outcome setsM, for more general statements see [127].
A quantum instrument is a collection of CP trace-nonincreasing maps
{E˜µ}µ∈M, such
that the sum of all the maps is trace preserving Tr
[
∑µ∈M E˜µ[ρ]
]
= Tr[ρ] for every positive
operator ρ. The probability of measuring the outcome µ is then p(µ|ρ) = Tr[E˜µ[ρ]]. As
we already saw in (1.6) the normalized conditional states are given by
ρµ =
E˜µ[ρ]
pµ
. (1.8)
A quantum instrument describes a conditional evolution, since the evolution is conditioned
on the observation of the outcome µ.
Each quantum instrument is also associated to a trace preserving channel Eunc =
∑µ∈M E˜µ, which gives the so-called unconditional evolution, i.e. the state obtained
on average by measuring the system and discarding the results; it is easy to see that
7We refer the reader to [127] for the precise statement about the duality between states and effects.
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Eunc[ρ] = ∑µ∈M p(µ)ρµ. Furthermore, every CP map in the collection has Kraus de-
composition Eµ[•] = ∑j Kˆµ,j • Kˆ†µ,j, thus the unconditional channel has a Kraus decom-
position Eunc[•] = ∑µ ∑j Kˆµ,j • Kˆ†µ,j. Since the unconditional channel is deterministic
(trace-preserving) the sum of all the Kraus operators satisfies ∑µ,j Kˆ†µ,jKˆµ,j = 1.
This description is obviously consistent with the statistical description given in term of
POVMs. Given a POVM
{
pˆiµ
}
µ∈M there are infinitely many quantum instrument which
reproduce its statistics. A particularly useful instrument is the Lu¨ders instrument (also
called a bare instrument): E˜Lu¨d,µ[•] =
√
pˆiµ •
√
pˆiµ. There is larger class often considered
in the literature: quantum instruments in which all the CP maps have only one Kraus
operator. This means that every element of the POVM is written as
pˆiµ = Mˆ†µMˆµ (1.9)
and the (unnormalized) conditional states are obtained as ρ˜µ = MˆµρMˆ†µ. It is easy to
see that these instruments are given by the Lu¨ders instrument followed by a unitary
transformation (in general a different one for every measurement outcome), this is nothing
more than the polar decomposition of the operators: Mˆµ = Uˆµ
√
piµ. More generally, it
can be proven that the whole class of instruments leading to a POVM is given by the
Lu¨ders instrument of the POVM, followed by a CPT map dependent on the measurement
outcome, i.e. conditional map is E˜µ[•] = Eµ
[√
pˆiµ •
√
pˆiµ
]
.
1.1.3 The church of the larger Hilbert space
Even though we formulated quantum mechanics in terms of density operators and
channels there is no contradiction with the older traditional formulation. Crucially, the
fundamental postulates remain the same [222]:
1. States: States of a quantum system corresponds to vectors (up to multiplication for
a global phase factor) in a suitable Hilbert space.
2. Measurements: Observables correspond to Hermitian operators on the Hilbert space
and the state of the system after the measurement is an eigenstate of the observable
corresponding to the observed eigenvalue.
3. Dynamics: The evolution of states is given by unitary operators.
The conciliation between the traditional and the modern approach has been called
“going to the church of the larger Hilbert space”. The idea is that by enlarging the Hilbert
space of the system under investigation it is always possible to go back to a description in
terms of vectors, unitaries and projective measurements; this procedure is often called a
“purification”. This point of view is backed up by a very important mathematical result,
Stinespring’s dilation theorem.
When applied to observables Stinespring’s dilation theorem is known as Naimark’s
theorem. Naimark’s theorem states that each observable can be built from the unitary
interaction of the system with a pure state of an ancillary system and a subsequent projec-
tive measurement of the ancillary system. Formally, for any POVM {pˆiµ}µ∈M there is an
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ancillary Hilbert spaceHanc, an ancillary fixed pure state |ω〉 ∈ Hanc, a fixed unitary in-
teraction Uˆ : Hsyst ⊗Hanc → Hsyst ⊗Hanc and a projective measurement
{
Pˆµ = |µ〉〈µ|
}
µ
with Pˆµ Pˆν = δµν such that Trsyst
[
ρpˆiµ
]
= TrsystTranc
{
Uˆ(ρ⊗ |ω〉〈ω|)Uˆ†(1⊗ Pˆµ)} ∀µ ∈
M, ∀ρ ∈ S(Hsyst). As expected the extension of a given POVM is not unique.
The other important consequence of Stinespring’s theorem is that each quantum
channel can be obtained as the unitary interaction with an ancillary system in a pure
state, which is then discarded. Formally, the action of a CPT map E on any state ρ can be
expressed as
E [ρ] = Tranc
[
Uˆ(ρ⊗ |ω〉〈ω|)Uˆ†
]
, (1.10)
for a certain ancillary Hilbert spaceHanc, pure state |ω〉 ∈ Hanc and unitary interaction
Uˆ : Hsyst ⊗Hanc → Hsyst ⊗Hanc; again, this construction is not unique. This result is
due to Kraus and it is equivalent to specifying the Kraus form of the channel (1.5); if we
write the CPT map in Kraus form as E [•] = ∑µ Mˆµ • Mˆ†µ, the Kraus operators are written
as
Mˆµ = 〈µ| Uˆ|ω〉 ; (1.11)
this is a partial scalar product of Uˆ with vectors in S(Hanc), so that the result is an
operator onHsyst. This channel also corresponds to the unconditional channel given by
the instrument with CP maps E˜ [•] = Mˆµ • Mˆ†µ, which in turn generates the POVM (1.9).
1.2 Markovian conditional and unconditional quantum dynamics
In this section we introduce the relevant dynamical equations which are employed in the
rest of this thesis. These equations are to the celebrated Gorini-Kossakowski-Sudarshan-
Lindblad master equation (which we mostly call only Lindblad equation, for semantical
convenience) and Markovian stochastical master equations, both diffusive and jump-like.
We do not give rigorous proofs, but we try to sketch the main ideas behind the derivations
of the equations, following the presentation in [100, 102, 256, 295]. Some other standard
references on these subjects are [144, 146, 298], we also refer to the introductory section
of [118] for a brief but self-contained presentation, which clearly highlights all the relevant
assumptions in this approach. We stress that we only deal with Markovian dynamics.
Hamiltonian dynamics
Let us briefly recall how the unitary dynamics we described in the previous section is
physically generated by the Hamiltonian of the system, which is a self-adjoint operator
with a spectrum bounded from below 8. The differential equation which dictates the
dynamic of a pure state is the Schro¨dinger equation
d |ψ(t)〉
dt
= −ih¯Hˆ(t) |ψ(t)〉 ; (1.12)
this is equivalent to an equation for an observable O in the Heisenberg picture:
dOˆ(t)
dt
= ih¯
[
Hˆ(t), Oˆ(t)
]
. (1.13)
8We remark that in some cases we will work with effective Hamiltonians that are not bounded from below.
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Eq. (1.12) in the Schro¨dinger picture can equivalently be rewritten as a Liouville-Von
Neumann equation for the density operator
dρ(t)
dt
= −ih¯[Hˆ(t), ρ(t)] , (1.14)
this equation has the same form as (1.13), but with the opposite sign. The unitary operator
expressing the solution to equations (1.14) and (1.12) can formally be written as
Uˆ(t, t0) = T exp
[−i
h¯
∫ t
t0
dt′Hˆ(t′)
]
, (1.15)
the time-ordering operator T has the effect of putting non-commuting operators in the
correct chronological order. Formally we have
T (Hˆ(t1)Hˆ(t2)) =
{
Hˆ(t1)Hˆ(t2) if t1 < t2
Hˆ(t2)Hˆ(t1) if t1 > t2
(1.16)
and analogously for more than two operators; this definition is applied to exponen-
tial (1.15) by Taylor expansion. When the Hamiltonian is time independent, we do not
need time ordering and the evolution is homogeneous in time (it is only described by the
elapsed time t):
Uˆ(t) = exp
[−itHˆ] ; (1.17)
note that from now on we always rescale units appropriately such that h¯ = 1. Unitary
evolutions are due only to the Hamiltonian of the system, therefore they describe closed
quantum systems. As we already pointed out, more general evolutions arise when the
system interacts with an external ancillary system. In many cases instead of an “ancillary
system” the interaction is with an external environment; the environment itself is treated
as a quantum mechanical system. Usually the dimension of the Hilbert space of the
environment is much larger than the dimension of the principal system. When the
dynamics of a quantum system is also caused by the interaction with an environment we
usually talk of open quantum systems.
The topic of this section is precisely open quantum systems dynamics, both when
we do not have any access to the degrees of freedom of the environment (unconditional
evolution) and when we can actually access and measure them (conditional evolution).
1.2.1 Lindblad master equation
This derivation is obtained using input-output theory, in a way that is going to make
the transition to stochastic master equations (SME) transparent. The intuition behind
this Markovian input-output theory is that the environment can be thought as an infinite
collection of uncorrelated quantum systems, all in the same state and that the principal
system interacts at each time with a different system from this collection. More formally:
the global Hilbert space of the environment is partitioned in an (uncountable) infinity of
10 1.2 Markovian conditional and unconditional quantum dynamics
subspaces labelled by the time variable t and the global state is a factorized state with the
same reduced state on every subspace.9
The input modes are a collection of bosonic modes10 {bˆin(t)}t, labelled by the time
variable t, that satisfy the following commutation relations[
bˆin(t), bˆin(t′)†
]
= δ(t− t′) , (1.18)
these operators are also called “white noise” operators, as their commutation relations
implies that they are delta-correlated in time, exactly like classical white noise. In a quan-
tum optical setting the input operators bˆin(t) represent travelling light fields, while the
system (usually an optical cavity) is fixed and localized and interacts with the travelling
light impinging on it. For this reason we often refer to the excitations of this bosonic field
as photons.
In this section and in the next we always assume that the state of each mode is the
vacuum |0〉t, satisfying bˆin(t) |0〉t = 0 and bˆin(t)† |0〉t = |1〉t (a single photon state) at
each t. This choice implies that the expectation value of the anti-commutator is again a
Dirac delta 〈{
bˆin(t), bˆin(t′)†
}〉
= δ(t− t′) . (1.19)
This last condition and the one in (1.18) encode our Markovianity assumptions. The
physical meaning is that the environment subsystems interacting at different times are
completely uncorrelated and the interaction itself is instantaneous. This is clearly an
idealisation which relies on a separation of timescales between the dynamics of the system
and the environment. Roughly speaking we are assuming that the correlation time of the
environment is much shorter than the timescales governing the evolution of the system11.
The interaction Hamiltonian between the input modes and the system is the following
Hˆint(t) = i
√
γ
(
cˆ⊗ bˆin(t)† − cˆ† ⊗ bˆin(t)
)
, (1.20)
where cˆ represent a generic (Hermitian or non-Hermitian) operator on the Hilbert space
of the system and γ quantifies the strength of the coupling. Notice that in the context
of quantum optical cavities the rotating wave approximation usually brings to a non-
Hermitian operator cˆ, but there are methods to obtain the coupling with an Hermitian
operator, see [71]. Nonetheless, in other physical setups Hermitian collapse operators
appear more naturally.
We can see that the commutator (1.18) at equal times is not a well defined quantity, so
we heuristically go around this problem by integrating the input operators as [256]
δbˆin(t) =
∫ t+δt
t
bˆin(t′)dt′ (1.21)
9For the sake of the derivations we work with a continuous time variable t and infinitesimal time increments
dt, a more rigorous approach is to discretize time first and then take the limit for ∆t→ 0 at the end, see e.g. [55,
118].
10 Bosonic continuous variable systems are introduced in more detail in Section 1.4, here we assume a basic
knowledge on the subject.
11 Alternatively, we could say that in this approximation dt is mathematically an infinitesimal quantity, but
physically corresponds to the smallest timescale of the system and anything happening on shorter timescales
can be disregarded.
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which implies [
δbˆin(t), δbˆ†in(t)
]
= 1δt . (1.22)
For an infinitesimal δt we have that δbˆin(t) = bˆin(t)dt; this leads to the following identity[
bˆin(t), bˆ†in(t)
]
dt2 = 1dt . (1.23)
We now define a new set of bosonic operators bˆ′in(t) satisfying the relation bˆin(t)dt =
bˆ′in(t)
√
dt 12, these operators are proper creation and annihilation operator at each time,
i.e. [
bˆ′in(t), bˆ′
†
in(t)
]
= 1 . (1.24)
We can thus write the unitary evolution corresponding to the Hamiltonian (1.20), which
evolves the system from a time t to a time t + dt, as a function of the operators bˆ′in(t) as
follows
Uˆ(t, t + dt) = e−iHˆint(t) = exp
[√
γdt
(
cˆ⊗ bˆ†in(t)− cˆ† ⊗ bˆin(t)
)]
= exp
[√
γ dt
(
cˆ⊗ bˆ′†in(t)− cˆ† ⊗ bˆ′in(t)
)]
;
(1.25)
The key feature of the form (1.25) is that it is an exponential of the dimensionless variable√
γdt. Thus, to obtain terms up to first order in dt, we need to expand the exponential up
to second order as follows
Uˆ(t, t + dt) ≈1⊗ 1+
(
cˆ⊗ bˆ′†in(t)− cˆ† ⊗ bˆ′in(t)
)√
γdt+
+
1
2
(
cˆ†2 ⊗ bˆ′2in(t) + cˆ2 ⊗ bˆ′†2in (t)− cˆcˆ† ⊗ bˆ′†inbˆ′in(t)− cˆ† cˆ⊗ bˆ′inbˆ′†in(t)
)
γdt ;
(1.26)
we note here that sometimes we are going to include the parameter γ in the definition of
the operator cˆ by rescaling it as cˆ→ √γcˆ.
Now we bring into the calculation the assumption that at each time the state is
factorized as ρ(t)⊗ |0〉t〈0| and we compute the evolution of the density matrix of the
system as
ρ(t + dt) = Trt
[
Uˆ(t, t + dt)(ρ(t)⊗ |0〉t〈0|)Uˆ(t, t + dt)†
]
, (1.27)
where with Trt we mean that we are tracing over the Hilbert space labelled by t, the one
where the operator bˆin(t) acts. By inserting the expansion (1.26) and explicitly computing
the trace we get to
ρ(t + dt) = ρ(t) + γcˆρcˆ† − γ
2
{
cˆ† cˆ, ρ
}
, (1.28)
which we can rewrite as a proper differential equation:
dρ(t)
dt
= γD[cˆ]ρ(t) , (1.29)
12In more mathematical literature the operator dbˆin ≡ bˆ′in(t)
√
dt is called a quantum Wiener increment.
12 1.2 Markovian conditional and unconditional quantum dynamics
where we introduced the dissipation superoperator D, defined as
D[Aˆ]• = Aˆ • Aˆ† − 1
2
{
Aˆ† Aˆ, •
}
. (1.30)
More in general, we can also insert an Hamiltonian acting on the system into the master
equation (1.29), albeit we should make sure that the evolution due to the system Hamil-
tonian is slow enough not to break the derivation. The Markovianity assumption of
considering the system “frozen” while interacting with each environmental mode could
break down.
Furthermore, the case with a single cˆ can be generalized to a collection {cˆj}, often
called collapse operators. The general form of a Markovian Lindblad master equation is
then
dρ(t)
dt
= Lρ(t) = −i[Hˆ, ρ(t)]+∑
i
γiD[cˆi]ρ(t) , (1.31)
with γi ≥ 0 ∀i. To obtain this general form, we have to consider n independent input
modes bˆ(j)in (t), one for each noise operator cj, that satisfy Bosonic commutation relations[
bˆ(j)in (t), bˆ
(k)†
in (t
′)
]
= δjkδ(t− t′) . (1.32)
In Eq. (1.31) we also introduced the time independent Lindbladian superoperator L. This
is a linear operator on S(H) and from this point of view it is easy to see that the CPT map
generated by Eq. (1.31) are obtained by exponentiation of L as
Et = etL . (1.33)
These solutions satisfy a semi-group property
Et ◦ Es = Es+t ∀t, s ∈ R ; (1.34)
the fact that this is a semi-group and there is no inverse, at variance with the purely
unitary case, makes clear that this kind of evolution is irreversible. More in general, if
a collection of CPT maps Et satisfies the semi-group property (1.34), the generator L
must have the form given by the master equation (1.31); this is the original result of
Lindblad [166] and Gorini et al. [114].
1.2.2 Stochastic master equation
Here we will show that a stochastic dynamical equation arises when we are able to
measure the environmental degrees of freedom at each time t instead of tracing them out.
In particular we consider only two kinds of measurements: the so called homodyne mea-
surements, which corresponds to a Hermitian observable xˆθ = (eiθ bˆ′in + e−iθ bˆ′
†
in)/
√
2 =
cos θxˆin − sin θ pˆin =
∫ |xθ〉〈xθ | dxθ and on-off photo-detection which corresponds to the
binary POVM, with elements pˆi0 = |0〉〈0| and pˆi1 = 1− |0〉〈0|. Note that, by dealing
with states with at most one photon, the projection on the subspace orthogonal to |0〉 is
restricted to a projection on single photon subspace pˆi1 = |1〉〈1|.
We derive stochastic differential equations, but do not explain in details the theory of
stochastic processes and we only introduce the bits of information needed in this context.
We refer to [143] for a comprehensive, yet straight-forward, treatment.
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Photo detection
We start again from the expansion of the interaction unitary up to order dt in (1.26) and
we compute the Kraus operator as prescribed by (1.11)
Kˆ0(t) = t 〈0| Uˆ(t, t + dt) |0〉t = 1−
γdt
2
cˆ† cˆ (1.35)
Kˆ1(t) = t 〈1| Uˆ(t, t + dt) |0〉t =
√
γdtcˆ ; (1.36)
we have the POVM elements (keeping terms up to order dt)
pˆi0(t) = Kˆ0(t)†Kˆ0(t) = 1− γdtcˆ† cˆ (1.37)
pˆi1(t) = Kˆ1(t)†Kˆ1(t) = γdtcˆ† cˆ ; (1.38)
this is a well defined POVM, since pˆi(t)0 + pˆi(t)1 = 1.
The state at t + dt can assume two different values:
ρ
(c)
0 (t + dt) =
Kˆ0(t)ρ(c)(t)Kˆ0(t)†
Tr
[
Kˆ0(t)ρ(c)(t)Kˆ0(t)†
] = ρ(c)(t)− γ2 dt(cˆ† cˆρ(c)(t) + ρ(c)(t)cˆ† cˆ)
1− γdtTr[cˆ† cˆρ(c)(t)] (1.39)
ρ
(c)
1 (t + dt) =
Kˆ1(t)ρ(c)(t)Kˆ1(t)†
Tr
[
Kˆ1(t)ρ(c)(t)Kˆ1(t)†
] = cˆρ(c)(t)cˆ†
Tr
[
cˆ† cˆρ(c)(t)
] , (1.40)
where the superscript (c) signals a conditional state. This evolution is discontinuous in
time and the evolution due to the Kraus operator Kˆ1 in (1.36), which corresponds to the
detection of a photon, is often called a “quantum jump”.
If we expand the denominator of (1.39) up to order dt we get to
ρ
(c)
0 (t + dt) = ρ
(c)(t)− γ
2
dt(cˆ† cˆρ(c)(t) + ρ(c)(t)cˆ† cˆ) + γdtTr
[
cˆ† cˆρ(c)(t)
]
ρ(c)(t) +O(dt).
(1.41)
We now introduce a Poisson increment13 dNt with mean
E(dNt) = 0 · Tr
[
pˆi0(t)ρ(c)(t)
]
+ 1 · Tr
[
pˆi1(t)ρ(c)(t)
]
= γTr
[
ρ(c)(t)cˆ† cˆ
]
dt; (1.42)
being a two-outcome distribution, it is completely described by its mean value. Therefore
one can combine the two possible outcomes into a single equation
dρ(c)(t) = ρ(c)(t + dt)− ρ(c)(t) =
= dNt
(
ρ
(c)
1 (t + dt)− ρ(c)(t)
)
+ (1− dNt)
(
ρ
(c)
0 (t + dt)− ρ(c)(t)
)
.
(1.43)
This equation can be simplified by noting that the term dtdNt can be discarded, since it
gives contributions of order greater than dt. This can be understood intuitively from (1.42)
and it can be proven rigorously in the theory of stochastic processes [143].
13 A Poisson increment dNt with rate γ(t) is a stochastic process with two outcomes: 0 and 1. The probability
that dNt assumes the value 1 in the time interval dt is λ(t)dt, and the probability that it takes the value 0 is
1−λ(t)dt. Informally, the probability that dNt is 1 in any infinitesimal time interval is vanishingly small and thus
dN is zero most of the time. However, sometimes dNt takes the value 1, and the value of N(T) =
∫ T
0 dNt “jumps”
by 1; N(t) is called a Poisson process. A fundamental property of Poisson increments is that (dNt)2 = dNt.
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If we also add an Hamiltonian term we get to the more general equation
ρ(c) = −i
[
Hˆ, ρ(c)
]
− γ
2
(
cˆ† cˆρ(c) + ρ(c) cˆ† cˆ
)
dt + γTr
[
cˆ† cˆρ(c)
]
ρ(c)dt +
(
cˆρ(c) cˆ†
Tr
[
cˆρ(c) cˆ†
] − ρ(c))dNt
= −i
[
Hˆ, ρ(c)
]
− γ
2
H[cˆ† cˆ]ρ(c)dt +
(
cˆρ(c) cˆ†
Tr
[
cˆρ(c) cˆ†
] − ρ(c))dNt , (1.44)
where in the last line we introduced the superoperatorH defined as
H[Aˆ]• = Aˆ •+ • Aˆ† − Tr
[
•(Aˆ + Aˆ†)
]
• . (1.45)
The unconditional state is obtained by taking averaging over the Poisson process: ρ(t) =
E
[
ρ(c)(t)
]
. In order to see it explicitly it is useful to introduce the following stochastic
calculus rule [298]
E
[
dNt f (ρ(c))
]
= γdtE
[
Tr
[
c†cρ(c)
]
f (ρ(c))
]
, (1.46)
for any function of the density matrix; this is consistent with (1.42) when f = 1. By making
use of (1.46) one can average over the Poisson increment and get from the stochastic
master equation (1.44) for the conditional state to the Lindblad master equation (1.29) for
the unconditional state.
If instead of considering a generic initial state ρ0, the system starts in a pure state |ψ0〉,
the stochastic evolution maintains the state pure at all times and can be rewritten as an
equation for a conditional state vector |ψc(t)〉:
d |ψ(c)(t)〉 =
[
−iHdt + γ
2
(〈
cˆ† cˆ
〉
− cˆ† cˆ
)
dt +
(
cˆ√〈cˆ† cˆ〉 − 1
)
dNt
]
|ψ(c)(t)〉 , (1.47)
this equation is called a stochastic Schro¨dinger equation (SSE); for compactness we
introduced the expectation value on the conditional state: 〈ψ(c)(t)| • |ψ(c)(t)〉 = 〈•〉.
Historically, solutions to stochastic Schro¨dinger equations are called quantum trajectories;
however we also use the term more freely also for solutions of stochastic master equations.
By writing the infinitesimal increment for the projector representing the pure state
dρ(c) = (d |ψ(c)〉) 〈ψ(c)|+ |ψ(c)〉 (d 〈ψ(c)|) + (d |ψ(c)〉)(d 〈ψ(c)|) , (1.48)
one can check the consistence between (1.47) and (1.44), taking into account the property
of Poisson increments (dNt)2 = dNt. Note that it is necessary to retain also the second
order term in Eq. (1.48).
The stochastic variable NT =
∫ T
0 dNt represents how many jumps have occurred
up to time T, i.e. how many photons have been detected. However, the ‘measurement
record’ corresponding to an experiment contains more information than just NT , the
complete information is a list of times 0 ≤ t1,≤ · · · ≤ tNT ≤ T corresponding to each
photo-detection.
Every master equation in Lindblad form can be rewritten in terms of stochastic
Schro¨dinger equations and the solution of the master equation is obtained by averaging
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over the stochastic process. This procedure is called “unravelling” the master equation
and Eq. (1.47) is a specific unravelling based on a discontinuous jump-like evolution. As
we have seen, a stochastic Schro¨dinger equation has a physical meaning, however it is
also useful as a tool to numerically solve Lindblad master equations [63]. The advantage
is that only state vectors are needed instead of density matrices, the price to pay is that one
has to accumulate enough statistics to reduce fluctuations by generating many trajectories.
Homodyne detection
For homodyne detection we use a slightly different approach to derive a stochastic master
equation. Starting from the expansion of the interaction unitary up to order dt (1.26),
instead of computing the Kraus operators, we can directly compute the unnormalized
conditional state
ρ˜(c)(t + dt) = Trt
[
Uˆ(t, t + dt)(ρ(t)⊗ |0〉t 〈0|)Uˆ(t, t + dt)†(1⊗ |xθ〉 〈xθ |)
]
=
= t 〈xθ | Uˆ(t, t + dt)(ρ(t)⊗ |0〉t 〈0|)Uˆ(t, t + dt)† |xθ〉t
(1.49)
and the corresponding probability
pt+dt(xθ) = Tr[ρ˜(t + dt)] ; (1.50)
the normalized state is then
ρ(c)(t + dt) =
ρ˜(c)(t + dt)
pt+dt(xθ)
. (1.51)
Differently from the previous case, we only need an expansion of the numerator and
the denominator in (1.51) up to order
√
γdt, since all the relevant terms of order γdt
come out as a result. Due to vacuum fluctuations the probability distribution for xθ
at time t, before the interaction, is a Gaussian with variance 12 and mean value 0, i.e.
pt(xθ) = |t〈xθ |0〉t|2 = 1√pi e−x
2
θ .
The expansion of the conditional state yields
ρ˜(c)(t + dt) =|t〈xθ |0〉t|2ρ(c)(t)+
+
(
cˆρ(c)(t)t〈xθ |1〉t〈0|xθ〉t + ρ(c)(t)cˆ†t〈xθ |0〉t〈1|xθ〉t
)√
γdt +O(
√
γdt) =
=pt(xθ)
[
ρ(c)(t) +
(
cˆρ(c)(t)eiθ + ρ(c)(t)cˆ†e−iθ
)
xθ
√
2γdt
]
+O(
√
γdt)
(1.52)
where to get the second expression we used the identity t〈xθ |1〉t =
√
2xθeiθ t〈xθ |0〉t. The
expansion of the probability distribution yields
pt+dt(xθ) = Tr
[
ρ˜(c)(t + dt)
]
= pt(xθ)
(
1+
√
2γdtxθ〈cˆeiθ + cˆ†e−iθ〉t
)
+O(
√
γdt)
≈ 1√
pi
exp
−(xθ −√γdt2 〈cˆeiθ + cˆ†e−iθ〉t
)2 , (1.53)
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up to order
√
dt it is equivalent to a Gaussian distribution with variance 12 and mean value√
γdt
2 〈cˆeiθ + cˆ†e−iθ〉t. We can introduce a new stochastic increment dyt and a stochastic
process It such that
dyt = Itdt =
√
2dtxθ =
√
γ〈cˆeiθ + cˆ†e−iθ〉tdt + dwt , (1.54)
where here dwt a Gaussian random variable with variance dt and zero mean E[dwt] = 0.
The stochastic variable yT =
∫ T
0 dyt represents the so-called integrated photo-current.
The continuous stream of outcomes is usually understood in terms of the so-called
photocurrent It =
dyt
dt . The photocurrent It is equal to the expectation value of the
operator cˆeiθ + cˆ†e−iθ at time t, plus a white noise term:
I(t) =
√
γ〈cˆeiθ + cˆ†e−iθ〉t + ξt (1.55)
where ξt = dwtdt represents white noise.
In the theory of stochastic processes dwt is called a Wiener increment. The defining
and remarkable property of a Wiener increment is that its square (in principle a random
variable) is actually not random, but satisfies dw2t = dt. This identity is formally known
as Itoˆ’s lemma and it is the basis of Itoˆ stochastic calculus. The assumption leading to a
Itoˆ stochastic differential equation is that integral (1.21), needed to define the “physical”
operators bˆ′in(t), does not involve modes at times preceding t.
By inserting expressions (1.52) and (1.53) into (1.51) and expanding the denominator
we can finally get to
dρ(c)(t) = −i
[
Hˆ, ρ(c)(t)
]
dt + γD[cˆ]ρ(c)(t)dt +√γH[cˆ]ρ(c)(t)dwt = (1.56)
= −i
[
Hˆ, ρ(c)(t)
]
dt + γD[cˆ]ρ(c)(t)dt +√γH[cˆ]ρ(c)(t)
(
dyt −√γ〈cˆ + cˆ†〉tdt
)
(1.57)
where we also added the usual Hamiltonian term and in the second line we wrote the
equation in term of the observed photocurrent. In the following we suppress the explicit
dependence on θ which comes from measuring a different quadrature, since it is simply
equivalent to the substitution cˆ 7→ cˆeiθ ; also note that the dissipative part does not depend
on θ: D[cˆ] = D[cˆeiθ]. This stochastic master equation is called a diffusive unravelling,
since the stochastic part is represented by a diffusive stochastic process14.
Similarly to the discontinuous jump-like case we can alternatively write a stochastic
Schro¨dinger equation if the initial state is pure:
d |ψ(c)(t)〉 =
{[
−iHˆ + γ
2
(
cˆ† cˆ−
〈
cˆ + cˆ†
〉
cˆ +
〈
cˆ + cˆ†
〉2
4
)]
dt
+
√
γ
(
cˆ−
〈
cˆ + cˆ†
〉
2
)
dwt
}
|ψ(c)(t)〉 ;
(1.58)
14Diffusive means that something initially localized spreads out in time. This can be seen by considering the
Wiener process W(t) ≡ ∫ dwt, which is a Gaussian random variable with variance t (linearly increasing in time).
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to check the equivalence with the previous equation for the density matrix we need
to use again Eq. (1.48) and to apply Itoˆ’s rule. Due to the fact that dwt has zero mean
E[dwt] = 0, it is straight forward to check that the average of (1.56) gives back the
Lindblad equation (1.29), which corresponds to the particular case Hˆ = 0.
Inefficient detection
The previous equations were derived assuming that the measurement on the output
modes was a perfect projective measurement (actually a sharp observable, since we
are only interested in the statistics). However this assumption is not fulfilled in many
practical and interesting scenarios. The simplest way to model inefficient detection
is to assume that the measurement happens with probability η ∈ [0, 1] and fails with
probability 1− η. This is equivalent to placing a beam-splitter with trasmissivity η before
the measurement device, which accounts for the lost photons. Another equivalent way to
model this inefficiency is to rewrite the master equation for the unconditional dynamics
as
dρ(t)
dt
= ηγD[cˆ]ρ(t) + (1− η)D[cˆ]ρ(t) (1.59)
and then unravel only the term proportional to η [298].
The steps presented in the previous sections can be reproduced and we get to a
stochastic master equation for photo-detection
dρ(c) = −i
[
Hˆ, ρ(c)
]
dt− η γ
2
H[cˆ† cˆ]ρ(c)dt+
(
cˆρ(c) cˆ†
Tr
[
cˆρ(c) cˆ†
] − ρ(c))dNt +(1− η)γD[cˆ]ρ(c)dt ,
(1.60)
where now the Poisson increment has expectation value E[dNt] = ηγTr
[
ρ(c)
]
dt. Anal-
ogously, we have a diffusive stochastic master equation for homodyne detection with
finite efficiency
dρ(c)(t) = −i
[
Hˆ, ρ(c)(t)
]
dt + γD[cˆ]ρ(c)(t)dt +√γηH[cˆeiθ ]ρ(c)(t)dwt . (1.61)
As expected, both equations give back the unconditional Lindblad master equation for
η → 0.
In Sec. 2.3 we will generalize these stochastic master equations to the case of more
than one collapse operator. This is done by considering not only one input field, i.e.
one “environment”, but a collection of input field, one for each collapse operator: the
stochastic master equation has as many independent stochastic increments as collapse
operators. In this way it is possible to unravel a generic master equation in Lindblad
form.15
15Master equations with more than one collapse operator can also arise by considering mixed states (usually
thermal states) of the environment instead of the vacuum. In such cases the corresponding SME contains less
independent stochastic increments than collapse operators.
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1.3 Quantum estimation theory
In Section 1.1.1 we described the measurement process in quantum mechanics. We have
shown that even when every aspect of an experiment is under control and the resulting
state is prepared deterministically the outcomes of a measurement on the quantum system
are in general random variables. From this intuitive understanding, we immediately
sense that statistical analysis of measurement data is fundamental in quantum physics.
Some quantum mechanical observables corresponding to self-adjoint operators, such
as energy and angular momentum, have a very clear physical interpretation. However,
many other quantities of interest in physics do not naturally correspond to Hermitian
operators, two notable examples being optical phases and temperatures. To assign a value
to such quantities, one has to measure proper quantum mechanical observables and then
infer their value.
Even classically, the general problem of characterizing a probability distribution
from empirical data is exceedingly hard. However, very often one is able to restrict the
problem to a class of probability distributions parametrized by a certain finite number of
real parameters. Estimation theory is the branch of statistics that deals with estimating
the true values of such parameters from empirical data. The parametrized probability
distribution is also called a statistical model. In Subsection 1.3.1 we introduce the most
relevant concepts in estimation theory and review some important results.
In the quantum case, the parameters to be estimated appear in a quantum state rather
than in a classical probability distribution. This is the starting point of quantum estimation
theory, which is presented in 1.3.2. There is a deep connection between classical and
quantum estimation theory, as one would expected from the Born rule.
Within the the scope of this thesis, we are interested in single parameter estimation
only, i.e. statistical models, classical or quantum, parametrized by a single real variable.
Actually, many results in estimation theory can be generalized to the multidimensional
case without too many conceptual difficulties. The same is not true for the quantum case,
where multi-parameter estimation introduces a new set of challenges.
1.3.1 Classical parameter estimation
A standard reference on classical estimation theory is [165], where proofs for most of
these statements can be found; we only present a brief overview. We approach parameter
estimation in the framework of frequentist statistics, rather than Bayesian, therefore it is
always assumed that the parameter to be estimated has a true value and correspondingly
the statistics of the observed data obeys the true probability distribution.
The statistical model is denoted as p(x|λ) and it simply represents a collection of
probability distributions for the random variable x16 , labelled by a real parameter λ.
The true value of the parameter is λ0 and the corresponding probability is p(x|λ0). The
starting point of the statistical analysis is a set of M independent empirical observations
Ω = {x1, . . . , xM}; in practical terms the M data points are usually obtained from M rep-
16Here we leave x generic, it can correspond either to a discrete variable or to a vector of continuous variables.
With a modern measure theoretical approach to probability both cases can be treated equivalently.
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etitions of an experiment with identical initial preparations. We now define an estimator17,
which is, roughly speaking, a function from the set of measurement outcomes to the space
of parameters
λˆ(Ω) = λ(x1, . . . , xM) ; (1.62)
being a function of random variables, the estimator itself is a random variable.
We can then introduce several figures of merit to quantify the error in the estimation,
the most common choice is the mean square error, defined as:
MSE
(
λˆ
)
= E
[(
λˆ− λ0
)2]
=
∫ (
λˆ(Ω)− λ0
)2 p(Ω)dΩ , (1.63)
where the probability distribution of the outcomes is p(Ω)dΩ = ∏Mn=1 p(xi|λ0)dxi, since
the variables are independent and identically distributed (i.i.d.). The variance of the
estimator is defined as
Var
(
λˆ
)
= E
[(
λˆ−E[λˆ])2] ; (1.64)
it does not quantify the error in the estimation, but only the spread around the expected
value. An estimator is unbiased if the expected value is equal to the true value: E
[
λˆ
]
= λ0.
For unbiased estimators the variance and the mean square error clearly coincide. A lower
variance corresponds to less uncertainty in the estimation of the true value λ0 from the
observed data.
One of the fundamental results in estimation theory is that it is possible to give a
lower bound to the variance of any unbiased estimator for the parameter λ0 in terms of
local properties of the statistical model p(x|λ) around λ0. This result is the celebrated
Crame´r-Rao bound
Var
[
λˆ
] ≥ 1
MF [p(x|λ0)] , (1.65)
given in terms of the Fisher information (FI)
F [p(x|λ)] =
∫
dxp(x|λ)[∂λ log p(x|λ)]2 =
∫
dx
[∂λp(x|λ)]2
p(x|λ) ; (1.66)
the FI can be interpreted as a measure of statistical distinguishability between neighbour-
ing probability distributions. Under a reparametrization of the statistical model θ(λ), the
FI changes as
F [p(x|θ)] =
(
dθ(λ)
dλ
)2
F [p(x|λ(θ))] . (1.67)
Only relative increments of p(x|λ) are relevant for the FI and thus proper normalisation is
not important: any function κ(x) · p(x|λ), with ∂λκ(x) = 0 can be used to compute the
Fisher information.
The Crame´r-Rao bound (1.65) can be proven under some regularity conditions on the
function p(x|λ), see [165]. In particular, the sample space of the probability distribution
p(x|λ) must not depend on λ.
17Confusingly enough, in statistical literature estimators are usually denoted with a hat, which clashes with
the notation we used for operators on Hilbert space. We hope that the difference between the two should be
clear from the context.
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When the variance of an estimator is equal to the r.h.s of the Crame´r-Rao inequal-
ity (1.65), the estimator is said to be efficient. The existence of an efficient estimator is
guaranteed only for some statistical models and for particular choices of parametriza-
tion. However, much more is known for the asymptotic limit of a very large number of
observations M→ ∞. An estimator is said to be asymptotically unbiased if it becomes
unbiased in the asymptotic limit. Two asymptotically unbiased and asymptotically effi-
cient estimators for every (well behaved) statistical model are the maximum likelihood
estimator and the Bayesian estimator, that is presented at the end of this section and
employed in Chapter 3.
Finally, we want to point out the deep connection between statistics and geometry,
which goes under the name of information geometry. The basic idea is that the statistical
model p(x|λ) has the structure of a manifold with coordinates λ, to each point on the
manifold corresponds a probability distribution. In this geometrical picture the Fisher
information plays an important role: it defines a Riemannian metric on the manifold. The
reparametrization of the statistical model thus corresponds to a change of coordinates
on the manifold and the behaviour of the FI (1.67) obeys the transformation rules for the
components of a tensor. We only considered the singe-parameter case, where the metric
tensor is simply a scalar.
Bayesian estimator
Here we introduce an estimator commonly used in practical scenarios, the Bayesian
estimator. In the Bayesian approach, one starts with some prior information about
the value of the parameter, which is treated like a random variable with some initial
probability distribution. This initial probability is then conditioned by the observed data
and the updated probability is used to get an estimate of the true value.
Bayes’s rule is a recipe to compute the conditioned probability distribution of some
random variable x, given some observed value of some other random variable y:
p(x|y) = p(y|x)p(x)
p(y)
. (1.68)
This is due to the relationship between the joint probability and the conditional prob-
abilities p(x, y) = p(x|y)p(y) = p(y|x)p(x) (the joint probability is symmetrical in its
arguments).
In the case of parameter estimation the ruled is applied as follows. We consider a
dataset Ω = {xi}Mi with M empirical observations of a certain random variable X. The
probability of obtaining the outcomes in Ω given that the value of the parameter is λ is
p(Ω|λ).18 From Bayes rule we get that
p(λ|Ω) = p(Ω|λ)p(λ)∫
Λ p(Ω|λ)p(λ)dλ
(1.69)
where the integral is carried out over the whole parameter space Λ. The probability
distribution p(λ) is called the prior distribution and it has to be chosen to reflect previous
18This object is also called the likelihood function of the statistical model given the observed data.
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information about the true value of the parameter λ0. p(λ|Ω) is the posterior distribution
and it represents the information we have a posteriori, after observing the data Ω.
The most common Bayesian estimator is the expected value of the posterior distribu-
tion:
λˆB(Ω) =
∫
Λ
λp(λ|Ω)dλ , (1.70)
this is also called the minimum mean square error estimator and it can be shown that it
minimizes the average mean square error
MSE
[
λˆ
]
=
∫∫ (
λˆ− λ)2 p(x,λ)dΩdλ , (1.71)
where the expected value is taken w.r.t. to the joint distribution of the data and the
parameter. Since p(x,λ) = p(Ω|λ)p(λ), this is equivalent to averaging the mean square
error (1.63) over the prior distribution on the parameter.
For the estimator given by (1.70) the average mean square error is equal to the variance
of the posterior distribution, i.e.
Var
[
λˆB
]
=
∫
Λ
λ2 p(λ|Ω)dλ− [λˆB(Ω)]2 ; (1.72)
this quantity is taken as the figure of merit to asses the precision of the estimator λˆB.
It can be shown that, under some regularity assumptions, in the limit M → ∞ the
prior becomes unimportant and the estimator becomes asymptotically unbiased and
efficient (Bernstein–von Mises theorem). In this limit the variance (1.64) and the Bayesian
variance (1.72) both tend to (MF [p(x|λ0)]). Moreover, in the asymptotic limit only local
properties of the statistical model p(x|λ) in a neighbourhood of the true value λ0 are
important.
Please note that in this analysis the prior distribution is used only for the estimation,
but it does not enter in the Crame´r-Rao bound. If one wants to seriously consider the
prior as part of the statistical model a more general bound is needed, known as Bayesian
Crame´r-Rao bound or Van Trees inequality [112, 283]. The two approaches become
equivalent only in the asymptotic limit [147, 165].
1.3.2 Quantum Crame´r-Rao bound
Quantum estimation theory (QET) was pioneered by Helstrom [128] and Holevo [130], but
the field became more relevant for metrological applications when Braunstein and Caves
explicitly showed the connection with classical estimation theory [37]. This presentation
is mainly based on a more recent review [221], but see also [68].
A quantum statistical model is represented by a manifold of density operators ρλ ∈
S(H). The goal of QET is to find the best POVM to precisely estimate the true value λ0 of
a parameter. We can distinguish two approaches to QET; global QET aims at minimising a
suitable cost functional, averaged over all possible values of the parameter to be estimated.
The result is thus a POVM independent of the true value of the parameter to be estimated.
On the contrary, in local QET one looks for the POVM maximizing the resulting classical
Fisher information, thus minimizing the variance of the estimator, at a fixed value of the
parameter.
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Intuitively, we expect that local QET should provide better performances, since the
optimization is tailored to a specific value of the parameter. We are going to see that this
approach yields an optimal POVM that depends on the true value λ0. This conundrum is
resolved in the asymptotic limit by implementing adaptive measurement strategies [26,
90] which asymptotically yield the same precision of the true optimal POVM.
Given a quantum state ρλ ∈ S(H) and a POVM {pˆix}x∈X , from the Born rule we have
the (conditional) probability p(x|λ) = Tr[pˆixρλ]. The classical FI (1.66) is thus
F [p(x|λ)] =
∫
dx
(∂λTr[pˆixρλ])
2
Tr[pˆixρλ]
. (1.73)
Let us introduce the symmetric logarithmic derivative (SLD), an operator implicitly
defined as
∂λρλ =
Lλρλ + ρλLλ
2
(1.74)
more precisely, this equation defines the operator Lλ only on the support of the operator
ρλ (the subspace spanned by its non-zero eigenvectors). The part of the operator Lλ acting
on the null space of ρ is left undetermined; there is a unique solution if and only if the
state ρ is full-rank. Using the SLD we can express the derivative in (1.73) as
∂λTr[pˆixρλ] = Tr[pˆix∂λρλ] = Re(Tr[Lλρλpˆix]) (1.75)
and rewrite the FI as
F [p(x|λ)] =
∫
dx
{Re(∂λTr[Lλρλpˆix])}2
Tr[pˆixρλ]
. (1.76)
This FI quantifies the precision that can be obtained by implementing a suitable estimator
on the outcomes of the POVM {pˆix}.
This last expression for the FI can be analytically maximized [37] over all possible
POVMs 19 and the result is the celebrated quantum Fisher information (QFI), which thus
provides an upper bound the classical FI for every POVM:
Q[ρλ] ≡ max{pˆix}{F [p(x|λ)]} = Tr
[
ρλL2λ
]
≥ F [p(x|λ)] . (1.77)
This inequality implies that there is a bound imposed by quantum mechanics to the
precision in the estimation of a parameter λ with true value λ0, this is the quantum
Crame´r-Rao bound:
Var
[
λˆ
] ≥ 1
MQ[ρλ0] . (1.78)
The single-parameter quantum Crame´r-Rao bound is tight: one can show that a
projection on the eigenstates of Lλ saturates the inequality (1.77) [221]. This bound
depends solely on the quantum statistical model ρλ, analogously to the classical Crame´r-
Rao bound that depends only on the classical statistical model.
19We remark that there are some pathological cases where this optimization fails due to the fact that the
POVMs depend non-trivially on the parameter to be estimated. In some instances this fact can actually be
exploited to achieve better precision [259, 260].
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To obtain an explicit expression for the QFI we note that Eq (1.74) is a Lyapunov
equation for the operator L, which can be formally solved as20
Lλ = 2
∫ ∞
0
e−tρλ(∂λρλ)e−tρλdt . (1.79)
A more explicit solution can be obtained in terms of the spectral decomposition of the
density matrix ρλ = ∑n pn|ψn〉〈ψn|:
Lλ = ∑
n,m
〈ψm| ∂λρλ |ψn〉
pm + pn
|ψm〉〈ψn| , (1.80)
this sum is over all terms for which pn + pm 6= 0. By applying the definition (1.77) we get
to an explicit expression for the QFI
Q[ρλ] = ∑
n,m
|〈ψm| ∂λρλ |ψn〉|2
pm + pn
. (1.81)
We point out a subtlety here: even though the SLD is defined only on the support of
ρλ, it is very important to consider also orthonormal vectors belonging to the null-space
of ρλ. As a matter of fact in Eqs. (1.80) and (2.3.2) the condition is not pn 6= 0 and pm 6= 0,
but pn + pm 6= 0, therefore terms for which pm = 0 but pn 6= 0 have to be included in
the sum. It is possible to derive expressions for the QFI where summations run only
on non-zero eigenvalues [167], thereby explicitly showing that only the support of ρλ is
relevant.
We now state some general properties of the QFI. The first is monotonicity under CPT
maps:
Q[ρλ] ≥ Q[E [ρλ]] , (1.82)
for every CPT map E which does not depend on λ [231], this holds also for CPT maps
between operators on Hilbert spaces of different dimensions. The second is invariance
under (parameter-independent) unitary transformations Q[ρλ] = Q
[
UρλU†
]
. The third
property is the so-called extended convexity [15, 206]. For every mixture of quantum
states ρλ = ∑x p(x|λ)ρx|λ the QFI is upper bounded as follows
Q[ρλ] ≤ F [p(x|λ)] +∑
x
p(x|λ)Q
[
ρx|λ
]
, (1.83)
the quantity on the r.h.s. is the Fisher information of the classical probability distribution
plus the average QFI of the states in the mixture; this quantity is going to be important in
the following chapters. When the mixing probability is independent from the parameter,
i.e. ∂λp(x|λ) = 0 and F [p(x|λ)] = 0, this property reduces to the ordinary convexity of
the functional Q.
For pure states one can easily derive a simple expression for the QFI [221]
Q[|ψλ〉] = 4
[
〈∂λψλ|∂λψλ〉+ (〈∂λψλ|ψλ〉)2
]
(1.84)
= 4
[
〈∂λψλ|∂λψλ〉 − (Im〈∂λψλ|ψλ〉)2
]
, (1.85)
20When the state is not full-rank this expression must be handled with care, see [240] for an explicit account.
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where the last equality is due to the fact that the overlap between a normalized com-
plex vector and its derivative has to be a purely imaginary number: Re〈∂λψλ|ψλ〉 =
〈∂λψλ|ψλ〉+ 〈ψλ|∂λψλ〉 = ∂λ〈ψλ|ψλ〉 = 0.
The geometrical interpretation remains valid in the quantum domain. A quantum
statistical model corresponds to a differentiable manifold with coordinates λ and the QFI
is connected to a Riemaniann metric on the manifold. In particular, the QFI corresponds to
the metric tensor (here a scalar, for a single parameter) obtained from the Bures distance,
which is defined as
DB[ρ1, ρ2] =
√
2(1− F[ρ1, ρ2]) , (1.86)
where we also introduced the fidelity:
F[ρ1, ρ2] = Tr
[√√
ρ1ρ2
√
ρ1
]
, (1.87)
which quantifies similarity between states. The metric coming from the Bures distance is
obtained by an infinitesimal expansion and it can be shown that it is proportional to the
QFI:
ds2B = D
2
B[ρλ, ρλ+dλ] = 4Q[ρλ]dλ2 . (1.88)
More explicitly, we can write the QFI in terms of the infinitesimal change in the fidelity
Q[ρλ] = lim
e→0
8(1− F[ρλ, ρλ+e])
e2
. (1.89)
For pure states the fidelity reduces to the overlap, i.e. F[|ψ1〉 , |ψ2〉] = |〈ψ1|ψ2〉|, so we can
write a compact expression for the QFI of pure states [121] in terms of the overlap:
Q[|ψλ0〉] = 4 ∂λ′∂λ (log|〈ψλ|ψλ′〉|)|λ=λ′=λ0 . (1.90)
To end this section, we want to quickly mention some recent developments about non-
asymptotic QET, even though we always will employ the standard asymptotic analysis
based on the QFI. The restriction to unbiased estimators is a strong constraint, especially
for a small number of observations, in fact it has been shown that biased estimators
can actually reduce the mean square error [168]. Furthermore, in the non-asymptotic
case a fully Bayesian analysis is believed to be more appropriate, for a discussion and a
comparison with the asymptotic “orthodox” approach see [246] and references therein.
1.4 Continuous variable quantum systems
Historically, quantum mechanics was employed to study the motional degrees of freedom
of non-relativistic particles. The standard approach is to define n pairs of position
and momentum self-adjoint operators, satisfying the so-called canonical commutation
relations [
xˆi, pˆj
]
= ih¯δij1 , (1.91)
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from now on we work in natural units so that h¯ = 1. In analogy with classical Hamiltonian
mechanics xˆ and pˆ are called canonical operators. It is customary to introduce the non-
Hermitian creation and destruction operators
aˆi =
xˆi + i pˆi√
2
aˆ†i =
xˆi − i pˆi√
2
, (1.92)
for which the commutation relations become[
aˆi, aˆ†j
]
= δij1 . (1.93)
These operators have the effect to annihilate or create a quantum of energy in the quan-
tum description of harmonic oscillators. In the framework of quantum field theory they
represent the creation and destruction of particles. As a matter of fact, in second quan-
tization each pair of canonical operators represents field operators of a bosonic field,
instead of position and momentum; therefore, systems described by canonical operators
are also called “bosonic” systems. The best known example of a bosonic field is the
electromagnetic field, where the canonical operators represents the quantum description
of the magnetic and electric fields (in one polarization direction). Each canonical degree
of freedom is also referred to as a single ‘mode’, a terminology stemming from quantum
optics. We are interested in systems with a finite number of degrees of freedom21.
These commutation relations define an algebra of operators, which however do not
allow any finite dimensional representation, i.e. they cannot be represented as finite-
dimensional matrices. However, it is possible to find infinite-dimensional representations,
considering the space of square integrable functions L2(RN), so that
xˆj | f 〉 = xj f (x) (1.94)
pˆj | f 〉 = −i ∂ f (x)∂xj ∀ | f 〉 ≡ f (x) ∈ L
2(Rn) (1.95)
We can also define a vector of canonical operators rˆ = (xˆ1, pˆ1, . . . , xˆn, pˆn). For later
convenience, we also introduce the corresponding vector of classical phase space variables
r = (x1, p1, . . . , xn, pn) ∈ R2n. The canonical bosonic commutation relations can be
rewritten as [256] [
rˆ, rˆT
]
= iΩ , (1.96)
where the canonical symplectic form Ω is a matrix in block-diagonal form:
Ω =
N⊕
i=1
Ω1, Ω1 =
(
0 1
−1 0
)
. (1.97)
The external product notation of Eq. (1.96) is defined by components as
[
rˆi, rˆj
]
= iΩij.
Even if the eigenstate of the canonical operators are not functions in L2(Rn) they are
expressed in Dirac notation as |xj〉 and |pj〉. Formally, this notation denotes linear forms
21 Actually in our treatment of input operators in Section 1.2, we already used a series of modes labeled
by a continuous value t (time), i.e. a bosonic system with an infinite number of degrees of freedom. For that
particular purpose a full treatment in terms of quantum field theory is not necessary.
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acting on L2(Rn), so that 〈x| f 〉 = f (x) ∀ | f 〉 ≡ f (x) ∈ L2(Rn), where |x〉 = ⊗nk=1 |xj〉.
The operators xˆj and pˆj admit a spectral decomposition in terms of projectors on these
improper eigenvectors, e.g. xˆ =
∫ ∞
−∞ dx x|x〉〈x|. Since their eigenvalues cover the whole
real line, it is customary to refer to systems described by pairs of canonical operators as
“quantum continuous variables”. Moreover, for a trace-class operator O, the trace can be
expressed as
Tr
[
Oˆ
]
=
∫ ∞
−∞
〈x| Oˆ |x〉 dx . (1.98)
From these properties we can see that the continuous set |x〉 can be used as a “continuous”
basis of the Hilbert space.
1.4.1 Phase space representation
The Weyl operators (or displacement operators) are the bridge to connect quantum states
on the Hilbert space to a description in terms of phase space; they are defined as follows
Dˆr = eir
TΩrˆ . (1.99)
They can equivalently be defined in terms of complex space variables, i.e. the n-dimensional
complex vector α with components αj =
xj+ipj√
2
, as follows
Dˆα =
n⊗
j
e αj aˆ
†
j−α∗ aˆj = Dˆ−r . (1.100)
We remark that the Weyl operators are in tensor product form, therefore they act locally on
each subsystem. By applying them on a vacuum state, i.e. the state satisfying aˆj |0〉 = 0 ∀j,
we have the so called coherent states
|α〉 =
N⊗
j
|αj〉 = Dˆα |0〉 (1.101)
For bounded operators Oˆ the following important relation holds [45, 256]
Oˆ =
∫
R2n
Tr
[
Dˆ−rOˆ
]
Dˆr (1.102)
Roughly speaking displacement operators can be thought as a basis on the space of
bounded operators, where the scalar product is the Hilbert-Schmidt product; they also
satisfy an orthogonality condition:
Tr
[
DˆrDˆ−s
]
= (2pi)nδ2n(r− s) . (1.103)
Let us define the characteristic function of an operator Oˆ as
χOˆ(r) = Tr
[
OˆDˆ−r
]
, (1.104)
from the previous discussion we can see that this is an equivalent representation of a
bounded operator.
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There is another important mapping between Hilbert space operators and functions
on the phase space, known as Wigner transform [46, 62]. The Wigner transform of a
generic bounded operator on the infinite dimensional Hilbert space is simply the Fourier
transform of the characteristic function:
W [Oˆ](r) = 1
(2pi)2N
∫
R2N
dv eiv
TΩrTr
[
Oˆe−iv
TΩrˆ
]
, (1.105)
which is of course a basis-independent definition22. The Wigner transform is also called
the Wigner function of the operator (a term that we mostly use to refer to Wigner functions
of quantum states) and contains all the information about the operator, just like the char-
acteristic function. Crucially, the Wigner function of a self-adjoin operators correspond
to a real valued function on the phase space. If we evaluate the trace in position basis
xˆ|s〉x = s|s〉x23 we get the equivalent expression
W [Oˆ](x, p) = 1
piN
∫
RN
dy x〈x+ y|Oˆ|x− y〉x e−2ip·y , (1.106)
which is most often encountered in the literature.
A fundamental property of the Wigner transform is that the trace of two operators
can be expressed as an integral in phase space
Tr[Oˆ1Oˆ2] = (2pi)N
∫
R2N
drW [Oˆ1](r)W [Oˆ2](r), (1.107)
in particular this can be used to express the Born rule
p(a|ρ) = (2pi)N
∫
R2N
drW [ρ](r)W [Πa](r), (1.108)
where
∫
Ω dµ(a)Πa = 1 is a generic POVM. The integral measure µ(a) on the outcome
space Ω is generic, e.g. the the Lebesgue measure for general-dyne measurements or
the counting measure for photon-counting measurements (for which
∫
dµ(a)→ ∑a) The
Wigner functions of the effects of the POVM satisfy∫
Ω
dµ(a)W [Πa](r) = 1
(2pi)N
, (1.109)
where we used the linearity of the Wigner transform and the fact thatW [1](r) = 1/(2pi)N
(we implicitly assume that all the conditions to exchange the integration order hold true).
When the Wigner transform of the POVM effectsW [Πa](r) is a Gaussian function we
refer to these as Gaussian measurements. It is also important to consider the limiting case
of projection on position or momentum eigenstates (or rotations thereof); in this case the
corresponding Wigner transform is proportional to a Dirac delta function and the Born
22This mapping is one to one only for bounded operators, however we use it also for some unbounded
operators, in particular projectors over position/momentum eigenstates. In these particular cases everything
remains consistent with the definitions given here.
23In some situations, to avoid confusion, we explicitly denote the eigenvectors of a quadrature operator by a
subscript, so that arbitrary letters can be used to label the eigenvalues.
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rule is equivalent to an integration over all the other phase-space variables, e.g. for a
single mode
p(x) =
∫
R
dpW [ρ](x, p) . (1.110)
In this formalism the trace rule (1.107) can be generalized also to the partial trace,
which is just the marginal Wigner function [214]:
W [TrB[ρAB]](rA) =
∫
drBW [ρAB](rA, rB) . (1.111)
Consequently, the rule for the unnormalized conditional states after a measurement on
one subsystem can be written as
W [TrB[ρAB1⊗Πa]](rA) = (2pi)NB
∫
drBW [ρAB](rA, rB)W [Πa](rB). (1.112)
To get a normalized Wigner function the previous expression should be divided by the
probability density p(a) given by the Born rule (1.108). Moreover, the tensor product
operation is simply given by multiplication of Wigner functions
W[Oˆ1 ⊗ Oˆ2](r1, r2) =W[Oˆ1](r1)W[Oˆ2](r2). (1.113)
The Wigner transform is not the only mapping between operators and phase space.
However, it is the only one with the following properties [30, 81]: it is real for any quantum
state, it is a linear functional over density operators, its marginals are the probability
distributions of canonical observables and the trace rule (1.107) holds.
Another particularly relevant class of phase-space mappings is obtained by consider-
ing the s-ordered characteristic functions; we only give a very brief introduction, for more
details see [27]. For a single mode the s-ordered displacement operator is defined as
χs(α) = Tr
[
Dˆαρ
]
e
s
2 |α|2 , (1.114)
clearly for s = 0 we get the previously introduced characteristic function. By taking the
Fourier transform of χs it is possible to define the s-ordered quasiprobability distribu-
tions24. In particular, for s = 1, we have the so called Glauber P-function, which allows
to write a density operator as an integral over coherent state projectors:
ρ =
∫
C
dαP(α)|α〉〈α| . (1.115)
Note that in general this is not a mixture of coherent states, since the function P does not
need to be positive and actually it might be a very singular object, not even a tempered
distribution. Nonetheless it is always possible to formally write the integral (1.115) for
any continuous variable quantum state [158].
24 In Section 7.3 we explain more in detail how the quasiprobability distributions for different s are connected
by Gaussian convolutions.
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1.4.2 Gaussian systems
Gaussian states of bosonic systems have played a fundamental role for continuous-
variable (CV) quantum technologies and quantum information. The theoretical analysis
of Gaussian states is made simpler by the fact that they can be compactly described by
first and second statistical moments, yet they can manifest many genuinely quantum
properties. A number of books and reviews deals with this subject extensively [2, 39,
80, 129, 256, 291]. Experimentally, the generation and manipulation of Gaussian states
has been made possible by the availability of second order non-linearities (Gaussian-
preserving operations) in various physical platforms, including optical, atomic, and
opto-mechanical systems.
Let us consider a Hamiltonian that is a quadratic polynomial in the canonical operators
(the constant factors are irrelevant)
HˆG =
1
2
rˆTHrˆ+ rˆTh, (1.116)
where H is a symmetric 2N × 2N matrix and h is a 2N real vector. Such Hamiltonian
corresponds to a linear transformation in the Heisenberg picture (the so-called Gaussian
unitaries)
Uˆ†G rˆUˆG = Srˆ+ d, (1.117)
where UˆG = exp[−itHˆG] and S is a symplectic matrix satisfying STΩS = Ω, which
implies det S = 1 (on a classical level this means that the phase space volume element
is conserved). The symplectic matrix S and the vector d are obtained in terms of the
Hamiltonian as follows:
S = eΩH d = −H−1h . (1.118)
More formally, the matrix S belongs to the symplectic group Sp(2n,R), while the whole
transformation belongs to the affine symplectic group ISp(2n,R). A crucial property is
that every Wigner function is covariant with respect to Gaussian unitary evolutions:
W [UˆGρUˆ†G](r) =W [ρ](S−1r− S−1d) . (1.119)
This identity shows that a quadratic Hamiltonian induces an evolution in the quasiproba-
bility distribution which is exactly the classical Liouville evolution of a classical probability
distribution in phase-space. We are going to comment more about this point in Chapter 7.
Gaussian states are defined as thermal states of Hamiltonians of the form (1.116):
ρG =
e−βHˆG
Tr
[
e−βHˆG
] , (1.120)
where pure states correspond to ground states and are obtained in the limit β → ∞.
A Gaussian state has a complete parametrization in term of first and second statistical
moments (the covariance matrix σ)
r¯ = Tr[ρG rˆ] σ = Tr
[
ρG
{
(rˆ− r¯), (rˆ− r¯)T
}]
(1.121)
30 1.4 Continuous variable quantum systems
and its Wigner function is a Gaussian function of the form
W [ρG](r) = 1
piN
√
detσ
e−(r−r¯)
Tσ−1(r−r¯). (1.122)
For clarity, we remark that according to definition (1.121) the variance of a canonical
observable rˆj is equal to half the respective diagonal element of the covariance matrix:
Tr
[
ρrˆ2j
]
− Tr[ρrˆj]2 = σjj/2 (e.g. the covariance matrix of the vacuum state is the identity).
For Gaussian states the evolution due to quadratic Hamiltonians in Eq. (1.119) entails a
simple expression in terms of covariance matrix and first moments:
σ′ = SσST r¯′ = Sr¯+ d . (1.123)
As previously mentioned, we can also define Gaussian measurements; in the ideal
case they correspond to projections on pure Gaussian states with the same covariance
matrix but labeled by different values of the first moments. These measurement can be
obtained by Gaussian unitaries followed by projective measurements of the canonical
operators rˆ, which in optics correspond to homodyne measurements. An ideal Gaussian
measurement is not a projective measurement in general, e.g. for a projection on coherent
states we have the usual heterodyne detection of quantum optics. More in general, some
noise can be present in the detector. As long as the noise obeys a Gaussian description
(such as loss, or thermal noise) a convenient parametrization for Gaussian POVMs is the
following [100, 256]
∫
RN
drm pˆirm =
∫
RN
drm
Dˆ−rmρmDˆrm
(2pi)N
= 1 , (1.124)
where ρm is a generic Gaussian state with zero first moments, thus completely character-
ized by its covariance matrix σm.
Acting with such POVMs on a Gaussian state, the Born rule (1.108) gives a Gaussian
distribution
p(rm) =
e− 12 (rm−r¯)T(σ+σm)
−1(rm−r¯)
(2pi)n
√
det(σ + σm)
. (1.125)
Let us consider a bipartite Gaussian state with global covariance matrix and first moments
σ =
(
σA σAB
σTAB σB
)
r¯AB =
(
r¯A r¯B
)
. (1.126)
If we measure the subsystem B with a Gaussian POVM, Eq. (1.112) gives the following
mapping for the conditional state on subsystem A25:
σA 7→ σA − σAB(σB + σm)−1σTAB (1.127)
r¯A 7→ r¯A + σAB(σB + σm)−1(rm − r¯B) . (1.128)
25If in the rule for the covariance matrix we put σm = 0 we get the Schur complement of the matrix σ w.r.t.
the submatrix σB, which would give the classical Gaussian conditional probability after observing rB. Notice
how in the quantum case there is an additional uncertainty σm due to the POVM.
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Entropy of a Gaussian state
Any covariance matrix can be diagonalized by symplectic matrices so each eigenvalue
has multiplicity two. The N different values νj are usually called symplectic eigenvalues.
The von Neumann entropy of a Gaussian state is a function of the symplectic eigenvalues
only [104, 131, 256] and one does not need the eigenvalues of the infinite dimensional
density operator to compute it. For a generic N-mode Gaussian state we have
S(ρG) =
N
∑
j
h(νj), (1.129)
where
{
νj, j ∈ [1, . . . , N]
}
are the symplectic eigenvalues and we defined the following
function
h(x) =
(
x + 1
2
)
log
(
x + 1
2
)
−
(
x− 1
2
)
log
(
x− 1
2
)
. (1.130)
In particular, for single mode systems the only symplectic eigenvalue is the square root of
the determinant of the covariance matrix and we have
S(ρG) = h(
√
det σ) . (1.131)
Examples of Gaussian unitary operations
As an example, let us consider a couple of Gaussian unitary operations that are going to
be useful in the following chapters. First we consider single mode squeezing:
Sˆ(ξ) = exp
[
ξ
2
(
aˆ†
)2 − ξ∗
2
aˆ2
]
= exp
[
i
2
r sinψ
(
qˆ2 − pˆ2
)
− i
2
r cosψ(qˆ pˆ + pˆqˆ)
]
(1.132)
where ξ = reiψ, the corresponding symplectic matrix is thus
S(r,ψ) =
(
cosh r + cosψ sinh r sinψ sinh r
sinψ sinh r cosh r− cosψ sinh r
)
. (1.133)
For ψ = 0 we get a squeezing of the momentum fluctuations; since S(r, 0)†( pˆ, xˆ)S(r, 0) =
(er xˆ, e−r pˆ) the variance in momentum ∆ pˆ = 〈 pˆ2〉 − 〈 pˆ〉2 is transformed as ∆ pˆ→ e−2r∆ pˆ,
while the variance of the position operator increases as ∆xˆ → e2r∆xˆ. Another important
Gaussian unitary is the one for the beam splitter
Uˆbs(φ, θ) = e
φeiθ aˆ†1 aˆ2−φe−iθ aˆ1 aˆ†2 = exp[iφ cos θ( pˆ1 xˆ2 − xˆ1 pˆ2) + iφ sin θ(xˆ1 xˆ2 + pˆ1 pˆ2)] .
(1.134)
We can parametrize the beam splitter with the trasmissivity T = cos2 φ and choose a
particular θ = pi; the corresponding symplectic matrix is then
Sbs(T) =

√
T 0
√
1− T 0
0
√
T 0
√
1− T
−√1− T 0 √T 0
0 −√1− T 0 √T
 . (1.135)
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1.4.3 Conditional and unconditional Gaussian dynamics
Let us apply our treatment of Markovian dynamics in Sec. (1.2) to the class of continuous
variable systems we have just introduced. In doing so, we mostly follow Refs. [96,
100, 256]; as usual we favour physical intuition over mathematical rigour. Alternative
parametrizations for the same dynamics are found in [297, 298]. We also mention that
there is also a more formal way of dealing with this very topic, which is closer in spirit to
how classical linear systems are handled; see for example [209].
Let us introduce a vector of input modes, described in terms of the canonical operators:[
rˆin(t), rˆin(t′)T
]
= iΩδ(t− t′) (1.136)〈{
rˆin(t), rˆin(t′)T
}〉
= σin δ(t− t′) , (1.137)
in terms of the previously used input operators (1.32) this corresponds to rˆin(t)T =
(xˆ(1)in , pˆ
(1)
in , . . . xˆ
(n)
in , pˆ
(n)
in ) with xˆ
(j)
in = (b
(j)
in + b
(j)†
in )/
√
2 and analogously for the other canon-
ical operators. At variance with Sec. (1.2), where we only considered input modes in
the vacuum state, now we allow them to be in a generic Gaussian state with covariance
matrix σin.
We can also collect the canonical operators of the system and those of the input at
a certain time t in a single vector rˆTs,in =
(
rˆT, rˆin(t)T
)
. The instantaneous interaction
between the system and the input modes is then assumed to be a generic quadratic one,
so that the interaction Hamiltonian reads
Hˆtot = rˆTC rˆin(t) =
1
2
rˆTs,inHc rˆs,in =
1
2
rˆTs,in
(
0 C
CT 0
)
rˆs,in , (1.138)
where HC is symmetric, but C is an arbitrary real matrix.
Then we define the so-called quantum Wiener increment, as previously done
drˆin(t) = rˆin(t)dt = rˆ′in(t)
√
dt, (1.139)
so that the operators rˆ′in at time t obey canonical commutation relations:[
rˆ′in(t), rˆ′in(t)
]
= iΩ . (1.140)
The symplectic matrix corresponding to the unitary interaction must be written in terms
of the operators rˆ′in using (1.118) and it has to be expanded up order dt, as previously
done in (1.25):
eΩHC
√
dt ≈ 1+ΩHC
√
dt +
(ΩHC)2
2
dt . (1.141)
This symplectic transformation can then be used to obtain the covariance matrix at t + dt
eΩHC
√
dt(σ ⊕ σb)e(ΩHC)T
√
dt ≈ (σ ⊕ σb) +
(
Aσ + σAT + D
)
⊗ σ˜in + σs,in
√
dt , (1.142)
where
A = ΩHs +
ΩCΩCT
2
D = ΩCσinCTΩT (1.143)
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are the so called drift26 and diffusion matrices and the other matrices appearing in the
expression are defined as follows
σs,in =
(
0 ΩCσin + σCΩT
σinCTΩT +ΩCTσ 0
)
(1.144)
σ˜in =
ΩCTΩCσin + σinCTΩCΩ
2
+ΩTCTσCΩ . (1.145)
In a similar fashion we can obtain the first moments at t + dt:
eΩHC
√
dt
(
r
rin
)
≈
(
1+ΩHc
√
dt +
(ΩHC)2
2
dt
)(
r
rin
)
≈
(
r+ Ardt
ΩCTr
√
dt
)
, (1.146)
where we assume rin = 0, i.e. the input modes have no displacement.
Tracing away the input mode, we can straight-forwardly obtain the unconditional
dynamics for the first moments and the covariance matrix
drt
dt
= Art + u (1.147)
dσt
dt
= Aσt + σt AT + D . (1.148)
We also added a linear drive term u, so that the dynamics given by this equations with A
and D in (1.143) can now accommodate a generic system Hamiltonian with quadratic and
linear terms Hˆs = 12 rˆ
THS rˆ+ uTΩrˆ. At the Hilbert space level this dynamics is expressed
as a Lindblad equation with collapse operators linear in rˆ, so that the action in the master
equation is at most quadratic.
If instead of tracing away the modes rˆ′in we perform a generic Gaussian (general-dyne)
measurement, we get the Gaussian probability density (1.125) for the outcome rm, which
is centred around a value proportional to the first moments of the state r¯m = ΩCTr
√
dt
and has a covariance matrix which is independent from the state of the system: Σ =
(σm + σin)/2.
Since rm is a Gaussianly distributed random variable it is possible to introduce another
random variable
dw = Σ−1/2(rm − r¯m)
√
dt , (1.149)
which corresponds to a vector of Wiener increments with the following properties
E[dw] = 0 and
{
dw, dwT
}
/2 = 1dt (for the components this means dwidwj = δijdt). The
measurement output is usually expressed in term of the vector of currents (corresponding
to (1.54) in the case of a single input operator):
dyt =
√
2Σ−1/2rm
√
dt =
√
2Σ−1/2r¯m
√
dt + dw =
=
√
2(σin + σm)
−1/2ΩCTrt
√
dt + dw . (1.150)
26 To keep the derivation cleaner, we did not include any Hamiltonian operator for the system alone. However,
the drift matrix presented also contains the contribution of a quadratic term in the system Hamiltonian
Hˆs = 12 rˆ
T HS rˆ
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By applying the formula for conditional Gaussian states, the following equations for
the first and second statistical moments can be derived [100, 256]:
drt = Artdt + udt +
(
σtB + N√
2
)
dw (1.151)
dσt
dt
= Aσt + σt AT + D− (σt + N)(σtB + N)T (1.152)
where we introduced two matrices B = CΩTΣ−1/2 and N = ΩCσinΣ−1/2.
A very remarkable feature of the conditional Gaussian dynamics is that the equation
for the covariance matrix is deterministic and it has the form of a continuous-time Riccati
differential equation. The stochasticty coming from the random output of measurements
is reflected only on the first moments of the conditional state.
1.4.4 Nonclassicality of continuous variable states
In the most general terms, a quantum state is said to be nonclassical if the methods of
classical statistics fail to describe its properties and phenomenology. This definition is
usually made precise by using quasiprobability distributions in phase space, but several
different flavours of the concept of nonclassicality exist; for our purposes it is sufficient to
present two of the most common ones.
In the context of quantum optics, the concept of nonclassicality is tied to genuine
quantum traits of optical systems [182] and it is usually based on the Glauber P-function
of a quantum state; we dub this concept P-nonclassicality. On the other hand, we
refer to nonclassicality based on the negativity Wigner function as W-nonclassicality.
In the following we present some suitable quantifiers of nonclassicality, but we do not
discuss witnesses of nonclassicality. In any case we only cover a small part of the possible
approaches to the subject, see the introduction of Ref. [195] for a concise overview.
Finally, we also present a way to quantify the non-Gaussianity of a quantum state.
This notion is connected to the other notions of nonclassicality, but gives a very distinct
characterization when mixed states are considered.
P-nonclassicality
According to Glauber, Titulauer and Mandel [113, 181, 278], a quantum state of light is
nonclassical when its P function fails to be interpreted as a probability distribution in
the phase space. This definition is very meaningful for states of the electromagnetic field,
since the P function is the only quasiprobability distribution which can give a description
that can be completely modelled using classical electrodynamics, see for example [152]
for a recent account of this point of view. Intuitively, this definition means that the state
can be properly represented as a mixture of coherent states, therefore it has no coherences
on the (overcomplete) basis of coherent states. This argument has recently been made
rigorous in the context of quantum resource theories, see [274, 300].
The best known way to quantify P-nonclassicality is the nonclassical depth [164].
Operationally, it quantifies the amount of thermal noise that is needed to render the P
function of a given state a well-behaved probability distribution and the corresponding
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state classical. Nonetheless we do not present this measure in detail, because it gives a
very coarse quantification for pure states, as a matter of fact any pure non-Gaussian state
saturates this measure to its maximal value [174]. For this reason we introduce a different
quantifier, which is particularly easy to compute for pure states of a single bosonic mode.
It has long been known that coherent states are the only pure states that produce
uncorrelated outputs when mixed by a passive linear-optics device [4]. Specifically, P-
nonclassicality has been identified as a necessary condition for having entangled states at
the output of a beam splitter [156, 299]. The idea is thus to quantify nonclassicality of a
single mode state as the two mode entanglement at the output of a linear optic device, as
introduced by Asbo´th et al. [22]. In particular, it was shown that the optimal entangler
is simply a beam splitter with vacuum as an auxiliary state. By restricting to this setup,
nonclassicality of the input state becomes a necessary and sufficient condition for output
entanglement. As a consequence, entanglement at the output of a linear mixer may be
used as a faithful quantitative measure of P-nonclassicality. This measure is usually
referred to as entanglement potential and it is defined as
E [ρ] = E
[
Bˆ(ρ⊗ |0〉〈0|)Bˆ†
]
, (1.153)
where ρ is the density matrix of the state under scrutiny, |0〉 is the vacuum state at
the ancillary port of the beam splitter, Bˆ ≡ Uˆbs
(
pi, pi4
)
is the balanced beam splitter
operator (1.134), and E[ρ] is a suitable measure of entanglement. If we restrict to pure
input states, E[ρ] can be chosen, with no ambiguity, as the the entanglement entropy, i.e.
the von-Neuman entropy of the reduced state.
W-nonclassicality
While the P function can be a singular object, the Wigner function is always well behaved,
even if it can attain negative values. W-nonclassicality is only a sufficient condition for
P-nonclassicality and there are W-classical states which are P-nonclassical, for example
squeezed states.
The notion of W-nonclassicality has gained an operational meaning as follows: the
evolution of a system which is in a W-nonclassical state cannot be efficiently simulated
with classical resources [185, 287]; we are going to comment more about this point in
Chapter 8. The most common way to quantify W-nonclassicality is the volume of the
negative part of the Wigner function [151], defined as
∆[ρ] =
1
2
(∫
R2n
dr |W [ρ](r)| −
∫
R2n
dr W [ρ](r)
)
=
1
2
(∫
R2n
dr |W [ρ](r)| − 1
)
; (1.154)
however many slight variations on this definition can be employed. First, we can intro-
duce a normalized version of this measure
ν[ρ] =
2∆[ρ]
1+ 2∆[ρ]
, (1.155)
which gives ν ∈ [0, 1] and that we use in Chapter 6. On the other hand in Chapter 8 we
employ both the Wigner negativity N [ρ] = 2∆[ρ] and the so-called CV mana M[ρ] =
log(N [ρ] + 1).
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Let us stress that the W and P-nonclassicality single out different quantum features.
In particular, the Hudson theorem [136, 263] guarantees that the sole pure states with
a positive Wigner function are Gaussian ones, i.e. squeezed coherent states for a single
mode. Hence, there exist pure states that have zero W-nonclassicality (e.g. squeezed
states) but non-zero P-nonclassicality. In this sense the entanglement potential can
reveal more detailed features of quantumness. Note that alternative measures of W-
nonclassicality based on the geometric distance between quantum states have also been
introduced [186].
Non-Gaussianity
Gaussian states are not P-classical, as they include squeezed states. They have a positive
Wigner function and yet they do not represents the whole class of W-classical states.
Nonetheless, quadratic Hamiltonians can be truly considered classical, since they generate
a classical evolution in phase space. Being thermal states of such Hamiltonians, Gaussian
state thus embody yet another notion of classical quantum states; these observations are
expanded in Chapter 8. It is thus interesting to study a quantitative characterization of the
non-Gaussian character of a continuous variable state. Several different ways to quantify
non-Gaussianity [104, 105, 141, 187] have been introduced and also exploited to assess
the properties of experimentally generated non-Gaussian states of optical systems [18, 19,
25]. In this Thesis we focus on the entropic approach proposed in [106, 187].
To quantify the non-Gaussianity of a generic state ρ, we introduce a reference Gaussian
state τ having the same covariance matrix and displacement vector as ρ, computed
via (1.121). A quantitative measure of non-Gaussianity can then be given by some
suitable distance functional between ρ and τ. A particularly useful choice is the quantum
relative entropy
S(ρ‖τ) = Tr[ρ(ln ρ− ln τ)] . (1.156)
Even if S(ρ‖τ) = 0 iff ρ = τ, the relative entropy is not symmetric in its arguments,
therefore it is not a proper distance. Nonetheless it has a clear operational meaning and
quantifies the distinguishability of two states in the asymptotic regime of many copies.
This leads to the definition of the entropic measure of non-Gaussianity
δ[ρ] = S(ρ‖τ) = Tr[ρ ln ρ]− Tr[ρ ln τ] = S(τ)− S(ρ), (1.157)
where S denotes the von Neumann entropy and, because of how τ is defined, we have
that −Tr[ρ ln τ] = −Tr[τ ln τ] = S(τ). This term is the entropy of a Gaussian state and
can be easily computed by finding the symplectic eigenvalues via (1.129).
This measure satisfies a series of quite useful properties [104]: it is additive under
the tensor product operation, and invariant under symplectic transformations. We alter-
natively call this measure relative entropy of non-Gaussianity, because it can equivalently
be defined as the relative entropy between the state under scrutiny and the whole set of
Gaussian states [187], which means
δ[ρ] = min
ρG
[S(ρ||ρG)] , (1.158)
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where ρG is a generic Gaussian state. We are going to comment more about this point of
view in Chapter 8, after introducing resource theories.
Summary
• Quantum states are described by density operators acting on a Hilbert space. Ob-
servables are described by positive operator valued measures, a collection of posi-
tive operators summing to the identity. Deterministic evolutions are described by
completely-positive trace preserving maps, while probabilistic (conditional) evo-
lutions by completely positive trace non-increasing maps; a collection of such CP
maps summing to a CPT map represents a quantum instrument, which gives both a
POVM and the rule to update the quantum state after observing a certain outcome.
Everything is consistent with the standard postulates of quantum mechanics by
enlarging the Hilbert space and considering purifications.
• Under a Markovian approximation, the evolution of a quantum system in contact
with an environment obeys a Lindblad master equation. This can be achieved
by modelling the environment as a set of independent modes instantaneously
interacting with the system and being discarded immediately afterwards. When
the modes are measured instead of discarded the evolution of the principal system
is described by a stochastic master equation. For photo-detection the evolution is
governed by a jump-like Poisson process, for homodyne-detection by a diffusive
Wiener process.
• When dealing with a probability distribution with a smooth dependence on a
parameter, the classical Crame´r-Rao bound gives the best precision of any unbiased
estimator for the true value of the parameter. The figure of merit quantifying such
precision is the Fisher information. By optimizing the FI of the probability coming
from the Born rule over all possible POVMs we have the quantum Crame´r-Rao
bound, defined in terms of the quantum Fisher information, which depends only on
the quantum state. In the asymptotic limit of a large number of experiments, both
the classical and the quantum bounds can usually be saturated. An estimator which
saturates them is the Bayesian estimator, i.e. the mean of the posterior distribution,
given the observed data.
• Continuous variable quantum systems obey the canonical Heisenberg commutation
relations and live in a infinite dimensional Hilbert space. They can be equivalently
described as functions on the phase space, rather than operators. The class of
Gaussian states and Gaussian operations is special because everything can be
described in terms of finite-dimensional first-moments vectors and covariance
matrices. Markovian conditional and unconditional dynamics can be recast in a
simple form for Gaussian systems. Quantum continuous variable states can be
nonclassical in different ways, the most important criteria are: not being mixtures
of coherent states (P-nonclassicality) and having a negative Wigner function (W-
nonclassicality); both notions can be numerically quantified. It also possible to
quantify the non-Gaussianity of quantum states.

Part I
Quantum metrology with
continuous measurements

CHAPTER 2
Quantum estimation with continously monitored systems
This chapter illustrates the conceptual framework needed to rigorously analyse the
precision of quantum estimation with continuous measurements. We introduce and
explain all the theoretical and numerical tools needed for Chapters 3 and 4, which are
devoted to particular applications.
The content of the chapter is a mixture of existent results taken from the literature and
new results, originally presented together with their applications in [12, 14]. The idea is
to lay down a coherent and unified framework, clarifying the relationship between older
and newer concepts.
2.1 Crame´r-Rao bound for conditional quantum evolution
We believe it is more instructive to first introduce the relevant QET concepts more ab-
stractly in terms of quantum channels and instruments. We leave the dynamical details
about a proper continuous measurement scenario, described by stochastic master equa-
tions, at the end of the presentation.
Classical Fisher information in terms of conditional probabilities
We start by considering a classical estimation problem of a parameter λ described by a
conditional probability over two random variables p(z, y|λ). The corresponding Fisher
information can be evaluated as
F [p(z, y|λ)] =
∫
dy dz p(z, y|λ)(∂λ log p(z, y|λ))2
=
∫
dy dz p(z|y,λ)p(y|λ)
[
(∂λ log p(z|y,λ))2+
+ 2(∂λ log p(z|y,λ)) (∂λ log p(y|λ)) + (∂λ log p(y|λ))2
] (2.1)
where the second expression has been obtained by the identity p(z, y|λ) = p(z|y,λ)p(y|λ) .
In the following, we omit the dependence on the parameter λ and we denote by Ep(x)[·]
the average over a probability distribution p(x). By considering each term inside the
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integral separately one obtains
Ep(z,y)
[
(∂λ log p(z|y))2
]
= Ep(y)[F [p(z|y)]] (2.2)
Ep(z,y)[∂λ log p(z|y) ∂λ log p(y)] =
∫
dy (∂λp(y))
∫
dz (∂λp(z|y)) = 0 (2.3)
Ep(z,y)
[
(∂λ log p(y))
2
]
= F [p(y)] (2.4)
where we have used the property
∫
dz ∂λp(z|y) = ∂λ
∫
dz p(z|y) = ∂λ (1) = 0. As a
consequence, for any unbiased estimator λˆ built on M observations {(yi, zi)}Mi=1, we can
write the Crame´r-Rao bound as follows:
Var
[
λˆ
] ≥ 1
M
(
F [p(y|λ)] +Ep(y)[F [p(z|y,λ)]]
) ; (2.5)
the first term at the denominator F [p(y|λ)] is the Fisher information corresponding to
a measurement with outcomes y, while the second term is the average of the Fisher
information F [p(z|y,λ)] for measurement of x conditioned upon the observation of y.
The bound in Eq. (2.5) is rather general and formally identical to the Bayesian Crame´r-
Rao bound [283] (Van Trees inequality). The Bayesian inequality is obtained via the
substitutions p(y|λ) → p(λ) and p(z|y,λ) → p(z|λ), i.e. there is only one observed
variable x, but the parameter to be estimated λ is also a random variable. This situation
is conceptually very different, because in our case we are able to observe the variable y,
while in the Bayesian approach the distribution p(λ) cannot be sampled directly (for this
reason its fundamental meaning is very debated).
For the following discussion it is useful to think about the conditioning of probabilities
in temporal terms. We consider a scenario where the random variable y is the result of
some initial measurement, while the variable z represents a final measurement, which is
thus conditioned by the previously observed outcome y.
2.1.1 Effective quantum Fisher information
We can now connect the classical result of the previous section to a quantum measurement
model. In what follows we consider a selective quantum evolution, which is formally
expressed by a quantum instrument, introduced in Section 1.1.2.
Let us consider a quantum state ρ0 which undergoes a selective evolution, represented
by a quantum instrument, i.e. a collection of CP trace non-increasing maps
{
E (λ)y
}
labeled
by the variable y, with the associated unconditional trace-preserving map E (λ)unc = ∑y E (λ)y .
The superscript indicates that the maps depend on the parameter λ.
We can think about this evolution as a non-destructive measurement, such that we
have access both to the measurement outcomes y and to the post-measurement states,
which we define as in Section 1.1.2:
ρy|λ · p(y|λ) = ρ˜y|λ = E (λ)y [ρ0] with p(y|λ) = Tr
[
ρ˜y|λ
]
, (2.6)
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We call the states ρµ|λ the conditional states, while we denote the unconditonal state
obtained by discarding the measurement outcomes, i.e. the average state, as
ρunc,λ = E (λ)unc[ρ0] =∑
y
E (λ)y [ρ0] =∑
y
ρ˜µ|λ =∑
y
p(y|λ)ρµ|λ . (2.7)
We want to perform another measurement on the conditional states ρy|λ, but for this last
measurement we only need a description in terms of POVMs, since we are not interested
the evolution of the system after measuring it. In many cases this final measurement
can correspond to a destructive measurement which actually destroys the system under
investigation.
In general one may choose a different POVM
{
pˆiz|y
}
z∈Z
for each outcome y of the
first instrument. However, we assume that the set of outcomes Z is the same for each
of these POVMs. As customary, we also assume that the POVM operators pˆiz|y do not
depend on the parameter λ.
After performing the final measurement the joint distribution of (y, z) and the condi-
tional distribution can be easily obtained as
p(z|y,λ) = Tr[ρy|λpˆiz|y] ,
p(z, y|λ) = p(z|y,λ) p(y|λ) = Tr[E˜ (λ)y [ρ0]pˆiz|y] . (2.8)
It should be clear that we are exactly in the situation considered in the previous section
and thus the Crame´r-Rao bound can written as in (2.5).
Now we consider the maps E˜ (λ)y as fixed, but we suppose to be able to optimize over
each one of the final measurements {pˆiz|y}. We can then apply the quantum Crame´r-Rao
bound (1.65) to the conditional states ρy|λ, stating that F [p(z|y,λ)] ≤ Q[ρy|λ]. The result
is a more fundamental quantum Crame´r-Rao bound for estimation strategies where the
parameter is encoded by this kind of evolutions:
Var
(
λˆ
) ≥ 1
M
(
F [p(y|λ)] +Ep(y|λ)
[
Q[ρy|λ]
]) . (2.9)
Two important remarks are in order. First, by optimizing the FI of each conditional
state independently, we are assuming that such states can only be accessed one at a time.
We call this a sequential evolution and we have in mind a temporal description where the
conditional states are generated sequentially one after the other. In some other situations
it could be possible to retain the global state
⊗
y ρy|λ (or part of it) and perform a joint
measurement on it.
Second, while in the classical case the expression is at least formally identical to
the Van-Trees inequality, in the quantum case the situation is quite different. As a
matter of fact, the optimal measurement on each conditional state in general depends on
the observed outcome y, this amounts to knowing what is the conditional state before
measuring it. From a Bayesian perspective it is not possible to know in advance the state
that is going to be measured and therefore the optimization problem is much harder,
see [188] for a recent discussion.
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In the following we refer to the precision achievable by the bound in Eq. (2.9) with a
figure of merit that we dub effective QFI [12], denoted by a tilde
Q˜[ρ0] =∑
y
p(y|λ)Q
[
ρy|λ
]
+F [p(y|λ)] ; (2.10)
we repeat again that this figure of merit is optimized on all the possible final POVMs, but
is obtained for a fixed initial state ρ0 as well as a fixed quantum instrument encoding the
parameter. This quantity has been considered a number of times, in different contexts [48,
60, 261].
In particular, the effective QFI (2.10) is equal to the ordinary QFI of the following
state [261]:
ρ =∑
y
p(y|λ)ρy|λ ⊗ |y〉〈y|, (2.11)
where we introduced an ancillary Hilbert space with a set of orthonormal vectors labelled
by the outcomes y, so that each conditional state lives in an orthogonal subspace.
The unconditional state given by (2.7) is a mixture of all the conditional states with
weights p(y|λ). Hence, the extended convexity [16, 206] of the QFI (1.83) implies that
the QFI of the unconditional state is never greater than the effective QFI given by these
sequential strategy:Q[ρunc,λ] ≤ Q˜[ρ0]. This result is both important and intuitive: having
access to the measurement outcomes is never worse than discarding them and considering
only the average conditional state.
This last inequality can be understood also from the monotonicity of the QFI [231]; the
argument goes as follows. The unconditional state (2.7) is obtained from the state (2.11)
by partial tracing over the ancillary Hilbert space. Since the partial trace is a CPT map
(from operators acting in a Hilbert space to operators acting on a reduced Hilbert space),
the monotonicity of the QFI under CPT maps guarantees the result.
2.1.2 Application to continuous measurements
The estimation strategy we described so far is of particular interest when we deal with
continuously monitored quantum systems.
It is possible to apply what we presented in the previous section, by considering
that the evolution is not conditioned on the value of some random variable y, but on
the realization of some stochastic process. Roughly speaking, the photocurrent I(t) for
homodyne detection represents the outcome of a measurement, even if this outcome is
not instantaneous but continuous in time. The same is true for photo-detection, where
the outcome is represented by the list of times at which all the photo-detections occurred,
i.e. the times of the jumps in the stochastic process N(t). In Sec. 2.2.1 we are going to
see that to each nonlinear stochastic master equation corresponds a linear SME for the
unnormalized conditional state, which plays the role of the CP trace non-increasing maps
in the definition of quantum instrument.
We can more easily see the comparison if we subdivide the time interval [0, T] of the
conditional evolution into discrete time intervals ∆t. The output photocurrent I(t)dt
becomes a finite vector of random variables yj, where the index j = 0, . . . , N corresponds
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to the time tj = j∆t, so that T = tN = N∆t. In the case of homodyne measurements yj
are real random variables, while for photo-detection they are binary random variables.
We can collect the whole sequence of random variables in a vector yT , which corresponds
to the realization of the stochastic process in the limit ∆t→ 0.
The evolution is sequential and we can associate each measurement outcome yk to a CP
trace non-increasing map E˜yk . The total evolution is given by the sequential application
of those CP maps: E˜yT = E˜yN ◦ E˜yN−1 ◦ · · · ◦ E˜y2 ◦ E˜y1 For the system initially prepared in
a state ρ0, after obtaining the stream of outcomes yT the conditional state reads
ρ
(c)
yT =
E˜yT [ρ0]
Tr
[E˜yT [ρ0]] . (2.12)
where the probability of obtaining the outcomes yT is p(yT |λ) = Tr
[E˜yT [ρ0]]. The strong
(destructive) measurement at the end of the evolution is described by POVM operators
{pˆiz} on the conditional state, and the whole measurement strategy is described by the
conditional probabilities
p(z|yT ,λ) = Tr[ρyT pˆiz] ,
p(z, yT |λ) = p(z|yT ,λ) p(yT |λ) = Tr
[E˜yT [ρ0]pˆiz] (2.13)
Obviously, this is identical to the previous case and the Crame´r-Rao bound (2.9) holds. In
this case it can be written as
Varλˆ(λ) ≥
1
M
(
F [p(yT)] +Ep(yT)
[Q[ρyT ]]) . (2.14)
Clearly, this bound can be readily applied to the time-continuous case in the limit ∆t→ 0,
when yT becomes a continuous stochastic process. Intuitively, we can write the effective
QFI for continuous measurements as
Q˜unr = F [ptraj] +∑
traj
ptrajQ[ρ(c)] , (2.15)
where we also stress out this quantity depends on the choice of the unravelling, i.e.
how the environmental modes are measured. In what follows we only consider photo-
detection and homodyne detection, but more general strategies can be employed.
In Section 2.2 we explain a clever method to compute the classical Fisher information
of the probability distribution of the trajectories. Building up on those ideas, in Section 2.3
we are going to present a stable numerical method to efficiently compute not only the
classical FI, but the whole effective QFI for continuously monitored systems.
2.2 Fisher information for continuous measurements
In Section 2.2.1 we show that to any nonlinear stochastic master equation for the density
operator we can associate a class of linear stochastic equations for the unnormalized state.
The trace of the unnormalized state is proportional to the probability of obtaining the
trajectory. Solutions of the linear SME are often called linear quantum trajectories.
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The idea to use this method of linear trajectories for statistical inference on the pa-
rameters governing the dynamics has been very fruitful and dates back at least to [177].
More recently, Gammelmark and Mølmer [92] have shown how to derive an additional
stochastic equation to handily compute the the Fisher information F [ptraj]. This result is
going to be fundamental for the following chapters and it is presented in Section 2.2.2.
2.2.1 Linear quantum trajectories
We have seen that the evolution of a quantum system conditioned on a certain measure-
ment outcome is given by a trace non-increasing linear CP map. On the other hand, the
map which gives the normalized conditional state is non-linear, because of the renormal-
ization. Analogously, it is possible to derive linear stochastic master equations describing
the evolution of the unnormalized conditional state [296].
In the stochastic master equations (1.44) for photo-detection the nonlinear terms are
due to the scalar coefficient Tr
[
cˆ† cˆρ(c)
]
, which is related to the Poisson process rep-
resenting the measurement outcomes as E[dNt] = γTr
[
cˆ† cˆρ(c)
]
dt. If we perform the
substitution Tr
[
cˆ† cˆρ(c)
]
→ β for any β > 0 we get the following linear equation
dρ˜(c) =
(
−i
[
Hˆ, ρ˜(c)
]
− γ
2
{
cˆ† cˆ, ρ˜(c)
}
+ βγρ˜(c)
)
dt +
(
cˆρ˜(c) cˆ†
β
− ρ˜(c)
)
dNt , (2.16)
where now the Poisson process dNt satisfies Epost [dNt] = βγdt (the meaning of the
probability post will be explained in a few lines). It is straight-forward to see that (2.16)
generates the correct unconditional Lindblad master equation for any value of β.
In order to have both a linear equation and to reproduce the correct Lindblad dynamics
when averaged, the probability of the Poisson increments must be independent from the
norm of the state. Therefore the resulting Poisson process dN(t) does not represents the
true observed record of photo-detections, but it is distributed according to a reference
probability distribution post.1 The true probability of a photo-detection, obtained by
solving the normalized SME, is proportional to the trace of the unnormalized state and
the proportionality constant is exactly the reference probability post [92]:
ptrue(dNt) = post(dNt)Tr
[
ρ˜(c)(t)
]
. (2.17)
Everything is consistent: when we choose β = Tr
[
cˆ† cˆρ(c)
]
the trace has value 1 and
post = ptrue. Usually it is convenient to simply set β = 1 to solve the equation.
The situation is analogous for homodyne detection, where we can apply the substitu-
tion Tr
[(
cˆ + cˆ†
)
ρ(c)
]
→ µ and get the linear equation
dρ˜(c) =
(
−i
[
Hˆ, ρ˜(c)
]
+D[c]ρ˜(c)
)
dt +
(
cˆρ˜(c) + ρ˜(c) cˆ† − µρ˜(c)
)
(dyt − µdt) , (2.18)
1The superscript “ost” stands for ostensible probability, the name introduced by Wiseman [296, 298], we find
more clear to call it a reference probability, in accordance to [92].
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where dyt now must be considered as a stochastic increment with mean value µ and
variance dt, i.e. dyt = µdt + dwt. Again, it is straight-forward to see that the averaged
equation reproduces the Lindblad master equation for any µ ∈ R. Similarly to the
previous case, the probability density of the true observed increment is proportional to
the trace of ρ˜(c):
ptrue(dyt) = post(dyt)Tr
[
ρ˜(c)(t)
]
, (2.19)
where now post is the Gaussian distribution of a stochastic increment with variance dt
and mean µdt. By setting µ = Tr
[(
cˆ + cˆ†
)
ρ(c)
]
we get back the nonlinear equation and
the stochastic process has the correct statistics, i.e. again we have post = ptrue. Usually, it
is convenient to choose µ = 0, so that dyt corresponds to a standard Wiener increment
when solving the linear equation.
From this discussion we can conclude that the probability of observing a trajectory
is not equal to the trace of the corresponding unnormalized operator ρ˜(c)(t) obtained by
solving the linear SME, but only proportional to it. The important thing to remember
is that all the dependence on parameters characterizing the dynamics is contained in
Tr
[
ρ˜(c)(t)
]
. It follows that for all statistical inference applications, such as estimation or
hypothesis testing, the quantity Tr
[
ρ˜(c)(t)
]
still represents a valid likelihood function.
If one is interested only in relative changes when a parameter λ is varied, then the
proportionality factor, which is dependent on the outcomes but not on the parameter, is
not important.
For the FI this invariance property is clear because any multiplicative constant not
depending on the parameter λ is killed by the partial derivative ∂λ in the definition.
Since we are only interested in the unnormalized state to obtain the FI, from now on we
forget about the reference probability and by abusing the notation we simply consider
ptraj = Tr
[
ρ˜
(c)
λ (t)
]
.
2.2.2 Stochastic equation for the Fisher information
In order to obtain the FI pertaining to a continuous measurement one has to compute the
following quantity
F [ptraj] = Etraj
[
(∂λptraj)2
p2traj
]
=∑
traj
(∂λptraj)2
ptraj
, (2.20)
where again ptraj informally represents the probability distribution of the trajectories.
In some situations it is possible to obtain analytical expressions both for ptraj and
the conditional states [145], but in general it is a hard task. However, by simulating
numerically the nonlinear SME one can generate trajectories distributed according to
ptraj. A straight-forward approach to compute this kind of expectation values is a crude
Monte-Carlo: the quantity of interest is evaluated for a randomly generated trajectory and
this step is repeated a sufficiently high number of times, then all the values are summed
up and the is total divided by the number of generated trajectories. We will show that it
is possible to obtain the FI by employing this Monte-Carlo approach.
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The starting point to make the computation more manageable it to define an operator
τ as follows [92]
τ =
∂λρ˜
(c)
Tr[ρ˜(c)]
, (2.21)
then the FI can be written as the expectation value over the trajectories of this operator
F [ptraj] = E
[
Tr[τ]2
]
, (2.22)
since we explained that ptraj = Tr
[
ρ˜(c)
]
.
Interestingly, it is possible to write down a stochastic equation for the operator τ which
involves only the operator τ itself and the normalized operator ρ(c). From a numerical
point of view this is very convenient, because those matrices are well-behaved and do
not become vanishingly small as it happens with ρ˜(c).
Concretely, let us write the equation for τ in the case of photo-detection:
dτ =
(
−i[Hˆ, τ]− 1
2
{
cˆ† cˆ, τ
}
+ Tr
[
cˆ† cˆρ(c)
]
τ − i
[
(∂λHˆ), ρ(c)
]
− 1
2
{
∂λ(cˆ† cˆ), ρ(c)
})
dt+
+
(
cˆτcˆ† + (∂λ cˆ)ρ(c) + ρ(c)(∂λ cˆ†)− τ
)
dNt ;
(2.23)
this expression can be obtained directly from Eq. (2.16). This equation needs to be solved
together with the nonlinear SMEs (1.44) for ρ(c) and the sampled valued of dNt must
coincide in both equations to obtain meaningful results.
The same thing can be done for the diffusive SME, starting from Eq. (2.18); eventually
we get to the following dynamical equation for τ:
dτ =
{
−i[Hˆ, τ]+D[cˆ]τ + i[(∂λHˆ), ρ(c)]+ (∂λD)[cˆ]ρ(c)}dt+
+
{
M[cˆ]τ + (∂λM)[cˆ]ρ(c) − Tr
[
M[cˆ]ρ(c)
]
τ
}
dyt ,
(2.24)
where some additional superoperators have been introduced, defined as follows
(∂λD)[cˆ]• = ∂λ cˆ • c† + cˆ • (∂λ cˆ†)− 12
{
∂λ(cˆcˆ†), •
}
(2.25)
M[cˆ]• = cˆ •+ • cˆ† (∂λM)[cˆ]• = (∂λ cˆ) •+ • (∂λ cˆ†) . (2.26)
Also in this case, one needs to solve (2.24) together with the respective SME (1.56), being
careful to use the same generated increments dyt for both.
In Section 2.3 we present an alternative and more convenient way to compute the
evolution of τ numerically. Before discussing the numerical algorithm we show how to
adapt this scheme to the realm of Gaussian states and linear dynamics, where it is easier
to obtain analytical results.
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2.2.3 Gaussian case
The classical Fisher information obtained by a Gaussian measurement continuous in
time can be computed in a more efficient way; this result has been presented in [96].
The stochastic dynamics for Gaussian systems is described in Subsection 1.4.3 and it is
particularly simple, since the evolution of the covariance matrix is always deterministic.
Let us consider the Gaussian distribution (1.125) describing the outcomes rm of a
general-dyne measurement on the environment at time t + dt. This distribution is a
Gaussian with covariance matrix Σ = σm + σin and first moments r¯m = ΩCTrt
√
dt, where
rt is the vector of first moments of the system. The FI of a parameter encoded in the first
moments of Gaussian distribution has the following expression
F [p(rm|λ)] = (∂λ r¯m)TΣ−1(∂λ r¯m) , (2.27)
which is easy to check by directly applying the definition of FI.
By applying this formula for the FI to the distribution of the outcomes (1.125) we get
the infinitesimal FI for a single trajectory
dF trajt = 2(∂λrt)TCΩT(σm + σin)−1ΩCT(∂λrt)dt . (2.28)
The dependence of this quantity on the particular trajectory is contained in the vector
∂λrt which has a stochastic evolution. The evolution of the vector ∂λrt can be computed
by partial derivation of Eqs. (1.151) and (1.152), the final result is given by
d(∂λrt) =(∂λA)rt dt + A(∂λrt) dt + (∂λu) dt + (σt + N)BT(∂λrt)dt (2.29)
+
(∂λσt)B√
2
dw
d(∂λσt)
dt
=(∂λA)σt + σt(∂λA)
T + A(∂λσt) + (∂λσt)AT (2.30)
− (∂λσt)B(σtB + N)T − [(∂λσt)B]T
In computing the above equations it is important to keep in mind that, even though
the vector of Wiener increments dw represents the stochastic part of the evolution, the
actual measurement outcome is rm and therefore ∂λrm = 0 because the outcomes must be
considered as fixed quantities given by the experiment. On the other hand the derivative
of the Wiener increment is not zero [97]; from the definition (1.149) we get ∂λdw =√
2BT(∂λrt)dt.
The FI at time t + dt can then be found by averaging over all possible outcomes
dFt = Ep(rm |λ)
[
dF trajt
]
. (2.31)
Since all the observations at every infinitesimal time step are independent, we can exploit
the additive property of the FI and the total FI for the whole measurement current is
obtained by integration
F [ptraj] = ∫ t
t′=0
dFt′ . (2.32)
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In this section we present the ideas behind the numerical implementation of an algorithm
to compute the effective QFI. This method was introduced in [14] where it is also applied
to a particular problem, presented in Chapter 4. In this presentation we consider a single
a parameter appearing only in the Hamiltonian and not in the collapse operators.
At variance to what we have done in Section 1.2, we now consider SME with N
collapse operators; conceptually it is not very different from the simple case N = 1. One
has to consider N independent input modes bˆ(j)in (t), one for each noise operator cˆj, that
satisfy the commutation relations (1.32), i.e. [bˆ(j)in (t), bˆ
(k)†
in (t
′)] = δjkδ(t− t′).
The stochastic master equation corresponds to the physical situation in which each
output mode is measured by a separate photodetector, with efficiency ηj:
dρ(c) = −i[Hˆ, ρ(c)]dt +∑
j
(
(1− ηj)D[cˆj]$(c) −
ηj
2
(cˆ†j cˆjρ
(c) + ρ(c) cˆ†j cˆj) + ηjTr[ρ
(c) cˆ†j cˆj]ρ
(c)
)
dt
+∑
j
(
cˆjρ
(c) cˆ†j
Tr[ρ(c) cˆ†j cj]
− ρ(c)
)
dNj , (2.33)
instead of a single Poisson process there are N processes, the average value of each
process is E[dNj] = ηjTr[cˆ†j cˆjρ
(c)] dt.
Likewise, for time-continuous homodyne detection on each output, the stochastic
master equation reads
dρ(c) = − i[Hˆ, ρ(c)] dt +∑
j
D[cˆj]ρ(c) dt +∑
j
√
η jH[cˆj]ρ(c) dwj , (2.34)
where dwj = dyj −√η jTr[$(c)(cˆj + cˆ†j )] represent independent Wiener increments (satis-
fying dwjdwk = δjkdt).
2.3.1 Completely positive infinitesimal evolution
The most natural approach for solving SMEs is to write down a system of coupled
stochastic differential equations for the matrix elements of the density operator and then
use existing numerical methods. It might also be useful to consider the Bloch form of the
equation, obtained by expanding the density matrix on a basis of Hermitian operators,
instead of the matrix elements in the canonical basis, so that all the coefficients are real.
Unfortunately, due to the stochastic nature of the problem there is no guarantee that the
evolved state is always perfectly positive, even when using rather advanced numerical
methods. In particular, such instabilities appear to seriously undermine the computation
of the effective QFI [98].
For these reasons it is very useful to employ a numerical method that completely
preserves the positivity of the conditional state. In this way it is also possible to get
sensible results without the need of advanced numerical solvers. The approach that we
present was introduced by Rouchon and Ralph [245]; their aim was to achieve stability
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and speed, in order to enable real-time tracking of monitored systems during actual
experiments.
The main insight of this method is to notice that the evolution of the conditional state
in an infinitesimal time step dt can always be written as the action of a CP map. This
point of view comes naturally from the perspective of quantum instruments and we have
already shown that we can model each infinitesimal evolution with Kraus operators for
photo-detection, see Eqs. (1.39) and (1.40).
In the case of a diffusive evolution the situation is less straight forward, however it
turns out that we can write the infinitesimal evolution in this form
ρ
(c)
t+dt =
Mˆdyρ
(c)
t Mˆ
†
dy +∑
N
j=1(1− ηj)cˆjρ(c)t cˆ†j dt
Tr[Mˆdyρ
(c)
t Mˆ
†
dy +∑
N
j=1(1− ηj)cˆjρ(c)t cˆ†j dt]
, (2.35)
where we have explicitly put the time dependence of the density operators and we have
defined the following Kraus operator
Mˆdy = 1− iHˆλ dt−
1
2
N
∑
j=1
cˆ†j cˆj dt +
N
∑
j=1
√
ηcˆj dyj , (2.36)
with dy = {dyj} being a vector of measurement results, corresponding to each output
channel,
dyj =
√
ηj Tr[$
(c)
t (cˆj + cˆ
†
j )] dt + dwj. (2.37)
Equation (2.35) can be used for numerical purposes by replacing the infinitesimal
increment dt with a finite time step ∆t, the Wiener increments dwj are then replaced by
Gaussian random variables ∆wj centered in zero and with variance equal to ∆t. Moreover
one can also implement the second order Euler-Milstein corrections. The (numerical)
Kraus operators in this case read
Mˆ∆y = 1− iHˆω ∆t− 12
N
∑
j=1
cˆ†j cˆj ∆t +
N
∑
j=1
√
ηj cˆj ∆yj +
N
∑
j,k
η
2
cˆj cˆk(∆yj∆yk − δj,k∆t) , (2.38)
with
∆yj =
√
ηj Tr[$
(c)
t (cˆ
†
j + cˆj)]∆t + ∆wj , (2.39)
denoting the (finite) increments of the measurement records.
One can appreciate that in the case of unit efficiency ηj = 1 the evolution is given by a
single rank one Kraus operator, but when we have finite efficiency the map applied to
ρ
(c)
t is a CP map. As a matter of fact the numerator of (2.35) is in Kraus form, i.e. it is a
sum of operators acting on the left with their conjugates acting on the right. Therefore,
even for finite ∆t the evolved state at t + ∆t is always positive.
For photodetection the Kraus operators in (1.35) and (1.36) are generalized as follows
Mˆ0 = 1− iHˆ dt− 12
N
∑
j
cˆ†j cˆj dt , (2.40)
Mˆ1,j =
√
ηj cˆj
√
dt , (2.41)
52 2.3 Efficient numerical implementation
where now we have one operator M0 corresponding to the “no detector click” event and N
different operators each corresponding to a click on a different detector. At each time step,
each Mˆ1,j has to be applied with probabilities p
(j)
1 = ηjTr[ρ
(c)
t cˆ
†
j cˆj] dt and, correspondingly,
the Kraus operator M0 has to be applied with probability p0 = 1 − ∑j p(j)1 . From a
physical point of view, this update rule means that we are disregarding the possibility of
two independent detections in the same infinitesimal time dt [298].
Even in this case the numerical algorithm is obtained by simply replacing dt with a
finite ∆t and the evolution applied at each step is a CP map preserving the positivity of
the state.
2.3.2 Algorithm for the effective quantum Fisher information
In the following we are going to show how this approach can be applied to get an efficient
and numerically stable calculation of both F [ptraj] and Q[ρ(c)]. We are going to prove
everything in terms of the “infinitesimal” Kraus operators, that have to be replaced by
Eq. (2.38) when implementing the numerical algorithm. We start by showing the results
for the most general case of SME and inefficient detection; we then describe the more
efficient algorithm that can be implemented in the case of perfect detection (ηj = 1), i.e.
when the dynamics can be described by a stochastic Schro¨dinger equation.
Non-unit efficiency detection (stochastic master equation)
We start by observing that the evolution of the unnormalized conditional state and of its
derivative can be written in terms of the Kraus operators (we omit the superscript (c)
used to denote conditional states):
ρ˜t+dt = Mˆdyρ˜t Mˆ
†
dy +∑
j
(1− ηj)cˆjρ˜t cˆ†j dt , (2.42)
∂λρ˜t+dt = Mˆdy(∂λρ˜t)Mˆ
†
dy + (∂λMˆdy)ρ˜t Mˆ
†
dy + Mˆdyρ˜t(∂λMˆ
†
dy) +∑
j
(1− ηj)cˆj(∂λρ˜t)cˆ†j dt ,
where ∂λMˆdy = −i(∂λHˆλ) dt, since we are considering an Hamiltonian parameter.
The trace of the unnormalized state reads
Tr[ρ˜t+dt] = Tr[Mˆdyρ˜t Mˆ
†
dy +∑
j
(1− ηj)cˆjρ˜t cˆ†j dt]
= Tr[ρ˜t]Tr[Mˆdyρt Mˆ
†
dy +∑
j
(1− ηj)cˆjρt cˆ†j dt] ,
(2.43)
where we have used the relation ρt = ρ˜t/Tr[ρ˜t]. We can now use these formulas to obtain
the evolution for the operator τt+dt just in terms of the operators ρt and τt at the previous
time step:
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τt+dt =
1
Tr[ρ˜t+dt]
[
(∂λMˆdy)ρ˜t Mˆ
†
dy + Mˆdy(∂λρ˜t)Mˆ
†
dy + Mˆdyρ˜t(∂λMˆ
†
dy) +∑
j
(1− ηj)cˆj(∂λρ˜t)cˆ†j dt
]
=
(∂λMˆdy)ρt Mˆ
†
dy + Mˆdyτt Mˆ
†
dy + Mˆdyρt(∂λMˆ
†
dy) +∑j(1− ηj)cˆjτt cˆ†j dt
Tr
[
Mˆdyρt Mˆ
†
dy +∑j(1− ηj)cˆjρt cˆ†j dt
] . (2.44)
One can thus evaluate the trace of this operator at each time t, and evaluate accordingly
the classical Fisher information F [ptraj] as in Eq. (2.22).
Notice that the evolution for the derivative operator ∂λρt can now be written in terms
of the renormalized operators ρt and τt:
∂λρt =
∂λρ˜t
Tr[ρ˜t]
− Tr[∂λρ˜t]
Tr[ρ˜t]2
ρ˜t = τt − Tr[τt]ρt . (2.45)
The QFI Q[ρt] can then be evaluated at each time t by numerically diagonalising the state
and applying the generic formula for the QFI .
Let us review again the key features of this numerical method. The relevant figures of
merit could naively be derived from the evolution of the unnormalized conditional state
ρ˜
(c)
t , described in Eq. (2.42). However, Tr[ρ˜t] becomes very small during the evolution,
leading to numerical instabilities in the evaluation of F [ptraj]. Thanks to Eqs. (2.44)
and (2.45) we can express all the quantities in terms of the numerically stable operators $t
and τt. Besides, the formulation in terms of Kraus operators, following [244, 245], ensures
that the density operator remains positive, as opposed to standard numerical integration
of the SME.
Unit efficiency detection (stochastic Schro¨dinger equation)
The above calculations are greatly simplified when the dynamics starts with a pure initial
state and the efficiency parameters are equal to one, ηj = 1. In this instance, the quantum
conditional state |ψt〉 remains pure during the whole evolution and the dynamics is
described by a stochastic Schro¨dinger equation. We can thus work with state vectors,
instead of density matrices, with a consequent reduction of complexity of the numerical
simulation, that allows to reach higher values of N with a given amount of memory.
In terms of Kraus operators, the unnormalized and normalized conditional states are
obtained respectively as:
|ψ˜t+dt〉 = Mˆdy|ψ˜t〉 , (2.46)
|ψt+dt〉 =
Mˆdy|ψt〉√
〈ψt|M†dyMdy|ψt〉
=
Mˆdy|ψ˜t〉√
〈ψ˜t|M†dyMdy|ψ˜t〉
. (2.47)
The operator τt in this case can be written as
τt =
∂λ(|ψ˜t〉〈ψ˜t|)
〈ψ˜t|ψ˜t〉
=
|∂λψ˜t〉〈ψ˜t|+ |ψ˜t〉〈∂λψ˜t|
〈ψ˜t|ψ˜t〉
, (2.48)
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and its trace is equal to
Tr[τt] =
〈ψ˜t|∂λψ˜t〉+ h.c.
〈ψ˜t|ψ˜t〉
= 〈ψt|φt〉+ 〈φt|ψt〉 . (2.49)
In the last equation we have introduced the vector
|φt〉 = |∂λψ˜t〉√
〈ψ˜t|ψ˜t〉
. (2.50)
At time t + dt, the vector |φt+dt〉 can be obtained as
|φt+dt〉 =
(∂λMˆdy)|ψ˜t〉+ Mˆdy|∂λψ˜t〉√
〈ψ˜t|Mˆ†dyMˆdy|ψ˜t〉
=
(∂λMˆdy)|ψt〉+ Mˆdy|φt〉√
〈ψt|Mˆ†dyMˆdy|ψt〉
, (2.51)
where we have exploited the identity 〈ψ˜t|Mˆ†dyMˆdy|ψ˜t〉 = 〈ψ˜t|ψ˜t〉〈ψt|Mˆ†dyMˆdy|ψt〉.
We notice that as in Eq. (2.44), the evolution equation for the vector |φt+dt〉 depends
only on the vectors |ψt〉 and |φt〉 and not on the unnormalized state |ψ˜t〉, and one can
readily evaluate the classical Fisher information in terms of these two vectors via Eqs.
(2.49) and (2.22).
Concerning the QFI of the conditional state, we first observe that
|∂λψt〉 = |∂λψ˜t〉√
〈ψ˜t|ψ˜t〉
− 〈ψ˜t|∂λψ˜t〉+ 〈∂λψ˜t|ψ˜t〉|ψ˜t〉
2〈ψ˜t|ψ˜t〉3/2
= |φt〉 − 〈ψt|φt〉+ 〈φt|ψt〉2 |ψt〉 . (2.52)
As we are dealing with pure states, the QFI of the conditional state does not require a di-
agonalization and only boils down to computing the overlaps 〈∂λψt|∂λψt〉 and 〈∂λψt|ψt〉
as presribed by Eq. (1.84)
The algorithms above have been derived for the case of time-continuous homodyne
detection, but they can readily be adapted to photo-detection replacing Mˆdy at each time
step with on of Kraus operators (2.40) and (2.41).
2.4 The fundamental quantum limit for continuous measurements
The estimation scheme we outlined in the previous section involves a conditional evo-
lution of the system of interest and then a final measurement on it. The conditional
evolution can be understood abstractly in terms of CP maps or dynamically in the case of
continuous measurements, where the conditional state undergoes an evolution governed
by some stochastic process. As we explained in Section 1.1.3 any quantum instrument can
always be understood as the result of a unitary interaction of the main system with an
ancillary one in a fixed pure state, which is then measured. For continuous measurements
there is an infinite number of independent ancillary systems, each interacting with the
main system for a vanishingly small time.
It is easy to understand that, by having access to a purification of the conditional
evolution, more information can be retrieved. This condition can be hard to satisfy in
practice, but from a theoretical perspective it allows us to derive a fundamental bound.
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Another problem is that in the realistic case of continuous measurements the global
state of system and environment after the interaction is a multipartite entangled state
living in a exceedingly big Hilbert space, thus rendering a direct calculation quite hard.
However, it is quite remarkable that, in the Markovian case we are considering, it is
possible to have access to some properties of the global state by working in the reduced
Hilbert space of the system and knowing only the unconditional dynamics of the system.
As far as an estimation problem is concerned, we are interested to obtain the QFI
of the global state after the interaction. This quantity is optimized over all possible
measurements on the global state, including non-separable measurements (i.e. projections
on entangled states) over the system and all the output modes at different times. Even
though in principle it could be possible to implement such measurements, e.g. by using
delay lines or some kind of quantum memory, in general it is very hard to saturate the
corresponding Crame´r-Rao inequality. Nonetheless, we are going to show in Chapters 3
and 4 that, at least in some interesting cases, this ultimate bound can be saturated by a
sequential estimation scheme, for which the precision is quantified by the effective QFI
just introduced.
2.4.1 Ultimate quantum Fisher information
Let us see how to compute the QFI of the global state, as shown in [93, 178], see also [121].
The derivation of a computable formula is based on the assumption that the initial state
of the system is pure. This assumption makes the result less general, but it is justified by
the fact that the optimal state for estimation is pure, due to the convexity of the QFI.
Let us start from the Lindblad master equation governing the unconditional evolution,
which was introduced in Section 1.2.1:
dρ
dt
= Lλρ = −i
[
Hˆλ, ρ
]
+∑
i
D[cˆi,λ] ; (2.53)
now we hilight the fact that both the system Hamiltonian and the collapse operators
(which include also multiplicative numerical constants) can depend on a parameter λ.
For clarity we discretize time as done in the previous section and we consider the
unitary evolution for an infinitesimal step dt (1.26) as acting for a finite time ∆t. The
unitary acting for each time step ∆t is denoted ad Uˆtj = Uˆ(tj, tj + ∆t). If the pure initial
state of the system is |ψ0〉, the global state of system and environment at the final time T
can be written as
|Ψλ(T)〉 = UˆtN−1 . . . Uˆt0
(
|ψ0〉 ⊗ |0〉t0 ⊗ · · · ⊗ |0〉tN
)
. (2.54)
In the limit ∆t→ 0, the partial trace over the environment of this global state gives the den-
sity matrix of system obtained by solving the master equation, i.e. Trenv[|Ψλ(T)〉〈Ψλ(T)|] =
eTLλ |ψ0〉〈ψ0|.
In order to compute the QFI of the global state, the object we really need is the
overlap for different values of the parameter λ, as per Eq. (1.90). We can in general
always compute this overlap from an effective operator living in the system Hilbert space,
because of the following identity
〈Ψλ1(T)|Ψλ2(T)〉 = Trsyst,env
[|Ψλ1(T)〉〈Ψλ2(T)|] = Trsyst[ρ¯λ1,λ2(T)] , (2.55)
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where ρ¯ is an operator on Hsyst, which is neither normalized nor positive, since the
overlap is a complex number.
Now the non-trivial fact: it is possible to write down an evolution equation for this
operator ρ¯, in terms of the operators entering in the Lindblad equation (2.53). This
equation governing the evolution is still linear in ρ¯, but different operators act on the left
and on the right, we call it a generalized Lindblad master equation2:
dρ¯λ1,λ2
dt
= L¯λ1,λ2 ρ¯λ1,λ2 =
= −iHˆλ1 ρ¯+ iρ¯Hˆλ2 +∑
i
cˆi,λ1 ρ¯cˆ
†
i,λ2 −
1
2
(
cˆ†i,λ1 cˆi,λ1 ρ¯+ ρ¯cˆ
†
i,λ2 cˆi,λ2
)
,
(2.56)
for readability we suppressed the dependence on time of the operator ρ¯ and also on
the parameters λ1 and λ2 in the second line. In the following applications we restrict
ourselves to the estimation of a parameter in the Hamiltonian, so that Eq. (2.56) takes a
simpler form:
dρ¯
dt
= −i(Hˆλ1 ρ¯− ρ¯Hˆλ2)+∑
i
D[cˆi]ρ¯ ; (2.57)
however the results of this Chapter are valid in the more general setting.
The modified Lindbladian Lλ1,λ2 is still a linear time-independent superoperator, thus
the formal solution can be given by exponentiation as
〈Ψλ1(T)|Ψλ2(T)〉 = Trsyst
[
eTL¯λ1,λ2 |ψ0〉〈ψ0|
]
; (2.58)
the map eTLλ1,λ2 is linear but neither trace-preserving nor positive.
Recalling the formula for the QFI (1.90) it is now trivial to write down the QFI of the
global state. In the context of continuous measurements we call this quantity the ultimate
QFI and it is denoted by a bar:
QLλ = 4∂λ1∂λ2 log|Tr[ρ¯]|
∣∣∣
λ1=λ2=λ
, (2.59)
we make the dependence on the Lindbladian explicit, to stress the difference from the
effective QFI which depends also on the specific Markovian unravelling.
We thus can write the following chain of inequalities for the QFI of the unconditional
stateQ[ρunc], the effective QFI Q˜unr (depending on the particular sequential measurement
strategy) and the ultimate QFI QLλ :
Q[ρunc] ≤ Q˜unr ≤ QLλ ; (2.60)
the first inequality is due to the extended convexity and the second is due to the very
definition of the QFI as an optimization over all possible measurements.
The effective QFI also depends on the efficiency of the monitoring, indeed for ηj =
0 ∀j in Eqs. (2.33) and (2.34), we get back to the unconditional dynamics and thus
2Generalized master equations similar to (2.56) appear also in other contexts, such non-Markovian open
quantum systems and full-counting statistics, see [139] and references therein.
Quantum estimation with continously monitored systems 57
Q˜unr,η=0 = Q[ρunc]. We conjecture that, for a fixed unravelling, and for fixed efficiency
on all the output channels (i.e. for ηj = η ∀j), the effective QFI is monotonic with respect
to the efficiency parameter, that is:
Q˜unr,η ≤ Q˜unr,η′ ⇐⇒ η ≤ η′ (conjecture) . (2.61)
We are going to see that this conjecture is satisfied in all the examples we consider. Even
though it is a rather intuitive statement, we are still lacking a general proof.
Simple derivation
The generalized master equation (2.56) can be derived in different ways, see [93, 178].
However, we want to present the more intuitive argument given in [198], where the
overlap (2.55) is used for hypothesis testing.
Let us consider an additionally ancillary qubit so that the full Hamiltonian of system,
environment and ancilla reads
HˆASE = (|0〉〈0|)A ⊗ Hˆλ1int(t) + (|1〉〈1|)A ⊗ Hˆλ2int(t) , (2.62)
where the interaction Hamiltonian is the one considered in (1.20). We stress that the
ancillary qubit is introduced as a theoretical construction to conveniently represent alter-
native values of the parameter. The initial pure state of ancilla, system and environment
is (|0〉A + |1〉A)/
√
2 ⊗ |Ψ(t = 0)〉, where the joint system-environment state is given
by (2.54); it is initially factorized for t = 0 and independent from λ.
The evolution according the total Hamiltonian HˆASE gives the pure state
|φ(t)〉 = 1√
2
[|0〉A ⊗ |Ψλ1(t)〉+ |1〉A ⊗ |Ψλ2(t)〉] , (2.63)
i.e. the ancillary qubit makes it possible to evolve in parallel the global system for
two different values of the parameter. The raising operator on the ancillary system
σ+A = (|1〉〈0|)A can be used to obtain the overlap that we are looking for:
〈Ψλ1(t)|Ψλ2(t)〉 = 2TrASE
[
σ+A ⊗ 1SE
]
. (2.64)
Now one can make the Born-Markov approximation for the system environment
interaction and reproduce the steps to obtain a Lindblad master equation, as explained in
Section 1.2.1 and trace out the degrees of freedom of the environment. The reduced state
of ancilla plus system can be represented in block form as
ρAS(t) =
1
2
(
ρ00(t) ρ01(t)
ρ10(t) ρ11(t)
)
, (2.65)
where each operator ρij is an operator on the Hilbert space of the system. At the beginning
there are no correlations between the two subspaces and the initial reduced operators are
equal to the pure initial state of the system |ψ0〉
ρAS(0) =
1
2
(|ψ0〉〈ψ0| 0
0 |ψ0〉〈ψ0|
)
. (2.66)
58 2.4 The fundamental quantum limit for continuous measurements
The evolution of ρAS(t) has a Lindblad form, i.e.
dρAS
d
= −i
[
HˆAS, ρAS
]
+∑
k
D
[
cˆASk
]
ρAS , (2.67)
and both the collapse operators and the Hamiltonian have a direct sum structure
HˆAS =
(
Hˆλ1 0
0 Hˆλ2
)
and cˆASk =
(
cˆk,λ1 0
0 cˆk,λ2
)
. (2.68)
The overlap (2.64) that we are seeking can now be written as the trace of the off-
diagonal operator ρ01, i.e. 〈Ψλ1(t)|Ψλ2(t)〉 = TrS[ρ01]. From the direct sum structure of
the operators appearing in the Lindblad equation, it easy to obtain the evolution equation
only for the off-diagonal operator ρ01, where operators pertaining to λ1 (λ2) act only the
left (right). The result is exactly the generalized master equation (2.56); the only difference
is in notation and it is fixed by recognizing that ρ01 corresponds to ρ¯λ1,λ2 .
This derivation also shows that it is possible to solve the generalized master equa-
tion (2.56) by enlarging the Hilbert space to include the ancillary qubit and then solve
a standard Lindblad master equation for the composite system. This method has been
further generalized in [139].
Summary
• When a quantum systems is subjected to a Markovian continuous measurement
the correct figure of merit to quantify the achievable precision in the estimation of
some parameter is given by the effective quantum Fisher information. This quantity
is the classical Fisher information pertaining to the distribution of the (continuous
in time) measurement outcomes plus the average quantum Fisher information of
the possible conditional states.
• The classical Fisher information for a continuous measurement can be obtained by
sampling trajectories from the stochastic master equation, via an auxiliary operator
encoding the likelihood, which is also dependent on the sampled trajectories. For
Gaussian systems the problem can be simplified and recast in terms of density
matrices and first moment vectors.
• The effective quantum Fisher information for time-continuous measurements can
be efficiently computed numerically. This is achieved by writing the evolution at
each discrete time step as a CP map, which guarantees the positivity of the density
operator.
• An ultimate bound to the estimation precision achievable by continuous measure-
ments can be obtained by assuming to have access to all the environmental degrees
of freedom after they interacted with the system. Such a bound is given by the
QFI of the joint state of system and environment, we dub this quantity ultimate
QFI. One can compute such a quantity by solving a generalized master equation
for an operator (which is not a density matrix) acting the system Hilbert space only,
without the need of a full description of the joint state.
CHAPTER 3
Magnetometry with large ensembles of two-level atoms
It is now time to apply the tools we have introduced in the previous Chapter to a concrete
problem. In this Chapter we study the estimation of the intensity of a magnetic field by
continuous measurement of the collective spin of a large ensemble of two-level atoms.
The results presented in this chapter have been published in [12, 13].
Magnetometry is a paradigmatic example of quantum metrology and under some
conditions it can be mapped to the problem of estimating a frequency. Even though the
two problems are intimately connected, we keep the two topics separated. Frequency
estimation is going to be the subject of the next chapter.
When the initial state of an atomic ensemble of N atoms is an uncorrelated spin
coherent state, the mean-squared error in the estimation of the magnetic field scales,
in terms of the total spin number J = N/2, as 1/J, which is usually referred to as the
standard quantum limit (SQL) to precision. If quantum resources, such as spin squeezing
or entanglement between the atoms, are exploited, it is possible to achieve a quadratic
enhancement, the so-called Heisenberg scaling, i.e. 1/J2 [31, 294]. We will see in the next
Chapter that when the evolution is not unitary, it gets very difficult to achieve Heisenberg
scaling.
In this Chapter we consider an alternative approach. We start with a classical initial
state that is continuously monitored via the interaction with an external travelling field.
In this case we think of the input modes as a “probe” rather than an environment; there is
no difference in the mathematical description, which is the one presented in Section 1.2
and 1.4.2.
The crucial assumption behind these results is that the atoms are collectively coupled
with the input field. By properly engineering this interaction one can then exploit the
back action of the measurement to drive the system into more sensitive and entangled
conditional states. At the same time one can also take advantage of the information
acquired through the continuous weak measurement; for this reason our approach is not
merely a state preparation protocol.
A similar setup for magnetometry has been considered in previous literature [23,
51, 108, 179, 199, 268]. Our contribution is to rigorously address the performance of
these protocols using the quantum estimation methods introduced in Chapter 2. In this
way, we can coherently take into account both the information obtained via the time-
continuous non-demolition measurement, as well as the information obtained by a strong
measurement on the conditional state of the system.
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Figure 3.1: Pictorial representation of the metrological scheme. An atomic ensemble, prepared
in a spin coherent state aligned to the x-direction and placed in a constant magnetic field B in
the y-direction. In the upper figure the spin coherent state is represented as a circle in the Bloch
sphere; the circle represents the fact that its fluctuations are equal in all directions. The ensemble is
coupled to train of probing fields that are continuously monitored via homodyne detection after
the interaction with the sample (bottom figure).
We study this problem in the limit of large spin, so that the system behaves as a
continuous variable one. In this approximation we can derive an analytical formula for the
ultimate bound on the mean-squared error of any unbiased estimator, and conclusively
show that, for experimentally relevant values of the dynamical parameters, one can
observe a Heisenberg-like scaling.
We can also analytically prove that the ultimate quantum limit is in fact saturated by the
sequential strategy and one does not need to implement more involved measurements.
3.1 Physical model
We address the estimation of the intensity of a static and constant magnetic field B acting
on a ensemble of N two-level atoms that are continuously monitored [23, 108, 199, 268],
as depicted in Fig. 3.1. The atomic ensemble can be described as a system with total spin
J = N/2 with collective spin operators defined as
Jˆα =
1
2
N
∑
i=0
σ
(i)
α , α = x, y, z, (3.1)
and σ(i)α denotes Pauli matrices acting on the i-th spin. More explicitly, the total Hilbert
space of the system is HN = ⊗Ni=1C2 and has dimension 2N ; the single atom operators
are obtained by tensor products with identities on all the other subsystems
σ
(i)
α = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1
⊗σα ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N−i
. (3.2)
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The collective operators obey the usual su(2) angular momentum commutation rules
[ Jˆi, Jˆj] = iεijk Jˆk, where εijk is the Levi-Civita symbol. We remark again that we choose
units such that h¯ = 1.
We assume that the atomic sample is coupled to a train of electromagnetic modes
bˆin(t). There are mainly two physical scenarios where this description can be used. In the
first case the ensemble of atoms is placed inside a strongly driven and heavily damped
cavity, and the input mode can be used to represent the cavity mode, this approach is
described in [277]. The mode bˆin(t) can also represent a far-detuned travelling light field
passing through the ensemble and interacting via Faraday effect [199].
In either case we can consider an interaction Hamiltonian of the form Hˆint =
√
κ Jˆz(bˆin(t)+
bˆ†in(t)). If these environmental light modes are left unmeasured, the evolution of the system
is expressed by a master equation with a single Hermitian collapse operator, which in
this case corresponds to a collective transverse noise on the atomic sample,
dρ
dt
= Lcoll ρ = −iγB
[
Jˆy, ρ
]
+ κD[ Jˆz]ρ, (3.3)
where the parameter γ represents the strength of the coupling with the magnetic field
that is directed along the y-axis and thus perpendicular to the noise generator.
At t = 0 we consider the system prepared in a spin coherent state, i.e. a tensor product
of single spin states (qubits) directed in the positive x direction,
|ψ(0)〉 =
N⊗
k=0
|+〉k = |J〉x, (3.4)
where |+〉 is the eigenstate of σx with eigenvalue +1. We thus have that the spin com-
ponent on the x direction attains the macroscopic value 〈 Jˆx(0)〉 = J. The unconditional
dynamics of 〈 Jˆx〉 is given by the following equation describing damped oscillations
d〈 Jˆx(t)〉
dt
= γB〈 Jˆz(t)〉 − κ2 〈 Jˆx(t)〉 , (3.5)
where we observe how the the dissipative and unitary parts of the dynamics are respec-
tively shrinking the spin vector 〈 Jˆ〉 and causing its Larmor precession around the y-axis.
In the following we assume to measure small magnetic fields, such that γBt 1 and we
can approximate the solution of the previous equation as
〈 Jˆx(t)〉 ≈ 〈 Jˆx(0)〉e−κt/2 = Je−κt/2 . (3.6)
If the light modes are continuously monitored via homodyne measurements at the
appropriate phase, one can perform a continuous measurement of Jˆz 1; the corresponding
stochastic master equation for finite monitoring efficiency η reads
dρ(c) =− iγB[ Jˆy, ρ(c)]dt + κD[ Jˆz]ρ(c)dt +√ηκH[ Jˆz]ρ(c)dwt , (3.7)
1We also call this a weak or non-demolition measurement of Jˆz, because the instantaneous disturbance on the
system is small. Note that these terms are somtimes used with other more specific meanings.
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while the measurement result at time t corresponds to an infinitesimal photocurrent
dyt = 2
√
ηκ Tr[ρ(c) Jˆz]dt + dwt ; (3.8)
these equations correspond to Eqs. (1.56) and (1.54) with the choice2 cˆ = Jˆz.
We remark that this kind of collective noise in the master equation (3.3) describes the
dynamics also in experimental situations where the coupling to the atomic ensemble is
not explicitly engineered for continuous monitoring [64, 72, 234]. In this respect, assuming
a non-unit efficiency η corresponds to considering both homodyne detectors that are not
able to capture all the photons that have interacted with the spin, and environmental
degrees of freedom, causing the same kind of noisy dynamics, that cannot be measured
during the experiment.
3.1.1 Gaussian approximation for large spin
Let us now consider the limit of large spin J  1. In this case, the dynamics may be
effectively described with the Gaussian formalism as long as 〈 Jˆx(t)〉 ≈ J, i.e. κt . 1. We
define the effective quadrature operators of the atomic sample, satisfying the canonical
commutation relation [Xˆ, Pˆ] = i, as [179, 199]
Xˆ = Jˆy/
√
J¯t Pˆ = Jˆz/
√
J¯t , (3.9)
where J¯t ≡ |〈 Jˆx(t)〉| Notice that in the limit of large spin J we are assuming that we
can safely consider the unconditional average value 〈 Jˆx(t)〉 only, since the stochastic
correction obtained via (3.7) would be negligible.
In the Gaussian description the initial state |ψ(0)〉 corresponds to the vacuum state
(Xˆ + iPˆ)|0〉 = |0〉, which is Gaussian. With this approach, the stochastic master equa-
tion (3.7) becomes quadratic in the canonical operators (and thus preserves the Gaussian
character of states)
dρ(c) = −iγB
√
J¯t
[
Xˆ, ρ(c)
]
dt + κ J¯tD[Pˆ] ρ(c)dt +
√
J¯tηκH[Pˆ] ρ(c)dwt . (3.10)
Let us briefly comment this equation. Crucially, the effect of the magnetic field becomes
a displacement of the P quadrature. Moreover, strictly speaking this equation is not in
Lindblad form (1.31), since the coefficients are time dependent. This time dependence
could be avoided by choosing J¯t ≈ J, i.e. neglecting the decay of the spin, which is still
a good approximation for J  1 and γBt  1. However, such a crude approximation
does not completely capture the dynamics of the system and we prefer to work in the
more general case. Since all the coefficients in (3.10) are positive, we are still allowed to
apply all the quantum trajectories approach, see also [108, 179]. The dynamics is still
Markovian, but it is not time homogeneous, i.e. we lose the semigroup property of the
unconditional dynamics.
Being quadratic, the whole dynamics can be equivalently rewritten in terms of first
and second moments, i.e. the first moments vector r and the covariance matrix σ of the
2Note also that γ in Eqs. (1.56) and (1.54) corresponds here to κ and has nothing to do with the γ of Eq. (3.3).
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quantum state ρ(c). As explained in Section 1.4.2, one can derive the following equations:
drt = ut dt +
σt Mt dw√
2
, (3.11)
dσt
dt
= Dt − σt Mt MTt σt , (3.12)
where
Dt =
(
2κ Je−κt/2 0
0 0
)
, Mt =
(
0 0√
2ηκ Je−κt/2 0
)
, ut =
(
0
−γB
√
Je−κt/2
)
,
(3.13)
and dw is a vector of Wiener increments such that dwj dwk = δjkdt, related to the pho-
tocurrent via the equation
dyt = −
√
2MTt rt dt + dw , (3.14)
but since we are considering homodyne measurements of a single mode the current is
clearly not a vector (this is due to the singular matrix Mt):
dyt = −
√
2ηκ Je− κt2 〈Pˆ(t)〉cdt + dwt = 2γBJe−κt/2√κη dt + dwt . (3.15)
As it will be clear in the following, for the estimation of B, we only need to retain the
evolution of the mean and the variance of the atomic momentum quadrature Pˆ calculated
on the conditional state ρ(c). Remembering that with our definitions σ22 = 2Varc[Pˆ(t)]
the equations we are seeking are the following
d〈Pˆ(t)〉c = − Bγ
√
Je− κt2 dt + 2Varc[Pˆ(t)]
√
ηκ Je− κt2 dwt , (3.16)
dVarc[Pˆ(t)]
dt
= − 4ηκ Je− κt2 (Varc[Pˆ(t)])2. (3.17)
The differential equation for the conditional second moment is deterministic and can be
solved analytically. For an initial coherent spin state, in this CV description a vacuum
state with Var[Pˆ(0)] = 12 , we obtain the following solution
Varc[Pˆ(t)] =
1
8η J
(
1− e− κt2
)
+ 2
. (3.18)
This expression shows that the conditional state of the atomic sample is deterministically
driven by the dynamics into a spin-squeezed state. For our discussion spin-squeezing sim-
ply means that Var
[
Jˆz
]
/|〈 Jˆx〉|2 = Var[Pˆ(t)] ≤ 1/23, which in turn implies that quantum
correlations between the individual atoms are formed, see [175, 290] for more details.
The value of the squeezing depends on the efficiency η, as expected the state is not
squeezed at all when it is not monitored (for η = 0), and it is inversely proportional to the
total spin J. We can also appreciate that, due to the decay of the spin amplitude 〈 Jˆx(t)〉
, the variance does not tend to zero for long times, but tends to the asymptotic value
1/2 · (1+ 4η J)−1.
3We recall that the uncertainty relation coming from the su(2) commutation rules is Var
[
Jˆz
]
Var
[
Jˆy
] ≤
|〈 Jˆx〉|2/4.
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3.2 Analytical results
Here we present our main results: the derivation of ultimate quantum limits on noisy
magnetometry via time-continuous measurements of the atomic sample. We first evaluate
the classical Fisher information F [yt] corresponding to the information obtainable from
the photocurrent. Then evaluate the second term appearing in the bound, corresponding
to the information obtainable via a strong measurement on the conditional state of the
atomic sample. This allow us to discuss the ultimate limit on the estimation strategy
via the effective quantum Fisher information: we focus on the scaling with the relevant
parameters of the experiment, i.e. with the total spin number J and the monitoring time
characterizing each experimental run t, and we address the role of the detector efficiency
η. Finally, we discuss the optimality of our measurement scheme, evaluating the ultimate
limits on the precision given the noisy dynamics we are considering, using the tools
presented in Section 2.4.
3.2.1 Effective quantum Crame´r-Rao bound
Fisher information for the time-continuous photocurrent
As discussed before, the measured photocurrent yt obtained via continuous homodyne
detection can be used to extract information about the system and to estimate parameters
which appear in the dynamics. The ultimate limit on the precision of this estimate is
quantified by the FI F [p(yt)]. Given the Gaussian nature and the simple dynamics of the
problem we can compute it analytically in closed form, by applying the results described
in 2.2.3.
In this case the parameter is encoded only in the first moments of the conditional state,
therefore one has to evaluate only this formula
F [p(yt)] = Ep(yt)
[
2(∂Brt)
TMt MTt (∂Brt)
]
. (3.19)
By noticing that the only non-zero entry of the vector ∂Brt is the one corresponding to
〈Pˆ(t)〉c, we thus obtain the formula
F [p(yt)] = 2ηκ Je−κt/2Ep(yt)
[(
∂B〈Pˆ(t)〉c
)2] . (3.20)
By considering (3.16) and remembering Eq. (3.15), the time evolution of the derivative of
the conditional first moment 〈Pˆ(t)〉c w.r.t. the parameter B can be written as
d
(
∂B〈Pˆ(t)〉c
)
dt
=− γ
√
Je−κt/2 − 4Varc[Pˆ(t)]ηκ Je−κt/2
(
∂B〈Pˆ(t)〉c
)
. (3.21)
where Varc[Pˆ(t)] is given by Eq. (3.18). The evolution of this quantity is deterministic
and the equation can easily be solved. It follows that the average over the trajectories in
Eq. (3.20) is not needed and we readily obtain the following closed expression for the FI
F [p(yt)] =
64γ2η J2e−κt
(
e
κt
4 − 1
)3[−4η J − 12η Je κt4 + 3(4η J + 3)e κt2 + (4η J + 3)e 3κt4 ]
9κ2
[
(4η J + 1)e
κt
2 − 4η J
] .
(3.22)
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In Section 3.3 we show that a Bayesian estimator can indeed easily saturate the lower
bound given by this Fisher information.
Average quantum Fisher information
In order to evaluate the effective quantum Crame´r-Rao bound defined in Eq. (2.14) we
now consider the second term Ep(yt)
[
Q[ρ(c)]
]
, that represents the information obtained
via strong quantum measurement on the conditional states.
The conditional state ρ(c) is Gaussian and carries a dependence on the parameter B
only in the first moments. As shown e.g. in [232, 256], the QFI of a parameter in the
first moments of a Gaussian state is equal to the FI of a classical Gaussian probability
distribution:
Q[ρ(c)] = 2 (∂Brt)T σ−1t (∂Brt) ; (3.23)
which in the present case can be expressed as
Q[ρ(c)] =
(
∂B〈Pˆ(t)〉c
)2
Varc[Pˆ(t)]
. (3.24)
Since, as we proved before, the evolution of both ∂B〈Pˆ(t)〉c and Varc[Pˆ(t)] is determin-
istic, the average over all possible trajectories is trivial and we have Ep(yT)
[
Q[ρ(c)]
]
=
Q[ρ(c)]. By exploiting the analytical solution for both quantities, the QFI reads
Q[ρ(c)] =
32γ2 J
(
12η J − 4η Je− κt2 + (−8η J − 3)e κt4 + 3
)2
9κ2
[
(4η J + 1)e
κt
2 − 4η J
] . (3.25)
As expected, when the monitoring of the environment is switched off (η = 0), one
gets a SQL scaling Q[ρ(c)] ∼ J, since no entanglement is created by the back-action of
the measurement and the initial state is classical. We also remark that the QFI is equal
to the classical FI for a measurement of the quadrature Pˆ, thus showing that a strong
measurement of the operator Jˆz on the conditional state of the atomic sample is the
optimal measurement saturating the corresponding quantum Crame´r-Rao bound.
Effective quantum Fisher information
By combining Eqs. (3.22) and (3.25), we can now finally compute the effective quantum
Fisher information (2.15), which in this case reads
Q˜ = F [p(yt)] +Ep(yt)
[
Q[ρ(c)]
]
= F [p(yt)] +Q[ρ(c)], (3.26)
we recall that this quantity represents the inverse of the best achievable variance of an
unbiased estimator, according to the quantum Crame´r-Rao bound (2.14). The resulting
expression can be simplified to get to a remarkably simple analytical formula
Q˜η = K1 J + ηK2 J2 (3.27)
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where the two coefficents are
K1 = 32
γ2
κ2
(
1− e−κt/4
)2
K2 = 64
γ2
κ2
(
1− 8
3
e−κt/4 + 2e−κt/2 − 1
3
e−κt
)
. (3.28)
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Figure 3.2: J scaling - effective QFI Q˜ as a function of J for different vales of κt, for unit efficiency η
and effective coupling strength γ/κ = 1 G−1; axes are in logarithmic scale. The solid curves are for
increasing values of κt (shown in the legend) from top to bottom. The two regimes appearing in the
plots are ∼ J2 (steeper slope) for higher values of κt and higher values of J and ∼ J (gentler slope)
for the opposite parameters’ regions. For visual comparison we show a dashed line at the top ∝ J2
and a dotted line at the bottom ∝ J.
We start by studying how this quantity scales with the total spin: in Fig. 3.2 we plot Q˜
as a function of J in the appropriate regions of parameters. We remark that the plots are
presented choosing 1/κ as the time unit so that the strength of the interaction becomes
γ/κ and is always fixed to 1 G−1 in the following. We observe that, within the validity
of our approximation (κt . 1), it is possible to obtain the Heisenberg scaling J2 for the
effective QFI. There is a transition between SQL-like scaling and Heisenberg scaling
depending on the relationship between J and κt, showing how the quantum enhancement
is observed for J  1/κt.
The same conclusions are drawn if we look at the behaviour of Q˜ as a function of
the interrogation time t, plotted in Fig. 3.3: a transition from a t2-scaling to a quantum-
enhanced t3-scaling is observed for J  1/κt.
The previous results were both shown by considering the case of perfect monitoring of
the environment, i.e. for homodyne detectors with unit efficiency η. In Fig. 3.4 we plot the
behaviours of Q˜ as a function of J and t, varying the detector efficiency η; we observe that
the quantum enhancements can be obtained for all non-zero values of η. With a non-unit
monitoring efficiency the transition from SQL to Heisenberg-scaling is obtained for larger
values of J. Clearly, the effective QFI (3.26) satisfies our previous conjecture (2.61): it is
monotonically increasing (linearly) in η.
We finally remark that if we consider only the classical FI F [p(yt)], the Heisenberg
scaling in terms of J and t3-scaling are always obtained for κt . 1 and for every η.
However, when the contribution of the term quadratic in J is too small then the QFI of the
unconditional state, i.e. (3.25) with η = 0, dominates and we observe SQL scaling for Q˜.
This idea can be used to pinpoint more clearly the transition between the two regimes.
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Figure 3.3: Time scaling - effective QFI Q˜ as a function of κt for different values of J, for unit
efficiency η and effective coupling strength γ/κ = 1 G−1; axes are in logarithmic scale. The solid
curves are for increasing values of J (shown in the legend) from top to bottom. The two regimes
appearing in the plots are ∼ (κt)3 (steeper slope) for higher values of κt and higher values of J
and ∼ (κt)2 (gentler slope) for the opposite parameters’ regions. For visual comparison we show a
dashed line at the top ∝ (κt)3 and a dotted line at the bottom ∝ (κt)2.
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Figure 3.4: Effect of non unit efficiency - effective QFI Q˜ as a function of J (top panel) and κt
(bottom panel) for different values of η and effective coupling strength γ/κ = 1 G−1. The two
regimes appearing in the plots are ∼ J2 (top panel) and ∼ (κt)3 (bottom panel) for higher values
of κt and higher values of J while ∼ J2 (top panel) and ∼ (κt)2 (bottom panel) for the opposite
parameters’ regions. For visual comparison we show a dashed line at the top ∝ J2 (top panel) and
∝ (κt)3 (bottom panel) and also a dotted line at the bottom ∝ J (top panel) and ∝ (κt)2 (bottom
panel).
Threshold on the number of atoms to observe Heisenberg scaling
The formula reported in Eq. (3.27) is particularly illuminating, specifically it allows us to
discuss in more detail the role played by the two parameters describing the protocol: the
(dimensionless) monitoring time κt and the monitoring efficiency η.
We start by observing that the effective QFI is the sum of two terms, one linear in J
(SQL scaling) and one quadratic (Heisenberg scaling). The latter one depends linearly on
the monitoring efficiency η and correctly goes to zero for η → 0, i.e. when no monitoring
is performed and the SQL-scaling is the expected result for an initial spin-coherent state.
The observation that Heisenberg scaling can be obtained when J  1/κt can be rigorously
studied by looking more carefully at Eqs.(3.27) and (3.28). We define the condition to
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Figure 3.5: The minimum number Nth of atoms in the ensemble needed to to observe Heisenberg
scaling for the effective QFI Q˜. In the upper panel we plot Nth as a function of η for different values
of κt (increasing going from top to bottom), there is an inverse proportionality relationship. In the
right panel we plot the same quantity as a function of κt for different values of η (increasing going
from top to bottom), in this case the relationship is only approximately inversely proportional.
observe Heisenberg scaling as
Heisenberg scaling ⇐⇒ ηK2 J > K1 (3.29)
i.e. when the quadratic contribution is greater than the linear one. This implies that we
have a threshold value for the total spin,
Jth =
K1
ηK2
, (3.30)
and obviously, in terms of the total number of atoms, Nth = 2Jth. If we plug in the
coefficients from (3.28), we get this simple expression
Nth =
1
η
(
1− 13 e−κt/2 − 23 e−κt/4
) , (3.31)
which can be approximated as Nth ≈ 3ηκt when κt  1. The expected inverse relation-
ship between the threshold number of atoms and both the monitoring time κt and the
efficiency η, can be explicitly observed in Fig. 3.5, where we plot Nth as a function of both
experimental parameters characterizing the protocol.
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3.2.2 Optimality of the sequential strategy
The ultimate limit for quantum magnetometry, in the presence of Markovian collective
transversal noise as the one described by the master equation (3.3), is given by the QFI
QLcoll , previosuly introduced in Eq. (2.59). In this section we show that the effective FI Q˜
actually corresponds to the ultimate bound given by QLcoll , thus proving that homodyne
monitoring of the light interacting with the system is the optimal strategy to extract
information about the magnetic field.
The generalized master equation (2.57) in this case (considering the large-spin approx-
imation) reads
dρ¯
dt
= −iγ
√
J¯t
(
B1Xˆρ¯− B2ρ¯Xˆ
)
+ κ J¯tD
[
Pˆ
]
ρ¯ . (3.32)
This equation can readily be solved in a phase space picture, since the terms in Xˆ and
Pˆ are at most quadratic the Gaussian character of the operator ρ¯ is preserved. Let us
explicitly show how to solve Eq. (3.32).
The characteristic function can be defined for a generic operator Oˆ as χ[Oˆ](s) =
Tr
[
Dˆ−sOˆ
]
, in accordance with (1.104). In particular we work in the phase space of a single
mode system, so that rˆ> = (Xˆ, Pˆ) is the vector of quadrature operators and sT = (x, p)
is the vector of phase space coordinates. Crucially, the action of operators in the Hilbert
space corresponds to differential operators acting on the characteristic function via the
following mapping [27, 100]
Xˆρ↔
(
−i∂p − x2
)
χ(s) (3.33)
ρXˆ ↔
(
−i∂p + x2
)
χ(s) (3.34)
Pˆρ↔
(
i∂x − p2
)
χ(s) (3.35)
ρPˆ↔
(
i∂x +
p
2
)
χ(s). (3.36)
We can now introduce the characteristic function associated to the operator ρ¯ appear-
ing in Eq. (2.57)
χ¯(s, t) ≡ χ[ρ¯](s). (3.37)
The only quantity of interest in order to compute the QFI is the the trace of this operator,
which corresponds to the characteristic function evaluated in the origin of the phase space,
i.e. Trρ¯ = χ¯(0, t). This can readily be checked from the definition (1.104); for normalized
quantum states this quantity is always one.
By applying the phase space mapping, from the generalized master equation (3.32)
we get to the following partial differential equation for the characteristic function
∂χ¯(s, t)
∂t
=
[
iγ
√
J¯t
B1 + B2
2
x− κ J¯t
2
p2 − γ
√
J¯t(B1 − B2)∂p
]
χ¯(s, t). (3.38)
This equation can be solved by performing a Gaussian ansatz; we assume that at every
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time the characteristic function can be written in the following form4
χ¯(s, t) = C(t) exp
[
−1
4
s>Ω>σ(t)Ω s+ is>Ω>sm(t)
]
. (3.39)
The dependence on time and on the parameters B1/2 is completely contained in the
covariance matrix σ(t), in the first moment vector sm(t)> = (xm(t), pm(t)) and in the
function C(t) = χ¯(0, t), which is exactly the final result we are seeking.
By plugging (3.39) into (3.38) and equating the coefficients for different powers of x
and p, one obtains a system of differential equations. The relevant equations come from
the coefficients of order one, and the coefficients of terms in p and p2:
dσ1,1(t)
dt
= 2κ Je−
κt
2 (3.40)
dxm(t)
dt
= −iγ
2
√
Je− κt2 (B1 − B2)σ1,1(t) (3.41)
dC(t)
dt
= −iγ
√
Je− κt2 (B1 − B2)xm(t)C(t) . (3.42)
These equations are solved analytically with the initial conditions σ1,1(0) = 1, xm(0) = 0
and C(0) = 1. These conditions express the fact that for t = 0 the operator ρ¯ is exactly to
the initial state of the system |0〉〈0|. The solution has the following form
C(t) = exp
[
−4γ
2
3κ2
J(B1 − B2)2e−κt
(
e
κt
4 − 1
)2(−4Je κt4 + (6J + 3)e κt2 − 2J)] . (3.43)
Now, the ultimate QFI is given by Eq. (2.59), which in this case reads
QLcoll = 4∂B1∂B2 log|C(t)|
∣∣
B1=B2=B
. (3.44)
It is a matter of simple algebra to get to the following final result
QLcoll = Q˜η=1 =
32γ2 Je−κt
(
e
κt
4 − 1
)2(−4Je κt4 + (6J + 3)e κt2 − 2J)
3κ2
; (3.45)
remarkably it coincides with the effective QFI Q˜ in (3.26) for unit efficiency η = 1.
This result proves that our strategy, not only allows to obtain the Heisenberg limit,
but also corresponds to the optimal one, given the unconditional master equation (3.3)
with collective transversal noise and for perfectly efficient detectors. Indeed, any other
more experimentally complicated strategy, based on entangled and non-local in time
measurements of the output modes and the system, would not give better results in the
estimation of the magnetic field B.
3.3 Bayesian estimator
In this section we concretely show that it is possible to achieve the classical Crame´r-Rao
bound from the time-continuous measurement outcomes by explicitly building a Bayesian
4 This approach to solve a generalized master equation in phase space with a Gaussian ansatz is analogous
to the one used in [119] in the context of full-counting statistics.
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estimator, implementing what we explained in Section 1.3.1. We also point out that a
Bayesian approach has already proven to be very useful for parameter estimation with
continuously monitored quantum systems [51, 61, 92, 153, 154].
The goal is to reconstruct the posterior distribution of B given the observed current yt,
by Bayes rule:
p(B|yt) = p(yt|B)p(B)p(yt) , (3.46)
where p(B) is the prior distribution, p(yt|B) is the likelihood and p(yt) serves as a
normalization factor. As a Bayesian estimator we choose the mean of the posterior
distribution Bˆ(yt) = Ep(B|yt)[B]; the corresponding variance VarBˆ(B) = Ep(B|yt)[B
2]−
(Ep(B|yt)[B])
2 is asymptotically optimal and tends to saturate the Crame´r-Rao bound
when the length of the vector yT is large.
The simulated experimental run is obtained by numerically integrating the stochastic
differential equation (3.16) with the Euler-Maruyama method for the “true” value of
the parameter Btrue. Time is discretized with steps of length ∆t, i.e. to get from time
0 to time T we perform nT = T/∆t steps. Experimental data is represented by the
observed measurement current yT = (∆yt1 , . . . ,∆ytnT )
T, which corresponds to an nT-
dimensional vector. The outcome at every time step ∆yti is sampled from a Gaussian
distribution with variance ∆t and mean ∆yti (B) =
√
2ηκ Je− κt2 〈Pˆ(ti)〉c∆t. Notice that
∆yti (B) depends explicitly on the parameter B via the quantum expectation value 〈Pˆ(ti)〉c
on the conditional state.
Since we are estimating only one parameter the posterior can be obtained on a grid on
the parameter space; for more complicated problems Markov chain Monte Carlo methods
might be needed to sample from the posterior [92]. In practical terms we need to solve
Eqs. (3.16) and (3.17) for every value of the parameter B on the grid, assuming to perfectly
know all the other parameters; then we need to calculate the likelihood for each value via
p(yt|B) ∝
nT
∏
i=0
exp
[
−
(
∆yti − ∆yti (B)
)2
2∆t
]
, (3.47)
by considering the outcomes as independent random variables, i.e. multiplying the
corresponding probabilities. We then apply Bayes rule, Eq. (3.46), assuming a flat prior
distribution p(B) on a finite interval. The same analysis is trivially applied to more
than one experiment by simply multiplying the likelihood obtained for every different
observed measurement current.
In Figure 3.6 we indeed show the posterior distribution as a function of time for a single
experimental run, obtained after a Bayesian analysis. We observe how the distribution
gets narrower in time around the true value and we also explicitly show that its standard
deviation σest =
√
VarBˆ(B) converges to the one predicted by the Crame´r-Rao bound
σCR(t) = F [p(yt)]−1/2.
Notice that in the initial part of the dynamics the values of σest are smaller than the
corresponding σCR. This behaviour is due to the choice of the prior distribution, which is
narrower than the likelihood and thus implies some initial knowledge on the parameter.
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Figure 3.6: Bayesian estimation of B from a single simulated experiment - the data shown in the
plots are obtained as a function of κt, for γ/κ = 1 G−1, J = 104 and η = 1; the prior distribution of
the parameter B is uniform in the interval [−0.01, 0.01]G, and the true value is Btrue = 0 G. In the
top panel we show the ratio between the standard deviation of the posterior distribution and the
standard deviation predicted by the Crame´r-Rao bound. In the bottom panel we show the posterior
distribution as a function of time, the constant white dashed line marks the value Btrue.
This knowledge coming from the prior is larger than the information obtainable for small
monitoring times and thus the variance is below the value obtained from the Crame´r-Rao
bound. It is important to remember that the FI F [p(yt)] is monotonically increasing with
time t, so the information gained by the currents increases with time, as one could expect.
Summary
• An ensemble of two-level atoms can be used to estimate the strength of a constant
magnetic field. A travelling field interacting collectively with all the atoms is
measured with homodyne-detection after the interaction with the sample. The
evolution is described by a stochastic master equation. In the limit of a large
number of atoms (equivalently large total spin of the system) an effective Gaussian
description is sufficient. The back-action of the measurement due to the continuous
monitoring induces spin-squeezing on the state of the atomic ensemble.
• The metrological scheme consists in using the information from the continuous
measurement and a final measurement on the conditional state. The precision is
quantified by the effective quantum Fisher information, which can be computed
analytically. The effective QFI is Heisenberg limited, i.e. it shows a quadratic scaling
in the number of atoms, even when the initial state is completely uncorrelated.
Inefficient homodyne detection does not destroy the scaling, but only increases the
number of atoms required to witness it.
• The scheme based on sequential continuous measurements is optimal for perfect
detection efficiency. In this case the ultimate quantum Fisher information (optimized
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over all possible measurement on the joint system-environment state) is equal to
the effective Fisher information for the considered strategy.
• We explicitly show that a Bayesian estimator rapidly saturates the classical Crame´r-
Rao bound given by the Fisher information of the continuous measurement.
• In conclusion, time continuous measurement of a collective spin observable is a pre-
cious resource for magnetometry, since it allows both to directly extract information
about the parameter and to prepare very sensitive conditional states.

CHAPTER 4
Restoring Heisenberg scaling in frequency estimation
In the previous Chapter we studied the effect of the continuous measurement of a collective
observable of a system of two-level atoms. We have shown that the spin-squeezing (and
thus the entanglement) generated by the continuous monitoring is sufficient to achieve
Heisenberg scaling even with a factorized initial state, i.e. with completely uncorrelated
atoms. In this situation the continuous nondemolition measurement of the collective spin
observable is the resource for quantum metrology. The external light field coupled to the
system has to be considered as a useful probe rather than an unwanted environment.
In this chapter we flip the point of view and we consider a complementary scenario,
where the metrological resource is an initially entangled state. In general, when noisy open
quantum dynamics is added on top of the encoding Hamiltonian, the advantage given by
the initial quantum correlations is easily lost. In this situation, we show that, by having
full or partial access to the environment causing the noisy dynamics, it is possible to
restore the advantage.
Even if the Hamiltonian encoding the parameter is basically the same as in the previous
section1, we look at the problem with a slightly different point of view and we now talk
about frequency estimation, rather then magnetometry. As we explain in Sec. 4.1 the
main difference is that it is customary to consider the total time of an experiment as a
valuable resource and not only the number of probes. This leads to consider a figure of
merit which is optimized over the interaction time of a single run.
In this Chapter we start from an unconditional evolution described by a Markovian
master equation, see Section 1.2. In particular, we focus on independent noise acting on
each different two-level system, either parallel or transverse to the generator of the phase
rotation to be estimated. In the former case, which corresponds to the so-called pure
dephasing, the unconditional Lindblad dynamics leads to a standard quantum limited
precision, even for an infinitesimal amount of noise [69]. In the case of transverse noise, it
was shown that, by optimizing over the evolution time, it is possible to restore a super-
classical scaling between SQL and HL [35, 53]; see also [123] for a recent review about
quantum metrology with open quantum systems.
Our goal is to study whether time-continuous monitoring allows one to restore the
HL, and to analyze in detail the effect of the monitoring efficiency on the performance
1 In order to adhere to the standards used in previous literature on the topic, we change the axis of the
Hamiltonian from y to z; this change is inconsequential for the physics of the problem.
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of the estimation schemes. We derive both the ultimate limit on estimation precision
(introduced in Section 2.4) and the effective bound for sequential strategies (introduced in
Section 2.1). At variance with the previous chapter, we consider not only time-continuous
homodyne-detection, but also photo-detection.
It is important to remark that the use of continuous measurements and feedback
techniques has long been recognized as a useful tool for fighting decoherence [6–8, 94,
101, 107, 271]. Our metrological scheme follows this line of thought, but with the great
advantage that it is based on continuous monitoring only, without error correction steps
(or feedback), differently from other recent approaches in noisy quantum metrology [95,
236].
We stress that a great deal of effort has been also devoted to study the asymptotic
properties of estimation via repeated/continuous measurements [43, 47, 122]. In this
approach one is usually interested in performing a single run of the experiment and thus
the system is observed for a long time. Our point of view is radically different and rooted
in previous works on quantum frequency estimation. We are interested in the initial part
of the dynamics, long before reaching the steady state. For this reason the asymptotic
regime of the statistical model is reached by running the experiment many times, instead
of observing the system for a long time.
Moreover, while most of the literature on parameter estimation with continuous
measurements only deals with the information gained from the continuous signal only,
the crucial part that makes our protocol able to recover Heisenberg scaling is the final
strong measurement on the conditional state.
Finally, we point out a couple of works connected to the one presented in this chapter.
An estimation problem closely related to the present one is studied in [48]; the setup
is similar and the authors consider the same figure of merit, but the analysis is not
performed in the context of continuous measurements. Very recently, after the appearance
of our manuscript [14], another group independently obtained similar results [176]. In
this work the authors only consider ideal jump-like evolution and they mainly focus on
a single qubit probe; on the other hand they are able to generalize results to different
interactions, initial states and parameters to be estimated.
4.1 Noisy frequency estimation
We consider a system of N qubits, described by an Hamiltonian Hˆω = ω Jˆz = (ω/2)∑Nj=1 σ
(j)
z ,
where ω is the unknown frequency to be estimated, and σ(j)z is the Pauli-z operator acting
on the j-th qubit, as explicitly reported in (3.2).
The system is interacting also with a Markovian environment, so that the evolution is
described by the master equation
dρ
dt
= Lωρ = −i
[
Hˆω, ρ
]
+
κ
2
N
∑
j=1
D
[
σ
(j)
α
]
ρ = −iω
2 ∑j
[
σ
(j)
z , ρ
]
+
κ
2
(
N
∑
j=1
σ
(j)
α ρσ
(j)
α − Nρ
)
.
(4.1)
We consider two possible geometries for the noise: we refer to α = z as parallel noise,
while α = z is transverse noise, since the collapse operators are respectively parallel or
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transverse to the Hamiltonian. The form of the Lindblad master equation is particularly
simple due to the fact that the operators σα are both hermitian σ†α = σα and unitary
σασα = 1. The master equation (4.1) is in Lindblad form, given by (1.31). The equivalence
with the results of Chapter 2 can be seen by considering the noise operators2
cˆj =
√
κ/2σ(j)α . (4.2)
In quantum frequency estimation strategies, one considers the number of qubits N
and the total time of the experiment T as the resources of the protocol. The quantum
Crame´r-Rao bound is usually rewritten as
δω
√
T ≥ 1√Q/t ≥
1√
maxt[Q/t]
(4.3)
where t = T/M corresponds to the duration of each round, over which one can perform
a further optimization, and where Q corresponds here to the QFI charaterizing the
particular estimation strategy considered. The error on the estimate is the standard
deviation of the estimator δω ≡ √Var[ωˆ].
A particularly important class of states for this estimation problem is represented by
the N-qubits GHZ states
|ψGHZ〉 = (|0〉⊗N + |1〉⊗N)/
√
2 ; (4.4)
in most of the following we consider a GHZ initial state. This is a strong assumption,
since GHZ states are very fragile and difficult to prepare, however this choice simplifies
calculations and leads to analytical results.
It is well known (and easy to check) that in the noiseless case, i.e. for κ = 0, an
initial GHZ state is optimal and the QFI is Heisenberg limited, QHL = N2t2. This leads
to a quadratic enhancement w.r.t. the “standard quantum limited” QFI, QSQL = Nt2,
which is obtained in the case of an initial factorized spin coherent state |ψcoh〉 = [(|0〉+
|1〉)/√2]⊗N . Let us remark that both the t2 scaling in time and the N2 scaling in the
number of qubits are called “Heisenberg” scaling in the literature; we reserve the phrase
for the scaling in N exclusively. In what follows, we are going to consider the noisy case
(κ > 0); the generic QFIQ in Eq. (4.3) corresponds to either: i) the QFI of the unconditional
stateQ[ρunc] corresponding to the master equation (4.1); ii) the ultimate QFIQLω obtained
optimizing over all the possible measurements on system and environmental outputs;
iii) the effective QFI Q˜unr,η corresponding to a specific time-continuous (sequential)
measurement of the output modes and a final strong measurement on the conditional
state of the system.
In particular we are going to focus on time-continuous photo-detection and homodyne
detection; the respective SMEs are given by (2.33) and (2.34), by applying the substitu-
tion (4.2) and considering a single measurement efficiency ηj = η for every output
channel. The two effective QFIs are respectively labeled as Q˜pd,η and Q˜hom,η , where we
also keep the dependence on the efficiency explicit.
2Again, we use the parameter κ for the coupling with the environment, instead of γ used in Chapter 2.
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<latexit sha1_base64="QxGJxyJSt2mI1WsVS/UzYXD0mss=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSLUS0lEUG9FLx4rmLbQhrLZbtq1m9 2wuxFC6H/w4kHFqz/Im//GbZuDtj4YeLw3w8y8MOFMG9f9dlZW19Y3Nktb5e2d3b39ysFhS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7Ht1O//USVZlI8mCyhQYyHgkWMYGOlVtb3auasX6m6dXcGtEy8glShQLNf+eoNJEljKgzhWOuu5yYmyLEyjHA6KfdSTRNMxnhIu5YKHFMd5LNrJ+jUKg MUSWVLGDRTf0/kONY6i0PbGWMz0oveVPzP66YmugpyJpLUUEHmi6KUIyPR9HU0YIoSwzNLMFHM3orICCtMjA2obEPwFl9eJv55/bru3V9UGzdFGiU4hhOogQeX0IA7aIIPBB7hGV7hzZHOi/PufMxbV5xi5gj+wPn8AReBjlg=</latexit><latexit sha1_base64="QxGJxyJSt2mI1WsVS/UzYXD0mss=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSLUS0lEUG9FLx4rmLbQhrLZbtq1m9 2wuxFC6H/w4kHFqz/Im//GbZuDtj4YeLw3w8y8MOFMG9f9dlZW19Y3Nktb5e2d3b39ysFhS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7Ht1O//USVZlI8mCyhQYyHgkWMYGOlVtb3auasX6m6dXcGtEy8glShQLNf+eoNJEljKgzhWOuu5yYmyLEyjHA6KfdSTRNMxnhIu5YKHFMd5LNrJ+jUKg MUSWVLGDRTf0/kONY6i0PbGWMz0oveVPzP66YmugpyJpLUUEHmi6KUIyPR9HU0YIoSwzNLMFHM3orICCtMjA2obEPwFl9eJv55/bru3V9UGzdFGiU4hhOogQeX0IA7aIIPBB7hGV7hzZHOi/PufMxbV5xi5gj+wPn8AReBjlg=</latexit><latexit sha1_base64="QxGJxyJSt2mI1WsVS/UzYXD0mss=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSLUS0lEUG9FLx4rmLbQhrLZbtq1m9 2wuxFC6H/w4kHFqz/Im//GbZuDtj4YeLw3w8y8MOFMG9f9dlZW19Y3Nktb5e2d3b39ysFhS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7Ht1O//USVZlI8mCyhQYyHgkWMYGOlVtb3auasX6m6dXcGtEy8glShQLNf+eoNJEljKgzhWOuu5yYmyLEyjHA6KfdSTRNMxnhIu5YKHFMd5LNrJ+jUKg MUSWVLGDRTf0/kONY6i0PbGWMz0oveVPzP66YmugpyJpLUUEHmi6KUIyPR9HU0YIoSwzNLMFHM3orICCtMjA2obEPwFl9eJv55/bru3V9UGzdFGiU4hhOogQeX0IA7aIIPBB7hGV7hzZHOi/PufMxbV5xi5gj+wPn8AReBjlg=</latexit><latexit sha1_base64="QxGJxyJSt2mI1WsVS/UzYXD0mss=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSLUS0lEUG9FLx4rmLbQhrLZbtq1m9 2wuxFC6H/w4kHFqz/Im//GbZuDtj4YeLw3w8y8MOFMG9f9dlZW19Y3Nktb5e2d3b39ysFhS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7Ht1O//USVZlI8mCyhQYyHgkWMYGOlVtb3auasX6m6dXcGtEy8glShQLNf+eoNJEljKgzhWOuu5yYmyLEyjHA6KfdSTRNMxnhIu5YKHFMd5LNrJ+jUKg MUSWVLGDRTf0/kONY6i0PbGWMz0oveVPzP66YmugpyJpLUUEHmi6KUIyPR9HU0YIoSwzNLMFHM3orICCtMjA2obEPwFl9eJv55/bru3V9UGzdFGiU4hhOogQeX0IA7aIIPBB7hGV7hzZHOi/PufMxbV5xi5gj+wPn8AReBjlg=</latexit>
N1(t)
<latexit sha1_base64="koDm+BqSAXNCVCTlw99y2hU5q7M=">AAAB7HicbVBNSwMxEM3Wr1q/qh69BItQL2VXBPVW9OJJKrhtoV1KNs22sdlkSWa FsvQ/ePGg4tUf5M1/Y9ruQVsfDDzem2FmXpgIbsB1v53Cyura+kZxs7S1vbO7V94/aBqVasp8qoTS7ZAYJrhkPnAQrJ1oRuJQsFY4upn6rSemDVfyAcYJC2IykDzilICVmnc9rwqnvXLFrbkz4GXi5aSCcjR65a9uX9E0ZhKoIMZ0PDeBICMaOBVsUuqmhiWEjsiAdSyVJGYmyGbXTvCJVfo4UtqWBDxTf09kJ DZmHIe2MyYwNIveVPzP66QQXQYZl0kKTNL5oigVGBSevo77XDMKYmwJoZrbWzEdEk0o2IBKNgRv8eVl4p/Vrmre/Xmlfp2nUURH6BhVkYcuUB3dogbyEUWP6Bm9ojdHOS/Ou/Mxby04+cwh+gPn8wfVmo4t</latexit><latexit sha1_base64="koDm+BqSAXNCVCTlw99y2hU5q7M=">AAAB7HicbVBNSwMxEM3Wr1q/qh69BItQL2VXBPVW9OJJKrhtoV1KNs22sdlkSWa FsvQ/ePGg4tUf5M1/Y9ruQVsfDDzem2FmXpgIbsB1v53Cyura+kZxs7S1vbO7V94/aBqVasp8qoTS7ZAYJrhkPnAQrJ1oRuJQsFY4upn6rSemDVfyAcYJC2IykDzilICVmnc9rwqnvXLFrbkz4GXi5aSCcjR65a9uX9E0ZhKoIMZ0PDeBICMaOBVsUuqmhiWEjsiAdSyVJGYmyGbXTvCJVfo4UtqWBDxTf09kJ DZmHIe2MyYwNIveVPzP66QQXQYZl0kKTNL5oigVGBSevo77XDMKYmwJoZrbWzEdEk0o2IBKNgRv8eVl4p/Vrmre/Xmlfp2nUURH6BhVkYcuUB3dogbyEUWP6Bm9ojdHOS/Ou/Mxby04+cwh+gPn8wfVmo4t</latexit><latexit sha1_base64="koDm+BqSAXNCVCTlw99y2hU5q7M=">AAAB7HicbVBNSwMxEM3Wr1q/qh69BItQL2VXBPVW9OJJKrhtoV1KNs22sdlkSWa FsvQ/ePGg4tUf5M1/Y9ruQVsfDDzem2FmXpgIbsB1v53Cyura+kZxs7S1vbO7V94/aBqVasp8qoTS7ZAYJrhkPnAQrJ1oRuJQsFY4upn6rSemDVfyAcYJC2IykDzilICVmnc9rwqnvXLFrbkz4GXi5aSCcjR65a9uX9E0ZhKoIMZ0PDeBICMaOBVsUuqmhiWEjsiAdSyVJGYmyGbXTvCJVfo4UtqWBDxTf09kJ DZmHIe2MyYwNIveVPzP66QQXQYZl0kKTNL5oigVGBSevo77XDMKYmwJoZrbWzEdEk0o2IBKNgRv8eVl4p/Vrmre/Xmlfp2nUURH6BhVkYcuUB3dogbyEUWP6Bm9ojdHOS/Ou/Mxby04+cwh+gPn8wfVmo4t</latexit><latexit sha1_base64="koDm+BqSAXNCVCTlw99y2hU5q7M=">AAAB7HicbVBNSwMxEM3Wr1q/qh69BItQL2VXBPVW9OJJKrhtoV1KNs22sdlkSWa FsvQ/ePGg4tUf5M1/Y9ruQVsfDDzem2FmXpgIbsB1v53Cyura+kZxs7S1vbO7V94/aBqVasp8qoTS7ZAYJrhkPnAQrJ1oRuJQsFY4upn6rSemDVfyAcYJC2IykDzilICVmnc9rwqnvXLFrbkz4GXi5aSCcjR65a9uX9E0ZhKoIMZ0PDeBICMaOBVsUuqmhiWEjsiAdSyVJGYmyGbXTvCJVfo4UtqWBDxTf09kJ DZmHIe2MyYwNIveVPzP66QQXQYZl0kKTNL5oigVGBSevo77XDMKYmwJoZrbWzEdEk0o2IBKNgRv8eVl4p/Vrmre/Xmlfp2nUURH6BhVkYcuUB3dogbyEUWP6Bm9ojdHOS/Ou/Mxby04+cwh+gPn8wfVmo4t</latexit>
E(c)!,1(t)
<latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="X/BbPPQRM1 pmBhxdK1enSbL+gJw=">AAAB2HicbZDNSgMxFIXv1L86Vq1rN8EiuCozbtSd4MZl BccW2qFkMnfa0ExmSO4IpfQFXLhRfDB3vo3pz0KtBwIf5yTk3pOUSloKgi+vtrW9 s7tX3/cPGv7h0XGz8WSLygiMRKEK00u4RSU1RiRJYa80yPNEYTeZ3C3y7jMaKwv9 SNMS45yPtMyk4OSszrDZCtrBUmwTwjW0YK1h83OQFqLKUZNQ3Np+GJQUz7ghKRTO /UFlseRiwkfYd6h5jjaeLcecs3PnpCwrjDua2NL9+WLGc2uneeJu5pzG9m+2MP/L +hVl1/FM6rIi1GL1UVYpRgVb7MxSaVCQmjrgwkg3KxNjbrgg14zvOgj/brwJ0WX7 ph0+BFCHUziDCwjhCm7hHjoQgYAUXuDNG3uv3vuqqpq37uwEfsn7+AaqKYoN</la texit><latexit sha1_base64="x4ItAyqFFr CTLqGozk47AQJnby0=">AAAB/XicbZBPS8MwGMbf+nfOqdOrl+AQNpDRelFvggge J1g3WGtJs3QLS5uSpMIovXrxq3jxoOLX8Oa3Md120M0HAj+eJyHv+4QpZ0rb9re1 srq2vrFZ2apu13Z29+r7tXslMkmoSwQXshdiRTlLqKuZ5rSXSorjkNNuOL4q8+4j lYqJ5E5PUurHeJiwiBGsjRXUkRdjPSKY59fFQ94krSLIPRHTIT5xCtTUraDesNv2 VGgZnDk0YK5OUP/yBoJkMU004VipvmOn2s+x1IxwWlS9TNEUkzEe0r7BBMdU+fl0 kwIdG2eAIiHNSTSaur9f5DhWahKH5mY5t1rMSvO/rJ/p6NzPWZJmmiZk9lGUcaQF KmtBAyYp0XxiABPJzKyIjLDERJvyqqYEZ3HlZXBP2xdt59aGChzCETTBgTO4hBvo gAsEnuAF3uDderZerY9ZWyvWvLYD+CPr8wcZVpfH</latexit><latexit sha1_base64="x4ItAyqFFr CTLqGozk47AQJnby0=">AAAB/XicbZBPS8MwGMbf+nfOqdOrl+AQNpDRelFvggge J1g3WGtJs3QLS5uSpMIovXrxq3jxoOLX8Oa3Md120M0HAj+eJyHv+4QpZ0rb9re1 srq2vrFZ2apu13Z29+r7tXslMkmoSwQXshdiRTlLqKuZ5rSXSorjkNNuOL4q8+4j lYqJ5E5PUurHeJiwiBGsjRXUkRdjPSKY59fFQ94krSLIPRHTIT5xCtTUraDesNv2 VGgZnDk0YK5OUP/yBoJkMU004VipvmOn2s+x1IxwWlS9TNEUkzEe0r7BBMdU+fl0 kwIdG2eAIiHNSTSaur9f5DhWahKH5mY5t1rMSvO/rJ/p6NzPWZJmmiZk9lGUcaQF KmtBAyYp0XxiABPJzKyIjLDERJvyqqYEZ3HlZXBP2xdt59aGChzCETTBgTO4hBvo gAsEnuAF3uDderZerY9ZWyvWvLYD+CPr8wcZVpfH</latexit><latexit sha1_base64="RdcjOft7UU yopEszKmKvtp33Yi8=">AAACCHicbVBNS8NAEN3Ur1q/oh69LBahBSmJF+utIILH CsYWmhg22027dLMJuxuhhFy9+Fe8eFDx6k/w5r9x0+agrQ8GHu/NMDMvSBiVyrK+ jcrK6tr6RnWztrW9s7tn7h/cyTgVmDg4ZrHoB0gSRjlxFFWM9BNBUBQw0gsml4Xf eyBC0pjfqmlCvAiNOA0pRkpLvgndCKkxRiy7yu+zBm7mfubGERmhUzuHDdX0zbrV smaAy8QuSR2U6PrmlzuMcRoRrjBDUg5sK1FehoSimJG85qaSJAhP0IgMNOUoItLL Zp/k8EQrQxjGQhdXcKb+nshQJOU0CnRncbdc9ArxP2+QqrDtZZQnqSIczxeFKYMq hkUscEgFwYpNNUFYUH0rxGMkEFY6vJoOwV58eZk4Z62Lln1j1TvtMo0qOALHoAFs cA464Bp0gQMweATP4BW8GU/Gi/FufMxbK0Y5cwj+wPj8AapumSw=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit><latexit sha1_base64="qFBhGz3EWG CLuQDvGtF3C3eT4xU=">AAACCHicbVBNS8NAEN34WetX1KOXxSK0ICURwXoriOCx grGFJobNdtMu3WzC7kYoIVcv/hUvHlS8+hO8+W/ctDlo64OBx3szzMwLEkalsqxv Y2l5ZXVtvbJR3dza3tk19/bvZJwKTBwcs1j0AiQJo5w4iipGeokgKAoY6Qbjy8Lv PhAhacxv1SQhXoSGnIYUI6Ul34RuhNQII5Zd5fdZHTdyP3PjiAzRiZ3Dumr4Zs1q WlPARWKXpAZKdHzzyx3EOI0IV5ghKfu2lSgvQ0JRzEhedVNJEoTHaEj6mnIUEell 009yeKyVAQxjoYsrOFV/T2QoknISBbqzuFvOe4X4n9dPVdjyMsqTVBGOZ4vClEEV wyIWOKCCYMUmmiAsqL4V4hESCCsdXlWHYM+/vEic0+ZF0745q7VbZRoVcAiOQB3Y 4By0wTXoAAdg8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB6uumTA=</latexit>
E(c)!,2(t)
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Figure 4.1: Schematic representation of the metrological scheme. A N-qubit input state |ψ0〉
interacts with N independent environments which are monitored by N detectors, either by photo-
detection (PD) or homodyne detection (HD). In the former case each output is a binary valued
detection record Nj(t), in the latter a real valued photo-current yj(t). The map E (c)ω,j(t) represents
the corresponding conditional dynamics acting on the j-th qubit only, and it depends on the
measurement output Nj(t) or yj(t). The N-qubit quantum state ρ(c)(t), conditioned on all the
measurement outcomes acquired during the evolution, is collectively measured at the end of the
conditional dynamics.
The metrological scheme corresponding to the effective QFI is schematically shown in
Fig. 4.1, where we graphically stress that the evolution of every qubit is independent from
the others: we assume that N different (homodyne or photo-) detectors are monitoring
each environment. However there are instances where these assumptions may be relaxed,
due to the symmetry of the initial state.
In the next sections we address separately the two different cases of parallel and
transverse noise. For each case we start by reviewing known results for the QFI of the
unconditional states. Then we present original results, regarding the ultimate QFI QLω
and the effective QFIs Q˜pd,η and Q˜hom,η . For parallel noise we can compute everything
analytically, while for the transverse case only the ultimate QFI for a GHZ state can be
computed analytically and we make use of the algorithm presented in Section 2.3 for the
effective QFI.
4.2 Parallel noise
Parallel noise, corresponding to the master equation (4.1) with σ(j)α = σ
(j)
z , is typically
considered the most detrimental noise for frequency estimation since the evolution
induces dephasing in the same eigenbasis of the Hamiltonian Hˆω. For an initial GHZ
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state, the QFI of the unconditional state can be evaluated analytically [15, 137], obtaining
Q
[
ρ
‖
unc
]
= N2t2e−2κNt . (4.5)
By optimizing over the single-shot duration t, one obtains that the optimal QFI is standard
quantum limited,
max
t
Q
[
ρ
‖
unc
]
t
 = N
2eκ
; (4.6)
this result is exactly the same obtained with a factorized initial state |ψcoh〉. If one can
optimize over the initial entangled states a better precision can be achieved, but only a
constant enhancement can in fact be gained [137]. Some general bounds on the precision
of parameter estimation with noisy dynamics have been derived [69, 75] and the result is
that as soon as some parallel noise is present in the dynamics, the ultimate precision is
standard quantum limited.
4.2.1 Analytical results
We present result about frequency estimation with parallel noise; part of these results are
valid more in general. We discuss more explicitly the case frequency estimation with an
initial GHZ state at the end of the section.
Ultimate QFI for noise commuting with the Hamiltonian
In this section we show that, whenever the collapse operators cˆj commute with the free
Hamiltonian Hˆω, the ultimate QFI QLω is always equal to the QFI of the state evolving
under the unitary dynamics generated by Hˆω.
The master equation and the stochastic master equations are obtained by considering
the following interaction Hamiltonian between the system and the input modes: Hˆint(t) =
∑Nj=1
(
cˆj bˆ
(j)†
in (t) + cˆ
†
j bˆ
(j)
in (t)
)
. We remind that t enters the Hamiltonian as a parameter that
labels which mode interacts with the system at time t and for each t we have a different
operator acting on a different Hilbert space, see Section 1.2 for more details. The total time-
dependent Hamiltonian for the system and environment is thus HˆSE(t) = Hˆω + Hˆint(t)
and each input mode interacts with the main system for an infinitesimal time dt.
For the sake of clarity, we consider a discretization with a finite interaction time δt, so
that the evolution over a total time T = Mδt involves a finite number M of input modes.
As we did in Section 1.2.1 we assume that the state of the input modes is the vacuum
|0〉 and that the initial state of the system |ψ0〉 is pure. The result holds also in the limit
δt→ 0.
Under these assumptions the joint state of system and environment evolves as
|ψSE(ω)〉 = UˆtM . . . Uˆt2Uˆt1
(
|ψ0〉 ⊗ |0〉⊗M
)
, (4.7)
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where tj = j · δt and Uˆtj = exp
[−iδt(Hˆω + Hˆint(tj))]. The object we need to evaluate the
QFI is the overlap for two different values of the parameter, i.e.
〈ψSE(ω1)|ψSE(ω2)〉 = Tr[ρ¯] , (4.8)
where the operator ρ¯ is the one appearing in Eq. (2.57), as explained in Section 2.4.
When all the collapse operators cˆj commute with the free Hamiltonian Hˆω, the inter-
action Hamiltonian Hˆint also commutes and we have
Uˆti = exp
[−iδtHˆint(ti)] · exp[−iδtHˆω]. (4.9)
Therefore, in the computation of the overlap (4.8) the terms due to the interaction cancel
out and we have
〈ψSE(ω1)|ψSE(ω2)〉 = 〈ψ0| exp[−iT(Hω2 − Hω1)]|ψ0〉,
so that Eq. (2.59) gives the QFI of the unitary case. This result is valid for any Hamiltonian
parameter [218] and any commuting collapse operator.
In particular, this is true for the Hamiltonian Hˆω = ω Jˆz with parallel noise cˆj =√
k/2σ(j)z ; for any pure initial state of the system |ψ0〉 we have
Q‖Lω = Q
[
e−iHˆω t|ψ0〉〈ψ0|eiHˆω t
]
= 4
[
〈ψ0| Jˆ2z |ψ0〉 − 〈ψ0| Jˆz|ψ0〉2
]
. (4.10)
This result shows that, by measuring the output modes, it is in principle possible to
recover not only a Heisenberg scaling for the error δω, but also the whole information on
the parameter.
Effective quantum Fisher information for Hermitian and unitary collapse operators
In this section we show that the effective QFI Q˜unr,η for η = 1 can be equal to the QFI of
the noiseless unitary dynamics, thus saturating the ultimate bound QLω ; on the other
hand for η < 1 the result is the same as for the unconditional dynamics, but with a
rescaled coupling constant κ(1− η). In general, when the collapse operators cˆj commute
with the Hamiltonian and are also unitary and Hermitian (in this case the Pauli matrices
σz) it is always possible to recast the evolution due to the SME as a random unitary
transformation followed by the unconditional CPT cap.
For photo-detection we have the following SME, starting from the general one in
Eq. (2.33):
dρt = −iω
[
Jˆz, ρt
]
dt + (1− η)κ
2∑j
D
[
σ
(j)
z
]
ρt dt +∑
j
(
σ
(j)
z ρtσ
(j)
z − ρt
)
dNj ; (4.11)
now, due to the unitarity of σz, the statistics of the Poisson processes is independent from
the state of the system E
[
dNj
]
= η κ2 dt. This means that the measurement records Nj(t)
contain “only noise” and no information on the state of the system and thus they give
zero information about the parameter, i.e. F [ptraj] = 0.
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We can now exploit the following identity for Poisson processes [144]:
1+ AdN = elog(1+A)dN = (A + 1)dN , (4.12)
which stems from the fact that dN2 = dN. This identity holds not only for scalars
but also when A is an operator or a superoperator, the only crucial property is that
the exponential is defined as a power series (and in this case 1 represents the identity
operator/superoperator).
In Eq. (4.11) all the terms multiplying the Poisson increments are given by a super-
operator with the action • → σz • σz, minus the identity superoperator. By using this
observation in conjunction with the identity (4.12) and by exploiting the properties of
independent Poisson increments, dtdNj = 0 and dNjdNk = δjkdNj, we can finally write
the infinitesimal evolution of the density operator as
ρt+dt = e
dt(1−η) κ2 ∑j D[σ
(j)
z ]
[(
∏
j
σ
(j)
z
dNj
)(
e−iω Jˆz dtρt eiω Jˆz dt
)(
∏
j
σ
(j)
z
dNj
)]
. (4.13)
This identity is true up to order dt and we see that the Hamiltonian part is followed by
random “spin-flips” and by the dissipative part with a rescaled coupling κ(1− η).
Since everything commutes, the solution is trivial and iterating the infinitesimal
evolution amounts to integrating the various exponents separately, therefore we get to
ρt = e
(1−η) κ2 ∑j D
[
σ
(j)
z
]
t
[(
∏
j
σ
(j)
z
Nj(t)
)(
e−iω Jˆz tρ0 eiω Jˆz t
)(
∏
j
σ
(j)
z
Nj(t)
)]
= e(1−η)
κ
2 ∑j D
[
σ
(j)
z
]
t
[
e−i
pi
2 ∑j σ
(j)
z Nj(t)
(
e−iω Jˆz tρ0 eiω Jˆz t
)
ei
pi
2 ∑j σ
(j)
z Nj(t)
]
,
(4.14)
where the random variable Nj(t) =
∫ t
0 dNj counts the number of detections at the j-th
detector. Now, since the spin-flips depending on the random Poisson processes are
unitary operations they leave the QFI invariant. From this argument, it follows that the
QFI of each conditional state is exactly equal to the QFI of the unconditional but with a
rescaled coupling κ 7→ κ(1− η). For η = 1 the QFI of each conditional state (and thus
also the average QFI) is equal to the noiseless case and saturates the ultimate bound QLω .
This last result was only proven numerically in [14].
For homodyne detection the “trick” is to choose the appropriate quadrature to mea-
sure, which amounts to changing the angle θ which decides which collapse operators cˆjeiθ
enter into the SME. By choosing θ = pi/2 we have the expectation value Tr
[
ρ(icˆ− icˆ†)],
which clearly is zero for Hermitian cˆ, e.g. Pauli matrices. This means that the observed
photocurrent is again only noise and no signal, i.e. dyt = dwt and again the corresponding
FI vanishes. The corresponding SME has the following form
dρt =
(
−iω[ Jˆz, ρt]+ κ2∑j D
[
σ
(j)
z
]
ρt
)
dt + i
√
ηκ
2 ∑j
[
σ
(j)
z , ρt
]
dwj . (4.15)
For η = 13 it is not difficult to write the final state as (for more details see Section 3.2
3In order to take into consideration finite efficiency for the homodyne case a more complicated approach is
needed, see for example [54]. We leave this general case for future studies.
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of [144]):
ρt = ei
√
κ
2 ∑j Wj(t)σ
(j)
z
(
e−iω Jˆz tρ0 eiω Jˆz t
)
e−i
√
κ
2 ∑j Wj(t)σ
(j)
z , (4.16)
where the random variables Wj(t) =
∫ t
0 dwj are Gaussianly distributed with mean 0 and
variance t. We can see again that each conditional state differs from a purely Hamiltonian
evolution only by a random unitary transformation. The QFI of each conditional state (and
thus also the average QFI) is equal to the noiseless case and therefore we can saturate the
ultimate bound even with homodyne monitoring. If one monitors a different quadrature,
i.e. θ = 0, the classical FI is not zero, but the effective QFI does not saturate the ultimate
bound, as numerically observed [14].
Interestingly, this way of monitoring the environment, where only noise is measured
and no information about the state of the system is gained, can be used to reduce de-
coherence by a factor (1− η) by implementing a Markovian feedback [271]. We stress
that our approach is different because it is not necessary to apply any feedback to take
advantage of the improved metrological power of the conditional states, even though
this strategy works only for parallel noise, while the feedback scheme works for any
Hermitian collapse operator.
Initial GHZ state
Applying the results of the previous sections, for an initial GHZ state we have
Q‖Lω = Q˜
‖
η=1 = QHL = N2t2 . (4.17)
Therefore we verify that the strategies based on time-continuous photo-detection and
homodyne detection (for θ = pi/2) with perfect efficiency η = 1 are indeed optimal,
showing that the noiseless Heisenberg-limited result can be recovered, without the
need to perform complicated (non-local in time) measurement strategies on system and
environment.
For both time-continuous homodyne and photo-detection, the evolution of an initial
GHZ state, under parallel noise and conditioned on the measurement results, is restricted
to a two-dimensional Hilbert space. As a consequence, the results obtained for N = 1
qubit can be readily used to infer the results for generic N qubits, by simply rescaling
the evolution time t → Nt and considering the random processes dM = ∑j dNj and
dW = ∑k dwj. The reason is that every operator σ
(j)
z has the same action on the GHZ
state, because of its special symmetric form.
Therefore, starting from (4.14) with η = 1, it is easy to see that, for an initial GHZ
state, after a time t the conditional state for photo-detection reads (up to an irrelevant
global phase):
|ψt〉 = 1√
2
(
|0〉⊗N + ei(Nωt+M(t)pi)|1〉⊗N
)
, (4.18)
where the Poissonian random variable M(t) = ∑j Nj(t) counts the total number of photo-
detections on all the detectors up to time t. Thanks to the permutational symmetry of the
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GHZ state, and given that only one jump may occur at each time4, it is not necessary to
know exactly from which qubit channel the photon has been detected. One may obtain
the same result by using a single perfect photo-detector monitoring jointly all the N
output modes and thus having only the result M(t) instead of all the Nj(t). Once the
number of detected photons M(t) is known, and the corresponding “GHZ-equivalent”
conditional state is prepared, it is possible estimate the frequency ω at the Heisenberg
limit.
As we explained, as soon as the photo-detection monitoring is not perfectly effi-
cient, Heisenberg scaling is immediately lost and the effective QFI is equal to Q˜‖pd,η =
N2t2e−2κ(1−η)Nt; optimizing over time we have:
max
t
 Q˜‖pd,η
t
 = N
2eκ(1− η) . (4.19)
However, thanks to the permutational symmetry the overall efficiency parameter η
corresponds to the product between the factual efficiency of the detectors and the fraction
of qubits that are actually monitored.
We have already noticed that, for every value of ω, all the information is contained
in the conditional quantum states and the classical Fisher information F [ptraj] is in fact
identically equal to zero. Nevertheless, we remark that the output from the photo-
detection measurement is essential to know the corresponding conditional state, and thus
to extract the whole information on ω via the final strong measurement.
4.3 Transverse noise
Transverse noise, corresponding to σ(j)α = σ
(j)
x is much harder to handle than parallel
noise, due to the noncommutativity. However, thanks to the particular symmetry of the
GHZ state, the QFI for the unconditional dynamics with arbitrary collapse operators
can be obtained without the need to diagonalize the full density matrix [53]. The cor-
responding optimized QFI can be then numerically obtained and the scaling is found
to be intermediate between SQL and Heisenberg: maxt
[Q[ρ⊥unc]/t] ≈ N5/3, for N  1.
The optimal time decreases to zero as the number of qubit increases: limN→∞ topt = 0.
However, for ω → 0 we show in Subsection 4.3.3 that the unconditional QFI can be
computed analytically and it scales quadratically in N.
In the following sections we first present analytical results on the ultimate QFI, ob-
tained by solving the generalized master equation (2.56) and then numerical results on
the effective QFI, obtained by using the numerical methods introduced in Section 2.3.
4This can be justified on physical grounds: the probability of a photon-detection in an infinitesimal time is
vanishingly small (being proportional to dt), therefore the probability of two or more detections at the same
time can be disregarded [298]. Mathematically this is equivalent to working with independent Poission processes,
satisfying the rule dNjdNk = δjkdNj.
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4.3.1 Analytical results on the ultimate bound
When the noise and the Hamiltonian parameter do not commute it is harder to obtain
general analytical results; for this reason we restrict only to an initial GHZ state, which
makes it possible to get a closed formula for the effective QFI.
Ultimate quantum Fisher information for GHZ state
The choice of an identical and independent noise acting on each qubit is very important
to work out an expression for the ultimate QFI. The modified master equation Eq. (2.57) is
linear in the operator ρ¯ and the coefficients are time-independent, therefore it is possible
write the solution as a linear map, formally E¯ω1,ω2(t) = exp
(
tL¯ω1,ω2
)
. This map is only
guaranteed to be linear and in general it is not even positive.
Since the map acts independently on each qubit, we can still write the global action
on the N-qubit state as the tensor product E¯Nω1,ω2(t) = E¯ω2,ω2(t)⊗N , where E¯ω2,ω2(t) is the
single-qubit solution. The ultimate bound is thus obtained as
QLω [|ψ0〉] = 4∂ω1∂ω2 log Tr[E¯Nω1,ω2(t) ρ0]
∣∣∣
ω1=ω2=ω
, (4.20)
where ρ0 is the initial pure state. Given our choice ρ0 = |ψGHZ〉〈ψGHZ|, the computation
can be greatly simplified. We find that
E¯Nω1,ω2(t) |ψGHZ〉〈ψGHZ| =
1
2
[(E¯ω1,ω2(t) |0〉〈0|)⊗N + (E¯ω1,ω2(t) |1〉〈1|)⊗N
+
(E¯ω1,ω2(t) |0〉〈1|)⊗N + (E¯ω1,ω2(t) |1〉〈0|)⊗N
] (4.21)
and now we need to find the expression for the single qubit map.
For transverse noise and for a single qubit, the equation to be solved in order to
compute Q is the following
dρ¯
dt
= L¯⊥ω1,ω2 ρ¯ = −
i
2
(ω1σzρ¯−ω2ρ˜σz) + κ2 (σx ρ¯σx − ρ¯).
The solution to this equation can be obtained by choosing a basis of operators and using
a matrix representation of superoperators [20] (see also the Supplementary Material
of [93]). This is a standard technique also for canonical master equations. We choose to
use the normalized Pauli operators σ˜i = σi/
√
2 (where σ0 = 1), so that Tr
[
σ˜iσ˜j
]
= δij The
matrix associated to the single qubit map in this basis can then be obtained by matrix
exponentiation.
We can write the generalized density operator ρ¯ in Bloch form as
ρ¯ =
1√
2
(a0σ˜0 + a · σ˜) (4.22)
such that its trace is simply Tr[ρ¯] = a0, since the basis operators are traceless. In this
notation, the initial states |0〉〈0| and |1〉〈1| correspond to the vectors e00 = 1√2 (1, 0, 0, 1)T
and e11 = 1√2 (1, 0, 0,−1)T, while the off-diagonal elements are e01/10 =
1√
2
(0, 1,±i, 0)T.
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For our purposes we need the coefficient a0, therefore we only need the first row of
the matrix representation of E¯⊥ω1,ω2(t), which turns out to be
[
E¯⊥ω2,ω2(t)
]
0,∗
= e−
κt
2

cosh
(
t
2
√
κ2 − (ω1 −ω2)2
)
+
κ sinh
(
t
2
√
κ2−(ω1−ω2)2
)
2
√
κ2−(ω1−ω2)2
0
0
i(ω2−ω1) sinh
(
t
2
√
κ2−(ω1−ω2)2
)
√
κ2−(ω1−ω2)2

T
. (4.23)
From the two zeros in this vector we can see that the off-diagonal terms do not contribute
to the trace and we can further simplify the calculation as
Tr
[
E¯⊥Nω1,ω2(t)|ψGHZ〉〈ψGHZ|
]
=
1
2
(
Tr
[
E¯⊥ω1,ω2(t)|0〉〈0|
]N
+ Tr
[
E¯⊥ω1,ω2(t)|1〉〈1|
]N)
(4.24)
=
1√
2
{(
[E¯⊥ω1,ω2(t)]0,∗ · e00
)N
+
(
[E¯⊥ω1,ω2(t)]0,∗ · e11
)N}
.
After some algebra we can plug the result into (4.20) and finally obtain:
Q⊥Lω =
N2
(
1− e−κt)2 + N[2κt + 1− (2− e−κt)2]
κ2
. (4.25)
We immediately observe thatQ⊥Lω depends on the noise parameter κ and is always smaller
than the noiseless QFIQHL = N2t2, as expected because of the chained inequalities (2.60).
Furthermore this results shows that, as opposed to the parallel noise case, part of the
information leaking into the environment is irretrievably lost, and cannot be recovered
even if one has at disposal all the environmental degrees of freedom. On the other hand
this expression does explicitly show Heisenberg scaling, and can be further optimized
over the evolution time t. The optimal time topt(N) does not go to zero for N → ∞, as it
happens for the unconditional dynamics, instead it tends to a constant: limN→∞ topt(N) =
c/κ, where c ≈ 1.26.
Curiously, the very same result is obtained by computing the unconditional QFI in
the limit ω → 0, i.e.
Q⊥Lω = limω→0Q
[
ρ⊥unc
]
, (4.26)
the explicit proof of this fact is given in Section 4.3.3.
4.3.2 Numerical results on the effective bound
Having an analytical expression for the ultimate QFI, we want to check the performance
of the realistic sequential scheme previously described, as quantified by the effective QFI.
We compute this figure of merit both for photo-detection and homodyne detection via
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Figure 4.2: Contributions of the classical FI F [ptraj] and the QFI of the final strong measurement
Q[ρ(c)] to the effective QFI Q˜hd|=1 for homodyne with N = 7 and ω = 1, in the transverse noise
case.
the numerical methods presented in Sec. 2.3. Remarkably, from our results we observe
that for unit efficiency η = 1 the effective QFI saturates the ultimate bound in both cases
Q˜⊥hd,η=1 = Q˜⊥pd,η=1 = Q
⊥
Lω . (4.27)
This has been checked up to N = 14, but we conjecture that this equality holds in general.
The two terms that contribute to Q˜⊥hd,η=1 always sum up toQ
⊥
Lω but with ω-dependent
behaviors. This is shown for a particular set of parameters in Fig. 4.2. On the other hand,
as explained before for the parallel case, Q˜⊥pd,η=1 is only equal to the average QFI of the
conditional states. The classical FI F [ptraj] is always identical to zero because the collapse
operator σ(j)x are unitary.
If we turn to the case of imperfect detection η < 1, we observe that the effective QFI
lies between the unconditional QFI and the ultimate QFI, for both detection measurement
strategies. This is expected because of the chained inequalities (2.60) and also confirms
the conjecture (2.61) regarding the monotonicity with the efficiency η.
As an example, in Fig. 4.3 we plot the effective QFI over time for photo-detection
and homodyne detection at different efficiencies, for three different values of N. We can
see that at lower efficiencies the curves tend to the unconditional QFI Q[ρ⊥unc], while for
perfect efficiency they coincide with QLω . Notice that in general one cannot define a
hierarchy between the two strategies, and that in particular, in the case of homodyne, the
curves become constant at large t, due to the non-vanishing contribution of the classical
Fisher information F [ptraj] that is linear in t.
Since the numerical method for non-unit efficiency requires using the full Hilbert
space, the complexity of the algorithm is exponential in N and we have been able to obtain
results only up to N = 7. Consequently, we cannot explicitly witness a different scaling
from the unconditional case. As a matter of fact the difference between maxt
[
Q⊥Lω/t
]
and maxt
[Q[ρ⊥unc]/t] is not very significant for N ≤ 7. This is shown in Fig. 4.4 for
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Figure 4.3: The figure shows the effective QFI for photo-detection Q˜⊥pd,η/t (top row) and for
homodyne detection Q˜⊥ph,η/t (bottom row) with transverse noise over time, for different efficiencies
η and for different values of N. The effective QFI is compared with the ultimate bound Q⊥Lω (black
dashed line), and the QFI for the unconditional evolution Q[ρ⊥unc] (black dot-dashed line). Here we
take ω = κ. The colored curves are obtained numerically as explained in Sec. 2.3, by simulating a
large number > 10 k trajectories.
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Figure 4.4: The maximum over time of the quantity Q/t (left panel) and the corresponding optimal
time (right panel) for ω = κ, where Q = Q˜⊥
pd| for various values of η for the colored dots,
Q = Q⊥Lω for the black circles, and Q = Q[ρunc] for the black stars. The gray shade shows the
region individuated by the bounds in Eq. (2.60). Notice that Q⊥Lω/t is monotonically increasing for
N ≤ 3, and it reaches its maximum value for t→ ∞, and that the optimal measurement time N ≤ 2
for η = 0.99 is out of scale.
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photo-detection, in the case ω = κ. As we can see, the two quantities have a similar
scaling in this range of N, with the effective QFI lying between them with optimal values
that are monotonous with η. The optimal measurement time decreases with N, and it
increases with increasing η.
4.3.3 Unconditional quantum Fisher information for vanishing frequency
We are now going to present an explicit proof of the fact that the ultimate QFI for
transverse noise is equal to the unconditional QFI for ω → 0. This fact is not fundamental
for our previous results, but as far as we know this result is not present elsewhere in
the literature. Since the way to obtain the final formula is not completely trivial, for
completeness we decided to include the proof in this Thesis. The result is only mentioned,
but not included in the paper [14]. We remark that frequency estimation with transverse
noise and a vanishing parameter was considered in Appendix D of [35], where the authors
highlight Heisenberg scaling can be recovered for N → ∞. On the other hand, we are
able to obtain the general result for any value of N.
Unconditional evolution of a GHZ state in transverse noise
A GHZ state evolving in time according to Eq. (4.1) becomes a mixture of states of the
form |s〉 ± |s¯〉, where s is a binary string and s¯ is its bitwise negation, e.g |s〉 = |00101〉 and
|s¯〉 = |11010〉. In the computational basis the density matrix maintains a cross-diagonal
form.
It is clever to parametrise the matrix elements with an index m ∈ [0, N] (as usual
N is the number of qubits), which counts how many 1s appear in the binary string s,
i.e. the sum of the binary elements of s. Since we have N qubits there are 2N different
possible strings, and there are (Nm) different binary strings that sum to the value m, so
that ∑Nm=0 (
N
m) = 2
N . It turns out that the matrix elements of an evolved GHZ state only
depend the value m.
With this parametrization we have the following matrix elements [53]
ρm,m =
1
2
[
dmaN−m + dN−mam
]
ρm,N−m =
1
2
[
f m(b− ic)N−m + f N−m(b + ic)m
]
,
(4.28)
where we can further notice the symmetry of the diagonal terms under the exchange
m→ N −m. The coefficients appearing in the expression are given by
a =
1
2
(
1+ e−κt
)
d =
1
2
(
1− e−κt) b = e− κt2 cosh( t
2
√
κ2 − 4ω2
)
(4.29)
f = κ
e− κt2 sinh
(
t
2
√
κ2 − 4ω2
)
√
κ2 − 4ω2 c = 2ω
e− κt2 sinh
(
t
2
√
κ2 − 4ω2
)
√
κ2 − 4ω2 .
All these coefficients are real as long as ω < κ2 , which is the case we are interested in,
since we want to take the limit ω → 0.
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Piecewise QFI for a qubit
The QFI for qubit states can be very conveniently written via Bloch representation [310];
by writing the state in Bloch form
ρ =
1
2
(1+ v · σ), (4.30)
the QFI reads
Qλ[ρ] =
|∂λv|
2 + |∂λv·v|
2
1−|v|2 |v| < 1
|∂λv|2 |v| = 1;
(4.31)
we note that this piecewise definition can give rise to discontinuities in the QFI. This is
not an accident of this formula, but it is a general behaviour of the QFI when the density
matrix changes its rank by varying the value of the estimated parameter [247]5
In particular, for a qubit the only possible change of rank is that for λ0 the state
becomes pure, i.e. |v| = 1 and so the limλ→λ0 gives rise to a 00 indeterminate form; we
can then use L’Hoˆpital’s rule and get
lim
λ→λ0
Qλ[ρ] = −v · ∂2λv|λ=λ0 . (4.32)
It is easy to see that this example is relevant for frequency estimation with transversal
noise. If we choose an autostate of σx as the initial state and then evolve it with the
dynamics given by (4.1) for α = x and N = 1, when ω = 0 the evolved state remains
pure, since the initial state is an eigenstate of the Liouvillian. A similar argument can be
applied when dealing with an initial GHZ state, as we now proceed to show.
Final result
It is important to notice the QFI of a GHZ state evolving with the dynamics given by the
master equation (4.1) for α = x can be computed by summing up with the appropriate
weights the QFIs of bN/2+ 1c qubits.
Given the cross structure of the evolved density matrix and the symmetry of the
elements (4.28), we can reshuffle (swapping columns and rows) the 2N × 2N matrix and
write it as the direct sum of 2× 2 matrices defined as follows
ςm =
(
ρm,m ρm,N−m
ρ∗m,N−m ρm,m
)
, (4.33)
where now we need only half the values of the index m = 0, . . . , bN/2c. In the reshuffled
total state each of these ςm is repeated (Nm) times, except the last matrix for m = bN/2c
that appears 12 (
N
m) times if N is even and (
N
m) times if N is odd. We remark that this
reshuffling is a unitary operation and it does not change the QFI.
5 It is not widely known in the quantum metrology community that this behaviour is not peculiar of
quantum mechanics. The classical statistical model corresponding to the optimal measurement is not regular
around the critical value of the parameter. Since the support of the random variable changes by changing the
parameter the classical Crame´r-Rao bound is not well defined. This issue will we addressed in a forthcoming
communication [258].
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Each matrix ςm is defined by three distinct real numbers, while their partial derivative,
has only two non-zero real elements
∂ωςm =
(
0 ∂ωρm,N−m
(∂ωρm,N−m)∗ 0
)
. (4.34)
To compute the QFI it is not necessary to diagonalize the whole density matrix but we
can do it block by block and we get to
Q[ρt] = 12
N
∑
m=0
(
N
m
)
Q[ςm], (4.35)
where we have extended the sum to N again since we have that ςm = ςN−m for the
simmetry of the coefficients. Even if the matrices ςm are not properly normalized density
matrices, the function Q is the same function used to computed the QFI on a normalized
state. If we renormalize the matrices as follows
ς˜m =
1
2
(
1 ρm,N−mρm,m
ρ∗m,N−m
ρm,m
1
)
∂ω ς˜m =
1
2
 0 ∂ωρm,N−mρm,m
(∂ωρm,N−m)∗
ρm,m
0
, (4.36)
the corresponding term in the total QFI is then the rescaled QFI of the normalized matrix:
Q[ςm] = 2ρm,mQ[ς˜m]. (4.37)
For ω → 0 we have that |ρm,N−m| = ρm,m, therefore the normalized qubit states are
pure and to get the limiting QFI we need to use the previously introduced formula (4.32).
The global N qubit state does not become pure for ω → 0, but the density matrix goes
from full rank, i.e. 2N nonzero eigenvalues, to having rank 2N−1 half the eigenvalues go
to zero for ω → 0. In this case it is possible to compute the sum (4.35) explicitly
lim
ω→0
Q
[
ρNGHZ,Lω, t
]
=
1
2
N
∑
m=0
(
N
m
)(−2ρm,N−m · ∂2ωρm,N−m
ρm,m
)∣∣∣∣∣
ω=0
, (4.38)
the formula for the qubit QFI is simplified because the off-diagonal terms are real for
ω = 0. The final result is the following
lim
ω→0
Q
[
ρNGHZ,Lω, t
]
=
N2
(
1− e−κt)2 + N[2κt + 1− (2− e−κt)2]
κ2
= Q⊥Lω (4.39)
and it is equal to the ultimate QFI as previously anticipated. This means that for ω → 0
the hierarchy of inequalities (2.60) collapses and the three QFIs (unconditional, effective
and ultimate) have the same value. It is not clear if there is a deeper physical meaning
behind this result.
Summary
• A system of N qubits is used to estimate the frequency of rotation around a certain
axis. When the evolution is only given by the Hamiltonian and the system is
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prepared in the optimal GHZ state the QFI scales as N2 (Heisenberg limit). When
the same noise acts independently on each qubit this scaling is lost. For noise
parallel to the Hamiltonian imprinting the rotation, the scaling gets linear in N
(standard quantum limit). When the noise is transverse there is an intermediate
asymptotic scaling.
• We consider an initial GHZ state, which is optimal in the noiseless case. For both
geometries, by continuously monitoring the noise channel of each qubit, Heisenberg
scaling can be restored when detection is perfectly efficient, without the need of any
feedback operation.
• For parallel noise the ultimate achievable precision is equal to that obtainable
in the purely Hamiltonian case. This precision can be achieved both by photo-
detection and homodyne detection in the limit of perfect efficiency, thus all the
original information can be retrieved. When the efficiency is not one, the scaling is
standard quantum limited, but the constant is rescaled by a factor dependent on the
efficiency. Moreover, for an initial GHZ state it is not necessary to monitor all the
qubits separately; due to the symmetry of the state, a single efficient photo-detector
monitoring all the output fields is enough.
• For transverse noise the non-commutative nature of the dynamics makes the ulti-
mate quantum Fisher information smaller than the purely Hamiltonian case. This
ultimate bound can be saturated both by photo-detection and homodyne detection,
as numerically shown. There are no conclusive result on the scaling for inefficient
monitoring.
• When the true value of the frequency is zero (more precisely it tends to zero) the
unconditional, effective and ultimate quantum Fisher informations are all equal,
and thus continuous monitoring is not necessary.

Part II
Nonclassical continuous variables
quantum states

CHAPTER 5
Kerr nonlinearity for enhanced loss estimation
This chapter is the first one dealing with continuous variable states and their nonclassical
properties, but the topic is still closely related to the first part of this thesis. Previously, we
have shown how continuous measurements are useful to obtain an improved metrological
precision. Here, we explore the effect of a nonlinear Hamiltonian acting on a continuous
variable system and we show that, in the estimation problem under consideration, such a
nonlinearity can again be considered a metrological resource.
In the following analysis, the quantum estimation framework is more straight-forward
and we now concentrate only on the unconditional Lindblad dynamics of the system; the
relevant figure of merit is the QFI of the unconditional state. However, the metrological
problem is quite different; we are not interested in the estimation of a Hamiltonian
parameter, but of the strength of the coupling with the external environment, which
represents the loss rate.
Characterizing lossy channels in continuous variable systems is crucial to quantify
decoherence [257], to assess quantum illumination protocols [40, 120, 273, 306] and to
realize quantum reading of classical memories [233]. In some specific cases, the task
is simply to discriminate between the presence or the absence of losses [140, 220, 253],
whereas, in general, a strategy to estimate the exact value of the loss is needed.
In the last decades, much attention has been devoted to the estimation of loss with
different initial preparations of the probes. Optimization over Gaussian input states has
been performed [200], showing that ultimate precision may be achieved using photon
counting and Gaussian operations at the output. Fock states have also been shown to
saturate the ultimate bound on precision [1, 252] and also the performance of thermal
states was addressed [91]. Very recently, the more general problem of estimating multiple
loss parameters under energy constraints has been solved in full generality [204].
All these works are focused on Gaussian lossy channels, where dissipation is due to
linear coupling of a radiation mode to the environment, modeled as a bath of external
oscillators in the vacuum state. On the other hand, optical media where light propagates,
such as gasses, biological samples or optical fibers, may be characterized also by a (usually
small) non-linear response to the electromagnetic field. This motivates us to consider
systems where, besides the dissipation due to linear coupling to the environment, a
nonlinear Hamiltonian is present.
For this analysis, we focus on self-Kerr interaction [32], naturally occurring during
propagation of radiation in a nonlinear medium with non negligible cubic nonlinearity.
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The dissipative evolution in the presence of self-Kerr effect has been widely studied
in quantum optics, either at zero [193] or at finite temperature [267]. This effect can
be used to generate Schro¨dinger cat-like states [148, 196, 219, 307, 308]. Even though
cubic nonlinearities of optical media are too small to witness these states, they have been
observed with an artificial Kerr medium in circuit quantum electrodynamics [157]. The
appeareance of nonclassical states is a general feature of nonlinear Hamiltonians; we are
going to explore this topic with a different kind of systems in Chapter 6.
In quantum metrology, the presence of non-linear effects has been already recognized
as a resource. Intuitively, it allows one to achieve high precision by using robust classical
probe states, instead of fragile nonclassical states [170, 171, 242], because the nonclassical-
ity is dynamically generated during the encoding of the parameter. This is in some way
similar to what we saw in Chapter 3, in that case the nonclassicality was represented by
the conditional spin squeezing. In particular, a Kerr-type nonlinearity has been studied
for estimation of squeezing and displacement of a Gaussian state [99] and to improve
Michaelson interferometry [172].
We analyse in detail the estimation of loss in the presence of Kerr nonlinearity. We
mostly focus on estimation strategies based on Gaussian probes (coherent and squeezed
vacuum states), while also briefly examining the use of few-photon probes, the simplest
nontrivial ones being optical qutrits. Overall, our results indicate that the presence of
Kerr nonlinearity always enhances estimation, improving precision compared to the pure
linear case. This kind of nonlinearity is present in optical fibers, but it can have a negative
impact on other tasks beyond estimation, for example it degrades the capacity of the
channel [76].
The work we present here has a slightly different approach than most of the previous
works on loss estimation in the linear case. Nearly all of the literatures is focused on
the estimation of the overall loss, which includes also the interaction time and not only
the loss rate. On the other hand, we focus on the loss rate parameter itself, thus making
the time dependence explicit. This point is relevant in our analysis, because dissipation
and nonlinearity set two different time scales in the evolution of the probe state. We
address the estimation precision in two regimes of “short” and “long” interaction times.
We show that in principle nonlinearity always improves estimation, even though the
optimal measurement might be complicated. However, for a short interaction time, i.e.
for media of moderate size, the enhancement of precision may be substantial and it can
also be relevant for conventional detection schemes, such as homodyning.
5.1 The interaction model
In this work we consider a lossy bosonic channel with a loss rate parameter γ, which is
the quantity that we want to estimate, where non-linear Kerr effect with coupling λ˜ is
present. In the absence of any non-linear effect and working in the interaction picture, the
density operator ρ for a single bosonic mode in the channel satisfies a Lindblad master
equation of the form
dρ
dt
=
γ
2
D[aˆ]ρ = γ(aˆρa† − 1
2
aˆ† aˆρ− 1
2
ρaˆ† aˆ), (5.1)
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where aˆ is the annihilation operator in the Fock space of the bosonic mode and D is
the usual Lindblad dissipation superoperator. This equation can be obtained from the
methods of Section 1.2, by specifying an interaction Hamiltonian between the input modes
of the form aˆ† bˆin(t) + aˆbˆin(t)† and by choosing the vacuum as initial state of the input
modes. This equation can also be recast in terms of covariance matrix and first-moments,
as shown in Section 1.4.3; we do not make use of that description, because it is not very
helpful when adding a nonlinear Hamiltonian term.
The Kerr interaction is described by a term in the Hamiltonian of the system, which is
more than quadratic in the creation and destruction operators, namely
HˆK = λ˜(aˆ† aˆ)2. (5.2)
To take into account this effect, the master equation in Eq. (5.1) now becomes
dρ
dt
= −i[HˆK, ρ] + γ2D[aˆ]ρ. (5.3)
Upon rescaling the quantities with respect to the loss parameter γ
τ = γt, λ = λ˜/γ, (5.4)
we arrive at
dρ
dτ
= −iλ[(aˆ† aˆ)2, ρ] + aˆρaˆ† − 1
2
aˆ† aˆρ− 1
2
ρaˆ† aˆ, (5.5)
which corresponds to the following system of equations for the matrix elements ρp,q =
〈p|ρ|q〉 in the Fock basis:
dρp,q
dτ
= −
[
iλ(p2 − q2) + 1
2
(p + q)
]
ρp,q +
√
(1+ p)(1+ q)ρp+1,q+1. (5.6)
The solution for the ρp,q has a nice form when the initial state is a coherent state, ρ0 =
|α〉〈α| [219]. It reads
ρp,q(τ) =
αpαq√
p!q!
exp
{
−1
2
(p + q)∆τ − |α|2
[
1− 1− e
−∆τ
∆
]}
, (5.7)
where ∆ = 1+ 2iλ(p− q).
We also consider the case of a squeezed vacuum initial state ρ0 = |r〉〈r|; for con-
venience, but without loss of generality we restrict to a real squeezing parameter r, so
that the squeezing operator reads Sˆ(r) = exp
(
1
2 r
2(aˆ†2 − aˆ2)
)
. The explicit analytical
expression of the matrix elements of the solution with this initial state can be found in
Refs. [192, 229]. The matrix elements are known also for arbitrary initial states [52, 230].
Notice that for the lossy channel (i.e. a thermal bath at zero temperature) these analytical
expressions of the matrix elements are suitable for a numerical computation of the values
of the relevant observables. As a matter of fact it is possible to work in a truncated Hilbert
space in the Fock basis, since the loss only drives the system into smaller subspaces;
this would not be possible if we considered both loss and noise (i.e. a bath with finite
temperature). Notice also that ρ(τ) is in general a mixed state and cannot be diagonalized
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explicitly, such that an analytic expression for the quantum Fisher information is not
available.
We start our analysis by reviewing the analytic solutions when the Kerr effect is not
present (i.e. λ = 0), and then discuss approximate and numerical solutions for the general
case of λ 6= 0. Before proceeding, a quick remark about the notation. In order to conform
with the notation of the original paper [243], we employ the following notation for the
QFI of the evolved state:
Hγ(τ) ≡ Q[ργ(τ)] (5.8)
and we denote the same quantity obtained for different initial states with superscripts.
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Figure 5.1: Plot of the QFI in the absence of non-linearity as a function of the rescaled time τ for
different probe states at the fixed mean input energy n¯ = 1. The solid blue line represents the
optimal Fock state |1〉, the dashed orange line represent a coherent state, while the dot-dashed
green line represent the squeezed vacuum. The graph reflects the general fact that a Fock state is
always optimal and for τ → 0 the optimal Gaussian state is the squeezed vacuum, while for greater
values a coherent state allows for a better estimation.
When λ = 0, i.e. the non-linear effects are absent, the channel is Gaussian and an
initial coherent state remains coherent and decreases its amplitude during the evolution:
|ψγ(τ)〉 = |αe− 12 τ〉 . (5.9)
An analytic expression for the QFI is easily obtained using the formula for pure states (1.84):
Hcγ(τ) =
n¯
γ2
τ2e−τ , (5.10)
while for the squeezed vacuum the solution is [200]:
Hsvγ (τ) =
(−2eτ + e2τ + 2)τ2n¯
γ2(eτ − 1)(2eτ n¯− 2n¯ + e2τ) , (5.11)
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where n¯ = Tr
[
ρ0 aˆ† aˆ
]
is the mean photon-number of the initial state; we have n¯ = |α|2 for
the coherent state and n¯ = sinh2 r for the squeezed vacuum. We also report the QFI for
Fock probe states |n〉, which is optimal when the mean energy is an integer (n¯ = n):
HFγ(τ) =
n¯τ2
γ2(eτ − 1) . (5.12)
In Figure 5.1 we represent the plots of the QFI for the three probe states; this also sums
up previous results [1, 200] by showing that for small losses the optimal Gaussian state
is the squeezed vacuum, for higher losses a coherent state is better, while a Fock state is
optimal for every τ. Moreover, we observe that in general Hγ(τ) vanishes for τ  1 and
has a global maximum at a certain time τ. This means that if one is able to control the
interaction time in an experiment, setting it to τ allows for optimal estimation of γ. In
particular for the coherent state the optimal time is τ = 2, with the following optimal
value (we use a bar to denote quantities optimized over the interaction time τ):
Hcγ =
4|α|2
e2γ2
. (5.13)
Furthermore, for coherent states the QFI is saturated by photon-number and a quadrature
measurement; more complicated measurements are needed to saturate the QFI of the
squeezed vacuum.
5.3 Solution in the presence of Kerr effect
As stated in Section 5.1, with λ 6= 0 the state ρ(τ) is a mixed state and not explicitly
diagonalizable. In the following, we present an approximate solution for the coherent
probe state, valid in the regime of small λ and τ, in which the state of the system remains
pure and it is thus possible to get an analytical expression for the QFI. Then we show
numerical results obtained from a truncation of the Fock space for both coherent and
squeezed vacuum probe states. The results are presented both for the optimal time and
small time cases; at optimal time only the coherent input is considered since the optimal
value of the QFI is always greater than the optimal value of the squeezed vacuum QFI.
This fact can be seen in Fig. 5.2, where we show the behaviour of the QFI with and without
Kerr interaction for both the Gaussian probes we are considering. From the particular
choice of parameters in Fig. 5.2 we see that the QFI with nonlinear interaction always has
a greater value: we are going to show that this is true in general.
5.3.1 Pure state approximation
When we work with a coherent input state and the non-linear effect is small compared
to the loss parameter, i.e. when λ 1, the state of the system can still be approximated
with a pure state for small τ. Expansion of the exponent of e in Eq. (5.7) to the first order
in λ and then expansion to the second order of τ yields
ρp,q(τ) =
αpαq√
p!q!
exp
[
−1
2
(p + q)τ − e−τ |α|2 − iλ(p2 − q2)τ − iλ|α|2(p− q)τ2
]
. (5.14)
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Figure 5.2: Plot of the QFI as a function of the rescaled time τ for different probe states at the fixed
mean input energy n¯ = 1. The solid curves are obtained in the absence of nonlinearity, while the
dashed curves are obtained in the presence of Kerr nonlinearity (with λ = 0.5). The solid blue and
dashed oranges curves which lie on top in the region τ ≈ 2 refer to the coherent state probe, while
the solid green and dashed orange curves which lie on top in the region τ ≈ 0 refer to the squeezed
vacuum probe. In the inset panel we represent the relative gain G(τ) ≡ Hλ,γ(τ)/Hγ(τ)− 1 of the
QFI in the presence of non-linearity over the QFI without Kerr effect, shown in percentage. The
solid blue line represents the coherent probe, while the dashed green line represents the squeezed
vacuum. In both cases there is a peak in gain at τ . 1, much more pronounced for the squeezed
vacuum state. The gain vanishes for increasing τ, but a second, smaller peak can be observed for
the coherent state.
This is the lowest order of expansion for which we obtain a correction to the QFI of Eq.
(5.10).
The QFI computed for ρp,q(τ) of Eq. (5.14) is
Hcλ,γ(τ) =
|α|2
γ2
τ2e−τ
(
1+ 4λ2τ2|α|4
)
+O(λ3). (5.15)
We notice that Hcλ,γ(t) adds a correction of second order in λ and in τ to H
c
γ(τ) of
Eq. (5.10). We define a new figure of merit: the relative gain in the estimation of γ, as
follows
Gλ(τ) ≡ Hλ,γ(τ)/Hγ(τ)− 1 , (5.16)
then using the pure state approximation it reads:
Gcλ(τ) = 4λ
2τ2|α|4 +O(λ3). (5.17)
The optimal time, up to the second order in λ, is
τ(λ) = 2+ 32λ2|α|4 +O(λ3) (5.18)
and the corresponding optimal QFI is
Hcγ(λ) =
4|α|2
e2γ2
(1+ 16λ2|α|4) +O(λ3); (5.19)
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Figure 5.3: Fidelity between the pure state of Eq. (5.14) and the exact state (truncation at 10 photons),
for α = 0.5 (orange), α = 0.75 (blue) and α = 1 (green). The fidelity decreases with increasing λ and
α. It temporarily decreases with time, but it tends asymptotically to one as the system reaches the
state |0〉. For small values of α and λ the pure state approximation has fidelity above 0.99, which
then decreases as the energy of the state increases.
so the optimal relative gain Gλ ≡ Hλ,γ/Hγ − 1 is
Gcλ = 16λ
2|α|4 +O(λ3). (5.20)
Equations (5.17) and (5.20) show that the correction to the QFI due to the presence of a
small non-linear effect is positive and increases with λ2. This means that the nonlinearity
of the dispersive medium can be a resource in the estimation of the loss parameter.
The fidelity of the approximate state of Eq. (5.14) to the exact state (after a truncation
of the density matrix) is shown in Fig. 5.3 as a function of τ and λ, for two values of |α|.
The pure state approximation is good for a wide range of parameters only if the energy of
the initial state is not too big, so that fidelity is close to one. This means that the analytical
expression of the optimal relative gain (5.20) is good only for small energies, while at a
fixed small time τ  1 the relative gain (5.17) is a good approximation even for higher
input energies.
In Subsection 5.3.2 we calculate the QFI numerically for general values of λ and α, in
order to verify the increase of the QFI also for regions where the pure-state approximation
does not hold.
5.3.2 Numerical results
As the density matrix cannot be diagonalized in general and the Fock space is infinite-
dimensional, in order to evaluate the QFI we resort to numerical diagonalization of the
density matrix in a truncated Fock space. The truncation size, which depends on the
input energy, is chosen in such a way that the difference between the analytical and the
numerical QFI for λ = 0 must be less than 0.001%.
Optimal QFI
The behaviour of the QFI as a function of time for fixed λ and α is shown in Fig. 5.2. The
QFI starts from zero and reaches a maximum, then vanishes as τ increases and the system
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Figure 5.4: Optimal relative gain G ≡ Hλ,γ/Hγ − 1 of the optimal QFI in presence of non-linearity
over the optimal QFI without Kerr effect for different regions of α and λ, shown in percentage. On
the left, a 3D plot, on the right the corresponding contour plot. We can see that the gain is always
greater than zero, vanishing for large λ and α. We can identify two regimes: the first regime, visible
in the upper panels when α . 2 is characterized by the presence of local maxima of the gain, which
reaches values of about 2%. For large λ the improvement reaches a non-vanishing asymptotic value.
In the second regime, visible in the lower panels, at fixed α the gain has a single maximum with
respect to λ. As α increases, the maximum moves to smaller values of λ, but G increases.
reaches the zero-photon state |0〉. Assuming that we are able to control the interaction
time of the probe with the channel, we can consider as a figure of merit the optimal QFI,
i.e. the maximum of Hλ,γ(t) over time.
In Fig. 5.4 we show the optimal relative gain in the estimation of γ. The first notable
result is the confirmation of the results obtained in the pure state approximation: the
optimal QFI in presence of non-linearity is always greater than without Kerr effect, i.e.
the optimal relative gain is always greater than zero. It vanishes for increasing α and λ
and for α→ 0.
By looking at the panels of Fig. 5.4, we can identify two regimes. The first regime, for
α . 2, is characterized by the presence of local maxima of the gain. At fixed α, the maxima
occur periodically, with G reaching an asymptotic value for λ→ ∞. In the second regime,
for α & 2, there is a single local maximum for the gain at fixed α. For increasing α, the
optimal λ decreases, but G increases. It is not clear if there is a local maximum for α
greater than the values under investigation or if this behaviour will persist for α → ∞,
and, in the latter case, if G increases indefinitely or saturates with α.
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Figure 5.5: Relative gain G(τ) ≡ Hλ,γ(τ)/Hγ(τ)− 1 of the QFI in presence of non-linearity over
the QFI without Kerr effect at fixed time for a coherent probe state (top) and for a squeezed vacuum
probe state (bottom), shown in percentage. From left to right we have the results for τ = 0.5, 0.1,
0.01. For coherent states we can see a structure similar to that of Fig. 5.4: the relative gain increases
with α and λ until it reaches a maximal value, but at small τ the relative gain is much higher than at
the optimal time. For the squeezed vacuum state the gain is smaller as τ gets smaller (cfr. Fig. 5.2).
Small time QFI
Now instead of studying the QFI maximized over time we look at the behaviour at a
fixed time, in particular we focus on times smaller than the characteristic time of the loss,
i.e. τ < 1, as an example we study three cases τ = 0.5, 0.1, 0.01. This regime is of interest
for media of moderate size, such as biological samples.
In this setting the improvement brought by the nonlinear interaction can be substantial.
In Fig. 5.5 we show the results for a coherent probe state (top row) and for a squeezed
vacuum probe state (bottom row). For the squeezed probe we restricted the computation
to a smaller range of mean input energies, as the dimension of the truncated Hilbert space
needed to obtain a good approximation grows much more rapidly.
By looking at the top-left panel in Fig. 5.5, the one for τ = 0.5, we notice a similar
structure to the one in Fig. 5.4, albeit rescaled. We found that fixing the time parameter τ
changes the scaling in the α− λ (or n¯− λ) plane; however, it was not possible to explicitly
see this scaling from the analytical expressions of the states.
The improvement due to the Kerr nonlinearity is much more relevant at times which
do not correspond to the optimal time, indeed in Fig. 5.2 we see that the maxima of the
graph in the inset panel do not correspond to the ones in the main graph. Moreover,
even if the behaviour of different input states is slightly different, the most relevant
improvement is always obtained for τ < 1, this is due to the fact that the value of the QFI
at those times is smaller, so that a slight improvement in the absolute value brings a great
relative gain.
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Figure 5.6: In the left panel we show the ratio R = Fx(τ)/H
c
γ(λ) between the FI of the quadrature at
the time τ, Fx(τ), after an optimization over the quadrature phase and the optimal QFI Hγ(λ), for
various values of λ and α. The quadrature measurement is optimal only for λ = 0 and for vanishing
energy of the probe (α → 0). For α . 2 the ratio oscillates with λ. For large α and λ the ratio
reaches asymptotically the value of 1/3. In the right panel we show the ratio R = Fx(τ)/Hcγ(τ) for
fixed small τ = 0.1; the quantity Hcγ is the QFI without nonlinearities (Eq. (5.10)). The quadrature
measurement in presence on Kerr effect achieves increasingly better performances for increasing
values of λ and α, even if the ratio has a slightly oscillating behaviour and there are some regions in
which R < 1, i.e. the Kerr effect is slightly detrimental.
FI for quadrature measurements with a coherent state probe
Although the optimal QFI is improved by the Kerr effect, we need to find the actual
measurement that reaches the quantum bound. We mentioned that for a coherent probe
both photon counting and quadrature measurement are optimal when λ = 0, however
they are not optimal if the nonlinear term is present. Indeed, photon counting is not
affected at all by the Kerr effect, as the diagonal elements of the density matrix are
independent of λ. For this reason we study numerically the effect of nonlinearity on a
quadrature measurement. We present the results only for a coherent probe state. In this
section we denote the classical Fisher information of a homodyne measurement of the
quadrature xˆθ , maximized over the quadrature phase θ as Fx(τ) = maxθ F [〈xθ |ργ(τ)|xθ〉];
the optimal quadrature phase depends on α and λ.
We found that in general the quadrature measurement is not optimal, i.e. the Fisher
information is always lower than the QFI. This fact is presented in the left panel of Fig. 5.6,
for measurements at the optimal time, where we plot the ratio R = Fx(τ)/Hγ(λ). Here
Hγ(λ) is the maximal QFI computed at the optimal time τ and Fx(τ) is the FI (optimized
over the quadrature phase) at the same time. The ratio is close to one only for λ close to
zero or α 1. For increasing α and λ the ratio appears to tend asymptotically to 1/3.
In the small time regime a quadrature measurement is still sub-optimal in presence
of nonlinearity, however in some cases such a measurement can perform better than the
best possible measurement in the linear case, because the relative improvement of the
QFI in this regime is substantial.
In particular, this behaviour seems to increase with increasing nonlinearity λ and
increasing input energy α, however we can see from the right panel of Fig. 5.6 that
oscillations are present and there are small regions where a quadrature measurement
does not give an improvement, i.e. R < 1.
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5.3.3 Results with optical qutrit states
One may wonder what happens if the optimal Fock states are used as probes, instead
of Gaussian states. The Kerr nonlinear term (aˆ† aˆ)2 clearly does not affect single Fock
states, but also a simple superpositions of a Fock state with the vacuum A|0〉+ B|n〉 is
not affected. The most simple superposition affected by the nonlinear evolution is the
optical qutrit state
cos θ|0〉+ eiµ sin θ sin ϕ|1〉+ eiν sin θ cos ϕ|2〉, (5.21)
where θ is fixed by choosing the mean energy n¯ as the relevant parameter, so that θ =
arcsin
√
2n¯/(3+ cos 2ϕ). In the linear lossy evolution, these qutrit states approximate the
optimal non-Gaussian states when the mean energy n¯ is not an integer; this is particularly
important for the low energy regime n¯ < 1 [1].
In general, the maximum value of the QFI obtainable with the state (5.21) is the same
regardless of the Kerr term in the evolution, but the maximum happens for different
values of the initial parameters and at a different time. This is due to the fact that during
the evolution the system is constrained to remain in the subspace of dimension three;
so if we optimize on every possible parameter there is no room for improvement left.
However, in order to achieve the maximal QFI one should be able to tune the value of the
initial parameters for every mean energy n¯, and in the nonlinear case also for every value
of λ. In particular in the linear case the result must be optimized only over the parameter
ϕ, since the relative phases µ and ν give an optimal result for the value pi.
Instead, we consider a setting similar to the one previously used for the coherent states:
given a fixed initial state we check if the nonlinear evolution brings an improvement.
In particular we fix µ = ν = pi and we check the behaviour of the quantum Fisher
information for different values of ϕ, while optimizing over time t. The results are in
Fig. 5.7: we find that on average the nonlinear terms brings an improvement for values of
λ ≈ 1, i.e. when the nonlinear parameter is approximately equal to the loss parameter
to estimate. For higher values of λ we have an oscillatory behaviour and on average the
nonlinearity can also be detrimental. Furthermore we found that at fixed small times
the nonlinear Kerr term does not always bring an improvement on average when using
qutrit states.
Discussion on the role of non-Gaussianity
The nonlinear Kerr interaction makes an initial Gaussian probe non-Gaussian during
the evolution and a question arises on whether the observed increase of the QFI may be
quantitatively linked to some quantifier of non-Gaussianity or nonclassicality. It would
be desirable to identify the underlying characteristic of the state which guarantees the
improvement in the estimation, since this would represent a guideline to engineer optimal
estimation schemes.
In previous works it has been conjectured [1] that a family of optimal non-Gaussian
states exists for any fixed energy, but that non-Gaussianity in itself cannot be a resource.
As a matter of fact, some non-Gaussian states are less efficient probes than the optimal
Gaussian ones. Hereby we confirm that result. In fact, during its evolution a Gaussian
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Figure 5.7: Average relative gain of the optimal QFI in presence of non-linearity over the optimal
QFI without Kerr effect for qutrit states, shown in percentage. The range of the parameters are
0 < n¯ < 1 and 0 < λ < pi. On the left, a 3D plot, on the right the corresponding contour plot. Every
point in the plot is the average improvement obtained by generating 1000 random values of the
parameter ϕ of the state (5.21) in the range
(
0, pi2
)
, while the phases are fixed µ = ν = pi and θ is
fixed by the choice of the mean energy n¯.
input state first becomes non-Gaussian and then it evolves towards the Gaussian state
|0〉, which is the stationary state. This qualitative behaviour is also shown by the relative
gain in the estimation of γ in Fig. 5.2. These two quantities, however, do not have a
quantitative relation in general, e.g. states leading to the largest improvement at optimal
time are not the most non-Gaussian.
Overall, our results show that while the evolution drives the Gaussian input into a set
of non-Gaussian states that are more sensitive to loss detection, non-Gaussianity is not a
resource in itself. This idea is confirmed by looking at the behaviour of qutrit probe states,
which are already highly non-Gaussian: there we find evidences that the Kerr interaction
may be detrimental in some regimes, whereas when an improvement is present, the states
are non necessarily more non-Gaussian.
Summary
• The estimation of the loss rate of a single-mode bosonic loss channel is an important
problem, mostly studied in the linear (Gaussian) case without any Hamiltonian
term. Adding a self-Kerr Hamiltonian to the dynamics can be useful for improving
the precision of the estimation with an initial Gaussian state.
• The dynamics has two time scales, one given by the loss rate and one given by the
strength of the nonlinear interaction. For this reason we estimate the loss rate rather
then the total loss (which also includes the evolution time).
• The QFI of coherent or squeezed vacuum states evolving in the nonlinear lossy
channel is always higher than the corresponding linear case, in particular this
improvement is very relevant at small times. The QFI is computed both via an
analytical approximation and with an extensive numerical study.
• The precision quantified by the QFI is not achievable by photon counting and
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quadrature measurements. On the other hand, for short interaction times even a
suboptimal quadrature measurement offers an improvement in precision compared
to the linear case.
• It appears that the improvement in the QFI has no clear quantitative link the non-
Gaussianity of the evolved state.

CHAPTER 6
Nonclassicality of anharmonic oscillators ground states
In this chapter we abandon the topic of quantum metrology and we focus on the non-
classical properties of CV quantum states, in particular ground states of anharmonic
oscillators. Here, we want to investigate the general idea that nonlinearity is a resource
to generate nonclassicality in single-mode bosonic systems of anharmonic oscillators. In
particular, we present a quantitative assessment of the phenomenon and we consider
specific quantifiers of both nonclassicality and nonlinearity.
The starting point of this analysis lies in Ref. [223], where the authors show that the
non-Gaussianity of a ground state can be used to capture and quantify the nonlinearity
of an anharmonic potential. Using this quantitative definition, the problem reduces to
comparing the behavior of non-Gaussianity and nonclassicality measures of the ground
states. A quantitative connection between nonclassicality and non-Gaussianity of pure
states is in itself an interesting topic and we are going to comment more on this in
Chapter 8.
The present investigation is motivated by the fact that new experimental platforms
offer the unique opportunity to implement nonlinear (or anharmonic) models. The pos-
sibility to host non-linearities is within reach of current technologies, in particular for
trapped ions [132] and optomechanical systems [251]. It was shown that including non-
linearities in the oscillator opens new possibilities to generate nonclassical states, see
e.g. [159, 241, 281].
The quantitative connection between the nonlinear behavior of an oscillatory system
and the appearance of nonclassicality, has been tested with similar methods for the
Duffing oscillator model [275], in the context of nano-mechanical resonators. The work
presented in this chapter, based on [9], is an extension of such observations to more
general scenarios: three families of exactly solvable non-linear oscillators and a generic
sixth order potential.
Nonlinearity of a potential via non-Gaussianity of the ground state
The first idea to quantify the nonlinearity (intended as the anharmonicity character) of a
potential would be defining a distance between potential functions and the reference
harmonic potential. In general this is not feasible, since potentials do not need to be
integrable functions. A different approach follows from the fact that ground states and
equilibrium states of anharmonic potentials are not Gaussian, as opposed to those of a
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quantum harmonic oscillator. We can thus quantify nonlinearity by the non-Gaussianity
of the ground state of a given Hamiltonian model, as proposed in [223]. For this goal we
use the relative entropy of non-Gaussianity introduced in Section 1.4.4.
We consider a generic potential V(x) and denote with |φV〉 the ground state of the
corresponding Hamiltonian operator pˆ2/2+V(xˆ). By using the non-Gaussianity measure
δ in (1.157), the nonlinearity of V(x) is defined as
ηNG[V] ≡ δ(|φV〉〈φV |) = h
(√
detσ
)
, (6.1)
where σ is the covariance matrix of the ground state |φV〉. This identity holds because
the ground state is pure and the only symplectic invariant of a single-mode state is the
determinant of the covariance matrix1.
An alternative idea to quantify nonlinearity is to use some geometrical distance
between the ground states of the potential and the ground state of a reference harmonic
state [223]. However, this approach has a downside, because one has to choose a value
for the reference frequency ω of the harmonic oscillator, usually by expanding around the
minimum, which could be ambiguous for potentials exhibiting more than one minimum.
This entropic measure is more appealing than a geometric one because it does not
require to find a reference potential for V(x), but only the covariance matrix of the ground
state. This makes ηNG independent of the specific features of the potential, since we
do not need to know the behavior of V(x) near its minimum to compute the reference
frequency.
Moreover, ηNG inherits the property of the non-Gaussianity measure and is invariant
under symplectic transformations. This means that ηNG assigns the same nonlinearity to
oscillators which are displaced, rotated in phase space or squeezed, which is a reasonable
property for a measure of nonlinearity.
6.1 Exactly solvable anharmonic oscillators
We now analyze quantitatively the relation between the non-linearity of the potential
ηNG and two different figures of merit for the non-classicality of the ground-state. For
P-nonclassicality we study the entanglement potential E [ρ], defined in (1.153) as the en-
tanglement entropy of the state after the interaction with the vacuum through a balanced
beam splitter. The entanglement potential is evaluated by expanding the wave function
on the Fock space of a harmonic oscillator of unitary frequency and mass, truncating
the expansion by ensuring the approximate normalization of the state before and after
the beam-splitter. For W-nonclassicality, we compute the renormalized volumed of the
negative part of the Wigner function, i.e. ν defined in (1.155). In particular, in this Section
we focus on three exactly solvable anharmonic oscillators.
We denote the Wigner function of the ground state as follows
W(q, p) ≡ W [|φV〉〈φV |](q, p) , (6.2)
1 In this chapter we compute the non-Gaussianity in nats (natural units of information), meaning that the
logarithms appearing in the definition of h(x) in Eq. (1.130) are natural logarithms; in Chapter 8 we use bits
(logarithm in base 2).
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specifying different potentials with subscripts on W(q, p). In order to maintain consistency
with [9] we label the position phase-space coordinate q rather than x.
6.1.1 Modified Harmonic Oscillator
The Modified Harmonic Oscillator (MHO) potential is defined as [42] (throughout this
manuscript we choose units such that h¯ = m = 1)
VMHO(x) =
α2x2
2
− αβx tanh(βx). (6.3)
Here α is a parameter corresponding to the frequency of the unmodified harmonic
oscillator, while β determines the deformation of the harmonic potential. The effects of
this parameter on the shape of the potential is appreciated from Fig. 6.1, where VMHO(x) is
plotted at a set value of α for different choices of β, showing that an increasing deformation
parameter transforms a harmonic potential into a double-well one whose well-depth
and separation both increase with β. For small β this potential has a similar behavior
to the Duffing oscillator routinely used to model nanomechanical resonators [56, 288],
therefore we can think of the MHO as an extension to the Duffing model in the case of
strong nonlinearity.
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Figure 6.1: The MHO potential with β = 3 (solid blue), 2 (dotted yellow), 1 (dashed green) and the
harmonic potential with unitary frequency and mass (dot-dashed orange); with our choice of units
x is measured in units of α−1/2, V in units of α and β in units of α1/2. The inset represent the same
graph at a larger scale, where we see the resemblance to the harmonic potential.
The normalized wave-function of the ground-state of this potential reads [42]
φMHO(x) =
√
2e− 12 αx2 cosh(βx)
4
√
pi
α
√
1+ exp[β2/α]
. (6.4)
The associated energy is E0 = (α− β2)/2. The covariance matrix of such least-energy
state can be computed straightforwardly to be
σMHO =
 12α + β2α2 exp[β2/α]1+exp[β2/α] 0
0 α2 − β
2
1+exp[β2/α]
. (6.5)
112 6.1 Exactly solvable anharmonic oscillators
Its determinant is
detσMHO =
1
2
−
τ2
(
2τ2eτ
2 − e2τ2 + 1
)
(eτ2 + 1)2
(6.6)
with the dimensionless parameter τ =
√
β2/α. Such dependence on τ, rather than α and
β independently, is common to ηNG = h(det σ) and the measure of nonlinearity based on
the Bures distance (for the latter, we should choose the unmodified harmonic oscillator
with frequency α as a reference). Both measures of nonlinearity increase monotonically
with τ.
The Wigner function associated with φMHO can be written in terms of the suitably
rescaled phase-space variables q = βx and p = βα y as [42]
WMHO(q, p) = e
− q2+p2
τ2
cosh(2q) + eτ
2
cos(2p)
piτ2(1+ eτ2)
, (6.7)
which shows again the key role played by τ and, in turn, that the non-classicality measure
based on the volume of the negative part of WMHO(q, p) is determined by such parameter.
In order to understand how W-nonclassicality and nonlinearity are related to each
other, we have studied both quantities against τ. In Fig. 6.2 we report the resulting
parametric plot, showing that ν monotonically increases with ηNG, thus supporting
the idea that a growing degree of anharmonicity of the potential results in increased
nonclassicality of the corresponding ground state.
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Figure 6.2: Parametric plot of the W-nonclassicality measure ν(τ) versus the degree of nonlinearity
for the MHO potential and for τ ∈ [0.1, 6].
The picture changes significantly as soon as we consider P-nonclassicality quantified
by the entanglement potential which can single out more detailed features of quantum-
ness, such as squeezing. Indeed, at variance with what has been found above, such a
figure of merit turns out to depend on α and β independently. The reason for such a
difference in behavior should be ascribed to the fact that entanglement at the output of a
beam splitter can be originated either by a non-Gaussian input state or by Gaussian single-
mode squeezing. In other words, nonlinearity is needed to generate W-nonclassicality,
while P-nonclassicality may be obtained using just squeezing.
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In order to illustrate this clearly, in Fig. 6.3 we show the entanglement potential and
squeezing for the MHO both as a function of β for fixed values of τ, and as a function of
τ at set values of α. The squeezing in Fig. 6.3 is shown in terms of the ratios
rx =
σMHO11
σ011
= 2σMHO11 , rp =
σMHO22
σ022
= 2σMHO22 (6.8)
with σ011 = σ
0
22 = 1/2 the variances of position and momentum calculated over the
vacuum state of the harmonic potential. Squeezing is found in the ground state of the
MHO for either rx < 1 or rp < 1. As it is apparent from Fig. 6.3, the behavior of E is rather
different from ν, and its features may be understood looking at squeezing. In particular,
we see that E grows when the ground state exhibits squeezing.
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Figure 6.3: Entanglement potential and squeezing for the MHO. In panels (a) and (b) [(c) and (d)] we
plot rx (dashed blue curve), rp (dotted orange curve), the entanglement potential (P-nonclassicality)
E (black dots), and W-nonclassicality ν (red dots) against β [τ] for τ = 1 and τ = 3 [α = 3 and
α = 5]. Squeezing is observed for either rx < 1 or rp < 1 (i.e. variances of the perturbed ground
state below the values of the vacuum state of a harmonic oscillator).
6.1.2 Morse potential
The Morse potential has been introduced as an approximation to the potential energy of
diatomic molecules as it provides a better description of the vibrational structure than the
(quantum) harmonic oscillator [201]. The form of the potential is
VM = D
(
e−2αx − 2e−αx
)
, (6.9)
where x is the distance from the minimum of the potential, the parameter D > 0 deter-
mines the depth of the well, while α controls its width. Expanding the two exponentials
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Figure 6.4: The Morse potential VM(x) for α = 1 (solid blue), 2 (dashed orange), 3 (dotted green),
where V is measured in units of D, x in units of D−1/2 and α in units of D1/2. The inset shows the
potential for D = 1 (solid blue), 2 (dashed orange), 3 (dotted green), with x in units of α−1 and V
and D in units of α2
for α → 0 at fixed D we get the harmonic limit, which is an oscillator with frequency
ωM =
√
2Dα. The potential is plotted in Fig. 6.4 for different values of the parameters.
The Schro¨dinger equation associated with this potential can be solved analytically,
the energy eigenvectors being labelled by two quantum numbers, which we label here
N and ν. The first is related to the parameters of the potential as N = −1/2+√2D/α.
The second, which can take values ν = 0, 1, 2, .., bNc, counts the number of anharmonic
excitations of the system. Since we want at least one bound state, we require N > 0, so
we have the constraint α < 2
√
2D. The limiting case where we have just one bound state
(the ground state) is achieved for α→ 2√2D. The wave-function of the ground state is
φM(x) = (2N + 1)N
√
α
(N − 1)! e
−αxN−(N+ 12 )e−αx (6.10)
with associated energy E = −αN2/2. The behavior of the nonlinearity of the Morse
potential can be understood by looking at the form of the potential in Fig. 6.4, as opposed
to the harmonic one [223]. For any fixed value of D (α) we expect an increase (decrease)
of nonlinearity for increasing α (D).
The covariance matrix associated with the ground state in Eq. (6.10) is
σM =
(
2ψ(1)(2N)
α2
0
0 α2N
)
, (6.11)
where ψ(n)(z) is the polygamma function ψ(n)(z) = d
n+1
dzn+1 log Γ(z), Γ(Z) being the Euler
Gamma function. The determinant of this correlation matrix depends only on N or, equiv-
alently, on the combination
√
2D/α. In this the measure of nonlinearity is a monotonically
decreasing functions of N.
The Wigner function for the ground state of the Morse potential reads as follows [89]
WM(x, p) =
2(2N + 1)2N
piΓ(2N)
e−2NαxK−2ip/α
(
(2N + 1)e−αx
)
, (6.12)
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where Kγ(z) is the Macdonald function of (non-integer) order γ. In order to calculate the
measure of nonclassicality ν, we rescale the phase-space variables to q = αx and p = yα ,
and evaluate∫∫
dx dy |WM(x, y)| =
∫∫
dq dp
∣∣∣∣ 2e−2NqpiΓ(2N) (2N + 1)2NK−2ip((2N + 1)e−q)
∣∣∣∣, (6.13)
which shows that the only relevant parameter is N. The numerical integration of Eq. (6.13)
is challenging and was carried out with the aid of the CUBA libraries [124]. The degree of
W-nonclassicality ν is found to monotonically decreases with N. The parametric plot of
nonclassicality versus nonlinearity in Fig. 6.5 reveals a monotonic behavior, strengthening
the link between such features and reinforcing the idea that nonlinearity might play the
role of a catalyst for nonclassicality.
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Figure 6.5: Parametric plot of the W-nonclassicality ν versus the degree of nonlinearity η for a
Morse potential with D = 1 and α ∈ [0.15, 2.7], i.e. N ∈ [0.0238, 8.928].
The situation regarding the entanglement potential is completely analogous to what
we found for the MHO, as it depends on both parameters. In Fig. 6.6 we report the same
kind of graphs, both with N fixed and α fixed, which show that the behavior of E is
explained by the squeezing of the state.
6.1.3 Po¨schl-Teller potential
The Po¨schl-Teller potential (PT) potential has been studied since the early days of quantum
mechanics [88], it has been applied in the context of semiconductor quantum wells [238,
279, 280] and it can also be used to model nonlinear optical properties [304, 305].
In particular we use the modified PT potential, defined as
VPT(x) = −APTcosh−2(αx), (6.14)
where APT > 0 is the depth of the potential and α is connected to its range. The harmonic
limit is obtained at fixed APT for α → 0 and the frequency of the reference harmonic
oscillator is ωPT =
√
2APTα. As for the Morse potential, we have a quantum number s that
labels the energy eigenstates and counts the anharmonic excitations. It is related to the
parameters of the potential through the relation APT = 12α
2s(s+ 1). Therefore, the request
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for the existence of at least one bound state translates into s = 12
(
−1+
√
1+ 8APT/α2
)
>
0. Fig. 6.7 shows the dependence of the PT potential on the position coordinate.
The ground state of the system reads
φPT(x) =
1
pi
1
4
√√√√αΓ(s + 12)
Γ(s)
cosh−s(αx), (6.15)
with associated energy E = −α2s2/2.
The covariance matrix of the ground state is rather involved and is not be reported
here, it can however be easily obtained by directly applying x and p operators in the
position representation on the wave function (6.15).
In line with the case of the previous two anharmonic potentials studied here, its
determinant depends only on s (or, equivalently, on APT/α2). Again the nonlinearity ηNG
is a monotonically decreasing function of s only.
The Wigner function of the ground state φPT(x) in Eq. (6.15) is known analytically for
the case of APT = α2 [42]. In this case, the measure ν is an s-dependent constant, as it can
be seen by rescaling the relevant variables as p′ = pα , x
′ = αx, y′ = αy and evaluating the
integral
WPT(x, p) =
1
pi
∫
dy φ∗PT
(
x− y
2
)
φPT
(
x +
y
2
)
e−iyp, (6.16)
which embodies the definition of Wigner function.
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Figure 6.6: Entanglement potential and squeezing for the Morse oscillator. In panels (a) and (b)
[(c) and (d)] we plot rx (dashed blue curve), rp (dotted orange curve), the entanglement potential
(P-nonclassicality) E (black dots), and W-nonclassicality ν (red dots) against α [1/N] for N = 1 and
N = 5 [α = 1 and α = 3]. Squeezing is observed for either rx < 1 or rp < 1 (i.e. variances of the
perturbed ground state below the values of the vacuum state of a harmonic oscillator).
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Figure 6.7: The Posh-Teller potential with and α = 1/2 (solid blue), 1 (dotted orange) and 3 (dashed
green), x in units of A−1/2PT , α in units of A
1/2
PT and VPT in units of APT.
The entanglement potential again depends on both α and s. Plots similar to those valid
for the MHO and Morse potential are presented in Fig. 6.8 (without the W-nonclassicality
ν).
6.2 Harmonic oscillators with polynomial perturbations
So far we have studied exactly solvable potentials dependent on two parameters and
revealed a common behavior: the nonlinearity and the W-nonclassicality ν have the
same behavior and depend just on a single effective parameter. On the other hand, the
entanglement potential carries a dependence on both the parameters and its different
behavior may be understood in terms of the squeezing of the state.
Now we want to address the case of a generic two-parameter perturbation, so we study
a physical system composed of a one-dimensional harmonic oscillator with perturbations
proportional to x4 and x6 respectively. The Hamiltonian of this system thus reads
Hˆ =
1
2
( pˆ2 +ω2 xˆ2) + e4 xˆ4 + e6 xˆ6 . (6.17)
As the model is not exactly solvable, the properties of the system are studied using
perturbation theory. We notice that Eq. (6.17) may also serve as an approximation for
any symmetric (even) potential. In particular also this Hamiltonian can be intuitively
considered as a generalization of the static Duffing oscillator.
We do not consider odd powers of xˆ, nor negative coefficients for the even powers of
xˆ, even when the potential is still bounded from below. We make this choice in order to
avoid any ambiguity, which could arise when the potential has more than one minimum.
In fact, for such case, the state obtained with the perturbative expansion is not necessarily
an approximation to the true ground state, but could be a state associated with a local
minimum of energy. Terms proportional to xˆ and to xˆ2 could in principle be treated in a
perturbative way as well. However, they do not give rise to truly anharmonic behavior,
and are not considered in this context.
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Figure 6.8: Entanglement potential and squeezing for the PT oscillator. Panels (a) and (b) [(c) and
(d)] show rx (dashed blue curve), rp (dotted orange curves), and the entanglement potential E
(black dots)against α [1/s] for s = 1 and s = 5 [α = 1 and α = 3].
In order to get insight into the ground states for these Hamiltonians we use first-order
time-independent perturbation theory [250]. The formula for the perturbed ground state
is the following
|ψ˜〉 = |0〉+ e ∑
k 6=0
|k〉 Vk0−ωk , (6.18)
where |k〉 denotes a Fock number state of the unperturbed harmonic oscillator and
Vnk = 〈n|Vˆ|k〉 are Fock-basis matrix elements of the perturbation Vˆ = e4 xˆ4 + e6 xˆ62.
Such state is normalized only up to first order in e4 and e6, however we work with the
normalized version |ψ〉 = |ψ˜〉 /〈ψ˜|ψ˜〉.
Since the potential is an even function, the normalized state takes the form
|ψ〉 =
3
∑
n=0
γ2n|2n〉, (6.19)
where the coefficients γk are
γ0 =
1
C
γ2 = − γ0√
2
(
45e6
4ω3
+
3e4
ω2
)
γ4 = −γ0
√
3
2
(
15e6
2ω3
+
e4
ω2
)
γ6 = −
√
5γ0e6,
(6.20)
and the normalization constant C is
C =
√
ω2
(
96ω6 + 117e24
)
+ 945ωe4e6 + 2055e26
4
√
6ω4
. (6.21)
2For simplicity we assume that e6 and e4 are both proportional to a single parameter e in (6.18), and we
check the validity of this approximation afterwards.
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The Wigner function of this superposition of Fock state reads
W(q, p) =
6
∑
i,j=0
γiγj
∗W [|i〉〈j|](q, p) =
=
6
∑
i=0
|γi|2W|i〉(q, p) + 2Re
[
6
∑
j=1
j−1
∑
i=0
γiγj
∗W [|i〉〈j|](q, p)
]
,
(6.22)
where W|i〉(q, p) = (−1)n/pi e−(q2+p2)Ln
(
2(q2 + p2)
)
are the Wigner functions of Fock
states and Ln(x) are Laguerre polynomials. The Wigner transform of the off-diagonal
operators |n〉〈m| are given by [27, 62, 227]:
W [|n〉〈m|] =

(−1)n
pi
√
n!
m! e
−(q2+p2)
[√
2(q + ip)
]m−n
L(m−n)n
(
2(q2 + p2)
)
if m > n
(−1)n
pi
√
m!
n! e
−(q2+p2)
[√
2(ip− q)
]m−n
L(n−m)m
(
2(q2 + p2)
)
if n > m
,
(6.23)
where L(k)n (x) are the associated Laguerre polynomials.
First-order perturbation theory gives the ground as a finite superposition of Fock
states, which makes the Wigner function and the nonlinearity easy to compute. In order to
assess the validity of the first order approximation, we have compared such ground state
to the state obtained by numerically diagonalizing the Hamiltonian of the system within
a truncated Fock space of suitable size. Convergence of the results of such numerical
calculations appear to be ensured by using 61 harmonic levels. The corresponding ground
state |φV〉 is then compared to |ψ〉 using the state fidelity |〈φV |ψ〉|2. For values of e4 up
to 0.1 and e6 up to 0.03 the fidelity is at least ≈ 0.976.
6.2.1 Nonclassicality and nonlinearity
From the perturbed ground state in Eq. (6.19) we compute the nonlinearity of the per-
turbing potential. The covariance matrix associated with |ψ〉 can be thus written as
σpol =
(
(1+2〈aˆ2〉+2〈aˆ†a〉−4〈aˆ〉2)
ω 0
0 ω(1+ 2〈aˆ† aˆ〉 − 2〈aˆ2〉)
)
, (6.24)
with aˆ and aˆ† the annihilation and creation operators of the oscillator and
〈aˆ†〉 = 〈aˆ〉 = 0 〈aˆ†a〉 = 2|γ2|2 + 4|γ4|2 + 6|γ6|2,
〈aˆ2〉 =
√
2γ2γ0∗ + 2
√
3γ4γ2∗ +
√
30γ6γ4∗,
(6.25)
An explicit calculation shows that the determinant of σpol, and in turn the nonlinear-
ity h(
√
detσ), depends on both the perturbative parameters and on the frequency ω.
No single-parameter rescaling can be identified in this case, thus entailing the double-
dependence highlighted above, which is passed to the W-nonclassicality ν.
Our goal is to highlight the role played by the perturbative parameters, therefore we
set ω = 1 and generate random pairs of values (e4, e6) (within the appropriate range of
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Figure 6.9: Random scatter plot of the W-nonclassicality ν versus the nonlinearity ηNG for the
perturbed harmonic oscillator when parameters e4 and e6 are are varied in the range e4 ∈ [0, 0.1],
e6 ∈ [0, 0.03]; 104 random points are generated. The dark blue curve below the points represents
e6 = 0, while the one above the points is the curve for e6 = 0.03. The light red curve below the
points is the one for e4 = 0.1, while the one above the points is for e4 = 0. In the inset: zoom on
the region ηNG ≤ 0.6 to better appreciate the different curves. For higher values of ηNG the region
containing the points become more narrow and all the curves graphically coincide.
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Figure 6.10: Random scatter plot of the entanglement potential (P-nonclassicality) E versus the
nonlinearity ηNG for the perturbed harmonic oscillator when both parameters e4 and e6 are varied
in the range; 104 random points were generated. The dark blue curve above the points represents
e6 = 0, while the one below the points is the curve for e6 = 0.03. The light red curve above the
points is the one for e4 = 0.1, while the one below the points is for e4 = 0. The green curves in
the middle are obtained by choosing e6 = ke4, from top to bottom they correspond to the values
k = 2, 1, 0.5, 0.3, 0.1.
validity of the first-order perturbative approach discussed above) that are then used to
compute both the nonclassicality and nonlinearity indicators.
The results shown in Figs. 6.9 and 6.10 showcase a non-monotonic relation between
nonlinearity and nonclassicality: the points corresponding to the randomly taken pairs of
values for the parameters are distributed within a (narrow) region comprised within four
curves, each associated with an extremal value of e4,6. Nonclassicality and nonlinearity
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are thus dependent on the details of the system under consideration and are, strictly
speaking, non equivalent notions.
However, the region containing the randomly generated points in Fig. 6.9 is very
narrow and suggests that the link between W-nonclassicality and the nonlinearity of the
potential is indeed correct, since by fixing the value of one quantity the other is almost
fixed.
On the contrary, for P-nonclassicality the random points in Fig. 6.10 are scattered across
a wider region. In Fig. 6.10 we also show that if one varies only a single effective parameter,
by fixing the value of either e4 or e6 or by keeping their ratio fixed (i.e. e6 = ke4), the
behavior of P-nonclassicality measures becomes monotonic with nonlinearity3.
By inspecting more closely our results, it appears that W-nonclassicality is favoured
by the x6-like nonlinearity, while P-nonclassicality, appears to benefit from a x4-type of
nonlinear effects. As a matter of fact, in Fig. 6.10 the roles of the dark blue and light red
curves are inverted with respect to Fig. 6.9. This means that, after choosing the parameters
e4 and e6 in such a way that the entropic nonlinearity is fixed, the ground state obtained
with the maximum value of e4 generates more entanglement than any other one.
We can thus conclude that the anharmonic character of the potential can be linked to
P-nonclassicality of the ground state, but this connection is less stringent than the one
between nonlinearity and W-nonclassicality. This result is in perfect agreement with the
exactly solvable models, we previously studied.
Summary
• There is an intuitive expectation that the anharmonic charcter of a potential can be
regarded as a resource to generate nonclassical ground states. The strict validity
of such an expectation, is, however, strongly linked to the specific details of the
Hamiltonian model being addressed and to the considered notion of nonclassicality.
• In this quantitive study, the nonlinearity of an anharmonic potential can be quanti-
fied via the non-Gaussianity of the ground state of the corresponding Hamiltonian.
• Nonlinearity of the anharmonic oscillator plays a crucial role in the generation
of W-nonclassicality (quantified by the negativity of the Wigner funcion), while
P-nonclassicality (quantified by the entanglement potential) may be also obtained if
the anharmonicity induces just squeezing.
• The solvable anharmonic potentials can be reduced to a single-parameter de-
pendence and give rise to a monotonic relation between nonlinearity and W-
nonclassicality.
• For multi-parameter anharmonic potentials (studied perturbatively) a given value
of nonlinearity bounds the possible degrees of nonclassicality of the ground state,
without determining it unambiguously. Even for W-nonclassicality a perfect corre-
spondence with nonlinearity breaks down, but the induced bound is tighter.
3The same behavior is shared by the W-noclassicality, but the curves for different value of k are not shown,
as the region between the extremal curves in Fig. 6.9 is very narrow.

CHAPTER 7
Backflow of probability and Wigner negativity
The present chapter is dedicated to a peculiar and little-known quantum mechanical
effect, the so-called quantum backflow effect [302]. This is a counterintuitive behaviour of
the quantum mechanical probability current (here studied for a quantum free particle in
one dimension): the current may assume negative values even for wave-packets without
negative momentum components. Intuitively, this means that a particle with positive
momentum can have an increased probability of “going back” for a small fraction of time.
This effect was discovered in connection with the arrival-time problem in quantum
mechanics [17], but it was studied in details only several years later in Ref. [33], where a
bound for the maximal fraction of the probability that can flow backwards during a finite
time interval was found. This bound turns out to be an adimensional constant cbm ≈ 0.04,
independent from the mass of the particle and from the duration of the effect itself;
remarkably, this value is also independent from the Planck constant h¯.
More recently, the backflow effect has attracted some more attention: improvements in
the numerical estimation of cbm have been addressed [79, 228] and additional bounds, an-
alytical examples, and connections with realistic measurements have been provided [125,
202, 303]. An explicit scheme to experimentally detect backflow in a Bose-Einstein con-
densate has been proposed [217]. The same behaviour was found also for a particle in
a linear potential [189] and for a Dirac particle [190] and an analogue effect for angular
momentum has been studied [269].
At variance with the subject of the previous chapter, the backflow effect is a dynamical
effect, being connected to the free propagation of a particle. However, despite being a
dynamical effect, the occurrence of backflow is entirely determined by the properties of
the initial quantum state, because the dynamics in the phase space is essentially classical,
as we have explained in Sec. 1.4 and as we are going explain in more in details.
Clearly, this backflow effect is an intrinsically quantum phenomenon and we will
show that it is intimately connected with negative values of quasiprobability distributions
in the phase space, in particular the Wigner function. In some sense, this effects provides
a direct and tangible consequence of such negative values; this is consistent with a school
of thought which assigns practical and philosophical meaning to negative probabilities in
quantum mechanics [83, 254].
Starting from these considerations, the main goal of the work we present here is to
investigate how the backflow of probability (negativity of the probability current), is
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connected to the negativity of the Wigner function. Our results indicate that quantum
backflow captures a different and more restrictive notion of nonclassicality, with the
negativity of the Wigner function being only a necessary prerequisite for its occurrence.
This idea is confirmed by looking at the robustness to noise of this effect: the negativity of
the probability current is more easily destroyed than the negativity of the Wigner function
itself.
7.1 Phase-space dynamics and quantum backflow effect
7.1.1 Quantum and classical phase-space dynamics
A pure quantum state of a particle moving along a line (coordinate denoted by x) is a
continuous variable quantum system and it may be described either by its wave function
in the position representation ψt(x) = 〈x|ψt〉 or by a phase-space description using
the Wigner function. In this chapter we denote the Wigner function of the evolving
time-dependent state as:
W [ρ(t)](x, p) ≡W(x, p, t) . (7.1)
For systems subject to a potential depending only on the coordinates, i.e. governed by
the Hamiltonian
Hˆ =
pˆ2
2m
+V(xˆ), (7.2)
the Wigner function obeys the continuity equation
∂
∂t
W(x, p; t) + div J = 0, (7.3)
where
J =
(
Jx
Jp
)
(7.4)
is the Wigner function flow of the system in the phase space [28, 150, 262, 266]. This Wigner
flow can be decomposed as the product J = Wv, where v = J/W may be interpreted as
the velocity of the phase space flow. Remarkably, for potentials at most quadratic in x,
the velocity field v coincides with its classical analogue
v =
(
x˙
p˙
)
=
(
∂pH
−∂x H
)
. (7.5)
For this class of potentials the flow is thus Liouvillian, which means div v = 0, and the
Wigner function flows in the phase space as an incompressible fluid. This is equivalent
to the “covariant” evolution of the Wigner function under quadratic Hamiltonians in
Eq. (1.119).
Some typical quantum effects arise as a consequence of the fact that the Wigner
function can take negative values. We can see that in regions where W is negative the
Wigner flow J = Wv takes place in the direction opposite to the velocity v, which, in turn,
gives the direction of the classical phase space flow.
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7.1.2 The quantum backflow effect
The properties illustrated in the previous section may bear some unexpected results, such
as the so-called quantum probability backflow effect. Let us consider a initial wave packet
containing only components of positive momentum; the wave function at time t = 0 is
given by
ψ(x, 0) =
1√
2pih¯
∫ +∞
−∞
dp e
ipx
h¯ φ(p)Θ(p) (7.6)
where Θ(p) is the Heaviside step function, vanishin for negative values of p. In this
situation the Wigner function of the particle is entirely localised in the positive momentum
half plane of the phase space.
As we have seen the Wigner flow for a free particle coincides with the classical phase
space flow, that is the one given by the velocity
v =
( p
m
0
)
. (7.7)
In the positive momentum region, where our particle is localised, the velocity is therefore
always in the positive x direction. However, in points where the Wigner function takes
negative values, the Wigner flow points in the negative x direction. The volume of the
Wigner function in the x ≥ 0 half plane in phase space coincides with the probability of
finding the particle in the positive position semi-axis at a given time:
P(t) =
∫ +∞
−∞
dp
∫ +∞
0
dx W(x, p; t) =
∫ +∞
0
dx |ψt(x)|2 . (7.8)
By the continuity equation (7.3), the time derivative of this volume is given by the Wigner
flow through the x = 0 line in phase space:
j(t) :=
d
dt
P(t) =
∫ +∞
−∞
dp
p
m
W(0, p; t). (7.9)
The expression in Eq.(7.9) coincides with the quantum mechanical probability current in
the origin, i.e.
j(t) =
ih¯
2m
(
ψt(0)
∂ψ∗t
∂x
(0)− ψ∗t (0)
∂ψt
∂x
(0)
)
. (7.10)
According to classical intuition, one would expect the wave packet described above
to move in the positive spatial direction with a constant average velocity and hence
the probability P(t) to increase monotonically with time, as the particle moves into the
positive position semi-axis. However, this is the case only for states with a sufficiently
classical behaviour. If the Wigner function takes negative values, its phase space flow can
be in the negative direction even in the positive momentum region. If the negative flow
occurs in a sufficiently large section of the x = 0 line, the derivative (7.9) can indeed take
negative values.
As a consequence, for a generic quantum state, even if in the limit t → +∞ the
probability P(t) globally and monotonically increases, approaching the limiting value
P(t) = 1, there may exist time intervals in which it is a locally decreasing function of
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time. The particle thus appears to “go back” towards the negative semi-axis. In order to
quantify the backflow effect, one may consider the maximal amount of such temporary
decrease of the probability density:
β[ψ] :=
∣∣∣∣ inft1<t2[P(t2)− P(t1)]
∣∣∣∣ . (7.11)
The increase in probability over a time interval (t1, t2) (the most negative values of which
we must find to compute backflow) can be expressed in terms of the phase space flow in
Eq. (7.9) as follows
F(t1, t2) := P(t2)− P(t1) =
∫ t2
t1
dtj(t) . (7.12)
Upon considering the incompressible fluid nature of the Wigner flow, one may define a
natural motion of phase space points so that this motion has velocity given by the field v:
a point initially in (x, p), after a time interval t is mapped to
ϕt(x, p) =
(
x + pm t
p
)
. (7.13)
Because of the incompressible nature of the flow, the Wigner density remains constant
along this motion, that is
W(x, p; t) = W(ϕ−t(x, p); 0) , (7.14)
as can be seen also from (1.119) upon considering the matrix diag[0, 1/m] in the quadratic
Hamiltonian. Using this result we can express function (7.12) as
F(t1, t2) =
∫
R
dx dp W(x, p; t2)−
∫
R
dx dp W(x, p; t1)
=
∫
ϕ−t2 (R)
dx dp W(x, p; 0)−
∫
ϕ−t1 (R)
dx dp W(x, p; 0)
=
∫
Ω
dx dp W(x, p; 0) ,
(7.15)
where R is the x ≥ 0 half-plane and the region Ω = ϕ−t1(R) \ϕ−t2(R) is an angular
sector in the phase space. In polar coordinates Ω is defined by
pi
2
+ arctan
(
t1
m
)
≤ φ ≤ pi
2
+ arctan
(
t2
m
)
, (7.16)
and no constraint on the radial coordinate. The increase in probability over the time
interval (t1, t2) may be thus seen as the flow of the Wigner volume initially (at t = 0) in
the region Ω into the x ≥ 0 half-plane. If there exists at time t = 0 a sector Ω in which
the Wigner function has negative integral, then there is also a time interval in which this
probability increase is actually negative and the state shows the backflow effect. We refer
the reader to [293] for a more detailed analysis of integrals of the Wigner function on
angular sectors in phase spaces in the context of quantum harmonic analysis.
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7.1.3 Quantum backflow and nonclassicality
The backflow effect cannot be observed for a particle moving according to the classical
laws of motion. In this sense its occurrence is a manifestation of the genuine quantum
nature of the state under investigation. In the previous Section, we have seen how
negativity of the Wigner function is a prerequisite to observe negativity of the probability
current, and a question arises about the general connection between the two notions of
nonclassicality. In particular we focus on W-nonclassicality; at variance with the previous
section we use the actual volume of the negative part of the Wigner function, i.e. ∆ defined
in (8.2.1) (we omit the dependence on the state) and not the normalized nonclassicality
measure ν.
If we choose t1 and t2 as the time interval corresponding to the minimum in Eq.(7.11),
then −F(t1, t2) is equal to the backflow measure of the state β[ψ]. In this way we may
identify the Wigner negativity volume ∆ of the initial state as an upper bound to the
backflow: if we denote by V+Ω (V
−
Ω ) the volume of the positive (negative) part of the
initial Wigner function on the sector Ω then, recalling equation (7.15), we may write the
following inequality
β[ψ] = −(V+Ω −V−Ω ) ≤ V−Ω ≤ ∆ . (7.17)
This confirms that W-nonclassicality quantified by the volume ∆ is a necessary condition
for backflow. Moreover, a question arises on whether a more precise quantitative relation
exists between β and ∆. In order to concretely check whether this is the case, we consider
an explicit example and analyze in some details the two quantities for superpositions of
Gaussian wavepackets.
7.2 Superpositions of Gaussian states
7.2.1 Quantum backflow for superpositions of Gaussian states
The quantum backflow effect is not observed in states with a positive Wigner function.
For this analysis, we are going to consider the superposition of two Gaussian momen-
tum wave-packets of width σ centered on different positive momenta. An overview of
quantum backflow for such states may be found in [303]. For σ → ∞ one recovers a
superposition of two plane waves with different momenta, which is the simplest example
of a state presenting backflow [33, 302], though it does not correspond to a physical state.
In the following, we analyze the backflow for a general normalized superposition with
complex coefficients of two Gaussian wave packets. These state are an example of the
Gaussian cat states [207], introduced as a generalization of the so-called cat states often
studied in quantum optics [70, 307].
We are not intersted to systematically study the effect in the whole range of physical
parameters. Rather, our main goal is to compare backflow and nonclassicality in some
particularly relevant conditions. To this aim, we are interested in finding a state which
gives a local (in the parameter space) maximum of the backflow and to study the states in
the neighbouring region of the parameter space.
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As usual we work in natural units such that h¯ = 1 and we choose a particle with unit
mass, m = 1. We consider following initial state, written in momentum representation
φ0(p) = N
[
e−(p−p0−δ)
2σ2 + αeiθe−(p−p0)
2σ2
]
, (7.18)
where all the parameters are real numbers. The normalization condition fixes the value of
N in terms of the other parameters as follows
N(σ, p0, δ, α, θ) =
(
2σ2
pi
) 1
4 (
1+ α2 + 2e−
1
2 δ
2σ2α cos θ
)− 12 . (7.19)
The time evolved wave function, its expression in position representation and the time
dependent probability current in the origin can be calculated analytically, but we do not
report their explicit expressions here. One can see, however, that these quantities can be
more conveniently expressed in terms of the following rescaled adimensional parameters:
p˜0 = σp0 t˜ =
t
σ2
δ˜ = σδ . (7.20)
With this choice, the current j(t˜) can be expressed as the product of a dimensional factor
1
σ2
with an adimensional oscillating function of the remaining parameters j˜
(
t˜; p˜0, δ˜, α, θ
)
.
Upon applying a change of variables to the integral in Eq.(7.12) we obtain:
F(t1, t2) =
∫ t˜2
t˜1
dt˜ j(t˜) (7.21)
with t˜k = σ2tk, k = 1, 2, from which it is apparent that the width σ only changes the
size of the time interval in which backflow is observed, while the value of the backflow
itself only depends on the adimensional parameters p˜0, δ˜, α and θ. This is in agreement
with Ref. [33], where it is emphasized that the duration of the backflow effect can be
changed arbitrarily. However, this extra degree of freedom may be useful if we want to
consider states at fixed energy. Indeed, if we want to maximize the backflow at fixed
energy E, we can minimize the flux (7.21) as a function of p˜0, δ˜, α and θ, and then choose
the appropriate value of σ to obtain a state with a given value of energy E.
Clearly, these states are not strictly confined to the positive momentum region.
Nonetheless, the total volume of the wave function localized on the negative semi-axis
in momentum representation can be arbitrarily reduced by taking a Gaussian centered
on a positive momentum sufficiently larger than its width. Indeed, by considering only
values of p˜0 larger than 3 (after fixing σ = 1), the negative volume is of the order of 10−9,
a value corresponding to irrelevant effect on the backflow (we also performed an explicit
numerical check).
In Fig. 7.1 we show the probability P(t˜) and current j˜(t˜) for a given superposition of
two Gaussian wavepackets. We can appreciate that the time intervals where probability
decreases coincide with the negative regions of the current. According to Eq. (7.12) and
since the probability P(t˜) is known analytically, the backflow may be easily computed
if we know the time interval which contains the most negative peak of the current.
Unfortunately, finding the zeros of the current has to be done numerically. Alternatively,
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the backflow may be also computed through a numerical integration of the negative part
of the current 12
(∣∣ j˜(t˜)∣∣− j˜(t˜)) over an interval containing the most negative peak. This
method does not require the exact knowledge of the zeros, though it requires to check
that only the right peak is contained within the integration interval.
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Figure 7.1: The probability P(t˜) (solid blue curve) and the current j(t˜) (dashed red curve) for a
superposition of Gaussian wavepackets with α = 2, δ˜ = 11, p˜0 = 3, θ = pi4 , and σ = 10. See Eq.
(7.18) for details. The value of the current j(t˜) is multiplied by 10 in the figure in order to appreciate
its behaviour.
Let us analyze the behaviour of the backflow as a function of the different parameters.
At first, we notice that the β[ψ] is a decreasing function of p˜0, at any fixed set of values
of the other parameters, see the left panel of Fig. 7.2. Maximum backflow is therefore
attained by fixing p˜0 to its lowest allowed value; as mentioned above we choose p˜0 = 3 to
ensure a vanishing negative momentum component. The effect of the parameter θ is that
of shifting the position of negative peaks of the current along the time axis, as it may be
seen in Fig. 7.3. Intuition suggests that maximum backflow is obtained for a current with
a minimum located in t˜ = 0, i.e. θ = pi. Actually, the central peak is not always the one
corresponding to the greatest backflow; nonetheless, in order to simplify our analysis, we
focus on a parameter range for which the central peak is indeed the most negative one.
Unless otherwise specified, from now on we fix the values p˜0 = 3 and θ = pi and
investigate the dependence of backflow on the parameters α and δ˜. In particular, we
explore the first-quadrant region of the
(
α, δ˜
)
plane bounded by the lines α = 1 and
α = 1+ δ˜/ p˜0 (which is obtained by imposing j˜(0) ≤ 0). For different values of θ other
regions may be found where backflow is present, but no analytic expression can be found.
The backflow β[ψ] as a function of α and δ˜ is shown in Fig. 7.4. We can see that β[ψ]
shows a maximum, from which it decreases going towards the boundaries of the region.
The maximum is obtained for α ' 1.9, δ˜ ' 11, corresponding to β[ψ] ' 0.0063 (a value
slightly larger than the one found in Ref. [303]). The region closer to the value α = 1 is
not shown in the plot as the backflow is not given by the central peak.
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Figure 7.2: Backflow β as a function of θ and p˜0, the different curves represent a different choice of
the couple of parameters α and δ˜: α = 2, δ˜ = 11(solid blue); α = 3, δ˜ = 15 (dashed orange); α = 1.8,
δ˜ = 5 (dotted green); α = 2.5, δ˜ = 8 (dot-dashed red). Left panel: β as a function of p˜0, with θ = pi.
Right panel: the difference between β as a function of θ and β obtained for θ = pi, with p˜0 = 3; the
values on the ordinate axis are in units of 10−4.
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Figure 7.3: The probability current j(t˜) as a function of t˜ for different values of θ at fixed values
of the other parameters (α = 2, δ˜ = 11 and p˜0 = 3). The horizontal line highlights that the global
minimum corresponds to the central negative peak.
7.2.2 Quantum backflow and Wigner nonclassicality for Gaussian superpositions
The Wigner function of the superposition state in Eq. (7.18) is given by
W0(x˜, p˜) =
e−x˜2/2
[
α2e−2( p˜− p˜0)
2
+ e−2( p˜− p˜0−δ˜)
2
+ 2α cos
(
x˜δ˜− θ)e−2( p˜− p˜0− δ˜2)2]
pi
(
1+ α2 + 2αe− δ˜
2
2 cos θ
) ,
(7.22)
where, consistently with Eq. (7.20), we used the rescaled variables
x˜ =
x
σ
p˜ = σp . (7.23)
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Figure 7.4: The backflow β computed numerically as a function of parameters α and δ˜ in the range
α ∈ [1.5, 3], δ˜ ∈ [5, 25].
Notice that the rescaling is not altering the volume element and that W0(x˜, p˜) does not
explicitly depend on σ. This means that also the Wigner negativity ∆, as it happens for
the backflow β, does not depend on σ.
The Wigner function in Eq. (7.22) is characterized by two Gaussian peaks correspond-
ing to the two momenta p0 and p0 + δ and by an interference region located halfway
between the two peaks. In Fig. 7.5 we show a contour plot of the Wigner function, which
provides an intuitive explanation to the behaviour of the backflow. On the one hand, the
interference effects (and thus the negative regions of the Wigner function) are more pro-
nounced if the the amplitude of the two Gaussians is the same (i.e. for α = 1). However,
this is not leading to maximum backflow, since the Gaussian peaked at p0 + δ prevails
in the integration region. These intuitive argument suggests that no monotonic relation
between Wigner nonclassicality and quantum backflow shold be found. As a matter of
fact, since the positive parts of the Wigner function in the region Ω may compensate
for the negative ones, it is possible to find states not showing backflow despite having
negative Wigner function. Moreover, we may also find pairs of states with increasing
backflow but decreasing negativity. This non monotonic behaviour of the backflow is
illustrated in Fig. 7.6, where parametric plots of the backflow as a function of the Wigner
negativity are shown for varying α or δ˜.
Finally, we point out that quantum backflow exhibits sudden death for some values
of the parameters. As for example, if α is bigger than the threshold value α = 1+ δ˜/ p˜0
there is no backflow. Analogue threshold values for δ˜ at fixed α may be found. On the
contrary, Wigner negativity due to the interference fringes dies only asymptotically, i.e.
when a single Gaussian state is recovered. This remarkable difference may be observed
in both panels of Fig. 7.6, where we have regions with no backflow but nonzero Wigner
negativity.
7.3 Backflow and phase space smoothing
We now study the robustness of the backflow effect against the addition of thermal noise,
which corresponds to a Gaussian smoothing in the phase space. We start by quickly
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Figure 7.5: Density plot of the Wigner function of the superposition of Gaussian states with the
maximum backflow, the integration region Ω is the shadowed region between the two dashed lines
corresponding to p = −mt1 x and p = −mt2 x.
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Figure 7.6: Left panel: parametric plot of the backflow β as a function of the nonclassicality ∆ for
δ˜ = 11 and varying α ∈ [1.5, 10]. Right panel: parametric plot of the backflow β as a function of the
nonclassicality ∆ for α = 2 and varying δ˜ ∈ [1, 20].
recalling some notions about s-ordered quasiprobabilities, in order to emphasize the
similarity of our analysis to the notion of nonclassical depth.
7.3.1 s-ordered quasiprobability distributions
The Wigner function can be generalized to the family of s-ordered quasiprobability
distributions [27, 44], which are routinely used in quantum statistical optics to obtain
expectation values by averaging over the phase space. A quasiprobability distribution
W(x, p, s) is labeled by the index −1 ≤ s ≤ 1, which reflects a particular choice of
the ordering of the canonical operators in the expectation value to be computed. For
the specific values s = 1, 0,−1 we have the Glauber P function (normal ordering), the
Wigner function (symmetrical ordering) and the Husimi Q function (antinormal ordering),
respectively. For s < s′, two quasiprobabilities of different ordering are connected through
a Gaussian convolution
W(x, p, s) = W(x, p, s′) ? G(x, p, s′ − s) =
∫
dx′dp′W(x′, p′, s′)G(x− x′, p− p′, s′ − s);
(7.24)
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where ? denotes convolution and the function G is a Gaussian defined as
G(x, p, κ) =
1
piκ
exp
[
− x
2 + p2
κ
]
. (7.25)
From Eq. (7.24) one sees that going from s = 1 to s = −1 the distributions gradually
become well-behaved and positive definite functions, thanks to the Gaussian smoothing.
This is the idea leading to the definition of the nonclassical depth [164]. This quantity is
the value of s closer to s = 1 corresponding to a positive and non-singular distribution
for a given state. In other words, the nonclassical depth represents the minimum amount
of convolution needed
7.3.2 s-dependent current
Here, in order to assess the robustness of backflow against noise, we are going to consider
a generalized definition of the probability current based on the s-ordered quasiprobability
distributions. Notice that in principle only the Wigner function may be used to compute
the current via Eq. (7.9) since the Wigner function is the only s-ordered quasiprobability
distribution that has position and momentum probability distributions as marginals.
On the other hand, introducing generalized s-dependent currents is meaningful if we
note that the convolution of a Wigner function with a Gaussian represents the Wigner
function of the quantum state after the interaction with a thermal environment. Let us
consider the master equation of a system interacting with a bosonic bath, expressed in
terms of the creation and destruction operators
dρ
dt
= γ(n¯ + 1)D[aˆ]ρ+ γn¯D
[
aˆ†
]
ρ (7.26)
where γ is the loss rate and n¯ is the average photon number of the thermal environment.
In terms of the Wigner function, the solution of the above equation may be written as
e−τWt(e−τ/2x, e−τ/2 p) = W0(x, p) ? G(x, p,−sτ), (7.27)
where τ = γt and sτ = −(2n¯ + 1)(eτ − 1), see e.g. [27, 215, 257] for details. W(x, p, s) is
thus the Wigner function of the state obtained from the initial one after the interaction with
a noisy environment. Notice that the rescaling due to dissipation, i.e. the exponentials
of τ appearing on the l.h.s. of (7.27), plays no role in determining the negativity of the
Wigner function and the backflow.
If the initial state has the Wigner function W0(x, p), the state after the noisy interaction
has a Wigner function given by
W0(x, p, s) = W0(x, p) ? G(x, p,−s), (7.28)
where s is a function of the temperature, of the damping coefficient and of the interaction
time. At this point, we consider W0(x, p, s) as the initial Wigner function of a mixed state
evolving according to the free particle Hamiltonian, and we get an s-dependent and time
dependent Wigner function
Wt(x, p, s) = W0
(
x− p
m
t, p, s
)
, (7.29)
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which can in turn be used to compute the s-dependent current
j(t, s) =
∫ +∞
−∞
dp
p
m
Wt(0, p, s). (7.30)
We only consider −1 ≤ s ≤ 0, in order to have a smoothing of the initial Wigner function;
in terms of ordering this means going from the Wigner towards the Q function.
We stress that this way of proceeding is completely different from considering the
backflow of a truly open quantum system, where in general the expression for the
probability current is not the same [301].
7.3.3 s-dependent backflow and negative current depth
Having defined an s-dependent current we can straightforwardly apply the definition
of backflow (7.12) and obtain an s-dependent backflow. As we can see in Fig. 7.7 the
backflow vanishes for a certain s > −1, therefore it is less robust than the negativity
of the Wigner function. Having more backflow initially (for s = 0) usually means that
the backflow of the state survives longer (i.e. it disappears for a value of s closer to −1).
However, as it may be seen from Fig. 7.7, this is not necessarily the case for any choice of
the parameters.
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Figure 7.7: Plots of the s-dependent backflow as a function of the Gaussian smoothing parameter s.
From top to bottom in the region s ≈ 0 we have the states with α = 2 and δ˜ = 7 (solid blue), α = 2
and δ˜ = 6 (dashed orange), α = 3 and δ˜ = 10 (dot-dashed green).
In order to better analyze this behaviour we introduce, in analogy with the nonclassical
depth, the negative current depth, which is defined as follows. Upon denoting by C the
subinterval of s ∈ [−1, 0] leading to a positive s-dependent current in (7.30), then the
negative current depth sm is defined as
sm ≡ inf
s∈C
(−s), (7.31)
which is a positive quantity bounded between 0 and 1. This quantity provide an alterna-
tive quantification of backflow; instead of quantifying how much probability is flowing
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Figure 7.8: The negative current depth (solid blue) and the backflow (dashed orange). Left panel:
the quantities are shown as a function of α for δ˜ = 11. Right panel: as a function of δ˜ for α = 2.
backwards we quantify the amount of Gaussian convolution, i.e. noise, needed to destroy
the backflow effect of a given initial state.
Fig. 7.8 shows that the negative current depth and the backflow of a quantum state
have similar behaviour, but regions where they are not monotonic exist, as it can be seen
in the right panel. Upon looking at the values of sm in Fig. 7.8, and since for all these
states the negativities of the Wigner function completely disappear only for s = −1, we
conclude that the backflow is a very fragile form of nonclassicality. Notice that other
criteria for nonclassicality exist and their behaviour for superpositions of Gaussian states
in the presence of a thermal environment has been studied [215]. Results have shown that
almost all these indicators vanish for a finite Gaussian smoothing, except the visibility of
the interference fringes which vanish only asymptotically.
Summary
• The quantum backflow effect is a counterintuitive behaviour observed in the proba-
bility current of a one-dimensional free particle, which may be negative even for
states with vanishing negative momentum component. As a result, for a particle
moving in the positive x direction, the probability of finding it in the region x < 0
can increase for finite amounts of time during the evolution.
• This effect can be quantified by the maximal amount of probability that can flow in
the x < 0 region during any time interval.
• Quantum backflow may be described in the phase space, showing that its occurrence
is connected to the classical phase space dynamics of a nonclassical initial state.
• The quantitative measure of backflow has a different behaviour than negative
volume of the Wigner function in terms of the defining parameters of the state, in
particular it vanishes for some threshold values.
• The negativity of the probability current is a feature which is more easily destroyed
by a thermal environment than the negativity of the Wigner function itself.
• Overall, these results suggest that backflow represents a more restrictive and more
fragile notion of nonclassicality, and the negativity of the Wigner function is just a
necessary condition for its occurrence.

CHAPTER 8
Resource theory of non-Gaussianity and Wigner negativity
This is the last chapter of this Thesis and we can finally use the word resource in a a more
precise manner, by presenting a (convex) resource theory of non-Gaussianity and Wigner
negativity. We have briefly introduced Gaussian states of bosonic systems in Sec. 1.4.2,
where we already pointed out that the Gaussian formalism has been the cornerstone of
continuous-variable (CV) quantum technology, due to its relative simplicity and to the
many physical platforms which can be accurately described by it.
Notwithstanding the vast phenomenology of truly quantum features displayed by
Gaussian systems, there are several no-go theorems showing that some protocols cannot
be realized in the Gaussian domain. The prime example of such restrictions is found in the
task of entanglement distillation [74, 86, 111], a result which has recently been generalized
to a large class of quantum resources beyond entanglement [162]. Other similar no-go
theorems include: error correction [208], universal quantum computation [169, 191], and
more [142, 180]. Furthermore, several CV quantum information protocols can improve
their performances when they are implemented with relevant non-Gaussian states and
operations. We have seen an example of this for quantum estimation in Chapter 5, but
the same is true for teleportation [58, 210, 211] and cloning [38, 57] and many others.
From this discussion it should be clear that non-Gaussian states and operations can be
considered crucial elements for the development of CV quantum information technologies.
As a matter of fact there have been major research efforts to understand and characterize
them and towards their experimental generation. In particular, quantum optical schemes
as photon-subtraction and photon-addition have been extensively studied [155, 205, 210,
213, 249].
Roughly speaking, a resource theory would answer questions like “Is it possible to
transform a given non-Gaussian state to another one with Gaussian transformations,
and how hard is to do so?”. However, for reasons that will be explained, no satisfactory
resource theory of non-Gaussianity has been developed yet. This fact represents a major
obstacle to our understanding of non-Gaussian resources and the development of applica-
tions thereof. The work we present in this Chapter has the goal to overcome this obstacle
by introducing a general theoretical framework for non-Gaussian resources.
These questions about the manipulation of non-Gaussian states with Gaussian opera-
tions is timely, for several reasons. First of all these these operations are becoming a reality
in quantum optical experiments [197] and they have proved to be useful, for example, to
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counteract the effect of decoherence of non-Gaussian states [84, 163]. Moreover, different
protocols that require a non-Gaussian element can be often improved with Gaussian
operations. This is the case for entanglement distillation based on photon subtraction,
whose performances can be enhanced by implementing local Gaussian operations [49, 87,
309].
Resource theories [59] are a powerful framework to study manipulation of quantum
states under some operational restriction on the allowed operations. Entanglement
theory is the prototypical example but many others have been recently developed. In
particular, general results have been obtained for a vast class of resource theories both
in the asymptotic [34] and single-shot regime [116]. In general, a resource theory stems
from two interlinked starting points. First, the identification of a set of operations that
are regarded, for reasons that depend on the setting at hand, as readily available (free
operations). For example, these are local operations and classical communication in the
resource theory of entanglement. Second, the classification of all possible states in two
categories: free states, that are considered freely available (typically via free operations)
and non-resourceful, and resource states. Separable and entangled states are an example of
this classifications. The quantification and manipulation of resources via free operations
are the central concerns of resource theories.
There are at least two major difficulties towards such a theory in the case of non-
Gaussian resources. First, it is natural to identify the set of Gaussian states as free states.
However, this set is not convex and therefore non-Gaussianity per se cannot be considered
a quantum resource of practical relevance in general: in fact, non-Gaussianity can be
generated by classical randomness, which is a readily available in most contexts and
therefore, from an operational view-point, free. Second, the intrinsic infinite-dimensional
character of CV systems implies that some operations (conditioning on the continuous real
outcomes of measurements, see below) that are ideally free in various resource theories
are, in this context, unfeasible. These two roadblocks have hindered the development of a
satisfactory resource theory, namely a theory that is both general and of practical relevance
in realistic settings. We try to overcome these roadblocks by adopting a pragmatic
approach and incorporating them in our definitions of free operations and states.
Our analysis is based on tools developed to describe quantum systems via their
phase-space representation, as reviewed in Sec. 1.4.1. In this formalism, quasiprobability
distributions play a central role and their non-positivity is considered as a characteristic
trait of quantumness. We have briefly commented about this point, when we introduced
nonclassicality in Sec. 1.4.4; however, negativity of quasiprobabilities is a very general
feature of quantum theory [66, 81, 82], directly linked to its contextual character [67, 135,
264]. For CV systems, the connection between negativity of the Wigner function and
Gaussian states is strong: pure states with a positive Wigner function are only Gaussian,
as stated by the Hudson theorem [136, 263]. The situation is more complicated when
dealing with mixed states, since there is no equivalent to the Hudson theorem [41, 183,
184]. In particular there exist mixed states that are not mixtures of Gaussian states, yet
have a positive Wigner function [85, 103, 126, 138, 149, 216]. Despite this, we are going to
introduce a computable resource quantifier based on the negativity of the Wigner function
and we are going to show that it is a proper monotone for the resource theory at hand.
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The framework presented in this Chapter is based on an analogous one for finite-
dimensional systems (discrete variables, DVs), where the challenge to identifying the
resource responsible for quantum advantage in quantum computation has led to the
formulation of various resource theories [5, 134, 265, 286]. In this context, stabilizer states
and Clifford unitaries play the role of Gaussian states and unitaries, respectively. On
the other hand, so-called magic states play the role of non-Gaussian states. For finite
dimensional systems it is natural to define Wigner functions on a finite dimensional state
space [110, 194] (opposed to the CV phase space) and in particular for odd-dimensional
systems a DV version of the Hudson theorem was proven [117]. For such systems, it has
been shown that the negativity of the discrete Wigner function is necessary to obtain a
circuit which is both universal and cannot be efficiently simulated with known classical
algorithms [185, 226, 239, 285]. Based on this, a computable monotone —dubbed mana—
has been identified [286]. The monotone that we introduce here can be considered as a
CV counterpart of the DV mana.
In the context of CV quantum computation, non-Gaussian operations are known to be
necessary to attain universality [169]. Non-Gaussian operations can in turn be enabled
by non-Gaussian states via gate teleportation, the Gaussian protocol at the basis of CV
measurement-based quantum computation. However, it is not clear in general which
non-Gaussian states can play this crucial enabling role [21, 77, 109, 248, 270, 284, 292]
and at which cost in terms of circuit synthesis [255]. In addition, some sub-universal CV
circuits have been rigorously proven hard to simulate classically. In particular, recent
proposals based on non-Gaussian inputs and Gaussian operations and measurements [50,
73, 173] fall clearly in the framework presented here — which then provides quantitative
tools for their analysis.
After developing the general framework, we apply it to two tasks. First, we as-
sess and compare the resourcefulness of various non-Gaussian states that have been
theoretically proposed or even realized experimentally. In particular, we are going to
see that the cubic phase state —a resource that unlocks universality in the context of
CV measurement-based quantum computation— has a degree of resourcefulness that
can be non-trivially boosted by squeezing operations. Also, we give evidences that
photon-added and photon-subtracted states are at most as resourceful as a single-photon
Fock state. Second, concerning state manipulation, we evaluate the efficiency of a set of
Gaussian simple protocols that consume copies of non-Gaussian inputs to produce more
resourceful outputs. These types of resource-concentration protocols are usually a critical
point of other resource theories, such as for quantum communication and fault-tolerant
DV quantum computation. Our results individuates optimal working points of these
concentration protocols, and can thus be used to guide the development of new more
efficient ones.
After the completion of the work presented here and in [10], we have become aware
of work by R. Takagi and Q. Zhuang [272] covering very similar issues.
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The ingredients of a resource theory are: free operations, free states, and resource states.
The fundamental condition that links these elements is that the set of free states must be
closed under the set of free operations —i.e. it must not be possible to obtain a resource
state by applying only free operations. This restriction still leaves much freedom in
the choice of both free operations and states, and the structure of the resource theory
is dictated by this choice. One can choose the free operations and then consequently
define free states as the maximal set generated by free operations acting on one fiducial
state. Vice-versa, by fixing the set of free states, free operations can be considered as
the maximal set that leaves the free states invariant. The freedom left by the abstract
formulation is generally restricted by operational issues. Crucially, we are guided by
practical considerations regarding the prompt availability of operations such as classical
randomness and conditional measurements.
In this section, we introduce a resource theory based on two pragmatical considera-
tions: first, we consider operationally relevant Gaussian transformations, including in
particular those that involve conditioning on coarse-grained measurements; second, we
consider convex free-state sets. These features set apart our framework from previous
studies on the quantification and manipulation of non-Gaussian resources [104–106, 312].
8.1.1 Free operations
The set of free operations is our starting point for the construction of the resource theory.
In general, there is a contrast between physically motivated sets of operations and other
larger sets with better mathematical properties.
Physically motivated operations are those which, in a given context, can be assumed
to be implementable without effort —for example, SLOCC operations in entanglement
theory, or stabilizer operations in the resource theory of stabilizer computation. Un-
fortunately, these operations are usually hard to characterize and other sets of free op-
erations, with better mathematical properties, are often introduced (maximal resource
non-generating operations). Even though they do not generate any resource, some
amount of resource is typically needed to practically implement them. As said, here we
adopt an operational point of view, hence we are not going to deal with these maximal
resource non-generating operations.
Ideal and operational Gaussian protocols
Here, we denote with |ψG〉 an arbitrary pure Gaussian state, with UˆG a Gaussian unitary,
and with S(H) the set of density operators on the Hilbert spaceH of an arbitrary (finite)
number of bosonic modes. In the context of quantum optics a set of free operations with
a strong operational motivation is given by Gaussian protocols (GPs), which we define as
follows.
Definition 1. A Gaussian protocol is any map from ρ ∈ S(H) to σ ∈ S(H′) composed of the
following operations:
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1. Gaussian unitaries: ρ→ UˆG ρ Uˆ†G.
2. Composition with pure Gaussian states: ρ→ ρ⊗ |ψG〉〈ψG|.
3. Pure Gaussian measurements on subsystems: ρ→ TrS[ρ1⊗ |ψG(α)〉〈ψG(α)|]/p(α|ρ),
with probability density p(α|ρ) = Tr[ρ1⊗ |ψG(α)〉〈ψG(α)|] where α is a vector of con-
tinuous measurement outcomes in the real domain.
4. Partial trace on subsystems: ρ→ TrS[ρ].
5. The above quantum operations conditioned on classical randomness or
(a) single measurement outcomes (ideal case)
(b) measurement outcomes falling into finite-size intervals (operational case).
The above operations encompass what is routinely available in current experiments
where CVs are manipulated at the quantum level. They include general quadratic inter-
actions, the generation and control of a large number of bosonic systems, and efficient
measurement strategies such as homodyne detection, which correspond to a projection
on an infinitely squeezed and unnormalized Gaussian state |ψG〉. Actually, requirement
3. could be restricted to homodyne detection only, since the projection on any Gaussian
state can be obtained via Gaussian unitaries and homodyne detection [111]. In particular,
in quantum optical setups, such Gaussian unitaries correspond to inline squeezing op-
erations and passive linear optics circuits [36]. Notice that probabilistic operations are
included, therefore a generic probabilistic GP ΛGP is a trace non-increasing CP map. Physi-
cally, nondeterministic maps come from selecting particular states based on measurement
outcomes; this operation cannot generate resource states from free states, not even proba-
bilistically. However we are going to see that it is possible to use nondeterministic free
operations to probabilistically concentrate the resource.
The requirements 1.-4. above are standard in the context of non-Gaussianity quan-
tification [104–106], whereas requirement 5. needs an explanation. First and foremost, a
reasonable request for a quantum resource theory is that classical randomness should not
be regarded as a resource, therefore the inclusion of conditioning on classical randomness.
In turn, as anticipated, the latter entails that set of GPs is convex. Second, GPs are the CV
analogous of the stabilizer operations introduced in Ref. [286] but with some relevant
differences due to the infinite dimensional setting. Since the outcomes of projective
Gaussian measurements are continuous parameters, single outcomes are obtained with
zero probability. Therefore the class of GPs satisfying property 5.a (ideal GPs) contains
operations that are unattainable practically; for this reason, in the applications of our
resource theory, we mainly consider the subclass of GPs that satisfy condition 5.b —which
we dub operational GPs. This subclass is defined by the requirement that every output
state must be obtained with finite probability, therefore every conditioning must be done
on a finite-size interval of measurement outcomes. The major consequence of choosing
operational GPs is that they exclude the possibility to define a resource theory on pure
states only, since output states with non-zero probability must be mixed. We remark that
this is a peculiar feature of the framework here introduced that is inherently linked to
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infinite-dimensional systems, without analogue in the resource theories introduced so far
in DV settings.
To conclude this part, we stress again that, from an operational point of view, it is not
useful to enlarge the set of GPs, since any operation “easy” to implement in the lab is
already included. Not surprisingly however, these physically meaningful free operations
are hard to characterize mathematically —similarly to what occurs for other resource
theories.
8.1.2 Free states
We consider two classes of free states, both satisfying the standard requirements [34] —in
particular, both being closed with respect to GPs. The first class is the most natural choice,
and it is given by the maximal set of states that can be generated via GPs —namely, the
Gaussian convex hull, defined as
G =
{
ρ ∈ S(H) | ρ =
∫
dλ p(λ)|ψG(λ)〉〈ψG(λ)|
}
, (8.1)
where p(λ) is an arbitrary probability distribution. We remark that λ in Eq. (8.1) repre-
sents the vector of 2n2 + 3n real parameters needed to parametrize an arbitrary n-mode
pure Gaussian state. We dub continuous variable quantum states not in the Gaussian
convex hull G as quantum non-Gaussian (QnG). Therefore, the theoretical framework de-
rived considering set G is dubbed the resource theory of quantum-non-Gaussianity. We recall
that witnesses of QnG states have previously been introduced [85, 103, 126, 138, 149, 216],
albeit outside of a resource theoretical context.
Alternatively, one can define the free states as those with a positive Wigner function:
W+ =
{
ρ ∈ S(H) |Wρ(r) ≥ 0
}
, (8.2)
where Wρ ≡ W [ρ] is the Wigner function of the state ρ; this set is also convex and it is
a proper superset of G, i.e. G ⊂ W+. As per the Hudson theorem [136, 263], these two
sets coincide when restricted to pure states. We dub continuous variable quantum states
with a non-positive Wigner function (states not in the setW+) as Wigner negative (WN).
Therefore, the theoretical framework derived consideringW+ is referred to as the resource
theory of Wigner negativity. We recall that, from an operational point of view, a positive
Wigner function is a sufficient condition to have a quantum system that can be efficiently
simulated by classical algorithms [185, 226, 239, 287].
As already mentioned, not all Wigner-positive states can be generated using GPs.
In this sense, the choice of W+ as free states of the theory is less natural with respect
to choosing G. This is still a valid choice, in the same sense that, for the entanglement
resource theory, it is a valid choice to consider the set of states with positive partial
transpose. QnG states with positive Wigner function are bounded resources: despite the
fact that they cannot be generated using GPs, no other resource (free resource) can be
extracted from them using GPs only —not even when an arbitrary large supply of them
is available.
The definition of the set G allows to specify some additional considerations regarding
GPs. An arbitrary GP can be extended to a deterministic (trace-preserving) GP ΛDGP by
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considering all the possible outcomes. A deterministic GP can be characterized in terms
of its free Kraus operators; free means that the trace-decreasing map given by a single
Kraus operator is a GP itself. By considering Kraus operators corresponding to all the
continuous outcomes of Gaussian measurements, we can write ΛDGP(ρ) =
∫
dλKλρK†λ,
where KλGK†λ ⊂ G (disregarding normalization). A different free Kraus representation of
ΛDGP can be obtained by coarse-graining measurement outcomes, ΛDGP(ρ) = ∑i KiρK†i ,
with where KiGK†i ⊂ G; in this case every Kraus operator corresponds to an operational
GP, i.e. it gives an output state with finite probability.
Absence of maximally resourceful states
A relevant observation that can be made at this stage is that no maximally resourceful
states exist in the present resource theory —a result that is at odds with the most common
resource theories, including entanglement. Namely, there is no resource state that can be
transformed via GPs into any other state, in particular any other pure state.
For operational GPs, this is an immediate consequence of the fact that the output
states are either mixed (when measurements are involved) or they are the output of a
Gaussian unitary operation on the given state. In the latter case a parameter-counting
argument immediately proves the claim since, on one hand, Gaussian unitaries on a finite
number n of bosonic systems are characterised by a finite number of parameters (namely,
the dimension of the affine symplectic group ISp(2n,R): 2n2 + 3n), whereas, on the other
hand, a generic pure CV state cannot be specified by a finite number of parameters,
due to the infinite dimension of the Hilbert space. A slightly refined argument is valid
also for the case of ideal GPs. Again, it is sufficient to consider the case of pure output
states. In fact, any ideal GP with pure outputs is an element of the set of (non necessarily
positive) linear bounded superoperators Φ that send the set of Gaussian states into itself.
These maps Φ have been studied in details in Ref. [65], where it is proven that they are
characterised by a finite number of parameters. Therefore, again a parameter-counting
argument proves the claim.
The absence of a maximally resourceful state implies relevant consequences that are
peculiar to the present resource theory. First, regarding resource quantification, there exist
no natural unit for the resource at hand to which all measures can be normalized. Second,
regarding resource manipulation, there exist no natural target for resource distillation
protocols, nor a natural starting state for resource dilution.
Despite this, notice that there exist at least one class of states that can play the role of
maximally resourceful states, the so-called cubic-phase states [115] (see below). It is in
fact known that, provided that an arbitrary large supply of these states can be consumed,
any state can be generated via ideal GPs [191] (as recalled, magic states play an analogous
role for DV stabilizer protocols). In Sec. 8.3.1 we thus consider cubic-phase states more
closely. A similar result is suggested to hold true also for Fock states [109].
8.1.3 Monotones
Once the sets of free operations and states are chosen, one can indeed try to quantify a re-
source. In general, there is no unique way to quantify a resource and different monotones
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are usually connected to the performance of different tasks. Moreover, monotones can be
used as a tool to assess the feasibility of resource conversion. In the best case scenario, a
complete set of monotones can give necessary and sufficient conditions for the conversion
between resource states, as in [5].
We can now define both Quantum-non-Gaussianity and Wigner Negativity mono-
tones.
Definition 2. A Quantum-non-Gaussianity (resp. Wigner Negativity) monotone is a functional
from the set of quantum states to non-negative real numbersM : S(H)→ [0,∞) which satisfies
the following properties
1. M(ρ) = 0 ∀ρ ∈ G (resp. W+).
2. (Monotonicity under deterministic Gaussian protocols)
For any trace-preserving GPΛDGP the monotone must not increase:M(ρ) ≥M(ΛDGP(ρ)).
3. (Monotonicity on average under probabilistic Gaussian protocols)
Given a trace-preserving GPΛDGP we can express its action in terms of free Kraus operators,
we require that the monotone must not increase on average:
(a) Ideal case: ΛDGP(ρ) =
∫
dλp(λ|ρ)σλ, where σλ = 1p(λ|ρ)KλρK†λ. We require that
M(ρ) ≥ ∫ dλp(λ|ρ)M(σλ).
(b) Operational case: ΛDGP(ρ) = ∑i pi|ρσi, where σi = 1pi|ρ KiρK
†
i . We require that
M(ρ) ≥ ∑i pi|ρM(σi)
Some additional properties that a monotone can enjoy are faithfulness:M(ρ) > 0 ⇐⇒
ρ /∈ G (resp. W+), convexity:M(
∫
dνp(ν)ρν) ≤
∫
dνp(ν)M(ρν) for a generic probability
distribution p(ν) and additivity: M(ρ⊗ σ) =M(ρ) +M(σ)1. If the monotone is convex,
monotonicity on average directly implies monotonicity under deterministic operations
(3a =⇒ 2), moreover convexity also gives operational average inequalities from the ideal
ones (3a =⇒ 3b).
Monotones can be used to give bounds on the efficiency of interconversion between
resource states. Suppose that Λ is a free operation which converts resource states in a
probabilistic manner: it maps k copies of ρ to m copies of a target state σ, i.e. Λ
(
ρ⊗k
)
=
σ⊗m with probability p. By virtue of the monotonicity on average (3b) we can write
M
(
ρ⊗k
)
≥ pM(σ⊗m), (8.3)
where we considered an operational GP to get a finite probability p and we discarded the
other conditional states in the sum.
Moreover, additive monotones allow us to express the inequality in terms single letter
quantities
kM(ρ) ≥ p mM(σ). (8.4)
1In the context of entanglement theory this property is called strong additivity, while weak additivity only
requiresM(ρ⊗n) = nM(ρ).
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This inequality also gives a lower bound for the average conversion ratio [286]. On
average we will need to run the probabilistic operation 1/p times to obtain a successful
outcome, therefore the average number n of copies needed to extract m target states is
E[n] = k/p. We can thus rewrite (8.4) as
E[n] =
k
p
≥ mM(σ)M(ρ) , (8.5)
i.e., the average number of copies of the input state is lower bounded by the ratio of the
monotones times the number of output copies of the protocol. This means that in order to
concentrate the resource (i.e.,M(σ)/M(ρ) > 1), we need an average conversion ratio
smaller than unity m/E[n] < 1.
If free operations converting two resource states in both directions exist, we must
haveM(ρ⊗k) =M(σ⊗m); this is trivially true if the conversion is achieved with a free
unitary transformation. It is usually difficult to exactly convert between resource states
using a finite number of copies, therefore it is customary to consider conversions in the
asymptotic limit of infinite copies. However, we are not going to treat the asymptotic
resource theory of QnG in the present work.
Faithful quantum non-Gaussianity monotones
Before going on to introduce our main monotone in Sec. 8.2, which is a non-faithful
monotone, we want to mention here two possible ways to define faithful QnG monotones.
The non-Gaussianity measure δ introduced in Sec.1.4.4, which we can also call relative
entropy of non-Gaussianity, can be considered as a monotone for the resource theory
non-Gaussianity, where the set of free states is the non-convex set of Gaussian states. For
this reason the relative entropy of non-Gaussianity can be arbitrarily increased by GPs.
However, we believe it should be possible to build a QnG monotone by extending this
measure to mixed states with a convex roof construction, i.e.
δCR[ρ] = inf
pi ,|ψi〉
∑
i
piδ[|ψi〉] (8.6)
where ρ = ∑i pi|ψi〉〈ψi|; i can also represent a continuous value, in which case pi becomes
a distribution and the sum is replaced by an integral. The functional δCR is convex by
construction and property 1 and 2 of Definition 2 can easily be proven. We have not been
able to prove property 3a (property 3b follows by convexity), however we performed
some preliminary numerical checks and we conjecture property 3a to be true.2
A second approach to introduce faithful monotones could be to connect the resource
theory of quantum non-Gaussianity to the resource theory of coherence; something in this
spirit has been proposed for the DV resource theory of magic [203]. For CV, the resource
theory of coherence has been generalized to the coherent state basis through a limiting
procedure [274]; the resulting coherence monotone is also a monotone for the resource
theory of linear optics, i.e. passive Gaussian transformations. This can be interpreted also
2After the completion of the work presented in this chapter, a preprint where this conjecture has apparently
been solved has appeared [224].
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as a resource theory of nonclassicality for CV systems, where nonclassical states as those
with a negative Glauber-Sudarshan P-function, see Sec. 1.4.4. Remarkably, this resource
theory has recently been studied in detail and linked to a metrological interpretation [161,
300]. We stress that this framework is entirely different from ours, since in our resource
theory squeezing is assumed to be free.
For our purposes it might be possible to take similar steps and define a resource
theory of superpositions of pure Gaussian states. An viable option could be to generalize
results from [276], where a general resource theory of superposition of arbitrary non-
orthogonal states is presented, for finite dimensions. We leave such questions open for
future investigations.
8.2 A computable monotone: continuous-variable mana
Negativity of the Wigner function has long been recognized as an important quantum
feature and in particular the volume of the negative part has been introduced as a
nonclassicality quantifier (see Sec. 1.4.4). Here we use it to define a resource monotone.
In [286] a computable and additive magic monotone based on the negative values of
the discrete Wigner function, dubbed mana, was introduced. We call the CV counterpart
CV mana3; it is defined as (all the logarithms in the following are taken to be in base 2 (we
measure quantities in bits)
W(ρ) = log
(∫
dr
∣∣Wρ(r)∣∣), (8.7)
where the integral runs over the whole phase-space R2n, n is the number of modes and
Wρ(r) ≡ W [ρ](r) is the Wigner function of the state ρ. In the next section we explicitly
show that this monotone satisfies all the required properties even if it is not convex.
Clearly, the CV mana is a faithful monotone for the resource theory of Wigner Negativ-
ity but not for Quantum-non-Gaussianity. This is akin to what happens in entanglement
theory for the log-negativity of entanglement [235, 311], depending on whether one
considers separable or positive partial transpose states as free states.
The CV mana is an additive monotone, since the Wigner function of separable states
can be factorized. This means that the bound (8.5) is valid and we can use the ratio
between logarithmic Wigner negativities to lower bound the average number of copies
of an input resource state to obtain a certain number of copies of the target state using a
probabilistic Gaussian protocol. We remark that this result does not say anything about
the actual existence of such protocols.
Similarly to the DV case we can prove that the CV mana is essentially the unique mea-
sure which depends on the negative values of the Wigner function, under the assumption
that the position of these “negative patches” in phase space do not affect such a measure.
The proof follows the same idea of the DV case presented in [286] and lately extended to
coherence and entanglement [311].
3The manuscript where these results were presented has been accepted for publication, but this monotone is
renamed Wigner logarithmic negativity (WLN) in the final version. In this Thesis we retain the original name.
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As a final remark, notice that the CV mana is computable in the sense that its value can
usually be assessed by numerical integration. However, in general it is not possible to
obtain closed-form expressions, since the analytical integration of the absolute value of a
function requires finding the zeros of such function.
8.2.1 Proofs about CV mana
We start by first considering a monotone based the integral of the absolute value of the
Wigner function, called Wigner negativity:
N [ρ] =
∫
dr|Wρ(r)| − 1 , (8.8)
(this is twice the volume of the negative part of the Wigner function ). After proving the
properties of this monotone it is easy to generalized them to CV mana.
Wigner negativity
The Wigner negativity (8.8) trivially satisfies property 1 of Def. 2 and in the following we
prove that it also satisfies all the properties implied by property 3. The constant factor −1
does not affect the proofs, it is only needed to make the monotone take the value zero on
states with a positive Wigner, so we just consider the integral of the Wigner function in
the following statements.
1. Invariance under Gaussian unitaries
N [ρ] = N
[
UˆGρUˆ†G
]
(8.9)
This directly follows from the definition of Wigner function (1.119) by changing the
integration variables, since det S = 1.
2. Invariance under composition with Gaussian states
N [ρ⊗ ρG] = N [ρ] (8.10)
This property directly follows from the fact that the Wigner function of a tensor
product is the product of Wigner functions, see Eq. (1.113), and from the fact the
Gaussian states have Gaussian (and thus positive) Wigner functions.
3. Non-increasing on average under Gaussian measurements∫
dλp(λ)N [ρλ] ≤ N [ρ] (8.11)
We consider a Gaussian POVM
∫
dλΠˆλ = 1, whereW [Πˆλ](r) are Gaussian func-
tions. Given an initial state ρ we have the unnormalized post-measurement states
σλ = TrB
[
ρΠˆλ
]
, the probability density p(λ) = Tr
[
ρΠˆλ
]
and the normalized post
measurement states ρλ = σλ/p(λ).
148 8.2 A computable monotone: continuous-variable mana
Since the Wigner transform is a linear functional and probability density are positive
we can write ∣∣∣∣W[∫ dλp(λ)ρλ](r)∣∣∣∣ = ∣∣∣∣∫ dλp(λ)W [ρλ](r)∣∣∣∣, (8.12)
and using linearity again we have that∣∣∣∣∫ dλp(λ)W [ρλ](r)∣∣∣∣ = ∣∣∣∣∫ dλW [σλ](r)∣∣∣∣, (8.13)
where σλ are unnormalized post measurement states, for which the Wigner function
is given by (1.112). We can thus write∣∣∣∣∫ dλW [σλ](r)∣∣∣∣ ≤ ∫ dλ|W [σλ](r)| = ∫ dλ∣∣∣∣(2pi)N′ ∫ dr′W [ρ](r, r′)W [Πλ](r′)∣∣∣∣
≤
∫
dλ(2pi)N
′
∫
dr′
∣∣W [ρ](r, r′)W [Πλ](r′)∣∣ = ∫ dr′∣∣W [ρ](r, r′)∣∣,
(8.14)
where we used the integral triangle inequality and the POVM resolution of the
identity for the Wigner functions (1.109).
Integrating both sides of this inequality w.r.t. r we get to the sought result:
N
[∫
dλp(λ)ρλ
]
≤
∫
dλp(λ)N [ρλ] ≤ N [ρ], (8.15)
where we also proved monotonicity under trace preserving operations. By taking
the appropriate limit these results hold also for homodyne measurements, where
W [Πλ](r′) are proportional to Dirac deltas functions.
4. Non-increasing under partial trace
N [TrBρAB] ≤ N [ρAB] (8.16)
This property follows from the fact that the Wigner function of a partial trace the
marginal of the Wigner function of the bipartite system (cf. Eq. (1.111)), using again
the integral triangle inequality as in the previous proof.
5. Convexity
N
(∫
dνp(ν)ρν
)
≤
∫
dνp(ν)N (ρν) (8.17)
Trivially follows from the integral triangle inequality (that we have actually already
used in the proof at point 3).
To have an operational Gaussian protocol, i.e. in order to have non-zero conditional
probabilities, we need to consider a finite region of the outcome space Ωi and not a
single outcome. Formally this procedure amounts to a coarse-graining of the continuous
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outcomes into subsets, thus defining a new POVM. The new effects for discrete outcomes
are just obtained by integration Πi =
∫
Ωi
dλΠλ, where the outcome space is partitioned
as Ω = ∪iΩi. The Wigner function of such POVMs is thus a statistical mixture of the
original Wigner functions; as a consequence, since the original functions are always
positive, the same is true for the coarse grained ones. This implies that the previous proof
can straight-forwardly extended to these coarse-grained POVMs. The same inequality for
coarse grained POVMs can be obtained by virtue of the convexity of N .
Finally, we remark that the proofs discussed do not rely on the Gaussian character of
states and POVM elements, but just on the positivity of their Wigner functions.
CV mana
The CV mana (8.7) can be defined in terms of the Wigner negativity (8.8) as
W[ρ] = log(N [ρ] + 1). (8.18)
Properties 1, 2 and 4 follow directly from the fact that log(x + 1) is a monotonically
increasing function of x.
For the mana the chain of inequalities (8.15) splits in two separate inequalities
W
[∫
dλp(λ)ρλ
]
≤ W[ρ] (8.19)∫
dλp(λ)W[ρλ] ≤ W[ρ]. (8.20)
The the first inequality represents monotonicity under deterministic operations and fol-
lows from (8.15) and from the monotonicity of the logarithm. Inequality (8.20) represents
monotonicity on average and it is guaranteed by Jensen’s inequality∫
dλp(λ) log(N [ρλ] + 1) ≤ log
(
1+
∫
dλp(λ)N [ρλ]
)
, (8.21)
which holds since the logarithm is a concave function. Notice that the same inequality is
true also for the coarse grained case, since Jensen’s inequality is valid both for discrete
and continuous distributions.
Similarly to what happens in other resource theories, the logarithm makes this mono-
tone additive for separable states W[ρ1 ⊗ ρ2] = W[ρ1] +W[ρ2], but also breaks convex-
ity. To have a convex monotone after the logarithm, the original monotone should be
log-convex, f (px + (1 − p)y) ≥ f (x)p f (y)1−p, which is a stronger requirement than
convexity. The lack of convexity is the reason why inequalities (8.19) and (8.20) are not
chained as (8.15).
8.2.2 Uniqueness of negativity and mana
The argument given in [286] for the uniqueness of sum negativity can be adapted to CV,
even though in this case we need to perform the limit to unphysical infinite energy states.
We present the single mode case for simplicity, the argument can be easily generalized to
multi-mode states.
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We assume to have two states ρ and ρ′ with the same negativity (and thus also the same
mana) N [ρ] = N [ρ′]; we also assume thatMN is a generic monotone that depends only
on the negative values of the Wigner function, but not on their position in phase space.
We define a function fρ(x, y) = |Wρ(x, y)| when Wρ(x, p) is negative and fρ(x, y) = 0
everywhere else. We note that fρ(x, p)/N [ρ] is a well defined probability distribution. If
ρ and ρ′ have negative values we build two ancillary states
σ =
∫
dxdy fρ(x, y)|x〉〈x| ⊗ |y〉〈y|,
σ′ =
∫
dxdy fρ′(x, y)|x〉〈x| ⊗ |y〉〈y|,
(8.22)
where |x〉 are unnormalized position eigenstates, which are the infinite squeezing limit of
Gaussian position squeezed states. Therefore we have
MN [ρ] =MN
[
ρ⊗ σ′] =MN[ρ′ ⊗ σ] =MN[ρ′], (8.23)
the two outer equalities are due to the fact that σ and σ′ are the limit of a sequence of states
in G. The central inequality is due to the fact that the monotoneMN depends only on the
negative value of the values of the Wigner function and not on their position. Note that
the two Wigner functions have the same negative values, since the Wigner function of σ
and σ′ correspond exactly to the probability distribution function fρ/N [ρ] and fρ′/N [ρ′],
since the Wigner functions of |x〉 is a one dimensional δ function. Equality (8.23) implies
thatMN is a function ofN . Suppose thatN [ρ′] ≥ N [ρ], we can always find a new state σ
such thatMN [ρ′] =MN [ρ⊗ σ] ≥MN [ρ], where the last inequalities is due to the weak
monotonicity property of monotones. This means thatMN is a monotonically increasing
function of N .
Furthermore, if we require that MN is additive, i.e. MN [ρ⊗n] = nMN [ρ] we can
also follow the proof given in [311] to show thatMN must correspond to the mana W
multiplied by an arbitrary positive constant.
8.3 Resource analysis of classes of pure states
Given its relevance in the general framework just introduced, now we use the CV mana
to assess the resourcefulness of some paradigmatic examples of non-Gaussian states. In
particular, besides the aforementioned class of cubic phase states, we focus also on states
that are of relevance in quantum optical experiments: photon-added, photon-subtracted,
and cat states.
In addition to the CV mana, given that we consider pure states only, we also calculate
the non-Gaussianity, see Eq. (1.157). As said, the latter is still not proved to be a monotone
in our framework, however the comparison between the two quantities is particularly
fruitful to single out the properties of the states considered.
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8.3.1 Cubic phase state
As recalled, a particularly important non-Gaussian continuous variable state is the so
called cubic phase state [115]. For finite squeezing it is defined as
|γ, r〉 = exp
[
iγxˆ3
]
Sˆ(r)|0〉, (8.24)
where the squeezing operator Sˆ(r) = exp
[
− i2 r(xˆ pˆ + pˆxˆ)
]
for r > 1 squeezes in mo-
mentum and anti-squeezes in position — i.e., the Heisenberg evolution of the position
operator is Sˆ(r)† xˆSˆ(r) = er xˆ. This implies that a squeezing unitary can be used to change
the value of γ of a cubic phase gate [115]:
Sˆ(r)† exp
[
iγxˆ3
]
Sˆ(r) = exp
[
iγe3r xˆ3
]
. (8.25)
This identity shows that we can “consume” the initial squeezing to enhance the
nonlinear parameter by anti-squeezing the state (a Gaussian unitary)
|e3r′γ, r〉 = S(−r′)|γ, r + r′〉. (8.26)
This means that every monotone must be a function of the effective parameter e3rγ, since
it has to be invariant under Gaussian unitaries:
M(|γ, r〉) =M
(
|e3rγ, 0〉
)
= f
(
e3rγ
)
. (8.27)
As a consequence the contour lines of any monotone on the plane (r,γ) are of the form
γ ∝ e−3r. In particular, Eq. (8.27) shows that the resourcefulness of the cubic phase state
can be boosted by increasing the initial squeezing.
We remark that in the case of infinite squeezing r → ∞ Eq. (8.26) formally means
that we can freely interconvert between ideal cubic phase states with simple Gaussian
operations. This is consistent as long we assume to be in the degenerate case where the
monotone assumes an infinite value for every cubic phase state, irregardless of the value
of γ.
For a pure cubic phase state we can also compute the relative entropy of non-
Gaussianity (1.157), which is again invariant for Gaussian unitaries
δ[|γ, r〉] = h
(√
1+ 9(e3rγ)2
)
, (8.28)
where h(x) =
(
x+1
2
)
log
(
x+1
2
)
−
(
x−1
2
)
log
(
x−1
2
)
; we can explicitly see the dependence
on the combination e3rγ. This measure goes to infinity as log
(
e3rγ
)
for e3rγ → ∞, as
expected.
We are working with pure states and therefore the Hudson theorem implies that if one
measure is zero also the other has to be zero. Furthermore, in this and in the following
examples we observe that, as long as both the mana W and the non-Gaussianity δ are
functions of a single effective parameter, the two measures are monotonic and thus display
the same qualitative behaviour. We remark that the same fact has also been observed
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Figure 8.1: Non-Gaussianity δ (solid blue) and manaW (dashed red) of the cubic phase state as a
function of their unique parameter γe3r. Inset: parametric plot of the two quantities.
for ground states of anharmonic potentials [9]. Given this heuristic argument, we also
expect the mana of the cubic phase state4 to be a monotonically increasing function of its
effective parameter, with a behaviour similar to the measure δ; this is indeed what we
observe from a numerical evaluation, see Fig. 8.1. In particular we expect it to diverge
like the non-Gaussianity monotone in the limit of infinite squeezing or nonlinearity, in
accordance to the intuition from Eq. (8.26).
8.3.2 Photon subtracted/added Gaussian states
The single-mode photon subtracted and photon added Gaussian states are respectively
defined as |α, r〉sub = N−1/2sub aˆD(α)S(r)|0〉 and |α, r〉add = N−1/2add aˆ†D(α)S(r)|0〉, where
Nsub = sinh
2 r + |α|2 and Nadd = 1 + sinh2 r + |α|2 are normalization constants. These
states have been realized experimentally [18, 19, 25, 205, 212, 213] and they have recently
been suggested as non-Gaussian ancillas to implement arbitrary non-Gaussian opera-
tions [21]. Multimode photon subtracted and added Gaussian states have also shown a
non-trivial interplay with entanglement [289].
We can employ again the invariance under Gaussian operations to get
M[|α, r〉sub] =M
[
N−1/2sub
(
eiψ sinh |r||1〉+ α|0〉
)]
(8.29)
M[|α, r〉add] =M
[
N−1/2add (cosh |r||1〉+ α∗|0〉)
]
, (8.30)
where r = |r|eiψ andM represents a generic monotone.
The results above suggest that the maximum amount of resource reachable by these
two classes of states is that of a single photon state |1〉, a result in agreement with the
physical intuition about the preparation of these states. Photon subtracted states can
be prepared by sending the input state in a high-trasmissivity beam-splitter and then
4To compute the mana we have used the analytical Wigner function of the cubic phase state [133], but we do
not report the expression here.
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Figure 8.2: Non-Gaussianity δ (full lines) and manaW (dashed lines) of photon subtracted (blue,
lower curves) and photon added (red, upper curves) states as a function of r for fixed |α| = 1.
The horizontal black lines represent the value of the two figure of merit for the state |1〉. Inset:
parametric plot of the two quantities. Since a photon-added state is non-Gaussian for any value of
r, bothW and δ never go to zero. In the region δ ' 0.8 the two parametric curves perfectly overlap.
conditioning on a single photon detection on an output mode. On the other hand, photon
addition can be implemented as beam splitting the input state with a single photon state,
and then conditioning the output on the detection of no photons. This resource theoretical
analysis shows that measurements and ancillary states are indeed equivalent resources in
this case, as clearly confirmed by the plot in Fig. 8.2. We remark that while these schemes
are appropriate for single mode states, more complicated schemes might be needed for
multimode states, see e.g. [24, 237] for photon subtraction.
We can compute the non-Gaussianity (1.157) for these pure states
δ[|α, r〉sub] = h
√√√√ 8(
|α|2csch2(r) + 1
)3 + 1
 (8.31)
δ[|α, r〉add] = h
√√√√ 8(
|α|2sech2(r) + 1
)3 + 1
; (8.32)
once again this is a function of a single parameter in both cases. In Fig. 8.2 we also observe
that non-Gaussianity and mana have the same qualitative behaviour.
8.3.3 Cat states
We now want to complement the intuition we gained with the previous examples on a
different class of non-Gaussian states: Schro¨dinger cat states. We are going to see that the
two figures of merit represented by Non-Gaussianity δ and mana W can also display a
qualitatively different behaviour.
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Figure 8.3: Non-Gaussianity δ (full lines) and mana W (dashed lines) of cat states for different
values of the parameters as a function of |α|. The values of the parameters are (a): φ = pi/4, θ = pi,
(b): φ = pi/4, θ = 0, (c): φ = pi/8, θ = pi and (d): φ = pi/8, θ = 0. Inset: parametric plot of the same
quantities.
We define a cat state as the superposition of two coherent states |α〉 and | − α〉 and we
keep both the amplitudes and the relative phase as parameters, as follows
|ψ(α, φ, θ)〉 = 1√
K
(
cos φ|α〉+ sin φeiθ | − α〉
)
, (8.33)
where K is a normalization constant
K = 1+ sin(2φ) cos θe−2|α|
2
. (8.34)
The non-Gaussianity δ[|ψ(α, φ, θ)〉] is not a function of the absolute value |α| only, but
it depends on both angles; we do not report here the cumbersome analytical expression of
this quantity. A comparison between the two figures of merit shows that their behaviour
is qualitatively the same as a function of φ and θ, while they show a remarkable difference
as functions of |α|. As a matter of fact, while the mana is known to saturate to a finite value
for increasing separation between the two Gaussian peaks of the Wigner function [151],
the non-Gaussianity diverges, i.e. lim|α|→∞ δ[|ψ(α, φ, θ)〉] = ∞.
This is shown in Fig. 8.3, where we present the two quantities for a choice of pa-
rameters φ and θ as a function of |α|. We stress that even though the two quantities
have a different behaviour, they still remain monotonically increasing functions of one
another (but not strictly monotonic). It is reasonable to ascribe this difference to the
fact that non-Gaussianity is sensitive to the distance between the state in question and
pure Gaussian states. Given the double-peaked structure of cat states such a distance is
bounded to increase indefinitely for large energies. On the other hand the CV mana is
clearly insensitive to this.
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8.3.4 Comparison at fixed energy
We conclude this section by studying the behaviour of the monotones as a function of the
mean number of bosonic excitations 〈nˆ〉, a standard resource in CV quantum information
processing. In general there is no one to one relationship between mean energy and any
QnG or WN monotone, therefore we consider the maximum value of the monotones for
every fixed value of 〈nˆ〉.
For the cubic phase state the problem amounts to maximizing the parameter e3rγ. We
find that the mana of the cubic phase state is a monotonically increasing function of 〈nˆ〉
as intuitively expected. For photon subtracted and photon added Gaussian states the
problem amounts to maximizing the probability of the |1〉 component in (8.29) and (8.30).
When 〈nˆ〉 > 1 the maximum value of both monotones is the same as for the state |1〉 and
this is achieved for α = 0. The photon-subtracted state can also have 〈nˆ〉 ≤ 1, in this case
the maximal value for both monotones is equivalent to that of the state
√
1− 〈nˆ〉|0〉+√〈nˆ〉|1〉 5. For cat states we restrict to equal amplitudes of the two components, i.e.
φ = pi/4. In this case, for 〈nˆ〉 > 1 we have that θ = pi, i.e. the odd cat state, is always
optimal. However, when 〈nˆ〉 < 1 the state with θ = pi does not exist and we need to
numerically find the best angle θ for every value of 〈nˆ〉.
All these findings are summed up in Fig. 8.4, where we report an explicit comparison
of the mana W as a function of 〈nˆ〉. We also show points corresponding to Fock states |n〉,
which have an higher value of W than the classes of states we consider. In particular, for
〈nˆ〉 = 1 photon subtracted/added Gaussian states and odd cat states reduce to the single
photon Fock state |1〉.
We remark that the same qualitative analysis applies also to the non-Gaussianity δ;
however, in this case it can be proven that Fock states have the maximum value of δ at
fixed energy [104].
8.4 Negativity Concentration via passive Gaussian operations
We have already recalled that, given an arbitrarily large supply of cubic phase states, it is
possible to generate any state via ideal GPs. It is therefore possible to increase the amount
of quantum non-Gaussianity of a state, and in particular to distil CV mana. Given the role
played by CV mana established by our framework, it is relevant to consider experimen-
tally realistic settings that can concentrate the amount of CV mana via operational GPs.
Specifically, taking inspiration from existing CV quantum state engineering protocols
based on linear optics, we now want to study the task of concentrating the negativity
of the Wigner function from many copies of an input state to a single output state. We
know that when a state can be transformed to another via GPs, then the conversion rate
is limited by the bound in Eq. (8.5), where we use the CV mana as monotone.
A more general framework which also makes use of single photon sources and general
Gaussian measurements detection has been presented in [225] to implement arbitrary
5We remark that the maximum value of the monotones is achieved for a vanishing value of the parameters α
and r and this corresponds to the limit of a vanishing probability of a successful photon subtraction, i.e. the
normalization constant Nsub → 0
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Figure 8.4: Maximal value of the mana as a function of the mean number of bosonic excitations for
the considered classes of states, the solid light blue line represents the cubic phase state, the dashed
orange line the class of cat states (with equal amplitude) and the dotted green line represents photon
subtracted and added Gaussian states, the red dots represents Fock states.
nonlinear potentials. Some general calculations about states obtainable starting from Fock
states by applying two-mode interactions and conditional operations based on homodyne
post-selection can be found in [109].
8.4.1 Quantitative study of a negativity concentration protocol
Let us exploit the theoretical framework described in the previous section to analyse a
quantum state engineering protocol based on beam splitter interaction. In what follows
we consider the mana W defined in Eq. (8.7) as the resource monotone. Each probabilistic
protocol is indeed a GP Λ that converts k copies of a resource state ρ, into m copies of a
state σ, with a given probability p.
Since we focus on the “negativity concentration” properties of these protocols, we
introduce two figures of merit. The first one corresponds to the resource gain of the
protocol, and it is defined as the relative difference between the mana of the output state
and the mana of the input state,
e[Λ] =
W(σ)−W(ρ)
W(ρ)
. (8.35)
The second figure of merit quantifies the efficiency of the protocol, and it is defined as
η[Λ] = p
mW(σ)
kW(ρ)
≤ 1 , (8.36)
whose maximum value is one, as a consequence of Eq. (8.4).
In particular, here we focus on a protocol that has been implemented experimentally
as described in Refs. [77, 78]: a pair of identical Fock states ρ = |n〉〈n| is mixed at a
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Figure 8.5: Schematic representation of the concentration protocol. The detector represents either
an homodyne (“homo”) with outcome x or an heterodyne one (“het”) with outcomes α = |α|eiθ .
The input states are two copies of ρ, while the output state σ is postselected according to the output
values of the measurement.
beam-splitter with transmissivity T, and a homodyne detection of the quadrature xˆ is
performed on one of the two arms, see Fig. 8.5. We also study the case of heterodyne
detection for comparison.
To gain intuition about this protocol, consider the output state of the beam splitter,
which is of the form∑2np=0 fp|p, 2n− p〉. If we were able to condition on the detection of no
photons we would obtain the state |2n〉, which in turn would imply the concentration of
the resource. However, conditioning on the vacuum via Gaussian measurements occurs
with zero probability and is therefore unfeasible. The actual protocol works instead
conditioning on outcomes that belong to a finite interval around zero. This produces a
POVM element which is very close to the ideal projection on the vacuum |0〉〈0|, but with
non-zero probability and therefore feasible [77, 78].
In the case of heterodyne detection, the state on the other arm of the beam splitter
is kept if the outcome of the measurement is in the range 0 < |α| < chet, while we
average over the phase θ (note that this makes the POVM elements diagonal in Fock
basis). Analogously, in the case of homodyne detection the output is conditioned on the
result x falling within the interval [−chom, chom]. Dealing with initial Fock states, these
computations are most easily carried out in Fock basis, using the matrix elements of the
beam splitter [3] and computing the coarse grained POVM matrix elements:
〈n| Πˆchom |m〉 =
∫ chom
−chom
dx〈n|x〉〈x|m〉 , 〈n| Πˆchet |m〉 =
∫ chet
−chet
d|α|
∫ 2pi
0
dθ
pi
〈n|α〉〈α|m〉 ;
(8.37)
These integrals can be efficiently evaluated for every value of chom/het. The (unnormal-
ized) conditional state and corresponding probability are then
σ˜hom = Trb
[(
Ubs(ρ⊗ ρ)U†bs
)
1⊗ Πˆchom
]
phom = Tra[σ˜hom] , (8.38)
and analogously for heterodyne detection. The output states of the concentration protocol
are the mixed states σhom = σ˜hom/phom and σhet = σ˜het/phet. The Wigner functions can
be obtained from the density matrix in Fock basis, by using the previous formulas (6.23).
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With homodyne conditioning it is not possible in general to obtain the state |2n〉, since
we would need to condition around a value x where all the wave functions 〈x|n〉 = 0 for
n > 1. This is possible just in the case of single photon states since the superposition is
simply between |0, 2〉 and |2, 0〉 and therefore we could approximate a projection on the
vacuum by conditioning the homodyne detection in a region around the zero of 〈x|2〉,
which is obtained for x0 = 1/
√
2.
In terms of our figures of merits we have k = 2 input and m = 1 output copies. To
start, we study the protocol with two single photon states |1〉 in input. The protocol
efficiency η[Λ] and the resource gain e[Λ] are plotted in the upper panels of Fig. 8.6
and 8.7, as a function of the heralding parameters chet and chom, and for different values
of T. We observe that e ≥ 0 up to certain threshold values of chet and chom, depending
on the the transmissivity T. On the other hand the maximum efficiency can always be
achieved for a balanced beam-splitter, since this maximizes the matrix element 〈2|σ|2〉 of
the output states. Typically, these optimal values are obtained for values of chet and chom
that in turn corresponds to lower values of e. This trade-off is better highlighted in the
lower panels of Fig. 8.6 and 8.7, where we show the efficiency η as a function of the gain
e. We observe that we can indeed gain more negativity with heterodyne heralding, since
we are approximately creating the state |2〉, in this case there is a strict trade-off between
η and e, i.e. η is a monotonically decreasing function of e.
For homodyne heralding we gain less negativity, but at least for T = 0.5, there is
an optimal region, where large values of the two figure of merits can be achieved (large
values in the sense that they are close to the maximum values that one can achieve via this
protocol, by changing the interval width chom). However, by changing the transmissivity
of the beam splitter we observe a monotonically decreasing behaviour of η as a function
of e, similarly to the heterodyne case.
We then consider the same protocol with lossy Fock states ρ = β|1〉〈1|+ (1− β)|0〉〈0|
as input (resource) states and by fixing the transmissivity to T = 1/2. We observe the
same trade-off in the parametric plot in Fig. 8.8: the protocol becomes less effective for
decreasing values of β, and the optimal region for homodyne measurements is not present
anymore for β . 0.9.
Finally, we consider Fock states |n〉 with n up to 5 as input resources (mixed at a
balanced beam-splitter) and we plot in Fig. 8.9 η as function of e. All the curves present
a similar behaviour, but it is clear that the performances of the protocol in terms of our
figures of merit decreases for increasing n.
A remark about negativity concentration
These schemes we studied are concentration protocols at the single copy level, in the sense
that the single outcome state is more resourceful than a single input state, but two input
states must be used.
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Figure 8.6: Heterodyne post-selection Efficiency η and negativity gain e for the heterodyne con-
centration scheme with two single photon Fock states |1〉 in input as a function of the conditioning
parameter chet for different beam-splitter transmissivities.
In particular, these schemes satisfy the following inequality
W(σ)
W(ρ⊗2)
< 1, (8.39)
which is a much stronger constraint than what imposed by the bound (8.3), i.e. the
mana of the output state never surpass the mana of the global input state, not even
probabilistically.
The reason for this bound is that negativity of Fock states is sublinear in n [151], this
implies that
W(|2n〉) < 2W(|n〉) (8.40)
and the mana of the output states is never higher than the one of the state |2n〉.
One might think that this is true in general for GPs, but this is not the case. We found
a simple counter-example to this by considering a two-mode non-Gaussian entangled
input state of the form
|ψin〉 =
√
1− β|0, 0〉+√β|1, 1〉.
If one mode of this state is measured with an heterodyne detector and the outcome
conditioned to be in certain intervals, the remaining state on the other mode is thus the
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Figure 8.7: Homodyne post-selection Efficiency η and negativity gain e for the homodyne concen-
tration scheme with two single photon Fock states |1〉 in input. Top: both quantities as a function of
the conditioning parameter chom for different beam-splitter transmissivities. Bottom: parametric
plot of efficiency and negativity when chom is varied.
following mixture (we show the unnormalized state):
σ˜out =
∫ θ2
θ1
dθ
pi
∫ α2
α1
|α|d|α|
[
(1− β)|〈α|0〉|2|0〉〈0|+ β|〈α|1〉|2|1〉〈1|+
+
√
β(1− β)
(
〈α|0〉〈α|1〉|0〉〈1|+ 〈α|1〉〈α|0〉|1〉〈0|
)]
.
(8.41)
For sufficiently small values of β and conditioning “far” from the origin one can indeed
obtain W(σout) > W(|ψin〉). These outcomes are however very unlikely and the values
for the efficiency η are very low; even if the mana is increased we are not close to the
saturation of bound (8.3). For example we find that for α1 = 2.5, α2 → ∞, θ1 = −pi/6 and
θ2 = +pi/6 we have W(σout)−W(|ψin〉) ≈ 0.05, however the probability is very small
pout ≈ 5 · 10−4 and therefore the efficiency is negligible as well η ≈ 8 · 10−4.
Summary
• Understanding the possibilities and limits of manipulating non-Gaussian states with
Gaussian operations is a challenging but timely topic of research. Such operations
are found to be beneficial in many quantum information protocols involving non-
Gaussian states.
• We have introduced a general and physically motivated framework for the resource
theory of quantum non-Gaussianity and Wigner Negativity. The free operations,
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Figure 8.8: Parametetric plot of the efficiency η and the negativity gain e for both the heterodyne
and homodyne protocols with two lossy single photon states (1− β)|0〉〈0|+ β|1〉〈1| for different
values of β.
dubbed Gaussian protocols, are very general and involve all the relevant experi-
mental ingredients, including conditioning on measurement outcomes.
• In this resource theory there is no maximally resourceful state.
• We introduced a computable monotone —the CV mana (or Wigner logarithmic neg-
ativity), and used it to gauge the resource content of some classes of experimentally
relevant states.
• We studied the efficiency of some resource concentration protocols involving passive
interactions and Fock input states.
• The results presented here promote a celebrated quantifier of non-classicality — the
volume of the negative part of the Wigner function — to a fully fledged monotone
for this resource theory, which is relevant for quantum information processing
with infinite-dimensional systems. We argue that this framework will contribute
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and homodyne protocols with two Fock states |n〉 in input, for n = 1, . . . , 5.
towards the development of sub-universal and universal CV quantum information
processing.
• Our framework also incorporates the peculiar feature of CV measurements that
finite-probability output states are necessarily mixed. This is of practical relevance
when assessing the interconversion rate of state manipulation protocols.
Conclusion and outlooks
In this PhD dissertation we have presented two fairly different main themes, the leitmotiv
being the quest to identify “resources” for various tasks. As explained in the introduction,
this word has been mostly used in a colloquial manner, to express a slightly vague concept,
but also with a more precisely defined meaning in the last chapter.
In the first part we have presented a comprehensive quantum estimation theoretical
framework to handle continuously monitored quantum systems, shedding some light on
the correct figures of merit to use. The main quantifier of precision in quantum metrology
is the QFI, which comes in three flavours for such time-continuous metrological schemes.
We dubbed these figures of merit unconditional, effective and ultimate QFI, corresponding
respectively to the unconditional dynamics (Markovian master equation), the conditional
dynamics (Markovian stochastic master equation) and the unitary global dynamics of
system and environment (but still under a Markovian approximation). In particular, the
most experimentally relevant quantity is the effective QFI, since it pertains to realistic
monitoring strategies and it takes into account both the classical information gained by
the specific measurement and the information encoded on the conditional states. On the
other hand, the ultimate QFI is mostly used as a theoretical upper bound, derived by
assuming that any kind of measurement on the environmental modes is possible.
After laying out these quantum estimation theoretical tools, we have applied them to a
couple of concrete and interesting problems involving two level atoms. The first problem
we have tackled is magnetometry with large atomic ensembles. The limit of a large num-
ber of atoms was essential to obtain analytical results, thanks to a Gaussian approximation.
In this physical setup the coupling between the field used for continuous (homodyne)
monitoring and the atoms is collective, thereby implementing a time-continuous version
of a collective spin measurement. We have shown that this strategy is very powerful to
estimate the rotation induced by the magnetic field (which reduces to a displacement
in the Gaussian approximation). In particular, we have shown that both the classical
information coming from the observed photo-current and the QFI of the conditional
states exhibit Heisenberg scaling, i.e. quadratic in the number of atoms, even though the
initial state of the atoms was assumed to be completely uncorrelated.
The second problem addressed is frequency estimation with two level atoms (here
treated more abstractly as qubits) under a noisy dynamical evolution. In this case we have
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assumed an initially entangled state, but we have considered a separate environment
acting on each qubit. It is well known that for noisy unconditional dynamics (when the
environmental modes are not measured) no Heisenberg scaling can be obtained. We have
shown that perfectly monitoring the environment restores Heisenberg scaling for two
different geometries of the noise: parallel or transverse to the encoding Hamiltonian.
These results hold both for photon-counting and homodyne-detection. In the case of
parallel noise we have shown that the full information of the noiseless case can be regained,
and that by considering GHZ initial states the requirements on the implementation are
less stringent. We have shown that for inefficient measurements Heisenberg scaling is
lost (for parallel noise; for transverse noise the numerical results are inconclusive), but
one can still obtain a non-trivial gain in precision.
The second part of the thesis starts with another quantum estimation problem, involv-
ing only the unconditional dynamics; here the parameter to be measured is exactly the
coupling with the environment (i.e. the loss rate). We have shown that if the Hamiltonian
of the system includes a non-linear self-Kerr interaction it is possible to obtain a higher
value for the QFI of the evolved state, with the same initial Gaussian state. However, it is
more difficult to reap this advantage, because common measurement strategies do not
saturate the quantum Crame´r-Rao bound. In the regime of short interaction times we
could show that this improvement is significant and can also be witnessed by suboptimal
measurements on the state. These results are intriguing; while the nonlinear Hamiltonian
is clearly beneficial for initial Gaussian states, it seems hard to draw strong connections
with other nonclassical properties of the evolved state, as shown by considering already
non-Gaussian initial states.
We have then proceeded to study more closely nonclassical properties of continuous
variable systems. For some classes of anharmonic oscillators we have shown that the
degree of nonlinearity of the Hamiltonian, quantified by the non-Gaussianity of the
ground state, can be quantitatively linked to the nonclassicality of the ground state,
even though the details are dependent on the definition of nonclassicality considered. In
particular, we have shown that non-Gaussianity and the volume of the negative part of the
Wigner function for such ground states are very closely connected. They are monotonic
quantities when there is only one effective parameter and being almost monotonic when
there is more than one effective parameter.
We have also considered the so-called backflow effect arising in the dynamics of a free
particle. This effect is completely dependent on the initial state and therefore we have
considered it as a nonclassical property of CV states. It can be quantified by the maximal
increase in the probability of going in the direction opposite to the direction of motion,
during an arbitrary time interval. In particular, we have shown that this quantitative
measure of the effect singles out a more fragile degree of quantumness than the one
measured by the negativity of the Wigner function.
Finally, the last chapter of this dissertation has been devoted to the construction of a
resource theory for non-Gaussian and Wigner-negative states. The crucial ingredient in
this theoretical framework are the so-called Gaussian protocols, which we consider as
free operations. These include: Gaussian unitaries and Gaussian measurements, ancillary
Gaussian states as well as conditioning on classical randomness and on measurement
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outcomes. With these operationally motivated free operations one can consider both
states outside the convex hull of Gaussian states and states with negative Wigner function
as resources. We have proved that CV mana, the logarithm of the integral of the absolute
value of the Wigner function, is an additive monotone for this resource theory, albeit an
unfaithful one if one considers non-Gaussian states. We have computed this quantity for
some classes of pure states, comparing it to the measure of non-Gaussianity; we have also
analysed a simple protocol to concentrate the negativity based on passive linear unitaries
and Gaussian measurements.
Outlooks
In thesis we have introduced two frameworks. The quantum estimation theoretical
framework for continuous measurement was not completely new, but we believe that our
way of organising and presenting it, together with the generic numerical tool we have
implemented, will be useful to the scientific community. We plan to apply these ideas and
tools to many more physical problems, in particular also in the context of multi-parameter
estimation. We would also like to get in touch with experimental groups, tackling the
challenging problem of applying abstract ideas about estimation to actual measurement
data.
We also plan to carry out more abstract studies. First, we want to study more in
detail the generalized master equations needed to compute the ultimate QFI, in particular
with a phase-space approach for CV systems, generalizing the calculations presented in
Sec. 3.2.2. Second, the results of Chapter 4 suggest that, whenever we deal with inefficient
monitoring, Heisenberg scaling is lost; we plan to attack this question in a general way,
possibly generalizing the methods of [160] to conditional dynamics.
The second framework we have introduced is the convex resource theory of non-
Gaussianity, is novel, even though very closely related to the finite dimensional version.
We will try to use this resource theory to approach more concrete problems, pertaining to
CV universal and sub-universal quantum computation. A guide in this studies would be
again the path taken by DV resource theories, the final goal possibly being a CV analogue
of the results presented in [134].
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