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Many decisions we make in the real world involve simultaneously optimizing several conflicting 
objectives and, sometimes, in a constrained and noisy environment. The human brain is capable of 
arriving at a decision when the tradeoff between objectives is simple and obvious. However, when the 
complexity of the problems increases, it would be nearly impossible for our brains to solve these 
problems without the aid of robust and powerful optimization algorithms. Unfortunately, complexity and 
multi objectivity are not the only aspects of real world optimization problems. Real world problems are 
often subjected to noise, dynamicity and constraints as well. While noise corrupts the reliability and 
completeness of the information used in the optimization process, constraints reduce the number of 
feasible solutions which can be found. Constantly changing environments can cause the optimal point to 
shift unexpectedly. As such, successful real world optimization algorithms would have to be capable of 
finding all the alternatives solutions representing the tradeoffs, handle the constraints and filter out the 
noise in the environments and inputs.  
A class of stochastic optimizers, which have been found to be both effective and efficient, is 
known as evolutionary algorithms. Evolutionary algorithms are known to work in problems where 
traditional methods have failed. They rely on the simultaneously sampling the search space for good and 
feasible solutions to arrive at the optimal solutions. The robustness and adaptability of these algorithms 
have made them a popular choice to solving real world problems. In fact, evolutionary algorithms have 
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been applied to diverse fields to help solving industrial optimization problems such as in finance, resource 
allocation, engineering, policy planning and medicine.  
Before the algorithm can be applied to solve real world multi objective optimization problems, it 
is important to be sure that the proposed optimization algorithm is able to handle noise and other 
uncertainties. Many researchers made the inherent assumption that evaluation of solutions in evolutionary 
algorithms is deterministic. This is interesting considering that most real world problems are plagued with 
uncertainties; these uncertainties have been left relatively unexamined. Noise in the environment can lead 
to misguided transfer of knowledge and corrupts the decision making process. Presence of noise in the 
problem being optimized means that sub optimal solutions may be found; thus reducing the effectiveness 
of the both traditional and stochastic optimizers. The first part of this work would be dedicated to 
studying the effects and characteristic of noise in the evaluation function on the performance of 
evolutionary optimizers. Finally, a data mining inspired noise handling technique would be proposed to 
abate the negative effects of noise. 
In the real world, the constantly changing environments and problem landscapes would also mean 
that the optimal solution in a particular period of time may not be the optimal solution at another period of 
time. This dynamicity of the problems can pose a severe problem to researchers and industrial workers as 
they soon find their previous ‘optimal’ solution redundant in the new environment. As such the final part 
of this work discussed a financial engineering problem. It is common knowledge that the financial 
markets are dynamically changing and are subjected to both constraints and plagued with noise. Thus, 
problems faced in the financial sector are a very appropriate source of problem to study all these 
combination of issues. This chapter will focus on the problem of index tracking and enhanced indexation. 
A multi objective multi period static evolutionary framework would be proposed in the ending chapters to 
help investigate this problem. At the end of the part, a better appreciation of the role of multi objective 
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The decisions that we make in our daily lives is the cumulative result of complex optimization 
processes that goes on as the neurons in our head fire away. We can observe the subtle cues of 
optimization even in the simple task of getting from point A to point B. We optimize time and money by 
choosing the fastest and cheapest means of transport to point B (example taking a taxi). The decision to 
take taxi can be clouded by the uncertainties that come with it. Taxi arrival timings usually are not precise 
and follow a Poisson distribution. Other foreseeable uncertainties such as traffic jams and vehicle break 
down have to be considered too. We witnessed how we subconsciously make decision on the go based on 
the new knowledge acquired and how we make use of this new knowledge to reconfigure our 
optimization on the go. Spontaneous and simultaneous optimizations subjected to dynamicity of the 
problems happen all the time in our lives. The same can be said for industrial processes and other 
complex problems, where uncertainties are an integral part of multi objective optimization processes.  
In order to gain a better understanding of the effects and characteristics of uncertainties, this work 
attempts to study the dynamics and effects of noise before attempting to tackle the noisy dynamic real life 
problems. The first part of this work focuses on the investigation of a proposed noise handling technique. 
The proposed technique makes use of a Data Mining operator to collect aggregated information to direct 
the search amidst noise. The idea is to make use of the aggregation of data collected from the population 
to negate the influence of noise through explicit averaging. The proposed operator will be progressively 
tested on noiseless single and multi objectives problems and finally implemented on noisy multi objective 
problems for completeness of investigation.  
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The second part of this work will pursue the uncertainties related to dynamic multi objective 
optimization of financial engineering problems. The dynamicity of the financial drives the rationale 
behind rebalancing strategies for passive fund management. Portfolios rebalancing are performed to take 
into account new market conditions, new information and existing positions. The rebalancing can be 
either sparked by specific criteria based trigger or executed periodically. This work considers the different 
rebalancing strategies and investigates their influences on the overall tracking performance. The proposed 
multi period framework will provide insights into the evolution of the composition of the portfolios with 
respect to the chosen rebalancing strategy. 
1.2 Motivation 
Multi objective optimization problems can be seen in diverse fields, from engineering to logistic 
to economics and finance. Whenever conflicting objectives are present, there is a need to decide the 
tradeoff between objectives. One realistic issue pertinent in all real world problems is the presence of 
uncertainties. These uncertainties which can be in terms of dynamicity and noise can considerably affect 
the effectiveness of the optimization process. Keeping this in mind, this work investigates the multi 
objective optimization in uncertainties both in academic benchmarks problems and in real life problems.  
1.3 Overview of This Work 
The study of uncertainties in benchmark problems and in real world financial problems is a 
challenging area of research. Its relevance to the real world has gained the attention of the research 
community as many developments are made in the recent years.  
The primary motivation of this work studies the effects of uncertainties to the performance of 
stochastic optimizers in multi objective problems and real world problems. A data mining method would 
be proposed as a noise handling technique with a prior investigation of its feasibility on single objective 
problems. A secondary objective is a holistic study of a real world dynamic problem i.e. the financial 
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market through an index tracking problem. The study will lead to a better understanding of the role of 
optimizers in noisy and dynamic financial markets. 
The organization of this thesis will be as follows. Chapter 1 presents a short introduction of the 
issues surrounding optimization in uncertain environments, the financial markets and the overview of this 
work. Chapter 2 formally introduces evolutionary optimizers in both single and multi objective 
optimization problems. In addition, basic principles of data mining, in particular frequent mining, which 
will be applied to the single and multi optimization problems in subsequent chapters will also be 
introduced. Both these topics are included to help the reader bridge the knowledge applied in the chapters 
that follow and appreciate the various findings and contributions of this work.  
This thesis is divided into two major parts. The first part investigates the suitability of applying 
data mining to solving the noisy multi objective problem. Chapter 3 leads the investigation of 
implementation of data mining in evolutionary algorithms using a single objective evolutionary 
algorithm. This prior investigation on single objective problems demonstrated the successful extraction of 
knowledge from the learning process of evolutionary algorithms. This algorithm is subsequently extended 
to solve multi objective optimization problems in Chapter 4. Frequent mining is a data mining technique 
with has an explicit aggregation effect. This effect could help to average out the effects of noise. Thus, an 
additional study of the noise handling ability of the data mining operator would also be seen in this 
chapter.  
The second part is the study of a real world problem with a dynamic environment. The index 
tracking problem has been specifically chosen for the study. In Chapter 5 a multi objective evolutionary 
framework would be proposed and used to solve a dynamic, constrained and noisy real world problem. 
An in depth analysis of the Multi Objective Index Tracking and Enhanced Indexation problem would be 
presented for a more holistic study.  




In Chapter 1, a brief  introduction  to  the different classes of uncertainties was covered.  It was 
followed  by  a  short  discussion  of  the  uncertainties  in  real  world  areas,  particularly  in  the  financial 
markets. At  the end,  the motivation of  this work was  revisited  and  an overview of  this work  is  also 













Many real life problems often involve optimization of more than one objective. This work does 
not consider the cases where objectives are non-conflicting. Non conflicting objectives are correlated and 
optimization or any one objective consequently results in the optimization of the other objective. Non 
conflicting objectives can simply be formulated as Single Objective (SO) problems. In the Multi 
Objective Optimization (MOO) problems examined in this work, the objectives are often conflicting and 
compromises between the various objectives can be made in varying degrees. Improvement made in an 
arbitrary objective can only be achieved at the expense of the other objectives. A corresponding 
degradation of the other objectives will result. The eventual decision will take into account the level 
importance of the various objectives and the opportunities cost of each objective. All these while, keeping 
in mind the constraints and uncertainties of the environment. While SO optimization can easily produced 
an ordered set of solution based on the SO, MOO aims to produce a set of solutions that represent the 
tradeoffs between all the objectives. In addition, several of the existing real life MOO problems are NP-
complete or NP-hard, multi factors and with high dimensions. These properties make efficient stochastic 
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evolutionary algorithms more computationally desirable than traditional optimization methods when 
solving these real life optimization problems.  
2.1.1  Problem Definition 
Without any loss in generality, a minimization MOO problem can be formally defined by the 
following mathematical equation (Veldhuizen, 2000):- 
min௫Ԧא௑ሬԦ೙ೣ Ԧ݂ ሺݔԦሻ ൌ ሼ ଵ݂ሺݔԦሻ, ଶ݂ሺݔԦሻ, … , ெ݂ሺݔԦሻሽ     (2.1) 
s.t. Ԧ݃ሺݔԦሻ ൐ 0, ሬ݄ԦሺݔԦሻ ൌ 0 
where ݔԦ is the decision variable vector within the decision space, Ω: ݔԦ א Ԧܺ௡ೣ . Decision space can be 
equally known as “solution space” or “search” space. Ԧ݂ is the set of objectives in the objective space, Λ , 
which has to be minimized. Ԧ݃ and ሬ݄Ԧ are the function sets of inequality and equality constraints that help to 
define the feasible area of the n-dimensional discrete and (or) continuous feasible decision space. The 
relationship function or evaluation function ܨ: Ω ՜  Λ maps the solutions in the decision space into the 
objective space. This relation is illustrated by Fig 2.1 where a 3 dimensional decision space is mapped 
into a 2 dimensional objective space. This mapping depending on the evaluation (or relationship) function 
may be unique, many-to-one or one-to-many.  
 




In SO optimization, there exists only one solution in the feasible solution set which is optimal. 
This is the solution which maximizes or minimizes that single objective. In the case of MO optimization, 
early approaches aggregate the various objectives into a single parametric objective and subsequently 
solve it as a SO optimization problem. This approach requires prior knowledge of the preference of the 
tradeoff and is subjected to the biasness of the decision maker. These limitations drive the formulation of 
an alternative approach to MO optimization where the end product of the optimization offers the decision 
maker a trade off cure of feasible solutions. The foundation of Multi Objective Evolutionary Algorithm 
(MOEA) centers on this new concept of Pareto Optimality. The relationship between candidate solutions 
using Pareto Dominance definition is illustrated in Figure 2.2.a and the definitions are given as follows 
(Veldhuizen, 2000). 
Definition 2.1 Weak Dominance: ଵ݂ሬሬሬԦ א ܨԦெ  weakly dominates ଶ݂ሬሬሬԦ א ܨԦெ, denoted by ଵ݂ሬሬሬԦ ع ଶ݂ሬሬሬԦ i.f.f. ଵ݂,௜ ൑ ଶ݂,௜ 
׊݅ א ሼ1,2,… ,ܯሽ and ଵ݂,௝ ൏ ଶ݂,௝ ׌݆ א ሼ1,2,… ,ܯሽ 
Definition 2.2 Strong Dominance:  ଵ݂ሬሬሬԦ א ܨԦெ strongly dominates ଶ݂ሬሬሬԦ א ܨԦெ, denoted by  ଵ݂ሬሬሬԦ ط ଶ݂ሬሬሬԦ  i.f.f. 
ଵ݂,௜ ൏ ଶ݂,௜ ׊݅ א ሼ1,2,… ,ܯሽ 
Definition 2.3 Incomparable:  ଵ݂ሬሬሬԦ א ܨԦெ is incomparable to ଶ݂ሬሬሬԦ א ܨԦெ, denoted by  ଵ݂ሬሬሬԦ ׽ ଶ݂ሬሬሬԦ i.f.f. ଵ݂,௜ ൐ ଶ݂,௜ 
׌݅ א ሼ1,2,… ,ܯሽ and  ଵ݂,௝ ൏ ଶ݂,௝ ׌݆ א ሼ1,2,… ,ܯሽ 
From the illustration of Pareto Dominance in Figure 2.2.a, the Pareto dominance will be 
explained with relation to the Reference Point. All candidate solutions found within the premise of 
Region A strongly dominates the Reference Point as they performed better than the Reference Point for 
both objectives. Similarly, the Reference Point strongly dominates all the candidate solutions in Region D 
as it performed better for both objectives than the solutions in Region D. Solutions found in Region B and 
Region C are incomparable to the Reference Point. The Reference Point dominates all the solution of 
Region B in terms of objective ଵ݂, but performed worse than them in terms of objective ଶ݂. Likewise, the 
Reference Point dominates all the solution of Region C in terms of objective ଶ݂, but performed worse than 
them in terms of objective ଵ݂. Solutions found at the boundary of Region D and Region B (or C) are 
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weakly dominated by the Reference Point. Pareto dominance is a measure of the quality between two 
solutions. 
With Pareto dominance defined, the Pareto Optimal Set and Pareto Optimal Front can be properly 
explained and defined (Veldhuizen, 2000). 
Definition 2.4 Pareto Optimal Set: The Pareto Optimal Set, PS*, is the set of feasible solutions that are 
non-dominated by the other candidate solutions in the objective space s. t. ܲܵכ ൌ ሼݔపכሬሬሬሬԦ|׍ܨԦሺݔఫሬሬሬԦሻ ط ܨԦሺݔపכሬሬሬሬԦሻ,
ܨԦሺݔపሬሬሬԦሻ א ܨԦெሽ 
Definition 2.5 Pareto Optimal Front: The Pareto Optimal Front, PF*, is the set of solutions non-
dominated by the other candidates solutions with respect to the objective space s. t.  ܲܨכ ൌ ሼ ప݂כሬሬሬሬԦ|׍ ఫ݂ሬሬԦ ط
ప݂
כሬሬሬሬԦ, ఫ݂ሬሬԦ א ܨԦெሽ 
Figure 2.2.b illustrates the set of solutions in the Pareto front in the objective space. These 
solutions are not dominated by any other candidate solutions. Any other choice of solutions to improve 
(a)               (b) 
 
Figure 2.2: Illustrations of (a) Pareto Dominance of other candidate solutions with respect to the
Reference Point and (b) Non-dominated solutions and Optimal Pareto front 
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any particular objective can only be done at the expense of the quality of at least one other objective. The 
set of solution which forms the Pareto Front represents the efficient frontier or tradeoff curve of the MOO 
problem.  
2.1.3  Optimization Goals 
For a problem with conflicting objectives, there exists a Pareto front which all non dominated optimal 
solutions rest upon. In reality, there exist an infinite number of feasible Pareto optimal solutions, thus it is 
not possible to identify all the feasible solutions in the Pareto front. Computational and temporal 
limitations, together with the presence of constraints and uncertainties, means that the true Pareto Front, 
PF*, may not be attainable. Thus, it is important that the obtained Pareto Front, PFobtained, is able to 
provide a good representation of the true Pareto Front, PF*. As such measures of the quality of PFobtained 
with respect to PF* would include the following optimization goals. 
1. Proximity: Minimize the effective distance between the PF* and PFobtained. 
2. Spread: PFobtained should maximize the coverage of the true PF*. 
3. Spacing: PFobtained should be evenly distributed across the true PF*. 
4. Choices: Maximize the number of non dominated Pareto Optimal solutions 
(a)           (b)        (c) 
Figure 2.3: Illustrations of PFobtained with (a) Poor Proximity, (b) Poor Spread and (c) Poor Spacing 
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Figure 2.3 shows a depiction of a PFobtained which is not representative of the true Pareto Front, PF*. 
Ahown in Figure 2.3.a, a poor proximity measure means a poor convergence towards the PF* and the 
solutions discovered in the PFobtained are suboptimal. If the decision maker were to use these solutions the 
problem or process will be operation at suboptimal conditions. Secondly, a poor spread as shown in 
Figure 2.3.b means that there is a poor coverage of the span of the Pareto front. Less variety and degree of 
optimality of each objectives is available to the decision maker, the process would only be able to operate 
in optimal conditions within a limited and smaller range.  Last but not least, a poor distribution, shown in 
Figure 2.3.c, means that there is an imbalance in choice of solutions available to the decision maker in 
different areas. The need to satisfy all these optimization goals means that MO optimization problems are 
more difficult to solve than SO optimization problems.  
2.2   Multi Objective Evolutionary Algorithms 
Evolutionary Algorithms (EA) are one of the first classes of heuristic to be adapted to solve MO 
optimization. The population based nature of this all purpose stochastic optimizer makes it especially well 
suited to find multiple solutions in a tradeoff fashion. EA drew its motivation from Charles Darwin;s and 
Alfred Wallace’s Theory of Evolution (Goldberg, 1989; Michalewicz, 1999). Through stochastic 
processes such as selection, crossovers and mutation, EA emulates the natural forces that drive ‘selection 
of the fittest’ in evolution. Selection represents the competition for limited resources and the living 
being’s ability to survive predation. The fitness of the individual is dependent of the quality of the unique 
genetic makeup of the individual. Candidates who have inherited good genetic blocs will stand a higher 
chance of survival and a higher likelihood to ‘reproduce’. Their better genes will be passed down to their 
offspring. Conversely, weaker individuals who are genetically disadvantaged will have their genetic traits 
slowly filtered out of the population’s genetic pool over generations. This process is represented by the 
crossover operator which retrieves DNA encodings from two parents and passed them down in blocs to 




Initialization of new population; 
REPEAT 
Evaluation of individuals in the population; 
Selection of individuals to act as parents; 
Crossover of parents to create offspring; 
Mutation of offspring; 
Selection from parents and offspring to form the new population; 
Elitism to preserve elite individuals 
UNTIL stopping criterion is satisfied; 
   
Figure 2.4 Pseudo code of a typical Evolutionary Algorithms 
The mutation operator as its name suggests mimic the process and opportunity to inject new 
genetic variations into the population’s genetic pool. This genetic perturbation could bring about either a 
superior or inferior trait, changing the odds of survival of the individual. When placed in juxtaposition, it 
is possible to draw parallel between biological evolution and optimization. The continuous selection of 
fitter individuals over generations brings about an overall improvement in the quality of the genetic 
material in the population. This is akin to the identification of better solutions in optimization. EA 
maintains a population of individuals and each of this individual represents a solution to the optimization 
problem.  The DNA blueprint of each living being is similar to the encoding of decision variables of each 
solution in the decision space. The reproduction and mutation process drives the exploratory and 
exploitative search in the decision space. When decoded, the DNA genetic material will translates, 
biologically, into a certain level of fitness for the individual or, algorithmically, into the quality of 
solution in the objective space. As new offspring compete with their older parents for a place in the next 
generation, this cyclic process will continue until a predetermined computational limit is achieved.  
As EA’s intent is not to replicate the evolution process but to adapt the ideology of evolution for 
optimization, it is possible to maintain an external archive. The elitist strategy makes use of an external 
archive to preserve the best found solution in the next generation. This helps to reduce the likelihood that 
the best solution is lost through the stochastic selection process. Though elitism increases the risk of 
convergence to a local optimal, it can be managed to help improve the performance of EAs (De Jong, 
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1975). The pseudo code displaying the main operations of a typical EA is presented in Figure 2.4. The 
main operations will be described in the section that follows. 
2.2.1  Evolutionary Algorithms Operations 
a) Representation 
 The choice of representation influences the design of the other operators in the EA. A good 
representation ensures that the whole search space is completely covered. Many parameter representations 
have been described by various literatures; namely, binary, real vector representation, messy encoding 
and tree structures. For their ease, the binary and real vector representations are preferred for real 
parameters representation. Binary representation requires the encoding of real parameters phenotype into 
binary genotypes, and vice versa for decoding. This decoding/ encoding enable genetic algorithms to 
continue manipulation in discrete forms. However, such encodings is often not natural for many problems 
and often corrections have to be made after crossover or mutation. In addition, the limit of binary 
representation is often limited by the number of bits allocated to a real number. In real valued 
representations, crossovers and mutations are performed directly on the real phenotypic parameters. New 
crossovers and mutations operators have been adapted for real valued representations. Choice of 
representation is largely problem dependant. 
b) Fitness Assignments 
 
 Fitness assignment determines the factors which determine the selection strength of the individual. 
While SO optimization, fitness assignments can be simple made according to its objective value; it is not 
so straightforward in MO optimization problems. From the literature, three different classes of fitness 
assignments strategy have been identified. They are namely 1. Pareto based assignment, 2. Indicator 
based assignment and 3. Aggregation based assignment. Pareto based assignment is the most popular 
approach adopted by researchers (Tan et al., 2002) in the field of MOEA. By centering solely on the 
principle of dominance (Goldberg, 1989), it is not adequate to produce a quality Pareto front. The 
solutions will converge and be limited to certain regions of the true Pareto Front, PF*. Thus, Pareto based 
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assignments are often coupled with density (or niche) measures. Some variations of Pareto assignments 
are Fitness Sharing (Fonseca et al, 1995; Lu et al, 2003; Zitzler et al, 2003) and a second Pareto based 
assignment which breaks the fitness assignment into a two step process. This second Pareto methodology 
which ranks the solutions based on their Pareto fitness of a solution first before assigning secondary 
density based fitness is adopted by NSGAII (Deb et al, 2002), PAES (Knowles et al, 2000) and IMOEA 
(Tan et al, 2001).   
Aggregation based Fitness Assignment is the aggregation of all the objectives into a single scalar 
fitness. This methodology has been used by Ishibuchi (1998, 2003) and Jaszkiewicz (2002, 2003) in their 
Multi Genetic Objective Local Search algorithms. A better performance of aggregated based fitness 
assignment is recorded by Hughes (2001). He ranked the individual performances against a set of 
predetermined targets. The aggregation of these performances against the targets is used to rank the 
individuals. His algorithm performed better than the Pareto based NSGAII under high dimensions. In 
light of these two fitness assignment strategies, Turkcan et al (2003) incorporated both Pareto and 
Aggregation strategies into a ranked fitness assignment. Indicator based Fitness Assignment is the third 
method used for fitness assignment. It makes use of a separate set of performance indicators to measure 
the performance of MOEAs. Relatively few works have been done to investigate this assignment strategy 
(Fleischer ,2003; Emmerich et al, 2005; Basseur et al, 2006).  
c) Crossover 
 
Crossover is similar to mating in biological evolution. The crossover operator used to represent the 
mating behavior. In most EA, crossover happens between two parents. This can be seen as the passing on 
of information from the parents to their offspring. Some of the more common crossover operators involve 
single point crossovers or dual point crossovers. For real world problems, the two most popular methods 
are discrete crossovers and intermediate recombination. Discrete crossovers involve a direct exchange of 
alleles at the same positions between two parents; whilst intermediate recombination produces offspring 
which lies somewhere between the variables values of the parents. The effectiveness of the type of 
14 
 
crossovers depends heavily on the problem at hand and the representation used in the optimization. 
Probabilities of crossovers are often set high to promote frequent transfer of information between parents 
and children. Other extensions such as multi parent recombination, order based crossovers (Goldberg, 
1989), arithmetic, selective crossovers have also been proposed (Baker, 1987). 
d) Mutation 
Mutation is the perturbation added to a population to improve diversity by adding variations to the 
current available genetic combination. These random modifications to the genetic code can be either 
beneficial or harmful. It is usually present in low probability so as to add mutants while not causing major 
upheaval in the direction of the genetic drift. In binary representation, perturbation is implemented simply 
through bit flipping. In real representation, these perturbations are included by adding a random noise, 
which follows a Gaussian distribution. Some mutation operators which have been proposed are the swap 
mutation (Shaw et al, 2000) and insertion mutation (Basseur et al, 2002). 
e) Elitism 
Elitism in the preservation of good individuals within the population as good individuals can be lost 
in the stochastic selection process (De Jong, 1975). A non elitist strategy allows all the individuals in the 
current population to be replaced; an elitist strategy keeps the best few solutions for the subsequent 
population. Elitism increases the risk of the population being driven towards and trapped within a local 
optimal. Elitism usually involves the maintenance of an external archive for storing the elites. In MO 
optimization where there no one best solution; it is more difficult to identify the elites to be retained. In is 
more common to store non dominated solutions in the archive using density based fitness to truncate the 
archive to reduce the similarity among archived solution (Corne et al, 2000; Knowles et al, 2000; Tan et 




This section presents to the reader the most popular MOEAs together with their various features 
to handle MO optimization. Detailed in chronological, it will show the direction and progress which has 
been made in Multi Objective Evolution Algorithms in the recent years. One of the first MOEA 
developed is the Vector Evaluated Genetic Algorithm (VEGA) developed by Schaffer (1985). The main 
idea behind VEGA is the utilization of k subpopulation of equal sizes for an optimization problem with k 
objectives. Selection done iteratively based on each objective, filling the mating pool in equal portions. 
The mating pool is shuffled to obtain a non ordered population. The methodology does not appeal to the 
conventional ideas of Pareto dominance. The iterative selection based on a single objective would mean 
that certain non-dominated Pareto optimal solutions run the risk of being discarded. These solutions 
present the tradeoff between objectives and might not necessarily be near the minimum value of any one 
single objective.  
Fonseca and Fleming (1993) proposed a Multi Objective Genetic Algorithm (MOGA). They 
adopted a Pareto ranking schema based on the amount of domination by other candidate solutions. Non 
dominated solutions are assigned the smallest rank, while dominated solutions are assigned based on the 
number of solutions in the population which dominate them. The diversity of the evolved solutions is 
maintained by a niche threshold formulation. A similarity threshold is arbitrary chosen to decide the 
tolerance and the neighborhood of each niche. This threshold level eventually determines the amount of 
fitness sharing within a niche. The next algorithm, Niched Pareto Genetic Algorithm (NPGA), was 
proposed by Horn et al (1993, 1994). Sampling is done to identify a subset of the population. This subset 
becomes the yardstick used to determine the outcome of the selection process. During tournament 
selection, two randomly selected individuals are compared against this subset. If one is non-dominated 
while the other is dominated, the non dominated solution is selected. In the case where both solutions are 
dominated or non-dominated, fitness sharing is applied to determine the winner.  
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A Pareto ranking strategy, Non-dominated Sorting Genetic Algorithm (NSGA), was first 
proposed by Srinivas et al. (1994). This algorithm makes used of the two-step Pareto based fitness 
assignment strategy. Pareto rank is first assigned to the solutions based on which non dominated layer it 
belongs to. The first non dominated layer consists of all the non dominated solutions in the population. 
The second layer consists of the non dominated solutions in the population with the first non dominated 
layer excluded. Subsequently, a second version termed NSGAII was proposed (Deb et al, 2002). The 
second version incorporated a fast elitist strategy which significantly improved the performance of the 
original algorithm.   
A Strength Pareto Evolutionary Algorithm (SPEA) was proposed by Zitzler et al (1999). The 
ranking of the solutions in the population undergoes a two-step procedure. Firstly, the strength of the 
solution j is calculated. The strength of the solution j is defined as the number of members in the 
population that are dominated by the individual j divided by the population size plus one. The fitness of 
an individual j is calculated by summing up all the strength values of the archive members which 
dominates j, plus one. The greatest weakness of SPEA lies in this fitness assignment. When there is only a 
single individual in the archive, then all the solutions in the population will have the same rank. This 
greatly reduced the selection pressure to that of a random search algorithm. This inspired the development 
of SPEA2 (Zitzler et al, 2001). The improved version calculates a raw fitness of an individual j by 
summing up all the strength values of the archive and active population members which dominates an 
individual j. This raw fitness is summed with a density fitness measure to give the overall fitness value. 
This second algorithm showed great improvements over its predecessor. 
More recently, Goh et al (2008) proposed a Multi Objective Evolutionary Gradient Search 
(MOEGS). Their considered three fitness assignment schemes based on random weights aggregation, goal 
programming and performance indicator. The algorithm guides the search to sample the entire Pareto 
front and varies the mutation step size accordingly. Their proposed elitist algorithm performs well against 
the various discontinuous, non-convex and convex benchmark solutions. While these algorithms 
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presented are the more popular algorithms that are widely used by other researchers, there are other 
equally performing algorithms. While this list is not exhaustive, they include Pareto Envelop based 
Selection Algorithm (PESA) by Corne et al (2000), Incrementing Multi objective Genetic Algorithm 
(IMOEA) by Tan et al (2001), Micro Genetic Algorithm for Multi Objecitve optimization by Coello 
Coello et al (2001) and fast Pareto genetic algorithm (FastPGA) by Eskandari et al (2007).  
2.3   Uncertainties in Environment 
 
Despite the development in the overall MOEA front, there are comparatively few researches 
which focused on the uncertainties which are present in real life environments. In real life problems, 
uncertainties are bound to be present in the environment. In an optimization landscape, these uncertainties 
can manifest in various forms such as incompleteness and veracity of input information, noise and 
unexpected disturbances in the evaluation, assumptions and approximation in the decision making 
process. These uncertainties can occur simultaneously, additively or independently in the optimization 
process. Collectively or individually, they can lead to the inaccurate information and corrupts the decision 
making process within optimizers. 
2.3.1  Theoretical Formulation 
To deal with these uncertainties, researchers have classified them into four classes based on the nature 
of the uncertainty. They are described as follows. 
a) Noise 
Noise is the most commonly studied uncertainty class among the four. The fitness evaluation is prone 
to the effects of noise. This can lead to uncertainty even with accurate inputs. Noise in fitness evaluation 
can result from errors in measurements and human misinterpretation. In equation, the noisy fitness 
function can be represented as in Equation 2.2. 
௡݂௢௜௦௬ሺݔሻ ൌ ௡݂௢௜௦௘௟௘௦௦ሺݔሻ ൅ ܰሺ0, ߪଶሻ     (2.2) 
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Though in Equation 2.2, noise is presented as additive Gaussian noise to the noiseless evaluation 
result. ݂ሺݔሻ is the fitness function which is time invariant and has input vector ݔ. Though it is the most 
common choice of representation, it is useful to note that noise may not actually be additive and 
Gaussian. They can be of Cauchy distribution, ߯ଶdistribution, beta distribution or not of any distribution. 
Gaussian distribution is the predominant type of noise observed in most real world problems, thus the 
common representation of noise as a Gaussian distribution with a zero mean and a variance of ߪଶ. In real 
life, measurements will read directly ௡݂௢௜௦௬ instead of ௡݂௢௜௦௘௟௘௦௦. As such it is often hard to discern the 
actual value with a single evaluation or reading. Often, several repeated readings or evaluation using the 
same input ݔ is measured. 
b) Robustness 
Secondly, another class of uncertainty exists in the design input variables. The input variables can be 
exposed to perturbations after they are fixed prior the previous optimization result. There is a need for 
solutions to be robust and withstand such slight deviations in the input design variables and reproduce 
near optimal or good solutions. Such cases often happen in manufacturing where it is important for 
systems to develop tolerance towards a solution. The robust evaluation is represented in Equation 2.3.  
௘݂௙௙௘௖௧௜௩௘ ൌ ݂ሺݔ ൅ ߜሻ     (2.3) 
Again, it is wise to note that the perturbation δ may not always have an additive relationship with the 
input variable. Similar to noise, the perturbations δ may follow a certain distribution. While Equation 
(2.2) and (2.3) looks similar, they are inherently different. Sensitivity of the noise added to the noiseless 
evaluation functions is dependent on the slope of the landscape of the objective space. On the other hand, 
sensitivity to perturbations in the design variables is dependent on the slope of the landscape of the 




c) Fitness Approximation 
Fitness approximation often used in the industry when the actual fitness function is very complex to 
model, expensive to evaluate or an analytical solution is not available. These actual functions can be 
modeled using surrogate models or neural networks through training using historical data. The most 
obvious difference between uncertainties which resulted from fitness approximation and the first two 
classes is that this uncertainty cannot be negated by sampling. This uncertainty is deterministic in nature 
meaning the same decision variables can lead to the same wrong answer all the time. This is because of 
the inaccuracy in modeling the evaluation function. The only way to reduce fitness approximation 
uncertainties is through extensive simulations to build a better model which is closer to the real thing.  
d) Dynamic 
Dynamic problems are time varying. The fitness function is dependent on the time t. Thus, an optimal 
solution at time t may not be the optimal solution at time t+1. The fitness function is represented by the 
Equation 2.4 given below. 
௘݂௙௙௘௖௧௜௩௘ሺݔ, ݐሻ ൌ ௧݂ሺݔሻ     (2.4) 
The optimal solution of the effective evaluation function at time t, is time dependent and could be 
a result of changing constraints or changing landscape in the objective space. Effective solutions to 
dynamics problems as such are able to quickly converge close to the optimal solution and track the 
optimal solution with time. Unlike the first two classes of uncertainty, dynamic problems are 
deterministic at time t. 
2.3.2  Uncertainties in Real World Financial Problems 
In this work, two of these classes will be investigated. For noisy problems, a thorough 
investigation of noisy multi objective optimization will be carried out in on benchmarks problems and an 
explicit averaging data mining module and its directive operators would be introduced to abate the 
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influence of noise. For the dynamic class, a multi objective index tracking and enhanced indexation 
problem is used as a basis for investigation. The time varying price of the index means that an optimal 
tracking portfolio used for tracking the index at time period t may not be optimal at time period t+1. As 
such a multi period multi objective evolutionary framework is proposed to investigate this problem. The 
thorough study of real world problems would inevitability take into account its corresponding constraints.  
Uncertainties are ubiquitous and embedded in everything that happens around us. The financial 
market is a noisy and dynamic environment. The multi player financial market is subjected to the actions 
of many assumed independent individuals. Each player with his personal sets of cards, decisions and style 
could contribute to the randomness of the financial markets. Even in strong bullish (or bearish) periods, 
the prices of the stocks do not rise (or fall) consistently. The long term uptrend (or downtrend) of markets 
is subjected to random short term dips (or rise) or the stock prices. This could be the result of 
uncoordinated buying or selling due to different delay in reaction to news by investors or incomplete 
dissemination of information to the market players. Unsuccessful coordinated rally by a small subset of 
investors could also result in a short unexpected uptrend during a bearish market for the rest of the 
investors. Other than those reasons explained above, technical incompetency and delay of trading systems 
have also resulted in undesirable noisy in the overall market systems. These inconsistencies result in an 
unpredictable random walk similar to Brownian motion. As a result, some quantitatively inclined 
researchers have tried to model the financial market using mathematical models with random variables 
and Markov chains while other qualitatively inclined researchers place more emphasis on the behavioral 
economics of humans. 
Amidst this noise, the market is still able to continue on a general uptrend (or downtrend) 
according to market sentiments and investors’ confidence. The constantly changing investment landscape 
means that the good position taken by an investor at time t may not be a good position at time t+1. This 
change in financial landscape could be a result of the release of economic data, financial statements or 
news; each of which can affect the position positively or negatively. This new information has to be taken 
21 
 
into account by the investor to make alterations to his problem. One such dynamicity of the financial 
market is seen in the Index Tracking problem. This financial engineering problem attempts to find a 
tracking portfolio to replicate the performance of the market by tracking the price of a market index. The 
constantly changing price means that the composition of the weights used to track the market index at 
time t may not be able to track the index as well at time period t+1. As a result, regular rebalancing is 
necessary to alter the composition of the tracking portfolio to successfully track and replicate the market 
index. In this work, the dynamicity of the index tracking problem is investigated and using an 
evolutionary framework and a multi period solution is proposed to track the market index. 
Other than the two classes of uncertainties, the financial markets are also subjected to various 
constraints depending on the type of financial engineering problem. A thorough investigation of these 
constraints would also be investigated in this work for a holistic overview of the multi objective index 












Introduction  of  Data  Mining  in  Single 
Objective Evolutionary Investigations 
3.1   Introduction 
Learning, acquisition and sharing of knowledge within a population is akin to the teaching an 
offspring the norms of the population during that generation. The norm is the collective belief of what is 
good for the society during a particular period. Even the fittest individual may not possess the entire set of 
characteristics which the population identifies as good. This chapter proposes a novel Informed 
Evolutionary Algorithm (InEA) which implements this idea of learning with a generation to single and 
multiple objective problems. An association rule miner would be used to identify the norm of a 
population. Subsequently, a knowledge based mutation operator will be used to help guide the search of 
the evolutionary optimizer. This work wants to break away from the current practice of treating the 
optimization and analysis process as 2 independent processes. In this spirit, it will show how a rule 
mining module can be used to mine knowledge to improve the performance of the optimizer; at the same 
time provide insight of the test problem. 
Complex processes cannot be solved by deterministic models and methods. As such, stochastic 
optimizers such as Evolutionary Algorithms (EA) are gaining in popularity when it comes to optimization 
of these complex problems. Extensive research has been done and many new algorithms and efficient 
genetic operators have also been developed to help EA cope with these real coded problems (Garcia-
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Martinez et al, 2008; Hwang et al. 2006; Chang, 2006; Yi et al, 2008). They have been successfully used 
to solve optimization problems in control problems (Dumitrache et al, 1999; Jeong et al, 1969; 
Kristinsson; 1992), finance (Hung, 2009; Kim et al; 2009; Oh et al, 2005), image processing (Huang et al, 
2001), vehicle routing (Santos et al, 2006) and many others (Kumar et al, 2009; Koonce et al, 2000). In 
engineering design problems, certain design optimization processes, which have expensive evaluation 
function, can take as long as a few weeks or even a few months to complete.  
EA has also been used to improve the performance of or implemented as Data Miners (DM) 
(Carvalho, 2002, 2004; Kamrani, 2001; Sorensen, 2006). However, only a few works have broached the 
possibility of incorporating DM to improve EA. Santos and al. (Santos et al, 2006) demonstrated how 
data mining can be combined with evolutionary algorithm without explication of the knowledge mined. 
They applied their algorithm to solve a single vehicle routing problem. The knowledge mined was not 
retained to provide further insight to the problem. Kumar and Rao (2009) and Koonce and Tsai (2000) 
showed how rules can be mined from the optimal solutions of EA. The rules provided insights to 
scheduling problems. Both s focused on discrete problems. In similar vein, Deb (2006) performed post 
optimization knowledge extraction and analysis. In his , he establishes a new design methodology 
technique known as Innovization. Using Innovization, he was able to identify inverse, linear, and 
logarithmic relationships and constraints among decision parameters. These innovized principles found 
can be the blue print for future design problems. Deb was able to discover hidden relationships between 
decision variables and objectives not known during the problem formulation. Whilst Deb focused on 
discovering relationships between optimal solutions, Le and Ong (2008) performed frequent schema 
analysis (FSA) on a Genetic Algorithm (GA) to discover its working dynamics to have a better 
understanding of the evolution of the search process. Their works have demonstrated how data mining 
can potentially be used improve evolutionary optimization. 
Not unlike Le and Ong, this chapter aims to use frequent miner, to capture the learning process 
that drives the working mechanism of EA. It tries to identify the optimal region in the search space where 
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the optimal points are most likely to exist. This search space reduction done, not post optimization, but 
during the optimization can help to direct the search for future optimizations. In this work, a framework to 
mine ‘real coded’ knowledge will be proposed. Frequent mining would be performed on the parent 
population. A data mining module would be used to identify association rules between possible optimal 
region in the decision space and the fitter objectives in the objective space. It serves duo purposes. Firstly, 
the association rules can be fed back into the population to help guide the optimization process. Secondly, 
a naïve approach would be used to isolate this search space as output in a user friendly manner to users. 
This is extremely useful for engineers who can then make targeted process design decision by observing 
the evolutionary optimization process.  
The rest of the chapter would be organized as follows. Section 3.2 would provide a brief 
introduction to frequent mining, mining algorithms and a more in depth description of the selected 
Apriori Algorithm. The framework of the proposed Informed Evolutionary Algorithm would be provided 
in Section 3.3. Section 3.4 describes the test environment and the implementation of the algorithms. 
Section 3.5 studies the effects of the operator parameters on the performance of the optimizer and 
proposes a suitable working range for them. A comparative study of the proposed Informed Evolutionary 
Algorithm with other algorithms found in literature would be performed in Section 3.6. Section 3.7 
analyses the working mechanism of the operators. Finally, Section 3.8 concludes. 
3.2   Review of Frequent Mining 
Association Rule mining has become one of the most popular patterns discovery methods 
Knowledge Discovery and Data Mining (KDD) ever since Gregory Piatetsky-Shapiro coined the term in 
1989. Its concepts can be applied to diverse fields from consumer pattern recognition to even 
computational finance. We are not going to highlight some of the basic concepts and definition pertinent 




Let I be a set of items and X={݅ଵ, … , ݅௞ }كI is call a k-itemset as it contains k items. A transaction 
over a set of items, I is a couple T = <tid, I> where tid is the identifier of the transaction and I is an 
itemset. A transaction T is said to support an itemset X ك I if X ك I. Given a database D of transactions, 
over a set of items I, contains a set of transactions over I. The support of an itemset X in D, support(X,D), 
is the number of transactions in D that contains X. An itemset is frequent if its support is greater than the 
minimal threshold support, σ௧௛௥௘௦௛௢௟ௗ with σ௧௛௥௘௦௛௢௟ௗ ൑ |ܦ|. |ܦ| is the support({},D). The mining of 
frequent itemsets is known as frequent mining (Carvalho, 2002).The set of frequent itemset in D is 
denoted by F(D, σ).  Examples of a transaction database D and itemsets and their support in D are given 
in Table 3.1 and 3.2 respectively. 
3.2.2 Frequent Association Rule Mining 
An association rule is an expression of the form ܺ ՜ ܻ, where X and Y are itemsets. In words: Given a 
database D of transaction, where each transaction ܶ אD, ܺ ՜ ܻmeans that when a transaction T contains 
TABLE 3.1 
EXAMPLES OF A TRANSACTIONAL DATABASE D 
tid X 
100 {beer, chips, wine} 
200 {beer, chips} 
300 {pizza, wine} 
400 {chips, pizza} 
 
TABLE 3.2 
ITEMSETS AND THEIR SUPPORT IN D 
Itemset Cover Support Frequency 
{} {100, 200, 300, 400} 4 100% 
{beer} {100, 200} 2 50% 
{chips} {100,200, 400} 3 75% 
{pizza} {300, 400} 2 50% 
{wine} {100, 300} 2 50% 
{beer, chips} {100, 200} 2 50% 
{beer, wine} {100} 1 25% 
{chips, pizza} {400} 1 25% 
{chips, wine} {100} 1 25% 
{pizza, wine} {300} 1 25% 
{bear, chips, wine} {100} 1 25% 
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all items in X, then T also contains all items in Y. The confidence of an association rule ܺ ՜ ܻ is the 
conditional probability that a transaction contains Y knowing that it contains X. The confidence is denoted 
as confidence(ܺ ՜ ܻ,ܦ)=P(ܻ ك ܶ|ܺ ك ܶ). The collection of association rules in a database D of 
transactions over a set of items I, respecting the minimal support σ and threshold confidence γ is 
represented as R(D, σ, γ), where 0 ൑ γ ൑ 1. Association Rule mining is thus a 2 step procedure. Table 3.3 
shows an example of the association rules and their support and confidence in D. 
3.2.3 Mining algorithms 
The Apriori was developed by Agrawal and al. (1993, 1994) Apriori counts all the occurrences of 
the entire item sets in a database by performing a breadth first search of all the item sets. By pruning 
infrequent candidates by the down closure of item set support, it will help to reduce the number of 
computations. The most popular among all mining algorithms, the original Apriori algorithm was 
improved to with AprioriTID (1993) and AprioriDIC (1994). Savasere et al. (1995) proposed the partition 
algorithm which is very similar to the breadth-first-search of the Apriori algorithm. It counts the support 
of the (k-1) candidates and uses the tidlists of the frequent (k-1) item sets to help generate the tidlists of k 
candidates. This process can potentially become too heavy for the physical memory to handle. Partition 
algorithm, as its name suggested, splits the database into manageable sizes. Each part will then be treated 
individually and independently. The local frequent list of each part will then be retrieved and analyzed to 
TABLE 3.3 
ASSOCIATION RULES AND THEIR SUPPORT AND CONFIDENCE IN D 
Rule Support Frequency Confidence 
{beer} → {chips} 2 50% 100% 
{beer} → {wine} 1 25% 50% 
{chips}→{beer} 2 50% 66% 
{pizza}→ {chips} 1 25% 50% 
{pizza}→ {wine} 1 25% 50% 
{wine}→{beer, chips} 1 25% 50% 
{wine}→{chips} 1 25% 50% 
{wine}→{pizza} 1 25% 50% 
{beer, chips}→{wine} 1 25% 50% 
{beer, wine}→{chips} 1 25% 100% 
{chips, wine}→{beer} 1 25% 100% 
{beer}→{chips, wine} 1 25% 50% 
{wine}→{beer, chips} 1 25% 50% 
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determine that it is globally frequent. Another algorithm, FP-Growth employs depth first search by going 
through all possible k-item sets which contains a frequent 1-itemset. Occurrences for each of the k-item 
sets were counted to determine its support. FP-Growth can become computationally heavy if pruning was 
not performed (Hipp et al., 2000). The Eclat algorithm proposed by Zaki et al. (1997) uses depth first 
search with tidlist intersection. When two tidlists are intersected, only the tidlist which satisfy the 
minimum support threshold will be considered. Tidlists which are not able to satisfy this threshold 
support are broken off immediately. 
3.2.4  Implementation of Apriori Algorithms in InEA 






ܥଵ ൌ ሼሼ݅ሽ |݅ אI.} 
݂݋ݎሺ݇ ൌ 1; ܥ௞ ് ሼ׎ሽ; ݇ ൅ ൅ሻ ݀݋ ܾ݁݃݅݊ 
// Count support of candidates itemsets 
  ݂݋ݎ ݈݈ܽ ݐݎܽ݊ݏܽܿݐ݅݋݊ݏ ሺݐ݅݀, ܫሻ א D 
    ݂݋ݎ ݈݈ܽ ܿܽ݊݀݅݀ܽݐ݁ݏ ݅ݐ݁݉ݏ݁ݐݏ ܺ  א  ܥ௞   
      ݂݅ ܺ ك ܫ 
        ܺ. ݏݑ݌݌݋ݎݐ ൅ ൅ 




F k ൌ ሼ ܺ|ܺ. ݏݑ݌݌݋ݎݐ  ൒ ߪሽ 
// generate all candidates itemsets 
  ݂݋ݎ ݈݈ܽ ܺ, ܻ  א F k, ܺሾ݅ሿ ൌ ܻሾ݅ሿ and ݂݋ݎ 1 ൑ ݅ ൑ ݇ െ 1 and ܺሾ݇ሿ ൏ ܻሾ݇ሿ ݀݋ 
  ܫ ൌ ܺ ׫ ሼܻሾ݇ሿሽ 
    ݂݅ ׊ ܬ  ؿ ܫ, |ܬ| ൌ ݇ , ܬ  א F k 








R = {} 
݂݋ݎ ݁ݒ݁ݎݕ ݅ݐ݁݉ݏ݁ݐ ܫ  א F        
 R = R ׫ ܫ  ֜ {} 
 ܥଵ ൌ ሼሼ݅ሽ |݅ אI. 
 ݂݋ݎሺ݇ ൌ 1; ܥ௞ ് ሼ׎ሽ; ݇ ൅ ൅ሻ ݀݋ ܾ݁݃݅݊  
  // Generate heads of associations rules that are confident 
  ܪ௞ ൌ ሼܺ א ܥ௞|ܿ݋݂݊݅݀݁݊ܿ݁ ሺܫ\ܺ  ֜ ܺ, ܦሻ ൒ ߛሽ 
    // Generate new candidate heads 
    ݂݋ݎ ݈݈ܽ ܺ, ܻ  א F k, ܺሾ݅ሿ ൌ ܻሾ݅ሿ ܽ݊݀  
  ݂݋ݎ 1 ൑ ݅ ൑ ݇ െ 1 ܽ݊݀ ܺሾ݇ሿ ൏ ܻሾ݇ሿ ݀݋  
    ܫ ൌ ܺ ׫ ሼܻሾ݇ሿሽ 
      ݂݅ ׊ ܬ  ؿ ܫ, |ܬ| ൌ ݇ , ܬ  א F k  
  ݐ݄݁݊ ܥ௞ ൌ  ܥ௞ାଵ ׫ ܫ    
 ܧ݊݀ ݂݅ 
                 ܧ݊݀ ݂݋ݎ       
  ܧ݊݀ ݂݋ݎ        
          // Retrieve association rules 
  R = R ׫ ሼܫ \ܺ ֜ ܺ |ܺ  א  ܪଵ ڂ… ڂܪ௞ {}    
 ܧ݊݀ ݂݋ݎ 
ܧ݊݀ ݂݋ݎ 
Fig 3.2 Step 2: Pseudo code for rule mining in Apriori Algorithm 
3.3  Informed Evolutionary Algorithm 
The framework discussed subsequently will be the problem independent algorithm of InEA. The 
flow chart in Fig 3.3 graphically shows the main mechanisms employed in InEA. The rest of this section 
explains the algorithm. 
 




A real represented is selected for InEA for easy manipulation in the data mining module. Real coding 
in EA will help remove the need for (de)coding. In addition, a more precise solution can also be found at 
a lower computational cost as opposed to binary representation. During initialization, a population of N 
individuals is uniformly created over the whole search space. In general, N is chosen to be 10 times the 
number of variables (Deep and Thakur, 2007). Elitism replaces the weakest member of the main 
population by the fittest individual in the population. Tournament selects the fitter of two randomly 
chosen individuals from the population to form the mating pool. This will increase the probability of a 
fitter individual to be selected for mating and pass on its desirable traits to the offspring. Every few 
generations, information of the variables and objectives are collected from the parents who survived the 
tournament selection over each of these generations to be in the mating pool. The extraction of knowledge 
by data mining module will be further elaborated in the next section. Crossover between two individuals 
will occur over a single point and half the alleles would be swapped with the other. The original mutation 
operator makes use of the Gaussian distribution to create perturbations. The variance of the Gaussian 
distribution is slowly decreased over the generations to help improve the precision of the optimization, 
and it allows the search to go into narrow valleys where the global optimum might be found. To 
incorporate the knowledge mined a second mutation operator will also be used. This mutation operator 
will also be explained shortly. Finally natural selection will be performed on the recombined population 
formed by combining the current main population with its offspring population.  
3.3.2 Data Mining Module 
Apriori algorithm is used to do frequent mining. Rule mining is performed using the Bayesian 
Frequent Mining approach described in Section 3.2. The range for each variable\objective is determined 
for the population and the individuals will then be sorted into 3-5 equal intervals within this range as 
shown in Fig 3.4.b. The Bayesian conditional probability (of an individual being in the interval with 
fittest objective interval given that it contains variables from a certain interval) can then be determined. 
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With this knowledge, the identification of the interval for each variable for which it is most likely to 
obtain the fittest objective bracket can be done. A new individual is created within this identified ‘ideal’ 
region. This information is used to guide the knowledge based mutation operator towards this search 
region. 
3.3.3 Output  
Output to the users is in the form of the identified ‘optimal’ intervals for each variable. This is 
represented as the new individual shown in Figure 3.4.b. The knowledge mined from the aggregated 
solutions can be created. It is most likely that the optimal solution will be found between -30 to -18 for 
variable one and 6 to 10 for variable two. One observation is that the range of the variable\objective 
 
Figure 3.4.a Identification of Optimal Region in Decision Space in Single Objective Problems 
 
Figure 3.4.b Frequent Mining of non-dominated Individuals in Decision Space 
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determined for the population will converge to 0 as the evolution proceeds. Thus, for the purpose of 
representation the range of each interval will be maintained at 2% of the range of that variable. This helps 
keep the representation at a suitable interval. Keeping a minimum interval helps to reduce the noises that 
come from a population’s exploitation of a region right before it converges.  
3.3.4 Knowledge Based Mutation 
A second operator makes use of the Bayesian probability knowledge mined to guide the mutation of a 
few random alleles in the direction of the region identified by data mining. Drawing from Differential 
Evolution, selected alleles randomly selected for mutation within a chromosome will be mutated based on 
the following equation.  
݈݈݈ܽ݁݁௜,௢௙௙௦௣௥௜௡௚ ൌ ݈݈݈ܽ݁݁௜,௣௔௥௘௡௧ ଵ ൅  ߙ൫݈݈݈ܽ݁݁௜,௜ௗ௘௡௧௜௘ௗ ′௢௣௧௜௠௔௟′ െ ݈݈݈ܽ݁݁௜,௣௔௥௘௡௧ ଵ൯   (3.1) 
ߙ߳ሾെ݀, 1 ൅ ݀ሿ                                 
On first glance, this running towards a direction at varying speed may seem similar to particles 
swamp optimization (PSO), but in fact it is different. In PSO, the particles are made to run towards the 
global optimal which may contain both good and bad alleles. In InEA, the individuals are guided to run 
towards an identified region which has been identified by the parents as the region which the global 
optimum could be found. This region may or may not contain the global optimum found at that 
generation as not all of the alleles of the global optimum might be found in the intervals identified by the 
data mining methods. The intervals for each variable are identified as the interval with the highest 
probability of finding the optimum given a variable of a certain interval. Thus, instead of blindly 
following every trait of the leader, what is commonly recognized as good traits is identified and followed 
by the population. Some of which the leader might not possessed. This region will be what the population 
commonly acknowledges as the region with the optimum found at that time. It is possible that the 




Once the region to mutate towards has been identified, the offspring selected for mutation will form a 
number of mutants which will mutate towards the identified region at a specified learning rate. The 
learning rate will dictate the type of mutation used, either directed mutation towards the identified region 
or random Gaussian mutation. Each of these mutants is an exploitation of the region in a few directions. 
This can help an individual in a region of global optimum to ‘move down’ the slope. 
3.4  Computational Setup 
The algorithms are implemented and ran in Java using Eclipse Platform. For the initial 
simulations, a population size of 10 times the number of decision variables for the test problems is 
maintained. Both algorithms, the original EA and InEA, were run 30 times. The threshold was set at 1% 
and the number of generations was fixed at 500. For the benchmarked simulations, for a uniform testing, 
testing environment are kept similar to that of Deep and Thakur (2007). The number of variables for all 
the test problems is fixed at 30. Each algorithm goes through 30 runs. The population size is taken to be 
10 times the number of variables. The threshold for success is stipulated at 1% from the known optimum.  
3.4.1 Benchmarked Algorithms 
The InEA algorithm will first be tested using against the original algorithm without the additional 
data mining mutation operator. This first benchmark aims to determine the influence of the new mutation 
operator and how the learning process is able to improve the algorithm. For the first simulation, for each 
of the test problems, the original EA was tuned until it gave the best possible performance. The data 
mining module is then included into InEA to show the further significant improvements can still be made 
under ceteris paribus conditions, when all else remains equal. After which, the InEA algorithm will be 
benchmarked against Deep and Thakur (2007) HX, MPTM, LX-MPTM, HX-NUM and LX-NUM. Their 
algorithm was rigorously tested against various test problems. This second benchmark makes sure that the 





Initial Test Problems B 
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4  Dixon and Price 
min௫ ݂ሺݔሻ ൌ ሺݔଵ െ 1ሻଶ ൅ ∑ ݅ሺ2ݔ௜














              െ0 ൑ x୧ ൑ π, i ൌ 1,2, … n   
݊ ൌ 10.  
݂ሺݔכሻ ൌ െ9.6601 
  ݊ ൌ 2.  
 ݂ሺݔכሻ ൌ െ1.8013
7  Goldstein and Price 
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TABLE 3.4 
BENCHMARKED PROBLEMS A 
No  Test  Definition   
1 
Ackley’s 
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The initial and benchmarked test problems can be found in Table 3.4 and 3.5 respectively, they 
consist of various scalable problems of different dimensions with uni and multi modal problems and a 
varying degree of complexity. The benchmarks problems are chosen by Deep and Thakur (2007).  
3.4.3 Performance Metrics 
Three criteria have been chosen to compare the performance the algorithms in terms of reliability, 
efficiency, accuracy and precision. Reliability is the percentage in a fixed number of independent runs in 
which the algorithm converges near to the optimal point. It is measured by the number of successes based 
on the fixed number of runs. Efficiency of the algorithm is the rate of convergence to the optimal point. It 
is measured by the evaluation time and the average number of functions evaluations of successful runs. 
Accuracy is deviation of the mean and best found solutions among the fixed number of runs from the 
known optimal point. Precision is the spread of the solutions for the number of runs made. They are 
measured by the best solution found during the runs and the mean solution of the runs and their standard 
deviations respectively.  
3.5   Initial Simulation Results and Analysis 
3.5.1 Parameters Tuning 
To have an understanding of the effects of the Data Mining operator and the knowledge based mutation, 
InEA was run with different operator parameter settings. The two data mining parameters which are used 
to tune the parameters are the number of intervals the real data are divided into and the frequency of 
mining. For the power mutation, the numbers of mutants formed from an offspring and the learning rate 
of the mutants can be tuned. The learning rate dictates the probability of an allele of an offspring selected 
for mutation being mutated towards the identified region. The figures are selected to give a good 
representation of the effects of the parameters on the test problems. The simulations results were 




   
(a)     (b)     (c) 
    
(d)     (e) 
 
Figure 3.5 Number of Evaluation calls vs Number of Intervals for (a) Ackley 10D, (b) Rastrign 10D, (c) Michalewics
10D, (d) Sphere 30D and (e) Exponential 30D 
 
            
(a)     (b)    (c) 
  
(d)     (e) 
 
Figure 3.6 Run time (sec) taken to find the optimal solution vs number of intervals for (a) Ackley 10D,  (b) Levy 10D,
(c) Rastrign 10D, (d) Sphere 30D and (e) Exponential 30D 
 
dotted– Frequency once every generation, solid- Frequency every 2 generations, dashed – Frequency of every 3 generations 
















































































































































(a)      (b)     (c) 
  
(d)     (e) 
 
Figure 3.7: Average Solutions found vs Numbers of Intervals for (a) Ackley 10D, (b) Levy 10D, (c) Sphere 10D, (d)
Sphere 30D and (e) Exponential 30D 
 
   
(a)    (b)    (c) 
   
(d)    (e) 
 
Figure 3.8: Standard Deviation found vs Numvber of Intervals for (a) Michalewics 10D, (b) Levy 10D, (c) Sphere 10D, 
(d) Sphere 30D and (e) Exponential 30D 
 
dotted– Frequency once every generation, solid- Frequency every 2 generations, dashed – Frequency of every 3 generations








































































































































Number of Intervals: From Figure 3.5 and 3.6, as the number of intervals increase, the average 
number of evaluation decreases and the average run time increases. From Figure 3.7 and 3.8, the effects 
of the number of intervals on mean and standard deviation was inconclusive. Increasing the number of 
intervals reduced the size of each interval and the eventual size of the 10D search space. Thus, when new 
mutants formed from an offspring would then be mutated towards the identified region. When the 
identified region is smaller, the mutation will be more directed towards a specific area; as compared to if 
the identified region is large. The faster convergence which led to few evaluation calls could be a result of 
this more directed search. The increase in run time, even when the average number of evaluation 
functions decrease, as the number of intervals increase was not unexpected. In the data mining module, 10 
decision variables being split into 3 intervals can be seen as a 30D problem. Similarly, the same 10 
decision variables being split into 11 intervals can be seen as a 110D problem. Increasing the number of 
intervals inevitably increase the computational cost of data mining. To achieve a compromise between the 
number of evaluation calls and computational time, subsequent test on 10D problems would be done with 
5 to 8 intervals. 
Frequency of Mining: As the frequency of mining increased from once every 3 generation to 
once every generation, there is a decrease in the average number of evaluation calls and run time for most 
test problems. This can be seen from Figure 3.5 and 3.6, a few exceptions (such as Rastrign 10D) 
registered an increase in evaluation calls and run time when the frequency of mining was increased from 
once every 2 generations to once every generations. Increasing the frequency of mining increases the rate 
of convergence as the influence of the data mining mutation operator over the random Gaussian mutation 
operator will be stronger. Logically, increasing the calling of the data mining module should increase the 
computation cost of the algorithm and result in a longer run time. For 10D problems, the successful faster 
convergence of the population to a solution managed to offset the additional computational cost incurred 
due to the increased calling of the data mining module. The result is a shorter run time even as the 
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frequency of data mining increased. From Figure 3.7 and 3.8, the influence of the frequency of mining on 
the average solution found and standard deviation was not clear from the simulations. Frequency of 
mining once every 2 generations gave consistent good performances through the 10D test problems. 
3.5.3 Summary for 30 Dimensions Test Problems  
Number of Intervals: Likewise from Figure 3.5 and 3.6, an increase in the number of intervals 
decreased the average number of evaluation calls and increased the average run time. The explanation for 
30D is similar to that that found for 10D problems. Similarly, subsequent tests on 30D would be done 
with 5 to 8 intervals. 
Frequency of Mining: As the frequency of mining increased from once every 3 generation to 
once every generation, there is a decrease in the average number of evaluation calls and run time for most 
test problems. This is seen in Figure 3.5 and 3.6. This result is consistent to those found during the 10D 
test problems. The result is a shorter run time even as the frequency of data mining increased. From 
Figure 3.7 and 3.8, an increase in the frequency of mining helped to improve the quality of the average 
solution found and their standard deviations. The faster convergence enabled InEA to have more time 
towards the end of the iteration for exploitation of search space containing the optimum value. As a result, 
the standard deviation and average solution found is lower when data mining is done at every generation. 
3.5.4 Tuned Parameters  
The suitable ranges for the tuning of parameters are shown in Table 3.6:- 
TABLE 3.6 
TUNED PARAMETERS 
  10D  30D 
Data Mining Parameters Number of Intervals 5~8  5~8 
Frequency of Mining 1~2 1 
Power Mutation Parameters
 
Learning Rate 0.8~0.9 0.8~0.9 
Mutants 10 10 
Evolutionary Algorithm 
Parameters 
Mutation Rate 0.3~0.4 




Using the tuned parameters setting for InEA from Table 3.6, the algorithm was compared 
quantitatively with a normal EA without the added operators. The results are collected and shown in 
Table 3.7 and Table 3.8. 
  
10 Dimensional Problems- From table 3.7, InEA obtained a reasonable success rate which is 
consistently better than the original EA. InEA reduce the number of generations by up to 32.05%, but it 
incurred an additional computational time of 10.77%. The improvement made in the accelerating the 
convergence was not able to offset the extra computational time. This increase in computational cost is 
due to the increased dimension on the data mining. Nonetheless, there is an overall improvement in terms 
TABLE 3.7 
COMPARISON BETWEEN SIMPLE EA AND EA WITH DM OPERATOR 
Test Function Successful Runs Generations Time 





Levy 2D 100 100 5.3 5.0      + 3.89E-05 3.90E-05 
Levy 10D 100 100 3.8 3.3      + 4.59E-04 4.74E-04 
Levy 30D 100 100 3.4 2.8      + 3.55E-03 4.50E-03 
Hump 2D 100 100 3.2 2.7      + 2.24E-05 1.98E-05 
Easom 2D 100 100 26.7 15.8    + 1.08E-04 6.99E-05  + 
Dixon&Price 2D 100 100 8.1 5.5      + 1.14E-05 1.07E-05 
Dixon&Price 10D 48 48 230.5 222.6  + 5.92E-03 1.53E-02  + 
Rastrigin 2D 100 100 37.7 26.0    + 7.88E-05 6.47E-05 
Rastrigin 10D 100 100 154.5 72.6    + 6.26E-03 4.42E-03 
Rastrign 30D 0 58    +  237.1  +  2.83E-01  + 
Michalewics 2D 100 100 5.0 3.6      + 2.89E-04 2.68E-04 
Michalewics 5D 100 100 43.8 31.9    + 2.51E-03 1.83E-03 
Michalewics 10D 44 100  + 192.7 65.4    + 4.42E-02 1.52E-02 
Goldstein&Price 2D 100 100 17.2 13.1    + 2.43E-05 2.28E-05 
Griewank 2D 100 100 53.6 36.6    + 1.41E-04 1.10E-04 
Griewank 10D 56 58 370.179 332.62 2.14E-02 2.46E-02 
Griewank 30D 0 42   +  371.4  + 0.0E+00 3.95E-01  + 
Ackley 2D 100 100 22.7 16.3    + 1.06E-04 8.24E-05  + 
Ackley 10D 100 100 90.4 51.5    + 4.85E-03 3.73E-03 
Ackley 30D 0 78   +  348.8  +  2.64E-01  + 
Rosenbrock 2D 96 100  + 159.5 79.0    + 2.16E-04 1.35E-04 
Rosenbrock 10D 4 6 301.0 194.3  + 8.06E-03 9.40E-03 
Sphere 30D 100 100 61.6 34.2    + 1.53E-02 2.63E-02 
Sum Squares 30D 92 100  + 444.5 95.5    + 1.16E-01 7.45E-02  + 
Sum Squares 30D 92 100  + 444.5 95.5    + 1.16E-01 7.45E-02  + 
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of the other areas of performances. From Table 3.8, InEA improved the exploitative power of the original 
EA by up to 36% and improve the precision by up to 50.1%. The improvements due to the proposed 
operators can be validated from these results. The proposed operators were able to correctly identify and 
successfully guide the search towards the ‘optimal’ region in decision variable space. The directed search 
enabled the population to converge towards the optimal solution at a faster rate. Once the region has been 
correctly identified, more exploitation within the region was able to yield better solutions with better 
precision. 
30 Dimensional Problems –From Table 3.7, InEA performed better than the original EA in all the 
test problems. The number of generations improved by 46.34%  and the computational time increased by 
20%. With respect to the accuracy and precision, InEA was able to improve the accuracy and precision of 
the original EA by a remarkable 98.88% and 90.69%. This can be seen from results presented in Table 
3.8. Thus, the solutions of InEA have an order of magnitude which is much smaller than the original EA. 
TABLE 3.8 
COMPARISON BETWEEN SIMPLE EA AND EA WITH DM OPERATOR 
Test Function Best  Mean  SD 





Levy 2D 2.16E-12 1.32E-18    + 4.86E-10 1.70E-10 5.04E-19 3.45E-19 
Levy 10D 2.92E-15 1.50E-32    + 1.70E-11 1.47E-12    + 8.90E-22 3.95E-23    + 
Levy 30D 1.03E-15 1.50E-32    + 2.94E-12 2.91E-16    + 2.12E-23 4.04E-30    + 
Hump 2D 4.65E-08 4.65E-08 4.66E-08 4.66E-08 2.04E-20 3.69E-21    + 
Easom 2D -1.00 -1.00 -1.0E+00 -1.00E+00 6.66E-14 4.65E-15    + 
Dixon&Price 2D 8.69E-12 1.92E-11     ~ 3.37E-09 6.79E-09 1.88E-17 5.60E-17 
Dixon&Price 10D 3.76E-05 6.38E-05 3.47E-01 3.47E-01 1.11E-01 1.11E-01 
Rastrigin 2D 4.35E-09 7.46E-14    + 1.23E-06 9.40E-07    + 2.88E-12 7.11E-12 
Rastrigin 10D 8.85E-06 2.81E-08    + 6.07E-05 1.13E-06    + 1.42E-09 1.25E-12    + 
Rastrign 30D 2.02E+01 4.90E-05    + 3.26E+01 5.37E-01    + 6.10E+01 5.23E-01    + 
Michalewics 2D -1.8 -1.8 -1.8 -1.8 7.62E-05 1.05E-04    ~ 
Michalewics 5D -4.69 -4.69 -4.69 -4.69 9.83E-13 1.79E-14    + 
Michalewics 10D -9.66 -9.66 -9.61 -9.66 3.70E-03 1.35E-12    + 
Goldstein&Price 2D 3.00E+00 3.00E+00 3.00E+00 3.00E+00 9.05E-16 9.27E-16 
Griewank 2D 1.02E-08 7.77E-16    + 2.69E-03 3.03E-03 1.25E-05 1.29E-05 
Griewank 10D 3.73E-05 3.88E-06 0.011112 0.011327 7.62E-05 1.05E-04 
Griewank 30D 8.38E-01 6.36E-04    + 1.01 1.68E-02    + 1.20E-03 2.58E-04    + 
Ackley 2D 1.85E-06 8.18E-09    + 2.76E-05 9.19E-06    + 4.30E-10 1.49E-10 
Ackley 10D 6.67E-05 8.19E-06    + 1.86E-04 4.28E-05    + 3.95E-09 4.82E-10    + 
Ackley 30D 7.24E+00 2.41E-03    + 1.38E+01 4.50E-01    + 2.38E+00 7.98E-01    + 
Rosenbrock 2D 7.58E-07 2.35E-28    + 1.91E-02 4.37E-05    + 1.10E-02 2.79E-08    + 
Rosenbrock 10D 3.65E-03 2.36E-03 3.12 3.35E+00 5.87E+00 5.58E+00 
Sphere 30D 8.35E-06 1.34E-09    + 1.44E-05 6.34E-09    + 8.33E-12 1.15E-17    + 




The improved exploitative power of InEA is consistent for all the scalable test problems of various 
dimensions. With the exceptions of the best found solution for 2D Dixon & Price and the standard 
deviation for 2D Michalewics. InEA maintained its better performances in terms of accuracy, reliability 
and precision for problems of different dimensions; but at a greater computational cost. Greater 
percentage improvements are seen at higher dimensions. As the number of dimension increases, the 
decision space to search also increased. The data mining module is able to narrow down the search 
significantly causing a faster convergence rate towards the optimal solution and a more significant 
improvement. 
2 Dimension Test Problems – Tuning for 2 dimension was not performed normal EA was able to 
deal with 2D problems rather well. Tuning results at different dimensions presented in Table I is similar 
regardless at 10D or at 30D. For the 2D problems, operator parameters settings were kept the same as 
10D problems. From Table 3.7, InEA was able to help cut the number of generations required for finding 
the number of solutions on average of 29.1%. The run time for each algorithm a solution was found was 
compared before. It was found that InEA was able to improve the average runtime by 17.8% compared to 
the original EA. Thus, there is an improvement in efficiency for 2D test problems. Both algorithms were 
equally reliable; they managed to maintain almost 100% success rate throughout (with the exception of 
2D Rosenbrock for the original EA). From Table 3.8, the proposed operators were able to improve the 
exploitative power of the original EA by 15.6%. Nonetheless, it shows a slight decrease of 1.52% in terms 
of its precision, measured by its standard deviation. The scale of the improvements for 2D problems could 
be limited by the small dimensions of the test problems. The normal EA was already able to solve 2D to 
satisfaction. From the three sets of results at different dimensional size, percentage improvements were 






Simulations were run under the conditions considered in Section 3.5. The simulations results 
were collected and presented in Table 3.9 to 3.12.  
3.6.1 Reliability  
From the Table 3.9, InEA is comparable results with the benchmarks algorithms in terms of the 
identified areas of performance. InEA was able to find a solution for the majority of the cases. This is 
with the sole exception of test problem 4 where InEA unable to achieve 97% reliability. No meaningful 
result can be drawn from test problem 9 in which most of the test algorithms were unable to find any 
solutions. The robustness and reliability of InEA is near 100% and is comparable to the benchmarked 




Function InEA HX-MPTM LX-MPTM HX-NUM LX-NUM HX-PM LX-PM 
        
1 30 30 30 30 30 30 30 
2 30 30 30 27 27 30 30 
3 30 30 30 30 30 30 30 
4 29 30 30 30 30 30 30 
5 30 30 30 24 30 30 30 
6 30 30 30 30 30 30 30 
7 30 30 30 30 30 30 30 
8 30 30 30 28 0 30 30 
9 0 0 0 12 0 2 0 




Function  InEA HX-MPTM LX-MPTM HX-NUM LX-NUM HX-PM LX-PM  
          
1  257,770 196,401 116,731 232,901 130,041 178,301 86,661 ~ 
2  50,515 63,691 46,601 171,823 54,723 64,321 34,471 = 
3  26,835 44,271 31,221 60,651 35,141 48,091 23,191 + 
4  784,036 253,931 143,371 252,571 159,971 236,391 100,001 ~ 
5  1,217 51,741 36,361 67,676 46,761 52,911 28,251 + 
6  24,783 68,001 51,091 92,131 68,721 70,661 40,241 + 
7  55,791 75,751 153,161 31,461 122,071 70,471 83,651 + 
8  333,157 245,281 350,541 349,962 - 167,851 165,471 = 
9  - - - 1,171,276 - 669,751 - = 





In general, InEA performed better in terms of efficiency compared to the rest of the benchmarked 
algorithms.  In Table 3.10, InEA was able to perform better than 5 of the 6 other algorithms 50% of the 
time. There was no basis for comparison for test problem 9 since most of the algorithms did not have an 
available result. However, InEA performed worse for test problem 1 and 4. Certain notable results are 
those obtained for test problems 10, 6 and 5, where InEA reduced the number of evaluation calls by up to 
31%, 38% and 95% respectively with respect to the second most efficient benchmarked algorithm. This 
improvement in efficiency means that the targeted search guided by the DM mutation operator was able 
to guide the population to search the correct region most of the time. The faster convergence rate could 
prove to be useful in problems where evaluation functions are costly. Improved efficiently while 
maintaining the robustness of the optimizer, InEA was able to well balance the explorative and 
exploitative. 
TABLE 3.11 
MEAN FOR INEA AND BENCHMARKS ALGORITHMS 
Test InEA HX-MPTM LX-MPTM HX-NUM LX-NUM HX-PM LX-PM  
         
1 4.24E-07 3.17E-04 2.18E-07 1.28E-03 6.66E-07 1.01E-10 1.01E-10 =
2 -3.00E+00 -2.99E+00 -3.00E+00 -2.98E+00 -2.99E+00 -3.00E+00 -3.00E+00 +
3 -1.00E+00 9.90E-01 1.00E+00 -9.99E-01 -1.00E+00 -1.00E+00 -1.00E+00 +
4 3.53E-03 1.52E-03 1.14E-03 3.68E-03 8.57E-04 1.94E-03 1.94E-03 ~
5 2.85E-18 5.34E-09 9.94E-14 3.11E-02 3.34E-09 3.20E-19 3.20E-19 =
6 7.98E-14 6.58E-10 8.56E-16 1.43E-08 3.91E-09 7.95E-23 7.95E-23 =
7 -9.98E+05 -9.98E+05 -9.93E-05 -9.97E+05 -9.97E+05 -9.98E+05 -9.98E+05 +
8 1.16E-08 9.22E-12 1.23E-12 3.11E-13 7.30E+00 0.00E+00 0.00E+00 ~
9 6.05E+00 1.61E+01 1.85E+01 1.25E+01 1.85E+01 1.84E+01 1.58E+01 +
10 4.58E-14 5.48E-05 1.32E-07 3.64E-04 8.92E-07 4.75E-11 4.750-11 +
‘+’ performed better        ‘~’ performed worse  ‘=’ comparable 
 
TABLE 3.12 
STANDARD DEVIATION FOR INEA AND BENCHMARKS ALGORITHMS 
Test   InEA HX-MPTM LX-MPTM HX-NUM LX-NUM HX-PM LX-PM  
           
1   2.01E-07 1.46E-04 6.94E-08 1.39E-03 2.80E-07 4.59E-05 1.04E-10 = 
2   1.66E-12 4.47E-13 0.00E+00 5.11E-02 4.51E-02 2.85E-14 0.00E+00 = 
3   5.82E-14 5.45E-05 1.74E-06 3.86E-04 7.13E-06 8.40E-05 1.73E-08 + 
4   4.44E-03 1.18E-03 1.18E-03 3.73E-03 5.36E-04 1.38E-03 1.57E-03 ~ 
5   1.07E-17 3.42E-09 6.45E-14 8.67E-02 1.83E-08 8.91E-10 2.89E-19 + 
6   1.65E-13 5.24E-10 1.29E-15 7.38E-08 2.14E-08 1.42E-10 9.92E-23 = 
7   1.37E-06 4.81E+01 1.08E+03 1.86E+02 5.33E+02 4.63E+00 5.59E+00 + 
8   1.29E-08 1.53E-11 4.89E-12 5.01E-13 3.08E+00 1.03E-13 0.00E+00 ~ 
9   1.60E+00 1.81E+01 6.38E-01 4.38E+00 1.80E-01 1.93E-01 2.15E+00 = 





Table 3.11 and 3.12 compared the performance of the proposed InEA against the benchmarked 
algorithms. In terms of accuracy, measured by the mean value of the results obtained, InEA performed 
better than 5 of the 6 algorithms 50% of the time. InEA performed significantly better than all the 
algorithms in test problem 10 an order of power 3 smaller than the next smallest mean solution. For test 
problem 9, even though no solutions were found for most of the test algorithms, InEA performed better 
than the rest of the benchmarked algorithms in terms of its exploitative power. It was able to find a 
solution which is much smaller than the rest of the benchmarked algorithms, even those which managed 
to find some solutions for the test problem. The proposed InEA was able to produce comparable results as 
the benchmarked algorithms in terms of its accuracy. In terms of precision, InEA is comparable with the 
benchmarked problems performing better than 5 of the 6 algorithms 40% of the time. This improvement 
in the accuracy could be a result of the faster convergence and the accuracy of targeted search in 
identifying the correct ‘optimal’ decision region. The combined result is a more exploitative search in the 
correct region. Consequently, a better precision would be achieved.  
3.6.4 Overall 
In general, InEA performed better than all the algorithms in all aspect in test 7 and 10. It is 
performed better than 5 of the 6 algorithms in 3 of the 4 performance indicators in test 3, 5, 6 and 9. It 
remained competitive and gave comparable results for 2. However, it did not perform as well in test 1, 4 
and 8. On the whole, InEA stays competitive against the benchmarked problems. This is indicative of the 







The comparative results of the InEA with the original EA are obtained by running the algorithms 
on Ackley 30D. The two algorithms are implemented for 500 generations, a population size of 300 and a 
threshold of 1%. For InEA, 5 intervals will be used in the data mining. The following Figure 3.8 plots the 
fitness of the population over the generations. The legends in Figure 3.8 and 3.9 apply to the rest of the 
figures in this section. 
Firstly, the original EA was not able to obtain arrive at a solution after 500 generations. The 
simulation was extended to 5000 generations, but it was still unable to arrive at a solution; showing that 
the population has converged. InEA was able to converge to a solution after 230 generations. This lack of 
exploration of the search space by the original EA has lead to it being trapped quickly in a local optimum, 
shown by its early convergence after 30 generations. The proposed InEA was able to make use of the 
information extracted to enable a more exploitative search of the search space without compromising 
exploration. A secondary observation from the fitness function is that every time the solid curve 
(representing the new individuals created from the knowledge mined) touches the dotted curve, it means 
that the new individual created is the driving force that improves the fitness of the best found solution in 
the population.  
 
Figure 3.8 Fitness of new Individual created from data 
mining and best found solution 














solution created by DM
best solution found
 
Figure 3.9 Fitness of Population over Generations 

















To understand the underlying reason to why InEA was able to converge to the optimal solution 
when the original EA was not, this chapter studies the convergence of the decision variables. The 
following 6 plots in Figure 3.10 were randomly picked out from 30 decision variables in Ackley’s 
Problem. The optimum for each decision variable is 0. From figure 3.10, notable differences can be seen. 
Firstly, most of the decision variables in the InEA algorithm (dotted line) were able to converge near the 
optimum value after 60 generations. This was not the case for the original EA (grey line). Except figure 
3.10.b and 3.10.d, the remaining decisions variables were not able to converge near to the optimum 
solution. When the known optimum objective ݂ሺݔכሻ ൌ 0 with ݔכ ൌ ሺ0,0,… 0ሻ, the original EA was able 
to converge to ݂ሺݔכሻ ൌ 3.348 with ݔ sometimes deviates from 0 by as much as 21 (Fig 3.10.e). Thus, it 
can be concluded that the original EA was trapped in a local optimum. In addition to being able to 
       
(a)                                                                   (b)                                                                  (c) 
 
                           (d)                                                                 (e)                                                                   (f) 
Figure 3.10 shows the spread of variables 4 to 9 in mating population 



























































































converge to the optimum value for all the decision variables, it can seen from figures that even after 
convergence, there is still a chance of breaking out of the local optimum. Decision variable 9 in Figure 
3.10.f is a good example of the exploratory power of InEA. Even after the variable has converged to -8 
after 30 iterations, it was still able to continue to mutate which resulted in an increase in spread of the 
variable 9 after generation 40. The population later converges and takes on -2 as the new value of 
decision variable 9 after 60 generations.  
 
   




Figure 3.11 Identified regions of the decision variables where the optimum is most likely to be found for the variable 3 to 8 




























































































The plots in Figure 3.11 show evolution of the spread of the 6 randomly selected decision 
variables in the mating populations over generations. The spread of each variable is within the mating 
pool is represented by the dotted lines. The solid lines show the interval of the decision variable which 
has been identified as the interval with the highest conditional probability of arriving at the fittest interval 
of found objective. 
Local Optimum Trap- The solid line region identified is the interval within the range of a decision 
variable which the optimum is most likely to be found in comparison to the other intervals. Thus, the 
result of which interval will be identified as the most likely region which will lead to the optimum is 
based on the current set of solutions in the mating pool. Thus, these identified intervals may correspond to 
local optimums which the mating population may be trapped in during a particular generation. Thus, it is 
not wise to immediately narrow down the search of the global optima to the identified region 
immediately. Though this may lead to faster convergence, it will also result in the population being 
trapped in a local optimum and eventually converge there. The knowledge base operator will thus direct 
the search towards the direction of the identified region and not within the region. 
Stabilization- After 30 to 40 generations, the fluctuations of the decision intervals are greatly 
reduced. The exploitation power of the power mutation operator helps to refine the search. The decision 
variables after 40 generations mutations, slowly but surely, move towards the known optimum value of 
the decision variable. The precision of InEA was represented in the value of average solution found in the 
comparative study against the benchmarked algorithms. 
3.7.4 Accuracy and Error 
Figure 3.12 shows the accuracy of the intervals in identifying the region where the optimal solution is 
believed to exist. For the Ackley problem, -30 < xi < 30. One note that, at the beginning,  the data mining 
operator was able to identify the optimal region in the decision space with an accuracy of around 70%.  
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Random selection of interval withour prior knowledge would yield a positive identification of 20% for a 
data miner of 5 intervals.  This shows that the data miner was rather successful in its positive 
identification of optimal region. By the 150th  generation, the proposed algorithm has identified the region 
to a 90% accuracy. This region can be kept in mind such that future optimization can be initialized within 
this region to provide a time saving targetted search. Since the whole search space will be divided into 
smaller intervals. The sets of solutions collected enable us to calculate the Bayesian conditional 
probability of finding a low objective value given a decision variable from a certain interval. Fig 3.13 
gives the averaged root mean square (RMS) error of all the 30 dimensions. The RMS values are 
calculated based on the following formulation. 
ܴܯܵ ݁ݎݎ݋ݎ ൌ  ඨ
∑ ቄሺܤ௟௢௪௘௥ െ ݔ௜






where N is the number of decision variables, Blower, Bupper are the lower and upper bound of the identified 
intervals and ݔ௜כ is the known optimum value for the i th decision variable. From Figure 3.13, one observe 
the error of the identified intervals decreases over generations. The error and accuracy plots in Fig 3.13 
and 3.12 are for output representations kept at 2% of the whole search interval. The final error of 1.5 is 
2% of the whole search interval of [-30, 30] for the Ackley problem. Future optimization problem can, 
thus, focus on this interval. 
   
 Figure 3.12 Acuracy of the identified intervals in 
identifying the region with the optimal solution 











Accuracy of interval identified for 30 decision variables
 
 
 Figure 3.13 Mean Square error of the identified interval 
from the known optimum value across generations 
 













Data mining could be used to select regions or intervals within the range of the decisions 
variables so as to help engineers identify with confidence the possible range each of the decision variables 
should be in to achieve an overall optimized solution. The mean square error of tuning the parameters 
based on these identified region decreased over generations. The work presented a simplistic investigation 
of how data mining could be used to mine for knowledge and information which could be used back into 
the optimization process to help improve the optimization. A simple example showed how the identified 
intervals of the decision variables can be used to guide the direction of the future searches. The successful 
implementation and integration of this knowledge back into the SO optimization process as a mutation 
operator to help improve the optimization was investigated and validated through the results presented.  
When compared with established and recent optimization techniques, InEA was able to produce 
competitive results. The following chapter studies the effectiveness of Data Mining operator on handling 











After the successful application of Data Mining on Single Objective optimization, the work 
continues to pursue its extensibility to noisy and Multi Objectives problems. Real world problems are 
often noisy and with opposing objectives. Research in the domain of multi objective optimization (MOO) 
in noisy environment is, thus, very relevant to many of today’s problems. The presence of noise in the 
objective functions can provide disinformation which can cloud the decision making process. An 
advantage of stochastic optimizers like Evolutionary Algorithms (EAs), over traditional optimization 
methods, is that they are stochastic in nature and do not depend on deterministic information (Beyer, 
2000). EAs optimize by replicating Darwin’s Theory of Evolution through a process of recombination, 
mutation and natural selection. Nature’s evolution is effective in maintaining the “survival of the fittest” 
even when natural selection is highly disturbed by noise. EAs are believed to have inherited this 
effectiveness; thus their suitability and convergence stability when handling noise. A mathematical study 
of genetic algorithm in noise was being performed by Nakama (2009). In his study, a Markov chain was 
constructed to model genetic algorithm in noisy environment. His study made use of a Markov’s chain’s 
property to demonstrate that genetic algorithms would eventually be able to find at least one globally 
optimal solution with a probability of one.  
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Unfortunately, the performance of EAs in solving MO problems deteriorates with noise too. Even 
though much research has been done for Evolutionary Multi Objective Optimizations (EMOO) problems 
(Zitzler et al, 2000; Syberfeld, 2009; Tan et al, 2008), little research has been done to study and improve 
the robustness of EAs in noisy EMOO problems. This work extends from earlier chapter to address the 
problem of multi objective optimization in noisy environment using a data mining (DM) approach.  
 
This work proposes a Bayesian rule miner to improve the robustness of EAs in noisy 
environment. The data miner integrated into the genetic algorithm treats the phenotypic alleles and the 
objective values as information. The population of individuals can be easily seen as a data base of 
information. The Pareto set is the set of solutions in the decision space that correspond to the non 
dominated Pareto front in the objective space. Using Bayesian conditional probability, the data miner 
attempts to identify the region in the decision space which the Pareto set is most likely to exist. This 
identified ‘optimal’ region will be referred to as Ropt, PS. Ropt, PS is identified based on the aggregated 
information presented by the whole population. This aggregation has an implicit averaging effect which 
would help to negate the detrimental effects of noise. Amidst the presence of noise, the population would 
still be able to perform a directed search in the direction of the Ropt, PS through a data mining directed 
crossover operator. This DM operator works well for problems with Pareto set (PS) which exists in a 
single tight cluster in the decision space. An extremal exploration (XE) would be introduced to improve 
the performance of the DM operator for problems with an elongated PS. The overall performance of the 
proposed algorithm, the individual effects of the DM operator and extremal exploration under different 
noise conditions is rigorously investigated. The algorithm proves to be effective in handling noise for 





The remainder of the chapter is organized as follows: Section 4.2 discusses the dynamics of noisy 
fitness function and the noise handling techniques which have already been proposed in multi objective 
optimization problems. Section 4.3 introduces the DM operator, XE and the algorithmic framework for 
the proposed algorithm. The computational implementation, the definitions of the benchmark problems 
and performance metrics are described in Section 4.4. Section 4.5 includes a comparative study of the 
proposed algorithm against other algorithms. Section 4.6 studies the effects of each operator individually. 
Finally, Section 4.7 concludes the chapter.  
4.2  Noisy Fitness in Evolutionary Multi Objective Optimization 
4.2.1 Modeling Noise 
Noise can be modeled by several types of distribution. For example, noise can take the form of a 
Gaussian distribution, a Uniform distribution, a Laplacian distribution or a Contaminated Gaussian 
Distribution as tested by Zhai et al (1996). Other unbounded distribution such as Cauchy and x2 have also 
been suggested in (Arnold et al, 2003, 2006). Rudolph (Rudolph, 1998) maintains that a noise with 
unbounded support is not realistic. A Beta distribution which converges weakly to a Gaussian distribution 
but with a bounded support was used to model the noise instead. For this work, noise will be modeled as a 
Gaussian distribution with zero mean and a variance of ߪଶ, ܰሺ0, ߪଶሻ, mainly because Gaussian 
distribution is the predominantly the type of noise observed in most real world problems. For the rest of 
the chapter, level of noise refers to the variance ߪଶ of the Gaussian distribution in normalized objective 
space. The expression for the i-th fitness function is thus given as:- 
௡݂௢௜௦௬,௜ ൌ ௡݂௢௜௦௘௟௘௦௦,௜ ൅ ܰሺ0, ߪଶሻ 
Noise has detrimental effects on the performance of optimizers. MO optimizers may falsely allow 
poorer solutions to remain in the evolving population and be propagated. Conversely, good solutions may 
also be lost in the process. Contrary to popular believe, the presence of low level of noise may actually 
54 
 
ameliorate the performance of optimizers. Rana et al. (1996) observed a “soothing effect” caused by the 
low level noise. Goh et al (2007) also noted that such low level of noise allowed the maintenance of the 
entire uniform Pareto front. In the same , they noted that a better convergence towards the PFtrue was seen 
in problems with multi modality. A similar observation was made by Bui et al (2005) who explained that 
low level of noise can help an algorithm escape from a local optima. However, as the level of noise 
increases, the performance of EA worsens as noise clouds the search and selection process of the 
evolutionary optimizer. A worse convergence (Beyer, 2000) and diversity was observed. 
4.2.2 Noise Handling Techniques 
In literature, a number noise handling techniques have been developed to cope with the 
detrimental effects of noise. Jin et al (2005) have summarized many of the techniques in their survey. 
Most of the techniques discussed were originally designed to cope with Single Objective (SO) 
Optimization problems (Aizawa, 1993; Miller, 1997; Fitzpatrick et al, 1988; Markon et al, 2001; Back et 
al, 1994). Without any loss in generality, these techniques will be briefly discussed as they could provide 
potential insights to Noisy Multi Objective (MO) Optimizations. It is important to keep in mind that MO, 
unlike SO, have to maintain diversity in its solution on top of a good convergence.  
 
Effects of noise can be reduced by maintaining a large population (Fitzpatrick, 1988). In a large 
population, it is more likely that a duplicate individual with a different objective function value is found 
within the population. This simple approach has been studied in (Miller et al, 1996; Hammel et al, 1994). 
Studies done in (Miller et al, 1996) and (Rattray et al, 1997) show that increasing the population size 
infinitely can reduce the effect of Gaussian noise on Boltzmann selection and proportional selection 
respectively.  
 
Sampling, which can be broadly classified into two categories, is another popular strategy. 
Temporal sampling finds the average fitness over time whilst spatial sampling finds the average fitness 
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within the neighborhood (Branke et al, 2001; Sano et al, 2000, 2002);  of the individual. The latter 
assumes that the fitness function is locally smooth. Increasing the number of samples to N will inevitably 
leads to a decrease in the variance of the evaluated fitness by a factor of √ܰ. However, excessive 
resampling is expensive. Aizawa and Wah (1993, 1994) have proposed that sample size increases for 
individuals with a larger variance in their fitness and with generations. Elaborated sampling strategies, 
such as sequential (Branke et al, 2003), dynamic (Pietro et al, 2004; Syberfeld, 2009) and adaptive 
(Cantuz-Paz, 2004) sampling have also been used to reduce the number of fitness evaluations. The 
determination of optimal sampling size that maximizes performance of a GA was studied by Miller 
(1997) in his thesis.   
 
Modifying the selection process is another useful technique to handle noise. (Markon, 2001) 
imposed a threshold during deterministic selection to determine if the offspring will be accepted. The 
latter will be accepted if its fitness function lies beyond an arbitrary acceptable threshold from its parents’ 
fitness. Further relationship between threshold and hypothesis is studied in (Beielstein, 1994). Selection 
using methods that can cope with partially ordered fitness sets (Rudolph, 1998, 2001) and methods that 
derandomize (Branke et al, 2003) the selection process has also been introduced to cope with the 
uncertainty brought about by noise.  
 
A few EAs developed for noiseless environment have also been extended to cope with Noisy 
Muti Objective optimization. One popular choice among researchers is to extend the NSGAII (Deb et al, 
2002). A probabilistic selection method was introduced by Singh (2003) to non dominated sorting genetic 
algorithm II (NSGAII) to solve a ground water remediation problem. Hypothesis testing based on student 
distribution was used to select the solutions which are statistically dominant. If hypothesis testing is 
inconclusive for two solutions, the solution with the lower standard error is selected. Similarly, using the 
NSGAII as a basic algorithm, Babbar et al (2003) suggested a Neighborhood Restriction Factor to keep a 
check on the reliability of a solution. In the same spirit as simulated annealing, the Restriction factor 
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allows a poorer solution to be accepted in the earlier generations. This flexibility in allowing poorer 
solution to propagate diminishes with generations. Bui et al. (2005) conducted a study and concluded that 
resampling in NSGAII offers better performance than application of other probabilistic methods. In 
another , Bui et al. (2004) investigated the performance of NSGAII (Deb et al, 2002) and SPEAII (Zitzler 
et al, 2001) under the degrading effects of noise. It was found that SPEA2 was able to converge faster to 
the Pareto front in the earlier generations, but this convergence slows down and NSGAII was eventually 
able to obtain a more converged and diverse solution set. 
 
Poles et al. (Poles, 2003, 2004) proposed MOGAII as an improvement over the MOGA originally 
developed by Poloni et al (1997), but it is not to be confused with the MOGA developed by Fonseca and 
Fleming (1993). To improve its robustness, MOGAII employed a smart multi search elitism scheme. 
MOGAII was subsequently adapted to solve single objective problems and was used to study the effects 
of re sampling size its influence on single objective problems.  
 
SPEA (Zitzler, 1999) is another popular algorithm among researchers as their choice for noise 
handling modification. In a stationary gas turbine combustion process optimization problem, Buche et al. 
(2002) extended the strength Pareto evolutionary algorithm (SPEA) to form a noise tolerant strength 
Pareto evolutionary algorithm (NTSPEA). In his proposed algorithm, archived solutions are re evaluated 
and a dominant dependent lifetime scheme is developed to make decision on the re evaluations.  These 
archived solutions are then updated and modified. Outliers which can be disruptive to the ranking are also 
appropriately dealt with. Other than re evaluation of archive, probabilistic Pareto ranking schemes have 
also been proposed. Teich (2001) modifies and applies SPEA to hardware partitioning. He studied the 
idea of probabilistic dominance of solutions with respect to bounded uncertainties in objectives and used 





Fieldsend and Everson (2005) provided a Bayesian algorithm to learn the variance of noise and 
showed how it could be used to estimate the probabilistic dominance. Probabilistic methods were also 
used by Hughes (2001) to solve multi objective problems. Citing difficulty of integrating a probabilistic 
ranking to NSGA (Srinivas, 1994), Hughes proposed a new multi objective probabilistic selection 
evolutionary algorithm (MOPSEA) (Hughes, 2001). He investigated the effects of noise on the 
assignment of ranks within a population and provided a mathematical basis to address uncertainty. 
MOPESA took into account these uncertainties through its probabilistic ranking. This probabilistic 
ranking was later adapted to handle single objective problems.  
 
Eskandari and Geiger developed on an earlier work FastPGA (Eskandari et al, 2008) and came up 
with a stochastic Pareto genetic algorithm (SPGA) (Eskandari et al, 2008). SPGA made use of a modified 
ranking system based on significant stochastic dominance to help discriminate between competing 
solutions.  
 
A novel Indicator based approached was introduced by Basseur and Zitzler (2006) to handle 
uncertainty in multi objective problems. Their proposed algorithm made no assumptions regarding the 
distribution, tendency or bounds of the uncertainties. The exact expected indicator value, a quality 
measure, was calculated and applied to the environmental selection. Several variants of the algorithms 
were proposed and investigated. When compared with averaging approach and probabilistic techniques in 
high dimensional problems, their indicator based approach was found to be more useful.  
 
Another new approach proposed by Bui et al (2009), made use of local models, to handle noise in 
Evolutionary multi objective optimizations. The idea is to divide the whole decision space into several 
non overlapping hyper spheres. Search is limited locally in a number of spheres. The local information of 
each sphere is used to move the spheres. To filter the effects of noise, directions of spheres’ movements 
are decided using the average performance of all the spheres. The local model achieved better 
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performance in terms of convergence and diversity when compared to other selected algorithms.  
 
A more targeted approach was chosen by Goh et al (2006). They studied the effects of different 
levels of noise and its influence on the dynamics and performance of evolutionary optimizers. They 
defined a decision-error ratio which is the ratio of the number of erroneous decisions made in selection, 
ranking and archiving versus the total number of decision made. This ratio was found to increase as the 
population evolved closer to the true Pareto front. The inability for the evolving population to converge to 
a smaller region in noisy environment was also noted. The experiential learning directed perturbation and 
gene adaptation selection strategy were developed as a result. A final possibilistic archiving methodology 
was also introduced based on the concept of possibilistic Pareto dominance relation.  
 
Last but not least, other successful noise handling methods include extensions to repository, 
selection and density measure by Limbourg (2005) and Kalman filter by Stroud (2001).  Single evaluation 
based estimation, average estimation and probabilistic estimation were proposed by Liefooghe et al 
(2007) and tested in a combinatorial flow shop scheduling optimization problem. Salazar Aponte et al. 
(2009) approached the problem of noise from a higher level. They proposed a framework named 
‘Analysis of Uncertainty and Robustness in evolutionary optimization’ or AUREO and applied it to 
decision making problems.   
4.3  Algorithmic Framework for Data Mining MOEA 
Flowchart in Fig 3.3 graphically describes the main mechanism employed in the proposed Data 
Mining Multi Objective Evolutionary Algorithm - extremal exploration (DMMOEA-EX). The framework 
is largely similar to the Single Objective InEA described in Chapter 3. For Multi Objectivity, fitness 
evaluation and assignments are based on Pareto ranking framework. Tournament selection is used to 
identify the fitter individuals and exploratory expansion is used to test the search space boundaries and 
maintain spread and diversity. After which, Uniform single point crossover or Data Mining guided 
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crossover is applied to the mating pool. DM operator will identify the ‘optimal’ regions and direct a more 
thorough search in these regions. The offspring are then evaluated and subjected to Pareto ranking 
Schema. The iterations continue until the stopping criterion based on the threshold number of generations 
is met. 
4.3.1 Directive search via Data Mining 
The data mining module in this algorithm treats the phenotypic information (decision variables 
and objectives) of the population like a data base. Bayesian Frequent Mining describes in the earlier 
section is used to mine for rule or associations. The ranges of the objectives and each of the variables are 
first being identified and subsequently divided into k equal number of intervals as shown in the figure 4.1. 
The Bayesian conditional probability (of an individual being non-dominated given that a decision variable 
 








comes from a certain interval) is being calculated. With this knowledge, the interval which is most likely 
to give a non dominated solution is being identified for each variable. An illustration in Multi Objective 
space is shown in Figure 4.2. This multi dimensional n-orthotope will be known as optimal Pareto set 
region, ܴ௢௣௧ . Designed as an exploitative search operator, the directive crossover made used of the 
identified optimal region for the Pareto set to help direct the search. At every generation, Bayesian 
frequent rule mining was being performed on the main population to help identify the Ropt for that 
generation. It is possible that the Ropt identified for a particular generation is false or far away from the 
true region where the Pareto set exist. To ensure that the new Ropt for a particular generation does not shift 
erratically over the search space, a new Ropt,MA was formed using a moving average formulation was used. 




     (4.1) 
݊݁ݓ ݌௞,௜
௝ ൌ ݌௞,௜
௝ ൅ ሺܥ௜,ெ஺ െ ݌௞,௜
௝ ሻ     (4.2) 
 ܥ௜,ெ஺ represents the geometric center of the new Ropt,MA of the ith generation. ܥ௜,ோ௢௣௧  represents 
the center of the identified n-orthotope Ropt found by DM of the ith generation. The Ropt,MA will be used in 
the DM crossover operator to help guide the search. In the phenotypic decision space, the DM operator 
crosses the ݆th phenotypic allele of the ݇th solution ݌௞,௜
௝  at generation i towards the optimal region. If DM 
crossovers were to be performed for all the alleles of the solutions, it will result in a loss in diversity of 
the solutions. Thus, DM crossovers form an arbitrary small proportion of the total number of crossovers 
performed. For this chapter, DM crossovers form 5% of the total number of crossovers. This is similar to 
a reallocation of resources (or individuals) from the uniform crossover search to the directive crossover 
search. The performance of the DM crossover operator will be discussed in the later part of the chapter. 
4.3.2 Forced Extremal Exploration 
As the search is directed towards a confined region in the decision space, one of the effects of the 
DM crossover is a loss in diversity of the population. Extremal exploration (XE) was introduced to abate 
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this undesirable effect. Assuming that the fitness landscape is locally smooth, for each objective, two non 
dominated solutions with the lowest values for that objective are selected for crossover. This will increase 
exploitation of that local region which minimizes that one objective function. The exploitation of the 
search region for a single objective can help to create good building blocks of chromosomes which can 
help minimize that particular objective and help to propagate these positive combinations of alleles within 
the building block. This local exploitation of regions which minimizes individual objectives can help 
create useful building blocks to help optimize the overall multi objective problem.  For the unconverged 
population, XE has the effect of exploration unsearched decision space. For the converged population, XE 
is able to help explore the boundaries of the Pareto set to improve the spread of the solution. The 
crossovers are performed in the phenotypic decision space according the Equation 4.3 given next. 
݌ଵ௙,௜
௝  represents the ݆th phenotypic allele of the non dominated solution that has the lowest value for 
objective ݂ at ݅th generation. ݌ଶ௙,௜
௝  represents the ݆th phenotypic allele of the non dominated solution that 






௝ ቁ כ ܷ݂݊݅݋ݎ݉ሺ1,1.1ሻ   (4.3) 
4.4  Computational Implementation 
4.4.1 Test Problems 
In Multi Objective optimization, the set of test problems used should cover a whole set of characteristic 
which may pose a challenge to a MO optimizer. Deb (1999) identified these characteristics as convexity, 
discontinuity and non uniformity of the Pareto front. The set of benchmarks problems as shown in Table 
4.1 selected in this chapter aims to address all these characteristics and test the proposed optimizer’s 









No Test Definition  
1 ZDT1 ଵ݂ሺݔଵሻ ൌ ݔଵ 
ଶ݂ሺ ଵ݂, ݃ሻ ൌ 1 െ ඥ ଵ݂ ݃⁄  




ݓ݄݁ݎ݁ ݉ ൌ 30  
ܽ݊݀ ݔ௜ א ሾ0,1ሿ 
2 ZDT2 ଵ݂ሺݔଵሻ ൌ ݔଵ 
ଶ݂ሺ ଵ݂, ݃ሻ ൌ 1 െ ሺ ଵ݂/݃ሻଶ 




ݓ݄݁ݎ݁ ݉ ൌ 30  
ܽ݊݀ ݔ௜ א ሾ0,1ሿ 
3 ZDT3 ଵ݂ሺݔଵሻ ൌ ݔଵ 
ଶ݂ሺ ଵ݂, ݃ሻ ൌ ݃ሾ1 െ ඥ ଵ݂ ݃⁄ െ ሺ ଵ݂ ݃⁄ ሻsin ሺ10ߨ ଵ݂ሻሿ 




ݓ݄݁ݎ݁ ݉ ൌ 30  
ܽ݊݀ ݔ௜ א ሾ0,1ሿ 
4 ZDT4 ଵ݂ሺݔଵሻ ൌ ݔଵ 
ଶ݂ሺ ଵ݂, ݃ሻ ൌ 1 െ ඥ ଵ݂ ݃⁄  
݃ሺݔଶ, … , ݔ௠ሻ ൌ 1 ൅ 10ሺ݉ െ 1ሻ ൅෍ሺݔ௜




ݓ݄݁ݎ݁ ݉ ൌ 10 
ܽ݊݀ ݔ௜ א ሾ0,1ሿ 
5 ZDT6 ଵ݂ሺݔଵሻ ൌ 1 െ expሺെ4ݔ௜ሻ ݏ݅݊଺ሺ6ߨݔ௜ሻ 
ଶ݂ሺ ଵ݂, ݃ሻ ൌ 1 െ ሺ ଵ݂/݃ሻଶ 




ݓ݄݁ݎ݁ ݉ ൌ 10  
ܽ݊݀ ݔ௜ א ሾ0,1ሿ 
6 FON 








ݓ݄݁ݎ݁ െ 2 ൑ ݔ௜ ൏ 2,  
׊݅ ൌ 1,2,… ,8 
7 POL ଵ݂ሺݔଵ, ݔଶሻ ൌ ሾ1 ൅ ሺܣଵ െ ܤଵሻଶ ൅ ሺܣଶ ൅ ܤଶሻଶሿ 
ଶ݂ሺݔଵ, ݔଶሻ ൌ ሾሺݔଵ ൅ 3ሻଶ ൅ ሺݔଶ ൅ 1ሻଶሿ 
ܣଵ ൌ 0.5ݏ݅݊1 െ 2ܿ݋ݏ1 ൅ ݏ݅݊2 െ 1.5ܿ݋ݏ2 
ܣଶ ൌ 1.5ݏ݅݊1 െ ܿ݋ݏ1 ൅ 2ݏ݅݊2 െ 0.5ܿ݋ݏ2 
ܤଵ ൌ 0.5ݏ݅݊ݔଵ െ 2ܿ݋ݏݔଵ ൅ ݏ݅݊ݔଶ െ 1.5ܿ݋ݏݔଶ 
ܤଶ ൌ 0.5ݏ݅݊ݔଵ െ ܿ݋ݏݔଵ ൅ 2ݏ݅݊ݔଶ െ 0.5ܿ݋ݏݔଶ 
ݓ݄݁ݎ݁ െ ߨ ൑ ݔ ൑ ߨ 
TABLE 4.2 
PARAMETER SETTINGS 
Population Primary Population 100 
Secondary (or Archived) Population 100 
Evaluations 50,000 
Chromosome Binary with 15 bits per decision variables 
Crossover Uniform crossover 
Crossover Rate 0.8 
Mutation Bit Flip mutation 




Performance metrics are used to compare optimization algorithms, several of which have been designed 
to cope with different criteria. This chapter selects the following more popular metrics. Babbar et al 
(2003) reported that fair comparison can only be made between real non dominated solutions rather than 
the noisy non dominated solutions. As such, this chapter’s work will conduct its comparison based on the 
real non dominated solutions. 
a) Generational Distance 
Generational distance (GD), given in Equation 4.4, is a measure of the proximity of the generated Pareto 
front PFgenerated and the true Pareto front, PFtrue. The distance metric is given by the following expression.  
n is the number of solutions in the generated PFgenerated. ݀௜is the objective space Euclidean distance 
between the ݅th solution in the PFgenerated and the closest solution in the PFtrue. A smaller GD is desirable as 






଴.ହ            (4.4) 
b) Spacing 
The Spacing metric (S) (Scott, 1995), Equation 4.5, measures how evenly distributed the members of the 
generated Pareto front are distributed. It is given by the following equation. n is the number of solutions 
in the generated PFgenerated. ݀௜is the objective space Euclidean distance between the ݅th solution in the 
PFgenerated and the closest solution in the PFtrue. A smaller value for S is preferred as it means that the 
solutions are more evenly distributed in the PFgenerated. 
ܵ ൌ ቂଵ
௡








௜ୀଵ     (4.5) 
 
c) Maximum Spread 
In Equation 4.6, the Maximum Spread metric (MS) (Zizler et al., 2000) is a measure of how well the 
PFgenerated covers the PFtrue using the hyper-boxes formed by the extreme objectives values in the PFgenerated 
and PFtrue. The metric is given by the following. n is the number of solutions in the generated PFgenerated. 
௠݂
௜ is the ݉th objective of the ݅th solution. ܨ௠௠௔௫, ܨ௠௠௜௡ are the maximum and minimum values of the 











௜ ሻ ሺܨ௠௠௔௫ െ ܨ௠௠௜௡ሻ⁄ ൧
ଶெ
௠ୀଵ       (4.6) 
d) Inverted Generational Distance 
Inverted Generational Distance (IGD), a modified version of GD, will also be calculated to compare the 
overall performance of the algorithms. IGD considers both the convergence and the diversity of the 
solutions in the PFgenerated in a single value. A lower IGD is preferred. The formulation is given below 
where ݈௜ is the Euclidean distance between each of the points in PFtrue and the nearest member in PFgenerated 
and ntrue is the number of members in PFtrue. 





଴.ହ                                                           (4.7) 
4.4.3  Implementation 
The simulations are implemented in C++ on an Intel Pentium 4.28 GHz computer. 10 
independent runs are performed for each of the test problem to obtain the following comparative 
statistical results. Parameters are set according to details provided in Table 4.2. 
4.5  Comparative Studies with Benchmarked Algorithms 
To study the performance of the proposed DMMOEA-XE algorithm, a comparative study with 
the NSGAII, NTSPEA, MOPSEA, SPEA2 and MOEARF are conducted. The 5 algorithms are tested 
upon the benchmark problems listed Table 4.1. Noise level studied at 0%, 5%, 10% and 20%. The 
simulations are implemented on an Intel Pentium 4.2 GHz computer in C++. 10 runs are performed for 
each test function, each level of noise and each algorithm. In accordance to the original , for NTSPEA, 
kmax, c1, c2 are set to 4, 10% and 30% respectively. While for MOPSEA, s is calculated by non sampling of 
10 individuals after the first evaluations. For the rest of this section, the index and data points used to 
label the algorithms are given by Table 4.3 and Figure 4.3 respectively.  
TABLE 4.3 
INDEX OF ALGORITHMS IN BOX PLOTS 
DMMOEA‐XE  MOEARF  NSGAII  NTSPEA2  MOPSEA  SPEA2 
1  2  3  4  5 6
 
  




T1 is a problem with a convex Pareto front and a Pareto set in a tight cluster. The box plots for 
comparison of the GD, IGD, MS and S of the respective algorithms at 10% noise are shown in fig 4.4, 
while the comparative performance under different noise conditions under progressive levels of noise at 
0%, 5%, 10% and 20% are reflected in fig 4.5. Fig shows that as the effect of noise increased, it has 
detrimental effects on the GD, IGD, S and the MS of all the algorithms. All the algorithms suffer a drop 
in performance. DMMOEA-XE is able to maintain a lower IGD, GD, S and a higher MS for all the tested 
noise level. Under 20% noise, SPEA2 suffers slightly more in terms of performance in GD and IGD when 
compared to the other two noise tolerant algorithms. NSGAII managed to perform as well as NTSPEA 
and MOPSEA in terms of all 4 performance indicators for all tested noise levels.  
The scatter plots of the first three axes of T1 can be seen in figure 4.6. The regions enclosed by the 
solid lines are the regions being identified as the ‘optimal’ Pareto set region by the data miner. The true 
Pareto set for T1 is given as ݔଵ א ሾ0,1ሿ and for all  ݅ ് 1, ݔ௜ ൌ 0. The true Pareto set is represented in the 
plots as solid circles, whilst the evolved solutions are represented by diamonds. These plots show that the 
   
Fig 4.4 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for T1 at 10% noise  after 50,000 evaluations 
 
Fig 4.5 Plot of IGD, GD, MS and S for T1 as noise is progressively increased from 0% to 20%. 


























































































data miner was able to identify correctly the optimal regions for these variables 2 and 3. The variable 1 of 
the true Pareto set spans across its whole range, which is why the region identified for interval 1 can differ 
greatly at every generation. A more exploitative search can be observed over time as the size of the 
identified intervals decreases with the number of generations.  
b) T2 
T2 has a non convex Pareto front and a Pareto set in a tight cluster. Similarly, the box plots for 
comparison of the GD, IGD, MS and S of the respective algorithms at 10% noise are tabulated and can be 
found in figure 9. The comparative performance under different noise conditions under progressive levels 
of noise at 0%, 5%, 10% and 20% are reflected in Fig 4.8.  From Fig 4.7, it can be observed that under 
10% noise, DMMOEA-XE was able to perform better in terms of IGD, GD, MS and at the same time 
maintain a low S. NTSPEA was able to main a low GD. Its overall poorer performance in IGD could be a 
 
                     (a)      (b)              (c) 
Fig 4.6.a Decisional Space Scatter Plot of T1 at 20% noise for variable 1 and 2 at generation (a) 10, (b) 20 and (c) 30. 
 
 
        (a)     (b)            (c) 
Fig 4.6.b Decisional Space Scatter Plot of T1 at 20% noise for variable 2 and 3 at generation (a) 10, (b) 20 and (c) 30. The
regions enclosed by the solid lines are the regions being identified as the ‘optimal’ Pareto set region by the data miner. The
true Pareto set is represented in the plots as solid circles, whilst the evolved solutions are represented by diamonds. 
 






























































result of poor performances in MS and S when noise is increased to 10%. NSGAII and SPEA2 were able 
to maintain equally good performance as the other noise tolerant method, NTSPEA. It is worthy to note 
that all algorithms performed worse in T2 with non convex Pareto front than T1 with a convex Pareto 
front. MOPSEA’s poorer performance in IGD was a result of its wide standard deviation in MS and S as 
shown in the box plot in fig 4.7. 
 
c) T3 
T3 challenges the algorithms with the problem of discrete front. Figure 4.9 shows the box plots for IGD, 
GD, MS and S for the tester algorithms at 10% noise after 50,000 evaluations. Figure 4.10 charts the 
effects of increasing the level of Gaussian noise on the performance of the algorithms. Box plot figure 4.9 
shows that DMMOEA-XE performs better than the rest of the algorithms in terms of IGD, GD and MS. A 
slight drop in performance is seen when compared to the original NSGAII algorithm. From the plots it 
shows that NTSPEA was able to keep GD low at all the tested noise level. However, the trade off is a 
poorer MS and S than the rest of the algorithms. The overall performance of NTSPEA in terms of IGD 
remains competitive with the remaining algorithms. An improvement in convergence to the Pareto front 
Fig 4.7 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for T2 at 10% noise  after 50,000 evaluations 
 
Fig 4.8 Plot of IGD, GD, MS and S for T2 as noise is progressively increased from 0% to 20%. 












































































can potentially lead to a drop in spread and uniformity of distribution as seen with NTSPEA at 20% noise. 
A single noisy solution whose objectives are perturbed by 0.2 can result in the domination of solutions in 
the previous Pareto front. These solutions will be lost in the current Pareto front. NSGAII generally 
performs better than the remaining of the algorithms.  
 
d) T4 
T4 is a multi modal problem. Box plots figures 4.11 for IGD, GD and MS shows that the proposed 
DMMOEA-XE performs much better than the rest of the algorithms. From fig 4.13, it was able to recover 
a Pareto front that has converged near to the true Pareto front with a more complete spread as well. 
Similar comparative results were also seen in Fig 4.12 for noise level at 5%, 10% and 20%. NTSPEA 
shows an improvement in performance at 5%. It recorded better results in terms of GD, IGD, MS and S at 
5% noise than at 0% noise. However, this better performance did not persist as its performance for these 
same metrics drops at 10% and again at 20%. An entirely opposing result was seen in NSGAII. 
Performance of NSGAII dips slight at 5% noise before making continued improvements at 10% and 20% 
noise levels for GD, IGD and MS.  
Fig 4.9 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for T3 at 10% noise after 50,000 evaluations  
 
Fig 4.10 Plot of IGD, GD, MS and S for T3 as noise is progressively increased from 0% to 20%. 
























































































E)  T6 
T6 is a problem with non uniform distribution. The performance of the algorithms are tested at different 
level of noise in fig 4.14 and the results at 10% noise after 50,000 is isolated and shown as box plots in 
fig 4.15. DMMOEA-EX was able to remain robust for T6 for varying degree of noise. SPEA2 and 
Fig 4.11 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for T4 at 10% noise  after 50,000 evaluations 
 
Fig 4.12 Plot of IGD, GD, MS and S for T4 as noise is progressively increased from 0% to 20%. 





















































































Fig 4.13 Pareto front for T4 after 50,000 evaluations at 0% noise 


































































NSGAII were able to remain largely unaffected by noise up till 10%. A look at the box plots show that 
NSGAII is more consistent in its performance as its solutions have a much smaller standard deviation for 
GD, MS and IGD than SPEA2. From comparative box plots at 10% noise after 50,000 evaluations, 
DMMOEA-XE and NSGII were able to evolve significantly good results with a tight standard deviation 
for their GD, IGD and NSGAII. At 20% noise, performance of NSGAII deteriorates significantly whilst 
DMMOEA-XE was still able to maintain good performance. In T6, NTSPEA did not perform as well as it 
previously did in the earlier problems.  
F)   FON 
FON challenges the algorithm to find and maintain a uniform and complete Pareto front. It is 
similar to T2 as it has a non convex trade off curve. Unlike T2, its Pareto set is not in a tight cluster, but 
elongated in the decision space. The effectiveness of the DM operator is greatly reduced for problems 
with elongated Pareto set. As a result, it is not able to replicate the significant improvements in T2, even 
though both are non convex problems. Figure 4.17 show the performance of at different noise levels. Fig 
18 shows the distribution of performance of the evolved Pareto front at 10% noise. All results were 
Fig 4.14 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for T6 at 10% noise after 50,000 evaluations 
 
 Fig 4.15 Plot of IGD, GD, MS and S for T6 as noise is progressively increased from 0% to 20%. 














































































collected after 50,000 evaluations. All the 5 tested algorithms were able to stay resilient to noise up to 
10%, while DMMOEA-XE, NSGAII and SPEA2 managed to evolve close to the true Pareto front even at 
20% noise. DMMOEA-EX produced results similar to NSGAII in terms of uniformity of distribution 
measured by S. DMMOEA-XE was able to maintain consistently superior performance to NSGAII in 
terms of the spread of the solution. Overall, DMMOEA-XE was able to perform better than NSGAII 
through measurements of its IGD. Box plots figures in shows DMMOEA-XE consistency in maintaining 
good solutions though its small standard deviations for IGD, GD, S and MS. Fig 4.18 shows the 
independent results of adding the DM crossover operator and XE operator at 0% noise. From the plots of 
the Pareto fronts, DM operator reduced the MS of the solutions while XE increased the MS. The better 
spread in the solutions found for DMMOEA-XE at the different noise levels could be solely attributed the 
extremal exploration operator. A common observation among all algorithms is the poor MS obtained at 
20% noise where the algorithms averaged at 0.2.  Fig 4.19 shows the decision space scatter plots of the 
solutions of DMMOEA-XE at 5% noise.  
 
 
Fig 4.16 Performance Metric of (a) IGD, (b)GD, (c),MS and (d) S for FON at 10% noise after 50,000 evaluations 
 
Fig 4.17 Plot of IGD, GD, MS and S for FON as noise is progressively increased from 0% to 20%. 

















































































Fig 4.18 Pareto front for FON after 50,000 evaluations at 0% noise 
  






































































         (a)      (b)                  (c)  
 
  
        (d)         (e) 
 
Fig 4.19 Decision Space Scatter plots by DMMOEA-XE on FON at 5% noise at generation (a) 2 (b) 10 (c) 20 (d)30 and (e)
300. The regions enclosed by the solid lines are the regions being identified as the ‘optimal’ Pareto set region by the data
miner. The true Pareto set is represented in the plots as solid circles, whilst the evolved solutions are represented by empty
circles. 
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The scatter plots of the first two axes of FON can be seen in figure 4.19. The regions enclosed by the lines 
are the regions being identified as the ‘optimal’ Pareto set region by the data miner. The true Pareto set 
for FON in the normalized decision space is given as ݔ௜ א ሾ0.4116,0.5816ሿ, ׊݅  . The true Pareto set is 
represented in the plots as solid circles, whilst the evolved solutions are represented by diamonds. These 
plots show that the data miner was able to identify correctly the optimal regions for the two variables for 
the presented generations. As DMMOEA-XE performs more exploitative search, it can be observed that 
size of the identified intervals decreases with the number of generations from generation 2 to 30. From the 
plot at generation 300, it is observed that the interval the extremal exploitation operator was able to 







Fig 4.20 Performance Metric of (a) IGD, (b) GD ,(c) MS and (d) S for POL at 10% noise  after 50,000 evaluations 
 
 
Fig 4.21 Plot of IGD, GD, MS and S for POL as noise is progressively increased from 0% to 20%. 
 
















































































G)   POL 
For POL, its Pareto fronts and sets are present in the objective and decision spaces respectively in 2 
separate clusters. From the comparative results present in fig 4.20 and fig 4.21. It is observed from the 
box plot in fig 4.20 that other than SPEA2 the remaining algorithms were not able to obtain a spread 
above 0.7. DMMOEA-XE maintained competitively good performance in terms of all 4 performance 
metrics up to 5%. For noise of 10% to 20%, DMMOEA-XE suffers significantly. DMMOEA was able to 
maintain a good lower GD compared to the rest of the algorithms throughout all tested noise levels. From 
the box plots at 10% noise in figure 4.20, the poorer overall performance in IGD is a result of a poorer 
maximum spread and spacing.  NSGAII showed a similar result to DMMOEA-XE. This could be because 
both algorithms made use of the same non dominated sorting scheme. A further investigation was 
conducted to understand the search dynamics and unsatisfactory performance in maximum spread of 
              
(a)                                                                              (b)                          
          
(c)                                                                                     (d) 
Fig 4.22 Scatter plots of solutions in POL’s decision space for noise at 10% at generation (a) 1, (b) 5, (c) 10 and (d) 20 


































DMMOEA-XE. Fig 4.22 showed evolved population in the two dimensional decision space of the POL 
problem at generation 5, 10 and 20 at 10% noise level. The figures showed that at generation 5 the DM 
operator had correctly identified the interval along the axes where the Pareto set is most likely to exist 
(enclose by the solid lines). Search was subsequently directed to this area. Unfortunately, due to the 
limitations of the Bayesian statistical method, it was not able to recognize the Pareto sets as two separate 
regions. Noise created more inaccurate information. The search was, instead, directed to the larger of the 
two Pareto set clusters as it would be the region where most non dominated solutions were present. The 
result is a solution set with a better convergence to the Pareto front and a poorer maximum spread; due to 
its inability to search the second cluster under high level of noise. 
 
TABLE 4,4 
BONFERRONI- DUNN ON FRIEDMAN’S TEST 
  0% noise
  IGD  GD MS S 
algo  2 3  4  5  6  2 3 4 5 6 2 3 4 5 6 2 3 4  5  6 
T1     +        + + + + + + + +     + 
T2     +        + + + + + + +     + 
T3     +  +  +  + + + + + +  +  + 
T4  +  +  +  +  + + + + + + + +  +  + 
T6  +    +  +  +  +  +  + 
FON  +    +  +     + + + + +  +  + 
POL  +       +  +  + + + + +  +  + 
  5% noise
  IGD  GD MS S 
  2 3  4  5  6  2 3 4 5 6 2 3 4 5 6 2 3 4  5  6 
algo  +  +  +  +  + + + + + + + +         
T1  +  +  +  +  + + + + + + + +         
T2     +  +  +  + + + + + +         
T3  +  +  +  +  + + + + + + + +       + 
T4     +  +     + +    +    
T6     +  +     + +         
FON  +          +  + + + +  +    
POL         +  +   + + +         
  10% noise
  IGD  GD MS S 
algo  2 3  4  5  6  2 3 4 5 6 2 3 4 5 6 2 3 4  5  6 
T1  +  +  +  +  + + + + + + + +         
T2     +  +  +  + + + + + + + +    +    
T3  +  +  +  +  + + + + + + + +    +    
T4  +  +  +  +  + + + + + + + +         
T6     +  +  +  + + + + +  +  + 
FON  +       +     + +         
POL           +  + + + +         
  20% noise
  IGD  GD MS S 
algo  2 3  4  5  6  2 3 4 5 6 2 3 4 5 6 2 3 4  5  6 
T1     +  +  +  + + + + + + + + +    +    
T2  +  +  +  +  + + + + + + + +         
T3     +  +  +  + + + + + +         
T4  +  +  +  +  + + + + + + + +  +  + 
T6     +  +  +  + + + + + +         
FON  +             + +         




H) Significance Testing   
 Bonferroni-Dunn's test on Friedman's test of the obtained results show that the proposed algorithm 
performed statistically significantly better than most other algorithms at a 95% confidence. Results are 
shown in Table 4.4. The performance of the algorithm is comparable to the state of the art MOEARF 
(algorithm 2).The improvements become more obvious as noise is added to noiseless environment. As 
demonstrated in the earlier sections, the improvements are not as statistically significant for POL test 
problem with two distinct Pareto Sets. 
4.6  Comparative Studies of Operators 
Evolutionary algorithms are empirically shown to perform better when subjected to low level of noise. 
The chapter is interested in the detrimental effects of noise under higher levels of noise. Simulation 
results will be collected for noise levels 0%, 5%, 10% and 20%. The performance of the DMMOEA-XE 




Comparative investigate of the effects of the DM crossover operator were conducted for 20% noise. 
Simulations results are shown in Fig 4.23 and 4.24. In the box plots, algorithm 2 and 4 represent 
DMMOEA and simple MOEA respectively. DMMOEA was able to achieve a significant improvement in 
performance in terms of IGD, GD and MS for all the test problems with the exception of FON. For FON, 
DMMOEA was able to maintain comparative performance compared to simple MOEA for IGD, GD, MS 




It is interesting to note that even though T2 and FON are test problems that share the same non convex 
characteristic for their Pareto front, the good results in T2 were not replicated in FON. There exists an 
inherent difference in the characteristics of their Pareto set in the decision space. For T2, the Pareto set 
exists in a tight cluster in the 30-dimensional decision space. On the other hand, FON’s Pareto set is 
slightly elongated and has a more complex decision space than T2. As a result the identification of a tight 
n-orthotope was not possible. The DM operator alone was able to improve the exploitative power of the 
optimizer and this resulted in a slightly better GD and proximity to the real Pareto front. Results were 
however, not as good as those obtained in T2. A subsequent study would be carried out for FON in 
noiseless environment.  
 
 
Fig 4.23 Performance Metric of in order at 20% noise. Columns are in order IGD, GD, MS and S. Rows are problems in order
T1, T2 and T3. Labels within box plot (1) DMMOEA-XE (2) DMMOEA (3) MOEA-XE (4) simple MOEA 
  











































































b) Noiseless Environment 
To ensure DMMOEA-XE still maintained good performance under noiseless conditions, simulations 
were ran under with 0% noise level. The results were collected and shown in table 4.5. From the table, 
with the exception for T4 and FON, DMMOEA registered a slightly poorer performance in terms of GD, 
but this is usually compensated by a MS which is slightly better.  Excluding T4 and FON, DMMOEA 
managed to stay competitive to MOEA in terms of the overall performance measure by  IGD metric.  For 
Fig 4.24 Performance Metric of in order at 20% noise. Columns are in order IGD, GD, MS and S. Rows are problems in order 
T4, T6, FON and POL. Labels within box plot (1) DMMOEA-XE (2) DMMOEA (3) MOEA-XE (4) simple MOEA 






































































































a low 2 dimensional POL, where the Pareto set exists in 2 clusters in the decision space, the robustness 
and diversity of search of MOEA were similarly by DMMOEA. This results in comparable performance 
for POL. Under noiseless conditions, DMMOEA has a slightly worse spread than simple MOEA for 
FON. The scatter plots of the non dominated solutions for FON under noiseless conditions were shown in 
fig 4.18. From the figures, the solutions for DMMOEA converged rather closely to the true Pareto front 
of FON. They are, however, in a tight cluster and have a poor spread. The directive search of the DM 
crossover meant that less resources were spend on exploratory search as compared to the original MOEA. 
An extremal exploration will be implemented subsequent to deal with this problem of diversity loss in the 
next section. 
 
In the case of multi modality in T4, DMMOEA was able to successfully make use of the aggregated 
information carried by the individuals to guide the search. This is because MOEA was often trapped in 
local optima. Moving average used to calculate ‘optimal’ Pareto set region in DMMOEA. It made use of 
the information of the past identified ‘optimal’ Pareto set region and encouraged search in the direction of 
the genetic drift; whilst MOEA would have converged at the local optima. The result is a better 
convergence for multi modal T4. Scatter plots for T4 in noiseless environment are shown in figure 4.13. 
TABLE 4.5 
COMPARISONS UNDER NOISELESS ENVIRONMENT OF DMMOEA AND MOEA 
  GD MS S IGD 
  DMMOEA MOEA DMMOEA MOEA DMMOEA MOEA DMMOEA MOEA 
T1 Mean 0.00102 0.00099 0.999926 0.998505 0.004571 0.004338 0.004839 0.004715 
Std dev 9.96e-05 7.85e-05 2.90e-05 0.000461 0.000540 0.000544 0.000272 0.000112 
T2 Mean 0.001011 0.000810 0.999852 0.994605 0.004619 0.004030 0.004914 0.004931 
Std dev 9.34e-05 4.75e-05 0.000108 0.002279 0.000582 0.000714 0.000232 0.000271 
T3 Mean 0.006317 0.006921 0.999856 0.999805 0.006902 0.004995 0.085133 0.085329 
Std dev 7.96e-05 5.85e-05 9.00e-05 0.000102 0.005026 0.000829 0.004013 0.000581 
T4 Mean 0.000780 0.545355 0.999950 0.781356 0.004933 0.004676 0.004821 0.560306 
Std dev 7.62e-05 0.251082 3.440130 0.061118 0.000451 0.000559 0.000156 0.283278 
T6 Mean 0.000781 0.000858 0.999226 0.999226 0.004878 0.004633 0.003793 0.003780 
Std dev 9.60e-05 7.58e-05 3.75e-05 3.67e-05 0.000434 0.000518 0.000141 0.000123 
FON Mean 0.016750 0.016391 0.705221 0.724107 0.004881 0.004949 0.108462 0.097938 
Std dev 0.001676 0.003144 0.095461 0.098787 0.000805 0.000739 0.043194 0.039201 
POL Mean 0.014619 0.014275 0.999734 0.999968 0.005263 0.005184 0.061607 0.062203 
 Std dev 0.001616 0.001665 0.000749 3.76e-05 0.000639 0.000892 0.002059 0.002067 
Bold are figures for which significant differences in values were observed for DMMOEA and MOEA 
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DM crossover operator is able to obtain a better performance for most of the test problems under 20% 
noise and maintained comparable performance for 0% noise. Addition of the DM operator maintained 
comparable performance under 20% noise and a slightly poorer spread under 0% noise for FON. DM 
crossover was able to overcome the challenges of multi modality posed by T4 and successfully converge 
close to the Pareto front for T4. 
4.62  Effects of Extremal Exploration 
One of the deficiencies of the proposed DM crossover operator is its directive search towards a 
region. This direction search has resulted in a loss in diversity (or spread) for test problem FON. The 
effects were accentuated under noiseless environment and can be seen in fig 4.18.  An Extremal 
Exploration is thus proposed to improve the diversity of the solution set. Before XE was added together 
with the DM crossover operator, its effect on MOEA was separately investigated.  
 
a) Noisy Environment 
For the box plot in fig 4.23 and 4.24, algorithm 3 and 4 respectively represents MOEA-XE and 
MOEA and would be used for comparison in this section.  From the statistical results, it is shown that 
MOEA-XE made improvements over the original MOEA for all test problems except T4 in terms of G, 
MS and IGD. For these problems, no significant comparative advantage was made by MOEA-XE in 
TABLE 4.6 
COMPARISIONS UNDER NOISELESS ENVIRONMENT OF MOEA-XE AND MOEA 
  GD MS S IGD 
  MOEA-XE MOEA MOEA-XE MOEA MOEA-XE MOEA MOEA-XE MOEA 
T1 Mean 0.001069 0.000991 0.999955 0.998505 0.004711 0.004338 0.005002 0.004715 
Std dev 0.000104 7.80e-05 4.07e-05 0.000461 0.000673 0.000544 0.000236 0.000112 
T2 Mean 0.000923 0.000810 0.999953 0.994605 0.004561 0.004030 0.004985 0.004931 
Std dev 4.73e-05 4.75e-05 2.99e-06 0.002279 0.000580 0.000714 0.000224 0.000271 
T3 Mean 0.008144 0.008112 0.999904 0.999805 0.004714 0.004995 0.008465 0.008532 
Std dev 0.000109 0.000102 8.43e-06 0.000102 0.000472 0.000829 0.000759 0.000581 
T4 Mean 0.234693 0.545355 0.892925 0.781356 0.004891 0.004676 0.235725 0.560306 
Std dev 0.231286 0.251082 0.098917 0.061118 0.000395 0.000559 0.230411 0.283278 
T6 Mean 0.000781 0.000858 0.999226 0.999226 0.004994 0.004633 0.003865 0.003780 
Std dev 5.23e-05 7.58e-05 8.11e-06 8.23e-06 0.000590 0.000518 0.000143 0.000123 
FON Mean 0.011099 0.016391 0.998289 0.724107 0.005144 0.004949 0.009832 0.097938 
Std dev 0.001701 0.003144 0.000906 0.098787 0.000650 0.000739 0.001472 0.039201 
POL Mean 0.015127 0.014275 0.999999 0.999968 0.010096 0.005184 0.062100 0.062203 
 Std dev 0.001835 0.001665 6.47e-10 3.76e-05 0.007777 0.0008920 0.001516 0.002067 
Bold are figures for which significant differences in values were observed for MOEA-XE and MOEA 
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terms of S in environment with 20% noise. For T4, similar results to MOEA were obtained. Originally 
designed to improve the diversity of DMMOEA under noiseless conditions, the extremal exploration 
alone was found to be able to improve the performance to the original MOEA under noisy environment. 
In a k-objectives problem, MOEA makes use of a ranking scheme that favors the k extreme solutions in 
the Pareto front that is the fittest for each of the k objectives. In the presence of noise, such solutions 
could be easily dominated or outranked by solutions with poorer fitness. Noise in the objective blunts the 
effectiveness of the ranking scheme. XE helps to make sure that resources are allocated in each 
generation to explore these extreme solutions more often. Directing forced selection of the extreme 
solutions helps maintain the preference of the original MOEA ranking, resulting in an overall 
improvement in search performance for all test problems under noisy conditions. 
 
b) Noiseless Environment  
From Table 4.6, when resources are reallocated for extremal exploration for noiseless conditions, 
improvements were made in terms of diversity of the solution set for all the test problems. It can be said 
that XE is capable of improving the spread of the solutions which have converged to a local minimum (as 
in problem T4) or to the true Pareto front. This can be seen especially for test problem FON. For some of 
the converged solutions (namely for problem T1, T2, T3 and POL), the improved diversity came at a 
price. The trade off is a slight decrease in performance of the GD measured or the proximity. Overall, the 
IGD remained comparable for these same problems.  
 
For T4 a multi modal problem with local optimums, a better convergence to the true Pareto front 
is obtained when XE is added. This could be because XE pushes the search out of the boundary of the 
space currently covered by the population. This exploratory search could help the population escape from 
a local optimum, thus resulting in closer proximity to the true Pareto front. With XE, a better GD, MS and 
IGD were obtained for T4. Objective space scatter plots of the evolved Pareto front could be seen in fig 
4.13. For FON, XE brought about a slight improvement in the GD and a significant improvement in terms 
82 
 
of the IGD and the diversity of the solution set. The initial challenged faced by the original MOEA was 
overcome in MOEA -XE as MS was improved from 0.724 to 0.998. XE works well for FON problem 
which has an elongated Pareto set in the decision space and was able to nearly cover the whole Pareto 
front. Objective space scatter plots results can be found in fig 4.18.  
 
In a noiseless environment, XE was able to improve the diversity of the solutions for most 
problems, sometimes at the expense of the convergence. It manages to overcome, slightly, the problems 
of local optimal in T4 and significantly improve the diversity for FON. For a noisy environment, 
introduction of XF showed improvements for all the test problems with the sole exception of T4. 
4.7  Conclusion 
In a world where information and processes are often subjected to noise, the study of the effects 
and dynamics of noise in multi objective problems is highly relevant to solve many of today’s issues. This 
chapter proposed a Data Mining modified Multi Objective Evolutionary Algorithm with Extremal 
Exploration (DMMOEA -XE) to handle and abate the detrimental effects of noise. Aggregated 
information of the population was used to guide the search. DMMOEA-XE was shown to perform well 
on benchmarked problems with Pareto sets in a tight single cluster in terms of convergence to the true 
Pareto set, diversity of solutions and uniformity of the distribution. Introduction of the XE operator had 
helped to cope with problems with elongated Pareto sets. One limitation of the algorithm is its inability to 
deal with more complicated Pareto sets which exist in several disjointed clusters. The deeper studies 
carried out on more complicated Pareto sets proposed by Li and Zhang (2008) using more intelligent data 
mining methods could prove to be a potentially interesting area of research. The next chapter studies 












INVESTMENT strategies used by fund managers in the financial markets can be broadly classified into 
two classes: active management and passive management. The motivation behind active management 
hinged on the belief that financial markets are inefficient and these inefficiencies can be exploited for 
profit. The fund manager attempts to pick out ‘winning’ stocks, adding value through his experience and 
judgment, to outperform a predetermined benchmark index. Investors are exposed to both company and 
market risks. In addition, active management strategies are often associated with a higher management 
costs and transaction cost due to more frequent trading. These costs should be defrayed by the profits 
reaped from the excess yields over the market average. On the other hand, passive management implicitly 
assumes that the market is efficient and that all the relevant information are already accounted for and 
reflected in the share prices. The manager follows a defined set of criteria and rules. As such, some fund 
managers aim to generate market returns by replicating the risk-return profiles of market indices. Thus, 
investors are only exposed to market risks. Passive management has a lower fixed and transaction cost.  
 
Clearly, the profitability of active fund management strategies depends largely on the skills and expertise 
of the manager.  In reality, the majority of these actively managed funds rarely outperform the market 
indices. The Standard and Poor’s Index Versus Active (SPIVA) scorecard for 2009 shows that over a 
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period of five years, the S&P 500 and S&P MidCap 400 outperformed 60.8%, 77.2% of actively managed 
large and mid cap funds respectively. Similarly in fixed income, benchmark indices beat more than 70% 
of active managers across almost all categories. These percentages tend to rise as the period lengthens. 
Malkiel (2003) presented similar evidences using older data sets. Nonetheless, active management 
remains popular in market segments where the market is thought to be less likely to efficient, i.e. small 
cap stocks; despite S&P Small 600 outperforming 66.6% of the actively managed small cap funds in 
2009. For more discussion on active and passive management, see (Masters, 1998; Andrews, 1986; 
Sorenson, 1998; Malkiel, 2003). 
The chapter takes interests in one such form of passive management – Index tracking. As the 
weights and components of an index are readily available, the easiest and most accurate way to reproduce 
an index is simply a full replication of all the component stocks in the same proportions as in the index. 
However, this method comes with certain disadvantages. Firstly, maintaining every single component 
stock in the tracking portfolio would mean that any revision to the index will result in an amendment in 
the proportion for every single stock. Revision of an index can happen for a number of reasons such as 
merger of stocks, dropping of a stock with incompatible capitalization from an index and inclusion of new 
qualifying stocks into the index. A full replication of the S&P 500 would mean the manager has to buy 
and maintain 500 stocks. Collectively, the transaction cost can be very significant. Secondly, certain 
stocks in the index are being held in very small quantities. The administrative cost of managing these 
stocks which has limited effect on the index makes its expensive to maintain and impractical to hold. 
Thirdly, new money that is invested in or taken out has to be spread across all stocks. Round lot constraint 
that involves buying stocks in round quantities means that certain stocks may not be held in the correct 
proportions. The transaction cost of buying every component stocks could deplete the value invested of 
the money invested. These disadvantages are why many tracking portfolios hold fewer stocks than are 
present in the index (Connor, 1995). 
Enhanced indexation aims to strike a tradeoff between reproducing the risk return profile of the 
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market and generating a modest excess returns above the market index. While it is not a hard rule to track 
the index closely, investors usually do not mind positive deviations from the index. As enhanced 
indexation deviates further from passive index strategies, it experiences greater volatility relative to the 
index. However, enhanced indexation differentiates from active strategies through its comparatively 
lower volatility which is essential to creating opportunities to outperform the index.  
In this chapter, an evolutionary approach is proposed to investigate the Multi Objective 
Evolutionary Index Tracking and Enhanced Indexation (MOEITEI) problem. Though many works have 
been done to for preference handle the multi objective index tracking and enhance indexation problem by 
formulating it as a single objective problem. Hardly any work has been done to provide fund managers 
with the complete the feasible trade off solutions between these objectives. Multi Objective Evolutionary 
Algorithms’ (MOEAs) ability to handle both combinatorial and continuous optimization problems allow 
them to solve problems with complex search spaces, such as the MOEITEI problem. To ensure the 
practicality of the proposed framework, MOEITEI related constraints are incorporated into the problem 
formulation. The adaptability and ease of incorporating these constraints into MOEA makes them a 
suitable choice as approach to solve the MOEITEI problem. 
In addition, most existing works are single period instantiation of the index tracking problem. 
They incorporate transaction cost by comparing the new tracking portfolio with an initial arbitrary 
portfolio (i.e. first five stock of the index). For the single period problem, the amount of the cost incurred 
depends on the difference in composition of the current portfolio from the desired portfolio. In doing so, 
they developed a starting point which is inherently biased towards certain portfolios compositions. For 
consistency, newly formed portfolio should be compared with initial portfolios which are formed using 
the same rebalancing strategy. Transactions costs are incurred every time the portfolio rebalances. Single 
period instantiation of the index tracking problem would not be able to provide adequate study of the 
transaction costs. This chapter proposes a multi period formulation, which will allow a comprehensive 
investigation of the transaction costs depending on the rebalancing strategy adopted by the fund manager.  
The remainder of this chapter will be organized as follows: Section 5.2 provides an overview of 
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earlier works by other researchers in the domain of index tracking, enhanced indexation and evolutionary 
algorithms. Section 5.3 discusses the problem formulation of the MOEITEI problem. Section 5.4 
introduces the algorithm flow of the proposed Multi Objective Evolutionary Algorithm (MOEA) and its 
features. Section 5.5 includes a comparative study of the proposed operators and the computational 
results. Section 5.6 presents the extensive simulation results and analysis of the MOEITEI problem. 




This section presents the earlier works related to index tracking found in academic literatures. 
Most of the earliest works related to index tracking centers around Markowitz’s mean-variance model 
(1952) developed for portfolio optimization. In a later work, Markowitz (1987) made certain statistical 
assumptions on the characteristics of the returns of the index and its components stocks and extended the 
mean-variance model for index tracking. His work did not consider cardinality constraints. Hodges 
(1976), in a separate independent study, extended Markowitz’s mean-variance model for index tracking. 
He compared trade off curve relating variance and return in excess of the index’s returns with the original 
Markowitz’s model. Subsequent works by Roll (1992), Franks (1992), Rohweder (1998) and Wang 
(1999) followed up on Markowitz’s mean-variance model, extending it to include portfolio selection, 
transaction cost and terms relating to tracking more than one indices in the objective function. A more 
recent Markowitz related work was done by Yu et al (2006). They assumed that stocks returns are 
normally distributed and study the downside risk of the tracking portfolio when the return of the tracking 
portfolio falls below the index’s returns. 
 
Other than Markowitz’s mean variance model, factor modeling is another popular basis to 
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formulate the index tracking problem. Factor models associate stock returns to one or more economic 
factors. The underlying assumption is that stocks returns correlate with economic factors to a certain 
extent. Many factor models attempt to minimize in sample model errors before using them for out of 
sample testing and validation. As such, in a single factor model, the returns of the component stocks can 
be regressed linearly against the returns of the index. Earlier works includes one by Rudd (1980) who 
used factor modeling to introduce a simple heuristic for constructing tracking portfolio. He proved that an 
optimization approach can be better than other passive strategies. However, many of these factor models 
do not account for the dynamic nature of index components and the known constituent weights of the 
index. Rudd’s approach was extended by Larsen and Resnick (1998) for investigating the effects of 
timing portfolio rebalancing decisions. Corielli and Marcellino (2006) proposed a dynamic factor model 
which first builds the tracking portfolio using the same factors as the index. The tracking portfolio is then 
refined by minimizing the loss function. Both steps made use of the known information of the index 
constituent weights. Haugen and Baker (1990) included inflation rate as an additional factor extending 
Rudd’s model into a multi factor model. They also tested the Markowitz model and concluded that it has 
‘remarkably high predictive power’ when it comes to tracking annual inflation.  
 
Traditional optimization methods such as quadratic, convex and linear programming have been 
used extensively to examine the index tracking problem. Tracking errors are more often modeled as 
quadratic functions. Quadratic programming was being used by Meade and Salkin (1989, 1990), in two 
separate works, to solve the index tracking problem. The first  focused on the construction of tracking 
funds using statistical selection methods. Four methods were described and applied to the Japanese stock 
market and their in and out of sample results are compared against one another. Their second  examined 
several rebalancing policies based on the different objectives of fund managers and studies the effects of 
various constraints. They assumed that index and stock returns follow a process that is auto regressive 
conditional heteroscedastic. Working with Meade, Adcock (1994) introduced transaction costs into the 
objective of their quadratic program without explicitly limiting it. These costs are incurred over time with 
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rebalancing. However, a different objective was chosen by Jansen and van Dijik (2002). They formulated 
their objective function by taking into account the tracking error and the cardinal number of stocks in the 
tracking fund. The discrete number of stocks first was first determined and approximated by a continuous 
function to incorporate it into the objective. Quadratic programming was then used to optimize the 
weightings of the stocks in the tracking portfolio.  
 
Like Jansen and van Dijik (2002), Coleman and Henniger (2006) used the sum of tracking error 
and the discontinuous counting function to formulate their objective function. They consider the problem 
of cardinal constraints and made use of continuously differentiable piecewise quadratic functions with 
increasing curvature to approximate the discontinuous combinatorial function. They introduced a 
graduated non convexity method which begins with an unconstrained tracking portfolio. The tracking 
portfolio was progressively moved towards a candidate solution which can satisfy the tightening cardinal 
constraint. They noted the theoretical appeal of this method as opposed to pure heuristic approach. Their 
computational results are 8% to 15% better when compared with the results of Jansen and Dijik (2002).  
 
Rudolf et al (1999) proposed a linear model for tracking error minimization and proposed four 
absolute linear deviations as a measures of tracking error. He argues that linear measures give a more 
accurate depiction of investor’s risk aptitude. The linear programs are applied to a portfolio consisting six 
market indices to track the MSCI world stock market index. More recently, Lobo et al. investigated the 
single period portfolio selection with transaction costs. Constraints to the variance of the returns and on 
the various shortfall probabilities were included to limit the exposure to risk. Initially, the portfolio’s 
transaction cost with a fixed fee component and discount breakpoints made it impossible to apply convex 
programming. They proposed a relaxation heuristic method, by solving small numbers of convex 
programs, to find a suboptimal portfolio and an upper bound for the optimal solution. 
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Other programming techniques which have been applied include a hybrid fuzzy linear 
programming by Fang and Wang (2005). An S- shaped membership function was used to determine the 
weights of excess returns and tracking error in the single objective function. After which, a linear program 
was employed to optimize objective function pre specified by the fuzzy decision. Okay and Akman 
(2003) solved the index tracking problem using mixed integer non linear programming after they 
formulated it using constraints aggregation. 
 
A quick literature survey of the recent works displayed an increasing popularity in the usage of 
stochastic optimizers in index tracking. One popular choice for stochastic optimizer is genetic algorithms. 
Beasley et al. (2003) proposed a population heuristic for index tracking. In their formulation, they 
included several practical limitations such as cardinality constraints, no short sell constraints and floor 
and ceiling constraints. Preference handling was used to manage the tradeoff between excess returns and 
tracking error as a single objective function. Reduction tests are to reduce the size of the search space. 
Their five data sets are taken from a public OR library which has been extensively used by fellow 
researchers. With application to the Korean Stock Price Index, Oh et al. (2005) proposed a two step 
optimization process. The first stage defined a priority function which takes into account market 
capitalization, trading volume and portfolio beta which measures the volatility ratio between the resulting 
portfolio and benchmark index. A simple heuristic is then used to choose the component stocks based on 
a priority function. The second step uses genetic algorithm to optimize the weights to minimize the 
difference between them and the calculated market capitalization for the selected industry sector.  
 
Stochastic optimizers, other than genetic algorithms, have also been used. A recent  by Krink et 
al. (2009) proposed a differential evolution algorithm which tackles the index tracking as a single 
objective constrained optimization problem. They included several constraints similarly used by Beasley 
et al. and made used of a constrained handling technique introduced by Deb et al (2002). They further 
investigate three initialization methods based on random picking, least correlation and largest weights and 
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included the in and out of sample computational results. Rebalancing and transactional cost were not 
included in their study. An earlier work using differential evolution was done by Maringer and Oyewumi 
(2007). A simulated annealing meta-heuristic was presented by Derigs and Nickel (2003). They measured 
the portfolio performance using data from a linear multi factor model and developed a decision support 
system to provide feasible and quality suggestions for fund managers. 
 
Hybrid heuristics which combined evolutionary algorithms with quadratic has been proposed by 
R.R. Torrubiano and Suarez (2006).Their proposed algorithm was able to identify quasi optimal tracking 
portfolios without incurring a high computational cost. The genetic algorithm handled the combinatorial 
selection of subsets of stocks while the quadratic program optimizes the weights for the subset of selected 
stocks. Their index tracking formulation followed the genetic representation used by Moral-Escudero et 
al. (2006) in their portfolio optimization problem. Random assortment recombination, introduced by 
Radcliffe (1993), as a cardinality preserving cross over operator was used in the algorithm. Their  bore a 
strong similarity to Shapcott (1992), except that Shapcott minimizes the variances of the difference 
between index and tracking portfolio returns and did not account for practical constraints. 
 
Other works found in the literature includes threshold acceptance heuristics by Gilli and Kellezi 
(2002) to solve index tracking problem with cardinality restriction and transaction costs. Threshold 
acceptance followed a similar principle as simulated annealing. Portfolio transactions are rejected if they 
result in a deterioration of the portfolio performance beyond the threshold acceptance. The initial 
threshold is large and it is tightened gradually until only candidates that can improve the performances of 
the portfolio are accepted. Impulse control technique was proposed by Buckley and Korn (1998) to track 
index with fixed and proportional costs. In their work, they concentrated on a continuous time 
formulation and modeled random cash influx and efflux as a diffusion process. This random movement of 
cash in and out of the portfolio was also considered by Connor and Leland (1995) in their study of cash 
management in a tracking portfolio. Forcardi and Fabozzi (2004) proposed a Euclidean distance based 
91 
 
hierarchical clustering methodology for building tracking portfolios. Once the stock clusters have been 
formed, stocks are selected iteratively from different clusters to be included in the tracking portfolio.  
 
Last but not least, the dynamic nature of the index tracking problem cannot be denied. Barro and 
Canestrelli (2009) formulated a multi stage tracking error portfolio model which attempts to dynamically 
track an index using a number of assets. Their model was tested against increasing number of scenarios 
and assets in the tracking portfolio. They solved the dynamic problem using stochastic programming 
techniques. Another multi period framework with stochastic program was proposed by Zenios et al. 
(1998) with the objective of maximizing utility of terminal wealth. 
5.2.2 Enhanced Indexation 
Enhanced Indexation is a relatively unexplored area of research. The remainder of this section 
will present the more recent works which includes enhanced indexation. Canakgoz and Beasley (2008) 
presented a mixed integer linear formulation of the index tracking and enhanced indexation problem. 
Their formulation took into account the previous constraints in an earlier  by Beasley et al. (2003), and 
included an additional constraint on transaction costs. They noted how previous works accounted for 
transaction costs without limiting them. The first part of their work described a three stage procedure for 
the index tracking problem. The first stage includes a regression of the stock’s return against the index’s 
returns with an intercept, alpha, as close to zero as possible. The second stage attempts to find a slope 
close, beta, to one and the third stage minimizes the transaction cost for the specified value of alpha and 
beta. A beta of one tracks the index perfectly and alpha corresponds to the return of the tracking portfolio. 
The methodology was adapted to create a two stage procedure for enhanced indexation. The excess return 
was pre specified by the user and the optimal beta was found for the corresponding value of desired alpha. 
The transaction cost was then minimized.  
 
Alexander and Dimitriu (2005) proposed a co integration based strategy, a similar strategy was 
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earlier by Alexander (1999) to construct tracking portfolios. Using this co integration approach, they 
replicated an A+ tracking portfolios and an A- tracking portfolio which out performs and under performs 
the index respectively. They adopted a long-short market neutral strategy which goes long on the A+ 
tracking portfolio and short on the A- tracking portfolio and earns the excess return through the spread. 
Though a simple stock selection based ranking of the stock prices was used in their simulations, they 
emphasized the importance of skilled and quality stock selection for greater excesses above the index 
returns. 
 
Dose and Cincotti (2005) proposed a two step procedure for index tracking and enhanced 
indexation. Their formulation took into account several practical constraints but not transaction costs. 
When selecting component stocks for the tracking portfolio, stocks are selected iteratively from different 
clusters to ensure their dissimilarity. This clustering of times series data helped to reduce the effects of 
noise. Subsequently, stochastic optimization technique was used to optimize the weights of the stocks. 
Stock selection based in clustering performed better than other stock selection methods such as maximum 
and minimum capitalization.  
 
Konno and Hatagi (2005) modified the weights of the index tracking portfolio by taking into 
account information regarding individual stocks to generate a higher excess returns. They extended on a 
previous work on index tracking and formulated the enhanced indexation problem as a concave 
minimization subjected to linear constraints. An efficient branch and bound algorithm was used to solve 
the enhanced indexation. Last but not least, a dual criteria goal programming approach was introduced by 
Wu et al. (2007). Two goals relating to the desired rated of return and tracking error were indentified.   
5.2.3 Noisy Multi objective Evolutionary Algorithm 
Multi objective evolutionary algorithms (MOEAs) are a class of stochastic optimizers which had 
gained significant research attention. Evolutionary algorithms adopt Darwin’s principle of natural 
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selection and survival of the fittest. They mimic the process of selection, reproduction and mutation in 
evolution through tournament selection, crossover and mutation operators respectively. The fitter 
individuals will be selected for reproduction and their good traits passed on to their offspring. Conversely, 
weaker individuals will be eliminated. As such, evolution is like an optimization process. Several 
techniques have been developed to help MOEAs handle conflicting objectives. MOEAs attempts to 
search for a set of Pareto optimal solutions which do not dominate each other. 
5.3  Problem Formulation 
In this chapter, a multi stage multi objective evolutionary framework is being proposed to 
investigate index tracking and enhanced indexation. This approach has the advantage of being easily 
manipulated or extended to cope with the various constraints and adaptations.  In this section, the 
definition of the notations will be given first followed by a presentation of the constraints and objectives 
for the multi objective index tracking and enhance indexation problem (MOITEIP). A comprehensive 
survey of index tracking problem has been documented by di Tollo and Maringer. Next, a single period 
instantiation of the index tracking will be presented without considering portfolio rebalancing. Finally, an 
extension from the single period into a multi period problem will be explained. 
5.3.1 Notation 


























































Buy and Hold 250 1 
Monthly 5 50 
Quarterly 13 19 





Earlier works have identified several objectives for index tracking and enhanced indexation 
problem. The two objectives that are of interest in this chapter are the tracking error (TE), the excess 
returns (ER). These two objectives shall be discussed in detail.  
Firstly, the tracking error (TE) is a measure of the difference between the return of the portfolio, 
PRt, and the return of the index IRt throughout all the time periods t, where ݐ א ሾ1, ܶሿ. A tracking error of 
zero means that the tracking portfolio is able to track the index perfectly, thus the tracking error should be 
minimized. This can be seen as a similarity measure. The tracking error is given by eq. (5.1) where ߙ ൐
0. ߙ is the strength of penalization. The higher value for ߙ the greater is the penalty for the difference 
between the two returns. This chapter takes the case of ߙ ൌ 2 such that the tracking error corresponds to 
the root mean square error. In their , Amman and Zimmermann (2001) investigated several statistical 
measures which helped to quantify the deviation of the tracking portfolio from the index. 
ଵ݂ ൌ ܶܧ ൌ
ଵ
்
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ഀ       (5.1) 
Secondly, the excess return (ER) is a measure of the return over and above the index return for all 
the time period t, where ݐ א ሾ1, ܶሿ. ER forms the basis for enhanced indexation and a measure of the 
additional profitability of the rebalanced portfolio. As investors always welcome returns that are higher 
than the index’s, the excess returns should be maximized. Similarly, an excess return of zero would 
means that the tracking portfolio tracks the index perfectly. The excess return is given by (5.2). 
ଶ݂ ൌ ܧܴ ൌ
ଵ
்
∑ ሺܴܲ௧ െ ܫܴ௧ሻ்௧      (5.2) 
Gaivoronoski et al. (2005) have indentified portfolio risk as another objective for index portfolio 





In the world of investment management, fund managers face many constraints. The constraints 
could arise from business and industrial rules and regulations, investment mandates and other realistic 
issues. Some of these constraints associated with the MOITEIP will be presented and dealt with, but they 
are not exhaustive. They are given as follows. 
 
Cardinality constraint limits the number of assets fund managers monitor, since extremely large 
funds are impractical and hard to manage. However, there is an equivalent need to hold a minimum 
number of stocks within a portfolio to tap the benefits of a diversified portfolio. The constraint is 
described by eq. (5.3) and (5.4). N is the number of stocks within a portfolio. Kmin and Kmax represent the 
lower and upper cardinal bound of number of stocks within the tracking portfolio. ݖ௜ ൌ 1when the stock is 
present within the portfolio and ݖ௜ ൌ 0 otherwise. This chapter will restrict the number of stocks within 
the portfolio to w pre determined cardinal size such that ܭ௠௜௡ ൌ ܭ௠௔௭. 
ܭ௠௜௡ ൑ ∑ ݖ௜ே௜ ൑ ܭ௠௔௫ , 1 ൑ ܭ௠௜௡ ൑ ܭ௠௔௫ ൑ ܰ     (5.3) 
ݖ௜ א ሾ0,1ሿ, i=1, 2,…, N                      (5.4) 
Floor and ceiling constraint, also known as buy in thresholds, serves two purposes in this chapter. 
Firstly, it specifies the smallest and largest proportion in terms of value a stock can constitute within the 
tracking portfolio. Having a lower limit, ߝ௜, ensures cost effectiveness as it limits the administrative costs 
of vey small holdings and an upper limit, ߜ௜, ensures portfolio diversification and reduces overexposure to 
a single stock. Secondly, it ensures that a stock which has been select as a constituent of the tracking 
portfolio does not end up with a weight of zero after optimization. Floor and ceiling constraints often 
work hand in hand with cardinality constraint. The constraints are given in equation (5.5a) and (5.5b). 
ߝ௜ݖ௜ ൑ ݔ௜ ൑ ߜ௜ݖ௜,    0 ൏ ߝ௜ ൏ ߜ௜ ൏ 1     (5.5a) 
   ∑ ݔ௜௄௜ ൌ 1      (5.5b) 
Short sell constraint does not allow the quantity, ݍ௜, of the stock being held in the to be less than 
zero. The constraint is given by equation (5.6). 
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ݍ௜ ൒ 0              i=1, 2,…, N                        (5.6) 
Round lot constraint ensures that the quantity,ݍ௜, of each stock held in the portfolio is in multiples 
of the trading lots, ݈௜. This chapter will include round lot constraint and correspondingly relax the budget 
constraints. The surplus left in the budget after buying and holding stocks in round lot quantities will be 
held in cash. The round lot constraint is given by eq. (5.7). Related issues regarding this constraint was 
studied in a  by Dorfleitner (1999). 
ݍ௜ ݉݋݀ ݈௜ ൌ 0       i=1, 2,…, N     (5.7) 
Initial budget constraint describes the sum of the value of the initial portfolio and cash balance 
available at the start of the period. The initial transaction cost incurred during the building of the initial 
portfolio before period 0 are not included. This constraint ensures fair comparison by giving all the initial 
portfolios generated the same starting point value. The initial budget constraint is given by eq. (5.8). 
ܤ ൌ ܥ଴ ൅ ଴ܲ                                                                              (5.8) 
This list is not exhaustive. There are other constraints such as turnover constraints which define 
the trading limits to guard against excessive transaction cost slippages, trading constraints which limit 
buying and selling in small quantities for practicality reasons, asset class constraints and transaction cost 
constraints. In this chapter, the transaction cost constraint will be present as a function for the various 
passive index tracking strategies.  
5.3.4 Rebalancing Strategy 
Market conditions are dynamic. Portfolio rebalancing are performed to take into account new 
market conditions, new information and existing positions. The rebalancing can be either sparked by 
specific criteria based trigger or executed periodically. This chapter will consider the different rebalancing 
strategies and investigate their influences on the overall tracking performance. The rebalancing strategies 
which will be examined in this chapter includes buy and hold (or no rebalancing) and periodic 
rebalancing (i.e. monthly, quarterly and semi annually). The different levels of desired retun will also be 
studied. Table 4.2 presents the duration of each periodic rebalancing strategy based on the 290 period 
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weekly price data retrieved from OR library provided by Beasley. 
5.3.5 Transaction Cost 
The transaction cost related to the purchase and sales of stocks are inevitable in the MOEITEI 
problem. These costs are incurred during the rebalancing of the tracking portfolio as its constituents have 
to be altered to realign to the new market conditions. The transaction cost can rise with more frequent 
rebalancing, large altercations to the composition of the current portfolio and the number of constituents 
stocks in the tracking portfolio. Transaction cost can be charged using several methods such as imposing 
a fixed cost per transaction, variable cost proportional to the volume or value traded, or a combination of 
the two. For simplicity of studying the MOEITEI problem this chapter will adopt a transaction cost 
function proportional to the value traded. However, it is important to note that actual market practices 
often make use of a multi tiered cost pricing model with a different cost function attach to the different 
ranges for trading volumes or values. Such a pricing model will lead to a discontinuous overall cost 
function and traditional approaches using linear or quadratic programming will not work. Stochastic 
optimizers like evolutionary algorithms are thus suitable to tackle such real world problems with complex 
landscape. The transaction cost incurred at the end of period t is given by eq. (5.9) 
 
ܶܥ ൌ ∑ ܶܥ௧ ൌ ௧ ∑ ∑ ܶܥ௜,௧
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ே
௜௧     (5.9) 
5.4   Multi  Objective  Index  Tracking  and  Enhanced  Indexation 
Algorithm 
In  this  chapter,  a  multi  stage  multi  objective  evolutionary  framework  is  being  proposed  to 
investigate index tracking and enhanced indexation. This approach has the advantage of presenting a set 





The single period instantiation of the MOEITEI problem follows the algorithmic flow of a pareto 
ranking multi objective evolutionay algoithm. This part of the algorithmic framework does not take into 
account the rebalancing strategy and the transaction cost between rebalanced portfolios at the end of each 
period. At the end of the single period index tracking, a set of pareto optimal solutions will be presented. 
The computational flow is presented in Fig. 5.1. 
 
a) Representation 
The way in which the index tracking problem is represented in the MOEA affects problem 
landscape and thus the manner exploitative and exploratory searches are performed on it. As a result, 
representation has a direct impact on computational efficiency and effectiveness of the search. Most of the 
evolutionary investigation into index tracking and enhanced indexation problem do not detail explicitly 
the representation used in their algorithms. Certain hybrid genetic algorithms adopt the binary 
  
Figure 5.1: Evolutionary multi period computational framework 
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representation adopted by Moral-Escudero et al. (2006) in their hybrid portfolio optimization model to 
handle only the combinatorial representation. Few works have explained the representation they used to 
handle both the combinatorial and numerical variables in their index tracking. This chapter investigates 
two representations: Total Binary Representation (TBR), Bag Integer Binary Representation (BIBR) and 
Pointer Representation (PR). 
TBR covers the whole search space in its binary representation as shown in Figure 5.2a. This is 
the conventional representation for MOEA. Each column represents a particular stock. The first row 
represents the presence or absence of a stock in the tracking portfolio (1 if present, 0 otherwise) and the 
subsequent rows depicts the binary representation of the weights. As such the information regarding the 
relative weights of the stocks to one another are retained. There is no need for a separate crossover and 
mutation operator for the combinatorial and numerical aspect of MOEITEI problem. For a 10 bit 
representation, the total amount of memory needed for one chromosome is 10*N. 
BIBR is a mixed integer binary representation as shown in Figure 5.2b. Its limited representation 
means that less information is being passed down from parents to offspring. Thus, it is more “random” 
than TBR. Likewise, each column represents a particular stock. The first row represents the cardinal 
number of the stock and the remaining binary representation depicts the weight of the stock. Only the 
stocks included in the tracking portfolio are present in the first row. Unlike TBR representation, BIBR 
 
      
(a)        (b)     (c) 
 




covers only partial of the whole search space. Separate crossover and mutation operators were needed to 
handle both the combinatorial and binary nature of MOEITEI problem.  For a 10 bit representation, the 
total amount of memory needed for one chromosome is 10*K. 
PR is a combination of both TBR and BIBR and is as shown in Figure 5.2c. PR covers 
completely the numerical optimization, thus retaining the information about the relative weights of each 
stock to one another. It leaves the combinatorial allocation problem to a bag representation which is not 
dissimilar to that presented in BIBR. The stock selected for the tracking portfolio would point to the 
weight column in the chromosome that corresponds to the particular stock. 
b) Initialization 
Some non stochastic  considers stock selection using maximization capitalization or least 
correlation. In this chapter, random initialization (RI) is used to retain the stochastic nature of MOEAs. 
During RI, the weights included in the tracking portfolio were normalized such that they satisfy constraint 
eq. (5.5b). Since a multi period framework is adopted, a set of Pareto optimal solutions would have been 
created by an earlier single period multi objective optimization.  
c) Mutation 
For the investigation, TBR and the binary component of the BIBR would adopt the basic bit flip 
mutation (BFM) commonly used for binary representation. Random Stock Displacement Mutation 
(RSDM) would be used for the combinatorial component of the BIBR where existing stocks in the 
tracking portfolio will be randomly selected replaced by a stock which is not in the tracking portfolio. 
While RDM continues to respect the cardinality constraint, a simple BFM may not result in feasible 
solutions which respect the cardinality constraint and eq. (5.5b). This will be dealt with subsequently in 
the Repair operator. Fig 5.3 and 5.4 illustrate the workings of all the operators. 
d) Crossover 
For the investigation, Multiple Points Uniform Crossover (MPUC) will be performed for both 
TBR and BIBR representation. During MPC, random multiple breakpoints will be identified in one of the 
parent chromosome. The segments of one parent chromosome will be swapped with the positional 
102 
 
equivalent in another parent chromosome. For BIBR, the combinatorial component of the chromosome 
undergoes MPC independent of the binary component. It is important to note that crossover as such may 
not lead to feasible solutions. This will be dealt with subsequently in the Repair operator. Fig 5.3 and 5.4 
will illustrate for the workings of all the operators. 
e) Repair:  
The cardinality repair function converts infeasible solutions into feasible solutions. For the TBR, 
the repair operator first does a count of the number of stocks in the tracking portfolio. If the count exceeds 
(or short from) K, stocks within the portfolio would be randomly removed (or added) until there are K 
number of stocks in the portfolio. For BIBR, the repair operator would do a search for repeated stocks in 
the tracking portfolio and replace it with a stock which is not in the tracking portfolio. Once the 
cardinality constraints have been satisfied, the corresponding weights of the remaining K stocks in the 
tracking portfolio would be normalized.  
     
    Step1: Selection of alleles for crossover exchange* 
Figure 5.3a Multiple Points Uniform Cross over on TBR  
 
Step 2: Mutation of alleles to form deviant offspring*              Step 3: Repair of infeasible chromosomes and normalization of weights* 
            
Figure 5.3b BFM on TBR       Figure 5.3c Random Repair on TBR 
*illustration for N=7, K=4 
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The floor ceiling distributive repair was used to distribute the weights within the floor and ceiling 
constraints. The weights are first checked to see if they obey the floor ceiling constraints. If a weight 
exceeds the ceiling (or floor) limit, it would be assigned the value of the ceiling (or floor). The surplus (or 
shortfall) would be added (or deducted) from to a remainder. At the end of the validation check, the net 
value of the remainder would be the balance weight. The remainder would be ‘+’ if there is a surplus and 
‘-’ if there is a shortfall. This remainder weights would have to be distributed randomly to the remaining 
component stocks.  
The round lot repair would be performed at the end of the evolution. The quantity of the stocks 
would be tabulated and rounded down to the nearest round lot value. The monetary value would be held 
in cash. 
Step1: Selection of alleles for crossover exchange* 
 
Figure 5.4a Multiple Points Uniform Cross over on BIBR 
  
Step 2: Mutation of alleles to form deviant offspring*   Step 3: Repair and normalization of infeasible chromosomes* 
                           
Figure 5.4b RSDM and BFM on BIBR   Figure 5.4c Random Repair on BIBR 






The set of benchmarks problems as shown in table 5.3 are retrieved from an open OR library 
provided by J. E. Beasley. The test set consists of major indices from 5 different capital markets. 
DATASTREAM was used to retrieve the weekly prices from March 1992 to September 1997. Stocks 
with missing figures were dropped. 
5.5.2 Performance Metrics 
Five performance measures are identified to evaluate the performance of the algorithm under 
single period instantiation; measures are done under normalized objective space. Unlike conventional 
multi objective benchmarks problems proposed by Deb et al. (2002), the MOEITEI problem does not 
have a standard ‘correct’ solution for the generated Pareto front to be compared against. As such, this 
chapter proposed an adaptation of performance metrics to suit the comparison in this MOEITEI.  
The Non Dominated Ratio (NDR) measures the number of non dominated solutions in the 
population after evolutions. It is also a measure of the number of portfolio options which can be presented 
to the fund manager. A higher NDR is preferred as it would means that there is a greater variety of choice 
for the fund manager. Solutions that give negative returns are also excluded. 
ܰܦܴ ൌ   ே௨௠௕௘௥ ௢௙ ௡௢௡ ௗ௢௠௜௡௔௧௘ௗ ௦௢௟௨௧௜௢௡௦
்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௜௡ௗ௜௩௜௔௨ௗ௟௦ ௜௡ ௧௛௘ ௣௢௣௨௟௔௧௜௢௡
    (5.10) 
TABLE 5.3 
TEST PROBLEMS 




2  DAX  85 290
3  FTSE  89 290
4  S&P  98 290





The Normalized Spacing metric (NS) is inspired from (Scott, 1995) and is given by eq. (5.11). It 
measures how evenly the solutions in the evolved Pareto front are distributed. n is the number of Pareto 
optimal solutions in the generated PFevolved. ݀௜is the objective space Euclidean distance in the objective 
space between the ݅th solution in the PFevolved. Smaller values for NS are preferred as it means that the 
solutions are more evenly distributed in the PFevolved. 
ܵ ൌ ቂଵ
௡








௜ୀଵ    (5.11) 
A new Relative Excess Dominated Space (REDS) performance metric, inspired by Zitzler and 
Thiele (1999) and Zitzler et al. (2000), is adapted for the MOEITEI problem to calculate the excess 
return- error Pareto front in this chapter. The REDS measures the excess percentage of the final 
normalized found objective space which has been covered by Pareto front. The normalized objective 
space is the combined objective space covered by all the algorithms being compared. As the best 
achievable error rate is 0 with a corresponding excess return of 0. The best achievable excess return is the 
excess return of the best performing stock in the index and the corresponding error is the error of this 
stock with the Index. These two points will be used to set the upper limits for excess returns and lower 
limit for error. It accounts for the number of non dominated solutions, the spread and the distribution of 
the solutions. REDS increase with increased number of dominated solutions, spread and an even 
distribution. The measure is given by equation 5.12 and Figure 5.5. 
 




ܴܧܦܵ ൌ ሺ1 െ ݂1ଵሻሺ1 െ ݂2ଵሻ ൅ ∑ ሺ1 െ ݂1௜ሻሺ݂2௜ିଵ െ ݂2௜ሻ
௡
௜ୀଶ     (5.12) 
The Maximum Spread (MS) (Zizler et al., 2000) measures how good the generated solutions 
cover the true Pareto front. Using the hyper-boxes formed by the extreme objectives values in the 
generated solutions and extremal points mentioned in REDS. The measure is given by the following. 
Similarly, n is the number of generated solutions. ௠݂௜ is the ݉th objective of the ݅th solution. ܨ௠௠௔௫, ܨ௠௠௜௡ 
are the maximum and minimum values of the extremal points indentified in the earlier paragraph. A 









௜ ሻ ሺܨ௠௠௔௫ െ ܨ௠௠௜௡ሻ⁄ ൧
ଶெ
௠ୀଵ     (5.13) 
Last but not least, the Average Computational Time (ACT) for a single MOEA evaluation run 
would be presented. It measures the amount of time needed for a single run of the MOEA. Shorter times 
are preferred. 
5.5.3 Parameter Settings and Implementation 
The simulations are implemented in JAVA on an Intel Pentium 4.28 GHz computer. 50 independent runs 
are performed for each of the test problem to obtain the following comparative statistical results. 
Parameters are set according to details provided in table 5.4. 
TABLE 5.4 
PARAMETER SETTINGS 
Population Primary Population 100 
Secondary (or Archived) Population 100 
Evaluations 1500N 
Chromosome Binary with 10 bits per decision variables 
Crossover Multi Points Uniform crossover 
Crossover Rate 0.8 
Mutation Bit Flip mutation, Random Stock Displacement 
mutation 
Mutation Rate 0.01 









   
Figure 5.6: Box plot in Normalized Objective Space for Index 1 
 
     
Figure 5.7: Box plot in Normalized Objective Space for Index 2 
 
      
Figure 8: Box plot in Normalized Objective Space for Index 3 
 
  
Figure 5.9: Box plot in Normalized Objective Space for Index 4 
 
  






























































































































































This section compares the computational results for the various representation using rudimentary 
operators described in Table 5.4. The results obtained for Index 1 to 4 are based on the performance 
metrics and are presented by the box plots in Fig. 5.6, 5.7, 5.8, 5.9, 5.10 respectively. A representative 
plot of the Pareto front for the trade off solutions is shows in Fig 5.11. Table 5.5 tabulates the average 
computational per MOEA run. 
From the box plots results presented in Fig. 5.6-5.10, it is observed that similar results are 
obtained for all the five test cases. Using TBR as a benchmark algorithm for calculation of REDS, the box 
plots results show that BIBR and PR performed better than TBR. PR and BIBR are able to consistently 
cover a dominated area of 5% and 10% more than TBR. These comparative results are the same for all 5 
indices. Based on this performance metric, BIBR has the best overall performance. The dimensionality of 
the problem increases with the number of stocks present in the universe of the index. As the dimensions 
of the problems increased from index 1 to 5, slight improvements can be observed in BIBR in terms of 
REDS. For BIBR, the relative excess dominated area over TBR increased from 7% to 12%. A smaller 
increase in REDS over TBR from 3% to 5% is seen for PR. 
The non dominated ratios presented in Figure 5.6-5.10 shows that at the end of the evolution, 
BIBR was able to consistently produce 90 non dominated solutions from a population of 100 and able 
achieve higher non dominated ratio than PR and TBR. TBR and PR obtained a NDR of approximately 
78% and 85% respectively. The NDR of TBR noted a slight decrease as the dimensionality of the 
problem increased. As seen from the results, a higher NDR corresponds to an increase in the non 
dominated space for BIBR. A higher NDR also means that there would be more Pareto optimal solutions 
available for the fund manager to choose from, BIBR would be the best choice for representation based 
on the NDR measure. 
Box plots presented for NS shows that for lower dimensional problems like index 1, all three 
representations produced a similar results of around 1.15 with BIBR performing marginally better than 
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TBR and PR. However, BIBR loses its edge slightly as the dimensionality of the problem increased from 
index 1 to index 5. The solutions become more evenly distributed for TBR from index 1 to 5. If ceteris 
paribus, an evenly distributed Pareto front would provide a give a greater non dominated area, as there is 
less overlap of non dominated areas by non dominated solutions. However, in this case, the more evenly 
distributed TBR did not have a greater non dominated area than BIBR. This improvement in NS seen in 
TBR was offset by its markedly lower NDR ratio. The spread achieved by all representations are 
approximately the same at about 0.9. As such BIBR was able to maintain an overall good performance in 
terms of REDS. 
 
Finally, the computational times for an MOEA run for each of the representations is presented in 
Table 5.5. For all three representations, the computational times increased with the number of stocks 
present in the index. This increase is a result of both an increase in dimensionality of the problem and the 
larger number of generations runs required for higher dimensions problems. The improvements in 
computational times for BIBR improves as the dimensionality of the problem increased. A separate  by 
J.E. Beasley (2003) provides their computational time required to produce the excess return-error Pareto 
front. Using preference handling, they plotted the Pareto front by adjusting the weight of the two 
objectives using ߣ from 0.01 to 1. The evolutionary algorithm was ran for each ߣ. Their methodology 
took 10.9hrs on a Silicon Graphics workstation for four Pareto fronts. Though the testing environment 
may be different, the MOEA methodology first proposed in this chapter was able to reproduce the same 
fronts at a fraction of the time. A single MOEA run was needed, instead of 100 single objective 
evolutionary algorithmic runs. 
TABLE 5.5 
AVERAGE COMPUTATIONAL TIME PER RUN (MIN) AND % IMPROVEMENTS OVER TBR(%) 
No. Index TBR PR BIBR 
1 Hang Seng 0.2144 0.1969 (8.16%) 0.0811 (62.17%) 
2 DAX 1.4647 1.3514 (10.21%) 0.2250 (84.64%) 
3 FTSE 1.6031 1.4723 (8.16%) 0.2387 (85.11%) 
4 S&P 1.9382 1.7876 (7.77%) 0.2674 (86.2%) 




The full transfer of genetic information presented by TBR and other conventional evolutionary 
representation may not be the best choice for the MOEITEI problem. It could result in a slower coverage 
of the ‘optimal’ Pareto front as can be seen from its smaller non dominated area after the same number of 
generations. Partial representations as seen in PR and BIBR are more random than TBR, as not all the 
genetic information are passed down from the parents. This inherent randomness worked well in 
MOEITEI as the progressive increase in randomness from TBR to PR to BIBR has demonstrated in 
improvements in performance in the same order. Though not all the genetic information is being passed 
from parent to offspring, the partial representation injected randomness which is congruent and agreeable 
with the stochastic nature of evolutionary algorithms. This random nature of evolutionary algorithms has 
enabled the scaling down of representation from the conventional TBR to the BIBR without any loss in 
efficiency and effectiveness. The result is substantial reduction in computational load. A representative 
plot of the Pareto front is given by Fig. 5.11. 
Based on the results presented, this chapter would use BIBR as its choice of representation from 
here onwards. All the subsequent results presented would be in BIBR. 
 
 
Figure 5.11: Representative Pareto front for the various representations using S&P for this plot 























In this section, the cardinality constraint will be investigated for ܭ ൌ ሼ5,10,15,20,25ሽ. Though 
the study of the cardinality and the floor and ceiling constraints are made separately, it is important not to 
neglect the relationship between them. The maximum cardinal number of component stocks in the 
tracking portfolio is somewhat inversely proportional to the value of the floor constraints. For example a 
floor constraint of 0.1 would allow a maximum of 10 stocks in the tracking portfolio. For the study of this 
section, the Floor Constraint will be fixed at 0.01 and the corresponding Ceiling Constraint will be 1-
0.01*K. The statistical results for the simulation runs are presented in Table 5.6 and representative box 
plots these results are summarized in Figure 5.13. A representative plot of Pareto fronts for visualization 
of all the test problems for the various K is plotted on Fig. 5.12. Only the meaningful results will be 
presented and elaborated in this section.  
On top of the spread and area dominated, two additional measures of the extremal points of the 
Pareto fronts were made to help explain some of the other results obtained. Firstly, the mean lowest 
achievable tracking error measures the mean of the solution with the lowest found tracking error in the 
Pareto front over 50 runs. From Table 5.6 and the representative box plot in Fig. 5.13.e, it is obvious that  
 
Figure 5.12: Representative Pareto front for the various K values using Hang Seng for this plot 
























STATISTICAL RESULTS FOR THE FIVE TEST PROBLEMS FOR FLOOR CONSTRAINT=0.01 
No. Index K Fraction of area covered 
using  K=5as base 
Spread Spacing Mean of lowest achievable 
tracking error 
Mean of highest 
possible return 
NDR 
         
1 Hang 
Seng 
5 1 0.83707 0.053246 0.006645 0.94366 0.93 
  10 0.9947 0.76282 0.055309 0.003881 0.83342 0.87 
  15 0.9243 0.67946 0.069939 0.002994 0.71904 0.85 
  20 0.8285 0.57377 0.073090 0.002528 0.61495 0.81 
  25 0.7204 0.57289 0.084777 0.002339 0.51574 0.77 
2 DAX 5 1 0.90192 0.038701 0.0054389 0.98209 0.95 
  10 1.0192 0.88806 0.044130 0.0036141 0.95121 0.92 
  15 1.0088 0.85616 0.055118 0.0030379 0.92146 0.90 
  20 0.9884 0.81257 0.061791 0.0026316 0.88245 0.87 
  25 0.9530 0.76645 0.068381 0.0024792 0.83296 0.84 
3 FTSE 5 1 0.82355 0.060102 0.0084396 0.97767 0.94 
  10 1.052 0.79722 0.084155 0.0055013 0.92194 0.88 
  15 1.0469 0.75472 0.061985 0.0041657 0.86254 0.855 
  20 1.0218 0.69629 0.078818 0.0034259 0.80188 0.83 
  25 0.98447 0.63121 0.088059 0.0030436 0.74080 0.82 
4 S&P 5 1 0.85799 0.044286 0.0076844 0.97013 0.945 
  10 1.0132 0.83579 0.050620 0.0048920 0.91725 0.92 
  15 0.99039 0.78368 0.055947 0.0038563 0.85718 0.89 
  20 0.95215 0.73090 0.070913 0.0031300 0.78915 0.86 
  25 0.90829 0.67145 0.065688 0.0027452 0.72004 0.82 
5 Nikkei 5 1 0.78435 0.039134 0.0084694 0.97415 0.935 
  10 1.0684 0.79364 0.047374 0.0055035 0.94033 0.86 
  15 1.0794 0.79141 0.053932 0.0043483 0.91922 0.84 
  20 1.0662 0.76858 0.070461 0.0036775 0.88865 0.81 
  25 1.0573 0.72326 0.066319 0.0032185 0.85408 0.79 
         
 
           
                                            (a)     (b)                   (c) 
       
                                             (d)                    (e)            (f) 
Figure 5.13: Representative Box Plots for the different values of K for (a) dominated space, (b) spread, (c) spacing, 
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the minimum achievable tracking error decreases with an increase in K from 5 to 25. A larger K allows 
for a closer representation of the Index as oppose to a tracking portfolio with a smaller K. Inversely, a 
smaller K allows for a smaller subset of stocks and this makes it harder to replicate the Index. Another 
more subtle observation is that the mean lowest achievable tracking error increases for a given K 
increases as the number of component stocks in the Index increases from 31 to 225 in index 1 to 5. The 
increase in the number of component stocks in a larger index means that for the same K that works to 
replicate a smaller index may not be sufficiently representative of a larger index.  
  A second additional metric measures the mean highest achievable return in the Pareto front. From 
Table 5.6, Fig 4.12 and Fig 4.13.f, it can be seen that the maximum achievable return found by the 
solutions in the Pareto front decreases with an increase in K. One understands a tracking portfolio with 
K=1 that returns the highest return will have the best performing stock as its single constituent stock. 
Building on this, a tracking portfolio with K=2 and floor constraint εi =0.1 will have the top two 
performing stocks as its two component stocks. The lesser of the two component stock will have a 
constituent weight equivalent to the floor constraint and the best performing stock will form the 
remaining of the portfolio. The addition of less performing stocks dilutes the performance of the portfolio 
and thus decreases the mean of the highest achievable return of the portfolio. A quick investigation shows 
that this mean highest achievable excess return correspond closely to the following portfolio expression 
given in Eq. 5.14. Let subscript ݅ ൌ 1 represents the best performing stock, ݅ ൌ 2 be the second best 
performing stock, ݅ ൌ 3 be the third best performing stock and so on so forth.  
ݔ௜ ൌ ൜
1 െ ∑ ߝ௜௄ଶ ,             ݅ ൌ 1
ߝ௜,              ݅ ൌ 2,3, … , ܭ
      (14) 
The increase in K also brought a decrease in non dominated ratio. Increasing K, increases the 
complexity of the solution set, a slower convergence towards the optimal front and fewer Pareto optimal 
solutions. The above three measures described in this section will help to explain the trends and 
observations made for the remaining measures. An increase in K from 5 to 25 sees a decrease in both the 
lowest achievable tracking error and highest achievable return. This represents a downward shift in the 
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Pareto front as seen Fig. 5.12. Since a greater drop is observed in the higher achievable returns than 
lowest achievable tracking error, the overall result is a decrease in spread of Pareto front as K increases. 
This is observed in the results presented in Table 5.6 and Fig 5.12 and Fig 5.13.b. In the case of the 
dominated area (normalized as a fraction to dominated area of K=5) a slight increase is observed when K 
increases from 5 to 10 followed by a decrease as K continues to increase from 10 to 25. This can be 
explained by the sharper decrease in achievable minimum tracking seen from K= 5 to K=10 which offsets 
the decrease in highest achievable returns. The drop in the NDR as K increases from 5 to 25 also 
contributes to the overall decrease in the dominated area. 
Last but not least, the spacing measures of all the Pareto fronts remain low (0.03~0.1) for all five 
test problems for all values of K. This shows that all the Pareto solutions found are evenly distributed 
across the front.  
5.5.6 Floor Ceiling Constraint 
As mentioned earlier, the floor constraint directly affects the cardinality constraint. The 
relationship between these two constraints is such that the maximum cardinal number of component 
stocks in the tracking portfolio is somewhat inversely proportional to the value of the floor constraints. 
This section studies the effect of varying the floor and ceiling constraints for an arbitrary value of K=10. 
The results are presented in Table 5.7, the numerical trends are summarized in a set of representative box 
plots in Figure 5.14 and a visualization of the evolution of the Pareto front for the different floor 
constraints are plotted in Figure 5.15. 
As per earlier section, the results for the mean lowest achievable tracking error and mean highest 
achievable excess return will be explained. As the floor constraint increases from 0.01 to 0.1, there will be 
a corresponding decreasing in ceiling constraints from 0.9 to 0.1 for K=10. Assuming same floor 
constraints for all constituent stocks, the ceiling constraints can be easily calculated using equation 5.15. 
When floor constraint equals ceiling constraint, the portfolio would consist of K equally weighted 
component stocks.  
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ߜ ൌ 1 െ ሺܭ െ 1ሻߝ     (15) 
The results show that when the floor constraint is increased, no observable trend is seen in the 
mean achievable tracking error. An increase or decrease in tracking error is not noticeable as the values 
fluctuate slightly around an average. On the other hand, a significant decrease in the mean of the 
maximum achievable excess return can be seen in Table 5.7, Fig 5.14.f and Fig 5.15. The same can be 
said for non dominated ratio metric, where a significant drop in NDR is only observed for floor constraint 
of 0.1. The tightening of the constraints reduces the feasible search space of the problem landscape. This 
can create discontinuities in the problem landscape which can make the search for Pareto optimal 
solutions harder and a lower NDR. From Figure 5.15, it can be seen that the maximum excess extremal 
point is reachable with the multi objective evolutionary algorithm. Zero error is however not possible 
using a small subset for tracking portfolio. An explanation similar to that presented for earlier for 
cardinality can be offered for this trend. For a fixed K, a lower floor constraint allows more weight to be 
allocated to the best performing stock, thus allowing a mean highest achievable return. When the floor 
constrained is increased, the overall weight that can be allocated to the best performing stock to improve 
the excess returns is reduced. This reduction in exposure to a particular stock reduces the risk of the 
portfolio while limiting the highest achievable returns.  
The small variations in the mean minimum tracking error and NDR, coupled with the noticeable 
drop in mean maximum achievable return as floor constraint increases from 0.01 to 0.1 results in a 
downward contraction of the Pareto front. This can be seen in Figure 5.15. This downward contraction 
results in a decrease in the spread and dominated area of the Pareto front as floor constraint is increased.  
Last but not least, the spacing measures of all the Pareto fronts remain low (0.04~0.1) for all five 
test problems for the test values for floor constraint. The Pareto solutions found are rather evenly 






STATISTICAL RESULTS FOR THE FIVE TEST PROBLEMS FOR K=10 
No. Index Floor Fraction of area 
covered using  
Floor=0 as base 
Spread Spacing Mean of lowest 
achievable tracking 
error 
Mean of highest 
possible return 
NDR 
         
1 Hang Seng 0 1 0.93175 0.11343 0.0039839 0.99739 0.89 
  0.01 0.95296 0.76282 0.05442 0.0038881 0.83342 0.87 
  0.02 0.88135 0.65089 0.07938 0.0038961 0.72409 0.87 
  0.05 0.68149 0.54940 0.07448 0.0039181 0.49981 0.87 
  0.10 0.47003 0.33809 0.08035 0.0043168 0.34092 0.71 
2 DAX 0 1 0.93181 0.10253 0.0037437 0.99858 0.93 
  0.01 0.98961 0.88806 0.04311 0.0036141 0.95121 0.92 
  0.02 0.97584 0.82705 0.05262 0.0038376 0.90915 0.93 
  0.05 0.89922 0.66184 0.06754 0.0040696 0.77005 0.89 
  0.10 0.74415 0.46844 0.06577 0.0047755 0.59545 0.795 
3 FTSE 0 1 0.89442 0.01049 0.0055432 0.99999 0.87 
  0.01 0.9857 0.79722 0.08385 0.0055013 0.92194 0.88 
  0.02 0.96483 0.72133 0.08442 0.0054518 0.85655 0.87 
  0.05 0.86402 0.51239 0.07601 0.0054140 0.69982 0.89 
  0.10 0.75155 0.42014 0.07965 0.0056649 0.59353 0.815 
4 S&P 0 1 0.92778 0.10258 0.0050042 0.99999 0.91 
  0.01 0.98072 0.83579 0.05058 0.0048920 0.91725 0.92 
  0.02 0.95327 0.74009 0.05352 0.0049271 0.84260 0.91 
  0.05 0.8536 0.57667 0.07331 0.0047440 0.68077 0.89 
  0.10 0.72548 0.43446 0.06148 0.0048846 0.55407 0.83 
5 Nikkei 0 1 0.84596 0.10543 0.0055582 0.99006 0.86 
  0.01 0.98915 0.79364 0.04587 0.0055035 0.94033 0.86 
  0.02 0.98091 0.75004 0.07969 0.0055013 0.90785 0.87 
  0.05 0.93035 0.59086 0.07655 0.0055659 0.80643 0.865 
  0.10 0.84681 0.45493 0.07400 0.005829 0.71615 0.80 
         
 
(a)     (b)     (c) 
 
   
(d)    (e)            (f) 
Figure 5.14: Representative Box Plots for the different values of Floor constraint for (a) dominated space, (b) spread, (c) non 
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The single period investigation has provided an in depth analysis of effects of constraints on the 
performance of the Pareto front. The subsequent part of the report conducts a multi period investigation 
based on the Pareto solutions obtained from the several static single period optimizations.  
5.6  Multi Period Computational Results and Analysis 
5.6.1 Multi Period Framework 
The extension of the single period index tracking into a multi period problem allows various 
rebalancing strategy and their corresponding transaction costs to be investigated. The rest of this  
investigates the changing constituent of the tracking portfolio and their corresponding costs over different 
time periods. To ensure that transactions cost are not affected by the bias of the component of the initial 
portfolio, a strategy based transaction cost is proposed. The initial portfolio will be one that is consistent 
with the strategy adopted by the corresponding fund manager based on the desired excess return and not 
an arbitrary portfolio. The strategy based cost calculation in the multi period multi objective framework is 
depicted in Fig. 5.16.  
 
 




It is understood that as the frequency of rebalancing increased from semi annually to quarterly to 
monthly, the total transactional cost of the strategy will increase. A subset of the results for the strategy 
based transactional costs for each rebalancing is presented in Table 5.8. The rest of the results showed 
similar trends thus they will not be presented. A general trend observed is that as the frequency of the 
rebalancing increase, the transactional cost per rebalancing decreases. This observation is consistent for 
all test problems and for all values of K and Floor constraints. 
This lower transactional cost that comes with higher frequency rebalancing can be explained by 
the smaller structural change which occurs during each rebalancing. Frequent structural updates help to 
bridge the changes between the portfolios before and after rebalancing. A spy plot of the constituent 
stocks within for 4 different tracking portfolio over 50 periods is presented in Figure 18, the weights of 
each constituent stock is presented in Fig 5.17.  The four tracking portfolio correspond with desired return  
TABLE 5.8 
AVERAGE TRANSACTIONAL COST PER REBALANCING FOR THE FIVE TEST PROBLEMS (X10E5)  



















                     
Hang Seng  Monthly  1.1829  1.0378  1.004  1.1445  0.94350  0.91624  0.91531  0.79177  0.61180 
  Quarterly  1.5142  1.7409  1.4682  1.1195  1.47722  1.40557  1.27312  1.08093  1.11083 
  Semi  1.9911  1.8732  1.9246  1.5828  2.01693  1.76118  1.57359  1.33580  1.19048 
                     
                     
DAX  Monthly  1.2694  1.3470  1.3612  1.2008  1.29230  1.30225  1.40617  1.18422  1.10620 
  Quarterly  1.5625  1.7206  2.1604  1.4310  1.46882  1.33905  1.66589  1.57550  1.33811 
  Semi  1.5620  2.4625  2.2158  1.7239  2.2183  1.59583  2.82344  1.98778  1.88480 
                     
                     
FTSE  Monthly  1.5135  1.5090  1.4356  1.7806  1.89913  1.68144  1.51059  1.62496  1.38848 
  Quarterly  1.5573  1.5586  1.4957  1.7625  2.19834  1.81784  1.77335  1.80517  1.16503 
  Semi  1.7400  2.0467  1.7241  1.8091  2.12594  2.00361  1.41487  2.24644  1.72527 
                     
                     
S&P  Monthly  1.1937  1.2660  1.2993  1.0595  1.11047  1.13700  1.45383  1.14203  0.85215 
  Quarterly  1.4544  1.6928  1.8137  1.5235  1.59229  1.38439  1.68664  1.52610  1.53809 
  Semi  1.4328  1.6055  1.9298  1.5707  1.51145  1.64279  1.41651  1.60447  1.64318 
                     
         
Nikkei  Monthly  0.9410  0.9090  0.8625 1.0754 0.89591 0.88847 0.81208  0.88926  1.08912
  Quarterly  1.1117  1.2657  1.1295 1.2259 1.28726 1.02528 1.31118  1.20191  1.37948
  Semi  1.6932  1.4514  1.5368  1.9076  1.64257  1.68483  1.63968  1.59450  1.62724 





             (a)        (b) 
(c)       (d) 
Figure 5.17 Evolution of Constituent stock in Tracking Portfolio for Hang Seng Index with K=10 over 50 monthly time periods






















































































of {0, 0.001, 0.003, 0.005}. From Figure 5.18, it can be seen that regardless of which strategy chosen 
there are certain stocks which remains in the tracking portfolio throughout the all the time periods. Figure 
5.18.a shows prominently that stock 4, 11, 15 and 27 are always selected to form the tracking portfolio 
with 9 excess returns. The same observation can be made for the other figures. The consistency of the 
constituents of the tracking portfolio means there is no radical changes for portfolios of a chosen strategy. 
Thus, unnecessary transaction costs are avoided.  
From Fig 5.17, the evolution of the constituent weights shows for a selected strategy, there is a 
consistency in both the portfolio selected and weights. As the desired excess return is increased from 0 to 
0.005 from Fig 5.17.a to 5.17.d, one can see a gradual change in the composition and weights of the 
tracking portfolio. As the desired return increase from 0 to 0.005, the maximum weight of the constituent 
stocks increases from 0.4 to 0.9. Together with this, the increase in desired return brings about a shift in 
weights distribution from an evenly weighted portfolio (one that holds stocks in weights of 0.1 to 0.4) to 
one that holds a few stocks in high concentrations (up to 0.8). The best performing stock for Hang Seng 
Index for the 50 monthly periods are presented in Table 5.9. 
(a) (b)      (c)        (d) 
Figure 5.18: K Constituent stocks in tracking portfolio for Hang Seng Index over 50 monthly periods for (a) zero excess returns, 
(b) 0.001 excess returns, (c) 0.003 excess returns and (d) 0.005 excess returns. 
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Constituent Stock for Prob 1 
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From Fig 5.17, one can see the accentuation of weights towards stock 10 and 29 as weights of 
stock 11 to 28 begins to flatten. This is in line with an earlier observation which shows that higher desired 
excess returns correspond to holding the top K performing stock with highest concentration in the best 
performing stock (in this case stock 10 and 29). One makes a further study to the evolution of the weights 
concentration of the stocks in high desired excess return portfolio in Fig 5.17.d. It can be see that the 
stock which is being held in the highest concentration in the portfolio shifts from stock 29 to stock 10 
during period 1 to 8 and back to stock 29 after period 42. This evolution of highest weighted stock in the 
portfolio over period corresponds well with the best performing stock identified in Table 5.9. 
 
TABLE 5.9 
BEST PERFORMING STOCK FOR HANG SENG INDEX FOR PERIOD T 
Period   
1-10 29 29 29 29 29 29 23 23 23 
11-20 10 10 23 23 23 23 23 10 10 
21-30 10 10 10 10 10 10 10 10 10 
31-40 10 10 10 10 10 10 10 10 10 
41-50 10 10 29 29 29 29 29 29 29 
 
 
Figure 5.19: Transactional cost of different desired rate of return for Hang Seng Index with K=10 and floor constraint 0.02 
normalized with respect to transactional cost of excess return of 0.0001. 
























Earlier section of this work has studied the transaction cost with respect to the frequency of 
rebalancing and the evolving constituents of tracking portfolios at different desired rate of return, this last 
part attempts to study the transactional cost profile across different desired rate of return. Figure 5.19 
shows the change in transaction cost as desired excess return increases from 0.0001 to 0.005.  As the 
desired return rate increases, one observed a slight increase in transactional cost which subsequently dips. 
The increase in transactional cost can be related to the amount of structural change within the portfolio 
across periods. Tracking portfolio with intermediate rate of returns will see a higher probability of 
replacement of a particular stock by another with a similar return and tracking ability. Clearly, there is 
more uniformity for portfolio with higher excess returns as the top K stocks remain more of less the same 
few. However, it is important to note that risk of holding tracking portfolio with higher desired return was 
not consider in this . From earlier investigation the tracking portfolio with high desired excess returns has 
a high (or over) exposure to the best performing stock. This exposes the fund manager to losses which can 
be incurred due to the volatility of the best performing stock and can be undesirable. This cost profile is 
only noticed in small index such as Hang Seng Index but not in stock indexes with higher number of 
constituent stocks. The bigger indexes results in a bigger universe which increases the exchangeability 
and replacement of stocks. This inconsistency and variability result in a less pronounced profile which is 
sometimes not obvious. 
5.7  Conclusion 
This chapter proposes a multi objective multi period framework to investigate the cost 
effectiveness of rebalancing strategies under dynamic conditions; while subjected to the various 
constraints. In the first part of this , the different variations in representation were investigated and their 
performance studied. Their performances were measured against a newly adapted proposed REDS metric 
for MOEITEI. The population based evolutionary algorithm has provided the work with sets of Pareto 
optimal data which can be analyzed. The changes of the Pareto solutions to the various constraints were 
123 
 
investigated and analyzed to provide deeper insight into constraints in MOEITEI problem. The final part 
of this chapter extrapolates the single frame investigation into a multi period framework and investigated 
the compositional change within tracking portfolio over many periods. The transactional cost with respect 
to the different frequency desired rate of return is studied and analyzed to help give a deeper insight into 




















Evolutionary Algorithms are a class of stochastic optimizers which have shown to be effective 
and efficient in solving complex Single and Multi Objectives Optimizations problems. Drawing its 
framework from Darwin’s Theory of Evolutionary, EAs are able to retain the characteristic of biological 
evolution. In biological evolution where noise is present in the natural selection process, the quality of the 
genetic pool in living beings have been gradually improving with generations. Likewise, EAs are able to 
remain robust in the midst of noise and dynamicity.  EAs simple framework can be easily adapted to 
handle constraints as well. Their ability to sample search spaces by fielding multiple candidates randomly 
across problem landscapes made them naturally suited to handle constraints and their complex 
landscapes.  
Much research has been done to improve the search pattern of EAs on benchmark problems and 
real world problems. Their increasing applicability to the various stochastic optimizations in the diverse 
fields had made them popular among industry and academic researchers. Nevertheless, there are few 
works that focused on uncertainties in the problem landscape. This is despite the fact that uncertainties is 
very much present in the real world problem around us; such as in finance engineering problems. As a 
result, much fewer works have been done to investigate the uncertainties faced in finance.  
6.1   Conclusions 
This work has provided a comprehensive treatment of the study of uncertainties in both 
benchmark and real world problems. In progressive steps, the study of noise handling techniques in multi 
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objective optimization of benchmarks problems was conducted. However, the study of uncertainties of in 
benchmark problems is insufficient. The later part of this work investigated the dynamicity of the index 
tracking and enhanced indexation problem using a multi period multi objective framework. The proposed 
framework provided a platform for providing insights to the MOEITEI problem.  
Chapter 3 provided a brief literature review and introduction to frequent data mining. The chapter 
investigated the possibility of implementing data mining to help improve the performance of evolutionary 
algorithms. The dynamics of the inclusion of the data mining operator was studied and the effectiveness 
of the data mining operator in guiding the search in Single Objective problem was validated. The operator 
improves the performance of evolutionary algorithms. The new proposed algorithm was able to perform 
well enough to be compared with other state of the art algorithms.  
Chapter 4 extended the idea that of data mining into multi objective optimization. The extrinsic 
averaging effect of data mining in the aggregation of information helps to negate the effects of noise. This 
helps to show some clarity into the decision making process which has been clouded by noise. The 
effectiveness of the incorporation of the data mining multi objective evolutionary algorithm with 
expansive operator was comparatively better than other proposed noise handling algorithms. One flaw of 
the data mining algorithm was its limitation to problems with decision variables which exist in small 
clusters. Further investigation was performed to understand how the dynamics of the data mining and 
expansive operator works. 
Chapter 5 examines uncertainty in the aspect of dynamicity in real world optimization problems. 
The proposed multi period multi objective index tracking and enhanced indexation evolutionary algorithm 
helped to have investigated the various rebalancing strategies. Rebalancing strategies which have been 
adopted by fund managers to include the latest market conditions into their tracking portfolio are used to 
help cope with the dynamicity of the financial markets. The further investigations which have been 
performed have provided deeper insights into the evolution of the composition of the tracking portfolio 
over periods. These insights could prove to be useful in facilitating further optimizations in the aspect of 




Though this work has studies the various types of uncertainties under benchmarks and real world 
problems, it had barely scratched the study of uncertainties in benchmark and real world problems. This is 
therefore an area of research which can be pursued. Multi objective optimization in noisy environment 
can be studied with more complex multi objective problems which has segregated Pareto set in the 
decision space. Though frequent mining was used to obtain knowledge to guide the direction and the 
genetic drift, other knowledge mining techniques could also be applied. The overall focus of research in 
this direction could spur Innovization and Optinformatics. This thesis covered optimization in noisy 
environment, but there are other areas of optimization such as high dimensionality problems, constraints 
problems, robust problems and dynamic problems, which could also benefit from this knowledge mining 
in evolutionary optimization as well.  
The naïve formulation of the index tracking problems could be further extended to ensure its 
suitability for use in the industry. Future works will study the effects of other uncertainties such as robust 
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