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Re´sume´ –
Cet article traite de l’estimation ”en aveugle” d’une marche ale´atoire en fre´quence noye´e dans un tre`s fort niveau de bruit avec
pour cadre applicatif l’extraction de piste fre´quentielle en sonar passif (voir [1] pour de´tails). Pour tenir compte du caracte`re
”ale´atoire” de la piste de fre´quence, on mode´lise l’e´volution temporelle de celle-ci par une chaˆıne de Markov cache´e stationnaire.
Toutefois tous les parame`tres de cette mode´lisation sont inconnus en pratique et doivent eˆtre estime´s. Nous proposons un nouvel
algorithme s’appuyant d’une part sur une approche dite ”Track Before Detect”pour s’affranchir du proble`me de la me´connaissance
du rapport signal a` bruit et d’autre part sur une modification de l’algorithme de Baum-Welch (pour l’estimation des probabilite´s
de transition d’e´tat a` e´tat). L’utilisation de cet algorithme sera illustre´e par un jeu de simulation synthe´tique.
Abstract –
This paper deals with automatic frequency line tracking encountered for example in passive sonar system. The fluctuating
behavior of the track is modeled by a hidden Markov model (HMM). Unfortunately the parameters of the HMM are unknown
in practice and must be estimated. We propose a new algorithm based on Track Before Detect approach to be independent of
the SNR knowledge and on a modification of the Baum-Welch algorithm to estimate state transition probabilities. Intensive
Monte-Carlo simulations will show the efficiency of this new algorithm.
1 Introduction
Pour un sonariste, l’extraction automatique de pistes
fre´quentielles permet de de´tecter, classifier voire de trajec-
tographier une cible manœuvrant a` proximite´ de l’antenne
sonar. Les e´missions acoustiques ge´ne´re´es par la machine-
rie (engrenages, arbres, etc, . . . ) des engins en de´placement
ont la proprie´te´ de posse´der un spectre bande e´troite e´vo-
luant de manie`re tre`s significative dans le temps. Pour
cette raison, un sonariste travaille sur une image temps-
fre´quences appele´e ”Lofargramme” pour visualiser l’e´volu-
tion de ces signatures acoustiques repre´sente´es dans l’image
par des morceaux de pistes. L’extraction de piste revient a`
estimer les variations de chaque pistes fre´quentielles pre´-
sentes. Toutefois, l’objet de cet article porte sur l’estima-
tion d’une seule piste de fre´quence.
Nous avons utilise´ par le passe´ (article du GRETSI’99
[2]) une mode´lisation par chaˆınes de Markov cache´es pour
estimer cette marche fre´quentielle. Une chaˆıne de Markov
cache´e stationnaire est comple`tement de´finie par le triplet
λ , (pi,A,B) ou` pi de´signe le vecteur des probabilite´s a
priori de la chaˆıne a` l’instant initiale, A de´signe la ma-
trice des probabilite´s de transition d’e´tat a` e´tat entre deux
instants conse´cutifs et B la matrice des vraisemblances
conditionnelles aux e´tats. En pratique ces quantite´s lors-
qu’elles sont inconnues, peuvent eˆtre estime´es via l’algo-
rithme de Baum-Welch [3] a` partir des mesures rec¸ues.
Cette estimation des parame`tres s’ave`re de´licate surtout
lorsque la dimension de l’e´tat est grande ou que le nombre
d’ite´rations devient important [1]. Par exemple, concer-
nant l’estimation des probabilite´s de transition d’e´tat a`
e´tat, il est possible que certaines transitions se voient at-
tribue´es une probabilite´ quasi nulle au cours des ite´rations,
interdisant par conse´quent le suivi de certaines pistes fre´-
quentielles.
2 Positionnement du proble`me
Soit l’observation d’une sinuso¨ıde de phase instantane´e
ϕ(t) et corrompue additivement avec un bruit de mesure
Gaussien telle que :
s(t) = a(t) sin (ϕ(t)) + ²(t), t ∈ [0, T ] , (1)







Ce signal est e´chantillonne´ re´gulie`rement avec un pas tem-
porel ∆t et de´coupe´ en K blocs adjacents de N points. Les
variations de f(t) et de a(t) sont suppose´es suffisamment
lentes par rapport a` fe pour que l’on conside`re f(t) et
a(t) constants a` l’inte´rieur des blocs k = 1, . . . ,K. On
mode´lise l’observation associe´e au bloc k par :
sk(n∆t) = ak sin (2pifkn∆t+ φk) + ²k(n∆t), (3)
ou` φk ∈ [0, 2pi].
On calcule le pe´riodogramme des K signaux sk(n∆t)














avec, i = 0, . . . , N−1. La re´solution fre´quentielle de chaque
canal est e´gale a` ∆f , 1
N∆t
. Etant donne´ que s(t) est un
signal re´el, seuls M =
N
2
points du pe´riodogramme Pk
vont eˆtre utilise´s. On de´finit le vecteur mesure zk qui re-
pre´sente les M points du pe´riodogramme utiles par :
zk , (zk,0, . . . , zk,M−1), (5)
avec
zk,i = Pk,i. (6)
fk est donc un multiple de la re´solution fre´quentielle telle
que fk = xk∆f ou` xk une variable ale´atoire discre`te pre-
nant une valeur comprise dans l’intervalle [0,M − 1]. Il est
a` noter qu’aucune e´tape de seuillage n’est re´alise´e sur l’en-
semble des pe´riodogrammes. Ceci constitue une approche
”Track Before Detect”. L’estimation de f(t) revient a` es-
timer la marche d’escalier en fre´quence {xk∆f}k=1,... ,K .
3 Mode´lisation par chaˆınes de Mar-
kov cache´es
La se´quence des fre´quences re´duites {xk}k=1,... ,K a` es-
timer posse´dant une certaine cohe´rence spatio-temporelle,
l’e´volution du processus Xk , {x1, . . . , xk} peut eˆtre mo-
de´lise´e par une chaˆıne de Markov stationnaire au premier
ordre ve´rifiant
Pr(xk = i|xk−1 = j, . . . , x1) = Pr(xk = i|xk−1 = j) , aji
et re´gie par l’e´quation d’e´tat :
xk = xk−1 + ηk, k = 2, . . . ,K, (7)
ou` ηk est le bruit d’e´tat.
Il est pre´fe´rable en extraction de piste fre´quentielle que
la matrice A = {aji}i,j=0,... ,M−1 posse`de une structure
bande diagonale ne serait-ce que pour syme´triser les varia-
tions temporelles de la piste dans le plan temps-fre´quences.
Nous supposons pour la suite que le bruit d’e´tat ηk de











ou` σx est inconnu en pratique. Les xk ne sont observe´s
qu’au travers des mesures Zk , {zk}k=1,... ,K . On de´-
finit la vraisemblance conditionnelle de la mesure zk a`
l’e´tat xk par bi(zk) , Pr(zk|xk = i), i = 0, . . . ,M − 1
et l’ensemble de ces coefficients de´finit la matrice B =
{bi(zk)} i=0,... ,M−1
k=1,... ,K
. Chaque ligne de cette matrice doit eˆtre
calcule´e apre`s re´ception de chaque mesure zk car le nombre
de re´alisations de la mesure zk est trop important pour
que l’on puisse calculer cette matrice entie`rement a priori.
Nous pouvons de´finir la vraisemblance conditionnelle de
zk,j , j ∈ {0, . . . ,M − 1} sous deux hypothe`ses (voir [4]
pour de´tails).
1. Pour j 6= i, la loi de probabilite´ zk,j suit un χ2 centre´
a` deux degre´s de liberte´ :








2. Pour j = i, la loi de probabilite´ de zk,j suit cette
fois-ci un χ2 de´centre´ dont le terme de de´centrement
de´pend de la valeur du RSB ρk =
a2k
2σ2²





















exp (x sin θ) dθ de´signe la fonc-
tion de Bessel modifie´e de premie`re espe`ce.
La vraisemblance d’une ligne du lofargramme s’e´crit
bi(zk) = Pr(zk,i|xk = i)×M−1∏
j=0
j 6=i
Pr(zk,j |xk = i)
 , (11)




















On voit apparaˆıtre dans l’expression de la vraisemblance
directement le terme du RSB inconnu en pratique. Or nous
supposons pour la suite que nous cherchons a` extraire une
piste a` tre`s faibles RSB. Ainsi nous pouvons adopter l’ap-
proche Track Before Detect couple´e a` celle des voies de´-
filantes [5, 6], en remplac¸ant avantageusement les coeffi-







les minima et maxima locaux de la vraisemblance (c.f. e´q
(12)) co¨ıncidant parfaitement avec l’expression (13). Cette
approche s’affranchit de la me´connaissance du rapport si-
gnal a` bruit, car les coefficients de la matrice B sont cal-
cule´s directement par l’interme´diaire des pe´riodogrammes
normalise´s.
4 Principe du nouvel algorithme
L’estimation en aveugle de la piste fre´quentielle consiste
a` trouver les parame`tres de la HMM λ uniquement a` par-
tir des mesures ZK rec¸ues ; ou pour notre cas, a` estimer
la matrice A sous la contrainte que le bruit d’e´tat reste
Gaussien. L’algorithme Baum-Welch [7, 3] de´rive´ de l’al-
gorithme EM [8], permet d’estimer, au sens du maximum
de vraisemblance, les parame`tres de la HMM λ a` partir
des seules mesures ZK . Il peut eˆtre initialise´ par exemple,
en choisissant un e´cart-type du bruit d’e´tat tre`s grand
(matrice A avec une bande diagonale tre`s large). Or cet
algorithme au cours des ite´rations a tendance a` de´grader la
structure bande diagonale de la matriceA interdisant ainsi
certaines transition d’e´tat. L’ide´e est de contraindre la ma-
trice A a` rester bande diagonale en estimant a` chaque ite´-
ration, la variance du bruit d’e´tat. Cet estime´ permet de
re-calculer la matrice A afin de poursuivre les ite´rations
du Baum-Welch.











αrk(i) , Pr(xk = i|Zk, λr)
βrk(i) , Pr(xk = i|zk+1, . . . , zK , λr),
(14)
ou` αrk(i) et β
r
k(i) de´signent les probabilite´s Forward et Ba-
ckward normalise´es a` l’ite´ration r (voir [1, 7, 9]) afin de
s’affranchir des proble`mes d’e´rosions nume´riques lorsque
la dimension de l’image devient grande. L’algorithme pre´-
sente´ comporte deux e´tapes : initialisation et ite´rations
jusqu’a` convergence. Le tableau (1) pre´sente les diffe´rentes
e´tapes de ce nouvel algorithme. Les probabilite´s Forward
et backward normalise´es sont calcule´es a` partir des pro-
babilite´s de transitions obtenues par l’estimation du bruit
d’e´tat Gaussien a` l’ite´ration pre´ce´dente.
5 Re´sultat de simulation
Les simulations ont e´te´ re´alise´es avec les parame`tres
suivants pour ge´ne´rer la marche ale´atoire en fre´quence :
K = 200, M = 256, σx = 1.1, ² = 10−4 et un SNR de
−19dB. La figure (1) repre´sente le lofargramme brut avec
une piste noye´e. La piste a` estimer est repre´sente´e par la
figure (2). Les figures (3), (4) et (5) re´pre´sentent respec-
tivement la matrice A a` l’initialisation de l’algorithme,
sans, et avec contrainte sur la structure de la bande dia-
gonale. La sortie de l’algorithme est visualise´e par la figure
(6). La figure (7) repre´sente l’erreur quadratique moyenne
pour les deux approches.
6 Conclusion
L’algorithme pre´sente´ permet l’extraction de pistes fre´-
quentielles ne suivant pas un mode`le d’e´volution de´termi-
niste. Une approche par chaˆıne de Markov a e´te´ retenue
couple´e a` une strate´gie Track Before Detect. En suppo-
sant un bruit d’e´tat Gaussien pour le comportement de la
piste, l’algorithme pre´sente´ a montre´ son efficacite´ pour
l’extraction de cette piste sans la connaissance du rapport
signal a` bruit.





1. Initialisation r = 0






– b) Calculer la matrice Â
0
= {â0ji}i,j=0,... ,M−1
a` partir de l’e´quation (14)













































































Cet algorithme peut eˆtre e´tendu au cas de l’extraction
d’une piste fre´quentielle discontinue, en couplant a` la par-
tie estimation, la de´tection des instants de pre´sence [1].
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Fig. 1 – Lofargramme avec une piste fre´quentielle avec un
RSB de −19 dB.


































Fig. 3 – Matrice A initiale.











Fig. 4 – Matrice A sans inte´grer la contrainte.
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Fig. 6 – Piste extraite par l’algorithme.























Fig. 7 – Erreur quadratique moyenne.
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