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Abstract
We consider the problem of asymptotic synchronization of different Mixmaster
local domains coupled to each other in inhomogeneous spacetime and undergoing
chaotic oscillations towards the singularity. We prove that there is a Lyapunov
function for the synchronization dynamics that makes different regions able to
synchronize for simple choices of magnitudes of the shear variables of the different
domains. We provide an elementary proof of how an arbitrary such region responds
to the mean field created by the oscillators, and show how different Mixmaster
domains interact directly through spontaneous synchronization. This allows to
obtain an estimate of the coupling strength required for the onset of Mixmaster
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synchronization by utilizing previous known results for the Lyapunov exponents
associated to Mixmaster orbits on approach to the singularity. A discussion of
present observational bounds on the shear resulting from early-time Mixmaster
synchronization is also provided.
2
1 Introduction
Ever since the appearance of the theorems about the existence of spacetime singularities
in general relativity and cosmology [1], [2], the true nature of the asymptotic inhomo-
geneous solutions of the full Einstein equations towards the cosmological singularity has
been a formidable challenge. There are rigorous results about the spatially homogeneous
solutions [3], and about more general ones, the so-called G2 and G1 solutions [4], but
for the general question only conjectures can be framed. One such conjecture about the
global asymptotic behaviour of the solutions is the BKL conjecture [5] which roughly
states that almost all solutions of the Einstein equations approach an initial spacelike,
vacuum-dominated, local, and oscillatory singularity (see [6] for a more precise presen-
tation, and Refs. [7]-[11] for other details and results).
The BKL conjecture means that to a leading-order approximation the generic in-
homogeneous solution in the past direction consists of an inhomogeneous ‘sea’ of local
regions where there is an infinite series of Kasner states that alternate as in the exact
‘Mixmaster’ solution first discovered in [12]-[15], but where now the defining constants
(four in vacuum) become arbitrary functions of the three spatial coordinates. Early
investigations showed that the behaviour of small inhomogeneous perturbations to the
original Mixmaster evolution sustains that picture (cf. [16]-[17], and references therein),
but later well-known difficulties in accepting this picture arose, such as the linearization
instability and the existence of spurious perturbations [18]-[22], as well as the existence
of spikes [23]. But perhaps a major obstacle for the plausibility and proof of the BKL
conjecture is the fact that the behaviour of the (homogeneous) Mixmaster universe is
formally a chaotic system [24], [25], where it possesses a smooth invariant measure [26],
with a corresponding shift map [27], and a detailed statistical theory for the Mixmaster
stochastic behaviour can be readily built [28], [29].
Very recently, Barrow made a new proposal about a specific coupling of two different
Mixmaster regions undergoing chaotic oscillations in a generic inhomogeneous spacetime.
Barrow was able to show that the coupled regions may join together and ‘synchronize’, so
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that a simplified past evolution consistent with the homogeneous Mixmaster picture (and
the BKL conjecture) may result [30]. If this effect is true, then some of the difficulties
that arise in attempts to describe part of the past evolution of the general solution of the
Einstein equations towards the initial singularity may be alleviated, and the plausibility
of the BKL conjecture be enhanced. Chaotic synchronization is a well-known technique
to link two coupled autonomous chaotic systems which map out the same attractor in
phase space but their trajectories become uncorrelated in time. By linking we mean
roughly that their phase curves converge to each other, a property which appears to
be structurally stable, and the coupling goes to zero so that the systems behave as the
underline uncoupled system [31], [32].
In this paper, we study synchronization in the inhomogeneous Mixmaster dynam-
ics between two oscillating regions in a more general way, complete, generalized, and
phase synchronization, and derive sufficient conditions for two Mixmaster oscillating do-
main to synchronize. In the next Section, we set up the Mixmaster synchronization
problem by splitting the variables into driving and responding ones, and introduce the
synchronization function Ω between two Mixmaster regions undergoing oscillations as a
function of the responding variables. We prove the existence of a Lyapunov function in
the synchronization dynamics, for different magnitudes of the shear variables of coupled
Mixmaster domains. In Section 3, we study phase synchronization of the dynamics using
the Barrow-Kuramoto coupling as an example. We provide an elementary proof of the
dynamical equation describing the coupling of one Mixmaster domain to the mean field,
and show how this coupling leads to a direct coupling between two Mixmaster regions.
We also provide an analysis of Mixmaster synchronization using the Lyapunov exponents
of the Mixmaster universe, and so how their behaviour is intimately connected with the
ability of the inhomogeneous system to synchronize. We discuss our results in the last
Section.
4
2 Lyapunov function synchronization
We consider a chaotic Mixmaster region A evolving towards the past singularity. We
shall use the standard normalized variables (N1, N2, N3,Σ+,Σ−), where the N ’s depend
on the Bianchi group structure and the trace part of the second fundamental form of
the spacelike hypersurfaces, while the traceless part of the latter appears in the shear
variables Σ, [33], [34], [35]. These variables for the Bianchi-IX model are compactly
supported asymptotically towards the singularity and evolve according to the vacuum
Einstein equations written in the Wainwright-Hsu form,
N ′1 = (q − 4Σ+)N1, (1)
N ′2 = (q + 2Σ+ + 2
√
3Σ−)N2, (2)
N ′3 = (q + 2Σ+ − 2
√
3Σ−)N3, (3)
Σ′+ = −(2− q)Σ+ − 3S+, (4)
Σ′
−
= −(2− q)Σ− − 3S−, (5)
with the constraint,
Σ2+ + Σ
2
−
+
3
2
(
N21 +N
2
2 +N
2
3 − 2(N1N2 +N2N3 +N3N1)
)
= 1, (6)
a set which contains the Bianchi-IX attractor [35]. Here we have defined,
q = 2(Σ2+ + Σ
2
−
), (7)
S+ =
1
2
(
(N2 −N3)2 −N1(2N1 −N2 −N3)
)
, (8)
S− =
√
3
2
(N3 −N2)(N1 −N2 −N3), (9)
and a prime denotes differentiation with respect to the τ -time defined by dt/dτ = 3/Trθ,
with Trθ being the trace of the second fundamental form of the spacelike hypersurfaces.
In the following, we think of this system as one of the form x′ = f(x), consisting of
two subsystems x = (N,Σ), with N satisfying the first three equations and Σ the last
two, namely,
N ′ = g(N), Σ′ = h(Σ), (10)
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with N = (N1, N2, N3), Σ = (Σ+,Σ−). We may think of the variables N as the ‘driving’
variables. Now we consider a second, separate local region B undergoing chaotic Mix-
master oscillations for the unknowns y = (M,Π), where the variables M satisfy Eqns.
(1)-(3), and Π = (Π+,Π−) satisfy the system,
Π′+ = −(2− p)Π+ − 3S+, (11)
Π′
−
= −(2− p)Π− − 3S−, (12)
with p = Π2+ + Π
2
−
, and the constraint identical to (9) but with (M,Π) in the place of
(N,Σ). Here the new variables Π = (Π+,Π−) are regarded as the responding variables.
Such a splitting of the variables in terms of a driver and a response system is common
in nonlinear dynamics, cf. [31].
Now we introduce the synchronization function Ω = (Ω+,Ω−), with Ω = Σ−Π, that
is:
Ω+ = Σ+ − Π+, Ω− = Σ− − Π−. (13)
We have complete synchronization of the two oscillating regions provided,
Ω→ (0, 0), as τ → −∞, (14)
otherwise, the two oscillating regions evolve independently, and stitching them together
becomes impossible.
The synchronization map Ω introduces through (13) introduces new coupling terms
in the evolution equations of the oscillating regions A and B that will depend on Ω,
which in turn depends on the specific coupling of the oscillating regions one uses (more
on this in the next Section). However, as we now show, provided
p− q = 0, (15)
the system has a Lyapunov function which makes the state Ω = 0 globally asymptot-
ically stable. Under the assumption (15), the equations governing the synchronization
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dynamics become,
Ω′+ = −(2− q)Ω+ (16)
Ω′
−
= −(2− q)Ω−, (17)
since the terms involving 3S± cancel out. Multiplying the first equation by Ω+ and the
second by Ω− and adding them together we find,
Ω+Ω
′
+ + Ω−Ω
′
−
= −(2 − q)(Ω2+ + Ω2−). (18)
We note that since the evolution is taking place inside the circle q = 2, the term 2−q > 0.
Further, since
Ω+Ω
′
+ + Ω−Ω
′
−
=
1
2
d
dτ
(
Ω2+ + Ω
2
−
)
, (19)
we conclude that the function,
V (Ω+,Ω−) =
1
2
(
Ω2+ + Ω
2
−
)
, (20)
satisfies V (Ω+,Ω−) > 0, and its derivative is given by,
dV
dτ
= −(2− q)(Ω2+ + Ω2−). (21)
Hence, it is negative everywhere inside the oscillating domain except at Ω = 0 where
it vanishes. This result means that V is a Lyapunov function for the synchronization
dynamical equations (16),(17), and therefore the state Ω = 0 is globally asymptotically
stable. We conclude that the two oscillations regions A and B must synchronize under
the assumption (15).
We may somewhat extend this argument as follows. Suppose that in place of the
complete synchronization assumption (15), we start by assuming a more general form,
p = αq, α constant. (22)
Then introducing the functions
Ωα
±
= Σ± − αΠ±, (23)
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the synchronization equations (16),(17) become
Ω′
±
= −2Ω± + qΩα±, (24)
and so introducing the function V as before, we see that its the derivative satisfies,
1
2
dV
dτ
= −2(Ω2+ + Ω2−) + q(Ω+Ωα+ + Ω−Ωα−). (25)
It is not difficult to see that the asymptotic order of the functions Ωα,Ω is the same,
Ωα = O(Ω), (26)
meaning that there is a constant K such that asymptotically towards the singularity, we
have |Ωα| ≤M |Ω|. To wit, since O(αΠ) = O(Π), we find
O(Σ− Π) = O(max(Σ,Π)) = O(max(Σ, αΠ)) = O(Σ− αΠ), (27)
from which (26) follows. Therefore,
O(ΩΩα) = O(Ω)O(Ωα) = O(Ω2). (28)
Using this result to rewrite the second term on the right side of Eq. (25), we find that
asymptotically towards the singularity,
1
2
dV
dτ
< −(2− q)(Ω2+ + Ω2−) < 0. (29)
Therefore as before, V is a Lyapunov function for the dynamics when the generalized
condition for synchronization (22) holds. The same argument may be further generalized
if we assume
p = f(τ)q, (30)
where f(τ) is a slowly varying function of the time. This is then an example of generalized
synchronization between the two oscillating regions A and B.
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3 Phase synchronization
In the previous Section, the individual dynamics of each of the two Mixmaster oscillators
was assumed to be identical to the other. In the present Section, we consider the case
where the two oscillating regions have their own different frequencies, leading to different
dynamics for their phases. Under certain conditions, the two phases can synchronize
while their amplitudes stay uncorrelated. This more general scheme is the situation
encountered in the Barrow-Kuramoto model [30].
Barrow considers N Mixmaster ‘local’ regions living in an inhomogeneous sea of such
domains, each one evolving according to the equations of the previous Section, and
interacting with each other with an equal coupling strength. The Mixmaster regions
have frequencies ωi and phases θi ∈ [0, 2pi], normally distributed on [0, 2pi). We define
the mean-field created by the Mixmaster oscillating regions by introducing a mean phase
and its complex amplitude by the equation,
reiψ =
1
N
N∑
j=1
eiθj . (31)
Introducing polar coordinates (the arbitrariness of the polar radius ρ is here reminiscent
of the different sizes of the Kasner circles in different oscillating Mixmaster domains),
Σ+ = ρ cos θ, Σ− = ρ sin θ, (32)
then for an arbitrary Mixmaster oscillating region having phase θ, Barrow writes down
two remarkable equations describing how the oscillating region responds to the mean
field quantities r and ψ, [30]:
θ′ =
3
ρ
(S+ sin θ + S− cos θ) , (33)
which leads to
θ′ =
3
ρ
√
S2+ + S
2
− sin(θ − ψ), tanψ = S−/S+. (34)
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To facilitate the introduction of synchronization ideas to the Mixmaster dynamics, we
present below an elementary proof of these two equations. Multiplying the shear equa-
tions (4), (5) by sin θ and cos θ respectively, one has
Σ′+ sin θ = −(2 − q)Σ+ sin θ − 3S+ sin θ, (35)
Σ′
−
cos θ = −(2 − q)Σ− cos θ − 3S− cos θ. (36)
Subtracting the first from the second equation, using Eq. (32), and dividing by ρ, we
obtain
Σ′
−
cos θ − Σ′+ sin θ
ρ
=
3
ρ
(S+ sin θ − S− cos θ). (37)
Now expanding the left-hand-side of this equation using again Eq. (32), one realizes
that all terms miraculously cancel, leaving just θ′ in that side of (37), which is then the
sought-for equation (33). Further, using the trigonometric identity,
a sin θ + b cos θ =
√
a2 + b2 sin(θ + δ), δ = Arg(a+ ib), (38)
and setting a = S+, b = S−, we find that the combination
K = S+ sin θ + S− cos θ, (39)
in the right hand side of Eq. (33) can be rewritten in the form
K =
√
S2+ + S
2
− sin(θ + δ), (40)
where, the argument δ is given by,
δ = Arg(a+ ib) (41)
= Arg(S+ − iS−) (42)
= −Arg(S+ + iS−) (43)
= −ψ, ψ = Arg(S+ + iS−), (44)
or tanψ = S−/S+, as required. Then it follows that
K =
√
S2+ + S
2
− sin(θ − ψ), (45)
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which, using Eq. (33), leads to Eq. (34).
The fundamental relation (34) dictates how that any Mixmaster oscillating region
responds to the mean field. However, under this equation, each region appears to be
totally independent of each other interacting only with the mean field. Of course this is
not the case, and each Mixmaster oscillating region interacts with another. To see this,
we multiply Eq. (31) by e−iθi, where θi is the phase of the i-th oscillating region, to have
rei(ψ−θi) =
1
N
N∑
j=1
ei(θj−θi), (46)
and upon taking imaginary parts, we find that for the i-th region,
r sin(ψ − θi) = 1
N
N∑
j=1
sin(θj − θi), (47)
so that Eq. (34) gives,
θ′i =
3
Nρi
√
S2+ + S
2
−
N∑
j=1
sin(θj − θi), (48)
i.e., we have the original Kuramoto model of spontaneous synchronization for directly
coupled oscillators. As noted in [30], the coupling in Eq. (34) is time-dependent, in
distinction to the original model of Kuramoto. The same is of course true for the Eq.
(48) describing direct coupling of the Mixmaster regions.
To compare the present results with those of the previous Section, as discussed above,
we expect extra coupling terms in the synchronization equations of two Mixmaster os-
cillating regions in the inhomogeneous sea of such regions prescribed by the dynamics of
Eqns. (4), (5), (11), (12). The simplest form of such terms can be described by taking
two Mixmaster regions and add a coupling term linear in the synchronization function
Ω,
Σ′ = −(2− q)Σ− 3S − α(Π− Σ) (49)
Π′ = −(2− p)Π− 3Q + α(Σ−Π), (50)
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where Q is the corresponding expression of S for the Π system, and the coupling terms
here are taken to be proportional to Ω = Σ−Π, with α the coupling constant. In general,
the coupling terms will be described by a general map
Z : R2 → R2 : Ω 7→ Z(Ω), (51)
but here we simply chose Z = I, the identity map. We also assume that Z(0)=0, meaning
that initially the inhomogeneous sea of regions is taken to be synchronized. (Other initial
conditions are possible but their consideration is not needed for the present work.) Then
from the synchronization system (49)-(50), we can obtain sufficient conditions on the
coupling constant α such that locally around the synchronization subspace Ω = 0, we
have Ω(τ) → 0 as the singularity is approached. For two Mixmaster trajectories Σ,Π,
by subtracting the equations (49)-(50), we have
Ω′ = F (Σ)− F (Π)− 2αΩ, (52)
and so by Taylor expanding F (Ω) around Ω = 0 and dropping the second and higher
order terms, we obtain the variational equation
Ω′ = DF (Σ− αI)Ω, (53)
where DF (Σ) is the Jacobian of F evaluated at the Mixmaster trajectory Σ. Introducing
the variable
ω(τ) = e2ατΩ, (54)
we can rewrite Eq. (53) in the form,
ω′ = DF (Σ)ω, (55)
which is the variational equation of the uncoupled Mixmaster system given by Σ.
Now it is a well-known result that if the orbit Σ has Lyapunov exponent λ, then [36]
|ω| ≤ Ceλτ , (56)
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and so from Eq. (13), we find
|Ω| ≤ Ce(λ−2α)τ . (57)
Introducing the critical coupling strength
αc =
λ
2
, (58)
we conclude that when
α > αc, (59)
we have complete synchronization of the Mixmaster oscillating regions. We know from
old results about the Lyapunov exponents of Mixmaster dynamics that a common value
is (see, eg., [37])
λ ∼ 0.45, (60)
which in the present case leads to the condition
α > 0.225 (61)
for Mixmaster synchronization. To compare, one requires α > 0.4 for two chaotic Lorenz
oscillators, and α > 0.03 for two Ro¨ssler systems, cf. [32].
4 Discussion
One may imagine that two Mixmaster oscillating regions will also be able to synchronize
not on the invariant set Σ = Π but on some more general curve. Suppose that the two
regions have totally different vector fields f1, f2, but there is a general coupling between
the ‘master’ Σ and ‘slave’ Π variables, Π = ψ(Σ). If the trajectories Σ and Π have the
property that they tend to the function ψ on approach to the initial singularity for some
large coupling values, then the system will experience another kind of generalized syn-
chronization. Otherwise there will be no such synchronization. This has been observed
in the Lorenz and Ro¨ssler systems, and because of the results discussed in the present
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work, the same could be in principle applicable for the present problem. This is a future
problem.
One may ask whether the assumption (22) is a valid one. One could use the present
bounds on the shear from the temperature anisotropies of the CMB [38], [39],
|Σ|0 ∼ 1.6× 10−9, (62)
to place very tight constraints on the q = |Σ|2 (or p). However, reversing this argument,
we may say that the primordial synchronization between a pair of oscillating regions A,B
as above, provides a very accurate prediction and explanation for the present bounds on
the shear. From the sufficient condition (61), we see that using (57), any variation in
the shear to settle to an acceptable present value requires only the consideration of a
suitable number of Mixmaster oscillations in the future direction until today.
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