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Abstract
The objective of this thesis is to explore automata learning, which is an umbrella term
for techniques that derive finite automata from external information sources, in the
areas of verification and synthesis. We consider four application scenarios that turn
out to be particularly well-suited: Regular Model Checking, quantified invariants
of linear data structures, automatic reachability games, and labeled safety games.
The former two scenarios stem from the area of verification whereas the latter two
stem from the area of synthesis (more precisely, from the area of infinite-duration
two-player games over graphs, as popularized by McNaughton).
Regular Model Checking is a special kind of Model Checking in which the program
to verify is modeled in terms of finite automata. We develop various (semi-)algorithms
for computing invariants in Regular Model Checking: a white-box algorithm, which
takes the whole program as input; two semi-black-box algorithms, which have access
to a part of the program and learn missing information from a teacher; finally, two
black-box algorithms, which obtain all information about the program from a teacher.
For the black-box algorithms, we employ a novel paradigm, called ICE-learning, which
is a generic learning setting for learning invariants.
Quantified invariants of linear data structures occur in Floyd-Hoare-style verification
of programs manipulating arrays and lists. To learn such invariants, we introduce the
notion of quantified data automata and develop an active learning algorithm for these
automata. Based on a finite sample of configurations that manifest on executions of
the program in question, we learn a quantified data automaton and translate it into a
logic formula expressing the invariant. The latter potentially requires an additional
abstraction step to ensure that the resulting formula falls into a decidable logic.
Automatic reachability games are classical reachability games played over automatic
graphs; automatic graphs are defined by means of asynchronous transducers and
subsume various types of graphs, such as finite graphs, pushdown graphs, and config-
uration graphs of Turing machines. We first consider automatic reachability games
over finite graphs and present a symbolic fixed-point algorithm for computing attrac-
tors that uses deterministic finite automata to represent sets of vertices. Since such a
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fixed-point algorithm is not guaranteed to terminate on games over infinite graphs,
we subsequently develop a learning-based (semi-)algorithm that learns the attractor
(if possible) from a teacher rather than computing it iteratively.
Finally, we consider labeled safety games, which are safety games played over finite
graphs whose edges are deterministically labeled with actions. The problem we are
interested in is to compute a winning strategy that, when implemented as as a circuit or
a piece of code, results in a “small” implementation. To this end, we model strategies
as so-called strategy automata and exploit a common property of active learning
algorithms, namely that such algorithms produce conjectures of increasing size. The
idea is to start learning the set of all winning plays and stop the learning prematurely
as soon as the learner conjectures a winning strategy automaton. This procedure
guarantees that the resulting strategy automaton is at most as large as the underlying
game graph. To improve the performance of our algorithm further, we develop domain-
specific optimizations of Angluin’s as well as Kearns and Vazirani’s active learning
algorithms.
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Introduction
„Ein Jahrhundert, das sich bloß auf die
Analyse verlegt, und sich vor der
Synthese gleichsam fürchtet, ist nicht
auf dem rechten Wege; denn nur beide
zusammen, wie Aus- und Einatmen,
machen das Leben der Wissenschaft.“
Johann Wolfgang von Goethe
When Angluin introduced her automata learning framework in , the topic seemed
to be of mere theoretical interest, and practical applications did not emerge for a long
time. Since then, this has changed completely.
During the last decade, the study of automata learning has gained significant
momentum. Many successful applications were reported, ranging from pattern and
natural language recognition over computational biology, data mining, and robotics
to automatic verification and even the analysis of music (see de la Higuera [dlH] for
an extensive survey). In short, automata learning is of broad and current interest.
Automata learning comes in many flavors, and one usually distinguishes two major
categories: passive learning, often attributed to Biermann and Feldman [BF] as well
as Trakhtenbrot and Barzdin [TB], and active learning due to Angluin [Ang].
Passive learning In the passive learning setting, a learning algorithm—commonly ab-
breviated as learner—is confronted with a finite set of classified words, and
the task is to find some (often a smallest) finite automaton that classifies the
given words correctly. A popular setting is one in which the words are classified
either positively or negatively, and the learner has to find a smallest determin-
istic finite automaton that accepts all positively classified words and rejects
all negatively classified ones. Sometimes, passive learning is used iteratively
to refine the automata that have been learned in previous iterations whenever
new information becomes available. This idea is similar to the counterexample
guided abstraction refinement (CEGAR) principle [CGJ+], a popular technique
in Model Checking.
Active learning In the active learning setting, a learner learns a language, called target
language, in interaction with an information source, which is usually termed

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teacher. Active learning is similar to the human learning process and proceeds
in rounds: the learner successively poses queries, which the teacher answers,
until the learner has eventually learned the concept the teacher has in mind. In
Angluin’s original setting, for instance, the learner learns a regular language
from a teacher by means of membership and equivalence queries: the former is the
question of whether a word belongs to the target language, whereas the latter is
the question of whether a conjectured automaton recognizes the target language.
If an automaton fails an equivalence query, the teacher is required to return a
counterexample (i.e., a word that witnesses a difference between the conjectured
automaton and the target language).
Many learning algorithms for both the passive and the active learning setting have
been developed. Among the best-known is the regular positive negative inference (RPNI)
passive learning algorithm due to Oncina and Garcia [OG] as well as Angluin’s
active learning algorithm [Ang].
The popularity of automata learning arises from a number of beneficial properties
that these algorithms enjoy. Among the most significant are the following:
• Automata learning algorithms typically identify a minimal automaton (or at least
a “small” automaton) that agrees with the available information. The motivation
for this is Occam’s razor, namely that a simple (i.e., small) automaton is the best
explanation of the given information.
• Automata learning algorithms are good at generalizing knowledge. By this, we
refer to the fact that automata learning algorithms construct automata, usually
accepting infinite sets of words, from a finite amount of information.
• Automata learning naturally separates the source of information from the actual
learning algorithm and provides a standard protocol that defines how informa-
tion is to be exchanged. This is especially true in the active learning setting,
where both the teacher and the learner can be optimized for their respective
task: the learner tries to generalize as much as possible from the information
learned so far and strives for a small automaton, whereas the teacher focuses on
answering queries, which he can often do by just considering a small fragment
of the (potentially complex) target language.
Clearly, automata learning also has drawbacks. For instance, active learning has
the issue that the runtime of a learning algorithm depends on the “quality” of coun-
terexamples; if the teacher replies an unnecessary long counterexample, the learner
has no choice but to process the whole word in order to make progress. A similar
situation can occur in passive learning if the given sample contains much redundant
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information. However, the positive aspects of automata learning often outweigh the
negative, which makes automata learning a valuable tool for many practical problems.
Motivated by the success of automata learning techniques, the objective of this
thesis is to lift automata learning to the areas of (formal) verification and synthesis.
We explore four application scenarios that turn out to be particularly well-suited:
Regular Model Checking, quantified invariants of linear data structures, automatic
reachability games, and labeled safety games. The first two scenarios stem from the
area of formal verification whereas the latter two stem from the area of synthesis.
The remainder of this chapter gives the gist of these four scenarios—while detailed
introductions follow in the main part (in Chapters  to )—and outlines the contribu-
tions of this thesis. So as not to clutter this introduction too much, putting our work
into scientific context (in particular, citing and discussing related work) is done per
topic in the corresponding chapters. This introduction concludes with information
about how this thesis is intended to be read.
Verification
Despite advances in software engineering, software development remains an error-
prone activity, and ensuring reliability is an integral part of the development process.
An approach of increasing importance in this context is (formal) verification, which is
the task to check automatically whether the program in question satisfies or violates
certain user-specified properties. D’Silva, Kroening, and Weissenbacher [DKW]
survey numerous general approaches to software verification, and the survey by
Leucker [Leu] gives an excellent overview of automata learning in this context.
In this thesis, we apply automata learning to two popular verification approaches,
namely Model Checking [CGP] and Floyd-Hoare-style reasoning [Flo, Hoa].
First, we consider a special case of Model Checking called Regular Model Checking; in
Regular Model Checking, the program is given in terms of regular languages, which
makes it a natural choice for the application of automata learning since the problem is
already phrased in a suitable format. Second, we consider the problem of computing
quantified invariants of linear data structures, which are used for Floyd-Hoare-style
verification of programs manipulating arrays or lists; in this context, we exploit that
linear data structures can be seen as words, which allows applying automata learning.
Regular Model Checking
Regular Model Checking [KMM+, BJNT] is a general approach to verifying
infinite-state systems, which arise naturally if a program has access to queues or
stacks, manipulates data of an infinite domain, and so on. In Regular Model Checking,
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configurations of a program are modeled as finite words, sets of configurations as
regular languages, and the program’s semantics as a rational relation (defined by an
asynchronous transducer). Regular Model Checking is typically used to verify safety
properties—although it is not restricted to properties of this kind—and was suc-
cessfully applied to various real-world problems [Leg, BFL, AJNS]. However,
since the Regular Model Checking problem is undecidable in general, algorithms for
Regular Model Checking are necessarily incomplete.
Existing tools for Regular Model Checking such as T(o)rmc [Leg] operate by
manipulating the given input-automata in order to compute a finite automaton that
accepts an invariant of the program at hand; an invariant is a set of program configura-
tions that contains all initial configurations, no configuration that has been labeled as
bad, and is closed under the program’s transition relation. Although this is an effective
approach, it has drawbacks. On the one hand, it requires the program to be expressible
in terms of (deterministic) finite automata. On the other hand, manipulating the
input-automata directly often produces large intermediate results and seriously limits
the algorithm’s applicability.
Learning based algorithms have also been proposed. One example is the tool Lever,
which actively learns an invariant via an elaborate, intermediate fixed point. Despite
the fact that the authors report good results on examples, the tool is no longer main-
tained and not publicly available. Another algorithm was proposed by Habermehl and
Vojnar [HV]. Their idea is to sample all words of length smaller or equal to a value
i with respect to the program at hand and apply the Trakhtenbrot-Barzdin passive
learning algorithm [TB]; if no valid invariant has been found this way, the parameter
i is increased and the procedure is repeated. Although Habermehl and Vojnar report
good performance results on selected experiments, their approach has clearly the
disadvantage that it samples an exponential number of words, which seriously limits
its applicability in practical instances.
Contributions We develop several algorithms for Regular Model Checking that
avoid the disadvantages mentioned above. Our algorithms share the pivotal idea
of using state-of-the-art logic solvers as a viable and established means to handle
expensive calculations.
We begin with an algorithm that is not yet based on learning but serves as the
foundation of our learning-based algorithms. The idea is to search for an invariant in
form of a deterministic finite automaton of a fixed size n. We postulate the existence
of such an automaton in terms of a logic formula ϕn and use a logic solver to solve
the formula; if the formula is unsatisfiable, n is increased until ϕn becomes satisfiable
(which is guaranteed to happen if and only if such an automaton exists). Additionally,
ϕn is designed such that a model provides all information necessary to construct
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a deterministic finite automaton that accepts an invariant. We consider two logics
to draw ϕn from, namely Propositional Boolean Logic and a logic of uninterpreted
functions over the natural numbers.
Building upon this algorithm, we develop a number of algorithms combining active
learning and state-of-the-art logic solvers, which aim at learning an invariant of
the program rather than computing one explicitly. Following the general idea of
active learning, our algorithms divide this task into two parts: the teacher focuses
on reasoning about the (potentially complex) program, whereas the learner, unaware
of the program’s complexity, learns a (smallest) invariant by means of a logic solver
(if one exists). This combination of active learning and solver technologies allows us
to separate reasoning about the program from the actual invariant synthesis and to
delegate costly computations to highly optimized logic solvers. Our learning-based
algorithms can be grouped into two categories: algorithms of the first category operate
according to the CEGAR principle, whereas those of the second category extend the
ideas of Angluin’s algorithm.
The greatest challenge of our approach stems from the fact that the teacher does
not know an invariant in advance. So as to still use automata learning, we introduce
a novel learning setting called ICE-learning (meaning learning from implications,
counterexamples, and examples); in this setting, our teacher can reply implications
of the form u → v, meaning that v has to be accepted if u is accepted. This allows
the teacher to answer queries despite the fact that he does not know an invariant
beforehand.
Quantified Invariants of Linear Data Structures
Floyd-Hoare-style verification crucially relies upon loop invariants. However, provid-
ing loop invariants is a difficult and burdensome task, and much research has been
spent on mechanisms that automatically synthesize loop invariants in order to reduce
the manual work otherwise necessary.
Since linear data structures are a common feature in today’s software, we focus on
programs that use arrays and lists. An important role in this context play universally
quantified invariants of the form
∀y1 : . . .∀yk : ϕ(y1, . . . , yk),
where the universally quantified variables y1, . . . , yk reference array entries, respec-
tively list cells, and ϕ is a quantifier-free formula relating the data referenced by the
universally quantified variables. In fact, such invariants are sufficient to express many
properties, such as sortedness, uniqueness of entries, and so on.
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Our goal is to develop a learning-based algorithm for learning quantified invariants
of linear data structures. As in the case of Regular Model Checking, our motivation
for using automata learning is the ability to split the problem into two parts: a teacher,
who reasons about the (potentially complex) program, and a learner, who focuses on
synthesizing an invariant.
Contributions To capture quantified invariants of linear data structures, we model
linear data structures as finite words over a potentially infinite alphabet, called data
words, and introduce a novel automaton model called quantified data automata, which
operates on data words. Quantified data automata are equipped with formulas at
every state and accept a data word if and only if the formula decorating the state
finally reached is satisfied for all possible valuations of the universally quantified
variables. In this way, a quantified data automaton uniquely corresponds to a set of
data words and, hence, to a set of linear data structures.
Building upon quantified data automata, we develop a framework for learning quan-
tified invariants of linear data structures. This framework consists of the following
components:
• An Angluin-style active learning algorithm for quantified data automata
• A translation of a subclass of quantified data automata, called elastic quanti-
fied data automata, into decidable logics over linear data structures (the Array
Property Fragment [BMS] for arrays and the decidable syntactic fragment of
Strand [MPQ] for lists)
• A mechanism to abstract from quantified data automata to elastic quantified
data automata
Learning a universally quantified formula now amounts to learning a quantified data
automaton, abstract it into an elastic quantified data automaton (if necessary), and
translate the result into a logic formula.
In order to reduce the overall complexity of our approach, we avoid working in an
active (ICE-)learning setting as this would require to construct a teacher who is able
to reason about complex program logic (such as manipulations of data structures or
other heap operations). Instead, we follow a light-weight approach in which we apply
our active learning algorithm in a passive learning setting. More precisely, we first
run the program exhaustively on “short” lists, respectively arrays, populated with
data from a “small” finite domain to collect a finite sample of data structures that
manifest during the program’s execution. Then, we construct a teacher who answers
queries with respect to this sample; whenever the learner queries for information
the teacher does not possess, he returns an arbitrary answer. Although this is an
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incomplete approach, our experiments show that such a teacher is often sufficient to
learn an adequate invariant because invariants typically depend neither on length of
the data structures nor on the exact data contained therein.
Synthesis
A complementary approach to making software reliable is synthesis, which refers to
the task of automatically synthesizing a circuit or a piece of code from specifications.
In contrast to verification, synthesis removes the burden of writing code from the
developer and guarantees that the resulting implementation is correct with respect to
the given specification.
We are interested in a particular kind of synthesis, called controller synthesis,
which has its roots in the analysis of reactive systems and dates back to the s.
Church [Chu] considered a scenario in which a system receives an infinite sequence
of input-symbols from an environment, symbol by symbol, and replies to each input-
symbol with an output-symbol. The system’s objective is to ensure for every possible
input-sequence of the environment that the infinite sequence of inputs and outputs
satisfies an a priori given specification. The corresponding question, namely whether
a finite-state controller for the system’s task can be constructed automatically, is today
known as Church’s synthesis problem.
A prevalent view on Church’s synthesis problem, which has mainly been influenced
by McNaughton [McN], is to understand the problem in terms of infinite two-person
games over (finite) graphs, infinite games for short. Such games are played by two
players, Player 0 and Player 1, who move a token from one vertex to the next along
the edges of the graph. The specification is interpreted as a winning condition that
expresses conditions on sequences of vertices, and the objective of Player 0 is to fulfill
the winning condition regardless of the moves of Player 1. From this point of view,
Church’s synthesis problem amounts to deciding whether Player 0 can win the infinite
game, and a (finite-state) winning strategy corresponds to a (finite) implementation of
a controller that satisfies the given specification.
To the best of our knowledge, automata learning has not yet been explored in the
context of infinite games. As a first step towards bridging this gap, we apply automata
learning to two fundamental types of infinite games: first, we consider reachability
games, in which Player 0’s objective is to reach a designated set of vertices; second,
we consider safety games, which are dual to reachability games in that Player 0 has to
avoid a designated set of vertices.
A series of papers by Thomas [Thoa, Thob, Tho] investigates Church’s synthesis problem from
various perspectives.
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Reachability and safety games form an important subclass of infinite games because
they result from guarantee (respectively safety) specifications, which are a funda-
mental class of specifications occurring in software engineering (Dwyer, Avrunin,
and Corbett [DAC] give a comprehensive overview of typical specification used in
practice). Additionally, we recently showed that games with more complex winning
conditions (i.e., Muller and, consequently, parity and Büchi winning conditions) can
be “reduced” to safety games in order to compute winning regions and winning strate-
gies [NRZ]. Thus, safety games serve as a “normal form” for infinite games with
ω-regular winning conditions.
Automatic Reachability Games
Infinite games, and reachability games in particular, are usually studied over finite
graphs (see Grädel, Thomas, and Wilke [GTW] for an overview). However, infinite
graphs arise naturally as soon as one of the players has access to an unbounded data
structure or works with data over an unbounded domain.
Dealing with games over infinite graphs entails two major problems. The first is the
question of how to represent an infinite graph as a finite object in order to use it as
input of an algorithm. The second is that classical algorithms (as used in the case of
finite graphs) are no longer guaranteed to terminate, and both determining the winner
of a game and computing winning strategies requires more elaborate methods if the
game graph is infinite.
Contributions To tackle the first problem, we introduce automatic reachability games.
Similar to Regular Model Checking, automatic reachability games are defined in
terms of regular languages (represented as finite automata); the underlying game
graphs, however, are automatic rather than rational and form a proper subclass of
rational graphs. Nonetheless, automatic graphs subsume a variety of graphs, including
finite graphs, pushdown graphs, and even configuration graphs of Turing machines;
the latter, of course, implies that deciding reachability properties is not possible in
general. As in the case of Regular Model Checking, the formulation in terms of regular
language makes automatic reachability games a natural scenario to apply automata
learning.
To tackle the second problem, we initially develop a symbolic fixed-point algorithm
(not yet based on automata learning) for solving automatic reachability games over
finite graphs. Building on that, we introduce an active learning framework for solving
automatic reachability games over infinite graphs. The key property of this framework
The term solving a game refers to the process of determining the winner and computing winning
strategies.
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is that it defines a unique target language for any given automatic reachability game
from which one can derive both the winner of the game and winning strategies. The
uniqueness of the target language makes it possible to construct a teacher who answers
queries precisely and to apply off-the-shelf active learning algorithms.
Labeled Safety Games
Much research has been spent on efficient algorithms to solve various types of infinite
games. From a software engineering point of view, however, it is often less important
how fast a winning strategy can be computed but how much space is actually needed
to implement the strategy (e.g., in terms of the size of a circuit or the number of
instructions of a piece of software). In fact, this question seems hard to settle, and
there is no satisfactory answer until today. Even harder is the task of computing a
minimal—or at least “small”—implementation of a winning strategy.
We study the question of how to compute small implementations of strategies in
the context of safety games and develop an algorithm based on active learning for
this task. A straightforward way to make classical safety games amenable to automata
learning is to consider labeled safety games: safety games of this kind are played on
finite graphs whose edges are deterministically labeled with actions, and the players
choose actions rather than successor vertices. Labeled safety games allow us to view
strategies as sets of action sequences and to represent (winning) strategies in terms of
deterministic finite automata. This view makes it possible to apply automata learning
techniques.
However, the problem of finding a deterministic finite automaton of minimal
size that represents a winning strategy is computationally hard and cannot even be
approximated in polynomial time [Ehl]. Thus, our goal is a heuristic that aims
for “small” but not necessarily minimal automata. To this end, we exploit a common
property of active learning algorithms, namely that such algorithms typically produce
conjectures of monotonically increasing size.
Contributions As first step, we define (winning) strategies in terms of deterministic
finite automata called (winning) strategy automata. Strategy automata enjoy two key
properties: on the one hand, they provide a natural measure for the size of a strategy
implementation, namely the number of states; on the other hand, if a player can win
a labeled safety game, then one can efficiently construct a unique canonical strategy
automaton that implements a winning strategy for this player.
Based on this notion, we then develop a heuristic for learning small winning strategy
automata. The underlying idea is the following: for a given labeled safety game, we
use the language accepted by the canonical strategy automaton as target language and
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construct a corresponding teacher; then, we pit this teacher against an active learning
algorithm that produces conjectures of monotonically increasing size and terminate
the learning as soon as the learner conjectures a winning strategy automaton (which
the teacher can efficiently check). This procedure guarantees that the learned strategy
automaton is at most as large as the canonical strategy automaton.
Due to the heuristic nature of this approach, however, we cannot make guarantees
about the size of the resulting strategy automaton. In fact, it turns out that standard
active learning algorithms often learn the canonical strategy automaton exactly. To
avoid this problem, we design modifications of both Angluin’s algorithm and Kearns
and Vazirani’s algorithm. In contrast to the original algorithms, these modifications
explore transitions only if a counterexample proves their necessity rather than every
time a new state is discovered. When using these modified algorithms, it turns out
that the learning almost always terminates early, hence, resulting in a small winning
strategy automaton.
Outline
The remainder of this thesis is organized around the four application scenarios. We
begin in Chapter  by fixing notations and definitions used throughout the thesis.
Subsequently, Chapter  gives a general introduction to both active and passive
automata learning, and presents the learning algorithms used in this thesis in detail.
Additionally, this chapter contains a comprehensive experimental comparison of
passive learning algorithms and briefly presents the Libalf automaton learning library.
Chapters  to  constitute the main part of this thesis. Chapter  deals with Regular
Model Checking, Chapter  with quantified invariants of linear data structures, Chap-
ter  with automatic reachability games, and Chapter  with labeled safety games.
These chapters are self-contained and can be read in any order. In particular, each
chapter comprises a separate introduction, a summary of related work, and a conclu-
sion. Moreover, each chapter provides a comprehensive experimental evaluation of the
developed algorithms based on prototype implementations; to put our algorithms into
context, we contrast these prototypes to existing work (whenever such work exists).
Finally, Chapter  concludes with a recapitulation and summarizes open questions
as a guide to future research.
2
Preliminaries
This chapter introduces basic definitions and notations that we use throughout this
thesis. We start in Section . by recapping fundamentals of formal language theory,
including words and languages, finite automata, and transducers; this section also covers
automatic and rational graphs. In Section ., we discuss first-order logic and several
restrictions thereof. Finally, Section . covers infinite-duration two-person games over
graphs, in particular reachability and safety games.
The following chapter cannot cover every aspect in complete detail. If neces-
sary, we refer the reader to standard textbooks on automata theory and formal
languages [HU, HMU], on first-order logics [KS, BHvMW], and on game
theory [GTW].
We begin with basic definitions and notations.
Basic Definitions and Notations Let N = {0,1, . . .} denote the set of natural numbers,
N+ = N \ {0} the set of natural numbers without 0, Z the set of integers, and R the set
of real numbers. Moreover, for k ∈ N let [k] = {0, . . . , k − 1} denote the set consisting of
the first k natural numbers; in particular, [0] = ∅ holds.
Let X,Y , and Z be arbitrary sets. The set 2X = {Y | Y ⊆ X} denotes the power set of X,
and Z = X ·∪ Y denotes the disjoint union of X and Y (i.e., Z = X ∪ Y and X ∩ Y = ∅).
For n ∈ N+, we use Xn as a shorthand-notation for the n-fold Cartesian product of X,
defined by Xn = {(x0, . . . ,xn−1) | xi ∈ X,i ∈ [n]}. A binary relation is a subset R ⊆ X × Y .
Given a binary relation R ⊆ X × Y , the relation R−1 = {(v,u) | (u,v) ∈ R} is the inverse
of R. For a set U ⊆ X, the set R(U ) = {y ∈ Y | ∃x ∈ U : (x,y) ∈ R} is called the image of
U under R. Similarly, for a set V ⊆ Y , the set R−1(V ) = {x ∈ X | ∃y ∈ V : (x,y) ∈ R} is
called the preimage of U under R. The composition of two binary relations R ⊆ X ×Y
and S ⊆ Y ×Z is the binary relation R◦S = {(x,z) ∈ X×Z | ∃y ∈ Y : (x,y) ∈ R∧ (y,z) ∈ S}.

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The transitive closure of a relation R ⊆ X ×X is the relation R+ = ⋃i∈N+ Ri where R1 = R
and Rj+1 = R ◦ Rj for j ∈ N+. The reflexive and transitive closure of R is the relation
R∗ = R+ ∪ {(x,x) | x ∈ X}.
An equivalence relation over a set X is a binary relation ∼⊆ X ×X that satisfies the
following conditions for all x,y,z ∈ X:
• (x,x) ∈∼ for all x ∈ X (reflexivity).
• If (x,y) ∈∼, then (y,x) ∈∼ (symmetry).
• If (x,y) ∈∼ and (y,z) ∈∼, then (x,z) ∈∼ (transitivity).
To ease notation, we use the infix notation x ∼ y rather than to write (x,y) ∈∼. The
equivalence class of x is the set [x]∼ = {y ∈ X | x ∼ y}. The index of an equivalence
relation ∼ is defined by index(∼) = |{[x]∼ | x ∈ X}| (i.e., the number of its equivalence
classes).
2.1 Finite Automata, Transducers, and Rational Graphs
We begin this section by fixing the notation of basics of formal language theory such as
words, languages, and finite automata. Then, we extend the notion of finite automata
to transducers, which do not process words but pairs of words. This allows us to define
automatic graphs, which we use in Chapter  and Chapter  as finite representations
of infinite graphs.
Words and Languages
An alphabet Σ is a nonempty, finite set of symbols. A word u = a1 . . . an is a finite
sequence of symbols ai ∈ Σ for i ∈ {1, . . . ,n}. The empty sequence is called the empty
word and is denoted by ε. The length of a word u, denoted by |u|, is the number of
symbols in u. Moreover, |u|a denotes the number of occurrences of the symbol a in u.
For two words u = a1 . . . am and v = b1 . . .bn, the concatenation of u and v is the word
u · v = uv = a1 . . . amb1 . . .bn. Furthermore, if u = vw, then v is a prefix of u and w is a
postfix of u.
The set of all (finite) words over an alphabet Σ (i.e., the free monoid on Σ) is denoted
by Σ∗. A subset L ⊆ Σ∗ is called a language. We lift the notion of concatenation from
words to languages by defining the concatenation of two languages L,L′ as L ·L′ = LL′ =
{uv | u ∈ L,v ∈ L′}. Moreover, L∗ is the Kleene iteration of L defined by L∗ = ⋃i∈NLi
where L0 = {ε} and Li+1 = L ·Li . The set of all prefixes of words in a language L is the
set Pref(L) = {u | ∃v ∈ Σ∗ : uv ∈ L}, and L is termed prefix-closed if Pref(L) ⊆ L.
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Given a total order ≤Σ⊂ Σ×Σ over an alphabet Σ, the induced canonical order on
words is the total order ≤⊂ Σ∗ ×Σ∗ that satisfies
a1a2 . . . am ≤ b1b2 . . .bn
if and only if
• m = n and a1a2 . . . am = b1b2 . . .bn;
• m < n; or
• m = n and there exists an i ∈ {1, . . . ,m} such that aj = bj for all j ∈ {1, . . . , i − 1},
ai , bi , and ai ≤Σ bi .
We denote the associated strict total order on words by <.
An infinite word over an alphabet Σ is an infinite sequence α = a1a2 . . . of symbols
ai ∈ Σ for i ∈ N+. The set of all infinite words over the alphabet Σ is denoted by Σω. If
α = uβ for a u ∈ Σ∗ and β ∈ Σω, then we call u a prefix of α. For a (finite) word u ∈ Σ∗,
the infinite word uω = uu . . . ∈ Σω is the infinite repetition of u. We refer the reader to
Perrin and Pin [PP] for an introduction to infinite words and automata operating
on them.
Finite Automata
A (nondeterministic) finite automaton (NFA) is a tuple A = (Q,Σ,q0,∆,F) where Q is a
finite, nonempty set of states, Σ is the input alphabet, q0 ∈Q is the distinguished initial
state, ∆ ⊆Q ×Σ×Q is the set of transitions (the transition relation), and F ⊆Q is the set
of final states. A run of an NFA A from a state q1 ∈Q on some word u = a1 . . . an ∈ Σ∗
is a sequence q1, . . . , qn+1 of states qi ∈Q such that (qi , ai ,qi+1) ∈ ∆ for i ∈ {1, . . . ,n}; we
also write A : q1 a1−→ q2 a2−→ . . . an−→ qn+1 or A : q1 u−→ qn+1 for short. A word u is accepted
by A if A : q0 u−→ q with q ∈ F. The language accepted—or recognized—by A is the set
L(A) = {u ∈ Σ∗ | A : q0 u−→ q,q ∈ F}. A language L ⊆ Σ∗ is called regular if an NFA A with
L = L(A) exists. To measure the “complexity” of NFAs, we define the size of an NFA A,
denoted by |A|, to be the number of its states (i.e., |A| = |Q|).
A deterministic finite automaton (DFA) is an NFA where for every pair of state and
input-symbol a unique destination-state exists. More formally, a DFA is an NFA where
for every p ∈ Q and a ∈ Σ a transition (p,a,q) ∈ ∆ exists and where (p,a,q) ∈ ∆ and
(p,a,q′) ∈ ∆ implies q = q′. In the case of DFAs, we substitute the transition relation
∆ with a transition function δ : Q ×Σ→ Q, which assigns to every pair of state and
input-symbol a unique destination-state.
We use the terms finite automaton and nondeterministic finite automaton synonymously in this thesis.
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a,b
a,b
Figure .: A DFA accepting the language L = {u ∈ {a,b}∗ | |u| is odd}.
Example .. This simple example is meant to introduce our graphical notation of
finite automata. Consider the DFA depicted in Figure ., which accepts the language
of all words over {a,b} that have odd length. The state represents the initial state,
and double-circled states represent final states. Transitions are depicted as arrows
of the form a . /
In a later chapter, we use Moore machines, which are DFAs that have no final states
but are equipped with an output at every state. Formally, a Moore machine is a six tuple
M = (Q,Σ,Γ ,q0,δ,λ) where Q,Σ,q0, and δ are as in DFAs, Γ is the output alphabet, and
λ : Q→ Γ is the output function that maps each state to an output-symbol. A Moore
machine does not accept a language but computes a mapping fM : Σ∗→ Γ that maps
an input-word u ∈ Σ∗ to the output of the unique state reached after reading u (i.e.,
fM(u) = λ(q) if and only ifM : q0 u−→ q). We call a function f : Σ∗→ Γ Moore machine-
computable if a Moore machineM with f = fM exists. Note that we deliberately view a
Moore machine as a device that maps an input-word to an output-symbol. A similar
model in which Moore machines map an input-word to the sequence of outputs that
occur during a run is also common but less suitable for algorithmic learning.
Myhill-Nerode Congruence
The Myhill-Nerode congruence—Nerode congruence for short—of a language L ⊆ Σ∗ is
an equivalence relation ∼L⊆ Σ∗ ×Σ∗ defined on words. Formally, two words u,v ∈ Σ∗
are L-equivalent, denoted by u ∼L v, if uw ∈ L⇔ vw ∈ L is satisfied for all w ∈ Σ∗. For
brevity, we denote the equivalence class of a word u ∈ Σ∗ by [u]L = {v ∈ Σ∗ | u ∼L v}
(rather than by [u]∼L). Recall that index of ∼L (i.e., the number of equivalence classes)
is given by index(∼L) = |{[u]L | u ∈ Σ∗}|.
The Myhill-Nerode theorem (cf. Hopcroft and Ullman [HU]) shows, among other
things, that a language L is regular if and only if index(∼L) is finite. Furthermore, it
is not hard to verify that ∼L is a congruence with respect to concatenation; that is, if
u ∼L v, then ua ∼L va also holds for all a ∈ Σ.
The congruence property can be exploited to show that for every regular language
L, there exists an up to isomorphism unique minimal DFA AL that accepts L; this DFA
is often called the canonical minimal DFA for L. The idea is to use the L-equivalence
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classes as states of AL and to exploit the congruence property of ∼L to define the
transitions of AL. Formally, AL = (QL,Σ,qL0 ,δL,FL) is defined by
• QL = {[u]L | u ∈ Σ∗};
• qL0 = [ε]L;
• δL([u]L, a) = [ua]L; and
• FL = {[u]L | u ∈ L}.
This definition is sound since ∼L is a congruence and index(∼L) is finite. Moreover, a
standard induction over the length of input-words proves that AL accepts L. Since
index(∼L) ≤ |A| holds for every DFA A accepting L, the DFA AL is indeed minimal
among all DFAs accepting L. To prove that AL is unique up to isomorphism, one
defines an isomorphism that maps the states of some minimal DFA accepting L to the
corresponding L-equivalence classes of AL.
Synchronous and Asynchronous Transducers
Transducer are automata that read pairs (u,v) ∈ Σ∗ × Γ ∗ of words and accept binary
relations R ⊆ Σ∗×Γ ∗ rather than languages. Another way of viewing transducers is that
a transducer translates an input-word u ∈ Σ∗ into one or more output-words v ∈ Γ ∗.
Therefore, one often refers to Σ as the input alphabet and to Γ as the output alphabet.
Two different types of transducers are commonly used: synchronous transducers
and asynchronous transducers.
Synchronous transducers A synchronous transducer, typically denoted by T , is an
NFA working over the alphabet (Σ ·∪ {}) × (Γ ·∪ {}) where the symbol  is neither
contained in Σ nor in Γ . A synchronous transducer processes a pair (u,v) ∈ Σ∗ × Γ ∗ by
reading the so-called convoluted word u ⊗ v ∈ ((Σ ·∪ {})× (Γ ·∪ {}))∗: formally, the con-
volution of two words u = a1 . . . am and v = b1 . . .bn is the word u ⊗ v = (a′1,b′1) . . . (a′k ,b′k)
of length k = max(m,n) where
a′i =
ai if i ∈ {1, . . . ,m}; otherwise; and b′i =
bi if i ∈ {1, . . . ,n}; otherwise;
that is,  is used as a padding symbol, which, if necessary, is appended to either u or
v to balance the length of both words.
A synchronous transducer T = (Q, (Σ ·∪ {}) × (Γ ∪ {}),q0,∆,F) accepts a pair of
words (u,v) ∈ Σ∗ × Γ ∗ if T : q0 u ⊗ v−−−→ q with q ∈ F holds. Furthermore, T defines—or
accepts—the binary relation R(T ) = {(u,v) ∈ Σ∗ × Γ ∗ | T : q0 u ⊗ v−−−→ q,q ∈ F}. Finally, we
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(a,a)
(b,b) (ε,b)
(b,ε) (b,ε)
Figure .: An asynchronous transducer T over the alphabets Σ = Γ = {a,b} that de-
fines the relation R(T ) = {(abn, abn+1) | n ≥ 0} ∪ {(abn+2, abn) | n ≥ 0}.
call a binary relation R ⊆ Σ∗×Γ ∗ automatic if a synchronous transducer T with R = R(T )
exists.
Asynchronous transducers Asynchronous transducers—or simply transducers for
short—are a generalization of synchronous transducers. Formally, an asynchronous
transducer is a six-tuple T = (Q,Σ,Γ ,q0,∆,F) where Q is a finite, nonempty set of
states, Σ is the input alphabet, Γ is the output alphabet, q0 ∈ Q is the initial state,
∆ ⊆ Q × (Σ∪ {ε})× (Γ ∪ {ε})×Q is the transition relation, and F ⊆ Q is the set of final
states. We assume without loss of generality that an asynchronous transducer does
not contain transitions of the form (p,ε,ε,q); if necessary, such transitions can easily
be eliminated (e.g., see Hopcroft and Ullman [HU]).
A run of an asynchronous transducer T on a pair (u,v) ∈ Σ∗ × Γ ∗ of words from a
state q1 ∈Q is a sequence of states q1, . . . , qn+1 with qi ∈Q, i ∈ {1, . . . ,n}, such that there
exist transitions (qi ,ui ,vi ,qi+1) ∈ ∆ with ui ∈ {ε} ∪Σ, vi ∈ {ε} ∪ Γ , as well as u = u1 . . .un
and v = v1 . . .vn. In this case, we also write T : q1 (u1,v1)−−−−−→ q2 (u2,v2)−−−−−→ . . . (un,vn)−−−−−→ qn+1
or T : q1 (u,v)−−−→ qn+1 for short. An asynchronous transducer accepts the pair (u,v) if
T : q0 (u,v)−−−→ q with q ∈ F. Intuitively, the difference to synchronous transducers is that
asynchronous transducers can decide at any time to asynchronously process only one
component of the input pair.
An asynchronous transducer T defines—or accepts—the binary relation R(T ) =
{(u,v) ∈ Σ∗ × Γ ∗ | T : q0 (u,v)−−−→ q,q ∈ F}. Moreover, a binary relation R ⊆ Σ∗ × Γ ∗ is called
rational if an asynchronous transducer T with R = R(T ) exists. It is not hard to verify
that each automatic relation is also rational because every synchronous transducer
can be converted into an asynchronous one accepting the same relation. However,
the converse is not true in general: a simple example for this fact is the infix relation
{(uvw,v) | u,v,w ∈ Σ∗} ⊆ Σ∗ ×Σ∗ for an alphabet Σ with |Σ| ≥ 2.
Before we continue, let us illustrate these concepts with an example.
Example .. The transducer T over the alphabets Σ = Γ = {a,b} depicted in Figure .
defines the relation R(T ) = {(abn, abn+1) | n ≥ 0} ∪ {(abn+2, abn) | n ≥ 0}. /
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Operations on Transducers Transducers allow performing many operations on the
relation they represent symbolically. For instance, an operation often used in the
context of Regular Model Checking is computing the image of a regular language
under a rational (or automatic) relation. As the following lemma states, the result of
this operation is again a regular language, and one can effectively construct an NFA
accepting this language.
Lemma .. Let A be an NFA over the alphabet Σ and T an asynchronous transducer
over the input alphabet Σ and the output alphabet Γ . Then, R(T )(L(A)) is again a regular
language, and one can effectively construct an NFA that accepts R(T )(L(A)).
This result is well-known, but since we use it in Chapter , the reader might find a
brief proof sketch helpful.
Proof of Lemma .. Let T = (QT ,Σ,Γ ,qT0 ,∆T ,FT ) be an asynchronous transducer and
A = (QA,Σ,qA0 ,∆A,FA) an NFA. We prove Lemma . by constructing an NFA, which
we call the input-synchronous product of T and A, that accepts R(T )(L(A)). To simplify
matters, we construct this product in terms of an ε-NFA. Then, one eliminates its
ε-transitions (e.g., as described by Hopcroft and Ullman [HU]) to obtain the desired
NFA.
The underlying idea of this construction is to let the input-synchronous product
guess the input u ∈ L(A) of a pair (u,v) while reading the output v. Formally, the
input-synchronous product of T and A is the ε-NFA T ∩A = (Q,Σ,Γ ,q0,∆,F) defined
by
• Q =QT ×QA;
• q0 = (q
T
0 ,q
A
0 );
• F = FT ×FA; and
• ∆ = {((p,p′),b, (q,q′)) | ∃a ∈ Σ : (p, (a,b),q) ∈ ∆T , (p′ , a,q′) ∈ ∆A} ∪
{((p,p′), ε, (q,q′)) | ∃a ∈ Σ : (p, (a,ε),q) ∈ ∆T , (p′ , a,q′) ∈ ∆A} ∪
{((p,p′),b, (q,p′)) | (p, (ε,b),q) ∈ ∆T }.
A standard induction over the number of transitions used in a run of T ∩A proves
that L(T ∩A) = R(T )(A) indeed holds.
A simple observation is that one obtains R(T )−1 by swapping the input and output
component of a transducer. Thus, one immediately obtains the following corollary by
applying the construction from above to the transducer defining R(T )−1.
An ε-NFA is an NFA whose transition relation is a subset of Q × (Σ∪ {ε})×Q.
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Corollary .. LetA be an NFA over the alphabet Γ and T an asynchronous transducer
over the input alphabet Σ and the output alphabet Γ . Then, R(T )−1(L(A)) is again a
regular language, and one can effectively construct an NFA that accepts R(T )−1(L(A)).
Finally, let us mention that a similar construction shows that both Lemma . and
Corollary . also hold for synchronous transducers.
Automatic and Rational Graphs
A (directed) graph is a tuple G = (V ,E) where V is a countable set of vertices and
E ⊆ V ×V is a set of directed edges. If V is a finite set, we call G a finite graph; if V is
an infinite set, we also call G an infinite graph to emphasize this fact.
To work with infinite graphs algorithmically, one needs a finite representation. Since
we are interested in applying techniques for learning regular languages, we follow an
approach described, amongst others, by Blumensath and Grädel [BG] and represent
(infinite) graphs by means of finite automata and transducers. The idea behind this
representation is to provide a surjective function ν : V → Σ∗, which associates each
vertex v ∈ V uniquely with a finite word u ∈ Σ∗ taken from some fixed alphabet Σ,
such that
• LV = {ν(v) ∈ Σ∗ | v ∈ V } is a regular language representing the vertices; and
• RE = {(ν(v),ν(v′)) ∈ LV × LV | (v,v′) ∈ E} is a rational relation representing the
edges.
Formally, we call a graph G = (V ,E) rational if there exists a surjective function
ν : V → Σ∗ for a suitable alphabet Σ such that the language LV is regular and the
relation RE is rational. Each rational graph can be represented by a tuple (A,T ) where
A is an NFA (or DFA) that accepts LV and T is an asynchronous transducer T that
defines RE ; for brevity, we then also write G = (A,T ). This representation is what we
use later as inputs to our algorithms.
A simple case occurs if V ⊆ Σ∗ itself is a regular language and E ⊆ V ×V is a rational
relation. In this case, the graph G = (V ,E) is clearly rational because we can choose
ν to be the identity, which entails LV = V and LE = E. Let us illustrate this with an
example.
Example .. Reconsider the asynchronous transducer T of Example . depicted in
Figure .. The graph G = (V ,E) with V = ab∗ and E = R(T ) is rational. It is sketched
in Figure .. /
An important subclass of rational graphs forms the class of automatic graphs,
which are defined in terms of synchronous rather than asynchronous transducers.
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a ab abb abbb . . .
Figure .: The rational graph G = (V ,E) with V = ab∗ and E = R(T ) where T is the
asynchronous transducer of Figure ..
Consequently, we call a graph G = (V ,E) automatic if a surjective function ν : V → Σ∗
exists such that LV is regular and RE is automatic.
Finally, let us summarize a few observations about automatic and rational graphs,
to which we refer in later chapters.
Observation .. Every finite graph G = (V ,E) is automatic and, hence, also rational
because we can choose Σ = V and ν to be the identity. Then, LV is a finite language
and, therefore, regular. Furthermore, RE is a finite relation and, hence, automatic.
Observation .. The reachability problem for automatic (respectively rational) graphs,
which is the decision problem
“Given an automatic (respectively rational) graph G = (V ,E) and two
vertices v,v′ ∈ V . Does v′ ∈ E∗({v}) hold?”,
is undecidable. The intuitive reason is that automatic graphs are already expressive
enough to encode runs of Turing machines. When viewed from this perspective, the
reachability problem corresponds to the halting problem of Turing machines, which
is known to be undecidable (e.g., see Papadimitriou [Pap]). We refer the reader to
Thomas [Tho] for further details.
Observation .. IfG = (A,T ) is an automatic (or rational) graph and L ⊆ L(A) a regular
language containing a subset of vertices, then both the set R(T ) of all successors of
vertices in L and the set R(T )−1 of all predecessors of vertices in L are regular. In
addition, one can effectively construct NFAs that accept the respective sets. This
observation is a simple corollary of Lemma . and Corollary ..
2.2 First-order Logics
This section is a brief introduction to first-order logic (containing an excursus to a
monadic second-order logic). We assume a basic understanding of this subject and
introduce the following concepts with a reader in mind who is mainly interested
in applying logics and decision procedures rather than in their internals (i.e., we
omit details at some points in favor of a more accessible description). For a thorough
investigation of this subject, we refer to textbooks on this topic [KS, BHvMW]. The
following definitions loosely follow the description by de Moura and Bjørner [dMB].
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First-order logic is based on three elements:
• A set of variables
• A signature that contains function symbols and predicate symbols
• A syntax that defines how formulas have to be constructed from variables,
symbols of the signature, and logical symbols such as ¬, ∧, quantifiers, etc.
A formula is evaluated in a so-called interpretation (which we define shortly).
Intuitively, an interpretation determines the domain of the variables, assigns values to
the variables, and fixes the semantics of the symbols of the signature. By restricting
parts of an interpretation (e.g., by restricting variables to the Boolean values true and
false) or by disallowing certain logical symbols, we can “instantiate” different types of
first-order logic.
At the end of this section, we introduce a number of restricted logics that we apply in
later chapters of this thesis. This list comprises Propositional Boolean Logic, Equality
Logic, Presburger arithmetic, a logic of uninterpreted functions over the natural
numbers, and the Array Property Fragment. We also briefly discuss the logic Strand,
which is not a first-order logic but a restricted type of monadic second order logic. All
of these logics allow for effective decision procedures.
Let us first introduce the syntax and the semantics of first-order logic.
Syntax of First-order Logic
A signature defines the building blocks from which formulas are constructed. Formally,
a signature is a tuple Σ = (S,F,P ) consisting of a set S of sorts, a set F of function
symbols, and a set P of predicate symbols; for technical reasons, we assume without loss
of generality that F ∩ P = ∅ is always satisfied. Intuitively, a sort is an abstract symbol
that stands for the “type” of a variable, an argument of a function, and so on—we
encourage the reader to have the Boolean values true and false, the natural number
N, etc. in mind. Each function symbol f ∈ F is equipped with an arity of the form
σ1 × . . . × σn → σ where n ∈ N, σ ∈ S, and σi ∈ S for i ∈ {1, . . . ,n}; if n = 0, we call f a
constant. Similarly, each predicate symbol p ∈ P is equipped with an arity of the form
σ1 × . . .× σn where n ∈ N+; note that we require n ≥ 1 in the case of predicate symbols.
Formulas in first-order logic are constructed from variables and terms:
• A variable x is taken from a countable set X and associated with a sort σ ∈ S.
We follow the common notation in the literature and denote signatures by the symbol Σ. Since this
section is self-contained, there is no danger of confusing signatures and alphabets, which we also
denote by Σ.
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• A term t with sort σ ∈ S is either a variable x ∈ X with sort σ or of the form
f (t1, . . . , tn) where t1, . . . , tn are terms with sort σi ∈ S for i ∈ {1, . . . ,n} and f ∈ F is
a function symbol with arity σ1 × . . .× σn→ σ .
Given a signature Σ and a set X of variables, the syntax of first-order formulas over Σ
and X—Σ-formulas for short—is defined inductively as follows:
• true and false are Σ-formulas.
• If t1, . . . , tn are terms with sorts σ1, . . . ,σn and p ∈ P is a predicate symbol with
arity σ1 × . . .× σn, then p(t1, . . . , tn) is a Σ-formula.
• If ϕ1,ϕ2 are two Σ-formulas, so are ¬ϕ1, (ϕ1 ∧ϕ2), and (ϕ1 ∨ϕ2).
• If ϕ is a Σ-formula, so are ∃x.σ : ϕ and ∀x.σ : ϕ where x ∈ X is a variable of sort
σ ∈ S.
We add “syntactic sugar” and additionally allow formulas of the form (ϕ1→ ϕ2) and
(ϕ1↔ ϕ2). These formulas can be syntactically replaced by (ϕ1→ ϕ2)B (¬ϕ1 ∨ϕ2)
and (ϕ1↔ ϕ2)B ((ϕ1→ ϕ2)∧ (ϕ2→ ϕ1)).
For the sake of readability, we often omit parenthesis if they are clear from the
context. Moreover, whenever common function symbols or predicate symbols, such as
+ and −, occur, we use the natural infix notation; for instance, we write x + y rather
than +(x,y).
A formula ϕ′ is called a subformula of a formula ϕ if it occurs as an infix in ϕ
(i.e., if it has been used in the inductive construction of ϕ). If ϕ does not contain a
subformula, it is called an atomic formula. Moreover, a formula is called quantifier free
if none of its subformulas is of the form ∃x.σ : ϕ or ∀x.σ : ϕ.
A variable x ∈ X can either occur free in a formula or bound to a quantifier (e.g., as
∃x.σ : ϕ or ∀x.σ : ϕ). We denote the set of free variables of a formula ϕ by free(ϕ). If
the free variables in ϕ are of special interest, we write ϕ(x1, . . . ,xn). We also use the
more compact notation ϕ(x) where x = (x1, . . . ,xn) is a list of variables that is either
defined explicitly or clear from the context. A formula without free variables is called
a sentence.
Semantics of First-order Logic
A formula is evaluated in an interpretation. Given a signature Σ = (S,F,P ) and a set
X of variables, an interpretation for Σ and X is a tuple I = ((Dσ )σ∈S ,β) where Dσ is a
nonempty set for every σ ∈ S called the domain of the sort σ and β is the so-called
interpretation function. For every sort σ ∈ S, the domain Dσ contains the values that
variables of sort σ , functions of arity σ1 × . . .× σn→ σ , and so on can assume. On the
other hand, the interpretation function is a mapping that
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• assigns to each variable x ∈ X with sort σ an element xI ∈Dσ ;
• assigns to each constant f ∈ F with sort σ an element f I ∈Dσ ;
• assigns to each function symbol f ∈ F with arity σ1 × . . . × σn → σ and n > 0 a
total function f I : Dσ1 × . . .×Dσn →Dσ ; and
• assigns to each predicate symbol p ∈ P with arity σ1 × . . .×σn and n > 0 a relation
pI ⊆Dσ1 × . . .×Dσn .
We additionally lift interpretations to terms: the interpretation tI of a term t is either
xI if t = x or f I (tI1 , . . . , tIn ) if t = f (t1, . . . , tn). Finally, we define I{x ← d} to be the
interpretation in which the variable x with sort σ is fixed to the value d ∈Dσ .
The semantics of Σ-formulas is defined in terms of the satisfaction relation |=.
Given a Σ-formula over the set X of variables and an interpretation I for Σ and X,
satisfiability, denoted by I |= ϕ, is inductively defined as follows:
I |= true and I 6|= false.
I |= p(t1, . . . , tn) if and only if (tI1 , . . . , tIn ) ∈ pI .
I |= ¬ϕ if and only if I 6|= ϕ.
I |= (ϕ1 ∧ϕ2) if and only if I |= ϕ1 and I |= ϕ2.
I |= (ϕ1 ∨ϕ2) if and only if I |= ϕ1 or I |= ϕ2.
I |= ∃x.σ : ϕ if and only if I{x← d} |= ϕ for some d ∈Dσ .
I |= ∀x.σ : ϕ if and only if I{x← d} |= ϕ for all d ∈Dσ .
A Σ-formula ϕ over the set X of variables is called satisfiable if there exists an
interpretation I for Σ and X such that I |= ϕ; in this case, we call I a model of ϕ
and use the special symbol M to emphasize that the interpretation is a model. We
call two Σ-formulas ϕ1 and ϕ2 over the same set X of variables equivalent if every
interpretation I over Σ and X satisfies the equivalence
I |= ϕ1 if and only if I |= ϕ2.
Let us illustrate these definitions with an example.
Example .. Consider the signature Σ = ({σ }, {+},∅) where + has the arity σ × σ → σ .
Moreover, let
ϕ(y)B ∃x.σ : x+ y = x
be a Σ-formula ranging over variables from X = {x,y}; since σ is the only sort, both x
and y necessarily have the sort σ . The variable y is a free variable whereas x is not.
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The interpretation I1 = (Dσ ,β) where Dσ = N and β maps x to the value 1, y to
the value 0, and + to the usual addition of natural numbers is a model of ϕ. On the
other hand, the interpretation I1 = (Dσ ,β) where Dσ = N \ {0} and β maps x and y to
arbitrary values is not a model of ϕ. /
From an application point of view, we want to translate a task of an application
domain into a first-order formula ϕ such that a model of ϕ (i.e., an interpretation of
variables as well as function and predicate symbols) can be retranslated into a solution
of the original problem. Thus, we are interested in solving the decision problem
“Given a Σ-formula ϕ over a set X of variables. Is ϕ satisfiable?”,
which is known as the satisfiability problem of first-order logic—satisfiability problem
for short. We require a decision procedure for the satisfiability problem to provide a
model for ϕ provided the formula is satisfiable. The process of finding a satisfying
solution is commonly referred to as solving a formula and, hence, decision procedures
are often termed solvers.
Restrictions of First-order Logic
First-order logic is expressive enough to encode runs of Turing machines, and the
satisfiability problem is undecidable in general [BGG]. Thus, first-order logic needs
to be restricted in order to permit the construction of decision procedures. In slight
abuse of terminology, these restrictions are often also called logics.
To make the following presentation of restricted logics more accessible and more
self-contained, we introduce these restrictions whilst taking the following conventions
into account:
• We provide a separate syntax (if necessary), which then implicitly specifies the
signature. We mention explicitly whenever additional function or predicate
symbols are allowed.
• We explicitly fix the domains and the interpretation of some or all function and
predicate symbols.
• We often omit the sort of variables and arities if these are clear from the context.
In particular, we always omit arities if a logic is constructed over a signature
that contains a single sort.
This slightly different problem, which entails the satisfiability problem, is called constraint satisfaction
problem.
This result is known as Trakhtenbrot’s theorem.
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One can easily lift all notions defined for first-order logic, such as subformulas and
free variables, to restricted logics. In particular, a Σ-formulas ϕ of a restricted logic
is satisfiable if there exists a restricted interpretation I for Σ and X satisfying I |= ϕ.
Moreover, two restricted Σ-formulas ϕ1 and ϕ2 over the same set of variables are
equivalent if all interpretations I taken from the restricted class of interpretations
satisfy I |= ϕ1 if and only if I |= ϕ2.
Let us now introduce the logics that we use later in this thesis.
Propositional Boolean Logic
Propositional Boolean Logic is the single-sorted quantifier-free first-order logic over the
signature
ΣPL = ({σB},∅,∅),
where the domain of the sort σB is fixed to the set B = {false, true} of Boolean values.
The main building blocks of formulas in Propositional Boolean Logic are literals:
a literal is either a variable x ∈ X or its negation ¬x. The syntax of formulas in
Propositional Boolean Logic is given as follows:
• Each literal is a formula.
• If ϕ1 and ϕ2 are two formulas, so are ¬ϕ1, (ϕ1 ∧ϕ2), and (ϕ1 ∨ϕ2).
Additionally, we add syntactic sugar and allow formulas of the form (ϕ1→ ϕ2) and
(ϕ1↔ ϕ2); the formula (ϕ1→ ϕ2) is the shorthand-notation for (¬ϕ1 ∨ϕ2) whereas
(ϕ1↔ ϕ2) is the shorthand-notation for (ϕ1→ ϕ2)∧ (ϕ2→ ϕ1). Moreover, we allow
the formulas true and false, which can be expressed by (x∨¬x) and (x∧¬x).
Note that this syntax does not completely comply with the syntax of first-order
logic because variables need to occur as arguments of predicate symbols. However, we
follow the usual convention in the literature and extend the satisfaction relation by
defining I |= x if and only if xI = true and I |= ¬x if and only if xI = false (rather than
introducing a special predicate symbol “true(x)”).
The satisfiability problem for Proposition Boolean Logic is an important problem
in theory and practice because many other problems can be reduced to it. Due to its
frequent use, the acronym SAT has been established in the literature, and decision
procedures for SAT are typically referred to as SAT solvers. For the rest of this thesis,
we also follow this naming convention.
Although it is well known that the satisfiability problem for formulas in Proposition
Boolean Logic is NP-complete [Coo], the theoretical and practical importance of
this logic has led to powerful SAT solvers. In fact, these solvers are able to solve
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many real-world problems with hundreds of thousands or even millions of variables
reasonably efficient. Prominent examples are MiniSat [ES], Glucoser (a solver that
extends the SAT solver Glucose [AS] with extended resolution), and SatJ [BP].
These solvers were developed in academia and are freely available as open source.
Virtually all SAT solvers require their input to be in conjunctive normal form. A
formula ϕ is in conjunctive normal form (CNF) if is of the form
ϕB
n∧
i=1
ci with ci B
mi∨
j=1
lij ,
where n,m1, . . . ,mn ∈ N+ are natural numbers and lij is a literal. The formulas ci are
called clauses.
Note that CNF as input format does not pose a restriction since one can efficiently
convert every formula in Propositional Boolean Logic into one in CNF that preserves
satisfiability (i.e., that is satisfiable if and only if the original formula is). A popular
conversion is Tseitin’s encoding (see [KS] for a brief discussion), which introduces
new variables and new clauses whose numbers are both linear in the number of
subformulas occurring in the original formula.
Equality Logic
Equality Logic can be thought of as propositional logic in which the atoms are equali-
ties between variables. More formally, Equality Logic is the single-sorted quantifier-free
first-order logic over the signature
ΣEQ = ({σ },∅, {=}).
The domain Dσ might be any set, and the predicate symbol = is always interpreted as
the identity relation over Dσ .
The syntax of formulas in Equality Logic is as follows:
• If x,y ∈ X are variables, then x = y is a formula.
• If ϕ1 and ϕ2 are two formulas, so are ¬ϕ1, (ϕ1 ∧ϕ2), and (ϕ1 ∨ϕ2).
Additionally, we allow formulas of the form x , y, which is a shorthand-notation for
¬(x = y).
It is not hard to verify that a formula ranging over n variables can be satisfied by
assigning at most n distinct values to the variables provided that it is satisfiable at all.
Thus, if a formula in Equality Logic is satisfiable, it can be satisfied by a model whose
domain is [n] for a suitable n ∈ N. We exploit this fact later in Section ...
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The satisfiability problem of formulas in Equality Logic is known to be NP-complete
and can be reduced to the satisfiability problem of formulas in Propositional Boolean
Logic (e.g., see Kroening and Strichman [KS]). Nonetheless, satisfiability modulo
theory solvers (SMT solvers), such as Microsoft’s Z3 [dMB] and CVC [BCD+],
implement powerful decision procedures, which can solve even real-world instances
in a reasonable amount of time (see the SMT competition [BDdM+] for an overview).
Finally, let us mention that Equality Logic can also be defined to contain formulas
of the form x = c for a variable x ∈ X and an arbitrary constant c ∈Dσ . This, of course,
means to abandon the property that we can choose values from the domain freely. For
technical reasons, we do not consider this extension here.
Presburger Arithmetic
Presburger arithmetic is the first-order logic over the signature
ΣPA = ({σZ}, {+,−,0,1}, {<,=})
in which
• the domain DσZ is fixed to be the set of integers (i.e., DσZ = Z);
• + and − are binary function symbols interpreted as the usual addition, respec-
tively subtraction;
• 0 and 1 are constant symbols interpreted as 0 ∈ Z and 1 ∈ Z;
• < is a binary predicate symbols interpreted as the less-than relation, and = is a
binary predicate symbols interpreted as the identity relation.
Besides the constants 0 and 1, we additionally allow formulas to contain arbitrary
constants c ∈ Z (which can syntactically be replaced by terms of the form 1 + 1 + · · ·+ 1
or 0− 1− · · · − 1). Moreover, we add “syntactic sugar” and allow the binary predicates
,, ≤,>, and ≥ with their usual meaning. However, note that Presburger arithmetic
does neither allow uninterpreted functions nor uninterpreted predicates.
Example .. The formula
∀x :
(
∃y : (x ≤ y − 1)∧∃y : (x ≥ y + 1)
)
is a formula in Presburger arithmetic and states that Z contains infinitely many
positive and negative integers. /
There exists a tight connection between formulas in Presburger arithmetic and
regular languages. In fact, every formula ϕ(x1, . . . ,xn) in Presburger arithmetic can
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q0 q1
(0,0,0),
(1,0,1),
(0,1,1)
(1,1,0)
(1,1,1)
(1,0,1),
(0,1,1)
Figure .: The DFA Aϕ accepting the set of words that encode integers satisfying the
formula ϕ(x,y,z)B x + y = z. Missing transitions lead to a nonaccepting
sink-state, which is not shown for the sake of readability.
be associated with a DFA Aϕ working over the alphabet {0,1}n. The key idea is to
interpret the sequence of bits obtained from concatenating the i-th component of
an input-word as the value of the variable xi (e.g., in a least-bit-first encoding). The
DFA Aϕ is constructed such that it accepts exactly those words that encode integers
satisfying ϕ. We skip a formal construction here and refer the reader to Leroux [Ler]
for further details. Nonetheless, let us illustrate the main ideas of this construction
through a short example.
Example .. Consider the formula
ϕ(x,y,z)B x+ y = z
over the variables x,y,z.
The input alphabet of the corresponding DFA Aϕ contains symbols of the form
(i, j,k) with i, j,k ∈ {0,1}. The first component of an input-word represents the bits
encoding the variable x, the second component the bits encoding the variable y,
and the third component those encoding the variable z; for instance, the input-word
(0,1,0)(0,1,0)(0,0,1) encodes the values x = 0, y = 3, and z = 4.
The DFA Aϕ is depicted in Figure .. It performs an addition of x and y in binary
and verifies that z corresponds to the result of this addition. To this end, it uses the
states q0 and q1 to remember a carry (q0 indicates no carry, whereas q1 indicates a
carry). If Aϕ detects that the third component of the input does not equal the sum of
the first two, it switches to a nonaccepting sink-state, which is omitted in the figure
for the sake of readability. /
Note that not every regular language corresponds to a formula in Presburger arith-
metic. However, Leroux [Ler] showed that one can decide whether the language of a
DFA is expressible in Presburger arithmetic in time polynomial in the size of the input
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DFA. Moreover, if the language accepted by the given DFA is expressible by a formula
in Presburger arithmetic, then such a formula can be computed in time polynomial in
the size of the DFA as well.
The translation of Presburger formulas into DFAs can be used to decide the satis-
fiability problem: once a formula ϕ has been translated into the automata Aϕ, it is
indeed enough to check whether the language L(Aϕ) is empty. The Mona tool [HJJ+]
follows this approach.
However, a naïve implementation of the automata-based approach results in a
nonelementary time complexity. A more efficient approach has been proposed by
Oppen [Opp], which is based on quantifier elimination and decides the satisfiability
of a sentence of length n in time 22
2cn
for a suitable constant c > 1. As lower bound,
Fisher and Rabin [FR] showed that any deterministic decision procedure has at least
a doubly exponential worst-case runtime.
Logic of Uninterpreted Functions over the Natural Numbers
The logic of uninterpreted functions over the natural numbers is the quantifier-free
fragment of first-order logic over the signature
ΣUF = ({σN},F,P ∪ {<,=}),
where the domain DσN is fixed to be the set of natural numbers, < is a binary relation
symbol interpreted as the less-than relation over the natural numbers, and = is a
binary predicate symbol interpreted as the identity relation over the natural numbers.
The sets F and P may contain any number of function and predicate symbols (but
P must not contain <,=) and are used to parameterize the logic. We refer to these
symbols as uninterpreted functions and uninterpreted predicates, respectively. For ease
of notation, we denote a function symbol f with arity σ1 × . . .× σn→ σ by f : Nn→ N
(note that σ1, . . . ,σn,σ are the same sort σN).
Formulas in this logic are constructed as follows:
• A term is either a variable x ∈ X or of the form f (t1, . . . , tn) where t1, . . . , tn are
terms and f ∈ F is function symbol with f : Nn→ N.
• If p ∈ P is a predicate symbol with arity σ1 × . . .× σn and t1, . . . , tn are terms, then
p(t1, . . . , tn) is a formula. In particular, if t1, t2 are terms, then t1 = t2 and t1 < t2
are formulas.
• If ϕ1 and ϕ2 are two formulas, so are ¬ϕ1, (ϕ1 ∧ϕ2), and (ϕ1 ∨ϕ2).
Originally, Mona has been designed for weak monadic second order logic over the natural numbers
and the infinite binary tree, but also features native support for Presburger arithmetic.
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We additionally allow arbitrary constants c ∈ N as well as the binary predicates ,, ≤,>,
and ≥ with their usual meaning.
As notational convention, we denote a formula by ϕ(x1, . . . ,x`, f1, . . . , fm,p1, . . . ,pn)
if free(ϕ) = {x1, . . . ,x`}, F = {f1, . . . , fm}, and P = {p1, . . . ,pn}. Moreover, we often specify
the sets F and P only implicitly by the function and predicate symbols that occur in
the formula.
Example .. A simple example of a formula in the logic of uninterpreted functions
over the natural numbers is
ϕ(x,f )B f (x) > x.
This formula ranges over a single free variable x and the uninterpreted function
f : N→ N. The formula ϕ is satisfiable, and a model is, for instance, an interpretation
M with xM = 0 and fM(x) = x+ 1. /
The logic of uninterpreted functions over the naturals is a fragment of the com-
bination of two popular first-order logics, namely linear arithmetic over the naturals
and Equality Logic with uninterpreted functions. The satisfiability problem for both
logics is decidable (e.g., using the simplex algorithm for the former and a reduction to
Propositional Boolean Logic for the latter), and a combination technique such as the
Nelson-Oppen procedure provides a decision procedure for the satisfiability problem
of formulas in the combined logic. In fact, modern SMT solvers, such as Z3 and
CVC, are capable of solving formulas in the logic of uninterpreted functions over the
naturals and provide a model if the given formula is satisfiable.
Array Property Fragment
We use the Array Property Fragment (APF), introduced by Bradley, Manna, and
Sipma [BMS], to reason about arrays in this thesis. The array property fragment
is a decidable syntactic fragment of a more general (and undecidable) logic called
array logic. We here introduce the Array Property Fragment in a way that fits our
definition of first-order logic and loosely follows the description by Kroening and
Strichman [KS]. We refer the reader to Bradley, Manna, and Sipma [BMS] as well
as Kroening and Strichman [KS] for further details about the array logic and the
original definition of the Array Property Fragment.
The Array Property Fragment combines an index logic, which is used to express
relations between array indices, and an element logic, which is used to express prop-
We refer the reader to Kroening and Strichman [KS] for a detailed description of linear arithmetic,
quality logic and uninterpreted functions, as well as the Nelson-Oppen combination procedure.
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erties of the elements in an array. The index logic is fixed to be a slightly restricted
version of Presburger arithmetic. More precisely, the index logic has the signature
ΣI = ({σZ}, {0,1,+,−}, {≤,=}) where the function and predicate symbols are interpreted
as in Presburger arithmetic (the Array Property Fragment uses ≤ with the usual mean-
ing rather than <) and the domain of the sort σZ is fixed to be the set Z. To reason
about array entries, we assume that a decidable first-order logic over some signature
ΣE = ({σE},FE , PE) with {0,1,+,−} < FE and {≤,=} < PE is provided.
The Array Property Fragment is a multi-sorted first-order logic that uses the sort
σZ to represent array indices and the sort σE to represent array elements. In addition,
a third sort σA is used to represent arrays. The reader should interpret an array as
a function a : Z→ DσE that maps index positions to array entries of the domain DσE .
Accordingly, we fix the domain of the sort σA to be the set DσA = {a | a : Z→DσE } (i.e.,
the set of all functions that map natural numbers to elements of DσE ).
The signature of the Array Property Fragment is
ΣAPF = ({σA,σE ,σZ},FE ∪ {[ ],←,0,1,+,−}, PE ∪ {≤,=}),
where we additionally assume that {[ ],←} < FE . The symbols [ ] and ← are two
new function symbols that correspond to a read and write operation on the array,
respectively. Formally, the function symbol [ ] has arity σA × σZ→ σE and corresponds
to a read operation that returns the element of an array a at some index i; for ease of
notation, we then write a[i]. The function symbol← has arity σA × σZ × σE → σA and
corresponds to a write operation that stores the value e at some index i in the array a;
we denote this by a{i← e}.
One formalizes the meaning of read and write operations by restricting the allowed
interpretations; that is, one exclusively allows interpretations that satisfy the so-called
read-over-write axiom:
∀a ∈DσA : ∀e ∈DσE : ∀i, j ∈ Z : a{i← e}[j] =
 e i = j,a[j] otherwise;
that is, after the value e has been written into the array a at index i, the array entry at
position i is the element e and all other array entries remain unchanged.
An array property is a formula of the form
∀i1.σZ : . . .∀ik .σZ :
(
ϕI (i1, . . . , ik)→ ϕV (i1, . . . , ik)
)
.
In the original work by Bradley, Manna, and Sipma [BMS], the Array Property Fragment allows an
arbitrary number of element logics. In this thesis, however, we are only interested in the case of a
single element logic.
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The subformula ϕI is called the index guard, whereas the subformula ϕV is called the
value constraint. These subformulas are constrained as follows.
An index guard has to be constructed according to the following syntax:
• An index base term has sort σZ and is either an integer constant c ∈ Z or of the
form c · x where x ∈ X \ {i1, . . . , ik} is a variable of sort σZ. Moreover, if t1 and t2
are two index base terms, so is t1 + t2.
• An index term has sort σZ and is either a variable i1, . . . , ik or an index base term.
• If t1 and t2 are two index terms, then t1 ≤ t2 and t1 = t2 are index guards. In
addition, if ϕ1 and ϕ2 are two index guards, so are ϕ1 ∧ϕ2 and ϕ1 ∨ϕ2.
To ease notation, we add syntactic sugar: for two variables x,x′ ∈ X with x < {i1, . . . , ik}
or x′ < {i1, . . . , ik}, we allow index guards of the form x < x′, ¬(x ≤ x′), and ¬(x < x′); the
first can be expressed by x + 1 ≤ x′ if x < {i1, . . . , ik} and by x < x′ − 1 if x′ < {i1, . . . , ik},
the second by x′ < x, and the third by x′ ≤ x. Note, however, that such index guards
cannot be constructed from two index variables i, i′ ∈ {i1, . . . , ik} since arithmetic on
index variables is disallowed.
A value constraint has to be a quantifier-free first-order ΣAPF-formula that satisfies
the following two conditions:
• The variables i1, . . . , ik must only occur in array read operations of the form a[i].
• Nested read operations such as a1[a2[i]] are not allowed.
Finally, the Array Property Fragment consists of all existentially-closed Boolean
combinations of array properties and quantifier-free ΣAPF-formulas. Let us illustrate
its usage with an example.
Example .. Let us consider arrays containing values that can be totally ordered.
Moreover, let us assume that an element logic with signature ΣE = ({σE},∅, {<E ,=E}) is
given.
A common property that one would like to express is the sortedness of arrays. We
can express this property with the following formula where a is an array variable of
sort σA:
ϕ1(a)B ∀i.σZ : ∀j.σZ : (i ≤ j)→ (a[i] <E a[j]∨ a[i] =E a[j]).
A second common property is the equality of two arrays, which can be expressed by
the formula
ϕ2(a1, a2)B ∀i.σZ : a1[i] =E a2[i],
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where a1 and a2 are two array variables of sort σA. Note that the Array Property
Fragment does not allow to express the equality of two arrays by formulas of the form
a1 = a2. /
Most today’s SMT solvers implement a decision procedure for the Array Property
Fragment. The underlying idea is to treat arrays as uninterpreted functions (where the
array index is the only function argument) and to replace read and write operations by
function applications. Many SMT solvers (e.g., Microsoft’s Z) also provide a model if
a formula is satisfiable. The complexity of such a decision procedure clearly depends
on the complexity of the decision procedure used for the underlying element logic.
We refer the reader to Kroening and Strichman [KS] for more details about decision
procedures for the Array Property Fragment.
Strand
The logic Strand (structure and data logic), proposed by Madhusudan, Parlato, and
Qiu [MPQ], is the analogue of the Array Property Fragment for recursive heap data
structures, such as lists and trees. Strand allows expressing constraints both on the
heap structure and on the data contained.
Unlike the logics discussed so far, Strand is a monadic second-order logic, which
allows quantifying over sets of heap locations. As such, its formal definition is more
complex than that of a first-order logic. Since we are mainly interested in using
Strand, we refer the reader to Madhusudan, Parlato, and Qiu [MPQ] for a complete
definition and rather sketch the gist of Strand here.
Similar to the Array Property Fragment, Strand combines a first-order element logic
over a single sort with a monadic second-order location logic, which is used to express
conditions on heap locations. A Strand formula is of the form
∃x1 : . . .∃xm : ∀y1 : . . .∀yn : ϕ(x1, . . . ,xm, y1, . . . , yn),
where x1, . . . ,xm and y1, . . . , yn are location variables and ϕ is a monadic second-order
formula constructed from atomic formulas of two types, denoted by α and γ . A
formula of type α is an atomic formula of the location logic. A formula of type γ is
an atomic formula of the element logic in which the data referenced by the location
variables x1, . . . ,xm and y1, . . . , yn can be dereferenced using the expressions d(xi) and
d(yj ); the data at other (free or quantified) location variables cannot be dereferenced.
A model of a Strand formula is a recursive data structure, represented as a triple
(ML,MD ,M), that satisfies the formula. ML is a model of the location logic, which
represents a labeled graph with vertex set ML, and MD is model for the data logic
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with MD as the underlying domain. Finally, M : ML→MD is an interpretation of the
function d that maps heap locations to the data they contain.
To illustrate the usage of Strand, let us reconsider the array properties of Exam-
ple ..
Example .. The first property of Example . is the sortedness of an array. Express-
ing the sortedness of a list, which is referenced by the pointer variables head and tail,
can be done using the Strand formula
∀y1 : ∀y2 :
(
(head→∗ y1 ∧ y1→∗ y2 ∧ y2→∗ tail)→ (d(y1) ≤ d(y2))
)
.
Thereby, the binary predicate →∗ is part of the location logic and interpreted as
the reachability relation; moreover, we assume that ≤ is interpreted as the less-than
relation over the data domain.
The second property of Example . is the equality of two arrays. The equality of
two lists, however, cannot be expressed in Strand. In fact, it is not even possible to
express that two lists have equal length (provided that the location logic does not
contain a corresponding predicate). Since the properties we consider later are always
expressible in Strand, the expressive power of Strand is of no direct concern to us and,
hence, a proof of these claims is out of the scope of this thesis. /
Madhusudan, Parlato, and Qiu [MPQ] noted that the satisfiability problem for
Strand is undecidable in general. For this reason, they have introduced a decidable
syntactic fragment of Strand. The defining characteristics of this fragment are the
following two restrictions:
• The subformula ϕ(x1, . . . ,xm, y1, . . . , yn) must not contain any further quantifica-
tion.
• In ϕ(x1, . . . ,xm, y1, . . . , yn), the universally quantified variables y1, . . . , yn can only
be related by so-called elastic relations (whereas the existentially quantified
variables x1, . . . ,xm can be related by any kind of relation). Intuitively, elasticity
captures the notion that it cannot be checked whether the variables y1, . . . , yn
reference cells that are a bounded distance away. (The relation→∗ in Example .
is an example of an elastic relation.)
Madhusudan, Parlato, and Qiu [MPQ] described a decision procedure for the de-
cidable syntactic fragment of Strand, which was later improved [MQ]. However, this
procedure has not yet been implemented as an integrated tool and currently requires
the user to run several tools manually. The authors demonstrated the applicability of
their decision procedure on various examples but did not provide an estimation of the
time and space complexity of their algorithm.
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2.3 Infinite Games
This section introduces basic definitions and notations of infinite-duration two-player
games over graphs. Later, in Chapters  and , we move away from this basic setting
and consider more sophisticated games; we make the necessary changes to the basic
definitions in the corresponding chapters. The definitions in this section follow the
textbook by Grädel, Thomas, and Wilke [GTW].
Arenas and Plays
A game consists of an arena and a winning condition. We first introduce arenas and
later add winning conditions.
An arena is a triple A = (V0,V1,E) composed of two disjoint countable sets V0,V1 of
vertices and a directed edge-relation E ⊆ (V0 ∪V1)× (V0 ∪V1). The set of all vertices,
which we denote by V , is the union of V0 and V1; with this notation, the edge relation
can be written more concisely as E ⊆ V ×V . If V0 and V1 are finite, we call A a finite
arena; otherwise, we call A an infinite arena. To avoid dealing with plays that end
prematurely, we assume that an arena does not contains dead ends (i.e., for all vertices
v ∈ V there exists a successor v′ ∈ V with (v,v′) ∈ E). This is no restriction since a
“sink-vertex” can be added if necessary.
A game is played by two players called Player 0 and Player 1. We often fix a player
σ ∈ {0,1}, usually Player 0, and refer to the other player as Player σ ’s opponent or
simply as Player 1− σ . For the sake of simplicity, we use the generic-singular pronoun
“he” for both players.
Before we continue with our definitions, it is helpful to picture how a game is played.
A play is started by placing a token on some vertex v ∈ V . Then, the player who has
control over this vertex moves the token along an edge (v,v′) ∈ E to the successor
vertex v′; that is, if v ∈ V0, then Player 0 moves the token and, conversely, if v ∈ V1,
then Player 1 moves the token. Both players repeat this process ad infinitum, thereby
producing an infinite sequence of vertices, which we call a play. Finally, we determine
the winner of the play based on the vertices occurring during this play.
Formally, a play is an infinite sequence pi = v0v1v2 . . . ∈ V ω of vertices vi ∈ V such
that (vi ,vi+1) ∈ E is satisfied for all i ∈ N; remember that V ω denotes the set of all
infinite sequences of elements from V . A finite play is defined analogously as a finite
sequence ρ = v0 . . .vn ∈ V ∗ of vertices where (vi ,vi+1) ∈ E holds for all i ∈ [n]. Note that
every finite prefix of a play is a finite play and that every finite play can be continued
to a play (as arenas do not have dead ends). Finally, given a play pi = v0v1 . . . ∈ V ω, let
Occ(pi) = {v ∈ V | ∃i ∈ N : v = vi}
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denote the set of all vertices occurring in pi and
Inf(pi) = {v ∈ V | ∀i ∈ N : ∃j ∈ N : i < j and v = vj}
denote the set of all vertices occurring infinitely often in pi.
Games and Winning Conditions
A game is a tupleG = (A,Win) consisting of an arena Awith vertex set V and a winning
condition Win ⊆ V ω. The winning condition is used to determine the winner of a play
by describing which plays are winning for Player 0: we declare Player 0 as the winner
of a play pi if pi ∈Win—we then also say that Player 0 wins pi; conversely, Player 1 wins
a play pi if Player 0 does not win pi.
Due to the nature of winning conditions, a game currently is an infinite object and,
hence, not suited as input to an algorithm. Therefore, it is necessary to represent a
winning condition differently by means of a finite object. To this end, several different
types of winning conditions and, consequently, types of games have been introduced
in the literature. Although we are in this thesis mainly interested in reachability and
safety games, let us also briefly introduce a few other types of games that we consider
later.
Let G = (A,Win) be a game over the arena A with vertex set V .
• The game G is called a reachability game if a set F ⊆ V exists such that
Win = {pi ∈ V ω |Occ(pi)∩F , ∅};
that is, Player 0 wins a play if he can eventually reach a vertex of F.
• The game G is called a safety game if a set F ⊆ V exists such that
Win = {pi ∈ V ω |Occ(pi) ⊆ F}.
In other words, Player 0 wins a play if he can manage to visit only vertices of F.
• The game G is called a Büchi game if a set F ⊆ V exists such that
Win = {pi ∈ V ω | Inf(pi)∩F , ∅}.
In a Büchi game, Player 0 wins a play if he visits some vertex v ∈ F infinitely
often.
 2 Preliminaries
• The game G is called a (min) parity game if a parity function c : V → [k] for some
k ∈ N+ exists such that
Win = {pi ∈ V ω |min(c(Inf(pi))) is even},
where c is lifted to sets by c(X) = {c(v) | v ∈ X}. In simple words, the parity
condition requires that the minimal parity seen infinitely often during a play is
even.
• The game G is called a Muller game if a set F ⊆ 2V exists such that
Win = {pi ∈ V ω | Inf(pi) ∈ F }.
In order to win a play in a Muller game, Player 0 has to visit exactly the vertices
of a set F ∈ F from some point onwards. Muller winning conditions are often
referred to as ω-regular winning conditions.
For ease of notation, we use a more natural notation in which we substitute Win by
the finite object that defines this set. More precisely, we denote reachability games,
safety games, and Büchi games by (A,F), parity games by (A, c), and Muller games
by (A,F ). We always make sure that the type of winning condition is clear from the
context.
Example .. Figure . presents our graphical notation of reachability and safety
games. We draw Player 0 vertices as circles and Player 1 vertices as rectangles .
Furthermore, we shade vertices from F gray.
The game depicted in Figure ., let us call it G? = (A? ,F?), consists of the arena
A? = (V ?0 ,V
?
1 ,E
?) with vertex sets V ?0 = {0,2,4}, V ?1 = {1,3,5} and the set F? = {1,2}.
It can be understood as either a reachability or a safety game. Note, however, that
our graphical representation does not contain the information whether the game is a
reachability or safety game (but we make sure that this information is always clear
from the context). /
Strategies
In order to define the winner of a game—in contrast to the winner of a play—, we need
to introduce the concept of strategies. Roughly speaking, a strategy tells a player how
to continue a play depending on the finite prefix of the play played so far. A strategy
is called winning from some vertex v ∈ V if the player wins every play starting in v
that is played according to this strategy.
To define strategies, let us fix a game G = (A,Win) with vertex set V . A strategy for
Player σ , σ ∈ {0,1}, is a function fσ : V ∗Vσ → V that satisfies (vn, fσ (v0 . . .vn)) ∈ E for
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Figure .: The game G? discussed in Example ..
all v0 . . .vn ∈ V ∗Vσ (i.e., the next move determined by the strategy respects the edge
relation). A play pi = v0v1 . . . ∈ V ω is consistent with a strategy fσ—or played according
to fσ—if vn+1 = fσ (v0 . . .vn) holds for every n ∈ N with vn ∈ Vσ . Similarly, a finite play
ρ = v0 . . .vm ∈ V ∗ is consistent with fσ if vn+1 = fσ (v0 . . .vn) holds for every n < m with
vn ∈ Vσ . Finally, we call a strategy fσ positional if the next move fσ (v0 . . .vn) exclusively
depends on the current vertex vn (i.e., fσ (uv) = fσ (wv) holds for all u,w ∈ V ∗ and
v ∈ Vσ ); in this case, we use the more compact notation fσ : Vσ → V .
A strategy fσ is said to be a winning strategy for Player σ in a game G from a set
U ⊆ V of vertices if Player σ wins all plays that start in a vertex v ∈ U and that are
played according to fσ . For a vertex v ∈U , we also say that fσ is a winning strategy for
Player σ from v.
The set of vertices from which Player σ has a winning strategy is called the winning
region of Player σ , denoted by Wσ . If a strategy fσ is winning from every vertex of the
winning region, we call fσ a uniform winning strategy. Due to the definition of winning
strategies, it is not hard to verify that W0 ∩W1 = ∅ holds true for every game. On the
other hand, we call a game determined if W0 ∪W1 = V is satisfied. It is well-known
that all games presented above are determined.
Theorem . ([GTW]). Reachability, safety, Büchi, parity, and Muller games are deter-
mined.
The term solving a game denotes the process of determining the winning regions
and computing a winning strategy for at least one of the players, typically for Player 0.
Since we consider determined games only, it is indeed enough to compute the winning
region Wσ of one of the players. The winning region of the opposing player then is
W1−σ = V \Wσ .
In the next section, we briefly recap how to solve reachability and safety games.
Solving Reachability and Safety Games
The allegedly simplest way to solve reachability and safety games is based on so-called
attractors and attractor strategies.
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Given a game over an arena A = (V0,V1,E), the attactor of Player σ with respect to a
set X ⊆ V , denoted by Attrσ (X), consists of all vertices from which Player σ can force
a play to eventually reach a vertex in X. Formally, one defines Attrσ (X) inductively by
Attr0σ (X) = X
and
Attri+1σ (X) = Attr
i
σ (X)∪Preσ (Attriσ (X)),
where i ∈ N+ and Preσ (Y ) is defined for a set Y ⊆ V by
Preσ (Y ) = {v ∈ Vσ | ∃v′ ∈ Y : (v,v′) ∈ E} ∪
{v ∈ V1−σ | ∀v′ ∈ V : (v,v′) ∈ E→ v′ ∈ Y };
the set Preσ (Y ) contains all vertices from which Player σ can move to a vertex in Y
and from which Player 1−σ has no choice but to move to a vertex in Y . With that
defined, the attractor of Player σ with respect to X is the union
Attrσ (X) =
⋃
i∈N
Attriσ (X).
We often refer to Attrσ (X) simply as the attractor if σ and X are clear from the context.
Let us first describe how to solve reachability games. A standard induction over the
length of play prefixes shows that Player σ can indeed force a play starting in Attrσ (X)
to eventually visit a vertex in X. The winning region of Player 0 in the reachability
game G = (A,F) is, therefore, W0 = Attr0(F). Consequently, the winning region of
Player 1 is W1 = V \Attr0(F) as reachability games are determined.
A winning strategy for Player 0 is to decrease the distance to the set F in each move
until the play reaches F (provided the play started in W0). In fact, one can define a
positional winning strategy f0 : V0→ V for Player 0 as follows:
• If v ∈W0 \F, let i ∈ N be minimal such that v ∈ Attri0(F) and v < Attri−10 (F). Then,
f0(v) = v′ for a vertex v′ ∈ Attri−10 (F) with (v,v′) ∈ E. The definition of Attr0(F)
guarantees that the vertex v′ exists.
• If v ∈ F or v ∈W1, then f0(v) = v′ for an arbitrary v ∈ V with (v,v′) ∈ E.
Conversely, a winning strategy for Player 1 in a reachability game is to stay in W1.
One obtains a corresponding positional winning strategy f1 : V1→ V for Player 1 as
follows:
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• If v ∈W1, then f1(v) = v′ for an arbitrary v ∈W1 with (v,v′) ∈ E. Also here, the
definition of Attr0(F) guarantees that the vertex v′ exists.
• If v ∈W0, then f1(v) = v′ for an arbitrary v ∈ V with (v,v′) ∈ E.
In reachability and safety games, the exact moves in vertices from which a player
cannot win or already has won are irrelevant. Therefore, we usually omit to specify
such moves when defining positional winning strategies.
To solve a safety game G = (A,F), it is in fact sufficient to solve the reachability
game G′ = (A,V \F) in which the roles of both player are swapped: the winning region
Wσ in G′ coincides with the winning region W1−σ in G, and a winning strategy for
Player σ in G′ is a winning strategy for Player 1−σ in G.
For a reachability or safety game over a finite arena, the inductive definition of the
attractor immediately provides an algorithm to solve the game. The key insight is that
the attractor is monotonic (i.e., Attriσ (X) ⊆ Attri+1σ (X) holds for all X ⊆ V and i ∈ N).
Thus, a fixed point exists, and the attractor is the set
Attrσ (X) =
|V |⋃
i=0
Attriσ (X) = Attr
|V |
σ (X).
To compute the attractor, a straightforward fixed-point algorithm suffices: starting
with the set F, one collects further vertices according to the inductive definition of the
attractor until a fixed point is reached. An efficient implementation of this procedure
that runs in time O(|E|) exists and yields a linear time algorithm to solve reachability
and safety games. Note, however, that fixed-point algorithms that build upon the
inductive definition of the attractor not necessarily converge if the arena is infinite.
We conclude the section on games with an example that illustrates the attractor
computation.
Example .. We continue Example . (see Figure . on Page ) and show how
to solve the game G? assuming that G? is a reachability game.
We first compute the sets Attri0(F) step-by-step starting with Attr
0
0(F) until this
process becomes stationary. The resulting set is then Attr0(F). In our example, we
obtain the following:
Attr00(F) = F = {1,2};
Attr10(F) = {1,2,4}; and
Attr20(F) = {1,2,4,5} = Attr30(F) = Attr40(F) = . . .
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Hence, W0 = {1,2,4,5} and W1 = V \W0 = {0,3}. Moreover,
f0(v) =

3 if v = 0;
1 if v = 2;
1 if v = 4;
is a winning strategy for Player 0 whereas
f1(v) =

0 if v = 1;
3 if v = 3;
4 if v = 5;
is a winning strategy for Player 1. /
3
Algorithmic Learning of Finite
Automata
Algorithmic learning of finite automata—often simply termed automata learning—refers
to a variety of techniques that construct finite automata—in most cases DFAs—from
externally provided information. One usually groups these techniques by different
criteria, most commonly by what type of automaton they learn and whether or not
they are allowed to actively query for information. Table . gives a by far not complete
overview of popular learning algorithms. We apply several of these algorithms in the
course of this thesis.
Traditionally, the literature on automata learning distinguishes between two differ-
ent settings: passive and active learning.
Probabilistic learning, such as PAC learning [Val, KV], is also common but not subject of this
thesis.
Table .: An overview of popular learning algorithms grouped by their target concept
(i.e., whether they learn DFAs or NFAs) and their mode of operation (i.e.,
whether they work in an active or passive learning setting).
Active learning Passive learning
D
FA
Angluin [Ang] Biermann and Feldman [BF]
Kearns and Vazirani [KV] Grinchtein, Leucker, and Piterman [GLP]
Rivest and Schapire [RS] Heule and Verwer [HV]
RPNI [OG]
N
FA NL
* [BHKL] DeLeTe [DLT]
nondeterministic RPNI [OG]

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In a passive learning setting, a learning algorithm is confronted with a finite set of
words that have some kind of classification attached; for brevity, we call such words
classified words. The passive learning task is to compute a finite automaton that is
consistent with the given words (i.e., that classifies the words correctly). Moreover,
the learning algorithm is often required to produce a smallest consistent automaton
with respect to the number of states (which is not necessarily unique). A common
setting (e.g., studied by Gold [Gol], Biermann and Feldman [BF], Trakhtenbrot
and Barzdin [TB], and others) is one in which the words are classified as either
positive (“has to be accepted”) or negative (“has to be rejected”), and the task is to
compute a minimal consistent DFA.
In an active learning setting, on the other hand, the task of a learning algorithm—
often called the learner—is to learn a regular language in interaction with a teacher.
This teacher has knowledge about the language in question and answers queries
posed by the learner. The learner is usually allowed to ask membership and equivalence
queries. The fist type of queries asks for the classification of a word with respect
to the language in question. The latter type asks whether a conjectured automaton
is equivalent to the language the teacher has in mind. The learning stops once the
teacher answers an equivalence query positively.
Both passive and active learning have become generic concepts, which can be and
have been adapted and extended far beyond their original scope. Hence, we need
to carefully formalize how our learning settings look like. To be able to do so, we
first introduce both the original passive learning setting (in Section .) and the
original active learning setting (in Section .); whenever changes to these settings
are necessary in the course of this thesis, we make them in the respective chapters.
Sections . and . also serve as a detailed reference to the learning algorithms that
we apply or modify later in this thesis. The present chapter concludes in Section .
with a presentation of the Libalf automata learning library, which we used extensively
for our implementations and experiments.
3.1 Passive Learning of DFAs
In the original passive learning setting (e.g., studied by Biermann and Feldman [BF]),
a learning algorithm is confronted with a finite number of classified words, which are
bundled in a so-called sample. Such a sample is a pair S = (S+,S−) consisting of two
disjoint, finite sets S−,S+ ⊆ Σ∗ of words over a common alphabet Σ. Intuitively, the set
S+ contains positively classified words that an automaton has to accept whereas the set
S− contains negatively classified words that the automaton has to reject. Having this in
mind, we call a DFA (or an NFA for that matter) A consistent with S if it accepts all
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words in S+ and rejects all words in S− (i.e., if it satisfies S+ ⊆ L(A) and S− ∩L(A) = ∅).
If S is clear from the context, we also say that A is a consistent DFA (respectively
consistent NFA).
Using these notations, we can now formulate the passive learning setting we are
interested in.
Definition . (Passive learning of DFAs). Given a sample S = (S+,S−), the passive
learning task is to compute a DFA A of minimal size that is consistent with S (i.e., that
satisfies S+ ⊆ L(A) and S− ∩L(A) = ∅).
Let us first have a closer look at a relaxed version of passive learning without the
minimality constraint. In this case, the learning task is easy, and the so-called prefix
acceptor is already a solution. Broadly speaking, the prefix acceptor is a DFA that
keeps track of the input read so far as long as the input is a prefix of a word in S+. If
the input does not belong to Pref(S+), the DFA moves to a special sink-state ⊥ from
which all continuing runs are rejecting. Formally, the prefix acceptor for a sample
S = (S+,S−) is the DFA ASPref = (Pref(S+)∪ {⊥},Σ, ε,δ,S+) with
δ(q,a) =
ua if q = u and ua ∈ Pref(S+);⊥ otherwise;
where q ∈ Pref(S+)∪{⊥} and a ∈ Σ. A straightforward induction over the length of input-
words shows thatASPref accepts S+. Therefore,ASPref is a solution of the passive learning
task without the minimality constraint because ASPref satisfies both S+ ⊆ L(ASPref) and
S− ∩L(ASPref) = ∅.
Algorithms such as the regular positive negative inference algorithm RPNI [OG]
and the Blue-fringe algorithm [LPP] try to reduce the size of the prefix acceptor
further by merging its states as long as the resulting automaton stays consistent with
the sample. These heuristics run in time polynomial in the combined length of all
words in the sample and often produce results smaller than the prefix acceptor, but
cannot guarantee to find a consistent DFA of minimal size.
However, if the learner has to come up with a minimal consistent DFA, passive
learning becomes hard. In fact, Gold [Gol] showed that the corresponding decision
problem
“Given a sample S and a natural number k ∈ N. Does a DFA with k states
that is consistent with S exist?”
is NP-complete using a reduction from the satisfiability problem of formulas in
Propositional Boolean Logic. The intuitive reason is that the behavior of a consistent
DFA on words not belonging to S+ and S− can be arbitrary. As a consequence, a learner
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(a) The prefix acceptor ASPref. The sink-state and all
transitions leading there are omitted.
a
b a
b
(b) A minimal DFA that is
consistent with S .
Figure .: The prefix acceptorASPref for the sample S = (S+,S−) where S+ = {aa,ba,aba}
and S− = {ε,ab} and a minimal consistent DFA.
needs to choose the behavior of the resulting DFA on those words carefully in order to
obtain a DFA of minimal size.
The following example illustrates the passive learning task: on the one hand, strictly
according to Definition . and, one the other hand, without the minimality constraint.
Example .. Consider the sample S = (S+,S−) with
S+ = {aa,ba,aba} and S− = {ε,ab}.
Figure .a shows the prefix acceptor ASPref. The sink-state ⊥ and all transitions
leading there are omitted for sake of readability.
A minimal DFA that is consistent with S is depicted in Figure .b. It is not hard to
verify that this DFA is indeed consistent with S . Moreover, it is a minimal consistent
DFA since every DFA with just one state accepts either all words or none.
Finally, let us note that the prefix acceptor can be arbitrary larger than a minimal
consistent DFA. A simple case in which this phenomenon occurs is the family of
samples Sn = ({an},∅) for n ∈ N. The prefix acceptor ASnPref for this sample has n + 2
states whereas the—this time unique—minimal consistent DFA has always only one
state. /
Despite the hardness of passive learning, several learning algorithms have been pro-
posed. Since we make extensive use of passive learning techniques in Chapter , the
reader might find an introduction to the most significant algorithms helpful. In Sec-
tions .. to .., we describe Biermann and Feldman’s method [BF], Grinchtein,
Leucker, and Piterman’s method [GLP], Heule and Verwer’s methods [HV], as
well as a novel approach based on first-order logic with uninterpreted functions [NJ].
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All of these algorithms are based on translations of the passive learning task into
a satisfiability problem of logic formulas. The rationale behind these approaches is
that passive learning is computationally hard and logic solvers offer effective and
reasonably efficient means for finding solutions.
In Section .., we conclude with a thorough evaluation of the methods mentioned
above. This evaluation includes a theoretical comparison of the resulting logic for-
mulas with respect to their size, the number of variables, and so on. Moreover, we
experimentally benchmark implementations of these methods in order to get a better
understanding of their practical applicability (which clearly depends on the logic
formulas and the underlying logic solvers).
Parts of this section, though without the benchmark, appeared in [LN].
3.1.1 Biermann and Feldman’s Method
Biermann and Feldman [BF] were among the first to study the passive learning task.
Their method is also the basis of all other techniques described here and works as
described next.
Given a sample S = (S+,S−) over an alphabet Σ, Biermann and Feldman’s idea is to
consider the runs of a (minimal) consistent DFA on all prefixes of words in S+ ∪ S−
in a manner similar to the prefix acceptor. To this end, they denote the state that the
DFA reaches after reading a word u ∈ Pref(S+ ∪ S−) by xu . Since the DFA is unknown,
Biermann and Feldman think of each xu as a variable (ranging over the states) and
impose constraints that enforce these variables to encode runs of a DFA on the words
from the sample. This leads them to the following formulas in Equality Logic:∧
ua,u′a∈Pref(S+∪S−)
xu = xu′ → xua = xu′a (.)∧
u∈S+,u′∈S−
xu , xu′ (.)
The first formula ensures that whenever the prospective DFA reaches the same state
after reading the inputs u and u′, then it must also reach the same state after reading
ua and u′a. The second formula enforces that the run on two differently classified
words never ends in the same state.
Let ϕ(x) be the conjunction of Formulas . and . where x is the list of the
variables xu with u ∈ Pref(S+∪S−). Since specific names for the states are unimportant,
a suitable domain for the variables is the set of natural numbers. Moreover, since ϕ(x)
consists solely of Boolean combinations of equality and inequality constraints, the
actual values of the variables are unimportant as long as the constraints are satisfied.
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Thus, we can assume without loss of generality that the values of variables in a model
range over the set [n] for a suitable n ∈ N+.
Given a model M of ϕ(x) whose variables range over the set [n], we derive the DFA
encoded by M, which we denote by AM, as described next.
Definition .. Let M be a model of ϕ(x) whose variables range over the set [n]. The
DFA AM = (Q,Σ,qM0 ,δ,F) is defined by
• Q = {q0, . . . , qn−1};
• qM0 = qi if and only if x
M
ε = i;
• δ(qi , a) =
qj if ua ∈ Pref(S+ ∪ S−) exists such that xMu = i and xMua = j;qi otherwise;
where qi ,qj ∈Q and a ∈ Σ; and
• F = {qi ∈Q | ∃u ∈ S+ : xMu = i}.
Note that a model of ϕ(x) does not determine the DFA AM completely as it lacks
information about transitions in cases where no ua ∈ Pref(S+ ∪ S−) with xMu = i and
xMua = j exists. However, such transitions are unimportant towards the consistency of
AM because they are never used when reading words of the sample. Thus, adding
self-loops (as we did in Definition .) is just one possibility to define these transitions.
The following lemma states that Definition . indeed produces a DFA that is
consistent with the given sample.
Lemma .. Let S be a sample, M a model of ϕ(x) whose variables range over the set [n],
and AM as constructed in Definition .. Then, AM is consistent with S .
Proof of Lemma .. We split the proof in three parts:
. We show that the DFA AM is well-defined.
. We show that M in fact encodes runs of AM on words from Pref(S+ ∪ S−).
. We conclude, using the knowledge from Part , that AM is consistent with S .
Let us now show the first part of the proof and argue that AM is well-defined. At
first, it is not hard to verify that the initial state and the set of final states are well-
defined. Furthermore, δ is a well-defined deterministic transition function because
Formula . ensures that the definition of δ(qi , a) is independent of the actual choice
of the word ua ∈ Pref(S+ ∪ S−) and, thus, of the variables xu and xua.
In order to prove the second part, we show by induction over the length of words
u ∈ Pref(S+ ∪ S−) that AM : qM0 u−→ qi implies xMu = i.
We use this proof strategy also for other proofs that follow in this section.
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Base case Let u = ε. By definition of runs, we have AM : qM0 ε−→ qM0 . In addition,
qM0 = qi if and only if x
M
ε = i holds by definition of AM, which proves the claim.
Induction step Let u = va with va ∈ Pref(S+∪S−) and a ∈ Σ, and consider the unique
run AM : qM0 v−→ qi a−→ qj . Applying the induction hypothesis for v yields xMv = i.
Moreover, the transition δ(qi , a) = qj is used in the last step of the run of AM on
u. Since u ∈ Pref(S+ ∪ S−), we know by definition of AM’s transition function
that then xMva = x
M
u = j holds.
We can now prove the third part and show that AM is consistent with S . Let us
first consider the case u ∈ S+. Since AM is deterministic, there exists a unique run
AM : qM0 u−→ qi . Thus, the induction above yields xMu = i. Moreover, qi ∈ F holds by
definition of the final states of AM and, hence, u ∈ L(AM). Since u ∈ S+ was chosen
arbitrarily, we obtain S+ ⊆ L(AM). In a similar manner using the definition of AM’s
final states and Formula ., we deduce S− ∩L(AM) = ∅.
Assigning a different value for every variable xu trivially solves ϕ(x) (which then
yields a DFA similar to the prefix acceptor). Conversely, one can easily construct a
model of ϕ(x) from a consistent DFA by simply looking at the states reached when
reading words of the sample. Thus, a model with minimal range yields a minimal
consistent DFA. This observation is summarized in the following theorem.
Theorem . (Biermann and Feldman [BF]). Let S be a sample andM a model of ϕ(x)
with minimal range. Then, the DFA AM is a minimal DFA that is consistent with S .
One can find a model for ϕ(x) with minimal range in various ways; for instance,
Oliveira and Silva [OS] developed an explicit search algorithm using backtrack-
ing, one can use generic CSP solvers, and also most SMT solvers are able to solve
CSPs. However, note that finding a model with minimal range involves a search with
parameter n of some kind.
Additionally, Grinchtein, Leucker, and Piterman [GLP] suggest to add further
constraints that fix certain variables in order to break symmetries. These constraints
are based on the notion of obviously different words: two words u,v ∈ Pref(S+ ∪ S−) are
obviously different in S if there exists a w ∈ Σ∗ such that either uw ∈ S+ and vw ∈ S−, or
uw ∈ S− and vw ∈ S+. It is not hard to see that two obviously different words need to
lead to different states in every consistent DFA. Thus, if {u1, . . . ,uk} ⊆ Pref(S+ ∪ S−) is a
set of pairwise obviously different words, Grinchtein, Leucker, and Piterman suggest
adding the formulas
xui = i (.)
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for each i ∈ {1, . . . , k}. Note, however, that finding a maximal set of pairwise obviously
different words itself is NP-complete because it can be reduced to finding a maximum
clique in graphs, which is known to be NP-complete. Thus, a heuristic method of
some kind should be applied in practice.
The idea of assigning states to obviously different words can easily be applied
to all methods described in the following. However, so as to clutter the following
presentation not too much with straightforward details, we skip presenting this
extension.
3.1.2 Grinchtein, Leucker, and Piterman’s Unary SAT Method
With the emerge of efficient SAT solvers, Grinchtein, Leucker, and Piterman [GLP]
proposed to translate Biermann and Feldman’s approach into an equivalent satisfiabil-
ity problem of Propositional Boolean Logic. As we show later, SAT-based approaches
can in fact effectively solve reasonably large instances.
Grinchtein, Leucker, and Piterman’s key idea is to construct a Boolean formula ϕSn
for a natural number n ≥ 1 that has the following properties:
. The formula ϕSn is satisfiable if and only if there exists a DFA with n states that
is consistent with S .
. A model of ϕSn contains enough information to derive a consistent DFA.
Although the minimal value of n is not known in advance, one can use a binary search
to identify this value. To ease the following description a bit, let us assume that the
prospective DFA has the state space Q = {q0, . . . , qn−1}.
The formula ϕSn ranges over Boolean variables xu,q where u ∈ Pref(S+ ∪ S−) and
q ∈Q. The meaning of such a variable is that if xu,q is set to true, then the prospective
DFA reaches the state q after reading the word u. Hence, each variable xu of Biermann
and Feldman’s formula ϕ is encoded in unary by the variables xu,q0 , . . . ,xu,qn−1 (we also
present a binary encoding later). To make this encoding work, one has to make sure
that for every u ∈ Pref(S+∪S−) exactly one of the variables xu,q0 , . . . ,xu,qn−1 is set to true.
The following two formulas enforce this.
∧
u∈Pref(S+∪S−)
∨
q∈Q
xu,q (.)∧
u∈Pref(S+∪S−)
∧
q,q′∈Q,q,q′
¬xu,q ∨¬xu,q′ (.)
The formulas below are the translation of Biermann and Feldman’s constraints into
Propositional Boolean Logic; Formula . corresponds to Formula ., and Formula .
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corresponds to Formula .. Formula . is not shown in conjunctive normal form for
the sake of readability.
∧
ua,u′a∈Pref(S+∪S−)
∧
p,q∈Q
(xu,p ∧ xu′ ,p)→ (xua,q↔ xu′a,q) (.)∧
u∈S+,u′∈S−
∧
q∈Q
¬xu,q ∨¬xu′ ,q (.)
In order to translate Formula . into conjunctive normal form, we first split the
equivalence xua,q↔ xu′a,q into the disjunction (xua,q ∧ xu′a,q)∨ (¬xua,q ∧¬xu′a,q). Then,
we apply the distributive law to both parts of the disjunction and obtain the following
two formulas, which now are in conjunctive normal form.
∧
ua,u′a∈Pref(S+∪S−)
∧
p,q∈Q
¬xu,p ∨¬xu′ ,p ∨ xua,q ∨¬xu′a,q (.)∧
ua,u′a∈Pref(S+∪S−)
∧
p,q∈Q
¬xu,p ∨¬xu′ ,p ∨¬xua,q ∨ xu′a,q (.)
Let ϕSn (x) be the conjunction of Formulas . and . and Formulas . to . where
x is the vector of all variables xu,q for u ∈ Pref(S+ ∪ S−) and q ∈Q. As before, a model
M of ϕSn encodes a DFA, which we also denote by AM for the sake of simplicity; we
define this automaton as described next.
Definition .. Let M |= ϕSn (x). The DFA AM = (Q,Σ,qM0 ,δ,F) is defined by
• Q = {q0, . . . , qn−1};
• qM0 = qi if and only if x
M
ε,qi = true;
• δ(qi , a) =
qj if ua ∈ Pref(S+ ∪ S−) exists with xMu,qi = true and xMua,qj = true;qi otherwise;
where qi ,qj ∈Q and a ∈ Σ; and
• F = {qi ∈Q | ∃u ∈ S+ : xMu,qi = true}.
Again, note that the exact target-state of the transition δ(qi , a) is unimportant in the
case that no ua ∈ Pref(S+ ∪ S−) with xMu,qi = true and xMua,qj = true exists.
The next theorem states that Grinchtein, Leucker, and Piterman’s unary method
produces a minimal consistent DFA.
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Theorem . (Grinchtein, Leucker, and Piterman [GLP]). For a sample S and n ∈ N,
a model M of ϕSn (x) yields a DFA AM with n states that is consistent with S . A (binary)
search can be used to find the minimal n for which ϕSn (x) is satisfiable, which yields a
minimal DFA that is consistent with S .
Proof of Theorem .. The proof of Theorem . is similar to the one of Lemma ..
We first observe that for every u ∈ Pref(S+ ∪ S−) exactly one variable xu,q is set to true
due to Formulas . and .. This observation implies that AM is well-defined: the
initial state is well-defined because xMε,q is true for a unique q ∈Q, and the final states
are well-defined due to Formula .; furthermore, Formulas . and . ensure that δ
is also well-defined.
Once we have established that AM is well-defined, we can use an induction similar
to the one in the proof of Lemma ., using Formulas . and ., to show that
AM : q0 u−→ q implies xMu,q = true for all u ∈ Pref(S+ ∪ S−). As in the proof of Lemma .,
we can use this fact to show that AM is indeed consistent with S .
Finally, by using a binary search, or by increasing the value of n stepwise by one,
one can guarantee to find the minimal value of n such that ϕSn is satisfiable. Since one
can construct a model of ϕSn from every consistent DFA with n states, a model for the
minimal n yields a minimal DFA that is consistent with S .
3.1.3 Grinchtein, Leucker, and Piterman’s Binary SAT Method
Grinchtein, Leucker, and Piterman [GLP] also proposed an alternative encoding
of Biermann and Feldman’s formula that represents the values of the variables xu in
binary rather than in unary. In their binary encoding, the state a prospective DFA
reaches after reading a word u ∈ Pref(S+ ∪ S−) is encoded by m Boolean variables
xu,0, . . . ,xu,m−1. To ease the following description, let us assume for the moment that
the size n of the prospective DFA is a power of two, say n = 2m where m ∈ N.
To translate forth and back between states and their binary encoding in terms of the
variables xu,0, . . . ,xu,m−1, we introduce two functions binm and statem. The function
binm : [2m] → {0,1}∗ maps a number k ∈ [2m] to its m-bit binary representation in
the least-bit-first encoding; for instance, bin4(3) = 1100. The function statem, on the
other hand, takes a word u ∈ Pref(S+ ∪ S−) and a model M as arguments and com-
putes the states encoded by the values of the variables xu,0 to xu,m−1. More precisely,
statem(u,M) = qi if and only if i =
∑m−1
j=0 2
xMu,j where we interpret xMu,j = false as 0 and
xMu,j = true as 1.
Towards the translation of Biermann and Feldman’s formula into a binary encoding
in Propositional Boolean Logic, Grinchtein, Leucker, and Piterman introduce auxiliary
formulas ψ,u,u′ for u,u
′ ∈ Pref(S+∪S−) that express xu , xu′ . The formula ψ,u,u′ is based
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on the simple observation that xu , xu′ holds if and only if there is a distinguish-
ing bit in their binary representation; in other words, xu , xu′ holds if and only if∨
k∈[m](xu,k↔¬xu′ ,k) is satisfied. Hence, when turned into conjunctive normal form,
Grinchtein, Leucker, and Piterman obtain the following formula ψ,u,u′ (x) where x is
the list of all variables xu,i for u ∈ Pref(S+ ∪ S−) and i ∈ [m].
ψ,u,u′ (x)B (xu,0 ∨ xu′ ,0 ∨ xu,1 ∨ xu′ ,1 ∨ . . .∨ xu,m−1 ∨ xu′ ,m−1)∧
(xu,0 ∨ xu′ ,0 ∨¬xu,1 ∨¬xu′ ,1 ∨ . . .∨ xu,m−1 ∨ xu′ ,m−1)∧
(¬xu,0 ∨¬xu′ ,0 ∨¬xu,1 ∨¬xu′ ,1 ∨ . . .∨ xu,m−1 ∨ xu′ ,m−1)∧
...
(¬xu,0 ∨¬xu′ ,0 ∨¬xu,1 ∨¬xu′ ,1 ∨ . . .∨¬xu,m−1 ∨¬xu′ ,m−1)
Thus, each inequality is expressed by 2m clauses. However, since m is logarithmic in
n, each inequality corresponds to a number of clauses that is linear in the size of the
prospective DFA.
To express Formula . of Biermann and Feldman’s encoding, Grinchtein, Leucker,
and Piterman exploit that xu = xu′ → xua = xu′a is—by definition—equivalent to
xu , xu′ ∨ xua = xu′a. Given this fact and using the same schema as above, they end up
with the following formula.
∧
ua,u′a∈Pref(S+∪S−)

(ψ,u,u′ (x)∨ xua,0 ∨¬xu′a,0)∧
(ψ,u,u′ (x)∨¬xua,0 ∨ xu′a,0)∧
(ψ,u,u′ (x)∨ xua,1 ∨¬xu′a,1)∧
(ψ,u,u′ (x)∨¬xua,1 ∨ xu′a,1)∧
...
(ψ,u,u′ (x)∨ xua,m−1 ∨¬xu′a,m−1)∧
(ψ,u,u′ (x)∨¬xua,m−1 ∨ xu′a,m−1)

(.)
Note that it is not hard to convert Formula . into conjunctive normal form using
the distributive law.
The auxiliary formulas ψ,u,u′ easily allow translating Formula . of Biermann and
Feldman’s encoding, which leads to the formula shown next.∧
u∈S+,u′∈S−
ψ,u,u′ (x) (.)
Finally, if n is not a power of two, Grinchtein, Leucker, and Piterman add an
additional formula that enforces the encoded states to stay inside the set [n]. They
achieve this by explicitly disallowing all bit representations of values between n and
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2m−1. To this end, they introduce further auxiliary formulas ψm,iu that express that the
state encoded by xu,0, . . . ,xu,m−1 is not the state qi . For binm(i) = a0 . . . am−1, the formula
ψm,iu is defined by
ψm,iu B
m−1∨
j=0
lu,j where lu,j =
xu,j if aj = 0;¬xu,j if aj = 1.
Using ψm,iu , the formula
∧
u∈Pref(S+∪S−)
2m−1∧
i=n
ψm,iu (.)
then restricts the states of a prospective DFA to Q = {q0, . . . , qn−1}.
Let ψSn (x) be the conjunction of Formulas . and ., as well as Formula . if
n is not a power of two. Again, we can use a model M of ψSn (x) to derive a DFA AM
(that is consistent with S).
Definition .. Let M |= ψSn (x). The DFA AM = (Q,Σ,qM0 ,δ,F) is defined by
• Q = {q0, . . . , qn−1};
• qM0 = statem(ε,M);
• δ(qi , a) =

qj if ua ∈ Pref(S+ ∪ S−) exists with qi = statem(u,M) and
qj = statem(ua,M);
qi otherwise;
where qi ,qj ∈Q and a ∈ Σ; and
• F = {qi ∈Q | ∃u ∈ S+ : qi = statem(u,M)}.
Again, note that the exact value of δ(qi , a) is unimportant in all cases in which no
ua ∈ Pref(S+ ∪ S−) with qi = statem(u,M) and qj = statem(ua,M) exists.
The next theorem states that Grinchtein, Leucker, and Piterman’s method indeed
produces a minimal consistent DFA.
Theorem . (Grinchtein, Leucker, and Piterman [GLP]). For a sample S and n ∈ N,
a model M of ψSn (x) yields a DFA AM with n states that is consistent with S . A (binary)
search can be used to find the minimal n for which ψSn (x) is satisfiable, which yields a
minimal DFA that is consistent with S .
We skip the proof of Theorem . since it is almost identical to the proof of Theo-
rem . except for a different encoding of runs.
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3.1.4 Heule and Verwer’s SAT Method
Heule and Verwer [HV] suggest a modification of Grinchtein, Leucker, and Piter-
man’s unary encoding, which introduces additional auxiliary variables but typically
has less clauses. Heule and Verwer’s approach is to encode the prospective DFA di-
rectly into the formula using auxiliary variables dp,a,q and fq where p,q ∈Q and a ∈ Σ.
The meaning is that if dp,a,q is set to true, then the prospective DFA contains the
transition δ(p,a) = q. Moreover, if fq is set to true, then q is a final state.
To make this encoding work, Heule and Verwer impose constraints on the variables
dp,a,q, fq, and xu,q that express two things. First, the variables dp,a,q have to encode a
deterministic function. More precisely, Formula . ensures that for each pair of state
p and input-symbol a there exists at most one outgoing transition (thus, the variables
dp,a,q encode a deterministic but potentially not total transition function). Second, the
variables xu,q have to encode valid runs with respect to the transition function defined
by dp,a,q. On the one hand, this means that at least one of the variables xu,q0 , . . . ,xu,qn−1
is set to true for each u ∈ Pref(S+ ∪ S−) (cf. Formula .). On the other hand, xua,q has
to be set to true if the prospective DFA reaches state p after reading u and δ(p,a) = q;
that is, xua,q has to be set to true if both xu,p and dp,a,q are set to true (cf. Formula .).
Finally, the prospective DFA has to be consistent with S ; that is, words from S+ have
to lead to accepting states while words from S− have to lead to rejecting states (cf.
Formula .). ∧
p∈Q
∧
a∈Σ
∧
q,q′∈Q,q,q′
¬dp,a,q ∨¬dp,a,q′ (.)∧
u∈Pref(S+∪S−)
∨
q∈Q
xu,q (.)∧
ua∈Pref(S+∪S−)
∧
p,q∈Q
(xu,p ∧ dp,a,q)→ xua,q (.)∧
u∈S+
∧
q∈Q
xu,q→ fq
 ∧
∧
u∈S−
∧
q∈Q
xu,q→¬fq
 (.)
Additionally, Heule and Verwer add the formulas∧
p∈Q
∧
a∈Σ
∨
q∈Q
dp,a,q, (.)∧
u∈Pref(S+∪S−)
∧
q,q′∈Q,q,q′
¬xu,q ∨¬xu,q′ , (.)∧
ua∈Pref(S+∪S−)
∧
p,q∈Q
(xu,p ∧ xua,q)→ dp,a,q (.)
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in order to break symmetries in possible solutions and to potentially speed up the
solving process. These formulas have the additional effect that the variables dp,a,q now
encode a total function and that exactly one of the variables xu,q0 , . . . ,xu,qn−1 for each
u ∈ Pref(S+ ∪ S−) is set to true. Note that Formulas ., ., and . can easily be
rewritten in conjunctive normal form (exploiting that x→ y is equivalent to ¬x∨ y).
Let µSn (x,d,f ) be the conjunction of Formulas . to . where x is the list of all
variables xu,q, d is the list of all variables dp,a,q, and f is the list of all variables fq with
u ∈ Pref(S+∪S−), a ∈ Σ, and p,q ∈Q. Given a modelM of µSn , it is straightforward how
to derive a DFA AM (that is consistent with S).
Definition .. Let M |= µSn (x,d,f ). The DFA AM = (Q,Σ,qM0 ,δ,F) is defined by
• Q = {q0, . . . , qn−1};
• qM0 = qi if and only if x
M
ε,qi = true;
• δ(qi , a) = qj if and only if dMqi ,a,qj = true where qi ,qj ∈Q and a ∈ Σ; and
• F = {qi ∈Q | fMqi = true}.
The next theorem states that Heule and Verwer’s method produces a minimal
consistent DFA.
Theorem . (Heule and Verwer [HV]). For a sample S and n ∈ N, a model M of
µSn (x,d,f ) yields a DFA AM with n states that is consistent with S . A (binary) search can
be used to find the minimal n for which µSn (x,d,f ) is satisfiable, which yields a minimal
DFA that is consistent with S .
Proof of Theorem .. To proof Theorem ., we follow the strategy as with the previ-
ous proofs: we show thatAM is well-defined, then prove that the variables xu,q encode
runs of AM, and show that AM is consistent with S . Finally, we argue that a minimal
value for n results in a minimal consistent DFA. Let M |= µSn (d,f ,x).
Our first task is to show that AM is well-defined. The initial state is well-defined
since Formulas . and . ensure that exactly one of the variables xε,q0 , . . . ,xε,qn−1 is
set to true. Moreover, Formulas . and . make sure that the variables dp,a,q encode
a total deterministic transition function and, hence, δ is well-defined. Finally, the
encoding of final states as Boolean variables fq makes it obvious that F is well-defined.
To prove that the variables xu,q encode runs of AM on words u ∈ Pref(S+ ∪ S−), we
show by induction over the length of u that AM : qM0 u−→ q implies xMu,q = true. In other
words, the variable xu,q signals that AM reaches state q after reading u.
Base case Let u = ε. By definition of runs, we have AM : qM0 ε−→ qM0 . Furthermore, we
know qM0 = qi if and only if x
M
ε,qi = true by construction of AM, which proves the
claim.
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Induction step Let u = va with a ∈ Σ, and assume AM : qM0 v−→ p a−→ q. Applying the
induction hypothesis for v yields xMv,p = true. Moreover, the transition δ(p,a) = q
is applied in the last step of the run of AM on u. Hence, dMp,a,q = true holds
by construction of AM. By considering Formula ., we finally deduce that
xMva,q = x
M
u,q = true is satisfied.
We can now show that AM is consistent with S . To this end, let u ∈ S+. Then, there
exists a q ∈Q such thatAM : qM0 u−→ q, and, thus, xMu,q = true. In this case, Formula (.)
ensures fMq = true and, hence, q ∈ F by definition of AM. This in turn means that
u ∈ L(AM). Since u ∈ S+ was chosen arbitrarily, we obtain S+ ⊆ L(AM). Analogously,
we deduce S− ∩L(AM) = ∅.
Finally, a model for the minimal value of n yields a minimal DFA that is consistent
with S because one can construct a model of µSn from every consistent DFA with n
states.
3.1.5 An SMT-based Method
We recently proposed a passive learning algorithm that is based on the logic of unin-
terpreted functions over the natural numbers rather than on Propositional Boolean
Logic (see Neider and Jansen [NJ]). In fact, uninterpreted functions offer a natural
and convenient way to encode the components of the prospective DFA.
To simplify the following description, we assume without loss of generality that the
input alphabet is Σ = [m] and the state set of the prospective DFA is Q = [n] where
m,n ∈ N+. Moreover, we assume that the words in Pref(S+ ∪ S−) are enumerated, say
Pref(S+ ∪ S−) = {u0, . . . ,uk−1} with u0 = ε.
Our method replaces the Boolean variables dp,a,q and fq by two uninterpreted
functions d : N×N→ N and f : N→ N to encode the prospective DFA. The function
d encodes the transitions: the first argument of d is the source-state, the second
argument the input-symbol, and the function value is the destination-state. The
function f indicates whether a state is final or not; since f needs to “simulate” Boolean
values for this purpose, we interpret 0 as false and all other values as true. Note that
the arguments of d and f can be any natural number, but we do not use function
values for arguments that are out of range; thus, a solver may choose them arbitrarily.
Additionally, we introduce an uninterpreted function x : N→ N to encode the runs
of the prospective DFA on the words of the sample. More precisely, x(i) = j signals
that the prospective DFA reaches state j after reading the word ui . Also here, we do
not care about the function value of x if the argument is not an element of [k].
The following formulas encode the passive learning task in the logic of uninterpreted
functions over the natural numbers.
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x(0) < n (.)∧
i∈Q
∧
a∈Σ
d(i,a) < n (.)∧
ui ,uj∈Pref(S+∪S−),a∈Σ,uj=uia
x(j) = d(x(i), a) (.)
 ∧
ui∈S+
f (x(i)) , 0
 ∧
 ∧
ui∈S−
f (x(i)) = 0
 (.)
Formula . constrains the value representing the initial state (i.e., the state reached
after reading the input u0 = ε) to be an element of Q. Moreover, Formula . makes
sure that the uninterpreted function d indeed represents a transition function by
constraining the function values to be an element of Q. Formula . describes how
the prospective DFA proceeds when processing words from Pref(S+ ∪ S−). Finally,
Formula . ensures that the prospective DFA reaches a final state after reading a
word from S+ and a nonfinal state after reading a word from S−.
Let νSn (x,d,f ) be the conjunction of Formulas . to . where x, d, and f are
the uninterpreted functions described above. Given a model M |= νSn (x,d,f ), one can
easily construct a DFA AM (that is consistent with S) as described next.
Definition .. Let M |= νSn (x,d,f ). The DFA AM = (Q,Σ,qM0 ,δ,F) is defined by
• Q = [n];
• qM0 = x
M(0);
• δ(i,a) = dM(i,a) where i ∈Q and a ∈ Σ; and
• F = {i ∈Q | fM(i) , 0}.
The following theorem states that the SMT-based method indeed produces a mini-
mal consistent DFA.
Theorem .. For a sample S and n ∈ N, a model M of νSn (x,d,f ) yields a DFA AM with
n states that is consistent with S . A (binary) search can be used to find the smallest n for
which νSn (x,d,f ) is satisfiable, which yields a minimal DFA that is consistent with S .
Proof of Theorem .. We follow our proof strategy once more: we show that AM is
well-defined, then prove that the function xM encodes runs of AM, and show that AM
is consistent with S . Finally, we argue that a minimal value for n results in a minimal
consistent DFA. Let M |= νSn (x,d,f ).
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We first note that the initial state of AM is well-defined since Formula . ensures
that the value of xM(0) ranges inQ and, hence, is a valid state. Moreover, Formula .
ensures that dM(q,a) ranges in Q for all p ∈ Q and a ∈ Σ. Thus, δ is well-defined.
Finally, it is easy to see that F is well-defined, too.
To prove that the function xM encodes valid runs, we show by induction over the
length of words u` ∈ Pref(S+ ∪ S−) that AM : qM0 u`−→ j implies xM(`) = j.
Base case Let u = u0 = ε. By definition of runs, we have AM : qM0 ε−→ qM0 . Moreover,
qM0 = x
M(0) holds by definition of AM.
Induction step Let u` = uka and consider the run AM : qM0 uk−→ i a−→ j. Applying the
induction hypothesis yields i = xM(k). Moreover, the transition δ(i,a) = j is
applied in the last step of the run. Thus, dM(i,a) = j is satisfied due to the
construction of AM. Formula . now enforces that then xM(`) = j holds.
Next, we show that AM is consistent with S . To this end, let u` ∈ S+. Then, there
exists an i ∈Q such that AM : qM0 u`−→ i, and, thus, xM(`) = i. In this case, Formula .
ensures fM(i) , 0, which implies i ∈ F by definition of AM. This in turn means that
u` ∈ L(AM). Since u` ∈ S+ was chosen arbitrarily, we obtain S+ ⊆ L(AM). Analogously,
we deduce S− ∩L(AM) = ∅.
We conclude the proof by stating that a model for the minimal n yields a minimal
DFA that is consistent with S because one can construct a model of νSn from every
consistent DFA with n states.
3.1.6 Evaluation
We conclude the section on passive learning with both a theoretical comparison (with
respect to the size of the resulting formulas, the number of variables, and so on) and
an experimental benchmark (which serves to demonstrate how a particular method
performs in practice). The motivation for the latter is that a comparison merely based
on properties of the generated logic formulas is misleading. On the one hand, a larger
formula potentially contains additional information that might help the solver to
find a solution faster; a prototypical and well-studied example is adding clauses
to formulas in Propositional Boolean Logic to break symmetries (e.g., discussed by
Aloul et al. [ARMS]). On the other hand, the actual performance of different logic
solvers can vary considerably.
It is worth noting that Grinchtein, Leucker, and Piterman [GLP] as well as Heule
and Verwer [HV] conducted similar experimental comparisons. These comparisons,
however, cover only a part of the methods presented in this chapter.
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Table .: Overview of the passive learning algorithms described in Section . with
respect to the used logics and the generated formulas. The parameter n
refers to the size of the prospective DFA, and k = |Pref(S+ ∪ S−)|.
Method Logic Size of formula
Biermann and Equality Logic O(k) variables,
Feldman O(k + |S+| · |S−|) constraints
Grinchtein, Leucker, Propositional O(kn) variables,
and Piterman (unary) Boolean Logic O(kn2 +n|S+| · |S−|) clauses
Grinchtein, Leucker, Propositional O(k log2n) variables,
and Piterman (binary) Boolean Logic O(kn log2n+n|S+| · |S−|) clauses
Heule and Verwer Propositional O(n2|Σ|+ kn) variables,
Boolean Logic O(n3|Σ|+ kn2) clauses
SMT-based Logic of uninterpreted 3 uninterpreted functions,
functions over N O(n|Σ|+ k) constraints
Theoretical Comparison
Table . summarizes the key properties of the passive learning algorithms presented
in this section. For each method, the table lists the underlying logic and the asymptotic
size of the logic formulas that need to be solved during the learning process. The
parameter n refers to the size of the prospective DFA, and k = |Pref(S+ ∪ S−)| is a
measure for the amount of information contained in the given sample. Recall that all
methods described here use a search with parameter n of some kind to determine a
minimal consistent DFA.
Comparing the size of formulas in different logics is clearly problematic, but we
can make two observations regarding the methods based on Propositional Boolean
Logic: first, Grinchtein, Leucker, and Piterman’s method based on the binary encoding
results in smaller formulas than their method based on the unary encoding; second, the
formulas generated by Heule and Verwer’s method depend on the alphabet, whereas
the formulas generated by Grinchtein, Leucker, and Piterman’s methods do not. The
latter observation might be of special interest as it suggests that Grinchtein, Leucker,
and Piterman’s methods should work better in situation in which the alphabet is very
large compared to the size of the sample.
Experimental Comparison
For the experimental comparison, we implemented the presented methods and bench-
marked them as described next.
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Methodology We evaluated the passive learning methods on two different bench-
mark suites.
The first benchmark suite was already used by Heule and Verwer [HV]. The
benchmark suite consists of 810 samples, each of which contains between 517 and
550 positively and negatively classified words over the alphabet {0,1}. A feature of
this benchmark suite is that all samples are prefix-closed.
The second benchmark suite consists of random samples, which we generated ac-
cording to the following procedure:
. We fixed four parameters k,m,n ∈ N+ and p ∈ R with 0 < p < 1.
. We generated a random DFAAwith n states over the alphabet Σ = [m] according
to method developed by Champarnaud and Paranthoën [CP]. Broadly speak-
ing, their method produces randomly drawn DFAs of size n over the alphabet
Σ = [m] such that “most” of these DFAs are minimal with respect to the language
they accept. Champarnaud and Paranthoën’s method is implemented in Libalf.
. We generated k distinct words u1, . . . ,uk as follows: first, we determined the
length of each word using a geometric distribution with parameter p; second,
we constructed ui = a1 . . . a`i by choosing aj ∈ [m] uniformly randomly for each
j ∈ {1, . . . , `i}.
. We classified the words u1, . . . ,uk with respect to A; that is, we generated the
sample S = (S+,S−) such that S+ = {u1, . . . ,uk} ∩ L(A) and S− = {u1, . . . ,uk} \ L(A).
By using A to classify the samples, we made sure that a consistent DFA with at
most n states is guaranteed to exist.
We fixed k = 150, n = 10, and p = 0.2 and generated three sets of samples according
to the procedure described above, each of which consisting of 250 samples; we fixed
m = 2 for the first set, m = 5 for the second set, and m = 10 for the third set. Thus, our
second benchmark suite contains 750 samples in total.
We implemented the presented passive learning algorithms in Libalf. We used the
Glucoser SAT solver for Grinchtein, Leucker, and Piterman’s as well as Heule and
Verwer’s methods, and Microsoft’s Z3 SMT solver for Biermann and Feldman’s as well
as the SMT-based method. In all cases, we implemented the following search scheme:
we start with n = 1 and successively increase n by one until a minimal consistent DFA
is found. Since fixing variables for obviously different words gives the same additional
knowledge to every method, we decided to not implement this feature in order to
keep the implementation as simple as possible.
As to our knowledge, this benchmark suite originates from Oliveira and Silva [OS].
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All experiments were performed on an Intel Q quad core CPU at 2.83 GHz with
4 GiB of RAM running Ubuntu . LTS. Our implementation is not multi-threaded
and used a single core.
Since all passive learning algorithms produce minimal consistent DFAs, runtime
and memory consumption are the only interesting measures. To make benchmarking
a large number of samples possible and to guarantee equal conditions for all methods,
we imposed a runtime limit of 300 s and a memory limit of 3.5 GiB.
Results Figure . presents the results of our experiments. “HV” refers to Heule and
Verwer’s method, “GLP” to Grinchtein, Leucker, and Piterman’s methods, and “BF”
to Biermann and Feldman’s method.; “Success rate” is the quotient of the number of
samples for which the respective method found a minimal consistent DFA within 300
seconds and the total number of samples in the benchmark suite.
Figure .a shows the results on Heule and Verwer’s benchmark suite. The success
rate of all methods lay within a narrow band. The SMT-based method performed best,
closely followed by Heule and Verwer’s as well as Biermann and Feldman’s method.
Both of Grinchtein, Leucker, and Piterman’s methods performed almost equally and
ranked last.
Figure .b depicts the results on the second benchmark suite. All methods except
for Biermann and Feldman’s succeeded in learning a minimal consistent DFA for
almost all random samples over the alphabet Σ = [10]; Biermann and Feldman’s
method only succeeded in about one out of five of these samples. However, the results
on random samples over the alphabets Σ = [2] and Σ = [5] are more diverse: the SMT-
based method and Heule and Verwer’s method performed best; Grinchtein, Leucker
and Piterman’s unary encoding ranked third, followed by Grinchtein, Leucker and
Piterman’s binary encoding; Biermann and Feldman’s method failed on almost all
samples and ranked last.
Discussion The main result of our experimental evaluation is that the SMT-based
method and Heule and Verwer’s method excel the other methods in all of our ex-
periments (except for the experiments of the second benchmark suite with Σ = [10]).
Biermann and Feldman’s method proved to be competitive on the first benchmark
suite but performed poorly on all random samples. Also, both of Grinchtein, Leucker
and Piterman’s methods were unable to find solutions within the runtime limit for
more than half of all random samples over the alphabet Σ = [2]. In total, our experi-
ments suggest that the SMT-based method and Heule and Verwer’s method should be
preferred in applications. However, we want to point out that our findings differ from
both Grinchtein, Leucker, and Piterman’s as well as Heule and Verwer’s.
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(a) Results on Heule and Verwer’s benchmark suite.
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(b) Results on random samples.
Figure .: Performance of the passive learning algorithms described in Section .
on both benchmark suites. “HV” refers to Heule and Verwer’s method;
“GLP” refers to Grinchtein, Leucker, and Piterman’s methods; “BF” refers
to Biermann and Feldman’s method.
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Grinchtein, Leucker, and Piterman [GLP] report superior performance of the
unary encoding compared to the binary encoding, although in a different setting
where the passive learning is embedded in an active learning scenario. Their expla-
nation for this behavior is that in the case of the unary encoding, “the information
encoded in the SAT problem is less ‘packed’ allowing a SAT solver to perform more
optimizations” [GLP, Page ]. However, our experiments did not show a substan-
tial difference between the unary and the binary encoding, neither on the first nor on
the second benchmark suite.
Heule and Verwer [HV] evaluated their method as well as Grinchtein, Leucker,
and Piterman’s on the samples of the first benchmark suite. Heule and Verwer report
that their method found minimal consistent DFAs for all 810 samples in less than 200
seconds. This disagrees with our findings: in our experiments, Heule and Verwer’s
method solved about half of these samples. Moreover, the authors report a “huge differ-
ence” [HV, Page ] between their method and Grinchtein, Leucker, and Piterman’s,
which we could also not observe. However, it is likely that these discrepancies have to
be attributed to the use of different SAT solvers (Glucoser used in our experiments,
zChaff [MMZ+] used by Grinchtein, Leucker, and Piterman, and PicoSat [Bie]
used by Heule and Verwer).
Finally, let us comment on the fact that finding minimal consistent DFAs for larger
alphabets turned out to be simpler than for small alphabets. A detailed analysis of
the experimental results shows that samples over large alphabets often allow for
“small” consistent DFAs and, thus, many methods are able to find a solution. A likely
explanation for this is that only “few” words in samples over large alphabets share a
common suffix and, thus, need to be distinguished by different states. By contrast, a
sample of the same size over a small alphabet is likely to contain “many” words with
common suffixes, which requires more states to distinguish such words.
3.2 Active Learning of DFAs
The probably most famous learning setting is the active learning setting introduced by
Angluin [Ang]. In this setting, a learning algorithm—often called learner—learns a
regular target language L ⊆ Σ∗ over an a priori fixed alphabet Σ by actively querying
a teacher. The teacher has access to the language in question and can answer two
different types of queries: membership and equivalence queries.
Membership query On a membership query, the learner provides a word u ∈ Σ∗, and
the teacher replies “yes” or “no” depending on whether u ∈ L or not.
Equivalence query On an equivalence query, the learner conjectures a regular language,
typically given as a DFA A, and the teacher checks whether A is an equivalent
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description of the target language. Is this the case, then the teacher replies
“yes”; otherwise, the teacher returns a so-called counterexample u ∈ Σ∗ with
u ∈ L(A)⇔ u < L as a witness that L(A) and L are different.
The task associated with this learning setup is the following.
Definition . (Active learning of DFAs). Given a teacher capable of answering mem-
bership and equivalence queries, the active learning task is to compute a DFA of
minimal size that passes an equivalence query.
Note that active learning in the sense of Definition . guarantees that the resulting
DFA is unique since there exists a unique minimal DFA for each regular language.
A naïve algorithm can already solve the active learning task: since DFAs over a
fixed alphabet can be enumerated according to their size, a learning algorithm can
successively ask equivalence queries with DFAs from this enumeration until a DFA
passes the query. This shows that active learning can be done in a much simpler
setup that only allows equivalence queries without counterexamples. However, such a
naïve algorithm is surely infeasible in practice, and a learning algorithm should use
counterexamples and membership queries to improve performance.
Several learning algorithms for the learning task of Definition . have been devel-
oped. These algorithms typically run in time polynomial in two parameters: the size
of the minimal DFA recognizing the target language, which measures the complexity
of the target language, and the length of the longest counterexample returned by the
teacher, which measures the (in)efficiency of the teacher. In the remainder of this
section, we describe two popular algorithms in detail: Angluin’s algorithm [Ang]
in Section .. and Kearns and Vazirani’s algorithm [KV] in Section ... We
conclude in Section .. with a cursory description of a third learning algorithm due
to Rivest and Schapire [RS] and a comparison of the presented algorithms.
For the remaining section, fix an alphabet Σ and a regular target language L ⊆ Σ∗.
In addition, let AL = (QL,Σ,qL0 ,δL,FL) be the canonical minimal DFA accepting L as
defined in Section ..
3.2.1 Angluin’s Learning Algorithm
Angluin [Ang] has not only introduced the active learning setting but has also
provided an appropriate learning algorithm. Angluin’s algorithm works by approx-
imating the Nerode congruence ∼L of the target language L: starting with a coarse
approximation, the algorithm refines this approximation successively until the Nerode
congruence is computed exactly. This procedure then yields a DFA that is isomorphic
to the canonical minimal DFA of the target language.
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Angluin’s algorithm stores the information gathered during the learning process in
a so-called observation table O = (R,S,T ) where R ⊆ Σ∗ is a prefix-closed set of repre-
sentatives, S ⊆ Σ∗ is a set of separating words, and T : (R∪R ·Σ) ·S→ {0,1} is a mapping
that stores the table entries. Intuitively, R contains candidates for representatives of
the L-equivalence classes, whereas S contains words to distinguish the representatives.
Angluin’s algorithm makes sure that the data stored in the table always agrees with the
target language (i.e., it maintains T (u) = 1 if the teacher replies “yes” to a membership
query on u and T (u) = 0 if the teacher replies “no”); in other words, the algorithm
maintains T (u) = 1 if and only if u ∈ L for all u ∈ (R∪R ·Σ) · S.
Given an observation tableO, two words u,v ∈ R∪R ·Σ areO-equivalent, denoted by
u ∼O v, if T (uw) = T (vw) holds for all separating words w ∈ S. For brevity, we denote
the O-equivalence class of a word u ∈ R∪R ·Σ by [u]O = {v ∈ R∪R ·Σ | u ∼O v} (rather
than [u]∼O ).
It is not hard to verify that two L-equivalent words u,v ∈ R∪R ·Σ are always O-
equivalent because ∼O separates two words by only using the separating words in S.
More precisely, if u ∼L v, then uw ∈ L holds if and only if vw ∈ L holds for all w ∈ Σ∗.
Since this is in particular true for all w ∈ S, T (uw) = T (vw) holds for all w ∈ S. Thus,
u ∼L v implies u ∼O v. This in turn implies index(∼O) ≤ index(∼L).
The key idea of Angluin’s algorithm is to make the observation table closed and
consistent.
• An observation tableO is closed if for all u ∈ R and a ∈ Σ some v ∈ Rwith ua ∼O v
exists. If O is not closed, then Angluin’s algorithm adds ua to R and updates
O using membership queries. Note that R stays prefix-closed after adding ua
because R was prefix-closed before and u belongs to R. In addition, O does no
longer violate the closedness property for u and a (although the table might still
not be closed).
• An observation table is consistent if u ∼O v implies ua ∼O va for all u,v ∈ R and
a ∈ Σ. If O is not consistent, then there exist u,v ∈ R, a ∈ Σ, and w ∈ S with
u ∼O v and T (uaw) , T (vaw). In this case, Angluin’s algorithm adds aw to S
and updates O using membership queries. Now, the observation table no longer
violates the consistency property for u and v with respect to a (although the
table might still not be consistent).
Once the observation table is both closed and consistent, Angluin’s algorithm derives
a conjecture AO from the observation table. Similar to the construction of a DFA
from the Nerode congruence of a regular language, the O-equivalence classes of
representatives in R form the states of AO and ∼O determines the transitions. More
precisely, Angluin’s algorithm constructs the DFA AO = (QO,Σ,qO0 ,δO,FO) where
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• QO = {[u]O | u ∈ R};
• qO0 = [ε]O;
• FO = {[u]O | u ∈ R,T (u) = 1}; and
• δ([u]O, a) = [ua]O.
It is not hard to verify that AO is well-defined: The initial state is well-defined since
R is prefix-closed and, hence, ε ∈ R. Moreover, δO is well defined since O is closed
and consistent (i.e., δ([u]O, a) is well-defined for all u ∈ R and independent of the
representative v ∈ [u]O). The following lemma states that this construction results in
a DFA that works correctly on all representatives.
Lemma . (Angluin [Ang]). Let O = (R,S,T ) be a closed and consistent observation
table for a regular language L ⊆ Σ∗ and AO as defined above. Then, AO is correct on all
representatives u ∈ R (i.e., AO satisfies u ∈ L(AO) if and only if u ∈ L for all u ∈ R).
Proof of Lemma .. We first show that AO : [ε]O u−→ [u]O holds for all u ∈ R using
an induction over the length of the representative u. Note that all prefixes of u also
belong to R since R is prefix-closed.
Base case Let u = ε. Then, AO : [ε]O ε−→ [ε]O holds by definition of runs.
Induction step Let u = va. By induction hypothesis, we obtain AO : [ε]O v−→ [v]O.
Moreover, δ([v]O, a) = [va]O = [u]O holds by definition of δO since va = u ∈ R.
Thus, AO : [ε]O v−→ [v]O a−→ [va]O with [va]O = [u]O.
Now, consider a representative u ∈ R. Since AO : [ε]O u−→ [u]O and by definition of
FO, we obtain
u ∈ L(AO)⇔AO : [ε]O u−→ [u]O and [u]O ∈ FO
⇔ T (u) = 1
⇔ u ∈ L.
In addition to Lemma .,AO is isomorphic toAL ifO contains enough information
in that at least one representative of every ∼L-equivalence class is present in R (i.e,
index(∼O ∩R×R) = index(∼L) is satisfied). Note that the restriction ∼O ∩R×R of ∼O
on the set R of representatives still is an equivalence relation.
Lemma . (Angluin [Ang]). LetO = (R,S,T ) be a closed and consistent observation ta-
ble for a regular language L ⊆ Σ∗. If index(∼O ∩R×R) = index(∼L), thenAO is isomorphic
to AL.
 3 Algorithmic Learning of Finite Automata
Proof of Lemma .. Let O be closed and consistent, index(∼O ∩R×R) = index(∼L),
and AO be the DFA derived from O.
We first show by induction over the length of words u ∈ Σ∗ that the run of AO on u
is AO : [ε]O u−→ [u′]O with u′ ∈ R and u′ ∼L u. This fact implies L(AO) = L because
u ∈ L(AO)⇔AO : [ε]O u−→ [u′]O with u′ ∈ R and [u′]O ∈ FO
⇔ T (u′) = 1
⇔ u′ ∈ L
⇔ u ∈ L.
Base case Let u = ε. Then, AO : [ε]O ε−→ [ε]O holds by definition of runs. Since ∼L is
a congruence (and in particular reflexive), ε ∼L ε holds.
Induction step Let u = va and AO : [ε]O v−→ [v′]O a−→ [v′′]O be the run of AO on u
where v′ ,v′′ ∈ R. Applying the induction hypothesis now yields v′ ∼L v. Since
∼L is a congruence, we also know that v′a ∼L va holds. Furthermore, v′a ∼O v′′
holds by construction ofAO because the transition δO([v′]O, a) = [v′′]O was used
in the run. Since index(∼O ∩R×R) = index(∼L) (and since u ∼L v implies u ∼O v
for all u,v ∈ R), we obtain v′a ∼L v′′. In total, this shows u = va ∼L v′a ∼L v′′.
In conclusion, the fact that AO is isomorphic to AL follows from L(AO) = L and
|AO| = index(∼O ∩R×R) = index(∼L) = |AL|.
Algorithm . presents Angluin’s algorithm in pseudo code. The algorithm proceeds
in rounds: in every round, Angluin’s algorithm makes the table closed and consistent;
once this is the case, Angluin’s algorithm constructs a conjecture, which it submits
to an equivalence query. The learning terminates once the teacher replies “yes” on
an equivalence query. However, if the teacher returns a counterexample u ∈ Σ∗, the
algorithm adds u and all of its prefixes to R and updates the table. By adding all
prefixes of u as new representatives, Angluin’s algorithm makes sure that there is
enough additional information to discover a new L-equivalence class. Once the table
has been updated, the algorithm continues with the next iteration.
After every extension of the table, the function update(O) conducts a membership
query for every table entry u ∈ (R∪R ·Σ) · S for which no membership information is
yet present: if the teacher replies “yes” on a membership query with u, it sets T (u) = 1;
if the answer is “no”, it sets T (u) = 0. This way, the table entries always agree with the
target language.
To gain a better understanding of Angluin’s algorithm, the following example
illustrates its functioning.
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Algorithm .: Angluin’s active learning algorithm.
Input: A teacher for a regular language L ⊆ Σ∗.
 Initialize the observation table O = (R,S,T ) with R = S = {ε} and update(O).
 repeat
 while O is not closed or not consistent do
 if O is not closed then
 Pick u ∈ R and a ∈ Σ with [ua]O ∩R = ∅.
 R← R∪ {ua}.
 update(O).
 end
 if O is not consistent then
 Pick u ∼O v ∈ R, a ∈ Σ, and w ∈ S with T (uaw) , T (vaw).
 S← S ∪ {aw}.
 update(O).
 end
 end
 Construct AO and perform an equivalence query with AO.
 if the teacher returns a counterexample u then
 R← R∪Pref(u).
 update(O).
 end
 until the teacher replies “yes” to the equivalence query with AO.
 return AO.
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O0 ε
ε 0
a 0
b 1
O1 ε
ε 0
b 1
a 0
ba 0
bb 0
O2 ε
ε 0
b 1
bb 0
bbb 0
a 0
ba 0
bba 0
bbba 0
bbbb 0
O3 ε b
ε 0 1
b 1 0
bb 0 0
bbb 0 0
a 0 1
ba 0 1
bba 0 0
bbba 0 0
bbbb 0 0
Figure .: The sequence of observation tables produced during the run of Angluin’s
algorithm in Example ..
Example .. Let us consider the target language L ⊆ {a,b}∗ accepted by the DFA A
depicted below. It is not hard to verify that A is the minimal DFA recognizing L.
a
b
a
b
a,b
Figure . shows the sequence of observation tables that Angluin’s algorithm pro-
duces in this example. The observation tables are indexed with the iteration of the
outer loop of Algorithm . (Lines  to ) in which they are produced. Each table is
separated into an upper part and a lower part: the upper parts contain information
about representatives, whereas the lower parts contain information about words from
R ·Σ that are no representatives themselves. The representatives are located in the first
column, and the separating words are located in the first row. Both representatives and
distinguishing words are printed in italics. Note that a table entry T (u) might occur
more than once in this depiction; for instance, the entry T (bb) in the table O3 can be
found in the row of b and bb. This lengthy depiction, however, allows recognizing
O-equivalent representatives easily because such representatives have identical rows.
Angluin’s algorithm starts by initializing the empty observation table O0 with
R = S = {ε}. The table O0 is not closed because there exists no representative that is
O0-equivalent to b. Hence, Angluin’s algorithm adds b to R and updates the table,
resulting in the observation table O1.
The observation table O1 is both closed and consistent, and Angluin’s algorithm
derives the conjecture AO1 , which is depicted below (for the sake of readability, we
omit the subscripts of equivalence classes in the picture).
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[ε] [b]
a
b
a,b
An equivalence query withAO1 reveals thatAO1 is not equivalent to L, and the teacher
returns a counterexample, say bbb. The algorithm now adds bbb and all of its prefixes
to R and updates the table. This results in the observation table O2.
The observation table O2 is not consistent since ε ∼O2 bb but T (ε · b · ε) = T (b) and
T (bb · b · ε) = T (bbb) disagree. Thus, Angluin’s algorithm adds b to S and updates the
table, resulting in the observation table O3.
The observation table O3 is both closed and consistent. Angluin’s algorithm now
derives the conjecture AO3 , which is equivalent to A. Hence, the teacher returns “yes”
on an equivalence query with AO3 . Then, Angluin’s algorithm terminates and returns
the DFA AO3 , which is isomorphic to AL. /
The following theorem summarizes the main properties of Angluin’s algorithm.
Theorem . ([Ang]). Given a teacher for a regular target language L ⊆ Σ∗, Algo-
rithm . learns a DFA isomorphic to the canonical minimal DFA AL in time polynomial
in the size n of AL and the length m of the longest counterexample returned by the teacher.
It asks O(n) equivalence queries and O(mn2) membership queries.
Proof of Theorem .. We split the proof into two parts. We first show that Algo-
rithm . terminates and returns a DFA isomorphic to AL. Then, we estimate the
number of membership and equivalence queries.
Let n = index(∼L).
Correctness We begin by noting the following facts about the observation table
O = (R,S,T ) during the run of Algorithm ..
. If O is not closed, Angluin’s algorithm adds a new representative to R whose
O-equivalence class is not yet represented by a word in R. If O is not consis-
tent, the algorithm adds a new separating word to S, which now separates two
representatives that were O-equivalent before. In both cases, index(∼O ∩R×R)
increases.
. After inserting a counterexample and all of its prefixes, the observation table
is no longer closed, or no longer consistent, or index(∼O ∩R×R) increased. To
prove that these are the only cases possible, we show that index(∼O ∩R×R)
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has to increase if O stays closed and consistent after processing a counterexam-
ple. Thus, let O = (R,S,T ) be a closed and consistent observation table, u the
counterexample returned by the teacher on an equivalence query with AO, and
O′ = (R′ ,S ′ ,T ′) the observation table after the counterexample u has been added.
Towards a contradiction, suppose that O′ is closed and consistent, and assume
further that index(∼O ∩R×R) = index(∼O′ ∩R′ ×R′) holds. In this situation, Al-
gorithm . produces the same conjecture again because the construction of
conjectures is independent of the representatives. That means that AO and AO′
are isomorphic. By Lemma ., we know that AO′ works correctly on all words
from R′, and in particular on u. Hence, also AO works correctly on u. This is a
contradiction because u is a counterexample returned on an equivalence query
with AO.
Observation  implies that the observation table is both closed and consistent
once index(∼O ∩R×R) = n; otherwise, Angluin’s algorithm extends the table and
index(∼O ∩R×R) increases, which contradicts index(∼O ∩R×R) ≤ index(∼O) ≤ n. As
long as |AO| = index(∼O ∩R×R) < n, the DFA AO necessarily accepts a language
different from L and the teacher returns a counterexample. Moreover, Observation 
in combination with Observation  implies that index(∼O ∩R×R) increases between
consecutive equivalence queries. Thus, index(∼O ∩R×R) = n holds eventually. Once
this is the case, the observation table is closed and consistent, and Lemma . ensures
thatAO is isomorphic toAL. Then,AO passes an equivalence query and Algorithm .
terminates and returns a DFA that is isomorphic to AL.
Complexity Due to Observation , the observation table can be not closed or not
consistent at most n times. If the table is not closed, adding a new representative to
R and updating the table requires at most |Σ| · |S |membership queries. If the table is
not consistent, adding a new separating word to S and updating the table requires at
most |Σ| · |R|membership queries.
In addition, Algorithm . constructs at most n incorrect conjectures because
index(∼O ∩R×R) increases between consecutive equivalence queries and is bounded
by n. By adding a counterexample and its prefixes to the table, R may increase by at
most m where m is the length of the longest counterexample returned by the teacher.
Thus, updating the table in the case of a counterexample requires at most m · |Σ| · |S |
membership queries.
In summary, the size of the table is in O(mn2) since |R| ≤mn, |S | ≤ n, and Σ is fixed
a priori. Thus, Algorithm . asks O(n) equivalence queries and O(mn2) membership
queries. Checking for closedness and consistency, extending and updating the table,
as well as constructing conjectures can be done in time polynomial in the size of the
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table. Hence, Algorithm . terminates in time polynomial in m and n if implemented
properly.
3.2.2 Kearns and Vazirani’s Learning Algorithm
Kearns and Vazirani’s learning algorithm [KV] is another algorithm designed to
learn a regular target language L ⊆ Σ∗ in Angluin’s active learning setting. Like An-
gluin’s algorithm, Kearns and Vazirani’s algorithm computes an approximation of the
target language’s Nerode congruence, which it refines until the Nerode congruence is
computed exactly. However, Kearns and Vazirani’s algorithm tries to avoid unneces-
sary membership queries and organizes its data in a binary tree rather than a table.
This tree contains exactly one representative for each L-equivalence class discovered
so far and only uses a subset of separating words to witness that two representatives
are not L-equivalent. Angluin’s algorithm, on the other hand, potentially stores several
representatives for an L-equivalence class. Moreover, it queries information for all
combinations of representatives and separating words.
Recall that we assume L ⊆ Σ∗ to be a regular language, ∼L the Nerode congruence
of L, and AL the canonical minimal DFA accepting L. We simplify the following
description somewhat by assuming L , ∅ and L , Σ∗. Kearns and Vazirani’s algorithm
takes care of these situations in a separate preprocessing step.
Like Angluin’s algorithm, Kearns and Vazirani’s learning algorithm stores its learned
data in two nonempty setsR,S ⊆ Σ∗. The setR consists of representatives that are used to
represent the equivalence classes of ∼L. The algorithm ensures that all representatives
are distinct in the sense that there are no two representatives in R that represent
the same L-equivalence class, hence, preserving |R| ≤ index(∼L). The set S consists of
separating words that are used to witness that two different representatives indeed
represent different equivalence classes. More formally, Kearns and Vazirani’s algorithm
keeps a separating word v ∈ S for any two representatives u , u′ ∈ R such that
uv ∈ L ⇔ u′v < L is satisfied. Furthermore, the algorithm guarantees ε ∈ R (i.e.,
a representative for the equivalence class [ε]L is always present) and ε ∈ S (i.e.,
representatives belonging to L can be distinguished from those not belonging to L).
The algorithm organizes R and S in an ordered binary tree tR,S called classification
tree (we drop the subscript if R and S are clear from the context). The inner nodes
are labeled with words of S, whereas the leaf nodes are labeled with words of R. The
idea is to place a separating word v ∈ S at the root and partition all representatives
u ∈ R depending on whether uv ∈ L or not: all representatives with uv < L are put in
the left subtree whereas all representatives with uv ∈ L are put in the right subtree.
This procedure is recursively repeated at each subtree (a separating word v ∈ S might
be used more than once) until all representatives are put in their own leaf node. In
 3 Algorithmic Learning of Finite Automata
this way, any two representatives u , u′ ∈ R are distinguished by the separating word
of their least common ancestor in the tree. The algorithm labels the root node with
ε ∈ S to ensure that the representatives belonging to L are put in the root node’s right
subtree, whereas all other representatives are put in the left subtree. In the course of
the learning process, the algorithm grows the tree preserving the properties described
above.
From the classification tree t, Kearns and Vazirani’s algorithm constructs a conjec-
ture DFA At = (Qt ,Σ,qt0,δt ,Ft) in the following way. Representatives are used as states
and, hence, the set of states is Qt = R. Final states are those representatives u ∈ R
that are located in the right subtree of the root node (i.e., for which u · ε ∈ L holds).
Moreover, the initial state is qt0 = ε; remember that ε is always an element of R.
Kearns and Vazirani’s algorithm determines transitions of At by using so-called
sifting operations. Suppose that we want to define the transition δt(u,a) for some u ∈ R
and a ∈ Σ. A natural choice is a state (i.e., a representative) u′ ∈ R that has the same
“behavior” (with respect to the classification tree) as the word ua. Such a representative
can be found by sifting ua down t: starting at the root node, we descent at an inner
node labeled with a separating word v ∈ S to the left if uav < L or to the right if
uav ∈ L; we repeat this step recursively until we reach a leaf node. We denote the
representative reached by sifting u down t by siftt(u). The transitions of At are then
defined by δt(u,a) = siftt(ua) where u ∈ R and a ∈ Σ. Note that one can perform a
sifting operation efficiently using membership queries, whose number depends on the
height of the tree.
Algorithm . is a pseudo code implementation of Kearns and Vazirani’s learning
algorithm. The algorithm starts with a preprocessing step (Lines  to ) in which
it covers the cases L = ∅ and L = Σ∗. It first asks a membership query with ε. If the
teacher replies ε ∈ L, it conjectures L = Σ∗ and asks an equivalence query with the
one-state DFA AΣ∗ that accepts Σ∗. If the teacher replies ε < L, it conjectures L = ∅ and
asks an equivalence query with the one-state DFA A∅ that accepts the empty set. If
the respective query passes, the algorithm halts and outputs the corresponding DFA.
If the teacher returns a counterexample w to the equivalence query, the algorithm
sets S = {ε} and R = {ε,w}. Moreover, it initializes the classification tree. The initial
tree consists of a root node labeled with ε and two leaf nodes. If ε ∈ L, the left leaf
node is labeled with w and the right one with ε. If ε < L, the left leaf node is labeled
with ε and the right one with w.
Kearns and Vazirani’s algorithm proceeds by asking an equivalence query with the
DFA At. As long as |R| < index(∼L), not all L-equivalence classes have been discovered.
Thus, L(At) is necessarily different from L, and an equivalence query returns a coun-
terexample. The algorithm uses this counterexample to identify a new representative
and, thus, a currently unknown L-equivalence class.
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Algorithm .: Kearns and Vazirani’s active learning algorithm.
Input: A teacher for a regular language L ⊆ Σ∗.
 Ask a membership query with ε.
 if ε ∈ L then
 Ask an equivalence query with the one-state DFA AΣ∗ with L(AΣ∗) = Σ∗.
 else
 Ask an equivalence query with the one-state DFA A∅ with L(A∅) = ∅.
 end
 if the teacher replies “yes” to the equivalence query then
 return the corresponding DFA.
 end
 Set S = {ε} and R = {ε,w} where w is the counterexample of the equivalence query.
 Initialize the classification tree t.
 repeat
 Construct At, and ask an equivalence query on At.
 if the teacher returns a counterexample w = a1 . . . am then
 Identify a breakpoint position i ∈ {1, . . . ,m}.
 R← R∪ {ui−1ai}, S← S ∪ {ai+1 . . . am}.
 Update t by splitting the leaf node labeled with ui .
 end
 until the teacher replies “yes” to the equivalence query with At.
 return At.
Suppose that the teacher returns the counterexample w = a1 . . . am. Kearns and
Vazirani’s algorithm now simulates the run At : u0 a1−→ u1 a2−→ . . . am−−→ um of At on
w and searches for a so-called breakpoint position at which the conjecture is wrong
when processing the remaining input. Formally, a breakpoint position is an index i ∈
{1, . . . ,m} that satisfies ui−1ai . . . am ∈ L⇔ uiai+1 . . . am < L where uj is the representative
that At reaches after reading a1 . . . aj ; in particular, u0 = ε. Note that a breakpoint
position necessarily exists sincew is a counterexample andw = u0a1 . . . am ∈ L⇔ um < L
holds.
A breakpoint position reveals that the words ui−1ai and ui belong to two different
L-equivalence classes, which is witnessed by ai+1 . . . am. However, since δt(ui−1, ai) = ui ,
the word ui−1ai is sifted into the leaf node labeled with ui . This means that the
representative ui incorrectly represents two different L-equivalence classes, namely
[ui−1ai]L and [ui]L. In fact, the word ui−1ai is a new representative because it is already
distinguished from all other representatives except from ui (since siftt(ui−1ai) = ui)
but needs to be distinguished from ui .
To reflect this new knowledge, the learning algorithm chooses a breakpoint posi-
tion i (if there exist more than one, the choice is arbitrary). Then, it adds the new
 3 Algorithmic Learning of Finite Automata
ε
ε b ε b
a
b
a,b
(a) The classification tree t1 and the DFAAt1 .
ε
b
bb ε
b ε b
bb
a
b
a
b
a,b
(b) The classification tree t2 and the DFA At2 .
Figure .: Classification trees and conjectures produced in Example ..
representative ui−1ai to R and the separating string ai+1 . . . am to S (if it is not already
contained). Moreover, it splits the leaf node labeled with ui by replacing it with a
subtree consisting of an inner node labeled with ai+1 . . . am and two leaf nodes labeled
with ui−1ai and ui ; the order of these leaf nodes is determined by a membership query.
Kearns and Vazirani’s algorithm is then ready to produce the next conjecture.
Note that there can be several breakpoint positions for a single counterexample.
Moreover, the same counterexample might be returned more than once during the
learning process, thus, leading to different breakpoint positions. The correctness of
Kearns and Vazirani’s algorithm, however, does not depend on a particular choice of
the breakpoint position.
The following example illustrates the functioning of Kearns and Vazirani’s algo-
rithm.
Example .. To illustrate how Kearns and Vazirani’s algorithm works, let us recon-
sider the target language L1 ⊆ {a,b}∗ from Example . on Page .
In the preprocessing step, Algorithm . asks a membership query with ε, and the
teacher replies ε < L. Thus, the algorithm asks an equivalence query with the DFA A∅
that accepts the empty set. Since L1 , ∅, the teacher returns a counterexample, say b.
Algorithm . now sets S = {ε} and R = {ε,b}. Furthermore, it initializes the classifi-
cation tree t1 to be the tree depicted on the left hand side of Figure .a.
Next, it constructs the DFAAt1 , which is shown on the right hand side of Figure .a,
and asks an equivalence query with this automaton. Since L(At1) , L1, the teacher
returns a counterexample, say bbb.
Algorithm . now searches for a breakpoint position i ∈ {1,2,3}. To this end, it
simulates the run
At1 : ε b−→ b b−→ ε b−→ b,
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which yields u0 = u2 = ε and u1 = u3 = b. Next, Algorithm . performs membership
queries to identify a breakpoint position:
• For i = 0, it obtains u0bbb = bbb < L and u1bb = bbb < L.
• For i = 1, it obtains u1bb = bbb < L and u2b = b ∈ L.
• For i = 2, it obtains u2b = b ∈ L and u3ε = b ∈ L.
Thus, i = 2 is the only breakpoint position, and Kearns and Vazirani’s algorithm
extends R with the new representative bb and S with the new separating word b.
Furthermore, it replaces the leaf node labeled with ε with a subtree consisting of an
inner node labeled with b and two leaf nodes labeled with ε and bb, respectively. The
resulting classification tree t2 is depicted on the left hand side of Figure .b.
Finally, Algorithm . constructs At2 , which is depicted on the right hand side of
Figure .b. Since L(At2) = L1, the conjecture At2 passes an equivalence query and the
learning terminates. /
The following theorem summarizes the key properties of Kearns and Vazirani’s
active learning algorithm.
Theorem . (Kearns and Vazirani [KV], see also Balcázar et al. [BDGW]). Given
a teacher for a regular target language L ⊆ Σ∗, Algorithm . learns a DFA isomorphic to
the canonical minimal DFA AL in time polynomial in the size n of AL and the length m of
the longest counterexample returned by the teacher. It asks exactly n equivalence queries
and O(n2 +n log2m) membership queries.
Proof of Theorem .. The cases L = ∅ and L = Σ∗ are handled in Lines  to . In both
cases, Algorithm . asks one membership and one equivalence query. Moreover, it is
not hard to see that Algorithm . returns a DFA isomorphic to AL in these cases and
that the effort to do so is constant.
We split the proof for all other cases into two parts. We first argue that the algorithm
is correct (i.e., it terminates and returns a DFA that is isomorphic to AL). Then, we
estimate the number of membership and equivalence queries.
Correctness We begin with two observations about the sets R and S and the classifica-
tion tree t during the run of Algorithm ..
. Representatives are pairwise not L-equivalent. More formally, for any two repre-
sentatives u,u′ ∈ R with u , u′ there exists an inner node of t labeled with v ∈ S
such that uv ∈ L⇔ u′v < L. Hence, u L u′.
. siftt(u) = u holds for all representatives u ∈ R.
 3 Algorithmic Learning of Finite Automata
As long as L(At) is different from L, Algorithm . extends R with a new representa-
tive in every iteration of its main loop (Lines  to ), thereby increasing |R| by one.
Moreover, |R| ≤ index(∼L) holds due to Observation . Thus, we need to show that At
is isomorphic to AL once |R| = index(∼L).
To this end, suppose |R| = index(∼L). The key idea is to prove that the classification
tree then stores enough information about L to determine the L-equivalence classes of
arbitrary words. More formally, we claim that then w ∼L siftt(w) holds for all w ∈ Σ∗.
Towards a contradiction, let w ∈ Σ∗ such that w L siftt(w). Due to Observation 
and |R| = index(∼L), there exists a representative u ∈ R with u ∼L w and, hence,
u , siftt(w). Additionally, since u and siftt(w) are two representatives with u , siftt(w)
and due to Observation , there exists an inner node labeled with v ∈ S such that
uv ∈ L⇔ siftt(w)v < L. However, siftt(w)v ∈ L⇔ wv ∈ L holds because w is sifted into
siftt(w). This means that w L u, which is witnessed by v. This is a contradiction.
We are now set for showing that At is isomorphic to AL. To this end, we define
the function f : Qt → QL by f (u) = [u]L where u ∈ Qt = R and claim that f is an
isomorphism betweenAt andAL. First, we note that f is injective due to Observation .
Then, surjectivity of f immediately follows because |Qt | = index(∼L) = |QL| and f is
injective.
It is left to show that f is a homomorphism (i.e., that it satisfies f (δt(u,a)) =
δL(f (u), a) for all u ∈ R and a ∈ Σ). This is proven by the equations
f (δt(u,a)) = f (siftt(ua)) = [siftt(ua)]L = [ua]L = δL([u]L, a) = δL(f (u), a),
where [siftt(ua)]L = [ua]L holds since ua ∼L siftt(ua) and [ua]L = δL([u]L, a) holds by
definition of AL (see the definition of AL on Page ).
Complexity The main loop of Algorithm . repeats exactly n− 1 times where n =
index(∼L). Due to the way Algorithm . extends the classification tree, the tree
contains at most n leaf nodes, at most n− 1 inner nodes, and its height is bounded by
n. Hence, each sifting operation requires at most n− 1 membership queries.
A naïve implementation of Kearns and Vazirani’s algorithm constructs the DFA
At from scratch in every iteration of the main loop. This requires |R| · |Σ| ≤ n|Σ|
sifting operations. Once the construction has been completed, the algorithm asks an
equivalence query with At. If the teacher returns a counterexample, it takes at most m
membership queries to analyze the counterexample; remember that m is defined to
be the length of the longest counterexample returned during the learning process. In
summary, a naïve implementation of Algorithm . asks exactly n equivalence queries
(one in its initialization phase and n− 1 in its main loop) and O(n3 +nm) membership
queries.
3.2 Active Learning of DFAs 
Table .: An overview of popular active learning algorithms with respect to their
query complexity. The parameter n denotes the size of AL, and m denotes
the length of the longest counterexample returned by the teacher.
Learning algorithm Membership queries Equivalence queries
Angluin’s algorithm O(n2m) ≤ n
Kearns and Vazirani’s algorithm O(n2 +n log2m) n
Rivest and Schapire’s algorithm O(n2 +n log2m) ≤ n
An improved version of Algorithm . caches membership queries that are asked
during the construction of At. Since representatives and separating words are added
to the classification tree but never altered or deleted, it is indeed sufficient to pose
a membership query with uav for u ∈ R, a ∈ Σ, and v ∈ S only once. Moreover, a
breakpoint position can be found more efficiently using a binary search. This improved
version of Kearns Vazirani’s algorithm also asks exactly n equivalence queries but
requires only O(n2 +n log2m) membership queries.
Finally, let us note that all operations on the classification tree can be performed
in time polynomial in the number of nodes of the tree. Furthermore, analyzing a
counterexample can be done in time linear in the length of the counterexample. Thus,
Algorithm . runs in time polynomial in m and n if implemented properly.
3.2.3 Comparison
Besides Angluin’s algorithm and Kearns and Vazirani’s algorithm, there exists a third
popular active learning algorithm due to Rivest and Schapire [RS]. Rivest and
Schapire’s algorithm uses a reduced version of Angluin’s observation table that stores
exactly one representative per L-equivalence class. This has the advantage that the
algorithm needs to store less data and asks less memberships queries. The improved
observation table additionally removes the need for consistency checks since it guar-
antees that representatives are pairwise not L-equivalent. However, adding a coun-
terexample to the table in the same way as done in Angluin’s algorithm is no longer
possible. Instead, Rivest and Schapire use the method based on finding a breakpoint
position by means of a binary search as in Kearns and Vazirani’s algorithm. (In fact,
this method has originally been introduced by Schapire [Sch].)
Table . compares the discussed active learning algorithms on the basis of their
query complexity. Although Rivest and Schapire’s algorithm is the superior algorithm
from a theoretical perspective, it is worth pointing out two subtle, yet important points.
First, the actual number of equivalence queries posed by Angluin’s algorithm as well
as Rivest and Schapire’s algorithm can vary considerably depending on the target
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language. In comparison to Rivest and Schapire’s algorithm, Angluin’s algorithm might
require less equivalence queries because it potentially derives more information from
counterexamples (as it adds counterexamples on the whole to the observation table).
However, Angluin’s way of processing counterexamples requires more membership
queries. Second, Kearns and Vazirani’s algorithm might need less membership queries
than Rivest and Schapire’s algorithm due to the more compact representation of
the learned data; recall that Kearns and Vazirani’s algorithm uses a classification
tree, which distinguishes representatives using a subset of the separating words,
whereas Rivest and Schapire’s algorithm uses an observation table in which every
combination of representative and separating word is stored. In summary, the choice
of the learning algorithm should depend on how “expensive” answering equivalence
queries in comparison to answering membership queries is. An appropriate choice
can considerably improve the performance of the overall algorithm.
Let us conclude the section on active learning with a remark about the runtime
of the discussed algorithms. We showed (e.g., in Theorems . and .) that each
algorithm runs in time polynomial in the size of the minimal DFA accepting the target
language and the length of the longest counterexample returned by the teacher. In
an application, however, it is clearly not enough to merely consider the runtime of
the learning algorithm, but one also needs to take the time (and space) needed by the
teacher to answer queries into account. In addition, the way how the teacher produces
counterexamples influences the overall performance significantly. Thus, a meaningful
complexity analysis has to be based on the combined runtime of the learner and the
teacher.
However, in many applications (e.g., when the target language is not unique or when
the target language is not regular) it is difficult to analyze the teacher’s or the learner’s
exact complexity. In the first example, the lack of a unique target language does only
allow to estimate the complexity with respect to the automaton eventually learned,
which might not be related to the size of the input at all. In the second example,
a learning algorithm is not guaranteed to terminate, which renders a complexity
analysis useless. Therefore, we decided to omit a comprehensive theoretical analysis
in such cases in favor of an efficiency proof by means of experimental evidence.
3.3 Libalf: the Automata Learning Framework
Libalf [BKK+] is a comprehensive, open-source program library for learning finite
automata. It was used for a large share of the experiments conducted in this thesis,
and many of the learning algorithms used or developed in later chapters have been
integrated into the library.
3.3 Libalf: the Automata Learning Framework 
Table .: Summary of learning algorithms implemented in Libalf.
Algorithms
Active Angluin’s algorithm (two variants); the Angluin-style learner (see Sec-
tion ..); the CEGAR-style learner (see Section ..); Kearns and Vazi-
rani’s algorithm; NL*; Rivest and Schapire’s algorithm
Passive Biermann and Feldman’s algorithm (for passive learning without mini-
mality constraint); Biermann and Feldman’s method; DeLeTe; Heule and
Verwer’s method; Grinchtein, Leucker, and Piterman’s (unary and binary)
methods; RPNI; the SMT-based method
The development of Libalf began with Kern’s thesis [Ker]. When Libalf was
released in , it comprised a total of nine learning algorithms, grouped into five
active and four passive learning algorithms. At the time of writing, Libalf features
seven active and eight passive learning algorithms. Table . compiles a full list.
Libalf unifies both active and passive learning techniques in a single easy-to-use and
easy-to-extend library. The emphasis is on learning deterministic and nondeterministic
finite automata but many algorithms are also capable of learning more complex
automata models such as Moore machines. The library is written in C++ and designed
for both research and application.
Libalf’s key features are high flexibility and simple extensibility. High flexibility
refers to the ability to let the user easily switch between learning algorithms and
knowledge sources (often by changing only a single line of code). This allows one to
easily experiment with different learning algorithms and to compare their assets and
drawbacks in particular applications. In fact, all of Libalf’s components are meant to
be used in a plug-and-play manner, and no knowledge about the implementation is
needed. Simple extensibility, on the other hand, refers to Libalf’s generic structure,
which allows developers to easily enrich Libalf with additional features, such as new
learning algorithms, advanced automata models, domain-specific optimizations, and
so on.
The library was designed to fit seamlessly into diverse environments. It runs on
Microsoft Windows, Linux, and Mac OS (on both 32- and 64-bit architectures) and
features a Java interface (which is based on the Java Native Interface). Additionally,
Libalf provides a network-based client and server, which allows running Libalf
remotely (e.g., on a high-performance machine).
Internally, Libalf represents words as lists of symbols where each symbol is an
integer data type. Thus, the maximal size of an alphabet is 232 or 264 depending on
the architecture of the target machine. Libalf uses a template mechanism to associate
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words and their classifications, which makes it possible to use any C++ object as a
classification of words.
The Libalf library has built-in support for several automata classes such as Mealy
machines, Moore machines, as well as deterministic and nondeterministic finite au-
tomata. A Libalf automaton is derived from a generic yet simple interface, which
makes adding new automata classes easy. Furthermore, Libalf provides an interface
to the AMoRE finite automata library [KMP+] should there be demand for a more
powerful automaton library.
Libalf’s main components are the learning algorithms and the so-called knowl-
edgebase. The knowledgebase is an efficient, tree-like data structure to store words
and their classifications. Each learning algorithm is associated with a knowledgebase,
which serves as a buffer for the communication between the learning algorithm and
the teacher. The gain of such external data storage is that the user is independent of
the actual choice of the learning algorithm. In this way, it becomes possible to swiftly
interchange different learning algorithms or to run them on the basis of the same data.
Libalf also features several domain-specific optimizations (which we do not want
to discuss here) and auxiliary components to ease development and debugging. Most
notable in this context are Libalf’s adjustable logging facility, extensive usage, time,
and memory statistics, and methods to generate GraphViz visualizations.
Finally, it is worth noting that Libalf was not only used in Kern’s and this thesis
but also proved its usefulness in various other works. To name but a few, Libalf is
used for learning workflow petri nets [ELS], for the analysis of probabilistic systems
[FKP, FKP], and also the next generation learnlib [MSHM] offers an interface
to Libalf.
4
Regular Model Checking
Our first application scenario for automata learning in the context of verification
is Regular Model Checking. Regular Model Checking is a special type of Model
Checking in which the program—or system—at hand is modeled symbolically in
terms of finite automata. More precisely, configurations of a program are modeled as
finite words, sets of configurations as regular languages, and the program’s semantic
(i.e., its transitions) as a rational relation over pairs of configurations. A key motivation
for modeling programs in terms of regular languages is that (deterministic) finite
automata provide an efficient representation of large and infinite state spaces.
We here consider the verification of safety properties as in the case of the original
Regular Model Checking framework [KMM+]. More precisely, we want to verify
that a given program does not allow for an execution that starts in a set I of initial
configurations and ends in a dedicated set B of bad configurations; the bad configurations
describe conditions of the program that must not occur during its execution. However,
this question is undecidable in general and tools for Regular Model Checking are,
therefore, necessarily incomplete (i.e., they give the correct answer on termination
but are not guaranteed to halt). Nonetheless, good results of such algorithms were
reported for a large number of practical applications [Leg, BFL].
In general, verification techniques can broadly be classified into two categories:
white-box techniques, which have complete access to the internals of the program in
question, and black-box techniques, which are (largely) agnostic of the program and
typically obtain their information from an external source.
The majority of existing tools and techniques for Regular Model Checking, such
as Faster [BFL] and T(o)rmc [Leg], fall in the first category as they directly
We assume a familiarity with the fundamentals of Model Checking and refer the reader to Baier and
Katoen [BK] for an introduction to this topic.
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manipulate the input-automata. A general advantage of white-box techniques is that
they can use every bit of information available to reason about the given program. At
the same time, however, complete knowledge of a (potentially complex) program can
also be disadvantageous, and building a verification procedure that works cognizant
of the program is hard, simply due to the fact that one has to handle the complex logic
of the program. In the context of Regular Model Checking, for instance, the size of the
input-automata (which provides a natural measure for the complexity of the program)
is a prime factor for the actual performance of algorithms. In fact, the applicability of
tools such as Faster and T(o)rmc is often seriously limited in practical applications
by the size of the input-automata.
Black-box techniques, on the other hand, offer an elegant solution to this problem
as they avoid working directly on the given automata. Automata learning seem partic-
ularly useful in this context: since such techniques are agnostic to the complexity of
the program at hand and obtain their information from sample executions or from an
external information source, they typically produce simple solutions. Another promis-
ing feature is that automata learning algorithms are good at generalizing from few
information, whereas white-box algorithms often struggle with the comprehensive
knowledge they posses about the program. Moreover, the complexity of learning-
based algorithms usually depends on the final result but not immediately on the
input. Therefore, developing learning-based black-box techniques for Regular Model
Checking seems worthwhile.
The objective of this chapter is to study how automata learning can advance the
state-of-the-art in Regular Model Checking. To this end, we develop several learning-
based algorithms and contrast them with existing tools. Our algorithms are based upon
an approach commonly used to verify safety properties: we search for an invariant
of the program that contains at least the reachable configurations and is disjoint
from the set of bad configurations. More precisely, we aim for a set Inv of program
configurations that
• contains all of the initial configurations in I ;
• contains none of the bad configurations in B; and
• is inductive (i.e., c ∈ Inv implies c′ ∈ Inv for all transitions (c,c′) of the program).
Such a set is in fact enough to prove a program correct because it witnesses that
there is no way to reach a bad configuration from an initial configuration. Since
program configurations are modeled as finite words, we use DFAs as representations
of invariants. We introduce all necessary formalisms and notations in Section ..
The pivotal idea of the algorithms presented next is to separate the program to verify
from the actual invariant synthesis algorithm and use Angluin’s learning framework
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as a standard protocol for data exchange: a membership query corresponds to the
question whether a configuration is to be included in an invariant, whereas an equiva-
lence query corresponds to the question whether a conjecture accepts an invariant. In
the context of Regular Model Checking, however, we cannot simply apply standard
learning algorithms because we cannot build a teacher who has precise knowledge
about an invariant (as this would entail solving the Regular Model Checking problem
beforehand). The situation becomes even more intricate because there might exist
several valid invariants, which means that the teacher’s target concept is no longer
unique. Indeed, the lack of a precise teacher for invariants is a great challenge, and we
have to carefully design new learning settings to be able to apply automata learning
techniques.
In the course of this chapter, we develop a family of three different types of algo-
rithms for computing invariants in Regular Model Checking. In Section ., we start
with a white-box algorithm. Although this algorithm is not yet based on automata
learning, it serves as basis for the following learning-based algorithms. On top of that,
it is also of its own interest in that it avoids many difficulties that existing white-box
techniques have to deal with. Subsequently, in Section ., we develop two algorithms
that combine active and passive learning. These algorithms obtain their information
about the initial and bad configurations from a teacher, but they still need access to
the transducer of the program. Thus, one might think of these algorithms as halfway
between white-box and black-box approaches. Finally, in Section ., we modify the
algorithms of Section . to completely operate in a black-box fashion. The algorithms
of Section . obtain all of their information solely from a teacher, whose task it is to
reason about the program. Thus, these algorithms can also be applied in situations in
which the program cannot be modeled in terms of regular languages, the program is
given as a black-box, or the input-automata are too large for white-box techniques.
The remainder of this introduction gives an overview of each type of algorithm and
concludes with a summary of topics also covered in this chapter.
A white-box algorithm Our first algorithm works in a complete white-box fashion:
it takes two NFAs accepting the sets of initial and bad configurations as well as an
asynchronous transducer as input and produces a DFA accepting an invariant as
output. Internally, the algorithm constructs logic formulas that postulate the existence
of such a DFA and delegates their satisfiability checks to an underlying logic solver.
More precisely, our algorithm creates and solves a sequence of logic formulas ϕn where
n ∈ N+ that depend on the input automata and have the following two properties: first,
ϕn is satisfiable if and only if there exists a DFA with n states that accepts an invariant;
second, a model of ϕn acts as a blueprint to construct such a DFA. Starting with n = 1,
the algorithm successively increases n until ϕn becomes satisfiable. This procedure
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guarantees to find a smallest DFA accepting an invariant (in terms of the number of
states) provided that one exists.
We implement the formulas ϕn in two different logics, which already proved their
efficacy in the context of passive learning (cf. Section .): Propositional Boolean Logic
and the logic of uninterpreted functions over the naturals. Since mature solvers for
both logics are available, the hope is—and we substantiate this hope experimentally—
that a solver-based algorithm also proves its effectiveness in the context of Regular
Model Checking.
Although the algorithm sketched above is white-box and does not use automata
learning, it still offers an advantage over existing tools in that it avoids manipulating
the input-automata. Broadly speaking, tools such as T(o)rmc and Faster create a
sequence of DFAs, starting with a DFA accepting the set of initial configurations, by
applying the transition relation until a DFA accepts an inductive set that is disjoint
from the set of bad configuration. Both tools use abstraction techniques during their
computation (acceleration in the case of Faster and extrapolation in the case of T(o)rmc)
in order to make the sequence of DFAs converge in finite time. However, a serious
drawback of such approaches is that they often produce huge intermediate results
(although T(o)rmc tries to reduce their size during the computation), even if their
final result itself is small. In contrast, our solver-based algorithm uses a highly opti-
mized logic solver to handle expensive calculations (our experiments show that the
used solvers performed well on the resulting formulas). Moreover, our algorithm is
deliberately designed to search for a smallest invariant, which helps to keep the logic
formulas and the effort to solve them as small as possible.
Semi-black-box algorithms Our semi-black-box algorithms learn an invariant in
interaction with a teacher. The underlying idea is to abstract from the exact sets
of initial and bad configurations by sampling them. More precisely, our algorithms
maintain a sample S = (S+,S−) that consists of a finite set S+ approximating the initial
configurations and a finite set S− approximating the bad configurations. In every
iteration, the algorithms compute a DFA that is consistent with S and inductive
with respect to the transducer by means of a logic solver (which involves encoding
the transducer into the logic formula as in the case of the white-box algorithm). The
resulting DFA contains at least the configurations reachable from S+ via the transitions
defined by the transducer and does not contain any configuration in S−. If all initial
configurations and no bad configurations are contained, the DFA accepts an invariant.
If this is not the case, the respective approximation needs to be refined.
We describe the functioning of both Faster and T(o)rmc in more detail in the section about related
work.
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The actual learning takes place in an Angluin-style active learning setting. More
precisely, we assume a setting in which the teacher answers queries as described next.
Membership query On a membership query, the teacher returns whether the configura-
tion in question is an initial configuration (the teacher returns “yes”) or whether
it is a bad configuration (the teacher returns “no”). If the configuration is neither
initial nor bad, the teacher does not know whether an invariant includes or
excludes the configuration (as the problem is learning an unknown invariant)
and answers “don’t know”.
Equivalence query On an equivalence query, the teacher only permits conjectures
that accept an inductive set. Then, checking whether the conjecture accepts
an invariant amounts to checking whether it classifies the sets of initial and
bad configurations correctly. Should that not be the case, the teacher can easily
identify a counterexample.
We call such teachers incomplete because they can only provide incomplete information
about an invariant.
We propose two learners capable of learning from incomplete teachers (i.e., learners
that can handle “don’t cares” and produce conjectures accepting inductive sets),
which differ in the strategy to sample and refine sets of program configurations. The
first learner follows the idea of the CEGAR framework [CGJ+]: if the abstraction of
either the initial or the bad configurations is too coarse and a conjecture does not
accept an invariant, the teacher returns a counterexample and the learner refines
the abstraction accordingly. The second learner follows a more elaborated procedure
based on Angluin’s learning algorithm, where additional membership queries ask
whether individual configurations belong to an invariant. These queries refine the
abstraction further and remove the need of generating a new conjecture in every step.
To complete our semi-black-box approach, we describe exemplary how to construct
an incomplete teacher, assuming that the program at hand is given in terms of finite
automata. Note, however, that the semi-black-box setting does not prescribe in which
form the sets of initial and bad configurations have to be given but only requires an
incomplete teacher to work.
Black-box algorithms Finally, we turn the incomplete teacher setting from above
into an Angluin-style black-box learning setting. The learner is now completely ag-
nostic of the program being verified and obtains all information exclusively from a
teacher, who reasons about the program. Therefore, the learner’s objective becomes to
build a conjecture that satisfies the teacher’s demands.
However, this learning setting comes with an inherent problem. Consider an equiv-
alence query with a DFA accepting a set P of program configurations; if P is not
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inductive, say due to a transition (c,c′) with c ∈ P and c′ < P , then the teacher is stuck:
since he does not know an invariant, the teacher has no information about whether c′
should be included in or c should be excluded from a conjecture. In current state-of-
the-art learning algorithms for invariant synthesis [CGP, AMNa, ACMN], the
teacher cheats: whenever a conjecture is not inductive, he makes an arbitrary choice
in the hope that this choice will still result in an invariant. However, this makes the
setting nonrobust, “causing divergence, blocking the learner from learning the sim-
plest concepts, and introducing arbitrary bias that is very hard to control” [GLMNa,
Page ].
As solution to this problem, we recently proposed the so-called ICE-learning frame-
work (learning via implications, counterexamples, and examples) [GLMNa, GLMN],
which extends Angluin’s learning setting with implication counterexamples: if the DFA
conjectured on an equivalence query accepts a noninductive set P , the teacher returns
a pair of program configurations witnessing a violation of inductivity (i.e., he returns
a pair (c,c′) such that c ∈ P , c′ < P , and c′ is reachable from c via a transition of the
program). This way, a teacher can precisely communicate why a conjecture is not
inductive even without knowing an invariant.
The exact learning setting we use for Regular Model Checking is a combination of
the incomplete teacher setting and the ICE-learning framework. A teacher for this
black-box setting answers queries as follows.
Membership query On a membership query, the teacher works in the same way as the
incomplete teacher and returns “yes”, “no”, or “don’t know”.
Equivalence query Equivalence queries are no longer restricted. Given a conjecture,
the teacher returns “yes” if it accepts an invariant, a (classical) counterexample
if it classifies the initial or bad configurations incorrectly, or an implication-
counterexample if the conjecture’s language is not inductive.
This new learning setting requires us to construct a learning algorithm that can
handle both “don’t know” answers and implication-counterexamples. To this end, we
adapt our semi-black-box algorithms to encode implications rather than the program’s
transducer in the logic formulas. Moreover, we describe exemplary how to build an
appropriate teacher, again assuming that the program at hand is given in terms of
finite automata. As in the case of the semi-black-box setting, the black-box setting
does not prescribe in which form the program has to be given but only requires an
ICE-teacher to work.
Evaluation and further applications Based on a prototype implementation, we
compare our algorithms with Faster and T(o)rmc. To this end, we use two benchmark
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suites: the first suite originates from the Faster website and contains implementations
of numerous protocols; the second suite contains implementations of the well-known
token ring protocol and a modulo counter. A feature of the latter suite is that one can
easily vary the size of the input-automata, which we use to demonstrate the advantage
of our black-box algorithms when confronted with large programs. We present and
discuss the experimental results in Section ..
In Section ., we apply our algorithms to two application scenarios beyond the
scope of Regular Model Checking. The first application is minimal separating DFAs,
which play an important role, for instance, in the context of compositional verifica-
tion [CFC+]. The second application is automatic loop invariant synthesis in the
context of Floyd-Hoare-style verification of while programs.
We conclude this chapter in Section ..
Parts of this chapter, in particular Sections . and ., appeared in conference
proceedings [Nei]. The idea of learning invariants from incomplete teachers is
based on joint work with Martin Leucker [LN], in which a similar scenario called
learning from inexperienced teacher is discussed. The semi-black-box algorithm of
Section . and the experiments of Section . are joint work with Nils Jansen [NJ].
The ICE-learning paradigm of Section . is joint work with Pranav Garg, Christof
Löding, and P. Madhusudan [GLMNa, GLMN].
Related Work
Regular Model Checking has been introduced by Kesten et al. [KMM+]. In their
work, the authors are interested in verifying safety properties and assume that the
transitions of a program are given in terms of a synchronous transducer. To prove a
program correct, they describe a simple symbolic fixed-point algorithm that iteratively
applies the transducer until the set of reachable configurations is computed; once
this has been done, a simple inclusion check reveals whether a bad configuration is
reachable. For infinite-state systems, however, this algorithm clearly is not guaranteed
to terminate.
Bouajjani et al. [BJNT] were among the first to adopt the Regular Model Check-
ing paradigm. The authors developed a more elaborate algorithm that computes a
synchronous transducer accepting the reflexive and transitive closure of the transition
relation by using quotienting to make the process converge in finite time (if the input
permits this). Moreover, they identified syntactic constraints on the input that guaran-
tee that the desired transducer can be computed by their algorithm. These constraints,
however, are rather restrictive.
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The survey of Abdulla et al. [AJNS] provides a comprehensive overview of Regu-
lar Model Checking techniques. This survey includes techniques based on quotient-
ing [BJNT, DLS], abstraction [BHV], and extrapolation [BLW, Tou].
An example of a learning-based approach to Regular Model Checking has been in-
troduced by Habermehl and Vojnar [HV]. Their idea is to sample all words of a fixed
length n ∈ N+ and to use a passive learning algorithm (in their case the Trakhtenbrot-
Barzdin algorithm [TB]) in order to obtain a DFA that accepts an invariant; if this
does not result in an appropriate DFA, the parameter n is increased and the procedure
is repeated. Although Habermehl and Vojnar’s algorithm is guaranteed to find a DFA
accepting an invariant if one exists, a major drawback of this technique is that the
sample grows exponentially in n.
Apart from the approaches mentioned above, we are aware of two mature tools for
Regular Model Checking that proved to be successful in practice: T(o)rmc [Leg],
and Lever [VV]. Fast [BFLP] and the successor Faster [BLP] are also often
mentioned in the context of Regular Model Checking, although these tools solve a
slightly different task. For the reader’s convenience, let us briefly introduce these tools.
T(o)rmc T(o)rmc is a tool for the Regular Model Checking problem that is based
on extrapolation. Given a deterministic asynchronous transducer T and a DFA AI ,
T(o)rmc aims at computing a DFA accepting the set R(T )∗(AI ), which amounts to
computing the limit of the sequence R(T )0(AI ),R(T )1(AI ), . . . To this end, T(o)rmc
first computes a finite sequence A0,A1, . . . ,An of minimal DFAs that satisfy L(Ai) =
R(T )i(AI ) by iterating T (cf. Page ). Then, it heuristically picks a so-called sam-
pling sequence 0 ≤ i1 < i2 < · · · < im ≤ n and searches for differences in the transition
structures of the DFAs Ai1 ,Ai2 , . . . ,Aim in the form of increments (see Legay [Leg] for
details). Once T(o)rmc has identified an increment, it extrapolates the repetition of
this increment by adding loops to the last automaton of the sampling sequence. After
doing so, T(o)rmc heuristically checks whether the extrapolated limit is exact. If this
is the case, T(o)rmc outputs the resulting DFA, and the user can check the result for
an empty intersection with the set of bad configurations. If T(o)rmc did not succeed
in computing a DFA accepting R(T )∗(AI ), the user needs to choose another policy for
picking the sampling sequence and has to restart the whole procedure.
It is worth mentioning that T(o)rmc is not only a tool for Regular Model Checking
but also for ω-Regular Model Checking [BLW]. There, configurations are modeled
as infinite words (rather than finite words) and sets of configurations are defined in
terms of deterministic weak Büchi automata.
An (a)synchronous transducer T is called deterministic if there exists at most one run of T on every
input.
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Lever Lever is a tool for verifying infinite-state systems that has been developed in
the context of the Learning to Verify Project [VSVAa, VSVAb, VSVA, VV]. It is
based on automata learning in an active Angluin setting and uses a modified version
of Kearns and Vazirani’s learning algorithm. Besides Regular Model Checking, Lever
also supports the verification of liveness properties.
Lever learns the unique fixed point of a suitable functional that depends on the
property to verify. This fixed point is a set of so-called configuration-witness pairs,
which consist of a configuration c and a witness for the fact that c indeed belongs to
the fixed point. In the case of Regular Model Checking, a natural number i witnessing
that c is reachable from some initial configuration by traversing at most i transitions
is sufficient for this purpose.
When used for Regular Model Checking, Lever tries to learn the (minimal) DFA
accepting the set of configuration-witness pairs and obtains the set of reachable
configurations simply by discarding the witness component. An answer to the Regular
Model Checking problem can then be given by checking whether the resulting DFA
accepts a bad configuration. The fact that the target concept is unique allows applying
standard active learning techniques.
Although the authors report good results on various test cases, Lever is no longer
publicly available. According to one of the authors, the development and maintenance
has stopped.
Fast and Faster Fast and Faster were not designed for Regular Model Checking
but for verifying safety properties of counter systems that are modeled as automata
augmented with unbounded integer variables. More precisely, the input of Fast and
Faster consists of the following:
• A counter system, given as an automaton whose transitions are labeled with
Presburger formulas that specify guards and describe the effect of a transition
on the variables
• A set of initial configurations, given as a Presburger formula
• Optionally, a set of bad configurations, also given as a Presburger formula
Due to the connection between Presburger formulas and finite automata (cf. Sec-
tion .), inputs for Fast and Faster can be expressed as Regular Model Checking
instances, and many Regular Model Checking problems can be translated into inputs
for Fast and Faster. This makes it often possible to apply Fast and Faster in the
context of Regular Model Checking.
The goal of Fast and Faster is to compute the exact set of reachable configurations
and, if desired, to check whether this set contains a bad configuration. Faster is an
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extension of the predecessor Fast, which uses the same underlying paradigms and
improves Fast, among other things, with an interface to popular automata libraries.
Both tools are based on acceleration techniques. Similar to T(o)rmc, Fast and Faster
compute a sequence of DFAs that serves as basis for identifying so-called cycles (see
Bardin, Finkel, and Leroux [BFL] for a definition of cycles). Once a “good” cycle
has been identified (according to some heuristic measures), Fast and Faster compute
the acceleration relation in the sense of Finkel and Leroux [FL] and use it to derive
a DFA that corresponds to the in-the-limit effect of iterating this cycle. This procedure
is repeated until all good cycles have been found. If bad configurations are specified,
the tools finally check for an empty intersection with the resulting DFA and report
the answer.
Extensions of Regular Model Checking It is worth mentioning that there exist
several variations and extensions of Regular Model Checking. These can broadly be
grouped along two dimension.
The first dimension refers to the formalism that is used to describe the program
at hand. Perhaps most notably, Regular Model Checking has been lifted to infinite
words [Leg, BLW] and (finite) trees [AJMd, BHRV]. Moreover, Fisman and
Pnueli [FP] describe a symbolic Model Checking technique in which the program
is modeled using a combination of regular languages and a particular subclass of
deterministic context free languages.
The second dimension refers to the type of properties to be verified. For instance,
Regular Model Checking has been applied to the verification of liveness and certain
other ω-regular properties (see Vardhan and others [VV, VSVA]).
4.1 Regular Model Checking and Invariants
In the Regular Model Checking framework, configurations of a program are modeled
as finite words over an a priori fixed alphabet Σ. The program itself consists of a set of
initial configurations and the transitions. In the following, we consider a version in
which the transitions are a rational relation (defined by an asynchronous transducer).
Definition . (Program). Given an alphabet Σ, a program is a tuple P = (I,T ) con-
sisting of a regular set I ⊆ Σ∗ of initial configurations and a rational transition relation
T ⊆ Σ∗ ×Σ∗ (i.e., the successor relation on the configurations).
Regular Model Checking—more precisely, the Regular Model Checking problem—is
the decision problem
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“Given a program P = (I,T ) and a regular set B ⊆ Σ∗ of bad configurations
with I ∩B = ∅. Does T ∗(I)∩B = ∅ hold?”
The program P induces a rational graph GP = (Σ∗,T ) whose vertices are configura-
tions and whose edges are transitions. Based on this view, the Regular Model Checking
problem asks whether a path in GP exists that leads from some initial configuration
into the set of bad configurations. If such a path exists, the program is erroneous and
the sequence of transitions along this path represents a spurious execution of the
program. Note that we here require I and B to be disjoint; if this is not the case, one
can immediately answer the Regular Model Checking problem negatively.
Let us illustrate Regular Model Checking with an example.
Example .. Let us consider the token ring protocol, used as illustrative example
by Bouajjani et al. [BJNT]. In this example, the program P models an arbitrary but
finite number of processes arranged in a token-ring topology, which pass a token from
one process to the next. The set of configurations of this program is the set of all words
over Σ = {0,1}: the length of a word corresponds to the number of processes, and the
i-th symbol of a word indicates whether the i-th process currently possesses a token.
The automata in Figure . (on Page ) model the token ring protocol. The set
I , accepted by the NFA AI in Figure .a, contains all words of the form 10∗, which
model that initially the first process is in possession the only token. The set B, accepted
by the NFA AB in Figure .b, accepts all words with either none or at least two
occurrences of 1, which models the requirement that a token must neither be lost nor
multiplied during the program’s execution. The transitions of the program are defined
by the asynchronous transducer T in Figure .c, which accepts words of the form
(0,0)∗(1,0)(0,1)(0,0)∗ or (1,0)(0,0)∗(0,1). Words of the first form model situations in
which Process i passes the token to Process i + 1 whereas words of the latter form
model situations in which Process n passes the token to Process 1. /
The Regular Model Checking problem straightforwardly translates into a non-
reachability problem over rational graphs. Since the reachability problem for rational
graphs is undecidable (see Section .) and decidability of a problem implies decid-
ability of the problem’s complement, the following remark is immediate.
Remark .. The Regular Model Checking problem is undecidable.
Remark . implies in particular that all decision procedures for the Regular Model
Checking problem can be incomplete at best; that is, such algorithms give the correct
answer on termination but are not guaranteed to halt.
Although the Regular Model Checking problem is undecidable, various methods
have been described in the literature to approach the problem (again, we refer the
Recall that T ∗ denotes the reflexive and transitive closure of T and T (I) the image of I under T .
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Figure .: Automata modeling the correctness of the token ring protocol as a Regular
Model Checking problem.
reader to Abdulla et al. [AJNS] for a comprehensive overview). We here follow a
popular approach and search for a so-called invariant of the program at hand.
Definition . (Invariant). An invariant of a program P = (I,T ) over the alphabet Σ
with respect to a set B ⊆ Σ∗ of bad configurations is a set Inv ⊆ Σ∗ that satisfies
. I ⊆ Inv;
. B∩ Inv = ∅; and
. c ∈ Inv implies c′ ∈ Inv for all (c,c′) ∈ T .
A set satisfying Condition  is called inductive with respect to T—or closed under
the program’s transitions. Moreover, we call a set satisfying Definition . simply an
invariant if P and B are clear from the context.
Broadly speaking, an invariant is an overapproximation of the set of reachable
configurations that is inductive and has an empty intersection with the set of bad
configurations. Given an invariant Inv, a simple induction shows that any execution
starting in a configuration in Inv stays in Inv and, hence, never encounters a bad
configuration. Thus, an invariant is indeed enough to prove a program correct.
Searching for an invariant rather than computing the set of reachable configurations,
or the transitive closure of the transition relation for that matter, has advantages:
for one thing, an invariant might be computable even if the set the of reachable
configurations is not; for another, since an invariant (over-)approximates the set of
reachable configurations, it often has a much simpler structure.
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0
1
0
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0,1
Figure .: An IDFA for the Regular Model Checking problem of Example ..
We use DFAs as finite representations of invariants. To ease description, we lift the
notion of inductiveness to DFAs and introduce invariant-DFAs. This kind of DFAs is
what our algorithms aim for.
Definition . (Inductive DFA, Invariant-DFA). Let P = (I,T ) be a program over an
alphabet Σ and B ⊆ Σ∗ a set of bad configurations. Moreover, let T be an asynchronous
transducer.
• A DFA A is called inductive with respect to T if L(A) is inductive with respect to
T ; analogously, A is called inductive with respect to T if L(A) is inductive with
respect to R(T ). If T , respectively T , is clear from the context, we simply say
that A is inductive.
• A DFA is called an invariant-DFA (IDFA) if L(A) is an invariant with respect to
P and B. Again, we omit references to P and B if they are clear from the context.
Let us illustrate Definition . with an example.
Example .. Reconsider the token ring protocol of Example . (on Page ). The
DFA depicted in Figure . is an IDFA: since it accepts all words that contain the
symbol 1 exactly once, it accepts all configurations in I and rejects all in B; moreover,
it is not hard to verify that the DFA is also inductive. /
Note that this choice of DFAs as representation of invariants is a restriction since
there might be invariants that cannot be recognized by a DFA. Nonetheless, almost
all techniques for Regular Model Checking follow this approach, mainly due to the
fact that DFAs enjoy good closure properties and allow manipulating infinite sets of
program configurations effectively.
For the remainder of this chapter, we fix a program P = (I,T ) over an alphabet Σ
together with a set B ⊆ Σ∗ of bad states. Furthermore, we assume (if not explicitly
stated otherwise) that an IDFA exists; this implies I ∩B = ∅ in particular.
4.2 A White-box Algorithm
Our first algorithm for computing invariants (in form of IDFAs) is a white-box algo-
rithm that expects the program given by
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• an NFA AI = (QI ,Σ,qI0,∆I ,FI ) accepting the set I of initial configurations;
• an NFA AB = (QB,Σ,qB0 ,∆B,FB) accepting the set B of bad configurations; and
• an asynchronous transducer T = (QT ,Σ,Σ,qT0 ,∆T ,FT ) defining the transitions T
of the program.
The key idea of our algorithm is to search for an IDFA by constructing and solving
a sequence of logic formulas ϕA
I ,AB,T
n for increasing values of n ∈ N+. These formulas
depend on AI , AB as well as T and are designed to have the following two properties:
. The formula ϕA
I ,AB,T
n is satisfiable if and only if there exists an IDFA A with n
states; that is, A satisfies L(AI ) ⊆ L(A), L(AB)∩L(A) = ∅, and R(T )(L(A)) ⊆ L(A).
. If M is a model of ϕA
I ,AB,T
n , then M contains enough information to construct
an IDFA AM with n states.
Clearly, if ϕA
I ,AB,T
n is satisfiable for some value of n, then Property  guarantees
that we can construct an IDFA from a model of ϕA
I ,AB,T
n . However, if the formula is
unsatisfiable but an IDFA exists, then the parameter n has been chosen too small and
we increment it. It is not hard to verify that this process indeed terminates eventually
if an IDFA exists. Algorithm . describes this procedure in pseudo code.
Algorithm .: Computing IDFAs using logic solver.
Input: Two NFAs AI , AB and an asynchronous transducer T .
 n← 0.
 repeat
 n← n+ 1.
 Construct and solve ϕA
I ,AB,T
n .
 until ϕA
I ,AB,T
n is satisfiable with model M.
 return the IDFA AM constructed from M.
An alternative approach is to use a binary search and halt once an IDFA has been
found rather than incrementing n by one in each iteration. However, increasing n
stepwise by one keeps the formula ϕA
I ,AB,T
n as small as possible and avoids large
intermediate results.
We can now state the main result of this section.
Theorem .. Let P = (I,T ) be a program given as NFA AI and asynchronous transducer
T over the common alphabet Σ, and let B ⊆ Σ∗ be a regular set of bad configurations given
as NFAAB. If an IDFA with respect to P and B exists, say with k states, then Algorithm .
terminates after at most k iterations and returns a smallest IDFA.
4.2 A White-box Algorithm 
Proof of Theorem .. The proof of Theorem . is a straightforward application of
the fact that the formula ϕA
I ,AB,T
n has indeed the desired properties (see Lemmas .
and . on Page  and Page , receptively): if an IDFA with k states exists, then
ϕA
I ,AB,T
n is satisfiable for all n ≥ k and we can use a model of the formula to construct
an IDFA. Moreover, increasing n by one in every iteration of the loop guarantees
that one finds a smallest IDFA with respect to the number of states in at most k
iterations.
In the following two subsections, we use two different logics to implement the
formula ϕA
I ,AB,T
n , which were already successfully used in the context of passive
learning. The first is Propositional Boolean logic, which we consider in Section ...
In Section .., we consider the quantifier-free logic of uninterpreted functions over
the naturals.
4.2.1 Computing IDFAs Using Propositional Boolean Logic
We now develop a formula in Propositional Boolean Logic that, if satisfiable, en-
codes an IDFA with a fixed number n ≥ 1 of states. For this purpose, we fix the
set of states to Q = {q0, . . . , qn−1} and the initial state to q0 ∈ Q. To encode IDFAs in
Propositional Boolean Logic, we follow Heule and Verwer’s idea for passive learning
(see Section ..), which is based on the following simple observation: if the set
of states and the initial state are fixed (e.g., as above), then each DFA is completely
determined by its transition function and final states. We exploit this fact and use
Boolean variables dp,a,q and fq where p,q ∈Q and a ∈ Σ. Assigning true to dp,a,q means
that the transition δ(p,a) = q exists in the prospective DFA. Similarly, assigning true to
fq means that q is a final state.
To make sure that the variables dp,a,q indeed encode a deterministic transition
function, we impose the following constraints:∧
p∈Q
∧
a∈Σ
∧
q,q′∈Q, q,q′
¬dp,a,q ∨¬dp,a,q′ (.)∧
p∈Q
∧
a∈Σ
∨
q∈Q
dp,a,q (.)
Formula . makes sure that the variables dp,a,q in fact encode a well-defined function
(i.e., for every state p ∈Q and input a ∈ Σ, there exists at most one q ∈Q such that dp,a,q
is set to true). Formula ., on the other hand, asserts that the transition function is
total. The latter formula is not needed in general and might be skipped if the following
definition is adjusted accordingly.
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Let ϕDFAn (d,f ) be the conjunction of Formulas . and . where d is the list of all
variables dp,a,q and f the list of all variables fq for p,q ∈Q and a ∈ Σ. Given a model
M of ϕDFAn (d,f ), deriving the corresponding DFA AM is straightforward.
Definition .. Let M |= ϕDFAn (d,f ). The DFA AM = (Q,Σ,q0,δ,F) is defined by
• Q = {q0, . . . , qn−1};
• δ(p,a) = q for the unique q such that dMp,a,q = true; and
• F = {q ∈Q | fMq = true}.
Note that Definition . remains sound ifM |= ϕDFAn ∧ψ where ψ can be an arbitrary
formula in Propositional Boolean Logic. We exploit this fact and introduce three
auxiliary formulas ϕAIn , ϕA
B
n , and ϕ
T
n in order to enforce that AM is not just an
arbitrary DFA but an IDFA. These formulas express the following:
• If M |= ϕDFAn ∧ϕAIn , then L(AI ) ⊆ L(AM).
• If M |= ϕDFAn ∧ϕABn , then L(AB)∩L(AM) = ∅.
• If M |= ϕDFAn ∧ϕTn , then R(T )(L(AM)) ⊆ L(AM).
The idea behind the formulas ϕAIn , ϕA
B
n , and ϕ
T
n is to impose restrictions on the
variables dp,a,q and fq, which in turn determine the DFA AM. Keeping this in mind,
it is easier to explain the formulas by directly referring to the automaton AM rather
than to describe their influence on the variables dp,a,q and fq. Note, however, that we
thereby implicitly assume that the corresponding formula is satisfiable and that M is
a model.
The idea of the formula ϕAIn is to keep track of the parallel behavior of the DFAs
AI and AM. To this end, we introduce new auxiliary variables xq,q′ where q ∈Q and
q′ ∈QI . Intuitively, we want to establish for all models M |= ϕDFAn ∧ϕAIn that if some
input u ∈ Σ∗ induces the runs AM : q0 u−→ q and AI : qI0 u−→ q′, then xq,q′ has to be set to
true. We achieve this using the following two formulas:
xq0,qI0 (.)∧
p,q∈Q
∧
a∈Σ
∧
(p′ ,a,q′)∈∆I
(
xp,p′ ∧ dp,a,q
)
→ xq,q′ (.)
Formula . requires the variable xq0,qI0 to be set to true because ε induces the runsAM : q0 ε−→ q0 andAI : qI0 ε−→ qI0. In addition, Formula . describes how to propagate the
Recall that we use the short notation ϕ(x) to indicate that the formula ϕ ranges over the (list of)
variables x = (x1, . . . ,xn).
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values of the variables xq,q′ step-by-step: if there exists a word u such thatAM : q0 u−→ p
andAI : qI0 u−→ p′ (i.e., the variable xp,p′ is set to true), and there are transitions δ(p,a) = q
in AM and (p′ , a,q′) ∈ ∆I , then xq,q′ has to be set to true, too.
By using the variables xq,q′ , we can now translate the inclusion L(AI ) ⊆ L(AM) as
shown below by Formula .. This formula expresses that whenever a word leads to
an accepting state in AI , then it also has to lead to an accepting state in AM.∧
q∈Q
∧
q′∈FI
xq,q′ → fq (.)
Let ϕAIn (d,f ,x) be the conjunction of Formulas . to . where d, f are as above
and x is the list of new variables xq,q′ with q ∈ Q and q′ ∈ QI . Then, we obtain the
following result.
Lemma .. If M |= ϕDFAn (d,f )∧ϕAIn (d,f ,x), then L(AI ) ⊆ L(AM).
Proof of Lemma .. The proof follows the same line of arguments that we used in our
intuitive description above. Let M |= ϕDFAn (d,f )∧ϕAIn (d,f ,x).
First, we show by induction that if there exists a word u ∈ Σ∗ such that AM : q0 u−→ q
and AI : qI0 u−→ q′, then xq,q′ is set to true.
Base case Let u = ε. The claim holds since AM : q0 ε−→ q0 and AI : qI0 ε−→ qI0 holds by
definition and Formula . forces xq0,qI0 to be set to true.
Induction step Let u = va and assume AM : q0 v−→ p a−→ q and AI : qI0 v−→ p′ a−→ q′. This
particularly means that there exist transitions δ(p,a) = q inAM (i.e., dMp,a,q = true)
and (p′ , a,q′) ∈ ∆I . Additionally, applying the induction hypothesis yields that
xp,p′ is set to true. Thus, Formula . forces xq,q′ to be set to true, too.
Finally, let u ∈ L(AI ). Then, there exist q ∈Q and q′ ∈ FI such that AM : q0 u−→ q and
AI : qI0 u−→ q′. Hence, xMq,q′ = true. In this case, Formula . asserts fMq = true and, hence,
q ∈ F. Thus, u ∈ L(AM).
We define the formulaϕABn analogously toϕA
I
n . We introduce new auxiliary variables
yq,q′ (which have a similar semantics as the variables xq,q′ ) where q ∈ Q,q′ ∈ QB and
modify Formulas . and . accordingly. We also need to change Formula . slightly
such that it now expresses that whenever a word is accepted by AB, it is rejected by
AM. The resulting formulas are listed below:
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yq0,qB0 (.)∧
p,q∈Q
∧
a∈Σ
∧
(p′ ,a,q′)∈∆B
(
yp,p′ ∧ dp,a,q
)
→ yq,q′ (.)∧
q∈Q
∧
q′∈FB
yq,q′ →¬fq (.)
Let ϕABn (d,f ,y) be the conjunction of Formulas . to . where d, f are as above and
y is the list of new variables yq,q′ with q ∈Q and q′ ∈QB. Analogously to Lemma .,
we obtain the following result.
Lemma .. If M |= ϕDFAn (d,f )∧ϕABn (d,f ,y), then L(AB)∩L(AM) = ∅.
Finally, the formula ϕTn needs to enforce that L(AM) is inductive with respect to
R(T ). To this end, we consider the parallel runs of AM and T analogously to the
formulas ϕAIn and ϕA
B
n above. This time, however, the situation is more involved since
T works on pairs of words.
More precisely, we need to establish that if the pair (u,v) ∈ Σ∗ ×Σ∗ is accepted by T
and u ∈ L(AM), then v ∈ L(AM) holds as well. In other words, if T reaches a final state
after reading (u,v) and AM reaches a final state after reading u, then AM must also
reach a final state after reading v. We express this condition by means of auxiliary
variables zq,q′ ,q′′ where q,q′′ ∈ Q and q′ ∈ QT . Their meaning is that if T : qT0 (u,v)−−−→ q′,
AM : q0 u−→ q, and AM : q0 v−→ q′′, then zq,q′ ,q′′ is set to true.
The constraints on the variables zq,q′ ,q′′ are then as follows:
zq0,qT0 ,q0 (.)∧
p,p′′ ,q,q′′∈Q
∧
a,b∈Σ
∧
(p′ ,(a,b),q′)∈∆T
(
zp,p′ ,p′′ ∧ dp,a,q ∧ dp′′ ,b,q′′
)
→ zq,q′ ,q′′ (.)∧
p,p′′ ,q∈Q
∧
a∈Σ
∧
(p′ ,(a,ε),q′)∈∆T
(
zp,p′ ,p′′ ∧ dp,a,q
)
→ zq,q′ ,p′′ (.)∧
p,p′′ ,q′′∈Q
∧
b∈Σ
∧
(p′ ,(ε,b),q′)∈∆T
(
zp,p′ ,p′′ ∧ dp′′ ,b,q′′
)
→ zp,q′ ,q′′ (.)∧
q,q′′∈Q
∧
q′∈FT
(
zq,q′ ,q′′ ∧ fq
)
→ fq′′ (.)
Formula . ensures that zq0,qB0 ,q0 is always set to true, Formulas . to . describe
how the parallel runs of AM and T evolve step-by-step, and Formula . makes sure
that whenever (u,v) is accepted by T and u ∈ L(AM), then also v ∈ L(AM).
Let ϕTn (d,f ,z) be the conjunction of Formulas . to . where d, f are as above
and z is the list of new variables zq,q′ ,q′′ with q,q′′ ∈Q and q′ ∈QT . Then, we obtain the
following result, which one can prove in the same way as Lemma ..
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Lemma .. If M |= ϕDFAn (d,f )∧ϕTn (d,f ,z), then R(T )(L(AM)) ⊆ L(AM).
We now combine all subformulas and obtain the following result.
Lemma .. Let AI , AB be two NFAs, T an asynchronous transducer, n ∈ N+, and
ϕAI ,AB,Tn (d,f ,x,y,z)B ϕDFAn (d,f )∧ϕAIn (d,f ,x)∧ϕABn (d,f ,y)∧ϕTn (d,f ,z).
Then, the following statements hold:
. If M |= ϕAI ,AB,Tn (d,f ,x,y,z), then AM is an IDFA with n states; that is, AM satisfies
L(AI ) ⊆ L(AM), L(AB)∩L(AM) = ∅, and R(T )(L(AM)) ⊆ L(AM).
. If an IDFA A with n states satisfying L(AI ) ⊆ L(A), L(AB)∩ L(A) = ∅, as well as
R(T )(L(A)) ⊆ L(A) exists, then ϕAI ,AB,Tn (d,f ,x,y,z) is satisfiable.
Proof of Lemma .. The proof of Statement  follows from the properties of the for-
mulas ϕAIn , ϕA
B
n , and ϕ
T
n (see Lemmas . to .).
To prove the second statement, let A = (Q,Σ,q0,δ,F) be an IDFA with n states that
satisfies L(AI ) ⊆ L(A), L(AB)∩L(A) = ∅, and R(T )(L(A)) ⊆ L(A). We can derive a model
M of ϕA
I ,AB,T
n (d,f ,x,y,z) as follows: we set dMp,a,q = true if and only if δ(p,a) = q, and
fMq = true if and only if q ∈ F; moreover, we derive an interpretation of the variables
xq,q′ , yq,q′ , and zq,q′ ,q′′ by looking at the states reached in the standard products of A
and AI , A and AB, as well as A and T , respectively.
Finally, let us note that ϕA
I ,AB,T
n can easily be turned into conjunctive normal form
by applying De Morgan’s law and the fact that A→ B is logically equivalent to ¬A∨B.
Hence, we obtain the following remark about the number of variables and clauses of
ϕA
I ,AB,T
n .
Remark .. In conjunctive normal form, the formula ϕA
I ,AB,T
n ranges over
O
(
n2|Σ|+n(|QI |+ |QB|+n|QT |)
)
variables and comprises
O
(
n3|Σ|+n2(|∆I |+ |∆B|+n2|∆T |) +n(|FI |+ |FB|+n|FT |)
)
clauses.
4.2.2 Computing IDFAs Using the Logic of Uninterpreted Functions over
the Natural Numbers
Next, we implement the formula ϕA
I ,AB,T
n in the logic of uninterpreted functions over
the natural numbers. To this end, let us assume that all automata have a special form:
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the set of states is Q = [n], the initial state is 0, and the input alphabet is Σ = [m]. We
can easily achieve this form by renaming the states of the automaton and symbols of
the alphabet.
The formula ϕA
I ,AB,T
n is based on the same ideas as in Section .. but uses two
uninterpreted functions d : N×N→ N and f : N→ N to encode the prospective DFA.
The function d corresponds to the transition function and maps a pair of source-
state and input-symbol to a destination-state; to ensure that d encodes a well-defined
transition function, we impose constraints ensuring that d(i,a) < n is satisfied for every
i ∈Q and a ∈ Σ. The function f , on the other hand, encodes the set of final states; that
is, we interpret the function values of f as Boolean values where 0 represents false and
all other values represent true (i.e., f (i) , 0 indicates that i is a final state, whereas
f (i) = 0 indicates that i is not a final state).
Given a model M |= ϕAI ,AB,Tn , it is straightforward to derive the DFA AM.
Definition .. Let M |= ϕAI ,AB,Tn . The DFA AM = (Q,Σ,q0,δ,F) is defined by
• Q = [n];
• q0 = 0;
• δ(i,a) = dM(i,a) where i ∈Q and a ∈ Σ; and
• F = {i ∈Q | fM(i) , 0}.
To construct the formula ϕA
I ,AB,T
n (which asserts that AM is an IDFA), we use three
auxiliary uninterpreted functions x : N×N→ N, y : N×N→ N, and z : N×N×N→ N,
which have the same meaning as the equally named Boolean variables of Section ...
Again, we interpret the function values of x,y, and z as false if they are 0 and otherwise
as true.
Formulating the constraints of the previous section by means of the functions
d,f ,x,y,z is now immediate. At first, let ϕDFAn (d) be Formula .:∧
i∈Q
∧
a∈Σ
d(i,a) < n (.)
Next, let ϕAIn (d,f ,x) be the conjunction of Formulas . to .:
x(0,0) = 1 (.)∧
i∈Q
∧
a∈Σ
∧
(i′ ,a,j ′)∈∆I
x(i, i′) , 0→ x(d(i,a), j ′) , 0 (.)
∧
i∈Q
∧
i′∈FI
x(i, i′) , 0→ f (i) , 0 (.)
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Moreover, let ϕABn (d,f ,y) the conjunction of Formulas . to .:
y(0,0) = 1 (.)∧
i∈Q
∧
a∈Σ
∧
(i′ ,a,j ′)∈∆B
y(i, i′) , 0→ y(d(i,a), j ′) , 0 (.)
∧
i∈Q
∧
i′∈FB
y(i, i′) , 0→ f (i) = 0 (.)
Finally, let ϕTn (d,f ,z) be the conjunction of Formulas . to .:
z(0,0,0) = 1 (.)∧
i,i′′∈Q
∧
a,b∈Σ
∧
(i′ ,(a,b),j ′)∈∆T
z(i, i′ , i′′) , 0→ z(d(i,a), j ′ ,d(i′′ ,b)) , 0 (.)
∧
i,i′′∈Q
∧
a∈Σ
∧
(i′ ,(a,ε),j ′)∈∆T
z(i, i′ , i′′) , 0→ z(d(i,a), j ′ , i′′) , 0 (.)
∧
i,i′′∈Q
∧
b∈Σ
∧
(i′ ,(ε,b),j ′)∈∆T
z(i, i′ , i′′) , 0→ z(i, j ′ ,d(i′′ ,b)) , 0 (.)
∧
i,i′′∈Q
∧
i′∈FT
(z(i, i′ , i′′) , 0∧ f (i) , 0)→ f (i′′) , 0 (.)
Then,
ϕAI ,AB,Tn (d,f ,x,y,z)B ϕDFAn (d)∧ϕAIn (d,f ,x)∧ϕABn (d,f ,y)∧ϕTn (d,f ,z)
is the desired formula, and we obtain the following lemma. Its proof is analogous to
the proof of Lemma . (on Page ) and, therefore, skipped.
Lemma .. Let AI , AB be two NFAs, T an asynchronous transducer, n ∈ N+, and
ϕAI ,AB,Tn (d,f ,x,y,z)B ϕDFAn (d)∧ϕAIn (d,f ,x)∧ϕABn (d,f ,y)∧ϕTn (d,f ,z).
Then, the following statements hold:
. If M |= ϕAI ,AB,Tn (d,f ,x,y,z), then AM is an IDFA with n states.
. If an IDFA A with n states satisfying L(AI ) ⊆ L(A), L(AB)∩ L(A) = ∅, as well as
R(T )(L(A)) ⊆ L(A) exists, then ϕAI ,AB,Tn (d,f ,x,y,z) is satisfiable.
Finally, let us briefly comment on the size of ϕA
I ,AB,T
n (d,f ,x,y,z) when implemented
in the logic of uninterpreted functions over the natural numbers.
 4 Regular Model Checking
Remark .. The formula ϕA
I ,AB,T
n ranges over five uninterpreted functions and com-
prises
O
(
n|Σ|+n(|∆I |+ |∆B|+n|∆T |) +n(|FI |+ |FB|+n|FT |)
)
constraints.
4.3 Semi-black-box Algorithms
Building on top of our black-box algorithms, we now develop two learning-based
algorithms for Regular Model Checking that learn an invariant rather than compute
one. The underlying idea is to abstract from the precise sets I and B (while we still
require access to the program’s transducer). This has the advantage that the complexity
of the resulting algorithms does not immediately depend on the sets I and B but rather
on the size of the learned DFA (and the transducer), which is in particular useful if the
automata accepting I and B are large. Moreover, one can even apply the algorithms of
this section in situations in which I and B are not regular, provided the teacher is still
able to answer queries.
The learning takes place between an active learner, which has access to the program’s
transducer and wants to learn an invariant (in the form of an IDFA), and a teacher, who
has access to the sets I,B and pretends to know an invariant. As in Angluin’s original
setting, the learner may pose membership and equivalence queries: a membership
query corresponds to the question of whether a configuration belongs to an invariant,
whereas an equivalence query asks whether a conjecture accepts a valid invariant. The
problem is, however, that the teacher does not know an invariant and cannot answer
certain queries. So as to still be able to apply active learning, we adapt Angluin’s
original setting to one in which answering queries is possible. In this new setting,
a teacher answers membership queries with respect to I and B; moreover, if the
configuration in question does not belong to either set, the teacher returns “don’t
know” because he cannot know in advance whether such a configuration should
be included or excluded. On equivalence queries, on the other hand, a teacher only
accepts conjectures that are inductive with respect to the transition relation. Then,
answering an equivalence query amounts to checking whether the conjecture classifies
the sets I and B correctly, which we assume the teacher can do. A formal definition of
such a teacher, which we call incomplete teacher, is as follows.
Definition . (Incomplete teacher for Regular Model Checking). Let P = (I,T ) be a
program over an alphabet Σ and B ⊆ Σ∗ with I ∩B = ∅ a set of bad configurations. An
incomplete teacher for P and B answers queries as follows.
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Membership query On an membership query with a word u ∈ Σ∗, the teacher replies
“yes” if u ∈ I , “no” if u ∈ B, and “?” in any other case.
Equivalence query On an equivalence query, the teacher only accepts DFAs that are
inductive with respect to the transitions T . When confronted with a conjectureA,
the teacher checks whether I ⊆ L(A) and B∩L(A) = ∅ holds. If both conditions
are satisfied (and since an incomplete teacher requires all conjectures to be
inductive), A is an IDFA, and the teacher returns “yes”. If this is not the case,
the teacher returns a counterexample u ∈ I \L(A) or u ∈ B∩L(A).
A learner who learns from an incomplete teacher requires the following as input:
• An incomplete teacher for a program P = (I,T ) and a set B
• An asynchronous transducer T with R(T ) = T
Since such a learner still requires the transducer to be given explicitly, it falls in
between white-box and black-box techniques. By abuse of terminology, we refer to the
present setting as a semi-black-box setting and to algorithms working in this setting as
semi-black-box algorithms.
The fact that we now work in a semi-black-box setting entails that we need to provide
both an incomplete teacher and a corresponding learner. We begin in Section ..
by demonstrating how to built an incomplete teacher who has access to two NFAs
accepting the sets I and B. Note, however, that the present setting does not require
I and B to be given as automata; the sets might be given be in any form (implicitly
or explicitly), provided one can build an incomplete teacher. Then, we present two
learners capable of learning IDFAs from an incomplete teacher.
Our learners work by interweaving an active and a passive learning algorithm. On
the one hand, the active learning algorithm is responsible for querying the teacher
and organizing the learned information. The passive learning algorithm, on the other
hand, is responsible for constructing inductive conjectures based on the information
learned so far. More precisely, the interplay between both learning algorithms works
as follows. The active learning algorithm poses membership queries until it gathered
enough information. Then, it extracts a finite sample S = (S+,S−) of classified words
and hands S over to the passive learning algorithm. Based on S and the transducer
T , the passive learning algorithm infers a smallest DFA that is consistent with S and
inductive with respect to T . The active algorithm part then uses the resulting DFA
for posing an equivalence query. The requirement that the passive learning algorithm
produces smallest DFAs is needed to guarantee the termination of the overall procedure
(provided an IDFA exists).
We present a suitable passive learning algorithm in Section ... On top of that,
we develop two learners capable of learning from an incomplete teacher. The first,
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presented in Section .., follows the successful counterexample-guided abstraction
refinement (CEGAR) principle [CGJ+]. The second, presented in Section .., is
based on Angluin’s algorithm for learning regular languages.
Finally, let us mention that a similar scenario called learning from inexperienced teach-
ers was investigated by Grinchtein, Leucker, and Piterman [GLP] and subsequently
by Leucker and Neider [LN]. In the latter work, also the general ideas of a CEGAR-
style and an Angluin-style learner were discussed. However, the inexperienced teacher
setting is simpler and does not involve computing inductive automata.
4.3.1 An Incomplete Teacher for Regular Model Checking
We now describe how to build an incomplete teacher for Regular Model Checking
who has direct access to an NFA AI with L(AI ) = I and an NFA AB with L(AB) = B.
The teacher works as follows.
Membership query On a membership query with u ∈ Σ∗, the teacher returns “yes” if
u ∈ L(AI ), “no” if u ∈ L(AB), and “?” in any other case.
Equivalence query On an equivalence query with a DFAA, the teacher checks whether
L(AI ) ⊆ L(A) and L(AB)∩L(A) = ∅ holds and returns “yes” if so. If this is not the
case, he either returns a counterexample u ∈ L(AI ) \L(A), or a counterexample
u ∈ L(AB)∩L(A). This check is in fact enough to ensure that A is an IDFA since
we assume that every conjecture is inductive.
Note that all these checks are efficiently decidable for regular languages.
4.3.2 Passive Learning of Inductive DFAs from Samples and Transducers
In this section, we are faced with the following modified passive learning task: given
a sample S = (S+,S−) consisting of two finite stets S+,S− ⊆ Σ∗ and an asynchronous
transducer T = (QT ,Σ,Σ,qT0 ,∆T ,FT ), compute a smallest DFA that is consistent with
S and inductive with respect to T .
To accomplish this task, we combine algorithms for passive learning from Section .
with the solver-based algorithm of Section ... More precisely, we create and solve a
sequence of logic formulas ϕS ,Tn for n = 1,2, . . . that postulate the existence of a DFA
with n states that is consistent with S and inductive with respect to T . Moreover, the
formulas are designed such that a model of ϕS ,Tn provides the information necessary
to construct a DFA with the desired properties. We increase the value of n until ϕS ,Tn
becomes satisfiable. The whole procedure is shown in Algorithm ..
Analogous to Section .., we implement the formulaϕS ,Tn in Propositional Boolean
Logic and the logic of uninterpreted functions over the natural numbers. Before we
do so, however, let us claim the correctness of Algorithm ..
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Algorithm .: Passive learning algorithm for learning inductive DFAs.
Input: A sample S = (S+,S−) and an asynchronous transducer T over a common
alphabet Σ.
 n← 0.
 repeat
 n← n+ 1.
 Construct and solve ϕS ,Tn .
 until ϕS ,Tn is satisfiable with model M.
 return the DFA AM constructed from M.
Lemma .. Let S be a sample and T an asynchronous transducer, both over the common
alphabet Σ. If a DFA that is consistent with S and inductive with respect to T exists, say
with k states, then Algorithm . terminates after at most k iterations and returns a smallest
DFA with these properties.
The proof of Lemma . follows from the properties of ϕS ,Tn (see Lemma . on
Page , respectively Lemma . on Page ). Moreover, since we increase n by
one in every iteration, Algorithm . in fact returns a smallest DFA with the desired
properties after k iterations provided that such a DFA exists.
Implementing ϕS ,Tn in Propositional Boolean Logic
We reuse the formulas ϕDFAn (d,f ) and ϕ
T
n (d,f ,z) from Section .. in order to im-
plement the formula ϕS ,Tn in Propositional Boolean Logic. Let us remind the reader
that the formula ϕDFAn (d,f ) ensures that a model M encodes a deterministic automa-
ton, and ϕTn (d,f ,z) enforces the prospective DFA to be inductive with respect to the
transducer T . Thereby, d, f , and z are lists of variables with the following meaning:
• d is the list of variables dp,a,q where p,q ∈ Q are states of the prospective DFA
and a ∈ Σ. The variables dp,a,q encode the transitions of AM.
• f is the list of variables fq where q ∈Q, which encode the final states of AM.
• z is the list of variables zq,q′ ,q′′ where q,q′′ ∈ Q and q′ is a state of T . These
variables are used to track the parallel behavior of AM and T .
Moreover, given a model M |= ϕDFAn ∧ψ where ψ is an arbitrary formula in Propo-
sitional Boolean logic, we construct the DFA AM according to Definition . (on
Page ).
To express that the prospective DFA is consistent with the sample S = (S+,S−), we
introduce a new formula ϕSn , which is a variation of Heule and Verwer’s formula µSn
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from Section .. (see Page ). Formally, the formula ϕSn (d,f ,x) is the conjunction
of Formulas . to . below where x is a list of variables xu,q with u ∈ Pref(S+ ∪ S−)
and q ∈Q.
xε,q0 (.)∧
u∈Pref(S+∪S−)
∧
q,q′∈Q,q,q′
¬xu,q ∨¬xu,q′ (.)∧
ua∈Pref(S+∪S−)
∧
p,q∈Q
(xu,p ∧ dp,a,q)→ xua,q (.)∧
u∈S+
∧
q∈Q
xu,q→ fq
 ∧
∧
u∈S−
∧
q∈Q
xu,q→¬fq
 (.)
In contrast to Heule and Verwer’s original formula, we here need to explicitly fix the
initial state of the prospective DFA to q0 (cf. Formula .) because the formula ϕTn
assumes q0 to be the initial state.
The following lemma states that ϕSn has indeed the desired properties.
Lemma .. If M |= ϕDFAn (d,f )∧ϕSn (d,f ,x), then S+ ⊆ L(AM) and S− ∩L(AM) = ∅.
Proof. The proof is similar to the correctness proof of Heule and Verwer’s method
(cf. the proof of Theorem . on Page  and following). First, a standard induction
over the length of words u ∈ Pref(S+ ∪ S−) using Formulas . to . shows that
AM : q0 u−→ q implies xMu,q = true and xMu,q′ = false for all q′ ∈Q \ {q}. Given this fact, we
deduce using Formula . that u ∈ L(AM) holds for all u ∈ S+ and u < L(AM) holds
for all u ∈ S−.
Finally, we define ϕS ,Tn to be the conjunction
ϕS ,Tn (d,f ,x,z)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕTn (d,f ,z),
which leads to the result shown next.
Lemma .. Let S = (S+,S−) be a sample and T an asynchronous transducer, both over the
common alphabet Σ. In addition, let n ∈ N+ and
ϕS ,Tn (d,f ,x,z)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕTn (d,f ,z).
Then, the following statements hold:
The meaning of a variable xu,q is that it is set to true if the prospective DFA reaches state q after
reading the input u. We encourage the reader to consult Section .. for a detailed explanation.
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. If M |= ϕS ,Tn (d,f ,x,z), then AM is a DFA with n states that satisfies S+ ⊆ L(AM),
S− ∩L(AM) = ∅, and R(T )(L(AM)) ⊆ L(AM).
. If a DFA A with n states exists that satisfies S+ ⊆ L(A), S− ∩ L(A) = ∅, as well as
R(T )(L(A)) ⊆ L(A), then ϕS ,Tn (d,f ,x,z) is satisfiable.
Lemma . follows from Lemma . (on Page ) and Lemma .. Moreover, we
observe the following regarding the size of the formula ϕS ,Tn .
Remark .. In conjunctive normal form, the formula ϕS ,Tn (d,f ,x,z) ranges over
O
(
n2|Σ|+n2|QT |+n|Pref(S+ ∪ S−)|
)
variables and comprises
O
(
n3|Σ|+n2(n2|∆T |+ |FT |) +n2|Pref(S+ ∪ S−)|
)
clauses.
Implementing ϕS ,Tn in the Logic of Uninterpreted Functions over the Natural
Numbers
To implement ϕS ,Tn in the logic of uninterpreted functions over the natural numbers,
we combine the formulas ϕDFAn and ϕ
T
n from Section .. and formula νSn from
Section .. (on Page  and following). More precisely, ϕS ,Tn is the conjunction
ϕS ,Tn (d,f ,x,z)B ϕDFAn (d,f )∧ νSn (d,f ,x)∧ϕTn (d,f ,z)
where d : N×N→ N, f : N→ N, x : N×N→ N, and z : N×N×N→ N are uninterpreted
functions that have the same meaning as the corresponding Boolean variables of the
previous section. Moreover, given a model M |= ϕS ,Tn (d,f ,x,z), we construct the DFA
AM analogous to Definition . (on Page ).
The following lemma states that ϕS ,Tn (d,f ,x,z) has in fact the desired properties.
Lemma .. Let S = (S+,S−) be a sample and T an asynchronous transducer, both over
the common alphabet Σ. In addition, let n ∈ N+ and
ϕS ,Tn (d,f ,x,z)B ϕDFAn (d,f )∧ νSn (d,f ,x)∧ϕTn (d,f ,z).
Then, the following statements hold:
. If M |= ϕS ,Tn (d,f ,x,z), then AM is a DFA with n states that satisfies S+ ⊆ L(AM),
S− ∩L(AM) = ∅, and R(T )(L(AM)) ⊆ L(AM).
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. If a DFA A with n states exists that satisfies S+ ⊆ L(A), S− ∩ L(A) = ∅, as well as
R(T )(L(A)) ⊆ L(A), then ϕS ,Tn (d,f ,x,z) is satisfiable.
Considering the properties of the individual subformulas of ϕS ,Tn , a proof of
Lemma . is straightforward (cf. Theorem . on Page  and Lemma . on
Page ) and, therefore, skipped.
Finally, let us briefly comment on the size of of the formula ϕA
I ,AB,T
n when imple-
mented in the logic of uninterpreted functions over the natural numbers.
Remark .. The formula ϕS ,Tn (d,f ,x,z) ranges over four uninterpreted functions and
comprises
O
(
n|Σ|+ |Pref(S+ ∪ S−)|+n2(|∆T |+ |FT |)
)
constraints.
4.3.3 The CEGAR-style Learner
The CEGAR-style learner, sketched as Algorithm ., maintains a sample S = (S+,S−)
as a finite abstraction of the (potentially infinite) sets of initial and bad configurations.
In every iteration, the learner computes a minimal DFA A that is consistent with S
and inductive with respect to T using Algorithm . (see Page ). Subsequently,
the learner submits A on an equivalence query. If the teacher replies “yes” to this
query, the learning terminates. If the teacher returns a counterexample, say u, the
learner classifies u by checking whether u ∈ L(A) holds and refines its abstraction of
the program (i.e., its sample S): since a counterexample either satisfies u ∈ I \L(A) or
u ∈ B∩L(A), the learner adds u to S+ in the first case or u to S− in the latter case. This
excludes a spurious behavior of further conjectures on u. Then, the learner proceeds
with the next iteration.
Algorithm . follows the CEGAR principle in the following sense. The DFA A
produced from the sample in every iteration is an abstraction of the reachable configu-
rations of the program. In the beginning, the sample contains only a few words and the
CEGAR-style learner produces very coarse abstractions. An equivalence query with the
abstraction reveals if an IDFA has been found. If this is not the case, counterexamples
are used to refine the abstraction until an IDFA can be identified.
The following theorem states the correctness of Algorithm ..
Theorem .. Let P = (I,T ) be a program over the common alphabet Σ and B ⊆ Σ∗ a
regular set of bad configurations with B∩ I = ∅. Moreover, let an incomplete teacher for P
and B and an asynchronous transducer T with R(T ) = T be given. If an IDFA with respect
to P and B exists, Algorithm . terminates and returns a smallest IDFA.
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Algorithm .: CEGAR-style learner for Regular Model Checking.
Input: An incomplete teacher for a program P = (I,T ) and an asynchronous
transducer T with R(T ) = T .
 Initialize a sample S = (S+,S−) with S+ = ∅ and S− = ∅.
 repeat
 Compute a smallest DFA A consistent with S and inductive with respect to T
using Algorithm ..
 Perform an equivalence query with A.
 if the teacher returns a counterexample u then
 if u ∈ L(A) then
 S−← S− ∪ {u}.
 else
 S+← S+ ∪ {u}.
 end
 end
 until the teacher replies “yes” to the equivalence query with A.
 return A.
Proof of Theorem .. Due to the way an incomplete teacher answers equivalence
queries, we know that the result of Algorithm . is in fact an IDFA once the algorithm
has terminated. Thus, it is enough to show that Algorithm . eventually terminates if
an IDFA exists, and that its result is of minimal size.
To this end, we make three observations.
. Algorithm . never conjectures the same DFA twice. This is due to the fact that
the learner successively adds counterexamples to the sample and a conjecture
is consistent with the sample of the iteration in which it is produced and all
previous iterations. Thus, the conjecture Ai of iteration i and the conjecture
Aj of iteration j < i classify at least the counterexample added in iteration j
differently.
. The size of consecutive conjectures increases monotonically during the learning
process. This can be seen as follows: Assume that the conjecture Ai has ni states
and the conjecture Ai+1 has ni+1 < ni states. Since the sample of iteration i + 1
results from the one of iteration i by adding one word to S+ or S−, the conjecture
Ai+1 is necessarily consistent with the sample of iteration i but has fewer states
than the conjecture Ai . This contradicts the fact that the learner only produces
minimal consistent (and inductive) DFAs.
. Every IDFA, in particular every smallest IDFA, is consistent with the samples
produced during the run of Algorithm . since the samples contain only coun-
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terexamples whose classifications are known to the teacher; that is, adding
counterexamples to the sample does not rule out any IDFA.
Now, suppose that an IDFA exists and assume that a smallest IDFA has k states.
Since there exists no IDFA with less than k states and due to Observations  and , we
know that Algorithm . eventually conjectures DFAs with at least k states. Towards
a contradiction suppose that Algorithm . does not find an IDFA with k states and
eventually conjectures a DFA with k′ > k states. Then, Observation  together with
the fact that the learner always computes smallest consistent and inductive DFAs
implies that there cannot be an IDFA with k states. This is a contradiction. Thus,
Algorithm . eventually conjectures a smallest IDFA, which passes the equivalence
query, and terminates.
It is worth pointing out that Theorem . holds regardless of the specific counterex-
amples the teacher returns. Indeed, the mere fact that the CEGAR-style learner uses
counterexamples to refine its abstraction of the program and that it always computes
smallest consistent and inductive conjectures is enough to prove Theorem ..
Finally, the proof of Theorem . suggests to start the passive learning algorithm
not with n = 1 but with the size of the last conjecture. Since we know that there is no
IDFA with less states, an initial value of n > 1 avoids unnecessary calls to the logic
solver and improves the performance of Algorithm ..
4.3.4 The Angluin-style Learner
Our Angluin-style learner is an adaptation of Angluin’s original algorithm, which
learns an IDFA from an incomplete teacher. Like the CEGAR-style learner, the Angluin-
style learner uses a logic solver to find a smallest inductive DFA that is consistent with
the information learned so far.
The Angluin-style learner stores its information in an extended observation table
O? = (R,S,T?) where R ⊆ Σ∗ is a prefix-closed set of representatives, S ⊆ Σ∗ is a set of
separating words, and T? : (R∪R ·Σ) · S → {0,1,?} is a mapping that stores the table
entries; in contrast to Angluin’s original algorithm, an extended observation table now
also stores ?-entries. The learner fills the table using membership queries such that
the value T?(u) corresponds to the teacher’s answer to the membership query with the
word u. This task is delegated to a subroutine update(O?), which queries the teacher
for missing table entries and fills the table accordingly.
Like in Angluin’s original algorithm, the representatives from R are candidates for
identifying states, and the words from S are used to distinguish states. This time,
however, the notion of equivalent representatives is no longer immediate due the
existence of ?-entries in the table. Therefore, we follow Grinchtein, Leucker, and
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Piterman’s idea [GLP] and call two words u,v ∈ R∪R ·Σ similar, denoted by u ≈O? v,
if T?(uw) ,? and T?(vw) ,? implies T?(uw) = T?(vw) for all w ∈ S; in other words, u
and v cannot be distinguished by words from S. Note, however, that ≈O? is not an
equivalence relation, unlike in Angluin’s algorithm.
The Angluin-style learner, shown as Algorithm . (on Page ), works similar to
Angluin’s original algorithm, which makes the table closed and consistent in every
iteration. Since the Angluin-style learner needs to handle ?-entries, we switch to
weaker notions of closedness and consistency, which are based upon the relation ≈O? :
• An extended observation table O? is weakly closed if for all u ∈ R and a ∈ Σ there
exists a v ∈ R such that ua ≈O? v. If this is not satisfied, the Angluin-style learner
adds ua to R and updates the table.
• An extended observation table O? is weakly consistent if for all u,v ∈ R and a ∈ Σ,
u ≈O? v implies ua ≈O? va. If O? is not weakly consistent, there exist u,v ∈ R,
w ∈ S, and a ∈ Σ such that T?(uaw) ,?, T?(vaw) ,?, and T?(uaw) , T?(vaw). In this
situation, the Angluin-style learner adds aw to S and updates the table.
As in the case of Angluin’s original algorithm, one can check both weak closedness
and weak consistency of an extended observation table in time polynomial in the size
of the table.
Once O? is weakly closed and weakly consistent, the Angluin-style learner turns the
table into a sample S = (S+,S−) with
S+ = {u | T?(u) = 1} and S− = {u | T?(u) = 0}.
Then, it applies Algorithm . (see Page ) to derive a smallest DFA that is consistent
with S and inductive with respect to T , which it submits to an equivalence query.
If the teacher replies “yes”, the learning terminates. Otherwise, the Angluin-style
learner adds the returned counterexample and all of its prefixes to R, updates the
table, and proceeds with the next iteration.
The following theorem states the correctness of Algorithm ..
Theorem .. Let P = (I,T ) be a program over the common alphabet Σ and B ⊆ Σ∗ a
regular set of bad configurations with B∩ I = ∅. Moreover, let an incomplete teacher for P
and B and an asynchronous transducer T with R(T ) = T be given. If an IDFA with respect
to P and B exists, Algorithm . terminates and returns a smallest IDFA.
The proof of this theorem is similar to correctness proof of the CEGAR-style learner
(cf. Theorem . on Page ), but slightly more involved since the Angluin-style
learner stores its information in an extended observation table rather than in a sample.
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Algorithm .: Angluin-style learner for Regular Model Checking.
Input: An incomplete teacher for a program P = (I,T ) and an asynchronous
transducer T with R(T ) = T .
 Initialize the extended observation table O? = (R,S,T?) with R = S = {ε}, and
update(O?).
 repeat
 while O? is not weakly closed or not weakly consistent do
 if O? is not weakly closed then
 Pick u ∈ R and a ∈ Σ such that there exists no v ∈ R with ua ≈O? v.
 R← R∪ {ua}.
 update(O?).
 end
 if O? is not weakly consistent then
 Pick u,v ∈ R, a ∈ Σ, and w ∈ S with u ≈O? v, T?(uaw) ,?, T?(vaw) ,?, and
T?(uaw) , T?(vaw).
 S← S ∪ {aw}.
 update(O?).
 end
 end
 Let S = ({u | T?(u) = 1}, {u | T?(u) = 0}).
 Compute a smallest DFA A consistent with S and inductive with respect to T
using Algorithm ..
 Perform an equivalence query with A.
 if the teacher returns a counterexample u then
 R← R∪Pref(u).
 update(O?).
 end
 until the teacher replies “yes” to the equivalence query with A.
 return A.
Proof of Theorem .. Like in the proof of Theorem ., it is enough to show that
Algorithm . terminates if an IDFA exists (the returned DFA is then guaranteed to be
an IDFA) and that the resulting IDFA is of minimal size.
We begin with the remark that any conjecture A produced by the Angluin-style
learner is consistent with the extended observation table O?; that is, it satisfies
{u | T?(u) = 1} ⊆ L(A) and {u | T?(u) = 0} ∩L(A) = ∅.
The reason is simple: the learner extracts a sample S consisting of exactly those two
sets and produces a smallest DFA that is consistent with S (and inductive with respect
to T ).
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Next, we make three observations, which resemble those in the proof of Theo-
rem ..
. Algorithm . never conjectures the same DFA twice. This is due to the fact
that the learner successively adds counterexamples to the table (and perhaps
performs further membership queries) and a conjecture is consistent with the
table of the iteration in which it is produced and all previous iterations. Thus,
the conjecture Ai of iteration i and the conjecture Aj of iteration j < i classify at
least the counterexample added in iteration j differently.
. The size of consecutive conjectures increases monotonically: Suppose that the
conjecture Ai of iteration i has ni states and the conjecture Ai+1 of iteration
i + 1 has ni+1 < ni states. Since the table of iteration i + 1 results from the one of
iteration i by adding at least one counterexample and its classification to the
table, Ai+1 is necessarily consistent with the table of iteration i but has fewer
states than Ai . This contradicts the fact that the learner only produces minimal
consistent (and inductive) DFAs.
. Every IDFA, in particular every smallest IDFA, is consistent with the tables
created during the run of Algorithm . since the learner produces conjectures
that are consistent with all non-?-entries.
Analogously to Theorem ., we deduce that Algorithm . eventually conjectures
a smallest IDFA, which passes the equivalence query, and terminates.
4.4 Black-box Algorithms
Finally, we present two learning-based algorithms for Regular Model Checking that
obtain their information solely from a teacher and, hence, completely work in a black-
box fashion; that means in particular that a learner has no access to the program in
question. In contrast to an incomplete teacher of the previous section, who assumes
that the learner knows the transducer and produces inductive conjectures, a teacher
now has to communicate all information about the program that are necessary to
enable the learner to eventually learn an invariant (provided one exists). The problem
is, however, that the teacher does not know an invariant.
As a solution, we have recently proposed the ICE-learning framework [GLMNa,
GLMN], which is a passive learning setting (without minimality constraint). In
order to interact with a teacher, we have also introduced an iterative version, called
iterative ICE-learning, in which a learner and a teacher communicate via equivalence
queries (which are also called correctness queries to emphasize that there does not
exist a unique target concept to which a conjecture could be equivalent). On an
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equivalence query, the learner proposes a conjecture, and the teacher checks whether
this conjecture accepts an invariant. If this is not the case, the teacher either returns
a (classical) counterexample witnessing that the conjecture classifies an initial or a
bad configuration incorrectly, or an implication-counterexample witnessing that the
conjecture is not inductive; recall that an implication-counterexample is a pair (c,c′)
of program configurations such that the program can move from configuration c to
configuration c′, c is accepted by the conjecture, and c′ is not accepted. It seems that
this is the maximal amount of information a teacher without actual knowledge of an
invariant can provide on an equivalence query.
For the present setting, we combine the incomplete teacher of Section . (for
answering membership queries) and iterative ICE-learning (for answering equivalence
queries). A corresponding teacher, which we call ICE-teacher, works as follows.
Definition . (ICE-teacher for Regular Model Checking). Let P = (I,T ) be a program
over the alphabetΣ and B ⊆ Σ∗ with I∩B = ∅ a set of bad configurations. An ICE-teacher
for P and B answers queries as follows.
Membership query On a membership query with a word u ∈ Σ∗, the teacher replies
“yes” if u ∈ I , “no” if u ∈ B, and “don’t know”, denoted by “?”, in any other case.
Equivalence query On an equivalence query with a DFA A, the teacher performs the
following tasks:
. If I * L(A), then the teacher returns a counterexample u ∈ I \L(A).
. If B∩L(A) , ∅, then the teacher returns a counterexample u ∈ B∩L(A).
. If A is not inductive, the teacher returns an implication-counterexample
(u,u′) with (u,u′) ∈ T , u ∈ L(A), and u′ < L(A).
. If A passes the checks above, A is an IDFA, and the teacher returns “yes”.
The order in which the teacher performs Tasks  to  is arbitrary.
Note that incomplete teachers and ICE-teachers (only) differ in the way they answer
equivalence queries: an incomplete teacher expects an inductive DFA and returns clas-
sical counterexamples, whereas an ICE-teacher does not pose any restriction on a con-
jecture and returns either classical counterexamples or implication-counterexamples.
In Section .., we demonstrate how to construct an ICE-teacher who is based on
a representation of a program in terms of finite automata. Note, however, that the
present setting does not require a program to be given in terms of automata. Instead,
it can be given in any form provided one can build an ICE-teacher.
In Sections .. and .., we lift the CEGAR-style learner of Section .., re-
spectively the Angluin-style learner of Section .., to the ICE-teacher setting. We
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call the resulting learners CEGAR-style ICE-learner and Angluin-style ICE-learner. The
underlying idea is to record implication-counterexamples returned on equivalence
queries in a (finite) set C ⊆ Σ∗×Σ∗ and to replace the passive learning algorithm, which
is responsible for producing conjectures. The new passive learning algorithm takes
a finite sample S as well as a finite set of implications C and produces a smallest
DFA A that is consistent with S and respects the implications in C; the latter means
that u ∈ L(A) implies u′ ∈ L(A) for all (u,u′) ∈ C. We present such a passive learning
algorithm in Section ... Our black-box algorithm for Regular Model Checking is
then simply the bundle consisting of an ICE-teacher and one of these learners.
4.4.1 An ICE-teacher for Regular Model Checking
We now describe how to build an ICE-teacher for Regular Model Checking who has
direct access to an automaton representation of the program P = (I,T ) and the set B
of bad configurations; that is, we assume that the teacher has access to an NFA AI
with L(AI ) = I , an NFA AB with L(AB) = B, and an asynchronous transducer T with
R(T ) = T .
The ICE-teacher works as follows.
Membership query On a membership query with u ∈ Σ∗, the teacher returns “yes” if
u ∈ L(AI ), “no” if u ∈ L(AB), and “?” in any other case.
Equivalence query On an equivalence query with a DFA A, the teacher performs the
following tasks:
. If L(AI )* L(A), the teacher returns a counterexample u ∈ L(AI ) \L(A).
. If L(AB)∩L(A) , ∅, the teacher returns a counterexample u ∈ L(AB)∩L(A).
. To check whether A is inductive, the teacher computes a DFA A′ with
L(A′) = R(T )(L(A)) according to Lemma . (see Page ). If L(A′) ⊆ L(A)
does not hold, then the teacher computes a DFA A′′ such that L(A′′) =
L(A′)∩ (Σ∗ \L(A)); that is,A′′ accepts all configurations u′ < L(A) for which
a configuration u ∈ L(A) with (u,u′) ∈ R(T ) exists. Finally, the teacher
chooses an arbitrary configuration u′ ∈ L(A′′) and constructs a correspond-
ing configuration u such that the run of T on the pair (u,u′) is accepting.
Once the teacher identified such a pair, he returns it as an implication-
counterexample.
. If A passes the checks above, A is an IDFA, and the teacher returns “yes”.
Note that answering both membership and equivalence queries is possible using
standard methods of automata theory.
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4.4.2 Passive Learning of DFAs from Samples and Implications
In this section, we present an algorithm for the following modified passive learning
task: given a sample S = (S+,S−) over an alphabet Σ and a finite set C ⊆ Σ∗ ×Σ∗ of
implications, compute a smallest DFA that is consistent with S and respects the
implications in C.
As before, we use a logic solver to solve this task. Our algorithm creates and solves
once again a sequence of logic formulas ϕS ,Cn for n = 1,2, . . . that postulate the existence
of a DFA with n states that is consistent with S and respects the implications in
C. We design ϕS ,Cn such that a model M |= ϕS ,Cn provides the information necessary
to construct a DFA with the desired properties. Algorithm . shows the resulting
algorithm in pseudo code.
Algorithm .: Passive learning algorithm for learning DFAs that respect implica-
tions.
Input: A sample S = (S+,S−) over Σ and a finite set C ⊆ Σ∗ ×Σ∗ of implications.
 n← 0.
 repeat
 n← n+ 1.
 Construct and solve ϕS ,Cn .
 until ϕS ,Cn is satisfiable with model M.
 return the DFA AM constructed from M.
The lemma below states the correctness of Algorithm ..
Lemma .. Let S be a sample over Σ and C ⊆ Σ∗ ×Σ∗ a finite set of implications. If a
DFA that is consistent with S and respects the implications in T exists, say with k states,
then Algorithm . terminates after at most k iterations and returns a smallest DFA with
these properties.
Again, the proof of Lemma . is a straightforward application of the properties of
ϕS ,Cn (cf. Lemma . on Page , respectively Lemma . on Page ). Moreover,
since we increase n by one in every iteration, Algorithm . indeed finds a smallest
DFA with the desired properties after k iterations provided that such a DFA exists.
Thus, it is left to implement the formula ϕS ,Cn . Again, we do so in Propositional
Boolean Logic and in the logic of uninterpreted functions over the natural numbers.
Implementing ϕS ,Cn in Propositional Boolean Logic
The first step towards implementing the formula ϕS ,Cn in Propositional Boolean Logic
is to construct a formula ϕCn that expresses that the prospective DFA respects the
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implications in C. To this end, let
C = {u | ∃u′ : (u,u′) ∈ C}∪ {u′ | ∃u : (u,u′) ∈ C}
be the set of all words occurring as either antecedent or as consequent of an implication
in C.
The idea of ϕCn is to encode the runs of the prospective DFA AM = (Q,Σ,q0,δ,F)
on the words in Pref(C) and to enforce that u ∈ L(AM) implies u′ ∈ L(AM) for all
(u,u′) ∈ C. To this end, we use auxiliary Boolean variables yu,q where u ∈ Pref(C) and
q ∈Q. The meaning of a variable yu,q is that it is set to true if AM reaches state q after
reading the word u. Analogously to formula ϕSn in Propositional Boolean Logic, we
achieve this using the following three formulas.
yε,q0 (.)∧
u∈Pref(C)
∧
q,q′∈Q,q,q′
¬yu,q ∨¬yu,q′ (.)∧
ua∈Pref(C)
∧
p,q∈Q
(yu,p ∧ dp,a,q)→ yua,q (.)
Recall that the variables dp,a,q where p,q ∈Q and a ∈ Σ are used to encode the transi-
tions of the prospective DFA.
To enforce that AM respects the implications in C, we need to express the following:
for all implications (u,u′) ∈ C, whenever AM reaches a final state, say p, after reading
u, then AM must also reach a final state, say q, after reading u′. This conditions is
expressed by the formula below.
∧
(u,u′)∈C
∧
p∈Q
(yu,p ∧ fp)→∧
q∈Q
(yu′ ,q→ fq)
 (.)
As before, the variables fq where q ∈Q encode the final states of the prospective DFA.
Formula . is not in conjunctive normal form. However, applying the distributive
law yields the following equivalent formula, which is in conjunctive normal form.∧
(u,u′)∈C
∧
p∈Q
∧
q∈Q
(
¬yu,p ∨¬fp ∨¬yu′ ,q ∨ fq
)
(.)
Let ϕCn(d,f ,y) be the conjunction of Formulas . to . and . where d is a list
of the variables dp,a,q, f is a list of the variables fq, and y is a list of the variables yu,q
for p,q ∈Q, a ∈ Σ, and u ∈ C. Moreover, let ϕDFAn (d,f ) be as in Section ... Then, we
obtain the following result.
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Lemma .. If M |= ϕDFAn (d,f )∧ϕCn(d,f ,y), then u ∈ L(AM) implies u′ ∈ L(AM) for all
(u,u′) ∈ C.
Proof. Let M |= ϕDFAn (d,f ) ∧ ϕCn(d,f ,y). An induction analogous to the one in the
correctness proof of Heule and Verwer’s passive learning method (see Section ..)
using Formulas . to . shows that AM : q0 u−→ q implies yMu,q = true for all u ∈
Pref(C).
In order to prove that AM respects the implications in C, choose an implication
(u,u′) ∈ C, and suppose u ∈ L(AM). The latter assumption means that AM : q0 u−→ p
holds for some p ∈ F. This in turn implies yMu,p = true. Moreover, since p ∈ F holds, we
know that fMp = true is satisfied by definition of AM.
On the other hand, AM : q0 u′−→ q implies yMu′ ,q = true. Furthermore, Formula .
then enforces that fq must also be set to true. This means that q ∈ F holds by definition
ofAM and, therefore, u′ ∈ L(AM). Thus, u ∈ L(AM) implies u′ ∈ L(AM) for all (u,u′) ∈ C
as (u′u′) ∈ C was chosen arbitrarily.
It is left to express that the prospective DFA is consistent with the sample S . To this
end, we simply reuse the formula ϕSn in Propositional Boolean Logic of Section ...
Then, ϕS ,Cn is the conjunction
ϕS ,Cn (d,f ,x,y)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕCn(d,f ,y),
and we obtain the following result.
Lemma .. Let S = (S+,S−) be a sample over Σ, C ⊆ Σ∗ ×Σ∗ a finite set of implications,
n ∈ N+, and
ϕS ,Cn (d,f ,x,y)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕCn(d,f ,y).
Then, the following statements hold:
. If M |= ϕS ,Tn (d,f ,x,y), then AM is a DFA with n states that satisfies S+ ⊆ L(AM),
S− ∩L(AM) = ∅, and u ∈ L(AM) implies u′ ∈ L(AM) for all (u,u′) ∈ C.
. If a DFAA with n states exists that satisfies S+ ⊆ L(A), S−∩L(A) = ∅, and u ∈ L(AM)
implies u′ ∈ L(AM) for all (u,u′) ∈ C, then ϕS ,Cn (d,f ,x,y) is satisfiable.
Lemma . follows from Lemma . and Lemma . (on Page ). In addition,
we obtain the following remark about the size of ϕS ,Cn .
Remark .. In conjunctive normal form, the formula ϕS ,Cn (d,f ,x,y) ranges over
O
(
n2|Σ|+n|Pref(S+ ∪ S−)|+n|Pref(C)|
)
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variables and comprises
O
(
n3|Σ|+n2|Pref(S+ ∪ S−)|+n2|Pref(C)|
)
clauses.
Implementing ϕS ,Cn in the Logic of Uninterpreted Functions over the Natural
Numbers
To implement ϕS ,Cn in the logic of uninterpreted functions over the natural numbers,
we reuse the corresponding formulas ϕDFAn and ϕ
S
n of Section ... Moreover, we
translate the formula ϕCn in Propositional Boolean Logic into the logic of uninterpreted
functions over N.
To simplify this translation, we assume without loss of generality that all words
in Pref(C) are enumerated, say Pref(C) = {u0, . . . ,uk−1} with u0 = ε. Then, ϕS ,Cn is the
conjunction of Formulas . to ., which are shown next.
y(0) = 0 (.)∧
ui ,uj∈Pref(C),a∈Σ,uj=uia
y(j) = d(y(i), a) (.)
∧
(ui ,uj )∈C
f (y(ui)) , 0→ f (y(uj )) , 0 (.)
Here, d : N × N → N, f : N → N, and y : N → N are uninterpreted functions that
correspond to the Boolean variables dp,a,q, fq, and yu,q, respectively.
Finally, let ϕS ,Cn be the conjunction
ϕS ,Cn (d,f ,x,y)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕCn(d,f ,y).
Then, we obtain the following result.
Lemma .. Let S = (S+,S−) be a sample over Σ, C ⊆ Σ∗ ×Σ∗ a finite set of implications,
n ∈ N+, and
ϕS ,Cn (d,f ,x,y)B ϕDFAn (d,f )∧ϕSn (d,f ,x)∧ϕCn(d,f ,y).
Then, the following statements hold:
. If M |= ϕS ,Tn (d,f ,x,y), then AM is a DFA with n states that satisfies S+ ⊆ L(AM),
S− ∩L(AM) = ∅, and u ∈ L(AM) implies u′ ∈ L(AM) for all (u,u′) ∈ C.
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. If a DFAA with n states exists that satisfies S+ ⊆ L(A), S−∩L(A) = ∅, and u ∈ L(AM)
implies u′ ∈ L(AM) for all (u,u′) ∈ C, then ϕS ,Cn (d,f ,x,y) is satisfiable.
A proof is again straightforward using the individual properties of the subformulas
of ϕS ,Cn . Moreover, we obtain the following remark about the size of ϕS ,Cn .
Remark .. The formula ϕS ,Cn (d,f ,x,y) ranges over four uninterpreted functions and
comprises
O
(
n|Σ|+ |Pref(S+ ∪ S−)|+ |Pref(C)|)
)
clauses.
4.4.3 CEGAR-Style ICE-learner for Regular Model Checking
The CEGAR-style ICE-learner is an adaptation of the CEGAR-style learner (described
in Section ..) to the ICE-learning setting. In addition to a sample S = (S+,S−)
containing two finite sets S+,S− ⊆ Σ∗, the CEGAR-style ICE-learner maintains a finite
set C ⊆ Σ∗×Σ∗ of implications. In every iteration, the learner computes a minimal DFA
A that is consistent with S and respects the implications in C using Algorithm .
(see Page ) and poses an equivalence query with A. If the teacher replies “yes”, the
learning terminates. If the teacher returns a counterexample u ∈ Σ∗, the learner adds
u to S+ if u < L(A), respectively to S− if u ∈ L(A). If the teacher returns an implication-
counterexample (u,u′), the learner simply adds (u,u′) to C. Then, the learner proceeds
with the next iteration. Algorithm . presents the complete procedure in pseudo
code.
The following theorem states the correctness of Algorithm ..
Theorem .. Let P = (I,T ) be a program over the common alphabet Σ and B ⊆ Σ∗ a
regular set of bad configurations with B∩ I = ∅. Moreover, let an ICE-teacher for P and B
be given. If an IDFA with respect to P and B exists, Algorithm . terminates and returns a
smallest IDFA.
A proof of can easily be assembled from the correctness proof of the CEGAR-style
learner (see Theorem . on Page ) and the proof of Lemma . (on Page ).
4.4.4 Angluin-Style ICE-learner for Regular Model Checking
The Angluin-style ICE-learner lifts the concept of the Angluin-style learner from
Section . to the setting of learning from ICE-teachers. As before, the Angluin-style
ICE-learner maintains an extended observation table O? = (R,S,T?) in which it records
answers to membership queries and counterexamples. Moreover, it additionally uses a
set C ⊆ Σ∗×Σ∗ to store implication-counterexamples like the CEGAR-style ICE-learner.
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Algorithm .: CEGAR-style ICE-learner for Regular Model Checking.
Input: An ICE-teacher for Regular Model Checking.
 Initialize a sample S = (S+,S−) with S+ = ∅ and S− = ∅.
 Let C = ∅.
 repeat
 Compute a smallest DFA A that is consistent with S respects the implications
in C using Algorithm ..
 Perform an equivalence query with A.
 if the teacher returns a counterexample u then
 if u ∈ L(A) then
 S−← S− ∪ {u}.
 else
 S+← S+ ∪ {u}.
 end
 else if the teacher returns an implication-counterexample (u,u′) then
 C ← C ∪ {(u,u′)}.
 end
 until the teacher replies “yes” to the equivalence query with A.
 return A.
Algorithm . (on Page ) presents the Angluin-style ICE-learner in pseudo code.
The learner starts with an initial extended observation table O? and an empty set C. In
every iteration, the learner makes the table weakly closed and weakly consistent in
the same manner as the Angluin-style learner of Section ... Once this is the case, it
derives a sample S = (S+,S−) from the table where
S+ = {u | T?(u) = 1} and S− = {u | T?(u) = 0}.
Given this sample, the learner invokes Algorithm . (see Page ) to compute a
minimal DFA A that is consistent with S and respects the implications in C. Then, the
learner poses an equivalence query with A. If the teacher replies “yes”, the learner
halts and outputs A. Otherwise, the teacher either replies a counterexample u or an
implication counterexample (u,u′). In the first case, the learner adds u and all of its
prefixes to R and updates the table. In the latter case, the learner adds (u,u′) to C.
Then, the learner proceeds with the next iteration.
The next theorem states the correctness of Algorithm ..
Theorem .. Let P = (I,T ) be a program over the common alphabet Σ and B ⊆ Σ∗ a
regular set of bad configurations with B∩ I = ∅. Moreover, let an ICE-teacher for P and B
be given. If an IDFA with respect to P and B exists, Algorithm . terminates and returns a
smallest IDFA.
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Algorithm .: Angluin-style ICE-learner for Regular Model Checking.
Input: An ICE-teacher for Regular Model Checking.
 Initialize the extended observation table O? = (R,S,T?) with R = S = {ε} and
update(O?).
 Let C = ∅.
 repeat
 Produce a weakly closed and weakly consistent extended observation table
using membership queries.
 Let S = ({u | T?(u) = 1}, {u | T?(u) = 0}).
 Compute a smallest DFA A consistent with S that respects the implications in
C using Algorithm ..
 Perform an equivalence query with A.
 if the teacher returns a counterexample u then
 R← R∪Pref(u).
 update(O?).
 else if the teacher returns an implication-counterexample (u,u′) then
 C ← C ∪ {(u,u′)};
 end
 until the teacher replies “yes” to the equivalence query with A.
 return A.
As in the case of the CEGAR-style ICE-learner, a proof of Theorem . can easily be
assembled from the correctness proof of the Angluin-style learner (see Theorem .
on Page ) and the proof of Lemma . (on Page ).
4.5 Experiments and Evaluation
This section consists of two parts. In the first part, we briefly highlight the differences
between our algorithms and the tools T(o)rmc, Faster, and Lever from a user’s per-
spective; that is, we discuss differences in the input formats as well as what knowledge
the user needs. In the second part, we assess the performance of our algorithms (in
terms of runtime) based on a prototype implementation and compare this implemen-
tation to T(o)rmc and Faster.
Differences to Existing Tools
We already discussed the tools T(o)rmc, Lever, and Faster in the section about related
work. Here we highlight their differences to the techniques developed in this chapter.
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Differences to T(o)rmc T(o)rmc [Leg] implements a white-box algorithm that
iterates the given transducer on the set of initial configurations and applies extrapola-
tion to approximate the limit of the iteration. The drawback of this method is that the
bad configurations are not taken into account during the computation; if the result
contains a bad configuration, T(o)rmc has to be restarted with additional user input,
which requires expert knowledge about both T(o)rmc’s internals and the problem at
hand. Another drawback of T(o)rmc is that it requires DFAs as input, whereas our
algorithms also work with NFAs, which can be exponentially smaller than equivalent
DFAs. Also, T(o)rmc does not search for a smallest invariant, whereas our algorithms
do.
Differences to Lever The Lever tool [VV] implements a learning-based black-box
algorithm that builds upon Kearns and Vazirani’s learning algorithm. When used
for Regular Model Checking (recall that Lever can also be used for the verification
of liveness properties), Lever tries to learn a fixed point representing the exact set
of reachable configurations. However, Lever does not learn this set directly but a
set of configuration-witness pairs, which consist of a configuration augmented with
“distance information”. Compared to the learning-based algorithms of this chapter,
Lever’s approach has the advantage that the set of configuration-witness pairs is
unique—whereas we aim for an arbitrary invariant, of which there might be many.
The uniqueness of the target language makes answering membership and equivalence
queries possible and permits a straightforward application of standard active learning
algorithms.
In order to learn sets of configurations-witness pairs, Lever requires an encoding
that translates such pairs into finite words and vice versa. However, finding a suit-
able encoding requires expert knowledge about both Lever and the given problem
domain. Another limiting factor of Lever is that a minimal DFA accepting the set of
configuration-witness pairs can be larger than a minimal IDFA because the former
needs to represent more information. This, however, is a crucial aspect since the
runtime of Lever (like most learning-based algorithms) depends on the size of the
learned automaton.
Differences to Faster Faster [BLP] computes the exact set of reachable config-
urations using acceleration. This approach prevents Faster from terminating if the
set of reachable configurations is not recognizable by a finite automaton. In contrast,
our algorithms always find an IDFA if one exists. Moreover, Faster was originally
designed for integer linear systems over Presburger formulas. That entails that one
first has to translate a given Regular Model Checking instance into the Faster input
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Table .: Feature summary of algorithms for Regular Model Checking.
T(o)rmc Faster Lever White-box Semi-black-box Black-box
Mode White-box White-box Black-box White-box Semi-black-box Black-box
Input DFAs DFA and Teacher NFAs NFAs and Teacher
formulas teacher
Experience Expert Expert None None None None
Target Invariant Reachable Conf.-witn. Invariant Invariant Invariant
concept config. pairs
Minimality no no no yes yes yes
format, which requires manual work as a translation is often not straightforward (if it
is possible at all).
In conclusion, Table . summarizes the main features of the considered algorithms
for Regular Model Checking. The rows “Mode” and “Input” are self-explanatory.
The row “Experience” refers to the question of whether the user needs any (expert)
knowledge either about the program at hand or the internals of the algorithm. The
row “Target concept” refers to the kind of concept the respective algorithm computes.
Finally, the row “Minimality” indicates whether an algorithm searches for a smallest
representation of the target concept.
Experimental Results
To assess the effectiveness and performance of our algorithms, we implemented a
prototype and benchmarked it against Faster and T(o)rmc. Due to the fact that Lever
is not publicly available, a comparison to this tool was not possible. The results of this
section partly appeared in conference proceedings [Nei].
Methodology We implemented our prototype in C++ using AMoRE++ [KMP+] as
a backend for operations on automata and Libalf for learning automata. As underlying
logic solvers, we used Glucoser (for solving SAT formulas) and Microsoft’s Z3 (for
solving formulas with uninterpreted functions).
We considered two benchmark suites. The first benchmark suite contains integer
linear systems (mostly protocols, such as the Berkeley cache coherence protocol, the
Synapse cache coherence protocol, and the M.E.S.I. cache coherence protocol) and is
available on the Faster and T(o)rmc websites; additionally, we added three petri nets
(trans, trans, and trans). The second benchmark suite contains instances of a 2n
modulo-counter and the token ring protocol (see Example . on Page ) over a fixed
http://www.lsv.ens-cachan.fr/Software/fast/examples/examples.tgz
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number of processes. In the second benchmark suite, we successively enlarged the
input-automata AI and AB, with the motivation to demonstrate the advantages of our
semi-black-box and black-box algorithms when confronted with large input-automata.
Note, however, that we did not vary the size of the transducer. We comment on this
decision on shortly when discussing the results of our experiments.
The examples of the second benchmark suite were not natively expressible as Faster
inputs. In order to avoid a biased benchmark, we decided not to run Faster on the
second benchmark suite.
Compiling T(o)rmc for -bit systems did not work properly. A -bit executable
partly worked but suffered from memory access violations. We experienced crashes,
and it was often not possible to conduct experiments; for instance, we could not obtain
any result for the modulo counter experiments because T(o)rmc crashed on all inputs.
We contacted the tool’s developer, but the problem could not be resolved so far. Thus,
we can report T(o)rmc’s results only for a part of the experiments.
We conducted all experiments on an Intel Q CPU at 2.83 GHz with 4 GiB of
RAM running Ubuntu . LTS. We imposed a timeout limit of 300 s.
Results Tables . to . (on Pages  and ) present the results of our experi-
ments. All runtimes in the tables are in seconds. A “—” indicates that the correspond-
ing experiment either ran out of memory or did not finish within 300 s. An “x” means
that the experiment crashed. The best result of each experiment is highlighted in bold
font.
Table . shows the results on integer linear systems of the first benchmark suite.
The white-box algorithm using Glucoser often performed best, closely followed by
Faster. The only exception is the bakery protocol, which none of our algorithms could
prove correct. However, the performance of all algorithms is relatively similar on
this benchmark suite, and no algorithm excelled. The algorithms using Glucoser
performed slightly better than those using Z3.
Tables . and . show the results on the second benchmark suite; Table . reports
the results on the modulo counter experiments, and Table . reports the results on
the token ring experiments.
In the case of the modulo counter experiments, the algorithms again performed
similarly. The semi-black-box approach using the Angluin-style learner and Glucoser
achieved the best results, closely followed by the semi-black-box approach using the
CEGAR-style learner and Glucoser. Again, the algorithms using Glucoser performed
slightly better than those using Z3. Unfortunately, T(o)rmc did not produce any results
on this examples.
In the case of the token ring experiments, the white-box algorithm outperformed
any other algorithm, regardless of the underlying logic solver. The Angluin-style
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Table .: Results on integer linear systems of the first benchmark suite. All figures are in seconds. A “—” corresponds to a
timeout after 300 s. An “x” indicates that the experiment crashed. The best result of each experiment is highlighted
in bold font.
Experiment White-box Semi-black-box Black-box T(o)rmc Faster
Angluin CEGAR Angluin CEGAR
Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3
petri net 0.01 0.05 0.12 0.15 0.11 0.11 0.70 0.96 0.07 0.23 0.02 1.13
berkeley 0.04 0.41 0.62 0.92 1.29 1.45 1.80 1.81 1.79 1.55 4.23 0.03
synapse 0.01 0.03 0.04 0.07 0.06 0.16 0.02 0.07 0.02 0.11 0.19 0.03
lift 0.01 0.14 0.01 0.01 0.01 0.02 0.12 0.13 0.12 0.12 5.54 0.15
mesi 0.45 1.78 0.58 2.64 1.55 6.24 26.42 52.13 27.93 47.48 5.52 0.04
bakery — — — — — — — — — — 32.18 0.04
trans 0.01 0.03 0.01 0.05 0.02 0.18 0.02 0.17 0.02 0.18 x 0.04
trans 0.01 0.03 0.01 0.06 0.02 0.05 0.03 0.14 0.02 0.16 x 0.03
trans 0.04 0.27 0.05 0.29 0.09 0.53 3.13 6.33 2.36 2.88 x 0.07
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Table .: Results on modulo counter experiments. All figures, except for those in the columns “|AI |” and “|AB|”, are in seconds.
A “—” corresponds to a timeout after 300 s. The best result of each experiment is highlighted in bold font.
|AI | |AB| White-box Semi-black-box Black-box
Angluin CEGAR Angluin CEGAR
Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3
14 125 0.24 0.46 0.29 0.41 0.75 1.03 0.17 0.37 1.59 2.73
14 156 0.29 1.33 0.58 0.99 1.75 2.09 0.34 0.65 3.33 6.87
34 187 1.29 8.29 1.13 3.52 4.04 6.48 1.17 6.12 9.11 29.30
34 218 27.49 64.29 2.49 20.42 6.45 47.84 5.95 33.13 35.16 80.14
82 249 — — 21.27 100.48 45.23 178.59 — 177.92 — —
Table .: Results on token ring experiments. All figures, except for those in the columns “|AI |” and “|AB|”, are in seconds. A
“—” corresponds to a timeout after 300 s. The best result of each experiment is highlighted in bold font.
|AI | |AB| White-box Semi-black-box Black-box T(o)rmc
Angluin CEGAR Angluin CEGAR
Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3 Glucoser Z3
10 3 0.01 0.01 0.02 0.07 0.02 0.07 0.04 0.04 0.01 0.10 0.02
25 3 0.03 0.02 0.12 0.21 0.03 0.10 0.18 0.18 0.02 0.10 0.06
50 3 0.02 0.02 1.23 1.52 0.07 0.14 1.22 1.45 0.05 0.14 0.31
100 3 0.04 0.02 21.60 23.39 0.31 0.47 20.89 22.58 0.33 0.48 2.08
200 3 0.04 0.04 — — 2.38 1.84 — — 2.15 2.50 16.13
300 3 0.04 0.05 — — 7.10 5.82 — — 8.53 8.70 55.13
400 3 0.04 0.07 — — 18.75 15.55 — — 18.66 20.70 137.47
500 3 0.05 0.09 — — 31.26 27.97 — — 38.26 38.54 290.41
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learner and the Angluin-style ICE-learner performed worst and failed on all instances
with |AI | > 100. T(o)rmc succeeded in all cases, but was slowest among all successful
algorithms on instances with |AI | > 100. In contrast to the experiments above, we did
not observe a difference in the performance between algorithms using Glucoser and
algorithms using Z3.
Discussion Considering the results of our experiments, we make two key observa-
tions. First, the results of the first benchmark suite show that all of our algorithms can
handle problem instances specified for T(o)rmc and Faster with competitive runtimes.
Second, we observe that there is no superior algorithm. The white-box algorithm often
performs best, but the modulo counter examples show that learning-based algorithms
can be advantageous in situations where the input-automata are large (cf. Table .).
Moreover, the second benchmark suite contains examples on which the Angluin-based
algorithms outperformed the CEGAR-based algorithms (cf. Table .) and vice versa
(cf. Table .).
For the benchmarks at hand, the algorithms using the Glucoser SAT solver were
always slightly faster than the ones using the Z3 SMT solver. Note, however, that this
might be different for larger instances as the size of the generated SAT formulas grows
faster than the size of the SMT formulas. A further observation is that Z3 seemed to
produce an initialization overhead every time it was invoked, which constituted a
large share of the overall runtime on small instances.
Finally, let us comment on our decision to only consider experiments in which we
varied AI and AB but not the transducer. We observed that the black-box approach
spend a large share of its time on checking whether a conjecture is inductive, and it
turned out that AMoRE++ is not well-suited for this task. Since this is a problem of
AMoRE++ but not of our black-box algorithm (an ICE-teacher completely abstracts
from an actual implementation), benchmarking the present prototype on experiments
with varying transducers makes it very hard to draw any conclusions on the perfor-
mance of our black-box algorithms. However, we expect more meaningful results from
using a different automata library.
4.6 Further Applications
One can use the algorithms described in this chapter for more than computing in-
variants in the context of Regular Model Checking. We demonstrate this claim in the
next two subsections. In Section .., we consider the problem of finding so-called
minimal separating DFAs. In Section .., we demonstrate how Regular Model Check-
AMoRE++ was mainly designed to translate between automata, monoids, and regular expressions.
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ing can be used to synthesize loop invariants of While programs in the context of
Floyd-Hoare-style verification.
4.6.1 Computing Minimal Separating DFAs
A separating DFA is defined with respect to two disjoint regular languages L1,L2 ⊆ Σ∗.
Formally, a DFA A satisfying L1 ⊆ L(A) and L2 ∩ L(A) = ∅ is said to be a separating
DFA, and a minimal separating DFA is a separating DFA of minimal size. Note that
minimal separating DFAs are not unique for fixed L1,L2 since their behavior on words
not belonging to L1 or L2 is unspecified. In fact, computing a minimal separating DFA
for two disjoint regular languages is computationally hard because the corresponding
decision problem
“Given two disjoint regular languages L1,L2 ⊆ Σ∗ and k ∈ N+. Does a
separating DFA with k states exist?”
is NP-complete (e.g., see Pfleeger [Pfl]). Thus, applying solver-based algorithms to
this task is reasonable.
Minimal separating DFAs are helpful in various contexts. For instance, a direct ap-
plication to compositional verification is described by Chen et al. [CFC+]. Another
example is the well-known task of minimizing incompletely specified DFAs [PO],
which can also be phrased in terms of minimal separating DFAs. An incompletely
specified DFA is a DFA B = (Q,Σ,q0,δ,Acc,Rej,Unspec) whose states are partitioned
into accepting, rejecting, and unspecified states. The task of minimizing an incom-
pletely specified DFA now is to compute a DFA of minimal size that accepts all words
that lead to an accepting state in B and rejects all words that lead to a rejecting state
in B (while ignoring all remaining words). This, however, is the same as computing a
minimal separating DFA for the languages
L1 = {u ∈ Σ∗ | B : q0 u−→ q,q ∈ Acc} and L2 = {u ∈ Σ∗ | B : q0 u−→ q,q ∈ Rej}.
As a final example, let us mention passive learning from a sample S = (S+,S−): the
passive learning task amounts to finding a minimal separating DFA for the finite
languages L1 = S+ and L2 = S−.
Roughly speaking, a (minimal) separating DFA is an invariant in the sense of Sec-
tion . except for the inductivity constraint. Thus, we can easily apply the algorithms
of Sections . to . with the following input:
• An NFA AI accepting the language L1
• An NFA AB accepting the language L2
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Input: x
r = 0;
y = x;
while(y > 0) {
r = r + 3;
y = y - 1;
}
(a) An While program.
G(x,y, r)B y > 0
ϕpre(x,y, r)B r = 0∧ y = x
ϕpost(x,y, r)B y = 0∧
∃t : x+ x = t ∧ x+ t = r
ϕloop(x,y, r,x′ , y′ , r ′)B x′ = x∧ y′ = y − 1∧
r ′ = r + 3
(b) Presburger formulas annotating the While loop of
the program in Figure .a.
Figure .: A While program and Presburger formulas annotating the While loop.
• An asynchronous transducer T accepting the identity relation
An alternative way to apply our solver-based algorithms of Sections . and .
would be to alter the logic formulas and to drop the subforumla ϕTn because ϕTn is a
tautology in the case that T defines the identity relation. For instance, it is sufficient
for the white-box algorithm of Section . to use the formula
ϕDFAn ∧ϕAIn ∧ϕABn .
In fact, this example shows that our algorithms for Regular Model Checking can
easily be adapted to new settings by adding—or removing—logic subformulas. We be-
lieve that this versatility is a significant advantage of our techniques, which hopefully
makes our approach interesting for other researchers as well.
4.6.2 Synthesizing Presburger Loop Invariants
Next, we consider Floyd-Hoare-style verification [Flo, Hoa] in the context of
While programs working over integer variables. We do not want to give a formal
definition of such programs here but rather use an example to illustrate what a
prototypical program looks like.
Example .. An example of a While program is depicted in Figure .a. The program
takes a variable x as input and computes 3x. The result of this computation is stored
in the variable r.
One of the most important challenges in Floyd-Hoare-style verification is to auto-
matically synthesize loop invariants. Here, we are interested in the special case of
synthesizing invariants for While loops that are annotated in Presburger arithmetic.
More precisely, we assume the following setting:
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• Sets of program configurations are represented by Presburger formulas ϕ(x)
ranging over the program variables x = (x1, . . . ,xn) where each variable assumes
a value in Z.
• The loop is annotated with a precondition ϕpre(x), a postcondition ϕpost(x), and a
formula ϕloop(x,x
′) that describes the effect of the loop on the program variables;
in the latter formula, x corresponds to the variables before the loop body is
executed, whereas x′ corresponds to the (potentially altered) program variables
after the loop body has been executed. Moreover, G(x) is the guard of the loop.
Figure .b shows an annotation of the While loop in Figure .a.
Broadly speaking, a loop invariant is a statement about the configurations of a
program that is true before and after every iteration of the loop. Formally, a loop
invariant is a set Inv of program configurations that satisfies the following three
properties:
• ϕpre(x)→ x ∈ Inv.
• (x ∈ Inv∧¬G(x))→ ϕpost(x).
• (x ∈ Inv∧G(x)∧ϕloop(x,x′))→ x′ ∈ Inv.
In Example ., the set of program configurations satisfying 3(x − y) = r is a loop
invariant. In fact, this loop invariant is exactly what our technique, which we introduce
shortly, computes for this example.
In order to apply our Regular Model Checking techniques, we exploit the connection
between Presburger arithmetic and automata. More precisely, we turn the formulas
ϕpre,ϕpost, andG into DFAsAϕpre ,Aϕpost , andAG working over the alphabetΣ = {0,1}n,
and ϕloop into an asynchronous transducer T ϕloop working over the input and output
alphabet Σ. Then, we can reformulate the definition of loop invariants from above
such that a loop invariant now is a set Inv ⊆ Σ∗ matching the encoding of program
configurations used by Aϕpre , Aϕpost , AG, and T ϕloop that satisfies
• L(Aϕpre) ⊆ Inv;
• (Σ∗ \ (L(AG)∪L(Aϕpost)))∩ Inv = ∅
(which is true if and only if (Inv∩ (Σ∗ \L(AG))) ⊆ L(Aϕpost)); and
• (R(T ϕloop)∩ (L(AG)×Σ∗))(Inv) ⊆ Inv.
When phrased this way, and by setting I = L(Aϕpre), B = Σ∗ \ (L(AG)∪L(Aϕpost)), and
T = (R(T ϕloop) ∩ (L(AG) × Σ∗)), synthesizing loop invariants amounts to computing
invariants in Regular Model Checking. This immediately leads to the following result.
See Section . for more details about the conversion from Presburger formulas to finite automata.
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Theorem .. Let Presburger formulas ϕpre, ϕpost, ϕloop, and G annotating the loop of a
While program over n integer variables be given. Moreover, let Σ = {0,1}n, I = L(Aϕpre),
B = Σ∗ \ (L(AG)∪L(Aϕpost)), and T = (R(T ϕloop)∩ (L(AG)×Σ∗)). If a loop invariant in form
of an IDFA exists, then the Regular Model Checking algorithms of Sections . to . with
the input P = (I,T ) and B terminate and return a smallest IDFA.
Once we have found an IDFA, we can try to translate it into a Presburger formula
(e.g., using the technique by Leroux [Ler]). However, even if this is not possible,
an IDFA is sufficient for Floyd-Hoare-style verification because it proves that the
postcondition holds once the loop has terminated. Nonetheless, it would be interesting
to investigate whether one can impose further constraints on the logic formulas used
by our algorithms (corresponding to the characterization by Leroux) that guarantee
that a learned IDFA can be translated into a Presburger formula.
To evaluate the approach described above, we extended the SAT-based implementa-
tion of Algorithm . with an interface to the Mona tool [HJJ+]. Our implementation
now takes Presburger formulas in the Mona syntax as input, calls Mona to translate
the formulas into DFAs, and subsequently executes Algorithm . to search for an
IDFA.
We benchmarked our prototype implementation on various example programs
(mostly code fragments taken from real-world software) that are shipped with the
InvGen toolkit [GR]. About one tenth of these examples (nine in total) were suitable
for our setting (i.e., they contained a While loop, and we could annotate the loop with
Presburger formulas).
Table . presents our experimental results. The column “Size” displays the number
of states of the resulting IDFA. The column “Presburger” indicates whether we could
translate the resulting IDFA into a Presburger formula; since we did not use software
for this task, a blank entry indicates that the learned IDFA did not obviously translate
into a Presburger formula. As in Section ., all experiments were performed on an
Intel Q CPU at 2.83 GHz with 4 GiB of running Ubuntu . LTS.
Each experiment was finished in less than 6 s and required at most 300 MiB of RAM.
For all examples, our implementation identified a loop invariant and most of them
could be translated into a formula in Presburger arithmetic. To put these results into
context, InvGen also found loop invariants for all examples and used roughly the
same amount of time and memory. This shows that our technique is competitive with
InvGen on the considered examples.
Finally, we want to mention that this prototype is just a proof-of-concept and not
meant to compete with mature tools such as InvGen. Rather, its purpose is to show
how one can apply algorithms for Regular Model Checking to a different scenario as
well as to demonstrate the versatility of our techniques.
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Table .: Experimental results of our prototype implementation on a selection of
InvGen’s “C test suite”.
Experiment Size Time in s Presburger
down.c 3 0.03 yes
gulwani_cegar.c 3 0.05 yes
ken-imp.c 3 0.08
NetBSD_g_Ctoc.c 2 0.05 yes
simple.c 2 0.02 yes
simple_if.c 2 0.02 yes
split.c 6 5.74
up-nd.c 2 0.05 yes
4.7 Conclusion
We studied Regular Model Checking of safety properties and considered the task of
synthesizing invariants. To tackle this task, we have developed several algorithms,
ranging from a white-box algorithm, which is based on highly optimized SAT and
SMT solver technology, on the one hand to learning-based black-box algorithms,
which combine logic solvers with automata learning, on the other hand; in between
lie semi-black-box algorithms, which abstract from the exact sets of initial and bad
configurations but require access to the program’s transducer.
We evaluated the performance of our algorithms based on a prototype implementa-
tion. Our prototype turned out to be competitive to Faster and T(o)rmc, especially
when confronted with large input-automata. Moreover, our algorithms work out-of-
the-box, do not require expert knowledge about their internals, and always find an
invariant (in form of an IDFA) provided one exists.
Apart from Regular Model Checking, we demonstrated that our techniques can
also be applied to other problems that amount to finding (smallest) automata with
user-specified properties. In particular, we considered computing minimal separating
DFAs as well as synthesizing loop invariants of While programs that are annotated
with Presburger formulas. In fact, one can view our techniques as a generic toolkit
from which an algorithm for a particular problem can be instantiated. We hope that
such a toolkit comes in handy for other researchers and may be applied in different
fields, too.
For future work, it would be interesting to investigate the applicability of our semi-
black-box and black-box algorithms in situations in which the program, respectively
the set of bad configurations, cannot be expressed in terms of finite automata, but
where it is still possible to construct a suitable teacher. A natural starting point are
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subclasses of context-free languages that have already been studied in the context
of Regular Model Checking by Fisman and Pnueli [FP]. The challenge of such
extensions certainly is the development of software tools that allow constructing
suitable teachers.
Another promising direction of further research would be to explore an incremental
SAT approach in which clauses learned during the solving process are reused in order
to avoid recurring restarts of the SAT solver.
A further opportunity for optimizations would be to use NFAs rather than DFAs as
representations of invariants. Although a representation in terms of NFAs increases
the size of the logic formulas, it potentially allows learning exponentially smaller
automata. A further step in this direction would be to consider even more expressive
automata models, such as realtime one-counter automata or visibly one-counter
automata, for which learning algorithms are available [FR, NL].
Finally, let us come back to the problem of synthesizing loop invariants. As we have
shown in Section .., the idea of using automata learning for this task looks promis-
ing. However, we considered a rather restricted setting: the data type of program
variables is restricted to integers, and annotations have to be in Presburger arithmetic.
Although such a setting is often sufficient for hardware-related or low-level applica-
tions, today’s software typically operates on the heap and relies on a complex interplay
between data structures. To synthesize loop invariants for such sophisticated settings,
we can no longer resort to Regular Model Checking but need to devise techniques
that explicitly take characteristics of heap manipulating programs into account. We
present such a technique in the next chapter.
5
Quantified Invariants of Linear
Data Structures
In this chapter, we develop an active learning algorithm for quantified logic formulas
describing invariants of programs manipulating linear data structures such as arrays
and lists. Our precise aim is to develop an active learning algorithm that learns
universally quantified first-order formulas of the form
∀y1 : . . .∀yk : ϕ(y1, . . . , yk),
where ϕ is quantifier-free and captures properties of arrays and lists; the variables
allowed to occur in ϕ range over array indices, respectively list locations, and ϕ it-
self can refer to the data stored at these positions. We focus on properties that are
expressible in the Array Property Fragment [BMS] to formulate properties of pro-
grams manipulating arrays and the decidable syntactic fragment of Strand [MPQ]
to formulate properties of programs manipulating lists.
As an example of the type of formulas we are interested in, consider the following
Strand formula, which expresses a typical loop invariant in a sorting program over
lists:
∀y1 : ∀y2 : (head→∗ y1 ∧ y1→ y2 ∧ y2→∗ i)→ d(y1) ≤ d(y2). (.)
Thereby,→ is the successor relation of list cells, x→∗ y denotes that y points to a cell
reachable from the cell pointed to by x, and d(x) refers to the data stored in the cell
pointed to by x. Formula . states the following: for every pair of cells pointed to by
y1 and y2 that occur in the list between the cells referenced by the pointers head and i
See Section . for an introduction to the Array Property Fragment and Strand.
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and where y2 points to the direct successor of y1, the data stored at y1 is less than or
equal to the data stored at y2. In other words, the sublist from head to i is sorted.
One can express the same property for a program manipulating arrays by the
formula
∀y1 : ∀y2 : (0 ≤ y1 ∧ y2 = y1 + 1∧ y2 ≤ i)→ a[y1] ≤ a[y2], (.)
where a[i] refers to the array’s data at index i.
Quantified data automata Our first contribution, which we present in Section .,
is a novel representation—a normal form—of universally quantified properties over
linear data structures, called quantified data automata (QDA). QDAs are the target
concept of our learning algorithm and can be translated into logic formulas.
QDAs are based on modeling program configurations as finite words called data
words, which combine the data stored in the heap with the program’s pointer and
primitive variables. In order to capture universally quantified properties, we extend
data words with valuations of the universally quantified variables, which results in val-
uation words. Extending data words with valuations makes the universal quantification
explicit.
As an example of valuation words, consider the program configuration of a ficti-
tious program manipulating lists depicted in the upper part of Figure .. The list
consists of four cells, and the program uses the pointer variables head, i, j, and tail
to reference cells of the list; the arrows indicate which list cell a pointer variable
references. The variables y1 and y2 are universally quantified variables; in the current
valuation, y1 points to the second list cell, whereas y2 points to the last. The valuation
word corresponding to this program configuration is depicted in the lower part of
Figure .. We use two blank-symbols, namely b and −, to indicate that no pointer
variable (indicated by b) or no universally quantified variable (indicated by −) appears
in the corresponding component; moreover, we use the symbol b = (b,−) to denote
positions at which no variable appears.
Intuitively, QDAs are register automata that are equipped with data formulas at their
states. The semantic of a QDA is the following: it (deterministically) reads valuation
words symbol-by-symbol and whenever it encounters a universally quantified variable,
it stores the current data value in a register corresponding to this variable; it accepts
a valuation word if its registers satisfy the data formula decorating the state finally
reached. The universal quantification is captured by defining that a QDA accepts a
data word if it accepts all possible valuation words that extend this data word. The
key idea is that a QDA checks structural constraints of the data structure by means of
its transition structure and constraints on the data by means of its data formulas.
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Figure .: A program configuration of a fictitious program manipulating a list and
the corresponding valuation word. The variables head, i, j, and tail are
pointer variables referencing list cells, and y1, y2 are universally quantified
variables (also referencing list cells).
An example QDA is shown in Figure . (on Page ). Missing transitions point
to a sink-state labeled with the formula false, which is not shown in the figure for
the sake of readability. When reading valuation words, the QDA in Figure . checks
whether head occurs before or together with y1, whether y2 occurs immediately after
y1, and whether y2 occurs before or together with i. If all of this is satisfied, it checks
whether the data of the cell referenced by y1 is less than or equal to the data of the cell
referenced by y2; otherwise, it simply accepts. The QDA, hence, accepts precisely the
set of data words that correspond to program configurations satisfying Formula ..
Active learning of quantified properties using QDAs In Section ., we develop an
efficient active learning algorithm for QDAs by combining abstraction over a set of data
formulas and Angluin-style active learning algorithms. We first show that there exists
a canonical minimal QDA for any set of valuation words. Using this result, we show that
learning QDAs can be reduced to learning sets of so-called formula words—valuation
words without data but paired with a data formula—which in turn can be reduced to
learning Moore machines. Thus, we can apply off-the-shelf learning algorithms for
Moore machines in order to learn QDAs. The resulting learning algorithms for QDAs
enjoy many nice properties, such as that the number of queries and the runtime is
bound polynomially in the size of the canonical QDA that is to be learned.
The QDA in Figure . does not completely comply with the formal definition of QDAs. However, we
skip details here for the sake of a more accessible description and refer the reader to Definition ..
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Figure .: A QDA accepting the set of data words that correspond to program config-
urations satisfying Formula .. Missing transitions point to a sink-state
labeled with the formula false, which is not shown for the sake of read-
ability. All states depicted as a single circle are implicitly labeled with the
formula false. An “∗” represents an arbitrary element of Y , whereas a “?”
represents an arbitrary input-symbol.
As indicated above, a QDA is an alternative representation of a set of program
configurations, namely those that correspond to a data word accepted by the QDA.
Thus, our key idea is to learn a QDA and subsequently derive a logic formula (in
Strand or the Array Property Fragment) from it that exactly characterizes the set of
program configurations that the QDA represents. However, the class of logic formulas
captured by QDAs is very expressive, and satisfiability of such formulas is undecidable
in general. Consequently, even if we learn QDAs in an invariant learning application,
it is impossible to verify automatically whether the learned properties are adequate
invariants for the program at hand. The goal is, hence, to offer mechanisms to learn
invariants that are amenable to decision procedures.
Elastic QDAs and a unique minimal over-approximation theorem In order to
guarantee decidability of the resulting logic formulas, we exploit a common prop-
erty of the Array Property Fragment and the decidable syntactic fragment of Strand
called elasticity (following the general terminology in the literature on Strand [MPQ,
MQ]). Intuitively, elasticity prohibits testing whether universally quantified vari-
ables reference cells that are a fixed distance away. The Array Property Fragment
does this by disallowing arithmetic expressions over the quantified index variables,
whereas the decidable syntactic fragment of Strand only permits the use of so-called
elastic relations in order to relate universally quantified variables.
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As an example, reconsider Formula . (on Page ). This formula is not in the
decidable syntactic fragment of Strand since the universally quantified variables y1
and y2 are related by the nonelastic successor relation→ (in the subformula y1→ y2).
Similarly, Formula . is not in the Array Property Fragment because y1 and y2 are
related by y2 = y1 + 1. A formula equivalent to Formula . but in the decidable
syntactic fragment of Strand is
∀y1 : ∀y2 : (head→∗ y1 ∧ y1→∗ y2 ∧ y2→∗ i)→ d(y1) ≤ d(y2). (.)
This formula compares the data of the cells referenced by y1 and y2 whenever y2
occurs sometime after y1 (as opposed to comparing the data of cells that are direct
successors). This makes the formula fall into a decidable class.
Similarly, a formula equivalent to Formula . (on Page ) but in the Array
Property Fragment is
∀y1 : ∀y2 : (0 ≤ y1 ∧ y1 ≤ y2 ∧ y2 ≤ i)→ a[y1] ≤ a[y2]. (.)
Again, replacing the condition that y2 is the direct successor of y1 with y1 ≤ y2 makes
the formula fall into a decidable class.
Based on the notion of elasticity, we identify a structural restriction of QDAs that
permits only elastic properties to be expressed. This restriction allows us to define a
subclass of QDAs, called elastic QDAs (EQDAs), which we introduce in Section .. In
addition, we show two important results for EQDAs:
• A unique minimal over-approximation theorem stating that for every QDA, say
accepting a language Lval of valuation words, there exists a minimal (with respect
to inclusion) language of valuation words L′val ⊇ Lval that is recognizable by an
EQDA.
• One can convert elastic QDAs into formulas of decidable logics: into the Array
Property Fragment when modeling arrays and into the decidable syntactic frag-
ment of Strand when modeling lists. We describe this translation in Section ..
By combining both results, it is now possible to learn universally quantified proper-
ties that are amenable to automatic decision procedures: we first learn a QDA, then
apply the unique minimal over-approximation (which is effective) to obtain the best
over-approximation that can be expressed by elastic QDAs, and finally derive a for-
mula in the Array Property Fragment, respectively the decidable fragment of Strand,
from the resulting EQDA.
To ease notation, we use the same relation symbols, such as ≤ and =, for both the element and the
index logic throughout this chapter. Additionally, for the sake of a unified notation, we denote an
array read operation at index i also by d(i)—instead of a[i]—if the array is clear from the context.
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Passive learning of universally quantified invariants Our active learning algo-
rithm for QDAs itself can be used in an invariant synthesis framework in which an
(ICE-)teacher answers membership and equivalence queries about the program in
question. One possible way to build a teacher is to use bounded and reverse-bounded
Model Checking to answer membership queries and a logic solver to check whether a
QDA provided on an equivalence query represents an adequate invariant. However,
actually implementing such a teacher takes a lot of time and effort (if it is possible
at all), and often requires specific adaptations (e.g., due to a potentially complex
program logic and different data domains).
Therefore, we do neither pursue an active learning nor an (iterative) ICE-learning
approach here. Instead, we develop a passive learning algorithm (without the mini-
mality constraint of the classical passive learning setting) that builds upon our active
learning algorithm for QDAs. We believe—and we validate this belief by means of
experiments—that a lighter-weight passive learning algorithm, which learns from a
few randomly chosen small data structures, is in many situations sufficient to iden-
tify an invariant; by doing so, we rely on the observation that invariants are usually
independent of the actual size and data of data structures.
The passive learning algorithm, which we present in Section ., works as follows:
First, we extract a finite set of program configurations by sampling the program in
question (perhaps by just running the program on various small random inputs) and
turn this set into a sample S of formula words. Second, we pit our active learning
algorithm for QDAs against a teacher who answers queries with respect to S and makes
sure that the QDA finally learned at least classifies S correctly. Once the learning has
finished, one can translate the learned QDA into a logic formula and check (e.g., using
a logic solver) whether it is an invariant for the program at hand.
However, since our teacher relies on a finite set of program configurations, he
is necessarily imprecise and might err on queries (though he makes sure that any
QDA passing an equivalence query at least agrees with the observed program be-
havior). This inaccuracy can prevent the learner from ever learning an invariant but
is common in most learning algorithms employed in verification (e.g., in learning
Boolean functions [KJD+] as well as compositional verification [CGP, AMNa]).
Nonetheless, in our experiments, which we discuss in Section ., all QDAs that we
learned represented an invariant for the program in question. This demonstrates that
our combination of active and passive learning is a worthwhile approach to synthesize
invariants.
Finally, we conclude this chapter in Section . with a summary and an outlook on
future work.
We recently presented an iterative ICE-learning algorithm for EQDAs [GLMNa, GLMN]. We
comment on this result in Section ..
Related Work 
The results of this chapter are joint work with Pranav Garg, Christof Löding, and
P. Madhusudan, partly published in conference proceedings [GLMNb] and as a
technical report [GLMNc].
Related Work
Shape analysis techniques [SRW] are perhaps the best-known techniques to identify
invariants expressing properties on dynamic heaps. In this context, heap locations
are classified (merged) using unary predicates—some dictated by the program and
some given as instrumentation predicates by the user—, and abstractions summarize
all locations with the same predicates into a single one. The data automata that we
build also express infinite sets of linear data structures (in that they accept words
corresponding to data structures) and further allow n-ary quantified relations between
elements of the data domain. In recent work, Bouajjani et al. [BDES] described an
abstract domain for analyzing list manipulating programs that can capture quantified
properties about the structure and the data stored in lists. This domain can be instan-
tiated with any numerical domain for the data constraints and a set of user-provided
patterns for capturing the structural constraints. However, providing patterns for
quantified invariants is a difficult task in general.
In recent years, techniques based on Craig’s interpolation [McM] have emerged as
new methods for invariant synthesis. Interpolation techniques, which are inherently
white-box techniques, are known for several theories, including linear arithmetic,
uninterpreted function theories, and even for quantified properties over arrays and
lists [JM, McM, ABG+, SPW]. These methods use different heuristics such as
term abstraction [ABG+], preferring smaller constants [JM, McM], or the use
of existential ghost variables [SPW] to ensure that the interpolant converges to an
invariant starting from a finite set of spurious counterexamples. Moreover, IC [Bra]
is another white-box technique for generalizing inductive invariants from a set of
counterexamples.
A primary difference in our work, compared to all the work above, is that ours is a
black-box technique that does not look at the code of the program; instead, it synthe-
sizes an invariant from a snapshot of examples and counterexamples that characterize
the invariant. A black-box approach has both advantages and disadvantages. The main
disadvantage is that information regarding what the program actually does is lost
in invariant synthesis. However, this is the basis for its advantage as well—by not
looking at the code, the learning algorithm promises to learn the sets with the simplest
representations in polynomial time, and can also be much more flexible; for instance,
even if the code of the program is complex (having nonlinear arithmetic or complex
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heap manipulations that preclude logical reasoning), black-box learning can be used
to learn simple invariants.
There exist several black-box learning algorithms that have been explored in verifi-
cation; for instance, learning of Boolean formulas has been investigated for finding
quantifier-free program invariants [CW], which has subsequently been extended to
quantified invariants by Kong et al. [KJD+]. In contrast to our approach, however,
the approach of Kong et al. requires a set of data predicates as well as the predicates
allowed to appear in the guards of the quantified formula to be given.
Recently, machine learning techniques have also been explored [SNA]. Variants of
Houdini [FL] essentially use conjunctive Boolean learning (which can be achieved
in polynomial time) to learn conjunctive invariants over templates of atomic formulas
(also see Srivastava and Gulwani [SG]). The most mature work in this area is
Daikon [ECGN], which learns formulas over a template by enumerating formulas
and checking which ones satisfy the samples. Scalability is achieved in practice using
several heuristics that reduce the enumeration space, which is doubly-exponential.
For quantified invariants over data structures, however, such heuristics are not very
effective, and Daikon often restricts learning to formulas of very restricted syntax
such as formulas with a single atomic guard. In our experiments, for instance, Daikon
was not able to learn an adequate loop invariant for the selection sort example.
5.1 Quantified Data Automata
Before we introduce QDAs, we first need to define on which kind of input these
automata operate. To this end, we introduce three types of words: data words, valuation
words, and symbolic words.
We model lists and arrays (and also finite sets of lists and arrays) that contain data
over some (infinite) data domain D as data words. Intuitively, data words encode the
structure of the array or list, the data values stored in the cells, and also the (finite)
set of pointer variables used by the given program. Thereby, each symbol of a data
word corresponds to a cell of the data structure in the order of their occurrence. To
define data words formally, we fix a finite (potentially empty) set of pointer variables
PV = {p1, . . . ,pr}.
Definition . (Data word). Let PV be a finite set of pointer variables, Σ = 2PV, and D
a (potentially infinite) data domain (i.e., a set of data values). A data word over PV and
D is a word u ∈ (Σ×D)∗ where each p ∈ PV occurs exactly once in the first component
of u (i.e., for each u = a1 . . . an and p ∈ PV, there exists precisely one j ∈ {1, . . . ,n} such
that aj = (X,d) and p ∈ X).
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The empty set in the first component of a data word corresponds to a blank-symbol,
which we denote by the symbol b. Such a blank-symbol indicates that no pointer
variable points to the corresponding cell.
Let us fix a finite, nonempty set Y = {y1, . . . , yk} of universally quantified variables.
Intuitively, the automata we build do not read data words directly but valuation words,
which make the universal quantification explicit. More precisely, a valuation word
is a data word extended by an additional component, called a valuation of Y , that
encodes the cells the variables from Y reference (similar to the Σ-component of data
words). The variables from Y are then quantified universally in the semantics of the
automaton model (as explained later in this section).
Definition . (Valuation word). A valuation word is a word v ∈ (Σ × (Y ∪ {−}) ×D)∗
where v projected to the first and third components forms a data word and where
each y ∈ Y occurs in the second component of v precisely once.
We use the symbol “−” for positions at which no variables of Y occur. Note that the
choice of the alphabet enforces the variables of Y to be in different positions.
A valuation word defines a data word along with a valuation of Y . The data word
corresponding to a valuation word v is the word dw(v) ∈ (Σ×D)∗ obtained by projecting
v to its first and third components.
In later parts of this chapter, we use a third type of words, which we call symbolic
words. In contrast to data and valuation words, symbolic words capture the structure
of a list or array but do not contain data.
Definition . (Symbolic word). Let Σ = 2PV and Π = Σ× (Y ∪{−}). A symbolic word is
a word w ∈Π∗ where each p ∈ PV occurs precisely once in the first component of w
and each y ∈ Y occurs precisely once in the second component of w.
We denote the symbol in Π representing that neither a pointer variable nor a
universally quantified variable occurs by b = (b,−). Analogous to valuation words, the
symbolic word corresponding to a valuation word v is the word sw(v) ∈Π∗ obtained
by projecting v to its first two components.
Example .. Consider the valuation word shown in Figure . (on Page ). Besides
the valuation word itself, Figure . illustrates which components of the valuation
word constitute the corresponding data word and which the corresponding symbolic
word. Note that Figure . depicts symbols of the word as column-vectors for the sake
of readability, whereas we usually use row-vectors in depictions of QDAs (e.g., as in
Figure . on Page ). /
To express properties on the data, we fix a set of constants, functions, and relations
over the data domain. We assume that the quantifier-free first-order theory over this
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Figure .: A valuation word together with a depiction of which components constitute
the corresponding data word and symbolic word.
domain is decidable. We encourage the reader to keep in mind the theory of integers
with constants 0, 1, etc., addition, and the usual relations ≤, <, =, etc. as a standard
example of such a domain.
A quantified data automaton uses a finite set F of data formulas over the atoms
d(y1), . . . ,d(yk) that refer to the data values at the cells referenced by the variables
y1, . . . , yk. Moreover, we assume that F forms a (semi-)lattice F = (F,v,unionsq, false, true)
where v is the partial-order relation over F, unionsq is the least-upper bound, and false and
true are formulas required to be in F that correspond to the bottom and top elements
of the lattice, respectively. Furthermore, we assume that whenever α v β, then α→ β.
Finally, we require formulas in the lattice to be pairwise inequivalent.
One obtains an example of such a formula lattice over the data domain of integers
by taking a set of representatives of all inequivalent Boolean formulas over the atoms
involving no constants, defining α v β if and only if α→ β, and taking the least-upper
bound of two formulas as their disjunction. Such a lattice is of size doubly exponential
in the number of variables, and, consequently, unsuitable in practice. Thus, one might
want to use a different, coarser lattice, such as the Cartesian lattice.
The Cartesian lattice is formed over a set of atomic formulas and consists of conjunc-
tions of literals (atoms or negations of atoms). The least-upper bound of two formulas
is the conjunction of those literals that occur in both formulas; for example, if the
set of atomic formulas is {ϕ1, . . . ,ϕ4}, α = ϕ1 ∧¬ϕ2 ∧ϕ3, and β = ϕ2 ∧ϕ3 ∧ϕ4, then
αunionsqβ = ϕ3 because this is the only literal that occurs in both α and β. For the ordering,
we define α v β if and only if all literals appearing in β also appear in α. Note that the
size of a Cartesian lattice is only exponential in the number of literals.
We have now introduced all necessary concepts and are ready to define the automa-
ton model.
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Definition . (Quantified data automaton). Let PV be a finite set of pointer variables,
D a data domain, Y a finite, nonempty set of universally quantified variables, and F a
formula lattice over a finite set F of formulas. A quantified data automaton (QDA) is a
tuple A = (Q,Π,q0,δ, f ) where Q is a finite, nonempty set of states, Π = Σ× (Y ∪{−}) is
the input alphabet, q0 ∈Q is the initial state, δ : Q ×Π→Q is the (partial) transition
function, and f : Q→ F is the final-evaluation function, which maps each state to a
data formula.
Intuitively, a QDA is a register automaton that is equipped with a register for each
universally quantified variable y ∈ Y . A QDA reads a valuation word, stores the data
located at the positions referenced by the variables in Y , and checks whether the
formula decorating the state finally reached holds for the data in the registers. It
accepts a data word u ∈ (Σ×D)∗ if it accepts all possible valuation words that extend u
with a valuation of Y .
Before we define the semantics of QDAs formally, let us briefly comment on why
we allow QDAs to access data solely at cells referenced by universally quantified
variables. There are two reasons for this decision: First, granting access also to the
data at other cells (particularly referenced by pointer variables) introduces subtle
but serious problems, which we want to avoid. Second, most (natural) invariants do
not express properties of the data at cells referenced by pointer variables; due to the
unbounded nature of arrays and lists, invariants typically state conditions that need to
be satisfied by all—or arbitrary—cells and can be expressed solely by relating the data
at cells referenced by universally quantified variables. In addition, the formula lattice
is smaller (as it contains less atoms), which is advantageous in the context of learning
QDAs. Though the limited access to the data restricts the invariants expressible by
QDAs, our experiments show that this is not a concern in applications.
Let us now formalize the semantics of QDAs. Given a QDA A = (Q,Π,q0,δ, f ), a
configuration ofA is a pair (q,r) where q ∈Q is a state and r : Y →D is a partial variable
assignment that assigns a value of the data domain to a universally quantified variable.
The initial configuration is (q0, r0) where the domain of r0 is empty.
The run of A on a valuation word v = (a1, y1,d1) . . . (an, yn,dn) ∈ (Σ× (Y ∪ {−})×D)∗ is
a sequence (q0, r0), . . . , (qn, rn) of configurations that satisfies δ(qi , (ai , yi)) = qi+1 and
ri+1 =
ri{yi ← di} if yi ∈ Y ;ri if yi = −;
for all i ∈ [n] (recall that ri{yi ← di} corresponds to the mapping ri in which yi is
mapped to di). As in the case of DFAs, we use A : (q0, r0) v−→ (qn, rn) as a shorthand-
notation.
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The QDA A accepts a valuation word v if A : (q0, r0) v−→ (q,r) where (q0, r0) is the
initial configuration and r |= f (q); that is, after reading the valuation word, the data
stored in the registers satisfies the formula annotating the state finally reached. The
language Lval(A) is the set of valuation words accepted by A.
The QDA A accepts a data word u ∈ (Σ×D)∗ if A accepts all valuation words v with
dw(v) = u. The language Ldat(A) is the set of data words accepted by A.
To ease working with QDAs and to obtain the intended semantics, we assume
throughout this chapter that each QDA satisfies two further constraints:
• Each QDA verifies that its input satisfies the constraints on the number of
occurrences of variables from PV and Y . All inputs violating these constraints
(i.e., all inputs that are not valuation words) either do not admit a run due to
missing transitions or lead to a dedicated state labeled with the data formula
false. This property implies that the states of an QDA are “typed” with the
set of variables that have been read so far. As a consequence, cycles in the
transition structure of an QDA can only be labeled with b-symbols. Note that
this assumption is no restriction because both the language of valuation words
and the language of data words are defined in terms of words that satisfy the
correct occurrence of variables from PV and Y .
• Each QDA verifies that the universally quantified variables occur in its input
in the same fixed order, say y1 ≺ · · · ≺ yk. All valuation words violating this
order lead to a dedicated state labeled with the data formula true (i.e., all such
valuation words are accepted). The rationale behind this assumption is the
following: since the variables y ∈ Y are universally quantified, it is sufficient to
check a property with respect to a fixed order and a different order should not
change the accepted language of data words.
Although this assumption is a restriction in general, each QDA can be trans-
formed into one that accepts the same data language and respects the predeter-
mined variable ordering if the formula lattice is closed under conjunction. The
idea for such a construction is to use a subset construction that follows all paths
that only differ in the order of Y . For each state in a set of states reached like that,
one remembers in which order the variables in Y have occurred. At the final
states, one uses the conjunction of all formulas in the set with the appropriate
renaming of the variables in Y . Due to the universal semantics of QDAs, this
results in a QDA that accepts the same data language as original automaton.
Since most natural formula lattices, such as the full lattice and the Cartesian
lattice (which we use in this chapter), are closed under conjunction, we can
without loss of generality assume that each QDA respects a fixed ordering of the
universally quantified variables.
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5.2 Learning Quantified Data Automata
Our goal in this section is to learn QDAs using existing active learning algorithms,
such as Angluin’s algorithm, which was developed to infer the canonical DFA for a
regular language. Therefore, we begin this section by analyzing the notion of canonical
automata for QDAs. The result of this analysis then allows us to reduce the learning
of QDAs to the learning of Moore machines.
5.2.1 Canonical QDAs
Recall that QDAs define two kinds of languages, namely a data word language and
a valuation word language. We begin by observing that we cannot hope for unique
minimal QDA on the level of data words.
To see why, consider the QDA A depicted in Figure . (on Page ) over PV = ∅
and Y = {y1, y2}. It accepts all valuation words in which
• d(y1) ≤ d(y2) if y1 occurs before y2 and y1, y2 are both on even positions;
• y2 < y1; or
• at least one of y1 and y2 does not occur at an even position.
Hence, A accepts the data word language that consist of all data words for which
the data at even positions is sorted. Since each QDA has to ensure that each variable
occurs exactly once, the number of states of A is minimal for defining this language of
data words.
However, a QDA in which we replace the transition δ(q6,b) = q5 by the transition
δ(q6,b) = q1 accepts the same language of data words. This new QDA checks the
sortedness only for all y1, y2 with y2 = y1 + 2, which is sufficient. This shows that the
transition structure of a state-minimal QDA for a given language of data words is not
unique.
On the level of valuation words, on the other hand, we can show the existence of
canonical minimal automata.
Theorem .. For each QDAA there is a unique minimal QDAAmin that accepts the same
set of valuation words.
An intuitive explanation is that the automaton model is deterministic and since
all universally quantified variables are in different positions, a QDA cannot derive
any information about the relation between the data during its run. Let us prove
Theorem . formally.
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Figure .: A QDA expressing the property over lists that the data on even positions
is sorted. Missing transitions lead to a sink-state labeled with false, which
is not shown for the sake of readability. All states drawn as single circle
are implicitly labeled with the formula false.
Proof of Theorem .. Consider a language Lval ⊆ (Π×D)∗ of valuation words that can
be accepted by a QDA, and let w ∈ Π∗ be a symbolic word. Then, there has to be a
formula ϕw in the lattice that precisely characterizes all valuation words v ∈ Lval that
extend w with data (i.e., that satisfy sw(v) = w). Since we assume all formulas in the
lattice to be pairwise nonequivalent, ϕw is uniquely determined. One obtains ϕw by
considering for each valuation word v with sw(v) = w the greatest lower bound ϕv of
all formulas in the lattice that v satisfies and then taking the least upper bound of all
these ϕv .
In fact, the formula ϕw is independent of a particular QDA accepting Lval. To see
why, consider two QDAs, say A and A′, that both accept Lval. In addition, assume
that the QDA A reaches state q on reading w and that the QDA A′ reaches state q′
on reading w. In this situation, both q and q′ have to be labeled with the same data
formula because A and A′ would otherwise accept different languages of valuation
words. This proves that ϕw is unique and only depends on the given language of
valuation words.
Thus, a language of valuation words can be seen as a function that assigns a formula
to every symbolic word, and one can think of a QDA as a Moore machine that computes
this function. Moreover, for each Moore machine, there exists a unique minimal Moore
machine that computes the same function (e.g., see Kohavi [Koh]). This proves
Theorem ..
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5.2.2 Learning QDAs by Learning Moore Machines
The proof of Theorem . suggests viewing QDAs as Moore machines, and our goal is
to use existing learning algorithms for Moore machines to learn QDAs. To this end,
we separate the structure of valuation words (i.e., the length of the words, the cells
the pointer variables point to, and so on) from the data contained in the words. We do
so by introducing what we call formula words.
Definition . (Formula word). Let PV be a finite set of pointer variables, Y a finite,
nonempty set of universally quantified variables, and F a lattice over a finite set F
of formulas. A formula word is a pair (w,ϕ) ∈ (Π∗ ×F) consisting of a symbolic word
w ∈Π∗ (as before, Σ = 2PV and Π = Σ× (Y ∪ {−})) and a data formula ϕ ∈ F.
Note that a formula word does not contain elements of the data domain—it simply
consists of the symbolic word that depicts the pointers into the list (modeled using Σ),
a valuation for the quantified variables (modeled using Y ∪ {−}), as well as a formula
over the data domain. Hence, a symbolic word represents a set of valuation words,
namely those whose data component satisfies the data formula.
Example .. The formula word(
({head}, y1)b(b,y2)({tail},−), d(y1) ≤ d(y2)
)
represents that head and y1 point to the first cell of a list, y2 points to the third cell,
and tail points to the last cell; the data formula is d(y1) ≤ d(y2). /
A QDA A = (Q,Π,q0,δ, f ) over the set F of data formulas accepts a formula word
(w,ϕ) ∈Π∗ ×F if A reaches a state q ∈Q on reading the symbolic word w and f (q) = ϕ.
Given a QDA A, we define the language Lfor(A) ⊆Π∗ ×F of formula words accepted
by A in the usual way. Moreover, we call a language L ⊆ Π∗ × F of formula words
QDA-acceptable if there exists a QDA A with Lfor(A) = L.
Note that not every language of formula words is QDA-acceptable; for instance,
consider the language
L?for = {(bi(p,y)bi , true) | i ≥ 1}.
A standard pumping argument shows that L?for cannot be accepted by a QDA since
the number of blanks at the beginning and at the end of a word have to match.
Furthermore, words whose symbolic component is not of the form bi(p,y)bi are not
present in L?for but a QDA necessarily assigns a unique formula to every symbolic
word.
In fact, every QDA-acceptable language Lfor of formula words has to fulfill at least
the following three constraints:
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• For every symbolic word w ∈Π∗, there exists a formula ϕ such that (w,ϕ) ∈ Lfor.
• If (w,ϕ) ∈ Lfor and (w,ϕ′) ∈ Lfor, then ϕ = ϕ′.
• The number of different formulas occurring in formula words in Lfor is finite.
These constraints allow us to treat QDAs as Moore machines that read symbolic
words and output data formulas. In fact, a QDA-acceptable language Lfor ⊆Π∗ ×F is
an alternative representation of a Moore machine-computable mapping f : Π∗→ F.
One easily deduces that two two QDAs (over the same lattice of formulas) that accept
the same set of valuation words also accept the same set of formula words (assuming
that all formulas in the lattice are pairwise nonequivalent). Thus, we can easily reduce
the problem of learning QDAs to the problem of learning Moore machines. Note that
we intentionally do not view a QDA as a device that computes a mapping but as a
device that accepts a language. We do this to ease the description in later sections.
Before we describe how to reduce the learning of QDAs to the learning of Moore
machines, let us briefly discuss the latter.
Actively Learning Moore Machines
In the context of actively learning Moore machines, the target concept is a Moore
machine computable function f : Σ∗ → Γ that maps each word u over the input
alphabet Σ to an output f (u) taken from an output alphabet Γ . Note that we obtain
Angluin’s original setting by letting Γ = {0,1}.
Given a Moore machine-computable function f : Σ∗→ Γ , a teacher for f answers
queries as follows.
Membership query On a membership query with a word u ∈ Σ∗, the teacher returns
the function value f (u).
Equivalence query On an equivalence query with a Moore machine M, the teacher
checks whether fM = f is satisfied. If this is the case, he returns “yes”. If this is
not the case, he returns a counterexample u ∈ Σ∗ with f (u) , fM(u).
Note that the learner and teacher do not need to agree a priori on the output alphabet
since the learner can obtain this knowledge through membership queries.
One can straightforwardly adapt observation table-based learning algorithms, such
as Angluin’s algorithm and Rivest and Schapire’s algorithm, to learn Moore machines.
The idea is to lift the Nerode congruence to Moore machine-computable functions
f : Σ∗→ Γ by defining
u ∼f v if and only if ∀w ∈ Σ∗ : f (uw) = f (vw),
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where u,v ∈ Σ∗. Then, it is indeed enough to adapt the mapping T of an observation
table and the way conjectures are generated.
More precisely, one changes the mapping T of an observation table O = (R,S,T )
to a mapping T : (R ∪ R · Σ) · S → Γ . Moreover, one does no longer produce a DFA
as conjectures but a Moore machine M = (Q,Σ,Γ ,q0,δ,λ) whose output function
is defined by λ([u]O) = T (u) where u ∈ R. Everything else (i.e., the notion of O-
equivalence, the notion of closedness and consistency, and the functioning of the
algorithm) is left unchanged. Chen et al. [CFC+] demonstrate this adaptation for
the case |Γ | = 3.
These so adapted algorithms learn the unique minimal Moore machine for the target
function in time polynomial in the size of the minimal Moore machine and the length
of the longest counterexample returned by the teacher. Thus, we immediately obtain
the following remark.
Remark .. Given a teacher for a Moore machine-computable function, who can
answer membership and equivalence queries, the unique minimal Moore machine
for this function can be learned in time polynomial in the size of the minimal Moore
machine and the length of the longest counterexample returned by the teacher.
Actively Learning QDAs
For the task of actively learning QDAs, we assume that the teacher has access to a
QDA-acceptable language L ⊆Π∗ ×F of formula words and answers queries as follows.
Membership query On a membership query, the learner provides a symbolic word
w ∈Π∗, and the teacher returns the unique formula ϕ ∈ F with (w,ϕ) ∈ L. Note
that such a formula word is guaranteed to exist since L is a QDA-acceptable
language.
Equivalence query On an equivalence query with a QDAA, the teacher checks whether
Lfor(A) = L is satisfied. If this is the case, he returns “yes”. If this is not the case,
then there exists a formula word (w,ϕ) such that (w,ϕ) ∈ Lfor(A) if and only if
(w,ϕ) < L (since both Lfor(A) and L contain a formula word of the form (w′ ,ϕ′)
for every w′ ∈Π∗), and the teacher returns w as counterexample.
Since a teacher for QDAs answers queries in the same manner as a teacher for Moore
machines and each QDA-acceptable language contains only finite many different data
formulas, we can reduce the learning of QDAs to the learning of Moore machines.
This allows us to apply off-the-shelf learning algorithms, such as Angluin’s or Rivest
and Schapire’s algorithm, and we obtain the following result.
Theorem .. Given a teacher for a QDA-acceptable language of formula words, who can
answer membership and equivalence queries, the unique minimal QDA for this language
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can be learned in time polynomial in the size of the minimal QDA and the length of the
longest counterexample returned by the teacher.
We end this section by remarking that learning QDAs on the level of valuation
words (or formula words) has the drawback that one has to fix a set of valuation words
that represents the language of data words one is interested in. In Section ., we
present an implementation of a teacher who answers queries based on information
derived from runs of actual code manipulating lists and arrays. Such a teacher does
not know an invariant and is necessarily imprecise. Thus, the teacher might answer
the queries with respect to a language of valuation words that requires a large QDA or
is not even QDA-acceptable at all. However, in the setting of learning invariants, a
learner does not need to learn the exact language the teacher “has in mind”. It suffices
if a learner arrives at some QDA that represents an invariant. Since invariants are
often not very complex, the hope is that a learner succeeds in learning an invariant
from the incomplete information provided by the teacher. We substantiate this hope
in Section ., where we present results on learning invariants for various programs.
5.3 Elastic Quantified Data Automata
Our aim is to translate the QDAs that we learned into decidable logics such as the
decidable syntactic fragment of Strand or the Array Property Fragment. A property
shared by both logics is that they cannot test whether two universally quantified vari-
ables reference cells that are a fixed distance away. We capture this type of constraint
by the subclass of elastic QDAs.
Definition . (Elastic QDA). A QDA A = (Q,Π,q0,δ, f ) is called elastic if each transi-
tion on b is a self-loop (i.e., whenever δ(q,b) = q′ is defined, then q = q′).
The intuition behind this definition is to disallow a QDA to relate two universally
quantified variables via a bounded number of b-transitions; a self-loop on b, on the
other hand, cannot bound the distance between variables and, hence, corresponds
to an elastic relation. It might seem that missing b-transitions enable EQDAs to test
whether two universally quantified variables are a bounded distance away. However,
due to the universal semantics of the automaton model, such a test is not possible in
general but only if the variables can be related to a pointer variable. We discuss this in
more detail in the translation from EQDAs to logic formulas in Section .., where
we introduce the notion of irrelevant self-loop.
The learning algorithm that we use to synthesize QDAs does not construct EQDAs
in general. However, we can show that every QDA can be uniquely over-approximated
by a language of valuation words that can be accepted by an EQDA. We refer to this
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construction, which we define below, as elastification. Elastification crucially relies on
the particular structure of elastic QDAs, which forces a unique set of valuation words
to be added to the original language in order to make it elastic.
To ease the following definition, let us introduce a few auxiliary notations. Given
a QDA A = (Q,q0,Π,δ, f ), let Rb(q) ⊆ Q be the set of states reachable from q via a
(possibly empty) sequence of b-transitions and Rb(S) =
⋃
q∈S Rb(q) for a set S ⊆ Q.
Moreover, we lift the transition function δ to sets in the usual way: for S ⊆ Q and
a ∈Π, let δ(S,a) = ⋃q∈S δ(q,a).
Definition . (Elastification). Given a QDA A = (Q,Π,q0,δ, f ), we define the EQDA
Ael = (Qel,Π,qel0 ,δel, fel) by
• Qel = {S | S ⊆Q};
• qel0 = Rb(q0);
• fel(S) =
⊔
q∈S f (q) where S ⊆Q; and
• δel(S,a) =

Rb(δ(S,a)) if a , b;
S if a = b and δ(q,b) is defined for a q ∈ S;
undefined otherwise.
Note that the construction of Definition . is similar to the usual powerset con-
struction, except that we take the “b-closure” after applying the transition function of
A. Moreover, Ael loops in a state S if a b-transitions is defined for a state q ∈ S.
Let us now show that Lval(Ael) is the most precise elastic over-approximation of
Lval(A).
Theorem .. Let A be a QDA and Ael the EQDA constructed according to Definition ..
Then, the following holds:
• Lval(A) ⊆ Lval(Ael).
• for every EQDA B with Lval(A) ⊆ Lval(B), the inclusion Lval(Ael) ⊆ Lval(B) holds.
Proof of Theorem .. We first observe that Ael is elastic by definition of δel. Moreover,
a standard induction over the length of valuation words v = a1 . . . an ∈ (Π×D)∗ shows
that if the run of A on v is
A : q0 a1−→ q1 a2−→ . . . an−→ qn,
then the run of Ael on v is
Ael : S0 a1−→ S1 a2−→ . . . an−→ Sn
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with qi ∈ Si for all i ∈ {0, . . . ,n}. Thus, Lval(A) ⊆ Lval(Ael) because the implication
f (qn) → fel(Sn) holds by definition of fel (and due to the fact that the set of data
formulas forms a lattice). This proves the first part of Theorem ..
Let us now show the second part of Theorem ., namely that Lval(Ael) is the most
precise elastic over-approximation of Lval(A). To this end, let B = (QB ,Π,qB0 ,δB , fB) be
an EQDA with Lval(A) ⊆ Lval(B). In addition, let v ∈ Lval(Ael). Thus, the task is to prove
that v ∈ Lval(B) also holds.
Assume S to be the state reached by Ael on reading v and p the state reached by
B on reading v. We now show that f (q) implies fB(p) for each q ∈ S. Once we have
established this, we obtain that fel(S) implies fB(p) because fel(S) is the least formula
in the formula lattice that is implied by all formulas f (q) where q ∈ S. In addition,
since v ∈ Lval(Ael), the valuation word v satisfies fel(S) and, hence, also fB(p). Thus,
v ∈ Lval(B).
To prove that f (q) implies fB(p) for each q ∈ S, pick a state q ∈ S. Following the
definition of δel, we construct a valuation word v′ ∈ (Π×D)∗ that satisfies the following
three properties:
• The QDA A accepts v′.
• The run of A on v′ leads to state q.
• The run of B on v′ leads to state p.
We obtain v′ by amending v with symbols of the form (b,d) where d ∈D is an arbitrary
value from the data domain. Since the data value at such positions does not occur in
conjunction with variables, their value is unimportant.
For the actual construction of v′, assume v = a1 . . . an, let
Ael : S0 a1−→ S1 a2−→ . . . an−→ Sn
be the run of Ael on v (thus, S = Sn), and let q ∈ S. Based on this run, we derive states
qi ,q
′
i ∈ Si as well as natural numbers ki where i ∈ [n+ 1] such that
A : q0 b
k0−−→ q′0 a1−→ q1 b
k1−−→ q′1 a2−→ . . . an−→ qn b
kn−−→ q′n
is a run of A (which we prove to be accepting shortly).
We begin this construction by setting q′n = q. Since δel(Sn−1, an) = Sn and q′n ∈ Sn, we
can choose states q′n−1 ∈ Sn−1 and qn ∈ Sn such that δ(q′n−1, an) = qn and q′n ∈ Rb(qn), say
A : qn b
kn−−→ q′n for a suitable kn ≥ 0. We continue this construction as follows: given
q′j ∈ Sj where j ∈ {1, . . . ,n}, we choose q′j−1, qj , and kj as above; for j = 0, we pick k0
such that A : q0 b
k0−−→ q′0. Finally, we set v′ = bk0a1bk1 . . . anbkn .
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By construction, the run of A on v′ leads to state q = q′n. Since v′ is obtained from
v by inserting b-symbols, the valuation word v′ also satisfies the formula f (q) and,
thus, v′ ∈ Lval(A). It remains to show that the run of B on v′ leads to state p. Since B is
elastic, the only possibility that v′ does not lead to p in B is a missing self-loop on b at
a position at which we inserted a nonempty sequence of b-symbols. However, since
Lval(A) ⊆ Lval(B), such a situation cannot exist.
Finally, we conclude that f (q) implies fB(p) using the following argument: If f (q)
does not imply fB(p), then there exist data values at the position the variables y1, . . . , yk
point to such that f (q) is satisfied but fB(p) is not. By changing the data values in
v′ accordingly, we can produce a valuation word that is accepted by A but not by
B. However, this contradicts the assumption Lval(A) ⊆ Lval(B). Thus, f (q) implies
fB(p).
5.4 Converting Program Configurations to Data Words and
EQDAs to Logics
After having introduced elastic QDAs, we can now tie things together and describe
how to convert program configurations to data words (in Section ..) and EQDAs
to formulas in the Array Property Fragment, respectively in the syntactic decidable
fragment of Strand (both in Section ..).
5.4.1 Modeling Program Configurations as Data Words
We model program configurations consisting of scalar variables, pointer or index
variables, and one (or more) linear data structures—lists or arrays in our case—as
data words over a finite set of variables. The resulting data word is over the same
domain D as the data in the cells of the data structure.
To simplify our modeling, we replace each scalar variable with an auxiliary pointer
variable that points to a cell containing the data of the scalar variable. More precisely,
for each scalar variable, we introduce a new pointer variable and extend the data
structure with a new cell, which is located before the actual data structure begins
and contains the data of the scalar variable; the order in which scalar variables are
represented in the data structure is arbitrary but needs to be fixed. To be able to
access the data at these positions (recall that QDAs can only access the data at position
pointed to by universally quantified variables), we amend QDAs with a register for
each such pointer variable and extend the set F of formulas over which the considered
QDA works with the atom d(x) for each scalar variable x.
Index variables occur in the case of arrays and are used interchangeably with pointer variables.
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Let c be a program configuration over a linear data structure and a finite set PV of
pointer or index variables, and let Σ = 2PV. Roughly speaking, we model c as the data
word
uc = (a1,d1) . . . (an,dn) ∈ (Σ×D)∗
such that the i-th symbol of the data word corresponds to the i-th cell of the data
structure. In particular, the symbol ai ⊆ PV contains all pointer or index variables
referencing the i-th cell, and di is the data stored in that cell. We encourage the
reader to reconsider Figure . (on Page ) and Example . below for a pictorial
illustration of this encoding.
In the case of programs working over lists, some of the pointer variables might be
null or point to unallocated memory, which cannot be dereferenced. We capture this
situation in the data word by introducing an auxiliary pointer variable nil that points
to a new cell at the beginning of the list. All pointer variables that are null or point to
unallocated memory occur together with nil. The data value of the nil cell in the data
word is not important and can be set to an arbitrary element of D.
Similarly, we introduce two new index variables index_le_zero and index_geq_size
for arrays to capture index variables that are out-of-bounds (we assume that arrays
are indexed starting at 0). The variable index_le_zero occurs together with all index
variables that are less than zero, and index_geq_size occurs with those index variables
that are either equal to or exceed the size of the array. Let the set Aux contain all
auxiliary variables that may occur in our encoding.
To model configurations of programs that manipulate more than one data structure,
one can use one of the following two approaches: the first approach concatenates the
data structures using a special pointer variable ?i to demarcate the end of the i-th data
structure; the second approach models several data structures as one single combined
data structure over an extended data domain (e.g., consisting of several components
analogous to the convolution of words, see Section .). In our experiments, we
followed the approach that suited the given situation best.
Let us illustrate our encoding of program configurations by an example.
Example .. Consider a program that takes a scalar variable k (“key”) and a list l
as input and partitions l into two separate lists such that the first list contains all
cells whose data value is less than k and the second list contains all the remaining
cells. (This program occurs as list-partition in our experiments.) Let us assume that the
program maintains the pointer variables h1 (“head”), c1 (“current”), and p to reference
cells of the first list as well as h2 and c2 to reference cells of the second list.
The program works as follows: it scans l starting at h1 step-by-step and whenever it
encounters a data value equal to or greater than k, it moves this cell to the end of the
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second list (as the new successor of the cell c2 points to). Then, it updates the pointers
accordingly. Thus, the data at cells from h1 to p, which demarcates the end of the first
list, is less than k, and the data at cells from h2 to c2 is greater than or equal to k.
Let us assume a concrete scenario where k = 6 and l is a list containing the data
values 1 to 9 in ascending order. Consider the program configuration where the first
seven cells of the list have been processed and c1 is pointing to the cell with data
value 8. A data word corresponding to this program configuration is{k}6
{nil}_
{h1}1
b2
b3
b4
{p}5
{c1}8
b9
{?1}_
{h2}6
{c2}7
{?2}_
 ,
where “_” can be populated with any element of D. Notice the first two symbols of
the data word, which do not represent list entries: the first symbol corresponds to the
scalar variable k, and the second symbol nil is used to model pointer variables that do
not reference cells of the lists (in this particular example, there is no such variable).
Also notice the two auxiliary “pointer variables” ?1,?2, which we use to demarcate the
end of the lists. /
5.4.2 Converting EQDAs to Strand and the Array Property Fragment
This section presents a translation of an EQDA A = (Q,Π,q0,δ, f ) into a formula ϕA
(in the decidable syntactic fragment of Strand, respectively in the Array Property
Fragment) such that the data word language Ldat(A) corresponds to the set of program
configurations that model ϕA. For brevity, we only consider EQDAs working over a
single array or list; for multiple lists or arrays, the translation is analogous. We begin
this section by introducing some additional definitions and conventions.
Preliminaries Our translation is based on the notion of simple paths in EQDAs. A
simple path is a sequence
pi = q0
a1−→ q1 a2−→ . . . an−→ qn
of states connected by transitions starting in the initial state q0 such that
• δ(qi , ai+1) = qi+1 is satisfied for all i ∈ [n];
• no state occurs more than once; and
• all pointer and universally quantified variables occur exactly once in a transition.
In the case of a translation in to the decidable syntactic fragment of Strand, this translation precisely
captures the semantics of the considered EQDA, but an approximation might be unavoidable in the
case of the Array Property Fragment. We discuss this thoroughly later in this section.
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. . . q q′ . . .
(b,y)
b
(a) An irrelevant self-loop at q.
. . . q q′ . . .
(b,y)
b
(b) An irrelevant self-loop at q′ .
Figure .: Base cases of the inductive definition of irrelevant self-loops.
Note that all input-symbols ai that occur in a transition along pi are different from b
because each state is allowed to occur at most once (and we consider EQDAs). For the
same reason, there exist only finitely many simple paths in an EQDA. We denote the
set of all simple paths of an EQDA A by PA.
To simplify the translation, we assume without restricting the class of formulas
expressible by EQDAs that any EQDA A fulfills the following three structural proper-
ties:
. Auxiliary variables, such as nil or scalar variables, which might have been
introduced by the encoding of Section .., always occur in the beginning of
any simple path in the exact same order. Although the exact order is unimportant,
we fix one for the sake of simplicity: scalar variables occur first (in some fixed
order), followed by nil in the case of EQDAs working over lists, respectively
index_le_zero and index_geq_size in the case of EQDAs working over arrays.
. Any simple path of A along which a universally quantified variable occurs
together with auxiliary variables leads to a dedicated state labeled with the
data formula true. This means that the acceptance of a data word depends only
on valuations where no universally quantified variable occurs together with
auxiliary variables. Since auxiliary variables have been introduced for technical
reasons only, valuation words in which a universally variable occurs together
with auxiliary variables should, therefore, not influence the formula ϕA.
. There are no irrelevant self-loops in A, which we define inductively as follows.
Let pi be a simple path of A, and let q,q′ be two states on pi such that q′ is the
direct successor of q and the transition connecting q and q′ is δ(q, (b,y)) = q′. If q
has a self-loop on b (i.e., δ(q,b) = q), then we define this self-loop inductively to
be irrelevant on pi if either q′ has no self-loop on b or if this self-loop is irrelevant
on pi; the former situation is sketched in Figure .a. Symmetrically, we define a
self-loop on b at q′ inductively as irrelevant on pi if either q has no self-loop on b
or this self-loop is irrelevant on pi (see Figure .b).
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If a self-loop is irrelevant on pi, it cannot contribute to the acceptance of a data
word. To see why, consider two valuation words
v = . . . (b,y)b . . . and v′ = . . .b(b,y) . . .
with dw(v) = dw(v′) (i.e., v and v′ only differ in the valuation of the universally
quantified variables). Moreover, assume that v is accepted along pi using an
irrelevant self-loop at q′ (see Figure .b). In this situation, A rejects v′ since q
has no transition on b. Thus, A rejects dw(v).
The example above shows that one can safely remove irrelevant loops from an
EQDA without changing the accepted language of data words. However, since
being an irrelevant self-loop is a property depending on a path, it can happen
that there are simple paths pi,pi′ such that a self-loop at a state is irrelevant on pi
but not on pi′. To handle such situations, we remove self-loops only temporary:
since our translation considers every simple path individually, we remove irrele-
vant self-loops on the currently processed path only for the sake of translation
and restore them once the processing of this path has finished.
In the context of learning EQDAs, one can easily assert the first two properties by
constructing a teacher who answers queries accordingly. The actual translation takes
care of the third property as described above should it be violated.
EQDAs can check properties of the beginning and the end of a data structure, such
as whether a pointer variable points to the head or tail of a list. In order to capture
such properties, we use the constants 0 and size in the case of arrays, respectively head
and tail in the case of lists, that point to the beginning and the end of the considered
data structure. Note that these constants can easily be expressed in both the Array
Property Fragment and the syntactic decidable fragment of Strand.
Finally, let us briefly comment on how to express relations between variables (and
the constants introduced above). To this end, the Array Property Fragment offers
the direct successor relations of array cells, denoted by +1 (used as function; e.g.,
x = x′ + 1), the usual less-than relation <, and its nonstrict form ≤. Similarly, the
decidable syntactic fragment of Strand offers the direct successor relation of list cells,
denoted by→, as well as its reflexive closure→+ and reflexive and transitive closure
→∗. Note that both +1 and→ are inelastric relations, whereas the relations <, ≤,→+,
and→∗ are elastic.
Translation Roughly speaking, our translation considers each simple path of an
EQDA A individually, records the structural constraints of the variables along the
path, and relates these constraints to the data formula of the final state of the path. By
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doing so, we construct a path formula ϕpi for each simple path pi in A. The resulting
formula ϕA is then the union of all such path formulas and an additional subformula
that captures the valuation words not accepted by A. Since there exists only finitely
many simple path in A, the resulting formula is finite.
More formally, let pi = q0
a1−→ q1 a2−→ . . . an−→ qn be a simple path of A with ai , b for
i ∈ {1, . . . ,n}. The path formula corresponding to pi is the implication
ϕpi B ψpi→ χpi,
where the antecedent ψpi (which we define shortly) serves as a guard that captures the
relative positions of the variables along pi and the consequent χpi = f (qn) is the data
formula decorating the final state qn of pi (in the case of a translation into the Array
Property Fragment, an approximation of both ψpi and χpi might be necessary).
We construct the path guard ψpi as follows: at each state qi on the simple path, we
construct local constraints, which describe how individual variables encoded in the
incoming and outgoing transitions of qi are related, and collect them in the set Ci ; the
path guard then is the conjunction
ψpi B
n∧
i=1
∧
ψ∈Ci
ψ.
For the construction of path guards, we introduce the following two notations:
First, we use qi−1
ai−→ qi ∈ pi, respectively qi−1 ai−→ qi ai+1−−−→ qi+1 ∈ pi, to denote a part
of the simple path pi = q0
a1−→ q1 a2−→ . . . an−→ qn. Second, we use the input-symbol
a = (σ,y) ∈ Σ× (Y ∪ {−}) and the set (σ ∪ {y}) \ {−} of all variables occurring in a (both
pointer variables and universally quantified variables) interchangeably; for instance,
we write x ∈ a to denote that the variable x occurs in a.
We divide the construction of path guards into two parts: The first part (i.e., Cases 
and  below) covers the beginning of the path where pointer variables occur together
with auxiliary variables, such as nil; recall that our encoding of Section .. asserts
that auxiliary variables occur always in the beginning of valuation words (and, hence,
in simple paths). The second part (i.e., Cases  to  below) deals with the remainder of
the path, which is related to the actual data structure. The local constraints at state qi
are constructed according to the following (nonexclusive) case distinction:
Case : qi−1
ai−→ qi ∈ pi and ai ∩Aux , ∅
Let z ∈ ai ∩Aux be the unique auxiliary variable.
• If z models a scalar variable, we set Ci ← Ci ∪ {x = z} for all x ∈ ai \ {z}. (This case
covers the second assumed structural property of EQDAs, described on Page ;
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that is, x can only be a universally quantified variable and the state qn of the
simple path is labeled with the data formula true.)
• If z = nil, we set Ci ← Ci ∪ {x = nil} for all x ∈ ai \ {z}.
• If z = index_le_size, we set Ci ← Ci ∪ {x < 0} for all x ∈ ai \ {z}.
• If z = index_geq_size, we set Ci ← Ci ∪ {x ≥ size} for all x ∈ ai \ {z}.
Case : qi−1
ai−→ qi ai+1−−−→ qi+1 ∈ pi, ai ∩Aux , ∅, and ai+1 ∩Aux = ∅
This case covers the boundary between the first and second part of a simple path (i.e.,
processing the actual data structure starts at qi). Here, we distinguish two cases:
• If δ(qi ,b) is undefined, we set Ci ← Ci ∪ {x = head} for all x ∈ ai+1 in the case of
lists, respectively Ci ← Ci ∪ {x = 0} for all x ∈ ai+1 in the case of arrays.
• If δ(qi ,b) = qi , we set Ci ← Ci ∪ {head→∗ x} for all x ∈ ai+1 in the case of lists,
respectively Ci ← Ci ∪ {0 ≤ x} for all x ∈ ai+1 in the case of arrays.
Cases  to  below only apply if no auxiliary variables occur in the incoming or
outgoing transitions. Note that such situations indeed occur since we assume that Y
contains at least one variable (which occurs on every simple path after all auxiliary
variables).
Case : qi−1
ai−→ qi ∈ pi
For all x,x′ ∈ ai with x , x′, we set Ci ← Ci ∪ {x = x′}.
Case : qi−1
ai−→ qi ai+1−−−→ qi+1 ∈ pi and δ(qi ,b) = qi
Let x1 ∈ ai and x2 ∈ ai+1. In the case of lists, we set Ci ← Ci ∪ {x1→+ x2}. In the case of
arrays, we consider two cases:
• If x1 < Y or x2 < Y , then we set Ci ← Ci ∪ {x1 < x2}.
• If x1 ∈ Y , x2 ∈ Y , and (ai ∪ ai+1)∩Σ = ∅ (i.e., only universally quantified variables
occur), then the Array Property Fragment forbids two adjacent universally quanti-
fied variables to be related by the relation <; in this case, we set Ci ← Ci∪{x1 ≤ x2}
and χpi← χpi ∨ (d(x1) = d(x2)). At this point, the translation does not capture the
exact semantics of the EQDA (we comment on this shortly).
Case : qi−1
ai−→ qi ai+1−−−→ qi+1 ∈ pi and δ(qi ,b) is undefined
Let x1 ∈ ai and x2 ∈ ai+1. We distinguish two cases:
• If x1 < Y or x2 < Y , we set Ci ← Ci ∪ {x1 → x2} in the case of lists, respectively
Ci ← Ci ∪ {x2 = x1 + 1} in the case of arrays.
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• If x1 ∈ Y , x2 ∈ Y , and (ai ∪ ai+1)∩Σ = ∅, then we need to express the relation of
x1 and x2 indirectly since both the decidable syntactic fragment of Strand and
the Array Property Fragment forbid expressing that two universally quantified
variables are a fixed distance away (direct successors in this case). We do so
by tracking the distance of x1, respectively x2, to either a neighboring pointer
variable or one of the constants head or tail, receptively 0 or size. More precisely,
we identify a state q on the path pi closest to qi (with respect to the number of
transitions) that has a transition containing a pointer variable p ∈ PV, is at the
boundary between the first and the second part of pi, or is the last state of pi.
Since A does not contain any irrelevant self-loops, the subpath from qi to q has
no self-loops. Thus, we can constrain the universally quantified variables at qi
to be a fixed distance away from the pointer variable p or one of the constants
(whatever applies). For a translation into the decidable syntactic fragment of
Strand, we achieve this by existentially quantifying monadic predicates that track
the distance between q and qi ; since this distance is bounded, a finite number of
such predicates suffices. For a translation into the Array Property Fragment, we
obtain the same effect by means of arithmetic on the pointer variable.
Case : qn−1
an−→ qn ∈ pi
In this case, qn is the last state of pi and δ(qn−1, an) = qn the last transition. We distin-
guish two cases:
• If δ(qn,b) is undefined, we set Cn← Cn∪{x = tail} for all x ∈ an in the case of lists,
respectively Cn← Cn ∪ {x = size− 1} for all x ∈ an in the case of arrays.
• If δ(qn,b) = qn, we set Cn ← Cn ∪ {x →∗ tail} for all x ∈ an in the case of lists,
respectively Cn← Cn ∪ {x < size} for all x ∈ an in the case of arrays.
Since the Array Property Fragment lacks the ability to check whether two universally
quantified variables are different, Case  needs to introduce an overapproximation
of the real constraints along a simple path if two universally quantified variables,
say y and y′, are adjacent at a state with a self-loop on b (i.e., the path guard is
incorrectly satisfied even if y = y′ holds). In order to compensate for this, we amend
the formula χpi by disjointly adding the constraint d(y) = d(y′), which ensures that
the path formula is satisfied if y = y′ holds (since y = y′ implies d(y) = d(y′)). This
way, a path formula checks the structural and data constraints of the simple path
if the valuation satisfies y1 < · · · < yk (assuming that the predetermined order is
y1 ≺ · · · ≺ yk) and is always satisfied if some universally quantified variables are
equal. Note that the latter situation cannot be handled by EQDAs because their input
alphabet requires universally quantified variables to be at different positions; thus, a
path guard should not introduce any constraints in such situations. However, disjointly
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adding constraints of the form d(y) = d(y′) might be too coarse and makes a path
formula with such an approximation imprecise in general.
The complete translation functions as follows: It collects the sets Ci along every
simple path pi ∈ PA and constructs the formulas ψpi and χpi. For a translation into the
decidable syntactic fragment of Strand, it returns the formula
ϕA B ∀y1 : . . .∀yk :
 ∧
pi∈PA
ψpi→ χpi︸           ︷︷           ︸
ϕsp
∧
(head→∗ y1→+ · · · →+ yk→∗ tail)∧¬ ∨
pi∈PA
ψpi
→ false︸                                                                      ︷︷                                                                      ︸
ϕ¬sp
;
for a translation into the Array Property Fragment, it returns
ϕA B ∀y1 : . . .∀yk :
 ∧
pi∈PA
ψpi→ χpi︸           ︷︷           ︸
ϕsp
∧
(0 ≤ y1 ≤ · · · ≤ yk < size)∧¬ ∨
pi∈PA
ψpi
→ ∨
y,y′∈Y
d(y) = d(y′)
︸                                                                          ︷︷                                                                          ︸
ϕ¬sp
.
The subformula ϕsp is the conjunction of all path formulas, whereas the subformula
ϕ¬sp captures valuation words that have the right ordering of the universally quanti-
fied variables but do not admit a run of A (i.e., that are rejected by A). As in the case
of path formulas, the Array Property Fragment formula ϕ¬sp only approximates the
correct semantics of A. Again, the disjunction constituting the consequent compen-
sates for the necessary overapproximation in the antecedent (y1 ≤ · · · ≤ yk instead of
y1 < · · · < yk).
Since the decidable syntactic fragment of Strand allows negating atomic formulas,
ϕA is in this fragment. Though the Array Property Fragment also allows negation
over atomic formulas that relate two pointer variables or a pointer variable and a
universally quantified variable, negation of an atomic formula of the form y ≤ y′ is not
allowed (see Section .). However, since we assume both a fixed variable ordering on
Y along simple paths and that all paths with a different ordering lead to a state labeled
with the formula true, we can safely remove subformulas of the form ¬(y ≤ y′) from
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({k},−) ({cur,nil},−) ({h},−) (b,y1)
b
(b,y2)
b b
d(y1) ≤ d(y2)∧
d(y1) < k ∧
d(y2) < k
Figure .: A simple path of an EQDA that was learned in our experiments.
¬
(∨
pi∈PAψpi
)
; as before, considering a different ordering of the variables in Y is not
necessary because they are universally quantified. After removing such subformulas,
the formula ϕA falls into the Array Property Fragment.
The following example illustrates our translation.
Example .. Let us consider the simple path pi depicted in Figure .. This simple
path is part of an EQDA that was learned in our experiments for the program list-
sorted-find, which searches for a numerical key k in a sorted list. The program uses the
pointer variable h to dereference the head of the list.
The path guard resulting from our translation, which captures the structural con-
straints along pi, is the formula
ψpi B
(
cur = nil∧ h = head∧ h→+ y1 ∧ y1→+ y2 ∧ y2→∗ tail
)
.
Moreover, the path formula is
ϕpi B ψpi→
(
d(y1) ≤ d(y2)∧ d(y1) < k ∧ d(y2) < k
)
. /
When applying our translation to an EQDA working over lists, the obtained formula
in the decidable syntactic fragment of Strand exactly characterizes the set of program
configurations that correspond to the language of data words accepted by the given
EQDA. However, due to the abstractions introduced by our translation into the Array
Property Fragment, the formula obtained from translating an EQDA over arrays might
not characterize the semantics of the given EQDA exactly. Nonetheless, we can at
least assert that all data words accepted by this EQDA correspond to a program
configuration satisfying the formula.
To make this intuition precise and to avoid cluttering the presentation in the
remainder of this section with straightforward details, we loosely introduce the fol-
lowing auxiliary notations: Given a program configuration c, let (c) denote the natural
translation of c into an interpretation for formulas in the Array Property Fragment,
respectively in the decidable syntactic fragment of Strand (e.g., in the case of the Array
Property Fragment, the array is transferred into an uninterpreted function, index
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variables become integer variables, and so on). Moreover, let (c,y1, . . . , yk) denote the
interpretation (c) in which the universally quantified variables are fixed to the values
y1, . . . , yk .
The following theorem now summarizes the main result of our translation.
Theorem .. Let A be an EQDA, c a program configuration, and uc the data word corre-
sponding to c. Moreover, let ϕA be the formula obtained from the translation described above
(either in the decidable syntactic fragment of Strand or in the Array Property Fragment).
(a) For a translation into the decidable syntactic fragment of Strand, the equivalence
uc ∈ Ldat(A) if and only if (c) |= ϕA
holds.
(b) For a translation into the Array Property Fragment, the implication
uc ∈ Ldat(A) implies (c) |= ϕA
holds.
The abstraction along simple paths with y < y′ introduced by our translation is the
reason why Theorem . only holds in one direction for the Array Property Fragment
(though our experiments, which we discuss in Section ., showed that we nevertheless
learned correct invariants for programs manipulating arrays). For this reason, we first
prove Part (a) of Theorem .; based on the insight gained in the proof, it becomes
much easier to prove Part (b).
Decidable syntactic fragment of Strand The pivotal fact on which Theorem .
relies is that the path guard ψpi exactly captures the structural constraints along pi.
The next lemma formalizes this intuition.
Lemma .. Let A be an EQDA over the finite set PV of pointer variables and the finite,
nonempty set Y of universally quantified variables, pi a simple path in A, and ψpi the
corresponding path guard in the decidable syntactic fragment of Strand. Moreover, let c be
a program configuration, y1, . . . , yk a valuation of Y , and v the valuation word modeling c
and y1, . . . , yk . Then, the following equivalence holds:
the unique run of A on v is along pi if and only if (c,y1, . . . , yk) |= ψpi.
We make sure that the type of an interpretation (i.e., whether it is for formulas in the Array Property
Fragment or in the decidable syntactic fragment of Strand) is always clear from the context.
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Proof of Lemma .. We split the proof into two parts: we first show the direction from
left to right and subsequently the reverse direction. The direction from left to right is
straightforward and simply exploits the fact that we only add local constraints to a
path guard that are obviously satisfied along the given path. The direction from right
to left, however, is more elaborate to prove.
From left to right Let
pi = q0
a1−→ q1 a2−→ . . . an−→ qn
a simple path in A and assume that the unique run of A on v is along pi. Since the
path guard is the conjunction
∧n
i=1
∧
ψ∈Ci ψ consisting of all local constraints along pi,
it is enough to prove that (c,y1, . . . , yk) satisfies each individual local constraint. To this
end, let ψ be a local constraint, say constructed at state qi of pi.
In order to show that (c,y1, . . . , yk) |= ψ holds, we distinguish due to which case of
the translation the constraint ψ has been constructed. However, since one can prove
most cases using similar arguments, we skip a thorough proof here and exemplary
consider Case .
If ψ has been introduced in Case , then ψB x1→+ x2 where x1 ∈ ai and x2 ∈ ai+1.
Since the run of A on v is along the simple path pi, we know that all variables x ∈ ai
occur before the variables x′ ∈ ai . Thus, (c,y1, . . . , yk) satisfies x→+ x′ for all such x,x′.
This in turn means (c,y1, . . . , yk) |= ψ.
From right to left Let
pi = q0
a1−→ q1 a2−→ . . . am−−→ qm
be a simple path inA and (c,y1, . . . , yk) a model of ψpi. Towards a contradiction, assume
that the run of A on v is along a different simple path, say
pi′ = q0
a′1−→ q′1
a′2−→ . . . a
′
n−→ q′n.
Then, there exists a position i ∈ N+ at which both paths diverge; that is, aj = a′j and
qj = q′j for all j ∈ [i], ai , a′i , and qi , q′i . Note that such a position always exists because
the states ofA are “typed” (i.e.,A has to remember which variable it has already read).
Figure . depicts such a situation.
We observe that all input-symbols along the paths pi and pi′ are different from b
because A is elastic. Thus, if ai , a′i , then there exists a variable x ∈ PV ∪ Y that is
missing in exactly one of ai and a′i (i.e., x ∈ ai if and only if x < a′i). Without loss of
generality, let us assume x ∈ ai and x < a′i .
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qi qm pi
q0 qi−1
q′i q′n pi′
a1 . . . ai−1
a′1 . . . a′i−1
ai
a′i
ai+1 . . . am
a′i+1 . . . a′n
x ∈
x′ ∈
x <,x′ ∈ x ∈
Figure .: Two diverging simple paths.
Since a′i , b, there also exists a variable x′ ∈ a′i that is different from x. Moreover,
since pi′ is a simple path (which implies that all pointer and universally quantified
variables occur exactly once), the variable x also occurs in pi′, but only in one of the
inputs a′i+1, . . . , a′n; note that x′ might or might not occur together with x on pi.
We now distinguish two cases:
. An auxiliary variable, say z, occurs in the input-symbol ai on pi; that is, qi
belongs to the first part of pi. We first observe that x cannot be an auxiliary
variable because we assume that auxiliary variables appear never together and
always in the same, fixed order. Thus, the following two cases remain:
a) The variable x occurs on the simple path pi′ together with an auxiliary
variable, say z′, that is different from z. Since we assume the run of A on
v to be along pi′, this means (c,y1, . . . , yk) |= x = z′. Thus, (c,y1, . . . , yk) 6|= x = z
because x = z∧ x = z′ is unsatisfiable if z , z′. However, the path guard ψpi
contains the local constraint x = z (see Case ). Hence, (c,y1, . . . , yk) 6|= ψpi,
which yields a contradiction.
b) The variable x does not occur together with an auxiliary variable on the
simple path pi′. Since we assume the run of A on v to be along pi′, this
means (c,y1, . . . , yk) |= head →∗ x. Consequently, (c,y1, . . . , yk) 6|= x = z be-
cause z is an auxiliary variable that occurs before head. However, the path
guard ψpi contains the local constraint x = z (again, see Case ). Therefore,
(c,y1, . . . , yk) 6|= ψpi, which yields a contradiction.
. The input-symbol ai on pi does not contain an auxiliary variable; that is, qi
belongs to the second part of pi. Since we assume the run of A on v to be along
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the path pi′, the variable x′ points to a cell that is located before the cell pointed
to by x. Hence, (c,y1, . . . , yk) |= x′ →+ x. Consequently, (c,y1, . . . , yk) 6|= x →∗ x′
because x→∗ x′ ∧ x′→+ x is unsatisfiable. However, the path guard ψpi implies
x →∗ x′ (see Cases  and ) although it might not contain this subformula
explicitly. Thus, (c,y1, . . . , yk) 6|= ψpi, which yields the desired contradiction.
This proves that the unique run of A on v is along the simple path pi.
Using Lemma ., we can now prove Part (a) of Theorem ..
Proof of Theorem .(a). Let A be an EQDA over PV and Y , y1 ≺ · · · ≺ yk the predeter-
mined order in which the universally quantified variables have to occur in the input
of A, and ϕA the formula in the decidable syntactic fragment of Strand resulting from
our translation. In addition, let c be a program configuration and uc the data word
modeling c.
We first show the direction from left to right (i.e., uc ∈ Ldat(A) implies (c) |= ϕA) and
subsequently the reverse direction (i.e., (c) |= ϕA implies uc ∈ Ldat(A)).
From left to right Let uc ∈ Ldat(A). In order to prove that the interpretation (c) satisfies
ϕA B ∀y1 : . . .∀yk : (ϕsp ∧ϕ¬sp), we fix an arbitrary valuation y1, . . . , yk of Y and show
(c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In the case that head →∗ y1 →+ · · · →+ yk →∗ tail does not hold, we first observe
that (c,y1, . . . , yk) does not satisfy any path guard because each path guard implies
head→∗ y1→+ · · · →+ yk→∗ tail. Hence, (c,y1, . . . , yk) |= ϕsp since the antecedent of each
path formula is unsatisfied. Moreover, (c,y1, . . . , yk) does not satisfy the antecedent of
ϕ¬sp and, consequently, (c,y1, . . . , yk) |= ϕ¬sp. Thus, (c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In the case that head→∗ y1→+ · · · →+ yk →∗ tail holds, let v be the valuation word
resulting from extending uc with the valuation y1, . . . , yk (which implies dw(v) = uc).
We proceed the proof by first showing that (c,y1, . . . , yk) satisfies ϕsp and subsequently
that it satisfies ϕ¬sp.
. Since uc ∈ Ldat(A), the valuation word v is also accepted by A, say along the
simple path pi. This particularly means that the unique run of A on v ends in
a configuration (q,r) with r |= f (q). By Lemma ., we know (c,y1, . . . , yk) |= ψpi.
Moreover, since f (q) = χpi and r |= f (q), we also know (c,y1, . . . , yk) |= χpi and,
thus, (c,y1, . . . , yk) |= ψpi → χpi. On the other hand, Lemma . asserts that no
other path guard is satisfied by (c,y1, . . . , yk). Thus, (c,y1, . . . , yk) |= ϕsp.
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. The fact that (c,y1, . . . , yk) |= ψpi holds (see the arguments above) immediately
shows (c,y1, . . . , yk) 6|= ¬(∨pi∈PAψpi). Hence, the antecedent of ϕ¬sp is not satisfied
and, therefore, (c,y1, . . . , yk) |= ϕ¬sp.
Thus, (c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In total, uc ∈ Ldat(A) implies (c) |= ϕA.
From right to left To prove this direction, we show that uc < Ldat(A) implies c 6|= ϕA.
To this end, let c be a program configuration and uc the corresponding data word such
that uc < Ldat(A).
Since uc < Ldat(A), there exists a valuation y1, . . . , yk and a corresponding valuation
word v (i.e., uc extended by y1, . . . , yk results in v) such that v < Lval(A). This valuation
word is rejected either
. due to a missing transition; or
. due to the fact that the run of A on v ends in a configuration (q,r) with r 6|= f (q).
In the first case, the run of A on v does not lead along a simple path. By Lemma .,
this implies (c,y1, . . . , yk) 6|= ψpi for every pi ∈ PA. Hence, (c,y1, . . . , yk) |= ¬(∨pi∈PAψpi).
Since we assume that A accepts all valuation words that violate the fixed order of
the universally quantified variables or where at least one of these variables points
to nil, we know that (c,y1, . . . , yk) |= head →∗ y1 →+ · · · →+ yk →∗ tail holds. Thus,
(c,y1, . . . , yk) 6|= ϕ¬sp and, consequently, c 6|= ϕA.
In the second case, the run of A on v leads along a simple path, say pi, ending
in the configuration (q,r). By Lemma ., this implies (c,y1, . . . , yk) |= ψpi. However,
since r 6|= f (q) = χpi, we have (c,y1, . . . , yk) 6|= χpi. Thus, (c,y1, . . . , yk) 6|= ϕsp (because
(c,y1, . . . , yk) 6|= ψpi→ χpi) and, consequently, c 6|= ϕA.
In total, uc < Ldat(A) implies (c) 6|= ϕA (i.e., (c) |= ϕA implies uc ∈ Ldat(A)).
Array Property Fragment The approximation in Case  of our translation is the
reason why Theorem . holds only in one direction in the case of a translation into
the Array Property Fragment. In order to prove this direction, we first show that the
path guard ψpi overapproximates the structural constraints of pi. The next lemma
formalizes this.
Lemma .. Let A be an EQDA over the finite set PV of pointer variables and the finite,
nonempty set Y of universally quantified variables, pi a simple path in A, and ψpi the
corresponding path guard in the Array Property Fragment. Moreover, let c be a program
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configuration, y1, . . . , yk a valuation of Y , and v the valuation word modeling c and y1, . . . , yk .
Then, the following implication holds:
if the unique run of A on v is along pi, then (c,y1, . . . , yk) |= ψpi.
Proof of Lemma .. One can prove Lemma . in the same way as Lemma . (see
Page ): again, we consider each local constraint ψ of a path guard individually
and show (c,y1, . . . , yk) |= ψ. In fact, we can reuse the proof of Lemma . except for a
slightly different treatment of Case , which we sketch below.
Assume that ψ has been added at state qi of the simple path pi = q0
a1−→ . . . an−→ qn,
and let x1 ∈ ai and x2 ∈ ai+1.
If x1 < Y or x2 < Y , then this situation matches Case  of the proof of Lemma .
and immediately yields the desired result.
If x1 ∈ Y , x2 ∈ Y , and both variables do not occur together with a pointer variable,
then the translation adds ψ B x1 ≤ x2 instead of the “correct” constraint x1 < x2.
However, we know that all variables x ∈ ai appear before the variables x′ ∈ ai+1
because the run of A on v is along pi. Thus, (c,y1, . . . , yk) |= x < x′ for all such x,x′,
which implies (c,y1, . . . , yk) |= x1 ≤ x2 (i.e., (c,y1, . . . , yk) |= ψ).
We can now prove Part (b) of Theorem ..
Proof of Theorem .(b). Let A be an EQDA over PV and Y , y1 ≺ · · · ≺ yk the predeter-
mined order in which the universally quantified variables have to occur in the input of
A, and ϕA the formula in the Array Property Fragment resulting from our translation.
Moreover, let c be a program configuration and uc the data word modeling c. Finally,
assume uc ∈ Ldat(A).
We have to show that (c) is a model of ϕA. This proof is similar to the direction
from left to right of the proof of Theorem .(a): we again fix an arbitrary valuation
y1, . . . , yk of Y and show
(c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In the case that 0 ≤ y1 ≤ · · · ≤ yk < size does not hold, we observe that (c,y1, . . . , yk)
does not satisfy any path guard because each path guard implies 0 ≤ y1 ≤ · · · ≤ yk < size.
Hence, (c,y1, . . . , yk) |= ϕsp since the antecedent of each path formula is unsatisfied.
Moreover, (c,y1, . . . , yk) does not satisfy the antecedent of ϕ¬sp and, consequently,
(c,y1, . . . , yk) |= ϕ¬sp. Thus, (c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In the case that 0 ≤ y1 ≤ · · · ≤ yk < size holds, we distinguish two cases:
. All universally quantified variables are different; that is, yi , yj holds for all
i, j ∈ {1, . . . , k} with i , j. In this case, let v be the valuation word resulting from
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extending uc with the valuation y1, . . . , yk . We proceed the proof by first showing
that (c,y1, . . . , yk) satisfies ϕsp and subsequently that it satisfies ϕ¬sp.
a) Since uc ∈ Ldat(A), the valuation word v is also accepted by A, say along the
simple path pi. By Lemma ., we know that then (c,y1, . . . , yk) |= ψpi holds.
Since v ∈ Lval(A), the registers satisfy the data formula of the final state of
pi. Thus, (c,y1, . . . , yk) |= χpi and, consequently, (c,y1, . . . , yk) |= ψpi→ χpi.
To complete this case, we argue that there exists no other path pi′ ∈ PA
with pi′ , pi and (c,y1, . . . , yk) |= ψpi′ . Towards a contradiction, assume the
contrary and let pi′ such a simple path. By using arguments similar to those
in the direction from right to left of the proof of Lemma ., one can show
that this can only happen due to an overapproximation of the form yi ≤ yj
(rather than yi < yj). This, in turn, implies that there exists i, j ∈ {1, . . . , k}
with i < j and yi = yk , which contradicts the assumption that all universally
quantified variables are different.
In total, (c,y1, . . . , yk) satisfies the path formula of each simple path. Hence,
(c,y1, . . . , yk) |= ϕsp.
b) Since uc ∈ Ldat(A), we know that there exists a simple path pi ∈ PA such
that (c,y1, . . . , yk) |= ψpi (see above). Therefore, (c,y1, . . . , yk) 6|= ¬(∨pi∈PAψpi)
because removing subformulas of the form ¬(y ≤ y′) from a path guard
potentially results in more interpretations satisfying it and, thus, less
satisfying its negation. This implies (c,y1, . . . , yk) |= ϕ¬sp since we assume
0 ≤ y1 ≤ · · · ≤ yk < size.
Thus, (c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
. There exist i, j ∈ {1, . . . , k} such that i < j and yi = yj . In this case, there might be
a simple path pi ∈ PA such that (c,y1, . . . , yk) |= ψpi. Since universally quantified
variables never occur together on a simple path (due to the choice of the input
alphabet of QDAs), (c,y1, . . . , yk) can only satisfyψpi due to the overapproximation
yi ≤ yj (rather than yi < yj ) introduced by Case  of our translation. This means
that the formula χpi is constructed by taking the disjunction of the formulas
f (q) (assuming that q is the final state of pi), d(yi) = d(yj ), and potentially other
formulas of the form d(y) = d(y′) for y,y′ ∈ Y . Thus, d(yi) = d(yj ) implies χpi.
Since yi = yj , we have d(yi) = d(yj ) and, hence, (c,y1, . . . , yk) |= χpi. This, in turn,
means (c,y1, . . . , yk) |= ψpi → χpi. Since these arguments are true for all simple
paths pi′ ∈ PA for which (c,y1, . . . , yk) |= ψpi′ holds, we have shown (c,y1, . . . , yk) |=
ϕsp.
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On the other hand, (c,y1, . . . , yk) |= ϕ¬sp because (c,y1, . . . , yk) satisfies the conse-
quent of ϕ¬sp due to the equality yi = yj . Thus, (c,y1, . . . , yk) |= ϕsp ∧ϕ¬sp.
In total, uc ∈ Ldat(A) implies (c) |= ϕA.
5.5 Learning Universally Quantified Invariants
We embed the active learning algorithm for QDAs, described in Section ., in a
passive learning setup in order to learn universally quantified invariants of programs
manipulating arrays or lists. Our procedure consists of two successive steps:
. Constructing a teacher We collect a finite sample S consisting of formula words
derived from configurations that manifest on dynamic runs of the program at
hand. Then, we construct a teacher who answers queries with respect to S and
ensures that the learned QDA (at least) classifies S correctly (i.e., the QDA has
to be correct at least on the observed behavior of the program).
. Running a learner We plug in our active learning algorithm for QDAs of Sec-
tion ... Once the learning algorithm terminates and returns a QDA, we
elastify it if necessary, convert it into a Strand formula or a formula in the Array
Property Fragment (whatever is applicable), and return the resulting formula.
The underlying idea of this approach is to pit our learner for QDAs against the
teacher sketched above in order to learn an invariant despite the fact that the teacher
does not know the invariant himself. In this setting, the learner’s objective is to learn a
“simplest” QDA that captures the knowledge the teacher possesses, thereby hoping
that the learned QDA represents a valid invariant. This approach relies on two key
properties: The first is Occam’s razor, namely that a simplest set of formula words—
represented by a QDA with the least number of states—that is consistent with the
observed behavior of the program is a likely invariant. The second is the fact that
invariants do often not depend on the actual size and data of data structures. Therefore,
a collection consisting of “short” data structures over a “small” finite abstraction of
the data domain often contains sufficient information about an invariant.
Our motivation for embedding an active learning algorithm in a passive learning set-
ting is to exploit the strengths of active learning algorithms, such as their polynomial
runtime, their ability to generalize information, and so on, whilst taking into account
that building a precise teacher is very complex or impossible (as the teacher does not
know an invariant and needs to reason about the program at hand). However, active
learning algorithms typically ask “short” membership queries (linear in the diameter
of the canonical automaton) and produce “small” conjectures. Thus, an imprecise
teacher with—explicit or implicit—knowledge about a sufficiently large sample of
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(short) formula words is likely to answer most, if not all, queries actually asked by the
learner precisely. It is important to emphasize that the learner does not, in general,
simply learn a QDA that captures precisely the finite knowledge of the teacher as
the representation of this knowledge is often far more complex than a true invariant;
instead, he learns a simplest QDA that generalizes the partial knowledge the teacher
possesses. This is the reason why our algorithm might not work in time polynomial in
the size of a minimal QDA representing an invariant (though it is polynomial in the
QDA it finally learns).
One should note at this point that we cannot guarantee that the learned QDA indeed
represents a valid invariant as passive learning does not offer a feedback mechanism
to correct a wrong conjecture. One possibility to overcome this problem is to repeat
the learning procedure iteratively: whenever a conjecture is found to be invalid (e.g.,
by means of a logic solver), one restarts the learning with a different sample, say
extended to include the spurious counterexample or longer data structures over a
finer abstraction of the data domain, until a true invariant has been identified. Note,
however, that even an iterative algorithm cannot guarantee to converge to an invariant
due to the undecidability of the model checking problem.
The following two sections describe how to realize a teacher and a learner for the
invariant learning setting described above. Thereby, we assume that the teacher is
given a set of formula words that has been extracted from the program in question
(we explain how one can do this when describing our experiments). Note that this
assumption entails that the formula lattice has been fixed.
Implementing a Teacher
Based on a sample S of formula words, the teacher answers queries (in accordance
with Section ..) as follows.
Membership query On a membership query with a symbolic word w ∈Π∗, the teacher
checks whether S contains a formula word (w,ϕ) and returns ϕ if so. If no such
word exists, the teacher returns the formula false. Note that returning false in
the latter case is an arbitrary choice since the teacher effectively does not know
how to classify w.
Equivalence query On an equivalence query with a QDAA, the teacher checks whether
A correctly classifies all formula words contained in S (i.e., he checks whether
(w,ϕ) ∈ Lfor(A) holds for all (w,ϕ) ∈ S). If this is the case, the teacher returns
“yes”. If this is not the case, then there exists a symbolic word w ∈ Π∗ such
that (w,ϕ) ∈ S and (w,ϕ) < Lfor(A) (i.e., there exists a formula ϕ′ , ϕ with
(w,ϕ′) ∈ Lfor(A)), and the teacher returns w as a counterexample.
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The construction of such a teacher is straightforward. Note that the teacher might
err on queries and, thus, the learned QDA might not be of minimal size. However, the
teacher guarantees that the learned QDA at least classifies S correctly.
Implementing a Learner
The learner does not need much explanation as any active learning algorithm for
Moore machines can be employed. On top of that, the learner needs to obtain the
input alphabet from the teacher, which depends on the number of pointer variables
and universally quantified variables used to build the sample, before the learning
can start. Henceforth, the learner queries the teacher until a conjecture passes an
equivalence query. If the learned QDA is not elastic, the learner elastifies it as described
in Section . to obtain the unique EQDA that over-approximates the learned QDA.
Then, the learner converts this EQDA to a formula in the decidable syntactic fragment
of Strand or the Array Property Fragment according to Section .. (whatever is
applicable), which it finally returns as the result of the learning process.
5.6 Experiments and Evaluation
We implemented a prototype of the teacher and learner presented in Section . to
evaluate the effectiveness and performance of our approach on real-world examples.
Methodology We implemented our prototype in C++ based on the Libalf automata
learning framework. The learner uses Rivest and Schapire’s learning algorithm for
Moore machines, which is natively supported by Libalf. Since Libalf supports arbi-
trary C++ objects as output of Moore machines, the modifications necessary to adapt
Libalf’s implementation to the QDA setting were only minor.
In order to extract a sample of formula words from a program, we employed the
following three-step procedure:
. We fixed the formula lattice F to be the Cartesian lattice over the binary relations
=, <, and ≤ as well as the atoms d(y) and d(x) where y is a universally quantified
variable and x is a scalar variable. Note that these relations and also the Cartesian
abstraction are sufficient to capture invariants of many interesting programs
over arrays and lists, such as sorting routines, scanning and searching arrays
and lists, in-place reversal of sorted lists, and so on.
. We added instrumentation code to the header of each loop of the considered pro-
gram in order to the record configurations realized when running the program.
Then, we executed the instrumented code with “small” arrays, respectively lists,
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as input and recorded the program configuration at the loop headers. In our
experiments, we exhaustively ran the instrumented code on all arrays and lists
of a small bounded length ` ≥ 1 over the data domain D = [k] for a small integer
k ≥ 1. We chose the values of k and ` depending on the considered program such
that several hundred program configurations were generated.
. We constructed a sample S ⊆Π∗ ×F of formula words from the set of program
configurations. The set of pointer variables and the set of universally qualified
variables define the alphabet Π, whereas the set F of formulas is determined by
the formula lattice; at this point, we guessed how many universally quantified
variables are sufficient to express an invariant (often two were enough). To
convert the program configurations into formula words, we first generated a
valuation word according to Section .. for each valuation of Y and each
program configuration (the construction described in Section .. can easily
be lifted to valuation words). To obtain the formula word corresponding to a
valuation word, we recorded the data values at the positions of the variables
in the valuation word, constructed the smallest formula in the lattice that was
satisfied by the data, and assigned this formula to the symbolic word that
constitutes the valuation word. If more than one valuation word resulted in
the same symbolic word but with different data formulas, we associated the
symbolic word with the join of all those data formulas.
Verifying whether the learned formula constitutes an invariant for the program in
question is an important aspect of our evaluation. To do so, we proceeded as follows:
• In the case of programs working over arrays, we manually derived verification
conditions from the program in question, turned them together with the learned
logic formula ϕA into the SMT-Lib format, and used Microsoft’s Z3 SMT solver
to verify that the derived formula is in fact an invariant, respectively a function
precondition. To improve the accuracy of our implementation, we replaced ϕ¬sp
by the more precise formula [(0 ≤ y1 < · · · < yk < size) ∧ ¬(∧pi∈PAψpi)] → false.
Although this formula does not fall in the Array Property Fragment, Z3 was able
to handle it in all of our experiments.
• In the case of programs working over lists, we had to perform the check manually
due to the lack of a satisfactory implementation of a decision procedure for the
decidable syntactic fragment of Strand. We did so by manually deriving one (or
more) simple invariants (respectively function preconditions) of the program at
hand and translating them into EQDAs. Then, we checked whether the learned
EQDA is equivalent to one of these manually generated by comparing the simple
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paths of the former EQDA with those of the latter. Although this approach is
tedious, it worked out for all EQDAs of our list examples.
To evaluate our prototype, we used two benchmark suites, comprising the programs
listed in Tables . and ., respectively. For the programs of the first suite, listed
in Table ., the task was to learn loop invariants; for the programs of the second
suite, listed in Table ., the task was to learn function preconditions. The size of
these programs varies between 20 and 100 lines of code, except for a sorting routine
taken from the GNU core utilities, which comprises 2500 lines of code. Let us briefly
introduce these programs.
The program array-find searches for a key in an unsorted array by traversing it
from beginning to end. The program array-copy copies an array, and the program
array-comp checks whether two arrays are equal. The programs insertion-sort-inner,
insertion-sort-outer, selection-sort-inner, and selection-sort-outer implement the insertion
sort algorithm, respectively selection sort algorithm, over arrays. Both algorithms have
nested loops, and the suffixes inner and outer refer to the respective loops.
The program list-find searches for a key in a sorted list, list-insert inserts a key into
a sorted list such that the resulting list remains sorted, list-init initializes all cells
of an input list with a given key, and list-max returns the maximum of all the data
values stored in a list. The next three programs manipulate multiple lists: list-merge
takes two sorted lists as input and merges the second list into the first list such that
sortedness is retained; list-partition takes a list and partitions it into two lists such
that the first list has data elements which are less than an input key and the second
list has the remaining data elements of the input list; list-reverse takes a list sorted in
increasing order as input and reverses it in-place such that the output list is sorted in
decreasing order. The programs bubble-sort, fold-split, and quick-sort are taken from
Bouajjani et al. [BDES]. The program list-init-complex sorts an input array using
heap sort and then initializes a list with the content of this sorted array.
The methods lookup_prev and add_cachepage are part of the module cachePage, which
belongs to a verified-for-security platform for mobile applications [MPX+] and
maintains a cache of the recently used disc pages as a priority queue based on a sorted
list. The method sort is a merge sort implementation, and insert_sorted is a method for
insertion into a sorted list; both are methods from Glib, which is a low-level C library
that forms the basis of the GTK+ toolkit and the Gnome environment. The methods
devres and rm_pkey are methods adapted from the Linux kernel and an Infiniband
device driver [KJD+]. Finally, we consider the sortedness property (with respect to
Corresponds to the method pcim_iounmap in the Linux kernel linux/lib/devres.c.
Corresponds to the InfiniBand device driver at drivers/infiniband/hw/ipath/ipath_mad.c.
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Table .: Experimental results of our prototype on learning loop invariants. The
column “LOC” refers to lines of code, “EQ” to the number of equivalence
queries, “MQ” to the number of membership queries, “Size” to the number
of states of the learned QDA, “El.” to whether elastification was required,
and “Inv.” to whether the learned QDA represented an invariant.
Experiment LOC Test tteacher EQ MQ Size El. tlearn Inv.
inputs in s in s
array-find 25 310 0.05 2 121 8 no 0.00 yes
array-copy 25 7380 1.75 2 146 10 no 0.00 yes
array-compare 25 7380 0.51 2 146 10 no 0.00 yes
insertionsort-outer 30 363 0.19 3 305 11 no 0.00 yes
insertionsort-innner 30 363 0.30 7 2893 23 yes 0.01 yes
selectionsort-outer 40 363 0.18 3 306 11 no 0.01 yes
selectionsort-inner 40 363 0.55 9 6638 40 yes 0.05 yes
list-sorted-find 20 111 0.04 6 1683 15 yes 0.01 yes
list-sorted-insert 30 111 0.04 3 1096 20 no 0.01 yes
list-init 20 310 0.07 5 879 10 yes 0.01 yes
list-max 25 363 0.08 7 1608 14 yes 0.00 yes
list-sorted-merge 60 5004 10.50 7 5775 42 no 0.06 yes
list-partition 70 16395 11.40 10 11807 38 yes 0.11 yes
list-sorted-reverse 25 27 0.02 2 439 18 no 0.00 yes
list-bubble-sort 40 363 0.19 3 447 12 no 0.01 yes
list-fold-split 35 1815 0.21 2 287 14 no 0.00 yes
list-quick-sort 100 363 0.03 1 37 5 no 0.00 yes
list-init-complex 80 363 0.05 1 57 6 no 0.01 yes
lookup_prev 25 111 0.04 3 1096 20 no 0.01 yes
add_cachepage 40 716 0.19 2 500 14 no 0.01 yes
Glib sort (merge) 55 363 0.04 1 37 5 no 0.00 yes
Glib insert_sorted 50 111 0.04 2 530 15 no 0.01 yes
devres 25 372 0.06 2 121 8 no 0.00 yes
rm_pkey 30 372 0.06 2 121 8 no 0.00 yes
GNU Coreutils sort 2500  File 0.00 17 4996 5 yes 0.07 yes
Table .: Experimental results of our prototype on learning function preconditions.
The columns “LOC”, “EQ”, “MQ”, “Size”, and “El.” are as in Table .; the
column “Pre.” refers to whether the learned QDA represented a function
precondition.
Experiment LOC Test tteacher EQ MQ Size El. tlearn Pre.
inputs in s in s
list-sorted-find 20 111 0.01 1 37 5 no 0.00 yes
list-init 20 310 0.02 1 26 4 no 0.00 yes
list-sorted-merge 60 329 0.06 3 683 19 no 0.01 yes
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the method compare that compares two lines) of the method sortlines, which lies at the
heart of the GNU core utility to sort a file.
We conducted all experiments, whose results we present next, on an Intel Core i
CPU at 2.4 GHz with 6 GiB of RAM running Ubuntu . LTS.
Results Tables . and . show the results of our experiments. The tables report
the lines of code of the program (column “LOC”), the number of test inputs used
to generate the sample set (column “Test inputs”), the time needed to construct the
teacher from the sample in seconds (column “tteacher”), the number of membership
and equivalence queries asked by the learner (columns “MQ”, respectively “EQ”), the
size of the learned QDA (column “Size”), whether elastification was required (column
“El.”), the runtime of the learner in seconds (column “tlearn”), and whether the synthe-
sized formula was an invariant (column “Inv.”), respectively function precondition
(column “Pre.”).
Our prototype finished on all experiments in less than 1 s. The time required to
learn an EQDA was less than 0.1 s, except for the program “list-partition” for which
the learning took 0.11 s. The set-up time of the teacher was longer, typically by a factor
of 10 to 30, but never exceeded 12 s.
It turned out that the learned QDAs were reasonably small (less than 50 states)
although the learned automata might not be the smallest ones representing a given
sample (due to the inaccuracies of the teacher). The learner asked a moderate amount
of queries: between 2 and 17 equivalence queries, respectively between 26 and 11807
membership queries. Elastification was often not required (as the learned QDAs were
already elastic), and all learned EQDAs represented a valid invariant.
Discussion The main result is that our prototype learned valid invariants, respec-
tively function preconditions, for all experiments within less than one second. The
speed of our prototype is mainly due to the moderate number of queries asked dur-
ing the learning, which shows that applying active learning in a passive learning
setting is a worthwhile approach. Though several experiments required manual tweak-
ing until an invariant was learned, the experimental results demonstrate that our
learning-based approach is an effective means to synthesize invariants of programs
manipulating arrays or lists.
SMT solvers are sometimes capable of verifying inelastic invariants (i.e., formu-
las over inelastic relations) though inelastic relations lead to undecidable decision
procedures in general. However, in our experiments, Z3 was not able to verify such for-
mulas without giving extra trigger, thus, suggesting the necessity of the elastification
of QDAs.
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We also observed that the learned EQDAs were somewhat larger than expected
considering the invariants or function preconditions they represent. It turned out that
the reason for this is that EQDAs represent many different ways in which program
pointers and universally quantified variables can be shuﬄed across the linear data
structure. A heuristic way to avoid this problem and to reduce the size of an EQDA
would be to merge paths that represent a different order of the variables but express
logically equivalent constraints. Moreover, data formulas can often be simplified by
removing or merging redundant subformulas; for instance, x1 < x2 ∨ x1 = x2 can be
simplified to x1 ≤ x2. We did not explore these optimizations so far, but the lack of
such heuristics in our current implementation is not a drawback as far as verification
is concerned.
Finally, let us emphasize that the time taken by our technique to learn an invariant,
being black-box, largely depends on the complexity of the property but not on the
size of the code. This advantage is most evident from the successful application of our
technique to the large sorting program of the GNU core utilities.
5.7 Conclusion
We presented a novel technique to learn loop invariants for programs working over
linear data structures such as arrays and lists. Our approach is based on interpreting
sets of program configurations as languages of data words and representing those
as quantified data automata. To learn quantified data automata, we have developed
an algorithm that combines abstract interpretation over data domains with Angluin-
style regular language learning for inferring the structural properties of arrays and
lists. Furthermore, we proved a unique over-approximation theorem using elastic
quantified data automata, which allowed us to translate the properties expressed
by an elastic quantified data automaton into the Array Property Fragment and the
decidable syntactic fragment of Strand (whatever is applicable). We also implemented
a prototype to validate our approach and demonstrated that our technique is able to
learn invariants for typical programs, such as finding values in arrays and lists, sorting
arrays and lists, inserting values in sorted arrays and lists, and so on.
We recently presented an iterative ICE-learning algorithm for EQDAs [GLMNa,
GLMN]. This algorithm builds upon a modified version of the RPNI passive learn-
ing algorithm and uses an SMT solver to derive examples, counterexamples, and
implication-counterexamples. Although we successfully used a prototype to learn
quantified invariants for the array-manipulating programs presented in Section .,
adapting the prototype to a particular program is currently an elaborate and com-
plicated task; moreover, the lack of an implementation of a decision procedure for
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the decidable syntactic fragment of Strand prevented us from automatically learning
EQDAs for programs working over lists. Thus, developing a less user-driven approach
that automates parts of the manual work currently necessary is an important part of
future research.
A natural next step is to integrate further optimization into our prototype and to
turn it into a robust tool (preferably together with the ICE-learning-based approach
mentioned above). Another challenge clearly lies in applying our prototype to large
real-world examples.
We demonstrated that learning structural conditions of data structure invariants
using automata is an effective technique, especially for quantified properties where
direct or machine learning techniques are currently unknown. However, for the data
formulas themselves, machine learning can be very effective [SNA], and exploring a
combination of automata-based learning of structural properties and machine learning
of data formulas seems to be a promising direction of future research. Note that in
our current implementation, the data formulas have to be provided by the user.
Another promising future direction of our work is to learn invariants over tree data
structures and other recursive data types for which currently no effective mechanisms
are known. The reason for hope in using our framework is that many of the compo-
nents needed are already in place for trees—tree automata are robust, and effective
Angluin-style algorithms for learning them are known. Moreover, a version of Strand
over trees that restricts relations over universally quantified variables to be elastic is
known to be decidable [MPQ, MQ]. However, defining elastic tree automata and
implementing a decision procedure for the decidable syntactic fragment of Strand
over trees remain great challenges.
6
Automatic Reachability Games
The second part of this thesis addresses the question of how to lift the merits of
automata learning techniques to infinite games.
In the present chapter, we focus on reachability games in the sense of Section ..
Since not much research has been devoted to applying automata learning to infinite
games so far, reachability games—as one of the most fundamental types of games—are
a natural choice to begin with. Furthermore, many solutions for more complex games
computationally rely on solving reachability games; for instance, a (learning-based)
algorithm for solving reachability games can be used to solve Büchi games.
In order to apply automata learning techniques to (reachability) games, we first
need a proper representation of games. A natural approach, which we pursue in this
chapter, is to consider games that are played on automatic graphs. This leads to the
definition of automatic reachability games: such games consists of two components, an
arena whose underlying graph is automatic and a regular set of target vertices. Note
that this definition does not only allow us to apply automata learning techniques
but also makes it possible to deal with both finite and infinite arenas. We introduce
automatic reachability games in detail in Section ..
The first major part of this chapter (i.e., Section .) deals with automatic reachabil-
ity games over finite arenas. For this kind of arenas, we present an algorithm based on
iteratively computing the attractor by means of DFAs—but not yet using learning. A
framework introduced Alur, Madhusudan, and Nam [AMNb] makes it possible to
compare this approach to other symbolic methods such as fixed-point computations
based on binary decision diagrams, transformations into Propositional Boolean Logic,
and transformations into quantified Propositional Boolean Logic.
We refer the reader to Thomas [Tho] for a thorough description of how to solve Büchi games by
means of solving a series of reachability games.

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In the second part (i.e., in Section .), we consider automatic reachability games
over infinite arenas. In this setting, fixed-point computations (e.g., as usually used in
the case of finite arenas) do no longer guarantee to converge within a finite number
of iterations. In the context of verification, in particular in Regular Model Checking,
various acceleration techniques have been developed and applied successfully to
overcome this problem. Perhaps the most prominent example is widening (e.g., see
Touili [Tou]). We already discussed some of these techniques in the Related Work
section of Chapter .
We here follow a different direction and learn the attractor, provided it can be
represented as a regular set, instead of computing it iteratively. One possible approach
for this would be to try adapting our learning-based techniques for Regular Model
Checking of Chapter . One might think of two orthogonal ways to do so: The first
would be to express the semantics of reachability games (i.e., “alternating reachability”
as opposed to “plain reachability” as in the case of Regular Model Checking) in terms
of logic formulas and adapt the techniques of Chapter  accordingly. The second
approach would be to incorporate alternating reachability into the transducer of
the given Regular Model Checking instance and apply the techniques of Chapter 
straight away. As it turns out, however, both approaches seem to be dead ends due to
the lack of a satisfactory way to capture the game semantics.
Therefore, we develop a different technique, adapted from Vardhan et al. [VSVA],
which works in Angluin’s original setting and allows applying off-the-shelf active
learning algorithms. However, since the attractor is a priori unknown—the task is
learning it after all—, our approach has the problem that a teacher is unable to answer
membership queries (as this would entail to solve the game beforehand). We approach
this obstacle by learning not the attractor but the fixed point of a particular functional
about which the teacher has complete knowledge and from which one can derive the
winning regions as well as positional winning strategies for both players. A teacher for
this fixed point can not only answer membership and equivalence queries precisely
but also removes the need for coping with “don’t know”-answers.
A drawback of this indirect approach is that the fixed point we aim at might not be
a regular set even if the attractor is. If this happens to be the case, a learning algorithm
(for regular languages) does not terminate. Unfortunately, the question of whether our
alternative attractor characterization is regular is undecidable, which we prove later
in this chapter. However, it is guaranteed to be regular if the underlying arena is finite.
This fact allows applying our learning-based technique also to arbitrary reachability
games over finite arenas.
Based on a prototype implementation, we demonstrate the feasibility of both of
our techniques in Section .. To assess the performance of our DFA-based attractor
computation, we compare our prototype to a reference benchmark by Alur, Madhusu-
Related Work 
dan, and Nam [AMNb]; this benchmark comprises two reachability games over
finite arenas, which can be varied in size. To evaluate our learning-based method, we
extended one of these games to an infinite arena.
The results of this chapter partly appeared in conference proceedings [Nei].
Related Work
To the best of our knowledge, there exists no literature on automata learning in the
context of (reachability) games. However, reachability games over both finite and
infinite arenas are well-studied.
Reachability games over finite arenas have been comprehensively investigated (e.g.,
by Thomas and others [Tho, GTW]). To solve reachability games, an efficient
fixed-point algorithm exists, which computes winning regions and winning strategies
in time and space linear in the number of edges of the arena.
Reachability games over infinite arenas have been studied in various contexts.
To name but a few examples, Cachat [Cac] investigated reachability games over
pushdown graphs, Brozek [Bro] considered (stochastic) reachability games over
one-counter graphs, and Brázdil, Jančar, and Kučera [BJK] studied reachability
games over extended vector addition systems with states. However, we are not aware
of any other work dealing with reachability games over automatic arenas.
Finally, it is worth mentioning that reachability games have also been generalized
and extended (e.g., see Fijalkow and Horn [FH]). Further examples are timed and
stochastic games (e.g., by Bouyer and Forejt [BF]) as well as concurrent games (e.g.,
by de Alfaro, Henzinger, and Kupferman [dAHK]).
6.1 Automatic Arenas and Automatic Reachability Games
An automatic reachability game is a reachability game that is played on an arena
whose underlying graph is automatic. Moreover, we require for technical reasons that
every vertex has a finite number of outgoing edges. We call these particular types of
arenas automatic arenas and use the following definition.
Definition . (Automatic arena). An automatic arena is an arena A = (V0,V1,E) in
which the graph (V ,E) with V = V0 ·∪ V1 is automatic and E ∩ ({v} × V ) is finite for
every v ∈ V .
Note that the vertex set of every automatic graph is countable (since Σ∗ is countable
for every alphabet Σ) and, hence, Definition . complies with our definition of arenas,
which requires V0 and V1 to be countable sets.
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Figure .: The reachability game of Example .. The set F is a singleton set and
contains the gray-shaded vertex.
To ease the descriptions in this chapter, let from now on V = V0 ·∪V1. In addition,
we assume without loss of generality that V0,V1 ⊆ Σ∗ are regular sets over a fixed
alphabet Σ and E ⊆ Σ∗ ×Σ∗ is an automatic relation. This means in particular that a
vertex v ∈ V is a (finite) word over the alphabet Σ.
To work with an automatic arena algorithmically, we assume that it is given as a
tuple A = (AV0 ,AV1 ,T ) consisting of
• a DFA AV0 over Σ accepting V0;
• a DFA AV1 over Σ accepting V1; and
• a synchronous transducer T over the input and output alphabet Σ defining E.
The definition of automatic reachability games is now straightforward.
Definition . (Automatic reachability game). An automatic reachability game is a
reachability game G = (A,F) where A = (A0,A1,T ) is an automatic arena and the set
F ⊆ L(AV0) ·∪L(AV1) of target vertices is regular.
Also here, we assume that F is given as a DFA AF and denote an automatic reacha-
bility game by G = (A,AF).
The following example illustrates these definitions.
Example .. Let us consider the reachability game G? = (A? ,F?) over the arena
A? = (V ?0 ,V
?
1 ,E
?) with
• V ?0 = {Ii | i is even} and V ?1 = {Ii | i is odd};
• E? = {(ε,ε)} ∪ {(Ii+1, Ii) | i ∈ N} ∪ {(Ii+2, Ii) | i ∈ N}; and
• F? = {ε}.
This game is depicted in Figure ..
It is not hard to verify that G? is an automatic reachability game: Figure . depicts
the DFAs AV ?0 , AV ?1 , and AF? as well as the transducer T ? that define G? . /
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Figure .: An automatic representation of the reachability game of Example ..
6.2 Automatic Reachability Games over Finite Arenas
Let us first consider automatic reachability games that are played on a finite arena.
For the remainder of this section, we fix an automatic reachability game G = (A,AF)
with arena A = (AV0 ,AV1 ,T ). We additionally assume that the vertex set V = V0 ·∪V1
contains a finite number of vertices.
To solve G, we propose a symbolic version of the standard attractor computation
described in Section .. As in the case of the standard attractor computation, we start
with Attr0σ (F) = F and successively compute the sets
Attri+1σ (F) = Attr
i
σ (F) ∪ Preσ (Attriσ (F)) ∪ Pre1−σ (Attriσ (F))
for increasing values of i where
Preσ (Y ) = {v ∈ Vσ | ∃v′ ∈ Y : (v,v′) ∈ E} and
Pre1−σ (Y ) = {v ∈ V1−σ | ∀v′ ∈ V : (v,v′) ∈ E→ v′ ∈ Y }.
In order to do so, we carry out each step of this fixed-point computation using DFAs.
More precisely, we start with the DFAA0 =AF and, given a DFAAi accepting Attriσ (F),
we use Ai to construct a DFA Ai+1 that accepts Attri+1σ (F). The next lemma states that
this procedure is feasible.
Lemma .. Let G = (A,F) be an automatic reachability game. If Attriσ (F) is a regular set,
so is Attri+1σ (F). Moreover, given a DFA accepting Attr
i
σ (F), one can effectively construct a
DFA accepting Attri+1σ (F).
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Proof of Lemma .. Since regular languages are closed under finite union, it is enough
to provide a construction that takes a DFA accepting some regular set Y ⊆ V and
produces two new DFAs that accept Preσ (Y ) and Pre1−σ (Y ), respectively. We then
obtain the intended result by setting Y = Attriσ (F).
We split our construction into two parts: we construct a DFAApreσ accepting Preσ (Y )
in the first part and a DFA Apre1−σ accepting Pre1−σ (Y ) in the second. For the remainder
of this proof, let AY be a DFA with L(AY ) = Y and Y ⊆ V .
We construct the DFA Apreσ as follows:
. We construct an intermediate NFAA′ such that L(A′) = R(T )−1(L(AY )) according
to Corollary . (see Page ); that is, the NFAA′ accepts all predecessor-vertices
of vertices in Y .
. We determinize A′ and construct the DFA Apreσ such that L(Apreσ ) = L(A′)∩AV0 .
The automaton Apreσ resulting from the construction above accepts Preσ (X), as in-
tended. To see this, consider the following equivalences:
v ∈ L(Apreσ )⇔ v ∈ L(AV0)∩R(T )−1(L(AY ))
⇔ v ∈ V0 ∧ v ∈ E−1(Y )
⇔ v ∈ V0 ∧∃v′ ∈ Y : (v,v′) ∈ E
⇔ v ∈ Preσ (Y ).
The construction of Apre1−σ is similar to the one of Apreσ and proceeds as follows:
. We construct a DFA A′′ such that L(A′′) = V \ L(AY ); that is, A′′ accepts all
vertices not belonging to Y .
. We construct an NFA A′′′ such that L(A′′′) = R(T )−1(L(A′′)). This NFA accepts
all vertices with at least one successor not belonging to Y .
. We determinize A′′′ and construct Apre1−σ such that L(Apre1−σ ) = L(AV1) \L(A′′′).
Finally, we claim that the DFA Apre1−σ indeed accepts Pre1−σ (Y ). The following equiva-
lences prove this:
v ∈ L(Apre1−σ )⇔ v ∈ V1 ∧ v < R(T )−1(V \L(AY ))
⇔ v ∈ V1 ∧¬
(
∃v′ ∈ V : (v,v′) ∈ E ∧ v′ ∈ V \Y
)
⇔ v ∈ V1 ∧∀v′ ∈ V : (v,v′) ∈ E→ v′ ∈ Y
⇔ v ∈ Pre1−σ (Y ).
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Algorithm .: DFA-based symbolic attractor computation.
Input: An automatic reachability game G = (A,AF) over a finite arena.
 A0←AF .
 i← 0.
 repeat
 Ai+1← dfaAttr(Ai).
 i← i + 1.
 until Ai =Ai−1
 return A0, . . . ,Ai−1.
To solve automatic reachability games over finite arenas, we can now apply the
symbolic attractor computation shown in Algorithm .: it starts with A0 =AF (i.e.,
L(A0) = Attr00(F)) and successively computes DFAs Ai satisfying L(Ai) = Attri0(F); the
construction of the DFA Ai+1 from Ai is carried out according to Lemma . by the
subprocedure dfaAttr. Since the vertex set is assumed to be finite, say containing
n vertices, this computation converges after at most n + 1 steps and results in the
sequence A0, . . . ,An of DFAs with
L(An) = Attr0(F).
Consequently, the winning regions are W0 = L(An) and W1 = (L(AV0)∪ L(AV1)) \W0.
Moreover, based on the DFAs A0, . . . ,An, we can extract positional winning strategies
for both players according to Section .. Note that applying the definitions of Sec-
tion . is possible since Attr00(F), . . . ,Attr
n
0(F) are represented by DFAs, which allows
deciding the membership of a vertex in one of these sets. In summary, we obtain the
following result.
Theorem .. Given an automatic reachability game G = (A,AF) over a finite arena, say
containing n vertices, Algorithm . terminates after at most n+ 1 iterations and returns
DFAs A0, . . . ,An that satisfy L(Ai) = Attri0(F) for i ∈ [n+ 1]. Based on these DFAs, one can
derive the winning regions and positional winning strategies for both players according to
Section ..
We conclude this section with a remark about the time and space complexity of
Algorithm .. Since each step of the computation involves determinizing two NFAs,
the size of the DFA Ai+1 can be exponentially larger than the one of Ai . In the worst
case, the size of the final DFA An is a tower of two of height n; that is, our automata-
based attractor computation has a nonelementary time and space complexity. However,
despite this large theoretical upper bound, we demonstrate in Section . that our
approach performs well in practice and is competitive with other symbolic techniques.
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6.3 Automatic Reachability Games over Infinite Arenas
Let us now consider automatic reachability games that are played on a (potentially)
infinite arena. Again, we fix an automatic reachability game G = (A,AF) with arena
A = (AV0 ,AV1 ,T ).
For arenas with an infinite number of vertices, fixed-point computations (e.g., the
one we used in Section .) are no longer guaranteed to converge and terminate in finite
time. To overcome this problem, we introduce a learning-based algorithm that aims
at actively learning the attractor in interaction with a teacher rather than computing
it iteratively. A further beneficial effect is that the performance of a learning-based
algorithm does not depend on the size of intermediate results (e.g., as the algorithm
presented in the previous section) but on the size of the final result.
The learning takes place in Angluin’s original active learning setting (in which the
teacher answers membership and equivalence queries). However, actively learning the
attractor in the context of automatic reachability games is problematic. In fact, already
answering the membership query “Does v ∈ Attrσ (F) hold?” is impossible because
the reachability problem in automatic graphs, which is known to be undecidable
(see Observation . on Page ), can be reduced to this question. Therefore, we
introduce an alternative characterization of the attractor, using a functional Γσ , that
subsumes the attractor and allows constructing an appropriate teacher. Once we have
constructed such a teacher, it is sufficient to plug in our preferred active learning
algorithm and extract the attractor after the learning has finished.
We present our alternative attractor characterization in Section ... Subsequently,
in Section .., we describe how to build a corresponding teacher. Finally, we demon-
strate in Section .. how to extract winning regions and winning strategies from
the learned automaton. We also prove that it is undecidable whether our alternative
attractor characterization is regular, and, thus, can be learned by our approach.
6.3.1 An Alternative Characterization of the Attractor
Since learning the attractor is problematic due to the inability of answering mem-
bership queries, we move to a setting in which answering queries is possible. Our
pivotal idea, which we adapt from Vardhan et al. [VSVA], is to add supplementary
information to the attractor: instead of Attrσ (F), we learn the augmented set
Xσ = {(v, i) ∈ V ×N | v ∈ Attriσ (F)}.
The meaning of a pair (v, i) ∈ Xσ is that Player σ can force a play starting in v to visit
a vertex in F in at most i moves; we encourage the reader to think of i as a distance
information that witnesses the membership of v in Attriσ (F).
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Clearly, a teacher does not know Xσ in advance and needs other means to answer
queries. Our solution is to use a functional Γσ : 2V×N→ 2V×N whose unique fixed point
is Xσ and about which a teacher can answer queries. Intuitively, Γσ corresponds to
one step in the attractor computation of Player σ that additionally takes the distance
information into account. Formally, we define Γσ by
Γσ (Y ) = F ×N ∪ γσ (Y ) ∪ γ1−σ (Y ),
where
γσ (Y ) = {(v, i + 1) | v ∈ Vσ and ∃v′ ∈ V : (v,v′) ∈ E and (v′ , i) ∈ Y } and
γ1−σ (Y ) = {(v, i + 1) | v ∈ V1−σ and ∀v′ ∈ V : (v,v′) ∈ E→ (v′ , i) ∈ Y }.
It is not hard to verify that Γσ is monotonic (i.e., Y ⊆ Y ′ implies Γσ (Y ) ⊆ Γσ (Y ′)) and,
hence, a fixed point of Γσ exists. Moreover, as the next lemma states, every fixed point
of Γσ is merely an alternative, though complete description of Attrσ (F). In fact, the
lemma implies that Γσ has a unique fixed point and that this fixed point coincides
with the set Xσ .
Lemma .. If Y is a fixed point of Γσ , then (v, i) ∈ Y holds if and only if v ∈ Attriσ (F).
Proof of Lemma .. Let Y ⊆ V ×N be a fixed point of Γσ and v ∈ V a vertex. The proof
proceeds by induction over the distance information i ∈ N.
Base case Let i = 0. We know by definition of Γσ that (v,0) ∈ Y holds if and only if
v ∈ F. Therefore, the claim immediately holds because Attr0σ (F) = F.
Induction step Let i > 0. We distinguish whether v ∈ Vσ or v ∈ V1−σ .
• Let v ∈ Vσ . We first show the direction from left to right. To this end, let
(v, i) ∈ Y . We now consider two cases: (v, i − 1) ∈ Y and (v, i − 1) < Y . If
(v, i − 1) ∈ Y , then applying the induction hypothesis yields v ∈ Attri−1σ (F).
Thus, also v ∈ Attriσ (F) holds since Attri−1(F) ⊆ Attri(F). If (v, i − 1) < Y , on
the other hand, then there exists a v′ ∈ V with (v,v′) ∈ E and (v′ , i − 1) ∈ Y
because Y is a fixed point of Γσ . By applying the induction hypothesis, this
is true if and only if v′ ∈ Attri−1σ (F). Thus, v ∈ Attriσ (F).
For the direction from right to left, let v ∈ Attriσ (F). We again consider
two cases: v ∈ F and v < F. If v ∈ F, then (v, i) ∈ Y immediately holds
since F ×N ⊆ Γσ (Y ) for any Y ⊆ V ×N. If v < F, then there exists a v ∈ V
with (v,v′) ∈ E and v′ ∈ Attri−1σ (F). Applying the induction hypothesis then
yields (v′ , i − 1) ∈ Y . Thus, (v, i) ∈ Y because Y is a fixed point of Γσ .
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• The case v ∈ V1−σ is similar; hence, let us just prove the claim for the
direction from left to right. To this end, let (v, i) ∈ Y . If (v, i − 1) ∈ Y , then
applying the induction hypothesis yields v ∈ Attri−1σ (F) and, therefore, also
v ∈ Attriσ (F). If (v, i − 1) < Y , then (v′ , i − 1) ∈ Y for all v′ ∈ V with (v,v′) ∈ E
since Y is a fixed point of Γσ . By induction hypothesis, this is true if and
only if v′ ∈ Attri−1σ (F) holds for all such v′. Hence, v ∈ Attriσ (F).
Corollary .. The unique fixed point of Γσ is Xσ .
In order to actively learn the set Xσ , we need to fix an encoding of pairs that is
amenable to automata learning techniques. Formally, we define an encoding of pairs to
be a computable bijective mapping enc : V ×N→ Σenc∗ , which uniquely encodes the
pair (v, i) ∈ V ×N as the finite word enc(v, i) ∈ Σenc∗ . We lift encodings to sets of pairs
Y ⊆ V ×N in the usual way (i.e., enc(Y ) = {enc(v, i) | (v, i) ∈ Y }).
We now introduce an encoding, which we call enc∗, that allows us to construct a
teacher for the set Xσ . Intuitively, enc∗ encodes a pair (v, i) ∈ V ×N as the convolution
of the word v and a unary encoding of i. Formally, we encode the natural number
i ∈ N as the word Ii over the alphabet ΣD = {I}. Letting Σenc∗ = (Σ ·∪ {})× (ΣD ·∪ {}) be
the encoding alphabet—where Σ is the alphabet of the game G and  < Σ∪ΣD is a
new padding symbol—we define
enc∗(v, i) = v ⊗ Ii ∈ Σ∗enc∗ .
Note, however, that this particular encoding is but one choice amongst several that
allow us to construct a teacher for automatic reachability games.
The next example illustrates the encoding enc∗.
Example .. Given the alphabet Σ = {a,b}, the encoding of the pair (aba,5) with
respect to enc∗ is the word
enc∗(aba,5) =
aI
bI
aI
I
I

over the alphabet Σenc∗ = {a,b,} × {I,}. /
To decode a valid encoding, we apply two homomorphisms hV : Σenc∗ → Σ∗ and
hD : Σenc∗ → Σ∗D that we define by
hV (a,b) =
a if a ∈ Σ;ε otherwise;
See Section . for a definition.
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and
hD(a,b) =
I if b = I;ε otherwise;
where (a,b) ∈ Σenc∗ . Furthermore, we lift hV and hD to words and languages in the
usual way. Then, it is not hard to see that hV (enc(v, i)) = v and hD(enc(v, i)) = Ii holds
for all (v, i) ∈ V ×N. In particular, we obtain Attrσ (F) by applying hV to enc∗(Xσ ); that
is, Attrσ (F) = hV (enc∗(Xσ )).
An important property in this context, which we use later in this section, is that regu-
lar languages are closed under homomorphisms (e.g., see Hopcroft and Ullman [HU]
for a proof). In particular, we exploit the fact that hV (enc∗(Xσ )) is a regular language if
enc∗(Xσ ) is.
6.3.2 A Teacher for Automatic Reachability Games
We now describe how to implement a teacher who answers membership and equiva-
lence queries with respect to Xσ . To simplify the description, we first give a generic
description without referring to a particular encoding or the fact that we deal with
automatic reachability games. At the end of this section, we describe how to construct
a teacher based on the encoding enc∗ that can perform all necessary operations using
finite automata.
Membership queries There are two straightforward ways to answer membership
queries of the form “(v, i) ∈ Xσ ?”: one can either perform a forward-search for i
steps starting at vertex v and check whether Player σ can force to visit a vertex in
F, or one can compute Attriσ (F) and check whether v ∈ Attriσ (F) holds. Note that
storing intermediate results in the latter approach allows the teacher to answer future
membership queries whose distance does not exceed i. However, this might come at
the price of higher memory consumption.
Equivalence queries On an equivalence query, the teacher is confronted with a set
Y and needs to check whether Y equals the unique fixed point Xσ of Γσ . To this end,
we first check whether Γσ (Y ) = Y holds. If this is the case, we return “yes”. If this is not
the case, we need to identify and return a counterexample (v, i) that satisfies (v, i) ∈ Xσ
if and only if (v, i) < Y .
In order to identify a counterexample, we consider two disjoint cases that can occur
if Γσ (Y ) , Y holds: either Γσ (Y ) \Y , ∅ or Γσ (Y )( Y .
• Let Γσ (Y ) \Y , ∅. Moreover, let (v, i) ∈ Γσ (Y ) \Y .
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If i = 0, then we know that v ∈ F holds by definition of Γσ and, hence, (v, i) ∈ Xσ .
Thus, (v, i) is a counterexample because (v, i) ∈ Xσ and (v, i) < Y .
If i > 0, we ask a membership query with (v, i). If the answer is “yes”, then (v, i)
is a counterexample since (v, i) ∈ Xσ and (v, i) < Y . Otherwise, we distinguish
whether v ∈ Vσ or v ∈ V1−σ .
If v ∈ Vσ , then there exists a vertex v′ ∈ V with (v,v′) ∈ E and (v′ , i − 1) ∈ Y
because (v, i) ∈ Γσ (Y ). Moreover, we deduce for every v′ ∈ V with (v,v′) ∈ E that
(v′ , i − 1) ∈ Y implies (v′ , i − 1) < Xσ (otherwise, (v, i) ∈ Xσ holds). Thus, every
(v′ , i − 1) ∈ Γσ (Y ) with (v,v′) ∈ E is a counterexample. Since every vertex of an
automatic arena has—by definition—a finite number of outgoing edges, the
search for a counterexample is guaranteed to finish in finite time.
If v ∈ V1−σ , then we know that (v′ , i − 1) ∈ Y holds for all vertices v′ ∈ V with
(v,v′) ∈ E since (v, i) ∈ Γσ (Y ). In addition, there exists at least one v′ ∈ V such that
(v′ , i −1) < Xσ (again, (v, i) ∈ Xσ holds otherwise). Thus, every pair (v′ , i −1) < Xσ
with (v,v′) ∈ E is a counterexample. We find such a pair by asking corresponding
membership queries. This search is again guaranteed to terminate because every
vertex has a finite number of outgoing edges.
• Let Γσ (Y ) ( Y . Then, Y is a so-called prefixed point. In addition, by applying
Γσ to both sides of the inequation Γσ (Y ) ( Y and using the monotonicity of
Γσ , we get Γσ (Γσ (Y )) ( Γσ (Y ). Hence, Γσ (Y ) is also a prefixed point. Finally, the
Knaster-Tarski theorem [Tar] states that the intersection of all prefixed points
is a fixed point, which in our case is the set Xσ . Since both Y and Γσ (Y ) are prefix
points, every pair (v, i) ∈ Y \ Γσ (Y ) is not in the intersection of all prefixed points
and, therefore, (v, i) < Xσ . This implies that (v, i) is a counterexample.
Answering queries with respect to enc∗ Finally, let us show how to realize a teacher
who answers membership and equivalence queries with respect to the specific en-
coding enc∗. Thereby, we assume that the teacher has access to the automata of the
automatic reachability game. Furthermore, we assume without loss of generality that
a learner never poses queries involving invalid encodings. The learner can ensure this
by preceding each query with simple preprocessing steps: in the case of membership
queries, the learner independently classifies invalid encoding as “no”; in the case of
equivalence queries, the learner intersects a conjecture with a DFA that accepts exactly
the set of valid encodings and submits the result to the equivalence query.
Given a set U and a monotonic function f : U →U , a prefix point is a set Y ⊆U that satisfies f (Y ) ⊆ Y .
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Answering queries with respect to the encoding enc∗ can be done as follows:
• On a membership query, the learner proposes a valid encoding u ∈ Σ∗enc∗ and
wants to know whether u ∈ enc∗(Xσ ) holds. To answer this query, we first decode
u using the homomorphisms hV and hD : let (v, i) = (hV (u),hD(u)). Then, we
either use an i-step forward-search starting in v, or we compute Attriσ (F) and
check whether v ∈ Attriσ (F) holds. The first approach involves the computation
of the sets R(T )(Y1), . . . ,R(T )(Yi) for a series of finite and, hence, regular sets
Y1, . . . ,Yi ⊆ V , which one can do effectively (see Lemma . on Page ). For the
second approach, one can use Algorithm . to compute Attriσ (F).
• On an equivalence query, the learner proposes a regular set Y ⊆ Σ∗enc∗ of valid
encodings—we assume that it is given as a DFA—and wants to know whether
his conjecture satisfies Y = enc∗(Xσ ). The key insight as to answering equivalence
queries is the fact that we can compute Γσ (Y ) analogously to the symbolic attrac-
tor computation of Section . provided that Y is a regular set given as a DFA. A
construction similar to the one in the proof of Lemma . shows that Γσ (Y ) is
regular if Y is regular, and that one can effectively construct a DFA accepting
Γσ (Y ) from a DFA accepting Y . The only difference between the symbolic attrac-
tor computation of Section . and the computation of Γσ (Y ) lies in the fact that
we here also have to take the distance information into account.
The exact implementation of an equivalence query is tedious and straightfor-
wardly follows the description above. Besides computing Γσ (Y ), it involves
applying the homomorphisms hV and hD , computing Boolean combinations of
regular languages, emptiness checks for regular languages, and several more
standard operations on regular languages. However, we skip an in-depth de-
scription of this construction since it is to a large extent similar to the one in the
proof of Lemma ..
6.3.3 Solving Automatic Reachability Games over Infinite Arenas
We can now determine the winning regions and the winning strategies for automatic
reachability games over both finite and infinite arenas as follows. Given an automatic
reachability gameG = (A,AF) over the automatic arena A = (AV0 ,AV1 ,T ), we construct
a teacher for enc∗(X0), as described in Section .., and plug in an active learning
algorithm (e.g., Angluin’s algorithm). If enc∗(X0) is a regular language, the learning
algorithm eventually terminates and returns a DFA accepting enc∗(X0). Given this
DFA, we compute Attr0(F) = hV (enc∗(X0)), which is again a regular language, and
Let us remind the reader that R(T )(Y ) denotes the image of the set Y under the relation defined by the
transducer T .
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derive the winning regions W0 = Attr0(F) and W1 = V \W0. Moreover, the set X0
encodes positional winning strategies for both players:
• A strategy of Player σ is as follows. For a vertex v ∈ V0 ∩ (W0 \ F), let i ∈ N
be minimal with the property (v, i + 1) ∈ X0 and (v, i) < X0. If a play reaches v,
Player σ moves from v to a vertex v′ ∈ R(T )({v}) with (v′ , i) ∈ X0 (which exists
since v ∈ Attri+10 (F)). In order to define a positional winning strategy, we fix the
smallest such v′ with respect to the canonical order on Σ∗. If v ∈ F or v ∈W1,
then Player σ moves to the canonically smallest v′ ∈ R(T )({v}).
• A strategy of Player 1−σ is to stay inside W1. That is, from a vertex v ∈ V1 ∩W1,
Player 1−σ moves to the canonically smallest vertex v′ ∈ R(T )({v})∩W1; from
any other vertex v ∈ V1∩W0, Player 1−σ moves to the canonically smallest vertex
v′ ∈ R(T )({v}).
It is not hard to verify that both strategies are positional and winning for the respective
player. Moreover, given a DFA accepting enc∗(X0), one can perform all necessary
operations to determine the next move of a player by means of standard operations on
finite automata. Thus, we obtain the result stated next.
Theorem .. Let G be an automatic reachability game. One can effectively construct a
teacher for enc∗(X0) and obtains the winning regions as well as positional winning strategies
for both players by actively learning enc∗(X0) provided enc∗(X0) is a regular language.
Note that enc∗(X0) is always regular if the underlying arena is finite; therefore,
Theorem . holds for all automatic reachability games over finite arenas. However,
the theorem below gives a negative answer to the question of whether the regularity of
enc∗(Xσ ), and enc∗(X0) in particular, is decidable. The reason for this is that automatic
graphs are expressive enough to encode computations of Turing machines.
Theorem .. The decision problem
“Given an automatic reachability game, an encoding enc, and σ ∈ {0,1}. Is
enc(Xσ ) regular?”
is undecidable.
Proof of Theorem .. We prove Theorem . by a reduction from the halting problem
of deterministic Turing machines to the decision problem of Theorem .. We assume
basic familiarity with Turing machines and reductions; if necessary, we refer the reader
to Papadimitriou [Pap] for further details.
Our starting point is the halting problem of deterministic Turing machines, which
is the decision problem
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“Given a deterministic Turing machineM. DoesM halt when started on
the empty tape?”.
It is well-know that this decision problem is undecidable.
To prove Theorem ., we construct an automatic reachability game G and an
encoding enc from a given Turing machineM such thatM halts when started on the
empty tape if and only if enc(Xσ ) is regular. Our construction proceeds in three steps,
which we describe next.
First step Given a deterministic Turing machineM, we construct a deterministic
Turing machineM′ that works as follows. The machineM′ deletes its input from
the tape and simulatesM on the empty tape step-by-step. After the i-th step of this
simulation,M′ writes the word aibi at the edge of the tape and immediately deletes it
(we assume that neither a nor b are contained in the working alphabet ofM). Then,
M′ proceeds with the next step of the simulation. OnceM halts,M′ halts, too.
The machineM′ is constructed such that it assumes configurations containing the
infix aibi for increasing values of i during the simulation of M. If M halts on the
empty tape, then the set of configurations thatM′ assumes during its computation is
finite and, therefore, regular. On the other hand, ifM does not halt, aibi occurs for
every i ∈ N+ as an infix of a configuration ofM′, and the set of configurations thatM′
assumes is not regular. Thus, the following three statements are equivalent:
• M halts when started on the empty tape.
• The set of configurations thatM′ assumes during its computation is finite.
• The set of configurations thatM′ assumes during its computation is regular.
Second step We now construct an automatic reachability gameG(M′) that depends on
the machineM′. The game G(M′) = (A,F) is a solitary game (i.e., only Player σ plays)
whose arena is the configuration graph ofM′ with reversed edges. More precisely, the
set Vσ is the set of all configurations ofM′, the set V1−σ is empty, and there exists an
edge from configuration c to configuration c′ ifM′ can move from c′ to c. Moreover,
F = {c0} is a singleton set containing the start configuration c0 in whichM′ starts in
its initial state on the empty tape. We refer the reader to Thomas [Tho] for details
about how to represent the configuration graph of a Turing machine as an automatic
graph.
It is not hard to verify that Attrσ (F) of the game G(M′) coincides with the set of
configurations thatM′ assumes when started on the empty tape. Thus, the following
statements are equivalent:
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• The set of configurations thatM′ assumes during its computation is regular.
• The attractor Attrσ (F) of the game G(M′) is finite.
• The attractor Attrσ (F) of the game G(M′) is regular.
Third step We fix the encoding to be enc∗ from Section ... Moreover, let Xσ be the
fixed point of Γσ with respect to the game G(M′). Then, we claim that the following
statements are equivalent:
. The attractor Attrσ (F) of the game G(M′) is regular.
. The set enc∗(Xσ ) is regular.
Let us first prove that Statement  implies Statement . To this end, let Attrσ (F) be
regular. Then, we know that Attrσ (F) is finite. Moreover, if Attrσ (F) is finite, then Xσ
has a special form in that the set {v ∈ V | ∃i ∈ N : (v, i) ∈ Xσ } is finite, too. In this case,
enc∗(Xσ ) is regular.
To prove the reverse direction, we apply a well-known fact from formal language
theory, namely that the image h(L) of a regular language L ⊆ Σ∗1 under a homomor-
phism h : Σ1→ Σ∗2 is again a regular language (e.g., see Hopcroft and Ullman [HU]).
Thus, we immediately obtain that hV (enc∗(Xσ )) = Attrσ (F) is regular if enc∗(Xσ ) is
regular.
To conclude, the Turing machineM halts when started on the empty tape if and
only if the set enc∗(Xσ ) is regular. Thus, the decision problem of Theorem . is
undecidable.
Let us conclude this section with a remark about the time and space complexity of
our learning-based algorithm. The time and space used by our approach depends on
the number of queries the chosen learning algorithm asks. This number is polynomial
in the size n of the minimal DFA accepting enc∗(Xσ ) when using Angluin’s or Kearns
and Vazirani’s algorithm. More precisely, let d be a bound for the number of outgoing
edges per vertex and t the size of the transducer T ; then, answering an equivalence
query requires the teacher to construct at most d automata whose size can be bounded
by 2O(n·t). The length of a counterexample can also be bounded by 2O(n·t), and the
teacher conducts at most d + 1 membership queries during any equivalence query. To
answer a membership query with a pair (v, i), the teacher either computes Attri0(F) or
performs a forward-search in the game graph. The first approach produces a sequence
of DFAs whose size might grow exponentially, resulting in a nonelementary complexity.
On the other hand, the teacher can perform the search of the second approach in at
most d2
O(n·t)
steps. Provided the teacher uses the forward-search as described above,
we obtain a doubly-exponential algorithm.
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6.4 Experiments and Evaluation
In this section, we evaluate the algorithms developed in Sections . and . based
on a prototype implementation. This evaluation builds upon the work by Alur, Mad-
husudan, and Nam [AMNb], in which the authors provide reachability games and
compare several symbolic techniques for solving these games.
We describe the games used by Alur, Madhusudan, and Nam in Section ... Since
these games are not formulated in a form that allows applying our methods directly,
we also provide a translation into automatic reachability games. Subsequently, in
Section .., we present and discuss experimental results of our prototype on these
games.
6.4.1 A Framework to Evaluate Symbolic Techniques for Reachability
Games
Alur, Madhusudan, and Nam [AMNb] have introduced a common framework to
compare and evaluate different symbolic techniques for solving reachability games.
This framework consists of two games, the pursuit-evasion game and the swap game,
which both can be scaled by a parameter n ∈ N+. However, these games do not comply
with our definition of automatic reachability games: for one thing, the games involve
concurrent interaction of the players, which is not part of our model and needs to be
eliminated; for another, since these games are not formulated as automatic reachability
games, we have to provide a translation into a suitable representation in terms of
regular languages. We describe our solutions to both tasks after introducing the games.
The games The pursuit-evasion game, sketched in Figure . (on Page ), is a game
between a pursuer P and an evader E played on an n×n grid. The pursuer’s objective
is to catch the evader by occupying the same field as the evader before the latter can
reach the top-left position (this position is shaded gray in Figure .). Conversely, the
evader’s objective is to reach the top-left position without being caught by the pursuer.
The players move concurrently; in each turn, they can either stay or move up, down,
left, or right. The pursuer, however, is only allowed to move in every even turn and
has to stay stationary in every odd turn. We refer the reader to Alur, Madhusudan,
and Nam [AMNb] for a comprehensive definition of the pursuit-evasion game.
The second game is the swap game. It originates from the “swap example”, which
has been introduced by McMillan [McM] and was subsequently turned into a
game [AMNb]. We here consider a slight variant, to which we also refer to as swap
game for the sake of simplicity. In this game, an array a of length n with entries
a[i] ∈ [n] is manipulated by two players, the system and the environment. Starting with
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P
E
Figure .: The pursuit-evasion game. E represents the evader and P the pursuer. The
evader’s safe area is shaded gray. The depiction is taken from [AMNb].
a[0] a[1] a[2] a[n− 2] a[n− 1]. . .a :
d = −1
Figure .: The swap game. In the sketched situation, the system chose the direction
d = −1 while the environment chose the index i = 2 (the corresponding
array entry is shaded gray).
an arbitrarily initialized array, each round of the game proceeds as follows: the system
chooses a direction d ∈ {−1,1}, meaning either left or right, while the environment
chooses an index i ∈ [n]; then, the array entries a[i] and a[(i + d) mod n] are swapped.
The objective of the system is to eventually satisfy a[0] = a[1], whereas the environment
wants to prevent this. Figure . illustrates the swap game.
The pursuit-evasion game and the swap game both comprise a finite number of
states, and the translation into an automatic reachability game (as described later)
yields a game over a finite arena. To evaluate our learning-based algorithm also on au-
tomatic reachability games over infinite arenas, we additionally design an unbounded
version of the swap game, which we call the unbounded swap game. The unbounded
swap game is the same game as the original swap game, except that the length of the
array is no longer fixed a priori. That means, the array entries still satisfy a[i] ∈ [n],
but the game can start with an array of arbitrary but finite length. In this way, we
obtain a game with infinitely many states.
Removing concurrency The games described above involve concurrent interaction
between the players whereas our definition of reachability games requires the players
A state refers to a complete description of the current situation in a game (i.e., the players’ positions
on the grid, or the content of arrays, and whose turn it is).
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to move successively. In these so-called concurrent reachability games (cf. de Alfaro,
Henzinger, and Kupferman [dAHK]) the players typically play randomized strate-
gies, which win with a certain probability. However, if one is interested in strategies
that win every play (not just with probability 1), then one can reformulate this type of
games to match our definition of reachability games. The idea is to let Player 0 move
first and allow the opposing player to make his move subsequently, depending on this
additional knowledge. Clearly, if Player 0 has a winning strategy in the reformulated
game, then this strategy is also a winning strategy in the concurrent game.
In the following, we use this reformulated version.
Translation into automatic reachability games In order to translate the games
described above into automatic reachability games, we represent the states of a game
as finite words. We consider three ways to do so, each using a different representation
of the values that constitute a state (i.e., the positions on the grid or the entries of an
array). The first representation encodes values in unary, the second in binary, and
the third encodes each value by a distinct symbol of the alphabet. The choice of the
representation has a decisive influence on the size of the resulting DFAs.
Unary representation The unary representation uses the alphabet Σu = {0,1} and en-
codes the value i ∈ [n] as the word 1i0n−i−1. In the case of the pursuit-evasion
game, the unary representation encodes the players’ positions on the grid as
the word uxuyvxvy where the infixes ux,vx are the unary encodings of the play-
ers’ x-positions and the infixes uy ,vy are the unary encodings of the players’
y-positions. In the case of the swap game and the unbounded swap game, the
unary representation encodes an array of length n as the word u0 . . .un−1 where
each infix ui is the unary encoding of the i-th array entry.
Binary representation The binary representation works in the same way as the unary
representation, except that it encodes values from [n] as words over Σb = {0,1}
in an m-bit binary encoding with m = dlog2ne.
Alphabet representation The alphabet representation works in the same way as both
representations above, except that it encodes the value i ∈ [n] as the symbol i
itself. That means, the alphabet used by the alphabet representation is Σa = [n].
A complete description of the state of a game also has to include further information
such as whose turn it is. We add this information by prefixing the representations
from above with an appropriate word.
Each of the above representations encodes a state of a game as a unique word, and
the set of all such words constitutes the vertex set of the resulting game. It is not hard
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to verify that each representation indeed yields an automatic reachability game; that
is, one can construct DFAs accepting the sets V0, V1, and F as well as a synchronous
transducer defining the game’s edge relation. Note that the pursuit-evasion game and
the swap game both translate into automatic reachability games over finite arenas
whereas the unbounded swap game translates into one over an infinite arena.
Our motivation for using distinct representations of the states of a game is to study
the performance of our algorithm when confronted with different DFAs (of different
sizes and alphabets) representing the same game. In particular, we want to find out
whether there exists a trade-off between the number of states and the alphabet size of
the DFAs representing an automatic reachability game. Note that the alphabet size of
the unary and binary representation is fixed, whereas it grows with the parameter n
in the alphabet representation.
6.4.2 Experiments
To assess the techniques described in Sections . and ., we implemented a prototype
and evaluated its performance on the games described above.
Methodology We implemented our prototype in Java. To perform operations on
automata, we used the dk.brics.automaton finite automata library [Mø]. The
prototype is connected to Libalf via the Java Native Interface, but it also features a
native Java implementation of Kearns and Vazirani’s algorithm.
We created nine different benchmark suites, one for each combination of game
and representation. Each of these benchmark suites consists of several automatic
reachability games, which we obtained by varying the parameter n. Tables .a, .b,
and . present further details.
We conducted the experiments on an Intel Q quad core CPU at 2.83 GHz with
4 GiB of RAM running Ubuntu . LTS. We used a 10 h timeout limit, which was
also the time limit used by Alur, Madhusudan, and Nam. For reasons of efficiency,
we chose the native Java implementation of Kearns and Vazirani’s algorithm (as it
turned out that data exchange rate between the Java and the C++ part was very low).
The prototype uses the DFA-based attractor computation of Section . to answer
membership queries (although we also implemented an explicit forward-search).
Results Tables .a, .b, and . present the experimental results. Tables .a
and .b show the results of the DFA-based attractor computation of Section . on
the pursuit-evasion game and the swap game, respectively. Table . shows the results
of the learning algorithm of Section . on the unbounded swap game. The columns
A complete description of these translations is simple but lengthy. Thus, we skip further details here.
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Table .: Experimental results of the DFA-based attractor computation on games over
finite arenas.
(a) Results on the pursuit-evasion game.
Repr. n Steps States Runtime
in s
Unary
4 10 410 1.3
8 22 2614 5.6
16 46 18286 163.9
32 94 131486 28351.4
64 — — —
Binary
4 10 117 0.6
8 22 726 1.8
16 46 3895 17.6
32 94 17624 338.8
64 190 75283 15764.4
Alph.
4 10 62 0.6
8 22 250 1.3
16 46 1004 13.6
32 94 3868 301.0
64 — — —
(b) Results on the swap game.
Repr. n Steps States Runtime
in s
Unary
4 4 159 0.8
5 6 452 3.3
6 8 1173 129.4
7 10 2881 26702.8
8 — — —
Binary
4 4 335 0.9
5 6 708 5.5
6 8 1077 103.6
7 10 1288 4218.3
8 — — —
Alph.
4 4 30 0.3
5 6 62 1.0
6 8 126 7.3
7 10 254 125.8
8 12 510 12317.0
“Repr.” refer to the representations used to encode the games (“Alph.” means alphabet
encoding), and the columns “n” show the parameter used to vary the size of the game.
The columns “Size” display the number of states of the final DFAs, and the columns
“Runtime” show the runtime of the prototype in seconds. The columns “Steps” of
Tables .a and .b report the number of iterations until the attractor computation
became stationary. The columns “EQ“ and “MQ“ of Table . report the number of
membership queries and equivalence queries, respectively. A “—” entry means that
either Java ran out of memory or the computation did not finish within the time limit.
Results on games over finite arenas In the case of the pursuit-evasion game, the
prototype solved the game in the unary and the alphabet representation up to a grid of
size 32×32 (n = 32) and in the binary representation up to a grid of size 64×64 (n = 64).
In the case of the swap game, the prototype solved the game in the unary and the
binary representation up to arrays of length n = 7 and in the alphabet representation
up to arrays of length n = 8.
Applying our learning-based technique to games over finite arenas turned out to be
less successful than the DFA-based attractor computation (which is why we do not
present details here). In the case of the pursuit-evasion game, the prototype achieved
the best result for the alphabet representation and solved the game up to n = 16.
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Table .: Experimental results of the learning-based algorithm on the unbounded
swap game.
Repr. n States Membership Equivalence Runtime
queries queries in sec.
Unary
5 33 1126 33 27.1
6 37 1454 37 81.6
7 49 2466 49 1153.0
8 53 3021 53 13710.5
9 — — — —
Binary
2 11 145 11 1.0
3 13 182 13 2.5
4 17 320 17 18.6
5 21 518 21 505.3
6 — — — —
Alph.
5 5 74 5 0.2
6 5 84 5 0.2
7 5 94 5 0.2
8 5 104 5 0.2
250 5 2524 5 4.7
In the case of the swap game, the prototype achieved the best result for the unary
representation and solved the game up to an array of length n = 6.
Experimental results of games over infinite arenas The prototype solved the unbounded
swap game in the unary representation up to n = 8 and in the binary representation
up to n = 6. In the case of the alphabet representation, the prototype performed con-
siderably better and solved the game up to n = 250 (we did not conduct experiments
for any larger value).
As shown in Table ., the number of membership and equivalence queries was
moderate, up to 3021 membership queries and 53 equivalence queries. Moreover,
the prototype spent almost the entire time answering membership queries (which,
however, is not shown in Table ..)
Discussion To assess the performance of our DFA-based attractor computation on
games over finite arenas, we contrast the results of our prototype to a benchmark
by Alur, Madhusudan, and Nam [AMNb]. Subsequently, we discuss the results on
games over infinite arenas.
Finite arenas Alur, Madhusudan, and Nam compared three symbolic algorithms on
the pursuit-evasion game and the swap game:
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Table .: Summary of the benchmark by Alur, Madhusudan, and Nam [AMNb]
and our results on reachability games over finite arenas.
Maximal solvable game size n
Game Automatic BDD QBF SAT
Pursuit-evasion game 64 32 (512) 8 32
Swap game 8 9 8 9
• Symbolic fixed-point computations using binary decision diagrams (BDDs), one
version based on the Mocha tool [AHM+] and a second version based on the
µcke tool [Bie]
• Reductions to Propositional Boolean Logic (SAT) using several SAT solvers
• Reductions to quantified Boolean formulas (QBF) using several QBF solvers
In order to reduce a reachability game to Propositional Boolean Logic and quantified
Boolean formulas, Alur, Madhusudan, and Nam considered a bounded version, in
which one is interested in reaching a target set within a fixed number of moves.
Table . summarizes the benchmark by Alur, Madhusudan, and Nam by high-
lighting the best results of each considered technique. As reference, the table also
includes the best results of our DFA-based attractor computation, which is shown in
the column “Automatic”.
The experimental results of our DFA-based attractor computation are similar to the
results of Alur, Madhusudan, and Nam [AMNb]. Only one algorithm based on the
µcke tool performed considerably better on the pursuit-evasion game and was able to
solve the game for a grid of size 512× 512. The QBF-based method performed worse
than our prototype on the pursuit-evasion game but matched its performance on the
swap game.
The main result of our experiments on games over finite arenas is that our DFA-
based attractor computation is competitive to the state-of-the-art methods studied by
Alur, Madhusudan, and Nam. However, different representations of games seemed
to have no considerable influence on the maximal tractable size of the game, and no
representation was clearly superior.
To conclude the discussion about games over finite arenas, let us comment on the
observation that the learning-based technique was less effective than the DFA-based
attractor computation on games over finite arenas. It turned out that the reason for
this behavior was the following: the learner posed membership queries with pairs
We refer the reader to Alur, Madhusudan, and Nam [AMNb] for a comprehensive description.
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(v, i) where i was large enough to make the teacher compute the complete attractor in
order to answer the query. Even falling back to the explicit forward-search described
in Section .. did not improve the performance because the search almost always
ran out of memory. Note, however, that the learner’s behavior depends on the chosen
representation. Thus, the performance of our prototype on the pursuit-evasion game
and the swap game is not a general drawback of our learning-based method but due
to the considered representations.
Infinite arenas The main result of our experiments on games over infinite arenas is
that our prototype was able to solve large instances of the unbounded swap game. The
prototype performed particularly well on the alphabet representation. In summary,
the experiments on the unbounded swap game demonstrate that our learning-based
method is a promising technique for solving reachability games over infinite arenas.
However, the experiments also showed that answering membership queries is a bot-
tleneck. Thus, one should employ a learning algorithm that poses as few membership
queries as possible. Moreover, the experiments for the unbounded swap game show
that the representation plays an important role and that its choice needs to be made
carefully.
6.5 Conclusion
In this chapter, we studied automatic reachability games, which are reachability games
played on arenas whose underlying graphs are automatic. We considered two different
settings: automatic reachability games over finite arenas and such over infinite arenas.
To solve automatic reachability games over finite arenas, we presented a symbolic
fixed-point algorithm, which is based on an iterative computation of the attractor by
means of DFAs. To solve automatic reachability games over infinite arenas, we have
developed a learning-based algorithm, which works in Angluin’s original active learn-
ing setting. We demonstrated the performance of our techniques, using a prototype
implementation, on several reachability games. Our experiments show that the DFA-
based fixed-point algorithm is competitive to other symbolic techniques for solving
reachability games over finite arenas, such as BDD-based methods or translations into
logic formulas. In addition, the learning-based method proved to be successful for
solving reachability games over infinite arenas.
A natural extension of automatic reachability games are rational reachability games
(i.e., reachability games played on arenas whose underlying graph is rational). In fact,
the techniques developed in this chapter are not limited to automatic reachability
games but also work for rational reachability games; more precisely, both Theorems .
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and . also hold if the arena is rational, represented by an asynchronous transducer.
The reason for this is that neither the DFA-based attractor computation nor the
learning-based technique relies on properties that are exclusive to automatic graphs,
respectively synchronous transducers. On the contrary, all necessary operations on the
underlying transducers, such as computing predecessor vertices, can be performed on
asynchronous transducers as well, and both of our algorithms can in fact be applied
to rational reachability games without any changes.
A promising direction of future research is to extend this work to more expressive
language classes, such as languages recognizable by realtime or visibly one-counter
automata. Both language classes enjoy good closure properties and Angluin-style
active algorithms are available [FR, NL].
Moreover, it would be interesting to lift our learning-based technique to more
complex winning conditions such as Büchi, parity, or Muller winning conditions.
The work of Vardhan et al. [VSVA], in which the authors describe how to verify
ω-regular properties by learning appropriate fixed points, makes us convinced that
this is indeed a worthwhile direction to proceed.

7
Labeled Safety Games
Our final application scenario for automata learning is labeled safety games. In contrast
to the classical setting, as described in Section ., the arena’s edges are now deter-
ministically labeled with actions. Games of this type are played similarly to classical
safety games: two players move a token from one vertex to the next, and the objective
of Player 0 is to stay inside a designated set of “safe” vertices; this time, however, a
player’s move is to pick an action—as opposed to choosing a successor vertex—, and
a play is a sequence of actions rather than a sequence of vertices. This entails that a
strategy now has to operate on a sequence of actions and cannot rely on the history of
visited vertices as external input.
Consequently, a controller (i.e., a physical implementation of a strategy such as
a circuit or a piece of software) needs to track the vertices occurring during a play
in order to determine the action to play next. In the terminology of Ehlers [Ehl],
such implementations are called stand-alone strategies because they are independent
of the game’s arena. However, in order to track the vertices visited so far, a controller
needs memory of some kind. We here follow a common approach in the literature (see
Grädel, Thomas, and Wilke [GTW] for an overview) and implement a strategy in
terms of a finite-state machine that uses its states as memory. This view on strategies
allows us to define the size of the implementation of a strategy as the number of states
of the underlying finite-state machine.
When infinite games are used for controller synthesis, the actual size of the im-
plementation of a strategy is often a crucial factor in applications (e.g., as argued by
Bloem et al. [BGJ+]). This gives rise to the question of how to synthesize winning
strategies that result in small or even minimal implementations. Although much
research on efficient algorithms to synthesize winning strategies for various types of
infinite games has been spend during the last decades (again, see Grädel, Thomas, and
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Wilke [GTW]), the question of how to synthesize small implementations has been
much less studied; this is in particular true for safety games. In fact, this question
seems to be hard to settle, and there is no satisfactory answer till today (although
some progress have been made, which we discuss shortly).
A first approach to synthesizing strategies for labeled safety games is applying the
standard attractor computation and lifting the resulting positional strategies to the
present setting. The common way to achieve the latter is to use the part of the arena as
memory structure that is reachable by the player’s strategy and the different choices
of the opposing player (e.g., this approach is used by Ehlers [Ehl]). The result is an
implementation in form of a finite-state machine that tracks the vertices of a play and
uniquely determines the next action depending on the current vertex.
Although existing strategy synthesis tools, such as Gavs+ [CKLB], implement
efficient versions of the attractor computation, they do not take the size of the resulting
implementation into account. Instead, these tools construct positional strategies by
means of purely greedy approaches, which cannot make any guarantees about the
size of the resulting implementation. However, it turns out that we cannot hope for a
polynomial time algorithm to find minimal implementations of strategies: we show
that the corresponding decision problem is NP-complete.
We approach the problem of synthesizing strategies for labeled safety games by
devising a learning-based heuristic, which learns winning strategies whose imple-
mentations are often small. Our algorithm is based on active learning in an Angluin
setting and runs in time polynomial in the size of the game’s arena. The idea of our
approach is to consider finite sequences of actions, which we call finite traces, and
to define implementations of strategies in terms of DFAs, which we call strategy au-
tomata. Synthesizing winning strategies with small implementations then amounts
to synthesizing winning strategy automata with few states. We set up all necessary
formalisms in Section ..
Since one can solve labeled safety games efficiently (e.g., by computing a positional
strategy using a tool such as Gavs+), we can easily determine which finite trace be-
longs to a winning play and which does not. Based on this knowledge, we construct a
teacher, pit him against an active learning algorithm (e.g., Angluin’s algorithm), and
prematurely stop the learning as soon as the learner conjectures a winning strategy
automaton. Thereby, we exploit two common properties of active learning algorithms:
first, active learning algorithms typically produce conjectures of monotonically in-
creasing size (which implies that small automata are conjectured first); second, active
learning algorithms are good at generalizing partial knowledge (which helps finding a
winning strategy automaton early in the learning process). In fact, the combination of
both properties often allows us to stop the learning early, which then results in a small
winning strategy automaton. We explain this procedure thoroughly in Section ..
Related Work 
It turns out that the classical active learning algorithms, such as Angluin’s algorithm
or Kearns and Vazirani’s algorithm, tend to learn unnecessary large strategy automata.
The intuitive reason for this behavior is the way these algorithm explore transitions:
once the algorithm has discovered a new state, it explores all outgoing transitions
of this state. In the context of learning strategies, however, this refers to exploring
all possible ways to continue playing, which is clearly counterproductive towards
the goal of learning a small strategy automaton (as one way to continue playing
suffices). Therefore, we develop variations of Angluin’s as well as Kearns and Vazirani’s
algorithm, which avoid this undesired behavior by exploring transitions only when
necessary. We present these variations in Section ...
Finally, we demonstrate the effectiveness of our heuristic through a series of ex-
periments with a prototype implementation. Section . presents the results of these
experiments, which substantiate that learning indeed helps synthesizing implemen-
tations of strategies that are smaller than those arising from positional strategies. A
similar comparison, though based on the notion of sparse strategies, was recently con-
ducted by Ehlers and Moldovan [EM], where the authors benchmarked techniques
based on integer linear programming, SAT encodings, and our technique. Ehlers and
Moldovan found that our technique performs particularly well whenever the strategy
implemented by a strategy automation is not positional.
The results of this chapter partly appeared in conference proceedings [Nei].
Related Work
The question of the “size of a strategy implementation” has most commonly been
addressed in the context of Muller games. Strategies for Muller games in general
require memory, which is usually realized in terms of Mealy machines that read finite
play prefixes and output the players’ next moves. It is well known that this approach
entails substantial complexity challenges because the resulting Mealy machines are in
general exponential in the size of the underlying arena [HD, DJW].
Despite these challenges, some approaches to find compact implementations of
strategies have been proposed. For instance, Bloem et al. [BGJ+] considered synthe-
sizing small circuits from specifications written in the Property Specification Language.
Another approach (e.g., followed by Holtmann and Löding [HL] as well as Gelderie
and Holtmann [GH]) is more general in that it reduces the size of a Mealy machine
once it has been synthesized. This approach, however, cannot reduce the size of Mealy
machines for positional strategies because strategies of this kind already translate to
single-state Mealy machines. Thus, it seems unsuited to safety games, for which one
typically computes positional winning strategies.
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Recently, Gelderie [Gel] proposed strategy machines, which are a particular type
of Turing machines, as an alternative means for implementing strategies. Besides the
size of a strategy machine, this model allows investigating several other properties,
such as the number of steps needed to transform the machine’s input into an output,
the amount of information that needs to be stored on the tape, and so on. For the
properties mentioned above, Gelderie gives lower bounds for Muller, Streett, and LTL
games, but he does not explicitly consider safety games.
Relatively little research has been devoted to the special case of finding small
implementations of strategies for safety games. Typically, safety games are solved by
means of the attractor computation, whose output is used to derive positional winning
strategies. Although any positional strategy is optimal in the case of classical safety
games (in that it translates to a one-state Mealy machine), this is no longer true for
labeled safety games. In fact, Ehlers [Ehl] showed that finding a stand-alone strategy
of minimal size is NP-complete. In a subsequent study, Ehlers and Moldovan [EM]
investigated several methods, including the one presented in this chapter, to find
sparse strategies for safety games; in this context, “sparse” refers to the number of
choices a player has whenever it is his turn. To the best of our knowledge, the work of
Ehlers [Ehl] and the work of Neider [Nei] are the only ones that explicitly study
strategies for safety games in the present context.
7.1 Labeled Safety Games and Strategy Automata
We first set up labeled safety games and adapt the notion of strategies to this new
setting (Section ..). Then, we introduce strategy automata (Section ..). We move
on to defining the size of strategy implementations (Section ..) and, finally, show
that computing minimal strategy automata is hard (Section ..).
7.1.1 Labeled Safety Games
We consider safety games that are played on finite arenas whose edges are determinis-
tically labeled with actions taken from an alphabet Σ. We call such arenas Σ-arenas to
distinguish them from those of previous chapters.
Definition . (Σ-arena). Let Σ be an alphabet. A Σ-arena is a tuple A = (V0,V1,E)
where V = V1 ·∪V0 is a finite set of vertices and E ⊆ V ×Σ×V is a directed, deterministic
Σ-labeled edge relation (i.e., (v,a,v′) ∈ E and (v,a,v′′) ∈ E implies v′ = v′′).
As in previous chapters, we assume without loss of generality that all vertices have
at least one outgoing edge. Note that Σ-arenas are no restriction: one can convert any
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Figure .: An example of a labeled safety game over an {a,b}-arena. Vertices belonging
to F are shaded gray.
finite arena A = (V0,V1,E) as defined in Section . into the V -arena A′ = (V0,V1,E′)
with E′ = {(v,v′ ,v′) | (v,v′) ∈ E}.
The safety games of this chapter, which we call Σ-labeled safety games, consist of a
Σ-arena and a set of safe vertices.
Definition . (Σ-labeled safety game). Let Σ be an alphabet. A Σ-labeled safety game
is a pair G = (A,F) consisting of a Σ-arena A = (V0,V1,E) and a set F ⊆ V0 ·∪V1 of safe
vertices.
We usually omit Σ if it is clear from context. Moreover, we refer to the safety games
defined in Section . as classical safety games to distinguish them from labeled safety
games.
Example .. Figure . depicts an example of a labeled safety game over an {a,b}-
arena with F = {v0,v1}. Note that a transition does not need to be defined for every
pair of vertex and action; for instance, this is the case for the vertices v0 and v2. /
A labeled safety game over aΣ-arenaA = (V0,V1,E) is played by two players, Player 0
and Player 1, as follows: a token is placed on some initial vertex v0 and, depending
on whether v0 ∈ V0 or v0 ∈ V1, the corresponding player chooses an action a0 ∈ Σ such
that an edge (v0, a0,v1) ∈ E exists; then, he moves the token from vertex v0 to v1. Both
players repeat this process of choosing actions and moving the token ad infinitum,
thereby producing an infinite sequence of actions, which we call a trace. Formally, a
trace is an infinite word τ = a0a1 . . . ∈ Σω for which an infinite sequence of vertices
v0v1 . . . ∈ V ω exists that satisfies (vi , ai ,vi+1) ∈ E for all i ∈ N. Note that a trace itself
does not carry the information in which vertex it starts, which is why we use the
notation τv0 to indicate that the trace τ starts in v0—we omit the subscript v0 if the
initial vertex is clear from the context. Analogous to the case of finite plays, we call a
finite prefix u ∈ Σ∗ of a trace a finite trace.
Since Σ-arenas are deterministic, each trace τv0 = a0a1 . . . ∈ Σω induces a unique
play ρ(τv0) = v0v1 . . . ∈ V ω for which (vi , ai ,vi+1) ∈ E is satisfied for all i ∈ N. However,
the converse is not true: there may be distinct traces (even starting in the same initial
vertex) that induce the same play. As a shorthand-notation, we write A : v0
u−→ v if the
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finite trace u = a0 . . . an ∈ Σ∗ induces the finite play prefix ρ(u) = v0 . . .vn+1 in the arena
A and vn+1 = v; in particular, A : v0
ε−→ v0 holds.
A trace τv0 is winning for Player 0 if the induced play ρ(τv0) = v0v1 . . . satisfies vi ∈ F
for all i ∈ N. If a trace is not winning for Player 0, then it is winning for Player 1.
Moreover, we define that a player loses if he picks an action in one of his vertices for
which no outgoing edge exists.
In the present setting, the players make the choice of their next move depending on
the trace played so far. To capture this semantic, we adapt the notion of strategies and
introduce trace strategies.
Definition . (Trace strategy). Let G = (A,F) be a labeled safety game over the
Σ-arena A = (V0,V1,E), and let V = V0 ·∪V1. A trace strategy for Player σ , σ ∈ {0,1}, in
G from a vertex v0 ∈ V is a partial mapping fσ : Σ∗→ Σ that maps every finite trace
u ∈ Σ∗ with A : v0 u−→ v and v ∈ Vσ to an action a ∈ Σ such that a vertex v′ ∈ V with
(v,a,v′) ∈ E exists.
Given a trace strategy fσ for Player σ , a trace τv0 = a0a1 . . . is played according fσ
if an+1 = fσ (a0 . . . an) holds for all n ∈ N with ρ(a0 . . . an) = v0 . . .vn+1 and vn+1 ∈ Vσ . A
trace strategy f is winning for Player σ from vertex v0 if all traces starting in v0 and
played according to f are winning for Player σ . Winning regions and determinacy are
analogous to classical safety games (see Section .).
Example .. Let us reconsider the labeled safety game of Figure . (on Page ).
The trace τv0 = (ab)
ω is winning for Player 0 from vertex v0. Moreover,
f (u) =
a if |u| is even;b if |u| is odd;
where u ∈ {a,b} is a trace strategy that is winning for Player 0 from the vertex v0 (but
not from the vertices v1 or v2). /
Labeled safety games and classical safety games are closely related. In fact, one
can view a labeled safety game as a classical safety game by just forgetting about the
actions in order to compute winning regions and winning strategies. Let us make this
intuition precise.
Definition .. Given a Σ-labeled safety game G = (A,F) over the Σ-arena A =
(V0,V1,E), the corresponding classical safety game is the game G⊥ = (A⊥,F) over
the arena A⊥ = (V0,V1,E⊥) with E⊥ = {(v,v′) | ∃a ∈ Σ : (v,a,v′) ∈ E}.
Definition . allows us to establish a connection between trace strategies for labeled
safety games and strategies for classical safety games.
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Lemma .. Let G = (A,F) be a labeled safety game and G⊥ the corresponding classical
safety game. Moreover, let σ ∈ {0,1}, fσ : V ∗Vσ → V be a strategy for Player σ in G⊥, and
v ∈ V0 ·∪V1 a vertex. Then, the trace strategy
f ′σ (u) =
a if ρ(u) = v . . .vn, vn ∈ Vσ , fσ (ρ(u)) = v′, and (vn, a,v′) ∈ E;undefined otherwise;
is winning for Player σ in G from vertex v if and only if fσ is winning for Player σ in G⊥
from vertex v.
A standard induction over the length of plays is enough to prove Lemma .; to
prove the direction from left to right, one exploits that Σ-arenas are deterministic,
which implies that every trace induces a unique play.
Given the fact that winning strategies can be translated into winning trace strategies
and vice versa, we immediately obtain that labeled safety games are determined. In
particular, the winning regions of a labeled safety game G and the corresponding
classical safety game G⊥ coincide and both can be computed using the classical
attractor computation.
Since computing winning strategies for Player 1 in (labeled) safety games amounts
to solving reachability games, we restrict ourselves to computing winning strategies
for Player 0. Moreover, since trace strategies are defined with respect to an initial
vertex, we fix an initial vertex v0 and assume v0 ∈ W0 (as we have argued, one can
efficiently compute the winning regions). If desired, one can then repeat our procedure
to compute winning strategies for all other vertices in W0.
7.1.2 Implementation of Strategies and Strategy Automata
In order to solve a labeled safety game, Lemma . suggests to translate it into a
classical safety game and apply the attractor computation of Section ., which yields
a positional winning strategy. One can then translate this strategy into a winning trace
strategy. In order to do so, however, the player needs a mechanism to track the vertex
a trace has currently reached because this information is no longer externally given
(but needed in order to play the positional strategy).
A natural way to implement a positional strategy for Player σ is to use the arena
as memory structure and delete all edges of Player σ vertices that are not picked by
the strategy. The resulting trace strategy works as follows: if it is Player σ ’s turn after
playing a finite trace u ∈ Σ∗, the player follows the u-labeled path in the arena (starting
in the initial vertex) to determine the vertex reached by u and plays the action that
labels the unique outgoing edge. In fact, it is already enough to keep the part of this
restricted arena that can still be reached from the initial vertex. We denote the part of
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an arena A that is reachable from an initial vertex via a positional strategy f by Af
and call it the implementation of f .
However, we pursue a different approach and aim at a broader class of trace strate-
gies. Our idea is to represent a trace strategy in terms of a DFA that reads finite traces
and accepts if and only if the input is a finite trace that is played according to the
represented trace strategy. We call this kind of DFAs strategy automata and use the
definition below. We demonstrate in Section . that strategy automata are often very
compact implementations of trace strategies.
Definition . (Strategy automaton). We call a DFA A = (Q,Σ,q0,δ,FA) a strategy
automaton for Player σ in the labeled safety game G = (A,F) from vertex v0 ∈ V if its
language fulfills the following conditions:
. The language L(A) is prefix-closed; that is, Pref(L(A)) ⊆ L(A).
. For all u ∈ L(A) with A : v0 u−→ v and v ∈ Vσ , there exists an action a ∈ Σ such that
(v,a,v′) ∈ E and ua ∈ L(A).
. For all u ∈ L(A) with A : v0 u−→ v and v ∈ Vσ , the existence of an action a ∈ Σ with
ua ∈ L(A) implies (v,a,v′) ∈ E for a suitable v′ ∈ V .
. For all u ∈ L(A) with A : v0 u−→ v and v ∈ V1−σ , the condition ua ∈ L(A) is satisfied
for all (v,a,v′) ∈ E.
We call a strategy automaton winning for Player 0—or a winning strategy automaton—if
its language satisfies the following additional condition:
. For all u ∈ L(A) with A : v0 u−→ v, the condition v ∈ F is satisfied.
Note that a strategy automaton is free to accept or reject words that do not form a
finite trace in the arena.
Given a strategy automaton A for Player σ from a vertex v0 ∈ V , we obtain a trace
strategy fA as follows. For a finite trace u ∈ Σ∗ with A : v0 u−→ v and v ∈ Vσ , we define:
• If u ∈ L(A), then fA(u) = a for an arbitrary but fixed a ∈ Σ such that ua ∈ L(A);
due to Condition  of Definition ., such a symbol always exists but may not be
unique.
• If u < L(A), then fA(u) = a for an arbitrary but fixed a ∈ Σ such that an edge
(v,a,v′) ∈ E exists.
We also say that A realizes the strategy fA. In fact, a strategy automaton does not nec-
essarily realize a unique strategy because it may allow more than one, and potentially
not always the same, choice in a vertex of Player σ .
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Figure .: A strategy automaton that is winning for Player 0 in the labeled safety
game of Figure . from vertex v0.
Example .. Let us again consider our running example of Figure . (on Page ).
The DFA depicted in Figure . is a strategy automaton that is winning for Player 0
from vertex v0. A trace strategy derived from A is
fA(u) =
a if |u| is even;b if |u| is odd;
where u ∈ {a,b}∗. /
Although a strategy automaton potentially realizes various different strategies, all
of them are winning if the strategy automaton is winning.
Lemma .. Let G be a labeled safety game, A a strategy automaton that is winning for
Player 0 in G from a vertex v ∈ V , and fA a trace strategy realized by A. Then, fA is a
winning trace strategy in G for Player 0 from v.
Proof of Lemma .. A standard induction over the length of finite traces using Condi-
tions  to  of Definition . shows that if a finite trace u is played according to fA, then
u ∈ L(A). This means in particular that whenever u reaches a vertex v ∈ Vσ , Player 0
can play an action a ∈ Σ such that ua ∈ L(A) holds. Since ε ∈ L(A) (see Condition )
and all finite traces u ∈ L(A) stay inside F (see Condition ), Player 0 can force to stay
in F and, thus, wins from v.
Clearly, not every trace strategy can be realized by a strategy automaton. However,
the next definition shows that Definition . is sound in that for every labeled safety
game (with finitely many vertices) and initial vertex in the winning region of Player 0
one can construct a strategy automaton that realizes a winning strategy from the
initial vertex.
Definition . (Canonical strategy automaton). Let G = (A,F) be a labeled safety
game over the Σ-arena A = (V0,V1,E) and v0 ∈W0 a vertex in the winning region of
Player 0.
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The canonical strategy automaton for G and v0 is the DFA AG,v0 = (Q,Σ,q0,δ,F′)
defined by
• Q =W0 ·∪ {qs} (qs is a new state not contained in V );
• q0 = v0;
• F′ =W0; and
• δ(p,a) =
q if p,q ∈W0 and (p,a,q) ∈ E;qs otherwise;
where p,q ∈Q and a ∈ Σ.
It is not hard to verify thatAG,v0 is a winning strategy automaton since it accepts the
set of all finite prefixes of winning traces. Thus, one can view the canonical strategy
automaton as a normal form for representing winning strategies in labeled safety
games.
In fact, strategy automata are expressive enough to realize every positional strategy
and every finite memory strategy, which subsume positional strategies. One can see
this as follows: for a fixed initial vertex v0 ∈ Vσ , a strategy fσ induces a set of plays that
is generated by the different choices of Player 1−σ . If fσ is a finite memory strategy,
then the set of finite play prefixes is regular. Thus, the corresponding set of finite
traces is also regular. One can construct a strategy automaton accepting this set by
using a product of the arena and the Mealy machine underlying the finite memory
strategy.
7.1.3 Size of Strategy Implementations
In order to compare different implementations of strategies, we define the size of
an implementation. Since all established methods in the literature for computing
strategies in safety games compute positional ones, we confine ourselves to comparing
implementations of positional strategies and strategy automata.
Definition . (Size of a strategy implementation).
• The size of a strategy automaton A is the number of A’s states, denoted by |A|.
• The size of the implementation of a positional strategy f is the number of
vertices of Af (see Section ..), denoted by |Af |.
One usually defines finite memory strategies in terms of Mealy machines that read finite play prefixes
and output a player’s next move; see Grädel, Thomas, and Wilke [GTW] for a thorough discussion.
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(a) The safety game Gn. Gray-shaded vertices
belong to F.
a
b
a,b
(b) A strategy automaton that is win-
ning for Player 0 in the game Gn.
Figure .: A family (Gn)n∈N of safety games and a strategy automaton (of constant
size) that realizes a winning strategy in the game Gn for every n ∈ N.
Strategy automata can in fact be succinct implementations of trace strategies. Let us
formalize and prove this claim.
Lemma .. There exists a family (Gn)n∈N of labeled safety games such that for every n ∈ N
• the size of the implementation of any positional winning strategy for Player 0 in Gn
is n; whereas
• there exists a strategy automaton of size 2 that is winning for Player 0 in Gn from
every vertex v ∈ V .
Proof of Lemma .. Let n ∈ N. We define Gn = (An,Fn) to be the labeled safety game
over the {a,b}-arena An = (V0,n,V1,n,En) with
• V0,n = [n];
• V1,n = ∅;
• En = {(i,a, (i + 1) mod n) | i ∈ [n]} ∪ {(n− 1,b,0)}; and
• Fn = V0,n.
Figure .a depicts the game Gn. Since all vertices are safe, W0 = V0,n and W1 = ∅
holds.
There exist exactly two positional (winning) strategies, let us call them f0 and
f ′0 , which differ only in the action that is played in vertex vn−1; in any other vertex,
Player 0 has to play the action a, and the play proceeds to the successor vertex.
Hence, the implementations of both f and f ′0 contain the whole arena, which implies
|Af0 | = |Af ′0 | = |V0,n| = n.
On the other hand, the DFA depicted in Figure .b is a strategy automaton that is
winning for Player 0 in Gn from every vertex v ∈ V0,n. In contrast to Af0 and Af ′0 , this
strategy automaton always has two states, independent of n.
 7 Labeled Safety Games
The implementation of a positional strategy in the proof of Lemma . suffers from
the fact that it exactly remembers which vertex a finite trace has reached. This is
clearly superfluous in the given example and exploited by the strategy automaton (in
Section ., we describe an approach to minimize the implementation of a positional
strategy, which partly resolves this issue). Note, however, that the implementation of a
strategy that plays action b in vertex n−1 cannot be reduced because action b has to be
played at the exact right move. In fact, both computing a positional winning strategy
that yields a minimal implementation and computing a minimal strategy automaton
is hard. This is a consequence of a result by Ehlers [Ehl], which we discuss in the
next section in more detail.
7.1.4 Minimal Strategy Automata
In Section .., we show how to check in polynomial time whether a given DFA is a
strategy automaton (i.e., whether it satisfies Definition .). However, constructing
a minimal strategy automaton is a computationally hard task, as the next theorem
states.
Theorem .. The decision problem Pmin
“Given a labeled safety game G, a vertex v0 ∈ V , and k ∈ N. Does a strategy
automaton with at most k states that realizes a winning strategy for Player 0 in
G from v0 exist?”
is NP-complete.
Theorem . is a consequence of a result by Ehlers [Ehl]. In fact, Ehlers’ result
also implies that Theorem . already holds for labeled safety games that are played by
only one player over a Σ-arena with |Σ| = 2. Moreover, a minimal strategy automaton
is not even approximable within any polynomial. It is also worth noting that Kupfer-
man et al. [KLVY] studied a similar problem in the context of bounded synthesis,
but their results cannot be transferred easily to the present setting.
Since we are not interested in approximations, we here present a proof of The-
orem . that is much simpler than Ehlers’. The key idea, which we borrow from
Ehlers [Ehl], is to reduce the problem of finding a model of a Boolean formula in
3-CNF to the problem of finding a minimal strategy automaton. More precisely, from
a formula ϕ in 3-CNF, we construct a safety game Gϕ over a Σ-arena of polynomial
size in ϕ such that there exists a “small” strategy automaton that realizes a winning
strategy for Player 0 in Gϕ from the initial vertex v0 if and only if ϕ is satisfiable.
Before we give a formal definition of the safety game Gϕ, let us illustrate the idea of
its construction with an example.
A formula is in 3-CNF if it is in CNF and every clause contains exactly three literals.
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(a) The safety game Gϕ of Example .. Vertices shaded gray belong to F.
0,1,2 1 0 0 0 ⊥
(b) A strategy automaton that is winning for Player 0 in the safety game of Figure .a from
vertex v0. Missing transitions point to a nonaccepting sink-state, which is not shown for
the sake of readability.
Figure .: The safety game Gϕ of Example . and a winning strategy automaton.
Example .. Consider the 3-CNF formula
ϕB (¬x1 ∨¬x2 ∨ x3)∧ (x1 ∨¬x3 ∨ x4)∧ (¬x1 ∨ x2 ∨¬x4),
which consists of m = 3 clauses and ranges over n = 4 variables.
The corresponding labeled safety game Gϕ is shown in Figure .a. Its construction
is as follows: The arena consists of one subgraph for each clause. In each subgraph,
Player 0 can win by moving along a {0,1}-labeled path (followed by⊥ω) that avoids the
white vertex. Such a path corresponds to an interpretation of the variables x1, . . . ,xn
that satisfies the clause: the first move assigns a value to x1, the second to x2, and so
on.
If ϕ is satisfiable, then there exists an interpretation of the variables that satisfies
all clauses. From this interpretation, we can derive a strategy automaton with at most
n + 3 states that plays according to the interpretation and, thus, avoids the white
vertices, no matter what action Player 1 chooses in v0 (cf. Figure .b).
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Contrary, if ϕ is unsatisfiable, then there are two subgraphs in which Player 0 needs
to follow distinct paths to avoid the white vertices. However, a strategy automaton
realizing such a trace strategy needs strictly more than n+ 3 states. To see why, we
observe that each winning trace has a prefix of n+ 1 symbols different from ⊥, which
is followed by ⊥ω. To verify this property, a strategy automaton needs at least n+ 3
states: n+ 2 states to process valid traces and an additional sink state to handle invalid
traces. Moreover, the strategy has to play differently in at least two distinct subgraphs,
which in turn requires at least one additional state to distinguish these cases. /
Let us now define the safety game Gϕ formally. To this end, let
ϕ(x1, . . . ,xn)B
m−1∧
i=0
Ci
be a 3-CNF formula with m ≥ 2 clauses over n ≥ 3 variables where each clause
Ci B (li,1 ∨ li,2 ∨ li,3)
consists of three literals li,j ∈ {x1, . . . ,xn,¬x1, . . . ,¬xn}; we assume without loss of gen-
erality that no variable occurs twice in a clause. Letting Σ = [m]∪ {⊥}, we define the
Σ-arena Aϕ = (V0,V1,E) and the safety game Gϕ = (Aϕ ,F) by
• V0 = {(i, j,k) | 0 ≤ i < m,1 ≤ j ≤ n+ 1, k ∈ {0,1}} \ {(i,1,1) | 0 ≤ i < m};
• V1 = {v0};
• F = V \ {(i,n+ 1,0) | 0 ≤ i < m}; and
• E ⊆ V ×Σ×V is the smallest relation that satisfies the following:
–
(
v0, i, (i,1,0)
)
∈ E for all 0 ≤ i < m;
– if xj ∈ Ci , then
(
(i, j,0),0, (i, j + 1,0)
)
∈ E as well as
(
(i, j,0),1, (i, j + 1,1)
)
∈ E
for all 0 ≤ i < m and 1 ≤ j ≤ n;
– if ¬xj ∈ Ci , then
(
(i, j,0),0, (i, j+1,1)
)
∈ E as well as
(
(i, j,0),1, (i, j+1,0)
)
∈ E
for all 0 ≤ i < m and 1 ≤ j ≤ n;
– if both xj < Ci and ¬xj < Ci , then
(
(i, j,0),0, (i, j + 1,0)
)
∈ E as well as(
(i, j,0),1, (i, j + 1,0)
)
∈ E for all 0 ≤ i < m and 1 ≤ j ≤ n;
–
(
(i, j,1),0, (i, j +1,1)
)
∈ E as well as
(
(i, j,1),1, (i, j +1,1)
)
∈ E for all 0 ≤ i < m
and 2 ≤ j ≤ n;
We write li ∈ Cj to denote that the literal li occurs in the clause Cj .
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–
(
(i,n+ 1,0),0, (i,n+ 1,0)
)
∈ E for all 0 ≤ i < m;
–
(
(i,n+ 1,1),⊥, (i,n+ 1,1)
)
∈ E as well as
(
(i,n+ 1,1), a, (i,n+ 1,0)
)
∈ E for all
0 ≤ i < m and a ∈ Σ \ {⊥}.
Note that the arena Aϕ (and, hence, the game Gϕ) is of size polynomial in m and n.
Moreover, the next lemma states that Gϕ has indeed the desired properties.
Lemma .. Let ϕ be a 3-CNF formula with at least two clauses ranging over n ≥ 3
variables. If ϕ is satisfiable, then there exists a strategy automaton with n+ 3 states that
realizes a winning trace strategy for Player 0 in Gϕ from vertex v0. If ϕ is unsatisfiable,
then any such winning strategy automaton has strictly more than n+ 3 states.
Proof of Lemma .. Let ϕ be as in Lemma .. We first observe that Player 0 can win
from vertex v0 independently of whether ϕ is satisfiable or not.
To prove the properties claimed in Lemma ., we first assume that ϕ is satisfiable
with model M. Based on M, we construct the strategy automaton A = (Q,Σ,q0,δ,FA)
with Q = {q0, . . . , qn+1,qs}, FA =Q \ {qs}, and
δ(p,a) =

q1 if p = q0 and a ∈ [m];
qi+1 if p = qi , i ∈ {1, . . . ,n}, xMi = true, and a = 1;
qi+1 if p = qi , i ∈ {1, . . . ,n}, xMi = false, and a = 0;
qn+1 if p = qn+1 and a =⊥;
qs otherwise;
where p ∈ Q and a ∈ Σ. First, we observe that A has n+ 3 states. Second, every trace
strategy fA plays according to the interpretation of the variables given by M. Since
M is a model for every clause of ϕ and by construction of Gϕ, every trace played
according to any trace strategy fA is winning, no matter what action Player 1 plays in
v0. Thus, A is a winning strategy automaton with n+ 3 states.
Let ϕ now be unsatisfiable. Towards a contradiction, assume that there exists a
strategy automaton A = (Q,Σ,q0,δ,FA) with (at most) n+ 3 states that is winning for
Player 0 in Gϕ from v0. Moreover, fix an arbitrary trace strategy fA realized by A. By
Lemma . (on Page ), every trace strategy realized by A, and fA in particular,
is winning for Player 0. However, we show next that a winning strategy automaton
needs strictly more than n+ 3 states in order for fA to be winning.
We first observe that all winning traces for Player 0 starting in v0 are of the form
ka1 . . . an⊥ω with k ∈ [m] and ai ∈ {0,1} for i ∈ {1, . . . ,n}. In other words, Player 1 chooses
action k in v0 and Player 0 subsequently plays the actions a1 to an, followed by playing
action ⊥ ad infinitum. By construction of Gϕ, the actions a1, . . . , an correspond to an
interpretation of the variables x1, . . . ,xn that satisfies the clause Ck .
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Now, let τv0 = 0a1 . . . an⊥ω be a trace starting in v0 that is played according to fA.
Since fA is a winning trace strategy, the actions a1, . . . , an correspond to an interpreta-
tion that satisfies the clause C0. However, ϕ is unsatisfiable. This implies that there
exists a j ∈ {1, . . .n} such that the interpretation corresponding to a1, . . . , an does not
satisfy clause Cj and the trace ja0 . . . an⊥ω is not winning for Player 0. On the other
hand, since fA is winning for Player 0, there exists a winning trace τ ′v0 = ja
′
1 . . . a
′
n⊥ω
that is played according to fA. This trace necessarily satisfies ai , a′i for an i ∈ {1, . . . ,n}.
Next, consider the runs
A : q0 0−→ q1 a1−→ q2 a2−→ . . . an−→ qn+1 ⊥−→ qn+2
and
A : q0 j−→ q′1
a′1−→ q′2
a′2−→ . . . a
′
n−→ q′n+1 ⊥−→ q′n+2.
For one thing, we observe that the states q0, . . . , qn+1 are pairwise distinct. To see
why, assume the converse and let i, j ∈ [n+ 2], i < j, such that qi = qj ; in this case, A
also realizes a trace strategy that continues the trace 0a0 . . . ai−1 by playing aj . . . an⊥ω,
which is not winning for Player 0 (as the action ⊥ is played too early). Moreover,
{q0, . . . , qn+1} ⊆ FA since 0a0 . . . an is played according to fA.
For another, we deduce q1 , q′1; if this does not hold, A realizes a trace strategy that
plays the trace ja0 . . . an⊥ω, which we know is not winning for Player 0. The state q′1
is also distinct from any of the states q0,q2, . . . , qn, which one can establish using the
same argument that shows that q0, . . . , qn+1 are pairwise distinct. Moreover, q′1 ∈ FA
because ja′0 . . . a′n is played according to fA.
Finally, A needs at least one nonaccepting state, say q < F, since it is a winning
strategy automaton. If such a state does not exist, A realizes every possible trace
strategy, some of which are not winning for Player 0 (as they correspond to unsatisfying
interpretations). This is clearly a contradiction.
In summary, we proved that A has to consist of strictly more than n + 3 states,
namely at least q0, . . . , qn+1,q′1, and q. This yields the desired contradiction.
We can now prove Theorem ..
Proof of Theorem .. Lemma . proves that the decision problem Pmin is NP-hard.
A nondeterministic algorithm that guesses a DFA of size at most k and verifies in
polynomial time that the guessed DFA is a strategy automaton proves that Pmin is also
in NP (we present a polynomial time algorithm for the latter task in Section ..).
Therefore, Pmin is NP-complete.
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7.2 Learning Small Strategy Automata
After introducing the setting, we can now turn to learning strategy automata. Our
algorithm exploits the fact that active learning algorithms typically conjecture DFAs
that monotonically grow in size during the learning process. Given a labeled safety
game G and a vertex v0 ∈ W0, the key idea is to let the teacher teach the language
L(AG,v0) of the canonical strategy automaton AG,v0 and stop the learning prematurely
once the learner has conjectured a strategy automaton that is winning for Player 0;
that is, the teacher replaces a classical equivalence query with the check whether the
given conjecture is a winning strategy automaton. In this way, the teacher “guides”
the learner to come up with a small winning strategy automaton (which immediately
passes an equivalence query) before the learner eventually learns the automaton AG,v0
as last resort. Since the teacher stops the learning as soon as possible, the resulting
DFA is guaranteed to be a winning strategy automaton that is not larger than AG,v0 .
In order to make this procedure work, a teacher has to satisfy the following defini-
tion.
Definition . (Teacher for labeled safety games). Given a labeled safety game G =
(A,F) over a Σ-arena A and a vertex v0 ∈ V , a teacher for G answers queries as follows:
Membership query On a membership query with a word u ∈ Σ∗, the teacher returns
“yes” if u ∈ L(AG,v0) and “no” otherwise.
Equivalence query On an equivalence query with a DFAA, the teacher checks whether
A is a winning strategy automaton for Player 0 in G from v0 (i.e., whether A
satisfies Definition .; see Page ). If this is the case, he returns “yes”. If this is
not the case, he returns a counterexample proving that A violates Definition .
(we describe in Section .. how to do this).
Algorithm . (on Page ) lists our heuristic in pseudo code. In order to learn
L(AG,v0), we first compute the winning region W0 (e.g., using the standard attractor
computation); note that we are here not interested in learning a winning strategy
automaton in the most efficient way but in learning a small one. If v0 ∈W0, we set
up a teacher according to Definition . and plug in an active learning algorithm
that produces conjectures that grow monotonically in size. Once the learning has
finished, we return the resulting DFA, which is then guaranteed to be a winning
strategy automaton for Player 0 in G from v0.
However, the quality (i.e., the size) of the results of Algorithm . mainly depends on
two aspects: the “quality” of counterexamples the teacher returns and the particular
choice of the learning algorithm.
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Algorithm .: Learning-based algorithm for synthesizing strategy automata.
Input: A labeled safety game G = (A,F) over a Σ-arena A and an initial vertex
v0 ∈ V .
 Compute the winning region W0.
 if v0 <W0 then
 return that no winning strategy automaton for Player 0 from v0 exists.
 end
 Construct the canonical strategy automaton AG,v0 and a teacher according to
Definition ..
 Run an active learning algorithm that conjectures DFAs of increasing size.
 return the learned DFA.
The question how to compute “good” counterexamples is beyond the scope of this
thesis because this largely depends on domain-specific characteristics of the game at
hand. However, in Section .., we present a generic teacher, which works for every
labeled safety game and computes counterexamples that are minimal with respect
to the canonical order on words. The hope is that short counterexamples prevent the
learner from constructing unnecessary large conjectures.
Regarding the choice of appropriate learning algorithms, it turned out that the
standard active learning algorithms described in Section . tend to learn AG,v0
exactly. Therefore, we develop modifications of both Angluin’s as well as Kearns and
Vazirani’s learning algorithms, which avoid this issue and performed better in our
experiments. Section .. presents these modifications in detail.
In Section .., we conclude by proving the correctness of Algorithm . and
commenting on its time and space complexity.
7.2.1 A Teacher for Strategy Automata
We now describe how to implement a teacher for safety games according to Defini-
tion . and briefly comment on the time and space needed to answer queries. We
assume that the teacher has access to the canonical strategy automaton AG,v0 .
Answering membership queries The teacher answers membership queries with
respect to L(AG,v0); that is, on a membership query with a word u ∈ Σ∗, the teacher
simulates the run of AG,v0 on u and returns “yes” if u ∈ L(AG,v0) and “no” otherwise.
Answering equivalence queries In the present setting, the equivalence query is
replaced with a “correctness test”; that is, on an equivalence queries with the DFA
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A = (Q,Σ,q0,δ,FA), the teacher does not check whether L(A) = L(AG,v0) holds but
whether A satisfies Definition ..
In order to do so, the teacher first checks whether ε ∈ L(A) holds (see Condition  of
Definition .). If this is not the case, he returns ε as counterexample.
Next, the teacher checks whether L(A) is prefix closed (also, see Condition  of
Definition .). L(A) is not prefix-closed if there are two words u,ua such that u < L(A)
and ua ∈ L(A). The teacher can easily identify such words using a breadth-first search
in the transition structure of A starting in q0. Since L(AG,v0) is prefix-closed, either u
or ua is classified incorrectly by A. The teacher checks which one by simulating the
runs of AG,v0 on both u and ua and returns the respective word as counterexample.
To check the remaining conditions (i.e., Conditions  to  of Definition .), the
teacher constructs what we call the product of the arena A and the conjecture A. This
product is the DFA A×A = (Q′ ,Σ,q′0,δ′ ,F′) where
• Q′ = (V ·∪ {vs})×Q (vs is a new sink-vertex not contained in V );
• q′0 = (v0,q0);
• F′ is unimportant and can be arbitrary;
• δ′((v,q), a) =
(v′ ,δ(q,a)) if a (unique) v′ ∈ V with (v,a,v′) ∈ E exists;(vs,q) otherwise;
and δ′((vs,q), a) = (vs,q) where v ∈ V , q ∈Q, and a ∈ Σ.
Note that whenever there is no edge (v,a,v′) in the arena, the transition δ′((v,q), a) in
the product points to the sink-state (vs,q).
Starting in q′0, the teacher now performs a breadth-first search. For each state
of the product reached during the search, one can locally check whether one of
Conditions  to  of Definition . is violated. If the teacher detects a violation, he
derives a counterexample from a word that leads to the violation and returns it. If the
conjecture is a strategy automaton that is winning for Player 0, the search terminates
after visiting all states in the product. In this case, the teacher returns “yes”.
Note that a breadth-first search that explores transitions with respect to a total order
of the actions finds the canonically smallest counterexample (if one exists).
Runtime of the teacher To construct the teacher described above, we first need
to construct the automaton AG,v0 . An efficient implementation can compute W0 in
time linear in |E| ∈ O(|V | · |Σ|) and, hence, the construction of AG,v0 falls in the same
complexity class. The automaton AG,v0 has size |W0|+ 1 ∈ O(V ).
Once the teacher has been constructed, he answers a membership query with a
word u ∈ Σ∗ in time O(|u|).
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The time needed to answer an equivalence query with a conjecture A is dominated
by the construction of A×A and the subsequent breadth-first search. The product is of
size |V |· |A|, and a depth-first search is linear in the size of the product. If necessary, the
teacher computes a counterexample on-the-fly, whose length can, thus, be bounded
by |A×A|. Hence, the teacher answers equivalence queries in time O(|V | · |A|).
7.2.2 Two Domain-specific Learning Algorithms
The original active learning algorithms of Section . have in common that, once a
new state of the automaton to learn has been discovered, all outgoing transitions of
this state are examined. In our setting, however, this behavior is often undesirable.
Consider, for instance, a situation in which a finite prefix u ∈ Σ∗ of a winning trace
reaches the vertex v ∈ V0 and the run of the current conjecture on u ends in state q.
In such a situation, one outgoing transition from state q would suffice to successfully
continue playing. However, as soon as the original learning algorithms identify a new
state in the course of the learning process, they examine all outgoing transitions. In
other words, these algorithms not only consider one way to continue playing but all.
This behavior often results in learning the language L(AG,v0) exactly.
In order to avoid this undesirable behavior, we develop adaptations of Angluin’s
as well as Kearns and Vazirani’s algorithms. The underlying idea is to probe for a
transition only if the teacher provides evidence that a transition is indeed necessary. If
such information is not available, we direct a transition to a nonaccepting sink-state.
Simply put, we start with the assumption that all transitions lead to a nonaccepting
sink-state and change our mind only if the teacher provides appropriate evidence.
Since Algorithm . terminates the learning as soon as possible, the hope is that such
modified learning algorithms learn small winning strategy automata with only few
transitions not leading to the sink-state.
At this point, it is important to emphasize that our adaptations are full-fledged
active learning algorithms; that is, when used in the original active learning setting
as introduced in Definition . (on Page ), they learn the canonical minimal DFA
for the target language and enjoy the same properties as the original active learning
algorithms of Section . (except for a higher number of queries). Only when stopped
prematurely during the learning process (e.g., as in the context of this chapter, where
the equivalence query is replaced by a “correctness test”), unknown transitions lead
to a dedicated nonaccepting sink-state.
For the remainder of this section, we consider the original active learning setting of
Definition . rather than the special scenario of labeled safety games. In particular,
let L ⊆ Σ∗ be a regular language—the target language—over a fixed alphabet Σ and
AL = (QL,Σ,qL0 ,δL,FL) the canonical minimal DFA accepting L.
7.2 Learning Small Strategy Automata 
A Variant of Angluin’s Algorithm
Our variant of Angluin’s algorithm works as Angluin’s original algorithm described
in Section .. but drops the closedness constraint of observation tables and derives
a conjecture as soon as the table becomes consistent. If a table O is consistent but
not closed (i.e., information about one or more transitions is missing), we construct a
conjecture, denoted by A′O, in which unknown transitions lead to a nonaccepting sink-
state ⊥. An equivalence query with A′O then either happens to pass or provides new
information. This information allows introducing a previously unknown transition or
identifying a new L-equivalence class.
Given a consistent (but not necessarily closed) observation table O = (R,S,T ), we
define the DFA A′O = (QO,Σ,qO0 ,δO,FO) by
• QO = {[u]O | u ∈ R} ·∪ {⊥};
• qO0 = [ε]O;
• FO = {[u]O | u ∈ R,T (u) = 1};
• δO([u]O, a) =
[va]O if there exists a va ∈ R such that u ∼O v;⊥ otherwise;
and δ(⊥, a) =⊥ where u ∈ R and a ∈ Σ.
It is not hard to verify that A′O, and δ in particular, is well-defined because O is
consistent. Moreover, note that we define the transition δ([u]O, a) as soon as there
exists an O-equivalent representative v ∈ [u]O with va ∈ R even if ua itself is not a
representative.
It might happen that there exists a state [u]O < FO whose outgoing transitions loop
back to [u]O, lead to ⊥, or both. In this case, the state ⊥ is superfluous, and we merge
[u]O and ⊥ by removing the state ⊥ and redirecting its incoming transitions to [u]O.
Moreover, we also remove the state ⊥ if it is not reachable from qO0 . Note that state ⊥
vanishes in both cases.
In analogy to Lemma . (on Page ), we observe that the automaton A′O classifies
the representatives correctly.
Lemma .. Let O = (R,S,T ) be a consistent observation table for a regular language
L ⊆ Σ∗ and A′O as defined above. Then, A′O is correct on all representatives u ∈ R (i.e., A′O
satisfies u ∈ L(A′O) if and only if u ∈ L for all u ∈ R).
One can prove Lemma . in the same way as Lemma .. The idea is to exploit that
R is prefix closed, which implies that only transitions of the form δO([v]O, a) = [va]O
for v,va ∈ R are used in a run of A′O on a representative u ∈ R. In fact, the proof of
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Lemma . does not rely the fact that the table is closed but only that R is prefix-
closed and δO well-defined. Since this is also true in the present setting, the proof of
Lemma . also proves Lemma ..
In addition to Lemma .,A′O is isomorphic toAL ifO contains enough information
in that at least one representative of every ∼L-equivalence class is present in R (i.e,
index(∼O ∩R×R) = index(∼L) is satisfied).
Lemma .. Let O = (R,S,T ) be a consistent observation table for a regular language
L ⊆ Σ∗. If index(∼O ∩R×R) = index(∼L), then A′O is isomorphic to AL.
Proof of Lemma .. This proof is similar to the proof of Lemma . (on Page ). For
the reader’s convenience, however, we provide the full proof here. Let O be consistent,
index(∼O ∩R×R) = index(∼L), and A′O be the DFA derived from O.
We first observe that the sink-state ⊥ has been removed from the DFA A′O: since
index(∼O ∩R×R) = index(∼L), all traditions ofA′O are of the form δO([u]O, a) = [ua]O
for u,ua ∈ R. Thus, the state ⊥ is unreachable from q0O = [ε]O and, therefore, removed
in the preprocessing step.
Next, we show by induction over the length of words u ∈ Σ∗ that A′O satisfies
A′O : [ε]O u−→ [u′]O with u′ ∈ R and u′ ∼L u. This fact implies L(A′O) = L because
u ∈ L(A′O)⇔A′O : [ε]O u−→ [u′]O with u′ ∈ R and [u′]O ∈ FO
⇔ T (u′) = 1
⇔ u′ ∈ L
⇔ u ∈ L.
Base case Let u = ε. Then, A′O : [ε]O ε−→ [ε]O holds by definition of runs. Since ∼L is
a congruence (and in particular reflexive), ε ∼L ε holds.
Induction step Let u = va, and consider the run of A′O on v. Since ⊥ has been
removed from A′O, the run is of the form
A′O : [ε]O v−→ [v′]O a−→ [v′′]O
with v′ ,v′′ ∈ R. Applying the induction hypothesis now yields v′ ∼L v. Since ∼L is
a congruence, we also know that v′a ∼L va holds. Furthermore, v′a ∼O v′′ holds
by construction of AO because the transition δO([v′]O, a) = [v′′]O was used in
the run. Since index(∼O ∩R×R) = index(∼L) (and since u ∼L v implies u ∼O v
for every u,v ∈ R), we obtain v′a ∼L v′′. In total, u = va ∼L v′a ∼L v′′ holds.
In conclusion, the fact that A′O is isomorphic to AL follows from L(A′O) = L and
|A′O| = index(∼O ∩R×R) = index(∼L) = |AL|.
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Algorithm .: A variant of Angluin’s active learning algorithm.
Input: A teacher for a regular language L ⊆ Σ∗.
 Initialize the observation table O = (R,S,T ) with R = S = {ε} and update(O).
 repeat
 while O is not consistent do
 Pick u ∼O v ∈ R, w ∈ S, and a ∈ Σ with T (uaw) , T (vaw).
 S← S ∪ {aw}.
 update(O).
 end
 Construct A′O, and perform an equivalence query with A′O.
 if the teacher returns a counterexample u then
 R← R∪Pref(u).
 update(O).
 end
 until the teacher returns “yes” on an equivalence query with A′O.
 return A′O.
Algorithm . lists our variant of Angluin’s algorithm in pseudo code, which works
like Angluin’s original algorithm except for the closedness check and a modified way
to derive conjectures.
Before we state the key properties of Algorithm ., let us remind the reader that
we consider the original active learning setting but not the case that the learning is
stopped prematurely.
Theorem .. Given a teacher for a regular target language L ⊆ Σ∗, Algorithm . learns
a DFA isomorphic to the canonical minimal DFA AL in time polynomial in the size n of
AL and the length m of the longest counterexample returned by the teacher. It asks O(n)
equivalence queries and O(mn2) membership queries.
To prove Theorem ., we first introduce a few auxiliary definitions. Given a target
language L ⊆ Σ∗ and an observation table O = (R,S,T ), which is filled by querying
a teacher for L, we say that O contains the transition δL([u]L, a) of AL if there exists
a representative va ∈ R such that u ∼L v. Moreover, let t(O) denote the number of
transitions that are contained in O. Intuitively, one can think of t(O) as a measure that
counts how many transitions of AL have already been discovered. Since AL contains
index(∼L) states and index(∼L) · |Σ| transitions, t(O) is bounded by index(∼L) · |Σ|.
Proof of Theorem .. The proof is similar to the correctness proof of Angluin’s algo-
rithm (see the proof of Theorem . on Pages  and following). We split the proof into
two parts: we first show that Algorithm . terminates and returns a DFA isomorphic
to AL; then, we estimate the number of queries asked during the learning.
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Let n = index(∼L).
Correctness First, recall that index(∼O ∩R×R) ≤ index(∼O) ≤ n is always true because
u ∼L v implies u ∼O v for all u,v ∈ Σ∗. Next, we make the following observations.
. If O is not consistent, then Algorithm . adds a new separating word aw to S
such that two previously O-equivalent representatives are now separated by the
word aw. Hence, index(∼O ∩R×R) increases.
. After adding a counterexample u and all of its prefixes to R, one or more of
the following cases occur. Let O = (R,S,T ) the observation table before and
O′ = (R′ ,S ′ ,T ′) the observation table after u has been processed.
a) O′ is not consistent.
b) t(O) increased (i.e., t(O) < t(O′)).
c) index(∼O ∩R×R) increased (i.e., index(∼O ∩R×R) < index(∼O′ ∩R′ ×R′)).
To prove that these are the only cases that can occur, we show that Case c
has to occur whenever Cases a and b do not occur. To this end, assume
that both Case a and Case b do not occur. By Lemma ., we know that
A′O′ classifies the counterexample u correctly since it has been added to R.
However, index(∼O ∩R×R) = index(∼O′ ∩R′ ×R′) and t(O) = t(O′) imply that
neither new information about states nor about transitions is available; in this
case, Algorithm . constructs the same conjecture again. Thus, L(A′O) = L(A′O′ ),
which is a contradiction because u is a counterexample witnessing a difference
between A′O and A′O′ .
Observation  implies that O is consistent once index(∼O ∩R×R) = n; otherwise,
Algorithm . extends the table and index(∼O ∩R×R) increases, which contradicts
the upper bound index(∼O ∩R×R) ≤ index(∼O) ≤ n. As long as |A′O| < n, the DFA
A′O necessarily accepts a language different from L and the teacher returns a coun-
terexample. Moreover, Observation  in combination with Observation  implies that
either index(∼O ∩R×R) or t(O) increases between consecutive equivalence queries; in
particular, index(∼O ∩R×R) increases once t(O) = index(∼O ∩R×R) · |Σ|. In the worst
case, Algorithm . proceeds until index(∼O ∩R×R) = n. Once this has happened, the
observation table is consistent, and Lemma . asserts that A′O is isomorphic to AL.
Then, A′O passes an equivalence query and Algorithm . terminates and returns a
DFA that is isomorphic to AL.
However, it might happen that a conjecture passes an equivalence query before
index(∼O ∩R×R) = n holds. In this case, we first observe |A′O| ≥ n since the loop guard
in Line  of Algorithm . asserts L(A′O) = L and every DFA accepting L has at least
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n states. Moreover, we argue that |A′O| ≤ n is also satisfied and, therefore, |A′O| = n. To
do so, we distinguish two cases:
• The state ⊥ has been merged or removed. In this case, the claim immediately
holds because |A′O| = index(∼O ∩R×R) ≤ n.
• The state ⊥ has not been merged and not been removed. In this case, there exists
a transition δO([u]O, a) = ⊥ since t(O) ≤ n|Σ| and |A′O| ≥ n. On top of that, we
know that uav < L holds for all v ∈ Σ∗ because ⊥ is a nonaccepting sink-state and
A′O passed an equivalence query. Since ⊥ has not been merged, there exists no
u′ ∈ R with u′ ∼O ua. Thus, index(∼O ∩R×R) < n and, hence, |A′O| ≤ n.
Thus, if A′O passes an equivalence query before index(∼O ∩R×R) = n holds, A′O is
isomorphic to AL because L(A′O) = L and |A′O| = n.
Complexity The observation table can be nonconsistent at most n times. Moreover,
index(∼O ∩R×R) = n and t(O) = n|Σ| hold after at most (n+ 1)|Σ| equivalence queries.
Thus, Algorithm . asks O(n) equivalence queries since we assume Σ to be a priori
given and, therefore, constant. Additionally, we can bound the size of the observation
table by O(mn2) as in Angluin’s original algorithm. Therefore, Algorithm . poses
O(mn2) membership queries.
Checking for consistency, extending and updating the table, as well as constructing
conjectures can be done in time polynomial in the size of the table. Hence, Algo-
rithm . terminates in time polynomial in m and n if implemented properly.
Although Algorithm . explores transitions on demand, it still shows a subtle
behavior that is unfavorable in our setting. For instance, consider a situation in which
a trace ua with u ∈ Σ∗ and a ∈ Σ is added to R and, hence, every future conjecture
will contain the transition δO([u]O, a). Assume further that it turns out later in the
learning process that some trace u′ ∈ [u]O is not L(AG,v0)-equivalent to u and both
representatives become separated by a separating word. Then, the transition δ([u]O, a)
is kept although we do not know a priori whether the trace u or u′ should continue with
playing the action a. In the worst case, a strategy automaton that allows continuing
the trace u with action a might be considerably larger than one that does not.
This behavior seems to be inherent to Angluin’s algorithm and not easy to fix.
Therefore, we next develop a variant of Kearns and Vazirani’s algorithm that does
not suffer from the problem described above. The key idea is to “forget” already
discovered transitions every time the algorithm discovers a new state.
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A Variant of Kearns and Vazirani’s Algorithm
Our variant of Kearns and Vazirani algorithm closely follows the original algorithm as
described in Section .. (on Page  and following) with only a few modifications.
As before, our algorithm organizes its data in a classification tree built over two
sets R,S ⊆ Σ∗. The set R consists of representatives used to represent L-equivalence
classes, whereas the set S contains separating words that are used to witness that two
representatives are not L-equivalent. Moreover, it maintains an auxiliary set ∆ ⊆ R×Σ
of defined transitions that determines which transitions are present in a conjecture. To
avoid the problem of our variant of Angluin’s algorithm, we empty ∆ every time a new
state is discovered.
Constructing conjectures slightly differs from the original algorithm in so far as
we direct a transition δt(u,a) to a nonaccepting sink-state if (u,a) < ∆. More precisely,
from a given classification tree t and a set ∆ of defined transitions, we now derive the
DFA A′t = (Qt ,Σ,qt0,δt ,Ft) where
• Qt = R ·∪ {⊥};
• qt0 = ε;
• Ft = {u ∈ R | u · ε ∈ L} (i.e., all representatives in the root’s right subtree); and
• δt(u,a) =
siftt(ua) if (u,a) ∈ ∆;⊥ otherwise;
and δt(⊥, a) =⊥ where u ∈ R and a ∈ Σ.
It might happen that there already exists a u ∈ R that represents a nonaccepting sink
whose outgoing transitions loop back to u, lead to ⊥, or both. In this case, we merge
the states u and ⊥ in A′t analogously to our variant of Angluin’s algorithm. Moreover,
if a state is not reachable from the initial state, we drop it from A′t.
As long as |R| < index(∼L), the conjecture A′t is necessarily different from AL and an
equivalence query with A′t returns a counterexample. We use this counterexample to
either identify a new representative or a missing transition. Therefore, the analysis of
a counterexample here is different from the one in Section ...
Given a counterexample w = a1a2 . . . am, our algorithm searches for the smallest
index i ∈ {1, . . . ,m} such that either A′t : u0 a1 . . . ai−1−−−−−−−→ ui−1 and δt(ui−1, ai) = ⊥ (i.e.,
(ui−1, ai) < ∆) or i is a breakpoint position. (We argue shortly that such an index
always exists.) In the first case, our algorithm proceeds as the original algorithm and
splits the leaf node corresponding to the breakpoint position; moreover, it resets ∆ to
Recall that a breakpoint position is an index i ∈ {1, . . . ,m} with ui−1ai . . . am ∈ L⇔ uiai+1 . . . am < L
where ui satisfies A′t : u0 a1 . . . ai−−−−−−−→ ui . Details can be found in Section ...
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the empty set. In the second case, it adds the pair (ui−1, ai) to ∆; note that the transition
δt(qi−1, ai) is in fact needed since At rejects the counterexample in this case although
it has to be accepted.
Algorithm . presents our variant of Kearns and Vazirani’s algorithm in pseudo
code. The initialization phase in Line  is the same as in the original algorithm and
summarizes Lines  to  of Algorithm .. Once the algorithm has finished the
initialization, it repeats to construct conjectures and process counterexamples until a
conjecture passes an equivalence query.
Algorithm .: A variant of Kearns and Vazirani’s active learning algorithm.
Input: A teacher for a regular language L ⊆ Σ∗.
 Handle the cases L = ∅ and L = Σ∗ as in Algorithm .. Return the corresponding
DFA if it passes the equivalence query. Otherwise, prepare the initial classification
tree t.
 repeat
 Construct A′t, and ask an equivalence query with A′t.
 if the teacher replies a counterexample w = a1 . . . am then
 for i = 1 to m do
 Simulate the run A′t : u0 a1−→ u1 a2−→ . . . ai−→ ui .
 if i is a breakpoint position then
 R← R∪ {ui−1ai}, S← S ∪ {ai+1 . . . am}, ∆←∅, and update t by
splitting the leaf node ui .
 else if (ui−1, ai) < ∆ then
 ∆← ∆∪ {(ui−1, ai)}.
 end
 end
 end
 until the teacher returns “yes” on an equivalence query with A′t.
 return A′t.
In summary, we obtain the following result. Again, let us remind the reader that
we consider the original active learning setting but not the case that the learning is
stopped prematurely.
Theorem .. Given a teacher for a regular target language L ⊆ Σ∗, Algorithm . learns
a DFA isomorphic to the canonical minimal DFA AL in time polynomial in the size n of
AL and the length m of the longest counterexample returned by the teacher. It asks O(n2)
equivalence queries and O(mn3) membership queries.
Proof. Again, we split the proof in two parts: we first show the correctness of Algo-
rithm . and then estimate the number of queries asked during the learning process.
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Let n = index(∼L).
Correctness We first argue that for every counterexample w = a1 . . . am, there exists
an index i ∈ {1, . . . ,m} such that either i is a breakpoint position or A′t : u0 a1 . . . ai−1−−−−−−−→ ui−1
and δt(ui−1, ai) = ⊥ (i.e., (ui−1, ai) < ∆). To see why, suppose the converse. Then, we
have A′t : u0 w−→ um (since all transitions used in this run are defined). Moreover, since
no i ∈ {1, . . . ,m} is a breakpoint position, the following holds:
u0︸︷︷︸
ε
·a1 . . . am︸  ︷︷  ︸
w
∈ L ⇔ u1 · a2 . . . am ∈ L ⇔ . . . ⇔ um · ε ∈ L.
Thus, w ∈ L if and only if um ∈ L. By definition of Ft, we know that um ∈ Ft if and only
if um · ε ∈ L. Therefore, w ∈ L(A′t)⇔ w ∈ L, which yields a contradiction since w is a
counterexample.
Every time a counterexample is processed, Algorithm . makes progress: it either
splits a leaf node and inserts a new representative into R (i.e., |R| increases by one), or
it adds a new transition and |∆| increases by one. Moreover, we know that |R| ≤ n (since
representatives are pairwise not L-equivalent) and |∆| ≤ n|Σ| (since any DFA with at
most n states over the alphabet Σ contains at most n|Σ| transitions). Note, however,
that we empty ∆ every time a new representative is added to R.
In the worst case, Algorithm . continues asking equivalence queries until |R| = n
and |∆| = n|Σ|. Once these bounds have been reached, we know that all transitions ofA′t
with source u ∈ R lead to states different from ⊥. Thus, ⊥ is unreachable and dropped.
This fact allows us to apply the same arguments as in the proof of Theorem . (on
Page ) to establish that A′t is isomorphic to AL once |R| = n and |∆| = n|Σ|. Then, A′t
passes an equivalence query and Algorithm . terminates.
As with our variant of Angluin’s algorithm, it might happen that a conjecture already
passes an equivalence query at an earlier point in time. In this case, we obtain that A′t
is isomorphic to AL using arguments similar to those in the proof of Theorem ..
Complexity Algorithm . asks at most |R| · |Σ| equivalence queries until a new
representative is added to R. Then, it empties ∆ and starts over learning transitions
until it extends R again. Thus, Algorithm . asks O(n2) equivalence queries in total
because |R| ≤ n, |∆| ≤ n|Σ|, and Σ is assumed to be fixed.
Each equivalence query (except the last) requires a series of membership queries in
order to analyze the counterexample. Since Algorithm . processes counterexamples
linearly “from left to right” (but not using a binary search) and the height of a
classification tree is bounded by n, it takes O(mn) membership queries to analyze each
counterexample. Moreover, it takes O(n2) membership queries to construct a new
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conjecture provided that membership queries are cached (the argument is the same
as for Kearn’s and Vazirani’s original algorithm). Since the number of equivalence
queries is in O(n2), Algorithm . asks O(mn3) membership queries in total.
Finally, let us note that one can perform all operations in time and space polynomial
in the size of the classification tree. As with Kearns and Vazirani’s original algorithm,
it is not hard to verify that the size of a classification tree is linear in n. In addition,
we just showed how to process a counterexample in time O(mn). Thus, Algorithm .
terminates in time polynomial in m and n if implemented properly.
Note the gap in the number of queries between Algorithm . and Algorithm ..
This difference is caused by the fact that Algorithm . drops the knowledge about
transitions it has already learned. However, this more costly approach helps avoiding
the unfavorable behavior of our variant of Angluin’s algorithm.
7.2.3 Results of Learning Strategy Automata
We can now prove the correctness of Algorithm ..
Theorem .. Let G = (A,F) be a labeled safety game over the Σ-arena A and v0 ∈W0.
Then, Algorithm . terminates and returns a strategy automaton A of size |A| ≤ |W0|+ 1
that realizes a winning strategy for Player 0 in G from v0.
Proof of Theorem .. Let G be a labeled safety game, v0 ∈W0 the initial vertex,AG,v0
the canonical strategy automaton, and A the DFA learned by Algorithm ..
The way our teacher for labeled safety games answers queries guarantees that the
learning terminates only if the learner conjectures a winning strategy automaton for
Player 0 inG from vertex v0. If the learning does not terminate early, the learner learns
a strategy automaton that is isomorphic to the minimal DFA accepting L(AG,v0). Since
we apply learning algorithms that produce conjectures of increasing size, we obtain
|A| ≤ |AG,v0 | = |W0|+ 1.
The overall time and space complexity of Algorithm . depends on the choice of
the active learning algorithm; for instance, if we plug in our modification of Kearns
and Vazirani’s algorithm, Algorithm . asks O(mn3) membership queries and O(n2)
equivalence queries (recall that m is the length of the longest counterexample and
n is the size of the minimal DFA accepting the target language). In the present case,
the target language is L(AG,v0) and, hence, n ≤ |W0|+ 1 ≤ |V |+ 1. Moreover, one can
bound m by the size |A × A| of the product of the arena A and the conjecture A
because our teacher computes minimal counterexamples. Since we assume that the
used learning algorithm conjectures DFAs whose size is at most n, we obtain m ≤ |V |2.
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Thus, Algorithm . asks O(|V |4) membership queries and O(|V |2) equivalence queries
in total.
Furthermore, if we assume that the learning algorithm asks membership queries
whose length is bounded by m, which is true for both of our modifications, and by
considering the runtime of the teacher (see Section ..), we obtain an overall runtime
of Algorithm . that is polynomial in |V |.
Finally, note that Algorithm . is designed to terminate as early as possible in
the learning process, which has an additional beneficial effect on the runtime. In our
experiments, which we present next, our prototype indeed learned almost always a
strategy automaton that was smaller than the canonical strategy automaton.
7.3 Experiments and Evaluation
We implemented a C++ prototype of Algorithm . and the teacher of Section ..
based on Libalf. This prototype builds upon Kearns and Vazirani’s original learning
algorithm and implements our modified version thereof. To perform operations on
automata, we used the AMoRE++ automata library [BKK+].
To assess the quality of our prototype, we compared the following five measures:
• The number of vertices of the winning region W0, denoted by |W0|.
• The size of the strategy automaton learned by our prototype using the original
version of Kearns and Vazirani’s algorithm, denoted by |AKV|.
• The size of the strategy automaton learned by our prototype using the modified
version of Kearns and Vazirani’s algorithm of Section .., denoted by |AKV∗ |.
• The size of the minimal DFA accepting L(AG,v0), denoted by |AminG,v0 |. We obtainedAminG,v0 by minimizing the canonical strategy automaton AG,v0 using a standard
DFA minimization procedure (e.g., see Hopcroft and Ullman [HU]).
• The size of the minimized implementation of a positional winning strategy f ,
denoted by |Aminf |, which serves as a proxy for tools such as Gavs+ that do not
take the size of the resulting implementation into account. To compute positional
strategies, we implemented a greedy algorithm that takes the winning region
as input and picks for every Player 0 vertex the smallest action (with respect
to a given order on the actions) that stays inside the winning region. Once this
has been done, we compute the implementation Af , interpret it as a DFA, and
minimize it.
We decided to fall back on our own implementation because invoking Gavs+ produced a large
overhead, which made running the tool too time-consuming.
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Figure .: A safety game and a corresponding winning strategy automaton learned
by our prototype.
We conducted all experiments on an Intel Q quad core CPU with 4 GiB of RAM
running Ubuntu . LTS. Our implementation used a single core, and no experiment
consumed more than 200 MiB of RAM. Since nearly all experiments finished within
less than five minutes, we did not impose any timeout limit.
An Artificial Safety Game
Let us first present an example designed to show that our prototype learns small strat-
egy automata, whereas all other approaches discussed so far produce large solutions.
Consider the {0,1}-labeled safety game G? depicted in Figure .a. The idea of this
game is as follows: starting in v0, Player 1 chooses two bits b0,b1 ∈ {0,1}. Then, it is
Player 0’s turn, who can win by playing the actions a0 = 1, a1 ∈ {b1,1}, and a2 ∈ {b2,1}
in this order ad infinitum. Hence, the winning region of Player 0 consists of all vertices.
Note that Player 1 can influence whether and when Player 0 can play action 0 with his
first moves.
Since Player 1 can decide which part of the arena a play reaches, the automaton
AG? ,v0 covers the whole arena and contains |V | + 1 states. Moreover, the game is
designed such that AG? ,v0 and AminG? ,v0 coincide because AG? ,v0 is already minimal. We
also observe that the greedy algorithm described above produces a positional strategy,
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let us call it f , that plays action 0 whenever possible—we assume the natural order on
the alphabet {0,1}. Thus, both Af and Aminf contain |V |+ 1 states because the strategy
needs to keep track of the exact vertex a finite trace has reached in order to play action
0 whenever possible.
On the other hand, Figure .b depicts the winning strategy automatonAKV∗ learned
by our prototype. This DFA consists of only four states, which is one fourth of the
|V | + 1 = 16 states of AminG? ,v0 , respectively Aminf . Our prototype using Kearns and
Vazirani’s original algorithm always learned the DFA AminG? ,v0 .
Let us finally mention that one can generalize the idea of G? : instead of only two
bits, Player 1 chooses n bits b1, . . . , bn ∈ {0,1}, and Player 0 needs to play the actions
a0 = 1 and, subsequently, a1 ∈ {b1,1} to an ∈ {bn,1} repeatedly in order to win. Again,
both AminG? ,v0 and Aminf are of size |V |+ 1. On the other hand, experiments up to n = 20
showed that our prototype learned strategy automata that have the same structure as
shown in Figure .b and comprise O(log |V |) states (note that the number of vertices
of G? grows exponentially in n).
Random Safety Games
The lack of a standard benchmark suite for labeled safety games made is necessary to
artificially produce examples on which to asses the performance of our prototype. To
this end, we implemented a random generator, which produces labeled safety games
that structurally resemble systems that arise from composing several subsystems. This
generator is parameterized by a number of variables, which influence the shape of
the resulting arenas. The remainder of this section presents our experiments on these
games.
Methodology Our generator constructs labeled safety games over Σ-arenas with
Σ = [m + 1] where m can be an arbitrary natural number. The exact procedure is a
four-step process:
. The generator creates c ∈ N+ components, each of which consist of n ∈ N+ vertices.
All vertices belong to F. A vertex belongs with probability of p0 ∈ [0,1] to V0
and with probability of 1 − p0 to V1. Every vertex has exactly one outgoing
edge pointing into its own component such that every component is strongly
connected. The edges’ actions are chosen uniform randomly from Σ.
. The generator inserts a safe and an unsafe sink-vertex together with self-loops
for every action.
. The generator inserts an edge for every combination of source-vertex and action
provided that no such edge already exists. With a probability of a ∈ [0,1], the
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edge leads to a sink—to the unsafe sink if the source of the edge is a Player 0
vertex or to the safe if the source is a Player 1 vertex. If the edge does not lead to
a sink, the edge leads with a probability of b ∈ [0,1] to a vertex inside another
component and with probability 1− b to a vertex inside the same component; in
both cases, the destination-vertex is chosen uniform randomly.
. The generator chooses v0 uniform randomly from all vertices inside W0.
We generated two benchmark suites. For the first benchmark suite, we fixed the
number of component to c = 5 and varied the size n of the components. For the second
benchmark suite, we fixed the size of the components to n = 25 and varied the number
c of components. For each combination of c and n, we generated 1000 games using the
parametersm = 2 (i.e., Σ = [3]), p0 = 0.5, a = 0.1, and b = 0.2. This choice of parameters
produced arenas in which most edges point to vertices inside the same component
and the winning region of Player 0 covers on average more than half of the arena.
The latter fact makes this kind of games particularly interesting as it permits a large
number of different winning strategies.
Results Figure . (on Page ) presents the results of our experiments; results of
the prototype on the first benchmark suite are shown on the left hand side of the figure,
whereas the results on the second benchmark suite are shown on the right hand side.
The results using Kearns and Vazirani’s original algorithm are not shown because the
prototype nearly always learned AminG,v0 . We averaged the results for each combination
of c and n; thus, each data point in Figure . corresponds to the arithmetic mean of
1000 experiments; by abuse of notation, we denote the arithmetic mean of the values
r1, . . . , rn by r.
Discussion The results on both benchmark suites show a linear dependency between
the independent variable (c, respectively n) and the average size of strategy imple-
mentations. In both cases, implementations of positional strategies do on average not
cover the whole arena but are considerably larger than strategy automata. In the first
benchmark suite, implementations of positional strategies are on average four times
larger than strategy automata. In the second benchmark suite, strategy automata are of
constant size (|AminG,v0 | ≈ 27 and |AKV∗ | ≈ 21.5), whereas implementations of positional
strategies grow with the number of components.
Our prototype using the modified Kearns and Vazirani algorithm nearly always
succeeded in learning strategy automata that have less states than the canonical
strategy automaton. The average size of AKV∗ is about 80 % of the average size of
AminG,v0 in both benchmark suites. However, Kearns and Vazirani’s original algorithm
almost always learned the DFA AminG,v0 . This shows that running a specialized learning
 7 Labeled Safety Games
0 50 100 150 200 250
0
250
500
750
1000
1250
Size n of the component
N
u
m
be
r
of
ve
rt
ic
es
/
st
at
es
Results on benchmark suite one
0 25 50 75 100
0
500
1000
1500
2000
2500
Number c of components
N
u
m
be
r
of
ve
rt
ic
es
/
st
at
es
Results on benchmark suite two
|W0| |Aminf | |AminG,v0 | |AKV∗ |
Figure .: Experimental results of our prototype on random safety games.
algorithm on top of just constructing the canonical strategy automaton is indeed
advantageous.
To conclude, we observed that automata-based strategies yielded considerably
smaller implementations than positional strategies. Furthermore, our prototype nearly
always learned winning strategy automata that are smaller than the strategy imple-
mentations produced by the other considered techniques.
7.4 Conclusion
We considered labeled safety games, in which the players typically need memory to
implement their (winning) strategies. Since computing minimal strategy automata is
hard in this setting, we have developed a polynomial time heuristic, which is based on
active learning in an Angluin setting. We demonstrated through several experiments
with a prototype implementation that our heuristic often produces small winning
strategy automata and performs better than classical approaches based on positional
strategies. A recent study by Ehlers and Moldovan [EM] also demonstrated the
competitiveness of our approach.
To improve the quality of our results further, we have developed domain-specific
modifications of Angluin’s algorithm as well as Kearns and Vazirani’s algorithm. Both
modifications explore transitions on demand rather than by default, as classical active
learning algorithms do. Note that this approach might also be helpful in other settings.
Consider, for instance, the task of learning DFAs for regular expression, say over
the UTF- character set. In this situation, the alphabet is large and it can happen
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that numerous transitions lead to a nonaccepting sink-state. Thus, probing for all
transitions results in a large amount of (unnecessary) membership queries, which one
would clearly want to avoid.
A further opportunity for optimizations, which our modifications do not yet exploit,
is that the target languages of the present setting are prefix-closed. However, besides
straightforward filter operations on membership queries (e.g., not posing membership
queries for prefixes of words already known to be accepting), it is not clear how
an intelligent learning algorithm for prefix-closed languages should be designed.
Nonetheless, prefix-closed languages are not restricted to the present setting and
occur in other areas as well. Thus, an optimized learning algorithm would be of
general interest.
Finally, it would be interesting to investigate how the idea of learning winning
strategies can be lifted to games with more complex winning condition, such as
Büchi, Muller, or parity conditions. Although a technique to “reduce” Muller games
to safety games has recently been presented [NRZ], which in turn allows applying
our techniques to Büchi and parity games as well, the safety game resulting from
this “reduction” can be exponential in the size of the given arena. Thus, a direct
approach seems worthwhile, although it entails the challenge of finding a suitable
representation of winning strategies. A likely candidate might be the class ofω-regular
languages, for which Angluin-style learning algorithms exist (e.g., developed by Maler
and Pnueli [MP] as well as Farzan et al. [FCC+]).
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Conclusion
The objective of this thesis has been to lift the merits of automata learning techniques
to the areas of verification and synthesis. In this context, we explored four application
scenarios that have turned out to be particularly well-suited for automata learning:
Regular Model Checking, quantified invariants of linear data structures, automatic
reachability games, and labeled safety games.
Regular Model Checking We have developed three different kinds of algorithms:
• A white-box algorithm that does not build upon automata learning
• Learning-based semi-black-box algorithms that use active learning to abstract
from the sets of initial and bad configurations (but still need access to the
transducer of the program)
• Learning-based black-box algorithms that obtain their information exclusively
from a teacher (who reasons about the program) and, thus, can also be used if
the program is not given in terms of finite automata (as long as one can construct
an appropriate teacher)
The black-box algorithms are based on the ICE-learning framework, which has recently
been introduced as a general concept for invariant synthesis.
All of these algorithms share the same underlying idea, which is to delegate intricate
and costly calculations to off-the-shelf SAT and SMT solvers. For the semi-black-box
and the black-box algorithms, we have developed two types of learners: the first type
follows the CEGAR principle and progressively refines its abstraction of the program
by means of counterexamples; the second type extends this idea and additionally
leverages Angluin’s algorithm to the present setting.

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To put our algorithms into context, we implemented a prototype and compared
its performance to the established tools Faster and T(o)rmc. Moreover, we applied
our algorithms to two alternative scenarios, namely the problem of finding minimal
separating DFAs and the problem of synthesizing Presburger loop invariants for
While programs.
Quantified invariants of linear data structures We studied the problem of auto-
matically synthesizing universally quantified invariants for programs manipulating
linear data structures such as arrays and lists. To capture such invariants, we modeled
arrays and lists as data words, respectively valuation words. Building upon these no-
tions, we have introduced a novel automaton model, called quantified data automata,
and have developed an active learning algorithm for this type of automata that reduces
the learning task to the task of learning Moore machines.
Since quantified data automata can express undecidable properties of data struc-
tures, we have identified a syntactic restriction called elastic quantified data automata.
These kind of automata still allow expressing interesting properties and can be trans-
lated into the Array Property Fragment (in the case of arrays) or the decidable syntactic
fragment of Strand (in the case of lists), which are both decidable logics. Moreover, we
have developed a procedure, called elastification, which makes it possible to uniquely
abstract from a quantified data automaton to an elastic quantified data automaton.
We embedded our active learning algorithm in a passive learning setting. To this
end, we constructed a teacher who answers queries with respect to a finite sample
consisting of “short” data structures (over a “small”, finite abstraction of the data
domain) that manifest during program executions. The motivation for this approach
is that invariants typically neither depend on the length of an array (or list) nor on
the actual data contained therein and, thus, a small sample of the observed program
behavior is often sufficient to identify an invariant. To demonstrate the effectiveness
of this approach, we implemented a prototype and successfully used it to synthesize
invariants for numerous real-world programs, including device drivers and parts of
the GNU core utilities.
Automatic reachability games In order to study automata learning in the context of
infinite games, we have introduced automatic reachability games, which are classical
reachability games played on arenas whose underlying graphs are automatic.
As a first step, we considered automatic reachability games over finite arenas and
have developed a DFA-based algorithm for computing attractors. This algorithm
follows the same scheme as the classical attractor computation but performs all
operations symbolically by means of DFAs.

In order to solve automatic reachability games over infinite arenas, we have devel-
oped an learning-based algorithm working in an active learning setting that does not
learn the attractor directly but rather the unique fixed point of a certain functional.
This functional allows both constructing a teacher (which uses parts of the algorithm
for automatic reachability games over finite arenas) and applying standard active
learning algorithms.
We implemented a prototype and demonstrated the competitiveness of the DFA-
based attractor computation using a benchmark suite introduced by Alur, Madhusu-
dan, and Nam. Moreover, we extended this suite with a game over an infinite arena in
order to demonstrate the performance of the learning-based algorithm.
Labeled safety games Finally, we considered the task of computing small imple-
mentations of strategies, a task on which not much research has been spent so far. As
concrete scenario, we considered labeled safety games, which are safety games played
on finite arenas whose underlying graphs are deterministically labeled with actions.
Since computing small implementations of strategies is computationally hard in
this context, we have developed a heuristic that exploits a common property of active
learning algorithms, namely that such algorithms produce conjectures of increasing
size. The heuristic builds upon the notion of (winning) strategy automata, which
we have introduced as a means to represent (winning) strategies. The key idea of
our heuristic is to prematurely stop the learning as soon as the learner conjectures a
winning strategy automaton.
As optimizations, we have developed modifications of Angluin’s as well as Kearns
and Vazirani’s learning algorithms, which probe for transitions only when necessary.
Using a prototype implementation, we demonstrated that learning with these modified
algorithms indeed yields smaller implementations of strategies than presently existing
tools, which derive positional winning strategies in a greedy manner.
In conclusion, this thesis proves that automata learning is a powerful tool: not only
have we developed competitive learning-based algorithms for various application
scenarios, but also used automata learning to advance the state of the art in the areas
of verification and synthesis (e.g., ICE-learning, which we have introduced as a novel,
generic approach to invariant generation).
However, automata learning is not a one-size-fits-all solution. In particular, au-
tomata learning relies crucially on a well-suited representation of the considered
problem (usually in terms of regular languages), which makes a careful analysis and
design imperative. An unsuitable encoding, on the other hand, quickly leads to a poor
performance of the learning algorithms and, hence, of the overall algorithm. These
insights are reflected in the following list of future research.
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Open Questions and Future Research
We already discussed future research in the conclusions of Chapters  to . Here, we
summarize some open questions as a guide to future research.
Our algorithms for Regular Model Checking and for solving automatic reachability
games are necessarily incomplete due to the properties of the underlying graphs
(which, in turn, are determined by the underlying transducers). Despite the fact that
(a)synchronous transducers can encode computations of Turing machines, it is not well
understood what kind of (syntactic) properties make a transducer define a “complex”
graph. In connection with automata learning, this gives rise to the following question.
Question . What are nontrivial syntactic properties of a transducer that guarantee
regularity of the target language?
A major contribution of this thesis has been to lift automata learning to the area
of infinite games. In particular, we studied automata learning in the context of (au-
tomatic) reachability games and (labeled) safety games. However, we did not yet
consider other winning conditions, such as Büchi, Muller, or parity conditions. This
immediately leads to the following question.
Question . Can automata learning be applied to the whole class (or at least to an “inter-
esting” subclass) of ω-regular winning conditions?
One can raise a similar question regarding the target concept of learning algorithms.
Since all techniques that we have devised in the present thesis use DFAs as the only
target concept, a natural question is whether the class of deterministic finite automata
is the only tractable target concept.
Question . To what extent can one lift the techniques developed in this thesis to more
expressive automata models?
An answer to this question clearly entails the question of what kind of formal lan-
guages are learnable in general (either actively or passively).
By utilizing the ICE-learning framework, we were able to introduce an active
learning setting for invariant generation in which a teacher can communicate all
information necessary to learn an (unknown) invariant. However, the fact that ICE-
learning is a generic concept gives rise to the question of where else ICE-learning can
be used.
Question . To what (verification) domains can ICE-learning be applied?
We addressed this question to some extent by considering template-based ICE-learning
for numerical constraints and learning of quantified invariants of linear data struc-
tures that we studied in Chapter  [GLMNa, GLMN] (the latter still being an
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elaborate manual task on a per-program basis). Moreover, it would be helpful to
identify properties a domain needs to exhibit in order to allow for the application of
ICE-learning.
A follow-up question is whether the ICE-learning framework can also be used to
directly learn attractors of automatic reachability games (i.e., without making a detour
via learning the fixed point of an auxiliary functional). More generally, it would be
interesting to answer the following question.
Question . Can one lift ICE-learning to the area of infinite games?
This list of open questions shows that there is much interesting work to be done in
the area of automata learning, in particular in the context of verification and synthesis.
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