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Abstract. We classify invariant Lagrangians of the form L(gij , gij,k, gij,kl,DI ,DI,j)
depending at most quadratically on the variables gij,k, gij,kl and DI ,DI,j, where g is
a Lorentz metric and D is a tensor field of arbitrary rank on some smooth manifold.
As a corollary, we prove a conjecture of Bray’s regarding the classification of certain
variational principles with variables a Lorentz metric and an affine connection.
3
1. Introduction
In classical General Relativity, spacetime is described by a Lorentz manifold
(M4, g) satisfying the Einstein equation
G = 8πT, (1.1)
where G is the Einstein curvature tensor G = Ricg − 12Rgg and T is the stress-
energy tensor of the matter fields present.1 While the tensor formula (1.1) provides
one realization of the qualitative principle at the center of GR–that matter curves
spacetime, it’s not clear, at first glance, why this is a more natural choice than, say,
Ric = 8πT , or other formulas relating curvature to matter density. The key reason
G gives the most natural representative of spacetime curvature for these purposes
lies in the standard symmetries of the curvature operator: by the second Bianchi
identity, the divergence of G automatically vanishes in every spacetime–a statement
which, coupled with (1.1), we can view as a conservation principle.
While the fact that div(G) = 0 is an immediate consequence of the second
Bianchi identity, it also follows from a fundamental observation made by Hilbert in
the early days of GR: the Einstein tensor G is the Euler-Lagrange tensor associated
with the action
E(g) =
∫
M
RgdV olg; (1.2)
that is, G is the unique tensor field satisfying
d
dt
∫
K
RgtdV olgt |t=0 = −
∫
K
〈G,h〉gdV olg (1.3)
for all varations gt of g supported in a compact set K ⊂M , where h = ∂gt∂t |t=0 [4].2
In general, for any action of the form
F (g) =
∫
M
fgdV olg
where fg has the coordinate expression fg = |det (gij)|−1/2L(gij , gij,k, gij,kl), it’s
not difficult to see that the Euler-Lagrange tensor (given in each chart (xi) by
Eij = |det (gij)|−1/2(− ∂L∂gij + ∂∂xk ∂L∂gij,k −
∂2
∂xk∂xl
∂L
∂gij,kl
)) is divergence-free [4]. One
key advantage of Hilbert’s formulation of GR is that it provides a natural way of
1By Ricg, I of course mean the Ricci curvature
Ricij = R
k
ijk = dx
k(∇∂k∇∂j∂i −∇∂j∇∂k∂i),
and by Rg its contraction with g, i.e. the scalar curvature.
2Strictly speaking, the total integral E(g) as written is generally not defined in this context, since
our spacetimes are usually taken to be noncompact. Instead, we can think of E(g) as representing
the family of (well-defined) functionals given by integrating the scalar curvature over compact
subsets of spacetime. Similar abuses of notation will occur frequently throughout this discussion.
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coupling a matter field’s equations of motion with the Einstein equation governing
the geometry of the spacetime: if a matter field is described by some “potential”
(r, s)-tensor field A ∈ T rs (M), we consider actions of the form
F (g,A) =
∫
M
(Rg + fg,A)dV olg,
and call a pair (g,A) physical if and only if it is a critical point of F with respect to
compactly supported variations of both g and A. Varying in the g direction yields
the Einstein equation G = 8πT (where we define the stress energy tensor T in a
manner similar to (1.3)–up to a factor of −8π–by replacing Rgt with fgt,A), while
varying in the A direction yields the equations of motion of the matter field–e.g.,
Maxwell’s equations, when A is the one-form describing electromagnetic potential
[4].
Given the success of this Lagrangian formulation of GR, it is natural to ask
how the theory changes when we base our theory not on the Einstein-Hilbert action
(1.2), but on structurally similar functionals of the metric. If we define “struc-
turally similar” actions to be those of the form
∫
M L(gij , gij,k, gij,kl)dV olg, where
L(gij , gij,k, gij,kl) is a coordinate-invariant function depending (affine-)linearly on
the second derivatives of the metric, the answer is largely understood. It was
shown around a century ago by Cartan and Weyl that the space of functions
L(gij , gij,k, gij,kl) satisfying these conditions is spanned by the scalar curvature Rg
and the constant function 1 [7]. Thus, all functionals structurally similar to (1.2) in
the above sense have the form∫
M
(aRg + b)dV olg, (a, b ∈ R) (1.4)
so that, up to scaling (except in the degenerate case a = 0), the associated Euler-
Lagrange tensor has the form
G+Λg (1.5)
for some constant Λ. In recent decades, astrophysicists have observed that a non-
trivial cosmological constant–as the parameter Λ in (1.5) is now known–can account
for the accelerating expansion of the universe, and modifying the classical Einstein-
Hilbert action by adding a small constant term has become one of the most popular
explanations for the phenomenon known as “dark energy” [2].
While the classification of geometric objects subject to certain structural con-
straints is a compelling subject in its own right, the example above illustrates how
these kinds of classification problems can be of direct physical import: by explor-
ing all those theories which are, in some sense, “close to” a standard one, we may
discover a modification that resolves a problem in the original theory.
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In [1], Bray constructs an intriguing model for the gravitational effects of dark
matter by considering functionals F (g,∇) of a Lorentz metric g and an affine con-
nection ∇, given in coordinates by a Lagrangian of the form
L(gij , gij,k,Γijk,Γijk,l) = Quad(gij)(gij,k,Γijk,Γijk,l) (1.6)
–that is, degree-2 polynomials in the variables (gij,k,Γijk,Γijk,l) with coefficients in
the smooth functions of the metric components (gij). Specifically, he shows that the
subset of these which determine a variational principle equivalent to one given by
an action of the form ∫
M
(aRg + b+ c|dγ|2g +Qg(D))dV olg (1.7)
predict a number of cosmological phenomena often attributed to dark matter–most
notably, the spiral patterns found in many disk galaxies [1].3 (Here, following Bray’s
notation, D is the difference tensor
Dijk := Γijk − 1
2
(gik,j + gjk,i − gij,k),
γ is the fully-antisymmetric part of D, and Qg(D) is a coordinate-invariant function
given in coordinates by a quadratic polynomial in (Dijk) with coefficients in the
smooth functions of (gij).) Bray then conjectures that all variational principles
determined by Lagrangians of the form (1.6) are in fact equivalent to one of those
given by the actions (1.7), so that all actions with a polynomial structure similar to
that of (1.7) will yield the same dark matter model.
By replacing the assumption that L take the form (1.6) with the requirement
that L take the more general form4
L(gij , gij,k, gij,kl,Γijk,Γijk,l) = Quad(gij)(gij,k, gij,kl,Γijk,Γijk,l) (1.8)
and satisfy a coordinate invariance condition, we answer this question in the affir-
mative, and establish that, more generally,
Theorem 1.9. (Main Theorem–Paraphrase of Theorem 3.2) Any geometric vari-
ational principle with fields a metric and a tensor field of type (0, r) given by a
coordinate-invariant Lagrangian of the form
L(gij , gij,k, gij,kl,DI ,DI,j) = Quad(gij)(gij,k, gij,kl,DI ,DI,j) (1.10)
3Of course, the Lagrangians of the form (1.6) do not, in fact, include the scalar curvature
Rg, as the scalar curvature depends nontrivially on second derivatives of the metric; however, Rg
differs from a Lagrangian of the given form in each coordinate chart only by a divergence term,
and therefore (by the divergence theorem) determines an equivalent variational principle, with the
caveat that we only consider variations supported in coordinate neighborhoods.
4The reason for allowing the more general structure (1.8) is that it allows us to pass back and
forth between the connection and difference tensor terms without altering the structure of the
Lagrangian.
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is equivalent to one given by a Lagrangian of the form
a+ bRg + c|dγ|2g + Tg(D) +Qg(D),
where Qg(D) = µ
IJ(gab)DIDJ and Tg(D) = η
I(gab)DI are coordinate-invariant
quadratic and linear functions, respectively, of (DI), with coefficients in the smooth
functions of the metric components (gij).
In particular, we deduce that, for all varational principles of the form (1.10), the
only part of D whose dynamics are controlled by the resulting equations of motion
is the fully antisymmetric part γ.
2. Review of Classical Results
In order to introduce many of the techniques that we’ll employ in the proof of
the main theorem, we review here some classical results concerning the classification
of certain families {fg} of smooth functions on Lorentz manifolds (Mn, g), where fg
is described in each coordinate chart by a function L(gij , gij,k, gij,kl) of the metric
and its derivatives. Our proofs of these theorems follow the sketches given by Weyl
in [7], but fill in a number of details often left out of the literature.
As a matter of convenience, we first briefly recall some standard transformation
formulas for the coordinate representations of semi-Riemannian metrics. Let (xi)
and (x˜i) be overlapping coordinate charts on a manifold M , and let g be a semi-
Riemannian metric on M , described in each chart by the components gij and g˜ij ,
respectively. Then, on the overlap of these charts, we have:
g˜ij =
∂xa
∂x˜i
∂xb
∂x˜j
gab, (2.1)
g˜ij,k =
∂xa
∂x˜i
∂xb
∂x˜j
∂xc
∂x˜k
gab,c +
(
∂2xa
∂x˜i∂x˜k
∂xb
∂x˜j
+
∂xa
∂x˜i
∂2xb
∂x˜j∂x˜k
)
gab, (2.2)
and
g˜ij,kl =
∂xa
∂x˜i
∂xb
∂x˜j
∂xc
∂x˜k
∂xd
∂x˜l
gab,cd
+
(
∂2xa
∂x˜i∂x˜l
∂xb
∂x˜j
∂xc
∂x˜k
+
∂xa
∂x˜i
∂2xb
∂x˜j∂x˜l
∂xc
∂x˜k
+
∂xa
∂x˜i
∂xb
∂x˜j
∂2xc
∂x˜k∂x˜l
)
gab,c
+
∂xc
∂x˜l
(
∂2xa
∂x˜i∂x˜k
∂xb
∂x˜j
+
∂xa
∂x˜i
∂2xb
∂x˜j∂x˜k
)
gab,c
+
(
∂2xa
∂x˜i∂x˜k
∂2xb
∂x˜j∂x˜l
+
∂2xa
∂x˜i∂x˜l
∂2xb
∂x˜j∂x˜k
)
gab
+
(
∂3xa
∂x˜i∂x˜k∂x˜l
∂xb
∂x˜j
+
∂xa
∂x˜i
∂3xb
∂x˜j∂x˜k∂x˜l
)
gab.
(2.3)
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Before we can state the results in question, we need to specify the appropriate
domain for these functions L. Those readers most familiar with the calculus of
variations will recognize that the natural domain for the Lagrangians of interest
is the 2-jet bundle J2(E) associated with the bundle Sym2(T ∗M) ⊃ E → M of
nondegenerate symmetric (0, 2)-tensors on an underlying manifold M , so that the
integrand in the associated action is obtained from L simply by composition with
sections of J2(E). However, we avoid this treatment here for two reasons:
a. Taking the domain of L to be J2(E) presupposes the coordinate invariance of
L. For our purposes, it will be more useful to introduce coordinate invariance as an
explicit algebraic condition, rather than a property encoded in the domain.
b. We wish to keep the discussion sufficiently elementary that any reader familiar
with the most basic definitions of semi-Riemannian geometry will be able to follow.
Though jet bundles play a fundamental role in the modern study of the calculus
of variations,5 introducing them here would be a digression that would likely serve
more to confuse than to clarify.
Furthermore, since the Lagrangians of interest do not depend on the base space with
respect to local trivializations of J2(E →M), what follows is in essence a discussion
of how best to coordinatize the space J2(E → Rn)0 of 2-jets at the origin of Rn.
In an obvious way, we can view (gij(p), gij,k(p), gij,kl(p)) as an element of
Vn := (R
n)⊗2 × (Rn)⊗3 × (Rn)⊗4 ∼= Rn2 × Rn3 × Rn4 (making the identification
(wij , wijk, wijkl) = (wijei ⊗ ej , wijkei ⊗ ej ⊗ ek, wijklei ⊗ ej ⊗ ek ⊗ el), where all
indices run from 0 to n − 1 and the standard summation convention is in effect).
Defining
Wn := {(wij , wijk, wijkl) ∈ Vn | det (wij) 6= 0}, (2.4)
we see that (gij(p), gij,k(p), gij,kl(p)) ∈ Wn as well, by the nondegeneracy of the
metric tensor. It’s important that we restrict our attention to functions on Wn
rather than Vn, as most of the functions L(wij , wijk, wijkl) of interest–in particular,
the function L : Wn → R such that L(gij , gij,k, gij,kl) = Rg–employ the inverse of
the matrix (wij) in their construction. We’ll useWn as the domain for our functions
L, largely for reasons of notational convenience. (Because of the symmetries and
signature of the terms (gij), (gij,k), and (gij,kl), we could of course restrict our
attention to smaller domains, but this would be an unnecessary complication, and
would have no effect on the following results.)
With these definitions in place, we can now state the classic result of Cartan
and Weyl regarding the uniqueness of scalar curvature:
5And for a good introduction to jet bundles, we refer the interested reader to [6].
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Theorem 2.5. ([7]) Let L : Wn → R be a smooth function of the form
L(wij , wijk, wijkl) = α
ijkl(wab, wabc)wijkl + β(wab, wabc)
such that, for every Lorentz n-manifold (Mn, g), there exists a (globally-defined)
function fg ∈ C∞(M) satisfying
L(gij , gij,k, gij,kl) = fg (2.6)
in every coordinate chart on M . Then there are constants a, b ∈ R such that fg =
aRg + b for every Lorentz manifold (M
n, g).
Remark 2.7. Since we’re only interested in the restriction of L to the components
of symmetric tensor fields and their derivatives, we can assume without loss of
generality (by considering instead L◦ϕ, where ϕ(wij , wijk, wijkl) = 12 (wij+wji, wijk+
wjik,
1
2(wijkl + wjikl + wijlk +wjilk))) that L satisfies the symmetries
∂L
∂wij
=
∂L
∂wji
,
∂L
∂wijk
=
∂L
∂wjik
, and
∂L
∂wijkl
=
∂L
∂wjikl
=
∂L
∂wijlk
. (2.8)
An important first step in the proof will be to establish coordinate invariance
(in the tensorial sense) of the coefficients αijkl = ∂L∂wijkl ; though the proof of this
lemma is not particularly subtle, we carry it out in full detail below, as we will
employ analogous statements without proof in later sections.
Lemma 2.9. Let L : Wn → R be a smooth function satisfying the invariance
hypothesis (2.6) of Theorem 2.5 and the symmetries (2.8). Then, for every Lorentz
manifold (Mn, g), the relation
∂L
∂wijkl
(gij , gij,k, gij,kl) =
∂xi
∂x˜a
∂xj
∂x˜b
∂xk
∂x˜c
∂xl
∂x˜d
∂L
∂wabcd
(g˜ij , g˜ij,k, g˜ij,kl). (2.10)
holds on the overlap of any two coordinate charts (xi) and (x˜i)–that is, the deriva-
tives ∂L∂wijkl (gij , gij,k, gij,kl) (evaluated at the metric components and their derivatives)
form the components of a (4, 0)-tensor field.
Proof. Let Mn be a manifold admitting a Lorentz metric. Fix an arbitrary point
p ∈ M and a coordinate chart ξ = (xi) defined on a neighborhood of p. For
every coordinate chart ξ˜ = (x˜i) defined on a neighborhood of p, define a map
Φξ˜ :Wn →Wn by
Φξ˜(wij , wijk, wijkl) = (w˜ij , w˜ijk, w˜ijkl),
where (w˜ij , w˜ij,k, w˜ij,kl) is given by equations (2.1), (2.2), and (2.3) (replacing g with
w and evaluating the derivatives of ξ ◦ ξ˜−1 at p), so that, if T is any (0,2)-tensor
field on M , we have
Φξ˜(Tij(p), Tij,k(p), Tij,kl(p)) = (T˜ij(p), T˜ij,k(p), T˜ij,kl(p)).
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Then, for any Lorentz metric g on M , it follows from the hypotheses of Theorem
2.5 that
L ◦ Φξ˜(gij(p), gij,k(p), gij,kl(p)) = fg(p) = L(gij(p), gij,k(p), gij,kl(p)). (2.11)
Fix some Lorentz metric g onM . For any (cijkl) ∈ (Rn)⊗4 satsifying the symmetries
cijkl = cjikl = cijlk, it’s easy to construct another Lorentz metric h on M such that
(hij(p), hij,k(p), hij,kl(p)) = (gij(p), gij,k(p), cijkl),
and thus, applying (2.11) to the metric h, it follows that
L ◦ Φξ˜(gij(p), gij,k(p), cijkl) = L(gij(p), gij,k(p), cijkl)
for all such (cijkl). Consequently, setting eijkl := ei ⊗ ej ⊗ ek ⊗ el ∈ (Rn)⊗4 and
defining vijkl :=
1
4(eijkl + ejikl + eijlk + ejilk), we have
L ◦ Φξ˜(gij(p), gij,k(p), gij,kl(p) + tvijkl) = L(gij(p), gij,k(p), gij,kl(p) + tvijkl) (2.12)
for all t ∈ R. Differentiating (2.12) in t, we obtain (setting x = (gij(p), gij,k(p), gij,kl(p))
for convenience)
DvijklL(x) = Dvijkl(L ◦ Φξ˜)(x)
=
∂L
∂wab
(Φξ˜(x))Dvijkl w˜ab(x) +
∂L
∂wabc
(Φξ˜(x))Dvijkl w˜abc(x)
+
∂L
∂wabcd
(Φξ˜(x))Dvijkl w˜abcd(x)
=
∂L
∂wabcd
(Φξ˜(x))Dvijkl w˜abcd(x)
=
1
4
(
∂L
∂wabcd
(Φξ˜(x))
∂w˜abcd
∂wijkl
(x) + · · ·+ ∂L
∂wabcd
(Φξ˜(x))
∂w˜abcd
∂wjilk
(x)
)
(by (2.8)) =
1
4
(
∂L
∂wabcd
(Φξ˜(x))
∂w˜abcd
∂wijkl
(x) + · · ·+ ∂L
∂wbadc
(Φξ˜(x))
∂w˜abcd
∂wjilk
(x)
)
=
1
4
(
∂L
∂wabcd
(Φξ˜(x))
∂w˜abcd
∂wijkl
(x) + · · ·+ ∂L
∂wabcd
(Φξ˜(x))
∂w˜badc
∂wjilk
(x)
)
(by (2.3)) =
∂L
∂wabcd
(Φξ˜(x))
∂xi
∂x˜a
(p)
∂xj
∂x˜b
(p)
∂xk
∂x˜c
(p)
∂xl
∂x˜d
(p).
Finally, since Dvijkl =
1
4
(
∂
∂wijkl
+ ∂∂wjikl +
∂
∂wijlk
+ ∂∂wjilk
)
, the relations above, to-
gether with the symmetries (2.8) give us
∂L
∂wijkl
(gij(p), gij,k(p), gij,kl(p)) = Dvijkl(gij(p), gij,k(p), gij,kl(p))
=
∂xi
∂x˜a
(p)
∂xj
∂x˜b
(p)
∂xk
∂x˜c
(p)
∂xl
∂x˜d
(p)
∂L
∂wabcd
(g˜ij(p), g˜ij,k(p), g˜ij,kl(p)),
as desired.
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Remark 2.13. By a slight extension of the above argument, we can show that,
for any tensor-valued function F :Wn → (Rn)⊗r ⊗ (Rn)⊗s satisfying the invariance
hypothesis
F IJ (gij , gij,k, gij,kl) = (Tg)
I
J (Tg a fixed (r, s)-tensor field) in all coordinates on M,
(2.14)
the derivatives ∂F∂wijkl (gij , gij,k, gij,kl) give the components of a type (r + 4, s)-tensor
field for every Lorentz manifold (Mn, g). In particular, it follows by induction
that, for a function L satisfying the hypotheses of Lemma 2.9, the derivatives
∂pL
∂wi1j1k1l1 ···∂wipjpkplp
(gij , gij,k, gij,kl) form the components of a type (4p, 0)-tensor field.
For the functions of interest in Theorem 2.5, this is of course irrelevant, since all
such higher derivatives vanish, but this generalization (particularly the case p = 2)
will be useful in establishing other results in the sequel.
Before proving Theorem 2.5, let’s fix notation and recall some standard con-
structions from semi-Riemannian geometry. (See, e.g., [5].)
Definition 2.15. Let p be a point in a semi-Riemannian manifold (Mn, g). A
coordinate system ξ : U → Rn defined on a neighborhood U ⊂ M of p is said
to be normal at p if ξ(p) = 0 and gij,k(p) = 0 in these coordinates (equivalently,
if the Christoffel symbols Γkij of the Levi-Civita connection vanish at p). More-
over, if (Mn, g) is a Lorentz manifold and ξ is a normal coordinate system at p for
which gij(p) = ηij (where ηij is the ijth component of the diagonal n × n matrix
diag(−1, 1, 1, . . . , 1)), then we’ll call ξ a Lorentz normal coordinate system at p.
The exponential map can always be used to construct normal coordinates at any
point on a semi-Riemannian manifold, and the existence of Lorentz normal coordi-
nates at each point of a Lorentz manifold follows by applying an appropriate linear
coordinate transformation (or simply starting from an orthonormal basis on TpM).
These coordinates will play an essential role in the following proof, which closely
follows Weyl’s original argument in [7].
Proof of Theorem 2.5. Without loss of generality (see Remark 2.7), assume that L
satisfies the symmetries (2.8). Define constants b and aijkl ∈ R by
b := β(ηab, 0) and a
ijkl := αijkl(ηab, 0), (with (ηab) ∈ Rn2 defined as before, and 0 ∈ Rn3)
so that for any point p in a Lorentz manifold (Mn, g), in any Lorentz normal coor-
dinate system at p, we have
fg(p) = L(gij(p), gij,k(p), gij,kl(p)) = a
ijklgij,kl(p) + b.
Now we just need to show that the constants aijkl automatically satisfy aijklgij,kl(p) =
aRg(p) in all normal coordinate systems, for some a ∈ R.
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For completeness, let’s begin by recalling the form of the scalar curvature Rg(p)
of a Lorentz manifold (Mn, g) in Lorentz normal coordinates at p ∈ M . Letting ∇
denote the Levi-Civita connection induced by the metric g, the Riemann curvature
is given in Lorentz normal coordinates at a point p by
Rijkl(p) = dx
i(∇∂l∇∂k∂j −∇∂k∇∂l∂j)(p)
= dxi(∇∂l(Γrkj∂r)−∇∂k(Γrjl∂r))(p)
= dxi(
∂Γrkj
∂xl
∂r + Γ
r
kjΓ
s
rl∂s −
∂Γrjl
∂xk
∂r − ΓrjlΓsrk∂s)(p)
=
∂Γijk
∂xl
(p)− ∂Γ
i
jl
∂xk
(p)
=
∂
∂xl
(
1
2
gia(gja,k + gka,j − gjk,a))(p)− ∂
∂xk
(
1
2
gia(gja,l + gla,j − gjl,a))(p)
=
1
2
gia(p)(gja,kl + gka,jl − gjk,al − gja,lk − gla,jk + gjl,ak)(p),
since ∂g
ij
∂xk
(p) = ∂g
ij
∂gab
(p)gab,k(p) = 0 in normal coordinates at p. Hence,
R(p) = gjk(p)Rijki(p)
=
1
2
gjk(p)gia(p)(gja,ki + gka,ji − gjk,ai − gja,ik − gia,jk + gji,ak)(p)
=
1
2
gjk(p)gia(p)(2gij,ka − 2gia,jk),
and since gij(p) = ηij in normal coordinates, we have
R(p) = ηjkηil(gij,lk − gil,jk) = ǫiǫj(gij,ij − gii,jj), (2.16)
where (ǫ0, ǫ1, . . . , ǫn−1) = (−1, 1, . . . , 1). (In general, if the metric g has signature
(ǫ1, . . . , ǫn) = (−1, . . . ,−1, 1, . . . , 1), we can choose normal coordinates at p in which
gij(p) = ǫiδij , and the above computation still holds.)
Now, fix an arbitrary Lorentz manifold (Mn, g), and let (xi) be a Lorentz normal
coordinate system at a point p ∈ M . Given (cijkl) = (cijkl) ∈ (Rn)⊗4 satisfying
cijkl = c
i
kjl = c
i
jlk, the inverse function theorem guarantees the existence of a smooth
coordinate system (x˜i) with x˜i(p) = 0, defined implicitly on a neighborhood of p by
xi = x˜i +
1
6
ηiac
a
jklx˜
j x˜kx˜l.
Since x˜i(p) = xi(p) = 0, we easily compute
∂xi
∂x˜j
(p) = δij ,
∂2xi
∂x˜j∂x˜k
(p) = 0, and
∂3xi
∂x˜j∂x˜k∂x˜l
(p) = ηiac
a
jkl. (2.17)
Letting g˜ij denote the metric components with respect to the coordinates (x˜
i) and
applying (2.17) to the transformation formulas (2.1), (2.2), and (2.3), we obtain
g˜ij(p) = gij(p) = ηij , g˜ij,k(p) = gij,k(p) = 0, and (2.18)
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g˜ij,kl = gij,kl(p) + (ηacc
c
iklδ
b
j + ηbcδ
a
i c
c
jkl)ηab = gij,kl(p) + c
j
ikl + c
i
jkl. (2.19)
From the relations (2.18), we know that (x˜i) is a Lorentz normal coordinate system
at p, and it therefore follows from (2.19) that
aijklgij,kl(p) + b = fg(p) = a
ijklg˜ij,kl(p) + b = a
ijkl(gij,kl(p) + c
j
ikl + c
i
jkl) + b.
Thus, the coefficients aijkl must satisfy
aijkl(cjikl + c
i
jkl) = 0,
and since aijkl = ∂L∂wijkl (ηab, 0), it follows from (2.8) that
aijkl = ajikl = aijlk, (2.20)
and consequently,
0 = aijklcjikl + a
ijklcijkl = a
jiklc
j
ikl + a
ijklcijkl = 2a
ijklcijkl. (2.21)
Given 0 ≤ i, j, k, l ≤ n− 1, define (crstu) ∈ R⊗4 by
cijkl = c
i
kjl = c
i
jlk = c
i
lkj = c
i
klj = c
i
ljk = 1 and c
r
stu = 0 otherwise.
Applying (2.21) to this choice of (crstu) then yields
aijkl + aikjl + aijlk + ailkj + ailjk + aiklj = 0,
and therefore, by (2.20),
aijkl + ailjk + aikjl = 0. (2.22)
In particular, taking j = k = l in (2.22), we obtain
aijjj = ajijj = 0,
and for the case i = j = l, it then follows that
aiiki + aiiik + aikii = 2aiiki + 0 = 2aiiki = 0.
Thus, we see that aijkl = 0 whenever any integer occurs three or more times in
the multi-index ijkl. Put another way, if–following [3]–we denote by degm(I) the
number of times an integer m occurs in a multi-index I, we conclude that
aijkl = 0 if degm(ijkl) ≥ 3 for some 0 ≤ m ≤ n− 1. (2.23)
Moreover, taking i = k, j = l in (2.22), we see that aijij+aijji+aiijj = 2aijij+aiijj =
0, so
aiijj = −2aijij. (2.24)
13
The full utility of this statement will become clear momentarily, but already we have
the immediate consequence that aiijj = ajjii.
Now, for any A ∈ GLnR, it’s easy to see (by (2.2)) that (xi) := (A−1)ijxj is
another normal coordinate system at p. If, moreover, A ∈ O(1, n− 1), then, letting
gij denote the metric components with respect to (x
i), the transformation formula
(2.1) gives us
gij(p) =
∂xa
∂xi
(p)
∂xb
∂xj
(p)gab(p) = A
a
iA
b
jηab = ηij ,
so (xi) is Lorentz normal at p. In particular, since αijkl(wij , wijk) =
∂L
∂wijkl
(wij , wijk, wijkl),
it follows that
∂L
∂wijkl
(gij(p), gij,k(p), gij,kl(p)) =
∂L
∂wijkl
(gij(p), gij,k(p), gij,kl(p)) = a
ijkl,
and applying the tensoriality relation (2.10) of Lemma 2.9 yields
aijkl =
∂xi
∂xa
(p)
∂xj
∂xb
(p)
∂xk
∂xc
(p)
∂xl
∂xd
(p)aabcd = AiaA
j
bA
k
cA
l
da
abcd. (2.25)
The Lorentz invariance (2.25) will be tremendously valuable in narrowing the
field of candidates for L. To begin exploiting this, consider the family of Lorentz
transformations Am (0 ≤ m ≤ n− 1) given on the standard basis {e0, . . . , en−1} for
R
1,n−1 by
Amem = −em, and Amei = ei for i 6= m.
Applying (2.25) to the transformations Am gives
aijkl = (−1)degm(ijkl)aijkl.
In particular, it follows that aijkl = −aijkl = 0 whenever degm(ijkl) is odd for any
0 ≤ m ≤ n− 1, so
arstu = 0 unless (rstu) = (iijj), (ijij), or (ijji) for some 0 ≤ i 6= j ≤ n−1 (2.26)
(where the requirement that i 6= j follows from the earlier statement (2.23)). Thus,
we have
fg(p)−b = Σi 6=j(aijijgij,ij(p)+aijjigij,ji(p)+aiijjgii,jj(p)) = Σi 6=j(2aijijgij,ij(p)+aiijjgii,jj(p)),
and, by (2.24), this gives us
fg(p)− b = Σi 6=j(−aiijjgij,ij(p)− aiijjgii,jj(p)) = −Σi,jaiijj(gij,ij(p)− gii,jj(p)).
(2.27)
We can now easily dispatch with the case n = 2: in this case, (2.27) gives us
fg(p)− b = −a0011(g01,01(p)− g00,11(p))− a1100(g10,10(p)− g11,00(p)),
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and it follows immediately by comparison with (2.16) that
fg(p) = aRg(p) + b,
where a := a0011 = a1100.
Assume now that n > 2. For any permutation σ of {0, 1, . . . , n − 1} fixing 0,
the matrix Aσ ∈ GLnR whose only nonzero entries are Aiσ(i) = 1 clearly gives an
element of O(n− 1) ⊂ O(1, n − 1). Applying (2.25) to Aσ yields
aijkl = aσ(i)σ(j)σ(k)σ(l) , (2.28)
In particular, it follows that, whenever n − 1 ≥ i 6= j > 0, we have aii00 = a00ii =
a0011, and aiijj = a1122. Making these substitutions in (2.27) now gives us
fg(p)−b = −a0011Σj(g0j,0j(p)−g00,jj(p)+gj0,j0(p)−gjj,00(p))−a1122Σi,j>0(gij,ij(p)−gii,jj(p)).
(2.29)
(Note that the positive definite case would be complete at this point.)
Finally, consider the prototypical boost A ∈ O(1, n−1) given by A00 = A11 =
√
2,
A10 = A
0
1 = 1, and A
i
j = δ
i
j outside of this 2 × 2 block. Applying (2.25) to this
transformation and examining the term a0022, we see that
a0022 = 2a0022 +
√
2a1022 +
√
2a0122 + a1122 = 2a0022 + a1122,
so a1122 = −a0022. By (2.28), it follows that a0011 = −a1122 as well, so (2.29) now
gives us
fg(p)− b = −a0011Σj>0(g0j,0j(p)− g00,jj(p) + gj0,j0(p)− gjj,00(p))
+a0011Σi,j>0(gij,ij(p)− gii,jj(p)))
= a0011Σi 6=jǫiǫj(gij,ij(p)− gii,jj(p))
= a0011ǫiǫj(gij,ij(p)− gii,jj(p)).
Thus, setting a = a0011 and comparing the above relation with (2.16), we conclude
that
fg(p) = aRg(p) + b,
as desired.
Remark 2.30. To extend this proof to metrics of signature (−1, . . . ,−1, 1, . . . , 1),
the only additional step necessary is to consider those elements of the associated
isometry group O(p, q) which permute timelike standard basis vectors, and arrive
at the obvious analog of (2.28).
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If we were purely interested in identifying cousins of the Einstein-Hilbert action,
then Theorem 2.5 certainly gives us a good start. But the real appeal (historically)
of the Einstein-Hilbert action lies in the fact that the associated Euler-Lagrange
equations can be written in the form E(g) = 0, where, for every Lorentz manifold
(Mn, g), E(g) is a divergence-free (2, 0)-tensor built out of curvature terms (namely,
the Einstein tensor Gij := Ricij − 12Rgij). An obvious next step, then, is to classify
all tensors resembling the Einstein tensor. And here, we find a nice analog of the
previous theorem, also due to Cartan and Weyl:
Theorem 2.31. ([7]) Let T = (T ij) : Wn → (Rn)⊗2 be a smooth function (each
real-valued component T ij is smooth) of the form
T ij(wij , wijk, wijkl) = α
ijklmp(wab, wabc)wklmp + β
ij(wab, wabc)
with the property that, for every Lorentz n-manifold (Mn, g), ∃ a (2,0)-tensor field
E(g) ∈ T 20 (M) such that T ij(gij , gij,k, gij,kl) = Eij(g) in every coordinate chart
ξ : U ⊆M → Rn. Suppose, moreover, that αijklmp = αjiklmp and βij = βji (so that
E(g) is symmetric). Then for every Lorentz (Mn, g), Eij(g) = aRicij + (bR+ c)gij
for some constants a, b, c ∈ R. Furthermore, if the tensor E(g) is divergence free
for each (Mn, g), it follows that E(g) is a linear combination of the Einstein tensor
Gij and the (inverse) metric gij .
Proof. The proof is a modification of our proof of Theorem 2.5. First, recall (from
the expressions we obtained for the Riemann curvature tensor in the proof of the
previous theorem) that, in a Lorentz normal coordinate system at a point p ∈ M ,
the Ricci tensor Ricij(p) of a Lorentz manifold (Mn, g) is given by
Ricij(p) = ηirηjs
1
2
ηka(gsa,rk + gra,sk + gsk,ar − gsr,ak − gsa,kr − gka,sr)(p)
=
1
2
ǫiǫjǫk(gjk,ik + gik,jk + gjk,ki − gji,kk − gjk,ki − gkk,ji)(p)
=
1
2
ǫiǫjǫk(gik,jk + gjk,ik − gij,kk − gkk,ij)(p),
and, by (2.16),
R(p)gij(p) = ǫkǫl(gkl,kl − gkk,ll)(p)ηij .
As in the scalar case, we can assume without loss of generality that the deriva-
tives of T satisfy the symmetries
∂T ab
∂wij
=
∂T ab
∂wji
,
∂T ab
∂wijk
=
∂T ab
∂wjik
,
∂T ab
∂wijkl
=
∂T ab
∂wjikl
=
∂T ab
∂wijlk
=
∂T ab
∂wjilk
. (2.32)
And by an argument identical to the proof of Lemma 2.9, it’s easy to see that, for
any Lorentz n-fold (M,g), on the overlap of any two coordinate charts (xi) and (x˜i),
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we have
∂T ij
∂wklmp
(gij , gij,k, gij,kl) =
∂xi
∂x˜a
∂xj
∂x˜b
∂xk
∂x˜c
∂xl
∂x˜d
∂xm
∂x˜e
∂xp
∂x˜f
∂T ab
∂wcdef
(g˜ij , g˜ij,k, g˜ij,kl), (2.33)
(since T ij(gij , gij,k, gij,kl) = E
ij(g) = ∂x
i
∂x˜a
∂xj
∂x˜b
E˜ab(g) = ∂x
i
∂x˜b
∂xj
∂x˜b
T ab(g˜ij , g˜ij,k, g˜ij,kl)).
Now, set aijklmp = αijklmp(ηab, 0) and b
ij = βij(ηab, 0), so that
Eij(g)(p) = aijklmpgkl,mp(p) + b
ij
in Lorentz normal coordinates at a point p of any Lorentz manifold (Mn, g). Then
aijklmp = aijlkmp = aijklpm = aijlkpm, (2.34)
by (2.32), and for any A ∈ O(1, n − 1), it follows from (2.33) that
AirA
j
sA
k
tA
l
uA
m
v A
p
wa
rstuvw = aijklmp. (2.35)
Moreover, by the same argument we used in the proof of Theorem 2.5 to obtain
(2.22), we again have
aijklmp + aijkmlp + aijkpml + aijklpm + aijkmpl + aijkplm = 0, (2.36)
so (by (2.32)) aijklmp + aijkmpl + aijkplm = 0, (2.37)
and consequently
aijklmp = 0 if degm(klmp) > 2 for any 0 ≤ m ≤ n− 1, (2.38)
as before.
As in the proof of Theorem 2.5, we can use the Lorentz invariance (2.35) of the
terms aijklmp to conclude that
aijklmp = 0 whenever degm(ijklmp) is odd for any 0 ≤ m ≤ n− 1. (2.39)
When i 6= j, this implies that aijklmp = 0 unless
(klmp) = (ijrr), (irjr), (irrj), (jirr),
(rijr), (rirj), (jrir), (rjir),
(rrij), (jrri), (rjri), or (rrji)
for some 0 ≤ r ≤ n − 1; furthermore (2.38) implies that aijklmp will vanish if this
r = i or j (so immediately we see that aijklmp = 0 whenever i 6= j in the case n = 2).
By the symmetries (2.34), we already know that aijijkk = aijjikk, aijkkij = aijkkji,
aijikjk = aijikkj = aijkijk = aijkikj, and aijjkik = aijkjik = aijjkki = aijkjki. And
from the symmetries (2.37), we see that
aijijkk + 2aijikjk = aijijkk + aijikjk + aijikkj = 0,
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so 2aijikjk = −aijijkk = −aijjikk = 2aijjkik, and consequently
aijkkij−aijijkk = aijkkij+2aijikjk = aijkkij+aijikjk+aijjkik = aijkkij+aijkijk+aijkjki = 0,
by (2.37). We’ve now shown that aijkkij = aijijkk = −2aijikjk = −2aijjkik, and
combining this with the other properties we’ve derived so far, we see already that
aijklmpgkl,mp(p) = Σk 6=i,j(2a
ijijkkgij,kk + 2a
ijkkijgkk,ij + 4a
ijikjkgik,jk + 4a
ijjkikgjk,ik)(p)
= −2Σk 6=i,jaijijkk(gik,jk + gjk,ik − gij,kk − gkk,ij)(p).
–a promising form for something we wish to show is a component of the Ricci tensor.
Next, by applying the Lorentz invariance (2.35) to the permutations Aσ ∈
Sn−1 ⊂ O(1, n − 1) and the prototypical boost from the proof of Theorem 2.5, it’s
easy to check that (still with the stipulation that i 6= j), for all 0 ≤ k, l ≤ n − 1
different from i and j, we have aijijkk = aijijll when k, l > 0, and aijijkk = −aijij00
when k (as well as i, j) is positive. Hence,
aijklmpgkl,mp(p) = 2a
ijij00Σk 6=i,j(gik,jk + gjk,ik − gij,kk − gkk,ij)(p)
when i, j > 0, and
a0jklmpgkl,mp(p) = −a0j0jrrΣk 6=0,j(g0k,jk + gjk,0k − g0j,kk − gkk,0j)(p)
when j > 0 and r ∈ {1, . . . , n− 1} is any index different from 0 and j.
By another application of the same Lorentz invariance arguments, we observe, more-
over, that aijij00 = aklkl00 when i, j, k, l > 0, and a020211 = a121200. Thus, letting
a = 4a020211, we can indeed conclude that
aijklmpgkl,mp(p) = aǫiǫjΣk 6=i,jǫk(gik,jk+gjk,ik−gij,kk−gkk,ij)(p) = aRicij(p) (2.40)
when i 6= j.
Now, let bijklmp denote the unique constants satisfying the symmetries (2.34)
such that
aRicij(p) = bijklmpgkl,mp(p)
in any Lorentz normal coordinate system at a point p of any Lorentz manifold
(Mn, g). Setting cijklmp := aijklmp − bijklmp, we note that the terms cijklmp satisfy
the same symmetries as aijklmp, including the Lorentz invariance (2.35); and, by
(2.40), it’s clear that cijklmp = 0 whenever i 6= j.
For simplicity, assume that n > 2 for the remainder of the argument (as usual,
the n = 2 case can be dispensed with fairly easily, so we’ll leave it to the reader).
Since cijklmp satisfies both (2.35) and (2.38), now-familiar arguments show that the
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only nonvanishing terms ciiklmp are those of the forms ciijjkk or ciijkjk = ciijkkj,
where j 6= k,
ciijjkk = −2ciijkjk = −2ciikjkj = ciikkjj,
ciijjkk = cσ(i)σ(i)σ(j)σ(j)σ(k)σ(k) for any automorphism σ of {0, 1, . . . , n− 1} fixing 0,
and ciijjkk = −ciijj00 if i, j, and k are all distinct and positive.
(Likewise, ciijjkk = −c00jjkk when i, j, k ∈ {0, 1, . . . , n−1} are distinct and positive).
Consequently, we see that
ciiklmpgkl,mp(p) = c
iijjkk(gjj,kk − gjk,jk)(p)
= c111122Σk 6=iǫk(gii,kk − gik,ik + gkk,ii − gik,ik)(p)− c110022Σj,k 6=iǫjǫk(gjj,kk − gjk,jk)(p)
when i > 0, and
c00klmpgkl,mp(p) = c
000022Σk>0(g00,kk−g0k,0k+gkk,00−g0k,0k)(p)+c001122Σj,k>0ǫjǫk(gjj,kk−gjk,jk)(p).
Finally, by yet another application of the invariance of cijklmp under the action of
the boost from the proof Theorem 2.5, we obtain
c000022 = 4c000022 + 2c001122 + 2c110022 + c111122, (2.41)
c111122 = 4c111122 + 2c110022 + 2c001122 + c000022, (2.42)
c001122 = 4c001122 + 2c000022 + 2c111122 + c110022, (2.43)
and c110022 = 4c110022 + 2c111122 + 2c000022 + c001122. (2.44)
Taking the difference of (2.41) and (2.42) yields c000022 = c111122, and it follows
similarly from (2.43) and (2.44) that c110022 = c001122. Finally, applying these
equalities to (2.41), we see that c000022 = −c001122 as well, so
ciiklmpgkl,mp(p) = c
111122ǫjǫk(gjj,kk − gjk,jk)(p) when i > 0,
and c00klmpgkl,mp(p) = −c111122ǫjǫk(gjj,kk − gjk,jk)(p).
Thus, setting b = −c111122, we have
cijklmpgkl,mp(p) = bǫkǫl(gkl,kl − gkk,ll)(p)ηij = bR(p)gij(p).
Since we’ve now shown that aijklmpgkl,mp(p) = aRic
ij(p) + bR(p)gij(p) in nor-
mal coordinates, it follows readily that the terms bij satisfy the Lorentz invariance
AirA
j
sb
rs = bij (A ∈ O(1, n − 1)), and a quick application of the usual arguments
yields bij = b11ηij = cg
ij(p) (where c := b11). Thus,
aijklmpgkl,mp(p) + b
ij = aRicij(p) + bR(p)gij(p) + cgij(p)
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in any normal coordinate system, so indeed,
Eij(g) = aRicij + bRgij + cgij ,
as desired.
That E(g) is divergence-free (for every g) precisely when it is a linear combi-
nation of the metric and the Einstein tensor G = Ric − 12Rg now follows from the
trivial observation that Rg is divergence-free precisely when R is constant.
When n ≤ 4, a combinatorial argument due to Lovelock reveals that the conclu-
sion of Theorem 2.31 still holds if we replace the linearity assumption ∂
2T ij
∂wijkl∂wmpqr
=
0 with the requirement that E(g) be divergence-free (see Chapter 8 of [4]). This
works because the divergence-free requirement introduces more symmetries to the
derivatives of T ij, which together imply ∂
2T ij
∂wijkl∂wmpqr
= 0 in dimension < 5, via the
pigeonhole principle. Hence, in the dimensions of interest in General Relativity, the
only divergence-free tensors that are functions of the metric components and their
first and second derivatives are those of the form aG+ bg.
3. Low-Order Lagrangians of the Metric and a Matter Field
With an understanding of the classical results, we’re now prepared to prove our
main theorem, from which the conclusion of Bray’s conjecture follows easily.
We now take the domain of our Lagrangians to be Y mn = Wn × (Rn)⊗m ×
(Rn)⊗(m+1), where Wn is still given by (2.4). For a function L : Y
m
n → R, the
statement that L has the algebraic form (1.8) can be stated more clearly as follows:
DuDvDwL = 0 ∀u, v, w ∈ 0× (Rn)⊗3× (Rn)⊗4× (Rn)⊗m× (Rn)⊗m+1 ⊂ Y mn . (3.1)
With these definitions in place, we are now in a position to state our result:
Theorem 3.2. (Main Theorem) Let L : Y mn → R be a smooth function satisfying
(3.1) and suppose that, for every triple (Mn, g,D) (where g is a Lorentz metric and
D is a type (0,m)-tensor on M), ∃ fg,D ∈ C∞(M) such that
L(gij , gij,k, gij,kl,Di1···im ,Di1···im,k) = fg,D
in all coordinate systems on M . Then there are constants a, b, c ∈ R, a quadratic
invariant Qg(D) = µ
IJ(gab)DIDJ , an invariant trace term Tg(D), and a divergence
term Bdg(D) such that
fg,D = a+ bRg + c|dγ|2g +Qg(D) + Tg(D) +Bdg(D)
for all triples (M,g,D) (where dγ is the exterior derivative of the m-form γi1···im =
1
m!Σσ∈Smsgn(σ)Diσ(1)···iσ(m)).
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Remark 3.3. Once again, by replacing L with the function L ◦φ, where φ : Y mn →
Y mn is given by
φ(xij , xijk, xijkl, yI , yI,j) = (
1
2
(xij+xji),
1
2
(xijk+xjik),
1
4
(xijkl+xjikl+xijlk+xjilk), yI , yI,j),
we can assume without loss of generality that L satisfies the obvious symmetries
DvL = Dφ(v)L; DvDuL = Dφ(v)Dφ(u)L for u, v ∈ Y mn . (3.4)
Remark 3.5. Note that the result extends immediately to the case where D takes
values in type (r, s)-tensor fields, since the raising and lowering of indices is a 0th-
order operation in the metric.
Once we’ve established the main theorem, it’s not difficult to see how the result of
Bray’s conjecture follows:
Corollary 3.6. (Bray’s Conjecture) Let L : Y mn → R be a smooth function satisfying
(3.1) such that, for every triple (Mn, g,∇) (∇ an affine connection on TM), ∃
fg,∇ ∈ C∞(M) such that
L(gij , gij,k, gij,kl,Γijk,Γijk,l) = fg,∇
in all coordinates on M . Then there are constants a, b, c ∈ R, a quadratic invariant
Qg(D) = µ
IJ(gab)DIDJ , and a divergence term Bdg(D) such that
fg,∇ = a+ bRg + c|dγ|2g +Qg(D) +Bdg(D)
for all triples (M,g,∇) (where Dijk = Γijk− 12(gjk,i+ gik,j − gij,k) and γ is the fully
antisymmetric part of D).
Proof of Corollary 3.6 (Assuming Theorem 3.2). Given such a function L, define
another function L˜ : Y mn → R by
L˜(xij , xijk, xijkl, yijk, yijkl) = L(xij , xijk, xijkl, yijk+
1
2
(xjki+xikj−xijk), yijkl+1
2
(xjkil+xikjl−xijkl)),
so that
L˜(gij , gij,k, gij,kl,Dijk,Dijk,l) = L(gij , gij,k, gij,kl,Γijk,Γijk,l) = fg,∇,
where ∇ is the connection that differs from the Levi-Civita connection ∇g by the
tensor D. L˜ then clearly satisfies the hypotheses of Theorem 3.2 in the case m = 3
with fg,D = fg,∇, so fg,∇ has the form
fg,∇ = a+ bRg + c|dγ|2g +Qg(D) + Tg(D) +Bdg(D).
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To complete the proof, observe that, since the trace component Tg(D) = α
ijk(gab)Dijk
is invariant under changes of coordinates, the coordinate transformation xi 7→ −xi
yields
αijk(gab)Dijk = α
ijk(gab)(−Dijk) = −αijk(gab)Dijk,
so Tg(D) must vanish identically.
Proof of Theorem 3.2. If we ignore for a moment the summands of L that depend
nontrivially on the tensor D, the statement of Theorem 3.2 strongly resembles that
of Theorem 2.5. Indeed, defining a function Lˆ :Wn → R by
Lˆ(xij , xijk, xijkl) = L(xij , xijk, xijkl, 0, 0),
we see that, since Lˆ(gij , gij,k, gij,kl) = fg,0 holds in all coordinates on every Lorentz
manifold, the function Lˆ satisfies nearly all the hypotheses of Theorem 2.5, the only
exception being that Lˆ is allowed to depend quadratically on the second derivatives
of the metric. Thus, to show that fg,0 has the desired form, we simply need to show
that ∂
2Lˆ
∂xijkl∂xqrst
= 0.
By (3.1), we know that
∂Lˆ
∂xijkl
(gab, gab,c, gab,cd) = α
ijkl(gab) + β
ijklqrs(gab)gqr,s + γ
ijklqrst(gab)gqr,st,
where βijklqrs(gab) =
∂2Lˆ
∂xijkl∂xqrs
(gab, gab,c, gab,cd) and γ
ijklqrst(gab) =
∂2Lˆ
∂xijkl∂xqrst
(gab, gab,c, gab,cd).
By Lemma 2.9, the terms ∂Lˆ∂xijkl (gab, gab,c, gab,cd) form the components of a type (4,0)
tensor field. An immediate consequence of this tensoriality is the fact that the terms
∂Lˆ
∂xijkl
(gab, gab,c, gab,cd) are unchanged by the change of coordinates (x
i) → −(xi),
from which it follows that βijklqrs(gab)gqr,s = −βijklqrs(gab)gqr,s = 0, and, conse-
quently,
∂Lˆ
∂xijkl
(gab, gab,c, gab,cd) = α
ijkl(gab) + γ
ijklqrst(gab)gqr,st.
Now, let p be a point on an arbitrary Lorentz manifold (Mn, g), and let (xi) be
a Lorentz normal coordinate system centered at p. Given (bijk) ∈ (Rn)⊗3 satisfying
bijk = b
i
kj and (c
i
jkl) ∈ (Rn)⊗4 satisfying cijσ(1)jσ(2)jσ(3) = cij1j2j3 for all permuations
σ ∈ S3, let (x˜i) be a smooth coordinate system with x˜i(p) = 0, defined implicitly
on a neighborhood of p by
xi = x˜i +
1
2
bijkx˜
jx˜k +
1
6
ηiac
a
jklx˜
j x˜kx˜l. (3.7)
(Such a coordinate system always exists, of course, by the inverse function theorem.)
Then clearly
∂xi
∂x˜a
(p) = δia,
∂2xi
∂x˜a∂x˜b
(p) = biab, and
∂3xi
∂x˜a∂x˜b∂x˜c
(p) = ηirc
r
abc,
22
so we see that
g˜ij(p) = gij(p) = ηij , and g˜ij,kl(p) = gij,kl(p) + (b
a
ikb
b
jl + b
a
ilb
b
jk)ηab + c
i
jkl + c
j
ikl,
and the tensoriality of ∂Lˆ∂xijkl (gab, gab,c, gab,cd) implies
0 =
∂Lˆ
∂xijkl
(gab, gab,c, gab,cd)(p)− ∂Lˆ
∂xijkl
(g˜ab, g˜ab,c, g˜ab,cd)(p)
= γijklqrst(ηab)(ηabb
a
qsb
b
rt + ηabb
a
qtb
b
rs + c
q
rst + c
r
qst).
Applying the symmetries of the terms γijklqrst (corresponding to (3.4)) to the above
relation, we obtain
γijklqrst(ηab)(ηabb
a
qsb
b
rt + c
q
rst) = 0. (3.8)
Now, fix some indices 0 ≤ q, r, s, t < n; take (bpqr) = 0, cqrst = cqsrt = cqrts = cqtsr =
c
q
str = c
q
trs = 1, and set c
i
jkl = 0 for all other choices of 0 ≤ i, j, k, l < n. In this case,
(3.8), together with the other ((3.4)) symmetries of the terms γijklqrst, yields
γijklqrst(ηab) + γ
ijklqstr(ηab) + γ
ijklqtrs(ηab) = 0. (3.9)
Next, fix some 0 ≤ u, v < n, set (cijkl) = 0, b1uv = b1vu = 1, and bijk = 0 for all
other i, j, k. Now (3.8) gives us
γijkluuvv(ηab) + γ
ijkluvvu(ηab) + γ
ijklvuuv(ηab) + γ
ijklvvuu(ηab) = 0, (3.10)
for all 0 ≤ u, v < n.
Finally, given 0 ≤ m, q, r, s, t < n, setting bmqr = bmrq = bmst = bmts = 1, and letting
all other bijk and c
i
jkl = 0 in (3.8), we obtain
0 = γijklqqrr(ηab) + γ
ijklqrrq(ηab) + γ
ijklrqqr(ηab) + γ
ijklrrqq(ηab)
+γijklsstt(ηab) + γ
ijklstts(ηab) + γ
ijkltsst(ηab) + γ
ijklttss(ηab)
+γijklqsrt(ηab) + γ
ijklqtrs(ηab) + γ
ijklrsqt(ηab) + γ
ijklrtqs(ηab)
+γijklsqtr(ηab) + γ
ijklsrtq(ηab) + γ
ijkltqsr(ηab) + γ
ijkltrsq(ηab).
By (3.10), the first two lines of the above relation vanish, and since γijklqsrt =
γijklsqtr, γijklqtrs = γijkltqsr, and so on, by (3.4), the equation above reduces to
2(γijklqsrt(ηab) + γ
ijklqtrs(ηab) + γ
ijklrsqt(ηab) + γ
ijklrtqs(ηab)) = 0. (3.11)
Applying (3.9) to the first two and last two summands of (3.11) now yields
0 = 2(−γijklqrst(ηab)− γijklrqts(ηab)) = −4γijklqrst(ηab),
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so we see that γijklqrst(ηab) = 0, and by the tensoriality of the terms γ
ijklqrst(gab),
it follows that
∂2Lˆ
∂xijkl∂xqrst
(gab, gab,c, gab,cd) = γ
ijklqrst(gab) = 0
in all coordinate charts on every Lorentz manifold. Thus, we can apply Theorem
2.5 to the function Lˆ, and conclude that
fg,0 = a+ bRg (3.12)
for all Lorentz manifolds (Mn, g).
Remark 3.13. Note the central role that the assumption ∂
3Lˆ
∂xijkl∂xmpqr∂xtuv
= 0
(a consequence of (3.1)) plays in our proof of the statement fg,0 = aRg + b. By
removing this assumption, we would allow the terms γijklqrst to change under general
coordinate transformations of the form (3.7), causing us to lose the symmetry (3.10),
and allowing R2, |Riem|2, and other quadratic curvature terms to appear in fg,0.
Our next goal will be to characterize the terms αIj = ∂L∂yI,j . To begin, we’ll
employ an analog of Lemma 2.9 (whose proof is identical to that of Lemma 2.9–if
not slightly easier, since we don’t have to symmetrize) to conclude that, for every
triple (Mn, g,D), the coordinate expressions αIj(gij , gij,k, gij,kl,DI ,DI,j) form the
components of a type-(m+ 1, 0) tensor field.
By (3.1), we know that αIj must have the form
αIj(gij , gij,k, gij,kl,DI ,DI,j) = β
Ij(gab) + β
Ijlmp(gab)glm,p + β
Ijlmpq(gab)glm,pq
+ηIjK(gab)DK + η
IjKl(gab)DK,l.
We wish to show that, in fact, the only nontrivial terms above are βIj(gab) and
ηIjKl(gab)DK,l.
Let (M,g,D) be a triple consisting of a manifold, a Lorentz metric, and a (0,m)-
tensor field, and let ξ be an arbitrary coordinate chart on M . Set ξ˜ = −ξ, so that
the tensoriality of αIj yields
αIj(g˜ij , g˜ij,k, g˜ij,kl, D˜I , D˜I,j) = β
Ij(gab)− βIjlmp(gab)glm,p + βIjlmpq(gab)glm,pq
+(−1)mηIjK(gab)DK + (−1)m+1ηIjKl(gab)DK,l
= (−1)m+1αIj(gij , gij,k, gij,kl,DI ,DI,j) = (−1)m+1(βIj(gab) + βIjlmp(gab)glm,p + βIjlmpq(gab)glm,pq
+ηIjK(gab)DK + η
IjKl(gab)DK,l).
If m is even, it follows that βIj(gab) + β
Ijlmpq(gab)glm,pq + η
IjK(gab)DK = 0, and,
consequently
αIj(gij , gij,k, gij,kl,DI ,DI,j) = β
Ijlmp(gab)glm,p + η
IjKl(gab)DK,l. (3.14)
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When D = 0, this gives us αIj(gij , gij,k, gij,kl, 0, 0) = β
Ijlmp(gab)glm,p; hence, the
terms βIjlmp(gab)glm,p form the components of an (m + 1, 0)-tensor for all (M,g),
and since we can choose coordinates at every point for which glm,p = 0, it follows
that βIjlmp(gab)glm,p = 0. Thus,
αIj(gij , gij,k, gij,kl,DI ,DI,j) = η
IjKl(gab)DK,l (3.15)
as desired. If m is odd, we instead obtain βIjlmp(gab)glm,p + η
IjK(gab)DK = 0, so
that
αIj(gij , gij,k, gij,kl,DI ,DI,j) = β
Ij(gab)+β
Ijlmpq(gab)glm,pq+η
IjKl(gab)DK,l. (3.16)
TakingD = 0 in (3.16), we see that βIj(gab)+β
Ijlmpq(gab)glm,pq = α
Ij(gij , gij,k, gij,kl, 0, 0)
form the components of an (m + 1, 0)-tensor, and, as a consequence, the terms
βIjlmpq(gab) obey the symmetries (3.8) in the last four indices. Thus, by the same
arguments we used to show that γijklqrst(gab) = 0, we conclude that β
Ijlmpq(gab) = 0,
and, consequently,
αIj(gij , gij,k, gij,kl,DI ,DI,j) = β
Ij(gab) + η
IjKl(gab)DK,l, (3.17)
as desired.
Now, from the tensoriality of βIj(gab) and α
Ij , it clearly follows that the terms
ηIjKl(gab)DK,l transform tensorially for all (M,g,D), and it again follows from
arguments identical to those in Lemma 2.9 that ηIjKl(gab) =
∂αIj
∂yKl
(gab) give the
components of a type (2m+ 2, 0)-tensor field as well.
Given a triple (Mn, g,D), a point p ∈ M, and a coordinate system (xi) about
p for which xi(0) = 0, we again observe that, on some neighborhood of p, ∃ a
coordinate system (x˜i) with x˜i(p) = 0 and xi = x˜i+ 12b
i
jkx˜
jx˜k (where (bijk) ∈ (Rn)⊗3
satisfying bijk = b
i
kj is arbitrary). Under this change of coordinates, we evidently
have ∂x
i
∂x˜j
(p) = δij and
∂2xi
∂x˜j∂x˜k
(p) = bijk, so g˜ab(p) = gab(p),
D˜K,l(p) = DK,l(p) + (b
r
k1lDrk2···km(p) + · · ·+ brkmlDk1···km−1r(p)),
and, by the tensoriality of ηIjKlDK,l,
ηIjKl(gab(p))DK,l(p) = η
IjKl(g˜ab(p))D˜K,l(p)
= ηIjKl(gab(p))
(
DK,l(p) + b
r
k1lDrk2···km(p) + · · ·+ brkmlDk1···km−1r(p)
)
.
We conclude that, for any choice of (Mn, g,D) and (bijk) of the given form, in all
coordinate charts on M , we have
ηIjKl(gab)(b
r
k1lDrk2···km + · · ·+ brkmlDk1···km−1r) = 0. (3.18)
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Fix an arbitrary point p in a Lorentz manifold (Mn, g,D), and fix a coordinate
system about p. Given any T ∈ (Rn)⊗m, note that we can choose D ∈ T 0m(M) such
that DK(p) = TK in the given coordinate system; hence, we can replace (3.18) with
ηIjKl(gab)(b
r
k1lTrk2···km + · · · + brkmlTk1···km−1r), (3.19)
where T ∈ (Rn)⊗m is constant. We’ll use this to show that ηIjKl is antisymmetric
in the last m+ 1 indices.
Fix some multi-index Q = q1 · · · qm (0 ≤ qi ≤ n − 1), and define an element
T ∈ (Rn)⊗m by setting TQ = 1 and TK = 0 for K 6= Q. In this case, (3.19) gives
ηIjk1q2···qml(gab)b
q1
k1l
+ · · ·+ ηIjq1···qm−1kml(gab)bqmkml = 0. (3.20)
Fixing t ∈ {0, . . . , n−1} and setting bttt = 1, bijk = 0 otherwise in the relation above,
we obtain
Σmr=1η
Ijq1···qr−1tqr+1···qmt(gab)δqrt = degt(Q)η
IjQt(gab) = 0, (3.21)
from which it follows that ηIjQt = 0 whenever t occurs in Q.
Next, fix some distinct t, s ∈ {0, . . . , n− 1}, and set btts = btst = 1, bijk = 0 otherwise,
so that (3.20) gives
Σmr=1(η
IjQs(gab) + η
Ijq1···qr−1sqr+1···qmt(gab))δqrt = 0. (3.22)
Now, if degt(Q) > 1, then t occurs in q1 · · · qr−1sqr+1 · · · qm for every r, so by (3.21),
ηIjq1···qr−1sqr+1···qmt = 0, and it follows from (3.22) that ηIjQs = 0. If degt(Q) = 1,
with qr = t, then we simply obtain η
IjQs = −ηIjq1···qr−1sqr+1···qmqr . Putting all this
together, we’ve now shown that, for any multi-index IjKl and 1 ≤ r ≤ m,
ηIjk1···kr−1lkr+1···kmkr = −ηIjKl,
from which it follows that ηIjKl is fully antisymmetric in its last m+1 indices (and,
consequently–since ηIjKl := ∂
2L
∂yI,j∂yK,l
–in its first m+ 1 indices as well).
Now we wish to show that ηIjKl(gab)DI,jDK,l = c|dγ|2g , where | · |g is the usual norm
on (m + 1)-tensors and γ = Alt(D) is the fully antisymmetric part of D. By the
antisymmetries of the terms ηIjKl, clearly we can assume m + 1 ≤ n, and we see
that
ηIjKl(gab)DI,jDK,l = cmΣi1<···<im<jΣk1<···<km<lη
IjKl(gab)(dγ)Ij(dγ)Kl
for some constant cm depending only on our convention for the definition of Alt, since
(dγ)i1···im+1 = c
′
mΣσ∈Sm+1sgn(σ)∂iσ(1)Diσ(2)···iσ(m) . By the tensoriality of η
IjKl(gab),
we know that ηIjKl(ηab) is invariant under the action of the Lorentz group on (2(m+
26
1), 0)-tensors. Thus, by the same Lorentz-invariance arguments we used in the proof
of Theorem 2.5, we have ηIjKl(ηab) = 0 if degt(IjKl) is odd for any t, so, combining
this with the antisymmetries of ηIjKl, we see that
ηIjKl(gab(p))DI,j(p)DK,l(p) = cmΣi1<···<im<jη
IjIj(ηab)(dγ)
2
Ij(p) (3.23)
for a coordinate system about p satisfying gab(p) = ηab. By the Lorentz invariance
and antisymmetries of ηIjIj(ηab), it’s also easy to see, as before, that η
IjIj(ηab) =
ηI
′j′I′j′(ηab) when I
′j′ = σ(i1) · · · σ(im)σ(j) for some permutation σ of {0, . . . , n−1}
fixing 0, and ηI0I0 = (−1)degσ(0)I+1ηI′j′I′j′ when I ′j′ = σ(i1) · · · σ(im)σ(0) for a
permutation σ that doesn’t fix 0. Hence, we indeed have
ηIjKl(gab)DI,jDK,l = −cmη012···(m+1)012···(m+1)(ηab)Σi1<···<im<jηi1i1(dγ)2Ij = c|dγ|2g,
as desired.
We’ve now shown that
fg,D = a+ bRg + c|dγ|2g + βIj(gab)DI,j + ζI(gij , gij,k, gij,kl,DJ)DI ,
where ζI = ∂L∂yI . Since fg,D−(a+bRg+c|dγ|2) is another invariant function, it follows
again from the same arguments we used in Lemma 2.9 that βIj(gab) is tensorial, so
Bdg(D) =: β
Ij(gab)DI;j gives an invariant divergence term. By considering normal
coordinate systems, we conclude that
fg,D = a+ bRg + c|dγ|2g +Bdg(D) + µI(gij , gij,kl,DJ )DI ,
where µI = ζI(·, 0, ·, ·).
It follows that µI(gij , gij,kl,DJ) defines a (m, 0)-tensor field, and by (3.1), we
know that µI has the form
µI(gij , gij,kl,DJ) = λ
I(gab) + λ
Ilmpq(gab)glm,pq + λ
IJ(gab)DJ .
Setting D = 0, we see that λI(gab)+λ
Ilmpq(gab)glm,pq defines a tensor field in its own
right, and we can apply the same arguments we used to show that ∂
2Lˆ
∂xijkl∂xqrst
= 0 to
conclude that λIlmpq = 0. Finally, since λI(gab) and λ
IJ(gab)DJ determine (m, 0)-
tensor fields, setting Tg(D) = λ
I(gab)DI and Qg(D) = λ
IJ(gab)DIDJ , we arrive at
the desired form:
fg,D = a+ bRg + c|dγ|2g +Bdg(D) +Qg(D) + Tg(D).
Since the divergence term Bdg(D) has no effect on the variational principle arising
from the Lagrangians in question, it follows that, for all such principles, the m-
form γ is the only part of D whose dynamics are controlled by the Euler-Lagrange
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equations–a curiosity worth examining from a physical perspective. We suspect that
similar results will hold under a variety of slightly weaker algebraic restrictions on
the Lagrangian L.
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