In this paper, we cluster profiles of longitudinal data using a penalized regression method. The uniqueness of our approach is that we allow individual variation of longitudinal patterns for each subject.
Introduction
In longitudinal data studies, distinguishing patterns of longitudinal trajectories is useful in many practical applications. For example, in personalized medicine, correctly identifying subgroups is essential for individualized treatment assignment, since distinguishing the dynamics of disease progression status between patients is critical in evaluating the effectiveness of a certain treatment. In time-course gene expression
In this paper, we propose a regression-based approach which partitions observations into subgroups through penalization of pairwise distances between the B-spline coefficients vectors. One advantage of the proposed approach is that a pre-specification of the number of clusters is not required; instead we select the number of clusters automatically through a model selection criterion. This allows us to achieve model estimations and subgrouping subjects simultaneously. Another advantage is that the proposed method is applicable in characterizing longitudinal trajectories which can deal with unbalanced longitudinal data.
In addition, we implement an alternating directions and method of multipliers algorithm (ADMM) [3] to achieve a fast convergence of the algorithm. In theory, we establish the consistency property for the proposed method which can identify the true underlying subgroup membership asymptotically. Furthermore, our simulation studies and real data analysis also confirm that the proposed method performs well in identifying subgroups compared to other existing approaches.
The rest of the article is organized as follows. Section 2 introduces the model formulation. In Section 3, we propose a nonparametric pairwise-grouping approach along with the ADMM algorithm, and establish theoretical properties and implementation strategies. Simulation studies and real data analysis are presented in Sections 4 and 5. We conclude the article with a brief discussion in Section 6.
A Subject-wise Model for Longitudinal Data
The subject-wise model for subject i (i = 1, · · · , n) is formulated as follows:
where y ij is the response at the jth (j = 1, · · · , n i ) repeated measurement and x ij is the corresponding covariate, and the random errors ε ij are uncorrelated with mean 0 and variance σ 2 . Without loss of generality, we assume that the covariates x ij can be scaled to a compact interval X = [0, 1]. For this subject-wise model, each subject has its unique unknown smoothing function and is denoted as f i (·) ∈ C q (X ), which is the qth-order continuously differentiable. In general, a covariate x ij could be any predictor. In this paper, we focus on the setting where x ij is a covariate of time, and investigate the patterns of longitudinal trajectories over time.
The estimation of the subject-wise smoothing functions f i (·) characterizing the longitudinal profile 3 Methodology and Theory
A Nonparametric Pairwise-Grouping Approach
In this subsection, we propose a pairwise-grouping approach through penalization to achieve B-spline coefficients estimation and subgrouping subjects simultaneously. We adopt penalized B-spline approach [9] to utilize a relatively large number of knots, but impose a penalty on the B-splines coefficients. More specifically, the objective function of the penalized regression spline given the dth-order difference penalty is
where
presentation of the dth-order difference operator.
The penalized B-spline coefficient estimator is obtained by minimizing the following objective func-
where M β = {β : β ∈ R np }. Consequently, the estimation of the smoothing function approximation isf = Bβ. Notice that this is equivalent to applying the penalized B-spline approach for each subject separately under the subject-wise model framework.
To identify subgroups corresponding to distinct smoothing functions, we group subjects together if they possess similar functional forms of nonparametric approximations. Specifically, we penalize pairwise distances of B-spline coefficients to encourage subjects to fall into the same group. We propose the corresponding objective function as:
where ρ(·, λ 2 ) is a penalty function with a tuning parameter λ 2 , and L = {l = (i, j) : 1 ≤ i < j ≤ n} is the index set containing a total number of possible pairs |L| =
The essence of the proposed approach is to take advantage of the flexibility of nonparametric ap-proximation while controlling the complexity of the model, which is also associated with the number of subgroups. Here, the tuning parameter λ 2 plays such a role to determine the number of subgroups. By minimizing the objective function (5), we simultaneously obtain nonparametric coefficient estimations and subgroup subjects if their estimated nonparametric coefficient vectors are sufficiently close.
In general, the choice of penalty function ρ(·, λ 2 ) is critical since it results in different parameter estimation and subgroup selection. For example, a Lasso-type of penalty leads to a sparse solution, which could be appealing in merging subjects into groups. However, it is also well-known that the Lasso estimation is biased. Here, we apply the minimax concave penalty (MCP) [26] , which is nearly unbiased and also has the sparsity property. Specifically, the penalty function is ρ
) + dx, and the regularization parameter τ controls the unbiasedness and concavity of the penalty function. We obtainβ through minimizing (5) using the MCP panalty, and the corresponding smoothing function estimation isf = Bβ. With this nearly-unbiasedness property, we can achieve more accurate nonparametric coefficient estimation and group membership recovery.
In fact, it is challenging to optimize the objective function (5) directly, as the proposed grouping penalty is not separable in terms of β i 's. Here, we develop an alternative approach which introduces a new set of parameters v l = β i − β j , l ∈ L, which are equivalent to the pairwise differences of B-spline coefficient vectors. Therefore, we can estimate parameters by minimizing the corresponding Lagrangian as follows:
Following the AMDD algorithm, we update the estimations of β, v, λ sequentially at the (s + 1)th iteration step as follows:
Note that the first minimization function in (7) is equivalent to minimizing a quadratic function:
T ⊗ I p , in which ⊗ is the Kronecker product and e i is an n-dimensional vector with one at the ith component and zeros otherwise.
λ s is estimated in the previous iteration.
As for the second minimization function in (8), it is a convex function with respect to each
involves a non-convex MCP penalty term. Consequently, we can update v s+1 l explicitly as
where σ = 
Asymptotic Properties
In this subsection, we establish the asymptotic properties of the estimators obtained by the proposed approach. To study the convergence rate off , we first provide some regularity conditions.
(C1). Suppose that the design points {x ij } n,n i i=1,j=1 follow a density function f X , which is absolutely con-tinuous, and there exist constants c 1 and
(C2). The error terms in model (1) are uncorrelated with a mean zero and a variance σ 2 > 0.
is a q-th order continuously differentiable function defined on a compact set X = [0, 1].
(C4). The set of knots is defined as
(C5). The number of knots m = o(n 0 ), where n 0 = min(n 1 , · · · , n n ).
Conditions (C1) -(C5) are standard assumptions for the nonparametric B-spline smoothing functions.
Similar conditions are also given by [5] , [27] , and [25] . In (C5), the condition on the number of knots applies for all subjects. In addition, we impose a constraint on cluster size in (C6), implying that the cluster size grows as the sample size increases.
We first investigate the convergence property on the estimation of the penalized B-spline approximationf . Let f o be the true function corresponding to the true group partition G. We establish the estimation consistency in the following Lemma 1.
Lemma 1.
Under conditions (C1) -(C5), for any fixed n, and given a sufficiently large n 0 , such that
}, and c = π
. We establish the following convergence rate off :
Lemma 1 shows that the convergence rate of the penalized spline estimator is determined by three factors. The first term is the average asymptotic variance, which decreases as the number of repeated measurements grows and increases if the nonparametric model is more complex with an increasing number of knots. The second term is introduced by the shrinkage bias, but vanishes if λ 1 → 0. The last term reflects the nonparametric approximation bias, which is also related to the model complexity. We show in Lemma 1 that the convergence rate also depends on the minimum number of repeated measurements n 0 among subjects. The proof of Lemma 1 is given in the supplementary materials.
When the true group membership is known, we obtain the oracle approximation byf or = Bβ or , where the corresponding oracle penalized spline estimator is
Let N 0 = min(N 1 , · · · , N K ), we provide the convergence rate of the oracle approximation in the following Lemma 2.
Lemma 2. Under conditions (C1) -(C4) and (C6), given a sufficiently large
In contrast to the convergence rate in Lemma 1 for the penalized B-spline estimators, Lemma 2 establishes a faster convergence rate for the oracle penalized spline estimators when the true subgroup information is known, since N > n 0 . The above convergence property is guaranteed as long as the number of repeated measurements for each cluster is sufficiently large, as it is equivalent to obtainingβ or within each subgroup. The proof of Lemma 2 is provided in the supplementary materials.
In the following, let b be the minimum distance between smoothing functions f
We denote the proposed approximation asf = Bβ. Theorem 2. Under conditions (C1) -(C6), and if cb ≥ τ λ 2 holds for a constant c > 0 , then for any fixed n, and given a sufficiently large n 0 , such that
Theorem 2 indicates that the convergence rate of the proposed approximation is the same as the penalized spline estimators as long as there is a sufficiently large number of repeated measurements for each subject. In addition, the distance between smoothing functions from any two clusters should be sufficiently large to achieve the above convergence rate. The details of the proof are given in the supplementary materials.
Simulation Study
In this section, we conduct simulation studies to investigate the performance of the proposed nonparametric pairwise-grouping approach (NPG) when the subjects have unbalanced numbers of repeated measurements, which arises often in practice. We compare the proposed method with the smoothing spline regression clustering approach [18] , using the original unbalanced data. However, traditional multivariatevectors approaches are not feasible for handling unbalanced data unless the imputation for missing entries is implemented. Instead, we compare our method to the K-means (bKmeans) and the Gaussian Mixtures (bGM) methods by treating the subject-wise penalized B-spline estimatorsβ i 's as multivariate vectors.
We implement the K-means method with R function kmeans and select the number of clusters based on the Gap statistic [13] using the R package cluster. To ensure the robustness of the K-means method,
we calculate a mean result from 10 random picks of initial centers. The Gaussian mixtures approach is implemented by the R package mclust, and the number of clusters is selected based on the embedded Bayesian Information Criterion (BIC), which is chosen from K = 1, 2, · · · , 15 in each simulation. We also implement the smoothing spline regression clustering approach with the R package MFDA. In our simulation, we fix θ = 1 and τ = 2 to ensure the convexity of our objective function. The final results are based on 100 simulations.
To evaluate the performance of these clustering algorithms, we calculate the estimated number of groupsK selected and several frequently used external validity measures: the Rand index [21] , the adjusted Rand index (aRand) [14] and the Jaccard index [15] . For these external criteria, a higher value indicates a better agreement between the selected and the true group memberships.
In this simulation setting, we generate 10 subjects from each of the following four distinct functional patterns: f (1) (x) = cos(2πx); f (2) (x) = 1 − 2 exp(−6x); f (3) (x) = −1.5x; and f (4) (x) = −1.5x + 1.5.
The continuous response y ij for the subject i from the kth subgroup is generated by
, where random errors within subjects are independent ε ij ∼ iid N (0, 0.2 2 ), and {x ij } 10 j=1 are equally spaced points on [0, 1]. In order to mimic real data situations, we allow 30% of the subjects from each subgroup to have 20% missing repeated measurements. The number of knots is recommended by [22] as min{n i /4, 40} for subject i. Therefore, m = 1 or 2 is appropriate due to the missingness of the repeated measurements. Here, we choose the B-spline with an order q = 3 and the number of knots m = 1 for all subjects. Table 1 shows that the proposed approach performs the best in terms of three external criteria. Since the K-means and Gaussian mixtures methods approximate patterns individually for each subject, the underlying function could be distorted when there is missing data. This is especially true for the distance-based K-means approach. Since the functions f (3) (x) and f (4) (x) differ only through an intercept which contributes the most to the distances between the coefficient vectors, the K-means approach is not powerful for distinguishing the overall between-cluster distances. On the other hand, the proposed NPG method is able to identify the true functions more effectively, as it estimates the B-spline coefficients for all subjects simultaneously and borrows cross-subject information from the same subgroup.
An Application to Drosophila Life Cycle Gene Expression Data
In this section, we apply the proposed approach to perform clustering on Drosophila life cycle gene expression data [2] . This study investigates 4028 gene profiles through the life cycle of fruit flies and categorizes nearly one-third of Drosophila genes according to their biological functions and patterns during a complete time course of fruit flies' development. We use a subset data which contains the first 58 time points, including 23 muscle-specific genes, 21 transient early zygotic genes, and 29 male germ line genes from the clustered groups.
We let θ = 1, τ = 2, the B-spline order q = 3, and the number of knots m = 6. In addition, we rescale the time points such that they fall equally spaced in the interval [0, 1] and standardize all responses before applying any of the clustering algorithms. The performance of the proposed NPG method is compared to the K-means, the Gaussian mixtures approach and the original cluster labels identified through the experiment in [2] . The K-means method subgroups the genes into the same three groups as in [2] , while the Gaussian mixture method groups all of the genes into one cluster and is not able to identify reasonable groups.
On the contrary, Figure 1 shows that the NPG approach is able to identify four clusters, where genes in the "cluster2" and "cluster3" groups are associated with the muscle-specific genes and the male germ line genes, and the "cluster1" genes correspond to the transient early zygotic genes characterized in [2] .
In addition, we are able to identify one more group containing Gene "CG15634", which was categorized as one of the transient early zygotic expressions in [2] . However, Figure 1 shows that it behaves quite differently from the other genes, as illustrated. [16] concludes that Gene "CG15634" has fewer neighbor genes to fall into its spherical neighborhoods compared to other genes. In addition, [2] also indicates that Gene "CG15634" has the most rapid induction and the highest level of transient early zygotic expression.
This evidence all supports that it is sensible that Gene "CG15634" belongs to a new group due to its distinguishing pattern from other groups.
Discussion
In this article, we propose a nonparametric pairwise-grouping approach to cluster longitudinal trajectories over time. The new approach captures the underlying functional patterns through utilizing the nonparametric B-spline method. In addition, we subgroup subjects through penalizing pairwise distances of B-spline coefficient vectors, which borrows between-subject information to better recover the true functions. The proposed NPG approach has the advantage of avoiding overfitting, compared to existing methods which approximate the underlying functions separately. This strategy works effectively when some of the repeated measurements are missing.
The proposed approach takes advantage of the MCP penalty, which is nearly unbiased and also leads to a sparse solution. In addition, the MCP penalty allows one to achieve a better approximation to the true functions. This is especially important as we select the optimal tuning parameters through a model selection criterion BIC, which relies on the model estimation accuracy. Note that other non-convex penalty functions, such as SCAD [10] or TLP [23] , can also be applied here to utilize the unbiasedness property.
However, the implementation and convergence property of the ADMM algorithm based on other viable penalty functions may require further investigation.
In this paper, although we assume an independence structure of random errors within subjects, a modified approach utilizing working correlation is also proposed to account for the correlation information.
We show in simulation studies that the modified approach has similar performance in clustering as the NPG approach assuming independence, but leads to improved efficiency in estimation. The theoretical properties of the modified NPG method need to be further investigated if correlation information is of our interest.
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