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The orbital-Hall effect (OHE), similarly to the
spin-Hall effect (SHE), refers to the creation of
a transverse flow of orbital angular momentum
that is induced by a longitudinally applied elec-
tric field [1]. For systems in which the spin-orbit
coupling (SOC) is sizeable, the orbital and spin
angular momentum degrees of freedom are cou-
pled, and an interrelationship between charge,
spin and orbital angular momentum excitations
is naturally established. The OHE has been ex-
plored mostly in metallic systems, where it can
be quite strong [2–5]. However, several of its fea-
tures remain unexplored in two-dimensional (2D)
materials. Here, we investigate the role of or-
bital textures for the OHE displayed by multi-
orbital 2D materials. We predict the appearance
of rather large orbital Hall effect in these systems
both in their metallic and insulating phases. In
some cases the orbital Hall currents are larger
than the spin Hall ones, and their use as informa-
tion carriers widens the development possibilities
of novel spin-orbitronic devices.
In our analyses, we consider a minimal tight-binding
model Hamiltonian, which involves only two atomic or-
bitals (px and py) per atom in a honeycomb lattice [6, 7]:
H =
∑
〈ij〉
∑
µνs
tµνij p
†
iµspjνs+
∑
iµs
ip
†
iµspiµs+
∑
iµs
hzµsp
†
iµspiµs,
(1)
where i and j denote the honeycomb lattice sites posi-
tioned at ~Ri and ~Rj , respectively. The symbol 〈ij〉 indi-
cates that the sum is restricted to the nearest neighbour
(n.n) sites only. The operator p†iµs creates an electron of
spin s in the atomic orbitals pµ = p± = 1√2 (px ± ipy)
centred at ~Ri. Here, s = ↑, ↓ labels the two electronic
spin states, and i is the atomic energy at site i, which
may symbolise a staggered on-site potential that takes
values i = ±VAB , when site i belongs to the A and B
sub-lattices of the honeycomb arrangement, respectively.
The transfer integrals tµνij between the pµ orbitals centred
on n.n atoms are parametrised according to the standard
Slater-Koster tight-binding formalism [8]. They depend
on the direction cosines of the n.n. interatomic directions,
and may be approximately expressed as linear combina-
tions of two other integrals (Vppσ and Vpppi) involving
the pσ and ppi orbitals, where σ and pi refer to the usual
components of the angular momentum around these axes.
Since our model does not include the atomic orbital pz, it
is restricted to a sector of the ` = 1 angular momentum
vector space spanned only by the eigenstates of `z
∣∣p±〉
associated with m` = ±1, respectively. Within this sec-
tor it is useful to introduce a pseudo angular momentum
SU(2)-algebra where the Pauli matrices act on
∣∣p±〉. In
this case, there is a one-to-one correspondence between
the representations of the Cartesian components of the
orbital angular momentum operators in this basis and the
usual Pauli matrices, and `z is not conserved. Using this
approach, the third term may describe either an intrinsic
atomic SOC given by hzµs = λI`zµµσzss, or an exchange
coupling in a spinless system, where hzµs = λex`zµµσ0ss.
Figure 1: (a) Schematic representation of the OHE in our 2D-
model material. (b) Band structure calculations along some
symmetry lines in the 2D BZ for Vpppi = 0, Vppσ =1 eV, and
λI = 0. The blue line represents the results for VAB = 0.0,
and the red line for VAB = 0.8Vppσ. (c) Orbital Hall con-
ductivities calculated for the same sets of parameters. The
insets show the in-plane contribution to the orbital angular
momentum textures calculated in the neighbourhoods the Γ
(left inset) and K (right inset) symmetry points of the 2D
Brillouin zone, for VAB = 0.0. The left and right inset tex-
tures are associated with the lower flat and dispersive bands,
respectively.
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2This simple model describes relatively well the low-
energy unique electronic properties of novel group V
based 2D materials [7, 9, 10]. Its topological characteris-
tics were previously investigated in the context of optical
lattices, and it has been verified that it exhibits a rich
topological phase diagram, which includes QSHI phases
[9, 11–14].
Here, following Ref. 13 we shall assume, for simplicity,
that Vpppi = 0 and Vppσ =1 eV. Our focus is on three
distinct phases that manifest themselves depending on
the parameters specified in Eq. (1). In the absence of
SOC and sub-lattice resolved potentials, the electronic
band structure consists of four gapless bulk energy bands,
two of which form Dirac cones at theK andK ′ symmetry
point of the 2D first Brillouin zone (BZ), whereas the
other two are flat. Each flat band is tangent to one of the
dispersive bands at the Γ point, as Fig. 1 (b) illustrates.
A schematic representation of the orbital Hall effect is
depicted in Fig. 1 (a). Our results for the orbital Hall
conductivities (σzOH), calculated as functions of energy
by means of the Kubo formula [15], with the orbital cur-
rent defined as J`
z
y =
1
2{`z, vy}, are shown in Fig. 1 (b)
for VAB = 0.0 (blue line), and for VAB = 0.8Vppσ (red
line).
We notice a strong orbital Hall conductivity, which
peaks at energies close to where the flat bands touch
the dispersive bands at Γ. For VAB 6= 0, the electronic
structure develops an energy gap around E = 0 that
eliminates the original Dirac cones in the vicinities of K
and K ′. The flat bands, however, remain tangent to the
dispersive bands at Γ, as shown in Fig. 1 (b), and the
large OHE in this case also occurs for energies close to
where they touch each other.
The insets of Fig. 1 (c) depict the in-plane contribution
to the orbital angular momentum textures, calculated on
a circle in the reciprocal space around the Γ (left in-
set) and K (right inset) symmetry points of the 2D first
BZ. They are both computed for VAB = 0. The colours
of the arrows merely emphasise their in-plane azimuthal
angles. Orbital textures in the recipocal space have been
discussed in connection with orbital magnetism at the
surface of sp metals [16], in chiral borphene [17], pho-
tonic graphene [18] and also in topological insulators with
strong SOC [19–21].
Similarly to the spin textures observed in Dirac sys-
tems with SOC, the entanglement between orbital an-
gular momentum and the sublattice degrees of freedom
leads to non-trivial k dependences of the orbital tex-
ture [22]. At the Γ point, the texture displays a dipole-
field like structure, whereas in the vicinity of theK points
it is identical to the spin-texture produced by the Dres-
selhaus SOC in zinc blende lattice systems [23].
In the presence of SOC, three energy gaps open: one
originating from the K(K ′) points, and the other two at
Γ, while the flat bands acquire a slight energy dispersion
- see Fig. SI of the supplementary material (SM). When
the relative values of λI and VAB vary, this model ex-
hibits a rich topological phase diagram [13]. We shall
focus on three distinct phases that are classified by sets
of spin Chern numbers associated with the four ↑ spin
bands, namely A1 (1,-1,1,-1), B1 (1,0,0,-1), and B2 (0,1,-
1,0), according to the notation of Ref. 13. For VAB = 0
and λI = 0.2Vppσ, the system is in the B1 phase, and it
becomes a QSHI for energies within any of those three en-
ergy gaps, as illustrated by the quantised plateaux of the
spin Hall conductivity (σzSH) shown in Fig. 2 (a). The
corresponding orbital Hall conductivity (σzOH) vanishes
in the central energy gap, but exhibits two plateaux, with
relatively large values, within the lateral gaps. However,
in contrast with the SHE, the OHE is not quantised. The
plateaux height depends upon λI and VAB , increasing in
modulus as the lateral gap size reduces, but being lim-
ited by the OHE peak as λI → 0. It is noteworthy that
the orbital angular momentum current exceeds the value
that could be carried solely by the edge states [24].
Figure 2: Spin Hall conductivity (red), and orbital Hall con-
ductivity (blue), together with the density of states (grey),
calculated as functions of energy for: (a) λI = 0.2Vppσ, and
VAB = 0; (c) for λI = 0.2Vppσ, and VAB = 0.8Vppσ; (e) for
λI = 1.1Vppσ, and VAB = 0.8Vppσ. The densities of states
are depicted in arbitrary units. Panels (b), (d) and (f) show
the associated orbital textures, calculated for the lower ↑-spin
band, with the same sets of parameters, respectively. The
density plots illustrate their corresponding 〈`z〉 polarisations.
3In all phases where λI and VAB are both different from
zero, the orbital textures exhibit finite out-of-plane com-
ponents for each spin direction. However, due to time
reversal symmetry the `z orbital polarisations for dis-
tinct spin directions are opposite, and consequently the
total `z polarisation vanishes. The structure of the in-
plane texture, nevertheless, remains the same for both
spin components. Fig. 2 (b) shows the orbital angular
momentum texture associated with the ↑-spin lower en-
ergy band, calculated for wave-vectors within the 2D first
BZ. To illustrate the relationship between the orbital an-
gular momentum texture and the advent of the OHE, we
also show some contour plots for different Fermi energy
values, starting from the bottom of the band, until the
beginning of lower energy gap. Close to the lowest en-
ergy point, situated at Γ, there is virtually no in-plane
orbital angular momentum texture, and the OHE is very
small. As the energy increases the in-plane orbital tex-
ture builds up, assuming a dipole-field like configuration
when EF approaches the first DOS peak, as depicted in
the region around the green line in Fig. 2 (b). With fur-
ther increase of EF , the Fermi contours suddenly cease
to surround Γ and begin to encompass K and K ′ (as the
yellow line illustrates), until collapsing at those points
when EF reaches the onset of the first energy gap. The
absence of electronic states within the energy gap leads
to a constant value for σzOH [2, 25, 26]. Here, the OHE
acquire its maximum value in modulus, which is approxi-
mately three times larger than the quantised SHE. Above
it, until the beginning of the central energy gap, the sec-
ond lowest energy band takes on, but the in-plane orbital
texture associated with it is opposite to the one exhibited
by the lower energy band, as discussed in the SM. Con-
sequently, the OHE vanishes in the central energy gap,
because the contribution of the second band cancels out
the part played by the first. Since the in-plane contribu-
tion to the orbital texture configuration does not depend
upon λI and VAB , this feature is common to all phases.
However, we note that the moduli of both the in-plane
and the out-of-plane orbital angular momentum compo-
nents, as well as the Fermi contours, vary with λI and
VAB , and so does the OHE, as evidenced by the panels
of Fig. 2.
It is instructive to enquire into the effects of sub-lattice
symmetry breaking in this model system, and to conduct
it we shall start by considering the situation in which
VAB  λI . For λI = 0.2Vppσ and VAB = 0.8Vppσ, the
system is in the A1 phase, where it becomes a QSHI for
energies within the lateral energy gaps, but behaves as
an ordinary insulator inside the central gap, as illustrated
by the calculated values of σzSH shown in Fig. 2 (c). In
this case, the OHE occurs for all energies where the SHE
is present and reaches values within the lateral gaps that
are three times larger in modulus than the SHE, as in the
previous case. The corresponding angular momentum
orbital texture, depicted in Fig. 2 (d), clearly expose the
sub-lattice symmetry breaking, exhibiting very different
out-of-plane polarisations around the K and K ′ points,
which characterises the reduction from a D6h to a D3h
point group symmetry of the bare hexagonal plaquettes.
We now proceed to the case in which λI is of the order
of Vppσ, and slightly larger than VAB . As an example,
we take λI = 1.1Vppσ and VAB = 0.8Vppσ. In this sit-
uation, the system is in the B2 phase, which exhibits
a quantised spin Hall conductivity plateau in the cen-
tral energy gap, with a QSHI phase in this energy range.
However, the two lateral gaps that open at Γ are not
topological, and within them the system behaves as an
ordinary insulator, displaying no QSHE, as illustrated in
Fig. 2 (e). Conversely, the OHE is present in the whole
energy spectrum, except in the central energy gap. The
plateaux exhibited by σzOH in the lateral gaps are par-
ticularly interesting, since the system has no edge states
for EF inside these energy ranges, and thus the OHE
cannot be produced by conducting electronic states. We
also note In Fig. 2 (e) that the signs of these lateral
OH plateaux are opposite to the corresponding ones of
the previous phases. To understand the origin of this
sign change, we analyse the orbital texture of the low-
est energy band along with some Fermi energy contours
depicted in Fig. 2 (f). One of its main features is the
almost fully saturated out-of-plane orbital polarisation,
which is accompanied by a substantial reduction of the in-
plane texture. Differently from the preceding situations,
in this particular case, the Fermi contours never encir-
cle K ′ as EF increases. This behaviour is a consequence
of the strong orbital-valley locking previously examined
with this model [9, 10, 13, 14], which is also similar to
the spin-valley locking that happens in transition metal
dichalcogenides (TMDs) [27–30]. As the Fermi contours
approach K ′, the OHE decreases at an increasing rate
that is maximum when they are nearly touching them.
With further increase of EF the Fermi contours begin
to encircle the K points and the OHE increases when
they close in on them. This suggests that the overall
shape and the sign change obtained for the OHE arise
from the contribution of the orbital polarised states near
each valley, similar to the anomalous Hall conductivity
of 2D Dirac materials that lack both inversion and time-
reversal symmetries [22].
In order to uncover the raison d’etre of these exotic or-
bital textures we derive an effective theory near the Dirac
points K and K ′. Around them, the orbital angular mo-
mentum texture is perfectly captured by a linear approx-
imation in the crystalline momentum, in contrast with
the Γ point where it requires a fourth-order expansion,
as shown in the SM. Our effective Hamiltonian Heff can
be expressed in terms of SU(2)⊗SU(2) orbital and sub-
lattice algebras, as: Heff = H0 +HAB +HSOC +H`. Here
H0 = −~vF (kxσx + τkyσy) is the usual Dirac Hamil-
tonian, with Fermi velocity vF = a
√
3
2~ Vppσ, a denotes
4the lattice constant, and τ = ±1 for the K and K ′ val-
leys, respectively. HSOC = sλI`z represents the SOC,
where s = ±1 for ↑ and ↓ spin electrons, respectively.
HAB = VABσ
z is the sub-lattice resolved potential. The
final term H` breaks the degeneracy between `z eigen-
states, and is given by:
H` = −~vF
4
τ (k+`+στ + k−`−στ¯ )−
√
3~vF
2a
(`xσx + τ`yσy) ,
(2)
where στ = σx + iτσy, τ¯ = −τ , `α (α = x, y) are the
orbital angular momentum matrices in the corresponding
Hilbert space, k± = kx ± iky, and `± = `x ± i`y.
As shown in the SM, in the absence of H` each valley
presents two degenerated Dirac cones. The first term in
the right hand side of Eq. (S2) alters the Fermi velocity of
the Dirac cones and leads to an in-plane orbital texture
profile similar to the one attained around the Γ point.
The second term, however, produces a Dresselhaus-like
splitting in the Dirac cones and is primarily responsi-
ble for the orbital angular momentum texture found in
our tight-binding calculations. Our effective theory con-
firms that the exotic in-plane texture exhibited by these
2D systems is an intrinsic property that arises from the
interplay between the px-py orbitals and crystalline sym-
metries.
We note that our results are consistent with a semi-
classical approach reported in Ref. 31 for 2D electron
gases with Rashba SOC in clean systems. Here, how-
ever, the in-plane orbital texture is triggered by the
Dresselhaus-like interaction, instead of the Rashba SOC.
It is worth mentioning that vertex corrections do not play
any role in the OHE inside the gap of the insulating state.
Furthermore, the values of the OHE for small lateral gaps
are compatible with the values of the metallic phase, in-
dicating that the Fermi sea plays a dominant role in the
OHE, mitigating the possible effects of vertex correction
by electronic scattering.
To get further insight into the origin of the OHE, we
take hzµs = λex`zµµσ0ss, which is equivalent to consider
only one of the spin sectors. In this case, as illustrated in
the SM, the system exhibits non-vanishing out-of-plane
orbital polarisation that is odd with respect to the band
filling, whereas the in-plane one is even. As a result,
some phases can exhibit orbital magnetism and lead to
OHE with an in-plane orbital polarisation, as discussed
in the SM. To demonstrate it, we calculate the orbital
Hall conductivity σxOH , with the orbital current opera-
tor given by J`xy =
1
2{`x, vy}. The results are depicted
in Fig. 3, together with the quantum Hall conductivity
σQHE determined as a function of energy. We note that
in this case σxOH is an even function of EF , and it is also
present in normal insulating states. Remarkably, phase
A1 features a finite σxOH plateau in the central energy
gap, where σQHE vanishes. This opens a possibility of
observing OHE in group V-based 2D materials with bro-
ken sub-lattice symmetry, providing a litmus test for our
findings.
Figure 3: (a) Quantum Hall conductivity σQHE (red), and In-
plane polarised orbital Hall conductivity σxOH (blue), together
with the density of states (grey), calculated as functions of
energy for: (a) λex = 0.2Vppσ, and VAB = 0; (b) λex =
1.1Vppσ, and VAB = 0.8; (c)-(d) λex = 0.2Vppσ, and VAB =
0.8. The grey densities of states are depicted in arbitrary
units.
In summary, we have explored the orbital and spin
angular momentum transport properties of novel 2D ma-
terials that are described by a px-py tight binding model
Hamiltonian on a honeycomb lattice. This model Hamil-
tonian exhibits different topological phases in the pres-
ence of SOC and sub-lattice symmetry breaking. We
have performed detailed analyses of the spin and or-
bital Hall conductivities for three of those phases, relat-
ing the corresponding OHE, SHE and orbital textures.
Our calculations show the existence of OHE in topolog-
ical insulators, with values that surpass those obtained
for the SHE. Remarkably, we obtain an insulating phase
that exhibits OHE, where the orbital current is not car-
ried by edge states, but is a bulk effect. We also show
that the OHE in these systems is associated with ex-
otic momentum-space orbital textures that are triggered
by an intrinsic Dresselhaus-type of interaction. This in-
trinsic property emerges from the orbital attributes and
crystalline symmetries, and can give rise to an in-plane
polarised orbital Hall current, as a response to an in-
plane applied electric field. We have also derived effec-
tive Hamiltonians that perfectly reproduce the orbital
textures calculated around some high-symmetry points
of interest in the 2D first BZ. Our results indicate that
these 2D materials can display robust OHE that may be
used to generate orbital angular momentum accumula-
tion, and produce strong orbital torques that are of great
interest for developing novel spin-orbitronic devices. Fur-
thermore, our findings are relevant to other materials
1that present orbital textures [19, 32] and novel 2D ma-
terials with orbital magnetism, as observed recently in
graphene twisted bilayer [33]
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Supplementary material for “Two dimensional orbital Hall insulators”
ANALYSIS OF THE BAND SPECTRA
We have examined the orbital-Hall conductivity properties of three distinct topological phases displayed by the
Hamiltonian H defined by Eq. (1) in the main text. They are labelled as B1, A1, and B2 phases, according to
the classifications used in Ref. 13. Figure SI shows the ↑-spin electron energy bands for the system in these three
phases. The spin-↓ bands can be deduced by applying a time-reversal symmetry operation on H. Panel (a) illustrates
the band structure of the B1 phase, calculated for λI = 0.2Vppσ, and VAB = 0. We notice that the SOC causes
three energy gaps to open, one originating from the K(K ′) points, and the other two at Γ, while the flat bands
acquire a slight energy dispersion. Panel (b) shows the energy bands for the system in the A1 phase, calculated
with λI = 0.2Vppσ, and VAB = 0.8Vppσ. The sub-lattice potential affects each valley differently, as expected because
it breaks the degeneracy between eigenvalues at the K and K ′ symmetry points. By examining the opposite spin
polarisation one finds that this phase exhibits a strong spin-valley locking, as demonstrated in Refs. 10, 13, 14. Panel
(c) displays the energy bands for the system in the B2 phase, calculated with λI = 1.1Vppσ and VAB = 0.8Vppσ. In
this case, λI is comparable but slightly larger than VAB , and we note that they lead to effects that are similar to
those exhibited panel (b), including a strong spin-valley locking. However, with valley polarisation stronger than in
the previous case due to the relatively large values of λI and VAB .
Figure SI: ↑-spin electron energy bands calculated as functions of wave vectors along some symmetry directions in the 2D
Brillouin zone for three distinct topological phases: (a) B1 with λI = 0.2Vppσ and VAB = 0. (b) A1 with λI = 0.2Vppσ and
VAB = 0.8Vppσ (c) B2 with λI = 1.1Vppσ and VAB = 0.8Vppσ.
ORBITAL TEXTURE ANALYSIS
In contrast with the SHE, our calculations show that the OHE is not quantised, and happens even in the absence of
metallic edge states. In order to explore the origin of the OHE in this model system, we investigated the characteristics
of its orbital angular momentum in reciprocal space within the 2D first BZ. Figure 2 of the main text displays both
the in-plane and the out-of-plane orbital polarisations of the lowest ↑-spin energy band for the B1, A1 and B2 phases.
Results for the ↓-spin bands can be easily obtained by time-reversal symmetry operation.
2Figure SII: Orbital character of the ↑-spin eigenstates of H calculated for: (a) λI = 0.2Vppσ, and VAB = 0; (b) λI = 0.2Vppσ,
and VAB = 0.8Vppσ; (c) λI = 1.1Vppσ, and VAB = 0.8Vppσ.
In Figure SII we complement our analysis by showing the orbital textures of the four ↑-spin energy bands for each
one of the three phases. The orbital projections depicted in panel (a) were calculated for λI = 0.2Vppσ and VAB = 0,
and correspond to the case in which the system assumes the B1 phase. Clearly, the in-plane orbital textures of the first
and second energy bands are opposite to each other, and the same happens to the third and fourth bands, which leads
to the cancellation of the OHE within the central gap of the spectrum. It is also noteworthy that 〈`z〉 for the second
and third bands are opposite, as well as around the K(K ′) and Γ symmetry points. Conversely, the first and fourth
bands respectively exhibit 〈`z〉 ≈ ∓1 in the vicinities of the Γ point, but virtually vanishing values around K and K ′.
Panel (b) displays the orbital projections of the eigenstates corresponding to the A1 phase, calculated for λI = 0.2Vppσ
and VAB = 0.8Vppσ. One of the main eye-catching characteristics of this phase is the opposed out-of-plane orbital
polarisations around the K ′ and K points, which is a manifestation of the orbital-valley locking produced by VAB .
Similarly to phase B1, the out-of-plane polarisations of the first and second) ↑-spin energy bands are opposed to the
fourth and third ones, respectively. In addition, the in-plane orbital angular momentum polarisations for this phase
exhibit the same configuration as those obtained for the B1 phase. However, due to the orbital-valley locking, the
corresponding absolute values are smaller, which explains the different curve derivative of the OHE in the phase A1
when compared with the OHE of the phase B1. Finally, panel (c) shows the orbital character of the system, calculated
for λI = 1.1Vppσ and VAB = 0.8Vppσ, when it is in the B2 phase. In this case we find that 〈`z〉 ≈ −1 for the lowest
energy band, which goes along with a substantial reduction of the in-plane texture. Similarly to the previous cases,
〈`z〉 for the lowest and highest energy bands are inverted. However, there a noticeable change in 〈`z〉 in comparison
with the results obtained for the A1 phase, which is accompanied by a relatively strong orbital-valley locking produced
by the combined action of the large values of λI and VAB .
3EVOLUTION OF THE ORBITAL HALL EFFECT PLATEAUX
Figure SIII: Spin Hall conductivity σzSH (red) and orbital Hall conductivity σzOH(blue) calculated for: (a) VAB = 0 and
λI = 0.2Vppσ (left) and λI = 1.0Vppσ (right). (b) VAB = 0.8Vppσ and λI = 0.2Vppσ(left) and λI = 0.5Vppσ (right). (c)
VAB = 0.8Vppσ, λI = 1.1Vppσ (left) and λI = 1.5Vppσ (right)
In the main text, it was mentioned that the height of the orbital Hall plateaux within the lateral gaps depends
on the SOC coupling constant and the sub-lattice resolved potential. To demonstrate this, we show in Figure SIII
results for the spin and orbital Hall conductivities calculated for different sets of parameters for the B1, A1, and B2
phases. The results depicted in each panel of Figure SIII are obtained for fixed value of VAB and two different values
of λI , represented in the left and right columns, respectively. In panel (a) we show the conductivities calculated for
VAB=0, λI = 0.2Vppσ and λI = 1.0Vppσ, where the system is in the B1 phase. It is clear that the height of the OHE
4plateau decreases as the SOC increases. In fact, the height of the plateau scales with the size of the lateral gap, being
close to the maximum value of the metallic limit for very small gaps. The same same trend is observed in the two
other phases while the spin Hall plateaux remain constant in all phases.
LOW-ENERGY APPROXIMATION
Figure SIV: Comparison between the energy bands of the tight-binding model with the eigenvalues of the linear order effective
theory (left panels) and the eigenvalues of the quadratic order effective theory (right panels) for: (a) λI = 0.2Vppσ VAB = 0,
(b) λI = 0.2Vppσ VAB = 0.8Vppσ and (c) λI = 0.2Vppσ VAB = 0.8Vppσ.
As discussed in the main text, our effective Hamiltonian Heff in the vicinity of the K/K ′ point can be expressed in
terms of SU(2)⊗ SU(2) orbital and sub-lattice algebras as: Heff = H0 +HAB +HSOC +H`, and may be written as
Heff = −~vF (kxσx + τkyσy) + sλI`z + VABσz +H`. (S1)
Here, vF = a
√
3
2~ Vppσ represents the Fermi velocity, and a is the lattice constant; τ = ±1 for the K and K ′ valleys,
respectively, and s = ±1 for ↑ and ↓ spin electrons, respectively. The last term H` breaks the degeneracy between `z
eigenstates and can be separated in two different contributions
5H` = H`k +HD, where H`k = −~vF
4
τ (k+`+στ + k−`−στ¯ ) and HD = −
√
3~vF
2a
(`xσx + τ`yσy) ; (S2)
στ = σx+ iτσy, τ¯ = −τ , `α (α = x, y) are the orbital angular momentum matrices in the corresponding Hilbert space,
and k± = kx ± iky, and `± = `x ± i`y.
Figure SV: Band energy dispersions of the effective theory for the cases H`K 6= 0, HD = 0 (a)-(d), H`K = 0, HD 6= 0 (b)-(e)
and H`K 6= 0, HD 6= 0 (c)-(f). Panels (a) to (c), and (d) to (f) display the cases in which the intensity of H` are set to η = 0.3
and η = 1.0 respectively.
Figure SIV shows a comparison between the energy spectra our tight-biding calculations and effective model in the
vicinities of K and K ′ for ky = 0. One can see in the left column that our effective model in linear order describes
well the two inner bands for the three different phases, but fails to properly describe the energy dispersions of the
two outer bands. This is corrected by considering quadratic terms in our approximation, as illustrated in the right
column of Figure SIV. We note that the orbital texture of the four bands near K and K ′ are very well described by
our effective model. Nevertheless, to reproduce the orbital texture in the vicinity of Γ, it is necessary to perform a
higher-order expansion (up to 4th order).
To provide insight on the role played by H` on the energy spectrum and orbital texture of our model, we discuss
the contributions of each term in Eq. S2. For simplicity, we consider a single spin sector. In this case, the energy
spectrum of H0 consists of two degenerate Dirac cones, one for each eigenstate of the angular momentum spinor.
Similarly to what occurs in graphene, HAB opens an energy gap in the spectrum while HSOC acts as an orbital
exchange interaction, shifting upwards (downwards) the Dirac cones corresponding to the eigenvalues of `z: +1(-1).
To understand how H` modifies the spectrum ,we take the Hamiltonian H0 + ηH` for different values of η and three
different situations: H`K 6= 0, HD = 0, H`K = 0, HD 6= 0 and H`K 6= 0, HD 6= 0.
The energy spectrum of the three cases can be seen in Figure SV.H`K breaks the orbital degeneracy by renormalising
the Fermi velocity of the two Dirac cones, as can be seen in the first column of Figure SV (panels (a) and (d) with
different values of η). The second column shows how HD affects the energy spectrum. HD has the same functional
form of a Dresselhaus SOC for Dirac Fermions and it is independent of k. It can be seen as an equivalent of the
Dresselhaus SOC for orbital states. As expected, it also produces a Dresselhaus splitting of the bands without opening
a gap at E = 0. If both terms are present (right column of Figure SV). , we can see the formation of a single Dirac cone
6and the two outer bands (as discussed previously, to reproduce the flat-bands, it is necessary to consider high-order
terms in k). Similarly to what can be seen in quantum anomalous Hall insulators, the gap opening at E = 0 is a
consequence of the interplay between the orbital equivalent of a SOC and an exchange interaction. However, there is
a rich phenomenology for the interplay between the various contributions for different values of η that is beyond the
scope of this discussion.
Figure SVI: Comparison between of the in-plane texture profile for: (a) HD 6= 0 and H`K = 0; (b) HD = 0 and H`K 6= 0, and
(c) HD 6= 0 and H`K 6= 0.
Finally, let us discuss the role of H` and HD in the orbital texture of our model. Figure SVI shows the orbital
texture for HD 6= 0 and H`K = 0 (panel (a)), for HD = 0 and H`K 6= (panel (b)) and for the effective complete
Hamiltonian for without SOC and sublattice potential (panel (c)). By comparing the three panels, it is clear that the
orbital texture of our effective model is is governed by a Dresselhaus-like coupling for the orbital angular momentum
spinor and reproduces the the in-plane texture of our tight-binding model near K.
NUMERICAL SIMULATION OF THE DISORDERED CASE
It is instructive to examine how disorder affects the OHE in these two-dimensional systems and more specifically,
how it modifies the plateaus in the orbital Hall conductivity that, as discussed before, is not dominated by conducting
edge states. For this purpose, we use Chebyshev polynomial expansions [34, 35]. This real-space method has been
employed with success to analyse quantum transport properties of 2D systems [36–40]. We calculate the density
of states and the spin-Hall σzSH and orbital Hall σ
z
SH conductivity with the help of the Kubo-Bastin formula[41],
utilising an efficient implementation of the Chebyshev polynomial expansion [42]. We consider Anderson disorder
that is modelled by a random on-site energy that follows a square distribution with width W , centred in E = 0. We
consider system sizes of 8×256×256 orbitals, the Chebyshev expansion contains M = 1280 moments and we average
over R = 150 random vectors.
Figure SVII shows the spin and orbital Hall conductivities for a single set of parameters and weak (W = 0.05Vppσ)
and strong (W = 0.05Vppσ) disorder. Similarly to what was observed previously for the SHE [40], the orbital Hall
plateau is still present and the its height is preserved, even for strong disorder that closes the lateral gaps. Our
preliminary results indicate that the orbital Hall effect in two-dimensional insulators is robust against Anderson
disorder.
7Figure SVII: Spin (red) and orbital (blue) Hall conductivities, together with the density of states (grey) for λI = 0.2Vppσ and
VAB = 0.8Vppσ calculated in the weak (left panel) and strong (right panel) disorder limit, with strengths W = 0.05Vppσ and
W = 0.4Vppσ respectively.
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