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 The objectives of this research are to extend cooperative control methods based 
on potential games to dynamic environments and to develop an experimental test bed to 
illustrate theoretical results. Cooperative control concerns coordinating a collective 
performance of multiple autonomous agents. Possible applications include mobile sensor 
networks, distributed computation, and unmanned vehicle teams. Prior work has explored 
game theory, specifically the framework of potential games, as an approach to 
cooperative control, but has been restricted to static environments.  
This research shows that potential game based cooperative control also can be 
applied to dynamic environment problems. The approach is illustrated on three example 
problems. The first one is a moving target tracking problem using a modified form of the 
learning algorithm ―restrictive log-linear learning.‖ The second example is mobile sensor 
coverage for an unknown dynamic environment. The last example is multi-agent path 
optimization using payoff based learning. The performances of the developed systems are 
studied by simulation. The last part of this thesis develops an experimental moving target 
tracking system using multiple mobile robots.  Finally, the thesis concludes with 










1.1 Cooperative control 
 The objective of cooperative control is to enable a group of interconnected 
systems to achieve a global or collective goal through local or individual controllers. The 
individual controllers make decisions based on local information and resources to achieve 
a collective objective of the whole system. This distributed decision architecture gives 
cooperative control the capacity for self-organization and robustness to uncertainties such 
as individual component failures and dynamic environments. On the other hand, 
cooperative control presents challenges such as the complexity associated with a large 
number of agents and the analytical difficulties of distributed local information. 
Nonetheless, prior work on cooperative control has explored a variety of application 
including mobile ad hoc networks [1], dynamic sensor coverage problem [2], and 
autonomous operation of a group of unmanned aircrafts or vehicles [3, 4]. Furthermore 
cooperative control research is also found under related titles such as multi-agent control, 
distributed systems, networked control, and swarming [5, 6, 7]. 
 The most significant difference between cooperative control and centralize 
control is distribution of information. None of the agents in a cooperative control scenario 
can access all information in the system, and it is generally assumed that there is a 
communication cost for distributing local information. Therefore efficient and minimal 




1.2 Game theoretic approach 
 Game theory is a branch of economics that has its roots in the work of von 
Neumann and Morgenstern [8]. While the early motivation focused on two player zero-
sum games, modern game theory broadens its scope to the study of interaction between 
self-interested agents [9]. 
 In multi-agent systems both individual outcomes as well as the global outcome 
will depend on the decisions made by all agents in the system. This implies that in order 
for an agent to make the choice that optimizes its outcome, it must take into account the 
decisions that other agents may make while acting to optimize their own outcome. Game 
theory gives a method of examining such concerns [9]. 
 A challenge in exploiting game theoretic concepts in multi-agent systems is that 
game theory traditionally was developed for the purpose analyzing social phenomena, 
whereas cooperative control applications concern designing engineered systems [5]. 
Analyzing existing societal phenomena calls for a descriptive way of thinking, but 
designing original engineered systems calls for a prescriptive view. Therefore it can be 
unclear how to implement conventional game theory to multi-agent systems directly. 
 
1.3 Cooperative control based on Potential games  
 Recent research has explored the role of a special class of games for cooperative 
control, namely potential games [10].  For these games, a special alignment condition of 
individual utility functions and the global objective function guarantees the existence of 
at least one Nash equilibrium point in which the global objective function is maximized. 
Furthermore, one can design both utility functions that result in a potential game structure 
and learning algorithms that steer agents to a Nash equilibrium of the induced game. 




 One shortcoming of this approach is that it assumes a static environment and 
formulates a fixed game for this environment. Players‘ utilities and objective functions in 
a static environment are independent from time. However players‘ utilities in a dynamic 
environment is a function of time so that a Nash equilibrium can change over time. In 
that case, the conventional approach may not be enough to adapt players‘ action to the 
situation. 
 Motivated by this issue, this thesis explores modifying the existing potential game 
based multi-agent system design to address dynamic environments example. Furthermore, 
the new methods are tested through simulation and experimental implementation. 
 
1.4 Overview of thesis 
 Chapter 2 presents some background on game theoretic concepts and potential 
game based cooperative control in static environments. Chapter 3 presents a moving 
target tracking problem, and shows that predicting future state can improve the system 
even though the prediction is not always correct. Chapter 4 presents cooperative sensor 
coverage in unknown dynamic environments, and illustrates how to simultaneously 
estimate and cover the unknown dynamic environment. Chapter 5 presents payoff based 
path optimization problem in stochastic environments. It demonstrates cooperative 
control of path rather than positions in dynamic environments without any 
communication between players. Chapter 6 presents an experiment of moving target 
tracking with mobile robot system and discusses some issues that are overlooked in the 










 In this chapter, we will present a brief background of selected game theoretic 
concepts. See to [10] and [11] for a more review in depth. 
 
2.1  Potential game 
 There is a set of players            . Each player      is assigned an 
objective function        and an action set    where          . Let       
denote an action of player    and     denote a collection of actions of players other than 
  . Hence a overall joint action profile   is equivalent to         .  
 The definition of potential game [12] is as follows. 
 
DEF. Potential game 
 Player action sets        
  together with player objective functions            
  
constitute a potential game if, for some function      , 
     
             
           
            
         (2.1) 
for every player     , for every    
    
     , and for every     . The function   is 
called a potential function. 
 
 The most significant characteristic of potential game is perfect alignment between 
the potential function and the players‘ local objective functions under unilateral changes. 
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In other words, if a player in a potential game changes its action unilaterally, the change 
of the player objective function and the potential function are equal. 
 
DEF. Nash equilibrium 
 An action profile      is called a pure Nash equilibrium if for all players 
    ,  
     
     
      
     
         
   (2.2) 
 
 Nash equilibrium is an important solution concept in game theory. If an action 
profile is a Nash equilibrium, there is no unilateral change of a player‘s action that can 
increase its local objective function. There may exist more than one Nash equilibrium in 
a game. It is easily proved that any action profile maximizing the potential function is a 
pure Nash equilibrium. Hence a potential game has at least one Nash equilibrium. 
 
2.2  Illustration: Consensus as a potential game 
 In this section, the potential game concept is illustrated on a cooperative control 
problem. Consider a consensus problem with n-player set   where each player      has 
a finite action set   . 
 The global objective function for the consensus problem can be designed as  
         
       
 
         
 
(2.3) 
where      is player   ’s neighbor set. The potential function value is the sum of 
differences between all players. If an action profile reaches consensus then the potential 
function value will be 0. The next step is to assign each player an objective function that 
is completely aligned with the global objective. For the consensus problem with an 
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undirected and time-invariant interaction topology, player    can be assigned the utility 
function  
                     
     
 
(2.4) 
This form of utility function is called wonderful life utility (WLU) [13]. Loosely 
speaking, we can view the WLU as equivalent to the change in global objective function 
that would have arisen if      ―had never existed”. Note that players‘ utility function 
(2.4) is only dependent on the actions of its neighbors. Now the global target function and 
individual objective function constitute a potential game. 
 
Claim: Players’ utility function (4) and global objective function (3) constitute a potential 
game provided that the time-invariant interaction topology induced by the neighbor sets 
       
  is undirected. 
Proof: The potential function can be expressed as  
               
     
   
       
 
             
  
(2.5) 
The change in the objective function of player    by switching from action   
  to action 
  
  provided that all other players collectively play     is 
     
            
              
         
      
     
  
                                     
           
      .                              (2.6)  
█ 
 Therefore we can guarantee that there exists an action profile that is Nash 





2.3  Learning algorithm 
2.3.1 Binary restrictive log-linear learning 
 Log-linear learning for potential games was introduced by [14]. In log-linear 
learning, one player is randomly chosen with uniform probability over the player set at 
every time t. Only the selected player    is allowed to update its action and other players 
have to repeat their current actions. The chosen player    randomly updates its action 
according to the randomized strategy            . The   th component   
      of its 
strategy is  
  
      
                     
                            
 
(2.7) 
for some arbitrary parameter    . The parameter   determines player   ‘s willingness 
to optimize its action. If    , player    will update its action       with uniform 
probability over   . If    , player    among its best response set with high probability. 
In potential games under log-linear learning the stationary distribution        of the 
joint action profile is  
     
           
                
  
(2.8) 
The distribution      can be interpreted as a probability that        for sufficiently 
large time t. 
 However a player‘s action set at time t might be restricted by its previous action at 
time t-1. To address this issue, binary restricted log-linear learning
1
 was introduced by 
[10]. In binary restricted log-linear learning, available action set of    at time t is denoted 
as               . Then an action for next time step should be chosen among  
___________________________________ 




            rather than   . Binary restricted log-linear learning can be described as 
follows: one player is randomly chosen with uniform probability over given player set at 
every time t. Only the selected player    is allowed to update its action and other players 
have to repeat their current actions as in log-linear learning. The selected player    
randomly chooses one trial action                as follows: 
           
 
  
   for any action                                       (2.9) 
                 
               
  
 (2.10) 
where                    . Then     decides its action at time t with the following 
probability: 
             




                  




where                                          and     is an 
exploration parameter. 
 There are two assumptions regarding the restricted action set        for player 
    . The first assumption is reversibility: for any player      and any action pair 
  
    
    , we impose   
       
     
       
  . The second assumption is 
feasibility: for any player      and any action pair   
    
    , there exists a sequence 
of actions   
    
      
  that satisfies   
       
     for all            . It is 
proved in [10] that if all players in a potential game implement restricted log-linear 
learning in a consensus problem with undirected and time-invariant interaction graph, and 
restricted action sets satisfying reversibility and feasibility, then the action profile a will 




2.3.2 Sample Experimentation dynamics 
 The distinctive assumption of ―payoff based‖ algorithms is that players can access 
their own realized payoffs only. In many practical systems, performance can be measured 
only after an action is implemented. Moreover players may not aware of exact payoff 
structure of the system. Therefore it is impossible to predict accurately the reward that 
would have been received from taking other actions. 
 An example of this assumption is distributed routing for ad hoc networks while 
minimizing the delay of packets to their destinations [15]. The most challenging 
difficulty is that each node has to rout packets to neighbors without knowledge of the 
entire network structure. Trial and error based tactics using observed reward history is 
reasonable for this type of problem.  
 Reference [11] introduced payoff based learning algorithm for potential games. 
These dynamics assure that agents‘ strategies asymptotically form a Nash equilibrium 
with arbitrarily high probability. The dynamics considered in this thesis is ―Sample 
Experimentation Dynamics‖ from [11]. In Sample Experimentation Dynamics, a system 
converges to a Nash equilibrium with arbitrary high probability in any potential game 
even in the presence of utility measurement  noise. 
 The algorithm of Sample Experimentation Dynamics is as follows. First, each 
player plays a random action,          at time     and this action is set as the 
player‘s initial baseline action, i.e.   
          . Then each player starts an exploration 
phase over the next m periods. For convenience, double index the time when the actions 
are played as 
                   (2.13) 
where    is the index of the exploration phase and    indexes the played actions in the 
exploration phase. Let    be the exploration phase time and    be the exploration action 
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time. For any exploration phase time      and any exploration action time         , 
each player selects its next action as follows; 
-             
      with probability       
-           is chosen randomly with uniform distribution over       
       with 
probability   
After finishing the exploration phase, each player calculates average utility for every 
action taken during the phase. Let   
       be the number of times that player    played 
action    during the exploration phase at time   . Then the average utility for action    
through the exploration phase at time    is 
  
        
 
  
      
                             
 
    
   
        
                                                                         
        
  (2.14) 
where      is the usual indicator function and      satisfies 
        
 
   
   
       
Define   
      to be the set of actions whose average utilities surpass the baseline action, 
i.e. 
  
                
         
  
             
(2.15) 
Each player will update its baseline action as follows. 
- If   
      is empty, then   
          
       
- If   
      is not empty, then 
   
          
      with probability   
   
        is chosen randomly with uniform distribution over   
      
with probability       
Lastly, each player starts new exploration phase with updated baseline action and repeats 




 The following theorem is proved by [11]. 
 
Theorem  
Let G be a finite n-player potential game where players’ utilities are corrupted with a 
zero mean noise process. Assume all players use the Sample Experimentation dynamics. 
For any 
- probability     
- tolerance level         
- inertia         
- exploration rate   satisfying    





                   
and if the exploration phase length m is sufficiently large, then for all sufficiently large 
times    ,      is a Nash equilibrium of G with at least probability p. 
 
 Sample Experimentation Dynamics does not require any explicit cooperation or 
communication between agents. This is a desirable feature of these since it gives 








TARGET TRACKING PROBLEM 
 
3.1  Potential game in Dynamic environments  
 The cooperative control problems described in [10] and [11] assumes static 
environments. This thesis investigates cooperative control based on potential games for a 
dynamic environment. The main idea is estimating the next state of the environment. If it 
is possible to record enough history of previous states and analyze a dynamic 
environment from history, then we can guess the next state of the environment. The 
forthcoming algorithms will still act myopically, but now on the  estimated future state 
instead of the static current state. 
 Rather than present a general formulation, we will discuss a potential game 
approach to a cooperative moving target tracking problem. 
 
3.2 Cooperative target tracking problem 
 The goal of a cooperative moving target tracking problem is to capture one 
moving target cooperatively. The target might be autonomous or controlled by a human. 
In this setting, the mobility of the target gives a dynamic environment from the 
perspective of the pursuing agents. We can expect that the target‘s next position is limited 
by its current position and velocity because it cannot exceed reasonable maximum speed 
and acceleration. In other words, the target‘s position is not completely random over the 
mission space. Therefore the proposed game model with appropriate prediction of the 
target‘s next position will show higher performance than the conventional one.  
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Figure 1: Moving target tracking problem 
3.2.1  Modeling as a potential game 
 There is a player set                 and one target. Divide the mission space 
into a finite set of sectors denoted S. The action set of a player    is      and the 
position of target is denoted by    . For the sake of simplicity the target‘s position b is 
known to all players. (If the location of the target is unknown, then players need to 
explore the environment to discover the target, which requires different approach.) Each 
player    can communicate with a set of other players who are referred to as neighbors of 
  . The communication between players is bidirectional and limited to its neighbor set 
only. Each player    can cover the area centered at      with a radius   . The effective 
area to mark the target is centered at b and has a radius   . The joint coverage of sector s 
with action profile a is 
                      




          
                             
                                    
 . (3.2) 
We now define a function       that determines the value of a sector s. The function 
T has larger values as the distance to the target is closer:               




no longer effective at the next time step t+1 since the target is moving. So if the 
trajectory of the target is predictable, the expected target‘s position can give a better 
result than current position when selecting the next action of the player. The defined 
function T is 
        
                                                                      
       
              
 
                                              
  
(3.3) 
where A and B are constant values and         is a expected target position at the next 
state of time t. The expected target position         is calculated based on the player‘s 
belief about the target‘s behavior. We will assume that the target moves to the same 
direction and speed as the previous time step with a high probability. Therefore it is 
natural to expect that  
                           
               
 
(3.4) 
However if more precise expectation is available then         can be an appropriate form 
reflecting the expectation rather than the equation (3.4).  
 In this setting, the global objective function takes on the form 
                    
   
  (3.5) 
The function       is maximized when the nearby area around the target is properly 
covered by players. In other words, players will surround the target as the objective 
function is maximized.  
 The utility of each agent is assigned a Wonderful Life Utility (WLU), i.e., 
                        
                             
                                         
       





where   
  is the null action which means that player    does not exist. Therefore        
and         are perfectly aligned, and the resulting game is a potential game. 
3.2.2  Learning algorithm 
 Binary restricted log-linear learning explained in Section 2.3 was named binary 
since it chooses the next action between two options: the current action and one trial 
action based on the probability function (2.9) and (2.10). Therefore binary restricted log-
linear learning consists of two steps: 1) selecting a trial action and 2) selecting a next 
action. The learning algorithm for the moving target problem is a modified version of 
binary restricted log-linear learning. We will call the modified version general restricted 
log-linear learning.  
 Like binary restricted log-linear learning, general restricted log-linear learning 
chose one player among the player set to select the next action among an available action 
set                      . Let     be the j-th element of            . Then       is 
selected with the following probability: 
              




where                                          and     is an exploration 
parameter. By eliminating the binary trial action concept and comparing all available 
actions at the same time, a player has a greater chance to pick the best action. 
Accordingly, general restricted log-linear learning can maximize the potential function 
and utility function more quickly than binary restricted log-linear learning. On the other 





3.3  Simulation 
A simulation program is developed to show the performance in graphical and 
numerical manner. The program is developed using C++ and the Microsoft Foundation 
Class (MFC) library. For comparison learning without considering the dynamic 
characteristic of target is labeled ‗static‘ and learning as in Section 3.2 is labeled 
‗dynamic‘.  The static case utilizes the current target position      instead of the expected 
position         for the equation (3.3). On the other hand, the dynamic case follows the 
same algorithm described in Section 3.2. 
 To compare the performance of the two cases define new measurement        as 
follows: 
                     
   
 
(3.8) 
where        is the target boundary check function defined as 
        
                            
                                     
   (3.9) 
and        is the same joint coverage function (13) from Section 3.2. The function 
       is the sum of the area around the target that is covered by players. Therefore a 
large   value means that the players‘ joint action profile surrounds the target effectively.  
 The performance ratio is calculated as 
             
            
 
(3.10) 
where         and          are the joint action profile of static and dynamic learning 
respectively. 
 One trial of simulation is 1000 time steps. All players‘ positions are randomly 
initialized at the start of every trial. The mission space S is                      . 
Table 1 defines several numerical constants for the simulations.  
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Table 1: Constant values used in the simulation 
   of the equation (3.3) 10 
Player‘s coverage area    5 
A of the equation (3.3) 10 
B of the equation (3.3) 10 
Exploration parameter   0.9 
 
 
  The moving target model is as follows. The target moves once every three time 
steps. Therefore the average speed of the target is 1/3 per time step. The default is that the 
target moves in the same direction as its previous movement. Assume that the target 
changes its direction every time step with probability  . Simulations were carried out 
with changing   values from 5% to 40%. There were 100 trials were performed for one  . 
There are four pursuing players. The speed of target is selected considering that one of 
four agents is chosen to move one unit every time step. In other words, the average speed 
of each agent is 1/4 per time step. So the target‘s speed is slightly faster than the players.  
 Figure 2 shows that the performance ratio is decreased as   increased because the 
dynamic case is based on the assumption that the target moves to the same direction as 
the previous time step with a high probability. Hence frequent change of direction makes 
it hard to predict the target‘s movement correctly.  
 Table 2 and Table 3 show numerical results of the simulation. In Table 2 it is 
observed that dynamic tracking always has better performance for all   values than the 
setup in which the target‘s movement is not predicted. The covered area        around 
the target is getting larger as   increased for both cases. It is because as   is increased the 
target has more chance to change its direction and it makes players easy to catch the 






Figure 2: Relation between performance ratio and   
 
 
Table 2: Average performance of dynamic and static case with changing   
 
                                      Performance ratio 
5% 51.10162 47.53675 1.074991875 
10% 84.73768 79.17951 1.070197075 
15% 100.83564 95.30884 1.057988325 
20% 113.5538 108.6277 1.04534847 
25% 125.60117 120.90271 1.038861495 
30% 131.50041 126.59291 1.038765994 
35% 136.40622 132.16771 1.032069179 


















Table 3: Maximum and minimum performance result with changing    
 
                                                                
5% 95.179 90.704 5.059 3.781 
10% 130.32 115.635 43.08 43.866 
15% 128.591 128.06 57.998 48.801 
20% 141.599 140.083 77.671 67.819 
25% 147.27 143.373 91.823 91.298 
30% 159.177 154.155 104.812 100.462 
35% 155.972 153.25 104.472 86.049 





This chapter presented the cooperative moving target tracking system. The global 
objective function and agents‘ utility functions were designed as a potential game, and 
the modified log-linear learning algorithm was applied. The algorithm utilized target‘s 
expected position instead of the actual position to adapt the target‘s dynamic 









 DYNAMIC MAP COVERAGE PROBLEM 
 
Consider a scenario that multi-mobile sensor system monitors a group of animals 
in a large area. Animals are continuously moving and their population distribution over 
the area is unknown. Each mobile sensor has limited sensor coverage and observed data 
is shared by all sensors. The objective is maximizing the number of animals under 
surveillance. In this scenario one can consider population density as event density, a 
group of mobile sensor as a player set, and an area in which mobile sensor can move as 
an action set for players. This chapter will illustrate this problem as a potential game and 
develop a suitable learning method. 
 
4.1 Motivation 
In the target tracking problem described in the previous chapter, the target 
location was known to all players so that the reward for every action over the map can be 
calculated even before a player takes a real action. In other words, the utility function 
over all actions was known. Therefore it was possible to develop a variant of log-linear 
learning which requires all utility values. This is a very strong assumption, and one 
cannot assume that utility values are computable in many practical problems. 
This chapter will discuss a multi agent coverage problem without information 
about the event distribution over the coverage area. Since the event distribution is not 
given, players cannot utilize the same learning method of the previous chapter. We still 
assume that the other players‘ actions are still known, thus it is not the fully payoff based 
scenario presented in Section 2.3.2. Such a formulation in which players do not know 
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their utility functions and cannot measure other player actions will be discussed in 
Chapter 5. 
 
4.2 Dynamic coverage as a potential game 
The goal of the problem is to maximize coverage of events that drift slowly or 
jump to another location with some probability. The event value of a sector s at time t is 
      . A player set                starts optimizing their positions over a 2-D 
sectored finite space   without any information about the initial event distribution 
             for all    . An action set    for player    is also   , i.e.        . At 
every time step t, player    can measure the event distribution        within its sensor 
coverage radius   . Let a set of sectors within the coverage of a player    at time   be     . 
Then  
                                (4.1) 
Data sampled in the past does not represent the current event density of the 
location since event density is changing over time. Moreover it is assumed that there is 
zero mean observation error of event density, so observed data is not 100% reliable. All 
players share their observed data and actions. As in the previous chapter, a player‘s 
available action set for the next time step is restricted by its current action. 
Define a global objective function             as the sum of event density in the 
area covered by joint action a, i.e. 
                                 (4.2) 
where   
          
 
   . Define an individual utility function              for a player     
using Wonderful Life Utility as  
                              
         
                               (4.3) 
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where   
  is a null action and       is an area covered by     at time  . Consequently it is a 
potential game with potential function   and utility    for a fixed time t.  
Recall that players know observed data only instead of actual event density 
      , so players cannot calculate    directly in this scenario. Instead players will utilize 
an estimated utility     which depends on estimated event density        .  
Estimated event density    is initialized at time     with arbitrary offset value 
   . Let        be the observed density of place s at time t, i.e. 
                          (4.4) 
where     
  and   is an independent and identically distributed random variable with 
zero mean. In other words,        includes zero mean observation noise. Then updating 
rule for         is  
         
                                      
    
                                        
       (4.5) 
Where    and    are arbitrary constants such that        and       . This 
updating rule only depends on           and       , so the required memory has finite 
length. If the observed density at place s is not reported for a long time, the estimated 
density value will converge to    . This characteristic will be referred as fading memory 
concept. 
Then estimated utility               is defined as follows: 
                                    .        (4.6) 
Hence               is the sum of the estimated density function in places exclusively 





4.3 Learning algorithm 
Since the event density over the given space is now unknown, players have two 
objectives in their learning: exploration and exploitation. Exploration is sampling 
unknown places including not only places never visited before but also places visited. 
Exploitation is optimizing players‘ formation to maximizing a global objective. 
Considering equation (4.5), if the observed value of a place is lower than     then a player 
will prefer exploring a different unknown area, which has utility value    . Hence one can 
consider     as a threshold between exploration and exploitation. If     is relatively high 
then players have more incentive to explore and vice versa. 
The learning algorithm for this problem is similar to binary restricted log-linear 
learning in Chapter 2 except it will utilize the estimated utility instead of actual utility. In 
original log-linear learning only one player can change its action, but in the learning 
algorithm in this chapter all players are allowed to change their action every time step. It 
allows players to explore more places in a short time and update estimated density 
effectively. 
 Every time step all players choose a trial action    among its current available 
action set                with the following probability: 
              




where                                           and     is an exploration 
parameter. Players choose their next action as follows 
       
                           
                         
        (4.8) 
where   is an arbitrary inertia parameter with      . 
After the playing chosen action, every player      observes the event density in 
their coverage      and updates the estimated density function         for all     using 
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equation (4.5). Since observed data is shared by all players, players have the same 
estimated utility over the space S. 
 
 4.4 Simulation 
The performance of the designed system is simulated using MATLAB. A mission 
space for the simulation is a set of sectors,                        . There is a 
player set                    and all players can be at any sector over  . Players have 
limited moving speed so that the available action set for every time step is also limited. 
All players can move to only adjacent sectors from the current sector in one time step. It 
is assumed that three players have sensor coverage with radius 3 and the other two 
players have coverage radius 5. In other words, the coverage radius is defined as    
        and        . There exists event density function          for    
      and        is sum of two 2-D Gaussian probability density functions. Let the 
two Gaussian probability density functions be              and             . The 
mean vector of the first density function,      , is drifting slowly with random direction 
and the mean of another density function,      , jumps to a random sector     with a 
probability 0.03. Discount ratios for the estimated utility function (4.5) are selected as 
       and        . 
Figures 3~5 are the results of the simulation. The left screen of the simulation 
shows the actual event distribution        which is unknown to players. The right screen 
illustrates the estimated event distribution         and positions of players. In this 
simulation, the mean value of the jumping event density              changes its 
location twice at time step 60 and 140. The mean of another event density function 
             moves slowly during the entire simulation. At time    ,         for all 
    is initialized with same offset value. As time increases, the estimated density of a 
place previously visited is converging to the offset value. This feature is illustrated as 
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gradually blurry trail behind players. A player    tagged with number 5 in the figures 
keeps following the drifting event after time step 40. All players except player    
continue exploration until players    and    encounter an event area at time step 140. At 
time step 160, players   ,   ,    and     successfully covered most of events and player 
   is exploring unknown places. 
 
4.5 Summary 
We formulated a multi agent dynamic map coverage system with an assumption 
that the event distribution is unknown to players. The global objective function and 
agents‘ utility functions form a potential game. The estimated utility approximates the 
actual utility based on players‘ observation, and the fading memory concept is applied to 
the estimated utility updating rule to adapt the time variant environment. Each player 
selects its action using the modified log-linear learning with inertia. The simulation result 
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Figure 3. Simulation results of dynamic map coverage at time step 0, 20 and 40. The left 
window of each time step shows actual event density, and the right window shows 
estimated density and players‘ coverage. Darker color has larger value in both screens. 
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Figure 4. Simulation results of dynamic map coverage at time step 60, 80 and 100. The 
left window of each time step shows actual event density, and the right window shows 
estimated density and players‘ coverage. Darker color has larger value in both screens. 





(a)       
 
(b)       
 
(c)       
 
Figure 5. Simulation results of dynamic map coverage at time step 120, 140 and 160. 
The left window of each time step shows actual event density, and the right window 
shows estimated density and players‘ coverage. Darker color has larger value in both 





 PATH OPTIMIZATION PROBLEM 
 
Consider the scenario that multiple cleaning service robots in a park try to empty 
trash cans on their route. An empty trash can becomes full with certain probability every 
day, and once it is filled with garbage then it remains in full status until any cleaning 
robot empty it. Every cleaning robot knows its own route and the number of trash cans it 
has emptied, but it does not have any information about other robots‘ routes or work 
results. How can the group of robots form efficient routes to minimize the average 
number of full trash can in the park? This chapter will represent this scenario as a multi-
agent problem interpreting a cleaning robot as a player, route of a robot as a player‘s 
action and a trash can as an service location with status value. 
 
5.1 Motivation 
 This chapter will consider a more challenging problem: payoff based potential 
games in dynamic environment. As explained in Section 2.3.2, payoff based dynamics 
only depend on the player‘s own realized payoffs. Therefore a player cannot observe the 
other players‘ actions or payoffs. This is a severe restriction considering that one player‘s 
utility in multi-agent system depends on other players‘ actions. Even if playing a specific 
action gives higher payoff than other actions it does not guarantee that the action is better 
since the higher reward might be from other players‘ actions. However in many settings 
of multi-agent systems, agents‘ knowledge about their environment and communication 
between agents can be limited or even prohibited. In that case payoff based dynamics 
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offer an alternative since they do not require any information but a player‘s own realized 
payoffs. 
 Reference [11] introduced payoff based dynamics for weakly acyclic games 
which are a more general case of potential games, and a simple congestion game was 
described as an illustrative example.  This chapter will expand one of payoff dynamics 
introduced in [11] to a dynamic and stochastic environment with a large action set 
  
5.2 Path optimization as a potential game 
The objective of this chapter‘s problem is minimizing the number of service 
location with a certain status. A total of m service locations are distributed over a 2-D 
mission space      . Let the service location set be              . Each service 
location    is a tuple containing two states: status          and location     . Each 
service location      is initialized to status      and arbitrary location   . A player    
in a player set                has an action set    and each action       is a 
parameter vector that describes player‘s route. For convenience, we will limit the shape 
of a player‘s route to a circle. Then an action    defines a specific circular route of a 
player   . It is a tuple            where      and      are the coordinates of the 
center, and      is the radius. Consequently an action set    is a subset of  
 . A player 
   moves along its route represented by its action vector    with fixed speed. All service 
locations within a certain distance    from any player    are forced to change their status 
to 0. Every time step, service location    that is not influenced by a player and has status 
     changes its status to 1 with a probability  .  
Define a potential function           as follows:  
             
   
               
 






where             is number of service locations with status 0 at time   when every 
player    starts rotating a route    from            at time 0. Hence           is an 
average value of expected number of service locations with status 0 over time. Using 
Wonderful Life Utility with          , a player‘s utility function is defined as follows:  
                         
           (5.2) 
Consequently this forms a potential game. Loosely speaking,            is the marginal 
contribution of a player    to increase number of service locations with status 0. In other 
words, it is the number of service locations whose status is switched from 1 to 0 by a 
player   . 
 
5.3  Learning algorithm 
 The learning algorithm for the path optimization problem is based on Sample 
Experimentation Dynamics from [11] and presented in Chapter 2. Let an exploration 
phase consist of m action trials. One action trial means turning a complete circle with the 
center and radius specified by the action. Since a player‘s moving speed is fixed and a 
circumference of a circle is proportional to its radius, the time for one action trial can be 
varied.  Consequently a players‘ exploration phase is not synchronized even though the 
number of action trials in one phase is the same for all players. Index an action    played 
in the   -th trial of the   -th exploration phase as                       where    is 
the exploration phase time and    is the exploration action time. Note that           
indexes the order of an action trial and it does not indicate a time step that the action is 
made. Therefore           and           with     may not be executed simultaneously 
even though the indices are the same. The baseline action is indexed with exploration 
phase time as   
     . By construction, exploration phase time and exploration action 
time satisfy      and      .  
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The learning algorithm is as follows. First, each player    chooses a random initial 
baseline action   
       , then each player starts an exploration phase. During the 
exploration phase a player plays m trials and each trial action is chosen as its baseline 
action with probability       or a new random action other than the baseline action 
with probability  . The variable   will be referred to as the exploration rate. 
Every time step, a player    moves along its route based on its current trial action 
with fixed speed and checks whether there is an service location whose status is 1 within 
a distance  . If there are service locations satisfying these conditions, then the status 
values of the service locations are changed to 0. Define an observed payoff            
to be the number of service locations whose status are changed by a player    during   -th 
trial of   -th exploration phase.  
After playing a trial action, a player    updates its average payoff function as 
follows: 
           
                                                      
                                                                                                   
   
(5.3) 
where         . This update rule adapts a fading memory concept which is used for 
the estimated event density update rule in Chapter 4.2.1. The constant   is a update 
weight satisfying       and it determines the influence of old payoff history.  Unlike 
the original Sample Experimentation dynamics in [11], this average payoff function is 
never reset at the end of exploration phase. There are two reasons why a notion of fading 
memory is applied instead of resetting average payoff every exploration phase. 
The first reason is the players‘ large action set. The congestion game in [11] has a 
relatively small action set which consists of several choices. On the other hand an action 
set in this path optimization problem is in   . Resetting a player‘s average payoff 
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requires too long exploration of an phase to explore the action set sufficiently, and as a 
result it will slow the entire system‘s learning speed. 
Another reason is that player exploration phases are not synchronized in this 
problem. Even if a player starts a new phase, the other players may stay in the same 
exploration phase as the previous time step. Consequently recent payoff history is not 
useless for a new exploration phase and a player does not have to reset its average payoff.  
After completing an exploration phase, a player updates its baseline strategy. 
Define a better payoff set   
     as follows 
  
                                 
            (5.4) 
Note that the time index for     in equation (5.4) is       ) because   
  is calculated at 
the end of an exploration phase.  Then each player updates its baseline action with 
following rules: 
- If   
      is empty, then   
          
      
 - If   
      is not empty, then 
   
          
      with probability   
   
        is chosen randomly with uniform distribution over   
      
with probability       
The term   will be referred to as the player‘s inertia. Lastly, a player initiates a new 
exploration phase with the updated baseline action and repeats these ‗exploration phase‘ 
and ‗baseline update‘ processes. 
 
5.4  Simulation 
To illustrate performance of the path optimization system, a simulation program 
was developed using MATLAB. The size of the player set in the simulation is 5 and all 
players‘ moving speed is 1.6 per time step. There are a total of 100 service locations on 
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the field. Every time step, each service location with status 0 changes its status to 1 with 
probability 0.04. 
An action set    is a Cartesian product of a radius, center‘s x-coordinate and y-
coordinate. The actual action set used in a simulation is as follows. 
                                                            
Therefore size of the action set is            . The reason to discretize an action 
space at intervals of 5 is to reduce the  size of the action set sufficiently. 
 Constant values for the algorithm used in the simulation are shown in the table 4.   
 
Table 4: Constant values used in the simulation 
inertia   0.4 
exploration rate   0.03 
update weight   0.5 
 
 
The number of trials per exploration phase is 100 and the simulation was 
terminated when at least 30 exploration phases are performed for all players. Note that 
players are not synchronized with each other and time for a trial depends on the radius of 
a player‘s path. So at the end of simulation, players can be in a different exploration 
phase from others.  
The time for running one action depends on the radius of the path defined by the 
action. Considering that players‘ moving speed is 1.6 per time step, the time steps 
required for one action trial, i.e. turning a complete circle route, is 40 steps for a route 
with radius 10, 59 steps for radius 15, and 79 steps for radius 20.  
Figure 6 shows the optimized paths for multiple agents. The x-axis in Figure 7 is 
time and the y-axis is total number of events spots with status 1. Note that the x-axis has 
a much larger value than the exploration phase or trial counts since one action trial 
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requires more than 40 time steps. The objective of this system is to minimize the number 
of active station. After optimization, the number of active station is staying between 
50~55 as shown in Figure 7.  
The important point in this simulation result is not the literal value 50, but the fact 
that the number of active service location is decreasing over time. Because the result 
value 50 can be relatively small or large according to various conditions such as the event 
changing rate or player‘s moving speed. The main result of this graph is that the payoff 
based algorithm is adapting in a stochastic environment successfully.  
 
5.5 Summary 
In this chapter, payoff based path optimization in a statistical environment was 
presented. Any communication between the players is not allowed so that each player 
knows its realized action and reward history only. The global objective function and 
agents‘ utility functions are designed to build a potential game. The modified Sample 
Experiment Dynamics algorithm was suggested as a learning algorithm.  Average payoff 
function in the algorithm estimates expected reward for players‘ actions. The simulation 
data shows that this system effectively adjusts players‘ routes without communication 





Figure 6. Optimized routes of players. Large circles show the players‘ baseline actions at 
the end of the simulation. Empty small spots are service locations with status 0 and filled 




Figure 7. Average number of service locations with status 1 over time. The x-axis is time 










 In the previous chapters, the performance of proposed potential game based 
cooperative control is demonstrated in simulation. This chapter presents a test bed 
implementation of the target tracking problem. The test bed both demonstrates the 
approach and highlights various implementation issues. 
6.1 Experiment devices 
6.3.1 Khepera III  
 
Figure 8: Khepera III mobile robot 
 Khepera III [16] is a mobile robot model developed by K-team Corporation (see 
Figure 8). It is driven by two wheels, and multiple sensors on its base make possible long 
range and short range object detection. The robot base uses the KoreBot computer board 
which is designed for robotic application. The KoreBot board features an embedded 
Linux operating system and standard compact flash extension cards supporting WiFi, 
Bluetooth and many others. The size of the Khepera III is 130 mm x 70 mm and its 
maximum running speed is 0.5m/s. The KoreBot board has a 400 MHz ARM 
38 
 
microprocessor and 64MB ram. The on-board Linux system for the KoreBot board is 
version 2.6. An application programming interface (API) for application level 
development is provided by the manufacturer.  A 802.11b wireless network extension 
card is used for the experiment  
6.1.2 Vicon motion capture system as GPS  
 
Figure 9: The Vicon motion capture system in action [17]. 
 The purpose of the motion capture system is to record movement of an given 
object or group of objects and analyze the data to form a digital model (see Figure 9). 
Motion capture systems are used in 3D animation and filmmaking, sports, and medical 
application. The Vicon MX [17] which is used in this experiment is a motion capture 
system developed by Vicon Corporation. The Vicon MX collects 2D data from 8 
specialized cameras and reconstructs it to 3D data. The specialized camera system of the 
Vicon detects infrared light reflected by markers attached to the objects. Unique 
geometric patterns of the markers make the system distinguish one object from others.  
Using these features of the Vicon, reference [18] developed a Global Positioning System 
(GPS) lab to track the movement of mobile agents. The GPS can measure the robots‘ 
global positions and broadcast data through Bluetooth communication in real-time. See 
[18] for a more detailed discussion.  
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player C  
Figure 10: Structure of experiment system. The dashed line shows communication 
between elements. The figure illustrates the situation when the player B is a common 
neighbor of the player A and C. 
Figure 11: GPS protocol 
 The experiment system consists of mobile robots, the GPS system, and a host 
computer (See Figure 10). There are four mobile robots: three autonomous robots as 
players in the target tracking problem and one human controlled robot as a moving target. 
The three player robots make decisions in a distributed manner using local information.  
 The GPS checks all mobile robots‘ locations and broadcasts the information 
periodically. The GPS protocol has a structure in Figure 11. Even though GPS can 
calculate the 3D position of the robots, the mission space in the target tracking is 2D so 
Z-axis information is omitted in the protocol. If a player can access each other player‘s 









the experiment‘s purpose to test a distributed system. Hence to make a distributed system, 
the receivers, i.e. mobile robots, only access the data tagged with its ID and ignore any 
other players‘ information in the GPS protocol. Therefore the coordinate of other robots 
should be obtained from peer-to-peer communication between robots. However the 
location of the target robot can be accessed by any player robot.  
 A host computer is required for the target robot control and it is independent from 
the cooperative control algorithm. Commands for the target robot are received through a 
host computer and sent to the target robot via Bluetooth. The host computer user can use 
a keyboard to move the target with constant speed and four directions (forward/ 
backward/ left turn/ right turn). Details of the developed application in the host computer 
will be discussed in Section 6.2.2. 
6.2.1 Network 
 Generally there are two types of wireless network architectures: centralized and 
decentralized. A centralized network has at least one intermediate device such as a router 
or access point which manages a routing table and relays data between agents. On the 
other hand, a decentralized network does not have any intermediate device and each 
agent is responsible for their communication. For our purposes, a decentralized network 
is the appropriate choice than centralized network for the experiment. The network 
connection between robots is based on a wireless ad-hoc network which is one tyoe of 
distributed network. In a wireless ad-hoc network, each node participates in routing by 
forwarding data for other nodes, and so the decision of which nodes to forward data is 
made based on the network connectivity. The players in the moving target tracking 
problem can communicate with its neighbor only so actually it does not require data 
routing; all communication is one hop peer-to-peer communication. 
 The network protocol for communication between players is User Datagram 
Protocol (UDP).  UDP was designed by David P. Reed in 1980 and formally defined in 
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RFC 768. UDP provides an unreliable service and assumes that error checking and 
correction is either not necessary or performed in the application, avoiding the overhead 
of such processing at the network level. Time-sensitive applications often use UDP 
because dropping packets is preferable to waiting for delayed packets, which may not be 
an option in a real-time system [19]. In the multi-agent experiment system, the network is 
required to update GPS information and neighbors‘ states in real-time. So even though 
UDP cannot provide guaranteed delivery, it is a reasonable choice due to its simplicity 
and low overhead. 
6.2.2 Mobile robot remote control program 
 Figure 12: Mobile robot remote control program interface 
 The mobile robot remote control program (see Figure 12) was developed to 
manage the experiment system effectively. The major function of the program is to send 
pre-defined commands to the desired robot. It can be used for controlling the mobile 
robots‘ motion and check their current status. In the experiment the moving target is 
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human-controlled using this program. The program is developed using C++ and the 
Microsoft Foundation Class (MFC) library. All command protocols should be consistent 
with the embedded program of the mobile robot. The program consists of 4 major 
functions as follows: 
1. Select robots and network port for remote control  
2. Control the selected robot manually 
3. Start or stop the multi-agent system algorithm 
4. Show remote command history 
 In the connection section, a user can select robots using ID and network port for 
communication. A user can select more than one robot ID by typing multiple IDs 
separated by commas. Then all commands will be sent to multiple robots at the same time. 
This function is designed to manage the multiple mobile robot system.  
 There are two ways to manually control robot‘s motion: keyboard control or 
destination selection. A user can move the selected robot to forward/ backward/ right turn 
/left turn (from robot‘s point of view) using arrow buttons on a keyboard. Or some 
specific coordinate in (x, y) format can be set to move the robot.  
 The third part of the program is managing automatic control which is the 
cooperative control algorithm for players in this experiment. The remote control program 
can only turn on or off the automatic algorithm, and all algorithms must be stored in the 
robot‘s individual memory. This automatic control management can be used for starting 
or stopping programs in player robots. When the cooperative control program is active, 
any manual command such as keyboard control does not work. For debugging purpose a 
‗coordinate‘ button is added to the program to print robot‘s current coordinate in (x, y) 
format. 
 Lastly, the bottom of the program shows the history of commands by a user. All 
communication between the program and robots uses the aforementioned User Datagram 
Protocol (UDP).  
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6.2.3 Path planning  
 How to navigate a mobile robot from current position to the desired position is 
another issue for the experiment. There are some well-known path planning methods 
such as Voronoi diagram [20] and A* (pronounced ―A-star‖) algorithm [21]. However 
path planning is not a major topic for this research, so a simpler path planning algorithm 
is applied to the experiment. 
First, a robot decides its next position using the cooperative control algorithm. 
After choosing a goal, it will calculate distance and angle   from current location using 
GPS information. The robot turns its body with the calculated angle   to face the goal 
location. Then the robot goes straight to the goal position while continuously checking 
angular error. The major causes of angular error are GPS observational error and motor 
control error.  If the angular error becomes larger than pre-defined threshold, it will stop 
and repeat angle correction process again. Lastly, if the robot arrives in an area close 
enough to the goal it finishes path planning. 
 This approach is very straightforward to implement and requires little calculation 
and system memory. However it may take much longer time to navigate than other path 
planning methods.   
 
Figure 13: Robot calculates angle   to the goal in phase 1 and turns its direction in phase 




6.3 Consideration for the experiment 
6.3.1 Modified restrictive log-linear learning 
 Restrictive log-linear learning was applied to the target tracking problem in 
Chapter 3. Restrictive log-linear learning allows only one player to move at each time 
step, but some global synchronization is needed to realize it in the experimental system. 
For synchronization, a central control unit which can always communicate with all 
players is required, which is not desirable for a multi-agent system. As a result modified a 
restrictive log-linear learning is developed to solve this problem.  
 In modified restrictive log-linear learning, all players are allowed to change their 
actions every time step. However it does not mean that players actually change their 
action every time step. A notion of inertia in Sample experimentation dynamics is 
applied instead of strictly synchronizing players‘ action. Every time step, each player    
randomly selects a temporary action       from its available action set             
with the following probability: 
              
                     
                                     
 
(6.1) 
for                  and an arbitrary parameter    . Then    decides its action for 
time   as follows: 
                       (6.2) 
                         (6.3) 
The arbitrary variable         is inertia of this learning method. If   is large enough, a 
set of players can stochastically approximate original log-linear learning‘s feature without 
global synchronization.  




6.3.2 Physical limitation of mobile robots 
 The Khepera III was used as the mobile agents in this research.  Since the 
maximum speed and acceleration of the Khepera III is limited, the available action set for 
each player is also limited. In the simulation, it was assumed that the player can move to 
an adjacent position with the same speed, but it might not be feasible in the experiment 
because of time for turning heading direction. For example, moving to the location in 
front of the player is faster than moving to the location behind the player since it requires 
time for turning the robot‘s body. 
 
6.4 Results 
 It is observed that three player robots approach to the target robot as already 
shown in the simulation result. However the system‘s convergence speed was relatively 
slow because of not optimized path planning. The path planning for the experiment is 
divided into two processes, turning robots body and moving straight. However the target 
keeps moving while player robots are turning at a fixed place to adjust its heading 
direction. If the target‘s moving speed is too much faster than players it is almost 










 This thesis presents how potential game based cooperative control can be applied 
to dynamic environment problems such as ‗moving target tracking,‘ ‗sensor coverage in 
unknown dynamic environments‘ and ‗path optimization in stochastic environments.‘ 
The three problems are formulated as potential games and suitable learning algorithms 
are developed. The developed approach is illustrated through simulation programs.  
 In the moving target tracking example in Chapter 3, players make predictions 
about future environmental states. Even though the prediction is not perfect, it is shown 
that it helps players to adapt to a dynamic characteristic. In the sensor coverage problem 
in Chapter 4, players estimated utility based on their observations and a notion of fading 
memory. Lastly, the path optimization scenario in Chapter 5 illustrates payoff based 
cooperative control in dynamic environments. From the aspect of available 
information to players, the three examples can be classified as follows: 
 
Table 5: Information availability of examples 
 
Utility function over joint action set 
Other players‘ realized actions and 
rewards 
Chapter 3 Known Known 
Chapter 4 Unknown Known 




 Furthermore, a laboratory test bed with supporting hardware, software, and 
networking was developed to test target tracking. The test bed includes multiple mobile 
robots, indoor GPS and mobile robot remote control software. 
 
7.2 Future works 
 The learning algorithms developed in this thesis are variants of algorithms from 
prior research based on static environments.  The performance of the developed learning 
algorithms was simulated but rigorous mathematical proofs have yet to be derived. This 
is needed to ensure the learning algorithms‘ convergence in more general settings.  
 The converging speed to equilibrium is also an important issue. If an algorithm‘s 
converging speed is impractically slow, it cannot be applied to a real application even 
though its convergence is proved. Therefore further researches about the converging 
speed are needed to meet practical applications‘ requirements. 
 The study about more various problem setting is needed. This research was 
focused on potential games but more generalized form of games such as weakly acyclic 
games [22] in dynamic environments can be studied. Or multi agent systems in hostile 
environments can be considered. There can be a problem in which some adversaries or 
the environment of the system interfere with optimization of an objective function.  
 The multi agent test bed of this research also has opportunities for future research. 
Path planning is an important research field for mobile robots and lots of research have 
been done. If more advanced path planning is applied then the entire performance can be 
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