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Beyond Isotropic Tumbling Models: Nuclear Spin Relaxation in Liquids from
First Principles
Jochen Schmidt,[b] Jrg Hutter,[c] Hans-Wolfgang Spiess,[a] and Daniel Sebastiani*[a]
Relaxation is one of the most fundamental phenomena in
physics. A few selected examples of relaxation processes are
dielectric relaxation,[1] light-scattering relaxation[2] and the re-
laxation of magnetic moments of electronic or nuclear spins in
nuclear magnetic resonance spectroscopy (NMR).[3, 4] In NMR,
the theory of relaxation was pioneered by Bloembergen[5] and
Redfield,[6] who provided the framework for understanding
more advanced relaxation processes.[7–9] Based on relaxation,
the dynamics of macromolecules, such as proteins, are nowa-
days routinely analysed via NMR techniques.[10] Due to the lack
of more accurate information, these approaches assume an ex-
ponential decay of all molecular correlation functions.[5] While
this idea can be justified from general thermodynamic consid-
erations in many cases, it has never been checked on a micro-
scopic scale. In crystalline systems, periodic lattice models can
predict the microscopic mechanism of this relaxation pro-
cess,[11,12] while such models are not applicable in disordered
complex liquids and therefore no analytical approaches exist.
Only statistical approaches based on diffusive models can phe-
nomenologically characterize experimental relaxation data.[13, 14]
In turn, molecular dynamics simulations provide time-depen-
dent structural and dynamical properties, as well as the physi-
cal quantities underlying relaxation phenomena. Herein, we
concentrate on quadrupolar relaxation based on the calcula-
tion of electric field gradients, which are ground-state proper-
ties and can be obtained from the ground-state density with
little additional computational cost. Thus, the underlying phys-
ics can be studied at the molecular level.[15] Liquid water is an
ideal candidate for such an approach, since it is the most im-
portant natural solvent, relevant for technological processes as
well as in a biological context. Not surprisingly, aqueous solu-
tions are among the most widely investigated systems, from
experimental as well as theoretical perspectives.[16,17] Both
nuclei of the water molecule have NMR-active isotopes, so that
structural and dynamical properties, such as the hydrogen
bond network and its fluctuations, can be accessed by two
complementary probes.[18–21] Up to now, however, only a few
computational studies of longitudinal quadrupolar NMR relaxa-
tion have been reported.[22,23] These are all based on parame-
trized potential energy surfaces. Such an approach has been
used by Jordan et al. ,[24] where the dynamics simulations were
done using classical force-field potentials, and the spectroscop-
ic parameters were obtained from parameterized formulae
fitted to ab initio calculations. One of the drawbacks of this ap-
proach is that the parameterization is done on isolated mole-
cules or small clusters, where the spectroscopic properties
might differ from those found in the bulk. Presently accessible
timescales of ab initio molecular dynamics simulations (up to
100 ps) allows one to achieve a well-converged spectral densi-
ty of the quadrupole interaction. Therefore, we present a con-
sistent first-principles calculation of nuclear spin relaxation in
liquid water at ambient conditions. Our ab initio calculations
yield a remarkable agreement with experimental relaxation
data, without any empirical parameters or model assumptions
about the structure or the dynamics or the mutual interactions
of the molecules.
There are two different kinds of relaxation in NMR spectros-
copy. After the application of an NMR pulse, spin–spin or trans-
verse relaxation results in the loss of phase coherence of the
spins, while longitudinal relaxation is responsible for the subse-
quent rebuilding of the equilibrium nuclear spin polarization.
Although there are many different mechanisms that cause re-
laxation, quadrupolar interactions are the main relaxation
channel in systems of spins with I1 (e.g. in D217O). Since
these interactions depend on the electric field gradient (EFG)
at the nuclear site, the corresponding longitudinal relaxation
rate 1/T1 is a function of the spectral density of the autocorre-
lation of the EFG, as given by Equation (1):[25]
1
T1
¼ e
2Q2 2I þ 3ð Þ
40I2 2I  1ð Þh2 G20 wLð Þ ð1Þ
where wL, I and Q are the Larmor frequency, the nuclear spin
and the quadrupole moment of the considered nucleus, re-
spectively, and G20(w), glm(w) and flm(t) are given by Equa-
tions (2)–(4), respectively :
G20ðwÞ ¼
X2
m¼2
m2g2mðmwÞ ð2Þ
glmðwÞ ¼
Z 1
t0
flmðtÞeiw tt0ð Þdt ð3Þ
flmðtÞ ¼ ð1Þlþm Rlm t0  tð ÞRl;m t0ð Þ
  ð4Þ
The brackets h…i denote ensemble averages, t0 the initial
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time, and Rlm(t) are the components of the irreducible repre-
sentation of the second-rank EFG tensors. The latter are ob-
tained straightforwardly from the cartesian matrix elements Vij
of the EFG via a variable transformation.[26] For the spectral
density G20(wL), approximate expressions are often found in
the literature,[22,23] which involve matrix correlations of the typeP
ij Vij tð ÞVij 0ð Þ
 
instead of the Rlm. While these expressions can
yield similar results as Equations (2)–(4), we will use the exact
expressions.[25,26]
Equation (1) stems from a fully quantum-mechanical treat-
ment of the relaxation process and involves only physical ob-
servables which can be computed from first principles. Its only
restriction is the so-called extreme narrowing limit, wLtr!1
(with wL the Larmor frequency and tr the molecular rotational
correlation time), which can safely be assumed for nonviscous
liquids (tr!10 ps) in magnetic fields of current standard NMR
spectrometers (wL
109…1010 s1).
We compute the EFG tensor directly from the nuclear Cou-
lomb potentials and the electronic density within DFT. The
latter is expressed via the Gaussian and augmented plane
waves (GAPW) method, as implemented in the CP2K pack-
age.[27,28] The total density is partitioned into three terms
1 ¼ ~1þP A 11A  ~11A  which give rise to three contributions to
the electronic Coulomb potential, nðrÞ ¼ ~nðrÞþP
A n
1
AðrÞ  ~n1AðrÞ
 	
. A tilde corresponds to quantities which are
smooth and distributed over all space, while the subscript A
denotes atom-centered contributions, which are hard and soft,
respectively. The second derivatives of the potential yield the
electric field gradient tensor given by Equation (5):
VijðRÞ ¼ lim
r!R
@i@j 
1
3
dijr2

 
nðrÞ, ð5Þ
whose contributions are evaluated following[29] in Fourier
space ~nð Þ and in direct space n1A
 
as shown in Equations (6)
and (7):
~Vij ¼ 
X
G
GiGj 
1
3
dijG
2

 
~nðGÞeiGR ð6Þ
V1ij ¼
X2
m¼2
yl¼2;m lim
s!0
n1A;l¼2;mðsÞ
s2
ð7Þ
where n1A;l¼2;m are the radial parts of the angular momentum
expansion of n1A depending on the relative position s= rRA
with respect to the considered nucleus, ylm are fixed numerical
coefficients originating from derivatives of spherical harmonics
Ylm, and G are reciprocal vectors. An analogous expression is
found for the soft atom-centered potential ~n1A.
For evaluating Equation (4), the EFG were computed for all
atoms in the cell on the fly (every 2 fs) along a Born–Oppen-
heimer molecular dynamics (BO–MD) trajectory. In this simula-
tion technique, the nuclei evolve as point particles according
to the Newtonian equations of motion, where the instantane-
ous forces are evaluated using the Hellmann–Feynman theo-
rem. In a BO–MD, the ground-state density is recalculated in
each step of the simulation. A detailed description can be
found in ref. [30] . The unit cell was chosen such that the densi-
ty of the system (64 water molecules with MO=16 u and MH=
1 u) was 1 gcm3. The total duration of the MD simulation was
35 ps, using a time step of 0.48 fs. The first 4 ps have not been
used for the analysis in order to allow the system to reach
thermodynamic equilibration. NosJ–Hoover thermostat chains
with a temperature of 360 K and a time constant of 2000 cm1
were attached to the ions. We used norm-conserving pseudo-
potentials and the BLYP gradient-corrected exchange–correla-
tion functional[31,32] within the GPW scheme,[33,34] together with
a triple-zeta-quality Gaussian basis set with additional polariza-
tion functions and a density cutoff of 300 Ry. The EFGs were
computed using a 6-31G++ (3f2d,3d2p) all-electron basis set
and a cutoff of 400 Ry. This basis set has been chosen as a
compromise between computational effort and accuracy. We
have checked that the EFGs agree within a 3% error margin
with a calculation using a cc-pV5Z basis for small test systems.
The radial oxygen–oxygen distribution function (RDF) gOO(r)
is a simple, yet very meaningful indicator for the average struc-
ture of water, which can be obtained experimentally from the
structure factor S(q). The calculated RDF from our molecular
dynamics trajectory is shown in Figure 1. The position and
height of the first maximum agree very well with high-quality
X-ray scattering experiments at ambient temperatures (300 K),
indicated by crosses in Figure 1.[35,36] For the next three points
the agreement is still good, confirming that the structural fea-
tures of liquid water are reproduced well by our simulations. In
particular, our data reconfirms previous findings that a slightly
increased temperature (360 K) yields a better representation of
the hydrogen-bonding network corresponding to ambient
temperature.[37,38]
While radial distribution functions are suitable to study the
average geometric structure of a liquid, they do not describe
any motional phenomena, such as diffusion. We have computed
the diffusion coefficient in our MD run using the Einstein rela-
tion. Our value of D=1.50.4O105 cm2s1 is in good agree-
ment with both experimental (2.3O105 cm2s1 at 300 K[39]) and
previously reported ab initio values (106–105 cm2s1).[38,40,41]
The difference with respect to experiment is a measure of the
various assumptions inherent in our liquid water model, includ-
ing finite-size effects and errors in the potential energy surface
described by DFT. Considering that the rate constants of acti-
Figure 1. Computed oxygen–oxygen radial distribution function of liquid
water from the 35 ps BO–MD simulation. Crosses represent the extremal
points of the experimental RDF.[35]
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vated processes such as diffusion depend exponentially on
temperature and on the underlying potential energy landscape
via the Boltzmann factor exp ACHTUNGTRENNUNG(DE/kT), our first-principles diffu-
sion coefficient is actually surprisingly accurate.
Figure 2 shows the evolution of the two dominant autocor-
relation functions for oxygen (f22 and f21). Their real parts decay
to zero within 20 ps. This illustrates that quantities which are
related to particle correlations need longer simulation times
than conventional observables, which can be expressed as
simple expectation values. It can be shown that the functions
flm(t) become purely real if the corresponding molecules under-
go random stationary motion.[13,25] As illustrated in Figure 2,
the imaginary parts of both f22 and f21 oscillate around zero,
which confirms the absence of spurious correlations.
The inset in Figure 2 shows that convergence of the corre-
sponding spectral densities g22(w) for
17O is reliably achieved
after 20 ps. Since both flm(t) and glm(w) depend on the choice
for the origin of time (t0) within the trajectory, we have plotted
g22(w) for a set of different t0. The converged plateau values
show a typical variation of about 30% relative to the average
value. These deviations give a feeling for the statistical errors
in our calculation.
It is common to assume that the EFG autocorrelation func-
tions flm(t) have an exponential decay,
[5,6] which is valid if the
underlying dynamics is a Markov process with a single charac-
teristic rotational correlation time tr.
[13,25] Our flm(t) functions ini-
tially decay very rapidly, losing about 30% within the first
0.5 ps. This behaviour is due to libration, which is the typical
motional degree of freedom relevant on this timescale. The
flm(t) further exhibit an almost linear decay down to the base-
line, which prevents a successful fitting to a single exponential
function flm(0)e
t/tr. This long-time tail of the correlation func-
tions provides the most significant contribution to the actual
NMR relaxation T1, while the short-time evolution rather deter-
mines vibrational relaxation. The mean decay times (after
which the autocorrelation has decreased to 1/e of its initial
value) are about 10 ps for f21 and 6 ps for f22.
Recently, a multi-exponential ansatz has been proposed,
based on classical MD simulations.[42] Therein, a similar initial
decay of the EFG autocorrelation was found, followed by a
slower exponential evolution. The linear decrease in our simu-
lations, however, makes the physical interpretation of a set of
exponential fits difficult. Thus, we were not able to derive any
physically meaningful exponential correlation times.
The effective quadrupole couplings qeff ¼ eQh qh i (where q is
the largest eigenvalue of Vij) represent a first experimental ob-
servable that can be computed from our EFG data as a
straightforward expectation value. Our results are given in
Table 1, showing an almost perfect agreement with experi-
ment. This is particularly noteworthy in view of the differences
of about 30% between the couplings of the free molecule and
ice, with intermediate values for the liquid,[45] which shows
that collective bulk effects are crucial for the quadrupole cou-
pling constants. This has already been observed for isolated
dimers compared to the bulk in other hydrogen-bonded sys-
tems.[15]
Our main results are the 17O and 2H quadrupolar relaxation
times T1, shown in Table 1. The error bars correspond to the
variations due to the choice of the initial time t0 relative to the
trajectory, which defines the lower bound of the integral in
Equation (3). They do not include the systematic errors of the
underlying potential energy surface (DFT) used for the genera-
tion of the molecular dynamics trajectory. The statistical errors
due to the choice of t0 mainly quantify the finite-size effects in-
herent in our ab initio approach. Nevertheless, considering
that relaxation rates depend exponentially on temperature and
the potential energy surface, the relaxation times are in rea-
sonable agreement with the experimental values. A deviation
by less than a factor of three can be regarded as a strong con-
firmation that the fundamental physical processes are correctly
described in our ab initio molecular dynamics simulations. In
turn, it is remarkable that physical phenomena which occur on
millisecond to second timescales can be modelled with a good
accuracy by means of a parameter-free first-principles simula-
tion lasting only 35 ps.
We have further correlated the temporal evolution of the
EFG autocorrelation function to structural parameters of the
water molecules and their environment. Figure 3 compares
f22(t) of one representative oxygen atom from our simulations
to the geometric autocorrelation of the OH-vectors for one of
its covalently bonded and one of its hydrogen-bonded deuter-
ons. The orientation of the hydrogen-bonded deuteron is lost
within one picosecond, whereas the covalent bond reorients
after about 10 ps, simultaneously with a sharp decay of the au-
tocorrelation function f22(t) of the considered oxygen. This illus-
trates that the rapid initial decay of the ensemble-averaged
Figure 2. Autocorrelation functions of the EFG for 17O, averaged over all mol-
ecules in the simulation [c : Re ACHTUNGTRENNUNG(f22), c : Re ACHTUNGTRENNUNG(f21), c : Im ACHTUNGTRENNUNG(f22), c : ImACHTUNGTRENNUNG(f21)] .
The inital values are f22(0)=0.6 and f21(0)=0.7. The inset shows the conver-
gence of the integral in Equation (3) as function of its upper bound T, corre-
sponding to the length of the trajectory. The six lines represent different
choices for the lower bound, defined by the initial time t0.
Table 1. Effective quadrupole coupling constants qeff and relaxation times
for 17O and 2H. Experimental values (at 300 K) are taken from [43–45].
Ref. [23] corresponds to a previous theoretical work.
Nucleus qcalceff q
exp
eff T
calc
1 Ref. [23] T
exp
1
17O 7.90.7 MHz 7.7 MHz 2.30.4 ms – 6.6 ms
2H 22960 kHz 230 kHz 0.230.02 s 1.61 s 0.7 s
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f22(t) observed in Figure 2 is caused by the ultrafast fluctuations
of the hydrogen-bonding network. In turn, the linear decrease
of f22(t) on the picosecond timescale can be attributed to the
rotation of the molecule as a whole. It should be noted that
these two qualitatively different contributions cannot be distin-
guished in experiment.
In conclusion, we have computed from first-principles mo-
lecular dynamics simulations the longitudinal quadrupolar re-
laxation of the 17O and 2H nuclei of liquid water at ambient
conditions. We have shown that the relaxation is determined
by local molecular reorientation processes. Both the generation
of the molecular dynamics trajectory and the calculation of the
electric field gradients were done consistently within the
framework of density functional theory under periodic boun-
dary conditions.
The availability of microscopic data for each individual atom
in such a simulation enabled the direct correlation of local
structure and the quadrupolar coupling of the respective nu-
cleus. We could elucidate the limits of the commonly assumed
simple exponential decay of the EFG autocorrelation functions
and show how they are related to the physics of the system.
The agreement of the effective quadrupolar couplings with ex-
perimental data is excellent, and the considerably more de-
manding relaxation times are obtained within a factor of three.
While only pure liquid water has been considered here, it is
straightforward to extend the present method to more com-
plex systems. Besides biological macromolecules, this also ap-
plies to technologically relevant systems like ion conductors
and ionic liquids. In all these systems, nuclear spin relaxation is
used to probe structure and dynamics at the molecular scale.
Relaxation times computed from first principles can help to
elucidate the microscopic processes underlying this relaxation,
and thus significantly improve the interpretation of experimen-
tal results.
Keywords: density functional calculations · liquids · molecular
dynamics · NMR spectroscopy · solvation
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Figure 3. Evolution of the 17O EFG autocorrelation (f22, c) and of the geo-
metric autocorrelation of the OH-vector for a covalently bonded (c) and a
hydrogen-bonded deuteron (a) of the same oxygen. Only a single water
molecule is shown, no ensemble averaging has been applied
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