CT scanners acquire noisy data at discrete sample positions. Typically, a convention of how to continue these data from discrete integer positions to the continuous domain must be applied during processing. We study the properties of three typical one-dimensional spatial domain interpolation algorithms in terms of a cost or quality factor Q. This figure of merit Q is a function of spatial resolution, data noise, and dose and is used to optimize detector design. Spatial resolution R is defined as either mean square width ⌬ or as the full width at half maximum W of the point spread function ͑PSF͒. Our results show that a trapezoidal interpolation algorithm is optimal for the high resolution domain ͑relative to the detector aperture size g͒ and should be replaced by a triangular or Gaussian interpolation function for spatial resolutions of about 1.3g or larger; these result in bellshaped PSFs. Assuming such a hybrid algorithm we find a 1.5-fold increase of Q 2 -this is equivalent to 50% improved dose usage-when smoothing the data to a spatial resolution of 3g or more compared to a highest resolution reconstruction. Therefore it is advisable to use detectors of onethird of the size of the desired spatial resolution W and to compensate for the 1.5-fold increase in Q 2 by reducing dose by 33%. Under the presence of moderately sized septa ͑e.g., 10% of the spatial resolution element size͒ the benefit of optimizing still lies in the order of 30% improved dose usage; in that case the detector size g should be on the order of W / 2 and a dose reduction of 23% can be achieved. Again, bell-shaped PSFs show a better tradeoff between noise and resolution for a given dose than rectangular-shaped PSFs. The general interpretation of our results is that the degree of freedom of choosing the weighting or interpolation function for a given resolution is large for small detectors and small for large detectors. Thus systems with small g have a higher potential of optimization compared to systems with large g. Similarly, detector binning, which corresponds to replacing g by 2g, should be avoided. Note that the figures reported correspond to a onedimensional interpolation. Two-dimensional detectors typically separate and resulting quality factors can be easily obtained by multiplication. Then, Q 2 is expected to improve by a factor of 1.5 2 without septa and by a factor of 1.3 2 with septa. This indicates that dose can be reduced by about 56% and about 41%, respectively. Our findings are general and not restricted to CT. They can be readily applied to medical or nonmedical imaging devices and digital detectors and they may also turn out to be useful in other fields.
I. INTRODUCTION
The introduction of multislice CT scanners in 1998 introduced a race for more and more slices that become thinner and thinner. It is a well-known fact that image noise increases with increased spatial resolution and that there is a trade-off among image noise, dose, and spatial resolution. 1 The question is: Will the race for more slices continue? And what will it converge to?
Here, we want to give a partial answer by showing that it makes sense to further decrease the detector element size even if one is already content with the spatial resolution achieved so far. Our primary focus lies in multislice CT ͑MSCT͒ and cone-beam CT imaging. To emphasize that our considerations are of general nature a rather general and mathematical notation is used and we will switch back to typical CT terminology only when presenting specific examples.
To find the optimal detector element size for a given spatial resolution the influence of data presampling and sampling as well as the influence of the algorithm onto spatial resolution R and noise N is studied. We will restrict ourselves to linear systems which are easily traceable using standard signal theory tools. To relate spatial resolution R, noise N, and dose D to obtain a single figure of merit a quality factor is defined as follows:
This definition accounts for the fact that noise variance should be inversely proportional to the quanta used for the measurement and that it should be inversely proportional to the integration length R since the number of samples contributing should be proportional to R. Although we will concen-trate here on CT imaging the results may apply to other fields as well. For example D can be thought of as the time available to carry out the measurements or, equivalently, for the number of repeated measurements. Of course there may be situations where our cost function Q is inadequate. In this case the reader can easily adapt the figure of merit to his own needs, define a new quality factor QЈ, and redo the final performance comparisons with respect to QЈ. For twodimensional detectors, Q 2 =1/͑R 2 N 2 D͒ would be the appropriate generalization.
It may appear at this point that a contrast detail dose ͑CDD͒ analysis could be an appropriate tool to quantify performance, too. However, CDD means quantifying perception, it would require one to define two additional paremeters: the contrast and the observer and results would apply only to these specific settings. We provide a far more basic relation among noise, spatial resolution, and dose. Our results can be used as input to a CDD analysis, if desired.
Two different spatial resolution measures are used for our investigations. The second moment ⌬ and the full width at half maximum W of the point spread function ͑PSF͒. Therefore R will be replaced by either ⌬ or W in the definition ͑1͒ of the quality factor. Noise N and dose D is of interest to us only on a relative scale and the figures Q we derive will be given at relative scales, too. Noise will often be given by stating the noise ͑reduction or amplification͒ factor F that is introduced by the algorithm applied and we will have N = F in these cases.
We will further restrict our considerations to onedimensional functions. The results can easily be adapted to two-dimensional or higher systems. This adaptation is trivial if the functions involved separate in x and y and in other dimensions.
A literature survey shows that many authors have already treated noise in radiological imaging. Basic relations between noise and spatial resolution and basic know-how of error propagation from CT raw data into CT images is provided in the textbooks. [2] [3] [4] Other important papers to mention are Refs. 5-15. Almost all of them deal with the properties of filtered backprojection that is known to amplify noise variance as the third ͑two-dimensional͒ or fourth ͑three-dimensional͒ power of spatial resolution. Absolute statements were derived regarding relations between resolution and image noise which had often been related to specific scanner setups, specific reconstruction algorithms, and to specific reconstruction kernels. New algorithms to improve filtered backprojection, rebinning, and reconstruction kernels have been proposed and validated. None of the said references treats the relationship between detector element size and desired spatial resolution. Our paper, in contrast, is related to the more basic issue of interpolating onedimensional functions by smoothing them down to a specified spatial resolution. It is therefore directly related to multislice spiral CT where the effective slice thickness is defined during reconstruction by specifying the desired z filter.
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II. GENERAL CONSIDERATIONS A. System model
To model the system and to quantify its performance we use the well-known tools of linear system theory. [16] [17] [18] Let f͑x͒ be some function that we would like to assess by measuring it. Every detector performs some kind of presampling which is typically some smoothing. This can be described by a presampling function s͑x͒ which also comprises smoothing effects introduced by a finite sized focal spot. The Fourier transform S͑u͒ of s͑x͒ is the presampling MTF. The output of the detector is of the form f͑x͒ ‫ء‬ s͑x͒. This output is available, however, only at discrete sampling positions, say at spacing ⌬x = 1, and all we can assess is ͑f͑x͒ ‫ء‬ s͑x͒͒III͑x͒, with III͑x͒ = ͚ n ␦͑x − n͒ being the shah function.
Signal processing introduces an algorithm factor a͑x͒ such that the final result is given by
The main purpose of the algorithm factor is to provide a continuation of the discrete data samples onto R. In this context we can think of a͑x͒ being an interpolation function. Nonlinear algorithms, such as spline interpolation, that cannot be treated as a convolution with an algorithm factor a͑x͒ yield data-dependent results ͑e.g., splines use infinite impulse response filters͒ that are not traceable. Furthermore, the MTF or PSF concepts do not apply and noise prediction is not possible for those nonlinear approaches. However, in all imaging cases linear and shift-invariant results are desired at least approximately. Hence one can find a linear algorithm a͑x͒ that sufficiently approximates a given nonlinear algorithm and make use of the results obtained in this paper. A very simple algorithm factor is the rectangle function II͑x͒. It corresponds to a nearest neighbor interpolation of adjacent samples. Often, the algorithm factor is implicitly applied. For example when a digital image sampled on a square grid is displayed on a computer screen. Each sample point will control the brightness of a display pixel and the shape of that pixel then determines a͑x , y͒ which is, in that case, a two-dimensional function. The choice of the algorithm factor mainly depends on the application. In our image display example an algorithm factor that leaves gaps between neighboring sample points is rather undesired since zooming into the image would then show a black grid or raster in-between the measured samples. If, however, one is interested in determining the point-spread function of the detector that had acquired the image data one might desire an algorithm factor that can even approximate a delta function. Unfortunately, the real world is noisy and we will see that sharply peaked algorithm factors tend to significantly increase noise.
To characterize f͑x͒ we assume that the absolute sampling position is irrelevant to the results. Our intent is to replace the shah function of Eq. ͑2͒ by III͑x − t͒ and to average over all t. This is justified by the fact that the relative orientation of our primary signal f͑x͒ with respect to the detector is random ͑the details that we want to visualize do not know where the sampling positions are͒. Mathematically, this requirement is necessary since our system, which should be linear and translation-invariant to be traceable, is only linear and translation-invariant on a scale much larger than the sampling distance. We can obtain the desired properties by averaging over t ͓convolution with II͑t͔͒:
and now are ready to characterize f in place of f. An example where this averaging is often enforced is the measurement of the response function, which means that one is either interested in the combined knowledge of the point spread function PSF͑x͒ = s͑x͒ ‫ء‬ a͑x͒ or one desires to extract s͑x͒ or a͑x͒. In radiography, for example, the said averaging is performed by taking care to continuously vary the sampling positions by imaging an edge that is tilted with respect to the detector axes. To determine the in-plane point spread function in CT one measures a delta object ͑e.g., a thin wire͒ that is not located in the rotational center of the scanner. This ensures that the projection of the wire continuously sweeps over a number of detector elements during one rotation. The CT slice sensitivity profile ͑SSP͒, which is the longitudinal point spread function, can be determined by either using the fact that spiral CT provides these varying sampling positions anyway or one can use a stepping motor to move some delta object in small increments through the slice. Summarizing, all these efforts average out the undesired ͑and random͒ effect of absolute sampling positions.
We now assume proper normalization of the presampling function and of the algorithm:
These demands ensure the conservation of mass
Violating this normalization in CT, for example, would mean reconstructing the wrong density values and therefore displaying a wrong HU scale.
B. Spatial resolution measures
Given that the measurement and the algorithm are normalized properly we can obtain the system response PSF͑x͒ = s͑x͒ ‫ء‬ a͑x͒. This point spread function can be used to define a spatial resolution measure. We define two spatial resolution measures, the full width at half maximum ͑FWHM͒ W and the second moment ⌬ of the point spread function. W is best defined implicitly by PSF͑0͒/2 = PSF͑W/2͒, whereas ⌬ is given by the integral
The third possibility to quantify spatial resolution using, for example, 10% of the modulation transfer function ͑MTF͒, which is the Fourier transform of the PSF, will not be considered here.
C. Noise factor
Assuming that the detector samples are independent random variables we can determine the noise introduced ͑or removed͒ by the algorithm by error propagation. Basically, we are dealing with the filtering of noisy signals and the error propagation characteristics are well understood.
3 Let 2 ͑x͒ be the variance corresponding to the value f͑x͒ ‫ء‬ s͑x͒ measured at position x. Error propagation yields 2 ͑x͒ ‫ء‬ a 2 ͑x͒ for the variance after signal processing. Integrating over all x gives the mean variance S 2 F 2 with S 2 = ͐dx 2 ͑x͒ being the mean variance of the raw data and
being the noise factor of the algorithm.
As an example assume the algorithm either to perform a nearest-neighbor interpolation or to perform a linear interpolation. In the first case a͑x͒ =II͑x͒ and the noise variance would be multiplied by the factor 1. For the linear interpolation we have a͑x͒ = ⌳͑x͒ and the factor introduced by the algorithm is F 2 =2/3.
D. Noise performance at specified MTF
A rather general result can be obtained by regarding the noise factor as a function of presampling S͑u͒ for a specified system modulation transfer function MTF͑u͒. To do so, let MTF͑u͒ be fixed. From PSF͑x͒ = s͑x͒ ‫ء‬ a͑x͒ we find MTF͑u͒ = S͑u͒A͑u͒ where A͑u͒ is the Fourier transform of a͑x͒. Using Rayleigh's theorem allows us to compute the noise factor:
We here assume that the specified MTF has its cut-off before the first zero of S͑u͒ occurs. In spatial domain this means that the specified PSF must not be "sharper" than the presampling function s͑x͒. Regarding two systems, system A with small detectors and system B with large detectors, we find that for well-behaved presampling functions the inequality S A ͑u͒ Ͼ S B ͑u͒ will hold. Consequently F A 2 Ͻ F B 2 and thus Q A 2 Ͻ Q B 2 , which implies that smaller detectors are to be preferred over larger detectors. Note that case B can also be achieved by binning detector elements of type A. Hence, binning should be avoided! To become quantitative we will now continue and analyze if these findings apply to more practical algorithms that op-erate in spatial domain and that do not attempt to achieve a specified MTF but rather a specified spatial resolution value R.
III. SYSTEM AND ALGORITHMS
Let us consider a system as shown in Fig. 1 . It has uniform response detectors whose integrating size is given by g. We further assume a point source ͑infinitely small focal spot͒ and we assume that cross-talk effects between the detector elements can be neglected. The presampling function of that device is then
where the active width g is also known as the geometrical efficiency of the detector ͑see the Appendix for definitions and explicit expressions of rectangle functions and convolutions of rectangle functions͒. In many cases g Ͻ⌬x since dead space, a gap or some septum is in-between adjacent channels. For CT, a typical value is g Ϸ 0.9⌬x. However, there are situations where ⌬x Ͻ g can be achieved ͑in terms of the Nyquist theorem ⌬x = g / 2 is desired͒. For example, performing a second acquisition with the detector shifted by half of its original sampling distance can be used to decrease ⌬x. In CT, quarter detector shift and flying focal spot techniques are used to double the sampling density. One may also use nonstructured scintillators to obtain g Ͼ⌬x. However, in this case modeling s as a rectangle function is inadequate since a bell-shaped presampling function, e.g., a Gaussian, results. We will, however, restrict ourselves to rectangular sensitivity functions. A considerable simplification of the following mathematical expressions can be achieved by scaling the whole problem to achieve g =1 ͑otherwise dozens of fractions with g being the denominator would result͒. Since g determines spatial resolution it is the adequate parameter to put other length variables in relation to. It must be emphasized that our results are independent of sampling ͓the sampling distance ⌬x had been removed by averaging in Eq. ͑3͔͒ and one must resist the temptation to identify the sampling distance ⌬x with g ͑or with g + ␦ with ␦ being the septa thickness͒. The consequence of our agreement is s͑x͒ = II 1 * ͑x͒, which will be used in the following. Later we can convert the results to other values of g by simple scaling. Now let us define some sample algorithms. Besides being properly normalized we seek for the algorithm factors that allow one to adjust the spatial resolution from a reasonable minimum to infinity. We define the reasonable minimum to be an algorithm that achieves a point spread function whose FWHM matches the detector aperture g. Note that the use of enhancing techniques ͑algorithms with negative values͒ has the potential to go even below that limit. Even more, the second moment measure ⌬ 2 may even become negative if choosing filters with negative components. This paper does not consider using enhancing techniques because these tend to increase noise disproportional.
The three basic algorithms ͑and their point spread functions͒ used for our investigation are a 1 ͑x͒ = II w,w ** ͑x͒, PSF 1 ͑x͒ = II 1,w,w *** ͑x͒,
Algorithm a 1 does a convolution with a narrow triangle function of full width at half maximum w. The lower limit of that width has been chosen such that the full width at half maximum of the corresponding PSF just equals the detector aperture g. Algorithm a 2 consists of a trapezoidal filtering. The trapeze has a plateau of width ͉w − g͉ and a base width of w + g. We chose the size g = 1 of the detector aperture as one parameter since then the PSF becomes a combination of a linear filter with a base width of 2g and a box-car filter of width w.
With algorithm a 3 smoothing to lower spatial resolution is achieved using a Gaussian. Its PSF can be evaluated in terms of the error function, but the result is analytically not further traceable:
ͪ.
As one can see in the following the FWHM of the point spread function of algorithm 3 is fairly close to g for w being on the order of 1 / 2. It would not make sense to decrease w below 1 / 2 for that algorithm since spatial resolution would hardly improve while noise will significantly increase.
The full width at half maximum values are given as and noise evaluates to
To compare system performance in terms of the Q factor defined in Eq. ͑1͒ we must ensure equal spatial resolution for all approaches. This can be easily done by inverting the resolution Eqs. ͑4b͒ and/or ͑4c͒ to solve for w. We find
and for W ജ 1 we obtain
·
The inversion of W 3 ͑w͒ cannot be given analytically and we use a numerical approximation thereto for our plots. 
IV. RESULTS
In the following, algorithms 1, 2, and 3 will be plotted in red, green, and blue, respectively. To allow for reproduction on gray scale and even black and white printers the plot style is chosen to be solid, dotted, and dashed, respectively, for the three algorithms.
A. Algorithm analysis
Samples of point spread functions are given in Fig. 2 for interpolation widths w = 2 and w = 3. Similarly, Figs. 3 and 4 show point spread functions for constant W i and for constant ⌬ i , respectively. The relation of both spatial resolution measures W and ⌬ is shown in Fig. 5͑a͒ . Figure 5͑b͒ shows a plot of the spatial resolution for all three algorithms and both spatial resolution measures. We have added a vertical line for w = 1 which is a widely used value whenever ⌬x = 1 is given. We find
for the FWHM at that position. This means that the "natural" spatial resolution lies about 25% above the detector size. In multislice spiral CT this is reflected by the fact that most manufacturers offer an effective slice thickness about 30% above the collimated slice thickness as the default reconstruction setting. ͑Regarding the ⌬ values we find ⌬ =1/2 for all three algorithms at w = 1 which compared to the value at w = 0 is an increase of about 73% for algorithms 1 and 3 and of 22% for algorithm 2.͒ Let us continue and regard the quality figures of merit
For algorithms 1, 2, and 3 one finds
where ⌬ജ1/ ͱ 12 for algorithms 1 and 3 and ⌬ജ1/ ͱ 6 for algorithm 2. Interestingly, the limits obtained for heavy smoothing are very similar for all algorithms. We will not state the corresponding figures for the FWHM-based spatial resolution measure. The expressions turn out to become somewhat inconvenient due to the complicated analytical form of W i ͑w͒ and its inversions. The limits, however, can be derived easily and yield
for large W and show that algorithm 2 significantly differs from the other two approaches. Figure 6 plots the Q 2 as a function of spatial resolution. Using the ⌬ measure ͓Fig. 6͑a͔͒ shows no significant differences between the respective algorithms, apart from the fact that algorithm 2 cannot go to very high spatial resolutions. We also find that the quality factor goes down to zero for the very high resolutions. Clearly, for algorithms 1 and 3 and w → 0 the number of contributing quanta approaches zero and noise increases to infinity and it is obvious that reconstruction at the highest ⌬-based resolution level should not be attempted.
The comparison at equal FWHM shows an interesting behavior of algorithm 2. From Fig. 6͑b͒ we see that the corresponding curve exhibits a maximum at W Ϸ 1.5 and then Q 2 decreases back to its original value. The reason for that behavior is that algorithm 2's PSF is close to rectangular for very small W and for very large W. In between PSF 2 becomes bell-shaped, which is of advantage in terms of noise.
The deviation of the ratio of the quality factors at maximum spatial resolution W = 1 and at "natural" resolution w = 1 from unity
gives us a first idea of the achievable benefit of a detector size optimization. We obtain
for algorithms 1, 2, and 3, respectively. These values can be directly converted into the necessary dose increase when enforcing the maximum spatial resolution compared to the natural interpolation. hybrid algorithm is denoted as a 23 ͑x͒. In the following, we make use of this hybrid approach when quantifying the optimization benefit.
No significant algorithm differences are found with respect to the ⌬ resolution measure. We therefore consider the FWHM descriptor W to better distinguish between the various algorithms.
B. Septa
We now design a sampling system that achieves a given spatial resolution at minimum cost, i.e., at optimal quality. In contrast to the previous considerations we want to add a penalty that accounts for detector septa or other kind of dead space. Without such a penalty one would have to recommend using infinitely small detectors, as we saw earlier, and combine that detector with an efficient smoothing algorithm ͑which is the Gaussian smoothing imposed by algorithm 3͒.
Let the thickness of the septa be ␦ and assume the aperture to be g. The septa decrease efficiency by a factor of g / ͑g + ␦͒ because dose D must be increased by ͑g + ␦͒ / g to obtain the same statistics. The equations are scaled to the aperture size g ͑which is now released from its previous value 1͒ as FIG. 6 . Quality Q i 2 as a function of spatial resolution R. All algorithms behave similarly with respect to the second moment spatial resolution measure ⌬. With respect to the full width at half maximum spatial resolution measure W there are significant differences between the algorithms.
with R standing for ⌬ or W and where the new penalty factor accounting for the septa has been multiplied. To optimize the detector for a given spatial resolution we now fix R and regard quality as a function of g. Figure 7 gives an example that has been computed using ␦ =1/10.
Clearly, the curves now exhibit a well-pronounced maximum-if we had set ␦ to zero the curves would increase toward the limits ͑5͒ for g decreasing to 0. From the ordinates we find that using the optimum value g Ϸ 0.5 increases quality by almost one-third compared to g =1. Figure 8 gives an idea of where the optimum g opt is located as a function of septa width ␦ and it shows the Q i 2 values corresponding to these maxima. The key result here is that increasing septa thickness suggests increasing detector aperture. One should, however, not forget that sampling conditions can become an issue for too thick septa and, even more, dose efficiency is getting very low. The benefit of optimizing can be found by comparing g = g opt to a system with g = W. The plot of Fig. 9 indicates improvements on the order of 30% or more for moderate septa sizes.
FIG. 7. Plots of Q i
2 ͑R , g , ␦͒. As reference values we chose ⌬ = ͱ 1/6 and W = 1, which is the maximal resolution that can be obtained for all three algorithms. The results can easily be scaled to other values by simple multiplication. Obviously, about 30% quality ͑or dose͒ can be gained for this septa thickness by using detectors that are half of the size of the desired resolution.
V. EXAMPLES A. Detector binning
Many detector systems allow for a pairwise electronic combination of neighboring detector elements. This binning is used to reduce data transfer rates or to speed up data processing and it is justified as long as spatial resolution is not limited by the detector element size.
In our terminology, binning of two detectors corresponds to replacing g by 2g ͑where we neglect septa, for convenience͒. Regarding Fig. 6͑b͒ , where binning corresponds to jumping from W / g to W /2g, we see that binning reduces the quality factor as long as the desired spatial resolution W is on the order of 2g. For example with the Gaussian algorithm we can obtain Q 3 2 ͑W͒Ϸ1.41 for W = 2 if no binning is used whereas the best we can do with binned data to obtain W = 2 is to use algorithm 2 and obtain Q 2 2 ͑W͒ = 1 which is significantly less. Similar results are obtained from Fig. 6͑a͒ regarding the ⌬ resolution measure.
B. Single-slice spiral 180°LI vs 360°LI
As a simple example we want to use the formalism to evaluate the image quality in single-slice spiral CT. When spiral CT became available two different algorithms were offered. The 360°LI algorithm is an algorithm that performs a linear interpolation between the two closest data points adjacent to the desired reconstruction plane. The 180°LI algorithm makes additional use of redundant data obtained by considering that each ray is measured twice during one rotation. There, one of the two data points corresponds to the The algorithm factors are given as
The spatial resolution figures become
Note that
which means that the system's z resolution scales for both resolution measures in the same way when switching from 180°interpolation to 360°interpolation. When computing the noise factors one has to account for the sampling distance that is d / 2 and d rather than 1 as assumed in Eq. ͑4d͒. This is done by scaling to the new sampling distance by multiplication with d /2 or d and one obtains We find that image noise is increased by a factor of ͱ 2 with 180°LI compared to 360°LI. However regarding the gain in spatial resolution ͑Fig. 10͒ we find that it stays below 2 for all pitch values that are used in single-slice CT. To find out whether the slim algorithm is of lower quality than the wide reconstruction we will now compute the quality factors. Dose D is proportional to p −1 and for a given spatial resolution ⌬ we use Eq. ͑7͒ to solve for p. We then obtain-surprisingly?-the same result for both algorithms:
Apparently, both single-slice spiral z-interpolation algorithms are of the same quality and the increase in image noise with 180°LI reconstruction is correctly compensated for by the possibility to increase the pitch and thereby reduce patient dose compared to the 360°LI algorithm. We cannot use Fig. 7 since it assumes the septa to be 10% of the desired spatial resolution. However from Fig. 8 or from Eq. ͑6͒, we can find that the optimal aperture size g is given by g opt,i = arg max 
·
The best algorithm to use for detector apertures g being as large as the spatial resolution W is algorithm a 2 ͑z͒, which achieves a quality index of Q 2 = 0.83. The highest quality index with optimized aperture can be achieved with algorithm a 3 ͑z͒. This requires g = 0.3 mm and one obtains a quality index of Q 2 = 1.02. The benefit of optimization is thus given by 1.02/ 0.83−1=22% ͑also see Fig. 9͒ .
Summarizing, to achieve a spatial resolution of 0.5 mm ͑FWHM of the slice sensitivity profile͒ assuming septa of thickness 0.1 mm we find a 22% increase in dose usage which is equivalent to a 19% ͑=1 − 0.83/ 1.02͒ dose reduction when using 0.3 mm detector elements and Gaussian smoothing compared to 0.5 mm detector elements with trapezoidal smoothing. In the case of standard sampling ͑area detector without flying focal spot͒ the sampling distance itself is given by g + ␦ and evaluates to 0.4 mm. Due to the relatively large septa thickness double z sampling is indicated to improve sampling characteristics.
Note that the spatial resolution W is also known as the effective slice thickness S eff in MSCT and that we may identify g with the nominal slice thickness S of the scanner.
Preferred spatial resolution for a given detector
In contrast to the previous section we here assume to have a MSCT scanner available whose detector element size in the z direction is given by g = 0.5 mm. We still use ␦ = 0.1 mm for the septa thickness. What is the preferred spatial resolution W to head for during reconstruction?
Since both ␦ and g are fixed we find from Eq. ͑6͒ that maximizing Q i ͑W , g , ␦͒ with respect to W is equivalent to maximizing Q i ͑W / g͒. Consequently, the results of Sec. V A apply and we find from Fig. 6͑b͒ that W must become as large as possible for algorithms 1 and 3 whereas there is an optimum at W Ϸ 1.5g = 0.75 mm for the trapezoidal algorithm.
VI. DISCUSSION AND CONCLUSIONS
Given a rectangular presampling function we discussed the behavior of three typical algorithms to perform spatial domain interpolation. All three algorithms are of finite sized support given that the Gaussian, which exhibits exponential decay ͑in x 2 ͒, is truncated as soon as its value decreases below a certain threshold. We derived expressions for second moment-based and for FWHM-based spatial resolution measures. Algorithm noise, spatial resolution, and dose were taken into relation to define a quality index and to analyze the algorithms with respect to that figure of merit. It is worth to mention that our results easily generalize to any linear combination of the algorithms as long as this linear combination is taken at equal spatial resolution.
The reader should be aware that spatial resolution is defined in this paper using a figure of merit ͑either ⌬ or W͒. Achieving a given spatial resolution therefore does not specify the complete point spread function or modulation transfer function and even if the spatial resolution of two systems is identical their PSFs and MTFs are likely to differ. It depends on the specific application whether this is critical or not.
We did not construct algorithms in Fourier domain where one could theoretically achieve a specified PSF and MTF. This seeming advantage is counterbalanced by the fact that Fourier-based algorithm design is likely to yield cancellation problems close to the zeroes of the presampling MTF S͑u͒. Further, such interpolation algorithms are likely to be of infinite size in spatial domain and thus may not be practical. Nevertheless, it was shown that our general finding of recommending smaller detectors than absolutely necessary also applies to this group of algorithms ͑c.f. section II D͒.
Our detector and algorithm model is to be understood as an example to demonstrate the effects of detector size versus spatial resolution. The detection process was modeled as a rectangular profile which is a valid first-order approximation to most realistic CT systems. Effects of detector cross talk, detector after glow, or finite sized focal spot should be included into the model if higher accuracy of performance prediction is desired.
Sampling conditions are handled only marginally in this paper. Our predictions of optimal detector size for a given resolution assume that the detector or system design allows one to additionally achieve sufficient sampling. The Nyquist criterion, which is especially important in the high resolution domain, should be fulfilled as usual. Consequently, there is no difference with respect to Q between standard sampling schemes and double sampling schemes as they are frequently used. For example our evaluations already comprise Q fac-tors of typical CT double sampling techniques such as the detector quarter offset or the flying focal spot. 19 This is, of course, not true regarding the artifact behavior where sampling becomes an important issue. The optimal resolution and noise tradeoff can be achieved by a hybrid algorithm that performs trapezoidal smoothing for spatial resolution values below 1.1 times that detector aperture size and that switches to a Gaussian-shaped interpolation function to optimally achieve lower spatial resolution.
We have further shown that the ideal behavior of Q 2 being constant over a wide range of spatial resolution values is valid only for the low resolution domain. Therefore it is advisable to use detector elements that are on the order of 50% or more smaller than the desired resolution element. Similarly, detector binning should be avoided, if possible. There is less freedom to design an optimized algorithm on binned data than on unbinned data and we have shown an increase of Q 2 on the order of 40% if unbinned data are available. Furthermore, binning reduces sampling by a factor of 2 and aliasing is more likely to occur. And binning will increase nonlinear partial volume artifacts in CT.
On the downside of using smaller detectors are increased requirements regarding data bandwidth, electrical component costs, and increased data processing and reconstruction times. In view of increased dose awareness, however, we believe that these disadvantages are negligible compared to the potential gain in dose efficiency.
What about the slice war in MSCT? Today, submillimeter isotropic resolution on the order of 0.5 to 0.75 mm has become clinical routine and is widely accepted and used. Special applications, such as studies of the inner ear, for example, could benefit from even higher resolution. Manufacturers are driven by market share considerations and it is likely that the slice thicknesses will further decrease while the number of slices will increase. Given that the majority of CT scans will be reconstructed with the spatial resolution one uses today patient dose and image quality will certainly profit from this decrease in slice thicknesses.
APPENDIX: RECTANGLE FUNCTIONS
We will now state some helpful expressions concerning the convolution of rectangle functions. Starting from
a rectangle function of width a and area 1, we will explicitly give the following functions:
The n-fold convolution is recursively defined as II a 1 ,. . .,a n *n = II a 1 ,. . .,a n−1
*͑n−1͒
‫ء‬ II a n * .
The functions II a 1 ,. . .,a n *n are invariant under permutation as well as under a change of sign of the parameters a 1 , ... ,a n . For scale transformations we have II ␣a 1 ,. . .,␣a n *n ͑·͒ = 1 ͉␣͉ II a 1 ,. . .,a n *n ͩ · ␣
ͪ.
For the sake of simplicity we will not state II a 1 ,. . .,a n *n in the following, but rather the functions of doubled width II 2a 1 ,. . .,2a n *n . Moreover, we assume the parameters to be sorted to be descending, i.e., we assume 2a 1 ജ¯ജ 2a n ജ 0. Since the functions are symmetric with respect to the y axis we further assume x ജ 0 without loss of generality. 
Limits
For the sake of completeness, we will state some useful limits: 
Second moment
The second moment , which characterizes the width of the function, is given by 2 
