Program synthesis is a process that obtains an efficient program out of a specification, preserving its meaning. Fork algebras have been proposed as an algebraic basis for the construction of a program synthesis environment. These algebras have an expressive power that encompasses that of first order logic, and they are also the right abstraction of the set model that considers programs as partial (input-output) binary relations; these results make fork algebras a sound and powerful framework for this task.
Introduction
Program synthesis is the process that consists in, beginning with a clearly correct -although maybe inefficient -specification, transforming it by means of meaning preserving rules, and obtaining an efficient program as output. This technique is the main subject of transformational programming [17] . That process looks like solving equations in arithmetic, where programs replace numbers in the manipulations. This similitude suggests the use of an algebraic framework as a basis for the development of a program synthesis environment [18] . In particular our interest is focused on fork algebras -relation algebras extended with a new operator, fork, that gives origin to their name [16, 15] . The expressive power of these algebras encompasses first order logic, and so they are useful as a basis for the synthesis process; moreover, they are the right abstraction of the set-theoretical model that considers programs as partial (input-output) binary relations. Because of these two properties, fork algebras were proposed as the algebraic framework mentioned above. The power of this calculus to reason about programs was shown in several examples - [15, 1, 2, 13] , among others.
One important step in the program construction process is the correct selection and manipulation of datatypes; they allow program modularization, enhance legibility and ease early error detection, among other advantages. The basic idea behind the algebraic specification of datatypes is to describe them by means of sorts, operations and their properties [21] . It is extremely important to have a rigorous mechanism for the definition and manipulation of datatypes in fork algebras. The relational specification of datatypes is not a new idea; one of the fundational papers in this subject is due to de Bakker and de Roever, [7] . After that, a big development in the field emerged, [12, 9, 3, 6] ; but the approach in these works is based in heterogeneous algebras, and our goal is to study datatypes in the homogeneous framework provided by fork algebras (see [4] for a good comparison between them). The study of relational specifications in fork algebras began in [11] , but there is no systematic continuation of that work, lacking an important development in this field.
This paper is focused on the definition and use of algebraic datatypes based on a framework of fork algebras. An algebraic type is the free algebra generated by a set of constructor functions [21, 8] , that is, all the elements can be constructed using those functions, and each syntactically correct combination of constructors is a distinct element of the type -there are no "invalid cases". They are also called inductive types, because they can be defined using structural induction [5, 10] . One important property of algebraic datatypes is that we only need to specify the constructors, because any other function ranging over them can be defined using recursive equations and case analysis.
For the specification of datatypes we will introduce new relational constants, together with the axioms they have to satisfy to represent the intended operations. We also define a declaration syntax that abbreviates and simplifies the axiomatization.
In Sect. 2 fork algebras are presented, and how to use them in program construction is described. In Sect. 3 the declaration syntax and semantics of algebraic types are defined, an important property of the specified types, monomorphicity, is proved, and some examples are presented. The paper finishes with conclusions and future work.
Fork algebras
A sequential program can be interpreted as a process that transforms certain input data into output data. A mathematical representation of this notion is a binary relation.
The algebra of binary relations was introduced as an attempt to give an algebraic version of first order logic, in the same way that Boolean algebras do so with the propositional calculus. Given a set U, let us consider the relations included in U×U, and over them, let us define a Boolean algebra -with the usual union, intersection and complement between relations, and the constants U×U and ∅ as maximum and minimum -, extended with relational composition, inverse (also called converse) and identity relation. With this basis relation algebras can be defined to characterize abstractly the algebras of binary relations. Unfortunately, the goal of expressing the first order logic was not achieved, as the calculus based on relation algebras has only the expressive power of first order logic with three variables, where only two of them can be free [20] . As a consequence, these algebras are not useful as the basis for a specification and program construction formalism, because it is assumed that the expressive power of first order logic is needed in the programming activity.
A solution to the expressiveness problem are fork algebras [15, 16] . To follow the previous path, let us define first a concrete (i.e. set-theoretical) version of the fork algebras -proper fork algebras (PFAs for short). PFAs are extensions of algebras of binary relations with a new operator called fork, and denoted by ∇. This new operator induces a structure on the underlying domain of PFAs. The objects, instead of being binary relations on a plain set, are binary relations on a structured domain A, , where fulfills some simple conditions; ∇ is defined in terms of .
In order to define PFAs, we will first define the class of PFAs.
Definition 2.1 A PFA is a two sorted structure with domains P(V ) and U 
∼ an algebra of binary relations.
: U ×U → U is an injective function when its domain is restricted to V .
4. whenever xV y and xV z, also xV (y z). It is important to note that PFAs are quasi-concrete structures since concrete structures must be fully characterized by their underlying domain; this does not happen with proper fork algebras because of the (hidden) operation .
The elementary theory of binary relations [20] extended with the axiom
defining fork, is a reasonable framework for software specification. Programs could be specified as the relation established between input and output data, as stated above.
In doing so, we should work with variables ranging over two different kinds of objects: those ranging over relations would represent programs, while variables ranging over individuals represent data to be used by those programs. This controversial situation is not new in program construction, for it was already suffered by people working in functional frameworks. Their solution, in order to obtain simple frameworks, was to look for more abstract calculi on which everything is a function (variables ranging over individuals, often called dummy variables, were eliminated); these calculi describe the original framework by using a finite set of axioms, much the same as relation algebras provide an abstract counterpart of algebras of binary relations using only variables over relations. Abstract fork algebras (AFAs for short) are one attempt to give the algebraic description of proper fork algebras.
Definition 2.3
An AFA is an algebraic structure
is a relation algebra, with 0 its zero, ∞ its unit and (called relational inclusion) the underlying order.
The operation fork is the starting point for a gain in expressiveness that was proved equivalent to that of first order logic with equality [16] . It was proved that fork algebras are representable [14] , that is, all their models are isomorphic to proper fork algebras. A term, thus, can be considered as the abstract version of a binary relation representing the existing relationship between a program's input and output data. In addition, using equations and inequations between terms, program properties can be expressed: The notion of functional and injective relation correspond to the standard notions. Constant relations represent programs that, given any input, return always the same (and unique) constant value.
One important point when using relations to represent programs is the way in which sets are represented. There exist several ways to do this "internalization"; in this paper, the set X is represented by means of a term 1 X (included in 1 ), called a partial identity, whose concrete version is { x, x : x ∈ X }.
Some terms appear several times in specifications, and so it is convenient to give abbreviations for them, both to simplify notation and to give mnemonics for their standard interpretation. Definition 2.5 Let π , ρ , ⊗, 2 , Dom () and Ran () be the operations defined by
π and ρ represent projections with respect to the underlying operation . Taking into account that 1 represents identity, relation 2 represents the data duplication operation, and 2 represents an equality filter over 'pairs', such that both components are the same. Dom ( R ) and Ran ( R ) are relational expressions characterizing the domain and range of relation R .
As an example, two simple programs are presented. Suppose there exists a relational term called mult , representing the program that given two numbers returns its product ( mult being the abstract version of { (x y) , x × y : x, y ∈ N at }), then, a term to represent the program that raises a number to the power of two can be constructed as: sqr = ( 2 ; mult ) . The use of the relation 2 is the abstract way of expressing the replication of the input number to multiply it by itself. A program that, given two values as a pair, return the pair but with first and second coordinates changed, can be written ( ρ ∇ π ), and called swap .
In order to compare two data type specifications in the relational framework, the notion of isomorphism between relations is needed. The definitions given here are adapted from [4] .
Definition 2.6 Let
Considering relations as programs, a homomorphism transforms each element of the domain and range of program R , so that R can behave as the program S . 
The notion of homomorphism (isomorphism) can be extended to tuples of relations: Definition 2.9 Given two tuples of relations ( R 1 , . . . , R n ) and ( S 1 , . . . , S n ), they are called homomorphic (isomorphic) iff for all 1 ≤ i ≤ n, there exists a homomorphism (isomorphism) between ( R i , S i ).
Algebraic Datatypes
As mentioned in the introduction, an algebraic type is the free algebra generated by a set of constructor functions [21, 8] , i.e., all the elements can be constructed using those functions, and each syntactically correct combination of constructors is a distinct element of the type. They are also called inductive types, because they can be defined using structural induction [5, 10] . One important property of algebraic datatypes is that we only need to specify the constructors, because any other function ranging over them can be defined using recursive equations and case analysis.
This section is divided in three subsections. In the first one, the syntax of declarations and the specification of algebraic types in the framework of fork algebras are presented. In the second one, some examples are given. In the third subsection, it is proved that each type introduced in the first subsection is monomorphic, that is all its models are isomorphic.
Definition
The method used to specify datatypes in the framework of fork algebras is the introduction of new relation constants, together with axioms that they must satisfy to characterize the constructor operators of the type being specified. Before the definition of declarations, we define the notion of type-term; these terms will be used for syntactic denotation of types. For the definition of such terms, we assume that T ype is a set of type names, and that arity is a function that, given an element of T ype, returns its arity (≥ 0).
Definition 3.1 Let T ype be a set of type names, and let V be a set of variables, disjoint from T ype. An element of the inductive set defined below will be called a type-term with variables in V .

• v is a type-term with variables in V , for all v∈V • if T∈T ype, arity(T)=p, and t 1 , . . . ,t p are type-terms with variables in V , then T(t 1 , . . . ,t p ) is a type-term with variables in V .
We use the following syntax for type declarations:
. . , C n relation names, and The special symbol Const is used to declare a relation as a constant (cf. Def. 3.2); it must not belong to the set T ype, to avoid ambiguity in the definition.
The following are some type declarations. For a complete description of them and their meanings, see Sect. 3.2.
• Bool = false : Const, true : Const
Each ground instance of a declaration is called an algebraic type. NewType(t 1 , . . . ,t p ), where t 1 , . . . ,t p are ground  type-terms, is defined as a tuple of relations ( C 1 , . . . , C n ) such that the following axioms hold: 
Definition 3.2 The algebraic type
where
If this system has a non-trivial solution, then the type is finitely generated.
Moreover, for all 1 ≤ i ≤ n the following shorthands are defined:
It is interesting to note that this definition supports mutually recursive types (cf. Sects. 3.2 and 3.3) .
Using the injectivity of C i , and the fact that constructor functions have disjoint ranges, it is easy to see that 
Examples
One trivial example is Unit = unit : Const where p=0, n=1. Axiom 1 establishes that unit is a constant relation; axiom 2 is not applicable, because n=1; axiom 3 is trivially satisfied, as this is a basic type (it does not appear in the domain of its constructors), therefore the axiom can be simplified to:
Another type, of common use in programming languages, is Bool = false : Const, true : Const Axiom 2 establishes that false and true are different constants.
The construction of type Bool can be generalized to other enumerative types; for example Color = red : Const, yellow : Const, green : Const is a type with three different constants (axioms 1 and 2); axiom 3 is, again, trivially satisfied -as it is for all types composed only by constants (see the example of Unit).
All the examples given above have p=0 -that is, they do not depend on any argument. To show the use of type variables as arguments in the definition, we present the disjoint union of two types:
Parametric polymorphism is achieved by means of this use of type variables; for example, we can write Either(Bool,Color), or Either(Unit,Bool), etc. For each type Either(t 1 ,t 2 ), axiom 1 establishes that left and right are functional and injective relations, and that Dom ( left ) = 1 t1 , and Dom ( right ) = 1 t2 ; axiom 2 establishes that the ranges of left and right are disjoint (even when t 1 is equal to t 2 ); axiom 3 is trivially satisfied,
The following examples show types with non-trivial inductive cases, found in programming languages.
The first example, natural numbers, does not use type variables. Axioms 1 and 2 are easily verified and axiom 3 establishes that the elements of Num are finitely generated (they are obtained by finite application of succ over a single zero operation):
Decomp (Num) = zero ; zero + succ ; Decomp (Num); succ .
The second example, lists, uses type variables -thus allowing parametric polymorphism in the same way as for Either (A,B) . It is interesting to observe that, for the type List(t), axiom 1 establishes that Dom ( cons ) = 1 t ⊗ 1 List(t) , and axiom 3 establishes that The system of recursive equations for these declarations is Decomp (ZigList(A)) = empty ; empty + zig ; Decomp (ZagList(A)) ; zig Decomp (ZagList(A)) = zag ; Decomp (ZigList(A)) ; zag Again, as in GTree(A), the interaction between equations is determined by the specification of constructors' domains and ranges.
Monomorphicity
A model for the specifications introduced in Sect. 3.1 is any algebraic type that satisfies the axioms, relative to the given type declaration; the specifications can have several models, but in this section it is showed that all of them are equivalent.
In order to proceed with the proof, given a datatype specification and two models of it, the construction of a pair of relations that constitutes an isomorphism between the models is needed. The proof that this pair is indeed an isomorphism will be divided into several steps, using Prop. 
where 
The following shorthand is defined: [19] to the chain of triples ( dr i , ds i , tr i ) i∈Nat .
Conclusions
We have presented a mechanism for the definition of algebraic data types in the framework of fork algebras, together with a declaration syntax that simplifies notation; this mechanism allows the internalization of types based on constructor operators. We have shown that several types that are common in programming languages can be specified using the method.
One important conclusion is that the formal use of datatypes in a homogeneous framework is possible. This can be concluded also from [11] . This method provides an important contribution to the application of fork algebras to the field of Computer Science, mainly in the areas of formal program derivation [1, 2] , and databases. Specially in query optimization [13] , it allows the rigorous specification of algebraic data types and reasoning about their properties. The specifications introduced with this method have several important properties for formal program specification: allow hierarchic definition of types, define monomorphic types, allow a kind of parametric polymorphism, and establish a domain partition, facilitating case analysis, among other things. It is of interest, also, to note the use of the converse operation ( ) to provide pattern matching over the constructors of algebraic types.
Future work is the extension of the specification method to other classes of types (non-algebraic), for example, types obtained as the quotient of algebraic types, functional types, types with element formation restrictions, etc.
