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Abstract
This paper is concerned with small parameter asymptotics of magnetic quantum systems. In addition
to a semiclassical parameter ǫ, the case of small coupling λ to the magnetic vector potential naturally
occurs in this context. Magnetic Weyl calculus is adapted to incorporate both parameters, at least one
of which needs to be small. Of particular interest is the expansion of the Weyl product which can
be used to expand the product of operators in a small parameter, a technique which is prominent to
obtain perturbation expansions. Three asymptotic expansions for the magnetic Weyl product of two
Hörmander class symbols are proven: (i) ǫ≪ 1 and λ≪ 1, (ii) ǫ≪ 1 and λ = 1 as well as (iii) ǫ = 1
and λ≪ 1. Expansions (i) and (iii) are impossible to obtain with ordinary Weyl calculus. Furthermore,
I relate results derived by ordinary Weyl calculus with those obtained with magnetic Weyl calculus by
one- and two-parameter expansions. To show the power and versatility of magnetic Weyl calculus, I
derive the semirelativistic Pauli equation as a scaling limit from the Dirac equation up to errors of 4th
order in 1/c.
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1 Introduction
Quantum mechanical systems often contain small parameters that allow us to order terms by magnitude
and importance. One prominent example are adiabatic systems where the fast degrees adjust ‘instanta-
neously’ to the configuration of the slow degrees of freedom. Here, the small parameter quantifies the
separation of slow and fast scales. Under certain conditions, effective dynamics may be derived which
contain corrections order-by-order in the small parameter and one can bound the error. This effective
hamiltonian may be the starting point for a semiclassical analysis: Egorov-type theorems compare the
quantization of suitable classically evolved observables with the corresponding time-evolved quantum
observables.
A quantization procedure is a systematic way to associate operators to functions on symplectic mani-
folds that has certain natural properties (e. g. linearity and compatibility with the involution, see Chap-
ter 5 [Wal08] for an overview). Mathematically speaking, we are interested in a functional calculus
for non-commuting observables called position x and momentum ξ on phase space T ∗Rd ∼= Rd × Rd
endowed with the magnetic symplectic form. This is by no means the only interesting case, other ex-
amples are spin systems [VGB89, VGBS90] or quantization procedures on generic Poisson manifolds
[Kon03, Wal08]. Before we explain magnetic quantization in detail, we will briefly recall the non-
magnetic case.
Usual Weyl quantization Opǫ : f 7→ Opǫ( f ) maps suitable functions f on phase space T ∗Rd onto linear
operators acting on (subspaces of) L2(Rd) (see [Hör79, Fol89], for example). The index ǫ indicates that
the commutator of momentum Opǫ(ξ) and position Opǫ(x) is of order ǫ, i

Opǫ(ξl),Opǫ(x j)

= ǫδl j .
With this quantization procedure in hand, it turns out we can define a non-commutative product ♯ǫ on
phase space which emulates the operator product,
Opǫ( f )Opǫ(g) = Opǫ( f ♯ǫ g)≍
∞∑
n=0
ǫnOpǫ
 
( f ♯ǫ g)(n)

+Opǫ
 O (ǫ∞).
If ǫ≪ 1, we can expand the Weyl product asymptotically in powers of ǫ up to an arbitrarily small error
which allows us to rewrite the operator product as an asymptotic series in ǫ as well [Fol89]. This idea
has been used to derive effective operators whose dynamics approximates the full perturbed dynamics,
see, for instance, [LW93, PST03b, PST03a, Teu03]. Hence, from a computational point of view, an
asymptotic expansion in a small parameter is a very desirable thing to have.
Very often, the magnetic field B is the perturbation of the hamiltonian and usual (i. e. non-magnetic)
Weyl calculus is not well-adapted to this situation. A magnetic Weyl calculus is needed and this paper
is concerned with the derivation of three asymptotic expansions of the corresponding magnetic Weyl
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product, e. g. with respect to a semiclassical parameter ǫ,
f ♯Bǫ g ≍
∞∑
n=0
ǫn ( f ♯Bǫ g)(n) + O (ǫ∞).
Let us introduce some notation first: assume we apply a magnetic field, thought of as a two-form
B =
 
Bl j

1≤l, j≤d , whose components are smooth, bounded and have bounded derivatives to all orders,
i. e. Bl j ∈ BC∞(Rd), 1 ≤ l, j ≤ d. Then we will consider the quantization which takes the position and
momentum vectors x and ξ into the operators
Q := xˆ (1.1)
PAǫ,λ := −iǫ∇x − λA(Q)
A is a vector potential which represents B, i. e. Bl j = ∂x lA j − ∂x jAl , 1 ≤ l, j ≤ d, whose components will
always be chosen to be smooth and polynomially bounded, Al ∈ C∞pol(Rd), 1≤ l ≤ d. The first parameter
ǫ formally takes the role of ħh and quantifies the non-commutativity of position and momentum. There
are many systems (e. g. Born-Oppenheimer-type systems) where ǫ is, physically speaking, not ħh, but
some other parameter that describes a separation of scales. The second parameter, λ, is often physically
equal to e/c where e is the charge quantum and c the speed of light. If λ is taken to be small, this could
either mean that we are interested in some non-relativistic limit, c ≫ 1, or in the limit of small charge
e ≪ 1. To be precise, small parameters must not have any units, so instead of λ = 1/c we should really
use λ= v0/c where v0 is some characteristic velocity.
The commutators of our basic building blocks are given by
i[Ql ,Q j] = 0, i[P
A
ǫ,λ j,Ql] = ǫδl j , i[P
A
ǫ,λ l , P
A
ǫ,λ j] = −ǫλBl j(Q).
We note that the commutator of the kinetic momentum operator depends on the magnetic field B and
not on the specific choice of vector potential. If we translate these commutation relations to the classical
framework where x corresponds to Q and ξ to PAǫ,λ, we have to use the magnetic symplectic form
ωλB =
d∑
l=1
dξl ∧ dx l − 12λ
d∑
l, j=1
Bl j(x)dx l ∧ dx j
on phase space T ∗Rd which induces the magnetic Poisson bracket,

f , g
	
λB =
d∑
l=1
 
∂ξl f ∂x l g − ∂x l f ∂ξ j g
−λ d∑
l, j=1
Bl j(x)∂ξl f ∂ξ j g.
Classically, this agrees with the recipe of minimal substitution: if we replace ξ with ξ− λA(x) and use
the standard Poisson bracket {·, ·}, we recover the magnetic Poisson bracket,
f (x ,ξ−λA(x)), g(x ,ξ− λA(x))	=  f , g	λB(x ,ξ−λA(x)).
Quantum mechanically, these two points of view are no longer equivalent. Based on the magnetic sym-
plectic form, Müller was the first to define covariant magnetic Weyl calculus in a non-rigorous fashion
[Mül99] (the author thanks R. Littlejohn for this reference), although Luttinger has used it in proto-
typical form as early as 1951 [Lut51]. The present paper relies upon earlier contributions which have
put these ideas on a solid mathematical foundation [IMP07, MP04, MP05, KO01, KO04, KO05]. Some
notable results include a Caldéron-Vaillancourt-type theorem (L2 continuity of S 0ρ symbols), selfadjoint-
ness of elliptic symbols on magnetic Sobolev spaces [IMP07] and a Beals-type criterion [IMP08]. One
missing ingredient is an asymptotic expansion of the magnetic product with respect to a small parameter.
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Before we continue, we would like to elaborate on possible choices of scalings. If we rescale space by
ǫ via (Uǫ
−1ϕ)(x) := ǫd/2ϕ(ǫx), ϕ ∈ L2(Rd), we can transform the observables (1.1) into
Qǫ := ǫ xˆ (1.2)
ΠAǫ,λ :=−i∇x − λA(Qǫ).
Mathematically, both scales are unitarily equivalent (see Appendix A). The decision which scale is
deemed preferable is based on the physics of the problem. If we would like to emphasize the slow
variation of the magnetic field (compared to other potentials), then the second choice is more natu-
ral. The single-particle Schrödinger equation with periodic potential VΓ subjected to a slowly-varying
electromagnetic field, a system which is described by the hamiltonian
H = 1
2
 −i∇x − A(ǫ xˆ)2 + VΓ( xˆ) +Φ(ǫ xˆ),
falls in this category. We emphasize that all of our results hold in either scaling. In particular, the
asymptotic expansion of the product is the same, independent of the choice of scaling (see Appendix A
for details). As this paper was initially motivated by the problem above, we will use the adiabatic scaling
given by equation (1.2).
The fundamental building block of magnetic pseudodifferential calculus is the magnetic Weyl system
that implements the commutation relations,
WAǫ,λ(X ) := e
−iσ(X ,(Qǫ,ΠAǫ,λ)).
Its gauge-covariance leads to the gauge-covariance of magnetic pseudodifferential operators. Here
(x ,ξ) = X ∈ T ∗Rd is a point in phase space and σ(X ,Y ) := ξ · y − x · η, Y = (y,η) ∈ T ∗Rd , is the
(non-magnetic) symplectic form. In [MP04] it has been shown that this is a well-defined operator which
acts on any ϕ ∈ L2(Rd) by
(W Aǫ,λ(Y )ϕ)(x) = e
−iǫ(x+y/2)·ηe−iλΓ
A
ǫ ([x ,x+y])ϕ(x + y).
The appearance of the magnetic circulation ΓAǫ along the line segment which connects x and y
λΓAǫ([x , y]) :=
λ
ǫ
∫
[ǫx ,ǫ y]
A (1.3)
stems from the use of magnetic translations. All proofs in [IMP07, MP04, MP05] carry over to the present
case via a simple scaling argument. The pseudodifferential operator associated to a Schwartz function
f ∈ S (T ∗Rd) is defined in terms of the symplectic Fourier transformFσ f =F−1σ f and the Weyl system:
OpAǫ,λ( f ) :=
1
(2π)d
∫
dX (F−1σ f )(X )WAǫ,λ(X ) :=
1
(2π)2d
∫
dX
∫
dX˜ eiσ(X ,X˜) f (X˜ )W Aǫ,λ(X ) (1.4)
All parameters are contained in the Weyl system W A
ǫ,λ
(X ) = e−iσ(X ,(Qǫ,Π
A
ǫ,λ
)); if we had chosen the usual
scaling, the formula would be the same, but Qǫ and Π
A
ǫ,λ
would have to be replaced by Q and PA
ǫ,λ
from
equation (1.1). This definition can be extended to observables of Hörmander symbol class m with weight
ρ ∈ [0,1] [MP04, IMP07] among others:
S mρ :=
n
f ∈ C∞(T ∗Rd)
 ∀a,α ∈ Nd
0
∃Caα > 0 :
∂ ax ∂ αξ f (x ,ξ)≤ Caα 〈ξ〉m−|α|ρo
The quantization of Hörmander-class symbols f act on Schwartz functions ϕ ∈ S (Rd) as
(OpAǫ,λ( f )ϕ)(x) =
1
(2π)d
∫
dy
∫
dη e−i(y−x)·ηe−iλΓ
A
ǫ ([x ,y]) f
  ǫ
2
(x + y),η

ϕ(y)
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where the integral is interpreted as an oscillatory integral. If in addition the symbol f is elliptic of
order m, for instance, this definition extends from ϕ ∈ S (Rd) to functions in the (magnetic) Sobolev
space HmA (R
d). These results are well-known for standard Weyl calculus, see e. g. [Hör72, DH73, Hör79,
Hör85, Ste93]. If we choose an equivalent gauge, i. e. A′(x) = A(x) + ǫ∇xχ(x) for some χ ∈ C∞pol(Rd),
then the magnetic Weyl quantization of f with respect to A′ is related to that with respect to A by
conjugating with e+iλχ(Qǫ), that is, magnetic quantization is covariant:
Op
A+ǫ∇xχ
ǫ,λ
( f ) = e+iλχ(Qǫ)OpAǫ,λ( f ) e
−iλχ(Qǫ)
Unless f is a polynomial of degree ≤ 2 in momentum, regular Weyl quantization of minimally substituted
symbols is not gauge covariant and does not coincide with magnetic quantization. This includes physically
relevant examples such as
p
m2 + ξ2 or band energy functions in solid state physics.
The second major component in magnetic Weyl calculus is a product ♯Bǫ,λ. Its form is shaped by the
commutation relations of the fundamental observables as expressed by the composition law of the Weyl
system,
W Aǫ,λ(Y )W
A
ǫ,λ(Z) = e
i ǫ
2
σ(Y,Z) e−i
λ
ǫ
ΓB(〈Qǫ ,Qǫ+ǫ y,Qǫ+ǫ y+ǫz〉)W Aǫ,λ(Y + Z). (1.5)
The magnetic contribution e−i
λ
ǫ
ΓB(〈Qǫ,Qǫ+ǫ y,Qǫ+ǫ y+ǫz〉) is the exponential of the magnetic flux through the
triangle with corners Qǫ, Qǫ+ǫ y and Qǫ+ǫ y+ǫz (see equation (2.2)) and as such depends only on the
magnetic field and not on the choice of gauge. A scaled magnetic flux γBǫ through triangles with different
corners (equation (2.3)) enters the integral formula for the magnetic Weyl product,
( f ♯Bǫ,λg)(X ) =
1
(2π)2d
∫
dY
∫
dZ e+iσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)−iλγBǫ (x ,y,z)
 F−1σ f (Y ) F−1σ g(Z). (1.6)
This expression can be derived from the composition law of the Weyl system and the magnetic Wigner
transform (see Theorem 2.10). If ǫ ≪ 1 and y and z have lengths of O (1), then γBǫ (x , y, z) is of order
O (ǫ) and can be expanded in powers of ǫ. The different asymptotic expansions with respect to ǫ and λ
simultaneously, ǫ or λ are obtained by expanding exponential of the ‘twister’
eiTǫ,λ(x ,Y,Z) := ei
ǫ
2
σ(Y,Z)−iλγBǫ (x ,y,z))
in the appropriate way. One can easily distinguish purely magnetic and purely non-magnetic contribu-
tions in the product.
In the ‘usual scaling’ (equation (1.1)), the Weyl system would essentially obey the same composition
law and lead to the exact same expansion of the magnetic product (see Theorem A.3 for details).
1.1 Comparison with usual Weyl calculus
Regular Weyl quantization has seen many applications to magnetic systems over the years, so one obvious
question is how results would differ if magnetic Weyl calculus had been used instead. In ordinary Weyl
calculus, a magnetic field is included by quantizing the minimally substituted symbol h ◦ ϑλA instead of
h where ϑλA(x ,ξ) :=
 
x ,ξ−λA(x). If h ∈ S mρ is a Hörmander symbol, then one typically assumes that
the magnetic field B is such that there exists a vector potential whose components of A are BC∞(Rd)
functions or that all derivatives are bounded, |∂ ax A(x)| ≤ Ca for some Ca > 0 and all a ∈ Nd0 , |a| ≥ 1.
The latter is typically used to cover the case of constant magnetic field. Under these assumptions,
Theorem 2.19 ensures the difference
Opǫ(h ◦ϑλA)−OpAǫ,λ(h) = O (ǫ2) (1.7)
is a pseudodifferntial operator which is the quantization of some g ∈ S m−3ρ . The difference can be
expressed as a power expansion in ǫ.
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The second important ingredient is a comparison of the two products: standard Weyl calculus suggests
to multiply f ◦ ϑλA and g ◦ ϑλA where f ∈ S m1
ρ
and g ∈ S m2
ρ
. Combining
f ◦ ϑλA, g ◦ ϑλA	=  f , g	λB ◦ ϑλA
with equation (1.7), we also get that the two products differ by O (ǫ2),
Opǫ
 
f ◦ ϑλA♯ǫ g ◦ ϑλA

= OpA
ǫ,λ
 
f ♯B
ǫ,λ
g

+O (ǫ2).
Hence, first-order corrections (e. g. the subprincipal symbol of an effective hamiltonian) derived with
usual Weyl calculus coincide with those obtained by magnetic Weyl calculus. However, the advantages
of magnetic Weyl calculus are significant, most importantly do results extend to much more general
magnetic fields, one only needs to assume that the components of B are in BC∞(Rd). The gauge-
covariance of magnetic Weyl calculus implies that results depend on the properties of the magnetic field
rather than those of the vector potential.
1.2 Main results
The main result of this work is Theorem 1.1 which gives an asymptotic two-parameter expansion of
the product of two Hörmander class symbols f ∈ S m1ρ and g ∈ S m2ρ where each term involves the
components of the magnetic field B, f and g and all its derivatives evaluated at the same point (x ,ξ).
Furthermore, two one-parameter expansions have been derived: for ǫ ≪ 1, the expansion still has the
same structure as the two-parameter expansion. In case ǫ is not necessarily small, one can expand the
product with respect to λ≪ 1 and the terms are given by oscillatory integrals.
Theorem 1.1 (Asymptotic expansion of the magnetic Moyal product) Assume B is a magnetic field
whose components areBC∞ functions and f ∈ S m1ρ as well as g ∈ S m2ρ . Then the magnetic Moyal product
can be expanded asymptotically in ǫ ≪ 1 and λ≪ 1: for every ε≪ 1 we can choose N ≡ N(ε,ǫ,λ) ∈ N0
such that
f ♯Bǫ,λg =
N∑
n=0
n∑
k=0
ǫnλk ( f ♯Bǫ,λg)(n,k) + R˜N (1.8)
where the (n, k) term ( f ♯B
ǫ,λ
g)(n,k) is in symbol class S m1+m2−(n+k)ρρ and we have explicit control over
the remainder: R˜N as given by equation (2.10) is numerically small and in the correct symbol class,
S m1+m2−(N+1)ρρ , i. e. it is of order O (ε+) in the sense of Definition 2.4. The (n, k) term of the expansion,
( f ♯Bǫ,λg)(n,k)(X ) =
∑
k0+
∑n
j=1 jk j=n∑n
j=1 k j=k
ik+k0
k0! k1! · · · kn!
·
· L0k0
 
(∂η,∂y ), (∂ζ,∂z)
 n∏
j=1
L j k j (x ,−i∂η,−i∂ζ)

f (Y )g(Z)

Y=X=Z
,
is defined in terms of a family of differential operators L j , j ∈ N0,
L0(Y, Z) := 12σ(Y, Z) =
1
2
 
η · z − y · ζ (1.9)
L j(x , y, z) := −
1
j!
d∑
m1 ,...,m j−1=1
∂xm1
· · ·∂xmj−1 Bkl (x) yk zl

−1
2
 j+1 1
( j+ 1)2
j∑
c=1

j+ 1
c

·
·  (1− (−1) j+1)c− (1− (−1)c)( j+ 1) ym1 · · · ymc−1zmc · · · zm j−1
=:−
∑
|α|+|β|= j−1
C j,α,β ∂
α
x ∂
β
x Bkl(x) ykzl y
α zβ . (1.10)
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Here, we have glossed over the difficulty of agreeing up to which order we have to expand the product
(ǫ and λ are independent), as we can no longer use well-known notation such as O (ǫn) or O (λk) without
modification. We refer to Section 2.1 for details.
Remark 1.2 With that in mind, we can give the first terms of the expansion concisely as
( f ♯Bǫ,λg)(0,0) = f g,
( f ♯Bǫ,λg)(1,0) =− i2
d∑
l=1
 
∂ξl f ∂x l g − ∂x l f ∂ξl g

,
( f ♯Bǫ,λg)(1,1) =+
i
2
d∑
l, j=1
Bl j ∂ξl f ∂ξ j g.
The second-order corrections contain at least two derivatives with respect to momentum; if we group by
powers of ǫ, then the decay properties are determined by ( f ♯B
ǫ,λ
g)(2,0),
( f ♯Bǫ,λg)(2,0) =− 18
d∑
l, j=1
 
∂ξl ∂ξ j f ∂x l∂x j g + ∂x l∂x j f ∂ξl∂ξ j g+
− ∂ξl∂x j f ∂x l∂ξ j g − ∂x l∂ξ j f ∂ξl∂x j g

,
( f ♯Bǫ,λg)(2,1) =+
i
4
d∑
l, j,k=1

1
6
∂x jBlk
 
∂ξl ∂ξ j f ∂ξk g − ∂ξl f ∂ξ j∂ξk g

+
− Blk
 
∂ξl∂ξ j f ∂ξk∂x j g − ∂ξl ∂x j f ∂ξk∂ξ j g

,
( f ♯Bǫ,λg)(2,2) =− 18
d∑
l1 ,l2 , j1, j2=1
Bl1 j1 Bl2 j2 ∂ξl1 ∂ξl2 f ∂ξ j1 ∂ξ j2 g.
If the magnetic field is constant, all terms containing derivatives of B vanish.
For each order in ǫ, the sum in λ is finite and we immediately obtain the
Corollary 1.3 (Expansion of ♯B
ǫ,λ
in ǫ) If the assumptions of Theorem 1.1 are modified by taking λ = 1,
then the ǫ expansion of the product f ♯B
ǫ,λ
g of two Hörmander symbols can be recovered from the two-
parameter expansion: the nth order term in ǫ then reads
( f ♯Bǫ,λg)(n) =
n∑
k=0
( f ♯Bǫ,λg)(n,k) ∈ S m1+m2−nρρ
where the ( f ♯Bǫ,λg)(n,k) are taken from Theorem 1.1.
If ǫ is not small, we can no longer expand the magnetic flux integral as a Taylor series in ǫ, but have to
accept it as-is. Only part of the twister can be expanded and the terms in the λ expansion are obtained
from replacing eiTǫ,λ(x ,Y,Z) with
eiTǫ,λ(x ,Y,Z) = ei
ǫ
2
σ(Y,Z) e−iλγ
B
ǫ (x ,y,z) ≍ ei ǫ2σ(Y,Z)  1− iλγBǫ (x , y, z) + O (λ2)
in equation (1.6). The integral formulas cannot be simplified any further unless the symbols which are
multiplied with each other have a special structure (e. g. when they are polynomials in x or ξ).
Theorem 1.4 (Expansion of ♯B
ǫ,λ
in λ) Assume the magnetic field B has components of classBC∞. Then
for λ≪ 1 and ǫ ≤ 1, we can expand the λ Weyl product of f ∈ S m1
ρ
and g ∈ S m2
ρ
asymptotically in λ such
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that
f ♯Bǫ,λg −
N∑
k=0
λk( f ♯Bǫ,λg)(k) ∈ S m1+m2−2(N+1)ρρ , ( f ♯Bǫ,λg)(k) ∈ S m1+m2−2kρρ . (1.11)
In particular, the zeroth-order term reduces to the non-magnetic Weyl product, ( f ♯B
ǫ,λ
g)(0) = f ♯ǫ g. We have
explicit control over the remainder (equation (2.12)): if we expand the product up to Nth order in λ, the
remainder is of order O (λN+1) and in symbol class S m1+m2−2(N+1)ρρ .
The equivalence of the ǫ→ λ expansion to the λ→ ǫ expansion is obtained through explicit computation
in Section 2.3. Agreeing on a remainder is somewhat tricky and necessitated the introduction of the
concept of precision (Defintion 2.4), because the numerical values of ǫ and λ vary independently.
Theorem 1.5 Under the assumptions of Theorem 1.1, the magnetic Weyl product ♯Bǫ,λ of two symbols f ∈
S m1ρ , g ∈ S m2ρ can be simultaneously expanded in ǫ and λ, i. e. the expansion is the same, regardless of
whether we expand with respect to ǫ first and then λ or the other way around.
1.3 Structure
The derivation of our main results are found in Section 2: before we derive the main result, we need
some prerequisites. First, the notions of two-parameter symbol classes and precision are introduced
(Section 2.1). The properly adapted Wigner transform (Section 2.2) is necessary to show the equivalence
of two versions of the product formula found in the literature (Section 2.3). The one that is more
amenable to an asymptotic expansion is used to derive the main result in Section 2.4. Lastly, we relate
magnetic and non-magnetic quantization in Section 2.5 to be able to connect results derived via regular
Weyl calculus to those where magnetic Weyl calculus has been used.
As a simple, but non-trivial application, the semirelativistic Pauli equation is derived from the Dirac
equation (Section 3). It illustrates the versatility of the two-parameter expansion and gives insight into
the origin of the corrections. We place emphasis on the mechanics of the computation. For the sake of
brevity, the example is not presented in a mathematically rigorous manner, this is postponed to a future
publication [FL10].
In an attempt to clean up the presentation, we have moved some auxiliary technical lemmas and
details of various straightforward, but tedious calculations to an Appendix.
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2 Asymptotic expansion in λ and ǫ
This section will contain the proofs to my main results, namely the two-parameter expansion and some
theorems which connect magnetic and non-magnetic Weyl calculus. Before we can attend to the asymp-
totic expansion, we need some preliminaries: apart from assumptions on the magnetic field and some
comments on the notation, we need to introduce the concept of precision as well as adapt the definition
of the Wigner-Weyl transform.
For simplicity, we will use Einstein’s summation convention throughout this paper, i. e. repeated indices
in a product are always summed over from 1 to d. We will always assume that the magnetic field
satisfies the following assumptions unless explicitly stated otherwise.
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Assumption 2.1 We assume that the components of the magnetic field B = dA and associated vector poten-
tials A satisfy Bkl ∈ BC∞(Rd ,R) and Al ∈ C∞pol(Rd ,R), respectively, for all 1≤ k, l ≤ d.
Remark 2.2 If a magnetic field B satisfies the above assumption, it is always possible to choose a poly-
nomially bounded vector potential, e. g. we may use the transversal gauge (equation (B.3)). It is also
clear that if B and A satisfy this assumption, then so do the scaled field Bǫ,λ(x) := dAǫ,λ(x) = ǫλB(ǫx)
and scaled potential Aǫ,λ(x) := λA(ǫx).
In magnetic Weyl quantization, magnetic circulations and flux integrals play a very prominent role. We
define the circulation of the one-form A along the line that connects x and y as
ΓA([x , y]) :=
∫
[x ,y]
A= (y − x) ·
∫ 1
0
ds A
 
x + s(y − x). (2.1)
The magnetic flux through the triangle with corners x , y and z (which we denote by 〈x , y, z〉) is the
(gauge-invariant) integral of the magnetic two-form,
ΓB(x , y, z) :=
∫
〈x ,y,z〉
B. (2.2)
Either we parametrize the triangle as in [IMP07] or we can choose a vector potential for B = dA and use
the Stoke’s Theorem to write ΓB(x , y, z) = ΓA([x , y]) + ΓA([y, z]) + ΓA([z, x]). We will use the latter to
derive the asymptotic expansion of the scaled flux integral
γBǫ (x , y, z) := Γ
B
¬
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
¶
(2.3)
in powers of ǫ.
2.1 Semiclassical symbols and precision
The Hörmander symbol classes S mρ are Fréchet spaces whose topology can be defined by the usual family
of seminorms  f 
maα
:= sup
(x ,ξ)∈T ∗Rd
〈ξ〉−m+|α|ρ
∂ ax ∂ αξ f (x ,ξ), a,α ∈ Nd0 .
One important notion is that of a semiclassical symbol [PST03b], i. e. it is a symbol which admits an
expansion in ǫ and λ which is in some sense uniform.
Definition 2.3 (Semiclassical two-parameter symbol) A map f : [0,ǫ0) × [0,λ0) −→ S mρ , (ǫ,λ) 7→
f ǫ,λ is called semiclassical two-parameter symbol of order m with weight ρ ∈ [0,1], if there exists a
sequence { fn,k}n,k∈N0 , fn,k ∈ S m−(n+k)ρρ for all n, k ∈ N0, such that
f ǫ,λ −
N∑
l=0
∑
n+k=l
ǫnλk fn,k ∈ S m−(N+1)ρρ ∀N ∈ N0
uniformly in the following sense: for each j ∈ N0 there exists a constant CN ,m, j > 0 (independent of ǫ and
λ) such that
 f ǫ,λ − N∑
l=0
∑
n+k=l
ǫnλk fn,k

m, j
< CN ,m, j max{ǫ,λ}N+1.
holds for all ǫ ∈ [0,ǫ0) and λ ∈ [0,λ0).
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Since ǫ and λ vary independently, we also have to introduce a more sophisticated concept of precision.
This is a technicality, but a definition is necessary to prove that expanding f ♯B
ǫ,λ
g first with respect to
ǫ and then λ yields the same asymptotics as when the product is expanded with respect to λ and then
with respect to ǫ (Theorem 2.13). If there were only one small parameter, say ǫ, then f − g = O (ǫn) for
symbols f , g ∈ S mρ implies two things: (i) the difference between f and g is ‘numerically small’ and (ii)
we have associated a symbol class S m−nρ
ρ
to the ‘number’ ǫn. In case of two independent parameters,
such a simple concept will not do and we have to introduce an association between a third number ε≪ 1
and a certain symbol class. Although it seems artificial at first to introduce yet another small parameter,
in physical applications, this is quite natural: say, we are interested in the dynamics generated by a two-
parameter symbol Hǫ,λ on times of order O (1/ε), i. e. e−i tε Hǫ,λ . Then we need to include all terms in our
expansion for which ǫnλk ≤ ε. Even if we choose ε = ǫ, for instance, we still cannot avoid this abstract
definition as λ is independent of ǫ.
Definition 2.4 (Precision O (ε+)) Let ǫ≪ 1, λ≪ 1. For ε≪ 1, we define nc , kc ,N ∈ N0 such that
ǫnc+1 < ε≤ ǫnc , λkc+1 < ε ≤ λkc
and N ≡ N(ǫ,λ,ε) :=max{nc , kc}. We say that a finite resummation
∑Nǫ
n=0
∑Nλ
k=0 ǫ
nλk fn,k of a semiclassical
symbol f ǫ,λ ∈ AS m
ρ
is O (ε+)-close,
f ǫ,λ −
Nǫ∑
n=0
Nλ∑
k=0
ǫnλk fn,k = O (ε+),
iff f ǫ,λ −
∑Nǫ
n=0
∑Nλ
k=0 ǫ
nλk fn,k ∈ S m−(N+1)ρρ and Nǫ ,Nλ ≥ N.
2.2 Magnetic Wigner transform
The Wigner transform plays a central role because it can be used to relate states (density operators) to
pseudo-probability measures on phase space. We will need it to show the equivalence of two integral
formulas for the magnetic Weyl product ♯Bǫ,λ.
Definition 2.5 (Magnetic Wigner transform) Let ϕ,ψ ∈ S (Rd). The magnetic Wigner W A(ϕ,ψ) is
defined as
W Aǫ,λ(ϕ,ψ)(X ) := ǫd
 Fσ
ϕ,W Aǫ,λ(·)ψ(−X ).
Lemma 2.6 The Wigner transform W A
ǫ,λ
(ϕ,ψ) with respect to ϕ,ψ ∈ S (Rd) is given by
W Aǫ,λ(ϕ,ψ)(X ) =
∫
dy e−i y ·ξe−iλΓ
A
ǫ ([
x/ǫ−y/2,x/ǫ+y/2])ϕ∗
  x
ǫ
− y
2

ψ
  x
ǫ
+
y
2

and maps S (Rd)×S (Rd) unitarily onto S (R2d).
Proof Formally, the result follows from direct calculation. The second claim, W A
ǫ,λ
(ϕ,ψ) ∈ S (R2d)
follows from e−iλΓ
A
ǫ ([
x/ǫ−y/2,x/ǫ+y/2]) ϕ∗
  x
ǫ
− y
2

ψ
  x
ǫ
+
y
2
 ∈ S (Rd×Rd) and the fact that the partial Fourier
transformation is a unitary on S . 
Remark 2.7 The Wigner transform can be easily extended to a map from L2(Rd × Rd) into L2(R2d) ∩
C∞(R2d) where C∞(R2d) is the space of continuous functions which decay at ∞. For more details, see
[Fol89, Proposition 1.92], for example.
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Let C∞
polu(R
2d) be the space of smooth functions with uniform polynomial growth at infinity, i. e. for each
f ∈ C∞
polu(R
2d) we can find m ∈ R, m≥ 0, such that for all multiindices a,α ∈ Nd
0
there is a Caα > 0 with∂ ax ∂ αξ f (x ,ξ)< Caα 〈ξ〉m , ∀(x ,ξ) ∈ R2d .
Lemma 2.8 For ϕ,ψ ∈ S (Rd) and f ∈ C∞
polu(R
2d)⊆ S ′(R2d) we have


ϕ,OpAǫ,λ( f )ψ

=
1
(2π)d
∫
dX f (X )W Aǫ,λ(ϕ,ψ)(X ).
Proof Since f ∈ C∞
polu(R
2d)⊆ S ′(R2d), it is in the magnetic Moyal algebraM B(R2d) defined in [MP04,
Section V.D.] and thus its quantization is a continuous operator S (Rd) −→ S (Rd). Hence, the integral
exists and we get the claim by direct computation. 
The Wigner transform also leads to a ‘magnetic dequantization’ – once we know the operator kernel,
we can reconstruct the distribution. We do not strive for full generality here. In particular, unless the
operator has special properties, we cannot conclude that f is in any Hörmander class. More sophisticated
techniques are needed, e. g. a Beals-type criterion [IMP08].
Lemma 2.9 Assume B and A satisfy Assumption 2.1 and T ∈ B L2(Rd) is a bounded linear operator
whose operator kernel KT is in S (Rd ×Rd). Then the inverse magnetic quantization is given by
OpAǫ,λ
−1
(T )(X ) :=W Aǫ,λKT (X ) =
∫
dy e−i y ·ξ e−iλΓ
A
ǫ([
x/ǫ−y/2,x/ǫ+y/2]) KT
  x
ǫ
− y
2
, x
ǫ
+
y
2

. (2.4)
This formula extends to operators with distributional kernels KT ∈ S ′(Rd ×Rd), i. e. the kernels associated
to continuous maps S (Rd) −→S ′(Rd).
Proof If T = OpA
ǫ,λ
( fT ) is the magnetic quantization of fT ∈ S (R2d), then W Aǫ,λKT = fT ∈ S (R2d)
follows from direct calculation, using the explicit form of the Wigner transform, Lemma 2.6. Similarly,
we confirm that T = OpA
ǫ,λ
 W A
ǫ,λ
(KT)

holds and W A
ǫ,λ
KT ∈ S (R2d) follows from KT ∈ S (Rd ×Rd).
If the kernel of T is a tempered distribution, then we can extend the formulas for OpA
ǫ,λ
and W A
ǫ,λ
to S ′(R2d): Fourier transform, multiplication by a phase factor whose phase function is of tempered
growth and a linear change of variables can all be extended to S ′(R2d) and thus it makes sense to write
W Aǫ,λKT after a suitable reinterpretation. Then W Aǫ,λKT = fT ∈ S ′(R2d) is such that OpAǫ,λ( fT ) = T :
S (Rd)−→ S ′(Rd). 
2.3 Equivalence of formulas for magnetic Weyl product
It turns out that the integral formula for the product found in [MP04, IMP07] is not amenable to the
derivation of an asymptotic expansion in ǫ and λ. Although an asymptotic expansion for ǫ = 1 = λ has
been derived in [IMP07], calculating each term has proven to be very tedious and it is not obvious how
to collect terms of the same power in ǫ and λ. Thus, we will use an equivalent formula for the magnetic
Weyl product. From this, we derive closed formulas for the (n, k) term by expanding the ‘twister’ of the
convolution in the next section.
Theorem 2.10 ([Mül99, IMP07]) Assume the magnetic field B satisfies Assumption 2.1. Then for two
symbols f ∈ S m1ρ and g ∈ S m2ρ , the magnetic Weyl product f ♯Bǫ,λg is in symbol class S m1+m2ρ and given by
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the oscillatory integral
( f ♯Bǫ,λg)(X ) =
1
(2π)2d
∫
dY
∫
dZ e+iσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) ·
·ΩBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
 F−1σ f (Y ) F−1σ g(Z) (2.5)
=
1
(πǫ)2d
∫
dY˜
∫
dZ˜ e−i
2
ǫ
σ(Y˜−X ,Z˜−X )ΩBǫ,λ
 
x − y˜ + z˜,−x + y˜ + z˜, x + y˜ + z˜ f (Y˜ ) g(Z˜)
where ΩBǫ,λ(x , y, z) := e
−iλǫΓB(〈x ,y,z〉) is the exponential of the magnetic flux through the triangle with corners
x, y and z.
Proof The Weyl product is defined implicitly by
OpAǫ,λ( f )Op
A
ǫ,λ(g) =: Op
A
ǫ,λ( f ♯
B
ǫ,λg)
and its quantization maps S (Rd) to itself [MP04, Proposition 21]. Combined with Theorem 2.9, this
immediately yields
( f ♯Bǫ,λg)(X ) =W Aǫ,λ
 
KOpA
ǫ,λ
( f )OpA
ǫ,λ
(g)

(X )
where KOpA
ǫ,λ
( f )OpA
ǫ,λ
(g) is the kernel of Op
A
ǫ,λ
( f )OpA
ǫ,λ
(g). Here, we have chosen a vector potential Awhich
is associated to B that also satisfies Assumption 2.1. Although it is a priori not clear that there must
exist a symbol f ♯B
ǫ,λ
g, we will start with formal calculations and then use Corollary D.3 to show that
integral (2.5) exists and is in the correct symbol class.
Step 1: Rewrite in terms of Weyl system. Plugging in the definition of OpA
ǫ,λ
, we get
OpAǫ,λ( f )Op
A
ǫ,λ(g) =
1
(2π)2d
∫
dY
∫
dZ
 F−1σ f (Y ) F−1σ g(Z)W Aǫ,λ(Y )W Aǫ,λ(Z)
=
1
(2π)2d
∫
dY
∫
dZ
 F−1
σ
f

(Y )
 F−1
σ
g

(Z) ei
ǫ
2
σ(Y,Z)·
·ΩBǫ,λ(Qǫ,Qǫ + ǫ y,Qǫ + ǫ y + ǫz)WAǫ,λ(Y + Z)
=
1
(2π)2d
∫
dZ
∫
dY
 F−1
σ
f

(Y )
 F−1
σ
g

(Z − Y ) ei ǫ2 σ(Y,Z)·
·ΩBǫ,λ(Qǫ ,Qǫ + ǫ y,Qǫ + ǫz)

W Aǫ,λ(Z).
In order to find the kernel of this operator, we need to find the kernel for Lˆǫ,λ(y, Z) := Ω
B
ǫ,λ
(Qǫ ,Qǫ +
ǫ y,Qǫ + ǫz)W
A
ǫ,λ
(Z) which parametrically depends on y and Z = (z,ζ).
Step 2: Find the operator kernel for Lˆǫ,λ(y, Z). Let ϕ ∈ L2(Rd). Then we have 
Lˆǫ,λ(y, Z)ϕ

(v) = ΩBǫ,λ(ǫv,ǫv + ǫ y,ǫv + ǫz) e
−iǫ(v+z/2)·η e−iλΓ
A
ǫ([v,v+z])ϕ(v + z)
=
∫
du e−iǫ(u−z/2)·η e−iλΓ
A
ǫ ([u−z,u])ΩBǫ,λ(ǫu− ǫz,ǫu+ ǫ y − ǫz,ǫu)δ
 
u− (v + z)ϕ(u)
=:
∫
duKL,ǫ,λ(y, Z;u, v)ϕ(u),
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and we need to find W A
ǫ,λ
KL,ǫ,λ(y, Z; ·, ·)(X ),
W A
ǫ,λ
KL,ǫ,λ(y, Z; ·, ·)(X ) =
∫
du e−iu·ξ e−iλΓ
A
ǫ ([
x/ǫ−u/2,x/ǫ+u/2]) KL,ǫ,λ
 
y, Z; x
ǫ
− u
2
, x
ǫ
+ u
2

= eiσ(X ,Z)ΩBǫ,λ
 
x − ǫ
2
z, x − ǫ
2
z + ǫ y, x + ǫ
2
z

=: Lǫ,λ(y, Z;X ).
Step 3: Magnetic composition law. Now we plug Lǫ,λ(y, Z;X ) back into the operator equation and
obtain
( f ♯Bǫ,λg)(X ) =
1
(2π)2d
∫
dZ
∫
dY
 F−1σ f (Y ) F−1σ g(Z − Y ) ei ǫ2 σ(Y,Z) Lǫ,λ(y, Z;X )
=
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)ΩBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
·
·  F−1σ f (Y ) F−1σ g(Z). (2.6)
This formula is the starting point for Müller’s and our derivation of the asymptotic expansion of the
product. However, we can show the equivalence to the product formula obtained by two of the authors
in [MP04] by writing out the symplectic Fourier transforms,
RHS of (2.6)=
1
(2π)4d
∫
dY
∫
dY˜
∫
dZ
∫
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜,Z) ei
ǫ
2
σ(Y,Z) ·
·ΩBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)

f (Y˜ ) g(Z˜).
If one writes out the exponential prefactors explicitly, sorts all terms containing ξ and η and then inte-
grates over those variables, one obtains
1
(πǫ)2d
∫
dY˜
∫
dZ˜ e−i
2
ǫ
σ(X−Y˜ ,X−Z˜)ΩB
ǫ,λ
 
y˜ − z˜ + x , y˜ + z˜ − x ,− y˜ + z˜ + x f (Y˜ ) g(Z˜).
Step 4: f ♯B
ǫ,λ
g ∈ S m1+m2ρ . The integral on the right-hand side of equation (2.6) satisfies the assump-
tions of Lemma D.3 with τ = 1 = τ′ (keeping in mind that ΩB
ǫ,λ
satisfies the assumptions on Gτ′ by
Lemma C.2). Thus, the integral in equation (2.6) exists and is in symbol class S m1+m2
ρ
. 
2.4 Asymptotic expansion of the product
To obtain an asymptotic expansion of the product, we adapt an idea by Folland to the present case
[Fol89, p 108 f.]: we expand the exponential of the twister
ei
ǫ
2
σ(Y,Z)−iλγBǫ (x ,y,z) = eiTǫ,λ(x ,Y,Z)
≍
∞∑
n=0
∞∑
k=0
ǫnλk
∑
Cn,k,a,α,b,β (x) y
aηα zbζβ
as a polynomial in y , η, z and ζ with coefficients Cn,k,a,α,b,β ∈ BC∞(Rd) that are bounded functions
in x with bounded derivatives to all orders. Then we can rewrite equation (2.5) as a convolution of
derivatives of f and g. Furthermore, we can show that there are always sufficiently many derivatives
with respect to momenta so that each of the terms has the correct decay properties.
The difficult part of the proof is to show the existence of certain oscillatory integrals. To clean up the
presentation of the proof, we have moved these parts to Appendix D. For simplicity, we also introduce
the following nomenclature:
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Definition 2.11 (Number of qs and ps) Let B ∈BC∞(Rdx ,C∞pol(R2dY ×R2dZ )) be a function which can be
decomposed into a finite sum of the form
B(x ,Y, Z) =
∑
|a|+|b|=n
|α|+|β |=k
baαbβ (x ,Y, Z) y
a ηα zb ζβ
where all baαbβ smooth bounded functions that depend on the multiindices a,α, b,β ∈ Nd0 . We then say
that B has n qs (total number of factors in y and z) and k ps (total number of factors in η and ζ).
In the appendix we show how to convert qs into derivatives with respect to momentum and ps into
derivatives with respect to position. Monomials of x and ξ multiplied with the symplectic Fourier trans-
form of a Schwarz function ϕ ∈ S (R2d) can be written as the symplectic Fourier transform of derivatives
of ϕ in ξ and x:
xaξα(Fσϕ)(X ) =Fσ
 
(−i∂ξ)a(i∂x)αϕ

(X )
This manipulation can be made rigorous for symbols of Hörmander class m with weight ρ. We see that
derivatives with respect to momentum improve decay by ρ while those with respect to position do not
alter the decay. In this sense, the decay properties of the integrals are determined by the number of qs
and ps.
Now we are in a position to prove the main result of this article, Theorem 1.1:
Proof (Theorem 1.1) Let ε ≪ 1. Then throughout the proof, we take N ≡ N(ε,ǫ,λ) ∈ N0 to be as
in the first part of Definition 2.4, i. e. ǫN+1 < ε and λN+1 < ε hold. We will show that f ♯B
ǫ,λ
g −∑N
n=0
∑n
k=0 ǫ
nλk ( f ♯B
ǫ,λ
g)(n,k) = O (ε+).
Step 1: Formal expansion of the twister. We expand the exponential of the twister ei
ǫ
2
σ(Y,Z)e−iλγ
B
ǫ (x ,y,z) =
eiTǫ,λ(x ,Y,Z) up to the N th term,
eiTǫ,λ(x ,Y,Z) =
N∑
n=0
in
n!
 
Tǫ,λ(x ,Y, Z)
n
+ RN (x ,Y, Z).
The remainder
RN (x ,Y, Z) :=
1
N !
∫ 1
0
dτ (1−τ)N∂ N+1τ eτu

u=iTǫ,λ(x ,Y,Z)
=
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1 ∫ 1
0
dτ (1−τ)N eiτTǫ,λ(x ,Y,Z) (2.7)
is treated in Step 3, right now we are only concerned with the first term. If we plug in the asymptotic
expansion of the flux γBǫ derived in Lemma B.1 up to N
′th order with N ′ ≥ N , then we obtain
 
Tǫ,λ(x ,Y, Z)
n
=

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z) +λRN ′[γBǫ ](x , y, z)
n
=
n∑
l=0

n
l

ǫ
2
σ(Y, Z) +λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n−l  
λRN ′[γ
B
ǫ ](x , y, z)
l
=:

ǫ
2
σ(Y, Z) +λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
+ RN ′ n[Tǫ,λ](x ,Y, Z). (2.8)
Again, we focus on the first term of the expansion and treat the remainder separately in Step 3:
ǫ
2
σ(Y, Z)+λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
=
=
n∑
k=0
∑
∑N′
j=1 k j=k
ǫ(n−k)+
∑N′
j=1 jk jλk
n!
(n− k)! k1! · · · kN ′!

1
2
σ(Y, Z)
n−k N ′∏
j=1
L j k j (x , y, z)
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Now we defineL0(Y, Z) := 12σ(Y, Z) to clean up the presentation, include the sum over n again and sort
by powers of ǫ and λ,
N∑
n=0
in
n!

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
=
=
N∑
n=0
in
n!
∑
∑N′
j=0 k j=n
ǫk0+
∑N′
j=1 jk jλn−k0
n!
k0! k1! · · · kN ′!
L0k0(Y, Z)
N ′∏
j=1
L j k j (x ,Y, Z)
=
N N ′∑
n=0
n∑
k=0
ǫnλk
∑
k0+
∑N′
j=1 jk j=n∑N′
j=1 k j=k
ik+k0
k0! k1! · · · kN ′ !
L0k0(Y, Z)
N ′∏
j=1
L j k j (x ,Y, Z) =:
N N ′∑
n=0
n∑
k=0
ǫnλkTn,k(x ,Y, Z).
Step 2: Existence of the (n, k) term. The properties of the (n, k)th term of the product
( f ♯Bǫ,λg)(n,k)(X ) =
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) Tn,k(x ,Y, Z) (F−1σ f )(Y ) (F−1σ g)(Z) (2.9)
can be deduced from the properties of Tn,k: we proceed by showing that Tn,k is a polynomial with x-
dependent prefactors that contains n+ k qs (powers of y and z) and at most n− k ps (powers of η and
ζ). L0 is the non-magnetic symplectic form and contains 1 q and 1 p. Hence, the k0th power of L0
contributes k0 qs and an equal amount of ps. By Lemma B.1, the magnetic terms L j , j ≥ 1, contribute
j + 1 qs and no ps. In this sense, magnetic terms improve decay. By conditions imposed on the indices
appearing in the definition of Tn,k, we deduce there are
k0 +
N ′∑
j=1
( j+ 1)k j = k0 +
N ′∑
j=1
jk j +
N ′∑
j=1
k j = n+ k
qs and k0 ps. As 0≤ k0 ≤ n− k, Lemma D.2 implies the existence of integral (2.9) and that it belongs to
the correct symbol class, namely ( f ♯B
ǫ,λ
g)(n,k) ∈ S m1+m2−(n+k)ρρ .
Step 3: Existence of remainders. There are two remainders we need to control, equations (2.7) and
(2.8): the first one stems from the Taylor expansion of the exponential, the second one has its origins in
the expansion of the magnetic flux,
RΣN (x ,Y, Z) := RN (x ,Y, Z) +
N∑
n=1
in
n!
RN ′ n[Tǫ,λ](x ,Y, Z).
The remainder of the product is obtained after integration,
R˜N (X ) :=
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) RΣN (x ,Y, Z) (F−1σ f )(Y ) (F−1σ g)(Z). (2.10)
We have to show that (i) the integral exists, (ii) it is in the correct symbol class and (iii) it is of the right
order in ǫ and λ. Points (i) and (ii) are the content of Lemma D.3 and we have to show that each of the
two contributions to the remainder satisfies the assumptions.
The first contribution to R˜N stems from the Taylor expansion of the exponential,
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z)
1
N !
∫ 1
0
dτ (1− τ)N∂ N+1τ eτu

u=iTǫ,λ(x ,Y,Z)
(F−1σ f )(Y ) (F−1σ g)(Z) =
=
1
(2π)2d
∫ 1
0
dτ (1− τ)N
∫
dY
∫
dZ eiσ(X ,Y+Z)
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1
e−iτλγ
B
ǫ (x ,y,z)·
· eiτ ǫ2σ(Y,Z) (F−1σ f )(Y ) (F−1σ g)(Z).
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The first factor,
 
Tǫ,λ(x ,Y, Z)
N+1
, can be expanded in powers of σ(Y, Z) and γBǫ (x , y, z):
 
Tǫ,λ(x ,Y, Z)
N+1
= ǫN+1
N+1∑
l=0

N + 1
l

λl
  1
2
σ(Y, Z)
N+1−l  1
ǫ
γBǫ (x , y, z)︸ ︷︷ ︸
=O (1)
l
As ǫN+1 < ε holds by definition of N , the first term of the remainder is of the correct order. The decay
properties are dominated by
 
σ(Y, Z)
N+1
with N + 1 ps and N + 1 qs. All other terms contribute less
than N + 1 ps and more than N + 1 qs since by Lemma B.1, γB
ǫ
is of order ǫ and contributes 2 qs and no
ps. Furthermore, Lemma C.1 gives polynomial bounds of derivatives of γBǫ :∂ ax γBǫ (x , y, z) ≤ Ca  〈y〉+ 〈z〉|a|
A similar bound holds for the exponential of the flux (Corollary C.2):∂ ax e−iλγBǫ (x ,y,z)(x , y, z) ≤ Ca 〈y〉|a|〈z〉|a| ∀a ∈ Nd0
Altogether,
 
Tǫ,λ(x ,Y, Z)
N+1 e−iτλγBǫ (x ,y,z) satisfies the conditions on Gτ′ in Lemma D.3 (with τ = τ′)
which implies
1
(2π)2d
∫ 1
0
dτ (1− τ)N
∫
dY
∫
dZ eiσ(X ,Y+Z)
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1e−iτλγBǫ (x ,y,z)·
· eiτ ǫ2σ(Y,Z) (F−1σ f )(Y ) (F−1σ g)(Z)
exists as an oscillatory integral and belongs to symbol class S m1+m2−(N+1)ρρ .
The second contribution which involves
RN ′ n[Tǫ,λ](x ,Y, Z) =
n∑
l=1

n
l

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n−l  
λRN ′[γ
B
ǫ ](x , y, z)
l
can be estimated analogously: by Lemma B.1, RN ′[γ
B
ǫ
] is of order O (ǫN ′+1) (the largest prefactor is
ǫN
′+1λ < ε) and contains N ′+ 2 qs. So the terms in the above sum contain at least N ′+ 1≥ N + 1 more
qs than ps and another application of Lemma D.3 (with τ = 0) implies that the second contribution to
R˜N exists as an oscillator integral and is of symbol class S m1+m2−(N
′+1)ρ
ρ ⊆ S m1+m2−(N+1)ρρ .
Altogether, we conclude that R˜N exists pointwise, is of symbol class S m1+m2−(N+1)ρρ as long as N ′ ≥ N
and hence f ♯Bǫ,λg −
∑N
n=0
∑n
k=0 ǫ
nλk ( f ♯Bǫ,λg)(n,k) = O (ε+). This concludes the proof. 
If we do not have a separation of spatial scales, i. e. ǫ = 1, but weak coupling to the magnetic field,
we can still expand the product ♯B
ǫ,λ
as a power series in λ. This is also the starting point of the λ-ǫ
expansion which coincides with the ǫ-λ expansion.
Theorem 2.12 Assume the magnetic field B satisfies Assumption 2.1; then for λ ≪ 1 and ǫ ≤ 1, we can
expand the λ Weyl product of f ∈ S m1ρ and g ∈ S m2ρ asymptotically in λ such that
f ♯Bǫ,λg −
N∑
k=0
λk( f ♯Bǫ,λg)(k) ∈ S m1+m2−2(N+1)ρρ
where ( f ♯Bǫ,λg)(k) ∈ S m1+m2−2kρρ is given by equation (2.11). In particular, the zeroth-order term reduces
to the non-magnetic Weyl product, ( f ♯Bǫ,λg)(0) = f ♯ǫ g. We have explicit control over the remainder (equa-
tion (2.12)): if we expand the product up to Nth order in λ, the remainder is of order O (λN+1) and in
symbol class S m1+m2−2(N+1)ρρ .
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Proof Assume we want to expand up to N th order in λ. We will show f ♯B
ǫ,λ
g −
∑N
k=0 λ
k( f ♯B
ǫ,λ
g)(k) =
O (λN+1) and that the difference is in S m1+m2−2(N+1)ρ
ρ
.
Step 1: Expansion of exponential flux. If ǫ is not necessarily small, we cannot expand the magnetic
flux integral γBǫ in powers of ǫ anymore. However, we will keep ǫ as a bookkeeping device. Expanding
the exponential of the magnetic flux, we get
eiTǫ,λ(x ,Y,Z) = ei
ǫ
2
σ(Y,Z)e−iλγ
B
ǫ (x ,y,z)
= ei
ǫ
2
σ(Y,Z)
∑N
k=0λ
k (−i)k
k!
 
γB
ǫ
(x , y, z)
k
+ RN (x , y, z)

.
The remainder is of order λN+1 and has 2(N + 1) qs,
RN (x , y, z) =
1
N !
 −iλγBǫ (x , y, z)N+1
∫ 1
0
dτ′ (1−τ′)N e−iλτ′γBǫ (x ,y,z).
This can be seen more readily once we define −ǫB˜ǫl j(x , y, z) ylz j := γBǫ (x , y, z) to emphasize that γBǫ
contains ǫ as a prefactor and 2 qs. Using the antisymmetry of Bl j , there is a simple explicit expression
for B˜ǫl j (see proof of Lemma B.1):
B˜ǫl j(x , y, z) =
1
2
∫ +1/2
−1/2
dt
∫ 1
0
ds s

Bl j
 
x + ǫs(t y − z/2)+ Bl j x + ǫs(y/2+ tz) = O (1)
Step 2: Existence of kth-order term. Then the expansion can be rewritten so that we can separate off
factors of y , z and ǫ. The kth order term contains 2k qs and no ps,
(−i)k
k!
 
γBǫ (x , y, z)
k
= ǫk
ik
k!
k∏
m=1
B˜ǫlm jm(x , y, z) ylmz jm .
By Lemma D.3 (with τ= 1= τ′) the kth order term of the product
( f ♯Bǫ,λg)(k)(X ) :=
ǫk
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)

ik
k!
k∏
m=1
B˜ǫlm jm(x , y, z) ylmz jm

·
· (F−1
σ
f )(Y ) (F−1
σ
g)(Z)
=
ǫk
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)

i3k
k!
k∏
m=1
B˜ǫlm jm(x , y, z)

·
·  F−1σ (∂η˜ j1 · · ·∂η˜ jk f )(Y ) F−1σ (∂ζ˜ j1 · · ·∂ζ˜ jk g)(Z) (2.11)
exists and is of symbol class S m1+m2−2kρρ .
Step 3: Existence of remainder. The remainder is of order λN+1 and has 2(N +1) qs. It contains ǫN+1
as a prefactor as well which will be of importance in the proof of the next theorem. By Lemma C.1 and
Corollary C.2, the integral in RN over the exponential of the magnetic flux is bounded and its derivatives
can be bounded polynomially in y and z,
RN (x , y, z) = λ
N+1 ǫ
N+1
N !
 
B˜ǫl j(x , y, z) ylz j
N+1 ∫ 1
0
dτ′ (1− τ′)N e−iλτ′γBǫ (x ,y,z).
This means RN satisfies the conditions on Gτ′ in Lemma D.3 (with τ= 1) and we conclude that
R˜N (X ) :=
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) RN (x , y, z) (F−1σ f )(Y ) (F−1σ g)(Z) (2.12)
exists and is in symbol class S m1+m2−2(N+1)ρρ . 
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The next statement is central to this paper, because it tells us we can speak of the two-parameter expan-
sion of the product.
Theorem 2.13 Assume that the magnetic field B satisfies Assumption 2.1 and ǫ≪ 1 in addition to λ≪ 1.
Then we can expand each term of the λ expansion of f ♯B
ǫ,λ
g in ǫ, f ∈ S m1ρ , g ∈ S m2ρ , and obtain the same
as in Theorem 1.1. Hence we can speak of the two-parameter expansion of the product ♯B
ǫ,λ
.
Proof Step 1: Precision of expansion. Assume we have expanded the magnetic product ♯B
ǫ,λ
up to
N0th power in λ. Then for the remainder of the proof, we fix N ≡ N(ε,ǫ,λ) ∈ N0 as in Definition 2.4 for
ε = λN0 .
Step 2: Equality of (n, k) terms of expansion. Now to the expansion itself. The two terms we need
to expand are the non-magnetic twister ei
ǫ
2
σ(Y,Z) and the kth power of the magnetic flux integral γBǫ in
ǫ≪ 1: we choose N ′,N ′′ ≥ N and write the kth order of the λ expansion as
( f ♯Bλg)(k)(X ) =
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) (−i)k
k!
 
γBǫ (x , y, z)
k
(F−1σ f )(Y ) (F−1σ g)(Z)
=
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z)
∑N ′
n=0ǫ
n in
n!
  1
2
σ(Y, Z)
n
+ RN ′[σ](Y, Z)

·
· (−i)
k
k!
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k
+ RN ′′ k[LR](x , y, z)

(F−1σ f )(Y ) (F−1σ g)(Z).
The remainders are given explicitly in Step 3, equations (2.13) and (2.14). The (n, k) terms of the
expansion originate from the first of these terms, i. e. we need to look at
N ′∑
n=0
ǫn
in
n!

1
2
σ(Y, Z)
n∑N ′′
j=1 ǫ
jL j(x , y, z)
k
=
=
N ′∑
n=0
∑
∑N′′
j=1 k j=k
ǫn+
∑N′′
j=1 jk j
in+k
n!k1! · · · kN ′′!
  1
2
σ(Y, Z)
n N ′′∏
j=1
L j k j (x , y, z)
to obtain the (n, k) term of this expansion. The remaining three terms define the remainder which will
be treated in the last step. We define L0(Y, Z) := 12σ(Y, Z), k0 := n and recognize the result from
Theorem 1.1, the terms match:
N ′ N ′′∑
n=k
∑
k0+
∑N′′
j=1 jk j=n∑N′′
j=1 k j=k
ǫn
ik+k0
k0!k1! · · · kN ′′ !
L0k0(Y, Z)
N ′′∏
j=1
L j k j (x , y, z)
Obviously, the arguments made in the proof of Theorem 1.1 can be applied here as well, and we conclude
that the (n, k) term exists and is in the correct symbol class, S m1+m2−(n+k)ρρ .
Step 3: Existence of remainders. The remainders of the expansions of ei
ǫ
2
σ(Y,Z) and
 
γBǫ (x , y, z)
k
,
RN ′[σ](Y, Z) = ǫ
N ′+1 i
N ′+1
N ′!
  1
2
σ(Y, Z)
N ′+1 ∫ 1
0
dτ(1− τ)N ′ei
ǫ
2
τσ(Y,Z)
(2.13)
and
RN ′′ k[LR](x , y, z) =
k∑
l=1

k
l
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k−l  
RN ′′[γ
B
ǫ ](x , y, z)
l
(2.14)
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with RN ′′[γ
B
ǫ ](x , y, z) as in Lemma B.1, lead to three terms in the total remainder:
RΣNN ′N ′′ k(x ,Y, Z) = RN ′[σ](Y, Z)
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k
+ RN ′′ k[LR](x , y, z)

+
+
∑N ′
n=0ǫ
n in
n!
  1
2
σ(Y, Z)
nRN ′′ k[LR](x , y, z)
Going through the motions of the proof to Theorem 1.1, we count ps and qs, and then apply Lemma D.3.
The first remainder, RN ′[σ](Y, Z), is of order ǫ
N ′+1 < ε in ǫ and contributes N ′ + 1 qs and ps. By
Lemma B.1, RN ′′[γ
B
ǫ
] contributes at least N ′′+2 qs and all prefactors are less than or equal to ǫN
′′+1 < ε.
Thus the terms in RN ′′ k[LR] contain at least N ′′ + 2 qs (for all k ≤ N) and prefactors that are at most
ǫN
′′+1 < ε. Hence, the total remainder exists as an oscillatory integral, is O (ε+) small and in symbol
class S m1+m2−(N+1)ρρ . 
Remark 2.14 The asymptotic expansion of ♯B
ǫ,λ
can be immediately extended to an expansion of products
of semiclassical two-parameter symbols (see Definition 2.3).
2.5 Relation between magnetic and ordinary Weyl calculus
In a previous work [IMP07], Iftimie et al have investigated the relation between magnetic Weyl quanti-
zation and regular Weyl quantization combined with minimal substitution, the ‘usual’ recipe to couple a
quantum system to a magnetic field. However, since there were no small parameters ǫ and λ, we have
to revisit their statements and adapt them to the present case.
Let us define ϑA
λ
(X ) := ξ− λA(x) as coordinate transformation which relates momentum and kinetic
momentum. With a little abuse of notation, we will also use f ◦ ϑA
λ
(X ) := f (x ,ϑA
λ
(X )) to transform
functions. In general, OpAǫ,λ( f ) 6= Opǫ( f ◦ ϑAλ) since the latter is not manifestly covariant. However, we
would like to be able to compare results obtained with magnetic Weyl calculus to those obtained with
usual Weyl calculus and minimal substitution. To show how the two calculi are connected, we need to
make slightly stronger assumptions on the magnetic vector potential. This may appear contrary to the
spirit of the rest of the paper where it has been emphasized that restrictions should be placed on the
magnetic field. The necessity arises, because usual, non-magnetic Weyl calculus is used in this section.
Assumption 2.15 We assume that the magnetic field B is such that we can find a vector potential A whose
components satisfy ∂ ax Al (x)≤ Ca , ∀1≤ l ≤ d, |a| ≥ 1, a ∈ Nd0 .
In particular, this implies that the magnetic field B = dA satisfies Assumption 2.1, i. e. its components
are BC∞ functions. It is conceptually useful to introduce the line integral
ΓA(x , y) :=
∫ 1
0
ds A
 
x + s(y − x) (2.15)
which is related to the circulation ΓA([x , y]) = (y − x) · ΓA(x , y); similarly, ΓAǫ([x , y]) =: (y − x) ·
ΓAǫ(x , y) defines the scaled line integral. This allows us to rewrite the integral kernel of a magnetic
pseudodifferential operator OpA
ǫ,λ
( f ) for f ∈ S m
ρ
as
K f ,ǫ,λ(x , y) =
∫
dη e−i y ·η f
  ǫ
2
(x + y),η−λΓAǫ(x , y)

. (2.16)
If we had used minimal substitution instead, then we would have to replace the line integral ΓAǫ(x , y) by
its mid-point value A
  ǫ
2
(x + y)).
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Theorem 2.16 ([IMP07]) Assume the magnetic field satisfies Assumption 2.15. Then for any f ∈ S mρ
there exists a unique g ∈ S mρ such that OpAǫ,λ( f ) = Opǫ(g ◦ϑAλ). g can be expressed as an asymptotic series
g ≍
∑∞
n=0
∑n
k=1 ǫ
nλk gn,k, where gn,k ∈ S m−(n+k)ρρ for all n≥ 1, and
n∑
k=1
λkgn,k(x ,ξ) = ǫ
−n
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ− λΓA(x + ǫ
2
y, x − ǫ
2
y) +λA(x)

y=0
. (2.17)
Only terms with even powers of ǫ contribute, i. e. gn,k = 0 for all n ∈ 2N0 + 1, 1 ≤ k ≤ n. In particular we
have g0,0 = f , g1,0 = 0, g1,1 = 0 and f − g ∈ S m−3ρρ .
Remark 2.17 The reason that only even powers of ǫ contribute can be traced back to the symmetry of
ΓAǫ(x , y) = +Γ
A
ǫ(y, x). Note that this is consistent with what was said in the introduction, Γ
A
ǫ([x , y]) =
(y − x) ·ΓAǫ([x , y]) is indeed odd.
Proof The proof is virtually identical to the proof of Proposition 6.7 in [IMP07]; we will only specialize
the formal part to the present case, the rigorous justification can be found in the reference.
For a symbol f ∈ S mρ , the integral kernel of its magnetic quantization is given by equation (2.16).
On the other hand, it is clear how to invert OpA
ǫ,λ
for λ = 0, A≡ 0: we apply the non-magnetic Wigner
transform Wǫ :=W A≡0ǫ,λ=0 to the magnetic integral kernel of OpAǫ,λ( f ):
WǫK f ,ǫ,λ(X ) =
∫
dy e−i y ·ξ K f ,ǫ,λ
  x
ǫ
+
y
2
, x
ǫ
− y
2

=
∫
dy
∫
dη ei y ·η f
 
x ,η+ξ−λΓA x + ǫ
2
y, x − ǫ
2
y

Since we have a separation of scales, we can expand ΓA
 
x + ǫ
2
y, x − ǫ
2
y

in powers of ǫ up to some
even N . We will find that only even powers of ǫ survive – which immediately explains the absence of the
first-order correction,
ΓA
 
x + ǫ
2
y, x − ǫ
2
y

=
∫ +1/2
−1/2
ds
 N∑
n=0
ǫnsn
∑
|a|=n
∂ ax A(x) y
a + RN (s, x , y)

=
N/2∑
n=0
ǫ2n

1
2
2n 1
2n+ 1
∑
|a|=2n
∂ ax A(x) y
a +
∫ +1/2
−1/2
ds RN (s, x , y).
The remainder is bounded since it is the integral of a C∞
pol
function over the compact set [−1/2,+1/2]×
[0,1]. In any event, The exact value will not matter if we choose N large enough as we set y = 0 in the
end.
A Taylor expansion of f
 
x ,η + ξ − λΓA x + ǫ
2
y, x − ǫ
2
y

around η − λΓA and some elementary
integral manipulations formally yield for the nth term of the expansion
ǫn
n∑
k=1
λk gn,k(x ,ξ−λA(x)) =
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ−λΓA(x + ǫ
2
y, x − ǫ
2
y)

y=0
(2.18)
where we substitute the expansion above for ΓA. Each derivative in y will give one factor of ǫ, i. e. we
will have n altogether. On the other hand, we have at least 1 and at most n factors of λ. Only even
powers in ǫ contribute, because the expansion of ΓA
 
x + ǫ
2
y, x − ǫ
2
y

contains only even powers of y .
Furthermore, all terms in this sum are bounded functions in x , because derivatives of A are bounded by
assumption.
To show that gn,k is in symbol class S m−(n+k)ρρ , we need to have a closer look at equation (2.18): the
only possibility to get k factors of λ is to derive ∂ a
ξ
f
 
x ,ξ− λΓA(x + ǫ
2
y, x − ǫ
2
y)

k times with respect
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to y . Each of these y derivatives becomes an additional derivative of ∂ a
ξ
f with respect to momentum.
Hence, there is a total of |a|+ k = n+ k derivatives with respect to ξ.
The rigorous justification that these integrals exist can be found in [IMP07, Proposition 6.7]. 
Remark 2.18 If we are interested in a one-parameter expansion in ǫ only, then
gn(X ) := ǫ
−n
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ−λΓA(x + ǫ
2
y, x − ǫ
2
y) + λA(x)

y=0
gives the nth order correction in ǫ.
Proposition 2.19 ([IMP07]) The converse statement also holds: if the magnetic field satisfies Assump-
tion 2.15, then for each g ∈ S mρ there exists a unique f ∈ S mρ such that Opǫ(g ◦ ϑAλ) = OpAǫ,λ( f ),
f ≍
∑∞
n=0
∑n
k=1 ǫ
nλk fn,k, fn,k ∈ S m−(n+k)ρρ , can be expressed as a formal power series in ǫ where the
nth term is given by
n∑
k=1
λk fn,k(x ,ξ) = ǫ
−n
∑
|a|=n
1
a!
(i∂y)
a ∂ aξ f  x ,ξ+ λΓAǫ(x − y/2, x + y/2)− λA(x)y=0 (2.19)
In particular we have f0,0 = g, f1,0 = 0, f1,1 = 0 and g − f ∈ S m−3ρρ .
Proof This proof works along the same lines: one magnetically Wigner-transforms the kernel of the
operator Opǫ( f ◦ ϑAλ), we refer to [IMP07, Proposition 6.9] for details. 
3 Application to the Dirac equation
To demonstrate the advantages of magnetic Weyl calculus, we will apply it to a simple, yet interesting
problem: the semirelativistic limit of the Dirac equation. This is a well-studied problem [FW50, Tha92,
Ynd96, Cor83, Cor04], but we believe our derivation sheds a new light on origin of corrections. To keep
this section readable and put emphasis on the computational aspects, we will dispense with mathemat-
ical rigor. Making these statements exact and putting them into context with previous works will be
postponed to a future publication [FL10].
The dynamics of a relativistic spin-1/2 particle with mass m subjected to an electromagnetic field is
described by the Dirac hamiltonian,
i∂tΨ =

c2 mβ + c (−i∇x) ·α− eA( xˆ) · α+ eV ( xˆ)

Ψ, Ψ ∈ L2(R3,C4).
The hamiltonian consists of operator-valued matrices: α j , j = 1,2,3, has the jth Pauli matrix as entries
in the offdiagonal, β is the diagonal matrix with entries 1, 1, −1 and −1, namely,
α j =

0 σ j
σ j 0

, β =

idC2 0
0 −idC2

.
As is customary, we have used shorthand notation for ξ ·α :=
∑3
j=1 ξ j α j . If we assume that the compo-
nents of the magnetic field B = dA and an associated vector potential A satisfy Assumption 2.1 and that
V ∈ BC∞(R3), then Proposition 1.1 from [HNW89] as well as the fact that multiplication by V defines
a bounded operator on L2(R3,C4), the Dirac hamiltonian defines an essentially selfajoint operator on
C∞c (R3,C4).
If we rescale the energy by 1/c2 for convenience and absorb the charge into the definition of the
potentials, we see that there are two natural ways to write the Dirac hamiltonian, namely
HˆD = mβ +
1
c
 −i∇x − 1c A(Q) ·α+ 1c2 V (Q)
= mβ +
 −i 1
c
∇x − 1c2 A(Q)
 ·α+ 1
c2
V (Q)
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where Q := xˆ is the position operator. The first way of writing suggests to use
pAc := −i∇x − 1c A(Q)
as kinetic momentum operator, the second definition,
PAc :=−i 1c∇x −
1
c2
A(Q) = 1
c
pAc , (3.1)
absorbs an additional factor of 1/c. This seems nothing more than an algebraic trivialty, but is is this
choice of building block operators which contains the physics. The first corresponds to the non-relativistic
scaling where momenta are very small and the 1/c → 0 limit leads to the non-relativistic limit. In [FL10]
we derive the Pauli equation including fourth-order corrections with 1
2m
PAc
2
as kinetic energy operator
in this scaling. This case is computationally more involved, than the second, the semirelativistic scaling,
which we will discuss now. The limit 1/c → 0 will lead to the semirelativistic quantization where the
kinetic energy operator is the magnetic quantization of
p
m2 + ξ2. The rescaled Dirac hamiltonian can
be written as
HˆD = H0(P
A
c ) +
1
c2
H2(Q) (3.2)
where
H0(ξ) := mβ + ξ ·α
H2(x) := V (x).
Or to put another way, we can write HˆD = Op
A
c (HD) as the magnetic quantization of the symbol HD :=
H0 +
1
c2
H2 with respect to the pair of observables (Q,P
A
c ). The attentive reader will notice that we have
defined the magnetic quantization of matrix-valued symbols; we account for this by tensoring the Weyl
system with the identity matrix idC4 ,
OpAc (HD) :=
1
(2π)3
∫
dX F−1σ (HD) eiσ(X ,(Q,P
A
c)) ⊗ idC4 .
To put things into perspective, let us mention some works pertaining to the current approach: most of
the previous treatments (e. g. [Hun75, GNP89, Tha92, Ynd96]) are dealing with the derivation of the
non-relativistic limit where in our language the usual Pauli hamiltonian is the effective hamiltonian. Note
that some of the authors use a different scaling to derive the non-relativistic limit: the prefactor of A is
taken to be c and not 1 in the original Dirac equation. In that case, the magnetic and electric field scale
differently.
The first to apply pseudodifferential techniques to the Dirac equation in order to obtain the semirela-
tivistic limit was Cordes [Cor83] who ordered the terms of the diagonalized hamiltonian by decay and
not by powers of a small parameter. Physically, this is not satisfactory, because the prefactor decides
which effects are and which are not measurable. Furthermore, it is not clear how to extend his ideas to
allow for a non-relativistic limit. Brummelhuis and Nourrigat [BN99] also consider the problem with the
help of pseudodifferential theory, they derive a power expansion in the semiclassical parameter ħh for ap-
proximate projections onto electronic and positronic state as well as the effective hamiltonian. They give
the first-order correction to the effective hamiltonian explicitly and then continue with a semiclassical
limit via an Egorov theorem.
We adapt a technique developed by Panati, Spohn and Teufel, space-adiabatic perturbation theory
[PST03b], invented to cope with more general problems and due to its simplicity, the Dirac equation is
one of the first systems this technique has been applied to [Teu03, Section 4.1]. Their derivation rests on
a very different physical mechanism, though: in their approach, the adiabatic decoupling is due to a slow
variation of the electromagnetic potentials and in the limit ǫ → 0, the particle needs to travel farther
and farther to see appreciable differences in the potentials. This limit is in fact equivalent to the case
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considered by Brummelhuis and Nourrigat [BN99] (see Appendix A). We, on the other hand, assume
that the relativistic energy is small compared to the rest energy mc2 of the particle and consequently,
the particle’s velocity is small, v0/c < 1. While this sounds very similar to the point of view of Panati,
Spohn and Teufel, the fields scale differently: the electromagnetic fields associated to the slowly-varying
potentials A(ǫx) and V (ǫx) are of the order O (ǫ) while the electromagnetic fields in our case are of
order O (1/c3) as we will see. Furthermore, we do not need to introduce another scale (the slow variation
of the potentials) in addition to the energy scale given by 1/c. Our result holds almost in the entire range
of validity of the Dirac equation: if the total energy of the particle approaches the pair creation threshold
2mc2, we no longer expect the Dirac equation to give an accurate description of the physics anyway.
Before we proceed, we give the first few terms of the asymptotic expansion in 1/c of the magnetic Weyl
product ♯Bc .
3.1 Asymptotic expansion of ♯Bc
If we compare equation (1.1) with the definition of PAc , equation (3.1), we see that ǫ =
1/c and λ = 1/c2.
According to a simple modification of Theorem A.3, we can write the expansion of ♯Bc in terms of the
two-parameter expansion of ♯B
ǫ,λ
. The first few terms of f ♯Bc g (with f and g being suitable matrix-valued
functions, e. g. matrix-valued Hörmander class symbols) are
( f ♯Bc g)(0) = f g, (3.3)
( f ♯Bc g)(1) =− i2

f , g
	
,
( f ♯Bc g)(2) =− 14
 
σ(∇Y ,∇Z )
2
f (Y ) g(Z)

Y=X=Z
,
( f ♯Bc g)(3) =
i
8
 
σ(∇Y ,∇Z)
3 f (Y ) g(Z)
Y=X=Z
+ i
2
Bl j(x)∂ξl f (X )∂ξ j g(X ).
While this seems very complicated, we will often need the product of two symbols which are functions
of momentum only, f ≡ f (ξ), g ≡ g(ξ). In that case, only purely magnetic terms (i. e. k0 = 0 in
Theorem 1.1) contribute,
f ♯Bc g = f g +
1
c3
i
2
Bl j∂ξl f ∂ξ j g + O (1/c4) = f g + O (1/c3). (3.4)
3.2 Semirelativistic limit as adiabatic limit
The technique of choice, a modified version of space-adiabatic perturbation theory [PST03b, PST03a,
Teu03] that uses magnetic Weyl calculus, rests on the interpretation of the semirelativistic limit 1/c → 0
as an adiabatic limit. This means, the Dirac hamiltonian has three characteristic features all adiabatic
systems share, the so-called adiabatic trinity:
(i) A distinction between slow and fast degrees of freedom, i. e. a decomposition of the original Hilbert
space the hamiltonian acts on intoH ∼=Hslow⊗Hfast. Here, the fast Hilbert space is spanned by the
electronic and the positronic state, Hfast ∼= C2. The slow Hilbert space is that of a non-relativistic
spin-1/2 particle, Hslow ∼= L2(R3,C2).
(ii) A small, dimensionless parameter that quantifies the separation of scales. If v0 is a typical velocity
of the particle, we expect that no electron-positron pairs are created as long as v0/c ≪ 1. However,
for notational simplicity, we use 1/c as small parameter.
(iii) A relevant part of the spectrum of the unperturbed operator, separated by a gap from the remainder. If
we consider the field-free case, then H0(−i/c∇x ) fibers via the Fourier transform and the spectrum
of each fiber hamiltonian is given by spec(H0(ξ)) =
±pm2 + ξ2	. We are interested in the
electronic subspace – which is separated by a gap (of size 2
p
m2 +ξ2 ≥ 2m) from the positronic
subspace. This ensures that even in the perturbed case, transitions from one band to the other are
exponentially suppressed.
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In a commutative diagram, the unperturbed situation looks as follows:
L2(R3,C4)
π0(−i/c∇x)
 
L2(R3,C4)

π0(−i/c∇x )

L2(R3,C2)⊗C2u0(−
i/c∇x ) //
L2(R3,C2)
Πref

//____
e−itH0 (−i/c∇x )

e−itE(−i/c∇x )β

e−itE(−i/c∇x )
GG
(3.5)
With a little abuse of notation, we will interpret all of these spaces as (subspaces of) L2(R3,C4) ∼=
L2(R3) ⊗ C4 when convenient; operators acting on this space can be thought of as (operator-valued)
4× 4 matrices or, if we are on the right-hand side of the diagram, as 2× 2 matrices whose entries are
itself (operator-valued) 2× 2 matrices. The former identification is used during calculations, but the
latter is conceptually useful.
The objects in this diagram can be found in every text book on relativistic quantum mechanics (e. g. [Tha92,
Ynd96]): π0 is the projection onto the electronic subspace,
π0(ξ) =
1
2

idC4 +
1
E(ξ)
H0(ξ)

. (3.6)
u0 is the matrix-valued function that diagonalizes H0,
h0 := u0 H0 u0
∗ =
p
m2 +ξ2β =: Eβ , (3.7)
and ‘intertwines’ π0 with the reference projection,
u0π0 u0
∗ = πref =

idC2 0
0 0

, (3.8)
where
u0(ξ) =
1p
2E(E+m)
 
(E +m)idC4 − (ξ ·α)β

. (3.9)
The quantization of πref is Πref = idL2(R3,C2) ⊗ πref projects out the positronic degrees of freedom in
diagram (3.5). If we are interested in the electron’s dynamics only, we can describe it by an effective
hamiltonian, the quantization of
heff 0 := πref h0πref = E idC2 =
p
m2 +ξ2 idC2 , (3.10)
in the following sense:
e−i tH0(−i/c∇x ) − u0∗(−i/c∇x ) e−i t E(−i/c∇x ) u0(−i/c∇x)

π0(−i/c∇x) = 0
Hence, we are able to relate the dynamics in the upper-left corner of diagram (3.5) with the reduced,
effective dynamics in the lower-right corner. This reduction is possible as H0(−i/c∇x) and π0(−i/c∇x)
commute,

H0(−i/c∇x),π0(−i/c∇x)

= 0. Hence, the electronic subspace is invariant under the unper-
turbed dynamics.
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If we switch on the electromagnetic perturbation, this is no longer true, the commutator of HˆD and
OpAc (π0) = π0(P
A
c ) is of order O (1/c3). The immediate question is whether we can generalize diagram
(3.5) through some generalized projection Πc and generalized unitary U c such that
L2(R3,C4)
Πc
 
L2(R3,C4)

Πc

L2(R3,C2)⊗C2U
c
//
L2(R3,C2)
Πref

//______
e−itHˆD

e−itOp
A
c (h)

e−itOp
A
c (heff)
GG
(3.11)
holds. If these objects exist, we require them to be an orthogonal projection and a unitarywhich commute
with the full, perturbed Hamiltonian HˆD and block-diagonalize it, i. e.
Πc
2
= Πc , Πc∗ = Πc

OpAc (HD),Π
c = 0
U c∗ U c = idL2(R3,C4), U
c U c∗ = idL2(R3,C2)⊗C2 U
cΠc U c∗ = Πref = idL2(R3) ⊗πref.
Because of the last property U c , is called intertwiner. For suitable potentials V , we can translate these
equations (up to AS −∞1 ) into equations of semiclassical symbols. So if there exist πc ∈ AS 01 and uc ∈ AS 01
such that Πc = OpAc (π
c) + O0(1/c∞)1 and U c = OpAc (uc) + O0(1/c∞), then the corresponding symbols must
satisfy
πc♯Bc π
c = πc + O (1/c∞), πc∗ = πc HD,πc♯Bc = O (1/c∞) (3.12)
uc∗♯Bc u
c = idC4 +O (1/c∞), uc♯Bc uc∗ = idC4 +O (1/c∞) uc♯Bc πc♯Bc uc∗ = πref (3.13)
where the Moyal commutator is defined by

HD,π
c
♯Bc
:= HD♯
B
c π
c −πc♯Bc HD.
If we incorporate magnetic Weyl calculus into space-adiabatic perturbation theory [PST03b, Teu03],
we obtain an explicit resummation for these symbols as well as formulas to correct OpAc (π
c) and OpAc (u
c)
on the order O0(1/c∞) to get a true projection and a true unitary in the operator sense. Then it is natural
to assume that the principal symbols (the zeroth-order term) of the expansion of πc and uc have to be π0
and u0 – the symbols of unitary and projection associated to the unperturbed hamiltonian. Starting from
the unperturbed objects, Panati, Spohn and Teufel have found recursion relations which give corrections
to u0 and π0 order-by-order in 1/c which turn out to be independent of the specific Weyl calculus used.
The generator of the dynamics in the lower-right corner of diagram (3.11) is the upper-left 2 × 2
submatrix of the diagonalized hamiltonian
h := uc♯Bc HD♯
B
c u
c∗, (3.14)
i. e. the effective hamiltonian
heff := πref hπref = πref u
c♯Bc HD♯
B
c u
c∗πref. (3.15)
There are technical and conceptual reasons for this specific choice that go beyond the scope of this text,
we refer the interested reader to [Teu03, Section 3.3] for details. The magnetic quantization of heff
generates effective dynamics which approximate the full dynamics for electronic states,
e−i tOp
A
c (HD) −OpAc (uc)∗ e−i tOp
A
c (heff)OpAc (u
c)

OpAc (π
c) = O0
 |t| 1/c∞.
1We say that two c-dependent bounded operators A and B on a Hilbert space H satisfy A= B+ O0(1/c∞) if for each n ∈ N0 there
exists a constant Cn such that ‖A− B‖B(H ) ≤ Cn 1cn
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3.3 Effective hamiltonian
In the present case, equation (3.4) implies that the first correction to π0 and u0 is of third order in 1/c:
π0♯
B
c π0−π0 = O (1/c3)

HD,π0

♯Bc
= O (1/c3)
u0
∗♯Bc u0 = idC4 + O (1/c3), u0♯Bc u0∗ = idC4 +O (1/c3) u0♯Bc π0♯Bc u0∗ = πref +O (1/c3)
From these equations, we conclude that π0 and u0 are an approximate Moyal projection and Moyal
unitary, respectively, i. e. πc = π0 +O (1/c3) and uc = u0 +O (1/c3).
To compute the terms in the expansion of heff up to third order in 1/c, we need to obtain the diagonal-
ized hamiltonian symbol h := uc♯Bc HD♯
B
c u
c∗ up to second order first. As expected, the leading-order term
is the relativistic kinetic energy,
h0 =
 
u0♯
B
c H0♯
B
c u0
∗
(0) = u0 H0 u0
∗ = E β .
If h≍
∑∞
n=0
1
cn
hn is the asymptotic expansion of the diagonalized hamiltonian, then we can determine hn
recursively from h♯Bc u
c = uc♯Bc HD+ O (1/c∞):
1
cn
(hn♯
B
c u
c)(0) =
1
cn
hn u0 +O (1/cn+1)
= uc♯Bc HD −
 ∑n−1
k=0
1
ck
hk

♯Bc u
c + O (1/cn+1)
This simplifies calculations considerably. Starting from this equation, we arrive at the following formulas
for h1 and h2:
h1 =

u0H1 + u1H0 − h0 u1 + (u0♯Bc H0)(1) − (h0♯Bc u0)(1)

u0
∗ = 0
h2 =

u0H2 + u1H1 + u2 H0− h0 u2 + (u0♯Bc H1)(1) + (u1♯Bc H0)(1) − (h0♯Bc u1)(1) − (h1♯Bc u0)(1)+
+(u0♯
B
c H0)(2) − (h0♯Bc u0)(2)

u0
∗
= u0H2 u0
∗ = V idC4
h1 vanishes as expected and h2 simplifies to V , because u1, u2 and H1 vanish identically, and the product
of two momentum-dependent functions contains no first- and second-order terms in 1/c (equation (3.4)).
So far, we did not need to calculate one line explicitly to arrive at this result! The first three terms of the
effective hamiltonian are obtained by sandwiching h0 to h2 with πref.
heff0 = πref h0πref = E idC2 =
p
m2 + ξ2 idC2
heff1 = πref h1πref = 0
heff2 = πref h2πref = V idC2
Finally, for heff 3, we need to make some explicit computations and the first magnetic correction (third
order in 1/c). There are three groups of terms which survive:
heff 3 = πref h3πref = πref

u3H0 − h0 u3 + (u0♯Bc H2)(1) − (h2♯Bc u0)(1) + (u0♯Bc H0)(3) − (h0♯Bc u0)(3)

u0
∗πref
=: heff 30 + heff 31 + heff 33
The first two vanish when we project with πref from left and right, because heff 0 = E idC2 is a scalar
symbol,
heff 30 = πref
 
u3 H0− h0 u3

u0
∗πref = πref u3 u0
∗ u0H0 u0
∗πref −πref h0 u3 u0∗πref = 0.
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The second and third group of terms need to be calculated explicitly; since the details are arithmetically
intricate, we have moved them to Appendix E. (u0♯
B
c H2)(1)− (h2♯Bc u0)(1) gives a gradient coupling to the
potential,
heff 31 = πref
 
(u0♯
B
c H2)(1) − (h2♯Bc u0)(1)

πref =−iπref

u0,V
	
πref
=
1
2E(E+m)
(∇xV ∧ξ) ·σ.
The last term, heff 33, contains the spin-orbit coupling:
heff 33 = πref
 
(u0♯
BH0)(3) − (h0♯Bu0)(3)

u0
∗πref =
i
2
Bl j(x)πref
 
∂ξlu0 ∂ξ jH0 − ∂ξlh0 ∂ξ ju0

u0
∗πref
=− 1
2E
B ·σ
Altogether, the effective dynamics up to errors of fourth order in 1/c are given by
heff = E idC2 +
1
c2
V idC2 +
1
c3

1
2E(E+m)
(∇xV ∧ξ) ·σ−
1
2E
B ·σ

+ O (1/c4). (3.16)
The third-order correction is responsible for the spin dynamics and leads to the so-called T-BMT equa-
tion. This result has been previously derived by Cordes [Cor83] and Teufel [Teu03, Section 4.1] under
different hypothesis. We reiterate that the physical mechanism underlying the adiabatic decoupling in
Teufel’s work is different from the mechanism here.
If we want to make this result rigorous, we will have to explicitly show that the construction of space-
adiabatic perturbation theory still works when one replaces usual Weyl calculus with magnetic Weyl
calculus. This has been the motivation for making the two-parameter expansion rigorous in the first
place, but deserves a publication in its own right [FL10].
A Equivalence of Weyl systems in both scalings
Lemma A.1 The adiabatic scaling and the usual scaling are related by the unitary Uǫ,
 
Uǫϕ

(x) :=
ǫ−d/2ϕ
  x
ǫ

, ϕ ∈ L2(Rd), i. e. we have
Q = UǫQǫ U
−1
ǫ
PAǫ,λ = UǫΠ
A
ǫ,λ U
−1
ǫ .
Proof Let ϕ ∈ L2(Rd). Then we have for Qǫ
(UǫQǫ U
−1
ǫ Uǫϕ)(x) =
 
UǫQǫϕ

(x) = ǫ−d/2
 
Qǫϕ
  x
ǫ

= ǫ−d/2 ǫ x
ǫ
ϕ
  x
ǫ

=Q
 
Uǫϕ

(x).
Similarly, we get for the momentum operators
(UǫΠ
A
ǫ,λ U
−1
ǫ Uǫϕ)(x) =
 
UǫΠ
A
ǫ,λϕ

(x) = ǫ−d/2
 
ΠAǫ,λϕ
  x
ǫ

= ǫ−d/2
 −i(∇xϕ)  xǫ −λA ǫ xǫ ϕ  xǫ =  −iǫ∇x −λA(Q) Uǫϕ(x).
Hence the two scalings are unitarily equivalent. 
Corollary A.2 The Weyl systems associated to the two scalings given by equations (1.1) and (1.2) are
unitarily equivalent.
Theorem A.3 The asymptotic two-parameter expansions of the magnetic Weyl products with respect to
either scaling are given by the same terms order-by-order in ǫ and λ.
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Proof To show that the asymptotic expansion of the product is the same, we have to revisit Theorem 2.10
(proof of equivalence of the two non-asymptotic product formulas product formulas) and translate the
relevant formulas to the usual scaling. It suffices to show that the twister in both cases is the same
function and thus the expansion has to be identical, too. We denote magnetic Weyl quantization with
respect to the Weyl system in usual scaling, W A
u
(X ) := eiσ(X ,(Q,P
A
ǫ,λ
)), with OpA
u
. For convenience of the
reader, we will follow the notation in the proof of Theorem 1.1 as closely as possible.
With a simple scaling argument, we get the composition rule for the Weyl system W A
u
(X ):
W A
u
(Y )WA
u
(Z) =W λ/ǫA(ǫ y,η)W λ/ǫA(ǫz,ζ)
= e
i
2
σ((ǫ y,η),(ǫz,ζ))Ω
λ/ǫ B(Q,Q+ ǫ y,Q+ ǫ y + ǫz)W λ/ǫA(ǫ y + ǫz,η+ ζ)
= ei
ǫ
2
σ(Y,Z)ΩBǫ,λ(Q,Q+ ǫ y,Q+ ǫ y + ǫz)W
A
u
(Y + Z)
In Step 1 of the proof, we conclude from the composition law of the Weyl system (reformulated in the
usual scaling),
OpA
u
( f )OpA
u
(g) =
1
(2π)2d
∫
dZ
∫
dY
 F−1σ f (Y ) F−1σ g(Z − Y ) ei ǫ2 σ(Y,Z)·
·ΩBǫ,λ(Q,Q+ ǫ y,Q+ ǫz)

WA
u
(Z),
that we need to find the operator kernel for
ΩBǫ,λ(Q,Q+ ǫ y,Q+ ǫz)W
A
u
(Z).
If we apply this operator to a function ϕ ∈ L2(Rd), we obtain 
ΩBǫ,λ(Q,Q+ ǫ y,Q+ ǫz)W
A
u
(Z)ϕ

(v) = ΩBǫ,λ(v, v + ǫ y, v+ ǫz) e
−i(v+ǫ/2 z)·ζ e−iλ/ǫΓ
A([v,v+ǫz])ϕ(v+ ǫz)
=
∫
du e−i(u−ǫ/2 z)·ζ e−iλ/ǫΓ
A([u−ǫz,u])ΩBǫ,λ(u− ǫz,u+ ǫ y,u)δ
 
u− (v+ ǫz)ϕ(u)
=:
∫
du K˜(y, Z;u, v)ϕ(u).
To find the symbol associated to this object, we employ the Wigner transform adapted to observables in
the usual scaling defined by
W˜ A(ϕ,ψ)(X ) :=ǫd  Fσ ¬ϕ,W Au (·)ψ¶(−X )
=
∫
dy e−i y ·ξe−iλ/ǫΓ
A([x−ǫ/2 y,x+ǫ/2 y])ϕ∗
 
x − ǫ
2
y

ψ
 
x + ǫ
2
y

.
If we apply this to the integral kernel above, we get by the essentially the same calculation as before,
 W˜ AK˜(y, Z; ·, ·)(X ) = ǫd
∫
du e−iu·ξe−iλ/ǫ Γ
A([x−ǫ/2u,x+ǫ/2u]) K˜
 
y, Z; x − ǫ
2
u, x + ǫ
2
u

= ǫd ǫ−d
∫
du e−iu·ξe−iλ/ǫΓ
A([x−ǫ/2u,x+ǫ/2u]) e−i(x−ǫ/2u−ǫ/2 z)·η e−iλ/ǫΓ
A([x−ǫ/2u−ǫz,x−ǫ/2u])·
·ΩBǫ,λ
 
x − ǫ
2
u− ǫz, x − ǫ
2
u+ ǫ y, x − ǫ
2
u

δ(z + u)
= eiσ(X ,Z)ΩBǫ,λ
 
x − ǫ
2
z, x + ǫ
 
y − z
2

, x + ǫ
2
z

.
If we plug this into the remainder of the proof, we see that the twister term (after replacing z with y + z
just as in Step 3) obtained here is identical to the one obtained in the adiabatic scaling,
e
i
ǫ
2
σ(X ,Y )
ΩBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)

.
Hence the two expansions need to agree. 
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B Expansion of the twister
Lemma B.1 Assume B satisfies Assumption 2.1. Then we can expand γBǫ around x to arbitrary order N in
powers of ǫ:
γBǫ (x , y, z) =−
N∑
n=1
ǫn
n!
∂x j1
· · ·∂x jn−1 Bkl(x) yk zl

−1
2
n+1 1
(n+ 1)2
n∑
c=1

n+ 1
c

·
·  (1− (−1)n+1)c− (1− (−1)c)(n+ 1) y j1 · · · y jc−1z jc · · · z jn−1 + RN [γBǫ ](x , y, z)
=:−
N∑
n=1
ǫn
∑
|α|+|β|=n−1
Cn,α,β ∂
α
x ∂
β
x Bkl(x) ykzl y
α zβ + RN [γ
B
ǫ ](x , y, z) (B.1)
=:−
N∑
n=1
ǫnLn + RN [γBǫ ](x , y, z) (B.2)
In particular, the flux is of order ǫ and the nth-order term is a sum of monomials in position of degree n+ 1
and each of the terms is aBC∞(Rdx ,C∞pol(Rdy×Rdz )) function. The remainder is aBC∞(Rd ,C∞pol(Rd×Rd))
function that is O (ǫN+1) and can be explicitly written as a bounded function of x, y and z as well as N + 2
factors of y and z.
Proof We choose the transversal gauge to represent B, i. e.
Al(x + a) =−
∫ 1
0
ds Bl j(x + sa) sa j (B.3)
and rewrite the flux integral into three line integrals over the edges of the triangle.
γBǫ (x , y, z) =
1
ǫ
∫ 1
0
dt
h
ǫ (yl + zl)Al
 
x + ǫ(t − 1/2)(y + z)+
−ǫ yl Al
 
x + ǫ(t − 1/2)y − ǫ
2
z
− ǫ zl Al x + ǫ2 y + ǫ(t − 1/2)z
i
= ǫ
∫ +1/2
−1/2
dt
∫ 1
0
ds s
h
−Bl j
 
x + ǫst(y + z)

(yl + zl) t(y j + z j)+
+Bl j
 
x + ǫs
 
t y − z
2

yl
 
t y j −
z j
2

+ Bl j
 
x + ǫs
  y
2
+ tz

zl
  y j
2
+ tz j
i
All these terms have a prefactor of ǫ which stems from the explicit expression of transversal gauge. We
will now Taylor expand each of the three terms up to N − 1th order around x (so that it is of N th order
in ǫ).∫ +1/2
−1/2
dt
∫ 1
0
ds Bl j
 
x + ǫst(y + z)

ǫs(y j + z j) =
=
∫ 1
0
ds
∫ +1/2
−1/2
dt
N−1∑
n=0
ǫn+1
n!
sn+1s−n ∂x j1 · · · ∂x jnBl jn+1(x) t
n+1
n+1∏
m=1
(y jm + z jm) + R1N l(x , y, z)
The remainder R1N l is of order N + 1 in ǫ, bounded in x and polynomially bounded in y and z. It is a
sum of monomials in y and z of degree N + 1.
R1N l(x , y, z) =
∫ 1
0
dτ
∫ 1
0
ds
∫ +1/2
−1/2
dt
1
(N − 1)! (1−τ)
N−1 ∂ Nτ Bl j(x + ǫτst(y + z))ǫst(y + z)
= ǫN+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s tN+1 (y + z)α (y j + z j)
∫ 1
0
dτ (1−τ)N−1 ∂ αx Bl j(x + ǫτst(y + z))
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The nth order term in ǫ (the n− 1th term of the Taylor expansion) reads
ǫn
(n− 1)!
∫ 1
0
ds s
∫ +1/2
−1/2
dt tn ∂x j1 · · · ∂x jn−1Bl jn(x)
n∏
m=1
(y jm + z jm) =
=
1
2
ǫn
n!

1
2
n+1 1+ (−1)n
n+ 1
∂x j1
· · ·∂x jnBl jn(x)
n∑
m=0

n
m

y j1 · · · y jmz jm+1 · · · z jn .
The other factors can be calculated in the same fashion:
ǫn
(n− 1)!
∫ +1/2
−1/2
dt
∫ 1
0
ds sns−(n−1) ∂x j1 · · ·∂x jn−1 Bl jn(x)
n∏
m=1
 
t y jm −
1
2
z jm

=
=
ǫn
n!

1
2
n+2
∂x j1
· · ·∂x jn−1 Bl jn(x)
n∑
m=0

n
m

(−1)n−m + (−1)n
m+ 1
y j1 · · · y jmz jm+1 · · · z jn
The remainder is also of the correct order in ǫ, contains N+2 qs and aBC∞(Rd ,C∞
pol
(Rd×Rd)) function
as prefactor:
R2N l(x , y, z) = ǫ
N+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s
 
t y − z
2
α  
t y j −
z j
2
·
·
∫ 1
0
dτ (1−τ)N−1 ∂ αx Bl j
 
x + ǫτ
 
st y − z
2

The last term satisfies the same properties as R1N l :∫ +1/2
−1/2
dt
∫ 1
0
ds
ǫn
(n− 1)! s
ns−(n−1) ∂x j1 · · ·∂x jn−1 Bl jn(x)
n∏
m=1
  1
2
y jm + tz jm

=
=
ǫn
n!

1
2
n+2
∂x j1
· · · ∂x jn−1 Bl jn(x)
n∑
m=0

n
m

1+ (−1)n−m
n+ 1−m y j1 · · · y jmz jm+1 · · · z jn
R3N l satisfies the same properties as R1N l and R2N l ,
R3N l(x , y, z) = ǫ
N+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s
  y
2
+ tz
α   y j
2
+ tz j
·
·
∫ 1
0
dτ (1−τ)N−1 ∂ αx Bl j
 
x + ǫτs
  y
2
+ tz

.
Put together, we obtain for the nth order term:
1
2
ǫn
n!

1
2
n+1
∂x j1
· · ·∂x jn−1 Bl jn(x)
n∑
m=0

n
m

·
·

1+ (−1)n
n+ 1
(yl + zl)−
(−1)n−m+ (−1)n
m+ 1
yl −
1+ (−1)n−m
n+ 1−m zl

y j1 · · · y jmz jm+1 · · · z jn
=
ǫn
n!

−1
2
n+1 1
(n+ 1)2
∑
|α|+|β |=n−1
∂ αx ∂
β
x Blk(x) ylzk·
·

n+ 1
|α|+ 1
 
(1− (−1)|α|+1)(n+ 1)− (1− (−1)n+1)(|α|+ 1) yαzβ
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The total remainder of the expansion reads
RN [γ
B
ǫ ] = yl
 
R1N l − R2N l

+ zl
 
R1N l − R3N l
 ∈BC∞(Rd ,C∞
pol
(Rd ×Rd)).
In total, the remainder is a sum of monomials with bounded coefficients of degree N + 2 while it is of
O (ǫN+1). 
C Properties of derivatives of γBǫ
For convenience, we give two theorems found in [IMP07] on the magnetic flux and its expontential
which are needed to make the expansion rigorous:
Lemma C.1 If the magnetic field Bl j , 1≤ l, j ≤ n, satisfies the usual conditions, then
∂x jγ
B
ǫ = D jk(x , y, z) yk + E jk(x , y, z) zk
∂y jγ
B
ǫ = D
′
jk(x , y, z) yk + E
′
jk(x , y, z) zk
∂z jγ
B
ǫ = D
′′
jk(x , y, z) yk + E
′′
jk(x , y, z) zk
where the coefficients D jk, . . . , E
′′
jk ∈BC∞(Rd ×Rd ×Rd), 1≤ j, k ≤ d.
Proof The corners of the flux triangles of FB found in [IMP07] differ from those of γ
B
ǫ , but the proof
carries over with trivial modifications. 
A direct consequence of this is the following simple corollary:
Corollary C.2 If the magnetic field satisfies the usual conditions, then∂ ax ∂ by ∂ cz e−iλγBǫ (x ,y,z)≤ Cabc 〈y〉+ 〈z〉|a|+|b|+|c| ≤ C˜abc〈y〉|a|+|b|+|c|〈z〉|a|+|b|+|c| ∀a, b, c ∈ N0d ,
i. e. derivatives of e−iλγ
B
ǫ (x ,y,z) are C∞
pol
functions in y and z.
D Existence of oscillatory integrals
To derive the adiabatic expansion, we have to ensure the existence of two types of oscillatory integrals,
one is relevant for the (n, k) term of the two-parameter expansion, the other is necessary to show exis-
tence of remainders and the kth term of the λ expansion.
Lemma D.1 Let f ∈ S m
ρ
, ρ ∈ [0,1]. Then for all multiindices a,α ∈ Nd
0
G(X ) :=
1
(2π)d
∫
dY eiσ(X ,Y ) yaηα(F−1σ f )(Y ) =
 
(−i∂ξ)a(+i∂x)α f

(X ) (D.1)
exists as an oscillatory integral and is in symbol class S m−|a|ρρ .
Proof Since f is a function of tempered growth, we can consider it as an element of S ′(R2d). Then,
we can rewrite G as G =Fσ xˆaξˆαFσ where xˆ and ξˆ are the multiplication operators initially defined on
S (R2d) which are extended to tempered distributions by duality. Then for any ϕ ∈ S (R2d), we have 
G,ϕ

=
 Fσ xˆaξˆαFσ f ,ϕ =   f ,Fσ xˆaξˆαFσϕ=   f , (+i∂ξ)a(−i∂x)αϕ
=
 
(−i∂ξ)a(+i∂x)α f ,ϕ

where (·, ·) denotes the usual duality bracket.
Thus, the integral exists as an oscillatory integral. G = (−i∂ξ)a(+i∂x)α f is also in the correct symbol
class, namely S m−|a|ρρ , and the lemma has been proven. 
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The next corollary is an immediate consequence and contains the relevant result for the term-by-term
expansion of the magnetic product.
Corollary D.2 Let f ∈ S m1
ρ
, g ∈ S m2
ρ
, ρ ∈ [0,1] and a,α, b,β ∈ Nd
0
be arbitrary multiindices. Then for
all functions B ∈ BC∞(Rd) the oscillatory integral
G(X ) :=
1
(2π)2d
∫
dY
∫
dZeiσ(X ,Y+Z)B(x) yaηα(F−1σ f )(Y ) zbζβ(F−1σ g)(Z) (D.2)
exists, is in symbol class S m1+m2−(|a|+|b|)ρρ and yields
B(x)
 
(−i∂ξ)a(+i∂x)α f

(X )
 
(−i∂ξ)b(+i∂x)β g

(X ). (D.3)
In the proof of Corollary D.2 we have used that we could write the integrals as a product of two in-
dependent integrals. There is, however, a second relevant type of oscillatory integral that cannot be
‘untangled.’ Fortunately, we only need to ensure their existence and not evaluate them explicitly. Again,
we will start with a simpler integral over only one phase space variable and then extend the ideas to the
full integral in a corollary.
Lemma D.3 Assume f ∈ S m1ρ , g ∈ S m2ρ , ρ ∈ [0,1], ǫ ∈ (0,1] and τ,τ′ ∈ [0,1]. Furthermore, let
Gτ′ ∈BC∞
 
R
d
x ,C∞pol(Rdy ×Rdz )

be such that for all c, c′, c′′ ∈ Nd
0∂ cx ∂ c′y ∂ c′′z Gτ′(x , y, z)≤ Ccc′c′′ 〈y〉+ 〈z〉|c|+|c′|+|c′′|
holds for some finite constant Ccc′c′′ > 0. Then for all a,α, b,β ∈ Nd0 and τ,τ′ ∈ [0,1]
Iττ′(x ,ξ) :=
1
(2π)2d
∫
dY
∫
dZ eiσ(X ,Y+Z) eiτ
ǫ
2
σ(Y,Z) Gτ′(x , y, z) y
aηαzbζβ (Fσ f )(Y ) (Fσg)(Z) (D.4)
exists as an oscillatory integral in S m1+m2−(|a|+|b|)ρρ . The map (τ,τ′) 7→ Iττ′ is continuous.
Proof Let us rewrite the integral first, the result will serve as a definition for the oscillatory integral Iττ′ :
Iττ′(x ,ξ) =
1
(2π)4d
∫
dY
∫
dY˜
∫
dZ
∫
dZ˜
 
(+i∂η˜)
a(−i∂ y˜)αeiσ(X−Y˜ ,Y )
 
(+i∂ζ˜)
b(−i∂a˜)β eiσ(X−Z˜,Z)
·
· eiτ ǫ2σ(Y,Z) Gτ′(x , y, z) f (Y˜ ) g(Z˜)
=
1
(2π)4d
∫
dY
∫
dY˜
∫
dZ
∫
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜,Z) eiτ
ǫ
2
σ(Y,Z)·
· Gτ′(x , y, z)
 
(−i∂η˜)a(+i∂ y˜)α f

(Y˜ )
 
(−i∂ζ˜)b(+i∂z˜)β g

(Z˜)
By assumption ∂ αx ∂
a
ξ
f ∈ S m1−|a|ρρ as well as ∂ βx ∂ bξ g ∈ S m2−|b|ρρ and we see that it suffices to consider
the case a = b = α = β = 0. In this particular case, we estimate all seminorms: let n,ν ∈ Nd
0
. Then we
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have to bound
∂ nx ∂
ν
ξ Iττ′(x ,ξ) =
∑
a+b+c=n
α+β=ν
1
(2π)4d
∫
dY
∫
dY˜
∫
dZ
∫
dZ˜
 
∂ ax ∂
α
ξ e
iσ(X−Y˜ ,Y ) ∂ bx ∂ βξ eiσ(X−Z˜,Z) eiτ ǫ2σ(Y,Z)·
· ∂ cx Gτ′(x , y, z) f (Y˜ ) g(Z˜)
=
∑
a+b+c=n
α+β=ν
1
(2π)4d
∫
dY
∫
dY˜
∫
dZ
∫
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜,Z) eiτ
ǫ
2
σ(Y,Z)·
· ∂ cx Gτ′(x , y, z)∂ ay˜ ∂ αη˜ f (Y˜ )∂ bz˜ ∂
β
ζ˜
g(Z˜)
=
∑
a+b+c=n
α+β=ν
∫
dy
∫
dη
∫
dz
∫
dζ eiη·y eiζ·z ∂ cx Gτ′(x , y, z)·
· ∂ ax ∂ αξ f
 
x − τǫ
2
z,ξ−η∂ bx ∂ βξ g x + τǫ2 y,ξ− ζ.
from above by an integrable function. To do that, we insert powers of 〈y〉−2, 〈z〉−2, 〈η〉−2 and 〈ζ〉−2 via
the usual trick, e. g. 〈y〉−2(1−∆η)eiη·y = eiη·y . To simplify notation, we set L y := 1−∆y ; Lz, Lη and Lζ
are defined analogously. Then, we have for any N1,N2,K1,K2 ∈ N0
∂ nx ∂
ν
ξ Iττ′(x ,ξ) =
∑
a+b+c=n
α+β=ν
1
(2π)2d
∫
dy
∫
dη
∫
dz
∫
dζ
 〈y〉−2N1 LN1η eiη·y 〈z〉−2N2 LN2ζ eiζ·z·
· ∂ cx Gτ′(x , y, z)∂ ax ∂ αξ f
 
x − τǫ
2
z,ξ−η∂ bx ∂ βξ g x + τǫ2 y,ξ− ζ
=
∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
Cα′β ′
∫
dy
∫
dη
∫
dz
∫
dζ
 〈η〉−2K1 LN1y eiη·y 〈ζ〉−2K2 LN2z eiζ·z·
· 〈y〉−2N1 〈z〉−2N2 ∂ cx Gτ′(x , y, z)·
· ∂ ax ∂ α+α
′
ξ
f
 
x − τǫ
2
z,ξ−η∂ bx ∂ β+β ′ξ g x + τǫ2 y,ξ− ζ
=
∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
|a′ |+|b′|+|c′|≤2K1
|a′′ |+|b′′ |+|c′′|≤2K2
Cabcαβ
α′β ′a′ b′c′a′′ b′′ c′′(ǫτ)
|a′′ |+|b′|
∫
dy
∫
dη
∫
dz
∫
dζ eiη·y eiζ·z 〈y〉−2N1 〈z〉−2N2 ·
· 〈η〉−2K1 〈ζ〉−2K2 ϕN1a′(y)ϕN2b′′ (z)∂ cx ∂ x
′
y ∂
c′′
z Gτ′(x , y, z)·
· ∂ a+a′′x ∂ α+α
′
ξ
f
 
x − τǫ
2
z,ξ−η∂ b+b′x ∂ β+β ′ξ g x + τǫ2 y,ξ− ζ (D.5)
Here, the bounded functions ϕNa are defined by ∂
a
x 〈x〉−2N =: 〈x〉−2N ϕNa(x) for all N ∈ N0, a ∈ Nd0 , and
the constants appearing in the sum are defined implicitly. We now estimate the absolute value of each of
the terms in the integral in order to find N1,N2,K1,K2 ∈ N0 large enough so that the right-hand side of
the above consists of a finite sum of integrable functions. Using the assumptions on Gτ′ and the standard
estimate 〈ξ−η〉m ≤ 〈ξ〉m〈η〉|m|, we can bound the integrand of the right-hand side of (D.5) in absolute
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value by∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
|a′ |+|b′ |+|c′|≤2K1
|a′′ |+|b′′ |+|c′′|≤2K2
C˜abcαβ
α′β ′a′ b′c′a′′ b′′ c′′ 〈y〉−2N1+|c|+|c
′|+|c′′|〈z〉−2N2+|c|+|c′|+|c′′|〈η〉−2K1〈ζ〉−2K2 ·
· 〈ξ−η〉m1−(|α|+|α′|)ρ 〈ξ− ζ〉m2−(|β |+|β ′|)ρ
≤ C 〈ξ〉m1+m2−|ν |ρ 〈y〉−2N1+|n|+2K1+2K2 〈z〉−2N2+|n|+2K1+2K2
∑
α+β=ν
〈η〉−2K1+|m1−|α|ρ| 〈ζ〉−2K2+|m2−|β |ρ|
≤ C˜〈ξ〉m1+m2−|ν |ρ 〈y〉−2N1+|n|+2K1+2K2 〈z〉−2N2+|n|+2K1+2K2 〈η〉−2K1+|m1 |+|ν |ρ 〈ζ〉−2K2+|m2 |+|ν |ρ.
Choosing K1 and K2 such that −2K j + |m j |+ |ν |ρ < −d, j = 1,2, ensures integrability in η and ζ. Now
that K1 and K2 are fixed, we choose N1 and N2 such that −2N j+ |n|+2K1+2K2 <−d and the right-hand
side of the above is an integrable function in y , η, z and ζ which dominates the absolute value of (D.5).
Thus, we have shown ∂ nx ∂ νξ Iττ′(x ,ξ)≤ Cnν 〈ξ〉m1+m2−|ν |ρ
for all n,ν ∈ Nd
0
and hence Iττ′ exists in S m1+m2ρ if the exponents of y , η, z and ζ in equation (D.4) all
vanish, a = α = b = β = 0. Similarly, for general a,α, b,β ∈ Nd
0
, we conclude Iττ′ ∈ S m1+m2−(|a|+|b|)ρρ .
Since the above bounds are uniform in τ and τ′, the continuity of (τ,τ′) 7→ Iττ′ in the Fréchet topology
of S m1+m2−(|a|+|b|)ρ
ρ
follows from dominated convergence. 
E Details of calculations in example
For convenience of the reader, we present the derivation of heff 31 and heff 33 in more detail. The calcu-
lation simplifies tremendously when one discards blockoffdiagonal terms as soon as possible. To that
effect, we use that α j and β anticommute, β
2 = idC4 and (ξ · α) (ξ · α) = ξ2 idC4 . Furthermore, we
introduce the spin operators
ρ j =

σ j 0
0 σ j

, j = 1,2,3.
Then, we plug in the definition of heff 31 and keep only terms that are purely blockdiagonal,
heff 31 =−i∂x lV
1p
2E(E+m)
πref

− mξl
2
p
2E5/2(E +m)1/2
idC4 (E+m) idC4+
+
ξl(2E+m)
2
p
2E5/2(E+m)3/2
(ξ ·α)β (ξ ·α)β − 1p
2E(E+m)
αlβ (ξ · α)β

 πref.
Writing out E =
p
m2 + ξ2 and using (∇xV ·α) (ξ · α) = (∇xV · ξ) idC4 + i(∇xV ∧ξ) ·ρ, we get
heff 31 =−i ∂x lV πref

−mξl
4E3
idC4 −
ξl(2E +m)
4E3(E+m)2
ξ2 idC4 +
1
2E(E+m)
αl(ξ ·α)

πref
=
i (∇xV · ξ)
4E3(E +m)2
 
2mE2+ 2E(m2 +ξ2)− 2E2(E +m)πref − i2
2E(E+m)
πref (∇xV ∧ ξ) ·ρπref
=+
1
2E(E+m)
(∇xV ∧ ξ) ·σ.
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Similarly, we can compute heff 33,
heff 33 = πref
 
(u0♯
B
c H0)(3) − (h0♯Bc u0)(3)

u0
∗πref =
i
2
Bl j πref
 
∂ξlu0 ∂ξ jH0 − ∂ξlh0 ∂ξ ju0

u0
∗πref
=
i
2
Bl j πref



− mξl
2
p
2E5/2(E+m)1/2
idC4 +
ξl(2E +m)
2
p
2E5/2(E +m)3/2
(ξ ·α)β − 1p
2E(E+m)
αlβ

 α j+
−ξl
E
β

− mξ j
2
p
2E5/2(E+m)1/2
idC4 +
ξ j(2E +m)
2
p
2E5/2(E +m)3/2
(ξ ·α)β − 1p
2E(E+m)
α jβ



 u0∗πref.
Once we use Bl j ξlξ j = 0 and plug u0
∗ back in, we get the claim,
heff 33 =
i
2
Bl j πref

− mξl
2
p
2E5/2(E +m)1/2
α j +
ξl(2E +m)
2
p
2E5/2(E +m)3/2
(ξ ·α)β α j+
− 1p
2E(E+m)
αlβ α j +
ξlp
2E3/2(E +m)1/2
βα jβ

 u0∗πref
=
i Bl j
8E3(E +m)
πref

−ξl(2E +m)α j (ξ ·α)−ξl(2E +m)(ξ ·α)α j + 2E2(E +m)αlα j

β πref
=−
i 2Bl j ξl ξ j (2E +m)
8E3(E +m)
πref −
1
2E
πref B ·ρπref =−
1
2E
B ·σ.
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