Fiber-optic¯lters can be used for processing wide-band RF, microwave and millimetric signals directly in the optical domain avoiding costly electrooptic and optoelectronic conversions. Since these¯lters sum signals on an intensity basis, then they are bound to be positive and hence heavily restricted in their achievable performance. Nevertheless, such¯lters are the only choice since positivity is a consequence of the underlying physical mechanism. In this paper, the authors present a new design methodology to realize an arbitrary¯lter as a di®erence of two positive¯lters thus overcoming any performance limitation.
I. Introduction and Motivation
Optical techniques have, for many years, been considered for a wide variety of signal processing tasks such as convolution, correlation, matrix operations, and frequency¯lter-ing. Optical¯bers provide in fact an attractive technology due to their low-loss (fractional decibels/kilometer) and large bandwidth-length product (on the order of 100 GHz km for single-mode¯bers). The advent of¯ber ampli¯ers has revitalized the¯eld of¯ber-optic signal processors, since new¯lters can be obtained with transfer functions not achievable in passive con¯gurations.
Optical¯lters are of interest due to their ability to process high speed signals in a waveguide format, avoiding costly electro-optic and optoelectronic conversions which eventually create an electronic bottleneck. Nevertheless, the main limitation of these¯lters is due to the positive nature of the signals being processed. Since the signals are modulated as intensity variations on optical carriers whose coherence time is less than the shortest relevant time delay in the system, then they add on an intensity basis so that only¯l-ters with a nonnegative impulse response can be implemented. Such¯lters are heavily restricted in their performance, e.g. as low-pass¯lters, since the most widely used¯lters (Butterworth, Chebyshev, etc...) have no sign limitation on their impulse response [5] .
The scenario depicted above provided the motivation for trying to overcome the described limitations imposed by positivity of the¯lter, by realizing an arbitrary¯lter as the di®erence of two positive¯lters as proposed in [18] . Each¯lter is implemented by a separate structure, and a di®erential detector is employed at the¯lter output in order to perform signal subtraction, as shown in Figure 1 . Positive¯lters are, so far, realized using speci¯c structures such as lattice [18] and direct form I [7] implementation.
From a general point of view, that is independently of the implementation structure, the basic question is: is it always possible to realize an arbitrary¯lter as the di®erence of two appropriate positive¯lters?
If the answer is a±rmative, then another question arises: can one give some a priori bound for the orders of such positive¯lters? Fig. 1 . Block diagram of¯ber-optic signal processor using di®erential detection, as in [7] and [18] .
Motivated by a di®erent application, the authors recently tackled these questions in reference [3] where they provided a general methodology to design Charge Routing Networks [12] , a family of functional solid-state electronic devices using MOS technology.
In this paper, on the basis of the results obtained in [3] , the authors present a new design methodology to realize an arbitrary¯lter as a di®erence of two positive optical lters providing also a bound on their dimension. An outline of the paper is as follows. In the next section, we give some preliminary de¯nitions and known results on positive¯lters. Section 3 develops some helpful propositions in order to state Theorem 9 which describes how to realize a given¯lter as the di®erence of two positive¯lters of some a priori known order. Section 4 describes a new design procedure to implement an optic-¯lter. Concluding remarks are given in Section 5.
II. Preliminary Results

A. De¯nitions
Given a matrix A, ¾(A) denotes its spectrum. Any eigenvalue¸of A such that j¸j = ½(A) := maxfj¸j :¸2 ¾(A)g will be called a dominant eigenvalue of A and ½ (A) will be called the spectral radius of A. A matrix A is said to be nonnegative provided that a ij¸0 , where the a ij 's are the entries of A [16] , [20] . Given a set S, int (S) denotes its interior.
Positive¯lters have a nonnegative dynamic state matrix A [11] , and this implies that positive¯lters cannot have arbitrary poles pattern as shown by Karpelevic [14] . In particular, one of the dominant poles is positive (Perron-Frobenius theorem [16] ), i.e.
½(A) 2 ¾(A).
In the following we shall provide some introductory de¯nitions in order to make the paper self-contained w.r.t. reference [3] .
De¯nition 1: Let £ n denote the set of points in the complex plane that are eigenvalues of nonnegative n £ n matrices with real dominant eigenvalue equals to 1.
Note that there is no loss of generality in assuming ½(A) = 1 (see for example [16] ). A full characterization of the sets £ n has been given by Karpelevic [14] . For example, the set £ 2 consists of the points on the segment [¡1, 1] and the set £ 3 consists of the The diagrams make clear that a nonnegative matrix cannot have arbitrary eigenvalues. These restrictions become less restrictive as the dimension of the matrix increases but, for any n, one could always¯nd points within the unit circle which do not lie within £ n . Imposing a particular structure to the matrix A leads to even more restricted regions for the eigenvalues. This is shown in Figure 2 where the computer generated map of possible pole locations of a positive¯lter with a recursive lattice structure are depicted [18] . We give below a de¯nition which will be used in the next section. De¯nition 2: P n denotes the set of points in the complex plane that lie in the interior of the regular polygon with n > 2 edges having one vertex in point 1 and inscribed in the unit disk centered at the origin of the complex plane.
The relation between P n and £ n can be easily obtained using the characterization of the sets £ n , in fact one has P 3´i nt £ 3 P i Ã int £ n , for i = 3; : : : ; n and n > 3
These relations are shown in Figure 3 for the sets P 3 -£ 3 and P 4 -£ 4 . The¯gure makes clear how well the sets P n¯t in the sets £ n .
B. Positive Systems
We shall give next some de¯nitions and known results on positive systems [15] , [11] . The set of matrices realization of some¯nite dimension. The poles of maximum modulus of H(z) will be called dominant poles and their modulus will be denoted by ½(H (z)).
The following theorem states su±cient conditions for positive realizability of a given transfer function. Without loss of generality we will consider strictly proper transfer functions since the direct transmission term d + must be obviously nonnegative.
Theorem 3: [2] Let H(z) be a strictly proper rational transfer function of order n. If ² it has a unique simple dominant pole ² its impulse response h(k) is nonnegative for all k¸0 then H(z) has a positive realization of some¯nite order N¸n. ¤
The general case has been treated in [10] where necessary and su±cient conditions for positive realizability are given. It is worth noting that the realization problem for positive linear systems is inherently di®erent from that of ordinary linear systems. In fact a positively realizable transfer function of order n may not have a positive realization of order n . This point is illustrated by the following example. Example 1.
[1] Consider the transfer function
Clearly, there exists a third order realization for H (z). Suppose there exist a third order positive realization fA + ; b + ; c T + g of H (z), then, the nonnegative dynamic matrix A + would have the eigenvalues §0:8 and ¡0:5 but, as a consequence of the Frobenius theorem (see, for example, [16] ), the spectrum of A + must remain unchanged under a rotation of ¼ radians. Since +0:5 is not an eigenvalue of A + , then we arrive at a contradiction, i.e. there is no third order positive realization of H (z). However, the following This rotational symmetry of the spectrum of a nonnegative matrix is not the only reason for a transfer function of order n to have not a positive realization of order n, as shown in [4] .
III. Theoretical Background
The following theorem, proved in [3] , provides an a±rmative answer to the question whether an arbitrary transfer function can be realized as the di®erence of the transfer functions of two positive systems.
Theorem 4: Let H(z) be a strictly proper asymptotically stable transfer function of order n. Then H(z) can be realized as the di®erence of a N -dimensional positive system and a one-dimensional positive system for some N > n, dependent on H(z). ¤ Proof: Since H(z) is asymptotically stable, the associated impulse response h(k) is such that
for appropriate positive values of R and ½(H (z)) < ¤ < 1.
It follows that
has a nonnegative impulse response and has a unique dominant pole ¤. Hence, by Theorem 3, H 1 + (z) has a positive realization of some order N > n. Moreover,
obviously has a¯rst order positive realization, so that one can write
from which the theorem remains proved.
The previous theorem states that it is always possible to realize an arbitrary system with transfer function H(z) as the di®erence of an N -dimensional positive system with transfer function H 1 + (z) and a one-dimensional positive system with transfer function H 2 + (z), but it does not provide the value N . It is worth noting that it may well be the case that the order N of the positive realization of a system must be much larger than its transfer function order n, as shown in [4] . Moreover, a systematic way to pin down the value N is not known, so that it seems to be very hard to obtain an a priori upper bound for the dimension of the positive realization of H 1 + (z). We will initially consider the case of¯rst and second order transfer functions and later explore what can be done by decomposing an arbitrary transfer function into a sum of rst and second order transfer functions. The proofs of the theorems can be found in [3] . In the sequel we will denote as 
In the case of a second order transfer function with strictly complex poles it will be shown that it can be realized as the di®erence of two positive¯lters one of dimension m and one of dimension one, provided that the poles belongs to the interior of the region P m . Then, the m dimensional positive realization can be found solving a system of linear parametric constrained equations. In the case of positive realization of third and fourth order, that is when the complex poles belong to the interior of P 3 or P 4 , an explicit solution will be given hereafter.
Consider¯rst the case of a second order transfer function with strictly complex poles belonging to the interior of the region P 3 . Then, the following holds.
Proposition 6: Let
be a second order asymptotically stable strictly proper transfer function with strictly complex poles ½ cos µ § i½ sin µ. If the poles of H(z) lie inside the region P 3 , then H(z) can be realized as the di®erence of two positive¯lters
has a positive realization of dimension 3 
and R and ¤ < 1 large enough to make the previous matrices nonnegative. This condition is always met as one can easily check using some algebra. ¤
The following illustrative example shows how to decompose and realize a third order transfer function into a sum of¯rst and second order transfer functions. 
Finally, one come up with
which can be rearranged as
The previous equation shows that the overall¯lter can be decomposed as the di®erence of two positive¯lters, the¯rst having the following positive realization of dimension 4 Note that the impulse response h ch (k) being not nonnegative, as shown in Figure 5 , by Theorem 3, the above¯lter cannot be realized with a positive system, regardless its order.
In the case of a second order transfer function with strictly complex poles belonging to the interior of the region P 4 , the following holds.
Proposition 7: Let
be a second order asymptotically stable strictly proper transfer function with strictly complex poles ½ cos µ § i½ sin µ. If the poles of H(z) lie inside the region P 4 , then H(z) can be realized as the di®erence of two positive¯lters H 
; c 
The following example shows how the procedure used in the previous example can be generalized to a more complex case. 
Rearrangement of transfer functions which can be rearranged as
The previous equation shows that the overall¯lter can be decomposed as the di®erence of two positive¯lters, as shown in Figure 7 . The¯rst¯lter has the following positive realization of dimension 7 the second one has transfer function equals to It is worth noting that by choosing ¤ = ¤ we could¯nd a positive realization of H 2 + (z) + H 2 + (z) of dimension 1 while ¤ 6 = ¤ would give a realization of dimension 2. ¤ Finally, consider the general case of a second order transfer function with strictly complex poles belonging to the interior of the region P m . Then, the the following holds.
Proposition 8:
be a second order asymptotically stable strictly proper transfer function with strictly complex poles ½ cos µ § i½ sin µ. If the poles of H(z) lie inside the region P m , then H(z) 
Finally, H 
IV. Fiber-optic filters Design Procedure
In this Section we brie°y introduce the elementary concepts and structures that we need in order to design¯ber-optic signal processing devices. A detailed description of such structures can be found in reference [21] , [18] . The basic structure we need is thē ber-optic directional coupler (see for example [6] , [19] or [21] ) which is schematically depicted in Figure 8 . In the case of a temporally incoherent light source, the relationship between the inputs and outputs intensities, U 1; U2 and Y 1; Y 2, can be described by the following transfer matrix:
where°is the overall intensity transmission factor and K is the adjustable intensity coupling coe±cient. For the sake of simplicity and without loss of generality, we will assume in the sequel°= 1. The second structure we need is the two-coupler non recirculating feed forward delay line as described in [18] ) which will be schematically represented by a circle. This structure implements a delay of a speci¯ed value T while introducing a known attenuation.
The last structure is the so-called optical ampli¯er ( see for example [17] , [21] or [22] ) which implements an adjustable positive gain.
From positive linear systems theory [11] , [13] it is well known that every positive LTI discrete-time system can be realized by means of a combination of delays, positive ampli¯ers, adders and splitters. The construction of adders and splitters using couplers and ampli¯ers is straightforward as Figure 9 makes clear. The input node I k corresponds to a splitting device 1 and the output node O k corresponds to an adding device 2 . Last, in Figure 9 , we introduce the so-called optical state node S k which is an optical device implementing an integrated adder-delay-splitter function 3 . In order to state the¯ber-optic¯lters design procedure, we introduce now a general theorem which allows to realize an arbitrary¯lter as the di®erence of two positive¯lters by decomposing the¯lter transfer function into a sum of¯rst and second order transfer 
where N 2 is the number of negative real poles or positive real poles with negative residues of H(z) and N i (i¸3) is the number of pairs of complex poles of H(z) belonging to
We can state now the design procedure which allows to realize every¯lter as the di®erence of two positive¯lters using the scheme depicted in Figure 1 .
Design Procedure
1. Find the minimal value of q for which all the poles of H(z) belong to P q .
Write the partial fraction expansion of H(z), that is
H(z) =H 1;1 (z)+: : :+H 1;N 1 (z)+H 2;1 (z)+: : :+H 2;N 2 (z)+: : :+H q;1 (z)+: : :+H q;N q (z)+d where H 1;h (z) is the strictly proper transfer function corresponding to the h-th positive real pole p h with positive residue r h , H 2;j (z) corresponds to the j-th pole of the remaining real ones and H i;k (z) to the k-th pair of complex poles belonging to 
The second¯lter is the parallel composition of the H 2 + (z)'s¯lters (and the direct transmission term d, if negative) and has the following transfer function:
By choosing ¤ i;k = ¤ for all i and k, the¯lter has the following positive realization of dimension one 4 : 6.1 replace the input node, the output node and each internal node of the graph by the optical input node I k , the optical output node O k and a optical state node S k , respectively, with k opportunely chosen;
6.2 insert in each branch an optical ampli¯er of gain equal to the weight associated to the branch. considered in example 2 of Section 3. As already shown, the¯lter can be realized as the di®erence of the four dimensional positive¯lter (2) and the one dimensional one (1). Then, the¯rst four step of the procedure have already been shown and only the last two steps need to be illustrated. For the sake of illustration, the two steps will be described only for the positive¯lter of dimension four. Figure 10 shows the oriented weighted graph associated to the¯lter (step 5) and¯gure 11 the optical scheme corresponding to such a graph (step 6). ¤
V. Concluding Remarks
The linear¯lters characterized by a state-variable realization given by matrices with nonnegative entries (called positive¯lters), are heavily restricted in their performance. Nevertheless, such¯lters are the only choice when considering¯ber-optic¯lters since nonnegativity is a consequence of the underlying physical mechanism. In this paper, in order to exploit the advantages o®ered by such technology, we have presented some theoretical results which led to a systematic design procedure for realizing an arbitrary transfer function as a di®erence of two positive¯lters. To this end, three elementary blocks, called input, output and optical state nodes has been introduced in such a way that every optic-¯lter can be realizad by means of simply combining such blocks and optical ampli¯ers.
The procedure decomposes the problem of¯nding a positive realization of a positive system in a certain number of simpler problems. Anyway, for each sub-problem a positive realization of a¯rst or second order transfer function needs to be found and, in general, this requires the solution of a system of linear parametric constrained equations. The explicit solution of these equations has been given for the case of positive realization of third and fourth order.
