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The purpose of this paper is to design, build and evaluate an interactive 
visualization tool for data analysts to analyze as well as interact with the live 
chat data from a corporate website for customer relationship management. 
Sales lead and customer support are the major purposes of the live chat service. 
Data mining technologies are applied to classify the chat data into categories 
that can help marketing and sales teams to target their potential customers more 
accurately and efficiently. By interacting with the web visualization tool, data 
analysts will have the capability to obtain valuable information about 
customers’ concerns and buying interests on their products and solutions. The 
results indicate that chat classification achieves higher accuracy on major class 
“Lead” but lower accuracy on minor classes due to the imbalanced distribution 
of dataset as well as human bias when manually labeling the training data. 
Based on the analytic results of chat visualization, data analysts gain the 
knowledge gap between customers’ concern and the information provided on 
the corporate website, and propose new ideas to improve their digital marketing 
approaches as well. 
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Introduction 
Customer Relationship Management (CRM) refers to a customer-focused 
business strategy that utilizes emerging technologies to manage and analyze customer 
interactions with the business in order to improve their relationships with customers 
(Kadiyala & Srivastava, 2011). Payne and Frow (2015) categorized the channels for 
establishing CRM into 6 categories: sales force, outlets such as retail branches and stores, 
telephony, direct marketing such as direct mail and traditional television, e-commerce 
such as email, and m-commerce such as mobile telephony. With the development of IT 
technology, e-commerce becomes an increasing channel to gather customers’ information 
and to interact with customers. The e-commerce channel involves email, company’s 
website, live chat, social media, etc. to fulfill customers’ expectations through electronic 
experiences. With the rapid growth of internet and technologies, large amounts of data 
gathered through these approaches are analyzed by using statistical, artificial intelligence, 
machine learning, data visualization techniques. 
Online live chat, as an Internet service, allows website visitors to initiate online 
communications with a customer service representative in real time. Elmorshidy (2013) 
addressed the effectiveness of live chat service as a customer support tool in terms of E-
Service quality that is based on the service quality as well as the system quality. To meet 
the increasing expectations of customers, online live chat service has proved to be cost-
effective. On one hand, due to its anonymity, customers feel they are in control and are 
more likely to provide their information because there is a human conversation taking 
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place. On the other hand, customer service representatives can handle multiple 
conversations simultaneously and target potential customers as well as provide instant 
support to customers efficiently. According to a survey conducted by Forrester in 2010, 
83% of customers require some type of live support when making online transactions and 
live chat ranks top in consumers’ satisfaction for customer service communication other 
than email, apps, or social media. 
As one of the most important data in CRM, live chat data contains not only 
customer persona’s information, but also the written log of conversations between 
customers and business representatives. The large amount of chat log data enables 
businesses to implement a series of customer-oriented technology solutions. By analyzing 
large amounts of chat data, businesses will be able to better understand customers’ 
concerns. Thus, they can make corresponding changes to improve their corporate website 
or even business strategies, target marketing and sales lead more efficiently, and gain 
insight into their business challenges.  
Due to the complexity of live chat data in terms of variety of data type and data 
volume, it takes time and effort for humans to extract useful information even make 
prediction from the chat data without automation. Therefore, creating a visualization tool 
to combine an interactive visual interface with data mining technologies will enable data 
analysts to make proactive, knowledge-driven decisions. 
Data mining, as a primary analytic process for CRM, is employed to analyze 
customer data and extract useful information from a vast amount of data (Michael & 
Gordon, 2000; Mobasher, 2007; Segall & Zhang, 2008). Data mining uses statistical 
algorithms to discover patterns and correlation in data which can be applied to many 
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fields including market management, risk management, fraud management, industrial-
specific applications, telecommunications and media and health care, etc. (Sumathi & 
Sivanandam, 2006). It can not only intelligently extract information from data but also 
discover hidden relationships that explain customer behavior and preferences (Kadiyala 
& Srivastava, 2011). 
In addition to data mining techniques, visualization technologies provide the 
capability to transform data into visual representations so that the analytic results become 
more readable and interpretable. It is an integral approach to combine data mining, 
visualization, and human factors for decision-making which is also called visual 
analytics. It is a multidisciplinary field involving data visualization, statistical analysis, 
data mining, analytic reasoning and decision making. It allows humans to explore and 
extract information from its visual representation and assists humans with identifying 
patterns, trends, and anomalies among the large dataset (Tegarden, 1999; Zhang, 2001). 
The visual analytics process is a loop structure that involves initial analysis, visualization, 
knowledge acquiring, and further analysis until the data analyst gains a better 
understanding and makes a logical decision (Keim et al., 2008).  
The purpose of this research is to design, build and evaluate an interactive 
visualization tool for data analysts to analyze as well as interact with the live chat data for 
customer relationship management. By interacting with the web visualization tool, data 
analysts will have the capability to analyze the data based on customers’ chat log, obtain 
valuable information about customers’ concerns and classify customers’ intention more 
accurately and efficiently.  
The live chat data is collected from the corporate website of a B2B IT company 
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(NetApp, Inc.) who sells products and solutions in the area of data storage worldwide. 
Customers who visit the website can initiate live chat from different pages such as 
product/solution detail pages, “how-to-buy” and “contact us” landing page. The chat data 
mainly contains two components. One component is customer persona’s information. The 
other component is chat transcripts which are the conversations between the customers 
and customer service representatives. From chat transcripts, valuable information can be 
extracted, such as the products that customers are interested in, most frequently 
mentioned topics, and purposes of the conversations. Specifically, in this paper, the 
research questions are as follows: 
1. What is the trend of the inquiries over time?  
By using the interactive visualization tool, we would like to investigate a trend 
over time and perform analytic reasoning by human factor using our known information 
during that given time. 
2. What aspect of a specific product/solution are the customers concerned about?  
Having a variety of products and solutions with their different characteristics, 
customers’ concerns would be different from one to another. Thus, through data filtering 
and the text visualization tool built from chat transcripts, we would like to know what 
information of each specific product/solution is missing from the corporate website yet 
customers are concerned about. 
3. Can we use chat transcripts to predict the customers’ intention on live chat 
such as customer support, sales lead, reseller partnership?  
As the main purpose of live chat is sales lead and customer support while sales 
lead is the most critical for e-commerce business, we want to use data mining 
  6 
technologies to classify the chat data into categories that can help marketing and sales 
teams to target their potential customers more accurately and efficiently. 
7 
Literature Review 
Data Mining in Customer Relationship Management 
Customer Relationship Management (CRM) is an important business approach to 
collect, integrate and diagnose various customer-related data in order to maximize 
customer value. Microsoft defines CRM as “a customer-focused business strategy 
designed to optimize revenue, profitability, and customer loyalty. By implementing a 
CRM strategy, an organization can improve the business processes and technology 
solutions around selling, marketing, and servicing functions across all customer touch-
points (for example: web, e-mail, phone, fax, in-person)” (Kadiyala & Srivastava, 2011). 
Using data mining techniques for customer information collection and analysis is a 
primary process of CRM (Xu & Qiu, 2008).
In general, data mining activities falls into three categories: discovery, predictive 
modeling and forensic analysis. To be more specific for the purpose of CRM, Ngai, Xiu, 
& Chau (2009) proposed a classification framework for data mining techniques in CRM 
as shown in Figure 1. There are four dimensions comprising CRM as a closed cycle: 
customer identification, attraction, retention and development. It is data mining 
techniques that help to extract and detect hidden customer characteristics and behaviors 
to accomplish the four dimensions. Seven major data mining techniques are listed in the 
framework involving association, classification, clustering, forecasting, regression, 
sequence discovery and visualization. Effective data mining technique selection based on 
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the data characteristics and business requirements will lead to better performance (Carrier 
& Povel, 2003). Kadiyala & Srivastava (2011) proposed a detailed integrated model of 
data mining for CRM as shown in Figure 2. This model specifies different data mining 
processes applied to different CRM stages by using varies data mining techniques. In 
addition, applications of each process are clearly identified. 
Figure 1. Classification framework for data mining techniques in CRM 
Figure 2. Integrated model of data mining for CRM 
(1) Association rule;
(2) Decision tree;
(3) Genetic algorithm;
(4) Neural networks;
(5) K-Nearest neighbour;
(6) Linear/logistic regression.
A graphical classification framework on data mining tech-
niques in CRM is proposed and shown in Fig. 1; it is based on
a review of the literature on data mining techniques in CRM. Crit-
ically reviewing the literature on data mining in CRM helped to
identify the major CRM dimensions and data mining techniques
for the application of data mining techniques in CRM. This frame-
work is also based on the research conducted by Swift (2001),
Parvatiyar and Sheth (2001) and Kracklauer et al. (2004). They
described CRM dimensions as: Customer Identification, Customer
Attraction, Customer Retention and Customer Development. In
addition, Ahmed, 2004; Carrier and Povel, 2003; Mitra et al.,
2002; Shaw et al., 2001 described the types of data mining model
as Association, Classification, Clustering, Forecasting, Regression,
Sequence Discovery and Visualization. We provide a brief
description of these four dimensions and some references for fur-
ther details, and each of them is discussed in the following
sections.
3.1. Classification framework – CRM dimensions
In this study, CRM is defined as helping organizations to better
discriminate and more effectively allocate resources to the most
profitable group of customers through the cycle of customer iden-
tification, customer attraction, customer retention and customer
development. Detailed knowledge must be built up systematically
so as to obtain a deeper understanding of each customer’s behav-
iours, characteristics and needs. The four dimensions of the CRM
cycle are essential efforts to gain customer insight (Ling & Yen,
2001).
(i) Customer identification: CRM begins with customer identifi-
cation, which is referred to as customer acquisition in some
articles. This phase involves targeting the population who
are most likely to become customers or most profitable to
the company. Moreover, it involves analyzing customers
who are being lost to the competition and how they can
be won back (Kracklauer et al., 2004). Elements for customer
identification include target customer analysis and customer
segmentation. Target customer analysis involves seeking the
profitable segments of customers through analysis of cus-
tomers’ underlying characteristics, whereas customer seg-
mentation involves the subdivision of an entire customer
base into smaller customer groups or segments, consisting
of customers who are relatively similar within each specific
segment (Woo, Bae, & Park, 2005).
(ii) Customer attraction: This is the phase following customer
identification. After identifying the segments of potential
customers, organizations can direct effort and resources into
attracting the target customer segments. An element of cus-
tomer attraction is direct marketing. Direct marketing is a
promotion process which motivates customers to place
orders through various channels (Cheung, Kwok, Law, & Tsui,
2003; He et al., 2004; Liao & Chen, 2004; Prinzie & Poel,
2005). For instance, direct mail or coupon distribution are
typical examples of direct marketing.
Fig. 1. Classification framework for data mining techniques in CRM.
2594 E.W.T. Ngai et al. / Expert Systems with Applications 36 (2009) 2592–2602
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x Campaign review: The final step includes collecting, posting, summarizing, reporting, tracking and trend-
ing the results of each campaign and campaign segment (Thearling 2001). 
 
An Integrated model of Data mining for CRM:  
 
In this section of the article, an integrated model of data mining for CRM applications is presented, based 
on inputs from Parsaye's classification of Data mining processes and CRM Group's model of the CRM Process.  
 
The integrated model consists of the three types of data mining processes, three stages of the CRM process, 
certain specific techniques of data mining that could be used in the various stages of the CRM process and the poss-
ible applications of those techniques. The applications of the data mining techniques become the important triggers 
for making strategic decisions related to the Customer Relationship Management process. The implementation of 
these actions is carried out in the action stage of the CRM life cycle. 
 
 
Fig. 4 Integrated model of Data Mining for CRM 
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In the next few subsections of the article, the various data mining techniques that support CRM applications 
are discussed. 
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Chat Mining 
Although live chat service is a necessary channel in CRM, only limited amount of 
articles have done research on chat mining, let alone those for CRM. Because 
unstructured textual analysis is more difficult to implement and interpret than other data 
collected from customers such as their demographic information. However, businesses 
today should take the advantage of using past experience to communicate with customers 
and predict the future because unstructured text information obtained from customers are 
rich and powerful (Chang, Lin, & Wang, 2009). Live chat data not only includes 
customer demographic information, but also chat transcripts as unstructured textual 
information, which depends on text mining as well as data mining techniques for 
analysis. And therefore, if effective mining techniques are applied, redundant information 
can be reduced while richer one extracted. 
Inevitably, there are a few challenges in chat text mining that have been 
investigated (Anjewierden, Kolloffel, & Hulshof, 2007; Kucukyilmaz et al., 2008; Anwar 
& Abulaish, 2014). First, a majority of users in the world are bilingual and they 
frequently use multiple languages while chatting. Second, the existing of noise such as 
slang and neologism make it difficult to normalize the text information as people tend to 
use shortened terms in chatting. Third, during the chat conversation, multiple threads 
with different topics might occur, which results in the difficulties in chat category 
classification. Fourth, emoticons are frequently used in chat to represent facial 
expressions, becoming noise for chat mining as well. Therefore, preprocessing to remove 
noise in chat data is necessary and essential. 
For the purpose of CRM, Tirunillai & Tellis (2014) applied text mining 
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techniques to analyze chat data on product reviews across 15 firms to extract key latent 
dimensions of consumer satisfaction of the products. This allowed marketers to observe 
how brands compete on multidimensional space. 
Outside of CRM, chat mining was applied in several domains of chat including 
Instant Messenger (IM), chat room channels, online educational chat service, and task-
oriented chats. A few literatures discussed about topic detection of chat data from IM or 
chat room for the purpose of chat monitoring (Bingham, Kabán, & Girolami, 2003; 
Bengel, Gauch, Mittur, & Vijayaraghavan, 2004; Tuulos & Tirri, 2004; Dong, Cheung 
Hui, & He, 2006; Hui, He, & Dong, 2008). To detect the topics, basically the training 
data set is semi-automatically labeled with a list of categories, and then different data 
mining techniques are applied to train a model to classify the rest chat data into the 
categories. Similarly, Börner & Penumarthy (2003) explored social diffusion patterns in 
3D virtual environments by analyzing and visualizing chat data recorded during events in 
virtual words to analyze participants’ information need. Chats were semi-automatically 
classified into categories and a bar graph was presented to indicate the frequency of each 
category. 
In addition, Anjewierden et al. (2007) studied on online educational chat data to 
classify chat messages in order to provide learners with feedback on the nature and 
patterns of their communication. This article summarized the process of chat mining into 
data normalization, experimental setup, feature extraction, and model construction and 
classification. Creswell, Schwartzmyer, & Srihari (2007) described a task-oriented chat 
data and the various sources of noise in the chat data. The article examined the influence 
of those sources of noise and proposes ways to deal with them to effectively extract 
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useful information. Kucukyilmaz et al. (2008) investigated chat data to predict user and 
message attributes in the context of vocabulary as well as in the context of authors’ 
writing styles. Anwar & Abulaish (2014) presented a social graph based on text mining to 
identify user’s interests and their social ties from chat data. The approach was applied to 
cyber crime investigation by mining key-information as key-terms, key-users and key-
sessions and user-groups from chat data. 
Based on the generality of the characteristics of chat data in spite of their 
application domains, the applied chat mining techniques are very similar among those 
domains, which can be utilized to live chat data in CRM as well. In this paper, we apply 
data mining techniques to investigate the first CRM stage of identifying and 
differentiating customers. Similar to the purpose of topic detection in many chat mining 
literatures, we perform chat data classification in order to target marketing. Our training 
data is labeled with a list of categories, and then data mining algorithms are applied to 
train the model to categorize the chat data. The most important phases of chat mining will 
be noise reduction and the selection of text mining techniques. 
Classification in Text Mining 
Classification is a major data mining task that will be addressed in this paper. 
There exist some effective data mining techniques for classification in natural language 
processing. 
Topic modeling (LDA). Topic modeling is a type of statistical modeling for 
discovering the abstract “topics” that occur in a collection of documents. Latent Dirichlet 
Allocation (LDA) is a generative model that allows sets of observations to be interpreted 
by unobserved groups that explain why some parts of the data are similar (Blei, Ng, & 
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Jordan, 2003). As a generative probabilistic model, LDA assumes that documents are 
represented as random mixtures over latent topics, where each topic is characterized by a 
distribution over words. LDA is useful for basic tasks such as classification, 
summarization, and similarity and relevance judgments. 
Logistic regression. Logistic regression, also called a logit model, is used to 
model dichotomous outcome variables. In the logit model, the log odds of the outcome is 
modeled as a linear combination of the predictor variables. 
The binary logistic model is used to predict a binary response based on one or 
more predictor variables (features). That is, it is used in estimating the parameters of a 
qualitative response model. The probabilities describing the possible outcomes of a single 
trial are modeled, as a function of the explanatory (predictor) variables, using a logistic 
function. Frequently, "logistic regression" is used to refer specifically to the problem in 
which the dependent variable is binary—that is, the number of available categories is 
two—while problems with more than two categories are referred to as multinomial 
logistic regression or polychromous logistic regression, or, if the multiple categories are 
ordered, as ordinal logistic regression. 
Support Vector Machine. In machine learning, support vector machines (SVMs, 
also support vector networks) are supervised learning models with associated learning 
algorithms that analyze data and recognize patterns, used for classification and regression 
analysis.  
Given a set of training examples, each marked as belonging to one of two 
categories, an SVM training algorithm builds a model that assigns new examples into one 
category or the other, making it a non-probabilistic binary linear classifier. 
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An SVM model is a representation of the examples as points in space, mapped so 
that the examples of the separate categories are divided by a clear gap that is as wide as 
possible. New examples are then mapped into that same space and predicted to belong to 
a category based on which side of the gap they fall on. 
Neural Network and Recurrent Neural Network. Neural network in data 
mining, like human neural system, consists of units and connections between them to 
develop a complicated network. Regularly, neural network includes three or more layers: 
input layer, output layer and at least one hidden layer (Haykin and Network, 2004). In 
recent years, recurrent neural network (RNN), as a class of neural network, becomes a 
popular technique to solve many natural language processing tasks. RNN regards inputs 
as sequential information and performs the same task for every element of a sequence, 
which is called “recurrent”. And thus, the output is calculated based on the previous 
computations (Graves, 2013). In natural language processing, a sentence is a sequence of 
words, and the network is unrolled into multiple layers of neural network where each 
layer represents each word in the sequence. Each hidden layer captures the information 
about the previous words in the sequence. 
Both topic modeling and recurrent neural network are suitable for unstructured 
text classification. Both of them generate flexible feature representations for the original 
texts. However, topic modeling has some limitations against RNN in the field of chat 
mining. First, topic modeling doesn’t take into account the sequence of words in a 
sentence while RNN captures information about not only words themselves in chat but 
also the order of words. Second, topic modeling aims at discovering topics from 
documents which requires the length of the documents to be longer but chat data are 
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often consisted of short sentences which won’t be long enough to generate a good feature 
representation by topic modeling. Therefore, in this paper, we employ RNN to solve chat 
classification problem which captures rich information to represent the original chat data. 
Text Visualization 
While text mining can extract useful information from a large-scale set of text 
collections, it is still difficult for human to analyze patterns, discover trends and draw 
conclusions from the large amount of data. Computer-based text visualization tool is one 
of the most effective approaches to process, retrieve and analyze the explosive document 
collections. Visualization allows humans to use their natural spatial/visual abilities to 
extract information from data, which provides an overview of complex data sets for 
humans to identify structure, patterns, trends, anomalies and relationships in the data 
(Tegarden, 1999). 
Zhang (2001) proposed a general visualization model containing processes, 
input/output of each process, and theories or techniques that each process may benefit 
from. This model is applicable to text visualization as well. The five processes of a 
visualization model include domain problem space analysis, domain data and knowledge 
collection, pattern discovery and data aggregation, image construction and image 
rendering. The goal of domain problem space analysis process is to analyze the tasks the 
users need to perform in a specific domain in order to solve the problem by using human 
problem solving theory. This process is a key component to guide the visualization. The 
process of domain data and knowledge collection applies information analysis theory to 
collect data, identify each data object and variables, the characteristics of variables and 
the relationships among them. The process of pattern discovery and data aggregation 
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deals with the massive data in both volume and dimensionality. This process implements 
the techniques in Knowledge Discovery in Database (KDD) to extract relationships 
among variables that are most interesting (called patterns) to guide data aggregation as a 
preparation for visualization. Image construction is the process to construct visual 
representation of the data sets, which involves human visual perception and processing 
theory, graphic system theory and graphics construction rules. Image rendering process 
uses techniques in scientific visualization discipline to represent the visualization on a 2D 
surface which may or may not include projection from 3D. 
Since the data sets for visualization are large-scale, time varying and multi-
dimensional, challenges for information visualization mainly lie in three facets (Eick, 
2001): scale, dimensional complexity, and range of analysis and navigation tasks. The 
large scale of data sets in volume and time series makes it difficult to manipulate and 
operate. Moreover, with the rapid development of advanced technologies, more and more 
rich data can be collected in a short amount of time. In contrast to traditional data 
collection, higher dimensional data sets are more complicated to analyze. Last but not 
least, the purpose of visualization is to solve problems for specific users to complete 
specific tasks, and thus it is worthwhile to identify the analysis range and navigation tasks 
for users to interact with the visualization interface. 
The classification of text visualization techniques varies from article to article. 
Liu et al. (2009) summarized text visualization into metadata-based and content-based. 
Metadata-based text visualization focuses on metadata of text documents instead of text 
words. On the contrary, content-based text visualization discovers deeper insights into 
text, which can be classified into two categories: document-based and word-based. The 
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former one discovers document relationships while the latter one only focuses on a word-
level. Lu & Liu (2011) classified text visualization techniques based on vocabulary, 
semantics, clustering, and time series. Text visualization based on vocabulary illustrates 
the patterns of word frequency by using color-coded graphs. Semantic text visualization 
implements technical means such as calculations, statistics and inference to extract highly 
annotated text and implicit semantic relationships from the text to visualize the 
relationships of entities in the text. Clustering-based text visualization aims at clustering 
large-scale text documentations from high dimensional representation in document space 
into 2D or 3D visual overview. Text visualization based on time-series allows users to 
find the patterns in the text in the context of a time line in order to discover the trends and 
relationships over time. Šilić & Bašić (2010) classified text visualization techniques into 
two categories: term trend and semantic space approach, which combines vocabulary- 
and time-series-based visualization into term trend approach, as well as semantic- and 
clustering- based into semantic space approach. 
In our paper, to create a text visualization tool to complete tasks including trend 
and pattern investigation, semantic space approach combined with term-based text 
visualization is adopted. As a term-based visualization, we are able to find the patterns of 
products by extracting the key terms from chats. Moreover, the semantic space approach 
enables us to cluster chats by category or by product semantically in order to investigate 
the relationships among categories and products over time. 
Text Visualization Tools 
In the early years of text visualization, data mining on full-text documents were 
unavailable. In addition, most of the text visualization tools were applied to preprocessed 
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documents, not the raw data. Sammon, developed in the 1960s by John Sammon is 
probably the first text visualization system based on a text vector space model (Sammon, 
1969). Lin organized text documents in the form of maps with key index terms (Lin, 
Soergel, & Marchionini, 1991). In the 1990s, several text visualization systems were 
developed to assist query operations of information retrieval systems such as the Bead 
system (Chalmers & Chitson, 1992). The Galaxy of News system visualized relationships 
between news articles and enabled users to interact with the visualization interface in 
order to gain a broad understanding of a news base from the abstracted presentation of 
the articles (Rennison, 1994). Later on, SOM-based text visualization systems for Web 
data was created to generate semantic maps containing millions of documents (Kaski, 
Honkela, Lagus, & Kohonen, 1998). At that time, most text visualization tools were 
developed based on text vector space model to visualize limited amount of documents 
(Risch, Kao, Poteet, & Wu, 2008).  
In the recent fifteen years, text visualization techniques have developed rapidly. 
More flexible tools are emerging which are capable of handling unstructured as well as 
structured text in large scale. 
TextArc visualizes the text around the periphery of the visualization area while an 
interconnected graph of terms is provided in the middle of the visualization area (Paley, 
2002). As an interactive visualization tool, users are able to select a specific term and 
browse its context in full text. It reveals both frequency and distribution of the terms in a 
document to assist users to discover important terms and subjects from the document. 
TextArc can be applied to documents without any preprocessing and required no extra 
installation of any software. Every document can benefit from TextArc if the task is to 
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gain the frequency and distribution of terms in a document. The drawback is that no 
information can be mined or interpreted as there is no data mining technique involved. 
Alonso and Baeza-Yates (2003) proposed a text visualization tool embedded in 
information retrieval system. The tool focuses on visualizing retrieved documents and the 
operations on them based on a bookpile model. This project implements the text 
visualization metaphor as part of a search engine to assist users to find useful documents 
according to the queries. However, the tool is limited on a small scale of data sets with 
less sophisticated graphical techniques. 
Don et al. (2007) developed a text visualization system integrating text mining 
techniques which is called FeatureLens. The goal of FeatureLens is to assist users to 
extract interesting patterns from the document collection. Meaningful co-occurences of 
text patterns can be visualized within and across documents. FeatureLens mines the 
frequency of words or patterns and represents them in multiple views such as pattern 
view, document view and collection overview. The strength of FeatureLens lies in its 
ability of mining the co-occurrence of multiple words (n-grams) as patterns rather than 
word by word. 
Iwata, Yamada, and Ueda (2008) implemented a text visualization tool based on a 
topic model to represent a collection of documents. A probabilistic latent semantic 
visualization (PLSV) method was proposed to map the documents into a 2D or 3D space 
based on their topics. In the model, both documents and topics are assumed to have latent 
coordinates, which means documents having similar topics would be clustered. Applied 
to three datasets, the tool proves to be effective in visualizing the latent topic structure of 
the document collection. However, there is no interaction between users and the tool, and 
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limited information can be interpreted from the tool. 
OmniViz is an enterprise software for visual informatics on text as well as data 
visualization (Yang, Akers, Klose, & Yang, 2008). It combines statistical and text 
analysis algorithms in large scale of data sets. The key advantage of OmniViz is that it 
involves a variety of visualization methods for viewing analytic results. However, lack of 
the ability of data mining, OmniViz is not capable of data classification or prediction. 
Stasko, Gorg and Liu (2008) developed a visual analytic system called Jigsaw to 
represent the relationships between entities in a collection of documents. Through 
interaction, users can browse the entities and connections in multiple perspectives on a 
document collection including list view, document view and graph view interface. The 
characteristics of different views of interface provide the capability for users to select the 
most suitable view to complete their specific tasks. 
TIARA as well as ThemeRiver, proposed by Liu et al. (2009) and Havre, Hetzler, 
Whitney, and Nowell, (2002) visualize the thematic variations over time within a 
document collection by using a symmetric river metaphor around the horizontal axis. 
They are used to analyze data sets based on time series. Especially, TIARA integrates 
text analysis techniques with interactive visualization to improve users’ interactive 
experience with the visualization tool. TIARA enables the visualization of document 
summary compared with other documents in a time line. Moreover, users are able to 
interact with the tool to look into the detail of a specific document to gain a deeper 
understanding. Latent Dirichlet Allocation (LDA) model is applied to summarize the 
documents by extracting topics from the documents in order to reduce the dimension of 
the document.  
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Wattenberg and Viégas, (2008) from IBM Research developed The Word Tree 
which combines visualization and information retrieval techniques to explore the terms 
and their context in the documents. The Word Tree is an interactive tree structure, in 
which users can click on nodes (terms) to vary the level of detail of the documents. Users 
are able to retrieve documents by searching a query, find frequent terms in the retrieved 
documents in different level of detail, and keep the context of documents. The strength of 
The Word Tree is that it clearly shows the structure of the text and highlights the frequent 
words at the same time. The Word Tree was applied to spoken transcripts as well as 
written documents, proved to be effective to discover repetitive terms in the document. 
DocuBurst, developed by Collins, Carpendale, and Penn (2009), is a radial space-
filling tree layout, overlaid with word frequency in a document of interest to visualize the 
document lexical content. It provides a document summary with interactive abilities 
including semantic and geometric zooming, filtering, and search to reveal the subset of 
language covered by the document. The characteristic of DocuBurst is its ability to 
interpret the text semantically by combining the structure of hyponym. One application of 
DocuBurst would be the examination of difference between two or more documents such 
as plagiarism detection, document categorization and authorship attribution. 
Phrase Nets, which was also developed by IBM Research, is a text visualization 
tool to display a graph whose nodes are words and whose edges indicate that two words 
are linked by a user-specified relation from a document (Ham, Wattenberg, & Viégas, 
2009). Two ways are used to define the relationship between the words: syntactic linking 
which breaks a sentence into pairs of words connected by relations, and orthographic 
linking which describes the co-occurrence of two words. The benefit of latter method is 
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its flexibility to define the relation depending on user’s tasks, so Phrase Nets would be 
adjustable as a task-oriented visualization tool. 
Cao et al. (2010) developed a powerful search tool FacetAtlas to visualize 
multifaceted relations of documents within (local) or cross (global) the document clusters 
in rich text corpora. Local relations are displayed through compound nodes and edge 
bundling techniques while global relations are conveyed through the use of a density 
map. The multifaceted data model is built with five components: entities, facets, 
relations, clusters and life to specify the concept of nodes and edges. The application is 
powerful in large-scale text analysis and visualization such as a collection of professional 
journal articles, but may not be applicable to chat analysis. 
Chuang, Manning, and Heer (2012) developed Termite, a visualization tool to 
assess topic model quality based on Latent Dirichlet Allocation (LDA) model. Termite 
uses a tabular layout to promote comparison of terms both within and cross latent topics 
by using different size of circles to represent the term frequency. Termite aims at 
visualizing the terms and term-topic distributions to extract important words from the 
document. 
TopicFlow, developed by Malik et al. (2013), is an interactive visualization tool 
to represent the evolution of twitter data. Statistical analysis is applied to preprocessed on 
the twitter dataset, and then the visualization tool is developed based on processed data. 
TopicFlow is built based on Sankey diagram where nodes representing the topics and 
paths between nodes representing the topic similarities. TopicFlow provides a high-level 
overview of the twitter stream in which only important topic information are extracted for 
the purpose of topic comparison. 
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No Free Lunch, developed by Chan and Tanin (2015), is a software system to 
improve consumer decision-making and product search through an interactive, visually-
driven web user interface. As a web application towards business, No Free Lunch collects 
customer review data and mines those unconstructed textual data so as to imply product 
recommendation. Feature extraction and sentiment analysis are two major approaches in 
text mining. In conclusion, it is an integral approach to combine text mining and 
visualization. 
Based on the reviews of various kinds of visualization tools, it can be inferred that 
there does not exist a single visualization tool that can satisfy all the visualization tasks. 
Each visualization tool is suitable for their specific tasks. Some visualization tools focus 
more on the design of representation for better visualization while others put emphasis on 
text analysis or the capability of user interaction. Therefore, in order to design and 
implement a text visualization tool specific for chat data in the context of customer 
relationship management, the general visualization model proposed by Zhang (2001) 
should be sketched first as well as the deliberate scheme to adopt text mining and 
visualization techniques. 
As the type of chat data is unstructured text, the selection of visualization tool will 
be based on those appropriate ones for unstructured text visualization. In addition, the 
noise contained in the chat data is quite difficult to filter compared to other types of text. 
Hence, converting unstructured text into structured text might be impractical and time-
consuming. In this textual data analysis, it might be a better idea to highlight interesting 
information extracted from chat data and to have the capability for users to interact with 
the original chat transcript at the same time. Among the visualization tools mentioned 
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above, Phrase Nets and FacetAtlas inspire us to use nodes and links to represent 
relationships between documents while TopicFlow becomes a more feasible reference 
because it not only displays information by nodes and links, but also provides an 
interactive way for users to view original documents side by side. Be more specific, each 
structured group of nodes represents one important chat feature (i.e. category, product, 
key terms) while links show the relationships between those features. Our visualization 
tool will put emphasis on extracting important features from chat data, displaying them in 
a structured way, and providing the original chats at the same time. 
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Method 
Data Collection 
The live chat data was collected from the corporate website of a B2B IT company 
(NetApp, Inc.) with permission. This chat data was collected from August 2014 to 
November 2015 including all chat information initiated from their US website. Yet, 
visitors from other countries also prefer to initiate live chat on the US site than visit their 
own country’s website. Visitors can initiate live chat from multiple pages on the website 
such as “Contact Us” page, “How-to-buy” page, or every product’s landing page. The 
preprocessed dataset contains about 5,000 data points. Due to the privacy reasons as well 
as the fact that visitors can be anonymous, visitor persona’s information are not included. 
Therefore, four fields are obtained from the chat data set: Chat Transcript, Create Date, 
Initiated URL and Category. An example of one record of data point is shown in Table 1. 
Noted that Chat Transcript represents only the first message from visitors rather than the 
whole conversation. 
Table 1 
Data Fields Information 
Field Name Type Description 
Initiated URL Text The page URL where visitor initiates the chat 
Create Date Date The date that visitor initiates the chat 
Chat Transcript  Text The first chat message input from visitor 
Category Text The category of chat that labeled by a 
representative when the chat is finished 
25 
Tasks 
The research goal is to build an interactive visualization tool for data analysts to 
analyze as well as interact with the live chat data for customer relationship management. 
To answer the research questions, the project involves three major analytic tasks.  
1. What is the trend of the inquiries over time? 
To complete this task, a web interactive visualization tool based on a flow 
diagram called “Sankey Diagram” is developed. A Sankey diagram is typically used to 
visualize the major flows within a system to help locate the dominant contributions in a 
system. Similar to TopicFlow developed by Malik et al. (2013), in our Sankey diagram, 
nodes represent the categories, products and top key words extracted from chat 
transcripts while paths between nodes represent the relationships between categories and 
top key words, and products and top key words. Therefore, the dominant contributions of 
categories, products, and key words are illustrated clearly to provide an overview of the 
trend of inquiries over time. 
2. What aspect of a specific product/solution are the customers concerned about? 
From the visualization tool, a specific product/solution can be filtered along with 
its distribution of categories and top key words. A top key word is determined by its high 
word frequency (stopwords excluded), which reflects its significance in the context of 
chats. When a top key word is selected, relevant chat transcripts can be retrieved with the 
word highlighted in order to help users gain the knowledge of customers’ concerns. In 
such way, data analysts could benefit from manipulating data based on their knowledge 
and judgment when interacting with the visualization tool. 
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3. Can we use chat transcripts to predict the customers’ intention on live chat? 
Currently, customer service representatives are required to assign each chat into a 
pre-defined category, but some of the chats still remain unassigned. We would like to use 
those existing correctly assigned chats as training data to perform data mining in order to 
categorize the rest of the data. And thus, chats can be programmatically classified into 
categories in the future with less human effort. 
The first two research questions are answered through the visualization tool and 
the third one is resolved from the perspective of data mining. In this project, I plan to 
solve the third question at first to help build a more effective visualization tool. 
Data Preprocessing 
In our visualization, “product name” is an important feature which is not included 
in the original chat dataset. But, having a list of NetApp’s products and solutions, there 
are three ways to determine the product name for chats programmatically. First, product 
name can be extracted from chat transcripts as visitors usually mention product names in 
the first message of their chat conversation. Moreover, visitors tend to initiate chats from 
a specific product’s landing page when they inquire about the product. So, the product 
name embedded in the page URL (i.e. /products/storage-systems/fas8000/index.aspx) can 
also be extracted to be considered as the product name for the chat. Last but not least, in 
the “Category” field from chat dataset, representatives sometimes assign the product 
name as the chat’s category which can be used as product name instead. Therefore, most 
chat’s “product name” can be extracted from these three methods with low error rates. 
As mentioned above, a chat transcript refers to the first chat message initiated by 
the visitor, which can be as short as a few words or as long as several sentences. Chat 
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transcripts with less than 5 words are eliminated because too little information are 
included.  
Category refers to the purpose of the chat such as “Support”, “Lead”, “Contact” 
that is labeled from a pre-defined list by representatives when the chat is done. However, 
as a long list of pre-defined categories, there exist many overlap and redundancy, because 
several representatives work on live chat but there is no standard rule for them to label a 
chat category. In addition to meaningful labels such as “Support” and “Lead”, some 
labels only contain product names, which are not helpful in classification to target 
marketing. There are also labels that are too general such as “General inquiry”, “Product 
general”, “Solution general” which should be assigned to a more specific category. So, 
the assigned category may not accurately represent the purpose of a chat. To address this 
problem, we reorganize the pre-defined category list, set chats with meaningless or too 
broad categories as unassigned, and merge some trivial categories into “Other” category 
to reduce the category redundancy and to obtain better classification performance. 
R programming is used to implement the preprocessing, which is a widely used 
programming language for statistical computing and data analysis. 
Data Mining for Category Classification 
Process of Category Classification. In this process, recurrent neural network 
(RNN) classifier is applied for category classification. First, all words are indexed and 
each chat transcript is initialized with a word vector from word2vec vectors which were 
trained on 100 billion words from Google News (Mikolov et al., 2013). Those words 
such as misspelled words, product names, acronyms that are not in the pre-trained dataset 
are initialized randomly. Second, chat transcripts are divided into two sets: training set 
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and test set. Training set consists of all chat transcripts that are labeled by a “Category” 
assigned by representatives manually. In training set, chat transcripts are divided 
randomly into two sets: training (90%) and validation (10%). Test set consists of all chat 
transcripts that are unassigned to any “Category”. Third, RNN is employed to train a 
predictive model on the training set and classify the test data based on the trained model. 
And then, we are able to build the interactive visualization tool to filter chats based on 
their categories among the whole data set. 
Python is used to implement RNN with Numpy and Theano packages. Numpy is 
an extension package to Python that support multi-dimensional arrays and matrices and 
high-level mathematical functions. Theano package is a library to perform operations on 
a GPU to optimize the calculation. 
RNN Classifier. RNN classifier is modeled as Figure 3. The characteristic of 
RNN is that it shares the same parameters across all steps, and thus same tasks are 
performed at each step with different inputs. For each transcript, the input layer is 
represented by word vectors. Let ω" denote the t-th word in the chat transcript with T 
words, and let x" denote its word vector. Each word vector is encoded from each word in 
this transcript sequentially. The middle layer is the hidden layer where each hidden state h" can be represented as: ℎ" = ' (), ℎ)+, . 
The gated recurrent unit (GRU) proposed by Cho et al. (2014) is employed as the 
non-linear transition function -(∙), which captures information about previous words 1,,… ,1)+, and previous hidden states 3,,… , 3)+,. The hidden state 3) is updated as 
follows 
  29 
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where 4" is the reset gate and >" is the update gate. 
Therefore, the hidden state 3G represents the full chat transcript. The output layer 
is generated from the last word vector’s hidden state 3G which serves as the input to a 
softmax classifier in order to predict the label (“Category”) for the chat transcript 
(Graves, 2013). 
Figure 3. RNN classifier model 
Web Interactive Visualization Tool 
HTML, CSS and JavaScript are the major tools and libraries to create the web 
interactive visualization tool. D3.js is a JavaScript library that visualize data with HTML, 
SVG and CSS. These techniques enable users to manipulate data in an efficient way and 
therefore, data-drive problems can be solved by human-computer interaction. 
The main interface of the visualization tool contains three components as shown 
in Figure 4 and Figure 5. Figure 4 shows the interface mockup, while Figure 5 presents 
the actual visualization interface. 
Input Level
Hidden Level
Output Level
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Figure 4. Mock up of visualization interface 
Figure 5. Interface of chat data visualization 
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In the middle panel, a Sankey diagram is displayed showing the key words and 
their connections with products and categories. In the Sankey diagram, nodes on the left 
represent the categories; nodes in the middle represent top key words extracted from the 
chat transcripts and nodes on the right represent product/solution names. The connections 
between category nodes and word nodes indicate the amount of chats that includes the 
word in that category, while the connection between word nodes and product nodes 
indicate the amount of chats about the product that includes the word. The width of the 
connection denotes the number of filtered chats. Since the vocabulary size of all chats is 
large, two methods of key words choices are presented. The first method is to select top 
20 words which occurs the most frequently in all chat dataset. The other method is to 
select top n words (e.g. n=5) in the chats of each product or category so that a set of top 
key words are extracted to assure that every product and every category are connected to 
at least n word nodes. The former method puts emphasis on the whole data set where 
some categories/products are neglected because of the small amount of data they contain, 
while the latter method treats every category/product equally.  
In the left panel, users can filter the chats by products, categories or time range 
and the Sankey diagram will change correspondingly. In the right panel, corresponding 
chat transcripts can be retrieved when the user clicks on a node or a connection, so that 
users can read the original chat transcripts to investigate more detailed information. 
When the node is clicked, chat transcripts filtered by the node information will be 
retrieved, while the connection is clicked, chat transcripts filtered by the two end node 
information will be retrieved. 
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Experimental Result 
Data Mining on Category Classification 
Implementation. 4229 out of 5066 chat data points contain meaningful chat 
transcripts that are used in category classification. Among 4229 chats, 2135 of them 
(50.5%) are training data that are assigned to a specific category. The distribution of 
training data by category is shown in Figure 7(a). For the purpose of evaluation of 
category classification, training data are randomly divided into two sets: training data 
(90%) and validation data (10%).  
Recurrent neural network is employed to train the predictive model and is 
evaluated on the validation data. Then, we apply the predictive model to predict the labels 
for test data. 
The vocabulary size of all chats is 441. Each chat transcript is initialized with a 
word vector. All recurrent matrices are initialized with orthogonal initialization (Saxe et 
al., 2014) while nonrecurrent weights are initialized from a uniform distribution in [-0:01; 
0:01]. All bias terms are initialized to zero. The number of hidden units is 512 and size 
mini-batches is 64. The training is implemented in Theano (Bastien et al., 2012) based on 
Adam algorithm (Kingma & Ba,2014) with learning rate 0.0002. 
Evaluation. Due to lack of ground truth of test data, we split the training data and 
perform evaluation on training data, where we achieve 72% and 60% classification 
accuracy on training and validation, respectively. The confusion matrix of classification 
accuracies on training data and validation data is shown in Figure 6(a) and Figure 6(b). 
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(a) Classification accuracy on training data 
(b) Classification accuracy on validation data 
Figure 6. Category distribution of training and test data set, respectively 
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(a) Category distribution of training data set 
(b) Category distribution of test data set 
Figure 7. Category distribution of training and test data set, respectively 
 
The reason why the classification accuracy is not very high is due to two factors. 
The first factor is the imbalance in the class distribution. The distribution of training data 
by category and test data by predicted category is shown in Figure 7. It is shown that the 
class distribution is imbalanced which is not the best distribution for learning a classifier 
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(Chawla, 2005). To solve this problem, a potential way is to apply re-sampling methods 
including random over-sampling and random under-sampling. Over-sampling is to 
duplicate the examples of minority classes to correct for the bias in the original dataset 
while under-sampling is to randomly drop some examples from the majority classes. It 
will be a future work to resolve the imbalance problem of the dataset to improve better 
classification performance. The second factor is human bias when manually labeling the 
chat data. Since there are several representatives assigning categories to the chat data, 
different standards are applied to determine the category for a chat from different 
representatives’ perspective. Therefore, as a real world issue, the training data is not 
perfectly classified. 
Although the overall classification accuracy is not very high, the goal of 
classification is to help data analysts focus on chats in more important categories such as 
“Lead” and “Support”. From the confusion matrix as shown in Figure 6, we can infer that 
the classification accuracy on “Lead” is much higher than the other categories, which 
meets exactly our expectation. Moreover, the recall of “Lead” category is also relatively 
high so that analysts can review more “predicted Lead” chats to avoid missing a potential 
customer. On the other hand, “Partner Program” has a low accuracy because the 
characteristics of chats from this category varies so that it’s hard to find its pattern. 
Basically, “Partner Program” category includes chats from company’s partners and 
resellers who will ask different kinds of questions involving price of products, detail 
information of products and contact information. And thus, it is hard to differentiate the 
“Partner Program” category from the others. 
To answer the third research question, the RNN classifier has a good performance 
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on some of the categories and it is indicated that if the training data is classified more 
accurately by human, the higher classification accuracy we could achieve. This will 
motivate the group of customer service representatives to refine the pre-defined category 
list and come up with a standard to categorize the chats. With a better classified training 
data set, the RNN classifier will have a better performance and therefore, based on 
classification results, data analysts can spend more time on reviewing predicted “Lead” 
chats rather than browsing every single chat to find potential customers’ concerns. 
Chat Data Visualization Tool 
To answer the first and second research questions, a chat data visualization tool is 
created as shown in Figure 5. The functionalities of the visualization tool are presented 
here first, followed by two case studies to explore the research questions based on user 
interactions with the visualization tool. 
Data Navigation Interactions. Users are able to interact with the visualization 
tool to analyze the chat data in the following ways: 
1. Multi-selection filter bar 
The filter function is similar to a library search filter that enables users to 
customize their interests in Category, Product and Date. Each item in the filter bar is 
followed by a number which indicates the number of chats in the filtered situation.  
Multi-selection is enabled in filtering Category and Product type, while date range filter 
is limited to recent 3 months, 6 months and 1 year because the amount of chat data in 3 
months is limited and users are more likely to have interests in recent chats. In the 
Product filter section, since there are too many products available, products are 
categorized into a higher level called “COLLECTION” which contains popular products 
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or series name of product family, and a lower level called “ALL” which contains all 
detailed products appeared in the chat data. There is also a product type called 
“UNKNOWN” where product names are never mentioned in the chats.  
The multi-selection filter bar helps users to investigate both the general and 
detailed information and the number followed by each item shows a straightforward 
comparison. 
2. Transition in Sankey diagram 
When filter is changed from the left panel, multiple transitions take place in the 
Sankey diagram in parallel. It helps nodes and connections move or change smoothly. In 
the meantime, if the user concentrates on one node or connection, the transition visualizes 
the variation by increasing or decreasing the height of the node’s rectangle or the 
thickness of the connection. 
3. Chats View 
All nodes in rectangle shape are clickable in the Sankey diagram from categories, 
key words to products. Connections between nodes are clickable as well. When a node is 
clicked, in the right panel of chats view, filtered chat transcripts will be displayed 
correspondingly. When a connection is clicked, chat transcripts filtered by the sector 
(category or product) and the key word will be shown. The node/connection name will be 
shown above the chat transcripts followed by the amount of chats involved. The chats 
view helps users investigate chat content individually to learn in depth. 
4. Two key word selection options 
There are two ways of key word selections presented as two radio buttons on top 
of the Sankey diagram. The default option is selecting the top 20 words from the chat set, 
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which occurs in the chats the most frequently. It aims at discovering the general pattern 
for the chat data rather than the comparison between categories or products. Moreover, 
by filtering only one specific product in one category, it presents the top 20 words for the 
product specifically so that users are able to gain the insight of the product by reviewing 
chats involving a given top word. 
The second word selection option is to select top n words for each filtered sector 
including categories and products (e.g. n=5). That is to say, the key word set consists of 
top n words extracted from each sector’s chats where overlapping could happen. Thus, 
the total number of key words is less than or equal to the number of sectors multiplied by 
n. Each key word will have the connection with all the sectors even if it is not the top 
word for that sector, however, to distinguish the top word from other words for a sector, 
the fonts of top words are larger and bolder when a sector is hovered as shown in Figure 
11. This option is designed to generate visual comparison between categories/products. 
Users can select multiple categories/products and hover on them respectively to view 
their top words as well as click on connections to view the corresponding chat transcripts 
from the right panel. 
Case Study. In this paper, we derive several usage scenarios, and explore two 
case studies to answer the research questions. 
Case Study 1. The inquiry trend about product FAS2500 over time 
From the Sankey diagram as shown in Figure 8, we can conclude that “Lead” is 
the main goal of chat analysis, and FAS2500, as an entry-level product, is the most 
frequently inquired product. In this case study, we would like to observe the inquiry trend 
about product FAS2500 in the “Lead” category. We filter “Lead” alone from all 
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categories, and “FAS2500” alone from all products. Four time range options are 
provided, so it enables users to filter chats by recent 3 months, 6 months, 1 year and the 
whole time range (one year and half). Figure 9 shows the diagram of “FAS2500” and 
“Lead” filtered by different time range and the key words are selected as the 20 most 
frequently occurred in all filtered chats.  
 It is illustrated that “power” and “storage” are always the top words that 
customers concern about. By reviewing the chats involving “power”, we find that the 
power consumption for the product FAS2500 is often asked by the visitors when they are 
considering purchasing the product. However, it is hard to find the power consumption 
information on FAS2500 product page on the corporate website. Thus, the visualization 
tool helps us find the knowledge gap between customers and the business. 
Figure 8. Sankey diagram of all categories and all collections of products with top 20 
words 
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Figure 9. Filtered Sankey diagram of “Lead” and “FAS2500” only with top 20 words  
 
When comparing the inquiry trend of the product in different time range, we find 
out that visitors care more about the features of FAS2500 than the price in recent days as 
shown in Figure 10. For the whole time range (recent one and half year), “price” and 
“quote” are asked more frequently, but in recent 6 months, visitors have more questions 
about power consumption, drives, and product related solutions. 14% of the chats include 
“price” or “quote” in the whole time range, while only 8% of them in the recent 6 
months. In order to investigate whether visitors’ buying interests shift to other products, 
we compare other popular products in recent 6 months and the whole time range. It turns 
out that many products have the same pattern that visitors’ buying interests decreased in 
the recent 6 months. 
  41 
Figure 10. Sankey diagram within recent 6 months 
 
Case Study 2. Visitors’ interests in a variety of products in category “Lead” 
and “Support”, respectively 
In this case study, we select five popular products and we are interested in the top 
five words for each product in category “Lead” and “Support”, respectively as shown in 
Figure 11. The set of key word nodes is a set including top five words in each product in 
the given category, so a key word may occur as top words for two or more products. 
Moreover, we show the connection between every product and every key word even if 
the word is not in the top five. The top five words for each product are different from 
other words by using larger and bold fonts. 
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Figure 11. Sankey diagram for categories/products comparison 
First, we compare top five words for category “Lead” and “Support” among all 
selected products. It is shown that the top five words for “Lead” are “storage”, “solution”, 
“power”, “data” and “cloud”, while the top five words for “Support” are “storage”, 
“power”, “series”, “find” and “support”. We find out that power consumption is a big 
concern for both existing and potential customers. In addition, potential customers have 
more interests in learning storage solutions, while existing customers are likely to find 
more detailed information about a specific product. 
Second, we look into each category respectively. In “Lead” category, For FAS 
family (FAS2500 and FAS8000), words “storage” and “power” are among the top words 
indicating that visitors’ interests lie in the storage system and the product’s power 
consumptions. However, for E-series, compared with FAS family, visitors care much less 
about “power” but its “series”. That is to say, visitors are likely to consider FAS products 
as individual products yet E-series products as a series. For DS-Series, visitors inquire 
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more about “disk shelf” and “SAS drive”, while for Cloud products, “data” and “backup” 
solutions are more important.  
On the other hand, in “Support” category, visitors look for tech-spec and tech 
support for FAS family products. Many visitors refer the product’s tech-spec page link in 
the inquiry to address that they are not able to find the specific information they want. By 
reviewing the questions asked by visitors, we can add their desired information to the 
corresponding tech-spec pages. For E-Series, customers have more questions about its 
controller including software download and installation. For DS-Series, power 
consumption takes the major concern as 3 out of 5 top words are about power 
consumption (power, supply and watts). Cloud product, as a newly introduced one, gain 
less chats in “Support” than in “Lead” since the product is brand new and thus, less 
customers adopt it within one year. 
 
44 
Conclusion and Discussion 
Having shown the visualization tool to peers from Digital Marketing at NetApp 
including a data analyst, a project manager, a senior manager of web development team 
and a lead web developer, they propose two ideas based on the analytic results from the 
visualization tool.  
The first idea is a product compare page suggested by the web dev manager and 
the lead web developer, which contains products’ detailed information (e.g. tech-spec) 
that customers concern about. They would like to find missing information from the 
visualization tool and fill the gap in the corporate website. The web team focus more on 
task 2 to learn customers’ different concerns about different products. They suggest to 
create a product compare page to include information fields of multiple products where 
the order of the information fields is dynamically changing by month according to the 
analytic results from the visualization tool. And therefore, the priorities of information 
fields are determined based on visitors’ interests in real-time to maximize their buying 
interests.
The second idea is to integrate the visualization tool with NetApp community 
which is an online forum for existing customers to gain support and ask question about 
products. The visualization tool is capable of presenting frequently asked questions so 
that it makes easier for community users to find the questions and spend less time waiting 
for answers.  
In order to help maximize sales lead, the project manager has more interest in the 
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first task to investigate product trends over time. He also illustrates that he would like to 
review every single chats that including words like “price”, “quote” to learn visitors’ 
buying interests. In addition, when a product promotion happens, the visualization tool 
can help analysts to validate if the promotion leaves a positive influence on visitors by 
checking if the inquiries about the product in the “Lead” category increases comparing to 
other products. 
In the design and building phase of the visualization tool, the data analyst helps to 
improve the filter bar section because she is more familiar with the original live chat 
dataset. Previously, the data analyst has to read the chats one by one in a datasheet, but 
now, by using the visualization tool, she can investigate product trends as well as learn 
more about customers’ general interests. Moreover, she will also become the bridge 
between us and live chat service representatives. The data analyst can summarize a list of 
important categories and products from the visualization tool to help those 
representatives improve their pre-defined category list as well as create a new “product 
name” field in the original chat dataset so as to simplify the data preprocessing for the 
visualization tool. In all, the visualization tool would be a powerful statistical analysis 
tool if customer service representatives, data analysts and web developers are engaged 
more actively. 
Besides, there are still some future work that can be done. In this paper, data 
mining and visualization are processed separately because data mining is not necessary if 
chats are already classified. Currently, the category classification accuracy of data mining
 is not very high due to the inaccuracy of training data classification and imbalanced 
dataset. Having this visualization tool, we intend to engage customer service 
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representatives into data analysis, so that they will understand clearly about the goal of 
chat visualization and refine their standard of chat classification. In addition, over-
sampling and under sampling method can be applied to resample the training dataset in 
order to correct the imbalance class distribution of the dataset. When a large amount of 
accurate training data is obtained, the data mining classification accuracy will increase 
based on the advanced data mining algorithms. On the other hand, data mining on 
category classification can be eliminated if representatives are able to categorize every 
single chat. And then, it will be much easier to preprocess the chat data and obtain the 
visualization more effectively and efficiently. The updating cycle of the visualization tool 
can be dramatically shortened and simplified. 
In conclusion, in the process of chat classification, the category classification 
accuracy achieves 72% and 60% respectively on training and validation set, which is not 
very high due to the imbalanced distribution of the dataset as well as the human bias 
when manually labeling the training set. But, for the major class “Lead”, the 
classification accuracy is 87% and 84% respectively, which helps improve targeting 
potential customers effectively. Based on the interaction with the designed visualization 
tool, we are able to find the trends over time not only in general but also for a particular 
category or product. In addition, through viewing key words and original chat transcripts, 
we can summarize the patterns of each individual product. Last but not least, two options 
of key word selection allow users to compare categories/products both in general and in 
specific. Therefore, the visualization tool can help to validate and even refine the product 
promotion strategy, as well as provide evidences to issue missing information on the 
corporate website. 
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