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Abstract
This work comprises an investigation of the fluid mechanics of nasal airflow, primar-
ily using computational fluid dynamics simulations, though with some flow visuali-
sation experiments. The objective of the work is to provide a basic understanding
of the flow phenomena that in turn govern transport and exchange processes in the
nasal airways. In keeping with the goal of elucidating the basic fluid mechanics,
simplified models of the nasal cavity airway were considered together with two rep-
resentative realistic models. Computations were performed using a commercially
available 3D laminar finite-volume solver (Fluent 6.3.26, ANSYS), for steady and
unsteady flow conditions.
The reduced models replicate the steady pressure loss vs. flow curve found in
realistic geometries, and in the unsteady case, confirm the validity of simple in-
ertance modelling to deduce the form of the pressure-flow loop. By selective in-
clusion/exclusion of a simplified middle turbinate, the simulations reveal how the
turbinate redirects and controls inspired air. In the absence of the middle turbinate,
large scale instabilities were observed in the cavity flow and their strength and dis-
tribution were seen to increase concomitant with increasing flow rate. It was further
identified that the inclusion of this turbinate reduced large scale flow instability and
that flow partitioning was predominantly determined by the impingement of the
inspiratory jet on its surface.
The consequence of the narrow mean passage width characteristic of the nasal
airways is explored by comparing an idealised 2D model with 3D geometries of
increasing calibre. A strong interrelationship was found to exist between geometric
and flow characteristics. In particular, the narrow width of the normal nasal airways
is shown to exert a strongly stabilising effect on the mean flow during inspiration. In
3D, whereas increasing calibre width is associated with a progressive destabilisation
of the flow, for the same inspiratory flow rate, there would be a concomitant drop
in maximum velocity. The computational results moreover detail the evolution of
the time-dependent flow within the simplified anatomies and the instability at the
margins of the inspiratory jet are shown to compare well with those found in flow
visualisation experiments.
In the last part of the thesis, steady modelling of the flow in the anatomically
realistic geometries is used to investigate their heat and water exchange capacity as
well as the characteristics of particle transport and deposition. These results are
related to those found in the idealised models.
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Chapter 1
Introduction
1.1 Background and Motivation
The nose performs various physiological functions during breathing, such as filtering,
heating and humidifying inspired air as well as olfactory perception. To accurately
ascertain how the nose functions it is important to consider the distribution of
the airflow within. The air-conditioning capacity of the nose, which ensures that
inspired air is sufficiently warm and humid so as to protect the fragile respiratory
system, benefits from rapid throughput whereas olfactory sensing requires retention
of odorant molecules and, hence, longer residence times.1 Once flow regimes are
well understood, the filtration efficiency of the nose can be used for targeted drug
delivery either to vascularised nasal mucosa for uptake to circulation or to specific
areas of the respiratory tract for local action. A good understanding can also lead
to a better insight into the transport of toxic airborne pathogens to the nasal airway
as well as the physiological impact of operative procedures.
The complexity of the nasal cavity results in several difficulties when measuring
the real (in-vivo) flow characteristics of the nose, limiting investigations to global
measures such as pressure drop. The inaccessibility of narrow nasal passageways
prevents good in-vivo measurement, as well as the fact that any introduced instru-
mentation would perturb the local flow field. Therefore we must rely on experimental
(in-vitro) and computational (in-silico) investigation to garner a greater understand-
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ing of the flow regime. In-vitro studies are free from concerns over patient health
and can provide pertinent flow data such as 2-dimensional velocity fields. However,
some important variables such as 3-dimensional velocity fields, temperature, humid-
ity and wall shear stress (WSS) distributions remain difficult to capture. In-silico
studies can give precise measurements of a range of variables but must be ensured
by validation. Dense meshes are required to accurately resolve flow fields along with
the correct setting of the boundary conditions governing the flow, be it the physical
boundary or the nature of the flow entering the cavity. It is therefore clear that
experimental and computational studies come hand in hand - whilst in-vitro studies
do not resolve the flow to the detail of in-silico studies, the latter requires a strong
empirical footing to ensure any findings are well informed. It is, of course, impor-
tant in both these cases that the reproduced nasal model maintains an accurate
representation of the nasal cavity.
This research investigates the mechanics of flow in the nasal airways, primarily
by developing and applying computational modelling methods. The variability and
complexity of nasal airway geometry, the unsteady and in part transitional nature
of the flow depending on breathing regime, and coupling to the mucosal surface all
present major challenges. The research considers appropriate modelling of the ge-
ometry, and the design of computational tests which can then be validated against
experiments. Current prediction techniques and their limits are investigated, pri-
marily using semi-idealised model tests which are nevertheless representative of the
characteristic geometry and airflow dynamics found in-vivo. Techniques for im-
proved prediction are then considered, with application to more realistic airway
geometries and boundary conditions.
1.2 Nasal Physiology and Anatomy
The human nasal cavity consists of two separate non-symmetric cavities, each start-
ing at its respective naris (nostril), separated by the septum and merging at the
nasopharynx (Figure 1.1).2 The visible external nose is only a small portion of the
total airway, approximitely the same as the nasal vestibule which terminates at the
2
nasal valve. This is typically the part of the cavity with the smallest cross sectional
area3 and accounts for approximately half of nasal resistance.
Figure 1.1: Schematic of the anatomy of the interior human nasal cavity
shown in the saggital plane (left)2 and with a coronoal slice of
the airspace (right)
Air is inhaled through the naris, converges through the nasal vestibule and ex-
pands from the nasal valve into the main cavity. Here, three bone and cartilage
structures (the turbinates) intrude into the cavity forming thin passageways known
as meatuses. The turbinates also provide an increase in surface area, which benefits
heat and mass transfer processes. Posterior to the turbinates, where the septum ter-
minates, the left and right cavities merge into the nasopharynx. The inner surface
of the nasal cavity is lined with highly vascularised mucosa. The mucous layer traps
inhaled particulates and also tranfers water from the body to its surface, where it
is then evaporated into the air. This provides both heat and moisture to condition
air to body temperature and humidity before reaching the pharynx. The olfactory
apparatus is located in the upper nasal cavity, where the olfactory receptors ex-
tend into the mucous layer lining the nasal walls. The olfactory region accounts
for around 10% of the nasal area, itself around 150cm2.4 Odorant molecules dif-
fuse through this layer and, upon arrival at the receptors, trigger chemical signals
that are sent to the brain for beneficial purposes (smelling food, flowers) or defence
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(sensing chemical danger). A detailed description of the human nasal anatomy is
given by Mygind and Dahl (1998).5 The nasal boundary is not fixed, however, and
can change with the nasal cycle, where a change in airway calibre is controlled by
vasodilation and constriction of the nasal mucosa. This is found to occur around
every 200 minutes, though this can change with each subject.6 The boundary can
also change in response to forced inspiration (for example a sniff causing alar col-
lapse) or external stimulus (congestion due to illness). Defence mechanisms such as
alterations in passage size and mucosal secretions highlight the adaptability of nasal
airways to external challenges.1
The complex internal anatomy of the nasal cavity plays a central role in de-
termining the flow dynamics and, hence, enabling it to perform its many diverse
physiological functions. Filtration of large particles (> 5µm diameter) is achieved
by nasal hairs (vibrasse) protruding from the walls of the nasal vestibule, whilst
approximately half of particles between 2 − 4µm diameter are deposited on the
nasal mucosa. Particles trapped on the nasal mucosa are transported at rates of
3−25mm/min (with an average value of 6mm/min) back to the throat where they
are swallowed. Nasal inspiration requires more effort than oral breathing although
the latter does not provide much of the air conditioning benefit of the vascularised
mucosa - air is inhaled at around 23°C and 40% humidity and is conditioned to
37°C and 98% in the nose.7, 8 Air generally is of density of 1.225kg.m−3 and vis-
cosity of 1.7894 × 10−5kg.m−1.s−1. Expired air can then be used to increase the
heat and humidity in the cavity and it is thought that this warm, humid air is
directed to olfactory region in exhalation, potentially providing an optimal climate
for sensing.9 Typically, the lung has a resting tidal volume of 500ml (5 × 10−4m3)
and a restful breathing frequency of 0.2Hz, which corresponds to a typical mean
inspiratory/expiratory flow rate of 100ml.s−1 (1 × 10−4m3.s−1).10 The unsteady
character of the flow was estimated using the non-dimensional Strouhal number.
This was found to be less than 0.2, thus implying quasi-steady flow,11 although for
flows of this complexity this assumption remains questionable in the absence of fully
time-dependent simulations.1
4
1.3 Modelling Nasal Function
Simulating nasal airflow poses many modelling challenges, including the definition
of the nasal anatomy being modelled. The extent of the modelled domain must be
considered as the external face, for example, will have an effect on the profile of
inspired air. Any modelling requires simplification whilst maintaining an accurate
representation of what is being modelled. This simplification can allow ease of fab-
rication and access to in-vitro study whilst simultaneously reducing computational
cost. However, even small simplifications may produce large differences in the flow
characteristics.
Replica geometries for experiment and computation are generally reconstructed
from in-vivo computed tomography (CT) or magnetic resonance imaging (MRI) im-
age datasets. These pixellated projections can nonetheless produce some uncertainty
when it comes to reproducing the geomety of the narrow nasal passageways. MRI
generally requires projection of much thicker image slices, so CT is preferable to
maintain a more accurate representation of the cavity. Whilst these imaging tech-
niques record the physical anatomy, the resolution achievable is limited and, hence,
there is inherent uncertainty in airway definition. Cadaveric anatomies can be im-
aged or cast to provide well defined boundaries, though they may display artificially
high levels of decongestion due to shrinking of mucosal tissue post mortem. The
manual reconstruction from scanned images is the most time consuming and error
prone step of creating a model nasal cavity. Other issues that affect the modelling
of nasal cavities include differences between an idealised geometry and real mor-
phologies, the reality that the airway boundary is time-varying, differing subject
morphologies and inter and intra individual variations. Climate adaptation is also
thought to cause individual differences.12 For example, the reported nasal valve area
range is variously quoted as 20−60mm2,13 30−40mm214 and 46−115mm2.15 Most
researchers have studied patient specific anatomies16–18 although in some cases ide-
alised models are created. For example Doorly et al. (2008a)1 created a model with
the ostia to the sinuses omitted, and fine dividing structures in the upper cavity not
well modelled (though little flow occurs here so gross characteristics are not signif-
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icantly altered). Also, the septum was straightened and the nasal valve simplified
whilst the area was matched to the anatomical case.1 An averaged nasal cavity was
attempted by Liu et al. (2009)19 although the cavity surface was severely stepped
which will result in significant artefact in the solution.
It is ultimately desirable to model the full nasal breathing cycle, although this
has limitations. It has been shown that the pressure-flow loop for a nasal anatomy
shows hysteresis for steady and unsteady flows, with larger differences at higher
mass flux.20 However, in both in-vitro and in-silico study realistic flow up to the
nasopharynx is difficult to replicate due to the dynamic nature of the respiratory
tract as well as the secondary flow patterns found in air leaving lungs. CT scans are
also rarely extensive enough to contain these descending airways. Experimentally
pumping control is not capable of producing a waveform realistic to the breathing
cycle. The modelling of inspiratory flow allows detailed investigation of a single
passageway as the non-physiological flow around the nasopharynx would have little
effect on the flow in the main cavity. This type of interrogation can also cover other
interests such as particle deposition which can give insight on both toxcicology and
nasal drug delivery.
1.4 Experimental Modelling of Nasal Airflow
Most experimental studies have used scaled up models to enable measurement at
greater spatial and temporal resolution. This can be pertinent when investigating
the small scale and high frequency instability found at elevated flow rates. There
are three main experimental techniques employed when investigating nasal airflow
- flow visualisation, point-wise velocity and particle image velocimetry (PIV). Flow
visualisation involves the straightforward assessment of flow patterns and steadiness
across a range of Reynolds numbers (Re). The most common forms of this involve
the observation of dye filaments in water18 or of smoke filaments in air.21 The flow
patterns can then be captured photographically and further interrogated with regard
to flow separation and unsteadiness, although few quantitative measures of the flow
can be derived.
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Swift and Proctor (1977)22 combined point-wise velocity measurements (cap-
tured using a small Pitot device) and dye-visualisation. Girardin et al. (1983)23
used laser doppler anemometry. This uses the backscatter of light from particu-
lates travelling through a laser beam in the flow. This light is measured relative to
an original beam of light and the Doppler shift used to calculate the speed of the
flow. Hahn et al. (1993)21 and Schreck et al. (1993)24 used hot-wire and hot film
anemometry respectively. These techniques use an electrically heated element which
is then cooled by the flow. This cooling alters the resistance of the element and a
relationship between the resistance and the flow speed can be derived. These tech-
niques are only suitable for analysis of steady flows. In PIV particle laden fluids are
captured photographically at high frequency. Successive images are then used to de-
rive local displacements and velocities. This technique relies on an unimpeded view
of the flow, thus transparent models are developed25 and fluids are used where the
refractive index is matched to that of the model in order to provide an undistorted
image.
1.5 Computational Modelling of Nasal Airflow
Computational fluid dynamics (CFD) studies solve the equations that govern flow
on a computationally discretised domain giving a precise measure of pertinent flow
variables. An overview of the steps required to perform such a study is given by
Bailie et al. (2006).26 CFD can give detailed measures of airflow characteristics such
as velocity and pressure profiles as well as measured quantities such as temperature
and wall shear stress. Several constraints must be applied to ensure that the solution
is well informed. An accurate definition of the airway boundary must be provided.
The boundary will have large influence on the flow as Reynolds numbers are of
O(1000). Many studies have been performed on anatomies with artefacts which
will affect the resulting flow regime, although smoothing methods are available such
as those of Gambaruto et al. (2009).27 The defined volume must be sufficiently
well meshed to capture the inherent flow features and gradients. Poor mesh density
will artificially retard flow in fine channels and becomes problematic when spatial
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accuracy is important. Block structured meshes are applicable although only to
simplified models. The absence of near wall elements prevents the capture of the
high velocity gradients typically found in the boundary layer. Zhao et al. (2004)28
found that without these elements it was impossible to resolve the flow accurately or
conisitently. Sensible boundary conditions must be applied such that the behaviour
of the flow at the extents of the domain properly represents the phenomena being
modelled. The influence of the inflow configuration is a significant assumption. The
profile for quiet breathing is typically laminar like, with less steep near-wall slopes
than a sniff.11 A flat profile is commonly used,29–31 though a pipe-flow leading to the
naris has also been modelled, equally using a flat velocity profile32 and a parabolic
profile.33, 34 Keyhani et al. (1995 and 1997)11, 35 used experimentally derived pro-
files from Hahn et al. (1993),21 whilst a pressure condition has been applied at the
naris27, 36 and at an external face.37 The correct selection of solver parameters must
ensure that the solution itself is performed accurately. Convergence must be mon-
itored to check the evolution of the solution where the residuals should reduce as
the solution advances. It is important to note that a poor mesh and poor selection
of boundary conditions can still lead to a converged solution.
Increased flow rates in the nose lead to instability in the flow. Unsteady effects
observed in boundary layer instablity and developed pipe flow are not relevant in
the nose as separated boundary layers and formation of shear layers are prevalent.
However, similarities can be drawn to the flow observed over a backward facing
step, where flow separation and formation of vortices occur. Barkley et al (2002)38
observed that instability can be observed over a backward facing step above Reynolds
numbers of 700, as shown by figure 1.2.
Turbulence models can be used but require empirical validation. In fact, nasal
airflow is usually of a transitional nature, hence known turbulence models such as
those applied by Weinhold and Mlynski (2001)3 and Lindemann et al. (2004)36 are
not usually suitable. Any assumption of steady mean flow, however, is not suitable
for accumulative processes such as deposition.12 The fact that the period of the
inhalation cycle is an order of magnitude greater than the mean flow transit time
indicates that assumptions of quasisteady flow are reasonable.1
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Figure 1.2: Neutral stability curve for a backeard facing step flow.38 The
shaded area represents the presence of linear instabilty
Doorly et al. (2008a)1 observe that the effectiveness of convective transport
depends on the flow dynamics, which in turn can be characterised by the Reynolds
number. During restful breathing flow can attain a peak Reynolds number of 1000
and, hence, the flow can be considered to be inertially dominated. The highest flow
velocities in the nasal cavity are typically found at the nasal valve3 posterior to
which a high-speed jet is formed. Keyhani et al. (1995)11 however found the highest
air speeds along the nasal floor with the inspiratory jet giving second lower peak in
the middle of the cavity. The impact of this jet on the middle turbinate, and the
anterior part of the inferior turbinate, results in the formation of fresh boundary
layers, with resultant regions of high wall shear stress. WSS is an indicator of
the mechanotransduction mechanism for epithelial cells to respond to the external
environment. Hence, sites of high WSS indicate increased heat and mass exchange.1
This is believed to be the primary function of the turbinate structures.39 It was
found that the normal range of volumes of the inferior and middle turbinates has
little influence on this intranasal air conditioning capacity.40 Zachow et al. (2009)9
suggest that the high velocity flow induced by the inspiratory jet travels through
the middle meatus resulting in a pressure difference at the sinus ostium which serves
9
to ventilate the sinuses. Some studies have observed that a vortex forms posterior
to the nasal valve and plays an important role in mixing inspired air during flow
development. Furthermore, flow reaching the upper cavity was found to originate
directly in front of the nose and to pass through the anterior tip of the nostril,29
whilst a medial stream originates from the central nostril and a ventral stream from
the base of the nostrils.30 It is evident that the size and orientation of the nasal valve
plays a significant role in providing the necessary flow dynamics to achieve effective
nasal physiological function. However, it should be noted that factors including the
geometry of the external and internal nose will also influence airflow patterns within
the cavity.
Several numerical studies have investigated the fluid mechanics of nasal air-
flow, including Subramaniam et al. (1998)29 who found that flow within the nasal
vestibule became increasingly complex with increasing flow rate and that streamlines
from the anterior nostril exhibited helical flow patterns. The core flow was found
to pass through the mid-height of the cavity, and was found to originate from the
posterior aspect of the nostril. Doorly et al. (2008b)12 found airflow to be predom-
inantly laminar with mild flow instability confined to the inspiratory shear layer at
higher flow rates.12 Similarly, Keyhani et al. (1995)11 observed that the profile for
quiet breathing was laminar-like, with less steep near-wall velocity gradients than
found during a sniff, where flow was found to be turbulent throughout.11 In fact,
whether the flow is laminar, transitional or turbulent is strongly dependent on the
individual anatomy and flow rate being considered and requires significant experi-
mental or computational endeavours to be determined accurately.12 The pressure
drop across the airways was found to vary from ∼ 2Pa to ∼ 9.7Pa for the same
inspiratory flow rate and for different subject anatomies, though the distribution
of this loss was found to be similar.1 An increased pressure loss was found during
sniffing and was associated with alar collapse,11 which can occur at increased flow
rates (e.g., ∼ 45L.min−1 or 750ml.s−1). The change in airway calibre was found
to be less than 20% for pressure drops up to ∼ 30Pa.41 WSS values were found to
be highest (∼ 0.5Pa) near the nasal valve, though with more decongestion (i.e. a
smaller middle turbinate and larger nasal valve), wall shear levels reduced by 50%.1
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1.6 Modelling of Deposition in the Nasal Airway
For many reasons, the nasal airway is a more efficient particle collector than the oral
airway. Advantages of nasal drug delivery include ease of administration, the hugely
vascularised mucosa, relatively high permeability, a large surface area for drug tar-
geting (provided by the curved nature of the turbinates) and avoidance of first pass
metabolism.30 The target site for drug delivery depends on therapeutic output. Lo-
cally acting drugs are targeted at the middle meatus to treat, for example, sinusitis,
whereas the turbinates and their walls are targeted for systemic drug delivery due
to better absorption. The olfactory mucosa are targeted for direct nose-to-brain
transport. This is the same for pollutant particles, whereby the potential health
risks depend on the area of deposition due to different epithelial types and clear-
ance mechanisms.30 Particle size also plays a part in deposition, with particles of
diameter less than 5nm of particular interest as they are rapidly absorbed and have
enhanced therapeutic or toxic impact.32 Nanoparticle diffusion is also believed to
occur in the mucous layer, which may alter any assumption of perfect absorption.32
Several studies, both numerical and experimental, have been performed to anal-
yse deposition in the nasal airway. Shi et al. (2006)32 found that, experimentally,
diffusion was the dominant deposition mechanism for particles of diameter < 5µm.
Computationally, using the decoupled mass transfer equation to model transport
and deposition, strong secondary velocity fields were found to be a major factor
in driving nanoparticles into meatus regions during inhalation. It was also found
that the decelerating phase of inhalation generated higher deposition than the ac-
celerating phase due to the effect of kinetic particle accumulation. Ultrafine particle
deposition efficiencies in the olfactory region were found to be around 0.5%.32 Cheng
(2003) also found that deposition was dominated by the diffusion mechanism, and is
a function of the Schmidt (Sc) and Reynolds (Re) numbers, for particles of diameter
< 5µm whereas for particles of diameter > 5µm deposition is dominated by the in-
ertial mechanism and is a function of the Stokes number.42 It was also found that in
the diffusion dominated regime, the normalised surface area is the critical dimension,
whereas in the inertia/impaction dominated regime, the minimum cross sectional
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area is critical. Furthermore, there was a difference in deposition efficiencies between
child and adult anatomies due to differing geometries.
Kelly et al. (2004)43 investigated the deposition efficiency of ultrafine particles
(d < 0.15µm) and found that diffusion governed deposition of particles < 0.03µm,
and for particles above this diameter the deposition efficiency was < 10%. It was
also found that small differences in nasal airways have little effect on deposition and
that there is no efficient deposition mechanism for particles of diameter between
0.03µm and 0.15µm. The deposition was found to increase when turbulent tracking
was applied as opposed to mean flow tracking.43 Schroeter et al. (2006)30 found that
deposition efficiencies in different regions of the cavity were 53% at the nasal valve,
20% at the turbinates and 3% in the olfactory cleft. It was found that there was
zero transport to the olfactory region from the posterior naris, a fact that is useful
for drug delivery that must avoid the upper airway.30 It was also found that for nor-
mal, restful breathing particles of diameter > 18µm were completely deposited, with
the middle turbinate exhibiting twice as much deposition as the inferior turbinate.
However, deposition of particles of diameter 1µm was overpredicted due to mesh
coarseness at the boundary. Wang et al. (2009)44 investigated the deposition of
nanoparticles and micron particles. It was shown that the majority of micron par-
ticles were deposited near the nasal valve and some on the septum in the turbinate
region whereas the deposition of nanoparticles was more evenly distributed. The in-
fluence of the release positions was found to have a small effect near the nasal valve
for micron particles where for submicron particles there was an additional change
around the turbinate region where particles released from the anterior naris were
deposited in the upper nasal valve and the middle/upper turbinate region and those
released from the posterior naris landed in the lower valve and the middle/lower
turbinate region. It was also shown that for micron particles an increase in parti-
cle diameter and flow rate resulted in an increased deposition efficiency whilst the
opposite was true for nanoparticles.44
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1.7 Thesis Overview
This thesis aims to characterise the inspiratory airflow through the human nasal
cavity by utilising simplified models which nonetheless capture the key geometrical
features that influence the flow. A better understanding of the flow regime within
human nasal airways will increase the understanding of how the nose performs func-
tions such as the heating and humidifying of inspired air and filtration and mixing of
inhaled particlulates. This will in turn impact positively on areas such as drug de-
livery, toxicology and the influence of surgery. Simplified models permit the simple
interrogation of how changes in geometry, such as the selective inclusion or exclu-
sion of internal structures, differences in cavity dimensions or changes to the inflow
conditions, influence the flow.
Whilst previous studies, documented in this chapter, provide some insight into
nasal airflow they have been limited by a variety of factors. These include the
consideration of single subject anatomies thus lacking comparison to other anatomies
or internal changes to the airway, simplifying the nasal anatomy without proper
consideration of all effects on the flow regime, poor validation of experimental or
computational studies through lack of comparison and assumption of given inflow
profiles, which may affect airflow patterns downstream.
The research presented here attempts to investigate nasal airflow whilst giving
particular consideration to the above issues in order to give a more complete under-
standing of the function of the human nose. Clearly at this stage it is not feasible to
fully investigate the sensitivity of nasal airflow and physiological functional perfor-
mance to all variables. Two substantial issues come to the fore in terms of questions
unresolved by previous work: Does gross simplification of the geometry preserve
essential flow and transport features? What is the effect of an artificial inflow? The
first question relates to whether there are fundamental flow features which depend on
simple gross geometrical features, whilst the second is extremely important in relat-
ing experimental studies (such as Kelly et al. (2004)43 and Ho¨rschler et al. (2003)33)
of steady and unsteady flow and deposition to real anatomy. These fundamental
questions underlie the investigations described in the subsequent chapters.
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First the methodology is detailed, noting that at each stage sufficient effort was
taken to ensure the independence of the model studies to factors including the mesh
density, time-step of unsteady formulations and parameters of additional models
such as those used to model the discrete phase and heat and water exchange.
Next, both steady and unsteady formulations are used to identify the impor-
tant flow features of both idealised and anatomically realistic nasal geometries. The
relation between flow rate and pressure drop is investigated with steady simula-
tions permitting the simple interrogation of flow and comparison of idealised and
anatomically realistic models. Using an unsteady modelling approach, the relation
between full inhalations and intermediate steady solutions is investigated. The se-
lective inclusion or exclusion of an idealised middle turbinate in an idealised model
allows a study of how a simplified turbinate redirects and controls inspired air in a
time-dependent flow formulation. The influence of the turbinate on flow instability
within the cavity, the partioning of the global flow regime and the heat and mass
exchange capacity of the nose is investigated. Engineering commonly uses cross
flow obstacles to augment heat and mass transfer, with the penalty of increased
pressure loss. The human nose highlights the efficiency of baﬄes which only partly
obstruct the flow through the cavity. Using the idealised geometries the effects of
any changes in airway calibre can be easily identified. In both two-dimensional and
three-dimensional geometries the saggital dimension is altered to produce models of
different airway calibre and the nature of the flow and any instability are analysed,
and again the heat and mass exchange function of the nose is interrogated.
In order to investigate the effect of the inflow condition on the flow in the cavity
an artificial pipe inflow was applied leading to the naris, with the observed flow
compared to that with a simple flat naris. Developed and fluctuating profiles were
then applied with a flat naris and compared to cases with an inflow channel. Some
attempt was then made to compare the simulations to experimental findings using
dye visualisation in scale models of the airway.
Finally, the nasal function of anatomically realistic models was investigated.
Two models were employed with steady modelling of the flow used to investigate
the heat and water exchange capacity of the models and their particle transport
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and deposition characteristics, with both qualitative and quantitative analysis of
the deposition function of each case compared to the idealised model.
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Chapter 2
Modelling Methods
2.1 Introduction
This chapter discusses the motiviation for the research before outlining the mod-
elling processes employed to garner a better understanding of airflow in the human
nasal airway. The steps taken to develop idealised models are detailed before the
computational methods used are outlined. These include the discretisation of the
domains into computational grids and then the numerical methods applied to solve
the governing flow equations on these grids. A convergence study is detailed which
serves to ensure that the solutions of any simulation are independent of the time-step
and mesh used as well as any introduced flow perturbations. The applied boundary
conditions are discussed and post-processing methods described. Finally there is a
description of the experimental procedures employed.
2.2 Thesis Motivation
The objective of this research is to characterise the dynamics of nasal airflow in
order to better understand nasal physiology and in turn gain further insight into
the potential of the nose for drug delivery, its susceptibilty to toxic particles and
the impact of surgical procedures. The fluid mechanics of flow in the nose must be
understood before any reliable conclusions can be drawn. These mechanics can be
affected by changes in nasal anatomy and the onset of instability in the flow. This
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instability must be characterised and its effect on the overall flow in the cavity must
be evaluated.
Many studies have attempted to gain insight into nasal function, though they
have been limited by focusing solely on a single nasal anatomy, regarding a single
type of boundary condition at the inlet to the cavity, investigating complex flow
mechanics without considering the implications to the global nature of the flow and
failing to marry both in-vitro and in-silico investigation. This research attempts to
cover some of these areas and thus further our understanding of the function of the
human nose.
Idealised models are generated in order to reduce the complexity of the nasal
anatomy and decompose the problem into more readily investigable areas. This
permits more simple interrogation of the turbinate function whilst simultaneously
allowing good experimental access for validation of computational testing. Idealised
models also afford the flexibilty to easily alter other structural features, such as flow
calibre, which can have an effect on the stability of the flow within the domain.
To investigate the nature of this instability, different inflow geometries were
constructed in order to produce various flow profiles at the naris. This provides an
understanding of how the nature of inhalation can govern the internal flow dynamics
of the cavity. Once the various effects on instability of the flow are known, insight
can be gained into how medicinal and toxic particulates are transported through
the nasal airway as well as the impact of surgical procedures on the function of the
nose.
Finally, the relation to flow in anatomically realistic nasal models is investigated.
Although idealised models offer many benefits to the modelling process, the conclu-
sions drawn will be compromised by the idealisation itself. It is therefore important
to relate the modelling efforts to a realistic case and find how the flow mechanisms
compare.
In the interest of brevity, not all findings of the research are incorporated; instead
only those results pertinent to the questions posed in this and following sections are
presented and discussed.
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2.3 Model Definition
Initially it was decided to investigate the characteristics of the flow through the nasal
cavity using idealised models. These would allow rapid interrogation of pertinent
flow features and variables whilst simultaneously allowing easy visual access in-vitro.
Two-dimensional models were developed and then extended into three dimensions.
In these cases the impact of the middle turbinate would be investigated. Finally
more anatomically realistic models were considered.
2.3.1 Idealised Models
A virtual model of the nasal airway was reconstructed from CT image stacks of
a healthy patient, which were segmented to form a computational model of the
airspace (Amira, Mercury Computer Systems Inc.). The geometries used in this
study were generated from this three dimensional anatomically realistic nasal geom-
etry.
The Rhinoceros NURBS modelling software (Rhinoceros 4.0, Rhino3D) was used
to study the subject anatomy and to create four idealised model types: two 2D
models, one with and one without a representative middle turbinate structure, and
two 3D models, again one with and one without a representative middle turbinate.
The middle turbinate is the main impaction site for the inspiratory jet that emanates
from the nasal valve as well as having a large role in the division of flow within the
cavity, hence its function is of high interest. The flexibility provided by the use of
idealised models allows us to include or exclude the middle turbinate and, hence,
allows its impact on the flow to be investigated.
The 2D models were created by projecting the outline of the 3D anatomical air-
way laterally, thus producing a 2D airway. Sections extracted through the turbinate
region of the anatomically realistic nasal geometry were used to define an idealised
turbinate structure, based on the average area of all extracted sections. The indi-
vidual section with the closest corresponding area was then analysed, and measures
of height, width, aspect ratio and centroid coordinates were determined.
These data were then used to calculate an aspect-ratio and area matched ide-
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alised rectangular profile to represent the turbinate structure, which was positioned
within the 2D outline based on the determined centroid locations. It was decided
to model only the middle turbinate, as this structure is known to have a more sig-
nificant impact on the flow regime than the other structures, namely through the
redirection of inhaled air, as an area of high wall shear stress and thus high heat and
mass exchange, and as an impaction site for inhaled particulates. Given the data
derived from the anatomically realistc model, it was decided to model the turbinate
as a grossly rectangular structure. This would enable the modelling of the important
geometrical characteristics of the anatomically realistic structure whilst facilitating
computational modelling and lending itself to ease of replication for use in an ex-
perimental sense, where visual access in all dimensions is key. To ensure a realistic
flow around the turbinate, the corners of the rectangular structure were rounded in
order to reduce the formation of corner vortices, which would not be apparent with
the presence of a real turbinate. Two models were produced, one defined simply by
the outline of the geometry and one that additionally contained the idealised middle
turbinate.
Figure 2.1 shows a comparison of the size and positioning of the turbinates be-
tween the anatomical case and the equivalent generated model. As can be seen,
there is good agreement between the two with both model turbinates falling within
the extremes of their anatomical equivalents. The slightly smaller size of the mod-
elled turbinates is explained by the fact that the anatomical depiction shows the
largest part of the turbinate and the modelled versions represent an averaged value
taking into account the tapering of the turbinates in the in-plane direction.
The limitations of this approach are that it only allows the investigation of
some particular flow features and that, in reality, the turbinate intrudes only partly
into the cavity, allowing flow to the side, as well as above and below. This is
clearly not possible in two dimensional models, though they do however identify some
interesting features as well as serving as a stepping stone towards three dimensional,
more realistic cases.
Corresponding 3D models were then created by extruding each of the idealised
2D models laterally, by a distance determined to be representative of the typical
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Figure 2.1: Comparison of dimensions of idealised and anatomically realistic
turbinate structures
airway calibre, found to be 3mm. These models allow the effects of the lateral walls
to be investigated in comparison to a 2D case, where the cavity has an effective
infinite span. The walls can be expected to greatly limit the formation of vortical
structures in the 2D cases by allowing weaker structures to be damped out through
viscous effects caused by the proximity of the lateral walls. In order to investigate
the effect of a change in the calibre of the airway, this extrusion dimension was
increased and additional models were created with calibres of 5mm and 10mm.
Furthermore, the inflow condition was of interest. To this end, both 2D and 3D
models were created with an additional 5cm straight ’pipe’ inflow leading to the
naris. In the 3-dimensional case, a converging inflow was also added in order to
relate the flow found computationally to that found in-vitro. These geometries are
shown in figure 2.2.
2.3.2 Anatomically Realistic Models
Once the idealised models are thoroughly interrogated it is important to investigate
the correspondance of the solution to anatomically realistic cases. Two existing
models were employed to investigate the flow within a realistic human nose. The
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Figure 2.2: Visual representation of the straight and converging inflow ge-
ometries
models were created by segmenting CT image stacks obtained with permission from
the ENT Deepartment of St. Mary’s Hospital, London. Inflow and outflow ex-
tensions were attached to the replica geometry and silicone models were created
using rapid prototyping and inverse-casting procedures. These models were then
re-scanned and segmented to form the computational models that would be meshed
and used for simulations. The surfaces created were triangulated (Rhinoceros and
Gambit 2.3.16, Fluent Inc., Lebanon, USA) before volume meshing was performed
(TGrid 4.0.16, Fluent Inc., Lebanon, USA) yielding an unstructured mesh with a
core of tetrahedral elements and five prism layers adjacent to the wall to model the
boundary layers. Each geometry was meshed with 4.2 million elements. The con-
struction of these models is discussed in more detail by Taylor et al. (2009)45 and
a comparison of the cross-sectional area distributions for the anatomically realistic
subject and the 3mm idealised cavity is shown in figure 2.3, with the evolution of
cross sectional area realative to the nasal valve presented in table 2.3.2.
2.4 Computational Methods
The methods available for computationally solving flow regimes are well-developed
and used commonly in the aerospace industry. A commercial meshing tool (Gam-
bit) was used to discretise the computational domain and a commercial finite volume
solver (Fluent 6.3.23, ANSYS Inc., PA, USA) used to solve the governing flow equa-
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Figure 2.3: Cross-sectional area distributions of the models where X repre-
sents the inter-slice distance between successive area centroids,
where Subject A is depicted by the dashed line, Subject B the
solid line and the 3mm idealised model the dotted line
Geometry Naris Nasal Front of Rear of Nasopharynx
Valve Turbinates Turbinates Nasopharynx
Subject A 1 0.48 1.88 1.41 0.82
Subject B 1 0.61 1.74 1.29 0.71
Idealised 1 0.46 2.23 1.69 0.32
Table 2.1: Evolution of cross sectional area relative to the area at the naris
for anatomically realistic subjects A and B and the idealised
geometry
22
tions on this mesh. The geometries used for the computational models would also be
used in experiment in order to facilitate comparison and validation of the phenomena
observed and the modelling methods employed.
2.4.1 Modelling Assumptions
In order to set up the computational simulation several modelling assumptions must
first be investigated and verified. This can be done through empirical means or
through calculation of a number of parameters descriptive of the flow field. Where a
characteristic dimension is required for the calculation of parameters the hydraulic
diameter at the nasal valve is used, given by:
DH =
4A
P
(2.1)
where A is the cross-sectional area and P the section perimeter. A typical pas-
sageway gap width could also have been used, though as the two dimensions are
comparable the hydraulic diameter has been chosen given its application to pipe
flows.
In all cases in this study the flow is modelled as laminar. In reality, airflow
through the nasal airway is thought to be unstable, being transitional rather than
fully turbulent. This is shown through experimental study where high speed imaging
of dye visualisation has shown that the observed structures are laminar and localised
to the shear layer formed by the inspiratory jet. The laminar solver should therefore
accurately model any high frequency instability found in the nasal cavity for flow
rates up to 200ml.s−1.
Many studies have modelled the unsteady features of cyclic flow using steady
assumptions. Due to the complexity of the nasal anatomy it is difficult to prove the
verity of this assumption, although certain fluid dynamics parameters can be used
to investigate further, namely the Strouhal number (St) and the Womersley number
(Wo). The Strouhal number describes the relation between the quasi-steady and
oscillatory portions of an oscillating flow and can therefore be applied to a nasal
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breathing cycle.
St =
fDH
U
(2.2)
where f represents the breathing frequency and U the mean fluid velocity. The
Womersley number (α) similarly relates the flow frequency to the viscous flow effects
and is given by
α = DH
(
ωρ
µ
)1/2
(2.3)
where ω represents the angular frequency of the breathing cycle, ρ the fluid den-
sity and µ the fluid viscosity. In the idealised-three-dimensional and anatomically
realistic cases the Strouhal number (∼ 2.5 × 10−3 and 3 × 10−3 respectively) and
Womersley number (2.3 and 2.7 respectively) are both relatively low, allowing quasi-
steady flow to be assumed. This is reinforced by the fact that the ratio of transit
time to breathing period is low. It is, however, important that some simulations will
require a time dependent formulation in order to accurately resolve features such
as the onset of flow, the development of flow instability and Lagrangian particle
deposition.
In some fluid dynamic studies a change in the fluid temperature can result in
density variations which in turn lead to changes in the buoyancy properties of the
flow. To ascertain whether these forces dominate over viscous forces, the Grashof
number (Gr) can be used.
Gr =
gβ∆TDH
3ρ2
µ2
(2.4)
where g represents acceleration due to gravity, β the thermal expansion coeffi-
cient and ∆T the difference in temperature between the fluid and the wall. The
Archimedes number (Ar) is used to assess the effects of natural convection on the
flow regime.
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Ar =
Gr
Re2
(2.5)
It was found that the natural convective forces were significantly smaller than the
forced viscous forces in each case and therefore thermal effects on the flow could be
neglected.
Furthermore, the Mach number (Ma) for the flow, given by
Ma =
U
a
(2.6)
where a represents the speed of sound, was found to be much less than 0.3, hence the
flow can safely be modelled as incompressible. This means that it is not necessary
to model acoustic compression or expansion waves which can cause a large increase
or decrease in pressure. The fact that changes in density are insignificant also leads
to the more likely occurrence of vortex shedding.
2.4.2 Governing Equations
Once the assumpions mentioned previously are verified, the Navier-Stokes equations
can be reduced to:
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇ρ+ µ∇2v (2.7)
where v represents the fluid velocity, ρ the fluid denisty and µ the fluid viscosity.
The assumption that thermal effects are negligible gives the continuity equation:
∇.v = 0 (2.8)
Fluent discretises the partial differential Navier-Stokes equations into a system of
algebraic equations which are solved nuumerically. More information on this process
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is available in the Fluent User Guide.46 This results in the generalised transport
equation:
∂
∂t
∫
V
ρφdV +
∮
A
ρφV.dA =
∮
A
Γ∇φ.dA+
∮
V
SφdV (2.9)
where t is the flow time, ρ the fluid density, φ the scalar quantity of interest, V the
velocity vector, A the surface vector, Γ the diffusion coefficient, ∇φ the gradient
of φ and Sφ the source of φ per unit volume. The solver iterates over each mesh
element evaluating the surface and volume integrals for each variable.
For heat transfer, Fluent solves the energy equation in the following form:
∂
∂t
(ρE) +∇. (−→v (ρE + p)) = ∇.
(
keff∇T −
∑
j
hj
−→
J j + (τ¯eff .
−→v )
)
+ Sh (2.10)
where E is given by
E = h−
p
ρ
+
v2
2
(2.11)
and enthalpy h is defined by
h =
∑
j
Yjhj +
p
ρ
(2.12)
where Yj is the mass fraction of species j.
Fluent adds contributions due to mass transfer only to the momentum, species,
and energy equations, where the source term is given by:
mp = −mpiqj (2.13)
for phase p and
mq = mpiqj (2.14)
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for phase q where, mpiqj is the mass transfer rate per unit volume from the i
th species
of phase p to the jth species of phase q
2.4.3 Solver Parameters
All simulations used the laminar viscous solver in double precision, whether using
the 2D or 3D solver. Diffusion terms are calculated at the centroid of each mesh
element using a 2nd-order central-difference scheme. The implicit solver was used
due to lower memory requirements and higher stability than the coupled solver. For
steady simulations the SIMPLE (Semi-Implicit Method for Pressure-Linked Equa-
tions) algorithm was used to enforce convergence. The momentum equations are
solved using the current pressure field before the face fluxes are corrected to en-
force mass convergence and the pressure field updated. For unsteady flows the
Non-Iterative Time Advancement (NITA) scheme was used with 2nd-order temporal
accuracy and the fractional step algorithm. This algorithm decouples the momen-
tum and continuity equations by solving the momentum equation then correcting
face fluxes to enforce mass convergence and update the pressure field (to 2nd-order
accuracy).
2.4.4 Convergence Criteria
The simulations are iterated until the monitored convergence residuals fall below a
given value. This ensures that the solution to the simulation changes by a sufficiently
small amount from one iteration to the next that it can be considered accurate.
The residuals monitored were continuity and all three velocity components. For
steady computations the residuals of momentum and continuity were converged
below O(10-6) whereas for unsteady simulations this value was set at O(10-5) in
order to reduce large computational times.
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2.4.5 Discrete Phase Model
The governing equations of the Fluent discrete phase model (DPM) are described
in the Fluent User Guide,46 although some pertinent features are described in this
section.
The DPM predicts the trajectory of a particle by integrating the force balance
on the particle, which is written in a Lagrangian reference frame. This equates the
particle inertia with the forces acting on the particle, and can be written as:
dup
dt
= FD(u− up) +
gx(ρp − ρ)
ρp
+ Fx (2.15)
where Fx is an additional acceleration term, gx is the gravitational acceleration,
FD(u− up) is the drag force per unit particle mass and:
FD =
18µ
ρpd2p
CDRe
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(2.16)
Here, u is the fluid phase velocity, up is the particle velocity, µ is the molecular
viscosity of the fluid, ρ is the fluid density, ρp is the density of the particle, and dp
is the particle diameter. Re is the relative Reynolds number, which is defined as:
Re ≡
ρdp |up − u|
µ
(2.17)
When the effects of Brownian motion are included in the additional force term,
components of the Brownian force are modeled as a Gaussian white noise process
with spectral intensity Sn,ij given by:
Sn,ij = S0δij (2.18)
where δij is the Kronecker delta function, and:
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S0 =
216νkBT
pi2ρd5p
(
ρp
ρ
)2
Cc
(2.19)
T is the absolute temperature of the fluid, ν is the kinematic viscosity, and kB is
the Boltzmann constant. Amplitudes of the Brownian force components are of the
form:
Fbi = ζi
√
piSo
∆t
(2.20)
where ζi are zero-mean, unit-variance-independent Gaussian random numbers. The
amplitudes of the Brownian force components are evaluated at each time step and
incorporated in the additional force term, Fx, in equation 2.9.
When Brownian motion effects are included, a form of the Stokes-Cunningham
drag law is used. In this case, FD is defined as:
FD =
18µ
dp
2ρpCc
(2.21)
The factor Cc is the Cunningham correction to Stokes’ drag law, which can be
computed from:
Cc = 1 +
2λ
dp
(1.257 + 0.4e−(1.1dp/2λ)) (2.22)
where λ is the molecular mean free path.
When a particle reaches a physical boundary (e.g., a wall) Fluent applies a
discrete phase boundary condition to determine the fate of the trajectory at that
boundary. In this thesis, the “trap ”condition was used, which terminates the tra-
jectory calculations and records the fate of the particle as “trapped”.
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2.5 Simulation Definition
Each constituent part of a computational simulation must be sufficiently well defined
in order to accurately produce a well resolved flow regime. In this section, each of the
computational mesh, time step, inflow condition, discrete phase model and boundary
conditions are discussed and optimised.
2.5.1 Mesh Generation
The computation of airflow must be conducted on a discretised version of the defined
airway. This mesh must be well constructed with respect to the envisaged flow
regime, as even a poor mesh can give a converged solution. A suitable mesh can
be achieved by reducing cell volume in areas of high velocity gradient, restricting
the cell growth rate and ensuring a minimal cell skewness throughout the domain.
The meshing tool Gambit (Gambit 2.3.16, Fluent Inc., Lebanon, USA) was used to
discretise both the two and three-dimensional models.
That the mesh density must be sufficient to resolve local flow gradients has
important implications for modelling in the nasal airway due to the high speed jet
that emanates from the nasal valve and the associated shear layer. High frequency
instabilities are present within this shear layer for certain flow rates, thus the mesh in
this area must be sufficiently dense to capture these phenomena. A steady increase
in element size must also be maintained in order to avoid any truncation error
associated with an over rapid transition. A size function, whereby the element size
and growth factor along a line is defined growing to a defined maximum cell size,
was applied in the region of the shear layer to ensure the required mesh density in
this region. The parameters of these functions for each geometry are detailed in
table 2.1.
To accurately capture the velocity profile at the wall, as well as values such as
WSS, the mesh must be sufficiently dense in these areas. To that end, a quadrilateral
boundary layer mesh was applied to every wall in the geometries using an aspect ratio
based algorithm. This allowed the boundary layer element to grow at a sufficient rate
from the walls to correctly model the boundary layer flows, and to create a smooth
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Geometry Without Turbinate With Turbinate
Initial Element Size (mm) 0.04 0.04
Growth Factor 1.04 1.04
Maximum Element Size (mm) 0.4 0.3
Table 2.2: Parameters used to describe the size function governing the mesh
distribution for two dimensional geometries
interface with the elements of the flow domain (whilst simultaneously maintaining
the growth defined by the size functions). It was found that the total number of
boundary layer elements was determined by the overall mesh resolution, with the
suitable number of rows selected to ensure a smooth transition between the near-
wall mesh and the rest of the domain. The parameters of the specific boundary layer
meshes are detailed in table 2.2.
Geometry Without Turbinate With Turbinate
First Aspect Ratio 13 10
Growth Factor 1.2 1.2
Rows 8 8
Table 2.3: Parameters used to describe the boundary layer growth from the
wall for two dimensional geometries
The remainder of the domain was then meshed using paved triangular elements.
While quadrilateral elements are usually preferred when meshing a geometry, this
is usually only practical in geometries of a uniform nature, not something such
as a complex nasal cavity. It was therefore decided that in this case, triangular
elements would sufficiently mesh the domain without incurring the high complexity
and meshing times associated with applying quadrilateral elements.
2.5.2 Simulation Independence
Before simulations are run it is imperative to ensure that each element used is
sufficiently defined to accurately model the flow. Although coarse meshes and large
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Geometry Coarse Medium Dense Ultra-dense
SF - Initial Element Size (mm) 0.15 0.07 0.04 0.027
SF - Growth Factor 1.04 1.04 1.04 1.035
SF - Maximum Element Size (mm) 1 0.5 0.3 0.2
BL - First Aspect Ratio 13 13 10 8
BL - Growth Factor 1.2 1.2 1.2 1.2
BL - Rows 8 8 8 8
Number of Elements 29914 71492 146202 281034
Table 2.4: Parameters used to create meshes of varying density for mesh
convergence tests. SF = Size function, BL = Boundary layer
time-steps are desirable due to reduced computational cost, a compromise must be
reached in order to maintain sufficient accuracy in the solution. These parameters
are set by monitoring and comparing average vorticity magnitude across the domain,
as well as vorticity magnitude at two points in the shear layer and the total pressure
drops (∆P ) over three different time steps and four mesh densities, keeping all else
constant in order to view the effects of change. The details of these new meshes are
listed in table 2.3. and the locations of the monitors used are shown in Figure 2.4.
Also discussed are the inflow condition and the various parameters of the discrete
phase model.
2.5.2.1 Temporal Convergence
Two things to primarily consider when setting the time step were the Courant-
Friedrichs-Lewy (CFL) condition, which sets a maximum time step dependent of
a minimum length interval and the flow velocity, and the need to resolve any high
frequency instability in the flow. For the mesh used to investigate the time step, a
minimum length was calculated from the smallest element area, and resulted in an
approximate maximum time step of 2.46ms, as shown below.
∆t =
∆x
u
= 0.00246s (2.23)
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Figure 2.4: Location of surface and point monitors for grid convergence test-
ing
Taking into account the fact that, in experimental work, high frequency periodic
instability in the shear layer was found to be aproximately 500Hz, a time step of
2×10−4s was initially chosen in order to provide ten measurements along one period
of the instability.
Temporal convergence tests were then carried out for 6 different time steps,
ranging from 5 × 10−4s and 1 × 10−6s. It was found that there was only a small
difference in the evolution of the monitored variables (∼ 2% for average domain
vorticity and ∼ 5% for the total pressure drop) between the 1× 10−4s case and the
much smaller cases, with a high gain on simulation time, as shown in figures 2.5 and
2.6.
There was no high frequency oscillation found even at the smallest time step,
confirmed by plots of vorticity magnitude over the domain at certain points in time.
Therefore, a time step of 1× 10−4s was sufficient, as it satisfies the CFL condition,
provides relatively good accuracy and provides several time-steps to resolve a single
period of the expected high-frequency flow instability.
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Figure 2.5: Comparison of average domain vorticity for varying timesteps
on a medium density mesh of a single turbinate geometry, at
a flow rate of 200ml.s−1 and a forcing amplitude of 1%. Note
that the y-axis is offset from zero.
Figure 2.6: Comparison of total pressure drop for varying timesteps on a
medium density mesh of a single turbinate geometry, at a flow
rate of 200ml.s−1 and a forcing amplitude of 1%
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2.5.2.2 Spatial Convergence
To test the convergence in space of the model (i.e. the required mesh density to
resolve the flow), four meshes of varying density were created and monitored values
compared. Each mesh created approximately doubled the number of elements of
the previous mesh, providing a significant increase in density between models. The
parameters of each mesh and the associated simulation are shown in table 2.4. Note
that the CFL values are based on the smallest cell area and largest global velocity
rather than local values.
Mesh Density Coarse Medium Dense Ultra-dense
Number of Elements 29914 71492 146202 281034
Q (ml/s) 200 200 200 200
Re 2400 2400 2400 2400
Minimum Area (m2) 2.21× 10−5 1.17× 10−5 6.08× 10−6 3.66× 10−6
∆t to satisfy CFL (ms) 4.698 3.414 2.465 1.912
∆t used (ms) 0.1 0.1 0.1 0.1
Computation time (hrs) 1 7 21 70
Table 2.5: Parameters used during simulations run on meshes of varying
density for mesh convergence tests
As is shown in table 2.4 the time-step used (as found by the study of convergence
in time) satisfies the CFL condition for every case. It was found that for the values
monitored, the percentage difference in output was significant between the 3 most
coarse meshes (∼ 5% for average domain vorticity and ∼ 10% for the total pressure
drop), compared to a negligible change between the dense and ultra-dense cases
(∼ 1.5% for average domain vorticity and ∼ 5% for the total pressure drop). This
is evidenced in figures 2.7 and 2.8. Due to the hugely increased computational
time when using the ultra-dense mesh, and the fact that the output values were
relatively similar, it was decided to proceed with the dense mesh, with 146202 and
135568 elements for the geometries with and without turbinates respectively.
Figure 2.9 shows a comparison of vorticity contours for each of the meshes at 0.5s
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Figure 2.7: Comparison of average domain vorticity for meshes of vary-
ing density on a single turbinate geometry, at a flow rate of
200ml.s−1, a time step of 0.1s and a forcing amplitude of 1%
Figure 2.8: Comparison of total pressure drop for meshes of varying density
on a single turbinate geometry, at a flow rate of 200ml.s−1, a
time step of 0.1s and a forcing amplitude of 1%
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into an unsteady simulation. The coarse mesh is evidently unable to capture any
of the flow instability captured in the other cases. A small change is seen between
the medium denisty mesh and the two higher cases, between which there is little
difference.
Figure 2.9: Vorticity contours on four meshes of varying density at 0.5s with
a timestep of 1× 10−4s
2.5.2.3 Inflow Perturbation Convergence
In order to resolve any instability found in the shear layer it is important to real-
istically replicate the boundary condition found at the inlet of the domain in-vivo
and in-vitro. It is therefore necessary to introduce a series of random spatial and
temporal perturbations across the inlet. The majority of the spectrum will decay
but certain sensitive wavenumbers will be amplified and impact upon the instability
in the domain. These perturbations are applied in a way that allows easy manipu-
lation of the inlet velocity and the size of the applied perturbations. An example of
the Fluent UDF (User Defined Function) code for this application is attached as an
appendix of this thesis.
After initialisation of the variables the number of elements along the inlet are
counted and an array of this size is assigned which will contain the values of the
perturbed velocities. Perturbations are then created as a percentage of the user-
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input inlet velocity and the sum of the fluxes through each element of the inlet is
then calculated by using the element areas and multiplying. A correction factor, the
ratio of the sum of calculated fluxes to the expected flux over the whole boundary,
is then applied and these velocities applied at the inlet.
For the two-dimensional simulations, perturbation convergence tests were carried
out to obtain the most suitable level for the perturbations as a percentage of the
inflow velocity - not so high as to artificially induce instability in the flow and not
so low as not to have any effect. It was shown that, in fact, temporal evolutions
of vorticity at two points in the shear layer, as well as average vorticity in the
domain, at different levels of forcing were plotted on the same line, indicating an
independence to the size of the perturbations (2.10). However, simulations with
high levels of forcing failed to converge adequately and it was decided to proceed
with a forcing level of ±0.5%.
Figure 2.10: Comparison of average domain vorticity for different levels of
inflow perturbation forcing on a medium density mesh of a
single turbinate geometry, at a flow rate of 200ml.s−1 and a
time step of 0.1s
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2.5.2.4 Discrete Phase Model Convergence
It was decided to run the DPM in steady state as an unsteady formulation increased
the simulation time dramatically. In this configuration, the model takes a steady
flow solution and calculates the particle trajectories from a given injection in the
flow regime. Several parameters were required to ensure that the model accurately
calculated these trajectories.
The maximum number of time steps used to compute a single particle trajectory
must be set. When exceeded, the trajectory calculation for the current particle in-
jection is abandoned and reports the trajectory fate as incomplete, with its positions
and velocities up to that point recorded. The limit on the number of integration
time steps eliminates the possibility of a particle being caught in a recirculating
region and being tracked indefinitely, although it must be sufficiently high to ensure
the particles are able to transit the domain. The step length factor is the num-
ber of times that a particle trajectory is evaluated as it traverses a computational
cell. Regarding the numerics of the DPM, the tolerance is the maximum relative
error which has to be achieved by the tracking procedure and the maximum number
refinements defines the number of iterations in one single integration step. These
parameters were varied until a sufficiently small change was observed from one value
to the next. A summary of chosen values is shown in table 2.5.
Max. number of steps 100000
Step length factor 5
Tolerance 1× 10−7
Max. number of refinements 10
Table 2.6: Parameters used during simulations using the discrete phase
model
Furthermore, the number of particles injected into the domain would also have an
impact on the deposition results. Several injections were tested and the domain split
into 3 sections in the coronal direction from the nasal vestibule to the nasopharynx.
The deposition results of the various injections, each of 10 micron particles in subject
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A at a flow rate of 100ml.s−1, are presented in figure (2.11). The fraction of deposited
particles in each section plateaued to values within ±0.2% for increasing numbers
of injected particles, with similar results obtained when splitting the domain in the
axial direction. It was therefore decided to proceed with injections of the order of
100000 particles.
Figure 2.11: Deposition fractions for injections of varying numbers of parti-
cles for sections of the geometry divided in the axial direction
2.5.3 Boundary Conditions
In all computational cases the walls of the nasal cavity were modelled as rigid with a
no-slip condition fixing the velocity at the surface. Air with a density of 1.225kg.m−3
and viscosity of 1.7894 × 10−5kg.m−1.s−1 was used as the Newtonian fluid at tem-
perature 300K. Generally, Dirichlet velocity profiles were assigned at the inlet to
the domain to define the flow rate of air through the model. In this case the outlet
was defined as a simple outflow. Where a cyclic flow was considered, a flow direc-
tion was set in order to avoid errors caused with backflow through each of the open
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boundaries.
In most cases nasal inspiration is investigated, with a constant, uniform inspira-
tory velocity applied at the inlet to the domain. This is representative of a plateau
in a realistic inspiration (figure 2.12) and would allow a more simple interrogation
of the flow and the challenges associated with modelling nasal airflow.
Figure 2.12: Plot of flow rate against time for a nasal inspiration of a healthy
adult for both normal breathing and a sniff47
2.6 Post-processing Methods
In the idealised models, where the flow regime is able to be sensibly visualised
by taking a cross-section of the geometry, vorticity is depicted to visualise flow
phenomena in the olfactory region, as well as high velocity gradients such as shear
layers, where flow instability may occur. The presence of these phenomena will have
a large influence on the physiological function of the nose and thus it is of great
interest to investigate when and where they occur within the cavity. Wall shear
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stress distributions are also plotted in many cases as these tend to correlate with
areas of heat and mass exchange and aerosol deposition. In laminar flow, the wall
shear stress is defined by the normal velocity gradient at the wall as:
τw = µ
∂v
∂n
(2.24)
The contours of field data are generally shown at the saggital midplane of the
idealised geometries, although in some cases coronal sections are taken in order to
analyse the streamwise flow. These sections were taken at 35mm and 75mm from
the front of the nasal vestibule and their position in the domain is shown in figure
2.13. Also depicted are four points in the upper cavity used to monitor the build up
of inhaled scalar quantities.
Figure 2.13: Image of the idealised nasal cavity with the positions of coro-
nal slices used to analyse streamwise flow and points used to
monitor scalar quantities indicated
When displaying the results of the discrete phase model it was of interest to
weight the deposited particles by their inlet velocity in order to reflect the relative
quantities included in high velocity regions of the inlet compared to low velocity
regions. As the DPM was applied to steady models of the flow, this weighting would
introduce an unsteady element to the representation of particles, taking into account
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the increased number of particles that would transit the domain for an inhalation
of a given time. A Python script was written to calculate the original velocity of
each trapped particle and this was related to the average particle velocity at the
naris. Further Python scripts were written in order to output the time at which
inhaled particles are either trapped or leave the domain and to display pertinent
data on particle tracks. these scripts are included in an appendix at the end of this
document.
2.6.1 Exchange Modelling
In order to simulate the heat and mass exchange capacity of the various nasal ge-
ometries a model was employed that would replicate the function of the mucus layer
that lines the cavity. The mucus layer performs the role of transporting heat and
water from the body to the air and it is generally found that on the interface of the
layer and the air that the temperature and mass fraction of water will not match
that of the body. Previous studies have either neglected the mucus layer or ignored
the effect of latent heat, which has an important influence on the evaporation of
water from the layer. This model attempts to address these issues.
As the layer is constituted in reality of 95% water, it is assumed that the modelled
layer has the properties of water liquid. The ample blood supply from the capillaries
lining the nasal cavity means that the assumption can be made that the temperature
on the body side of the layer remains constant. A value of 34°C is chosen in line
with that used by Kumahata et al. (2010).48
Figure 2.14 depicts the mucus layer between the body and the air, where the
body is assumed to be at a constant temperature TB . The thickness of the mucus
membrane is δmemb and the temperature at the mucus-air interface is TI . There
will be a heat flux qmemb through the membrane, a one-dimensional function acting
normal to the boundary, which is positive when travelling from the body to the air.
The heat flux through the airis qair where at the interface qmemb = qair. This can
be used to find TI . The body is assumed always to have 100% relative humidity.
wmemb is the water flux through the membrane and wair is the water flux in the
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Figure 2.14: Schematic of heat flux through the mucus layer
neighbouring air.
The air-mucus interface must be at saturation point in order for it to be in the
liquid water state. Therefore an approximate function relating the mass fraction of
water to the temperature at 100% relative humidity is used, taken from a psychro-
metric chart relating the temperature to the humidity ratio. The function is given
as:
YI = (2× 10
−5)T 2 + 0.0003T + 0.0025 (2.25)
where YI is the mass fraction of water at the mucus-air interface.
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The water supplied by the body will move through the membrane and to the air-
mucus interface. Assuming that this water is entirely evaporated from the surface
to become a part of the air water mixture in the cavity, the heat flux from the body
will be required to both raise the temperature of the air and heat all of the water
particles sufficiently to change state from liquid to vapour. It can then be written:
qmemb = kmemb
∂T
∂n
(2.26)
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and
qair = kair
∂T
∂n
+∆Hw˙ (2.27)
where ∆H is the latent heat of evaporation of water, and w˙ is the amount of water
being transported through the membrane per unit area per second. These must
match at the air-membrane interface, from which the air-side membrane temperature
can be determined. The pricipal vehicle of mass transfer is evaporation (little water
is trsanferred as droplets), with the limit being the saturation point of air. Further,
the gradients of mass concentration in air are very small.
The air-water mixture is modelled as an incompressible ideal gas, with the spe-
cific heat capacity Cp taken as the constant value 1005.9Jkg
−1K−1, the thermal con-
ductivity k at 0.0268Wm−1K−1 and the kinematic viscosity ν at 1.66× 10−5m2s−1,
both also assumed constant. The diffusivity D of air and water is set to be 3.0 ×
10−5m2s−1 and the latent heat of evaporation of water at nasal-tissue temperature
is ∆H = 2.411 × 106Jkg−1. It is assumed that there is zero water flux anterior to
the nasal valve. Further detail on this model can be found in the work of Crammond
(2011).50
2.7 Experimental Methods
To perform dye visualisation studies on the idealised nasal geometry a physical
model of the domain was created in perspex. The use of the idealised geometry
coupled with the construction in perspex allows easy visual access to the domain
and simple interrogation of the flow features. Water is circulated through the model
and dye filaments introduced at pertinent locations in order to give a clear picture
of the flow features and structures at different flow rates. The computational results
could be compared with the in-vitro tests providing a degree of validation of the
computational methods employed. The geometry used experimentally is a twice
scale model of the 3-dimensional computational geometry with inflow and outflow
tubes added (Figure 2.15). The location of an optional turbinate insert can also be
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seen. This resulted in a single planar constrained flow path free from the interposed
turbinate structures found in the true nose. The model was made at twice scale
to give a higher spatial resolution allowing more simple interrogation of the flow
behaviour. The flow rates to be studied were 100ml.s−1 and 200ml.s−1 of air through
the true nose section. Where the report refers to these flow rates, this means that
specific flow rate in air, not the real flow rate through the model.
Figure 2.15: Geometry of model used for experimental flow visualisation
2.7.1 Scaling and Similarity
The specific flow rates to be studied are for airflow in the actual nose, thus dynamic
similarity analysis is necessary to find the appropriate flow rates of water in the twice
scale model and match the Reynolds number of both flows. This would ensure that
the balance of inertial and viscous forces is maintained and that the experimental
flow was dynamically similar to that which would be found in a real nose.
The Reynolds number is given by:
Re =
UD
υ
(2.28)
46
where U represents the flow velocity, D a characteristic length scale and υ the
kinematic viscosity of the fluid. We need to control the flow rate, Q:
Q = UA (2.29)
where A represents the cross-sectional area of the channel through which the flow
is travelling. The model section is double-scale of the real geometry, giving:
Dm = 2Da;Am = 4Aa (2.30)
where the subscripts m and a represent the model dimension and the anatomical
dimension respectively. Therefore, in order to match the Reynolds numbers of the
real and experimental flows, we require:
Rem =
QmDm
υmAm
=
QaDa
υaAa
= Rea (2.31)
thus:
Qm2Da
υm4Aa
=
QaDa
υaAa
(2.32)
which then gives a flow rate in the model of:
Qm = 2Qa
υm
υa
(2.33)
Since the kinematic viscosity of water was highly temperature dependent, a range
of required flow rates for their corresponding temperatures of water were calculated
for the running of experiments, since even the small steps in temperature required
appreciably different flow rates to retain dynamic similarity. A table of these is
attached as an appendix. For the experiments the Reynolds number varied between
700 and 1600, ensuring laminar flow at all times.51
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2.7.2 Experimental Setup
Figure 2.1651 shows the setup of the experimental flow loop. The flow is driven
by a pressure head provided by an elevated reservoir with an overflow pipe which
maintains a constant level of water and therefore constant pressure difference be-
tween the system inlet and outlet. Water runs from the mains through a pipe to
the reservoir tank and into a diffuser in order to damp disturbances in the reservoir.
Immediately before the model nasal airway the flow passes through a diffuser and
straightener in order to give the flow a flat velocity profile at the inlet. The flow then
passes through the nasal section and neutrally buoyant ink is injected to visualise
the flow features. This injection leads to a build up of dye and resultant clouding
within the model hence the the flow loop is non-recirculating in order to maintain
visual clarity. Image sequences are captured by use of a high speed camera (VDS
Vossku¨hler HCC-1000). To show the shear layer in high spatial detail, a high resolu-
tion digital camera (Canon Eos 350D) is used. A 0.2mm light box (Electroluminate,
custom made) is situated behind the test section to provide extra illumination, also
allowing reduced exposure time of the camera and thus higher frame rates. The
flow exits the model outlet to the exit nozzle. A clamped exit valve is used to alter
the flow rate and nozzle attached to the outlet conditions the flow so it is smooth
and unperturbed. As in the computational investigations, a set of experiments was
performed on a medial passageway model and then repeated with the turbinate in
place.
For accurate flow visualisation, the injected ink mixture was required to be neu-
trally buoyant in water. Small amounts of pure ethanol were added to the pure ink
(Parker Quink) until a match was achieved. To verify the buoyancy of the mixture,
a cylindrical column was filled with water the ink mixture slowly injected at the
centre of the column using a pipette. Depending on the tendency of the mixture to
float or sink in the water, more ink or ethanol was added to the mixture until it had
no deviation from its vertical position and could be considered neutrally buoyant.
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Figure 2.16: Configuration of flow loop for experimental flow visualisation
2.7.3 Experimental Procedure
Several parameters were regularly monitored in order to ensure the reliability and
repeatability of the experiments. To ensure that the kinematic viscosity of the fluid
is correctly utilised, the temperature is constantly checked (accurate to ±0.1°C) and
any variation in viscosity was noted. The flow rate measured through the model
was monitored using timed volumetric measurements of the water flow through the
system. The fluid exiting the system was captured ultimately in a 2l vessel with a
thin neck in order to provide a more accurate measure of the exact volume.
The following experimental procedure was identical for all test models.
1. Slowly fill the closed flow loop with water until the header tank is filled and a
slow trickle of water is present in the overflow pipe. Check and attend to any
leaks in the flow loop.
2. If leaks are non-existent or negligible, purge bubbles from the system, either
by adding a drop of surfactant (Triton X-100) to the reservoir tank to reduce
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the surface tension, or pulsing water at a very high flow rate through the loop.
3. Measure the water temperature and find the appropriate flow rate according
to Reynolds number scaling. Calculate the theoretical time for 400ml and 2l
of water to pass through the loop.
4. Measure the time taken to fill a 400ml beaker and compare with the theoretical
time. Adjust the outflow valve to give a higher or lower flow rate until the
actual and theoretical times are matched.
5. Repeat the timing process for a 2L flask, until the actual and theoretical times
are matched.
6. Ink is injected and images are taken with the high speed camera and high
resolution camera as the flow features are displayed.
7. Repeat steps 3-7 for each flow rate.
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Chapter 3
Overview of Flows and Nasal
Airway Resistance
3.1 Introduction
To investigate airflow within the human nose both steady and unsteady formulations
are used to identify the important flow features on both idealised and anatomically
realistic nasal geometries. The relation between flow rate and pressure drop is of
particular interest and steady simulations permit the simple interrogation of flow and
comparison of idealised and anatomically realistic models. Nasal resistance, which
can be determined by rhinomanometry or acoustic rhinometry, is the measure of how
flow is limited by geometrical features and accounts for more than half of the total
airway resistance, although it is not necessarily the most useful clinical measure.
Using an unsteady modelling approach, full inhalations are related to intermediate
steady solutions.
3.2 Steady flow
Steady simulations solve the Navier-Stokes equations on a discretised flow domain
in a non-time-dependent fashion, thus giving the stable flow regime for a given set
of boundary conditions. In this section flat velocity profiles at various flow rates are
applied at the naris for both idealised and anatomically realistic models. The gross
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flow features are first outlined and some quantitative analysis of flow measures such
as pressure drop and WSS are presented to give a broad picture of the nature of
the flow, before particular aspects are considered in more detail in the succeeding
chapters.
3.2.1 Idealised Models
Convergence of the steady simulations in the idealised models was only achieved for
the case with an idealised turbinate at an inspiratory flow rate of 100ml.s−1. The
flow regime is depicted in figure 3.1, with the inspiratory jet clearly partitioning
the flow between the upper and lower cavity. Vorticity is depicted, allowing the
visualisation of regions of highly rotational flow such as olfactory vortices, as well
as areas with high velocity gradients such as the shear layer, where flow instability
may occur. Vorticity strips are observed at either side of the naris. These are due
to the no slip condition at the wall. As this condition is imposed at the first cell a
high vorticity is experienced in this region which is propagated by the flow into the
domain. This is exacerbated by the fact that a uniform flow is being immediately
turned by the divergent geometry of the inlet.
Figure 3.1: a) Vectors of velocity and b) contours of out-of-plane vorticity
magnitude in the idealised three dimensional model, depicted
at the mid-plane, for steady flow at a flow rate of 100ml.s−1
(Re=725)
The simple fact that only with the turbinate in place is convergence of steady
flow achieved suggests that the presence of the turbinate serves to stablilse flow in
the cavity that would otherwise be unsteady. This result gives an insight into the
52
effect of condtions such as atrophic rhinitis, where the turbinate structures reduce
in size, and suggest the flow regime in such cases would be more disorganised and
unstable than in a healthy nose. The influence of the presence of the turbinate
structure on the flow regime is further investigated in Chapter 4. The effect on the
air conditioning capacity of the nose in such cases is further investigated in chapters
4 and 5.
3.2.2 Anatomically Realistic Models
In the anatomically realistic models steady solutions are found in both geometries,
suggesting the complex geometry of the nose serves to stabilise the flow within the
cavity. Whilst some unsteadiness may allow enhanced mixing of inhaled particulates,
a well defined flow regime will allow the nose to perform its various air conditioning
and olfactory functions. A clear separation of the flow, as shown in the idealised
model with a turbinate structure, provides both the rapid throughput required for air
conditioning and the high residence times in the upper cavity needed for successful
olfaction.
Due to the complexity of the human nasal cavity, it is challenging to output
plots of the flow regime that reveal all of the pertinent features. Wall shear stress
distributions give an indication of the arrangement of flow withiin the cavity whilst
also identifying areas where heat and mass exchange and aerosol deposition may be
high (this is further investigated in chapter 7). Figure 3.2 shows such plots for the
two anatomically realistic models.
In each case, wall shear stress values are found to be high around the nasal
valve, where the flow contracts and a high speed jet issues into the main cavity.
High values of WSS are also found on the front of the middle turbinate, indicating
that this is indeed the impaction site for the high speed jet emanating from the
nasal valve. A further area of high WSS is found towards the nasopharynx where
high speed flow, which does not impinge on the turbinate and transits the lower
cavity, would impact. Each of these regions of high WSS would be susceptible to
high heat and water exchange as well as particle deposition, phenomena which are
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Figure 3.2: Contours of wall shear stress for steady flow at a flow rate of
100ml.s−1 (Re=725) depicted in: (a) anatomically realistic sub-
ject A, and (b) anatomically realistic subject B
investigated further in chapter 7.
3.3 Pressure-Flow Relation
The relationship between pressure drop and flow rate in the human nasal airway is
inherently affected by the cavity geometry. This section attempts to characterise
this relationship for both the idealised models without a turbinate and anatomically
realistic models using steady and unsteady modelling approaches. In each case a
flat profile is applied at the naris up to a maximum flow rate of 100ml.s−1. For the
idealised model, three different channel calibres were investgated: 3mm, 5mm and
10mm. The results are analysed and compared to those available in the literature.
The development of unsteady flow in the domain is shown in figure 3.3, with the
corresponding pressure signal shown in figure 3.4.
For the idealised cases, no steady solution was found without a turbinate struc-
ture, as explained in the previous section. In order to identify the pressure drop
for a given flow rate, a quasisteady appproximation was made once a developed
flow regime was established in the domain, whereby the unsteady pressure signal
was analysed to give an averaged value. This corresponds to allowing the unsteady
flow to develop and the average taken of several instantaneous flow fields. For the
anatomically realistic cases there was generally a steady solution to the flow regime,
although in cases where convergence was not obtained the quasisteady approxima-
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Figure 3.3: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 (Re=1450) in the idealised three
dimensional model cavity of channel calibre 3mm depicted at:
(a) 5ms, (b) 10ms, (c) 20ms, (d) 30ms, (e) 100ms, and (f) 200ms
after flow initiation
Figure 3.4: Evolution of total pressure drop against flow rate for in the
idealised 3mm geometries with markings corresponding to flow
regimes depicted in figure 3.3
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tion was applied. The plot of the pressure-flow relation for varying channel calibres
is shown in figure 3.5.
Figure 3.5: Plot of pressure drop against flow rate for steady simulations in
the idealised, left, and anatomically realistic, right, geometries
As flow rate increases in both the idealised cases (figure 3.5a) and the anatom-
ically realistic geometries (figure 3.5b), the observed increase in pressure drop is
largest for high flow rates and reduced for low flow, whether inspiratory or expi-
ratory, resulting in an inverted S-shaped curve, due to the fact that pressure drop
scales with the square of flow velocity, which compares well to the findings of Pedley
(1977).52 These findings also exhibit favourable comparison to the findings of Isabey
and Chang (1981),53 where unsteady measurements were performed experimentally
in a cast of the human nasal airway. A decrease in pressure drop is observed as
the channel calibre widens, which is also reflected in the anatomically realistic cases
where the wider subject B exhibits a lower pressure drop than the model of subject
A.
In the anatomically realistic cases, the pressure drop required to drive a given
inspiratory flow rate is higher than that required in expiration for the equivalent
flow rate. This is shown by an asymmetry in the pressure flow curves, and suggests
an increased resistance provided by the geometry of the nasal cavity in inspiration
compared to expiration. This matches the findings of Schreck et al (1993),24 for
example Figure 3.6. However, this finding is reversed in the idealised cases. A
number of factors may contribute to this result, including the tapered shape of the
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anatomically realistic turbinates and the nasopharyngeal geometry.
Figure 3.6: Pressure-flow curves for 3 cross sections of exterior nose. Posi-
tive flow rates indicate expiratory flow, negative flow rates in-
spiratory flow, from Schreck et al (1993)24
In figure 3.7, plots of the pressure-flow relation for the anatomically realistic
cases are compared to the idealised models. A good match is found between subject
A and the 5mm idealised cavity, with a similar correspondance between subject B
and the 10mm idealised model. This suggests that, whilst the flow regimes within
the cavity may be considerably different, simplification of the domain preserves a
global characteristic such as pressure drop. It may be argued that this is because
the average calibre and wetted surface area dominate the resistance to the flow.
However, such geometric idealisations may not be valid for accurate resolution of
processes such as air conditioning and aerosol deposition, which are more sensitive
to the flow. A comparison of cross-sectional area distributions can be inferred from
figure 2.3 in Chapter 2, where the idealised model represented has a calibre of 3mm.
An unsteady (time-dependent) modelling approach was used to investigate the
pressure-flow relation for inspiration in the idealised model. Figure 3.8 shows the
relation for both the steady and unsteady formulations up to an inspiratory flow
rate of 100ml.s−1. The unsteady plot roughly traces the steady relation, although
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Figure 3.7: Comparison of plots of pressure drop against flow rate for steady
simulations in the idealised and anatomically realistic geome-
tries, where A and B refer to subject identifiers and 5 and 10mm
to the idealised cavities
for accelerating flow the pressure drop is higher than the steady result whereas for
decelerating flow it is lower. This is due to the extra pressure gradient required to
induce a change in the flow rate - otherwise known as the inertance.
This phenomenon is discussed by Isabey and Chang (1981)53 where the following
model is proposed:
∆P = RQ + I
dQ
dt
(3.1)
where R represents the resistance inmmH2O.l
−1.s and I the inertance inmmH2O.l
−1.s2.
As the resistance increases, the pressure drop required to drive a given flow rate,
or the inertance, is higher, hence steepening the curve. At low flow rates, the
pressure gradient required to increase the flow rate by a given increment is higher,
thus the inertance is increased. This causes an increase in the difference between
the steady and unsteady solutions, as shown by a thickening of the loop at low
flow rates. This is also shown in figure 3.8 where, for the Isabey model, calcu-
lated values of resistance and inertance are used. These are found from taking the
flow solution at values of Q = 0 and dQ/dt = 0 and using corresponding values
58
Figure 3.8: Comparison of plots of pressure drop against flow rate for steady
and unsteady simulations and the Isabey relation in the 3mm
idealised geometry up to an inspiratory flow rate of 100ml.s−1
59
of pressure drop to calculate the respective variables, with resistance found to be
0.161mm.H2O.l
−1.s and inertance 0.0028mm.H2O.l
−1.s2 for the 3mm idealised case.
From best-fit analysis, resistance was found to be 0.05mm.H2O.l
−1.s for the 5mm
case and subject A, and 0.017mm.H2O.l
−1.s for the 10mm case and subject B, with
inertance 0.001mm.H2O.l
−1.s2 in both cases.
Furthermore, this explains how the steady results lie along one line, as in steady
flow the inertance is zero. This is validated by rearranging the Isabey relation and
applying it to the unsteady data in order to give the purely steady component of
the pressure-flow relation:
RQ = ∆P − I
dQ
dt
(3.2)
It is shown that by subtracting the unsteady component from the unsteady data
that the curve collapses onto the results of the steady simulations. These relations
are plotted in figure 3.9.
The Isabey model does not, however, take into account the S shape observed
in simulations on the idealised and anatomical cases. This is due to the fact that
the resistance is inherently a function of flow rate due to the changes in the flow
regime experienced as the flow accelerates, whereas a constant value is used in the
model. In this respect, the flow is more akin to a pulsatile Womersley flow in a
2-dimensional channel. An example of such a flow relation for a channel of width
3mm is shown in figure 3.10. The Womersley flow exhibits similar characteristics to
that described by the Isabey relation, although a thicker loop indicates that a higher
inertance is observed. The method of determining the Womersley flow, whereby flow
through a simple channel is considered, with the channel calibre defined the same
as the idealised nasal model and a maximum pressure gradient is defined such that
the overall pressure drop can be determined for a given length, results in a uniform
flow through the channel. This uniform flow results in an increase in required effort
to induce an acceleration or deceleration compared to the disorganised flow in the
idealised nasal cavity, where velocities vary, thus giving a higher values of inertance.
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Figure 3.9: Comparison of plots of pressure drop against flow rate for steady
simulations and the steady formulation of the Isabey model in
the 3mm idealised geometry up to an inspiratory flow rate of
100ml.s−1
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Figure 3.10: Comparison of plots of pressure drop against flow rate for un-
steady Isabey and Womersley models in the 3mm idealised
geometry and a 2-dimensional 3mm channel respectively, up
to an inspiratory flow rate of 100ml.s−1
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3.4 Summary
This chapter considered the steady and unsteady flow regimes in both idealised and
anatomically realistic geometries. The relation between flow rate and pressure drop
is of particular interest given that nasal resistance accounts for more than half of the
total airway resistance. For simple steady simulations in the idealised geometry, it
was found that only the case with an idealised turbinate at an inspiratory flow rate
of 100ml.s−1 converged to a steady state, which would suggest that the turbinate
plays a large role in the stabilisation of flow within the cavity. Convergence was
achieved at 100ml.s−1 for each of the anatomically realistic cases, and WSS plots
allow certain internal flow characteristics to be identified despite the complexity of
the domain. In each case the distributions indicate a high speed jet emanating from
the nasal valve which impacts on the medial turbinate and flow partitioning between
the upper and lower cavity, resulting in high flow through to the nasopharynx.
The relation between the pressure drop and flow rate was then compared in the
idealised case without a turbinate and the anatomically realistic subjects. Pressure
drop increases concurrently with flow rate, although the rate of increase is higher for
high flow rates, resulting in an S-shaped curve, due to the fact that pressure drop
increases with the square of velocity.52 The pressure drop was found to be higher
for inspiratory flow than expiratory flow in subjects A and B, suggesting a reduced
resistance during expiration, although the inverse was found for the idealised cases.
It was found in both the idealised and anatomically realistic cases that a wider cavity
required a lower pressure drop to drive the same flow rate, due to the decreased
resistance. A good match was found between the 5mm and 10mm idealised cases
and the anatomically realistic subjects A and B respectively. This suggests that the
simplifications to the geometry can be valid for some global flow measures.
The unsteady relation of pressure and flow rate was found to follow the steady
relation, although due to the pressure gradient required to induce a change in flow
rate, the values of pressure drop are higher for accelerating flow and lower for decel-
erating flow, as explained by the relation suggested by Isabey and Chang (1981).53
Their theory explains why the steady relation falls onto a single line as the inertance
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term, which governs the thickness of the unsteady pressure-flow loop, is dependent
on the flow acceleration, which is zero for steady flow. However, the simple Isabey
model uses a constant value of resistance. Resistance in reality is time-dependent,
and thus the Isabey model does not reproduce the S-shape observed in this research.
In this respect the flow relation produced by the Isabey model is better matched to
a pulsatile Womersley flow.
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Chapter 4
Influence of the Turbinates on
Nasal Airflow
4.1 Introduction
This chapter details the evolution of the time-dependent flow within the idealised
anatomies and, by selective inclusion or exclusion of the idealised middle turbinate,
investigates how the turbinate redirects and controls inspired air. The influence on
flow instability within the cavity is investigated as well as how the impact of the
inspiratory jet controls the partioning of the global flow regime. Using an unsteady
modelling approach, a flat velocity profile was applied at the naris to enforce constant
inspiratory flow rates of 100ml.s−1 and 200ml.s−1. The main property evaluated is
vorticity, allowing the visualisation of vortices as well as the instability of the shear
layer at the margin of the inspiratory jet.
4.2 Two Dimensional Models
We may imagine the 2D model to capture some of the phenomena associated with a
3D idealised cavity of infinte width. Simulations of nasal inspiration were performed
on each idealised model geometry, and for two different flow rates - 100ml.s−1 and
200ml.s−1. In 2D there is no steady solution with or without turbinates even at
a relatively low flow rate of 100ml.s−1. Unsteady (time-dependent) simulations
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were performed for each case up to a time of 0.35s, when the flow would be fully
developed. For the 2D simulations an effective flow rate was imposed by prescribing
a constant velocity at the inlet corresponding to the mean inlet velocity of the 3D
simulations.
An instantaneous velocity field for nasal inspiration at 200ml.s−1 is shown in
Figure 4.1. Multiple large vortices are found at the top of the nasal airway where
the rotational flow greatly increases residence times. A shear layer is also apparent
downstream of the nasal valve, which demarcates the boundary between low-velocity
flow in the upper cavity and the high-speed jet emanating from the nasal valve.
This region can strongly influence airflow patterns and can produce interesting flow
phenomena as it is highly unstable at increased flow rates. The maximum velocity
in the cavity was found to be approximately 6.3m.s−1 for a flow rate of 200ml.s−1.
Figure 4.1: Two dimensional simulation of nasal inspiration at a flow rate
200ml.s−1 (Re=1450), depicting (a) contours of instantaneous
velocity magnitude and (b) comparable velocity vectors indicat-
ing the underlining flow direction
During the initial stages of flow development within the 2D cavity a shear layer
is formed behind the nasal valve and leads to the roll up of a starting vortex in the
upper anterior region of the cavity. Some low frequency instability is apparent in the
flow for a flow rate of 200ml.s−1 (Figure 4.2a). This was not observed for a flow rate
of 100ml.s−1. As flow development continues a large vortical structure is formed in
the centre of the cavity which begins to exhibit a low frequency flapping. The flow
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patterns are very irregular with no clear partitioning of the flow (Figure 4.2b). The
established flow is dominated by large scale flapping of vortical structures in the
cavity (Figure 4.2c).
Figure 4.2: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 (Re=1450) in the idealised two
dimensional model cavity, depicted at: (a) 25ms, (b) 95ms, and
(c) 140ms after flow initiation
When the idealised 2D turbinate is introduced similar flow patterns are observed
during the development of the flow, with the formation of the shear layer and asso-
ciated vortex roll up, as well as some small level of flow instability for higher flow
rates, for example 200ml.s−1 (Figure 4.3a). However, as the flow develops further,
the presence of the turbinate results in the containment of the large region of vor-
tical flow in the anterior part of the cavity (Figures 4.3b and 4.3c). The turbinate
serves to partition the flow more distinctly between the upper and lower regions of
the cavity, with instability in the lower part of the cavity of larger scale but lower
frequency, as shown in figure 4.4, with the monitors taken 5.5cm from the front of
the cavity.
Figure 4.3: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 (Re=1450) in the idealised two
dimensional model with a single turbinate, depicted at: (a)
25ms, (b) 95ms, and (c) 140ms after flow initiation
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Figure 4.4: Evolution of total pressure drop for a constant inspiratory flow
rate of 200ml.s−1 (Re=1450) in the idealised two dimensional
model with a single turbinate in the upper cavity, depicted in
blue, and lower cavity, depicted in red
4.3 Three Dimensional Models
The 3D models, which are extruded versions of 2D models, allow the effects of
the lateral walls to be included. Unsteady simulations were performed in order to
investigate the effect that the narrow airway calibre and lateral walls may have on the
dynamics and stability of the flow in comparison to a 2D case, where the cavity has
an effective infinite span. The walls can be expected to greatly limit the formation of
the mobile vortical structures observed in the 2D cases by allowing weaker structures
to be damped out through the viscous effects caused by the proximity of the lateral
walls.
Indeed, it was found that the walls greatly stabilised the flow, which reached
a near steady solution for an inspiratory flow rate of 100ml.s−1 (Figure 4.5a). A
stable shear layer was formed and there is a clear partitioning of flow within the
cavity. For a flow rate of 200ml.s−1 (Figure 4.5b), small scale instability is triggered
in the shear layer, with a high frequency shedding that replicates that found in the
corresponding 2D simulations. The instability frequency is found to be of the order
of 600Hz for a flow rate of 200ml.s−1, which is comparable to those observed in the
3D anatomically realistic model detailed by Doorly et al. (2008a).12 A partitioning
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of the flow can be identified, with flow either transiting the domain through the lower
portion of the airway or being entrained in the large region of flow recirculation in
the anterior part of the upper cavity.
Figure 4.5: Contours of out-of-plane vorticity magnitude in the idealised
three dimensional model, depicted at the mid-plane, 95ms after
flow initiation for: (a) a flow rate of 100ml.s−1 (Re=725), and
(b) a flow rate of 200ml.s−1 (Re=1450)
With the inclusion of the idealised turbinate, similar flow dynamics are found
in the shear layer to the previous three dimensional case, with a stable flow for a
flow rate of 100ml.s−1 (Figure 4.6a) and a small scale, high frequency instability of
around 600Hz observed for a flow rate of 200ml.s−1. In this case, the detached shear
layer impacts the turbinate and a much clearer partition of flow is formed between
the upper and lower cavity. Also in this case a region of highly complex flow is found
above the turbinate, although the nature of the flow in this region cannot easily be
inferred given the complexity (Figure 4.6b). Again, the large vortical structure shed
from the nasal valve during the establishment of flow is trapped by the turbinate
in the anterior portion of the airway. As the higher frequency instability develops,
this is trapped by the turbinate and directed to the upper cavity.
4.4 Heat and Mass Exchange
Some quantitative analysis of the flow and heat and mass exchange capacity of the
idealised nose was performed for the cases both with and without the turbinate. The
application of heat and water exchange models to the flow would give insight into
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Figure 4.6: Contours of out-of-plane vorticity magnitude in the idealised
three dimensional model with an idealised turbinate, depicted
at the mid-plane, 95ms after flow initiation for: (a) a flow
rate of 100ml.s−1 (Re=725), and (b) a flow rate of 200ml.s−1
(Re=1450)
the physiological function of the nose, quantifying the exchange capacity of the nose
whilst simulataneously allowing the areas of high and low exchange to be identified.
Pertinent values are presented in table 4.1.
Turbinate No Yes
∆P (Pa± 1) 46 56.0
Integrated WSS (Pa.m−2) 1.54× 10−3 1.76× 10−3
Integrated heat exchange (J.s−1) 6.71 5.39
Integrated mass exchange (kg.s−1) 2.41× 10−6 1.85× 10−6
Table 4.1: Comparison of characteristic flow statistics for a constant inspi-
ratory flow rate of 200ml.s−1 in the idealised three dimensional
models both with and without an idealised turbinate structure
It is observed that the introduction of a turbinate results in an increase in the
integrated value of wall shear stress. This increase can be attributed to the fact that
the introduction of a turbinate produces an impaction site for the inspiratory jet
that is otherwise not present. However, the values of heat and mass exchange are
found to decrease once a turbinate structure is introduced. Due to the nature of the
idealised model, the surface area of the cavity is actually reduced when an idealised
turbinate is introduced, rather than increased, as would be seen in an anatomically
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realistic nose. The WSS is localised to one particular area where the heat and mass
exchange values reach a ceiling - it is only possible for the air to reach the body
values of heat and humidity - thus, as there is also a reduced total surface area on
which exchange can take place, the increase in integrated WSS is not manifested in
the integrated values of exchange.
4.5 Summary
The work described in this chapter sought a more general understanding of the
relationship between anatomical shape and fluid mechanics of the nasal airflow, us-
ing idealised geometries and in particular considering the influence of the turbinate
structures. In two dimensions, it was found that the omission of the middle turbinate
increased the flow complexity, with no internal anatomical structures or lateral walls
present to contain and control the flow. Instabilities produced by the high-speed
jet emanating from the nasal valve were evident at all flow rates. A low frequency
flapping of the large scale vortical structures was found to dominate the flow devel-
opment. The presence of an interjecting turbinate structure was found to confine
this large scale instability to the anterior part of the cavity, whilst also partitioning
the flow between the upper and the lower portions of the domain. The turbinate,
as well as providing this containment, provides an impaction surface for the high
velocity region of flow emerging from the nasal valve, which will in turn increase
deposition rates of inhaled aerosols.
Moving into three dimensions, the narrow calibre of the native airways is found
to greatly stabilise the flow, entirely eradicating the large scale instabilities found
in two dimensions. However, a periodic small-scale breakdown of the shear layer
is observed, and was found to oscillate at a frequency 600Hz - comparable to that
found in literature. Analysis of the heat and mass exchange capabilities of the nose
in each case show that, in the idealised model, the introduction of a fully interposed
turbinate in fact serves to reduce the functionality of the nose. This is converse
to what would be expected in reality and can be attributed to the fact that a high
localisation of the WSS on the front of the turbinate results in the exchange reaching
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a limit which, when combined to the fact that there is a reduction of total wall
surface area on which exchange can occur, reduces the total exchange capacity of the
idealised nose. However, it is also worth bearing in mind that the idealised turbinate
entirely spanned the nasal cavity, in contrast to the real anatomical configuration.
This suggests that a semi-interposed turbinate, as found in reality, is an important
structural feature of the nasal cavity and enhances the functionality of the nose to
a higher degree than a fully interposed structure.
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Chapter 5
Effect of Channel Calibre on Flow
Stability
5.1 Introduction
In this chapter both two-dimensional and three-dimensional idealised geometries
without turbinates are considered where, as a reminder, in the three-dimensional
cases, the saggital dimension is altered to produce models of different airway cali-
bre. Flat velocity profiles are applied at the naris for flow rates of 100ml.s−1 and
200ml.s−1 and the nature of the flow and any instability are analysed, as a prelude
to investigation of particle transport and deposition, along with the heat and mass
exchange capacity of the models. The visualisation of vortices as well as shear layer
instability is again achieved by plotting contours of vorticity.
5.2 Two Dimensional Models
A two dimensional consideration of the human nasal airway means that the flow is
not restrained in the saggital direction and thus is likely to be less organised. To
prescribe the flow rate a constant velocity was applied at the inlet corresponding
to the mean inlet velocity of the 3D simulations. As discussed in Chapter 4 a large
vortical structure is formed in the centre of the cavity as the flow develops (figure
5.1a), which begins to exhibit a low frequency flapping. The flow patterns are very
73
irregular with no clear partitioning of the flow within the cavity (Figure 5.1b). The
established flow is dominated by large scale flapping of vortical structures in the
cavity (Figure 5.1c). Some low frequency instability around 25Hz is apparent in the
flow for a flow rate of 200ml.s−1, although this was not observed for a flow rate of
100ml.s−1.
Figure 5.1: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 100ml.s−1 (Re=725) in the idealised two
dimensional model cavity, depicted at: (a) 50ms, (b) 100ms,
and (c) 200ms after flow initiation
5.3 Three Dimensional Models
Moving into three dimensions allows the effect of the lateral walls to be incorporated
and the influence of the airway calibre to be investigated. As seen in Chapter 4
these walls serve to greatly stabilise the flow and remove any of the large scale
instability found in two dimensional models. Three different channel calibres were
investgated: 3mm, 5mm and 10mm. Figure 5.2 shows the development of flow in
the 3mm channel. Noticeable flow instability is observed above the shear layer in
the olfactory region at 50ms, before this dissipates and the flow regime approaches
a quasisteady configuration where the flow is clearly partitioned by the shear layer
between the upper and lower cavity. This development of the flow regime is also
apparent in the two wider-calibre cases for both considered flow rates.
Initially flow simulations were performed on these models at constant flow rates
of 100ml.s−1 and 200ml.s−1. As channel calibre increases, by definition so does the
cross sectional area of the geometry. As a constant flow rate is maintained between
the models, flow velocities were lower in the wider models and hence the flow features
74
Figure 5.2: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 (Re=1450) in the idealised three
dimensional model cavity of channel calibre 3mm depicted at:
(a) 50ms, (b) 100ms, and (c) 200ms after flow initiation
were slower to appear (Figure 5.3a). However, some interesting comparisons can be
drawn for fully developed flow. Figure 5.3b shows that the flow regime is grossly
similar, with the quasisteady division of the flow apparent in each case. However the
levels of vorticity are observed to decrease with increasing cavity calibre, suggesting
that instability in the cavity is generally lower and thus the widening of the walls
serves to increase dissipation of the instability for a given flow rate. Furthermore,
in the widest case some low frequency flapping of the shear layer is observed, which
can be compared to the large scale flapping mode observed in the two-dimensional
cases (figure 5.4).
Figure 5.3: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 depicted at a) 50ms and b)
200ms after flow initiation in the idealised three dimensional
model cavity of channel calibre: (i) 3mm, (ii) 5mm, and (iii)
10mm
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Figure 5.4: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory flow rate of 200ml.s−1 in the 10mm idealised three
dimensional model cavity depicted at: (a) 150ms, (b) 200ms,
and (c) 250ms after flow initiation
In order to further investigate the effect of cavity calibre on the flow, a constant
inflow velocity was imposed at the naris in each case. This would avoid the influence
of the changing calibre on the flow velocities when imposing a constant flow rate
and thus give further insight into the effect of cavity calibre on the internal flow
features. Figure 5.5 shows snapshots of the flow at given times with this velocity-
matched inflow.
What is most apparent in this case is that for increasing calibre the instability in
the olfactory region increases (it must be remembered that for a constant velocity,
an increase in calibre also represents an increase in flow rate). Whilst in each case
the flow is still well separated by the shear layer, and the core flow in the lower
cavity remains largely similar, the flow in the olfactory region becomes much more
disorganised in the wider models. What can also be observed is that the flow regime
does still appear to tend towards a quasisteady solution, with similar dissipation
rates of the olfactory instability.
In order to quantify the effects of change in airway calibre several parameters
were investigated - pressure drop from the naris to the nasopharynx, position of the
onset of instability in the shear layer and integrated values of wall shear stress and
heat and mass exchange (tables 5.1 and 5.2).
It can be shown that the relation between flow rate and pressure drop follows
the curve proportional to u2, and integrated WSS follows the curve proportional
to u3/2, where u is the velocity in the cavity. This is plotted in figure 5.6 for a
flow rate of 200ml.s−1 in each of the models and agrees with the findings of Pedley
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Figure 5.5: Contours of out-of-plane vorticity magnitude for a constant in-
spiratory velocity of 3.797m.s−1 depicted at: a) 50ms, b) 100ms
and c) 200ms after flow initiation in the idealised three dimen-
sional model cavity of channel calibre: (i) 3mm, (ii) 5mm, and
(iii) 10mm
Calibre (mm) 3 5 10
∆P (Pa± 1) 46 25 3
Onset of Instability (mm from nasal valve) 39 39 39
Integrated WSS (Pa.m−2) 1.54× 10−3 8.3× 10−4 3.4× 10−4
Integrated heat exchange (J.s−1) 6.71 5.44 4.58
Integrated mass exchange (kg.s−1) 2.75× 10−6 1.94× 10−6 1.62× 10−6
Table 5.1: Comparison of characteristic flow statistics for a constant inspi-
ratory flow rate of 200ml.s−1 (Re=725) in the idealised three
dimensional models of calibre 5mm, 3mm and 10mm
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(1977).52 Similarly, the values of heat and mass exchange follow the same evolution
with increasing channel calibre, suggesting that values of wall shear stress are a good
indicator of such capacity within the human nose. Furthermore, it was observed that
the onset of instability occurred at the same point in each case for a constant flow
rate, indicating that the flow rate governs the distance from the nasal valve at which
the shear layer begins to break down.
Figure 5.6: Comparison of (a) integrated wall shear stress, and (b) pressure
drop, in models of differing calibre for a constant inspiratory
flow rate of 200ml.s−1
For an inspiratory velocity of 3.797m.s−1, WSS values were conversely found to
increase with increasing channel calibre. This was reflected in the values of heat
and mass transfer which also showed an increase as the calibre, and flow rate, were
raised. The onset of instability was observed earlier as the calibre increased, further
indicating that the position of the shear layer breakdown is governed by flow rate.
Garcia et al. (2007)54 investigated the effects on airflow of atrophic rhinitis (AR),
a condition where a large reduction in size of the turbinates (an effective widening of
the cavity calibre) is observed. It was found that AR largely reduced the efficiency
of heat and mass transfer in the nose, similar to the effect of a widening of the
cavity. Furthermore, it was found that most of the heat and mass transfer normally
occurred in the anterior lower region of the cavity whereas in the AR cavity transfer
was spread more throughout the domain, with regions of high transfer observed in
the upper cavity and towards the nasopharynx. This result is not replicated in the
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idealised geometries where the heat and mass exchange occurs mainly around the
central cavity with a similar distribution for each calibre.
Calibre (mm) 3 5 10
∆P (Pa± 1) 46 34 15
Onset of Instability (mm from nasal valve) 39 28 17
Integrated WSS (Pa.m−2) 1.54× 10−3 1.85× 10−3 2.16× 10−3
Integrated heat exchange (J.s−1) 6.71 6.85 7.83
Integrated mass exchange (kg.s−1) 2.41× 10−6 2.44× 10−6 2.74× 10−6
Table 5.2: Comparison of characteristic flow statistics for a constant inspi-
ratory velocity of 3.797m.s−1 in the idealised three dimensional
models of calibre 5mm, 3mm and 10mm
5.4 Summary
In this chapter the effect of changes in the calibre of the human nasal airway were
investigated and resultant changes in the flow regime and heat and mass exchange
capacity of the nose were observed. A large scale, low-frequency flapping is observed
in the two-dimensional case and this mode begins to be repeated in the widest
calibre three-dimensional case, where some low-frequency flapping of the shear layer
is present.
The breakdown of the shear layer occurs at the same point for a constant flow
rate in models of different channel calibre, indicating that the flow rate governs the
point at which instability occurs. It is also apparent that as the calibre increases
the level of instability in the cavity decreases, although this could be attributed
to reduced velocities caused by maintaining an equal flow rate in a wider cavity.
These reduced velocities also result in slower establishment of the flow regime in
the wider cases. To offer another perspective, inflow velocities were maintained,
resulting in an increased flow rate in the wider cavities. The breakdown of the shear
layer occurred earlier as the calibre, and concurrently flow rate, increased. This
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adds further evidence to the hypothesis that flow rate is the main factor governing
the onset of intability in the shear layer. Instability within the cavity was therefore
much higher in the wider cases, especially in the upper cavity which encounters little
flow as the cavity narrows.
For a constant flow rate, as the calibre increases, both the pressure drop and wall
shear stress across the cavity decrease following the curves proportional to u2 and
u3/2 respectively, which also reduce as the calibre widens. Heat and mass exchange
values were calculated for each case and a similar phenomenon was observed, which
suggests that WSS values offer a good indication of the air conditioning capacity
of the nose. For a constant inspiratory velocity WSS values were conversely found
to increase with increasing channel calibre which was reflected in the values of heat
and mass transfer. The onset of instability was observed earlier as the calibre, and
thus flow rate, increased.
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Chapter 6
Effect of Inflow Condition on Flow
Stability
6.1 Introduction
As discussed, investigation of how air flows through the human nose relies heavily
on modelling studies due to the inherent difficulty of in-vivo study. To reduce
the cost of this modelling, whole scale simplification is often applied to the inflow
and outflow boundaries of the modelled domain. In particular, the extensive in-
vitro and in-silico modelling of nasal airflow has incorporated varied approaches to
the inflow condition of the domain, with some studies prescribing flow directly at
the naris, others applying an artificial pipe inflow leading to the naris and some
attempting to model the external face. In this chapter we examine the effect of
varying inflow prescriptions on the nature of the resulting flow. Specifically, we
compare Dirichlet velocity profiles applied at the inlet to idealised models in both
two and three dimensions and for flow rates of 100ml.s−1 and/or 200ml.s−1. The
unsteady flow is modelled to investigate how the nature of any instability in the
flow is affected by the inflow condition; subsequently the simulations are compared
to experimental findings.
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6.2 Inflow Geometries
The idealised model was developed in order to permit investigation of the effect of
adding a straight inflow channel leading to the naris. For inspiratory flow rates of
both 100ml.s−1 and 200ml.s−1 this allowed the velocity profile to develop before the
naris. The flow regime was then compared to that where a flat velocity profile was
applied directly at the naris.
6.2.1 Two Dimensional Models
As discussed in previous chapters, two-dimensional models offer reduced computa-
tional cost although the geometry must be considered to be of infinite span, meaning
the flow is not constrained in the in-plane direction and thus is likely to be less or-
ganised. Again the flow rate was prescribed with a constant velocity applied at the
inlet matched to the mean inlet velocity of the corresponding 3D simulations. The
large scale instability is observed both with and without an inflow channel, although
the introduction of the channel seems to result in a clearer partitioning of the flow
within the main cavity (figure 6.1). The parabolic profile at the naris, formed by
the development of the flow along the inflow channel, serves to direct more of the
flow directly through the nasal valve and the associated inertial effect produces a
stronger inspiratory jet posterior to the nasal valve. This results in the partition-
ing of the flow between the upper and lower cavity. No significant differences were
observed between flow rates of 100ml.s−1 and 200ml.s−1.
6.2.2 Three Dimensional Models
The same modelling approach was considered in three dimensions where the presence
of the lateral walls serves to constrain the flow and reduce large scale instability.
At 100ml.s−1 (figure 6.2) the addition of the inflow channel changes the position of
the shear layer such that it reaches into the upper airway. This is another result of
the developed velocity profile present at the naris due to the addition of the inflow
channel. This profile serves to increase the inertia of flow through the nasal valve
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Figure 6.1: Comparison of contours of out-of-plane vorticity magnitude for
a constant inspiratory flow rate of 200ml.s−1 (Re=725) depicted
at 200ms after flow initiation in the idealised two dimensional
model cavity with (a) a clean naris, and (b) an inflow channel
such that flow to the upper cavity is increased.
Figure 6.2: Comparison of contours of out-of-plane vorticity magnitude for
a constant inspiratory flow rate of 100ml.s−1 (Re=365) depicted
at 200ms after flow initiation in the idealised three dimensional
model cavity with (a) a clean naris, and (b) an inflow channel
At 200ml.s−1 (figure 6.3) the addition of the inflow channel again serves to
direct flow posterior of the nasal valve towards the upper cavity. Now however it
is observed that instability in the main cavity is increased dramatically. Both the
primary shear layer and a secondary shear layer emanating from the lower margin of
the nasal valve exhibit extensive breakdown and this instability spreads throughout
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the cavity. It was found that the critical flow rate to induce this nature of instability
was 125ml.s−1.
Figure 6.3: Comparison of contours of out-of-plane vorticity magnitude for
a constant inspiratory flow rate of 200ml.s−1 (Re=725) depicted
at 200ms after flow initiation in the idealised three dimensional
model cavity with (a) a clean naris, and (b) an inflow channel
Two coronal slices were taken through each geometry and the airflow distribu-
tions analysed (figures 6.4 and 6.5). At a flow rate of 100ml.s−1, where flow is
quasisteady in both geometries, the position of the high-speed inspiratory jet, and
in turn the shear layer, is moved towards the upper cavity on addition of an inflow
channel. Furthermore, reversed flow is observed in the upper portion of the anterior
slice, hinting at increased recirculation in the olfactory region for the inflow case.
At an inspiratory flow rate of 200ml.s−1 the flow regime in the cavity is dramat-
ically more unstable when an inflow channel is added. Figure 6.5 shows that the
inspiratory jet exhibits much higher dispersion in the inflow case, although it is still
directed further towards the upper cavity. Reversed flow is exhibited in the upper
cavity on the anterior slice, again indicating enhanced recirculation in the olfactory
region. This is further evidenced by reduced flow through the posterior section.
For the case with an inflow at 200ml.s−1 some analysis of the intensity of fluc-
tuations in relation to a time averaged velocity field was performed. The results
are detailed in the appendix of this thesis. A developed velocity field was averaged
over a time of 0.4s and the fluctuations were measured, then related to the averaged
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Figure 6.4: Comparison of contours of out-of-plane velocity for a constant
inspiratory flow rate of 100ml.s−1 (Re=365) depicted at 350ms
after flow initiation at two cross sections of the idealised three
dimensional model cavity, respectively 35mm (left) and 75mm
(right) from the front of the nasal vestibule, with (a) a clean
naris, and (b) an inflow channel
Figure 6.5: Comparison of contours of out-of-plane velocity for a constant
inspiratory flow rate of 200ml.s−1 (Re=725) depicted at 350ms
after flow initiation at two cross sections of the idealised three
dimensional model cavity, respectively 35mm (left) and 75mm
(right) from the front of the nasal vestibule, with (a) a clean
naris, and (b) an inflow channel
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velocity field. It is observed that in both shear layers the magnitude of fluctuations
in the velocity field reaches values similar to the local velocity.
6.2.3 Inflow Profiles
Aside from a change in the geometry of the inflow boundary, the effect of applying
different velocity conditions can also be investigated. Until now, a steady flat veloc-
ity profile has been applied at either the naris or at the inlet to an inflow channel.
Firstly, a developed velocity profile taken from the model with an inflow channel
is applied directly at the naris. From 2D results, it is expected that allowing a
boundary layer to develop from the inflow tract should produce a higher centre ve-
locity at the naris, altering flow into the cavity, possibly also enhancing instability.
Secondly, a broadband spatial and temporal fluctuation is applied to a flat profile,
again directly at the naris, and the amplitude of the fluctuations is altered to further
investigate the effect on flow within the cavity. In both cases a mean flow rate of
200ml.s−1 was applied to the idealised three-dimensional model and the resultant
flow regime was compared to that where a pure flat velocity profile was applied.
A time-averaged naris velocity profile was recovered from the inflow channel
model and applied at the naris of the clean geometry. A comparison of the devel-
oped flow regimes (snapshots taken at 200ms after flow initiation) for a flat profile,
developed profile and inflow channel are shown in figure 6.6.
Results shown in figure 6.6 demonstrate that the flow regime is not overly affected
by the prescription of a developed profile at the naris in lieu of a flat profile, with the
overall level of instability within the main cavity very similar and the breakdown of
the shear layer occurring at the same point (figure 6.6a and b). There is however a
slighly more structured nature to the instability beyond that point. Thus it is shown
that the simple application of a developed profile at the naris is not sufficient to
introduce the high levels of instability found with an inflow channel (figure 6.6b and
c). The absence of instability where no inflow tract is present could be explained by
the phenomenon of transient growth whereby perturbations continue to grow, rather
than decay, as they evolve downstream, even though the flow is linearly stable.
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This effect is due to a non-normal linearised Navier-Stokes operator which does not
have pairwise orthogonal eigenvectors, creating the possibilty that the vector may
initially grow in response to differing decay rates of the constituent eigenvectors.55
This phenomenon is further investigated by Blackburn et al. (2011)56 and Barkley
et al. (2008).57
Figure 6.6: Contours of out-of-plane vorticity magnitude for a constant
mean inspiratory flow rate of 200ml.s−1 (Re=725) depicted at
200ms after flow initiation in the idealised three dimensional
model cavity with: (a) a flat velocity profile applied at the naris,
(b) a developed inflow velocity profile applied at the naris, and
(c) a flat velocity profile applied on the inlet to an inflow channel
leading to the naris
Another possible explanation for the increased instability within the main cavity
when an inflow channel is applied is that small fluctuations appear in the velocity
field entering the cavity. The modelling of these fluctuations would also reproduce a
more realistic boundary conidition at the naris. In another test, a series of random
spatial and temporal perturbations are applied across the inlet and although the
majority of the spectrum will decay, certain sensitive wavenumbers will be amplified
and impact upon the instability in the domain. Firstly, the amplitude of the fluc-
tuations observed in the inflow channel case was characterised (a half-amplitude of
approximately 1.7% of the flow velocity) and perturbations of this magnitude were
applied. Secondly, elevated velocity perturbations (of half-amplitude 5% of the flow
velocity) were applied to investigate the effect of increased fluctuations. Snapshots
of the developed flow regimes taken at 200ms after flow initiation are shown in figure
6.7. It is observed that as the level of the fluctuations increases, the onset of shear
instability becomes earlier and the level of that instability is increased. However,
the level of instability observed in the inflow channel case is not apparent in any
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instance. This tends to support the hypothesis that the instability observed with a
channel present is caused by transient growth within the inflow channel, which pro-
vides more destabilising disturbances than those chosen semi-randomly. It should
however be noted that the vorticity magnitude at the naris is slightly different with
and without an inflow channel present.
Figure 6.7: Contours of out-of-plane vorticity magnitude for a constant
mean inspiratory flow rate of 200ml.s−1 (Re=725) depicted at
200ms after flow initiation in the idealised three dimensional
model cavity with fluctuations about the mean of: (a) 0%, (b)
1.7%, and (c) 5% of that mean
The application of the various inflow conditions was found to have little impact
on the overall pressure drop, the largest difference observed on application of larger
fluctuations (half-amplitude 5% of the flow velocity). Time averaged values of pres-
sure drop and percentage difference to clean naris in each case are presented in table
6.1.
Inflow condition Pressure drop (Pa) Percentage difference
Clean Naris 46.6 0
Inflow Channel 46.3 0.6
Inflow Velocity Profile 46.7 0.2
1.7% Fluctuations 46.5 0.2
5% Fluctuations 47.6 2.1
Table 6.1: Comparison of pressure drop across the cavity for various inflow
conditions at a flow rate of 200ml.s−1
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6.3 Relation to Experimental Findings
6.3.1 Instability
A comprehensive experimental interrogation would provide an ideal means of vali-
dating the computational methods employed in modelling flow in the nose. Deter-
mining the unsteady flow field by experimental techniques such as PIV remains a
difficult task. Dye visualisations however provide a straightforward means to com-
pare the flow features in a semi-quantitative way. These were performed in water
though a twice scale model of the idealised nasal cavity, with flow rates calibrated
so as to produce a dynamically matched flow regime to that investigated compu-
tationally. A converging inflow to the main cavity was employed in an attempt to
damp any instability leading to the naris due to experimental artefact. A bolus
injection, whereby a downstream part of the domain is filled with dye which is sub-
sequently flooded through the rest of the cavity, was used to investigate breakdown
of the shear layer. Frequencies are estimated directly using frames captured by a
high speed camera and identifying the formation of vortical structures during the
breakdown of the shear layer, and the wavelength being the distance between these
structures. A non-dimensional wavelength is calculated ( λ
Dh
) based on the hydraulic
diameter at the nasal valve (4.9mm). At a flow rate of 100ml.s−1 (figure 6.8a) some
high-frequency, small-scale vortical structures are observed in the shear layer of fre-
quency around 400Hz and wavelength 8mm. A similar instability is also clearly
observed at 150ml.s−1 (figure 6.8b) with frequency 900Hz and wavelength 5.4mm.
At higher flow rates the instability within the cavity reaches such a level that the
intricate structures in the shear layer can no longer be clearly identified, although
at 200ml.s−1 the frequency can be estimated to be 1700Hz and wavelength 3.7mm,
An equivalent computation was performed on a model of the domain with a
converging inflow. N2 gas was introduced into the domain as a bolus injection and
the mass fraction throughout the cavity was observed. On comparison to simulations
with a straight inflow leading to the naris it was found that the converging inflow
in fact increased the instability in the domain contrary to what was hypothesised.
For a flow rate of 125ml.s−1 a similar instability to that observed experimentally at
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Figure 6.8: Visualisation of a bolus injection of neutrally buoyant dye in
water in an experimental model of the idealised nasal cavity for
a constant mean flow rate of: (a) 100ml.s−1, and (b) 150ml.s−1
100ml.s−1 was present (figure 6.9a), with breakdown appearing at the same stage
and instability of frequency 550Hz. A good match was found for cases at flow rates
of 150ml.s−1 (figure 6.9b, breakdown of frequency 900Hz), whereas at higher flow
rates the instability within the main cavity again became such that any shear layer
breakdown was difficult to capture.
Estimates of the inherent frequencies and wavelengths in the breakdown of the
shear layer were made from the observations. The results are summarised in tables
6.2 and 6.3. For the computational models it was possible to analyse the thickness
of the shear layer from time-averaged plots of vorticity at a section 35mm from the
front of the nasal vestibule (shown in figure 2.13). These values are equally presented
in table 6.3
Flow rate Frequency of Wavelength Non-dimensional
(ml.s−1) breakdown (Hz) (mm) Wavelength
100 400 8 1.6
150 900 5.4 1.1
200 1700 3.7 0.8
Table 6.2: Comparison of characteristic flow statistics for shear layer break-
down in an experimental model of the idealised nasal cavity
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Figure 6.9: Contours of scalar N2 gas after a bolus injection in the idealised
nasal cavity for a constant mean flow rate of: (a) 125ml.s−1,
and (b) 150ml.s−1
Flow rate Frequency of Wavelength Non-dimensional Shear layer
(ml.s−1) breakdown (Hz) (mm) Wavelength thickness (mm)
100 350 6.4 1.3 1.0
125 550 4.7 1.0 1.3
150 950 3.8 0.8 1.6
200 1100 indiscernible indiscernible 2.0
Table 6.3: Comparison of characteristic flow statistics for shear layer break-
down the idealised model
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6.3.2 Scalar Transport
Measures of the scalar concentration in the upper cavity were taken in order to
quantify the build up of inhaled species in the nasal cavity. The scalar quantity was
introduced into a developed flow at time 0.15s at a uniform inspiratory flow rate
of 125ml.s−1, firstly with a quasisteady flow regime where the scalar build-up was
solved unsteadily on a snapshot of the flow, and secondly in a fully unsteady formu-
lation where the flow and scalar were solved simultaneously. Scalar concentration
was monitored at four points in the upper cavity and the results are shown in figure
6.10. The positions of these points are detailed in section 2.6.
What is observed in the anterior part of the cavity, points (a)-(d), is that the
build up of the scalar quantity begins earlier in the fully unsteady cases, where the
unstable shear layer induced higher dispersion. In the unsteady formulation, as the
flow moves downstream the shear layer begins to breakdown resulting in a fluctuation
of the scalar concentration due to small scale vortex shedding and overall elevated
concentration due to the enhanced mixing. In the olfactory cleft, points (e) and (f),
the build up of the scalar quantity in the quasisteady and unsteady cases occurs at
similar times, indicating that the flow further downstream of the nasal valve begins
to reach the quasistaeady state by the time the inhaled scalar reaches the posterior
regions of the nose. Beyond that point large fluctuations are once again observed in
the unsteady case. This suggests that the presence of instability in the flow regime
during inhalation plays an important role in the mixing of inhaled particulates and
odorants which must be transported to the upper cavity for olfaction.
6.4 Summary
The work in this chapter describes the effect of a change in boundary prescription
at the inlet to the domain using idealised geometries and comparing findings to
experimental observations. The addition of an artificial inflow was investigated as
well as the presciption of developed velocity profiles and random fluctuations at the
naris.
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Figure 6.10: Evolution of concentration of scalar N2 gas after quasisteady
and unsteady injection from time 0.15s at a constant mean
flow rate of 125ml.s−1 for 6 points in the upper idealised nasal
cavity indicated in figure 2.13. Note the differing values on the
y-axis in cases (e) and (f).
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In two dimensions, the addition of an artificial inflow serves to partition the flow
to a higher degree than with a flat naris inflow, although the large scale instability
observed is still present. This partitioning is due to the increased inertia of the
core of the developed flow at the naris, which serves to increase the speed of the jet
emanating from the nasal valve. In three dimensions this increased inertia is also
evident at 100ml.s−1 where the shear layer is directed towards the upper cavity.
At 200ml.s−1 flow in the main cavity was found to have dramatically higher levels
of instability than in the clean naris case. The critical flow rate for the onset of
this instability was found to be 125ml.s−1. Most studies, either computational or
experimental, incorporate some sort of inflow channel leading to the naris and thus
significantly influence the flow regime within the nasal cavity.
The application at the naris of a developed profile, taken from the case with an
artificial inflow, was found to have little effect on the overall flow in the cavity. A
slightly higher level of instability was observed in the shear layer when compared to
the flat profile, although nothing of the scale observed with the inflow channel. This
suggests that the effects of transient growth, where instability is allowed to build up
in the channel, play an important role. Random fluctuations of varying levels were
applied to a flat profile to investigate their effect on the flow regime. Again, only a
small change was observed compared to the flat profile, with a slightly earlier onset
of shear layer instability and slightly higher level of instability in the cavity. The fact
that, even at high levels of fluctuation, the levels of instability did not match those
observed with an inflow channel further suggests that transient growth has a large
influence. In each of the cases with either an inflow channel or different velocity
prescription, the pressure drop across the domain was not found to be significantly
affected. These findings may be significant in relating experimental work in models
where flow is supplied via an inflow to the nose, to the real flow which is drawn from
a large exterior domain into the naris.
Experimental models were developed in order to verify the findings of com-
putational simulations. A model using a converging inflow channel was devel-
oped and some high-frequency, small-scale instability was observed at flow rates
above 100ml.s−1, with a frequency of around 400Hz and wavelength 8mm. Beyond
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150ml.s−1 this instability became too high to accurately quantify. It was further-
more found that a converging inflow in fact served to increase, rather than damp,
instability in the main cavity. Injection of a scalar quantity was performed computa-
tionally in order to match the dye visualisation of the in-vitro research, and similar
patterns of shear layer instability were found up to 150ml.s−1 with comparable fre-
quencies. The levels of the scalar quantity found in the upper cavity were monitored
for quasisteady and fully unsteady simulation. It was found in the unsteady case
that the scalar dispersed into the upper cavity much earlier and some fluctuation of
the levels was observed when compared to the quasisteady case, suggesting that the
presence of instability in the main cavity plays an important role in the mixing of
inhaled quantities.
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Chapter 7
Relation to Anatomically Realistic
Models
7.1 Introduction
Whilst idealised models allow simple interrogation of flow within the nasal cavity and
of the effects of a physical change in the domain, it is always of interest to investigate
the inherent flow features and physiological function of anatomically realistic models.
In this chapter two models were employed with geometries reconstructed from CT
imaging of healthy male subjects. Steady modelling of the flow in these models
is discussed in chapter 3, and consequently this chapter focuses on their heat and
water exchange capacity and particle transport and deposition characteristics.
7.2 Heat and Water Exchange
The application of heat and water exchange models to the resolved steady flow
provides insight into the physiological function of the nose. Such models quantify
the overall exchange capacity of the nose whilst simultaneously allowing the areas of
high and low exchange to be identified. Modelling of these quantities in the idealised
models is discussed in earlier chapters and as a result this section deals exclusively
with the anatomically realistic cases.
In both cases there are three common sites where the majority of heat and mass
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Figure 7.1: Heat flux in at a steady flow rate of 100ml.s−1, where the ge-
ometry is depicted with the septal wall removed on the left and
shown on the right, in the anatomically realistic a) subject A
and b) subject B geometries
exchange occurs: around the nasal valve, at the front of the medial turbinate and
distributed over the walls of the medial passageway, particularly the septal wall. The
fact that heat exchange is high at the nasal valve is due to the boundary conditions
used, where no water exchange occurs in the nasal vestibule. The introduction of
water exchange at the nasal valve serves to concomitantly increase the heat exchange.
In subject A, exchange is more widely distributed over the walls of the medial
passageway than in subject B, where much higher exchange is observed on the front
of the medial turbinate. Furthermore, in subject B higher exchange is observed in
the middle meatus. These are shown in figures 7.1 and 7.2.
Quantified measures of WSS and heat and mass exchange are shown in table 7.1
for each geometry. There are surprisingly high levels of exchange observed in sub-
ject B although the value of integrated WSS is much lower. This can be explained
by the fact that in subject A much higher levels are observed in areas where high
WSS is localised, such as the front of the turbinates, however these areas reach an
exchange limit as the air can only be heated and humidified up to body levels. There
are some similarities to the result found in Chapter 4 where the model with an ide-
alised turbinate exhibited higher transfer over the turbinates although the exchange
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Figure 7.2: Water flux at a steady flow rate of 100ml.s−1, where the geom-
etry is depicted with the septal wall removed on the left and
shown on the right, in the anatomically realistic a) subject A
and b) subject B geometries
capacity was proportionally reduced. Essentially, we can observe “overloading”of ex-
change in overly obstructed passageways. Correspondingly, in occupational health,
anterior parts of the middle turbinate are a favoured site for carcinoma.
Model Subject A Subject B
Integrated WSS (Pa.m−2) 3.97× 10−4 1.79× 10−4
Integrated heat exchange (J.s−1) 5.32 4.35
Integrated water exchange (kg.s−1) 1.88× 10−6 1.45× 10−6
Table 7.1: Heat and water exchange statistics for the anatomically realistic
subjects A and B at a steady flow rate of 100ml.s−1
Relative humidity and static temperature are plotted in the coronal direction for
the anatomically realistic subjects in figure 7.3. The evolutions are similar, although
in the posterior part of the cavity Subject A experiences slightly higher values,
indeed becoming oversaturated. This follows from the fact that higher transfer
occurs in Subject A, which observes high levels of localised transfer in its narrower
passageways, than Subject B. Water is entirely transferred before heat, as indicated
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by the temperature curves which do not equilibrate as quickly as the humidity
curves.
Figure 7.3: Relative humidity (solid line) and static temperature (dashed
line) in the coronal direction at a steady flow rate of 100ml.s−1
in the anatomically realistic geometries
7.3 Particle Tracking and Aerosol Deposition
To further investigate the function of the nose, particle tracking and deposition
models were applied to steady flows with an inspiratory flow rate of 100ml.s−1 in the
idealised case and each of the anatomically realistic geometries. These models show
the transit through the nose of inhaled particles of water originating from different
areas of the naris and the deposition sites of a number of inhaled particles weighted
by the inlet velocity in order to produce realistic deposition maps for particles of
four different diameters: 5µm, 10µm, 15µm and 50µm.
A preliminary test was carried out in order to investigate the suitability of the
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modelling methods utilised, and to identify which of the various idealised geometries
would be most suited to a study of aerosol transport and deposition. This used the
methods described by Schroeter et al. (2010)58 where the deposition fraction is
plotted against an impaction parameter given by :
IP = d2aQ (7.1)
where da is the particle diameter in microns and Q is the flow rate. The Stokes
Number is also used and is given by:
Stk =
d2aQ
d3c
(7.2)
where dc = (0.0181Lnose/Rnose)
(4/9) where Lnose is the length from the naris to the
end of the septum and Rnose = ∆P/Q
1.75. This allows the anatomic variability
of the nose to be taken into consideration, as aerosol theory dictates that particle
deposition by inertia in various anatomies will collapse onto a single curve59 (figure
7.4). For the anatomically realistic cases a good match was found with the trends
observed by Schroeter et al. (2010), although slightly less deposition is found for
the mid-range impaction parameter in subject B. It is found that as the calibre of
the idealised model widens, the correlation to the anatomically realistic geometries
decreases. This indicates that, of the three idealised models, that of calibre 3mm
is the most suited to the study of aerosol deposition. This is converse to the trend
observed when considering the pressure-flow relation in Chapter 5, where the wider
5mm and 10mm models showed a good agreement with subjects A and B. It was
therefore decided that the 3mm model would be used for the investigation of aerosol
transport and deposition.
When displaying the results of the discrete phase model it was of interest to
weight the deposited particles by their inlet velocity in order to reflect the relative
quantities inhaled at high velocity regions of the inlet compared to low velocity
regions in unsteady flow. A high weighting, relating to an area of high flow at the
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naris, indicates an increased number of particles that would transit the domain and
impact on the walls.
Figure 7.4: Comparison of particle deposition results for various geometries
at an inspiratory flow rate of 100ml.s−1 plotted against the im-
paction parameter and the Stokes number, where the results of
Schroeter et al (2010). are depicted on the left, and the results
of this research on the right
In the idealised geometry, particles originating from the anterior naris reach the
upper airway where some recirculate in the olfactory region (figure 7.5). Particles
from the posterior naris transit this lower part of the cavity and reach the back
of the nasopharynx. Those particles inhaled through the central naris transit the
centre of the cavity. As the particle diameter increases, particles from the anterior
naris are trapped in the vestibule and those from the rest of the naris reach the
upper cavity where they are deposited, as their inertia does not allow them to be
turned by the flow.
The deposition patterns are shown in figure 7.6. The level of deposition is found
to increase with increasing particle diameter, with a heavy weighting of particles
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Figure 7.5: Particle tracks in the 3mm idealised model at a steady flow rate
of 100ml.s−1 coloured by the original position of the particles
at the naris for particles of diameter: (a) 5µm, (b) 10µm, (c)
15µm and (d) 50µm
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on the side walls downstream of the nasal valve and in the nasopharyngeal region.
Most particles deposited around the nasal valve originate from either the anterior
or posterior naris, with those of lower diameter depositing around the nasopharynx
passing through the central-posterior part of the naris .
Figure 7.6: Particle deposition in the 3mm idealised model at a steady flow
rate of 100ml.s−1 coloured by velocity-weighting of particles for
particles of diameter: (a) 5µm, (b) 10µm, (c) 15µm and (d)
50µm
In subject A it is shown that particles originating from the anterior naris expe-
rience some recirculation in the nasal vestibule then transit the lower cavity (figure
7.7). Particles from the posterior naris also transit this lower part of the cavity.
The remainder of inhaled particles, i.e. those inhaled through the central naris, are
shown to impact on the medial turbinate.
The level of deposition is again found to increase with increasing particle diam-
eter, with a heavy weighting of particles in the nasopharyngeal region and some
deposition on the front of the medial turbinate (figure 7.8). Furthermore, it is found
that most particles deposited in the main cavity originate from the central naris,
with those passing through the anterior-central part of the naris impacting on the
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Figure 7.7: Particle tracks in anatomically realistic subject A at a steady
flow rate of 100ml.s−1 coloured by the original position of the
particles at the naris for particles of diameter: (a) 5µm, (b)
10µm, (c) 15µm and (d) 50µm
medial turbinate.
In subject B the particle tracks show that particles from both the anterior and
central naris impact on the medial turbinate, whereas those particles from the pos-
terior naris again transit the lower cavity (figure 7.9). In both anatomically realistic
cases it is observed that particles from the anterior-central part of the naris expe-
rience some recirculation in the upper cavity, particularly the olfactory cleft at the
anterior portion of the cavity.
Similarly to subject A, particle deposition is found to increase with increasing
particle diameter and a heavy weighting of particles is found around the nasophar-
ynx (figure 7.10). However, this weighting is reduced compared to subject A and
increased deposition is observed on the inferior turbinate. Particles found to de-
posit on the turbinates generally originate from the anterior-central part of the
naris, whereas those particles deposited at the nasopharynx are inhaled through the
posterior and exterior regions of the naris.
Quantified measures of deposition are shown in table 7.2 for each geometry. The
levels of deposition in the idealised case show no particular correlation with the
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Figure 7.8: Particle deposition in anatomically realistic subject A at a
steady flow rate of 100ml.s−1 coloured by velocity-weighting
of particles for particles of diameter: (a) 5µm, (b) 10µm, (c)
15µm and (d) 50µm
Figure 7.9: Particle tracks in anatomically realistic subject B at a steady
flow rate of 100ml.s−1 coloured by original position of particle
at the naris for particles of diameter: (a) 5µm, (b) 10µm, (c)
15µm and (d) 50µm
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Figure 7.10: Particle deposition in anatomically realistic subject B at a
steady flow rate of 100ml.s−1 coloured by velocity-weighting
of particles for particles of diameter: (a) 5µm, (b) 10µm, (c)
15µm and (d) 50µm
anatomically realistic cases, particularly for large particles where a lower proportion
are deposited. There are, however, some interesting similarities, particularly the
high deposition observed in each case at the nasopharynx. Of the two anatomically
realistic geometries, there are higher levels of deposition observed in subject A al-
though in general the distribution of deposited particles is similar. In both cases,
deposition sites correlate well to areas of high WSS. Almost all particles of diameter
50µm are deposited at the nasal valve and on the turbinates, with little transit to
the nasopharyngeal region.
Figure 7.11 shows the cumulative deposition through each of the nasal models.
In each case the 5µm particles are, coronally, fairly evenly distributed through the
domain whereas the 50µm particles are mainly deopsited in the anterior domain.
Particles of diameter 10µm and 15µm are mainly deposited around 30% of the
way through the domain, which corresponds to the front of the turbinates. In
the idealised case however, a large proprtion of 15µm particles are deposited at
the nasopharynx. In the axial direction, particles are generally well distributed,
Particle diameter Idealised Subject A Subject B
(µm) deposition (% of deposition (% of deposition (% of
inhaled particles) inhaled particles) inhaled particles)
5 0.63 1.45 1.51
10 5.92 8.16 1.74
15 34.78 40.58 9.09
50 87.91 99.97 99.71
Table 7.2: Particle deposition statistics for the anatomically realistic sub-
jects A and B at a flow rate of 100ml.s−1 for particles of 5µm,
10µm, 15µm and 50µm
although high deposition on the turbinates can still be seen around 70% of the way
to the upper cavity from the naris, particularly in Subject B. In the idealised case,
very few particles are deposited in the upper cavity.
The escape and deposition times, or ‘termination times ’, of inhaled particles
were recorded and the results for each geometry and each of the various particle
sizes are presented in figure 7.12. For each geometry, as the inhaled particle diameter
increases the termination time of the majority of particles is seen to decrease. This is
due to the fact that as the particle size increases a higher proportion are deposited
on the walls of the cavity, as previously discussed. Of the anatomically realistic
cases, the majority of particles in subject A experience earlier termination than
those in subject B. This can be explained by the fact that deposition is higher in
this model than in subject B. Also, subject A exhibits a slightly wider distribution
of termination times, indicating that particles are entrained in recirculation more
than in subject B.
As there is low depostion of 5µm particles in each case, the termination times in
this case give an indication of the time taken for particles to transit the domain. It is
found that the majority of particles transit the idealised nose more rapidly than the
anatomically realistic cases, where there is a wider distribution of termination times.
This would indicate that the idealised model does not capture flow recirculation
sufficiently to replicate that found in reality.
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Figure 7.11: Cumulative particle deposition plotted from the naris in the
coronal (left) and axial (right) directions for particles of di-
ameter 5µm (blue), 10µm (green), 15µm (yellow) and 50µm
(red) at a steady flow rate of 100ml.s−1 in: (a) anatomically
realistic Subject A, (b) anatomically realistic Subject B and
(c) the idealised model
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Figure 7.12: Particle termination times for each of the idealised and
anatomically realistic models at a steady flow rate of 100ml.s−1
for paricles of diameter 5µm, 10µm, 15µm and 50µm
7.4 Summary
The heat and water exchange capacity and particle transport and deposition char-
acteristics of anatomically realistic nasal models were investigated, and compared
with the idealised geometries. Heat and water exchange were found to be highest
in several common areas: around the nasal valve, on the front of the turbinates, in
particular the medial turbinate, and on the walls of the medial passageway, mainly
the septal wall. It was found that although subject A had a higher value of inte-
grated WSS than subject B, less exchange was performed. This can be explained
by the exchange ceiling in areas of high local WSS, where subject A shows much
higher levels of WSS although similar levels of exchange to subject B, and the fact
the narrower subject A offers a reduced total surface area for exchange to occur.
A study was performed on the idealised models of varying channel calibre in order
to ascertain which would be most suitable for investigation of particle transport and
deposition. The deposition fraction was plotted against an impaction parameter and
the Stokes Number, which would reduce the effect of geometric differences. It was
found that the 3mm case most accurately matched the results of the anatomically
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realistic subjects and those found in literature. In the 3mm case, particles from the
anterior naris were found to reach the upper cavity, with those from the central naris
transiting the central cavity and those from the posterior naris transiting the lower
cavity. As the particle diameter increased more particles were trapped in the nasal
vestibule with the remainder reaching the upper cavity due to their increased inertia
preventing their entrainment in the flow. As particle size increased the depsition
fraction increased, with deposition of particles originating from the anterior and
posterior naris observed on the side walls around the nasal valve and particles from
the central naris depositing around the nasopharynx.
In the anatomically realistic geometries, particles from the anterior naris in sub-
ject A were observed to circulate in the nasal vestibule before transiting the lower
cavity. In subject B these particles were found to reach the front of the medial
turbinate, which was similarly reached by particles from the central naris in subject
A. Some particles from the anterior central region of the naris were found to recir-
culate in the upper cavity in both cases, whilst those emanating from the posterior
naris transited the lower cavity. Again, deposition was found to increase with in-
creasing particle size, with a heavy weighting of deposited particles found around
the nasopharynx which originated from the posterior naris. In both cases particles
from the anterior and central naris deposited on the front of the turbinates.
On quantification of particle deposition it was found that there was little cor-
relation between the idealised and anatomically realistic cases. Higher levels of
deposition were observed in subject A than subject B, with areas of deposition cor-
relating well to areas of high wall shear stress. Furthermore, it was found that the
time taken for particles to transit the nasal cavity was reduced in the idealised case
in comparison to the anatomically realistic models, which would suggest that the
idealised model does not accurately capture the recirculation and distribution of
flow found in reality. Generally, however, the levels of deposition observed are much
lower than found in experimental study,30, 43 thus further development of modelling
techniques is necessary before significant conclusions can be drawn.
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Chapter 8
Conclusions and Future Work
8.1 Conclusions
The steady and unsteady flow regimes in both idealised and anatomically realistic
geometries were investigated. In the idealised case it was found that only with the
modelled turbinate, and for an inspiratory flow rate no greater than 100ml.s−1 was a
converged steady flow solution obtained. This indicates that the turbinate is integral
to stabilising the flow within the cavity. Likewise, steady solutions were found at
100ml.s−1 for each of the anatomically realistic cases. In all cases, a characteristic
flow feature observed is the jet emanating from the nasal valve. The impact of this
on the medial turbinate can be readily identified via plots of wall shear stress. The
turbinates act to partition the flow, leading to renewed flow acceleration through to
the nasopharynx.
The relation between the pressure drop and flow rate in each model case was
investigated. It has been shown that pressure drop increases with flow rate, with a
higher rate of change at higher flow rates. The consequence is an S-shaped pressure-
flow curve that indicates that pressure drop increases with the square of flow rate.
The fact that the pressure drop was higher in inspiration than expiration in subjects
A and B suggests that the nasal resistance is reduced during expiration, although
the inverse was found for the idealised cases. Unsurprisingly, decreased resistance
was also evident in the wider cavities which required a lower pressure drop to drive
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the same flow rate in both the idealised and anatomically realistic cases. A good
match was found between the 5mm and 10mm idealised cases and the anatomically
realistic subjects A and B respectively. This suggests that, for global flow measures,
such overt simplifications to the geometry are representative of overall resistance
characteristics.
In unsteady flow an additional pressure gradient is required to induce a change
in flow rate, meaning the values of pressure drop are higher for accelerating flow
and lower for decelerating flow than in the steady case. It was observed that the
relation suggested by Isabey and Chang (1981)53 provides a good model to describe
the combination of resistance and flow inertance. Specifically, the steady component
of the pressure-flow relation falls onto a single line characterising the resistance. The
thickness of the loop is governed by the inertance term, which is dependent on the
flow acceleration, a time dependent variable. This model, however, uses a constant
value of resistance, which in reality is time-dependent, and thus does not reproduce
the S-shape observed otherwise. In this respect the flow relation produced by the
model is better matched to a pulsatile Womersley flow. The Isabey and Chang model
deos explain how flow unsteadiness alters the pressure-flow relation. The results here
furthermore provide an explanation for those obtained for the pressure-flow loop by
Ho¨rschler et al. (2010).20
The relationship between the anatomical shape and the fluid mechanics of the
nose was investigated in the idealised geometries, considering the influence of the
turbinate structures in particular. In two dimensions, the complexity of the flow in
the main cavity was found to increase with the omission of the middle turbinate as
there were no internal anatomical structures or lateral walls present to contain and
control the flow. Instabilities produced by the high-speed jet emanating from the
nasal valve were evident at all flow rates. The flow development was dominated by
a low frequency flapping of large scale vortical structures, which were contained in
the anterior part of the cavity by the presence of an interjecting turbinate structure.
The turbinate also partitioned the flow between the upper and the lower portions
of the domain whilst providing an impaction surface for the high velocity region of
flow emerging from the nasal valve.
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In three dimensions the narrow calibre of the airways greatly stabilises the flow
with the large scale instabilities found in two dimensions no longer present. A peri-
odic small-scale breakdown of the shear layer is observed of frequency approximately
600Hz - comparable to that found in previous studies. In the idealised model, the
introduction of a turbinate serves to reduce the total heat and mass exchange ca-
pacity of the nose, conversely to what would be expected from WSS values, which
are higher. This can be attributed to the fact that the exchange at areas of high
WSS reaches a ceiling whereby no more exchange can occur, hence WSS values
beyond a certain level do not serve to increase the exchange capacity of the nose.
For the idealised turbinate configurations, a second factor is that the wall surface
area is reduced by including the idealised turbinate, whereas in reality the turbinate
increases nasal surface area. This suggests that the functionality of the nose is
greatly enhance by a semi-interposed turbinate as found in reality rather than a
fully interposed structure.
The idealised models provided a means to study the effect of changes in the
calibre of the human nasal airway and resultant changes in the flow regime and
heat and mass exchange capacity. It was found that the large scale, low-frequency
flapping observed in the two dimensional case starts to reappear in the widest cali-
bre three-dimensional case, where some low-frequency flapping of the shear layer is
present.
For a constant flow rate in models of different channel calibre, the breakdown
of the shear layer was found to occur at the same spatial location, indicating that
the flow rate governs the point at which instability occurs. As the calibre increases
the level of instability in the cavity decreases, although this could be attributed to
reduced velocities caused by maintaining an equal flow rate in a wider cavity, which
furthermore results in slower establishment of the flow regime. Inflow velocities
were then maintained, resulting in an increased flow rate in the wider cavities. The
breakdown of the shear layer occurred nearer to the nasal valve as the calibre,
and concurrently flow rate, increased, further suggesting that flow rate is the main
factor governing the onset of intability in the shear layer. Instability within the
cavity was therefore much higher in the wider cases, especially in the upper cavity
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which encounters little flow as the cavity narrows.
As the calibre increases both the pressure drop and wall shear stress across the
cavity decrease. It was found that these reductions follow the curves proportional
to u2 and u3/2 respectively, where u is a representative velocity e.g. that at the naris
centreline. These reductions are also evident as the calibre widens for a constant
flow rate. Heat and mass exchange values were calculated for each case and a similar
phenomenon was observed, suggesting that WSS values offer a good indication of the
air conditioning capacity of the nose. For a constant inspiratory velocity WSS values
were conversely found to increase with increasing channel calibre. This was reflected
in the values of heat and mass transfer as may be anticipated given that the Reynolds
number is increasing. Such a modest increase is suggestive of predominantly laminar
flow. The onset of instability was observed earlier as the calibre, and thus flow rate,
increased.
The effect of the addition of an artificial inflow to the idealised geometry was
investigated as well as the presciption of developed velocity profiles and random
fluctuations at the naris. The motivation, as explained previously, is that many
physical models are constructed in this way. The findings were then related to
experimental investigations. In two dimensions, the addition of an artificial inflow
served to partition the flow in the cavity to a higher degree than with a flat naris
due to the increased inertia of the developed flow at the naris, which serves to
increase the speed of the jet emanating from the nasal valve. In three dimensions
this increased inertia is also evident at 100ml.s−1 where the shear layer is directed
towards the upper cavity. At 200ml.s−1 flow in the main cavity was found to have
dramatically higher levels of instability than in the clean naris case. The critical
flow rate for the onset of this instability was found to be 125ml.s−1. Thus these
results suggest that the addition of an inflow may artificially enhance instability in
model studies.
Regarding instability mechanisms, the application at the naris of a developed
profile was found to have little effect on the overall flow in the cavity, although a
slightly higher level of instability was observed in the shear layer when compared to
the flat profile. This suggests that the effects of transient growth, where instability is
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allowed to build up in the channel, play an important role. Only a small change was
observed when random fluctuations of varying levels were applied to a flat profile,
with a slightly earlier onset of shear layer instability and slightly higher level of
instability in the cavity. The fact that the levels of instability did not match those
observed with an inflow channel further suggests that transient growth has a large
influence. In each case the pressure drop across the domain was not found to be
significantly affected.
In order to verify the findings of computational simulations, an experimental
model using a converging inflow channel was developed and some high-frequency,
small-scale instability was observed at flow rates of 100ml.s−1 and above. Beyond
150ml.s−1 this instability became too high to accurately quantify. The converging
inflow, designed to damp any extra instability, in fact served to increase the instabil-
ity in the main cavity. Computations were performed in which a scalar quantity was
introduced in order to match the dye visualisation of the in-vitro work, and similar
patterns of shear layer instability were found up to 150ml.s−1, with a frequency of
around 400Hz and wavelength 8mm observed at 100ml.s−1. The levels of the scalar
quantity were monitored in the upper cavity and it was found that in an unsteady
formulation that the scalar dissipated into the upper cavity much earlier and some
fluctuation of the levels was observed when compared to a quasisteady case, sug-
gesting that the presence of instability in the main cavity plays an important role
in mixing of inhaled quantities.
In anatomically realistic models, heat and water exchange were found to be high-
est in several common areas: around the nasal valve, on the front of the turbinates,
in particular the medial turbinate, and on the walls of the medial passageway, mainly
the septal wall. It was found that although subject A had a higher value of inte-
grated WSS than subject B, less exchange was performed. Although subject A
shows much higher levels of WSS than subject B in areas such as the front of the
turbinates, similar levels of exchange are observed due to the fact that the exchange
can only reach body levels of heat and humidity. Combined with the reduced total
surface area on which exchange can occur of the narrower subject A, total values of
exchange are in fact reduced.
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By plotting the deposition fraction against an impaction parameter and the
Stokes Number, it was found that the 3mm idealised case most accurately matched
the results of the anatomically realistic subjects and those found in literature. In
this case, particles from the anterior naris were found to reach the upper cavity, with
those from the central naris transiting the central cavity and those from the posterior
naris transiting the lower cavity. More particles were trapped in the nasal vestibule
as the particle diameter increased with the remainder reaching the upper cavity due
to their increased inertia preventing their entrainment in the flow. As particle size
increased the deposition fraction increased, with deposition of particles originating
from the anterior and posterior naris observed on the side walls around the nasal
valve and particles from the central naris depositing around the nasopharynx.
Particles from the anterior naris in anatomically realistic subject A were observed
to circulate in the nasal vestibule before transiting the lower cavity. In subject B
these particles were found to reach the front of the medial turbinate, which was
similarly reached by particles from the central naris in subject A. Some particles
from the anterior central region of the naris were found to recirculate in the upper
cavity in both cases, whilst those emanating from the posterior naris trasited the
lower cavity. Again, deposition was found to increase with increasing particle size,
with a heavy weighting of deposited particles found around the nasopharynx that
originated from the posterior naris. In both cases particles from the anterior and
central naris deposited on the front of the turbinates.
It was found that there was little statistical correlation between deposition in
the idealised and anatomically realistic cases. Higher levels of deposition were ob-
served in subject A than subject B, with areas of deposition correlating well to
areas of high wall shear stress. Furthermore, it was found that the time taken for
particles to transit the nasal cavity was reduced in the idealised case in compari-
son to the anatomically realistic models, suggesting that the idealised model does
not accurately capture the recirculation and distribution of flow found in reality.
Generally, deposition levels are lower than those found in experimental study,30, 43
thus significant conclusions can not be drawn until modelling techniques are further
developed.
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8.2 Future Work
The fact that clinical capabilty is unlikely to advance to a stage where there is an
ability to monitor and characterise human nasal airflow in-vivo means that there
will continue to be a large dependence on accurate capture of the nasal cavity and
reliable simulation of the inherent flow regime. The definition of the nasal boundary
remains key, and for simulations which rely on anatomically realistic geometries, the
development of CT acquisition, i.e. improvements in resolution and slice thickness,
will increase the accuracy of model boundaries. Automation of the acquisition and
segmentation processes would further lead to the possibility of real time computa-
tional simulation in a clinical context.
One of the main challenges of modelling nasal airflow is the inter-individual
variation in the geometry of the nasal cavity. One possible method of overcoming this
difficulty is the characterisation of averaged geometries taken from a large sample
of individual cases. It is important to maintain the influential structural features
of the nasal cavity in order to provide models that are broadly representative of
individual cases. Some attempt was made in this research to simplify the domain to
these critical features and this can be used as a baseline from which the influential
parts of the nose can be identified. Once the effects of change are known, studies
can be geared towards certain areas in the knowledge that any assumptions or
simplifications made will not be detrimental to the reasearch. The dynamic nature
of the airway boundary is one further area of potential development, in order to
accurately recapture the effects of the nasal cycle, alar collapse during sniffing or
changes in the airway due to climate or illness.
To further relate computational simulations to the flow found in reality an expan-
sion of the domain could be considered. Whilst this research deals almost exclusively
with the nasal passageways between the naris and the nasopharynx, modelling of
other important features such as, for example, the external face, would more accu-
rately replicate the velocity profiles entering the naris and, hence, the flow regime
found within the cavity. An important finding from this work is that the use of an
anrtificial inflow may enhance flow instability. Most experimental models employ
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such an inflow and hence may report higher disturbance levels than would occur in
the real nose. This logic can also be applied to other physical features that have
been omitted in this case, such as the ostia to the sinuses, the narrow meatuses and
the airways descending beyond the nasopharynx. The development of both image
capture and computational modelling techniques would permit the reliable inclusion
of such features.
Accurate capture of breathing profiles would also contribute to more realistic
simulation of flow within the cavity. In the majority of this research, constant,
uniform inspirations are applied at the naris. Characterisation of realistic breathing
profiles for both quiet breathing and sniffs will allow computational simulations to
more realistically model the function of the nose, though may be more challenging
to replicate in an experimental context. Furthermore, full breathing cycles would
provide an interesting insight into the flow regime and function of the nose when flow
reversal, both during the transition from inhalation to exhalation and vice versa.
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Appendix A
Perturbation UDF
/**********************************************/
/* Vel_100_Perturbations.c */
/* UDF for applying random perturbations */
/* to a flat velocity profile BC */
/**********************************************/
#include "udf.h"
#include "stdlib.h"
#include "mem.h"
#include "time.h"
DEFINE_PROFILE(inlet_velocity, thread, position)
{
face_t f;
/* Define variables */
real *perturbed_velocity;
/* Defines array of perturbed velocities */
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real sum_flux = 0.0;
/* Defines sum of fluxes */
real sum_area = 0.0;
/* Defines sum of areas */
real correction;
/* Defines flux correction factor to be applied */
real velocity = 1.251;
/* Defines desired flat profile inlet velocity */
real P = 0.5;
/* Defines extents of perturbation percentages as +/- P% */
int i, n;
/* Defines integer counter, i, and number of elements, n */
double A[ND_ND];
/* Defines dimensions */
/*------------------------------------------------------*/
i = 0; /* Initialise value of i to be zero */
if ( first_iteration )
{
/* Applies following code only at the first iteration */
begin_f_loop (f, thread)
{
i++;
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}end_f_loop (f, thread)
/* Counts number of elements at inlet, i */
n = i;
/* Assigns the number of elements to variable n.*/
perturbed_velocity = (real*)malloc(n*sizeof(real));
/* Defines size of perturbed velocities array
equal to number of elements at inlet.*/
i = 0; /* Reinitialise value of i to be zero */
/* Calculates perturbed velocity with perturbations +/- P percent
and calculates and sums associated flux at each element */
srand ( time(NULL) );
begin_f_loop (f, thread)
{
perturbed_velocity[i] =
velocity*(1.0 + ((-P/100.0) + (2.0*P*rand()/(100.0*RAND_MAX))));
/* Creates an array of velocities with applied perturbation
of percentage +/- p */
F_AREA(A, f, thread);
/* Reports element area */
sum_flux += perturbed_velocity[i]*NV_MAG(A);
/* Sums calculated fluxes across face */
sum_area += NV_MAG(A);
/* Sums element areas across face */
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i++;
}
end_f_loop (f, thread)
/* Corrects perturbed velocities with respect to
calculated flux and expected ’flat-profile’ flux */
i = 0;
correction = velocity*sum_area/sum_flux;
/* Calculated flux correction factor ’expected flux/actual flux’ */
begin_f_loop (f, thread)
{
/* Loop to define profile at face */
F_PROFILE(f, thread, position) = perturbed_velocity[i]*correction;
/* Defines velocity profile with perturbations along inlet,
corrected by flux factor*/
i++;
}
end_f_loop (f, thread)
free (perturbed_velocity);
/* Free array of perturbed velocities */
}
}
/*----------------------------------------*/
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Appendix B
Python Scripts
#########################################################################
# This program takes a sample DPM file from fluent and writes a data #
# file that is readable using the tecplot general text loader #
# Written by Edmund Lobb 2011 #
# "A man must have a code" #
#########################################################################
# input particle diameter
d = raw_input("Enter particle diameter in microns: ")
# input flowrate
q = raw_input("Enter flow rate in ml/s: ")
# open corresponding (re-named as trapped_d_100.dat) wall.dpm file
inp = open(’trapped_’ + d + ’_’ + q + ’.dat’, ’r’)
# Read headers so they are not taken into account when searching data
headers = inp.readline()
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headers2 = inp.readline()
idlist = [] # opens a list to store id of trapped particles
#z_vel_naris_list = [] # opens a list to store the initial velocities of
trapped particles
#search through sample file and output a list of trapped particle ids
for line in inp:
linepart = str(line).split(’:’)
particleid = int(linepart[1].split(’)’)[0])
idlist.append(particleid)
# input area-weighted average of z velocity from fluent
#awa = raw_input("Enter area-weighted average of z velocity: ")
average = float(1.272802)
# opens the oiginal injection file containing all injected particles
ref = open(’naris_’ + d + ’_’ + q + ’_tec_formatted.inj’, ’r’)
count=1
# Read headers so they are not taken into account when searching data
head1 = ref.readline()
head2 = ref.readline()
indx = 0 # set index to scroll through idlist line by line
lineid = idlist[indx] # assign variable lineid as selected particle id
# open list to store calculated particle weightings
weight_list = []
# loop through initial injection file and calculate weightings
for line in ref:
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if count == lineid: # search through initial injection file to find
id of trapped particle
# Take values from file
trapped_z_vel_naris = float(str(line).split(’ ’)[-5]) # search line
to find initial z-velocity of particle
weight = trapped_z_vel_naris/average # calculate weight as initial
particle velocity/average inlet velocity
# print trapped_z_vel_naris
# print weight
# print " "
weight_list.append(weight) # add weighting to list
# Reassign lineid
if (indx < (len(idlist) - 1)):
indx += 1
lineid = idlist[indx]
count+=1
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
indx = 0 # set index to scroll through idlist line by line
lineid = idlist[indx] # assign variable lineid as selected particle id
# open list to store original x-positions
x_list = []
# loop through initial injection file and find original x-positions
for line in ref:
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if count == lineid: # search through initial injection file to find id
of trapped particle
# Take values from file
x_orig = float(str(line).split(’ ’)[-10]) # serach line to find initial
x-position of particle
# print trapped_z_vel_naris
# print weight
# print " "
x_list.append(x_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist) - 1)):
indx += 1
lineid = idlist[indx]
count+=1
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
indx = 0 # set index to scroll through idlist line by line
lineid = idlist[indx] # assign variable lineid as selected particle id
# open list to store original y-positions
y_list = []
# loop through initial injection file and find original y-positions
for line in ref:
if count == lineid: # search through initial injection file to find id of
trapped particle
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# Take values from file
y_orig = float(str(line).split(’ ’)[-9]) # serach line to find initial
y-position of particle
# print trapped_z_vel_naris
# print weight
# print " "
y_list.append(y_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist) - 1)):
indx += 1
lineid = idlist[indx]
count+=1
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
indx = 0 # set index to scroll through idlist line by line
lineid = idlist[indx] # assign variable lineid as selected particle id
# open list to store original y-positions
z_list = []
# loop through initial injection file and find original y-positions
for line in ref:
if count == lineid: # search through initial injection file to find id of
trapped particle
z_orig = 0.08 # serach line to find initial y-position of particle
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z_list.append(z_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist) - 1)):
indx += 1
lineid = idlist[indx]
count+=1
# open file to write weights and positions and be imported into tecplot
out = open(’trapped_’ + d + ’_’ + q + ’_weight_positions.dat’, ’w’)
indx2 = 0 # set new index to scroll through weightings line by line
lineweight = weight_list[indx2] # assign variable lineweight as selected
particle weight
#exit ()
inp.seek(0) # go back to start of the input sample file
# Read headers so they are not taken into account when writing data
head1 = inp.readline()
head2 = inp.readline()
# write header in format required for tecplot import
header = "\"X\", \"Y\", \"Z\", \"U\", \"V\", \"W\", \"diameter\", \"T\",
\"mass-flow\", \"time\", \"name\", \"weight\", \"x_orig\", \"y_orig\",
\"z_orig\"\n"
out.write(header)
# loop through input sample file and add weight to each trapped particle
in a new column
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for line in inp:
outline = (str(line)[:-2] + ’ ’ + str(weight_list[indx2]) + ’ ’
+ str(x_list[indx2]) + ’ ’ + str(y_list[indx2]) + ’ ’
+ str(z_list[indx2]) + ’)\n’) # split line at necessary place and add weight
if (indx2 < (len(weight_list) - 1)): # reassign lineweight to
next particle
indx2 += 1
lineweight = weight_list[indx2]
out.write(outline) # write out new line including weight
# close files
inp.close()
out.close()
#####################################################################
# This program takes a particle track file from fluent and writes a #
# plt file that is readable using the tecplot data loader #
# Written by Edmund Lobb 2011 #
#####################################################################
# import necessary libraries
from scipy import *
# input particle diameter
d = raw_input("Enter particle diameter in microns: ")
# input flow rate
q = raw_input("Enter flow rate in ml/s: ")
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# open corresponding (re-named as d_q.part) particle track file
file = open(d + ’_’ + q +’.part’, ’r’)
# opens the original injection file containing all injected particles
ref = open(’naris_’ + d + ’_’ + q + ’_tec_formatted.inj’, ’r’)
# Read headers so they are not taken into account when searching data
for lineNo,line in enumerate(file):
if lineNo==19: break
# Set small non-zero constant
epsilon = 1.0e-17
# open a list to store number of lines (timesteps) in each particle track
zonelinecounts = []
depositiontimes = []
prev_line = ""
# search through particle track file and output a list of line counts
for each particle track
linecounter = 0
for line in file:
if ((abs(float(line.split(’\t’)[0])) < epsilon) or ()):
zonelinecounts.append(linecounter)
depositiontimes.append("%s" % (str(prev_line).split(’\t’)[0]))
# This line is a zero time
linecounter = 0
prev_line = line
linecounter += 1
zonelinecounts.append(linecounter)
depositiontimes.append("%s" % (str(prev_line).split(’\t’)[0]))
listfile = open(’times_’ + d + ’_’ + q + ’.dat’, ’w’)
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for item in depositiontimes:
listfile.write("%s\n" % item)
listfile.close()
# Return to start of file and read headers so they are not taken into
account when searching data
file.seek(0)
for lineNo,line in enumerate(file):
if lineNo==19: break
# open a list to store id of tracked particles
idlist2 = []
# search through sample file and output a list of tracked particle ids
for line in file:
particleid = float(str(line).split(’ ’)[-2])
idlist2.append(particleid)
def uniq(alist): # Fastest order preserving
set = {}
return [set.setdefault(e,e) for e in alist if e not in set]
idlist2filt = uniq(idlist2)
occurrencelist = []
for item in idlist2filt:
occurrencelist.append(idlist2.count(item))
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
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indx = 0 # set index to scroll through idlist2filt line by line
lineid = idlist2filt[indx] # assign variable lineid as selected particle id
# open list to store original x-positions
x_list = []
# loop through initial injection file and find original x-positions
for line in ref:
if count == lineid: # search through initial injection file to find id
of tracked particle
# Take values from file
x_orig = float(str(line).split(’ ’)[-10]) # search line to find initial
x-position of particle
# print trapped_z_vel_naris
# print weight
# print " "
x_list.append(x_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist2filt) - 1)):
indx += 1
lineid = idlist2filt[indx]
count+=1
print len(idlist2filt)
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
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indx = 0 # set index to scroll through idlist2filt line by line
lineid = idlist2filt[indx] # assign variable lineid as selected particle id
# open list to store original y-positions
y_list = []
# loop through initial injection file and find original y-positions
for line in ref:
if count == lineid: # search through initial injection file to find
id of tracked particle
# Take values from file
y_orig = float(str(line).split(’ ’)[-9]) # search line to find initial
y-position of particle
# print trapped_y_vel_naris
# print weight
# print " "
y_list.append(y_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist2filt) - 1)):
indx += 1
lineid = idlist2filt[indx]
count+=1
ref.seek(0)
head1 = ref.readline()
head2 = ref.readline()
count=1
indx = 0 # set index to scroll through idlist2filt line by line
lineid = idlist2filt[indx] # assign variable lineid as selected particle id
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# open list to store original y-positions
z_list = []
# loop through initial injection file and find original y-positions
for line in ref:
if count == lineid: # search through initial injection file to find
id of tracked particle
z_orig = 0.08 # search line to find initial y-position of particle
z_list.append(z_orig) # add position to list
# Reassign lineid
if (indx < (len(idlist2filt) - 1)):
indx += 1
lineid = idlist2filt[indx]
count+=1
print len(idlist2filt)
print len(x_list)
# Return to start of file and read headers so they are not taken into
account when searching data
file.seek(0)
for lineNo,line in enumerate(file):
if lineNo==19: break
xlistext = []
for i in range(len(occurrencelist)):
tmplist = []
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for j in range(occurrencelist[i]):
tmplist.append(x_list[i])
xlistext.append(tmplist)
xlistext = list(concatenate((xlistext)))
ylistext = []
for i in range(len(occurrencelist)):
tmplist = []
for j in range(occurrencelist[i]):
tmplist.append(y_list[i])
ylistext.append(tmplist)
ylistext = list(concatenate((ylistext)))
zlistext = []
for i in range(len(occurrencelist)):
tmplist = []
for j in range(occurrencelist[i]):
tmplist.append(z_list[i])
zlistext.append(tmplist)
zlistext = list(concatenate((zlistext)))
# Return to start of file and read headers so they are not taken into
account when searching data
file.seek(0)
for lineNo,line in enumerate(file):
if lineNo==19: break
# open corresponding (re-named as trapped_d_100.dat) wall.dpm file
inp = open(’trapped_’ + d + ’_’ + q + ’.dat’, ’r’)
# Read headers so they are not taken into account when searching data
headers = inp.readline()
headers2 = inp.readline()
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# open a list to store id of trapped particles
idlist = []
# search through sample file and output a list of trapped particle ids
for line in inp:
linepart = str(line).split(’:’)
particleid = int(linepart[1].split(’)’)[0])
idlist.append(particleid)
# open list to store trapped identification
trapped_list = []
# create an array of zeros of size equal to the largest particle id
amongst tracked or trapped particles
for line in file: maxn=(int(float(str(line).split(’\t’)[11])))
maxn=max(maxn,max(idlist))
a=zeros(maxn+1)
print ’Setting up array’
# write value of 1 for array element of index equal to id of trapped
particles
for idd in idlist:
a[idd]=1
# Return to start of file and read headers so they are not taken into
account when searching data
file.seek(0)
for lineNo,line in enumerate(file):
if lineNo==19: break
# check each line of particle track file against array of trapped particle
143
and create a list which marks each line as either a trapped particle (1)
or otherwise (0)
print ’Checking each line’
for line in file:
trapped=0
b=(int(float(str(line).split(’\t’)[11])))
if(a[b]): trapped=1
trapped_list.append(trapped)
print ’Checked all’
# Return to start of file and read headers so they are not taken into
account when searching data
file.seek(0)
for lineNo,line in enumerate(file):
if lineNo==19: break
# open a .plt file to write particle tracks with trapped identifier in
tecplot format
out = open(’tracks_’+ d + ’_’ + q + ’.plt’, ’w’)
#write header in correct tecplot format
header = "TITLE = \"\"\nVARIABLES = \"Time\"\n\"X\"\n\"Y\"\n\"Z\"\n\"U\"\n\"
V\"\n\"W\"\n\"particleID\"\n\"trapped\"\n\"deposition time\"\n\"xpos\"\n\"
ypos\"\n\"zpos\"\n"
out.write(header)
breakcount = 1 # set counter for break when new zone needs to be titled
indx=0
indx2 = 0 # set index to scroll through trapped list line by line
# iterate through particle track file
for line in file:
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# find whether first element of line (time) equals zero, indicating new
particle track hence new zone
if (abs(float(line.split(’\t’)[0])) < epsilon):
# if new zone write zone header including number of zone (breakcount)
and number of lines in zone (zonelinecounts)
out.write(’ZONE T=\"ZONE ’ + str(breakcount) + ’\"\nI=’
+ str(zonelinecounts[breakcount]) + ’, J=1, K=1,F=POINT\n’)
breakcount += 1
if (abs(float(line.split(’\t’)[0])) < epsilon):
indx +=1
# write each line for the zone, including marker for trapped particles
outline = (str(line).split(’\t’)[0] + ’\t’ + str(line).split(’\t’)[1]
+ ’\t’ + str(line).split(’\t’)[2] + ’\t’ + str(line).split(’\t’)[3] + ’\t’
+ str(line).split(’\t’)[4] + ’\t’ + str(line).split(’\t’)[5] + ’\t’
+ str(line).split(’\t’)[6] + ’\t’
+ str(line).split(’\t’)[11].replace(’\n’, ’\t’)
+ str(trapped_list[indx2]) + ’\t’ + str(depositiontimes[indx]) + ’\t’
+ str(xlistext[indx2]) + ’\t’ + str(ylistext[indx2]) + ’\t’
+ str(zlistext[indx2]) + ’\n’)
# move to next line of trapped list to correspond with next line of
particle track file
if (indx2 < (len(trapped_list) - 1)):
indx2 += 1
linetrapped = trapped_list[indx2]
out.write(outline)
# close all files
file.close()
inp.close()
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out.close()
146
Appendix C
Fluctuation Intensity
Figure C.1: Time averaged velocity field for a constant inspiratory flow rate
of 200ml.s−1 (Re=725) depicted in the idealised three dimen-
sional model cavity with an inflow channel
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Figure C.2: RMS values of fluctuations from a time averaged velocity field
for a constant inspiratory flow rate of 200ml.s−1 (Re=725) de-
picted in the idealised three dimensional model cavity with an
inflow channel
Figure C.3: Relative intensity of RMS values of fluctuations from a time
averaged velocity field for a constant inspiratory flow rate of
200ml.s−1 (Re=725) depicted in the idealised three dimensional
model cavity with an inflow channel
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Appendix D
Flow Rate Conversion
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Temperature Flow rate (ml.s−1)
 100 150 200 500
7 19.51 29.27 39.02 97.55
8 18.96 28.44 37.93 94.82
9 18.42 27.62 36.83 92.08
10 17.94 26.90 35.87 89.68
11 17.46 26.19 34.91 87.28
12 16.98 25.47 33.96 84.89
13 16.57 24.85 33.13 82.84
14 16.16 24.23 32.31 80.78
15 15.75 23.62 31.49 78.73
16 15.40 23.10 30.81 77.02
17 14.92 22.39 29.85 74.62
18 14.51 21.77 29.03 72.57
19 14.17 21.26 28.34 70.85
20 13.83 20.74 27.66 69.14
21 13.49 20.23 26.97 67.43
22 13.01 19.51 26.01 65.04
23 12.60 18.89 25.19 62.98
24 12.32 18.48 24.65 61.61
25 12.12 18.18 24.23 60.59
26 11.91 17.87 23.82 59.56
27 11.71 17.56 23.41 58.53
28 11.43 17.15 22.87 57.16
29 11.16 16.74 22.32 55.79
30 10.95 16.43 21.91 54.77
31 10.75 16.12 21.50 53.74
32 10.47 15.71 20.95 52.37
33 10.20 15.30 20.40 51.00
34 9.93 14.89 19.85 49.63
35 9.65 14.48 19.31 48.26
36 9.45 14.17 18.89 47.24
37 9.31 13.97 18.62 46.55
Table D.1: Conversion between flow rates of air found anatomically and
flow rates of water in the twice scale experimental model
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