In the 1970's, Birman-Craggs-Johnson [BC, Jo1] used Rochlin's invariant for homology 3-spheres to construct a remarkable surjective homomorphism σ : I g,1 → B 3 , where
Introduction
Let Σ g,1 denote the compact, oriented surface of genus g with one boundary component. The mapping class group Mod g,1 is the group of isotopy classes of orientation-preserving self-homeomorphisms Σ g,1 , where both the homeomorphisms and the isotopies are taken to fix the boundary ∂Σ g,1 pointwise. While versions of our results extend to closed surfaces, we consider this case because it is somewhat simpler technically.
Algebraic intersection number gives a symplectic form on H 1 (Σ g,1 , Z). This form is preserved by the natural action of Mod g,1 . The Torelli group I g,1 is defined to be the kernel of this action. We then have an exact sequence 1 → I g,1 → Mod g,1 → Sp(2g, Z) → 1
We will also consider the bounding twist group K g,1 , which is the subgroup of I g,1 generated by Dehn twists about those curves which separate Σ g,1 . Johnson found a homomorphism τ and proved that it gives the following exact sequence (see [Jo3, Jo5, Jo6] ):
where H = H 1 (Σ g,1 ; Z). While there has been spectacular progress in understanding H * (Mod g,1 , Z) (see [MW] ), very little is known about H * (I g,1 , Z), and even less is known about H * (K g,1 , Z). For example, although it was recently shown in [BF] that K g,1 is infinitely generated, it is still not known whether or not H 1 (K g,1 , Z) is finitely generated. Note that, as follows from (1), for any field K the vector space H * (I g,1 , K) is a module over Sp(2g, K).
Akita [Ak] has shown that the algebras H * (I g , Q) and H * (K g , Q) must be infinite dimensional for g ≥ 7, although these groups vanish in sufficiently high degrees. His proof is by contradiction, however, and produces no explicit classes. One goal is, therefore, to construct explicit classes. Morita [Mo2] has identified a certain (Mod g,1 -invariant) secondary characteristic classes which generates H 1 (K g,1 , Z) Mod g,1 ∼ = Z 2 . In a series of papers Johnson proved the difficult result:
where B 2 consists of 2-torsion; see [Jo4] , [Jo2] for a summary, or [vdB] . While the ∧ 3 H piece comes from purely algebraic considerations, the B 2 piece is "deeper" in the sense that it is purely topological, and comes from the Rochlin invariant (see below); indeed the former appears in H 1 of the "Torelli group" in the analogous theory for Out(F n ), while the latter does not.
Problem: Determine the subalgebras of H * (I g,1 , K), for K = Q and K = F 2 , generated by H 1 (I g,1 , Z) ⊗ K.
Rational cohomology. Johnson proved in [Jo4] that the induced map in cohomology
is an isomorphism in degree one. Hain [Hai] determined the image (and kernel) of τ * in degree two, as did Sakasai [Sa] (up to a small unknown) in degree three. A key tool in the proofs of these results is the fact that τ * is a map of Sp(2g, Q)-modules. Since H * (∧ 3 H, Q) decomposes as a direct sum of easily described irreducible representations, the calculation of τ * is greatly simplified. Note that since K g,1 lies in (indeed equals) the kernel of τ , this method yields no information about K g,1 .
The Birman-Craggs-Johnson homomorphism. Consider a fixed Heegaard embedding h : Σ g ֒→ S 3 of the closed surface Σ g . An element of f ∈ I g then determines an integral homology 3-sphere M f by cutting out a handlebody determined by h and gluing it back in via f . Birman-Craggs [BC] proved that the map f → µ(M f ) taking f to the Rochlin invariant µ of M f actually determines a homomorphism I g → F 2 . The is called the Birman-Craggs homomorphism corresponding to h.
Building on their work, Johnson constructed in [Jo1] the surjective Birman-CraggsJohnson (BCJ) homomorphism σ : I g,1 → B 3 , where B 3 is the degree ≤ 3 summand of a certain graded F 2 -algebra B of "Boolean polynomials" in 2g variables (see Section 2.1 below). The map σ encodes all of the Birman-Craggs homomorphisms in the sense that the kernel of σ is the intersection of the kernels of all Birman-Craggs homomorphisms. As with Johnson's homomorphism τ , the group Mod g,1 acts naturally on both I g,1 and on B 3 , and σ respects this action.
Johnson showed that, unlike the case of the map τ , the restriction of σ to K g,1 is highly nontrivial. In fact, he showed that:
is a surjection onto the degree ≤ 2 summand B 2 of B. Further, he showed that the B 3 − B 2 piece of image(σ) is precisely image(τ ) = ∧ 3 H reduced mod 2. For this reason we concentrate here on the "truly 2-torsion" summand B 2 . Our main result is the following.
Theorem 1. Each of the images of
Further, this lower bound is correct to third order: the subspaces of cocycles we describe below have codimension at most 4g 2 in the images of
Note that none of these classes can be detected via the Johnson homomorphism τ . Another aspect of this problem which interested us is the failure of representation theory in this context. While σ * : H * (B 2 , F 2 ) → H * (I g,1 , F 2 ) is a homomorphism of Sp(2g, F 2 )-algebras, the module H * (B 2 , F 2 ) no longer decomposes as a direct sum of irreducible representations. Further, the seemingly simple (characteristic two) modular representation theory needed to aid in computations (as in the rational case) seems to be beyond what is currently known. Thus we are forced to use more involved topological methods for computations.
The Casson-Morita algebra. Much, but not all, of the situation for the BCJ homomorphism described above can be lifted to Z coefficients. Replacing the Rochlin invariant µ with the Casson invariant λ, one can consider the map from the Torelli group of the closed surface I g → Z given by f → λ(M f ). While this map is definitely not a homomorphism, Morita proved in [Mo1] that it is a homomorphism when restricted to K g . Varying over Heegaard embeddings Σ g ֒→ S 3 gives different homomorphisms. Morita put these together (passing for technical reasons to the case of one boundary component) to give a homomorphism ρ : K g,1 → A for a certain Z-algebra A which we call the Casson-Morita algebra, which is a kind of universal receptor for Casson invariants. This lifts the BCJ picture as follows (see Proposition 5 below): there exists a homomorphism µ : A → B 2 such that the following diagram commutes:
We can then use the homomorphism
to obtain nontrivial classes in H * (K g,1 , Z). An easy argument shows that our computations in the F 2 case imply the following.
We remark that, apart from allowing us to use σ * (which is defined on all of I g,1 ), the use of F 2 coefficients greatly simplifies computations. For these reasons, together with our desire for an explicit topological construction of cycles, we decided not to work with Morita's homomorphism ρ (and with Z coefficients) directly.
Abelian cycles. A pair of commuting elements f, g in a group Γ determines a homomorphism i : Z 2 → Γ. The abelian cycle {f, g} ∈ H 2 (Γ, Z) determined by the pair f, g is the image of the fundamental class under the homomorphism H 2 (Z 2 , Z) → H 2 (Γ, Z). While Theorem 1 is stated for convenience in cohomology, we mostly study homology, since our method for proving that the cohomology classes in the image of σ * are nontrivial is to evaluate these classes on abelian cycles; see §3 below.
The Birman-Craggs-Johnson homomorphism
We begin with a brief review of the work of Birman-Craggs and of Johnson relating the Rochlin invariant of 3-manifolds to certain algebraic structures associated to surfaces and their Torelli groups.
Birman-Craggs homomorphisms and Sp-quadratic forms
Let M be an oriented, integral homology 3-sphere endowed with a spin structure. Choose X, a spin 4-manifold such that ∂X = M and such that this restriction to the boundary induces the given spin structure on M . The Rochlin invariant µ(M ) ∈ F 2 of M is given by
where σ(X) denotes the signature of X; it does not depend on the choice of the 4-manifold X (see, e.g. [GS] ). Note that µ(S 3 ) = 0. We give the definition of the Birman-Craggs homomorphisms as reformulated by Johnson for the case of a surface with one boundary component [Jo5] . A Heegaard embedding of the surface Σ g,1 in S 3 is an embedding h : Σ g,1 → S 3 such that h(Σ g,1 ) ⊂ S, where S is a Heegaard surface for S 3 . Let h be such a Heegaard embedding, and let f ∈ I g . Now split S 3 along h(Σ g,1 ) and reglue via the map f . Specifically, we map a point x in one copy of the interior of h(Σ g,1 ) to hf h −1 (x) in the other copy. The resulting 3-manifold M (h, f ) is necessarily a homology 3-sphere. We can therefore define the Birman-Craggs homomorphism ρ h : I g,1 → Z 2 associated to the Heegaard embedding h via the formula
Self-linking forms. Given a Heegaard embedding h of the oriented surface Σ g,1 in S 3 , there is a corresponding mod 2 self-linking form ω h :
here the latter expression denotes the linking number of a representative of the homology class h(c) with its positive push-off h(c) + in S 3 . For simplicity, we let
Johnson showed that all such mod 2 self-linking forms arise as functions ω : H → F 2 whose associated bilinear form is just the usual symplectic intersection pairing on H, and vice-versa. In other words, if Ω denotes the set of all mod 2 self-linking forms, then we have
where a · b denotes the intersection form. In particular, given any ω ∈ Ω, we have ω = ω h for some Heegaard embedding h. Moreover, Johnson showed that the value of the BirmanCraggs homomorphism ρ h (f ) is completely determined by the self-linking form ω h and by f ∈ I g,1 [Jo1] .
The BCJ map. Johnson is then able to combine all Birman-Craggs homomorphisms into a single, surjective map σ from I g,1 into the vector space of functions Ω → F 2 , defined as follows:
where ω = ω h , as above. We call σ the Birman-Craggs-Johnson homomorphism, or BCJ homomorphism for short. It is clear that kerσ = ∩ h kerρ h , where the intersection is taken over all Birman-Craggs homomorphisms.
Johnson's formula for σ
Let a 1 , b 1 , . . . , a g , b g be a fixed symplectic basis for H. Now for each c ∈ H, we can define a map c : Ω → F 2 via ω → ω(c). We will need two basic facts which follow directly from the definitions:
The "square-free" condition in (5) gives the space of such elements a particularly nice structure, which we now describe.
Boolean polynomials. We define B(x 1 , . . . , x n ), the ring of Boolean (or square-free) polynomials, to be the quotient of the usual polynomial ring on the variables x 1 , . . . , x n with coefficients in F 2 by the ideal generated by the relations x 2 i = x i for all i = 1, . . . , n. In other words
. . , x n ) denote the subset of B(x 1 , . . . , x n ) consisting of those polynomials of degree at most r. For our purposes, we will take n = 2g, and we will attach a certain topological significance to these 2g variables.
We form Boolean polynomials in the obvious way out of elements c, with c ∈ H. Specifically, we take as abstract variables the 2g maps a 1 , . . . , a g , b 1 , . . . b g . As above, we denote the ring of Boolean polynomials of degree at most r in these 2g variables simply by B r . A basis for B 2 as a vector space over F 2 consists of the 2g 2 + g + 1 elements
Johnson proves in [Jo1] that the image of σ in the vector space of functions Ω → F 2 is in fact isomorphic to B 3 . Thus we can write
Explicit formulas on generators. Recall that twists about separating curves generate K g,1 by definition. In §7 of [Jo1] , Johnson gives an explicit formula for σ(T γ ) when γ is a separating curve on Σ g,1 . The curve γ separates Σ g,1 into two components; let Σ ′ denote the component which does not contain ∂Σ g,1 . Let A 1 , B 1 , . . . , A g(Σ ′ ) , B g(Σ ′ ) be a symplectic Z 2 -homology basis for Σ ′ . Then Johnson's formula is:
The expression on the right-hand side of the equation is independent of the choice of symplectic basis for Σ γδ . The restriction σ| K g,1 is surjective onto B 2 ⊂ B 3 . Johnson gives a similar formula for generators of I g,1 . We will not need this formula in our calculations, but we give it here for the sake of completeness. Recall that a bounding pair map (BP map for short) in I g,1 is the composition T γ T −1 δ of Dehn twists about nonseparating simple closed curves γ, δ whose union γ ∪ δ separates Σ g,1 . Given a BP map T γ T −1 δ , we let Σ ′ be the component of Σ g,1 \ (γ ∪ δ) which does not contain ∂Σ g,1 , as above. Let C be the homology class of γ. Then Johnson's formula for σ : I g,1 → B 3 is as follows:
Since BP maps generate I g,1 (see [Jo2] ), this formula can be taken as the definition of the map σ.
Remark. As previously noted, B 3 is a Mod g,1 -module in a fairly obvious way. We have that f ∈ Sp(2g, Z 2 ) acts on a map ω : H → Z 2 in Ω by f · ω(x) = ω(f (x)). Then Sp acts on a function φ : Ω → Z 2 adjoint to its action on Ω, i.e., f · φ(ω) = φ(f · ω). Furthermore, σ is a Mod g,1 -equivariant map; that is, for f ∈ Mod g,1 h ∈ I g,1 we have σ(f hf −1 ) =f ·σ(h), wherê f denotes the image of the map f under the symplectic representation mod 2. Moreover, since K g,1 is a Mod g,1 -submodule of I g , we have that σ(K g,1 ) = B 2 is also a Mod g,1 -module and that σ| K g,1 is also a Mod g,1 -equivariant map.
Henceforth we will restrict our attention to the subgroup K g,1 in I g,1 and write simply σ : K g,1 → B 2 for the BCJ homomorphism. However, the tools and techniques we are about to discuss will extend to the case of the full Torelli group.
Abelian cycles in H
In this section, we will give a method for constructing nontrivial classes in H 2 (K g,1 , F 2 ), inspired by Sakasai [Sa] . The idea is to construct abelian cycles in H 2 (K g,1 , F 2 ) and then to show that their images under the induced map
are nontrivial.
Abelian cycles
If f, g ∈ K g,1 commute then we have a homomorphism i :
The image of the generator t of H 2 (Z 2 , F 2 ) is denoted by
The homology class {f, g} is called the abelian cycle corresponding to the pair f, g.
While we have given the definition of abelian cycles for the case of H 2 (K g,1 , F 2 ), one can generalize the construction of abelian cycles in the obvious way for different choices of groups and of coefficients, and also for degree n > 2 by taking n commuting elements and looking at the injection Z n ֒→ K g,1 .
Homology of B 2 . Recall that as a vector space over F 2 , the summand B 2 of the algebra B is spanned by d = 2g 2 + g + 1 Boolean monomials. Thus
The second summand comes from the Universal Coefficient Theorem and the fact that Tor(B 2 , F 2 ) ∼ = B 2 . Let {f, g} ∈ H 2 (K g,1 , F 2 ) be an abelian cycle. Then it is straightforward to verify (see e.g. Lemma 5.3 of [Sa] ) that
Our strategy to prove that an abelian cycle in H 2 (K g,1 , Z) is nontrivial will be to show that its image under σ * is nontrivial.
Remark. It is impossible to detect classes corresponding to the B 2 summand of H 2 (B 2 , F 2 ) using this method, since an abelian cycle arises from a map of Z 2 into K g,1 and any such class in H 2 (K g,1 , F 2 ) must vanish in the Tor term of the Universal Coefficient Theorem. For this reason we will write ∧ 2 B 2 ⊂ H 2 (B 2 , F 2 ) and will refer to the element (x ∧ y, 0) ∈ H 2 (B 2 , F 2 ) = ∧ 2 B 2 ⊕ B 2 simply as x ∧ y ∈ ∧ 2 B 2 . Thus the formula (9) becomes simply
3.2 Calculations with σ * Our strategy for proving Theorem 1 is twofold. First, we will use the induced map on homology σ * together with the formula (9) to hit basis elements of ∧ 2 B 2 directly with abelian cycles. Secondly, we will use the fact that σ is a Mod g,1 -equivariant map (and hence so is σ * ) to increase our efficiency. Thus we will compute orbits of basis elements of ∧ 2 B 2 and note that hitting one element of an orbit with σ * tells us that every basis element in the orbit is also in the image of σ * .
A basis for ∧ 2 B 2 . Recall that a basis B for B 2 consists of the following d = 2g 2 + g + 1 Boolean monomials:
where the a i , b j are the fixed symplectic basis for H 1 (S g,1 , F 2 ) shown in Figure 1 . Thus a basis for ∧ 2 B 2 is given by
elements of the form m 1 ∧ m 2 , where m 1 , m 2 are distinct monomials in B.
When trying to describe a basis for ∧ 2 B 2 , it is convenient to organize elements according to distinct patterns of the indices occurring in the monomials involved, which also have some topological significance. We particularly wish to distinguish elements of the form
where x and y are arbitrary basis elements of H. We refer to such a basis element of ∧ 2 B 2 as index-matched . We allow that possibility that x = a i or y = b i , so that either or both factors of the wedge product could be linear. We are now able to state our main homology calculation.
Theorem 3. For g ≥ 4, the image of the map σ * : H 2 (K g,1 , F 2 ) → ∧ 2 B 2 contains the subspace W spanned by all basis elements which are not index-matched. This space has dimension equal to a polynomial p(g) = 16g 4 + O(g 3 ).
Proof. We want to examine the image of the Mod g,1 -equivariant map σ * in B 2 . One approach would be to calculate equivalence classes of basis elements of B 2 under the full action of Mod g,1 . However, it turns out to be more efficient to consider only the action of two particularly simple Mod g,1 -maps on the F 2 -vector space B 2 :
Elements not mentioned in the above maps are understood to be fixed. Recall that W is the subspace of B 2 spanned by all basis elements which are not index-matched. What we do now is to calculate equivalence classes of basis elements of W under the two maps given by (11) and (12). There are 11 equivalence classes of basis elements of W . We refer to these 11 equivalence classes as partial Sp-orbits. They are:
For all i, j, k, l = 1, . . . , g, i = j = k = l:
We will work our way through the above-listed orbits one at a time, building on our previous calculations as we go. We will give a few calculations explicitly in order to give the reader the idea of how to proceed. For the remaining cases, we will give the readers the required abelian cycles and leave the calculations as an exercise.
We begin by noting a fact which will simplify our calculations. Let α, β be two simple closed curves on a surface such that i(α, β) = 1. Then the boundary γ of a regular neighborhood N of α ∪ β is a genus 1 separating curve. Further, the two curves α and β form a symplectic basis for H 1 (N, F 2 ), and hence σ(T γ ) = αβ (in general we will not distinguish between a curve and its homology class).
We call the pair α, β a spine for the genus 1 separating curve γ. We will also abuse terminology and refer to the spine of the map T γ and the spine of the subsurface bounded by γ. Thus when trying to "hit" a specific basis element of ∧ 2 B 2 , we will in general look first for spines which give the desired monomials. Clearly, disjoint spines correspond to disjoint separating curves and hence to commuting twists in K g,1 .
Partial orbit I. Referring to Figure 2 , let γ i , γ j be the two separating curves corresponding to the two 'spines' shown on the i th and j th holes, respectively. Then {T γ i , T γ j } is an abelian cycle in H 2 (K g,1 , F 2 ), and using (6) and (9) gives
Figure 2: The spines of two bounding curves corresponding to an abelian cycle in H 2 (K g,1 , F 2 ) which maps to an element of Partial orbit I.
Partial orbit II. Let γ, δ denote the two separating curves corresponding to the spines shown in Figure 3 ; let the holes being 'used' in the picture be the i th , j th , and k th holes, respectively. Then {T γ , T δ } is an abelian cycle, and
Since the first term on the right-hand side of the last equality is already in the image of σ 2 (Partial orbit I), so is the second term.
The spines of two bounding curves corresponding to an abelian cycle mapping to Partial orbit II.
Remark. Note that there exists h ∈ Mod g,1 taking the spine (hence the corresponding abelian cycle) illustrated in Figure 2 to that illustrated in Figure 3 . Hence these abelian cycles lie in the same Sp-orbit, namely (partial) orbit I. The calculation just made exhibits an element from (partial) orbit II as a difference of these two cycles.
We next give an example showing how to hit a linear term.
Partial orbit V. Let γ, δ denote the two separating curves corresponding to the spines shown in Figure 4 ; let the holes being 'used' in the picture be the i th , j th , and k th holes,
The spines of two bounding curves corresponding to an abelian cycle mapping to partial orbit V.
respectively. Then {T γ , T δ } is an abelian cycle, and
Since the first three terms on the right-hand side of the last equality come from partial orbits I and II, it follows that partial orbit V is also contained in the image of σ * .
The remaining calculations required for the proof of Theorem 3 are similar in flavor, although lengthier; we defer them to the Appendix, where we present figures indicating the necessary abelian cycles corresponding to each of the remaining (partial) orbits listed above.
Remark. In many of our calculations, such as the three given above, we do not use the hypothesis that g ≥ 4; lower bounds may thus be obtained for g < 4.
Cokernel. Let IM denote the subspace of ∧ 2 B 2 spanned by index-matched basis elements. If one considers an index-matched element of the form a i x ∧ b i y where x and y are distinct basis element with distinct indices, then it is clear that the dimension of IM is a polynomial in g with highest degree term 4g 3 . However, it turns out that "most" of IM is actually contained in the image of σ * .
Proposition 4. The cokernel of σ
2 ) has dimension at most a polynomial with highest degree term 4g 2 .
Proof. Theorem 3 above tells us that the dimension of the cokernel of σ * is at most dim(IM). Index-matched elements of the type a i x ∧ b i y, where x and y are distinct basis element with distinct indices, are the only index-matched basis elements contributing a cubic term to dim(IM). The subspace spanned by such elements has dimension g(2g − 2)(2g − 3) Figure 5 below shows two abelian cycles. The first, when taken together with Theorem 3, shows that the image of σ * contains any sum of the form
The second, when combined with Theorem 3 and (13), and after an adjustment of indices, shows that any sum of the form
(where all distinct indices are assumed to be not equal) is contained in the image of σ * . The subspace spanned by this element and its Mod g,1 -orbit has dimension (g − 1)(2g − 2)(2g − 3). It follows that index-matched elements of the above type contribute at most 4g 2 − 10g + 6 to the dimension of the cokernel of σ * . Next, we consider index-matched basis elements whose orbits contribute a g 2 -term to the dimension of IM. Calculations similar to the above show that the image of σ * also contains sums of these basis elements spanning a subspace whose dimension has the same quadratic term. Thus the remaining index-matched basis elements contribute at most a linear term to the dimension of the cokernel of σ * . This completes the proof of the proposition.⋄
Integral abelian cycles and the Casson-Morita algebra
We next investigate the question of whether the mod 2 abelian cycles constructed in the previous section can be lifted to integral classes.
The Casson-Morita algebra
As described in §2.1 above, the F 2 -algebra B 3 is a kind of "universal receptor" for Rochlin invariants, or more precisely Birman-Craggs homomorphisms (see §2.1 above). We now explain how Morita lifted this setup to Z using the Casson invariant.
Casson invariant. The Casson invariant λ(M ) of a homology 3-sphere M is, roughly speaking, half the algebraic number of conjugacy classes of irreducible representations of π 1 (M ) into SU(2). The invariant λ is integer-valued, and is a lifting of Rochlin's F 2 -valued invariant, defined in Section 2.1, in the sense that λ(M ) ≡ µ(M ) mod 2. See [AM] for a thorough exposition of the Casson invariant.
Let h : Σ g → S 3 be a Heegaard embedding, and let f ∈ I g . Now split S 3 along h(Σ g ) and reglue via the map f . By Meyer-Vietoris, the resulting 3-manifold M (h, f ) is a homology 3-sphere. Just as described in Section 2.1 above for the Rochlin invariant, one can define a function λ h :
While λ h is generally not a homomorphism, Morita [Mo1, Mo2] proved that the restriction λ h : K g → Z is a homomorphism. He also showed that every homology 3-sphere may be represented as M φ for some φ ∈ K g . See [Mo1] .
The Casson-Morita algebra.
The method of combining all the homomorphisms λ h into one package is motivated by Casson's knot invariant. Let K be a knot in a homology sphere M , and let M K denote the homology 3-sphere which results from doing (1, 1)-surgery on K. Define λ ′ (K) := λ(M K )−λ(M ). Morita [Mo1, Mo2] has shown that if c is a separating curve on Σ g,1 then
Now consider the Seifert matrix L = (l ij ) of the knot K, given with respect to some choice of symplectic basis for the homology of a Seifert surface for K. By definition, l ij is the linking number of the i th basis element with the positive push-off of the j th basis element. It turns out that λ ′ (K) can be expressed as a polynomial of degree 2 in the l ij ; this polynomial is given explicitly in [Mo1] .
The Casson-Morita algebra A is then defined as follows. Let A be the commutative Z-algebra generated by the abstract symbols l(u, v), where u, v ∈ H 1 (S), satisfying the relations:
For each Heegaard embedding h : S → S 3 , the algebra A has an evaluation homomorphism ǫ h : A → Z given by
, is defined as follows. Given a generator T c ∈ K g,1 , such that the curve c bounds a subsurface S ′ with symplectic homology basis A 1 , . . . , A g , B 1 , . . . , B g , we set
Morita [Mo1] proved this assignment extends to a homomorphism on all of K g,1 . The map ρ plays a similar role with regard to the Casson invariant to that of the BCJ map with regard to the Rochlin invariant; we will describe the relationship of ρ with the Casson invariant explicitly in Proposition 6 below. In fact, Morita's homomorphism ρ is actually a lift of the BCJ homomorphism, just as the the Casson invariant is a lift of the Rochlin invariant.
Proposition 6. The following diagram commutes:
Remark.
In light of the relationship between the maps ρ and σ, it is natural to ask whether we could gain any information about H 2 (K g,1 , Z) by working directly with integer coefficients, rather than with F 2 . However, note that the Z-rank of H 2 (A, Z) is precisely equal to the F 2 -dimension of H 2 (B 2 , F 2 ). Thus we lost no information by working with σ and with F 2 coefficients. Morever, the calculations required for the proof of Theorem 3 were greatly simplified by working mod 2.
Cohomology
The following commutative diagram summarizes the various relationships between H * (K g,1 , F 2 ) and H * (K g,1 , F 2 ), the induced maps σ * and σ * , and their images.
Here σ ⋆ * denotes the dual of the induced map σ * on homology. The commutativity of the top square comes directly from the Universal Coefficient Theorem for cohomology. We emphasize that we do not necessarily get an isomorphism between H 2 (K g,1 , F 2 ) and (H 2 (K g,1 , F 2 )) ⋆ since it is not known whether or not H 2 (K g,1 , F 2 ) is finite dimensional.
Given ξ * ∈ H 2 (B 2 , F 2 ), we let ξ * denote its isomorphic image in H 2 (B 2 , F 2 ). It now follows easily from the diagram that ξ * ∈ Im σ * ⇒ ξ * / ∈ ker σ * Thus Theorem 3 implies Theorem 1. In fact, one can determine from the nontriviality of the abelian cycle {f, g} ∈ H 2 (B 2 , F 2 ) the nontriviality of the image under σ * of a corresponding cup product of elements in H 1 (B 2 , F 2 ).
Further classes.
As previously noted, all abelian cycles constructed in H 2 (K g,1 , F 2 ) survive in H 2 (I g , F 2 ). Of course, one could also construct more classes by utilizing Johnson's formula for bounding pair maps in addition to his formula for twists about separating curves. This combinatorial challenge has been successfully undertaken by Vijay Ravikumar [Ra] , who is able to prove the following: Proposition 9 (Ravikumar) . The image under σ * of the full Torelli group contains a subspace of dimension 64g 6 + lower-order terms.
This g 6 lower bound is the best order-of-magnitude one can hope for using the method of abelian cycles.
Appendix: Calculations for the proof of Theorem 3
In this appendix we list figures indicating the abelian cycles necessary to complete the proof of Theorem 3. In each case, the pictures show two spines corresponding to an abelian cycle in H 2 (K g , F 2 ), as in the proof of Theorem 3 above.
We also remind the reader that a given figure labelled by a particular Sp-orbit may not give an element of that orbit exactly, but rather may correspond to a sum of an element in that orbit together with basis elements already known to be in the image of σ * . 
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