Abstract: A stable Exponential-Polynomial-Trigonometric (EPT) probability density function is fitted to a large set of financial data. The class of EPT functions have a strictly proper continuous time rational transform. An isometry is used to derive its discrete time transfer function, also rational. This function can be written in terms of Fourier coefficients which are used as inputs to RARL2. A minimal state space realization is returned to approximate the density function. Non-negativity of the EPT function must be examined which is carried out using the Budan-Fourier technique. A convex optimisation algorithm is then implemented to ensure an optimal non-negative approximation.
Introduction
The problem of approximating empirical data with a nonnegative 2-EPT probability density function is considered here. Hanzon and Sexton [2011] introduce 2-EPT probability density functions and illustrate how they provide an ideal framework for probabilistic and other calculations. Much Financial Mathematics literature assumes that log returns follow a Gaussian distribution which has been shown to provide a poor fit. The Gaussian distribution is often used due to its analytic tractability rather than its goodness of fit. We demonstrate how to fit an EPT density (i.e. a 2-EPT density defined on [0, ∞) only) to a set of positive data. The dataset to be approximated is the positive daily Dow Jones Industrial Average (DJIA) log returns over 80 years which are shown in Figure ( 1). The procedure is identical to fit another EPT function on (−∞, 0] to the negative log returns. (1931 -2011) An EPT density can be interpreted as the impulse response of a causal stable system whose Laplace transform is the rational transfer function in continuous time. This transfer function can be viewed as the rational characteristic function of the EPT density. Assuming the data follows an EPT distribution we know from Parsevals Theorem that approximating the transform is equivalent to approximating the density itself. RARL2 is a software package developed in INRIA to approximate rational functions in discrete time. Using an isometry we can transform the continuous time transfer function into the discrete time transfer function which is also rational and can be approximated with RARL2. A description of the capabilities of RARL2 and further references can be found in Olivi [2010] .
RARLApproximation
Firstly the data must be scaled so it fills the interval [0, 1] so all returns are scaled by the largest observed return which in this case is 0.1427. This is necessary to estimate the Fourier coefficients correctly which we will see in Section (3). Figure  ( 2) shows the normalised (i.e. area under curve is one) density to be approximated. 
Fig. 2. Normalised Density for observed daily log returns
The observed density will be denoted h(x) where 0 ≤ x ≤ 1 which will be approximated with the EPT probabilty density function f (x) = ce Ax b. The criterion function to be minimised is min
(1) over the set of minimal triples (A, b, c) where A is stable and of fixed degree. The continuous time transfer function can be found via the transform
(2) which is a strictly proper rational function. F (is) is the characteristic function of f . In continuous time the A matrix must be stable with all eigenvalues located in the open left half plane since we are using minimal realizations. Using the normalised density h(x), which is observable at N +1 points, we can find its transform H.
where x 0 = 0, x N = 1 and x n+1 − x n = δx for all n where δx = 1 N . To transform the continuous time rational function into discrete time we use a well known isometry. In discrete time the stable A matrix will have all its eigenvalues located inside the unit disk. The map from continuous to discrete time is
achieved using the mobius transform
These formulae allow us to derive a discrete time realization, (Ã,b,c), of the continuous time realization (A, b, c). The state space formulae of the transformation are symmetric and given byÃ
Hence the discrete time rational function is given bỹ (4) and (5) can be used to transform H into its discrete time counterpartH. RARL2 requires discrete time pointwise samples on the unit circle as inputs in the form
giving us
It is clear that problems are encountered for θ = 0 as the denominator e iθ − 1 = 0. For this reason θ must be sufficiently far away from zero. θ is then sampled on the intervals π] where M > 0 is chosen to be sufficiently small. RARL2 seeks to minimise the L 2 norm between miñ
which is equivalent to Eq. (1).
RARL2 Approximation from Fourier Coefficients
It is also possible to perform rational approximation using RARL2 by providing the Fourier Coefficients of the discrete time rational function as inputs. It is shown here how the Fourier coefficients may be calculated directly from the data. LetH(z) be the discrete time rational function and note that it can be written asH
where c n are the Fourier coefficients given by
The problem can be transformed into continuous time using Eq. (4) and the Mobius transforms from Eq. (5)
The continuous time transfer function in terms of Fourier Coefficients is
The Fourier coefficients can then be found as solutions to
using Plancherals Theorem where h is the observed normalised density. g n , the Fourier inverse of G n , must be computed. The general solution is
For n ≥ 0 we can derive g n (t), shown here without the √ 2 constant for clarity
where u(x) = I x>0 . Thus for t ≤ 0 only terms n ≥ 0 are required
Similarly for n < 0 we let n ′ = −n − 1 and note that
The Fourier inverse of which is
Clearly for t > 0 the Fourier coefficients with n ≤ 0 are considered. A simple test to examine the performance of the Fourier Approximation is that the density should be recovered via
The RARL2 software then converts these Fourier coefficients into a discrete time minimal realization (Ã,b,c) of degree n. This realization is then used as an initial starting approximation for RARL2 which then uses a gradient search algorithm to locate the minimal realization of degree n subject to the criterion in Eq. (10). The Nyquist plot in Figure ( 2) shows the performance of the rational approximation. From inspection of the above plot the final RARL2 approximation appears to be better than the initial approximation which was obtained directly from converting the Fourier coefficients into a minimal realization. We will now examine how these approximations compare when the realizations are transformed into continuous time. The Fourier approximation in Figure 2 is found from Eq. (22) with 170 Fourier coefficients. It is difficult to distinguish between Fourier approximation (black) and the final RARL2 approximation (green). The square error for the raw Fourier approach in Eq. (22) is 5.61% compared to the final RARL2 approximation of order 3 which has a square error of 5.59% also. The improvement provided by the RARL2 algorithm is clear when consider the initial state space approximation (red) which had a square error of 5.87%.
Non-Negative EPT Approximations
We now consider the problem of ensuring the approximating EPT densities are non-negative on the entire half real line [0, ∞] . This is an essential requirement in terms of probability density functions where the probabilities should not be negative. The Budan Fourier algorithm of Hanzon and Holland [2010] can be used to test for non-negativity of an EPT function on a finite interval [0, T ]. Again h(x) is the true function we are approximating with the EPT density f (x) = ce Ax b, the minimization problem we wish to solve is min
Despite the fact that the true function h(x) may be nonnegative, for all x ≥ 0, it is still possible that the approximating density f (x) is negative on certain intervals. This has been observed in practice and is also present when we use the Fourier approximation in Eq. (22). The problem is also encountered in model reduction when approximating a high order non-negative system with a lower order system. As we proceed to examining potential solutions to this problem we elucidate to the importance of the Perron-Frobenius type result which states that if f (x) = ce Ax b is non-negative
is an element of the spectrum of A.This puts an obvious rather difficult constraint on the eigenvalues of the approximating A matrix in that it must contain a dominant real pole. A possible solution to this problem is to assume the presence of a unique dominant real pole, λ M < 0, in the system. The dominant pole and its coefficient, µe λ M x , can be estimated from h(x). One approach to estimating these parameters is to denote (N − K) points on the normalised density h(x i ) and let µ ,λ M be the estimated parameters for the dominant real pole and coefficient. The function to be minimised is then
K must be chosen sufficiently large to capture tail behaviour only. This minimization problem could be solved by fitting a regression line, L(μ,λ M ) to the log of the criterion i.e. 
To ensureλ M remains the dominant pole the eigenvalues ofÂ must be constrained such that R(σ(Â)) <λ M where σ(Â) indicates the spectrum ofÂ.
RARL2 ensures the stability ofÂ such that R(σ(Â)) < 0 but to implement the above constraint would require more work. If h(x) andf (x) are scaled by the factor e −λM the minimisation problem is 
reducing the eigenvalue constraint to R(σ(Â − Iλ M )) < 0 which is implemented by default. However this does imply that the L 2 minimisation is weighted with greater emphasis placed on the tail behaviour sinceλ M < 0. The RARL2 algorithm does not take the non-negativity constraint into consideration. The RARL2 approximation is to minimize Eq. (29) 
