The general setting of regression analysis is to identify a relationship between a response variable Y and one or several explanatory variables X by using a learning sample. In a prediction framework, the main assumption for predicting Y on a new sample of observations is that the regression model Y = f (X) + ǫ is still valid. Unfortunately, this assumption is not always true in practice and the model could have changed. We therefore propose to adapt the original regression model to the new sample by estimating a transformation between the original regression function f (X) and the new one f * (X). The main interest of the proposed adaptive models is to allow the build of a regression model for the new population with only a small number of observations using the knowledge on the reference population.
Introduction
new population by inferring the relationship between both regression models.
Moreover, the exhibition of a link between both populations could be helpful 26 for the interpretation of the modeled phenomenon. problem considers that the probability density of the new data is different 33 from the learning data and the regression model is assumed to be conserved.
34
Thus, if the regression model is exactly known, a change in the probability 35 distribution of the explanatory variables is not a problem. Unfortunately, 36 this is never the case in practice and the regression model estimated with the 37 learning data could be very disappointing when applied to data with a dif-38 ferent probability distribution. Several recent works [5] [6] [7] [8] [9] have contributed 39 to analyze this context. However, most of these works need to know the 40 probability distribution of the new data or at least an estimation of this 41 probability distribution. In practice, this is a difficult problem which re-
Linear models for regression
a population P , are assumed to be independent and identically distributed 75 samples of a couple of variables (X, Y ) with an unknown distribution. The 76 observations x j , j = 1, ..., n, are the values of the deterministic explanatory 77 variable X = (X (1) , . . . , X (p) ) t ∈ R p and the corresponding y j are the real-
The aim of this work is therefore to define a link between the regression functions f and f * .
In this section, a link between the regression function of P and P * is 114 exhibited, and a family of transformations is then introduced to solve the 115 problem of adapting an existing regression model of a reference population P
116
to a new population P * .
117

The transformation model
118
In order to exhibit a link between both regression functions, we make the 119 following important assumptions. 
Given that the number of parameters to estimate in the transformation ma- parameters of both models as follows:
where λ i ∈ R is the i-th diagonal element of Λ. 
A family of transformation models
145
Since the aim of this study is to learn a regression model for P * with only 146 few observations, we define in this section parsimonious models by imposing 147 some constraints on the transformation model (6). First, we allow some of the 148 parameters λ i to be equal to 1 (in this case the regression parameters β * i are 149 equal to β i ). Second, we allow as well some of the parameters λ i to be equal to a common value, i.e. λ i = λ for given 0 ≤ i ≤ d. 
Specific transformation models
157
We propose in this paragraph a family of 7 transformation models, se- that both populations P and P * have the same regression model.
182
The numbers of parameters to estimate for these transformation models are 183 presented in Table 1 
Estimation of the regression parameters
Let us consider a data set of inputs x = {x 1 , . . . , x n } with corresponding
213
response values grouped in a column vector y = (y 1 , . . . , y n ) t . Under the 214 assumptions of the model (2), the log-likelihood of y given x, β and σ 2 is:
Maximizing the log-likelihood according to β is equivalent to minimizing 216 n j=1 y j − β t Ψ(x j ) 2 and thus the maximum likelihood estimator is equiv-217 alent to the ordinary least square estimator:
where Ψ is a (n)×(d+1) matrix formed by the row vector Ψ( 
Estimation of the transformation parameters
220
For this second step, it is assumed that β is known (in fact it is estimated 221 in the previous step). As 
This log-likelihood must be maximized according to the transformation ma-trix Λ, what leads to the OLS estimator:
where D is a set of diagonal matrices depending on the model of transforma- 
Specific transformation models
234
Least square estimators of the specific models M1 to M5 are derived 235 below.
where Λ ∼k and β ∼k correspond respectively to Λ and β without the k-th 239 row. This maximization is therefore similar to the maximization of (7) and 240 leads to the following estimator of
Model M 2 . The transformation matrix has in this case the form Λ = diag(λ 0 , λ, . . . , λ).
244
The maximization according to Λ of the following log-likelihood:
Model M 3 . For this model, the transformation matrix is formed by only one 248 real parameter and Λ = diag(λ, λ, . . . , λ). The maximization of the log-
249
likelihood according to λ leads to the following estimator:
Model M 4 . In this case, the transformation matrix is formed by a constant λ is:
and the estimator of λ 0 is:
Prior-based transformation models
257
As previously discussed, the practician may prefer in some cases to use some particular transformation models suggested by some prior informations.
A generic transformation model including all possible particular transformation models and the corresponding estimators is described below. In the sequel, the subscripts γ j will be associated with regression parameters of the new population to estimate using the relation β * γ j = λ γ j β γ j with j = 1, ..., q and γ j ∈ {0, ..., d}. In the same manner, the subscriptsγ j will be associated with regression parameters of the new population which are similar to the original population parameters, i.e. β * γ j = βγ j with j = 1, ..., p − q and
The regression model for the new population can be written as follows:
where:
• 1 p−q is the unity vector of dimension p − q.
262
Consequently the maximum likelihood estimator of Λ q iŝ
Full and profile likelihood estimation
In this work, a reference regression model on the population P is as- which is defined by: Criterion (BIC, [23] ) is defined by:
Assumption validation and model selection
where ℓ is the maximum likelihood value and ν is the number of estimated 322 parameters (see Table 1 ). 
358
Experimental results. gives disappointing estimations for all dataset sizes whereas the other mod-els, which are more parsimonious and which benefit from the knowledge on 380 P , give satisfying results for a large range of dataset sizes. Figure 2 shows the 381 estimated regression model of the population P * for the six studied models.
382
These estimations were obtained with a learning dataset of 100 observations.
383
As it could be expected, the M0 estimation is very far away from the actual 
Real data study: Growth of Tetrahymena cells
397
A biological dataset is considered here to highlight the ability of our 398 approach to deal with real data.
399
The data. The hellung dataset 1 , collected by P. Hellung-Larsen, reports the cell cultures: cells with and without glucose added to the growth medium.
402
For each group, the average cell diameter (in µm) and the cell concentration model for these data and this specific basis function will be used for all 413 methods in this experiment. Figure 3 shows the ordinary least square (OLS)
414
estimates of the 3rd degree polynomial regression model respectively for the 415 cell population P (with glucose) and the cell population P * (without glucose).
416
The first remark suggested by this figure is that the right extremity of the to the usual OLS regression method on the population P is also displayed.
The first remark suggested by these results is that the most complex models,
436
OLS (M0) and M1, appear to be very unstable in such a situation where the 437 number of learning observations is small. Secondly, the model M4 is more 438 stable but its main assumption (same intercept as the regression model of by the numerical results presented in Tables 3 and 4 . These tables respec-
444
tively report the value of the PRESS criterion and the MSE associated to the 445 studied regression methods for the different sizes of learning dataset. Table 3 446 confirms clearly that the most stable, and therefore appropriate, model for es-
447
timating the transformation between populations P and P * is the model M5.
448
Another interesting conclusion is that both models M2 and M3 obtained very Indeed, the Table 4 show that the most efficient models in practice are the 453 models M2 and M5 which are the "preferred" models by PRESS. These two 454 models consider a shift of the intercept, which confirms the guess that we can by an application to the modeling of housing market in different U.S. cities.
466
This application aims to demonstrate that it is possible to adapt a regression Experimental results. Figure 5 shows the logarithm of the MSE for the differ-
493
ent adaptive linear models regarding to the size of the used San Jose samples.
494 Similarly, Figure 6 shows the logarithm of the PRESS criterion. shown that the adaptive linear models are able to transfer the knowledge 534 on the housing market of a reference city to the market of a different city 535 with a small number of observations. Furthermore, the interpretation of the 536 estimated transformation parameters could help the practician to analyse in 537 an economic way the differences between the studied populations. shows how it is possible to adapt a regression model from a given situa-544 tion to another new one, and thus to save an expensive new collect of data.
545
In this perspective, a family of adaptive linear models has been introduced 546 and, since they are more parsimonious than a complete regression model, variables is different from one population to the other, it will be necessary 566 to consider different transformation parameters for these variables.
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