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Spontaneous pattern formation in the natural world provides a constant 
source of wonder. Remarkable similarities exist between the patterns observed in 
the likes of snowflake growth, electrodeposition, and bacterial colonies. The driv-
ing force which creates similar patterns from these seemingly different processes 
is a non-equilibrium growth environment, which results from a diffusion field at 
the structures' boundary. 
Thin film growth from the vapor phase is an interesting and technologically 
important non-equilibrium system. Particles deposited on atomically flat and 
weakly interacting substrates diffuse over substantial distances, nucleating islands 
via collisions with other adatoms and with defects. The final island morphologies 
are governed by an interplay between kinetics and thermodynamics. Compact 
structures are thermodynamically favored, but the kinetics of particle diffusion 
to the growth front often results in dendritic and irregular shapes. Manipulating 
this balance between kinetics and thermodynamics can allow the self-assembly of 
nanoscale structures with tailored morphologies. 
This study uses scanning electron microscopy, atomic force microscopy, and 
electron backscatter diffraction to investigate the morphology and structure of 
antimony and bismuth aggregates on highly oriented pyrolitic graphite (HOPG) 
substrates. In particular the islands are characterized with varying experimental 
growth conditions. 
For the case of the Sb/HOPG system, altering the deposition flux and the 
deposited dose results in a transition from compact to branched structures, con-
sistent with other studies. However, the correlation of island heights with varying 
growth environments has not been performed previously, and in the present case, 
reveals a transition to flatter structures when the deposition rate is increased. 
Also, the heights of the branches are found to be strongly dependent on their 
length. 
Island aggregation in the Bi/HOPG system was the primary focus of this 
work, and on the graphite terraces, revealed the formation of elongated 6-point 
star shaped islands, with a well defined stripe morphology. Increasing the flux 
resulted in a transition to more branched and disordered morphologies. Decora-
tion of graphite step edges in a low flux environment, produced ordered arrays of 
nano-rods at the step edges. 
Both the step edge and terrace nucleated Bi aggregates were aligned with the 
high symmetry directions of the graphite substrate with Bi{OlI2} planes parallel 
to the plane of the substrate. With increasing deposited dose, a continuous film 
forms, which undergoes a crystallographic orientation transition to the Bi{OOOl} 
orientation. 
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Chapter 1 
Introduction 
The development of new materials with novel electronic properties is one of 
the most active research areas in the physical sciences. In particular, there is 
immense interest in the the fabrication of nanoscale structures on surfaces. The 
most obvious reason for this pursuit is the industrial demand for miniaturization 
of electronic devices, in order to benefit from increased device speed and data 
density on a chip. However, as the size of these structures decreases, quantum 
confinement effects become important and the materials' electronic properties 
begin to differ from those of the bulk material [1]. In particular, the effective 
band gap of a material often increases as the size is reduced, and it is possible to 
imagine tailoring the electronic properties of nanostructures by controlling their 
size [2]. 
The enormous importance of the practical applications of nanotechnology, 
has spurred the need for a detailed understanding of the fabrication and behavior 
of nanostructures. A vast amount of both theoretical and experimental work is 
devoted to this field, which is still in its infancy. However, with the promise 
shown so far, nanotechnology is likely to be one of the key technologies of this 
century and beyond. 
Interest in small scale structures is by no means recent. Medieval artisans 
unknowingly utilized the optical properties of nanoparticles when they introduced 
metals into their stained glasses. Gold nanoparticles produced rich ruby red 
colored glass. More recent applications have included: sensor technology (using 
molecular detection based on conductance quantization of nanowires [3]), new 
catalytic properties owing to the large surface area to volume ratio of nanoclus-
ters [4], and of course miniaturization of electronic devices by developing new 
nanostructured materials [5], [6]. 
Fabrication Techniques: Top Down versus Bottom Up 
Most current methods of fabricating nanostructures on surfaces are based on 
lithographic and etching techniques [7]. This method is known as the top down 
approach, owing to the fact that a film is organized into nanoscale structures 
by removing material through a masking and etching process. Current process-
ing technologies are rapidly approaching fundamental size limits, and structures 
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become exponentially more expensive to manufacture as the size is reduced. How-
ever, there is an alternative. When making structures on the nanoscale, it makes 
sense to think in terms of using particles like atoms and molecules as tiny building 
blocks - a technique called the bottom up approach. The appeal of this method 
lies in the idea that nanosize building blocks could self-assemble on surfaces, 
eliminating the need for laborious masking and etching processes [8], [9], [10]. 
The top down approach is well established, relatively easy to control, and 
commercially viable for device fabrication. The problem lies in pushing forward 
minimum size barriers. Conversely, the bottom up approach is less well under-
stood, and more difficult to control. However, the minimum size of self-assembled 
structures is limited only by the size of the building blocks, which opens up the 
possibility of creating a diverse range of new devices and materials that harness 
the unique properties of structures with reduced dimensions. 
Thin Film Growth: Antimony and Bismuth on Graphite Substrates 
The growth of thin films from the vapor phase provides a much studied route to 
nanoscale self-assembly [11], [12]. Atoms are deposited onto carefully controlled 
substrates, and allowed to diffuse on the surface. N anoscale structures are then 
formed by the aggregation of mobile atoms. 
The morphology of these diffusion formed islands results from an intricate 
balance between kinetics and thermodynamics. There exists a thermodynamic 
tendency to minimize the surface and interface free energies leading to compact 
shapes. However, the kinetics of particle diffusion at the island boundary often 
drives the system towards dendritic and irregular shapes [12]. This balance, and 
consequently island morphologies, can be altered by manipulating experimental 
parameters [9, chap 3]. The evolution of structures as diverse as compact poly-
gons [13] and fingered dendrites [14] have been the subject of many investigations, 
due to wide spread interest in the self-assembly of nanoscale surface objects with 
well defined morphologies. 
Highly ordered pyrolitic graphite (HOP G) has been extensively used as a 
substrate for investigating diffusion mediated island growth processes [15], [16]. 
Its appeal lies in its atomically smooth and weakly interacting nature [17], which 
allow for high adatom mobilities and abrupt adsorbate/substrate interfaces [18]. 
This thesis concerns the growth and characterization of antimony and bismuth 
nanostructures on HOPG substrates. 
Antimony islands bear a conspicuous similarity to other patterns observed 
in nature, and their structure is strongly dependent on the experimental environ-
ment of the deposition process. Previous studies of the Sb/HOPG system [19], 
[14], [20] have involved systematic investigations of the 2D island morphology as 
a function of experimental conditions. We expand these investigations to include 
a 3D analysis, via height profiling of the structures. The bulk crystal structure of 
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antimony is very similar to that of bismuth, however no systematic investigation 
of the island morphology and structure of Bi films on sufficiently clean HOPG 
surfaces has been performed previously. 
Bismuth is a group V semi-metal with a carrier density five orders of mag-
nitude lower than in most metals, and a Fermi-wavelength in the order of tens 
of nanometers. These unusual electronic properties provide for an attractive case 
study for quantum transport and finite size effects [21]. Desirable properties such 
as superconductivity [22], increased magnetoresistance [23], and enhanced ther-
moelectric efficiency [24], have been observed in bismuth nanostructures, leading 
to extensive interest in their fabrication. 
Outline of the Following Chapters 
This thesis is organized as follows: Chapter 2 describes the principles of thin film 
growth from the vapor phase. The modes of film growth are outlined with a focus 
on energetic considerations. The kinetics of particle diffusion is also discussed. 
Here, emphasis is placed on deposition, diffusion, nucleation, and aggregation, 
which are simultaneous processes. Models to describe the aggregation process 
are reviewed, concluding with a brief review of the behavior of metals adsorbed 
on HOPG substrates. 
Chapter 3 focuses on the experimental procedures used to deposit antimony 
and bismuth vapor on graphite substrates. The design, construction, and oper-
ation of a new ultra high vacuum system that was developed for this project is 
described. This includes an overview of system preparation and pumping, sub-
strate preparation, and vapor beam generation. The bulk structures of graphite, 
bismuth, and antimony are also described. 
Chapter 4 gives an overview of the film imaging techniques of atomic force 
microscopy and scanning electron microscopy. Electron backscatter diffraction 
(the technique used for determination of crystallographic structure) is also de-
scribed. This Chapter also outlines image processing procedures which were 
utilized to enable calculation of island area, density, and perimeter. 
Chapter 5 discusses the results for antimony deposition. The evolution of 
film morphology with varying growth conditions is investigated with scanning 
electron microscopy. The island heights are then characterized as a function of 
experimental conditions, with atomic force microscopy. The evolution of the film 
in the high coverage (deposited dose) limit is briefly addressed. 
Chapter 6 is the main results and analysis chapter, and represents the 
primary focus of this project. The island morphologies are described in terms of 
growth and kinetic influences. This includes characterization of the island areas, 
density, heights, and general shapes. The evolution of the film in the regime of 
high surface coverage is also discussed in detail. The morphology is described 
and the crystallographic orientation determined. The orientation of the bismuth 
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islands is also determined, and related to the morphology in order to describe 
the pattern formation. Nucleation of bismuth along the natural step edges in the 
graphite substrate is investigated as a function of varying deposition conditions. 
The crystallographic orientation of the step edge aggregates is also correlated with 
their morphology. The stability of the islands in ambient conditions is addressed, 
as is the effect on the morphology of deposition on defect contaminated substrates. 
In Chapter 7 the conclusions of the previous Chapters are reviewed, includ-
ing a summary of the future and outlook for studies of island growth on surfaces. 
Chapter 2 
Mechanisms of Nucleation and Growth 
The growth of nanoscale structures by atomic deposition and subsequent diffusion 
on surfaces, relies on a series of delicate and interdependent processes. This 
Chapter explores these processes and how they translate to the final morphology 
of diffusion formed surface islands. 
Section 2.1 discusses the energetic considerations relevant in determining 
the growth mode of thin films. Next, the kinetics of diffusion is explored. This 
includes a discussion of particle deposition in Section 2.2.1, and subsequent 
diffusion on substrates in Section 2.2.2. The nucleation of islands is covered 
in Section 2.2.3, including the effects of adjusting the deposition parameters. 
Section 2.2.4 explores the aggregation of islands, with particular emphasis placed 
on the non-equilibrium growth environment which results in the vast array of 
experimentally observed morphologies. In this Section, growth models such as 
diffusion limited aggregation are described, and the process of edge diffusion is 
outlined, including discussions of island morphologies observed in various adsor-
bate/substrate systems. Section 2.3 overviews island growth for various metals 
on graphite substrates, including a review of Sb/HOPG and Bi/HOPG. The final 
Section summarizes the Chapter. 
2.1 Growth Modes 
The morphology of thin films can be considered within the context of thermody-
namics, as was first summarized by Bauer [25]. If a system is close to equilibrium 
the film structure is determined by the balance of the surface (free) energies of 
the substrate '/'s, the deposited film '/'F, and the interface between them '/'1. There 
are three principle modes by which thin film growth can proceed, as illustrated 
in Figure 2.1. In the Volmer-Weber mode [26], small islands nucleate on the 
substrate surface, and grow to form larger 3D structures. In this mode the 
adatoms have a stronger bond to each other than to the substrate. This can 
be expressed in terms of surface energies as '/'F > '/'s + '/'1, and is common for sub-
monolayer coverages of metal adsorbates on inert substrates such as HOPG [19] 
and mica [27]. 
The Frank-van de Merwe mode [28] is characteristic of adatoms that experi-
5 
6 Chapter 2. Mechanisms of Nucleation and Growth 
ence a stronger bond to the substrate than to each other. Complete condensation 
of the first monolayer on the substrate is required before growth can proceed to 
the next layer, which is less tightly bound than the first. This layer-by-layer 
growth is only obtained if the binding energy decreases monotonically towards 
the bulk crystal value for the particular adatom species. In terms of free energies, 
'YF < 'Ys + 1"1· Examples of this growth mode include some metal adsorbates on 
metal substrates [29], [30], and rare gases on HOPG [31]. 
The final growth mode is the Stranski-Krastanov mode [32], which incor-
porates both layer and island growth. Initially the growth follows the Frank-van 
der Merwe mode, and one, or possibly a few, monolayers form on the surface. 
Subsequent layer growth become unfavorable and island growth prevails. There 
are many possibilities for this break down of layer growth. Essentially any 
mechanism which disrupts the monotonic decrease in binding of the layer mode 
can be responsible. One common cause is strain due to lattice mismatch. As 
the number of layers increase the interface energy 1"1 also increases. When the 
condition 'YF > 'Ys + 1"1 is reached, the growth mode switches to to the Volmer-
Weber mode, and island formation is activated. A striking example of a regular 
array of Au islands grown on a Pt(111) substrate by such strain induced processes 
is presented by Brune [33]. This mode is also common in metal/semiconductor 
systems [34]. 
Volmer-Weber (island) growth mode 
Frank-van der Merwe (Iayer-by-Iayer) growth mode 
Figure 2.1: The three modes of crystal growth. 
2.2 Atomistic Growth Processes 
The thermodynamic description of film growth in the previous Section assumed 
that the system was close to equilibrium. However, this is generally not the case 
during vapor deposition, since the kinetics of particle diffusion (and subsequent 
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dynamic processes) must also be considered. Excellent reviews and introductions 
to atomic-scale growth mechanisms are presented for example by Zhang and 
Lagally [12], and Brune [8, chap 3], amongst others. 
This Section begins with a description of the deposition of particles on the 
substrate surface and their subsequent diffusion. Island nucleation is discussed in 
Section 2.2.3, with emphasis placed on the effects of altering the experimental 
conditions. Section 2.2.4 considers island aggregation. Here, the competing 
thermodynamic and kinetic effects are addressed with regard to the island mor-
phology. 
2.2.1 Deposition 
The first stage of thin film growth is deposition. Atoms are deposited on the 
substrate with flux F, which defines the rate of impingement to the surface and 
is usually expressed in [A/sj,1 The deposited dose of material is defined as the 
coverage and is usually expressed in units of mono-layers (ML), where 1 ML is 
arbitrarily defined as the average inter-atomic distance in a bulk sample of the 
material. The energy of the atomic vapor is generally assumed to be low enough 
that no damage to the substrate occurs upon deposition, otherwise the elementary 
growth processes will be impeded by defect sites [36]. 
The flux has an enormous influence over the morphology of the islands. It 
controls the balance between thermodynamics and kinetics, so will be a dominant 
factor in determining the degree of departure of the system from equilibrium. 
Altering the flux can shift the delicate balance of all subsequent elementary 
growth processes, as will be discussed in Section 2.2.4. Note that the substrate 
temperature is also a critical parameter, however only room temperature studies 
are presented in this thesis. 
Figure 2.2 illustrates the elementary processes active on a substrate (as-
sumed to be defect free for simplicity) during deposition. Adatoms impact the 
substrate at a random surface position. Some adatoms may evaporate from the 
surface, some may bond sufficiently that they become immobile, and the remain-
der begin to migrate along the surface. Diffusing adatoms encounter and may 
bond with other wandering adatoms, this process is called nucleation, and results 
in island formation. Diffusion of adatoms to the island boundaries cause the island 
to grow in size, and aggregation becomes active. There are now two processes 
competing to capture the deposited atoms: the nucleation of new islands, and 
the growth of existing islands. 
1 It is also worth mentioning that many studies have been performed with the deposition of 
preformed clusters, which subsequently diffuse and aggregate into islands, via similar processes 
as atomic deposition. A comprehensive review is given by Jensen [35J. 
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Figure 2.2: Diffusion processes on a substrate during thin film growth from the vapor phase. 
Particles are deposited on the substrate, and then begin the process of lattice diffusion. An 
adatom's diffusion comes to an end when it either evaporates from the surface, collides with 
another migrating adatom to nucleate an island, or finds an existing island and contributes 
aggregation. 
2.2.2 Diffusion 
At an atomic level no substrate is perfectly uniform, due to the ordering of surface 
atoms (the atomic lattice [1, p 8]). The discrete lattice atoms produce a series of 
peaks and troughs in potential energy that act as sinks for trapping adatoms. 
An atom incident on the substrate will occupy a specific site corresponding 
to a potential energy minimum. Figure 2.3 illustrates the barrier for lattice 
diffusion experienced by an adatom attempting to migrate from site 1 to site 3 
(Figure 2.3(a)). Figures 2.3(b) and (c) show a potential energy schematic for 
motion perpendicular, and parallel (respectively) to the substrate. 
Diffusion is activated when an adatom has sufficient thermal energy to 
overcome the difference in potential energy minima of site 1 and site 2, denoted 
as Ed. The diffusion process is hence comprised of a series of thermally activated 
jumps, mostly between adjacent lattice sites. The thermal energy is provided by 
the phonon field, which is essentially the vibrational energy of the lattice. If the 
diffusing atom remains at its new site after a jump for a time longer than the 
periods of the vibrational modes associated with with the jump, it will lose its 
energy to the phonon field and hence thermally equilibrate with the surface. The 
adatom then loses all memory of the direction from which it traveled, consequently 
2.2. Atomistic Growth Processes 
(a) 
123 V(z) 
(b) 
o .................................................................................. .. 
Z ---------. 
9 
(c) 
Vex) 
1 
x ---------. 
Figure 2.3: (a) Illustration of an adatom hopping between two adjacent lattice sites (labeled 
1 and 3). The Z axis is perpendicular to the substrate surface, the X axis is oriented parallel to 
the substrate. The large spheres represent substrate atoms, and adatoms are depicted by small 
spheres. (b) Potential energy schematic for motion parallel to the substrate, Ed represents the 
energy difference between sites 1 and 2 (or 3 and 2). (c) Potential energy schematic for motion 
perpendicular to the substrate, Ed is again indicated. 
the next jump is equally likely to occur in all directions. This type of motion 
is Brownian in nature [37, chap IV], and results in random 2D walks with no 
directional preference. 
A diffusion coefficient provides a way of quantifying the adatom migration 
speed, which is in turn dependent on the potential energy barrier described in 
Figure 2.3. Two definitions for a diffusion coefficient exist [36]. The first describes 
the collective motion of an ensemble of interacting particles, and is commonly 
referred to as the chemical (or Fick's) diffusion coefficient. For such an ensemble 
of particles, it is assumed that the constitutive equation 
(2.1) 
holds. J is a diffusion current density and denotes the number of particles per 
second per unit line length diffusing past a reference line, D is the diffusion 
coefficient, and p is the density of adatoms. Equation 2.1 can be combined with 
the continuity equation 
div.J = -~ (2.2) 
to obtain 
(2.3) 
assuming D is isotropic (if this is not the case, Equation 2.3 can be written as a 
matrix equation) and independent of concentration. Equation 2.3 is commonly 
called Fick's second law. 
The second definition applies to the motion of an individual particle, and 
is known as the tracer diffusion coefficient. For this case, the diffusion coefficient 
is proportional to the mean square displacement of a single atom executing a 
random walk, per unit time. 
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We know from statistical thermodynamics [38] that for an individual particle 
participating in a random 1D walk 
(L\x(t)) = (x(t) - x(O)) = 0 (2.4) 
and 
(2.5) 
where N(t) is the number of jumps taken in time t and a is the jump length. 
Extending this to 2D, and assuming jumps in the x and y direction are are 
independent of each other, we obtain 
((L\r)2) (Ir(t) - r(0)12) - a;Nx(t) + a~Ny(t) 
a2 Ntot(t) 
(2.6) 
(2.7) 
if ax = ay. Ntot(t) can be redefined in terms of an effective atomic jump frequency, 
Veff (which is related to the atomic vibration, and is typically of order 1012 Hz), 
giving 
((L\r?) = a2vefft 
The tracer diffusion coefficient, D is now defined by 
((L\r?) = 4Dt 
(2.8) 
(2.9) 
where the factor of 4 is associated with 2D motion, for 1D motion this factor is 
2. Combining Equations 2.9 and 2.8 gives 
(2.10) 
An Arrhenius form is assumed for the effective jump frequency, which can be 
defined in terms of a jump attempt frequency, v (derived from transition state 
theory [36]), and the activation energy for lattice diffusion Ed, to yield 
Veff = vexp (~:; ) (2.11) 
The tracer diffusion coefficient then becomes 
D = Doexp (~:;) (2.12) 
with 
(2.13) 
The diffusing adatom concentration on a substrate is low enough for most 
experimental growth rates that the interaction range for atoms diffusing on a 
substrate is small in comparison to the mean inter-particle distances [39], [40]. It 
is therefore a valid approximation to use the tracer diffusion coefficient to describe 
diffusion behavior for most systems in the sub-monolayer regime, and it is the 
tracer coefficient that we have in mind when referring to the diffusion coefficient 
in the remainder of this thesis. 
2.2. Atomistic Growth Processes 11 
2.2.3 Nucleation 
The formation of stable islands is an accumulative process that is initiated by the 
nucleation of two diffusing adatoms. This dimer then serves as a diffusion trap 
for other adatoms. The lateral bond energy, Eb of these two atoms is a dominant 
force in determining if the dimer is stable. If either atom possesses an energy, 
Es greater than the sum of the diffusion energy and the lateral bond energy, 
dissociation will be the dominant process (illustrated in Figure 2.2), and the 
island is termed unstable. Islands above a critical size will grow by aggregation, 
since as the number of lateral bonds increase, growth becomes more probable 
than decay. The critical island size, i (in units of numbers of adatoms) is defined 
here as the size of an island which requires only the addition of one more adatom 
to become stable. A stable island is therefore denoted by i + 1, and j expresses 
every other island size, stable or otherwise. 
The Critical Island Size 
The critical island size has its conceptual foundation in the framework of ther-
modynamics [41]. The large surface to volume ratio of small clusters results in a 
positive free energy flG, which is strongly dependent on cluster size [42]. This 
is illustrated qualitatively in Figure 2.4. A rigorous mathematical treatment can 
be found in Kern [43]. 
(a) 
Surface area contribution 
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///' 
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------ ! 
- ........ , ........ 
" 
'" , 
, 
, 
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(b) 
+t.G 
-t.G 
Figure 2.4: Schematic of an island's free energy change, /:::;'G as a function of island radius, r. 
(a) Curve showing contributions to the free energy from the surface area (positive) and volume 
(negative) of the island. rc and /:::;'Gc denote the critical island size (radius) and free energy 
respectively. (b) Plot depicting the oscillation in free energy as a function of island size. 
The free energy of formation of the cluster increases until it reaches some 
maximum value at the critical island radius, r c corresponding to an island size of 
j = i. The form of the curve depicted in Figure 2.4(a) reflects a contribution to 
the enthalpy of formation, flH from two competing terms. As the cluster grows, 
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the number of atomic bonds increase, resulting in a negative (favorable) term 
contributing to tlH. The magnitude of this term scales with the volume (or area 
in the 2D regime) of the cluster. The surface area (or perimeter in the 2D case) 
also increases as the cluster grows, contributing a positive (unfavorable) term to 
tlH. Initially the surface area of the the cluster is large in relation to its volume, 
and the positive term dominates, resulting in an unstable cluster that rapidly 
decays. When the cluster reaches the critical radius, it has the maximum surface 
energy to volume energy ratio, and is therefore at the most unstable size. 
As the cluster continues to grow the volume term related to the inter-particle 
bonding increases and rapidly dominates the free energy. Clusters of size j > i 
have a tendency for growth rather than decay. It should be noted that even 
stable islands may experience some dissociation, however this occurs on a time 
scale that is much less than the rate of adatom arrival, and growth dominates. 
Figure 2.4(b) shows that the free energy curve features local free energy minima, 
which correspond to the most stable cluster sizes. This thermodynamic descrip-
tion of the critical island size is a simplified account based on a continuum-type 
picture. A more thorough description, and references to other discussions of the 
critical island size can be found in Chang and Thiel [42, p 285]. 
We now consider the mechanisms of nucleation and growth of clusters above 
the critical size, and how they contribute to the films morphology. The critical 
island size will vary for different adatom-substrate combinations, and is depen-
dent on many factors, including substrate temperature and adatom-substrate 
bonding [44]. In the following discussion however, we assume that the critical 
island size is given by i = 1, i.e. the critical island size is a monomer, therefore 
adatom dimers will be stable. In addition we impose the restriction that all stable 
islands are immobile. This gives a simplified view of nucleation and growth, but 
is nonetheless useful for the purposes of gaining an insight into the fundamental 
processes. 
Evolution of Island Density With Coverage 
We can consider three principle regimes of nucleation and growth, which are 
depicted by the three shaded areas in Figure 2.5(a). In the first regime, diffusing 
adatoms collide with one another and nucleate islands comprised of immobile 
adatom dimers, resulting in a rapid increase in the nuclei density. As deposition 
proceeds the number of diffusing adatoms becomes comparable to the number 
of nucleated dimers. At this stage of film growth, an adatom is just as likely to 
encounter an existing nucleus as it is to meet another adatom, and the growth of 
existing islands begins to dominate over the formation of new nuclei. Eventually 
most migrating adatoms will be captured by existing islands, and the island 
density reaches saturation, N s . The competition for adatoms from nucleation 
and growth is now completely dominated by growth (second regime). As the 
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coverage is increased further, the islands will grow large enough that they coalesce 
with neighboring islands, and the island density begins to decrease as the film 
percolates (third regime). 
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Figure 2.5: Plot of the evolution of island density as a function of coverage [35]. The three 
regimes of nucleation (depicted by the shaded regions) have been superimposed over the plot. 
Note that this plot shows results for 8b2300 cluster diffusion and nucleation, it was chosen 
because it clearly (and simply) demonstrates all three regimes in a single plot, however similar 
results for atomic diffusion can be found in Donohoe and Robins [45] and Brune [46]. 
Evolution of Island Density With Flux 
Adjusting the deposition rate shifts the balance between the competing processes 
of diffusion and nucleation. Increasing the flux increases the likelihood that a 
wandering adatom will encounter another of its kind, rather than an existing 
island, resulting in a higher density of smaller aggregates. Conversely, lower 
fluxes result in a lower density of larger islands, since a migrating adatom is more 
likely to encounter an existing island than to nucleate a new one. This is shown 
schematically in Figure 2.6(a). An example of the flux scaling of Ns is depicted 
in Figure 2.6(b), where it is clear that higher fluxes increase the island density. 
Mean field nucleation theory [48] relates Ns to the diffusion coefficient and 
the flux by 
(D)-X Ns ex F (2.14) 
Experimentally, the scaling exponent is given by the slope of the log-log graph of 
Ns as a function of flux. The value obtained for X reveals information pertaining 
to the types of processes that are occurring on the substrate. For example, island 
growth simply from diffusion and nucleation with i = 1, yields a value of X rv 0.3, 
where as X rv 0.7 if evaporation is appreciable [35]. This will be discussed further 
in Chapter 6, when the flux scaling of the saturated island density is investigated 
in the Bi/HOPG system. 
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Figure 2.6: (a) Schematic illustration of the effect of flux on the island density, the left image 
shows the low flux case, the right image depicts the high flux regime. (b) Flux scaling of the 
saturated island density (Cu/Ni(lOO) [47]). 
Plots of the flux dependence of Ns also provide a useful check that nucleation 
is not occurring predominantly on defect sites. If defect nucleation dominates, 
Ns will be independent of flux, and the natural diffusion and nucleation behavior 
of the adsorbate cannot be studied. 
Evolution of Island Density With Temperature 
Although all the experiments in Chapters 5 and 6 are performed at room tempera-
ture, an outline on the effect of system temperature is given here for completeness. 
Elevated temperatures allow adatoms to more easily overcome the energy 
barrier for lattice diffusion, increasing the diffusion speed (and the diffusion 
coefficient). Consequently, a migrating adatom is more likely to encounter an 
existing island before another adatom is deposited in its vicinity, providing an 
opportunity for nucleation of a new island. The result is a lower overall density 
of stable islands, which also tend to be larger. Conversely, lower temperatures 
produce a higher density of smaller stable islands. 
Plots of the temperature scaling of the island density allow determination 
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of the energy barrier for lattice diffusion. Figure 2.7 shows an example of such a 
graph for the Ag/Pt(111) system [49]. In this system (and temperature window), 
X = 1/3. Combining Equations 2.12, 2.13 and 2.14, and substituting in X = 
1/3, yields Ns ex: (Fvo)1/3exp(Ed/3kT). Therefore, the diffusion barrier for Ag 
adatoms on a Pt(111) substrate can be obtained from slope of the graph, and is 
found to have the value Ed = 157 ± 10 meV [49]. 
Note that at sufficiently low temperatures, the temperature scaling of the 
island density will deviate from the linear form shown in Figure 2.7. In the low 
temperature limit, adatoms diffuse too slowly to meet each other and monomers 
are frozen on surface (i = 0), Ns then becomes independent of temperature [47]. 
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Figure 2.7: Temperature scaling of the saturated island density (Ag/Pt(1l1) [49]). 
2.2.4 Aggregation 
We now consider the growth of stable nuclei into islands, and in particular the 
processes governing pattern formation in diffusion mediated island growth. The 
enormous variety of structures observed in thin film growth implies that there 
are many different mechanisms involved in their formation. This Section aims to 
expand on the elementary growth processes, and review the historic development 
of models to describe island growth. 
Non-equilibrium Phenomena and Morphogenesis 
In an equilibrium environment, there is an expectation for the formation of com-
pact structures on the substrate [48], [50], consistent with the thermodynamic 
condition of minimization of surface energy [51]. For crystalline materials, the 
free energy of a surface depends strongly on its crystallographic orientation [52]. 
Consequently, the equilibrium form is often characterized by compact polygonal 
shapes. 
The continuous diffusion of adatoms to an island's growth front tends to 
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drive the system away from this minimization of free energy, and the state 
that prevails is not necessarily the most stable, but is kinetically determined. 
The consequence is the formation of crystals that are often more faceted than 
their equilibrium form, or even irregular and dendritic structures [53] (and refs. 
therein). Each type of structure is a signature of a complex balance between 
kinetics and thermodynamics, and represents an intricate array of inter-atomic 
processes. A classic and well studied example of non-equilibrium crystal growth is 
the Au/HOPG system [16], [54], [55], [56], [57]. Dendritic growth usually prevails, 
even though the equilibrium form of Au crystals on graphite is known to be that 
of a truncated sphere with limited facets [58]. 
The non-equilibrium structures observed in thin film growth often represent 
striking examples of spontaneous pattern formation (Morphogenesis). They also 
bare resemblance to other patterns observed in nature [59]. Figure 2.8 shows 
four examples of spontaneous pattern formation in other non-equilibrium sys-
tems (bacterial growth, electrochemical deposition, snowflake growth, and viscous 
fingering), where the similarity between the forms is obvious. Extensive inves-
tigations of the common processes linking non-equilibrium growth in different 
systems has been performed over the the last two decades, most notably by Ben-
Jacob and co-workers (see for example refs. [60], [61], [62], [63]). The key feature is 
a competition between a stabilizing and a destabilizing influence over the growth 
process [64], which will be described further in Chapter 5, where we discuss results 
for Sb/HOPG. 
Figure 2.8: Spontaneous pattern formation. (a) The growth of bacterial colonies [65], (b) 
electrochemical deposition [61], (c) snowflakes [66], (d) viscous fingering in hydrodynamics [62]. 
Diffusion-Limited Aggregation 
Many of the models used today to describe pattern formation in island growth 
originate from the early work of Witten and Sander [67], who interpreted and 
modified Eden's biological model of diffusion limited growth [68]. Eden's model 
has a single particle placed at the center of a square grid. Subsequent particles 
are individually attached at random positions on the perimeter of the structure 
formed in the previous step. This model has no provision for diffusion of particles, 
2.2. Atomistic Growth Processes 17 
and every perimeter position is equally likely to grow at each step. Consequently 
the Eden structures tend to be compact and circular, as depicted in Figure 2.9(a). 
Witten and Sander recognized the potential for utilizing this random depo-
sition model to explain fractal geometries observed in natural processes such as 
dust and soot formation [69], and structures formed at surfaces during thin film 
growth. Their motivation was due, in part to the observation that coagulated 
aerosols are aggregates characterized by a wispy appearance, and that diffusion 
of particles to the surface is often the rate limiting step in aggregation. Forrest 
and Witten's earlier work on smoke-particle aggregates [70] revealed that such 
aggregates were of a size that far exceeded the extent of their forces, and that the 
particle density had long range correlations. This long range density correlation, 
p(r) was reminiscent of other systems, such as the second order phase transition 
of a fluid near its liquid-gas critical point, which obeys a characteristic power law 
of the form 
(p(r)p(O)) - (p(0))2 ex r-A (2.15) 
over a large range of r. The exponent A is referred to as anomalous, since it is 
not simply a fraction arising from dimensional considerations. It also tends to be 
unaffected by variation of the systems parameters (universality). 
Witten and Sander's growth model is called diffusion limited aggregation 
(DLA). It is of central importance to note that this model is away from equilib-
rium and is defined kinetically, in the sense that the aggregates do not conform 
to shape restrictions imposed by the thermodynamic demand of minimum free 
energy. 
A schematic of a DLA simulation is illustrated in Figure 2.9(b). Eden's seed 
particle is retained, however the particles are now dropped at random positions 
on a square lattice. They are prohibited from landing directly on the aggregate, 
so that adatoms perform random walks across the surface to reach the structures 
perimeter (growth front). The first atom is dropped and allowed to diffuse until 
it is either stopped by the seed particle, where it irreversibly sticks, or wanders 
off the boundary of the lattice. Another particle is then randomly deposited and 
the process repeats. 
The aggregates' morphology is typically modeled with Kinetic Monte-Carlo 
(KMC) simulations, which use an algorithm to calculate the evolution a complex 
system for a large (but necessarily finite) number of simultaneous random pro-
cesses. Essentially the motion of individual adatoms and their interaction with 
aggregating islands are simulated, enabling the final morphology to be observed. 
Simulations of DLA revealed the formation of ramified fractal structures (Fig-
ure 2.9(c)) that were dilation symmetric2 [71], like the smoke aggregates. This 
2If a structure is viewed with a resolution coarser than the size of the aggregating particles 
and is found to have no natural length scale, then it is said to be scale invariant or dilation 
symmetric. 
18 Chapter 2. Mechanisms of Nucleation and Growth 
ramified appearance is a direct consequence of the random nature of Brownian 
motion. The exposed branches grow more rapidly than the interior, since they 
act as shields, capturing the majority of adatoms before they can migrate to the 
structures interior. 
(b) (c) 
""" 
Figure 2.9: Growth Models. (a) Eden's biological growth model [72], the circular contours 
depict the aggregate morphology at various time scales of deposition. (b) Schematic of of the 
DLA model [73]. A seed particle is placed at centre of a grid (black dot in image centre). 
Adatoms are then placed at random positions on the surface (sites 81 and 82) and allowed 
to diffuse with Brownian motion (depicted by the multi-directional traces attached to 8 1 and 
8 2 ), Their diffusion ends when they either wander off the lattice (particle 8 2), or hit the seed 
particle and contribute to island growth (particle 8 1). (c) An example of an aggregate formed 
with a DLA simulation [71]. 
The model aggregates generated by DLA also have density-density correla-
tions conforming to a power-law relationship of the form 
N-1 :L)p(p)p(p + r')) ex r-A (2.16) 
r' 
Equation 2.16 holds over distances ranging from a few lattice sites to almost the 
size of the cluster. The density p( r') at position r is defined to be 1 for an occupied 
site, and 0 for an unoccupied site, and N represents the number of atoms in the 
cluster. The exponent A is related to a factor called the fractal (or Hausdorff) 
dimension fD' by A = d - fD where d is the euclidean space dimensionality of 
the structure. The fractal dimension describes the extent of ramification of an 
aggregate. The area of an aggregate increases as area ex: riD, so a filled-in circle 
would have a trivial dimension of 2. For 2D growth Witten and Sander found 
that fD = 1.7, so that the projected surface area of an aggregate increases as 
area ex: r1.7. 
Inherent to the DLA model is the irreversible sticking of atoms to the 
aggregate. If this is applied in the strictest sense, diffusion along the edges of 
the aggregate is completely prohibited, which accounts for the coarse branch like 
arms of the structure. The mechanisms responsible for this ramified growth can 
be understood in terms of the Langer and Miiller-Krumbhar model of dendritic 
crystal growth [74]. In this model an instability in a simple system generates 
complex, yet highly ordered new systems. They consider crystal growth where 
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a solid phase grows in the direction of an axis of symmetry into a uniformly 
super-saturated or super-cooled liquid. The rate controlling process here is either 
chemical or thermal diffusion. The migrating 2-phase boundary develops insta-
bilities associated with random fluctuations in the diffusion field. This produces 
troughs and peaks which grow in amplitude as the boundary advances, resulting 
in the formation of side branches. Langer and Miiller-Krumbhaar discovered that 
a smooth interface, like a phase boundary, is unstable against these perturbations 
at all length scales, and that its growth depends on fluctuations in the diffusion 
field. 3 
The DLA model is essentially the discrete counterpart to dendritic crystal 
growth [71], in the limit where these fluctuations are dominant. Deformations in 
the advancing aggregate boundary capture a larger number of diffusing adatoms 
than any straight edge sections. If these atoms can not be transported away from 
the deformity sufficiently fast, then branch growth will prevail. This is of course 
the case for DLA, where edge diffusion is frozen and adatoms permanently attach 
at the position where they impinge on the island perimeter. These new branches 
eventually become susceptible to the same instabilities, due to exposure of the 
tips to an increasing portion of the diffusion field, producing more branches. This 
continual ramification leads to the self similarity of the DLA structures, and a 
fractal dimension of 1. 7, which is independent of the adatom species. 
Island Edge Diffusion 
In real systems it is usually the case that atoms are able to diffuse around 
the perimeter of an island (edge diffusion), or may not stick on first contact 
with the aggregate. This situation becomes particularly important at elevated 
temperatures, and results in shape relaxation for structures that were formed in 
a predominantly kinetic regime. The degree of edge diffusion will play an im-
portant role in determining whether compact morphologies (the thermodynamic 
tendency) or ramified structures (the kinetic influence) prevail. 
The rate of edge diffusion around the perimeter of an aggregate is usually 
anisotropic. This is because the energy barrier for mobility is dependent on the 
number of bonds that must be broken and the number of bonds that would be 
conserved in an adatoms site to site transit [76]. The rate of diffusion along the 
edge of the island can be expressed as 
(2.17) 
where: 
m is the number of bonds that will be broken by the transit 
3This is also discussed in the absence of crystal anisotropy, in a 1963 paper by Mullins and 
Sekerka [75J. 
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Eb is the bond energy (positive for bond forming, negative for bond break-
ing) 
n is the number of unbroken bonds during the move 
En is the barrier energy per bond 
D is the diffusion coefficient (from Equation 2.12) for diffusion across the 
substrate 
Figure 2.10 illustrates the diffusion rates for various edge environments. 
An adatom will tend to migrate to a site that maximizes its number of nearest 
neighbor bonds, resulting in shape relaxation. However, the diffusion asymmetry 
imposed by the ordering of the island periphery atoms often hinders this process. 
An adatom at site 6 will have an equal probability of relaxing to 7 or 5, however 
if an atom occupied site 9, diffusion to site 8 would be the preferred direction. 
Also note the low probability of diffusion for an adatom attempting to migrate 
around a kink site (site 8 to 9). 
Figure 2.10: Island edge diffusion. 
Various workers have explored the results of allowing a non-unity sticking 
probability. Meakin [73] was one of the earliest in his 1983 paper. He noted that in 
real systems there was a possibility that diffusing particles may be repelled from 
the island at short distances, or may not stick on contact. Curiously, Meakin 
found that altering the sticking probability from 1 to 0.1 had little effect on 
fractal growth, with no modification to the exponent A in Equation 2.16, and so 
the fractal dimension retained the value of 1.7. It was noted however, that smaller 
sticking probabilities lead to a thickening of the branch arms of the classical DLA 
aggregates from KMC simulations. 
Hwang et al [77] found experimentally, that for Au on Ru(OOOl), highly 
dendritic structures form at room temperature. Thickening of the branches 
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became pronounced upon annealing, indicating non-unity, or coordination de-
pendent, sticking probabilities. From a dimensional analysis study, they found 
that JD = 1.72 ± 0.07, in accordance with Meakin's predictions. For this reason, 
a system with a limited degree of edge diffusion, but still exhibiting the classical 
DLA fractal dimension, is generally categorized within the DLA model. 
Qualitatively, as well as quantitatively, there is a vast difference between lim-
ited, and rapid edge diffusion. Limited edge diffusion may still produce ramified 
aggregates. Conversely, rapid edge diffusion may result in structures that reside 
within the equilibrium realm, particularly when the adatoms possess sufficient 
energy to easily overcome all the different types of edge diffusion barriers [78]. 
Bales and Chrzan performed KMC simulations of island growth from an analysis 
of numerical solutions to rate equations [79]. Atoms that deposit on top of an 
aggregate are incorporated into the inner sections of the island. They also note 
that the activation barrier for detachment of an atom from an island is generally 
much higher than the barrier for diffusion along an island edge (purely from a 
bond counting point of view). Their results are presented in Figure 2.11. The 
flux and coverage is held constant, while the systems temperature is varied. It is 
obvious that for rapid edge diffusion, the system no longer resembles the classical 
DLA structures. The island morphology is now governed by competition between 
edge diffusion, and the destabilizing influence of the random diffusion field. 
Figure 2.11: Regimes of edge diffusion, ED denotes the barrier to edge diffusion [79]. (a) 
T = Iff, edge diffusion is partially frozen. (b) T = lff-, appreciable edge diffusion. (c) 
T = ~o , rapid edge diffusion. 
An increase in the temperature of a system allows edge atoms to more 
easily overcome diffusion barriers, resulting in enhanced edge diffusion and shape 
relaxation. Reducing the deposition flux has an analogous effect. In this case, 
more time is available for adatoms to overcome the diffusion barriers before the 
next particles arrive from the diffusion field and pin them in place, again leading 
to more compact shapes. A KMC simulation of island growth demonstrating 
these two effects is shown in Figure 2.12. 
The effect of edge diffusion on island morphologies has been extensively ex-
plored in experimental systems (see for example Au/Pt(111) [81] and Pt/Pt(111) 
[82]), with KMC simulations (see for example Zhong et al [78] and Liu et al [83]), 
and using a combination of experimental and KMC simulation analysis (see for 
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Figure 2.12: KMC simulations of the effect of temperature and flux on island morphologies, 
reproduced from ref. [80J, The top panel shows the effect of increasing the systems temperature, 
the bottom panel demonstrates the analogous effect of reducing the deposition flux. 
example Ag/Pt(111) [84]). In all these cases ramified structures are found in 
low temperature regimes, where the kinetics of diffusion is the driving force, 
and compact islands for higher temperatures, where local atomic rearrangements 
within the island allow for relaxation to compact polygonal shapes. 
The discussion in this Section has been limited to growth of 2D islands, 
because the results of the present work are mainly 2D. Islands may also grow 
vertically by upwards diffusion of atoms, or by the direct impingement of atoms. 
These effects are discussed where relevant in Chapters 5 and 6. 
2.3 Metals/HOPG 
We now depart from a general description and review of island growth and mech-
anisms for pattern formation in various systems, and focus on a review of metals 
aggregated on HOPG substrates. This is by no means an exhaustive account, but 
is rather designed to give a feel for the types of structures that are often observed 
on HOPG. Comparisons of the Sb/HOPG and Bi/HOPG morphologies, with 
other systems will be discussed in more detail in Chapters 5 and 6. 
We begin with an overview of Sb4 diffusion and aggregation on HOPG. Par-
ticular emphasis is placed on the work by Kaiser and Stegemann (and co-workers) 
([19], [20], [14]), since this will be compared in detail to our film morphologies in 
Chapter 5. 
2.3.1 Sb/Graphite 
In 2002 Kaiser et al [19] reported on self-organized growth in the Sb/HOPG sys-
tem, where it was found that several examples of pattern formation existed within 
the same system, as reproduced in Figure 2.13. Small compact (almost spherical) 
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particles were observed at low coverage (Figure 2.13(a)), which undergo a tran-
sition to fingered morphologies with increasing island size (Figure 2.13(b)), and 
eventually small faceted crystallites in the high coverage limit (Figure 2.13( c)). 
Dendritic, and even needle-like morphologies were observed at low deposition 
rates (Figure 2.13(d)). 
The compact particles were reported to be amorphous and the fingered 
islands are crystalline with different orientations within individual islands. Cer-
tainly it is clear that the Sb/HOPG system presents an interesting case of sponta-
neous pattern formation on the nanoscale, with the morphologies able to be tuned 
with deposition parameters. In a review-type paper, Kaiser and Stegemann [20] 
again report on these morphologies, including a transmission electron microscope 
image of the fingered morphologies, which clearly shows bending contours asso-
ciated with a strained crystal structure. 
Figure 2.13: Spontaneous pattern formation in the Sb/HOPG system [19]. (a) Small almost 
spherical particles. (b) Fingered morphologies. (c) Small faceted crystals. (d) Dendritic 
structures. (note scale changes). 
A comprehensive study of pattern formation in the Sb/HOPG system was 
reported by Stegemann et al [14] in 2004, expanding on the above results. Of 
particular note is the flux dependence of the island morphologies, as reproduced in 
Figure 2.14, showing a clear transition from fingered to very branched structures 
with increasing flux. This is consistent with increasing flux producing more 
ramified growth, discussed in the previous Section. 
Figure 2.14: Flux dependence of the Sb island morphologies on graphite, reproduced from 
Stegemann et al [14]. 
Diffusion and aggregation of preformed Sb clusters on HOPG has also been 
studied by several groups (see for example refs.[85]' [86], [15]). In those cases, 
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varying the cluster size introduces another controllable feature which alters the 
island morphology. Similar morphologies to those of the aggregates obtained 
with Sb4 (the vapor phase of antimony) diffusion are observed. However, more 
ramified structures are formed with increasing the size of the deposited clusters. 
2.3.2 Bi/Graphite 
Room temperature growth of bismuth on graphite has been studied previously 
with atomic force microscopy [87]. Small elongated structures were observed to 
grow along the high symmetry directions of the substrate at a deposited coverage 
of 0.2 nm, as shown in Figure 2.15(a). Increasing the coverage to 80.3 nm resulted 
in almost complete coverage of the substrate with striped features, as shown in 
Figure 2.15. The angles of intersection of the stripe-like structures were most 
frequently observed at 60° and 120°, and occasional orientations of 30°, 900 , and 
150°. 
The authors note a high density of islands on the surface, and attribute 
this feature to nucleation on defect sites. They also present an argument for 
a growth mode with the bismuth basal plane parallel to graphite basal plane, 
which is assumed for all the observed structures. A comprehensive study of the 
morphology with varying experimental parameters was not performed, due to 
problems with the AFM tip causing damage to the structures. 
Figure 2.15: AFM images of bismuth on graphite [87], scan sizes are both 1 /Lm. (a) Coverage 
rv 0.6 ML. (b) Coverage rv 240 ML. 
2.3.3 Au/Graphite 
Studies of the morphology of gold islands on graphite have been performed almost 
continuously for the last 30 years (see for example refs. [55], [57], [56], [88], [17]). 
In 1975 a series of three papers [54], [89], [90] were published by Darby and 
Wayman, which reported on dendritic growth and the evolution of morphologies 
with varying experimental parameters. Figure 2.16(a) shows an example in which 
increasing system temperature leads to a compacting of the dendritic morpholo-
gies, and eventually compact polygonal shapes. Diffraction studies revealed that 
many of the dendrites were single crystal, and aligned with the high symmetry 
2.3. Metals/HOPG 25 
directions of the (hexagonal) substrate. Figure 2.16(b) shows an example of the 
symmetry manifested in the dendrite shapes. The left image shows a 3-branch 
island, with the branches at 120° separations. The right image shows six branches 
separated by 60°. 
(b) 
Figure 2.16: (a) Evolution of gold island morphologies with increasing system temperature 
[90]. (b) Symmetry in the gold dendrites [54]. 
More recently, in situ investigations of dendritic gold growth on HOPG 
were performed with transmission electron microscopy by Anton and Schnei-
dereit [16]. This study focused on the kinetics of nucleation and growth with 
real time imaging, contributing to a greater understanding of the fundamental 
growth mechanisms. In particular, growth kinetics of individual aggregates were 
compared to a diffusion model, which gave a mean diffusion length of 400nm 
before adatom desorption, and an upper limit on the lattice diffusion barrier 
of 0.24 eV. A partner paper was published two years later which looked at the 
growth kinetics in an elevated temperature regime [91]. 
2.3.4 Ag/Graphite 
Diffusion and growth of silver on graphite showed that natural step edges which 
form during the substrate cleaving process could be used to trap diffusing adatoms, 
forming quasi-one-dimensional chains of Ag nanoclusters, as shown in Figure 2.17. 
By altering the particle flux, nucleation occurred either entirely by defect trapping 
at the step edges (low flux) or with a combination of terrace and step edge 
decoration. Further examples of step decoration will be discussed in Chapter 6, 
where an investigation of the morphology of bismuth aggregates nucleated along 
step edges is presented. 
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Figure 2.17: Silver on graphite [92]. 
2.3.5 Other Examples 
Numerous other studies of island nucleation and growth on graphite substrates 
exist in the literature. Examples include Pd [93], Ni [94], Cu [17], Pt [95], Co [96], 
Cr [97], and Al [98]. A comprehensive account of the growth of transition metals 
on graphite is also given in ref. [99]. It should be clear by now that graphite is 
a popular choice of substrate for studying the fundamental growth processes in 
island formation. 
2.4 Summary 
The growth of surface islands during thin film deposition from the vapor phase is 
an inherently non-equilibrium process. A thermodynamic tendency to minimize 
the free energy of the system favors compact morphologies. However, the kinetics 
of particle diffusion to the structures' growth front often leads to dendritic and 
irregular island shapes. Deposition, diffusion, nucleation, and aggregation are 
simultaneous processes, the interaction of which determines the final morphology. 
The non-equilibrium growth environment gives rise to some remarkable 
examples of spontaneous pattern formation on the nanoscale. Shapes as diverse 
as polygons, fingered islands, and dendrites have all been observed in thin film 
growth. Most models of island aggregation originate from the work of Witten 
and Sander who developed the concept of diffusion limited aggregation. In this 
model adatoms diffuse to the perimeter of an aggregate and stick irreversibly on 
contact. However, in most practical system, edge diffusion is also required to 
explain the experimentally observed morphologies. Morphology investigations of 
many adsorbate/substrate combinations have led to a greater understanding of 
diffusion mediated island growth. 
Chapter 3 
Experimental Description 
This Chapter begins with a description of the bulk structure of graphite, anti-
mony, and bismuth. The remainder of the Chapter is devoted to a discussion 
of the ultra high vacuum (UHV) system that was constructed for this project. 
Section 3.2.1 gives an overview of the procedure used for obtaining deposited 
samples. Next the chamber construction is discussed, followed by a discussion of 
the residual gas atmosphere and system baking. Section 3.2.4 explains the prepa-
ration of graphite substrates. The generation of a vapor beam via the system's 
crucible is described in detail in Section 3.2.5. The final Section summarizes the 
chapter. 
3.1 Materials 
This Section reviews the bulk crystallographic structure of HOPG, which is used 
for the substrate material, and bismuth and antimony, which are the two evapo-
rant materials used in this project. 
3.1.1 HOPG 
The layered hexagonal structure of the graphite crystal is illustrated in Fig-
ure 3.1(a). The C-C bond distance within the layers is 1.42 A. The layers 
themselves are separated by a distance of 3.40 A, and held together by weak 
van der Waals forces. The layers are stacked in such a way that the stacking 
sequence repeats after 2 layers, as shown in Figure 3.1(b). When the graphite 
substrate is cleaved, it is the longer interlayer bonds which are broken, producing 
very flat and inert surfaces parallel to the basal plane. 
3.1.2 Bismuth and Antimony 
Bismuth and antimony both have a rhombohedral crystal structure (A7, space 
group R3m), with cell constants 
Sb: ar = 4.51 A, CXr = 57°7' 
Bi: ar = 4.75 A, CXr = 57°14' 
and two atoms per unit cell, one at the origin and the other at position 2u, 2u, 2u, 
where u has the values 
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(a) (b) 
Figure 3.1: (a) The hexagonal layer structure of graphite (reproduced from The Crystal 
Structure of Solids [100D, broken lines link atoms of successive sheets which are in the same 
vertical columns. (b) The graphite structure viewed in projection down the c-axis (reproduced 
from The Structures of the Elements [101D. The solid lines link the top sheet, the dashed lines 
link the middle sheet of (a). 
Sb: u = 0.233 Bi: u = 0.237 
The structure is comprised of puckered layers of atoms, with each atom forming 
three pyramidal nearest neighbor covalent bonds within a layer. The next-nearest 
neighbors lie in the adjacent layer with weaker bonding. 
The rhombohedral geometry can be conveniently described within a hexag-
onal basis with the lattice constants 
Sb: ah = 4.31 A, 
Bi: ah = 4.54 A, 
Ch = 11.27 A 
Ch = 11.86 A 
Figure 3.2 shows two versions of the hexagonal representation. Figure 3.2(a) 
shows a single rhombohedral cell inscribed within a hexagonal co-ordinate system. 
The diagonal ofthe rhombohedral cell (trigonal axis) is perpendicular to the (111) 
plane 1 which corresponds to the (0001) plane in the hexagonal system (shaded 
in the Figure). Figure 3.2(b) includes the atoms from neighboring rhombohedral 
cells within the hexagonal basis, with the covalent intralayer bonds indicated by 
dashed lines. 
An excellent description of hexagonal co-ordinate systems is given in Wood 
[102]. We present a summary of the main aspects here. Crystallographic planes 
in the hexagonal system are generally defined by the four Miller index notation 
(hkil). The third index, i is the negative sum of the first two indices, and is 
1 As a reminder, the convention for the use of brackets in crystallographic notation is as 
follows: (hkl) = specific plane, {hkl} = family of equivalent planes, [hkl] = specific direction, 
(hkl) = family of equivalent directions. 
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often dropped, leaving a three index notation (hkl).2 The angle, ¢ between two 
crystallographic planes defined by (h1k1lr) and (h2k2l2) in the hexagonal system, 
is given by 
h1h2 + k1k2 + ~(h1k2 + h2k1) + ~~: lrl2 cos¢=-----------------=~------~--~--------~ 
[(hi + ki + h1k1 + ~~~ li) (h~ + k~ + h2k2 + ~~~ l~)] 1/2 (3.1) 
where a and c are the lattice constants given above. 
(b) (0001) trigonal axis 
cleavage plane 
J 
Figure 3.2: Rhombohedral and hexagonal co-ordinate systems. (a) A single rhombohedral cell 
(with a 2 atom basis, second atom shaded dark) is inscribed within a hexagonal system. (b) 
Atoms from neighboring rhombohedral cells that lie within the hexagonal basis are included, 
dashed lines indicate covalently bonded atoms (reproduced from ref. [103]). 
The geometry can also be described within a third, pseudo-cubic, co-ordinate 
system (Figure 3.3), which is a slightly distorted cubic lattice. A simple cubic 
lattice can be constructed by stacking body centered rhombohedral unit cells with 
an apex angle of 60° (see for example Fig.l in ref.[104]). In this case there are 
two atoms per unit cell, one at the origin and the other at position ~, ~,~ (the 
body center) of each cell. The pseudo-cubic structure of Bi and Sb is obtained by 
sharpening the rhombohedral apex angle to ar and pushing the second basis atom 
along the diagonal towards its partner, until it reaches the position 2u, 2u, 2u. 
In Figure 3.3(a), the shorter intralayer bonds are indicated with solid lines, 
and the longer interlayer bonds are represented with dashed lines. Note that in 
Figure 3.2(b) (reproduced from Stegemann et al [103]), it was the intralayer bonds 
that were depicted with dashed lines. We adopt the convention of Jona [105] and 
2Note that this three index labeling system is not equivalent to the three index rhombohedral 
labeling. Formulas for conversion between the Miller indices of the rhombohedral and hexagonal 
systems can be found in ref. [102]. 
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Figure 3.3: The pseudo-cubic co-ordinate system. (a) The solid and dashed lines represent 
covalent and interlayer bonds respectively. (b) The rhombohedral unit cell inscribed within the 
pseudo-cubic indexing system. A (lOO)pc plane is shaded to aid in diagram clarity. 
Agergaard [106], and indicate the intralayer bonds with solid lines. Figure 3.3(b) 
shows the rhombohedral cell (heavy solid lines) inscribed within the pseudo-cubic 
structure. In both illustrations, a (100)pc plane is shaded to aid in clarity of the 
geometry. 
The three coordinate systems are used extensively in the literature, and a 
conversion table for the Miller indices can be found in Jona [105]. The indices 
for the crystallographic orientations that will be discussed in Chapter 6 are given 
below. We use exclusively the four index hexagonal notation. 
Pseudo-cubic 
{111} 
{100} 
Rhombohedral 
{111} 
{1l0} 
Hexagonal 
{0001} 
{01I2} 
Table 3.1: Conversion between pseudo-cubic, rhombohedral, and hexagonal indices. 
3.2 The Ultra High Vacuum System 
The study of atomic diffusion processes on surfaces requires the preparation of 
samples under ultra high vacuum conditions to ensure minimum surface contam-
ination and enable high adatom mobilities. A UHV deposition system with a 
base pressure of order 10-10 torr was designed and constructed for this project. 
This Section describes the experimental procedures used to deposit particles on 
surfaces under UHV. Chamber construction is discussed first (including pumping 
mechanisms), followed by the residual gas atmosphere. Each deposition step is 
then described in detail, including graphite preparation, and vapor deposition. 
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3.2.1 Overview of Apparatus and Deposition Steps 
A schematic and a photograph of the UHV deposition apparatus are shown in 
Figure 3.4, with labels for various components which will be referred to in the 
text. The apparatus is comprised of a three stage pumping system, with the final 
pressure achieved via ion pumping. The main internal components of the system 
are: a sample oven for thermal cleaning, a crucible for thermal evaporation of 
metals, a deposition rate monitor (DRM) for measuring the vapor flux, and a 
sample translation arm for moving the samples to various regions of the chamber 
under UHV. The deposition steps are summarized below. 
• Graphite is cleaved in air to remove adsorbed contaminants, and immedi-
ately loaded into the chamber through the loading port. 
• The system to the right of gate valve 1 (gate valve 1 is initially closed) 
containing the samples is rough pumped to 10-4 torr, then isolated from 
the roughing system. Gate valve 1 is subsequently opened, exposing the 
entire system to ion pumping. The ultimate base pressure is approximately 
5 x 10-10 torr in the sample region. The samples are then wound to the far 
left of the system (position shown in Figure 3.4) via the bellows translation 
wheel. 
• The samples are heated under UHV in the sample oven, to a temperature 
of rv 420°C for approximately 15 hours. This procedure removes surface 
contaminants, particularly adsorbed water. 
• Bismuth or antimony are thermally evaporated with a resistance heated 
crucible. The vapor passes through a series of baffles to produce a collimated 
beam. 
• The DRM and samples are wound over the atomic beam via the bellows 
translation wheel, with the DRM recording the flux prior to sample depo-
sition at room temperature. 
• On completion of deposition, the samples are wound out of the path of the 
atomic beam, where they remain for 1 hour under vacuum. 
• The samples are wound back to the loading port and gate valve 1 is closed 
to isolate the left hand side of the system (which always remains under 
vacuum). The right hand side of the system is nitrogen vented, and the 
samples removed under ambient conditions for ex situ analysis. 
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Figure 3.4: Apparatus for UHV vapor deposition: (a) Schematic representation, (b) photo-
graph. 
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3.2.2 Chamber Construction 
The construction of a DHV chamber requires careful consideration of the types 
of materials that will be exposed to the vacuum environment. The configuration 
of internal components is also important, to ensure that problems such as stray 
atomic vapor and back streaming of ions is minimized. We begin with a discus-
sion of the practical aspects of constructing a DHV deposition system, and then 
proceed with an explanation of each of the deposition processes outlined above. 
At atmospheric pressure, surfaces are bombarded with molecules. Even a 
freshly cleaned surface becomes quickly saturated with adsorbed molecules, par-
ticularly water. After a chamber's pressure is reduced via pumping, the density 
of molecules is reduced and a clean surface may remain uncontaminated for long 
periods of time. At pressures below a medium vacuum of about 10 mtorr, gases 
evolving from the surfaces of materials (outgassing) contribute more molecules 
per second to the pump than do the gasses in the entire volume of the chamber. 
Two of the most important factors in determining the ultimate pumping 
pressure are the materials used for the construction of the chamber and its inter-
nal fixtures, and the procedures used for cleaning them. Construction materials 
with low outgassing rates and low vapor pressures are required. The system 
is constructed from a combination of grade 304 and 316 stainless steels. All 
removable seals that are exposed to the DHV environment are composed of knife-
edge flanges with copper gaskets. The composition of the internal fixtures will 
be discussed as they arise in the following Sections. 
The cleaning procedure for large components such as the 4 and 6 way crosses 
involved wiping with low residue AR grade acetone and lint-free tissues. Smaller 
components were treated with an ultra-sonic clean in AR acetone, followed by 
a rinse in methanol, and a final rinse in isopropyl alcohol (IPA) to remove any 
remaining residue. This 3-step procedure is particularly important for materials 
that may have been exposed to oil residue. 
To achieve DHV pressure, the system utilizes a 3-stage pumping mechanism. 
The first step is rough pumping with an 8 L/s rotary vane pump to 10-3 torr. A 
2-stage liquid nitrogen cooled sorption pump then further reduces the pressure to 
10-4 torr. Finally, a 500 L/s galaxy ion pump achieves the ultimate base pressure 
of approximately 5 x 10-10 torr. 
Rotary Pumping 
Rotary vane pumping works by drawing air into a chamber, where it is compressed 
by the rotor and vane, and expelled to the atmosphere via a discharge valve. The 
downfall of rotary pumping is that the vanes and other surfaces are oil sealed, 
which can result in back-streaming of oil into the vacuum chamber. However this 
can be drastically reduced, or even eliminated, by the installation of a foreline 
filter between the pump and the rest of the system. 
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Mechanical pumps are an inexpensive solution to roughing the system before 
other pumps are engaged to achieve UHV pressures. However, in addition to po-
tential back-streaming problems, mechanical pumps are not efficient at removing 
water vapor, since water is recycled through the oil on each rotation of the pump 
rotor. 
Sorption Pumping 
Sorption pumping uses molecular sieve (high surface area material), cooled by 
liquid nitrogen to trap molecules, and is very efficient at removing water vapor. 
Once the molecular sieve is saturated it must be baked and rough pumped to 
remove the adsorbed molecules. Typically 10-20 system runs can be performed 
between bake-outs. 
Ion Pumping 
An ion pump operates by capturing gas molecules and binding them to a surface. 
It uses an electrical, ionizing discharge (the Penning discharge). A combination 
of magnetic and electric fields maintains and confines the discharge within the 
type of structure illustrated in Figure 3.5. 
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Figure 3.5: Ion pump configuration. 
~ 
An array of cylindrical anode cells is arranged between two parallel titanium 
cathodes. A large positive voltage is applied to the anode, and a large magnetic 
field is applied parallel to the axis of the anode cells, causing a cloud of spiraling 
electrons to be captured inside the cells. These electrons collide with residual 
gas molecules, forming positive ions. Since the ions are heavier, and of opposite 
charge to the electrons, they are accelerated towards the cathodes. Their energy 
is released when they are buried into the titanium cathode plates, hence removing 
them from the residual atmosphere. 
3.2.3 Residual Gas Atmosphere 
A vacuum environment is neither void nor inert. It generally comprises a mixture 
of several different gases, in varying ratios. For deposition experiments, the 
composition of the residual atmosphere is important, since some gases (such as 
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back-streamed pump oils) can irreversibly contaminate the graphite surfaces. For 
this reason, a residual gas analyzer (RGA) is an invaluable diagnostic tool. An 
RGA-200 from Stanford Research Systems was mounted to the system via the 
port behind the samples in Figure 3.4 (concealed from view). This location was 
chosen because it is close to the position of sample deposition and is out of direct 
contact with the vapor beam. 
The RGA is a mass spectrometer that analyzes the composition of residual 
gas by ionizing some of the gas molecules. These ions are then separated according 
to their masses and the ion current is measured for each mass. RGA's do not 
measure the molecular mass directly, but rather the mass to charge ratio (=M/Q) 
of the ions, in units of the electron charge. The ion current is interpreted by an 
electronics control unit, and expressed graphically in terms of a pressure for each 
atomic mass unit (AMU). 
When a molecule is ionized, it is common for fragments of several mass-
to-charge ratios to form. For example, when nitrogen is ionized by electron 
bombardment, the dominant peak is at mass 28, corresponding to N2. A smaller 
peak will also be present at mass 14, corresponding to N. Such peaks define a 
unique fragment (or cracking) pattern for each molecule. However, in real systems 
the interpretation of the RGA spectra is often complicated by the coincidence of 
some molecules' primary peaks. For example, carbon monoxide and nitrogen 
both have their dominant peaks at mass 28. Table 3.2 gives the main fragment 
patterns for some common vacuum gases [107]. For a clean ion pumped system at 
DHV pressure, hydrogen will to be the dominant gas load. Hydrogen is pumped 
by burial and subsequent diffusion into the cathodes of the ion pump, however it 
can come out of solution and be re-emitted into the system. 
AMU H2 CO2 N2 O2 CO H2O 
1 2.7 - - - - -
2 100 - - - - -
12 - 6.3 - - 3.5 -
14 - - 9 - 1.4 -
16 - 16 - 14 1.4 3.1 
17 - - - - - 3.1 
18 - - - - - 100 
28 - 15 100 - 100 -
32 - - - 100 - -
44 - 100 - - - -
Table 3.2: A summary of some common vacuum gas fragment patterns [107J. 
Figure 3.6(a) shows a recording ofthe residual gas spectra for the chamber, 
under background pumping conditions (no sample or crucible heating). The peak 
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at 2 AMU indicates the expected abundance of hydrogen. H20 is represented at 
by the dominant peak at 18 AMU, and by the smaller side peak at 17 AMU. The 
peak at 44 AMU is a signature of CO2. Identification of the peak at 28 AMU 
is more problematic, since both N2 and CO have their primaries at this value. 
The coincidence of these primary peaks, coupled with the small magnitude of the 
28 AMU peak, makes identification of the origin of this peak from the spectra 
impossible, since the secondary fragments would appear at about the level of the 
background noise. We can however, utilize our knowledge of the systems history. 
Nitrogen is vented to let the system up to atmospheric pressure. The chamber is 
then opened to air while the samples are removed. There is nothing however to 
suggest that carbon monoxide would be present in sufficient quantities to account 
for a major fraction of the 28 AMU peak. We therefore conclude that this peak is 
dominated by N 2, but cannot rule out the possibility of trace levels of CO in the 
system. The most important feature of this spectra is the absence of any notable 
contaminant peaks, such as back-streamed pump fluid or cleaning residue. There 
is an expected abundance of hydrogen and small amounts of atmospheric gases. 
The absence of an O2 peak at 32 AMU also indicates that there is no air leak. 
Figure 3.6(b) shows a RGA spectrum for the system during crucible heating. 
The main background gases from Figure 3.6(a) remain. The increase in the 
primary CO2 peak is mirrored by an increase in the secondary fragments at 12 
and 16 AMU. The enlargement of the 28 AMU peak could be the result of CO 
outgassing from the filament, however this is difficult to to confirm due to the 
masking of the CO secondary at 16 AMU by the H20 secondary at the same 
value. The emergence of peaks at 39, 41, and 78 AMU, are signatures of low 
level contaminants (the concentrations are not significant enough to allow reliable 
identification). This is not surprising, since we can expect some outgassing as the 
crucible, its contents, and surroundings are warming. In essence, the spectra of 
Figure 3.6(b) indicates that the system is clean during crucible heating and hence 
deposition. 
Baking the System 
The rate of desorption of molecules from the systems surface is a function of the 
molecular binding energy, the number of adsorbed monolayers and the temper-
ature of the surface. A moderate system bake can drastically reduce the time 
required to pump a system to a given pressure. In general, the higher the bake 
temperature, the lower the achievable base pressure. However the maximum 
operating temperature of the ion pump during baking imposes a maximum bake 
temperature of 150°C. 
The system is baked by stepping up the temperature to 140°C on a control 
unit for the four bake out heaters positioned around the system, ensuring that the 
pressure never exceeds 5 X 10-4 torr. Thermocouples positioned near the heaters 
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Figure 3.6: Residual gas spectra for the system during (a) background pumping, and (b) and 
with crucible heating. 
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determine the temperature of the chamber walls. Typically, 5 hours is required to 
reach full temperature. To minimize hot-spots and heat loss to the room, thermal 
insulation was provided by a cover constructed from aluminum foil backed with 
woven fiber glass (fabric from Pegler Beacon, Christchurch, NZ), and the glass 
view ports were additionally protected with aluminum foil. Overnight baking at 
full temperature was required to sufficiently outgas the system. A comparison 
of the systems pressure recorded at various time scales for both the baked and 
unbaked systems is given in Table 3.3. 
Pumping Time Pressure (torr) Pressure (torr) 
Unbaked System Baked System 
1 hour 5 X 10-7 -
15 hours 1 X 10-7 8 X 10-9 
1 week 2 X 10-8 8 X 10-10 
Table 3.3: A comparison of typical chamber pressures for the unbaked and baked system. 
The mechanisms by which gas adsorbs to a surface can be divided into two 
general categories; physiosorption and chemisorption. Physiosorbed gas particles 
are bound to the surface by the weak van der Waals force, and are readily 
removed at room temperature by the standard pumping procedures described 
above. Chemisorbed molecules however, have much higher adsorption energies 
(typically greater than 40 MJ/(kg-mol)), and are released slowly from the sys-
tem's surface under normal pumping conditions. This type of gas release is re-
sponsible for most of the out-gassing in vacuum systems, but can be substantially 
reduced by baking. 
Figure 3.7(a) shows the residual gas spectrum for an unbaked system after 
pumping for 1 hour, and shows a dominant water peak. Figure 3.7(b) shows 
the spectra after 15 hours pumping, demonstrating a significant reduction in 
all gas species and a decrease of the the relative concentration of water in the 
gas load. Water is weakly bonded to itself (energy of 41 MJ / (kg-mol)) and is 
rapidly removed by room temperature pumping. However water is chemisorbed 
to metal with an energy of approximately 92 MJ/(kg-mol), making it difficult to 
further remove at room temperature. Figure 3.7(c) presents the spectra for the 
baked system which has been pumped for 15 hours. A comparison of (b) and 
( c) shows a substantial decrease of the water peak at 18 AMU from the unbaked 
to the baked system, demonstrating that a moderate bake at 140°C removes 
the majority of residual water. Note however the comparable magnitude of the 
hydrogen peak at 2 AMU for both the unbaked and baked systems. Hydrogen 
is the most problematic gas load in the clean baked UHV system. It is strongly 
chemisorbed at an energy of 160 MJ/(kg-mol), and could not be removed at the 
baking temperature used on this system. 
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Figure 3.7: Residual gas spectra for: (a) The unbaked system after 1 hour of ion pumping, (b) 
the unbaked system after 15 hours of ion pumping (note the different pressure scale), (c) the 
baked system after 15 hours of ion pumping. Note that the discrepancy between the pressure 
shown on the plot's axes and the overall pressures quoted in Table 3.3 is the result of pressure 
readings from two different gauge types. In this thesis we always quote the cold cathode gauge 
(used in Table 3.3) for consistency (the RGA is a temporary chamber attachment), unless 
otherwise stated. 
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The system was not baked prior to each deposition run, but only if the 
entire system had been exposed to atmosphere (for example to clean, or install 
new components). The left side of the system in Figure 3.4 remains under ion 
pumping at all times, requiring only brief nitrogen venting of the right side of 
the system for sample loading. Additionally, the sample cleaning oven heats 
the chamber walls during overnight thermal treatment of the graphite samples, 
which contributes to sufficiently low pressures being obtained before deposition. 
Typically, the system pressure did not exceed 10-8 torr during deposition. Early 
experiments also verified that film quality was not enhanced by reducing the 
pressure further. 
3.2.4 Graphite Preparation 
HOPG is available in 3 grades. We used grade ZYH (low grade) for antimony, 
since this is the grade used in the previous studies by Kaiser et al [19]. The 
moderate grade ZYB was used for bismuth, since a more comprehensive study 
of aggregation was performed, in which large defect free terraces were desirable 
(as described below). Both grades were obtained from SPI supplies. HOPG from 
different suppliers is thought to be sufficiently uniform that no origin-dependent 
behavioral differences should be observable [108]. This was confirmed by a trial 
run of HOPG from Advanced Ceramics, under identical experimental conditions 
as a run with SPI HOPG, no differences were observed. 
All grades are of comparable purity, and impurity levels are of the order 
10 ppm ash or better. Grade ZYH has a grain size of around 30 nm (compared 
to !"VO.S mm for ZYB) , so we could expect a distortion of the regular hexagonal 
lattice at about 30 nm intervals where the boundaries of two grains of differ-
ent orientations meet. Usually this interface is comprised of a series of defects 
surrounded by an almost completely undeformed hexagonal lattice [109]. While 
surface defects are of paramount importance here, there is considerable evidence 
that these grain boundaries have little effect as defect traps for diffusing adatoms3 . 
It is likely that a slight distortion of the hexagonal lattice is a minor defect in 
comparison to adsorbed contaminants. 
A comprehensive study of the optimum preparation of clean graphite sur-
faces is presented by Metois et al [108]. Most significantly, they find that cleaving 
in air, followed by immediate transfer to the UHV system for heating under 
vacuum at !"V 420°C, yields surfaces of comparable cleanliness to UHV cleaving 
and heating. They do note however, that additional substrate contamination is 
observed if the chamber is baked after the samples have been loaded. 
The weakness of the interlayer bonding of HOPG makes cleaving straight 
forward. However the layers do not cleave uniformly, resulting in the formation 
3Many workers use grade ZYH [19], with their micrographs showing inter-island spacing 
which far exceeds the predicted distance between grain boundaries. 
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of step edges between the terraces on a freshly cleaved sample. Generally lower 
grades produce more step edges and so smaller terrace regions. The steps vary in 
height from 3.40 Afor a single step (the distance between 2 atomic carbon layers) 
up to a thickness that is visible by eye. The following steps are performed to 
prepare the samples for deposition. 
• Adhesive tape is pressed on to 4 mm x 4 mm graphite samples and then 
pulled off. The tape takes with it a thin flake of graphite (Figure 3.8(a)). 
This process is repeated if the entire top layer is not cleanly removed. 
• The samples are then immediately loaded into the sample holder and in-
serted into the chamber through the loading port, and pumped to UHV. 
• The samples are heated overnight, at a temperature of rv 420°C. 
Figure 3.8(b) shows the sample holder configuration, which holds three sam-
ples. The holder is made from oxygen-free high conductivity copper to maximize 
thermal conductivity from the lamp to the sample holder and subsequently to the 
graphite. The use of oxygen free copper is necessitated by the tendency of copper 
oxide (which normally forms at elevated temperatures) to react with hydrogen, 
producing water vapor. In this configuration the three samples can be heated 
and then sequentially deposited. The sample holder is screwed to a thermally 
insulating boron nitride spacer, which is attached to the DRM. A tantalum heat 
shield is fixed to the spacer to protect the DRM from radiant heating by the oven. 
(a) 
flake 
HOPG substrate 
(b) 
water, nitrogen, and 
electrical feeds 
Ta heat sheild 
Figure 3.8: Graphite preparation procedure: (a) The samples are cleaved with adhesive tape. 
(b) Samples are loaded into the sample holder. The sample holder configuration is shown. (c) 
Samples are thermally cleaned in a radiative oven. 
The sample oven is constructed from two concentric tantalum cylinders with 
an opening for sample insertion, as shown in Figure 3.8(c). Heating to '" 420°C 
(recorded with a temporary thermocouple mounted to the sample holder under 
vacuum) is achieved with a 50 W (24 V) halogen lamp, which is run at 29 V to 
maximize heat output while minimizing damage to the lamp filament. This is 
the maximum temperature that could be attained with this configuration. Under 
these conditions a lamp typically lasts for 20-30 deposition runs, and can be 
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replaced by venting the system and removing the flange to which the oven is 
attached. The lamp is then removed through the sample entry hole in the oven, 
and a new lamp mounted. 
Heating under atmospheric conditions can cause thermal oxidation of the 
graphite surface [110], which results in etching of defect pits into the graphite 
layers. While this effect is generally severe only at temperatures exceeding 700°C, 
the oxidation process is still present (and generally initiated at defects) for lower 
temperatures [111]. To avoid the possibility of this complication, heating is not 
initiated until the system pressure reaches 1 x 10-6 torr. 
Alternative sample heating configurations were trialled prior to the design 
of the oven in Figure 3.8( c). Their ability to produce clean substrates was judged 
by comparing the morphology of antimony deposits, with those of the Kaiser 
group [14], [19], shown in Figure 2.14 (Chapter 2). A series of SEM images are 
shown in Figure 3.9 (flux = 0.2 A/s, coverage = 40 ML) for various heating 
configurations in our system. Figure 3.9(a) shows an image from a heating 
arrangement with the lamp positioned under the samples in the absence of heat 
shielding, which provided a maximum temperature of rv 260°C. Clearly there is a 
significantly higher island density in our case, and the fingered structures are not 
observed. Mounting a heat shield to the lamp (but not encasing it as the oven 
configuration of Figure 3.8(c)) allowed a temperature increase to rv 330°C, which 
resulted in branched morphologies only on occasional regions of the substrate 
(Figure 3.9(b)). Figure 3.9(c) shows a typical region of a deposit obtained with 
the oven configuration in Figure 3.8(c). Comparison with Figure 2.14 shows that 
these are of a similar form to antimony aggregates imaged by other workers, and 
confirms that the oven arrangement in Figure 3.8(c) is adequate to produce clean 
graphite surfaces. 
Figure 3.9: Morphology of antimony deposits under various sample heating configurations 
(flux, coverage, and heating time is the same in all cases). (a) Lamp mounted under samples 
with no heat shielding. (b) Lamp mounted under samples with minimal heat shielding. (c) 
Lamp mounted in the heat shielded oven configuration shown in Figure 3.8(b), note scale 
change. 
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Ion Shielding 
In 1978 Metois and co-workers showed that graphite is particularly sensitive to 
ion contamination [108]. They found that each ion that bombards the surface 
can induce an active site for island nucleation. They also reported that high 
temperature cleaning (T > 1000°C) is required to eliminate the majority of the 
defect sites, implying that most of the contamination arises as a consequence of 
very strong adsorbate-surface bonding for ionized particles. However they also 
found that even after high temperature cleaning, the form of the resulting islands 
were different to identical depositions performed in a neutral residual atmosphere, 
implying an irreversible surface modification4 • 
Our deposition apparatus has several components that generate ions. The 
cold-cathode gauge, the RGA, and most notably the ion pump, are all sources of 
ion contamination from which the substrates must be shielded. This shielding is 
achieved by simply ensuring that the samples do not have a direct line of sight 
to any ion sources, since the probability of an ion retaining its charge after a 
collision with any obstruction (such as a chamber wall) is very small. 
Figure 3.4 shows that the cold-cathode gauge is initially located above the 
graphite surfaces (in the loading port), and the RGA is not operated when the 
samples are positioned in the 6-way cross (as shown in Figure 3.4(a)). The 
graphite is shielded from the ion pump by a series of baffles, illustrated in 
Figure 3.10. They were constructed from 0.5 mm grade 316 stainless steel and 
designed with three considerations in mind. 
1. The baffles needed to obstruct a direct path of any ions from the mouth 
of the ion pump to the samples. The circumference of the largest diameter 
baffle is clamped between the top and bottom cross in Figure 3.4. In 
this configuration, the baffles in conjunction with the crucible serve as an 
effective obstruction. 
2. They must be configured so as not to choke the ion pump. The effective 
area of each baffle was therefore made as similar as possible, to minimize 
the restriction of pumping speed. 
3. Their role as a focusing mechanism for the atomic beam also had to be 
taken into account (described in the next section). 
N ow that the sample preparation has been discussed, we focus our attention 
on the actual process of deposition. 
4It is also interesting to note that focused ion beams have been used to intentionally introduce 
defects, for the purpose of patterning graphite substrates [112]. 
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Figure 3.10: Illustration of the baffles used to collimate the atomic beam and to shield the 
graphite from ion bombardment. 
3.2.5 Atomic Beam Generation 
In order to generate an atomic beam, we need a source of vapor flux, which 
requires the change of phase from a solid to a vapor, induced by the input of 
energy. In this section we consider the process of obtaining the atomic vapor, both 
within the framework of the kinetic gas theory [113], and from the experimental 
stance. 
Vapor Release From a Surface 
The velocity of particles in the gas phase follows a Maxwell Boltzmann distribu-
tion with the average velocity given by 
v~ (~~r (3.2) 
with m= the molecular weight of the particles, k=Boltzmann's constant, and T= 
the temperature of the vapor. 
If a system is in dynamic equilibrium, the pressure of the vapor over a 
surface is the same as the vapor pressure of the solid or liquid (denoted as the 
melt), providing the melt and the vapor are at the same temperature. This allows 
use of Kinetic Gas Theory to describe the process of vapor release from the melt. 
According to Kinetic Theory, the flux of an ideal gas striking a unit surface from 
one side is 
(3.3) 
where n= the particle density. Therefore under equilibrium conditions this will 
be the rate of particle release from the melt. 
With the help of the ideal gas law, Equation 3.3 can be manipulated into 
the more useful form 
Pl! 
f= 4kT (3.4) 
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Combining equations 3.2 and 3.4 yields 
r = P(2m7rkT)-1/2 (3.5) 
or 
24 P 
r = 2.65 x 10 (mT)1/2 (3.6) 
with units P[Pa]' m[AMU] and T[K]. 
For deposition experiments, it is more useful if the flux is expressed in units 
of A/ s. In order to make this conversion, we need to determine the effective inter-
atomic distance. This value is always greater than the isolated atomic diameter, 
since it takes into account that the atoms may not be close packed due to their 
crystalline arrangement. The number of atoms in a unit volume is given by 
(p/mu), where p[kg/m3]= the bulk density of the material, m= the atomic mass 
[AMU], and u=the nucleon mass = 1.66 X 10-27 kg. The inter-atomic distance 
is therefore approximated by 
( mu)i datom = p (3.7) 
The atomic flux can then be expressed in terms of the thickness per unit time as 
(3.8) 
d3 p 
r[l1/ s] = 2.65 X 104 atom (3.9) (mT)1/2 
with r[l1], P[Pa]' m[AMU] and T[K]. The elemental data for Bi and Sb are 
shown in Table 3.4. 
Element Melting Point Bulk Density Atomic Mass Inter-atomic 
(K) (kg/m3 ) Number Distance (A) 
Bi 544 9800 208.98 3.3 
Sb 904 6620 121.75 3.1 
Table 3.4: Element data for Bi and Sb. The melting point, bulk density, and atomic number 
are standard textbook values. The inter-atomic distance is calculated from Equation 3.7, and 
gives the average distance between atoms in the bulk, and is also defined as a mono-layer (ML). 
The atomic flux released from the melt surface as a function of temperature 
can be calculated using Equation 3.9 and the vapor pressure-temperature curve 
for the particular melt element (these curves can be found in the appendix of 
ref. [107]). Figure 3.11 shows the dependence of the atomic flux on the melt 
temperature for Bi and Sb. It illustrates that Bi must be heated to well beyond 
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Figure 3.11: Atomic flux as a function of temperature for Bi and Sb. The melting points are 
indicated on both plots. 
its melting point before an appreciable flux can be obtained, while the same flux 
is emitted from Sb when it is several hundred °C below its melting point. 
Thermal evaporation of antimony is known to produce a vapor comprised 
exclusively of Sb4 particles [114]. The bismuth vapor contains a mixture of Bh and 
Bi2 [115]. We refer to the deposited particles as adatoms, making no distinction 
between the deposition of single atoms, dimers or tetramers, which are assumed 
to diffuse as molecules due to their large binding energy (8.9 eV for Sb4). The 
deposited dose of material is defined as the coverage, and is expressed in units 
of mono-layers (ML), where 1 ML is arbitrarily defined as the average distance 
between atoms in the bulk, and is therefore given by the inter-atomic distance in 
Table 3.4. 
Crucible Configuration 
The atomic beam is generated experimentally by thermal evaporation. Bi or 
Sb is heated in a crucible, with the temperature adjusted by altering the input 
current. The crucible arrangement is shown in Figure 3.12 in schematic, (a) 
and photographic, (b) forms. The crucible is constructed from alumina coated 
tungsten wire from Midwest Tungsten Service, and requires a current input in 
the range of 8-14 A to produce the flux range required of the materials in this 
project. The alumina crucible is fitted with a boron nitride lid with an 8 mm 
opening. Stray atomic vapor is prevented from escaping around the periphery of 
the lid with a Ta crucible lid. This arrangement is encased within a lidded Ta 
heat shield, and the configuration is mounted to a high voltage feed-through, as 
shown in Figure 3.12(b). Note that each of the voltage feed-through arms has a 
movable segment, which allows adjustment of the crucible position for alignment 
purposes. 
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(a) (b) 
Ta heat sheild lid 
Ta crucible cap 
Crucible 
Ta heat sheild 
Figure 3.12: (a) Schematic diagram of the crucible and heat shield configuration. (b) Pho-
tographs of the crucible arrangement showing the electrical feed-throughs to the flange. 
The vapor from the crucible must be restricted to a beam of approximately 
8 mm diameter, with a uniform cross-section (i.e. minimal beam spread) at the 
sample surface, to avoid simultaneous deposition on adjacent samples. This is 
achieved by allowing an adequate distance of 20 cm between the crucible aperture 
and the sample holder, in conjunction with the top baffle restricting the diameter 
to approximately 8 mm. 
The baffles in Figure 3.10 also play an integral role in ensuring that the only 
vapor to reach the graphite, is that which passes through the hole in the top baffle. 
Caution was exercised in aligning the baffles in relation to the crucible aperture 
and samples, such that there were no beam shadowing effects. For example if 
the vertical axis of the baffles was tilted slightly, one of the baffles may cut a line 
of sight (and hence the vapor beam) from the crucible aperture to the sample. 
This would result in a non-uniform beam cross-section, and hence a non-uniform 
substrate coverage. 
The beam profile was measured by the following method. 
1. Bi is deposited on a SiN wafer. 
2. A series of scratches are made across the diameter of the deposit with a 
Dectak. The Bi film is weakly adhered to the smooth SiN wafer, so the 
Dectak head cleanly removes fine lines of Bi without damaging the hard 
SiN surface. The separation of these lines is measured with an optical 
microscope. 
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Figure 3.13: Atomic beam cross-sections measured with the AFM: (a) Cross-section gener-
ated with apparatus configuration of figure 3.4. (b) Alternative configuration with the baffles 
replaced with a single aperture, also the sample-crucible distance is reduced, and the sample-
aperture distance is increased. 
3. The depth of each scratch is measured with the atomic force microscope 
(AFM) (described in Chapter 4), enabling a beam profile to be determined. 
Figure 3.13(a) shows the beam profile for the sample-baffles-crucible con-
figuration described above. It is clear that the thickness of the deposit is rela-
tively uniform across the diameter, within the measurement uncertainties. Fig-
ure 3.13(b) demonstrates the effect of reducing the sample-crucible distance and 
increasing the sample-aperture distance, with the series of baffles replaced with a 
single aperture with a 3 mm diameter hole. This results in a non-uniform beam 
profile, which is not suitable for substrate deposition. 
Atomic Flux Measurement 
The flux is measured directly with a water cooled quartz crystal microbalance 
(STM-I00 from Sycon Instruments). This deposition rate monitor uses the res-
onant frequency of an exposed 8 mm diameter quartz crystal to sense the mass 
of deposited film attached to its surface. There is a known relationship between 
the the frequency of the sensor crystal and the amount of mass accumulated on 
it [116]. An electronics control unit then calculates the thickness per unit time 
accumulating on the crystal from its change in frequency. The advantages of using 
a DRM to measure the flux directly, over relying on estimations from temperature 
measurements, are numerous. Most notably, it allows real time measurement of 
the flux at the sample position. 
Figure 3.8(b) illustrates that the DRM is positioned slightly (approximately 
15 mm) further away from the atomic beam than the samples. However the 
uniformity of the beam cross-section implies that there will be little difference 
between the flux deposited to the samples, and that recorded by the DRM. The 
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biggest variance is likely to arise from alignment problems between the atomic 
beam and the sensor crystal. If the beam does not entirely cover the crystal, 
the reduction in mass will erroneously be interpreted as a reduction in flux. To 
counter this problem, the DRM is independently calibrated by depositing a given 
thickness of material onto a SiN wafer. The thickness is then measured with 
the AFM, using the same technique as for the cross-section profiling. It was not 
necessary to apply a flux correction since no appreciable differences were found. 
Changing Evaporant Materials 
Before discussing the handling of large quantities of condensed metal vapor, it 
is important to note that inhalation of heavy metal particulates is hazardous to 
health. Precautions such as cleaning in a ventilation hood where possible or wear-
ing of a breathing mask, and protection of skin and clothing from contamination 
should all be exercised. 
Changing evaporant materials from bismuth to antimony (and vice versa) 
requires removal of the crucible configuration from the system. Once the high 
voltage feed-through flange is removed and stabilized on a work bench, the screws 
shown in the bottom photograph in Figure 3.12(a) can be removed and the 
crucible configuration detached from the voltage feed-through arms. The entire 
crucible configuration is then stored in a sealed container for later use, and a new 
crucible and heat shield are used for the new material. Evaporant deposits are 
removed from the copper feed through arms by gently sanding with fine sandpa-
per, and polishing with acetone and kimwipes, before the new configuration is 
mounted. 
The 4 way cross is removed from the system, and the walls are cleaned by 
removing large flakes of material, and scrubbing with an scratch free scouring 
pad. Remaining deposits are removed by wiping with a dilute nitric acid solution 
(70 ml of 65%HN03 mixed with 400 ml distilled water), followed immediately 
by a rinse with distilled water. Note that while nitric acid does attack stainless 
steel, it degrades the evaporant materials more rapidly and so wiping with a 
dilute solution on a tissue does not damage the chamber walls. AR acetone and 
kimwipe tissues are then used to polish the internal chamber surfaces. The same 
method is used for cleaning the baffles. 
System baking and pumping for several days are required to sufficiently 
outgas the system before the crucible is heated. It should also be noted that 
the crucible needs to be heated to produce a particle flux at least once before 
performing a sample deposition. This is required to out gas contaminants both 
from the crucible and the pelleted melt material. 
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3.3 Summary 
A UHV system was constructed for the purposes of vapor deposition of bismuth 
and antimony on graphite substrates. This Chapter has described the bulk struc-
ture of Bi, Sb, and HOPG, and the methods used to generate deposited samples. 
The main components of the system include a 3-stage pumping mechanism, 
sample holder, sample oven, and crucible. The HOPG substrates are cleaned 
by thermal treatment, and then deposited with either antimony vapor (Sb4 ) or 
bismuth vapor (Bi2 and Bh) at room temperature. The samples are removed for 
ex situ analysis. 
Chapter 4 
Film Characterization 
This Chapter describes the imaging and diffraction techniques, and image pro-
cessing methods used to characterize the deposited samples. The first Section 
describes atomic force microscopy (AFM), in tapping mode. Scanning electron 
microscopy (SEM) is outlined in Section 4.2. The principles of Electron backscat-
ter diffraction (EBSD) are described in 4.3. Section 4.4 is devoted to an overview 
of the image processing techniques used in later Chapters of this Thesis. 
4.1 Atomic Force Microscopy 
A Digital Instruments Dimension 3100 AFM was used in tapping mode for high 
resolution imaging, and the acquisition of height data for deposited films. We 
outline the basic principles of operation in this Section, with emphasis placed on 
tapping mode AFM, and the function of the probe tip. A more comprehensive 
description can be found the the Digital Instruments AFM manual [117]. 
The atomic force microscope was invented in 1986 by Binnig, Quate, and 
Gerber [118], and operates by measuring attractive or repulsive forces between 
a sharp cantilever tip, which is raster scanned over a surface. The appeal of 
AFM scanning lies in its ability to provide high resolution 3D imaging, over rela-
tively large scan areas (compared to the small field of view in scanning tunneling 
microscopy), in ambient conditions. 
4.1.1 Tapping Mode AFM 
In tapping mode, the AFM operates by scanning the sample with a tip attached 
to an oscillating cantilever. Tapping results in lower forces and less damage to 
soft samples compared to the 'contact' mode where the tip is dragged across the 
sample. Scraping is minimized (lateral forces are virtually eliminated), and higher 
lateral resolution on most samples is obtained compared to the 'non-contact' mode 
of operation which hovers the tip above the surface. Due to these reasons, tapping 
mode AFM is a popular choice for thin film characterization, and is the mode 
used for the present study. Figure 4.1 shows a schematic diagram of the principles 
of operation of the tapping mode AFM. 
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• A cantilever tip oscillates at its resonant frequency (determined by an au-
tomated tuning procedure), and is scanned across the sample surface. The 
tip contacts the surface through the adsorbed fluid layer which is present on 
the sample surface under atmospheric conditions. The change in cantilever 
deflection is recorded with a split photodiode detector. 
• A constant deflection is maintained between the sample and the tip via a 
feedback loop, which vertically moves the scanner at each (X,Y) data point 
to maintain a 'setpoint' deflection. The movement of the tip is achieved by 
piezoelectric elements. 
• The constant cantilever deflection results in a constant force between the 
tip and sample. The force is calculated from Hooke's law, and typically 
ranges from nN to p,N in ambient environments. 
• The vertical distance (Z) moved by the scanner at each surface-plane (X,Y) 
data point is stored by the computer to form a topographic image of the 
sample surface. 
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Figure 4.1: Schematic of tapping mode AFM [117]. 
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4.1.2 Probe Tips 
The cantilever and tip are an integrated assembly of single crystal silicon. The 
tip's radius of curvature and side wall angles are the dominant factors in deter-
mining the image resolution, as illustrated in Figure 4.2. When the radius of 
curvature of the tip is greater than the size of the features being imaged, tip 
broadening results (left image). A sharp tip with a small radius of curvature is 
capable of resolving smaller features (right image). 
Figure 4.2: Illustration of the effect of tip shape on the resolution of AFM imaging [117]. 
Other tip properties affecting imaging include the the tip's force constant 
and resonant frequency. The force constant determines the sensitivity of tip de-
flections. When the force constant is small, even very small forces can deflect the 
cantilever. The resonant frequency determines the susceptibility of the cantilever 
to vibrational instabilities. Though a process of trial and error, the best tips for 
use with the Bi and Sb aggregates were found to be etched silicon type NCS14 
from Micro-Masch. The tips specifications are: radius of curvature < 10 nm, 
typical resonant frequency rv 160 Hz, typical force constant rv 5 N/m). 
The resolution of the AFM is limited by the radius of curvature of the tip 
in the X-Y direction. In the vertical direction, uncertainties in signal noise varied 
between samples, and are quoted where required in Chapters 5 and 6. It should 
also be noted that height measurements from the scans required application of a 
known calibration factor of 1.13 for this instrument. 
4.1.3 Examples of AFM Sample Imaging 
Successful AFM imaging requires optimization of factors such as the scan speed, 
and amplitude setpoint of the tip. The amplitude setpoint controls the force 
between the tip and sample. Increasing the set point value (decreasing the force) 
tends to reduce sample damage, but can result in poor tracking of the surface. The 
optimum setpoint value for imaging varied between samples, but was typically 
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slightly lower than the value automatically determined during the tip tuning 
procedure. 
Fast scan rates tend to result in material being picked up by the tip, and 
damage to surface features. Typically, we used slow scan rates below 0.5 Hz for 
5 f1m scans (corresponding to a tip velocity of 2.5 f1m/s) when imaging bismuth 
aggregates, which were prone to tip effects. For antimony, the scan rates were 
not so critical. 
Figure 4.3 shows two AFM scans from a bismuth sample that was particu-
larly difficult to image (deposited under high flux conditions, which were generally 
more prone to AFM induced damage). The left image shows a scan performed at 
2.3 f1m/s, and shows a general blurring and scraping ofthe surface features. The 
right image shows a scan of the same sample performed with a reduced tip speed 
(1.3 f1m/s), and demonstrates a clear improvement in image quality. One of the 
downsides to the AFM technique is that imaging is slow (typically 15 minutes 
per scan, but up to 40 minutes for difficult samples), and is complicated by tip 
effects, which result from the interaction of the probe tip with the sample surface. 
Figure 4.3: Two AFM images of bismuth aggregates taken from the same sample. The left 
image was scanned with a tip velocity of 2.3 J1,mis. The right image was scanned at 1.3 J1,mis, 
and shows an improvement in image quality. 
Figure 4.4 shows two examples (antimony aggregates) of the high quality of 
imaging that is obtained when AFM parameters are sufficiently optimized. The 
left image is viewed in plane mode, while the right image is presented in 3D mode. 
4.2 Scanning Electron Microscopy 
Scanning electron microscopy (SEM) is one of the most common imaging tech-
niques used in thin film characterization, and is the topic of many text books 
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Figure 4.4: Examples of the imaging capability of AFM, when scan parameters are optimized. 
The images are of antimony aggregates. The left image (15 /-lm scan size) was featured in the 
Toronto St ar newspaper [119], and appears in the 2005 Veeco calender [120]. The right image 
(6 /-lm scan size) was awarded "Top Micrograph Using a Scanning Probe Microscope" at the 
EIP B conference in San Diego in 2004 [121]. 
(see for example ref. [122]). We present here a brief overview of its operation, 
followed by typical system settings for imaging antimony and bismuth aggregates 
on graphite substrates. 
4.2.1 Principles of Operation 
An SEM image is formed by a very fine beam of electrons which are focused and 
then scanned over the surface of the sample, in a vacuum environment. Figure 4.5 
shows a schematic representation of a typical SEM configuration. Electrons are 
thermionically emitted from a cathode filament towards an anode (or alternatively 
they can be emitted via field-emission). The electron beam typically has an energy 
ranging between 0.1 ke V and 50 ke V, and is focused by two successive condenser 
lenses into a beam with a small spot size (1-10 nm) at the specimen surface. The 
scanning coils produce the raster scanning of the beam. 
Electrons from the beam (primary electrons) strike the sample, and are 
scattered by atoms just beneath the surface. These scattering events result in 
the primary electron beam spreading to fill an interaction volume, as depicted in 
Figure 4.6. The interaction volume varies directly with the accelerating voltage, 
and inversely with the atomic number of the sample atoms, and generally extends 
a few microns into the surface. Various types of electrons are emitted from 
different regions below the surface (see Figure 4.6), but typically it is the low-
energy secondary electrons which are collected and detected to produce the SEM 
image on a television screen. 
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Figure 4.5: Schematic diagram of a scanning electron microscope [123]. 
4.2.2 SEM Settings and Optimization 
SEM imaging was mainly performed with a JEOL JSM6100 instrument. Early 
in the project it was discovered that the Bi and Sb (to a lesser extent) aggregates 
are particularly susceptible to beam damage with the SEM in normal operating 
mode, particularly at high magnifications. Ordinarily the JEOL JSM6100 SEM 
operates with an accelerating voltage of 12-20 kV, and generally better resolving 
power is obtained with high accelerating voltages. In the present work, sample 
damage was minimized by reducing the accelerating voltage to between 6 and 
8 kV. The loss in image quality was counter-balanced by moving the anode to 
the 'up' position, which produces a more intense electron signal. 
The working distance defines the distance between the final condenser lens 
and the sample. Low working distances increase the image resolution, but de-
crease the depth of field. We used reasonably low working distances ranging from 
6 - 12 mm, since a reduction in the depth of field was of little concern due to the 
fiat nature of the samples. 
The current of the electron beam determines the number of electrons striking 
the surface. Higher currents give better resolution, but can also result in charging 
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Figure 4.6: Electron interaction volume, showing the origin and depth of secondary electrons 
(SE), backscattered electrons (BSE), Auger electrons (AE), and x-ray quanta (X) in the diffu-
sion cloud of electron range R for normal incidence of the primary electrons (PE) [122, chap 1]. 
effects which reduce the image quality. The probe current control was usually set 
to the '12 O'clock' position on the SEM (numerical values for the probe current 
are not give on the JEOL JSM6100 instrument). 
The maximum magnification for imaging structures while minimizing sam-
ple damage was typically found to be 10,000x (although 20,000x was sometimes 
possible with Sb) . Figure 4.7 shows a typical 10,000 x magnification SEM image 
of some bismuth aggregates, with the imaging parameters optimized as above. 
Figure 4.7: Optimized SEM image of bismuth aggregates. 
An SEM equipped with a field-emission gun enables imaging with lower 
accelerating voltages and a higher electron intensity (brightness), and typically 
provides superior resolution over the thermionic emission of electrons used in 
regular SEM's. A RAITH 150 electron beam lithography system (used in field-
emission imaging mode), and a JEOL JSM 6500F field-emission scanning electron 
microscope (FE-SEM), were occasionally used for high resolution imaging. 
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Figure 4.8 shows three images of bismuth films obtained with the RAITH 
FE-SEM. The left image shows an optimized scan with 20,000x magnification 
(recall that 10,000x was the maximum magnification possible for these samples 
with the regular SEM), and an accelerating voltage of 3 kV. The centre image 
shows the beam damage which results from an increase in magnification (same 
accelerating voltage as left image, but 50,000x magnification). The islands now 
display less distinct edges, and were observed to change in a melting-like manner 
under the electron beam. The substrate between the islands has also become 
coated with a 'dappled' material, which could be observed rapidly forming under 
the electron beam. The right image shows a scan with 10,000x magnification, 
but with the accelerating voltage increased to 10 kV. The beam damage is again 
obvious, with the left side of the image showing a 'melted' region. 
Figure 4.8: FE-SEM images of bismuth films. The left image shows an optimized image 
with 20,000x magnification and 3 kV accelerating voltage. The centre image shows the same 
accelerating voltage, but with the magnification increased to 50,000 x. The right image has 
lower magnification (10,000x), but higher accelerating voltage (10 kV). 
SEM imaging allows fast sample imaging (typically a few seconds per scan), 
over a wide range of magnifications. Successful SEM and FE-SEM imaging 
of Bi/HOPG requires attention to optimizing scanning parameters in order to 
minimize beam damage. For the Sb/HOPG system, this was generally more 
straight forward. 1 
4.3 Electron Backscatter Diffraction 
Electron backscatter diffraction (EBSD) is an SEM based technique which pro-
duces patterns of backscattered electrons (Kikuchi patterns [124]) from a crystal 
surface. The patterns exhibit the symmetry of the crystal lattice, and so allow 
determination of the crystal structure and orientation of a sample [125]. The 
1 In Chapters 5 and 6 it is shown that the antimony and bismuth aggregates are of order 
20 nm and 1 nm tall respectively. It seems likely that the taller height of the antimony structures 
allow for easier imaging, as they are more robust. 
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appeal of this technique lies in its ability to correlate crystal lattice orientation 
(with sub micron resolution), with the film morphology in an SEM image. 
EBSD was first developed in 1954 by Alam and co-workers [126], and in 
the 1970's the technique was applied to metallurgical microcrystallography by 
Venables and co-workers [127]. Over the last 30 years EBSD has found widespread 
application in materials science, and is now used for structure determination in 
applications such as identification of intermetallic phases [128], crystallography 
of grain boundaries [129], characterization of nanocrystallites formed during elec-
trodeposition [130], and characterization of thin films [131], amongst others. 
We now outline the principles of operation and pattern generation in EBSD, 
which are described in greater detail in the HKL EBSD users manual [132]. The 
pattern indexing procedure is described in Section 4.3.2, followed by a discussion 
of pole figures and orientation mapping. 
4.3.1 Principles of Operation 
The crystal structure of the films in Chapter 6 were investigated by EBSD using 
an HKL N ordlys II detector and HKL Channel5 software. The samples are loaded 
into the SEM chamber and tilted at 70° to the stationary electron beam, as 
illustrated in Figure 4.9(a). The electrons strike the sample surface and are 
scattered, generating electrons traveling in all directions in a small volume which 
is effectively a point source. 
(a) 
Electron beam 
Microsco e 
Figure 4.9: (a) The sample surface is tilted at 70° to the electron beam within the SEM. 
The cone of backscattered electrons are intersected by a phosphor screen. (b) Backscattered 
Kikuchi bands are generated when electrons arrive at the crystal planes with the Bragg angle. 
The symmetry of the pattern therefore reflects the symmetry of the crystal lattice. [132] 
The multi-directional nature of the scattered electrons means that at every 
set of lattice planes within a crystal sample, there must always be some electrons 
arriving at the Bragg angle, BE. These electrons can then undergo elastic scat-
tering to produce a strong, reinforced beam. The electrons form two cones for 
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each crystallographic plane, which are intersected as hyperbolae by a phosphor 
imaging screen, which is itself imaged by a CCD camera, allowing digital recording 
of the pattern. These are the Kikuchi lines, and their spacing is an angular 
distance of 20B, which is proportional to the inter-planar spacing through the 
Bragg condition (nA = 2d(hkl)sinOB)' A schematic diagram of Kikuchi bands 
(pairs of Kikuchi lines) generated from the crystallographic planes of a sample is 
shown in Figure 4.9(b). Note that the lines appear to be almost straight, because 
the apex angle of a diffraction cone is close to 1800 , so the cones are almost flat. 
Each Kikuchi band corresponds to a family of crystal lattice planes. The 
intersection of bands corresponds to a zone axis (or pole), and major zone axes 
are recognized by the intersection of several bands. The entire pattern of Kikuchi 
bands is also referred to as an electron backscatter diffraction pattern (EBSP), 
and it essentially represents all the angular relationships in a crystal, and therefore 
the crystal symmetry. 
4.3.2 Indexing 
Indexing is a process which involves assigning a particular crystallographic orien-
tation to an EBSP recorded by the phosphor screen. The HKL Channel5 software 
automatically interprets the EBSP's. A comprehensive account of this process is 
given in the Channel5 users manual [132], we simply present an overview here. 
The Flamenco program detects the location of Kikuchi bands on the EBSP, 
and assigns indices to the visible zones, as shown in Figure 4.10. When indexing 
an EBSP, Flamenco needs a list of possible phases which the EBSP may have been 
produced from (for example rhombohedral bismuth in our case). The software 
can then generate lists of Kikuchi bands and relative intensities, and compares 
them to the experimentally obtained patterns, in order to assign the indices. 
Flamenco automatically suggests solutions for the crystallographic orienta-
tion (an index) based on model fits to the experimental pattern, and ranks them 
in order of 'mean angular deviation' (MAD) as an indicator for 'goodness of fit'. 
Typically, MAD<1 is considered acceptable for accurate index solutions. In this 
study, the MAD for accepted solutions were all within the range of 0.2 - 0.8. 
To correlate crystallographic orientation with film morphology, an SEM 
image of the area of interest is first acquired, then the electron beam is used to 
probe the structure at various locations in the image. It should be noted that 
because the sample is mounted at 700 to the electron beam, the SEM image 
is automatically tilt corrected to provide a true representation of the surface 
features. 
4.3.3 Pole Figures 
A pole figure is the spherical projection of a particular family of crystallographic 
plane normals, displayed in a plane representing the upper or lower hemisphere, 
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Figure 4.10: An the assignment of indices to the visible zones of an experimentally generated 
EBSP [132]. 
and is a convenient way to display the index solutions. Pole figures are gener-
ated automatically by the Mambo program, and are represented in stereographic 
projection. 
An illustration of the construction of a pole figure in stereographic projec-
tion is shown in Figure 4.11, for a cubic crystal. The orientation of a crystallo-
graphic unit cell is shown with respect to the sample orientation in (a). If the 
unit cell is placed within a sphere, the {lOO} plane normals intersect the sphere 
as shown in (b), and a plane parallel to the sample surface would intersect the 
sphere as a circle. Figure 4.11(c) shows the points where the {lOO} plane normals 
intersect the top of the sphere, connected to the opposite pole of the sphere. (d) 
shows the circle that was inscribed in the sphere, and demonstrates that the 3D 
crystallographic directions have been converted into points on a circular plane. 
This is the pole figure, and it represents the crystallographic orientation of a 
sample. Note that the filled-in circles represent the crystallographic plane normals 
for the top hemisphere, and the unfilled circles depict those which intersect the 
bottom hemisphere (not shown in (c)). 
Many index points can be imported into a single pole figure, allowing the 
distribution of crystallographic orientations within a sample to be visualized, as 
will be demonstrated in Chapter 6. 
4.3.4 Orientation Mapping 
The indexing described thus far, uses a stationary electron beam to probe the 
crystal structure. However EBSD can also be used in scanning mode to allow au-
tomated sampling of a grid of points. The EBSP from each point is automatically 
solved to give an index solution. The index solutions (up to several thousand) 
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Figure 4.11: Construction of a pole figure for a cubic system. (a) Orientation of a crystal-
lographic unit cell with respect to the sample. (b) projection of {100} plane normals onto a 
sphere. (c) Lines connecting the points where the {100} plane normals touch the sphere with 
the opposite pole ofthe sphere, and their intersection with a plane. (d) The 2D pole figure [132]. 
are outputed in the form of an orientation map (as will be shown for bismuth in 
Chapter 6), which depicts the crystallographic structure of the sample surface. 
4.4 Image Processing and Analysis Procedures 
This Section describes the techniques used to convert greyscale SEM images into 
binary images, and processing steps for obtaining quantitative data on the island 
characteristics. Image filtering steps are first described, followed by the thresh-
olding procedure. Finally, an overview of island area and density calculation and 
the method for analyzing island edge statistics, is given. 
4.4.1 Image Filtering 
In SEM micrographs, the islands appear as bright features on a dark background. 
The SEM images were processed by removing noise and equalizing the background 
across the image, so that a threshold value could be be applied to the entire image, 
resulting in conversion to binary (black and white) form. A program that was 
developed by Hall [133], and implemented by Hyslop [134] to process clusters 
from transmission electron microscope images, has been utilized. 
CD Mean filters (3 x 3 pixels) and median filters (7 x 7 pixels) are applied to 
the image to aid in noise reduction. 
• The image is subdivided into smaller sections and the peak of the greyscale 
histogram for each section is determined by fitting a Gaussian function over 
the greyscale histogram of each area. The background levels are then 3 x 3 
median filtered, then interpolated to produce a background surface, which 
is removed from the filtered image. 
The results of this procedure are illustrated in Figure 4.12. A raw SEM 
micrograph is shown in Figure 4.12(a). The same image is shown after the 
filtering process in Figure 4.12 (b), demonstrating that the islands now appear 
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more distinct from the background. Figure 4.12(c) shows the greyscale histogram 
for the processed image, and represents a typical example for the bismuth films. 
The first (and dominant) peak results from the abundance of dark grey in the 
image, the smaller and broader secondary peak centered around a greyscale level 
of 200, arises from the lighter shaded islands. 
(c) 
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Figure 4.12: A comparison of SEM images: (a) before filtering, (b) after filtering, (c) greyscale 
histogram for the processed image. 
4.4.2 Thresholding 
Thresholding converts an image from greyscale to black and white, so that the 
histogram shown in Figure 4.12(c) is converted to only black (greyscale 0) and 
white (greyscale 255) pixel values, which are interpreted as O's and 1 's by Matlab 
when calculating statistics such as island area and projected surface coverage. 
The calculated island statistics therefore depend on the choice of threshold value. 
Figure 4.13(a) shows a processed SEM image (the area of interest is isolated 
and surrounding regions are removed). The calculated fraction ofthis region that 
is covered with islands (surface coverage), as a function of the threshold level, is 
shown in Figure 4.13(b). For greyscale values between 90 and 140, the calculated 
value of the surface coverage is not strongly dependent on the choice of threshold 
level. However, for lower threshold levels, the value rapidly increases. For higher 
levels it begins to diminish. Figure 4.13( c) shows three thresholded images, with 
the threshold value indicated on each image. The left image shows that low 
threshold values result in an artificial enlarging of the islands, and also the emer-
gence of small islands, which are actually just noise. The centre image shows the 
correct threshold level for the image in Figure 4.13(a), as determined by a visual 
comparison of the thresholded images with the original (automated detection 
was not possible, since the image quality and greyscale contrast varied between 
samples, particularly for bismuth). Figure 4.13(c) shows an image thresholded 
at 180 greyscale levels, and demonstrates that setting the level too high results 
in erosion of the island edges, to produce smaller and fragmented morphologies. 
The correct threshold level could typically be determined to within ±5 threshold 
steps, yielding an estimated uncertainty in the island size (described below) of 
±10%. 
64 Chapter 4. Film Characterization 
(a) (b) 70 
'" 60 ~ 0 
'" 50 ~ 
'" :il 40 
'§ 
if> 
t: 30 0 
~ 
:li 20 0 
0 0 0 0 0 0 10 0 0 0 
0 
~O 60 80 100 120 140 160 180 
lhresl10ld level 
(C) 
Figure 4.13: Thresholding procedure. (a) A filtered SEM image, with the region of interest 
isolated and the remainder of the image removed. (b) Plot of the fraction of the region of 
interest that is covered with islands, as a function of the threshold level. (c) Thresholded 
images, with the threshold level indicated on each image. 
4.4.3 Island Area and Density Analysis 
Multiple SEM images were used from different areas of each sample, and in 
many cases multiple samples, in order to produce representative data sets for the 
island area and density statistics. Matlab programs were developed which allowed 
automated calculation of island statistics from the binary images, averaged over 
all images. 
Background noise in the SEM images dramatically effects the analysis. 
Noise reduces the mean island size, since small islands which appear in the 
background will be included in the mean area calculation. It also increases the 
island density for the same reason. Noise filters were included in the programs, 
which discard any islands below a predefined size, to avoid this complication. 
Island densities were calculated from low magnification images (such as 
in Figure 4.13(a), which feature a large number of islands for analysis. Island 
areas were typically calculated from higher magnification images (such as in 
Figure 4.12) since a small amount of erosion around the island edges does not sig-
nificantly effect the area calculation for such large islands. However, the reduced 
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number of islands featured in each image required the inclusion of significantly 
more images in the data sets, than was required for the density analysis. The 
island density and area calculations are described further in Chapter 6, where 
they are implemented for the characterization of the bismuth films. 
4.4.4 Island Edge Analysis 
The erosion of island edges that results from the thresholding procedure is prob-
lematic for calculation of statistics such is the island perimeter and fractal di-
mension. 
Figure 4.14 demonstrates the thresholding effect on the island perimeter. 
The left image shows an SEM scan, filtered as described above. The centre image 
shows the thresholded image, with the inset showing a region with increased 
magnification. It is clear that the erosion results in a pixelation artifact, rendering 
analysis of edge statistics problematic. 
SEM image SEM threshold trace threshold 
Figure 4.14: Effect of thresholding on the island edges. The left image shows a filtered SEM 
image. The centre image shows the thresholded SEM image, with the inset showing a higher 
magnification region of the image. The right image shows a thresholded image which was taken 
from a trace of the filtered SEM image, note the clear improvement in the quality of the edges. 
To improve the results of the automated procedure, a manual trace of the 
island boundaries from the filtered SEM images was performed, and converted 
into binary form with a digital scanner. This is shown in the right image in 
Figure 4.14. The increased magnification inset shows a distinct improvement 
in the quality of the island edges. This tracing procedure was implemented for 
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all islands which required analysis of island edge statistics (such as calculation 
of the perimeters as a function of area, and fractal analysis, in Chapter 5). 
The thresholded SEM images were exclusively used where only area and density 
statistics were required (data presented in Chapter 6), since the tracing procedure 
is significantly slower. 
4.5 Summary 
This Chapter has described the use of AFM and SEM techniques for obtain-
ing images of deposited samples, EBSD for structure determination, and image 
processing methods. 
Tapping mode AFM uses an oscillating cantilever and tip assembly to raster 
scan the topology of a surface. It is useful technique for obtaining high resolution 
images, and allows the acquisition of height data. However, sample imaging is 
slow (typically 15 minutes per scan, but up to 40 minutes for difficult samples), 
and is complicated by tip effects, which result from the interaction of the probe 
tip with the sample surface. 
The SEM allows rapid imaging, over a wide variety of magnifications. Beam 
damage restricts the maximum magnification, and low accelerating voltages are 
required to further reduce this effect. SEM used in conjunction with AFM allows 
the film morphology to be characterized in 3D, and in high resolution over a wide 
range of length scales. 
EBSD allows direct correlation of crystallographic structure with the films 
morphology, with submicron resolution. The HKL Channel5 software allows 
automatic indexing of EBSP's which are comprised of a series of Kikuchi bands 
reflecting the symmetry of crystal lattice at the point of indexing. 
The final Section gave an overview of the techniques used to extract quan-
titative data on the island characteristics from the SEM images. Filtering and 
thresholding steps were discussed, followed by an overview of island area, density, 
and perimeter analysis. 
Chapter 5 
Antimony /HOPG: Diffusion and 
Aggregation 
This Chapter presents a discussion of the diffusion of antimony tetramers on 
HOPG substrates (grade ZYH) , and their subsequent aggregation into islands. 
This system has been extensively investigated previously [86], [135], [19], [14], 
allowing comparison of our island morphologies with those generated by other 
experimental apparatuses, as will be discussed in the following Sections. The 
coverage range of 5 ML - 40 ML, with the flux varied between 0.005 A/s - 2.0 A/s, 
is the primary focus of the study. 
The general island morphologies observed in SEM images are discussed 
in Section 5.1, with emphasis on the variation in morphology with increasing. 
coverage (8) and flux (F). A statistical study of the degree of island branching 
is presented in Section 5.1.3. Analysis of the island heights from AFM scans 
(which have not been performed previously), are presented in Section 5.2. Next, 
a brief account is given of a second island type which is observed to co-exist with 
the more regular morphology, followed by a discussion of the evolution of film 
morphology in the high coverage limit. The Chapter concludes with a summary 
of the Sb/HOPG system, highlighting the aspects of the present study which go 
beyond previous observations in the literature. 
5.1 Island Morphologies from SEM scans 
This Section describes the dependence of the island morphologies on the deposited 
coverage, and the particle flux. Next, the degree of branching is quantitatively 
characterized, and fractal dimensions are investigated. 
5.1.1 Variation in Morphology with Coverage 
Representative SEM images of the evolution of island morphology with increasing 
coverage are shown in Figure 5.1, for a fixed flux of 0.03 A/s. Island formation 
(Volmer-Weber growth mode) is observed on the graphite surface, with the high-
est density of islands occurring along the HOPG step edges. The 8=5 ML image 
shows a mixture of small circular (compact) islands, and slightly larger islands 
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featuring irregularities around their perimeter, with the most pronounced result-
ing in a fingered morphology. The step edge aggregates are generally compact. 
An increase in coverage to 10 ML produces larger islands with a branched mor-
phology on the graphite terraces. Step edge decoration is a mixture of compact 
and fingered aggregates. A further coverage increase to 40 ML results in large 
branched islands which cover an appreciable fraction of the substrate surface. 
The step edge structures that face towards the large graphite terrace (centre of 
the image) feature long and branched morphologies, while those nucleated on 
closely spaced step edges (right in image) tend to be compact. 
Figure 5.1: Representative SEM micrographs of the evolution of surface morphology with 
increasing coverage. The flux is held constant at 0.03 A/s. 
It is clear that there is a transition from compact to branched morphologies 
with increasing island size. The shape of diffusion aggregated islands depends on 
two characteristic times [85]: an arrival time ta, which defines the time between 
subsequent arrivals of Sb4 clusters to the island boundary (the growth front), and 
a coalescence time t e , which defines the time required for an island to incorporate 
the cluster and rearrange into a thermodynamically favored compact shape. 
ta > te ----7 compact islands 
ta < te ----7 branched islands 
(5.1) 
The time taken for an island to rearrange into a compact shape increases 
as the island grows larger, however ta stays relatively constant under constant 
flux conditions l . Small islands are therefore compact since ta > te, but as the 
islands grow te increases and eventually ta becomes comparable to te, inducing a 
cross-over from compact to branched shapes. The general morphology, and the 
transition from compact to branched morphologies with increasing coverage, is 
consistent with other studies ofthe Sb/HOPG system (see for example [14], [19]). 
It is also worth mentioning that several studies have been performed with varying 
1 Note that this assumes that the islands are small enough that the increasing island size 
does not significantly deplete the diffusion field. This will not be the case at high coverage 
when the islands almost touch and ta rapidly increases as the arrival of adatoms to the island 
perimeters slows down. 
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Sb cluster size [86], [85], [15], which affects the coalescence time, since it takes 
longer for larger incident clusters to be incorporated into an island. 
The fingered growth observed in Figure 5.1 is a consequence of the well 
known Mullins-Sekerka type tip instabilities. In their original paper [75], Mullins 
and Sekerka considered the shape evolution of an initially spherical particle whose 
growth was controlled by either diffusion of material or heat flow. They found 
that beyond a critical radius, perturbations in the spherical growth front cannot 
be smoothed, and the sphere becomes unstable. 
Mullins-Sekerka instabilities manifest themselves in many structures which 
grow from a Laplacian field [136]. An often cited example is that of the Hele-Shaw 
cell [137], [138], [139] which demonstrates viscous fingering in hydrodynamics. In 
a typical Hele-Shaw experiment, glycerin is trapped between two slightly sepa-
_ rated glass plates. A less viscous fluid is injected through a hole in the top plate, 
displacing the glycerin. Figures 5.2(a)-(c) show examples of viscous fingering 
patterns, which bear obvious similarity to the antimony islands. Initially the 
2-fluid interface is circular, (a) but as more fluid is injected instabilities develop, 
(b) and eventually grow into fingered patterns (c). 
Figure 5.2: Pattern formation in the Rele-Shaw cell, where a viscous fluid is displaced by the 
injection of a less viscous fluid. (a) During early stages of fluid injection the 2-fluid interface is 
circular. (b) As injection proceeds, Mullins-Sekerka instabilities develop. (c) Fingered patterns 
eventually form [140). (d) Schematic of the growth mechanism (see text), reproduced from 
ref. [136]. (e) An example of a fingered pattern formed under increased kinetic influence (by 
either increasing the viscosity difference between the two fluids, or increasing the injection rate). 
In the case of the Hele-Shaw cell, the morphology results from of an interplay 
between surface tension and a pressure gradient at the 2-fluid interface. Surface 
tension tends to stabilize the interface, keeping it uniform. A pressure gradient 
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tends to destabilize the interface, causing fingering. Figure 5.2 ( d) illustrates the 
basic concept. The dashed line depicts the initially compact interface which is 
maintained by surface tension. As its radius increases by fluid injection, instabili-
ties develop (solid line). The 4 bulges are closer to the outer boundary (large solid 
circle ofradius Ro ), so the pressure gradient and velocity ofthe interface (arrows) 
are greater at these bumps. This results in rapid and unstable growth, which can 
not be smoothed by surface tension, and the formation of Saffman-Taylor [141] 
fingers. Figure 5.2( e) presents an example of viscous fingering under conditions of 
increased instability, which is achieved by either increasing the viscosity difference 
between the two fluids, or increasing the injection rate. 
In the case of pattern formation in the antimony islands, it is the cluster 
diffusion field that serves as the destabilizing influence on the morphology (anal-
ogous to the pressure gradient), and edge diffusion which attempts to smooth 
perturbations (analogous to surface tension). For small island sizes, edge diffusion 
smooths the island perimeter, maintaining a compact morphology. Eventually 
protrusions develop along the growth front and extend further into the diffusion 
field, and so capture a larger portion of material. These protrusions also become 
susceptible to instabilities, and tip splitting manifests itself in the morphologies, 
resulting in the highly branched islands observed in the 10 ML and 40 ML images 
in Figure 5.1. 
5.1.2 Variation in Morphology with Flux 
Figure 5.3(a) shows the evolution of surface morphology with increasing flux, for 
a fixed coverage of 10 ML. The low flux (F=0.005 A/s) image shows aggregates 
with a fingered morphology. As the flux is increased the islands become progres-
sively more branched, with the the high flux (F=2.0 A/s) environment producing 
aggregates which are similar to many fractal islands observed in the literature 
[142], [77], [143]. It is also apparent that the aggregates project a greater surface 
area onto the substrate when the flux is increased, suggesting a reduction in height 
with increasing flux (this will be explored in Section 5.2). Figure 5.3(b) shows 
higher magnification SEM images of islands from two different flux regimes, for 
a fixed coverage of 40 ML. It is again clear that the lower flux islands are more 
compact, and project less surface area onto the substrate. 
As the deposition flux increases, the arrival rate of clusters to the island 
perimeter also increases (ta is reduced). For any given island size, a low flux 
growth environment will produce more compact shapes according to Equation 5.1, 
i.e. in a high flux regime, the island has less time to rearrange (via processes such 
as edge diffusion) to a compact shape before more clusters arrive to its perimeter. 
Increasing the particle flux results in faster island growth, and consequently more 
branched shapes. This is again consistent with other studies of the Sb/HOPG 
system [14]. The analogous case in the Hele-Shaw cell (shown in Figure 5.2(e)) 
is to increase the rate of fluid injection. 
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Figure 5.3: Representative SEM micrographs of the evolution of surface morphology with 
increasing flux. (a) The coverage is held constant at 0=10 ML. (b) Higher magnification images, 
0=40 ML. 
Competitive Capture 
The local flux surrounding an island varies depending on the proximity of neigh-
boring islands which compete for capture of particles from the diffusion field (com-
petitive capture). Figure 5.4(a) shows two islands from a 8=40 ML, F=O.Ol A/s 
sample. Figure 5.4(b) shows the capture zones for each of these islands. Capture 
zones are constructed by drawing perpendicular bisectors between neighboring 
aggregates, and are known as Voronoi polygons [144], named after the Russian 
mathematician. Any particle deposited within a particular capture zone has 
a maximum probability of contributing to the growth of the island nucleated 
within it (indicated by black dots). The two arrows in Figure 5.4(b) highlight 
that the length of the capture zone surrounding an island varies depending on 
the proximity of its neighbors. 
Island branches tend to grow longer towards regions which are void of 
other islands, since there are more diffusing particles available (larger capture 
zones) and consequently a faster impingement rate to the branches' growth front. 
Long branches have therefore grown more rapidly than their shorter counterparts, 
allowing less time for rearrangement into compact shapes. This is demonstrated 
by the top island in Figure 5.4(a) , where the more branched island arm extends 
in the direction of the long arrow in Figure 5.4(b). 
Figure 5.4( c) shows a striking example of competitive capture. The struc-
tures nucleated along the closely spaced step edges to the left and right in the 
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Figure 5.4: The effect of competitive capture on the island morphologies. 0=40 ML, 
F=O.Ol A/s. (a) SEM image showing two terrace nucleated islands. (b) Voronoi polygons 
for the two islands in (a). (c) Compact structures nucleated along closely spaced step edges, 
and branched structures protruding from widely spaced step edges (centre). 
image tend to feature compact morphologies, where the local diffusion field is 
reduced by the high density of closely spaced aggregates. The two widely spaced 
step edges in the centre of the image feature branched morphologies, since the 
local diffusion field is increased in this region, resulting in faster and less stable 
growth. 
5.1.3 Quantitative Analysis of Island Branching 
This section quantifies the amount of branching observed in the SEM images, by 
characterizing the island perimeters (the contour length) as a function of island 
size (area ofthe island projected onto the substrate) for various deposition fluxes. 
Only islands found in regions of the sample which feature a low density of islands 
on large terraces (indicating a low defect density on the substrate) are included 
in the data sets. 
Figure 5.5(a) shows a plot of the island perimeter as a function of increasing 
island area for multiple samples with different coverages, with the flux fixed at 
0.03 A/s. The black dots represent the experimental data. The red curve is 
the dependence of a circle's circumference on its area, for comparison with the 
experimental data. Note that only data for islands smaller than 0.6 p,m2 are 
plotted here, in order to show detail in the plot for small island sizes. Initially 
the experimental data lies on the plot for a model circle, showing that the islands 
are compact. At an island size of approximately 0.25 p,m2 , the data departs from 
this curve, indicating the transition to branched morphologies. The dashed line 
in Figure 5.5(a) is a least squares fit to the data points which lie beyond this 
transition (determined from the complete data set in Figure 5.5(b)). 
Figure 5.5(b) shows the complete data set for F=0.03 AI s, where the dashed 
line is the same linear fit described above. From this plot it is clear that the 
perimeters of the branched islands have a linear relationship to the island area for 
A> 0.25 p,m2 • Figure 5.5(c) presents a similar plot for multiple fluxes (indicated 
by the legend). All fluxes exhibit a linear dependence of the perimeter on the 
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Figure 5.5: Plots of the island perimeters as a function of projected island area. The red curve 
plots the dependence of a circles circumference on its area, for comparison with the experimental 
dat a. (a) Island perimeter as a function of island area for multiple coverages (F=0.03 A/s), only 
dat a for islands smaller than 0.6 p,m2 is plotted here. (b) Complete data set for F=0.03 A/s. (c) 
Plot of the variation of island perimeter with increasing island size for multiple fluxes (indicated 
by the legend). 
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island size, after the transition to branched islands. It is also clear that the slope 
of the linear fits increase with increasing flux, indicating an increase in the degree 
of branching, in agreement with the qualitative observations from SEM images 
in the previous Section. 
From the data set shown in Figure 5.5(c), we can extract the island radius at 
which the transition from compact to branched morphologies occurs, defined here 
as the critical island radius. Figure 5.6( a) shows a plot of the critical island radius 
as a function of flux. The data points were obtained from the intersection of the 
linear fits in Figure 5.5(d) with the model curve for a circle (see Figure 5.5(a) 
for the F=0.03 Als example). The error bars represent the spread in the data 
to both sides of this intersection. The solid line is a least squares fit to the data. 
This plot shows that there is a distinct reduction in the critical island radius 
when the particle flux is increased, with values ranging between approximately 
180 nm and 290 nm. 
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Figure 5.6: (a) Log-linear plot of the critical island radius as a function of increasing flux. (b) 
Log-linear plot of dP/dA (dependence of the island perimeter on the island size) as a function 
of flux. 
The slopes (dPldA) of the linear fits in Figure 5.5(c) quantify the depen-
dence of the island perimeter on the island size, and hence define the degree 
of branching for the various fluxes. Figure 5.6(b) shows a plot of dP IdA as 
a function of flux. Each data point is comprised of at least 30 typical islands 
taken from multiple samples, so should provide an adequate representation of the 
particular flux environment. The error bars represent the standard deviation in 
the raw data. From this plot it is evident that the islands become significantly 
more branched with increasing flux, but this trend seems to level off in the high 
flux limit. This implies that there is a maximum degree of branching reached at 
FrvO.2 Als corresponding to dPldA rv 8.5 11m-I. However, it was not possible 
to perform higher flux experiments to further investigate this effect, owing to 
difficulties in performing sufficiently short depositions to allow observation of 
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isolated islands (recall that the island area projected on to the substrate increases 
with increasing flux). For this reason we conclude that the degree of branching 
increases with increasing flux, but may reach a maximum perimeter to area ratio 
at FrvO.2 A/s. 
The values of the critical island radius plotted in Figure 5.6(a) only apply 
to islands nucleated on regions of the substrate with a low defect density. Fig-
ure 5.7 shows an example (high magnification) of island nucleation on a defect 
contaminated substrate terrace (0=10 ML, F=0.03 A/s). The morphology is 
characterized by a high density of irregularly shaped islands, many of them with 
crescent shapes. These islands are smaller than the critical island radius for 
this flux, which is 280 ± 20 nm from Figure 5.6(a). It seems that defects effect 
the shape formation in antimony islands, inducing the fingering morphology at 
significantly smaller island sizes. 
Figure 5.7: FE-SEM image of island nucleation on a defect contaminated substrate. 8=10 ML, 
F=0.03 A/s. 
Kaiser et al [19] report a critical island radius of about 60 nm (and note 
that compact islands are never observed beyond this radius), which is signifi-
cantly smaller than we present in Figure 5.6(a). Their SEM images of compact 
islands feature a significantly higher island density than in our case, indicating 
the likelihood of nucleation on defects. 
5.1.4 Fractal Dimension 
The fractal dimension provides another means of quantifying the island mor-
phology. For DLA-type island growth, the fractal dimension is often quoted in 
the literature to quantify coarsening effects which come into play during island 
annealing [143], [77]. 
The fractal dimension, fD is calculated here by the box counting method 
[145], which involves superimposing a grid of square boxes over a thresholded 
island, and varying the size of the boxes. The number of boxes of a particular 
size which are filled by the island (box count) are plotted on a log-log graph as 
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a function of the box length (in units of pixels). For the pattern to be classed as 
fractal, the data should be linear, and 1 < fD < 2, i.e. between a straight line 
(lD) and a completely filled in plane (2D). 
Figure 5.8(a) shows an example ofthe the box counting method applied to a 
8=10 ML island deposited at 2.0 A/s, where the box lengths are indicated in the 
Figure. It is evident that beyond some particular box length, the analysis runs 
out of statistics, as the pattern size approaches the box size. Additionally at very 
small box sizes, pixelation of the image around the island perimeter effects the 
analysis. These two effects are demonstrated in Figure 5.8(b), which shows a log-
log plot of the box count as a function of box length, for box lengths ranging from 
1-255 pixels. The data deviates from a straight line at very small box lengths, 
demonstrating the pixelation artifact. Very large box lengths produce noisy data, 
and no longer represent the scale invariance of the pattern. Figure 5.8(c) shows 
the same plot, but with the data below a box length of 5 pixels and above 34 
pixels removed, to ensure an accurate calculation of fractal dimension. The linear 
fit to the data yields fD = 1.83 ± 0.05. A comprehensive discussion of confidence 
limits in the scaling behavior of DLA-type fractals can be found in ref. [146]. 
Figure 5.9 shows a plot of the fractal dimension for various fluxes, where each 
data point represents a single island. It is clear that there is no distinguishable 
trend in the fractal dimension as a function of flux. The average fractal dimension 
for the complete data set is 1.77 ± 0.05 (the uncertainty is taken as the standard 
deviation), which is consistent with values obtained for other DLA-type structures 
[71], [77]. It seems likely that the spread in the data in Figure 5.9 is a result of 
difficulty in determining appropriate upper and lowercut-offs in the data set, 
particularly as the flux is reduced, since the structures' perimeter smoothens as 
a result of increased edge diffusion. 
The smoothing of the growth front, brought about by a reduction in flux, 
is analogous to increasing the temperature of the system, since both lead to a 
general compacting of DLA-type structures. A transition must occur from fractal 
to compact geometries with either increasing temperature or decreasing particle 
flux. This transition has been observed in KMC simulations of MBE growth at 
substrate step edges in the Cu/W(llO) system [147]. DLA type structures with 
fD = 1.7 are observed at low temperature, in agreement with STM investigations 
of Cu/W(llO) [148]. With increasing temperature the branches begin to widen 
and smoothen (with initially no change in the fractal dimension). Beyond a 
critical temperature, the fractal dimension rapidly increases to 2, signifying a 
transition to compact (2D) structures at the step edges. It seems likely that if 
the flux could be sufficiently reduced in the Sb/HOPG system, a similar transition 
may be observed. 
In the previous Section it was shown that the perimeter to area ratio of the 
islands clearly decreases as the flux is reduced, consistent with the compacting of 
the island shapes observed in the SEM images in Figure 5.3. The fractal dimen-
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Figure 5.8: An example of the box counting method of fractal analysis, applied to a B=10 ML 
island deposited at 2.0 A/s. (a) Box mesh superimposed over an island, the box lengths are 
given for each illustration (in units of pixels). Log-log plots of the box count as a function of 
box length for: (b) Box lengths ranging from 1 to 255 pixels. (c) Box lengths ranging from 5 
to 34 pixels. 
sion analysis seems somewhat contradictory to this, since the fractal dimension 
is found to be independent of flux. 
Stegemann et al have also performed a fractal analysis of antimony islands 
as a function of flux [14] for a similar flux range to that used in our study. They 
report values of JD ranging from 1.45 to 1.67, with JD increasing with increasing 
particle flux. This is also in clear contrast to the present case. The reason for this 
discrepancy between two studies of the same system is unknown at this stage. 
5.2 Island Heights From AFM Scans 
This Section explores the island heights, obtained from AFM scans. The variation 
in height with increasing coverage is first investigated. Next the influence of flux 
on the heights is discussed, including the effects of competitive adatom capture. 
Section 5.2.3 addresses a build up of material which is found to exist around the 
island perimeters. 
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Figure 5.9: Plot of the fractal dimension, iD as a function of flux, where each data point 
represents a single island. 
5.2.1 Variation With Coverage 
Figure 5.10 shows two AFM images (in 3D plotting mode) of islands from a 
8=10 ML, F=0.03 A/s sample. The increase in image resolution compared to 
the SEM scans from the previous Section is immediately obvious. Note however, 
that while the AFM technique is a useful compliment to SEM imaging, it is not 
suitable to completely characterize the film morphology independently. AFM 
scans typically take 30 minutes for reasonable image quality, which prohibits 
analysis of a large number of images from each sample. Additionally, high speed 
low magnification imaging is required to initially assess the film morphology, 
which is generally not possible with the AFM since fast tip scanning tends to 
damage the islands and contaminate the cantilever tip. 
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Figure 5.10: AFM images of two antimony islands from a 0=10 ML, F=0.03 Als sample, note 
the scale change between the two images. 
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Figure 5.10 reveals that there are height variances within individual islands, 
requiring that AFM cross-sections are taken at multiple locations, to ensure a 
representative account of the 3D morphology. Figure 5.11 shows a plot of the 
branch height (measured at the tip) as a function of the branch length for multiple 
coverages (indicated by the legend), deposited at a fixed flux of 0.03 A/s. The 
data for each coverage is taken from multiple islands, and in some cases multiple 
samples to ensure that the heights are representative of the particular deposition 
parameters. It is apparent from this plot that for any given coverage, longer 
branches tend to be flatter (which will be addressed in the next Section). For 
this reason, the island heights are characterized in terms of branch length, rather 
than quoting a mean height to represent a given flux and coverage. Figure 5.11 
also shows that the branch heights increase with increasing coverage. In previous 
sections it was shown that low coverage samples feature more compact islands. 
The 2 ML and 5 ML data sets in this plot are taken from predominantly compact 
islands, where in such cases the branch length is taken as the radius of a circular 
island. 
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Figure 5.11: Plot of the island branch height as a function of branch length, for various 
coverages (indicated by the legend). The flux fixed at 0.03 A/s. 
The increase in the general island heights with increasing coverage in Fig-
ure 5.11 shows that as deposition proceeds, a portion of the new material arriving 
to the growth front is transported upward. However, the majority of material 
seems to contribute to lateral (2D) island growth. For example, the F=0.03 A/s 
(8=10 ML) data set in Figure 5.11 reveals island heights between 17-30 nm, and 
the 10 ML SEM image at the same flux in Figure 5.1 shows that the islands are 
typically greater than l{lm lateral diameter, giving an aspect ratio of order 0.02. 
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5.2.2 Variation With Flux 
Figure 5.12 presents a plot of the branch height as a function of branch length for 
various fluxes (indicated by the legend), with the coverage fixed at 10 ML. The 
data points for each flux are taken from multiple islands and multiple samples, 
ensuring a representative data set. This plot shows that for each flux, the branches 
become flatter with increasing length, and it appears that the very long branches 
level off to some minimum height for each flux. Figure 5.12 also shows that 
that the islands become flatter with increasing deposition flux, confirming the 
qualitative observation from SEM images in Figure 5.3. 
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Figure 5.12: Plot of the island branch height as a function of branch length, for various fluxes 
(indicated by the legend). The coverage is fixed at 10 ML. 
Increasing the particle flux reduces the available time for transport of par-
ticles from the the perimeter to the top of the island (rearrangement to 3D 
morphologies), before the next particles arrive from the diffusion field and 'pin' 
the previous material in place. This accounts for the reduction in island height 
with increasing deposition flux demonstrated in Figure 5.12. 
The flattening of the island branches with increasing length in Figure 5.11 
and Figure 5.12, is consistent with the increased growth rate for longer branches 
compared to their shorter counterparts, as was discussed in Section 5.1.2, since 
faster growth rates allow less time for 3D rearrangement. Figure 5.13 shows 
a typical example of the effect of competitive capture of the diffusion field on 
the height profile. The AFM image shows two small islands nucleated close to 
each other, with an absence of other islands in their vicinity. The associated 
height profile taken through the horizontal line in the image, reveals that the 
sides of the islands facing each other are taller than other parts of the islands. 
The capture zone for diffusing particles is significantly reduced between the two 
islands, resulting in slower growth, and consequently a more compact and 3D 
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morphology. 
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Figure 5.13: The effect of competitive capture of the diffusion field on the island height profiles, 
0=5 ML, F=0.03 A/s. Left: AFM image, with the position of a height cross-section indicated 
by the horizontal line. Right: Height cross-section. 
5.2.3 Island Perimeters 
In many of the AFM scans, a build up of material was found to exist around 
the island perimeters. Figure 5.14(a) shows a particularly pronounced example 
of the effect, where the branches have an increase in grey scale intensity around 
their edges, indicating an increase in height. Figure 5.14(b) shows an FE-SEM 
image from a different sample with different deposition parameters. The in-
creased brightness around the edges of the branches is again present, excluding 
the possibility of this feature being attributed to an AFM tip effect. 
Figure 5.14: Images demonstrating the build up of material around the perimeter of the island 
branches. (a) AFM image, 0=40 ML, F=2.0 A/s. (b) FE-SEM image 0=10 ML, F=0.03 A/s. 
At the end of deposition, ta --+ 00 since the diffusion field is diminished when 
the last clusters arrive to the islands' growth front. It seems likely that this allows 
for more 3D rearrangement of material during the final stages of island growth, 
leading to the build up of material around the edges of the fingered structures. 
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Figure 5.15 shows representative AFM images and height profiles for two 
islands with 10 ML coverage, deposited at F=O.03A/s (a), and F=0.005 A/s (b). 
The height profile for the higher flux example clearly shows the elevated height 
at the branch edges, while this feature is absent in the profile from the low flux 
island. A low flux growth environment allows taller more thermodynamically 
favorable (compact) shapes to aggregate. It therefore seems likely that there 
would be less tendency for further 3D aggregation at the end of deposition. 
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Figure 5.15: 3D AFM images and height profiles for islands with 10 ML coverage. (a) 
F=0.03 A/s, the height cross-section (right) shows elevated heights at the edges of the branches. 
(b) F=0.005 A/s, the height cross-section (right) does not feature the elevated height at the 
island edges. 
5.3 Co-existing Morphologies 
A different type of aggregate to those discussed in previous Sections was occa-
sionally observed to co-exist on some samples, and is shown in Figure 5.16. These 
new structures (dendrites) were typically found in regions of the substrate with 
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a high defect density (such as step edges), as demonstrated in Figure 5.16(a). 
The FE-SEM scan in Figure 5.16(b) shows a higher magnification image. Note 
that the FE-SEM image was obtained with the microscope stage tilted at 70°, 
and the image subsequently tilt corrected, which produces the shadowing around 
the islands and gives an impression of height. This image shows an example 
of a new structure which surrounds a fingered island, and therefore has grown 
after the more typical island. From the shadowing effect, it seems that the 
dendrites are significantly flatter than the fingered islands. Their heights could 
not be quantified with AFM measurements, since the sparseness of the structures 
prohibited their location with the AFM's relatively small field of view. 
Figure 5.16: Micrographs of dendrites which were found to occasionally co-exist with the more 
typical fingered morphology. F=0.03 A/s, 0=40 ML (a) SEM image (b) FE-SEM image. 
The manifestation of the flat dendritic morphology was not reproducible for 
a given set of deposition parameters. It is however worth noting that the new 
morphology was never observed above deposition rates of 0.03 A/s, indicating 
that it is probably a low flux effect. This dendritic morphology has also been 
reported by Kaiser et al [19] in a low flux environment, and observed in islands 
grown by diffusion of large antimony clusters [135]. 
5.4 The High Coverage Limit 
The preceding Sections have considered the regime where island growth occurs 
mainly by diffusion of clusters across the substrate, and subsequent incorporation 
at the island perimeter. When the coverage (or in this case, also the flux) is 
increased, the islands project a greater surface area onto the substrate, and occupy 
an increasing region of their original capture zone (see for example the left image 
in Figure 5.3(b)). At sufficiently high coverages, the capture zone will entirely 
fill, bringing about island coalescence. 
Figure 5.17 presents SEM images of the evolution in film morphology with 
increasing coverage, in the high coverage regime (F=2.0 A/s). In the 200 ML 
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image a small portion of each aggregates capture zone is still visible. At e=400 ML 
the capture zones are virtually absent, but island boundaries are still clearly 
visible. Increasing the coverage to 1000 ML results in barely distinguishable island 
boundaries, and by 2000 ML they have entirely disappeared, after coalescing to 
form a continuous film. The inset in the 2000 ML image shows that the film is 
now characterized by a coarse grained morphology, which was not present at any 
other coverage. 
Figure 5.17: SEM images of films in the high coverage limit. The coverage is indicated on 
each image, the flux is fixed at 2.0 A/s. The inset in the 0=2000 ML image shows a higher 
magnification region of the film (image size 2 x 1 /-lm). 
Kaiser et al [19] have shown a coverage dependent transition from large 
branched islands to a film with small crystallites (see Figure 2.13 in Chapter 2). In 
their case there is a transition from large islands to a granular film with increasing 
coverage. It is this granular morphology which adopts the hexagonal symmetry of 
the small crystallites shown in Figure 2.13 [149]. This seems to be a similar result 
to the transition observed in Figure 5.17, where the fingered structures eventually 
evolve into a granular morphology. However, the resolution of our SEM imaging 
did not allow the precise morphology of the granular film to be distinguished 
(higher resolution AFM imaging of these samples was prohibited by a tendency 
for tip contamination). It is also worth noting that in the case of Kaiser et al, 
the transition is already complete at a coverage of 200 ML, while we still observe 
island growth at coverages up to at least 1000 ML. 
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5.5 Summary of Sb/HOPG 
This Chapter has examined the morphology and growth characteristics of anti-
mony aggregates on HOPG substrates. The deposition parameters of coverage 
and flux were altered, and resulting variation of the island morphology investi-
gated. Using SEM and AFM we have observed the growth of both compact and 
branched island types, and an occasional coexisting dendrite morphology in low 
flux growth environments. 
With increasing coverage, the islands undergo a transition from compact 
to branched morphologies, demonstrating the manifestation of Mullins-Sekerka 
instabilities. The heights also increase with increasing coverage. In the high flux 
limit, there is a transition to a continuous film at ",2000 ML 
When the deposition flux is increased, flatter islands form, with a signifi-
cantly more branched morphology for any given coverage. With increasing flux, 
the critical island radius for the transition from compact to branched morpholo-
gies reduces from ",290 nm (F=0.005 A/s) to ",180 nm (F=2.0 A/s). After 
this transition, the island perimeter scales linearly with the projected island area 
ratio for each flux. However, the perimeter/area ratio increases with increasing 
flux, in accordance with the increased branching observed in the SEM images. 
The proximity of neighboring islands also effects the branching and heights, since 
the local growth rates (and hence time for rearrangement) are altered due to 
competitive capture of the diffusion field. Flatter and more branched islands are 
found to extend toward regions where there is an absence of other islands. 
The general island morphologies, and compact to branched transition, are 
consistent with other studies of the Sb/HOPG system, allowing confidence that 
the UHV system described in Chapter 3 is sufficiently optimized for diffusion 
and aggregation studies. However, this investigation has differed from previous 
studies by showing a flux dependence in the transition from compact to branched 
morphologies. Additionally, the island heights have been characterized, providing 
a more in-depth picture of the the 3D morphology. This Chapter has shown that 
the aggregation of antimony islands on HOPG represents a classic system where 
the interplay between kinetics and thermodynamics determines the 3D morphol-
ogy. Low fluxes shift the balance towards more thermodynamically favorable 
compact shapes, while higher fluxes increase the kinetic dominance, resulting in 
flatter and more branched morphologies. 
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Chapter 6 
Bismuth/HOPG: Diffusion, Nucleation, 
and Growth 
This chapter involves an investigation of the diffusion, nucleation, growth, and 
coalescence of bismuth islands on HOPG (grade ZYB) substrates. The coverage 
range of 0.2 ML - 100 ML is studied with the flux varied between 7 x 10-4-1.0 AI s. 
The first section discusses the morphology and growth of islands on relatively 
defect-free regions of the substrate. The main focus here is the effect of altering 
the experimental parameters of flux (F) and coverage (B) on the shape, size, and 
density of the islands. Section 6.2 explores a striping detail that was discovered 
within individual islands in the previous Section. Section 6.3 examines the large 
coverage limit, where islands begin to coalesce, and eventually form a continuous 
thin film. This leads to an investigation of the aggregates' crystal structure in 
Section 6.4, where an orientation transition is identified. The nucleation and 
growth of aggregates at natural step edges on the graphite surface are considered 
in Section 6.5, with the morphology again studied as a function of varying flux 
and coverage. The dependence of island morphologies on post deposition vacuum 
time, and the stability of the structures in ambient conditions are detailed in 
Section 6.6. Section 6.7 considers the effect of increasing the surface defect density 
by reducing the annealing temperature during the substrate cleaning process. 
6.1 Island Morphologies: Growth and Kinetic Influences 
This section focuses on the effects of shifting the balance between thermodynamic 
stability and kinetically determined morphologies by altering the coverage and 
flux. The evolution of island shapes and heights are first investigated, followed 
by a statistical analysis of the island density and size. Finally we consider the 
degree of adsorbate condensation on the graphite surface. 
6.1.1 Variation in Morphology With Coverage 
The evolution in island shape as the coverage is increased is depicted in Fig-
ure 6.1, for the F=0.005 Als (low flux) case. SEM images for different coverages 
showing groups of islands, are presented in Figure 6.1(a). The magnification of 
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10, OOOx was chosen because it allowed imaging of multiple islands within a single 
scan. This magnification was also the maximum that could be obtained without 
significant beam damage to the islands (see Chapter 4). In order to observe 
detail of individual islands, AFM scans were required to obtain the necessary 
resolution. Single representative islands are shown in Figure 6.1(b). It is clear 
that the islands feature stripes, which will be explored in detail in Section 6.2. 
This Section focuses on the morphology of the island bases, hence the stripes are 
only referred to qualitatively where necessary in the following discussions. 
The 0=0.2 ML SEM image shows a mixture of compact and slightly branched 
island morphologies. The smaller islands are compact, while the slightly larger 
islands tend to feature branched-like perimeters. The AFM image of a compact 
island reveals that these small islands are generally elongated hexagons. The 
0=0.5 ML SEM image shows an increase in the island size. It is also apparent 
that the majority of these islands have a 6-point star shape. As the coverage is 
increased further, the islands continue to increase in size, with no obvious evo-
lution of the island density. Most islands maintain the 6-point star morphology. 
The islands in the 0=1.5 ML SEM scan begin to show a small amount of edge 
splitting around the island perimeter, a feature which is particularly obvious in 
the accompanying AFM scan, and is also observed in the 0=2.0 ML sample. It 
is therefore clear that there is an evolution in island shape from compact islands 
with elongated hexagonal shapes, to 6-point star morphologies with increasing 
island size in the 0.005 Als flux environment. 
The Bi/ROPG system has been investigated previously [87], but in that 
case the samples were not cleaned via DRV thermal treatment prior to deposition. 
Consequently, the resulting morphology is quite different to the present case, and 
consisted of a high density of small compact elongated particles, consistent with 
surface defect decoration. 
The island morphologies in Figure 6.1 are consistent with a kinetic influence 
becoming increasingly active with increasing coverage (in contrast to the Sb 
aggregates in Chapter 5, there is a high degree of symmetry in the Bi island 
shapes, the origin of which will be addressed in Section 6.4). During the early 
stages of growth (at low coverage), the islands have time to rearrange, via edge 
diffusion, into a thermodynamically favorable compact morphology before the 
arrival of more material to the island boundaries. As deposition proceeds, the 
points of a hexagon will capture a larger portion of the diffusing material than the 
straight island edges, since they protrude further into the diffusion field. For small 
island sizes in a low flux environment, adatoms arriving at these corner sites are 
able to be transported via edge migration along the sides of the hexagon, hence 
maintaining a compact morphology. As the length of the hexagon faces increase 
with the growing island, eventually the material will not have time to evenly 
disperse along the faces. It is at this stage that the hexagons corners begin to 
grow more rapidly than the faces, and we observe a transition from hexagonal 
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Figure 6.1: SEM micrographs (a), and AFM scans (b), of the evolution of island morphology 
with increasing coverage. The flux is held constant at 0.005 A/s. 
islands to 6-point stars. As the coverage is increased further, the islands continue 
to grow, with the star points capturing an increasing amount of the diffusion field. 
Instabilities which result in edge splitting develop around the growth front, which 
is no longer able to cope with the transport of adatoms over the long distances 
of the edges of the star points. 
6.1.2 Variation in Morphology With Flux 
Altering the deposition flux allows further examination of the influence of kinetics 
on island growth. Low deposition rates allow longer time scales for rearrangement 
to energetically favorable morphologies, before subsequent adatoms are incorpo-
rated into the islands. Conversely, kinetic effects should become apparent when 
the flux is increased, as the time scale for stable morphologies to be attained is 
reduced. 
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Figure 6.2 shows the evolution of island shape with increasing coverage in 
the F=0.2 A/s (high flux) case. It is clear that there is a higher density of smaller 
islands than in the low flux example, which will be discussed in Sections 6.1.5 
and 6.1.6. The island sizes increase with increasing coverage, with no notable 
variation in the island density. The 0=0.2 ML SEM image shows that the small 
islands are relatively compact at the resolution of the image. The AFM image 
however shows that the perimeter features some degree of irregularity. Also there 
is no obvious symmetry associated with the island shape. At a coverage of 0.5 ML 
the islands have become branched. Some islands appear to have a 6-point star 
morphology, but many do not feature this symmetry. The 0=1.5 ML images show 
a large degree of edge splitting, with many of these instabilities comparable in 
length to the primary arms of the islands. 
Figure 6.2: SEM micrographs (a), and AFM scans (b), of the evolution of island morphology 
with increasing coverage. The flux is fixed at 0.2 A/s. 
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A comparison of Figure 6.1 and Figure 6.2 reveals that the transition from 
compact hexagonal to 6-point star is less prevalent in the higher flux case. Kinks 
that protrude from the perimeter of small islands will grow more rapidly than 
other parts of the island. In the low flux case these were at the corners of 
hexagons, resulting in a star shaped morphology with increasing size. The absence 
of symmetry in the positioning of kink sites in many of the small islands in the 
high flux case results in a more random growth shape with increasing island size. 
This is made particularly obvious by a comparison of the B=1.5 ML AFM images 
in Figure 6.1 and Figure 6.2. 
Figure 6.3 presents a series of SEM images, showing representative islands 
from various fluxes (indicated on the image), at a fixed coverage of 1.5 ML. The 
F=7 x 10-4 A/s image shows two different island types which were found to 
coexist. One is an elongated hexagonal shape with a smooth perimeter, and 
the other is a very elongated and larger star shaped island. The F=0.005 A/s 
image shows a more pronounced star shape, with a clear elongation, and a few 
small instabilities around the growth front. An increase in flux to 0.03 AI s 
produces a less elongated star shape, with more edge instabilities. The 0.2 A/s 
flux produces large scale edge splitting around the perimeter, and no notable 
island elongation. A further flux increase to 1.0 A/s results in a more random 
growth shape, which is characterized by instabilities and edge splitting. In this 
very high flux example, the primary arms of a star are not generally present, 
since the growth of instabilities competes with the growth of any primary arms, 
and eventually dominates the morphology. 
Increasing Flux -------.~ 
Figure 6.3: Representative SEM images of the evolution in island morphology with increasing 
flux. The coverage is held constant at 1.5 ML. 
With increasing flux the islands undergo a transition from compact hexago-
nal, to 6-pointed star, to branched and disordered growth. The case of the hexag-
onal islands in the low flux limit (F=7 X 10-4 AI s) is particularly interesting, since 
it demonstrates the competition between kinetics and thermodynamics. When 
the flux is extremely low, edge diffusion is successful in preventing the accelerated 
growth of the hexagonal corners. With increasing flux, kinetics controls the mor-
phology, resulting in star shaped islands, and eventually quite disordered growth. 
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This type of morphology was observed previously on low coverage samples (see 
the 0.2 ML AFM image in Figure 6.1). However in this extremely low flux, 
high coverage example, the hexagonal islands are significantly larger, enabling 
clear resolution of the hexagonal faces in the SEM images. The co-existence 
of both hexagonal and star shaped islands on the same sample indicates that 
the 7 x 10-4 Als flux is just at the limit of the compact-branched transition. 
Figure 6.4 shows two SEM images of the coexisting morphologies. A region where 
star shapes and hexagonal morphologies are more prevalent is shown in (a) and 
(b) respectively. Figure 6.4(b) represents the more typical morphology for this 
coverage and flux. It should be noted that difficulties in stabilizing the flux on 
the deposition rate monitor leads to a large margin of error in the magnitude of 
the flux and coverage in the 7 x 10-4 Als flux example. For this reason it was 
not possible to produce lower flux samples, or perform a comprehensive study of 
this flux with the current apparatus. 
Figure 6.4: SEM images showing regions of a F=7 X 10-4 A/s, 0=1.5 ML sample where: (a) 
The star shaped islands are more prevalent. (b) The hexagonal islands are more prevalent, this 
represents the typical morphology. 
Now considering the high flux, high coverage case, it seems that there are 
two effects that contribute to the lack of symmetry in this growth environment. 
The large islands tend to evolve from small islands without prominent hexagonal 
symmetry (as seen in Figure 6.2), which inhibits the formation of primary arms in 
the orientation of 6-point stars. Also any small islands which may have attained 
the hexagonal shape tend to lose their 6-fold symmetry as they grow, due to the 
rapid onset of side splitting and edge instabilities which eventually competes with 
the growth of the primary arms. 
6.1.3 Edge Diffusion and Island Elongation 
It was clear in Figure 6.3 that the islands tend to become increasingly elongated 
as the flux is reduced, which will now be discussed in terms of edge diffusion. 
The existence of elongated islands in a low flux environment requires that 
the energy barriers for edge diffusion are higher along some directions than others 
(anisotropic edge diffusion). Also, the interplay between corner rounding and edge 
diffusion is important, since higher barriers for corner crossing compared to edge 
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diffusion are required to produce anisotropic shapes. Figure 6.5 depicts a small 
and initially hexagonal island. If we allow edge diffusion to proceed more easily 
along face a than in any other direction, then as growth proceeds the island will 
elongate along an axis parallel to a (this is shown to be a Bi(1120) direction in 
Section 6.4). In a low flux environment, there is time for an adatom arriving 
at some site along the a face to be transported to an energetically favorable 
site before the next adatom arrives from the diffusion field, producing island 
elongation. This tendency for elongation is obscured at higher fluxes by the more 
rapid arrival of new adatoms at the perimeter, which "pin" the edge adatoms in 
place, ending their diffusion. 
a 
Figure 6.5: An illustration of anisotropic edge diffusion resulting in elongated islands. The 
left drawing is of an initially hexagonal island. If diffusion barriers are lower along a edges than 
in other directions, then diffusion is faster in this direction, producing an elongated island like 
that depicted in the right drawing. 
Anisotropic edge diffusion has other effects on the general island morphol-
ogy. Figure 6.6(a) shows a histogram of the orientation of the long axes of the 
islands on the substrate (the azimuthal orientation) for several flux and coverage 
examples, and shows that the islands are preferentially oriented at 60° to one an-
other (see for example the 8=1.5 ML SEM image in Figure 6.1) . This corresponds 
to the symmetry directions of the hexagonal graphite lattice, and shows that the 
substrate influences the island orientation (this will be described in more detail 
in Section 6.4). It would be reasonable to expect that if one axis of a 6-pointed 
star is aligned with a symmetry direction of the substrate, that the other arms 
of the star (secondary arms) should also be oriented at 60°. Figure 6.6(b) shows 
the average angle of the secondary arms from the elongation axis, as a function of 
increasing coverage, for various fluxes (indicated by the legend). Note that each 
data point is an average of islands from several different regions of the substrate. 
The inset is an SEM image of a star shaped island, showing the angle between 
secondary arms. Clearly, the secondary arms are oriented at angles greater than 
60°. There is negligible dependence of the angle on coverage, however it decreases 
as the the flux is increased, as shown in Figure 6.6(c). The error bars correspond 
to ±1 standard deviation of the data about the mean value, with a data set of 
over 600 islands. 
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Figure 6.6: (a) Histogram of the azimuthal orientation of the islands on the substrate. (b) 
Plot of the angle between the secondary arms of the star shaped islands (this angle is indicated 
in the SEM image inset), as a function of increasing coverage, for the fluxes shown in the 
legend. (c) Plot of the average angle between the secondary arms the of star shaped islands, as 
a function of flux, with the data averaged over all coverages. 
The notion of anisotropic edge diffusion is consistent with the observation 
that the arms of the star opposite the long axis are flattened towards the axis (i.e. 
the angle between the secondary arms increases) with a reduction in flux. The 
increased fraction of the diffusion field captured by the corners of a hexagonal 
island (compared to the flat faces), will have longer to diffuse away from the 
corners at low fluxes. Because adatoms diffuse more easily along a edges (than in 
other directions), this will tend to smooth (flatten) face a, rather than producing 
the long protruding star arms featured in the slightly higher higher flux cases (for 
example F=O.03 A/s in Figure 6.3). 
The effect of faster diffusion along a faces also manifests itself in the mor-
phology of the edge instabilities. Any deformity protruding from the island 
perimeter will be amplified along the elongation direction. This can be seen 
in Figure 6.3, where instabilities and splitting of the growth front tend to be 
aligned parallel to the direction of island elongation. 
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6.1.4 Island Base Heights 
The heights of the star shaped island bases (this excludes the stripes which sit 
on the bases) have been measured from AFM scans. The primary focus of this 
study is the flux range 0.005 A/s - 0.2 A/s, for coverages between 0.2 ML and 2.0 
ML, since these deposition parameters were easily reproduced and allowed data 
to be obtained from several samples. It should be noted that the uncertainty in 
the height measurements is approximately ±0.2 nm, arising from the signal noise 
in the AFM scans. The heights of the hexagonal islands from the low flux limit 
are considered at the end of this Section. 
A typical base height profile is shown in Figure 6.7. It reveals that the 
island bases have a flat height cross-section (excluding the peak in the centre of 
the island which results from the stripe featured in the image), implying that 
they are some uniform multiple of atomic layers tall. This type of flat profile is 
observed for all the bismuth island bases. However it is not generally possible to 
attribute a particular multiple of atomic layers to a base height, given the signal 
noise in the AFM scan, and the ex situ nature of the measurements. 
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Figure 6.7: A representative AFM height cross-section (left), taken through the solid horizon-
tal line in the AFM image (right) (0=0.7 ML, F=0.03 A/s). 
Figure 6.8(a) presents histograms of the island base heights for the 0.2 A/s 
flux, showing that the island bases are always less than 2 nm tall for the coverage 
range 0.2 - 2.0 ML. Figure 6.8(b) shows the mean island base height as a function 
of increasing coverage for F=0.2 A/s. The error bars represent the standard 
deviations of the histograms in Figure 6.8(a), and so give an indication of the 
spread in the mean island heights. It is apparent from this plot that there is 
no distinguishable evolution in the mean island height with increasing coverage, 
and we observe a constant mean island height of order 1 nm. Figure 6.8(c) 
is a combined histogram of the island heights for all the coverages featured in 
Figure 6.8(a). From this histogram we find a mean island base height of 1.1nm 
for this flux, with a standard deviation of 0"=0.25 nm. 
Figure 6.9(a) presents histograms for the 0.03 A/s flux, which all show 
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Figure 6.8: Island base height data for F=0.2 A/s. (a) Height histograms for the coverage 
range 0.2 - 2.0 ML. (b) Mean base height as a function of increasing coverage. (c) Combined 
histogram of the island heights for all the data from (a). 
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Figure 6.9: (a) Histograms of the island base heights for (a) F=0.03 A/s, and (b) F=0.005 A/s. 
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island heights of order 1 nm. Figure 6.9(b) shows histograms for F=0.005 A/s. 
We again find a distribution in the island heights, which are always less than 
2 nm, and no obvious trend with increasing coverage. The entire coverage range 
was not measured for these two fluxes, due to the time required to obtain each 
AFM scan. Instead, a selection of coverages were chosen to enable a comparison 
with the complete data set obtained for the F=0.2 A/s case. 
Figure 6.10 presents combined height data for the entire flux and coverage 
range (() = 0.2 - 2.0 ML, F = 0.005 - 0.2 A/s). Figure 6.10(a) shows the mean 
island height as a function of coverage, for the three fluxes (indicated by the 
legend), the error bars represent ±1 standard deviation of data about the mean 
value. This plot shows that there is no clear dependence of the mean island height 
on either flux or coverage. A combined histogram of base heights for all coverage 
and flux environments is shown in Figure 6.10(b). We find a mean height of 
1.1 nm with a standard deviation of 0-=0.3 nm for the bismuth island bases. 
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Figure 6.10: Island height data combined from all flux and coverage environments. (a) The 
mean base height as a function of increasing coverage, the error bars denote the standard 
deviation in data. (b) A histogram of the island base heights. The dashed lines in the plots 
indicate multiples of atomic layer thickness. 
The data in Figure 6.8, Figure 6.9, and Figure 6.10 show that there is a 
fairly narrow distribution of island base heights, which appear to be independent 
of flux and coverage. Although there is a distribution of heights, the independence 
of the distribution on coverage implies that the majority of islands aggregate to 
a height within the approximate range of 0.8 nm - 1.4 nm, and then the base 
growth proceeds horizontally at a fixed height. It is clear that this aggregation 
to a fixed base height must occur during the earliest stages of growth, since by 
()=0.2 ML we already find the heights to be of order 1 nm. 
In Section 6.4 it is shown that these bismuth islands are oriented with 
{01I2} crystallographic planes parallel to the substrate, which corresponds to an 
inter-planar distance of 0.33 nm. Dashed lines representing multiples of atomic 
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layer thicknesses are shown in Figures 6.10 and 6.11 for comparison with the 
experimental data. While correlation of island heights with precise atomic layer 
heights is not possible, the absence of any islands which could be consistent with 
a single layer height is obvious. This suggests that the island bases of a single 
atomic layer are not energetically favorable. 
It is clear that the height characteristics for bismuth islands are very differ-
ent to those of antimony (Chapter 5), where 3D aggregation was demonstrated. 
The 2D (but multi-layer) growth of the island bases in the Bi/HOPG system, 
implies a high energy barrier for upward adatom migration from the side faces 
to the top faces of the islands (Erlich-Schwoebel [150] type barrier). This is also 
found in the Au/graphite system [16], which features the aggregation of very flat 
islands with heights comparable to the present case. 
We now consider heights of both the large hexagonal islands and the star-
like islands found in the low flux limit. Figure 6.11 presents island height data 
for F=7 x 10-4 A/ s (black bars), along with the combined height data from all 
other fluxes (grey bars, data from Figure 6.10(b)). The star-like and hexagonal 
islands are approximately 1.8±0.2 nm tall 2.5±0.2 nm tall respectively. It seems 
that the star-like islands may be marginally taller than most of the islands from 
other fluxes, however the uncertainty in the AFM height measurements makes it 
difficult to conclusively identify a difference. It is immediately obvious however 
that the hexagonal islands are significantly taller than islands from any other 
flux studied thus far (which also accounts for the smaller size of the hexagonal 
islands, compared to their star shaped counterparts in Figures 6.3 and 6.4). This 
is consistent with a thermodynamic tendency to minimize the free energy of the 
system, leading to compact and 3D shapes. The reduction in flux allows more time 
for upward adatom migration (time to overcome Erlich-Schwoebel type barriers) 
and subsequent growth in a direction perpendicular to the substrate [54]. 
It is therefore clear that a transition in growth mode occurs for islands grown 
in flux environments lower than 7 x 10-4 A/s, from kinetically dominated star 
shaped dendrites with negligible variation in height with flux, to taller more com-
pact morphologies. This transition to taller more compact shapes with decreasing 
flux is analogous to the more compact island morphologies which are typically 
observed at elevated temperatures in many systems [91], where edge diffusion 
and corner crossing become more rapid, resulting in more thermodynamically 
favorable shapes [79]. Note that the low flux limit will not be considered further 
until step edge decoration is discussed in Section 6.5. 
The range of thin film growth modes on graphite is extensive, and de-
pends on an array of experimental variables, of which temperature is particu-
larly important. Layer by layer growth has been observed for Ru adsorption 
on graphite [151]' however Binn et al find that island growth is more typical 
for metals deposited on graphite [99]. They observe that Cr and V islands 
grow on graphite at a temperature of 423 K, via 3D aggregation to a height 
6.1. Island Morphologies: Growth and Kinetic Influences 
Mono-Layer Thickness 
2345678 
80.-~--~~--~----~~--~~ 
60 
~ 
c 
~40 
~ 
u.. 
20 
0.5 
star-liike! i 
: 1 i h~xadonal 
: i ! l' , : 
1 ' 
1 1.5 2 
Base Height (nm) 
: 
2.5 3 
99 
Figure 6.11: Island height data for F=7 x 10-4 A/s (black bars). The grey bars represent 
the combined height data from all other fluxes (taken from Figure 6.10(b)). The dashed lines 
indicate multiples of atomic layer thickness. 
of order 10 nm, and subsequent lateral island growth at this fixed height for the 
remainder of deposition. These investigations were performed with X-ray and 
ultraviolet radiation (XUV) reflection techniques, which indirectly determine the 
film's morphology from the reflectivity of a synchrotron beam. This makes a 
comparison with the shape of our Bi islands impossible. However it does indicate 
that lateral island growth at a fixed height on graphite is certainly not unique to 
Bi adsorbates. It would be interesting to observe if any of the Cr or V islands 
feature the flat tops found for Bi. 
Most high resolution investigations of island heights in the literature are 
limited to small islands, which enables STM imaging [152], [153]. The growth of 
1 ML tall islands is fairly common, and is often observed in metal/semiconductor 
and metal/metal systems [154]. In these examples the substrates often have dan-
gling surface bonds, which results in strong adsorbate/substrate bonding, favoring 
2D aggregation. These cases are fundamentally different from the Bi/HOPG 
island bases, since the islands do not aggregate to a multi-layer height and then 
grow 2-dimensionally at this height. Instead they grow 2-dimensionally at the 
single mono-layer height until they touch and coalesce, often forming a wetting 
layer. The metalj graphite binding energy should be much weaker (see for example 
ref.[54] for Au/HOPG) since it is mainly due to Van der Waals interactions [18], 
hence favoring 3D growth. 
2D growth of multi-layer islands which exhibit preferred heights have been 
observed in several adsorbate/substrate systems (for example Pb/Cu [155] and 
various metals on semiconductor surfaces [156], [157]), where these flat islands 
were attributed to a quantum size effect. In those cases, the electronic energy 
of the islands in the Z-direction oscillates with film (or island) thickness due 
to the confinement of electrons between the substrate-film and the film-vacuum 
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interface. Some island heights are therefore more energetically favorable than 
others, and so appear far more frequently in the STM images at low tempera-
ture. The AFM signal noise prohibits any conclusive correlation of our island 
base height with multiples of atomic layers, although layer heights are shown in 
Figures 6.10 and 6.11 for ease of reference. It would be interesting to observe 
with in situ STM if particular multiples of atomic layers are preferred in the base 
heights. It does however seem unlikely that the fiat bases could be attributed to 
quantum confinement, since our system is at room temperature, and in no other 
such system has layering (such as stripes) been observed on top of the fiat island 
bases. 
A similar 2D growth mode has however recently been reported in the Bi/Si 
system at room temperature [158], where island growth proceeded laterally at a 
constant height of 1.3 nm, and where only islands of even multiples of atomic 
layers were stable. The preferred heights were accounted for by a layer-pairing 
of Bi{01I2} planes which saturated dangling covalent bonds, rather than by 
electron confinement. It is shown in Section 6.4 that the islands observed here are 
also {01I2} oriented in the Bi/HOPG system. However the inability to resolve 
preferred heights makes further comparison with the Bi/Si system in terms of 
mechanisms for lateral growth difficult. Regardless of the precise mechanism for 
the fiat island bases, the multi-layer 2D growth results in the formation of islands 
with lateral dimensions orders of magnitude greater than the thickness. 
6.1.5 Island Densities 
The evolution of island densities with varying experimental conditions allows 
investigation of the mechanisms responsible for island nucleation. Island densi-
ties have been determined by counting the number of islands within a manually 
defined capture zone area, from the SEM images, as shown in Figure 6.12. We 
select regions on large terraces that appear to be relatively defect free, as indicated 
by a low density of large islands for the particular sample. For each coverage we 
typically select 4 such regions from different areas of the sample, to ensure a 
representative data set. Relatively low magnification (x 3500) SEM images are 
used to ensure that a statistically significant number of islands are available for 
analysis. 
Saturated Island Densities 
Figure 6.13 shows the island density as a function of coverage for the fiux range 
0.005 Als - 1.0 Als (indicated by the legend). We observe that there is no 
distinguishable dependency on coverage for any fiux. Once island nucleation is 
completed, the remainder of the deposited adatoms will be captured by existing 
islands and contribute primarily to island growth. This is the so called post-
nucleation (pure island growth) regime, where the island density has reached 
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Figure 6.12: An example of a region selected to determine island densities (F=0.2 A/s, 
0=1.5 ML). Note that uniform regions on large terraces are chosen, avoiding step edges. 
a maximum, defined as the saturated island density, Ns . The approximately 
constant island density with increasing coverage shown in Figure 6.13, means 
that by 8=0.2 ML the nucleation of new islands is virtually completed, and the 
Figure 6.13: The dependence of island density on coverage for the flux range of 0.005 A/s -
1.0 A/s (indicated by the legend). 
Homogeneous Versus Heterogeneous Nucleation 
The independence of the island density on the coverage can result from post-
nucleation growth of islands which have nucleated either on defect traps (hetero-
geneous nucleation) or from adatom-adatom collisions (homogeneous nucleation). 
We now explore these two possibilities. 
The particle flux controls the diffusion length between adatom-adatom col-
lisions by altering the concentration of diffusing adatoms on the surface. High 
fluxes result in a higher concentration of diffusing adatoms, which travel short 
distances before colliding with other adatoms. Conversely, if the flux is sufficiently 
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low that the adatom-adatom collision distance is greater than the distance be-
tween defects, island nucleation will occur primarily by defect trapping, and the 
island density will be independent of flux. 
Figure 6.14 depicts the two regimes of nucleation. Heterogeneous nucleation 
is indicated by the dashed line, where the island density is independent of flux. 
As the flux is increased, the adatom-adatom collision distance decreases, and 
eventually there is a cross-over from heterogeneous to homogeneous nucleation 
(solid line), and the island density begins to increases with increasing flux. Mean 
field nucleation theory predicts from a rate equation analysis [159], that for ho-
mogeneous nucleation, the saturated island density has a functional dependence 
on the flux of the form 
Heterogel1eous 
Nucleation . 
Homogeneous 
Nucleation 
log(Flux) 
(6.1) 
Figure 6.14: Schematic representation of the two types of island nucleation. The saturated 
island density, Ns is independent of flux in the case of heterogeneous nucleation, and increases 
with flux in the case of homogeneous nucleation. 
Figure 6.15 presents a log-log plot of the saturated island density as a 
function of increasing flux. Ns has been calculated by averaging over all the island 
densities from multiple deposits at each flux in order to reduce the uncertainties 
to an acceptable level. Typically, each data point in Figure 6.15 is an average 
of 20 different regions taken from a variety of samples with different coverages 
(since the island density was found to be independent of coverage). The error 
bars are taken to be the standard deviation of the mean island density (ax = fo' 
where n is the number of samples in the data set). 
The relationship between the saturated island density [cm-2] and the de-
position flux [A/s] is determined from the least squares fit to the data points. It 
follows the power law relation 
(6.2) 
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Figure 6.15: A log-log plot of the saturated island density, Ns as a function of flux. The line 
is a least squares fit to the experimental data points. 
for more than two orders of magnitude in flux. The agreement of the form of 
this experimental fit with Equation 6.1, shows unambiguously that the Bi islands 
are nucleated via adatom-adatom collisions in the flux range of this study. We 
would expect this relation to break down in the limit of extremely low flux where 
heterogeneous nucleation would eventually prevail, and for extremely high fluxes, 
where the adatom arrival rate to the surface becomes rapid enough to prevent 
any appreciable diffusion. However neither of these regimes are experimentally 
accessible with our apparatus. We can now generalize to say that we are working 
in the post nucleation growth regime, and that islands are formed by homogeneous 
nucleation. 
The island density in the lowest flux environment also gives us an estimation 
of an upper bound on the defect density in the clean regions of the graphite 
substrates of 9 x 106 cm-2 • This value is considerably lower than reported in other 
studies of adsorbates nucleated on the HOPG basal plane. For gold particles 
Darby and Wayman [54] obtain island densities of 4 x 107 cm-2 for vacuum 
cleaved graphite (recall our substrates were air cleaved). Anton and Kreutzer [91] 
find gold island densities of order 109 cm-2 in the cleanest regions of HOPG 
prepared in a similar manner to our substrates. Their densities were independent 
of deposition temperature, which implies an intrinsic graphite defect density. 
It seems unlikely that the defect density of our substrates would be any lower 
than in these studies, given the similarity of substrate preparation and vacuum 
environments. 
It should be noted that the Bi inter-island spacing is similar to that of 
antimony, both in our study and in the work of other groups [19]. This then raises 
the possibility that Bi and Sb may be less sensitive to defects than many other 
adsorbates. It is however clear that terrace defects are not transparent to the 
diffusing adatoms, since some graphite terraces are decorated with islands many 
orders of magnitude denser than in the clean regions selected for this study, as 
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illustrated in Figure 6.16. It will also be demonstrated in Section 6.7 that lowering 
the substrate cleaning temperature introduces a significantly higher density of 
defect nucleated islands. 
Figure 6.16: Variation of island densities on different graphite terraces. Note that the small 
terraces tend to be characterized by higher island densities. (a) 0=1.5 ML, F=0.2 A/s. (b) 
0=0.2 ML, F=0.005 A/s. 
The Critical Island Size 
The influence of the particle flux on the saturated island density provides informa-
tion on the critical island size i, above which islands are stable against dissociation 
(measured in units of number of particles) [48]. Standard rate-equation theory 
predicts that the exponent in Equation 6.1 depends on the critical island size 
through the relation 
X=(i~2) (6.3) 
Equation 6.3 assumes that diffusion is 2D and isotropic 1 which is a reason-
able approximation for the graphite substrate. It also ignores the possibility of 
diffusion of stable islands, which is not a priori obvious for our system. A transi-
tion from i = 1 to i > 1 is expected with increasing temperature, as dissociation 
becomes active. However a complication to this scenario may arise if small cluster 
diffusion becomes activated before island dissociation. Villain et al [161]' [162] 
have shown that a modified form of the scaling relation is required to account 
for the possible influence of small island mobility on the island density. They 
calculate a value of g for the exponent in Equation 6.1 for the case where i = 1 
and small clusters are able to diffuse. Bartelt et al [163] present a discussion of 
the likelihood of requiring consideration of a modified scaling relation in practical 
systems. In the homoepitaxial metal cases they review, it seems that the island 
1 For the case of highly anisotropic and 1D diffusion X = (2i~2)' A list of the possible values 
of the exponent for different physical regimes is given in Table 11.1 of ref. [160] 
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density is not significantly effected by a small degree of cluster mobility, and the 
classic form of the scaling exponent given in Equation 6.3 remains valid. 
A comparison of Equations 6.1 and 6.2 yields an exponential factor of X = 
0.36 ± 0.03 for the Bi/HOPG system. It is clear that our exponent fits Equation 
6.3 for i = 1, implying that the smallest stable island size is comprised of two 
adatoms in this system. It is therefore assumed that there is no Ostwald ripening 
for this system at room temperature. It should be noted however, that the 
exponent is also very close to the value X = ~ determined for the regime of 
i = 1 with rapid small cluster mobility. Based on the above discussion, it is not 
possible to comment on the possibility of small cluster diffusion in this system 
solely from the scaling of the saturated island density with the particle flux, even 
though Equation 6.3 assumes that small clusters are immobile. This information 
requires STM studies of the scaling of the island size distributions with coverage 
[163]. 
Diffusion Lengths 
The values obtained for the island densities allow estimation of the mean adatom 
diffusion length, L for each flux since N;l rv L2. We define L as the mean 
distance traversed by an adatom before it collides with another diffusing adatom 
to nucleate an island (the inter-island distance). The average value of this length 
is in the region of 3.4 Mm for F=O.005 A/s, 2.7 Mm for F=0.03 A/s, and 1.7 Mm 
for F=O.2 A/s. 
The diffusion coefficient, D describes the mean square displacement, (r2) of 
an adatom (undergoing Brownian motion) in a given time interval, t [36] and is 
given by the Einstein relation 
(6.4) 
Knowledge of the time taken to travel the diffusion length would allow a crude 
estimate of the room temperature diffusion coefficient for the Bi/HOPG system 
via Equation 6.4. Since we have determined that the island densities have satu-
rated by 0=0.2 ML for each flux, we can estimate a lower limit for the diffusion 
coefficient. Given that L is of order 1.7 Mm for F=O.2 A/s, and it takes less 
than 3.4s (the deposition time for 0=0.2 ML) for the adatoms to traverse this 
distance2 , we estimate that D > 10-9 cm2s-1 • The accuracy of this value could 
be greatly improved if we were able to ascertain the actual coverage at which the 
island density saturates, rather than just relying on an upper bound. However 
2This assumes that all islands are nucleated within the time frame of deposition. In Sec-
tion 6.6 we show that this is a reasonable assumption, based on the absence of a morphology 
change when the diffusion process is frozen immediately at the end of deposition (chamber 
immediately vented), compared to when there is a time delay between the end of deposition 
and removal of the sample from the chamber. 
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this is prohibited by the resolution of the SEM, and by timing accuracy of the 
deposition at high fluxes. 
This lower limit of the diffusion coefficient for Bi/HOPG is significantly 
larger than in many other adsorbate/substrate combinations. For Ir/Ir(100) at 
T=270 K, D = 10-16 cm2s-1 [164]. Studies of Pd diffusion on sapphire at a 
temperature of 798 K yield D = 1 X 10-10 cm2s-1 [165]. It has also been 
shown in numerous cases that large clusters are able to diffuse. Sb36 diffuses 
on amorphous carbon with D = 2 X 10-12 cm2s-1 [164]. We would expect the 
diffusion of adsorbates on HOPG to be more rapid than in the above cases, due to 
its extremely weakly interacting nature. For the case of antimony cluster diffusion 
on graphite at room temperature, Bardotti et al [166] find diffusion coefficient 
values of order 10-8 cm2s-1 (108 times higher than studies of cluster diffusion 
on other substrates). Diffusion of gold clusters on graphite at room temperature 
also yields a diffusion coefficient of order 10-8 cm2s-1 [167]. Molecular dynamics 
simulations of diffusion of large gold clusters on graphite have shown that the 
diffusivity of these clusters is comparable to that of single adatoms [168]. These 
values for diffusion of clusters on graphite are larger than our lower bound on 
the diffusion coefficient for Bi adatoms on graphite. This further indicates that 
island nucleation is completed well within the time frame of deposition. 
6.1.6 Island Sizes 
The evolution of island area with increasing coverage has been investigated for 
fluxes in the range 0.005 A/s - 0.2 A/s. In all cases we are concerned with 
coverages below 2 ML to avoid the complication of island coalescence. It should 
be noted that all equations in this Section express flux in units of [A/s], coverage 
in [ML], area in [f.lm2], and time in [s], in order to maintain intuitive expressions 
that can easily be compared to SEM images and data plots. 
Figure 6.17 presents an example of the island size distribution for various 
coverages at a fixed flux of 0.2 A/s. The histograms show an approximately 
normal distribution of island areas. The standard deviation in the histograms is 
in all cases within the range of 30-40% of the mean island area, indicating that 
the distribution in the island sizes about the mean is independent of coverage. 
The absence of any obvious asymmetry in the size distributions in Figure 
6.17 allows us to rule out some secondary island aggregation processes. If small 
islands were able to diffuse, we would expect to observe an asymmetrical dis-
tribution with an increase in the number of large islands, at the expense of the 
number of small islands which have diffused and coalesced to form them. Also, 
double peaks have been observed in size distributions when islands are able to 
migrate after they reach some critical size [169]. The approximately normal size 
distributions observed for bismuth therefore support the conjecture of a simple 
deposition, diffusion, nucleation and growth model for this system. 
The mean island areas have been calculated for each coverage within a given 
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Figure 6.17: Histograms of island size distributions for F=O.2 A/s, note scale changes. The 
superimposed curves are normal distribution fits to the data. 
flux environment from the size distributions, and are presented in Figure 6.18. 
The x-axis has also been rescaled into the time domain using 8 = Ft/3A. The 
uncertainty is taken to be the standard deviation in the mean. However, these 
were typically 3% of the data value, yielding error bars smaller than the data 
symbol size. Error bars of ±15% of the data values have been chosen, to reflect 
uncertainties in the deposited dose of bismuth, and uncertainties in the thresh-
olding procedure for determining the island areas from the SEM images. 
The three plots show a linear increase of the mean island area, A with 
increasing coverage for all fluxes, with the dependence 
A = (2.3 ± 0.2)8 - 0.39 ± 0.02 
A = (1.3 ± 0.2)8 - 0.17 ± 0.08 
A = (0.67 ± 0.9)8 
for F=0.005 A/s 
for F=0.03 A/s 
for F=0.2 A/s 
(6.5) 
Rescaling into the time domain (this will be used later to determine growth rates), 
yields 
A = (0.33 ± 0.04 x 1O-2)t - 0.39 ± 0.02 
A = (1.2 ± 0.2 x 1O-2)t - 0.17 ± 0.08 
A = (3.9 ± 0.6 x 1O-2)t 
for F=0.005 A/s 
for F=0.03 A/s 
for F=0.2 A/s 
(6.6) 
The linear dependence of the island area on coverage confirms the initial 
observation from the AFM scans that the islands grow at approximately fixed 
heights (since the island density is constant with coverage). If significant 3D 
aggregation was active, the area of the islands projected onto the substrate should 
follow a power law relation [170]. The plots also confirm that the mean area of 
the low flux islands is larger than that of their high flux counter parts, for a given 
coverage, as was qualitatively observed in the SEM images in Figures 6.1 and 6.2. 
This is due to the increased island density in the high flux case, which results in 
less material available per island due to competitive adatom capture. 
The offset from zero in the linear fits can perhaps be understood within 
the context of the initial stages of island nucleation. When the first particles 
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Figure 6.18: The evolution of the mean island size with increasing coverage for (a) 
F=O.005 A/s, (b) F=O.03 A/s, (c) F=O.2 A/s. 
arrive at the graphite surface from the vapor beam, they diffuse uninterrupted by 
islands. The adatom migration is ended by an encounter with another diffusing 
adatom, and the subsequent binding to nucleate an island. The time scale of this 
uninterrupted diffusion, tud will depend on flux, since higher fluxes result in a 
more rapid rate of adatom collisions, and hence a reduction in the uninterrupted 
diffusion time. This is consistent with the observation that the offset in the linear 
fit is reduced as the flux is increased in Figure 6.15. We obtain an uninterrupted 
diffusion time oftud = 120±70 s for F=0.005 A/s, tud = 14±8 s for F=0.03 A/s, 
and tud = 0 ± 2 s for F=0.2 A/s. 
The offsets in the mean island area as a function of the particle flux are 
plotted in Figure 6.19(a). A linear fit to the data points yields the relation 
Aoffset = O.l1ln(F) + 0.17 (6.7) 
The scatter in the experimental data points in Figure 6.18 results in uncertainties 
of order ±60% in Equation 6.7. This prohibits a correlation of the uninterrupted 
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diffusion time with the particle flux with any reasonable degree of accuracy, but 
nonetheless serves to describe the limited data set in Figure 6.19(a).3 
The mean island growth rate, dA/ dt[f.Lm2s-1 ] for each flux is given directly 
by the linear fits in Equation 6.6, and is plotted as a function of the particle 
flux in Figure 6.19(b). We observe that the growth rate increases as the flux is 
increased, which is intuitively obvious, since increasing the flux results in a more 
rapid arrival rate of adatoms to the island perimeters. The log-log plot of the 
growth rate as a function of flux yields a linear fit, from which we determine 
dA/dt = (0.12 ± 0.02)Fo.67±O.07 (6.8) 
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Figure 6.19: (a) The dependence of the offsets in the mean island area (from Figure 6.18) on 
the particle flux. (b) The dependence of the mean island growth rate on the particle flux. 
The mean island area at a given coverage depends on both the growth 
rate and the time at which the islands start growing (given by the uninterrupted 
diffusion time). Combining Equation 6.7 and Equation 6.8 (and using B = Ft/3.4) 
allows the mean island area to be expressed in terms of experimental parameters, 
as 
A = (0.41 ± 0.04)BF-o.33±O.03 + (O.l1ln(F) + 0.17) (6.9) 
Figure 6.20 shows experimental data points of the mean island area as a function 
of coverage. The solid lines are linear fits to the data using Equation 6.9 (note 
that in Figure 6.18 the solid lines were least squares fits to the data set for each 
flux) and the dashed lines are fits with the offset due to the uninterrupted diffusion 
time (second term in Equation 6.9) neglected. It is clear that the offsets represent 
only a small correction to the mean island area, and become less important with 
increasing flux and/or increasing coverage. 
3Note that using values of tud in Equation 6.4 should narrow down the range of the diffusion 
coefficient. However, the large uncertainties quoted here yield diffusion coefficients consistent 
with that calculated by using the deposition time for B=0.2 ML. 
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The exponent of -0.33 in the first term of Equation 6.9 results because 
the mean island area is directly proportional to N;l, since higher island densities 
result in smaller islands. The large uncertainty in the second term of Equation 6.9 
(of order ±60%) makes any analysis of the meaning of its functional form difficult. 
The best we can say is that it probably exists due to a time delay between particle 
deposition and the nucleation of islands (an uninterrupted diffusion time). For 
the purpose of this study, it is included in Equation 6.9 as a minor correction to 
the island area, in order to fit the experimental data in Figure 6.18. 
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Figure 6.20: Mean island area as a function of coverage. The symbols are the experimental 
data points (reproduced from Figure 6.18). The solid line is a fit to the data using Equation 6.9. 
The dashed line is a fit to the data using Equation 6.9 with the second term neglected. 
Equation 6.9 allows prediction of the mean island size for the Bi/HOPG sys-
tem for any given flux and coverage within the range of this study. Knowing that 
the island density scales with flux according to Equation 6.2, allows tuning of flux 
and coverage to obtain predictable island densities and sizes from homogeneous 
nucleation. 
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6.1. 7 Adsorbate Condensation 
The calibration of the deposition rate monitor by thickness measurements of Bi 
deposited on a SiN wafer in Chapter 3, allows confidence in the measurement 
accuracy of the amount of material arriving at the substrate surface from the 
particle beam. However it does not provide any information on the degree of 
condensation on the HOPG surface, which may be markedly different to that of 
SiN, due to its extremely clean and weakly interacting nature. 
Incomplete condensation arises when the adsorption energy between the 
adatom and substrate is low, resulting in evaporation of diffusing adatoms from 
the substrate. In this regime, particles deposited on a surface will diffuse until 
they either evaporate, or collide with another diffusing adatom, island, or defect 
trap and remain permanently on the substrate. The lifetime of adatoms migrating 
on the surface is therefore determined by the outcome of a competition between 
the evaporation time Te , and the time for collision Teol, with another diffusing 
adatom, aggregated island, or defect trap. 
Te > Teol --t complete condensation 
Te < Teol --t incomplete condensation (6.10) 
The degree of adatom condensation on a surface is quantified by the con-
densation coefficient, which is given by the fraction of adatoms which satisfy 
Te > Teol (i.e. condense on the surface). Other workers have demonstrated 
that the adatom-graphite binding energy, which is predominantly due to Van 
der Waals forces, is low in relation to adatom-adatom binding energies [54]. We 
now discuss the degree of bismuth condensation on the graphite surface. 
A simple measure of the condensation coefficient is obtained by comparing 
the volume of material aggregated into islands, with the amount of material 
deposited within their adatom capture zone. A capture zone was defined around 
a group of islands from a B=1.5 ML sample deposited at F=0.2 Als as shown in 
Figure 6.21. This AFM scan has the best signal to noise ratio of all our data (the 
island density in this region is slightly higher than for typical non-defect nucleated 
islands, however it is irrelevant whether the island morphology is typical for this 
purpose). The area within this zone multiplied by the deposited dose of bismuth 
gives the total volume of material available for island formation within the capture 
zone, and was calculated to be (2.1 ± 0.2) x 10-3 fJm3 . 
The total volume of material condensed into islands was measured from 
the AFM image. The volume of the island bases were calculated from their area 
projected on to the substrate, and their heights. The contribution to the island 
volume by the striped layers was also included by measuring each stripe's area 
and height. We find that the total volume of bismuth condensed into islands 
within the capture zone is (1.7 ± 0.25) x 10-3 fJm3 • 
The accuracy of the height measurements were limited by the AFM signal 
noise to within 10% in this case. The uncertainty in the deposited volume arises 
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Figure 6.21: (a) The AFM image used for calculating the ratio of deposited to condensed 
material, the scan size is 5 /-Lm. The darker central region defines the capture zone for the 6 
islands. (b) and (c) are the binary island base and stripe areas for individual height calculation. 
mainly due to experimental factors, such as the stability of the particle flux. The 
manual definition of the capture zone, island bases and island stripes contributed 
negligible uncertainties in comparison to the experimental measurements. 
The agreement of these two values indicates that complete condensation is 
achieved for this flux (at least within the margin of error of the experimental 
parameters). This implies that Te > Teol, and also excludes the possibility of 
a significant fraction of particles bouncing off the substrate at the moment of 
deposition. 
This really only directly confirms complete condensation for the 0=1.5 ML 
and F=0.2 A/s growth environment. It would be beneficial to investigate other 
coverages and fluxes to generalize for the entire system, especially for the low 
flux where Teol is much larger. However, the low density of islands in the low 
flux case prohibits obtaining AFM scans that include enough islands to define 
a capture zone, while still being able to get accurate height and island area 
resolution. Also, the noise levels in the AFM scans are generally much higher for 
low coverage islands grown in a high flux environment, thus prohibiting evaluation 
of the condensation coefficient for lower coverages. 
Anton and Schneidereit found a condensation coefficient for Au/HOPG at 
room temperature of 0.3±0.2 for a projected coverage of about 5%, which rapidly 
approached unity as deposition progressed [16]. Arthur and Cho find very low 
condensation coefficients during the early stages of Cu/HOPG and Au/HOPG 
deposition at room temperature [17]. Our study however, only considers the 
coverage range beyond 0=0.2 ML, and our sample is located at a greater distance 
from the crucible than is suggested by the chamber configuration in ref. [17], which 
may result in less sample heating. Other workers just note that the quantity of 
material on the substrate agrees with the deposited amount determined by a 
deposition rate monitor [171]. 
Based on the complete condensation of the 0=1.5 ML and F=O.2 A/s sam-
ple, we assume that evaporation of adatoms from the graphite surface is not a 
major consideration in the range of our study. 
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6.1.8 Summary of Island Morphologies 
We have demonstrated that altering the flux and coverage has a marked effect 
on the island morphologies. In a low flux environment, we observe a transition 
from compact and elongated hexagonal islands to 6-point star shaped islands with 
increasing coverage. In a high flux environment, the islands are less compact, and 
large islands feature edge instabilities and splitting. The island bases were found 
to be of order 1 nm tall, independent of coverage and flux. A low flux limit was 
also investigated, and it was shown that large hexagonal islands with heights of 
order 2.5 nm populate this growth environment, representing a crossover to more 
energetically favorable morphologies. 
Island densities saturated at coverages below 0=0.2 ML for all fluxes. The 
densities increased with flux according to Equation 6.2, from which it was deter-
mined that islands form via homogeneous nucleation, and that a particle com-
prised of two adatoms was the smallest stable island size. The island densities 
also allowed us to estimate a lower bound on the room temperature diffusion 
coefficient of D > 10-9 cm2s-1 . 
The mean island size increased linearly as the coverage was increased, con-
firming a predominantly 2D growth mode in the coverage range of the study. 
Also, the slope of this linear dependence changed with flux, showing that for 
a given coverage the mean island size decreases with increasing flux. A single 
expression was found (Equation 6.9) to characterize the mean island area for the 
flux and coverage range of 0.005 A/s - 0.2A/s and 0.2 ML - 2.0 ML respectively. 
The final section confirmed that the dose of bismuth offered to the substrate is 
completely condensed into islands. 
We therefore conclude that altering the flux and coverage allows a large 
degree of control over the shape, size, and density of bismuth islands grown from 
homogeneous nucleation on HOPG surfaces. 
6.2 Island Striping 
We now turn our attention from the general island morphology, and explore the 
striping detail observed on the individual islands in Section 6.1. This striping 
morphology can be seen in the AFM images of Figure 6.1(b) (F=0.005 A/s), and 
Figure 6.2(b) (F=0.2 A/s), where it is clear that the stripes on an individual 
island are always parallel to one another. Also, the stripes are always oriented 
parallel to the island's elongation direction. 
In this Section we first examine the origin of the striping material, followed 
by characterization of the stripe density with changing flux and coverage. We 
then investigate the evolution of the striping morphology with changing flux and 
coverage. This Section uses data obtained from AFM scans, which in addition to 
height information, allow greater resolution than the SEM scans on the scale of 
individual islands. However, obtaining high quality AFM scans can be problem-
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atic due to tip effects. Also, the time to capture an image is significantly greater 
than for SEM imaging. For these reasons, it was not always possible to obtain 
complete data sets. 
6.2.1 Direct Impingement of Particles to the Island Bases 
Given the 2D growth of the bismuth island bases demonstrated in Section 6.1.6, 
it seems likely that the material involved in the striping morphology may have 
come from direct impingement of the particle flux onto the island base, rather 
than from upward adatom migration. We now test if the amount of directly 
impinged material can account for the total volume of bismuth contained in the 
striped layers. 
The integrated contribution to the island volume from direct impingement, 
VD1 can be calculated from the experimental flux and the increase with time of 
the projected island base area, A(t) which collects the flux (all in S1 units), i.e. 
VD1 = F It=tf A(t)dt (6.11) 
It is not possible to determine A(t) directly in this case, since we can not image 
individual islands during growth. However we can approximate by using the 
mean island area given by Equation 6.6 (with an adjustment of a factor of 10-12 
to obtain S1 units), which has the general form 
A(t)=at+b (6.12) 
where a and b are the flux specific constants. We can neglect b to a first order 
approximation, which gives 
A(t) r'Vat (6.13) 
Substituting Equation 6.13 into Equation 6.11 then integrating and solving for 
VD1 at the end of deposition (t = t f ) yields 
Fat2 V
D1 
= __ f 
2 (6.14) 
This can be simplified by noting that at f is just the mean island area at the end 
of deposition and B = Ft, to obtain 
V
D1 
= AfB 
2 
or expressing in units of VD1 [flm3], Af[flm2], and B[ML] 
VD1 = (3.4 x 10-4) AfB 2 
(6.15) 
Equation 6.15 allows calculation of the contribution to an individual island's 
volume from direct impingement, and is particularly convenient because it only 
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requires measurement of the projected island area from the AFM scan. It should 
be noted that this equation is only valid for coverages up to 2 ML. Beyond 
this, the growth rate of the island bases is likely to become non-linear, since the 
islands eventually grow large enough that they begin to touch, effectively halting 
lateral growth. The simplicity of Equation 6.15 results from the linear island 
growth in this system, however more complicated functions could be introduced 
into Equation 6.11 to describe the growth in non-linear cases such as the high 
coverage limit. 
The actual volume of material contained within a particular island's stripes, 
Vm is measured by calculating the volume of each stripe by multiplying its height 
(from the AFM scan) with its projected area onto the island base, and summing 
over all stripes on the island. We estimate that the uncertainty in Vm from 
this procedure is of order ±20%, with around 10% due to AFM signal noise 
and another 10% arising from the procedure of tracing the stripe outlines. The 
uncertainty in VD1 is estimated to be in the region of ±8%, with the majority 
arising from the stability of the particle flux which effects the coverage. 
We now test weather VD1 = Vm for the two islands shown in Figure 6.22. An 
island from the 0.2 Als flux is shown in Figure 6.22(a). For this island we find that 
VD1 = (1.06±0.08) X 10-4 /km3 and Vm = (1.13±0.23) X 10-4 /km3 . The agreement 
of these two values shows that striping arises from direct impingement (at least 
within the range ofthe uncertainty) for the 0.2 Als flux. Figure 6.22(b) shows an 
island from the 0.005 Als flux. In this case VDI = (1.57 ± 0.13) x 10-3 /km3 and 
Vm = (1.22±0.24) X 10-3 /km3 • The agreement ofthese two values now enables us 
to generalize across the entire flux range, to conclude that the striping morphology 
results predominantly from the direct impingement of the particle flux onto the 
island bases. Of course we can not entirely exclude a small degree of upward and 
downward adatom migration given the magnitude of the uncertainty. 
Figure 6.22: Islands selected to measure the ratio of directly impinged to aggregated material 
in the stripe morphology. Coverage is fixed at 1.5 ML. (a) Aisland = 0.418 ± 0.008 J-tm2 , 
F=0.2 A/s. (b) Aisland = 6.16 ± 0.12 J-tm2 , F=0.005 A/s. 
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The confinement of directly impinged material to the top face of the island 
bases, is consistent with the observation that the base heights are independent of 
coverage, since this implied a large Erlich-Schwoebel barrier at the island edges. 
This barrier also prevents significant migration from the top face to the side 
faces of an island. A similar effect was reported for the Au/HOPG system [16], 
where small increases in island height could be entirely accounted for by directly 
impinged material. However, in that system the material seemed to be evenly 
dispersed across the top face of the island, rather than aggregated into structures 
on top of the island base. 
6.2.2 Stripe Densities 
The number of stripes per island, n have been counted for islands deposited 
under various flux and coverage conditions. Figure 6.23(a) shows a plot of n as 
a function of the island area, for a fixed flux of 0.03 A/s. The number of stripes 
per island increases approximately linearly with increasing island size. The plot 
includes data from 4 coverage examples, as indicated by the data legend, and 
we observe that there is no obvious distinction between the different coverages. 
Figure 6.23(b) shows a plot of the number of stripes per island as a function 
of increasing island area (combined data from all coverages) for three flux en-
vironments. All fluxes show an approximately linear increase in the number of 
stripes per island with increasing island area, implying a constant stripe density, 
(} for a fixed flux, since (} = dn/ dA. The stripe density increases with increasing 
flux from 3.3 ± 1.0 j.1m- 2 at F=0.005 A/s to 50 ± 12 j.1m-2 at F=0.2 A/s. The 
increase in stripe density can also be observed by comparing the AFM images in 
Figure 6.1 (F=0.005 A/s) and Figure 6.2 (F=0.2 A/s). 
Figure 6.23(c) shows a log-log plot of the stripe density as a function of the 
particle flux. It is clear that the stripe density increases dramatically when the 
flux is increased from F=0.03 A/s to F=0.2 A/s. It also appears that there is 
little change in density from F=0.005 A/s to F=0.03 A/s. 
The constant stripe densities for all islands in a given flux environment, 
and the increase in the stripe density with increasing flux, can be explained if 
we assume the island bases serve as finite bismuth substrates for the diffusion 
and nucleation of directly impinged material into stripe-like islands. When the 
particle flux is increased, the time between collisions with other diffusing adatoms 
is reduced. This results in an increased aggregate density, as we have already 
demonstrated for the Bi/graphite system. For the case of Bi/HOPG, the log-log 
plot of the island density (Figure 6.15) showed a linear increase with increasing 
flux, consistent with nucleation via adatom collisions. It is immediately apparent 
from Figure 6.23(c) that this is not the case for the Bi/Bi system. Instead we 
observe a similar stripe density for the two low flux cases, implying that nucleation 
via adatom collision is not relevant. This trend may be indicative of nucleation on 
defects at low flux, followed by a crossover to nucleation via adatom collision at 
6.2. Island Striping 
60 (a) 
50 
40 
30 
20 
10 •• 
<10 
2 
o O.SML 
<) 0.7ML 
o 1.0ML 
• 2.0ML 
0/ 
• 
• 
4 6 
Island Area (lJm') 
4 
r 
E 3 
:l. 
OJ 
..5 2 
a 
• 
60 (b) / 
50 
40 
10 
-5 -4 -3 
In F[Ats] 
2 
-2 
o O.oosAls 
<) 0.03A1s 
• 0.2A1s 
4 6 a 
Island Area (lJm') 
-1 
117 
10 
Figure 6.23: (a) Plot showing the linear increase in the number of stripes present on an island, 
n as a function of island size, for a range of coverages at a fixed flux of F=O.03 A/s. The line 
is a least squares fit to the entire data set. Note there is no distinguishable variation with 
coverage. (b) Plot showing the increase in the number of stripes with increasing island size 
for various fluxes, all coverages are included in the data set, the lines are least squares fits to 
the experimental data~ (c) The evolution of the stripe density, (} with increasing flux, note the 
dramatic increase from F=O.03 A/s to F=O.2 A/s. 
some critical flux, as was demonstrated schematically in Figure 6.14. However, 
it is of course impossible to state this definitively given the limited data set. 
Difficulty in scanning high flux samples with the AFM prohibits a more complete 
picture from being obtained. 
6.2.3 Evolution of Striping Morphology With Flux 
Figure 6.24 presents AFM images of the evolution of striping morphology with 
increasing flux, at a constant coverage of 1.5 ML. It is clear that the width of 
the stripes are similar in the F=0.005 A/s and F=0.03 A/s environments, but 
dramatically decreases when the flux is increased to 0.2 A/s. This is consistent 
with the observation of similar stripe densities for F=0.005 A/s and F=0.03 A/s, 
and the increase in island density for the 0.2 A/s flux, in the previous Section. 
This parallels the behavior of a surface diffusion and nucleation system, where an 
increased island density reduces the adatom capture zone per island, resulting in 
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smaller islands, or in this case narrower stripes. The wider stripes in the low flux 
environments often feature striping themselves, resulting in layered morphology. 
This second layer of stripes is most likely due to the direct impingement of the 
particle flux on to the stripes themselves, in much the same way as the first layer 
of stripes aggregate from the direct impingement of particles on to the island 
bases. 
Figure 6.24: The evolution of striping morphology with increasing flux. (a) F=0.005 Als, (b) 
F=0.03 Als, (c) F=0.2 A/s. The coverage is fixed at 1.5 ML. The wider stripes from the lower 
flux case often feature multiple layers of striping at this coverage. Note the dramatic change in 
stripe width when the flux is increased from 0.03 Als to 0.2 A/s. 
Figure 6.25 shows two islands from the F=O.005 Als and F=O.2 Als flux 
environments, both with the same coverage of 1.5 ML. It is apparent from the 
low flux image that the stripes tend to be wider towards the centre of the island. 
This can be understood if we consider the stripe morphology in terms of bismuth 
deposition and diffusion on island bases that are growing with time. At the 
end of deposition, the innermost regions of the island base have been exposed 
to the direct impingement of particles for longer than the outer regions, since 
they formed first. Consequently, more material is available for stripe aggregation 
here, leading to broader stripes towards the centre of islands, and narrower stripes 
towards the more recently formed outer island regions. This feature is less obvious 
in the high flux image, probably because the high density of stripes prevents 
the effect from becoming so pronounced. The insets in Figure 6.25 (b) show 
that the innermost stripes do tend to be wider, but there is little free space 
to accommodate the broadening. Instead, the stripes grow into each other and 
coalesce. 
The stripe heights have been measured from AFM scans. Figure 6.26 shows 
the height of individual stripes as a function of their projected surface area for 
(a): F=O.005 Als and (b): F=O.2 Als, at a fixed coverage of 1.5 ML. Both 
plots contain data from multiple islands. It is evident for both fluxes that the 
stripe height increases with increasing stripe area, and eventually levels off to a 
maximum height. The high flux stripes tend to be flatter than those featured on 
the low flux islands, with a maximum stripe height of approximately 1.1±O.15 nm 
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Figure 6.25: Variation of stripe width across the island base. (a) F=O.005 A/s, (b) F=O.2 A/s. 
Coverage is fixed at 1.5 ML. 
for F=0.005 A/s, and 0.8 ± 0.15 nm for F=0.2 A/s. It is interesting to note the 
contrast of the stripe heights with those of the island bases. The stripes vary 
in height with increasing area, from approximately 0.3 nm (corresponding to 1 
atomic layer) and the maximum height is flux dependent. The island base heights 
did not depend on area or flux, and were never as flat as 0.3 nm. 
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Figure 6.26: The stripe heights measured from AFM scans. Each plot contains stripe data 
from several islands (a) F=O.005 A/s, 0=1.5 ML (b) F=O.2 A/s, 0=1.5 ML. 
6.2.4 Evolution of Striping Morphology with Coverage 
The evolution of the striping morphology with increasing coverage can be ob-
served in the AFM images in Figure 6.1, for the low flux environment, and in 
Figure 6.2 for the high flux case. A study of the striping behavior as a function 
of coverage is presented in Figure 6.27. The fraction of an island covered with 
stripes (defined here as the striping fraction, ~) as a function of the island base 
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area for different coverages, is shown in Figure 6.27(a), where each data point is 
from a single island. This plot shows that for a fixed coverage, there is negligible 
dependence of the striping fraction on the island size. This is clearly what is 
expected for the case of direct impingement. The surface area of an island that 
is projected on to the substrate defines a finite collection area for the capture 
of directly impinged particles. Larger island bases capture proportionately more 
directly impinged material, thus keeping the striping fraction constant. 
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Figure 6.27: Plots of the fraction of an island base that is covered by stripes,~. (a) Variation 
with island base area for different coverages, the flux is fixed at 0.2 A/s. (b) Variation with 
coverage (data averaged across all island sizes) for different fluxes, the line is a linear fit to the 
F=0.03 A/s data. 
It is apparent from Figure 6.27(a) that the striping fraction increases with 
increasing coverage. Figure 6.27(b) shows a plot of the average striping fraction 
as a function of coverage for various fluxes (averaged data across all island sizes 
for a given coverage, since there was no obvious dependence). The linear increase 
in striping fraction with coverage is evident in this plot for all fluxes. The line in 
Figure 6.27(b) is a linear fit to the F=0.03 Als data. We also observe that the 
0.005 Als flux follows approximately the same linear fit. The striping fraction 
is greater for the F=0.2 Als and F=l.O Als cases than it is in the lower flux 
examples. 
The increase of the striping fraction with increasing coverage observed in 
Figure 6.27(b) is consistent with the direct impingement of particles on to the 
island bases. Island bases collect directly impinged material from the moment 
they form. As deposition proceeds, the islands grow larger and project a greater 
surface area on to the substrate, thus collecting more directly impinged adatoms. 
The longer the deposition time (increasing coverage), the more time the bases 
have to collect the material, leading to an increasing fractional coverage with 
time. 
The increase in the striping fraction for the higher fluxes in Figure 6.27(b) 
implies that either there is more material involved in striping in the higher flux 
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cases, or the stripes are flatter and hence project a greater surface area on to 
the island base. In Section 6.2.3 we found that the lower flux stripes tended to 
be taller than those aggregated in a high flux environment. We also noted that 
the wider low flux stripes often feature a multiple stacking of stripes, therefore 
the projected surface area of these stripes will be less than for the single layer 
stripes containing the same amount of material. The combination of these two 
observations indicates that the greater projected surface area of the stripes in 
the high flux environment is most likely due to the material being dispersed into 
flatter stripes than their low flux counterparts. 
Although direct impingement successfully accounts for the stripe morpholo-
gies discussed thus far, it is not consistent with the low coverage, low flux envi-
ronment. The vast majority of islands in the 8=0.2 ML, F=0.005 Als deposits 
(shown in Figure 6.28(a)) exhibit no striping at all, and occasional islands have 
continuous layering featuring significantly more material than could be accounted 
for by direct impingement. It seems that we must admit both upward and down-
ward adatom migration for these islands. At higher coverages this morphology is 
never observed. Beyond some particular size limit the upward adatom migration 
seems to cease, and the base layer remains intact with subsequent island growth 
proceeding at the same height as the regular island bases (see for example the 
middle island in Figure 6.28(a)). The agreement of the deposited and aggregated 
contribution to the island from direct impingement calculated in Section 6.2.1 
indicates that this deviation from the standard direct impingement of striping 
material has negligible effect on the overall striping morphology in the low flux 
environment, probably because it is only observed for small islands. 
Figure 6.28(b) shows an AFM image of small islands from the 0.2 Als 
flux. We observe that the islands feature the regular striping morphology in this 
high flux case. This demonstrates that the processes of upward and downward 
adatom migration do not appear to be active in the high flux environment, even 
for small islands comparable in size to those in the low flux case where these 
processes appear to dominate the morphology. It therefore seems that upward and 
downward adatom mobility are processes which require relatively long time scales 
to become active. This is also consistent with the observation of increased island 
heights for the hexagonal islands in the 8=1.5 ML, F=7 x 10-4 Als environment 
in Section 6.1.4, where the time available to allow upward adatom migration was 
increased. 
6.2.5 Striping Summary 
The structure on top of the island bases features a striping morphology, which 
arises mainly from the direct impingement of the particle flux on to the growing 
island bases. Subsequent diffusion of these adatoms on the bases results in 
many characteristics analogous to island nucleation and growth on substrates. 
We observe that the stripe densities are approximately independent of coverage 
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Figure 6.28: (a) AFM scan demonstrating the absence of the regular striping morphology in 
the low flux and low coverage environment, the island bases are typically of order 1 nm tall, 
however under these deposition conditions some bases have continuous layering to produce a 
base height of order 2 nm. 8=0.2 ML, F=0.005 A/s. (b) The regular striping morphology is 
present in the high flux (F=0.2 A/s)case at the same coverage (8=0.2 ML). 
beyond 8=0.2 ML. There is little change in density when the flux is increased 
from 0.005 A/s to 0.03 A/s, but a large increase results when the flux is further 
increased to 0.2 A/s. Correspondingly, the stripe widths also decrease with the 
increased density. The fraction of the island base covered with stripes (striping 
fraction) is independent of island size beyond 8=0.2 ML for a fixed flux. However 
the striping fraction increases with increasing coverage. 
It therefore seems that striping can be accounted for by a model involving 
the deposition and diffusion of particles onto a finite bismuth substrate that is 
growing in size with time. However it should be noted that in the low flux low 
coverage case (8=0.2 ML, F=0.005 A/s), we observe a departure from the direct 
impingement model. In this environment upward and downward adatom mobility 
appear to be active, and prevents the formation of stripes. 
6.3 Island Coalescence and a Transition to Trigonal Sym-
metry 
We now depart from studying low coverage island morphologies, and instead 
focus on the evolution of the films as the coverage is increased beyond 2 ML. 
This Section explores the coverage range of 5 ML - 100 ML (with the flux fixed 
at 0.03 A/s), allowing investigation of the interaction between large islands that 
are in close proximity. 
6.3.1 Morphology: An SEM and AFM study 
A series of SEM images (top), AFM images (middle), and AFM height cross-
sections (bottom) of the film morphology for 5 ML, 12 ML, and 100 ML coverages 
are presented in Figure 6.29. 
The 5 ML SEM image in Figure 6.29 shows large branched islands which 
cover most of the surface. We also note a small region in this image with a 
morphology different to the rest of the film (circled for ease of identification). It 
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is characterized by an increase in image brightness, which is often indicative of an 
increase in film height. The AFM image of the more typical island morphology 
reveals an increase in the number of stripes present on the island surfaces com-
pared to the lower coverage images presented in previous Sections, with multiple 
stripe layering. It is clear from this image that the stripes are again parallel 
within individual islands. The AFM image inset shows a high magnification 
region where two islands have grown together and begun to coalesce. The height 
cross-section shows that the stripes are of order 1 nm tall, consistent with the 
heights reported for the low coverage islands in Section 6.2. 
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Figure 6.29: Top panel: SEM images of bismuth films for 5 ML, 12 ML, and 100 ML 
(F=0.03 A/s). The circled regions in the 5 ML and 12 ML images indicate the restructured 
morphology referred to in the text. Bottom panel: AFM images (higher magnification) of the 
5 ML, 12 ML, and 100 ML films (F=0.03 A/s), the inset in the 5 ML image shows a higher 
magnification region with image size 820 nm x 650 nm. The dashed black and white lines in 
the AFM images indicate the positions of height cross-sections, which are shown in the bottom 
panel. 
In DLA, when large islands grow towards each other, their capture zones 
become significantly reduced due to the increasing size of the islands, resulting 
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in slower lateral growth. The majority of island growth will then be vertical 
due to direct impingement of the flux on to the island base (and aggregation 
into stripes). If 3D rearrangement is possible, as was the case for antimony, the 
reduction in capture zone area is slow since material can be transported from the 
growth front into vertical island growth, and island coalescence is postponed. For 
antimony, capture zones were still visible at B=200 ML, and island growth was 
observed up to B=1000 ML. Conversely for Bi, there is negligible transport from 
the growth front into 3D growth, resulting in faster growth along the plane of the 
substrate (2D growth). The islands touch when the capture zone is eventually 
filled, and begin to coalesce, as shown in the AFM image inset in Figure 6.29, 
where two islands have joined together and the stripes begin to form continuously 
over both islands. 
The 12 ML SEM image shows a dramatic increase in the new morphology 
(circled in the image), resulting in two coexisting island morphologies on the 
surface. It is clear that the new morphology projects less surface area on to 
the substrate than the regular islands, as evidenced by the increase in exposed 
substrate between these islands. The accompanying AFM image shows both 
morphologies. The large island in the bottom of the image exhibits the stripes. 
In contrast, the island in the top right of the AFM image, which is typical of those 
shown in the circled regions in the SEM image, shows a different morphology with 
triangular surface features. Also, the accompanying height profile confirms that 
this new morphology (represented in the right of the cross-section) is slightly 
taller than the striped islands (represented in the left of the cross-section). This 
redistribution of the island volume into taller islands with less projected surface 
area implies a restructuring of the islands as a whole. 
The 100 ML SEM image shows a relatively uniform and continuous film at 
this magnification. There is no evidence for any island boundaries, confirming 
the large scale island coalescence and a transition to a continuous film. The 
corresponding AFM image shows a continuous film with a pancake-like layer 
stacking of triangular surface steps. The AFM cross-section represents a height 
profile through two such layers. Although the profile is of poor quality, it is 
sufficient to determine that each layer has a height of approximately 0.4±0.1 nm. 
It is shown in Section 6.4 that these films have their {0001} crystallographic planes 
oriented parallel to the substrate, corresponding to an inter-planar spacing of 
0.39 nm. Therefore, each triangular step has a single atomic layer thickness. 
Growth of the triangular film morphology proceeds in a similar manner to 
the striped island growth. In the case of the striped islands studied in Section 6.2, 
stripes frequently coalesced, and new stripes also formed on top of existing ones, 
producing a multiply layered morphology. In the case of the triangular surface 
steps, adjacent triangles also coalesce to form layers, but an entirely continuous 
layer is also not achieved before the next layer begins. This is demonstrated in 
Figure 6.30 (B=30 ML), which shows 6 such height layers (indicated by grey-scale 
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intensity), with many merging triangles, and holes in the film, where complete 
coalescence has not been achieved. The accompanying height profile through the 
dashed line in the image shows again (with better resolution than the 8=100 ML 
profile in Figure 6.29) that each layer is consistent with a single atomic height. 
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Figure 6.30: (a) AFM image from a trigonal film ((;1=30 ML, F=0.03 A/s). (b) Height cross-
section through the line indicated in the AFM image. 
6.3.2 Summary of Island Coalescence and Transition to Trigonal Sym-
metry 
It is evident that the Bi/HOPG system begins growth with a striped island phase, 
followed by a transition to a continuous trigonal morphology with increasing 
thickness. The transition seems to begin with the restructuring of some striped 
islands into taller islands with triangular steps at a deposited dose of rv 12 ML. As 
deposition proceeds, the film becomes continuous, with trigonal symmetry. The 
next Section investigates the crystal structure of both the striped islands and the 
trigonal film. 
6.4 Crystal Structure and Orientation: An EBSD Study 
This Section discusses use of the EBSD technique to investigate the crystallo-
graphic orientation of the substrate, islands, and continuous film. This allows 
determination of the orientation relationship between the adsorbate and sub-
strate crystallographies. First, the orientation of the bare substrate is discussed, 
. followed by that of the striped islands and the underlying substrate. The evolution 
of the crystallography with increasing coverage is explored, and discussed within 
the context of the changing film morphology observed in the previous Section, 
showing a thickness dependent orientation transition in the Bi/HOPG system. 
The interaction of the bismuth and graphite lattice meshes is also discussed. 
Finally, the crystal structure is then used in conjunction with edge diffusion 
effects to describe the shape formation. 
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6.4.1 Substrate Orientation 
To allow correlation of film and substrate crystallographies, it is necessary to 
determine the uniformity of the graphite substrate over different length scales. 
Figure 6.31(a) shows a typical EBSP from a freshly cleaved HOPG substrate 
(top), showing the series of Kikuchi diffraction bands. The orientation solution 
is also shown (bottom). Figure 6.31(b) shows pole figures for 30 index points 
taken within a 350 p,m2 region of the substrate. The {0001} pole figure shows 
the stereographic projection of the HOPG{OOOl} plane normals, showing that 
the substrate surface always reveals the HOPG{OOOl} plane (as expected, since 
cleaving breaks the weak interlayer Van der Waals bonds of the layered graphite 
structure). The {lOla} pole figure shows the 6 equivalent {lOla} plane normals, 
which all intersect the edges of the stereographic projection (since the {lOla} and 
{0001} crystallographic planes are perpendicular), revealing the same in-plane 
orientation for all 30 data points. It is therefore clear that the crystallographic 
orientation of HOPG is uniform within this 350 p,m2 region. 
(a) (b) (c) 
Figure 6.31: (a) Typical EBSP from the bare graphite substrate. (b) Pole figures (stereo-
graphic projections) for a 350 J1,m2 region of HOPG. (c) Pole figures for a 4 x 104 J1,m2 region 
of HOPG. 
Figure 6.31(c) shows pole figures for 30 data points taken from a 4x 104 p,m2 
region. The smearing of the poles in the {lOla} pole figure shows that over rela-
tively large areas there is some basal plane rotation. Consequently, the substrate 
and film patterns must be obtained from the same area to allow precise correlation 
of substrate and film crystallography. 
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6.4.2 Orientation of Bismuth Films 
The EBSD instrument requires a minimum film thickness of order 10 nm to 
index crystallographic orientations. This obviously excludes the possibility of 
directly indexing the island bases in the coverage range of 0.2-2.0 ML, which 
were typically of order 1 nm tall. Indexing was attempted on thicker islands 
from higher coverage deposits (see for example the £1=12 ML AFM cross-section 
in Figure 6.29 from the previous Section). However, it should be noted that 
these islands are still significantly thinner than samples that are usually used in 
EBSD studies. Consequently, obtaining EBSPs is non-trivial and requires careful 
optimization of SEM parameters, as will be described below. 
10 ML Film 
Indexing was first attempted on a 10 ML coverage sample, in order to find the 
thinnest film capable of producing Kikuchi bands for the bismuth lattice. Fig-
ure 6.32 shows an EBSP taken from a £1=10 ML bismuth island. Comparison with 
Figure 6.31(a) shows that it has the same set of Kikuchi bands as the substrate, 
and the automated EBSD indexing software confirmed the solution as being that 
of the hexagonal graphite lattice. The implication is that for coverages ;S 10 ML, 
the electron beam penetrates the bismuth islands to produce Kikuchi diffraction 
bands from the underlying substrate. 
Figure 6.32: EBSP for an island from a 0=10 ML bismuth film, which was indexed as the 
graphite structure. 
12 ML Film 
A 12 ML coverage sample (corresponding to a deposited dose of 4 nm, aggregated 
into islands approximately 5-7 nm tall), was the thinnest film which exhibited 
EBSPs that could be indexed for bismuth. Figure 6.33(a) shows an FE-SEM 
image of the island morphology from a £1=12 ML sample, where the striped 
features are clearly visible. Note that this image has been tilt corrected (from 
the 70° orientation required for EBSD). The FE-SEM accelerating voltage and 
probe current were set to 10 kV and 11 (unit less) respectively. These were 
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not optimum imaging parameters, but were a necessary compromise between 
obtaining sufficient image resolution, and optimizing the intensity of the Kikuchi 
bands. Often higher accelerating voltages produced better image resolution but 
poorer quality EBSPs. However different regions of the sample required different 
settings, which could typically only be found by trial and error. 
In order to determine the crystallinity of the islands, index points were 
taken at 6 different locations within the highlighted region of the image, which 
all have the same stripe direction. An EBSP from one such location is shown in 
Figure 6.33(b). This pattern is the most intense that was able to be obtained from 
a 0=12 ML film, often the Kikuchi bands were significantly weaker. Consequently, 
automated band detection was often not successful, requiring the bands to be 
defined manually, and negating the possibility of automated orientation mapping. 
Figure 6.33(c) and (e) show pole figures for the 6 index solutions, and are 
interpreted as follows. 
• The pole cluster in the centre of the {0l12} pole figure in Figure 6.33(c) 
shows that the islands have a {0112} plane parallel to the substrate plane 
({0112} oriented). The two pole clusters near the edge of the figure originate 
from the other equivalent {0l12} planes. 
• The three equivalent {0112} crystallographic planes are shaded in the rhom-
bohedral bismuth cell in Figure 6.33(d), with their plane normals indicated. 
When one {0112} plane normal is perpendicular to the surface (centre 
cluster of poles), the other two are oriented as shown, producing the poles 
(plane normals) near the edges of the pole figure 4. 
• The {OOOl} pole figure shown in Figure 6.33(e) demonstrates the relation-
ship between the {0l12} and {OOOl} crystallographic planes (which will 
be required later, when the pole figures are comprised of multiple island 
orientations). An island with a {0112} orientation projects a single {OOOl} 
plane normal onto the upper stereographic hemisphere, as indicated in (d). 
The angle between the {O1l2} and {OOOl} crystallographic planes (and 
hence plane normals) is 54° according to Equation 3.1. Hence, the {OOOl} 
pole appears at 54° on the pole figure. 
The pole figures in Figure 6.33 demonstrate a single orientation for all 
indexed points within the highlighted region of the FE-SEM image, showing that 
the islands (all with stripes in the same direction) are single crystal. We now 
proceed with a description of the various island and substrate orientations. 
4Note that ifthe {0112} islands were indexed as perfectly parallel to the substrate plane there 
would be 4 pole clusters on the outer edges of the {OlI2} pole figure. The two missing clusters 
are a result of a slightly off-centre indexing, which push the poles into the lower hemisphere of 
the stereographic projection. This is also observed to some extent in the graphite pole figures, 
indicating that it is the result of a slight sample-beam geometry misalignment. 
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(c) (e) 
{0112} Pole Figure {0001} Pole Figure 
Figure 6.33: (a) FE-SEM image of islands from a 8=12 ML film, the highlighted island area 
(centre) indicates the region used for local EBSD probing. (b) An EBSP from within the 
highlighted region. (c) Bi{01l2} pole figure. (d) Illustration of the three equivalent {O1l2} 
planes and plane normals in the bismuth structure. Note that a rhombohedral cell is shown for 
simplicity. (e) Bi{OOOl} pole figure. 
Figure 6.34(a) shows an example of a weak (typical) EBSP pattern from 
a B=12 ML sample (left). For such relatively thin films, the EBSPs are often 
comprised of a convolution of Kikuchi bands from the substrate and the bismuth 
film, which prohibited automated indexing (the software can not index two su-
perimposed patterns). However, the Kikuchi bands for graphite are significantly 
wider than those of bismuth (compare for example Figures 6.31(a) and 6.33(b)), 
which enabled manual detection of both types of bands independently, thus al-
lowing solutions for the orientation of the film and substrate (shown at centre 
and right respectively in Figure 6.34(a)) to be determined from the same location 
on the sample. For EBSPs where the graphite bands could not be resolved, the 
substrate was indexed through the gaps in the film which surround the islands. 
Figure 6.34(b) shows an FE-SEM image of two striped islands (labeled 1 and 
2), and an island which does not exhibit the striped features (labeled 3). Island 
3 is representative of the taller morphology shown in the circled regions of the 
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B=12 ML SEM image in Figure 6.29. Pole figures for these three islands are 
shown at right; the individual poles have been labeled according to the island of 
origin. Figure 6.34(b) illustrates that islands 1 and 2 have the Bi{01-12} plane 
parallel to the HOPG basal plane ({0II2}Bill{0001}HOPG), and island 3 has 
{OOOI}Bill{OOOI}HOPG (referred to as the trigonal orientation). These were the 
only two orientation variants observed for all indexed islands (several hundred), 
and also for a range of fluxes. We now consider the in-plane orientations of the 
islands, and their orientation relationship to the substrate. 
{0001} 
Figure 6.34: (a) An EBSP recorded from a 8=12 ML sample showing Kikuchi bands for 
both bismuth and graphite (left), the orientation solutions are shown for bismuth (centre) 
and graphite (right). (b) FE-SEM image of the e=12 ML film showing both the striped 
islands (labeled 1 and 2) and the trigonal islands (labeled 3). The pole figures show the 
orientation solutions for all three islands, each pole has been numbered according to which 
island it represents. 
Figure 6.35 demonstrates the the in-plane orientation of the {0II2} striped 
islands (islands 1 and 2) , with respect to both the bismuth and graphite crys-
tallography. Figure 6.35(a) shows the rhombohedral bismuth structure, with a 
{0II2} plane inscribed (left), and the {0II2} unit cell (right). Note that the 
unit cell has a two atom basis (second atom shaded dark), with the second basis 
atom slightly off center. The solid lines represent the strong intralayer (covalent) 
bonds and solid lines show the weaker interlayer bonds referred to in Chapter 3.l. 
Note that the third covalent bond associated with each atom extends either into 
or out of the plane of the page, resulting in 50% of atoms on the {0II2} surface 
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revealing an unsaturated covalent bond. The (1120) direction 5 is also shown with 
respect to the unit cell. Figure 6.35(b) shows the FE-SEM image from Figure 
6.34(b), with arrows drawn in the stripe direction on the two labeled islands. 
These direction indicators have been superimposed on the (1120) bismuth pole 
figures in Figure 6.35( c), from which we observe that the island stripes are parallel 
to the indexed Bi(1120) directions. The same direction indicators have also been 
placed over the HOPG (1010) pole figure in (d), and show an alignment with the 
stripes parallel to the HOPG(10IO) directions. 
For the striped islands, the orientation relationship between the film and 
substrate is therefore defined by {OlI2}Bill{000l}HOPG, with the preferred in-
plane orientation given by (1120)Bill (10IO)HOPG. The vast majority (approx-
imately 90%) of Bi{01I2} island indexing produced the orientation relationship 
described above. 
(a) {0001} axis 
<1120> 
• • 
(c) BISMUTH (d) 
<1120> <1120> {0001} <1010> 
Figure 6.35: (a) Rhombohedral bismuth structure, shown with a {01I2} plane inscribed (left). 
The {01l2} unit cell is shown with the (1120) direction indicated (right). (b) FE-SEM image 
of the 0=12 ML film showing two striped islands (reproduced from Figure 6.34(b)). The arrows 
indicate the stripe directions (solid line represents island 1, dashed line represents island 2). (c) 
Bismuth (1120) pole figures for island 1 (left) and island 2 (right). The island stripe directions 
from the FE-SEM image are superimposed, showing stripe alignment with a Bi(1120) direction. 
(d) Graphite pole figures, with the stripe directions again superimposed, showing alignment with 
HOPG (1010) directions. 
5Note that in the non-orthogonal hexagonal co-ordinate system a (1120) direction is equiv-
alent to a {1120} plane normal since the last Miller index is zero. However, a {01I2} plane 
normal is not equivalent to a (0112) direction [102]. 
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Figure 6.36 demonstrates the in-plane orientation of the trigonal {0001} 
islands. The data is taken from island 3 in Figure 6.34(b), however the triangular 
surface features which characterize this island type can not be resolved in the 
FE-SEM image. The pole figures for island 3 and for the substrate are shown in 
Figure 6.36(a) and (b) respectively. A comparison of the bismuth and graphite 
pole figures reveals that the trigonal islands do not seem to have a good in-
plane orientation match to the substrate. In this example, the bismuth lattice 
is rotated by 8° from the graphite lattice. Difficulties with indexing, and the 
relatively small number of these island types prevented a comprehensive study 
on this orientation. Therefore, the island/substrate orientation relationship is 
defined by {OOOl}Bill{OOOl}HOPG. From the limited in-plane orientation data, 
it seems that the the two lattice planes are rotated by several degrees from a 
(loIO)Bill (10Io)HOPG orientation. 
(a) BISMUTH 
{DO 1} 
(b) GRAPHITE 
{DO 1} 
Figure 6.36: (a) Bismuth pole figures for island 3 (in Figure 6.34(b)). (b) Graphite pole 
figures. 
15 ML Film 
Figure 6.37(a) shows an EBSP from a sample with 15 ML coverage. Note the 
improvement in pattern quality compared to the EBSPs from the 8=12 ML sam-
ple in Figures 6.33(b) and 6.34(a). This results because as the island thickness 
increases, the interaction depth of electron beam is better accommodated by 
the islands, hence minimizing interference from the substrate crystallography. 
Figure 6.37(b) shows a {0001} pole figure for 45 indexed islands. The centre 
pole has the maximum intensity, demonstrating that the majority (77% in this 
example) of islands now adopt the Bi {000l} orientation. The outer clusters of 
{000l} poles are from a few remaining {0112} oriented islands. It was no longer 
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possible to reliably index the substrate, since the graphite Kikuchi bands are 
absent from all the EBSPs, and there is not sufficient substrate area between 
islands to index the graphite locally. 
Figure 6.37: (a) EBSP from a e=15 ML film. (b) Pole figure for 45 indexed islands from a 
15 ML film. 
100 ML Film 
Figure 6.38(a) shows pole figures from an automated indexing scan of a 374J.Lm2 
region of a sample with 100 ML coverage, revealing that the film is now exclusively 
trigonally oriented. The {10IO} pole figure shows clusters of poles at 30° in-plane 
rotations, however the smearing out of the pole densities indicates a degree of 
disorder in the in-plane orientation. Orientation maps for the B=100 ML film 
are shown in Figure 6.38(b) and (c) (left images), with different colored regions 
representing different in plane orientations of the Bi{OOOl} lattice. The map in 
Figure 6.38(b) reveals many large single crystal Bi grains, some of which exceed 
25 J.Lm2• The accompanying plot (right) shows the change in misorientation angle 
(which represents the difference in crystallographic orientation between adjacent 
index points) along the line drawn between three grains on the orientation map. 
The peaks labeled 1 and 2 correspond to the grain boundaries labeled on the map, 
and show an approximately 60° and 30° in-plane misorientation between the three 
grains, consistent with the pole figures. The orientation map in Figure 6.38( c) 
shows a higher resolution scan of two large grains. The misorientation angle plot 
shown in the accompanying plot (right) is for the line drawn through a single 
grain on the map, and shows that there is typically less than a 2° angular spread 
in the orientations within a grain. 
Summary and Discussion of Orientation Transition 
It is therefore clear that the film undergoes a crystallographic orientation tran-
sition from {0112}Bill{000l}HOPG to {OOOl}Bill{OOOl}HOPG with increasing 
thickness. This is illustrated in Figure 6.39 in terms of the rhombohedral unit cell, 
inside a hexagonal basis. Note however that the rhombohedral atoms are only 
shown for one cell within the hexagonal basis for simplicity (refer to Figure 3.2 
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F igure 6 .38: (a) EBSD pole figures for 1500 index points from a 0=100 ML film. (b) Left : Ori-
entation map (0.5 11m step size) from a 100 ML film. Misorientation angles between neighboring 
index points along the line drawn between three grains on the orientation map are shown in the 
accompanying plot . (c) Orientation map (0 .3 11m step size) from a 100 ML sample, featuring 
two large grains. The accompanying plot shows the misorientation angles between index points 
on the line drawn through a single grain on the map. 
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to see this representation along side a diagram with all the atoms included). The 
{0II2} striped islands have in-plane orientations matched to the high symme-
try directions of the hexagonal substrate, while the {000l} islands seem more 
disordered. This orientation transition explains the introduction of the taller 
triangular morphology, with increasing coverage observed in the SEM and AFM 
images, since the inter-planar distance for the {0001} orientation (3.9 A) is greater 
than for the {0II2} orientation (3.28 A). 
(a) {0112} orientation (b) {ODD 1} orientation 
Figure 6.39: Crystallographic representation of the orientation of Bi islands on the substrate. 
The diagrams show both the rhombohedral structure and the hexagonal basis, with a {01l2} 
plane shaded dark grey, and the hexagonal {0001} planes shaded light grey. (a) {OlI2} orien-
tation (b) {0001} orientation. 
Nagao et al have recently reported a similar orientation transition in an 
STM study of the Bi/Si(I11)-7 x 7 system [158], but in that case the structure 
of the thin film form of Bi was reported to be that of a new allotropic form of 
bismuth (analogous to the puckered layer structure of black phosphorous), which 
reverts to the bulk Bi{OOOI} phase beyond a critical island thickness of 1.3 nm. 
The presence of both striped and trigonal island types in the same region in 
the AFM image from the 12 ML film in Figure 6.29, indicates that the striped 
island is probably approaching the thickness required for transition to the trigonal 
orientation. In the height cross-section (same Figure) we can see that the striped 
island is approximately 5.3 nm (10% uncertainty) tall. Clearly, for Bi/HOPG the 
transition from a Bi{0II2} to a Bi{OOOI} film occurs at significantly greater film 
thicknesses than in the Bi/Si(I11) system. 
The Nagao paper argues that layer pairing of the Bi{OlI2} planes is re-
quired to saturate the dangling covalent bonds exposed on this surface. They 
subsequently use their STM observations that only bilayer island heights are 
stable, as experimental evidence for their calculated allotropic phase 6. However, 
their low energy electron diffraction (LEED) experiments are consistent with the 
6More detailed information on the geometry of the new structure is given in ref.[172] 
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bulk bismuth structure, indicating that these electron diffraction patterns can 
not discriminate between the bulk rhombohedral and the allotropic phase. Also, 
another very recent LEED study of the Bi/Si(1l1)-7 x 7 system [173] showed 
the same transition, but with no mention of a new allotropic-type phase. EBSD 
data for the Bi{0112} islands is consistent with the bulk rhombohedral bismuth 
structure, but based on the above discussion, it is unlikely that this technique 
could discriminate between the two phases. The height data in Section 6.1.4 was 
not of sufficient resolution to distinguish precise multiples of atomic layer island 
thicknesses. Additionally, in situ measurements for both height and diffraction 
measurements would likely be required to further investigate the possibility of 
the new allotropic phase existing in the Bi/HOPG system. 
6.4.3 Bismuth/Graphite Lattice Interactions 
HOPG is traditionally selected as a substrate due to its weakly interacting prop-
erties, which makes the observed orientation transition in the Bi/HOPG system 
somewhat surprising, particularly since bismuth films usually grow in the trigonal 
orientation on a variety of substrates (such as CdTe(lll) [23], mica [174], and 
BaF2 (1l1) [175]), and most fcc metals grow in the (111) orientation on HOPG 
(for example Au [54], Pd [176], and Ni [94]). It is however worth pointing out 
that Kaiser et al have shown a coverage dependent transition from large branched 
islands to small faceted crystals with trigonal symmetry in the Sb/HOPG sys-
tem [20], and this transition is also indicated in our study presented in Chapter 5. 
When adsorbates are deposited on foreign substrates, mismatch between 
the lattice parameters of the two materials at the island/substrate interface can 
modify the inter-atomic spacing of the island at the interface. For a given lattice 
mismatch, there are two competing forces: the adatom-adatom interaction, which 
favors the inter-atomic spacing of a free adatom layer, and the adatom-substrate 
interaction which attempts to force the adatoms to align with the substrate 
lattice. The misfit is defined as M = (aa - as) / as (standard text book definition 
[160]), where aa and as are the lattice constants of the adsorbate and substrate 
respectively. In general, island orientations which produce a minimum misfit are 
favored, since large misfits increase the total energy of the system [177] . 
The Bi{0112} orientation has been reported on W(llO) [104], where this ori-
entation preference was attributed to a small lattice mismatch with the substrate 
(3.6%). In the previous study by Wang et al [87] of low coverage islands in the 
Bi/HOPG system, the growth mode was attributed to {OOOI}Bill{OOOI}HOPG, 
based on arguments relating to minimizing lattice mismatch (experimental ver-
ification was not possible in that study). The current EBSD study shows that 
is clearly not the case, with the orientation relationship {01 12} Bill {0001} HOPG 
experimentally observed. 
A trigonal orientation for bismuth on the graphite basal plane would pro-
duce a minimum lattice misfit of +6.6%, when the in-plane orientation is defined 
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by (10IO)BilI (10IO)HOPG, as shown in Figure 6.40(a). The Bi and HOPG lat-
tice meshes are shown superimposed for the experimentally preferred orientation 
{OlI2}Bill{OOOl}HOPG and (1120)BilI (10IO)HOPG in Figure 6.40(b) (note that 
the positions of the Bi atoms with respect to the substrate carbon atoms are de-
fined arbitrarily with regard to surface translation). This orientation relationship 
results in an anisotropic lattice mismatch of -7.7% and +11.5% along the short 
edge (Bi(1120) direction) and long edge respectively of the {OlI2} unit cell (based 
on bulk values). 
HOPG<1010> 
Figure 6.40: Superposition of the bismuth lattice (for various island orientations) on the 
HOPG basal plane. Cell dimensions are given in the illustrations. (a) Bi{OOOl} orientation with 
(lOIO)Bill(lOIO)HOPG. (b) Bi{OlI2} orientation with (1120)BilI (lOIO)HOPG (experimentally 
preferred orientation at low coverage). (c) Bi{OlI2} orientation with (1120)BilI (1120)HOPG. 
An HOPG(lOIO) direction is indicated at the bottom of the Figure. 
It may be possible that the experimentally observed orientation is actually 
more energetically favorable at low coverages due to the anisotropy in the misfit 
(expansion coupled with contraction of the lattice). However, the alignment 
(1120)Bill(1120)HOPG (Figure 6.40(c)) would produce a smaller mismatch in 
both directions (+6.6% and -3.5% along the short and long edges respectively of 
the {OlI2} unit cell), which renders an explanation of the preferred orientation 
in terms of lattice matching problematic. It should however be noted that in-
plane orientations which do not favor a minimum misfit have been observed in 
the Pd(l11)/graphite system [93], due to a slight preference for adsorption sites 
located above carbon atoms. However, the site bonding preferences for bismuth 
on the graphite lattice are not known. The adsorbate/substrate relationship of 
the {OlI2} orientation is also further complicated by the second basis atom, which 
is slightly off centre in the {01I2} unit cell. With these considerations in mind, 
it is likely that a complete understanding of the observed Bi{OlI2} orientation, 
and transition to a Bi{OOOl} oriented film, would require rather complex ab initio 
calculations. 
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6.4.4 Influence of Crystallography on Island Morphologies 
In the previous Section, the stripes on the Bi{OlI2} islands were determined to 
be parallel to a Bi(1120) crystallographic direction, and aligned with the (1010) 
directions of the substrate. This enables the stripes to be used as an indicator 
for the crystallographic orientation of low coverage islands which are too thin for 
direct EBSD indexing. 
The AFM images in earlier Sections of this Chapter have shown that the 
island stripes are always parallel to the direction of island elongation. Therefore 
the elongation direction, with respect to the adsorbate/substrate crystallography, 
is also defined by (1120)Bill (10IO)HOPG. Figure 6.41 shows the Bi{OlI2} lattice 
mesh, drawn to show the long zigzag chains of covalent bonds which characterize 
this orientation (the covalent intralayer bonds are represented by solid lines, the 
weaker interlayer bonds are indicated by dashed lines). The direction of island 
elongation (Bi(1120)) is hence parallel to the zigzag chains of covalently bonded 
atoms, as illustrated. 
<1120> 
Figure 6.41: Illustration of the Bi{OlI2} lattice mesh (unit cell shaded), showing the zigzag 
chains of covalent bonds (solid lines) along a Bi(1120) direction. An elongated island is shown, 
to emphasize that the direction of elongation is parallel to the covalent bond chains. 
Island elongation, resulting from the more efficient diffusion of adatoms 
along the Bi(1120) direction, is likely a result of adatoms having a higher prob-
ability of being incorporated at the end of a covalent bond chain, rather than 
parallel to the chains where bonding is weaker, hence extending the island in a 
Bi(1120) direction. Needle growth (i.e. extremely elongated growth) has been 
observed for electrodeposition in the Bi/ Au(111) system, and attributed to faster 
diffusion along the close packed edges of a rectangular Bi unit cell [178], where 
the 2 sides of the were of very dissimilar length. This may also play a roll in 
the Bi/HOPG system, since the zigzag covalent bond chains are also parallel 
to the short edge of the {0112} unit cell. It is also worth pointing out that 
the adsorbate/substrate lattice mismatch is smaller along the Bi(1120) direction 
(-7.7%) than along the long edge of the {0112} unit cell in Figure 6.40(b). 
The in-plane orientation with the HOPG(lOIO) directions (high symmetry 
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directions) of the substrate accounts for the 60° azimuthal island orientations 
shown in Figure 6.6(a) (Section 6.1.3). In the previous study of the Bi/HOPG 
system [87] (with a high substrate defect density), one of the orientations for 
island elongation was also observed to be parallel to the HOPG (1010) directions 
via atomic resolution imaging of the substrate, in agreement with the current 
study. The departure from 60° of the angles between the secondary arms of the 
star shaped islands shown in Figure 6.6(c), and the flux dependence of the angle, 
demonstrates that the island morphologies are controlled by an interplay of both 
crystallography and edge diffusion. 
6.4.5 Summary of Crystal Structure and Orientation Transition 
This Section has shown that island growth begins with {OlI2} oriented islands, 
which have the preferential in-plane orientations (1120)Bill (10IO)HOPG, with the 
island stripes oriented parallel to a Bi(1120) direction. With increasing film thick-
ness, the islands undergo an orientation transition to {OOOl}Bill{OOOl}HOPG 
beyond 0=12 ML. 
The direction of island elongation was shown to be parallel to a Bi(1120) 
direction, which is characterized by long zigzag chains of covalently bonded atoms. 
The island morphologies were then discussed in terms of the crystallographic 
influence. 
6.5 Nucleation of Aggregates at HOPG Step Edges 
Discussions thus far have focused on islands nucleated on the large defect-free 
terraces of the substrate. We now turn our attention to the structures that 
nucleate at step edges on the graphite surface. This section begins with a general 
overview from SEM images, with varying coverage and flux, from which we note 
the existence of a rod-like morphology. We then explore this morphology in 
greater detail with the aid of AFM scans. The growth is discussed in terms of 
the crystallography of the rods and and established models of DLA. 
6.5.1 Elongated Step Edge Aggregates: Variation With Flux and 
Coverage 
Representative SEM images showing the evolution of film morphology with in-
creasing coverage are presented in Figure 6.42, for a fixed flux of 0.005 A/s. The 
0=0.2 ML image shows small rod-like structures protruding from the step edges. 
The 0=0.7 ML SEM image shows an increased prominence of the rods, and it is 
also clear that they are well oriented, producing ordered arrays of Bi nanorods 
at the step edges (the orientation will be discussed further in Section 6.5.3). The 
0=1.5 ML image shows a general increase in the size of the rods. It is also inter-
esting to note that the step edges feature continuous lines of coalesced bismuth 
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along their length, in contrast to antimony, which clearly exhibited denuded zones 
between the branches that extended from step edges. 
Figure 6.42: Representative SEM images of the evolution of step edge morphology with in-
creasing coverage in the low flux environment. The coverage is indicated on the images, the 
flux is held constant at 0.005 A/s. 
The evolution of the- rod morphology as a function of increasing flux (cov-
erage fixed at 1.5 ML) is shown in Figure 6.43. The F=7 x 10-4 A/s image shows 
extremely elongated rod shaped islands extending from the step edges. A high 
degree of order in their orientation is again evident. When the flux is increased 
to 0.03 A/s, the rods generally become shorter and broader. A further increase 
to F=0.2 A/s produces markedly more compact step edge decoration, with lit-
tle evidence of the rod structures. Increasing the flux results in a morphology 
transition from rod-like to compact structures aggregated along the step edges. 
Figure 6.43: Representative SEM images of the evolution of step edge morphology with in-
creasing flux. The flux is indicated on the images, the coverage is held constant at 1.5 ML. 
Step edge decoration is well known on graphite substrates, and has been 
utilized to enable self assembly of nanowire-type structures parallel to the step 
edges, from a range of materials, using a variety of deposition techniques [179], 
[180]. Typically, decoration of HOPG step edges is characterized by the nucleation 
of relatively compact clusters, which bear a resemblance to those aggregated on 
the flat terraces between the step edges [91], [176], [92]. The large scale networks 
of ordered bismuth nanorods extending outwards from the HOPG step edges are 
clearly different from the terrace nucleated islands. 
6.5. Nucleation of Aggregates at HOPG Step Edges 141 
Quantitative data on the dimensions of the step edge aggregates were ob-
tained from AFM scans, which provide better resolution than SEM imaging for 
small scan areas. Figure 6.44 shows an SEM scan (left) and an AFM scan with 
the same magnification (right), to demonstrate the difference in resolution. 
Figure 6.44: Comparison of image resolution from a F=0.005 A/s, 0=0.7 ML sample: SEM 
image (left) and AFM image (right), both images have the same scan size (1.75 f.Lm). 
Figure 6.45(a) and (b) show histograms of the distribution of rod lengths 
and widths for coverages of 0.2 ML, 0.7 ML, and 1.5 ML, for high flux (0.2 A/s) 
and low flux (0.005 A/s) conditions. These plots show that the low flux aggregates 
tend to be both longer and narrower than their high flux counterparts. We also 
note that many of the histograms for both the length and width data feature a tail 
on the distributions, showing that occasional elongated islands are significantly 
longer and wider than the general population. The longest rod-like structures are 
of order 2.5 /Lm long in the e=1.5 ML, F=0.005 A/s growth environment. 
The degree of aggregate elongation is defined here by the aspect ratio 
(length/width). Histograms of the aspect ratio are shown in Figure 6.45(c) for 
both the high flux and low flux environments. It is clear that the aspect ratio is 
higher for the low flux aggregates, and that some structures are again significantly 
more elongated than the general population. 
Figures 6.46(a) and (b) show plots ofthe step edge aggregates' mean length 
and width as a function of increasing coverage, for low (0.005 A/s, open symbols) 
and high (0.2 A/s, closed symbols) fluxes. Each plotted point is comprised of 
measurements taken from mUltiple regions of the sample, and in some cases 
multiple samples, to ensure a representative data set. Figure 6.46(a) shows that 
the mean rod length increases with increasing coverage for both fluxes. From this 
plot it is evident that, for a given coverage, the mean length of rods grown in 
a low flux environment is greater than for aggregates grown under high flux 
conditions. From the slopes of the linear fits to the data in Figure 6.46(a) 
(and converting coverage into the deposition time domain), the mean growth 
rate for the low flux rod lengths is 1.2±0.5 nm/s, considerably less than that 
of high flux aggregates which grow at 26±5 nm/s. Figure 6.46(b) shows that 
the mean aggregate width also increases with increasing coverage for both fluxes, 
with a growth rate of 0.2±0.1 nm/s and 17±5 nm/s for the low and high flux 
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Figure 6.45: Histograms of step edge aggregate lengths, (a) widths, (b) and aspect ratios, (c) 
for both high flux (0.2 A/s) and low flux (0.005 A/s) conditions. The coverage is indicated on 
each histogram. 
environments respectively. It is therefore clear that rod-type structures develop 
only under low flux conditions, where the aggregates' growth rate is significantly 
less than in a high flux environment. 
Figure 6.46( c) shows the mean aspect ratio as a function of increasing 
coverage for both high fluxes and low fluxes, and indicates that there is no 
distinguishable dependence of the degree of elongation on coverage, for both 
fluxes. It is also obvious from this plot that the mean aspect ratio is significantly 
greater for step edge structures grown in a low flux environment (7 ± 1) compared 
to their high flux counterparts (2.0 ± 0.3). These two observations lead to the 
conclusion that the degree of elongation is approximately independent of the 
amount of material deposited, and depends only on the particle flux. 
6.5. Nucleation of Aggregates at HOPG Step Edges 
750 (a) 
E 600 
.s 
.s= 
0, 450 
c: 
.3 
~ 300 
Ql 
::2: 
150 
1.5 °o~----~------~----~~ 0.5 1.0 
Coverage (ML) 
(b) 
250 
E 
.s 200 
:5 
'0 
~ 150 
c: 
co 
~ 100 
50 
0 
0 0.5 1.0 
Coverage (ML) 
10r-------------~----~--. 
o 8 
~ 
t5 6 
Ql 
Cl. 
~ 
c: 4 
co 
Ql 
::2: 
2 
(c) 
<> 
• 
<> 
• • 
• 
0.5 1.0 1.5 
Coverage (ML) 
143 
1.5 
Figure 6.46: Plots of the mean step edge aggregate length (a), width (b), and aspect ratio 
(length/width) (c), data as a function of increasing coverage, for the coverage range 0.2 ML -
1.5 ML. High flux and low flux examples are plotted (indicated by the legends). The solid lines 
are least squares fits to the data. 
6.5.2 Rod Heights 
Figures 6.47(a)-(c) show AFM images and height histograms for step edge ag-
gregates grown in the low flux environment (since this is where the rod shapes 
are most pronounced), for a range of coverages. The AFM images show that the 
step edge decoration is comprised of both rod-like structures, and occasional more 
compact morphologies (indicated with arrows in the AFM images). The black 
bars in the histogram represent height data taken from the rods, and the grey 
bars show heights for the smaller broader (arrowed) structures. Figure 6.47(a)-
( c) shows that the rod height is of order 2 nm, and the smaller aggregates are of 
order 1 nm tall. On average, at least 90% of the aggregated material contributes 
to the growth of rod structures (rather than the smaller broader aggregates) The 
heights (for both rods and broader structures) remain approximately constant 
with increasing coverage, within the range 0.2 ML - 1.5 ML, indicating a 2D 
growth mode. The AFM height cross-section through a rod in Figure 6.47(d) 
demonstrates the uniform height of the aggregates. Therefore, with increasing 
coverage, the rods grow in both length and width while keeping a relatively 
constant aspect ratio, but maintain a constant height of rv2 nm. 
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Figure 6.47: Representative AFM images of step edge structures, and histograms of the 
aggregate heights, the black bars in the histogram represent the rod morphologies, while the 
grey bars represent the smaller broader aggregates which are indicated with an arrow in the 
AFM images. (a)-(c) increasing coverage at a constant flux of 0.005 Als (d) AFM height cross-
section through the largest rod in (b) (center of image, above the step edge). (e) AFM image 
and histogram for a 0.7 ML coverage sample, F=0.2 A/s. 
An AFM image and height histogram are shown in Figure 6.47(e) for a high 
flux sample at a coverage of 0.7 ML. The AFM image reveals mainly compact 
structures, which are again of order 1 nm in height, as shown in the accompanying 
histogram. The histogram shows a population of taller structures, which are 
typically small rod-like structures which form part of broader aggregates (as can 
be seen in the AFM image), rather than the well-defined, isolated rods found in 
the low flux environment. It is therefore clear that well defined rod growth is 
only achieved in the low flux environment. 
6.5.3 Orientation 
Crystallographic orientation of the rods was determined using the EBSD tech-
nique, following the method used for the terrace nucleated islands in Section 6.4. 
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Figure 6.48(a) shows a representative FE-SEM image of step edge decoration from 
a 8=12 ML film. A higher resolution AFM image of the same sample is shown 
in Figure 6.48(b), in which the elongated step edge structures can be clearly 
observed in the center of the image, with stripes running parallel to the direction 
of elongation. The arrowed line in Figure 6.48(a) serves to represent the stripe 
direction in this image. The black dots indicate sites where the structure was 
probed with the electron beam. 
The index solutions for bismuth and the HOPG substrate are presented in 
the pole figures in Figure 6.48(c) and (d) respectively. These pole figures reveal 
the same adsorbate/substrate orientation relationship that was found for the 
terrace nucleated islands in Section 6.4, namely {OlI2}Bill{0001}HOPG, with 
the preferred in-plane orientation given by (1120)Bill (10IO)HOPG. As with the 
terrace nucleated islands, the stripes (and therefore aggregate elongation) are 
parallel to a Bi(1120) direction. 
Figure 6.48: EBSD determination of the crystallographic orientation of step edge aggregates. 
(a) FE-SEM image of a 12 ML (F=O.03 A/s) coverage film showing structures protruding from 
a step edge, the black circles indicate sites where local EBSD probing of the films orientation 
was performed, the arrowed line shows the direction of the stripes. (b) AFM image showing 
higher resolution of the 0=12 ML step edge structures. (c) Bismuth EBSD pole figures, the 
arrowed line is a superposition of the stripe direction from (a). (d) Graphite EBSP pole figures, 
with the stripe direction from (a) superimposed. 
The alignment of the rods with a high symmetry direction of the substrate, 
accounts for the ordering at the step edges observed in the SEM images of Fig-
ures 6.42. In the 0.7 ML image the majority of rods protrude perpendicularly 
from the step edge, while in the 1.5 ML image the dominant rod orientation is 
at 60° to the step edge. This indicates that the HOPG step edges in these two 
images are oriented in different crystallographic directions (HOPG(1120) and 
HOPG(10IO) respectively). It is also interesting to note that a 30° rotation is the 
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most common misorientation of the rods with respect to the preferred orientation 
(as can be seen in the SEM and AFM images, where an array of rods perpendic-
ular to the step edge has occasional rods oriented at 60°), which corresponds to 
(1120)Bill (1120)HOPG. In Section 6.4.3 this orientation relationship was shown 
to have a smaller lattice misfit than the preferred orientation. 
6.5.4 Growth Mechanism 
Edge Diffusion 
To maintain a compact morphology, the rate of transport of material around the 
perimeter of a structure (by edge diffusion) must exceed the arrival rate of new 
adatoms to the perimeter via random migration on the substrate. The generally 
smooth perimeter of the rods in the Bi/HOPG system implies very effective 
adatom transport down the sides (Bi(1120) directions), although it should be 
noted that very large structures (for example in Figure 6.47(c)) do demonstrate a 
susceptibility to Mullins-Sekerka [75] type tip instabilities. Nonetheless, the step 
edge aggregates' morphology is quite different to the case of terrace nucleated 
islands, which featured varying degrees of star-shaped growth. 
The efficient transport of adatoms from the sides to the tips of the rods 
is evident also from the existence of rods at neighboring step edges which have 
grown together to form a continuous structure. Figure 6.49(a) shows two rods 
from adjacent step edges that are almost touching tip-to-tip in the bottom right 
of the image. Competitive adatom capture rapidly depletes the diffusion field in 
the region between the two tips, which would normally impose a self-avoiding 
growth mechanism. The rods can only continue growing towards each other and 
eventually touch (like the structure in the top right of the same image), if adatoms 
arriving at the sides of the rods can be transported to the tips. This morphology 
is frequently observed, and another example is shown in Figure 6.49(b). 
Figure 6.49: AFM images showing examples of rods from adjacent step edges which have 
grown together to form continuous structures (this morphology is frequently observed). 
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Anisotropic Diffusion Field 
For the terrace nucleated islands, we assumed an approximately isotropic diffusion 
field around the island perimeter. However, this is certainly not the case for step 
edge aggregates, where a high linear density of aggregates nucleate along the 
steps (defect decoration). The resulting distorted diffusion field is illustrated 
in Figure 6.50. The left illustration shows small structures nucleated along two 
step edges, with rectangles which surround them representing the adatom capture 
zones. The drawing to the right depicts the reduced diffusion field between neigh-
boring aggregates, which results from competitive adatom capture. Adatoms 
within the dark shaded region (in the bottom capture zone) are more likely to 
arrive at the sides of the rod, while those within the light shaded region will 
probably impinge near the tip. It is clear that significantly fewer adatoms reach 
the sides of the rod compared to the tip. 
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Figure 6.50: Illustration of the capture zones surrounding aggregates nucleated on step edges. 
The left diagram shows a large scale perspective. The right illustration shows two adjacent 
capture zones. The light shaded region depicts adatoms that are most likely to arrive at the 
tips of the rods, while those within the dark shaded regions will likely arrive to the sides of the 
rods. The crystal structure of the rods is shown in the inset, illustrating the zigzag covalent 
bond chains which are oriented along their length. 
The natural tendency for faster diffusion along Bi(1120) directions in a low 
flux environment (as observed in the elongation of the terrace nucleated islands 
in Section 6.1), coupled with a further reduction in local flux arriving to the edges 
due to competitive adatom capture, results in an exaggeration of the preference 
for growth in Bi(1120) directions, producing rod-like morphologies at step edges 
in the low flux environment. 
Although the rod heights are significantly taller than the majority of the 
terrace nucleated islands, they are however consistent with those of the large 
elongated hexagonal islands, which are only observed in the low flux limit (Sec-
tion 6.1.4). It seems that the reduction in local flux to the rod sides, imposed 
by the anisotropic diffusion field, allows more time for upward adatom migration 
resulting in taller structures. 
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6.5.5 Step Edge Spacing 
The local diffusion field, and hence the aggregate morphology is also affected by 
the spacing between step edges. Closely spaced steps result in fewer adatoms 
available per aggregate (competitive capture), and consequently slower growth 
rates. This tends to enhance any elongation, but limits the length of the rods. 
Widely spaced steps result in an increased rate of adatom impingement to the rod 
tips (higher local flux), which has a two-fold effect. Firstly, the increased number 
of adatoms allows the growth of longer rods (for example, compare the center step 
edges with those at the bottom in the F=7 x 10-4 A/s image in Figure 6.43). 
Secondly, the increased local flux may dominate the growth and cause tip insta-
bilities, hindering elongation. This can be observed in the F=0.03 A/s image in 
Figure 6.43, where the widely spaced center steps show branched growth, while 
the closely spaced steps in the bottom of the image feature compact rod shapes. 
Note however that the effect of the step edge spacing is much smaller than that 
of the experimental particle flux (compare images in Figure 6.43). 
Figure 6.51 shows SEM images of step edge aggregates grown under 7 X 
10-4 A/s, (a) and 0.2 A/s, (b) flux conditions. In this example the two step edges 
have the same separation in both images, demonstrating the dramatic difference 
in morphology between the two fluxes. It is also clear that the high flux image 
features island nucleation between the step edges, whereas the low flux case has 
undecorated terraces. If the adatom diffusion length, L (from Section 6.1.5) is 
greater than the step edge separation, dB, diffusing adatoms are more likely to find 
step edges than to nucleate islands by collisions with other migrating adatoms. 
Conversely, if L < dB, island nucleation will occur both on the terraces and step 
edges. Recall from Section 6.1.5 that L rv1.7 Mm for F=0.2 A/s. In Figure 6.51(b) 
we note that dB > 1.7 Mm, so terrace decoration is probable. Although L was 
not determined for the 7 x 10-4 A/s flux, it will be at least as large as for 
F=0.005A/s, for which L rv 3.4 Mm. In Figure 6.51(a), dB .:S 3.4 Mm, and hence 
terrace decoration is unlikely. 
Figure 6.51: Step edge aggregates from different fluxes, featuring similar step edge separations. 
(a) F= 7 x 10-4 A/s. (b) F=0.2 A/s. The coverage is fixed at 0.5 ML. 
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6.5.6 Summary of Rod Growth 
Our SEM, AFM, and EBSD analysis of step edge decoration in the Bi/HOPG 
system has revealed the formation of large arrays of oriented nanorods in the low 
flux growth environment. With increasing coverage, the rods grow in both length 
and width with a constant length/width ratio, but maintain a uniform height of 
rv 2 nm within the coverage range 0.2 ML - 1.5 ML. The preferred orientation 
relationship is defined by {01I2}Bi!!{000l}HOPG and (1120)Bi!!(10IO)HOPG, 
with this alignment of the rods with the high symmetry directions of the substrate 
producing the ordering at the step edges. 
Despite enormous differences in the shapes of the terrace nucleated and 
step edge nucleated aggregates, the similarities in behavior (2D growth, crystal-
lographic orientation, and rod heights matching those of the F= 7 x 10-4 A/ s 
hexagonal islands) imply a similar growth mechanism. A tendency for more 
efficient mass transport along Bi(1120) directions, coupled with an anisotropic 
diffusion field surrounding the step edge aggregates, results in exaggerated island 
elongation, and subsequent rod growth in a low flux environment. 
6.6 Stability and Degradation: Post-Deposition Effects 
This Section briefly examines the effect of post-deposition vacuum time on the 
island morphology. The deterioration of aggregates under ambient storage con-
ditions is also summarized. 
The effect of post-deposition vacuum time on the island morphology must 
be considered to determine if significant diffusion and aggregation occurs beyond 
the time scale of deposition. We therefore performed a series of experiments 
where films with identical coverage and flux (0=1.0 ML, F=0.03 A/s) were ex-
posed to varying post-deposition vacuum time. Figure 6.52(a) shows an SEM 
image of a film that was vented to atmosphere immediately after deposition. An 
SEM image of a sample that was allowed a 1 hour time delay between the end 
of deposition and venting the chamber is shown in (b). The film morphology 
after 2 weeks post-deposition UHV time is shown in (c). A comparison of these 
three images reveals no detectable change in morphology with varying the post-
deposition vacuum time, indicating that adatom diffusion and island aggregation 
is completed within the time frame of deposition. For this reason, an arbitrary 
time of 1 hour was selected before the chamber was vented after deposition, as 
described in Chapter 3. 
Note that the particular flux and coverage conditions for the study of post-
deposition effects was selected as a representative case. It is possible that very 
small islands may show more variation. However, small islands would likely 
require AFM imaging to obtain the necessary resolution, which is particularly 
problematic as they tend to crumble and move under the cantilever tip, prohibit-
ing their inclusion in this study. 
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Figure 6.52: Images of aggregates taken with various post-deposition vacuum time. (a) Sample 
was immediately vented to ~tmosphere after deposition. (b) Sample remained under DRV for 1 
hour after deposition. (c) 2 weeks post-deposition vacuum time. Note that grade ZYB ROPG 
was used for these deposits. All images are deposited with F=0.03 Ajs and 0=1.0 ML. 
Under ambient conditions the samples are exposed to atmospheric gasses 
and other contaminants. Knowledge of the effect this has on the morphology, 
and how quickly the films degrade, is important since it allows confidence that 
images are representative of the actual aggregate morphology, and not some post-
deposition effect. Figure 6.53 shows images of islands both before and after 
prolonged exposure to atmospheric conditions. Figure 6.53(a) presents images 
of a sample with F=0.03 Als and 8=1.0 ML. The left SEM image was taken 2 
days after deposition. This is a typical image of a film deposited with this flux 
and coverage, and represents a 'clean' sample. The centre SEM image shows the 
same sample after 3 months in ambient conditions, revealing a large amount of 
background contamination. The right image shows an. AFM scan taken after 3 
months, demonstrating that the morphology of individual aggregates also begins 
to deteriorate, with a build up of material around the perimeter of the aggregate, 
and a generally ragged island appearance. Figure 6.53(b) presents AFM images 
from the F=0.03 Als, 8=0.7 ML environment. The left image was scanned 4 days 
after deposition and represents a 'clean' sample with well defined island edges. 
The right AFM image was obtained after 3 months, and shows material attached 
to the island perimeters. 
It is therefore clear that the film morphologies become contaminated after 
long periods of exposure to atmosphere. For this reason all imaging was performed 
within one week of deposition. 
6.7 Low Temperature Substrate Cleaning 
This Section presents a selection of film morphologies that were obtained during 
the early stages of construction of the URV system. Primarily we focus on 
films which were deposited on substrates that were subjected to lower cleaning 
temperatures. Section 6.7.1 concerns reproduction issues. Section 6.7.2 presents 
films deposited with a significantly different system configuration. 
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Figure 6.53: Images of aggregates taken both before and after extensive exposure to atmo-
spheric conditions (F=0.03 A/s). (a) 0=1.0 ML, Left: SEM image scanned 2 days after depo-
sition. Centre: 3 months post-deposition time. Right: AFM scan 3 months after deposition. 
(b) 0=0.7 ML, Left: AFM scan 4 days after deposition. Right: 3 months post-deposition time 
(AFM images all have a 3 11m scan size). 
6.7.1 Dependence of Film Morphology on Coverage 
Figure 6.54 shows the evolution of film morphology with increasing coverage 
(F=0.2 A/s) for substrates that were prepared with a cleaning temperature of 
Trv 260°C (recall Trv 420°C in the previous Sections of this Chapter). SEM 
images are shown in Figure 6.54(a), and higher resolution FE-SEM images are 
featured in Figure 6.54(b). 
It is immediately obvious that there is a much higher density of smaller 
and irregular island morphologies, compared to the island morphologies found on 
the clean substrates in Section 6.1 (Figures 6.1 and 6.2). Note that the coverage 
range of 0.2 ML - 2.0 ML reported in Section 6.1 was not reproduced here, 
since initial studies found few features of interest within this range. The SEM 
images in Figure 6.54(a) reveal that some regions of the substrate seem to have 
relatively uniformly dispersed material, while others have fairly isolated cluster-
like islands. The FE-SEM images show the morphology from both these regions 
in more detail. The 11=1.0 ML FE-SEM image shows two islands (arrowed) which 
are representative of the isolated cluster-like morphology. The top right of the 
image features a region of the more densely packed morphology, showing a higher 
density of small islands. The 5.5 ML FE-SEM image shows a high magnification 
region of the more densely packed material. Irregular and disordered islands are 
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Figure 6.54: SEM micrographs,(a) and FE-SEM micrographs, (b) of the evolution in film 
morphology with increasing coverage for a low substrate cleaning temperature (Trv 260°C). 
The arrowed islands in the 8=1.0 ML FE-SEM image are representative of the isolated clusters 
shown in the SEM images. The flux is held constant at 0.2 A/s. 
observed. The 11 ML FE-SEM image shows both isolated clusters, with non-
uniform shapes, and the more densely packed material (bottom right in image). 
From Figure 6.54 it is difficult to discern trends in morphology with cov-
erage. It appears that the amount of material on the substrate increases with 
increasing coverage. However, the presence of two different types of regions often 
obscures this, since a higher density of smaller islands can appear as continuous 
surface coverage (and hence more aggregated material) at the resolution of the 
SEM images. 
Figure 6.55 shows SEM images from 5 different samples, which were de-
posited under identical conditions (F=O.02 A/s, 8=5 ML). A comparison of these 
images reveals that the film morphologies are not reproducible across runs. It 
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is therefore clear that the defects 7 present on the graphite surface when the 
substrate is insufficiently heated, have an unpredictable effect on the morphology. 
Consequently, island morphologies from the low temperature substrate cleaning 
regime are not considered further. 
Figure 6.55: SEM images of 5 different films deposited under identical conditions, with a low 
substrate cleaning temperature (Trv 260°C). F=0.02 A/s, B=5 ML. 
6.7.2 Formation of Long Rods 
At one of the first stages of deposition system design, the crucible was ",2 cm 
from the substrates, with minimal heat shielding (substrate cleaning temperature 
'" 260°C). Under this configuration, the substrates are likely to experience sig-
nificant heating from the crucible. Figure 6.56 presents an unusual morphology 
which is characterized by occasional long rods. These films were grown in a 
high flux, high coverage environment of F",5 A/s and B",50 ML, and could not 
be reproduced under any other system configuration. The image on the left 
clearly shows a rod-like structure sitting on top of a film of small crystallites, 
indicating that it has formed by a mechanism different to the surface diffusion 
processes observed for other deposition conditions. The image on the right shows 
that the rods can be several microns in length. Often these rods have a mound of 
material attached near their centre, which may be associated with their formation. 
However there are exceptions where no protruding material is observed. 
7We use the term defect to mean anything that stops diffusion. In this case it is surface 
adsorbates. 
154 Chapter 6. Bismuth/HOPG: Diffusion, Nucleation, and Growth 
Figure 6.56: Bi thin films grown during an early stage of system development (see text), 
featuring rods on top of crystallites. F rv5 Ajs and e rv 50 ML. 
6.8 Summary of Bi/HOPG 
This Chapter has examined the morphology and growth characteristics of bismuth 
aggregates on HOPG substrates. The deposition parameters of particle flux and 
coverage (deposited dose) were varied to study the effect of growth kinetics on the 
island morphology. Island nucleation and growth were investigated both on the 
large defect-free terraces and at the natural step edges on the graphite surface. 
A brief overview of film morphologies obtained during the early stages of UHV 
system design was also presented. 
Using AFM, SEM, and EBSD, we have observed the growth of elongated 
star shaped islands, with a well defined stripe morphology, on the graphite ter-
races. When the particle flux is increased, the morphologies become less elongated 
and more disordered. The growth mode for the island bases is approximately 2D, 
at a height rv 1 nm, independent of coverage and flux (within the reproducible 
range of this study). However, it has also been demonstrated that the stars 
crossover to a taller elongated hexagonal morphology in the low flux limit. 
A power law relation was found for the flux scaling of the island density, 
showing homogeneous nucleation, with a critical island size of i = 1, according 
to mean field nucleation theory. Also, the island areas were found to have a 
predictable linear dependence on coverage, and were inversely proportional to 
the island density. The stripes featured on the island bases were found to arise 
from direct impingement of the particle flux onto the growing island bases, and 
were also characterized with varying flux and coverage. 
The evolution of island morphology to a continuous film was also investi-
gated, and a different trigonal morphology was found to coexist with the striped 
islands beyond 12 ML. Eventually a continuous film formed, with trigonal symme-
try. The striped islands were shown to have a preferred film/substrate orientation 
relationship defined by {01I2}Bill{OOOl}HOPG and (1120)Bill (10IO)HOPG, but 
undergo a crystallographic orientation transition to a {OOOl} oriented (trigonal) 
film. 
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HOPG step edge decoration was found to comprise expansive arrays of 
oriented rod-type structures, whose preferred orientation was also defined by 
(1120)Bill (loIo) HOPG. Their growth mechanism was described in terms of edge 
diffusion, which results in an exaggeration of island elongation along Bi(1120) 
(parallel to zigzag chains of covalently bonded bismuth atoms) directions, and 
subsequent rod growth. 
The morphology of films deposited on very high defect density HOPG (re-
sulting from a lower substrate cleaning temperature) was also briefly considered. 
In general the morphologies were not reproducible, but an interesting rod-type 
growth was identified on top a film of crystallites for one set of conditions. 
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Chapter 7 
Conclusions and Outlook 
In thin film growth, the non-equilibrium conditions generated by a particle dif-
fusion field provide a rich environment for spontaneous pattern formation on 
the nanoscale. Particles deposited on weakly interacting substrates undergo 
simultaneous processes of diffusion, nucleation, and aggregation. The balance 
between these processes governs the prevailing film morphology, and is strongly 
dependent on experimental conditions. Compact island shapes are energetically 
favorable, yet dendritic and irregular morphologies are often observed, where 
diffusion kinetics dominate the growth. 
This thesis utilized atomic force microscopy, scanning electron microscopy, 
and electron backscatter diffraction to investigate the early stages of thin film 
growth in the Sb/HOPG and Bi/HOPG systems. The films' morphology and 
structure where characterized with the varying experimental parameters of cov-
erage (deposited dose) and flux (deposition rate). 
In the case of Sb/HOPG, increasing the coverage results in a morphology 
transition from compact to branched islands on the graphite substrates, demon-
strating the manifestation of Mullins-Sekerka type instabilities. When the flux 
is increased, flatter islands form, with a significantly more branched morphology 
for any given coverage. The proximity of neighboring islands also effects the 
morphology. Longer and flatter branches extend towards regions where there is 
an absence of other islands, a result of the increased concentration of the diffusion 
field in these areas. The aggregation of antimony islands on graphite represents 
a classic system where the interplay between thermodynamics and kinetics de-
termines the 3D morphology. Lowering the flux shifts the balance towards more 
energetically favorable compact and taller shapes. Increasing the flux produces 
more branched and flatter shapes, where diffusion kinetics increasingly dominate 
the morphology. 
The Bi/HOPG system was the main focus of this thesis work. Elongated 
star shaped islands, with a well defined stripe morphology, were observed on the 
graphite terraces. The islands were determined to have their crystallographic 
Bi{OlI2} planes parallel to the graphite basal plane. In-plane orientations were 
aligned with the high symmetry directions of the substrate, with the islands 
elongated along a Bi(1120) direction. With increasing flux, there is an evolution 
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to a higher density of smaller and more disordered island shapes. The growth 
mode for these islands was found to be approximately 2D, at a fixed base height 
(height of the islands excluding the stripes) of ",1 nm. In the low flux limit, there 
is a cross-over to a taller more compact elongated hexagonal morphology. From 
a comparison with mean field nucleation theory, the islands were determined to 
nucleate via adatom-adatom collisions, rather than on defect sites. 
The size of the bismuth island bases were found to have a predictable linear 
dependence on the coverage. The stripes featured on the island bases were deter-
mined to arise from the direct impingement of the particle flux onto the islands, 
and were characterized with flux and coverage. With increasing coverage, the 
striped Bi{OlI2} oriented islands were observed to undergo a crystallographic 
orientation transition, to a Bi{OOOl} oriented film with trigonal symmetry. 
Decoration of the graphite step edges in the Bi/HOPG system, was com-
prised of arrays of well oriented rod-like structures in a low flux growth environ-
ment. The rods' growth mechanism was described in terms of the crystallography 
of the aggregates, and diffusion processes at the structures' perimeter. 
It is clear that island aggregation in the Sb/HOPG and Bi/HOPG sys-
tems provides some striking examples of self-organized pattern formation. A 
high degree of control over the morphologies was obtainable by varying the flux 
and coverage. Other experimental factors are also known to influence island 
morphologies. Experiments with varying temperature are particularly useful, as 
correlation of the island density with the system temperature allows the energy 
barrier for lattice diffusion to be determined [33]. Plans are currently underway 
to install a sample heater in the UHV system, which will allow the present study 
to be expanded to the elevated temperature regime. 
Several studies have been performed on the influence of the deposited par-
ticle (cluster) size on the morphology of antimony islands on graphite substrates 
[181]' [135], [86], where it is shown that the cluster size introduces another con-
trollable variable into the mechanism of pattern formation. No such study has 
been performed in the Bi/HOPG system. However, deposition of bismuth clusters 
on HOPG which had not been subjected to thermal cleaning, in our high vacuum 
cluster apparatus, showed a high degree of cluster mobility [182]. Certainly, a 
study of the cluster size dependence of the bismuth island morphologies would 
be interesting, particularly to note the effect on the star shaped islands. 
Intentionally introducing substrate defects, allows control of defect deco-
ration in thin film growth. We attempted to pattern the graphite substrates, 
but were unable to sufficiently remove contaminants prior to deposition. Clean 
etching techniques such as focused ion beam nano-engraving, have enabled the 
growth of the regular arrays of gold islands on graphite substrates [183]. A similar 
technique would be useful for application to the Bi/HOPG system. 
Many opportunities clearly exist to extend the current study of Bi/HOPG, 
to enhance both the understanding and control of island growth in this system. 
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Studies of diffusion mediated island growth on surfaces are important both from 
a fundamental and applied point of view, since the next generation of electronic, 
optical, and catalytic devices will undoubtedly depend on the ability to manipu-
late and control the properties of nanostructures via self-assembly techniques. 
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