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Abstrat
We impose the periodiity onditions orresponding to the Matsubara
formalism for Thermal Field Theory as onstraints in the imaginary
time path integral. These onstraints are introdued by means of time-
independent auxiliary elds whih, by integration of the original vari-
ables, beome dynamial elds in the resulting `dual' representation for
the theory. This alternative representation has the appealing property
of involving elds whih live in one dimension less than the original
ones, with a quantum partition funtion whose integration measure is
idential to the one of its lassial ounterpart, albeit with a dierent
(spatially nonloal) ation.
1 Introdution
Quantum Field Theory (QFT) models with onstrained onguration spaes
naturally arise within the ontext of modern appliations, partiularly gauge
invariant systems [1℄.
More reently, a formulation involving onstraints has been also applied
to deal with dierent kinds of problems, namely, the stati and dynamial
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Casimir eets [2, 3, 4℄, and to derive the overlap Dira operator [5, 6℄ in a
simpler way [7℄. There, elds used to impose the onstraints lead, after inte-
grating out the original variables, to an eetive model where the dynamial
elds live on the onstrained surfae. Sine the odimension of the bound-
aries is usually equal to 1, the eetive model is dened in one dimension
less than the original one.
Here, we present the extension of that kind of approah to a less natural
realm, that of QFT at nite temperature (T > 0), to deal with the periodiity
onstraints in the imaginary time. The foundations of QFT at T > 0 were
laid down quite a long time ago [8, 9℄. The original approah to this topi,
the now alled Matsubara (or `imaginary-time') formalism has been very
suessful indeed in allowing for the evaluation of thermal eets in QFT,
both in High Energy [10℄ and Condensed Matter Physis.
It allowed, for example, to study the new phenomena that emerge when
using a Statistial Mehanis desription for quantum relativisti systems. It
also provided a onvenient way to naturally extend the notion of Abelian and
non Abelian gauge elds, studying its onsequenes for partile physis [10,
11, 12℄, in the T > 0 ontext.
A fundamental property introdued by this formalism is the imaginary-
time periodiity (antiperiodiity) onditions for the bosoni (fermioni) eld
ongurations in the path integral. That may be learly seen already at the
level of the partition funtion, Z(β), for a system at a temperature T = 1/β,
with a Hamiltonian Ĥ:
Z(β) = Tr(e−βHˆ) . (1)
Assuming rst, for the sake of simpliity, that there is only one (bosoni)
degree of freedom, desribed by a oordinate q, the expression above may be
written more expliitly as follows:
Z(β) =
∫
dq 〈q|e−βH|q〉 =
∫
dq 〈q,−iβ|q, 0〉 , (2)
where |q, t〉 denotes the usual `rotating basis' elements, whih here appear
evaluated at imaginary values of t. Then the standard path integral onstru-
tion for the transition amplitude between dierent times may be applied, to
obtain the partition funtion in the Matsubara formalism:
Z(β) =
∫
q(0)=q(β)
DpDq e
R β
0
dτ
[
ipq˙−H(p,q)
]
, (3)
where the measure inludes phase-spae paths q(τ), p(τ) (τ ∈ [0, β]) suh
that q(0) = q(β), while the p(τ) paths have free boundary onditions 1.
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Note, however, that a slightly more symmetri form for those onditions in the path
integral for Z(β) ould be used [1℄.
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When applied to a bosoni eld theory in d + 1 spaetime dimensions,
this proedure leads to eld paths whih are periodi in the imaginary time,
while the anonial momentum ones are, again, unrestrited. Moreover, when
the Hamiltonian is quadrati in the anonial momentum, integration of this
variable yields a model where the dynamial eld is dened on S1×Rd, where
the radius of S1 is proportional to the inverse temperature, β. In Fourier
spae, the orresponding frequenies beome the usual disrete Matsubara
frequenies.
A harateristi feature of the Matsubara formalism (shared with the
real-time formulation) is that the introdution of a time dependene for the
elds seems to be unavoidable, even if one limits oneself to the alulation of
time independent objets.
With the aim of onstruting a new representation where only stati elds
are involved, we shall introdue here an alternative way of dealing with T > 0
QFT alulations. The proedure is inspired by a reent paper in whih a
onstrained funtional integral approah is used to implement the eet of
utuating boundaries in the Casimir eet [2℄. In the present ontext, this
allows one to introdue the periodiity onditions by means of Lagrange
multipliers (d-dimensional when the eld lives in d + 1 dimensions). Then
the original elds an be integrated, what leaves a funtional depending only
on the d-dimensional Lagrange multipliers.
This paper is organized as follows: in setion 2 we introdue the method,
using the harmoni osillator as a onvenient framework. In setion 3 we deal
with the real salar eld, and in 4 a Dira eld is onsidered. In setion 5 we
present our onlusions.
2 The method
2.1 The periodiity onstraint
Let us see, again within the ontext of a system with a single degree of
freedom, how the thermal partition funtion may be obtained by imposing
appropriate onstraints to the path integral for Z0, the (zero temperature)
vauum persistene amplitude. For reasons that will beome lear below, we
start from its phase-spae path integral:
Z0 =
∫
DpDq e−S[q(τ),p(τ)] , (4)
where S is the rst-order ation, S = ∫ +∞
−∞
dτ L, with L = −ipq˙ + H(p, q),
and H denotes the Hamiltonian, assumed to be of the form: H(p, q) =
T (p) + V (q).
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Of ourse, Z0 is the limit of an imaginary-time transition amplitude,
Z0 = lim
T→+∞
〈q0,−iT |q0, iT 〉
= lim
T→+∞
∑
n
|〈q0|n〉|2e−2TEn = lim
T→+∞
|〈q0|0〉|2e−2TE0 (5)
where we have introdued |n〉, the eigenstates of Hˆ , Hˆ|n〉 = En|n〉, and q0,
the asymptoti value for q0 at T → ±∞ (usually, q0 ≡ 0). E0 is the energy
of |0〉, the ground state.
Let us now see how one an write an alternative expression for Z(β), by
starting from the vauum transition amplitude, Z0, and imposing the appro-
priate onstraints on the paths. To that end, we rst use the superposition
priniple, introduing deompositions of the identity at the imaginary times
orresponding to τ = 0 and τ = β, so that we may write Z0 in the equivalent
way:
Z0 = lim
T→∞
∫
dq2dq1 〈q0,−iT |q2,−iβ〉 〈q2,−iβ|q1, 0〉 〈q1, 0|q0, iT 〉 , (6)
or, in a path integral representation,
Z0 = lim
T→∞
∫
dq2dq1
∫ q(T )=q0
q(β)=q2
DpDq e−
R T
β
dτL
×
∫ q(β)=q2
q(0)=q1
DpDq e−
R β
0
dτL
∫ q(0)=q1
q(−T )=q0
DpDq e−
R 0
−T
dτL . (7)
The representation above is quite useful in order to understand whih is the
orret way to impose the onstraints, to obtain Z(β). In short, to reprodue
Z(β) we have to impose periodiity onstraints for both phase spae variables.
Indeed, let us introdue an objet Zs(β) that results from imposing those
onstraints on the Z0 path integral, and extrating a Z0 fator:
Zs(β) ≡
∫ DpDq δ(q(β)− q(0)) δ(p(β)− p(0)) e−S∫ DpDq e−S . (8)
Then, the use of the superposition priniple yields:∫
DpDq δ(q(β)− q(0))δ(p(β)− p(0)) e−S = lim
T→∞
∫
dp1dq1
[
〈q0,−iT |p1,−iβ〉 〈p1,−iβ|q1,−iβ〉 〈q1,−iβ|q1, 0〉 〈q1, 0|p1, 0〉 〈p1, 0|q0, iT 〉
]
(9)
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or ∫
DpDq δ(q(β)− q(0))δ(p(β)− p(0))e−S = lim
T→∞
e−E0(2T−β)
×
∫
dp1dq1
2pi
〈q0|0〉〈0|p1〉 〈q1,−iβ|q1, 0〉 〈p1|0〉〈0|q0〉
= lim
T→∞
e−E0(2T−β) |〈q0|0〉|2
∫
dq1 〈q1,−iβ|q1, 0〉.
= Z0 × eβE0 Z(β) = Z0 × Tr
[
e−β(Hˆ−E0)
]
. (10)
Then we onlude that
Zs(β) = Tr
[
e−β :Hˆ:
]
(11)
where : Hˆ : denotes the normal-ordered Hamiltonian operator, i.e.:
: Hˆ : ≡ Hˆ − E0 . (12)
The onlusion is that, by imposing periodiity on both phase spae vari-
ables, and disarding β-independent fators (sine they would be aneled
by the normalization onstant) we obtain Zs(β), the partition funtion or-
responding to the original Hamiltonian, the ground state energy redened to
zero. The subtration of the vauum energy is usually irrelevant (exept in
some exeptional situations), as it is wiped out when taking derivatives of
the free energy to alulate physial quantities.
Note that the introdution of periodiity onstraints for both variables
is not in ontradition with the usual representation, (3), where they only
apply to q, sine they orresponds to dierent sets of paths. Indeed, in our
approah the new onstraints are ruial in order to get rid of the unwelome
fators oming from paths whih are outside of the [0, β] interval (whih are
absent from the standard path integral).
We onlude this derivation of the boundary onditions by showing ex-
pliitly why the usual proedure of introduing a periodiity onstraint for
just the oordinate q(τ) would not be suient. Indeed, we an see that∫
DpDq δ(q(β)− q(0)) exp {− S[q(τ), p(τ)]}
= lim
T→∞
e−E0(2T−β)
∫
dq1|〈0|q1〉|2 〈q1,−iβ|q1, 0〉 , (13)
and taking the ratio with the (unonstrained) vauum funtional,∫ DpDq δ(q(β)− q(0)) e−S∫ DpDq e−S = eβE0
∫
dq1|〈0|q1〉|2 〈q1,−iβ|q1, 0〉 , (14)
5
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Z s (β)
Figure 1: Representation of the ompatiation mehanism
where we annot extrat a Z(β) fator, due to the presene of the squared
vauum wave funtion inside the integral. It is not diult to realize that
that fator, whose entanglement makes it impossible to extrat the partition
funtion, is due to ontributions from paths outside of the (0, β] interval.
Summarizing, we have shown that the proper way to extrat the parti-
tion funtion from the T = 0 partition funtion Z0, is to impose periodiity
onstraints for both the oordinate and its anonial momentum, a proe-
dure that yields a Z0 fator times the thermal partition funtion, Zs(β).
We present, in Figure 1, a pitorial representation of this `ompatiation'
mehanism.
2.2 Auxiliary elds
Let us now see how the use of auxiliary elds to exponentiate the onstraints
leads naturally to an alternative representation. The two δ-funtions require
the introdution of two auxiliary elds, ξ1 and ξ2. whih are just real (time-
independent) variables in this ase. Using the notation Q1 ≡ q and Q2 ≡ p,
we have
2∏
a=1
{
δ
[
Qa(β)−Qa(0)
]}
=
∫
d2ξ
(2pi)2
ei
P2
a=1 ξa
[
Qa(β)−Qa(0)
]
. (15)
Using this representation for the onstraints and interhanging the order of
integration for the multipliers and the phase spae variables, the resulting
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expression for Zs(β) may be written as follows:
Zs(β) = N−1
∫ ∞
−∞
dξ1
2pi
∫ ∞
−∞
dξ2
2pi
∫
DQ
× e−S(Q)+ i
R
∞
−∞
dτja(τ)Qa(τ) , (16)
where N ≡ Z0, and we have introdued the notation:
ja(τ) ≡ ξa
[
δ(τ − β)− δ(τ)] . (17)
The phase-spae measure has been written in terms of Q:
DQ ≡
∏
−∞<τ<∞
dq(τ)dp(τ)
2pi
. (18)
For the partiular ase of a harmoni osillator with unit mass and frequeny
ω, we have
S(Q) = S0(Q) = 1
2
∫ +∞
−∞
dτ Qa(τ)K̂abQa(τ) , (19)
where K̂ab are the elements of the 2× 2 operator matrix K̂, given by:
K̂ =
(
ω2 i d
dτ
−i d
dτ
1
)
. (20)
Thus the integral over Q is a Gaussian; it may therefore be written as follows:
Zs(β) = 2piN−1
(
det K̂)− 12 ∫ d2ξ
(2pi)2
e−
1
2
ξaMabξb , (21)
with
M ≡ Ω(0+) + Ω(0−) − Ω(β) − Ω(−β) , (22)
where Ω(τ) denotes the inverse of the operator K of (20); namely,
K̂acΩcb(τ) = δab δ(τ) (23)
where the Ωab's denote the matrix elements of Ω.
The expliit form of this objet may be easily found to be the following:
Ω(τ) ≡
(
1
2ω
i
2
sgn(τ)
− i
2
sgn(τ) ω
2
)
e−ω|τ | (24)
(sgn ≡ sign funtion).
7
Equation (24) an be used in (22), to see that:
M =
[
Ω(0+) + Ω(0−)
]
(1− e−βω)
=
(
ω−1 0
0 ω
)
(nB(ω) + 1)
−1 , (25)
where
nB(ω) ≡ (eβω − 1)−1 (26)
is the Bose-Einstein distribution funtion (with the zero of energy set at the
ground state).
Finally, note that N exatly anels the ( det K̂)− 12 fator, and thus we
arrive to a sort of `dual' desription for the partition funtion, as an integral
over the ξa variables:
Zs(β) =
∫
d2ξ
2pi
e
−
ω−1 ξ21 + ω ξ
2
2
2[nB(ω)+1] . (27)
This integral is over two real variables ξa, whih are 0-dimensional elds,
one dimension less than the 0 + 1 dimensional original theory. To interpret
this integral we may ompare it with the one orresponding to the lassial
statistial mehanis version of this system. To that end, we evaluate the
partition funtion in the lassial (high-temperature) limit. In that limit, we
approximate the integrand aordingly to see that Zs(β) beomes:
Zs(β) ≃
∫
d2ξ
2pi
e−βH(ξ1,ξ2) (β << 1) , (28)
where:
H(ξ1, ξ2) ≡ 1
2
(
ξ21 + ω
2ξ22
)
. (29)
We see that (28) orresponds exatly to the lassial partition funtion for a
harmoni osillator, when the identiations: ξ1 = p (lassial momentum),
and ξ2 = q (lassial oordinate) are made
Zs(β) ≃
∫
dpdq
2pi
e−β
1
2
(
p2 +ω2q2
)
(β << 1) . (30)
On the other hand, had the exat form of the integral been kept (no ap-
proximation), we ould still have written an expression similar to the lassial
partition funtion, albeit with an `eetive Hamiltonian' Heff(ξ1, ξ2):
Zs(β) =
∫
d2ξ
2pi
e−βHeff (ξ1,ξ2) , (31)
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where:
Heff (ξ1, ξ2) ≡ 1
2β
(
nB(ω) + 1
)−1 (
ω−1 ξ21 + ω ξ
2
2
)
. (32)
This shows that the quantum partition funtion may also be written as a
lassial one, by using a β-dependent Hamiltonian, whih of ourse tends to
its lassial ounterpart in the high-temperature limit.
By integrating out the auxiliary elds in the (exat) expression for the
partition funtion (27), we obtain:
Zs(β) = nB(ω) + 1 = 1
1 − e−βω . (33)
whih is the orret result. In what follows, to simplify the notation, we
shall omit writing the `s' subsript in Z(β), assuming impliitly that one is
dealing with the normal-ordered Hamiltonian.
An important fat that has emerged from an analysis of the lassial
(high-temperature) limit: the auxiliary elds do have a physial interpreta-
tion. The multiplier assoiated to the periodiity ondition for q plays the
role of a lassial momentum, while the one orresponding to the periodi-
ity for the momentum beomes a generalization of the lassial oordinate.
The same interpretation might also be retained far from the lassial limit,
but then the Hamiltonian departs from the lassial one, reeiving quantum
orretions.
This representation is also valid for interating theories. To that eet,
note that, even when the ation S is not quadrati, we may still give a
formal expression for the alternative representation. Indeed, denoting by
Z(J) the zero-temperature generating funtional of orrelation funtions of
the anonial variables:
Z(J) =
∫
DQe−S(Q)+
R
∞
−∞
dτJa(τ)Qa(τ)
(34)
and by W(J) the orresponding funtional for onneted ones, we see that
Zs(β) = [Z(0)]−1
∫
d2ξ
(2pi)2
exp{W[i j(τ)]} , (35)
where, with our normalization onventions, Z(0) = Z0 (the vauum fun-
tional for the interating ase).
Thus, a possible way to derive the eetive Hamiltonian in the interating
ase is to obtain rst W[J ], and then to replae the (arbitrary) soure J(τ)
by ij(τ), where j(τ) is the funtion of the auxiliary eld dened in (17). Of
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ourse, W annot be obtained exatly, exept in very speial ases. Other-
wise, a suitable perturbative expansion an be used. In any ase, W an be
funtionally expanded in powers of the soure J(τ):
W[J ] = W[0] +
∞∑
n=1
1
n!
∫
τ1,...,τn
W(n)ab (τ1, . . . , τn)Ja1(τ1) . . . Jan(τn) (36)
where eah oeient W(n) is the n-point onneted orrelation funtion.
The expansion above immediately yields an expansion for Heff in powers
of the auxiliary elds. It is important to stress that this expansion is not
neessarily a perturbative expansion. Indeed, the strength of eah term is
ontrolled by W(n), whih ould even be exat (non-perturbative) in a ou-
pling onstant. To x ideas, let us see what happens when one keeps only
up to the n = 4 term, assuming also that there is Qa → −Qa symmetry in
S. Then, we rst see that the W[0] is anelled by the N fator, and on the
other hand we obtain
Zs(β) =
∫
d2ξ
(2pi)2
e−βHeff (ξ1,ξ2) , (37)
where
Heff =
1
2β
∫
τ1,τ2
W(2)a1a2(τ1, τ2)ja1(τ1)ja2(τ2)
− 1
4!β
∫
τ1,τ2
W(2)a1a2a3a4(τ1, τ2, τ3, τ4)ja1(τ1)ja2(τ2)ja3(τ3)ja4(τ4)
+ . . . (38)
Using the expliit form of ja(τ) in terms of the auxiliary elds, we see that:
Heff = H
(2)
eff + H
(4)
eff + . . . (39)
where
H
(2)
eff =
1
2
M(2)ab ξa ξb
H
(4)
eff =
1
4!
M(4)abcd ξa ξb ξc ξb
. . . = . . .
H
(2k)
eff =
1
(2k)!
M(2k)a1...a2k ξa1 . . . ξa2k , (40)
where the expliit forms of the oeients M(2k) in terms of W(2k) may be
found, after some algebra. For example M(2) is a diagonal matrix:
M(2) =
(
c1 0
0 c2
)
(41)
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where
ca =
1
β
∫
dν
pi
(
1− e−iνβ) W˜aa(ν) (42)
(where the tilde denotes Fourier transform). It is immediate to realize that
c1 plays the role of an eetive oeient for the kineti term (∝ p2) in the
eetive Hamiltonian, while c2 does introdue an eetive quadrati poten-
tial. Note that they will, in general, depend on β, ω, and on any additional
oupling onstant the system may have. For the harmoni osillator ase we
have the rather simple form:
c1 =
1
ω(nB(ω) + 1)
c2 =
ω
nB(ω) + 1
. (43)
The quarti term involves M(4), whih may be written in terms of the on-
neted 4-point funtion:
M(4)abcd =
1
β
[
−W(4)abcd(0, 0, 0, 0) + 4W(4)abcd(β, β, β, 0)
− 6W(4)abcd(β, β, 0, 0) + 4W(4)abcd(β, 0, 0, 0) − W(4)abcd(0, 0, 0, 0)
]
sym
(44)
where the sym sux denotes symmetrization under simultaneous interhange
of time arguments and disrete indies. Of ourse, this expression ould also
be written in Fourier spae; we shall leave the analog of this term for the
ase of the real salar eld.
2.3 Generating funtional
Now we proeed to the alulation of thermal orrelation funtions within
the approah that we developed for the alulation of the partition funtion.
To that end, we shall introdue the generating funtional of orrelation fun-
tions, to be denoted by Zs(β, J), and Ws(β, J) ≡ lnZs(β, J) the generating
funtional of onneted orrelation funtions. With these onventions, the
onneted orrelation funtions are given by:
〈Qa1(τ1) . . . Qan(τn)〉conn =
[ δnWs(β, J)
δJa1(τ1) . . . δJan(τn)
]
J=0
. (45)
From the previous subsetion, we know that path integral expression for
the generating funtional shall be:
Zs(β, J) = N−1
∫
d2ξ
2pi
∫
DQe−S(Q)+
R
∞
−∞
dτQa(τ)(Ja(τ)+ija(τ))
(46)
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where S(Q) denotes the rst-order form of the ation.
Let us evaluate Zs(β, J) expliitly for the ase of the harmoni osillator,
where S is a quadrati form. The result of performing the Gaussian integral
over Q, may be written in this ase as follows:
Zs(β, J) =
∫
d2ξ
2pi
e
1
2
R +∞
∞
dτ1
R +∞
∞
dτ2 (Ja(τ1)+ija(τ1))Ωab(τ1,τ2)(Jb(τ2)+ijb(τ2)) . (47)
Using the expliit form for ja, we see that the expression above is equiv-
alent to:
Zs(β, J) = Zs(J)
∫
d2ξ
2pi
e−
1
2
ξaMabξb+ iξaNa
(48)
where Zs(J) is the zero-temperature generating funtional,
Zs(J) = e 12
R +∞
∞
dτ1
R +∞
∞
dτ2 Ja(τ1)Ωab(τ1,τ2)Jb(τ2)
(49)
and
Na ≡
∫ +∞
−∞
dτ
[
(Kˆ−1)ab(β, τ)− (Kˆ−1)ab(0, τ)
]
Jb(τ) . (50)
Integrating out the auxiliary elds, and realling the results of the previous
subsetion,
Zs(β, J) = Z(β) Zs(J) e
− 1
2
Na [M−1]abNb
(51)
where the Na are the funtionals of Ja dened in (50).
Negleting a soure-independent term (irrelevant for the alulation of
orrelation funtions), the W generating funtional will have the struture,
Ws(β, J) = 1
2
∫
dτ1
∫
dτ2 Ja(τ1)Gab(τ1, τ2)Jb(τ2) (52)
where Gab denotes the thermal orrelation funtion:
Gab(τ1, τ2) = Gab(τ1 − τ2) = 〈Qa(τ1)Qb(τ2)〉 , (53)
whose struture we shall now write more expliitly. We rst note that:
Gab(τ1, τ2) = G
(0)
ab (τ1, τ2)− U (β)ab (τ1, τ2) (54)
where G(0) is the zero-temperature orrelation funtion while U (β) denotes a
temperature-dependent piee.
We an write a more expliit form for the two terms that enter into the
expression above for the orrelation funtion. Indeed, for G
(β)
0 we have:
G(0)(τ) =
e−ω|τ1−τ2|
2ω
(
1 iω
−iω ω2
)
(55)
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while for U (β) we may use the following matrix representation:
U (β) =
[K−1(τ1, β)−K−1(τ1, 0)]M−1[K−1(β, τ2)−K−1(0, τ2)] (56)
where K−1(τ, τ ′) denotes the kernel of the inverse of Kˆ. It is lear that G(0) is
invariant under a translation in both time arguments. So is U (β), but one has
to arry on the alulation in (56) to see that expliitly; indeed, assuming
that both time arguments lie between 0 and β, we have:
U (β)(τ1, τ2) = −1
2
nB(ω)
(
1
ω
(e−ωτ + eωτ ) i(e−ωτ − eωτ )
−i(e−ωτ − eωτ ) ω(e−ωτ + eωτ )
)
(57)
where τ ≡ τ1 − τ2.
Thus, the thermal propagator only depends on τ , the dierene between
the time arguments, and it is naturally dened on [−β, β].
One is usually interested in the 〈qq〉 orrelation funtion, whih here we
an immediately read o the general expressions above, sine it orresponds
to the 11 matrix element. For 0 < τ ≤ β, we may derive the simpler
expression:
G11(τ) =
1
2w
[(1 + nB(w))e
−wτ + nB(w)e
wτ ] , (58)
whih is the orret result
2
. This is the unique solution to the dierential
equation:
(−∂2τ + ω2)G11(τ) = δ(τ) (59)
subjet to the ondition G11(τ − β) = G11(τ). Moreover, we an understand
that, in our onstrution, the zero-temperature part appears naturally as
the propagator for the unonstrained system. On the other hand, U (β) is a
solution to the homogeneous version of the equation above, and emerges as
due to the boundary onditions.
So far, we have seen that the previous form orretly reprodues the free
2-point funtion, for all the phase spae variables, when both time arguments
are inside the [0, β] interval. A somewhat lengthy alulation shows that G
vanishes when one of its arguments is outside of that interval while the other
is inside, and that it oinides with the T = 0 funtion, G(0), when both
are outside. Besides, in the last ase, the [0, β] interval is bypassed. More
expliitly:
G(τ1, τ2) =

0 if τ1 > β and 0 < τ2 < β
G(0)(τ1, τ2) if τ1 > β and τ2 > β
G(0)(τ1, τ2) if τ1 < β and τ2 < β
G(0)(τ1 − β, τ2) if τ1 > β and τ2 < 0
, (60)
2
See, for example, expression (2.32) on page 23 of [12℄.
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and the remaining ases follow from Bose symmetry.
This is an important property, sine it allows us to perform a onsisteny
hek: indeed, oming bak to the interating ase we onsidered in the
previous subsetion, one ould have deided to perform the integrals in the
opposite order, namely, rst over the auxiliary elds and afterwards over
Qa. Then, the perturbative expansion would have involved the evaluation of
Gaussian averages of the integration term, via Wik's theorem, with G as the
fundamental ontration. Sine the interation term involves an innite time
interval, one produes not only the perturbative orretions to the partition
funtion (when both times are inside [0, β]), but also a ontribution that takes
are of the normal order of the Hamiltonian (namely, when both arguments
are outside of [0, β].
3 Salar eld
The extension of the harmoni osillator results to the QFT of a real salar
eld ϕ in d+ 1 (Eulidean) dimensions is quite straightforward. Let ϕ(x) =
ϕ(τ,x) where x = (τ,x) ∈ R(d+1), τ ∈ R and x ∈ R(d). Proeeding along the
same lines as for the ase of a single degree of freedom, we onsider rst the
free ase.
3.1 Free partition funtion
The free Eulidean ation in terms of the phase-spae variables S0, is in this
ase given by:
S0 =
∫
dd+1x
[
− ipi∂τϕ+H0(pi, ϕ)
]
, (61)
with
H0(pi, ϕ) ≡ 1
2
[
pi2 + |∇ϕ|2 +m2ϕ2
]
. (62)
We then have to implement the periodi boundary onditions both for
ϕ(τ,x) and its anonial momentum pi(τ,x)
ϕ (β,x) = ϕ (0,x) , pi (β,x) = pi (0,x) , ∀x ∈ R(d) , (63)
whih requires the introdution of two time-independent Lagrange multiplier
elds: ξa(x), a = 1, 2. Dening a two-omponent eld Φ = (Φa), a = 1, 2,
suh that Φ1 = ϕ and Φ2 = pi, an analogous proedure to the one followed
for the harmoni osillator yields, for the free partition funtion Z0(β):
Z0(β) = N−1
∫
Dξ
∫
DΦ e− 12
R
dd+1xΦaKˆabΦb+ i
R
dd+1xjaΦa , (64)
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where ja(x) ≡ ξa(x)
[
δ(τ − β)− δ(τ)] and:
K̂ =
(
hˆ2 i ∂
∂τ
−i ∂
∂τ
1
)
, (65)
where we have introdued hˆ ≡ √−∇2 +m2, the rst-quantized energy oper-
ator for massive salar partiles. Performing the integral over Φ, yields the
partition funtion in terms of the Lagrange multipliers:
Z0(β) =
∫
Dξ e− 12
R
ddx
R
ddy ξa(x) 〈x|Mˆab|y〉 ξb(y) , (66)
with Mˆ ≡ Ωˆ(0+) + Ωˆ(0−)− Ωˆ(β)− Ωˆ(−β) and
Ωˆ(τ) ≡
(
1
2
hˆ−1 i
2
sgn(τ)
− i
2
sgn(τ) 1
2
hˆ
)
e−hˆ|τ | . (67)
Then,
Mˆ ≡
(
hˆ−1 0
0 hˆ
)
(nˆB + 1)
−1 , (68)
where
nˆB ≡ 1
eβhˆ − 1 . (69)
Coming bak to the expression for Z0(β), we see that:
Z0(β) =
∫
Dξ exp
{
− 1
2
∫
ddx
∫
ddy
[
ξ1(x) 〈x|hˆ−1 (nˆB + 1)−1|y〉 ξ1(y)
+ ξ2(x) 〈x|hˆ (nˆB + 1)−1|y〉 ξ2(y)
]}
. (70)
By a simple eld redenition, we see that:
Z0(β) = det
(
nˆB + 1
)
(71)
whih an be evaluated in the basis of eigenstates of momentum to yield:
Z0(β) =
∏
k
[
nB(Ek) + 1
]
(72)
where Ek ≡
√
k2 +m2. The free-energy density, F0(β), is of ourse:
F0(β) =
1
β
∫
ddk
(2pi)d
ln
(
1 − e−βEk) . (73)
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In the lassial, high-temperature limit, the path integral for the partition
funtion beomes:
Z0(β) ≃
∫
Dξ e−β H(ξ) , (74)
where:
H(ξ) =
1
2
∫
ddx
[
ξ21(x) + |∇ξ2(x)|2 + m2 ξ22(x)
]
. (75)
This is, again, the usual lassial expression for the partition funtion, with
the Lagrange multipliers playing the role of phase spae variables, and the
integration measure being the orresponding Liouville measure. Besides, it is
lear that the representation (70) always involves stati elds, unlike in the
Matsubara formalism. The prie to pay for this `dimensional redution' is
that the resulting `ation' (the exponent of the funtional to be integrated)
is spatially non loal. It beomes loal only in the high-temperature limit.
3.2 Quadrati approximation
Let us study here a simple yet illuminating example where this approah
allows one to use non-perturbative T = 0 information about a system as
input for the nite temperature partition funtion in a quite simple way. So
we assume that we know the exat 2-point funtionW(2)ab at zero temperature.
To be preise, sine the Hamiltonian is quadrati in the anonial momentum,
we only need to know W(2)11 , sine it is possible to show that when one of the
elds is replaed by the anonial momentum, the result is multiplied by the
orresponding frequeny (in Fourier spae). Indeed, this an be shown, for
example, by performing the exat integral over the anonial momentum.
Then the eetive Hamiltonian orresponding to this term has the form:
Heff(ξ) =
1
2
∫
x,y
[
ξ1(x)C1(x− y)ξ1(y) + ξ2(x)C2(x− y)ξ2(y)
]
(76)
where the Fourier transforms of the oeients C1 and C2 are
C˜1(k) =
1
β
∫
dk0
pi
(
1− e−iβk0) W˜11(k0,k)
C˜2(k) =
1
β
∫
dk0
pi
(
1− e−iβk0) k20 W˜11(k0,k) . (77)
Note that these two oeients that determine the ontribution of the quadrati
term to the partition funtion, ould be rather involved funtions of the fun-
tions of a oupling onstant, sine we are not perturbing but just assuming
that we only onsider the information ontained in the full propagator.
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Assuming now that the exat propagator is suh that only one partile,
with energy E(k), exists, one knows that there an only be poles assoiated to
them in W˜11. Moreover, we assume that, as usual, renormalization onditions
have been imposed suh that the residue is 1. Then we obtain:
C˜1(k) =
1
βE(k)
(
1− e−βE(k))
C˜2(k) =
E(k)
β
(
1− e−βE(k)) , (78)
and the partition funtion beomes:
Zs(β) =
∏
k
1
1− e−βE(k) , (79)
whih is of ourse the one of an ideal Bose gas. But the important dierene is
that one is obtaining it by putting the information ontained in the knowledge
of the non-perturbative spetrum. It ould be the ase, for example, of a
model where the mass is generated by a non-perturbative mehanism. Or one
ould have a theory with more than one pole, orresponding for example to
dierent bound states. These non-trivial poles, obtained in the T = 0 theory
are then diretly taken into aount by this ontribution, as the rst terms in
an expansion in powers of the auxiliary elds. Of ourse, one has to inlude,
in general, also non-quadrati terms. The quadrati approximation ould be
justied, for example, within the ontext of a large-N approximation.
3.3 Perturbation theory
We study here the alternative representation for the partition funtion in an
interating theory. For the sake of larity, we present this topi within the
ontext of a onrete example: the real salar eld in 3+ 1 dimensions, with
a self-interation of the quarti type. The ation is then
S = S0 + SI , SI = λ
4!
∫
d4xϕ4(x) . (80)
As in the standard formulation, we want to alulate Z(β) in a power
series of the oupling onstant, λ. It should be lear that the proper way
to do that here is to alulate W[J ] to the desired order, and from there
to obtain the orresponding eetive Hamiltonian. The resulting expression
for the partition funtion as a funtional integral over the auxiliary elds
an then also be expanded (up to the same order W[J ] was alulated). In
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the ourse of suh a program one has to fae the issue of the UV innites
that pop up in the alulation of loop diagrams for the (zero-temperature)
objet W[J ]. We shall assume that all those innities are renormalized in
the usual way at zero temperature. In partiular, our T = 0 verties are
normal ordered, so that the zero-temperature tadpoles are, to begin with,
absent. The nite-temperature tadpoles will, nevertheless, appear in the
alternative desription, as we shall see. Namely, the funtional integral in
terms of the auxiliary elds is UV nite. In this way, the thermal orretions
are ompletely disentangled from the issue of renormalization.
We now study the problem of alulating the eetive Hamiltonian in
terms of the perturbative expansion for W[J ]. As in the ase of one degree
of freedom, the eetive Hamiltonian is related to W[J ] by:
Heff(ξ) = − 1
β
W[ij(x)] (81)
where W[J ] is the generating funtional of onneted orrelation funtions
Φa, at T = 0. Moreover, we shall assume that, in the previous expression,
W[0] ≡ 0, sine any vauum ontributions would be anelled by the nor-
malization fator N .
The perturbative expansion of W will be denoted by W = W(0) +W(I),
with
WI [J ] = W(1)[J ] + W(2)[J ] + . . . (82)
where the index denotes the order in λ of the orresponding term. This
yields the orresponding expansion for the eetive Hamiltonian, Heff =
H
(0)
eff + H
(I)
eff , and one an then nd orretions to the partition funtion,
or the free energy F = − 1
β
lnZ, by evaluating the orresponding Gaussian
averages. Indeed,
F (β) = F (0)(β) + F (I)(β) (83)
where
F (I)(β) = − 1
β
ln〈e−βH(I)eff (ξ)〉 (84)
where the average symbol is dened by the quadrati weight:
〈. . .〉 ≡
∫ Dξ . . . e−βH(0)eff (ξ)
Z0(β) . (85)
To x ideas, we do that rst for the simplest non-trivial order, i.e., λ.
Then one has the rst-order ontribution to F :
F (1)(β) = 〈H(1)eff(ξ)〉 , (86)
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where the Gaussian average requires the knowledge of the elementary aver-
ages whih involve two auxiliary elds. The only non-trivial ones are:
〈ξ1(x)ξ1(y)〉 =
∫
d3k
(2pi)3
eik·(x−y)
ω(k)
1− e−βω(k)
〈ξ2(x)ξ2(y)〉 =
∫
d3k
(2pi)3
eik·(x−y)
1
ω(k)(1− e−βω(k)) . (87)
On the other hand, a standard T = 0 alulation shows that the rst-
order term in the expansion of W is:
W(1)[J ] = − λ
4!
∫
d4x
[ ∫
d4y
∑
a
G
(0)
1a (x− y)Ja(y)
]4
, (88)
where G
(0)
ab (x − y) is the free T = 0 propagator for the real salar eld and
its anonial momentum, namely
G
(0)
ab (x− y) = 〈Φa(x) Φb(y)〉 , (89)
whih may be onveniently represented in terms of its Fourier transforms
G˜
(0)
ab (k), in a matrix representation where (1 orresponds to ϕ and 2 to pi):
G˜(0)(k) =
1
k2 +m2
(
1 ik0
−ik0 k20
)
. (90)
Using now the rule that maps terms in the expansion for W into like ones
for Heff , we see that:
H
(1)
eff(ξ) =
λ
4!β
∫
d4x
[ ∫
d4y
∑
a
G
(0)
1a (x− y)
× ξa(y)(δ(y0 − β)− δ(y0))
]4
. (91)
Then, using tildes to denote the Fourier transforms of the auxiliary elds, we
see that eah one of the fators that appear integrated over x above, an be
put in the following form:∫
d4y
∑
a
G
(0)
1a (x− y)ξa(y)
[
δ(y0 − β)− δ(y0)
]
=
∫
d3k
(2pi)3
1
2ω(k)
eik·x
[
e−ω(k)|x0−β| − e−ω(k)|x0|]ξ˜1(k)
+
∫
d3k
(2pi)3
eik·x
1
2
[
σ(x0)e
−ω(k)|x0| − σ(x0 − β)e−ω(k)|x0−β|
]
ξ˜2(k) , (92)
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where σ(x) denotes the sign of x.
Introduing the expression above into (91) we nd, in a natural extension
of the notation used for the ase of one degree of freedom:
H
(1)
eff (ξ) =
1
4!
∫ [ 4∏
i=1
d3ki
(2pi)3
]
(2pi)3δ(3)
( 4∑
i=1
ki
)H(4,1)a1...a4(k1, . . . ,k4)
× ξ˜a1(k1) . . . ξ˜a4(k4) (93)
where H(4,1) is the kernel for a quarti term; the ‘1′ has been written to
pinpoint the fat that it has been alulated to the rst order. The expliit
form of the kernel elements depends of ourse on the indies onsidered.
Modulo permutations, the only inequivalent possibilities are summarized in
the following results:
H(4,1)1111(k1,k2,k3,k4) = λ
∫ ( 4∏
i=1
dνi
2pi
)
2pi δ(
4∑
j=1
νj)
4∏
l=1
[ e−iβνl − 1
ν2l + ω
2(kl)
]
,
(94)
H(4,1)1112(k1,k2,k3,k4) = λ
∫ ( 4∏
i=1
dνi
2pi
)
2pi δ(
4∑
j=1
νj)
×
3∏
l=1
[ e−iβνl − 1
ν2l + ω
2(kl)
] iν4(e−iβν4 − 1)
ν24 + ω
2(k4)
(95)
H(4,1)1122(k1,k2,k3,k4) = λ
∫ ( 4∏
i=1
dνi
2pi
)
2pi δ(
4∑
j=1
νj)
×
2∏
l=1
[ e−iβνl − 1
ν2l + ω
2(kl)
] 4∏
r=3
[iνr(e−iβνr − 1)
ν2r + ω
2(kr)
]
, (96)
H(4,1)1222(k1,k2,k3,k4) = λ
∫ ( 4∏
i=1
dνi
2pi
)
2pi δ(
4∑
j=1
νj)
× e
−iβν1 − 1
ν21 + ω
2(k1)
4∏
r=2
[iνr(e−iβνr − 1)
ν2r + ω
2(kr)
]
, (97)
and
H(4,1)2222(k1,k2,k3,k4) = λ
∫ ( 4∏
i=1
dνi
2pi
)
2pi δ(
4∑
j=1
νj)
4∏
l=1
[iνl(e−iβνl − 1)
ν2l + ω
2(kl)
]
.
(98)
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Upon appliation of Wik's theorem for the alulation of the average of the
rst order eetive Hamiltonian, we see that only the terms with an even
number of legs for eah eld yields a non-vanishing ontration; namely, only
the terms H(4,1)1111 , H(4,1)1122 , H(4,1)2222 enter into the alulation. Besides, the rst
and third of these arry a fator of 3 beause of the number of unequiva-
lent ontrations, while for the seond one there is a 6 due to the dierent
permutations of the (dierent) indies.
Using the expliit form of the ontrations, and integrating over the fre-
quenies, one sees, after a somewhat lengthy, but nevertheless straightforward
alulation, that the proper result is obtained. Namely,
F (1) =
λ
8β
V
(∫ d3k
(2pi)3
1
ω(k)
nB(ω(k))
)2
, (99)
where V is the spatial volume of the system.
3.4 Generating funtional
Inluding a soure in equation (64) it is straightforward to obtain the gener-
ating funtional for the salar eld in d + 1 dimensions in a analogous form
than for 0 + 1 dimensional theory. Working in Fourier spae for the spa-
tial oordinates, we see that the entire 0 + 1 dimensional proedure applies.
Then Gab(x, y), the orrelation funtion for the salar eld and its anonial
momentum beomes:
Gab(x, y) = G
(0)
ab (x− y)− U (β)ab (x− y) , (100)
where G
(0)
ab (x − y) is the zero temperature orrelation funtion, whereas
U
(β)
ab (x− y) is a temperature dependent funtion.
The expliit form of these funtions is:
G
(0)
ab (x− y) =
∫
ddk
(2pi)d
eik (x−y) G
(0)
ab (k, τ) (101)
where:
G
(0)
ab (p, τ) =
e−ωkτ
2ωk
(
1 iωk
−iωk ω2k
)
, (102)
and:
U (β)(k, τ) = −nB(ωk)
2
(
eωkτ+e−ωkτ
ωk
−i(eωkτ − e−ωkτ)
−i(eωkτ − e−ωkτ) ωk(eωkτ + e−ωkτ)
)
, (103)
whih are exatly equal to the 0+ 1 dimensional ase equations on whih we
have to replae w by ωk =
√
k2 +m2.
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4 Dira eld
The nal example we onsider is a massive Dira eld in d + 1 spaetime
dimensions. The proedure will be essentially the same as for the real salar
eld, one the relevant kinematial dierenes are taken into aount. The a-
tion Sf0 for the free ase is given by S
f
0 =
∫
dd+1xψ¯( 6∂+m)ψ where 6∂ = γµ∂µ,
γ†µ = γµ and {γµ, γν} = 2δµν .
We then impose antiperiodi onditions for both elds:
ψ (β,x) = −ψ (0,x) , ψ¯ (β,x) = −ψ¯ (0,x) (104)
as onstraints on the Grassmann elds. Those onditions lead to the intro-
dution of the two δ−funtions:
Zf0 (β) =
∫
DψDψ¯ δ(ψ(β,x) + ψ(0,x)) δ(ψ¯(β,x) + ψ¯(0,x))
× exp
[
− Sf0 (ψ¯, ψ)
]
. (105)
Sine the Dira ation is of the rst-order, the introdution of two onstraints,
and two Lagrange multipliers, appears in an even more natural way than for
the previous ase. Those auxiliary elds, denoted by χ(x) and χ¯(x) must be
time-independent Grassmann spinors. The resulting expression for Zf0 (β) is
then
Zf0 (β) = N−1
∫
DχDχ¯DψDψ¯ e−Sf0 (ψ¯,ψ)+i
R
dd+1x (η¯ψ+ψ¯η), (106)
where η and η¯ are (Grassmann) soures depending on χ and χ¯ through the
relations:
η(x) = χ(x)
[
δ(τ − β) + δ(τ)] , η¯(x) = χ¯(x)[δ(τ − β) + δ(τ)] . (107)
Integrating out ψ, ψ¯, we arrive to:
Zf0 (β) =
∫
DχDχ¯ exp
[
− βHeff
(
χ¯, χ
)]
(108)
where
Heff
(
χ¯, χ
)
=
∫
ddx
∫
ddy χ¯(x)H(2)
(
x,y
)
χ(y) (109)
with:
H(2)
(
x,y
)
= 〈x, 0|( 6∂ +m)−1|y, 0〉+ 〈x, β|( 6∂ +m)−1|y, β〉
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+ 〈x, 0|( 6∂ +m)−1|y, β〉+ 〈x, β|( 6∂ +m)−1|y, 0〉
=
1
β
[
2Sf
(
0,x− y)+ Sf(β,x− y)+ Sf(− β,x− y)]. (110)
On the last line, Sf , denotes the Dira propagator. A quite straightforward
alulation shows that
H
(
x,y
)
=
1
β
〈x|uˆ(1− nˆF )−1|y〉 (111)
where nˆF ≡
(
1 + eβnˆ
)−1
is the Fermi-Dira distribution funtion, written
in terms of hˆ, the energy operator (dened identially to its real salar eld
ounterpart); uˆ is a unitary operator, dened as
uˆ ≡ hˆD
hˆ
, hˆD ≡ γ · ∇ +m . (112)
Then we verify that:
Zf0 (β) = det uˆ det−1
[
(1− nˆF ) I
]
, (113)
(I ≡ identity matrix in the representation of Dira's algebra)
Zf0 (β) =
∏
~p
[
1 + e−βE(~p)
]
rd
(114)
with E(p) =
√
p2 +m2 and rd ≡ dimension of the representation (we have
used the fat that det uˆ = 1).
Again, the proedure has produed the right result for the partition fun-
tion, with a normal-ordered Hamiltonian. On the other hand, for a Dira
eld in a stati external bakground orresponding to a minimally oupled
Abelian gauge eld the A0 = 0 gauge, we have
Sf(ψ¯, ψ, A) =
∫
dd+1x
[
ψ¯(x)
( 6∂ + i e γ ·A(x) +m)ψ(x)] . (115)
The assumed τ− independene allows us to arry on the derivation desribed
for the free ase, with minor hanges, arriving to the expression:
Zf (β) = det uˆ(A) det−1(nˆF (A) I)
= eiK(A) det
[(
1 + e−βhˆ(A)
)
I
]
(116)
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where
hˆ(A) ≡
√
−D2 +m2 , D ≡ ∇− ieA , (117)
and:
eiK(A) =
det
(
γ ·D+m)
det
√−D2 +m2 . (118)
Notie that the fator det
[(
1 + e−βnˆ(A)
)
I
]
an be formally diagonalized in
terms of the energies Eλ(A) in the presene of the external eld. Thus we
arrive to the expression:
Zf (β) = eiK(A) ×
{∏
λ
[
1 + e−βEλ(A)
]}rd
. (119)
The fator eiK(A), on the other hand, is topologial in origin, as it depends
on the phase, K(A), of the determinant of hˆD. On the other hand, hˆD
may be regarded as a kineti operator in one fewer dimension. For Dira
fermions, we know that the phase of det hˆD an be non-trivial only when d
is odd, i.e., when d+1 is even. However, the γ-matries appearing in det hˆD
form a reduible representation of the Dira algebra in d dimensions, with
the matrix γτ relating every eigenvalue to its omplex onjugate. Thus, as a
result, the phase K(A) vanishes. Of ourse, a non-vanishing result may be
obtained for other fermioni systems, like Weyl fermions for d+ 1 = even.
5 Conlusions
We have shown that, by introduing the periodiity onditions as onstraints
for the paths in the Eulidean path integral for the T = 0 vauum funtional,
one an obtain a novel representation for the partition funtion. These on-
straints should be applied on elds and anonial momenta, and when they
are represented by means of auxiliary elds, they lead to an alternative, `dual'
representation for the orresponding thermal observable.
Sine both phase spae variables should be onstrained, one has to work
in a rst-order formulation; this is automatially satised in the ase of a
Dira eld, but it requires a little bit of are in the ase of the real salar
eld.
The resulting representation for the partition funtion may be thought of
as a dimensionally redued path integral over phase spae, similar to the one
of a lassial thermal eld theory, with the auxiliary elds playing the role of
anonial variables, but with an eetive Hamiltonian, Heff , whih redues
to the lassial one in the orresponding (high-temperature) limit.
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We analyzed the main properties of this representation for the ases of
the real salar and Dira elds, two typial examples that have been hosen
for the sake of simpliity. It is not diult to generalize the representation
to the ase of systems ontaining fermions interating with bosons. For
example, assuming that S(ψ¯, ψ,Φ) is the rst order ation orresponding to
a real salar interating with a Dira eld, we dene the T = 0 generating
funtional W(ζ¯ , ζ, J) by:
W(ζ¯ , ζ, J) = N
∫
DΦDψDψ¯ e−S(ψ¯,ψ,Φ)+i
R
dd+1x
(
ζ¯ψ+ψ¯ζ+JaΦa
)
, (120)
where the soures are arbitrary. Then, Heff an be obtained from the ex-
pression:
Heff(χ¯, χ, ξ) = − 1
β
W(η¯, η, ij) , (121)
where η, η¯ and J are (the already dened) funtions of the Lagrange multi-
plier elds χ¯, χ and ξ.
We have shown how the eetive Hamiltonian an be onstruted by as-
suming the knowledge of the orresponding T = 0 generating funtional of
onneted orrelation funtions. If this knowledge is perturbative, one reov-
ers the perturbative expansion for the thermal partition funtion. However,
the most important appliations of this formalism are to be found in the ase
of having non-perturbative information about the T = 0 orrelation fun-
tions: here, it is quite straightforward to inorporate that knowledge into
the formalism, and to ompute thermal orretions from it.
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