In many observational studies, analysts estimate causal effects using propensity scores, e.g., by matching, sub-classifying, or inverse probability weighting based on the scores. Estimation of propensity scores is complicated when some values of the covariates are missing. Analysts can use multiple imputation to create completed datasets from which propensity scores can be estimated. We propose a general location mixture model for imputations that assumes that the control units are a latent mixture of (i) units whose covariates are drawn from the same distributions as the treated units' covariates and (ii) units whose covariates are drawn from different distributions. This formulation reduces the influence of control units outside the treated units' region of the covariate space on the estimation of parameters in the imputation model, which can result in more plausible imputations. In turn, this can result in more reliable estimates of propensity scores and better balance in the true covariate distributions when 1 matching or sub-classifying. We illustrate the benefits of the latent class modeling approach with simulations and with an observational study of the effect of breast feeding on children's cognitive abilities.
INTRODUCTION
In many studies of causal effects, analysts use observational data in which the treatment and control conditions are not randomly assigned to subjects. Typically in such studies, the subjects in the treated group look different than those in the control group on several covariates. When these covariates are related to the outcome of interest, any observed differences in the two groups' outcome distributions may reflect the differences in the groups' covariates rather than only effects of the treatment [1, 2] .
Analysts can reduce the bias that results from imbalanced covariate distributions, at least for observed covariates, using propensity scores [3, 4] . The propensity score for any subject, e(x i ), is the probability that the subject receives the treatment given its vector of covariates x i . That is, e(x i ) = P (T i = 1|x i ), where T i = 1 if subject i receives treatment and T i = 0 otherwise. When two large groups have the same distributions of propensity scores, the groups should have similar distributions of x [3] . Thus, by selecting control units whose propensity scores are similar to the treated units' propensity scores, analysts can create a matched control group whose covariates in x are similar to the treated group's covariates. Analysts then base inferences on the treated and matched control groups, thereby avoiding any bias that results from imbalanced covariate distributions in x in the two groups. In addition to one-to-one matching, analysts can make causal inferences by using full matching [5, 6] , by subclassifying on the propensity scores, [7, 8] , and by using the the propensity scores for inverse probability weighted estimation [9, 10] . For a review of approaches to causal inference using propensity scores, see [11] .
A key assumption in propensity score analyses is no unmeasured confounding, i.e., there does not exist an unobserved variable that affects the outcome and is differentially distributed in the treated and control groups. This assumption, known as strong ignorability [3] , cannot be verified in observational studies; however, analysts can perform sensitivity checks to determine if unmeasured confounding could seriously impact conclusions [12] .
Propensity scores are rarely known exactly and must be estimated from the data.
Typically, this involves fitting regressions with T as the dependent variable and functions of x as the independent variables, and using the estimated probabilities as the propensity scores. See, for example, [13] .
In this article, we consider a practical complication in propensity score approaches:
estimating the scores when some covariate data are missing. There are several strategies in the literature for estimating propensity scores with missing covariates. The analyst could base propensity score estimation and subsequent causal inference only on the complete cases; however, this could result in biased estimates when the data are not missing completely at random (MCAR). Even when the data are MCAR, the complete case analysis generally results in reduced power. The analyst could estimate propensity scores within patterns of missing data; however, with many patterns there may not be sufficient data for accurate estimation. The analyst could apply the model-based approach of [14] . They use an EM algorithm to find the maximum likelihood estimates of the parameters in a general location model fit to the data (X obs , T ). After the algorithm converges, they estimate propensity scores as the predicted probabilities in the regression of T on X obs .
We propose to estimate propensity scores using multiple imputation of missing data [15] . In this approach, the data analyst repeatedly imputes missing values by sampling from their posterior predictive distributions conditional on the observed covariate data. The analyst estimates propensity scores in each completed dataset, and averages the propensity scores across datasets. The averaged scores could be used for matching, sub-classification, or inverse weighting. Alternatively, the analyst could use the propensity scores in each dataset to estimate the treatment effect separately in each dataset, and average the estimated treatment effects over the datasets. There is no consensus on which of these two approaches is more effective, as evidenced in the simulations of [16] . We tried both approaches in our analyses and found that matching on the average propensity score resulted in more accurate treatment effect estimates than matching within each dataset and so report only the former sets of results.
Multiple imputation approaches have some advantages over maximum likelihood approaches. With completed datasets, analysts can easily pursue further modeling, such as sub-domain comparisons or regression adjustment to reduce residual imbalances [16, 17] . For example, analysts select the matched control set using the averaged propensity scores, perform the regression within each completed dataset using only this control set and the treated units, and average the resulting coefficients-which differ because the imputed covariate values change over the completed datasetsusing the combining rules of [15] . Additionally, the analyst's model for the propensity scores is not tied to the model for imputations, which provides flexibility in estimating propensity scores. For example, a specification of the propensity score model other than the one implicit in the model used for imputation could result in better balance on the completed-data covariates.
For imputation, we propose a general location model, i.e. the categorical variables follow a log-linear model and the continuous variables follow a multivariate normal distribution within each category, with a novel twist. We introduce a latent indicator variable that captures the notion, "if we had complete data, these control units would be good candidates for close matches to the treated units." More precisely, we assume that the control units are a mixture of units whose covariates are drawn from the same distributions as the treated units' covariates, and units whose covariates are drawn from different distributions. This formulation reduces the influence of control units outside the treated units' region of the covariate space on the estimation of parameters in the imputation model, which can result in more plausible imputations in the region where control and treated units' covariate distributions overlap most.
Since propensity scores are estimated based on imputed values, better imputations can result in estimated propensity scores that are closer to their true values, and thus result in better balance in the true covariate distributions when matching or subclassifying on those scores. The latent variable is never observed for control units.
However, because all treated units are by definition in the treated units' covariate space, there is sufficient information to estimate the posterior distributions of the latent indicators using Markov Chain Monte Carlo techniques.
The remainder of the article is organized as follows. In Section 2, we illustrate the impact on covariate balance of using standard imputation models that generate implausible imputations. Most standard imputation models use the same parameter estimates for all units; we call these one class models. In Section 3, we describe a simple latent class mixture model and illustrate its improved performance over one class models in the settings of Section 2. We also compare the latent class model with the imputation-based approaches suggested by [18] and [19] . In Section 4, we present the general location latent class mixture model, which we utilize in Section 5 to handle missing covariate data in an observational study of the effect of breastfeeding on children's cognitive outcomes later in life. In Section 6, we conclude with general remarks about the approaches.
We illustrate the multiple imputation procedures using one-to-one matching primarily for computational convenience; that said, one-to-one matching is still often utilized for causal inference in medical studies e.g. [20, 21, 22, 23] .
We conjecture that the performance of full matching or sub-classification with missing covariate data also will be improved when estimating propensity scores with latent class imputation models, as these approaches can benefit from more accurate estimation of propensity scores in the region of covariate overlap. In all sections, we use the average treatment effect on the treated units as the causal estimand.
There are many other approaches to handling missing covariate data in causal inference settings, for example doubly robust estimators [24, 25] . [26] contains an extensive review of other approaches. We do not consider other methods further here.
Potential inadequacies of one class models
With high dimensional covariate spaces, it is unfortunately all-too-easy to mis-specify the imputation models. Indeed, the difficulties of specifying models in high dimensions motivate propensity score methods in place of regression analysis for causal inference in the first place. We now demonstrate how mis-specified models can generate implausible imputations, which in turn can negatively impact covariate balance in propensity score matching. We use an obvious mis-specification in this example to clearly illustrate the impacts of implausible imputations on covariate balance.
We simulate two continuous covariates for n = 1200 units as shown in Figure   1 We impute missing x 2 using data augmentation [27] via the one class multivariate normal model. Specifically, we presume that x i ∼ N(µ, Σ), with the non-informative
Since only x 2 is missing in our simple example, imputations can be sampled directly from the posterior predictive distribution of (x 2 |x 1 ), which is a linear regression on x 1 . For more complicated patterns of missing data, draws from the joint posterior distribution of the missing values can be obtained with Gibbs samplers. The draws of the missing values serve as multiple imputations.
Following [14] , we do not control for outcome data in the imputation model. This manipulations of the covariates and assigning of a control group are done without consideration of response variables. In this way, propensity score computations, and consequently any matching, subclassification, or weighting based on propensity scores, are not affected by assumptions about the outcome variable. That said, it can be advantageous to include the outcome in imputation models [28, 29] . One could easily modify any of the imputation models that follow to include outcome variables in the imputation models.
After m = 100000 imputations, we estimate each unit's propensity score in each dataset using a logistic regression with main effects for x 1 and x 2 . Within any dataset, this regression provides reasonable balance on the treated units' and (possibly imputed) control units' covariates. We then average each unit's m propensity scores, and perform matching both with and without replacement based on the averaged propensity scores. We use a nearest neighbor matching algorithm in both settings.
Generating 100000 imputations took approximately ten hours of computing time on an Intel 2.8 GHz processor. We note that it is not necessary to set m = 100000 in genuine applications; we chose a very large m to essentially eliminate any sampling variability in the selected matches that could result from using a finite number of imputations. We discuss the role of m further in Section 5.
The one class multivariate normal imputation model implies a linear relationship between x 1 and x 2 , which is clearly inappropriate as indicated by the estimated regression line in Figure 1 . What can happen when using this regression model to impute the missing x 2 ? First, consider control units with actual covariate values of both x 1 and x 2 in the treated units' region of the covariate space and above the regression line; these are ideal candidates to be included in the matched control set.
When based on the one class model, imputations of missing x 2 for these control units will tend to be lower than the actual values. As a result, these control units' completed data could be in a different space than the treated units covariates. If propensity score matching is done with the completed data, these control units could be (incorrectly) excluded from the matched control set. Second, consider control units with values of x 1 similar to treated units' values of x 1 but with actual values of x 2 that are smaller than any treated units' values of x 2 (e.g., below the regression line); these are not good candidates for the matched control set. When based on the one class model, imputations of missing x 2 for these units will tend to be higher than their true x 2 values, so that their imputed values could be in the same region as the treated units' covariates. Therefore, they could be incorrectly selected as matched controls. We note that control units whose covariates are far away from the treated units' covariate space are not likely to be selected as matches, even with the model mis-specification. One might think that the problems resulting from poor imputations can be fixed by adjusting propensity score models to achieve the best possible balance on the completed-data covariates. Unfortunately, this may not resolve the problems. When an imputation model generates implausible imputations, acceptable balance on the imputed (and observed) covariates may not equate to acceptable balance on the true values of the covariates. For example, suppose that a treated unit has covariate values of (x 1 = 1, x 2 = 2). Suppose that we consider two possible candidates for matches to this unit, one with (x 1 = 1, x 2 = 2) and the other with (x 1 = 1, x 2 = 0); clearly, record one is preferred. However, suppose that the treated unit and record two are missing x 2 , and that we use a terrible imputation model that imputes x * 2 = 10 for the treated and control record. Then, the propensity score matching algorithm will select record 2, even though it is a worse match in reality and even though the propensity score matching is perfectly balanced on x 1 and the imputed value of x * 2 . Of course, when confronted with these data in a genuine setting, a wise modeler would recognize the inadequacy of the multivariate normal model from exploratory data analysis and use some other imputation approach. Imputations from correct, or at least approximately correct, models can help analysts avoid these problems.
However, in settings with many covariates, it is not always easy to diagnose model inadequacies. Furthermore, although unfortunate, many analysts default to multivariate normal imputation procedures, so that they may face the problems from imputation model mis-specification.
Latent class mixture model
The simulations in Section 2 demonstrate that implausible imputations can negatively impact covariate balance. They further illustrate that inappropriate use of a one class model can lead to these problems. In this section, we propose an approach that attempts, in some sense, to mitigate these problems automatically through latent class mixture modeling. We note that [30] also use latent class models for multiple imputation, but not in the context of propensity score matching.
The motivation underlying the use of latent class models in this context is as follows. In matching contexts, ideally we want to select controls that look like the treated units on relevant covariates. When covariate data are missing, we are unsure which control units are in this region of potential matches. However, if we knew which control units were in the potential match region, we could toss out the control units outside the potential match region and, therefore, fit imputation models using only the relevant covariate space. In this way, imputation of missing covariates in the treated units' covariate space would not be affected by outlying controls, as happened in Section 2. Since we do not know which control units are in the potential matched region, we introduce a latent class indicator such that one class corresponds to units lying in the potential matched region and the other class corresponds to all other units. With this two class model, by definition we know the latent class indicators for all treated units, so that there is information to estimate the distribution of the latent class indicators for the control units.
The latent class mixture model is specified so that the missing data for treated and control units estimated to have the same covariate distributions are imputed based on the same parameter values. Imputing with a common parameter value can be preferable to imputing treated and control units with the same covariate distributions separately. In effect, the parameters from the common distribution are estimated with the data from both the treated and potential matched controls, which reduces variance in the imputations and hence can improve matches in any one dataset compared to estimating parameters separately for each treatment group.
When the covariate distribution of the control group has smaller variance than that of the treated group, latent class models still can provide more plausible imputations than one class models. A one class model would impute control units' missing values from a distribution based on the entire dataset, which would have a variance for the control units that is too large, leading to implausible imputations. A latent class model has the potential to distinguish the control units' distribution from the treated units' distribution, so that the imputations will effectively be from two separate models. This can result in more plausible imputations for the control units.
Of course, arguably this situation is problematic for propensity score inference, since many treated records will not have reasonably close matches in the dataset. Analysts may have to adopt other inferential strategies, e.g., regression modeling with flexible functional forms [31] .
We now demonstrate that the latent class model can improve the problems seen in Section 2. We begin by describing a latent class mixture model for continuous variables only. We present a general location latent class mixture model for continuous and categorical variables in Section 4.
Latent class model for continuous data only
For each unit i, let z i ∈ {0, 1} be the latent class indicator, where z i = 1 corresponds to unit i lying in the treated units' covariate space and z i = 0 otherwise. We model each unit's covariate data conditional on z i with class specific parameters, so that,
The distribution of the latent class indicators conditional on treatment is
As in the one class model we place non-informative priors on (µ
This can lead to an improper posterior when z i = z j for all (i, j). However, this possibility is rare in practice. If this does occur, a one class model may be adequate.
Analysts can adopt the approach of [32] , also recommended by [33] , and use a data dependent prior distribution that restricts imputation of z i so that sufficient numbers of units are in both classes. We place a Beta prior distribution on π
where (a, b) are specified hyper-parameters. Common choices for (a, b) include a = b = 1, implying a uniform prior for π * , and a = b = 0.5 for the Jeffrey's prior.
With this model specification, the full conditional distributions are available in closed form. It is straightforward to sample from the joint posterior distribution of all unknowns using a Gibbs sampler, thus creating multiple imputations of the missing covariate values.
Performance in simulations
We now apply the latent class model in the setting of Section 2. We also examine a scenario in which the one class model is appropriate in order to illustrate the effect on covariate balance when the latent class model is inefficient compared to the one class model. For each scenario, we run the Gibbs sampler for 100000 iterations after a burn-in period of 1000 runs, thus creating 100000 multiply-imputed datasets. It takes about ten hours of computing time to create the 100000 imputed datasets on a 2.8 GHz Intel processor. We choose m = 100000 for the illustration because, given a missing data pattern, with this large m the set of matched controls would be the same for any repeated run of the imputations; thus, using m = 100000 essentially guarantees that the results are not affected by variability from finite m. In each completed dataset, we estimate the propensity scores using the logistic regressions described in Section 2. We then compute the average propensity scores for each unit across the 100000 datasets, and match treated to control units using nearest neighbor matching, both with and without replacement. Of course, covariate balance is an intermediate step in causal inference. The ultimate goal is to estimate treatment effects. We therefore simulate a response variable, y, with a simple response surface, namely
Here, the treatment effect τ = 0. We estimate τ withτ =ȳ T −ȳ M C , whereȳ T is the sample mean of y in the treated group andȳ M C is the sample mean of y in the matched control group.
We create three datasets, labeled "Rep 1," "Rep 2," and "Rep 3," by simulating three sets of outcomes from (5) given the true values of x 1 and x 2 . We introduce missing values in the control units' data as described in Section 2. We also introduce missing values in the treated units' x 2 data. Specifically, we consider scenarios with 0%, 10%, and 30% of treated units' x 2 data missing completely at random. In each dataset, we apply the latent class and one class approaches to create m = 100000 imputed datasets, from which we estimate the propensity scores as described in Section 2. We construct the matched control set using nearest neighbor matching both with and without replacement.
In addition to the one class and latent class approaches, we examine two alternative imputation-based approaches to handling missing data in propensity score estimation. The first approach implements the suggestion of [18] : use the one class model to create one completed dataset, and include indicators for the missing data patterns in the models used to estimate propensity score models from this single completed dataset. We label this HNR. The second approach implements the suggestion of [19] : use the one class model to create m completed datasets (where m = 100000 in our setting), and include indicators for the missing data patterns in the models used to estimate propensity score models from these completed datasets. We label this QL. For the matching with replacement scenarios, no method dominates across all the datasets. The estimated treatment effects for the latent class model appear to be the most stable: for any scenario their variance across datasets tends to be smallest.
The estimates for the one class model are almost always negative, and they vary widely across datasets in the 0% and 30% missing data scenarios. With no missing data in the treated units, HNR and QL tend to result in estimated treatment effects closest to τ = 0. As noted previously, in this setting they tend to select matches with complete data. Because control units with observed (x 1 , x 2 ) similar to those for treated units can be used repeatedly as matches, HNR and QL effectively avoid the problems from mis-specified imputation models by not selecting control records with imputed x 2 . Their performance deteriorates as the amount of missing treated data increases, because the matching algorithm increasingly selects records with poorly imputed values of x 2 .
One might ask what happens when the one class model is correct for the covariates, but imputations are done with the latent class model. In this case, the latent class model estimates the parameters for the treated/matched class using only a fraction of the control units, whereas the one class model appropriately uses all control units.
This loss of efficiency in parameter estimation results in greater imputation variance, which could worsen the quality of matches with respect to true covariate balance. Table 1 : Three replications of treatment effect estimates when matching with and without replacement in the model mis-specification scenario for various approaches to handling missing data via imputation. The true treatment effect equals zero. Across the three replications, the SE(Ȳ T ) ≈ 22.
To explore this scenario, we add a simulation in which (x 1 , x 2 ) have a linear relationship. The n T = 200 treated units tend to have larger values of x 1 and x 2 than the n C = 1000 controls. This simulation design is summarized in Figure 4 . As in the previous simulations, we introduce missing values in control units' x 2 data with a missing at random mechanism so that units with large values of x 1 are more likely to be missing x 2 , and we introduce 0%, 10%, or 30% missing values in x 1 using a MCAR mechanism. The models used to create these simulations are in Appendix C of the supplementary material. We simulate the response surface as in (5) and estimate treatment effects accordingly. We create m = 100000 completed datasets for each of three simulated datasets using the latent class, one class, HNR, and QL methods. Table 2 summarizes the results from the correctly specified simulation scenario.
For without replacement matching, the latent class and one class estimates are very similar, and both dominate the QL and HNR methods by wide margins. For matching with replacement, the one class estimates tend to be closer to τ = 0 than the latent Table 2 : Three replications of treatment effect estimates when matching with and without replacement in the correct specification scenario for various approaches to handling missing data via imputation. The true treatment effect equals zero. Across the three replications, the SE(Ȳ T ) ≈ 14.
class estimates. The absolute magnitudes of the difference tend to be less than those in Table 1 . For 0% missing data, the QL and HNR estimates tend to be closer to τ = 0 than the latent class estimates; however, this is no longer the case with 30% missing data. Again, differences across methods are small compared to those seen in Table 1 .
The simulation results suggest that the latent class model can help analysts to avoid bias from poor matches caused by implausible imputations, without substantial penalties when they are inefficient compared to one class models.
General location latent class mixture model
When covariates include both categorical and continuous variables, the general location model is often used for imputation of missing data. In this section, we extend the general location model to include latent indicators for propensity score matching.
One class general location model
Let X be an n × p matrix of covariate data for the individuals in the study com- Analysts can use a Gibbs sampler to sample from the joint posterior distribution of unknowns. A convenient approach for obtaining posterior draws of π is Bayesian iterative proportional fitting; see, [35, Ch. 4] and [36] . Conditional on parameter draws, missing categorical data are imputed from multinomial distributions and missing continuous data are imputed from multivariate normal distributions.
Adding the latent class indicators
As in Section 3.1, let z i be the latent class indicator for each unit i. We model the distribution of latent class indicators as in (2) and
Essentially, the mixture model specifies separate general location models for X 0 and
be the parameters of the general location model for X 0 and for X 1 respectively. Then,
where p(X 0 |θ 0 ) and p(X 1 |θ 1 ) are modeled as described in Section 4.1. Cell counts are still modeled with multinomial distributions, but now cell probabilities depend on latent class membership. Similarly, the continuous data are still modeled as multivariate normal-after possible transformations-but the mean and covariance matrix depend on the latent class.
As in Section 4.1, we use Dirichlet prior distributions for π 1 and non-informative prior distributions for (µ 1 , Σ) 1 ), and similarly for (π 0 , µ 0 , Σ 0 ). As in Section 3.1, with non-informative prior distributions, sufficient numbers of units are required in both classes to estimate the parameters.
The full conditional distributions for all unknowns are available in closed form.
We describe in detail the data augmentation steps needed to impute missing values in Appendix A of the supplementary material. R code implementing this approach is provided at http://www.soton.ac.uk/∼rm1s07/robin rcode.html.
Application to study of breast feeding
We now apply the latent class model to impute missing covariates and perform propensity score matching in a study of the effect of breast feeding on child's cognitive development. The data are a subset of the 1979 National Longitudinal Survey of Youth, commonly referred to as the NLSY79. This longitudinal survey, begun in 1979, interviewed a nationally representative sample of 12,686 young men and women in the U. S. aged 14 to 22 years at that time. This cohort was interviewed annually until 1994, and biannually after then. After 1986, detailed information on children born to women in the NLSY79 were collected.
Description of variables
The response variable, y, is the Peabody individual assessment test math score (PI-ATM) administered to children at 5 or 6 years of age. The treatment variable is breast feeding duration, which is measured in weeks. We dichotomize this variable into a control condition, < 24 weeks, and a treatment condition, ≥ 24 weeks. The 24 week cutoff corresponds to the number that has been given by the American Academy of Pediatrics [37] and the World Health Organization as a minimum standard for breast feeding duration. There are other ways to define the treatment variable, and the analysis could be repeated with different cut points on the breast feeding duration variable. We do not pursue these here. Additionally, we cannot determine from these data whether or not the mother used breast feeding exclusively.
We use fourteen potentially relevant background covariates. These include five categorical variables: the child's race (Hispanic, black or other), the mother's race (Hispanic, black, asian, white, Hawaiian/Pacific Islander/American Indian, or other), child's sex, and two variables indicating whether the spouse or grandparents were present at birth. They also include nine continuous variables: the number of years between 1979 and when the mother gave birth, mother's intelligence as measured by an armed forces qualification test, mother's highest educational attainment, child's birth weight, the number of days that the child spent in hospital, the number of days that the mother spent in hospital, the number of weeks that the mother worked in the year prior to giving birth, the number of weeks the child was born premature, and family income.
We applied Box-Cox transformations [34] to several continuous variables to improve the assumption of normality; see Appendix B of the supplementary material for details. We also categorize the number of weeks the child was born premature into three levels: not preterm (zero weeks), moderately preterm (one to four weeks), and very preterm (five or more weeks), with cut points determined from guidelines of the March of Dimes (www.marchofdimes.com). The categorization was used because weeks preterm has a very large spike at zero weeks, as seen in its histogram displayed in Figure 6 in Appendix B of the supplementary material. Finally, we categorize the number of weeks that the mother worked in the year prior to giving birth into four levels: not worked at all, worked between 1 and 47 weeks, worked 48-51 weeks, and worked all 52 weeks. This variable has a distinct U shaped histogram, which would be difficult to capture with a normal model; see Figure 7 in Appendix B of the supplementary material.
We include only first born children in the analysis to avoid complications due to birth order and family nesting. In addition, we discard 506 units with missing breast feeding duration and 4977 units with a missing PIATM. Excluding these units is reasonable under missing at random assumptions, which may not be true in practice.
We do not consider other methods for handling the missing treatment indicators and missing outcome data in the analysis here, as the cases with complete treatment and outcome data suffice for our purposes: to examine the implications for covariate balance and treatment effect estimation of using the latent class imputation model.
The resulting data comprise 2388 youths, of whom 370 are treated. Of these, 1306
have complete data on all covariates, of whom 216 are treated. Three covariates were completely observed in the study, and nine covariates had missing data rates of less than 10%. The two covariates with the largest rates of missing data were family race treated control Hispanic 0.1378 0.1903 black 0.1108 0.2844 other 0.7514 0.5253 Table 3 : Distribution of child's race for treated and control units before matching.
income (22.4%) and the number of weeks that the mother worked in the year prior to giving birth (23.1%).
Several covariates in the available data are clearly imbalanced. To illustrate, we focus on three variables. Figure 5 summarizes the distribution of transformed mother's intelligence score and years of education for observed treated and control units, and Table 3 displays the proportion of treated and control units in each level of child's race. Treated units tend to have higher mother's intelligence scores, more mother's years of education and lower proportions of Hispanics and blacks. Because of these imbalances, we seek to do propensity score estimation and matching in the presence of the missing data. GHz Intel processor. We did not optimize the coding and used R for implementation;
Complete Case simulation
undoubtedly, computing time would be drastically reduced with efficient coding in a programming language like C. We also compare proportions of child's race for treated and control units before and after matching in Table 4 . Once again, covariate imbalance is greatly reduced
here. Similar examinations with other variables indicate that the latent class model results in a well balanced matched control set with respect to these covariates.
Application to the full data
We now apply the latent class model on the original data set of 2388 units. Similar restrictions are imposed on the cell probabilities and within cell means as in the simulation involving the complete cases. We again run the Gibbs sampler for 200000
iterations with an additional burn-in of 5000 iterations. It took sixteen days of computing time to generate this many imputed datasets on a 2.8 GHz Intel processor.
The treatment effect estimates listed here should be viewed as illustrative; a more thorough analysis would investigate the sensitivity of results to the assumption that PIATM is missing at random and to potential unmeasured confounding. We perform matching as described in the complete case simulation.
We estimate the treatment effect withȲ T −Ȳ M C = −0.059, with a standard error computed using the matched pairs of 0.92. For a discussion of approaches to estimating standard errors from propensity score matching, see [38] for matching without replacement and [39] for matching with replacement contexts. This is noticeably different than the treatment effect estimate based on all controls, which is 5.23 (twosample SE = 0.74). The treatment effect after matching is thus significantly closer to zero. Similar results were obtained by [40] , who used a regression approach to infer that the effect of breast feeding is minimal. is not much difference between the two models. We note, however, that certain outlying controls, e.g., one mother spent many more weeks in the hospital than others, are never in the latent class for treated units. Hence, these outlying data points will not unduly influence the estimated regression coefficients for units in the region of potential matches. This is not the case with the one class model, which does not separate those units out as part of the estimation process. This points to another general advantage of using the latent indicators: the latent class model can moderate the impact of outlying units on imputations for units in the region of plausible matches.
We also repeated the complete case simulation with the one class model. It was difficult to distinguish a clear winner on covariate balance between the one class and latent class models. Both greatly improved covariate balance over use of the full control reservoir.
Concluding Remarks
When analysts estimate treatment effects with missing covariate data using propensity score approaches, using latent class mixture models for imputations can result in more plausible imputations, and hence better covariate balance when matching on the scores, than using a one class model. Essentially, the latent class model allows the data analyst to estimate imputation models specifically for the region of interest.
In this way, control units that have minimal relevance for treatment effect estimation also have minimal relevance for imputation of missing data. Even when one class models are correct, we anticipate that the loss in efficiency from using the latent class model will be minor, particularly when compared to the reductions in bias achievable from avoiding implausible imputations. This was borne out in the simulations in Section 3, and to some extent in the breast feeding study in which the one class and latent class approaches gave results with only modest differences.
We used a large number of imputations in both the simulated and genuine data examples. We found that, when matching on averaged propensity scores, as m → ∞ the propensity score for each record converges on one value, so that the selected matched control set stabilizes, and there is no additional variance from using a finite number of imputations. In genuine settings, researchers may not be willing to wait for the imputation program to generate a large numbers of imputed datasets. One option is to monitor the composition of the matched set, and stop the imputations when it does not change after a large number of imputations. Another option is to use modest m and live with the additional variance. This issue arises regardless of the choice of the latent class, one class, or QL approach to imputation. Further study is needed to document to impacts of finite m and characterize the trade off in accuracy and computational costs.
There is flexibility in the mixture modeling approach. The model might include more than one class for the treated and matched control units, or more than one class for the other control units. The advantages of additional classes is the potential to model the distributions more accurately, and hence to generate more plausible imputations, than with only two classes. For example, it is well known that mixture distributions can approximate complex distributional features such as multi-modality and long tails that single normal distributions may struggle to capture. The primary disadvantage of adding classes is computational: one has to ensure that the Markov Chain Monte Carlo algorithms converge, which takes longer with increased numbers of parameters. We note that label switching, which is a sticky problem in mixture modeling with many components, is not a major concern here, because the goal is imputation rather than interpretation. We also note that when the model has more than one class for the treated units, the analyst does not know the class membership of each treated unit, so that these component indicators must be estimated from the data as well. Inefficiencies akin to those seen in the correct model simulation in Section 3 can arise when unnecessary classes are included in the model. This leads to questions of how to specify the latent classes, which could be explored with semi-parametric approaches such as Dirichlet process mixture models.
The latent class approach also could be implemented in a chained equations approach to multiple imputation, as is used in MICE in Stata and R and IVEWARE in SAS. Each conditional distribution could include a latent class indicator, and estimation would proceed akin to the approach in [41] . However, it may be necessary to run a Gibbs sampler for each conditional model at each cycle of chained equations.
A chained equation approach could enable greater flexibility in modeling compared to the two class general location latent mixture model. Mother's years of education Figure 6 : Boxplots of true values for two covariates for the treated units, full control reservoir, and matched control units selected using the general location mixture model (labeled "latent") in the simulation involving the complete cases.
