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Abstract
Let H0 and H be self-adjoint operators in a Hilbert space. We consider the spectral projections of H0
and H corresponding to a semi-infinite interval of the real line. We discuss the index of this pair of spec-
tral projections and prove an identity which extends the Birman–Schwinger principle onto the essential
spectrum. We also relate this index to the spectrum of the scattering matrix for the pair H0, H .
© 2011 Elsevier Inc. All rights reserved.
Keywords: Birman–Schwinger principle; Essential spectrum; Spectral projections; Scattering matrix
1. Introduction
1.1. The function Ξ(λ;H,H0)
For a self-adjoint operator H in a Hilbert space we denote by E(Λ;H) the spectral projection
of H associated with a Borel set Λ⊂ R and let
N(Λ;H)= rankE(Λ;H)∞.
In particular, N((−∞, λ);H) is the eigenvalue counting function of H . In the framework of
perturbation theory, we wish to compare the eigenvalue counting functions of two operators.
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we assume that H = H0 + V in the quadratic form sense, where the operator V is such that |V |
is H0-form compact. This ensures that the essential spectra of H0 and H coincide: σess(H0) =
σess(H). For λ < infσess(H0), the difference
N
(
(−∞, λ);H0
)−N((−∞, λ);H ) (1.1)
describes the shifts of the eigenvalues of H relatively to the eigenvalues of H0. The difficulty
arises when the interval (−∞, λ) contains points of the essential spectrum; then (1.1) formally
gives ∞ − ∞.
In this paper, we discuss the function
Ξ(λ;H,H0) = index
(
E
(
(−∞, λ);H0
)
,E
(
(−∞, λ);H )), (1.2)
where the r.h.s. is the Fredholm index of a pair of projections, the notion which is recalled in
Section 2.1 below. If P,Q are orthogonal projections in H, the Fredholm index of the pair P,Q
is defined by
index(P,Q) = dim Ker(P −Q− I )− dim Ker(P −Q+ I ). (1.3)
As it will be clear from the discussion in Section 2.2 (see (2.5)), for λ < infσess(H0) we have
Ξ(λ;H,H0) =N
(
(−∞, λ);H0
)−N((−∞, λ);H ) (1.4)
and thus the definition (1.2) provides a natural regularisation of the difference (1.1). For λ ∈ R \
σess(H0), the index function Ξ(λ;H,H0) defined by (1.2) has appeared before in the literature
in various guises; see [15,1,11,12,27,10,9,7,4,3,17,13,14,20].
To the best of our knowledge, the index Ξ(λ;H,H0) for λ on the essential spectrum of H0 has
not been studied before. The purpose of this paper is to present a step in this direction. Our main
results are Theorem 4.1 which relates Ξ(λ;H,H0) to the spectrum of the scattering matrix and
Theorem 3.1 which expresses Ξ(λ;H,H0) in terms of the spectrum of some auxiliary compact
operator in the spirit of the Birman–Schwinger principle. These results are briefly described
below. Theorem 4.1 was announced in [22].
1.2. Ξ(λ;H,H0) and the scattering matrix
In Theorem 4.1 we describe the following connection between Ξ(λ;H,H0) and the spectrum
of the scattering matrix S(λ) corresponding to the pair H0, H . Recall that since S(λ) is a unitary
operator, the eigenvalues of S(λ) are located on the unit circle in C. As λ varies, the eigenvalues
of S(λ) move around the unit circle. It turns out that Ξ(λ;H,H0) is explicitly related to the
number of eigenvalues of S(λ) which cross the point −1 on the unit circle. More precisely, for
an interval [λ1, λ2] in the absolutely continuous spectrum of H0, we consider the spectral flow
of S(λ) through −1; naively, this spectral flow can be defined by
sp.flow
(−1;{S(λ)}
λ∈[λ1,λ2]
)
= 〈the number of eigenvalues of S(λ) which cross −1 in the anti-clockwise direction〉
− 〈the number of eigenvalues of S(λ) which cross −1 in the clockwise direction〉, (1.5)
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Under the appropriate assumptions we prove that (see Theorem 4.1)
Ξ(λ2;H,H0)−Ξ(λ1;H,H0) = − sp.flow
(−1;{S(λ)}
λ∈[λ1,λ2]
)
. (1.6)
In Section 4.4, we explain that this result has some similarity with the Birman–Krein formula.
Now suppose that λ is monotonically increasing, moving through an interval of the abso-
lutely continuous spectrum of H0. Then formula (1.6) shows that the integer valued function
Ξ(λ;H,H0) has jumps exactly at the points where an eigenvalue of S(λ) crosses the point −1
on the unit circle. The jump of +n occurs if an eigenvalue of S(λ) of multiplicity n crosses −1
by rotating in a clockwise direction, and −n corresponds to the anti-clockwise rotation.
1.3. Birman–Schwinger principle in terms of Ξ(λ;H,H0)
In Theorem 3.1 we give an explicit formula for Ξ(λ;H,H0), λ ∈ σess(H0), in terms of the
“sandwiched resolvent” of H0. This formula can be interpreted as an extension of the Birman–
Schwinger principle onto the essential spectrum.
To give the general flavour of this result, let us assume that V  0 in the quadratic form sense
and suppose that the limit
T0(λ+ i0) = lim
ε→+0 |V |
1/2(H0 − λ− iε)−1|V |1/2
exists in the operator norm. Then, denoting ReT0 = (T0 + T ∗0 )/2, under the appropriate assump-
tions we prove that
Ξ(λ;H,H0)= −N
(
(1,∞);ReT0(λ+ i0)
)
, V  0, (1.7)
as long as 1 is not an eigenvalue of ReT0(λ + i0). For λ < infσ(H0), by virtue of (1.4) this
formula simplifies to
N
(
(−∞, λ);H )=N((1,∞);T0(λ)), V  0, λ < infσ(H0), (1.8)
which is the Birman–Schwinger principle in its usual form.
1.4. The structure of the paper
Section 2 contains the necessary preliminaries: the definition of the index of a pair of projec-
tions, the basic properties of the index function Ξ(λ;H,H0) for λ /∈ σess(H0), and the “usual”
Birman–Schwinger principle for λ /∈ σess(H0) stated in terms of the index function Ξ(λ;H,H0).
In Section 3 we state Theorem 3.1, which extends the Birman–Schwinger principle to the case
λ ∈ σess(H0). Some applications to the Schrödinger operator are also discussed in Section 3.
In Section 4, we state and prove Theorem 4.1 which gives the connection between the index
function Ξ(λ;H,H0) and the spectrum of the scattering matrix S(λ). The proof of Theorem 3.1
is given in Sections 5–7.
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2.1. The index of a pair of projections
Let P,Q be orthogonal projections in a Hilbert space. By using some simple algebra (see e.g.
[2, Theorem 4.2]) it is not difficult to see that σ(P −Q) ⊂ [−1,1] and
dim Ker(P −Q− λI) = dim Ker(P −Q+ λI), λ = ±1; (2.1)
the proof of (2.1) is based on the identity
(P −Q)W =W(Q− P), W = I − P −Q.
A pair P,Q is called Fredholm, if
{1,−1} ∩ σess(P −Q) = ∅. (2.2)
In particular, if P −Q is compact, then the pair P , Q is Fredholm. The index of a Fredholm pair
is defined by the formula (1.3). We note that index(P,Q) coincides with the Fredholm index of
the operator QP viewed as a map from RanP to RanQ, see [2, Proposition 3.1].
If P −Q is a trace class operator, then
index(P,Q) = Tr(P −Q), (2.3)
since all the eigenvalues of P −Q apart from 1 and −1 in the series Tr(P −Q) =∑k λk(P −Q)
cancel out by (2.1). In the simplest case of finite rank projections P,Q we have
index(P,Q) = rankP − rankQ.
2.2. Definition and basic properties of Ξ
Let us accept the following
Definition. Let H0 and H be self-adjoint operators in a Hilbert space. Suppose that
E((−∞, λ);H), E((−∞, λ);H0) is a Fredholm pair. Then we will say that the index
Ξ(λ;H,H0) exists and define it by
Ξ(λ;H,H0) = index
(
E
(
(−∞, λ);H0
)
,E
(
(−∞, λ);H )).
Note that by this definition, Ξ(λ;H,H0) is integer valued. We need a simple existence state-
ment for Ξ :
Proposition 2.1. Assume that H = H0 + V , where |V | is H0-form compact. Then for all λ ∈
R \ σess(H0) the difference of projections E((−∞, λ);H) − E((−∞, λ);H0) is compact and
therefore the index Ξ(λ;H,H0) exists.
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end of Section 2.3.
Below, assuming that |V | is H0-compact, we briefly recall the basic properties of Ξ(λ;H,H0).
Most of these properties have appeared before in the literature in various guises (see e.g. [15,1,
11,12,27,10,9,7,4,3,17,13,14]) and can be regarded as folklore; they were reviewed and proven
in a systematic fashion in [20].
For any λ ∈ R, the index Ξ(λ;H,H0) exists if and only if Ξ(λ;H0,H) exists and if both of
these indices exist, we have
Ξ(λ;H,H0) = −Ξ(λ;H0,H). (2.4)
If [a, b] ∩ σess(H0) = ∅, then
Ξ(b;H,H0)−Ξ(a;H,H0)=N
([a, b);H0)−N([a, b);H ). (2.5)
In particular, we get (1.4) for λ < infσess(H0). For any λ ∈ R, if Ξ(λ;H,H0) exists then the
estimates
− rankV− Ξ(λ;H,H0) rankV+, V± = 12
(|V | ± V ) (2.6)
hold true. In particular,
±V  0 	⇒ ±Ξ(λ;H,H0) 0.
The estimates (2.6) can be improved if λ is not in the spectrum of H0. Suppose that for some
a > 0, one has [λ− a,λ+ a] ∩ σ(H0) = ∅. Then [20, Corollary 3.3] one has
−N((−∞,−a);V )Ξ(λ;H,H0)N((a,∞);V ). (2.7)
Next, if V is a trace class operator, then
Ξ(λ;H,H0) = ξ(λ;H,H0), λ ∈ R \ σess(H0), (2.8)
where ξ(λ;H,H0) is M.G. Krein’s spectral shift function. See e.g. [29, Chapter 8] for a survey
of the spectral shift function theory. Note that (2.8) is in general false for λ ∈ σess(H0), since Ξ
is integer valued and ξ is real valued.
Remark 2.2. ξ(λ;H,H0) and Ξ(λ;H,H0) are, in fact, two different regularisations of the for-
mal expression
Tr
(
E
(
(−∞, λ);H0
)−E((−∞, λ);H )). (2.9)
By an example due to M.G. Krein [18] (see also Section 3.2 below), the difference of spectral
projections in (2.9) may fail to belong to the trace class if λ ∈ σess(H0). Thus, the trace in (2.9)
may not exist. The spectral shift function is the regularisation of (2.9) obtained by replacing the
difference of spectral projections by ϕ(H) − ϕ(H0), where ϕ is a smooth approximation of the
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in (2.9). These two regularisations coincide in simplest cases but in general are distinct.
Finally, for λ ∈ R \ σess(H0), the index Ξ(λ;H,H0) coincides with the spectral flow (i.e.
the net flux of eigenvalues) of the operator family {H0 + αV }α∈[0,1] through λ as α increases
monotonically from 0 to 1; see e.g. [20, Section 2.6]. The spectral flow is particularly easy to
define when V  0 or V  0; in this case the eigenvalues of H0 + αV are monotone in α and
the spectral flow is simply the total number of eigenvalues that cross the point λ as α increases
from 0 to 1. In general, one has to count the eigenvalues with the sign plus or minus depending
on whether they cross λ to the right or to the left. See [13] for a comprehensive survey of the
spectral flow in perturbation theory. We will return to the subject of spectral flow in Section 4 in
the context of unitary operators.
2.3. The sandwiched resolvents and the resolvent identities
Here we set up some notation and recall the resolvent identity in the form convenient for us.
The Birman–Schwinger principle is most conveniently stated if the perturbation V is fac-
torised. Let us assume that V is represented as V = G∗JG, where G is an operator from H to
an auxiliary Hilbert space K and J is an operator in K. We assume that
H0 is semi-bounded from below,
J = J ∗, J is bounded and has a bounded inverse,
Dom(H0 − aI)1/2 ⊂ DomG and G(H0 − aI)−1/2 is compact, ∀a < infσ(H0). (2.10)
Then H = H0 + V is defined as a form sum. In applications, the factorisation V = G∗JG often
arises naturally due to the structure of the problem.
Note that since H0 and H have the same form domain, under the assumptions (2.10) we also
have
Dom(H − aI)1/2 ⊂ DomG and G(H − aI)−1/2 is compact (2.11)
for any a < infσ(H).
Let us denote R0(z) = (H0 − zI)−1 and R(z) = (H − zI)−1 whenever the inverse operators
exist. Let us define the operators T0(z), T (z) (sandwiched resolvents) formally by setting
T0(z) =GR0(z)G∗, T (z) =GR(z)G∗.
More precisely, this means
T0(z) =G(H0 − aI)−1/2(H0 − aI)R0(z)
(
G(H0 − aI)−1/2
)∗
, a < infσ(H0), (2.12)
T (z) =G(H − aI)−1/2(H − aI)R(z)(G(H − aI)−1/2)∗, a < infσ(H). (2.13)
By (2.10), (2.11), the operators T0(z), T (z) are compact. The operator T0(z) is self-adjoint for
all z ∈ R \ σ(H0) and T (z) is self-adjoint for all z ∈ R \ σ(H).
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R(z)−R0(z) = −
(
GR0(z)
)∗
J
(
GR(z)
)= −(GR0(z))∗(J − JT (z)J )(GR0(z)) (2.14)
and its direct consequence
(
J−1 + T0(z)
)(
J − JT (z)J )= (J − JT (z)J )(J−1 + T0(z))= I. (2.15)
From (2.14), in particular, we easily obtain:
Proof of Proposition 2.1. Let Γ be a compact positively oriented contour in C\(σ (H0)∪σ(H))
such that the bounded set (σ (H)∪ σ(H0))∩ (−∞, λ) is contained inside Γ . Then
E
(
(−∞, λ);H )−E((−∞, λ);H0)= 12πi
∫
Γ
(
R0(z)−R(z)
)
dz.
From (2.14) and (2.10), (2.11) it is easy to see that the operator in the r.h.s. is compact, as
required. 
2.4. The Birman–Schwinger principle
In what follows, we assume (2.10). We first note that by Proposition 2.1, for all λ ∈ R\σ(H0)
the indices Ξ(λ;H,H0) and Ξ(0;J−1 + T0(λ), J−1) exist.
Proposition 2.3. Assume (2.10). Then
dim Ker(H − λI)= dim Ker(J−1 + T0(λ)), ∀λ ∈ R \ σ(H0), (2.16)
Ξ(λ;H,H0) = −Ξ
(
0;J−1 + T0(λ);J−1
)
, ∀λ ∈ R \ (σ(H0)∪ σ(H)). (2.17)
In particular, in the cases J = I or J = −I , the identity (2.17) can be written as
Ξ
(
λ;H0 +G∗G,H0
)=N((−∞,−1);T0(λ)), (2.18)
Ξ
(
λ;H0 −G∗G,H0
)= −N((1,∞);T0(λ)). (2.19)
Note that for λ < infσ(H0), formula (2.19) is equivalent to (1.8).
Formula (2.17) has a long history starting from the celebrated papers by M.Sh. Birman [5]
and J. Schwinger [26] where it was stated in the form equivalent to (1.8). The identities (2.18),
(2.19) were extensively used (see e.g. [15,8,11,1,12]) in the context of the spectral flow and also
in [27, Theorem 3.5] in the context of the spectral shift function theory (see (2.8)). The identity
(2.17) as stated above, i.e. in terms of the index of a pair of projections, was proven in [9] in the
context of the spectral shift function theory for trace class perturbations V . It was extended to
the general case in [20].
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and H . However, under the assumptions of Proposition 2.3 by writing H0 = H − V and using
(2.4), one also obtains
Ξ(λ;H,H0)=Ξ
(
0;J−1 − T (λ);J−1), ∀λ ∈ R \ (σ(H0)∪ σ(H)).
Theorem 3.1 below is an extension of (2.17) to the case when λ belongs to the essential
spectrum of H0.
3. The Birman–Schwinger principle on the essential spectrum
3.1. The statement
As above, we assume that the perturbation V is factorised as V = G∗JG with the properties
(2.10) and use the notation T0(z) for the sandwiched resolvent. Let  ⊂ R be an open interval.
We assume that the following version of the limiting absorption principle holds true:
T0(z) is uniformly continuous in the operator norm
in the rectangle Re z ∈, Im z ∈ (0,1). (3.1)
Of course, this trivially implies that the limit T0(λ+ i0) exists in the operator norm and is con-
tinuous in λ ∈ . The operator T0(λ+ i0) is compact and in general non-selfadjoint. We denote
A0(λ) = ReT0(λ+ i0), B0(λ) = ImT0(λ+ i0), (3.2)
where ReX = (X +X∗)/2, ImX = (X −X∗)/2i. We also set
N = {λ ∈  ∣∣ 0 ∈ σ (J−1 +A0(λ))}. (3.3)
Below is the one of the main results of the paper. For the purposes of future reference, we break
up the statement of this theorem into several parts.
Theorem 3.1. Assume (2.10) and (3.1). Then:
(i) the set N defined by (3.3) is closed in  (i.e.  \ N is open);
(ii) for all λ ∈ \ N , the index Ξ(λ;H,H0) exists;
(iii) for all λ ∈ \ N , the identity
Ξ(λ;H,H0) = −Ξ
(
0;J−1 +A0(λ);J−1
) (3.4)
holds true;
(iv) the index Ξ(λ;H,H0) is constant on every connected component of the set  \ N .
The proof is given in Sections 5–7. The proof uses Proposition 2.3 and a certain continuous
deformation argument. Roughly speaking, we reduce Theorem 3.1 to Proposition 2.3 by making
an “infinitesimal spectral gap” in the spectrum of H0 near λ.
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follows from the results of [21], and part (iv) is an easy consequence of part (iii).
2. The existence of Ξ(0;J−1 +A0(λ), J−1) in the r.h.s. of (3.4) follows from Proposition 2.1
and from the fact that A0(λ) is compact.
3. If λ ∈ R \ σ(H0), then the hypothesis of Theorem 3.1 is trivially satisfied (with  being a
sufficiently small neighbourhood of λ) and T0(λ) is self-adjoint. Thus, in this case (3.4) coincides
with (2.17).
4. If J = I or J = −I , then (3.4) becomes
Ξ
(
λ;H0 +G∗G,H0
)=N((−∞,−1);A0(λ)),
Ξ
(
λ;H0 −G∗G,H0
)= −N((1,∞);A0(λ)).
In particular, we obtain (1.7).
5. Let  ⊂ R \ σ(H0). Then, by (2.16), N = σ(H) ∩ . Equivalently, N is the set of all
discontinuities (jumps) of Ξ(λ;H,H0) on .
According to (2.5), away from σess(H0) the jumps of the function Ξ(λ;H,H0) occur at the
eigenvalues of H0 and H . Thus, one is tempted to interprete the jumps of Ξ(λ;H,H0) on the
essential spectrum as certain “pseudo-eigenvalues” of H0 or H , depending on the sign of the
jump. In the framework of Theorem 3.1 we see that these “pseudo-eigenvalues” can occur only
at the points of the set N . In Section 4, we give an alternative description of these “pseudo-
eigenvalues” in terms of the scattering matrix S(λ) for the pair H0, H .
3.2. The set N : example
The following example shows that the set N can be quite large: N = . In [18], M.G. Krein
considered the operator H0 in L2(0,∞) with the integral kernel H0(x, y) given by
H0(x, y) =
{
sinh(x)e−y, x  y,
sinh(y)e−x, x  y,
and the operator H in the same Hilbert space with the integral kernel H(x,y) = H0(x, y) +
e−xe−y . Thus, V =H −H0 is a rank one operator. In fact, H0 = (h0 + I )−1 and H = (h+ I )−1,
where h0 (resp. h) is the self-adjoint realisation of the operator − d2dx2 in L2(0,∞) with the
Dirichlet (resp. Neumann) boundary condition at zero. In this example, σ(H0) = σ(H) = [0,1].
M.G. Krein showed that for any λ ∈ (0,1), the difference
E
(
(−∞, λ);H )−E((−∞, λ);H0)
does not belong to the Hilbert–Schmidt class. The more detailed analysis of [16] shows that for
any λ ∈ (0,1),
σess
(
E
(
(−∞, λ);H )−E((−∞, λ);H0))= [−1,1]
and so Ξ(λ;H,H0) does not exist for any λ ∈ (0,1).
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G :L2(0,∞) → C, Gf = ∫∞0 f (x)e−x dx. Thus, the operator T0(z) reduces to a multiplication
by a scalar in C. Using the explicit formula for the resolvent of h0, one easily checks that
T0(λ+ i0) = −1 + i
√
λ−1 − 1, A0(λ) = −1, ∀λ ∈ (0,1),
and therefore N =.
Considering rank one perturbations, it is not difficult to construct examples when the set N has
a more complex structure. We shall not pursue this direction here. On the other hand, Theorem 3.3
in the next subsection shows that in some situations of applied interest, the set N consists of
isolated points.
3.3. Application: Schrödinger operator
Let H0 = − in H = L2(Rd) with d  1 and let H = H0 + V where V is the operator of
multiplication by a function (potential in physical terminology) V : Rd → R. We assume that V
is a short range potential, i.e. ∣∣V (x)∣∣ C(1 + |x|)−ρ, ρ > 1. (3.5)
Let us discuss the index function Ξ(λ;H,H0). For λ < 0, this function reduces to the eigen-
value counting function, see (1.4). In order to analyse the index function for λ > 0, let us apply
Theorem 3.1. Let K = H, G = |V |1/2, J = signV . Under the assumption (3.5), the hypotheses
(2.10) and (3.1) are satisfied with  = (λ1, λ2) for any 0 < λ1 < λ2 < ∞; see e.g. [24, Theo-
rem XIII.33]. Thus, for any λ > 0 formula (3.4) holds true. The operator A0(λ) in this case is the
self-adjoint integral operator in L2(Rd) with the kernel
∣∣V (x)∣∣1/2∣∣V (y)∣∣1/2 1
4
(2π)−νkd−2 Jν(k|x − y|)
(k|x − y|)ν , x, y ∈ R
d, (3.6)
where ν = (d − 2)/2, k = √λ > 0, and Jν is the Bessel function. We have:
Theorem 3.2. Assume (3.5). For any λ > 0, if Ξ(λ;H,H0) exists then it satisfies the estimates
−N([1,∞);A0(λ))Ξ(λ;H,H0)N((−∞,−1];A0(λ)). (3.7)
Moreover, for all sufficiently large λ > 0 the index Ξ(λ;H,H0) exists and equals zero.
Proof. Since σ(J−1) = {−1,1}, we can apply (2.7) to the r.h.s. of (3.4) with any a ∈ (0,1). This
yields
−N((a,∞);A0(λ))Ξ(λ;H,H0)N((−∞,−a);A0(λ)).
Taking a → 1, we obtain (3.7).
Next, under the assumption (3.5), one has (see e.g. [24, Problem 60, p. 390]):∥∥T0(λ+ i0)∥∥→ 0 as λ→ +∞. (3.8)
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A0(λ) = J−1(I + JA0(λ)) is invertible. Thus by Theorem 3.1(ii) the index Ξ(λ;H,H0) exists.
For such λ we have
N
(
(−∞,−1];A0(λ)
)=N([1,∞);A0(λ))= 0
and therefore by (3.7) we get Ξ(λ;H,H0) = 0, as required. 
Theorem 3.2 can be combined with spectral estimates for A0(λ) to yield explicit bounds for
Ξ(λ;H,H0) in terms of V . Let us give a simple example of such a bound. Let d = 3. Then the
integral kernel of A0(λ), λ = k2 > 0, is
∣∣V (x)∣∣1/2∣∣V (y)∣∣1/2 cosk|x − y|
4π |x − y| .
Using the estimate
N
([1,∞);±A0(λ)) ∥∥A0(λ)∥∥22
in terms of the Hilbert–Schmidt norm ‖ · ‖2, we obtain
∣∣Ξ(λ;H,H0)∣∣ 116π2
∫
R
∫
R
|V (x)||V (y)|
|x − y|2 dx dy,
whenever the integral in the r.h.s. converges.
Under additional assumptions on the potential V , one can ensure that the set N is finite:
Theorem 3.3. Assume that |V (x)|  C exp(−γ |x|) with some C > 0, γ > 0. Then the index
Ξ(λ;H,H0) exists for all λ ∈ R \ N0, where N0 is a finite set.
Proof. By Proposition 2.1, the index Ξ(λ;H,H0) exists for all λ < 0. By Theorem 3.1, it suf-
fices to prove that I + JA0(λ) is invertible for all λ > 0 apart from a finite set. Let us use
formula (3.6). It is well known that z−νJν(z) is an entire function of z which obeys
∣∣z−νJν(z)∣∣ exp(|Im z|)2νΓ (ν + 1) , ν −1/2.
It follows that the operator A0(k2) is analytic in k for |Im k| < γ/2 and d  2. For d = 1, the op-
erator A0(k2) is analytic in k for |Im k|< γ/2, k = 0 and has a single pole at k = 0. By (3.8), the
operator I +JA0(λ) is invertible for all sufficiently large λ. By the analytic Fredholm alternative,
we see that I + JA0(λ) is invertible for all but finitely many λ > 0. 
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Below we recall the definition of the scattering matrix S(λ) for the pair H0, H and de-
fine the spectral flow of the scattering matrix. Next, we establish a formula (4.8) which relates
Ξ(λ;H,H0) and the spectral flow. This formula allows one to describe the jumps of Ξ(λ;H,H0)
in terms of the spectrum of the scattering matrix. The proof of Theorem 3.1 does not use the ma-
terial of this section.
4.1. The scattering matrix
Let Eac(·;H0) be the absolutely continuous part of the spectral measure of the operator H0,
and let σˆ (H0) be the core of the spectrum of H0, i.e. a minimal Borel support of the measure
Eac(·;H0). Let = (a, b) be an open interval such that the closure = [a, b] belongs to σˆ (H0).
Suppose that the local wave operators
W± =W±(H,H0;) = s-lim
t→±∞ e
itH e−itH0Eac(;H0)
exist and are complete, i.e. RanW+ = RanW− = RanEac(;H). Then the local scattering op-
erator S = W ∗+W− is unitary in RanEac(;H0) and commutes with H0. Consider the direct
integral decomposition
RanEac(;H0) =
∫

⊕
h(λ) dλ (4.1)
which diagonalises H0. Since S commutes with H0, this decomposition also diagonalises S, i.e.
in the direct integral (4.1) the operator S can be represented as the operator of multiplication by
the unitary operator valued function
S(λ) : h(λ) → h(λ), λ ∈.
The operator S(λ) is called the scattering matrix for the pair H , H0.
Let us give a sufficient condition for the existence and completeness of the wave operators.
The condition below is typical for smooth scattering theory. Assume that for ⊂ σˆ (H0), we have
T0(z) and T (z) are uniformly continuous in the operator norm
in the rectangle Re z ∈ , Im z ∈ (0,1). (4.2)
Under these assumptions, the wave operators W±(H,H0;) exist and are complete (see e.g. [25,
Theorem XIII.24]). Moreover, S(λ) − I is compact and there exists a unitary “model operator”
(see [29, Section 7.7] for the details)
S˜(λ) = I − 2iB0(λ)1/2
(
J − JT (λ+ i0)J )B0(λ)1/2
in K such that S(λ) is unitarily equivalent to S˜(λ), or, more precisely,
S(λ)|(Ker(S(λ)−I ))⊥ is unitarily equivalent to S˜(λ)| ˜ ⊥ . (4.3)(Ker(S(λ)−I ))
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to see that S˜(λ) is norm-continuous in λ ∈  and therefore the eigenvalues of S(λ) depend
continuously on λ ∈ . Below we introduce the eigenvalue counting function, or spectral flow,
of S(λ).
4.2. The spectral flow of S(λ)
Let, as above,  = (a, b) be an interval such that (4.3) holds true. Let us define the spectral
flow of the family {S(λ)}λ∈[a,b]. The spectral flow is an integer valued function on T \ {1}. The
naive definition of the spectral flow is
sp.flow
(
eiθ ;{S(λ)}
λ∈[a,b]
)
= 〈the number of eigenvalues of S(λ) which cross eiθ in the anti-clockwise direction〉
− 〈the number of eigenvalues of S(λ) which cross eiθ in the clockwise direction〉, (4.4)
as λ increases monotonically from a to b. Here θ ∈ (0,2π) and the eigenvalues are counted
with multiplicities taken into account. The eigenvalues of S(λ) may cross eiθ infinitely many
times, and thus the above naive definition needs to be replaced by a more rigorous one. Below
we describe one of such possible regularisations.
Let us introduce the notation for the eigenvalue counting function of S(λ). For θ1, θ2 ∈ (0,2π)
denote
N
(
eiθ1, eiθ2;S(λ))= ∑
θ∈[θ1,θ2)
dim Ker
(
S(λ)− eiθ I), if θ1 < θ2,
and
N
(
eiθ1 , eiθ2;S(λ))= −N(eiθ2, eiθ1;S(λ)), if θ1 > θ2.
We note that by (4.3), one has
N
(
eiθ1, eiθ2;S(λ))=N(eiθ1, eiθ2; S˜(λ)). (4.5)
Assume first that there exists θ0 ∈ (0,2π) such that eiθ0 /∈ σ(S(λ)) for all λ ∈ [a, b]. Then one
can define the spectral flow of the family {S(λ)}λ∈[a,b] by
sp.flow
(
eiθ ;{S(λ)}
λ∈[a,b]
)=N(eiθ , eiθ0;S(b))−N(eiθ , eiθ0;S(a)). (4.6)
It is evident that this definition is independent of the choice of θ0 and agrees with the naive
definition (4.4) whenever the latter makes sense.
In general, θ0 as above may not exist. However, using formula (4.5) and the norm continuity
of S˜(λ) in λ, one can always find the values a = λ0 < λ1 < · · · < λn = b such that for each
of the subintervals i = [λi−1, λi], a point θ0 with the required properties can be found. Thus,
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set
sp.flow
(
eiθ ;{S(λ)}
λ∈[a,b]
)= n∑
i=1
sp.flow
(
eiθ ;{S(λ)}
λ∈i
)
. (4.7)
It is not difficult to see that the above definition is independent on the choice of the subintervals
i and agrees with the naive definition (4.4).
4.3. Ξ and the spectrum of S(λ)
Theorem 4.1. Let H0 and H be as above; assume (2.10). Let  = (a, b) ⊂ σˆ (H0) be such that
(4.2) holds true. Then:
(i) for any λ ∈ (a, b), the index Ξ(λ;H,H0) exists if and only if −1 /∈ σ(S(λ));
(ii) let λ1, λ2 ∈ (a, b), λ1 < λ2; assume that −1 /∈ σ(S(λj )), j = 1,2. Then
Ξ(λ2;H,H0)−Ξ(λ1;H,H0) = − sp.flow
(−1;{S(λ)}
λ∈[λ1,λ2]
)
, (4.8)
where the quantity in the r.h.s. is the spectral flow defined in Section 4.2.
In fact, the set N (see (3.3)) in this example can be alternatively described as the set of points
λ ∈ (a, b) where −1 ∈ σ(S(λ)); see (4.13) below.
4.4. Example: Schrödinger operator
Let H0, H be as in Section 3.3. Then as it is well known, the hypothesis (4.3) is satisfied
with  = (a, b) for any 0 < a < b < ∞. Moreover, ‖S(λ) − I‖ → 0 as λ → ∞. It follows that
in (4.8) one can take λ2 → ∞. Combining this with Theorem 3.2, we obtain
Ξ(λ;H,H0) = sp.flow
(−1;{S(λ′)}
λ′∈[λ,∞)
)
. (4.9)
Remark 4.2. In view of Remark 2.2, one can argue that (4.9) has some similarity to the Birman–
Krein formula [6]
detS(λ) = e−2πiξ(λ;H,H0).
Indeed, both identities relate some regularisation of (2.9) to the spectrum of the scattering matrix.
This similarity becomes more transparent if the Birman–Krein formula is written as
ξ(λ;H,H0) = − 12π arg detS(λ)= −
1
2π
∑
n
θn(λ) (mod 1), (4.10)
where eiθn(λ) are the eigenvalues of the scattering matrix S(λ). Informally speaking, (4.9) is an
integer valued version of (4.10).
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(i) In [21, Theorem 2.2] it is proven that under the assumption (4.3), for all λ ∈ (a, b) we have
σess
(
E
(
(−∞, λ);H )−E((−∞, λ);H0))= [−α(λ),α(λ)], α(λ) = 12∥∥S(λ)− I∥∥.
Thus, Ξ(λ;H,H0) exists if and only if α(λ) < 1. Since S(λ) is unitary, this means that
Ξ(λ;H,H0) exists if and only if −1 /∈ σ(S(λ)), as required.
(ii) We use the notation (3.2). By Theorem 3.1, it suffices to prove that
sp.flow
(−1;{S(λ)}
λ∈[λ1,λ2]
)
=Ξ(0;J−1 +A0(λ2), J−1)−Ξ(0;J−1 +A0(λ1), J−1), (4.11)
whenever −1 /∈ σ(S(λj )), j = 1,2. In fact, we will prove a more general statement: if θ ∈
(0,2π), then
sp.flow
(
eiθ ;{S(λ)}
λ∈[λ1,λ2]
)=Ξ(0;J−1 +A0(λ2)+ cot(θ/2)B0(λ2), J−1)
−Ξ(0;J−1 +A0(λ1)+ cot(θ/2)B0(λ1), J−1), (4.12)
whenever eiθ /∈ σ(S(λj )), j = 1,2. The proof of this given below relies on the results of [19].
Denote
F(λ, θ) =Ξ(0;J−1 +A0(λ)+ cot(θ/2)B0(λ), J−1).
In [19, Lemma 5.1], it has been proven that
dim Ker
(
S(λ)− eiθ I)= dim Ker(J−1 +A0(λ)+ cot(θ/2)B0(λ)) (4.13)
for all λ ∈ (a, b) and θ ∈ (0,2π). It follows [19, Lemma 5.3] that
N
(
eiθ1, eiθ2;S(λ))= F(λ, θ1)− F(λ, θ2), (4.14)
if eiθj /∈ σ(S(λ)), j = 1,2.
Suppose that the interval [λ1, λ2] ⊂ (a, b) is chosen such that for some θ0 ∈ (0,2π) and all
λ ∈ [λ1, λ2] one has eiθ0 /∈ σ(S(λ)). Then, by (4.13), we have
0 /∈ σ (J−1 +A0(λ)+ cot(θ0/2)B0(λ))
for all λ ∈ [λ1, λ2]. From here by Proposition 5.1(ii) and Lemma 5.2 of the next section it follows
that F(λ, θ0) is constant in the interval λ ∈ [λ1, λ2] and thus F(λ1, θ0) = F(λ2, θ0). From here
and (4.14) we get
N
(
eiθ , eiθ0;S(λ2)
)−N(eiθ , eiθ0;S(λ1))= F(λ2, θ)− F(λ1, θ).
By the definition (4.6) of the spectral flow, it follows
sp.flow
(
eiθ ;{S(λ)} )= F(λ2, θ)− F(λ1, θ). (4.15)λ∈[λ1,λ2]
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to split [λ1, λ2] into subintervals i and add the expressions in the r.h.s. of (4.15) corresponding
to these subintervals. This leads to a telescoping sum, and so we see that formula (4.15) extends
to an arbitrary interval [λ1, λ2] ⊂ (a, b). 
5. Proof of Theorem 3.1
In this section we prove parts (i), (ii), and (iv) of Theorem 3.1.
5.1. Stability of index
Recall the following statement, see e.g. [23, Theorem VIII.20(i)] and [23, Theorem VIII.23(b)]:
Proposition 5.1. Let An and A be self-adjoint operators and suppose that An → A as n → ∞
in the norm resolvent sense. Then:
(i) If f is a continuous function on R with lim|x|→∞ f (x) = 0, then ‖f (An) − f (A)‖ → 0 as
n→ ∞.
(ii) Let a, b ∈ R, a < b, and suppose that a /∈ σ(A), b /∈ σ(A). Then∥∥E((a, b);An)−E((a, b);A)∥∥→ 0
as n→ ∞.
Next, we need a stability theorem for the index of a pair of projections. Variants of this state-
ment appeared before, see e.g. [9, Theorem 3.12].
Lemma 5.2. Let P,Q be a Fredholm pair of orthogonal projections in a Hilbert space. Let
Pn,Qn, n 1, be orthogonal projections such that∥∥(Pn −Qn)− (P −Q)∥∥→ 0 (5.1)
as n→ ∞. Then for all sufficiently large n, the pair Pn,Qn is Fredholm and
index(Pn,Qn) = index(P,Q).
Proof. Since P,Q is a Fredholm pair, there exists a > 0 such that
σ(P −Q)∩ (−1,1) ⊂ [−1 + 2a,1 − 2a].
Then −1 + a and 1 − a are not in the spectrum of P −Q and so, by Proposition 5.1(ii),∥∥E((1 − a,2);Pn −Qn)−E((1 − a,2);P −Q)∥∥→ 0, (5.2)∥∥E((−2,−1 + a);Pn −Qn)−E((−2,−1 + a);P −Q)∥∥→ 0, (5.3)
as n → ∞. In particular, rankE((1 − a,2);Pn − Qn) and rankE((−2,−1 + a);Pn − Qn) are
finite for all sufficiently large n and so the pair Pn,Qn is Fredholm.
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index(P,Q) = rankE((1 − a,2);P −Q)− rankE((−2,−1 + a);P −Q),
index(Pn,Qn)= rankE
(
(1 − a,2);Pn −Qn
)− rankE((−2,−1 + a);Pn −Qn)
and so, applying (5.2), (5.3), we get the required statement. 
In what follows, we will consider families of Fredholm pairs of projections Ps , Qs such that
the difference Ps −Qs depends continuously on s in the operator norm. Lemma 5.2 ensures that
in this situation index(Ps,Qs) is independent of s.
5.2. Existence of Ξ
Assume that H =H0 +V where V =G∗JG satisfies assumptions (2.10). First we need some
notation. For λ ∈ R, denote
F0(λ) =GE
(
(−∞, λ);H0
)(
GE
(
(−∞, λ);H0
))∗
,
F (λ) =GE((−∞, λ);H )(GE((−∞, λ);H ))∗.
We note that by (2.10), (2.11), the operators F0(λ), F(λ) are compact. The existence of
Ξ(λ;H,H0) will be derived from the following result of [21]:
Proposition 5.3. (See [21, Theorem 2.6].) Assume (2.10). Suppose that for some λ ∈ R, the limits
T (λ+ i0), T0(λ+ i0) and the derivatives ddλF (λ), ddλF0(λ) exist in the operator norm. Then the
index Ξ(λ;H,H0) exists if and only if J−1 +A0(λ) is invertible.
We need two simple lemmas.
Lemma 5.4. Let M be a bounded self-adjoint operator with a bounded inverse and let T be a
compact operator. Denote A = ReT , B = ImT and assume that B  0 and Ker(M+A) = {0}.
Then M + T has a bounded inverse.
Proof. Since M has a bounded inverse and T is compact, it suffices to prove that
Ker(M + T ) = {0}. Suppose that (M + T )f = 0 for some vector f . Then(
(M + A)f,f )+ i(Bf,f ) = 0.
Taking imaginary parts yields (Bf,f ) = 0. Since B  0, it follows that Bf = 0. Thus,
(M + A)f = 0 and so f = 0. 
Lemma 5.5. Assume (2.10) and (3.1). Then the derivative d
dλ
F0(λ) exists in the operator norm
for all λ ∈.
Proof. From the obvious inequality
0E
({λ};H0) ε2 2 2 , ε > 0,(H0 − λI) + ε I
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0GE
({λ};H0)(GE({λ};H0))∗  ε ImT0(λ+ iε), ε > 0. (5.4)
By (6.2), this implies that GE({λ};H0) = 0 for all λ ∈ 0. Using this, Stone’s formula (see e.g.
[23, Theorem VII.13]) yields
((
F0(b)− F0(a)
)
f,f
)= lim
ε→+0
1
π
b∫
a
Im
(
T0(λ+ iε)f,f
)
dλ= 1
π
b∫
a
(
B0(λ)f,f
)
dλ (5.5)
for any interval (a, b) ⊂ 0 and any f ∈ K. From here and the continuity of B0(λ) we get that
F0(λ) is differentiable in λ in the operator norm. 
Proof of Theorem 3.1(i) and (ii). (i) is a trivial consequence of the fact that the eigenvalues of
J−1 +A0(λ) near zero depend continuously on λ ∈ .
(ii) Our aim is to use Proposition 5.3; we need to check that the limits and the derivatives
mentioned in the hypothesis of this proposition exist in the operator norm.
1. The limit T0(λ + i0) exists in the operator norm for all λ ∈ ; this trivially follows from
(3.1). The derivative d
dλ
F0(λ) exists in the operator norm for all λ ∈  by Lemma 5.5.
2. Consider T (λ+ i0) and d
dλ
F (λ). Let us fix a closed interval 0 ⊂ \ N . For any λ ∈0,
we have Ker(J−1 +A0(λ)) = {0} and therefore, by Lemma 5.4, the operator J−1 + T0(λ+ i0)
has a bounded inverse.
By the identity (2.15), we have
T (z) = J−1 − J−1(J−1 + T0(z))−1J−1, (5.6)
where the operator J−1 + T0(z) has a bounded inverse for all Im z = 0. Since J−1 + T0(λ+ i0)
is invertible for all λ ∈ 0, we obtain that T (z) is uniformly continuous in z in the rectangle
Re z ∈ 0, Im z ∈ (0,1). In particular, the limit T (λ + i0) exists in the operator norm for all
λ ∈ 0.
Now we can apply Lemma 5.5 with 0 instead of  and with T (z) instead of T0(z). It follows
that the derivative d
dλ
F (λ) exists in the operator norm for all λ ∈0.
3. Now we can apply Proposition 5.3 to any λ ∈ 0, and the required statement follows. 
5.3. Proof of Theorem 3.1(iii) and (iv)
In Sections 6 and 7 we prove:
Theorem 5.6. Assume (2.10) and suppose that T0(z) is uniformly continuous in the rectangle
|Re z| < 1, Im z ∈ (0,1). Assume that J−1 +A0(0) is invertible. Then the identity
Ξ(0;H,H0) = −Ξ
(
0;J−1 +A0(0), J−1
) (5.7)
holds true.
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a certain continuous deformation argument.
Now part (iii) of Theorem 3.1 follows directly from Theorem 5.6.
Let us prove Theorem 3.1(iv). Let us fix a closed interval 0 ⊂  \ N . Since A0(λ) depends
continuously on λ ∈, by Proposition 5.1(ii) the projection E((−∞,0);J−1 +A0(λ)) depends
continuously on λ ∈0. Then by Lemma 5.2, the index Ξ(0;J−1 +A0(λ), J−1) is constant for
λ ∈ 0. By the identity (3.4), the index Ξ(λ;H,H0) is constant for λ ∈ 0, as required. 
6. Proof of Theorem 5.6
6.1. Notation and preliminaries
Throughout the rest of the paper, we assume the hypothesis of Theorem 5.6. For a function
ω ∈ L∞(R), ω 0, we denote G(ω) =Gω(H0)1/2. Since ω(H0) is a bounded operator, we have
by (2.10)
Dom(H0 − aI)1/2 ⊂ DomG(ω) and G(ω)(H0 − aI)−1/2 is compact
for any a < infσ(H0). Thus, we can define the self-adjoint operator
H(ω)=H0 +G(ω)∗JG(ω)
as a form sum and the compact operators
T0(z;ω) =G(ω)R0(z)G(ω)∗ =Gω(H0)R0(z)G∗,
T (z;ω) =G(ω)(H(ω)− zI)−1G(ω)∗. (6.1)
The definition of T0(z;ω) and T (z;ω) can be made more rigorous similarly to (2.12), (2.13).
If the limit T0(λ+ i0;ω) exists, we also denote A0(λ;ω)= ReT0(λ+ i0;ω).
Let χδ be the characteristic function of the interval (−δ, δ) in R, where δ ∈ (0,1) will be
chosen later. For s ∈ [0,1], we set ωs(x) = 1 − sχδ(x). Let us discuss the existence of the limit
T0(λ + i0;ωs). First note that R0(z)(1 − χδ(H0)) is analytic in z for |Re z| < δ. It follows that
T0(z;ω1) is analytic in z for |Re z| < δ. Next, writing χδ = 1 −ω1, we get
T0(z;ωs) = T0(z)− sT0(z;χδ) = (1 − s)T0(z)+ sT0(z;ω1). (6.2)
By the hypothesis of Theorem 5.6, it follows that for any δ′ < δ, the operator T0(z;ωs) is uni-
formly continuous in the rectangle |Re z| < δ′, Im z ∈ (0,1) in the operator norm. In particular,
the limit T0(λ+ i0;ωs) exists for all λ ∈ (−δ, δ).
6.2. The strategy of the proof of Theorem 5.6
Our aim is to show that for all sufficiently small δ > 0 and all s ∈ [0,1] one has
Ξ
(
0;H(ωs),H0
)= −Ξ(0;J−1 +A0(0;ωs), J−1). (6.3)
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that if δ is sufficiently small then the operator J−1 + A0(0;ωs) is invertible for all s ∈ [0,1].
Using this fact, the stability of index and Proposition 5.3, we prove that both sides of (6.3) are
independent of s ∈ [0,1]. Thus it suffices to prove (6.3) for s = 1. Finally, for s = 1 we derive
the identity (6.3) from the Birman–Schwinger principle (Proposition 2.3).
6.3. The limit δ → 0
Let us discuss the choice of δ.
Lemma 6.1. Assume (2.10) and suppose that T0(z) is uniformly continuous in the rectangle
|Re z| < 1, Im z ∈ (0,1). Then ∥∥A0(0;χδ)∥∥→ 0 as δ → +0.
Using Lemma 6.1, we will choose δ such that
∥∥A0(0;χδ)∥∥< 12∥∥(J−1 +A0(0))−1∥∥−1. (6.4)
Then
J−1 +A0(0;ωs) = J−1 +A0(0)− sA0(0;χδ) is invertible for all s ∈ [0,1]. (6.5)
This suffices for our construction.
Proof of Lemma 6.1. 1. From (5.5) we get that d
dλ
F0(λ) = 1π B0(λ) for any λ ∈ . By the
spectral theorem, it follows that
T0(z;χδ)=
δ∫
−δ
(λ− z)−1 dF0(λ) = 1
π
δ∫
−δ
(λ− z)−1B0(λ) dλ (6.6)
for all Im z > 0.
2. By (6.6), we have
A0(0;χδ) = lim
ε→+0
1
π
δ∫
−δ
B0(λ)λ
λ2 + ε2 dλ,
where, by our assumptions, the limit exists in the operator norm. Next, denote
A(δ1, δ2) = 1
π
δ2∫
δ1
B0(λ)−B0(−λ)
λ
dλ, 0 < δ1 < δ2 < 1.
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lim
ε→+0
∥∥∥∥∥ 1π
δ∫
−δ
λB0(λ)
λ2 + ε2 dλ− A(ε, δ)
∥∥∥∥∥= 0 (6.7)
for any δ > 0. This is a well-known argument, see e.g. [28, Lemma VI.1.2]. Let
ϕ(λ) =
{ λ
λ2+1 if |λ| < 1,
λ
λ2+1 − 1λ if 1 |λ|,
and ϕε(λ) = ε−1ϕ(λ/ε), ε > 0. Note that ϕ is odd and ϕ ∈ L1(R). We have
δ∫
−δ
λB0(λ)
λ2 + ε2 dλ− πA(ε, δ) =
∫
R
λB0(λ)χδ(λ)
λ2 + ε2 dλ−
∫
ε<|λ|
B0(λ)χδ(λ)
λ
dλ
=
∫
R
B0(λ)χδ(λ)ϕε(λ)dλ
=
∫
R
B0(λ)χδ(λ)ϕε(λ)dλ−B0(0)
∫
R
χδ(λ)ϕε(λ)dλ
=
∫
R
(
B0(λ)−B0(0)
)
χδ(λ)ϕε(λ)dλ. (6.8)
Using the fact that B0(λ) is continuous at λ = 0 in the operator norm, by a standard argument
one checks that the integral in the r.h.s. of (6.8) tends to zero in the operator norm as ε → +0.
This proves (6.7).
3. By (6.7), the limit limε→+0 A(ε, δ) exists in the operator norm and equals A0(0;χδ).
We can rewrite the last statement as
lim
ε→+0
(A(ε,1/2)− A(δ,1/2))=A0(0;χδ), δ < 1/2.
Now it is clear that
lim
δ→+0A0(0;χδ) = limδ→+0 limε→+0
(A(ε,1/2)− A(δ,1/2))= 0
in the operator norm, as required. 
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Lemma 6.2. Assume (2.10) and suppose that T0(z) is uniformly continuous in the rectangle
|Re z| < 1, Im z ∈ (0,1). Assume that J−1 + A0(0) is invertible and let δ > 0 be chosen as
in (6.4). Then the index Ξ(0;H(ω1),H0) exists and
Ξ
(
0;H(ω1),H0
)= −Ξ(0;J−1 +A0(0;ω1), J−1). (6.9)
Proof. 1. Let H0 = RanE(R \ (−δ, δ);H0). It is easy to see that the subspace H0 reduces both
H0 and H(ω1) (i.e. both H0 and H(ω1) commute with E(R \ (−δ, δ);H0) = ω1(H0)). Along
with H0, H(ω1), G(ω1), consider the operators h0 = H0|H0 , h = H(ω1)|H0 , g = G(ω1)|H0 .
We have (−δ, δ)∩σ(h0) = ∅. Since h = h0 +g∗Jg and g∗Jg is h0-form compact, we also have
(−δ, δ) ∩ σess(h) = ∅. Next, let t0(z) = g(h0 − zI)−1g∗. Note that t0(z) = T0(z;ω1), Im z = 0,
and so
t0(0) = Re t0(0) =A0(0;ω1). (6.10)
By our choice (6.4) of δ, it follows (cf. (6.5)) that the operator J−1 + t0(0) is invertible. Thus,
we can apply Proposition 2.3 to the pair of operators h0, h. This yields that 0 /∈ σ(h) and
Ξ(0;h,h0) = −Ξ
(
0;J−1 + t0(0), J−1
)
, (6.11)
where the indices Ξ on both sides exist.
2. Let us show that (6.11) is equivalent to (6.9). By (6.10), the r.h.s. of (6.11) coincides with
the r.h.s. of (6.9). Consider the l.h.s. With respect to the orthogonal decomposition H = H0 ⊕H⊥0
we have (here and in what follows R− = (−∞,0)):
E(R−;H0) =E(R−;h0)⊕E
(
(−δ,0);H0
)
,
E
(
R−;H(ω1)
)=E(R−;h)⊕E((−δ,0);H0),
and therefore
E
(
R−;H(ω1)
)−E(R−;H0) = (E(R−;h)−E(R−;h0))⊕ 0.
It follows that the index Ξ(0;H(ω1),H0) exists if and only if Ξ(0;h,h0) exists and if these
indices exist, they coincide. Thus, from (6.11) we get that Ξ(0;H(ω1),H0) exists and (6.9)
holds true. 
6.5. The proof of Theorem 5.6
The key element in our proof is:
Theorem 6.3. Assume (2.10) and suppose that T0(z) is uniformly continuous in the rectangle
|Re z| < 1, Im z ∈ (0,1). Assume that J−1 + A0(0) is invertible and let δ > 0 be chosen as
in (6.4). Then the spectral projections
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(
R−;H(ωs)
)
and E
(
R−;J−1 +A0(0;ωs)
)
are continuous in s ∈ [0,1] in the operator norm.
Theorem 6.3 is proven in Section 7.
Proof of Theorem 5.6. Let δ be chosen as in (6.4).
1. By Proposition 2.1, the index Ξ(0;J−1 + A0(0;ωs), J−1) exists for all s. Thus, by
Lemma 5.2 and Theorem 6.3, the index Ξ(0;J−1 +A0(0;ωs), J−1) is independent of s ∈ [0,1].
2. Let us prove that the index Ξ(0;H(ωs),H0) exists for any s ∈ [0,1]. We will use part (ii) of
Theorem 3.1 (this is not a circular argument: part (ii) has already been proven in Section 5.2). Let
us apply Theorem 3.1(ii) with the operators H0, H(ωs), G(ωs) instead of H0 H , G. As discussed
in Section 6.1, for any δ′ < δ the operator T0(z;ωs) is uniformly continuous in z for |Re z| < δ′,
Im z ∈ (0,1). Thus, the hypothesis of Theorem 3.1 is satisfied with  = (−δ′, δ′). By (6.5),
we have 0 /∈ N and so the index Ξ(0;H(ωs),H0) exists for any s ∈ [0,1].
3. From the previous step of the proof, using Lemma 5.2 and Theorem 6.3 we obtain that
Ξ(0;H(ωs),H0) is independent of s ∈ [0,1].
4. Using Lemma 6.2, we obtain
Ξ(0;H,H0)=Ξ
(
0;H(ω0),H0
)=Ξ(0;H(ω1),H0)= −Ξ(0;J−1 +A0(0;ω1), J−1)
= −Ξ(0;J−1 +A0(0;ω0), J−1)= −Ξ(0;J−1 +A0(0), J−1),
which proves (5.7). Of course, this argument also shows that (6.3) holds true for any s ∈
[0,1]. 
7. Proof of Theorem 6.3
7.1. Estimates for T (z;ωs)
We use the notation (6.1).
Lemma 7.1. Assume (2.10) and suppose that T0(z) is uniformly continuous in the rectangle
|Re z| < 1, Im z ∈ (0,1). Assume that J−1 + A0(0) is invertible and let δ > 0 be chosen as
in (6.4). Then for some C > 0 the estimates∥∥T (it;ωs)∥∥ C, t ∈ (0,1), s ∈ [0,1], (7.1)∥∥T (it;ωs)− T (it;ωr)∥∥ C|s − r|, t ∈ (0,1), s, r ∈ [0,1], (7.2)
hold true.
Proof. 1. Similarly to (2.15), we have(
J−1 + T0(z;ωs)
)(
J − JT (z;ωs)J
)= (J − JT (z;ωs)J )(J−1 + T0(z;ωs))= I
and therefore
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(
J−1 + T0(z;ωs)
)−1
J−1 (7.3)
for all s ∈ [0,1] and all Im z = 0.
2. By (6.5), the operator J−1 + A0(0;ωs) is invertible for all s ∈ [0,1]. By Lemma 5.4,
it follows that J−1 + T0(+i0;ωs) is also invertible for all s ∈ [0,1]. Since the operator J−1 +
T0(it;ωs) is uniformly continuous in s ∈ [0,1], t ∈ (0,1) in the operator norm, it follows that the
norm of the inverse (J−1 +T0(it;ωs))−1 is uniformly bounded for s ∈ [0,1], t ∈ (0,1). By (7.3),
we obtain the bound (7.1).
3. Using (7.3), for any z ∈ C \ R we obtain
T (z;ωs)− T (z;ωr)
= J−1(J−1 + T0(z;ωr))−1J−1 − J−1(J−1 + T0(z;ωs))−1J−1
= J−1(J−1 + T0(z;ωs))−1(T0(z;ωs)− T0(z;ωr))(J−1 + T0(z;ωr))−1J−1
= (r − s)(I − T (z;ωs)J )T0(z;χδ)(I − JT (z;ωr)). (7.4)
Since T0(z;χδ) = T0(z) − T0(z;ω1), the limit T0(+i0;χδ) exists in the operator norm and
therefore ‖T0(it;χδ)‖ is uniformly bounded for t ∈ (0,1). Combining this with (7.4) and the
estimate (7.1), we obtain (7.2). 
7.2. Proof of Theorem 6.3
Lemma 7.2. Under the assumptions of Theorem 6.3, for all s ∈ [0,1] one has
KerH(ωs) = KerH0. (7.5)
Proof. Since T0(it;ωs) is bounded uniformly in t ∈ (0,1), we obtain, as in (5.4):
G(ωs)E
({0};H0)= 0.
Thus, for any f ∈ KerH0 we get H(ωs)f = H0f + G(ωs)∗JG(ωs)f = 0. We see that
KerH0 ⊂ KerH(ωs). Conversely, using the bound (7.1) in the same way we obtain G(ωs)E({0};
H(ωs)) = 0. It follows that for any f ∈ KerH(ωs) we have H0f = H(ωs)f −
G(ωs)
∗JG(ωs)f = 0 and so KerH(ωs) ⊂ KerH0. 
Let us define the functions χ−, ζ , ψ as follows:
χ−(x) =
⎧⎨⎩
1, x < 0,
1/2, x = 0,
0, x > 0,
ζ(x) =
{ 1
π
tan−1(1/x), x = 0,
0, x = 0,
and ψ(x) = χ−(x) + ζ(x). By definition, ψ ∈ C(R), ψ(x) → 0 as x → ∞ and ψ(x) → 1 as
x → −∞. The key statement in the proof of Theorem 6.3 is:
Lemma 7.3. Under the assumptions of Theorem 6.3, the operator ζ(H(ωs)) depends continu-
ously on s ∈ [0,1] in the operator norm.
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Proof of Theorem 6.3. 1. Clearly, A0(0;ωs) is continuous in s in the operator norm. By our
choice of δ the operator J−1 + A0(0;ωs) is invertible for all s ∈ [0,1]. Thus, the continuity of
the projection E(R−;J−1 +A0(0;ωs)) follows directly from Proposition 5.1(ii).
2. Consider the projection E(R−;H(ωs)). Using (7.5), we obtain
E
(
R−;H(ωs)
)= χ−(H(ωs))+ 12E({0};H(ωs))= ψ(H(ωs))− ζ (H(ωs))+ 12E({0};H0).
By Lemma 7.3, it remains to prove that ψ(H(ωs)) depends continuously on s ∈ [0,1] in the
operator norm.
3. Let us prove that H(ωs) is continuous in s in the norm resolvent sense. For any z ∈ C \ R,
similarly to (2.14), we have the iterated resolvent identity
(
H(ωs)− zI
)−1 −R0(z)
= −ωs(H0)1/2
(
GR0(z)
)∗(
J − JT (z;ωs)J
)
GR0(z)ωs(H0)
1/2. (7.6)
Clearly, ωs(H0)1/2 depends continuously on s in the operator norm. By (7.4), the operator
T (z;ωs) depends continuously on s in the operator norm. It follows that (H(ωs) − zI)−1 de-
pends continuously on s in the operator norm.
4. It is easy to see that there exists a ∈ R such that a < inf(σ (H(ωs))) for all s ∈ [0,1].
Let ψ˜ ∈ C(R) be such that ψ˜(x) = ψ(x) for all x  a and ψ˜(x) = 0 for x  a − 1. Then
ψ(H(ωs)) = ψ˜(H(ωs)) for all s. By Proposition 5.1(i), the operator ψ˜(H(ωs)) is continuous
in s in the operator norm. This proves the required statement. 
7.3. Proof of Lemma 7.3
We will use the following elementary representation for the function ζ :
ζ(x) = 1
π
tan−1(1/x) = 1
2π
1∫
−1
dt
x − it , x = 0.
Using the resolvent identity (7.6), from this representation we formally obtain:
2π
(
ζ(H0)− ζ
(
H(ωs)
))
=
1∫
−1
((
H(ωs)− it
)−1 −R0(it))dt
= ωs(H0)1/2
1∫ (
GR0(−it)
)∗(
J − JT (it;ωs)J
)
GR0(it)ωs(H0)
1/2 dt. (7.7)
−1
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rigorously justified; this will be done below. We note that, by (7.5), the value ζ(0) is unimportant;
the contribution from this value cancels out in the l.h.s. of (7.7).
Let us denote by X+ and X− the operators from L2((−1,1);K) to H defined by
X±f =
1∫
−1
(
GR0(∓it)
)∗
f (t) dt, (7.8)
where f belongs to the dense set of functions vanishing in a neighbourhood of t = 0. In what
follows we prove that X± extend to bounded operators from L2((−1,1);K) to H.
Next, denote by Y(ωs) the operator in L2((−1,1);K) defined by(
Y(ωs)f
)
(t) = (J − JT (it;ωs)J )f (t), t = 0. (7.9)
Note that T (−it;ωs) = T (it;ωs)∗. By Lemma 7.1, the operators Y(ωs), are bounded for all s
and ∥∥Y(ωs)− Y(ωr)∥∥ C|s − r|. (7.10)
In what follows we prove:
Lemma 7.4.
(i) The operators X± defined by (7.8) extend to bounded operators from L2((−1,1);K) to H.
(ii) The identity
2π
(
ζ(H0)− ζ
(
H(ωs)
))= ωs(H0)1/2X+Y(ωs)X∗−ωs(H0)1/2 (7.11)
holds true.
Now we can provide:
Proof of Lemma 7.3. Since ωs(H0)1/2 depend continuously on s in the operator norm, from
(7.10) and (7.11) we immediately obtain the required statement. 
7.4. Proof of Lemma 7.4
(i) We will prove the boundedness of X+; the operator X− can be considered in the same way.
Let
D = C∞0
(
(−1,1) \ {0};K);
clearly, D is dense in L2((−1,1);K). For f ∈ D, using the resolvent identity
(z1 − z2)R0(z1)R0(z2) =
(
R0(z1)−R0(z2)
)
,
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‖X+f ‖2 =
1∫
−1
dt1
1∫
−1
dt2
((
GR0(−it2)
)∗
f (t2),
(
GR0(−it1)
)∗
f (t1)
)
=
1∫
−1
dt1
1∫
−1
dt2
i
t1 + t2
((
T0(−it1)− T0(it2)
)
f (t2), f (t1)
)
. (7.12)
Thus, we are led to the consideration of the operator in L2((−1,1);K) with the integral kernel
(T0(−it1)− T0(it2))/(t1 + t2). For f ∈ D, let us define
(Mf )(t1) = v.p.
1∫
−1
f (t2)
t1 + t2 dt2.
Up to the change of variables t → (−t), this is the operator of the Hilbert transform restricted
onto the interval (−1,1). Since the Hilbert transform is bounded in L2, the operator M is
bounded in L2((−1,1);K).
Next, let T be the operator in L2((−1,1);K) given by
(Tf )(t) = T0(it)f (t), t = 0.
Since the norm of T0(it) is uniformly bounded, the operator T is bounded. The r.h.s. of (7.12)
can be rewritten as
lim
ε→+0
( ∫ ∫
|t1|1,|t2|1|t1+t2|>ε
i(T0(−it1)f (t2), f (t1))
t1 + t2 dt1 dt2 −
∫ ∫
|t1|1,|t2|1|t1+t2|>ε
i(T0(it2)f (t2), f (t1))
t1 + t2 dt1 dt2
)
= i(T∗Mf,f )− i(MTf,f ), f ∈ D,
and therefore X+ extends to a bounded operator.
(ii) For any ε > 0, let
ζε(x) = 12π
−ε∫
−1
dt
x − it +
1
2π
1∫
ε
dt
x − it ,
and let X±(ε) : L2((−1,1);K)→ H be the operators
X±(ε)f =
−ε∫ (
GR0(∓it)
)∗
f (t) dt +
1∫ (
GR0(∓it)
)∗
f (t) dt.−1 ε
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of X±(ε) that these operators are bounded for each ε > 0. Applying the resolvent identity (7.6),
by a calculation similar to (7.7) we see that
2π
(
ζε(H0)− ζε
(
H(ωs)
))= ωs(H0)1/2X+(ε)Y (ωs)X−(ε)∗ωs(H0)1/2 (7.13)
holds true. Let us prove that both sides of (7.13) converge weakly to the corresponding sides
of (7.11) as ε → +0.
Since ζε is uniformly bounded and ζε(x) → ζ(x) as ε → +0 for all x ∈ R (it is here that the
choice of the value ζ(0) is important) we get that the l.h.s. of (7.13) converges weakly to the
l.h.s. of (7.11).
Next, since X∗+ and X∗− are bounded by part (i) of the lemma, for any g ∈ H we have(
X∗±g
)
(t) =GR0(∓it)g, t = 0,
and
1∫
−1
∥∥GR0(it)g∥∥2K dt <∞.
It follows that for any g ∈ H
∥∥(X∗±(ε)−X∗±)g∥∥2 = ε∫
−ε
∥∥GR0(it)g∥∥2K dt → 0
as ε → +0. Thus, X∗±(ε) converges strongly to X∗± as ε → +0. It follows that the r.h.s. of (7.13)
converges weakly to the r.h.s. of (7.11). This completes the proof. 
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