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Abstract
Nanocomposites are composite materials which incorporate nanosized particles,
platelets or fibers. The addition of nanosized phases into the bulk matrix can lead to
significantly different material properties compared to their macrocomposite counterparts.
For nanocomposites, thermal conductivity is one of the most important physical
properties. Manipulation and control of thermal conductivity in nanocomposites have
impacted a variety of applications. In particular, it has been shown that the phonon
thermal conductivity can be reduced significantly in nanocomposites due to the increase in
phonon interface scattering while the electrical conductivity can be maintained. This
extraordinary property of nanocomposites has been used to enhance the energy conversion
efficiency of the thermoelectric devices which is proportional to the ratio of electrical to
thermal conductivity.
This thesis investigates phonon transport and thermal conductivity in Si/Ge
semiconductor nanocomposites through numerical analysis. The Boltzmann transport
equation (BTE) is adopted for description of phonon thermal transport in the
nanocomposites. The BTE employs the particle-like nature of phonons to model heat
transfer which accounts for both ballistic and diffusive transport phenomenon. Due to the
implementation complexity and computational cost involved, the phonon BTE is difficult
to solve in its most generic form. Gray media (frequency independent phonons) is often
assumed in the numerical solution of BTE using conventional methods such as finite
volume and discrete ordinates methods. This thesis solves the BTE using Monte Carlo
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(MC) simulation technique which is more convenient and efficient when non-gray media
(frequency dependent phonons) is considered. In the MC simulation, phonons are
displaced inside the computational domain under the various boundary conditions and
scattering effects. In this work, under the relaxation time approximation, thermal transport
in the nanocomposites are computed by using both gray media and non-gray media
approaches. The non-gray media simulations take into consideration the dispersion and
polarization effects of phonon transport. The effects of volume fraction, size, shape and
distribution of the nanowire fillers on heat flow and hence thermal conductivity are
studied. In addition, the computational performances of the gray and non-gray media
approaches are compared.
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1. Introduction
In recent years there has been a heavy demand for miniaturization of electronic
devices coupled with faster processing speeds, and a great interest in nanostructured
materials. The scale down in the size of electronics means lesser space for heat
dissipation. Thermal management in nanostructured electronic materials is of critical
importance. Another important application of nanostructured materials is the
thermoelectric energy conversion. The energy conversion efficiency of thermoelectric
devices is directly related to the thermal and electron transport properties of the material.
The performance of a thermoelectric material is determined using a dimensionless
thermoelectric figure of merit, ZT, which is given by,

σS2T
ZT =
K

[1.1.1]

where σ is the electrical conductivity, K is the thermal conductivity and S is the Seeback
coefficient. The Seeback coefficient of a material is the magnitude of electrical voltage
induced by a temperature difference applied across that material. For a given temperature,
the product σS determines the ability of a material to produce useful electric power and is
2

termed as power factor. Semiconductors have better power factor and work well as
thermoelectric devices. For better figure of merit, it is necessary to have materials having
greater electrical conductivity and lesser thermal conductivity. As a type of nanostructured
material, semiconductor based nanocomposites can give large resistance to heat flow but
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not the electrical current. This is mainly due to the interfacial scattering of the phonons in
the nanocomposite materials. The interface of nanometer-sized material constituents in
nanocomposites causes a much more significant hindrance in the heat flow process
compared to their macroscopic counterparts. This physical behavior has given rise to an
interest for research in the field of phonon transport in nanocomposites.
Heat conduction in a crystalline material takes place through lattice vibrations. A
lattice can be visualized as a three dimensional structure of atoms held together by atomic
bonds. Under the influence of temperature, the atoms oscillate about their mean positions.
When an atom is displaced from its equilibrium position it gives rise to vibrational waves
which carry energy while propagating through the crystal. These particle-like waves with
certain frequency (ω), wave vector (K) and polarization (p) are called phonons. The
quantum of energy contained by a phonon with frequency ω is given by ħω where ħ is
1.05e-34 i.e., Planck’s constant divided by 2.
Fourier’s diffusion equation has been the governing equation for heat transfer
problems in larger structures. The underlying assumption is that heat is transferred from
one region to another subject to sufficient scattering events of phonons in the medium. If
the size of the material or material constituents is much larger than the mean free path of
phonons, many scattering events take place so that local thermodynamic equilibrium is
restored in the material. Due to this mechanism, a temperature gradient is established
within the medium and the thermal transport process is diffusion like which can be
properly explained by Fourier’s heat conduction theory. However, when the phonon mean
free path is greater than the characteristic size of the material, the heat flow process is in
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the ballistic regime where phonon-phonon scattering processes are rare and thermal
conductivity of the material is governed by boundary and impurity scattering processes.
For example, modern semiconductor devices have dimensions smaller than the mean free
path of phonons. In such cases, Fourier’s law becomes invalid for describing the thermal
transport process since the thermal transport is no longer diffusion like. Instead, the
Boltzmann transport equation (BTE) has been widely used to describe the phonon
transport in nano-sized crystalline solids. An assumption that particle-like behavior of
phonons is much more significant than its wave-like behavior makes it possible for the
BTE to solve ballistic phonon transport at nanoscale when the size of the material is
smaller than the phonon mean free path but larger than the phonon wavelength [23]. In
addition, it is assumed that phonons follow Bose-Einstein statistics and interact with each
other via scattering processes. The BTE is expressed as [3],

df
 df 
+ vg .f =  
dt
 dt  scattering

[1.1.2]

where f is distribution function of an ensemble of phonons, Vg is the group velocity,

 df 
 dt  is the rate of change of f due to scattering. The left hand side (LHS) of the above
equation represents the change of distribution function due to the phonon drift and the
right hand side (RHS) shows the change in distribution function due to various scattering
mechanisms. The distribution function is a complex function of seven independent
variables--- three spatial coordinates, three wave vectors and time. Drift causes energy
distribution function to deviate from equilibrium whereas the scattering process tends to
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restore equilibrium. Solving this equation using deterministic approach is difficult due to
the complex nature of the equation. To solve BTE analytically, many assumptions have to
be made to bring the equation to a simplified solvable form which alters the real dynamics
of phonon transport. In comparison, statistical methods such as Monte Carlo (MC) method
which statistically describe the phonon behavior in a computational domain can help
understanding the phonon transport in structures with complex geometries.
Monte Carlo simulations are computationally demanding due to the huge number
of calculations and particles involved. With the advent of faster computers such
simulations have become possible. Many researchers have performed MC simulations to
understand the effect of scattering phenomenon on various particles like electrons,
photons, and phonons, etc. Many papers have been published on the Monte Carlo
simulations of phonon transport in various nanocomposite materials [1, 5].There is a
general agreement that a sizeable decrease in the thermal conductivity of nanocomposites
can be attained. This reduction in thermal conductivity can be associated with the various
interface and intrinsic scattering processes that the phonons undergo during the thermal
transport in nanocomposites. However, most of the work was done by using the gray
model where a single frequency independent effective mean free path and relaxation time
of the phonons are assumed. MC simulations for nanocomposites taking into account the
phonon frequency spectrum and dispersion are rare. In addition, it is not clear how the
performance of the gray and non-gray models compare in the phonon transport analysis of
nanocomposites. This thesis aims to address these issues to certain extent.
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2. Literature review
Monte Carlo methods are statistical methods based on repeated random samplings
to obtain numerical results. Monte Carlo methods have been used to simulate systems with
many coupled degrees of freedom such as fluids, solids, cellular structures etc. [27]. They
are computationally demanding as numerical results are obtained statistically by running
the simulation algorithm many times. Due to the ease of implementation, these methods
have been effectively put to use by many researchers in the field of phonon transport and
satisfactory results have been reported.
Brockhouse [9] provided the dispersion relationships for lattice vibrations in
Silicon and Germanium through experiments which lay the foundations for phonon
transport analysis in nanomaterials. Chen et al [1] attempted Monte Carlo simulation for
modeling the thermal conductivity using Gray media approach. The Gray media approach
assumes that phonon properties are frequency independent. In this approach the average
phonon properties are dependent on temperature only. They have shown the size effects of
interface on phonon transport and how the thermal conductivity of nanocomposite
materials can be less than that of the minimum alloy value. They concluded that interfacial
area per unit volume is a key parameter to correlate the size effect of thermal conductivity
in nanocomposites.
Chen et al [2] had also worked upon frequency dependent Monte Carlo simulation
of thermal conductivity of Silicon nanowires. They investigate the phonon transport in
Silicon nanowire using two different dispersion relationship models viz., phonon
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dispersion relation and bulk dispersion relation. It was concluded that the thermal
conductivities calculated using both the dispersion relationships are approximately the
same except at very low nanowire diameters.

The thermal conductivity of Silicon

nanowire for various diameters was found through Monte Carlo simulations and the
results were verified with the experimental data. Mittal [3] had incorporated contribution
of optical phonons in the heat conduction in Silicon thin films using Monte Carlo
simulation technique. It was found that optical phonons do affect the thermal conductivity
of a nanomaterial at temperatures higher than 200K when they are excited.
Mazumdar and Majumdar [4] demonstrated phonon transport in solid films using
Monte Carlo simulations. Dispersion and polarization effects (non-gray model) were
included for the first time and a solution procedure for the Monte Carlo simulation
technique was developed. Lacroix and Joulain [8] developed an algorithm for Monte Carlo
transient phonon transport in Si and Ge at nanoscale. The BTE equation was simulated
taking into account the phonon dispersion curves for longitudinal and transverse phonon
bands and the scattering term in the BTE equation was approximated by the relaxation
time approximation theory. The paper show cases low temperature ballistic and high
temperature diffusive transports to calculate the thermal conductivities of Si and Ge.
Qing et al [13] investigated phonon transport in 2D porous silicon structures with
aligned pores using Monte Carlo simulation technique. Very recently Singh et al [17]
published a paper on analysis of thermal conductivity and phonon transport in 2D
nanocomposites using a non-gray BTE model. The analysis included polarization effects
and dispersion effects in phonon transport in nanocomposite materials.

6

In this work, Monte Carlo simulations using gray and non-gray phonon transport
models are performed to obtain and compare the thermal conductivities of bulk Ge and SiGe fibrous nanocomposite materials. In literature, very few studies have been done using
Monte Carlo simulations based on non-gray phonon mode. The work attempts to apply the
Monte Carlo technique to simulate the thermal conductivity of 3-D fibrous
nanocomposites with the inclusion of frequency dependent phonon scattering. We follow
the assumptions made in the Boltzmann transport equation to model the phonon transport.
The contribution of optical phonons to the thermal conductivity of the nanowire
composites is negligible, hence only 3 acoustic (1 longitudinal and 2 transverse) branches
has been accounted for in the simulation. For the sake of simplicity, the dispersion
relationships of Silicon and Germanium are assumed to be isotropic and the bulk phonon
dispersion relationships in the [100] direction of Si and Ge are taken for calculating the
phonon density of states [1, 9, 19]. The scattering term in the Boltzmann transport
equation has been approximated using relaxation time approximation. Extending the
simulation, the effect of size and variable volume fraction of the nanowires and effect of
nanowire’s cross-section aspect ratio on the thermal conductivity is found. In addition, the
computational performances of the gray and non-gray media approaches are compared.
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3. Theory
3.1 Wave propagation in crystal lattice
A crystal lattice can be visualized as a three dimensional structure of masses
(atoms) held together by springs (chemical bonds). Thermal energy transport in crystals
occurs due to the vibration of atoms which are caused as a result of the oscillations about
their mean equilibrium positions. The amplitude of vibrations increases with the increase
in temperature of the solid. A unit cell inside the crystal lattice is assumed to be made up
of atoms with masses M1 and M2 (with one degree of freedom) connected to each other by
springs having a spring constant equal to C. Let Xn and Yn be the displacements of masses
M1 and M2 in the nth unit cell in the sequence from their equilibrium positions. The spring
is assumed to be linear and is in the elastic region of the stress strain curve. For simplicity,
the analysis is done on a one dimensional setup of spring mass system to find the normal
modes of vibrations with a as the lattice constant. The procedure may then be extended for
a three dimensional solid crystal.
Figure 3-1 shows a typical snapshot of masses connected to springs depicting
atoms and chemical bonds in between them. Also an assumption that each atom interacts
only with its nearest neighbor is made. The equations of motions for masses M1 and M2
using Newton’s laws of motions are as follows:
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Figure 3-1 : Spring mass system in a unit cell (one dimension)

For mass M1:

For mass M2:

d2Xn
M1
= C (Yn + Yn-1 - 2X n )
dt 2

M2

d 2 Yn
= C (X n+1 + X n - 2Yn )
dt 2

[3.1.1]

[3.1.2]

The solution for the above equations of motions can be written in the form of plane waves:

X n = Ae [i (Kx-ωt)]
Yn = Be [i (Ky-ωt)]

[3.1.3]

where A and B are the amplitudes of the waves and K is the wave vector given by the
relation K=

2π
. Substituting Equation [3.1.3] into the equations of motion, one obtains
λ

- ω2M1A = CB(1+ e(-iKa) ) - 2CA
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[3.1.4]

- ω2M2B = CA(1+ e(iKa) ) - 2CB

[3.1.5]

In matrix form,

 2C - M ω2
-C(1+ e(-iKa) )   A   0 
1

  =  

(
iKa)
2  B   0 
)
2C - M 2ω 
 -C(1+ e

[3.1.6]

For a non-trivial solution, the determinant of coefficient matrix must be equal to zero.
Hence,

M1M2ω4 - 2C(M1 + M2 )ω2 + 2C2 (1- cos(Ka)) = 0

[3.1.7]

Solving for ω2, we obtain
 1
1 
ω 2 = C 
+
±
 M1 M 2 



 1
1 
4
2  Ka   
+
sin
 




 2   
  M1 M 2  M1M 2


[3.1.8]

 1
4M1M 2
1 
 Ka  
ω2 = C 
+
sin 2 
 1± 1
2
(M1 + M 2 )
 2  
 M1 M 2  

[3.1.9]

and

The above relation between ω and K is called the dispersion relation. The plot of ω
v/s K results in two polarizations bands: acoustic and optical. The region in K space that

π
a

lies between K = ± is the first Brillouin zone and covers all independent values of K [7].
Values of K outside the first Brillouin zone merely reproduce the same values of ω as
described in the first Brillouin zone. The acoustic branch of phonon polarization is
obtained when the oscillating phonons are in phase with each other. Optical branch is
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obtained when oscillating phonons are out of phase with each other. The dispersion curve
in the first Brillouin zone is as shown in Figure 3-2.

Figure 3-2 : Dispersion curve for one dimensional spring mass system

 Ka 
=0
 2 

From Equation [3.1.9], when K=0, sin 

 1
4M1M 2
1 
 Ka  
ω2 = C 
+
sin 2 
 1± 1
2
(M1 + M 2 )
 2  
 M1 M 2  

 1
1 
ω1 = 2C 
+
 and ω2 = 0
 M1 M 2 

11

[3.1.10]

[3.1.11]

From Figure 3-2 (approximating the dispersion curve to be quadratic), the acoustic branch
goes to zero whereas optical branch goes to maximum when K=0. At the boundaries

 Ka 
π
K = ± , sin 
 = ± 1 , we have
a
 2 
ω1 =

2C
2C
and ω2 =
M2
M1

[3.1.12]

From Figure 3-2, when K reaches maximum values of the first Brillouin zone, the acoustic
branch goes to maxima and optical branch goes to a minima. The magnitude of optical
frequency is greater than that of acoustic frequency as M1 >M2. The plot for the quadratic
approximation of the dispersion function for any general 1D crystal structure is shown in
Figure 3-3.

Figure 3-3 : First Brillouin zone
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Similarly, two atoms in a unit cell with three degrees of freedom will have six
equations of motions and will give six phonon polarizations, three optical and three
acoustic. Each polarization has two modes of vibrations: longitudinal and transverse. In
longitudinal mode, atoms vibrate in the direction of wave travel whereas in case of
transverse mode, atoms vibrate in direction perpendicular to wave travel as shown in
Figure 3-4. The group velocity of a wave packet is given by the slope of the dispersion
curve. The group velocity represents the velocity with which energy propagates inside a
solid. Mathematically it is denoted as;
Vg  k 

[3.1.13]

Figure 3-4: Planes of atoms displaced for Longitudinal and Transverse waves
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Figure 3-5 : Dispersion curves for a three dimensional crystal structure
The plot of dispersion curve for a 2-atom 3-D crystal lattice is as shown in Figure

3-5. In 3-D each atom has three degrees of freedom leading to six equations of motions
and a 6×6 dynamical matrix. Hence a 3-D unit cell has six phonon polarizations, three
optical and three acoustic. Each of the optical and acoustic modes has two transverse
branches and one longitudinal branch. As in the case of one dimension, the optical modes
go to maxima when the acoustic modes are at the minimum. Dispersion relation for Si and
Ge will be discussed in Chapter 4.

3.2 Boltzmann Transport Equation
It has been observed that Fourier model gives erroneous results when used in
modeling heat conduction in devices with a length smaller than a micron [25, 27]. The
classical Fourier theory fails to hold when the mean free path of the phonon is large than
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the material size. Another problem of the Fourier’s diffusive equation (FDE) is that it
admits to infinite speed of heat transport, which is contradictory to the reality [23]. Hence,
FDE is inappropriate for applications having small time and spatial scales.
Boltzmann transport equation has been used to study and model behavior of
collection of particles that interact with each other by short range forces and follow a
certain statistical distribution (phonons, photons, electrons, etc.). It’s based on an
assumption that the particle-like behavior of phonons is more significant than its wavelike behavior. This makes the BTE valid for heat transfer analysis in structures larger than
the wavelength of phonons. The general form of BTE is given as [7],

f
f  f 
+ Vgf + a
=
t
Vg  t Scattering

[3.2.1]

where f is the distribution function of phonons, t is the time, a is acceleration of phonons
under the influence of external force, Vg is the group velocity. In absence of an external
force, the acceleration term would be zero. Hence reducing the equation as follows,

f
 f 
+ Vgf =  
t
 t Scattering

[3.2.2]

The left hand side depicts the change of distribution function due to the drifting process.
The right hand side of the equation is the rate of change of distribution function with
respect to time due to scattering to other wave vectors and polarizations.
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 f 
=  Φ(K',K)f(K') - Φ(K,K')f(K) 
 t 
K'
Scattering

[3.2.3]

where Φ(K',K)f(K') and Φ(K,K')f(K) are scattering phase functions for K' to K and K
to K' .Note that f is a function of location, wave vector, polarization and time. This
complex dependence of f on several parameters makes Equation [3.2.3] difficult to solve
analytically. To make the equation solvable, several approximation techniques have been
developed. Relaxation time approximation is one of the most widely used approximation
techniques. Here the change in distribution function is expressed as the deviation of
distribution function from Bose-Einstein distribution function and the change in time is
expressed as the overall relaxation time scale calculated from Mathiessen’s rule.
According to relaxation time approximation [7],

f -n
 f 
=
 t 
τ
Scattering

[3.2.4]

n is the equilibrium distribution function (Bose-Einstein function),  is the overall
relaxation time. This approximation essentially linearizes the scattering term of the BTE
and implies that whenever a system is not in equilibrium, the scattering term will restore
the system to equilibrium following an exponential decay law [12],

f -n = e
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 t
- 
 τ 

[3.2.5]

3.3 Phonon Scattering Mechanisms
Phonons travelling inside a computational domain may encounter different types of
scattering processes. These scattering processes tend to alter some of the properties of phonons
depending upon the type of scattering process they undergo. Some of the common scattering
processes that a phonon undergoes are:
 Impurity scattering. They are mainly due to the impurities in a crystal, crystal
imperfections, defects in a crystal structure etc. The phonons experience diffusive
elastic scattering when they encounter an impurity/defect.
 Phonon-phonon scattering. These scattering events occur when two phonons collide
while drifting from one point to another in a domain.
 Phonon-electron scattering. When a phonon collides with an electron, phononelectron scatterings take place. These scatterings are not included in this study.
 Boundary scattering. Boundary scatterings are when a phonon encounters domain
boundary. These scatterings are particularly important in the ballistic phase of
phonon transport as the domain size is very small and the phonons encounter the
boundaries many times during their lifetime.
 Interface scattering. These scattering events are due to a foreign material
incorporated into a host material as an interface. These scatterings occur when a
phonon encounters an interface like a nanoparticle while it travels from one end of
the domain to another.
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In this work, both elastic and inelastic scattering mechanisms are accounted for.
Elastic scattering interactions are those in which energy and frequency of the interacting
phonon remain unchanged (impurity scattering) whereas inelastic scatterings involve
change of energy and frequency as a result of scattering (three phonon scatterings).
Impurity scatterings occur as a result of phonon collisions with the impurities and/or
crystal defects in the lattice structure. Impurity scatterings must be treated independently
from the phonon-phonon scattering because impurity scattering leaves the frequency and
various other physical attributes of a phonon unaltered. In Monte Carlo simulations, it is
possible to account for impurity scattering in isolation to the intrinsic scattering process.
The time scale for impurity scattering maybe expressed as [4]:

τ-1 = ασρVg

[3.3.1]

where ɑ is a constant of the order of unity, ρ is the defect density per unit volume and σ is the
scattering cross section expressed as:
 X4 
σ = πr  4 
 X +1 
2

[3.3.2]

where X=rK and r is the atomic radius of the impurity.
Three phonon scatterings may involve two phonons combining to form one or
conversely, one phonon splitting into two. Three phonon scatterings happen due to the
anharmonic nature of interatomic forces and discrete nature of the lattice structure [3].
There are two types of inelastic phonon-phonon scattering processes: Normal processes
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(N) and Umklapp processes (U). These two processes have major influence on the thermal
conductivity of the crystal. Both N and U processes are governed by energy and
momentum conservation laws. If phonons described by (p1, 1, K1) and (p2, 2, K2) are
scattered to (p3, 3, K3), the conservation laws may be expressed as follows [6]:
ω1 + ω2 
 ω3
K1 + K 2 
 K3

(Energy Conservation for both processes)
(Momentum conservation for N processes)

K1 + K 2 
 K3 + G

[3.3.3]

(Momentum conservation for U processes)

where G is the reciprocal lattice vector. Both N and U processes must satisfy energy
conservation equation and momentum conservation equation. N processes do not pose a
direct resistance to thermal transport as they conserve momentum but indirectly they
change the frequency distribution of phonons and hence impact other scattering processes
like impurity scattering which depend on frequencies of phonons. U processes do not
conserve momentum directly but must satisfy Equation [3.3.3]. As they do not conserve
momentum, U processes directly offer a resistance to thermal transport in the crystal
structure.
As conservation is the core requirement of three phonon scattering, this disallows
certain transitions between the two polarization branches. Mathematically it has been
shown that the only allowable interactions are [8],

N and U processes : T + T
N processes :
T+T

L and T + L
T and L + L

19

L
L

[3.3.4]

Direct simulation of three phonon scattering by allowing each phonon to interact
with the phonons in its vicinity is possible. This would mean the interacting phonons
based on their frequency and wave vector combinations will automatically decide whether
an interaction is at all possible. But in Monte Carlo simulations where only limited
frequency and wave vector combinations are considered, the frequency discretization may
not be sufficiently small to the degree that all triadic interactions can be accounted for [4].
Also it is quite expensive to consider all such computations. Hence relaxation time
approximation method is used to account for the collisions (3 phonon scattering process).
For a gray model, one only consider a single relaxation time for all the scattering
processes (elastic as well as inelastic) which is expressed as follows,

τ=

Λ
Vavg

[3.3.5]

where Ʌ is the mean free path of a phonon and Vavg is the phonon average velocity. For
non-gray model, different relaxation times based on the type of scattering process
experienced by a phonon are considered. If

τI , τU , τ N

are the relaxation times for

Impurity, Umklapp and Normal scattering processes respectively and  is the total
relaxation time; then according to Matthiessen’s rule [7],

1
1 1
1
= + +
τ
τI τU τ N
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[3.3.6]

This rule gives the total relaxation time which would be required in the subsequent
calculations. Complexity arises due to the fact that the relaxation times scales are difficult
to determine due to the complex nature of anharmonic interatomic forces. In this work, we
adopt the relaxation time formulations derived in previous work done by Callaway, J and
Holland, M. [11], as shown in Table 3-1. Note that ω12 is the frequency at K=0.5*Kmax.
Table 3-1 : Inverse relaxation times for various scattering processes
Scattering

Polarization

Inverse relaxation

Units

Values of Constants

process

time (s-1)

Impurity

4
τ-1
I = Aω

s-3

1.32e-44 2.40e-44

LA

τ-1LN = BLU ω2T3

sK-3

2e-24

6.9e-24

TA

4
τ-1
TN = BTN ωT

s-3

9.3e-13

1e-11

LA

2 3
τ -1
LU = BLU ω T

sK-3

2e-24

6.9e-24

TA

τ -1TU = 0

---

---

5.5e-18

5e-18

Three

N

phonon

process

U
process

Si

Ge

(if ω < ω12 )
τ

-1
TU

BTU ω2
=
sinh( khωT )
B

(if ω > ω12 )
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s-1

4. Phonon Transport –Gray Model
The gray media approach is the simplest phonon transport model to solve the
phonon Boltzmann transport equation. In the gray model, the phonon properties depend
only on temperature and are independent of frequencies and polarizations. Average
phonon frequency and average group velocity are computed based on the local cell
temperatures and are assigned to the phonons being emitted from that particular cell. The
gray model employs a single relaxation time, τ, based on the mean free path of the phonon
to find the scattering probability of phonons. As the contribution of optical phonons
towards the thermal conductivity of a nanocomposite structure is very less compared to
the acoustic phonons [1, 4, 12], only the three acoustic polarization branches are
considered in our simulation model. In addition, both the materials (Si and Ge) are
assumed to be isotropic and the dispersion relations in the [100] direction are employed to
calculate average phonon properties. For estimating the relaxation times, experimentally
measured bulk thermal conductivities of Si and Ge are considered [5]. Before the
simulations, an overview of some concepts and derivation of some expressions for various
physical attributes of a phonon are presented in the following section.
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4.1 Basic Parameters
4.1.1 Lattice parameter calculations
As described in Section 3.1, the magnitude of maximum wave vector, Kmax in first
Brillouin zone is dependent on lattice parameter of the crystal lattice. Hence the lattice
parameters for Germanium and Silicon are found first.
Germanium has a diamond cubic crystal structure. A diamond cubic crystal
structure has 8 atoms in a unit cell. The atomic mass of Germanium is 72.6 a.m.u and
Avogadro constant is given by 6.022×1023. Mathematically, the density of a Germanium
unit cell is given by,

ρ=

 No.of atoms in Unit cell  Mass of 1 atom 
(Volume of Unit Cell of side a)

 Atomic Mass 
8 

6.022e23 
5.32e3  kg / m3  = 
a3

a3 =

8  (72.6e - 3)
 0.566nm
(5.32e3)  (6.022e23)

[4.1.1]

[4.1.2]

[4.1.3]

Similar to Germanium, Silicon has a diamond cubic crystal structure with 8 atoms
in a unit cell. The atomic mass of Silicon is 28.0855 a.m.u. Mathematically, the density of
a Silicon unit cell is given by,

ρ=

 No.of atoms in Unit cell  Mass of 1 atom 
(Volume of Unit Cell of side a)
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[4.1.4]

 Atomic Mass 
8 

6.022e23 
2.65e3  kg / m3  = 
a3
a3 =

8  (28.0855e - 3)
 0.543nm
2.328e3  6.022e23

[4.1.5]

[4.1.6]

4.1.2 Wave vectors
As discussed in Section 3.1, to capture the whole dynamics of the phonon
transport, it is sufficient to consider the wave vectors in the first Brillouin zone as any
wave vector falling out of the first Brillouin zone is mere repetition of the wave vectors in
the first Brillouin zone. For acoustic phonons, frequency reaches maximum when the
magnitude of wave vector K is maximum. It is required to calculate Kmax and max to find
various other parameters. Kmax is given as;

K max =

2π
a

[4.1.7]

For Silicon and Germanium, the maximum wave vector magnitude would be

K maxSi =

K maxGe =

2π
= 1.157X1010 / m
a Si

[4.1.8]

2π
= 1.1105X1010 / m
a Ge

[4.1.9]

Note that, the wave vector, K is a function of lattice parameter, a, or in other words, wave
vector is dependent on distance between two atoms in a unit cell.

24

4.1.3 Dispersion relation
Phonon dispersion relations are important to model the thermal characteristics of a
solid material. As discussed by Ju and Goodson [21], inclusion of phonon dispersion has a
significant effect on phonon mean free path. The phonon dispersion relationships for a
particular material in a specified direction can be calculated from lattice dynamics or from
neutron scattering experiments [9]. For the present study, each phonon dispersion branch
is treated within the isotropic Brillouin zone approximated by a quadratic curve fit given
by [7],

ωK = ω0 + vK + cK 2

[4.1.10]

Using a curve fitting procedure, dispersion curve expressions for silicon and germanium in
[100] directions are as shown below [3]. The curve fitting parameters are such that the
slopes of both acoustic and optical branches go to zero at the Brillouin zone boundary.
Silicon: ωsi = ω0 + (vssi)Ksi + (csi)Ksi

2

Germanium: ωGe = ω0 + (vsge)K Ge + (cge)K Ge

[4.1.11]
2

[4.1.12]

where vssi, csi, vsge, cge are curve fitting parameters listed in Table 4-1, where LA, TA,
LO and TO denote longitudinal acoustic, transverse acoustic, longitudinal optical and
transverse optical, respectively. The dispersion curves, velocity plots for Si and Ge are as
shown in Figures 4-1 ~ 4-4.
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Table 4-1: Curve fitting parameters for Silicon
Polarization

ω 0 (1013 rad/s)

vssi (103 m/s)

csi (10-7m2 /s)

LA

0.00

9.01

-2.00

TA

0.00

5.23

-2.26

LO

9.88

0.00

-1.60

TO

10.20

-2.57

1.12

Table 4-2: Curve fitting parameters for Germanium
Polarization

ω 0 (1013 rad/s)

vsge (103 m/s)

cge (10-7m2 /s)

LA

0.00

5.30

-1.2

TA

0.00

2.26

-0.82

LO

5.7

-0.99

-0.48

TO

5.5

-0.18

0.00
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Dispersion curve for Germanium in [100] direction
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Figure 4-1 : Dispersion curve of Germanium
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Dispersion curve for silicon in [100] direction
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Figure 4-2 : Dispersion curve of Silicon
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Figure 4-3 : Frequency versus group velocity for Germanium
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Figure 4-4 : Frequency versus group velocity for Silicon
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4.1.4 Equilibrium distribution function for phonons
The equilibrium distribution function n for phonons is a function of seven
independent variables including three spatial coordinates, velocities in three directions and
polarization. As such it is a complex variable and it describes the number of phonons per
unit volume V. The Bose-Einstein distribution function is given by,

 n K,p  =

where

1
 ω


e  KbT  -1

[4.1.13]

Kb is the Boltzmann constant (1.38e-23J/K); T is temperature, and ω is the phonon

frequency. It is a dimensionless quantity and calculates the thermal equilibrium occupancy
of phonons of wave vector K and polarization P at a temperature T.

4.1.5 Density of states
Density of states is defined as the number of vibrational modes possible in a
particular frequency range [ω,ω + dω] for a polarization p. Density of states Dp (ω)dω
is given by,

VK 2 dK VK 2
Dp (ω) =
=
2π 2 dω 2π 2 Vg
where

dω
is the group velocity, Vg.
dK
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[4.1.14]

4.1.6 Phonon number density
Number density function, N denotes number of phonons contained in a volume for
a given temperature. In this work, the frequency range is divided into 1000 equal subbands from 0 to maximum frequency. Phonon number density is calculated by summation
of product of distribution function and density of states over all the polarization branches
and across all the frequency bands. It is given by

N=

 

p=LA,TA

N=V

ωmax

0

 n Dωdω

[4.1.15]

Nb

   n D

ω, b

[4.1.16]

p=TA,LA b=0

where Nb=1000 is the number of frequency sub-bands. N can be further written as



2

1

  K b,p
N = V    ω    2
g p Δω
b,p
2π Vg b,p

p=TA,LA b=0

k
 e  b T  -1 
Nb

[4.1.17]

4.1.7 Energy of the phonons
The total energy, E, of the phonons at a temperature T in a material can be written
as the sum of energies over all phonon modes

E=V


K

p
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(E K,p +

ω
)
2

[4.1.18]

Assuming the phonon wave vectors are dense enough, the summation over K vector can
be replaced by an integral [8]. Using density of states as derived in equation[4.1.14], the
integral over the K vector can be converted to the integral over frequency domain,

E =

 ω (EK,p + 2ω )Dωdω

[4.1.19]

p

E =

 ω (n

ω+

p

ω
)D ω dω
2

[4.1.20]

ω
where the term

2

corresponds to the zero point energy which is negligible when

T>100K. Neglecting the zero point energy, Equation [4.1.20] becomes,

E=

 ω (n
p



ω 
ωDω )dω =  ω  

p
  KbωT  
 e -1 

Dωdω

[4.1.21]

In the discrete form,



2
 ωK,p VK 
E =    ωK,p 
dω
2

2π Vg
P b=1
 e  K bT  -1

Nb

[4.1.22]

4.1.8 Average frequency
In the gray model, the frequency of phonons at same temperature is assumed to be
the same which is equal to the average frequency calculated at that particular temperature.
From Equation [4.1.21] the expression for energy density is,
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3

ωmaxp

E = 0



ω n D(ω) dω

p=1

[4.1.23]

Energy density can also be defined as the product of ħ, average frequency of
phonons at a given temperature and number of phonons. ħ is the reduced Planck
constant and is equal to the Planck constant divided by 2π, and is denoted ħ ("h-bar"). It is
used instead of Planck’s constant when the frequency associated with the phonon is
expressed in rad/s.

E = Nωavg

[4.1.24]

Equating above two equations, we have

ωavg=

3

ωmaxp

p=1

0

 

ω n D(ω)dω
N

[4.1.25]

4.1.9 Average velocity
Average group velocity is the velocity of phonons at a particular temperature. It is
given by,

Vavg =

3

ωmaxp

p=1

0

 

ω
 n D(ω)dω
k
N
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[4.1.26]

4.1.10 Heat capacity
Heat capacity is the ratio of the heat energy absorbed by a substance to the
corresponding increase in temperature. The heat capacity of a crystal is the change in the
energy level of the crystal per Kelvin temperature change, i.e.,

dE
dT

C=

[4.1.27]

4.1.11 Phonon mean free path
Mean free path is the average distance travelled by a phonon or any other moving
particle before colliding with other phonons /particles. From the kinetic theory of gases,
the thermal conductivity of a gas may be expressed as,

K bulk =

CVavg Λ
3

[4.1.28]

where Kbulk is the thermal conductivity of the gas, C is the heat capacity per unit volume,
Vavg is the average velocity and Ʌ is the mean free path. Rearranging the terms, an
expression for the mean free path can be written as,

Λ=

3K bulk
Vavg C

[4.1.29]

The bulk thermal conductivity values for Silicon and Germanium are:
K bulkSi = 139

W
mK

W
and K bulkGe = 58
mK

33

[4.1.30]

As discussed in Section 3.3, the relaxation time needs to be determined to solve the
scattering part of the BTE. The relaxation time is directly related to the mean free path of a
phonon. It also depends on the average velocity of a phonon, i.e.,

τ=

Λ
Vavg

[4.1.31]

Substituting[4.1.29], Equation [4.1.31] becomes,

τ=

3K bulk
V 2avg C

[4.1.32]

Figures 4-5 and 4-6 show the calculated physical properties of Si and Ge as functions of
temperature, respectively. All the plotted curves are based on a simulation domain volume
of 10nm3. It is shown in the figures that the number of phonons increases almost linearly
with temperature. The frequency increases rapidly at the lower temperatures but the
increase rate becomes small as the temperature rises further. At lower temperatures
(approximately 0-50K) the average group velocity is very high and it falls rapidly for
further increase in temperature. The energy increases almost linearly with the temperature
except for the initial low temperatures. The heat capacity increases rapidly at lower
temperatures (up to around 300K) after which there is a small increase with corresponding
increase in temperature. The mean free path is high at initial temperatures and falls rapidly
until about 150K after which it falls at a slower pace for corresponding increase in
temperature. A domain size for the simulation is selected based on the average mean free
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path for the materials at a particular temperature since it plays a key role in deciding
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Figure 4-5 : Thermal transport properties as functions of temperature (Germanium)
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Figure 4-6 : Thermal transport properties as functions of temperature (Silicon)

4.2 Monte Carlo simulation scheme
After obtaining all the required physical quantities, the simulation runs for a
number of time steps until the temperature across the computational domain reaches a
steady state. The simulation incorporates elastic and inelastic scattering processes as well
as the interface scattering due to Si nanowire in a Ge host. A table relating the temperature
to the number of phonons and several other average physical properties is prepared before
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the actual simulation starts to increase computational efficiency. The simulation flow chart
is shown in Figure 4-7 and described in the following sections.

START

INITIALIZE: Create Phonons based
on local sub-cell temperature

ASSIGN: Assign coordinates and
other avg physical parameters to
phonons
X boundary:
Delete the
phonon crossing
X boundary,
reinitialize end
cells with hot
and cold
boundary
temperatures at
the end of each
time step t

DRIFT: Move the phonons in the
computational domain; perform
diffusive transmission or reflection
based on transmissivity at the interface

Loop over time steps
Y or Z boundary:
Phonons are
reflected back into
the computational
domain

ENERGY CONSERVATION: Add
or delete phonons in the sub-cells to
conserve energy after the interface
scattering.
CALCULATE SUBCELL
TEMPERATURES: Equate
energies and find T.

UPDATION: Update phonon database, count
no.of phonons and energy levels in sub-cells.

If t<tmax
If t=tmax

SCATTERING: Phonon Phonon
scattering process for all phonons

Energy conservation:
Add or delete phonons in
the sub-cells to conserve
energy after the phononphonon scattering process

STOP

Figure 4-7 : Flowchart showing simulation scheme for Gray model phonon transport
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4.3 Simulation steps
4.3.1 Determine the geometry and dimensions of unit cell and sub-cells

Figure 4-8 : Example of a computational domain

The size of the computational domain is selected based on the operating
temperature and the process being simulated. As shown earlier in Figure 4-5 and Figure
4-6, the mean free path, , varies non-linearly with temperature and two regimes of heat
transport can be identified: (1) ballistic regime where  is greater than the computational
domain length and hence intrinsic scattering is not encountered, and (2) diffusive regime
where  is less than the computational domain length and hence intrinsic scattering is
significant. The geometry of the domain is determined based on the average phonon mean
free path at the operating temperatures. Figure 4-8 shows a typical domain which may be
used for simulating diffusive phonon transport at temperatures 200K~300K as the average
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phonon mean free path at this temperature range is well below 200nm. The dotted lines in
the domain are the sub-cells in which phonons are initialized.

4.3.2 Initialization
Assuming a uniform initial temperature across the whole of unit cell, the total
number of phonons in a cell is given by Equation [4.1.17] as


N=   

e
p

ω

 VK
 2π V
-1 
2

1
 ωK,p 


 KbT 

2

dω

g

[4.3.1]

Replacing the integral over frequency domain with summation by discretizing the
frequency domain [0, ωmax] into 1000 spectral sub-bands, we obtain



2

1

  K b,p
N = V    ω    2
g p Δω 
b,p
2π
V
p=TA,LA b=0
g b,p

  k b T   
-1 
e
Nb

[4.3.2]

where V is volume of sub-cell, p is polarization type (one longitudinal acoustic and two
transverse acoustic branches considered here), Nb denotes the number of spectral subbands, Δω denote the spectral band width, ωb,p Kb,p and Vgb,p denote the frequency, wave
vector and group velocity corresponding to bth spectral band and pth polarization type,
respectively, gp is degeneracy of considered branch (the transverse branch is degenerate
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(gT=2) and longitudinal branch is non-degenerate (gL=1)), T is the temperature of sub-cell,
kb=1.38X10-23 J/K (Boltzmann constant), ћ=1.05X10-34Js.
After calculating number of phonons based on initial temperature, to reduce the
computational time, a weighing factor is employed [10]. This method suggests the usage
of a constant weighing factor, W which would decrease the actual number of phonons in
the domain so that the computational speed is not compromised upon. As it will be shown
later, a smaller weighing function can reduce noise/disturbance in the steady state
temperature distribution but will increase the computational cost. Therefore, there is a
tradeoff between accuracy and computational cost. By using a weighing factor, all the
phonons in the computational domain are represented by phonon bundles, each bundle
representing phonons equal to the weighing factor chosen. A smaller weighing factor is
necessary when the operating temperatures are very small as a larger weighing factor
would be incapable of capturing the dynamics of temperature change resulting in incorrect
temperature profiles.

4.3.3 Assigning physical and spatial attributes
In this step a phonon is assigned all the average properties along with physical
coordinates and direction vectors as follows.
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4.3.3.1 Coordinates and direction vector

Figure 4-9: Direction vectors
Initially all the phonons associated with each sub-cell are assigned random
coordinates and their locations are determined. Subsequently, each phonon is assigned a
direction vector based on the following calculations,
n
where
[

n

√

n

n
n

[4.3.3]

n
n

and

n

] is the required direction vector for each phonon.

4.3.3.2 Average physical properties
In the gray model, the frequencies of phonons depend only on the temperature and
not on the polarization. Initially, all sub-cells are assumed to be at same temperature and
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hence each sub-cell contains equal number of phonons. At this point, each phonon is
assigned with an average frequency, average group velocity, energy, specific heat and
mean free path based on the local sub-cell temperature from a table pre–prepared by
calculating these parameters for a range of temperatures. A typical table is shown in Table
4-3. As discussed earlier, this technique helps in saving computational effort as the
average values based on temperature in a sub-cell are already computed. The following
table shows how the physical attributes of phonons at various temperatures are pre
calculated and stored so that they can be used directly while running the simulation. Such
a sequential arrangement makes it easy to locate the values when temperature is known.
At this point all the phonons have location, direction vector, frequency, energy, velocity,
mean free path and specific heat. A database containing all the details of phonon bundles
and all the details pertaining to sub-cells are maintained. These details are needed at every
step of the simulation and having a matrix-type arrangement helps in easy access to the
details. A typical matrix containing details of phonons would have the phonon number,
sub-cell number, spatial coordinates, direction vectors, frequency, velocity, energy, heat
capacity, mean free path and scattering time.
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Table 4-3 : Arrangement of various pre-calculated thermal quantities
Temperature

1

2

3

4

5

And so on...

No. of phonons Number of phonons corresponding to a particular temperature is
calculated from Equation [4.1.17]
ωavg

Average frequency corresponding to temperature is calculated
from Equation [4.1.25]

Vavg

Average velocity corresponding to temperature is calculated from
Equation [4.1.26]

E

Energy corresponding to temperature is calculated from
Equation[4.1.22]

C

Specific heat corresponding to temperature is calculated from
Equation [4.1.27]

Ʌ

Mean Free Path corresponding to temperature is calculated from
Equation [4.1.29]

4.3.4 Moving phonons (drift phase)
In this step, phonons move from their initial positions with the velocities and
direction vectors assigned to them. The time step, ∆t, should be selected so that a phonon
can move at most the length of one sub-cell in one time step. For example: if the group
velocity is 1000m/s and the length of sub-cell is 10nm; ∆t should be set to be no more than
10-11 s. The new positions of the phonons are calculated as
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Xnew = Xold +µxS; Ynew = Yold +µyS;
where

Znew = Zold +µzS

[4.3.4]

is the product of group velocity and time step. In this step the phonons

may encounter boundaries and/or interfaces. Interface in the phonon traveling path causes
a phonon to reflect or get transmitted at the interfacial edge.
4.3.4.1 Boundary conditions
When phonons encounter Y or Z boundaries, they are specularly reflected back
into the domain. Adiabatic conditions prevail at the Y and Z boundaries due to which no
phonon escapes or enters the domain from the Y and Z boundaries. Hence, the sign of
direction vector of a phonon is changed when it encounters a boundary. No other
parameter is changed. When the phonon hits an X boundary, it’s deleted and its details are
erased from the database. On the X boundary, isothermal boundary conditions are
adopted. A constant temperature is maintained at both the X boundaries. After each time
step Δt all the phonons in the end cells are deleted and new phonons are reinitialized as
per the boundary temperatures. The newly formed phonons are assigned all the parameters
and added to the phonon database. This reinitialization is done after the drift and energy
conservation phase.

4.3.4.2 Interface scattering
Phonons encounter the interface while drifting across the computational domain
and this causes interfacial scattering. The scattering at the Si-Ge interface is considered to
be diffuse as part of the phonons encountering interface get transmitted to the other side of
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the interface whereas remaining get reflected back, with equal probability of going in any
direction. The transmitted and reflected phonons are distributed on either side of the
interface. The transmissivity of the interface is checked to decide whether a particular
phonon will get transmitted to other side of the interface or will just get reflected back
without crossing the interface. From energy conservation, transmissivity is represented as,

TGS = R GS = 1- TSG

[4.3.5]

where T represents transmissivity, R represents reflectivity, subscript GS denotes from
Germanium into Silicon and SG denotes Silicon into Germanium, and C is the specific
heat. The transmissivity, TGS is given as

TGS =

CSi VSi
CSi VSi + CGe VGe

[4.3.6]

After calculating the transmissivity, a random number is compared with it. The phonon is
transmitted if the random number is larger than the transmissivity or else it gets reflected.

4.3.5 Energy conservation
If the domain has an interface in the phonon path of travel, some phonons get
transmitted to the other side of interface due to which their properties are reset. This
causes an energy imbalance in the system. Hence, energy needs to be conserved after the
drifting process. To account for energy conservation, the following steps are undertaken.
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 Target energy (i.e. energy if there was no interface and hence no interface scattering
process) is calculated.
 Phonon energy in each of the sub-cell that has undergone interface scattering is
calculated. This is referred to as the actual energy.
 Production of phonons at the interface is done if delta energy (Actual energy-Target
energy) goes beyond a tolerance level of ћωmaxTA (Maximum energy of Transverse
Acoustic band i.e., 3.1752e-021J for silicon and 1.6590e-021J for Germanium).
 Deletion of phonons is done if delta energy (Target energy-Actual energy) goes
beyond a tolerance level of ћωmaxTA (Maximum energy of Transverse Acoustic
band).
 The newly created phonons are assigned local sub-cell properties as it was done in
the initialization step and are added to the phonon database.

4.3.6 Calculating sub-cell temperatures
At this stage the phonons have drifted from their initial positions and hence local
sub-cell temperatures need to be recalculated as new phonons are assigned properties
based on these temperature values. The temperatures are found by equating the energy
equation [4.1.22] with the energy contained by all the phonons in a sub-cell, i.e.,
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 ω
n
VK
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dω
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[4.3.7]

where W is the weighing function and Ei is the energy of ith phonon in a sub-cell. By using
an iterative method, the temperatures of the sub-cells can be found.

4.3.7 Updating the phonons
This step involves updating the properties of all the sub-cells by counting number
of phonons in each sub-cell. This is required as many phonons may have entered or left
the computational domain by encountering the X boundaries, many new phonons are
created and destroyed in the re-initialization and energy conservation phase. In this step
serial numbers are assigned to phonons in the phonon database based on ascending order
of their location from the origin. Also a pointer is maintained to identify whether a subcell belongs to Ge or Si if a nanowire is present in the simulation domain. The total
energy in each sub-cell is calculated and stored in the database containing all the sub-cell
details. This is also required for energy conservation after the phonon-phonon scattering
process.

4.3.8 Phonon-phonon scattering
Intrinsic scattering takes place due to the collisions of the phonons with defects,
impurities and other phonons while travelling inside the computational domain. The
scattering term appears in the right hand side of the phonon Boltzmann transport equation
and it brings the system back to equilibrium. Physically calculating each phonon’s
probability of collision with all other phonons and all the defects is practically impossible
due to the large phonon sample space. For this reason, a relaxation time approximation is
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used to simplify the problem. As explained in Section 4.1.11, relaxation time is the time
corresponding to the distance travelled by a phonon between two successive collisions. As
discussed earlier in Section 3.3, relaxation time approximation is employed to solve the
RHS of the phonon Boltzmann transport equation. From Equation [3.2.4],
 -t 
 
τ

e
 df 
=
 dt 
τ
scattering

[4.3.8]

The change in the distribution function is checked for every time step, so the scattering
probability is calculated based on df term which is the numerator of the above equation.

df = f - n = e

 -t 
 
τ

=e

 -tVavg 
 Λ 



[4.3.9]

In the simulation, as a simplified approach a scattering probability is calculated which
accounts for phonon–phonon scattering, phonon-impurities, phonon-dislocation
scattering effects. The scattering probability is given by,

Ps = 1- e

 -Vavg  t 


 Λ 

[4.3.10]

where t is the time elapsed after a particular phonon last underwent the scattering process.
A random number is drawn and compared to Ps. The phonon under consideration
undergoes scattering if Ps is larger than the random number selected. As shown in the
above expression, the exponential term is decreasing for the increase of t. When t=0; the
exponential term is one and Ps is equal to zero and hence the phonon will not be scattered
since the random number selected is between 0 and 1 and Ps will be less than random
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number. Similarly, when t is large enough, the exponential term becomes close to zero and
Ps will always be greater than any random number selected. Thus, this scattering
probability determines whether a particular phonon will be scattered or not. If a phonon is
scattered, the direction and physical parameters of scattered phonon are reset. The
direction vector is randomly calculated as described in Section 4.3.3.1. The phonon is also
assigned averaged local sub-cell property values which include frequency, velocity,
energy, heat capacity and mean free path.

4.3.9 Energy conservation
When the phonon’s physical parameters are changed in the intrinsic scattering
process, it is likely that the total energy is not conserved. Hence phonons need to be added
or deleted in sub-cells where energy levels have been affected due to the intrinsic
scattering process. The following steps are taken to conserve energy in the domain.

 Before the phonon-phonon scattering process, energy in each of the sub-cell is
calculated and this energy is stored as the target energy.

 After the intrinsic scattering takes place, phonon energy in each of the sub-cell that
underwent scattering process is calculated and is stored as the actual energy.

 Production of phonons is done if delta energy (Actual energy-Target energy) goes
beyond a tolerance level of ћωmaxTA (maximum phonon energy of transverse acoustic
band i.e., 3.1752e-021J for Si and 1.6590e-021J for Ge).
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 Phonons are deleted if delta energy (Target energy-Actual energy) goes beyond a
tolerance level of ћωmaxTA (maximum phonon energy of transverse acoustic band).

 The newly formed phonons are assigned properties as in the initialization step.

4.3.10 Finishing the current time step
As described in Section 4.3.6, temperatures of all sub-cells are again calculated;
the phonon pool is updated for any phonon additions and/or deletions and then the
simulation is repeated for a number of time steps. The simulation procedure ends when the
decided number of time steps is reached.

4.4 Results and Discussion
The simulations are done for two different cases: (1) phonon transport in bulk Ge,
and (2) phonon transport in Ge host embedded with Si nanowires. First, a 1-D
computational domain with single sub-cell in Y and Z direction and comparatively longer
X dimension is considered to verify the computational model and implementation.

4.4.1 Bulk Germanium
There are two regimes of interest: (1) low temperature ballistic transport (when the
mean free path of the phonons is greater than the domain length) and high temperature
diffusive transport (when the mean free path of phonons is less than the domain length). In
the following sections, verification of the code for both the regimes is performed. In
addition, we show how the size of the material dictates the phonon transport
characteristics.
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4.4.1.1 Low temperature ballistic transport
At low temperatures, the phonon mean free path is very large and consequently the
Umklapp collisions are negligible. The phonons fly from the hot end to the cold end
without undergoing any significant inelastic scattering process. Such a process is well
defined by the Stefan Boltzmann law (black body radiation). The temperature of the
nanomaterial will converge to a steady state temperature, Tss, when the two ends of the
nanomaterial (hot end and cold end) are maintained at constant temperatures.
Discontinuities in temperature occur at the boundaries due to the isothermal boundary
condition. According to Stefan-Boltzmann law, this steady state temperature is given by

 (T + T R ) 
Tss   L

2


4

4

1
4

[4.4.1]

where TL is the left hand boundary temperature and TR is the right end boundary
temperature. The following table shows the dimensions, weighing factor, temperature,
time step used for simulating ballistic transport in Ge.
Table 4-4: Parameters used for 1D Ballistic transport simulation with no nanowire
Dimensions
of the domain
(X×Y×Z)
(nm)
100×10×10

Dimensions
of sub-cells
(X×Y×Z)
(nm)
10×10×10

TL
(K)

TR
(K)

Tinitial
(K)

Magnitude
of time step
(ps)

Weighing
factor

20

10

20

1

5

As shown in Figure 4-10, when hot (left) end is at 20K and cold (right) end is at 10K,
steady state temperature calculated by the Stefan Boltzmann law is 17.07K. The Monte
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Carlo simulation converges to the steady state temperature after 1000 time steps. The
figure shows temperature variation along the length of the domain. The small variation of
the Monte Carlo simulation result (around 1~2%) from the analytical solution can be
attributed to the randomness involved in the simulation procedure. As shown in Figure
4-5, the mean free path of phonons at 20K is approximately 854nm which is much larger
than the current computational domain size, hence ballistic transport is observed. Figure
4-11 shows how the temperature profile across the domain after 2000 time steps.
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Figure 4-10: Ballistic transport in Ge
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Figure 4-11: Convergence study of ballistic phonon transport

The weighing function used in the simulation plays an important role in
determining the disturbance/ noise in the temperature profile. The smaller the weighing
factor, the greater the accuracy and higher the computational cost. Figures 4-12 and 4-13
shows the trade-off between the simulation accuracy and efficiency, which can be adjusted
by tuning the weighting factor.
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Figure 4-12 : Error of results for various weighing factors after 1000ps
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Figure 4-13 : CPU time for various weighing factors used and for 1000 time steps
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4.4.1.2 High temperature diffusive transport
At high temperatures diffusion takes place when the phonon mean free path
becomes less than the length of the computational domain. This causes phonons to
undergo significant scattering processes which were absent in the ballistic transport case.
Phonon-phonon scattering process becomes more important than the other scattering
processes. These scatterings tend to restore equilibrium in the system. In this case, if the
boundaries are maintained at a constant temperature difference, a linear temperature
profile as would be predicted by Fourier’s law can be obtained. By calculating the heat
flux, the thermal conductivity of the material can be calculated using Fourier’s law.
Verification of the Monte Carlo simulation code for the high temperature diffusive case in
Ge is performed with the parameters listed in Table 4-5.

Table 4-5:Parameters used for 1D Diffusive transport simulation with no interface
Dimensions
of the domain
(X×Y×Z)
(nm)
500×10×10

Dimensions
of sub-cells
(X×Y×Z)
(nm)
10×10×10

TL
(K)

TR
(K)

Tinitial
(K)

Magnitude
of time step
(ps)

Weighing
factor

220

100

50

1

200

As shown in Figure 4-14, the temperatures of the sub-cells which were initialized at 50K
converge to a steady state temperature after 1000 ps. Figure 4-15 shows the steady state
temperature profile of the central cross section of the computational domain along the
length. It is shown that there is a linear variation of temperature from the hot end to the
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cold end cells. In this case the average mean free path of the phonons is 167nm which is
less than the domain size. The diffusive transport is observed as expected.
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Figure 4-14 : Convergence of temperature profiles to steady state (diffusion)

Figure 4-15 : Temperature distribution along the length of the domain
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4.4.1.3 Size effect
In this section, to test the effect of material size on the phonon transport, the length
of the simulation domain is changed from 150 nm to 3 nm. As shown in Figure 4-16, the
transport process changes with the length of the domain, showing how a diffusive process
changes to a ballistic process because of the change in the mean free path of phonons. The
left and right boundaries are maintained at 300 K and 200 K for a set of domain sizes as
shown in Figure 4-16. The average mean free path of Ge for the temperature range is
approximately 140nm.
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Figure 4-16 : Domain size effect on the phonon transport process
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10

4.4.1.4 Phonon transport in 3-D bulk Ge
As a unit cell is a three dimensional space and a crystal structure is made up of a
number of unit cells, the heat transfer process in bulk Ge through Monte Carlo simulation
procedure is undertaken in this section. In this case the left and right boundaries are
maintained isothermal (say 150K and 50K) and the simulation is run for about 1000 time
steps where the temperature profile stabilizes and a steady state heat flow with a constant
heat flux across every cross section is obtained. At this point based on the temperature of
the left and right boundaries, Fourier’s heat equation is employed to calculate the bulk
thermal conductivity of Ge. The following figures shows the temperature profile in the
mid plane of the central cross section in the computational domain after 1 nanosecond and
energy flow per time step across the domain. The slight deviation from a linear profile is
due to the randomness involved in the statistical method used for the simulation. As
discussed earlier, lesser the weighing factor, more accurate is the result. The following
table shows the parameters used in this simulation procedure,
Table 4-6: Parameters used for 3D phonon transport simulation in bulk Ge
Dimensions of the
domain (X×Y×Z)
(nm)
480 × 200 × 400

Dimensions
of sub-cells
(X×Y×Z)
(nm)
40 × 40 × 40

Thot
(K)

Tcold(K)

Tinitial
(K)

150

50

100

Magnitude
of time
step
(ps)
1

Weighi
ng
factor
1e5

Due to bigger domain space, the length of phonon travel before they reach the
isothermal boundaries is much more than the phonon mean free path which is the reason
for the diffusive nature of phonon transport in this particular simulation. Figure 4-17
shows the temperature profile at the center line of middle cross section of the domain after
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1ns. Temperatures are marked at the midpoint of each subcell across the center line and
hence X axis spans from 0.2e-7 to 4.6e-7 in Figure 4-17.
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Figure 4-17: Temperature profiles across the middle cross section of the domain

Figure 4-18: Temperature distribution across the domain after 1 nanosecond
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Figure 4-19: Convergence of heat flow across the domain with time

Figure 4-18 and Figure 4-19 display the temperature distribution and heat flow
convergence with respect to time. The small fluctuations in the heat flow convergence
may be attributed to the high weighing factor used.

4.4.2 Phonon transport in Ge host with Si nanowire interface
In this section, phonon transport in Si-Ge nanowire composite is studied. A similar
procedure to study the effect of a Si nanowire on the heat transfer process and ultimately
on the thermal conductivity of the composite structure is employed. The Si nanowire
interface provides resistance to the heat transfer process and hence a lower thermal
conductivity value is obtained compared to bulk Ge. Figure 4-20 shows the temperature
profile in the mid plane of the central cross section (Y=100nm) in the computational
domain after 1 nanosecond. Figure 4-21 shows that there is an accumulation of phonons
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at the nanowire interface, suggesting the resistance being provided by the nanowire to the
heat flow. The maximum temperature now is not at the boundary but at the nanowire
interface. Figure 4-22 indicates that the total energy of the domain stabilizes in some time
steps after which it fluctuates around a constant value. This suggests that the system
attained a steady state as energy no longer varies with time. At this point the thermal
conductivity of the composite structure can be calculated by inverting the Fourier’s law.
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Figure 4-20: Temperature distribution along the length
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Figure 4-21: Temperature distribution in the mid plane of the computational domain
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Figure 4-22: Variation of total energy of the computational domain with time (log scale)
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5. Phonon Transport – Non Gray Model
The non-gray phonon transport model is a step further in solving a full scale
phonon Boltzmann transport equation. The non-gray model incorporates the physics
involved in the dispersion curve in a more detailed manner. Different from the gray
model, in the non-gray model the phonon properties are dependent on temperature as well
as polarization. As the contribution of optical phonons in thermal conductivity of a
material is negligible [1,4,12], only the acoustic branches are considered in the simulation
procedure and as such a phonon in the simulation may either belong to longitudinal
acoustic or transverse acoustic band. The dispersion relations in [100] direction have been
taken into account for calculating the wave vectors and group velocities of phonons. Nongray model takes into account two kinds of scattering events: elastic and inelastic. Elastic
scatterings such as impurity scattering only cause changes in the flight direction without
affecting the phonon properties such as frequency and polarization whereas inelastic
scattering processes such three phonon scattering (both Umklapp and Normal) influence
flight direction as well as phonon properties. The non-gray model takes into account
different relaxation times for different scattering process. Monte Carlo method is flexible
and easy to incorporate the effects of each of these relaxation times. The simulation
procedure is similar to the gray model approach except the dependence of phonon
properties on polarization and frequency along with the temperature. The simulation
scheme is applied on to a 3-D Ge structure with a Si nanowire and isothermal boundary
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conditions on the length of the structure to model the thermal conductivity of the nanowire
composite structure.

5.1 Monte Carlo simulation scheme
The Monte Carlo simulation for the non-gray phonon model is similar to the gray
model except for the part of assignment of properties to phonons and calculation of
relaxation time for the scattering processes. In non-gray model a number density function
is constructed which plays a pivotal role in determining the physical properties of a
phonon at a temperature T. In addition, in non-gray model different relaxation times are
employed for different scattering processes. These terms are explained in detail in the
following sections. The simulation procedure has the same steps as described for the gray
model except for a few additional calculations. Figure 5-1 depicts the flow chart of the
Monte Carlo simulation procedure to simulate a non-gray phonon transport model. The
steps that are different from those in gray model are in red italics.
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START

INITIALIZE: Create Phonons based on local sub-cell
temperature and assign coordinates and direction vectors.
ASSIGN: Create number density function and assign
frequency, polarization, velocity and wave vector to
phonons
X boundary:
Delete the
phonon
crossing X
boundary,
reinitialize end
cells with hot
and cold
boundary
temperatures at
the end of each
time step t.

DRIFT: Move the phonons in the
computational domain; perform
diffusive transmission or reflection
based on transmissivity at the interface

Loop over time steps
Y or Z boundary:
Phonons are
reflected back into
the computational
domain

ENERGY CONSERVATION: Add
or delete phonons in the sub-cells to
conserve energy after the interface
scattering.

CALCULATE SUBCELL
TEMPERATURES: Equate energies
and find T.
If t<tmax

UPDATION: Update phonon database, count
no.of phonons and energy levels in sub-cells.
sub-cells.
SCATTERING: Phonon-phonon
scattering processes for all phonons
based on different relaxation times.

ENERGY
CONSERVATION: Add
or delete phonons in the
sub-cells to conserve
energy after the phononphonon scattering process

Figure 5-1 : Flowchart of the simulation procedure
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If t=tmax

STOP

5.2 Simulation steps
5.2.1 Geometry and dimensions of unit cell and sub-cells

Figure 5-2 : Computational Domain

Figure 5-2 shows a typical three dimensional computational domain to be used in
the Monte Carlo simulation procedure. The domain is divided into a number of sub-cells
in which the phonons are initialized. The size of the domain dictates the type of transport
as discussed earlier in Section 4.4.1.3.

5.2.2 Calculating phonon density function
Phonon density function determines the total number of phonons that would exist
at a particular temperature for a finite volume space. This is necessary to initialize the
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phonons as per the initial temperature. The expression for total number of phonons in a
sub-cell is given as:


N =  

e
p

ω

1
 ωK,p 


 KbT 

 VK
 2π V

-1 
2

2

dω

g

[5.2.1]

The frequency range between zero and the maximum cutoff frequency for longitudinal
acoustic branch is divided into 1000 spectral intervals and number of phonons in each
spectral interval is summed up over the three polarization branches to get the total number
of phonons in the sub-cell, i.e.,



2

1

  K b,p
N = V    ω    2
g p Δω
b,p
2π Vg b,p
p=TA,LA b=0

 e  k bT  -1  
Nb

[5.2.2]

where V is volume of sub-cell, p is polarization type (1 longitudinal acoustic and 2
transverse acoustic branches considered here), Nb is the number of spectral bins, Δω is the
spectral band width; ωb,p is frequency at bth spectral band of pth polarization type, Kb,p is
the wave vector and Vgb,p is the group velocity corresponding to bth spectral band and pth
polarization type, gp is degeneracy of considered branch (for transverse branch gT=2 and
longitudinal branch gL=1), T is the temperature of sub-cell, kb=1.38×10-23 J/K (Boltzmann
constant), and ħ is 1.05×10-34Js. Note that optical phonons are neglected as their
contribution to the heat flow process at moderate temperatures is negligible due to their
small group velocity. After calculating number of phonons based on the initial
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temperature, to reduce the computational time, Peterson’s technique [10] of utilizing a
weighing factor is employed as discussed in Section 4.1.6.

5.2.3 Assigning frequency to all phonons
In order to determine the frequency of a phonon, a normalized cumulative number
density function, F is constructed [8]. F is calculated as
i

 N (T)
Fi (T)=

j

j=1
Nb

[5.2.3]

 N (T)
j

j=1

The normalized cumulative number density function is a function of phonon density
function which depends on temperature of sub-cell. Hence the number density function for
a broad range of temperatures (say T=1K to T=1000K) is pre-calculated in a table (as
shown in Table 5-1) and is accessed when needed.
Table 5-1: Number density function (Fi) for all possible temperatures stored in a table
Temperatures from 1 to 1000K
Number of

Fi corresponding to

Fi corresponding to

…and so

frequency bands

all the bands at

all the bands at

on

(1 to 1000)

temperature 1K

temperature 2K
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The number density function is used when a phonon has to be assigned a frequency. When
assigning a frequency to a phonon, the temperature of the sub-cell is retrieved first. A
random number, R, is drawn. If Fi-1<R<Fi, then the phonon belongs to the ith spectral
interval. A blind search to locate i would be far too expensive computationally. In the
current scheme, the search is conducted using a bisection algorithm, which requires the
execution of at most 11 such checks. Having determined the spectral interval, the actual
phonon frequency is then given by,

ωi = ω0,i + (2R -1)

Δω
2

[5.2.4]

where ω0,i is the central frequency of ith interval. The choice of random number (2R-1) is
used so that frequencies are distributed linearly between ω0,i -

Δωi
Δωi
and ω0,i +
.
2
2

The advantage of this approach is that an almost continuous frequency space is obtained
instead of discrete frequencies. A plot of the distribution function versus the frequency of
Si and Ge is as shown in Figure 5-3. It is shown that the probability of finding phonons in
the lower frequency range (below the maximum frequency of transverse acoustic band for
both Ge and Si) is more than that at higher frequencies. This is due to the fact that there is
no contribution of phonons from the transverse band at higher frequencies.
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Figure 5-3: Frequency versus number density function at 300K

5.2.4 Determining polarization of phonons
Once the frequency of a phonon is determined, the next step is to determine its
polarization. A phonon has to be assigned either a LA or TA polarization. The probability
to find a LA phonon is expressed as

PLA (ωi ) =

N LA (ωi )
N LA (ωi ) + NTA (ωi )

[5.2.5]

A new random number R is drawn and if R < PLA the phonon belongs to the LA branch
otherwise it is a transverse one. For a given frequency, number of phonons on each branch
is given by

NLA (ωi ) = n LA (ωi ) DLA (ωi )
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[5.2.6]

NTA (ωi ) = 2n TA (ωi ) DTA (ωi )
where

‹n›

[5.2.7]

and D are the equilibrium distribution function and density of states,

respectively, corresponding to frequency ωi and band LA or TA depending on the
subscript. Once frequency and polarization are assigned to a phonon, the next step is to
assign wave vector and velocity to the phonon.

5.2.5 Determining wave vector and group velocity of phonons
The wave vector associated with the calculated frequency is assigned to the
phonon directly by calculating it from the dispersion relation as discussed in the chapter of
the gray model. By using the gradient of dispersion equations, phonon group velocity can
be found. Phonon group velocity is given as;

Vg =

dω
dK

[5.2.8]

5.2.6 Assigning directions to phonons
Every phonon is assigned a random direction. This procedure is similar to that
explained in Section 4.3.3.1. Direction vector has three components for X, Y and Z
directions. They are calculated as
n

n
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n

[5.2.9]

n

where

√

n

n

and

n

n

[

] is the

required direction vector for each phonon.

5.2.7 Energy check
At this stage all the phonons are assigned with the required spatial and physical
attributes. After the initialization process, energy of the entire computational domain is
calculated as
N*

E =  W ωn,c
*

C

[5.2.10]

n =1

where W is the weighing factor, E* is the actual energy of the whole domain, ωn,c is the
frequency of nth phonon in cth sub-cell and N* denotes number of phonons in the cth subcell. This energy must match the theoretical result calculated using Equation [4.1.22] by
setting the temperature T in the equation equal to the initial temperature of the
computational domain.

5.2.8 Drifting
5.2.8.1 Moving phonons
After assigning physical properties for all the phonons in the computational
domain, all the phonons are drifted from their initial state following

Xnew = Xold +µxS; Ynew = Yold +µyS; Znew = Zold +µzS
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[5.2.11]

An optimum time step is set to be

, where Lx is the length of one sub-cell and

Vg, max is the magnitude of maximum phonon group velocity. While drifting, the phonons
may encounter boundaries and/or the interface where special care needs to be taken with
respect to resetting the physical parameters.

5.2.8.2 Boundary conditions
Phonons encountering Y or Z boundaries are reflected back into computational
domain. Heat transfer in Y and Z directions is periodic and hence specular reflected
boundary condition can be imposed on them. In doing so none of the parameters are reset
except for the direction reversal resulting from boundary reflection. This means if phonon
encounters Y boundary, the Y direction component in the direction vector is reversed.
Phonons encountering X boundary are deleted. Isothermal boundary conditions are
imposed on the X boundaries and hence the end cells of the domain are at constant
temperatures at each time instant. The phonons in the end cells are deleted after every time
step and are reinitialized as per the isothermal boundary temperatures.

5.2.8.3 Interface scattering
Phonons encounter the interface while drifting across the computational domain,
leading to interface scattering. This type of scattering is taken care of in the same manner
as explained in the Section 4.3.4. The transmitted and reflected phonons are distributed on
either side of the interface based on transmissivity. From energy conservation,
transmissivity can be given as

73

TGS = R GS = 1- TSG

[5.2.12]

where T represents energy transmissivity, C is the specific heat, R represents reflectivity,
subscript GS denotes from Ge into Si and SG denotes Si into Ge. The transmissivity TGS is
given by

TGS =

CSi VSi
CSi VSi + CGe VGe

[5.2.13]

After calculating transmissivity, a random number is compared with it and the phonon is
transmitted if the random number is larger than the transmissivity otherwise it is reflected.

5.2.9 Energy conservation
If the computational domain consists of no interface, there would be no change in
the properties of phonons and hence energy is automatically conserved. If the domain has
an interface in the phonon path of traveling, some phonons are transmitted to the other
side of interface due to which their properties are reset. This causes an energy imbalance
in the system. Hence, energy needs to be conserved after the drifting process. To account
for energy conservation, the following steps are undertaken.
 Target energy (i.e. energy if there was no interface and no interface scattering
process) is calculated.
 Phonon energy in each of the sub-cells that has undergone interface scattering is
calculated. This is referred to as the actual energy.
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 New phonons at the interface are created if delta energy (Actual energy-Target
energy) is larger than a tolerance level of ћωmaxTA (maximum energy of transverse
acoustic band i.e., 3.1752e-021J for Si and 1.6590e-021J for Ge).
 Phonons are deleted if delta energy (Target energy-Actual energy) goes beyond a
tolerance level of ћωmaxTA (maximum energy of transverse acoustic band).
 The newly formed phonons are assigned local sub-cell properties as it was done in
the initialization step and are added to the phonon database.

5.2.10 Calculating sub-cell temperature
At this stage the phonons have drifted from their initial positions and hence the
local sub-cell temperatures need to be recalculated as new phonons are assigned properties
based on these temperature values. The temperatures are found by equating Equation
[4.1.22] with the energy contained by all the phonons in a sub-cell, i.e.,



2
 ω
n
VK
K,p
 ω
 2  dω   W  E i
P 


2π Vg 
b=1   K,p 
i=1
 e  KbT  -1

Nb

[5.2.14]

Thus temperature of each sub-cell is calculated and recorded.

5.2.11 Phonon-phonon scattering
As phonons move with group velocity Vg, they engage in intrinsic scattering
process. This includes normal, umklapp and impurity scattering. A phonon undergoes a
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particular type of scattering process based on relaxation times. To estimate whether a
phonon undergoes the scattering phenomenon, scattering probability, Ps is calculated as
described in Section 4.3.8,

Ps = 1- exp

 -t 
 
τ

[5.2.15]

where t is the time lapsed from the time the phonon was last scattered and τ is the total
relaxation time which is calculated as [7]

1 1 1
1
= +
+
τ τI τU τ N

[5.2.16]

where τI ,τN ,τU , are the relaxation times for impurity, normal and umklapp scattering
processes, respectively. Then a random number, R is generated (0≤R≤1). If R<Ps, the
phonon undergoes scattering. If the phonon undergoes scattering process, another check
is made to determine the type of scattering (elastic or inelastic). The probability of
impurity scattering is defined as

1
 
τ
Pi =  I 
1
 
τ

[5.2.17]

In the simulation, another random number, R, is generated (0≤R≤1). If R<Ps, the phonon
undergoes impurity scattering, otherwise it undergoes three phonon scattering. If a phonon
is subjected to impurity scattering, only its direction is reset while all the other properties
remain the same. If a phonon is subjected to three-phonon scattering, its frequency,
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polarization, velocity, wave vector and direction are reset. After all the phonons are treated
for intrinsic scattering process, energy conservation of all sub-cells has to be taken care of.
When a phonon undergoes three-phonon scattering, its direction, group velocity,
frequency, polarization and wave vector are reset using the methods and procedures
explained in the initialization step. This scattering scheme captures all the essential
physics aspects involved in the three phonon scattering process. Transition between
different polarizations, energy conservation and thermodynamic equilibrium are all
attained. Momentum conservation is not maintained as it should be in umklapp scattering.
The shortcoming of this procedure lies in the fact that it cannot treat normal and umklapp
scatterings in isolation and hence momentum conservation for the N scatterings is not
accounted for.

5.2.12 Energy conservation
After the intrinsic scattering process, energy of the system needs to be conserved
by adding or deleting phonons in sub-cells whose energy levels have been affected due to
the scattering. The following steps are employed to conserve energy in the domain:

 Before the intrinsic scattering process, energy in each of the sub-cell is calculated
and this energy is stored as the target energy.

 After the intrinsic scattering takes place, phonon energy in each of the sub-cell that
underwent scattering process is calculated and is stored as the actual energy.
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 Production of phonons is done if delta energy (Actual energy-Target energy) goes
beyond a tolerance level of ћωmaxTA (maximum phonon energy of transverse acoustic
band i.e., 3.1752e-021J for Si and 1.6590e-021J for Ge).

 Phonons are deleted if delta energy (Target energy-Actual energy) goes beyond a
tolerance level of ћωmaxTA (maximum phonon energy of transverse acoustic band).

 The newly formed phonons are assigned properties as in the initialization step.

5.2.13 Finishing the current time step
Temperatures of each sub-cell are re-calculated, the phonon pool is updated for any
phonon additions and/or deletions and then the simulation is completed for the current
time step. A new time step begins. The simulation procedure ends when the system
reaches steady state and there is no significant change in the temperature profile with time.

5.3 Results and Discussion
In non-gray phonon transport model, the following aspects are studied and
analyzed through the Monte Carlo simulations:
1) Phonon transport in Ge without nanowire.
2) Phonon transport in Si-Ge nanocomposite (Si nanowires embedded in Ge host).
3) Compare gray and non-gray phonon transport models.
4) Thermal conductivity variation with domain size.
5) Effect of various nanowire parameters on thermal conductivity of the composite
structure.
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5.3.1 Bulk Germanium
5.3.1.1 Low temperature 1-D ballistic transport
At lower temperatures, the phonon mean free path is larger than the domain size,
phonon-phonon scattering is minimal and ballistic transport dominates the thermal
transport. The heat flow process is similar to a black body radiation. The simulation is
similar to the gray case with the specifications shown in Table 5-2.
Table 5-2: Parameters used for ballistic transport simulation on bulk germanium
Dimensions
of the domain
(X×Y×Z)
(nm)
100×10×10

Dimensions
of sub-cells
(X×Y×Z)
(nm)
10×10×10

TL
(K)

TR
(K)

Tinitial (K)

Magnitude
of time step
(ps)

Weighing
factor

20

10

10

1

10

The steady state temperature is calculated based on the hot and cold end
temperatures by calculating Tss from equation[4.4.1]. Due to the isothermal boundaries,
the end cells have temperatures specified by TL and TR. The remaining portion of the
domain converges to the steady state temperature. Figure 5-4 shows the comparison of the
Monte Carlo simulation solution with the steady state temperature obtained using
analytical methods for the low temperature ballistic phonon transport. Similar to Figure
4-11 for the gray model, the temperature of the entire domain converges to steady state
temperature over a period of time for the non-gray model. Figure 5-5 shows that the
energy of the entire system is conserved after 1 ns.
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Figure 5-4 : Temperature profile after 1 nano-second (non-gray model)
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5.3.1.2 High temperature 1-D diffusive transport
At higher temperatures the mean free paths of the phonons become less and
become comparable to the domain size. Hence the phonons undergo many scattering
processes during their lifetime. These scattering processes restore equilibrium. If the
boundaries are maintained at constant temperature, a linearly varying temperature profile
across the length of the domain as predicted by Fourier’s law may be obtained. The
boundaries can be fixed-fixed type or fixed-free type. After the simulation is run for
sufficient number of time steps, steady state is attained where the temperature within the
domain does not change with time. At this point the thermal conductivity of the system
can be calculated by inverting the Fourier’s law. A sample simulation to verify the
simulation code is performed with the following parameters,
Table 5-3: Parameters used in the diffusive transport simulation
Dimensions
of the domain
(X×Y×Z)
(nm)
480×40×40

Dimensions
of sub-cells
(X×Y×Z)
(nm)
40×40×40

TL (K)

TR(K)

Tinitial
(K)

150

50

150

Magnitude
Weighing
of time step
factor
(ps)
1

1e5

Figure 5-6 shows the steady state temperature distribution (averaged over 1.5 ns) of the
central cross section of the computational domain at the center of each subcell. After about
1 ns, the system converges to steady state.
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Figure 5-6: Temperature distribution from diffusive phonon transport in Ge
5.3.1.3 Phonon transport in 3-D bulk Ge
After verifying the result for 1-D phonon transport, a 3-D bulk Ge domain with
isothermal left and right boundary conditions is simulated. A 3-D computational domain
depicts unit cells which are the building blocks of a solid. Here, heat transfer in a Ge unit cell
is simulated in the diffusive regime. The parameters for the simulation are as stated in

Table 5-4. Figure 5-7 and Figure 5-8 show the temperature profiles at steady state
at the middle cross section of the domain.
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Table 5-4: Parameters used for simulation of 3-D bulk Ge
Dimensions of
the domain
(X×Y×Z) (nm)
480 × 200 × 400

Dimensions
of sub-cells
(X×Y×Z)
(nm)
40 × 40 × 40

TL
(K)

TR
(K)

Tinitial
(K)

Magnitude
of time step
(ps)

Weighing
factor

150

50

150

1

1e5

As expected, the temperature varies linearly with length with a constant temperature
gradient per unit length along the central line of middle cross section of the domain. As
the heat flow attains steady state, the heat flux remains constant and hence the thermal
conductivity of bulk Ge could be calculated.
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Figure 5-7: Temperature profile across the central line of middle cross section
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Figure 5-8: Temperature distribution of 3-D bulk Ge across the middle cross section

5.3.2 Phonon transport in Si-Ge nanocomposite materials
After verifying the diffusive transport in Ge, the code is used to run a simulation
for heat transfer in a nanocomposite material with Si nanowire as an interface in Ge host.
The same simulation procedure is followed for about 1 ns time period. The computational
domain is the same as the one used in 3-D bulk Ge case with a nanowire of size 16nm
×20nm × 16 nm placed in the middle of the domain. Figures 5-9 and 5-10 show the steady
state temperature distribution in the nanocomposite structure. Temperatures are marked at
the central location of each sub-cell in Figure 5-9. Interface scattering takes place at the
Si- Ge interface causing resistance to heat flow.
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Figure 5-9 : Temperature distribution for phonon transport in Si-Ge nano composite

Figure 5-10: Temperature distribution in the mid plane of the computational domain
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5.3.3 Effect of nanowire cross-section shape and multiple nanowires
The Monte Carlo code developed is tested on a random sized and shaped nanowire
interface. Different nanowire cross-section shapes (volume fraction is 10%) are used in the
phonon transport simulations. The temperature distribution inside the domain with a Zshaped nanowire interface is as shown in Figure 5-11. In addition, the code is tested for
multiple nanowires inside a host material. The temperature distribution for three Si
nanowires inside a Ge host is shown in Figure 5-12. It is shown that, for the same volume
fraction of Si, increasing the number of nanowires or projected area in the thermal
transport direction can decrease the thermal conductivity significantly. The influence of
the nanowire’s cross-section shape is also strong. However, whether a cross-section shape
will increase or decrease the thermal conductivity is not obvious. Both cases are observed
in the simulations. For example, the Z-shaped cross section as shown in Figure 5-11 in
fact increases the thermal conductivity of the nanocomposite material. The simulation
results are summarized in Table 5-5.
Table 5-5 : Effect of multiple interfaces and cross-section shape on thermal conductivity

Nanowire volume fraction

10%

10%

Aspect ratio

1

0.1

0.1

-

1

3

Z shaped nanowire

1.89

1.79004 4.75

Number of nanowires
Thermal conductivity(W/m-K)

1
3.515
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10%

10%

Figure 5-11: Temperature distribution in a Z shaped nanowire

Figure 5-12: Temperature distribution in multiple nanowire nano composite
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5.3.4 Comparison between gray and non-gray phonon transport models
In this section, the performances of gray and non-gray models of phonon transport are
compared. The non-gray model is more generic when compared to the gray model because of
the frequency dependence of phonons. Phonons in non-gray approach belong to well defined
polarization branches which is absent in the gray media approach. Thus the non-gray approach
includes many of the physical aspects involved in heat transfer when compared to gray
approach. Using the parameters as in

Table 5-4 with left end at 150K and right end at 100K, the results using the gray
and non-gray approaches are compared. Although in one dimensional case both gray and
non-gray models are equally efficient, non-gray model gives better results when all the
three dimensions are considered. The non-gray approach has smaller fluctuations and
better stability as shown in Figure 5-13. Figure 5-14 shows the comparison between gray
and non gray models in terms of fluctuation error. The gray media approach has more
error in the sub-cells when compared to non-gray approach. The maximum relative error
is about 3.5%. When the temperature difference between the two isothermal boundaries is
small, it is desirable to decrease the error in the simulations. Since the non-gray media
approach gives less amount of error than the gray model, all the remaining analyses are
performed by using the non-gray phonon media approach.
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Figure 5-14 : Error comparison between gray and non-gray phonon media approaches
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5.3.5 Temperature effect on the thermal conductivity of Ge
In this work, thermal conductivity of Ge has been determined by computing the
heat flux across a domain for a given thermal gradient. The heat flow is determined by
counting the number of phonons crossing a reference plane in a given time step and
multiplying them with the weighing factor decided before the start of the simulation. In
this section, the thermal conductivity variation of bulk Ge as a function of the temperature
above 100K is computed and shown in Figure 5-15. A thermal gradient of 10K is applied
for calculating the thermal conductivity at each temperature. Theoretical bulk Ge values
are calculated from the linear power regression of theoretical data in the temperature range
of 100K ≤ T ≤ 600K as described by Lacroix and Joulain [8],

K Ge

e10.659
= 1.150
T

[5.3.1]

The theoretical values for bulk Ge are compared with the simulation results as shown in
Figure 5-15. The simulations are performed on 4µm thick samples so that the mean free
path of the phonons in the temperature range selected is much less than the domain size.
That is the thermal transport is in the diffusive regime which represents the scenario of
bulk Ge. As shown in Figure 5-15, the Monte Carlo simulation results match well with the
theoretical data. The deviation of thermal conductivity from the theoretical bulk values
below 150K can be attributed to the material boundary scattering events which have not
been accounted for in the Monte Carlo simulations performed.
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Figure 5-15 : Thermal conductivity variation with temperature in bulk Ge

5.3.6 Variation of thermal conductivity with the size of Ge material
It is well known that at nano-scale the thermal conductivity of materials becomes
less than their bulk counterparts due to the boundary scattering. To analyze the domain
size effect, boundary scattering is introduced into the simulation. Boundary scattering is
defined by a specularity parameter, s (ranging between 0 and 1 where 0 is diffuse
boundary and 1 is specular boundary), which determines whether a phonon hitting a
lateral surface will be specularly or diffusively reflected back. The implementation of this
boundary scattering in Monte Carlo simulation is simple. When a phonon reaches a lateral
boundary a random number is selected and compared to s. If the random number is less
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than s, the phonon is reflected specularly without any change in the magnitude of direction
vectors. If the random number is greater than s, the magnitude of direction vector is reset
as described in Section 4.3.3.1 and the phonon is reflected back into the domain. In this
section, thermal conductivity of Ge at 300K is simulated for various domain sizes ranging
from 1nm to 6µm. As shown in Figure 5-16, thermal conductivity of Ge rises with the
domain size until about 4µm after which thermal conductivity stays fairly constant which
means above this size the phonon transport is largely diffusive and phonon-phonon
scattering takes place even for the fastest moving phonons. For larger domain sizes,
boundary scattering becomes less important and three phonon scatterings dictate the
thermal conductivity of the structure. Hence the thermal conductivity at higher domain
sizes approaches the bulk value.
Variation of thermal conductivity with domain length at 300K
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Figure 5-16 : Variation of thermal conductivity with domain length at 300K
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5.3.7 Effect of nanowire size and volume fraction on thermal conductivity of
Si-Ge nanocomposite
To study the effect of size and volume fraction of Si nanowire on thermal
conductivity of Si-Ge nanowire composite, in this section, three sizes of the square
nanowire cross section, 10nm, 50nm and 100nm, are taken and for each the cross-section
size, the volume fraction of the nanowires is varied from 0% to 30% by changing the size
of the computational domain (i.e. the unit cell). In the simulations, a constant temperature
gradient of 10K is maintained between the two ends of the computational domain. For all
the simulations, the left end is maintained at 300K and right end of the domain at 290K,
which implies that all the thermal conductivity values are effectively calculated at 295K.
Boundary scattering is imposed and the phonons are diffusively reflected at the lateral
boundaries. Figure 5-17 shows that the thermal conductivity decreases with increasing
nanowire size and volume fraction. However, the size effect is more significant than the
volume fraction effect. It can be easily verified that thermal conductivity of nanowire
composite having 0% volume fraction of Si nanowire approaches the thermal conductivity
values of Ge in Figure 5-16 with the corresponding domain size. As shown in Figure 5-19
and Figure 5-21, heat flux at the left and right boundaries converge although there is a
sizable fluctuation due to the heavy weighing function imposed. The temperature profiles
corresponding to 100nm nanowire with 10% volume fraction and 50nm nanowire with
10% volume fraction are shown in Figure 5-18 and Figure 5-20.
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Figure 5-17 : Effect of size and volume fraction of nanowires on thermal conductivity
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Figure 5-18 : Temperature profile after 2 ns for 100nm nanowire with 10% volume
fraction
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Figure 5-19: Heat flux convergence for100nm nanowire with 10% volume fraction
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Figure 5-20 Temperature profile after 2ns for 50nm nanowire with 10% volume fraction
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Figure 5-21 Heat flux convergence for 50nm nanowire with 10% volume fraction

5.3.8 Effect of aspect ratio of nanowire cross-section
In this section, simulations are performed to investigate the effect of aspect ratio of
the nanowire on thermal conductivity of the composite structure. Aspect ratio is the ratio
of nanowire’s length to its width. For a given unit cell size, the size of Si nanowire is
varied to obtain three volume fractions (10%, 20% and 30%). For each volume fraction,
the aspect ratio is changed to study the variation of the thermal conductivity. As shown in
Figure 5-22, thermal conductivity varies with the change in aspect ratio and, in any case,
the thermal conductivity of the nanowire composite is well below the thermal conductivity
value of bulk Ge. The thermal conductivity goes on decreasing with increasing aspect
ratio of the nanowire. Figure 5-23 and Figure 5-24 show representative temperature and
heat flux profiles, respectively, obtained from the simulations. Thus it is clear that the
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aspect ratio or the orientation of the nanowire has a considerable effect on the heat transfer
process in nanowire based composites.
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Figure 5-22 : Variation of thermal conductivity with the aspect ratio of nanowire
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Figure 5-23: Temperature for aspect ratios of 5:6 and 6:5, with a volume fraction of 30%
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Figure 5-24: Heat flux convergence (aspect ratio of 5:6 and volume fraction of 30%)
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Conclusion
At nanoscale, thermal conductivity of materials departs from their bulk values.
This is due to the small spatial scales and increased boundary/interface scatterings.
Boltzmann transport equation is used for describing heat transport at nanoscale. The BTE
assumes particle -like behavior of phonons rather than its wave-like behavior. The BTE
accounts for both ballistic and diffusive regimes of heat transfer. In this work, gray and
non-gray model based Monte Carlo methods are implemented and simulations are
performed for the thermal transport analysis of Si-Ge nanocomposites. It is found that the
gray model gives reasonably accurate result while the non-gray model provides more
detailed description of the phonon dispersion and scattering, result in smaller
approximation error. In addition, altering the volume fraction and size of the nanowire
material has a significant effect on heat transfer process and the thermal conductivity of
the composite structure. Increasing the volume fraction of nanowire in the composite
structure induces more resistance to heat flow and largely reduced thermal conductivity
values are attained. Furthermore, the orientation and aspect ratio of the nanowire cross
section affects the thermal conductivity of the composite structure significantly,
demonstrating the large design space of thermal transport engineering by using
nanocomposites.
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Future work
In this study, Monte Carlo simulations of phonon transport are performed under
the relaxation time approximation and isotropic wave vector assumptions. Better
algorithms that could avoid these assumptions are desirable. In the diffusive limit, there
are a large number of scattering events which needs a tremendous computational effort. In
addition, the weighing function in the algorithm increases the approximation error in the
simulation. Due to these reasons, parallel computing of Monte Carlo algorithm would be
beneficial in terms of accuracy and computational effort. Furthermore, heat transfer in
heavily doped semiconductors includes the contribution of both electrons and phonons.
Hence, a comprehensive heat transfer model taking into account electrons and phonons as
well as the electron-phonon scattering is desirable. Future research effort will be made in
the directions described above.
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