Lp-theory for a class of viscoelastic fluids with and without a free surface by Nesensohn, Manuel
Lp-theory for a class of viscoelastic fluids with and
without a free surface
Vom Fachbereich Mathematik
der Technischen Universita¨t Darmstadt
zur Erlangung des Grades eines
Doktors der Naturwissenschaften
(Dr. rer. nat.)
genehmigte Dissertation
von
Dipl.-Math. Manuel Nesensohn
aus Friedrichshafen
Referenten: PD Dr. Matthias Geißert
Prof. Dr. Ju¨rgen Saal
Prof. Dr. Yoshihiro Shibata
Tag der Einreichung: 1. Ma¨rz 2012
Tag der mu¨ndlichen Pru¨fung: 16. April 2012
Darmstadt 2012
D 17
Bitte zitieren Sie dieses Dokument als:
URN: urn:nbn:de:tuda-tuprints-30697
URL: http://tuprints.ulb.tu-darmstadt.de/3069
Dieses Dokument wird bereitgestellt von tuprints,
E-Publishing-Service der TU Darmstadt.
http://tuprints.ulb.tu-darmstadt.de
tuprints@ulb.tu-darmstadt.de
Die Vero¨ffentlichung steht unter folgender Creative Commons Lizenz:
Namensnennung-Keine kommerzielle Nutzung-Keine Bearbeitung 2.0 Deutschland
(http://creativecommons.org/licenses/by-nc-nd/2.0/de/).
ii
Deutsche Zusammenfassung
Die vorliegende Dissertation bescha¨ftigt sich mit nichtlinearen partiellen Differentialgleichungs-
systemen, die bestimmte Klassen von nicht-Newtonschen Fluiden modellieren. Es werden zum einen
verallgemeinerte Newtonsche und zum anderen verallgemeinerte viskoelastische Fluide betrachtet.
Die letzteren stellen dabei eine Verallgemeinerung des Oldroyd-B Modells dar. Die Wohlgestelltheit
der um Anfangs- und Randbedingungen vervollsta¨ndigten Systeme wird im Sinne der Theorie
starker Lp-Lo¨sungen untersucht.
Bevor genauer auf die Arbeit eingegangen wird, werden die untersuchten Modelle vorgestellt.
Die Stro¨mung eines inkompressiblen Fluids mit Dichte ρ, Geschwindigkeit u und Druck pi in einem
Gebiet Ω ⊂ Rn auf einem Zeitintervall [0, T ] wird durch die Gleichungen
ρ∂tu+ ρu.∇u+∇pi = DivS + ρf, div u = 0 in (0, T )× Ω
beschrieben. Die Funktion f repra¨sentiert a¨ußere Kra¨fte, die auf das Fluid wirken und der Tensor S
Kra¨fte, die durch das Verformen des Fluids entstehen. Um das System mathematisch zu schließen,
wird eine weitere Gleichung beno¨tigt, die eine Relation zwischen der Bewegung des Fluids und des
Tensors S herstellt. In dieser Arbeit werden zwei solcher Relationen in verschiedenen Kontexten
untersucht: Zum einen wird das verallgemeinerte Newtonsche Gesetz
S = 2α(|Eu|2)Eu, α : [0,∞)→ [0,∞),
wobei Eu = 12(∇u+∇uT ) den symmetrischen Teil des Geschwindigkeitsgradienten bezeichnet, und
zum anderen wird das verallgemeinerte viskoelastische Gesetz
S = 2α(|Eu|2)Eu+ µ(τ), α : [0,∞)→ [0,∞), µ : Rn×n → Rn×n,
wobei τ durch die Transportgleichung
∂tτ + u.∇τ = g(∇u, τ), g : Rn×n × Rn×n → Rn×n
gegeben ist, betrachtet.
Im ersten Teil der Arbeit wird das Modell fu¨r verallgemeinerte viskoelastische Fluide auf
einem festen Gebiet Ω analysiert, dessen Rand ∂Ω = ΓD ∪ ΓS sich in zwei disjunkte, offene und
abgeschlossene Teilmengen ΓD und ΓS zerlegt. Dieses Modell wird mit “no-slip” Randbedingungen
auf ΓD (u = 0 auf ΓD) und “perfect-slip” Randbedingungen auf ΓS ((u · ν, Sν − (Sν · ν)ν = 0
auf ΓS) geschlossen. Fu¨r beschra¨nkte Gebiete wird zeitlokale Existenz einer eindeutigen Lo¨sung fu¨r
Anfangswerte (u0, τ0) ∈ W
2− 2
p
p (Ω) × H1p (Ω) gezeigt, die natu¨rlichen Kompatibilita¨tsbedingungen
genu¨gen. Unter der zusa¨tzlichen Annahme, dass die Funktion α > 0 konstant ist, u¨bertra¨gt sich
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dieses Resultat auf eine große Klasse unbeschra¨nkter Gebiete (diese Klasse beinhaltet zum Beispiel
Außenra¨ume, Schichten, Halbra¨ume und den Ganzraum) im Falle von “no-slip” Randbedingungen
(ΓS = ∅) und auf den Halbraum im Falle von “perfect-slip” Randbedingungen (ΓD = ∅). Zum
Beweis wird das Gleichungssystem als Fixpunktproblem formuliert. Im Falle beschra¨nkter Ge-
biete kann dieses Fixpunktproblem unter Verwendung des Schauderschen Fixpunktsatzes gelo¨st
und die Eindeutigkeit mittels Energieabscha¨tzungen gezeigt werden. Da bei dieser Argumentation
die Kompaktheit von Sobolev-Einbettungen wesentlich eingeht, ist diese Methode nicht direkt auf
unbeschra¨nkte Gebiete u¨bertragbar. Da auch der Banachsche Fixpunktsatz nicht direkt anwend-
bar ist, wird im Falle von unbeschra¨nkten Gebieten eine Variante dessen verwendet, bei der es
hinreichend ist, die Kontraktion in einer schwa¨cheren Topologie zu zeigen (siehe Proposition 1.13).
Um diese Variante anzuwenden werden Abscha¨tzungen der Lo¨sung u zum Stokesproblem mit rechter
Seite DivF der Form
‖u‖
H
1
2
p (0,T ;Lp(Ω))
+ ‖u‖Lp(0,T ;H1p(Ω)) ≤ C‖F‖Lp(0,T ;Lp(Ω))
fu¨r einer großen Klasse von Gebieten gezeigt.
Der zweite Teil der Arbeit bescha¨ftigt sich mit einem Zweiphasenproblem mit Oberfla¨chen-
spannung, bei dem beide Phasen aus verallgemeinerten Newtonschen Flu¨ssigkeiten bestehen. Beide
Fluide sind durch eine Hyperfla¨che Γ(t) getrennt, die zum Anfangszeitpunkt (Γ0 = Γ(0)) als
Graph einer Ho¨henfunktion gegeben ist (Γ0 = graph(h0)). Die Bewegung des Fluids ist mittels
der kinematischen Bedingung V = u · ν an die Bewegung der Hyperfla¨che gekoppelt, wobei V die
Geschwindigkeit von Γ in Normalenrichtung und ν die Normale an Γ bezeichnet, welche vom er-
sten zum zweiten Fluid zeigt. Es wird ein Modell betrachtet, bei dem die einzige Oberfla¨chenkraft
die Oberfla¨chenspannung ist (JSKν = σκν auf Γ(t), wobei J·K den Sprung einer Gro¨ße auf Γ(t),
der Skalar σ die gegebene Oberfla¨chenspannung und κ die Hauptkru¨mmung bezeichnet), und die
Fluide an der Hyperfla¨che stetig sind (JuK = 0 auf Γ(t)). Es wird die Existenz und Eindeutigkeit
einer starken Lo¨sung auf beliebigen endlichen Zeitintervallen fu¨r hinreichend kleine Anfangswerte
(u0, h0) ∈ W
2− 2
p
p (Rn \ Γ0) × W
3− 2
p
p (Rn−1) bewiesen, die natu¨rliche Kompatibilita¨tsbedingungen
erfu¨llen. Weiter wird gezeigt, dass auch fu¨r positive Zeiten, die Hyperfla¨che Γ(t) als Graph
einer Ho¨henfunktion gegeben ist. Zum Beweis wird das Gleichungssystem durch die Hanzawa-
Transformation auf ein festes Gebiet transformiert und als Fixpunktproblem formuliert. Unter
Verwendung des Banachschen Fixpunktsatzes kann die Existenz einer eindeutigen Lo¨sung gezeigt
werden.
Anschließend wird noch einmal das Modell fu¨r verallgemeinerte viskoelastische Flu¨ssigkeiten aus
dem ersten Teil aufgegriffen. Unter Vernachla¨ssigung der Oberfla¨chenspannung wird ein zugeho¨riges
freies Randwertproblem in Lagrange-Koordinaten analysiert. Es wird eine Situation betrachtet, in
der das Gebiet Ω(t) zum Anfangszeitpunkt (Ω0 = Ω(0)) kompakt berandet ist und sich der Rand
∂Ω(t) = ΓF (t) ∪ ΓD in zwei disjunkte, offene und abgeschlossene Teilmengen ΓF (t) und ΓD zer-
legt. Der Teil ΓD des Randes ist fixiert und es werden “no-slip” Randbedingungen ΓD (u = 0
auf ΓD) vorgeschrieben. Daru¨berhinaus ist der Teil ΓF (t) des Randes eine weitere Unbekannte,
die, wie im zweiten Teil, durch die kinematische Bedingung V = u · ν an die Bewegung des
Fluids gekoppelt ist, wobei ν die a¨ußere Normale an Ω(t) bezeichnet. Es wird ein Einphasen-
modell ohne Oberfla¨chenkra¨fte betrachtet (Sν = 0 auf ΓF (t)). Im Gegensatz zu den ersten beiden
Teilen, wird das Modell in Lagrange-Koordinaten (und nicht in Euler-Koordinaten) untersucht.
Ist u ein Geschwindigkeitsfeld in Euler-Koordinaten, dann ist die Transformation zwischen Euler-
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Koordinaten x und Lagrange-Koordinaten ξ gegeben durch
x = Xu(t, ξ) := ξ +
∫ t
0
v(s, ξ)ds, ξ ∈ Ω0, t ∈ (0, T ),
wobei v(t, ξ) := u(t,Xu(t, ξ)). Die Geometrie des freien Randes ΓF (t) ist nun durch die Rela-
tion ΓF (t) = {Xu(t, ξ) : ξ ∈ ΓF,0} bestimmt. Der U¨bergang zu Lagrange-Koordinaten ergibt ein
Gleichungssystem fu¨r die transformierten Unbekannten (v, θ, η)(t, ξ) := (u, pi, τ)(t,Xu(t, ξ)) auf dem
zeitunabha¨ngigen Anfangsgebiet Ω0. Fu¨r dieses wird die zeitlokale Existenz und Eindeutigkeit einer
starken Lo¨sung fu¨r Anfangswerte (u0, τ0) ∈W
2− 2
p
p (Ω0)×H1p (Ω0) bewiesen, die natu¨rlichen Kompa-
tibilita¨tsbedingungen genu¨gen. Zum Beweis wird das Gleichungssystem als Fixpunktproblem for-
muliert. Ein Vorteil des Lagrangschen Zugangs ist die einfache Form der linken Seite der Transport-
gleichung (∂tη(t, ξ) = (∂tτ + u.∇τ)(t,Xu(t, ξ))), denn diese ermo¨glicht, im Gegensatz zum ersten
Teil, eine Anwendung des Banachschen Fixpunktsatzes zur Lo¨sung des Fixpunktproblems.
v
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Introduction
The aim of this thesis is to analyse a mathematical model of a generalized Newtonian fluid and
a generalized viscoelastic fluid of differential type (a generalization of the Oldroyd-B model) on a
fixed domain and with a free surface. By completing these models with appropriate initial and
boundary conditions, we end up with a nonlinear system of partial differential equations. We
investigate these on existence and uniqueness of strong Lp-solutions. However, before discussing
this work more thoroughly, we present a physical motivation of the investigated models.
Physical Motivation
We consider the motion of an incompressible fluid with constant density ρ, occupying the region
Ω ⊂ Rn during the time [0, T ]. The velocity of the fluid is denoted by u and the pressure of the
fluid by pi, and they are given by the equations{
ρ∂tu+ ρu.∇u+∇pi = DivS + ρf in (0, T )× Ω,
div u = 0 in (0, T )× Ω.(0.1)
Here, S is the extra stress tensor and f is related to the external forces. The first equation
expresses the conservation of momentum and the second equation the conservation of mass. In
response of being deformed, the fluid develops forces, which are described by S. To close the
system mathematically, an addition constitutive equation, relating the extra stress to the motion
of the fluid, is required.
One example of such a constitutive equation, is the Newtonian law. The relation of the extra
stress to the motion is linear and is given by
S = 2αEu, α > 0.(0.2)
Here, α is the constant viscosity of the fluid and Eu = 12(∇u+∇uT ) is the symmetric part of the
gradient. Adding an initial value and Dirichlet boundary conditions, we obtain the Navier-Stokes
equation.
There are several ways to generalized the Newtonian law. A nonlinear variant, incorporating
shear-thinning and shear-thickening effects, is the generalized Newtonian fluid model
S = 2α(|Eu|2)Eu, α : [0,∞)→ [0,∞).(0.3)
Compared to the Newtonian model, the viscosity α is not constant, but a function depending on
|Eu|2 = ∑j,k(Eu)2j,k. In this case, S is still an explicit function of the symmetric part of the
gradient. A standard model of this kind is the power law, where a special form of the viscosity
function α is assumed:
α(s) = α0 + α1s
r−2
2 , α0 ≥ 0, α1 > 0, r ≥ 1.
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If α0 > 0 and r = 2, the power law model reduces to the Newtonian law.
In the case of Newtonian and generalized Newtonian fluid models, the extra part of the stress
only depends on the current motion of the fluid. In viscoelastic fluid models, the history of the
motion is also taken into account. An important viscoelastic fluid model is the Oldroyd-B model.
Here, it is assumed that the extra stress
S = 2αEu+ τ, α > 0
decomposes in a viscous part 2αEu (of Newtonian type) and an elastic part τ , where the elastic
part is given as the solution of the transport equation
∂tτ + u.∇τ − (∇u)τ − τ(∇u)T + βτ = 2γEu, β, γ ≥ 0.
A more general model of this kind is the generalized viscoelastic fluid model. Similar to the
Oldroyd-B model, the extra part of the stress
S = 2α(|Eu|2)Eu+ µ(τ), α : [0,∞)→ [0,∞), µ : Rn×n → Rn×n
decomposes in a viscous part 2α(|Eu|2)Eu (of generalized Newtonian type) and an elastic part
µ(τ), where τ is defined as the solution of the transport equation
∂tτ + u.∇τ = g(∇u, τ), g : Rn×n × Rn×n → Rn×n.
This fluid model is a generalization of the Oldroyd-B model. Compared to the Oldroyd-B model,
the viscous part 2αEu is not of Newtonian type, but of generalized Newtonian type and a more
general form of the elastic part of the stress and of the transport equation is assumed. Examples
of generalized viscoelastic fluid models are the generalized Oldroyd-B model, the White-Metzner
model, as well as the Peterlin approximation (for an overview of viscoelastic fluid models, we refer
the reader to Bird, Armstrong, and Hassager [BAH87] as well as Renardy [Ren00]). In all these
mentioned models α > 0 is constant and a special form of µ and g is assumed.
Overview of this thesis
In Chapter 1, we set up the notation and summarize some preliminary results. We review some
standard facts on the linear theory, on function spaces, on trace and embedding theorems, and
on Nemytskij operators. A detailed exposition on the transport equation and on the Fre´chet
differentiability of Nemytskij operators is given.
Chapter 2 deals with generalized viscoelastic fluid model on a fixed domain Ω ⊂ Rn. To complete
the system, we add initial values for u and τ as well as boundary conditions. We investigate two
different kind of boundary conditions on two disjoint boundary parts ΓD and ΓS (we assume
that the boundary of the domain ∂Ω = ΓD ∪ ΓS decomposes in two disjoint subsets ΓD and
ΓS , which are open and closed in Ω). On the boundary part ΓD, we impose Dirichlet boundary
conditions on u (u = 0 on ΓD) and on the part ΓS , we require perfect slip boundary conditions
((u · ν, Sν − (Sν · ν)ν) = 0 on ΓS). If Ω is a bounded domain, we prove local existence of unique
strong Lp-solutions, provided that the initial values belong to (u0, τ0) ∈ W
2− 2
p
p (Ω) × H1p (Ω) and
satisfy natural compatibility conditions. In large class of unbounded domains (for example exterior
domains with a smooth boundary, layers, half spaces, or the whole space) and under the additional
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assumption that the viscosity function is constant, we establish basically the same result, provided
that ΓS = ∅, as well as in the half space, provided that ΓD = ∅.
In Chapter 3, we investigate a generalized Newtonian two-phase problem with surface tension.
We analyse the motion of two different generalized Newtonian fluids (the fluids have different
densities and viscosity functions), which are separated by an interface Γ. The interface is coupled
to the motion of the fluids by the kinematic condition V = u · ν, where V is the normal velocity of
the interface and ν is the normal, pointing from the first to the second fluid. Further, we impose the
continuity of the velocities of the fluids on the interface (JuK = 0 on Γ, where J·K denotes the jump
of a quantity on the boundary), and a special version of the momentum transmission condition,
where the only surface force is the surface tension (JSKν = σκν on Γ, where σ denotes the surface
tension and κ the mean curvature of the interface). We consider the situation, where initially the
domain occupied by the fluids are close to half spaces and the interface, separating the fluids, is
given as the graph of a hight function h0 over Rn−1 (graph(h0) = Γ0). We prove the existence of
a unique strong Lp-solution on an arbitrary finite time interval, provided that the initial velocity
u0 ∈W
2− 2
p
p (Rn \ Γ0) and h0 ∈W
3− 2
p
p (Rn−1) are sufficiently small and satisfy natural compatibility
condition. Further, we prove that the interface Γ, separating the both fluids, is for all t ∈ (0, T )
given as the graph of a height function over Rn−1.
Finally, in Chapter 4, we study a generalized viscoelastic free boundary problem without surface
tension. In comparison to the both chapters before, we investigate the problem in Lagrangian
coordinates instead of Eulerian coordinates. More precisely, we consider the viscoelastic fluid
model on the domain Ω(t). We prescribe two different kinds of boundary conditions on two disjoint
boundary parts ΓD and ΓF (t) (we assume that the boundary of the initial domain ∂Ω0 = ΓD∪ΓF,0
decomposes in two disjoint parts ΓD and ΓF,0, which are open and closed in ∂Ω0). The first
boundary part ΓD is fixed and we impose Dirichlet boundary conditions (u = 0 on ΓD). The
second boundary part ΓF (t) is unknown and is coupled the same way as in the third chapter to the
motion of the fluid via V = u · ν. Since we consider a one phase problem and neglect the surface
tension, we impose a special version of the momentum transmission condition without any surface
force on ΓF (Sν = 0 on ΓF (t)). The main result of this chapter is the local-in-time existence of
strong Lp-solutions of the problem in the Lagrangian framework, provided that the initial domain
Ω0 admits a compact boundary, as well as the initial values belong to (u0, τ0) ∈W
2− 2
p
p (Ω0)×H1p (Ω0)
and satisfy natural compatibility conditions. The analysed model corresponds to the model in the
second chapter, but in this chapter, we include the effect of a free surface. Compared to Chapter 3,
we analyse a more general model, considering a one phase flow instead of a two phase flow and
neglecting the effect of surface tension.
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Chapter 1
Preliminaries
In this chapter, we introduce the notation and preliminary results.
1.1 Notation
Most of the notation we use is standard. We always use a generic constant C and a generic
function O with O(t)→ 0 for t→ 0, which may change from line to line, but is always independent
of the free variables.
We denote by N = {1, 2, 3, . . . } the set of all positive integers and we put N0 = N ∪ {0}. The
set of all real numbers is denoted by R and the set of all complex numbers by C.
Let (K, d) be a metric space. We define the open R-neighbourhood of x ∈ K by
BK(x,R) := {y ∈ K : d(x, y) < R},
and by BK(x,R) := BK(x,R) the closure of this neighbourhood.
Let X,Y be two Banach spaces. By L(X,Y ), we define the Banach space, consisting of all linear
and bounded maps T : X → Y and we put L(X) := L(X,X). The dual space of X is denoted
by X ′. We use the notation ⇀ and ∗⇀ to denote the weak and weak-∗ convergence respectively
(that is, convergence with respect to the weak topology and weak-∗ topology respectively).
Let U ⊂ X be an open subset of X and k ∈ N0. The Banach space of all k-time continuously
Fre´chet differentiable functions F : U → Y is denoted by Ck(U, Y ) and we write for the Fre´chet
derivative DF : Y → L(X,Y ), provided that F ∈ C1(U, Y ).
For a linear operator A in a Banach space X, we denote by D(A) the domain, by R(A) the
range, by N(A) = {x ∈ D(A) : Ax = 0} the kernel, and by ρ(A) the resolvent set of this operator.
The real interpolation functor is denoted by (·, ·)θ,q and the complex interpolation functor
by [·, ·]θ, 0 < θ < 1, 1 ≤ q ≤ ∞.
Let n ∈ N, n ≥ 2, x, y ∈ Rn, and A,B ∈ Rn×n. The inner product is defined by
x · y =
n∑
j=1
xjyj and A : B =
n∑
j,k=1
Aj,kBj,k.
Moreover, we set x = (x′, xn) ∈ Rn, with x′ ∈ Rn−1 and xn ∈ R, and we define
Rn± := {x = (x′, xn) ∈ Rn : ± xn > 0} as well as R˙n := {x = (x′, xn) ∈ Rn : xn 6= 0}.
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Further, let Ω ⊂ Rn be a domain with a C1-boundary (boundary regularity is to be understood in
the sense of Adams and Fournier [AF03, Definition 4.10]). The boundary of the domain is denoted
by ∂Ω and its outer normal by ν. The normal part of a vector x ∈ ∂Ω is defined by xν := (x · ν)ν
and the tangential part by xtan := x− xν . The divergence is defined by
div f :=
n∑
j=1
∂jfj , f : Ω→ Rn and DivF :=
( n∑
k=1
∂kFj,k
)
j=1,...,n
, F : Ω→ Rn×n,
the gradient is denoted by∇ and the Laplace operator by ∆. The gradient and the Laplace operator
operating on Rn−1 is denoted by ∇′ and ∆′ respectively, more precisely, we put
∇′f := (∂1f, . . . , ∂n−1f)T and ∆′f :=
n−1∑
j=1
∂2j f, f : Rn−1 → R.
Next, we introduce basic function spaces. Fix d ∈ N, k ∈ N0, 1 ≤ p, q ≤ ∞, and s ≥ 0.
Let X be a Banach space and G be an open subset of Rd . We denote by Ck(G,X) the set of all
k-times continuous differentiable functions f : G → X and by Ckc (G,X) the subset of Ck(G,X),
where all functions have a compact support. Further, we introduce BUCk(G,X), the space of all
bounded and uniformly continuous functions with bounded and uniformly continuous derivatives
up to order k. We write Lp(G,X) for the usual X-valued Lebesgue space, H
s
p(G,X) for the usual
X-valued Bessel potential space, W sp (G,X) for the usual X-valued Sobolev-Slobodeckii space, and
Bsp,q(G,X) for the usual X-valued Besov space. The corresponding homogeneous spaces are denoted
by Ĥsp(G,X), Ŵ
s
p (G,X), B̂
s
p,q(G,X). For simplification, we write C(G,X) = C
0(G,X) as well as
BUC(G,X) = BUC0(G,X). For s ∈ (0,∞) \ N, an equivalent norm in W sp (G,X) is defined by
‖f‖W sp (G,X) := ‖f‖W [s]p (G,X) + [f ]W sp (G,X),
where [s] is the largest integer smaller than s and
[f ]W sp (G,X) :=
∑
|α|=[s]
(∫
G×G
‖∂αf(x)− ∂αf(y)‖pX
|x− y|d+(s−[s])p dxdy
) 1
p
.
For T > 0, we write
J sp (0, T ;Krq(G)) := J sp ((0, T ),Krq(G)), J ,K ∈ {H,W}, 1 ≤ r ≤ ∞,
as well as
‖f‖G,p := ‖f‖Lp(G), f ∈ Lp(G) and ‖f‖T,G,p,q := ‖f‖Lp(0,T ;Lq(G)), f ∈ Lp(0, T ;Lq(G))
to shorten notation. We identify Lp(0, T ;Lp(G)) with Lp((0, T ) × G), provided that 1 < p < ∞.
Further, we introduce the dual pairing
(f |g)G :=
∫
G
fgdx, (f, g) ∈ (Lp(G)× Lp′(G)),
and
(f |g)T,G :=
∫
T
∫
G
fgdx, (f, g) ∈ Lp(0, T ;Lq(G))× Lp′(0, T ;Lq′(G)),
2
where 1 ≤ p′, q′ ≤ ∞ with 1p + 1p′ = 1 and 1q + 1q′ = 1. If M is a closed and compact d-dimensional
Cm-manifold, m ≥ s and m ≥ k, we use analogously the notation Ck(M,X), BUCk(M,X),
Lp(M,X), H
s
p(M,X), W
s
p (M,X), and B
s
p,q(M,X) and we use the same abbreviations.
Let Ω be a domain with a uniform C2-boundary and let Γ ⊂ ∂Ω be a open and closed subset
of ∂Ω. The trace operator on the boundary part Γ is denoted by γΓ. For 1 < p <∞, we define the
space
0H
1
p,Γ(Ω) := {f ∈ H1p (Ω): γΓf = 0} and its dual 0H−1p,Γ(Ω) = (0H1p′,Γ(Ω))′,
where 1 < p′ < ∞ with 1p + 1p′ = 1. If Γ = ∂Ω, we write H1p,0(Ω) = 0H1p,∂Ω(Ω) as well as
H−1p (Ω) := 0H
−1
p,∂Ω(Ω). Further, we put H
−1
p,0 (Ω) := (H
1
p′(Ω))
′. In an analogue way, we define
0Ĥ
1
p,Γ(Ω),
0Ĥ−1p,Γ(Ω), Ĥ
−1
p (Ω), and Ĥ
−1
p,0 (Ω).
1.2 Linear Theory
In the most proofs of our main results, we solve a nonlinear problem by linearizing the problem
and applying a fixed point argument. In order to apply a fixed point argument, it is important to
have a proper understanding of the associated linearization. This section is a brief summary on
some results on linear problems, which are relevant to this thesis.
1.2.1 Maximal regularity, bounded imaginary powers, and H∞-calculus
In this subsection, we briefly discuss abstract properties of linear operators. For a thorough treat-
ment, we refer the reader to Denk, Hieber, and Pru¨ß [DHP03]. First, we recall the definition of a
sectorial operator. For this purpose, we define the open sector Σθ ⊂ C with opening angle 2θ by
Σθ := {λ ∈ C : | arg λ| < θ}, θ ∈ (0, pi].
Definition 1.1. Let X be a Banach space and A a linear operator in X. The operator A is called
sectorial, if A is closed, injective, D(A) = R(A) = X, and there exists an angle θ ∈ (0, pi] and a
constant C > 0, such that ρ(−A) ⊃ Σθ and
‖λ(λ+A)−1‖L(X) ≤ C, λ ∈ Σθ.
If A is a sectorial operator in X, we define the spectral angle by
φA := inf
φ∈(0,pi]
{ρ(−A) ⊃ Σpi−φ, sup
λ∈Σφ
‖λ(λ+A)−1‖L(X) <∞}.
For a sectorial operator A in a Banach space X, one can develop a functional calculus. We
denote by H∞(Σφ), φ ∈ (0, pi], the set of all holomorphic and bounded functions f : Σφ → C and
we define
H0(Σφ) = {f ∈ H∞(Σφ) : there exist C, ε > 0 with |f(λ)| ≤
( λ
(λ+ 1)2
)ε
< C, λ ∈ Σφ}.
It is worth pointing out, that functions in H0(Σφ) decay at zero and infinity. For φ ∈ (φA, pi) and
ψ ∈ (φA, φ), the integral
f(A) =
1
2pii
∫
Γ
f(λ)(λ−A)−1dλ, f ∈ H0(Σφ),
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where Γ denotes the path surrounding Σψ counterclockwise, defines via ΦA(f) = f(A) a functional
calculus ΦA : H0(Σφ) → L(X), which is a bounded algebra homomorphism (see [DHP03, Theo-
rem 1.7]). This functional calculus can be extended to holomorhic functions f : Σφ → C, which
grow at most polynomially at zero and infinity (see [DHP03, Theorem 2.1]). For an unbounded
function, the operator f(A) is a densely defined and, in general, unbounded operator.
Definition 1.2. Let X be an Banach space and A a sectorial operator in X.
(a) A admits bounded imaginary powers, if Ais ∈ L(X) for all s ∈ R (Ais is defined via the
extended functional calculus) and there exists a constant C > 0, such that
‖Ais‖L(X) ≤ C, s ∈ [−1, 1].
If A admits bounded imaginary powers, we define the power angle θA by
θA := lim sup
|s|→∞
1
|s| log ‖A
is‖L(X).
(b) A admits a bounded H∞-calculus, if there exists φ ∈ (φA, pi) and a constant C, such that
‖f(A)‖L(X) ≤ C‖f‖Σφ,∞, f ∈ H0(Σφ).
If A admits a bounded H∞-calculus, we define the H∞-angle φ∞A by
φ∞A = inf
φ∈(φA,pi)
{there exists a C > 0, such that ‖f(A)‖L(X) ≤ C‖f‖Σφ,∞, f ∈ H0(Σφ)}.
Remark 1.3. Let A be a sectorial operator in a Banach space X.
(a) If A admits a bounded H∞-calculus and φ∞A < φ ≤ pi, then the functional calculus for A on
H0(Σφ) extends uniquely to H∞(Σφ).
(b) If A admits bounded imaginary powers, then
φA ≤ θA <∞.
If A admits a bounded H∞-calculus, then A admits bounded imaginary powers and
φA ≤ θA ≤ φ∞A .
For a proof, we refer the reader to [DHP03, (2.15) and (2.16)].
If an operator admits bounded imaginary powers, a characterisation of the domain of its factional
powers can be established.
Proposition 1.4. Let A be an operator in a Banach space X admitting bounded imaginary powers.
Then
D(Aα) = [X,D(A)]α, α ∈ (0, 1).
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For a proof, we refer the reader to [Tri78, Theorem 1.15.3].
Next, we define maximal regularity of an abstract Cauchy problem. Basically, we say that a
linear operator admits maximal regularity, if the solution operator to the corresponding abstract
Cauchy problem is a diffeomorphism between the data and the solution space.
Definition 1.5. Fix 0 < T < ∞ and 1 < p < ∞. Let X be a Banach space and A be a
closed, linear, and unbounded operator in X with dense domain D(A). We say A admits maximal
Lp-regularity on (0, T ), if the map
H1p (0, T ;X) ∩ Lp(0, T ;D(A))→ Lp(0, T ;X)× (X,D(A))1− 1
p
,p, u 7→ (u′ +Au, u(0))
is a linear and bounded diffeomorphism.
Remark 1.6. Fix n ∈ N, n ≥ 2, and 1 < p, q < ∞. Let Ω ⊂ Rn be a domain and let X = Lq(Ω)
or let X be a closed subspace of Lq(Ω). Assume that A is a linear operator in X and λ0 ∈ C,
such that λ0 +A admits bounded imaginary powers with power angle θλ0+A <
pi
2 . Then, A admits
maximal Lp-regularity. This result was established by Dore and Venni [DV87, Theorem 3.2], even
for a more general class of Banach spaces X.
1.2.2 Stokes operator
Let Ω be a domain with a uniform C2-boundary, which will be specified later. In the case of a
Newtonian fluid, the extra part of the stress is given by S = αEu, where α > 0 is a positive
constant (see (0.2)). Without loss of generality, we can assume that α = ρ = 1. Plugging this
stress into the equation of motion (0.1) and adding a Dirichlet boundary condition and an initial
value for the velocity field, we obtain the Navier-Stokes equation
∂tu−∆u+ u.∇u+∇pi = f in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω.
The associated linearization is the Stokes problem
∂tu−∆u+∇pi = f in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω.
(1.1)
Next, we introduce the Helmholtz projection, in order to write the Stokes problem in the form of
an abstract Cauchy problem.
Fix 1 < q <∞. By C∞c,σ(Ω), we denote the divergence free test functions and we define
Gq(Ω) := ∇Ĥ1q (Ω) and Lq,σ(Ω) := C∞c,σ(Ω)
‖·‖Ω,q
.
We say the Helmholtz decomposition exists for Lq(Ω), if
Lq(Ω) = Lq,σ(Ω)⊕Gq(Ω),
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where ⊕ denotes the direct sum. In this case, there exists a unique projection Pq : Lq(Ω)→ Lp,σ(Ω)
with N(Pq) = Gq(Ω). This projection is called Helmholtz projection. The Helmholtz decomposition
exists for example for bounded and exteriors domains with a smooth boundary, half spaces and the
whole space. If the Helmholtz decomposition exists, we define the Stokes operator
Aq : D(Aq) ⊂ Lq,σ(Ω)→ Lq,σ(Ω), u 7→ −Pq∆u,
with
D(Aq) = H
2
q (Ω) ∩H1q,0(Ω) ∩ Lq,σ(Ω).
In this situation, we rewrite (1.1) equivalently in the form
u′ +Aqu = Pqf in (0, T ), u(0) = u0.(1.2)
More precisely, u ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)), 1 < p, q < ∞, solves (1.1) if and only if
u solves (1.2) Maximal regularity results of the Stokes operator go back to Solonnikov [Sol77a].
Recently, Geißert, Heck, Hieber, and Sawada [GHHS12] proved, that for 1 < p, q < ∞ and 0 <
T <∞ the Stokes operator Aq admits maximal Lp-regularity on (0, T ) for a large class of domains.
The fact that the Stokes operator on bounded domains admits bounded imaginary powers, was
established by Giga [Gig85]. Noll and Saal [NS03] proved the existence of a bounded H∞-calculus
for the Stokes operator in domains with a compact boundary. Recently, Abels and Terasawa [AT09]
extended the result on the bounded H∞-calculus to a wide class of domains, where they actually
considered a non-constant viscosity.
Next, following the argumentation of Amann [Ama00, Theorem 3.4], we analyse the Stokes
scale.
Lemma 1.7. Fix 1 < q, q′ < ∞ with 1q + 1q′ = 1. Let r ∈ {q, q′} and let Ω ⊂ Rn be a uniform
C2-domain, such that the Helmholtz decomposition exists for Lr(Ω) and the Stokes operator Ar
generates an analytic semigroup. Then,
(Lq,σ(Ω), D(Aq))θ,p
=
{
B2θq,p(Ω) ∩ Lq,σ(Ω) 0 ≤ θ < 12q
{u ∈ B2θq,p(Ω): u|∂Ω = 0} ∩ Lq,σ(Ω) 12q < θ ≤ 1
, θ ∈ (0, 1) \ { 1
2q
}, p ∈ (1,∞),
and
[Lq,σ(Ω), D(Aq)]θ =
{
H2θq (Ω) ∩ Lq,σ(Ω) 0 ≤ θ < 12q
{u ∈ H2θq (Ω): u|∂Ω = 0} ∩ Lq,σ(Ω) 12q < θ ≤ 1
, θ ∈ (0, 1) \ { 1
2q
}.
Proof. First, choose λ0 > 0 with λ0 ∈ ρ(−Aq). We denote the Dirichlet Laplace operator with
domain
D(∆D) = H
2
q (Ω) ∩H1q,0(Ω)
by ∆D. First, we show that the adjoint (Aq)
′ corresponds with Aq′ : It holds that
(Aqf |g)Ω = −(∆Df |g)Ω = −(f |∆Dg)Ω = (f |Aq′g)Ω, (f, g) ∈ D(Aq)×D(Aq′),
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which implies (Aq)
′ ⊃ Aq′ . (Aq)′ is densely defined and therefore generates an analytic semigroup.
Since Aq′ also generates an analytic semigroup, the resolvents ρ((Aq)
′) and ρ(Aq′) have a nonempty
intersection, and hence (Aq)
′ = Aq′ .
We define
Q := (λ0 +Aq)
−1Pq(λ0 −∆D)f, f ∈ D(∆D).
The operator Q is a projection onto D(Aq), since
Qf = (λ0 +Aq)
−1Pq(λ0 −∆D)f = f, f ∈ D(Aq),
where we used Pq(λ0 −∆D)f = (λ0 +Aq)f , f ∈ D(Aq), and hence
Q2f = Qf, f ∈ D(∆D).
Further, for (f, g) ∈ D(∆D)× Lq′(Ω), we deduce that
(Qf |g)Ω = ((λ0 +Aq)−1Pq(λ0 −∆D)f |g)Ω = (f |(λ0 −∆D)(λ0 +Aq′)−1Pq′g)Ω,
and therefore
‖Qf‖Ω,q ≤ C‖f‖Ω,q, f ∈ D(∆D).
Since D(∆D) is dense in Lq(Ω), we extend Q to a bounded projection Q ∈ L(Lq(Ω)) and we have
Q(Lq(Ω)) ⊂ Lq,σ(Ω). By the continuity of Q and the density of D(Aq) in Lq,σ(Ω), we deduce that
Qf = f , f ∈ Lq,σ(Ω). In summary we have a projection Q, with
Q ∈ L(Lq(Ω)) with Q(Lq(Ω)) = Lq,σ(Ω) and Q ∈ L(D(∆D)) with Q(D(∆D)) = D(Aq).
By Triebel [Tri78, Theorem 1.17.1], it follows that
F(Lq,σ(Ω), D(Aq)) = F(Lq(Ω), D(∆D)) ∩ Lq,σ(Ω),
where F is an arbitrary interpolation functor. By Amann [Ama00, Theorem 2.2], it holds that
(Lq(Ω), D(∆D))θ,p =
{
B2θq,p(Ω) 0 ≤ θ < 12q ,
{u ∈ B2θq,p(Ω): u|∂Ω = 0} 12q < θ ≤ 1,
, θ ∈ (0, 1) \ { 1
2q
}, p ∈ (1,∞),
and
[Lq(Ω), D(∆D)]θ =
{
H2θq (Ω) 0 ≤ θ < 12q ,
{u ∈ H2θq (Ω): u|∂Ω = 0} 12q < θ ≤ 1,
, θ ∈ (0, 1) \ { 1
2q
}.
This completes the proof.
These spaces can be characterized more precisely in the case that Ω is a bounded C2-domain,
an exterior C2-domain with n ≥ 3, or a half space. We have (see [Ama00, Remark 3.7] and the
references therein)
(Lq,σ(Ω), D(Aq))θ,p = {u ∈ B2θq,p(Ω): div u = 0, u|∂Ω = 0}, 1 < p, q <∞,
1
2q
< θ < 1,(1.3)
and
[Lq,σ(Ω), D(Aq)]θ = {u ∈ H2θq (Ω): div u = 0, u|∂Ω = 0}, 1 < q <∞,
1
2q
< θ < 1.
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1.2.3 Solvability of the generalized Stokes equation on fixed domains
One aim of this work is to bring generalized Newtonian fluids and viscoelastic fluids together. Bothe
and Pru¨ß [BP07] proved the local-in-time existence of a unique strong solution of the generalized
Navier-Stokes equation. A basic tool in their proof is the unique solvability of the associated
linearization, the so-called generalized Stokes problem as well as estimates of the solution. We
introduce the generalized Stokes problem and recall their result.
Let n ∈ N, n ≥ 2, n + 2 < p < ∞, α ∈ C1,1([0,∞)), and Ω ⊂ Rn be a domain with a
compact C2,1-boundary, such that the boundary ∂Ω = ΓD ∪ ΓS ∪ ΓN decomposes in three disjoint
subsets ΓD, ΓS , and ΓN , which are open and closed in ∂Ω. The outer normal on the boundary is
denoted by ν. In the generalized Navier-Stokes equation, the divergence of the extra part of the
stress S = α(|Eu|2)Eu appears (see (0.1) and (0.3)). We compute this divergence to the result
(DivS)j = (Div 2α(|Eu|2)Eu)j
=
n∑
l=1
∂l(2α(|Eu|2)(Eu)j,l)
=
n∑
l=1
2α(|Eu|2)(∂lEu)j,l + 4α′(|Eu|2)(Eu : ∂lEu)(Eu)j,l
=
n∑
l=1
α(|Eu|2)(∂2l uj + ∂l∂jul) +
n∑
k,l,m=1
2α′(|Eu|2)(Eu)k,m(Eu)j,l(∂l∂kum + ∂l∂muk)
=
n∑
l=1
α(|Eu|2)(∂2l uj + ∂l∂jul) +
n∑
k,l,m=1
4α′(|Eu|2)(Eu)k,m(Eu)j,l∂l∂muk
=
n∑
k,l,m=1
Al,mj,k (Eu)∂l∂muk, u ∈ H2p (Ω), j = 1, . . . , n,
where we used Eu = 12(∇u+ (∇u)T ) and the definition of the coefficients
Al,mj,k (Eu) := α(|Eu|2)(δl,mδj,k + δj,mδk,l) + 4α′(|Eu|2)(Eu)j,l(Eu)k,m, j, k, l,m = 1, . . . , n.
This motivates the definition of the quasilinear second order operator
A(Eu∗)u := −
( n∑
k,l,m=1
Al,mj,k (Eu∗)∂l∂muk
)
j=1,...,n
, u, u∗ ∈ H2p (Ω).
It is worth pointing out, that
A(Eu)u = −Div 2α(|Eu|2)Eu and A(0)u = −α(0)∆u− α(0)∇ div u, u ∈ H2p (Ω).(1.4)
Let from now on u∗ ∈ H2p (Ω). We define additionally two boundary operators; the Neumann
boundary operator
BN (Eu∗)(u, pi) :=
( n∑
k,l,m=1
Al,mj,k (Eu∗)νl∂muk
)
j=1,...,n
− piν, u ∈ H2p (Ω), pi ∈W 1−
1
p (ΓN ),
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and the perfect slip boundary operator
BS(Eu∗)u :=
[( n∑
k,l,m
Al,mj,k (Eu∗)νl∂muk
)
j=1,...,n
]
tan
, u ∈ H2p (Ω).
A different representation of the boundary operators will be used in Chapter 2 and Chapter 4. To
obtain this representation, we compute the sum appearing in both boundary conditions, inserting
the explicit representation of Al,mj,k (Eu∗). Using Eu∗ = (Eu∗)T , we compute( n∑
k,l,m=1
Al,mj,k (Eu∗)νl∂muk
)
j=1,...,n
=
( n∑
k,l,m=1
(
α(|Eu∗|2)(δl,mδj,k + δj,mδk,l) + 4α′(|Eu∗|2)(Eu∗)j,l(Eu∗)k,m
)
νl∂muk
)
j=1,...,n
=
( n∑
l=1
2α(|Eu∗|2)(Eu)j,lνl + 4α′(|Eu∗|2)(Eu∗ : Eu)(Eu∗)j,lνl
)
j=1,...,n
= 2α(|Eu∗|2)Euν + 4α′(|Eu∗|2)(Eu∗ : Eu)Eu∗ν, u ∈ H2p (Ω).
Hence, the Neumann boundary operator can be written in the form
(1.5) BN (Eu∗)(u, pi) = 2α(|Eu∗|2)Euν + 4α′(|Eu∗|2)(Eu∗ : Eu)Eu∗ν − piν,
u ∈ H2p (Ω), pi ∈W 1−
1
p (ΓN ),
and the prefect slip boundary operator reads
BS(Eu∗)u = 2α(|Eu∗|2)[Euν]tan + 4α′(|Eu∗|2)(Eu∗ : Eu)[Eu∗ν]tan, u ∈ H2p (Ω).(1.6)
It is worth pointing out, that in the case that α = α0 is constant, we in particular deduce that
BN (Eu∗)(u, pi) = BN (0)(u, pi) = 2α0Euν − piν and BS(Eu∗)u = BS(0)u = 2α0[Euν]tan.(1.7)
We consider the generalized Stokes system
∂tu+A(Eu∗)u+∇pi = f in (0, T0)× Ω,
div u = fd in (0, T0)× Ω,
u = hD on (0, T0)× ΓD,
(u · ν,BS(Eu∗)u) = (hS,1, [hS,2]tan) on (0, T0)× ΓS ,
BN (Eu∗)(u, pi) = hN on (0, T0)× ΓN ,
u(0) = u0 in Ω.
(1.8)
To motivate a natural compatibility condition of the right-hand sides of (1.8), we test the divergence
free condition with ϕ ∈ 0H1p′,ΓN (Ω), where 1 < p′ <∞ with 1p + 1p′ = 1, to the result∫
Ω
(div u)ϕ = −
∫
Ω
u · ∇ϕ+
∫
∂Ω
u · νϕ = −
∫
Ω
u · ∇ϕ+
∫
ΓD∪ΓS
u · νϕ.
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Using div u = fd in Ω, u = hD on ΓD, and u · ν = hS,1 on ΓS , it follows that
−
∫
Ω
u · ∇ϕ =
∫
Ω
fdϕ−
∫
ΓD∪ΓS
(hD · νχΓD + hS,1χΓS )ϕ.(1.9)
Defining the functional
Ffd,hϕ :=
∫
Ω
fdϕ−
∫
ΓD∪ΓS
hϕ, ϕ ∈ 0Ĥ1p′,ΓN (Ω),(1.10)
equation (1.9) reads
Ffd,hνϕ = −
∫
Ω
u · ∇ϕ,
where h := hD · νχΓD + hS,1χΓS . Differentiating with respect to t, we obtain
d
dt
(Ffd,hνϕ) = −
∫
Ω
(∂tu) · ∇ϕ.
If u ∈ H1p (0, T ;Lp(Ω)), we conclude that Ffd,hν ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω)). We write, following the
convention of Bothe and Pru¨ß [BP07, Section 4], the abbreviation (fd, hν) ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω))
for Ffd,hν ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω)) and fd ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω)) for (fd, 0) ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω)).
Proposition 1.8. Fix n ∈ N, n ≥ 2, 0 < T < T0, and n + 2 < p < ∞. Let α ∈ C1,1([0,∞)) and
Ω ⊂ Rn be a domain with a compact boundary ∂Ω of class C2,1, the half space Ω = Rn+, or the whole
space Rn. Assume that the boundary ∂Ω = ΓD∪ΓS∪ΓN decomposes in disjoint subsets ΓD,ΓS, and
ΓN , where ΓD,ΓS ,ΓN are open and closed in ∂Ω. Fix u∗ ∈ H1p (0, T0;Lp(Ω)) ∩ Lp(0, T0;H2p (Ω)).
For each
• u0 ∈W
2− 2
p
p (Ω),
• f ∈ Lp(0, T ;Lp(Ω)),
• fd ∈ Lp(0, T ;H1p (Ω)),
• (fd, h) ∈ H1p (0, T ; 0Ĥ−1p,ΓN (Ω)), where h = hD · νχΓD + hS,1χΓS with div u0 = fd(0) in Ω,
• hD ∈W
1− 1
2p
p (0, T ;Lp(ΓD)) ∩ Lp(0, T ;W
2− 1
p
p (ΓD)) with u0 = hD(0) on ΓD,
• hS,1 ∈W
1− 1
2p
p (0, T ;Lp(ΓS)) ∩ Lp(0, T ;W
2− 1
p
p (ΓS)) with u0 · ν = hS,1(0) on ΓS and
hS,2 ∈W
1
2
− 1
2p
p (0, T ;Lp(ΓS)) ∩ Lp(0, T ;W
1− 1
p
p (ΓS)) with BS(Eu∗(0))u0 = hS,2 on ΓS,
• hN ∈W
1
2
− 1
2p
p (0, T ;Lp(ΓN )) ∩ Lp(0, T ;W
1− 1
p
p (ΓN )) with BS(Eu∗(0))u0 = hN,tan on ΓN ,
there exists a unique strong solution (u, pi) of (1.8) on (0, T ) in the regularity class
• u ∈ H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω)),
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• pi ∈ Lp(0, T ; Ĥ1p (Ω)) with γΓNpi ∈W
1
2
− 1
2p
p (0, T ;Lp(ΓN )) ∩ Lp(0, T ;W
1− 1
p
p (ΓN )).
Further, the solution depends continuously on the data, in the sense that there exists a constant CT ,
which depends on T and is independent of the data, such that
‖u‖H1p(0,T ;Lp(Ω))∩Lp(0,T ;H2p(Ω)) + ‖pi‖Lp(0,T ;Ĥ1p(Ω)) + ‖pi‖W 12− 12pp (0,T ;Lp(ΓN ))∩Lp(0,T ;W 1−
1
p
p (ΓN ))
≤ CT
(
‖u0‖
W
2− 2p
p (Ω)
+ ‖f‖T,Ω,p,p + ‖fd‖Lp(0,T ;H1p(Ω)) + ‖(fd, h)‖H1p(0,T ;Ĥ−1p,ΓN (Ω))
+ ‖hD‖
W
1− 12p
p (0,T ;Lp(ΓD))∩Lp(0,T ;W
2− 1p
p (ΓD))
+ ‖hS,1‖
W
1− 12p
p (0,T ;Lp(ΓS))∩Lp(0,T ;W
2− 1p
p (ΓS))
+ ‖hS,2‖
W
1
2− 12p
p (0,T ;Lp(ΓS))∩Lp(0,T ;W
1− 1p
p (ΓS))
+ ‖hN‖
W
1
2− 12p
p (0,T ;Lp(ΓS))∩Lp(0,T ;W
1− 1p
p (ΓS))
)
.
In the case u0 = 0 the constant CT can be chosen independent of T , 0 < T < T0.
This was proved by Bothe and Pru¨ß [BP07, Theorem 4.1 and Section 9], considering even more
general operators A.
1.2.4 Solvability of the linearisation of a two phase Navier-Stokes equation with
surface tension and gravity
This subsection is relevant for Chapter 3, where we analyse a generalized Newtonian two-phase
flow problem with surface tension and gravity. To solve the nonlinear problem, we use the Han-
zawa transformation to transform the problem onto a fixed domain. We introduce Pru¨ß and Si-
monett’s [PS11, Theorem 3.1] solvability result of the associated linearisation of the transformed
problem. This result is used in Chapter 3 to solve the nonlinear problem.
Let n ∈ N, n ≥ 2, α±, ρ±, σ, γa > 0, and set
(α, ρ) = (α+, ρ+)χRn+ + (α−, ρ−)χRn− .
We recall the definition R˙n = {x = (x′, xn) ∈ Rn : xn 6= 0}. The jump of a quantity f is denoted
by JfK = γ+f − γ−f , where γ± denotes the upper and lower trace γRn±f respectively. The system
under consideration reads
ρ∂tu− α∆u+∇pi = f in (0, T0)× R˙n,
div u = fd in (0, T0)× R˙n,JuK = 0 on (0, T0)× Rn−1,
−Jα∂nu′K− Jα∇′unK = h′u on (0, T0)× Rn−1,
−2Jα∂nunK+ JpiK− JρKγah− σ∆′h = hu,n on (0, T0)× Rn−1,
∂th− un = hh on (0, T0)× Rn−1,
u(0) = u0 in R˙n,
h(0) = h0 on Rn−1.
(1.11)
The solvability of (1.11) is established by the next proposition.
Proposition 1.9. Fix n ∈ N, n ≥ 2, T0, ρ±, α±, γa, and σ > 0. For each
• u0 ∈W
2− 2
p
p (R˙n) with Ju0K = 0 on Rn−1,
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• h0 ∈W
3− 2
p
p (Rn−1),
• f ∈ Lp(0, T0;Lp(Rn)),
• fd ∈ H1p (0, T0; Ĥ−1p (Rn)) ∩ Lp(0, T0;H1p (R˙n)) with fd(0) = div u0,
• hu = (h′u, hu,n) ∈W
1
2
− 1
2p
p (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W
1− 1
p
p (Rn−1)) with
h′u(0) = −Jα∂nu′0K− Jα∇′u0,nK,
• hh ∈W
1− 1
2p
p (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W
2− 1
p
p (Rn−1)),
there exists a unique strong solution (u, pi, h) of (1.11) on (0, T0) in the regularity class
• u ∈ H1p (0, T0;Lp(Rn)) ∩ Lp(0, T0;H2p (R˙n) ∩H1p (Rn)),
• pi ∈ Lp(0, T0; Ĥ1p (R˙n)),
• JpiK ∈W 12− 12pp (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W 1− 1pp (Rn−1)),
• h ∈W 2−
1
2p
p (0, T0;Lp(Rn−1)) ∩H1p (0, T0;W
2− 1
p
p (Rn−1)) ∩ Lp(0, T0;W
3− 1
p
p (Rn−1)).
The solution depends continuously on the data, in the sense that there exists a constant CT0, which
is independent of the data, with
‖u‖H1p(0,T0;Lp(Rn))∩Lp(0,T0;H2p(R˙n)) + ‖pi‖Lp(0,T0;Ĥ1p(R˙n))
+ ‖JpiK‖
W
1
2− 12p
p (0,T0;Lp(Rn−1))∩Lp(0,T0;W
1− 1p
p (Rn−1))
+ ‖h‖
W
2− 12p
p (0,T0;Lp(Rn−1))∩H1p(0,T0;W
2− 1p
p (Rn−1))∩Lp(0,T0;W
3− 1p
p (Rn−1))
≤ CT0
(
‖u0‖
W
2− 2p
p (R˙n)
+ ‖h0‖
W
3− 2p
p (Rn−1)
+ ‖f‖T0,Rn,p,p + ‖fd‖H1p(0,T0;Ĥ−1p (Rn))∩Lp(0,T0;H1p(R˙n))
+ ‖hu‖
W
1
2− 12p
p (0,T0;Lp(Rn−1))∩Lp(0,T0;W
1− 1p
p (Rn−1))
+ ‖hh‖
W
1− 12p
p (0,T0;Lp(Rn−1))∩Lp(0,T0;W
2− 1p
p (Rn−1))
)
.
For a proof, we refer the reader to Pru¨ß and Simonett [PS11, Theorem 3.1].
1.2.5 Transport equation
The last linear equation analysed in the preliminaries is a transport equation. In viscoelastic fluids,
a transport equation describes the evolution of the elastic part of the stress. The solvability result
of the transport equation plays an important role in Chapter 2. Let n ∈ N, n ≥ 2, and let Ω ⊂ Rn
be a domain with a uniform C2-boundary. The outer normal is denoted by ν. For a given velocity
field u, a given right-hand side g, and a given initial value τ0, we consider{
∂tτ + u.∇τ = g in (0, T )× Ω,
τ(0) = τ0 in Ω.
(1.12)
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The aim is to prove the existence of a unique solution τ of (1.12) as well as a-priori estimates.
The transport equation (1.12) is studied intensively in the literature. For a deeper discussion,
we refer the reader to Beira˜o da Veiga [BdV88], DiPerna and Lions [DL89], as well as Novotny´
[Nov96].
We give a proof of the following proposition. The result and the proof are standard, but to the
author’s best knowledge this result cannot be found in the literature.
Proposition 1.10. Fix n ∈ N, n ≥ 2, 1 < p < ∞, n < q < ∞, 1 < r ≤ ∞, and 0 < T < T0.
Let Ω ⊂ Rn be a domain with a uniform C2-boundary.
(a) For each
• τ0 ∈ H1q (Ω),
• u ∈ Lp(0, T ;H2q (Ω)) ∩ Lr(0, T ;L∞(Ω)) with u · ν = 0 on ∂Ω,
• g ∈ L1(0, T ;H1q (Ω)) ∩ Lr(0, T ;Lq(Ω)),
there exists a unique strong solution τ of (1.12) in the regularity class
• τ ∈ L∞(0, T ;H1q (Ω)) ∩ Ŵ 1r (0, T ;Lq(Ω)).
Moreover, there exists a constant C
(1)
Tra, which is independent of the data and T , 0 < T < T0,
such that the estimates
‖τ‖L∞(0,T ;H1q (Ω)) ≤ C
(1)
Tra
(‖τ0‖H1q (Ω) + ‖g‖L1(0,T ;H1p(Ω)))eC(1)TraT p−1p ‖u‖Lp(0,T ;H2q (Ω)) ,
‖∂tτ‖T,Ω,r,q ≤ ‖g‖T,Ω,r,q + ‖u‖T,Ω,r,∞‖τ‖L∞(0,T ;H1q (Ω))
hold.
(b) Let τ ∈ L∞(0, T ;H1q (Ω)) ∩ Ŵ 1r (0, T ;Lq(Ω)) be a solution of (1.12), which corresponds to the
data
• τ0 ∈ H1q (Ω),
• u ∈ Lp(0, T ;H2q (Ω)) with u · ν = 0 on ∂Ω,
• g ∈ L1(0, T ;Lq(Ω)).
Then, there exists a constant C
(2)
Tra, which is independent of the data and T , 0 < T < T0, such
that the estimate
‖τ‖T,Ω,∞,q ≤
(‖τ0‖Ω,q + ‖g‖T,Ω,1,q)eC(2)TraT p−1p ‖ div u‖Lp(0,T ;H1q (Ω)) .
holds.
We give a proof in Appendix A.
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1.3 Fixed point arguments
In this work, we apply three different fixed point arguments to solve nonlinear problems. These
are summarized in this section. The first proposition is Schauder’s fixed point theorem, the second
is the contraction mapping principle, and the third is a modification of the contraction mapping
principle, which turns out to be useful in the analysis of viscoelastic fluid models.
Proposition 1.11 (Schauder’s fixed point theorem). Let X be a Banach spaces and K ⊂ X be a
non-empty, compact, and convex subset of X. Every continuous map Φ: K → K admits at least
one fixed point.
If (K, d) is a metric space, we call a map Φ: K → K a contraction mapping, if there exists a
constant δ < 1, such that
d(Φ(x),Φ(y)) < δd(x, y), x, y ∈ K
holds.
Proposition 1.12 (Contraction mapping principle). Let (K, d) be a non-empty, complete metric
space. Every contraction mapping Φ: K → K admits one and only one fixed point.
Proposition 1.13. Fix two Banach spaces X,Xw with X ↪→ Xw and δ < 1. Let either X be
reflexive or let X admit a separable pre-dual and let K ⊂ X be non-empty, convex, closed, and
bounded subset of X. Every map Φ: X → X with Φ(K) ⊂ K and
‖Φ(x)− Φ(y)‖Xw ≤ δ‖x− y‖Xw , x, y ∈ K
admits one and only one fixed point in K.
For a proof of this variant of the contraction mapping principle, we refer the reader to Kremel
and Pokorny´ [KP09, Lemma 2.5].
1.4 Function spaces, embedding and trace theorems, and Nemyt-
skij operators
In this section, we introduce some function spaces, embedding properties of these spaces and we
consider Nemytskij operators on these spaces. These results are used frequently in the following
chapters.
Fix T > 0, n ∈ N, and n ≥ 2. Let Ω ⊂ Rn be a domain with a uniform C2-boundary and
let Γ ⊂ ∂Ω an open and closed subset of the boundary ∂Ω. We define the solution space for the
velocity field
Ep,qu (T,Ω) := H1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H2q (Ω)), 1 < p, q <∞.
The gradient of function u ∈ Ep,qu (T,Ω) belongs to the space
Ep,q,wu (T,Ω) := H
1
2
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H1q (Ω)), 1 < p, q <∞.
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In the case of inhomogeneous boundary conditions, we consider the case p = q. We set
Eu(T,Ω) := Ep,pu (T,Ω), 1 < p <∞,
Ewu (T,Ω) := E
p,p,w
u (T,Ω), 1 < p <∞.
Moreover, we define the solution space for the height function h, which appears in (1.11) (see
Theorem 1.9), i.e.
Eh(T,Rn−1) := W
2− 1
2p
p (0, T ;Lp(Rn−1)) ∩H1p (0, T ;W
2− 1
p
p (Rn−1)) ∩ Lp(0, T ;W
3− 1
p
p (Rn−1)).
Investigating inhomogeneous boundary conditions, we consider the Dirichlet trace γΓu and the
Neumann trace γΓ∇u of a function u ∈ Eu(T,Ω). For this purpose, we define
Hh(T,Γ) := W
1− 1
2p
p (0, T ;Lp(Γ)) ∩ Lp(0, T ;W
2− 1
p
p (Γ)), 1 < p <∞,
Hu(T,Γ) := W
1
2
− 1
2p
p (0, T ;Lp(Γ)) ∩ Lp(0, T ;W
1− 1
p
p (Γ)), 1 < p <∞.
If the boundary of the domain Ω is compact or Ω = Rn+ is a half space, it is know that γΓu ∈ Hh(T,Γ)
and γΓ∇u ∈ Hu(T,Γ) (see Proposition 1.15).
Furthermore, considering a shear-rate dependent viscosity, terms of the form α(|γΓEu|2) appear
on the boundary. In general α(|γΓEu|2) /∈ Hu(T,Γ) for u ∈ Eu(T,Ω). To treat this term, we
introduce the auxiliary space
H∞u (T,Γ) := {u ∈ BUC([0, T ], BUC(Γ)) : ‖u‖H∞u (T,Γ) = ‖u‖T,Γ,∞,∞ + [u]Hu(T,Γ) <∞},
1 < p <∞,
with
[u]Hu(T,Γ) :=
(∫ T
0
∫ T
0
‖u(t)− u(s)‖pp,Γ
|t− s| 12 + p2
dsdt
) 1
p
+
(∫ T
0
∫
Γ
∫
Γ
|u(t, x)− u(t, y)|p
|x− y|n−2+p dxdydt
) 1
p
=
(∫
Γ
[u(·, x)]p
W
1
2− 12p
p (0,T )
dx
) 1
p
+
(∫ T
0
[u(t, ·)]p
W
1− 1p
p (Γ)
dt
) 1
p
,
(1.13)
where we applied Tonelli’s theorem. If the boundary of the domain Ω is compact or Ω = Rn+ is a
half space, we are able to show that α(|γΓEu|2) ∈ H∞u (T,Γ) for u ∈ Eu(T,Ω), provided p > n + 2
(see Proposition 1.17). Moreover we have the embedding Hu(T,Γ) ↪→ H∞u (T,Γ), if p > n + 2 (see
Proposition 1.14).
Furthermore, we define the spaces with vanishing initial value, i.e. for
X ∈ {Ep,qu (T,Ω),Ep,q,wu (T,Ω),Eu(T,Ω),Ewu (T,Ω),Eh(T,Γ),Hh(T,Γ),Hu(T,Γ)},
we set, if the time trace exists,
0X = {x ∈ X : x(0)}.
The next proposition summarizes embedding theorems.
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Proposition 1.14 (on embedding theorems). Fix n ∈ N, n ≥ 2, 1 < p, q < ∞, and 0 < T < T0.
Let Ω ⊂ Rn be a domain with a uniform C2-boundary and let Γ ⊂ ∂Ω be an open and compact
subset of the boundary. Then
Ep,qu (T,Ω) ↪→ L3p(0, T ;L3q(Ω)) ∩ L 3p
2
(0, T ;H13q
2
(Ω)), 1 < p <∞, n < q <∞,
and
Ep,qu (T,Ω) ↪→ BUC([0, T ], BUC1(Ω)) ∩BUC([0, T ], H1q (Ω)), 1p + n2q < 12 ,
Ep,q,wu (T,Ω) ↪→ BUC([0, T ], BUC(Ω)) ∩BUC([0, T ], Lq(Ω)), 1p + n2q < 12 ,
as well as
Hu(T,Γ) ↪→ BUC([0, T ], BUC(Γ)), n+ 2 < p <∞.
In addition, the embedding constants can be chosen uniformly in T , 0 < T < T0, provided that the
functions vanish at t = 0. Further, the embedding
Ep,q,wu (T,Ω) ↪→ L 3p
2
(0, T ;L 3q
2
(Ω)), 1 < p <∞, n < q <∞,
holds, and the embedding constant can be chosen uniformly in T , 0 < T < T0, provided that p 6= 2
and, if the time trace exists, the functions vanish at t = 0. Moreover,
Eh(T0,Rn−1) ↪→ BUC1([0, T0], BUC1(Rn−1)) ∩BUC([0, T0], BUC2(Rn−1)), n+ 2 < p <∞.
Proof. For a proof of the first embedding, i.e.
Ep,qu (T,Ω) ↪→ L3p(0, T ;L3q(Ω)) ∩ L 3p
2
(0, T ;H13q
2
(Ω)), 1 < p <∞, n < q <∞,
as well as the estimate
‖u‖L3p(0,T ;L3q(Ω))∩L 3p
2
(0,T ;H13q
2
(Ω)) ≤ C‖u‖0Ep,qu (T,Ω), u ∈ 0Ep,qu (T,Ω), 0 < T < T0,
we refer to Dintelmann, Geissert, and Hieber [DGH09, Lemma 4.2]. Using similar arguments, we
prove the embeddings
Ep,q,wu (T,Ω) ↪→ L 3p
2
(0, T ;L 3q
2
(Ω)), 1 < p <∞, n < q <∞,
Ep,qu (T,Ω) ↪→ BUC([0, T ], BUC1(Ω)) ∩BUC([0, T ], H1q (Ω)), 1p + n2q < 12 ,
Ep,q,wu (T,Ω) ↪→ BUC([0, T ], BUC(Ω)) ∩BUC([0, T ], Lq(Ω)), 1p + n2q < 12 :
(1.14)
Due to Adams and Fournier [AF03, Theorem 5.24], there exists a total extension operator for Ω.
Therefore, we obtain
Ep,q,wu (T,Ω) ↪→ H
α
2
p (0, T ;H1−αq (Ω)), α ∈ (0, 1),
Ep,qu (T,Ω) ↪→ Hαp (0, T ;H2−2αq (Ω)), α ∈ (0, 1),
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by the mixed derivative theorem (see Sobolevskii [Sob75]) and hence, we deduce that
H
α
2
p (0, T ;H1−αq (Ω)) ↪→ L 3p
2
(0, T ;L 3q
2
(Ω)), 23p < α < 1− n3q ,
H
α
2
p (0, T ;H1−αq (Ω)) ↪→ BUC([0, T ];BUC(Ω)), 2p < α < 1− nq ,
Hαp (0, T ;H
2−2α
q (Ω)) ↪→ BUC([0, T ];BUC1(Ω)), 1p < α < 12 − n2q ,
by Sobolev’s embedding theorem. This shows the embeddings (1.14). Next, we show that the
embedding constant can be chosen independent of T , 0 < T < T0, provided the initial values
vanish. This is shown exemplary for the embedding 0Ep,qu (T,Ω) ↪→ BUC([0, T ];BUC1(Ω)). Let
1 < p, q <∞ with 1p + n2q < 12 , 0 < T < T0, and u ∈ 0Ep,qu (T,Ω). We define
u¯(t) =
{
0 t ∈ (0, T0 − T ]
u(t+ T − T0) t ∈ (T0 − T, T0)
, t ∈ (0, T0).
By construction, it follows that u¯ ∈ Eu(T0,Ω) and hence, we have u¯ ∈ BUC([0, T0];BUC1(Ω)).
Furthermore, we deduce that
‖u‖BUC([0,T ];BUC1(Ω)) = ‖u¯‖BUC([0,T0];BUC1(Ω)) ≤ C‖u¯‖Ep,qu (T0,Ω) = C‖u‖Ep,qu (T,Ω).
With the same argumentation, we infer for the admissble values of p and q the estimates
‖u‖L 3p
2
(0,T ;L 3q
2
(Ω)) ≤ C‖u‖0Ep,q,wu (T,Ω), u ∈ 0Ep,q,wu (T,Ω), 0 < T < T0,
‖u‖BUC([0,T ];BUC(Ω)) ≤ C‖u‖0Ep,q,wu (T,Ω), u ∈ 0Ep,q,wu (T,Ω), 0 < T < T0.
Pru¨ß and Simonett [PS11, Proposition 5.1 (b) and (d)] proved the embeddings
Hu(T,Rn−1) ↪→ BUC([0, T ], BUC(Rn−1)), n+ 2 < p <∞,(1.15)
and
Eh(T0,Rn−1) ↪→ BUC1([0, T0], BUC1(Rn−1)) ∩BUC([0, T0], BUC2(Rn−1)), n+ 2 < p <∞,
as well as the fact, that the embedding constants in (1.15) can be chosen uniformly in T , 0 < T < T0,
provided the functions vanish at t = 0. Parameterizing the manifold Γ, we obtain the embedding
Hu(T,Γ) ↪→ BUC([0, T ], BUC(Γ)), n+ 2 < p <∞,
and
‖h‖BUC([0,T ],BUC(Γ)) ≤ C‖h‖0Hu(T,Γ), h ∈ 0Hu(T,Γ), 0 < T < T0,
by the same arguments.
Trace and extension theorems are summarized in the following proposition.
Proposition 1.15 (on trace and extension operators). Fix n ∈ N, n ≥ 2, 0 < T < T0, and
n + 2 < p < ∞. Let Ω ⊂ Rn be a domain with a compact C2-boundary, or the half space Ω = Rn+
and let Γ ⊂ ∂Ω be an open and closed subset of the boundary ∂Ω.
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(a) The trace operators
γΓ : Eu(T,Ω)→ Hh(T,Γ), γΓ∇ : Eu(T,Ω)→ Hu(T,Γ), and γΓ : Ewu (T,Ω)→ Hu(T,Γ)
are continuous. In addition, the operator norm is uniformly bounded in T , 0 < T < T0,
provided that the functions vanish at t = 0.
(b) There exist continuous extension operators
Et : W
1− 3
p
p (Γ) → Hu(T0,Γ),
Et : W
2− 3
p
p (Γ) → Hh(T0,Γ).
Proof. If the boundary of the domain Ω is compact, the first two embeddings of assertion (a) is
a special case of Ladyzhenskaya, Solonnikov, and Ural’tseva [LSU68, Lemma 3.4] as well as Wei-
demaier [Wei94, Theorem 1], where also mixed Lp-norms are considered and the third embedding
is a special case of Meyries and Schnaubelt [MS12, Theorem 4.5], where also Sobolev spaces with
weights are investigated. Denk, Hieber, and Pru¨ß [DHP07, Lemma 3.5] proved
γΓ : Eu(T,Rn+)→ Hh(T,Rn−1) and γΓ : Ewu (T,Rn+)→ Hu(T,Rn−1).
Due to the mixed derivative theorem (see [Sol77b]), the map ∇ : Eu(T,Rn+) → Ewu (T,Rn+) is con-
tinuous and hence
γΓ∇ : Eu(T,Rn+)→ Hu(T,Rn−1)
is continuous.
Next, we show that we can choose the embedding constant of γΓ : 0Eu(T,Ω) → 0Hu(T,Γ)
independent of T , 0 < T < T0. Let u ∈ 0Eu(T,Ω) and we define
u¯(t) =
{
0 t ∈ (0, T0 − T ]
u(t+ T − T0) t ∈ (T0 − T, T0)
, t ∈ (0, T0).
Then, u¯ ∈ Eu(T0,Ω) and we have ‖γΓu¯‖Hu(T0,Γ) ≤ C‖u¯‖Eu(T0,Ω). By the construction of u¯, this
implies
‖γΓu‖Hu(T,Γ) = ‖γΓu¯‖Hu(T0,Γ) ≤ C‖u¯‖Eu(T0,Ω) = C‖u‖Eu(T,Ω).
By the same arguments, it follows that
‖γΓ∇u‖0Hu(T,Γ) ≤ C‖u‖0Eu(T,Ω), u ∈ 0Eu(T,Ω), 0 < T < T0,
‖γΓu‖0Hu(T,Γ) ≤ C‖u‖0Ewu (T,Ω), u ∈ 0Ewu (T,Ω), 0 < T < T0.
Denk, Saal, and Seiler [DSS08, Theorem 4.5] proved the existence of a continuous extension
operator
Et : W
1− 3
p
p (Rn−1) → Hu(T0,Rn−1),
Et : W
2− 3
p
p (Rn−1) → Hh(T0,Rn−1).
Parameterizing the manifold Γ, the result carries over to the general case.
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Results on pointwise multiplications are summarized in the next proposition.
Proposition 1.16 (on pointwise multiplications). Fix n ∈ N, n ≥ 2, 0 < T < T0, and let
n + 2 < p < ∞. Let Ω ⊂ Rn be a uniform C2-domain and Γ ⊂ ∂Ω be an open and closed
subset of the boundary. Then, W
1− 3
p
p (Γ), W
1− 1
p
p (Γ), Hu(T,Γ), H∞u (T,Γ), and Hh(T0,Rn−1) are
multiplication algebras. Furthermore,
Hu(T,Γ) ·H∞u (T,Γ) ↪→ Hu(T,Γ).
Moreover, there exists a constant C uniformly in T , 0 < T < T0, such that
‖fg‖H∞u (T,Γ) ≤ C‖f‖H∞u (T,Γ)‖g‖H∞u (T,Γ), f, g ∈ H∞u (T,Γ),
‖fg‖
0Hu(T,Γ) ≤ C‖f‖H∞u (T,Γ)‖g‖0Hu(T,Γ), f ∈ H∞u (T,Γ), g ∈ 0Hu(T,Γ),
‖fg‖
0Hu(T,Γ) ≤ C‖f‖0Hu(T,Γ)‖g‖0Hu(T,Γ), f, g ∈ 0Hu(T,Γ).
Proof. Let 0 < T < T0 and n + 2 < p < ∞. Due to Pru¨ß and Simonett [PS10, Lemma 6.1],
Hu(T,Rn−1) and Hh(T,Rn−1) are multiplication algebras and due to Runst and Sickel [RS96,
4.6.4 Theorem 1], W
1− 3
p (Rn−1) and W 1−
1
p (Rn−1) are multiplication algebras. We apply the same
methods to prove the proposition in the case Γ 6= Rn−1.
First, we assume that (G,m) ∈ {(Γ, n − 1), ((0, T ), 1)}, 0 < s < 1, and f˜ , g˜ ∈ Ŵ sp (G). We
compute
[f˜ · g˜]W sp (G) =
(∫
G
∫
G
|(f˜ g˜)(x)− (f˜ g˜)(y)|p
|x− y|m+sp dxdy
) 1
p
=
(∫
G
∫
G
|(f˜(x)(g˜(x)− g˜(y)) + (f˜(x)− f˜(y))g˜(y)|p
|x− y|m+sp dxdy
) 1
p
≤ ‖f˜‖G,∞[g˜]W sp (G) + [f˜ ]W sp (G)‖g˜‖G,∞.
(1.16)
By the embeddings W
1− 3
p
p (Γ) ↪→ L∞(Γ) and W
1− 1
p
p (Γ) ↪→ L∞(Γ), we infer the algebra property of
W
1− 3
p
p (Γ) and W
1− 1
p
p (Γ).
Let from now on f, g ∈ H∞u (T,Γ). Applying (1.13) and (1.16), it follows that
[f · g]Hu(T,Γ) =
(∫
Γ
[(f · g)(·, x)]p
W
1
2− 12p
p (0,T )
dx
) 1
p
+
(∫ T
0
[(f · g)(t, ·)]p
W
1− 1p
p (Γ)
dt
) 1
p
≤
(∫
Γ
(‖f(·, x)‖(0,T ),∞[g(·, x)]
W
1
2− 12p
p (0,T )
+ [f(·, x)]
W
1
2− 12p
p (0,T )
‖g(·, x)‖(0,T ),∞)pdx
) 1
p
+
(∫
Γ
(‖f(t, ·)‖Γ,∞[g(t, ·)]
W
1− 1p
p (Γ)
+ [f(t, ·)]
W
1− 1p
p (Γ)
‖g(t, ·)‖Γ,∞)pdt
) 1
p
≤ C(‖f‖T,Γ,∞,∞[g]Hu(T,Γ) + [f ]Hu(T,Γ)‖g‖T,Γ,∞,∞).
(1.17)
Combining the result of the previous calculation and the proposition on embedding theorems
(Proposition 1.14) yields the assertion.
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The next subject are the mapping properties of Nemytskij operators in the spaces introduced
above. For N ∈ N and Ψ: RN → R, we define the corresponding Nemytskij operator via
Ψ(f) := Ψ ◦ f, f : Ω→ RN .
Proposition 1.17 (on Nemytskij operators). Fix n,N ∈ N, n ≥ 2, n + 2 < p < ∞, 0 < T < T0,
and s ∈ {1− 3p , 1− 1p}. Let Ω ⊂ Rn be a domain with a compact C2-boundary, the half space Ω = Rn+,
or the whole space Ω = Rn, and let Γ ⊂ ∂Ω be an open and closed subset of the boundary ∂Ω.
(a) Let R0 > 0 and Ψ ∈ C1(RN ). There exists a constant C, such that for all 0 < T < T0 the
estimates
‖Ψ(f)‖H∞u (T,Γ) ≤ C f ∈ BH∞u (T,Γ)(0, R0),
‖Ψ(f)−Ψ(0)‖L∞(0,T ;H1p(Ω)) ≤ C f ∈ BL∞(0,T ;H1p(Ω))(0, R0)
hold.
(b) The Nemytskij operators
Ψ: W sp (Γ) → Ŵ sp (Γ) ∩ L∞(Γ), Ψ ∈ C3(RN ),
Ψ: Hu(T,Γ) → H∞u (T,Γ), Ψ ∈ C3(RN ),
Ψ: BUC([0, T ], BUC(Ω)) → BUC([0, T ], BUC(Ω)), Ψ ∈ C2(RN ),
Ψ: BUC([0, T ], BUC(R˙n)) → BUC([0, T ], BUC(R˙n)) Ψ ∈ C2(RN ),
Ψ: L∞(0, T ;H1p (Ω)) → L∞(0, T ;H1p (Ω)), Ψ ∈ C3(RN ), Ψ(0) = 0
are continuously Fre´chet differentiable. In each case, the Fre´chet derivative is the multiplica-
tion operator
DΨ(f)h = Ψ′(f)h, f, h ∈ X,
where X stands in each case for the corresponding Banach space
W sp (Ω),Hu(T,Γ), BUC([0, T ], BUC(Ω)), BUC([0, T ], BUC(R˙n)), or L∞(0, T ;H1p (Ω)).
We give a proof in Appendix B.
Remark 1.18. The order of differentiability of the function Ψ in the previous proposition is not
optimal, but sufficient for our purpose.
Proposition 1.19. Fix n,N ∈ N, n ≥ 2, 0 < T < T0, R0 > 0, n + 2 < p < ∞. Let Ω ⊂ Rn be a
domain with a compact C2-boundary, the half space Ω = Rn, or the whole space Ω = Rn, and let
Γ ⊂ ∂Ω be an open and closed subset of the boundary. Assume Ψ1,Ψ2 ∈ C3(RN ) and Ψ3 ∈ C3(R).
There exists a constant C, such that for all 0 < T < T0 the estimates
‖Ψ1(f)−Ψ1(g)‖L∞(0,T ;H1p(Ω)) ≤ C‖f − g‖L∞(0,T ;H1p(Ω)), f, g ∈ BL∞(0,T ;H1p(Ω))(0, R0),
and
‖Ψ2(f)−Ψ2(g)‖0Hu(T,Γ) ≤ C‖f − g‖0Hu(T,Γ),
f, g ∈ BHu(T,Γ)∩L∞(0,T ;L∞(Γ))(0, R0), f − g ∈ 0Hu(T,Γ),
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as well as
‖Ψ3(f)−Ψ3(g)−Ψ′3(g)(f − g)‖0Hu(T,Γ) ≤ C‖f − g‖20Hu(T,Γ),
f, g ∈ BHu(T,Γ)∩L∞(0,T ;L∞(Γ))(0, R0), f − g ∈ 0Hu(T,Γ)
hold.
We give a proof in Appendix B.
1.5 Useful inequalities
In Section 2.1 we use an energy argument to show the uniqueness of a solution. A crucial point is
Korn’s second inequality and Gronwall’s Lemma.
Proposition 1.20 (Korn’s second inequality). Let Ω be a bounded domain with a C1-boundary.
There exists a constant C > 0, such that
‖u‖H12 (Ω) ≤ C(‖∇u+ (∇u)
T ‖Ω,2 + ‖u‖Ω,2)
holds.
For a proof, we refer the reader to Nitsche [Nit81].
Proposition 1.21 (Gronwall’s Lemma). Let 0 < T < ∞, a ∈ L∞(0, T ), b ∈ C([0, T ]) monotone
increasing, and c ∈ L1(0, T ) with c > 0 almost everywhere. Assume that
a(t) ≤ b(t) +
∫ t
0
c(s)a(s)ds, almost everywhere in (0, T ).
Then
a(t) ≤ b(t)e
∫ t
0 c(s)ds, almost everywhere in (0, T ).
For a proof, we refer the reader to Emmrich [Emm04, Lemma 7.3.1].
Proposition 1.22 (Mean value theorem). Let X,Y be two Banach spaces and U ⊂ X be an open
subset. Assume that F : U → Y is Fre´chet differentiable, f, h ∈ X, and
I := {f + λh : 0 ≤ λ ≤ 1} ⊂ U.
Then
‖F (f + h)− F (f)‖X ≤ sup
z∈I
‖DF (z)‖L(X)‖h‖X .
For a proof, we refer the reader to Werner [Wer05, Theorem III.5.4].
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Chapter 2
Generalized viscoelastic fluids on
fixed domains
In this chapter, we analyse a mathematical model for an incompressible generalized viscoelastic
fluid on a fixed, not necessarily bounded domain Ω ⊂ Rn. We assume that the boundary of the
domain ∂Ω = ΓD ∪ ΓS decomposes into two disjoint subsets, ΓD and ΓS , which are open and
closed in ∂Ω. The outer normal is denoted by ν. The aim is to prove local-in-time solvability for
arbitrarily large initial data for the following system:
ρ(∂tu+ u.∇u)−Div 2α(|Eu|2)Eu+∇pi = Div µ(τ) + f in (0, T0)× Ω,
div u = 0 in (0, T0)× Ω,
∂tτ + u.∇τ = g(∇u, τ) in (0, T0)× Ω,
u = 0 on (0, T0)× ΓD,
(u · ν, [2α(|Eu|2)Euν + µ(τ)ν]tan) = 0 on (0, T0)× ΓS ,
u(0) = u0 in Ω,
τ(0) = τ0 in Ω.
(2.1)
This system will be described as follows: The unknowns of this system are the velocity field u,
the pressure pi, and the elastic part of the stress τ . The density of the fluid is denoted by the
constant ρ > 0, and the symmetric part of the velocity gradient by Eu = 12(∇u + ∇uT ). The
function α : [0,∞) → [0,∞) is a given viscosity function and the functions µ : Rn×n → Rn×n,
g : Rn×n × Rn×n → Rn×n are given, coupling the elastic part of the stress τ with the velocity
field u. The structure conditions
α(s) > 0, α(s) + 2sα′(s) > 0, s ≥ 0
and, if the domain Ω is unbounded,
g(0, 0) = 0
will play an important role in the analysis of the problem. We consider two kinds of boundary
conditions on the disjoint boundary parts ΓD and ΓS . On ΓD, we impose Dirichlet boundary
conditions and on ΓS , we prescribe perfect slip boundary conditions. Furthermore, two initial
values, u0 and τ0, satisfying the natural compatibility conditions
div u0 = 0 in Ω, u0 = 0 on ΓD, and (u0 · ν, [2α(|Eu0|2)Eu0ν + µ(τ0)ν]tan) = 0 on ΓS
(2.2)
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are given.
The first equation of (2.1) is the balance of momentum, assuming the stress tensor admits the
viscoelastic form
S(u, pi, τ) = 2α(|Eu|2)Eu− pi + µ(τ).
Since the density ρ is a constant, the second equation characterizes the incompressibility of the
fluid. The transport equation describes the evolution of the elastic part of the stress τ . We consider
two types of boundary conditions. On the Dirichlet part ΓD of the boundary, we require no slip
boundary conditions, i.e. u = 0 on (0, T0)×ΓS . On the second part of the boundary ΓS , we impose
perfect slip boundary conditions. On this boundary part, the normal part of the velocity u · ν and
the tangential part of the stress in normal direction [S(u, pi, τ)ν]tan have to vanish. It should be
noted, that the pressure does not appear in this boundary condition, since [piν]tan = 0.
Problem (2.1) is a generalized Navier-Stokes equation coupled with a transport equation. Since
the generalized Stokes equation is parabolic, and the transport equation hyperbolic, we investigate
a coupled parabolic-hyperbolic system. If ΓS 6= ∅, the problem couples not only via the equations
given on the domain Ω, but also via the boundary conditions. Even if α is constant the problem
is quasilinear, since the unknown velocity field appears in the transport equation in front of the
highest derivative of the elastic part of the stress τ .
Similar systems have been intensively studied in the literature. The special case of Oldroyd-B
fluids (see Bird, Armstrong and Hassager [BAH87] or Joseph [Jos90] for an overview on viscoelastic
fluid models), i.e. for ΓS = ∅, constant α > 0, and setting
µ(τ) = µτ and g(∇u, τ) = −βτ + γEu+ δ((∇u)T τ + τ∇u),(2.3)
with µ ∈ R, β ≥ 0, and γ, δ > 0 was investigated by Guillaupe´ and Saut [GS90] in the L2-setting
in bounded domains. They proved the existence of local-in-time strong solutions for large data, as
well as global solutions for small data, applying a Schauder fixed point argument. Their method
relies on a-priori estimates and compactness arguments.
Later, Ferna´ndez-Cara, Guille´n and Ortega [FCGO98] proved the existence of a unique strong
solution in an Lp-setting similar to our approach for the same model problem as Guillaupe´ and
Saut, also in a bounded domain. They rely on a Schauder fixed point argument as well.
The existence of global weak solutions for the Oldroyd-B model was investigated by Chemin
and Masmoudi [CM01]. They replaced the term (∇u)T τ + τ∇u by the term Wuτ − τWu, where
Wu = 12(∇u−∇uT ). Lin, Liu, and Zhang [LLZ05], Lei, Liu, and Zhou [LLZ07, LLZ08] as well as Lin
and Zhang [LZ08] proved the existence and uniqueness of the Oldroyd-B model, using L2-methods.
A more general system than Oldroyd-B, where in (2.3) the constant term γ is replaced by a shear-
rate dependent function γ(|Eu|2), was investigated, using a modified version of the contraction
mapping theorem (Proposition 1.13) in the steady L2-setting on bounded and exterior domains, by
Arada and Sequeira [AS03, AS05]. This model is called generalized Oldroyd-B.
Another generalization of the Oldroyd-B model is the so-called White-Metzner system, where
one takes constant α > 0, the linear relation µ(τ) = µτ , µ ∈ R, and
g(∇u, τ) = β(|Eu|2)τ + γ(|Eu|2)Eu+ δ((∇u)T τ + τ∇u)
for some functions β and γ. Strong well-posedness of this model in 2D was shown in the L2-setting
by Hakim [Hak94] and later also in 3D by Molinet and Talhouk [MT04] in the non-stationary case
in bounded domains.
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Also taking into account a nonlinear viscosity term and hence incorporating general shear-
thinning and shear-thickening effects, Agranovich and Sobolevskii [AS98] studied a viscoelastic
fluid model in the L2-setting on a bounded domain. However, they replaced in the transport
equation the frame-invariant objective derivative
Daτ
Dt = ∂tτ + u.∇τ − δ((∇u)
T τ + τ∇u)
by a partial derivative ∂t. This way, one can directly integrate the transport equation and insert
the resulting elastic stress into the fluid equation.
Finally, we would like to mention a work by Vorotnikov and Zvyagin [VZ04] who considered (2.1)
with Ω = Rn, n = 2, 3, and imposed certain assumptions on g. They proved global existence of
unique strong solutions in the L2-setting, provided that the initial values are sufficiently small and
g(0, 0) = 0. However, due to the L2-approach using a-priori estimates for a nonlinear system, they
impose strong regularity assumptions on the initial data, i.e. u0 ∈ H32 (Rn) and τ0 ∈ H32 (Rn).
First, we investigate (2.1) in the case that the domain Ω ⊂ Rn is bounded and the viscosity
function α satisfies the structure condition
α(s) > 0 and α(s) + 2sα′(s) > 0, s ≥ 0.(2.4)
The main result in this setting is the local-time existence of a unique strong Lp-solution, n + 2 <
p < ∞, for initial values u0 ∈ W 2−
2
p (Ω) and τ0 ∈ H1p (Ω), satisfying the natural compatibility
conditions (2.2) (see Theorem 2.1). We proceed the following way: We linearize the problem
and apply Schauder’s fixed point theorem to solve the nonlinear problem. To apply Schauder’s
fixed point theorem (Proposition 1.11), we rely on compact embeddings of Sobolev spaces, and
therefore on the boundedness of the domain. The uniqueness of the solution is shown with an
energy argument.
Next, we focus on (2.1) in the case of an unbounded domain Ω. More precisely we consider
domains, such that for any n < q <∞ the Helmholtz decomposition exists for Lr(Ω), r ∈ {q, qq−1},
and for any λ ≥ 0, a shift of the Stokes operator λ+ Ar, r ∈ {q, qq−1}, admits bounded imaginary
powers with a power angle less than pi2 . Examples of such domains are exterior domains, layers,
half spaces, and the whole space. In this setting, we have the additional assumptions that the slip
part of the boundary is empty (ΓS = ∅), α > 0 is constant, and g(0, 0) = 0. In the bounded domain
case, we relied on compact embeddings. These embeddings do not hold in unbounded domains.
Instead of Schauder’s fixed point theorem, we use now a modified version of the contraction mapping
principle (Proposition 1.13). In order to apply this proposition, suitable estimates of the linearized
problem are needed. To proof this estimates, we use the fact, that a shift of Stokes operator admits
bounded imaginary powers. This is the main reason for considering the equation with a constant
viscosity function. Only if the viscosity function is constant, the associated linearization of (2.1) is
connected to the Stokes problem. The result is local-in-time well posedness in the Lp −Lq-setting,
1
p +
n
2q <
1
2 , for initial values (u0, τ0) ∈ (Lq,σ(Ω), D(Aq))1− 1p ,p ×H
1
q (Ω) (see Theorem 2.6). In the
case of an Oldroyd-B fluid, where in addition the special form (2.3) of g and µ is assumed, we
extend this result to a more value of p and q. More precisely, we can prove the same result for
1 < p <∞ with p 6= 2 and n < q <∞ (see Theorem 2.7).
Lastly, we investigate (2.1) in the case that Ω = Rn+ is a half space. Similar to Theorem 2.6, we
assume here that the viscosity function is constant and g(0, 0) = 0. In contrast to Theorem 2.6, we
consider here perfect slip boundary conditions (ΓS 6= ∅). The idea is to apply a modified version of
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the contraction mapping principle (Proposition 1.13) to the associated linearization. Once more, a
suitable estimate of the linearized problem is needed. In the proof of Theorem 2.6, we consider (2.1)
with homogeneous Dirichlet boundary conditions and can therefore use the bounded imaginary
powers of the Stokes operator to proof this estimate. The boundary conditions of the linearization
are not homogeneous in the case of perfect slip boundary condition and thus, we cannot apply this
method directly. But, in the case Ω = Rn+, we can use an explicit solution formula of the Stokes
problem to deduce the required estimate.
2.1 Generalized viscoelastic fluids on bounded domains
In this section, Ω ⊂ Rn is always a bounded domain with a C2,1-boundary and n+2 < p <∞. The
outer normal on ∂Ω is always denoted by ν. The aim of this section is to establish local-in-time
solvability of (2.1). More precisely, for the given external force f ∈ Lp(0, T0;Lp(Ω)) as well as given
initial values u0 ∈W
2− 2
p
p (Ω) and τ0 ∈ H1p (Ω), satisfying the compatibility condition (2.2), we prove
the existence of a small time T , 0 < T < T0, and of a unique strong solution of (2.1) on the time
interval (0, T ) in the regularity class
u ∈ H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω)), pi ∈ Lp(0, T ; Ĥ1p (Ω)),
and τ ∈W 1∞(0, T ;Lp(Ω)) ∩ L∞(0, T ;H1p (Ω)).
Let us state the main result of this section:
Theorem 2.1. Fix n ∈ N, n ≥ 2, n + 2 < p < ∞, and T0, ρ > 0. Let Ω ⊂ Rn be a bounded
domain of class C2,1, such that the boundary ∂Ω = ΓD ∪ ΓS decomposes into two disjoint subsets,
ΓD and ΓS, which are open and closed in ∂Ω. Furthermore, we assume µ ∈ C3(Rn×n,Rn×n),
g ∈ C1(Rn×n × Rn×n,Rn×n), and that α ∈ C1,1([0,∞)) satisfies the structure condition
α(s) > 0 and α(s) + 2sα′(s) > 0, s ≥ 0.
Then, for each f ∈ Lp(0, T0;Lp(Ω)), u0 ∈ W
2− 2
p
p (Ω), and τ0 ∈ H1p (Ω), satisfying the compatibility
conditions
div u0 = 0 in Ω, u0 = 0 on ΓD, and (u0 · ν, [2α(|Eu0|2)Eu0ν + µ(τ0)ν]tan) = 0 on ΓS ,
there exists a time 0 < T < T0 and a unique strong solution (u, pi, τ) of (2.1) on the time inter-
val (0, T ) in the regularity class
u ∈ H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω)), pi ∈ Lp(0, T ; Ĥ1p (Ω)),
and τ ∈W 1∞(0, T ;Lp(Ω)) ∩ L∞(0, T ;H1p (Ω)).
For a corresponding small data result, we refer the reader to [GGN12].
Remark 2.2. In the situation of Theorem 2.1, we can weaken the differentiability assumption on µ,
if we consider only Dirichlet boundary condition (ΓS = ∅). In this case µ ∈ C1(Rn×n,Rn×n) is
sufficient.
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Sketch of the proof
Let us first outline the proof. Since we are interested in arbitrarily large initial data, it is convenient
to reduce (2.1) to u0 = 0. In this case, the embedding constants in the proposition on embedding
theorems (Proposition 1.14) are independent of T , 0 < T < T0. For this purpose, we introduce a
function u∗, incorporating the initial condition u0, the external force f , and the compatibility con-
dition (2.2). In the subsection on the generalized Stokes problem (Subsection 1.2.3), we introduced
a quasilinear operator
A(Eu˜)v˜ with A(Ev˜)v˜ = −Div 2α(|Ev˜|2)Ev˜,
and the corresponding slip boundary operator BS(Eu˜). Setting u = w+u∗, we can formulate (2.1)
in the equivalent form
ρ∂tw +A(Eu∗)w +∇ψ = f∗ + Fw(w) + Fτ (τ) in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w + u∗).∇τ = G(w, τ) in (0, T0)× Ω,
w = 0 on (0, T0)× ΓD,
(w · ν,BS(Eu∗)w) = (0, h∗ +Hw(w) +Hτ (τ)) on (0, T0)× ΓS ,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω,
where A(Eu∗) is now a fixed operator, BS(Eu∗) is the corresponding slip boundary operator, f∗, h∗
are suitable functions, and Fw, Fτ , G,Hw, Hτ are given nonlinearities, which are calculated below.
In the next step, we rewrite the previous equation equivalently in form of a fixed point equation
in a suitable Banach space. The fixed point map is defined by Φ: (w˜, τ˜) 7→ (w, τ), where (w, τ) is
the solution of
ρ∂tw +A(Eu∗)w +∇ψ = f∗ + Fw(w˜) + Fτ (τ˜) in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w˜ + u∗).∇τ = G(w˜, τ˜) in (0, T0)× Ω,
w = 0 on (0, T0)× ΓD,
(w · ν,BS(Eu∗)w) = (0, h∗ +Hw(w˜) +Hτ (τ˜)) on (0, T0)× ΓS ,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω.
The task is to find a fixed point of Φ. It is worth pointing out that the above equations are
decoupled. We have to solve a generalized Stokes equation with Dirichlet and inhomogeneous
perfect slip boundary conditions and a transport equation. Maximal regularity of generalized
Stokes problems of this kind were developed by Bothe and Pru¨ß [BP07] (see Proposition 1.8) and
the transport equation is investigated in Proposition 1.10. By Schauder’s fixed point theorem, we
can prove the existence of a fixed point.
It remains to show the uniqueness of the solution. Since the time interval (0, T ) and the domain
Ω are bounded, and p > n + 2, the solutions in the above mentioned regularity class also belong
to L2. This enables us to apply an energy method to show the uniqueness of the solution. The
principle point in the proof of the energy estimate of the solution is, that the strong monotonicity
of the operator X 7→ 2α(|X|2)X is implied by the structure condition (2.4).
Proof of Theorem 2.1. The proof is divided in an existence part and a uniqueness part.
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Existence with Schauder’s fixed point theorem
The first step is to reduce (2.1) to u0 = 0 and f = 0.
Reduction to u0 = 0 and f = 0
We construct a function u∗ ∈ H1p (0, T0;Lp(Ω)) ∩ Lp(0, T0;H2p (Ω)) with u∗(0) = u0 as the solution
of a Stokes problem. In order to satisfy the compatibility conditions required in Proposition 1.8,
we define
h = [Et2(α(0)− α(|Eu0|2))Eu0ν]tan ∈W
1
2
− 1
2p
p (0, T0;Lp(ΓS)) ∩ Lp(0, T0;W
1− 1
p
p (ΓS)),
where Et : W 1−
3
p (ΓS) → W
1
2
− 1
2p
p (0, T0;Lp(ΓS)) ∩ Lp(0, T0;W
1− 1
p
p (ΓS)) is the extension operator
given by Proposition 1.15. It should be noted that
µ(τ0) ∈W 1−
1
p (ΓS) and (α(|Eu0|2)− α(0))Eu0 ∈W 1−
3
p (ΓS),
due to the proposition on pointwise multiplications (Proposition 1.16) and the proposition on
Nemytskij operators (Proposition 1.17). Then, by construction
2α(0)[Eu0ν]tan = h(0)− [µ(τ0)ν]tan thanks to [2α(|Eu0|2)Eu0ν + µ(τ0)ν]tan = 0,
and hence, there exists a unique solution
(u∗, pi∗) ∈ H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω))× Lp(0, T ; Ĥ1p (Ω))
of the Stokes problem
ρ∂tu∗ − α(0)∆u∗ +∇pi∗ = f in (0, T0)× Ω,
div u∗ = 0 in (0, T0)× Ω,
u∗ = 0 on (0, T0)× ΓD,
(u∗ · ν, 2[α(0)Eu∗ν]tan) = (0, h− [µ(τ0)ν]tan) on (0, T0)× ΓS ,
u∗(0) = u0 in Ω,
(2.5)
by Proposition 1.8. We set
(u, pi) = (w + u∗, ψ + pi∗).
Then, (u, pi, τ) solves (2.1) if and only if (w,ψ, τ) solves
ρ∂tw +A(Eu∗)w +∇ψ = f∗ + Fw(w) + Fτ (τ) in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w + u∗).∇τ = G(w, τ) in (0, T0)× Ω,
w = 0 on (0, T0)× ΓD,
(w · ν,BS(Eu∗)w) = (0, h∗ +Hw(w) +Hτ (τ)) on (0, T0)× ΓS ,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω,
(2.6)
where the fixed operator A(Eu∗) and its corresponding perfect slip boundary operator BS(Eu∗) are
defined as in the subsection on the generalized Stokes equation (Subsection 1.2.3) and the function
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and nonlinearities f∗, Fw, Fτ , G(w, τ), h∗, Hw(w), and Hτ (τ) are defined and investigated below.
First, we write the equation
ρ(∂tv + v.∇v)−Div 2α(|Ev|2)Ev +∇θ = Divµ(τ) + f in (0, T0)× Ω
in the form
ρ∂tw +A(Eu∗)w +∇ψ = f∗ + Fw(w) + Fτ (τ) in (0, T0)× Ω,
where the function f∗ is given by
f∗ := −ρ∂tu∗ −∇pi∗ + f −A(Eu∗)u∗ − ρu∗.∇u∗ + Divµ(τ0),
the nonlinearity Fw and Fτ on the right-hand side of the generalized Stokes equation are defined
by
Fw(w) := (A(Eu∗)−A(E(w + u∗)))(w + u∗)− ρu∗.∇w − ρw.∇u∗ − ρw.∇w,
and
Fτ (τ) := Div(µ(τ)− µ(τ0)),
where we used the identity A(E(w + u∗))(w + u∗) = −Divα(|E(w + u∗)|2)E(w + u∗) (see (1.4)).
Further, by (2.5), we simplify
f∗ = −α(0)∆u∗ −A(Eu∗)u∗ − ρu∗.∇u∗ + Divµ(τ0) ∈ Lp(0, T0;Lp(Ω)).
The right-hand side G of the transport equation is of the form
G(w, τ) = g(∇(w + u∗), τ).
To deduce a suitable representation of the slip boundary condition, we use the identity (1.6), i.e.
BS(Eu∗)w = 2α(|Eu∗|2)[Ewν]tan + 4α′(|Eu∗|2)(Eu∗ : Ew)[Eu∗ν]tan.
Therefore, the boundary condition on the slip part of the boundary
[2α(|Eu|2)Euν + µ(τ)ν]tan = 0 on (0, T0)× ΓS
can be written equivalently in the form
0 = [2α(|E(w + u∗)|2)E(w + u∗)ν + µ(τ)ν]tan
= [2α(|E(w + u∗)|2)E(w + u∗)ν + µ(τ)ν]tan − BS(Eu∗)w + BS(Eu∗)w
= 2
[
α(|E(w + u∗)|2)E(w + u∗)ν − α(|Eu∗|2)Ewν − 2α′(|Eu∗|2)(Eu∗ : Ew)Eu∗ν
]
tan
+
[
µ(τ)ν
]
tan
+ BS(Eu∗)w
= 2
[
α(|E(w + u∗)|2)E(w + u∗)ν − α(|Eu∗|2)E(w + u∗)ν − 2α′(|Eu∗|2)(Eu∗ : Ew)Eu∗ν
]
tan
+
[
(µ(τ)− µ(τ0))ν
]
tan
+
[
µ(τ0)ν + α(|Eu∗|2)Eu∗ν
]
tan
+ BS(Eu∗)w
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and this is equivalent to
BS(Eu∗)w = h∗ +Hw(w) +Hτ (w)
with the function
h∗ := −
[
2α(|Eu∗|2)Eu∗ν + µ(τ0)ν
]
tan
∈ 0W
1
2
− 1
2
p ((0, T0);Lp(ΓS)) ∩ Lp((0, T0);W 1−
1
p (ΓS)),
and the nonlinear terms
Hw(w) := −2
(
α(|E(w + u∗)|2)− α(|Eu∗|2)− 2α′(|Eu∗|2)(Eu∗ : Ew)
)[
Eu∗ν
]
tan
− 2(α(|E(w + u∗)|2)− α(|Eu∗|2))[Ewν]tan,
and
Hτ (τ) := −
[
(µ(τ)− µ(τ0))ν
]
tan
.
It is worth pointing out that h∗(0) = 0 by u∗(0) = u0 and the compatibility conditions.
Fixed point formulation
The aim is to formulate (2.6) in form of a fixed point problem in a suitable Banach space. Let
n+ 2 < p < r <∞. We define of the solution spaces for the velocity field 0Eu(T,Ω) and define the
solution space for the elastic part of the stress Eτ (T,Ω) via
0Eu,c(T,Ω) := {w ∈ 0Eu(T,Ω) = 0H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω)) : w · ν = 0 on ∂Ω},
Eτ (T,Ω) := Ĥ1r (0, T ;Lp(Ω)) ∩ L∞(0, T ;H1p (Ω)),
Moreover, we recall the definition of space for the velocity field, where we do not prescribe the
initial value
Eu(T,Ω) = H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω)).
Further, we define the space for the right hand side of the generalized Stokes equation Ff (T,Ω0) as
well as the right-hand side of the transport equation G(T,Ω) and recall the definition of the space
for the right-hand side of the boundary condition 0Hu(T,ΓS):
Ff (T,Ω) := Lp(0, T ;Lp(Ω)),
G(T,Ω) := Lr(0, T ;Lp(Ω)) ∩ L1(0, T ;H1p (Ω)),
0Hu(T,ΓS) = 0W
1
2
− 1
2p
p (0, T ;Lp(ΓS)) ∩ Lp(0, T ;W
1− 1
p
p (ΓS)).
It should be noted that the definition of 0Eu(T,Ω), Eu(T,Ω), and 0Hu(T,ΓS) corresponds to the
definition in the preliminaries. Problem (2.6) can be rewritten equivalently as a fixed point problem
of the map
Φ: 0Eu,c(T,Ω)× Eτ (T,Ω) → 0Eu,c(T,Ω)× Eτ (T,Ω),
(w, τ) 7→ Φ˜0,τ0(w, f∗ + Fw(w) + Fτ (τ), G(w, τ), h∗ +Hw(w) +Hτ (τ)),
(2.7)
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where
Φ˜0,τ0 : 0Eu,c(T,Ω)× Ff (T,Ω)×G(T,Ω)× 0Hu(T,ΓS) → 0Eu,c(T,Ω)× Eτ (T,Ω),
(w˜, f˜ , g˜, h˜) 7→ (w, τ)
denotes the solution operator to the problem
ρ∂tw +A(Eu∗)w +∇ψ = f˜ in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w˜ + u∗).∇τ = g˜ in (0, T0)× Ω,
w = 0 on (0, T0)× ΓD,
(w · ν,BS(Eu∗)w) = (0, [h˜]tan) on (0, T0)× ΓS ,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω.
(2.8)
It should be noted that Φ and Φ˜0,τ0 are well-defined: The generalized Stokes equation and the
transport equation are decoupled in (2.8) and can be solved separately. Since w(0) = 0 and
h˜(0) = 0, the compatibility conditions in the result on solvability of the generalized Stokes equation
(Proposition 1.8) are fulfilled, and thus, there exists a unique solution of the generalized Stokes
equation. By the proposition on the transport equation (Proposition 1.16), we can also solve the
transport equation. This shows that Φ˜0,τ0 is well-defined. In Lemma 2.3 we show the mapping
properties
Fw : 0Eu,c(T,Ω)→ Ff (T,Ω), Fτ : Eτ (T,Ω)→ Ff (T,Ω), G : 0Eu,c(T,Ω)× Eτ (T,Ω)→ G(T,Ω),
Hw : 0Eu,c(T,Ω)→ 0Hu(T,ΓS) and Hτ : 0Eτ (T,Ω)→ 0Hu(T,ΓS).
This implies that Φ is well-defined.
Analysis of Φ
Next, we show that Φ admits a fixed point. For this purpose, we define for 0 < R1, R2, R3 < ∞,
0 < T < T0, and n+ 2 < p < r <∞ the closed and convex sets
Kw(T,R1) := {w ∈ 0Eu,c(T,Ω): ‖w‖Eu(T,Ω) ≤ R1},
Kτ (T,R2, R3) := {τ ∈ Eτ (T,Ω): τ(0) = τ0, ‖τ‖L∞(0,T ;H1p(Ω)) ≤ R2 and ‖∂tτ‖T,Ω,r,p ≤ R3},
K(T,R1, R2, R3) := Kw(T,R1)×Kτ (T,R2, R3).
The map Φ maps K(T,R1, R2, R3)) into itself
We show, that we can choose R1, R2, R3, and 0 < T < T0, such that
Φ(K(T,R1, R2, R3)) ⊂ K(T,R1, R2, R3).
To show this relation, we estimate the nonlinearities in the following lemma.
Lemma 2.3. Fix n ∈ N, n ≥ 2, T0, R0, R2, R3 > 0, and n + 2 < p < r < ∞. Let Ω ⊂ Rn be a
bounded domain of class C2,1, such that the boundary ∂Ω = ΓS ∪ ΓD decomposes into two disjoint
subsets, ΓD and ΓS, which are open and closed in ∂Ω. In addition, we assume that α ∈ C1,1([0,∞))
satisfies the structure condition (2.4), µ ∈ C3(Rn×n,Rn×n) and g ∈ C1(Rn×n×Rn×n,Rn×n). Then,
31
there exists a constant C > 0 and a function O : R+ → R+ with O(t)→ 0 for t→ 0, such that for
all R1 ∈ (0, R0), T ∈ (0, T0) and (w, τ) ∈ K(T,R1, R2, R3) the estimates
‖Fw(w)‖Ff (T,Ω) ≤ CR21 +O(T ),
‖Fτ (τ)‖Ff (T,Ω) ≤ O(T ),
‖G(w, τ)‖G(T,Ω) ≤ O(T ),
‖G(w, τ)‖T,Ω,∞,p ≤ C,
‖Hw(w)‖0Hu(T,ΓS) ≤ CR21 +O(T ),
‖Hτ (τ)‖0H(T,ΓS) ≤ O(T )
hold.
Proof. Let 0 < R0, R2, R3, T0, 0 < R1 < R0, 0 < T < T0, and (w, τ) ∈ K(T,R1, R2, R3). We denote
by C a generic constant and by O : R+ → R+ a generic function, with O(t) → 0 for t → 0, which
may change from line to line, but are always independent of T , R1, w, and τ .
The terms Fw and Hw were already investigated by Bothe and Pru¨ß [BP07, Section 9]. They
proved the required estimates
‖Fw(w)‖Ff (T,Ω) ≤ CR21 +O(T ),
‖Hw(w)‖0Hu(T,ΓS) ≤ CR21 +O(T ).
We analyse the remaining terms Fτ , G, and Hτ . By the proposition on embedding theorems
(Proposition 1.14), there exists a constant C∗ with
‖w‖L∞(0,T ;W 1∞(Ω)) + ‖u∗‖L∞(0,T ;W 1∞(Ω)) + ‖τ‖L∞(0,T ;L∞(Ω)) ≤ C∗.
First, we investigate Fτ . By the chain rule, we deduce that
‖Fτ (τ)‖T,Ω,p,p = ‖Div(µ(τ)− µ(τ0))‖T,Ω,p,p
≤ sup
|η|≤C∗
|(∇µ)(η)|(‖∇τ‖T,Ω,p,p + ‖∇τ0‖T,Ω,p,p)
≤ sup
|η|≤C∗
|(∇µ)(η)|T 1p (‖∇τ‖T,Ω,∞,p + ‖∇τ0‖T,Ω,∞,p)
≤ sup
|η|≤C∗
|(∇µ)(η)|T 1p (R2 + ‖τ0‖H1p(Ω))
≤ O(T ).
Next, we estimate G. For r′ ∈ {1, r,∞}, we conclude that
‖G(w, τ)‖T,Ω,r′,p = ‖g(∇(w + u∗), τ)‖T,Ω,r′,p ≤ T
1
r′ |Ω| 1p ‖g(∇(w + u∗), τ)‖T,Ω,∞,∞
≤ sup
|η1|,|η2|<C∗
T
1
r′ |Ω| 1p |g(η1, η2)|.
It follows that
‖G(w, τ)‖T,Ω,1,p ≤ O(T ), ‖G(w, τ)‖T,Ω,r,p ≤ O(T ), and ‖G(w, τ)‖T,Ω,∞,p ≤ C.
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Moreover, we analyse the spatial derivative of G. By the chain rule, it may be concluded that
‖∇G(w, τ)‖T,Ω,1,p
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|
(‖∇2(w + u∗)‖T,Ω,1,p + ‖∇τ‖T,Ω,1,p)
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|
(
T
1− 1
p ‖w‖
0Eu(T,Ω) + T
1− 1
p ‖u∗‖Eu(T,Ω) + T‖τ‖L∞(0,T ;H1p(Ω))
)
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|
(
T
1− 1
pR1 + T
1− 1
p ‖u∗‖0Eu(T,Ω) + TR2
)
≤ O(T ).
The analysis of the nonlinear term Hτ (τ) = −[µ(τ)−µ(τ0)]tan remains. Applying Proposition 1.19
yields
‖Hτ (τ)‖0Hu(T,ΓS) ≤ C‖τ − τ0‖0Hu(T,ΓS).
By the continuity of the trace operator (see Proposition 1.15)
γΓS : 0H
1
2
p (0, T ;Lp(Ω)) ∩ Lp((0, T ;H1p (Ω))→ 0Hu(T,ΓS),
it follows that
‖Hτ (τ)‖0Hu(T,ΓS) ≤ C‖τ − τ0‖
0H
1
2
p (0,T ;Lp(Ω))∩Lp((0,T ;H1p(Ω))
≤ C(‖τ − τ0‖0H1p(0,T ;Lp(Ω)) + ‖τ − τ0‖Lp(0,T ;H1p(Ω)))
≤ O(T )(‖τ − τ0‖0H1r (0,T ;Lp(Ω)) + ‖τ − τ0‖L∞(0,T ;H1p(Ω)))
≤ O(T )(‖∂tτ‖T,Ω,r,p + ‖τ‖L∞(0,T ;H1p(Ω)) + ‖τ0‖H1p(Ω))
≤ O(T )(R2 +R3 + ‖τ0‖H1p(Ω))
≤ O(T ).
This completes the proof.
Remark 2.4. In the situation of Lemma 2.3, we can weaken the differentiability assumption on µ,
if we assume that ΓS = ∅. In this case, µ ∈ C1(Rn×n,Rn×n) is sufficient, since we only need the
higher regularity to estimate Hτ .
We are now in a position to show, that we can choose 0 < T0, R0, R2, R3, 0 < T < T0, and
0 < R1 < R0, such that
Φ(K(T,R1, R2, R3)) ⊂ K(T,R1, R2, R3).
Let (w, τ) = Φ(w˜, τ˜) with (w˜, τ˜) ∈ K(T,R1, R2, R3). By the solvability result on the generalized
Stokes problem (Proposition 1.8), the proposition on the transport equation (Proposition 1.10),
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and the previous lemma on the nonlinearities, it follows that
‖w‖
0Eu(T,Ω)
=
∥∥(Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), h∗ +Hw(w˜) +Hτ (τ˜)))1∥∥0Eu(T,Ω)
≤ C(‖f∗ + Fw(w˜) + Fτ (τ˜)‖Ff (T,Ω) + ‖h∗ +Hw(w˜) +Hτ (τ˜)‖0Hu(T,ΓS))
≤ C(‖f∗‖Ff (T,Ω) + ‖Fw(w˜)‖Ff (T,Ω) + ‖Fτ (τ˜)‖Ff (T,Ω) + ‖h∗‖0Hu(T,ΓS) + ‖Hw(w˜)‖0Hu(T,ΓS)
+ ‖Hτ (τ˜)‖0Hu(T,ΓS)
)
≤ CR21 +O(T ),
and
‖τ‖L∞(0,T ;H1p(Ω))
= ‖(Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), h∗ +Hw(w˜) +Hτ (τ˜)))2‖L∞(0,T ;H1p(Ω))
≤ C(1)tra
(‖τ0‖H1p(Ω) + ‖G(w˜, τ˜)‖G(T,Ω))eC(1)traT 1− 1p ‖w˜+u∗‖Eu(T,Ω)
≤ C(1)tra
(‖τ0‖H1p(Ω) +O(T ))eO(T ),
where the constant C
(1)
tra is given in the proposition on the transport equation, and
‖∂tτ‖T,Ω,r,p
= ‖(Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), h∗ +Hw(w˜) +Hτ (τ˜)))2‖Ŵ 1r (0,T ;Lp(Ω))
≤ ‖G(w˜, τ˜)‖T,Ω,r,p + ‖w˜ + u∗‖T,Ω,r,∞‖τ‖L∞(0,T ;H1p(Ω))
≤ ‖G(w˜, τ˜)‖G(T,Ω) + T
1
r ‖w˜ + u∗‖T,Ω,∞,∞‖τ‖L∞(0,T ;H1q (Ω))
≤ ‖G(w˜, τ˜)‖G(T,Ω) + T
1
r (C‖w˜‖
0Eu(T,Ω) + ‖u∗‖T0,Ω,∞,∞)R2
≤ O(T ),
where O : R+ → R+ is a function with O(t)→ 0 for t→ 0, which is independent of R1, 0 < R1 < R0.
Setting R2 := 2C
(1)
tra‖τ0‖H1p(Ω), R0, R3, T0 = 1 and choosing first R1 > 0 and then T > 0 sufficiently
small, we find that Φ(K(T,R1, R2, R3)) is contained in K(T,R1, R2, R3).
Compactness of K(T,R1, R2, R3) in C([0, T ], C1(Ω))× C([0, T ], C(Ω))
We show that K(T,R1, R2, R3) with T,R1, R2, R3 fixed as above, is compact in
Z(T,Ω) := Zu(T,Ω)× Zτ (T,Ω) := C([0, T ], C1(Ω))× C([0, T ], C(Ω)).
Since the embeddings
Eu(T,Ω)
c
↪→ Zu(T,Ω) and Eτ (T,Ω) c↪→ Zτ (T,Ω)
are compact and K(T,R1, R2, R3) is bounded in Eu(T,Ω)×Eτ (T,Ω), K(T,R1, R2, R3) is relatively
compact in Zu(T,Ω)×Zτ (T,Ω). It remains to show that K(T,R1, R2, R3) is closed in Z(T,Ω). Let
(wλ, τλ)λ∈N ⊂ Eu(T,Ω)× Eτ (T,Ω) be a sequence and (w, τ) ∈ Zu(T,Ω)× Zτ (T,Ω) with
K(T,R1, R2, R3) 3 (wλ, τλ)→ (w, τ) in Zu(T,Ω)× Zτ (T,Ω).
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We show that (w, τ) ∈ K(T,R1, R2, R3). Since K(T,R1, R2, R3) ⊂ Eu(T,Ω) × Eτ (T,Ω) is closed,
bounded, and convex, there exists (v, σ) ∈ K(T,R1, R2, R3) and a subsequence (which we again
denote by (wλ, τλ)λ∈N), such that
wλ ⇀ v in Eu(T,Ω), τλ
∗
⇀ σ in Eτ (T,Ω), and τλ ⇀ σ in H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H1p (Ω)).
By the compactness of the embeddings
Eu(T,Ω)
c
↪→ Zu(T,Ω) and H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H1p (Ω))
c
↪→ Zτ (T,Ω),
the strong convergence
wλ → v in Zu(T,Ω) and τλ → σ in Zτ (T,Ω)
follows. Since limits are unique, we can conclude that (w, τ) = (v, σ). ConsequentlyK(T,R1, R2, R3)
is relatively compact and closed and therefore compact.
Continuity of Φ|K(T,R1,R2,R3) : K(T,R1, R2, R3)→ K(T,R1, R2, R3) in topology of Z(T,Ω)
We show that Φ: K(T,R1, R2, R3) → K(T,R1, R2, R3) is continuous in the topology of Z(T,Ω).
In particular, we show that Φ is sequentially continuous. Let (w˜λ, τ˜λ)λ∈N ⊂ K(T,R1, R2, R3) be a
sequence converging to (w˜, τ˜) ∈ K(T,R1, R2, R3) in Z(T,Ω), i.e.
K(T,R1, R2, R3) 3 (w˜λ, τ˜λ)→ (w˜, τ˜) in Z(T,Ω),
and let
(wλ, τλ) := Φ(w˜λ, τ˜λ), λ ∈ N and (w, τ) := Φ(w˜, τ˜)
be the solution of the linearized problem. We show that (wλ, τλ) → (w, τ) in Z(T,Ω). Since
K(T,R1, R2, R3) is closed, bounded, and convex, there exists a subsequence of (wλ, τλ)λ∈N and a
subsequence of (w˜λ, τ˜λ)λ∈N (which we again denote by (wλ, τλ)λ∈N and (w˜λ, τ˜λ)λ∈N) and functions
(v, σ), (v˜, σ˜) ∈ K(T,R1, R2, R3), such that
wλ ⇀ v in Eu(T,Ω), τλ
∗
⇀ σ in Eτ (T,Ω), and τλ ⇀ σ in H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H1p (Ω)),
as well as
w˜λ ⇀ v˜ in Eu(T,Ω), τ˜λ
∗
⇀ σ˜ in Eτ (T,Ω), and τ˜λ ⇀ σ˜ in H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H1p (Ω)).
By the compactness of the embeddings
Eu(T,Ω)
c
↪→ Zu(T,Ω) and H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H1p (Ω))
c
↪→ Zτ (T,Ω),
we deduce the strong convergences
wλ → v in Zw(T,Ω), τλ → σ in Zτ (T,Ω), w˜λ → v˜ in Zw(T,Ω), and τ˜λ → σ˜ in Zτ (T,Ω).
Therefore (w˜, τ˜) = (v˜, σ˜) by the uniqueness of limits. It remains to show that (w, τ) = (v, σ). We
will show this equality by proving the (w, τ) and (v, σ) solve the same uniquely solvable system of
partial differential equations, i.e. we prove that
(w, τ) = (v, σ) = Φ(w˜, τ˜) = Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), h∗ +Hw(w˜ +Hτ (τ˜)).
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By definition, (wλ, τλ) is the solution of
ρ∂twλ +A(Eu∗)wλ +∇ψλ = f∗ + Fw(w˜λ) + Fτ (τ˜λ) in (0, T )× Ω,
divwλ = 0 in (0, T )× Ω,
∂tτλ + (w˜λ + u∗).∇τλ = G(w˜λ, τ˜λ) in (0, T )× Ω,
wλ = 0 on (0, T )× ΓD,
(wλ · ν,BS(Eu∗)wλ) = (0, h∗ +Hw(w˜λ) +Hτ (τ˜λ)) on (0, T )× ΓS ,
wλ(0) = 0 in Ω,
τλ(0) = τ0 in Ω.
(2.9)
We investigate the limit λ → ∞ in each term of the equation. We have, due to the strong
convergence of (wλ, τλ)λ∈N → (v, σ) in Z(T,Ω), the equality
(0, τ0) = lim
λ→∞
(wλ(0), τλ(0)) = (v(0), σ(0)) in C(Ω),
the convergence of the divergence free condition
0 = lim
λ→∞
divwλ = div v in C([0, T ], C(Ω)),
the convergence of the boundary conditions on (0, T )× ΓD,
0 = lim
λ→∞
wλ = v on C([0, T ], C(ΓD)),
and the convergence of the boundary condition on (0, T )× ΓS
0 = lim
λ→∞
wλ · ν = v · ν on C([0, T ], C(ΓS)).
Moreover, since the boundary operator BS(Eu∗) is of first order and the coefficients are continuous,
we obtain on (0, T )× ΓS that
BS(Eu∗)wλ → BS(Eu∗)v on C([0, T ], C(ΓS)).
The next subject is the convergence of the terms Hw(w˜λ) and Hτ (τ˜λ). By continuity of α and µ as
well as strong convergence of w˜λ → w˜ in Zu(T,Ω) and τ˜λ → τ˜ in Zτ (T,Ω), it follows that
lim
λ→∞
Hw(w˜λ) = Hw(w˜) and lim
λ→∞
Hτ (τ˜λ) = Hw(τ˜).
Thus, we proved that v and w fulfill also the same boundary condition
(w · ν,BS(Eu∗)w) = (0, h∗ +Hw(w˜) +Hτ (τ˜)) = (v · ν,BS(Eu∗)v) on (0, T )× ΓS .
To analyse the limit in the generalized Stokes equation (the first equation of (2.9)), we test this
equation with a smooth, divergence free function ϕ1 ∈ C∞c ((0, T );C∞c,σ(Ω)), and obtain
(∂twλ|ϕ1)T,Ω + (A(Eu∗)wλ|ϕ1)T,Ω = (f∗|ϕ1)T,Ω + (Fw(w˜λ)|ϕ1)T,Ω + (Fτ (τ˜λ)|ϕ1)T,Ω.
We pass to the limit in each summand separately. Due to the weak convergence ∂twλ ⇀ ∂tv in
Lp(0, T ;Lp(Ω)), we obtain
lim
λ→∞
(∂twλ|ϕ1)T,Ω = (∂tv|ϕ1)T,Ω.
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Using the weak convergence ∇2wλ ⇀ ∇2v in Lp(0, T ;Lp(Ω)) and the continuity of the coefficients
Al,mj,k (Eu∗) (and thus Al,mj,k (Eu∗)ϕ1,j ∈ Lp′(0, T ;Lp′(Ω)) for 1 < p′ < ∞ with 1p + 1p′ = 1, since
(0, T )× Ω is bounded) of the second order differential operator A(Eu∗), it follows that
lim
λ→∞
(A(Eu∗)wλ∣∣ϕ1)T,Ω = limλ→∞
n∑
j,k,l,m=1
−(Al,mj,k (Eu∗)∂l∂mwλ,k∣∣ϕ1,j)T,Ω
= − lim
λ→∞
n∑
j,k,l,m=1
(
∂l∂mwλ,k
∣∣Al,mj,k (Eu∗)ϕ1,j)T,Ω
= −
n∑
j,k,l,m=1
(
∂l∂mvk
∣∣Al,mj,k (Eu∗)ϕ1,j)T,Ω
=
(A(Eu∗)v∣∣ϕ1)T,Ω.
We recall the definition
Fw(w˜λ) = (A(Eu∗)−A(E(w˜λ + u∗)))(w˜λ + u∗)− ρu∗.∇w˜λ − ρw˜λ.∇u∗ − ρw˜λ.∇w˜λ.
Each term is the product of sequences f˜λ → f˜ in C([0, T ], C(Ω)) (since f˜ ∈ C([0, T ], C(Ω)), we
have f˜ϕ1 ∈ Lp′(0, T ;Lp′(Ω)) for 1 < p′ <∞ with 1p + 1p′ = 1) and g˜λ ⇀ g˜ in Lp(0, T ;Lp(Ω)), which
is additionally uniformly bounded, i.e. ‖gλ‖T,Ω,p,p < R1 for λ ∈ N. In this situation, it holds that
lim
λ→∞
(
f˜λg˜λ
∣∣ϕ1)T,Ω − (f˜ g˜∣∣ϕ1)T,Ω = limλ→∞ ((f˜λ − f˜)g˜λ∣∣ϕ1)T,Ω + limλ→∞ (f˜(g˜λ − g˜)∣∣ϕ1)T,Ω
= lim
λ→∞
(
(f˜λ − f˜)
∣∣g˜λϕ1)T,Ω + limλ→∞ ((g˜λ − g˜)∣∣f˜ϕ1)T,Ω
= 0.
(2.10)
This shows
lim
λ→∞
(
Fw(w˜λ)
∣∣ϕ1) = (Fw(w˜)∣∣ϕ1).
Next, we investigate the term (Fτ (τ˜λ)|ϕ1)T,Ω. Using integration by parts and the strong convergence
τ˜λ → τ˜ in Zτ (T,Ω) gives
lim
λ→∞
(
Fτ (τ˜λ)
∣∣ϕ1)T,Ω = limλ→∞ (Div(µ(τ˜λ)− µ(τ0))∣∣ϕ1)T,Ω
= − lim
λ→∞
(
µ(τ˜λ)− µ(τ0) : ∇ϕ1
)
T,Ω
= −(µ(τ˜)− µ(τ0) : ∇ϕ1)T,Ω
=
(
Div(µ(τ˜)− µ(τ0))
∣∣ϕ1)T,Ω
=
(
Fτ (τ˜)
∣∣ϕ1)T,Ω.
In summary, we proved
(∂tv|ϕ1)T,Ω + (A(Eu∗)v|ϕ1)T,Ω = (f∗|ϕ1)T,Ω + (Fw(w˜)|ϕ1)T,Ω + (Fτ (τ˜)|ϕ1)T,Ω,
ϕ1 ∈ C∞c ((0, T );C∞c,σ(Ω)),
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and thus, there exists a gradient field ∇ψ˜ ∈ Lp(0, T ;Lp(Ω)) with
∂tv +A(Eu∗)v +∇ψ˜ = f∗ + Fw(w˜) + Fτ (τ˜).
Next, we test the transport equation in (2.9) with ϕ2 ∈ C∞c ((0, T );C∞c (Ω)) and obtain(
∂tτλ : ϕ2
)
T,Ω
+
(
(w˜λ + u∗).∇τλ : ϕ2
)
T,Ω
=
(
G(w˜λ, τ˜λ) : ϕ2
)
T,Ω
.
By the convergence ∂tτλ
∗
⇀ ∂tσ, we have
lim
λ→∞
(
∂tτλ : ϕ2
)
T,Ω
=
(
∂tσ : ϕ2
)
T,Ω
.
Using the strong convergence w˜λ → w˜ in C([0, T ], C1(Ω)), the weak convergence ∇τλ ⇀ ∇σ in
Lp(0, T ;Lp(Ω)) and (2.10), it follows that
lim
λ→∞
(
(w˜λ + u∗).∇τλ : ϕ2
)
T,Ω
=
(
(w˜ + u∗).∇σ : ϕ2
)
T,Ω
.
By the strong convergences w˜λ → w˜ in C([0, T ], C1(Ω)) and τ˜λ → τ˜ in C([0, T ], C(Ω)), we deduce
that
lim
λ→∞
(
G(w˜λ, τ˜λ) : ϕ2
)
T,Ω
=
(
G(w˜, τ˜) : ϕ2
)
T,Ω
.
This shows that σ satisfies
∂tσ + (w˜ + u∗).∇σ = G(w˜, τ˜).
In summary, we proved (w, τ) = Φ(w˜, τ˜) = (v, σ), and hence (w, τ) = (v, σ).
Application of the fixed point argument and completion of the existence result
Since (0, τ0) ∈ K(T,R1, R2, R3), K(T,R1, R2, R3) is not empty, Schauder’s fixed point theorem
(Proposition 1.11) guarantees the existence of a fixed point of Φ and equivalently, the existence of
a solution
(u, τ) ∈ H1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;H2p (Ω))× Ĥ1r (0, T ;Lp(Ω)) ∩ L∞(0, T ;Lp(Ω))
of (2.1). The corresponding pressure term is defined by
∇pi = (I − Pp)(Divµ(τ)− ρ(∂tu+ u.∇u) + Div 2α(|Eu|2)Eu) ∈ Lp(0, T ;Lp(Ω)).
It remains to prove the additional regularity of the elastic part of the stress τ . The function τ in
particular fulfills the transport equation
∂tτ + (w + u∗).∇τ = G(w, τ).
In Lemma 2.3, we proved G(w, τ) ∈ L∞(0, T ;Lp(Ω)). By the proposition on the transport equation
(Proposition 1.10), we can conclude that ∂tτ ∈ L∞(0, T ;Lp(Ω)).
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Uniqueness with an energy method
We already proved the existence of a solution of (2.1). It remains to show the uniqueness of this
solution. According to the boundedness of (0, T ) and the domain Ω, it is sufficient to guarantee
the uniqueness of a solution in the L2-setting. In the end, it is found more convenient to consider
the original problem (2.1) instead of the reduced, equivalent problem (2.6).
Let
(uj , pij , τj) ∈ Eu(T,Ω)× Lp(0, T ; Ĥ1p (Ω))× Eτ (T,Ω), j = 1, 2,(2.11)
be two solutions of (2.1), i.e.
ρ(∂tuj + uj .∇uj)−Div 2α(|Euj |2)Euj +∇pij = Divµ(τj) + f in (0, T )× Ω,
div uj = 0 in (0, T )× Ω,
∂tτj + uj .∇τj = g(∇uj , τj) in (0, T )× Ω,
uj = 0 on (0, T )× ΓD,
(uj · ν, [2α(|Euj |2)Eujν + µ(τj)ν]tan) = 0 on (0, T )× ΓS ,
uj(0) = u0 in Ω,
τj(0) = τ0 in Ω.
We denote the difference of two solutions by
(u12, pi12, τ12) := (u2 − u1, pi2 − pi1, τ2 − τ1).
Our aim is to show that (u12, τ12) = (0, 0). Since the time interval (0, T ) and Ω are bounded, we
conclude by Ho¨lder’s inequality that
uj ∈ H12 (0, T ;L2(Ω)) ∩ L2(0, T ;H22 (Ω)), pij ∈ L2(0, T ; Ĥ12 (Ω))
and τj ∈ H12 (0, T ;L2(Ω)) ∩ L2(0, T ;H12 (Ω)), j = 1, 2.
The difference of the velocity fields u12 fulfills the generalized Stokes problem
ρ(∂tu12 + u1.∇u12)−Div
(
2α(|Eu2|2)Eu2 − 2α(|Eu1|2)Eu1 + µ(τ2)− µ(τ1)
)
+∇pi12
= −ρu12.∇u2 in (0, T )× Ω.
At a fixed time 0 < t < T , we multiply this equation with u12(t) and integrate over Ω. The
advection term on the left-hand side disappears due to u1 · ν = 0 on ∂Ω and div u1 = 0 in Ω, since
∫
Ω
(u1(t).∇u12(t))u12(t)dx =
∫
Ω
n∑
j,k=1
u1,j(t)(∂ju12,k(t))u12,k(t)dx =
1
2
∫
Ω
n∑
j=1
u1,j(t)∂j |u12(t)|2dx
= −1
2
∫
Ω
div u1(t)|u12(t)|2 +
∫
∂Ω
u1(t) · ν|u12(t)|2dx = 0,
(2.12)
due to integration by parts as well as the pressure difference vanishes as a gradient field. We
conclude that
ρ
2
d
dt
‖u(t)‖2Ω,2
−
∫
Ω
Div
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
) · u12(t)dx
= −
∫
Ω
(u12(t).∇u2(t)) · u12(t).
(2.13)
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To treat the integral term on the left-hand side, we integrate by parts and use u2 − u1 = u12 = 0
on ΓD. The result is
−
∫
Ω
Div
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
) · u12(t)dx
=
∫
Ω
((
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
: ∇u12(t)
)
dx
+
∫
∂Ω
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
ν · u12(t)dx
=
∫
Ω
((
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
: ∇u12(t)
)
dx
+
∫
ΓS
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
ν · u12(t)dx.
Next, we show that the remaining boundary integral also vanishes. According to the boundary
condition on ΓS(
u12 · ν,
[
2α(|Eu2|2)Eu2ν − 2α(|Eu1|2)Eu1ν + µ(τ2)ν − µ(τ1)ν
]
tan
)
= 0 on ΓS ,
we compute∫
ΓS
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
ν · u12(t)dx
=
∫
ΓS
[(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
ν
]
tan
· [u12(t)]tandx
+
∫
ΓS
[(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))
)
ν
]
ν
· [u12(t)]νdx
= 0.
By the symmetry 2α(|Euj(t)|2)Euj(t) = 2α(|Euj(t)|2)Euj(t)T , j = 1, 2, it follows that
−
∫
Ω
Div
(
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t) + µ(τ2(t))− µ(τ1(t))) · u12(t)dx
=
∫
Ω
((
2α(|Eu2(t)|2)Eu2(t)− 2α(|Eu1(t)|2)Eu1(t)
)
: Eu12(t)
)
dx
+
∫
Ω
(
(µ(τ2(t))− µ(τ1(t))) : ∇u12(t)
)
dx.
(2.14)
The next lemma is used, to investigate the first integral on the right-hand side (2.14). Basically, we
prove that the strong monotonicity of Eu 7→ α(|Eu|2)Eu is implied by the structure condition (2.4).
Lemma 2.5. Let n ∈ N, n ≥ 2, C∗ > 0 and let α ∈ C1([0,∞)) satisfy the structure condition
α(s) > 0 and α(s) + 2sα′(s) > 0, s ≥ 0.
Then, there exists a constant α0 > 0, such that for all X1, X2 ∈ Rn×n with |Xj | ≤ C∗, j = 1, 2, the
strong monotonicity estimate(
(2α(|X2|2)X2 − 2α(|X1|2)X1) : (X2 −X1)
) ≥ 2α0∣∣X2 −X1∣∣2.
holds.
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Proof. Without restriction of generality, we consider α on the finite interval [0, C2∗ ]. There exists a
constant α0 > 0 with
α(s) > α0 and α(s) + 2sα
′(s) > α0, 0 ≤ s ≤ C2∗ .
We define α˜ = α− α0 and conclude that
α˜(s) > 0 and α˜(s) + 2sα˜′(s) > 0, 0 ≤ s ≤ C2∗ .
Hence, we have(
(2α(|X2|2)X2 − 2α(|X1|2)X1) : (X2 −X1)
)
=
(
(2α0(X2 −X1) + 2α˜(|X2|2)X2 − 2α˜(|X1|2)X1) : (X2 −X1)
)
= 2α0
∣∣X2 −X1∣∣2 + ((2α˜(|X2|2)X2 − 2α˜(|X1|2)X1) : (X2 −X1)).
It remains to prove that the second summand is not negative:(
(α˜(|X2|2)X2 − α˜(|X1|2)X1) : (X2 −X1)
)
= α˜(|X1|2)|X1|2 + α˜(|X2|2)|X2|2 − (α˜(|X1|2) + α˜(|X2|2))(X1 : X2)
≥ α˜(|X1|2)|X1|2 + α˜(|X2|2)|X2|2 − (α˜(|X1|2) + α˜(|X2|2))|X1||X2|
=
(
α˜(|X2|2)|X2| − α˜(|X1|2)|X1|
)(|X2| − |X1|)
=
( ∫ |X2|
|X1|
d
ds′
α˜(s′2)s′ds′
)(|X2| − |X1|)
=
( ∫ |X2|
|X1|
α˜(s′2) + 2α˜′(s′2)s′2ds′
)(|X2| − |X1|)
≥ 0.
In (2.11), we fixed two solutions. This solutions belong to the space uj ∈ Eu(T,Ω), j = 1, 2,
and thus, we can define the constant
C∗ := max
j=1,2
{‖uj‖L∞(0,T ;W 1∞(Ω)), ‖τj‖L∞(0,T ;L∞(Ω))},
by the proposition on embedding theorems (Proposition 1.14). Combining (2.13), (2.14), and
Lemma 2.5, it follows by the mean value theorem that
ρ
2
d
dt
‖u12(t)‖2Ω,2 + 2α0‖Eu12(t)‖2Ω,2
≤
∫
Ω
|((µ(τ2(t))− µ(τ1(t))) : ∇u12)|dx−
∫
Ω
|(u12(t).∇u2(t)) · u12(t))|dx
≤ ‖µ(τ2(t))− µ(τ1(t))‖Ω,2‖∇u12(t)‖Ω,2 + ‖u2‖L∞(0,T ;W 1∞(Ω))‖u12(t)‖2Ω,2
≤ sup
|η|<C∗
|(∇µ)(η)|‖τ12(t)‖Ω,2‖∇u12(t)‖Ω,2 + C∗‖u12(t)‖2Ω,2
≤ C(‖τ12(t)‖Ω,2‖∇u12(t)‖Ω,2 + ‖u12(t)‖2Ω,2), 0 < t < T.
(2.15)
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Now, the task is to replace the term ‖Eu12(t)‖Ω,2 by ‖u12‖H12 (Ω). Unfortunately, due to the bound-
ary condition on ΓS , we cannot apply Korn’s first inequality. Therefore, it is necessary to include
the L2-norm of u in the estimate on the left-hand side and use Korn’s second inequality (see
Proposition 1.20). Integrating (2.15) in time, we obtain
ρ
2
‖u12(t′)‖2Ω,2 + 2α0‖Eu12‖2t′,Ω,2,2 ≤ C(‖τ12‖t,Ω,2,2‖∇u12‖t,Ω,2,2 + ‖u12‖2t,Ω,2,2), 0 < t′ ≤ t < T.
In a first step, we take the supremum over 0 < t′ < t in the previous equation and in a second step,
we choose t′ = t. Adding the results gives
ρ
2
‖u12(t)‖2Ω,2 + 2α0‖Eu12‖2t,Ω,2,2 +
ρ
2
‖u12‖2t,Ω,∞,2 ≤ C(‖τ12‖t,Ω,2,2‖∇u12‖t,Ω,2,2 + ‖u12‖2t,Ω,2,2),
0 < t < T.
By Korn’s second inequality (see Proposition 1.20) as well as Young’s inequality, we deduce that
‖u12(t)‖2Ω,2 + ‖u12‖2L2(0,t;H12 (Ω)) ≤ C(‖τ12‖t,Ω,2,2‖∇u12‖t,Ω,2,2 + ‖u12‖
2
t,Ω,2,2)
≤ 1
2
‖∇u12‖2t,Ω,2,2 + C(‖τ12‖2t,Ω,2,2 + ‖u12‖2t,Ω,2,2).
Absorbing the gradient term yields
‖u12(t)‖2Ω,2 +
1
2
‖∇u12‖2t,Ω,2,2 ≤ C
∫ t
0
‖τ12(t′)‖2Ω,2 + ‖u12(t′)‖2Ω,2)dt′.(2.16)
Next, we investigate τ12 = τ2 − τ1. This difference fulfills the transport equation
∂tτ12 + u1.∇τ12 = g(∇u2, τ2)− g(∇u1, τ1)− u12.∇τ2 in (0, T )× Ω.(2.17)
We fix a time 0 < t′ < T and test this equation with τ(t′) to obtain an a-priori estimate. Since
div u1 = 0 in Ω and u1 ·ν = 0 on ∂Ω, the advection term vanishes (similar to (2.12)), and it remains
1
2
d
dt
∥∥τ12(t′)∥∥22
=
∫
Ω
(
(g(∇u2(t′), τ2(t′))− g(∇u1(t′), τ1(t′))) : τ12(t′)
)
dx−
∫
Ω
(
u12(t
′).∇τ2(t′) : τ12(t′)
)
dx
≤ ‖g(∇u2(t′), τ2(t′))− g(∇u1(t′), τ1(t′))‖Ω,2‖τ12(t′)‖Ω,2 + ‖u12(t′)‖Ω,q‖∇τ2(t′)‖Ω,p‖τ12(t′)‖Ω,2,
where 1p +
1
q =
1
2 . By the mean value theorem, we obtain
‖g(∇u2(t′), τ2(t′))− g(∇u1(t′), τ1(t′))‖Ω,2
≤ sup
|η1|,|η2|<C∗
|∇g(η1, η2)|(‖∇(u2(t′)− u1(t′))‖Ω,2 + ‖τ2(t′)− τ1(t′)‖Ω,2).
By Sobolev’s embedding theorem, it follows that H12 (Ω)→ Lq(Ω) (since n < n+2 < p). Therefore,
by Youngs inequality, we deduce that
d
dt
‖τ12(t′)‖2Ω,2 ≤ C(‖∇u12(t′)‖Ω,2‖τ12(t′)‖Ω,2 + ‖τ12(t′)‖2Ω,2 + ‖u12(t′)‖H12 (Ω)‖τ12(t
′)‖Ω,2)
≤ 1
2
‖u12(t′)‖2H12 (Ω) + C‖τ12(t
′)‖2Ω,2.
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Integrating over (0, t), we can assert that
‖τ12(t)‖2Ω,2 ≤
1
2
‖u12‖2L2(0,t;H12 (Ω)) + C‖τ12‖
2
t,Ω,2,2.(2.18)
Adding equation (2.16) and (2.18) as well as absorbing the term 12‖u12‖2L2(0,t;H12 (Ω)) yields
‖u12(t)‖2Ω,2 + ‖τ12(t)‖2Ω,2 ≤ C
∫ t
0
‖u12(t′)‖2Ω,2 + ‖τ12(t′)‖2Ω,2dt′,
and hence, u12 = 0 and τ12 = 0 by Gronwall’s Lemma (see Proposition 1.21). This completes the
proof.
2.2 Generalized viscoelastic fluids and Oldroyd-B fluids on un-
bounded domains with Dirichlet boundary conditions
The aim of this section is to consider (2.1) in unbounded domains Ω ⊂ Rn. The only assumption
on the domain is, that for q > n the Helmholtz decomposition exists for Lr(Ω), r ∈ {q, qq−1}, and
that for λ ≥ 0 a shift of the Stokes operator λ + Ar, r ∈ {q, qq−1}, admits bounded imaginary
powers with a power angle less than pi2 . Examples of such domains are exterior domains, layers,
half spaces, and the whole space. We will restrict our attention in the analysis of (2.1) to the case
that α > 0 is a constant, g(0, 0) = 0, and ΓS = ∅, i.e. we investigate
ρ(∂tu+ u.∇u)− α∆u+∇pi = Divµ(τ) + f in (0, T0)× Ω,
div u = 0 in (0, T0)× Ω,
∂tτ + u.∇τ = g(∇u, τ) in (0, T0)× Ω,
u = 0 on (0, T0)× ∂Ω,
u(0) = u0 in Ω,
τ(0) = τ0 in Ω,
(2.19)
with the initial values (u0, τ0) ∈ (Lp,σ(Ω), D(Aq))1− 1
p
,p ×H1q (Ω).
We show in this section local-in-time existence of (2.19) in the Lp-Lq-setting,
1
p +
n
2q <
1
2 , more
precisely, we prove the existence of a unique strong solution in the regularity class
u ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)), pi ∈ Lp(0, T ; Ĥ1q (Ω)),
and τ ∈W 1∞(0, T ;Lq(Ω)) ∩ L∞(0, T ;H1q (Ω)).
In the case of an Oldroyd-B fluid, where the special form (see (2.3)) of g and µ is assumed, we can
prove basically the same result for more values of p and q, more precisely for 1 < p <∞ with p 6= 2
and n < q <∞. In this case, the elastic part of the stress only satisfies
τ ∈ H1p (0, T ;Lq(Ω)) ∩ L∞(0, T ;H1q (Ω)).
Let us state the first main result of this section.
Theorem 2.6. Fix n ∈ N, n ≥ 2, 1 < p, q, q′ < ∞ with 1p + n2q < 12 and 1q = 1q′ = 1, as well as
T0, ρ, α > 0. Let r ∈ {q, q′}, λ ≥ 0, and let Ω ⊂ Rn be a domain with a uniform C2-boundary, such
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that the Helmholtz decomposition exists for Lr(Ω) and λ + Ar admits bounded imaginary powers
with a power angle less than pi2 . Moreover, we assume
µ ∈ C1(Rn×n,Rn×n) and g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0.
Then, for each f ∈ Lp(0, T0;Lq(Ω)) and (u0, τ0) ∈ (Lq,σ(Ω), D(Aq))1− 1
p
,p × H1q (Ω), there exists a
time 0 < T < T0 and unique strong solution (u, pi, τ) of (2.19) on the time interval (0, T ) in the
regularity class
u ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)), pi ∈ Lp(0, T ; Ĥ1q (Ω)),
and τ ∈W 1∞(0, T ;Lq(Ω)) ∩ L∞(0, T ;H1q (Ω)).
A corresponding result about solutions on arbitrary finite time intervals (0, T0) for sufficient
small initial data can be found in [GGN12].
In the case of an Oldroyd-B fluid, where in addition the special form (see (2.3)) of g and
µ(τ) = µτ is assumed, we can extend the range of p and q, i.e. 1 < p < ∞ with p 6= 2 and
n < q <∞. For the Oldroyd-B model
ρ(∂tu+ u.∇u)− α∆u+∇pi = µDiv τ + f in (0, T0)× Ω,
div u = 0 in (0, T0)× Ω,
∂tτ + u.∇τ + βτ = γEu+ δ((∇u)T τ + τ∇u) in (0, T0)× Ω,
u = 0 on (0, T0)× ∂Ω,
u(0) = u0 in Ω,
τ(0) = τ0 in Ω,
(2.20)
we prove the second main theorem of this section.
Theorem 2.7. Fix n ∈ N, n ≥ 2, 1 < p, q, q′ < ∞, with p 6= 2, q > n, and 1q + 1q′ = 1, as well
as T0, ρ, α > 0, and β, γ, δ, µ ∈ R. Let r ∈ {q, q′}, λ ≥ 0, and let Ω ⊂ Rn be a domain with a
uniform C2-boundary, such that the Helmholtz decomposition exists of Lr(Ω) and λ + Ar admits
bounded imaginary powers with a power angle less than pi2 . Then, for each f ∈ Lp(0, T0;Lq(Ω))
and (u0, τ0) ∈ (Lq,σ(Ω), D(Aq))1− 1
p
,p × H1q (Ω), there exists a time 0 < T < T0 and unique strong
solution (u, pi, τ) of (2.20) on the time interval (0, T ) in the regularity class
u ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)), pi ∈ Lp(0, T ; Ĥ1q (Ω)),
and τ ∈ H1p (0, T ;Lq(Ω)) ∩ L∞(0, T ;H1q (Ω)).
Remark 2.8. In the case that Ω is a bounded domain, an exterior domain with n ≥ 3, or a half
space and 1 < p <∞ and n < q <∞ with 1p + 12q < 1, the space for the initial value in the previous
two theorems can be characterized more explicitly (see (1.3))
(Lq,σ, D(Aq))1− 1
p
,p = {u ∈ B
2− 2
p
q,p (Ω): div u = 0, u|∂Ω = 0}.
But in general, we only have
(Lq,σ, D(Aq))1− 1
p
,p ⊂ {u ∈ B
2− 2
p
q,p (Ω): div u = 0, u|∂Ω = 0}
for uniformly C2-domains. Examples, where this inclusion is strict are aperture domains.
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Remark 2.9. The main theorems, Theorem 2.6 and Theorem 2.7 cover the whole space, the half
space, bent half spaces, layers, bent layers, bounded and exterior domains with a uniform C2-
boundary, since the Stokes operator admits bounded imaginary powers (see Giga [Gig85], Noll and
Saal [NS03], as well as Abels and Terasawa [AT09]).
Sketch of the proof
The methods used in the previous section are not applicable here, since the domain is unbounded
and hence, the compact embeddings fail. Also the standard contraction mapping principle is not
directly applicable. Tyring to show the contraction property, we deduce that the difference of two
solutions τ2 − τ1 fulfill a transport equation, where the term
(w˜2 − w˜1).∇τ2(2.21)
appears on the right-hand side of this transport equation (see (2.32)). This term cannot be con-
trolled in L1(0, T ;H
1
q (Ω)), due to lack of regularity of τ2 (see Proposition 1.10). To avoid this
problem, we apply modified version of the contraction mapping principle (Proposition 1.13), where
is is sufficient to show the contraction in a weaker topology.
More precisely, we consider basically the same fixed point map Φ as in the previous section and
we apply a modified version of the contraction mapping principle (Proposition 1.13) in the setting
X = H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq))× L∞(0, T ;H1q (Ω)),
Xw = H
1
2
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H1q (Ω))× L∞(0, T ;Lq(Ω)).
The aim is to show, that we can choose a closed, convex, and bounded subset K ⊂ X, such that
Φ(K) ⊂ K and Φ|K is a contraction in the topology of Xw.
To prove the contraction property in Xw, we need estimates of the solution of the associated
linearisation in Xw. In the proposition on the transport equation (Proposition 1.10), we proved
a-priori estimates for the solution of the transport equation in Xw2 = L∞(0, T ;Lq(Ω)), provided the
right-hand side belongs to L1(0, T ;Lq(Ω)). The advantage in showing the contraction in a weaker
topology is, that the term (w˜2 − w˜1).∇τ2 (see (2.21)), which causes the difficulties in showing the
contraction in X, can be estimated in L1(0, T ;Lq(Ω)). This way, we can prove an estimate for
the difference τ2 − τ1 in Xw2 . Further, to show the contraction in Xw, we estimate the solution of
the Stokes problem in the space Xw1 = H
1
2
p (0, T ;Lq(Ω))∩Lp(0, T ;H1q (Ω)), provided the right-hand
side is of the form DivF , F ∈ Lp(0, T ;H1q (Ω)). To prove this estimate, we use that a shift of the
Stokes operator admits bounded imaginary powers. The assumption, that the viscosity function is
constant, plays an important role in the prove of the estimate in Xw1 .
2.2.1 An Lp-Lq-estimate for the Stokes problem
In this subsection, we prove that the solution u ∈ H1p (0, T ;Lq,σ(Ω))∩Lp(0, T ;D(Aq)) of the Stokes
system 
ρ∂tu− α∆u+∇pi = DivF in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0) = 0 in Ω,
(2.22)
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with zero initial value and right-hand side DivF , F ∈ Lp(0, T ;H1q (Ω)), can be estimated by
‖u‖
H
1
2
p (0,T ;Lq(Ω))∩Lp(0,T ;H1q (Ω))
≤ C‖F‖Lp(0,T ;Lq(Ω)),(2.23)
provided that Ω ⊂ Rn is a domain with a uniform C2-boundary, such that the Helmholtz decom-
position exists for Lq(Ω) and Lq′(Ω), q
′ = qq−1 , as well as that the Stokes operators Aq and Aq′ ,
after a shift, admit bounded imaginary powers with a power angle less than pi2 .
The next proposition is a variant of Giga, Giga, and Sohr [GGS93, Corollary 4.2].
Proposition 2.10. Fix n ∈ N, n ≥ 2, 1 < p, q, q′ < ∞, with 1q + 1q′ = 1 and p 6= 2, as well
as T0, ρ, α > 0. Let r ∈ {q, q′}, λ ≥ 0, and let Ω ⊂ Rn be a domain with a uniformly C2-
boundary, such that the Helmholtz decomposition exists for Lr(Ω) and λ + Ar admits bounded
imaginary powers with a power angle less than pi2 . Then, there exists a constant C > 0, such that
for each 0 < T < T0 and right-hand side DivF , with F ∈ Lp(0, T ;H1q (Ω)), the unique solution
u ∈ 0H1p (0, T ;Lq,σ(Ω))∩Lp(0, T ;D(Aq)) of the Stokes problem with zero initial value (2.22) can be
estimated by
‖u‖
0H
1
2
p (0,T ;Lq(Ω))∩Lp(0,T ;H1q (Ω))
≤ C‖F‖T,Ω,p,q.
Proof. There is no loss of generality in assuming α = ρ = 1. With C, we always denote a generic
constant, which may change from line to line, but is always independent of F and T , 0 < T < T0.
Let F ∈ Lp(0, T ;H1q (Ω)). Applying the Helmholtz projection Pq to (2.22), we obtain the equivalent
problem
u′ +Aqu = Pq DivF in (0, T ), u(0) = 0.(2.24)
The existence of a unique solution u ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)) of (2.24) follows from
Remark 1.6, since a shift of the Stokes operator Aq admits bounded imaginary powers, with power
angle less than pi2 and Pq DivF ∈ Lp(0, T ;Lq,σ(Ω)). Next, we prove that this solution also satisfies
the estimate
‖u‖
0H
1
2
p (0,T ;Lq(Ω))∩Lp(0,T ;H1q (Ω))
≤ C‖F‖T,Ω,p,q.
Fix λ0 > λ with λ0 ∈ ρ(−Aq) and set w := (λ0 +Aq)− 12u. Then, since
w ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)),
we compute
(
d
dt
+Aq)w = (
d
dt
+Aq)(λ0 +Aq)
− 1
2u = (λ0 +Aq)
− 1
2 (
d
dt
+Aq)u = (λ0 +Aq)
− 1
2Pq DivF,
and
w(0) = ((λ0 +Aq)
− 1
2u)(0) = (λ0 +Aq)
− 1
2u(0) = 0.
Thus, w is the solution of
w′ +Aqw = (λ0 +Aq)−
1
2Pq DivF in (0, T ), w(0) = 0.(2.25)
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Next, we show that the right-hand side of (2.25) satisfies
‖(λ0 +Aq)− 12Pq DivF‖T,Ω,p,q ≤ C‖F‖T,Ω,p,q,
by a duality argument. Let 1 < q′ <∞ with 1q′ + 1q = 1. We have
(u,Aqv)Ω = −(u,∆Dv)Ω = −(∆Du, v)Ω = (Aq′u, v)Ω, (u, v) ∈ D(Aq′)×D(Aq),
where ∆D denotes the Laplace operator with Dirichlet boundary conditions, and hence, we con-
clude that (Aq)
′ ⊃ Aq′ . Since (Aq)′ is densely defined, (Aq)′ generates an analytic semigroup
and the resolvent of (Aq)
′ and Aq′ have a nonempty intersection, and hence (Aq)′ = Aq′ . For
g ∈ Lp′(0, T ;Lq′,σ(Ω)) with 1 < p′ <∞ and 1p + 1p′ = 1, it follows that
∣∣((λ0 +Aq)− 12Pq DivF ∣∣g)T,Ω∣∣ = ∣∣(DivF ∣∣(λ0 +Aq′)− 12 g)T,Ω∣∣ = ∣∣(F : ∇(λ0 +Aq′)− 12 g)T,Ω∣∣
≤ ‖F‖T,Ω,p,q‖∇(λ0 +Aq′)−
1
2 g‖T,Ω,p′,q′ ≤ C‖F‖T,Ω,p,q‖g‖T,Ω,p′,q′ ,
(2.26)
where we used the Dirichlet boundary condition of (λ0 +Aq′)
− 1
2 g and the continuity of the operator
(λ0 +Aq′)
− 1
2 ∈ L(Lp′(0, T ;Lq′,σ(Ω)), Lp′(0, T ;H1q′,0(Ω) ∩ Lq′,σ(Ω))),
which follows by D(A
1
2
q′) = [Lq′,σ(Ω), D(Aq′)] 12
= H1q′,0(Ω) ∩ Lq′,σ(Ω) (see Lemma 1.7). Since w is
the solution of the Stokes problem (2.25) with right-hand side
(λ0 +Aq)
− 1
2Pq DivF ∈ Lp(0, T ;Lq,σ(Ω)),
it follows that
‖w‖
0H1p(0,T ;Lq(Ω))∩Lp(0,T ;D(Aq)) ≤ C‖(λ0 +Aq)−
1
2Pq DivF‖T,Ω,p,q ≤ C‖F‖T,Ω,p,q,(2.27)
by the maximal regularity of the Stokes operator and (2.26). Taking into account [Pru¨02, Corol-
lary 2.2], we deduce the continuity of the operator
(2.28) (λ0 +Aq)
1
2
∈ L(0H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)), 0H 12p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(A 12q ))).
Combining (2.27) and (2.28), we conclude that
‖u‖
0H
1
2
p (0,T ;Lq(Ω))∩Lp(0,T ;H1q (Ω))
= ‖(λ0 +Aq) 12w‖
0H
1
2
p (0,T ;Lq(Ω))∩Lp(0,T ;H1q (Ω))
≤ C‖w‖
0H1p(0,T ;Lq,σ(Ω))∩Lp(0,T ;D(Aq))
≤ C‖F‖T,Ω,p,q.
We are now in a position to prove the main theorems.
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2.2.2 Proof of the main theorems
In this section, we give a proof of both main theorems, Theorem 2.6 and Theorem 2.7.
Proof of Theorem 2.6 and 2.7. As in the proof of Theorem 2.1, we reduce (2.19) to u0 = 0 and f = 0
and rewrite it in form of a fixed point equation.
Reduction to u∗ = 0 and f = 0 and Fixed point formulation
We proceed exactly the same way as in the proof of Theorem 2.1. The situation here is less
complex, since α > 0 is constant and ΓS = ∅. However, in order to apply Proposition 2.10, we need
a representation of the right-hand side in divergence form. We choose
(u∗, pi∗) ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq))× Lp(0, T ; Ĥ1q (Ω))
to be the solution of the Stokes problem
ρ∂tu∗ − α∆u∗ +∇pi∗ = f in (0, T0)× Ω,
div u∗ = 0 in (0, T0)× Ω,
u∗ = 0 on (0, T0)× ∂Ω,
u∗(0) = u0 in Ω,
given by Proposition 2.10, and we set
u = w + u∗ and pi = pi∗ + ψ.
Then, (u, pi, τ) solves (2.19) if and only if (w,ψ, τ) solves
ρ∂tw − α∆w +∇ψ = f∗ + Div(FDw (w) + FDτ (τ)) in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w + u∗).∇τ = G(w, τ) in (0, T0)× Ω,
w = 0 on (0, T0)× ∂Ω,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω,
(2.29)
where the terms on the right-hand side of the Stokes equation f∗, FDw , and FDτ and the right-hand
side of the transport equation G are defined below. For f˜ , g˜ ∈ H1q (Ω) with div f˜ = 0, it holds that
f˜ .∇g˜ = Div(g˜ ⊗ f˜). Hence, we obtain
f∗ = −ρu∗.∇u∗ + Divµ(τ0) ∈ Lp(0, T ;Lq(Ω)), FDw (w) := −ρu∗ ⊗ w − ρw ⊗ u∗ − ρw ⊗ w
and
FDτ (τ) := µ(τ)− µ(τ0).
Compared to the previous section, the representation of the function f∗ simplifies and we have
DivFDw (w) = Fw(w) and DivF
D
τ (τ) = Fτ (τ), where Fw and Fτ are defined in the previous section,
since α > 0 is constant. Further, the right-hand side of the transport equation is, as in the previous
section, given by
G(w, τ) = g(∇(w + u∗), τ).
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Problem (2.29) exactly match (2.6) in Section 2.1 in the case α > 0 is constant and ΓS = ∅.
We formulate (2.29) in the form of a fixed point equation in a suitable Banach space. To prove
Theorem 2.6 it would be possible to choose basically the same spaces as in Section 2.1. But, in the
case 1 < p < ∞ and n < q < ∞ of Theorem 2.7, it is convenient to modify the solution space for
the elastic part of the transport equation. The new space for the elastic part of the stress admits
a weaker topology, but this topology is sufficient to treat the nonlinearities, since no nonlinearities
appear on the boundary. For 1 < p < ∞ and n < q < ∞, we recall the definition of the solution
space for the velocity field 0Eu(T,Ω) and define the solution space for the elastic part of the stress:
0Ep,qu,c(T,Ω) := 0H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq)),
E#τ (T,Ω) := L∞(0, T ;H1q (Ω)).
Furthermore, we recall the definition of the solution space for the velocity field, where no initial
value is prescribed:
Ep,qu (T,Ω) = H1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H2q (Ω)).
Moreover, we define the space for the data
Fp,qf (T,Ω) := Lp(0, T ;Lq(Ω)),
G#(T,Ω) := L1(0, T ;H1q (Ω)).
The space Ep,qu (T,Ω) was already defined in the preliminaries. Compared to Section 2.1, we can
choose a space with a weaker topology G#(T,Ω) for the right-hand sides of the transport equation,
since we need less regularity for the elastic part of the stress.
Similar as in the previous section, problem (2.29) can be rewritten as a fixed point problem of
the map
Φ: 0Ep,qu,c(T,Ω)× E#τ (T,Ω) → 0Ep,qu,c(T,Ω)× E#τ (T,Ω),
(w, τ) 7→ Φ˜0,τ0(w, f∗ + Div(FDw (w) + FDτ (τ)), G(w, τ)),
(2.30)
where
Φ˜0,τ0 : 0E
p,q
u,c(T,Ω)× Fp,qf (T,Ω)×G#(T,Ω) → 0Ep,qu,c(T,Ω)× E#τ (T,Ω),
(w˜, f˜ , g˜) 7→ (w, τ)
denotes the solution operator to the following problem:
ρ∂tw − α∆w +∇ψ = f˜ in (0, T0)× Ω,
divw = 0 in (0, T0)× Ω,
∂tτ + (w˜ + u∗).∇τ = g˜ in (0, T0)× Ω,
w = 0 on (0, T0)× ∂Ω,
w(0) = 0 in Ω,
τ(0) = τ0 in Ω.
(2.31)
The main difference to Section 2.1 is, that we consider the case p 6= q and that we replace
(Eτ (T,Ω),G(T,Ω)) by (E#τ (T,Ω),G#(T,Ω)). Therefore, we denote the fixed point map Φ, the
solution operator for the linearized problem Φ˜0,τ0 , and the nonlinearity on the right-hand of the
transport equation G in the same way as in the previous section.
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The maps Φ and Φ˜0,τ0 are well-defined: The Stokes equation and the transport equation are
decoupled in equation (2.31) and can be solved separately. We can solve the Stokes problem due
to Proposition 2.10, and the transport equation due to the proposition on the transport equation
(Proposition 1.10). This shows that Φ˜0,τ0 is well-defined. In Lemma 2.11 and 2.12 we show the
mapping properties:
DivFDw : 0Ep,qu,c(T,Ω)→ Fp,qf (T,Ω), DivFDτ : E#τ (T,Ω)→ Fp,qf (T,Ω),
G : 0Ep,qu,c(T,Ω)× E#τ (T,Ω)→ G#(T,Ω) ∩ Lp(0, T ;Lq(Ω)).
This implies, that Φ is well-defined.
Analysis of Φ
The aim is to show that Φ admits a unique fixed point. For 0 < R1, R2 < ∞ and 0 < T < T0, we
define the balls
Kw(T,R1) := {w ∈ 0Ep,qu,c(T,Ω): ‖w‖0Ep,qu (T,Ω) ≤ R1},
K#τ (T,R2) := {τ ∈ E#τ (T,Ω): τ(0) = τ0 and ‖τ‖E#τ (T,Ω) ≤ R2},
K#(T,R1, R2) := Kw(T,R1)×K#τ (T,R2).
The map Φ maps K#(T,R1, R2) into itself
We show, that we can choose T,R1, R2 > 0, such that
Φ(K#(T,R1, R2)) ⊂ K#(T,R1, R2).
To prove this relation, a proper understanding of the nonlinearities is necessary. We analyse these
in the following two lemmas. In the first lemma, we consider the Oldroyd-B case, where a special
form of g and µ is assumed. Thanks to this special form, we can estimate the nonlinearities for
1 < p <∞ and n < q <∞. In the second lemma, we consider more general functions g and µ. To
estimate the nonlinearities in this case, stricter conditions on p and q are needed. We need at least
that Xp,qu (T,Ω) ↪→ L∞(0, T ;L∞(Ω)), and therefore 1p + n2q < 12 .
In the Oldroyd-B case, the following Lemma holds.
Lemma 2.11. Fix n ∈ N, n ≥ 2, T0, R0, R2 > 0, 1 < p < ∞, and n < q < ∞. Let Ω ⊂ Rn be a
domain with a uniform C2-boundary. Assume that G has the special form
G(w, τ) = −βτ + γE(w + u∗) + δ((∇(w + u∗))T τ + τ∇(w + u∗)),
with β, γ, δ ∈ R, and that µ ∈ R is constant. Then, there exists a constant C > 0 and a function
O : R+ → R+ with O(t) → 0 for t → 0, such that for all R1 ∈ (0, R0), T ∈ (0, T0), and (w, τ) ∈
K#(T,R1, R2) the estimates
‖DivFDw (w)‖Fp,qf (T,Ω) ≤ CR
2
1 +O(T ),
‖DivFDτ (τ)‖Fp,qf (T,Ω) ≤ O(T ),
‖G(w, τ)‖G#(T,Ω) ≤ O(T ),
‖G(w, τ)‖T,Ω,p,q ≤ C
hold.
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Proof. Let 0 < R0, R2, T0, 0 < R1 < R0, 0 < T < T0, and (w, τ) ∈ K(T,R1, R2). We denote by C
a generic constant and by O : R+ → R+ a generic function, with O(t) → 0 for t → 0, which may
change from line to line, but is always independent of T , R1, w, and τ .
We recall the definition FDw (w) = −ρu∗ ⊗ w − ρw ⊗ u∗ − ρw ⊗ w, the representation
DivFDw = −ρu∗.∇w − ρw.∇u∗ − ρw.∇w,
and the embedding
0Ep,qu (T,Ω) ↪→ L3p(0, T ;L3q(Ω)) ∩ L 3p
2
(0, T ;H13q
2
(Ω))
with embedding constant independent of 0 < T < T0 (Proposition 1.14). Hence
‖DivFDw (w)‖T,Ω,p,q ≤ ρ‖u∗.∇w‖T,Ω,p,q + ρ‖w∇u∗‖T,Ω,p,q + ρ‖w.∇w‖T,Ω,p,q
≤ C(‖u∗‖T,Ω,3p,3q‖w‖L 3p
2
(0,T ;H13q
2
(Ω)) + ‖w‖T,Ω,3p,3q‖u∗‖L 3p
2
(0,T ;H13q
2
(Ω))
+ ‖w‖T,Ω,3p,3q‖w‖L 3p
2
(0,T ;H13q
2
(Ω))
)
≤ C((‖u∗‖T,Ω,3p,3q + ‖u∗‖L 3p
2
(0,T ;H13q
2
(Ω)))‖w‖0Ep,qu (T,Ω) + ‖w‖20Ep,qu (T,Ω))
≤ CR21 +O(T ).
Since FDτ = µ(τ − τ0), where µ ∈ R is constant, it follows that
‖DivFDτ (τ)‖T,Ω,p,q = |µ|‖Div(τ − τ0)‖T,Ω,p,q
≤ |µ|T 1p (‖∇τ‖T,Ω,∞,q + ‖∇τ0‖T,Ω,∞,q)
≤ |µ|T 1p (R2 + ‖τ0‖H1q (Ω))
≤ O(T ).
The right-hand side of the transport equation is defined by
G(w, τ) = −βτ + γE(w + u∗) + δ((∇(w + u∗))T τ + τ∇(w + u∗)).
For r′ ∈ {1, p}, we deduce the estimate
‖G(w, τ)‖T,Ω,r′,q
≤ |β|‖τ‖T,Ω,r′,q + |γ|‖∇(w + u∗)‖T,Ω,r′,q + 2|δ|‖∇(w + u∗)‖T,Ω,r′,q‖τ‖T,Ω,∞,∞
≤ C(T 1r′ ‖τ‖T,Ω,∞,q + T 1r′− 1p ‖∇(w + u∗)‖T,Ω,p,q + T 1r′− 1p ‖∇(w + u∗)‖T,Ω,p,q‖τ‖T,Ω,∞,∞),
and hence ‖G(w, τ)‖T,Ω,p,q ≤ C and ‖G(w, τ)‖T,Ω,1,q ≤ O(T ). Moreover, we deduce an estimate for
the spatial derivative
‖∇G(w, τ)‖T,Ω,1,q
≤ |β|‖∇τ‖T,Ω,1,q + |γ|‖∇2(w + u∗)‖T,Ω,1,q
+ 2|δ|(‖∇2(w + u∗)‖T,Ω,1,q‖τ‖T,Ω,∞,∞ + ‖∇(w + u∗)‖T,Ω,1,∞‖∇τ‖T,Ω,∞,q)
≤ C(T‖τ‖E#τ (T,Ω) + T 1− 1p ‖w + u∗‖Ep,qu (T,Ω) + T 1− 1p ‖w + u∗‖Ep,qu (T,Ω)‖τ‖E#τ (T,Ω))
≤ O(T ).
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In the general case, the following Lemma holds.
Lemma 2.12. Fix n ∈ N, n ≥ 2, T0, R0, R2 > 0, and 1 < p, q < ∞ with 1p + n2q < 12 . Let Ω ⊂ Rn
be a domain with a uniform C2-boundary. Let G(w, τ) = g(∇(w + u∗), τ),
g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0 and µ ∈ C1(Rn×n,Rn×n).
Then, there exists a constant C > 0 and a function O : R+ → R+ with O(t) → 0 for t → 0, such
that for all R1 ∈ (0, R0), T ∈ (0, T0), and (w, τ) ∈ K#(T,R1, R2) the estimates
‖DivFDw (w)‖Fp,qf (T,Ω) ≤ CR
2
1 +O(T ),
‖DivFDτ (τ)‖Fp,qf (T,Ω) ≤ O(T ),
‖G(w, τ)‖G#(T,Ω) ≤ O(T ),
‖G(w, τ)‖T,Ω,∞,q ≤ C
hold.
Proof. The estimates of DivFDw (w) is proved in a more general setting in the previous lemma.
Here, we only investigate DivFτ (τ) and G.
Let 0 < R0, R2, T0, 0 < R1 < R0, 0 < T < T0, and (w, τ) ∈ K(T,R1, R2). We denote by C
a generic constant and by O : R+ → R+ a generic function, with O(t) → 0 for t → 0, which may
change from line to line, but is always independent of T , R1, w, and τ .
By the proposition on embedding theorems (Proposition 1.14) there exists a constant C∗ with
‖w‖L∞(0,T ;W 1∞(Ω))∩L∞(0,T ;H1q (Ω)) + ‖u∗‖L∞(0,T ;W 1∞(Ω))∩L∞(0,T ;H1q (Ω)) + ‖τ‖L∞(0,T ;L∞(Ω)) ≤ C∗.
We recall the definition of the nonlinearity Fτ (τ) = µ(τ)− µ(τ0). It holds
‖DivFDτ (τ)‖T,Ω,p,q = ‖Div(µ(τ)− µ(τ0))‖T,Ω,p,q
≤ sup
|η|<C∗
|(∇µ)(η)|(‖∇τ‖T,Ω,p,q + ‖∇τ0‖Ω,q)
≤ sup
|η|<C∗
|(∇µ)(η)|T 1p (R2 + ‖τ0‖H1q (Ω))
≤ O(T ).
Let r′ ∈ {1,∞}. By the mean value theorem and g(0, 0) = 0, it follows that
‖G(w, τ)‖T,Ω,r′,q = ‖g(∇(w + u∗), τ)‖T,Ω,r′,q
= ‖g(∇(w + u∗), τ)− g(0, 0)‖T,Ω,r′,q
≤ sup
|η1|,|η2|≤C∗
|(∇g)(η1, η2)|
(‖∇(w + u∗)‖T,Ω,r′,q + ‖τ‖T,Ω,r′,q)
≤ sup
|η1|,|η2|≤C∗
|(∇g)(η1, η2)|T
1
r′
(‖∇(w + u∗)‖T,Ω,∞,q + ‖τ‖T,Ω,∞,q)
≤ CT 1r′ (‖w‖L∞(0,T ;H1q (Ω)) + ‖u∗‖L∞(0,T ;H1q (Ω)) + ‖τ‖T,Ω,∞,q)
≤ CT 1r′ .
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This shows ‖G(w, τ)‖T,Ω,∞,q ≤ C and ‖G(w, τ)‖T,Ω,1,q ≤ O(T ). The required estimate of the spatial
derivative follows with the chain rule:
‖∇G(w, τ)‖T,Ω,1,q
≤ sup
|η1|,|η2|≤C∗
|(∇g)(η1, η2)|
(‖∇2(w + u∗)‖T,Ω,1,q + ‖∇τ‖T,Ω,1,q)
≤ sup
|η1|,|η2|≤C∗
|(∇g)(η1, η2)|
(
T
1− 1
p ‖w‖
0Ep,qu (T,Ω) + T
1− 1
p ‖u∗‖Ep,qu (T,Ω) + T‖τ‖E#τ (T,Ω)
)
≤ O(T ).
This shows ‖G(w, τ)‖L1(0,T ;H1q (Ω)) ≤ O(T ).
Now, we show that we can choose T0, R0, R2, 0 < T < T0 and 0 < R1 < R0, such that
Φ(K#(T,R1, R2)) ⊂ K#(T,R1, R2).
Set R0 = T0 = 1. Let (w, τ) = Φ(w˜, τ˜) with (w˜, τ˜) ∈ K#(T,R1, R2). By the maximal Lp-
regularity of the Stokes operator (see Proposition 2.10), the proposition on the transport equation
(Proposition 1.10), and the two previous lemmas (Lemma 2.11 and 2.12), we obtain in the case of
an Oldroyd-B fluid and in the case of a generalized viscoelastic fluid
‖w‖
0Ep,qu (T,Ω) = ‖(Φ˜0,τ0(w˜, f∗ + Div(FDw (w˜) + FDτ (τ˜)), G(w˜, τ˜)))1‖0Ep,qu (T,Ω)
≤ C(‖f∗ + Div(FDw (w˜) + FDτ (τ˜))‖Fp,qf (T,Ω))
≤ C(‖f∗‖Fp,qf (T,Ω) + ‖DivFw(w˜)‖Fp,qf (T,Ω) + ‖DivFτ (τ˜)‖Fp,qf (T,Ω))
≤ CR21 +O(T ),
and
‖τ‖E#τ (T,Ω) = ‖(Φ˜0,τ0(w, f∗ + Fw(w) + Fτ (τ), G(w, τ)))2‖Eτ (T,Ω)
≤ C(1)tra
(‖τ0‖H1p(Ω) + ‖G(w, τ)‖G#(T,Ω))eC(1)traT 1− 1p ‖w+u∗‖Ep,qu (T,Ω)
≤ C(1)tra
(‖τ0‖H1p(Ω) +O(T ))eO(T ),
where O : R+ → R+ is a function with O(t)→ 0 for t→ 0, which is independent of R1, 0 < R1 < R0.
Defining now R2 := 2C
(1)
tra‖τ0‖H1p(Ω) and choosing first R1, 0 < R1 < R0 and then T , 0 < T < T0,
sufficiently small, we find that Φ(K#(T,R1, R2)) is contained in K#(T,R1, R2).
The map Φ is a contraction
Next, we show that Φ is a contraction in the space Ew(T,Ω) := Ep,q,wu (T,Ω)× Ewτ (T,Ω), with
Ep,q,wu (T,Ω) = H
1
2
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H1q (Ω)),
Ewτ (T,Ω) := L∞(0, T ;Lq(Ω)).
We also introduce the corresponding data spaces
Fp,qf (T,Ω) = Lp(0, T ;Lq(Ω)),
Gw(T,Ω) := L∞(0, T ;Lq(Ω)).
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The space Ep,q,wu (T,Ω) is already defined in the preliminaries and the space Fp,qf (T,Ω) is defined
above. Let (w˜j , τ˜j) ∈ K#(T,R1, R2), j = 1, 2, and (wj , τj) = Φ(w˜j , τ˜j) be two solutions of the
linearized problem. We already proved that (wj , τj) ∈ K#(T,R1, R2). Then, the difference of the
velocity fields and the elastic parts of the stresses
(w12, τ12) := (w2 − w1, τ2 − τ1) = Φ(w˜2, τ˜2)− Φ(w˜1, τ˜1)
and the difference of the pressures pi12 := pi2 − pi1 fulfill the equation

ρ∂tw12 − α∆w12 +∇pi12 = Div(Fw(w˜2)− Fw(w˜1) + Fτ (τ˜2)− Fτ (τ˜1)) in (0, T )× Ω,
div u = 0 in (0, T )× Ω,
∂tτ12 + (w˜1 + u∗).∇τ12 = G(w˜2, τ˜2)−G(w˜1, τ˜1)− (w˜2 − w˜1).∇τ2 in (0, T )× Ω,
u12 = 0 on (0, T )× ∂Ω,
u12(0) = 0 in Ω,
τ12(0) = 0 in Ω.
(2.32)
The nonlinearities on the right-hand side of equation (2.32) are the next subject. In the case of an
Oldroyd-B fluids, the following lemma holds.
Lemma 2.13. Fix n ∈ N, n ≥ 2, T0, R0, R2 > 0, 1 < p <∞, p 6= 2, and n < q <∞. Let Ω ⊂ Rn
be a domain with a uniform C2-boundary. Assume that G has the special form
G(w, τ) = −βτ + γE(w + u∗) + δ((∇(w + u∗))T τ + τ∇(w + u∗)),
with β, γ, δ ∈ R, and that µ ∈ R is constant. Then, there exists a constant C > 0 and a func-
tion O : R+ → R+ with O(t) → 0 for t → 0, such that for all R1 ∈ (0, R0), T ∈ (0, T0), and
(wj , τj), (w˜j , τ˜j) ∈ K#(T,R1, R2), j = 1, 2, the estimates
‖FDw (w˜2)− FDw (w˜1)‖Fp,qf (T,Ω) ≤ (CR1 +O(T ))‖w˜2 − w˜1‖Ep,q,wu (T,Ω),
‖FDτ (τ˜2)− FDτ (τ˜1)‖Fp,qf (T,Ω) ≤ O(T )‖τ˜2 − τ˜1‖Ewτ (T,Ω),
‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖Gw(T,Ω) ≤ O(T )(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)),
‖(w˜2 − w˜1).∇τ2‖Gw(T,Ω) ≤ O(T )‖w˜2 − w˜1‖Ep,q,wu (T,Ω)
hold.
Proof. Let 0 < R0, R2, T0, 0 < R1 < R0, 0 < T < T0, and (wj , τj) ∈ K(T,R1, R2), j = 1, 2. We
denote by C a generic constant and by O : R+ → R a generic function, with O(t) → 0 for t → 0,
which may change from line to line, but is always independent of T , R1, wj , and τj , j = 1, 2.
We recall the definition FDw (w) = −ρu∗ ⊗ w − ρw ⊗ u∗ − ρw ⊗ w, and the embeddings (see
Proposition 1.14)
0Ep,qu (T,Ω) ↪→ L3p(0, T ;L3q(Ω)) ∩ L 3p
2
(0, T ;H13q
2
(Ω)) and 0Ep,q,wu (T,Ω) ↪→ L 3p
2
(0, T ;L 3q
2
(Ω))
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with embedding constants independent of T , 0 < T < T0. We obtain the estimate
‖FDw (w˜2)− FDw (w˜1)‖T,Ω,p,q
≤ ρ‖u∗ ⊗ (w˜2 − w˜1)‖T,Ω,p,q + ρ‖(w˜2 − w˜1)⊗ u∗‖T,Ω,p,q + ρ‖w˜1 ⊗ (w˜2 − w˜1)‖T,Ω,p,q
+ ρ‖w˜2 ⊗ (w˜2 − w˜1)‖T,Ω,p,q
≤ C(‖u∗‖T,Ω,3p,3q‖w˜2 − w˜1‖T,Ω, 3p
2
, 3q
2
+ (‖w2‖T,Ω,3p,3q + ‖w1‖T,Ω,3p,3q)‖w˜2 − w˜1‖T,Ω, 3p
2
, 3q
2
)
≤ C(‖u∗‖T,Ω,3p,3q + ‖w1‖0Ep,qu (T,Ω) + ‖w2‖0Ep,qu (T,Ω))‖w˜2 − w˜1‖Ep,q,wu (T,Ω)
≤ (CR1 +O(T ))‖w˜2 − w˜1‖Ep,q,wu (T,Ω).
Since FDτ = µτ where µ ∈ R is constant, we have
‖FDτ (τ˜2)− FDτ (τ˜1)‖T,Ω,p,q = |µ|‖τ˜2 − τ˜1‖T,Ω,p,q ≤ |µ|T
1
p ‖τ˜2 − τ˜1‖T,Ω,∞,q ≤ O(T )‖τ˜2 − τ˜1‖Ewτ (T,Ω).
The right-hand side of the transport equation is defined by
G(w, τ) = −βτ + γE(w + u∗) + δ((∇(w + u∗))T τ + τ∇(w + u∗)).
The difference can be estimated in the following way:
‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖T,Ω,1,q
≤ |β|‖τ˜2 − τ˜1‖T,Ω,1,q + |γ|‖∇(w˜2 − w˜1)‖T,Ω,1,q
+ 2|δ|(‖∇(w˜2 − w˜1)‖T,Ω,1,q‖τ˜2‖T,Ω,∞,∞ + ‖∇(w˜1 + u∗)‖T,Ω,1,∞‖τ˜2 − τ˜1‖T,Ω,∞,q)
≤ C(T‖τ˜2 − τ˜1‖Ewτ (T,Ω) + T 1− 1p ‖w˜2 − w˜1‖Ep,q,wu (T,Ω)
+ T
1− 1
p ‖w˜2 − w˜1‖Ep,q,wu (T,Ω)‖τ˜2‖E#τ (T,Ω) + T
1− 1
p ‖w˜1 + u∗‖Ep,qu (T,Ω)‖τ˜2 − τ˜1‖Ewτ (T,Ω)
)
≤ O(T )(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)).
It remains to estimate the term ‖(w˜2 − w˜1).∇τ2‖Gw(T,Ω):
‖(w˜2 − w˜1).∇τ2‖T,Ω,1,q ≤ T 1−
1
p ‖w˜2 − w˜1‖T,Ω,p,∞‖∇τ2‖T,Ω,∞,q ≤ O(T )‖w˜2 − w˜1‖Ep,q,wu (T,Ω).
In the case of a generalized viscoelastic fluid, we have the following lemma.
Lemma 2.14. Fix n ∈ N, n ≥ 2, T0, R0, R2 > 0, and 1 < p, q < ∞ with 1p + n2q < 12 . Let Ω ⊂ Rn
be a domain with a uniform C2-boundary. Assume that G(w, τ) = g(∇(w + u∗), τ),
g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0 and µ ∈ C1(Rn×n,Rn×n).
Then, there exists a constant C > 0 and a function O : R+ → R+ with O(t) → 0 for t → 0 such
that for all R1 ∈ (0, R0), T ∈ (0, T0), and (wj , τj), (w˜j , τ˜j) ∈ K#(T,R1, R2), j = 1, 2, the estimates
‖FDw (w˜2)− FDw (w˜1)‖Fp,qf (T,Ω) ≤ (CR1 +O(T ))‖w˜2 − w˜1‖Ep,q,wu (T,Ω),
‖FDτ (τ˜2)− FDτ (τ˜1)‖Fp,qf (T,Ω) ≤ O(T )‖τ˜2 − τ˜1‖Ewτ (T,Ω),
‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖Gw(T,Ω) ≤ O(T )(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)),
‖(w˜2 − w˜1).∇τ2‖Gw(T,Ω) ≤ O(T )‖w˜2 − w˜1‖Ep,q,wu (T,Ω)
hold.
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Proof. The estimates of FDw (w˜2)−FDw (w˜1) and (w˜2− w˜1).∇τ2 are proved in a more general setting
in the previous lemma. Here, we only prove the estimates of
Fτ (τ˜2)− Fτ (τ˜1) and G(w˜2, τ˜2)−G(w˜1, τ˜1).
Let 0 < R0, R2, T0, 0 < R1 < R0, 0 < T < T0, and (wj , τj) ∈ K(T,R1, R2), j = 1, 2. We denote
by C a generic constant and by O : R+ → R+ a generic function, with O(t) → 0 for t → 0, which
may change from line to line, but is always independent of T , R1, wj , and τj , j = 1, 2.
By the proposition on embedding theorems (Proposition 1.14), we have
‖wj‖L∞(0,T ;W 1∞(Ω))∩L∞(0,T ;H1q (Ω)) + ‖u∗‖L∞(0,T ;W 1∞(Ω))∩L∞(0,T ;H1q (Ω)) + ‖τj‖L∞(0,T ;L∞(Ω)) ≤ C∗,
j = 1, 2.
The mean value theorem yields
‖FDτ (τ˜2)− FDτ (τ˜1)‖T,Ω,p,q = ‖µ(τ˜2)− µ(τ˜1)‖T,Ω,p,q
≤ sup
|η|<C∗
|(∇µ)(η)|‖τ˜2 − τ˜1‖T,Ω,p,q
≤ sup
|η|<C∗
|(∇µ)(η)|T 1p ‖τ˜2 − τ˜1‖T,Ω,∞,q
≤ O(T )‖τ˜2 − τ˜1‖Ep,q,wτ (T,Ω),
and
‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖T,Ω,1,q
= ‖g(∇(w˜2 + u∗), τ˜2)− g(∇(w˜1 + u∗), τ˜1)‖T,Ω,1,q
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|
(‖∇(w˜2 − w˜1)‖T,Ω,1,q + ‖τ˜2 − τ˜1‖T,Ω,1,q)
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|
(
T
1− 1
p ‖∇(w˜2 − w˜1)‖T,Ω,p,q + T‖τ˜2 − τ˜1‖T,Ω,∞,q
)
≤ O(T )(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)).
By the estimate on the solution of the Stokes problem with a right-hand side in divergence
form (Proposition (2.10)), the proposition on the transport equation (Proposition 1.10), and the
two previous lemmas (Lemma 2.13 and 2.14), it follows in the case of an Oldroyd-B fluid and in
the case of a generalized viscoelastic fluid
‖w12‖Ep,q,wu (T,Ω)
= ‖(Φ˜0,0(w˜1,Div(FDw (w˜2)− FDw (w˜1) + FDτ (τ˜2)− FDτ (τ˜1)),
G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2))1‖Ep,q,wu (T,Ω)
≤ C‖FDw (w˜2)− FDw (w˜1) + FDτ (τ˜1)− FDτ (τ˜1)‖Fp,qf (T,Ω)
≤ C(‖FDw (w˜2)− FDw (w˜1)‖Fp,qf (T,Ω) + ‖FDτ (τ˜2)− FDτ (τ˜1)‖Fp,qf (T,Ω))
≤ (CR1 +O(T ))
(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)),
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and
‖τ12‖Ewτ (T,Ω)
= ‖(Φ˜0,0(w˜1,Div(FDw (w˜2)− FDw (w˜1) + FDτ (τ˜2)− FDτ (τ˜1)),
G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2))2‖Ewτ (T,Ω)
≤ ‖G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2‖Gw(T,Ω)
≤ ‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖Gw(T,Ω) + ‖(w˜2 − w˜1).∇τ2‖Gw(T,Ω)
≤ O(T )(‖w˜2 − w˜1‖0Ep,qu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)).
Choosing 0 < R1, T sufficiently small the contraction property in Ew(T,Ω) follows, more precisely
‖Φ(w˜2, w˜2)− Φ(w˜1, w˜1)‖Ew(T,Ω) = ‖w12‖Ep,q,wu (T,Ω) + ‖τ12‖Ewτ (T,Ω)
≤ 1
2
(‖w˜2 − w˜1‖Ep,q,wu (T,Ω) + ‖τ˜2 − τ˜1‖Ewτ (T,Ω)).
Application of the fixed point argument and completion of the proof
Application of Proposition 1.13 proves the existence of a unique fixed point of Φ or equivalently, a
unique solution
(u, τ) ∈ H1p (0, T ;Lq,σ(Ω)) ∩ Lp(0, T ;D(Aq))× L∞(0, T ;H1q (Ω))
of (2.19). The corresponding pressure is defined by
∇pi = (1− Pq)(Divµ(τ)− f − ρ(∂tu+ u.∇u) + α∆u) ∈ Lp(0, T ;Lq(Ω)).
It remains to prove that τ admits actually more time regularity. The function τ in particular fulfills
the transport equation
∂tτ + (w + u∗).∇τ = G(w, τ).
In Lemma 2.11, we proved in the Oldroyd-B fluid case that G(w, τ) ∈ Lp(0, T ;Lq(Ω)) and in
Lemma 2.12 in the general viscoelastic fluid case that G(w, τ) ∈ L∞(0, T ;Lq(Ω)). This implies
∂tτ ∈ Lp(0, T ;Lq(Ω)) in the case of an Oldroyd-B fluid and ∂tτ ∈ L∞(0, T ;Lq(Ω)) in the general
case, by proposition on the transport equation (Proposition 1.10). This completes the proof.
2.3 Generalized viscoelastic fluids on the half space with perfect
slip boundary conditions
In Section 2.1, we analyse (2.1) in the case of a bounded domain with Dirichlet and perfect slip
boundary conditions and in Section (2.2), we investigate (2.1) in unbounded domains with Dirichlet
boundary conditions. This section is intended to consider (2.1) in an unbounded domain with
perfect slip boundary conditions. We will restrict our attention to the analysis of (2.1) in the case
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α > 0 is constant, g(0, 0) = µ(0) = 0, Ω = Rn+, and ΓD = ∅, i.e. we consider
ρ(∂tu+ u.∇u)− α∆u+∇pi = Div µ(τ) + f in (0, T0)× Rn+,
div u = 0 in (0, T0)× Rn+,
∂tτ + u.∇τ = g(∇u, τ) in (0, T0)× Rn+,
−(un, (α∂nuj + µ(τ)j,n)j=1,...,n−1) = 0 on (0, T0)× ∂Rn+,
u(0) = u0 in Rn+,
τ(0) = τ0 in Rn+.
(2.33)
We emphasise that in this situation (2.33) is consistent with (2.1), since ν = −en and thus
−(u · ν, [2αEuν + µ(τ)ν]tan) = (un, (α∂nuj + µ(τ)j,n)n−1j=1 ) = 0 on (0, T0)× ∂Rn+.
The compatibility conditions (2.2) take the form
div u0 = 0 in Rn+ and − (u0,n, (α∂nu0,j + µ(τ0)j,n)n−1j=1 ) = 0 on ∂Rn+.(2.34)
We prove the existence of a small time interval (0, T ) and the existence of a unique strong solution
on this time interval in the regularity class
u ∈ H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+)), pi ∈ Lp(0, T ; Ĥ1p (Rn+)),
and τ ∈W 1∞(0, T ;Lp(Rn+)) ∩ L∞(0, T ;H1p (Rn+)).
Let us state the main theorem of this section.
Theorem 2.15. Fix n ∈ N, n ≥ 2, n+ 2 < p <∞, and T0, ρ, α > 0. We assume, that
µ ∈ C3(Rn×n,Rn×n) with µ(0) = 0 and g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0.
Then, for each f ∈ Lp(0, T0;Lp(Rn+)), u0 ∈ W
2− 2
p
p (Rn+), and τ0 ∈ H1p (Rn+), satisfying the compati-
bility conditions
div u0 = 0 in Rn+ and (u0,n, (α∂nu0,j + µ(τ0)j,n)n−1j=1 ) = 0 on ∂R
n
+,
there exists a time 0 < T < T0 and unique strong solution of (2.1) on the time interval (0, T ) in
the regularity class
u ∈ H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+)), pi ∈ Lp(0, T ; Ĥ1p (Rn+)),
and τ ∈W 1∞(0, T ;Lp(Rn+)) ∩ L∞(0, T ;H1p (Rn+)).
Sketch of the proof
The ideas of the proof are similar to the ideas used in the previous section. We apply a modified
version of the contraction mapping principle (Proposition 1.13). The main difference to the previous
section is the prove of the estimate of the velocity field in
H
1
2
p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H1p (Rn+))).
In the previous section, the proof of this estimate is based on the bounded imaginary powers of
the Stokes operator. This method is, in the case of perfect slip boundary condition, not directly
applicable, since the linearization represents a Stokes problem with inhomogeneous boundary data
(see (2.6) and (2.40)). Instead, we use an explicit representation formula of the solution of the
Stokes equation in the half space in order to prove the required estimate.
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2.3.1 An Lp-estimate for the Stokes problem with inhomogeneous perfect slip
boundary conditions in the half space
The aim of this subsection is to prove, that the solution u ∈ H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+))
of the Stokes system with inhomogeneous perfect slip boundary condition
ρ∂tu− α∆u+∇pi = DivF in (0, T )× Rn+,
div u = 0 in (0, T )× Rn+,
−(un, α(∂nuj)j=1,...,n−1) = (0, (Fj,n)j=1,...,n−1) on (0, T )× ∂Rn+,
u(0) = 0 in Rn+,
(2.35)
with zero initial value and right-hand side DivF , where
F ∈ Lp(0, T ;H1p (Rn+)) and γ∂Rn+F ∈W
1
2p
p (0, T ;Lp(∂Rn+))
satisfies the compatibility condition
Fj,n(0) = 0 on ∂Rn+, j = 1, . . . , n− 1,
can be estimated by
‖u‖
H
1
2
p (0,T ;Lp(Rn+))∩Lp(0,T ;H1p(Rn+))
≤ C‖F‖T,Rn+,p,p.
The proof is based on an explicit solution formula of (2.35) and explicit commutator relations of
the resolvent of the Dirichlet and Neumann Laplace operator with the normal derivative.
The following proposition is analogous to Proposition 2.10.
Proposition 2.16. Fix n ∈ N, n ≥ 2, 1 < p <∞ with p 6= 2, and T0, ρ, α > 0. Then, there exists a
constant C > 0 such that for each 0 < T < T0 and right-hand side DivF , with F ∈ Lp(0, T ;H1p (Rn+))
and γ∂Rn+F ∈W
1
2p
p (0, T ;Lp(∂Rn+)), satisfying the compatibility condition
Fj,n(0) = 0 on ∂Rn, j = 1, . . . , n− 1,
the unique solution u ∈ H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+)) of (2.35) can be estimated by
‖u‖
0H
1
2
p (0,T ;Lp(Rn+))∩Lp(0,T ;H1p(Rn+))
≤ C‖F‖T,Rn+,p,p.
Proof. There is no loss of generality in assuming α = ρ = 1. With C, we always denote a generic
constant, which may change from line to line, but is always independent of F and T , 0 < T < T0.
We denote by
∆′ : Lp(0, T ;Lp(Rn−1))→ Lp(0, T ;Lp(Rn−1)), D(∆′) = Lp(0, T ;H2p (Rn−1)),
the Laplace operator on the tangential components Rn−1, and by
∂t : Lp(0, T ;Lp(Rn−1))→ Lp(0, T ;Lp(Rn−1)), D(∂t) = 0H1p (0, T ;Lp(Rn−1))
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the time derivative. By Kalton and Weis [KW01] and Denk, Saal and Seiler [DSS08], the two
operators ∆′ and ∂t admit a joint H∞-calculus. Further, we denote by ∆D the Dirichlet-Laplace
operator on Rn+, i.e. the operator
∆D : Lp(Rn+)→ Lp(Rn+), D(∆D) = H2p (Rn+) ∩H1p,0(Rn+),
and by ∆N the Neumann-Laplace operator on Rn+, i.e. the operator
∆N : Lp(Rn+)→ Lp(Rn+), D(∆N ) = {u ∈ H2p (Rn+) : ∂nu = 0 on ∂Rn+}.
The solution operator to the Laplace problem with Dirichlet boundary data and zero initial value
u′ −∆Du = f in (0, T ), u(0) = 0
is denoted by u = (∂t−∆D)−1f and the corresponding solution operator with Neumann boundary
conditions
u′ −∆Nu = f in (0, T ), u(0) = 0
is denoted by (∂t −∆N )−1f .
Due to Proposition 1.8, there exists a unique solution
(u, pi) ∈ 0H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+))× Lp(0, T ; Ĥ1p (Rn+))
of (2.35). To estimate the solution, we give an explicit representation formula. We define
vj(xn) := (∂t −∆N )−1((DivF )j − ∂jpi)(xn) +
√
∂t −∆′−1e−
√
∂t−∆′xnγ∂Rn+Fj,n,
xn > 0, j = 1, . . . , n− 1,
and
vn := (∂t −∆D)−1((DivF )n − ∂npi),
where the operator √
∂t −∆′−1e−
√
∂t−∆′xn , xn > 0
is defined via the joint H∞-calculus of ∂t and ∆′. Substituting v into (2.35), we see that v
solves (2.35), and hence u = v. Next, we investigate this solution formula. We use the known repre-
sentation of the commutators [∂n, (∂t−∆D)−1] and [∂n, (∂t−∆N )−1], i.e. for f˜ ∈ Lp(0, T ;H1q (Rn+)),
it holds
(∂n(∂t −∆D)−1f˜)(xn) = ((∂t −∆N )−1∂nf˜)(xn) +
√
∂t −∆′−1e−
√
∂t−∆′xnγ∂Rn+ f˜ , xn > 0,
∂n(∂t −∆N )−1f˜ = (∂t −∆D)−1∂nf˜ .
Applying the last two equations yields
uj(xn) = (∂t −∆N )−1((DivF )j − ∂jpi)(xn) +
√
∂t −∆′−1e−
√
∂t−∆′xnγ∂Rn+Fj,n
=
n∑
k=1
((∂t −∆N )−1∂kFj,k)(xn)− ((∂t −∆N )−1∂jpi)(xn) +
√
∂t −∆′−1e−
√
∂t−∆′xnγ∂Rn+Fj,n
=
n−1∑
k=1
(∂k(∂t −∆N )−1Fj,k)(xn) + (∂n(∂t −∆D)−1Fj,n)(xn)− ((∂t −∆N )−1∂jpi)(xn),
(2.36)
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where xn > 0 and j = 1, . . . , n− 1, as well as
un = (∂t −∆D)−1(DivF )n − (∂t −∆D)−1∂npi
=
n∑
k=1
(∂t −∆D)−1∂kFn,k − (∂t −∆D)−1∂npi
=
n−1∑
k=1
∂k(∂t −∆D)−1Fn,k + ∂n(∂t −∆N )−1Fn,n − (∂t −∆D)−1∂npi.
(2.37)
Next, we show that the operator
(∂t −∆B)−1 :=

(∂t −∆N )−1
...
(∂t −∆N )−1
(∂t −∆D)−1

commutes with the Helmholtz projection. Saal [Saa06, combining (27) and (28)] proved, that
(∂t −∆B)−1 : Lp(0, T ;Lp,σ(Rn+))→ Lp(0, T ;Lp,σ(Rn+)).(2.38)
Our aim is now to show that
(∂t −∆B)−1 : Lp(0, T ;Gp(Rn+))→ Lp(0, T ;Gp(Rn+)).(2.39)
Let θ ∈ Lp(0, T ; Ĥ1p (Rn)) and we prove ((∂t − ∆B)−1∇θ|g)T,Rn+ for g ∈ Lp′(0, T ;Lp′(Rn+)), with
1 < p′ < ∞ and 1p + 1p′ = 1, which implies (2.39). Let g ∈ Lp′(0, T ;Lp′,σ(Rn+)) and let f be the
solution of
∂tf + ∆Bf = g in (0, T ), f(T ) = 0.
By integration by parts, it follows that
((∂t −∆B)−1∇θ|g)T,Rn+
= ((∂t −∆N )−1∇′θ|g′)T,Rn+ + ((∂t −∆D)−1∂nθ|gn)T,Rn+
= ((∂t −∆N )−1∇′θ|∂tf ′ + ∆f ′)T,Rn+ + ((∂t −∆D)−1∂nθ|∂tfn + ∆fn)T,Rn+
= ((∂t −∆N )−1∇′θ|∂tf ′)T,Rn+ + ((∂t −∆N )−1∇′θ|∆f ′)T,Rn+
+ ((∂t −∆D)−1∂nθ|∂tfn)T,Rn+ + ((∂t −∆D)−1∂nθ|∆fn)T,Rn+
= −(∂t(∂t −∆N )−1∇′θ|f ′)T,Rn+ + (∆(∂t −∆N )−1∇′θ|f ′)T,Rn+
− ((∂t −∆N )−1∇′θ|∂nf ′)T,∂Rn + (∂n(∂t −∆N )−1∇′θ|f ′)T,∂Rn+
− (∂t(∂t −∆D)−1∂nθ|fn)T,Rn+ + (∆(∂t −∆D)−1∂nθ|fn)T,Rn+
− ((∂t −∆D)−1∂nθ|∂nfn)T,∂Rn + (∂n(∂t −∆D)−1∂nθ|fn)T,∂Rn+
= −(∇θ|f)− ((∂t −∆N )−1∇′θ|∂nf ′)T,∂Rn + (∂n(∂t −∆N )−1∇′θ|f ′)T,∂Rn+
− ((∂t −∆D)−1∂nθ|∂nfn)T,∂Rn + (∂n(∂t −∆D)−1∂nθ|fn)T,∂Rn+
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where the boundary term in the time integration vanish due to ((∂t − ∆B)−1∇θ)(0) = 0 and
f(T ) = 0. The remaining boundary integrals are also zero, since
∂n(∂t −∆N )−1∇′θ = 0 on (0, T )× ∂Rn+, ∂nf ′ = 0 on (0, T )× ∂Rn+,
(∂t −∆D)−1∂nθ = 0 on (0, T )× ∂Rn+, fn = 0 on (0, T )× ∂Rn+.
Due to (∇θ|f)T,Rn+ = 0, we have
((∂t −∆B)−1∇θ|g)T,Rn+ = 0, g ∈ Lp′(0, T ;Lp′,σ(Rn+)).
This is equivalent to (2.39). On account of (2.38) and (2.39), we can conclude that
Pp(∂t −∆B)−1h = Pp(∂t −∆B)−1Pph+ Pp(∂t −∆B)−1(1− Pp)h
= (∂t −∆B)−1Pph, h ∈ Lp(0, T ;Lp(Rn+))
and therefore, the operator (∂t −∆B)−1 commutes with the Helmholtz projection.
Since div u = 0 in (0, T ) × Rn+ and un = 0 on (0, T ) × ∂Rn+, we obtain Ppu = u. Taking into
account (2.36), (2.37) as well as Pp(∂t −∆B)−1∇pi = 0, we deduce that
u = Ppu
= Pp
n−1∑
k=1
∂k

(∂t −∆N )−1F1,k
...
(∂t −∆N )−1Fn−1,k
(∂t −∆D)−1Fn,k
+ Pp∂n

(∂t −∆D)−1F1,n
...
(∂t −∆D)−1Fn−1,n
(∂t −∆N )−1Fn,n
− Pp

(∂t −∆N )−1∂1
...
(∂t −∆N )−1∂n−1
(∂t −∆D)−1∂n
pi.
= Pp
n−1∑
k=1
∂k

(∂t −∆N )−1F1,k
...
(∂t −∆N )−1Fn−1,k
(∂t −∆D)−1Fn,k
+ Pp∂n

(∂t −∆D)−1F1,n
...
(∂t −∆D)−1Fn−1,n
(∂t −∆N )−1Fn,n
 .
By the continuity of the mappings
∇(∂t −∆D)−1,∇(∂t −∆N )−1 : Lp(0, T ;Lp(Rn+))→ 0H
1
2
p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H1p (Rn+))
and the continuity of the Helmholtz projection in 0H
1
2
p (0, T ;Lp(Rn+))∩Lp(0, T ;H1p (Rn+)), it follows
that
‖u‖
0H
1
2
p (0,T ;Lp(Rn+))∩Lp(0,T ;H1p(Rn+))
≤ C‖F‖T,Rn+,p,p.
2.3.2 Proof of the main theorem
Next, we present a proof of Theorem 2.15.
Proof of Theorem 2.15. We are now in a position to follow the lines of the proof of Theorem 2.6 to
prove Theorem 2.15.
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Reduction to u0 = 0 and f = 0 and fixed point formulation
We proceed the same way as in the proof of Theorem 2.1. By Runst and Sickel [RS96, Theo-
rem 5.5.3.1], it follows that µ(τ0) ∈W 1−
1
p (∂Rn+), since µ(0) = 0. Let
(u∗, pi∗) ∈ H1p (0, T0;Lp(Rn+)) ∩ Lp(0, T0;H2p (Rn+))× Lp(0, T0; Ĥ1p (Rn+))
be the solution of
ρ∂tu∗ − α∆u∗ +∇pi∗ = f in (0, T0)× Rn+,
div u = 0 in (0, T0)× Rn+,
−(u∗,n, (α∂nu∗,j)j=1,...,n−1) = (0, (µ(τ0)j,n)j=1,...,n) on (0, T0)× ∂Rn+,
u(0) = u0 in Rn+,
given by Proposition 1.8. We set
u = w + u∗ and pi = pi∗ + ψ.
Then (u, pi, τ) solves (2.33) if and only if (w,ψ, τ) solves
ρ∂tw − α∆w +∇ψ = f∗ + Div(FDw (w) + FDτ (τ)) in (0, T0)× Rn+,
div u = 0 in (0, T0)× Rn+,
∂tτ + (w + u∗).∇τ = G(w, τ) in (0, T0)× Rn+,
−(wn, α(∂nwj)j=1,...,n−1) = (0, Hτ (τ)) on (0, T0)× ∂Rn+,
w(0) = 0 in Rn+,
τ(0) = τ0 in Rn+,
(2.40)
where the terms f∗, FDw , FDτ , G, and Hτ are the same as in the sections above. Since α is constant
and Ω = Rn+ their representation simplifies. The terms on the right-hand side of the Stokes equation
are given by
f∗ = −ρu∗.∇u∗ + Divµ(τ0),
as well as
FDw (w) = −ρu∗ ⊗ w − ρw ⊗ u∗ − ρw ⊗ w and FDτ (τ) = µ(τ)− µ(τ0).
The right-hand side of the transport equation reads
G(w, τ) = g(∇(w + u∗), τ).
The terms Hτ reduces to
Hτ (τ)j = (µ(τ)j,n − µ(τ0)j,n), j = 1, . . . , n− 1.
It is worth pointing out, that the nonlinearities have the structure required in (2.35), where we
assume a relation between the right-hand side of the Stokes equation and the right-hand side of
the boundary condition, i.e. for (w, τ) with γ∂Rn+wn = 0, it holds
(FDw (w) + F
D
τ (τ))j,n = Hτ (τ)j on (0, T0)× ∂Rn+, j = 1, . . . , n− 1.
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We rewrite (2.40) in the form of a fixed point equation in a Banach space. Let n+ 2 < p < r <∞.
Since the elastic part of the stress appears on the boundary, we choose the same spaces as in the
proof of Theorem 2.1, i.e. the solution spaces are given by
0Eu,c(T,Rn+) = {w ∈ 0H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+)) : wn = 0 on ∂Rn+},
Eτ (T,Rn+) = Ĥ1r (0, T ;Lp(Rn+)) ∩ L∞(0, T ;H1p (Rn+)),
the space for the velocity field, where we do not prescribe the initial value, by
Eu(T,Rn+) = H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2p (Rn+)),
and the spaces for the data are given by
Ff (T,Rn+) = Lp(0, T ;Lp(Rn+)),
G(T,Rn+) = Lr(0, T ;Lp(Rn+)) ∩ L1(0, T ;H1p (Rn+)),
0Hu(T, ∂Rn+) = 0W
1
2
− 1
2p
p (0, T ;Lp(∂Rn+)) ∩ Lp(0, T ;W
1− 1
p
p (∂Rn+)).
The fixed point map, corresponding to problem (2.40) is exactly defined as in the proof of Theo-
rem 2.1, i.e.
Φ: 0Eu,c(T,Rn+)× Eτ (T,Rn+) → 0Eu,c(T,Rn+)× Eτ (T,Rn+),
(w, τ) 7→ Φ˜0,τ0(w, f∗ + DivFDw (w) + DivFDτ (τ), G(w, τ), Hτ (τ)),
(2.41)
where
Φ˜0,τ0 : 0Eu,c(T,Rn+)× Ff (T,Rn+)×G(T,Rn+)× 0Hu(T, ∂Rn+) → 0Eu,c(T,Rn+)× Eτ (T,Rn+),
(w˜, f˜ , g˜, h˜) 7→ (w, τ)
denotes the solution operator to the following problem:
ρ∂tw −∆w +∇ψ = f˜ in (0, T0)× Rn+,
divw = 0 in (0, T0)× Rn+,
∂tτ + (w˜ + u∗).∇τ = g˜ in (0, T0)× Rn+,
−(wn, α(∂nwj)nj=1) = (0, h˜) on (0, T0)× ∂Rn+,
w(0) = 0 in Rn+,
τ(0) = τ0 in Rn+.
(2.42)
Taking into account Lemma 2.17, the fact that Φ and Φ˜0,τ0 are well defined follows the same way
as in the proof of Theorem 2.1 as well as in the proof of Theorem 2.6.
Analysis of Φ
Next, we analyse Φ. For 0 < R1, R2, R3 < ∞, 0 < T < T0, and n + 2 < p < r < ∞, we recall the
definitions
Kw(T,R1) = {w ∈ 0Eu,c(T,Rn+) : ‖w‖0Eu(T,Rn+) < R1},
Kτ (T,R2, R3) = {τ ∈ Eτ (T,Rn+) : τ(0) = τ0, ‖τ‖L∞(0,T ;H1q (Rn+)) ≤ R2
and ‖∂tτ‖T,Ω,r,p < R3},
K(T,R1, R2, R3) = Kw(T,R1)×Kτ (T,R2, R3).
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The map Φ maps K(T,R1, R2, R3) into itself
We prove, that we can choose T,R1, R2, and R3, such that
Φ(K(T,R1, R2, R3)) ⊂ K(T,R1, R2, R3).
For this purpose, we estimate the nonlinearities in the following lemma.
Lemma 2.17. Fix n ∈ N, n ≥ 2, T0, R0, R2, R3 > 0, and n+ 2 < p < r <∞. Assume that
µ ∈ C3(Rn×n,Rn×n) and g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0.
Then, there exists a constant C > 0 and a function O : R+ → R+ with O(t) → 0 for t → 0, such
that for all R1 ∈ (0, R0), T ∈ (0, T0), and (w, τ) ∈ K(T,R1, R2, R3) the estimates
‖DivFDw (w)‖Ff (T,Rn+) ≤ CR21 +O(T ),
‖DivFDτ (τ)‖Ff (T,Rn+) ≤ O(T ),
‖Hτ (τ)‖0Hu(T,∂Rn+) ≤ O(T )
‖G(w, τ)‖G(T,Rn+) ≤ O(T ),
‖G(w, τ)‖T,Rn+,∞,p ≤ C
hold.
Proof. We already proved the estimate of DivFDw (w) and DivF
D
τ (τ) in Lemma 2.12. The es-
timate of Hτ (τ) is proved in Lemma 2.3 in the case that domain is bounded. The same proof
also holds for the half space. Furthermore, we proved the estimate ‖G(w, τ)‖L1(0,T ;H1q (Rn+)) =
‖G(w, τ)‖G# ≤ O(T ) and ‖G(w, τ)‖T,Rn+,∞,q ≤ C in Lemma 2.12. The remaining term to estimate
is ‖G(w, τ)‖T,Rn+,r,q.
Let 0 < R0, R2, R3, T0, 0 < R1 < R0, 0 < T < T0, and (w, τ) ∈ K(T,R1, R2). We denote by C
a generic constant and by O : R+ → R+ a generic function, with O(t) → 0 for t → 0, which may
change from line to line, but is always independent of T , R1, w, and τ .
By the proposition on embedding theorems (Proposition 1.14), we have
‖w‖L∞(0,T ;W 1∞(Rn+))∩L∞(0,T ;H1q (Rn+)) + ‖u∗‖L∞(0,T ;W 1∞(Rn+))∩L∞(0,T ;H1q (Rn+)) + ‖τ‖L∞(0,T ;L∞(Rn+)) ≤ C∗.
By the mean value theorem, it follows that
‖G(w, τ)‖T,Rn+,r,p = ‖g(∇(w + u∗), τ)‖T,Rn+,r,p
= ‖g(∇(w + u∗), τ)− g(0, 0)‖T,Rn+,r,p
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|(‖∇(w + u∗)‖T,Rn+,r,p + ‖τ‖T,Rn+,r,p)
≤ sup
|η1|,|η2|<C∗
|(∇g)(η1, η2)|T 1r (‖∇(w + u∗)‖T,Rn+,∞,p + ‖τ‖T,Rn+,∞,p)
≤ O(T ).
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We show, that we can choose T0, R0, R2, R3, 0 < R1 < R0, and 0 < T < T0 such that
Φ(K(T,R1, R2, R3)) ⊂ K(T,R1, R2, R3).
Fix R0 = T0 = 1. Let (w, τ) = Φ(w˜, τ˜) with (w˜, τ˜) ∈ K(T,R1, R2, R3). By the maximal Lp-
regularity of the Stokes problem (see Proposition 1.8), the proposition on the transport equation
(Proposition 1.10), and the previous lemma, we conclude that
‖w‖
0Eu(T,Rn+)
= ‖(Φ˜0,τ0(w˜, f∗ + Div(Fw(w˜) + Fτ (τ˜)), G(w˜, τ˜), Hτ (τ˜)))1‖0Eu(T,Rn+)
≤ C(‖f∗ + Div(Fw(w˜) + Fτ (τ˜))‖Ff (T,Rn+) + ‖Hτ (τ˜)‖0Hu(T,∂Rn+))
≤ C(‖f∗‖Ff (T,Rn+) + ‖DivFw(w˜)‖Ff (T,Rn+) + ‖DivFτ (τ˜)‖Ff (T,Rn+) + ‖Hτ (τ˜)‖0Hu(T,∂Rn+))
≤ CR21 +O(T ),
and
‖τ‖L∞(0,T ;H1q (Rn+)) = ‖(Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), Hτ (τ˜)))2‖L∞(0,T ;H1q (Rn+))
≤ C(1)tra
(‖τ0‖H1p(Rn+) + ‖G(w˜, τ˜)‖G(T,Rn+))eC(1)traT 1− 1p ‖w˜+u∗‖Eu(T,Rn+)
≤ C(1)tra
(‖τ0‖H1p(Rn+) +O(T ))eO(T ),
as well as
‖∂tτ‖T,Rn+,r,p = ‖(Φ˜0,τ0(w˜, f∗ + Fw(w˜) + Fτ (τ˜), G(w˜, τ˜), Hτ (τ˜)))2‖Ŵ 1r (0,T ;Lp(Rn+))
≤ ‖G(w˜, τ˜)‖G(T,Rn+) + T
1
r ‖w˜ + u∗‖T,Ω,∞,∞‖τ‖L∞(0,T ;H1p(Rn+))
≤ O(T ),
where O : R+ → R+ is a function with O(t)→ 0 for t→ 0, which is independent of R1, 0 < R1 < R0.
Defining now R2 := 2C
(1)
tra‖τ0‖H1p(Rn+), R3 = 1 and choosing R1, T > 0 sufficiently small we find that
Φ(K(T,R1, R2, R3)) is contained in K(T,R1, R2, R3).
The map Φ is a contraction
Next, we show that Φ is a contraction. In the proof of Theorem 2.6, we introduced for n+2 < p <∞
the space Ew(T,Rn+) = Ewu (T,Rn+)× Ewτ (T,Rn+) with
Ewu (T,Rn+) = H
1
2
p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H1p (Rn+)),
Ewτ (T,Rn+) = L∞(0, T ;Lp(Rn+)).
We also introduced in the proof of this theorem the corresponding data spaces
Ff (T,Rn+) = Lp(0, T ;Lp(Rn+)),
Gw(T,Rn+) = L∞(0, T ;Lp(Rn+)).
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Let (w˜j , τ˜j) ∈ K(T,R1, R2, R3), j = 1, 2, and (wj , τj) = Φ(w˜j , τ˜j) be the solutions of the linearized
problem. We already proved that (wj , τj) ∈ K(T,R1, R2, R3). Then, the difference
(w12, τ12) := Φ(w˜2, τ˜2)− Φ(w˜1, τ˜1) = (w2 − w1, τ2 − τ1)
and the pressure difference pi12 = pi2 − pi1 fulfill the equation

ρ∂tw12 − α∆w12 +∇pi12 = Div(Fw(w˜2)− Fw(w˜1) + Fτ (τ˜2)− Fτ (τ˜1)) in (0, T )× Rn+,
div u = 0 in (0, T )× Rn+,
∂tτ12 + (w˜1 + u∗).∇τ12 = G(w2, τ2)−G(w1, τ1) + (w˜2 − w˜1).∇τ2 in (0, T )× Rn+,
−(u12,n, α(∂nu12,j)nj=1 = (0, Hτ (τ˜2)−Hτ (τ˜1)) on (0, T )× ∂Rn+,
u12(0) = 0 in Rn+,
τ12(0) = 0 in Rn+.
(2.43)
In the following lemma, we summarize the estimates on the right-hand side of (2.43), which are
relevant here. All this estimates are proved in Lemma 2.14.
Lemma 2.18. Fix n ∈ N, n ≥ 2, T0, R0, R2, R3 > 0, and n+ 2 < p <∞. Assume that
g ∈ C1(Rn×n × Rn×n,Rn×n) with g(0, 0) = 0 and µ ∈ C1(Rn×n,Rn×n).
Then, there exists a constant C > 0 and a function O : R+ → R+ with O(t)→ 0 for t→ 0 such that,
for all R1 ∈ (0, R0), T ∈ (0, T0), and (wj , τj), (w˜j , τ˜j) ∈ K(T,R1, R2, R3), j = 1, 2 the estimates
‖FDw (w˜2)− FDw (w˜1)‖Ff (T,Rn+) ≤ (CR1 +O(T ))‖w˜2 − w˜1‖Ewu (T,Rn+),
‖FDτ (τ˜2)− FDτ (τ˜1)‖Ff (T,Rn+) ≤ O(T )‖τ˜2 − τ˜1‖Ewτ (T,Rn+),
‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖Gw(T,Rn+) ≤ O(T )(‖w˜2 − w˜1‖Ewu (T,Rn+) + ‖τ˜2 − τ˜1‖Ewτ (T,Rn+)),
‖(w˜2 − w˜1).∇τ2‖Gw(T,Rn+) ≤ O(T )‖w˜2 − w˜1‖Ewu (T,Rn+)
hold.
To apply Proposition 2.16, we need a relation between the right-hand side of the Stokes equation
and the right-hand side on the boundary (see (2.35)). This relation follows due to the identity
(FDw (w˜2)− FDw (w˜1) + FDτ (τ˜2)− FDτ (τ˜1))j,n = (Hτ (τ˜2)−Hτ (τ˜1))j on (0, T0)× ∂Rn+,
j = 1, . . . , n− 1.
By the proposition on the transport equation (Proposition 1.10), the proposition on the estimate
of the velocity field in the weaker topology (Proposition 2.16), and the previous lemma, it follows
that
‖w12‖Ewu (T,Rn+)
= ‖(Φ˜0,0(w˜1,Div(FDw (w˜2)− FDw (w˜1) + FDτ (τ˜2)− FDτ (τ˜1)),
G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2, Hτ (τ˜2)−Hτ (τ˜1)))1‖Ewu (T,Rn+)
≤ C‖FDw (w˜2)− FDw (w˜1) + FDτ (τ˜1)− FDτ (τ˜1)‖Ff (T,Rn+)
≤ C(‖FDw (w˜2)− FDw (w˜1)‖Ff (T,Rn+) + ‖FDτ (τ˜2)− FDτ (τ˜1)‖Ff (T,Rn+))
≤ (CR1 +O(T ))
(‖w˜2 − w˜1‖Ewu (T,Rn+) + ‖τ˜2 − τ˜1‖Ewτ (T,Rn+)),
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and
‖τ12‖Ewτ (T,Rn+)
= ‖(Φ˜0,0(w˜1,Div(FDw (w˜2)− FDw (w˜1) + FDτ (τ˜2)− FDτ (τ˜1)),
G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2, Hτ (τ˜2)−Hτ (τ˜1)))2‖Ewτ (T,Rn+)
≤ ‖G(w˜2, τ˜2)−G(w˜1, τ˜1) + (w˜2 − w˜1).∇τ2‖Gw(T,Rn+)
≤ (‖G(w˜2, τ˜2)−G(w˜1, τ˜1)‖Gw(T,Rn+) + ‖(w˜2 − w˜1).∇τ2‖Gw(T,Rn+))
≤ O(T )(‖w˜2 − w˜1‖Ewu (T,Rn+) + ‖τ˜2 − τ˜1‖Ewτ (T,Rn+)).
Choosing 0 < R1, T sufficiently small, it follows the contraction property in Ew(T,Rn+), i.e.
‖Φ(w˜2, w˜2)− Φ(w˜1, w˜1)‖Ew(T,Rn+) = ‖w12‖Ewu (T,Rn+) + ‖τ12‖Ewτ (T,Rn+)
≤ 1
2
(‖w˜2 − w˜1‖Ewu (T,Rn+) + ‖τ˜2 − τ˜1‖Ewτ (T,Rn+)).
Application of the fixed point argument and completion of the proof
Application of Proposition 1.13 proves the existence of a unique fixed point of Φ or equivalent the
existence of a unique solution
(u, τ) ∈ H1p (0, T ;Lp(Rn+)) ∩ Lp(0, T ;H2q (Rn+))× Ŵ 1r (0, T ;Lp(Rn+)) ∩ L∞(0, T ;H1p (Rn+))
of (2.19). The corresponding pressure is defined by
∇pi = (1− Pp)(Divµ(τ)− f − ρ(∂tu+ u.∇u) + α∆u) ∈ Lp(0, T ;Lp(Rn+)).
It remains to show that τ admits more time regularity. The function τ in particular fulfills the
transport equation
∂tτ + (w + u∗).∇τ = G(w, τ).
In Lemma 2.17 we proved that G(w, τ) ∈ L∞(0, T ;Lp(Rn+)) and hence, ∂tτ ∈ L∞(0, T ;Lp(Rn+)), by
the proposition on the transport equation (Proposition 1.10).
68
Chapter 3
Generalized Newtonian two-phase
flow
The aim of this chapter is the investigation of a free boundary problem describing the motion of
two incompressible generalized Newtonian fluids. The domain occupied by the first fluid is denoted
by Ω−(t) ⊂ Rn and the domain occupied by the second fluid is denoted by Ω+(t) ⊂ Rn. We
assume that the fluids are separated by a free interface, which we denote by Γ(t). At the initial
configuration, we assume that the two fluids are separated by an interface Γ0, which is given as a
graph over a height function h0, i.e.
Γ0 = {(x′, xn) ∈ Rn : xn = h0(x′)} and Ω±(0) = {(x′, xn) : ± (xn − h0(x′)) > 0}.
The domain occupied by the fluids is denoted by Ω(t) = Ω+(t) ∪ Ω−(t) and the normal, pointing
from Ω−(t) to Ω+(t) by ν(t). The system under consideration reads:
ρ(∂tu+ u.∇u)−Div 2α(|Eu|2)Eu+∇pi = −ργeen in (0, T0)× Ω(t),
div u = 0 in (0, T0)× Ω(t),
−J2α(|Eu|2)Eu− piKν = σκν on (0, T0)× Γ(t),JuK = 0 on (0, T0)× Γ(t),
V = u · ν on (0, T0)× Γ(t),
u(0) = u0 in Rn \ Γ0,
Γ(0) = Γ0.
(3.1)
This system will be described as follows: The unknowns of this system are the velocity field u, the
pressure pi, and the interface Γ. The velocity u and the pressure pi consist of the velocities and
pressures of both fluids, i.e.
(u, pi) = (u+, pi+)χΩ+ + (u−, pi−)χΩ− ,
where u± and pi± are the velocity field and the pressure of the fluid occupying Ω± respectively. The
given and constant density of the fluid occupying Ω± is denoted by ρ± > 0 and the given viscosity
function by α± : [0,∞) → [0,∞). We apply the same convention for the density and the viscosity
function, i.e.
(ρ, α) = (ρ+, α+)χΩ+ + (ρ−, α−)χΩ− .
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The symmetric part of the velocity gradient is denoted by Eu = 12(∇u+ (∇u)T ) and the jump of a
quantity f at the interface is denoted by JfK = γ+f − γ−f , where γ± denotes the upper and lower
trace on Γ(t). In the case that two traces coincide, we write γ = γ+. The normal velocity of the
interface is denoted by V , the mean curvature by κ, the given and constant acceleration of gravity
by γa > 0, and the given and constant surface tension by σ.
Further, the initial velocity field u0 and the initial interface Γ0 = graphh0, which is given as a
graph of a height function h0, are given. We assume that the initial velocity satisfies the natural
compatibility conditions
div u0 = 0 in Rn \ Γ0 and (Jα(|Eu0|2)Eu0Kν0)tan = 0, Ju0K = 0 on Γ0.(3.2)
An initial value of the pressure jump JpiK is implicitly given by
Jpi0K := 2(Jα(|Eu0|2)Eu0Kν0) · ν0 + σκ on Γ0.(3.3)
The first equation of (3.1) describes the balance of momentum, assuming the stress tensor has
the form
S(u, pi) = 2α(|Eu|2)Eu− pi,
and the only external force is the gravity. The divergence free condition describes incompressibility
of both fluids, since the densities are constant in both domains Ω±(t). The first boundary condition
at the interface says, that the tangential part of the normal component of the stress (JS(u, pi)Kν)tan is
continuous, and the jump of the normal part (JS(u, pi)Kν)·ν is proportional to the mean curvature κ.
The zero jump condition of the velocity field on the free interface gives the continuity of the velocity
field on the interface. The kinematic boundary condition (V = u · ν on (0, T0)× Γ(t)) couples the
interface to the fluid and says that the interface is transported by the motion of the fluid.
Systems similar to (3.1) have been studied intensively in the literature. There are various results
regarding the one-phase flow problem in the Newtonian case (α > 0 is constant)
ρ(∂tu+ u.∇u)− 2αDivEu+∇pi = −ργeen in (0, T0)× Ω(t),
div u = 0 in (0, T0)× Ω(t),
−(2αEu− pi)ν = σκν on (0, T0)× Γ(t),
V = u · ν on (0, T0)× Γ(t),
u(0) = u0 in Rn \ Γ0,
Γ(0) = Γ0,
using the formulation of this system in Lagrangian coordinates. For an overview over the existing
literature, we refer to Chapter 4. Also the two-phase problem, where both fluids are of Newto-
nian type was investigated in Lagrangian framework by Denisova [Den90, Den94], Denisova and
Solonnikov [DS95] as well as Tanaka [Tan95].
The investigation of the one-phase problem in Eulerian coordinates, using the Hanzawa trans-
formation to reduce the problem on a fixed domain goes back to the work of Beale [Bea84] and
Beale and Nishida [BN85]. They discussed an ocean like domain, i.e. a domain bounded by a
solid from below and a free surface from above, using L2-theory. Recently, also applying the Han-
zawa transformation, Denk, Geissert, Hieber, Saal and Sawada [DGH+11] considered the one-phase
problem in Eulerian coordinates in the Lp-setting. They analysed the spin coating process for a
Newtonian fluid in an ocean like domain. Rotational and wetting effects on the solid below were
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also incorporated. The two-phase case, where both fluids are Newtonian was analysed by Pru¨ß and
Simonett [PS09, PS10, PS11, PS] in the Lp-setting. They considered a model, where both fluids
initially occupy a domain close to half spaces and proved local-in-time solvability for arbitrarily
large initial data as well as large time well-posedness for of small initial data, with and without the
effect of gravity. Moreover, they gave a rigorous proof for the Rayleigh-Taylor instability, i.e. they
proved that the system is Lp-unstable, provided that a fluid with a larger density is positioned on
top of a fluid with the lower density.
In the one-phase case, were a Newtonian fluid occupies an ocean like domain, Bae [Bae11] was
able to show the existence of global strong solutions, applying energy methods.
Abels [Abe07a, Abe07b] and Plotnikov [Plo93] investigated the two-phase flow problem for
a generalized Newtonian fluid on the existence of varifold-solutions, using energy methods and
monotone operator theory.
The aim of this chapter is to prove the existence of a unique strong solutions of (3.1) in the
Lp-setting.
Before we formulate our main result, we recall some definitions. For a vector x ∈ Rn, we write
x = (x′, xn) ∈ Rn with x′ ∈ Rn−1 and xn ∈ R. Moreover, we define
Rn± = {(x′, xn) ∈ Rn : ± xn > 0} and R˙n = {(x′, xn) ∈ Rn : xn 6= 0}.
The gradient and the Laplace operator with respect to x′ ∈ Rn−1 is denoted by ∇′ and ∆′ re-
spectively. Furthermore, we define the Hanzawa transformation. We fix T0 > 0 and we assume
that for 0 < t < T0 the interface Γ(t) = graph(h(t)) is given as the graph over a hight function
h(t) : Rn−1 → R. Then, the Hanzawa transformation is defined by
Θh : (0, T0)× R˙n →
⋃
t∈(0,T0)
{t} × Ω(t), Θh(t, x′, xn) = (t, x′, xn + h(t, x′)).
Large time solvability of (3.1) is established by our next theorem.
Theorem 3.1. Fix n + 2 < p < ∞, T0 > 0, and ρ±, γe, σ > 0. Let α± ∈ C3([0,∞)) with
α±(0) > 0. Then, there exists ε > 0, such that for all h0 ∈ W
3− 2
p
p (Rn−1), Γ0 = graph(h0), and
u0 ∈W
2− 2
p
p (Rn \ Γ0), satisfying the compatibility conditions
div u0 = 0 in Rn \ Γ0 and
(Jα(|Eu0|2)Eu0Kν0)tan = 0, Ju0K = 0 on Γ0,
where ν0 =
1√
1+|∇′h|2 (−∇
′h, 1)T denotes the normal on Γ0, as well as the smallness condition
‖u0‖
W
2− 2p
p (Rn\Γ0)
+ ‖h0‖
W
3− 2p
p (Rn−1)
< ε,
there exists a solution (u, pi,Γ) on (0, T0) of (3.1). Furthermore, Γ(t) is for t ∈ (0, T0) given as a
graph Γ(t) = graph(h(t)) with
h ∈ W 2−
1
2p
p (0, T0;Lp(Rn−1)) ∩H1p (0, T0;W
2− 1
p
p (Rn−1)) ∩ Lp(0, T0;W
3− 1
p
p (Rn−1)).
This solution is in the regularity class
u ◦Θ−1h ∈ H1p (0, T0;Lp(Rn)) ∩ Lp(0, T0;H2p (R˙n)),
pi ◦Θ−1h ∈ Lp(0, T0; Ĥ1p (R˙n))),Jpi ◦Θ−1h K ∈ W 12− 12pp (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W 1− 1pp (Rn−1)).
Moreover, the solution is unique in this regularity class.
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3.1 Proof of the main theorem
A proof of Theorem 3.1 is given here. First, let us sketch the main ideas of the proof.
Sketch of the proof
We proceed the following way: First, we absorb the gravity term in the pressure and apply the
Hanzawa transformation to reduce (3.1) to a problem on a fixed domain. Next, we linearize the
transformed problem around the trivial equilibrium and rewrite it in the form of a fixed point
problem. Then, we investigate the nonlinearities arising from the Hanzawa transformation and
linearization. By the solvability result of the associated linearization of Pru¨ß and Simonett [PS11,
Theorem 3.1] and the mapping properties of the nonlinearities, we are in a position to apply the
contraction mapping principle to solve the nonlinear problem in a last step.
Proof of Theorem 3.1. In a first step, we reduce (3.1) on a fixed domain.
Hanzawa transformation
In order to investigate problem (3.1), we will apply transformations. First of all, it should be noted
that the gravity term −ργaen admits a potential xn 7→ ργaxn, since the density in Ω±(t) is constant,
and thus may be absorbed in the pressure term. Hence, we introduce a new pressure function
pi1(t, x
′, xn) = pi(t, x′, xn) + ρ±γaxn, (t, x′, xn) ∈ (0, T0)× Ω±(t),(3.4)
which results in an additional boundary term. The new system reads:
ρ(∂tu+ u.∇u)−Div 2α(|Eu|2)Eu+∇pi1 = 0 in (0, T0)× Ω(t),
div u = 0 in (0, T0)× Ω(t),
−J2α(|Eu|2)Eu− pi1 + ργaxnKν = σκν on (0, T0)× Γ(t),JuK = 0 on (0, T0)× Γ(t),
V = u · ν on (0, T0)× Γ(t),
u(0) = u0 in Rn \ Γ0,
Γ(0) = Γ0.
(3.5)
To receive a problem on the fixed domain R˙n = {(x′, xn) ∈ Rn : xn 6= 0} instead of Ω(t), we apply
the Hanzawa transformation:
Θh : (0, T0)× R˙n →
⋃
t∈(0,T0)
{t} × Ω(t), (t, x′, xn) 7→ (t, x′, h(t, x′) + xn).
From now on, let (t, x′, xn) ∈ (0, T0)× R˙n. We denote the transformed velocity function by
(v′(t, x′, xn), vn(t, x′, xn)) = v(t, x′, xn) := (u ◦Θh)(t, x′, xn) = u(t, x′, h(t, x′) + xn),
where we split the transformed velocity field v = (v′, vn) in a tangential part v′(t, x′, xn) ∈ Rn−1
and a normal part vn(t, x
′, xn) ∈ R. The transformed pressure is denoted by
θ(t, x′, xn) := (pi ◦Θh)(t, x′, xn) = pi1(t, x′, h(t, x′) + xn).
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By the chain rule, we calculate for k, l,m = 1, . . . , n
(∂tuk) ◦Θh = ∂tvk − ∂nvk∂th,
(∂muk) ◦Θh = ∂mvk − ∂nvk∂mh,
(∂l∂muk) ◦Θh = ∂l∂mvk − ∂m∂nvk∂lh− ∂l∂nvk∂mh+ ∂2nvk∂lh∂mh− ∂nvk∂l∂mh.
(3.6)
It is worth pointing out that ∂nh = 0. In particular, the Laplace operator transforms to
(∆uk) ◦Θh = ∆vk − 2(∂n∇′vk) · ∇′h+ ∂2nvk|∇′h|2 − ∂nvk∆′h, k = 1, . . . , n.(3.7)
The transformed symmetric gradient has the form
E(v, h) := (Eu) ◦Θh = Ev − 1
2
(∂nv(∇h)T +∇h(∂nv)T )
= Ev − 1
2
(
∂nv
′(∇′h)T +∇′h(∂nv′)T ∂nvn∇′h
∂nvn(∇′h)T 0
)
.
(3.8)
We are now in a position to transform the terms in first equations of (3.5), the balance of momentum.
Applying the Hanzawa transformation gives
ρ(∂tu+ u.∇u) ◦Θh − (Div 2α(|Eu|2)Eu) ◦Θh + (∇pi1) ◦Θh = 0 in (0, T0)× R˙n.(3.9)
This equation is the next subject. First, we recall the definition of the quasilinear operator A
defined in the Subsection on the generalized Stokes operator (Subsection 1.2.3), i.e.
[A(Eu˜)v˜]j = −
n∑
k,l,m=1
Al,mj,k (Eu˜)∂l∂mv˜k, j = 1, . . . , n
with
Al,mj,k (Eu˜) = α(|Eu˜|2)(δl,mδj,k + δj,mδk,l) + 4α′(|Eu˜|2)(Eu˜)j,l(Eu˜)k,m, j, k, l,m = 1, . . . , n,
as well as the properties A(Eu)u = −Divα(|Eu|2)Eu and A(0)u = −α(0)∆u (see (1.4)). Hence,
the transformed equation (3.9) can be written in the form
ρ∂tv − α(0)∆v +∇θ = F (v, θ, h) in (0, T0)× R˙n,
with
F (v, θ, h)
:=
(A(0)v − (A(Eu)u) ◦Θh)+ (ρ∂tv − ρ(∂tu) ◦Θh)− ρ(u.∇u) ◦Θh + (∇θ − (∇pi1) ◦Θh).
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We simplify each of these terms. By (3.6) and (3.7), it follows that
(A(0)v)j − (A(Eu)u)j ◦Θh
=
n∑
k,l,m=1
(Al,mj,k (Eu)∂l∂muk) ◦Θh −
n∑
j,k,l=1
Al,mj,k (0)∂l∂mvk
=
n∑
k,l,m=1
(Al,mj,k (E(v, h))−Al,mj,k (0))((∂l∂muk) ◦Θh)+ n∑
j,k,l=1
Al,mj,k (0)
(
(∂l∂muk) ◦Θh − ∂l∂mvk
)
=
( n∑
k,l,m=1
(Al,mj,k (E(v, h))−Al,mj,k (0))((∂l∂muk) ◦Θh))+ α(0)((∆uj) ◦Θh −∆vj)
=
∑
k,l,m
(Al,mj,k (E(v, h))−Al,mj,k (0))×
× (∂l∂mvk − ∂m∂nvk∂lh− ∂l∂nvk∂mh+ ∂2nvk∂lh∂mh− ∂nvk∂l∂mh)
− α(0)(2(∂n∇′vj) · ∇′h− ∂2nvj |∇′h|2 + ∂nvj∆′h), j = 1, . . . , n.
Further, taking into account (3.6), we compute(
ρ∂tv − ρ(∂tu) ◦Θh
)
= ρ∂nv∂th,
and (∇θ − (∇pi1) ◦Θh) = ∂nθ∇h,
as well as
−ρ(u.∇u) ◦Θh = −ρ
(
v.∇v −
n∑
k=1
vk∂nv∂kh
)
= −ρ(v.∇v − (v′ · ∇′h)∂nv).
In summary, we have
F (v, θ, h)j =
∑
k,l,m
(Al,mj,k (E(v, h))−Al,mj,k (0))×
× (∂l∂mvk − ∂m∂nvk∂lh− ∂l∂nvk∂mh+ ∂2nvk∂lh∂mh− ∂nvk∂l∂mh)
− α(0)(2(∂n∇′vj) · ∇′h− ∂2nvj |∇′h|2 + ∂nvj∆′h)+ ρ∂nvj∂th
− ρ(v.∇vj − (v′ · ∇′h)∂nvj)+ ∂nθ∂jh, j = 1, . . . , n.
(3.10)
Applying the Hanzawa transformation to the divergence free condition gives
(div u) ◦Θh = 0 in (0, T0)× R˙n.
This can be written in the form
div v = Fd(v, h) in (0, T0)× R˙n,
with the nonlinear right-hand side
Fd(v, h) = div v − (div u) ◦Θh = (∂nv) · ∇h,(3.11)
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by (3.6).
To transform the boundary condition
−J2α(|Eu|2)Eu− pi1 + ργaxnKν = σκν on (0, T0)× Γ(t),
it is convenient to calculate first E(v, h)ν. Since the hypersurface is given by local coordinates, the
normal field can be represented by
ν =
1√
1 + |∇′h|2 (−∇
′h, 1)T .
We compute
Evν =
1
2
√
1 + |∇′h|2
( ∇′v′ + (∇′v′)T ∇′vn + ∂nv′
(∇′vn)T + (∂nv′)T 2∂nvn
)(−∇′h
1
)
=
1
2
√
1 + |∇′h|2
((
∂nv
′ +∇′vn
2∂nvn
)
−
(
(∇′v′ + (∇′v′)T )∇′h
∇′vn · ∇′h+ ∂nv′ · ∇′h
))
,
and, taking into account (3.8), we infer
E(v, h)ν
=
1
2
√
1 + |∇′h|2
(
2Ev
(−∇′h
1
)
−
(
∂nv
′(∇′h)T +∇′h(∂nv′)T ∂nvn∇′h
∂nvn(∇′h)T 0
)(−∇′h
1
))
=
1
2
√
1 + |∇′h|2
((
∂nv
′ +∇′vn
2∂nvn
)
−
(
(∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ − (∂nv′ · ∇′h)∇′h+ ∂nvn∇′h
∇′vn · ∇′h+ ∂nv′ · ∇′h− ∂nvn|∇′h|2.
))
.
(3.12)
Moreover, the curvature is given by (see for instance [PS10, equation (2.5)])
κ =
∆′h√
1 + |∇′h|2 −
∇′h · (∇′2h∇′h)
(1 + |∇′h|2) 32
= ∆′h−Gκ(h),
with
Gκ(h) =
(
1− 1√
1 + |∇′h|2
)
∆′h+
∇′h · (∇′2h∇′h)
(1 + |∇′h|2) 32
.(3.13)
Thus, the boundary condition
−J2α(|Eu|2)Eu− pi1 + ργaxnKν = σκν on (0, T0)× Γ(t)
transforms to
−J2α(|E(v, h)|2)E(v, h)− θ + ργahKν = σ(∆′h−Gκ(h))ν on (0, T0)× Rn−1.(3.14)
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Multiplying with
√
1 + |∇′h|2 and decomposing into horizontal and vertical components, we deduce
that
0 =
√
1 + |∇′h|2(− JθKν ′ + JργahKν ′ + σκν ′)+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)′
=
√
1 + |∇′h|2(− JθKν ′ + JργahKν ′ + σκν ′)+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)′
+ Jα(0)∂nv′K+ Jα(0)∇′vnK− Jα(0)∂nv′K− Jα(0)∇′vnK
= Jα(0)∂nv′K+ Jα(0)∇′vnK+ H˜ ′v(v, JθK, h),
with
H˜ ′v(v, JθK, h) = −Jα(0)∂nv′K− Jα(0)∇′vnK+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)′
+
√
1 + |∇′h|2(− JθKν ′ + JργahKν ′ + σκν ′),
as well as
0 =
√
1 + |∇′h|2(− JθKνn + JργahKνn + σκνn)+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)n
= −JθK+ JργahK+ σ(∆′h−Gκ(h)) +√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)n
= −JθK+ JργahK+ σ(∆′h−Gκ(h)) +√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)νKν)n
+ 2Jα(0)∂nvnK− 2Jα(0)∂nvnK
= 2Jα(0)∂nvnK− JθK+ JρKγah+ σ∆′h+Hv,n(v, h),
with
Hv,n(v, h) = −2Jα(0)∂nvnK+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)n − σGκ(h).
Therefore, we have
−Jα(0)∂nv′K− Jα(0)∇′vnK = H˜ ′v(v, JθK, h) on (0, T0)× Rn−1,
−2Jα(0)∂nvnK+ JθK− JρKγah− σ∆′h = Hv,n(v, h) on (0, T0)× Rn−1.(3.15)
Taking into account (3.12), the terms H˜ ′v(v, JθK, h) and Hv,n(v, h) simplify to
H˜ ′v(v, JθK, h) = −Jα(0)∂nv′K− Jα(0)∇′vnK+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)′
+
√
1 + |∇′h|2(− JθKν ′ + JργahKν ′ + σκν ′)
=
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn)y
− qα(|E(v, h)|2)((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ − (∂nv′ · ∇′h)∇′h+ ∂nvn∇′h)y
+
q
θ
y∇′h− qρyγah∇′h− σ(∆′h−Gκ(h))∇′h,
as well as
Hv,n(v, h) = −2Jα(0)∂nvnK+√1 + |∇′h|2(J2α(|E(v, h)|2)E(v, h)Kν)n − σGκ(h)
= 2
q(
α(|E(v, h)|2)− α(0))∂nvny
− qα(|E(v, h)|2)(∇′vn · ∇′h+ ∂nv′ · ∇′h− ∂nvn|∇′h|2)y− σGκ(h).(3.16)
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By (3.15), the pressure jump is given by JθK = Hv,n(v, h) + 2Jα(0)∂nvnK+ JρKγah+σ∆′h. Inserting
this into H˜ ′v(v, JθK, h), we infer
H ′v(v, h)
= H˜v(v, JθK, h)
=
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn)y
− qα(|E(v, h)|2)((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ − (∂nv′ · ∇′h)∇′h+ ∂nvn∇′h)y
+
q
θ
y∇′h− qρyγah∇′h− σ(∆′h−Gκ(h))∇′h
=
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn)y
− qα(|E(v, h)|2)((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ − (∂nv′ · ∇′h)∇′h+ ∂nvn∇′h)y
+Hv,n(v, h)∇′h+ 2Jα(0)∂nvnK∇′h+ σGκ(h)∇′h.
Taking into account (3.16), we deduce that
H ′v(v, h)
=
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn)y
− qα(|E(v, h)|2)((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ − (∂nv′ · ∇′h)∇′h+ ∂nvn∇′h)y
+ 2Jα(0)∂nvnK∇′h+ 2q(α(|E(v, h)|2)− α(0))∂nvny∇′h
− qα(|E(v, h)|2)(∇′vn · ∇′h+ ∂nv′ · ∇′h− ∂nvn|∇′h|2)y∇′h
=
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn + 2∂nvn∇′h)y+ 2Jα(0)∂nvnK∇′h
− qα(|E(v, h)|2)×
× ((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ + ∂nvn∇′h+ (∇′vn · ∇′h)∇′h− ∂nvn|∇′h|2∇′h)y.
(3.17)
Next, we transform the kinematic condition
V = u · ν on Γ(t).
Let (x′(t), h(t, x′(t)) be a point on the hypersurface. The normal velocity of this point is given by
V =
1√
1 + |∇′h|2
(
∂t
(
x′(t)
h(t, x′(t))
))
·
(−∇′h(t, x′(t))
1
)
=
1√
1 + |∇′h|2
(
v′(t, x′(t))
(∂th)(t, x
′(t)) + v′(t, x′(t)) · ∇′h(t, x′(t))
)
·
(−∇′h(t, x′(t))
1
)
=
1√
1 + |∇′h|2 (∂th)(t, x
′(t)).
Hence, the kinematic condition transforms to
∂th− vn = Hh(v, h) on (0, T0)× Rn−1, with Hh(v, h) = −v · ∇h.(3.18)
Finally, we transform the initial values and their compatibility conditions. By assumption, we
have h0 ∈W
3− 2
p
p (Rn−1) with graph(h0) = Γ0 and v0 = u0 ◦Θh0 with Θh0(x′, xn) = (x′, h0(x′)+xn).
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The transformed compatibility conditions are given by
div v0 = Fd(v0, h0) in R˙n, Jv0K = 0 on Rn−1,(3.19)
and
(Jα(|E(v0, h0)|2)E(v0, h0)Kν0)tan = 0 on Rn−1.(3.20)
We construct a suitable equivalent formulation of the compatibility condition (3.20). The compat-
ibility condition (Jα(|Eu0|2)Eu0Kν0)tan = 0 on Γ0
in combination with the definition the initial value of the pressure jump (3.3)
Jpi0K = 2Jα(|Eu0|2)(Eu0ν0) · ν0K+ σκ on Γ0.
are equivalent to
−Jα(|Eu0|2)Eu0 − pi0Kν0 = σκν0 on Γ0.(3.21)
We define the initial value for the transforemd pressure jump Jθ0K := Jpi0 ◦Θh0K+ Jργah0K accord-
ing to the transformed pressure θ = pi1 ◦ Θh (for the definition of pi1 see (3.4)). The boundary
condition (3.21) transforms to
−J2α(|E(v0, h0)|2)E(v0, h0)− θ0 + ργah0Kν0 = σ(∆′h0 −Gκ(h0))ν0 on Rn−1.
By the definition of Hv, this equation is equivalent to (compare to (3.15))
−Jα(0)∂nv′0K− Jα(0)∇′v0,nK = H ′v(v0, h0) on Rn−1,
−2Jα(0)∂nv0,nK+ Jθ0K− JρKγah0 − σ∆′h0 = Hv,n(v0, h0) on Rn−1.
Hence, we can replace the compatibility condition (3.20) by
−Jα(0)∂nv′0K− Jα(0)∇′v0,nK = H ′v(v0, h0) on Rn−1.(3.22)
In summary, the transformed system reads:
ρ∂tv − α(0)∆v +∇θ = F (v, θ, h) in (0, T0)× R˙n,
div v = Fd(v, h) in (0, T0)× R˙n,JvK = 0 on (0, T0)× Rn−1,
−Jα(0)∂nv′K− Jα(0)∇′vnK = H ′v(v, h) on (0, T0)× Rn−1,
−2Jα(0)∂nvnK+ JθK− JρKγah− σ∆′h = Hv,n(v, h) on (0, T0)× Rn−1,
∂th− vn = Hh(v, h) on (0, T0)× Rn−1,
v(0) = v0 in R˙n,
h(0) = h0 on Rn−1,
(3.23)
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with the nonlinearities (see (3.10), (3.11), and (3.16)– (3.18))
F (v, θ, h)j = ρ∂nvj∂th− ρ
(
v.∇vj − (v′ · ∇′h)∂nvj
)
+ ∂nθ∂jh
− α(0)(2(∂n∇′vj) · ∇′h− ∂2nvj |∇′h|2 + ∂nvj∆′h)
+
∑
k,l,m
(Al,mj,k (E(v, h))−Al,mj,k (0))×
× (∂l∂mvk − ∂m∂nvk∂lh− ∂l∂nvk∂mh+ ∂2nvk∂lh∂mh− ∂nvk∂l∂mh), j = 1, . . . , n,
Fd(v, h) = (∂nv) · ∇h,
H ′v(v, h) =
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn + 2∂nvn∇′h)y+ 2Jα(0)∂nvnK∇′h
− qα(|E(v, h)|2)×
× ((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ + ∂nvn∇′h+ (∇′vn · ∇′h)∇′h
− ∂nvn|∇′h|2∇′h
)y
,
Hv,n(v, h) = 2
q(
α(|E(v, h)|2)− α(0))∂nvny− qα(|E(v, h)|2)(∇′vn · ∇′h+ ∂nv′ · ∇′h− ∂nvn|∇′h|2)
− σGκ(h),
Hh(v, h) = −v · ∇h,
and the transformed initial value v0(x
′, xn) = u0(x′, xn + h0(x′, xn)), (x′, xn) ∈ Rn, where the
function h0 ∈ W
3− 2
p
p (Rn−1) with graphh0 = Γ0 is given by assumption. Furthermore, we have the
transformed compatibility conditions (see (3.19) and (3.22))
div v0 = Fd(v0, h0) in R˙n andJv0K = 0, −Jα(0)∂nv′0K− Jα(0)∇′v0,nK = H ′v(v0, h0) on Rn−1.(3.24)
In order to shorten notation, we introduce the nonlinear term
N(v, θ, h) = (F (v, θ, h), Fd(v, h), Hv(v, h), Hh(v, h)).
Fixed point formulation
We rewrite (3.23) in form of a fixed point problem in a suitable metric space. Let n+ 2 < p <∞.
We define the solution spaces with and without the prescribed initial values by
E := {(v, θ, h) ∈ Eu(T0, R˙n)× Epi(T0, R˙n)× Eh(T0,Rn−1) : JvK = 0 on Rn−1},
v0,h0E :=
{
(v, θ, h) ∈ E : v(0) = v0, h(0) = h0
}
,
with
Eu(T0, R˙n) := H1p (0, T0;Lp(Rn)) ∩ Lp(0, T ;H2p (R˙n)),
Epi(T0, R˙n) := Lp(0, T0; Ĥ1p (R˙n)),
Eh(T0,Rn−1) = W
2− 1
2p
p (0, T0;Lp(Rn−1)) ∩H1p (0, T0;W
2− 1
p
p (Rn−1)) ∩ Lp(0, T0;W
3− 1
p
p (Rn−1)),
and the space for the data, with and without prescribed compatibility conditions by
F := Ff (T0,Rn)× Fd(T0,Rn, R˙n)×Hu(T0,Rn−1)×Hh(T0,Rn−1),
Fc :=
{
(f, fd, hu, hh) ∈ F :
f(0) = div v0 in R˙n, −Jα(0)∂nv′0K− Jα(0)∇′v0,nK = h′u(0) on Rn−1},
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with
Ff (T0,Rn) := Lp(0, T0;Lp(Rn)),
Fd(T0,Rn, R˙n) := H1p (0, T0; Ĥ−1p (Rn)) ∩ Lp(0, T0;H1p (R˙n)),
Hu(T0,Rn−1) =
{
hu = (h
′
u, hn) ∈W
1
2
− 1
2p
p (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W
1− 1
p
p (Rn−1))
}
,
Hh(T0,Rn−1) = W
1− 1
2p
p (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W
2− 1
p
p (Rn−1)).
The spaces Eh(T0,Rn−1), Hu(T0,Rn−1), and Hh(T0,Rn−1) are already defined in the preliminaries.
If we replace R˙n by a domain Ω in the definition of Eu(T0, R˙n), we have the space Eu(T0,Ω), which
was also defined in the preliminaries.
Problem (3.23) can be written as a fixed point problem of the map
Φ: v0,h0E→ v0,h0E, (v, θ, h) 7→ Φ˜v0,h0(N(v, θ, h)),
where
Φ˜v0,h0 : Fc → v0,h0E, (f˜ , f˜d, h˜u, h˜h)→ (v, θ, h)
denotes the solution operator to the following problem:
ρ∂tv − α(0)∆v +∇θ = f˜ in (0, T0)× R˙n,
div v = f˜d in (0, T0)× R˙n,JvK = 0 on (0, T0)× Rn−1,
−Jα(0)∂nv′K− Jα(0)∇′vnK = h˜′u on (0, T0)× Rn−1,
−2Jα(0)∂nvnK+ JθK− JρKγah− σ∆′h = h˜u,n on (0, T0)× Rn−1,
∂th− vn = h˜h on (0, T0)× Rn−1,
v(0) = v0 in R˙n,
h(0) = h0 on Rn−1.
The compatibility conditions in the proposition on the solvability of the linearized problem (Propo-
sition 1.9) are fulfilled, due to the definition of Fc. Thus Φ˜v0,h0 is well defined. In Lemma 3.2, we
show N(v, θ, h) ∈ Fc, provided that (v, θ, h) ∈ v0,h0E. Hence, Φ is well-defined.
Mapping properties of the nonlinearities
Our next subject is the mapping properties of the nonlinearity N . In the next two lemmas, we
show that N : E → F is well defined and continuously Fre´chet differentiable and N(v0,h0E) ⊂ Fc.
This forms the basis of the fixed point argument.
We recall the definition of the auxiliary space H∞u for the term α(|E(v, h)|2) appearing in Hv
on the boundary. We will be able to show that E(v, h) ∈ Hu(T0,Rn−1), but in general α(|E(v, h)|2)
only belongs to the larger space H∞u (see Proposition 1.17)
H∞u (T0,Rn−1) = {u ∈ BUC([0, T0], BUC(Rn−1)) :
‖u‖H∞u (T0,Rn−1) = ‖u‖T0,Rn−1,∞,∞ + [u]Hu(T0,Rn−1) <∞}.
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We recall the definition
[u]Hu(T0,Rn−1)
=
(∫ T0
0
∫ T0
0
‖u(t)− u(s)‖pp,Γ
|t− s| 12 + p2
dsdt
) 1
p
+
(∫ T0
0
∫
Rn−1
∫
Rn−1
|u(t, x)− u(t, y)|p
|x− y|n−2+p dxdydt
) 1
p
=
(∫
Rn−1
[u(·, x)]p
W
1
2− 12p
p (0,T0)
dx
) 1
p
+
(∫ T0
0
[u(t, ·)]
W
1− 1p
p (Rn−1)
dt
) 1
p
.
The space H∞u (T0,Rn−1) is defined and discussed in the preliminaries (see Section 1.4).
Lemma 3.2. Fix n ∈ N, n ≥ 2, n+ 2 < p <∞, and T0, ρ±, σ > 0. Assume that α± ∈ C3([0,∞))
and (v0, h0) ∈W
2− 2
p
p (R˙n)×W
3− 1
p
p (Rn−1) satisfy the compatibility conditions (3.24). Then
N(v, θ, h) ∈ F (v, θ, h) ∈ E
N(v, θ, h) ∈ Fc (v, θ, h) ∈ v0,h0E.
Proof. First, we prove that F (v, θ, h) ∈ Ff (T0,Rn). By the proposition on embedding theorems
(Proposition 1.14), we obtain
∇v ∈ BUC([0, T0], BUC(R˙n)) and ∇′h ∈ BUC([0, T0], BUC(Rn−1)).
Hence, it is
E(v, h) ∈ BUC([0, T0], BUC(R˙n)),(3.25)
and therefore Al,mj,k (E(v, h)) ∈ BUC([0, T0], BUC(R˙n)). We recall the definition
F (v, θ, h)j = ρ∂nvj∂th− ρ
(
v.∇vj − (v′ · ∇′h)∂nvj
)
+ ∂nθ∂jh
− α(0)(2(∂n∇′vj) · ∇′h− ∂2nvj |∇′h|2 + ∂nvj∆′h)
+
∑
k,l,m
(Al,mj,k (E(v, h))−Al,mj,k (0))×
× (∂l∂mvk − ∂m∂nvk∂lh− ∂l∂nvk∂mh+ ∂2nvk∂lh∂mh− ∂nvk∂l∂mh), j = 1, . . . , n.
We emphasize that F (v, θ, h) consists of sums and products of the terms (see the proposition on
embedding theorems)
v, ∂th,∇′h,∇′2h, ρ, α(0),
(Al,mj,k (0))nj,k,l,m=1, (Al,mj,k (E(v, h)))nj,k,l,m=1 ∈ BUC([0, T0], BUC(R˙n)),
and
∇2v,∇θ ∈ Ff (T0,Rn),
and
∇v ∈ BUC([0, T0], BUC(R˙n)) ∩ Ff (T0,Rn).
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Each summand of F (v, θ, h) is the product of one and only one of the terms listed above in Ff (T0,Rn)
and at least one term of the terms listed above in BUC([0, T0], BUC(R˙n)). This implies
F (v, θ, h) ∈ Ff (T0,Rn).
Second, we prove Fd(v, h) ∈ Fd(T0,Rn, R˙n). We recall the definition Fd(v, h) = (∂nv) · ∇h.
Since
∇h ∈ BUC([0, T0], BUC1(Rn−1)) and ∂nv ∈ Lp(0, T0;H1p (R˙n)),
by the proposition on embedding theorems and the definition of Eu(T0, R˙n), it follows that
Fd(v, h) ∈ Lp(0, T0;H1p (R˙n)).
Since h does not depend on xn, it holds
Fd(v, h) = (∂nv) · ∇h = ∂n(v · ∇h).
By the proposition on embedding theorems and the definition of Eu(T0, R˙n), we have
∇h ∈ BUC1([0, T0], BUC(Rn−1)) and v ∈ H1p (0, T0;Lp(Rn)),
and hence v · ∇h ∈ H1p (0, T0;Lp(Rn)). The continuity of the operator
∂n : H
1
p (0, T0;Lp(Rn))→ H1p (0, T0; Ĥ−1p (Rn))
establishes Fd(v, h) ∈ H1p (0, T0; Ĥ−1p (Rn)). In summary, we have Fd(v, h) ∈ Fd(T0,Rn, R˙n).
Third, we show that Hv(v, h) ∈ Hu(T0,Rn−1). For this purpose, we prove that
∇′2h ∈ Hu(T0,Rn−1).(3.26)
By the definition of Eh(T0,Rn−1), it follows that
∇′2h ∈ Lp(0, T0;W
1− 1
p
p (Rn−1)).
The mixed derivative theorem (see Denk, Saal, and Seiler [DSS08, Lemma 4.3]) implies
Eh(T0,Rn−1) ↪→ H1p (0, T0;W
2− 1
p
p (Rn−1)) ∩ Lp(0, T0;W
3− 1
p
p (Rn−1))
↪→ Hαp (0, T0;W
3−α− 1
p
p (Rn−1)), α ∈ (0, 1) \ {1− 1
p
}.
Choosing now 12− 12p < α < 1− 1p and using the embedding W
3−α− 1
p
p (Rn−1) ↪→ H2p (Rn−1), it follows
that ∇′2h ∈ Hu(T0;Rn−1). Next, we show that Gκ(h) ∈ Hu(T0;Rn−1). We use the special form of
Gκ(h) (see (3.13) for the definition of Gκ), i.e.
Gκ(h) = Ψ1(|∇′h|2)∆′h+ Ψ2(|∇′h|2)∇′h · (∇′2h∇′h),
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with
Ψ1(x) =
(
1− 1√
1 + x
)
and Ψ2(x) =
1
(1 + x)
3
2
, x ≥ 0.
We choose a smooth extension for x < 0, such that Ψ1,Ψ2 ∈ C∞(R). By the proposition on
pointwise multiplications (Proposition 1.16), we deduce that |∇h|2 ∈ Hu(T0;Rn−1). Hence,
Ψ1(|∇h|2),Ψ2(|∇h|2) ∈ H∞u (T0;Rn−1),(3.27)
by the proposition on Nemytskij operators (Proposition 1.17). Applying once more the proposition
on pointwise multiplications and taking into account (3.26) and (3.27), we deduce that
Gκ(h) ∈ Hu(T0;Rn−1).(3.28)
By the proposition on trace theorems (Proposition 1.15), it holds
γ±∇v ∈ Hu(T0;Rn−1),
and since ∇′h ∈ Hu(T0;Rn−1), we obtain with proposition on pointwise multiplications also
γ±E(v, h) ∈ Hu(T0;Rn−1).(3.29)
The proposition on Nemytskij operators yields
α(γ±|E(v, h)|2) ∈ H∞u (T0;Rn−1).
We recall the definition of Hv
H ′v(v, h) =
q(
α(|E(v, h)|2)− α(0))(∂nv′ +∇′vn + 2∂nvn∇′h)y+ 2Jα(0)∂nvnK∇′h
− qα(|E(v, h)|2)×
× ((∇′v′ + (∇′v′)T )∇′h− |∇′h|2∂nv′ + ∂nvn∇′h+ (∇′vn · ∇′h)∇′h
− ∂nvn|∇′h|2∇′h
)y
,
Hv,n(v, h) = 2
q(
α(|E(v, h)|2)− α(0))∂nvny− qα(|E(v, h)|2)(∇′vn · ∇′h+ ∂nv′ · ∇′h− ∂nvn|∇′h|2)
− σGκ(h),
The nonlinearity Hv is a sum of products of the terms
α±(0), α±(|γ±E(v, h)|2) ∈ H∞u (T0;Rn−1) and γ±∇v,∇′h, σGκ(h) ∈ Hu(T0;Rn−1),
where each summand at least contains one term in Hu(T0;Rn−1). By the proposition on pointwise
multiplications, it follows that Hv(v, h) ∈ Hu(T0;Rn−1).
Fourth, we show that Hh(v, h) ∈ Hh(T0;Rn−1). Note first that v · ∇′h is well-defined, sinceJvK = 0. We have
∇′h ∈ H1p (0, T0;W
1− 1
p
p (Rn−1)) ∩ Lp(0, T0;W
2− 1
p
p (Rn−1)) ↪→ Hh(T0,Rn−1).
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By the proposition on trace theorems, it holds γv ∈ Hh(T0,Rn−1). Hence, the proposition on
pointwise multiplications implies
Hh(v, h) = v · ∇′h ∈ Hh(T0,Rn−1).
This proves N(v, θ, h) ∈ F. We now assume that v(0) = v0 and h(0) = h0. The conditions
H ′v(v0, h0) = −Jα(0)∂nv′0K− Jα(0)∇′v0,nK on Rn−1 and div v0 = Fd(v0, h0) in R˙n
are two of the transformed compatibility conditions (3.24). Hence N(v, θ, h) ∈ Fc.
Lemma 3.3. Fix n ∈ N, n ≥ 2, n+ 2 < p <∞, and T0, ρ±, σ > 0. Then, for α± ∈ C3([0,∞)), it
is
N ∈ C1(E,F), N(0) = 0, and DN(0) = 0.
Proof. It is N : E → F by Lemma 3.2. The nonlinearity N is polynomial in the terms of the set
X = X0 ∪X1, where
X0 =
{
v,∇v,∇v2, γv, γ±∇v, ∂nθ, ∂th,∇′h,∇′2h,
(
α±(|γ±E(v, h)|2)− α±(0)
)
,(Al,mj,k (E(v, h))−Al,mj,k (0))nj,k,l,m=1, σGκ(h)},
and
X1 =
{
α±(|(E(v, h)|2)
}
.
If we show that
α±(|γ±E(v, h)|2), Al,mj,k (E(v, h)), and Gκ(h)
are continuously Fre´chet differentiable, it follows that N is continuously Fre´chet differentiable.
First, we investigate α±(|γ±E(v, h)|2). Since γ±E(v, h) is polynomial in γ±∇v and ∇′h, the
trace operator is linear, and γ±E(v, h) ∈ Hu(T0,Rn−1) (see (3.29)), we have
γ±E ∈ C∞(Eu(T0, R˙n)× Eh(T0,Rn−1),Hu(T0,Rn−1)).
The proposition on Nemytskij operators (Proposition 1.17) and the chain rule imply, that the map
Eu(T0, R˙n)× Eh(T0,Rn−1)→ H∞u (T0,Rn−1), (v, h)→ α±(γ±|E(v, h)|2)
is continuously Fre´chet differentiable.
Next, we analyse Al,mj,k (E(v, h)). We recall E(v, h) ∈ BUC([0, T0], BUC(R˙n)) (see (3.25)). Since
E(v, h) is polynomial in ∇v and ∇′h, it holds
E ∈ C∞(Eu(T0, R˙n)× Eh(T0,Rn−1), BUC([0, T0], BUC(R˙n))).
By the proposition on Nemytskij operators (Proposition 1.17), we deduce that
Eu(T0, R˙n)× Eh(T0,Rn−1)→ BUC([0, T0], BUC(R˙n)), (v, h)→ Al,mj,k (E(v, h))
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is continuously Fre´chet differentiable.
Next, we investigate the Fre´chet differentiability of Gκ(h) and show that Gκ(h) = 0 as well as
DGκ(h) = 0. We recall Gκ(h) ∈ Hu(T0,Rn−1) (see (3.28)). Once more, we use the special form of
Gκ, i.e.
Gκ(h) = Ψ1(|∇′h|2)∆′h+ Ψ2(|∇′h|2)(∇′h|∇′2h∇′h),
with
Ψ1(x) =
(
1− 1√
1 + x
)
and Ψ2(x) =
1
(1 + x)
3
2
, x ≥ 0.
We choose a smooth extension for x < 0, such that Ψ1,Ψ2 ∈ C∞(R). It holds Gκ(0) = 0. By the
proposition on Nemytskij operators, it follows that
Hu(T0,Rn−1)→ H∞u (T0,Rn−1), |∇′h|2 7→ Ψj(|∇h|2), j = 1, 2
is continuously Fre´chet differentiable. Further, the maps
Eh(T0,Rn−1)→ Hu(T0,Rn−1), h 7→ |∇′h|2,
and
Eh(T0,Rn−1)→ Hu(T0,Rn−1), h 7→ ∆′h,
and
Eh(T0,Rn−1)→ Hu(T0,Rn−1), h 7→ (∇′h|∇′2h∇′h),
are smooth, since they are polynomial. By the product rule and the proposition on pointwise
multiplications (Proposition 1.16), we infer
Gκ(h) ∈ C1(Eh(T0,Rn−1),Hu(T0,Rn−1)).
To compute the Fre´chet derivative, we use
D(|∇′h|2)[h¯] = 2∇h · ∇h¯, h¯ ∈ Hu(T0,Rn−1),
and hence
D(Gκ(h))[h¯] = 2Ψ
′
1(|∇′h|2)(∇′h · ∇′h¯)∆′h+ Ψ1(|∇′h|2)∆′h¯
+ 2Ψ′2(|∇′h|2)(∇′h · ∇′h¯)∇′h · (∇′2h∇′h) + Ψ2(|∇′h|2)∇′h¯ · (∇′2h∇′h)
+ Ψ2(|∇′h|2)∇′h · (∇′2h¯∇′h) + Ψ2(|∇′h|2)∇′h · (∇′2h∇′h¯), h¯ ∈ Hu(T0,Rn−1).
Inserting h = 0 and using Ψ1(0) = 0, it follows that DGκ(0) = 0.
For each element T (v, θ, h) ∈ X0, we have T (0) = 0. Each summand of N , excluding σGκ(h),
is a product of at least two factors of X0 and at least one factor of X1. Since Gκ(h) = 0 and
DGκ(h) = 0, this implies with the product rule N(0) = 0 and DN(0) = 0.
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Fixed point argument
We are now in a position to apply the contraction mapping principle in the metric space v0,h0E. In
Lemma 3.3, we proved that N : E → F is continuously Fre´chet differentiable with N(0) = 0 and
DN(0) = 0. Hence, for η > 0 we can choose R > 0 such that
sup
z¯∈BE(0,R)
‖DN(z¯)‖L(E,F) ≤ η.
By the continuity of the solution operator of the linearized problem (see Proposition 1.9), it follows
that
‖Φ(z)‖E = ‖Φ˜v0,h0(N(z))‖E
≤ C(‖N(z)‖F + ‖v0‖
W
2− 2p
p (R˙n)
+ ‖h0‖
W
3− 2p
p (Rn−1)
)
≤ C(‖N(z)−N(0)‖F + ‖v0‖
W
2− 2p
p (R˙n)
+ ‖h0‖
W
3− 2p
p (Rn−1)
)
≤ C( sup
z¯∈BE(0,R)
‖DN(z¯)‖L(E,F)‖z‖E + ‖v0‖
W
2− 2p
p (R˙n)
+ ‖h0‖
W
3− 2p
p (Rn−1)
)
≤ CηR+ C(‖v0‖
W
2− 2p
p (R˙n)
+ ‖h0‖
W
3− 2p
p (Rn−1)
)
, z ∈ B
v0,h0
E(0, R),
as well as
‖Φ(z2)− Φ(z1)‖E = ‖Φ˜0,0(N(z2)−N(z1))‖E
≤ C‖N(z2)−N(z1)‖F
≤ C sup
z¯∈BE(0,R)
‖DN(z¯)‖L(E,F)‖z2 − z1‖E
≤ Cη‖z2 − z1‖E, z1, z2 ∈ Bv0,h0E(0, R).
Choosing now η (and therefore R) and the initial values sufficiently small, it follows that
Φ(B
v0,h0
E(0, R)) ⊂ Bv0,h0E(0, R),
and that Φ is contractive.
It remains to show that B
v0,h0
E(0, R) is not empty. We extend γ±v0 in time with the extension
operator Et (see Proposition 1.15). Let v∗ be the solution of the problem

∂tv∗ −∆v∗ = 0 in (0, T0)× Rn±,
v∗ = Etγv0 on (0, T0)× Rn−1,
v∗(0) = R±v0 in Rn±,
where R± is the restriction operator on the half space. We have
v∗(0) = v0, v∗ ∈ Eu(T0, R˙n) and ‖v∗‖Eu(T,R˙n) ≤ C‖v0‖
W
2− 2p
p (R˙n))
.
Further, we define (v˜∗, θ∗, h∗) = Φ˜0,h0(0, 0, 0, 0). By construction, we deduce that h∗(0) = h0,
(θ∗, h∗) ∈ Epi(T0, R˙n)× Eh(T0,Rn−1), and ‖θ∗‖Epi(T0,R˙n) + ‖h∗‖Eh(T0,Rn−1) ≤ C‖h0‖
W
3− 2p
p (Rn−1)
.
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Choosing now the initial values sufficiently small, it follows that (v∗, θ∗, h∗) ∈ Bv0,h0E(0, R).
Application of the contraction mapping principle delivers a unique solution of (3.23), provided
that v0 and h0 are sufficiently small in their corresponding spaces. Since (v, θ, h) is a solution
of (3.23), we additionally obtain the regularity of the pressure jump
JθK ∈W 12− 12pp (0, T0;Lp(Rn−1)) ∩ Lp(0, T0;W 1− 1pp (Rn−1)).
It remains to show, that the smallness condition on u0 of Theorem 3.1 transforms to a smallness
condition on v0. We recall the definition v0(x
′, xn) = u0(x′, xn − h0(x′)) = u0 ◦ Θ−1h0 (x′, xn), with
Θ−1h0 (x
′, xn) = (x′, xn − h0(x′)). We define the operator Θ˜−10 :
Θ˜−10 : Lp(R
n)→ Lp(Rn), f˜ 7→ f˜ ◦Θ−1h0 .
It holds ‖Θ˜−10 f˜‖p,Rn = ‖f˜‖p,Rn . By h0 ∈ BUC2(Rn−1), it follows that
Θ˜−10 ∈ L(H2p (Rn \ Γ0), H2p (R˙n))
with
‖Θ˜−10 ‖L(H2p(Rn\Γ0),H2p(R˙n)) ≤ C‖h0‖W 2∞(Rn−1),
and hence
‖v0‖
W
2− 2p
p (R˙n)
≤ C(1 + ‖h0‖W 2∞(Rn−1))‖u0‖
W
2− 2p
p (Rn\Γ0)
≤ C(1 + ‖h0‖
W
3− 2p
p (Rn−1)
)‖u0‖
W
2− 2p
p (Rn\Γ0)
,
by the embedding W
3− 2
p
p (Rn−1) ↪→ BUC2(Rn−1).
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Chapter 4
Generalized viscoelastic fluids with a
free boundary without surface tension
In this chapter, we will be concerned with a free boundary problem describing the motion of an
incompressible generalized viscoelastic fluid without surface tension. Contrary to the previous two
chapters, we consider the Lagrangian formulation of the problem. The domain occupied by the
fluid is denoted by Ω(t) ⊂ Rn and its outer normal by ν(t). At the initial configuration, it is
assumed that the boundary of the domain ∂Ω(0) = ΓF (0) ∪ ΓD is compact, and decomposes into
two disjoint, open, and closed subsets ΓF (0) and ΓD. The aim is to prove local-in-time solvability
for arbitrarily large initial data for the following system:
ρ(∂tu+ u.∇u)−Div 2α(|Eu|2)Eu+∇pi = Div µ(τ) in (0, T0)× Ω(t),
div u = 0 in (0, T0)× Ω(t),
∂tτ + u.∇τ = g(∇u, τ) in (0, T0)× Ω(t),
−(2α(|Eu|2)Eu− pi)ν = µ(τ)ν on (0, T0)× ΓF (t),
V = u · ν on (0, T0)× ΓF (t),
u = 0 on (0, T0)× ΓD,
u(0) = u0 in Ω0,
τ(0) = τ0 in Ω0,
ΓF (0) = ΓF,0.
(4.1)
This system will be described as follows: The unknowns are the velocity field u, the pressure pi, the
elastic part of the stress τ , and the free part of the boundary ΓF . The symmetric part of the velocity
gradient is denoted by Eu = 12(∇u+ (∇u)T ) and the normal velocity of the free interface ΓF by V .
Given are the constant density of the fluid ρ, the viscosity function α : [0,∞) → [0,∞), and two
functions µ : Rn×n → Rn×n and g : Rn×n × Rn×n → Rn×n, coupling the elastic part of the stress τ
with the velocity field u. The structure conditions
α(s) > 0, α(s) + 2sα′(s) > 0, s ≥ 0 and µ(0) = g(0, 0) = 0
will play an important role in the investigation of the problem. Two boundary conditions are of
interest. We consider a free boundary part ΓF , which is driven by the motion of the fluid, and a
fixed boundary part ΓD, where we prescribe Dirichlet boundary conditions. Each of this boundary
parts can be empty. Furthermore, the initial conditions u0, τ0, and ΓF,0, satisfying the natural
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compatibility condition
div u0 = 0 on Ω0, [2α(|Eu0|2)Eu0ν0 + µ(τ0)ν0]tan = 0 on ΓF,0, and u0 = 0 on ΓD(4.2)
are given. The initial domain is denoted by Ω0 = Ω(0) and the outer normal on Ω0 by ν0 = ν(0).
The first equation of (4.1) is the balance of momentum, assuming the stress admits the form
S(u, pi, τ) = 2α(|Eu|2)Eu− pi + µ(τ).
Since the density ρ > 0 is constant, the second equation characterises the incompressibility of the
fluid. The transport equation describes the evolution of the elastic part of the stress. The first
boundary condition on the free surface says, that the stress in normal direction S(u, pi, τ)ν vanishes,
and the kinematic condition V = u · ν expresses the fact, that the free surface ΓF is transported
by the motion of the fluid.
Variants of system (4.1) have been studied intensively in the literature. In the case, that the
domain Ω(t) = Ω(0) is fixed, i.e. the boundary ΓF,0 is empty, system (4.1) corresponds to system
(2.1), which was investigated in Chapter 2. For an overview on the existing literature, we refer
the reader to the aforementioned chapter. The two-phase model in the generalized Newtonian case
(τ = 0, α not constant) with surface tension was studied in Chapter 3, using Eulerian coordinates.
We refer to this chapter for an overview on the existing literature on the one- and two-phase
problems in the Newtonian case in Eulerian coordinates, the two-phase problem in Lagrangian
coordinates, and the generalized Newtonian case. The one-phase problem in the Newtonian case
(τ = 0, α > 0 constant) with and without surface tension σ ≥ 0
ρ(∂tu+ u.∇u)−Div 2αEu+∇pi = f in (0, T0)× Ω(t),
div u = 0 in (0, T0)× Ω(t),
−(2αEu− pi)ν = σκν on (0, T0)× ΓF (t),
V = u · ν on (0, T0)× ΓF (t),
u = 0 on (0, T0)× ΓD,
u(0) = u0 in Ω0,
ΓF (0) = ΓF,0
(4.3)
was considered by various authors, using Lagrangian coordinates. This is a special case of (4.1) if
σ = 0. First, system (4.3) without surface tension (σ = 0) was investigated by Solonnikov [Sol77b,
Sol88] and later by Shibata and Shimizu [SS07a, SS07b]. System (4.3) with surface tension (σ > 0)
was also investigated in a long series of papers by Solonnikov [Sol89, Sol91, Sol99, Sol03a, Sol03b,
Sol04], by Tani and Tanaka [TT95], by Tani [Tan96], and recently by Shibata and Shimizu [SS11].
To the author’s best knowledge, there is no result on a viscoelastic fluid model with a free surface.
The main result of this chapter is the local-in-time solvability of (4.1) in Lagrangian coordinates
for arbitrarily large initial values. To state the main theorem, we need to introduce the formulation
of (4.1) in Lagrangian coordinates. We define the transformation
Θv : (0, T )× Ω0 →
⋃
t∈(0,T )
{t} × Ω(t), (t, ξ) 7→ (t,Xv(t, ξ)),
with
Xv(t, ξ) = ξ +
∫ t
0
v(s, ξ)ds, (t, ξ) ∈ (0, T )× Ω0,
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where v(t, ξ) = u(t,X(t, ξ)) Passing to Lagrangian coordinates in (4.1) and setting (v, θ, η) =
(u, pi, τ) ◦ Θv (the transformation to Lagrangian coordinates is discussed in the next section (Sec-
tion 4.1)), we obtain a problem on the fixed initial domain Ω0
ρ∂tv −Div 2α(|Ev|2)Ev +∇θ = F¯ (v, θ, η) in (0, T0)× Ω0,
div v = F¯d(v) in (0, T0)× Ω0,
∂tη = G¯(v, η) in (0, T0)× Ω0,
−(2α(|Ev|2)Ev − θ)ν0 = H¯(v, θ, η) on (0, T0)× ΓF,0,
v = 0 on (0, T0)× ΓD,
v(0) = u0 in Ω0,
η(0) = τ0 in Ω0,
(4.4)
where F¯ , F¯d, G¯, and H¯ are nonlinearities occurring through the transformation in Lagrangian
coordinates. These nonlinearities are calculated in the next section, see (4.7), (4.16), (4.18), (4.20),
and (4.25) for their definitions. We discuss local-in-time solvability of (4.4) instead of (4.1). We
prove the following theorem:
Theorem 4.1. Fix n ∈ N, n ≥ 2, n + 2 < p < ∞, and T0, ρ > 0. Let Ω0 be a domain with a
compact C2,1-boundary, such that boundary ∂Ω0 = ΓF,0 ∪ ΓD decomposes in two disjoint subsets
ΓF,0 and ΓD, which are open and closed in ∂Ω0. Assume that α ∈ C3([0,∞)), µ ∈ C3(Rn×n,Rn×n),
and g ∈ C2(Rn×n × Rn×n,Rn×n) satisfy the structure conditions
α(s) > 0, α(s) + 2sα′(s) > 0, s ≥ 0 and µ(0) = g(0, 0) = 0.
Then, for each u0 ∈W
2− 2
p
p (Ω0) and τ0 ∈ H1p (Ω0), satisfying the compatibility conditions
div u0 = 0 in Ω0, [2α(|Eu0|2)Eu0ν0 + µ(τ0)ν0]tan = 0 on ΓF,0, and u0 = 0 on ΓD,
there exists a time T ∈ (0, T0) and a unique strong solution (v, θ, η) of (4.4) on the time inter-
val (0, T ) in the regularity class
v ∈ H1p (0, T ;Lp(Ω0)) ∩ Lp(0, T ;H2p (Ω0)),
θ ∈ Lp(0, T ; Ĥ1p (Ω0)),
γΓF0θ ∈ W
1
2
− 1
2p
p (0, T ;Lp(ΓF,0)) ∩ Lp(0, T ;W
1− 1
p
p (ΓF,0)),
η ∈ W 1∞(0, T ;Lp(Ω0)) ∩H1p (0, T ;H1p (Ω0)).
Sketch of the proof
Let us present the main ideas of the proof. System (4.1) is solved in Lagrangian coordinates. If
a velocity field v in Lagrangian coordinates is given, the connection between Eulerian coordinates
x ∈ Ω(t) and Lagrangian coordinates ξ ∈ Ω0 at a time t ∈ (0, T ) is determined by the formula
x = Xv(t, ξ) = ξ +
∫ t
0
v(s, ξ)ds
and the Eulerian velocity field is determined by v(t, ξ) = u(t,Xv(t, ξ)). We define the transformation
Θv : (0, T )× Ω0 →
⋃
t∈(0,T )
{t} × Ω(t), (t, ξ) 7→ (t,Xv(t, ξ)),
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and the unknowns (v, θ, η) = (u, pi, τ) ◦Θv in Lagrangian coordinates. The transformed system can
be written in the form of (4.4) with nonlinearities F¯ , F¯d, G¯, and H¯. There are two main advantages
of Lagrangian approach. Firstly, the transport term u.∇τ in the transport equation vanishes due
to (∂tτ + u.∇τ) ◦Θv = ∂tη and therefore, we are in a position to apply the standard version of the
contraction mapping principle (see page 126). Secondly, the problem is reduced to a problem on
the fixed initial domain.
System (4.4) is a quasilinear problem on the fixed initial domain Ω0. Since we are interested
in solutions for arbitrarily large initial data, it is convenient to reduce (4.4) to u0 = 0 and τ0 = 0.
In this situation, the embedding constants in the proposition on embedding theorems (Proposi-
tion 1.14) are independent of T , 0 < T < T0. For this purpose, we define functions (v∗, θ∗, η∗)
with
v∗ ∈ H1p (0, T0;Lp(Ω0)) ∩ Lp(0, T0;H2p (Ω0)),
θ∗ ∈ Lp(0, T0; Ĥ1p (Ω0)),
γΓF0θ∗ ∈ W
1
2
− 1
2p
p (0, T0;Lp(ΓF,0)) ∩ Lp(0, T0;W
1− 1
p
p (ΓF,0)),
η∗ ∈ L∞(0, T0;H1p (Ω0)) ∩W 1∞(0, T0;Lp(Ω0)),
and (v∗(0), η∗(0)) = (u0, τ0). In the subsection on the generalized Stokes equation (Subsec-
tion 1.2.3), we introduced the quasilinear operator A(Ev∗), with A(Ev)v = −2 Divα(|Ev|2)Ev,
as well as the corresponding Neumann boundary operator BN (Ev∗). Setting
(w + v∗, ψ + θ∗, ζ + τ0) = (v, θ, η),
we write (4.4) in the equivalent form
ρ∂tw +A(Ev∗)w +∇ψ = f∗ + F (w,ψ, ζ) in (0, T0)× Ω0,
divw = Fd(w) in (0, T0)× Ω0,
∂tζ = G(w, ζ) in (0, T0)× Ω0,
BN (Ev∗)(w,ψ) = h∗ +H(w,ψ, ζ) on (0, T0)× ΓF,0,
w = 0 on (0, T0)× ΓD,
w(0) = 0 in Ω0,
ζ(0) = 0 in Ω0,
(4.5)
where we additionally reduced the initial values to zero. The operator A(Ev∗) is fixed and has time
a spatial dependent coefficient, the operator BN (Ev∗) is the corresponding Neumann boundary
operator, f∗, h∗ are given functions, and F, Fd, G, and H are given nonlinearities. The associated
linearization of (4.5) is
ρ∂tw +A(Ev∗)w +∇ψ = f¯ in (0, T0)× Ω0,
divw = f¯d in (0, T0)× Ω0,
∂tζ = g¯ in (0, T0)× Ω0,
BN (Ev∗)(w,ψ) = h¯ on (0, T0)× ΓF,0,
w = 0 on (0, T0)× ΓD,
w(0) = 0 in Ω0,
ζ(0) = 0 in Ω0,
(4.6)
where the right-hand sides are given.
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We emphasize that the elastic part of the stress in (4.6) is given by ζ(t) =
∫ t
0 g¯(s)ds. The
velocity field and the pressure are given as the solution of a generalized Stokes equation with
Neumann boundary condition on ΓF,0 and Dirichlet boundary conditions on ΓD. The nonlinear
problem (4.5) is solved using the contraction mapping principle.
4.1 Formulation in Lagrangian coordinates
We investigate (4.1) using Lagrangian coordinates. Unless stated otherwise, it is
t ∈ (0, T ), x ∈ Ω(t), and ξ ∈ Ω0.
We recall the definition of the transformation
Θv : (0, T )× Ω0 →
⋃
t∈(0,T )
{t} × Ω(t), (t, ξ) 7→ (t,Xv(t, ξ)) with Xv(t, ξ) = ξ +
∫ t
0
v(s, ξ)ds,
where v(t, ξ) := u(t,Xv(t, ξ)). Moreover, we define the transformed pressure θ(t, ξ) := pi(t,Xv(t, ξ))
and the transformed elastic part of the stress η(t, ξ) := τ(t,Xv(t, ξ)). We denote the inverse
transformation of Xv(t, · ) by Ξv(t, · ), i.e.
Xv(t,Ξv(t, x)) = x and Ξv(t,Xv(t, ξ)) = ξ.
The Jacobi matrix of Xv and Ξv in the spatial components is denoted by JXv(t, ξ) and JΞv(t, x)
respectively, i.e.
(
JXv(t, ξ)
)
j,k
= ∂kXu,j(t, ξ) = δj,k +
∫ t
0
∂kvj(ξ, s)ds and
(
JΞv(t, x)
)
j,k
= ∂kΞv,j(t, x),
j, k = 1, . . . , n.
Shibata and Shimizu [SS07b, (A.5)] proved the existence of a smooth function B : Rn×n → Rn×n,
with B(0) = 0, such that
A(t, ξ) := JXv(t, ξ)
−1 = JΞv(t,Xv(t, ξ)) = 1 +B(I(v)(t, ξ)),(4.7)
where
I(v)(t, ξ) :=
∫ t
0
∇v(s, ξ)ds.(4.8)
To transform the balance of momentum (the first equation of (4.1)) onto a fixed domain, we
apply the transformation Θv
(4.9) ρ(∂tu+ u.∇u) ◦Θv − (Div 2α(|Eu|2)Eu) ◦Θv + (∇pi) ◦Θv
= (Divµ(τ)) ◦Θv in (0, T0)× Ω0.
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We analyse each summand separately. It holds
∂tv(t, ξ) = ∂t(u(t,Xv(t, ξ))) = (∂tu)(t,Xv(t, ξ)) +
n∑
j=1
(∂ju)(t,Xv(t, ξ))∂tXu,j(t, ξ)
= (∂tu)(t,Xv(t, ξ)) +
n∑
j=1
(∂ju)(t,Xv(t, ξ))uj(t,Xv(t, ξ))
= (∂tu)(t,Xv(t, ξ)) + (u.∇u)(t,Xv(t, ξ)),
and hence
∂tv = (∂tu) ◦Θv + (u ◦Θv).(∇u) ◦Θv = (∂tu+ u.∇u) ◦Θv.(4.10)
Next, we investigate (Div 2α(|Eu|2)Eu) ◦Θv. For this purpose, we compute on account of (4.7)
∂j(v(t,Ξv(t, x))) =
n∑
l=1
(∂lv)(t,Ξv(t, x))∂jΞv,l(t, x) =
n∑
l=1
(∂lv)(t,Ξv(t, x))JΞv(t, x)l,j
=
n∑
l=1
(∂lv)(t,Ξv(t, x))Al,j(t,Ξv(t, x))
= (∂jv)(t,Ξv(t, x)) +
n∑
l=1
(∂lv)(t,Ξv(t, x))Bl,j(I(v)(t,Ξv(t, x))).
By the previous equation, we conclude that
(∇u) ◦Θv =
(
(∂juk) ◦Θv
)
j,k=1,...,n
=
(
∂jvk +
n∑
l=1
B(I(v))l,j∂lvk
)
j,k=1,...,n
= ∇v +B(I(v))T∇v,
(4.11)
and hence, the transformed symmetric part of the gradient reads
E(v) := (Eu) ◦Θv = Ev + 1
2
(
B(I(v))T∇v + (∇v)TB(I(v))).(4.12)
In the same way we transformed the gradient, we proceed with the divergence. But we consider a
general situation, where F is a matrix-valued function and G := F ◦Θv. Then, taking into account
Div(B(I(v))T ) = 0 (see [SS07b, A.6]) and (4.11), it follows that
(DivF ) ◦Θv =
( n∑
j=1
(∂jFk,j) ◦Θv
)
k=1,...,n
=
( n∑
j=1
∂jGk,j +
n∑
j,l=1
B(I(v))l,j∂lGk,j
)
k=1,...,n
=
( n∑
j=1
∂jGk,j +
n∑
j,l=1
∂l(B(I(v))l,jGk,j)
)
k=1,...,n
= DivG+ Div(GB(I(v))T ).
(4.13)
Applying this equality to F = Div 2α(|Eu|2)Eu and using the definition of E(v) (see (4.12)), we
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infer (
Div 2α(|Eu|2)Eu) ◦Θv
= Div 2α(|E(v)|2)E(v) + Div (2α(|E(v)|2)E(v)B(I(v))T )
= Div 2α(|E(v)|2)Ev + Div
(
α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T
+ (∇v)TB(I(v))T +B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T ))
= Div 2α(|E(v)|2)Ev + F¯ (1)(v),
with
F¯ (1)(v) := Div
(
α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )).(4.14)
Next, we investigate (∇pi) ◦Θv as well as (Div µ(τ)) ◦Θv. By (4.11), we have
(∇pi) ◦Θv = ∇θ +B(I(v))T∇θ,
and, from the first line of (4.13), we deduce that
(Divµ(τ)) ◦Θv = Divµ(η) +
( n∑
j,l=1
B(I(v))l,j∂lµ(η)k,j
)
k=1,...,n
.
Summarized, (4.9) reduces to
ρ∂tv −Div 2α(|E(v)|2)Ev − F¯ (1)(v) +∇θ +B(I(v))T∇θ
= Divµ(η) +
( n∑
j,l=1
B(I(v))l,j∂lµ(η)k,j
)
k=1,...,n
in (0, T0)× Ω0.
We write this equation in the form
ρ∂tv −Div 2α(|Ev|2)Ev +∇θ = F¯ (v, θ, η) in (0, T0)× Ω0,(4.15)
with
F¯ (v, θ, η) := Div 2(α(|E(v)|2)− α(|Ev|2))Ev + F¯ (1)(v)−B(I(v))T∇θ
+ Divµ(η) +
( n∑
j,l=1
B(I(v))l,j∂lµ(η)k,j
)
k=1,...,n
,
(4.16)
where F¯ (1)(v) is defined in (4.14).
According to the first and second line of (4.13), the divergence free condition transforms to
div v = F¯d(v) in (0, T0)× Ω0,(4.17)
with
F¯d(v) = −div(B(I(v))v) = −(∇v : B(I(v))).(4.18)
95
Our next subject is the transformation of the transport equation (the third line of (4.1)). Similar
to the argumentation (4.10), it holds
∂tη = (∂tτ) ◦Θv + (u ◦Θv).(∇τ) ◦Θv = (∂tτ + u.∇τ) ◦Θv.(4.19)
Combining the previous equation with (4.11), the transport equation in Lagrangian coordinates
takes the form
∂tη = G¯(v, η) in (0, T0)× Ω0,
with
G¯(v, η) = g(∇v +B(I(v))T∇v, η).(4.20)
Next, we transform the first boundary condition on the free surface ΓF (t). For Rn-valued
functions f and g := f ◦Θv, Shibata and Shimizu [SS07b, (A.11)] proved
f · ν = 0 on (0, T0)× ΓF (t) if and only if gTAT ν0 = 0 on (0, T0)× ΓF,0.
This implies, for matrix-valued functions F and G := F ◦Θv,
Fν = (
n∑
j=1
Fl,jνj)l=1,...,n = 0 on (0, T0)× ΓF (t)
if and only if
(
n∑
j,k=1
Gl,jAk,jν0,k)l=1,...,n = GA
T ν0 = 0 on (0, T0)× ΓF,0.
Hence, by A = 1 +B(I(v)), the boundary condition (see the fourth line of (4.1))
−(2α(|Eu|2)Eu− pi)ν = µ(τ)ν on (0, T0)× ΓF (t),
is in Lagrangian coordinates given by
−(2α(|E(v)|2)E(v)− θ)(1 +B(I(v))T )ν0 = µ(η)(1 +B(I(v))T )ν0 on (0, T0)× ΓF,0.(4.21)
To shorten notation, we define
H¯(1)(v) := −α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )ν0.(4.22)
Using this abbreviation and 2E(v) = 2Ev +B(I(v))T∇v + (∇v)TB(I(v)), (4.21) reads
−2α(|E(v)|2)Evν0 + H¯(1)(v) + θ
(
1 +B(I(v))T
)
ν0 = µ(η)
(
1 +B(I(v))T
)
ν0 on (0, T0)× ΓF,0.
(4.23)
The transformed boundary condition (4.23) is given by
−(2α(|Ev|2)Ev − θ)ν0 = H¯(v, θ, η) on (0, T0)× ΓF,0,(4.24)
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with
H¯(v, θ, η) := 2(α(|E(v)|2)− α(|Ev|2))Evν0 − H¯(1)(v)−B(I(v))T θν0
+ µ(η)
(
1 +B(I(v))T
)
ν0,
(4.25)
where H¯(1)(v) is defined in (4.22).
In summary, the transformed system (4.4) reads
ρ∂tv −Div 2α(|Ev|2)Ev +∇θ = F¯ (v, θ, η) in (0, T0)× Ω0,
div v = F¯d(v) in (0, T0)× Ω0,
∂tη = G¯(v, η) in (0, T0)× Ω0,
−(2α(|Ev|2)Ev − θ)ν0 = H¯(v, θ, η) on (0, T0)× ΓF,0,
v = 0 on (0, T0)× ΓD,
v(0) = u0 in Ω0,
η(0) = τ0 in Ω0.
We recall the definition of the nonlinearities F¯ , F¯d, G¯, and H¯. The term F¯ is defined by (see (4.7)
and (4.16))
F¯ (v, θ, η) = Div 2(α(|E(v)|2)− α(|Ev|2))Ev + F¯ (1)(v)−B(I(v))T∇θ
+ Divµ(η) +
( n∑
j,l=1
B(I(v))l,j∂lµ(η)k,j
)
k=1,...,n
,
with (see (4.14))
F¯ (1)(v) = Div
(
α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )).
The nonlinearity F¯d is given by (see (4.18))
F¯d(v) = −div(B(I(v))v) = −(∇v : B(I(v))),
and G¯ by (see (4.20))
G¯(v, η) = g(∇v +B(I(v))T∇v, η).
Further, the right-hand side on the boundary H¯ is (see (4.25))
H¯(v, θ, η) = 2(α(|E(v)|2)− α(|Ev|2))Evν0 − H¯(1)(v)−B(I(v))T θν0
+ µ(η)
(
1 +B(I(v))T
)
ν0,
with (see (4.22))
H¯(1)(v) = −α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )ν0.
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4.2 Proof of the main theorem
Proof of Theorem 4.1. We give a proof of Theorem 4.1. This theorem states the local-in-time
solvability of (4.4).
Reduction to u0 = 0 and τ0 = 0
In a first step, we reduce (4.4) to u0 = 0 and τ0 = 0. Similar to the proof of Theorem 2.1, we
define function v∗ with v∗(0) = u0 as the solution of a Stokes problem. In order to satisfy the
compatibility conditions in this Stokes problem (see Proposition 1.8), we define
h = Et2(α(0)− α(|Eu0|2))Eu0ν0 ∈W
1
2
− 1
2p
p (0, T0;Lp(∂Ω0)) ∩ Lp(0, T0;W
1− 1
p
p (∂Ω0)),(4.26)
where Et : W
1− 3
p
p (∂Ω0)→W
1
2
− 1
2p
p (0, T0;Lp(∂Ω0))∩Lp(0, T0;W
1− 1
p
p (∂Ω0)) is the extension operator
introduced in the proposition on trace and extension operators (Proposition 1.15). It should be
noted, that (α(0) − α(|Eu0|2)) ∈ W
1− 3
p
p (∂Ω0), due to the proposition on Nemytskij operators
(Proposition 1.17). Then, thanks to the compatibility conditions on the boundary ΓF,0, i.e.
−2α(|Eu0|2)[Eu0ν0]tan = [µ(τ0)ν0]tan on ΓF,0,
we have
2α(0)[Eu0ν0]tan = [h(0)− µ(τ0)ν0]tan on ΓF,0,
which guarantees the existence of a unique solution
(4.27) (v∗, θ∗) ∈
{
(v, θ) ∈ H1p (0, T0;Lp(Ω0)) ∩ Lp(0, T0;H2p (Ω0))× Lp(0, T0; Ĥ1p (Ω0)) :
γΓN θ ∈W
1
2
− 1
2p
p (0, T0;Lp(ΓF,0)) ∩ Lp(0, T0;W
1− 1
p
p (ΓF,0))
}
to 
ρ∂tv∗ − α(0)∆v∗ +∇θ∗ = 0 in (0, T0)× Ω0,
div v∗ = 0 in (0, T0)× Ω0,
(2α(0)Ev∗ − θ∗)ν0 = h− µ(τ0)ν0 on (0, T0)× ΓF,0,
v∗ = 0 on (0, T0)× ΓD,
v∗(0) = u0 in Ω0,
(4.28)
by the proposition on the generalized Stokes operator (Proposition 1.8). We set
v = w + v∗, θ = ψ + θ∗, and η = ζ + τ0.
We use the notation introduced in the subsection on the generalized Stokes operator (Subsec-
tion 1.2.3). We recall the definition of the quasilinear operator A(Ev∗)w, i.e.
A(Ev∗)w = −
( n∑
k,l,m=1
Al,mj,k (Ev∗)∂l∂mwk
)
j=1,...,n
,
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with
Al,mj,k (Ev∗) = α(|Ev∗|2)(δl,mδj,k + δj,mδk,l) + 4α′(|Ev∗|2)(Ev∗)j,l(Ev∗)k,m, j, k, l,m = 1, . . . , n,
and the definition of the Neumann boundary operator
BN (Ev∗)(w,ψ) =
( n∑
k,l,m=1
Al,mj,k (Ev∗)ν0,l∂mwk
)
j=1,...,n
− ψν0.
Our aim is now to formulate an equation for (w,ψ, ζ), which is equivalent to (4.4).
Taking into account (v, θ, η) = (w + v∗, ψ + θ∗, ζ + τ0) and (see (1.4))
−Divα(|E(w + v∗)|2)E(w + v∗) = A(E(w + v∗))(w + v∗),
we rewrite the first line of (4.4), i.e.
ρ∂tv −Div 2α(|Ev|2)Ev +∇θ = F¯ (v, θ, η) in (0, T0)× Ω0
in the form
ρ∂tw +A(Ev∗)w +∇ψ = f∗ + F (w,ψ, ζ) in (0, T0)× Ω0,
with
f∗ := −ρ∂tv∗ −∇θ∗ −A(Ev∗)v∗ + Divµ(τ0),
and
F (w,ψ, ζ) := (A(Ev∗)−A(E(w + v∗)))(w + v∗) + F¯ (w + v∗, ψ + θ∗, ζ + τ0)−Divµ(τ0).
By (see (4.28))
ρ∂tv∗ − α(0)∆u∗ +∇θ∗ = 0,
we have
f∗ = −α(0)∆v∗ −A(Ev∗)v∗ + Divµ(τ0).(4.29)
This implies f∗ ∈ Lp(0, T0;Lp(Ω0)). Moreover, the representation of F is not suitable for our
purposes. According to the definition of F¯ (see (4.16)), we decompose F in three parts
F (w,ψ, ζ) = Fw(w) + Fψ(w,ψ) + Fζ(w, ζ)(4.30)
with
Fw(w) := A(Ev∗)(w + v∗) + Div 2α(|E(w + v∗)|2)E(w + v∗) + F¯ (1)(w + v∗),
Fψ(w,ψ) := −B(I(w + v∗))T∇(ψ + θ∗),(4.31)
Fζ(w, ζ) := Div(µ(ζ + τ0)− µ(τ0)) +
( n∑
j,l=1
B(I(w + v∗))l,j∂lµ(ζ + τ0)k,j
)
k=1,...,n
.(4.32)
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In the definition of Fw, the terms A(Ev∗)(w + v∗) and Div 2α(|E(w + v∗)|2)E(w + v∗) will not be
small separately, but only the sum of both. Inserting the definition of A(Ev∗)(w + v∗), writing for
short notation v = w + v∗, and using 2Ev = (∂kvl + ∂lvk)k,l=1,...,n, we have
(A(Ev∗)v)j + (Div 2α(|E(v)|2)E(v))j
=
n∑
k,l,m=1
−Al,mj,k (Ev∗)∂l∂mvk +
n∑
l=1
∂l(2α(|E(v)|2)(Ev)j,l)
=
n∑
k,l,m=1
−Al,mj,k (Ev∗)∂l∂mvk +
n∑
l=1
α(|E(v)|2)(∂2l vj + ∂l∂jvl) + 4α′(|E(v)|2)(E(v) : ∂lE(v))(Ev)j,l
=
n∑
k,l,m=1
−Al,mj,k (Ev∗)∂l∂mvk +
n∑
l=1
α(|E(v)|2)(∂2l vj + ∂l∂jvl) + 4α′(|E(v)|2)(E(v) : ∂lEv)E(v)j,l
+
n∑
l=1
4α′(|E(v)|2)(E(v) : ∂l(E(v)− Ev))(Ev)j,l − 4α′(|E(v)|2)(E(v) : ∂lEv)(E(v)− Ev)j,l,
for j = 1, . . . , n. This representation has the advantage, that the second sum can be identified with
the quasilinear operator −A(Ev)v, i.e.
n∑
k,l,m=1
Al,mj,k (E(v))∂l∂mvk =
n∑
l=1
α(|E(v)|2)(∂2l vj + ∂l∂jvl) + 4α′(|E(v)|2)(E(v) : ∂lEv)E(v)j,l.
Combining this equation with 2E(v)− 2Ev = B(I(v))T∇v + (∇v)TB(I(v)) (see (4.12)), it follows
that
(A(Ev∗)v)j + (Div 2α(|E(v)|2)E(v))j
=
n∑
k,l,m=1
(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk
+ 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂l[B(I(v))T∇v + (∇v)TB(I(v))])(Ev)j,l
− 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂lEv)(B(I(v))T∇v + (∇v)TB(I(v)))j,l, j = 1, . . . , n.
Finally, we write Fw in the form
Fw(w) = F¯w(w + v∗),(4.33)
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with
F¯w(v)j :=
n∑
k,l,m=1
(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk
+ 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂l[B(I(v))T∇v + (∇v)TB(I(v))])(Ev)j,l
− 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂lEv)(B(I(v))T∇v + (∇v)TB(I(v)))j,l
+ F¯
(1)
j (v), j = 1, . . . , n.
(4.34)
Furthermore, we write the divergence condition (4.17) in the form
divw = Fd(w) in (0, T0)× Ω0, with Fd(w) := F¯d(w + v∗),(4.35)
where F¯d is defined in (4.18) as well as the transport equation (4.19) in the form
∂tζ = G(w, ζ) in (0, T0)× Ω0, with G(w, ζ) := G¯(w + v∗, τ0 + ζ),(4.36)
where G¯ is defined in (4.20).
Last, we formulate the boundary condition (4.24), i.e.
−(2α(|Ev|2)Ev − θ)ν0 = H¯(v, θ, η) on (0, T0)× ΓF,0,
in terms of w, ψ, and ζ. By the definition (v, θ, η) = (w + v∗, ψ + θ∗, ζ + τ0), we rewrite (4.24) in
the form
0 = −(2α(|E(w + v∗)|2)E(w + v∗)− (ψ + θ∗))ν0 − H¯(w + v∗, ψ + θ∗, ζ + τ0)
= −(2α(|E(w + v∗)|2)E(w + v∗)− (ψ + θ∗))ν0 − H¯(w + v∗, ψ + θ∗, ζ + τ0)
= −BN (Ev∗)(w,ψ) + h∗ +H(w,ψ, ζ),
with
h∗ := 2(α(0)− α(|Ev∗|2))Ev∗ν0 − h ∈ 0W
1
2
− 1
2p
p (0, T0;Lp(ΓF,0)) ∩ Lp(0, T0;W
1− 1
p
p (ΓF,0)),(4.37)
and
(4.38) H(w,ψ, ζ) := BN (Ev∗)(w,ψ)− h∗
− 2α(|E(w + v∗)|2)E(w + v∗)ν0 + (ψ + θ∗)ν0 − H¯(w + v∗, ψ + θ∗, ζ + τ0),
where H¯ is defined in (4.25). Hence, we have
BN (Ev∗)(w,ψ) = h∗ +H(w,ψ, ζ) on (0, T0)× ΓF,0.(4.39)
We emphasize that h∗(0) = 0, by the definition of h (see (4.26)) and v∗(0) = u0. Taking into
account h = µ(τ0)ν0 + 2α(0)Ev∗ν0 − θ∗ν0 (see (4.28)), we deduce that
h∗ = −2α(|Ev∗|2)Ev∗ν0 − µ(τ0)ν0 + θ∗ν0.
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Our next goal is to compute a different representation of H. We combine the previous representation
of h∗ and the representation of the Neumann boundary operator (1.5), i.e.
BN (Ev∗)(w,ψ) = 2α(|Ev∗|2)Ewν0 + 4α′(|Ev∗|2)(Ev∗ : Ew)Ev∗ν0 − ψν0,
and obtain from (4.38)
H(w,ψ, ζ) + H¯(w + v∗, ψ + θ∗, ζ + τ0)
= BN (Ev∗)(w,ψ)− h∗ − 2α(|E(w + v∗)|2)E(w + v∗)ν0 + (ψ + θ∗)ν0
= 2α(|Ev∗|2)E(w + v∗)ν0 + 4α′(|Ev∗|2)(Ev∗ : Ew)Ev∗ν0 − (ψ + θ∗)ν0 + µ(τ0)ν0
− 2α(|E(w + v∗)|2)E(w + v∗)ν0 + (ψ + θ∗)ν0
= 2(α(|Ev∗|2)− α(|E(w + v∗)|2))E(w + v∗)ν0 + 4α′(|Ev∗|2)(Ev∗ : Ew)Ev∗ν0 + µ(τ0)ν0.
By the definition of H¯ (see (4.25)), it follows that
H(w,ψ, ζ)
= 2(α(|Ev∗|2)− α(|E(w + v∗)|2))E(w + v∗)ν0 + 4α′(|Ev∗|2)(Ev∗ : Ew)Ev∗ν0 + µ(τ0)ν0
− H¯(w + v∗, ψ + θ∗, ζ + τ0)
= Hw(w) +Hψ(w,ψ) +Hζ(w, ζ),
(4.40)
with
Hw(w) = 2(α(|Ev∗|2)− α(|E(w + v∗)|2))E(w + v∗)ν0 + 4α′(|Ev∗|2)(Ev∗ : Ew)Ev∗ν0
+ H¯(1)(w + v∗)
= H¯(1)(w + v∗) + 2(α(|Ev∗|2)− α(|E(w + v∗)|2))Ewν0
− 2(α(|E(w + v∗)|2)− α(|Ev∗|2)− 2α(|Ev∗|2)(Ev∗ : Ew))Ev∗ν0,
(4.41)
as well as
Hψ(w,ψ) := B(I(w + v∗))T (ψ + θ∗)ν0,(4.42)
Hζ(w, ζ) := −(µ(ζ + τ0)− µ(τ0))ν0 − µ(ζ + τ0)B(I(w + v∗))T ν0.(4.43)
Summarizing, the system with zero initial values, which is equivalent to (4.4), reads
ρ∂tw +A(Ev∗)w +∇ψ = f∗ + F (w,ψ, ζ) in (0, T0)× Ω0,
divw = Fd(w) in (0, T0)× Ω0,
∂tζ = G(w, ζ) in (0, T0)× Ω0,
BN (Ev∗)(w,ψ) = h∗ +H(w,ψ, ζ) on (0, T0)× ΓF,0,
w = 0 on (0, T0)× ΓD,
w(0) = 0 in Ω0,
ζ(0) = 0 in Ω0.
(4.44)
We recall the definition of nonlinearities. The right-hand side of the generalized Stokes equation is
given by (see (4.29) and (4.30))
f∗ = −α(0)∆v∗ −A(Ev∗)v∗ + Divµ(τ0) and F (w,ψ, ζ) = Fw(w) + Fψ(w,ψ) + Fζ(w, ζ),
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with, see (4.14) and (4.31)–(4.34),
Fw(w) =
( n∑
k,l,m=1
(Al,mj,k (E(w + v∗))−Al,mj,k (Ev∗))∂l∂m(w + v∗)k
)
j=1,...,n
+ F¯ (1)w (w + v∗),
Fψ(w,ψ) = −B(I(w + v∗))T∇(ψ + θ∗),
Fζ(w, ζ) = Div(µ(ζ + τ0)− µ(τ0)) +
( n∑
k,l=1
B(I(w + v∗))l,k∂lµ(ζ + τ0)j,k
)
j=1,...,n
,
and
F¯ (1)w (v)j = Div
(
α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T ))
j
+ 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂l(B(I(v))T∇v + (∇v)TB(I(v))))(Ev)j,l
− 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂lEv)(B(I(v))T∇v + (∇v)TB(I(v)))j,l, j = 1, . . . , n.
Further, the right-hand side of the divergence condition is given by, see (4.35),
Fd(w) = −div(B(I(w + v∗))(w + v∗)) = −(∇(w + v∗) : B(I(w + v∗))),
and the right-hand side of the transport by, see (4.36),
G(w, ζ) = g(∇(w + v∗) +B(I(w + v∗))T∇(w + v∗), ζ + τ0).
The right-hand side of the Neumann boundary condition on the boundary part ΓF,0 reads, see
(4.22), (4.26), and (4.39) –(4.43),
h∗ = (α(0)− α(|Ev∗|2))Ev∗ν0 − Et2(α(0)− α(|Eu0|2))Eu0ν0
∈ 0W
1
2
− 1
2p
p (0, T0;Lp(ΓF,0)) ∩ Lp(0, T0;W
1− 1
p
p (ΓF,0)),
and
H(w,ψ, ζ) = Hw(w) +Hψ(w,ψ) +Hζ(w, ζ),
where
Hw(w) = −2(α(|E(w + v∗)|2)− α(|Ev∗|2))Ewν0
− 2(α(|E(w + v∗)|2)− α(|Ev∗|2)− 2α′(|Ev∗|2)(Ev∗ : Ew))Ev∗ν0 + H¯(1)(w + v∗),
Hψ(w,ψ) = B(I(w + v∗))T (ψ + θ∗)ν0,
Hζ(w, ζ) = −(µ(ζ + τ0)− µ(τ0))ν0 − µ(ζ + τ0)B(I(w + v∗))T ν0,
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and
H¯(1)(v) = −α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )ν0.
In order to shorten notation, we introduce the nonlinear term
N(w,ψ, ψˆ, ζ) := (F (w,ψ, ζ), Fd(w), G(w, ζ), H(w, ψˆ, ζ)),
and the function
n∗ := (f∗, 0, 0, h∗).
From now on, we considered (4.44) instead of the equiavalent problem (4.4). The next theorem
is equivalent to Theorem 4.1.
Theorem 4.2. Fix n ∈ N, n ≥ 2, n+ 2 < p <∞, and T0, ρ > 0. Let Ω0 a domain with a compact
boundary, such that the boundary ∂Ω0 = ΓF,0 ∪ ΓD decomposes in two disjoint subsets ΓF,0 and
ΓD, which are open and closed in ∂Ω0. Assume that α ∈ C3([0,∞)), µ ∈ C3(Rn×n,Rn×n), and
g ∈ C2(Rn×n × Rn×n,Rn×n) satisfy the structure conditions
α(s) > 0, α(s) + 2sα′(s) > 0, s ≥ 0 and µ(0) = g(0, 0) = 0.
Then, for each u0 ∈W
2− 2
p
p (Ω0) and τ0 ∈ H1p (Ω0), satisfying the compatibility conditions
div u0 = 0 in Ω0, [2α(|Eu0|2)Eu0ν0 + µ(τ0)ν0]tan = 0 on ΓF,0, and u0 = 0 on ΓD,
there exists a time interval (0, T ) and a unique strong solution (w,ψ, ζ) of (4.44) on this time
interval in the regularity class
w ∈ 0H1p (0, T ;Lp(Ω0)) ∩ Lp(0, T ;H2p (Ω0)),
ψ ∈ Lp(0, T ; Ĥ1p (Ω0)),
γΓF0ψ ∈ 0W
1
2
− 1
2p
p (0, T ;Lp(ΓF,0)) ∩ Lp(0, T ;W
1− 1
p
p (ΓF,0)),
ζ ∈ 0W 1∞(0, T ;Lp(Ω0)) ∩ 0H1p (0, T ;H1p (Ω0)).
Proof of Theorem 4.2. Our first step is to formulate (4.44) in the form of a fixed point equation.
Fixed point formulation
We rewrite (4.44) as a fixed point problem in a suitable Banach space. For n+ 2 < p < r <∞, we
define the solution spaces
0E(T ) := {(w,ψ, ψˆ, ζ) ∈ 0Eu(T,Ω0)× Epi(T,Ω0)× 0Epˆi(T,ΓF0)× 0Eτ (T,Ω0) :
γΓFψ = ψˆ, γΓDw = 0},
where we used the same notation as in the previous chapters, i.e.
0Eu(T,Ω0) = 0H1p (0, T ;Lp(Ω0)) ∩ Lp(0, T ;H2p (Ω0)),
Epi(T,Ω0) = Lp(0, T ; Ĥ1p (Ω0)),
0Epˆi(T,ΓF,0) = 0W
1
2
− 1
2p
p (0, T ;Lp(ΓF,0)) ∩ Lp(0, T ;W
1− 1
p
p (ΓF,0)),
0Eτ (T,Ω0) = 0H1r (0, T ;Lp(Ω0)) ∩ L∞(0, T ;H1p (Ω0)).
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The data space is defined by
0F(T ) := Ff (T,Ω0)× 0Fd(T,Ω0,ΓF,0)×G(T,Ω0)× 0Hu(T,ΓF,0),
where we also used the same notation as in the previous chapters, i.e.
Ff (T,Ω0) = Lp(0, T ;Lp(Ω0)),
0Fd(T,Ω0,ΓF,0) = 0H1p (0, T ; 0Ĥ−1p,ΓF,0(Ω0)) ∩ Lp(0, T ;H1p (Ω0)),
G(T,Ω0) = Lr(0, T ;Lp(Ω0)) ∩ L1(0, T ;H1p (Ω0)),
0Hu(T,Γ) = 0W
1
2
− 1
2p
p (0, T ;Lp(ΓF,0)) ∩ Lp(0, T ;W
1− 1
p
p (ΓF,0)).
Problem (4.44) can be rewritten as a fixed point problem of the map
Φ: 0E(T )→ 0E(T ), (w,ψ, ψˆ, ζ) 7→ Φ˜0(n∗ +N(w,ψ, ψˆ, ζ)),
where
Φ˜0 : 0F(T )→ 0E(T ), (f˜ , f˜d, g˜, h˜) 7→ (w,ψ, ψˆ, ζ)
denotes the solution operator to the following problem
ρ∂tw +A(Ev∗)w +∇ψ = f˜ in (0, T0)× Ω0,
divw = f˜d in (0, T0)× Ω0,
∂tζ = g˜ in (0, T0)× Ω0,
BN (Ev∗)(w,ψ) = h˜ on (0, T0)× ΓF,0,
w = 0 on (0, T0)× ΓD,
w(0) = 0 in Ω0,
ζ(0) = 0 in Ω0.
The function ζ is explicitly given by
ζ(t) =
∫ t
0
g˜(s)ds, t ∈ (0, T )
and we obtain the estimates
‖ζ‖L∞(0,T ;H1p(Ω0)) ≤ ‖g˜‖L1(0,T ;H1p(Ω0)) and ‖∂tζ‖T,Ω0,r,p ≤ ‖g˜‖T,Ω0,r,p.
Therefore, we infer
‖ζ‖Eτ (T,Ω0) ≤ C‖g˜‖G(T,Ω0).(4.45)
By the definition of the spaces 0E(T ) and 0F(T ), all compatibility conditions of Proposition 1.8 are
fulfilled and hence, the mapping Φ˜0 is well defined. We have n∗ ∈ 0F(T ) and in Lemma 4.3, we
show that N : 0E(T )→ 0F(T ). Hence, Φ is well-defined.
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Mapping properties of the nonlinearities
The next subject is the nonlinearityN . The next lemma makes it legitimate to apply the contraction
mapping principle to the fixed point problem Φ(z) = z.
Lemma 4.3. Fix n ∈ N, n ≥ 2, n + 2 < p < r < ∞, and T0, R0 > 0. Let Ω0 be a domain with a
compact C2-boundary and let ΓF,0 ⊂ ∂Ω0 be an open and closed subset of the boundary. Assume
that α ∈ C3([0,∞)), µ ∈ C3(Rn×n,Rn×n), and g ∈ C2(Rn×n × Rn×n,Rn×n). Then
N(w,ψ, ψˆ, ζ) ∈ 0F(T0), (w,ψ, ψˆ, ζ) ∈ 0E(T0).
Furthermore, there exists a function O : R+ → R+ with O(t)→ 0 for t→ 0 and a constant C, such
that for all 0 < T < T0, 0 < R < R0, and (w,ψ, ψˆ, ζ), (wj , ψj , ψˆj , ζj) ∈ B0E(T )(0, R), j = 1, 2, the
estimates
‖N(w,ψ, ψˆ, ζ)‖
0F(T ) ≤ CR2 +O(T ), ‖G(w, ζ)‖T,Ω0,∞,p + ‖∇G(w, ζ)‖T,Ω0,p,p ≤ C,
and
‖N(w2, ψ2, ψˆ2, ζ2)−N(w1, ψ1, ψˆ1, ζ1)‖0F(T )
≤ (CR+O(T ))‖(w2 − w1, ψ2 − ψ1, ψˆ2 − ψˆ1, ζ2 − ζ1)‖0E(T )
hold.
Before we give a proof of Lemma 4.3, we start with general results on the term I(v) (the
term I(v) is defined in (4.8)) and on composition operators of the form w 7→ Ψ(I(w + v∗)), where
the function Ψ: Rn×n → R is given. These results will be used frequently in the proof of Lemma 4.3.
Lemma 4.4. Fix n ∈ N, n ≥ 2, n+ 2 < p <∞, and T0 > 0. Let Ω0 be a domain with a compact
C2-boundary and Γ ⊂ ∂Ω0 be an open and closed subset of the boundary ∂Ω0.
(a) Then, there exists a constant C > 0, such that for all T ∈ (0, T0) and v ∈ Eu(T,Ω0) the
estimates
‖I(v)‖L∞(0,T ;H1p(Ω0)) ≤ T
1− 1
p ‖v‖Lp(0,T ;H2p(Ω0)),
‖∂tI(v)‖T,Ω0,p,p ≤ ‖v‖Lp(0,T ;H1p(Ω0)),
‖I(v)‖
0Hu(T,Γ) ≤ C(T‖v‖Eu(T,Ω0) + T 1−
1
p ‖v(0)‖Ω0,p)
hold.
(b) Further, fix Ψ ∈ C3(Rn×n,R) with Ψ(0) = 0 and R0 > 0. Then, there exists a function
O : R+ → R+ with O(t)→ 0 for t→ 0, such that for all 0 < T < T0 and w ∈ 0Eu(T,Ω0) with
‖w‖Eu(T,Ω0) ≤ R0 the estimates
‖Ψ(I(w + v∗))‖L∞(0,T ;H1p(Ω0)) ≤ O(T ),
‖DwΨ(I(w + v∗))‖L(0Eu(T,Ω0),L∞(0,T ;H1p(Ω0))) ≤ O(T ),
‖Ψ(I(w + v∗))‖0Hu(T,Γ) ≤ O(T ),
‖DwΨ(I(w + v∗))‖L(0Eu(T,Ω0),0Hu(T,Γ)) ≤ O(T )
hold.
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Proof. Let 0 < R0, 0 < T < T0, v ∈ Eu(T,Ω0), and w ∈ 0Eu(T,Ω0) with ‖w‖0Eu(T,Ω0) ≤ R0. We
denote by C a generic constant and by O a generic function with O(t) → 0 for t → 0, which may
change from line to line, but are always independent of T , v, and w. First, we examine I(v). For
this purpose, we define
I˜(v)(t) =
∫ t
0
v(s)ds, 0 < t < T.
We have ∇I˜ = I. By Ho¨lder’s inequality and ‖1‖pt,p′ = tp−1 for t ∈ (0, T ) and p′ > 1 with 1p + 1p′ = 1,
it holds that
‖I˜(v)(t)‖H2p(Ω0) = ‖
∫ t
0
v(s)ds‖H2p(Ω0) ≤
∫ t
0
‖v(s)‖H2p(Ω0)ds ≤ t
1− 1
p ‖v‖Lp(0,t;H2p(Ω0))
≤ t1− 1p ‖v‖Lp(0,T ;H2p(Ω0)), t ∈ (0, T ).
(4.46)
Taking the supremum over t ∈ (0, T ), we conclude that
‖I˜(v)‖L∞(0,T ;H2p(Ω0)) ≤ T
1− 1
p ‖v‖Lp(0,T ;H2p(Ω0)).
This gives
‖I(v)‖L∞(0,T ;H1p(Ω0)) ≤ ‖I˜(v)‖L∞(0,T ;H2p(Ω0)) ≤ T
1− 1
p ‖v‖Lp(0,T ;H2p(Ω0)).
This proves the first estimate in (a). Integrating in (4.46) in time yields
‖I˜(v)‖Lp(0,T ;H2p(Ω0)) =
( ∫ T
0
‖I˜(v)(t)‖p
H2p(Ω0)
dt
) 1
p ≤ ( ∫ T
0
tp−1dt
) 1
p ‖v‖Lp(0,T ;H2p(Ω0))
≤ CT‖v‖Lp(0,T ;H2p(Ω0)).
(4.47)
Since ∂tI(v)(t) = ∇v(t), t ∈ (0, T ), it follows that ‖∂tI(v)‖T,Ω0,p,p = ‖∇v‖T,Ω0,p,p. This shows the
second estimate in (a). Moreover, we have
∂tI˜(v)(t) = v(t) =
∫ t
0
∂sv(s)ds+ v(0), t ∈ (0, T ),
and consequently, the time derivative of I˜(v) can be estimated by
‖∂tI˜(v)‖T,Ω0,p,p ≤
( ∫ T
0
( ∫ t
0
‖∂sv(s)‖Ω0,pds
)p
dt
) 1
p + T
1
p ‖v(0)‖Ω0,p
≤ ( ∫ T
0
tp−1‖∂sv‖pt,Ω0,p,pdt
) 1
p + T
1
p ‖v(0)‖Ω0,p
≤ ( ∫ T
0
tp−1dt
) 1
p ‖∂sv‖T,Ω0,p,p + T
1
p ‖v(0)‖Ω0,p
≤ C(T‖v‖H1p(0,T ;Lp(Ω0)) + T
1
p ‖v(0)‖Ω0,p),
where we once more used Ho¨lder’s inequality. Combining the previous equation with (4.47) and
taking into account I˜(v)(0) = 0, we obtain
‖I˜(v)‖
0Eu(T,Ω0) ≤ C(T‖v‖Eu(T,Ω0) + T
1
p ‖v(0)‖Ω0,p).
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By the continuity of the operator
γΓ∇ : 0Eu(T,Ω0)→ Hu(T,Γ),
with uniform in T , 0 < T < T0, estimate of the operator norm (see Proposition 1.15), it follows
that
‖I(v)‖
0Hu(T,Γ) = ‖γΓ∇I˜(v)‖0Hu(T,Γ) ≤ C‖I˜(v)‖0Eu(T,Ω0) ≤ C
(
T‖v‖Eu(T,Ω0) + T 1−
1
p ‖v(0)‖Ω0,p
)
.
This proves part (a).
Next, we prove the claimed properties of the composition operator w 7→ Ψ(I(w + v∗)). By (a)
and Sobolev’s embedding theorem, it holds that
‖I(w + v∗)‖T,Ω0,∞,∞ ≤ C.(4.48)
On account of Proposition 1.19 and (a), it may be concluded that
‖Ψ(I(w + v∗))‖L∞(0,T ;H1p(Ω0)) = ‖Ψ(I(w + v∗))−Ψ(0)‖L∞(0,T ;H1p(Ω0))
≤ C‖I(w + v∗))‖L∞(0,T ;H1p(Ω0))
≤ O(T ).
According to the chain rule and the proposition on Nemytskij operators (Proposition 1.17), we
deduce that
Ψ(I(·+ v∗)) ∈ C1(0Eu(T,Ω0), L∞(0, T ;H1p (Ω0)))
with
DwΨ(I(w + v∗))[w¯] = Ψ′(I(w + v∗))I(w¯), w¯ ∈ 0Eu(T,Ω0).
Due to (4.48) and (a), it follows that
‖DwΨ(I(w + v∗))[w¯]‖L∞(0,T ;H1p(Ω0))
≤ C(‖Ψ′(I(w + v∗))I(w¯)‖T,Ω0,∞,p + ‖∇(Ψ′(I(w + v∗))I(w¯))‖T,Ω0,∞,p)
≤ C(‖(∇Ψ)(I(w + v∗))‖T,Ω0,∞,∞ + ‖(∇2Ψ)(I(w + v∗))‖T,Ω0,∞,∞‖I(w + v∗)‖L∞(0,T ;H1p(Ω0)))×
× ‖I(w¯)‖L∞(0,T ;H1p(Ω0))
≤ O(T )‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0E(T,Ω0).
Furthermore, by (a), we infer
‖I(w + v∗)‖T,Γ,∞,∞ + ‖I(w + v∗)‖0Hu(T,Γ) ≤ C.(4.49)
According to (a), Proposition 1.19, and I(w + v∗)(0) = 0, we have
‖Ψ(I(w + v∗))‖0Hu(T,Γ) = ‖Ψ(I(w + v∗))−Ψ(0)‖0Hu(T,Γ) ≤ C‖I(w + v∗)‖0Hu(T,Γ) ≤ O(T ).
In addition, by the proposition on Nemytskij operators and the chain rule, we deduce that
Ψ(I(·+ v∗)) ∈ C1(0Eu(T,Ω0), 0Hu(T,Γ))
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with
DwΨ(I(w + v∗))[w¯] = Ψ′(I(w + v∗))I(w¯), w¯ ∈ 0Eu(T,Ω0).
Therefore
‖DwΨ(I(w + v∗))[w¯]‖0Hu(T,Γ) ≤ ‖Ψ′(I(w + v∗))‖H∞u (T,Γ)‖I(w¯)‖0Hu(T,Γ)
≤ O(T )‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0)
follows from proposition on pointwise multiplications (Proposition 1.16), the proposition on Ne-
mytskij operators, and (a).
Next, we prove Lemma 4.3.
Proof of Lemma 4.3. Fix R0, T0 > 0. Let 0 < R < R0, 0 < T < T0, and
(w,ψ, ψˆ, ζ), (wj , ψj , ψˆj , ζj) ∈ B0E(T )(0, R), j = 1, 2.
We denote by C a generic constant and by O a generic function with O(t)→ 0 for t→ 0, which may
change from line to line, but are always independent of T , R, (w,ψ, ψˆ, ζ), as well as (wj , ψj , ψˆj , ζj).
For short notation, we defined the abbreviations
(v, θ, θˆ, η) := (w + v∗, ψ + θ∗, ψˆ + θ∗, ζ + τ0).
On account of the proposition on embedding theorems (Proposition 1.14), there exists a constant
C with
(4.50)
‖w‖L∞(0,T ;W 1∞(Ω0)) + ‖w‖L∞(0,T ;H1p(Ω0)) + ‖v∗‖L∞(0,T ;W 1∞(Ω0)) + ‖v∗‖L∞(0,T ;H1p(Ω0))
+ ‖ζ‖T,Ω0,∞,∞ + ‖τ0‖Ω0,∞ ≤ C
as well as
‖w‖L∞(0,T ;W 1∞(ΓF,0)) + ‖w‖0Hu(T,ΓF,0) + ‖v∗‖L∞(0,T ;W 1∞(ΓF,0)) + ‖v∗‖Hu(T,ΓF,0) ≤ C.(4.51)
Further, for short notation, we write for a function J
J(v, θ, θˆ, η) = J(w + v∗, ψ + θ∗, ψˆ + θ∗, ζ + τ0).
and for the Fre´chet derivative
DzJ(v, θ, θˆ, η) = DzJ(w + v∗, ψ + θ∗, ψˆ + θ∗, ζ + τ0), z ∈ {w,ψ, ψˆ, ζ}.
We recall the definition
N(w,ψ, ψˆ, ζ) = (F (w,ψ, ζ), Fd(w), G(w, ζ), H(w, ψˆ, ζ))
and the definitions of F , Fd, G, and H are recalled below. We analyse each component of N
separately.
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Analysis of F (w,ψ, ζ)
Our aim is to show that
‖F (w,ψ, ζ)‖T,Ω0,p,p ≤ CR2 +O(T )
as well as
‖F (w2, ψ2, ζ2)− F (w1, ψ1, ζ1)‖T,Ω0,p,p
≤ (CR+O(T ))‖(w2 − w1, ψ2 − ψ1, ζ2 − ζ1)‖0Eu(T,Ω0)×Epi(T,Ω0)×0Eτ (T,Ω0).
To show the second estimate, we prove an estimate of the Fre´chet derivative of F of the form
‖DF (w,ψ, ζ)‖L(0Eu(T,Ω0)×Epi(T,Ω0)×0Eτ (T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ CR+O(T )
and apply the mean value theorem.
The nonlinearity F can be decomposed in a sum (see (4.30))
F (w,ψ, ζ) = Fw(w) + Fψ(w,ψ) + Fζ(w, ζ).
We analyse each summand separately.
Fw : We recall the definition of Fw. The term Fw can be decomposed in a sum (see (4.14) and (4.34))
Fw(w) = F
(1)
w (w) + F
(2)
w (w),
with
F (1)w (w)j =
n∑
k,l,m=1
(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk, j = 1, . . . , n,
F (2)w (w)j = Div
(
α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T ))
j
+ 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂l(B(I(v))T∇v +∇vB(I(v))T ))(Ev)j,l
− 2
n∑
l=1
α′(|E(v)|2)(E(v) : ∂lEv)(B(I(v))T∇v +∇vB(I(v))T )j,l, j = 1, . . . , n.
(4.52)
Here, we used the convention to write J(v) instead of J(w+v∗) for a function J in order to shorten
notation. We recall the definition of the transformed symmetric part of the gradient (see (4.12))
E(v) = Ev + 1
2
(
B(I(v))T∇v + (∇v)TB(I(v))).
By Lemma 4.4 and the proposition on embedding theorems (Proposition 1.14), we deduce that
∇v,B(I(v)) ∈ L∞(0, T ;L∞(Ω0))
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and thus, taking into account (4.50), we conclude that
E(v) ∈ L∞(0, T ;L∞(Ω0)) and ‖E(v)‖T,Ω0,∞,∞ ≤ C.(4.53)
The nonlinearities F
(1)
w and F
(2)
w are investigated separately. Due to (4.53) and the definition
of Eu(T,Ω0), we have
(Al,mj,k (E(v))−Al,mj,k (Ev∗))j,k,l,m=1,...,n ∈ L∞(0, T ;L∞(Ω0)) and ∇2v ∈ Lp(0, T ;Lp(Ω0)),
and hence
F (1)w (w) ∈ Lp(0, T ;Lp(Ω0)).(4.54)
Next, we estimate ‖F (1)w (w)‖T,Ω0,p,p. We have
(4.55) ‖(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk‖T,Ω0,p,p
≤ ‖(Al,mj,k (E(v))−Al,mj,k (Ev∗))‖T,Ω0,∞,∞‖∂l∂mvk‖T,Ω0,p,p, j, k, l,m = 1, . . . , n.
By the mean value theorem, the proposition on embedding theorems, Lemma 4.4, and (4.50), it
follows that
‖(Al,mj,k (E(v))−Al,mj,k (Ev∗))‖T,Ω0,∞,∞
≤ C‖E(v)− Ev∗‖T,Ω0,∞,∞
≤ C(‖Ew‖T,Ω0,∞,∞ + ‖B(I(v))‖T,Ω0,∞,∞‖∇v‖T,Ω0,∞,∞)
≤ C(‖w‖
0Eu(T,Ω0) + ‖B(I(v))‖T,Ω0,∞,∞‖∇v‖T,Ω0,∞,∞)
≤ CR+O(T ), j, k, l,m = 1, . . . , n.
(4.56)
Combining the previous two inequalities, we deduce that
‖F (1)w (w)‖T,Ω0,p,p ≤ CR2 +O(T ).
The Fre´chet derivative DF
(1)
w (w) is our next subject. Due to the chain and product rule as well as
the proposition on Nemytskij operators (Proposition 1.17), we infer
Dw
(
(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk
)
[w¯]
=
n∑
λ1,λ2=1
(∂(λ1,λ2)Al,mj,k )(E(v))DwE(v)λ1,λ2 [w¯]∂l∂mvk
+ (Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mw¯k, w¯ ∈ 0Eu(T,Ω0), j, k, l,m = 1, . . . , n.
(4.57)
To estimate this formula, we investigate DwE(v)λ1,λ2 [w¯], λ1, λ2 = 1, . . . , n, first. The product rule,
the proposition on embedding theorems, Lemma 4.4, (4.50), and (4.53) lead to
(4.58)
‖DwE(v)λ1,λ2 [w¯]‖T,Ω0,∞,∞
≤ ‖Ew¯‖T,Ω0,∞,∞
+ C(‖DwB(I(v))[w¯]‖T,Ω0,∞,∞‖∇v‖T,Ω0,∞,∞ + ‖B(I(v))‖T,Ω0,∞,∞‖∇w¯‖T,Ω0,∞,∞)
≤ C‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0), λ1, λ2 = 1, . . . , n.
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Combining the previous two inequalities and taking into account (4.53) and (4.56), we obtain
‖Dw
(
(Al,mj,k (E(v))−Al,mj,k (Ev∗))∂l∂mvk
)
[w¯]‖T,Ω0,p,p
≤ C(‖(∇Al,mj,k )(E(v))‖T,Ω0,∞,∞‖DwE(v)[w¯]‖T,Ω0,∞,∞‖∂l∂mvk‖T,Ω0,p,p
+ ‖(Al,mj,k (E(v))−Al,mj,k (Ev∗))‖T,Ω0,∞,∞‖∂l∂mw¯k‖T,Ω0,p,p)
≤ (‖DwE(v)[w¯]‖T,Ω0,∞,∞ + ‖∂l∂mw¯k‖T,Ω0,p,p)(CR+O(T ))
≤ (CR+O(T ))‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0), j, k, l,m = 1, . . . , n.
Hence, we obtain
‖DF (1)w (w)‖L(0Eu(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ CR+O(T ).(4.59)
Now, we turn to F
(2)
w . We check that each component of F
(2)
w is a sum, where every summand
is of one of the forms
F
(2,1)
w (w) := α(|E(v)|2)(∂jb(I(v)))(∂k1vk2),
F
(2,2)
w (w) := α(|E(v)|2)b(I(v))(∂j1∂j2vj3),
F
(2,3)
w (w) := α′(|E(v)|2)b(I(v))E(v)j1,j2(∂kE(v)l1,l2)(∂m1vm2),
F
(2,4)
w (w) := α′(|E(v)|2)(∂jb(I(v)))E(v)k1,k2(∂l1vl2)(∂m1vm2),
F
(2,5)
w (w) := α′(|E(v)|2)b(I(v))E(v)j1,j2(∂k1∂k2vk3)(∂l1vl2),
where b : Rn×n → R is a smooth function with b(0) = 0 and jλ, kλ, lλ,mλ ∈ {1, . . . , n}, λ = 1, . . . , 3,
are indices. It should be noted, that the function b is either of the form Bj1,j2 or of the form
Bj1,j2Bj3,j4 for suitable indices j1, . . . , j4 ∈ {1, . . . , n}.
First, we analyse the term F
(2,3)
w . In the definition of F
(2,3)
w , a term of the form ∇E(v) appears.
By Lemma 4.4 and (4.50), we deduce that
‖∇E(v)‖T,Ω0,p,p
≤ ‖∇2v‖T,Ω0,p,p
+ C(‖∇2v‖T,Ω0,p,p‖B(I(v))‖T,Ω0,∞,∞ + ‖∇v‖T,Ω0,∞,∞‖∇B(I(v))‖T,Ω0,p,p)
≤ CR+O(T ).
(4.60)
Taking into account (4.53), we have ‖α′(|E(v)|2)‖T,Ω0,∞,∞ ≤ C. Hence, applying Lemma 4.4 and
(4.50) once more, we obtain
‖F (2,3)w (w)‖T,Ω0,p,p ≤ ‖α′(|E(v)|2)‖T,Ω0,∞,∞‖b(I(v))‖T,Ω0,∞,∞‖E(v)j1,j2‖T,Ω0,∞,∞×
× ‖∂kE(v)l1,l2‖T,Ω0,p,p‖∂m1vm2‖T,Ω0,∞,∞
≤ O(T ).
We estimate the remaining terms F
(2,1)
w , F
(2,2)
w , F
(2,4)
w , and F
(2,5)
w in a similar way. Due to
Lemma 4.4, (4.50), (4.53), and (4.60), we infer
X0 := {α(|E(v)|2), α′(|E(v)|2),∇v, E(v), b(I(v))} ⊂ L∞(0, T ;L∞(Ω0))
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and
X1 := {∇2v,∇E(v),∇b(I(v))} ⊂ Lp(0, T ;Lp(Ω0)).
Each term F 2,1w , . . . , F
2,5
w is product of terms in X0 ∪ X1, where one and only one term belongs
to X1 and several terms belong to X0. This shows F
(2)
w (w) ∈ Lp(0, T ;Lp(Ω0)). Next, we estimate
each element of X0 ∪X1. By Lemma 4.4, (4.50), (4.53), and (4.60), it follows that
(4.61) ‖α(|E(v)|2)‖T,Ω0,∞,∞, ‖α′(|E(v)|2)‖T,Ω0,∞,∞, ‖α′′(|E(v)|2)‖T,Ω0,∞,∞,
‖∇v‖T,Ω0,∞,∞, ‖E(v)‖T,Ω0,∞,∞ ≤ C,
and
‖b(I(v))‖T,Ω0,∞,∞, ‖∇b(I(v))‖T,Ω0,p,p ≤ O(T ),(4.62)
as well as
‖∇2v‖T,Ω0,p,p, ‖∇E(v)‖T,Ω0,p,p ≤ CR+O(T ).(4.63)
Since at least one factor of F 2,1w , . . . , F
2,5
w is bounded by O(T ) in the corresponding norm, it follows
that
5∑
j=1
‖F (2,j)w (w)‖T,Ω0,p,p ≤ O(T )
and hence
‖F (2)w (w)‖T,Ω0,p,p ≤ O(T ).(4.64)
Next, we analyse the Fre´chet derivative DF
(2)
w . First, we investigate DF
(2,3)
w . By the product rule,
we obtain
DF (2,3)w (w)[w¯] = (Dwα
′(|E(v)|2))[w¯]b(I(v))E(v)j1,j2(∂kE(v)l1,l2)(∂m1vm2)
+ α′(|E(v)|2)(Dwb(I(v)))[w¯]E(v)j1,j2(∂kE(v)l1,l2)(∂m1vm2)
+ α′(|E(v)|2)b(I(v))DwE(v)j1,j2 [w¯](∂kE(v)l1,l2)(∂m1vm2)
+ α′(|E(v)|2)b(I(v))E(v)j1,j2(Dw(∂kE(v)l1,l2))[w¯](∂m1vm2)
+ α′(|E(v)|2)b(I(v))E(v)j1,j2(∂kE(v)l1,l2)(∂m1w¯m2), w¯ ∈ 0Eu(T,Ω0).
(4.65)
First, we analyse the terms Dwα
′(|E(v)|2) and Dw(∂kE(v)l1,l2), which appear in the first and forth
line of (4.65). By the chain rule, the proposition on embedding theorems, the proposition on
Nemytskij operators, (4.53), (4.58), and (4.61), it follows that
‖Dwα′(E(v))[w¯]‖T,Ω0,∞,∞ = ‖2α′′(E(v))(E(v) : DwE(v)[w¯])‖T,Ω0,∞,∞
≤ C‖α′′(E(v))‖T,Ω0,∞,∞‖E(v)‖T,Ω0,∞,∞‖DwE(v)[w¯]‖T,Ω0,∞,∞
≤ C‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
(4.66)
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Further, combining Lemma 4.4, the proposition on embedding theorems, (4.50), and (4.60) yields
‖Dw∂kE(v)l1,l2 [w¯]‖T,Ω0,p,p
= ‖∂kDwE(v)l1,l2 [w¯]‖T,Ω0,p,p
= ‖∂kEw¯‖T,Ω0,p,p + C
(
T
1
p ‖∂kDwB(I(v))[w¯]‖T,Ω0,∞,p‖∇v‖T,Ω0,∞,∞
+ ‖DwB(I(v))[w¯]‖T,Ω0,∞,∞‖∇2v‖T,Ω0,p,p + T
1
p ‖∂kB(I(v))‖T,Ω0,∞,p‖∇w¯‖T,Ω0,∞,∞
+ ‖B(I(v))‖T,Ω0,∞,∞‖∇2w¯‖T,Ω0,p,p
)
≤ C‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
(4.67)
By the previous two estimates as well as Lemma 4.4, (4.58), (4.61)–(4.63), and (4.65), we infer
‖DF (2,3)w (w)[w¯]‖T,Ω0,p,p ≤ O(T )‖w¯‖0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0),
and equivalently
‖DF (2,3)w (w)‖L(0Eu(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ).
We proceed the same way with the remaining terms F
(2,1)
w , F
(2,2)
w , F
(2,4)
w , and F
(2,5)
w . Each term
F
(2,1)
w , . . . , F
(2,5)
w is a product with factors in X0 ∪X1. We estimate the Fre´chet derivative of each
element of X0 ∪X1. By (4.58), (4.66), and (4.67), we have
‖Dwα(|E(v)|2)‖L(0E(T,Ω0),L∞(0,T ;L∞(Ω0))), ‖Dwα′(|E(v)|2)‖L(0E(T,Ω0),L∞(0,T ;L∞(Ω0))),
‖Dw∇v‖L(0E(T,Ω0),L∞(0,T ;L∞(Ω0))), ‖DwE(v)‖L(0E(T,Ω0),L∞(0,T ;L∞(Ω0))),
‖Dw∇2v‖L(0E(T,Ω0),Lp(0,T ;Lp(Ω0))), ‖Dw∇E(v)‖L(0E(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ C.
Further, we get
‖Dwb(I(v))‖L(0E(T,Ω0),L∞(0,T ;L∞(Ω0))), ‖Dw∇b(I(v))‖L(0E(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ),
due to Lemma 4.4. Combining the previous two inequalities with (4.61)–(4.63), it follows that
5∑
j=1
‖DwF (2,j)w (v)‖L(0E(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ),
by the product rule, and hence
‖DF (2)w (w)‖L(0Eu(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ).
In summary, we showed
‖Fw(w)‖T,Ω0,p,p ≤ CR2 +O(T ) and ‖DFw(w)‖L(0Eu(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ).
Fψ : We proceed with the investigation of Fψ. The term Fψ is defined by (see (4.31))
Fψ(w,ψ) = −B(I(w + v∗))T∇(ψ + θ∗).
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By Lemma 4.4, it follows that
B(I(w + v∗))T ∈ L∞(0, T ;L∞(Ω0)).
Since ∇(ψ + θ∗) ∈ Lp(0, T ;Lp(Ω0)), we have
Fψ(w,ψ) ∈ Lp(0, T ;Lp(Ω0)).
By Ho¨lder’s inequality and Lemma 4.4, we deduce that
‖Fψ(w,ψ)‖T,Ω0,p,p ≤ O(T ).
Next, we analyse the Fre´chet derivative of Fψ. We obtain
‖DFψ(w,ψ)[w¯, ψ¯]‖T,Ω0,p,p
= ‖DwB(I(w + v∗))[w¯]‖T,Ω0,∞,∞‖∇(ψ + θ∗)‖T,Ω0,p,p + ‖B(I(w + v∗))‖T,Ω0,∞,∞‖∇ψ¯‖T,Ω0,p,p
≤ O(T )(‖w¯‖
0Eu(T,Ω0) + ‖ψ¯‖Epi(T,Ω0)), (w¯, ψ¯) ∈ 0Eu(T,Ω0)× Epi(T,Ω0),
by the product rule and Lemma 4.4, and hence
‖DFψ(w,ψ)‖L(0Eu(T,Ω0)×Epi(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ).
Fζ : Finally, we analyse Fζ . The term Fζ is defined by
Fζ(w, ζ)j = Div(µ(ζ + τ0)− µ(τ0))j +
n∑
k,l=1
(∂lµ(ζ + τ0))j,kBl,k(I(w + v∗)), j = 1, . . . , n.
First, we investigate Div(µ(τ0)). By the chain rule, we have
‖Div(µ(τ0))‖T,Ω0,p,p ≤ C‖∇τ0‖T,Ω0,p,p ≤ CT
1
p ‖τ0‖H1p(Ω0) ≤ O(T ).
The remaining terms in Fζ are of one of the forms
F
(1)
ζ (ζ) = (∂(j1,j2)µk1,k2)(ζ + τ0)∂l(ζ + τ0)m1,m2 ,
F
(2)
ζ (w, ζ) = F
(1)
ζ (ζ)b(I(w + v∗)),
where b : Rn×n → R is a smooth function with b(0) = 0 and j1, j2, k1, k2, l,m1,m2 ∈ {1, . . . , n}.
Due to (4.50), we have
‖F (1)ζ (ζ)‖T,Ω0,p,p ≤ C‖∇(ζ + τ0)‖T,Ω0,p,p ≤ O(T ),(4.68)
and, taking into account Lemma 4.4, we deduce that
‖F (2)ζ (w, ζ)‖T,Ω0,p,p ≤ ‖F (1)ζ (ζ)‖T,Ω0,p,p‖b(I(w + v∗))‖T,Ω0,∞,∞ ≤ O(T ).
Combining the previous two inequalities, we have
‖Fζ(w, ζ)‖T,Ω0,p,p ≤ O(T ).
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Second, we estimate the Fre´chet derivative of F
(1)
ζ and F
(2)
ζ . The product rule, Sobolev’s embedding
theorem, the proposition on Nemytskij operators, and (4.50) lead to
‖DF (1)ζ (ζ)[ζ¯]‖T,Ω0,p,p
≤ CT 1p (‖(∇2µ)(η)‖T,Ω0,∞,∞‖ζ¯‖T,Ω0,∞,∞‖∇η‖T,Ω0,∞,p + ‖(∇µ)(η)‖T,Ω0,∞,∞‖∇ζ¯‖T,Ω0,∞,p)
≤ CT 1p ‖ζ¯‖L∞(0,T ;H1p(Ω0)), (w¯, ζ¯) ∈ 0Eu(T,Ω0)× 0Eζ(T,Ω0)
and, on account of Lemma 4.4 and (4.68), we deduce that
‖DF (2)ζ (w, ζ)[w¯, ζ¯]‖T,Ω0,p,p
≤ ‖DζF (1)ζ (ζ)[ζ¯]‖T,Ω0,p,p‖b(I(v))‖T,Ω0,∞,∞ + ‖F (1)ζ (ζ)‖T,Ω0,p,p‖Dwb(I(v))[w¯]‖T,Ω0,∞,∞
≤ O(T )(‖w¯‖
0Eu(T,Ω0) + ‖ζ¯‖0Eζ(T,Ω0)), (w¯, ζ¯) ∈ 0Eu(T,Ω0)× 0Eζ(T,Ω0).
This implies
‖DFζ(w, ζ)‖L(0Eu(T,Ω0)×0Eζ(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ).
In summary, we have
‖F (w,ψ, ζ)‖Lp(0,T ;Lp(Ω0)) ≤ O(T ) + CR2
and
‖DF (w,ψ, ζ)‖L(0Eu(T,Ω0)×Epi(T,Ω0)×0Eζ(T,Ω0),Lp(0,T ;Lp(Ω0))) ≤ O(T ) + CR.
By the mean value theorem, it follows that
‖F (w2, ψ2, ζ2)− F (w1, ψ1, ζ1)‖Lp(0,T ;Lp(Ω0))
≤ (O(T ) + CR)‖(w2 − w1, ψ2 − ψ1, ζ2 − ζ1)‖0Eu(T,Ω0)×Epi(T,Ω0)×0Eζ(T,Ω0).
Analysis of Fd(w)
We recall the definition (see (4.35))
Fd(w) = −(∇(w + v∗) : B(I(w + v∗))).
First, we analyse Fd in Lp(0, T ;H
1
p (Ω0)). By the algebra property of H
1
p (Ω0) and Lemma 4.4, we
obtain
‖Fd(w)‖Lp(0,T ;H1p(Ω0)) = ‖(∇(w + v∗) : B(I(w + v∗)))‖Lp(0,T ;H1p(Ω0))
≤ ‖∇(w + v∗)‖Lp(0,T ;H1p(Ω0))‖B(I(w + v∗))‖L∞(0,T ;H1p(Ω0))
≤ O(T )
as well as
‖Fd(w2)− Fd(w1)‖Lp(0,T ;H1p(Ω0))
≤ ‖∇(w2 − w1)‖Lp(0,T ;H1p(Ω0))‖B(I(w2 + v∗))‖L∞(0,T ;H1p(Ω0))
+ ‖∇(w1 + v∗)‖Lp(0,T ;H1p(Ω0))‖B(I(w2 + v∗))−B(I(w1 + v∗))‖L∞(0,T ;H1p(Ω0))
≤ O(T )‖w2 − w1‖0Eu(T,Ω0)
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due to the mean value theorem. Second, we analyse FFd(w),0 in H
1
p (0, T ;
0Ĥ−1p,ΓF,0(Ω0)) (the expres-
sion FFd(w),0 ∈ H1p (0, T ; 0Ĥ−1p,ΓF,0(Ω0)) is defined in (1.10)). For this purpose, we use the represen-
tation (see (4.35))
Fd(w) = −div(B(I(w + v∗))(w + v∗)).
We compute a more explicit representation of FFd(w),0. For ϕ ∈ Ĥ1p′,ΓF,0(Ω0), where 1 < p′ < ∞
with 1p +
1
p′ = 1, we see that
FFd(w),0(t)ϕ =
∫
Ω0
Fd(w)(t)ϕ = −
∫
Ω0
(div(B(I(v)(t))v(t)))ϕ =
∫
Ω0
B(I(v))v(t) · ∇ϕ, 0 < t < T,
since γΓF,0ϕ = 0 and γΓDv = 0, and hence the appearing boundary integrals vanish. It follows that
FFd(w),0ϕ =
∫
Ω0
B(I(v))v · ∇ϕ, ϕ ∈ 0Ĥ1p′,ΓF,0(Ω0).
Hence, the investigation of FFd(w),0 in H
1
p (0, T ;
0Ĥ−1p (Ω0)) reduces to the investigation of B(I(v))v
in H1p (0, T ;Lp(Ω0)). By Shibata and Shimizu [SS07b, (2.19) and (2.51)], it holds that
‖B(I(w + v∗))(w + v∗)‖H1p(0,T ;Lp(Ω0)) ≤ O(T ),
and
‖B(I(w2 + v∗))(w2 + v∗)−B(I(w1 + v∗))(w1 + v∗)‖H1p(0,T ;Lp(Ω0)) ≤ O(T )‖w2 − w1‖0Eu(T,Ω0),
and consequently
‖FFd(w),0‖H1p(0,T ;0Ĥ−1p,ΓF,0 (Ω0)) ≤ C‖B(I(w + v∗))(w + v∗)‖H1p(0,T ;Lp(Ω0)) ≤ O(T ),
and
‖FFd(w2),0 − FFd(w1),0‖H1p(0,T ;0Ĥ−1p,ΓF,0 (Ω0))
≤ C‖B(I(w2 + v∗))(w2 + v∗)−B(I(w1 + v∗))(w1 + v∗)‖H1p(0,T ;Lp(Ω0))
≤ O(T )‖w2 − w1‖0Eu(T,Ω0).
In summary, we have
‖Fd(w)‖0Fd(T,Ω0,ΓF,0) ≤ O(T )‖w‖0Eu(T,Ω0),
and
‖Fd(w2)− Fd(w1)‖0Fd(T,Ω0,ΓF,0) ≤ O(T )‖w2 − w1‖0Eu(T,Ω0).
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Analysis of G(w, ζ)
We recall the definition (see (4.36))
G(w, ζ) = g(∇v +B(I(v))T∇v, η).
For short notation, we define
D(v) = ∇v +B(I(v))T∇v.
Then, we can write G(w, ζ) = g(D(v), η). In a first step, we analyse D(v). By the mean value
theorem, the proposition on embedding theorems, Lemma 4.4, and (4.50), we have
‖D(v)‖T,Ω0,∞,∞ ≤ ‖∇v‖T,Ω0,∞,∞ + ‖B(I(v))‖T,Ω0,∞,∞‖∇v‖T,Ω0,∞,∞ ≤ C,(4.69)
and
‖D(v2)−D(v1)‖T,Ω0,∞,∞
≤ ‖∇(v2 − v1)‖T,Ω0,∞,∞ + ‖B(I(v2))−B(I(v1))‖T,Ω0,∞,∞‖∇v2‖T,Ω0,∞,∞
+ ‖B(I(v1))‖T,Ω0,∞,∞‖∇(v2 − v1)‖T,Ω0,∞,∞
≤ C‖w2 − w1‖0Eu(T,Ω0),
(4.70)
and
‖D(v)‖T,Ω0,∞,p ≤ ‖∇v‖T,Ω0,∞,p + ‖B(I(v))T∇v‖T,Ω0,∞,p
≤ ‖∇v‖T,Ω0,∞,p + ‖B(I(v))‖T,Ω0,∞,∞‖∇v‖T,Ω0,∞,p
≤ C,
(4.71)
and
‖D(v2)−D(v1)‖T,Ω0,∞,p
≤ ‖v2 − v1‖T,Ω0,∞,p + ‖B(I(v2))−B(I(v1))‖T,Ω0,∞,∞‖∇v2‖T,Ω0,∞,p
+ ‖B(I(v1))‖T,Ω0,∞,∞‖∇(v2 − v1)‖T,Ω0,∞,p
≤ C‖w2 − w1‖0Eu(T,Ω0).
(4.72)
Further, we infer
‖∇D(v)‖T,Ω0,p,p
≤ ‖∇2v‖T,Ω0,p,p + ‖∇B(I(v))‖T,Ω0,p,p‖∇v‖T,Ω0,∞,∞ + ‖B(I(v))‖T,Ω0,∞,∞‖∇2v‖T,Ω0,p,p
≤ CR+O(T )
(4.73)
by the product rule, (4.50), and Lemma 4.4. By similar arguments, we deduce that
‖∇D(v2)−∇D(v1)‖T,Ω0,p,p ≤ ‖∇2(v2 − v1)‖T,Ω0,p,p
+ ‖∇(B(I(v2))−B(I(v1)))‖T,Ω0,p,p‖∇v2‖T,Ω0,∞,∞
+ ‖∇B(I(v1))‖T,Ω0,p,p‖∇(v2 − v1)‖T,Ω0,∞,∞
+ ‖B(I(v2))‖T,Ω0,∞,∞‖∇2(v2 − v1)‖T,Ω0,p,p
+ ‖B(I(v2))−B(I(v1))‖T,Ω0,∞,∞‖∇2v1‖T,Ω0,p,p
≤ C‖w2 − w1‖0Eu(T,Ω0).
(4.74)
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Fix r˜ ∈ {1, r,∞}. By the mean value theorem, g(0, 0) = 0, (4.50), (4.69), (4.71), and (4.72), it
follows that
‖G(w, ζ)‖T,Ω0,r˜,p ≤ ‖g(D(v), η)− g(0, 0)‖T,Ω0,r˜,p
≤ C(‖D(v)‖T,Ω0,r˜,p + ‖η‖T,Ω0,r˜,p)
≤ CT 1r˜
as well as
‖G(w2, ζ2)−G(w1, ζ1)‖T,Ω0,r˜,p ≤ ‖g(D(v2), η2)− g(D(v1), η1)‖T,Ω0,r˜,p
≤ C(‖D(v2)−D(v1)‖T,Ω0,r˜,p + ‖η2 − η1‖T,Ω0,r˜,p)
≤ CT 1r˜ (‖w2 − w1‖0Eu(T,Ω0) + ‖ζ2 − ζ1‖0Eτ (T,Ω0)).
In particular, we have ‖G(w, ζ)‖T,Ω0,∞,p ≤ C. To analyse G in G(T,Ω0), it remains to show that
‖∇G(w, ζ)‖T,Ω0,1,p ≤ O(T ),
and
‖∇(G(w2, ζ2)−G(w1, ζ1))‖T,Ω0,1,p ≤ O(T )(‖w2 − w1‖0Eu(T,Ω0) + ‖ζ2 − ζ1‖0Eζ(T,Ω0)).
Fix s˜ ∈ {1, p}. By the chain rule, (4.69), and (4.73), it follows that
‖∇G(w, ζ)‖T,Ω0,s˜,p = ‖∇g(D(v), η)‖T,Ω0,s˜,p ≤ C(‖∇D(v)‖T,Ω0,s˜,p + ‖∇η‖T,Ω0,s˜,p)
≤ CT 1p− 1s˜ ‖∇D(v)‖T,Ω0,p,p +O(T )‖η‖T,Ω0,∞,p.
In particular, we have ‖∇G(w, ζ)‖T,Ω0,p,p ≤ C. Taking into account the mean value theorem, the
proposition on embedding theorems, (4.69), (4.70), (4.73), and (4.74), we infer
‖∇(G(w2, ζ2)−G(w1, ζ1))‖T,Ω0,1,p
= ‖∇(g(D(v2), η2)− g(D(v2), η2))‖T,Ω0,1,p
≤ ‖(∇g)(D(v2), η2)− (∇g)(D(v1), η1)‖T,Ω0,∞,∞(‖∇D(v2)‖T,Ω0,1,p + ‖∇η2‖T,Ω0,1,p)
+ ‖(∇g)(D(v1), η1)‖T,Ω0,∞,∞(‖∇(D(v2)−D(v1))‖T,Ω0,1,p + ‖∇(η2 − η1)‖T,Ω0,1,p)
≤ C(‖D(v2)−D(v1)‖T,Ω0,∞,∞ + ‖η2 − η1‖T,Ω0,∞,∞)(‖∇D(v2)‖T,Ω0,1,p + ‖∇η2‖T,Ω0,1,p)
+ C(‖∇(D(v2)−D(v1))‖T,Ω0,1,p + ‖∇(η2 − η1)‖T,Ω0,1,p)
≤ O(T )(‖D(v2)−D(v1)‖T,Ω0,∞,∞ + ‖η2 − η1‖T,Ω0,∞,∞)(‖∇D(v2)‖T,Ω0,p,p + ‖∇η2‖T,Ω0,∞,p)
+O(T )(‖∇(D(v2)−D(v1))‖T,Ω0,p,p + ‖∇(η2 − η1)‖T,Ω0,∞,p)
≤ O(T )(‖w2 − w1‖0Eu(T,Ω0) + ‖ζ2 − ζ1‖0Eτ (T,Ω0).
In summary, we proved
‖G(w, ζ)‖G(T,Ω0) ≤ O(T ), ‖G(w, ζ)‖T,Ω0,∞,p + ‖∇G(w, ζ)‖T,Ω0,p,p ≤ C
and
‖G(w2, ζ2)−G(w1, ζ1)‖G(T,Ω0) ≤ O(T )(‖w2 − w1‖0Eu(T,Ω0) + ‖ζ2 − ζ1‖0Eτ (T,Ω0)).
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Analysis of H(w, ψˆ, ζ)
The nonlinearity H is the remaining component of N , which we have to analyse. The aim is to
show the estimates
‖H(w, ψˆ, ζ)‖
0Hu(T,ΓF,0) ≤ CR2 +O(T )
and
‖H(w2, ψˆ2, ζ2)−H(w1, ψˆ1, ζ1)‖0Hu(T,ΓF,0)
≤ (CR+O(T ))‖(w2 − w1, ψˆ2 − ψˆ1, ζ2 − ζ1)‖0Eu(T,Ω0)×0Epˆi(T,ΓF,0)×0Eτ (T,Ω0).
To show the second estimate, we prove
‖DH(w, ψˆ, ζ)‖L(0Eu(T,Ω0)×0Epˆi(T,ΓF,0)×0Eτ (T,Ω0),0Hu(T,ΓF,0)) ≤ CR+O(T )
and apply the mean value theorem.
We recall the definition (see (4.40))
H(w, ψˆ, ζ) = Hw(w) +Hψ(w, ψˆ) +Hζ(w, ζ).
and analyse the terms Hw, Hψ, and Hζ in the following separately.
Hw : The term Hw decomposes in three summands (see (4.41))
Hw(w) = H
(1)
w (w) +H
(2)
w (w) +H
(3)
w (w),
with
H(1)w (w) = −2(α(|E(v)|2)− α(|Ev∗|2))Ewν0,
H(2)w (w) = −2
(
α(|E(v)|2)− α(|Ev∗|2)− 2α′(|Ev∗|2)(Ev∗ : Ew)
)
Ev∗ν0,
H(3)w (w) = −α(|E(v)|2)(B(I(v))T∇v + (∇v)TB(I(v)) +∇vB(I(v))T + (∇v)TB(I(v))T
+B(I(v))T∇vB(I(v))T + (∇v)TB(I(v))B(I(v))T )ν0.
Further, we recall the definition (see (4.12))
E(v) = Ev + 1
2
(
B(I(v))T∇v + (∇v)TB(I(v))).
First, it should be noted that
‖v‖T,ΓF,0,∞,∞ + ‖v‖Hu(T,ΓF,0) ≤ C,(4.75)
due to (4.51). By the proposition on pointwise multiplications (Proposition 1.16), the proposition
on trace and extension theorems (Proposition 1.15), Lemma 4.4, and (4.51), it follows that
E(v) ∈ Hu(T,ΓF,0) and ‖E(v)‖Hu(T,ΓF,0) + ‖E(v)‖T,ΓF,0,∞,∞ ≤ C.(4.76)
By the same arguments, taking additionally into account the proposition on Nemytskij operators
and (4.76), we conclude that
Hw(w) ∈ 0Hu(T,ΓF,0).
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The expression ‖|E(v)|2 − |Ev∗|2‖0Hu(T,ΓF,0) will play an important role in the analysis of Hw.
The proposition on pointwise multiplications, the proposition on trace and extension theorems,
Lemma 4.4, (4.75), and (4.76) imply
(4.77)
‖|E(v)|2 − |Ev∗|2‖0Hu(T,ΓF,0)
≤ ‖(E(v)− Ev∗ : E(v) + Ev∗)‖0Hu(T,ΓF,0)
≤ C‖E(v)− Ev∗‖0Hu(T,ΓF,0)(‖E(v) + Ev∗‖Hu(T,ΓF,0) + ‖E(v) + Ev∗‖T,ΓF,0,∞,∞)
≤ C(‖Ew‖
0Hu(T,ΓF,0) + ‖B(I(v))∇v‖0Hu(T,ΓF,0))
≤ C(‖w‖
0Eu(T,Ω0) + ‖B(I(v))‖0Hu(T,ΓF,0)(‖v‖Hu(T,ΓF,0) + ‖v‖T,ΓF,0,∞,∞))
≤ CR+O(T ).
We analyse each summand of Hw separately. Using the proposition on pointwise multiplications,
the proposition on trace and extension theorems, Proposition 1.19, and (4.77), it follows that
‖H(1)w (w)‖0Hu(T,ΓF,0)
≤ C‖α(|E(v)|2)− α(|Ev∗|2)‖0Hu(T,ΓF,0)‖Ew‖0Hu(T,ΓF,0)
≤ C‖|E(v)|2 − |Ev∗|2‖0Hu(T,ΓF,0)‖Ew‖0Hu(T,ΓF,0)
≤ (CR+O(T ))‖w‖
0Eu(T,Ω0)
≤ CR2 +O(T ).
Next, we analyse the Fre´chet derivative of H
(1)
w . First, we examine the Fre´chet derivative of E(v).
By the product rule, the proposition on trace and extension theorems, the proposition on pointwise
multiplications, Lemma 4.4, and (4.51), we deduce that
(4.78)
‖DwE(v)[w¯]‖0Hu(T,ΓF,0)
≤ ‖Ew¯‖
0Hu(T,ΓF,0) + C
(‖DwB(I(v))[w¯]‖0Hu(T,ΓF,0)(‖∇v‖Hu(T,ΓF,0) + ‖∇v‖T,ΓF,0,∞,∞)
+ ‖B(I(v))‖
0Hu(T,ΓF,0)‖∇w¯‖0Hu(T,ΓF,0)
)
≤ C‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
By similar arguments and additionally taking into account the proposition on Nemytskij operators
and (4.78), we infer
‖DH(1)w (w)‖0Hu(T,ΓF,0)
≤ C(‖α′(|E(v)|2)(E(v) : DwE(v)[w¯])Ew‖0Hu(T,ΓF,0) + ‖(α(|E(v)|2)− α(|Ev∗|2))Ew¯‖0Hu(T,ΓF,0))
≤ C(‖α′(|E(v)|2)‖H∞u (T,ΓF,0)‖E(v)‖H∞u (T,ΓF,0)‖DwE(v)[w¯]‖0Hu(T,ΓF,0)‖Ew‖0Hu(T,ΓF,0)
+ ‖(α(|E(v)|2)− α(|Ev∗|2))‖0Hu(T,ΓF,0)‖Ew¯‖0Hu(T,ΓF,0))
≤ (CR+O(T ))‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
To estimate H
(2)
w (w), we will apply Proposition 1.19. We decompose H
(2)
w (w) into a part H
(2,1)
w (w),
which fits in the setting of Proposition 1.19 and into a remainder part H
(2,2)
w (w), more precisely we
decompose H
(2)
w (w) in the following way.
H(2)w (w) = −2
(
α(|E(v)|2)− α(|Ev∗|2)− 2α′(|Ev∗|2)(Ev∗ : Ew)
)
Ev∗ν0
= H(2,1)w (w) +H
(2,2)
w (w),
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with
H(2,1)w (w) := −2
(
α(|E(v)|2)− α(|Ev∗|2)− α′(|Ev∗|2)(|E(v)|2 − |Ev∗|2)
)
Ev∗ν0,
H(2,2)w (w) := −2α′(|Ev∗|2)
(|E(v)|2 − |Ev∗|2 − 2(Ev∗ : Ew))Ev∗ν0
= −2α′(|Ev∗|2)
(|Ew|2 + |E(v)|2 − |Ev|2)Ev∗ν0
= −2α′(|Ev∗|2)
(|Ew|2 + (E(v)− Ev : E(v)− Ev) + 2(E(v)− Ev : Ev))Ev∗ν0
= −2α′(|Ev∗|2)
(|Ew|2 + (Ev : B(I(v))T∇v + (∇v)TB(I(v)))
+
1
4
|B(I(v))T∇v + (∇v)TB(I(v))|2)Ev∗ν0.
Applying Proposition 1.19 and estimate (4.77) of |E(v)|2 − |Ev∗|2, we can assert that
‖H(2,1)w (w)‖0Hu(T,ΓF,0) ≤ C‖|E(v)|2 − |Ev∗|2‖20Hu(T,ΓF,0) ≤ CR2 +O(T ).
Let us compute the Fre´chet derivative H
(2,1)
w . By the proposition on Nemytskij operators, we see
that
DH(2,1)w (w)[w¯] = −4
(
α′(|E(v)|2)(E(v) : DwE(v)[w¯])− α′(|Ev∗|2)(E(v) : DwE(v)[w¯])
)
Ev∗ν0.
= −4(α′(|E(v)|2)− α′(|Ev∗|2))(E(v) : DwE(v)[w¯])Ev∗ν0.
Thus, by the proposition on pointwise multiplications, Proposition 1.19, (4.76), (4.77), and estimate
(4.78) for the Fre´chet derivative DwE(v), we conclude that
‖DH(2,1)w (w)[w¯]‖0Hu(T,ΓF,0)
≤ C‖(α′(|E(v)|2)− α′(|Ev∗|2))‖0Hu(T,ΓF,0)‖(E(v) : DwE(v)[w¯])‖0Hu(T,ΓF,0)
≤ C‖|E(v)|2 − |Ev∗|2‖0Hu(T,ΓF,0)‖w¯‖0Eu(T,Ω0)
≤ (CR+O(T ))‖w¯‖
0Eu(T,Ω0).
Thus, we proved
‖H(2,1)w (w)‖0Hu(T,ΓF,0) ≤ CR2 +O(T ) and ‖DH(2,1)w (w)‖L(0Eu(T,Ω0),0Hu(T,ΓF,0)) ≤ CR+O(T ).
We continue with the investigation of H
(2,2)
w . Each component of H
(2,2)
w is a sum, where each
summand is of one of the forms
H
(2,2,1)
w (w) = α′(|Ev∗|2)∂j1wj2∂k1wk2(Ev∗)l1,l2ν0,m1 ,
H
(2,2,2)
w (w) = α′(|Ev∗|2)∂j1vj2∂k1vk1b(I(v))(Ev∗)l1,l2ν0,m1 ,
where b : Rn×n → R is a smooth function with b(0) = 0 and jλ, kλ, lλ,mλ ∈ {1, . . . , n}, λ = 1, . . . , 3,
are indices. By the proposition on trace and extension theorems, the proposition on pointwise
multiplications, the proposition on Nemytskij operators, and (4.75), we conclude that
‖H(2,2,1)w (w)‖0Hu(T,ΓF,0) ≤ ‖α′(|Ev∗|2)∂j1wj2∂k1wk2‖0Hu(T,ΓF,0)
≤ C‖∇w‖2
0Hu(T,ΓF,0)
≤ C‖w‖2
0Eu(T,Ω0) ≤ CR2
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and
‖DH(2,2,1)w (w)[w¯]‖0Hu(T,ΓF,0) ≤ ‖Dα′(|Ev∗|2)∂j1wj2∂k1wk2 [w¯]‖0Hu(T,ΓF,0)
≤ C‖∇w‖
0Hu(T,ΓF,0)‖∇w¯‖0Hu(T,ΓF,0)
≤ C‖∇w‖
0Hu(T,ΓF,0)‖∇w¯‖0Hu(T,ΓF,0)
≤ CR‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
By similar arguments and additionally taking into account Lemma 4.4, we have
‖H(2,2,2)w (w)‖0Hu(T,ΓF,0) ≤ C(‖∇v‖0H(T,ΓF,0) + ‖∇v‖T,ΓF,0,∞,∞)2‖b(I(v))‖0Hu(T,ΓF,0) ≤ O(T ).
Next, we analyse the Fre´chet derivative of H
(2,2,2)
w . We compute
DH(2,2,2)w (w)[w¯]
= α′(|Ev∗|2)∂j1w¯j2∂k1vk1b(I(v))(Ev∗)l1,l2 + α′(|Ev∗|2)∂j1vj2∂k1w¯k1b(I(v))(Ev∗)l1,l2
+ α′(|Ev∗|2)∂j1vj2∂k1vk1Dwb(I(v))[w¯](Ev∗)l1,l2 , w¯ ∈ 0Eu(T,Ω0).
Application of the proposition on trace and extension theorems, the proposition on pointwise mul-
tiplications, Lemma 4.4, and (4.51) yields
‖DH(2,2,2)w (w)[w¯]‖0Hu(T,ΓF,0)
≤ C((‖∇v‖Hu(T,ΓF,0) + ‖∇v‖T,ΓF,0,∞,∞)‖b(I(v))‖0H(T,ΓF,0)‖∇w¯‖0Hu(T,ΓF,0)
+ (‖∇v‖Hu(T,ΓF,0) + ‖∇v‖T,ΓF,0,∞,∞)2‖Dwb(I(v))[w¯]‖0H(T,ΓF,0)
)
≤ O(T )‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
In summary, we proved
‖H(2,2)w (w)‖0Hu(T,ΓF,0) ≤ O(T ) and ‖DH(2,2)w (w)‖L(0Eu(T,Ω0),0Hu(T,ΓF,0)) ≤ O(T ).
Our next subject is H
(3)
w . Each component of H
(3)
w is a sum, where each summand is of the form
H(3,1)w (w) = α(|E(v)|)∂j1vj2b(I(v))ν0,k,
where b : Rn×n → R is a smooth function with b(0) = 0 and j1, j2, k ∈ {1, . . . , n} are indices. By
the proposition on pointwise multiplications, the proposition on Nemytskij operators, Lemma 4.4,
(4.51), and (4.76), it follows that
‖H(3,1)w (w)‖0Hu(T,ΓF,0) ≤ C(‖∇v‖Hu(T,ΓF,0) + ‖∇v‖T,ΓF,0,∞,∞)‖b(I(v))‖0Hu(T,ΓF,0) ≤ O(T ).
We compute the Fre´chet derivative of H
(3,1)
w . We have
DH(3,1)w (w)[w¯] = α
′(|E(v)|2)(E(v) : DwE(v)[w¯])(∂j1vj2)b(I(v))ν0,k + α(|E(v)|)∂j1w¯j2b(I(v))ν0,k
+ α(|E(v)|)(∂j1vj2)Dwb(I(v))[w¯]ν0,k, w¯ ∈ 0Eu(T,Ω0).
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By similar arguments as above, and additionally taking into account Lemma 4.4, we deduce that
‖DH(3,1)w (w)[w¯]‖0Hu(T,ΓF,0)
≤ C(‖DwE(v)[w¯]‖0Hu(T,ΓF,0)‖b(I(v))‖0Hu(T,ΓF,0) + ‖∇w¯‖0Hu(T,ΓF,0)‖b(I(v))‖0Hu(T,ΓF,0)
+ ‖Dwb(I(v))[w¯]‖0Hu(T,ΓF,0))
≤ O(T )‖w¯‖
0Eu(T,Ω0), w¯ ∈ 0Eu(T,Ω0).
Hence,
‖H(3)w (w)‖0Hu(T,ΓF,0) ≤ O(T ) and ‖DH(3)w (w)‖L(0Eu(T,Ω0),0Hu(T,ΓF,0)) ≤ O(T ).
In summary, we proved
‖Hw(w)‖0Hu(T,ΓF,0) ≤ CR2 +O(T ) and ‖DHw(w)‖L(0Eu(T,Ω0),0Hu(T,ΓF,0)) ≤ CR+O(T ).
Hψ : The nonlinearity Hψ is the next subject. By the proposition on embedding theorems, we have
‖ψˆ‖T,ΓF,0,∞,∞ + ‖ψˆ‖0Hu(T,ΓF,0) + ‖θ∗‖T,ΓF,0,∞,∞ + ‖θ∗‖Hu(T,ΓF,0) ≤ C.
We recall the definition (see (4.42))
Hψ(w, ψˆ) = −B(I(w + v∗))T (θ∗ + ψˆ)ν0.
The proposition on pointwise multiplications and Lemma 4.4 imply
‖Hψ(w, ψˆ)‖0Hu(T,ΓF,0) ≤ ‖B(I(w + v∗))‖0Hu(T,ΓF,0)(‖θ∗ + ψˆ‖Hu(T,ΓF,0) + ‖θ∗ + ψˆ‖T,ΓF,0,∞,∞)
≤ O(T ),
as well as
‖DHψ(w, ψˆ)[w¯, ψ¯]‖0Hu(T,ΓF,0)
≤ C(‖DwB(I(w + v∗))[w¯]‖0Hu(T,ΓF,0)(‖θ∗ + ψˆ‖Hu(T,ΓF,0) + ‖θ∗ + ψˆ‖T,ΓF,0,∞,∞)
+ ‖B(I(w + v∗))‖0Hu(T,ΓF,0)‖ψ¯‖0Hu(T,ΓF,0))
≤ O(T )(‖w¯‖
0Eu(T,Ω0) + ‖ψ¯‖0Hu(T,ΓF,0)), (w¯, ψ¯) ∈ 0Eu(T,Ω0)× 0Eψˆ(T,ΓF,0),
and hence
‖DHψ(w, ψˆ)‖L(0Eu(T,Ω0)×0Eψˆ(T,ΓF,0),0Hu(T,ΓF,0)) ≤ O(T ).
Hζ : Let us examine Hζ . We recall the definition
Hζ(w, ζ) = −(µ(η)− µ(τ0))ν0 − µ(η)B(I(v))T ν0.
We have
‖ζ‖T,ΓF,0,∞,∞ + ‖ζ‖0Hu(T,ΓF,0) + ‖τ0‖ΓF,0,∞ + ‖τ0‖Hu(T,ΓF,0) ≤ C.
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By the proposition on pointwise multiplications, the proposition on Nemytskij operators and Propo-
sition 1.19, it follows that
‖Hζ(w, ζ)‖0Hu(T,ΓF,0) ≤ C(‖µ(η)− µ(τ0)‖0Hu(T,ΓF,0) + ‖µ(η)B(I(v))T ‖0Hu(T,ΓF,0))
≤ C(‖η − τ0‖0Hu(T,ΓF,0) + ‖µ(η)‖H∞u (T,ΓF,0)‖B(I(v))‖0Hu(T,ΓF,0))
≤ C(‖η − τ0‖0Hu(T,ΓF,0) + C‖B(I(v))‖0Hu(T,ΓF,0)).
Since the trace operator is continuous and the operator norm can be estimated uniformly in T ,
0 < T < T0 (see Proposition 1.15), we have
‖Hζ(w, ζ)‖0Hu(T,ΓF,0) ≤ C‖η − τ0‖
0H
1
2
p (0,T ;Lp(Ω0))∩Lp(0,T ;H1p(Ω0))
+O(T )
≤ O(T )(‖η − τ0‖0H1r (0,T ;Lp(Ω0))∩L∞(0,T ;H1p(Ω0)) + 1)
≤ O(T ),
due to Lemma 4.4. The Fre´chet derivative of Hζ can be estimated by similar arguments
‖DHζ(w, ζ)[(w¯, ζ¯)]‖0Hu(T,ΓF,0)
≤ C(‖Dζµ(η)[ζ¯]‖0Hu(T,ΓF,0) + ‖Dζµ(η)[ζ¯]‖0Hu(T,ΓF,0)‖B(I(v))‖0Hu(T,ΓF,0)
+ ‖µ(ζ)‖H∞u (T,ΓF,0)‖DwB(I(v))[w¯]‖0Hu(T,ΓF,0))
≤ (1 +O(T ))‖µ′(ζ)‖H∞u (T,ΓF,0)‖ζ¯‖0Hu(T,ΓF,0) +O(T )‖µ(ζ)‖H∞u (T,ΓF,0)‖w¯‖0Eu(T,Ω0)
≤ O(T )(‖w¯‖
0Eu(T,Ω0) + ‖ζ¯‖0Eζ(T,Ω0)), (w¯, ζ¯) ∈ 0Eu(T,Ω0)× 0Eζ(T,Ω0),
where we once more used the proposition on trace and embedding theorems, the proposition on
pointwise multiplications, the proposition on Nemytskij operators, and Lemma 4.4. Thus, we
proved
‖DHζ(w, ζ)‖L(0Eu(T,Ω0)×0Eζ(T,Ω0),0H(T,ΓF,0)) ≤ O(T ).
In summary, we obtain
‖H(w, ψˆ, ζ)‖
0Hu(T,ΓF,0) ≤ CR2 +O(T ),
and
‖DH(w, ψˆ, ζ)‖L(0Eu(T,Ω0)×0Epˆi(T,ΓF,0)×0Eτ (T,Ω0),0Hu(T,ΓF,0)) ≤ CR+O(T ).
Applying the mean value theorem yields
‖H(w2, ψˆ2, ζ2)−H(w1, ψˆ1, ζ1)‖0Hu(T,ΓF,0)
≤ (CR+O(T ))‖(w2 − w1, ψˆ2 − ψˆ1, ζ2 − ζ1)‖0Eu(T,Ω0)×0Epˆi(T,ΓF,0)×0Eτ (T,Ω0).
This completes the proof.
125
Application of the fixed point argument and completion of the proof
We are now in a position to apply the standard version of the contraction mapping principle.
Let R0 = T0 = 1, 0 < R < R0, 0 < T < T0, and (w,ψ, ψˆ, ζ), (wj , ψj , ψˆj , ζj) ∈ B0E(T )(0, R), j = 1, 2.
By the solvability result on the generalized Stokes equation (Proposition 1.8), estimate (4.45) for
ζ, and Lemma 4.3, we obtain
‖Φ(w,ψ, ψˆ, ζ)‖
0E(T ) = ‖Φ˜0(n∗ +N(w,ψ, ψˆ, ζ))‖0E(T )
≤ C(‖n∗‖0F(T ) + ‖N(w,ψ, ψˆ, ζ)‖0F(T ))
≤ CR2 +O(T ),
and
‖Φ(w2, ψ2, ψˆ2, ζ2)− Φ(w1, ψ1, ψˆ1, ζ1)‖0E(T )
≤ ‖Φ˜0(N(w2, ψ2, ψˆ2, ζ2)−N(w1, ψ1, ψˆ1, ζ1))‖0E(T )
≤ C‖N(w2, ψ2, ψˆ2, ζ2)−N(w1, ψ1, ψˆ1, ζ1)‖0F(T )
≤ (CR+O(T ))‖(w2 − w1, ψ2 − ψ2, ψˆ2 − ψˆ1, ζ2 − ζ1)‖0E(T ),
where O : R+ → R+ is a function which is independent of R with O(t) → 0 for t → 0. Choosing
first R > 0 and then T > 0 sufficiently small, it follows that
‖Φ(w,ψ, ψˆ, ζ)‖
0E(T ) ≤ R,
and
‖Φ(w2, ψ2, ψˆ2, ζ2)− Φ(w2, ψ2, ψˆ2, ζ2)‖0E(T ) ≤
1
2
‖(w2 − w1, ψ2 − ψ2, ψˆ2 − ψˆ1, ζ2 − ζ1)‖0E(T ).
Since 0 ∈ B
0E(T )(0, R), it follows that B0E(T )(0, R) 6= ∅. Applying the contraction mapping principle
yields a unique fixed point (w,ψ, ψˆ, ζ) ∈ 0E(T ), or equivalently a unique solution of (4.44). It
remains to show the additional regularity of the elastic part of the stress. In the previous lemma
we proved G(w, ζ) ∈ L∞(0, T ;Lp(Ω0)) ∩ Lp(0, T ;H1p (Ω0)). Since ∂tζ = G(w, ζ), it follows that
ζ ∈ 0W 1∞(0, T ;Lp(Ω0)) ∩ 0H1p (0, T ;H1p (Ω)).
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Appendix A
Transport equation
A proof of the proposition on the transport equation (Proposition 1.10) is given. Firstly, we sketch
the main ideas.
Sketch of the proof
The first step is to prove the a-priori estimate stated in Proposition 1.10 (b). This also proves the
uniqueness of the solution. In the next step, we construct the solution in the case Ω = Rn. We
approximate the data by smooth functions and apply the method of characteristic curves to solve
the regularized problem (for a thorough treatment of the method of characteristic curves, we refer
the reader to Evans [Eva10, Section 3.2]). In the case of the whole space, it is now sufficient to show
that the series of approximated solution converges and fulfills the original problem (1.12). Since
we did not impose any boundary condition, we can solve the transport equation on a domain Ω by
extending the data to the whole space, solving the equation on the whole space, and restricting the
solution onto the domain Ω.
Proof of Proposition 1.10. Let τ ∈ L∞(0, T ;H1q (Ω)) ∩ Ŵ 1r (0, T ;Lq(Ω)) be a solution of (1.12). We
prove the estimate in assertion (b), i.e.
‖τ‖T,Ω,∞,q ≤ (‖τ0‖Ω,q + ‖g‖T,Ω,1,q)eC
(2)
Tra‖div u‖L1(0,T ;H1q (Ω)) .
We fix t ∈ (0, T ), multiply equation (1.12) with |τ(t)|q−2τ(t), and integrate over Ω:
(A.1)
∫
Ω
(
(∂tτ)(t) : |τ(t)|q−2τ(t)
)
dx+
∫
Ω
(
u(t).∇τ(t) : |τ(t)|q−2τ(t))dx
=
∫
Ω
(
g(t) : |τ(t)|q−2τ(t))dx.
We investigate each appearing summand separately. By the chain rule, we compute
d
dt
‖τ(t)‖qΩ,q =
∫
Ω
∂t|τ(t)|qdx = q
∫
Ω
|τ(t)|q−1∂t|τ(t)|dx = q
∫
Ω
|τ(t)|q−2(τ(t) : ∂tτ(t))dx.(A.2)
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According to u · ν = 0 on (0, T )× ∂Ω and ∂j |τ(t)|q = q|τ(t)|q−2(τ(t) : ∂jτ(t)), the second term on
the left-hand side of (A.1) can be simplified to∫
Ω
(
u(t).∇τ(t) : |τ(t)|q−2τ(t))dx = n∑
j=1
∫
Ω
uj(t)|τ(t)|q−2(τ(t) : ∂jτ(t))dx
=
1
q
n∑
j=1
∫
Ω
uj(t)∂j |τ(t)|qdx
= −1
q
∫
Ω
|τ(t)|q div u(t)dx+ 1
q
∫
∂Ω
u(t) · ν|τ(t)|qdx
= −1
q
∫
Ω
|τ(t)|q div u(t)dx.
(A.3)
Furthermore, to estimate the right-hand side, we use the identity
‖|τ(t)|q−2τ(t)‖Ω,q′ =
( ∫
Ω
|τ(t)|(q−1)q′dx) 1q′ = ‖τ(t)‖ qq′Ω,q = ‖τ(t)‖q−1Ω,q ,
where 1 < q′ < ∞ with 1q′ + 1q = 1 (and thus (q − 1)q′ = q). Hence, applying Ho¨lder’s inequality
and taking into account (A.1)–(A.3), we obtain
1
q
d
dt
‖τ(t)‖qΩ,q =
∫
Ω
|τ(t)|q−2(τ(t) : ∂tτ(t))dx
=
∫
Ω
(
g(t) : |τ(t)|q−2τ(t))dx− ∫
Ω
(
u(t).∇τ(t) : |τ(t)|q−2τ(t))dx
≤ ‖g(t)‖Ω,q‖τ(t)‖q−1Ω,q +
1
q
‖ div u(t)‖Ω,∞‖τ(t)‖qΩ,q.
By Sobolev’s embedding theorem and the division of the result by ‖τ(t)‖q−1q , we deduce that
d
dt
‖τ(t)‖Ω,q ≤ ‖g(t)‖Ω,q + C‖ div u(t)‖H1q (Ω)‖τ(t)‖Ω,q,
and, due to Gronwall’s Lemma (Proposition 1.21) and Ho¨lder’s inequality, we infer
‖τ‖T,Ω,∞,q ≤
(‖τ0‖Ω,q + ‖g‖T,Ω,1,q)eCT p−1p ‖ div u‖Lp(0,T ;H1q (Ω)) .(A.4)
This proves the assertion (b) and the uniqueness of the solution (if it exists), since the equation is
linear.
Next, we construct the solution in the case Ω = Rn. We extend u and g by zero for t /∈ [0, T ].
This extension is again denoted by u and g. Thus, we assume
u ∈ Lp(R;H2q (Rn)) ∩ Lr(R;L∞(Rn)), g ∈ L1(R;H1q (Rn)) ∩ Lr(R;Lq(Rn)), and τ0 ∈ H1q (Rn).
The aim here is to apply the method of characteristic curves. Since the coefficients are not regular
enough to apply this method directly, we approximate them first by smooth function. Let
ϕ(1)ε ∈ C∞c (R× Rn) and ϕ(2)ε ∈ C∞c (Rn), 0 < ε < 1,
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be two mollifiers, and we define the regularized data
uε := u ∗ ϕ(1)ε , gε := g ∗ ϕ(1)ε , and τ0,ε := τ0 ∗ ϕ(2)ε , 0 < ε < 1.
Fix 0 < ε < 1. Next, we solve the system with the regularized data, i.e.{
∂tτε + uε.∇τε = gε in R+ × Rn,
τε(0) = τ0,ε in Rn,
(A.5)
using the standard method of characteristic curves. For x ∈ Rn, we define the characteristic
curve Ψε( · ;x), as the solution of the ordinary differential equation
d
dt
Ψε(t;x) = uε(t,Ψε(t;x)), t > 0, Ψε(0;x) = x.(A.6)
Integrating this equation, we obtain an equivalent representation of the characteristic curve
Ψε(t;x) = x+
∫ t
0
uε(t
′,Ψε(t′;x))dt′, t > 0.(A.7)
Next, we show that Ψε(t; · ) : Rn → Rn is a C2-diffeomorphism for t > 0. The first step is to show
this property for a sufficiently small value of t > 0. The Jacobi matrix in the spatial components
of the characteristic curve JΨε solves the ordinary matrix differential equation
d
dt
JΨε(t;x) = (Juε)(t; Ψε(t;x))JΨε(t;x), t > 0, JΨε(0;x) = 1, x ∈ Rn,
where Juε is the Jacobi matrix in the spatial components of uε. Integrating this equation, we obtain
the equivalent integral equation
JΨε(t;x) = 1 +
∫ t
0
(Juε)(t
′; Ψε(t′;x))JΨε(t
′;x)dt′, t > 0, x ∈ Rn.
Hence, we deduce that
sup
0<t′<t
‖JΨε(t′; · )‖Rn,∞ ≤ 1 +
∫ t
0
‖Juε(s)‖Rn,∞‖JΨε(s; · )‖Rn,∞ds
≤ 1 + Ct p−1p ‖uε‖Lp(R;H2q (Rn)) sup
0<t′<t
‖JΨε(t′; · )‖Rn,∞, t > 0,
by Sobolev’s embedding theorem and Ho¨lder’s inequality. We can choose η > 0, such that
sup
0<t<η
‖JΨε(t; · )‖Rn,∞ ≤
1
2
,(A.8)
since ‖uε‖Lp(R;H2q (Rn)) is bounded. On the same way, it follows that
‖1− JΨε(t; · )‖Rn,∞ =
∫ t
0
‖Juε(s)‖Rn,∞‖JΨε(s; · )‖Rn,∞ds ≤ Ct
p−1
p ‖uε‖Lp(R;H2q (Rn)), 0 < t < η.
Hence, there exists a constant 0 < η1 ≤ η, such that the matrix JΨε(t, x) is invertible for x ∈ Rn and
0 < t < η1 due to the Neumann series. It should be noted, that η and η1 are independent of Ψε. By
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the theorem on local solvability, we deduce that Ψε(t; · ) : Rn → Rn is locally a C2-diffeomorphism.
Next, we apply the contraction mapping principle to prove, that Ψε(t; · ) : Rn → Rn is a bijection,
provided that t > 0 is sufficiently small. For a given y ∈ Rn, we have to find a unique solution x ∈ Rn
of the equation Ψε(t, x) = y. This is equivalent to the fixed point problem (see (A.7))
Φε,t,y(x) := y −
∫ t
0
uε(t
′,Ψε(t′;x))dt′ = x, x ∈ Rn.
Since Ψε(t, · ) depends continuously on the initial data x ∈ Rn, we deduce that
|Φε,t,y(x2)− Φε,t,y(x1)| ≤
∫ t
0
|uε(t′,Ψε(t′;x2))− uε(t′,Ψε(t′;x1))|dt′
≤
∫ t
0
‖∇uε(t′)‖Rn,∞‖∇Ψε(t′; · )‖Rn,∞ds|x2 − x1|
≤ t p−1p ‖uε‖Lp(R;H2q (Rn)) sup
0<t′<t
‖∇Ψε(t′; · )‖Rn,∞|x2 − x1|
≤ t p−1p ‖uε‖Lp(R;H2q (Rn))|x2 − x1| x1, x2 ∈ Rn, 0 < t < η,
by the mean value theorem and the boundedness of sup0<t′<η ‖∇Ψε(t′; · )‖Rn,∞ (see (A.8)). We
can choose 0 < η2 < η, such that Φε,t,y is a contraction, provided that 0 < t < η2. By the
contraction mapping principle, we obtain that Ψε(t, · ) : Rn → Rn is bijective for 0 < t < η2. In
summary, we proved the existence of η¯ := min{η1, η2}, which does not depend on Ψε, such that
the map Ψε(t, · ) : Rn → Rn is a C2-diffeomorphism, provided that 0 < t < η¯. Since Ψε( · ;x) is the
solution of the unique solvable ordinary differential equation (A.5), we have the semigroup property
Ψε(t1 + t2;x) = Ψε(t1; Ψε(t2;x)) for t1, t2 > 0 and x ∈ Rn. By this property, it follows that Ψε(t; · )
is a C2-diffeomorphism for all t > 0. We denote its inverse by Ξε(t; · ), t > 0.
Now, we construct the solution of equation (A.5). For x ∈ Rn let zε( · ;x) be the unique solution
of the equation
d
dt
zε(t;x) = gε(t,Ψε(t;x)), t > 0, zε(0;x) = τ0,ε(x).(A.9)
We define τε(t, x) := zε(t; Ξε(t;x)) and show that τε solves (A.5) for t > 0. Differentiating the
identity zε(t;x) = τε(t,Ψε(t;x)) and taking into account (A.6) and (A.9), it follows that
gε(t,Ψε(t;x)) =
d
dt
zε(t;x) = (∂tτ)(t,Ψε(t;x)) + u(t,Ψε(t;x)).(∇τ)(t,Ψε(t;x)).
Furthermore, τε(0, x) = zε(0;x) = τ0,ε(x), and hence τε solves (A.5).
Last, we show that the approximated solution τε actually converges in a suitable sense and that
the limit is the solution of the original problem (1.12) in the case that Ω = Rn. Let from now
on T > 0. We show the two a-priori estimates stated in Proposition 1.10 (a) for τε, i.e.
‖τε‖L∞(0,T ;H1q (Rn)) ≤ C
(1)
Tra
(‖τ0,ε‖H1q (Rn) + ‖gε‖L1(0,T ;H1p(Rn)))eC(1)TraT p−1p ‖uε‖Lp(0,T ;H2q (Rn)) ,
‖∂tτε‖T,Rn,r,q ≤ ‖gε‖T,Rn,r,q + ‖uε‖T,Rn,r,∞‖τε‖L∞(0,T ;H1q (Rn)).
By construction, it holds
τε ∈ C([0, T ], C(Rn)) ∩ C((0, T );C2(Rn)) ∩ C1((0, T );C1(Rn)).
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Fix 0 < t < T . Differentiating (A.5) with respect to xm, m = 1, . . . , n, and testing the result
with |∂mτε(t)|q−2∂mτε(t) yields
(A.10)∫
Rn
|∂mτε(t)|q−2
(
(∂t∂mτε)(t) : ∂mτε(t)
)
dx+
∫
Rn
|∂mτε(t)|q−2
(
(∂muε)(t).∇τε(t) : ∂mτε(t)
)
dx
+
∫
Rn
|∂mτε(t)|q−2
(
uε(t).(∇∂mτε)(t) : ∂mτε(t)
)
dx =
∫
Rn
|∂mτε(t)|q−2
(
(∂mgε)(t) : ∂mτε(t)
)
dx.
We investigate each term. Applying the chain rule, we obtain
d
dt
‖∂mτε(t)‖qRn,q =
∫
Rn
∂t|∂mτε(t)|qdx
= q
∫
Rn
|∂mτε(t)|q−1∂t|∂mτε(t)|dx
= q
∫
Rn
|∂mτε(t)|q−2
(
(∂mτε)(t) : (∂t∂mτε)(t)
)
dx.
By ∂j |∂mτε(t)|q = q|∂mτε(t)|q−2((∂mτε)(t) : ∂j∂mτε(t)), the third summand on the left-hand side
of (A.10) simplifies to∫
Rn
|∂mτε(t)|q−2
(
uε(t).(∇∂mτε)(t) : ∂mτε(t)
)
dx =
1
q
n∑
j=1
∫
Rn
uε,j(t)∂j |∂mτε(t)|qdx
= −1
q
∫
Rn
div uε(t)|∂mτε(t)|qdx.
Further, we need the identity
‖|∂mτε(t)|q−2∂mτε(t)‖Rn,q′ =
( ∫
Rn
|∂mτε(t)|(q−1)q′dx
)1/q′
= ‖∂mτε(t)‖
q
q′
Rn,q = ‖∂mτε(t)‖q−1Rn,q,
where 1 < q′ <∞ with 1q′ + 1q = 1. In summary, we obtain
1
q
d
dt
‖∂mτε(t)‖qRn,q =
∫
Rn
|∂mτε(t)|q−2
(
(∂t∂mτε)(t) : ∂mτε(t)
)
dx
≤ C
∫
Rn
|∇τε(t)|q(|∇uε(t)|+ |div uε(t)|)dx+ ‖∇gε(t)‖Rn,q‖∇τε(t)‖q−1Rn,q.
Applying Sobolev’s embedding theorem, dividing the result by ‖∂mτε(t)‖q−1q , and taking the sum
over m, m = 1, . . . , n, we deduce that
d
dt
‖∇τε(t)‖Rn,q ≤ C
(‖∇gε(t)‖Rn,q + ‖uε(t)‖H2q (Rn)‖∇τε(t)‖Rn,q),
due to (A.10). By Gronwall’s Lemma, we obtain
‖∇τε‖T,Rn,∞,q ≤ C
(‖∇τ0,ε‖q + ‖∇gε‖T,Rn,1,q)eC‖uε‖L1(0,T ;H2q (Rn)) .
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Adding this equation to (A.4) and combining the result with
‖uε‖L1(0,T ;H2q (Rn)) ≤ T
p−1
p ‖uε‖Lp(0,T ;H2q (Rn)),
it follows the estimate
‖τε‖L∞(0,T ;H1q (Rn)) ≤ C
(‖τ0,ε‖H1q (Rn) + ‖gε‖L1(0,T ;H1q (Rn)))eCT p−1p ‖uε‖Lp(0,T ;H2q (Rn)) .(A.11)
Moreover, by (A.5) and Sobolev’s embedding theorem, we obtain
‖∂tτε‖T,Rn,r,q ≤ ‖gε‖T,Rn,r,q + ‖uε.∇τε‖T,Rn,r,q
≤ ‖gε‖T,Rn,r,q + ‖uε‖T,Rn,r,∞‖τε‖L∞(0,T ;H1q (Rn)).
(A.12)
By (A.11) and (A.12), the set (τε)0<ε<1 is bounded in L∞(0, T ;H1q (Rn)) and the set (∂tτε)0<ε<1
is bounded in Lr(0, T ;Lq(Rn)). Hence, there exists a sequence (εm)m∈N ⊂ (0, 1), with εm → 0 for
m→∞, and there exist functions τ ∈ L∞(0, T ;H1q (Rn)) and τt ∈ Lr(0, T ;Lq(Rn)), such that
τεm
∗
⇀ τ in L∞(0, T ;H1q (Rn)) and ∂tτεm
∗
⇀ τt in Lr(0, T ;Lq(Rn)).(A.13)
It holds the equality ∂tτ = τt, since
(τt|ϕ)T,Rn = lim
m→∞(∂tτεm |ϕ)T,Rn = − limm→∞(τεm |∂tϕ)T,Rn = −(τ |∂tϕ)T,Rn
= (∂tτ |ϕ)T,Rn , ϕ ∈ C∞c ((0, T )× Rn).
Next, we show that (τεm)m∈N also converge in a strong sense. For l,m ∈ N we define
τl,m := τεl − τεm .
This difference fulfills the equation{
∂tτl,m + uεl .∇τl,m = gεl − gεm − (uεl − uεm).∇τεm in (0, T )× Rn,
τl,m(0) = τ0,εl − τ0,εm in Rn.
For a solution of this equation, we already proved the a-priori estimate (A.4). Since (uεl)l∈N is
bounded in L1(0, T ;H
2
q (Rn)), we infer
‖τl,m‖T,Rn,∞,q
≤ C(‖τ0,εl − τ0,εm‖Rn,q + ‖gεl − gεm‖T,Rn,1,q + ‖(uεl − uεm).∇τεm‖T,Rn,1,q)
≤ C(‖τ0,εl − τ0,εm‖Rn,q + ‖gεl − gεm‖T,Rn,1,q + ‖(uεl − uεm)‖L1(0,T ;H1q (Rn))‖τεm‖L∞(0,T ;H1q (Rn))).
Hence, the sequence (τεm)m∈N is a Cauchy sequence in C([0, T ], Lq(Rn)), since (τεm)m∈N is bounded
in L∞(0, T ;H1q (Rn)). Therefore, we have the convergence τεn → τ in C([0, T ], Lq(Rn)). In particu-
lar, we proved τ(0) = τ0. In the last step, we show that τ satisfies (1.12) in the case that Ω = Rn.
We test equation (A.5) with ϕ ∈ C∞c ((0, T )× Rn)
(∂tτεm |ϕ)T,Rn + (uεm .∇τεm |ϕ)T,Rn = (gεm |ϕ)T,Rn .
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We take the limit in each term of this equation. By (A.13), we have the convergences
(∂tτεm |ϕ)T,Rn → (∂tτ |ϕ)T,Rn and (gεm |ϕ)T,Rn → (g|ϕ)T,Rn , m→∞.
Further, on account of the strong convergence uεm → u in L1(0, T ;Lq′(Rn)), the boundedness of
(τε)0<ε<1 in L∞(0, T ;H1q (Rn)), as well as the embedding Lp(0, T ;H2q (Rn)) → L1(0, T ;Lq′(Rn)),
with 1q +
1
q′ = 1, we infer
|(uεm .∇τεm − u.∇τ |ϕ)T,Rn |
≤
n∑
j,k,l=1
|((uεm,j − uj)∂jτεm,k,l|ϕk,l)T,Rn |+ |(uj∂j(τεm,k,l − τk,l)|ϕk,l)T,Rn |
≤ ‖uεm − u‖T,Rn,1,q′‖‖∇τεm‖T,Rn,∞,q‖ϕ‖T,Ω,∞,∞ +
n∑
j,k,l=1
|(∂j(τεm,k,l − τk,l)|ujϕk,l)T,Rn |
→ 0, m→∞.
Thus, τ is the solution of (1.12) in the case that Ω = Rn. By lower semi continuity of the norm with
respect to the weak∗-convergence, the a-priori estimates for τ is also valid. The a-priori estimate
for ∂tτ follows from (1.12) by Ho¨lder’s inequality.
In the case that Ω ⊂ Rn is a domain with a uniform C2-boundary, we extend the date u, g and
τ0 with a suitable continuous extension operator EΩ (for the existence of such an operator, we refer
to Adams and Fournier [AF03, Theorem 5.24]) and solve the problem{
∂tτE + (EΩu).∇τE = EΩg in (0, T )× Rn,
τE(0) = EΩτ0 in Rn.
The function τ = τE |Ω now solves the original problem (1.12) and according to the continuity of
the extension operator, the a-priori estimates hold for τ . The estimate of ∂tτ follows from (1.12)
by Ho¨lder’s inequality.
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Appendix B
Function spaces and Nemytskij
operators
We give a proof of the propositions on Nemytskij operators (Proposition 1.17) and Proposition 1.19.
A result similarly to Proposition 1.17 was established by Runst and Sickel [RS96, Theorem 5.5.3.1]
and we use similar arguments in the proof.
Proof of Proposition 1.17. Let R0 > 0 and Ψ ∈ C1(RN ). Let us first prove the estimate
‖Ψ(f)‖H∞u (T,Γ) ≤ C(R0,Ψ), f ∈ BH∞u (T,Γ)(0, R0),(B.1)
with a constant C, which is independent of T , 0 < T < T0. We have
‖Ψ(f)‖T,Γ,∞,∞ ≤ ‖Ψ‖B(0,R0),∞, f ∈ BH∞u (T,Γ)(0, R0),
and, by the mean value theorem, we infer
[Ψ(f)]Hu(T,Γ)
=
(∫ T
0
∫ T
0
‖Ψ(f)(t)−Ψ(f)(s)‖pp,Γ
|t− s| 12 + p2
dsdt
) 1
p
+
(∫ T
0
∫
Γ
∫
Γ
|Ψ(f)(t, x)−Ψ(f)(t, y)|p
|x− y|n−2+p dxdydt
) 1
p
≤ ‖Ψ‖W 1∞(B(0,R0))×
×
((∫ T
0
∫ T
0
‖f(t)− f(s)‖pp,Γ
|t− s| 12 + p2
dsdt
) 1
p
+
(∫ T
0
∫
Γ
∫
Γ
|f(t, x)− f(t, y)|p
|x− y|n−2+p dxdydt
) 1
p
)
≤ ‖Ψ‖W 1∞(B(0,R0))[f ]Hu(T,Γ), f ∈ BH∞u (T,Γ)(0, R0),
which proves (B.1).
Let again R0 > 0 and Ψ ∈ C1(RN ). We prove the estimate
‖Ψ(f)−Ψ(0)‖L∞(0,T ;H1p(Ω)) ≤ C(R0,Ψ), f ∈ BL∞(0,T ;H1p(Ω))(0, R0),(B.2)
with a constant C, which is independent of T , 0 < T < T0. Due to Sobolev’s embedding theorem,
there exists a constant C0 with
‖f‖T,Ω,∞,∞ ≤ C0(R0), f ∈ BL∞(0,T ;H1p(Ω))(0, R0).
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By the mean value theorem, we deduce that
‖Ψ(f)−Ψ(0)‖T,Ω,∞,p ≤ ‖Ψ‖W 1∞(B(0,C0(R0)))‖f‖T,Ω,∞,p ≤ C(Ψ, R0), f ∈ BL∞(0,T ;H1p(Ω))(0, R0),
and, applying the chain rule
‖∇(Ψ(f)−Ψ(0))‖T,Ω,∞,p ≤ ‖Ψ‖W 1∞(B(0,C0(R0)))‖∇f‖L∞(0,T ;H1p(Ω))
≤ C(Ψ, R0), f ∈ BL∞(0,T ;H1p(Ω))(0, R0),
which establishes (B.2).
Our next subject is the Fre´chet differentiability of the Nemytskij operators. In a first step,
we consider a general situation. Let d ∈ N, G ⊂ Rd, X ⊂ {f : G → R} be a function space and
Y0 ⊂ {Ψ˜ ∈ C(RN ) : Ψ˜(0) = 0}, satisfying the following assumptions:
(FD1) X is a Banach algebra.
(FD2) For every Ψ˜ ∈ Y0 and f ∈ X, it holds Ψ˜(f) ∈ X.
(FD3) For Ψ˜ ∈ Y0 and R0 > 0, there exists a constant C(Ψ˜, R0) with
‖Ψ˜(f)‖X ≤ C(Ψ˜, R0), f ∈ BX(0, R0).
Fix Ψ0 ∈ C1(RN ) with Ψ0,Ψ′0 − Ψ′0(0) ∈ Y0. We show the continuity of the Nemytskij operator
Ψ0 : X → X. Let f, h ∈ X with ‖h‖X ≤ 1. By Taylor’s formula, it follows that
Ψ0(f + h)(x)−Ψ0(f)(x) =
∫ 1
0
Ψ′0(f + sh)(x)h(x)ds, x ∈ G.
Applying (FD1), (FD2), and (FD3), we infer
∥∥∥Ψ0(f + h)−Ψ0(f)∥∥∥
X
≤
∥∥∥∫ 1
0
Ψ′0(f + sh)hds
∥∥∥
X
≤
∥∥∥∫ 1
0
(Ψ′0(f + sh)−Ψ′0(0))hds
∥∥∥
X
+ C
∥∥∥h∥∥∥
X
≤ C( sup
s∈(0,1)
‖(Ψ′0(f + sh)−Ψ′0(0))‖X‖h‖X + ‖h‖X)
≤ C‖h‖X .
(B.3)
This implies the continuity of Ψ0 : X → X.
Next, we fix Ψ0 ∈ C2(RN ) with Ψ0,Ψ′0−Ψ′0(0),Ψ′′0−Ψ′′0(0) ∈ Y0. We prove, that the Nemytskij
operator Ψ0 : X → X is continuously Fre´chet differentiable. Let f, h ∈ X with ‖h‖X ≤ 1. By
Taylor’s formula, it follows that
Ψ0(f + h)(x)−Ψ0(f)(x)−Ψ′0(f)(x)h(x) =
∫ 1
0
(1− s)h(x)TΨ′′0(f + sh)(x)h(x)ds, x ∈ G.
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Applying (FD1), (FD2), and (FD3), we estimate the integral on the right-hand side similar to
above∥∥∥∫ 1
0
(1− s)hTΨ′′0(f + sh)hds
∥∥∥
X
≤
∥∥∥∫ 1
0
(1− s)hT (Ψ′′0 −Ψ′′0(0))(f + sh)hds
∥∥∥
X
+ C
∥∥∥h∥∥∥2
X
≤ C( sup
s∈(0,1)
‖hT (Ψ′′0 −Ψ′′0(0))(f + sh)h‖X + ‖h‖2X)
≤ C‖h‖2X .
This shows that Ψ0 : X → X is Fre´chet differentiable with Fre´chet derivative DΨ0(f)[h] = Ψ′0(f)h.
Now, we show that the Fre´chet derivative DΨ0 : X → L(X) is continuous. We already showed that
the Nemytskij Ψ′0 − Ψ′0(0) : X → X is continuous. Applying (B.3), we deduce for f, g ∈ X with
‖g‖X ≤ 1 that
‖DΨ0(f + g)−DΨ0(f)‖L(X) ≤ sup
‖h‖X≤1
‖(Ψ′0(f + g)−Ψ′0(f))h‖X
≤ sup
‖h‖X≤1
‖((Ψ′0 −Ψ′0(0))(f + g)− (Ψ′0 −Ψ′0(0))(f))h‖X
≤ C‖(Ψ′0 −Ψ′0(0))(f + g)− (Ψ′0 −Ψ′0(0))(f)‖X ≤ C‖g‖X .
This implies the continuity of DΨ0 : X → L(X).
Summarized, we proved that for Ψ0 ∈ C2(RN ) with Ψ0,Ψ′0 − Ψ′0(0),Ψ′′0 − Ψ′′0(0) ∈ Y0 the
corresponding Nemytskij operator Ψ0 : X → X is continuously Fre´chet differentiable.
Next, we apply the abstract result to following concrete situations:
(C1) (X,Y0) = (W
s
p (Γ), {Ψ˜ ∈ C1(RN ) : Ψ˜(0) = 0}) and Ψ0 ∈ C3(RN )∩Y0, where s ∈ {1− 3p , 3− 1p}
(C2) (X,Y0) = (Hu(T,Γ), {Ψ˜ ∈ C1(RN ) : Ψ˜(0) = 0}) and Ψ0 ∈ C3(RN ) ∩ Y0,
(C3) (X,Y0) = (BUC([0, T ], BUC(Ω)), {Ψ˜ ∈ C(RN ) : Ψ˜(0) = 0}) and Ψ0 ∈ C2(RN ) ∩ Y0,
(C4) (X,Y0) = (BUC([0, T ], BUC(R˙n)), {Ψ˜ ∈ C(RN ) : Ψ˜(0) = 0}) and Ψ0 ∈ C2(RN ) ∩ Y0,
(C5) (X,Y0) = (L∞(0, T ;H1p (Ω)), {Ψ˜ ∈ C1(RN ) : Ψ˜(0) = 0}) and Ψ0 ∈ C3(RN ) ∩ Y0.
We prove that the Nemytskij operator Ψ0 : X → X is continuously Fre´chet differentiable. It is suffi-
cient to verify (FD2) and (FD3), since the Banach spacesW sp (Γ), Hu(T,Γ), BUC([0, T ], BUC(Ω)),
BUC([0, T ], BUC(R˙n)), and L∞(0, T ;H1p (Ω)) are Banach algebras (see Proposition 1.16).
(C1): Let R0 > 0, Ψ˜ ∈ C1(RN ) with Ψ˜(0) = 0, and f ∈ W sp (Γ) with ‖f‖W sp (Γ) ≤ R0. By the
Sobolev embedding theorem, there exists a constant C0 with
‖f‖Γ,∞ ≤ C0(R0).
By the mean value theorem and Ψ˜(0) = 0, it follows that
‖Ψ˜(f)‖Γ,p = ‖Ψ˜(f)− Ψ˜(0)‖Γ,p ≤ ‖Ψ˜‖W 1∞(B(0,C0(R0)))‖f‖Γ,p ≤ C(R0, Ψ˜).
Further, we deduce that
[Ψ˜(f)]W sp (Γ) =
(∫
Γ
∫
Γ
|Ψ˜(f(x))− Ψ˜(f(y))|p
|x− y|n−1+sp
) 1
p ≤ ‖Ψ˜‖W 1∞(B(0,C0(R0)))
(∫
Γ
∫
Γ
|f(x)− f(y)|p
|x− y|n−1+sp
) 1
p
≤ C(R0, Ψ˜).
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This proves, that the Nemyskij operator Ψ0 : W
s
p (Γ)→W sp (Γ) is continuously Fre´chet differentiable.
(C2): Let R0 > 0, Ψ˜ ∈ C1(RN ) with Ψ˜(0) = 0, and f ∈ Hu(T,Γ) with ‖f‖Hu(T,Γ) ≤ R0. By the
proposition on embedding theorems (Proposition 1.14), there exists a constant C0 (this constant
depends in general on T ) with
‖f‖T,Γ,∞,∞ ≤ C0(R0).
By the mean value theorem and Ψ˜(0) = 0, we obtain
‖Ψ˜(f)‖T,Γ,p,p = ‖Ψ˜(f)− Ψ˜(0)‖T,Γ,p,p ≤ ‖Ψ˜‖W 1∞(B(0,C0(R0)))‖f‖T,Γ,p,p.
Combining the last inequality with (B.1), we deduce that
‖Ψ˜(f)‖Hu(T,Γ) ≤ C(Ψ, R0).
This establishes, that the Nemyskij operator Ψ0 : Hu(T,Γ) → Hu(T,Γ) is continuously Fre´chet
differentiable.
(C3): For R0 and Ψ˜ ∈ C(RN ), it follows
‖Ψ˜(f)‖T,Ω,∞,∞ ≤ ‖Ψ˜‖B(0,R0),∞, f ∈ BBUC([0,T ],BUC(Ω))(0, R0).
This proves, that the Nemyskij operator Ψ0 : BUC([0, T ], BUC(Ω)) → BUC([0, T ], BUC(Ω)) is
continuously Fre´chet differentiable.
(C4): This follows the same way as (C3).
(C5): Estimate (B.2) implies that the Nemyskij operator
Ψ0 : L∞(0, T ;H1p (Ω))→ L∞(0, T ;H1p (Ω))
is continuously Fre´chet differentiable.
By now, we investigated the Fre´chet differentiable of Nemytskij operators with Ψ0(0) = 0. For
a function with Ψ(0) 6= 0, we can apply the proven results on Ψ − Ψ(0). Let Ψ ∈ C2(RN ). Since
the constant operator
Ψ(0) : X → X, X ∈ {BUC([0, T ], BUC(Ω)), BUC([0, T ], BUC(R˙n))}
is smooth, we have the Fre´chet differentiability of
Ψ: X → X, X ∈ {BUC([0, T ], BUC(Ω)), BUC([0, T ], BUC(R˙n))}.
Let from now on Ψ ∈ C3(RN ). Due to the continuous embeddings Hu(T,Γ) → H∞u (T,Γ) and
W sp (Γ)→ Ŵ sp (Γ) ∩ L∞(Γ), we infer the Fre´chet differentiability of
Ψ−Ψ(0): Hu(T,Γ)→ H∞u (T,Γ) and Ψ−Ψ(0): W sp (Γ)→ Ŵ sp (Γ) ∩ L∞(Γ).
Since the constant operator
Ψ(0) : Hu(T,Γ)→ H∞u (T,Γ) and Ψ−Ψ(0): W sp (Γ)→ Ŵ sp (Γ) ∩ L∞(Γ)
is smooth, we obtain the assertion.
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Proof of Proposition 1.19. The first estimate in Proposition 1.19 follow by the mean value theorem
and the previous proposition on Nemytskij operators (Proposition 1.17). In the proof of the previous
proposition (see (C2)), we showed that the Nemytskij operator
(Ψ2 −Ψ2(0)) : Hu(T,Γ)→ Hu(T,Γ)
is continuously Fre´chet differentiable. Since Hu(T,Γ) ↪→ L∞(0, T ;L∞(Γ)), this implies that the
Nemytskij operator
(Ψ2 −Ψ2(0)) : Hu(T,Γ) ∩ L∞(0, T ;L∞(Γ))→ Hu(T,Γ) ∩ L∞(0, T, L∞(Γ))
is continuously Fre´chet differentiable. Let now R0 > 0 and f, g ∈ BHu(T,Γ)∩L∞(0,T ;L∞(Γ))(0, R0)
with f(0) = g(0). By the mean value theorem, it follows that
‖Ψ2(f)−Ψ2(g)‖0Hu(T,Γ)
≤ C sup
‖h‖Hu(T,Γ)+‖h‖T,Γ,∞,∞≤R0
‖DΨ2(h)‖L(Hu(T,Γ)∩L∞(0,T ;L∞(Γ)))‖f − g‖0Hu(T,Γ).
Further, by the previous proposition on Nemytskij operators and the proposition on pointwise
multiplications, we estimate
‖DΨ2(h)‖L(Hu(T,Γ)∩L∞(0,T ;L∞(Γ))) = sup‖z‖Hu(T,Γ)∩L∞(0,T ;L∞(Γ))≤1
‖DΨ(h)z‖Hu(T,Γ)∩L∞(0,T ;L∞(Γ))
= sup
‖z‖Hu(T,Γ)∩L∞(0,T ;L∞(Γ))≤1
‖Ψ′(h)z‖Hu(T,Γ)∩L∞(0,T ;L∞(Γ))
≤ C‖Ψ′(h)‖H∞u (T,Γ),
≤ C(Ψ, R0), h ∈ BHu(T,Γ)∩L∞(0,T ;L∞(Γ))(0, R0).
Hence, we established the second estimate in Proposition 1.19.
Next, we prove the third estimate in Proposition 1.19. Let first G ∈ {Γ, (0, T )}, 0 < s < 1,
f˜ , g˜ ∈W sp (G) and Ψ˜3 ∈ BUC3(R). Taylor’s theorem yields
Ψ˜3(ξ2)− Ψ˜3(ξ1)− Ψ˜′3(ξ1)(ξ2 − ξ1) =
∫ 1
0
(1− t)(ξ2 − ξ1)2Ψ˜′′3((1− t)ξ1 + tξ2)dt, ξ1, ξ2 ∈ R.(B.4)
We introduce h˜ = f˜ − g˜,
az(t) = tf˜(z) + (1− t)g˜(z) = th˜(z) + g˜(z), z ∈ G, t ∈ (0, 1),
and
a(t, s) = sax(t) + (1− s)ay(t), x, y ∈ G, s, t ∈ (0, 1).
Let x, y ∈ G. We have
Ψ˜3(f˜(x))− Ψ˜3(g˜(x))− Ψ˜′3(g˜(x))h˜(x) =
∫ 1
0
(1− t)h˜(x)2Ψ˜′′3(ax(t))dt,(B.5)
Ψ˜3(f˜(y))− Ψ˜3(g˜(y))− Ψ˜′3(g˜(y))h˜(y) =
∫ 1
0
(1− t)h˜(y)2Ψ˜′′3(ay(t))dt.(B.6)
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On account of (B.5) and (B.6), we obtain due to Taylor’s theorem(
Ψ˜3(f˜(x))− Ψ˜3(g˜(x))− Ψ˜′3(g˜(x))h˜(x)
)− (Ψ˜3(f˜(y))− Ψ˜3(g˜(y))− Ψ˜′3(g˜(y))h˜(y))
=
∫ 1
0
(1− t)(h˜(x)2Ψ˜′′3(ax(t))− h˜(y)2Ψ˜′′3(ay(t)))dt
=
∫ 1
0
(1− t)((h˜(x)− h˜(y))(h˜(x) + h˜(y))Ψ˜′′3(ax(t)) + h˜(y)2(Ψ˜′′3(ax(t))− Ψ˜′′3(ay(t))))dt
=
∫ 1
0
(1− t)((h˜(x)− h˜(y))(h˜(x) + h˜(y))Ψ˜′′3(ax(t))
+ h˜(y)2
∫ 1
0
(ax(t)− ay(t))Ψ˜′′′3 (a(t, s))ds
)
dt
=
∫ 1
0
(1− t)((h˜(x)− h˜(y))(h˜(x) + h˜(y))Ψ˜′′3(ax(t))
+ h˜(y)2
∫ 1
0
(t(h˜(x)− h˜(y)) + g˜(x)− g˜(y))Ψ˜′′′3 (a(t, s))ds
)
dt.
By this identity, we deduce that∣∣(Ψ˜3(f˜(x))− Ψ˜3(g˜(x))− Ψ˜′3(g˜(x))h˜(x))− (Ψ˜3(f˜(y))− Ψ˜3(g˜(y))− Ψ˜′3(g˜(y))h˜(y))∣∣
≤ ‖Ψ˜3‖W 3∞(R)
(
2‖h˜‖G,∞|h˜(x)− h˜(y)|+ ‖h˜‖2G,∞(|h˜(x)− h˜(y)|+ |g˜(x)− g˜(y)|)
)
,
and hence
(B.7)
[
Ψ˜3(f˜)− Ψ˜3(g˜)− Ψ˜′3(g˜)(f˜ − g˜)
]
W sp (G)
≤ ‖Ψ˜3‖W 3∞(R)
(
2‖h˜‖G,∞[h˜]W sp (G) + ‖h˜‖2G,∞([h˜]W sp (G) + [g˜]W sp (G))
)
.
Let now Ψ ∈ C3(R) and f, g ∈ BHu(T,Γ)∩L∞(0,T ;L∞(Γ))(0, R0) with f−g ∈ 0Hu(T,Γ), and h := f−g.
By Taylor expansion (B.4) and the proposition on pointwise multiplication (Proposition 1.16), it
follows that
‖Ψ3(f)−Ψ3(g)−Ψ′3(g)(f − g)‖T,Γ,p,p ≤ ‖Ψ3‖W 2∞(0,R0)‖h‖20Hu(T,Γ) ≤ C‖h‖0Hu(T,Γ).
Further, we use (1.13), (B.7), and the proposition on pointwise multiplications to estimate the
homogeneous norm:
[Ψ3(f)−Ψ3(g)−Ψ′3(g)(f − g)]Hu(T,Γ)
=
( ∫
Γ
[(Ψ3(f)−Ψ3(g)−Ψ′3(g)(f − g))(·, x)]p
W
1
2− 12p
p (0,T )
dx
) 1
p
+
( ∫ T
0
[(Ψ3(f)−Ψ3(g)−Ψ′3(g)(f − g))(t, ·)]
W
1− 1p
p (Γ)
dt
) 1
p
≤ ‖Ψ3‖W 3∞(0,R0)
(
2‖h‖T,Γ,∞,∞[h]0Hu(T,Γ) + ‖h‖2T,Γ,∞,∞([h]0Hu(T,Γ) + [g]Hu(T,Γ))
)
≤ C‖h‖2
0Hu(T,Γ).
This proves the third estimate of Proposition 1.19.
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