of the system dimensions, characterized by the capillary An error analysis of the drop volume method of determination length of surface or interfacial tension is presented. It is shown that the presence of the empirical correction term may lead to either a decrease or an increase in the final uncertainty of the calculated
INTRODUCTION
2prg Å DrgV .
[2] For pure liquids the drop volume method for measuring However, the Tate equation is incorrect when applied to the interfacial or surface tensions (1) is capable of a precision volume of the detached drop V: first, the drop does not rivalling that of the Wilhelmy plate method, but offers certotally leave the tip (as much as 40% may remain attached), tain advantages over this, notably that only small amounts second, the boundary tension forces are not generally vertiof the fluids are needed. In favorable circumstances a precical, and third, there is a pressure difference across the curved sion of {0.01 mN/m is achievable. This method applies also interface. Hence an empirically derived correction factor to surfactant solutions, except when these show significant f(r/V 1/3 ) is introduced (1) to enable the detached drop surface dilatational moduli on the time scale of drop detachvolume V to be used rather than V : ment (2) .
However, the errors involved in the drop volume method g Å DrgV/2prf(r/V 1/3 ).
[3] seem not to have been analyzed. Such an analysis is not entirely straightforward, as the technique involves an empiriIn this paper we analyze the uncertainties involved in the cal system-dependent correction, the precision of which is drop volume method. A straightforward error analysis in the not established. The present paper considers these matters, next section indicates the role of the correction term. Howand offers, for the first time, an analysis of the uncertainties ever, this is not susceptible to analytic solution, and so nuinvolved in the drop volume technique, both random and merical methods are used in Section 3 to estimate the effect systematic.
the function f(r/V 1/3 ) has upon the total uncertainty in g. In the drop volume method, the volume of the drop of Finally we consider the systematic errors liable to arise from liquid which just detached from a cylindrical support of imperfect knowledge of f. radius r is accurately measured. This volume is a function of the volume V of the largest drop of liquid that the tip
FORMAL CONSIDERATIONS
is capable of supporting before detachment occurs, and also
The tension is a function of three observable quantities: 1 To whom correspondence should be addressed. part, but the experimental uncertainties on these observables both show systematic deviations from the empirical values (with coefficients of variation, C £ , of 0.42 and 0.22%, re-(written as s r , for example) must combine in the usual manner (4), spectively). Wilkinson and Kidwell (8) We have fitted the published data with a cubic spline, f(r/V 1/3 ) of Eq. [3] were not necessary, the matter would defined on a series of knots across the range of r/V 1/3 . The be trivial. However, the lack of a known analytic representa-spline function is a piecewise cubic function, whose value tion of this term complicates the issue. We will simplify the and first two derivatives are continuous functions across the analysis below by neglecting the covariance terms; this does range, the knots being points at which the third derivative not affect any matters of principle, but merely simplifies the of the spline can change discontinuously. Thus the location algebraic presentation.
and number of the knots within the range of the spline perFrom Eq. [3] we have the differentials mits control over the smoothness of the spline. (This summary of spline approximation is necessarily brief; fuller accounts may be found in (10).) Ìg ÌDr Å gV 2prf [5] We have used a computer routine (11) which automatically adjusts the position and number of the knots interior to the range of the data so as to achieve a specified goodness
of fit (judged by the sum of square residuals). This procedure is necessary as the uncertainties on the published
. [7] data are unknown (1, 5) . The fit is refined to the point where any further reduction in the sum of squares causes a sudden increase in the number of interior knots, corresponding to Substituting into Eq. [4] and rearranging somewhat, we find overfitting the data. In practice this refinement is quite unambiguous. The routine provides estimates of f and f across the range of r/V 1/3 (covering 0.308-1.353 (1) and 0.064-
The two sets of data which have been used in the derivation of f here (and in Ref. (9)) appear to be of very unequal [8] precision, although it is not possible to establish uncertainties on either set of data. The two sets appear to be mutually consistent, but the data of Harkins and Brown (1) are considwhere the argument of the correction function is suppressed erably less scattered than those of Wilkinson (5) . While this for clarity. The influence of this function upon the uncer-is of little consequence to manual interpolation, the eyetainty in g is given by the terms in square brackets.
brain combination providing a rather good noise filter, objecThe problem thus reduces to establishing f and its deriva-tive fitting of the combined data set is not possible, lacking tive. In the absence of any functional form for this function, estimates of the errors on the data. We have, therefore, fitted we turn to numerical considerations.
the two sets of data separately. In both cases the fits were constrained to pass through the point f(0) Å 1 (12). The data of Harkins and Brown (1) are so precise that the fitting
NUMERICAL ANALYSIS
is seriously affected by inclusion of one or two points which lie off the trend of the data. We have therefore neglected The correction term is based upon published tabulations of carefully measured data for fluids of known properties these points, as did Harkins and Brown. Figure 1 shows the interpolation of f across the estab- (1, 5) . Unfortunately, the data, while close to a cubic, depart significantly from that form (1). Various attempts have been lished range of r/V 1/3 , for both sets of data. The two fits accord well; the slight differences about r/V 1/3 Ç 0.35 arise made to determine an appropriate functional form for f. The curves fitted by Strenge (6) and by Lando and Oakley (7) from the problems of accurately fitting data points at the extremes of the two ranges covered. These differences must absence of f. It is clear that the precision of g would be maximized by working within this range. obviously affect the corresponding derivatives, shown in Fig.  2 : the slight differences in the region where the two data sets overlap arise from these extremal values of r/V 1/3 . Esti-
SYSTEMATIC ERRORS
mates of both f and f from the fits to the separate data sets agree excellently with the best manual interpolation (9) The correction term f(r/V 1/3 ) derives from empirical and its derivative apart from at the ends of the ranges of the data. It must itself, therefore, be uncertain to a degree. This two data sets, giving us confidence in our fitting procedure. entails a systematic error intrinsic to the drop volume Despite these discrepancies, the main point of present con-method. How significant is this error? We adopt a jackknife cern is clear: the derivative f changes sign within the range approach to this question (13). of tabulated values of r/V 1/3 . The jackknife is a computer-intensive resampling apThe effect of the correction term f, which is always posi-proach to establish the accuracy attending the estimation of tive itself, is thus either to raise or to lower the final uncer-some quantity from a limited set of data. Each point in the tainty on g over different parts of the range (cf. Eq. [8] ). original data set, of say n members, is discarded in turn, To achieve the optimal precision of determination of tension, generating n sets of n 0 1 members which are individually it is apparent that measurements should be made in such a analyzed. The scatter of the n estimates of the statistic of way that the combination r/V 1/3 lies in the regime where f interest (x i ) can be used to estimate the standard error of is negative.
the mean x This is given by The effect of the correction term upon the final uncertainty in g is expressed in Eq. [8] through the ratio (r/V 1/3 ) (f/ f). Figure 3 shows this ratio as a function of r/V 1/3 for the
[9] fits to both sets of data, and for the manual interpolation already cited. Clearly for 0 õ r/V 1/3 õ 0.85 the final uncertainty in g is reduced by the effects of the function f. Over The factor (n 0 1) 'inflates' the estimated standard error to allow for the fact that the n data sets are more similar to part of this range, from about 0.2 to about 0.55, the ratio is below 00.2. In this smaller range, therefore, the influences each other than truly independent data sets would be (see p. 143 of (13)). Other resampling schemes avoid this inflaof s r and s V in the quadratic composition of uncertainties are reduced to less than 64 and 87% of the values in the tion of the estimated error (13), but are inappropriate in the the uncertainty in that function. This estimate, while not We have also considered the possible systematic errors in g due to the empirical basis of the correction term. It seems very rigorous, does indicate the likely systematic error; the jackknife is, after all, a crude device (13).
unlikely that this systematic error could exceed 0.02%, which is likely to be smaller than the random errors of meaWe show the multiple estimates of f( r /V 1 / 3 ) in Fig.  4 . All the spline fits are very close to the best manual surement. We offer the tabulation of the manual interpolation (9) of f(r/V 1/3 ) given in Table 1 as a recommended variainterpolation, giving assurance of the satisfactory nature of the present results. The scatter of the fits is really rather tion for use by other workers. small: the error in the interpolated value of f is not large. The fractional standard deviation of these fits to f varies ACKNOWLEDGMENTS with r /V 1 / 3 : it is £3 1 10 04 over most of the range studied E.G.J. is grateful to DENI and Unilever research for financial support.
by Harkins and Brown ( 1 ) , rising to 10 03 about r /V 1 / 3 Ç J. Magorrian is thanked for advice on computing aspects.
1.3. For the data of Wilkinson ( 5 ) , the corresponding figure is £5 1 10 04 over the entire range covered. For
