Abstract. It is shown that, for every k 0 and every xed algorithmically random language B, there is a language that is polynomialtime, truth-table reducible in k + 1 queries to B but not truth-table reducible in k queries in any amount of time to any algorithmically random language C. In particular, this yields the separation Pk-tt(RAND) $ P (k+1)-tt (RAND), where RAND is the set of all algorithmically random languages.
Introduction
Will an algorithm have increased computational power when it is modi ed to be able to ask additional questions? One way of making this question precise is to consider it in the context of reducibilities computed by algorithms with bounds on their computational resources. In this paper, we investigate the phenomenon of increased access to oracle sets lending increased computational power for bounded truth-table reducibilities computed in polynomial time. We show that, in a strong global sense, if just one more question can be asked of sets with \maximum information content," then the class of problems that can be solved will indeed grow.
For each k 0 and each language A, let P k?tt (A) denote the class of languages that are polynomial time truth-table reducible in k queries to A. It is well-known that there are languages A such that for every k 0; P k?tt (A) is properly included in P (k+1)?tt (A) . If the language A is restricted to the class of those having very low information content, say tally languages (languages over a one letter alphabet), or to the class of those having very high information content, say the \algorithmically random" languages (in the sense of Martin-L of 13]), then this same phenomenon holds (see 19, 3] ). (The de nition and some basic properties of algorithmic randomness are given in Section 3.)
The property of gaining more computational power by making additional queries can be extended from a \local" property of individual languages to a \global" property of classes of languages. For each k 0 and each class C of languages, let P k?tt (C) be the class of languages B such that for some A 2 C; B is polynomial-time truth-table reducible in k queries to A. In the case of languages with small information content, Book and Ko 2] showed that for every k 0; P k?tt (SPARSE) is properly included in P (k+1)?tt (SPARSE), where SPARSE denotes the class of all languages with some polynomial bound on the number of strings of each length. In the case of languages with high information content, the main result of the present paper shows the parallel result for the case of RAND, the class of algorithmically random languages (the class of languages with essentially maximum information content): for every k 0; P k?tt (RAND) is properly included in P (k+1)?tt (RAND). The proof of the main result establishes an even stronger property: for every k 0 and every A 2 RAND, there is a language B in P (k+1)?tt (A) with the property that B is not k-truth table reducible to any language in RAND in any amount of time, that is, P (k+1)?tt (A) 6 REC k?tt (RAND).
A note of caution is in order. Languages in the class SPARSE and also languages in the class RAND have the local property that increasing the number of queries to an individual language A in the class allows more computational power (i.e., P k-tt (A) $ P (k+1)-tt (A)). In addition, the classes themselves have this property as a global property. This might suggest that for any class C of languages, if C has the local property, then C also has the corresponding global property. But this is known to be false. As noted above, the class of all tally languages, denoted TALLY, has the local property, but it is known (see 2, 1]) that TALLY does not have the global property: for every k 1; P m (TALLY) = P k?tt (TALLY) = P btt (TALLY).
It is important to note that while for each k 1, there is a recursive witness to the separation of P (k+1)?tt (SPARSE) from P k?tt (SPARSE) 2], the separation of P (k+1)?tt (RAND) from P k?tt (RAND) can have no recursive witness. This is because P (k+1)?tt (RAND) \ REC = P 4]. Section 2 is devoted to preliminary de nitions. In Section 3, algorithmic randomness and the class RAND are considered and some useful properties are reviewed. The main result is presented in Section 4.
Preliminaries
The Boolean value of a condition is ] ] = 1 if 0 if not .
We write N for the set of nonnegative integers and Z + for the set of positive integers.
We write f0; 1g for the set of all ( nite, binary) strings and f0; 1g 1 for the set of all (in nite, binary) sequences. The length of (number of bits in) a string x 2 f0; 1g is denoted by jxj. The length of a sequence x 2 f0; 1g 1 is 1. The empty string is the unique string of length 0 and, for k 2 N, f0; 1g k = fx 2 f0; 1g j jxj = kg: Finally, f0; 1g The standard enumeration of f0; 1g is the sequence s 0 = ; s 1 = 0; s 2 = 1; s 3 = 00; s 4 = 01; : More generally, the standard enumeration of an in nite set X f0; 1g is the sequence x 0 ; x 1 ; in which the elements of X appear rst in order of length, then in lexicographic order.
A language is a set A f0; 1g . The characteristic sequence of a language A is the sequence A 2 f0; 1g 1 de ned by A n] = s n 2 A] ] for all n 2 N.
We x a one-to-one pairing function h; i from f0; 1g f0; 1g onto f0; 1g that is computable in polynomial time. Then we extend this function to k-tuples for all k so that h; i : (f0; 1g ) k ! f0; 1g .
Given a number k 2 N, a k-query function is a function f with domain f0; 1g such that, for all x 2 f0; 1g , f(x) = hf 0 (x); :::; f k?1 (x)i 2 f0; 1g : Each f i (x) is called a query of f on input x, and the k-tuple f(x) is called a k-query list on input x. A k-truth table function is a function g with domain f0; 1g such that, for each x 2 f0; 1g , g(x) is the encoding of a k-input, 1-output Boolean circuit. We write g(x)(w) for the output of this circuit on input w 2 f0; 1g k . A P k?tt -reduction is an ordered pair (f; g) such that f is a kquery function, g is a k-truth table function, and f and g are computable in polynomial time. We also use general k-truth-table reductions, which only require the functions f and g to be computable. A k?tt -reduction is an ordered pair (f; g) such that f is a k-query function, g is a k-truth table function, and f and g are computable. For a language A f0; 1g and a class C of languages, de ne REC k-tt (A) = f B f0; 1g j B k?tt Ag and
Finally, let REC denote the class of all recursive (i.e., decidable) languages.
3 Randomness, 1-Reductions, and Normality
In this section we review Martin-L of's de nition of algorithmic randomness, along with two well-known properties of random sequences that are used in this paper.
Recall De nition. The cylinder generated by a string w 2 f0; 1g is C w = f A f0; 1g jw v A g : The cylinder generated by the special symbol > is C > = ;: De nition. For w 2 f0; 1g f>g, the probability (or measure) of the cylinder C w is Pr(C w ) = 2 ?jwj if w 2 f0; 1g 0 if w = >. Remark 3.1. Note that Pr(C w ) is the probability that A 2 C w when a language A f0; 1g is chosen probabilistically according to a random experiment in which an independent toss of a fair coin is used to decide whether x 2 A for each x 2 f0; A constructive null set is a set of languages that has a constructive null cover.
Remark 3.2. Conditions (i) and (ii) of the above de nition imply that the event A 2 Y occurs with probability at most 2 ?k in the random experiment of Remark 3.1. Since this holds for all k, every constructive null set is a probability 0 event in this random experiment. The computability requirement on G then means that a constructive null set is a set of languages that \has probability 0 in a constructively speci able sense."
Intuitively, membership in a constructive null set is a very special (unusual) property for a language to have, and random languages should not have such properties.
De nition (Martin-L of 13]). A language is algorithmically random (or, brie y, random) if it is not an element of any constructive null set. We write RAND for the set of all algorithmically random languages.
It is well known that the above de nition is robust, in the sense that it is equivalent to subsequent de nitions given by Levin 11 Remark 3.3. Algorithmically random languages exist. In fact, it is easy to see 13] that RAND is a probability 1 event in the random experiment of Remark 3.1. Now we discuss an important closure property of RAND that we use in this paper.
De nition (Post 14] The following well-known fact follows directly from the de nitions of algorithmic randomness and 1-reducibility. We also use the fact that random languages are normal. This notion, which is a minor variant of a property investigated by Borel, is developed in the following de nitions.
De nition. For all x 2 f0; 1g 1 , w 2 f0; 1g + , and n 2 Z + , de ne the n th frequency of w in x by freq w;n x = 1 n fi j 0 i < n and x ijwj: : (i + 1)jwj ? 1] = wg ; where jSj denotes the cardinality of S. That is, freq w;n x is the frequency with which the string w occurs in the rst n nonoverlapping blocks of length jwj in x.
De nition. For x 2 f0; 1g 1 Remark 3.5. Several properties similar to that de ned above have been investigated under various terminologies over the years. Knuth 9] surveys much of this work. The k-normality property de ned above is the special case j = 0 of Knuth's \(k; k)-distributivity."
We use the following well-known fact.
Theorem 3.6. RAND NORM.
We do not know a single, direct reference for this fact, but it is well-known that every algorithmically random language is Church-random 10] and that every Church-random sequence is normal 9].
In addition, the Champernowne sequence x = 0 1 00 01 10 11 000001 010 011 100 ; formed by concatenating the elements of f0; 1g in standard order, is known to be normal 7] . Since x is clearly computable, it cannot be random, so RAND is a proper subset of NORM.
Main Result
In this section we prove our main result, namely, that for every k 2 N and every language A 2 RAND, there exists a language B with the following two properties. Our principal tool for proving this result is the notion of k-resolvability, which we now develop.
De nition. The limiting frequency of a language A f0; 1g is freq A = freq 1 A ; i.e., the limiting frequency of the string 1 in the sequence A , as de ned in section 3.
De nition. Let k 2 N. A language A f0; 1g is k-resolvable if there is a language B 1 A such that 2 k freq B 2 N.
That is, A is k-resolvable if there is a 1-reduction h such that the inverse image B = h ?1 (A) has a limiting frequency that can be written as a rational number with denominator 2 k . It is clear that if A is k-resolvable and k k 0 , then A is also k 0 -resolvable. Intuitively, we regard a language that is k-resolvable as being \coarse at level k." The smaller the parameter k is, the coarser the k-resolvable language must be. (Similarly, 30-grit sandpaper is coarser than 60-grit sandpaper!)
The following fact is obvious but useful.
Lemma 4.1. For each k 2 N, the collection of k-resolvable languages is upward closed under 1-reductions. That is, if A 1 B and A is k-resolvable, then B is k-resolvable.
The following two easy lemmas illustrate the notion of k-resolvability.
Lemma 4.2. Every recursive language is 0-resolvable. Lemma 4.3. Every algorithmically random language is 1-resolvable, but not 0-resolvable.
The following terminology simpli es our discussion.
De nition. For languages B; X f0; 1g with X in nite, the X-selection of B is the language X (B) = fs i jx i 2 B g; where s 0 ; s 1 ; is the standard enumeration of f0; 1g and x 0 ; x 1 ; is the standard enumeration of X. Proof. We proceed by induction on k. Basis The case k = 0 follows immediately from Lemma 4.2. Induction
Step Assume that the statement holds for k, where k 2 N, that A 2 RAND, and that B (k+1)?tt A via (f; g).
For each x 2 f0; 1g , let Q(x) = ff 0 (x); f 1 (x); ; f k (x)g be the set of queries of f on input x. De ne the sets H = x 2 f0; 1g jQ(x)j k and, for each y 2 f0; 1g , V y = fx 2 f0; 1g j y 2 Q(x)g : Thus H is the set of inputs on which f repeats a query and V y is the set of inputs on which f queries y. Note that the sets H and V y are all recursive.
It su ces to prove that B is (k + 1)-resolvable in each of the following three cases. Case 1. H is in nite Case 2. V y is in nite for some y 2 f0; 1g . REC k-tt (RAND). 2
In the course of proving the above result, we have shown that, for k 2 N and A 2 RAND, the language^( k+1) A is (k + 1)-resolvable but not k-resolvable. It is interesting to note that, when k = 0, this is precisely Lemma 4.3.
