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To quantify the mechanism of a complex network growth we focus on the network of citations of
scientific papers and use a combination of the theoretical and experimental tools to uncover micro-
scopic details of this network growth. Namely, we develop a stochastic model of citation dynamics
based on copying/redirection/triadic closure mechanism. In a complementary and coherent way,
the model accounts both for statistics of references of scientific papers and for their citation dynam-
ics. Originating in empirical measurements, the model is cast in such a way that it can be verified
quantitatively in every aspect. Such verification is performed by measuring citation dynamics of
Physics papers. The measurements revealed nonlinear citation dynamics, the nonlinearity being
intricately related to network topology. The nonlinearity has far-reaching consequences including
non-stationary citation distributions, diverging citation trajectory of similar papers, runaways or
”immortal papers” with infinite citation lifetime etc. Thus, our most important finding is non-
linearity in complex network growth. In a more specific context, our results can be a basis for
quantitative probabilistic prediction of citation dynamics of individual papers and of the journal
impact factor.
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2I. INTRODUCTION
Complex networks became objects of Physics research after advent of the Internet, appearance of large information
databases, and mapping of genetic and metabolic networks. Network topology has been thoroughly studied [1, 2]
and the current research shifts more to temporal and evolving networks [3] and dynamic processes in networks, such
as network growth. The paradigm for complex network growth is the cumulative advantage mechanism invented by
de Solla Price.[4] The most quantified complex network in his time was citation network. It exhibited an intriguing
power-law degree distribution which was considered as an evidence of the scale-free behavior. de Solla Price sought
to explain this behavior and postulated that citation network grows by addition of new papers that cite older papers
with probability
λi ∝ (Ki +K0) (1)
whereKi is the number of citations of the target paper i and K0 is an unspecified constant. de Solla Price showed that
the linear growth rule captured by Eq. 1 generates networks with the power-law degree distribution. With appearance
of Internet and vigorous advent of network science, a similar rule was invented by Barabasi [5] who suggested that
Eq. 1 is the generic growth rule of complex networks. The Barabasi-Albert model or preferential attachment is also
known colloquially as a ”rich get richer” or Matthew effect.[6]
Equation 1 was generalized to include aging and nonlinearity,[7, 8]
λi = A(t)(Ki +K0)
δ (2)
Here, A(t) is the aging function, common to all nodes, K0 is the initial attractivity, and δ is the growth exponent.
The measurements on many complex networks [6] verified Eq. 32 and showed ubiquity of networks with δ ∼ 1 and
power-law degree distributions.
Although Eq. 32 successfully describes the complex network growth, it presents some conceptual difficulties. Indeed,
Eq. 32 encodes an empirical rule assuming that each node in the network garners new links with the rate proportional
to its current degree, implying that all nodes differ only in one dimension. This yields similar growth dynamics of the
nodes of the same age, while in reality there is a huge diversity in their growth trajectories.
Bianconi and Barabasi [9] added a new dimension to node description - fitness. This notion replaced the egalitarian
picture according to which all nodes are born equal by a picture where each node is born with some intrinsic propensity
of growth. The corresponding growth rule [10] (see also Refs. [11, 12]) is
λi = ηiA(t)(Ki +K0) (3)
where ηi is the node fitness, an empirical parameter introduced on top of the preferential attachment (which is also
empirical rule). To be less empiric, several authors [13–16] added more physical sense to Eq. 3 and replaced the
fitness by the node similarity (homophily). This notion captures the fact that a new node tends to link to the nodes
with similar content rather than to a randomly chosen node. Technically, this line of reasoning results in Eq. 3 where
ηi is replaced by ηij , the latter quantifying the similarity between the two connecting nodes.[17]
Still, Eq. 3 contains too many empirical parameters that prompt for microscopic explanation. The need for such
explanation becomes evident after realizing that Eqs. 1-3 are global. In order that a new node attaches preferentially
to most popular nodes it shall be familiar with the whole network. This global picture is unrealistic and many efforts
have been spent to elucidate the local microscopic mechanism staying behind Eqs. 1-3.
The most popular local mechanism is the copying rule.[18] The Refs. [19, 20] demonstrated that Eq. 1 can evolve
from this rule which is also known as recursive search [21], link copying or redirection [8, 22, 23], random walk/local
search [24, 25], triple/triangle formation [26], transitive triples [27], or triadic closure [28]. A similar rule operates in
social networks [24, 29], epidemic-like propagation of ideas [30–32], diffusion of innovations [33], and citation dynamics
[34]. This rule assumes that a new node performs random and recursive searches: first, it attaches to a randomly
chosen node, secondly, it copies some links of the latter. This results in the following dynamic equation:
λi = A(t)[cK0 + (1− c)Ki] (4)
where A(t) is the aging factor, the first and the second addends in the parentheses correspond to the random and
recursive searches, respectively, and the parameter c regulates the relative weights of the two. Similar two-term growth
equations were suggested by Refs. [13, 29, 35, 36]. Equation 4 is formally identical to Eq. 1 with K0 characterizing
the probability of random search. The intuition behind the second addend is as follows: if some node i has Ki links,
the probability to find it through recursive search is increased by a factor Ki. Thus Eq. 4 seems to provide a natural
explanation for the preferential attachment mechanism.
3However, the parameters of Eq. 4 were never measured systematically. For example, it is not known whether time
dependences of the random and recursive search are the same or different, whether the probability of recursive search
is the same for all nodes of same age or not. Our goal is to measure dynamic parameters of some real network, to
establish its microscopic growth rules, and to compare them to existing models. We consider an iconic example of a
growing network - citations to scientific papers, having in mind that the models of network growth were originally
suggested in relation to this very network.[37] Despite some specificity (it is ordered, acyclic, and does not allow
rewiring and link deletion), citation network is a well-documented prototypical directed network. Following Ref. [38]
we adopt a comprehensive approach where we consider its growth from two perspectives: the perspective of the author
and the perspective of the cited paper. The former approach focuses on the composition of the reference list of a
paper, the latter approach focuses on the papers that cite a given paper. We establish duality between these two
approaches and formulate a stochastic model that accounts both for citation dynamics and for the age composition
of the reference lists of the papers.
II. CITATION DYNAMICS FROM THE AUTHOR’S PERSPECTIVE
The composition of the reference lists of scientific papers is the clue to citation analysis. While citation dynamics
of a paper is determined by several factors: popularity of the research field, journal impact factor, preferences and
tastes of citing authors, etc.; the reference list derives from one factor: decision of a research team or even single
author who chooses the references basing on their relevance and age. We focus here on the age of the references and
do not consider their content, although this can be very important.[13] Our goal is to measure and to model the age
composition of the reference lists of papers.
The author writing a research paper reads scientific journals or media articles, searches databases, finds relevant
papers and selects some of them as references. These are direct references.[39] Then the author studies the reference
lists of the preselected papers, picks up relevant references, reads them, adds some of them into his reference list,
and continues recursively. These are indirect references. The latter can also emerge if the author finds each reference
independently. Since old references are usually seminal studies, the most recent references will probably cite them as
well. Without inquiring too much into the process of reference list arrangement, we classify the references into two
classes: direct and indirect. The former are those that are not cited by any other references in the reference list of the
paper, the latter are those cited by one or more preselected references. The causality principle requires the indirect
references to be older than their preselected sources.
Basing on the causality principle we develop an analytical model that accounts for the age composition of the average
reference list. To this end we consider a specific implementation of the referencing process - recursive search.[8, 18–28]
shown in Fig. 1. Consider a parent paper i published in year t0 and one of its references B published in year t0 − τ .
Once i cites B, it can cite any paper f from the reference list of the latter. The probability of such indirect citation
depends on a variety of factors, the most important being τ - the time lag between publication years of i and B. We
also account for multiplicity: if some paper f appears in the reference lists of s preselected papers, its probability to
appear in the reference list of the source paper i is obviously increased. We assume that Pf = P (τ, s, R0(t0 − τ))
where R0(t0 − τ) is the length of the reference list of B.
Following Ref. [26] we develop this scenario into analytical model accounting for the age structure of a typical
reference list. Indeed, consider the papers in one scientific field that were published in the same year t0. The average
number of references published in year t0 − t that appear in the reference list of a paper published in year t0 consist
of direct and indirect references,
R(t0, t0 − t) = Rdir(t0, t0 − t) +Rindir(t0, t0 − t) (5)
where Rdir(t0, t0− t) is an empirical function taken from measurements while Rindir(t0, t0− t) is determined from the
causality principle. Indeed, the reference list of the paper B published in year t0− τ (Fig. 1) contains R(t0− τ, t0− t)
references published in year t0− t, each of which can be picked up by the paper i with probability P (τ, s, R0(t0− τ)).
The number of such indirect references published in year t0− t is the sum of contributions of all preselected references,
namely
Rindir(t0, t0 − t) =
t∑
τ=1
R(t0 − τ, t0 − t)P (τ, s, R0(t0 − τ))R(t0, t0 − τ) (6)
where averaging is performed over multiplicity s. Equations 5,6 express Rindir through empirical functions Rdir and
P that shall be taken from measurements.
4FIG. 1. Cartoon scenario which is the basis of our model. Consider a source paper i published in year t0 and its list of references
A-H arranged in descending chronological order. Each preselected paper B can bring several of its references to the reference
list of i. The probability that a secondary reference f published in year t0 − t appears in the reference list of i depends on τ ,
the time lag between publication years of i and B, and on s, the number of preselected papers citing f.
We also consider the reduced age distribution of references,[40–47]
r(t) =
R(t0, t0 − t)
R0(t0)
= rdir(t) + rindir(t) (7)
where R0(t0) is the average length of the reference list of the papers published in year t0. Figure 2 shows that r(t)
FIG. 2. Reduced age distribution of references, namely a fraction of references published in year t0 − t that appear in the
reference list of a paper published in year t0. Red, blue, and green circles stay for three sets of research papers published in
July issues of the Physical Review B in 1998, 2004, and 2014, correspondingly. Similar to previous studies,[40, 43] we observe
that r(t) for all publication years collapse onto a single dependence (besides t = 1). Continuous line was obtained by averaging
and smoothing the data.
is almost independent of the publication year t0. Having in mind this remarkable observation we transform Eq. 6 to
achieve
rindir(t) =
t∑
τ=1
r(t− τ)T (τ)r(τ) (8)
5Due to the properties of convolution Eq. 8 can be recast as
rindir(t) =
t∑
τ=1
r(t− τ)T (t− τ)r(τ). (9)
where T (τ) = P (τ, s, R0(t0 − τ))R0(t0 − τ). Since r(t) and, obviously, rindir(t) do not depend on t0, Eq. 8 yields
that T is also independent of t0, hence P (τ, s, R0(t0 − τ)) =
T (τ,s)
R0(t0−τ) . Our measurements indicate that T ∝ e
−γτ ,
R0(t) ∝ e
βt, hence, the latter expression can be recast as P0e
−(γ+β)τ where P0 =
T (s)
R0(t0)
.
To calibrate the model we performed dedicated measurements and chose a small but representative set of papers
in one field which we analyzed manually. Namely, we somehow arbitrary chose 21 research papers published in
the Physical Review B in 2014 and analyzed their first-generation and second-generation references using Scopus
database. We identified direct references of each parent paper as those appearing only in the first generation, and
indirect references as those appearing in both generations of references. We arranged the unified reference list of
these 21 parent papers in chronological order, counted the number of direct and indirect references published in each
year, and divided them by the total number of references. The average reference list includes 35% direct and 65%
indirect references, the half of the latter appearing in reference lists of several preselected references. This conforms
with previous estimates: Refs. [25, 48] report, correspondingly, 67-78% and 80% indirect references in the reference
lists of high-energy Physics preprints; Ref. [15] reports 56.4% indirect references in the American Physical Society
publications (only APS to APS references were counted); Ref. [49] found 40-50 % indirect references in the Physical
Review publications (only PR to PR references were counted).
Figure 3 shows the measured functions Rdir(t), Rindir(t), and R(t) = Rdir(t) + Rindir(t). We observe that Rdir(t)
achieves its maximum at t = 2 yr and then slowly decays. We succeeded to fit Rindir(t) using Eq. 6 with R(t) from
Fig. 3 and the exponential kernel P (τ, s, R0(t0 − τ)) = 0.34e
−1.2(τ−1). Slowly decaying Rdir(t) and quickly decaying
P (τ) contrast previous speculation of Ref. [50] who assumed that Rdir(t) decays fast while P (τ) has a long tail.
FIG. 3. Time dependence of Rdir, Rindir, and R = Rdir + Rindir, the number of direct, indirect, and total references in the
reference list of an average Physical Review B paper published in 2014. (SM-B). Open squares show model prediction based
on Eq. 6 with exponential kernel.
III. REFERENCE-CITATION DUALITY
Our further goal is the extension of this model to citations. We consider all papers in one research field that were
published in one year. These papers represent a directed network. Figure 4 shows two sets of papers published in
years t0 and t0+ t, correspondingly. The links between the two sets can be considered either as citations or references.
Indeed, the reference and citation networks are dual, since one paper’s citation is another paper’s reference. To explore
mathematical consequences of this duality we introduce Npubl(t0) and Npubl(t0+ t)- the number of papers in each set,
M(t0, t0 + t)- the mean number of citations garnered in year t0 + t by a paper of the first set, and R(t0 + t, t0)- the
6FIG. 4. Reference-citation duality. The open and filled circles show all papers in one research field that were published in
years t0 and t1 = t0 + t, correspondingly. Red links between these two sets are shown by arrows. With respect to the first set,
these links are citations, with respect to the second set they are references. Green lines show interdisciplinary citations and
references.
average number of references published in year t0 + t that appear in the reference list of the papers of the second set.
We assume that all citing papers belong to the same research field and neglect interdisciplinary papers, books, and
other references/citations which are not research papers. Under this assumption, the number of papers that cite the
first set and that were published in year t0 + t is equal to the number of references in the reference lists of the papers
of the second set published in year t0, namely,
Npubl(t0)M(t0, t0 + t) = Npubl(t0 + t)R(t0 + t, t0) (10)
The annual growth of the number of publications and of the reference list length is nearly exponential,(SM-A)
Npubl(t0 + t) ≈ Npubl(t0)e
αt, R0(t0 + t) ≈ R0(t0)e
βt (11)
Equations 7, 11 yield R(t0 + t, t0) = R(t0, t0 − t)e
βt. Then Eqs. 10, 11 yield
M(t0, t0 + t) = R(t0, t0 − t)e
(α+β)t. (12)
which is the mathematical expression of the reference-citation duality relating synchronous (retrospective) and di-
achronous (prospective) citation distributions.[40–47]
Our measurements (Fig. 5) validate Eq. 12 and show that M(t0, t0+ t) and R(t0, t0− t) are similar. However, there
is a subtle qualitative difference between these two dependences. Indeed, in the long-time limit R(t) ∝ (t − 0.8)−1.5
in such a way that
∫ t
0
R(τ)dτ converges as t → ∞. The function M(t) decays slower than R(t) due to exponential
factor e(α+β)t (Eq. 12). Although the exponent α+ β is very small, it changes the condition of convergence and for
Physics papers the integral
∫ t
0
M(τ)dτ diverges as t→∞.
Basing on Eqs. 9,12 we develop equation for M(t). To this end we substitute R(t0, t0 − t) = M(t0, t0 + t)e
−(α+β)t
into Eqs. 7,9 and after simple algebra we find
M(t0, t0 + t) =Mdir(t0, t0 + t) +
t∑
τ=1
M(t0 + τ, t0 + t)P (t− τ, s, R0(t0 + t− τ))M(t0, t0 + τ) (13)
where
Mdir(t0, t0 + t) = rdir(t)R0(t0)e
(α+β)t (14)
While Eqs. 9,13 are similar, there is a profound difference between statistics of citations and references. Figure 6
shows that the statistical distribution of citations and of the reference list lengths (in- and out-degrees in network
7FIG. 5. M(t), the mean annual number of citations (red circles). The measurements were performed over 40,195 Physics papers
published in 1984 (overviews excluded). The blue circles show model prediction based on Eq. 12 with r(t) from Fig. 3(b),
R0 = 20.5, and α+ β = 0.046 yr
−1.
FIG. 6. Cumulative distribution of the reference list lengths R0 (open blue circles) and of the number of citations K (red filled
circles) for the same set of papers (all 2078 Physical Review B papers published in 1984). Citations were counted in 2014.
While both distributions have almost the same mean, R0 exhibits a relatively narrow bell-shaped distribution while citation
distribution is very wide and has a fat tail.
language) are very different: citation distribution is very broad and has a fat tail, while the reference list length
distribution is a relatively narrow bell-shaped curve. The WWW exhibits a similar asymmetry between in- and out-
degree distributions.[51] Narrow R0 distribution implies that R(t) represents the age composition of the reference list
of an average paper. Broad M -distribution indicates that Eq. 13 describes citation dynamics only in the mean-field
approximation; citation dynamics of individual papers can be qualitatively different from the mean.
IV. CITATION DYNAMICS FROM THE PERSPECTIVE OF CITED PAPER
To model citation dynamics of individual papers we reformulate our scenario (Fig. 1) in terms of citations. Figure
7 shows a parent paper i published in year t0 and its citations garnered in subsequent years. The papers A,B,C cite
the paper i after finding it through media, journals, or databases and they represent direct citations. The papers d-h
cite A,B,C and these are second-generation citing papers. Consider papers A and e whereas i is cited by A and A is
cited by e. The author of e finds i in the reference list of A and cites it with some probability P . The author of h
8cites the source paper i with higher probability since he may pick it up from two preselected papers B and C rather
than from one.
FIG. 7. A fragment of citation network showing two generations of papers citing the source paper i. The papers A,B,C cite
i and do not cite any other paper citing i. These are direct citations and they belong to the first generation of citing papers.
The papers d-h cite first-generation citing papers and they are the second-generation citing papers. The papers e,h cite i and
one of its citing papers. These are indirect references and they belong to both generations of citing papers. The solid and
dashed lines link the source paper with its direct and indirect citing papers. Each indirect citation closes a triangle in which
the source paper i is a vertex. The paper h cites two first-generation citing papers B and C while e cites only one such paper
A, therefore h will cite the source paper i with higher probability than e.
To quantify this scenario we assume that ki, the annual number of citations garnered by a source paper i, is a
discrete random variable following a time-inhomogeneous Poisson process [52] with the probability distribution
Poiss(ki) =
(λi)
ki
ki!
e−λi (15)
where Poissonian rate λi is derived from our model.
The model considers all ki(τ) first-generation citing papers published in year t0+τ and the trail of second-generation
citing papers published in a later year t0+t. We denote byN
II
i (t0+τ, t0+t) andM
II
i (t0+τ, t0+t), correspondingly, the
average number of the second-generation citing papers and citations per one first-generation citing paper published
in year t0 + τ . While the numbers of the first-generation citations and citing papers are equal, the number of
the second-generation citing papers differs from that of citations since one second-generation citing paper can cite
several first-generation citing papers. For example, Fig. 7 shows that the paper i has 5 second-generation citing
papers d,e,f,g,h and 8 second-generation citations (black links). To characterize this multiplicity we introduce a new
parameter si =
MII
i
NII
i
which quantifies the average number of paths connecting a second-generation citing paper to its
parent paper.
Each second-generation citing paper can cite the source paper i (indirectly) with probability P (t−τ, si, R0(t0+t−τ)).
The corresponding latent citation rate is
λi(t0, t0 + t) = λ
dir
i (t0, t0 + t) +
t∑
τ=1
N IIi (t0 + τ, t0 + t)P (t− τ, si, R0(t0 + t− τ))ki(t0, t0 + τ) (16)
As expected, there is a close correspondence between Eq. 16 and Eq. 13. Basing on our measurements of the reference
age composition and using Eq. 11 we find that
P (t− τ, si, R0(t0 + t− τ)) = P0e
−(γ−β)(t−τ) (17)
where P0 =
T0(si)
R0(t0)
. Our goal is to quantify Eqs. 16,17 through dedicated measurements and to find λdiri , N
II
i ,P0.
V. MEASUREMENTS OF CITATION DYNAMICS OF INDIVIDUAL PAPERS
Citation trajectories of individual papers are by no means similar and this is reflected in a very broad citation
distribution (Fig. 6). To make meaningful measurements and to minimize scatter we chose to operate with groups of
9similar papers. Our measurements were designed basing on the following assumption: the papers that belong to the
same field, were published in the same year, and garnered the same number of citations in the long-time limit - have
more or less similar citation dynamics.
A. Second-generation citations and citing papers
We considered 108 Physics papers published in the Physical Review B in 1984 and arranged them into several
groups, each of which consisting of papers that garnered approximately the same number of citations K by the end
of 2013 i.e., 30 years after publication. For every parent paper i we counted second-generation citations and citing
papers that were published by the end of 2013, divided these counts by Ki, and found M
II
i and N
II
i . Then we
calculated M II =M IIi and N
II = N IIi , the average over each group of papers with the same K. Figure 8 shows that
N II is nearly independent of, while M II slowly increases with K. In the language of network science M II = knn, the
average nearest-neighbor connectivity. Increasing M II(K) dependence implies that highly-cited parent papers have
highly-cited descendants, i.e. citation network is assortative, as it was already observed by Ref. [2] for the network of
PR to PR citations. (It should be noted that we excluded overviews that are hubs of citation network and strongly
affect degree assortativity).
It is important to note thatM IIi and N
II
i for the same paper are correlated and large N
II
i usually means largeM
II
i .
Indeed, while there is a large scatter in M IIi and N
II
i numbers within each group, Fig. 8b shows that the scatter of
their ratio si =
MII
i
NII
i
is much smaller. We introduce s(K) = si, the mean s over the group of papers with the same K.
Figure 8b shows that s grows logarithmically with K from s ∼ 1 for low-cited papers to s = 1.5− 1.7 for highly-cited
papers. In other words, the low-cited source papers are connected to their second-generation descendant mostly by
single paths, while the highly-cited source papers are connected to each of their second-generation descendants by
multiple paths. The difference between the neighborhoods of the low-cited and highly-cited papers may arise from the
saturation effect: the descendants of low-cited papers constitute only a small fraction of all papers in their research
field, while the descendants of highly-cited papers constitute a considerable fraction of it. (SM-E).
FIG. 8. Second-generation citations and citing papers for 108 Physical Review B papers published in 1984. The filled and open
circles show average MII = MIIi and N
II = NIIi for the groups of papers with the same Ki, the total number of citations
garnered by the parent paper by the end of 2013 i.e., 30 years after publication. MII = knn increases with K, indicating that
citation network of Physics papers is assortative while NII is nearly independent of K. The dashed lines are the guides to the
eye. The right panel shows s =<
MII
i
NII
i
> where the average is over the group of papers with the same K. s quantifies the
average number of paths connecting a second-generation citing paper to its parent paper and it increases logarithmically with
K. The line is the guide to the eye.
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TABLE I. Second-generation citing papers: multiplets and their contribution to indirect citations
Multiplet fj , fraction among second- pij , probability pijfj , contribution
generation citations of indirect citation to indirect citations
singlet (j=1) 88% 0.054 56%
doublet (j=2) 9% 0.28 30%
triplet (j=3) 2% 0.57 13%
B. Probability of indirect citation
Our next goal is to find out how the probability of indirect citation depends on s, the number of paths connecting
the second-generation citing paper to the source paper. To this end we chose three representative Physical Review B
papers that were published in 1984 and gained 100 citations by the end of 2013. We studied two generations of their
citing papers while limiting ourselves only to descendants of the direct citations and disregarding indirect citations
bringing another indirect citation. For each parent paper we pinpointed direct citations (first generation) and the
papers that cite them (second generation). We built two-generation citation map, and identified the network motifs
consisting of j-multiplets such as singlet (j = 1), doublet (j = 2), triplet (j = 3) etc. (Fig. 9). The number of
direct citations of the parent paper is Kdir, the number of the second-generation citing papers is K
II = N IIKdir,
and the number of the latter associated with j-multiplets is fjK
II , in such a way that
∑
j fj = 1. Among the
second-generation citing papers associated with j-multiplets we counted all those that cite the parent paper. These
are indirect citations. The number of the latter is pijfjK
II where pij is the probability of indirect citation of the
parent paper by a second-generation paper which is already connected to it by j paths. (Since pij are counted for
different multiplets,
∑
j pij 6= 1).
FIG. 9. Network motifs. The circles show papers, continuous lines show direct citations, dashed lines show indirect citations.
i- parent paper, A,B,C - first-generation citing papers, e, g, h- second generation citing papers. Table I indicates that the
probability of papers e, g, h to cite the parent paper i (indirectly) increases nonlinearly with the multiplicity j.
Table I lists fj and pij . As expected, fj decreases and pij increases with j. The growth of pij with j is nonlinear
and this is nontrivial. Indeed, if each second-generation citation were having the same probability of inducing indirect
citation of the parent paper, the latter should increase linearly with the number of paths connecting the citing paper
to its ancestor, namely, pij ∝ j. Table I indicates that pij rather follows quadratic dependence, pij ∝ j
2, suggestive
of multipath interference. This also means that the contribution of higher multiplets (doublets, triplets, etc.) to
the total number of indirect citations is disproportionately high. Indeed, Table I shows that while higher multiplets
constitute only 12% of the second-generation citations, they contribute 44% of indirect citations.
The number of higher-order multiplets is closely related to the parameter s (Fig. 8). Indeed, s =
∑
j jfj where
j is the multiplicity and fj is the fraction of j-multiplets. If we limit ourselves only to singlets and doublets,
then f1 + f2 = 1 and s = 1 + f2. We consider now the probability of indirect citation P0 (Eq. 17). Obviously,
P0 ∝
∑
j pijfj = pi1f1 + pi2f2. Table I shows that pi2 ≈ 4pi1, hence
P0 ∝ pi1[1 + 3(s− 1)], (18)
while in the absence of multipath interference we would have P0 ∝ pi1s.
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C. Dynamics of direct and indirect citations
We focused on one research field- Physics, one research journal- Physical Review B (SM-B), and one publication
year - 1984. We performed our analysis manually and selected small but representative groups of original research
papers that garnered the same number of citations K by the year 2013 (14 papers with 10 citations, 10 papers with
20 citations, 10 papers with 30 citations, and 3 papers with 100 citations, the mix of theoretical and experimental
papers). We measured citation dynamics of these 37 papers using the Thomson-Reuters Web of Science database. For
each parent paper we considered the first- and the second-generation citing papers (overviews excluded, self-citations
included) and identified direct citations as those appearing only in the first generation and indirect citations as those
appearing in both generations of citations (Fig. 7).
FIG. 10. Indirect citations of the Physical Review B papers published in 1984. Each set of points represents cumulative
citations averaged over the groups of papers that garnered the same number of citations K by the end of 2013 (K =10, 20,
30, and 100). Continuous lines are fits to the second addend in Eq. 16 with P0(K) as a fitting parameter for each group and
NIIi (t− τ ) from Fig. 5.
Indirect citations. Figure 10 shows time dependence of the cumulative number of indirect citations for four groups
of papers. These are well accounted for by Eq. 16 with necessary ramifications. Namely, we replaced there N IIi (t0 +
τ, t0+ t) by M(t− τ)/s where M(t− τ) dependence was taken from Fig. 5 and s = 1.2 is the average over all Physics
papers published in 1984. We assumed that the probability of indirect citation is given by Eq. 17 where only the
factor P0(si) depends on paper’s individuality. We substituted into Eq. 17 γ = 1.2 yr
−1 and β = 0.02yr−1 as found
in our study of references (Fig. 2), and considered P0 as the fitting parameter for each group. Figure 10 demonstrates
that this approach reproduces time dependence of indirect citations fairly well.
Figure 11 shows the empirically-found P0(K) dependence. Since our model suggests that P0 depends only on s and
its dependence on K stems from the s(K) dependence, we plot on Fig. 11 the expression captured by Eq. 36 with
s-values taken from Fig. 8b. After proper scaling of the vertical axes the both sets of data overlap, as expected from
the model. These considerations yield empirical dependence P0(s) = 0.44(1 + 3(s− 1)). Since s depends on K, this
is equivalent to
P0(K) = 0.34(1 + 0.82 logK) (19)
Two factors contribute to this P0(K)-dependence: assortativity of the citation network (increasing s(K)- dependence)
and interference between transitive triples (Table I).
Direct citations. Figure 12 shows time dependence of Kdir(t), the number of the cumulative direct citations for
the groups of papers shown in Fig. 10. These dependences collapse onto a single curve and can be represented as
Kdir(t) = η(K)
∑t
τ=1m(τ), in such a way that
kdir(t) = η(K)m(t) (20)
where η(K) is a characteristic number for each group which we name fitness, and m(t) is the same function for all
groups. Since Kdir does not come to saturation even after 30 years, in order to uniquely define m(t) we adopted
constraint:
∑t=30
τ=1 m(τ) = 1. Under this constraint η is the number of direct citations after 30 years.
The averaging of Eq. 16 over all papers shall give Eq. 13. In view of Eq. 14 this yields ηim(t) = rdir(t)R0(t0)e
(α+β)t.
Figure 12c shows that m(t) agrees well with this expression.
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FIG. 11. P0, the probability of indirect citation of the source paper by a second-generation citing paper versus K, the number
of citations garnered by the source paper after 30 years. We also plot 1 + 3(s − 1) where the values of s were taken from Fig.
8. The straight line shows logarithmic dependence given by Eq. 19.
FIG. 12. (a) Direct citations of the Physical Review B papers shown in Fig. 10. Continuous lines show η(K)
∑t
τ=1
m(τ )
dependences where m(t) is the same function for all groups and η(K), the fitness, is the fitting parameter. (b) Scaled data of
the Fig. 12a. Continuous black line shows
∑t
τ=1
m(τ ) dependence which was obtained by averaging and smoothing the scaled
data. The inset shows η(K). (c) Filled circles show m(t) found by differentiation of the continuous black curve in (b). Open
squares show prediction of Eq. 14 with rdir(t) from Fig. 3(b) and α+ β = 0.046 yr
−1.
VI. STOCHASTIC MODEL OF CITATION DYNAMICS AND COMPARISON TO MEASUREMENTS
We introduce Eqs. 19, 20 into Eq. 16. The kernel becomes now P0(K)F (t − τ) where P0(K) absorbs all K-
dependent factors and F (t − τ) = N II(t − τ)e−(γ−β)(t−τ) absorbs all time-dependent factors (note, that as Fig. 8
shows, N II is almost independent of K). Finally, we make a crucial assumption that K in Eq. 19 is the current
number of citations of the parent paper, namely K = K(t). Thus we obtain our key result- a nonlinear stochastic
dynamic equation for the latent citation rate of a paper i
λi(t) = ηimdir(t) +
t∑
τ=1
P0(Ki)F (t− τ)ki(τ). (21)
Here, mdir(t) is the time-dependent direct citation rate, P0(Ki) is the probability of indirect citation of a source
paper by a second-generation citing paper, F (t) is the average number of the second-generation citing papers per one
first-generation citing paper, ki is the time-dependent annual citation rate, Ki is the cumulative number of citations
at time t, and ηi is an empirical number characterizing each paper (fitness). The probability distribution of additional
citations is given by the Poisson distribution, Poiss(ki) =
(λi)
ki
(ki)!
e−λi . Equation 21 relates λi(t), the latent citation
rate of the paper i at time t, to fitness ηi, recent citation rate ki, and the number of cumulative citations Ki. It
depends on Ki(t) and ki(t) at all previous times, hence it describes a non-Markovian process with memory.[53]
The functions mdir(t), P0(K), and F (t) are the same for all papers published in one year in one field and they are
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taken from measurements. In particular, mdir(t) is taken from Fig. 12c, P0(K) is taken from Eq. 19. F (t), as found
in our measurements for Physics papers published in 1984, is F (t = 1) = 0.089, F (2) = 0.138, F (3) = 0.046, F (4) =
0.012, F (5) = 0.0035... Initially, F grows with time as the paper receives more recognition (there is approximately one
year delay between the publication of the paper and its first citation) and then decays exponentially. This obsolescence
is strong, hence the memory of the citation process is restricted to a few years.
Equation 21 describes a self-exciting Hawkes process. Similar equations appear in the renewal theory, in the context
of Bellman-Harris branching (cascade) processes [54], in population dynamics (the age-dependent birth-death process
with immigration [55]), dynamics of viewing behaviour of YouTube users,[56] social networking sites (resharing),[57]
and viral information spreading.[58] The novel feature is a nonlinear kernel P0(K).
While early models of complex networks growth were validated by comparing measured and simulated aggregate
characteristics, such as degree distribution, Eq. 21 is the next-generation model which is much more detailed and the
comparison to real data is more demanding. To the best of our knowledge, the methodology of comparing stochastic
model/simulation to stochastic data is not well-established. Following Ref. [59] we believe that the proper validation of
a stochastic model shall include multidimensional analysis. In what follows we verify our model in several dimensions:
• Cumulative citation distribution
• Citation trajectories of individual papers
• Stochastic component of the citation dynamics
• Autocorrelation of citation trajectories
• The number of uncited papers
Namely, we measured the above aspects of citation dynamics of a large ensemble of papers and compared them
to model prediction. The results are shown in the supplementary material (SM-C) and we demonstrate here only
citation distributions. Figure 13 shows cumulative citation distributions for 40,195 papers published in 83 leading
Physics journals in 1984 (overviews excluded, self-citations included) measured using Thomson-Reuters Web of Science
database. Our goal is to simulate these distributions using Eq. 21. To this end we need to know ηi- the number of direct
FIG. 13. Annual cumulative citation distributions for 40,195 Physics papers published in 1984. Red symbols show measured
data, blue symbols show results of stochastic simulation based on the Poisson process with the rate given by Eq. 21 and initial
conditions set by ηi. The inset shows lognormal ηi- distribution with µ = 1.62 and σ = 1.1.
citations in the long-time limit. We sidestepped the difficulty of measuring ηi for each paper and assumed lognormal
distribution, 1√
2piσηi
exp−
(
(ln ηi−µ)2
2σ2
)
, where µ and σ are the fitting parameters. We run dynamic simulation for
40,195 papers using Eq. 21 with γ − β = 1.2 yr−1, as found in our measurements of indirect references and citations;
mdir(t) from the Fig. 12c; F (t) from our measurements of the mean citation dynamics (Fig. 5) and Sec. VI, and
P0(K) from Eq. 19. Figure 13 shows excellent agreement between the measured and simulated citation distributions.
In fact, we were able to achieve almost the same agreement by using a simplified numerical scheme in which Eq.
14
21 is considered as an autoregressive model. We looked for the minimal model that can faithfully represent our
measurements and found that the first-order model is inadequate while the second-order autoregressive model
λi(t) = ηimdir(t) + [1 + 0.82 logKi(t)][0.09ki(t) + 0.19ki(t− 1)] (22)
is quite satisfactory. Here t = 1 corresponds to the publication year.
The best fitting parameters for the fitness distribution are µ = 1.62 and σ = 1.1. The test for their validity comes
from inspection of citations garnered during 1-3 years after publication. These citations are mostly direct, hence a
fair correspondence between the measured and simulated earliest citation distributions validates our ηi- distribution.
At the next step we compared the measured and simulated citation trajectories of the Physics papers that were
published in 1984. For moderately-cited papers (Fig. 14a) the measured and simulated trajectories look similar-
they are jerky and the fluctuations are of the same size, the spread in trajectories is also the same. For highly-cited
papers (Fig. 15b) both sets of trajectories are smooth, but the spread of the measured trajectories exceeds that of
the simulated ones.
FIG. 14. Citation dynamics of the Physics papers that were published in 1984 and accrued 99 citations in subsequent 25 years.
Stochastic numerical simulation based on our model correctly predicts the shape of citation trajectories.
FIG. 15. Citation dynamics of the Physics papers that were published in 1984 and accrued 600-750 citations in subsequent 25
years. The spread of measured trajectories exceeds the spread of simulated trajectories. The blue arrow indicates a sleeping
beauty- the paper with delayed recognition. Our model does not predict sleeping beauties.
In summary, we found that Eq. 21 with lognormal fitness distribution reproduces citation dynamics of a large
ensemble of Physics papers fairly well. This includes aggregate characteristics (citation distributions) and microscopic
dynamics (the number of uncited papers, the mean and the fluctuating parts of citation trajectories of individual
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papers, citation lifetime, etc.- see SM-C). While our model correctly reproduces citation trajectories of the low- and
moderately-cited papers, it underestimates the variability of citation trajectories of the highly-cited papers.
VII. CONTINUOUS APPROXIMATION OF THE MODEL
To better understand Eq. 21 we analyze its continuous approximation, namely, we disregard stochasticity and
replace the latent citation rate λi by the actual citation rate, ki, which we consider as a continuous variable. The time
is also continuous, hence we replace the sum by the integral. For a moment we forget that P0(K) is time-dependent
(through K(t)) and replace the kernel P0(K)F (t − τ) by the exponent qe
−γ(t−τ) where all time dependences are
absorbed in γ and all prefactors are absorbed in q. (We use this approximation here with purely pedagogical purposes,
it can not be used for quantitative estimates since it does not account for the time delay between the publication of
the parent paper and its citations.) The continuous approximation of Eq. 21 is thus
ki(t) = ηimdir(t) + qi
∫ t
0
kie
−γ(t−τ)dτ. (23)
where q = 1.09P0(K), P0(K) is given by Eq. 19, and Ki(t) =
∫ t
0
ki(τ)dτ . Dynamic behavior described by Eq. 23 re-
sults from the interplay between the positive feedback captured by the factor q(Ki) and the obsolescence characterized
by γ.
For small γ Eq. 23 reduces to the models of Refs. [13, 29, 35, 36]
ki(t) ≈ pi(t) + qKi(t) (24)
where p(t) = ηim(t). Equation 24 is nothing else but the Bass equation for diffusion of innovations in infinite
market.[33] Citations correspond to adopters, direct citations correspond to innovators, and indirect citations corre-
spond to imitators. The connection to the Bass model is not occasional since each paper is a new product whose
penetration to the market of ideas is gauged by the number of citations. The novelty here is the nonlinear q(K)
dependence which is not unexpected: the nonlinear coefficient of imitation q(K) indicates increased probability of
adoption of a new product if several neighbors in the network already adopted it, some kind of social reinforcement.[60]
For large γ, the main contribution to the integral in Eq. 23 comes from recent citations garnered between t and
t − 1/γ. We approximate k(τ) by k(t) − (t − τ)dk
dτ
|t, perform integration in this short time window, and after some
algebra arrive at
ki(t) ≈ ηim(t) +
qi
γ
ki(t− 1/γ) (25)
Equation 25 is the first-order autoregressive model of citation dynamics where time delay is 1/γ and q/γ is the first-
order autoregressive parameter.[52] In distinction to Eq. 24 that attributes equal weight to all past citations, Eq. 25
puts more weight to recent citations, and it describes citation dynamics of scientific publications more realistically
than Eq. 24. Similar models were suggested by Refs. [50, 61]. Ref. [62] showed that dynamics of Facebook installation
decisions is also biased toward recent rather than cumulative popularity.
We come back to Eq. 23. Although its analytical solution is unknown, we can gain some intuition if we consider
q = const (this is justified since q increases very slowly with K). We introduce a new variable yi =
∫ t
0 kie
γτdτ ,
substitute it into Eq. 23, and obtain
dy
dt
= ηmdir(t)e
γt + qy. (26)
where index i has been dropped for the ease of readability. Equation 26 is easily integrated and its solution is
y = ηeqt
∫ t
0 mdir(τ)e
(γ−q)τdτ . We recall that k = dy
dt
e−γt and obtain
k(t) = η
[
mdir(t) + q
∫ t
0
mdir(τ)e
−(γ−q)(t−τ )dτ
]
. (27)
The total number of citations is
K(t) = η
[∫ t
0
mdir(τ)dτ + q
∫ t
0
dτ
∫ τ
0
mdir(τ
′)e−(γ−q)(τ−τ
′
)dτ ′
]
. (28)
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Equation 28 indicates that each direct citation, captured by the term ηmdir(t), induces a cascade of indirect citations
that decays if γ > q and propagates if γ < q. The former case corresponds to ordinary papers, the latter case
corresponds to runaways. At the beginning of the paper’s citation career, K is small and q/γ ∼ 0.3 < 1. Since
γ = 1.2 yr−1 and mdir(τ) decays with τ slower than exponentially, we perform inner integration in Eq. 28 assuming
mdir(τ
′) = mdir(τ) and arrive at
K(t) ≈
ηγ
γ − q
∫ t
0
mdir(τ)dτ (29)
Since q ∝ P0(K) and slowly grows with K (Eq. 19), we rearrange Eq. 29 to gather all K-dependent terms together,
K
(
1−
q(K)
γ
)
≈ η
∫ t
0
mdir(τ)dτ (30)
The left-hand side of Eq. 30 depends nonmonotonously on K and achieves a maximum at certain Kcrit. We introduce
ηcrit = Kcrit
(
1− q(Kcrit)
γ
)
and consider Eq. 30 in several limiting cases. It should be noted that since we limit
ourselves by the 30-year span after paper publication, then
∫ t>30
0 mdir(τ)dτ ≈ 1 by definition (Figure 12b shows
that although this integral that does not come to saturation in 30 years its increase with time after t=30 yr is very
slow). In this case Eq. 30 has stationary solution only for the papers with η < ηcrit. Then K(t) → K∞, indicating
that citation career of such papers eventually saturates. On the contrary, the number of citations of the papers with
η > ηcrit diverges,K(t)→∞. Citation career of these runaways prolongs indefinitely. In what follows we estimate the
FIG. 16. Paper longevity (citation lifetime) τ0 versus K, the number of citations after 25 years. The measurements for 40,195
Physics papers published in 1984. τ0 grows with increasing K and diverges at K ∼ 700 in such a way that highly-cited papers
become runaways. The solid line shows crude approximation suggested by Eq. 31 where γ = 1.2 yr−1,mdir(t = 0) = 0.23 yr
−1,
and q = 0.38(1 + 0.82 logK). The inset shows the obsolescence rate, Γ = τ−1
0
. To reduce fluctuations we binned the data.
time scale τ0 associated with paper’s longevity (citation lifetime). If citation dynamics of a paper were exponential,
then K(t) = K∞(1 − e
− t
τ0 ) where K∞ is the number of paper’s citations in the long-time limit. We rearrange this
expression to exclude K∞ and find K(t) = τ0(1− e
− t
τ0 )dK
dt
|t=0. In the long-time limit when e
− t
τ0 << 1 we can write
τ0 ≈
K(t)
dK
dt
|t=0 . We substitute this expression into Eq. 30 and find
τ0 ≈
γ − q(K = 0)
γ − q(K)
1
mdir|t=0
(31)
Equation 31 implies that τ0 increases with K and diverges for seminal papers for which q(K) ∼ γ indicating that
citation lifetime is longer for highly-cited papers. This complements the famous parable ”rich get richer” with the
statement ”rich live longer”. Figure 16 shows that citation lifetime τ0 for 40,195 Physics papers published in 1984
agree fairly well with Eq. 31. The papers with diverging τ0 are runaways [63] or supercritical papers.[9] Similar
runaways were detected in the distribution of the Web page popularity.[11]
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VIII. DISCUSSION
A. Comparison to previous studies
Our results shall be compared to the Simkin-Roychowdhury mathematical theory of citing [50] which is based on
the copying algorithm of Krapivsky-Redner.[22] Ref. [50] considered a following scenario: when a scientist writes a
manuscript, he picks several recent papers published in the preceding year, cites them, and also copies some of their
references with equal probability. This is the first-generation qualitative model - it provides clever insight, the basic
scenario, but it can’t be used for qualitative estimates. Our model is based on a much more detailed scenario: when a
scientist writes a manuscript, he picks several papers with the probability depending on their publication year, cites
them, and copies some of their references with the probability depending on the publication year of the parent paper
and on the local structure of citation network associated with the copied paper. All probabilities were measured.
Thus, our well-calibrated model builds on Ref. [50] but belongs to next generation of models, those that can be used
for quantitative estimates.
B. Nonlinearity and ”power-law” degree distributions
Citations of scientific papers were one of the first examples of the power-law (fat-tailed) distribution.[4] The prevail-
ing notion is that all papers are created equal and the power-law distribution of their citations is created dynamically.
Our results tell different story: the fat-tail citation distribution is mostly inherited. Indeed, Fig. 13 shows that
citation distribution at small t mimics fitness distribution which is already a fat-tailed distribution. As time goes on,
citation distribution shifts towards higher K. Since the kernel in Eq. 21 is nonlinear and increases with K, the tail
of the distribution shifts faster than its body. If initial citation distribution was concave in the log-log coordinates it
straightens with time and becomes similar to the power-law distribution. When the time goes on further, the slope
of the distribution gradually decreases as it is clearly seen in Fig. 13.
This observation beats the intuition assuming that the power-law degree distribution is an evidence of the scale-free
network. We show here that at least for citations, the power-law distribution is not the ultimate but a transient
distribution. There is a hidden scale that is defined by Eq. 19 and by the relation P0(K) ∼ γ. This scale marks the
onset of the runaway behaviour which is demonstrated in Figs. 15,16.
C. Preferential attachment
When we started this research we believed that citation network grows following Eqs. 32-4. Hence, we based our
model on recursive search which is a specific implementation of the preferential attachment rule captured by Eqs.
32-4. Our measurements yielded Eq. 21 which is very different and follows more the line of thought of Refs. [50, 64]
who focussed entirely on fitness. Does this invalidate the common understanding of the preferential attachment rule as
an algorithm according to which a new node performs global search in the whole network to find the most connected
nodes? Not necessarily. We demonstrate that preferential attachment exists but it is more subtle than commonly
believed.
Our measurements and modeling suggest the following mechanism of network growth. A new node in the network
attaches to several older target nodes that become its nearest neighbors. Then the new node explores its next-nearest
neighbors and preferentially connects to those that are connected not to one nearest-neighbor but to several nearest-
neighbors. The latter are obviously the most connected nodes in the vicinity of a target node (cf. acquaintance
immunization [65]). Taken together with the assortativity of citation network, this results in nonlinear attachment
probability. Although this algorithm is based on local search, it is one step towards the global search, since it analyzes
not only the nearest, but the next-nearest neighbors as well. Hence, the preferential attachment mechanism pops out
explicitly in our model but in different guise- it is captured by the kernel P0(K) in Eq. 21.
D. Prediction of citation career
The models of citation dynamics find application in predicting future citation trajectories of papers [10, 66, 67] and
citation career of the authors.[68–70] Our calibrated model can be used for probabilistic prediction of the number
of citations the regular paper can garner in the future. Our formalism can be also used to pinpoint sleeping beau-
ties/shooting stars at the earliest stage of their citation career. This task is usually solved by applying some model
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that extrapolates citation dynamics of papers basing on their citation history and then focusses on those papers that
deviate from model prediction.[59, 71, 72] Our model is well-suited for this purpose since it predicts not only the mean
citation dynamics but the probability of its deviation from the mean. We leave for further studies application of our
model for forecasting citation behaviour of scientific papers.
What are the limitations of our model? One particularly strong assumption is the constancy of fitness along the
whole citation career of the paper. Ref. [11] in their description of the Web-pages popularity also used this assumption
and justified it by measurements. While the assumption of constant fitness is reasonable for majority of scientific
papers, and is validated by our measurements, there are sleeping beauties (Fig. 15a) that can be dormant for a long-
time and then achieve a burst of popularity. Although these papers are rare, they are often associated with scientific
breakthroughs, and their importance is incomparable to their abundance. Refs. [44, 73] analyzed such papers and
found that their peculiar citation trajectory has content-based explanation.[67] Is it possible that such citation bursts
can appear by chance? Although our model describes a Hawkes process where small deviations from the mean-field
behavior can be amplified during prolonged time period producing bursts,[74] we do not believe that our model can
generate strong bursts of citations. The reason is exponentially strong obsolescence (Eq. 17) that prevents continuous
amplification of small fluctuations. We believe that our model describes a regular science in the sense of T. Kuhn
[75] and does not capture exceptional papers associated with serendipitous discoveries, the bursts of scientific activity,
emergence of new and disappearance of old fields - everything that makes the science fun.
E. Extension to other fields
How general is our model? While it was calibrated using Physics papers published in 1984, we performed similar
measurements for Mathematics and Economics papers also published in 1984 and found very similar citation dynamics,
including nonlinear kernel and runaways. Hence we have a good reason to believe that our model describes these
fields as well albeit with different parameters.
• We found lognormal fitness distributions for Physics, Mathematics, and Economics papers with the same σ = 1.1
and different µ.
• Indirect citations. Nonlinear kernel P0(K) with logarithmic dependence on the number of citations has been
found for all three fields.
• Although we didn’t measure mdir(t) for Mathematics and Economics we do not expect that it is the same for
all research fields. While r(t) and rdir(t) seem to be very similar for different fields, the growth rates of the
number of publications and the reference list length strongly differ.
We consider now a more general question- whether our network growth model based on recursive search with a
nonlinear kernel can describe other phenomena besides citation dynamics of scientific papers. Indeed, the recursive
search mechanism was invoked to account for spreading of ideas, rumors, diseases, and viral marketing [30, 32, 76–
78]. Generally, these processes are modeled using linear dynamic equations assuming pairwise interactions between
the neighbors in the network. The studies of Centola [60, 79] of the spreading in social networks revealed complex
propagation with social reinforcement where simultaneous exposure to several active neighbors in the network is
important. Such synergistic effects in propagation on networks were also considered theoretically [80, 81] and found
experimentally in epidemiology,[82] where susceptibility of a person to infection may depend on the number of infected
neighbors. Our studies suggest that such multiple-node interactions result in nonlinear dynamic equation of complex
propagation in networks. Indeed, Ref. [58] found nonlinearity in the dynamics of viral marketing, in particular, it
observed the linear relation between transmittivity and fan-out coefficient which is very similar to our observation (Fig.
11) of the linear relation between the number of second-generation citations and the probability of indirect citation.
Refs. [83–85] found nonlinearity in citation dynamics of US patents, Ref. [86] found nonlinearity in their studies of
the Internet connectivity and growth. Our finding that even weak dynamic nonlinearity can lead to runaways can be
important for other social networks where spreading processes with social reinforcement occur.
IX. SUMMARY
We report a nonlinear stochastic model of citation dynamics of scientific papers. The model is fully calibrated
by measurements of citations dynamics and statistics of references. The model assumes that the author of a new
scientific paper finds relevant papers from the media or journals and cites them. Then he studies the reference lists of
these preselected papers, picks up relevant papers, cites them as well, and continues this process recursively. If some
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paper is cited by several preselected papers, the author chooses it with higher probability than that cited by only one
preselected paper. This local rule enables the author to sample the global connectivity of the network.
This recursive search rule results in dynamic nonlinearity. The nonlinearity is the reason why the ideas advocated
in highly-cited papers undergo viral propagation in scientific community, while the low-cited papers affect only a small
part of it. Such dynamic nonlinearity can play important role in viral propagation in social media.
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X. SUPPLEMENTARY MATERIAL
A. Number of publications
To find how the number of publications depends on time we used Thomson-Reuters Web of Science and measured
N0(t0), the total number of Physics papers published annually during the period 1980-2013. Figure 17 shows expo-
nential growth eαt0 with α = 0.046 (2% annual growth) consistent with previous estimates of the growth of Physics
publications in the period 1980-2010 [28, 87].
FIG. 17. Time dependence of the number of Physics papers published in 1980-1989 (full red circles). The red continuous line
shows exponential approximation N0 ∝ e
αt where α = 0.046. Open circles show time dependence of the average length of the
reference list of a Physical Review paper. The blue continuous line shows exponential approximation R0 ∝ e
βt where β = 0.02.
To find how the number of references depends on time we used Scopus database and measured R0(t0), the average
length of the reference list of the Physical Review B papers published in 1996-2013. Figure 17 shows a very weak
dependence that agrees well with the measurements of Ref. [22, 28] for the Physical Review papers. Ref. [22] claimed
logarithmic time dependence while Ref. [88] claimed that there is a very slow growth of the reference list length
before 2000 and subsequent acceleration following the advent of open access and electronic format journals that have
no page limit.
B. Citation distribution of the Physical Review B papers represents the whole Physics field
We performed many measurements using the papers published in the Physical Review B. To what extent these
measurements are generic, namely, do citation patterns of the PRB papers represent Physics? Figure 18 compares
cumulative citation distributions of the PRB papers and of all Physics papers published in 1980-1989. Although PRB
papers garner ∼ 40 % more citations than an average Physics paper, citation distributions for the PRB papers and
the whole Physics are very similar.
Dynamics of direct and indirect citations for the PRB papers is also generic. Figure 19 shows citation dynamics of
one of such papers. The direct citations shoot up soon after publication and then their growth slows down (surprisingly,
it does not come to saturation even after 28 years), while indirect citations appear after 1-2 year delay.
C. Verification of the stochastic model of citation dynamics
The agreement between the measured and simulated citation distributions is not enough to prove our model. Indeed,
while early models of complex networks growth were validated by comparing measured and simulated aggregate
characteristics, such as degree distribution, our model belongs to next-generation, it is much more detailed and the
comparison to real data is more demanding. To the best of our knowledge, the methodology of comparing stochastic
model/simulation to stochastic data is not well-established. Following Ref. [59] we believe that the proper validation
of a stochastic model shall include multidimensional analysis where several predictions of the model are compared to
measurements. In the paper we demonstrate that our model predicts the cumulative citation distribution fairly well.
In what follows we verify our model in several other dimensions.
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FIG. 18. Cumulative citation distribution for 418,438 Physics papers published in 1980-1989. Citations were counted in July
2008. Blue points show corresponding distribution only for Physical Review B papers published in 1984. Both distributions
are very similar and differ only in scale.
FIG. 19. Cumulative number of citations of a representative Physics paper, F. Himpsel et al., Phys. Rev. B 30, 2257 (1984).
The direct citations shoot up immediately after publication of the parent paper and then their rate slowly decays. The indirect
citations shoot up with 1-2 year delay, their rate achieves maximum in another couple of years and then decays.
Stochastic component of the citation dynamics. Microscopic citation dynamics is usually considered in relation to
the preferential attachment mechanism captured by the following equation
λi(t) ∝ (Ki(t) +K0)
δ (32)
where Ki is the number of citations of the target paper i, K0 is the initial attractivity,, and δ is the growth exponent.
Therefore, we measured citation dynamics of papers using the set of dependent and independent variables suggested
Eq. 32. In particular, for each t we sorted the papers into bins containing the papers with the same K(t), the number
of citations garnered by the time t. For each bin we considered distribution of additional citations k garnered in
year t + 1 and calculated the mean and the variance of this distribution. This was done both for measured and for
simulated data.
Figure 20a shows that the mean number of additional citations for the measured and simulated data are very close:
both follow Eq. 32 with δ ∼ 1.25 and K0 = 1. Figure 20b plots the variance versus mean for these distributions.
The rationale for such plot is the fact that for the Poisson distribution, the variance-to-mean ratio (Fano number) is
F = 1, while for many other distributions F > 1. Hence, any deviation from the Poisson distribution can be easily
noticed.
For small ki(t) the measured and simulated data are much more the same and both are close to F = 1 line.
This demonstrates a good agreement between the measurement and the model. It also means that the stochastic
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FIG. 20. (a) Mean number of additional citations ki(t), in dependence of the number of previous citations K(t), where t is the
time after publication. The straight lines show fit to Eq. 32 with K0 = 1. (b) Variance of the additional citation distribution,
σ2(t) =
(
ki(t)− ki(t)
)
versus mean, ki(t). Full circles show measured values, open circles show results of numerical simulation,
straight lines indicate constant variance-to-mean ratio (Fano number) where F = 1 corresponds to the Poisson distribution.
The data are for 40,195 Physics papers published in 1984, t is the number of years after publication.
component of citation dynamics is Poissonian, namely random. For large ki(t) the measured data deviate upwards
from the F = 1 line. This means that the variability of citation dynamics arises more from the differences in the
citation history of the papers than from the chance. Although the simulated data for highly-cited papers also deviate
upwards from the F = 1 dependence, this deviation is smaller that that for measured data. Hence, our model captures
well the mean citation dynamics of all papers, correctly predicts the variability of citation dynamics of the low- and
moderately-cited papers and underestimates it for highly-cited papers.
Autocorrelation. Another point of comparison is the autocorrelation of additional citations acquired by a paper in
subsequent years. We characterize it by the Pearson autocorrelation coefficient, ct,t−1 and considered it for annual
citations measured for the sets of papers which have the same number of previous citations K(t). Specifically, we
determined the number of citations garnered by each paper in such set during two subsequent years, t and t− 1: ki(t)
and ki(t− 1), correspondingly. Then we calculated the Pearson autocorrelation coefficient
FIG. 21. The Pearson autocorrelation coefficient, ct,t−1, for additional citations ki(t), ki(t− 1). Each point corresponds to the
set of papers with the same number of previous citations K garnered during t years after publication. (a) Measurements. (b)
Numerical simulation. The simulation agrees with the measurements for t > 10 yr and underestimates ct,t−1 for t < 10 yr.
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ct,t−1 =
(
ki(t)− ki(t)
)(
ki(t− 1)− ki(t− 1)
)
σtσt−1
(33)
where, σt, σt−1 are, correspondingly, the standard deviations of the ki(t) and ki(t− 1) distributions and the averaging
is performed over all papers in the set.
Figure 21 shows our results. We do not know why ct,t−1(K) dependences for different years t collapse onto a single
curve. A more important fact is that ct,t−1 grows with K. This is a direct consequence of the nonlinear P˜0(K)
dependence (Eq. 19) and our model reproduces this growth fairly well for t > 10. For t > 10 there is discrepancy
between the measured and simulated ct,t−1(K) that can be lifted by assuming that γ in Eq. ?? depends on K. We
reserve this topic for future studies.
What is the meaning of ct,t−1? Low ct,t−1 indicates that the stochastic component of citation dynamics is random,
high ct,t−1 indicates that it is determined by previous history. Consequently, small ct,t−1 is associated with jerky, and
ct,t−1 ∼ 1 is associated with smooth citation trajectories. In the main body of the paper we compare the measured
and numerically simulated citation trajectories of the Physics papers that were published in 1984. For moderately-
cited papers the measured and simulated trajectories look similar- the fluctuations are of the same size and the
spread in trajectories is the same. Trajectories are jerky, consistent with low ct,t−1. For highly-cited papers both sets
are smooth, consistent with high ct,t−1, although the spread of the measured trajectories exceeds the spread of the
simulated ones.
Uncited papers. Figure 22 shows that our model correctly predicts the number of uncited papers. We found that
only a small fraction -7.5% of the Physics papers published in 1984- remained uncited after 25 years. The good
correspondence between the measured number of uncited papers and the model prediction indicates that uncited
papers are a natural outcome of the stochastic Poisson process,[89] they are not unread and contribute to scientific
progress being an integral part of scientific enterprise.[90]
FIG. 22. Time dependence of the fraction of Physics papers that remained uncited 25 years after publication. The data is for
the ensemble of 40, 195 Physics papers published in 1984. Note a good agreement between the measurements and simulations.
D. Our results in the context of network science
We consider our measurements of the direct and indirect citations in the context of network science. On the one
hand, the number of second-generation citations M II is nothing else but the average nearest-neighbor connectivity,
knn. Increasing M
II(K) dependence indicates assortativity of citation network. On another hand, the number of
indirect citations is directly related to the local clustering coefficient CK , which is the ratio of the number of transitive
triples to the total number of triples connected to a certain parent node. Indeed, consider a parent paper i that has
K citations. The number of all triples connected to it is N IIN I where N I = K is the average number of the first
generation citing papers (node degree) and N II is the average number of citing papers per one first-generation citing
paper. Among these N IIN I papers, there are some associated with indirect citation that make a part of j-multiplet
(Fig. 17). The number of the later is pijjfjN
IIN I , where fj is the fraction of j-multiplets among second-generation
citing papers, pij is the probability of indirect citation, and factor j in the sum appears because each indirect citation
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in the j-multiplet is associated with j triangles. The number of all triangles is K(K − 1)/2. Since K = N I , then
CK =
2N II
∑
j=1 jpijfj
K − 1
(34)
FIG. 23. Ck, local clustering coefficient, as yielded by Eq. 35.
If we limit ourselves only to singlets and doublets and neglect higher-order multiplets, then pi2 = 4pi1, f1 + f2 ≈ 1,
s ≈ 1 + f2 where s =
MII
NII
is the ratio of the second generation citations to the second-generation citing papers (Sec.
VIII). Finally,
CK ≈
2N IIpi1[1 + 7(s− 1)]
K − 1
(35)
Our measurements indicate that N II is almost independent on K while s increases logarithmically with K. Figure
23 shows that CK , which was calculated according to Eq. 35 using data of Sec. VIII, follows K
−0.75 dependence.
These power-law dependence agrees with the findings of Ref. [2] for PR to PR citation network.
The direct relation between CK and s suggests alternative interpretation of the probability of indirect citation P0.
Indeed, in Sec. VIIIb we showed that P0 is directly related to s:
P˜0 ∝ pi1[1 + 3(s− 1)] (36)
By excluding s from Eqs. 35,36 we achieve direct relation between P0 and clustering coefficient CK . In particular,
P0 ∝ CK(K − 1) for highly-cited papers with high s. This relation indicates that among the papers with the same
number of previous citations, those with high clustering coefficient are cited more intensively- the possibility already
prevised by Bagrow and Brockmann [91].
E. Hand-waving explanation of the nonlinearity
We present here a toy model explaining nonlinear dynamics of indirect citations. The model serves for purely
illustrative purposes. Consider a parent paper i that has K citing papers published by year t. These K first-
generation citing papers are a part of a large set of all S papers that were published in this research field by year
t. Consider all Q papers in this field that were published in the year t + 1. We neglect obsolescence and assume
that each of these papers issues ∼ m citations to the papers published previously. The number of citations of the
K papers (second-generation citations with respect to the parent paper i) is M ≈ mQK
S
. The number of second-
generation citing papers of the paper i is N = Q − Q′ where Q′ is the number of papers published in t + 1 that
do not cite our K papers. Assuming Poissonian distribution of citations issued by each paper from the Q-set, we
find Q′ = Q
∑∞
n=0(1−
K
S
)nm
n
n! e
−m = Qe−
mK
S
∑∞
n=0
[m(1−K
S
)]n
n! e
−m(1−K
S
). According to the properties of the Poisson
distribution,
∑∞
n=0
[m(1−K
S
)]n
n! e
−m(1−K
S
) = 1, hence N = Q(1− e−
mK
S ).
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FIG. 24. A fragment of citation network showing a parent paper i and its first- and second-generation citations. There are
K first-generation citing papers and they are a part of all S papers published in this field by the time t. There are Q papers
in this field that were published in year t + 1 and that cite S papers published earlier. Among those Q papers there are N
second-generation citing papers that cite one of the K first-generation citing papers and there are Q′ papers that do not cite
them. M is the number of the second-generation citations published in year t+ 1.
We consider now the parameter s which measures the number of paths leading from the second-generation citing
papers to the parent paper i, namely, s = M
N
=
mK
S
1−e−mKS
. The series expansion of this expression in small parameter
mK
S
yields s ≈ 1 +K m2S +K
2 m2
12S2 + ... Thus s increases with K meaning that the highly-cited papers have higher
proportion of multiple paths than the low-cited papers. The source of nonlinear citation dynamics is this s(K)
dependence.
Of course, this hand-waving explanation of the s(K) dependence does not account for all our results. It assumes
that the number of second-generation citations of a given paper grows linearly with K while the number of its second-
generation citing papers grows slowly than linear with K. Our measurements indicate exactly the opposite behavior
- the number of second-generating citing papers grows linearly with K and the number of second-generation citations
grows faster than linear, indicating on assortativity of citation network.
