Abstract-Robust stability of time-varying uncertain systems is a key problem in automatic control. This note considers the case of linear systems with rational dependence on an uncertain time-varying vector constrained in a polytope, which is typically addressed in the literature by using the linear fractional representation (LFR). A novel sufficient condition for robust stability is derived in terms of a linear matrix inequality (LMI) feasibility test by exploiting homogeneous polynomial Lyapunov functions, the square matrix representation and an extended version of Polya's theorem which considers structured matrix polynomials. It is shown that this condition is also necessary for second-order systems, and that this condition is less conservative than existing LMI conditions based on the LFR for any order.
I. INTRODUCTION
It is well known that systems with uncertainty is an important area of automatic control. A key problem in this area consists of establishing whether an uncertain linear system is robustly stable, i.e., stable for a set of admissible values of the uncertainty. Various contributions have been proposed in the literature for addressing this problem, mainly based on linear matrix inequalities (LMIs) (see, e.g., [1] and references therein).
One of the first cases that have been considered concerns time-invariant uncertainty that affects affinely the system. In this case, the uncertainty is typically assumed to belong to a polytope, and numerous conditions have been proposed by exploiting, firstly, common quadratic Lyapunov functions, and successively, parameter-dependent quadratic Lyapunov functions in order to reduce the conservatism. Some of these conditions also allow one to consider different dependence on the uncertainty, e.g., bilinear, polynomial, and rational (see, e.g., [2] - [8] ).
Another important case concerns time-varying uncertainty. Also in this case, the pioneering methods considered systems with affine dependence on uncertainty constrained in a polytope, and provided conditions based on common quadratic Lyapunov functions. In order to cope with the conservatism of these conditions, the use of non-quadratic common Lyapunov functions was proposed, e.g., piecewise quadratic, polynomial, and polyhedral. Some of these conditions also allow one to consider different dependence on the uncertainty and the presence of bounds on the variation rate of the uncertainty (see, e.g., [2] , [8] - [16] ).
This note considers uncertain linear systems with rational dependence on time-varying uncertainty constrained in a polytope, which is typically addressed in the literature by using the linear fractional representation (LFR). A sufficient condition for robust stability of the uncertain system is proposed in terms of an LMI feasibility test by exploiting homogeneous polynomial Lyapunov functions 1 , the square matrix representation (SMR), and an extended version of Polya's theorem which considers structured matrix polynomials. It is shown that this condition is also necessary for second-order systems, and that this condition is less conservative than existing LMI conditions based on the LFR for any order.
II. PRELIMINARIES

A. Problem Formulation
The notation used throughout the note is as follows: ; : natural and real number sets; 0n: origin of n ; n 0 : n n f0ng; In : n 2 n identity matrix; 
where x(t) 2 n is the state, p(t) 2 q is the time-varying uncertain vector, A : q ! n2n is a matrix rational function, and P q is a given bounded convex polytope. The matrix rational function A(p(t)) is expressed as
where B : q ! n2n and b : q ! are polynomials. We denote the degree of B(p(t)) in p(t) with . Throughout the note, we assume that:
• p(t) ensures the existence of the solution x(t) of (1);
• the polynomial b(p(t)) satisfies
which is equivalent to say that the LFR of (1) is well-posed [11] 2 . The problem considered in this note is to establish whether the origin is an asymptotically stable equilibrium point for the system (1).
B. Square Matrix Representation
Before proceeding, we briefly introduce a key tool that will be exploited in the next sections to derive the proposed conditions. For x 2 n , let h(x) be a homogeneous polynomial, i.e., a polynomial with all monomials of the same degree, and let 2m be the degree of h(x). Let x fmg 2 (n;m) be a vector containing all monomials of degree less equal to m in x, where (n; m) is the number of such monomials given by 
Then, h(x) can be expressed via the SMR introduced in [17] as
where H = H 0 2 (n;m)2(n;m) is a symmetric matrix such that (6) and 2 !(n;m) is a vector of free parameters, where !(n; m) is the dimension of the linear subspace L n;m given by !(n;m) = 1 2 (n; m)((n;m) + 1) 0 (n; 2m):
The matrices H and H + L() are referred to as SMR matrix and complete SMR matrix, respectively, of h(x).
The SMR is useful because it allows one to investigate positivity of polynomials. Indeed, one can establish whether h(x) is a sum of squares of polynomials (SOS) by solving a convex optimization problem with linear matrix inequalities (LMIs) [17] . Specifically, h(x) is SOS if and only if there exists such that H + L() 0 (8) which is an LMI feasibility test since H is constant and L() is a linear function. LMI feasibility tests can be checked by solving a convex optimization problem, see for instance [2] (see also [8] for details and algorithms).
III. ROBUST STABILITY CONDITION
First of all, we can rewrite (1) as
where s = (s 1 ; ...; s r ) 0 2 r is related to p by
and p (1) ; ... ;p 
where F : r ! (n;m)2(n;m) is a homogeneous polynomial of degree . The matrix F(s) can be calculated either via a simple algorithm or via the formula
where K 2 n 2(n;m) is the matrix satisfying x 
where k 0 is an integer related to Polya's theorem, and
Indeed, one has G(s; k) = F(s) 8s 2 S 8k:
As second step, let us express G(s; k) as G(s; k) = (G 1 ; . ..;G l ) s f+kg I (n;m)
where G1; . ..;G l 2 (n;m)2(n;m) and l = (r; + k). Theorem 1: Let m 1 and k 0 be integers, and let L : !(n;m) ! (n;m)2(n;m) be a linear parametrization of the set L n;m in (6) . The origin of (1) is asymptotically stable if there exist variables V = V 0 2 (n;m)2(n;m) and (1) ; ... ; (l) 2 !(n;m) such that the following system of LMIs holds:
) < 0 8i = 1; ...; l: Proof: Let the origin of (1) be asymptotically stable, and let v(x) be a Lyapunov function satisfying (13) (this Lyapunov function can be chosen polynomial [18] ). Let us consider n = 2. In this case there is no gap between positive polynomials and SOS polynomials, see for instance [19] and references therein. In particular, the homogeneous polynomial v(x) of degree 2m is positive definite if and only if there exists V = V 0 2 (n;m)2(n;m) such that [8] , [12] v ( 
he(V F (s)) + L((s)) < 0 8s 2 S:
Let a 1 be the degree of (s), and let us define
where a 2 = maxf0;a 1 0 g and a 3 = maxf0; 0 a 1 g. Since L(1) is a matrix linear function, it follows that T (s) is a homogeneous polynomial of degree a4 = maxf; a1g.
Next, from [20] , one has that T (s) < 0 for all s 2 S if and only if there exists an integer a 5 0 such that the homogeneous polynomial
has negative definite matrix coefficients. Let us define k = a5 +a40. (l) . Remark 1: Theorem 2 states that the stability condition of Theorem 1 is not only sufficient but also necessary in the case of second-order systems for any degree of the dependence on the uncertainty. It should be remarked that existing LMI conditions based on the LFR are only sufficient for these systems.
Remark 2: The condition provided in Theorem 1 contains an extended version of Polya's theorem, which investigates positive definiteness of structured matrix polynomials. This is clarified in the following result. being % the output of the LFR of (1) (see [13] for further details). If the LFR conditions of Corollaries 1 and 2 in [13] are satisfied, then one has M(s) < 0 for all s 2 S, moreover d(s) 6 = 0 for all s 2 S since the LFR is well-posed, and Y (s) has full column rank. Consequently, U(s) < 0 for all s 2 S, and the proof proceeds now as the proof of Theorem 2 from the point "From (20) , one has that U(s) must satisfy\ldots " which shows the existence of k such that (26) holds.
Theorem 4 states that the condition of Theorem 1 is satisfied whenever the LFR conditions in [13] (which also contain the LFR conditions in [11] ) are satisfied. The problem consists of determining the maximum , denoted by 3 , for which the origin is asymptotically stable (by using the technique in [5] , [8] one can verify that 3 = 1 for time-invariant uncertainty). Table I shows the lower bounds and LFR of 3 provided respectively by Theorem 1 for k = 0 and by the LFR condition in [13] 3 . As we can see, Theorem 1 provides less conservative lower bounds. It is also worth observing that the computational burden of Theorem 1 is smaller (though this may not be always the case).
V. CONCLUSION
This note has considered the problem of establishing robust stability of uncertain linear systems with rational dependence on an uncertain time-varying vector constrained in a polytope. A novel sufficient condition has been proposed in terms of a convex optimization problem by exploiting homogeneous polynomial Lyapunov functions, the square matrix representation and an extended version of Polya's theorem which considers structured matrix polynomials. It has been shown that this condition is also necessary for second-order systems, and that this condition is less conservative than existing LMI conditions based on the LFR for any order.
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I. INTRODUCTION
Recently, the problem of controlling dynamic systems preceded by unknown hysteresis has received considerable attention. The most common control approach is to construct an inverse hysteresis model to compensate for the effect of the hysteresis [11] . Some recent progress can be referred to, for instance, [4] , [6] , [7] , [13] and the references therein. Essentially, the inversion problem depends on the hysteresis modeling methods. Hysteretic nonlinearities are generally very complicated with multi-values and non-smooth features, such as those in piezo-electric actuators and magnetostrictive actuators, where the operator-based hysteresis models are usually applied [3] , [4] , [7] , [8] , [13] . In such cases, the analytic inversion of the hysteresis models is very complicated and remains a challenging task [4] , [7] . The main problem is that hysteresis cancellation by direct inversion will introduce compensation errors which, serving as the input signal, may cause difficulties in stability analysis for the closed-loop system.
Various approaches have been proposed in the literature, to avoid difficulties associated with stability analysis, for closed-loop systems that directly use inverse construction for operator-based hysteresis models. One approach is to directly develop the control algorithms without the inverse model construction [10] , which is very useful when the hysteresis is represented by differential equations where the inversion is either impossible or extremely difficult [9] , [16] . However, this control algorithm may lead to large control input magnitudes. Another approach, instead of directly constructing the inversion from the hysteresis model, is an approximate implicit inversion. This method, associated with the X. Chen is with the Department of Electronic and Information Systems, Shibaura Institute of Technology, Saitama 337-8570, Japan (e-mail: chen@shibaura-it.ac.jp).
T. Hisayama is with the IHI Scube Co., Ltd., Tokyo 104-0028, Japan (e-mail: tawara4946@yahoo.co.jp).
C. 
