Six pigeons were trained on three-alternative concurrent variable-interval schedules that were available through a switching response and were signaled by colored stimuli. The discriminative stimuli for two of the schedules were always 560 nm and 630 nm, but the stimulus signaling the third alternative was varied across conditions over seven levels between these colors. For each third-alternative stimulus condition, the relative frequency of reinforcers was varied over three conditions with 4:1 and 16:1 reinforcer ratios between each pair of alternatives. The distribution of responses between the alternatives was dependent jointly on the third-alternative reinforcer rate and on the disparity between the stimulus signaling the third alternative and those signaling the other alternatives. A generalized matching approach was unable to provide invariant measures of the discriminability between constant stimuli, but a contingency-discriminability approach provided excellent fits and sensible and invariant stimulus discriminability measures.
investigated performance in three-alternative concurrent variable-interval (VI) schedules arranged in a switching procedure in which the alternatives were signaled by colored stimuli. One alternative was always signaled by 560-nm light, and another was signaled by 630-nm light. The third alternative was signaled either by 600-nm light or, in other conditions, by 623-nm light. The procedure had two unusual features not normally found in the typical two-alternative concurrent schedule: First, every changeover was followed by a 3-s blackout (while the monochromator selected the next color); second, the schedule and stimulus produced by a changeover response, and following a reinforcer, were probabilistically determined, with each alternative (including that switched from) occurring with equal probability. This latter procedure was used in order that the subjects should not be able to discriminate the upcoming schedule on the basis of the reinforcer rates currently in effect (see Alsop & Davison, 1992) . Davison and McCarthy found that the choice between pairs of constant schedules in this procedure was affected by the rate of reinforcers obtained I thank Max Jones and the students and staff in my laboratory for helping to run this experiment, and Mick Sibley for looking after the subjects.
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on the third alternative. Davison and McCarthy modeled their results using an extension of a model of two-alternative concurrentschedule choice suggested by Davison and Jenkins (1985) and Vaughan and Herrnstein (1987) . This model was developed explicitly to account for less-than-perfect discrimination between the stimuli signaling the alternatives, and it contains parameters (p ij ) that measure the confusability of these stimuli. A value of p of zero indicates no confusion between the stimuli, and higher values indicate increasing degrees of confusion. In a threealternative choice, complete confusion (no discriminability between the response alternatives) is given by p ϭ .33 between every pair of alternatives. The original model was also modified so as to accept a punishment factor (w) that represented the loss of reinforcers occasioned by switching between alternatives and hence producing the short blackout. They used the following model:
(1) where B refers to responses emitted and R refers to reinforcers obtained on the three (i, j, k) alternatives. Equivalent equations apply to the other two binary choices (i vs. j and j vs. k) in the three-alternative situation. This model provided a good fit to their data, and provided sensible estimates of the p ij and w constants. compared with the operation of the strict matching law. Because of confusion between the stimuli signaling the alternatives (here, all p values are .1), reinforcers delivered in the presence of the stimuli are confused between the alternatives, predicting less extreme differential responding than is predicted by strict matching.
Equation 1 operates in the following way: Some reinforcers obtained in the presence of a stimulus (say Stimulus i) reinforce responses to that color, but, because of confusion between the signaling stimuli, some of these food deliveries apparently also reinforce responses to other (j, k) colors. If p ij is the discriminability between Stimuli i and j, then R i p ij reinforcers will be lost from R i and will be added to R j . Similarly, R j p ij reinforcers will be lost from R j and gained by R i . The equivalent process will occur for reinforcers delivered in the presence of Stimulus j and Stimulus k. The process is diagrammed in Figure 1 . Thus, the numerator of Equation 1 provides the net reinforcers apparently obtained by the subject in the presence of Stimulus i, and the denominator provides the same for Stimulus k. Finally, the equation assumes that behavior-allocation ratios strictly match ratios of the apparent reinforcer frequencies attributed to each source by the subject rather than the obtained reinforcer ratios measured by the experimenter. Davison and McCarthy's (1994) model (Equation 1) accounts for the interaction of stimuli and reinforcers in controlling choice. The implications of their model can be exemplified in the following way: Suppose we arrange concurrent schedules with 2 and 0.25 reinforcers per minute available on two alternatives in a switching-key concurrent-schedule procedure, each signaled by red or green light. Subjects that have reasonable psychophysical sensitivity in this color region will respond at very different rates to the two stimuli. However, if a third alternative is also made available, the effect on the behavior allocation between the original two stimuli will depend on both the third-stimulus value and the third-stimulus reinforcer rate. There are four extreme possibilities: (a) A reinforcer rate lower than two per minute and a stimulus close to red will decrease the apparent reinforcer rate in red, leading to a fall in the red-green response ratio. (b) A reinforcer rate lower than 0.25 per minute signaled by a stimulus close to green will decrease the apparent reinforcer rate in green, leading to an increase in the red-green response ratio. (c) A reinforcer rate higher than two per minute and a stimulus close to red will increase the apparent reinforcer rate in red, and the response ratio should increase. (d) A reinforcer rate higher than 0.25 per minute signaled by a stimulus close to green will increase the apparent green reinforcer rate and decrease the response ratio. Response-rate differentials, then, can presumably be increased by the existence of either higher or lower alternative reinforcer rates, depending on the relative value of the stimulus that signals this alternative. Thus, in any natural or experimental situation, if the behavior allocation between the alternatives changes in this way, it is not possible to determine a priori what combination of stimulus and reinforcement value has caused the change.
The present experiment was designed to complement the experiment reported by Davison and McCarthy (1994) and to validate their proposed model (Equation 1). In the present experiment, the focus is on varying stimuli rather than reinforcers. As in Davison and McCarthy's study, the colors signaling two of the alternatives were fixed at 560 and 630 nm. In the present experiment, the color signaling the third alternative was varied from 563 nm to 627 nm in seven steps across sets of conditions. For each of these colors, three conditions were arranged, all of which had differing reinforcer rates on the three alternatives in some combination of the ratio 16: 4:1. The aim of this design was to provide sufficient data to obtain estimates of all the 15 p ij values (with a composite value of w) using multidimensional nonlinear regression. These 15 p ij values arise from (a) a single value for the confusion between 560 and 630 nm, (b) seven pairwise values for the confusion between 560-nm and the intermediate X-nm values, and (c) seven pairwise values for the confusion between 630-nm and the intermediate X-nm values. It was hoped that these values could be related to the known psychophysical sensitivity to color of the pigeon visual system (e.g., Wright, 1972) .
The present experiment also allows a second assessment of the correctness of Davison and McCarthy's (1994) model. If the model is correct and the confusability parameters are mutually independent, the confusion measure between the two unchanged stimuli (560 and 630 nm) should not change in any systematic way as the third-stimulus value is moved between these unchanged stimulus values. This requires the determination of the confusability between the 560-and 630-nm stimuli for each value of the intermediate stimulus X, and hence fits of the model to the data obtained from the three reinforcer-ratio variations in the presence of each X-nm intermediate stimulus. Finally, confusion values between stimuli should be ordinally related to stimulus (nanometer) differences, at least after taking account of areas of high and low color sensitivity.
METHOD

Subjects
Six homing pigeons, numbered 101 to 106, were maintained at 85% Ϯ15 g of their freefeeding body weights. The subjects were the same subjects as those used by Davison and McCarthy (1994) . Following that experiment the subjects were trained on the procedure used in the present experiment over 22 conditions, except that two of the three reinforcer rates were always equal. This procedure did not provide sufficient systematic variance for a clear data analysis, and so the present procedure was adopted.
Apparatus
The apparatus was the same as that used by Davison and McCarthy (1994) . The experimental chamber was 310 mm wide, 340 mm deep, and 310 mm high, and was fitted with an exhaust fan for ventilation and to help mask external noise. On one wall of the chamber were three response keys, 20 mm in diameter, 150 mm apart, and 250 mm from the grid floor. These keys required a force of about 0.1 N to register an effective peck. Beneath the center key was a food hopper, located 70 mm from the grid floor. During reinforcement, which was 3-s access to wheat, the hopper was raised and illuminated for 3 s, with all other chamber lights extinguished. Only the left and center keys were used in this experiment. The left key, when available, was illuminated white. The center key, which was transparent, had a light-fiber termination 2 mm behind the key that provided a 3-mm patch of light of selected colors. A 0.1-A 28-Vdc houselight provided general illumination.
The center-key color was produced by an Oriel Corporation Model 7240 monochromator with a 100-W quartz-halogen bulb, a 1,200 lines per millimeter grating, and a 280-micron fixed slit. This provided an approximate bandpass of 2 nm. There was no control of light intensity. The monochromator setting was controlled by a stepping motor controlled by a dedicated microprocessor.
Procedure
As in Davison and McCarthy's (1994) study, schedules were arranged according to a switching-key procedure, with the white side key as the switching key and the center key as the main key. One of three colors was displayed on the center key, and each color was associated with its own VI reinforcement schedule. Two of the center-key colors were 560 and 630 nm, and the third was a color of a nanometer value intermediate between these two colors. This color is designated X. The schedules arranged reinforcers with a fixed probability per second of .028 per second (an exponential VI 35.7-s schedule), and, once set up, they were allocat- Table 1 Numbered sequence of experimental conditions (continuing from Davison & McCarthy, 1994) , the relative frequency of reinforcers in the presence of the three color stimuli, the nanometer value of the intermediate stimulus, and the number of training sessions given in each condition. ed according to set probabilities (Table 1) to one of the three alternative schedules. A response to the white changeover key immediately turned off the white key and the color on the center key, and they remained off for 3 s. This period was required to allow the monochromator to select the next center-key color. Following the blackout of the keys (but not the houselight), the next stimulus and associated schedule were provided. In all parts of the experiment, the new color and schedule were selected randomly in order that there could be no discriminative control over the performance by the reinforcer rates. Thus, in all parts, there was a .33 probability that the same stimulus and schedule combination would be presented after a switch. Exactly the same procedure was used to select the stimulus and schedule after a reinforcer had been obtained: That is, after a reinforcer, the prevailing stimulus and schedule were presented with equal probabilities.
Condition number
Sessions were arranged daily and ended in blackout after 45 min had elapsed or after 40 reinforcers had been collected, whichever event occurred first. The sequence of experimental conditions is shown in Table 1 . The design of the experiment was thus to arrange over conditions a number of stimulus values in the range of 563 to 627 nm as the discriminative stimulus signaling the third alternative (X in Table 1) , and for each value of X to arrange a range of pairwise reinforcer ratios in which one was four times, and the other was 16 times, the lowest reinforcer rate.
Sessions were arranged in each experimental condition until two stability criteria had been met. The first criterion required that the median 560-nm relative response rate (pecks on the 560-nm alternative divided by total pecks to all alternatives) over five sessions was not more than 5% different from the median from the previous set of five nonoverlapping sessions. When this criterion had been met five, not necessarily consecutive times, that subject had met the second criterion. When all subjects had met the second criterion, the experimental condition was changed. Stability thus required 14 sessions at minimum, although more were normally required (Table 1) .
In each session, the number of responses to each of the three alternatives, the time spent responding to the alternatives (from changeover to changeover, excluding blackout time), and the numbers of obtained reinforcers were recorded. The data analyzed were from the last five sessions of each experimental condition.
RESULTS
The data obtained from each subject in each condition, summed over the last five sessions of training, are shown in the Appendix. Figure 2 shows pairwise log response ratios for each condition of the experiment. Group data are shown to save space, and these are fully representative of the performance of the individual subjects. The top panel shows performance on the 560-versus 630-nm alternatives as a function of the nominal reinforcer ratio as the nanometer value of the third alternative was changed. When the reinforcer ratio between these alternatives was 16:4 (with the third alternative 1), there was little change in log response ratios with the nanometer value of the third alternative. However, when the reinforcer ratio was 4:1 (third alter- Fig. 2 . Log response ratios between the three pairwise alternatives when the intermediate stimulus value was varied from 563 to 637 nm. The data have been summed over the 6 subjects, but are representative of the individual subjects. The parameters above the figure show the reinforcer-rate ratios between the two alternatives. native 16), log response ratios decreased substantially as the nanometer value of the third alternative was increased from 563 to 627 nm. This can be understood as the high third-alternative reinforcer rate becoming progressively more confused with the 560-nm alternative when X was close to 560 nm, and more confused with the 630-nm alternative when X was close to 630 nm. Finally, when the reinforcer ratio was 1:16 (with the third alternative 4), response ratios increased with increasing nanometer values of X, as the third alternative moved from being more confused with the 560-nm alternative to being more confused with the 630-nm alternative. It is clear, then, that response ratios between alternatives with high reinforcer rates were affected by the variation of X signaling a low reinforcer rate less than were lower reinforcer-rate ratios affected by the variation of X associated with high reinforcer rates.
The second panel shows log response ratios between the 560-and X-nm alternatives. As would be expected, the 16:1 reinforcer ratio produced a strong preference for the former alternative, whereas the 4:16 and 1:4 ratios produced a preference for the latter alternative. There is evidence that log response ratios for 16:1 and 4:16 were most extreme when the third-alternative stimulus values were intermediate. In the 16:1 case, this is because, when the intermediate stimulus value was close to the color (560 nm) signaling the highest reinforcer-rate schedule, stimulus confusion would decrease the apparent reinforcer rate in the presence of that stimulus. When the intermediate stimulus was close to 630 nm, stimulus confusion would effectively increase the apparent rate of reinforcers at 630 nm. In the 4:16 case, when X was close to 560 nm, these two alternatives would be only marginally discriminable, and the rates of reinforcers on them would appear similar. When X was close to 630 nm, the high reinforcer rate on this alternative would be degraded by the low rate of reinforcement on the third alternative. In the 1: 4 case, when X was close to 560 nm, again the reinforcer rates obtained from the 560-nm and X-nm alternatives would be confused. When X was close to 630 nm, X would be confused with the third alternative with the highest reinforcer rate, producing a greater preference for X. Thus, the log response ratio for 560 versus X nm at a 1:4 scheduled reinforcer ratio should, and does, show a progressive increase in preference to the X alternative as X is moved from 563 to 627 nm.
Finally, the lowest panel of Figure 2 shows performance on the 630-nm versus X-nm alternatives. Log response ratios in the 16:4 reinforcer-ratio schedules declined as X became closer to, and more confusable with, the 630-nm alternative. Log response ratios in both the 4:1 and 1:16 reinforcer-ratio conditions also moved to indifference for the same reason when X moved closer to 630 nm. However, when the 4:1 ratio was close to the third alternative (560 nm), the apparent reinforcer rate on X would be increased by confusion with the high reinforcer rate on 560 nm, leading to a decrease in the log response ratio. For the 1:16 ratio, moving X closer to the 560-nm alternative would have decreased the apparent reinforcer rate on X, and the log response ratio, as expected, showed an increase.
DISCUSSION
It is evident from Figure 2 that, as Davison and McCarthy (1994) showed, both stimuli and reinforcer rates interact in their effects on log response ratios. The question to be answered now is whether or not existing descriptions of concurrent-schedule performance can adequately account for these quantitative findings.
Generalized Matching
Figures 3 to 5 show a generalized matching analysis of the performance of individual subjects. The generalized matching law (Baum, 1974 ) is written where the variables B and R are the same as in Equation 1. The parameter a is called sensitivity to reinforcement (Lobb & Davison, 1975) , and it measures the change in log ratio performance relative to the change in the log ratio of the reinforcer rates. The parameter log c is called bias, and it measures any constant proportional preference for one or the other alternative when R 1 and R 2 are varied. In Equation 2, as in Equation 1, R 1 and R 2 are measured reinforcer frequencies ob- tained by the subject. The generalized matching law has commonly been found to be an excellent fit to both two-and three-alternative concurrent-schedule performance (e.g., Davison & McCarthy, 1988) .
In Figures 3 to 5 , sensitivity-to-reinforcement values were calculated by fitting Equation 2 to the three data points from each triplet of conditions with the same third-alternative stimulus value. For the 560-versus 630-nm choice (Figure 3) , the performance showed sensitivity values ranging from some overmatching (sensitivity greater than one) for Bird 101 to some consistent undermatching for Bird 104. In general, there seemed to be no consistent trend in sensitivity values with changes in the intermediatestimulus value. Figure 4 shows sensitivities for the 560-versus X-nm choice. As X was increased from 563 to 627 nm, there was a clear increase in measured sensitivity as the stimuli signaling the alternatives became more disparate. The opposite trend is shown in Figure  5 for the 630-versus X-nm choice. Here, sensitivity fell as the value of X became closer to 630 nm, indeed falling to close to zero for all subjects when X was 627 nm. Comparing Figures 4 and 5, it seems that 560 nm was more discriminable from 563 nm than was 627 nm from 630 nm. The results for both 560 versus X nm and 630 versus X nm correspond to those reported for changing stimulus disparity in a two-alternative concurrent schedule by Miller, Saunders, and Bourland (1980) . From Figures 3 to 5, it is evident that no single value of sensitivity to reinforcement could describe the present data. We could, of course, use sensitivity to reinforcement as an index of stimulus discriminability, as has been done by White, Pipe, and McLean (1984) for multiple schedules, and de facto by Miller et al. (1980) . However, the evident interaction of stimulus disparity and reinforcer rate in determining the value of a precludes this being a suitably independent measure. This interaction was shown by Davison and McCarthy (1994) , and is best shown in the present data in the top panel of Figure 2 . For the constant disparity between 560 and 630 nm and for a constant reinforcer ratio of 4:1, response ratios fell with the increasing value of X from strongly positive (implying an a value of close to one) to a negative value (implying a negative sensitivity). Similarly, in the choice between 560 nm and X nm (Figure 4) , sensitivity to reinforcement showed a strong positive trend as X was varied from 570 nm to 620 nm. Thus, no single value of a can be associated with a constant stimulus disparity or a constant reinforcer ratio.
Contingency Discriminability
Equation 1 was fitted to the present data in two ways. First, we fitted the model to each of the seven triplets of conditions with differing relative reinforcer frequencies arranged with the same stimulus value of X. This required nonlinear regression, and estimates of the three confusion parameters (p ij , p ik , p kj ) were obtained using an optimization procedure in Quattro-Pro for Windows. For each triplet, we found the values of the three parameters that would minimize the squared deviations between the obtained log response ratios and those predicted from the log form of Equation 1. Because there were only nine such data points available (three pairwise comparisons in each of three conditions), we did not attempt to find a value for w in Equation 1, and instead set this to zero. This should be satisfactory for all subjects except Bird 101, which occasionally showed overmatching. Estimated parameters were constrained to be equal to or greater than zero, because negative confusabilities cannot be allowed in the model given by Equation 1.
For the 6 birds, the mean and range of percentages of variance accounted for by the fits were 87% (81% to 93%), 96% (88% to 99%), 91% (82% to 99%), 93% (84% to 98%), 96% (92% to 99%), and 95% (83% to 99%). The fits were thus good, but it must be recalled that three unknown parameters were being fitted using only nine data points. Figure 6 shows confusability parameter estimates for the 560-versus 630-nm alternatives as a function of the stimulus value of the X alternative. On a nonparametric trend test (Ferguson, 1971) , these values showed no significant trend with the value of X (N ϭ 6 subjects, k ϭ 7 conditions, z ϭ 0.74, p Ͼ .05) and were generally small, indicating little confusion between the alternatives. However, Bird 104 did consistently show quite large estimates of confusability. Confusability estimates for the 560-versus X-nm alternatives are shown in Figure 7 as a function of X. If the model is ordinally correct, we would expect confusability estimates to fall as the disparity between 560 and X nm increased. This indeed is what occurred, with near-monotonic decreasing trends in confusability to low levels similar to those for 560 versus 630 nm when X was close to 630 nm (on a nonparametric trend test, z ϭ Ϫ3.92, p Ͻ .05). Bird 104 showed a similar higher degree of confusability to that shown in Figure 6 . Figure 8 shows confusability estimates from the X-ver- sus 630-nm stimulus alternatives. As expected, estimates of confusability increased from a low level when X was close to 560 nm to a high level when it was close to 630 nm. This increase was significant on a nonparametric trend test (z ϭ 6.13, p Ͻ .05). A comparison of Figures 7 and 8 shows that in every individual, confusability estimates were greater between 627 and 630 nm than between 560 and 563 nm.
This analysis (Figure 6 ) has shown that the confusability estimates between 560 and 630 nm were unaffected by the stimulus value of the third alternative. This finding is important for the validation of the model (Equation 1). This result allows a fit to be done to Equation 1 across all conditions of the experiment using a single value for the discriminability of the 560-versus 630-nm alternative. This fit was carried out using all 63 log pairwise response ratios, and allows the estimation of the other 16 p ij parameters using the same procedure as described above. The obtained confusability estimates are shown in Figure 9 as a function of the nanometer value of X for each individual subject. The changes in confusability estimates obtained from this analysis were very similar, both in terms of trends and levels, to those obtained from the separate analysis of performance in the presence of each of the X-nm stimuli. Again, for all subjects, confusabilities between 627 and 630 nm were higher than those between 560 and 563 nm.
The zero confusability parameter estimates for Bird 101 in Figures 7, 8 , and 9 result from this subject's tendency to overmatch. Thus, for this subject, it is clear that a nonzero value of the punishment parameter w is likely to be required. An analysis of the performance of this bird inclusive of the w parameter is presented later.
The confusion parameters shown in Figure  9 were used to make predictions of all pairwise log response ratios from all conditions, and these data are shown as a function of the predictions in Figure 10 . It is clear from Figure 10 that, for 5 of the 6 subjects (excluding Bird 101), prediction of the 63 data points by Equation 1 was very accurate, with more than 92% of the data variance accounted for by the model. The straight lines in Figure 10 were fitted between the obtained and predicted data by linear regression. For perfect prediction, these lines would have a slope of one and a zero intercept. As can be seen, for Birds 102 to 106, these fitted lines have slopes very close indeed to one, and intercepts close to zero. There appear to be no systematic deviations of any of the pairwise choice comparisons from the lines of best fit.
Bird 101's performance was less well predicted, although 88% of 63 data points is, in fact, highly significant. As mentioned before, this subject was the only subject to show any evidence of overmatching, and overmatching in the confusion model (Equation 1) can be predicted only if there are some subtractive punishing effects (see Davison & McCarthy, 1994) as well as additive positive reinforcing effects in the situation. This implies that, for Bird 101, the value of w in Equation 1 was greater than zero. The results of an analysis that incorporated w are shown in Figure 11 . The best fitting value of w was 5.53 reinforcers over the five sessions of data used, just over one reinforcer per session. The upper panel shows the obtained confusability values in the same way as in Figure 9 . Comparing these with those shown in Figure 9 for Bird 101, although the overall shape of the functions is similar, the confusion estimates did not absorb at values of zero as they did for the analysis excluding w, and the with-w estimates are more similar to those for other subjects. However, the log response-ratio predictions (lower panel of Figure 11 ) were not clearly any better than those from the analysis excluding w (Figure 10) , and the percentage of variance accounted for was the same. Thus, on the grounds of parsimony, in terms of variance accounted for, the model excluding w is to be preferred. However, the nonzero estimates of most confusion parameters in the analysis with w argue for the inclusion of w in the model.
How well do the confusability parameters obtained from the present data fit with what is known about the psychophysics of the pigeon's color vision system? Wright (1972) provided detailed data that clearly showed a region of high psychophysical sensitivity to color at about 600 nm, with lesser sensitivities each side of this point. Because of their disparity, we would expect, and found ( Figure  6 ), very low confusability estimates between these nanometer values. We would also expect that stimuli around 600 nm would be highly discriminable from both 560-and 630-nm stimuli, and this was indeed found (Figures 7 and 8 ) for all subjects except Bird 104, which seemed to have poor color resolution in general. We found consistently (Figure 9 ) that 630 nm was more confusable with 627 nm than was 560 nm with 563 nm, indicating less color sensitivity around 630 nm than around 560 nm. It was also the case (Figure 9 ) that differences in confusabilities were Fig. 9 . Confusion indices (Equation 1) for the performance on the 560-versus X-nm and 630-versus X-nm alternatives for each individual subject as a function of the stimulus value of X. These indices were obtained from a single fit for each individual subject to all 63 data points from this experiment. larger between 619 and 630 nm than between 560 and 570 nm for 5 out of 6 pigeons, again supporting a lower color sensitivity around 630 nm. This result is not predicted by Wright's sensitivity functions, which show a broadly similar sensitivity at both regions.
It has long been evident that stimuli that signal alternatives and the reinforcer rates in those alternatives interact to determine behavior allocation between alternatives (Miller et al., 1980) . Initially, it was thought possible that the simple multiplication of log obtained reinforcer ratios with a sensitivity parameter (Equation 2) that measured signaling-stimulus discriminability could provide an adequate quantitative model (e.g., Miller et al., 1980; White et al., 1984) . Davison and McCarthy (1994) and Alsop and Davison (1992) showed that this approach was incorrect, and the present report confirms their conclusion by showing that no single value of sensitivity to reinforcement can account for the changing behavior allocation when stimulus conditions are varied. The interaction of stimulus confusability (or discriminability) and reinforcer rate is considerably more complex than implied by Equation 2. The present results, in conjunction with the two-alternative results of Alsop and Davison (1992) and the three-alternative results of Davison and McCarthy (1994) , suggest that Equation 1 (Davison & Jenkins, 1985; Vaughan & Herrnstein, 1987) 
