We propose a biophysical recognition system of time-series analog signals based on fundamental neural information processing. The system utilizes the following process: (i) the time-series analog signals are altered to an impulse train by multi-kinds or multi-channels of transducers in a transducing process, (ii) the produced impulse train propagates within a biophysical neural network in keeping with the frequency of the impulse train, (iii) the time-series of final output patterns through the biophysical neural network are compared with samples stored in memory, and recognition and discrimination are performed according to the maximum similarity between patterns. The ability of the proposed system is verified by using artificial analog signals and utterance signals.
Introduction
In the famous book, "Synergetics" [1] by Haken, the possibility of describing logical elements by means of chemical (biochemical) reactions was strongly suggested from the view point of a formal analogy between a system of simultaneous differential equations of chemical reactions and those of electrical networks. By focusing on metabolic pathways, the best examples of chemical or biochemical reaction networks in cells, we can find many candidates of functional chemical devices. Okamoto et al. [2] first proposed that the cyclic enzyme systems (Fig. 1 ) in metabolic pathways have a switching property whose mechanism is represented by a threshold-logic function capable of storing short-term memory. Based on this evaluation, we have developed a "biochemical neuron" by mimicking the switching property of a cyclic enzyme system [3] . Integrating neural network being composed of biochemical neurons, some neurophysiological phenomena such as selective elimination of synapses [4] , associative long-term potentiation and depression [5] , and lateral inhibition [6] could be realized in the network. This result has led us to the understanding that the biochemical neuron is one of the best candidates for a neuronal model elucidating neurophysiological results [7] [8] . On the other hand, according to our understanding of the physiology, it is generally said that the pattern similarity in time-series analog signals in living organisms can be recognized through the following processes: (1) time-series analog signals are received at the receptive field and are transduced to impulse signals (impulse coding). (2) The corresponding impulse signals propagate within a given neural network to form a spatiotemporal firing pattern depending on the frequency of the impulse activity. Different patterns of spatiotemporal firing can lead to higher levels of information processing, such as recognition and discrimination. Different (similar) patterns of time-series analog signals can form different (similar) patterns of firing structure, leading to different (similar) information processing in the brain. The recognition and discrimination process is realized by comparing the firing pattern of the newly constructed neural network with memorized firing patterns. This hypothesis was denoted as the tracing circuit theory [6] by Kuroda, and was supported by both neurophysiological and pathological results [6] . In this paper, by the application of a biophysical neural network composed of biochemical neurons to the model of the second process of the recognition system, we propose a new biophysical recognition system based on fundamental neural information processing in the brain and examine the recognition ability of this technique.
We shall briefly describe the switching mechanism of a biochemical neuron and the basic components of such biophysical neural networks, before applying a biophysical neural network composed of a biochemical neuron to a recognition system problem.
Biochemical Neuron
It is possible to illustrate the many cyclic enzyme systems in metabolic pathways, where two reactions ( ) As shown in Eq. (1), both variables A(t) and B(t) are restricted by moiety conservation [9] expressed by
where A(0) and B(0) represent the initial concentrations of A and B, respectively. The values of A and B in the steady-state (dA/dt = dB/dt = 0) are denoted by A and B and represented by the following equations when I 1 (t) and I 2 (t) are both continuous and constant inputs [10] . 
Suppose that I 1 and I 2 in Fig. 1 represent the excitatory and inhibitory input signals, respectively, and that A in Fig. 1 is the output of the system. We can then propose a different type of molecular switching model, the mechanism of which can be represented by a threshold-logic function capable of storing short-term memory [2] [11] [12] (i.e., the Hebbian Rule [13] or postsynaptic neuron with synaptic history [14] ) by mimicking the switching property of cyclic enzyme systems in metabolic pathways. We call this model the biochemical neuron [3] [7] [8] . Fig. 2 represents a schematic circuit model of a biochemical neuron (prototype), where, at time t, Y i (t) is the excitatory input signal, A(t) is the output signal, and w i and w' j denote the synaptic strengths of Y i and Z j , respectively. The parameter θ is the threshold constant, and k 1 and k 2 are the controlling factors for adjusting the steepness of the sigmoidal switching curve (a smoothed version of the Heaviside step function). By decreasing these values, the output A(t) continuously shifts between the 0-and 1-value states. k 3 and k 4 are the predominant factors adjusting the memory storage capacity (i.e., accumulation of X 1 (t) or X 3 (t)). By changing these values, the synaptic strength or synaptic history can be changed (i.e., by decreasing the values) and such a system becomes capable of long-term memory storage. The mathematical equations of the scheme in Fig. 2 can be written as follows [3] :
Fig. 2 Biochemical neuron (prototype).
We have already proposed an equivalent board-leveled analog circuit [15] . Setting the values of n and m in Fig. 2 to 1 and 0, respectively (single excitatory input neuron), the relationship between memory storage and the dynamics of output A was examined by changing the values of k 3 and k 4 . The results are shown in Fig. 3 , where the three figures on the left-side represent the time courses of Y, X 1 , and A in the case where the rate parameters of k 3 and k 4 are set to large values (k 3 = k 4 = 50), and the figures on the right-side are the dynamics of Y, X 1 , and A in the case where k 3 and k 4 values are small (k 3 = k 4 = 0.1). As described above, by decreasing the values of k 3 and k 4 , the excitatory neuron becomes capable of the long-term storage of a large memory capacity, with a value equivalent to the accumulation of X 1 (the synaptic efficacy of the excitatory neuron). As shown in Fig. 3 , where k 3 = k 4 = 50, the three time courses (Y, X 1 , A) are in accord with each other, and hence we can conclude that this excitatory neuron realizes a simple threshold mechanism without memory. Contrary to this, as shown in the case of k 3 = k 4 = 0.1, the output profile of the neuron (time course of A) does not match the input profile (time course of Y); during the time between 0 and 30, a high frequency excitatory input (Y(t)) is introduced, leading to the elongation of the ON-stage of output A(t) (note: A(t) is switched off at t = 35). During the period from t = 30 to t = 40, no excitatory input is introduced, which causes a slow and small response of A(t) even though the excitatory input is introduced between t = 40 and t = 50. This means that the neuron has a kind of memory, and the current output (A(t)) is strongly affected by the frequency pattern of the input in some past time period. Such experience-dependent modification of synaptic strengths would be expressed as an alteration in the relationship between activity in presynaptic and postsynaptic neurons [16] . Shigematsu and Matsumoto called the experience-dependency of activity in the synapse synaptic history [14] . In order to realize synaptic efficacy for multi-excitatory inputs retaining this switching property, we constructed the biochemical neuron model for multi-excitatory inputs shown in Fig. 4 . This model is composed of both neuron and synapse parts. The differential equations can be written as follows:
where A shows the output of the neuron and the parameter θ is the threshold value, X 1,wi represents the synaptic strength for the excitatory input Y i at synapse-i, and β 1 and β 2 are arbitrary coefficients. The f i term includes the feed-back factor from output A, and k 3,wi (k 4,wi ) represents the predominant factor for adjusting the synaptic history of the excitatory synapse-i. By decreasing this value, the neuron will develop a large memory capacity (synaptic history). In this case, the input hysteresis (input pattern in past periods) strongly affects the current output of the neuron (A in Fig. 4) . Inversely, by increasing the value of k 3,wi (k 4,wi ), the neuron will behave as a simple threshold logic device without memory. By modeling a neural network composed of a biochemical neuron with multi-excitatory inputs (Fig. 4) , some interesting neurophysiological phenomena can be realized in the model. From these results, the biochemical neurons we proposed should be good candidates for the basic components of biophysical neural networks.
Biophysical recognition system
As one of the applications of the biophysical neural networks shown in Fig. 4 , we shall design a biophysical recognition system. In order to develop a biophysical recognition system for a time-series of signals by mimicking neural information processing and tracing circuit theory [6] in neural network systems, the following three processes must be integrated; (1) transducing process, in which the time-series analog signals are altered to form an impulse train by multi-kinds of transducers, (2) the impulse train propagation within a neural network depending on the frequency of the impulse signal, (3) comparison of the time-series of output patterns through a spatiotemporal firing pattern with every other registered time-series and recognition or discrimination is performed according to the maximum similarity between patterns. A schematic representation of this process is shown in Fig. 5 . Each circle and ellipse in Fig. 5 represents a biochemical neuron as shown in Fig. 4(b) . The time-series analog signals are normalized to a value and are transduced to m kinds of impulse signals (Impulse 1 -m) by m kinds of transducer. Secondly, the transduced impulse signals propagate within a neural network composed of n layers (experience-dependent propagation process). The difference between Neurons 1 and m is the capacity for synaptic history; that is, Neuron 1 (top ellipse) has the largest synaptic history, while Neuron m (bottom ellipse) has almost no synaptic history and realizes a simple threshold logic function. A neuron with a large synaptic history, such as Neuron 1, can capture macroscopic changes in the input pattern, while a neuron with no synaptic history, such as Neuron m, is effective for capturing a microscopic value change in the input signal at every time point [17] [18] [19] . Thus by preparing m-kinds of the time-series of output signals (firing patterns with time) for each test signal, pattern similarities between two time-series analog signals can be judged from both macroscopic and microscopic analyses. As for the process (3) detailed above, the method for judging pattern similarity based on tracing circuit theory [6] is shown in Fig. 6 . In Finally, similarity is defined by the percentage of the periods in which the value of the final output is 1 (ON) within t 0 to t f , where t 0 and t f represent the initial and final times, respectively. Thus, the pattern similarity between two time-series analog signals (registered and test data) can be defined
where x i (t) and y i (t) represent the values for Neuron R-i and Neuron T-i (i=1,…,m) at time t, respectively. By comparing the similarity between Neuron R-1 and Neuron T-1, the macroscopic similarity is examined; the microscopic similarity is examined by comparing the output pattern of Neuron R-m with that of Neuron T-m. Since Eq. (6) is a function of time, the system can evaluate the transient similarity on a time-by-time basis by changing t f in Eq. (6). 
Recognition of an artificial time-series of analog signals
We examined whether our system as shown in Fig. 7 . The similarity R (%) between the registered and test data 1 to 10 at the analog input level can be defined by the following normalized correlation function:
where f(t) and g(t) represent registered and test data 1 to 10, respectively, and the denominator max[a,b] represents the normalizing factor, which has a maximum value between a and b. The t 0 and t f represent initial and final times, respectively. The result is shown in Fig. 8 . After the transducing process, as shown in Fig. 5 , m-kinds of impulse signals (Impulse 1 -m) are produced. We examined the similarity S (%) at this impulse level between the registered and test data 1 to 10 by using Eq. (6), where x i (t) and y i (t) represent the values for Impulse i of the registered data and Impulse i of the test data at time t, respectively. The result is shown in Fig. 9 . We also examined the similarity S (%) at the final output in Fig. 6 between the registered and test data 1 to 10. The result is shown in Fig. 10 . When the results in Fig. 8 are compared with those in Fig. 9 , there is no significant difference in profile between them. In Fig. 8 , the similarity R (defined by Eq. (7)) between the registered and test data 4 and that between registered and test data 8 have the same value (56%).
In contrast, according to Fig. 10 , the similarity S (defined by Eq. (6)) of the registered and test data 8 is reasonably higher than that of the registered and test data 4. As shown in Fig. 7 , the phase difference between the registered and test data 4 is less than that between the registered and test data 8. Thus, our recognition system shown in Fig. 6 can judge mainly by focusing on the phase difference between two signals.
Recognition of utterance signals

Biophysical neural network processing for utterance signals
We examined whether the proposed recognition system can be applied to speaker recognition by means of utterance signals. In the primary auditory fiber system, acoustic stimuli are collected by the outer ear and travel into the ear canal where they vibrate the tympanic membrane (eardrum). This vibration is conducted to the fluid of the cochlea by the three ossicles of the middle ear and gives rise to a traveling wave on the basilar membrane. When the traveling wave on the basilar membrane is of high frequency, it has a maximal vibration at the basal end of the cochlea. In contrast, for low frequency traveling waves, the maximal vibration is at the apex of the cochlea. This motion of the basilar membrane stimulates hair cells that are innervated by fibers of the auditory nerve. Because tones of different frequency give rise to maximal vibration amplitudes at different locations along the basilar membrane, the spectral components of a complex sound are separated along the basilar membrane according to frequency. Thus, the cochlea is a frequency analyzer (band-pass filter)[20] [21] . To model this system, we adopted an m-channel band-pass filter (1Hz -5.5kHz) to the transducer in Fig. 5 . Utterance signals (time-series analog signals) are normalized to a value between -1.0 and 1.0. The method for the framing and analyzing of utterance signals is as follows: (i) a time-series of the utterance signal is clipped and divided into frames having a length and period of 128 points and 2 points, respectively. The initial and final frames are defined as f 0 and f f , respectively. (ii) Each frame is transduced to 64 kinds of power spectra by fast Fourier transform (FFT) (Hamming window is applied as a window function.). (iii) If the value of the power spectra through the band-pass filter exceeds the threshold value, the value of the impulse signal is set to 1, and 0 is set for others.
Utterance signals were sampled by using Sample Editor 1.0.3 (written by Garrick MacFarlane), which is a free software tool for Macintosh systems. Sampled utterance signals were prepared by the following procedure: (i) the utterance signal was sampled by using the Sample Editor (sampling rate 11.12kHz, quantization 8bits). (ii) The sampled signal was normalized to a value between -1.0 and 1.0. (iii) Several test speakers were selected, and each utterance signal was sampled twice in succession. The recording times of each utterance signal were adjusted to be equal. (iv) The first and the second sampled signals for each speaker were used as the registered and test data, respectively.
The prominent feature of the proposed recognition system is that it processes the impulse signals produced by a band-pass filter by means of a biophysical neural network, as shown in Fig. 5 . We examined the effect of using this type of network processing. The utterance signal, the word "test", was sampled twice from four test speakers, two males and two females. The time course of each utterance signal is shown in Fig. 11 .
In Fig. 11 , signals A1 and A2 are the utterance signals of the word "test" spoken by male speaker A. Male speaker B spoke signals B1 and B2, whereas female speakers spoke signals C1, C2 and D1, D2. The first sampled signal for each speaker (A1, B1, C1, D1) is used as the registered signal, and the second signal (A2, B2, C2, D2) is used as the test signal. We examined the similarity (the S-value in Eq. (6) uses f, f 0 , and f f instead of t, t 0 , and t f , respectively) between all the paired combinations of the registered and test data. The results are shown in Table 1 , where the number of channels of the band-pass filter and the number of neuronal cell layers in Fig. 5 are fixed at m = 4 and n = 2, respectively. In Fig. 5 , the ranges of the band-pass filters of Impulse 1 -4 were 1.1kHz -5.5kHz, 600Hz -1.1kHz, 250Hz -600Hz, and 1Hz -250Hz, respectively. The pattern similarity at the impulse signal level was calculated by using Eq. (6), where x i (t) and y i (t) represent the values for Impulse i of the registered utterance signal and Impulse i of the test utterance signal at time t, respectively. Table 1 shows the pattern similarity between the registered and the test data at the analog signal level (left side), the impulse signal level (center), and the final output level of the biophysical neural network level (right side), respectively. In Table 1 , the diagonal elements represent the pattern similarity between registered and test data spoken by the same speaker. The average and standard deviation of similarity related to diagonal and off-diagonal elements of Table 1 are shown in Table 2 .
As shown in Tables 1 and 2 , the S-value of diagonal elements in both the impulse signal level (before introduction to the biophysical neural network) and the final output level (after introduction to the biophysical neural network) are higher than those of off-diagonal elements. Of particular note is the observation that the standard deviation of the off-diagonal elements increases following their introduction to the biophysical neural network, whereas that of the diagonal elements is maintained at a low value. Dividing all the elements of the final output level in Table 1 into two groups, group A (diagonal elements) and group B (off-diagonal elements), we applied the Mann-Whitney test [20] to elucidate the significant difference between diagonal and off-diagonal elements. In this test, the raw data from groups A and B must be combined into a set of N = n A +n B (= 4+12) elements, which are then ranked from lowest to highest, including tied rank values where appropriate. The z-value can be calculated by the following equation:
whereby T obs is designated as the sum of ranks in group A (T A ) or that in group B (T B ), µ T as the mean of the corresponding sampling distribution (µ TA = n A (N+1)/2, µ TB = n B (N+1)/2) and σ T as the standard deviation of that sampling distribution (σ T = sqrt[n A n B (N+1)/12]). In the case of the final output level in Table 1 . Given the null hypothesis that there is no significant difference between the elements in group A and those in group B, the mere-chance probability (P) of ending up with a value of z A beyond (to the right of) the critical value of z (z critical ) at the level of significance within the normal distribution would be a scant P = 3.1667× 10
if the null hypothesis were true; z critical is 1.6450 for P = 5.0000 × 10 -2 (directional test). This result leads to the conclusion that use of the biophysical neural network may increase the degree to which the similarity between signals spoken by the same speaker can be defined, which is identical to the sensory inhibition phenomenon proposed by Bekesy [21] . Table 1 Pattern similarity between registered and test data in Fig. 11 with 4 channels and 2 layers (m=4, n=2
in Fig. 5 , respectively). 
A1
Effect on recognition of the number of neuronal cell layers in the biophysical neural network
In the previous section, since the numbers of neuronal cell layers and channels in Fig. 5 were fixed at n = 2 and m = 4, respectively, we examined the effect of the number of neuronal cell layers (n in Fig. 5 ) on the S-value at the final output level with a fixed number of channels in the band-pass filter (m = 4 in Fig. 5) . The result is shown in Table 3 , where the number of neuronal cell layers in Fig. 5 is n = 2 (left side), n = 3 (center) and n = 4 (right side). The other initial conditions are the same as those given in Table 1 (i.e., the number of channels in the band-pass filter in Fig. 5 is fixed at m = 4 , and the ranges of the band-pass filters of Impulse 1 -4 were 1.1kHz -5. 5kHz, 600Hz -1.1kHz, 250Hz -600Hz, and 1Hz -250Hz, respectively.) . The average and standard deviation of diagonal and off-diagonal elements in Table 3 is summarized in Table 4 . As shown in Tables 3 and 4 , since the average of diagonal elements increases (80.0 for n = 2, 82.75 for n = 3, 84.25 for n = 4), whilst the standard deviation is maintained at a low value with an increase in the number of neuronal cell layers, that number of layers is also a predominant factor in defining the similarity between two signals spoken by the same speaker; the standard deviation of off-diagonal elements increases with n-value. The Mann-Whitney test in Table 3 also supported this result; z = 2.7285 (P = 3.1667 × 10 -3 ) for 2 and 3 layers, z = 2.8498 (P = 2.1860× 10 -3 ) for 4 layers. Table 3 Pattern similarity S (%) between registered and test data in Fig. 11 under the condition of n=2 (left side), n=3 (center), n=4 (right side). 
Effect on recognition of the number of channels in the band-pass filter
We examined the effect of the number of channels of the band-pass filter (m in Fig. 5 ) on the S-value at the final output level with a fixed number of neuronal cell layers (n = 2 in Fig. 5 ). The number of band-pass filter channels was changed to 6 (the ranges of the band-pass filters were 1.1kHz -5.5kHz for Impulse 1 in Fig. 5 , 700Hz -1.1kHz for Impulse 2, 520Hz -700Hz for Impulse 3, 350Hz -520Hz for Impulse 4, 170Hz -350Hz for Impulse 5, and 1Hz -170Hz for Impulse 6), and S-values of the diagonal and off-diagonal elements were calculated under the condition of n = 2. The result is shown in Table 5 , where the number of channels of the band-pass filter in Fig. 5 is m = 4 (left side) and m = 6 (right side). The average and standard deviation of diagonal and off-diagonal elements in Table 5 is summarized in Table 6 . When the average and standard deviation values of the diagonal elements for 4 channels are compared with those for 6 channels, the average S-value increases with the number of channels whereas the standard deviation decreases with the number of channels; 80.00 ± 5.43 for m = 4, 83.75 ± 2.86 for m = 6. Contrary to this result, however, the Mann-Whitney test result did not indicate that an increase in the number of channels of the band-pass filter contributes to the degree to which the similarity between two signals spoken by the same speaker can be defined; z = 2.7285 (P = 3.1667× 10 -3
) for 4 channels and z = 2.5466 (P = 5.3861× 10 -3 ) for 6. There were no significant differences in z-value with respect to the number of channels in the band-pass filter. 
Timestep judgement of speaker verification
As shown in Eq. (6), the proposed recognition system can judge pattern similarity by changing t f (f f ) in Eq. First, we examined the timestep judgment of verification in the case of two male speakers (Speakers A and B). As shown in Fig. 12 , the S-value is 85% or higher during the entire transient period when the signals were spoken by the same speaker; however, it decreases rapidly from the initial frame when the two signals were spoken by different speakers, as shown in Fig. 13 . Since the profile of the S-value in Fig. 12 is significantly different from that in Fig. 13 , a judgment of verification can be made at a very early stage (f f < 1000) if the judgment threshold is set to 80%, that is, the binary decision will be one of acceptance if S ≥ 80. In the same manner, we examined the timestep judgment of verification in the case of two female speakers (Speaker C and D). As shown in Fig. 14 , the S-value remained high during the entire time of transience. The macroscopic profile of the S-value in Fig. 15 is similar to that in Fig. 14 ; however, the S-value in Fig. 15 decreases rapidly after f f = 1193 and is less than 60 at f f = 1736. Supposing that the judgment threshold is set to 60%, the binary decision can be performed at this time.
Discussion
We examined the accuracy of the proposed system by increasing the number of test speakers and changing the utterance signal. The number of test speakers was increased to eight (four males (A, B, C, D) and four females (E, F, G, H)), and two utterance signals (the words "komine" and "mekari") were sampled from all speakers. The utterance signals were sampled twice; the first (A1, B1, C1, D1, E1, F1, G1, H1) and second sampled signals (A2, B2, C2, D2, E2, F2, G2, H2) were used as registered and test data, respectively. The numbers of band-pass filter channels and neuronal cell layers were fixed at m = 4 and n = 2, respectively. The ranges of the band-pass filter were 1.1kHz -5.5kHz for Impulse 1, 600Hz -1.1kHz for Impulse 2, 250Hz -600Hz for Impulse 3, and 1Hz -250Hz for Impulse 4. The values of pattern similarity (S(%)) between the registered utterance signal (A1, B1, C1, D1, E1, F1, G1, H1) and test one (A2, B2, C2, D2, E2, F2, G2, H2) at the final output level were calculated by using Eq. (6) . The results are shown in Table 7 (those for "komine" are on the left side, , and those on the right side are for "mekari"). The average and standard deviation of the diagonal and off-diagonal elements in Table 7 are summarized in Table 8 . The Mann-Whitney test also supported this result; z = 4.0600 (P = 2.4536× 10 -5 ) for "komine" and z = 4.0092 (P = 3.0359× 10 -5 ). To examine the further effectiveness of the proposed system for the recognition of many utterance signals, we must investigate the pattern similarity between the registered and test data by using an utterance database, such as the one at http://www.ldc.upenn.edu/. These results show that the similarity between two signals spoken by the same speaker is immediately apparent.
As shown in Fig. 5 , the proposed biophysical neural network, which is composed of biochemical neurons, has m-levels of synaptic history. Neurons with the maximum level of synaptic history (for instance, Neuron 1 in Fig. 5 ) can capture macroscopic changes in the impulse train patterns, whereas neurons with the minimum level of synaptic history (for instance, Neuron m in Fig. 5 ) can capture microscopic changes in the impulse train patterns. Namely, we can integrate the neural network to capture both macroscopic and microscopic changes in the impulse train patterns. As for the recognition system shown in Fig. 6 , there is no neurophysiological evidence for the existence of such a system; this is the system based on the traditional frame-by-frame alignment or temporal alignment methods. As shown in Figs 8 to 10 and in Tables 1 and 2 , by propagating within a biophysical neural network, the produced impulse train patterns at the final output level become easily discriminated from the registered patterns. Furthermore, as shown in Tables 3, 4 , the recognition ability goes up with increased numbers of neuronal cell layers (n in Fig. 5 ). This is the prominent advantage of the biophysical recognition system that uses the Hebbian learning network. Table 7 Pattern similarity S (%) at the final output level between registered and test data of the word "komine" and "mekari" spoken by all speakers with 4 channels and 2 layers (m=4, n=2 in Fig. 5, respectively) . We have to solve and clear-up the following problems in order to develop a practical biophysical recognition system: 1) how to adjust the input starting time of the test signal; As described in section 4, since our recognition system can judge mainly by focusing on the phase difference between two signals, a slight difference in the input starting time of the test signal is critical for the calculation of pattern similarity. This problem might be solved by adjusting and determining the input starting time of the test signal so that a new input starting time may provide the maximum pattern similarity at the input signal level between the registered signal and the test signal. 2) How to adjust the difference in the transient time of the registered and the test signals (f f in Eq. (6)); Since the pattern similarity (S(%)) between the registered and the test signals is calculated by Eq. (6), the total number of data points for the test signal (f f in Eq. (6)) has to be the same as that for the registered signal, which is quite a rare case. Practically, the adjustment of the total number of data points is possible by such means as pruning the data points at the analog signal level or by the DP (Dynamic Programming) matching method [22] . How does our brain solve this problem? Suppose that we have a neurophysiological mechanism for DP-matching in our brain, then it might be possible that our brain finds the optimal alignment of suitably sized frames that maximizes the pattern similarity between the registered and the test signals. Contrary to this, recent studies [23] show that speaker information is not uniformly distributed in each frame. Even for text-dependent speaker recognition, therefore, strict time-alignment is unnecessary, and the performance of a non-alignment method seems to be better than that of the temporal alignment methods. Conceptually, a non-alignment method would seem to resemble that of human's, since a person does distinguish between speech and speaker recognition. These two remaining problems are now under consideration to develop a practical biophysical recognition system.
There are so many examples of time-series analog signals observed in our body, such as vision signals, E.E.G. (electroencephalogram), E.C.G. (electrocardiogram), and so on. By applying a suitable transducer in Fig. 5 , a practical biophysical recognition system for these signals should be realized.
