Abstract-Many methods for solving optimization problems, whether direct or indirect, rely upon gradient information and therefore may converge to a local optimum. Global optimization methods like Evolutionary algorithms, overcome this problem. In this work it is investigated how to construct a quality BBF network for a specific application can be a time-consuming process as the system must select both a suitable set of inputs and a suitable BBF network structure. Evolutionary methodologies offer the potential to automate all or part of these steps. This study illustrates how a hybrid BBFN-PSO system can be constructed, and applies the system to a number of datasets. The utility of the resulting BBFNs on these optimization problems is assessed and the results from the BBFN-PSO hybrids are shown to be competitive against the best performance on these datasets using alternative optimization methodologies. The results show that within these classes of evolutionary methods, particle swarm optimization algorithms are very robust, effective and highly efficient in solving the studied class of optimization problems.
I. INTRODUCTION
ue to the simple topological structure and universal approximation ability [1, 44] , the beta basis function (BBF) networks have established themselves as a choice of neural model for approximation and pattern recognition tasks [2] [7] , time series prediction see for example [3] [4] . The beta basis functions have also widely used in support vector machines [5] , an important class of machine learning algorithms. One of the most important issues in the BBF neural network applications is the network learning, i.e., to optimize the adjustable parameters which include the center vectors , the widths of the beta basis functions and the form parameters ,and the linear output weights connecting the BBF hidden nodes to the output nodes . Another important issue is to determine the network structure or the number of BBF nodes based on the methods [5] [8] .
Both the issues to determine the network size and to adjust the parameters on the continuous parameter space are closely coupled. It is a mixed integer hard problem if the two issues are considered simultaneously. Genetic algorithms have been used to address this problem [5] , however, they are computationally very expensive to implement and it is also well known that algorithms suffer the slow premature convergence problems. Despite that no analytic method is available to efficiently and effectively address this integrated problem, the two separate issues have been studied extensively in the literature.
With respect to the BBF neural network learning, conventional approach take a two-stage procedure, i.e., unsupervised learning of the kernel parameters (centre, spread and the form parameter) and supervised learning of the linear output weights.
In contrast to the conventional two-stage learning procedure, supervised learning methods aim to optimize all the network parameters ,for example, hybrid algorithms, combine the gradient bases search to the non linear parameter (width ,centre ,parameter forms) of the BBF nodes and the least squares estimation of linear output weights [9] .
As with other architectures, most training algorithms for this kind of neural network are concerned with parameter optimization, while topology configuration is still an open question. Among the approaches for dealing with the latter problem, two algorithms stand out for different reasons. The orthogonal least squares algorithm (OLS) [10] [11] is extremely computationally efficient, but tends to generate suboptimal solutions. On the other hand, applying particle swarm optimization algorithms (PSO) [12] to the topological definition of BBF networks usually results in excellent solutions. This work presents a criticism of the OLS algorithm which assimilates some drawbacks which can seriously compromise its results. The PSO Algorithm is capable of generating solutions substantially better than those produced by the OLS method. This paper is organized as follows: section 2 presents the BBF network architecture and discusses the some approaches adopted to train this model. One of them, the OLS algorithm, is detailed in section 3. The OLS approach presents some related drawbacks, which constitutes the motivation behind BBFN-PSO development. This is the subject of section 4. The results of these approaches are discussed in section 5. Finally, section 6 presents discussions and conclusions.
II. BBFNN NETWORK
The beta basis functions are a special class of functions whose characteristic feature is that their value increases monotonically with the distance from a central point, called center of the BBF.
Besides the centre n c \ a beta basis function may also present a width parameter n V \ , which can be seen as a Alimi is the first to explore its use as activation functions ( Fig.1 ) in artificial neural network [13] . The BBF Neural network have feed-forward architecture with just one hidden layer composed of m units computing non-linear beta basis functions and fully connected to the input nodes (Fig.2 ). There are as many input units as independent variables in the problem (the number n of components of the input vector x). The connections between the hidden and input units represent the coordinates of the BBFs centers. Hence, setting the parameters of the hidden nodes can be intuitively seen as defining their position in the input space. 
Where y denotes the network output, n x\ , is the input vector to the network,
, , , There are a number of proposals on how to define these parameters in the literature. One first idea is to hold m fixed and use a gradient descent method to adjust all other parameters [4] [16], in a manner very similar to the error back-propagation algorithm [14] , often used with MLPs. Nevertheless, training a BBF network in such a way seems somewhat wasteful, since it does not take advantage of the two-stage training possibility of the BBF architecture. There are several interesting approaches that exploit this potential. Although slightly different, all of them share the same idea: the definition of the hidden layer is considered as the major task, since the output weights can be computed according to linear optimization techniques for which global existence theorems are known [15] . Broomhead and Lowe [15] suggest that centers can be coincidently located at a subset of data points, chosen randomly from the training sample. However, this choice is sensitive to how well the selected data points represent the overall population. Independently of how the functions are positioned, it is necessary to define their widths. The widths of the individual BBFs can be equal or set differently for each unit. In the first case, the common width i V can be defined as some multiple of the average distance between centers. This multiple defines the degree of smoothness of the function f: the larger width, the greater smoothness. If one independent width i V is associated with each BBF y i , a possible alternative is to set each BBF width as a multiple of the average distance to the k nearest neighbors [16] . Although these approaches are possible ways of training a BBF network, they do not deal with the problem of defining the network topology, i.e., determining the number of BBFs in the hidden layer.
In the next section two proposals for dealing with this problem are presented. Despite the fact that both of them keep the two-stage training philosophy, they configure the hidden layer in completely different ways.
III. ORTHOGONAL LEAST SQUARES METHOD
The Orthogonal Least Square method (OLS) is proposed by Chen and al. [17] for the synthesis of the networks to radial function. Since its publication, the OLS algorithm has been applied in different domains. It is an incremental algorithm: Only one center is designated in every stage. The parameters of the hidden layer are supposed fixes: No adjustment of the centers and the shapes of the activation functions. The center is selected on the basis of the least square method orthogonal in order to assure a maximal step toward the desired output. The input space is transformed by the hidden layer in a new space of N dimension: The idea consists in determining the contribution of every vector of the basis-not recruited again -to the energy of the structure in progress and to choose the one that possesses the most important contribution. Here is a brief recall of the orthogonal least square method -Decomposition of Gram-Schmidt: Every set of vectors linearly independent 1 .... 
Critique of the OLS algorithm
The OLS algorithm has several virtues: it is an elegant procedure that allows both parametric and structural configuration of the neural network within a reasonable computational time. Nevertheless, it also presents some drawbacks which can seriously compromise its results. One of the main weaknesses of OLS is the strategy normally adopted to construct the set of candidate activation function. This strategy is based on some assumptions which are, at least in principle, more related to historical aspects than well founded arguments. Usually the set is built in the following way [17, 18] : The number of candidate corresponds to the number of vectors in the training set.
The centers are coincidently located at the training data; the entire activation function share the same width 6 which is generally computed by some heuristic based on the training sample distribution.
At first, there is no reason inherent to the method that imposes the same cardinality for both the set of candidate centers and the training set. We can think, for example, in a larger candidate set, when there are enough computational resources available, or a smaller one, when the training set is too large to be handled at once. This last observation, however, may not be considered as a strong criticism to the OLS method. Another point which perhaps constitutes a true weakness of the algorithm concerns the positioning of the centers. Obviously, in the OLS algorithm the centers are picked from the training set in a more rational manner. However, there is no guarantee that placing the activation function in such way is an optimal choice. There is, indeed, evidence in the literature that in some situations the optimal positioning of some centers may not lie in the convex hull defined by the training sample [19, 20, 21, 22] .
Another criticism concerns the definition of the candidate widths. There is no reason, at least in principle, to adopt the same width for all candidate functions. Although in specific situations this approach has shown to be the best choice [23] , most training algorithms allow for a different width for each hidden unit [12] [24] [25] [26] . In [27] , Benoudjit et al. clearly state that using different widths V can significantly improve the network performance. Besides this, Carse et al. present in [28] a function whose complexity changes over the considered domain, beingaccording to the authors-a typical case where non-uniform widths would perform sensibly better than a global one.
Yet another question can be raised about the radius: independently of adopting a global 6 or not, it is necessary to define a way to compute the width. In the standard OLS, this computation is done a priori, concerning only the input vectors distribution [29, 30] . In [31] , Chen et al. adopt the thin-plate-spline function, which does not involve the notion of width. In this way, they avoid the problem of how to compute it.
Particularly, Orr defines 6 as being half the maximum distance between any input training vectors. Although the author reports good results with this approach, one can suspect it might not be the best choice. This suspicion is confirmed in another work of the same author [32] . With a more accurate method which only works with a fixed topology, Orr optimizes the width V for one of the experiments studied in [30] .
IV. PARTICLE SWARM OPTIMIZATION ALGORITHM PSO was introduced by Kennedy and Eberhart [35] and is inspired by the swarming behavior of animals and human social behavior. A particle swarm is a population of particles, where each particle is a moving object that 'flies' through the search space and is attracted to previously visited locations with high fitness. In contrast to the individuals in evolutionary computation, particles neither reproduce nor get replaced by other particles.
where 1 2 , M M are uniform distributed random numbers
(typically min 0 M ) and ( max 2 M ) that determine the weight between the attraction to position p, which is the best position found by the particle so far and pg the overall best position found by all particles. A more general version of PSO considers pg as the best position found in a certain neighborhood of the particle, which does not generally contribute to performance improvements [36] . Note that 1 M and 2 M are generated for each component of the velocity vector. Moreover, the so-called inertia weight w controls how much the particles tend to follow their current direction compared to the memorized positions p and pg. Instead of the inertia weight w, one can use another parameter, the so-called constriction factor F , which is multiplied with the entire equation in order to control the overall velocity of the swarm. In the preliminary parameter tuning experiments it turned out that the tuning of the velocity update rule using the inertia weight yielded clearer and better results. Finally, the velocity of the particles is limited by a maximum velocity vmax, which is typically half of the domain size for each parameter in vector x. The algorithm works as outlined in the pseudo-code of Table 1 . The variables in the pseudo code have consistent names with respect to the pseudocode for the PSO (e.g. vector x of individual j has been named pop(j)_x). The initialization of the algorithm PSO algorithm (using randomly chosen object feature vectors from the data set), but additionally requires the initialization of the velocity vectors, which are uniformly distributed random numbers in the interval [0, v_max]. After initialization, the memory of each particle is updated and the velocity and position update rules are applied. If a component n of the velocity v of a particle exceeds v_maxn it is truncated to this value, i.e., pop(j)_vn = v_maxn. Moreover, if a component n of the new position vector is outside the domain, it is moved back into the search space by adding twice the negative distance with which it exceeds the search space and the component n of the velocity vector is reversed, i.e., pop(j)_vn= -pop(j)_vn. This process is applied to all particles and repeated for a fixed number of iterations. 
xn pop j xn pop j vn "if a particle leaves the search space then move it back in" If
( )_ n n pop j x xMin then ( ) _ ( ) _ 2*( ( ) _ ) n n n n pop j x pop j x xMin pop j x ( )_ ( )_ n n pop j v pop j v If ( )_ n n pop j x xMax ! then ( ) _ ( ) _ 2*(( ) _
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Hence, we use a discrete representation to code the centre i c , the width i V and the parameter forms i p and i q of every Beta function. Every chromosome that represents a beta basis function neural network is a variable chain because the hidden layer contains a variable number of neurons. The number of parameters in the vector is variable and it depends on the number of neurons in the hidden layer of the network. PSO are used to find the global optimal tuning parameters for the BBFN-PSO time series model. There are many advantages of using PSO to identify the BBF parameters. These advantages are:
x No need to make any assumptions about the BBF centers x A better chance for reaching the global optimal solution for the BBF set parameters; PSO-bases approaches can successfully hand non linear equations. Candidate solutions (individuals) in this case are i-dimensional vectors of the form
V. COMPUTATIONAL EXPERIMENTS
This section was partitioned into four subsections. In the first three, the OLS algorithm is submitted to series of tests with artificial problems. This kind of task allows us to evaluate the methods under different conditions. Particularly, it is possible to generate several training sets. Therefore, this class of problems is suitable for studying the behavior of OLS. However, one can suspect that the excessive regularities in the structure of artificial tasks may lead to wrong conclusions about the true performance of OLS algorithm. In the fourth subsection, the parameter setting is reported. To evaluate its performance, the proposed PSO-BBFN should be submitted to several sets composed of benchmarks functions. To assess the experiments, all the parameters of PSO algorithm are adjusted empirically in some cases, intuitively, and do not correspond necessarily to the best possible choice. However, it could also distort the analysis, since a fine tuning is often not possible in real applications. Several tasks were considered in this section: the Mackey-Glass chaotic time series and the Lorentz system. All are well-known artificial problems recognized as benchmark tasks in the study of different neural network architectures.
A. Hermite polynomial
The Hermite polynomial is given by the following expression:
Despite being very simple, the Hermite polynomial is widely used in the literature-see [25, 30, 40, 41] for some examples. Following these works, several training samples were generated, each one containing 40 input-output pairs. The first analysis concerns the behavior of OLS algorithm on a typical execution. OLS algorithm was applied to this data sample. Fig. 4 illustrates the polynomial function and the approximation performed by the network constructed by OLS. Note that, in spite of the relatively high distortion of the data, the function computed by the BBF network was reasonable. To perform such an approximation, the model constructed by OLS algorithm presented four BBFs in the hidden layer. It is interesting to observe the differences between the widths i V , which supports the statement that a candidate set H composed by BBFs with distinct widths and the same pi and qi (form parameters) can be very useful. Fig.5 shows the root mean square error achieved by the algorithms on a test set composed by 201 inputs equally distributed over to the interval. From the picture, it is clear that OLS algorithm has performed exactly as expected. However, the algorithms should not be analyzed under this criterion only: as all of them also configure the network topology, one can compare the number of hidden nodes presented in the final models.
B. Mackey-Glass time series prediction
A time-series prediction problem can be constructed based on the Mackey-Glass [37] 
The resulting series presents a chaotic behavior, and is recognized as a reference problem in the study of neural networks generalization ability. Unfortunately, the exact configuration of the experiment varies from one work to another. Here the same parameters of [24] and [38] 
W
, were adopted, since the results from these works will be used for comparison. As in the studies mentioned above, the task of the neural network is to predict the value of the time series at point ( ) x t f , given n earlier points ( ), ( ),... ( ) x t x t l x t nl , where l stands for the lag between two consecutive points. For all the experiments, the training set was composed by the first 500 points randomly selected from the time series. The next 500 points in the sequence were used as a test set to assess the generalization capability of the resulting networks.
In the previous section, it was shown that beta functions can perform a good job in approximating the Hermite polynomial. In this section, another point will be investigated: the positioning of the BBFs' centers. In order to make its visualization easier, only three input values (i.e., n = 3) were considered in this experiment. Fig.7 shows the distribution of the training data, as well as the positioning of the BBFs' centers of the 13 BBF' s of the network constructed by OLS when submit ted to this dataset. It is clear that most of the centers not only do not coincide with the training vectors, but also do not lie in the convex hull defined by these points. Fig.6 illustrates the approximation performed by the constructed model. Note that the network was able to assimilate reasonably well the dynamics of the time-series. Evidently, this does not prove that positioning centers outside the training convex hull is the only way to perform a good approximation of the series. Nevertheless, this experiment does suggest that relaxing the centre locating procedure provides the algorithm with a flexibility which can indeed improve its results.
The performance of OLS algorithm is characterized by the number of hidden BBFs and RMSE. Explicitly, the average number of beta functions in the final models was 13 and their average RMSE was approximately 0.019.
C. Application to Lorenz Attractor
The Lorenz system is an idealized model of fluid motion between a hot surface and a cool surface. It is described by the following nonlinear ordinary differential equations ( . The data were again normalized to take values from zero to one, before they were used as inputs to the polynomial neural networks. The objective is to make one-step a head prediction. The prediction is based on four past values
( ( 1), ( 2), ( 3), ( 4)) x t x t x t x t and thus the output pattern is ( ) ( ( 1), ( 2), ( 3), ( 4) 
D. PSO Algorithm setting
To evaluate the performance of PSO-BBFNN, we have applied it to two benchmark problems: the Mackey-Glass and the Lorenz time series prediction problem. In order to compare PSO-BBFN with previous work, the experimental setup is the same as the previous experimental setup. There are some parameters in PSO-BBFNN which need to be specified by the user. These parameters were set to the same for both problems (table1); the population size Pop size (50), the number of generations (20000) 
VI. DISCUSSION AND CONCLUSIONS
The present case study is intended to cover the nonlinear identification problem of Mackey-Glass and Lorenz's system using PSO-BBFNN. Table 2 summarizes the results for time series prediction in terms of the average of 'best of the run' measures obtained after the termination of 20 independent runs. The results presented here indicate that the PSO-BBFNN can be a powerful tool to predict time series and to study complex and chaotic behavior. As can be seen, the use of PSO in optimizing the network parameters improves the results considerably, enhancing the BBFNN robustness. In this paper, the performance of OLS and PSO for optimization artificial data has been compared. Here, the population-based heuristic is superior compared to OLS (in term of number of neuron) which proves the criticism of this method in term of position of the centers. From our experiments it turned out that PSO is clearly superior compared to DE [3] . It is important to note that the comparison between the Lorenz system and other approaches appeared in the bibliographies [15] show the performance of the PSO-BBFNN to the other, for example, in order to predict the value of time series, using 6 neurons in the hidden layer, the root mean square error of the PSO-BBFNN is 0.1 whereas the RMSE in [15] is 0.8. Apart from performance issues, in comparing the differential algorithm DE and PSO in term of number of parameters and convergence time, we should note that DE requires very little parameter tuning compared to substantial tuning for PSO. This is particularly interesting regarding real-world problems, where the evaluation of a candidate solution can take substantial amounts of CPU time. Moreover, the selection in PSO accepts a newly created candidate solution only if it is better than its parent and can therefore substitute its parent. The PSO generates new solutions by recombination of existing solutions using difference vectors, which makes the choice of the step size and direction of search fundamentally different. What happens during a PSO run is that the shape and size of the search space that the population is covering iteratively changes towards better candidate solutions. This last is a robust search method capable of locating the global optimum of optimization problems. This algorithm is not sensitive to the initialization. It can be initialized randomly; it demands a large population size. Both properties give rise to an increased number of function evaluations (simulations) and hence a long computation time. The use of sub-populations can improve their convergence to the global optimum of this research has shown. The population size plays a crucial role in solving optimal optimization problems. Selecting too small population size reduces the probability of finding the global solution. Increasing the population size increases the chances that the algorithm finds the global optimum but the computation time increases. Finally, it is important to point out that the PSO approach could be extended in many ways to obtain a better solution and to decrease the evaluation number. The simulation results obtained in BBFNN design motivate further work, which will involve the study of new PSO approaches with local search for BBFNN design in problems of complex nonlinear systems identification.
Methods
Testing Error (RMSE)
Number of neurons GGAP(1norm) [42] 0.03 13 GGAP (2 norm) [42] 0.03 19 MRAN [42] 0.03 16 RANEKF [42] 0.02 23 RAN [42] 0.04 39 Aouiti [6] 0.013 9 Yen [43] 0.097 12 Habib [3] 0.013 10 Habib [9] 0.030 8 OLS-BBFN 0.019 13 PSO-BBFN 0.027 6 
