We establish necessary and sufficient conditions for a sequence of d-dimensional vectors of multiple stochastic integrals
Introduction
nj . We recall that, according to the main result of [9] , condition (ii) above is equivalent to either one of the following: (iii) lim k→+∞ E F k j 4 = 3 for every j, (iv) for every j and every p = 1, ..., n j − 1 the contraction f
converges to zero in
. Some other necessary and sufficient condition for (ii) to hold is stated in the subsequent sections, and an extension is provided to deal with the case of a Gaussian vector N d with a more general covariance structure.
1
Besides [9] , our results should be compared with other central limit theorems (CLT) for non linear functionals of Gaussian processes. The reader is referred to [2] , [5] , [6] , [7] , [14] and the references therein for several results in this direction. As in [9] , the main tool in the proof of our results is a well known time-change formula for continuous local martingales, due to Dambis, Dubins and Schwarz (see e.g. [12, Chapter 5] ). In particular, this technique enables to obtain our CLTs, by estimating and controlling expressions that are related uniquely to the fourth moments of the components of each vector F k d . The paper is organized as follows. In Section 2 we introduce some notation and discuss preliminary results; in Section 3 our main theorem is stated and proved; finally, in Section 4 we present some applications, to the weak convergence of chaotic martingales (that is, martingales admitting a multiple Wiener integral representation), and to the convergence in law of random variables with a finite chaotic decomposition.
Notation and preliminary results
Let H be a separable Hilbert space. For every n ≥ 1, we define H ⊗n to be the nth tensor product of H and write H n for the nth symmetric tensor product of H, endowed with the modified norm √ n! · H ⊗n . We denote by X = {X (h) : h ∈ H} an isonormal process on H, that is, X is a centered H-indexed Gaussian family, defined on some probability space (Ω, F, P) and such that
For n ≥ 1, let H n be the nth Wiener chaos associated to X (see for instance [8, Chapter 1]): we denote by I X n the isometry between H n and H n . For simplicity, in this paper we consider uniquely spaces of the form H = L 2 (T, A, µ), where (T, A) is a measurable space and µ is a σ-finite and atomless measure. In this case, I X n can be identified with the multiple Wiener-Itô integral with respect to the process X, as defined e.g. in [8, Chapter 1] . We also note that, by some standard Hilbert space argument, our results can be immediately extended to a general H. The reader is referred to [9, Section 3.3] for a discussion of this fact.
Let H = L 2 (T, A, µ); for any n, m ≥ 1, every f ∈ H n , g ∈ H m , and p = 1, ..., n ∧ m, the pth contraction between f and g, noted f ⊗ p g, is defined to be the element of H ⊗m+n−2p given by
by convention, f ⊗ 0 g = f ⊗ g denotes the tensor product of f and g. Given φ ∈ H ⊗n , we write (φ) s for its canonical symmetrization. In the special case T = [0, 1], A = B ([0, 1]) and µ = λ, where λ is Lebesgue measure, some specific notation is needed. For any 0 < t ≤ 1, ∆ n t stands for the symplex contained in [0, t] n , i.e. ∆ n t := {(t 1 , ..., t n ) : 0 < t n < ..
, and for every 1 < t ≤ 1 and p = 1, ..., n ∧ m, we write f ⊗ t p g for the pth contraction of f and g on [0, t], defined as
, then X coincides with the Gaussian space generated by the standard Brownian motion
and this implies in particular that, for every n ≥ 2, the multiple Wiener-Itô integral I
, can be rewritten in terms of an iterated stochastic integral with respect to W , that is:
The following facts will be used to prove our main results. Let
F3: (see [9] )
, such that one of the following conditions is satisfied: 4 and i 4 = i 1 , (c) the elements of (i 1 , ..., i 4 ) are all distinct. Our main result is the following.
Theorem 1 Let d ≥ 2, and consider a collection 1 ≤ n 1 ≤ ... ≤ n d < +∞ of natural numbers, as well as a collection of kernels f
∈ H nj for every k ≥ 1 and every j = 1, ..., d, and
lim
Then, the following conditions are equivalent:
= 3d 2 , and
(iii) as k goes to infinity, the vector
converges in distribution to a standard Gaussian random variable;
Proof. We show the implications [(ii) ⇒ (i)] The key of the proof is the following simple equality
By the multiplication formula (1), for every 1 ≤ i < j ≤ d
and therefore
. Now, relations (2) and (3) imply that
where
, and
and the desired conclusion is immediately obtained, since condition (4) ensures that the right side of the above expression converges to 3d 2 when k goes to infinity.
[(i) ⇒ (iii)] We will consider the case
where dx stands for Lebesgue measure, and use the notation introduced at the end of Section 2. We stress again that the extension to a general, separable Hilbert space H can be done by following the line of reasoning presented in [9, Section 3.3.] and it is not detailed here. Now suppose (i) and (5) hold. The result is completely proved, once the asymptotic relation
is verified for every vector
Thanks to the Dambis-Dubins-Schwarz Theorem (see [12, Chapter V]), we know that for every k, there exists a standard Brownian motion W (k) (which depends also on λ d ) such that
Now, since (4) implies
To conclude, we shall verify that (i) implies also that for every i < j
To see this, use once again the multiplication formula (1) to write
when n i < n j , or, when
In what follows, for every m ≥ 2, we write t m to indicate a vector (t 1 , ..., t m ) ∈ R m , whereas dt m stands for Lebesgue measure on R m ; we shall also use the symbol t m = max i (t i ). Now fix q < n i − 1 ≤ n j − 1, 6 and observe that, by writing p = q + 1,
and moreover
where, for γ = i, j
and the calculations contained in [9] imply immediately that both C j (k) and C i (k) converge to zero whenever (i) is verified. On the other hand, when q = n i − 1 < n j − 1
and also
so that the conclusion is immediately achieved, due to (4). Finally, recall that for
again by assumption (4) . The proof of the implication is concluded.
This is a consequence of Theorem 1 in [9] .
In what follows,
In the case of multiple Wiener integrals of the same order, a useful extension of Theorem 1 is the following Proposition 2 Let d ≥ 2, and fix n ≥ 2 as well as a collection of kernels
n for every k ≥ 1 and every j = 1, ..., d, and
(i) as k goes to infinity, the vector
converges in distribution to N j , that is, to a centered Gaussian random variable with variance C jj ; (iv) for every j = 1, ..., d, Proof. From Proposition 4.1 in [11] , we obtain immediately that for every j = 1, ..., d,
and the asymptotic independence follows from Theorem 1, since for every i = j
To prove point (b), use for instance Stroock's formula (see [13] ) to obtain that for every k = 1, ..., d In what follows, we prove a new asymptotic version of Knight's theorem -of the kind discussed e.g. in [12, Chapter XIII] -and a necessary and sufficient condition for a class of random variables living in a finite sum of chaos -and satisfying some asymptotic property -to have a Gaussian weak limit. Further applications will be explored in a subsequent paper.
of elements of H nj , such that there exists a filtration {F t : t ∈ [0, 1]}, satisfying the usual conditions and such that, for every k and for every j, the process t → M j,k (t) = I X nj φ t j,k , t ∈ [0, 1] , is a F t -continuous martingale on [0, 1], vanishing at zero. We note M j,k , M j,k and M j,k , M i,k , 1 ≤ i, j ≤ d, the corresponding quadratic variation and covariation processes, whereas β j,k is the DambisDubins-Schwarz Brownian motion associated to M j,k . Then, we have the following Proposition 4 (Asymptotic Knight's theorem for chaotic martingales) Under the above assumptions and notation, suppose that for every j = 1, ..., d,
where t → T j (t) is a deterministic, continuous and non-decreasing process. If in addiction
for every i = j and for every t, then {M j,k : 1 ≤ j ≤ d} converges in distribution to
where {B j : 1 ≤ j ≤ d} is a d dimensional standard Brownian motion.
