Abstract. We study stochastic volatility models in which the volatility process is a positive continuous function σ of a continuous Volterra stochastic processB. We state some pathwise large deviation principles for the scaled log-price.
Introduction
The last few years have seen renewed interest in stochastic volatility models driven by fractional Brownian motion or other self-similar Gaussian processes (see [12] , [16] , [17] ), i.e. fractional stochastic volatility models. Here we study stochastic volatility models in which the volatility process is a positive continuous function of a continuous stochastic processB, that we assume is a Volterra type Gaussian process. The main result obtained in the present paper is a generalization, to the infinite-dimensional case, of a large deviation principle for the log-price process, due (in the real case) to Forde and Zhang [11] and Gulisashvili [15] . An important aspect of this paper is that the techniques here used are different from those generally used in this framework (Wentzell-Friedlin theory). The principal result we use is Chaganty Theorem (see Theorem 2.3 in [6] ), where a large deviations principle for joint and marginal measures is stated. In this way the same results could be obtained in a more general context, see Section 7. We establish a small-noise large deviation principle for the log-price in the small-time regime. In particular in the stochastic volatility models of interest, the dynamic of the asset price process (S t ) t∈[0,T ] is modeled by the following equation: dS t = S t µ(B t )dt + S t σ(B t )d(ρW t + ρB t ) 0 ≤ t ≤ T, S 0 = s 0 > 0, where s 0 is the initial price, T > 0 is the time horizon andB is a non-degenerate continuous Volterra type Gaussian process of the formB t = t 0 K(t, s) dB s 0 ≤ t ≤ T, for some kernel K. The processes W and B, are two independent standard Brownian motions, ρ ∈ (−1, 1) is the correlation coefficient andρ = 1 − ρ 2 . ThenρW + ρB is another standard Brownian motion which has correlation coefficient ρ with B. If ρ = 0 the model is called a correlated stochastic volatility model, otherwise it is called uncorrelated model. It is assumed that µ : R → R and σ : R → (0, +∞) are continuous functions satisfying suitable hypothesis. The process σ(B) = (σ(B t )) 0≤t≤T describes the stochastic evolution of the volatility in the model and µ(B) = (µ(B t )) 0≤t≤T is an adapted return process. The unique solution to the previous equation is the Doléans for 0 ≤ t ≤ T. Therefore, the log-price process Z t = log S t , 0 ≤ t ≤ T, with Z 0 = x 0 = log s 0 is defined by,
Now let ε : N → R + be a function such that ε n → 0, as n → +∞. For every n ∈ N, we will consider the following scaled version of the stochastic differential equation We will obtain a sample path large deviation principle for the family of processes ((Z n t − x 0 ) t∈[0,T ] ) n∈N . A large deviations principle for (Z n T − x 0 ) n∈N has been also obtained with the same techniques. But it can be also obtained by contraction and this is the approach we follow here. We get the same results also for more general families of Volterra processes ((B n t ) t∈[0,T ] ) n∈N (not only ((ε nBt ) t∈[0,T ] ) n∈N ) that obey a large deviations principle (some examples of such processes can be found in [5] , [13] and [21] ).
The paper is organized as follows. In Sections 2 and 3 we recall some basic facts about large deviations for continuous Gaussian processes (also for Gauss-diffusions) and for joint and marginal measures. In Section 4 we describe the model. In Sections 5, 6 and 7 are contained the main results. More precisely in Section 5 we consider the uncorrelated model and the results here proved are used in Section 6 where we study the correlated model. In Section 7 we extend the results of the Sections 5 and 6 to a more general context (i.e. ((B n t ) t∈[0,T ] ) n∈N is a more general family of Volterra processes).
Large deviations for continuous Gaussian processes
We briefly recall some main facts on large deviations principles and Volterra processes we are going to use. For a detailed development of this very wide theory we can refer, for example, to the following classical references: Chapitre II in Azencott [1] , Section 3.4 in Deuschel and Strook [10] , Chapter 4 (in particular Sections 4.1, 4.2 and 4.5) in Dembo and Zeitouni [9] , for large deviations principles; [8] and [19] for Volterra processes. Without loss of generality, we can consider centered Gaussian processes.
Large deviations
Definition 2.1. (LDP) Let E be a topological space, B(E) the Borel σ-algebra and (µ n ) n∈N a family of probability measures on B(E); let γ : N → R + be a function, such that γ n → +∞ as n → +∞. We say that the family of probability measures (µ n ) n∈N satisfies a large deviation principle (LDP) on E with the rate function I and the speed γ n if, for any open set Θ,
and for any closed set Γ lim sup
A rate function is a lower semicontinuous mapping I : E → [0, +∞]. A rate function I is said good if the sets {I ≤ a} are compact for every a ≥ 0.
Definition 2.2. (WLDP)
Let E be a topological space, B(E) the Borel σ-algebra and (µ n ) n∈N a family of probability measures on B(E); let γ : N → R + be a function, such that γ n → +∞ as n → +∞. We say that the family of probability measures (µ n ) n∈N satisfies a weak large deviation principle (WLDP) on E with the rate function I and the speed γ n if the upper bound (1) holds for compact sets.
, be a continuous, centered, Gaussian process on a probability space (Ω, F , P). The following remarkable theorem (Proposition 1.5 in [1] ) gives an explicit expression of the Cramér transform Λ * of a continuous centered Gaussian process (U t ) t∈[0,T ] with covariance function k. Let us recall that 
Then,
where H and . H denote, respectively, the reproducing kernel Hilbert space and the related norm associated to the covariance function k.
Reproducing kernel Hilbert spaces (RKHS) are an important tool to handle Gaussian processes. For a detailed development of this wide theory we can refer, for example to Chapter 4 in [18] (in particular Section 4.3) and to Chapter 2 (in particular Sections 2.2 and 2.3) in [3] . In order to state a large deviation principle for a family of Gaussian processes, we need the following definition. 
If the means and the covariance functions of an exponentially tight family of Gaussian processes have a good limit behavior, then the family satisfies a large deviation principle, as stated in the following theorem which is a consequence of the classic abstract Gärtner-Ellis Theorem (Baldi Theorem 4.5.20 and Corollary 4.6.14 in [9] ) and Theorem 2.4. 
and the limit −→ m, as n → +∞. Then, the family of processes (X n ) n∈N , where
satisfies a large deviation principle on C[0, T ] with the same speed γ n and the good rate function
A useful result which can help in investigating the exponential tightness of a family of continuous Gaussian processes is Proposition 2.1 in [20] where the required property follows from Hölder continuity of the mean and the covariance function.
Volterra type Gaussian processes
Let (Ω, F , P) be a probability space and B = (B t ) t∈[0,T ] a standard Brownian motion. SupposeB = (B t ) t∈[0,T ] is a centered Gaussian process having the following Fredholm representation,
where T > 0, and K is a measurable function on [0, T ] 2 such that
i.e. a square integrable kernel. For such a kernel, the linear operator K :
is compact. The operator K is called Hilbert-Schmidt integral operator. The modulus of continuity of the kernel K is defined as follows:
The covariance function of the processB is given by
Next definition of a Volterra type process is the same as Definition 5 in [19] . 
(for further details, see Subsection 2.2 in [19] ). Any ϕ ∈ HB can be represented as
where f belongs to
. In this Section we recall a large deviation principle for the couple (ε n B, ε nB ) n∈N (see for example [15] ). First observe that (B,B) is a Gaussian process (for details see for example [11] ) and therefore the following theorem is an application of Theorem 3.4.5 in [10] . From now on we denote with H 
where
from Theorem 2.11 and contraction principle, follows that (ε nB ) n∈N satisfy a large deviation principle on C 0 [0, T ] with the good rate function given by
Gauss-diffusion processes
Let X n be the solution of the following Stochastic Differential Equation
This is a Gauss-Diffusion process. As a simple application of Theorem 3.1 in [7] we have the following result for Gauss-diffusion processes. 
with the understanding I(f ) = +∞ if the set is empty.
Remark 2.14. In the non-degenerate case, that is, if c ≥ c > 0 then the rate function (9) simplifies to
Large deviations for joint and marginal distributions
In this Section we introduce the Chaganty Theorem, in which a large deviation principle for a sequence of probability measures on a product space E 1 × E 2 (and then for both marginals) is obtained starting from the LDP of the corresponding sequences of marginal and conditional distributions. The main reference of this topic is [6] . We recall, for sake of completeness, some results about conditional distributions in Polish spaces. Let Y and Z two random variables, defined on the same probability space (Ω, F , P), with values in the measurable spaces (E 1 , E 1 ) and (E 2 , E 2 ) respectively, and let us denote by µ 1 , µ 2 the (marginal) laws of Y and Z respectively and by µ the joint distribution of (Y,
is a regular version of the conditional law of Z given Y if 1. For every B ∈ E 2 , the map y → µ 2 (B|y) is E 1 -measurable.
2. For every B ∈ E 2 and A ∈ E 1 , P(Y ∈ A, Z ∈ B) = A µ 2 (B|y)µ 1 (dy).
In this case we have µ(dy, dz) = µ 2 (dz|y)µ 1 (dy).
In this section we will use the notation (E, B) to indicate a Polish space (i.e. a separable, completely metrizable space) with the Borel σ-field, and we say that a sequence (
where d E denotes the metric on E. Regular conditional probabilities do not always exist, but they exist in many cases. The following result, that immediately follows from Corollary 3.1.2 in [4] , shows that in Polish spaces the regular version of the conditional probability is well defined.
and (E 2 , B 2 ) be two Polish spaces endowed with their Borel σ-fields, µ be a probability measure on (E,
. Let µ i be the marginal probability measure on
In what follows we always suppose random variables taking values in a Polish space.
Let (E 1 , B 1 ) and (E 2 , B 2 ) be two Polish spaces. We denote by (µ n ) n∈N a sequence of probabilities measures on the product space (E 1 × E 2 , B 1 × B 2 ) (the sequence of joint distributions), by (µ in ) n∈N , for i = 1, 2, the sequence of the marginal distributions on (E i , B i ) and by (µ 2n ( · |x 1 )) n∈N the sequence of conditional distributions on (E 2 , B 2 ) (x 1 ∈ E 1 ), given by Proposition 3.1 , i.e.
for every B 1 × B 2 , with B 1 ∈ B 1 and B 2 ∈ B 2 .
) be two Polish spaces and x 1 ∈ E 1 . We say that the sequence of conditional laws (µ 2n ( · |x 1 )) n∈N on (E 2 , B 2 ) satisfies the LDP continuously in x 1 with the rate function J( · |x 1 ) and the speed γ n , or simply, the LDP continuity condition holds, if
with the rate function J( · |x 1 ) and the speed γ n .
Suppose that the following two conditions are satisfied:
(i) (µ 1n ) n∈N satisfies a LDP on E 1 with the good rate function I 1 and the speed γ n .
(ii) for every x 1 ∈ E 1 , the sequence (µ 2n ( · |x 1 )) n∈N obeys the LDP continuity condition with the rate function J( · |x 1 ) and the speed γ n .
Then the sequence of joint distributions (µ n ) n∈N , given by (10) , satisfies a WLDP on E = E 1 × E 2 with the speed γ n and the rate function
for x 1 ∈ E 1 and x 2 ∈ E 2 . Furthermore the sequence of the marginal distributions (µ 2n ) n∈N defined on (E 2 , B 2 ), satisfies a LDP with the speed γ n , and the rate function 
Volterra type stochastic volatility models
In the stochastic volatility models of our interest the dynamic of the asset price process (S t ) t∈[0,T ] is modeled by the following equation:
where s 0 is the initial price, T > 0 is the time horizon andB is a non-degenerate continuous Volterra type Gaussian process as in (3) for some kernel K, which satisfies the conditions in Definition 2.8. The processes W and B, are two independent standard Brownian motions, ρ ∈ (−1, 1) is the correlation coefficient and ρ = 1 − ρ 2 . ThenρW + ρB is another standard Brownian motion which has correlation coefficient ρ with B. If ρ = 0 the model in (11) is called a correlated stochastic volatility model, otherwise it is called an uncorrelated model. The equation in (11) is considered on a filtered probability space (Ω, F , (F t ) 0≤t≤T , P); (F t ) 0≤t≤T is the filtration generated by W and B, completed by the null sets, and made right-continuous. So the filtration (F t ) 0≤t≤T represents the information given by the two Brownian motions. It is assumed in (11) that µ : R → R and σ : R → (0, +∞) are continuous functions. It follows from (11) that the process σ(B) = (σ(B t )) 0≤t≤T describes the stochastic evolution of volatility in the model and the process µ(B) = (µ(B t )) 0≤t≤T is an adapted return process. Equation (11) has a unique solution that can be represented as an exponential functional. In our case the unique solution to the equation in (11) is the Doléans-Dade exponential
for 0 ≤ t ≤ T (for further details, see Section IX-2 in [22] ). Therefore, the log-price process Z t = log S t , 0 ≤ t ≤ T, with Z 0 = x 0 = log s 0 is
Let ε n : N → R + be a function such that ε n → 0, as n → +∞. For every n ∈ N, we will consider the following scaled version of the stochastic differential equation in (11)
where, for every n ∈ N,B n t = ε nBt , t ∈ [0, T ].
In the next Sections we will obtain a sample path large deviation principle for the family of log-price processes
By contraction we will deduce a large deviation principle for the family (Z n T − x 0 ) n∈N obtaining the same result contained in [15] . We will start by proving a small-noise large deviation principle for the log-price in the uncorrelated stochastic volatility model and then we extend the results to the class of correlated models.
LDP for the uncorrelated stochastic volatility model
We first consider, forρ ∈ [−1, 0) ∪ (0, 1], the model described by
where the processes W and B, driving the stock price and the volatility equations respectively, are two independent standard Brownian motions, so the model in (14) is an uncorrelated stochastic volatility model. The corresponding scaled model is given by
where, for every n ∈ N,B n is the Volterra process defined by (13) . Moreover, the process X
We will prove that hypothesis of Chaganty's Theorem 3.3 hold for the family of processes
In order to guarantee the hypothesis of Chaganty's Theorem, we will need to impose the following conditions on the coefficients.
ii) 0 < σ ≤ σ(y) ≤σ for all y ∈ R, for some positive constants σ andσ.
Assumption 5.2. µ : R −→ R. Suppose that µ is a locally β-Hölder continuous function, i.e. for every compact space K ⊂ R there exists constants L K > 0 and 0 < β ≤ 1 such that for all x, y ∈ K,
Let µ 1n denote the law induced byB n on the Polish space (
) and for every n ∈ N, let µ 2n be the law of
. Moreover, for (almost) every ϕ ∈ C 0 [0, T ], n ∈ N, let µ 2n (·|ϕ) be the law of the conditional process,
i.e. for ϕ ∈ C 0 [0, T ], µ 2n (·|ϕ) is the law of the process
Suppose that σ and µ satisfy Assumptions 5.1 and 5.2, respectively and let's now check that hypothesis of Proof. (a) Notice that, for every ϕ ∈ C 0 [0, T ] and n ∈ N, X n,ϕ is a Gauss-diffusion process so we will prove that (µ 2n (·|ϕ)) n∈N obeys a LDP on C 0 [0, T ] with the good rate function J(·|ϕ), using the generalized Freidlin-Wentzell's Theorem 2.13. With the same notation of Theorem 2.13, we have
• c n (t) = σ(ϕ(t)), not depending on n.
Then the family (µ 2n (·|ϕ)) n∈N satisfies the LDP on C 0 [0, T ] with the inverse speed ε x(t) = µ(ϕ(t)) +ρ σ(ϕ(t))ẏ(t) a.e., with x(0) = 0 and thanks to Assumption 5.1, the rate function above simplifies to
−→ ϕ, as n → +∞. We will check that the sequence (µ 2n (·|ϕ n )) n∈N obeys a LDP on C 0 [0, T ], with the (same) rate function J(·|ϕ). For every n ∈ N, denote with X n,ϕn the process
Using again the generalized Freidlin-Wentzell's Theorem 2.13, here,
• c n (t) =ρ σ(ϕ n (t)), so c n (t) →ρ σ(ϕ(t)), as n → +∞, uniformly for t ∈ [0, T ].
and so (µ 2n (·|ϕ n )) n∈N obeys a LDP with the inverse speed ε 2 n and the good rate function J(·|ϕ). (c) We will check that J(·|·) is lower semicontinuous as a function of the couple (ϕ,
we will verify that lim inf n→+∞ J(x n |ϕ n ) ≥ J(x|ϕ). If lim inf n→+∞ J(x n |ϕ n ) = lim n→+∞ J(x n |ϕ n ) = +∞, there is nothing to prove. Therefore we can suppose that (
, as n → +∞. Therefore thesis follows from the semicontinuity of J(·|ϕ) (it is a rate function) and from the uniform convergence of σ(ϕ n ) → σ(ϕ). n and the rate function
Proof. Thanks to Remark 2.12 and Proposition 5.3, the family (B n , X n − x 0 ) n∈N satisfies the hypothesis of Chaganty's Theorem 3.3 and therefore satisfies the LDP with the speed ε 
I(ϕ, x).
By the expressions of the rate function IB(·) in (7) and J( ·|· ) in (17), thesis holds. ✷ Now we show that I X (·) is a good rate function and this follows from Lemma 3.4. (17) , Then, the set
−→φ ∈ K 1 , as n → +∞. Straightforward computations show that exists M > 0 such that, for every n ∈ N,
Therefore for every n ∈ N, x n ∈ A M ϕ , which is a compact set. Then, up to a subsequence, we can suppose that
We are in the hypothesis of Lemma 3.4, then I(·, ·) is a good rate function, and also I X (·) is a good rate function. ✷ We summarize the sample path large deviation principle for the process (X n − x 0 ) n∈N in the following theorem. 
holds for the family (X n − x 0 ) n∈N , where for every n ∈ N, (X n t ) t∈[0,T ] is defined by (15) .
LDP for the correlated Stochastic Volatility Model
We now consider a correlated Volterra type stochastic volatility model. The asset price process (S t ) t∈[0,T ] is modeled by the following stochastic differential equation:
where ρ ∈ (−1, 1) (for ρ = 0 we have the uncorrelated model). As before, let Z t = log S t , 0 ≤ t ≤ T, the log-price process defined by (12) . We are going to consider the following small-noise process
where Z n 0 = x 0 = log s 0 . In this section we want to prove a sample path large deviation principle for the family ((Z
where (X n t ) t∈[0,T ] is defined in (15) . The study of the correlated model is more complicated than the previous one. In fact, in this case, we should also study the behavior of the process (V n t ) t∈[0,T ] where
Notice that this process depends on the couple (ε n B, ε nB ), but we can't directly apply Chaganty's Theorem to the family ((ε n B, ε nB ), Z n − x 0 ) n∈N since V n cannot be written as a continuous function of (ε n B, ε nB ) and so the LDP continuity condition is not fulfilled. To overcome this problem, we will introduce a new family of processes (Z n,m ) n∈N , where for every m ≥ 1, V n is replaced by an appropriate continuous function of (ε n B, ε nB ). Then, using the results of the previous section, we will prove that the hypothesis of Chaganty's Theorem are fulfilled for the family ((ε n B, ε nB ), Z n,m − x 0 ) n∈N . Then, for every m ≥ 1, (Z n,m − x 0 ) n∈N satisfies a LDP with a certain good rate function I m (Section 6.1). Then, proving that the family ((Z n,m ) n∈N ) m∈N is an exponentially good approximation of (Z n ) n∈N , we will obtain a large deviation principle for the family (Z n − x 0 ) n∈N with the good rate function obtained in terms of the I m 's (Section 6.2). Finally (in Section 6.3) we give an explicit expression for the rate function (not in terms of the I m 's). In Section 6.4 we give an application of the previous results.
LDP for the approximating families
For every m ≥ 1, let us define the function Ψ m :
We note that, for every m ≥ 1, Ψ m is a continuous function on C 0 [0, T ] 2 (where we are using the sup norm topology for both arguments of Ψ m ).
and g =f wheref is defined in (6) , the function Ψ m can be written
In order to establish a LDP for the family ((
We will prove a large deviation principle for the family ((Z n,m t
, as n → +∞. For this purpose we will check that hypothesis of Theorem 3.3 hold for the family of processes
By Theorem 2.11 we already know that the couple ((ε n B, ε nB )) n∈N satisfies a large deviation principle on C 0 [0, T ] 2 with the inverse speed ε 2 n and the good rate function I (B,B) (·, ·) given by (4) . Now, fixed m ≥ 1 and (f, g) ∈ C 0 [0, T ] 2 , our next goal is to prove that the family of conditional processes
satisfies a large deviation principle. For every (f, g)
i.e. Z n,m,(f,g) t
where (X n,g t ) t∈[0,T ] is defined in (16) and the equalities are to be intended in law. 
where J(·|g) is given by (17) . 
Proof. Combining Proposition 5.3 and the contraction principle thesis holds. Note that
(24)
for every m ≥ 1, the family of processes ((Z n,m,(fn,gn) t n and the good rate function
Combining this with contraction principle, we have that the family
satisfies a large deviation principle with the speed ε −2 n and the good rate function We now want to prove the lower semicontinuity of J m (·|(·, ·)).
Proof. From Proposition 6.2 we have
Since, for every m ≥ 1, Ψ m is continuous on
Then, by the lower semicontinuity of J(·|·) (see Proposition 5.3 (condition (c) of LDP continuity condition))
and the Proposition holds. ✷ Proposition 6.6. For m ≥ 1, the family ((ε n B, ε nB ), Z n,m − x 0 ) n∈N , where for every n ∈ N, Z n,m is the process defined by (21) satisfies a WLDP with the speed ε −2 n and the rate function
, and (Z n,m − x 0 ) n∈N satisfies the LDP with the speed ε −2 n and the rate function
Proof. Thanks to Theorem 2.11 and Propositions 6.2, 6.4 and 6.5, the family ((ε n B, ε nB ), Z n,m − x 0 ) n∈N satisfies the hypothesis of Chaganty's Theorem 3.3. Therefore (Z n,m − x 0 ) n∈N satisfies the LDP with the speed ε −2 n and the rate function (26) is a good rate function. For the proof of the Proposition, we need the following Lemma. (4) .
is a good rate function. By the expression of the rate function I (B,B) (·, ·), we can deduce that K 1 ⊂ H (B,B) , where H (B,B) is defined in (5). Therefore, for every (f, g) ∈ K 1 , we have that g =f wheref is defined in (6) and
) is the compact set defined in (28). Then, up to a subsequence, we can suppose that x n
, for any L ≥ 0 and for any level set K 1 of I (B,B) (·, ·).
✷
Proof of Proposition 6.7. By the contraction principle, Proposition 6.7 will be stated if we show that the rate function H m ((·, ·), ·), defined in (25), is a good rate function. Let L ≥ 0, we prove that
It is easy to verify that
Since K 1 is a level compact set of I (B,B) (·, ·), the set on the right hand side is compact by Lemma 6.8. Thus M L is a compact being a closed subset of a compact set. This completes the proof of the Proposition. 
LDP for the log-price processes
The previous Theorem provides a LDP for the families (Z n,m − x 0 ) n∈N for every m ≥ 1, but our goal is to get a LDP for the family (Z n − x 0 ) n∈N . Then, we will prove that the sequence of processes ((Z n,m − x 0 ) n∈N ) m≥1 is an exponentially good approximation of (Z n − x 0 ) n∈N . Let us give the definition of exponentially good approximations. The main reference for this Section is [2] . Definition 6.10. Let (E, d E ) be a metric space and for δ > 0, define
For each n ∈ N and m ∈ N, let (Ω, F n , P n,m ) be a probability space, and let the E-valued random variables Z n and Z n,m be distributed according to the joint law P n,m , with marginals µ n and µ n,m , respectively. The families ((Z n,m )) n∈N for m ≥ 1 are called exponentially good approximations of (Z n ) n∈N at the speed γ n if, for every δ > 0, the set {ω : (Z n , Z n,m ) ∈ Γ δ } is F n -measurable and
Similarly, the measures (µ n,m ) n∈N for m ≥ 1 are exponentially good approximations of (µ n ) n∈N if one can construct probability spaces (Ω, F n , P n,m ) as above.
The next result formulates a general approximation condition involving (µ n,m ) n∈N for m ≥ 1 and (µ n ) n∈N such that, if this condition holds, and for each m the sequence (µ n,m ) n∈N satisfies the large deviation principle with the rate function I m , then also (µ n ) n∈N satisfies a large deviation principle with the rate function I which is obtained in terms of the I m 's. For further details see Section 3 in [2] . 
with d E the metric on E. If for every δ > 0
then (µ n ) n∈N satisfies the LDP with the speed γ n and the good rate function I given by
where 
for some functional J(·), then I(·) = J(·).
Remark 6.13. Let (E, B(E)) a Polish space and d E the metric on E. If the random variables ((Z n,m )) n∈N for m ≥ 1 are exponentially good approximations of (Z n ) n∈N at the speed γ n , then (30) holds. Let A ∈ B(E), then
where A δ is defined in (29). It follows that
Therefore, for every δ > 0 lim
Proposition 6.14. The families ((Z n,m )) n∈N for m ≥ 1 defined in (21) are exponentially good approximations at the speed ε −2 n , of (Z n ) n∈N defined in (18) .
Proof. For every δ > 0 we have to prove that,
that is lim
where V n and Ψ m are defined, respectively in (19) and (20) . Using the definitions of V n and Ψ m , we can see that in order to prove the equality in (31), it is enough to show that
The formula in (32) was established in Lemmas 23 and 24 in [15] . This completes the proof. ✷ Then, we are ready to establish a large deviation principle for the family (Z n − x 0 ) n∈N . Proof. For every m ≥ 1, (Z n,m − x 0 ) n∈N , where Z n,m is defined by (21) , satisfies a large deviation principle with the speed ε −2 n and the good rate function I m Z . By Proposition 6.14, ((Z n,m − x 0 ) n∈N ) m≥1 is an exponentially good approximation (at the same speed) of (Z n − x 0 ) n∈N . Therefore thesis holds. ✷
Identification of the rate function
The previous Theorem 6.15 provides a LDP for the family (Z n − x 0 ) n∈N with a rate function I Z (·) which is obtained in terms of the I m Z (·)'s, but our goal is to write explicitly the rate function. Let us define a measurable function Ψ :
The function Ψ is finite on
the level sets in the Cameron Martin space. Then for f ∈ D L , by the Cauchy-Schwarz inequality |f (t)| ≤L.
We now are ready to generalize Lemma 22 in [15] .
Proof. By Lemma 22 in [15] , we have
In Remark 6.1 we have shown that, if
Then, to prove the Lemma, it is enough to show that for every L > 0,
Since σ satisfies Assumption 5.1,
Moreover, by the Cauchy-Schwarz inequality, we have
Notice that thanks to Remark 6. 
It is easy to verify that it is the good rate function of the family ((Z
therefore it is lower semicontinuous. (4) is a good rate function.
Proof. Easily follows from Lemma 6.17 and the continuity of Ψ m (for every m ≥ 1). ✷
In the next Lemma we will prove that J (·|(·, ·)) is lower semicontinuous as a function of ((f, g), x) ∈ B L × C 0 [0, T ].
where J (·|(·, ·)) is defined in (37).
Proof. If lim inf n→+∞ J (x n |(f n ,f n )) = +∞, there is nothing to prove. Therefore we can suppose that (x n ) n∈N ⊂ H for 0 ≤ t ≤ T . We observe that the process (S t ) t∈[0,T ] is a strictly positive local martingale, and hence a supermartingale. On the other hand, since σ is bounded, (S t ) t∈[0,T ] is a martingale (for further details, see Section 2.5 in [14] ). Then, in such a case, P is a risk-neutral measure. Let us consider the case of an up-in bond, i.e. an option that pays one unit of numéraire iff the underlying asset reached a given up-barrier U > 1. This is a path-dependent option whose pay-off is S t ≥ U = P(τ U ≤ T ).
