Compared to the traditional functional dependency (FD), the extended conditional functional dependency (CFD) has shown greater potential for detecting and repairing inconsistent data. CFDMiner is a widely used algorithm for mining constant-CFDs. But the search space of CFDMiner is too large, and there is still room for efficiency improvement. In this paper, an efficient pruning strategy is proposed to optimize the algorithm by reducing the search space. Both theoretical analysis and experiments have proved the optimized algorithm can produce the consistent results as the original CFDMiner. key words: Data Quality, conditional functional dependency, free itemset, closed itemset, frequent itemset
Introduction
Traditional functional dependency (FD) is proposed to guarantee the data consistency in business information systems. However, FD is not enough to fully reflect the consistency in data, and its form is too limited to express various dependency rules [1] . In recent years, the conditional functional dependency (CFD) extends from FD by adding the constant patterns reflecting the semantics in data, which has shown greater potential for detecting and repairing inconsistent data [2] , [3] .
FDs or CFDs are usually set up by domain experts through manual work. However, such an artificial approach cannot meet the demands of the Data Quality Management due to the increase of database scale and the improvement of real-time requirements. Algorithms for auto-discovering dependency rules from data are essential to check the data consistency.
CFDMiner is proposed by Wenfei Fan et al, which is the most popular algorithm for discovering constant CFDs. CFDMiner is more efficient than other similar algorithms [1] . Because it discovers constant CFDs from the free itemsets and closed itemsets, which are two classes of specific frequent itemsets. Even so, there is still room for efficiency improvement of CFDMiner. Past studies focus on just generating effective candidate free and closed itemsets to reduce the search time for CFDs [4] . However, this method is limited to improve the efficiency of CFDMiner, for even generating all free and closed itemsets is fast enough in some efficient algorithms, such as GcGrowth and so on [5] - [7] . In this paper, a more efficient optimization strategy (pruning on free itemsets) are proposed to reduce the search space of CFDMiner and improve its computational efficiency. Firstly, it is proved in theory that the consistent results can be generated after reasonable pruning of CFDMiner. Experiments show that the optimized algorithm has a smaller search space and less search time.
Discovering Constant CFDs
Consider a relation R over a set of attributes, denoted by
] be the projection of the tuple t on attribute A i . Definition 1 (CFDs) A conditional functional dependency (CFD) ϕ over R is a pair (X → A, t p ) [8] , where (1) X is a set of attributes in Attr(R), and A is a single attribute in Attr(R), (2) X → A is a standard functional dependency (FD), referred to as the FD embedded in ϕ, and (3) t p is a pattern tuple with attributes in X and A, where for each B in X ∪ {A}, t p [B] is either a constant value in Dom(B), or an unnamed variable ' ' that draws values from Dom(B).
We denote X as LHS(ϕ) and A as RHS(ϕ). The X and A attributes in a pattern tuple is separated with ' '. Given an instance I over a relation R, a CFD ϕ is satisfied by the instance I, denoted by I ϕ. Definition 2 (CCFDs) A CFD is a constant conditional functional dependency (CCFD) if its pattern tuple t p consists of constants only. Examples Here are some CFDs that hold in Table 1 . CFDs specify the specific cases of an FD in a dataset or some conditions where FD holds in parts of a dataset. ϕ 1 ∼ ϕ 3 are CCFDs, and ϕ 0 is a variable CFD (VCFD).
This paper mainly focus on CCFDs. For a more detailed discussion of CFDs, refer to [2] , [8] , [9] . Definition 3 (Non-trivial, non-redundant, k-frequent CCFDs [9] ) For a CCFD: ϕ = (X → A, t p ): (1) if A X, then ϕ is non-trivial, otherwise it is trivial; (2) if whenever I ϕ, and
for any proper subset Y ⊂ X, then ϕ is non-redundant, or it is redundant; (3) All the tuples matching the CCFD ϕ in I constitute a set, denoted by supp(ϕ, I). If the number of tuples in the set |supp(ϕ, I)| k, then ϕ is a k-frequent CCFD. Definition 4 (Minimal set of CCFDs) A set of CCFDs Σ is said to be minimal if ∀ϕ ∈ Σ and ϕ is a non-trivial, nonredundant, k-frequent CCFD. Definition 5 (Canonical cover of CCFDs) If Σ is a minimal set of CCFDs and Σ covers all the k-frequent CCFDs in I, then Σ is the (k-frequent) canonical cover of CCFDs. Definition 6 (The discovery of CCFDs) The discovery of CCFDs is to discover the (k-frequent) canonical cover of CCFDs in an instance I.
The first and most popular algorithm for discovering CCFDs, CFDMiner is shown in Algorithm 1, refer to [2] , [8] and [9] for more details. It discovers CCFDs based on the cover of free and closed itemsets, which are two specific kinds of frequent itemsets. The definition of free and closed itemsets will be given in the next section, for they are also very important concepts for the following optimization strategy.
Pruning Stategy and Optimized CFDMiner
Free itemsets and closed itemsets are two important concepts for CFDMiner and our optimization (pruning) strategy. To make it easier to understand CFDMiner and follow the upcoming optimization, definitions of free and closed itemsets are given. Definition 7 (Itemsets and support) An itemset is a pair (X, t p ), where X ⊆ Attr(R) and t p is a constant pattern over X. Given an instance I of R, we use notation of supports, and denote by supp (X, t p ), I the support of (X, t p ) in I, i.e., the set of tuples in I that matches t p on the X-attributes.
The concept of "itemset" here is in keeping with the "frequent itemsets" in "Association Rules Mining". In fact, the CCFDs are a kind of special association rules (with 100% confidence). 
Free itemset is sometimes called "generator" and closed itemset is called "closure" in other publications [7] , [10] . CFDMiner discovers constant CFDs not directly from the data, but from the cover of the free and closed itemsets.
Before the effective pruning strategy is given to optimize CFDMiner, some lemmas should be proved in advance to show that the strategy will not change the CCFDs output. Lemma 1 For a free itemset (X, t p ) and the closed itemset clo(X,
For case (1), we proceed as follows: Since X ⊇ X and clo(X ,
) is a super set of (Y , s p ) having the same support as (X , t p ), this contradicts (the definition of closed itemset) "(Y , s p ) is the unique closed itemset of (X , t p )". So case (1) is invalid.
For case (2), we proceed as follows: Since X ⊇ X and clo(X ,
Either side of the inequality is the same tuple over different patterns. So case (2) will not happen. As a conclusion, Lemma 1 is proved to be correct.
All the −p level subsets of (X, t p [X]) is denoted by sub −p (X, t p [X]). These subsets can be sorted, or processed in the order they appear. The j th subset is denoted by sub
)}; the 2nd and 3rd subset in the −2 level subsets: sub
Obviously, the union set of −1 level subset for all sets in sub −k is just sub −(k+1) , that is:
For example, sub
Lemma 2 All non-empty proper subsets of a free itemset are free.
Proof. This lemma has been proved in [7] (Propsition 2). The Lemma shows that if an algorithm (e.g. GcGrowth) can mining all the free itemsets in a database, then any nonempty proper subset x of each free itemset will appear in the output, for x is also a free itemset.
In the following, all "subsets" given in this paper are in terms of non-empty proper subsets. 
Algorithm 2 prCFDMiner
That's to say, we have clo(X , t p ) ⊇ clo(X, t p ) if (X, t p ) is a subset of the free itemset (X , t p ). Thus,
, which means the corresponding closed itemsets to all the −1 level subsets of a free itemset will cover all the elements of the closed itemsets to all subsets.
Then the remaining question is to make sure that the all −1 level subsets for each free itemset will appear in the output of GcGrowth (the actual input of CFDMiner). According to Lemma 2, the input of CFDMiner will also cover the all −1 level subsets for each free itemset. Therefore, it is not necessary to search the whole but just the −1 level subsets of each free itemset.
According to the above strategy, we optimized CFDMiner as the Algorithm 2. The major modification (shaded part) is to search −1 level subsets of a free itemset instead of all the subsets.
Time Complexity Analysis
The search space is largely narrowed, from n(2 l − 2) to nl, where l is the average length of free itemsets and n is the number of free itemsets. Therefore, the time complexity ratio of optimized prCFDMiner to original CFDMiner is l : (2 l − 2). Theoretically, the efficiency will improve 100 times when the average length l of free itemsets for a relational database is 10. But in reality, the l will not be a big value, the actual efficiency will improve about 5-6 times.
Experiments
Our experiments used 3 real datasets from UCI machine learning repository (http://archive.ics.uci.edu/ml/), namely Adult, Mushroom and Chess. Table 2 lists the parameters of the datasets and the number of pairs for the free and closed itemsets from the datasets (which is the actual input of the algorithms). 3 numeric attributes in Adult dataset has been removed to adapt to the algorithms.
Experiments have proved that the optimized algorithm can output the consistent CCFDs as the original CFDMiner. The number of CCFDs output is shown in Table 3 . To show improved performance of the strategy, we test the search space and execution time of original CFDMiner and optimized prCFDMiner on the 3 datasets. The search space refers to the number of the whole non-empty proper subsets for all the free itemsets. Experiment results are shown in Table 4 .
With decreased support going with increasing pairs of free and closed itemsets, the search space will become larger. In the same support, the optimized algorithm search significantly smaller space than the original CFDMiner.
For example, on Mushroom dataset, the search space of CFDMiner is about 7.1 (3482502/486990) times of prCFDMiner under the support of 1%, and the relative execution time is about 2.5 (9539/3854) times, for average length of free itemsets is 4-5 (the theoretical multiple is from (2 4 − 2)/4 = 3.5 to (2 5 − 2)/5 = 6). Another example, on Chess, the search space is about 1.8 (14450/7937) times under the support of 0.5%, and the relative execution time is about 3.0 (290/96) times, for average length of free itemsets is 2-3 (the theoretical multiple is from (2 2 − 2)/2 = 1 to (2 3 − 2)/3 = 2). The attributes on Mushroom is more than that on Chess, but the average length of free itemsets mined from datasets will not rise sharply by the increasing of attributes. Thus, the average length will not be a big value, and the actual efficiency on different datasets will not improve much greater times (e.g. above-mentioned 100 times in the theory).
Conclusion
In this paper, we have given a more efficient pruning strategy for optimizing CFDMiner, a very popular algorithm of discovering CCFDs. We proved in the theory that the pruning strategy will not influence the output of the original algorithm, and we evaluated the optimized algorithm on real datasets. Experiments show that the proposed optimization has much smaller search space and higher efficiency.
