Recent work has demonstrated the Bennett acceptance ratio method is the best asymptotically unbiased method for determining the equilibrium free energy between two end states given work distributions collected from either equilibrium and nonequilibrium data. However, it is still not clear what the practical advantage of this acceptance ratio method is over other common methods in atomistic simulations. In this study, we first review theoretical estimates of the bias and variance of exponential averaging ͑EXP͒, thermodynamic integration ͑TI͒, and the Bennett acceptance ratio ͑BAR͒. In the process, we present a new simple scheme for computing the variance and bias of many estimators, and demonstrate the connections between BAR and the weighted histogram analysis method. Next, a series of analytically solvable toy problems is examined to shed more light on the relative performance in terms of the bias and efficiency of these three methods. Interestingly, it is impossible to conclusively identify a "best" method for calculating the free energy, as each of the three methods performs more efficiently than the others in at least one situation examined in these toy problems. Finally, sample problems of the insertion/deletion of both a Lennard-Jones particle and a much larger molecule in TIP3P water are examined by these three methods. In all tests of atomistic systems, free energies obtained with BAR have significantly lower bias and smaller variance than when using EXP or TI, especially when the overlap in phase space between end states is small. For example, BAR can extract as much information from multiple fast, far-from-equilibrium simulations as from fewer simulations near equilibrium, which EXP cannot. Although TI and sometimes even EXP can be somewhat more efficient in idealized toy problems, in the realistic atomistic situations tested in this paper, BAR is significantly more efficient than all other methods.
I. INTRODUCTION
Finding the free energy difference between different states of a physical system is of great general interest in many scientific fields, from drug design, 1 to basic statistics, 2 to even nonperturbative quantum chromodynamics. 3 It is of interest to the experimental community as well as the theoretical and computational communities. 4 Recently, there has been increased interest in determining the uncertainty and bias in any attempt to extract free energies from a suitable sets of data. 2, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] As these calculations or experiments are in general expensive, requiring significantly more effort than simply measuring a single ensemble-averaged observable, there is also great interest in maximizing the efficiency of such measurements.
There are essentially two disjoint problems that must be solved in order to calculate free energy differences precisely and accurately. First, we must generate a number n of statistically uncorrelated measurements of the system, the particular measurement depending on the type of free energy estimation performed. Second, we must extract a free energy estimate from these n measurements, ideally along with estimates for the statistical bias and variances of our estimate. The generation of accurate estimates for statistical uncertainty and statistical bias is vital for any such free energy estimate to be of use. This first problem reduces to sampling the system in the proper ͑usually Boltzmann͒ manner, and will not be discussed further in this study. We will assume that we are already in possession of a set of n uncorrelated measurements of the proper observable for our method, and deal only with the statistical issues related to the extraction of free energy estimates from these measurements.
In many cases, the two systems have so little overlap in phase space that useful estimation of the free energy becomes impossible with data solely from the end states. It is simple, however, to define a series of intermediate states, determine the energies between these intermediate states, and sum these intermediate energies to obtain an overall free energy. If the data is being collected by simulation, the intermediate states need not be physically realizable, only amenable to simulation. Since the free energy is a state variable, only the end states matter. However, the choice of a pathway of intermediate states can also greatly influence the precision and accuracy of the free energy obtained. Although we touch on the question of pathway choice to some extent, this study is not intended as a full exploration of the choice of maximal efficient pathway for arbitrary problems for either equilibrium and nonequilibrium free energy calculations. We instead examine the efficiency assuming a suitable pathway has been found.
There are several commonly used methods for finding the free energy of a physical change in a system. In "multicanonical" thermodynamic integration, 16 now usually referred to simply as thermodynamic integration ͑TI͒, a parametrization ͑in some variable ͒ from the initial state to the final state is introduced. The equilibrium ensemble average of the derivative of the Hamiltonian H with respect to this parametrization in is then computed at a number of points along this pathway, and integrated numerically to obtain the free energy difference.
"Slow growth," in which the numeric integral of ͗dH / d͘ over different equilibrium states is approximated by a single integral in which goes from 0 to 1 in a time dependent manner, has been shown to have high intrinsic biases and generally yields very poor results, 16, 17 although the "free energies" obtained from these simulations can be treated as measurements from nonequilibrium work distributions and exponentially averaged to obtain correct free energies. 6 This can be done by means of the recently discovered Jarzynski equality, which specifies that if the nonequilibrium work W to take a number of systems in thermal equilibrium from an initial Hamiltonian to a different final Hamiltonian is averaged over the entire Boltzmann-weighted initial ensemble, the free energy ͑or equilibrium work͒ between the two states is given by ⌬F =−␤ −1 ln͗exp͑−␤W͒͘. 18 This remarkable result is independent of the path and depends only on the thermal equilibrium of the initial state, and the process moving the states from one Hamiltonian to the other obeying detailed balance. Using this relationship, other methods such as "fast growth," 5, 6 and thermodynamic perturbation theory ͑TPT͒ or free energy perturbation ͑FEP͒ ͑Ref. 19͒ reduce to finding the free energy difference between two equilibrium states given a distribution of nonequilibrium work differences between the states by exponential averaging. 18, 20 FEP was originally developed in the context of estimating free energy differences by exponentially averaging potential energy differences between a reference state sampled at equilibrium and a target state. 19 However, this potential energy difference is simply equivalent to the work of an infinitely fast adiabatic transition between the two states, and thus can be interpreted under Jarzynski's relationship as well. FEP and TPT are sometimes used to describe all methods of finding differences between systems with "perturbed" Hamiltonians, though most commonly they refer to finding free energies through exponential averaging.
Recent work has shown that a neglected method, Bennett's acceptance ratio method, 21 is rigorously always more efficient than exponential averaging in computing the free energy given a set of work values in both the forward and reverse directions. 13, 22 Working from different principles, an alternate minimum variance algorithm called the weighted histogram analysis method ͑WHAM͒ has been developed. 23, 24 WHAM is usually used to compute potentials of mean force or other thermodynamic observables along a reaction coordinate from a histogram of intermediate simulations. However, in order to compute these observables, the free energies between the states must first be estimated. The expression for the free energies in WHAM reduces to the Bennett acceptance ratio method in the case of determining the free energy between two states. However, despite the theoretical advantages, many researchers do not use either of these methods in computation of free energies for chemical processes, most likely not because they are not aware of the existence of these methods, but because they do not realize the advantages of these methods in practice.
In this paper, we will compare both theoretical and experimental variances and biases of exponential averaging, the Bennett acceptance ratio and thermodynamic integration. We will apply these methods to examine their variances and biases in practice, first to a series of illustrative toy models, many of which yield analytical results, and more importantly in a variety of computations of free energies of sample molecular systems of types that may be of practical use for chemical and biochemical experiments.
In doing so, we will introduce some new derivations of these variances that are significantly simpler than previous derivations, and illustrate connections to other important methods, such as the weighted histogram analysis method. We will sometimes use the abbreviations EXP for exponential averaging, TI for thermodynamic integration, BAR for the Bennett acceptance ratio, and WHAM for the weighted histogram analysis method.
II. COMPARISON OF THEORETICAL VARIANCE AND BIAS ESTIMATES

A. Underlying theory of free energy estimates
Assume there are two states defined by energy functions on a phase space, U A ͑q ជ͒ and U B ͑q ជ͒. Let ⌬F be the free energy between the states, defined as the log of the ratio of the partition functions associated with U A ͑q ជ͒ and U B ͑q ជ͒. We can associate a work with the process of changing energy functions from U A to U B or visa versa, while the system is maintained in temperature equilibrium with the surroundings. By sampling initial conditions from equilibrium, we obtain a distribution in either direction of such work values. For infinitely fast switching, these distributions are simply of ±⌬U = ±͑U B − U A ͒ canonically sampled from the initial state.
It has long been known that the free energy difference between two states can be computed by taking the exponential average of the potential energy differences, 19 where the exponential average of a set of data, X = ͕x i , ... ,x n ͖, is defined as −͑1/␤͒ln͗exp͑−␤X͒͘, where ␤ =1/kT. Jarzynski demonstrated that distribution of nonequilibrium work values over the canonical ensemble of stating states also yields an equilibrium free energy, 18 and indeed that the equilibrium exponential average is a special case in the limit of infinitely fast changes.
However, the exponential average over a distribution is a statistic that is both inherently noisy and biased, even if the spread of the data is only moderately larger than kT. Exponential averaging depends a great deal on the behavior at the tails of the distribution, which, by definition, are not well sampled, and the results of exponential averaging will therefore will have both high variance and bias. Previous studies have explored and demonstrated the poor behavior of exponential averaging for small sample sizes. [7] [8] [9] [10] [11] [12] [13] Bennett showed that the value of ⌬F which satisfied the equation
where M = kT ln n f / n r , with n f and n r being the number of values from the forward and reverse distributions of work, respectively, minimized the variance in the estimation of the free energy among free energy estimates of the form
where f͑W͒ is an arbitrary function and the averages are over the two end states. The left side of Eq. ͑1͒ is a monotonically decreasing function for all ⌬F, and is unbounded for both positive and negative ⌬F, so we are guaranteed that we have one unique root for the free energy. The overall variance of this estimate can be written as
where the average in the above equations is over all work measurements, both forward and reverse. 22 We have shown 22 that the Bennett acceptance ratio can be understood as the maximum likelihood estimator of the free energy given a set of forward and reverse nonequilibrium work measurements, starting from the basic relation 20 lnͩ
where P F ͑W͒ and P R ͑W͒ are probability distributions for the work of nonequilibrium processes from the two states in opposing directions, arbitrarily labeled as F ͑"forward"͒ and R ͑"reverse"͒. It is therefore the minimum variance estimator among all asymptotically unbiased estimators, i.e., those estimators that become unbiased in the limit of an infinite number of observations. No other asymptotically unbiased estimator can extract a more precise value for ⌬F information from a given set of data.
We also demonstrated that EXP in one direction is the maximum likelihood estimator in the limit of no information about the work distribution in other direction. 22 However, this lack of knowledge about the other direction greatly limits the precision of this method, and adding measurements from the opposing distribution usually yields improved results. 21, 22 Various studies have explored and demonstrated the poor behavior of exponential averaging in the limit of small numbers of measurements, [7] [8] [9] [10] [11] [12] [13] and at least one has confirmed the superiority of the Bennett acceptance ratio to EXP in a limited number of physically relevant cases. 13 It can also be shown that WHAM between only two states can be reduced to the formula for BAR. To observe this, we take the iterative equations for WHAM for a two state problem with two Hamiltonians
Eliminating F 0 and F 1 by replacement with ⌬F = F 1 − F 0 and applying the relationship Eq. ͑4͒ yields the Bennett acceptance ratio formula Eq. ͑2͒. It appears that the general formulation for WHAM for more than two states is not applicable for general "fast-growth" simulations, as it does not take into account the special relationships between paired forward and reverse work distributions expressed in Eq. ͑4͒, but it is very possible that later research will discover a WHAM-like relationship between multiple work distributions, as the subject has not been sufficiently explored.
B. Limiting moment bias and variances
Although complicated methods have been presented for the asymptotic bias of EXP, 8 we provide a extremely simple method that gives the dominant terms for both the variance and bias of EXP, known in statistics as the limiting moment approach. 25 This method is trivially generalizable to a wide class of other estimators.
Suppose that we have a random variable X, sampled n times, such that ͗X͘ = and var ͑X͒ = 2 . Here, ͗X͘ is the expectation value over all possible values, not just the average over n values. We instead define
then the average of X over all possible selections of n samples. It has been shown 25 that if we have a function h, given certain weak constraints on h, the finite n bias in a function of the mean of X is
In the case that h =ln͑X͒, all the constraints on h͑X͒ required are satisfied, and we obtain
These equations can be obtained by examining the Taylor expansion of h͑X ͒. In the case of exponential averaging, our random variable is not the work W, but instead the exponen-tial of the work exp͑−␤W͒. Let us define 2 as the variance of X = exp(−␤͑W − ⌬F͒) for the forward case and X = exp(␤͑W − ⌬F͒) for the reverse case. This is different from exponential averaging only by an additive constant, and thus does not affect the variance. With this choice, hЉ͑X͒ = (hЈ͑X͒) 2 = 1 when X is evaluated as above, at W = ⌬F. We can then write Eq. ͑7͒ as
The term 2 /2n is the large n limit of the bias in the exponential average. This is the same large n limit for the bias term derived by Zuckerman and Woolf. 8 We note that although the method presented here does not give information about higher powers in n −1 as does their previous derivation, it is significantly simpler and trivially generalizable. Almost always, statistics will be unreliable unless we have collected enough data so that the n −2 and lower terms are negligible, so the fact that this process gives only the n −1 term is not a serious limitation of the large n limit approximation.
The variance from the mean of this same function can be expressed as
In the case of h =ln͑X͒, and X = exp(␤͑W − ⌬F͒), this reduces to
We again obtain a result identical to that of Zuckerman and Woolf, 8 and we similarly see that, to order n, the bias of the exponential average is half that of the variance. We can observe that the reason for this particularly simple result is that hЉ͑͒ = ͓hЈ͔͑͒ 2 for the case that h͑x͒ =ln x. The uncertainty, or standard error, is O͑n −1/2 ͒ while the bias is O͑n −1 ͒. This brings out an important point-in most cases of asymptotically unbiased estimators, the variance will be a much greater source of error in the calculations than the bias, as the uncertainty will be of lower order.
C. Averages of the forward and reverse simulations
From Eqs. ͑4͒ and ͑8͒, we note that since the exponential averages of the forward and reverse distributions have opposite signs, the bias will have opposite sign for the two distributions. Occasionally, the free energy from forward and reverse EXP simulations are averaged in order to remove some of the bias from the two individual values. Although the biases are usually in opposite directions, since the biases are directly proportional to the variances ͑which can be drastically different for the forward and reverse simulations͒, they will therefore not in general cancel.
The bias and variance of the average of the forward and reverse cases, ⌬F sum can thus be computed as
As has been noted, [10] [11] [12] the simple average of the exponential average is not the ideal combination of the forward and reverse work. Is there a way to combine the forward and reverse exponential averages which will give smaller variance? If we estimate the free energy by the sum of the forward variance times a factor a and the reverse variance by the factor 1 − a ͑such that the two weighting factors sum to 1͒, we find that the variance will be minimized by
This is, therefore, an improved combination compared to the simple average. We note that summing together the biases for the forward and reverse cases using this weighting and Eq. ͑8͒, the bias of order n −1 vanishes. So this weighting is also the minimum square error linear combination of the forward and reverse exponential averages.
Given F and R , what is the best choice of n F and n R given the constraint that n F + n R = n? In other words, what is the best way to maximize computational efficiency in choosing to run simulations in the forward or in the reverse direction? Substituting the weighting faction in Eq. ͑13͒ into the expression for the variance and substituting n − n F for n R , we find an expression for the variance
͑14͒
to minimize with respect to n F . There are no extrema in the interval ͑0,n͒ and therefore the variance is minimized when all the trial runs are of the direction with the smallest variance 2 . The ideal division between forward and reverse distribution measurement in exponential averaging is therefore to sample both directions sufficiently to roughly estimate the variances 2 , and then sample only from the distribution with the smallest variance. Kofke and co-workers have demonstrated that this sampling is usually worse when sampling from the region of lower entropy, 10, 11, 26 though a rigorous understanding of this phenomena has not yet been reached.
D. Bennett acceptance ratio
However, as is noted earlier in this paper, the best way to utilize a number of forward and reverse work measurements is usually not to exponentially average them and weight these averages but to use the same data in BAR. In some cases, it may not be possible or reasonable to run free energy simulations in both directions-for example, where a large number of different ligand free energies are computed simultaneously, in one step, from a nonphysical intermediate state whose binding free energy is precisely known. 27 In this case, using only EXP is clearly preferable if it is possible to converge accurately.
A limiting moment analysis of the Bennett acceptance ratio method is not directly possible, as it is an implicit function of ⌬F. Of course, we already have a perfectly service-able estimate for the variance, but we have no such estimate for the bias. It is important, of course, to note that the bias is not simply 1 / 2 times the variance, since the estimate is not simply the logarithm of an average. But there is a close relationship to the variance. We present an expression for the leading 1 / n term of the bias of BAR, which can be written in the form
where K is of order O͑n 0 ͒ in the number of measurements ͑see the Appendix for derivation͒. Indeed, in most situations ͑as demonstrated in our sample problems͒, this K is much less than 1. Whenever the forward and reverse distributions are symmetric around W = ⌬F, for example, K is exactly zero.
E. Thermodynamic integration
What about the bias and variance of thermodynamic integration? TI is significantly harder to compare theoretically with the other methods presented here, as the variance and bias that are obtained are not easily related to the variance and bias estimates for either EXP or for BAR. In TI, we first choose some pathway ͑here parametrized by the variable ͒ between our initial state and final state, which we denote by U͑͒, where U͑0͒ is the initial state and U͑1͒ is the final state. There are an infinite number of ways to define the path. Once we define a path, regardless of the choice, we can compute the free energy as
and the variance of this free energy estimate, computing our averages at fixed , as
Inherently, there is no bias in this equation, if we could truly sample from the equilibrium distribution along continuously. But to compute fixed-averages with a finite number of samples, we must select a finite number of values of at which to measure. Most chemical and biological simulations are therefore performed at fixed values of , and a free energy is generated by some sort of numerical integration. It is in this step that the bias is introduced. The variance of simple averages is well behaved, in that relatively few uncorrelated measurements are needed to get a decent estimate of the averages. Cursory analysis would therefore indicate that TI would be preferable to the other methods presented here, if we could somehow sample along the entire "reaction coordinate" profile. However, if we are running just two endpoint simulations or running just a few intermediates, it is also easy to see how curvature along this pathway could result in extremely biased free energy estimates, meaning other methods might be preferable.
Though it is not commonly known in the chemical and physics community, it is also correct to compute this average as an expectation value over both the physical ensemble and .
2 This also gives the free energy without bias; however the variance will then be
which will always be somewhat larger. There have been some attempts to sample along in the chemical literature. 28, 29 However, there are several difficulties in this. Such methods are nontrivial to implement into various chemical and biomolecular codes, and not particularly well understood in comparison to other sampling methods of a single Hamiltonian. The correlation times for reequilibration for most methods of sampling along are usually extremely long, and it is difficult to devise schemes that sample along all the range for the relevant Hamiltonians. Additionally, this second variance is always larger than the fixed variance, so it may not be an ideal method, though it may bear further investigation in some cases.
The bias of EXP and BAR are inversely proportional to the number of samples collected at each intermediate state.
In the continuous case of TI, the bias will always be zero, whereas in the case of discrete values, the bias of TI is of order 1 in the number of samples and can only be reduced by running simulations at additional intermediate points. An alternate way to decrease the bias for discrete sampling is to use a higher order integration algorithm that the trapezoidal rule usually used-for example, Simpson's rule or Gaussian quadrature. 30 While these algorithms scale better in the number of intermediates, they perform more poorly when the variance is high, as the numerical error depends on derivatives that are much less well determined by the data than the function itself. 31 Gaussian quadrature also requires the variances, or at least estimates for the variances be known beforehand in order to determine at which values of to collect data, which is usually not practical. Simpson's rule requires intervals that are equally spaced, a requirement that may be at odds with functions where the curvature is concentrated primarily in one region. For these reasons, we will only briefly touch on the use of these alternate numerical integration methods for the use in TI for general free energy calculations, though in some specialized cases they may be appropriate.
III. ANALYTICALLY SOLVABLE MODELS
A. Offset harmonic wells
The use of simple, analytically solvable models allows researchers to investigate the behavior of the various methods over a fairly wide range of parameter values; this would be computationally expensive to accomplish with more com-plicated ͑or realistic͒ models. What results do these estimation methods yield for model systems? For example, in perhaps the simplest case, where the distribution of work in both directions is Gaussian, what might the behavior be?
Such a distribution can be generated by actual potential energy functions; for example, two harmonic wells with identical curvature a separated by some constant b will result twin distributions P R ͑W͒ and P F ͑W͒ which are both Gaussians, where W is the potential energy difference between the two wells. If we have potential energy functions U A = a͑x + c /2͒
2 and U B = a͑x − c /2͒ 2 ͓see Fig. 1͑a͔͒ , the energy difference W at any point x will be simply 2acx. Assume we are sampling from the a͑x − c /2͒ 2 surface, the normalized probability of any state will be simply
As there is a one-to-one correspondence in this case between x values and W values, making the substitution W =2acx yields
P R ͑W͒ and P F ͑W͒ will be Gaussians with variance 2kTac 2 , separated by 2kTac 2 , symmetric across zero. Generally, then, let us assume that P F ͑W͒ is a normalized Gaussian, with mean and variance 2 ͑ having units of ␤ −1 ͒. The free energy is therefore
Remembering Eq. ͑4͒, we see that if P F ͑W͒ is Gaussian, with the given mean and variance, then P R ͑−W͒ must also be Gaussian, with identical variance, with the means between the two distribution differing by 2 . Without loss of generality, we can set the free energy to be zero, and set the means of the two forward and reverse Gaussians to be −␤ 2 / 2 and ␤ 2 / 2, respectively. What are the variance and biases of the free energy of a Gaussian distribution with exponential averaging? With the theory developed earlier, we find them by evaluating the function 2 described above. With symmetric work distributions, the free energy must be zero, so
and the limiting term in the variance of EXP with n samples will be
with, as usual, bias equal to half the variance. As we can see, this has particularly poor precision for Ͼ 1. If we were to average results from both the forward and reverse directions, the variance would be of the same form ͑as both forward and reverse give the same variance͒, but the bias would be zero, as the two estimates are perfectly symmetric. What are the variance and bias of BAR in this case? We have an equation for the leading term of the variance ͓Eq. ͑3͔͒, but it is not particularly amenable for analytical work. Gelman and Meng derive the variance for BAR between two Gaussian distributions as approximately proportional to 2 (exp͑ 2 /8͒ −1) for large . 2 The limiting behavior of the bias, in the case of the twin Gaussians symmetric around zero, is identically zero in the case of equal numbers of forward and reverse simulations, much different from the sometimes significantly large bias of EXP for Gaussians.
Next we examine the bias and variance of TI. For now, we will assume the most "natural" case that sampling can be done at any point along the path-later, we will address the case of intermediate points. One simple path definition is simply the linear interpolation between potential functions
͑24͒
In this case, it is simple to compute that ͗dH / d͘ 2 but even in the simplest cases like this one these highly optimal paths are difficult to derive.
In Fig. 2 , we compare, as a function of in units of kT, the variance of EXP, BAR, and TI. We plot the standard error ͑i.e., the square root of the variance͒ for both EXP ͑just one curve, as forward and reverse are symmetric͒ and BAR, as a function of in units of kT, multiplied by ͱ n ͑to be independent of the number of samples͒. BAR requires data from two states, so we assume that n / 2 measurements are performed at each state. Although for very small values of , EXP is slightly better than BAR, clearly, if Ͼ 1, BAR becomes much more efficient than EXP. Both continuously sampled TI pathways are even better than BAR in this simplest model case.
B. Nested harmonic wells
Next we examine a model yielding slightly more complicated, nonsymmetric behavior. We take two nested twodimensional harmonic potential energy functions, U A = a͑x 2 + y 2 ͒ and U B = b͑x 2 + y 2 ͒ ͓See Fig. 1͑b͔͒ . The free energy between these wells can be easily computed for arbitrary d-dimensional harmonic wells to be ͑2␤͒ −1 d ln͑a / b͒, yielding ␤ −1 ln͑a / b͒ in this particular two dimensional case. Let us compute the forward and reverse differences in potential energy between these two distributions, assuming a Ͼ b for simplicity. We will call the direction in which we move to a higher energy surface "forward" (P F ͑W͒), and the opposite direction "reverse" (P R ͑W͒).
If we are simulating on the lower surface b, then energy difference W = ͑a − b͒͑x 2 + y 2 ͒ corresponds to a state with energy b͑x 2 + y 2 ͒, which has normalized probability ͑from the Boltzmann distribution͒,
Since there is still a one-to-one correspondence between differences in energy and states, we can substitute W = ͑a − b͒r 2 and dW =2͑a − b͒rdr to obtain
Similarly,
Applying EXP to these equations yields the correct free energy difference from b to a, ␤ −1 ln͑a / b͒.
Variance and bias with EXP
Evaluating the variance of ͗exp ␤͑W − ⌬F͒͘ over the two distributions, we obtain
with the biases one half of this variance. Surprisingly, the variance and bias are only defined for P R ͑W͒ if a Ͻ 2b. If the upper well is more than twice as narrow as to the lower well, the spread of values leads to a variance that does not converge. This does not mean that no information on the error is obtainable, as there is still a perfectly good probability density; we could still compute confidence intervals, for example. But the uncertainty will not have the simple n −1 behavior, and will always scale worse than n −1 when a ജ 2b. This demonstrates some serious problems of the use of EXP in determining free energies, even in simple toy problems. This also demonstrates a clear example of the fact, as noted before, that the distribution from the higher entropy state ͑the well of lower curvature͒ to lower entropy state yields a better result using EXP than the reverse distribution. Not surprisingly, BAR is still too complicated for an analytical form; a graph of the standard error of all methods is shown in Fig. 3 , again accounting for the fact that BAR must have n / 2 simulations at each end state.
Thermodynamic integration
Using the simple linear interpolation, we have the potential energy function U͑͒ = U A + ͑1−͒U B = ar
yielding an overall total variance ͑integrating uniformly along ͒ of
Of course, there is nothing to prevent us from sampling more in areas of higher variance, and less in areas of low variance-TI is still unbiased in this case. The minimum variance is obtained by choosing a density of sampling that is proportional to var͑dH / d͒ −1/2 at each value, yielding a final variance of ␤ −2 ln͑a / b͒ 2 . Of course, this requires knowing beforehand the variance as a function of ! One could construct a situation, of course, where the sampling is dynamically reweighted to different values of as data is collected. Care must be taken to ensure that this dynamic sampling is done over long enough time intervals or some regions of high variance may not be sufficiently sampled. In practice, therefore, this ideal weighting is not achievable, though significant improvement from equal weighting may be made.
There are of course other pathways, for example,
With this pathway, we obtain var͑dU / d͒ = ␤ −2 ln͑a / b͒ 2 for all , yielding a total variance of ␤ −2 ln͑a / b͒ 2 , the same as the reweighted variance above. In Fig. 3 , we compare the total variance as a function of a / b ͑with b = kT͒, of forward and reverse EXP, BAR, and the two pathways for TI. We see that reverse EXP is extremely poor, with variance going to infinity when a Ͼ 2b. Forward EXP is the most efficient free energy method in this case, a surprising fact, confirmed with numerical simulations. BAR finds the minimum for all asymptotically unbiased estimators for a given set of forward and reverse measurements. But it appears that the data from the low-information content reverse sampling is making BAR worse than the estimate achieved from the high information forward sampling. In any case, the efficiency of BAR is very close to forward EXP with both TI pathways close behind.
In Fig. 4 , we compare the total bias as a function of a / b ͑with b = kT͒ of the forward and reverse EXP and BAR. We defer the discussion of the bias of TI to a later discussion of the role of intermediates, as continuous sampling for TI in is free of bias for any pathway. We note that the bias of BAR is extremely low over all the entire interval. The bias of both EXP are simply 1 / 2 the variance, so they have identical relative behavior as in the previous graph.
C. Offset harmonic wells of different curvature
It may seem from the above cases that it may be relatively easy to construct such potentials. We give an example of one such other very simple analytically solvable problem that demonstrates the difficulties of constructing such distributions in general, and show some of the nonintuitive nature of these probability densities.
Take U A ͑x͒ = a͑x − c͒ 2 and U B ͑x͒ = bx 2 . This represents two harmonic wells, offset, and with different curvature ͓Fig. 1͑c͔͒. Again, we assume a Ͼ b and that call the direction in which we move to the higher curvature surface "forward" (P F ͑W͒), and the opposite direction "reverse" (P R ͑W͒). The free energy can easily be computed to be the same as nonoffset wells, namely, ␤ −1 ln͑a / b͒. Solving a quadratic equation for x, the energy difference W = ͑a − b͒x 2 −2ac + c 2 now corresponds to two possible states. Both states are equally valid. Transforming the probability density as done previously, we end up with normalized probability densities
, with the bias of forward EXP increasing linearly with increasing a / b, and the bias of reverse EXP diverging to ϱ as a / b → 2.
which is, obviously, much more complicated than any previous distribution equation derived in this paper. Looking at Fig. 5 , the probability curves interpolate between the Gaussians of the first toy problem, and the one dimensional variation of the logarithmic functions of the second toy problem.
In general, we need to find a reverse function to map from each sampled state to the corresponding work value. As the complexity of the system increases, the number of energy states which correspond to a given work difference increases dramatically. With biomolecules in the condensed phase, any such equations become completely unusable at best, and most cases unwritable. For nonequilibrium work distributions, the computation of these work distributions cannot even be attempted with the methods presented here, as there are no equilibrium weightings of the individual states to work from.
D. Using intermediate states to improve efficiency
The above analyses assumed either simulations were sampled with no intermediate states sampled between the end states, or in the case of TI, that all intermediate states are accessible to sampling. These situations are frequently either far from ideal or simply not possible. In the case of BAR and EXP, the states of interest frequently have too little overlap in phase space to be accessible from each other with sampling from endpoints. In TI, the equilibration times to switch between intermediate states are far too long, and so we must run multiple simulations at a specified number of fixed intermediate states.
We will make these analyses assuming that we are collecting our n samples at over m states ͑intermediates plus the initial and final state͒. We will use the same pathways as are described for TI in the examples above. For simplicity, we will use equally spaced intermediates, although other spacings may prove preferable in practice. In general, for wellchosen paths, using multiple intermediate states will result in the measurement of free energies between states with more overlap, and that therefore have better convergence properties. However, since with m intermediates, we will need to measure m + 1 free energies, whose variance and bias will generally be additive, and each of these states will be sampled with only ͑m +2͒ −1 as many data points. If the statistic of interest converges too slowly with increasing numbers of intermediate states, then more intermediates can actually result in a greater variance or bias.
Variance and bias of harmonic wells with intermediates
For simplicity, we first approach the case of harmonic potential wells with the simple linear interpolation of the potential function, as in Eq. ͑24͒. If we assume we are measuring an energy difference between states with A and B , using the methods developed earlier in this paper, we obtain W =2acx͑ B − A ͒, and normalized distribution
͑34͒
As this is still a Gaussian, but now with variance 2kTac 2 ͑ A − B ͒ 2 , and average ac 2 ͑ A − B ͒͑1−2 A ͒, we can apply the same equations we did before. With m equally spaced intermediates, the variance of each distribution will be simply ͑m +1͒ −1 the original 2 variance, meaning that the overall variance of EXP will be ͑with n / ͑m +1͒ observations at each of m + 1 total states yielding m + 1 free energies with additive variances͒
In the c ϰ pathway, then
However, the normalized distribution again ends up being a Gaussian with different mean than in the previous example, but the same variance, 2kTac 2 ͑ A − B ͒ 2 . This yields the same overall variance in the free energy between intermediates as in the linear pathway, shown in Eq. ͑35͒.
Increasing the number of intermediates will always improve the precision for EXP in the Gaussian case, although the efficiency falls off relatively quickly. In the limit of large m, the variance converges to the variance in the TI case, which can be simply computed using the previously presented theory to be 2 for all values of ͑see Fig. 6͒ . The variance and bias of BAR, again, are not possible to express analytically. Because the variance using BAR scales slightly greater than exponential in 2 as discussed earlier ͑though an exponential with a much slower rate in increase than EXP͒, it will actually reach a minimum with number of intermediates, and then increase ͑Fig. 6͒.
We note that with no intermediates, we will need to sample from both end states for BAR, but only one for EXP. The ratio of the number of total states we need to sample with BAR versus EXP with m is ͑m +1͒ / m, so the more intermediates need to be run, the smaller this advantage of EXP. If double wide sampling is used for EXP, 32 where EXP is performed in the forward and reverse direction from intermediate n to intermediates n − 1 and n + 1 but not at intermediates n + 1 and intermediate n − 1 themselves, this 2:1 advantage remains. However, this only is relevant if the variances of forward and reverse EXP are comparable, as in the case of the Gaussian distributions. In other cases, such an improvement is unlikely, as the results from one of the directions will be much less accurate, and we do not assume double wide sampling in Fig. 6 .
The variance for TI in the case of Gaussian distributions will be independent of the number of intermediates, since the variance is the same at all points. In the linear case, bias would be identically zero for any number of intermediate states as long as the states = 0 and = 1 are sampled from. In the c ϰ case, the bias will be zero for any number of samples. This is, of course, a special, even degenerate case, as the variance is the same at all and ͗dH / d͘ is a straight line ͑Fig. 6͒.
Intermediates in the case of nested harmonic wells
We now turn to the more complicated case of intermediates in nested harmonic wells discussed earlier. Using a linear interpolation with , and writing k͑͒ = b + ͑a − b͒ we compute the distributions from A to B as
yielding an overall variance of
͑39͒
There is no simple analytical result as a function of the number of states m. The formulas for BAR and TI are similarly nonanalytical, so we will examine the graphical comparisons for all methods. We use a ratio of a / b of 50, and note that the variance will only be defined for reverse EXP when m Ͼ 50, and is therefore not shown.
In Fig. 7 , we see that only in the case of TI and reverse EXP does adding intermediates significantly improve the variance. Forward EXP and BAR are virtually the same, with TI needing significantly more intermediates to converge to a similar answer. This is because in the linear path, most of the variance is concentrated between the end state with curvature a and its nearest intermediate. Adding equally spaced intermediates does not necessarily help reduce the variance of most of the intermediate free energies, and the variance from these states actually increases as they are sampled with fewer measurements, canceling out the improvement in the uppermost states.
Examining the bias of EXP, BAR, and TI ͑Fig. 8͒, we see that the bias of BAR is small for all numbers of intermediates, and additionally converges quickly to zero. TI bias starts out quite high, but rapidly converges to zero as well. The bias of forward EXP, however, like the variance, increases slightly from the minimum obtained with only the end states.
We also examine the second, logarithmic interpolation pathway between nested harmonic wells. In Fig. 9 , we see FIG. 6 . Standard error of EXP ͑solid͒, BAR ͑dotted͒, and TI ͑dashed͒ estimates of the free energy, as a function of number of intermediates, from Gaussian probability distributions with variance 2 = 80. EXP converges to the TI result, but BAR reaches a minimum before increasing in variance. For a large portion of the range, however, BAR is still significantly more efficient than EXP.
FIG. 7.
Standard error of TI ͑dashed͒, BAR ͑dotted͒, and forward EXP ͑solid͒ estimates of the free energy, as a function of number of intermediates, from nested harmonic wells with a / b = 50, using a linear path. Error from forward EXP and BAR increase slightly with increase in intermediates, while TI initially starts high but eventually decreases to a similar value as the other methods.
that the variance of TI is independent of the number of states sampled from, as the variance is the same for all states. Forward EXP and BAR dip slightly below the TI variance, and then plateau, while reverse EXP asymptotically approaches a similar variance as well. All methods perform significantly better for the logarithmic pathway than the linear pathway.
For the bias of the logarithmic path ͑no figure͒, we remember that the bias of both the forward and reverse EXP is just 1 / 2 of the variance, and that the logarithmic interpolation for TI has no bias, as the slope of ͗dH / d͘ is a straight line. The bias of BAR goes to zero with increasing intermediate states even more quickly than in the linear interpolation case.
The improved behavior of the logarithmic interpolation pathway makes sense, as neighbors will tend to be more evenly spaced than with linear interpolation. For example, if a = 50 and b = 1 as above, in the logarithmic case a single intermediate will have prefix ͱ 50, whereas in the linear case, the intermediate will have prefix 21/ 2. Since the free energy is kT ln͑a / b͒, the logarithmic intermediates have free energies equally spaced between the end states, where in the linear case the intermediate is much close to the a end state.
E. Summary of results with toy models
This review of only these few simple models demonstrates the complexity of this comparison. Each of the three methods appear to be best in at least some situations. Where ͗dH / d͘ is smooth, TI appears to be almost uniformly best. Surprisingly, in the case of nested harmonic wells, forward EXP is not only better than TI but it is better than BAR. This is because BAR is the best estimate from a specified set of sampled work values. There is nothing that says that another set of sampled work values might give an improved estimate. In this case, it is apparently because the extremely poor properties of reverse EXP, which actually has a divergent variance, and essentially contributes "negative" information to the BAR estimate. BAR has been shown to be the best estimate under previously published toy problems. 21 These observations should serve as fair warning to carefully evaluate the applicability of various free energy methods, as methods that work in some situations may be much less than optimal in some cases.
Adding a few intermediates can be extremely helpful in many situations. In many cases, the ideal number of intermediates can be quite low, even for extremely large free energy differences. Using too many intermediates will actually decrease the efficiency of free energy estimates, as each additional intermediate result worsens the statistical sampling for each intermediate free energy. We can see by the drastic differences between the uncertainties of logarithmic and linear pathways between nested harmonic wells the importance of a good choice of pathway. This choice can be even more important than the choice of method used to extract these energies.
IV. ATOMISTIC FREE ENERGY CALCULATIONS ON SYSTEMS RELEVANT TO BIOMOLECULES
Theoretical analysis and toy problems are not sufficient to elucidate all the subtleties of free energy computations for more complex systems, so we turn to data collected from simulations for more guidance and examples. We will first look at the free energy of a Lennard-Jones sphere solvated in explicit water, first using work distributions generated from slow-and fast-growth simulations, and then with work distributions generated from EXP data with a number of different intermediates.
Next, we will examine the deletion/insertion of a model of 3-methylindole, the small molecule analog of the side chain of the amino acid tryptophan. This system was chosen primarily because data had already been collected in a previous study 15 -the primary interest for this molecule in this study is simply its large size, with 19 atoms, making it a challenging test case, and rigid structure, making it easier to remove the question of sampling uncorrelated measurements. FIG. 9. Standard error of reverse EXP ͑thick solid͒, forward EXP ͑thin solid͒, BAR ͑dotted͒, and TI ͑dashed horizontal͒ estimates of the free energy, as a function of number of intermediates, from nested harmonic wells with a / b = 50, using a logarithmic path. All values go to their asymptotic limit ͑approximately the same in all cases͒ much more quickly than the linear path. Reverse EXP is by far the least efficient, but increases steadily with number of intermediates, while BAR and forward EXP quickly reach a minimum and then gradually increase.
A. Free energy of methane solvation from nonequilibrium work
Our first test physical system is a Lennard-Jones sphere using the united atom methane parameters of OPLS ͑⑀ = 0.294 kcal/ mol, = 3.73 Å͒ 33 inside a box of 216 TIP3P water molecules. 34 It is modified slightly in that inside of 0.8, the Lennard-Jones term is replaced by a quadratic function, chosen such that it is continuous and has a derivative at 0.8. 6 For kT = 0.592 kcal/ mol, ͑corresponding to 298 K͒ the region inside 0.8 is almost never occupied, so it is very similar to the original Lennard-Jones. This formulation of Van der Waals attractions was chosen so that insertions from zero interaction do not have numerical instabilities resulting from the r −12 term as r goes to zero. Separate simulations estimated that the solvation free energy difference between this modified potential and the original Lennard-Jones potential in TIP3P water to be about −0.02± 0.02 kcal/ mol.
The pathway in between the two states ͑here, the presence and absence of the modified Lennard-Jones particle͒ is simply 2 times the intramolecular energy between the solute and the water. 6 We will determine the free energy of solvation of this Lennard-Jones sphere using the methods presented above. For a reference, we first used exhaustive TI ͑71 total lambda values, 1.0 ns at each value repeated in fourfold replica, for Ϸ280 ns total sampling time͒ to obtain a free energy of solvation of 2.654± 0.007 kcal/ mol.
We compute the work required to insert and remove the Lennard-Jones sphere from the box of water over a range of times from 500 to 0.1 ps. We fix the total simulation time at 10 ns in each direction. We then compute the free energy from BAR, EXP in the forward direction, EXP in the reverse direction, average of the two EXP calculations, and the optimally weighted EXP ͑using the weighting in Eq. ͑13͒͒ presented in Table I .
Uncertainties for all measurements were determined both by the bootstrap method, 35 using 1000 bootstrap samples of the initial data set, and the analytical variance and bias estimates presented in the theory section. We find that the bootstrap and the analytical uncertainty estimates agree to within 15% for all measurements, usually with significantly better agreement. In Table I , we therefore present only the analytic uncertainties. The forward and reverse EXP estimates use only half the data than the BAR, the average EXP and the optimal EXP averages do.
We see in Table I that BAR is uniformly good over all sets of data, although the variance grows slightly as the work distributions are taken further from equilibrium ͑i.e., from shorter simulations͒. Forward EXP is relatively good over most of the range, but the uncertainties are higher using faster growth simulations. Reverse EXP is also good for slow growth work distributions, but becomes very poor for fast growth simulations, indicating that we are not sampling well from the reverse distribution. This is in line with the previously noted observation that simulating from a low to high entropy state is less efficient than in the other direction. The average and optimal exponential average combination have good behavior for slow growth, with values close to the actual value and with low variances. However, as the reverse average becomes poor, the average and optimal combination values suffer as well.
B. Free energies of solvation of methane from equilibrium simulations
To augment this data, a series of equilibrium simulations were performed, each simulating at a different set of fixed along the same pathway described in the nonequilibrium work section. 20 ns total time was run for each series, divided among the different values equally, so that sets of more closely spaced values were run for less time at each TABLE I. Free energies of hydration computed by both fast and slow growth of solvation of OPLS-UA methane in TIP3P water. The first column is the length of the simulation runs in picoseconds used to generate the distribution of work values, and the second column is the number of simulations run in the forward and backward directions, for a total constant aggregate time of 20 ns simulation in all cases. The third through seventh columns are the free energy estimates and analytic uncertainty estimates from BAR, forward EXP, reverse EXP the direct average of forward and reverse EXP, and the optimally weighted average of forward and reverse EXP, as per Eq. ͑14͒. All values are in kcal/mol. The free energy of solvation using exhaustive TI ͑71 total lambda values, 1 ns simulation at each value of , four copies, for Ϸ280 ns total͒ is 2.654± 0.007 kcal/ mol. We see that BAR does well even with many very short simulations, where as the other methods break down in this regime. . We ran 2, 3, 4, 5, 6, 8, and 10 values of , using equal spacing from 0.0 to 1.0, inclusive. Results from BAR and forward and reverse EXP are shown in Table II . We see that BAR is essentially correct over all the intervals, even including one-step insertion/deletion. Only forward EXP ͑insertion͒ gets close to the right value in one step, but with a much higher variance. TI has a strong numerical bias that results in incorrect free energies over all the numbers of intervals. The curvature of ͗dH / d͘ near =0 ͑full deletion͒ is such that a reallocation of sampling near the origin would have given a lower overall bias, but clearly BAR is much more effective over a much larger range of allocation of independent measurements.
We also reanalyze the EXP data for the single step insertion/deletion ͑the first line in Table II to illustrate the nature of the variance and bias of BAR compared to EXP, using bootstrap sampling, as shown in Table III . We compare only to forward EXP, as the reverse distribution is not well sampled enough in this case.
It is clear from Table III that BAR estimate is uniformly better than the forward EXP. Comparable results ͑both with respect to bias and variance͒ can be obtained with only 10 000ϫ 2 measurements using the acceptance ratio estimate as with all 100 000 samples with exponential averaging, indicating that in this case, the acceptance ratio is five times more efficient for an equivalent precision. Since we know for the agreement for large n that the analytical and bootstrap bias and variances agree, the deviations for small n seem to indicate that we are now getting into the range that the terms beyond the n −1 term in the Taylor series expansion in Eq. ͑7͒ are significant.
C. Larger molecules
We now examine the case of the solvation of 3-methylindole, an analog of the side chain of the amino acid tryptophan. This is the largest molecule examined in an earlier study of force fields and small molecule solvation. 15 The molecule was solvated in TIP3P water, and the free energy of hydration was computed. The complete methodological details are given in that paper, but we review the key features here. A pathway was constructed that involved first turning off the charges with a linearly in , and the Lennard-Jones intermolecular interactions were turned off with a "soft-core" interaction, 36 which smoothes out the infinity produced by the r −12 term as → 0. This pathway was previously shown to be more efficient than pathway linear in or powers of . We used a total of 21 states along the Coulomb pathway and 41 states along the Lennard-Jones pathway ͑both numbers TABLE II. Free energies of hydration computed with various methods. The first column ͑N͒ is the total number of states simulated. The number of ⌬ intervals is therefore N − 1. Columns two through five are the free energy estimate using BAR, forward EXP, reverse EXP, and TI. Uncertainties are from the estimates presented in the paper. The answer using exhaustive TI ͑71 total lambda values, 1 ns simulation at each value, four copies, for Ϸ280 ns total͒ is 2.654± 0.007 kcal/ mol. All free energies were estimated by running 20 ns total of each simulation, divide equally among the states used. The potential energy difference and value of dH / d was output every 0.1 ps. TABLE III . Sample number dependence on the variance and bias of free energy calculations. The first column is n, the number of samples pulled from the 100 000 sample set in Table I used to estimate the free energy. The second column is b, the number of bootstrap samples used to compute the average and variance. Thus, all work values are used, on average, an equal number of times in each row. The third and eight columns ͑⌬F͒ are the average of BAR or EXP on n samples selected from the full set b times. The fourth and ninth columns are the analytic variance estimates from the full set ͑Var A ͒, and the sixth and eleventh columns are analytic bias estimates ͑Bias A ͒. The fifth and tenth columns are the bootstrap variance estimates ͑Var B ͒, and the seventh and twelfth columns are the bootstrap bias estimates ͑Bias B ͒. Close agreement between the two in the limit of large n indicates that the analytical estimates are accurate. including end states͒, and sampled five runs of 1 ns each using molecular dynamics to compute the free energy using TI.
Taking the OPLS-AA model of the molecule ͑one of several force field parametrizations examined this previous study͒, the final value of the solvation energy was −3.69± 0.03 kcal/ mol. 37 We neglect any long-range correction for Lennard-Jones attractive energy, 15 which is independent of the free energy method used. Analysis after the fact revealed that approximately the 61 intermediate states was required to eliminate bias larger than the uncertainty using TI. For example, using TI with only eight total states ͑spaced to be sample areas of high curvature more than areas of low curvature͒, 38 we obtain a free energy of −2.94 ± 0.26 kcal/ mol, significantly different than our previous, more accurate, estimate. The importance of a low curvature is especially evident in this very realistic example. The charging free energy using only three points is −6.11± 0.04 versus −5.77± 0.02 for 21 points over a relatively flat curve, a much smaller error than in the free energy the desolvation of the uncharged molecule, where we obtain 3.17± 0.25 using seven states versus 2.08± 0.04 using 41 states. In the desolvation case, this is a free energy over a function with much higher curvature ͑see Fig. 10͒ . We note that using Simpson's rule or Gaussian quadrature to integrate the Coulombic part yields −5.76± 0.05, within uncertainty of the correct answer, however, it may be somewhat of a coincidence in this case. For sampling along smoother curves where equal spacing is reasonable, therefore, an increased order algorithm like Simpson's rule may sometimes prove useful.
How do BAR and forward and reverse EXP compare in efficiency and accuracy? Using exactly these same eight states, insertion EXP gives a free energy of −3.44± 0.09, whereas deletion EXP yields −6.01± 0.18. BAR gives −3.68± 0.02 kcal/ mol, almost indistinguishable to the TI result achieved with more than seven times as much simulation data. Although there may be some cancellation of error to achieve results so close to the original TI result, the results from BAR are still clearly better for the simulation time used than any other method. These numbers are presented for comparison in Table IV . In this case, BAR provides a clear advantage to TI and to either version of EXP.
V. DISCUSSION
It appears that in many realistic atomistic situations, BAR estimate is significantly better than EXP. For nearequilibrium measurements, this difference may be marginal, but for larger differences in free energy and lower phase space overlaps, this advantage can become appreciable, as seen in all three atomistic examples presented here. However, the example of nested Gaussians demonstrates that occasionally obtaining the free energy using EXP can be more efficient. Care must be taken to identify such situations, and more study may need to be done to understand when this can occur. Additionally, we have seen that in toy problems, TI can be the best behaved estimator. For charging free energies, which have a relative smooth profile, TI may compete with BAR for efficiency. However, in realistic chemical and biomolecular situations, pathways with moderate amounts of curvature can make TI very inefficient. In some cases, EXP may end up being slightly better than other methods, but these cases may need to be investigated more closely; in any case, BAR appeared to be almost as good in this particular toy problem.
There are a number of additional questions, beyond the scope of this study, that must be addressed in order to effectively apply these methods to quantitative calculation of free energies. First, although we have presented formulas for estimating the variance and bias due to limited sampling of the free energy methods, these estimates themselves are subject to sample size bias and thus cannot always be depended upon to provide accurate uncertainty estimates. We note that although the free energy depends on logarithms of exponential averages, the variance of the free energy depends on averages of exponentials and are therefore much more dependent on good sampling than the free energy estimates themselves.
Recent work 14 has used bias estimates to correct the free energy from EXP. However, since bias correction is inherently error prone, it remains unclear what the advantage may actually be. Of course, for extremely large energy differences, this type of block averaging bias correction could be applied to BAR as well. FIG. 10 . ͗dH / d͘ C ͑thick line͒ and ͗dH / d͘ LJ ͑thin line͒ as a function of for 3-methylindole, the small molecule amino acid side chain analog of tryptophan, using the OPLS-AA force field. Uncertainties are multiplied by 5 in order to guide the eye, as they would otherwise be difficult to distinguish from the lines themselves. The coulombic decharging pathway is very smooth, and is very amenable to both TI and BAR. The LJ desovlation pathway, on the other hand, has high curvature, and the free energy difference can be sampled much more efficiently with BAR. Another important question for applications is the nature of the distributions P F ͑W͒ and P R ͑W͒. There is, of course, only one independent distribution, as the two are exactly related by Eq. ͑4͒. This distribution will depend on the underlying process and cannot usually be computed or currently even estimated a priori. However, a better understanding of what features of the switching process lead to narrow distributions in the work could greatly facilitate the design of ideal pathways and intermediates between the end states being studied. Some work has been performed at understanding this difference in the case of EXP, 10, 11 but the problem is still unresolved in any sort of general case more complicated than the toy problems presented here.
Additionally, the fact that BAR is the asymptotically unbiased estimator with the minimum variance does not necessarily guarantee that is the best estimator by all measures. For example, in many cases, it is possible to find an estimator that is more inherently biased, but has significantly smaller variances, resulting in a much smaller mean squared error. Statistically, the most important figure of merit is the mean square error, the sum of the variance and the square of the bias. Preliminary evidence indicates, for example, that the probability distributions P F ͑W͒ and P R ͑W͒ can be smoothed by such methods as convolution with a kernel and used in Eq. ͑4͒ to obtain significantly smaller mean squared errors in some cases. 39 The choice of a path is also vitally important for efficiently estimating large free energies. In a previous studies, 15, 36 and in the toy problems in this study, we have seen that improved choice of path significantly decreases the bias and variance of all methods. However, there are many more questions left to be asked about improved pathways for given biomolecular simulations, and optimizing this path is a subject that has not been sufficiently addressed in the literature.
VI. CONCLUSIONS
We have presented a comprehensive comparison of the major methods for free energy computation, using theory, toy problems, and atomistic simulations. Most importantly, the Bennett acceptance ratio appears to be significantly more efficient than other methods such as exponential averaging and thermodynamic integration in realistic atomistic simulations, although in some interesting special cases these other methods may be somewhat better.
We have found in a variety of sample atomistic simulations relevant to biomolecular and chemical studies that BAR is always better than EXP in computing free energies, frequently significantly better when the free energies to be measured are moderately large compared with kT. Unless the curvature in ͗dH / d͘ is extremely low ͑which can be the case in electrostatic charging͒, BAR is much more efficient than TI as well. BAR is actually simpler to use than TI, as it does not require code to compute analytical derivatives to be implemented, merely that the potential energy be evaluated for the mutable part of the system at a variety of values. Because of this, BAR ͑or an equivalent method like WHAM͒ appears to be recommended as the default method for computing free energies of biomolecular and chemical processes, especially when the overlap in phase space between end states is particularly small.
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APPENDIX: BIAS OF BAR
This derivation will follow loosely from a more general derivation provided in Mardia et al. 40 Let us express the free energy estimate obtained from a finite number of samples n f and n r from Eq. ͑1͒ as ⌬F n , and the infinite estimate as ⌬F. The bias from finite sampling will be ͗⌬F n − ⌬F͘, where the average is over all possible realizations of the n f and n r samples.
We will express the finite n f , n r expression for the derivative of the log likelihood as L n ͑W͒, with L͑W͒ defined as the infinite n limit. By construction, L n ͑⌬F n ͒ = 0, and L͑⌬F͒ =0.
Because BAR is an asymptotically efficient estimator of the free energy, 25 the distribution of estimates of the free energy at large n tends to a normal distribution with variance as given in Eq. ͑3͒. Following Mardia et al. 40 we can estimate to first order
We then express L n ͑⌬F n ͒ as a Taylor series in ⌬F n ,
Solving for ⌬F n − ⌬F, we get
We could solve directly for ⌬F n − ⌬F, but this will make our average more difficult to compute. So we will estimate again by substituting var͑⌬F͒L n ͑⌬F͒ for ⌬F n − ⌬F as per Eq. ͑A1͒, yielding ⌬F n − ⌬F Ϸ var͑⌬F͒"var͑⌬F͒L n ͑⌬F͒L n Ј͑⌬F͒
Taking the expectation value of both sides over all realizations of n f and n r , var͑⌬F͒ is a constant, and will go through the expectation operator. Additionally, the covariance of ͑⌬F n − ⌬F͒ 2 and L n Љ͑⌬F͒ will be O͑n −2 ͒, so we can take the expectations separately and multiply, yielding ͗⌬F n − ⌬F͘ Ϸ var͑⌬F͒"var͑⌬F͒͗L n ͑⌬F͒L n Ј͑⌬F͒͘ We note that L n ͑⌬F͒ and L n Љ͑⌬F͒ is antisymmetric around M − ⌬F, whereas L n Ј͑⌬F͒ is symmetric. If n f = n r and therefore M = 0, then if P R ͑W͒ and P F ͑W͒ are symmetric ͑as in the case of Gaussian distributions͒, K and therefore the leading term in the bias will be zero.
