Abstract. We consider the linear degenerate elliptic system of two first order equations u = −a(φ)∇p and ∇ · (b(φ)u) + φp = φ 1/2 f , where a and b satisfy a(0) = b(0) = 0 and are otherwise positive, and the porosity φ ≥ 0 may be zero on a set of positive measure. This model equation has a similar degeneracy to that arising in the equations describing the mechanical system modeling the dynamics of partially melted materials, e.g., in the Earth's mantle and in polar ice sheets and glaciers. In the context of mixture theory, φ represents the phase variable separating the solid onephase (φ = 0) and fluid-solid two phase (φ > 0) regions. The equations should remain well-posed as φ vanishes so that the free boundary between the one and two phase regions need not be found explicitly. Two main problems arise. First, as φ vanishes, one equation is lost. Second, after we extract stability or energy bounds for the solution, we see that the pressure p is not controlled outside the support of φ. After an appropriate scaling of the pressure and velocity, we obtain a mixed system for which we can show existence and uniqueness of a solution over the entire domain, regardless of where φ vanishes. The key is to define the appropriate Hilbert space containing the velocity, which must have a well defined scaled divergence and normal trace. We then develop for the scaled problem a formal mixed finite element method based on lowest order Raviart-Thomas elements which is both stable and has an optimal convergence rate for sufficiently smooth solutions. Furthermore, we present a practical implementation that reduces to a stable, locally conservative, cell-centered finite difference method. We show some numerical results that verify that optimal rates of convergence and even superconvergence is attained for sufficiently regular solutions.
Introduction.
Let Ω ⊂ R d be a domain, let φ : Ω → [0, φ * ], 0 < φ * < ∞, be a given differentiable function that we will call porosity, and let a and b lie in C 1 ([0, φ * ]) with a(0) = b(0) = 0 and both positive on (0, φ * ]. For the velocity u and the pressure p, we consider the linear degenerate elliptic boundary value problem u = −a(φ)(∇p − g)
in Ω, (1.1)
where g and f drive the system and Neumann boundary conditions have been applied for some g N (we will also treat Robin boundary conditions (5.1)). The choice of scaling in (1.2)-(1.3) in terms of φ will become clear as we develop the ideas. The critical factor here is that φ may vanish on a set of positive measure. This leads to a loss of control on p (see (2.4) below), and a number of issues arise for numerical approximation. In fact p may be unbounded off the support of φ, which is difficult to approximate numerically. Moreover, if φ vanishes, say everywhere for simplicity, it 2 TODD ARBOGAST and ABRAHAM L. TAICHER appears that the first equation implies that u = 0, but the second equation trivializes to 0 = 0, leading to more numerical difficulties.
Degenerate elliptic equations have been approximated in many works, e.g., [12, 19, 4, 18, 8] , using weighted Sobolev spaces and least squares techniques. But in these works, Ω = {x : φ(x) > 0}, so the degeneracies are isolated to ∂Ω. It is important in some applications that φ may vanish on a set of positive measure.
The system (1.1)-(1.3) arises, for example, as a simplified mathematical model of mantle dynamics. Models of flow in the Earth's mantle [1, 16, 15, 14, 23] are based on a mixture of fluid melt and matrix solid. Both fluid and matrix phases are assumed to exist at each point of the domain. The porosity φ ≥ 0 represents the relative volume of fluid melt to the bulk volume, and this quantity is very small (a few percent) within the mantle. Fluid melt is believed to form between rock crystal boundaries [26] , forming a porous medium, and so the interstitial fluid velocity v f is governed by a Darcy law in terms of the fluid pressure p f , such as
for some (relative) permeability K(φ), viscosity µ f , and density ρ. The matrix solid is deformable, and it is modeled as a highly viscous fluid governed by a Stokes equation. Conservation of mass, assuming constant and equal phase densities (or a Boussinesq approximation), gives the mixture equation Because these systems have been combined using mixture theory, one obtains a single, two-phase model that is assumed to hold even when one of the phases disappears. Such models have advantages in numerical approximation, since the free boundary between the one and two phase regions need not be determined, and the equations remain unaltered in a time-dependent problem when a phase disappears or forms in some region of the domain. A similar model arises in modeling two-phase flow within a non-deformable porous medium [6, 17, 7, 10] and in the modeling of partially melted ice, e.g., in glacier dynamics [13, 5, 24] . Nevertheless, the model (1.4)-(1.6) gives rise to a degenerate system when the fluid melt disappears. The Stokes part is well-posed, since there is always matrix rock present at each point of space (i.e., φ ≤ φ * < 1). Thus we ignore the matrix part of the problem. Assuming a relative permeability of the form K(φ) = µ f φ a(φ) and setting b(φ) = φ, we then extract the simplified mathematical model (1.1)-(1.3) with u = v f − v m , and p = p f . In the true system, φ −1/2 f would represent the matrix pressure, and perhaps one would set a(φ) = φ 1+2θ for some θ ≥ 0. The techniques developed in this paper will be applied to the simulation of the mechanics of mantle dynamics in [23] with Professor Marc A. Hesse.
2.
A-priori estimates and a change of dependent variables. Let (·, ·) denote the L 2 (Ω) inner-product or possibly duality pairing, and ·, · denote the L 2 (∂Ω) inner-product or duality pairing. We proceed formally by assuming that there is a sufficiently smooth solution to the degenerate system (1.1)-(1.3) and that φ is reasonable. It will be convenient to define
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After an integration by parts we obtain the weak form
where the test function ψ satisfies the homogeneous boundary condition (1.3) with g N = 0 on ∂Ω.
Suppose also that we can extend g N to u N in Ω such that
Taking ψ = u − u N and w = p, and also taking
2) results in the a-priori energy estimates
in terms of the norm · k,ω of the Hilbert space H k (ω), where · ω = · 0,ω and · = · Ω . Assuming the data are given so that the right-hand side is bounded, as φ vanishes, we potentially lose control of p (and possibly u). This makes sense, since p is the fluid pressure and there is no fluid phase. Nevertheless, we wish to have a well-posed two-phase mixture even as one phase disappears. We do this by making a change of dependent variables.
Let the scaled velocity and pressure be defined as
respectively, since we have control of these quantities. The system (1.1)-(1.3) becomes
If we divide the second equation by φ 1/2 , this system is antisymmetric, since the
. Now the energy estimates read more simply as
3. The space H φ,d (div). We are led to define the space
wherein we must assume that φ is well enough behaved to support the definition. The natural conditions seem to be that
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The meaning is then clear:
and so we simply require that φ −1/2 d(φ) times the weak divergence of v lies in L 2 . To ensure that the formal adjoint operator −d(φ)∇(φ −1/2 (·)) is well defined, we also ask that
We remark that our conditions (3.2) and (3.4) are equivalent to the requirement that
is a Hilbert space with the inner-product
is an inner-product. We must show that the space is complete. Let {u n } ∞ n=1 ⊂ H φ,d (div) be a Cauchy sequence, which is to say that
To obtain strong convergence of the full divergence term, take a test function ψ ∈ C ∞ 0 (Ω) and compute
, and so (3.3) implies that
, and the final assertion of the lemma holds as well. We wish to apply the Neumann boundary condition. Define the normal trace operator γ φ,d : H φ,d (div; Ω) → H −1/2 (∂Ω) using the integration by parts formula
wherein w ∈ H 1/2 (∂Ω) has been extended to w ∈ H 1 (Ω). Note that (3.2) and (3.4) imply that the operator is well-defined by the right-hand side, and that we can interpret
Lemma 3.2. If (3.2) and (3.4) hold, then the normal trace operator γ φ,d :
is well defined by (3.6) and there is a constant C > 0 such that
Finally, we apply the homogeneous boundary condition to define
and we let the image of the normal trace operator be denoted by
4. A scaled weak formulation and unique existence of the solution.
which can be found provided that
In place of the weak system (2.1)-(2.2), we test (2.7) and φ −1/2 times (2.8) to obtain our scaled weak formulation:
We saw the a-priori energy estimates (2.10) for (4.2)-(4.3), which imply that if there is a solution to the problem, then it is unique. To prove existence of a solution, we let δ ≥ 0 and we define the stabilized bilinear form a δ :
and the linear form b δ :
These two forms are clearly continuous, i.e., bounded. We now have the problem:
With v = v 0 + v N and δ = 0, this problem is (4.2)-(4.3). In fact,
Therefore, the problems (4.6) are all equivalent for any δ ≥ 0.
We claim that for any δ ∈ (0, 2), the bilinear form a δ is coercive. To see this, simply compute that
Therefore, we can apply the Lax-Milgram Theorem to conclude that (4.6) has a unique solution for δ ∈ (0, 2). By the equivalence of the weak problems, we then have a solution for any δ ≥ 0, and in particular one for our problem (4.6) with δ = 0, i.e., (4.2)-(4.3) (which we already know is unique).
, then there is a unique solution to the problem (4.2)-(4.3), and the energy estimates (2.10) and (2.4) hold.
5. Some extensions of the results. We can handle Dirichlet and Robin boundary conditions, and in some cases, we can show that p ∈ L 2 (Ω).
Dirichlet and Robin boundary conditions.
Instead of Neumann boundary conditions (1.3), we could impose Dirichlet or Robin boundary conditions of the form
where κ ≥ 0 is a bounded function and g R is given. The scaled version is
and the scaled weak form is:
We require that g R ∈ H 1/2 (∂Ω) (actually, we could require merely that g R is in the
Using the Trace Lemma 3.2, the a-priori energy estimates are
and the analogue to Theorem 4.1 can be proved in a similar way. We need to modify a δ by extending it to
and adding a term, obtaining
We also redefine b δ asb δ :
Then there is a unique solution to the problem (5.3)-(5.4), and the energy estimates (5.5) hold. In some cases the solution is more regular than implied by (2.4). Proceeding formally from (1.1)-(1.2), we have the single equation
We multiply by φ −1 p and integrate by parts using the homogeneous Neumann boundary condition (1.3) to see that
After formally expanding the derivative terms, we obtain
for any > 0, and so
For greater generality, we have chosen to work with the scaled pressure. However, it is interesting to note that p may in fact be stable in many cases, and then it is only the loss of an equation that is problematic for numerical approximation.
6. Mixed finite element methods. We now discuss discrete versions of our scaled systems (4.2)-(4.3) for Neumann and (5.3)-(5.4) for Dirichlet and Robin boundary conditions. We will assume that Ω is a rectangle (d = 2) or brick (d = 3), and impose a rectangular finite element mesh T h over the domain of maximal spacing h. Let E h denote the set of element edges (d = 2) or faces (d = 3). We use the notation |E| for the measure (area or volume) of E ∈ T h and |e| for the measure (length or area) of e ∈ E h . Let P n be the set of polynomials of total degree n and let P n1,n2,n3 (omit n 3 if d = 2) be the set of polynomials of degree n i in x i for each i = 1, . . . , d.
We will approximate (v, q) in the lowest order Raviart-Thomas (RT 0 ) finite element space V h ×W h [20, 9, 21] . On an element E ∈ T h , V h (E) = P 1,0,0 ×P 0,1,0 ×P 0,0,1 (omit the last component if d = 2) and W h (E) = P 0 . We also need the space
Later we will make use of the usual projection operators associated with RT 0 .
(Ω) projection operator, which projects a function into the space of piecewise constant functions. Moreover, let π :
denote the standard Raviart-Thomas or Fortin operator that preserves element average divergence and edge normal fluxes [20, 9, 21] .
To simplify the treatment of boundary conditions, when using Neumann conditions, let β N = 1 and β R = 1 − β N = 0, and when using Robin conditions, β N = 0 and 
When using Neumann boundary conditions, we might choose to find v h ∈ V h,0 + πv N instead. To show unique solvability and stability of the Robin case, we require a discrete version of the Trace Lemma 3.2.
Lemma 6.1. If (3.2) and (3.4) hold and the finite element mesh T h is quasiuniform, then there is a constant C > 0 such that
for any v h ∈ V h . Moreover, for some possibly different constant C > 0,
for any v h ∈ V h . Proof. The triangle inequality gives that
We compute that
Further for the last term,
using [11] for the approximation of the L 2 -projection in L ∞ and an inverse estimate, since the finite element mesh T h is assumed to be quasi-uniform. Because φ 
shows the stability result
Uniqueness of the solution is therefore established, and existence follows because the discrete system over a basis is a square linear system. In fact, the formal method gives rise to a linear system of saddle point form (see (6.11) below), which can be difficult to solve. Moreover, it is perhaps not completely clear how to evaluate the divergence terms involving division by φ when φ vanishes.
6.2. A practical method based on RT 0 . We modify the formal method to make it easier to implement and solve, and also to obtain local mass conservation. Denote the local average of φ over element E ∈ T h by (6.6)
We present the practical method for Neumann (β N = 1) and Robin (β R = 1) boundary conditions. The practical method is:
with the caveat that we set the divergence terms to zero on an element E that would otherwise includeφ −1/2 whenφ| E = φ E = 0, and in that case,φ −1/2 φ 1/2 f = f . For simplicity of implementation, we have approximated the first integral in (6.7) by a trapezoidal quadrature rule (·, ·) Q . This approximation is not required to define the method, but it will lead to a much simpler cell-centered finite difference method [22, 3] , as we will see below.
We easily recover the discrete pressure p h ∈ W h by setting for all E ∈ T h (6.9)
and the discrete velocity u h ∈Ṽ h + β N v N is defined by setting for all e ∈ E h (6.10)
We now discuss in detail implementation of the method, restricted to Robin boundary conditions for simplicity of exposition. The degrees of freedom for V h are the constant normal values on the edges or faces, and the degrees of freedom of W h are the average values over the elements. Let bases be defined, respectively, by v e : v e · ν| f = δ e,f ∀e, f ∈ E h and w E : w E | F = δ E,F ∀E, F ∈ T h , where δ i,j is the Kronecker delta function for indices i and j. Then the linear system corresponding to the method (6.7)-(6.8) is
wherein v and q represent the degrees of freedom for v and q, respectively. Because of the quadrature rule, it is easy to compute
where E e is the support of v e (i.e., the one or two elements adjacent to e). Moreover,
The matrix B remains, but it is now clear how it is defined because we have avoided division by φ when φ = 0. In terms of our projection operators,
that is,
The Schur complement of (6.11) for q is
The matrix of the second equation can be formed easily as a 5-or 7-point finite difference stencil for d = 2 or 3, respectively, because A and C are diagonal and positive definite [22, 3] . Thus we solve the second equation (6.18) relatively efficiently as a cell-centered finite difference method for q, and then form v using q and the first equation (6.17) .
We remark that, in practice, our problem is a subproblem of a larger system that determines φ, so φ will be represented in a discrete space Φ h . We might chose the space used by the first author and Chen [2] to approximate the solution to a nondegenerate second order elliptic problem using a nonconforming method. The nonconforming method is equivalent to a mixed method based on RT 0 . The solution variable is approximated with degrees of freedom defined by element average values
which is the mass conservation equation (1.2) integrated over E.
6.4. Solvability and stability of the practical method. We recognize that (ψ, ψ) 1/2 Q is a norm on V h equivalent to ψ with bounds independent of h [25] .
Uniqueness and, therefore, existence of the solution is established. Unfortunately, we do not have a Discrete Trace Lemma involvingφ. In many cases, we obtain the stability bound
This holds when we use Neumann boundary conditions (β N = 1, β R = 0), and also when we have either homogeneous Robin conditions, i.e., g R = 0, or uniform Robin conditions, i.e., κ ≥ κ * > 0 for some constant κ * .
In the case of nonhomogeneous, nonuniform Robin boundary conditions, we modify the treatment of g R in (6.7) when β R = 1. We base the method on a discrete version of the definition of the normal trace (3.6), to wit
The modified practical method uses (6.8) combined with
wherein we need any H 1 (Ω)-extension of g R to the interior. In this case, we obtain the stability estimate (6.21) with the term β R g R 0,∂Ω replaced by β R g R 1 .
7. An analysis of the error of the formal method. A full analysis of the error of the practical method is an open question, and is complicated by the fact that φ may vanish at points of an element E, but φ E may not vanish. Such an analysis is beyond the scope of this paper. However, we can give an idea of the errors to be expected by analyzing the formal system that treats the integrals and φ exactly, i.e., (6.1)-(6.2). For simplicity of exposition, we continue the discussion for the Robin system (β N = 0).
, we can take the difference of the true weak formulation (5.3)-(5.4) with discrete test functions and (6.1)-(6.2), which leads to the system
We modify this system by introducing our two projection operators to see that
Assuming that v is sufficiently regular to compute πv, the test functions
The last term on the right-hand side is troublesome. It arises because we could not substitute the test function
We continue by estimating
using [11] again for the approximation of the L 2 -projection in L ∞ and an inverse estimate, assuming that the finite element mesh T h is quasi-uniform.
Similar estimates can be shown to hold for the system using Neumann boundary conditions. In this case, the test function 
If the solution is sufficiently regular, the approximation is of order O(h). We might expect that the practical method (6.7)-(6.8) that we proposed also achieves O(h) convergence. Moreover, we might expect to see superconvergence of order O(h 2 ) for sufficiently regular solutions [25] . We see evidence of these assertions in the numerical results presented below.
8. Some closed form solutions in one dimension. Before presenting numerical results, it is instructive to consider a few closed form solutions to the problem in one dimension. Let Ω = (−1, 1), a(φ) = b(φ) = φ (so d(φ) = φ, c(φ) = 1), g = 0, andf = φ −1/2 f , and reduce the mixed system (1.1)-(1.3) to
This is a Sturm-Liouville problem. By our energy estimates (2.4), we require that
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The conditions (3.2) and (3.4) hold if and only if α ≥ 2. Now (8.1)-(8.2) becomes −x α p − 2α x α−1 p + p =f , 0 < x < 1, and p (1) = 0.
When α = 2, we have the Euler equation
In this case the Euler exponents satisfy r(r − 1) + 4r − 1 = 0, and so (8.5)
and the solution to the homogeneous equation is p hom (x) = c 1 x
The boundary condition and the requirement that u = −φp ∈ L 2 (0, 1) shows that the solution is unique. Variation of parameters gives the nonhomogeneous solution as
f (y)
If we restrict tof
then, provided β = r 1 , r 2 and 0 < x < 1, we have the closed form solutions
To get f = φ 1/2f = x 1+β ∈ L 2 (0, 1), restrict to β > −3/2. Then u = −φp ∈ L 2 (0, 1) implies that C 2 = 0, and the boundary condition determines C 1 . The solution is
9. Some numerical results. In this section we test the convergence of our proposed numerical scheme (6.7)-(6.8), using Dirichlet boundary conditions, but without using the stabilizing variant (6.22) . We fix the domain Ω = (−1, 1) 2 and use a uniform rectangular mesh of n = 1/h elements in each coordinate direction.
We implement the tests in terms of manufactured solutions in which closed form expressions for φ and p are given, and from these f and Dirichlet boundary conditions (i.e., κ = 0) are computed. In all tests, we take g = 0 and a(φ) = b(φ) = φ (so d(φ) = φ, c(φ) = 1, and u = v).
We use discrete L 2 -norms to measure the relative errors. For p and q, we use the midpoint quadrature rule applied to the L 2 -norm, which gives an approximation to q − q h and p − p h . For v, we use the trapezoidal rule applied to the (L 2 ) 2 -norm, which is effectively like the norm πv − v h . In both cases, these are norms for which superconvergence might be expected. Table 9 .1 Euler's equation. Shown are the relative discrete L 2 -norm errors of q, p, and u for various number of elements n × n and for four values of β. The convergence rate corresponds to a superconvergent approximation, restricted by the regularity of the true solution.
scaled and p ∈ H min(0.8,1/2+β) .
Since φ(x) = x 2 , 0 < x < 1, we have that φ −1/2 φ = 2 ∈ L ∞ (0, 1) and our conditions (3.2) and (3.4) on φ are satisfied.
We consider four values of β (which is the parameter in the source functionf = x β (or f = x 1+β ), 0 < x < 1), β = 1/2, −1/2, −1, and −3/2. The numerical results are presented in Table 9 .1. Based on the regularity of the solution, if the solution exhibited superconvergence, we would expect the order of convergence for q and u to be O(h 1.8 ) for β = 1/2, O(h 1 ) for β = −1/2, O(h 1/2 ) for β = −1, and no convergence for β = −3/2. These rates are seen, approximately, in the numerical results. Moreover, the order of convergence for p should be O(h 0.8 ) for β = 1/2 and no convergence for the other values of β, which we also see approximately.
We remark that the convergence rate is slightly better if instead of using (6.15), we simply set b E = (f, w E ). This, of course, would lead to a loss of strict local mass conservation. Table 9 .2. We see good convergence for this problem for α = 2 and 1, and some degradation for the smaller values of α. It appears that condition (3.2) (the second part of which is precisely the condition (3.4) when d(φ) = φ) may be overly restrictive for convergence. In fact, it may be enough that
2 , which is true here if and only if α > 1. We depict the solution p and q in Figure 9 .1. Although p was chosen to be smooth, we have displayed p = 0 in the one-phase region, since it is ill-defined there. Therefore, p is not smooth on the boundary between the one and two phase regions B = {x = −3/4, y ≥ −3/4} ∪ {x ≥ −3/4, y = −3/4}. We also display the scaled pressure q, which is well behaved for α = 2 and degenerates near B as α decreases (i.e., as φ 1/2 ∇φ loses its regularity). The reader should note that B lies on a grid line. If we take an odd number of elements, we will avoid this. Results are shown in Table 9 .3. When α = 2, we see similar errors and rates of convergence as for the case of B being resolved by the grid Table 9 .3 Smooth p two-dimensional test. Shown are the relative discrete L 2 -norm errors of q, p, and u for various odd numbers of elements n × n and for α = 2 and 0.25 defining φ. The convergence is similar to the case of grids that resolve the boundary between the one and two phase regions when α = 2, but not for α = 1/4. Table 9 .2. However, the errors are worse for the more challenging case of α = 1/4, although the convergence rates seem to settle to about the same values.
9.3. A nonsmooth solution test in two-dimensions. For the final series of tests, we assume that φ is again given by (9.1), but we impose the nonsmooth pressure solution Table 9 .4 Nonsmooth p two-dimensional test. Shown are the relative discrete L 2 -norm errors of q, p, and u for various odd numbers of elements n × n and for β = −1/4 and −3/4 defining p in (9.2). This pressure and the scaled pressure q = φ 1/2 p are depicted in Fig. 9 .2, where one can see clearly the degeneracy in p near x = −3/4 and that q is better behaved. In the case β = −1/4, q and u lie in H 1.25 and are relatively smooth, whereas when β = −3/4, q and u lie only in H 0.75 . We use grids that do not resolve the interface between the one and two-phase regions. The discrete errors and convergence rates are shown in Table 9 .4. The scaled pressure converges as expected, and the velocity seems to be converging a bit better than expected. The pressure barely converges at all.
10. Summary and conclusions. We considered a two phase mixture of matrix and fluid melt, which can degenerate as the porosity φ vanishes. Energy estimates suggested that the pressure p is uncontrolled; moreover, an equation is lost when φ vanishes, making it difficult to handle the equations numerically.
We changed variables to a scaled set that remain bounded in the energy estimates. To formulate a well posed mixed weak problem in the scaled variables, we defined precisely the Hilbert space H φ,d (div) within which the scaled pressure resides. The key hypotheses were that φ −1/2 d(φ) ∈ W 1,∞ (Ω) and φ −1/2 ∇d(φ) ∈ (L ∞ (Ω)) d . Moreover, a normal trace operator was defined to handle boundary conditions. Existence and uniqueness of a solution to the weak formulation was obtained from the Lax-Milgram Theorem.
We defined a theoretically simple, formal mixed finite element method based on lowest order Raviart-Thomas spaces. The method is stable, and an error analysis showed optimal rates of convergence for sufficiently smooth solutions. We modified the method to make it more practical in implementation, producing a cell-centered finite difference method that is stable and locally mass conservative. In a simple case in one dimension, the equations reduce to an Euler equation for which a closed form solution was computed. Numerical tests of this problem showed that the practical method achieved optimal rates of convergence with respect to the regularity of the solution; in fact, superconvergence of the velocity and scaled pressure were observed. Convergence of the true pressure was relatively poor.
A numerical test for a two-dimensional problem using d(φ) = φ also exhibited superconvergence. To see optimal convergence rates in this test, it was necessary that φ 1/2 ∇φ ∈ L 2 , which is weaker than being in L ∞ . Moreover, meshes that did not match the boundary of the one-phase region showed no degradation of results from cases with meshes that match this boundary.
To summarize in brief, we developed a model, linear, degenerate elliptic problem related to the simulation of certain two-phase mixtures of partially melted materials. When the porosity φ is reasonable but perhaps degenerate on a set of positive measure, we developed a stable and convergent formal mixed finite element method. We also developed an easy to implement, locally mass conservative, and stable cell-centered finite difference method.
