Eventual consistency is a popular consistency model for geo-replicated data stores. Although eventual consistency provides high performance and availability, it can cause anomalies that make programming complex for application developers. Session guarantees can remove some of these anomalies while causing much lower overhead compared with stronger consistency models. In this paper, we provide a protocol for providing session guarantees for NuKV, a key-value store developed for services with very high availability and performance requirements at eBay. NuKV relies on the Raft protocol for replication inside datacenters, and uses eventual consistency for replication among datacenters. We provide modified versions of conventional session guarantees to avoid the problem of slowdown cascades in systems with large numbers of partitions. We also use Hybrid Logical Clocks to eliminate the need for delaying write operations to satisfy session guarantees. Our experiments show that our protocol provides session guarantees with a negligible overhead when compared with eventual consistency.
INTRODUCTION
Due to its performance and availability benefits, eventual consistency has become a popular consistency model for geo-replicated data stores. The eventual consistency is a weak consistency model that guarantees, in the absence of new writes, all connected replicas will eventually converge to the same state. This weak consistency allows replicas to communicate asynchronously, and allow clients to perform their operations without waiting for the long network latencies among replicas. Despite these benefits, eventual consistency makes the application development complex for the programmers. For instance, a client may not be able to read the value that it has just written, because its write and read operations have been directed to different replicas with different states.
To simplify the design of applications, stronger levels of consistency -causal, sequential etc.-have been proposed. Specifically, causal systems track the causal dependencies of the versions and do not make a version visible in a replica, if some of the causal dependencies of the version are not visible in the replica. We can track causal dependencies explicitly as a list of versions such as in [17] , or track them implicitly using a scalar [13] , a vector [24] , or a matrix [12] timestamps. Although causal consistency provides useful guarantees, it can cause significant performance overhead, especially for partitioned systems. This overhead is not acceptable for certain systems [4] .
Session guarantees are consistency models that are weaker than causal consistency but stronger than eventual consistency. Session guarantees include properties such as monotonic-read, monotonicwrite, read-your-own-write, and write-follows-reads. To illustrate some of these guarantees, consider a scenario where we have one key k with initial value 0. Client c1 writes 1 to k. Without monotonicread, it is possible that a client c2 first reads the value 1 and then the value 0. Next, suppose that client c2 writes the value 2 (at another replica). Without monotonic-write, it is possible that the final value of k is 1.
In this paper, we evaluate the cost of providing session guarantees for our partitioned and replicated system that relies on the Raft algorithm [21] for replication inside datacenters and eventual consistency across datacenters. Although Raft guarantees that all replicas inside one datacenter apply writes with the exact same order, it does not guarantee that all replicas provide the same state at all time. For example, it is possible that a client writes on the leader, but does not find its update on one of the replicas that has not committed the update yet. Using session guarantees, we can prevent such anomalies. We use Hybrid Logical Clocks (HLCs) to provide wait-free write operations while satisfying monotonic-writes and write-follows-reads guarantees.
Using partition (aka. sharing) the data, we can increase the scalability of the system, as the size of the data that we can store is not limited by the capacity of a single machine. However, one problem of achieving consistency for partitioned systems at scale is the problem of slowdown cascades. Specifically, in partitioned systems delaying the visibility of updates to make sure other partitions are updated enough can create a cascade of slowdowns caused by an only one failed/slow machine. We define modified versions of conventional session guarantees such as those considered in [28] . Our modified versions allow us to separately keep track of session guarantees for each partition. This removes the need for cross-partition communication which in turn eliminates the problem of slowdown cascade. Moreover, using our protocol, session guarantees can be requested by the client on a per-request basis. This allows clients to achieve their desired levels of consistency only when they need them, and enjoy the performance benefit of weaker consistency models when stronger consistency is not necessary for a specific operation.
The contributions of this paper are as follows:
• We present the design of our key-value store, NuKV. This keyvalue store is designed for services with very high availability and performance requirements at eBay. • We evaluate the cost of providing session guarantees in our system that uses Raft protocol for intra-datacenter replication, and eventual consistency for inter-datacenter replication. A client can flexibly access any datacenter it desires. If the client dynamically changes the datacenter, it will receive eventual consistency. However, sequential consistency is provided within a datacenter. Our goal is to provide session guarantees even if clients access data from different datacenters. Hence, we identify the cost of providing such session guarantees. • We provide an algorithm based on HLCs that eliminates the need for delaying write operations to satisfy monotonicwrite and write-follows-read guarantees. • We provide modified versions of session guarantees that do not cause slowdown cascade for systems with large numbers of partitions.
The rest of paper is organized as follows: In Section 2, we provide a background on log replication via Raft and HLCs. In Section 3, we provide definitions for session guarantees. In Section 4, we provide the architecture and assumptions of our system. Section 5 provides the protocol. The experimental results are provided in Section 6. Section 7 reviews the related work. Finally, Section 8 concludes the paper.
BACKGROUND
In this section, we provide a background on log replication and HLCs. We also explain why we use HLCs [15] instead of conventional logical clocks [16] or physical clocks.
Log Replication and Raft
While one of the purposes of creating replicas in different datacenters is to reduce the network latency for clients, replicas inside one datacenter are mainly created for fault-tolerance. Specifically, we want updates to be durable and clients to be able to use the data, even if some machine inside a datacenter fails. Since network partitions do not occur inside one datacenter and the network latency is very small, providing high levels of consistency for replicas inside one datacenter is feasible. We use log replication via Raft [21] protocol to make sure all updates are applied with the same order in replicas inside one datacenter. Specifically, replicas maintain a replicated log consisting of the sequence of operations to execute. Each entry on the log is associated with an index which shows its location on the log. Raft [21] guarantees that all replicas find the same operation for any index on their logs.
Raft relies on the leader election for providing log replication. After electing a leader, the leader has the complete responsibility for managing the log. The leader accepts update requests from the clients, adds entries on its log, and forces the log of other servers to follow its log. The leader may crash which cause a new round of leader election. Raft guarantees that the new leader always has the most recent version of the log.
Hybrid Logical Clocks
Hybrid Logical Clocks (HLCs) [15] allows us to capture happensbefore relation [16] while assigning timestamps that are very close to the physical clocks. The HLC timestamp of an event e, is a tuple ⟨l .e, c.e⟩. l .e is our best approximation of the physical time when e occurs. c.e is a bounded counter that is used to capture causality whenever l .e is not enough to capture causality. Specifically, if we have two events e and f such that e happens-before f and l .e = l .f , to capture causality between e and f , we set c.e to a value higher than c.f .
Why using HLCs? We want to timestamp versions such that two following requirements are satisfied:
• timestamps are close (within clock drift error) to the physical time when the event of writing occurs, and • timestamps capture happens-before relation Logical clocks fail to satisfy the first requirements. Specifically, logical timestamps have no relation to the wall clock time. This causes several problems. First, we cannot use timestamps to provide clients with the version of a data object at a given physical time. More importantly, we cannot resolve conflicting writes based on timestamp. For instance, assume a client writes version v for a data object on replica A. One hour later, another client writes version v ′ for the same data object on replica B. With logical timestamps, it is possible that the timestamp assigned to v ′ is smaller than the version assigned to version v. In this situation, if we use timestamps to select the winner version (i.e. the version with higher timestamp is the winner), v will be selected as the winner which is not desired, as we want the version written one hour later to be the winner.
On the other hand, physical clocks fail to satisfy the second requirement. This is due to the fact that perfect clock synchronization is impossible. Thus, the clock skew between different replicas prevents physical clocks from accurately capturing happens-before relation. For instance, imagine a client writes version v for a data object on replica A. Next, the client write version v ′ on replica B. While using logical clocks we can guarantee that the timestamp assign to v ′ is higher than that of assigned to v, using physical clocks it is not guaranteed. Specifically, if the clock of replica B is behind A, the timestamp assigned to v ′ may be smaller than that of v.
HLCs solves both issues explained above, i.e., it allows us to capture the happens-before relation, and at the same time, allows us to provide conflict resolution with respect to the physical time.
SESSION GUARANTEES
In this section, we define various session guarantees for key-value stores. We provide modified versions of session guarantees considered in [28] . This modified versions define session guarantees per keys, which allows us to avoid the problem of slowdown cascade [4] by avoiding cross-partition communications. Specifically, to satisfy definitions provided here, different partitions can check session guarantees independently. Thus, failure/slowdown of a partition does not affect the visibility of updates in other partitions.
First, regarding writes and reads of a specific key we consider following definitions:
Definition 3.1. CommittedW rites(s, k, t) is the set of all writes committed for key k at server s at time t.
Definition 3.2. ClientW rites(c, k, t) is the set of all writes done by client c for key k at time t. Definition 3.3. ClientsReads(c, k, t) is the set of all writes that have written a value for key k read by client c at time t.
Now, using above definitions, we define various per-key session guarantees as follows:
Definition 3.4 (Per-key Monotonic-Read Consistency). Let O be an operation issued by client c on server s at time t that reads the value of key k. Operation O satisfies monotonic-read consistency if any
where t ′ is the time when server s actually reads the value for key k.
Monotonic-read consistency is important for the clients, as the lack of monotonic-read causes user confusion by going backward in time. For example, consider a webmail application. Monotonic-read consistency guarantees that the user is always able to see all emails that has seen before. New emails may be added to the mailbox in the next time that the user checks their mailbox, but no email can disappear once the user saw it, unless the user wants to delete it. This is not guaranteed with only eventual consistency.
Monotonic-read consistency guarantees that the client never misses what it has seen so far. On the other hand, read-you-write consistency guarantees that the client never misses what it has written so far. Specifically, Definition 3.5 (Per-key Read-your-write Consistency). Let O be an operation issued by client c on server s at time t that reads the value of key k. Operation O satisfies read-your-write consistency if any
For instance, users must be able to see the posts that they posted on their social network page. This seems to be obvious for a centralized system, but unfortunately, with eventual consistency, it may be violated if the client is routed to another replica when it wants to read the data. Suppose a user updates his/her password two times. Per-key monotonic-write consistency together with eventual consistency guarantees that eventually, the user is able to login to the system with the latest passwords in all replicas. Note that just eventual consistency does not guarantee the second version to be the winner version. As an example for the necessity of per-key write-follows-reads consistency, consider a shared document in a cloud-based document processing service. Suppose one of the contributors reads the current version of a document and then appends a line to the document. To append the line, the application reads the current value of the data object associated with the content of the document, appends the line, and writes the new content of the document back to the system. The per-key write-follows-reads consistency guarantees that in all replicas, the version of the document with the appended line is the winner version.
With Definitions 3.6 and 3.7, we can trivially satisfy monotonicwrite and write-follows-reads consistency by never returning any committed version. To avoid such a trivial implementation, we assume following requirements are implicitly required for all definitions:
R1 Any write for a key committed on a server will be eventually committed on all servers hosting that key. R2 Clients reads only committed versions.
SYSTEM ARCHITECTURE
The data of a typical NuKV deployment is fully replicated on D datacenters. Inside each datacenter, the data is hosted by P partitions. For each partition, we create several replicas inside a datacenter. Thus, we have two levels of replication; at one level, we create replicas of the entire data in several datacenters, at another level, we create replicas of partitions inside a datacenter. The replicas of a partition inside a datacenter form a Raft group [21] . Each group has a leader and other replicas are followers. For each partition, L d denotes the leader at the datacenter d. F i d denotes the ith follower of L d (see Figure 1 ).
NuKV follows a multi-leader replication, i.e. clients can write to the leader of any datacenter. Followers learn the new updates via the Raft algorithm [21] . An update on a datacenter will be asynchronously replicated to the leaders of other datacenters by a special follower of the Raft group denoted by XC. XC servers are stateless. Thus, in case of failure, they can easily recover and resume sending replicate messages to other datacenters. Data nodes, on the other hand, detect repeated writes received from XC servers, and avoid applying them. We assume FIFO channels between datacenters, i.e., the XC sends updates to the leaders of other datacenters with the same order it reads them from its Raft log. Clients usually perform their operations on their local datacenter. However, it is possible that they access other datacenters too. For read operations, clients may use any replica inside a datacenter, but writes are always on the leaders.
Raft Group
Raft Group Raft Group Figure 1 : An example of a NuKV deployment with three datacenters each with R. Note that for each partition, we have the architecture shown here.
PROTOCOL
In this section, we provide a protocol for providing different levels of consistency defined in Section 3. The read part of the protocol is basically an adoption of the protocol provided in [28] for our architecture with Raft replication and partitioning explained in Section 4. Two basic operations for a key-value store are PUT (k, v) which writes value v for key k and GET (k) which reads the value of key k. Out algorithm may block a GET operation, when the server cannot meet the session guarantee request by the client. For the PUT operations, instead of blocking, we use timestamping with HLC [15] to provide session guarantees.
Client-side
Each client c maintains two D × P matrices: 1) highest read matrix (hrm), and 2) highest write matrix (hwm). hrm[d, p] is the highest Raft log index of the versions written in partition p of datacenter d read by client c. hwm[d, p] is the highest Raft log index of the versions written by client c at partition p of datacenter d. Note that hrm and hwm are only maintained by the client. They are not sent over the network or stored with keys. Thus, their overhead is negligible. The client also maintains two scalars dt r and dt w that maintains the highest HLC timestamps of versions read and written by the client, respectively. Algorithm 1 shows the client-side of our protocol. The client updates its hrm, hwm, dt r , and dt w as it reads and writes the data according to the defintions provided above. When the client wants to read a key on partition p, it includes two vectors hrv and hwv with its GET request. The server-side uses these vectors to provide various session guarantees for read operations. Let O be the vector of size D with all entries equal to zero. When the client sends a GET request to partition p, it can send O or the row corresponding to partition p in its hrm, i.e. hrm[:, p] as hrv. Similarly, it can send O or the row corresponding to partition p in its hwm i.e. hwm[:, p] as hwv. By choosing vectors for hrv and hwv, the client can require different session guarantees for its read operations in a per-operation basis as it is shown in Algorithm 1. In this algorithm, monotonic-read-yourwrite means a session guarantee that requires both monotonic-read and read-your-write guarantees.
When the client wants to write a key on partition p, it includes an integer called dependency time denoted by dt in its PUT request. The server-side uses this value to provide various session guarantees for write operations. The client can control its desired session guarantee for a write operation as it is shown in Algorithm 1 by choosing values for dt. Choosing 0 results in just eventual consistency, dt w results in monotonic-write, dt r results in write-followsreads, and max(dt r , dt w ) results in both monotonic-write and writefollows-reads that we refer to by monotonic-write-follows-reads. dt w = max(dt w , t) 33: return than hrv[i] or hwv[i] sent by the client. This guarantees that the server has committed all necessary version before reading the value of the requested key. The server, next, returns the version with the highest timestamp among versions written for the requested key.
Server-side
In the PUT operation handler, the server first updates its HLC using dt sent by the client by calling method updateHLC in Line 6. This will call HLC algorithm [15] and guarantees that HLC d will be higher than any timestamp read/written by the client based on the session guarantee requested by the client. Next, the server creates a new version, timestamps it with the updated HLC d , and gives it to the Raft algorithm for replication. Once Raft committed, the servers add the version to the version chain of the key and update sv entry for the local datacenter by the Raft log index. After committing the value on the leader, and updating the local entry of sv, the server returns reply to the client and includes the id of the local datacenter together with the sv entry for the local datacenter, and the assigned timestamp. Similar to the leader, other non-XC servers also update their sv upon committing a new version. On the other hand, when an XC server commits version v, if v.dc_id is the same as the datacenter id of the server, i.e. the committed write is a v.value ← value 10: v.t ← t 11: v.dc_id ← d 12: append the ⟨k, v⟩ to the Raft log 13: send ⟨PutReply d, sv[d], t⟩ to client 14: updateHLC (t) at L d 15: l ′ ← HLC d .l 16:
else HLC d .c ← 0 22: Upon commit ⟨k, v⟩ with loд_idx at a non-XC server 23: sv[v.dc_id] = loд_idx 24: add v to the version chain of k 25: Upon commit ⟨k, v⟩ at XC d with loд_idx 26: if v.dc_id = d 27: send ⟨Replicate k, v, loд_idx⟩ to L d ′ for all d ′ d 28: Upon receive ⟨Replicate k, v, loд_idx⟩ at L d 29: append the ⟨k, v⟩ with loд_idx to the Raft log local write, it sends a replicate message to the leader of the other groups to propagate a local write to other datacenters. It includes the log index of the operation writing the version. Upon receiving a replicate message, the leaders in other datacenters append the received message to their Raft log. Followers commit versions received from XC servers like normal local versions and update the their sv upon committing in Line 23. If the XC commits a version with a dc id that is different from the id of the local datacenter, it simply drops the message and does nothing, because the XC of the original datacenter is responsible for propagating the writes to the other datacenters. For the sake of space, the correctness of this protocol is provided in [23] .
EXPERIMENTAL RESULTS
In this section, we provide the results of benchmarking the protocol defined in Section 5 for the architecture explained in Section 4. In Section 6.1, we provide the experimental setup. In Section 6.2, first, we evaluate the overhead of different levels of session guarantees when clients never change their datacenter. The results of this case reflect the impact of the delay of the Raft on the performance overhead of session guarantees. Next, we consider the case where clients switch to a remote datacenter for some of their operations. In addition to the Raft delay, the results of this case also show the impact of cross-datacenter propagation delay on the performance overhead of providing session guarantees. In Section 6.3, we investigate the effect of workload characteristics. Section 6.4 provides the overall implication of the results.
Experimental Setup
NuKV is implemented in C++. For Raft, it uses an enhanced version of [1] . The client and servers are connected by gRPC [3] and we use Google Protocol Buffers [2] for marshaling/unmarshaling the data.
We did our experiments on a deployment including two datacenters, each with three replicas on different machines. Inside a datacenter, we also have an XC server that forwards the log commits to the leader of the other datacenter. One datacenter is located at Phoenix, Arizona, and the other datacenter is located at Salt Lake City, Utah. The average RTT time between these two datacenters is 15 (ms). We run all replicas and XC servers on machines with the following specification: 4 vCPUs, Intel Core Processor (Haswell) 2.0 GHz, 4 GB memory, 40 GB Storage Capacity running Ubuntu 16.04.3.
We run client threads from both datacenters. We use one machine with following specification for each datacenter to run the client threads: 8 vCPUs, Intel Core Processor (Haswell) 2.0 GHz, 4 GB memory, 40 GB Storage Capacity running Ubuntu 16.04.3.
Each client thread randomly decides to write or read a key. When it decides to write a key, it randomly picks one of the leaders and writes on it. On the other hand, when it decides to read a key, it randomly picks one of the six replicas and reads from it. These random selections are done with the given probabilities. With different probabilities, we can study the effect of different client usage patterns and the workload characteristics on the performance of the system. We consider 16B keys and 64B values.
Effect of Locality of Traffic
In the first set of experiments, we investigate the effect of locality of traffic on the performance of our key-value store. First, we consider the case where clients only access their local datacenter.
We consider seven cases as shown in Table 1 . The cases with HLC subscript show the results for our protocol that uses HLC, and cases without HLC subscript show results when we do not use HLC. If we do not use HLC then the PUT operation must wait until the current server receives all the relevant updates that must occur before the current PUT operation. However, with HLC, we can simply assign the new PUT operation a higher timestamp to ensure that it will be ordered later than previous writes. Figure 2 (a) and Figure 2(b) show the effect of load on the operation latency and throughput, respectively. In all diagrams with throughout, we report the total operations done by the clients accessing one of the datacenters. The results are for 0.5:0.5 put:get ratio, i.e., 50% of operations are PUT, and 50% GET. Note that when clients do not change their datacenters, our system actually provides sequential consistency for keys of each partition thanks to the Raft protocol [21] , i.e. all updates are applied with the same other on all replicas in one datacenter. However, regarding the recency of the updates, it is possible that a client reads a version in one replica, but does not find it on another replica.
As expected, the latency and throughput increase in all cases as we run more client threads. Since propagation delay is very small inside one datacenter, providing session guarantees causes only a negligible overhead such that for some cases we even observed better latency and throughput for stronger guarantees compared with eventual consistency due to the experimental error. However, generally, eventual consistency and M/E, and M/E H LC show better results. In all cases, the additional latency compared with eventual consistency always remains less than 1 (ms).
Next, we consider the case where clients may use the remote datacenter with 10% probability . Figures 3(a) and 3(b) show the effect of load on the operation latency with 0.5:0.5 put:get ratio. Unlike the case with 100% local traffic, the difference between eventual consistency and other cases is clear here. In all cases, eventual consistency has the lowest latency. M/E H LC provides the same latency as that of eventual consistency due to write-free operations by using HLCs. To further analyze the effect of locality of traffic on the performance, we consider the system with various local access probabilities. Figures 4 and 5 show how the average latency and throughput change as we increase the local access probability for 40 client threads in each datacenter. The change in the latency and throughput is not clear, except for case with local access probability 1 where the latency collapses, and throughput increases significantly.
Effect of Workload
In this section, we want to see how the performance changes for workloads with various natures (e.g, read-heavy, write-heavy). The results are for 40 client threads per datacenter. First, we consider the sticky clients, i.e., 100% local traffic. Figure 6(a) shows the effect of write proportion on the average latency. As write proportion increases the latency increases which is expected, because write operations are expected to be heavier than read operations. Figure  6 (b) shows how throughput changes as we change the workload for different levels of consistency. Like Section 6.2, the overhead of session guarantees for sticky clients is negligible. For pure-read workload, there is no meaningful overhead, as there is no update and all replicas provide the same data. Thus, all session guarantees are always satisfied. 
Implication of Experimental Results
From these results, we find that if we introduce session guarantees, and the client remains within the same datacenter, the overhead is within experimental error. Furthermore, even if the client changes its datacenter, the cost of increased latency is very small,~10(ms). From these results, we find that the session guarantees considered in this paper can be achieved with a very low cost. Without session guarantees, the application can suffer from issues such as the user writes a new value for a key, but obtains the old value when he reads the key, or the user changes the password twice, but finds that the stored password is not the same as the latest one. Such common but highly undesirable problems with eventual consistency can be eliminated with a very low overhead with session guarantees.
Finally, this low overhead also suggests that it is not worthwhile to attempt session guarantees by having clients cache the data they have read or written, as it complicates the design of clients substantially. This is especially important to support computingchallenged clients.
RELATED WORK
Terry et al. provided a protocol for providing session guarantees in [28] . An important improvement over [28] is utilizing HLCs to avoiding blocking write operations. Also, we consider the per-key versions of session guarantees considered in [28] . This allows us to avoid the overhead of inter-partition communication which in turns eliminates the possibility of slowdown cascade [4] for systems with a large number of partitions. The protocol proposed in [28] for providing session guarantees is used in Bayou architecture [9, 22] . Similar approach is provided in [7, 14] . Bermbach et al. [6] have provided a middleware to provide monotonic-read and readyour-write guarantees on top of eventually consistency systems. There are no experimental results provided in existing works such as [6, 7, 9, 14, 22, 28] to evaluate the cost of providing session guarantees. In our work, we investigated the cost of providing session guarantees in our architecture that uses Raft for replication.
In recent years, causal consistency has gotten significant attention from the community [5, 10-13, 17, 18, 20, 24, 25, 27, 29, 30] . Causal consistency is especially interesting, as it is the strongest consistency model that remains available under network partitions [19] . However, for this availability clients must be sticky [24] . The broad approach for providing causal consistency in these systems is to track the causal dependencies of a version, and check them before making the version visible in another replica. This requires inter-partition communication that results in more overhead. This results in higher visibility latency in causal systems. This delay can also result in slowdown cascade that impacts the application further [4] . 10 20 To avoid slowdown cascade, [20] makes updates visible as soon as they arrive a replica, but at the read time informs the client, if it cannot guarantee the causal consistency according to client's session. Although this reduces the update visibility latency, tracking causal dependencies has much more overhead than per-key session guarantees considered in our paper. Basically, to accurately track causal dependencies of a version, we have to store timestamps of size O(n) where n is the number of all partitions that we can write [8] . For systems with thousands of partitions such as ours, such overhead is not practical. We can reduce the size of metadata at the cost of false positive causal consistency violation detection. Generally, there is a trade-off between the overhead of metadata to 
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Throughput (1/s) [26] . To reduce the overhead of causal dependency tracking, session-based causal systems such as [20] assumes more restrictive assumptions. For instance, [20] reduces n by assuming a single-leader replication where clients can only write on a single machine per partition. On the other hand, in our system, a client can write on any leader in any datacenter (e.i., multi-leader). Also, in our protocol, we only need to store a single scalar timestamp with each key. Considering the overhead of causal consistency in terms of storage, network communication, and visibility latency, we decided to use session guarantees instead.
HLCs are used in some existing protocols to overcome the imperfection of clock synchronization. HLCs are used in [24, 25] to provide causal consistency for basic read and write operations for a key-value store. Spirovska et al. [27] have utilized HLCs for transactional causal consistency. HLCs are also used in the context of stronger consistency.
CONCLUSION
In this paper, we presented our analysis of the cost associated with providing session guarantees for NuKV, a key-value store that aims to simultaneously provide high availability and consistency for eBay services. In particular, NuKV maintains the data in multiple datacenters and each datacenter contains multiple replicas of the data. Using Raft, NuKV allows clients to obtain sequential consistency by accessing any replica in the given datacenter. At the same, it provides flexibility where a client can access any datacenter. When a client changes its datacenter, NuKV provides eventual consistency.
In this paper, we showed that one could upgrade the guarantees provided to the client when it switches a datacenter at a low cost. Specifically, we showed that the increased latency to provide session guarantees is negligible (less than 10 ms). We demonstrated this for different types of workloads (100% read, read-heavy, write-heavy and 100% write). Our analysis showed that providing monotonicwrite-follows-read highly benefits from the use of HLCs [15] .
Our design was based on a modified version of session guarantees that enabled us to avoid slowdown cascade where the delay of receiving some data item causes visibility of other data items from being available to the clients in a cascading fashion. This cascading delay is one of the important obstacles in providing an higher levels of consistency such as causal consistency. From this analysis, we argue that providing session guarantees is a significantly less expensive but highly valuable approach for key-value stores.
