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0. INTRODUCTION 
IF X is a finite homotopy associative H-space, then the functor [ -, X] takes its values in 
the category of groups. (Unless otherwise specified, all spaces referred to will be assumed to 
have the homotopy type of connected CW-complexes.) One may then ask when this functor 
takes its values in various subcategories of groups. For example X is homotopy com- 
mutative ifi [A, X] is abelian for all A. We have the analogous notions of homotopy 
nilpotency and homotopy solvability. These properties too can be characterized in terms of 
X and its structure maps. We quote the condition for homotopy nilpotency, after setting up 
some notation: Let p and (T be the multiplication and the inverse maps of X. Define c2, the 
commutator, to be the composite 
x x x Ax*X -x xxxxx- id x id x n x 0 x x x x x x x P(II x 14, x 
and define the iterated commutators c,: X” 4 X inductively by c, = c2(c.- I x idx). 
PROPOSITION 0.1. [ 19, Lemma 2.6.11 A finite h omofopy ussociutioe H-space X is 
homotopy nilpotent iflc, is ntdl homotopic for sufliciently large n. 
There is another reason for considering this concept: If A is a finite complex and X is 
homotopy associative H-space, then [A, X] will be a nilpotent group with nilpotency class 
at most dim A. One might ask if there is an upper bound for the nilpotency class of [A, X] 
that is independent of A. If that is the case then X must be homotopy nilpotent. 
Zabrodsky [l9, Proposition 2.6.101 proved that the classical Lie groups SU(n), Sp(n) 
and W(2n + 1) were homotopy solvable. The homotopy nilpotency of S’ is a classical 
result that follows from the triviality of the relevant quadruple Whitehead product [S]. 
Recently M. J. Hopkins [3] found cohomological criteria for a finite H-space to be 
homotopy nilpotent, and used it to prove that H-spaces with no torsion in homology are 
homotopy nilpotent. The result is as follows: 
THEOREM 0.2. [3, Theorem 2.11 Let X be afinite homotopy associative H-space. Then the 
following conditions are equivalent: 
(I) X2 homotopy nifpofent. 
(2) MU *c, = 0 for sujicienrly large n. 
(3) For every prime p. B^ +c. = 0 for su#iciently large n. 
(4) For every prime p and positive integer I, KT)*c,, = 0 for sujiciently large n. 
Here K(1) is Morava’s I-th extraordinary K-theory at the prime p. 
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Remark. Hopkins states the last condition as -K(l),X is a nilpotent Hopf algebra”. 
However, what he actually proves is the version given in the statement of Theorem 0.2. 
Now, at the prime 2, K(I) is not commutative if 0 < 1 < cc. Hence, the equivalence of 
Hopkins’ condition is problematic. 
Hopkins also conjectured that all finite connected homotopy associative H-spaces are 
homotopy nilpotent. However, it turns out that not even all simply connected Lie groups 
are homotopy nilpotent. 
THEOREM 0.3. If n L 7, then Spin(n) and SO(n) are not homotopy nilpotent. In addition, 
SO(3) and SO(4) are not homotopy nilpotent. 
This theorem will be proved by showing that the iterated commutators induce non- 
trivial homomorphisms in a suitably chosen homology theory. A more detailed outline is as 
follows: Let I 2 1. There is a periodic homology theory B(I) with a unit uI E B(I),,+, _z and 
a2ockstein” operation Q. that is a derivation. We will show that there is an element y in 
B(l)*1.1_2so(2’+’ - 1) such that y2 = oly and Qoy is primitive. If I 2 2, then y originates in 
Bv),Spin(Z’+’ - 1). It will follow that B(I),cl(QOy @ y) = [QOy, y] = ulQoy. By induction 
on s we get 
It turns out that QOy maps to a non-zero element of B(I),SO(2’+* - 4). Thus the iterated 
commutators of So(n) induce a non-trivial homomorphism in B(I),-homology if 
21+ I - I 5 n 5 2”’ - 4. 
If 12 2 and n is of the form 2’+* - 3 or 2’+* - 2, we must replace Qoy by a different 
element. Otherwise the proof is the same. 
Since this paper was originally written, N. Yagita [I81 has proved that for any simply 
connected compact Lit group G and prime p. G localized at p is homotopy nilpotent if and 
only if H,(G, Z) has no p-torsion. This is done by a case by case analysis: SU(n) and Sp(n) 
have no torsion in homology. This paper handles the case of Spin(n) and G(2). The other 
exceptional Lie groups are done by Yagita. For p = 2, he builds on the case of G(2). For 
p = 3 and p = 5, he uses his earlier calculations of the Morava K-theories of the exceptional 
Lie groups. The second Morava K-theory K(2) is periodic with a unit u2 of degree 
2(P2 - 1). Yagita shows that if G is an exceptional Lie group with p-torsion in homology, 
then there is an element y in K(2),G such that yp = u2y and Qoy # 0. As above, this is 
enough. 
It can be shown that the above result is true for any connected compact Lie group G: 
Suppose that G is homotopy nilpotent. The universal cover of G is homotopy nilpotent and 
has the form 6 x Iw” where d is compact. By Yagita’s result, d has no p-torsion in homology. 
Suppose that n, G has p-torsion. Then d has a central element g of order p that lies in the 
kernel of 6 + G. Let H be a simple factor of G such that h, the projection of g onto H. is 
non-trivial. The homotopy nilpotency of G implies that the mod-p complex K-homology of 
G/(g) and of H/(h) are commutative. A case by case check of possible H’s shows that this 
is impossible. Hence IC, G has no p-torsion, and so G is p-equivalent, as a space, to d x T" 
where T” is the n-dimensional torus. The details will appear elsewhere. 
I. PRELIIMINARIES ON MORAVA K-THEORIES 
Throughout this paper BP will refer to the 2-local theory. For background information 
on BP and related topics, see [IS]. 
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It is well known that BP, = i&,[c,, c2, . . .] where the degree of t’i is 2(2’ - 1) (see for 
example, [9]). Let I > 0. Using the Sullivan-Baas technique ([14], [I]), we can kill 
{vi1 i < I} to get P(I). a BP-module theory with coefficient ring P(l), = Z/Z[o,. uI+ r, . . .]. 
(This and the next few statements are due to Jack Morava. See [4] for a source in print.) 
Inverting V, gives B(I) = 0; ‘P(l). For any space X, B(I),X is free as a B(I),-module [4]. 
P(1) and B(I) can be made into BP-module spectra in a canonical manner. There are maps 
BP-*P(l)-,*- . --, P(1) + P(1 + 1) +. . . + HZ/2 
of BP-module spectra. We will let P(0) and P(x) denote BP and HZ/2 respectively. 
For any I, P(1) 5 P(1) + P(1 + 1) is a cofibration sequence of spectra. In particular, the 
kernal of the homomorphism P(I),X -+ P(I + 1),X is v,P(f),X. 
For 0 < i c 1, there are maps Qi: P(l) -+ P(l), of degree Zi+r - 1, that cover the Milnor 
Bocksteins in ordinary homology. The homology operations induced by these maps will 
also be denoted by Qi. These are respected by the maps P(1) --) P(m) with the convention 
that Qi = 0 on P(1) if i 2 1. 
We will make use of the following well-known result (see [4, Section 43): 
PROPOSITION 1.1. For any space X, and 1 > 0, the following are equivalent: 
(I) If 1 < m I; 00, then P(m),X Z P(m), @.p,I,, P(l),X. 
(2) The homomorphism P(l),X -+ H,(X. Z/2) is surjectioe. 
(3) The Atiyah-Hkebruch spectral sequence P(l), @ H(X, Z/2) 3 P(l), X collapses. 
Making P(1) into ring spectra is more complicated at the prime 2 than at odd primes. 
A gcomctric approach is used in [ 131, where it is shown that P(1) can be given an associative 
product with rcspcct to which QiS arc derivation. Wiirglcr ([ 163, [173) used a homotopy 
theoretic approach that gives more information. Products that make P(1) into an algebra 
spectrum over BP can be identified with primitive clcmcnts a of P(l)‘(P(l) A P(1)) such that 
(BP A BP -+ P(1) A P(1) : P(1)) = (BP A BP + BP + P(1)). 
Analysing the module of primitives of P(l)*(P(l) A P(1)) shows that there are exactly two 
such elements. If one is m, then the other is m’ = m + ulmo(Q,_, A Q,_,). Assuming that 
m is commutative leads to the false conclusion that m = m’. So m is not commutative and 
m’ = rno T where T: P(1) A P(1) + P(1) A P(1) is the map that transposes the factors. 
Arbitrarily choose one of the two products as the product for P(1). Then the following 
statements are true, irrespective of the choices made: 
PROPOSITION 1.2. [I 7, 2.53 Let X and Y he spectra and T: X A Y + Y A X be the switch 
map. Then P(l),r(x A y) = y A x + ur(QI_,~~) A (Q,-,x)for XEP(I),X and yip, Y. 
LEMMA 1.3. For 0 5 i < 1, the Milnor Bocksreins Qi are deriuations ofthe ring spectrum 
P(1). 
LEMMA 1.4. For m > 1, the map P(1) + P(m) is a map of BP-algebra spectra. 
Give B(I) the product induced by the chosen product for P(1). Then the first two are true 
for B(1) as well. 
Suppose that P(l),X and P(l), Y are free as P(I),-modules. Then the x-product 
P(/),X Q9 P(l), Y -, P(l),(X x Y) is a module isomorphism allowing us to identify the two 
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P.X 9 P.Y AP.(x.v, . P.X @ P.Y 8 P..Y Q P.Y 
p~(x~-~~_.y,I:_-,...y 
P.(_Y x Y x .Y x Y) 
(idxrxid) \ ” 
P.(K x .Y Y Y x Y) 
. 
P.(.U x Y x .Y x Y) 
Fig. I. 
modules. This also allows us to make P(f),X and P(I), Y into coalgebras by the usual 
approach. But x-product need not be a coalgebra morphism because P(I) is not com- 
mutative. Thus, if X is an H-space with P(I),X free, then P(I),X is both an algebra and 
a coalgebra, but not necessarily a Hopf algebra. Similar remarks apply to B(I) as well (we 
need not worry about freeness). The corrections to be made are given by the next two 
results. 
PROPOSITION 1.5. Suppose rhut X and Y are rwo spaces such that P(I),X and P(I), Y are 
fire P(I),-modules. Identijy P(l),X @ P(I), Y with P(l),(X x Y) as modules. Then, /or 
XCP(I),X and yip, Y, 
AN ,.,. x x u,(.y 03 Y) = 4w.x x @ &W,YY + did @I QI- I (231 Qt- I @ WA~tll,Xx 60 ~WJY) 
whe &(I,, x is the diayonnl of P(I),X etc. 
Proofi Consider Fig. 1 in which P stands for P(l), r transposes the appropriate factors, 
and 0 and (b are given by 
The unmarked vertical maps, induced by the x -product, are isomorphisms because P(I),X 
and P(l), Y are free. The right hand face commutes by the naturality of the x -product. The 
bottom face commutes by functoriality. The left and back faces commute by the definition 
of the diagonal. The front commutes by Proposition 1.2. It follows that the top face 
commutes. 
COROLLARY 1.6. Suppose that X is an H-space such that P(I),X is free as a P(l),- 
module. Let x and y be elements of P(l), X and A be the diagonal o/the latter. Then 
WY) = WMy) + u,((id C3 QI-~M~)((Q~-~ C3 i&W). 
The previous two results also hold for B(I). The same proofs, with the obvious changes, 
apply. 
2. PRELIMINARIES ON P(/).SO(n) 
Let G, = SO(n + 2)/(SO(2) x SO(n)) be the generating variety for the homology of 
R,SO(n + 2); i.e. there is a map G, 4 R,,SO(n -t- 2) = R Spin(n) such that H,(G., Z) maps 
monomorphically into H,(f&SO(n + 2). Z) and the image of the former generates the latter 
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as an algebra [Z]. (These were referred to as Q. by Bott and in our previous papers. The 
notation has been changed to avoid confusion with the Bocksteins.) G, has no torsion in 
homology. The direct limit of G, is CP”. This gives a canonical complex line bundle on G,. 
Let x be its first Conner-Floyd Chem class. Then MUCl*G2,_ 1 = MC/Q [x)/(x*“), because 
the same is true for rational cohomology. G2”_ I has an almost complex structure and we 
have an embedding 
U(n) SO(2n + 1) 
CP”_’ = U(l)x U(n- 1)-,S0(2)xS0(2n- 1) = Gzn-1 
of almost complex manifolds, where CP”- ’ is the complex projective (n - I)-space with the 
conjugate of the usual complex structure. Let y be the “Atiyah-Poincart dual” of cp”-’ in 
G2,_t. Then x” = y([2](x)/x) in MU*G2n_1, where [2](x) is the 2-series for MU [IO, 
Proposition 2.11. This is proved by calculating intersection numbers and is the crucial 
lemma of [lo]. Furthermore, {1,x,. . . , x"-',y,yx, . . . , yx”-‘} is an MU*-basis of 
MU +G2”_ 1, for the reduction to integral cohomology is a basis. 
Let { Bb, B,, . . . , /?2n_l} the basis of MUQ,G2n_l that is dual to (1, x, . . . , x*‘-l}. 
The basis dual to {I, x, . . . , Y-l, y, yx, . . . , yx”-‘} is 
I 
i-n 
{~~}U{fiill Sicnju C UiQ,-jlnSi<2n 
J-0 I 
where a, is the coefficient oft’+ ’ in [2](t). It follows that a; = 1:;: uJP~_J is integral in the 
sense that it lies in the image of M I/, CL,,-, + MUCP,G2,_, . Also /?i is integral if I I; i < n. 
Remurk. The last fact can be deduced from the fact that CP”-’ -* Gz._ I -* G, = CP” 
is the usual inclusion (of spaces). The author is not aware of an equally simple proof of the 
integrality of the a;. 
As the relevant Atiyah-Hirzebruch spectral sequences collapse, we see that MU, Gin_, 
injecttito MU,RS0(2n + I). We will identify the former with its image in the latter. Let 
/IIMUoRS0(2n + 1) be the unique elcmcnt such that /I’: = 28,. Define zi in 
MUQ,RSO~ + 1). for i < 2n, by a( = c:_, u,-J~~J. By the previous paragraph, a, is 
actually in MU,RSO(2n + 1). 
Let h be an MU-algebra theory. The images of the ps and as in h,RSO(2n + I), under 
the homomorphism induced by MU -, h, will be denoted by the same symbols. These 
elements are indcpendcnt of n in the sense that if n c q, then 
h*RSO(2n + 1) i”c’* -h*RSO(2q + 1) 
sends /I, to /3, for 0 5; i c n, and similarly for the as. For an element x of h;RSO(2n + l), 
2 will denote the image of x under the homology suspension 
h*RS0(2n + I)-+h*+,UX0(2n + l)+h*+,S0(2n + I). 
PROPOSITION 2.1. For any BP-algebra theory h, h,RoS0(2n + l), as an he-algebra, is 
generated by /I,, 1 I; I < n and a2J+I, n52j+ 152n- 1. 
This follows from [IO, Theorem 2.3.(2)]. It is proved by comparison with ordinary 
homology and the Atiyah-Hirzebruch spectral sequence. 
LEMMA 2.2. In P(I),RSO(2’+’ + 3), /3jt- I = u,/?,. 
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This follows from [IO, Theorem 2.3.(6)] and the fact that [-l](r) = t + r,t2’-r 
(mod t*‘) in P(f), (see [12, Proof of Lemma 3.11). 
Let G be a compact connected Lie group. Let h be a BP-algebra theory such that for any 
u E h,, x E h, X and y E h, Y, where X and Y are spaces, (ax) A y = a(x A y) = x A (ay) in 
h,(X A Y). We will denote the Bar spectral sequence 
E:,(G, h) = Tot$=(h,, h,) * h, G 
by E,‘,(G, h). This is a spectral sequence of commutative algebras, obtained from the “bar 
filtration” on BOG 2: G. If E:,(G. h) is free over h, for all r, then it is a spectral sequence of 
bicommutative, biassociative Hopf algebras (see [ll, Theorem 3.11). The Hopf algebra 
structure on the E”-term is compatible with the algebra and coalgebra structure on h,G 
(even if it is not a Hopf algebra). 
Note that E&(G, h) = h, and that E,, - * ’ h’ QG/(h;QG)* is the module of indecom- 
posables of the h,-algebra h,RG. Also the homology suspension factors as 
h;nG~E:,(G,h)~EP,(G,h)-,~,+*G. 
For the rest of this paper we will fix an I > 0. For 0 5 i < 2’-‘, define k(i) by 
2’ s 2”“(2i + 1) < 2’+‘. 
Fix a ground ring of characteristic 2. Let r,(t) denote the divided power algebra of 
height k on C. This is the dual of the primitively generated truncated polynomial algebra 
P(x)/(x*“). The jth divided power of t will bc denoted by rj(t). 
We will make use of the following calculations of the bar spectral sequences done in [ 1 l] 
and [ 121. The E*-term of the Bar ss is calculated using a complex introduced by T. Petrie 
[7]. The ss collapses if I = 00 = n. Then we USC descent on n and 1 to get Proposition 2.4. 
Proposition 2.6 is dcduccd using the map E,+,(SO(2’+’ - I), P(f)) -+ E,+,(S0(2n + l), B(I)). 
PROPOSITION 2.3. [I 1, Thcorcm 1.11 P(I),SO(2’ - I) is a bicommutatiue Hopfalyebra, 




If O<i5.2’-’ - 2 and 1 5 j < 2k’iJ, then we will denote the images of y,(B;:) in 
p(I)*SO(2’+ l - I) by the same symbol. 
PROPOSITION 2.4. [I I, Theorem 1.1 and p. 581 ff 1 5 m, then 
E:*(S0(2’+’ - 
2’- 2 
I), p(m)) 2 @ rk(i)+ l(fli); 
i=O 
E,“,(Spin(Z’+’ - 1X p(m)) Z E(%l- 1) 8 ‘g FL(i)+ l(K). 
i=l 
COROLLARY Z.LSuppostiut X is SO(2’+ ’ - l), Spin(Z’+ ’ - 1) or u finite product of 
those tW0. Then P(I)iX Z P(m)iX if1 < m and 0 5 i 5 2’+’ - 2. 
Proof. USC Proposition 2.4, Proposition 1.1 and the fact that P(m)j = 0 if 
O<j<2”+‘-2. 
It follows that there exists a unique element yi of P7),SO(2’+1 - 1) that reduces to 
ALL”’ in P(l + l),SO(2’+ ’ - 1). for 0 5 i 5 2’-’ - 1. Note that m has degree 2i + 1 and 
pi has degree 2’“‘(2i + 1). 
Spin(n) IS NOT HOMOTOPY NILPOTENT FOR n 2 7 245 
PROPOSITION 2.6. [12, Proposition 3.21 lf2’ s n s 2’+ l - 2, then 
n-l m-l 
{t?*fSotZn + l)v B(I)) = 0 Etg2i+l)@ 0 E(L) 
i=2t- * i=2l-1 
21-Z 
C3 C3 rkcij+l(j7i) (8;:lO I i I n - 2’). 
i=o >I 
LEMMA 2.7. [l 1, p. 561 For any n and any BP-algebra theory h, 
E,‘,(.S0(2n + 2). h) 2 E,+,(S0(2n + l), h) 8 E(w,,+ I) 
where K2. + , has bidegree (1,2n). 
3. PROOF OF THEOREM 0.3 FOR 2’+’ - I s n 5 2”’ - 4. 
For typographical convenience, we write y for f2f-1 _ 1 and z for p;,- ,_ I. Unless 
otherwise specified, we will be working with P(I),SO(2’+’ - 1). Let A be the diagonal of 
P(/)*So(2’;- 1) and (T the homomorphism in P(I)-homology induced by 9-g-l. Note 
that if XE P(I),SO(2’+’ - 1) and A(x) = c x; 8x;, then cx:u(x:‘) = 0. 
LEMMA 3.1. Q,/J = 0, A(/?i) = 1 @ j!$ + pi @ 1 and ~(6) = Eis 
Proofi Note that /?‘s originate in @*C(G 21+ I _, u { pt }) and that the latter is free as 
a BP, module. This proves the first two equalities. The third now follows as 
I U(~i) + ~ia( I) = 0. 
LEMMA 3.2. /T: 
-- 
= 0 and /j,p, + /?f,b, = 0. 
Prooj: Recall that P;. has filtration 1 in the Bss and in the Em-term, flf = 0. Thus p has 
filtration 0 or 1. But Eze2,+ I = 0 and E,*, = P(l),. 
Proof of the second claim is similar. 
PROPOSITION 3.3. The module of primitives of P(I),SO(2’+’ - 1) is free with basis 
{/?i[O S i S 2’- 2). 
Proofi P;:S are primitive by Lemma 3.1 and are linearly independent by Proposition 2.4. 
Thus it is enough to show that any primitive can be written as a linear combination of &. 
We will prove this by induction on dimx. Note that the claim is vacuous if dim x s 0. 
Let x be primitive. Then the reduction of x to P(l + l),SO(2’+’ - 1) is primitive. By 
Proposition 2.3, there exist aiE P(I + l), such that x = caiBi in P(I + l),SO(2”’ - 1). 
Consider these ai’s as elements of P(I),. Then u = x - 1 a,/?, is divisible by L+ because it 
maps to 0 in P(I + l),SO(2’+’ - 1). As P(I),SO(2’+’ - 1) is free, u/u, is primitive. By the 
induction hypothesis, it is a linear combination of Bi. 
LEMMA 3.4. A(y) = 1 @y + z@z + y@ 1, a(y) = y and Q,y = ~21_21_1 for 0 s i < I. 
Proof To prove the first claim, note that it holds in P(I + l)+SO(2’+’ - 1) and use 
Corollary 2.5. Lemma 3.2 and the fact that la(y) + za(z) + ya(1) = 0 proves the second 
equality. 
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I claim that Qiy # 0: The reduction of y to mod 2 ordinary homology is y2(82,-~_ i) 
which is indecomposable by Proposition 2.3. Recall that the module of indecomposables of 
H*(S0(2” l - I), Z/2) is isomorphic to ff,(IWP 2”‘-z, H/2) as modules over the Steenrod 
algebra. Thus y’, the unique non-zero element of degree 2’+’ - 2 in the latter, corresponds 
to y. It is well known that Qiy’ # 0 if 0 I i < 1. 
As Qi is a derivation and Qi= = 0, Qiy is primitive. Its degree is 2’+l - Zi+’ - 1. By 
Proposition 3.3, the only possibility is flZ, _ *, _ I. 
LEMMA 3.5. y* = t+y. 
Prooj An easy calculation using Corollary 1.6 and the lemmas above gives 
MY’) = A(Y)* + Gd 8 QI- IM.(Y))(QI- 1 G3 WAty)) 
= 1 @ y2 + ,’ @ (zy + y;) + (zy + yz) @ z + yz @ 1 + OJZ @ z 
I claim that zy + y: is either 0 or cIz: Note that in the Bar ss, y and z have filtration 
2 and 1 respectively. Now zy + yz = 0 in EF2, + I+ 2t_6. By Proposition 2.4, Ez = 0 if 4 is 
odd. Hence zy + yz is in E~21.1+2~_2 = (0, u,-_I. 
so i @ (:y + yz) + (:y + yz) 8 = is either 0 or 2o,z@z = 0. It follows that 
A(y* - o,y) = I @ (y2 - v,y) + (y’ - oiy) @ I. Hence y2 - uly is primitive of even degree. 
By Proposition 3.3, it must be trivial. 
LEMMA 3.6. Suppose tlial x E G), SO(2”’ ’ - I) is a linear combination of /?,s. Let c2 be 
the cof?lnll~fafor Inap oj so(z’+ ’ - I). Then P(l),c2(x By) = xy + yx. 
ProoJI Note that Q, _ , x = 0 by Lemma 3. I. An easy calculation using the definition of 
c2, Proposition 1.5, Lemma 3.1 and Lemma 3.4 gives 
Y(/)*c,(.u @ y) = xy + z.xz + yx + xy + x:: + xy. 
But x11=’  0 and zxz = x:: = 0 by Lemma 3.2. 
LEMMA 3.1. Let c, he tile iterated commutator mup of SO(2’+’ - 1). Then 
P(I)*c,(~~~_*~~z~-~_*~~~~~~~‘-,_*)=u;-~p;I_* 
Prooj From Lemma 3.5 we get (Qoy)y + y(Q,,y) = u,Qoy. By Lemma 3.4, 
Qoy = /?Z,_2. Now Lemma 3.6 implies that P(~)*c~(/?~,-~ By) = t~,/?~l_~. This gives the 
result ifs = 2. Induction on s completes the proof. 
LEMMA 3.8. Let 12 2. Then there is a unique element 7’~ P(I),Spin(2’+’ - 1) such that 
A($$‘) = I@, + p’@ I + p;,-I_, @I&,-I-,. 
7’ maps lo Trr- I _, in P(I),SO(2’+ ’ - I). 
Proof Throughout this proof n = 2”’ - I. 
By [6. Theorem 7.1 I dualized] and Proposition 2.4, 
2’- 2 
~f,Wn(n),W = EC%- I) @ 8 rk(i)+ I(/%) 
i=l 
as coalyebras. Thus, there is an element y’o If (Spin(n), Z/2), to which y2(F2t- I _ 1) converges, 
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such that A(y’) = 1 8 y’ + y’ @ 1 + 82’- I _ 1 8 /?p - t _ 1. This determines y’ uniquely as any 
two choices must differ by an even dimensional primitive. 
Applying Corollary 2.5 we see that there exists a unique element F’ of P(I),Spin(n) that 
maps to y’ and that A(T’) is as stated. The image of i’ in P(I),SO(n) is Tz’- I _, because the 
difference is an even dimensional primitive. 
Proof of Theorem 0.3 for n # 2” - 3, 2” - 2. Let s, 12 2 and let f, be the composition 
Spin(2*+’ - lypr”.SO(2’+’ - 1rA So(2’+’ - 1)Z so(2’+2 - 4). 
By Lemma 3.7 and Lemma 3.8, P(l),l,(/?z,l_, @j’ @I. . .@I I’) = II;-‘P;I_~. On the other 
hand, flz’-2 # 0 in B(I),S0(2’+* - 4) by Proposition 2.6 and Lemma 2.7. So J is not 
null-homotopic for any s. 
Suppose that 2’+’ - 1 5 n < 2’+* - 4. Thenj; can be factored as 
Spin(2’+ 1- l)‘+ Spin(n)‘L Spin(n) + SO(n) + SO(Z’+ * - 4) 
=Spin(Z’+‘- l)‘-rSO(2’+‘- 1)S+SO(n)“~SO(n)+S0(2’+Z-4). 
Hence Spin(n) and SO(n) are not homotopy nilpotent. 
Arguing similarly, we can show that the map 
SO(3)“A SO(3) -+ SO(4) = SO(3)’ + SO(4)‘r, SO(4) 
is not null-homotopic for any s 2 2. This proves the second sentence of Theorem 0.3. 
Remark. Note that the proof of the lemmas of this section depend only on the the 
coalgebra structure of P(f),SO(2’+’ - l), the action of the Bockstcins Q’ on it and the 
algebra structure of E*R;(S0(2’+ ’ - l), P(I)). The first two are clearly independent of the 
multiplication on SO( 2’+ ’ - I). The last depends only on the algebra structure of 
BP*RSo(2’+ ’ - 1). But the H-space structure of fiSO(2’+’ - 1) is independent of the 
product on SO(2’+’ - 1). The only time we used the usual product was to claim that 
Spin(n) + Spin(m) and SO(n) + SO(m) were H-maps. It follows that if 1 > 2, then 
Spin(2’+ ’ - 1) is not homotopy nilpotent with any H-space structure. 
Suppose that I 2 2 and that 2’+ ’ 5 n c 2’+ ’ + 2’ - I. Then it can be shown that Spin(n) 
is not homotopy nilpotent with any homotopy associative product: Let y denote the image 
of 7’ in B(I),Spin(n). The diagonal, the action of Q’, and the algebra structure of the 
Em-term of the Bar ss are independent of the product. So Lemmas 3.1, 3.2, 3.4 and 3.6 still 
hold. To determine y*, in the new product, we proceed as follows: By the Bar ss, y* is either 
0 or oly. As in the proof of Lemma 3.5, y’ - qy is primitive; but, by Proposition 2.6, o’y is 
not (this is where the restriction on n is needed). Lemma 3.7 will then follow. 
COROLLARY 3.9. The exceptional Lie group G(2) is not homotopy nilpotent. 
ProoJ It is well-known that there is a principal fibration G(2) + Spin(7) + S’ that splits 
at the prime 2. So, P(2)iG(2) --* P(Z),Spin(7) is bijective if i I; 6. In particular, we can 
consider p2 and 7’ as elements of P(2), G(2). The corollary now follows from Lemma 3.7. 
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Remark. Alternatively, we can first show that pf, @, [$,, 823 and 6’)’ - u*f’, con- 
sidered as elements of P(Z),G(Z), are even dimensional primitives. These elements must be 
trivial and we can then deduce that G(2) is not homotopy nilpotent. Note that this argument 
will apply to any H-space structure on G(2). 
4. PROOF OF THEOREM 03 COMPLETED 
Let s, 12 2 and let g, be the composition 
Spm(2’+’ + 3y* So(2’+ * + 3y.--Ls0(2~+~ + 3) ‘“” - so(2’+2 - 2). 
The rest of this section is devoted to proving that B(l),g, # 0. This implies that Spin(n) and 
SO(n) are not homotopy nilpotent if 2’+’ + 3 s n s 2l+’ - 2, completing the proof of 
Theorem 0.3. 
LEMMA 4.1. Let y’ be the image ~$7 in H, (Spin(Z’+i + 3), Z/2). Then [y’, cr,,] f 0. 
Prooj: Throughout this proof n = 2’+’ + 3. 
WC need some facts concerning the Z/2 cohomology of SO(n) and Spin(n): For 
1 5, i 5 n - I, let xiEH*(SO(n), Z/2) be the cohomology suspension of the (i + I)st 
Stiefel-Whitney class and xi be the image of xI in H *(Spin(n), Z/2). Then x; = 0 if i is 
a power of 2. By [S], there is an indecomposable element UE H *(Spin(n), Z/2) such that the 
latter is generated as an algebra by u. xi, xi, . . . , . Furthermore, u is ofdegree 2’+* - 1 and 
A(u)=lOu+u~l+ c xJ@xx;,**_,-,. 
js*‘*‘- I 
It is well-known that the primitives of H*(.SO(n), Z/2) are the x,s. By Proposition 2.3, 
the indecomposables of ff*(SO(n), Z/2) are {72.(fl,)10 5 j 5 2’. 2’(2j + 1) < 2’+’ + 2). 
Thus 
By Lemma 3.8 y’ maps to y2(,!?2f-l_ i) in H,(S0(2’+’ + 3), Z/2). Combining this with 
the previous two paragraphs, we see that 
(CY’, 824 u> = (y @ ir,, - if21 60 y’, A(u)) = 1. 
LEMMA 4.2. In P(l),Spin(Z’+ ’ + 3), c7’, p2,] = CT;,+ t _ I + eu,P;t where e is either 0 or 1. 
Proo/ It follows from Proposition 2.1, Lemma 2.2 and the fact that E:,(G, h) is the 
module of indecomposables of h;f2G, that Ef,(Spin(2’+’ + 3), P(I)) is generated by 
&. . . . , /?*I,&+,, . . . , h;l*l+, 
as a P(I),-module and that c,/?, = 0. Thus 
E;+2,., _2(Spin(2’+ ’ + 3), P(I)) = {0,0[;,*1_,,D,P;I,CL;I+I_, + v&j. 
It follows from Proposition 2.6 that all these elements survive to the Em-term. 
In the bar spectral sequence, 7 has filtration 2 and /?*I has filtration 1. As E;, is 
commutative and E;. zj+, = 0, pf’, f12,] has filtration I. It has total degree 2’+* - 1, and by 
Lemma 4.1, is not divisible by u,. Only possibilities left are E;,+ I _, and &I+ I _ 1 + utj?p. 
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LEMMA 4.3. In B(I),SO(?” + 3). 
B(I)*c,(~$g&-l-~ Q . . . @:p-,-l)< = r;-‘[p*1,.;.y-l_,] 
Proof The proof is by induction on s. For typographical convenience, we will write 
x and p for pzl and 72~ I _ 1 respectively. 
As Q,- , I = 0, the case s = 2 follows as in the proof of Lemma 3.6. Using Lemma 4.2, we 
see that Qr _ I [x, ~1 = 0 and that [x. J] is primitive. Hence 
B(l)*c,([x, y] @ ).) = [[x. y], _r] = XL.2 - )‘.x?: - L’XL’ + ).Z.x = [x, Jq = c,[.K y] 
where we used Lemma 3.5 (and the fact that we are working in characteristic 2). Thus 
B(l) .cJ.,(-~o!.o.~ ’ 0 )‘) = B(~)*C,((B(~),C,(.~ 0 !‘o . . .Q y) 
= B(I)*c,(cf-Z[?c,~]O~) = L’;-‘[.x,y]. 
Pronftl~nt B(I),g, # Ofor u/f s 2 2. Note that rx >I.!-, - z~~+~_., is in BP,fiO. But by 
Proposition 2.6, /T, = 0 in B(I),S0(2’+’ + 3). So, in the latter, Ix;,+ I _, = iizt+ t _ ,. 
Using Proposition 2.6 once more, we see that cCzl+ t _ , and jzl are linearly independent in 
B(I)*S0(2’+Z - 3). The latter injects into B(I),SO(Z’+’ - 2) (Lemma 2.7). Hence 
L$- 2(0721+ I _ , + c[Tr,) # 0 for any s 2 2 and Ed (0, I}. Combining this with the previous two 
lemmas complctcs the proof. 
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