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1. INTRODUCTION 
Usual formulation of optimal problems involves minimization of a cost 
functional which is of the form of a definite integral. Here we develop necessary 
conditions for an optimal control in the case of problems in which the cost 
functional is either a quotient or a product of two definite integrals. We call 
such functionals nonstandard. Preliminary results for problems having a fixed 
final time and free terminal state are in [5]. Related results can also be found 
in [6, 7J. In this paper, the most general results we obtained are listed in Sections 
4, 5, and 6. In Section 6, we discuss the relation of our results to those in [6, 71. 
One of the applications of the results stated here seems to be in the area of the 
so-called “periodic optimization.” We refer to this in Section 7. 
We consider problems where the cost functional is of the form of a quotient 
in Sections 3 and 4, and of the form of a product in Section 5. 
2. PRELIMINARIES 
Throughout this section, unless otherwise stated, E denotes a linear topological 
space. Let F(x) be a real-valued functional defined on E. 
DEFINITION 2.1. A vector h is called a direction of decrease of F(x) at a point 
x,, if we can find a neighborhood U of h, and two numbers c$F, x0 , h) < 0 
and c,, > 0 such that 
Wi, + 4 < F(xo) + 60~ for all 0 < E < us , li E U. 
DEFINITION 2.2. A subset K(T) C E is called a cone with vertex 5 if 
x + p(x - 5) E K(Z), p > 0, whenever x E K(f). A cone K(Z) can always be 
obtained as a translate x + K(0) of a cone K(0) with vertex 0. If in addition 
K(Z) is convex, then it is called a convex cone. 
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It is easy to verify that the directions of decrease generate an open cone R(O). 
The functional F(x) is said to be regularly decreasing at x0 if k?(O) is convex. 
DEFINITION 2.3. The deriwatiwe F’(x, , h) at a point x0 in the dire&on of h 
is given by 
F’(xo 3 h) _ *im F(xO + oh) - F(xO) 
c-0+ c 
The following result can be found in [l], 
THEOREM 2.1. Let E be a Bunuch space and F(x) satisfy a local Lipschitz 
condition at x0 (i.e., there exist co > 0 and /I > 0 such that i F(x,) - F(x.J[ < 
B II Xl - x2 II for ull II Xl - x0 II G co, 11 x2 - x0 1) < co). Assume that F(x) is 
difemntiuble at x0 in any direction, und F’(x, , h) is convex us a functional of h 
(i.e.,fm my 0 < p < l,F’(x,, ph, + (1 --P)h2) < pVxo, 4) + (1 -P)J”(x~~ h2Na 
Then F(x) is regularly decreasing at x0 , and R(O) = (h: F’(xo , h) < O}. 
Proof. Theorem 7.3 of [l]. 
DEFINTION 2.4. A nonzero continuous linear functional g is said to be a 
support function& for a set A at x0 E A if g(x) > g(xo) for all x E A. Under these 
conditions, the closed hyperplane H = {x: g(x) = g(x,)) is called a su@orting 
hyperplune for A at the point x0. 
DEFINITION 2.5. Let Q C E. A vector h is said to be a feasible direction 
for Q at x0 E E if there exists a neighborhood U of h such that x0 + oh E Q for 
all h E U and all 0 < E < co for some positive number co . 
It can be easily verified that the feasible directions generate an open cone K, 
with vertex at 0. We say that Q is regular in feasible directions at x0 if K,(O) 
happens to be convex. 
The dual space of E (the set of all continuous linear functionals on E) is 
denoted by E*. The space E* is a Banach space with the norm II g Ii = sup ,2,G1 
I g(x)‘, g E E*, if E is a normed linear space. If a cone K(0) C E, the dual cone 
K* = (g E E* :g(x) > 0 on K(O)}. 
We state the following result on dual cones from [I]. 
THEOREM 2.2. Let Q C E be a closed convex set and x0 EQ. Let Q* denote 
the set of support functionuls for Q at x0 and Kb , the cone of feasible directions 
for Q at x0 . Zf int(Q) + $, then Kh* = Q*. 
Proof. Theorem 10.5 of [I]. 
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DEFINITION 2.6. Let Q C E. A vector h is said to be a tangent direction to Q 
at x,, E E if we can find X(E) E Q for all 6 between 0 and some e0 > 0, such that 
x(c) = x0 + Eh + r(e). The vector T(E) is such that for any neighborhood U of 0, 
(l/c) r(e) E U for all sufficiently small E > 0. 
It is easily seen that the tangent directions generate a cone with vertex at 0. 
We say that Q is regular in tangent directions at x,, if the cone of tangent directions 
to Q at x,, is convex. 
We now give the fundamental theorem due to Dubovitskii and Milyutin [2]. 
THEOREM 2.3. Let the functionalF(x) assullze a local minimum on Q = fly_:’ Qi 
at a point x,, E Q. Assume that F(x) is regularly decreasing at x, , with directions 
of decrease K, ; the inequality constraints Qi , i = 1,. .., n (to be made precise later) 
are regular in feasible directions at x0 ; the inequality constraint Qn+I (to be made 
precise later) is also regular in tangent directions at x,, . Denote the feasible directions 
fw each Qi , i = l,..., n by Ki and the tangent directions fbr Qn+l at x0 by K,,, . 
Then there exist g, E Ki*, i = 0, I,..., n + I, not all identically zero such that 
Proof. Theorem 6.1 of [l]. 
To add a note on the notation to be used, Cn(O, 7’) denotes the space of all 
n-tuples of real-valued continuous functions on [0, T] with sup-norm topology, 
and LWr(O, T) represents the space of all r-tuples of essentially bounded real- 
valued measurable functions on [0, T] with the usual norm topology. If f is a 
real-valued function with x as one of its arguments, the partial derivative off 
with respect to x is represented by fa . If B is a matrix, Br denotes its transpose. 
The symbol (*, .) represents an ordered pair or inner product, whichever is 
applicable. 
For convenience, we state below a result in [l] which will be subsequently 
used. 
LEMMA 2.1. Let Q = {x EL,?(O, T): x(t) E M fm almost all 0 < t < T, 
M C R’}, x0 E Q. Then, if the linear functional defined by 
is a support to& at thepoint x0 , then (a(t), x - x0(t)) 3 Ofor all x E M andalmost 
all 0 < t < T. 
Proof. Example 10.5 of [l]. 
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3. NECESSARY CONDITIONS FOR MINIMUM FOR A 
RESTRICTED CLASS OF PROBLEMS 
Now we develop necessary conditions for an optimal control for a restricted 
class of systems. Using the results here, generalized theory is developed in 
the following section. 
Consider the system 
with boundary conditions 
x(0) = c, (3.2) 
x(T) = d (T fixed), (3.3) 
where x(t) E R”, u(t) E Rr, and t represent the state vector, the control vector, 
and time, respectively. The problem is to determine x(t) E C”(O, T) and 
u(t) E L,r(O, T> which minimize 
1: +l(.+), u(t), t> dt 
F(x’ ‘) = ~;+z(x(t), u(t), t) dt (3.4) 
(where 41 and #* are scalar functions), under the constraint 
u(t)~k?CR’ for almost all 0 < t < T. (3.5) 
The case where the domain of definition of the solution is [to , T], to # 0 can 
be reduced to the above case by a simple substitution of variables. 
Let f(x, u, t) and @(x, u, t), i = 1,2 be continuous in x and u, measurable 
in t, and contmuously differentiable with respect 
~4,,~, i = 1, 2, $Si, i = 1, 2, be bounded for all 
is assumed to be convex with int(M) # $. 
With the above assumptions, let us state the 
optimal control. 
to x and u. Also let f,, , fn , 
bounded (x, u). The set M 
necessary conditions for an 
THEOREM 3.1. Let x”(t) and u”(t) be optimal. Assume that sJ’V(x”, u”, t) dt > 0 
(Note that this is equivalent to assuming that si$“(x”, u”, t) dt # 0.) Also assume 
that s; #d’, u”, t) dt and j; &I+, u”, t) dt exist in the sense of Lebesgue. Then 
there exist (G(t) E Rn and X0 > 0, X0 E R I, both not identically zero, such that 
4W = -fi’(x”a ~9 t) +(t) + &&‘(xO, u”, t) - A&“(xO, u”, t)}, (3.6) 




Jo almost all 0 < t L< T und all u c; M. 
Proof. L,et E = C”(0, T) x L,‘(O, T). Let Q2 denote the set of all (x, U) E E 
satisfying (3.1), (3.2), and (3.3) and QI , the set of all pairs satisfying (3.5). 
Regarding Q1 and Q, as inequality and equality constraints, respectively, our 
problem is to minimize (3.4) on Q, r\ Q, . 
(a) Anulysi~ of the junctional F(r, u) 
By Theorem 2.1, (x(t), u(l)) lies in the cone of decrease K. if and only if 
(let p(t) 1 (fl(t>, uO(t)), P(t) = b+(t), t)) 
F’(fP? (a a)> 
provided that the denominator is nonzero. L,et liV(@, ti, t) dt + 0. Since the 
denominator is positive, (a, P) lies in K, if and only if (simplifying the notation) 
[[ 4’ dt] lo= l(42, 5) I. (42, a)] dt i 0. (3.9) 
I,et s:V(x“, PO, t) dt/li+2(jP, Uo, t) dt = A, and without loss of generality, 
let J-,‘+*(fl, u”, 1) dt > 0. Then (3.9) can be replaced by 
f .’ l(+z’, 5) -t (A’, E)l dt - A j-’ [(h”, a) I (+,‘, ii)] dt < 0. 0 
409iW3-4 
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By standard arguments (for example, see [l, Theorem 10.2, p. 69]), if K,, # +, 
then for any g, E I&*, 
g& P) = - A, I, oT [b/o’, z)+ (+ul, i >l dt 
- X j- [(43c2, z) + (du2, 41 dtj, h, > 0. (3.10) 
(b) Analysis of the constraint Q1 
The set Q1 is closed and convex in E since Qr = C”(O, T) x Q1’, where 
Q1’ = {u(t) eL,r(O, 2’) : u(t) obeys (3.5)) is closed and convex in L,r(O, 2’) 
and has nonempty interior. Also, int(QJ # 6. Let Kr be the cone of feasible 
directions for Qr at (x”, u”). Then if g, E K r*, it follows that (see Theorem 2.2) 
g, = (0, gl’), where g,’ E [L,r(O, Z”)]* is a support to Q1’ at Uo. 
(c) Analysis of the constraint Q2 
Assume that the nondegeneracy condition fuT(d’, ~0, t) #(t) # 0 for any 
nonzero solution #(t) of 
4W = -fu’(x”, u”, t) #(t) 
holds. Then the tangent subspace K, at (x”, u”) is the set of all pairs such that 
d%/dt = f&x”, u”, t) f + f&O, u”, t)ii, n(0) = 0, (3.11) 
x(T) = 0. (3.12) 
Let L, C E, L, C E denote the sets of all (3, a) satisfying (3.11) and (3.12), 
respectively. Then L, and L, are subspaces and K, = L, n L, . It is obvious 
that if g ELM*, then g(Z, S) = ($((T), a), a E Rn. The space L,* is therefore 
n-dimensional and L,* + L,* is weak* closed. Here L,* and L,* are dual cones. 
It follows that K,* = L,* + L,*. Since L, is a subspace, for any g, ELM*, 
g,(Z, g) = 0 for all (Z, P) EL, . As we already know, if gs EL**, then ga(z, U) = 
(g(T), a), a E Rn. 
(d) Application of Theorem 2.3 
It can be shown that the cone KI is convex (see [I, 21). Hence, by Theorem 2.3, 
there exist go , g, , g, , g, E E*, not all zero such that for all (z, &) E E, 
go +a +x2 +g2 = 0, (3.13) 
where go is given by (3.10), g&F, ti) = gr’(p) is a support to Qr’ at uo, g2(%, U) 
vanishes for (3, il> satisfying (3.11) and gs(%, U) = (Z(T), a), a E Rn. 
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(e) Analysis of Equution (3.13) 
Let u be arbitrary and f(f) be the corresponding solution of (3.11). Under 
these conditions g,(%, G) = 0, and (3.13) is equivalent to 
- (f(T), a), A0 > 0. (3.14) 
Let 4(t) be a solution of (3.6) with the boundary condition 4(T) := a. Then 
it follows that 
h, .r]: Kd2, 4 - WI!*, wt - (a(T), a) = - .r,r (fUT(.@, u”, t)$h, u) dt. 
Hence 
n’(Q) = j-“= ([-fuTW, u”, t) 4 + Jw,‘(Jp, u”, t) - ~~,‘(x”, u”, f))], 4 df, 
where ic is arbitrary and gr’(zi) is a support to 8,’ at zP. Now, using Ixmma 2.1, 
we have 
([--f,,‘W, u”, t) 4(t) + &{&&‘(a, 9, t) - h#,2(.+), 110, t)], u --- P(t)) 0 
for almost all 0 < 1 :< T, and all u E AI, i.e., (3.8) is satisfied. 
If h, =- 0 and 4(t) :: 0, then we would have gi == 0, i :-. 0, I, 2, 3, and this 
contradicts Theorem 2.3. 
(f) .Jnalysis of Exceptional Cases 
\\‘e show that even if K, = 4 and system (3.11) is e d g enerate, the conclusions 
of Theorem 3.1 are valid. If K, = 4, then 
1,’ [(42’> 3;) + (du’, U)] dt - A 1’ [(4z2, 3) -i (&*, z-i)] df = 0. 
0 
Choose A0 --: 1 and 4(T) =Z 0. Then 
-f,‘(ti, u”, t) $qt) $- &{$“I(xo, uo, t) - A&++, uo, t)j := 0 
for almost all 0 < t < T, and hence, (3.8) is satisfied. If (3.11) is degenerate. 
choosing h, = 0 we get a nonzero solution #(t) of (3.6) with --fur(.+, Uo, tj,h(t)-0, 
Thus the proof of Theorem 3.1 is complete. We make a few comments here. 
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(i) The value of h not a priori known. The method of attack in particular 
problems should be forming a probable optimal control as a function of h and t, 
using the results of this paper, and then choosing a X that minimizes +“(A, t), 
us(h, t)). For an illustrative example, see Section 7. 
(ii) If the boundary conditions are such that X(O) E S, , X(T) E S, , 
where S, and S, are smooth manifolds in R”, then the results of Theorem 3.1 
are still valid, with added transversality conditions: $(O) and HZ’) must be 
orthogonal to the tangent subspaces of S, at x0(0) and S, at .9(T), respectively. 
4. GENERALIZED NECESSARY CONDITIONS FOR MINIMUM WHEN 
THE FUNCTIONAL Is A QUOTIENT 
In this section we considerably generalize the problem and derive necessary 
conditions for an optimal control. We do not require M either to be convex 
or to have nonempty interior. The final time is free and the restrictions on 
f(u, x, t> and 4% u, t), i = 1, 2 are relaxed to a certain extent. We now state 
the main problem. 
PROBLEM 4.1. Find (x(t), u(t)) E Cn(io , tr) x L,‘(to , tr) that minimizes 
under the constraints 
(4.1) 
dx(t) 
dt = f(W, 44, x(to) = c, (4.2) 
x(b) = 4 (4.3) 
and 
u(t) E MC R’ for almost all to < t < t, . (4.4) 
Note that M is any arbitrary set in R’ and t, is not fixed. 
We assume that @(x, u): Rn+’ + R1, i = 1, 2, and f(~, u): Rn+’ + Rn are 
continuous in u and continuously differentiable in X; dzf(x, U) and fi(x, u) are 
bounded for arbitrary bounded (x, u). 
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We now proceed in a manner first suggested by Dubovitskii and Milyutin [2]. 
Introduce a transformation from [0, I] onto [to, tl] by 
t(T) = t, + jo' v(s) ds, (4.5) 
t(1) 4 > (4.6) 
v(s) > 0. (4.7) 
The transformation is one to one if e’(s) > 0, 0 < s -5; 1. To make I well- 
defined, let 
7(t) = inf{T : t(7) = t{. (4.8) 
We now formulate a new problem. 
PROBLEM 4.2. Find X(T) E Cn(O, l), U(T) EL,‘(O, l), and V(T) EL,~(O, 1) that 
minimize 
under the constraints 
&f-f$ =.%(T)f(X(T), U(T)), x(0) = c, 
(4.9) 
and 
x(l) = d, (4.11) 
V(T) b 0, (4.12) 
U(T) E M for almost all 0 < T -< 1. (4.13) 
We give the relation between Problems 1 and 2 in the form of a lemma, 
whose proof is obvious. 
LEMMA 4.1. Let x(t) and u(t) satisfy Eq. (4.2) and constraints (4.3) and (4.4). 
Thenfor anyfunction W(T) satisfying (4.6) and (4.7) thefunction X(T) = x(2(~)) ad 
44 = WT)) for TERN 
= arbitrary for 7~ R, 
(4.14) 
(where t(7) is de$ned by (4.5), 
R, -:{TE[O,I]:W(T)>O}, R,={TE[~,~]:TJ(T)=~}) 
satisfy (4. IO), and constraints (4.1 l)-(4.13); moreower, F(x, u) = F(x, u, w)- 
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Conwe~sely, if X(T), U(T), and W(T) sutish, (4.10)--(4.13), therr thefunctiolts defined 
hy x(t) = x(7(t)), u(t) = u(T(z)), with t, = to + j,’ W(T) dr (where I is gim 
by (4.8)) satisfy (4.2)-(4.4), and, moreover, P(x, u) =; F(x, u, v). 
Let us now derive necessary conditions for minimum for Problem 4.1. 
Let x”(t), u”(t), t, constitute a solution of Problem 4.1, and V”(T) bc a function 
satisfying (4.5)-(4.7). The sets R, , R, , and the function W”(T) will be specified 
later. Define U”(T) in accordance with (4.14 j-the choice of u”(T) for 7 E R, will 
also be given later. Let us now analyze the following problem. 
PROBLEM 4.3. Find X(T) E C”(O, 1) and W(T) eL,r(O, 1) that minimize 
t w(T) &(X(T), U”<T@ 
F(x’ ‘) = j; W(T) +*(X(T), t‘“(T)) dr 
with 
‘2 = W(T)f(X(T), U’(T)), x(0) = c, 
(4.15) 
x( 1) --= d, (4.17) 
W(T) 2 0. (4.18) 
By Lemma 4.1, d)(T) and c”(T) constitute a solution of Problem 4.3. Assume 
that 
1’ @(T) #l(T), u”(T)) dT -- j+~‘(~(t), u”(t)) dr > 0. 
0 to 
Using Theorem 3.1 (with w(T) playing the role of control), we see that there 
exist #(7), A0 3 0, not both identically zero such that 
d$(T)/dT = - ~“(~).fi’(x”bh @(T)) 4(T) 
+ &IW~(T)[+Z’(~~(T), U”(T)) - ‘%*(fl(T), ‘J”(T))], (4.19) 
where 
I 1 @(T) @(fl(T), @(T)) dT 0 I” +‘(x”($ u”(t)) df to 
A- 1 =- 
I 
V”(T) ‘$2(fi(T)y uo(T)) tT 
I 
” 4*(x”(~), u”(t)) dt 
0 to 
and 
(-(f(ti(d Uo(T>), ‘b(T)) 
+ &I{+‘(+), u”(T)) - h+*(#(T), u’(T))}, w - C+)(T)) =; 0 (4.20) 
for almost all 0 < 7 < 1 and all w .> 0. 
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It follows from (4.20) that 
-(f(x”, u“), $(T)) + A,,(#(xO, u”) - X4*(x0, +x0)} = 0 for almost all 7 E RI (4.21) 
and 
-(f(xO, u”), #(T)) + &,{#G(xO, uO) - h$2(xO, uO)} 3 0 for almost all 7 E R, , (4.22) 
where 
R, = (T : vO(T) > 0}, R, = {T : @(T) = 01. 
We now specify the sets R, , R, , the function @(T), and the values of u”(T) 
on the set R, . Let R, be a perfect nowhere-dense subset of [0, l] such that the 
intersection of R, with any interval in [0, 11, if not empty, has positive measure. 
Define v”(T) by 
V”(T) = (tl - ~o)lr(R,), 7ER1 
= 0, 7ER2 = [o, l] -RI 
where p(RJ is the Lebesgue measure of R, . We now define u”(T) on R, . The 
set R, is the union of a countable number of intervals. If A is one of these 
intervals, let d = uf, Ai , where (A,}& are disjoint, and each A, is closed 
on the left. Take {~i>~ri C AZ, which is a countable dense subset of M, and let 
U”(T) = zd for TEdi. 
From (4.22), we have for almost all 7 E Ai C A C R, , 
-(f(x”, ui), #(T)) + &,(‘$‘(9, Ui) - @2(9, ui)> > 0. 
Since A+(T) = const = x”(~(t)), $(T) = const = $(7(t)), and {ui} is dense in M, 
it follows that 
-(f(x”(T(% u>> +(7(t))) + hgbh’%(t)), U> - ~+“(~(T(t)), u)> > 0 (4.23) 
for all u E M and almost all 7 E R, . 
Let 9(t) = x”(~(t)) and q%(t) = #(T(t)). Then we get 
-WV>, 4, WN + 4hwv)7 4 - ~~2kY~)~ 41 3 0 (4.24) 
for all u E M and almost all to < t < tr . The function #(t) satisfies 
4w)l~~ = ---fZww~ u”(9) $44 
+ dYGAcwv)7 u”(t)) - w~2bY~)~ @WI (4.25) 
and from (4.21) we get 
-W”W> WN) + 4k#+W ~“(9 - @2WW, u”(t))> = 0 (4.26) 
for almost all to < t < t, . 
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We now state the necessary conditions in the form of a theorem. 
THEOREM 4.1. Let x”(t), r&‘(t), 1, be a soZution of Problem 4.1. Assume that 
j$ +2(x2(t), d(t)) dt > 0. ALFo let J-2 @(x”(t), u“(t)) dt and $i +‘(ti(t), u”(t)) dt 
be finite. Then there exist 4(t) and /\o 2 0, both not identiculy zero such that 
cf(Jp, u”), W) - 4dVW~ 4 - A+2(xO, d)} = 0 fw fdmst all t, < t < t, , 
wld 
cfw, u), W) - UP(~, 4 - @2(fi, UN < 0 
for all u EM and almost all t,, < t < t, , 
where 
1 t1 P@‘(t), u”(t)) dt to 
A= 
I 
” +2(JP(t), u”(t)) dt ’ 
to 
We now make a few comments. 
(i) For nonautonomous systems and for fixed final time problems, 
analogous results can be derived by the standard procedure of introducing a new 
variable with appropriate boundary values. 
(ii) If the initial and final states are to be points of smooth manifolds in 
the state space, transversality conditions as mentioned in Section 3 still hold. 
5. COST FUNCTIONAL OF THE FORM OF A PRODUCT 
Let us now consider the following problem: Find (x(t), u(t)) E Cn(to , tl) x 
L.~Oc(to , tl) that minimizes 
es 4 = (II; +‘(x(th w d’) ((l ~2w~ WI dt) 
under the constraints 
(5.1) 
and 
W)ldt = f W, 49, &J = c, V.2) 
x(t,) = 4 (5.3) 
u(t)EMCR’ for almost all t, ,( t < t, . (5.4) 
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We assume the same conditions as in Section 4 onf(x, U) and p(x, u). i = 1,2. 
Following similar procedure as in Sections 3 and 4, the following necessary 
conditions can be derived. 
THEOREM 5.1. Let #(t), u”(t), tl be a solution of the above problem. Assume 
that j’z#2(xO(t), u”(t)) > 0. AZso let Jz@(x”(t), u”(t)) dt and JzqP(xO(t), zP(t)) dt 
beJinite. Then there exist #(t), 4 > 0, both not identically zero such that 
d#/dt = -fz’(x”, u”) # + ~o[+z’(xO, u”) + WcV’, a”)], 
(f (x”9 uOh VW) - ~OGPW, go> + A4 ( 2 x0, u”)} = 0 for almost all to < t < t, , 
and 
where 
(f w, 4, $(t>) - UPW, 4 + h#2w7 41 < 0 
for all u E M and almost all to < t < t, , 
s t1 $‘(x”, u”) dt to 
A= 
s 
t1 $‘(x”, u”) dt ’ 
to 
6. RELATION TO PREVIOUS WORK AND CERTAIN GENERALIZATIONS 
Work similar to ours employing variational techniques can be found in [6,7]. 
The problem treated there involves fixed initial and tinal times and states. 
We showed that similar results can be obtained in the case where the final time 
is not fixed. Also our results are applicable to the case involving control constraints 
and generalized boundary conditions, as remarked in Section 4. The techniques 
in [6,7] are similar to those in [8] and, in general, we assume less smoothness 
on the functions f (x, U) and #(x, u), i = 1,2. 
In [6, 71, Miele considers an optimal problem involving products of powers 
of a finite number of functionals. We will extend our results to this case in the 
present section. The problem will be the same as Problem 4.1 considered in 
Section 4 with the cost functional replaced by 
where 01~ , a2 E RI. We impose the same conditions on f, +, and 4” as those in 
Section 4. 
Let x”(t), U”(t), t, be a solution of the above problem. Assume further that 
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0 < ~~@(fi, u”) dt < m, i = 1,2. Then (a+(t), u”(t), tl) solves the equivalent 
problem with the alternative cost functional 
G(x, u) = In F(x, U) = $r 01~ In (1: @(x(t), u(t)) dt). (6.2) 
Note that 
G’((xO, u”), (ST, a)) = f 
s t; [(&zi, 5) + C-hi, is>1 dt
i=l 
s 
‘l +(a?, u”) dt ’ 
to 
and G(x, u) satisfies the local Lipschitz condition mentioned in Theorem 2.1. 
Now, mimicking the procedure in Sections 3 and 4, we get the following lemma. 
LEMMA 6.1. If (x”(t), uO(t), tJ is optimal, then there exist #(t), A, > 0, both 
not identically zero such that 
d#/dt = -fz=(x”, u”) # + A,[~~Avl(~o, u”) + ~w$302(~, u”)], 
(f (x0, uO), 9(t)) - hobB0 l ( x0, u”) + Ao(,&~(x~, u”)} = Ofor almost all to < t < tl , 
and 
where 
(f (9, u), #(t)) - U%$bW, u) + ~~2~z2(~o~ UN G cl 
for all u E M and almost all to < t < t, , 
s 




‘l +“(a+‘, u”) dt . 
to 
It can be clearly seen that similar results can be obtained if (6.1) involves a 
product of powers of more than two (but a finite number of) definite integrals. 
7. CONCLUSIONS 
We wish to comment here on the application of the results of this paper 
toward periodic optimization. A periodic optimization problem can be stated 
as follows: 
Find (x(t), u(t)) E P(t, , tr) x Lmr(tO, tl) that minimizes 
F(x, 4 = & f’ b(W, u(t)) dt 
1 0 
(7.1) 
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under the constraints 
dx/dt = .0x(t), u(Q), (7.2) 
x(to) = 45) (tl is not fixed), (7.3) 
and u(t) E M for almost all to < t < t, . Of course, appropriate conditions 
on f(~, U) and 4(x, U) are assumed. Since F(x, U) can be written as 
I 
% 
4(x, 4 dt 
to 
it is clear that the results of this paper are applicable in this case. 
We again comment that X is not known beforehand, and the method of attack 
should be similar to the one given at the end of Section 3. To illustrate this, 
consider the problem of finding x(t) which yields the minimum of (si (&)2 dt) 
(li x2 dt)-l under the boundary conditions x(0) = x(1) = 0. Letting k = u(t), 
the functional to be minimized becomes (si u2 dt) (St x2 dt)-I. Applying Theorem 
3.1, the solutions that satisfy the boundary conditions are 
x0(X, t) = A sin(h1j2t), A #O, 
where h = n2rr2, n = 1, 2 ,.... Let us compute the cost for these curves: 
F(xO, 24”) = s, A 
so 
2n2?r2 cos2(n?rt) dt = n2~2 
l A2 sin2(nnt) dt 
The least possible value of F is achieved for n = 1 when x(t) = A sin n-t, 
A #O. 
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