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We establish homogenization principles for nonlocal stochastic
partial differential equations with oscillating coefficients, by a mar-
tingale approach. This is motivated by data assimilations with non-
Gaussian observations. The nonlocal operators in these stochastic
partial differential equations are the generators of non-Gaussian Le´vy
processes of either integrable or non-integrable jump kernels. In
particular, this work leads to homogenization of nonlocal Zakai equa-
tions, in the context of data assimilation with α-stable Le´vy fluc-
tuations. The homogenized systems are shown to approximate the
original systems in the sense of probabilistic distribution.
1. Introduction. Homogenization has become a useful tool in effective
descriptions of multiscale systems, especially when the systems are also un-
der random fluctuations. These multiscale systems arise in various fields in
applied sciences such as flow of fluids in porous media, composites materials
[7] in advanced technologies, and data assimilation [4, 35].
The homogenization of stochastic partial differential equations has at-
tracted a lot of attention recently [6, 3, 19, 21], due to its importance in
mathematical modeling and simulation. The homogenization results for cer-
tain stochastic partial differential equations can be proved by probabilis-
tic tools such as the ergodic theorems and functional central limit theo-
rems. Buckdahn and Hu [10] studied the homogenization of stochastic par-
tial differential equations, using techniques involving the forward-backward
∗This work was partly supported by the NSF grant 1620449 and NSFC grants 11571125,
11531006 and 11771449.
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stochastic differential equations. Cerrai and Freidlin [18] studied the averag-
ing of stochastic partial differential equations by an invariant measure. On
the other hand, analytic approaches also play an important role for homoge-
nization of stochastic multiscale systems. Ichihara [24] established a homog-
enization principle by employing analytic tools like variational formula and
Fredholm alternatives. Hairer and Pardoux [22] proved a homogenization
theorem for a degenerate system.
However, there are few papers dealing with the homogenization for non-
local stochastic partial differential equations. In this present paper, we will
show that a nonlocal stochastic partial differential equation has an effective,
homogenized system that is a local stochastic partial differential equation.
This further leads to the homogenization of a nonlocal Zakai equation, for
a nonlinear filtering system under non-Gaussian Le´vy fluctuations. This im-
plies that the nonlocal Zakai equation can be effectively approximated by a
local Zakai equation, with benefits for the simulation and analysis of a class
of non-Gaussian data assimilation systems.
The paper is divided into two parts. In Part I, the linear operator in
stochastic partial differential equation is the generator of the Le´vy process
with integrable jump kernel. In Part II, the linear operator is the gener-
ator of a α-stable Le´vy process, with non-integrable jump kernel.
In Part I, we consider the homogenization for the following nonlocal
stochastic partial differential equation (heterogeneous system) with a
small positive scale parameter ǫ:
(1.1)
{
duǫ(t, x) = Aǫuǫ(t, x)dt+Bǫuǫ(t, x)dt+ σ(xǫ )u
ǫ(t, x)dWt,
uǫ(0, x) = u0(x),
where the initial datum u0 is in L
2(R), W = (W (t))t∈[0,T ] is a Brownian
motion in a probability space (Ω,F ,P), Aǫ and Bǫ are linear operators of
the forms:
(Aǫu)(x) = a(
x
ǫ
)u′′(x) +
1
ǫ
b(
x
ǫ
)u′(x),
(Bǫu)(x) =
1
ǫ3
λ(
x
ǫ
)
∫
R
c(
x− y
ǫ
)(u(y)− u(x))dy.
(1.2)
Here a(·), b(·), σ(·), λ(·) are known functions of period 1, λ(·) is also bounded
and positive, and c(z) is the jump kernel being a positive integrable function
with symmetry property c(z) = c(−z). That is,
∫
R
c(ξ)dξ < ∞. In what
follows we identify periodic functions of period 1 with function defined on
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the [0, 1], and denote the space of these functions by T. For convenience, we
also define the linear operator T ǫu = Aǫu+Bǫu.
Our purpose is to examine the convergence of the solution uǫ of (1.1)
in some probabilistic sense, as ǫ → 0, and to specify the limit u. We will
see that the limit process u satisfies the following local stochastic partial
differential equation (homogenized system):
(1.3)
{
du(t, x) = T 0u(t, x)dt+M0u(t, x)dWt,
u(0, x) = u0(x),
where
(1.4) (T 0u)(x) = Qu′′(x), (M0u)(x) = u(x)
∫
T
σ(y)m(y)dy.
Here the coefficient Q is determined by
Q =
∫
T
a(y)m(y)(χ′(y) + 1)2dy +
1
2
∫
T
∫
R
c(y − q)λ(q)m(q)[(y − q)
+ (χ(y)− χ(q))]2dydq,
(1.5)
and the functions χ and m are the unique solutions of the following deter-
ministic partial differential equations, respectively:
(1.6)
{
T˜ χ(y) + b(y) = 0, y ∈ T,∫ 1
0 χ(y)m(y)dy = 0,
and
(1.7)
{
T˜ ∗m(y) = 0, y ∈ T,∫ 1
0 m(y)dy = 1,
with the linear operator T˜ being defined by:
(T˜ υ)(y) : = a(y)υ′′(y) + b(y)υ′(y) + λ(y)
∫
R
c(x− y)(υ(x)− υ(y))dx, y ∈ T.
Note that T˜ ∗ is the adjoint operator of T˜ in L2(R). For convenience, we
denote
(A˜υ)(y) = a(y)υ′′(y) + b(y)υ′(y),
(B˜υ)(y) = λ(y)
∫
R
c(x− y)(υ(x) − υ(y))dx.
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We will apply the proceeding homogenization result to obtain the homog-
enized equation for the following nonlocal Zakai equation:
(1.8)
{
duǫ(t, x) = (T ǫ)∗uǫ(t, x)dt+ uǫ(t, x)σ2(xǫ )dt+ u
ǫ(t, x)σ(xǫ )dWt,
uǫ(0, x) = u0(x).
This is the Zakai equation for the conditional probability density of the
following nonlinear filtering system (Qiao and Duan [32])
(1.9)
{
dxt =
1
ǫ b(
xt
ǫ )dt+ σ1(
xt
ǫ )dw
ǫ
t + dL
ǫ
t ,
dyt = σ(
xt
ǫ )dt+ dWt,
where xt is system (or signal) state, yt is the observation, and w
ǫ
t ,Wt are
mutually independent Brownian motions. Moreover, Lǫt is a Le´vy process
with the generator
(Bǫu)(x) =
1
ǫ3
λ(
x
ǫ
)
∫
R
c(
x− y
ε
)(u(y)− u(x))dy.
Let us set H = L2(R), and H1 = H1(R), the usual Sobolev space of
order 1, that is, the completion of C∞c (R), the set of smooth functions with
compact support.
We fix a smooth and positive function θ on R such that θ(x) = |x| for all
|x| ≥ 1. Then for n = 0 or 1, λ ∈ [0,∞), we define the weighted Sobolev
space with norm || · ||Hnλ :
Hnλ = {υ|υe
λθ ∈ Hnλ}, ||υ||Hnλ = ||υe
λθ ||Hn .
Let (Hnλ )
′ be the dual space of Hnλ . Then
(Hnλ )
′ = H−n−λ = {υ|υe
−λθ ∈ H−n}.
We also denote H−λ = H0−λ. Introduce a function space
K = C(0, T ;H−1−λ)
⋂
L2(0, T ;H−λ).
In C(0, T ;H−1−λ) we take the uniform convergence topology T1, and in L
2(0, T ;
H−λ) we choose the topology induced by L2-norm and denote it by T2.
In Part II, we consider the homogenization for the following nonlocal
stochastic partial differential equation (heterogeneous system) with a
small positive scale parameter ǫ:
(1.10)
{
dvǫ(t, x) = F ǫvǫ(t, x)dt+ Lǫvǫ(t, x)dt+ σ(xǫ )v
ǫ(t, x)dWt,
vǫ(0, x) = v0(x),
HOMOGENIZATION FOR NONLOCAL STOCHASTIC PDES 5
where the initial datum v0 is in L
2(R), W = (W (t))t∈[0,T ] is a Brownian
motion in a probability space (Ω,F ,P), F ǫ and Lǫ are linear operators of
the forms:
(F ǫu)(x) = g(
x
ǫ
)u′(x) + [−
1
ǫα
e(
x
ǫ
) + f(
x
ǫ
)]u(x),
(Lǫu)(x) =
∫
R\{0}
(u(x+ δ(
x
ǫ
)y)− u(x))να(dy) +
1
ǫα−1
d(
x
ǫ
)u′(x),
where the integral is in the sense of Cauchy principle value. Here d(·), g(·),
e(·), f(·), δ(·) are known functions of period 1, and the jumpmeasure να(dy) =
|y|−(1+α)dy. Note that this jump kernel is non-integrable:
∫
R
|y|−(1+α)dy =
∞. In what follows we identify periodic functions of period 1 with function
defined on the [0, 1], and denote V ǫu = F ǫu+ Lǫu.
Recall that the nonlocal or fractional Laplacian is defined as [14, 12]
(−∆)α/2u(x) =
∫
R\{0}
u(x)− u(y)
|y − x|1+α
dy,
where the integral is in the sense of Cauchy principal value. Note that
(−∆)α/2 is the generator for a symmetric α-stable Le´vy motion Lαt . Thus
Lǫu(x) = −δα(xǫ )(−∆)
α/2u(x) + 1
ǫα−1
d(xǫ )u
′(x).
Given the mapping β(x, y), γ(x, y) : R × R → R with γ antisymmetric, the
action of the nonlocal divergence D on β is defined as
D(β)(x) :=
∫
R
(β(x, y) + β(y, x)) · γ(x, y)dy for x ∈ R.
Given the mapping u(x) : R→ R, the adjoint operator D∗ corresponding to
D is the operator whose action on u is given by
D∗(u)(x, y) = −(u(y)− u(x))γ(x, y) for x, y ∈ R.
When we take γ(x, y) = (y − x) 1
|y−x| 3+α2
, then
DD∗ = −
1
2
(−∆)α/2
We will examine the convergence of the solution vǫ of (1.10) in some
probabilistic sense, as ǫ → 0, and to specify the limit v. We will see that
the limit process w satisfies the following local stochastic partial differential
equation (homogenized system):
(1.11)
{
dv(t, x) = V 0v(t, x)dt +M0v(t, x)dWt,
v(0, x) = v0(x),
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where
(M0u)(x) = u(x)
∫
T
σ(y)m(y)dy,
(V 0u)(x) =
∫
T
δα(y)m1(y)dy · (−(−∆)
α/2)u(x) + u′(x)
∫
T
g(y)m1(y)dy
+ u(x)
∫
T
f(y)m1(y)dy.
Here the functions m1 is the unique solution of the following deterministic
partial differential equation, respectively:
(1.12)
{
L˜∗m1(y) = 0, y ∈ T,∫ 1
0 m1(y)dy = 1,
with the linear operator L˜ being defined by:
(L˜u)(y) : = −δα(y)(−∆)α/2u(y) + d(y)u′(y), y ∈ T.
Note that L˜∗ is the adjoint operator of L˜ in L2(R).
We will also apply the homogenization result to obtain the homogenized
equation for the following nonlocal Zakai equation:
(1.13)
{
dvǫ(t, x) = (Lǫ)∗vǫ(t, x)dt + vǫ(t, x)σ2(xǫ )dt+ v
ǫ(t, x)σ(xǫ )dWt,
vǫ(0, x) = v0(x).
This is the Zakai equation for the conditional probability density of the
following nonlinear filtering system
(1.14)
{
dxt =
1
ǫ d(
xt
ǫ )dt+ δ(
xt
ǫ )dL
α
t ,
dyt = σ(
xt
ǫ )dt+ dWt,
where xt is system (or signal) state, yt is the observation, and Wt are mutu-
ally independent Brownian motions. Moreover, Lαt is a α-stable Le´vy pro-
cess.
For any α ∈ (0, 2), we define Hα/2(R) as follows
Hα/2(R) := {u ∈ L2(R) :
|u(x)− u(y)|
|x− y|(1+α)/2
∈ L2(R× R)};
i.e., an intermediary Banach space between L2(R) and H1(R), endowed with
the natural norm
||u||2
Hα/2
= ||u||2L2 +
∫
R
∫
R
|u(x)− u(y)|2
|x− y|1+α
dxdy
:= ||u||2L2 + [u]
2
Hα/2
.
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Then, we can do as before, for α ∈ (0, 2), λ ∈ [0,∞), we define the weighted
Sobolev space H
α/2
λ , H
−α/2
−λ and K1 = C(0, T ;H
−α/2
−λ )
⋂
L2(0, T ;H−λ).
We will establish a homogenization principle for (1.1)and (1.10) by a mar-
tingale approach. We show that the laws of the solutions of (1.1) and (1.10)
converge weakly to the laws of the solution of the effective, homogenized
equation (1.3) and (1.11).
The major difference between (1.1) and (1.10) is the different scaling in
the generator of the Le´vy process. In Part I, the operator in stochastic partial
differential equation (1.1) is the generator of the Le´vy process with special
jump kernel which excludes the big jumps. There is a ǫ−3 coefficient in the
generator. In this case, the operator in homogenized system (1.3) is just a
generator of Brownian motion. On the other hand, the operator in stochas-
tic partial differential equation (1.10) is the generator of a multiplicative
α-stable Le´vy process which includes big jumps. There is no explicit ǫ co-
efficient in the generator. Then we can find the operator in homogenized
system (1.11) is also a generator of a α-stable Le´vy process.
Theorem 1. (Homogenization)
Let uǫ be the solution of the heterogeneous equation (1.1). We denote πm,ǫ,
πǫ the laws of mǫuǫand uǫ respectively, where we have set mǫ(x) = m(xǫ ),
(mǫuǫ)(x) = m(xǫ )u
ǫ(x), and m is the solution of the equation (1.7). Then,
we have
πm,ǫ ⇒ π in (K,T1), π
ǫ ⇒ π in (K,T2)
as ǫ → 0, where π is the probability law on K induced by the solution of
equation (1.3).
Theorem 2. (Homogenization)
Let vǫ be the solution of the heterogeneous equation (1.10). We denote πm1,ǫ1 ,
πǫ1 the laws of m
ǫ
1v
ǫand vǫ respectively, where we have set mǫ1(x) = m1(
x
ǫ ),
(mǫ1v
ǫ)(x) = m1(
x
ǫ )v
ǫ(x), and m1 is the solution of the equation (1.12).
Then, we have
π
m1,ǫ
1 ⇒ π1 in (K1,T1), π
ǫ
1 ⇒ π1 in (K1,T2)
as ǫ → 0, where π1 is the probability law on K1 induced by the solution of
equation (1.11).
We will prove Theorem 1 and Theorem 2 in Part I and Part II,
respectively.
For Part I, we make the following assumptions.
(i) The coefficient a(·), b(·) ∈ C3(T), σ(·) ∈ C3b (T), where C
3
b stands for the
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set of function of class C3 whose partial derivatives of order less than or
equal to 3 are bounded.
(ii) For all y ∈ T, there exists κ > 0 such that
κ ≤ a(y) ≤ κ−1.
(iii) The function λ(x) is periodic and bounded (with bounds α1, α2 ): 0 <
α1 ≤ λ(x) ≤ α2 <∞.
(iv) The kernel function c(z) ≥ 0; c(−z) = c(z), and
‖c‖L1(R) =
∫
R
c(z)dz = a1 > 0,
∫
R
|z|2c(z)dz <∞.
(v) The function b(·) satisfies the “centering condition”:∫
T
b(y)m(y) = 0,
where m is the solution of (1.7).
For Part II, we make the following assumptions.
(a) The coefficient d(·), g(·), e(·), f(·), δ(·), σ(·) ∈ C2(T).
(b) Function d(·) satisfies the “centering condition”:∫
T
d(y)m1(y) = 0,
where m1 is the solution of (1.12).
This paper is organized as follows. For Part I, in Section 2, we present
some preliminary results. In Section 3, we will prove Theorem 1. In Section
4, we apply our homogenization theorem to the Zakai equation (1.8). For
Part II, we will prove Theorem 2.
PART I
We now prove Theorem 1.
2. Well-posedness of heterogeneous and hmogenized equations.
We now discuss the well-posedness for the heterogeneous equation (1.1) and
and the homogenized equation (1.3).
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Lemma 1. (Well-posedness for heterogeneous equation)
There exists a unique mild solution uǫ(t) ∈ C(0, T ;H)
⋂
L2(0, T ;H1) of the
heterogeneous equation (1.1).
Proof. Note that Aǫ is the infinitesimal generator of a C0 semigroup
S(t)(Eberle [36]). Moreover,∫ T
0
||Bǫuǫ(s, x)||L2 + ||(u
ǫ(s, x))σ(
x
ǫ
)||2L2ds
≤ α2
∫ T
0
||
∫
R
c(
x− y
ǫ
)uǫ(s, y)dy||L2ds
+ α2
∫ T
0
||uǫ(s, x)||L2ds||
∫
R
c(
x− y
ǫ
)dy||L2
+
∫ T
0
||(uǫ(s, x))2σ(
x
ǫ
)2||L2ds.
(2.1)
We thus conclude that
||
∫
R
c(
x− y
ǫ
)uǫ(s, y)dy||2L2 ≤
∫
R
c(y)dy
∫
R
c(q)dq
∫
R
uǫ(s, x+ ǫy)uǫ(s, x+ ǫq)dx
≤ a21||u
ǫ||2L2 <∞.
So the right hand side of (2.1) is finite. Hence the equation (1.1) has a
solution given by
uǫ(t, x)=S(t)u0(x)+
∫ t
0
S(t−s)Bǫuǫ(s, x)ds+
∫ t
0
S(t−s)uǫ(s, x)σ(
x
ǫ
)dWs.
Suppose
a1
ǫ2
sup
x∈R
||λǫ(x)|| ≤ β for all ǫ > 0,
where β is a positive constant independence of ǫ. Suppose further that T
verifies
βT < 1.
Then, the solution is unique in the following sense: P(uǫt = v
ǫ
t in H
−1, ∀t ∈
[0, T ]) = 1, for every uǫ, vǫ satisfying the equation.
The existence and uniqueness of the solution for the homogenized equation
(1.3) is well known (Pardoux [27]).
Lemma 2. (Well-posedness for homogenized equation)
There exists a mild solution u ∈ L2([0, T ];H1) for the homogenized equation
(1.3). It is unique in the sense: P(u = v in H−1, ∀t ∈ [0, T ]) = 1, for u, v
satisfy the equation.
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3. Proof of the Theorem 1. We now prove Theorem 1 by a martin-
gale approach. The proof is divided into two parts: the tightness and the
limit law.
3.1. Tightness. We denote πm,ǫ the probability measure induced by
mǫuǫ. we will show the tightness of {πm,ǫ : ǫ > 0} in (K,T1).
Lemma 3. If uǫ is a solution of heterogeneous equation (1.1), and πm,ǫ
is the probability measure induced by mǫuǫ. Then, {πm,ǫ : ǫ > 0} is tight in
(K,T1).
To prove Lemma 3, we begin with the following two lemma.
Lemma 4. Let uǫ be a solution of heterogeneous equation (1.1) with ini-
tial value u0 ∈ H. Then there exists a positive constant C, independent of ǫ,
such that
(3.1) sup
ǫ
E[ sup
0≤t≤T
||uǫt ||
4
L2 ] + sup
ǫ
E[(
∫ T
0
||uǫt ||
2
H1dt)
2] ≤ C(1 + ||u0||
4
L2).
Proof. First we assume that u0 is in C
∞
c (R), and choose a version of u
ǫ
such that uǫ(t, x) ∈ C20 ([0, T ] × R),P-almost surely. This is possible under
the assumptions. By Itoˆ’s formula, we have
uǫ(t, x)2 = u0(x)
2 + 2
∫ t
0
(T ǫuǫ)(s, x)uǫ(s, x)ds
+
∫ t
0
(uǫ(s, x)σ(
x
ǫ
))2ds+ 2
∫ t
0
uǫ(s, x)2σ(
x
ǫ
)dWs.
This is equivalent to
mǫ(x)uǫ(t, x)2 = mǫ(x)u0(x)
2 + 2
∫ t
0
(T ǫmu
ǫ)(s, x)uǫ(s, x)ds
+
∫ t
0
mǫ(x)(uǫ(s, x)σ(
x
ǫ
))2ds
+ 2
∫ t
0
mǫ(x)uǫ(s, x)2σ(
x
ǫ
)dWs,
(3.2)
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where mǫ(x) = m(xǫ ), and T
ǫ
m = m
ǫT ǫ is defined by:
(T ǫmu)(x) = a
m(
x
ǫ
)u′′(x) +
1
ǫ
bm(
x
ǫ
)u′(x)
+
1
ǫ3
λm(
x
ǫ
)
∫
R
c(
x− y
ǫ
)(u(y) − u(x))dy
= (am(
x
ǫ
)u′(x))′ +
1
ǫ
βm(
x
ǫ
)u′(x)
+
1
ǫ3
λm(
x
ǫ
)
∫
R
c(
x− y
ǫ
)(u(y) − u(x))dy.
(3.3)
We introduce notations: am(y)=a(y)m(y), bm(y)=m(y)b(y), λm(y)=λ(y) ·
m(y), and
βm(y) = bm(y)− am(y)′.
Then
(Bǫmu+
1
ǫ
βm(
x
ǫ
)u′, u)
= (−
1
2ǫ
(βm(
x
ǫ
)′, u2) +
1
2ǫ3
(λm(
x
ǫ
),
∫
R
c(
x− y
ǫ
)(u2(y)− u2(x))dy)
+ (Bǫmu, u)−
1
2ǫ3
(λm(
x
ǫ
),
∫
R
c(
x− y
ǫ
)(u2(y)− u2(x))dy)
=
1
2ǫ2
((T˜ )∗m,u2) +
1
ǫ3
∫
R
λm(
x
ǫ
)
∫
R
c(
x− y
ǫ
)(u(y) − u(x))u(x)dydx
−
1
ǫ3
1
2
∫
R
λm(
x
ǫ
)
∫
R
c(
x− y
ǫ
)(u2(y)− u2(x))dydx
= −
1
2ǫ3
∫
R
∫
R
λm(
x
ǫ
)c(
x − y
ǫ
)(u(y) − u(x))2dydx ≤ 0,
(3.4)
where (T˜ )∗m(y) = 0. For convenience, we denote am,ǫ(x) = am(xǫ ), u
ǫ(t, x) =
uǫt , for t ∈ [0, T ]. Integrating both sides of (3.2) with respect to x, we then
have
(mǫuǫt , u
ǫ
t) = (m
ǫu0, u0)− 2
∫ t
0
(am,ǫ(uǫs)
′, (uǫs)
′)ds
+
∫ t
0
(mǫuǫsσ
ǫ, uǫsσ
ǫ)ds + 2
∫ t
0
(mǫuǫsσ
ǫ, uǫs)dWs
−
1
2ǫ3
∫ t
0
∫
R
∫
R
λm(
x
ǫ
)c(
x− y
ǫ
)(u(y)− u(x))2dydxds,
(3.5)
where m satisfies δ < m < δ−1 for some δ > 0, and σ(·) is bounded. From
now on, we will denote by Ci, i = 1, 2, · · · , the constants which may depend
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on κ, δ, T . Then we have
δ||uǫt ||
2
L2 + 2κδ
∫ t
0
||∇uǫs||
2
L2ds ≤ δ
−1||u0||2L2 + C2
∫ t
0
||uǫs||
2
L2ds
+ 2
∫ t
0
(mǫuǫsσ
ǫ, uǫs)dWs.
(3.6)
By Gronwall’s inequality, we obtain
sup
ǫ
sup
0≤t≤T
E[||uǫt ||
2
L2 ] ≤ C3(1 + ||u0||
2
L2).
Applying Ito’s formula to equation (3.5) we can see
(mǫuǫt , u
ǫ
t)
2 + 4
∫ t
0
(am,ǫ(uǫs)
′, (uǫs)
′)(mǫuǫs, u
ǫ
s)ds
≤ (mǫu0, u0)
2 + 2
∫ t
0
(mǫuǫsσ
ǫ, uǫsσ
ǫ)(mǫuǫs, u
ǫ
s)ds
+ 4
∫ t
0
(mǫuǫsσ
ǫ, uǫs)(m
ǫuǫs, u
ǫ
s)dWs + 4
∫ t
0
(mǫuǫsσ
ǫ, uǫs)
2ds.
Now we consider the expectation after taking the supremum with respect to
t of both sides, we deduce that
C4E[sup
ǫ
sup
0≤s≤t
||uǫs||
4
L2 ] + C4E[
∫ t
0
||∇uǫs||
2
L2 ||u
ǫ
s||
2
L2ds]
≤ ||u0||
4
L2 +
∫ t
0
E[||uǫs||
2
L2 ]ds +
∫ t
0
E[ sup
0≤r≤s
||uǫr||
4
L2 ]ds
+ E[ sup
0≤s≤t
|
∫ s
0
σǫ(mǫuǫr, u
ǫ
r)
2Wr|].
By Burkholder-Davis-Gundy inequality [18], the third term of the right hand
side can be estimated as
E[ sup
0≤s≤t
|
∫ s
0
σǫ(mǫuǫr, u
ǫ
r)
2Wr|]
≤ C5E[(
∫ t
0
(1 + ||uǫs||
2
L2)||u
ǫ
s||
6
L2ds)
1
2 ]
≤
C5
2
E[ sup
0≤s≤t
||uǫs||
4
L2 ] + C6E[
∫ t
0
(1 + ||uǫs||
2
L2)||u
ǫ
s||
2
L2ds].
Thus, we conclude that
sup
ǫ
sup
0≤t≤T
E[||uǫt ||
4
L2 ] ≤ C7(1 + ||u0||
4
L2).
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Moreover, from (3.6)
E[(
∫ T
0
||∇uǫs||
2
L2ds)
2] ≤ C8(1 + ||u0||
4
L2) + C8E[(
∫ T
0
||uǫs||
2
L2ds)
2]
+ C8E[(
∫ T
0
(mǫσǫuǫs, u
ǫ
s)dWs)
2]
≤ C9(1 + ||u0||
4
L2).
We can further verify that (3.1) holds for every u0 ∈ H, by a density argu-
ment.
Next, we shall show the equicontinuity of {(mǫuǫ, ϕ)}ǫ>0 for each ϕ ∈
C∞c (R).
Lemma 5. Let uǫ be the solution of the heterogeneous equation (1.1) with
initial value u0 ∈ H. Then, for every ϕ ∈ C
∞
c (R), there exists a positive
constant C such that
sup
ǫ
E[(mǫuǫt −m
ǫuǫs, ϕ)
4] ≤ C|t− s|2(1 + ||u0||
4
L2),
for all s, t ∈ [0, T ].
Proof. From the definition of uǫ, we infer that
(mǫuǫt −m
ǫuǫs, ϕ)
4 ≤ 8(
∫ t
s
(T ǫmu
ǫ
r, ϕ)dr)
4 + 8(
∫ t
s
(mǫuǫσ(
x
ǫ
), ϕ)dWr)
4.
Note that there exists a function γ in H1(T), such that
βm(y) = γ′(y), y ∈ T.
Consider the following partial differential equation on T:{
(A˜m)
∗̺− βm = 0,∫ 1
0 ̺(y)dy = 0,
where A˜m = mA˜. Then
γ(y) = am(y)̺′(y)− βm̺(y).
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We denote (Γu)(x) =
∫
R
c(x−yǫ )(u(y)−u(x))dy and β
m,ǫ = βm(xǫ ),γ
ǫ = γ(xǫ ).
It follows that Γ is a symmetric operator on L2(R). Moreover,
< T ǫmu, ϕ >=(a
m,ǫu′, ϕ′)− ǫ−1(βm,ǫu, ϕ′)
+
1
2
∫
R
λm,ε(x)
∫
R
c(
x− y
ǫ
)[(u(x)(ϕ(y) − ϕ(x)))
+ ϕ(y)(u(x) − u(y))]dydx
≤(am,ǫu′, ϕ′)− ǫ−1(βm,ǫu, ϕ′) +
α2
δ
(Γu(x), ϕ(x)),
where ||Γu||2L2 ≤ a
2
1||u||
2
L2 . Hence
< T ǫmu, ϕ > ≤ (a
m,ǫu′, ϕ′) + (γǫu′, ϕ′) + (γǫu, ϕ′′) + C0||u||L2 ||ϕ||L2
≤ C1||ϕ||H2 ||u||H1 ,
for some C0, C1 > 0. Then we deduce that
E[(mǫuǫt −m
ǫuǫs, ϕ)
4] ≤ C2||ϕ||
4
H2 |t− s|
2{E[(
∫ t
s
||uǫr||
2
H1dr)
2] + 1
+ E[ sup
0≤t≤T
||uǫr||
4
L2 ]} ≤ C3||ϕ||
4
H2 |t− s|
2(1 + ||u0||
4
L2).
The proof is complete.
As a result of Lemma 4 and Lemma 5, we will show the Lemma 3.
Proof. It is obvious that
sup
ǫ
E[ sup
0≤t≤T
||mǫuǫt ||
4
L2 ] <∞.
By Kolmogorov’s tightness criterion [9], we can obtain the tightness of real
valued processes {(mǫuǫ, ϕ); ǫ > 0} for every ϕ ∈ C∞c (R). Since the injection
H →֒ H−1−λ is compact, {π
m,ǫ; ǫ > 0} is tight in (K,T1) (Section 4 of [31]).
From the tightness for {πm,ǫ : ǫ > 0}, we conclude with the following
result.
Lemma 6. There exist a subsequence ǫk → 0 as k →∞, and a probability
measure π˜ on K such that
πm,ǫk ⇒ π˜ in (K,T1).
Next, we will show that π˜ is also the limit measure of πǫk in (K,T2).
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Lemma 7. Let ǫk be the subsequence in Lemma 6 and π
ǫk be the proba-
bility measure induced by uǫk . Then
πǫk ⇒ π˜ in (K,T2),
as k →∞.
Proof. From Skorokhod’s theorem, there exists a probability space (Ω˜, F˜ ,
P˜) with K -valued random variables u˜m,ǫk , u˜ on (Ω˜, F˜ , P˜), such that πm,ǫk and
π˜ are the laws of u˜m,ǫk and u˜, respectively. Moreover,
u˜m,ǫk → u˜
in (K,T1), P˜-almost surely.
Now we want to show that
E˜[
∫ T
0
||(mǫk)−1u˜m,ǫkt − u˜t||
2
H
−λ
dt]→ 0,
as k → ∞,where E˜ stands for the expectation with respect to P˜. First, we
have
E˜[
∫ T
0
||(mǫk)−1u˜m,ǫkt − u˜t||
2
H−1
−λ
dt]
≤ 2E˜[
∫ T
0
||(mǫk)−1u˜m,ǫkt (1−m
ǫk)||2
H−1
−λ
dt]
+ 2E˜[
∫ T
0
||u˜m,ǫkt − u˜t||
2
H−1
−λ
dt]
= 2E[
∫ T
0
||uǫkt (1−m
ǫk)||2
H−1
−λ
dt] + 2E˜[
∫ T
0
||u˜m,ǫkt − u˜t||
2
H−1
−λ
dt].
Let ζ(y) be a solution of the following partial differential equation:{
∆ζ(y) = 1−m(y), y ∈ T∫ 1
0 ζ(y)dy = 0.
Then, we have
||uǫkt (1−m
ǫk)||H−1
−λ
= ||uǫkt ∆ζ
ǫk ||H−1
−λ
= sup
υ 6=0
(uǫkt ∆ζ
ǫk , υ)
||υ||H1
≤ Cǫk||u
ǫk
t ||H1 ,
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for some positive constant C, independent of ǫk. Therefore, we conclude that
E˜[
∫ T
0
||(mǫk)−1u˜m,ǫkt − u˜t||
2
H−1
−λ
dt] ≤ 2ǫ2kC
2
E[
∫ T
0
||uǫkt ||
2
H1dt]
+ 2E˜[
∫ T
0
||u˜m,ǫkt − u˜t||
2
H−1
−λ
dt]→ 0,
as k →∞. SinceH1,H−λ,H−1−λ are reflective Banach space, and the inclusion
H1 →֒ H−λ is compact, H−λ →֒ H−1−λ is continuous. We konw that, for every
ρ > 0, there exists a constant C(ρ) > 0 such that
|υ|H
−λ
≤ ρ|υ|H1 + C(ρ)|υ|H−1
−λ
, υ ∈ H1.
Hence the conclusion in this lemma follows.
3.2. Identification of the limit law. In this section, we will verify
that π˜ coincides with the law induced by the solution of the homogenized
equation (1.3).
Let X = (Xt) be the canonical process, that is, Xt(ω) = ωt for ω ∈ K,
and Dt the canonical filtration on K. We define a σ-field D =
∨
0≤t≤T Dt.
Definition 1. A probability measure µ on (K,D) is called a solution
of martingale problem for the homogenized equation (1.3) if µ satisfies the
following conditions:
(i)The probability µ(X0(·) = u0) = 1; and
(ii)For every φ ∈ C∞c (R) and ξ ∈ C∞c (R), the stochastic process Hφ,ξ(t)
defined by
Hφ,ξ(t) = H
T 0,M0
φ,ξ (t) = φ((Xt, ξ))− φ((X0, ξ))−
∫ t
0
φ′((Xs, ξ))(Xs, (T 0)∗ξ)ds
−
1
2
∫ 1
0
φ′′((Xs, ξ))(M0(Xs), ξ)2ds,
is a continuous local martingale under µ. That is E(Hφ,ξ(t)|Ds) = Hφ,ξ(s),
0 ≤ s ≤ t ≤ T.
Lemma 8. The homogenized equation (1.3) has at most one martingale
solution on (K,D).
Proof. For a solution ut of the homogenized equation (1.3), we set u˜t =
ute
−λθ.
Similar to Lemma 2, we have
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P(u˜t = υ˜t, in H
−1, ∀t ∈ [0, T ]) = 1,
for two stochastic processes u, υ satisfying the homogenized equation (1.3).
Hence we obtain the pathwise uniqueness of stochastic partial differential
equations (1.3) on K.
We now show that π˜ is the martingale solution for the homogenized equa-
tion (1.3).
The stochastic process Hφ,ξ(t) is a continuous Dt−martingale under the
probability measure π˜, that is, for every bounded, Ds−measurable function
Φ on K, we have
E
π˜[Φ{Hφ,ξ(t)−Hφ,ξ(s)}] = 0, 0 ≤ s ≤ t ≤ T.
Due to the uniqueness for the homogenized equation (1.3), we can use ǫ
in place of ǫk, the subsequence in Lemma 6. Without lost of generality, we
assume that Φ is continuous with respect to the supremum topology of T1
and T2.
Define Hǫφ,ξ(t) on (K,D) by
Hǫφ,ξ(t) = φ((m
ǫXt, ξ)) − φ((m
ǫX0, ξ))−
∫ t
0
φ′((mǫXs, ξ))(Xs, (T 0)∗ξ)ds
−
1
2
∫ 1
0
φ′′((mǫXs, ξ))(M0(Xs), ξ)2ds.
From Lemma 7, we can extract a subsequence {ǫl}l≥1 such that
(mǫl)−1u˜m,ǫl → u˜ in (K,T2), P˜− almost surely
as l→∞. Therefore, we have
E
πǫl [Φ{Hǫlφ,ξ(t)−H
ǫl
φ,ξ(s)}] = E˜[Φ((m
ǫl)−1u˜m,ǫl){Hǫlφ,ξ(t)((m
ǫl)−1u˜m,ǫl)
−Hǫlφ,ξ(s)((m
ǫl)−1u˜m,ǫl)}]
→ E˜[Φ(u˜){Hǫlφ,ξ(t)(u˜)−H
ǫl
φ,ξ(s)(u˜)}]
= Eπ˜[Φ{Hφ,ξ(t)−Hφ,ξ(s)}]
as l → ∞ in view of bounded convergence theorem. Then we just need to
show that
E
πǫl [Φ{Hǫlφ,ξ(t)−H
ǫl
φ,ξ(s)}]→ 0
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as ǫ→ 0. For ξǫ ∈ C
∞
c (R), we define another function H
Aǫ,Mǫ
φ,ξǫ
(t) on S by
H
T ǫ,Mǫ
φ,ξ (t) = φ((Xt, ξǫ))− φ((X0, ξǫ))−
∫ t
0
φ′((Xs, ξǫ))(Xs, (T ǫ)∗ξǫ)ds
−
1
2
∫ 1
0
φ′′((Xs, ξǫ))(σǫ(x)Xs, ξǫ)2ds.
It follows that
E
πǫ [Φ{HT
ǫ,Mǫ
φ,ξ (t)−H
T ǫ,Mǫ
φ,ξ (s)}] = 0, 0 ≤ s ≤ t ≤ T.
So, we consider
E
πǫ [[Φ{Hǫφ,ξ(t)−H
ǫ
φ,ξ(s)−H
T ǫ,Mǫ
φ,ξǫ
(t) +HT
ǫ,Mǫ
φ,ξǫ
(s)}],
which is equal to
(3.7) E[Φ(uǫ){I1(u
ǫ)− I2(u
ǫ)− I3(u
ǫ)− I4(u
ǫ)− I5(u
ǫ)}],
where
I1 = φ((m
ǫXt, ξ))− φ((Xt, ξǫ))− φ((m
ǫXs, ξ)) + φ((Xs, ξǫ)),
I2 =
∫ t
s
{φ′(mǫXr, ξ)− φ′(Xr, ξǫ)}(Xr , (T 0)∗ξ)dr,
I3 =
∫ t
s
φ′(Xr, ξǫ)(Xr, (T 0)∗ξ − (T ǫ)∗ξǫ))dr,
I4 =
1
2
∫ t
s
{φ′′(mǫXr, ξ)− φ′′(Xr, ξǫ)}(M0(Xr), ξ)2dr,
I5 =
1
2
∫ t
s
φ′′(Xr, ξǫ){(M0(Xr), ξ)2 − (σǫ(x)Xr, ξǫ)2}dr.
We will construct a family of test functions ξǫ ∈ C∞c (R) such that (3.7)
goes to 0 as ǫ→ 0. So we define ξǫ ∈ C∞c (R) as follows:
(3.8) ξǫ(x) = m(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x)),
where the periodic function h1, h2 are in L
2(T). Then, we have
(T ǫ)∗(ξǫ)(x) =
1
ǫ3
∫
R
c(
x− y
ǫ
){λ(
y
ǫ
)m(
y
ǫ
)(ξ(y)+ǫh1(
y
ǫ
)ξ′(y)+ǫ2h2(
y
ǫ
)ξ′′(y))
− λ(
x
ǫ
)m(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x))}
+ {am(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x))}′′
−
1
ǫ
{bm(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x))}′dy.
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We consider the (T ǫ)∗ separately,
(Bǫ)∗(ξǫ) =
1
ǫ2
∫
R
c(z)dz{λ(
x
ǫ
− z)m(
x
ǫ
− z)(ξ(x− ǫz)
+ ǫh1(
x
ǫ
− z)ξ′(x− ǫz) + ǫ2h2(
x
ǫ
− z)ξ′′(x− ǫz))
− λ(
x
ǫ
)m(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x))}.
Using the following identities based on the integral form of remainder term
in the Taylor expansion
ξ(y) = ξ(x)+
∫ 1
0
∂
∂t
ξ(x+(y−x)t)dt = ξ(x)+
∫ 1
0
ξ′(x+(y−x)t) · (y−x)dt,
and
ξ(y) = ξ(x) + ξ′(x)(y − x) +
∫ 1
0
ξ′′(x+ (y − x)t)(y − x) · (y − x)(1− t)dt,
which is valid for each x, y ∈ R, we conclude that
(Bǫ)∗(ξǫ) =
1
ǫ2
∫
R
c(z)dz{λ(
x
ǫ
− z)m(
x
ǫ
− z)[ξ(x) − ǫzξ′(x)
+ ǫ2
∫ 1
0
ξ′′(x− ǫzt) · z2(1 − t)dt+ ǫh1(
x
ǫ
− z)(ξ′(x)− ǫzξ′′(x)
+ ǫ2
∫ 1
0
ξ′′′(x− ǫzt) · z2(1− t)dt) + ǫ2h2(
x
ǫ
− z)ξ′′(x− ǫz)]
− λ(
x
ǫ
)m(
x
ǫ
)(ξ(x) + ǫh1(
x
ǫ
)ξ′(x) + ǫ2h2(
x
ǫ
)ξ′′(x))}.
Collecting the equal power terms with (Aǫ)∗ξǫ, we obtain
(T ǫ)∗(ξǫ) =
1
ǫ2
ξ(x){
∫
R
c(z)[λ(y − z)m(y − z)− λ(y)m(y)]dz + (a(y)m(y))′′
− (b(y)m(y))′}+
1
ǫ
ξ′(x){
∫
R
c(z)[(−z + h1(y − z))λ(y − z)m(y − z)
− λ(y)m(y)h1(y)]dz + 2(a(y)m(y))
′ + (a(y)m(y)h1(y))
′′ − b(y)m(y)
− (b(y)m(y)h1(y))
′}+ξ′′(x){
∫
R
c(z)[λ(y−z)m(y−z)(
1
2
z2−zh1(y−z)
+ h2(y − z))− λ(y)m(y)h2(y)]dz + a(y)m(y) + 2(a(y)m(y)h1(y))
′
+ (a(y)m(y)h2(y))
′′ − (b(y)m(y)h2(y))
′ − h1(y)b(y)m(y) + φǫ(x),
20 LI LIN ET AL.
with
φǫ(x) =
1
ǫ2
∫
R
dzc(z){ǫ2
∫ 1
0
λ(y − z)m(y − z)ξ′′(x− ǫzt)z2(1− t)dt
−
ǫ2
2
λ(y − z)m(y − z)ξ′′(x)z2 + ǫ3h1(y − z)
∫ 1
0
ξ′′′(x − ǫzt)z2(1 − t)dt
− ǫ3h2(y − z)
∫ 1
0
ξ′′′(x− ǫzt)zdt}.
Our next two steps are to show that ‖φε(x)‖L2 is vanishing and construct
the corrector h1, h2 to ensure that (T
ǫ)∗(ξǫ)→ Qξ′′ as ǫ→ 0.
Choose the term of order ǫ0, and denote it by φ
(1)
ǫ (x). For an arbitrary
positive constant M , we infer that
φ(1)ǫ (x) =
1
ǫ2
∫
{|z|≤M ⋃ |z|>M}
dzc(z)ǫ2λ(y − z)m(y − z)
∫ 1
0
(ξ′′(x− ǫzt)− ξ′′(x))
z2(1− t)dt := φ(2)ǫ (x) + φ
(3)
ǫ (x).
Then
‖φ(2)ǫ ‖L2 ≤
α2
2δ
sup
|z|≤M
‖ξ′′(x− ǫzt)− ξ′′(x)‖L2
∫
R
z2c(z)dz,
‖φ(3)ǫ ‖L2 ≤
2α2
δ
‖ξ′′(x)‖L2
∫
R
z2c(z)dz.
If we take M = 1√
ǫ
, then
‖φ(2)ǫ ‖L2 → 0 and ‖φ
(3)
ǫ ‖L2 → 0, as ǫ→ 0.
This implies that
‖φ(1)ǫ ‖L2 → 0, ǫ→ 0.
For the second part of φǫ(x),
φ(4)ǫ (x) = ǫ
∫
R
c(z)dzh1(
x
ǫ
− z) ·
∫ 1
0
ξ′′′(x− ǫzt)z2(1− t)dt,
we have
(3.9) ‖φ(4)ǫ (x)‖L2 ≤
ǫα2
2δ
sup
z,q∈R
‖h1(
x
ǫ
− z)ξ′′′(x− ǫz + q)‖L2
∫
R
z2c(z)dz.
Next, we estimate
sup
z,q∈R
‖h1(
x
ǫ
− z)ξ′′′(x− ǫz + q)‖L2 .
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Taking y = x− ǫz, we deduce that
sup
q∈R
‖h1(
y
ǫ
)ξ′′′(y + q)‖L2 = sup
q∈ǫT
‖h1(
y
ǫ
)ξ′′′(y + q)‖L2
≤ sup
q∈ǫT
∑
k∈Z
∫ ǫk+ǫ
ǫk
[h1(
y
ǫ
)]2[ξ′′′(y + q)]2dy
≤ ‖h1‖
2
L2
∑
k∈Z
max
y∈[ǫk,ǫk+ǫ],q∈ǫT
[ξ′′′(y + q)]2dy
→ ‖h1‖
2
L2‖ξ
′′′‖2L2 ,
as ǫ→ 0. Thus from (3.9), it follows that ‖φ
(4)
ǫ ‖L2 → 0, as ǫ→ 0.
Similarly, for the third term, we have
‖φ(5)ǫ (x)‖L2 =
∥∥∥∥ǫ ∫
R
dzc(z)h2(y − z)
∫ 1
0
ξ′′′(x− ǫzt)zdt
∥∥∥∥
L2
→ 0.
In summary, we have φ
(1)
1 (x)→ 0, as ǫ→ 0.
Our next step is to construct the correctors h1 and h2. First, we collect
all the terms of the order ǫ−2 and equate them to 0.
(3.10)
∫
R
c(z)([λ(y − z)m(y − z)− λ(y)m(y)])dz′
+(a(y)m(y))′′ − (b(y)m(y)) = (T˜ )∗m(y) = 0.
Similarly, for the terms of order ǫ−1,
(3.11)
0 =
∫
R
c(z)[−z + h1(y − z)]λ(y − z)m(y − z)
−λ(y)m(y)h1(y))dz + 2(a(y)m(y))
′
+(a(y)m(y)h1(y))
′′ − b(y)m(y)− (b(y)m(y)h1(y))′.
We denote T˜m = mT˜ . Then
(3.12)
(T˜m)
∗(h1) =
∫
R
zc(z)m(y − z)λ(y − z)dz + b(y)m(y)
−2(a(y)m(y))′ = l(y),
where l(y) is bounded for every y ∈ T,
|
∫
R
zc(z)m(y − z)λ(y − z)dz| ≤ C
∫
R
c(z)|z|dz <∞.
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For y − z = q, define the bilinear form:
a[u, v] =
∫
T
∫
R
c(y − q)(λm(q)u(q)− λm(y)u(y))dqv(y)dy
+
∫
T
(am(y)u(y))′′v(y)dy −
∫
T
(bm(y)u(y))′v(y)dy.
Next, we should consider the existence and uniqueness of the equation
(3.12). First, we give a lemma to verify conditions of the Fredholm alterna-
tive theorem.
Lemma 9. If the assumptions (i) − (v) are satisfied, then there exist
constants α, µ,, such that:
|a[u, v]| ≤ ν‖u‖H1‖v‖H1 ,
and
α
2
‖u‖2H1 ≤ a[u, u] + µ‖u‖
2
L2 ,
for every u, v ∈ H1(T).
Proof. Note that
|a[u, v]| ≤ |
∫
T
∫
R
c(y − η)(λm(η)u(η) − λm(y)u(y))dηv(y)dy|
+ |
∫
T
(am(y)u(y))′′v(y)dy| + |
∫
T
(bm(y)u(y))′v(y)dy|.
(3.13)
For the first term of (3.13),
|
∫
T
∫
R
c(y − η)λm(η)u(η)dηv(y)dy −
∫
T
∫
R
c(y − η)λm(y)u(y))dηv(y)dy|
≤ (
∫
T
(
∫
R
c(y − η)λm(η)u(η)dη)2dy)
1
2 (
∫
T
v(y)2dy)
1
2 + a1α2
∫
T
u(y)v(y)dy.
In fact, ∫
T
(
∫
R
c(y − η)λm(η)u(η)dη)2dy
=
∫
T
(
∫
R
c(y − η)λm(η)u(η)dη)(
∫
R
c(y − q)λm(q)u(q)dq)dy
≤
α22
δ2
∫
R
c(η)dη
∫
R
c(q)dq
∫
T
u(y + η)u(y + η)dy ≤ a22
α22
δ2
‖u‖2L2 .
(3.14)
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Combining with (3.13), we conclude that
|a[u, v]| ≤ C3‖u‖L2‖v‖L2 +C4(‖u‖L2‖v
′‖L2 +‖u
′‖L2‖v
′‖L2)+C5‖u‖L2‖v
′‖L2
≤ ν‖u‖H1‖v‖H1 .
We now use the assumptions to infer that
α‖u′‖L2 ≤ −
∫
T
(a(y)u(y))′′u(y)dy = a[u, u]−
∫
T
(b(y)u(y))′u(y)dy
+
∫
T
∫
R
c(y − η)(λ(η)u(η) − λ(y)u(y))dηu(y)dy
≤ a[u, u] +
∫
T
(‖b‖∞|u′||u|+ C7|u|2)dy.
(3.15)
Now we make use of the Young’s inequality
ab ≤ δa2 +
1
4δ
b2, for every δ > 0.
Using this in the second term on the right hand side of (3.15), we obtain∫
T
|u′||u|dy ≤ δ‖u′‖2L2 +
1
4δ
‖u‖2L2 .
We choose δ, so that
α− ‖b‖∞δ =
α
2
.
Thus
α
2
‖u′‖2L2 ≤ a[u, u] +
1
4δ
‖b‖∞‖u‖2L2 + C7‖u‖
2
L2 .
We now add α2 ‖u‖
2
L2 on the both sides of the preceding inequality to obtain
α
2
‖u‖2H1 ≤ a[u, u] + µ‖u‖
2
L2 ,
with
µ =
1
4δ
‖b‖∞ + C7 +
α
2
.
This proves the lemma.
Now we consider the resolvent operator
R(T˜m)∗(λ) = ((T˜m)
∗ + λI)−1,
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where I stands for the identity operator and λ > 0. Note that this operator
is compact. For λ sufficiently large, consequently, Fredholm theorem can be
used. It is easy to see that Ker(T˜m)
∗ = {C}, where C is a constant. Then
the solvability condition for (3.12) takes the form:
(3.16)
∫
T
l(y)dy = 0.
Next we will confirm the validity of condition (3.16). We take z = y − q.
Noting the fact that∫
R
∫
T
qc(y − q)m(y)λ(y)dydq =
∫
R
∫
T
yc(y − q)m(q)λ(q)dydq,
we infer that∫
T
l(y)dy =
∫
R
∫
T
qc(y − q)(m(y)λ(y) −m(q)λ(q))dydq
+
∫
T
b(y)m(y)dξ −
∫
T
2(a(y)m(y))′dy
=
∫
T
y
∫
R
c(q − y)(m(q)λ(q) −m(y)λ(y))dqdy
+
∫
T
b(y)m(y)dy −
∫
T
2(a(y)m(y))′dy
=
∫
T
y[−(a(y)m(y))′′ + (b(y)m(y))′]dy
+
∫
T
b(y)m(y)dy −
∫
T
2(a(y)m(y))′dy
= 0.
Thus, the solution h1 of equation (3.12) exists and is unique to a constant.
In order to fix the choice of this constant, we assume that the average of
each component of h1 over the period is equal to 0.
As the next step we collect the term of the order ε0. Our goal is to find
the function h2, such that the sum of these terms will be equal to Qu
′′
0 with
Q > 0. Due to
(T˜m)
∗)(h2(y))
= −Q+
∫
R
dzc(z)λ(y − z)m(y − z)(
1
2
z2 − zh1(y − z)) + a(y)m(y)
+ 2(a(y)m(y)h1(y))
′ − b(y)m(y)h1(y),
(3.17)
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we see that Q is determined from the following solvability condition for
equation (3.16)
Q =
∫
T
∫
R
c(z)λ(y − z)m(y − z)(
1
2
z2 − zh1(y − z))dz
+
∫
T
a(y)m(y)dy −
∫
T
b(y)m(y)h1(y)dy.
From ∫
T
∫
R
c(z)λ(y − z)m(y − z)zh1(y − z)dz
=
∫
T
∫
R
(y − q)c(y − q)λ(q)m(q)h1(q)dqdy
=
∫
T
∫
R
c(q − y)(q − y)λ(y)m(y)h1(y)dqdy
=
∫
T
[
∫
R
c(y − q)(q − y)dq]λ(y)m(y)h1(y)dy
= 0,∫
T
bm(y)h1(y)dy = −
∫
T
T˜mχ(y)h1(y)dy =
∫
T
χ(y)(T˜m)
∗h1(y)
=
∫
T
χ(y)
∫
R
zc(z)m(y − z)λ(y − z)dz + bm(y)− 2(am(y))′dy,
and∫
T
χ(y)bm(y)dy = −
∫
T
χ(y)T˜mχ(y)dy
=
∫
T
am(y)(χ′(y))2 +
1
2
∫
T
∫
R
λm(y)c(z)(χ(y − z)− χ(y))2)dzdy
=
∫
T
am(y)(χ′(y))2 +
1
2
∫
T
∫
R
λm(q)c(y − q)(χ(q) − χ(y))2)dqdy,
we conclude that
Q=
∫
T
a(y)m(y)(χ′(y)+1)2dy+
1
2
∫
T
∫
R
c(y−q)λ(q)m(q)((y−q)+(χ(y)−χ(q)))2dydq.
In a word, we have constructed a family of test function ξǫ such that
(T ǫ)∗ξǫ → (T 0)∗ξ, as ǫ goes to 0. It may be summarized with the following
lemma.
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Lemma 10. Assume that f ∈ S(R), which is the space of rapidly de-
caying functions. Then there exist functions h1, h2 ∈ L
2(T) and a positive
constant Q defined in (1.5), such that for the function ξǫ defined by (3.8),
we have
(T ǫ)∗(ξǫ) = Qξ′′0 + φǫ,
where
lim
ǫ→0
‖φǫ‖L2 = 0.
At last, we can show that E[|Ii(u
ǫ)|]→ 0, as ǫ goes to 0. That is to say π˜
is the martingale solution for the homogenized equation (1.3).
Lemma 11. The stochastic process Hφ,ξ(t) is a continuous Dt−martingale
under the probability measure π˜. That is, for every bounded, Ds−measurable
function Φ on K, we have
E
π˜[Φ{Hφ,ξ(t)−Hφ,ξ(s)}] = 0, 0 ≤ s ≤ t ≤ T.
Proof. We just need to prove that E[|Ii(u
ǫ)|] → 0 in (3.7), for each
i = 1, 2, ...5. From
|(mǫuǫt , ξ)− (u
ǫ
t , ξǫ)| ≤ ||m
ǫuǫt ||L2 ||ξ − (m
ǫ)−1ξǫ||L2 → 0,
we obtain that E[|I1(u
ǫ)|] → 0. Similarly, for i = 2, 4, we can show that
E[|Ii(u
ǫ)|]→ 0. For i = 3, we have
E[|I3(u
ǫ)|]→ 0 ≤ C||T 0)∗ξ − (T ǫ)∗ξǫ||H−1E[
∫ T
0
||uǫr||H1dr]→ 0.
Finally, we will show E[|I5(u
ǫ)|]→ 0 as ǫ→ 0. Since uǫ and (mǫ)−1u˜m,ǫ have
the same law on K, we deduce that
((mǫ)−1u˜m,ǫr σ
ǫ(x), ξǫ)− (M
0((mǫ)−1u˜m,ǫr ), ξ)
= ((mǫ)−1u˜rσǫ(x)− u˜m,ǫr σ
ǫ(x), ξǫ) + (M
0(u˜r)−M
0((mǫ)−1u˜m,ǫr )), ξ)
+ (mǫu˜rσ
ǫ(x), (mǫ)−1ξǫ − ξ)((mǫu˜rσǫ(x)−M0(u˜r), ξ)→ 0,
as ǫ→ 0 by using the convergence
((mǫuσǫ(x)−M0(u), ξ)→ 0,
for each u ∈ H−λ. Hence E[|I5(uǫ)|]→ 0. The proof is complete.
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Proof of Theorem 1
Since the uniqueness of the martingale solution for the homogenized equa-
tion (1.3) and the conclusion in Lemma 6, we know that πm,ǫ ⇒ π in (K,T1).
On the other hand, πǫ, the law of the solution of the heterogeneous equation
(1.1), goes to π in (K,T2) in Lemma 7. At the same time, by Lemma 11, we
know that π is the martingale solution for the homogenized equation (1.3).
In conclusion Theorem 1 is then proved.
4. Application to Data Assimilation. In this section, we present
an application of Theorem 1. We consider the following nonlinear filtering
problem
(4.1)
{
dxt =
1
ǫ b(
x
ǫ )dt+ σ1(
x
ǫ )dwt + dL
ǫ
t ,
dyt = σ(
x
ǫ )dt+ dWt,
where xt is the system state (or signal) and yt is the observation. Here w
ǫ
t ,W
ǫ
t
are mutually independent Brownian motions, and Lǫt is a Le´vy process with
generator
(Bǫu)(x) =
1
ǫ3
λ(
x
ǫ
)
∫
R
c(
x− y
ε
)(u(y)− u(x))dy.
Then the Zakai equation for the conditional probability density function
u of the filtering system (4.1) is the following nonlocal stochastic partial
differential equation
(4.2)
{
duǫ(t, x) = (T ǫ)∗uǫ(t, x)dt+ uǫ(t, x)σ2(xǫ )dt+ u
ǫ(t, x)σ(xǫ )dWt,
uǫ(0, x) = u0(x).
By Theorem 1, we can deduced that: The family of laws {πǫ : ǫ > 0}
for the solution uǫ of the nonlocal Zakai equation (4.2) converges in (K,T1)
to the law of the solution u for the following effective, homogenized local
equation
(4.3)
{
du(t, x) = T̂ 0u(t, x)dt+
∫
T
m(y)σ2(y)dy · u(t, x)dt+M0u(t, x)dWt,
u(0, x) = u0(x),
where M0 is the same operator as (1.4), and
(T̂ 0u)(x) = Q0u
′′(x),
where Q0 is the same constant as (1.5).
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In fact, set ûǫ = (mǫ)−1uǫ. Then the system (4.2) can be rewritten as
(4.4)
{
dûǫ(t, x) = T̂ ǫûǫ(t, x)dt+ ûǫ(t, x)σ2(xǫ )dt+ σ(
x
ǫ )û
ǫ(t, x)dWt,
ûǫ(0) = (mǫ)−1u0,
where
(T̂ ǫu)(x)=(mǫ)−1(Aǫm)
∗u(x)+ǫ−3(mǫ)−1
∫
R
c(
x−y
ǫ
)(λm(
y
ǫ
)u(y)−λm(
x
ǫ
)u(x))dy
= a(
x
ǫ
)u′′ −
1
ǫ
[b(
x
ǫ
)−
2
m(xǫ )
(a(
x
ǫ
)m(
x
ǫ
))′]u′
+ ǫ−3(mǫ)−1
∫
R
c(
x− y
ǫ
)(λm(
y
ǫ
)u(y)− λm(
x
ǫ
)u(x))dy.
In fact, we have
(ǫ−3(mǫ)−1
∫
R
c(
x− y
ǫ
)(λm(
y
ǫ
)û(y)− λm(
x
ǫ
)û(x))dy, ϕ(x))L2(R)
= (Bǫû(x), ϕ) + ((Bǫλm,ǫ)(x), (mǫ)−1ϕ) +
∫
R
∫
R
(ϕ(x) − ϕ(y))λm,ǫ(x)dxdy.
As ǫ goes to 0, we have
(ǫ−3(mǫ)−1
∫
R
c(
x − y
ǫ
)(λm(
y
ǫ
)û(y)− λm(
x
ǫ
)û(x))dy, ϕ(x))L2(R) = (B
ǫû(x), ϕ).
In a word, we deduced that T̂ ǫu(x) = (mǫ)−1(Aǫm)∗u(x)+Bǫu(x) in L2(R).
Then T̂ ǫ satisfy the Assumptions (i)−(v). Using Theorem 1, we infer that
the family of laws induced by uǫ = mǫûǫ converges weakly in (K,T1) to the
law π induced by the solution of the following homogenized Zakai equation:{
du(t, x) = T̂ 0u(t, x)dt +M0u(t, x)dWt,
u(0, x) = u0(x),
where
(T̂ 0u)(x) = Q1u
′′(x) + u(x)
∫
T
m(y)σ2(y)dy,
Q1 =
∫
T
a(y)m(y)(χ′1(y) + 1)
2dy +
1
2
∫
T
∫
R
c(y − q)λ(q)m(q)[(y − q)
+ (χ1(y)− χ1(q))]
2dydq,
and χ1 is the solution of{
T̂χ1(y)− (b(y)−
2
m(y) (a(y)m(y))
′) = 0,∫
T
χ1(y)m(y)dy = 0,
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where
(T̂ υ)(y) := a(y)υ′′(y) + (b(y)−
2
m(y)
(a(y)m(y))′)υ′(y)
+ λ(y)
∫
R
c(x− y)(υ(x)− υ(y))dx, y ∈ T.
In fact, it is easy to check that Q1 = Q0.
PART II
We now prove Theorem 2.
5. Well-posedness of heterogeneous and hmogenized equations.
We now discuss the well-posedness for (1.10) and (1.11).
Let us denote by {Sα(t), t ≥ 0} the analytic semigroup generated by
−δα(xǫ )(−∆)
α/2,moreover, we haveHα →֒ H−λ is compact. then,−δα(xǫ )(−∆)
α/2
is the generator of compact semigroup Sα(t) on Hλ. Then, for the equation
(1.10) and (1.11), we can obtain the existence and uniqueness of the mild
solutions naturally.
6. Proof of the Theorem 2. We now prove Theorem 2 by a martin-
gale approach. The proof is also divided into two parts: the tightness and
the limit law.
6.1. Tightness. We denote πm1,ǫ1 the probability measure induced by
mǫ1v
ǫ. We can infer the next lemma.
Lemma 12. If vǫ is a solution of heterogeneous equation (1.10), and
π
m1,ǫ
1 is the probability measure induced by m
ǫ
1v
ǫ. Then, {πm1,ǫ : ǫ > 0} is
tight in (K1,T1).
Thanks to the Lemma 4, we can obtain several uniform estimates con-
cerning the solution vǫ for the original heterogenous system (1.11).
Lemma 13. Let vǫ be a solution of heterogeneous equation (1.10) with
initial value v0 ∈ H
α/2. Then there exists a positive constant C, independent
of ǫ, such that
(6.1) sup
ǫ
E[ sup
0≤t≤T
||vǫt ||
4
L2 ] + sup
ǫ
E[(
∫ T
0
||vǫt ||
2
Hα/2
dt)2] ≤ C||v0||
4
L2 .
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Next, we shall show the equicontinuity of {(mǫ1v
ǫ, ϕ)}ǫ>0 for each ϕ ∈
C∞c (R).
Lemma 14. Let vǫ be the solution of the heterogeneous equation (1.10)
with initial value v0 ∈ H. Then, for every ϕ ∈ C
∞
c (R), there exists a positive
constant C such that
sup
ǫ
E[(mǫ1v
ǫ
t −m
ǫ
1v
ǫ
s, ϕ)
4] ≤ C|t− s|2||v0||
4
L2 ,
for all s, t ∈ [0, T ].
Proof. By the definition of vǫ, we can see
(mǫ1v
ǫ
t −m
ǫ
1v
ǫ
s, ϕ)
4 ≤ 27(
∫ t
s
(F ǫm1v
ǫ
r, ϕ)dr)
4 + 27(
∫ t
s
(Lǫm1v
ǫ
r, ϕ)dr)
4
+ 27(
∫ t
s
(mǫ1v
ǫσ(
x
ǫ
), ϕ)dWr)
4.
Then, For the operators F ǫm1 andL
ǫ
m1 , we have
(F ǫm1v
ǫ
r, ϕ) ≤ C0||v
ǫ
r||L2 ||ϕ||H1 ,
(Lǫm1v, v) = −
1
2
(D∗v(x, y), δα,ǫ(x)mǫ1(x)D
∗v(x, y))L2(R×R) ≤ 0.
We use λǫ to denote the eigenvalues of Lǫm1 , from the fact that the function
δ,m are bounded, we know that there exists a positive constant C1, C2, C3
such that
(λǫv, v) ≥ −C1[v]
2
Hα/2
.
Moreover, we have
E(
∫ t
0
(Lǫm1vr, vr)ds)
2 = E(
∫ t
0
λǫ||vr||
2
L2ds)
2 ≤ C2||v0||
4
L2 .
Then,
E(
∫ t
s
(Lǫm1v
ǫ
r, ϕ)dr)
4 ≤ E(
∫ t
s
−λǫ||vǫr||L2 ||ϕ||L2dr)
4
≤ (λǫ)4||ϕ||4L2E(
∫ t
s
||vǫr||L2dr)
4
≤ (λǫ)2C21 ||ϕ||
4
L2E(
∫ t
s
||vǫr||Hα/2dr)
4
≤ C3||ϕ||
4
L2 |t− s|
2||v0||
4
L2 .
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Then, we can conclude that
sup
ǫ
E[(mǫ1v
ǫ
t −m
ǫ
1v
ǫ
s, ϕ)
4] ≤ C|t− s|2||v0||
4
L2 .
We can also infer the next three lemmas in the same way we used in
Lemma 6, 7, 8.
Lemma 15. There exist a subsequence ǫk → 0 as k → ∞, and a proba-
bility measure π˜1 on K1 such that
πm1,ǫk ⇒ π˜1 in (K1,T1).
Lemma 16. Let ǫk be the subsequence in Lemma 6 and π
ǫk
1 be the prob-
ability measure induced by vǫk . Then
π
ǫk
1 ⇒ π˜1 in (K1,T2),
as k →∞.
Lemma 17. The homogenized equation (1.10) has at most one martin-
gale solution on (K1,D).
6.2. Identification of the limit law. Recall the calculation in sub-
section 3.2, in order to obtain that π˜1 is the martingale solution for the
homogenized equation (1.10), we only need to show, as ǫ goes to 0,
((V ǫ)∗ξǫ, ψ)L2 → (
∫
T
δα(y)m1dy · (−(−∆)
α/2ξ(x)) + ξ′(x)
∫
T
g(y)m1(y)dy
+ ξ(x)
∫
T
f(y)m1(y)dy, ψ).
We will construct a family of test functions ξǫ ∈ C∞c (R) as follows:
(6.2) ξǫ(x) = m1(
x
ǫ
)(ξ(x) + ǫh3(
x
ǫ
)ξ′(x)),
where the function h3 is the solution of the following equations:
(6.3)
{
(L˜m)
∗h3(y) = d(y)m1(y), y ∈ T,∫ 1
0 h3(y)dy = 1.
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First, for functions f, g, ψ ∈ Hα/2,
(−(−∆)α/2(f · g)(x), ψ(x))L2 =
∫
R
∫
R
(f(x)g(x) − f(y)g(y))ψ(x)γ2(x, y)dxdy
=
1
2
∫
R
∫
R
(f(x)g(x) − f(y)g(y))(ψ(x) − ψ(y))γ2(x, y)dxdy
=
1
2
(D∗(fg)(x, y),D∗ψ(x, y))L2(R×R)
=
1
2
∫
R
∫
R
[(f(x)− f(y)g(x) + f(x)(g(x) − g(y))](ψ(x) − ψ(y))γ2(x, y)dxdy
=
1
2
(D∗(f)(x, y)g(x) +D∗(g)(x, y)f(y)),D∗ψ(x, y))L2(R×R).
Next, we denote δ1(x) = δ
α(x). For the operator Lǫ, we have
((Lǫ)∗ξǫ, ψ) = (−(−∆)α/2(δǫ1ξ
ǫ)(x), ψ(x))L2 −
1
ǫα−1
((dǫ(x)ξǫ(x))′, ψ(x))
=
1
2
(D∗(δǫ1ξ
ǫ)(x, y),D∗ψ(x, y))L2(R×R) −
1
ǫα−1
((dǫ(x)ξǫ(x))′, ψ(x))
=
1
2
(D∗(δm1,ǫ1 ξ)(x, y),D
∗ψ(x, y))L2(R×R) +
ǫ
2
(D∗(δm1,ǫ1 h3ξ
′
)(x, y),D∗ψ(x, y))L2(R×R)
+ (ǫ−α(dm1)
′ + ǫ1−αdm1,ǫξ′ + ǫ2−α(dm1,ǫ(x)hǫ3(x))
′ξ′ + ǫ2−αdm1,ǫ(x)hǫ3(x)ξ
′′, ψ(x))
=
1
2
(D∗(δm1,ǫ1 ξ)(x, y),D
∗ψ(x, y))L2(R×R) +
ǫ
2
(D∗(δm1,ǫ1 h3ξ
′
)(x, y),D∗ψ(x, y))L2(R×R)
+ (ǫ−α(dm1)
′ + ǫ1−αdm1,ǫξ′ + ǫ1−α(dm1h3)
′ξ′, ψ(x)) + (φ1ǫ , ψ(x))
:= G1 +G2 + (ǫ
−α(dm1)
′ξ + ǫ1−αdm1,ǫξ′ + ǫ1−α(dm1h3)
′ξ′(x), ψ(x)) + (φ1ǫ , ψ(x)),
where (φ1ǫ , ψ(x)) → 0, as ǫ goes to 0. Furthermore, we can show that,
G1 =
1
2
(D∗(δm1,ǫ1 ξ)(x, y),D
∗ψ(x, y))L2(R×R)
=
1
2
(D∗(δm1,ǫ1 (x, y)ξ(x) +D
∗(ξ)(x, y)δm1,ǫ1 (y),D
∗ψ(x, y))L2(R×R)
=
1
2
(D∗(δm1,ǫ1 (x, y),D
∗(ψξ)(x, y) −D∗(ξ)(x, y)ψ(y))L2(R×R)
+
1
2
(D∗(ξ)(x, y), δm1,ǫ1 (y)D
∗ψ(x, y)))L2(R×R) = (−(−∆)
α/2δ
m1,ǫ
1 (x), ψ(x)ξ(x))
+
1
2
(D∗(ξ)(x, y), δm1,ǫ1 (y)D
∗ψ(x, y)−D∗(δm1,ǫ1 (x, y)ψ(y))L2(R×R)
:= I1 + I2.
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For I2, we deduce that,
I2 =
1
2
(D∗(ξ)(x, y), δm1 ,ǫ1 (y)D
∗ψ(x, y) −D∗(δm1,ǫ1 (x, y)ψ(y))L2(R×R)
=
1
2
(D∗(ξ)(x, y),D∗(δm1 ,ǫ1 ψ)(x, y) −D
∗δm1,ǫ1 (x, y)(ψ(x) + ψ(y)))L2(R×R)
= (−(−∆)α/2ξ(x), δm1 ,ǫ1 (x)ψ(x)L2(R) −
1
2
(D∗(ξ)(x, y),D∗δm1,ǫ1 (x, y)·
(ψ(x) + ψ(y))))L2(R×R) := (−(−∆)
α/2ξ(x), δm1 ,ǫ1 (x)ψ(x)L2 + I3,
where we have I3 → 0. In fact,
I3 = −
1
2
(D∗(ξ)(x, y),D∗δm1,ǫ1 (x, y)(ψ(x) + ψ(y))))L2(R×R)
= −
1
2
∫
R
∫
R
(ξ(x)− ξ(y))(δm1 ,ǫ1 (x)− δ
m1,ǫ
1 (y))(ψ(x) + ψ(y)))γ
2(x, y)dxdy
= −
∫
R
∫
R
(ξ(x)− ξ(y))δm1 ,ǫ1 (x)(ψ(x) + ψ(y)))γ
2(x, y)dxdy
= −(
∫
R
(ξ(x)− ξ(y))(ψ(x) + ψ(y)))γ2(x, y)dy, δm1 ,ǫ1 (x))L2 → 0.
From the calculation above, we can obtain that,
G2 = ǫ(−(−∆)
α/2(mǫ1h
ǫ
3)(x), ψ(x)ξ
′(x)) + (φ2ǫ , ψ(x)ξ
′(x)),
where (φǫ2, ψ(x)ξ
′(x))→ 0, as ǫ goes to 0. Then, we have,
((Lǫ)∗ξǫ, ψ)L2 = (−(−∆)
α/2δ
m1,ǫ
1 (x), ψ(x)ξ(x))L2(R) + (−(−∆)
α/2ξ(x),
δ
m1,ǫ
1 (x)ψ(x)L2 + ǫ(−(−∆)
α/2(mǫ1h
ǫ
3)(x), ψ(x)ξ
′(x)) + φ3ǫ
+ (ǫ−α(dm1)′ξ + ǫ1−αdm1,ǫξ′ + ǫ1−α(dm1h3)′ξ′, ψ(x)),
where φ3ǫ goes to 0. Using the equation (1.12), (6.3), as ǫ→ 0, we have
((Lǫ)∗ξǫ, ψ)L2 →
∫
T
δα(y)m1(y)dy · (−(−∆)
α/2ξ(x), ψ(x))L2 .
For the term ǫ−αe(xǫ ), we assume that, there is a function e1 satisfies the
following equation:
(6.4)
{
L˜e1(y) + e(y) = 0,∫
T
e1(y)m1(y) = 0.
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Then, we have
−δm1,ǫ1 (−∆)
α/2e1(
x
ǫ
) + ǫ1−αdm1,ǫ(x)e′1(
x
ǫ
) = ǫ−αem1(
x
ǫ
).
Next, we will show
((F ǫ)∗ξǫ, ψ)→ (ξ′(x)
∫
T
g(y)m1(y)dy + ξ(x)
∫
T
f(y)m1(y)dy, ψ),
as ǫ→ 0. So, we just need to show
(ǫ−αem1(
x
ǫ
), ψ)→ 0,
as ǫ→ 0. In fact,
(ǫ−αem1(
x
ǫ
), ψ) = (−δm1,ǫ1 (−∆)
α/2e1(
x
ǫ
), ψ) + (ǫ1−αdm1,ǫ(x)e′1(
x
ǫ
), ψ).
For the first term,
((−∆)α/2e1(
x
ǫ
), ψ) =
1
2
∫
R
∫
R
eǫ1(x)− e
ǫ
1(y)
|x− y|(1+α)/2
·
ψ(x) − ψ(y)
|x− y|(1+α)/2
dxdy
= (
∫ M
−M
+
∫ −M
−∞
+
∫ ∞
M
)
eǫ1(x)− e
ǫ
1(y)
|x− y|(1+α)/2
·
ψ(x)− ψ(y)
|x− y|(1+α)/2
dxdy,
where M is large enough to make sure
(
∫ −M
−∞
+
∫ ∞
M
)
eǫ1(x)− e
ǫ
1(y)
|x− y|(1+α)/2
·
ψ(x)− ψ(y)
|x− y|(1+α)/2
dxdy < ε.
Then, as ǫ goes to 0, we have
((−∆)α/2e1(
x
ǫ
), ψ)→
1
2
∫
R
∫
R
∫
T
∫
T
e1(x
′)− e1(y
′)
|x− y|(1+α)/2
·
ψ(x) − ψ(y)
|x− y|(1+α)/2
dx′dy′dxdy = 0.
Just like equation (6.4), For the second term, we also assume that there is
a function d1 satisfies the following equation:
(6.5)
{
L˜d1(y) + d(y) = 0,∫
T
d1(y)m1(y) = 0.
Then we obtain
(ǫ1−αdm1,ǫ(x)e′1(
x
ǫ
), ψ)→ 0,
as ǫ goes to 0.
In summary, we can infer that
((V ǫ)∗ξǫ, ψ)L2 →(
∫
T
δα(y)m1dy · (−(−∆)
α/2ξ(x) + ξ′(x)
∫
T
g(y)m1(y)dy
+ ξ(x)
∫
T
f(y)m1(y)dy, ψ).
Moreover, the theorem 2 is proved through the way in Lemma 11.
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7. Application to Data Assimilation. In this section, we present
an application of Theorem 2. We consider the nonlinear filtering problem
(1.14) {
dxt =
1
ǫd(
xt
ǫ )dt+ δ(
xt
ǫ )dL
α
t ,
dyt = σ(
xt
ǫ )dt+ dWt,
then the nonlocal Zakai equation for the conditional probability density
function v of the filtering system (1.14) is the following :{
dvǫ(t, x) = (Lǫ)∗vǫ(t, x)dt + vǫ(t, x)σ2(xǫ )dt+ v
ǫ(t, x)σ(xǫ )dWt,
vǫ(0, x) = v0(x).
We assume that g(xǫ ) = e(
x
ǫ ) = 0, f(
x
ǫ ) = σ
2(xǫ ), in by Theorem 1, we
can deduced that: The family of laws {πǫ1 : ǫ > 0} for the solution v
ǫ of
the nonlocal Zakai equation (1.14) converges in (K1,T1) to the law of the
solution v for the following effective, homogenized local equation
(7.1)
{
dv(t, x) = L̂0v(t, x)dt +
∫
T
m1(y)σ
2(y)dy · v(t, x)dt +M0v(t, x)dWt,
v(0, x) = v0(x),
where M0 is the same operator as (1.4), and
(L̂0v)(x) =
∫
T
δα(y)m1(y)dy · (−(−∆)
α/2)v(x).
In fact, set v̂ǫ = (mǫ1)
−1vǫ. Then the system (1.14) can be rewritten as
(7.2)
{
dv̂ǫ(t, x) = L̂ǫv̂ǫ(t, x)dt+ v̂ǫ(t, x)σ2(xǫ )dt+ σ(
x
ǫ )v̂
ǫ(t, x)dWt,
v̂ǫ(0) = (mǫ1)
−1v0,
where
(L̂ǫv)(x) = −
1
ǫ
d(
x
ǫ
)v′ + (mǫ1)
−1
∫
R
c(
x− y
ǫ
)(δm11 (
y
ǫ
)v(y)− δm11 (
x
ǫ
)v(x))dy.
Similar to the calculation in the fourth section, we deduced that L̂ǫu(x) =
−1ǫd(
x
ǫ )u
′ − δα(xǫ )(−∆)
α/2u(x) in L2(R).
Then L̂ǫ satisfy the Assumptions (vi), (vii). Using Theorem 2, we infer
that the family of laws induced by vǫ = mǫ1v̂
ǫ converges weakly in (K1,T1)
to the law π1 induced by the solution of the following homogenized Zakai
equation: {
dv(t, x) = V 0v(t, x)dt +M0v(t, x)dWt,
v(0, x) = v0(x),
where
V 0v(t, x) = L̂0v(t, x) +
∫
T
m1(y)σ
2(y)dy · v(t, x).
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