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On Approximation by Kantorovich Exponential
Sampling Operators
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Abstract
In this article, we extend our study of Kantorovich type exponential sampling operators in-
troduced in [34]. We derive the Voronovskaya type theorem and its quantitative estimates for
these operators in terms of an appropriate K-functional. Further, we improve the order of ap-
proximation by using the convex type linear combinations of these operators. Subsequently, we
prove the estimates concerning the order of convergence for these linear combinations. Finally,
we give some examples of kernels along with the graphical representations.
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1 Introduction
The sampling theory has been finding its great applications mainly in approximation theory
and signal processing. One of the most prominent result of the sampling theory is named after
Wittaker-Kotelnikov-Shannon (WKS). The WKS sampling theorem [4] provides an exact recon-
struction formula for the band-limited functions. Butzer [25] initiated the study of generalized
sampling series which generalizes the WKS theorem for the functions which are not necessarily
band-limited. These operators have great importance in developing the models for the recon-
struction of signals. The theory has been developed by many authors in various aspects, see eg.,
[24, 8, 30, 42, 6, 22, 23, 41].
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In the past three decades, the exponential sampling has become an advantageous tool to deal
with the problems arising in the wide areas of mathematics as well as physics, see eg. [19, 21, 32,
40]. Bartero, Pike [19] and Gori [32] proposed the exponential sampling formula to approximate
the Mellin band-limited functions having exponentially spaced data. This formula is widely
considered as the Mellin-version of the well known Shannon sampling theorem [25]. But, the
pioneering idea of mathematical study of exponential sampling formula is credited to Butzer
and Jansche (see [27]) by using the theory of Mellin transform. The separate study of Mellin’s
theory has been initiated by Mamedov in [38] and carried forward in [26, 27, 28]. Bardaro et al.
generalized the above theory by replacing the linc function in the exponential sampling formula
by the more general kernel function in [16]. It allows to approximate a continuous function
by using its values at the points (e
k
w ). But in practice, it is difficult to obtain the sample values
at these nodes exactly. Thus, it is advantageous to replace the value f (e
k
w ) by the mean value
of f (ex) in the interval
[
k
w
,
k+1
w
]
for k ∈ Z, w > 0. This led us to introduce and analyze the
Kantorovich version of the generalized exponential sampling series in [34]. The Kantorovich
type generalization of operators is a significant subject in approximation theory as the Lebesgue
integrable functions can be approximated by using Kantorovich type operators. In the last few
decades, the Kantorovich modifications of several operators have been constructed and analyzed,
eg.[5, 7, 9, 25, 29, 31, 36, 35, 1, 33, 2]. We also refer some of the recent developments related
to the theory of exponential sampling, see [16, 12, 17, 3, 18, 34].
In view of Corollary 2 of [16], it is evident that the convergence of the operator (S
φ
w f ) to f is
of order O(w−r) for f ∈C(r)(R+) under the assumptions that the higher order moments of the
kernel are null. The situation becomes comparatively downer for the Kantorovich version of the
above operator which is introduced and analyzed in [34]. In Theorem 2 of [34], we derived the
following asymptotic formula under the assumption that the first order discrete moment vanishes.
For f ∈C(2)(R+) and w > 0, we have
lim
w→∞
w
[
(Iχw f )(x)− f (x)
]
=
(θ f )(x)
2
, x ∈ R+.
It is clear from the above formula that the convergence of the operator (I
χ
w f ) to f is of order
O(w−1) for f ∈ C(2)(R+). In view of Theorem 3.1 of section 3, it is evident that one can not
improve the order of convergence even if the existence of the higher derivatives for the function
is assured and the higher order moments for the kernel are vanishing on R+. Subsequently, it is
hard to find the examples of the kernel function such that the higher order moments of the kernel
are null. This motivates us to investigate further about the order of convergence of the family of
operators (I
χ
w ( f , .))w>0.
The idea of considering the linear combination of the operators is mainly inspired from the
pioneer study of Butzer [20] and by many authors in [37, 10, 11, 3]. In this paper, we implement
this constructive approach to improve the order of convergence for the Kantorovich exponential
sampling operators avoiding the constraint that the higher order moments for the kernels must
vanish on R+.
The paper is organized as follows. In section 3, we obtain the asymptotic formula and the
quantitative estimates for the above family of operators in terms of Peetre’s K-functional. The
section 4 is devoted to analyse the approximation properties of the linear combinations of Kan-
torovich exponential sampling operators. We also prove the better order of convergence for these
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operators. Finally we have shown the approximation of different functions by the Kantorovich
exponential sampling operators and its linear combination of operators. The error estimates are
also provided.
2 Preliminaries
In what follows, we denote byC(r)(R+), r ∈N the space of all functions such that upto rth order
derivatives are continuous and bounded on R+. Let C(R+) be the space of all continuous and
bounded functions on R+. A function f ∈C(R+) is called log-uniformly continuous on R+, if
for any given ε > 0, there exists δ > 0 such that | f (u)− f (v)| < ε whenever | logu− logv| ≤ δ ,
for any u,v ∈ R+. We denote the space of all log-uniformly continuous and bounded functions
defined on R+ by C (R+). Similarly, C (r)(R+) denotes the space of functions which are n-times
Mellin continuously differentiable and θ r f ∈ C (R+). We consider M(R+) as the class of all
Lebesgue measurable functions on R+ and L∞(R+) as the space of all bounded functions on R+
throughout this paper.
For 1 ≤ p < +∞, let Lp(R+) be the space of all the Lebesgue measurable and p-integrable
functions defined on R+ equipped with the usual norm ‖ f‖p. For c ∈R, we define the space
Xc = { f : R
+ → C : f (·)(·)c−1 ∈ L1(R+)}
equipped with the norm
‖ f‖Xc = ‖ f (·)(·)
c−1‖1 =
∫ +∞
0
| f (u)|uc−1du.
The Mellin transform of a function f ∈ Xc is defined by
Mˆ[ f ](s) :=
∫ +∞
0
us−1 f (u) du , (s = c+ it, t ∈ R).
A function f ∈ Xc ∩C(R
+),c ∈ R is called Mellin band-limited in the interval [−η ,η ], if
Mˆ[ f ](c+ iw) = 0 for all |w|> η , η ∈ R+.
Let f : R+ → C and c ∈ R. Then, Mellin differential operator θc is defined by
θc f (x) := x f
′(x)+ c f (x), x ∈ R+.
We consider θ f (x) := θ0 f (x) throughout this paper. The Mellin differential operator of order
r ∈N is defined by θ rc := θc(θ
r−1
c ), θ
1
c := θc, . The basic properties of the Mellin transform can
be found in [26].
2.1 Kantorovich type Exponential Sampling Operators
Let x∈R+ and w > 0. The Kantorovich version of the exponential sampling operators is defined
by ([34])
(Iχw f )(x) =
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
f (eu) du, (2.1)
3
where f :R+→R is locally integrable such that the above series is convergent for every x ∈R+.
It is clear that for f ∈ L∞(R+), the above series is well defined for every x∈R+. Let χ :R+→R
be the kernel function which is continuous on R+ such that it satisfies the following conditions:
(i) For every x ∈ R+,
+∞
∑
k=−∞
χ(e−kxw) = 1.
(ii) For some r > 0, Mr(χ)<+∞ and
lim
γ→+∞
∑
|k−log(u)|>γ
|χ(e−ku)| |k− log(u)|r = 0,
uniformly with respect to u ∈ R+.
Remark 2.1 The condition (ii) implies that there holds
lim
η→+∞
∑
|k−log(u)|>η
|χ(e−ku)| |k− log(u)| j = 0, j = 0,1, · · · r−1.
We define the algebraic moments of order ν for the kernel function χ as
mν(χ ,u) :=
+∞
∑
k=−∞
χ(e−ku)(k− log(u))ν , ∀ u ∈ R+.
Similarly, the absolute moment of order ν can be defined as
Mν(χ ,u) :=
+∞
∑
k=−∞
|χ(e−ku)||k− log(u)|ν , ∀ u ∈ R+.
We define Mν(χ) := sup
u∈R+
Mν(χ ,u).
3 Approximation Results
In this section, we establish some direct results e.g., Voronovskaya type asymptotic formula and
its quantitative estimation for the Kantorovich exponential sampling operators (2.1).
Theorem 3.1 Let χ be the kernel function and f ∈C(r)(R+). Then we have
[(Iχw f )(x)− f (x)] =
r
∑
i=1
(θ i f )(x)
(i+1)! wi
[
i+1
∑
j=1
(
i+1
j
)
mi− j+1(χ ,x)
]
+Rr(x),
where Rr(x) represents an absolutely convergent series given by
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)r du.
Moreover, we have Rr(x) = o(w
−r) as w → ∞.
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Proof. For f ∈C(r)(R+), the Taylor’s formula in terms of Mellin derivatives ([16]) can be written
as
f (eu)= f (x)+(θ f )(x)(u− log x)+
(θ2 f )(x)
2!
(u− logx)2+ · · ·+
(θ r f )(x)
r!
(u− logx)r(x)+h
(
eu
x
)
(u− logx)r,
where h : R+ → R is a bounded function such that lim
t→1
h(t) = 0. In view of (2.1) we obtain
[(I
χ
w f )(x)− f (x)]
=
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
(
r
∑
i=1
(θ i f )(x)
i!
(u− logx)i +h
(
eu
x
)
(u− logx)r
)
du
=
r
∑
i=1
(θ i f )(x)
i!
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
(u− logx)i du+Rr(x),
where Rr(x) :=
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)rdu. For any fixed index η , we obtain
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
(θη f )(x)
η!
(u− logx)η du =
(θη f )(x)
wη(η +1)!
[
η+1
∑
j=1
(
η +1
j
)
mη− j+1(χ)
]
.
Next we estimate the remainder term Rr(x).
|Rr(x)| ≤
+∞
∑
k=−∞
|χ(e−kxw)|
∣∣∣∣∣w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)r du
∣∣∣∣∣
≤

 ∑
| k
w
−logx|<γ
+ ∑
| k
w
−logx|≥γ

 |χ(e−kxw)|
∣∣∣∣∣w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)r du
∣∣∣∣∣ .
Using condition (ii) and the fact that h(x) is bounded such that lim
x→1
h(x) = 0, we see that
wr|Rr(x)| ≤
ε
(r+1)
(
r+1
∑
j=1
(
r+1
j
)
Mr− j+1(χ)+‖h‖∞
)
.
This clearly shows that the series is absolutely convergent and Rr(x) = o(w
−r) as w → ∞ for
arbitrary ε > 0. On combining all the estimates, we obtain the desired result.
As a consequence of the above theorem, we establish the following corollary.
Corollary 3.1 Let χ be the kernel and f ∈C(1)(R+). Then, we have the following asymptotic
formula
lim
w→∞
w[(Iχw f )(x)− f (x)] =
(θ f )(x)
2
(
1+2m1(χ ,x)
)
+o(w−1).
Moreover, if m j(χ ,x) = 0 for 1≤ j ≤ r−1 then for f ∈C
(r)(R+), we have
[(Iχw f )(x)− f (x)] =
r
∑
i=1
(θ i f )(x)
(i+1)! wi
+
(θ r f )(x)
(r!) wr
mr(χ ,x)+o(w
−r).
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3.1 Quantitative estimates
Now we derive the quantitative estimates concerning the order of convergence for the family of
operators (I
χ
w ( f , .))w>0 by using the Peetre’s- K functional (see [13]). The Peetre’s K-functional
for f ∈ C (R+) is defined by
Kˆ( f ,ε ,C (R+),C (1)(R+)) := inf{‖ f −g‖∞ + ε‖θg‖∞ : g ∈ C
(1)(R+),ε ≥ 0}.
Theorem 3.2 Let χ be the kernel function and f ∈C (1)(R+). Then the following estimate holds∣∣∣∣[(Iχw f )(x)− f (x)]− (θ f )(x)2w (1+2m1(χ ,x))
∣∣∣∣≤ 1+2M1(χ)w Kˆ
(
f ,
1
6w
(
1+3M1(χ)+3M2(χ)
1+2M1(χ)
))
.
Proof. From the Mellin’s Taylor formula for r = 1, we have∣∣∣∣[(Iχw f )(x)− f (x)]− (θ f )(x)2w (1+2m1(χ ,x))
∣∣∣∣ =
∣∣∣∣∣
+∞
∑
k=−∞
χ(e−kxw) w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)du
∣∣∣∣∣
≤
+∞
∑
k=−∞
|χ(e−kxw)|
∣∣∣∣∣w
∫ k+1
w
k
w
h
(
eu
x
)
(u− logx)du
∣∣∣∣∣ := I.
Now we substitute R1( f ,x,u) = h
(
eu
x
)
(u− logx), u∈
[
k
w
,
k+1
w
]
. Then, by using the estimate
|R1( f ,x,u)| ≤ 2|u− logx| Kˆ
(
θ f ,
|u− logx|
4
)
(see [13]), we can write
I ≤
+∞
∑
k=−∞
|χ(e−kxw)| w
∫ k+1
w
k
w
2|u− logx|Kˆ
(
θ f ,
|u− logx|
4
)
du
= 2‖θ( f −g)‖∞
+∞
∑
k=−∞
|χ(e−kxw)|w
∫ k+1
w
k
w
|u− logx| du+
‖θ2g‖∞
2
+∞
∑
k=−∞
|χ(e−kxw)|w
∫ k+1
w
k
w
|u− logx|2du
= ‖θ( f −g)‖∞
(
1+2M1(χ)
w
)
+‖θ2g‖∞
(
1+3M1(χ)+3M2(χ)
6w2
)
=
(
1+2M1(χ)
w
)(
‖θ( f −g)‖∞ +‖θ
2g‖∞
1
6w
(
1+3M1(χ)+3M2(χ)
1+2M1(χ)
))
.
Taking infimum over g ∈ C 2(R+), we obtain
I ≤
1+2M1(χ)
w
Kˆ
(
f ,
1
6w
(
1+3M1(χ)+3M2(χ)
1+2M1(χ)
))
.
Theorem 3.3 Let f ∈ C (r)(R+) and χ be the kernel such that m j(χ ,x) = 0 for 1 ≤ j ≤ r− 1.
Then, we have∣∣∣∣∣[(Iχw f )(x)− f (x)]−
r
∑
i=1
(θ i f )(x)
(i+1)! wi
−
(θ r f )(x)
(r!)wr
mr(χ ,x)
∣∣∣∣∣ ≤ 2Awr(r+1)! Kˆ
(
f ,
B
2A(r+1)w
)
,
where A = (1+(r+1)Mr(χ)) and B = (1+(r+2)Mr+1(χ)).
6
Proof. From the Mellin’s Taylor formula, we have∣∣∣[(Iχw f )(x)− f (x)]− r∑
i=1
(θ i f )(x)
(i+1)! wi
−
(θ r f )(x)
(r!)wr
mr(χ ,x)
∣∣∣
≤
+∞
∑
k=−∞
|χ(e−kxw)|
∣∣∣w∫ k+1w
k
w
h
(
eu
x
)
(u− logx)rdu
∣∣ := J.
Putting Rr( f ,x,u) = h
(
eu
x
)
(u− logx)r, u ∈
[
k
w
,
k+1
w
]
and using the estimate |Rr( f ,x,u)| ≤
2
|u− logx|r
r!
Kˆ
(
θ r f ,
|u− logx|
2(r+1)
)
, we obtain
J ≤
2‖θ r( f −g)‖∞
r!
+∞
∑
k=−∞
|χ(e−kxw)|w
∫ k+1
w
k
w
|u− logx|rdu
+
‖θ r+1g‖∞
(r+1)!
+∞
∑
k=−∞
|χ(e−kxw)|w
∫ k+1
w
k
w
|u− logx|r+1du
≤
2‖θ r( f −g)‖∞
wr(r+1)!
(1+(r+1)Mr(χ))+
‖θ r+1g‖∞
wr+1(r+2)!
(1+(r+2)Mr+1(χ))
≤
2(1+(r+1)Mr(χ))
wr(r+1)!
(
‖θ r( f −g)‖∞ +
1
2(r+1)w
(1+(r+2)Mr+1(χ))
(1+(r+1)Mr(χ))
‖θ r+1g‖∞
)
.
Now taking infimum over g ∈ C 2(R+), we get the desired estimate.
4 Construction of linear combinations
This section is devoted to the study of approximation properties of the linear combinations of
the Kantorovich exponential sampling operators. Our central aim is to construct the appropriate
linear combination of the operators (I
χ
w ( f , .))w>0 to produce the better order of convergence in
the asymptotic formula. Let ci, i = 1,2, ..., p be non-zero real numbers such that
p
∑
i=1
ci = 1. For
x ∈ R+ and w > 0, we define the linear combination of the above operators as follows.
(Iχw,p)( f ,x) =
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
f (eu) du =
p
∑
i=1
ci (I
χ
iw)( f ,x). (4.2)
Now we prove the asymptotic formula for the family of operators defined in (4.2).
Theorem 4.1 Let χ be the kernel function and f ∈C(r)(R+). Then, we have
[(Iχw,p)( f ,x)− f (x)] =
p
∑
i=1
r
∑
j=1
(θ j f )(x)
( j+1)! w j
M¯
p
j (χ)+o(w
−r),
where M¯
p
k (χ) :=
p
∑
i=1
ci
ik
(
k+1
∑
j=1
(
k+1
j
)
mk− j+1(χ ,x)
)
.
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Proof. From the condition
p
∑
i=1
ci = 1, we can write
[(Iχw,p)( f ,x)− f (x)] =
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
( f (eu)− f (x)) du.
Now using the rth order Mellin’s Taylor formula, we obtain
[(Iχw,p)( f ,x)− f (x)] =
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
(
r
∑
j=1
(θ j f )(x)
j!
(u− logx) j +h
(
eu
x
)
(u− logx)r
)
du
=
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
(
r
∑
j=1
(θ j f )(x)
j!
(u− logx) jdu
)
+
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
h
(
eu
x
)
(u− logx)r du
=
p
∑
i=1
ci
(
r
∑
j=1
(θ j f )(x)
w j( j+1)! i j
(
j+1
∑
η=1
(
j+1
η
)
m j−η+1(χ ,x)
))
+ I,
where I =
p
∑
i=1
ci
+∞
∑
k=−∞
χ(e−kxiw) (iw)
∫ k+1
iw
k
iw
h
(
eu
x
)
(u− logx)r du. Now proceeding along the
lines of Theorem 3.1, it follows that I = o(w−r) as w → ∞. Hence, the proof is completed.
From the above theorem, we deduce the following Voronovskaja type asymptotic results.
Corollary 4.1 For f ∈C(1)(R+), we have
[(Iχw,p)( f ,x)− f (x)] =
p
∑
i=1
ci
i
(
(θ f )(x)
2w
(1+2m1(χ ,x))
)
+o(w−1).
Furthermore, if m j(χ ,x) = 0 for 1≤ j ≤ r−1, we have
[(Iχw,p)( f ,x)− f (x)] =
p
∑
i=1
ci
(
r
∑
j=1
(θ j f )(x)
( j+1)!w j i j
)
+
p
∑
i=1
ci
ir
(
(θ r f )(x)
r! wr
mr(χ ,x)
)
+o(w−r).
Corollary 4.2 Under the assumptions of Theorem 4.1 and if M¯
p
k (χ) = 0 for k = 1,2, · · · p− 1,
then for f ∈C(r)(R+) with r ≥ p, we have
lim
w→∞
wp[(Iχw,p f )(x)− f (x)] =
(θ p f )(x)
p+1!
M¯pp(χ).
It is important to remark that M¯
p
k (χ) does not vanish in general, even if the higher order moments
for the kernel are zero on R+. So, in order to have M¯
p
k (χ) = 0 for k = 0,1,2, · · · p−1, we need
to solve the following system
p
∑
i=1
ci = 1,
p
∑
i=1
ci
i
= 0,
p
∑
i=1
ci
i2
= 0, · · ·
p
∑
i=1
ci
ip−1
= 0.
The solution of the above system yields a linear combination which provides the convergence of
order at least p for functions f ∈C(p)(R+). Let f ∈C(2)(R+) and p = 2, then we have
c1+ c2 = 1 and c1+
c2
2
= 0.
On solving, we obtain c1 =−1 and c2 = 2. Then the linear combination is given by
(I
χ
w,2)( f ,x) =−(I
χ
w )( f ,x)+2(I
χ
2w)( f ,x) , x ∈ R
+
. (4.3)
Now for r ≥ 2, the asymptotic formula for combination (4.3) acquires the form
[(I
χ
w,2)( f ,x)− f (x)] =
r
∑
j=2
(θ j f )(x)
( j+1)!w j
M¯2j (χ)+o(w
−r),
which provides the convergence of order at least 2 for f ∈C(2)(R+). Similarly, if we take p = 3
then for f ∈C(3)(R+), we need to solve the following system:
c1+ c2+ c3 = 1
c1+
c2
2
+
c3
3
= 0
c1+
c2
4
+
c3
9
= 0.
The solution gives c1 =
1
2
, c2 = −4 and c3 =
9
2
. Then the following linear combination ensures
the order of convergence atleast 3 for f ∈C(3)(R+)
(I
χ
w,3)( f ,x) =
1
2
(Iχw)( f ,x)+ (−4)(I
χ
2w)( f ,x)+
9
2
(I
χ
3w)( f ,x), x ∈ R
+
. (4.4)
The corresponding asymptotic formula has the form
[(I
χ
w,3)( f ,x)− f (x)] =
r
∑
j=3
(θ j f )(x)
( j+1)!w j
M¯3j (χ)+o(w
−r).
Theorem 4.2 Let χ be the kernel function and f ∈ C (1)(R+). Then, we have∣∣∣∣∣Iw,p(χ ,x)− f (x)−
p
∑
i=1
ci
i
(
(θ f )(x)
2w
(1+2m1(χ ,x))
)∣∣∣∣∣≤ (1+2M1(χ))w
p
∑
i=1
ci
i
Kˆ
(
θ f ,
A
B
1
6w
)
,
where A =
p
∑
i=1
ci
i2
(1+3M1(χ)+3M2(χ)) and B =
p
∑
i=1
ci
i
(1+2M1(χ)).
Proof. We see that
∣∣∣∣∣Iw,p(χ ,x)− f (x)−
p
∑
i=1
ci
i
(
(θ f )(x)
2w
(1+2m1(χ ,x))
)∣∣∣∣∣
≤
p
∑
i=1
ci
+∞
∑
k=−∞
|χ(e−kxiw)|
∣∣∣(iw)∫ k+1iw
k
iw
h
(
eu
x
)
(u− logx)du
∣∣∣ := J.
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In an analogous way to Theorem 3.2, we put R1( f ,x,u) = h
(
eu
x
)
(u− logx)r, u ∈
[
k
iw
,
k+1
iw
]
for i ∈N and using the estimate |R1( f ,x,u)| ≤ 2|u− logx| Kˆ
(
θ r f ,
|u− logx|
4
)
, we obtain
J ≤
p
∑
i=1
ci
+∞
∑
k=−∞
|χ(e−kxiw)| (iw)
∫ k+1
iw
k
iw
2|(u− logx)|Kˆ
(
θ f ,
|u− logx|
4
)
du
=
p
∑
i=1
ci
(
2‖θ( f −g)‖∞
+∞
∑
k=−∞
|χ(e−kxiw)|(iw)
∫ k+1
iw
k
iw
|u− logx|du
)
+
p
∑
i=1
ci
(
‖θ2g‖∞
2
+∞
∑
k=−∞
|χ(e−kxiw)|(iw)
∫ k+1
iw
k
iw
|u− logx|2du
)
=
p
∑
i=1
ci
(
‖θ( f −g)‖∞
(
1+2M1(χ)
iw
)
+‖θ2g‖∞
(
1+3M1(χ)+3M2(χ)
6i2w2
))
.
Now taking infimum over g ∈ C 2(R+), we get the desired result.
Now, we have the following corollary.
Corollary 4.3 Let χ be the kernel function and f ∈C (r)(R+) with m j(χ ,x)= 0 for 1≤ j≤ r−1.
Then, we have the following estimate∣∣∣∣∣[Iw,p(χ ,x)− f (x)]−
p
∑
i=1
ci
(
r
∑
j=1
(θ j f )(x)
( j+1)!w j i j
)
−
p
∑
i=1
ci
ir
(
(θ r f )(x)
r! wr
mr(χ ,x)
)∣∣∣∣∣
≤
2D
wr(r+1)!
p
∑
i=1
ci
ir
Kˆ
(
θn f ,
1
w(r+1)
E
F
)
,
where D = (1+(r+1)Mr(χ)), E =
p
∑
i=1
ci
ir+1
(
1+(r+2)Mr+1(χ)+
(r+1)(r+2)
2
Mr(χ)
)
and
F =
p
∑
i=1
ci
ir
(1+(r+1)Mr(χ)) .
5 Examples and graphical representation
We begin with the well-known Mellin’s B-spline function(see [16]). The Mellin’s B-splines of
order n for x ∈R+ are defined as
B¯n(x) :=
1
(n−1)!
n
∑
j=0
(−1) j
(
n
j
)(
n
2
+ logx− j
)n+1
+
,
where (x)+ := max{x,0}. Since B¯n(x) is compactly supported and continuous on R
+, we have
B¯n(x) ∈ Xc for any c ∈ R. The Mellin transformation of B¯n is given by
Mˆ[B¯n](c+ it) =
(
sin( t
2
)
( t
2
)
)n
, t 6= 0. (5.5)
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To show that the above kernel satisfies the assumptions (i) and (ii), we use the following Mellin’s
Poisson summation formula
(i) j
+∞
∑
k=−∞
χ(ekx)(k− log(u)) j =
+∞
∑
k=−∞
Mˆ( j)[χ ](2kpii) x−2kpii , for k ∈ Z.
The Mellin B-spline satisfies all the assumptions of the presented theory (see [16, 3, 34]). Con-
sider the Mellin B-spline of order 2
B¯2(x) =


1− logx, 1< x < e
1+ logx, e−1 < x < 1
0, otherwise.
Nowwe show the approximation of f (x)= 1−cos(4ex), x∈ [0.5,1] by (I
χ
iw f )(x) and (I
χ
w,3 f )(x)
obtained in (4.4) for i = 1,2,3 and w = 15 (Fig.1). It is evident from the graph that the combi-
nation (4.4) provides the better rate of convergence.
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
0
0.5
1
1.5
2
2.5
X−axis
Y−
ax
is
 
 
Figure 1: This figure shows the approximation of f (x) = (1− cos(4ex)), x ∈ [0.5,1] (Black) by
(IB¯215 f )(x) (Blue), (I
B¯2
2×15 f )(x) (Green), (I
B¯2
3×15 f )(x) (Yellow) and (I
B¯2
15,3 f )(x) (Red) respectively.
Table 1 Error estimation (upto 4 decimal points) in the approximation of f (x) by (I
χ
w,3 f )(x)
and (I
χ
iw f )(x) for i = 1,2,3 and w = 15.
x | f (x)− IB¯215 f (x)| | f (x)− I
B¯2
2×15 f (x)| | f (x)− I
B¯2
3×15 f (x)| | f (x)− I
B¯2
15,3 f (x)|
0.60 0.1422 0.0664 0.0424 0.0039
0.75 0.1474 0.0807 0.0561 0.0033
0.80 0.0613 0.0462 0.0359 0.0070
0.90 0.2182 0.0800 0.0499 0.0136
0.95 0.3230 0.1520 0.0963 0.0129
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Now let us consider 4th order Mellin B-spline function B¯4(x). From the Mellin’s Poisson
summation formula, we obtain m0(B¯4) = 1, m1(B¯4) = 0, m2(B¯4) =
1
3
, m3(B¯4) = 0. Now for
f ∈C(2)(R+), we have the asymptotic formula as
lim
w→+∞
w[(IB¯4w f )(x)− f (x)] =
(θ f )(x)
2
.
But in view of (4.3) and Corollary 2, we obtain the following asymptotic formula
lim
w→+∞
w2[IB¯4w,2 f )(x)− f (x)] =
−(θ2 f )(x)
6
.
This clearly shows that the combination (4.3) provides the order of convergence atleast 2 in
asymptotic formula for f ∈C(2)(R+). Subsequently, let p = 3 and f ∈C(r)(R+), r ≥ 3. In view
of Theorem 1, we have the following asymptotic formula
lim
w→+∞
w[(IB¯4w f )(x)− f (x)] =
(θ f )(x)
2
.
But the combination (4.4) provides the following asymptotic formula
lim
w→+∞
w3[(IB¯4w f )(x)− f (x)] =
(θ3 f )(x)
48
which ensures the rate of convergence atleast 3 for f ∈C(3)(R+).
2 2.5 3 3.5 4
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
X−axis
Y−
ax
is
 
 
I30
B4
I2*30
B4
I30,2
B4
g(x)
Figure 2: This figure shows the approximation of g(x) = sin(2pix)+ 2sin
(
pix
2
)
, x ∈
[
pi
2
,4
]
(Black)
by (IB¯430 g)(x) (Blue), (I
B¯4
2×30g)(x) (Green) and (I
B¯4
30,2g)(x) (Red) respectively.
Table 2 Error estimation (upto 4 decimal points) in the approximation of g(x) by (IB¯4w,2 f )(x)
and (IB¯4iw f )(x) for i = 1,2 and w = 30.
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x |g(x)− IB¯430 g(x)| |g(x)− I
B¯4
2×30g(x)| |g(x)− I
B¯4
30,2g(x)|
1.9 0.0880 0.0385 0.0110
2.6 0.2217 0.1325 0.0434
3.1 0.2037 0.1258 0.0479
3.8 0.4948 0.2071 0.0806
Now we consider the linear combination of the Mellin’s B-spline functions of order n as
follows:
χ(x) := c1[τα B¯n(x)]+ c2[τβ B¯n(x)]
= c1[B¯n(αx)]+ c2[B¯n(βx)], ∀x ∈ R
+
.
Here, τh represents h-translates of the function B¯n(x) and is defined as (τh f )(x) := f (hx). The
Mellin’s transformation of χ(x) is given by
Mˆ[χ ](w) = c1Mˆ[B¯n(αx)]+ c2Mˆ[B¯n(βx)]
= c1 α
−wMˆ[B¯n](w)+ c2 β
−wMˆ[B¯n](w), (5.6)
which gives
Mˆ[χ ](2kpii) = c1α
−2kpiiMˆ[B¯](2kpii)+ c2 β
−2kpiiMˆ[B¯](2kpii).
Again from (5.6), we write
Mˆ
′
[χ ](w) = c1(α
−w(Mˆ
′
[B¯](w)−α−w logα))+ c2(α
−w(Mˆ
′
[B¯](w)−β−w logβ )).
In view of Lemma 1 in [34], we obtain
c1+ c2 = 1 , c1 logα + c2 logβ = 0.
On solving for c1 and c2, we get
c1 =
logβ
(logβ − logα)
, c2 =
− logα
(logβ − logα)
.
In particular for α = e and β = e2, we obtain the following linear combination of the Mellin’s
B-spline of order 4
χ(x) = 2B¯4(ex)− B¯4(e
2x) , x ∈ R+.
Indeed, it satisfies all the assumptions of the kernel function. Again by using theMellin’s Poisson
summation formula, we obtain
m0(χ) = 1, m1(χ) = 0, m2(χ) =
−5
3
.
Now for f ∈C(2)(R+) and p = 2, we have the following asymptotic formulae for the operators
(I
χ
w f ) and (I
χ
w,2 f ),
lim
w→+∞
w[(Iχw f )(x)− f (x)] =
(θ f )(x)
2
and
lim
w→+∞
w2[(I
χ
w,2 f )(x)− f (x)] =
1
3
(θ2 f )(x).
Evidently, the combination (4.3) shows the convergence of order atleast 2 for f ∈C(2)(R+).
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