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Abstract
This article proposes new strategies for solving two-point Fractional order Nonlinear Boundary Value Problems (FN-
BVPs) with Robin Boundary Conditions (RBCs). In the new numerical schemes, a two-point FNBVP is transformed
into a system of Fractional order Initial Value Problems (FIVPs) with unknown Initial Conditions (ICs). To approx-
imate ICs in the system of FIVPs, we develop nonlinear shooting methods based on Newton’s method and Halley’s
method using the RBC at the right end point. To deal with FIVPs in a system, we mainly employ High-order Predictor-
Corrector Methods (HPCMs) with linear interpolation and quadratic interpolation [1] into Volterra integral equations
which are equivalent to FIVPs. The advantage of proposed schemes with HPCMs is that even though they are de-
signed for solving two-point FNBVPs, they can handle both linear and nonlinear two-point Fractional order Boundary
Value Problems (FBVPs) with RBCs and have uniform convergence rates of HPCMs, O(h2) and O(h3) for shooting
techniques with Newton’s method and Halley’s method, respectively. A variety of numerical examples are demon-
strated to confirm the effectiveness and performance of the proposed schemes. Also we compare the accuracy and
performance of our schemes with another method.
Keywords: Two-point fractional order nonlinear boundary value problem, Fractional order boundary value problem,
Caputo derivative, Nonlinear shooting method, Predictor-corrector scheme, System of fractional order initial value
problems
1. Introduction
Fractional calculus has proven to describe many phenomena in science and engineering more accurately than
integer order calculus because of the non-local property of the fractional derivative [2, 3, 4, 5, 6, 7]. Many authors
have introduced analytical and numerical methods of the Fractional order Initial Value Problems (FIVPs). Relatively,
Fractional order Boundary Value Problems (FBVPs) have been paid less attention than FIVPs. Moreover, numerical
methods of FNBVPs with Robin Boundary Conditions (RBCs) have hardly been studied. In this paper, we consider
the two-point Fractional order Nonlinear Boundary Value Problem (FNBVP) with RBCs:{
D
α2
a y(t) = f (t,y,D
α1
a y(t)), t ∈ [a,b],
a1y(a)+ b1y
′(a) = γ1, a2y(b)+ b2y
′(b) = γ2,
(1)
where 0< α1 ≤ 1, 1< α2 < 2, α1,α2,γt ∈ R. D
α1
a and D
α2
a are Caputo fractional differentiations defined as follows:
Definition 1.1. Let α ∈ R+. The operator Jαa,t , defined on L1[a,b] by
Jαa y(t) :=
1
Γ(α)
∫ t
a
(t− τ)α−1y(τ)dτ,
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for a≤ t ≤ b, is called the Riemann-Liouville fractional integral operator of order α .
For α = 0, J0a = I, the identity operator.
Definition 1.2. let α ∈ R+. The operator Dαa is defined by
Dαa y(t) := J
⌈α⌉−α
a D
⌈α⌉y(t) =
1
Γ(⌈α⌉−α)
∫ t
a
(t− τ)⌊α⌋−αy(⌈α⌉)(τ)dτ,
where ⌈ ⌉ is the ceiling function and ⌊ ⌋ is the floor function.
The multi-term Caputo sense FIVP can be transformed into the system of FIVPs by the following Theorem 1.1
[8]:
Theorem 1.1. Let us consider the following multi-term Caputo sense fractional differential equation with initial
conditions, {
Dαna y(t) = f (t,y(t),D
α1
a y(t),D
α2
a y(t), · · · ,D
αn−1
a y(t)),
y( j)(a) = y
( j)
a , j = 0,1, · · · ,⌊αn⌋,
(2)
where αn > αn−1 > · · ·α1 > 0, αi−αi−1 ≤ 1 for all i= 2,3, · · · ,n and 0< α1 < 1. Then, we can define βi,{
β1 := α1,
βi := αi−αi−1, i= 2,3, · · · ,n.
Then, the multi-term fractional differential equation with initial conditions (2) is equivalent to the following system of
fractional differential equations:
Dβ1a y1(t) = y2(t),
Dβ2a y2(t) = y3(t),
...
D
βn−1
a yn−1 = yn(t),
Dβna yn = f (t,y1,y2, · · · ,yn−2,yn−1),
(3a)
together with the initial conditions:
yi(t0) =


y(0) if i= 1,
y(l) if αi−1 = l ∈N,
0 else,
(3b)
in the following sense:
1. Whenever the function y ∈C⌈αn⌉[a,b] is a solution of the multi-term equation with initial conditions (2), the vector-
valued function Y := (y1, · · · ,yn)
T with
yi(t) :=
{
y(t) if i= 1,
D
αi−1
a y(t) if i 6= 1,
is a solution of the system of fractional differential equations (3a) with initial conditions (3b)
2. Whenever the vector-valued function Y := (y1, · · · ,yn)
T is a solution of the system of multi-order fractional dif-
ferential equations (3a) with initial conditions (3b), the function y := y1 is a solution of the multi-term equation with
initial conditions (2).
In this paper, we propose new schemes to deal with FNBVPs and the algorithms are summarized as follows:
1. In case of that 0< α1 < 1, we transform the FNBVP (1) with a= 0 into a system of FIVPs using Theorem 1.1.
In case of that α1 = 1, i.e. the FNBVP (1) has a single term of fractional order α2, we substitute the integer order
2
α1 = 1 with the fractional order α1 = 1− ε, ε → 0+ so that the FNBVP satisfies the assumption, 0 < α1 < 1
in Theorem 1.1. First Gronwall inequality for two-term equations in [8] guarantees that the difference between
the solution of FNBVP with α1 = 1 and with α1 = 1−ε approaches 0 as ε → 0+. The FNBVP with α1 = 1−ε
is transformed into a system of FIVPs and then we reduce the number of equations in the system. We prove the
reduced system is equivalent to the original system as ε → 0+ in Section 2.
2. To deal with FIVPs, we adopt high-order predictor-corrector methods (HPCMs) with linear interpolation and
quadratic interpolation [1] into Volterra integral equations which are equivalent to FIVPs.
3. ICs of the FIVPs in the system equivalent to (1) are obtained by RBC at t = 0. But ICs include s := y′(0) and
since s is unknown, we approximate s by means of nonlinear shooting techniques based on Newton’s method
and Halley’s method. The error function |a2y(b,s)+b2y
′(b,s)−γ2| is used to construct the root-finding problem
in order to make the approximate solution to y(t) satisfying the RBC at t = b.
4. The algorithm of the proposed shooting technique is as follows: The system of FIVPs is solved with an initial
approximation to s, sk at the kth iteration. Using the approximate solution to the system obtained by HPCMs
with s0, we find s1 by solving Newton’s (Halley’s) formula. We update the approximate solution to the system
with s1 and measure the norm of the error function. We repeat this process until the norm of the error function
is within a tolerance.
Similar to our proposed schemes, authors in papers [9, 10] introduced numerical methods for solving FBVPs with
RBCs. In papers [9, 10], the FBVP with RBCs is turned into the FIVP by using a shooting method with a guess for
the unknown IC y(0) and then the FIVP is transformed into the Volterra integral equation. The integral-differential
term in the Volterra integral equation is approximated by an integral discretization scheme with constant and first order
interpolating polynomials in paper [9] and [10], respectively. However, the integral discretization schemes can only
handle linear FBVPs and the rate of convergence depends on the fractional order α . This is elaborately addressed in
Chapter 4. The main advantages of our proposed schemes are as follows:
1. The proposed schemes can handle both linear and nonlinear FBVPs with general RBCs.
2. Our proposed schemes can deal with multi-term FBVPs where 0< α1 ≤ 1 and 1< α2 < 2.
3. Our proposed methods with HPCMs have uniform convergence rates O(h2) and O(h3) for shooting techniques
based on Newton’s method and Halley’s method respectively, with enough iterations, regardless of fractional
orders thanks to global error estimates of HPCMs in [1].
4. A matrix equation established iteratively is not involved as Newton’s method and Halley’s method are applied
into a system of FIVPs.
This article is organized as follows. In Section 2, we describe an idea about the transformation of FNBVP with
RBCs (1) into a system of FIVPs. In Section 3, we describe nonlinear shooting methods based on Newton’s method
and Halley’s method, to approximate unknown IC s := y(0) of FIVPs in the system. Also, we briefly mention how to
apply the HPCMs into a system of FIVPs in Section 3. In Section 4, We demonstrate numerical examples verifying
that proposed shooting techniques combined with HPCMs guarantee the global convergence rates of HPCMs. We
also confirm the performance and effectiveness of the proposed methods by comparing with the modified integral
discretization scheme in the paper [10]. A conclusion will be given in Section 5. Finally tables of numerical results
and the linear explicit method which is an alternative method for solving FIVPs are described in the Appendix.
2. Transformation of FNBVP into system of FIVPs
In this section, we describe how to transform the FNBVP with RBCs (1) into a system of FIVPs according to the
value of α1. Basically, we apply Theorem 1.1 with β1 := α1, β2 := 1−α1, β3 := α2−1 to the FNBVP in case of that
0 < α1 < 1. If α1 is equal to 1, then we replace α1 with 1− ε, ε → 0+ and set β1 := 1− ε, β2 := ε, β3 := α2− 1.
We reduce the size of system using the fact β2 → 0+.
Case 1: 0< α1 < 1
First, we consider a FNBVP with Dirichlet boundary conditions as follows:{
D
α2
0 y(t) = f (t,y(t),D
α1
0 y(t)), t ∈ [0,b]
y(0) = y0, y(T ) = yb.
(4)
Applying Theorem 1.1 with β1 := α1, β2 := 1−α1, β3 := α2− 1, FNBVP with Dirichlet boundary conditions (4)
can be transformed as follows:

D
α1
0 y(t) = w(t), y(0) = y0, y(b) = yb,
D
1−α1
0 w(t) = z(t), w(0) = 0,
D
α2−1
0 z(t) = f (t,y(t),w(t)), z(0) = y
(1)(0).
(5)
From the system of fractional differential equations (5), we obtain the following system of FIVPs:

D
α1
0 y(t) = w(t), y(0) = y0,
D
1−α1
0 w(t) = z(t), w(0) = 0,
D
α2−1
0 z(t) = f (t,y(t),w(t)), z(0) = s,
(6)
where the IC s is unknown and so needs to be approximated.
Similar to the case of Dirichlet boundary conditions, FNBVP with RBCs (1) can be written as follows:

D
α1
0 y(t) = w(t), y(0) = y0 =
γ1−b1s
a1
D
1−α1
0 w(t) = z(t), w(0) = 0
D
α2−1
0 z(t) = f (t,y(t),w(t)), z(0) = s.
(7)
Case 2: α1 = 1
We consider the following FBVP with Dirichlet boundary conditions:{
D
α2
0 y(t) = f (t,y(t),y
′(t)), t ∈ [0,b],
y(0) = y0, y(b) = yb,
(8)
where 1< α2 < 2, α2 ∈R. Since the fractional differential equation in (8) does not satisfy the assumption, 0< α1 < 1
in Theorem 1.1, we cannot apply the strategy used in (4) to (8). So we modify the equation in (8) to meet the
assumption, with the same boundary conditions as in (8) as follows:{
D
α2
0 y(t) = f (t,y(t),D
1−ε
0 y(t)), t ∈ [0,b],
y(0) = y0, y(b) = yb,
(9)
where α2 ∈ (1,2), ε → 0+. By Lemma 2.1, solutions of two FBVPs (8) and (9) are approximately equal and the
absolute error depends on ε .
Lemma 2.1. (First Gronwall inequality for two-term equations in [8]). Let α2 > 0 and α1, α˜1 ∈ (0,α2) be chosen so
that the equation
D
α2
0 y(t) = f (t,y(t),D
α1
0 y(t)),
subject to the initial conditions
y(0) = y0,y
(1)(0) = y10, · · · ,y
(⌈α2⌉−1)(0) = y
⌈α2⌉−1
0
and
D
α2
0 z(t) = f (t,z(t),D
α˜1
0 z˜(t))
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subject to the same initial conditions
z(0) = y0,z
(1)(0) = y10, · · · ,z
(⌈α2⌉−1)(0) = y
⌈α2⌉−1
0
(where f satisfies a Lipschitz condition in its second and third arguments on a suitable domain) have unique con-
tinuous solutions y,z : [0,T ]→ R. We assume further that ⌊α1⌋ = ⌊α˜1⌋. Then there exist constants K1 and K2 such
that
|y(t)− z(t)|≤ K1|α1− α˜1|Eαn(K2T
α2), ∀t ∈ [0,T ],
where Eαn denotes the Mittag-Leffler function of order αn.
Applying Theorem 1.1 to (9), we obtain the following system of FIVPs:

D1−ε0 y(t) = w(t), y(0) = y0,
Dε0w(t) = z(t), w(0) = 0,
D
α2−1
0 z(t) = f (t,y(t),w(t)), z(0) = s.
(10)
Now, we show that the system of FIVPs (10) is equivalent to the following system as ε → 0 using Lemmas 2.2 through
2.4 and Theorem 2.1. {
D1−ε0 y˜(t) = z˜(t), y˜(0) = y0,
D
α2−1
0 z˜(t) = f (t, y˜(t), z˜(t)). z˜(0) = s.
(11)
Lemma 2.2. (Theorem 2.10 in [8]) Let f ∈ C[a,b] and m ≥ 0. Moreover assume that αk is a sequence of positive
numbers such that αk → α as k→ ∞. Then, for every δ > 0,
lim
k→∞
sup
t∈[a+δ ,b]
|Jαka f (t)− J
α
a f (t)|= 0.
Lemma 2.3. (Lemma 6.19 in [8]) Let α, T, φ1,φ2 ∈ R
+. Moreover assume that δ : [0,T ]→ R is a continuous
function satisfying the inequality
|δ (t)|≤ φ1+
φ2
Γ(α)
∫ t
0
(t− τ)α−1|δ (τ)|dτ, ∀t ∈ [0,T ].
Then
|δ (t)|≤ φ1Eα(φ2t
α), ∀t ∈ [0,T ].
Lemma 2.4. Let 0< γ ≤ α ≤ β . Then for any t ∈ [a,b],
|Jαa y(t)− J
β
a y(t)|≤
[
Γ(γ)
Γ(α)
(b− a)α−γ +
Γ(γ)
Γ(β )
(b− a)β−γ
]
Jγa |y(t)|.
Proof. By Definition 1.1,
Jαa y(t)+ J
β
a y(t) =
1
Γ(α)
∫ t
a
(t− τ)α−1y(τ)dτ +
1
Γ(β )
∫ t
a
(t− τ)β−1y(τ)dτ
=
1
Γ(α)
∫ t
a
(t− τ)γ−1+(α−γ)y(τ)dτ +
1
Γ(β )
∫ t
a
(t− τ)γ−1+(β−γ)y(τ)ds.
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Then,
|Jαa y(t)− J
β
a y(t)|≤
(b− a)α−γ
Γ(α)
∫ t
a
(t− τ)γ−1|y(τ)|dτ +
(b− a)β−γ
Γ(β )
∫ t
a
(t− τ)γ−1|y(τ)|dτ
≤
[
Γ(γ)
Γ(α)
(b− a)α−γ +
Γ(γ)
Γ(β )
(b− a)β−γ
]
1
Γ(γ)
∫ t
a
(t− τ)γ−1|y(τ)|dτ
≤
[
Γ(γ)
Γ(α)
(b− a)α−γ +
Γ(γ)
Γ(β )
(b− a)β−γ
]
Jγa |y(t)|.
Theorem 2.1. Let 1< α2 < 2,
∀T ∈R+ and f : [0,T ]×R×R→R satisfies the Lipsichiz condition in its second and
third arguments on a suitable domain. Then we have the following inequality:
| f (t,x1,y1)− f (t,x2,y2)|≤ L(|x2− x1|+|y2− y1|) ,
where ∀t ∈ [0,T ], x1,x2,y1,y2 : [0,T ]→ R and 0< L.
If for any 0< ε << 1, yˆ and y˜ are solutions of the following systems, respectively:

D1−ε0 yˆ(t) = w(t), y(0) = y0
Dε0w(t) = z(t), w(0) = 0
D
α2−1
0 z(t) = f (t, yˆ(t),w(t)). z(0) = s
and
{
D1−ε0 y˜(t) = z˜(t), y˜(0) = y0
D
α2−1
0 z˜(t) = f (t, y˜(t), z˜(t)). z˜(0) = s,
then,
|yˆ(t)− y˜(t)|→ 0, as ε → 0.
Proof. By Lemma 6.2 in [8], FIVPs D1−ε0 yˆ(t) = w(t), y(0) = y0, and D
1−ε
0 y˜(t) = z˜(t), y˜(0) = y0 are equivalent to
Volterral integral equations of the second kind, respectively as follows:
yˆ(t) = y0+ J
1−ε
0 w(t), y˜(t) = y0+ J
1−ε
0 z˜(t).
Then yˆ(t)− y˜(t) can be expressed as Riemann-Liouville fractional integral of w(t)− z˜(t) as follows:
yˆ(t)− y˜(t) = J1−ε0 (w(t)− z˜(t)). (12)
Since w(t) = Jεz(t) by Lemma 6.2 in [8] and rewriting w(t)− z˜(t) as w(t)− Jε0 z˜(t)+ J
ε
0 z˜(t)− z˜(t), we obtain the
following inequality:
|w(t)− z˜(t)|≤ Jε0 |z(t)− z˜(t)|+|J
ε
0 z˜(t)− z˜(t)|. (13)
Since D
α2−1
0 z(t) = f (t, yˆ(t),w(t)) and D
α2−1
0 z˜(t) = f (t, y˜(t), z˜(t)) are equivalent to Volterra integral equations z(t) =
s+ Jα2−10 f (t, yˆ(t),w(t)) and z˜(t) = s+ J
α2−1
0 f (t, y˜(t),w(t)) by Lemma 6.2 in [8] respectively, using Lipschitz condi-
tion, (12), and (13), we obtain the following inequalities:
|z(t)− z˜(t)| = |Jα2−10 [ f (t, yˆ(t),w(t))− f (t, y˜(t), z˜(t))] |
≤ Jα2−10 | f (t, yˆ(t),w(t))− f (t, y˜(t), z˜(t))|
≤ LJα2−10 (|yˆ(t)− y˜(t)|+|w(t)− z˜(t)|)
≤ LJα2−10
[
J1−ε0 |w(t)− z˜(t)|+J
ε
0 |z(t)− z˜(t)|+|J
ε
0 z˜(t)− z˜(t)|
]
. (14)
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Since 1< α2 < 2 and Γ(α2) = (α2− 1)Γ(α2− 1), we have the following inequalities about J
α2−1
0 |J
ε z˜(t)− z˜(t)|:
J
α2−1
0 |J
ε z˜(t)− z˜(t)| =
1
Γ(α2− 1)
∫ t
0
(t− τ)α2−2|Jε0 z˜(t)− z˜(t)|dτ
≤
Tα2−1
Γ(α2− 1)
‖Jε0 z˜(t)− z˜(t)‖∞
≤
Tα2−1
Γ(α2)
‖Jε0 z˜(t)− z˜(t)‖∞. (15)
Similarly, we can obtain the following inequality:
J
α2−ε
0 |J
ε
0 z˜(t)− z˜(t)|≤
Tα2−ε
Γ(α2− ε + 1)
‖Jε0 z˜(t)− z˜(t)‖∞. (16)
Applying the inequality (15) into (14), we have the following inequality:
|z(t)− z˜(t)|≤ L
[
J
α2−ε
0 |w(t)− z˜(t)|+J
α2−1+ε
0 |z(t)− z˜(t)|+
Tα2−1
Γ(α2)
‖Jε0 z˜(t)− z˜(t)‖∞
]
. (17)
Using the inequalities (13) and (16), we have the following inequalities:
J
α2−ε
0 |w(t)− z˜(t)| ≤ J
α2−ε
0 (J
ε
0 |z(t)− z˜(t)|+|J
ε
0 z˜(t)− z˜(t)|)
≤ Jα20 |z(t)− z˜(t)|+
Tα2−ε
Γ(α2− ε + 1)
‖Jε0 z˜(t)− z˜(t)‖∞. (18)
Applying the inequality (18) into (17) and using Lemma 2.4 with γ = α2− 1, α = α2− 1+ ε, β = α2, we have the
following inequalities:
|z(t)− z˜(t)| ≤ L
[
J
α2
0 |z(t)− z˜(t)|+
Tα2−ε
Γ(α2− ε + 1)
‖Jε0 z˜(t)− z˜(t)‖∞
+ Jα2−1+ε0 |z(t)− z˜(t)|+
Tα2−1
Γ(α2)
‖Jε0 z˜(t)− z˜(t)‖∞
]
= L
[
J
α2−ε
0 |z(t)− z˜(t)|+J
α2−1+ε
0 |z(t)− z˜(t)|
+
{
Tα2−ε
Γ(α2− ε + 1)
+
Tα2−1
Γ(α2)
}
‖Jε0 z˜(t)− z˜(t)‖∞
]
≤ L
[{
Γ(α2− 1)
Γ(α2− 1+ ε)
T ε +
Γ(α2− 1)
Γ(α2)
T
}
J
α2−1
0 |z(t)− z˜(t)|
+
{
Tα2−ε
Γ(α2− ε + 1)
+
Tα2−1
Γ(α2)
}
‖Jε0 z˜(t)− z˜(t)‖∞
]
,
so that
|z(t)− z˜(t)|≤ LC1ε J
α2−1
0 |z(t)− z˜(t)|+LC
2
ε‖J
ε
0 z˜(t)− z˜(t)‖∞, (19)
where
C1ε ≡
Γ(α2− 1)
Γ(α2− 1+ ε)
T ε +
Γ(α2− 1)
Γ(α2)
T, C2ε ≡
Tα2−ε
Γ(α2− ε + 1)
+
Tα2−1
Γ(α2)
.
Applying Lemma 2.3 into inequality (19), we obtain the following inequality:
|z(t)− z˜(t)|≤ LC2ε‖J
ε
0 z˜(t)− z˜(t)‖∞Eα2−1[LC
1
εT
α2−1].
7
Therefore,
|y˜(t)− yˆ(t)| ≤ J1−ε0 |w(t)− z˜(t)|
≤ J10 |z(t)− z˜(t)|+J
1−ε
0 |J
ε
0 z˜(t)− z˜(t)|
≤ T |z(t)− z˜(t)|+
T 1−ε
Γ(2− ε)
‖Jε0 z˜(t)− z˜(t)‖∞
≤ TLC2ε‖J
ε
0 z˜(t)− z˜(t)‖∞Eα2−1[LC
1
εT
α2−1]+
T 1−ε
Γ(2− ε)
‖Jε0 z˜(t)− z˜(t)‖∞
=
[
TLC2εEα2−1[LC
1
εT
α2−1]+
T 1−ε
Γ(2− ε)
]
‖Jε0 z˜(t)− z˜(t)‖∞.
Cε ≡ TLC
2
εEα2−1[LC
1
εT
α2−1]+ T
1−ε
Γ(2−ε)
. Then,
|y˜(t)− yˆ(t)|≤Cε‖J
ε
0 z˜(t)− z˜(t)‖∞.
Thus, by Lemma 2.2,
|y˜(t)− yˆ(t)|≤Cε‖J
ε
0 z˜(t)− z˜(t)‖∞→ 0, as ε → 0.
For the FNBVP with RBCs (1), similarly, by Lemma 2.1 and using Theorem 1.1, we obtain the following FIVPs:

D1−ε0 y(t) = w(t), y(0) =
γ1−b1s
a1
,
Dε0w(t) = z(t), w(0) = 0,
D
α2−1
0 z(t) = f (t,y(t),w(t)), z(0) = s.
(20)
The system (20) can be reduced as follows:{
D1−ε0 y˜(t) = z˜(t), y˜(0) =
γ1−b1s
a1
,
D
α2−1
0 z˜(t) = f (t, y˜(t), z˜(t)). z˜(0) = s.
(21)
3. Nonlinear Shooting Methods and High-Order Predictor-CorrectorMethods
FBVPs have been transformed to systems of FIVPs in Section 2. Before we address how to deal with systems
of FIVPs (6), (7), (11), and (21) using High-order Predictor-Corrector Methods (HPCMs), the unknown IC z(0) = s
should be handled first. In this section, we describe two nonlinear shooting techniques based on Newton’s method
and Halley’s method to approximate s. Both Newton’s formula and Halley’s formula are designed to determine the
solution of a system of FIVPs satisfying the RBC at the right end point of an interval. Without loss of generality, we
consider the system of FIVPs (7) that is equivalent to the FNBVP with RBCs (1).
In order that the RBC at the right end point a2y(b) + b2y
′(b) = γ2 is involved in approximating s, we define
y(s) := y(s, t)|t=b and let the error function be F(s) := a2y(s)+ b2
∂
∂ t y(s)− γ2. We approximate the solution of the
root-finding problem F(s) = 0 by using Newton’s method and Halley’s method, respectively. For convenience, we
denote
gs(t) =
∂g(s, t)
∂ s
, gss =
∂ 2g(s, t)
∂ s2
throughout this section.
3.1. Shooting with Newton’s Method
The conventional Newton’s formula for F(s) = 0 can be expressed as follows:
sk+1 = sk−
F(sk)
Fs(sk)
, k = 0,1,2, . . . ,m, (22)
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where m is the maximum number of iterations and
Fs(sk) =
∂F
∂ s
(s)|s=sk,t=b
= a2
∂y
∂ s
(s, t)|s=sk ,t=b + b2
∂
∂ s
[
∂y
∂ t
(s, t)
]∣∣∣s=sk,t=b. (23)
Observing ys(sk) and yts(sk), it turns out that they are equal to
∂
∂ sy(t)|s=sk,t=b and
∂
∂ s z(t)|s=sk,t=b, respectively in the
system of FIVPs (7). Thus we solve the following system obtained from system of FIVPs (7) by applying the operator
∂
∂ s using HPCMs for each k: 

D
α1
0 ys(t) = ws(t), ys(0) =−b1/a1,
D
1−α1
0 ws(t) = zs(t), ws(0) = 0,
D
α2−1
0 zs(t) = fs(t,y(t),w(t)), zs(0) = 1.
(24)
Since both t and s are independent variables, fs(t,y(t),w(t)) can be written as
fs(t,y(t),w(t)) = fy · ys(t)+ fw ·ws(t).
The detailed description of HPCMs dealing with a system of FIVPs is in Subsection 3.3. By solving the system
(24), sk+1 in the Newton’s formula (22) is computed. Using the updated approximate value of IC s, sk+1, we update
approximate solutions of systems of FIVPs (6), (7), (11), and (21). Repeating this process, we obtain an sk having an
acceptable error of the root-finding problem F(s) = 0 at an appropriate number of iterations k.
3.2. Shooting with Halley’s Method
The conventional Halley’s formula for F(s) = 0 is as follows:
sk+1 = sk−
2F(sk)Fs(sk)
2F2s (sk)−F(sk)Fss(sk)
, k = 0,1,2, . . . ,m,
where Fs(sk) is described in (23) and
Fss(sk) =
∂ 2F
∂ s2
(s)|s=sk,t=b
= a2
∂ 2y
∂ s2
(s, t)|s=sk ,t=b + b2
∂ 2
∂ s2
[
∂y
∂ t
(s, t)
]∣∣∣s=sk,t=b.
Similar to the way we found ys(sk) and yts(sk) in the shooting with Newton’s method, we find yss(sk) and zss(sk) by
solving the following system of FIVPs obtained by applying the operator ∂
2
∂ s2
using HPCMs for each k:


D
α1
a yss(t) = wss(t), yss(0) = 0,
D
1−α1
a wss(t) = zss(t), wss(0) = 0,
D
α2−1
a zss(t) = fss(t,y(t),w(t)), zss(0) = 0.
(25)
Since t and s are independent variables, fss(t,y(t),w(t)) can be written as
fy · yss(t)+ fw ·wss(t)+ fyy · ys(t)
2+ fww ·ws(t)
2+ fwy ·ws(t)ys(t).
3.3. High-order Predictor-Corrector Methods for system of FIVPs
In order to find a sk with an acceptable accuracy, we iteratively solve systems of FIVPs (24) or (25). Once we
find the sk, we solve systems of FIVPs (6), (7), (11), or (21). In this subsection, we describe how to deal with those
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systems of FIVPs using High-order Predictor-Corrector Methods (HPCMs) introduced in paper [1]. Without loss of
generality, we consider the following FIVP:{
Dα0 y(t) = f (t,y(t)), t ∈ [0,b],
D(i)y(0) = ci, i= 0, . . .⌊α⌋.
(26)
For convenience, let us denote y j as approximated value of y(t j) except for y0 = c0 and let f j ≡ f (t j ,y j), y
c
j be a
corrector of y j, y
p
j be a predictor of y j, and f
p
j ≡ f (t j ,y
p
j ), j = 1, · · · ,N. If j = 0 then, f0 = f (0,c0). We divide the
domain Ω as follows:
ΦN := { t j |a= t0 < · · ·< t j < · · ·< tn < tn+1 < · · ·< tN = b}.
For simplicity, let step size be uniform which means t j+1− t j = h, j = 0,1 · · · ,N− 1. Then (26) can be rewritten
at time tn+1 as follows:
y(tn+1) = g(tn+1)+
1
Γ(α)
n
∑
j=0
∫ t j+1
t j
(tn+1− τ)
α−1 f (τ,y(τ))dτ,
where g(tn+1) =∑
⌊α⌋
i=0
(tn+1)
i
i!
ci.We interpolate f (τ,y(τ)) using linear or quadratic Lagrange polynomials over each
interval I j = [t j, t j+1], j = 0,1, · · · ,N− 1. Then we obtain the following predictor-corrector schemes:
1. HPCM with linear Lagrange polynomial:
ycn+1 = g(tn+1)+
1
Γ(α)
[
n−1
∑
j=0
(
B
1, j
n+1 f j+B
2, j
n+1 f j+1
)
+B1,nn+1 fn+B
2,n
n+1 f
P
n+1
]
,
where
B
1, j
n+1 =
1
h
∫ t j+1
t j
(tn+1− τ)
α−1(t j+1− τ)dτ, B
2, j
n+1 =−
1
h
∫ t j+1
t j
(tn+1− τ)
α−1(t j− τ)dτ,
yPn+1 = g(tn+1)+Gα , f (tn+1)+ b
1
n+1 fn−1+ b
2
n+1 fn, Gα , f (tn+1) =
1
Γ(α)
n−1
∑
j=0
(
B
1, j
n+1 f j+B
2, j
n+1 f j+1
)
,
b1n+1 =
1
h
∫ tn+1
tn
(tn+1− τ)
α−1(tn− τ)dτ, b
2
n+1 =−
1
h
∫ tn+1
tn
(tn+1− τ)
α−1(tn−1− τ)dτ.
2. HPCM with quadratic Lagrange polynomial:
ycn+1 = g(tn+1)+
1
Γ(α)
[
A
1,0
n+1 f0+A
2,0
n+1 f1/2+A
3,0
n+1 f1
+
n−1
∑
j=1
(
A
1, j
n+1 f j−1+A
2, j
n+1 f j+A
3, j
n+1 f j+1
)
+A1,nn+1 fn−1+A
2,n
n+1 fn+A
3,n
n+1 f
P
n+1
]
,
where
A
1,0
n+1 =
2
h2
∫ t j+1
t j
(tn+1− τ)
α−1(t1/2− τ)(t1− τ)dτ, A
2,0
n+1 =−
4
h2
∫ t j+1
t j
(tn+1− τ)
α−1(t0− τ)(t1− τ)dτ,
A
3,0
n+1 =
2
h2
∫ t j+1
t j
(tn+1− τ)
α−1(t0− τ)(t1/2− τ)dτ, A
1, j
n+1 =
1
2h2
∫ t j+1
t j
(tn+1− τ)
α−1(t j− τ)(t j+1− τ)dτ,
A
2, j
n+1 =−
1
h2
∫ t j+1
t j
(tn+1− τ)
α−1(t j−1− τ)(t j+1− τ)dτ, A
3, j
n+1 =
1
2h2
∫ t j+1
t j
(tn+1− τ)
α−1(t j−1− τ)(t j− τ)dτ,
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and the predictor f
p
n+1 is found as follows:
yPn+1 = g(tn+1)+Gα , f (tn+1)+ a
1
n+1 fn−2+ a
2
n+1 fn−1+ a
3
n+1 fn,
where
Gα , f (tn+1) =
1
Γ(α)
[
A
1,0
n+1 f0+A
2,0
n+1 f1/2+A
3,0
n+1y(t1)+
n−1
∑
j=0
(
A
1, j
n+1 f j−1+A
2, j
n+1 f j+A
3, j
n+1 f j+1
)]
,
a1n+1 =
1
2h2
∫ tn+1
tn
(tn+1− τ)
α−1(tn−1− τ)(tn− τ)dτ, a
2
n+1 =−
1
h2
∫ tn+1
tn
(tn+1− τ)
α−1(tn−2− τ)(tn− τ)dτ,
a3n+1 =
1
2h2
∫ tn+1
tn
(tn+1− τ)
α−1(tn−2− τ)(tn−1− τ)dτ.
We implement HPCMs in a FIVP. For the purpose of the implementation to the system (6), as an example, we
find predictors y
p
n+1, w
p
n+1, z
p
n+1 with s0 individually. We compute f
p
n+1 ≡ f (tn+1,y
p
n+1,w
p
n+1), and we find cor-
rectors ycn+1,w
c
n+1,z
c
n+1. Using proposed shooting techniques with HPCMs we find s1 and then find predictors
y
p
n+1, w
p
n+1, z
p
n+1 replacing s0 with s1, compute f
p
n+1, and update correctors y
c
n+1,w
c
n+1,z
c
n+1. We repeat this pro-
cess until the absolute value of the approximated error function
|F˜(sk)|= |a2y
c
N(sk)+ b2z
c
N(sk)− γ2| (27)
is within a tolerance. Similarly, we apply the scheme with HPCMs into other systems of FIVPs (7), (11), and (21).
Remark 3.1. Alternatively, we only find predictors y
p
n+1, w
p
n+1. We then compute zn+1 using y
p
n+1, w
p
n+1, and then we
compute wn+1 using zn+1 as a predictor, and yn+1 using wn+1 as a predictor. But it turns out that numerical results
obtained by both ways of implementing HPCMs are nearly identical.
The following theorems [1] bound the Global error En+1 of the HPCM with linear and quadratic interpolations,
respectively.
Theorem 3.1. (Global Error of HPCM with Linear Interpolation) Define En+1 to be global error. Suppose f (·,y(·)) ∈
C2[a,b] and furthermore is Lipschitz continuous in the second argument, then we have
En+1 = |y(tn+1)− y˜n+1|≤ O(h
2),
given E1 ≤Ch
2.
Theorem 3.2. (Global Error of HPCM with Quadratic Interpolation) Suppose f (·,y(·)) ∈ C3[a,b] and is Lipshitz
continuous in the second argument, then we have
En+1 ≤ O(h
3),
given E1,E2 ≤ O(h
3) and E1/2 ≤ O(h
3−α), 0< α < 1.
4. Numerical Examples
In this section, we experimentally illustrate the performance of the proposed schemes. Numerically, we verify that
our proposed schemes can deal with more complex FBVPs than the integral discretization schemes in [9, 10]. For that
purpose, the proposed schemes are implemented in FNBVPs with 0< α1 < 1 whose exact solutions are polynomial,
exponential, and sine functions in Examples 4.1 through 4.3. We investigate absolute errors in maximum norm,
convergence rates, and absolute values of the approximated error function |F˜(sk)| with various values of parameters.
We discuss linear FBVPs with α1 = 1 whose exact solutions have low regularity and high regularity in Examples 4.4
11
and 4.5, respectively. We compare numerical results obtained by our proposed schemes with the integral discretization
schemes. But we emphasize that our proposedmethods can deal with many different FBVPs unlike the anothermethod
in Examples 4.4 and 4.5. Regarding the numerical results shown in the Appendix, let us summarize the parameters
used
• h denotes the size of time sub-interval.
• s0 denotes the initial approximation of the sequence {sk} in proposed shooting methods.
• k denotes the index of sequence {sk} generated by the proposed Newton’s method or Halley’s method. It can
be considered as the number of iterations needed to meet a tolerance.
• m denotes the maximum number of iterations in Newton’s and Halley’s methods.
• Tol denotes the tolerance used to measure the error of the approximated error function |F˜(sk)| in Newton’s
method and Halley’s method.
• N denotes the number of time sub-intervals.
• Max. error denotes the pointwise absolute errors in the maximum norm. (i.e. max
1≤ j≤N
|ycj− y(t j)|)
• Eα ,β (t) denotes the two-parameter function of Mittag-Leffler type [7].
In Examples 4.1 through 4.3, we transform the FNBVP into the system of FIVPs (7) and s0 means an initial ap-
proximation to y′(0). In Examples 4.4 and 4.5, the linear FBVP is transformed into the system of FIVPs (21) with
ε = 10−10 and s0 means an initial approximation to y(0). For all Examples except for Example 4.4, we implement
the shooting technique based on Newton’s method (Halley’s method) combined with HPCM with linear (quadratic)
interpolation to verify the order of convergenceO(h2)
(
O(h3)
)
, respectively.
Example 4.1. Consider the following double-term FNBVP with RBCs{
D
α2
0 y(t) =
Γ(5)
Γ(5−α2)
t4−α2 − Γ(5)
Γ(5−α1)
t4−α1− t8+ y2+Dα10 y(t),
y(0)+ y′(0) = 0, y(1)+ y′(1) = 5,
where the exact solution is y(t) = t4.
Example 4.2. Consider the following double-term FNBVP with RBCs:{
D
α2
0 y(t) = λ
2t2−α2E1,3−α2(λ t)−
(
λ 2 Γ(3)
2Γ(3−α2)
t2−α2 +λ 3 Γ(4)
6Γ(4−α2)
t3−α2
)
−A2+ y2− tB+ tDα10 y(t),
y(0)+ y′(0) = 0, y(1)+ y′(1)≈ 0.2699,
where
λ = 1,
A = eλ t −
(
1+λ t+
λ 2
2
t2+
λ 3
3!
t3
)
,
B = λ t1−α1E1,2−α1(λ t)−
(
λ
Γ(2)
Γ(2−α1)
t1−α1 +λ 2
Γ(3)
2Γ(3−α1)
t2−α1 +λ 3
Γ(4)
6Γ(4−α1)
t3−α1
)
,
and the exact solution is y(t) = eλ t−
(
1+λ t+ λ
2
2
t2+ λ
3
3!
t3
)
.
Example 4.3. Consider the following double-term FNBVP with RBCs
D
α2
0 y(t) = F
(α2)
λ (t)+
Γ(4)
6Γ(4−α2)
t3−α2 +
(
sin(t)− t+ t
3
6
)2
− y2−F
(α1)
λ (t)+
Γ(2)
Γ(2−α1)
t1−α1− Γ(4)
6Γ(4−α1)
t3−α1 +Dα10 y(t),
y(0)+ y′(0) = 0, y(1)+ y′(1)≈ 4.84399,
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where
F
(α)
λ (t) = −
1
2
i(iλ )(⌈α⌉)t(⌈α⌉−α)(E⌈α⌉−α+1(iλ t)− (−1)
(⌈α⌉)E1,⌈α⌉−α+1(−iλ t)),
λ = 1,
and the exact solution is y(t) = sin(λ t)− t+ t
3
6
.
In Examples 4.1, 4.2, and 4.3, we observe the following:
1. For all three examples, w(t), z(t), f (t,y,w) (e.g. Dα10 y(t), y
′(t), f (t,y,Dα20 y(t))) belong to C
3[0,1]. By Theo-
rems 3.1 and 3.2, thus, computed convergence profiles are estimatedO(h2) andO(h3) for the HPCMwith linear
(quadratic) interpolation combined with shooting technique based on Newton’s (Halley’s) method, respectively.
2. Tables A.1, A.4, A.7 show the absolute values of approximated error function (27) at sm (i.e. |a2y
c
N(sm) +
b2z
c
N(sm)−γ2|) versus the maximumnumber of iterationsmwith various initial values s0. y
c
N(sm) and z
c
N(sm) are
computed by using proposed schemes. We set α1 = 0.4,α2 = 1.7,h= 0.01 in all tables. From numerical results
in those tables, we can verify that the sequence {sk} obtained by proposed shooting algorithms approaches to
the IC s within the error at least 10−16 when m is at most 10 with s0 = 0.2,0.4,0.6,0.8,1.0 for each. This leads
us to the conclusion that proposed shooting techniques show a good performance with remarkable accuracy
regarding to approximation of the IC s.
3. Tables A.2, A.5, A.8 show pointwise absolute errors in the maximum norm and convergence rates computed
versus the number of subintervals N in the cases of s0 = 0.2,1.0 for each of Newton’s and Halley’s method.
We set α1 = 0.4,α2 = 1.7. The sequence {sk} was computed up to s10 so, based on the observation of Tables
A.1, A.4, A.7, we see that the error of the approximated error function |F˜(sk)| does not have an effect on the
convergence rate of ycj obtained by HPCMs. In Tables A.2, A.5, A.8, we can see that computed convergence
profiles obtained by proposed schemes approach 2 for Newton’s method and 3 for Halley’s method as N is
increased. Thus numerical results shown in those tables support that proposed methods follow global error
estimates of HPCMs.
4. Proposed methods are tested for a variety of values of α1,α2 and numerical results for each pair of (α1,α2)
are shown in Tables A.3, A.6, A.9. For each pair of fractional orders (α1,α2) pointwise absolute errors in the
maximum norm, computed convergence rates, and number of iterations k such that |F˜(sk)|< Tol versus the
number of subintervals N are listed in the tables. The initial approximation to s was set s0 = 0.2 in all three
tables. In order to minimize the number of iterations k, the tolerance was set Tol = 10−5 for Newton’s method
and Tol = 10−10 for Halley’s method in Table A.3, Tol = 10−10 for both shooting techniques in Table A.6,
and Tol = 10−15 for Newton’s method and Tol = 10−16 for Halley’s method in Table A.9. Numerical results
shown in the tables demonstrate that for all suggested pairs of fractional orders, rates of convergence approach
2 for Newton’s method, 3 for Halley’s method that are theoretical convergence rates of HPCMs. In Examples
A.3 and A.9, we observe that the number of iterations k required to meet the tolerance at (0.9,1.1) is relatively
greater than other pairs of fractional orders for both Newton’s and Halley’s method.
Example 4.4. Consider the following single-term Linear FBVP with RBCs{
D
α2
0 y(t) = ϕ(t)− (2t+ 6)y
′(t)
y(0)− 1
1−α2
y′(0) = γ1, y(1)+ y
′(1) = γ2,
where 1< α2 < 2,
ϕ(t) =
Γ(α2+ 1)
Γ(1)
+
Γ(2α2)
Γ(α2)
t(α2−1)+ 4
Γ(4)
Γ(4−α2)
t(3−α2)+
Γ(5)
Γ(5−α2)
t(4−α2)
+(2t+ 6)(α2t
α2−1+(2α2− 1)t
2α2−2+ 3+ 12t2+ 4t3),
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and the exact solution is y(t) = tα2 + t2α2−1+ 1+ 3t+ 4t3+ t4 [10].
Since D
α1
0 y(t), y
′(t), Dα20 y(t) do not belong toC
3[0,1], global error estimates of HPCMs in Theorems 3.1 and 3.2
cannot be applied to Example 4.4. Alternatively, we adopt the linear explicit method described in Appendix B with
proposed shooting techniques. In this example, we compare the accuracy and convergence rate of the approximate
solution obtained by the proposed shooting technique based on Newton’s method with the modified integral discretiza-
tion scheme [10] for each α2 = 1.1,1.3,1.5,1.7,1.9. In Table A.10, we can observe that our proposed method shows
equal performance to the modified integral discretization scheme [10].
Example 4.5. Consider the following single-term Linear FBVP with RBCs{
D
α2
0 y(t) = F(t)− cos(t)y(t)− sin(t)y
′(t)
y(0)− 1
1−α2
y′(0) = γ1, y(1)+ y
′(1) = γ2
whose 1< α < 2 and the exact solution is
y(t) = sin(λ t)− t+
t3
6
.
In Example 4.5, we compare the performance of our proposed methods with the modified integral discretization
scheme [10]. Table A.11 shows pointwise absolute errors and computed convergence profiles versus the number of
subintervals for each α2 = 1.1,1.3,1.5,1.7,1.9. In Table A.11, we can see that for all values of α2, the computed
rates of convergence obtained by the proposed shooting technique based on Halley’s method combined with third
order HPCM are around 3.0 while the computed rates of convergence obtained by the modified integral discretization
scheme [10] are around 2.0.
The algorithm of the proposed shooting techniques with second-order HPCM requires less than the number of arith-
metic operations needed by the modified integral discretization scheme to solve a FBVP with RBCs than the modified
integral discretization scheme [10] because the predictor and corrector in HPCMs share the computation of the mem-
ory effect. In practice this results the proposed shooting technique based on Newton’s method consume less CPU
than the modified discretization scheme [10] and the CPU time executed by the proposed shooting technique based
on Halley’s method is approximately equal to the CPU time executed by the modified integral discretization scheme
[10] as shown in Table A.11.
5. Conclusion
We introduced new numerical schemes for solving FNBVPs with any RBCs. The idea was to transform a FNBVP
into a system of FIVPs. By doing that we could adopt a pre-existing numerical method for solving the system of
FIVPs and we mainly employed HPCMs. The unknown IC s in the system was approximated by proposed shooting
methods based on Newton’s and Halley’s method and this is the main algorithm of proposed schemes. Under the
assumption that m is large enough so that |F˜(sm)| is small enough, theoretical convergence rates of proposed methods
were O(h2) for shooting with Newton’s method and O(h3) for shooting with Halley’s method on account of global
error estimates in HPCMs.
In Examples 4.1 through 4.3, we verified that proposed schemes can handle double-term FNVBPs with RBCs whose
exact solutions include polynomial, exponential, and sine function. Convergence profiles obtained by proposed
schemes were computed as expected by the global error estimates. However, Tables A.3, A.6, and A.9 point out
that the convergence rate of the sequence {sk} depends on fractional orders. We still need to address an error analysis
of shooting techniques based on Newton’s and Halley’s methods for solving a system of FIVPs. This will be con-
sidered in a subsequent paper. Examples 4.4 and 4.5 demonstrated the performance of proposed methods for solving
single-term linear FBVPs with exact solutions having low regularity and high regularity, respectively. Tables A.10 and
A.11 showed that proposed methods can deal with not only nonlinear FBVPs but also linear FBVPs. In Example 4.4,
we adopted the linear explicit method described in Appendix B and this shows that the proposed shooting techniques
can be assembled with not only HPCMs but also other pre-existing numerical schemes for solving a system of FIVPs.
In Example 4.5, we observed that computed convergence rates obtained by our proposed shooting technique based on
Halley’s method with third order HPCM are higher than the modified integral discretization scheme [10].
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Appendix A. Tables of Numerical Results
Appendix A.1. Example 4.1: FNBVP whose type of exact solution is polynomial
Newton’s method Halley’s method
m s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0 s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0
1 0.604011 1.305541 2.105771 3.00776 4.017051 0.603191 1.304704 2.104838 3.006644 4.01565
2 0.042234 1.48E-01 0.303846 5.05E-01 0.753495 0.054329 1.90E-01 0.392297 6.59E-01 0.995211
3 0.000274 3.25E-03 0.01249 3.10E-02 0.061341 0.000604 6.84E-03 0.025715 6.31E-02 0.124161
4 7.31E-08 7.33E-07 2.17E-05 1.46E-04 0.000578 9.11E-08 8.24E-06 1.34E-04 0.000813 0.003036
5 2.28E-11 2.29E-10 6.71E-09 4.22E-08 1.25E-07 2.58E-11 2.32E-09 3.41E-08 8.56E-08 1.15E-06
6 7.11E-15 7.19E-14 2.10E-12 1.32E-11 3.91E-11 6.22E-15 6.55E-13 9.64E-12 2.42E-11 3.26E-10
7 0 0 8.88E-16 4.44E-15 1.07E-14 8.88E-16 0 2.66E-15 6.22E-15 9.15E-14
8 0 0 0 0 1.78E-15 8.88E-16 0 8.88E-16 0 8.88E-16
9 0 0 0 0 0 8.88E-16 0 8.88E-16 0 8.88E-16
10 0 0 0 0 0 8.88E-16 0 8.88E-16 0 8.88E-16
Table A.1: Errors of shooting techniques |F˜(sm)| in (27) versus the maximum number of iterations with various values of s0 in Example 4.1. We
set h= 0.01,α1 = 0.4,α2 = 1.7
Newton’s method Halley’s method
s0 = 0.2 s0 = 1.0 s0 = 0.2 s0 = 1.0
N Max. error Rate Max. error Rate Max. error Rate Max. error Rate
10 1.17E-02 - 1.17E-02 - 1.02E-03 - 1.02E-03 -
20 5.63E-03 1.059 5.63E-03 1.059 1.83E-04 2.486 1.83E-04 2.486
40 1.78E-03 1.665 1.78E-03 1.665 3.63E-05 2.333 3.63E-05 2.332
80 4.92E-04 1.855 4.92E-04 1.854 5.47E-06 2.730 5.47E-06 2.730
160 1.29E-04 1.931 1.29E-04 1.931 7.51E-07 2.866 7.51E-07 2.866
320 3.30E-05 1.966 3.30E-05 1.966 9.88E-08 2.925 9.88E-08 2.925
Table A.2: Pointwise absolute errors in the maximum norm and computed rates of convergence versus the number of subintervals N with s0 =
0.2,1.0 for each in Example 4.1. We set α1 = 0.4,α2 = 1.7, and m is fixed at 10.
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Newton’s method Halley’s method
(α1,α2) (α1,α2)
N (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9) (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9)
64 Max. error 1.17E-03 9.45E-05 6.06E-04 7.72E-04 7.94E-04 5.05E-05 4.17E-06 9.12E-06 1.03E-05 7.17E-06
Rate - - - - - - - - - -
k 8 5 4 4 4 13 7 6 5 5
128 Max. error 2.55E-04 6.60E-05 1.72E-04 2.05E-04 2.09E-04 5.61E-06 2.42E-07 1.38E-06 1.46E-06 1.05E-06
Rate 2.196 5.176 1.817 1.911 1.925 3.168 4.105 2.728 2.826 2.777
k 8 4 4 4 4 11 7 6 5 5
256 Max. error 5.46E-05 2.44E-05 4.59E-05 5.29E-05 5.38E-05 6.24E-07 7.59E-08 1.89E-07 1.95E-07 1.43E-07
Rate 2.223 1.435 1.907 1.955 1.959 3.170 1.673 2.866 2.905 2.871
k 7 4 4 4 4 12 6 5 5 5
512 Max. error 1.16E-05 7.58E-06 1.19E-05 1.35E-05 1.37E-05 6.85E-08 1.39E-08 2.48E-08 2.53E-08 1.90E-08
Rate 2.236 1.687 1.949 1.976 1.976 3.186 2.449 2.929 2.942 2.914
k 8 4 4 4 4 12 6 5 5 5
1024 Max. error 2.41E-06 2.15E-06 3.03E-06 3.39E-06 3.45E-06 7.45E-09 2.12E-09 3.19E-09 3.25E-09 2.48E-09
Rate 2.261 1.818 1.970 1.988 1.987 3.202 2.712 2.960 2.962 2.936
k 8 4 4 4 4 11 6 5 5 5
2048 Max. error 4.95E-07 5.31E-07 7.67E-07 8.49E-07 8.63E-07 8.03E-10 3.02E-10 4.01E-10 4.18E-10 3.21E-10
Rate 2.288 2.018 1.984 1.998 1.999 3.214 2.811 2.988 2.961 2.949
k 8 4 4 4 4 11 6 5 5 5
Table A.3: Pointwise absolute errors in the maximum norm and computed rates of convergence obtained by the proposed schemes with various
fractional orders versus the number of subintervals in Example 4.1. We set s0 = 0.2,Tol = 10
−5 for shooting with Newton’s method and s0 =
0.2,Tol = 10−10 for Halley’s method.
Appendix A.2. Example 4.2: FNBVP whose exact solution involves an exponential function
Newton’s method Halley’s method
m s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0 s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0
1 0.414113 0.890547 1.42639 2.02066 2.674035 0.414046 0.890413 1.426145 2.020256 2.673415
2 0.027748 9.51E-02 0.190648 3.11E-01 0.456212 0.03142 1.08E-01 0.219523 3.66E-01 0.549419
3 0.000177 1.93E-03 0.007068 1.70E-02 0.032652 0.000258 2.80E-03 0.010391 2.54E-02 0.050225
4 1.51E-08 9.56E-07 1.20E-05 6.71E-05 0.000243 1.61E-08 2.10E-06 2.89E-05 1.70E-04 0.000646
5 6.59E-13 4.20E-11 5.57E-10 3.99E-09 2.45E-08 1.25E-13 1.52E-11 1.33E-12 6.56E-09 1.08E-07
6 0 1.89E-15 2.44E-14 1.75E-13 1.07E-12 5.55E-17 1.67E-16 1.11E-16 5.11E-14 8.40E-13
7 0 0 0 0 1.67E-16 5.55E-17 5.55E-17 5.55E-17 5.55E-17 5.55E-17
8 0 0 0 0 5.55E-17 5.55E-17 5.55E-17 5.55E-17 5.55E-17 0
9 0 0 0 0 0 5.55E-17 5.55E-17 5.55E-17 5.55E-17 0
10 0 0 0 0 0 5.55E-17 5.55E-17 5.55E-17 5.55E-17 0
Table A.4: Errors of shooting techniques |F˜(sm)| in (27) versus the maximum number of iterations m for each s0 in Example 4.2 as we set
α1 = 0.4,α2 = 1.7,h = 0.01.
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Newton’s method Halley’s method
s0 = 0.2 s0 = 1.0 s0 = 0.2 s0 = 1.0
N Max. error Rate Max. error Rate Max. error Rate Max. error Rate
10 1.10E-03 - 1.10E-03 - 5.65E-05 - 5.65E-05 -
20 4.05E-04 1.434 4.05E-04 1.434 1.71E-05 1.725 1.71E-05 1.725
40 1.19E-04 1.765 1.19E-04 1.765 2.82E-06 2.599 2.82E-06 2.599
80 3.21E-05 1.893 3.21E-05 1.893 3.99E-07 2.824 3.99E-07 2.824
160 8.32E-06 1.949 8.32E-06 1.949 5.29E-08 2.913 5.29E-08 2.913
320 2.12E-06 1.974 2.12E-06 1.974 6.84E-09 2.952 6.84E-09 2.952
Table A.5: Pointwise absolute errors in the maximum norm and computed rates of convergence versus the number of subintervals N in Example
4.2 as we set α1 = 0.4,α2 = 1.7,h = 0.01,m = 10 and no Tol.
Newton’s method Halley’s method
(α1,α2) (α1,α2)
N (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9) (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9)
64 Max. error 1.25E-04 1.10E-05 4.15E-05 4.97E-05 5.10E-05 3.63E-06 9.39E-08 6.56E-07 7.63E-07 6.59E-07
Rate - - - - - - - - - -
k 5 5 5 5 5 6 5 5 5 5
128 Max. error 2.71E-05 5.55E-06 1.14E-05 1.29E-05 1.32E-05 4.00E-07 3.39E-08 9.36E-08 1.02E-07 8.86E-08
Rate 2.201 9.891 1.861 1.942 1.955 3.181 1.471 2.808 2.899 2.896
k 5 5 5 5 5 6 5 5 5 5
256 Max. error 5.80E-06 1.89E-06 3.00E-06 3.30E-06 3.35E-06 4.36E-08 6.32E-09 1.25E-08 1.33E-08 1.16E-08
Rate 2.226 1.555 1.928 1.970 1.974 3.197 2.421 2.905 2.944 2.935
k 5 5 5 5 5 6 5 5 5 5
512 Max. error 1.22E-06 5.61E-07 7.71E-07 8.34E-07 8.47E-07 4.72E-09 1.04E-09 1.62E-09 1.70E-09 1.49E-09
Rate 2.249 1.752 1.962 1.984 1.983 3.209 2.604 2.950 2.966 2.955
k 5 5 5 5 5 6 5 5 5 5
1024 Max. error 2.52E-07 1.56E-07 1.96E-07 2.10E-07 2.14E-07 5.06E-10 1.52E-10 2.06E-10 2.16E-10 1.91E-10
Rate 2.273 1.848 1.979 1.991 1.988 3.221 2.779 2.973 2.978 2.965
k 5 5 5 5 5 6 5 5 5 5
2048 Max. error 5.12E-08 4.17E-08 4.93E-08 5.27E-08 5.37E-08 5.39E-11 2.12E-11 2.58E-11 2.75E-11 2.44E-11
Rate 2.301 1.902 1.988 1.994 1.991 3.232 2.839 2.999 2.973 2.972
k 5 5 5 5 5 6 5 5 5 5
Table A.6: Pointwise absolute errors in the maximum norm and computed rates of convergence obtained by the proposed schemes with various
fractional orders versus the number of subintervals N in Example 4.2 as we set s0 = 0.2,Tol = 10
−10 for both shooting techniques
17
Appendix A.3. Example 4.3: FNBVP whose exact solution involves a sine function
Newton’s method Halley’s method
m s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0 s0 = 0.2 s0 = 0.4 s0 = 0.6 s0 = 0.8 s0 = 1.0
1 0.487617 0.891569 1.202993 1.407814 1.485109 0.487722 0.891834 1.203474 1.408578 1.486244
2 0.101684 3.44E-01 0.653431 9.74E-01 1.258505 0.106265 3.56E-01 0.668984 9.90E-01 1.270771
3 0.004491 5.07E-02 0.182979 4.14E-01 0.72559 0.005185 5.68E-02 0.199315 4.40E-01 0.757881
4 1.26E-05 1.14E-03 0.014409 0.073158 0.226095 1.69E-05 1.51E-03 1.80E-02 8.68E-02 0.255888
5 1.13E-08 1.57E-06 0.000101 0.002343 0.021949 1.54E-08 2.39E-06 1.63E-04 3.48E-03 2.96E-02
6 1.01E-11 1.41E-09 9.49E-08 4.43E-06 0.000225 1.39E-11 2.16E-09 1.59E-07 8.62E-06 4.22E-04
7 9.06E-15 1.26E-12 8.48E-11 3.97E-09 2.22E-07 1.25E-14 1.95E-12 1.44E-10 7.82E-09 4.62E-07
8 6.94E-18 1.12E-15 7.58E-14 3.55E-12 1.99E-10 6.94E-18 1.76E-15 1.30E-13 7.06E-12 4.17E-10
9 0 1.39E-17 6.94E-17 3.16E-15 1.78E-13 6.94E-18 6.94E-18 1.25E-16 6.37E-15 3.77E-13
10 0 6.94E-18 6.94E-18 6.94E-18 1.67E-16 6.94E-18 0 6.94E-18 6.94E-18 3.33E-16
Table A.7: Errors of shooting techniques |F˜(sm)| in (27) versus the maximum number of iterations m with various initial approximations s0 in
Example 4.3 as we set α1 = 0.4,α2 = 1.7,h = 0.01.
Newton’s method Halley’s method
s0 = 0.2 s0 = 1.0 s0 = 0.2 s0 = 1.0
N Max. error Rate Max. error Rate Max. error Rate Max. error Rate
10 1.73E-04 - 1.73E-04 - 1.19E-05 - 1.19E-05 -
20 6.85E-05 1.338 6.85E-05 1.338 3.97E-06 1.578 3.97E-06 1.578
40 2.07E-05 1.727 2.07E-05 1.727 6.62E-07 2.586 6.62E-07 2.586
80 5.63E-06 1.877 5.63E-06 1.877 9.28E-08 2.834 9.28E-08 2.834
160 1.47E-06 1.942 1.47E-06 1.942 1.22E-08 2.926 1.22E-08 2.926
320 3.74E-07 1.971 3.74E-07 1.971 1.56E-09 2.966 1.56E-09 2.966
Table A.8: Pointwise absolute errors in the maximum norm and computed rates of convergence versus the number of subintervals N in Example
4.3 as we set α1 = 0.4,α2 = 1.7,m = 10.
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Newton’s method Halley’s method
(α1,α2) (α1,α2)
N (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9) (0.9,1.1) (0.7,1.3) (0.5,1.5) (0.3,1.7) (0.1,1.9)
64 Max. error 2.26E-05 6.92E-07 6.70E-06 8.99E-06 9.95E-06 7.65E-07 5.55E-08 1.33E-07 1.84E-07 1.95E-07
Rate - - - - - - - - - -
k 20 10 9 8 6 22 10 9 8 7
128 Max. error 5.04E-06 6.51E-07 1.88E-06 2.35E-06 2.57E-06 8.54E-08 2.93E-09 1.95E-08 2.43E-08 2.55E-08
Rate 2.166 8.900 1.833 1.937 1.954 3.164 4.244 2.767 2.920 2.933
k 20 10 9 8 7 22 11 9 8 7
256 Max. error 1.10E-06 2.50E-07 4.99E-07 6.00E-07 6.54E-07 9.41E-09 8.67E-10 2.64E-09 3.11E-09 3.27E-09
Rate 2.192 1.381 1.914 1.968 1.974 3.181 1.754 2.888 2.962 2.964
k 20 10 9 8 7 22 11 9 8 7
512 Max. error 2.38E-07 7.81E-08 1.29E-07 1.52E-07 1.65E-07 1.03E-09 1.72E-10 3.43E-10 3.94E-10 4.14E-10
Rate 2.211 1.679 1.955 1.983 1.984 3.194 2.331 2.944 2.981 2.979
k 20 10 9 8 7 22 10 9 8 7
1024 Max. error 5.08E-08 2.23E-08 3.27E-08 3.82E-08 4.17E-08 1.12E-10 2.71E-11 4.37E-11 4.96E-11 5.23E-11
Rate 2.228 1.810 1.975 1.990 1.989 3.205 2.669 2.971 2.990 2.986
k 20 10 9 8 7 22 10 9 8 7
2048 Max. error 1.07E-08 6.05E-09 8.26E-09 9.59E-09 1.05E-08 1.20E-11 3.90E-12 5.50E-12 6.25E-12 6.58E-12
Rate 2.246 1.880 1.986 1.994 1.991 3.215 2.798 2.990 2.990 2.991
k 20 10 9 8 7 22 11 9 8 7
Table A.9: Pointwise absolute errors in the maximum norm and computed rates of convergence obtained by the proposed schemes with various
fractional orders versus the number of subintervals in Example 4.3. We set s0 = 0.2 for both shooting techniques but Tol = 10
−15(10−16) for
Newton’s method (Halley’s method), respectively.
Appendix A.4. Example 4.4: Linear FBPV
Modified integral discretization scheme [10]
α2 = 1.1 α2 = 1.3 α2 = 1.5 α2 = 1.7 α2 = 1.9
N Max. error Rate Max. error Rate Max. error Rate Max. error Rate Max. error Rate
64 9.56E-03 - 5.14E-03 - 3.91E-03 - 3.76E-03 - 4.07E-03 -
128 3.89E-03 1.298 1.60E-03 1.686 1.05E-03 1.895 9.44E-04 1.995 1.02E-03 1.996
256 1.65E-03 1.236 5.20E-04 1.618 2.87E-04 1.872 2.37E-04 1.997 2.55E-04 1.998
512 7.22E-04 1.193 1.78E-04 1.548 8.01E-05 1.840 5.92E-05 1.998 6.39E-05 1.999
1024 3.22E-04 1.165 6.36E-05 1.484 2.30E-05 1.803 1.51E-05 1.971 1.60E-05 1.999
2048 1.45E-04 1.148 2.36E-05 1.432 6.77E-06 1.762 3.90E-06 1.955 4.00E-06 2.000
Newton’s method
α2 = 1.1 α2 = 1.3 α2 = 1.5 α2 = 1.7 α2 = 1.9
N Max. error Rate Max. error Rate Max. error Rate Max. error Rate Max. error Rate
64 4.42E-03 - 1.31E-03 - 1.14E-03 - 1.27E-03 - 1.42E-03 -
128 1.89E-03 1.225 3.83E-04 1.775 2.95E-04 1.955 3.17E-04 1.999 3.55E-04 2.000
256 8.10E-04 1.224 1.27E-04 1.588 7.62E-05 1.955 7.92E-05 2.002 8.87E-05 2.000
512 3.48E-04 1.219 6.31E-05 1.012 1.97E-05 1.949 1.98E-05 2.004 2.22E-05 2.000
1024 1.50E-04 1.213 2.88E-05 1.130 5.15E-06 1.938 4.92E-06 2.006 5.54E-06 2.000
2048 6.91E-05 1.120 1.26E-05 1.191 1.36E-06 1.922 1.22E-06 2.008 1.38E-06 2.001
Table A.10: Pointwise absolute errors and computed rates of convergence obtained by the modified integral discretization scheme [10] and Newton’s
method. We set s0 = 0.2,Tol = 10
−6.
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Appendix A.5. Example 4.5: Linear FBVP
modified integral discretization scheme [10]
α2 = 1.1 α2 = 1.3 α2 = 1.5 α2 = 1.7 α2 = 1.9
Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time
10 1.93E-03 - 0.02 1.67E-03 - 0.02 1.43E-03 - 0.02 1.29E-03 - 0.02 1.21E-03 - 0.02
20 5.48E-04 1.816 0.02 4.68E-04 1.831 0.02 3.97E-04 1.847 0.02 3.54E-04 1.862 0.02 3.32E-04 1.870 0.02
40 1.46E-04 1.907 0.09 1.24E-04 1.915 0.09 1.04E-04 1.925 0.09 9.28E-05 1.932 0.09 8.68E-05 1.937 0.1
80 3.78E-05 1.948 0.34 3.21E-05 1.954 0.34 2.68E-05 1.962 0.35 2.38E-05 1.966 0.34 2.22E-05 1.969 0.34
160 9.67E-06 1.968 1.35 8.16E-06 1.974 1.45 6.80E-06 1.980 1.34 6.01E-06 1.983 1.36 5.60E-06 1.984 1.35
320 2.45E-06 1.979 5.43 2.06E-06 1.984 5.44 1.71E-06 1.990 5.33 1.51E-06 1.991 5.32 1.41E-06 1.992 5.39
Newton’s method
α2 = 1.1 α2 = 1.3 α2 = 1.5 α2 = 1.7 α2 = 1.9
Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time
10 7.27E-03 - 0.01 1.97E-03 - 0.02 9.45E-04 - 0.01 6.80E-04 - 0.02 5.80E-04 - 0.19
20 1.78E-03 2.033 0.02 3.92E-04 2.329 0.02 1.97E-04 2.263 0.02 1.56E-04 2.124 0.02 1.40E-04 2.047 0.02
40 3.92E-04 2.180 0.07 7.80E-05 2.328 0.07 4.38E-05 2.170 0.06 3.75E-05 2.055 0.07 3.47E-05 2.016 0.08
80 8.38E-05 2.226 0.24 1.62E-05 2.272 0.24 1.03E-05 2.093 0.23 9.25E-06 2.021 0.24 8.64E-06 2.005 0.24
160 1.78E-05 2.236 0.93 3.50E-06 2.205 0.93 2.49E-06 2.046 0.89 2.30E-06 2.007 0.94 2.16E-06 2.001 0.93
320 3.79E-06 2.232 3.58 7.93E-07 2.144 3.57 6.12E-07 2.021 3.55 5.74E-07 2.002 3.62 5.39E-07 2.000 3.56
Halley’s method
α2 = 1.1 α2 = 1.3 α2 = 1.5 α2 = 1.7 α2 = 1.9
Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time Max. error Rate Time
10 1.40E-03 - 0.02 2.79E-04 - 0.02 1.08E-04 - 0.02 6.95E-05 - 0.02 5.51E-05 - 0.02
20 1.55E-04 3.169 0.03 2.57E-05 3.441 0.03 1.06E-05 3.339 0.03 7.70E-06 3.174 0.03 6.56E-06 3.070 0.03
40 1.65E-05 3.237 0.11 2.44E-06 3.397 0.11 1.15E-06 3.211 0.11 9.19E-07 3.066 0.11 8.12E-07 3.014 0.11
80 1.73E-06 3.253 0.37 2.43E-07 3.325 0.40 1.33E-07 3.111 0.37 1.13E-07 3.023 0.37 1.02E-07 3.000 0.37
160 1.82E-07 3.252 1.40 2.56E-08 3.248 1.42 1.60E-08 3.055 1.38 1.41E-08 3.007 1.41 1.27E-08 2.998 1.40
320 1.92E-08 3.244 5.47 2.82E-09 3.180 5.44 1.96E-09 3.026 5.71 1.76E-09 3.002 5.44 1.59E-09 2.999 5.45
Table A.11: Pointwise absolute errors and computed rates of convergence obtained by the modified integral discretization scheme [10] and proposed
methods: Newton’s method, Halley’s method. We set s0 = 0.2,Tol = 10
−5.
Appendix B. Linear Explicit Method
Let us consider the following linear single-term FBVP with RBCs:{
D
α2
0 y(t) = f (t)+ c(t)y(t)+ b(t)y
′(t),
a1y(0)+ b1y
′(0) = γ1, a2y(1)+ b2y
′(1) = γ2,
(B.1)
where 1 < α2 < 2. By Lemmas 2.1 through 2.4 and Theorem 2.1, the FBVP (B.1) is equivalent to the following
system {
D1−ε0 y(t) = z(t) y(0) = s,
Dα0 z(t) = f (t)+ c(t)y(t)+ b(t)z(t) z(0) = (γ1− a1s)/b1.
(B.2)
Expressing the solution of (B.2) as the discretized form of the Volterra integral equation which is equivalent to (B.2),
we obtain
y(tn+1) = y(0)+
1
Γ(1− ε)
∫ tn+1
t0
(tn+1− τ)
−εz(τ)dτ,
z(tn+1) = z(0)+ J
α2−1
0 f (tn+1)+
1
Γ(α2)
∫ tn+1
t0
(tn+1− τ)
α2−1
(
c(τ)y(τ)+ b(τ)z(τ)
)
dτ.
(B.3)
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The approximation solutions to y(tn+1) and z(tn+1) in (B.3) with sk can be explicitly described as follows:
yn+1 = sk+
1
Γ(1− ε)
n
∑
j=0
∫ t j+1
t j
(tn+1− τ)
−εz(τ)dτ,
zn+1 =
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
1
Γ(α2)
n
∑
j=0
∫ t j+1
t j
(tn+1− τ)
α2−1
(
c(τ)y(τ)+ b(τ)z(τ)
)
dτ.
Replacing y(τ) and z(τ) with linear interpolation, we have
yn+1 = sk+
1
Γ(1− ε)
n
∑
j=0
∫ t j+1
t j
(tn+1− τ)
−ε
( t j+1− τ
h
z j+
t j− τ
−h
z j+1
)
dτ,
zn+1 =
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
1
Γ(α2)
n
∑
j=0
∫ t j+1
t j
(tn+1− τ)
α2−1
{
t j+1− τ
h
(
c(t j)y j+ b(t j)z j
)
+
t j− τ
−h
(
c(t j+1)y j+1+ b(t j+1)z j+1
)}
dτ.
(B.4)
Let us shorten the expression of yn+1,zn+1 in (B.4) as follows:
yn+1 = sk+
n
∑
j=0
[
A1jz j+A
2
jz j+1
]
,
zn+1 =
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
n−1
∑
j=0
[
B1j
(
c(t j)y j+ b(t j)z j
)
+B2j
(
c(t j+1)y j+1+ b(t j+1)z j+1
)]
+B1n
(
c(tn)yn+ b(tn)zn
)
+B2n
(
c(tn+1)yn+1+ b(tn+1)zn+1
)
.
We omit describing definitions of Aij,B
i
j, i= 1,2, j = 0, . . . ,n because it is straightforward. Substituting the explicit
form of yn+1 into the right-hand side of zn+1, we have
zn+1 =
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
n−1
∑
j=0
[
B1j
(
c(t j)y j+ b(t j)z j
)
+B2j
(
c(t j+1)y j+1+ b(t j+1)z j+1
)]
+B1n
(
c(tn)yn+ b(tn)zn
)
+B2n
[
c(tn+1)
{
sk+
n
∑
j=0
(
A1jz j+A
2
jz j+1
)}
+ b(tn+1)zn+1
]
,
=
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
n−1
∑
j=0
[
B1j
(
c(t j)y j+ b(t j)z j
)
+B2j
(
c(t j+1)y j+1+ b(t j+1)z j+1
)]
+B1n
(
c(tn)yn+ b(tn)zn
)
+B2nc(tn+1)
{
sk+
n−1
∑
j=0
(
A1jz j+A
2
jz j+1
)
+A1nzn
}
+
(
B2nA
2
nc(tn+1)+ b(tn+1)
)
zn+1.
(B.5)
Since the right-hand side of (B.5) is linear in z j, j = 0, . . . ,n+ 1, zn+1 can be explicitly expressed as follows:
zn+1 =
[
γ1− a1sk
b1
+ Jα2−10 f (tn+1)+
n−1
∑
j=0
[
B1j
(
c(t j)y j+ b(t j)z j
)
+B2j
(
c(t j+1)y j+1+ b(t j+1)z j+1
)]
+B1n
(
c(tn)yn+ b(tn)zn
)
+B2nc(tn+1)
{
sk+
n−1
∑
j=0
(
A1jz j+A
2
jz j+1
)
+A1nzn
}]/[
1−
{
B2nA
2
nc(tn+1)+ b(tn+1)
}]
.
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