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SIMULASI PERBANDINGAN METODE PERAMALAN MODEL
GENERALIZED SEASONAL AUTOREGRESSIVE INTEGRATED
MOVING AVERAGE (GSARIMA) DENGAN SEASONAL
AUTOREGRESSIVE INTEGRATED MOVING AVERAGE (SARIMA)
Asrirawan




Salah satu topik utama dalam kajian pemodelan peramalan deret waktu (time series)
pada tiga dekade terakhir ini adalah peramalan data jumlahan (count data). Peramalan data
jumlahan berbasis model stokastik masih belum banyak dilakukan dan menggunakan dis-
tribusi Gaussian (normal). Salah satu model stokastik dan non-Gaussian (negatif binomial)
untuk peramalan data jumlahan adalah model generalized autoregressive moving average
(GARMA). Model GARMA menghubungkan komponen ARMA dengan variabel pred-
iktor ke transformasi parameter rata-rata dari distribusi data dengan menggunakan fungsi
link (link function) tetapi tidak melibatkan efek stasioner dan musiman. Model generalized
seasonal autoregressive integrated moving average (GSARIMA) merupakan model
pengembangan dari GARMA dengan melibatkan efek stasioner dan musiman (seasonal).
Model GSARIMA diterapkan pada data simulasi dengan membandingkan tingkat akurasi
peramalan model tersebut dengan model seasonal autoregressive integrated moving aver-
age (SARIMA). Berdasarkan analisis yang dilakukan dengan menggunakan simulasi hasil
model dan peramalan dengan menggunakan model GSARIMA relatif lebih baik
dibandingkan dengan model SARIMA dengan menggunakan nilai AIC dan Maref.
Kata kunci: GSARIMA, IRLS, binomial negatif, SARIMA
PENDAHULUAN
Salah satu topik utama dalam
kajian pemodelan peramalan deret waktu
(time series) pada tiga dekade terakhir ini
adalah peramalan data jumlahan (count
data). Hal ini juga seperti yang telah
diuraikan oleh Gooijer dan Hyndman [1]
yang telah melakukan kajian literatur
berkaitan dengan perkembangan
peramalan deret waktu dalam kurun waktu
25 tahun, yaitu  mulai 1982 sampai
dengan 2005, berdasarkan 940 makalah
pada jurnal-jurnal bidang peramalan.
Gooijer dan Hyndman menyatakan bahwa
kajian tentang peramalan data jumlahan
yang berbasis model stokastik masih
belum banyak dilakukan oleh para peneliti
bidang peramalan.
Yu, Chen, dan Wen [3]
mengemukakan bahwa ada dua
pendekatan yang sering digunakan untuk
memodelkan data deret waktu non-
Gaussian. Pendekatan pertama adalah
menggunakan kombinasi linier pada
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variabel acak distribusi non-Gaussian
(Gaver & Lewis, 1980; Li & Mcleod,
1987) dan pendekatan yang kedua adalah
mentransformasi data deret waktu
Gaussian kedalam distribusi marginal
yang lebih spesifik sehingga mampu
digunakan untuk pendekatan non-
Gaussian [2]. Hal ini juga digunakan oleh
Benjamin,Rigby, dan Stasinopoulos [3].
Benjamin et al. mengembangkan model
stokastik untuk data-data yang mengikuti
distribusi  non-Gaussian seperti distribusi
Poisson dan binomial negatif. Model




komponen ARMA dengan variabel
prediktor ke transformasi parameter rata-
rata dari distribusi data dengan
menggunakan fungsi link (link function).
Fungsi link ini digunakan untuk
memastikan bahwa distribusi data tetap
dalam domain bilangan riil positif,
sehingga memiliki ketepatan prediksi
yang lebih akurat. Model GARMA sangat
fleksibel untuk memodelkan data
jumlahan dengan struktur autoregressive
dan atau moving average. Akan tetapi,
hanya dapat diaplikasikan pada data yang
dianggap stasioner dan tidak musiman.
Benjamin et al. menggunakan pendekatan
iteratively reweighted least square (IRLS)
untuk mengestimasi parameter-parameter
model GARMA [3].
Berdasarkan uraian di atas maka
dalam penelitian ini akan dilakukan kajian
tentang tingkat akurasiperamalan model




Simulasi pertama adalah simulasi
perbandingan estimasi model GSARIMA
dengan transformasi ZQ1 dan ZQ2 [2].
Sedangkan pada simulasi kedua dilakukan
perbandingan tingkat akurasi peramalan
model GSARIMA dan model ARIMA
musiman. Program yang digunakan untuk
estimasidata simulasi adalah R, SAS dan
MATLAB.
Model Binomial Negatif Data Jumlahan
Regresi binomial negatif
merupakan salah satu model regresi
terapan dari GLM Distribusi binomial
negatif memiliki ketiga komponen yaitu
komponen random,komponen sistematik
dan fungsi link [2]. Adapun bentuk fungsi
massa peluang binomial negatif adalah:( , , )= Γ( + 1/ )Γ(1/ ) ! 11 + / 1 +
dengan = 0,1,2, … , , ( ) = dan( ) = + .
Saat → 0 maka distribusi negatif
binomial memiliki variansi . Distribusi
binomial negatif akan mendekati suatu
distribusi Poisson yang mengasumsikan
mean dan variansi sama yaitu ( ) =( ) = .
Kontribusi variabel prediktor dalam model
regresi binomial negatif dinyatakan dalam
bentuk kombinasi linier antara
parameter( )dengan parameter regresi
yang akan diestimasi yaitu:= + +⋯+
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atau dalam matriks dituliskan dalam
bentuk =
dengan adalah vektor ( 1) dari
observasi, adalah matriks ( ) dari
variabel bebas, adalah matriks ( 1)
dari koefisien regresi, dengan = + 1.
Nilai ekspetasi dari variabel respon Y
adalah diskrit dan bernilai positif. Maka,
untuk mentransformasikan nilai
(bilangan riil) ke rentang yang sesuai
dengan rentang pada respon diperlukan
suatu fungsi link (. ) yaitu:( ) = ln =
Model GSARIMA
Model GSARIMA dikembangkan
berdasarkan model GARMA dengan
melibatkan efek musiman dan
differencing. Diberikan =( , , … , ) adalah model data
deret waktu. Misalkan~ ( , )dengan   ttyE  dan( ) = + . Jika  maka ty
akan mengikuti distribusi Poisson.
Adapun model GARMA  qp, dapat
dilihat pada model (2):( ) = ( )[ − ( )] + ( )− ( )[ − ( )]+ ( ) − ( )
dimana (. )adalah fungsi link, ( ) =1 − − −⋯−
dan ( ) = 1 − − −⋯− .B merupakan operator
backshift dengan dttd yyB  dan vektor= ( , , , … , )adalah koefisien
untuk vektor =, , , … , , dengan 0x merupakan
intercept yang biasanya digunakan nilai
10 x . Pada kasus GARMA,
datajumlahan dimodelkan dengan
menggunakan sebuah fungsi link
logarithmic atau identity [2]. Jika ty
mengikuti distribusi Poisson dengan nilai
mean sebagai berikut:= ( | )= [1+ exp(−− )] , > 0
Maka ada dua metode transformasi
sebagai berikut yang dapat digunakan:
a. Transformasi ZQ1 yang mempunyai
bentuk:log( ) = + [log( )− ]
dimana   .10,,max  ccyy tTt
b. Transformasi ZQ2 yang mempunyai
bentuk:log( ) = + [log(+ )− log[exp(+ )]]
Sehingga model GSARIMA binomial
negatif untuk ZQ1 diberikan persamaan 3:log( ) = ( )(1 − ) (1− ) Φ ( ){− log( )} + log( )− ( )Θ( )log + log
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Sedangkan untuk ZQ2 adalahlog( )= ( )(1 − ) (1− ) Φ ( ){log[exp( ) + ]− log( + )}+log( + ) −( )Θ( ) log +++ log ++
LAYOUT DAN SPESIFIKASI
Simulasi Perbandingan Transformasi
Fungsi Link ZQ1 dan ZQ2
Model data yang dibangkitkan
adalah model Poisson AR (1) dengan
menggunakan dua transformasi ZQ1 dan
ZQ2. Data series yang dibangkitkan
sebesar N=1000 dengan exp( )sebesar
5. Sedangkan nilai c ada tiga yaitu 0,1;0,5;
dan 1 serta nilai parameter AR -0,5
dan 0,5. Adapun hasil perbandingan
antara fungsi link ZQ1 dan ZQ2 dapat
dilihat pada tabel 1 di bawah:
Tabel 1 Simulasi Perbandingan Estimasi Fungsi Link ZQ1 dan ZQ2 dengan Menggunakan
Model Poisson AR (1) pada exp( ) = 100, = 0,1 ; = 1,0; = 0,5
Model c intercept Maref DIC
Log-ZQ1 0,1 101,37 0,48 0,079 7431,5
Log-ZQ1 1,0 100,45 0,47 0,081 7491,7
Log-ZQ2 0,1 99,93 0,49 0,081 7453,4
Log-ZQ2 1,0 101,04 0,49 0,080 7463,5
Berdasarkan Tabel 1 dapat dilihat
bahwa ketika nilai exp( ) 100 dengan
nilai c=0,1 maka transformasi fungsi link
ZQ1 memiliki nilai maref dan DIC yang
relatif kecil dibandingkan dengan
transformasi fungsi link ZQ2. Tetapi
sebaliknya ketika nilai c lebih besar
(c=1,0) maka nilai transformasi dari ZQ2
memiliki nilai maref dan DIC yang
relatif kecil. Selain itu jika nilai c lebih
besar maka dari kedua fungsi link
tersebut relatif menaikkan nilai DIC.
Sehingga diperoleh kesimpulan
bahwa untuk pada saatintercept yang
kecil maka fungsi link ZQ1 relatif lebih
baik dibandingkan dengan ZQ2.
Simulasi Perbandingan Estimasi
Parameter Model GSARIMA
Pada bagian ini akan dilakukan
simulasi estimasi parameter pada model
GSARIMA yang mengikuti distribusi
binomial negatif. Model GSARIMA yang
dibangkitkan terdiri atas dua model yaitu
model GSARIMA (2,1,0)(0,0,1)
dengan GSARIMA (0,1,2)(1,0,0) .
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Tabel 2. Simulasi Perbandingan Tingkat Akurasi Peramalan GSARIMA dengan SARIMA




GSARIMA SARIMA(2,1,0)(0,0,1) 0,525 4,623 11%
0,493 198,241 9 %
0,542 15,154 13 %
0,449 74,44 8 %
Keterangan : *) jumlah observasi nol
Dari hasil simulasi estimasi data
bangkitan dengan menggunakan distribusi
Poisson AR (1) maka diperoleh hasil pada
Tabel 4.5. PadaTabel 4.5 dapat dilihat
bahwa dari keempat simulasi data yang
dibangkitkan ternyata tingkat akurasi
peramalan model binomial negatif
GSARIMA (2,1,0)(0,0,1)12 lebih baik
dibandingkan dengan model ARIMA(2,1,0)(0,0,1)12. Rata-rata nilai maref
untuk keempat simulasi data untuk model
GSARIMA adalah sebesar 0,502
sedangkan rata-rata nilai maref untuk
model SARIMA sebesar 73,11.
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