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A TRANSFERENCE APPROACH TO A ROTH-TYPE
THEOREM IN THE SQUARES
T. D. BROWNING AND S. M. PRENDIVILLE
Abstract. We show that any subset of the squares of positive relative
upper density contains non-trivial solutions to a translation-invariant
linear equation in five or more variables, with explicit quantitative
bounds. As a consequence, we establish the partition regularity of any
diagonal quadric in five or more variables whose coefficients sum to zero.
Unlike previous approaches, which are limited to equations in seven or
more variables, we employ transference technology of Green to import
bounds from the linear setting.
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1. Introduction
Initiated by Roth [Rot53, Rot54], there has been much work (see [Blo12,
SchSi]) on bounding the density of subsets of integers lacking solutions to
a single linear equation
c1y1 + · · ·+ csys = 0, (1.1)
with integer coefficients. It is customary to impose the condition that
c1+ · · ·+cs = 0 in order to avoid the existence of a congruence class lacking
solutions. Our knowledge is more formative for the analogous non-linear
equation
c1x
2
1 + · · ·+ csx2s = 0, (1.2)
Date: December 14, 2015.
2010 Mathematics Subject Classification. 11B30 (11D09, 11P55).
2 T. D. BROWNING AND S. M. PRENDIVILLE
where the aim is to show that sufficiently dense subsets of integers have
generic solutions. Given a union K of k proper subspaces of the hyperplane
(1.1), our notion of non-generic solutions is captured by K-triviality, where
a solution (x1, . . . , xs) is said to be K-trivial if (x
2
1, . . . , x
2
s) ∈ K. For
instance, one could regard solutions with all xi equal as K-trivial, by taking
K to be the diagonal subspace
K := {(y, . . . , y) : y ∈ Q} , (1.3)
for which k = 1. More generally, taking
K :=
⋃
i 6=j
{y ∈ Qs : yi = yj and c · y = 0} ,
we have k =
(
s
2
)
and the K-nontrivial solutions correspond to those in
which all xi are distinct.
All work on equation (1.2) (see [Smi09, Ke14, Keil15, Hen15]) is based on
an adaptation of the density increment approach to Roth’s theorem, and is
at present limited to equations in at least s > 7 variables and with at least
two positive and two negative coefficients. Adapting the transference tech-
nology of Green [Gre05], we offer an alternative approach to this problem,
an approach which is applicable to a wider class of equations, in particular
those in s > 5 variables and with no sign restriction on the coefficients.
Theorem 1.1. Let c1, . . . , cs ∈ Z \ {0} with c1 + · · · + cs = 0 and s > 5.
Let K denote a union of at most k proper subspaces of the hyperplane (1.1)
each containing the diagonal subspace (1.3). If A ⊂ [X] is such that the
only solutions to
c1x
2
1 + · · ·+ csx2s = 0 (xi ∈ A), (1.4)
are K-trivial, then for any ε > 0 we have
|A| c,k,ε X
(log log logX)
s
2
−1−ε .
Let c1, . . . , cs be as in the statement of Theorem 1.1. Then this result
implies that any subset A ⊂ N, with positive upper density
lim sup
X→∞
|A ∩ [X]|
X
> 0, (1.5)
must contain generic solutions to (1.4).
A Diophantine equation f(x1, . . . , xs) = 0 is called partition regular if,
given any partition of N into finitely many colour classes, at least one class
contains a solution to the equation in which all xi are distinct. An old
problem of Erdo˝s and Graham [EG80] asks if the Pythagorean equation
x2 + y2 = z2 is partition regular. Graham [Gra08] has offered $250 for
a resolution of this conjecture. Similarly, it is unknown if the equation
x2 + y2 = 2z2 is partition regular (see [FrHo14]). Given an extra two
variables, we can answer questions of the latter type.
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Corollary 1.2. Let c1, . . . , cs ∈ Z \ {0} with c1 + · · · + cs = 0 and s > 5.
Then the equation c1x
2
1 + · · ·+ csx2s = 0 is partition regular.
This follows from Theorem 1.1, since at least one colour class must have
positive upper density (1.5).
Define the Rado number (see [GRS90, p.103]) of the equation (1.4) to be
the smallest positive integer Rc(r) such that any r-colouring of the interval
{1, 2, . . . , Rc(r)} results in at least one monochromatic tuple (x1, . . . , xs)
satisfying (1.4) with all xi distinct. Since any r-colouring of [X] results in a
colour class of size at least X/r, one can use the estimate given in Theorem
1.1 to deduce the following result.
Corollary 1.3. Let c1, . . . , cs ∈ Z \ {0} with c1 + · · · + cs = 0 and s > 5.
Then there exists a constant Cc > 0, depending only on c1, . . . , cs, such that
Rc(r) 6 exp exp exp(Ccr)
The study of density bounds for sets lacking solutions to (1.4) was ini-
tiated by Smith [Smi09] who proceeded by considering instead the system
of equations
c1x
2
1 + · · ·+ csx2s = 0,
c1x1 + · · ·+ csxs = 0. (1.6)
The advantage of this system is that it is translation-invariant, in that the
set of solutions remains unchanged under a shift from the diagonal subspace
(1.3). This allows one to follow Roth’s original approach to the equation
(1.1), using an Lp-estimate (mean value) to deduce that if a set A lacks
solutions to (1.6), then there is an exponential sum associated to A which
is large. It follows that A has a density increment on a long progression
of the form a + q · [N ′], and so (by translation-invariance) there exists a
denser set A′ ⊂ [N ′] lacking solutions to (1.6). By iterating this argument,
a bound can eventually be extracted on the density of the original set A.
Smith [Smi09] accomplished this programme for equations in 9 or more
variables, obtaining a bound of the form |A|  X(log logX)−c for some
small c > 0. This small exponent resulted from a use of quadratic Fourier
analysis, a tool that Keil [Ke14] avoided, obtaining a bound of the form
X(log logX)−1/15. Moreover, Keil incorporated a restriction Lp-estimate in
order to handle equations in seven or more variables. Subsequently, Henriot
[Hen15] has improved the cardinality bound to X(logX)−c for s > 7 and
an exponent c > 0 that depends on the choice of coefficients c1, . . . , cs.
In all these approaches, one requires that there are at least two positive
and two negative coefficients in order to guarantee that the system (1.6)
has a non-diagonal real solution. Furthermore, s > 7 is a natural limit of
the analytic method, as for s 6 6 the system may possess more solutions
than that predicted by the usual probabilistic heuristic. However, if one
is only interested in sets of integers lacking solutions to the top equation
(1.4), then neither of these conditions should be necessary.
4 T. D. BROWNING AND S. M. PRENDIVILLE
Analysing the single equation (1.4) removes translation-invariance, mak-
ing a density increment approach more problematic. Instead we implement
the transference principle devised in Green [Gre05] to import results from
the dense linear setting to the sparse linear setting, viewing a dense subset
of the squares as a sparse subset of the integers. Although Roth’s theorem
only holds for dense subsets of integers, we show that an appropriately nor-
malised indicator function of the squares has sufficient pseudorandomness
properties that any dense subset of squares can be modelled by a dense
subset of integers. Applying Roth’s theorem in the dense setting, we are
then able to transfer back to the sparse setting to bound the size of our set
of squares. We describe this method further in §2.
It is worth remarking that Gowers’ quantitative version of Szemere´di’s
theorem [Gow01] yields bounds for sets lacking solutions to very many ho-
mogeneous Diophantine equations, an observation the second author learnt
from Trevor Wooley. (A variant of this idea was put to use by Bru¨dern
et al [BDLW10].) For the sake of completeness, we include a proof of the
folklore argument.
Proposition 1.4. Let F ∈ Z[x1, . . . , xs] be a homogeneous polynomial with
integer coefficients and let K denote a finite union of proper subspaces of
Qs, one of which is equal to the diagonal subspace (1.3). Suppose that the
solution set F (x1, . . . , xs) = 0 contains a two-dimensional rational subspace
which contains the diagonal (1.3) and which is not contained in K. Then
any set A ⊂ [X] which satisfies the implication
F (x) = 0 (x ∈ As) =⇒ x ∈ K,
has cardinality
|A|  X
(log logX)c
,
for some positive constant c = c(F ) > 0.
Proof. Let V denote a two-dimensional rational subspace of the solution
set F (x) = 0, which contains the diagonal (1.3) and is not contained in K.
Since (1, . . . , 1) ∈ V ∩ K and dimV = 2, there exists x ∈ V \ K which
is linearly independent of (1, . . . , 1). Clearing denominators and shifting
along the diagonal subspace by a sufficiently large integer, we may assume
that x ∈ ([0, k) ∩ Z)s for some k ∈ N.
Notice that for any a, q ∈ Z the tuple y = (a+qx1, . . . , a+qxs) lies in V ,
so that F (y) = 0. Suppose now that A contains an arithmetic progression
a, a + q, . . . , a + (k − 1)q of length k. Then it follows that As contains y,
which is also a solution to F = 0. Moreover, this solution is not contained
in K, since otherwise
x =
y − (a, . . . , a)
q
∈ K.
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Thus A cannot contain an arithmetic progression of length k, so that
|A|  X(log logX)−ck , for some ck > 0, by Gowers’s bounds in Szemere´di’s
theorem [Gow01]. 
This argument covers those equations of the form (1.4) tackled by Smith,
Keil and Henriot, namely those in which c1 + · · · + cs = 0 for s > 7, and
where there are at least two positive and two negative coefficients. Indeed,
an application of the Hardy–Littlewood method (as carried out by Keil
[Ke14]) gives an integer vector x ∈ Zs \ K satisfying the system (1.6)
under these conditions. Expanding the square, one can check that for any
λ, µ ∈ Q the vector (λ+µx1, . . . , λ+µxs) also satisfies (1.6). In particular,
the solution set of (1.4) contains the two dimensional subspace generated
by the diagonal and x, a subspace which is not contained in K.
Unlike the bounds obtained via Proposition 1.4, the advantage of the
bounds of Smith and Keil is that their logarithmic exponent is uniform in
the choice of coefficients, whilst Henriot succeeds in replacing the double
logarithm derived from Gowers’s bounds by a single logarithm.
Note that one cannot use Proposition 1.4 to treat all equations covered
by Theorem 1.1. For instance, the convex equation
x21 + x
2
2 + x
2
3 + x
2
4 = 4x
2
5
is of the form (1.4) but is not satisfied by a two dimensional subspace
containing the diagonal. Should the solution set of this equation contain
such a set, then this subspace can be written in the form
{(λ, . . . , λ) + µx : λ, µ ∈ Q} . (1.7)
Expanding the squares in the equation
∑
i(λ+µxi)
2 = 4(λ+µx5)
2 reveals
that x also satisfies the system (1.6). Substituting the linear equation into
the quadratic equation shows that
x21 + x
2
2 + x
2
3 + x
2
4 = 4(x1 + x2 + x3 + x4)
2,
which forces x to be an element of the diagonal, contradicting the fact that
(1.7) is two dimensional.
Finally we remark that in all likelihood our methods can be adapted to
handle diagonal equations of degree k in s variables, provided that one has a
restriction estimate at exponent p < s for the appropriate exponential sum.
This gives an alternative approach to recent results of Henriot [Hen15],
albeit with much weaker density bounds. Whereas Henriot’s methods rely
on a restriction estimate associated to the Vinogradov system
xk1 + · · ·+ xks = yk1 + · · ·+ yks
...
x1 + · · ·+ xs = y1 + · · ·+ ys,
6 T. D. BROWNING AND S. M. PRENDIVILLE
the transference approach of this paper would merely require a mean value
estimate for the top equation in the system. For small values of k, it ap-
pears that the transference approach may allow one to improve the number
of variables required in Henriot’s work. For instance, an eighth moment
estimate of Vaughan [Vau86] should yield the partition regularity of a di-
agonal cubic equation in 9 or more variables, whereas the work of Henriot
[Hen15] requires at least 13 variables when specified to this situation.
Acknowledgements. We are very grateful to Thomas Bloom, Sam Chow,
Surya Ramana and Trevor Wooley for a number of useful comments. Spe-
cial thanks are due to the anonymous referees for several helpful suggestions
that have improved the exposition of the paper. Whilst working on this
paper the authors were supported by ERC grant 306457.
2. The structure of our argument
Definition 2.1 (Majorant). A majorant on [N ] is a non-negative function
ν : Z→ [0,∞) with support contained in the interval [N ].
The next definition, and much of this section, follows the exposition of
Tao [Tao12, §1.7].
Definition 2.2 (c-pseudorandom). Let c = (c1, . . . , cs) ∈ Zs. We say that
a majorant ν is c-pseudorandom if for any δ > 0 there exists c(δ) > 0 such
that for any 0 6 f 6 ν we have the implication∑
x
f(x) > δ
∑
x
ν(x) =⇒
∑
c·x=0
s∏
i=1
f(xi) > c(δ)
∑
c·x=0
s∏
i=1
ν(xi).
The indicator function of an interval provides an important example of
a c-pseudorandom majorant, as can be seen from the following result of
Bloom [Blo12] (building on work of Sanders [San11]).
Bloom’s theorem ([Blo12]). Let c1, . . . , cs ∈ Z \ {0} with s > 3 and
c1 + · · ·+ cs = 0. Then the indicator function 1[N ] is c-pseudorandom with
quantitative dependence
c(δ)c exp
(
−C/δ 1s−2−ε
)
for some absolute constant C = C(s, ε) and any ε > 0.
Our aim is to show that there exists a function related to the indicator
function of the squares which is also c-pseudorandom, at least when s > 5.
There are three conditions which, taken together, are sufficient to guarantee
that a majorant is c-pseudorandom. We discuss these in the remainder of
this section.
Define the Lp-norm of a function f : Z → C with respect to counting
measure, so for example
‖f‖1 :=
∑
n
|f(n)|.
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Provided that this L1-norm is finite, we define the Fourier transform of f
at α ∈ T := R/Z by
fˆ(α) :=
∑
n
f(n)e(αn). (2.1)
For functions on T, all Lp-norms are taken with respect to the Haar prob-
ability measure, so that
∥∥fˆ∥∥
2
= ‖f‖2 .
Definition 2.3 (Fourier decay). We say that a majorant ν has Fourier
decay of level θ if ∥∥νˆ − 1ˆ[N ]∥∥∞ 6 θN.
The relevance of this definition is demonstrated in work of Green [Gre05].
The idea is that one can approximate an unbounded function by a bounded
function, provided the unbounded function has a majorant with sufficient
Fourier decay. For a proof of the following form of the bounded approxi-
mation lemma we refer the reader to the second author’s survey [Pre15].
Lemma 2.4 (Bounded approximation). Suppose that the majorant ν has
Fourier decay of level θ. Then for any 0 6 f 6 ν there exists a bounded
function 0 6 g 6 1[N ] such that∥∥fˆ − gˆ∥∥∞  Nlog(1/θ)3/2 .
The advantage of a bounded approximant is that it is amenable to an
application of Bloom’s theorem, and should therefore count many solutions
to (1.1). We wish to approximate the characteristic function of a set of
squares weighted by an unbounded majorant. Given a sufficiently good
approximation, we might therefore hope that the number of solutions to
(1.1) counted by our unbounded function is similar to the count for the
bounded function. This is indeed the case, provided that our majorant
possesses an additional property.
Definition 2.5 (Restriction at p). We say that a majorant ν on [N ] satisfies
a restriction estimate at exponent p if
sup
|φ|6ν
∫
T
∣∣∣φˆ(α)∣∣∣p dαp ‖ν‖p1N−1.
The utility of this property for our purposes is demonstrated in the fol-
lowing lemma, which we prove in §3.
Lemma 2.6 (Restriction implies configuration control). Suppose that ν is
a majorant with ‖ν‖1  N and which satisfies a restriction estimate at
some exponent 2 6 p < s. Let c1, . . . , cs ∈ Z \ {0}. Then for functions
f, g : Z→ C with |f | 6 ν and |g| 6 1[N ] we have∣∣∣∣∣∑
c·x=0
(
s∏
i=1
f(xi)−
s∏
i=1
g(xi)
)∣∣∣∣∣p,s N s−1 (N−1∥∥fˆ − gˆ∥∥∞)1−{p} .
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Finally, we need to ensure that our majorant does not only count K-
trivial solutions to (1.1).
Definition 2.7 (Saves η on the K-trivial solutions). Let η > 0 and let K
denote a finite union of k proper subspaces of the hyperplane (1.1). We
say that the majorant ν saves η on the K-trivial solutions if∑
x∈K
s∏
i=1
ν(xi)s,k ‖ν‖s1N−1−η.
With these definitions in hand we are able to prove the following.
Proposition 2.8 (Sufficient majorant conditions). Let ci ∈ Z \ {0} with
c1 + · · · + cs = 0 and s > 3. Let K denote a finite union of k proper
subspaces of the hyperplane (1.1). Suppose that ν is a majorant satisfying
• the restriction estimate at some exponent p ∈ [s− 1, s);
• Fourier decay of level θ 6 1;
• the K-trivial estimate with saving η.
Then any set A ⊂ supp(ν) containing only K-trivial solutions to (1.1)
satisfies∑
n
1A(n)ν(n)c,p,k,η,ε N
min {log log(1/θ), logN}s−2−ε . (2.2)
Note that in applications we do not expect to be able to take θ any
smaller that N−c, in which case the minimum occurring in the right hand
side of (2.2) is log log(1/θ).
The statistic ∑
n
1A(n)ν(n)
is not necessarily the same as the quantity |A|, to which Theorem 1.1 per-
tains. However, in most applications there is simple polynomial dependence
between these quantities. We discuss this in the context of our application
in Lemma 4.1.
Proof of Proposition 2.8. Define f := 1Aν and set
δ := N−1
∑
n
f(n).
We wish to determine a lower bound on δ in terms of s, p, k, η, c and θ which
guarantees that A contains at least one K-nontrivial solution to (1.1). By
the bounded approximation lemma, there exists a function 0 6 g 6 1[N ]
such that ∥∥fˆ − gˆ∥∥∞  Nlog(1/θ)3/2 .
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Since the L1-norm of a non-negative function is equal to the sup-norm of
its Fourier transform, we have∑
n
g(n) = ‖gˆ‖∞ >
∥∥fˆ∥∥∞ − ∥∥fˆ − gˆ∥∥∞ = ∑
n
f(n)− ∥∥fˆ − gˆ∥∥∞
= δN +O
(
N
log(1/θ)3/2
)
.
Thus we may deduce that ∑
n
g(n) > (δ/2)N,
provided we assume
δ > C
log(1/θ)3/2
, (2.3)
for some absolute constant C. Bloom’s theorem then implies that there
exists c(δ/2) > 0 such that∑
c·x=0
s∏
i=1
g(xi)c c(δ/2)N s−1.
Since our majorant has Fourier decay of level 6 1, we have ‖ν‖1 =
‖νˆ‖∞ 6 ‖νˆ − 1ˆ[N ]‖∞ + ‖1ˆ[N ]‖∞  N . Thus Lemma 2.6 yields∑
c·x=0
s∏
i=1
f(xi) =
∑
c·x=0
s∏
i=1
g(xi) +Os,p
(
N s−1
log(1/θ)
3(s−p)
2
)
.
Hence, if we ensure that
c(δ/2) > Cs,p,c
log(1/θ)
3(s−p)
2
(2.4)
for some absolute constant Cs,p,c, we may conclude that∑
c·x=0
s∏
i=1
f(xi)c c(δ/2)N s−1.
Yet if A contains only K-trivial solutions to (1.1), then the fact that ν
saves η on the K-trivial solutions gives∑
c·x=0
s∏
i=1
f(xi) 6
∑
x∈K
s∏
i=1
ν(xi)s,k N s−1−η,
again using ‖ν‖1  N . Hence A must contain a K-nontrivial solution on
ensuring that
c(δ/2) > Cs,k,cN−η (2.5)
for some absolute constant Cs,k,c.
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Employing Bloom’s lower bound for c(δ/2), our conditions (2.3), (2.4)
and (2.5) reduce to ensuring that for any ε > 0 there exists an absolute
constant Cs,p,k,η,c,ε such that
δ > Cs,p,k,η,c,ε max
{
1
log(1/θ)3/2
,
1(
log log(1/θ)
)s−2−ε , 1(logN)s−2−ε
}
.
The result is now obvious. 
Heuristically, our strategy is to show that the following weighted indica-
tor function of the squares is a suitable majorant:
ν(n) :=
{
2
√
n if n = x2 for some x ∈ [X],
0 otherwise.
(2.6)
Taking N := X2 we see that ν is supported on the interval [N ] with
‖ν‖1 ∼ N . It follows from work of Bourgain [Bou89] that this majorant
satisfies a restriction estimate at any exponent p > 4. Moreover, a standard
point-counting argument (see §7) shows that this majorant saves at least
1/2 (essentially) on theK-trivial solutions. However, the majorant does not
exhibit sufficient Fourier decay. Indeed, it is well-known from the classical
circle method that there are values of α for which
∣∣νˆ(α)− 1ˆ[N ](α)∣∣  N.
(For example, take α = a/q with 2 < q  1.) These problematic values
of α arise from the major arcs, and are a consequence of the fact that the
squares are not equidistributed in congruence classes to small moduli.
We overcome this difficulty by implementing the W -trick, as found in
Green [Gre05]. Our W -tricked version of the majorant (2.6) is found in §4.
Although this allows us to verify the existence of non-trivial Fourier decay
in §5, the restriction estimate no longer follows directly from Bourgain’s
work. We show how to modify his proof in §6. Finally, in §7 we show that
the W -tricked majorant saves 1/5 on the K-trivial solutions and in §8 we
bring everything together to prove Theorem 1.1 via Proposition 2.8.
3. Configuration control
The aim of this section is to establish Lemma 2.6. Let c1, . . . , cs ∈ Z\{0}
and suppose that ν is a majorant with ‖ν‖1  N and which satisfies a
restriction estimate at exponent 2 6 p < s. Then we need to show that for
any functions f, g : Z→ C with |f | 6 ν and |g| 6 1[N ] we have∣∣∣∣∣∑
c·x=0
(
s∏
i=1
f(xi)−
s∏
i=1
g(xi)
)∣∣∣∣∣p,s N s−1 (N−1∥∥fˆ − gˆ∥∥∞)1−{p} .
On recording the telescoping identity
s∏
i=1
f(xi)−
s∏
i=1
g(xi) =
s∑
j=1
(
f(xj)− g(xj)
)∏
i<j
f(xi)
∏
i>j
g(xi),
we see that Lemma 2.6 is implied by the following result.
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Lemma 3.1 (Configuration control). Let c1, . . . , cs ∈ Z\{0}. Suppose that
ν is a majorant with ‖ν‖1  N and which satisfies a restriction estimate
at some exponent 2 6 p < s. Then for any functions f1, . . . , fs : Z → C,
each satisfying |fi| 6 ν or |fi| 6 1[N ], we have∣∣∣∣∣∑
c·x=0
s∏
i=1
fi(xi)
∣∣∣∣∣p N s−1 (N−1 mini ∥∥fˆi∥∥∞)1−{p} . (3.1)
Proof. Notice that if |fi| 6 1[N ] then, by Parseval and our assumption that
p > 2, we have the bound∥∥fˆi∥∥p 6 ‖fi‖2/p2 ‖fi‖(p−2)/p1 6 N1− 1p .
Similarly, if |fi| 6 ν then our restriction estimate assumption and the
bound ‖ν‖1  N gives that
∥∥fˆi∥∥p p N1− 1p .
Let t = bpc+ 1. Using orthogonality and the trivial estimate ∣∣fˆi∣∣ N ,
we have∑
c·x=0
s∏
i=1
fi(xi) =
∫
T
fˆ1(c1α) · · · fˆs(csα)dα N s−t
∫
T
∣∣fˆ1(c1α) · · · fˆt(ctα)∣∣dα.
By Ho¨lder’s inequality∫
T
∣∣fˆ1(c1α) · · · fˆt(ctα)∣∣dα 6 ∥∥fˆ1∥∥t−p∞ ∥∥fˆ1∥∥1−(t−p)p ∏
1<i6t
∥∥fˆi∥∥p
t,p
∥∥fˆ1∥∥t−p∞ Np−1
=
(∥∥fˆ1∥∥∞N−1)t−pN t−1.
The lemma now follows with i = 1 on the right-hand side of (3.1). The
general case follows on re-ordering the indices of the fi. 
4. The W -trick
To prove Theorem 1.1 we need to construct a majorant supported on
the squares which satisfies the conditions of Proposition 2.8. We give the
initial construction in this section. The idea is that although (2.6) may
not possess sufficient Fourier decay, by making an appropriate choice of
integers W and b, the Fourier transform of the function
n 7→ ν(Wn+ b)
should exhibit the required cancellation.
Set
W := 8
∏
2<p6w
p, where w :=
√
logX. (4.1)
By the prime number theorem, there exists an absolute constant C such
that
W 6 exp(C
√
logX)ε Xε, (4.2)
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for any ε > 0.
Let b1 be a w-smooth number and let b2 ∈ [W ] with (b2,W ) = 1. No-
tice that every positive square lies in one and only one of the arithmetic
progressions
b21(W · Z− b2).
This motivates the definition of our W -tricked majorant function. Set
σ(b2) := #
{
z ∈ [W ] : z2 + b2 ≡ 0 mod W
}
.
Then we define the function νb : Z→ [0,∞) by
νb(n) :=
{
2
√
Wn−b2
σ(b2)
if b21(Wn− b2) = x2 for some x ∈ [X],
0 otherwise.
(4.3)
Note that σ(b2) 6= 0 whenever n ∈ Z is such that b21(Wn−b2) = x2 for some
x ∈ [X]. Indeed, in this case, −b2 must be a square modulo W , which is
equivalent to requiring −b2 to be a square modulo 8 and a square modulo
every odd prime p 6 w. There are 4 possible values of z mod 8 such that
z2 ≡ −b2 mod 8 and 2 values of z mod p such that z2 ≡ −b2 mod p for
any odd prime prime p 6 w. Hence the Chinese remainder theorem yields
σ(b2) = 2 · 2pi(w). Furthermore, on writing
Nb :=
⌊
X2
b21W
⌋
+ 1, (4.4)
one can check that νb is supported on [Nb] and that∑
n
νb(n) = Nb +O(1 +Xb
−1
1 ) = Nb +O(
√
WNb). (4.5)
Given a set of integers A, let
Ab :=
{
n ∈ Z : b21(Wn− b2) = x2 for some x ∈ A
}
.
We proceed by establishing the following result.
Lemma 4.1. There exists an absolute constant C such that the follow-
ing holds for any δ > C(logX)−1. Let A ⊂ [X] with |A| = δX. Then
there exists a w-smooth number b1 6 X1/2 and there exists b2 ∈ [W ] with
(b2,W ) = 1 such that ∑
n
1Ab (n) νb(n) δ2Nb.
Consideration of the set A = [δX] shows that the lower bound in this
estimate is optimal.
A ROTH-TYPE THEOREM IN THE SQUARES 13
Proof of Lemma 4.1. It follows from Rankin’s trick that the number of in-
tegers in [X] divisible by a w-smooth number exceeding X1/2 is at most∑
b1>X1/2
b1 w-smooth
X
b1

∑
b1 w-smooth
X
b1
(
b1
X1/2
)1/2
 X3/4
∑
b1 w-smooth
1
b
1/2
1
 X3/4
∏
p<w
(
1 +
1
p1/2
)
 X3/4+ε,
for any ε > 0. It follows that
δX =
∑
b16X1/2
b1 is w-smooth
∑
b2∈[W ]
(b2,W )=1
|Ab|+Oε
(
X3/4+ε
)
.
Our assumption that δ > C(logX)−1 therefore ensures that
δX 
∑
b16X1/2
b1 is w-smooth
∑
b2∈[W ]
(b2,W )=1
|Ab|.
Similarly, ∑
b16X1/2
b1 is w-smooth
∑
b2∈[W ]
(b2,W )=1
|[X]b|  X,
so that
δ
∑
b16X1/2
b1 is w-smooth
∑
b2∈[W ]
(b2,W )=1
|[X]b| 
∑
b16X1/2
b1 is w-smooth
∑
b2∈[W ]
(b2,W )=1
|Ab|.
Applying the pigeon-hole principle, we conclude that there exists a w-
smooth number b1 6 X1/2 and b2 ∈ [W ] with (b2,W ) = 1 such that
δ|[X]b|  |Ab|.
For each z ∈ [W ] with z2 + b2 ≡ 0 mod W , write Ab,z for the set of positive
integers x ≡ z mod W such that x2 = Wn− b2 for some n ∈ Ab. Together
these sets satisfy ∑
z2+b2≡0 modW
|Ab,z| = |Ab|  δ|[X]b|.
For any T > 0 we claim that there are at most T + 1 values of x ∈ Ab,z
satisfying x 6 WT . This follows on noting that elements of Ab,z take the
shape z + Wy for suitable y. But there are clearly at most T − z/W + 1
choices of y satisfying y 6 T−z/W , from which the claim follows. Applying
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the claim with T = 1
2
|Ab,z|, we deduce that for at least 12 |Ab,z| − 1 values
of x ∈ Ab,z we have x > 12W |Ab,z|. It follows from (4.3) that∑
n
1Ab(n)νb(n) =
1
σ(b2)
∑
z2+b2≡0 modW
∑
x∈Ab,z
2x
> 2
σ(b2)
∑
z2+b2≡0 modW
(1
2
|Ab,z| − 1)12W |Ab,z|.
An application of the Cauchy–Schwarz inequality now shows that the right
hand side is
>
W
2
 1
σ(b2)
∑
z2+b2≡0 modW
|Ab,z|
2 − 2 1
σ(b2)
∑
z2+b2≡0 modW
|Ab,z|

=
W
2
(( |Ab|
σ(b2)
)2
− 2 |Ab|
σ(b2)
)
.
Recalling that b1 6 X1/2 and W ε Xε, provided we take C sufficiently
large in our lower bound δ > C(logX)−1, we may proceed under the as-
sumption that |Ab| > 4σ(b2). But then it follows that(( |Ab|
σ(b2)
)2
− 2 |Ab|
σ(b2)
)
> 1
2
( |Ab|
σ(b2)
)2
.
Since we have
|[X]b| = σ(b2)
(
X
b1W
+O(1)
)
,
it finally follows that∑
n
1Ab(n)νb(n) δ2
(
X2
b21W
)
 δ2Nb,
as required to complete the proof of the lemma. 
5. Exponential sum estimates
Henceforth we fix a choice of b afforded by Lemma 4.1 and denote both νb
and Nb by ν and N , respectively. For z ∈ [W ] such that z2+b2 ≡ 0 mod W ,
write
Sq(a, z) :=
q∑
r=1
e
(
a(Wr2 + 2zr + z
2+b2
W
)
q
)
and I(β) :=
∫ N
0
e
(
βt
)
dt.
Bearing these quantities in mind, we may now establish the following result.
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Lemma 5.1 (Major arc asymptotic). Suppose that ‖qα‖ = |qα − a| for
q, a ∈ Z with q > 0. Then
νˆ(α) =
1
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
q−1Sq(a, z)I(α− aq ) +O
(√
NW (q +N ‖qα‖)
)
.
Proof. Recalling (2.1) and (4.3), we break the Fourier transform into con-
gruence classes modulo W to give
νˆ(α) =
1
σ(b2)
∑
x6Xb−11
x2+b2≡0 modW
2x e
(
α(x2 + b2)/W
)
=
e(αb2/W )
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
∑
z+Wy6Xb−11
2(z +Wy) e
(
α(z +Wy)2/W
)
.
We now write α = a
q
+ β and break the sum over y into residue classes
modulo q. This gives∑
z+Wy6Xb−11
2(z +Wy) e
(
α(z +Wy)2/W
)
=
q∑
r=1
∑
z+Wy6Xb−11
y≡r mod q
2(z +Wy) e
(
(a
q
+ β)(z +Wy)2/W
)
=
q∑
r=1
e
(
a(z +Wr)2/(qW )
) ∑
z+Wr+Wqx6Xb−11
φ(x),
where φ(x) := 2(z +Wr +Wqx) e
(
β(z +Wr +Wqx)2/W
)
.
We shall use Euler–Maclaurin to estimate the inner sum over x (in the
form [Vau97, Eq. (4.8)], for example). Taking Y0 = (Xb
−1
1 −(z+Wr))/(Wq)
and X0 = −(z +Wr)/(Wq), this yields∑
X0<x6Y0
φ(x) =
∫ Y0
X0
φ(t)dt− [φ(t)ψ(t)]Y0X0 +
∫ Y0
X0
φ′(t)ψ(t)dt,
where ψ(t) = {t} − 1
2
= O(1). Next we make the change of variables
u = (z +Wr +Wqt)2/W , under which the first term becomes∫ Y0
X0
φ(t)dt = q−1
∫ X2/(b21W )
0
e(βt)dt = q−1(I(β) +O(1)).
Next, on noting that |φ(t)| 6 2Xb−11 on (X0, Y0] and
sup
t∈(X0,Y0]
|φ′(t)|  W (q +N‖qα‖),
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we find that the remaining two terms are
 X
b1
+
X
b1Wq
W (q +N‖qα‖)
√
NW
q
(q +N‖qα‖).
Inserting this into our previous estimate, we conclude that
νˆ(α) =
e(αb2/W )
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
q−1I(α− a
q
)
q∑
r=1
e
(
a(z +Wr)2/(qW )
)
+O
(√
NW (q +N ‖qα‖)
)
.
Now the inner exponential sum over r is equal to Sq(a, z)e(−ab2/(qW )).
The lemma therefore follows on noting that
e(αb2/W )e(−ab2/(qW ))I(α− aq ) =
∫ N
0
e
(
(α− a
q
)(t+ b2
W
)
)
dt
= I(α− a
q
) +O(1),
since b2/W ∈ [0, 1]. 
We need the following basic estimates for the quantities featuring in
Lemma 5.1.
Lemma 5.2. For (a, q) = 1 we have
|Sq(a, z)| 6 2√q and I(β) 6 min
{
N,
1
‖β‖
}
.
Proof. The estimate for I(β) is standard and so we focus on Sq(a, z). Let
h = (q,W ) and put q = hq′ and W = hW ′, with (q′,W ′) = 1. We then
write r = r1 + q
′r2 for r1 running modulo q′ and r2 running modulo h,
finding that
Sq(a, z) = e
(
a(z2 + b2)
qW
) q∑
r=1
e
(
a(Wr2 + 2zr)
q
)
= e
(
a(z2 + b2)
qW
) q′∑
r1=1
e
(
a(W ′r21 + 2zr1/h)
q′
) h∑
r2=1
e
(
2azr2
h
)
.
The inner sum vanishes unless h | 2az. But this happens if and only if h | 2,
since z2 + b2 ≡ 0 mod W and (a, q) = (b2,W ) = 1. Hence Sq(a, z) = 0 if
h - 2 and
Sq(a, z) = h e
(
a(z2 + b2)
qW
) q′∑
r1=1
e
(
a(W ′r21 + 2zr1/h)
q′
)
. (5.1)
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if h | 2. Assuming that h | 2, we see that the desired bound for Sq(a, z) is
an immediate consequence of the basic estimate∣∣∣∣∣
s∑
r=1
e
(
br2 + cr
s
)∣∣∣∣∣ 6 √2s,
which is valid for any positive integer s and any integers b, c with b coprime
to s. The latter estimate follows on invoking the squaring and differencing
approach found in the standard analysis of Weyl sums. 
Building on the proof of this result we may establish the following.
Lemma 5.3. If q > 1 and q is w-smooth then∑
z∈[W ]
z2+b2≡0 modW
q−1Sq(a, z) = 0.
Proof. Suppose that q is w-smooth and bigger than 1. We saw in the proof
of the previous result that Sq(a, z) = 0 unless (q,W ) | 2. This implies that
q = 2h for some h > 1, since q is w-smooth. Since 8 | W we must have
min{h, 3} = 2, whence q = 2 and a = 1. Substituting these values into
(5.1), we deduce that
S2(1, z) = 2e
(
z2 + b2
2W
)
.
Let W˜ be the odd integer such that W = 8W˜ . We now introduce the sum
over z, writing z = u + 4W˜v for u running modulo 4W˜ and v running
modulo 2. In particular, we have
e
(
z2 + b2
2W
)
= e
(
u2 + b2
2W
)
e
(uv
2
)
and z2 + b2 ≡ 0 mod W if and only if u2 + b2 ≡ 0 mod W . We must have
2 - u since z2 + b2 ≡ 0 mod W and (b2,W ) = 1. But then∑
z∈[W ]
z2+b2≡0 modW
q−1Sq(a, z) =
∑
u mod 4W˜
u2+b2≡0 modW
e
(
u2 + b2
2W
) ∑
v mod 2
e
(uv
2
)
= 0,
as required. 
Recalling (4.5), we have the trivial estimate νˆ(α) N . Our next result
is a standard Weyl bound, showing how one can beat the trivial estimate
when α is not well approximated by a rational with small denominator.
Lemma 5.4 (Weyl bound). Suppose that b1W 6 X and ‖qα‖ = |qα − a|
for coprime a, q ∈ Z with q > 0. Then
|νˆ(α)|  N
√
W logN
×
(
(WN)−1/2 + ‖qα‖+ qN−1 + min{q−1, (‖qα‖N)−1})1/2 .
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Proof. As in the proof of Lemma 5.1, we have
|νˆ(α)| 6 1
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
∣∣∣∣∣∣
∑
z+Wy6Xb−11
2(z +Wy) e
(
α(Wy2 + 2zy)
)∣∣∣∣∣∣ .
By partial summation and the assumption that b1W 6 X, one sees that∣∣∣∣∣∣
∑
z+Wy6Xb−11
2(z +Wy) e
(
α(Wy2 + 2zy)
)∣∣∣∣∣∣
 Xb−11 sup
Y 6X/(b1W )
∣∣∣∣∣ ∑
06y6Y
e
(
α(Wy2 + 2zy)
)∣∣∣∣∣ . (5.2)
Let us denote temporarily by S(Y ) the inner sum in (5.2). This is an
exponential sum over a polynomial with unbounded height and we require
a version of Weyl’s inequality applicable to this situation. A standard Weyl
differencing argument gives that S(Y ) is
 Y (log Y )1/2 (Y −1 + ‖qα‖W + qY −2 + min{Wq−1, (‖qα‖Y 2)−1})1/2 .
(cf. [BP14, Lemma 3.3] with (d, n, σ) = (2, 1, 0) and (P,H) = (Y,W ) in the
notation therein.) One can check that this bound for S(Y ) is increasing
in Y , and so it is maximised when Y = X/(b1W ). Since
√
N/W 
X/(b1W )
√
N/W , we conclude that the right hand side of (5.2) is
 Xb−11 ·
√
N logN ((NW )−1/2 + ‖qα‖+ qN−1 + min {q−1, (‖qα‖N)−1}).
The statement of the lemma is now obvious. 
Note that b1W 6 X since b1 6 X1/2 and W ε Xε by (4.2), and so the
hypothesis of the preceding result is met. We end this section by showing
that our majorant function has suitable Fourier decay.
Lemma 5.5. We have the estimate
‖νˆ − 1ˆ[N ]‖∞  N√
w
Proof. Let τ = 1
100
. We define a set of major arcs M to be the union of all
intervals
M(r, b) = {α ∈ T : |α− b/r| 6 N−1+τ}
for coprime integers b, r such that 0 6 b < r 6 N τ . Now let α 6∈ M. By
Dirichlet’s approximation theorem we can find coprime integers a, q such
that q 6 N τ and |α − a
q
| 6 q−1N−τ . Since α is not on the major arcs we
must have |qα− a| > qN−1+τ . It therefore follows from Lemma 5.4 that
νˆ(α) N1−τ/2
√
W logN. (5.3)
A ROTH-TYPE THEOREM IN THE SQUARES 19
Since
1ˆ[N ](α) =
∑
16n6N
e(αn) q‖qα‖  N
1−τ ,
and
√
W logN  N τ/4 by (4.2), we conclude that∣∣νˆ(α)− 1ˆ[N ](α)∣∣ N1−τ/4
for any α 6∈M.
Next let α ∈ M(q, a) for coprime a, q ∈ Z with 0 6 a < q 6 N τ .
According to Lemma 5.1 we have
νˆ(α) =
1
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
q−1Sq(a, z)I(α− aq ) +O
(
N1/2+3τ
)
, (5.4)
since q + N ‖qα‖  q + N · qN−1+τ  qN τ  N2τ and W 6 N τ . In a
similar fashion (see [Vau97, Lemma 2.7], for example), one finds that
1ˆ[N ](α) =
{
O(N2τ ) if q > 1,
I(α) +O(N2τ ) if q = 1.
The main term in (5.4) has absolute value
6 N
σ(b2)
∣∣∣∣∣∣∣∣
∑
z∈[W ]
z2+b2≡0 modW
q−1Sq(a, z)
∣∣∣∣∣∣∣∣ ,
since |I(β)| 6 N . Lemma 5.3 implies that this vanishes unless either q = 1
or q is not w-smooth. In the latter case we may conclude that q > w,
whence an application of Lemma 5.2 shows that the main term has absolute
value at most 2N/
√
q 6 2N/√w. It follows that∣∣νˆ(α)− 1ˆ[N ](α)∣∣ N√
w
+N1/2+3τ +N2τ  N√
w
for any α ∈ ⋃q 6=1⋃a mod qM(q, a).
Finally, when q = 1 and α ∈M(1, 0), we deduce from (5.4) that
νˆ(α) = I(α) +O
(
N1/2+3τ
)
,
since S1(0, z) = 1. Hence∣∣νˆ(α)− 1ˆ[N ](α)∣∣ N1/2+3τ
for any α ∈M(1, 0). This completes the proof of the lemma. 
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6. The restriction estimate
We require an analogue of Bourgain’s restriction estimate [Bou89] for
the W -tricked quadratic exponential sum. The proof of the following result
closely follows the argument in [Bou89, §4].
Proposition 6.1 (Restriction bound). For any p > 4 there exists an ab-
solute constant Cp such that for any function φ : Z→ C satisfying |φ| 6 ν
we have the bound ∫
T
|φˆ(α)|pdα 6 CpNp−1.
The following result is concerned with calculating the fourth moment of
φˆ, since it plays an important role in the proof of Proposition 6.1.
Lemma 6.2. There exists an absolute constant C such that for any func-
tion φ : Z→ C satisfying |φ| 6 ν we have the bound∫
T
|φˆ(α)|4dα 6 N3+C/ log logN
Proof. The left hand side is equal to
‖φˆ‖44 =
∥∥∥∥∥∑
m,n
φ(m)φ¯(n)e (α(m− n))
∥∥∥∥∥
2
2
6
∑
|k|6N
∣∣∣∣∣∣∣
∑
m,n
m−n=k
φ(m)φ¯(n)
∣∣∣∣∣∣∣
2
.
The contribution to the sum over k from k = 0 is
6
(∑
n
|φ(n)|2
)2
6
(∑
n
ν(n)2
)2
 (Xb−11 N)2  WN3,
by (4.3), (4.4) and (4.5). To handle the contribution from k 6= 0, the
definition of ν makes it clear that∑
m,n
m−n=k
φ(m)φ¯(n) =
∑
x,y6X/b1
x2≡y2≡−b2 modW
x2−y2=Wk
φ
(
x2 + b2
W
)
φ¯
(
y2 + b2
W
)
For fixed non-zero k there are clearly at most d(k) choices for x, y. Hence
Cauchy–Schwarz gives
‖φˆ‖44 6
∑
0<|k|6N
d(k)
∑
x,y6X/b1
x2≡y2≡−b2 modW
x2−y2=Wk
ν
(
x2 + b2
W
)2
ν
(
y2 + b2
W
)2
+O(WN3)
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The standard estimate for the divisor function yields d(k) 6 NO(1/ log logN),
for 0 < |k| 6 N . Hence
‖φˆ‖44 6 NO(1/ log logN)
 ∑
x6X/b1
x2+b2≡0 modW
ν
(
x2 − b2
W
)2
2
+O(WN3)
6 NO(1/ log logN)
(
Xb−11 N
)2
+O(WN3)
6 WN3+O(1/ log logN),
as before. Finally, since X/b1 > X1/2, it follows from (4.2) that W is at
most NO(1/ log logN). This concludes the proof of the lemma. 
Define the region
Rδ =
{
α ∈ T : |φˆ(α)| > δN
}
,
for any δ ∈ (0, 1). Proposition 6.1 is a consequence of the following result.
Lemma 6.3. For any δ ∈ (0, 1) and any ε > 0 there exists a constant Cε
depending only ε such that
meas(Rδ) 6
Cε
δ4+εN
.
Although standard, let us spell out how Lemma 6.3 implies Proposi-
tion 6.1. Breaking into dyadic intervals it follows from Lemma 6.3 that
‖φˆ‖pp 6
∑
j>0
(
N
2j−1
)p
meas
{
α ∈ T : N
2j
< |φˆ(α)| 6 N
2j−1
}
6 Cε2pNp−1
∑
j>0
(24+ε−p)j.
Taking ε = ε(p) > 0 sufficiently small we can ensure that this geometric
series converges, which thereby gives Proposition 6.1.
We begin the proof of Lemma 6.3 with a cruder upper bound based on
our fourth moment estimate. Thus Lemma 6.2 implies that there exists an
absolute constant C > 0 such that
(δN)4meas(Rδ) 6 ‖φˆ‖44 6 N3+C/ log logN ,
whence
meas(Rδ) 6
NC/ log logN
δ4N
.
In particular, Lemma 6.3 follows from this bound unless
δ > N−C(ε log logN)
−1
, (6.1)
as we henceforth assume.
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As in the proof of Lemma 5.5, let τ = 1
100
. To each fraction a/q, with
0 6 a < q 6 N τ and (a, q) = 1, we associate the major arc
M(q, a) = {α ∈ T : |α− a/q| 6 N−1+τ}.
We let M denote the union of all major arcs. As in (5.3) we have
νˆ(α) N1−τ/4 if α 6∈M. (6.2)
On the major arcs we can conclude from (5.4) and Lemma 5.2 that
|νˆ(α)| 6 1
σ(b2)
∑
z∈[W ]
z2+b2≡0 modW
q−1|Sq(a, z)I(α− aq )|+O(N1/2+2τ )
6 2√
q
min
{
N, ‖α− a
q
‖−1
}
+O(N1/2+2τ )
(6.3)
if α ∈M(q, a) for some a, q satisfying 0 6 a < q 6 N τ and (a, q) = 1.
Returning to our analysis of φˆ, let θ1, . . . , θR be 1/N -spaced points in T
such that |φˆ(θr)| > δN, for 1 6 r 6 R. In order to prove Lemma 6.3 it will
suffice to show that
R 6 Cε
δ4+ε
. (6.4)
To see this, let R > 1 be the largest integer such that there exists a sequence
of 1/N -spaced points θ1, . . . , θR in Rδ. Then every θ ∈ Rδ necessarily
satisfies ‖θ − θr‖ < 1/N for some r. This implies that the measure of Rδ
does not exceed 2R/N , as required.
To prove (6.4), we let an ∈ C be such that |an| 6 1 and φ(n) = anν(n)
for integers 1 6 n 6 N . Furthermore, let c1, . . . , cR ∈ C be such that
|cr| = 1 and
crφˆ(θr) = |φˆ(θr)|
for 1 6 r 6 R. Then it follows from the Cauchy–Schwarz inequality that
δ2N2R2 6
( ∑
16r6R
|φˆ(θr)|
)2
=
( ∑
16r6R
cr
∑
n
anν(n)e(nθr)
)2
 N
∑
n
ν(n)
∣∣∣∣∣ ∑
16r6R
cre(nθr)
∣∣∣∣∣
2
,
so that
δ2NR2 
∑
16r,r′6R
|νˆ(θr − θr′)| .
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Now let γ > 2 be fixed. It follows from Ho¨lder’s inequality that
δ2γNγR2 
∑
16r,r′6R
|νˆ(θr − θr′)|γ .
Let us put θ = θr − θr′ for given r 6= r′. It follows from (6.1) and (6.2)
that |νˆ(θ)| is negligible when θ 6∈ M. When θ ∈ M we use the major arc
approximation recorded in (6.3) to conclude that
νˆ(θ) N√
q
(1 +N‖θ − a
q
‖)−1 +O(N1/2+2τ ),
for some a, q satisfying 0 6 a < q 6 N τ and (a, q) = 1. Now let Q = δ−5.
If q > Q then we simply take the upper bound
N√
q
(1 +N‖θ − a
q
‖)−1  δ5/2N.
Recalling that δ < 1 satisfies the lower bound in (6.1), this leads to the
conclusion that
δ2γR2 
∑
q6Q
∑
a mod q
(a,q)=1
∑
16r,r′6R
q−γ/2
(1 +N‖θr − θr′ − aq‖)γ
.
Hence
δ2γR2 
∑
16r,r′6R
G(θr − θr′),
where
G(α) :=
∑
q6Q
∑
a mod q
(a,q)=1
q−γ/2(1 +N | sin(α− a
q
)|)−γ
and we recall that θ1, . . . , θR is a sequence of 1/N -spaced points in T.
We have finally arrived at exactly the same expression as that found
in [Bou89, Eq. (4.16)], but with N2 replaced by N . Bourgain’s argument
therefore directly applies and leads us to the desired bound (6.4) for R.
7. The K-trivial count
The purpose of this section is to show that ν = νb saves something over
the trivial estimate when counting solutions to (1.1) contained in a proper
subspace.
Lemma 7.1. Let ε > 0 and let K ⊂ Qs denote a finite union of at most k
proper subspaces of the hyperplane
c1y1 + · · ·+ csys = 0.
Then the number of x ∈ [X]s with (x21, . . . , x2s) ∈ K is Ok,s,ε(Xs−
5
2
+ε).
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Proof. The set K is a union of at most k subspaces of the form
{y ∈ Qs : c · y = 0 and d · y = 0} ,
where d ∈ Qs is a fixed s-tuple which is not proportional to c. Our task is
therefore to count solutions x ∈ [X]s to the simultaneous quadrics
c1x
2
1 + · · ·+ csx2s = d1x21 + · · ·+ dsx2s = 0.
This pair of equations defines a projective subvariety V ⊂ Ps−1Q of codi-
mension 2. Let Λ be any k-plane contained in V . Then Λ is contained
in the non-singular quadric hypersurface c1x
2
1 + · · · + csx2s = 0, in Ps−1Q .
It follows that k 6 (s − 2)/2 (see Harris [Har13, Chap. 22], for example).
Since s > 5 we conclude that V does not contain any linear component
of maximal dimension. Thus we may apply work of Pila [Pil95] to each of
the irreducible components of V , concluding that the number of solutions
x ∈ [X]s to the equations defining V is Os,ε(Xs−3+ 12+ε), for any ε > 0. This
completes the proof of the lemma. 
Corollary 7.2. Let K ⊂ Qs denote a finite union of at most k proper sub-
spaces of the hyperplane (1.1). Then, in the terminology of Definition 2.7,
the majorant ν = νb saves 1/5 on the K-trivial solutions.
Proof. We wish to estimate
∑
n∈K
∏s
i=1 ν(ni). If n is counted by this sum,
then on setting xi =
√
Wni − b2, we obtain integers x ∈ [X/b1] such
that (x21, . . . , x
2
s) ∈ K. Combining the crude estimate ν(ni)  X/b1 with
Lemma 7.1, we deduce that∑
x∈K
s∏
i=1
ν(xi)ε (Xb−11 )2s−
5
2
+ε ε (NW )s− 54+ ε2 ε N s− 54+ε,
since W s−
5
4
+ ε
2 ε N ε2 by (4.2). This completes the proof. 
8. Proof of Theorem 1.1
Let A ⊂ [X] with |A| = δX and such that A contains only K-trivial
solutions to (1.4). We may assume that δ > C(logX)−1 where C is the
absolute constant appearing in Lemma 4.1, otherwise the proof of Theorem
1.1 is complete. Under this assumption, Lemma 4.1 yields the existence of
a w-smooth number b1 6 X1/2 and b2 ∈ [W ] with (b2,W ) = 1 such that∑
n
1Ab (n) νb(n) δ2Nb,
where Ab = {n ∈ Z : b21(Wn− b2) = x2 for some x ∈ A} and Nb is given
by (4.4). Given such a choice of b, we have established that
• νb satisfies a restriction estimate at any exponent p > 4 (Prop. 6.1);
• νb has Fourier decay of level θ  1/
√
w (Lemma 5.5);
• νb saves 1/5 on the K-trivial solutions (Cor. 7.2).
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Incorporating these facts into Proposition 2.8, we deduce that∑
n
1Ab(n)νb(n)c,k,ε
Nb
min {log logw, logNb}s−2−ε
.
Recalling (4.1), (4.2) and (4.4), we finally deduce that
δ c,k,ε (log log logX)−( s2−1−ε).
This completes the proof of Theorem 1.1.
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