Abstract-During the acquisition process with the Compton gamma-camera, integrals of the intensity distribution of the source on conical surfaces are measured. They represent the Compton projections of the intensity. The inversion of the Compton transform reposes on a particular Fourier-Slice theorem. This paper proposes a filtered backprojection algorithm for image reconstruction from planar Compton camera data. We show how different projections are related together and how they may be combined in the tomographical reconstruction step. Considering a simulated Compton imaging system, we conclude that the proposed method yields accurate reconstructed images for simple sources. An elongation of the source in the direction orthogonal to the camera may be observed and is to be related to the truncation of the projections induced by the finite extent of the device. This phenomenon was previously observed with other reconstruction methods, e.g., iterative maximum likelihood expectation maximization. The redundancy of the Compton transform is thus an important feature for the reduction of noise in Compton images, since the ideal assumptions of infinite width and observation time are never met in practice. We show that a selection operated on the set of data allows to partially get around projection truncation, at the expense of an enhancement of the noise in the images.
Several studies aim to establish the gain that the Compton camera may present compared to the well-established Anger camera in medical applications. It was shown that at low energies (inferior to about 364 keV) the collimated camera performs better. However, the collimator's septal penetration and scattering is increased as the energy of photons grows. At the same time, the Doppler broadening effect, an important limiting factor of the resolution of the Compton camera, decreases as the energy increases. Devoid of collimator, the last one may receive emissions from a large range of directions. The gain in sensitivity depends on various factors. An improvement factor of 15-20 was reported in Han et al [3] . In Chelikani et al [7] , for a different setup, a factor of 100 was observed. As a drawback, since the operating principle of the Compton camera is based on a coincidence detection, low energy photons (order of 100 keV) may be lost since absorbed in the scatterer and the probability of random coincidences steps up when a large amount of particles hits almost simultaneously the detector. Also, very high energy photons (of order of 10 MeV) may be incompletely absorbed in the second detector, leading to a possible wrong estimation of the total energy of the γ ray and thus of the scattering angle for polyenergetic sources. It is worth noting however that in nuclear medicine the initial energy of the γ ray is known.
The advantages of the Compton camera in a point-source detection task were emphasized by Lingenfelter et al [6] , without reconstruction of the image. However, in most applications the intensity distribution of the gamma source needs to be retrieved. From each individual recorded event, the direction of the incident photon may be confined to the surface of a cone, called the Compton cone. If Doppler broadening and spatial uncertainty in measured positions of interaction are accounted for, the admissible set would be rather (a part of) a volume surrounding the Compton cone. In all cases, specific image reconstruction methods are required.
At the date, the most widely used image reconstruction algorithms for the Compton camera are iterative, generally List-Mode Maximum Likelihood Expectation Maximization algorithms. In 1994, Cree and Bones [8] developed an analytic algorithm for photons scattered in the direction orthogonal to the first detector. Although this limitation balances out the benefits of the imaging device, this work has the merit to provide the first analytical reconstruction method and also to show that in the case of an infinite extent parallel-plate Compton camera, a properly chosen subset from the set of data suffices to reconstruct the image. Methods consisting to transform the Compton projections in either 3D Radon projections or line projections were proposed afterwards by several authors. Some of them, e.g. [9] [10] [11] , relate on spherical harmonics series decomposition. The Hilbert transform may also be used for the same purpose. In [12] , B. Smith developed two reconstruction methods corresponding to two usual models of the Compton projections. A discussion of the completeness conditions is carried and suggestions about the ideal geometry are made by the same author in [13] .
A central-slice theorem for the inversion of the Compton transform was given by Maxim et al in [14] . Further developments reported in [15] lead to a filtered backprojection expression facilitating the computer implementation.
This work is taking further the results from [14] and [15] . It gives a new formulation of the direct problem and analyzes the redundant structure of the data. The reconstruction method, based on a filtered backprojection formulation of the inverse transform, allows several slightly different data aggregation or selection procedures and thus possibly an amelioration of the signal-to-noise ratio for real data. The paper is organised as follows. Section II presents the functioning principle of the Compton camera and the model considered afterwards for the Compton projections. Section III presents the structure inherent to the data and a method for the inversion of the Compton transform. This section also discuss some issues about the filter employed in the backprojection. Section IV is devoted to numerical tests in a realistic setup, where a finite extent camera with finite spatial and energy resolution was simulated with the Monte-Carlo simulation tool MEGAlib [16] , based on Geant4 [17] . Two types of sources, a spherical source and a linear source were considered for the experiments. Some issues related to the truncation of the projections and to the size of the data set are also rapidly evoked. Finally, Section V draws some conclusions from the study.
II. BACKGROUND

A. Compton Camera and Compton Events
A Compton camera is composed of two position and energy sensitive detectors. The first one, called the scatter detector, is designed to produce with high probability the Compton scattering of an incident γ ray. It also has low photoelectric absorption probability. The second detector, called the absorption detector, is designed to have a high photoelectric absorption probability. If the energy of the incoming ray is E 0 and the energy transmitted to the electron in the scattering process is E 1 , the Compton scattering angle may be calculated by energy conservation as
where m e c 2 is the energy of an electron at rest. The direction of the scattered γ ray, as measured by the position sensitive detectors, along with the Compton angle confine the possible incoming path of the initial γ ray on the surface of a cone of half-opening angle β, called hereafter the Compton cone (see Fig. 1 .a).
In the following we consider that the surfaces of the two detectors are parallel, of infinite width and that the detectors have negligible thickness. We place the origin of an orthogonal coordinate system Ox yz at the center of the scatter detector, with the Oz axis orthogonal to the detectors, oriented such that the absorber is located at a depth z 2 < 0 (see Fig. 2.a) .
A recorded event corresponds to a γ particle interacting first in the scatterer, at a point D 1 (x 1 , y 1 , 0), then in the absorber, at a point D 2 (x 2 , y 2 , z 2 ). We denote respectively α and δ the polar angle and the azimuth of the vector − −− → D 2 D 1 giving the direction of the axis of the Compton cone.
Let E 2 be the energy deposed by the γ ray in the absorber. When the initial energy E 0 of the ray is not known, the Compton angle β may be calculated from (1) by the substitution E 0 − E 1 = E 2 , based on the assumption that the ray was completely absorbed in the detector. When this assumption is not satisfied because the ray escaped the camera, the Compton angle value from (1) is overestimated.
The cone associated to a Compton event will be characterized in the rest of this paper by the vector of parameters (x 1 , y 1 , α, δ, β), where (x 1 , y 1 , 0) are the coordinates of the apex, (α, δ) are the angular coordinates of the axis and β is the half-opening angle of the cone.
B. Model of the Compton Projections
The acquisition process with a Compton camera having ideal position and energy resolutions is usually modeled with integrals of the weighted intensity of the source on conical surfaces. In this work we suppose that the probabilities for an incident γ ray to be Compton scattered in the first detector and then completely absorbed in the second detector are equal to one, so these probabilities do not appear in the model. The differential cross section of a γ ray having initial energy E 0 , to be scattered with angle β, is denoted K (β, E 0 ). Its expression is given by the Klein-Nishina formula.
For a given cone, let u = (x 1 , y 1 , 0) be the position vector of the apex and = (sin α cos δ, sin α sin δ, cos α) the direction vector of its axis. When a source of γ particles having intensity distribution represented by a function f : R 3 → R is observed by a Compton camera, the fraction of events recorded with parameters (x 1 , y 1 , α, δ, β) is proportional to
where v = (x, y, z) is a vector from R 3 , θ is the polar angle of the vector v − u and denotes the usual norm of a vector from the three-dimensional space. The factors cos θ and cos α from (2) account for the arbitrary incidence angle of the γ ray on the scatterer and absorber, respectively.
Following [14] , the integral transform C operating on functions f : R 3 → R is hereafter referred to as the Compton transform. For some given parameters α, δ, β, we call the function C α,δ,β f : R 2 × {0} → R defined in (2), a Compton projection of f .
Let (e 1 , e 2 , e 3 ) be the standard basis of R 3 . The vectors d 1 = (cos δ, sin δ, 0), d 2 = (− sin δ, cos δ, 0) and e 3 also form an orthonormal basis of R 3 , defining a reference frame Otsz obtained by rotation of Ox yz about the Oz axis. Since the source is supposed to belong to the half-space z > 0 one should always have α ∈ 0, 
A parametric equation may be obtained with the cone thought of as a stack of ellipses. Let us consider a cone of parameters α, δ, β and apex (t 0 , s 0 , 0) in the frame Otsz. Its intersection with the horizontal plane at some given altitude z > 0 is an ellipse that may be described by the parametric equation:
For the details we address the reader to the appendix. The resulting parametrization of the conical surface, defined in equation (27) from the appendix, allows to express the surface integral (2) at a point D 1 from the scatterer having coordinates
The purpose of our method is to determine from the data the values of the unknown function f , by inverting the Compton transform (7) . Note that the problem is overestimated since the image lies in a three dimensional space whereas the data lie in a five dimensional space. Of course this redundancy in the data is conditioned by the non realistic assumption that the detectors are of infinite area. Results reported in [8] show that the image of the source may be reconstructed from only projections having the parameter α set to zero. Incidentally, note that when α = 0 the parameter δ has no meaning and the inversion is done in this case from a three dimensional space to another three dimensional space. In the following section, we give a new insight of the method proposed in [14] , method that allows to reconstruct the image of the source when all the projections, for some given value of α in the range 0, π 2 , are known.
A different approach, consisting to gather in a projection all the surface integrals on cones having a common apex and symmetry axis, was adopted in [9] [10] [11] [12] [13] . The objective in this case is to calculate either Radon projections on planes or conebeam projections that may then be exploited by an other image reconstruction algorithm.
III. INVERSION OF THE COMPTON TRANSFORM
A. Reduction of Dimensionality in the Event Space
For some given parameters α, δ, β verifying the constraints described in the previous section, the Compton projection C α,δ,β f may also be seen as a function from R 2 to R applied to (t, s). Applying the Radon transform along the direction (− sin δ, cos δ) to this projection gives:
With the notation f z : (x, y) ∈ R 2 → f (x, y, z) ∈ R and after permutation of integrals, equation (8) gives:
or, equivalently,
The right-hand side term of the equation (10) depends on α and β only through b(α, β), meaning that the left-hand side term is constant with respect to couples (α, β) such that b(α, β) has some given value τ ≥ 0. When b(α, β) = τ ≥ 0, either α or β may be calculated from (4) as function of the other parameter through the relation:
since both applications β ∈ 0, In this simulation the projections were calculated exactly, from (7), but the factor K (β, E 0 ) cos α was withdrawn. Plots (c) and (d) represent the Radon projections of angle δ + π 2 = 3π 4 of (a) and (b), respectively. The similarity between (c) and (d) is a consequence of (13).
R + , for some given β ∈ 0, π 2 − α , are one-to-one. For the instance, when α = 0 one gets τ = tan β.
Let us now introduce a new integral transform, denoted P, having parameters τ ≥ 0 and δ ∈ (−π, π]. For all s ∈ R, P τ,δ f (s) is defined as:
Equation (10) shows that the values of P τ,δ f may be calculated from any Compton projection C α,δ,β f , where (α, β) must be chosen so that b(α, β) = τ . Consequently,
Equation (13) may be interpreted as a consistency condition for the Compton projections. A numerical illustration of this result is presented in Fig. 2 for Compton projections calculated through equation (7). It shows the same projection P √ 3,π/4 of a small spherical source with uniform intensity distribution, calculated both from the Compton projections C 0, . Note that the P transform produces a data set included in a three dimensional space, indexed by τ ≥ 0, δ ∈ (−π, π] and s ∈ R. The required data set may be further reduced by taking into account the identity
meaning that the projections C α,δ+π,β and C α,δ,β share the same information required by the P transform. In the next subsection we show that the P transform is invertible.
B. Filtered Backprojection Image Reconstruction
Taking the Fourier transform of P τ,δ from (12) and assuming that the integrals permute leads, for all ρ ∈ R, to (15) where J 0 is the zero-order Bessel function of the first kind. By the projection-slice theorem, the Fourier transform of the Radon projection R δ+ π 2 f z may be replaced by a line from the two-dimensional Fourier transform of f z and equation (15) becomes:
On the right hand side one recognizes the Hankel transform of the function z → f z (ρd 2 ) at a point τρ. The Hankel transform being invertible, for some given δ and ρ and for any z > 0 we get:
The expression of f may then be obtained immediately by applying the two-dimensional inverse Fourier transform in polar coordinates to f z :
Consequently, the intensity distribution of the source may be calculated on successive slices z = z 0 > 0 parallel to the detectors, by backprojecting for each angle δ the inverse Fourier transform of
Alternatively, equation (18) may be written so as to highlight the filter to be applied to the projection P τ,δ f previous to the backprojection: 
The filtered projections are then integrated on τ and the sum is backprojected towards the direction defined by the angle δ. This operation is repeated for all the angles δ in order to reconstruct one slice of the image. Note that the inverse Fourier transform of the Bessel function J 0 (2π zτρ) is, in a tempered distribution sense, the function
where rect(·) denotes the rectangular function. This means that the Compton projections having the apex at some point td 1 + sd 2 are backprojected at some given altitude z = z 0 mainly on the two lines from the plane z = z 0 tangent to the cone and having direction d 1 . Fig. 3 shows instances of the plots of the Bessel function J 0 , of its inverse Fourier transform calculated from truncated values and of the impulse response of the filter H z,τ .
C. Practical Issues Related to the Acquisition Process
In order to discard purely noise events, we impose that, to be registered, a γ ray must deposit an energy exceeding some predefined threshold. As a consequence, the observed values of β are bounded from below. The formula (18) may be rewritten to account only for measured projections. For some given value of β ∈ 0, π 2 , the distribution of the intensity of the source may be calculated as:
The values of β may be selected in some predefined range of admissible Compton scattering angles. When the data set is real or obtained from Monte Carlo simulations, each of these images of f will be a random realisation of the true image. An image having an improved signal-to-noise ratio may be obtained by averaging all the reconstructed images. Since the noise in the Compton camera data is dependent on the energies deposited in each detector, and thus on the Compton angle β, it may be useful to calculate a weighted mean with the weight depending on the value of the Compton angle. A similar approach consists to calculate the intensity distribution f for some given value of α. Note that for a camera similar to the one represented in Fig. 4 , the set of α values for which the projections are (at least partially) measured is a proper subset of 0, π 2 . For some given α ∈ 0, π 2 , the reconstruction formula may be written as:
As previously mentioned for the parameter β, an improvement in the signal-to-noise ratio may be obtained by averaging the α-dependent realisations of the image of the source.
D. Implementation of the Algorithm
In our implementation, based on the inversion formula (18), we calculated the three dimensional image as a stack of two dimensional images corresponding to a sampling of the vertical coordinate z. This choice allows to benefit from the fast implementation of the inverse Fourier transform. The projections having the same discrete values for the parameters τ and δ are averaged together to form P τ,δ f . As it can be seen from the reconstruction formula (18), this is equivalent to averaging individually reconstructed images.
The analytic reconstruction algorithm implementing the proposed method requires a binning of the data in a multidimensional array similar to the sinograms, well-known in tomography. The events having α + β < π 2 are binned in a five-dimensional array .
One of the dimensions of the sinogram corresponds to the index i sc of the scatterer and the four other to the variables δ, τ , one between α or β and s respectively. Some implementation details are given hereafter considering α as the fourth dimension of the array.
The one-dimensional array (i sc , i δ , i τ , i α , .) represents the Radon projection of the empirical Compton projection C α,δ,β , with β chosen such that b(α, β) = τ . The Compton projection is measured on the i sc th scatterer. The same array also represents one of the empirical projections P τ,δ .
It follows from (13) that for two distinct values of i α , that we will denote i 1 and i 2 , the arrays (i sc , i δ , i τ , i 1 , .)  and (i sc , i δ , i τ , i 2 , . ) are statistical realizations of the same random variable. This property was illustrated in Fig. 2 . They may thus be averaged into an estimator of the appropriate projection P τ,δ . Unless stated otherwise, before filtering we averaged all the rows of the matrix (i sc , i δ , i τ , ., .).
The filtering operation in the FBP formula excessively amplify high-frequency noise. As usual, it is possible to do a supplementary low-pass filtering operation by apodizing the reconstruction filter with a low-pass filter. In the examples we present in section IV the filter was the Hamming filter. A normalised frequency cut at a value smaller than 1 seems to further improve the results.
IV. NUMERICAL RESULTS
The proposed method was tested on Monte-Carlo simulated data. Simulations were performed using Cosima, a Monte-Carlo tool based on Geant4 [17] (version 9.5), which is part of the MEGAlib package [16] . The Geant4 Livermore package was used for electromagnetic interactions and the standard QGSP-BIC-HP physics list for hadronic interactions.
The simulated Compton camera is composed of a stack of three double-sided Silicon-strip scatter detectors and an absorber composed of 64×64 CsI crystals. Each strip detector is made of 3 × 3 wafers of size 6.3 × 6.3 × 0.5 cm 3 , for a total size of 19.4 × 19.4 × 0.5 cm 3 . Each wafer contains 128×128 strips. A uniform 1-sigma energy resolution of 1 keV and a 10 keV threshold were assumed in the scatterer.
The elements of the absorber are 0.5×0.5×4 cm 3 bars. The total size of the absorber is 36.8 × 36.8 × 4 cm 3 . A 1-sigma energy resolution of 9.3 keV at 364 keV and a threshold of 20 keV were assumed. For an event to be triggered at least one hit in the scatterer and one hit in the absorber were required. The distance between the lower layer of the scatterer and the absorber is 30 cm and the distance between two consecutive layers of the scatterer is 1 cm (see Fig. 4 ).
A. Spherical Source
A spherical monochromatic source of radius 1 cm was placed at 10 cm from the detector (see Fig. 4 ). The source emits γ rays of energy 364 keV isotropically in 4π. The simulation was stopped when 8 · 10 5 coincidences between the two parts of the camera were reached. The filter H z,τ that arises in the reconstruction formula considerably enhance the high frequencies in the projection data. Even after multiplication of H z,τ with a lowpass Hamming filter the images are still noisy. For this reason a supplementary frequency cut at ρ = 0.7 was operated during the reconstruction process. Its influence may be observed in Fig. 6 . Fig. 7 and Fig. 8 give some insight on the influence of the different projections on the averaged value of P τ,δ . Theoretically identical, the empirical projections differ one from the other not only by statistical variability but also by the The consequence is that the reconstructed image of the source slides down towards the detector. Additionally, it may be noticed that in both cases the noise from the images is more important that in Fig. 6 (b) and (d) where the average is calculated over all 30 bins of α values.
The second approach is to consider only Compton projections corresponding to values of β in four selected bins. Two instances of possible artifacts are shown in Fig. 8 . When the selected values are rather small, the reconstructed image seems elongated in the direction orthogonal to the detector.
As the values of β get larger, the projections are more and more truncated and incomplete and a shift of the reconstructed source towards the detector may be observed. The same phenomenon was noted above for large values of α.
The influence of the width of the bins was also investigated. When the number of bins on the parameters (δ, τ, α) was augmented from 45 × 30 × 30 to 90 × 60 × 60, no significant difference was found (results not shown). Then the number of bins on the parameter s was also doubled, leading to a halving of the side length of the voxels. Two slices from the reconstructed image are shown in Fig. 9 . When the size of the pixels in the image is diminished, the influence of the noise grows and tends to hide the source.
The quality of the images is influenced both by the noise in the data and by the statistics. We conducted some tests aiming to evaluate their separate impact. Two examples are given hereafter, illustrated in Fig. 10 and Fig. 11 .
In a first test we extracted a small subset from the simulated data, containing the first 1000 events (arbitrary choice). Fig. 10 shows two slices from the reconstructed image. The angular sampling was kept to 30 × 30 × 45, but the size of the voxel had to be increased in order to recover the source in the image. For the parameter s, only 33 bins were taken leading to voxels of about 1 cm side length. Note that in some applications, e.g. hadrontherapy online monitoring, the number of acquired events is known to be very low.
In a second test, the same simulation was considered, with the same interactions, but this time acquired by ideal detectors that measure positions and energies exactly, up to Doppler broadening. The results are shown in Fig. 11 . Compared to Fig. 6 , the signal-to-noise ratio from the reconstructed image is greatly improved. The data were distributed in 30×30×45×91 bins.
We also found that an enhancement of the quality of the data do not allows a decrease of the size of the voxels. The image reconstructed from 90 × 60 × 60 × 181 bins in the sinogram was similar to the one from Fig. 9 and thus was not shown.
B. Line Source
A line source of γ particles having energies of 364 keV was simulated in the same conditions as for the spherical source. The line segment has its extremities in (0, −11, 0) (out of the vertical parallelepiped having the scatterer as base) and (0, 0, 0) (situated on the normal to the camera at its center), respectively.
The simulation was run until a number of 8.25 × 10 5 triggered events was reached. From them, 5.3 × 10 5 were selected for the reconstruction algorithm. The results are shown in Fig. 12 , with a voxel size of 0.4 3 cm 3 . The closer to the azimuth of the camera the source point, the better its reconstruction. The central extremity of the line source may be recovered with a very good precision.
V. CONCLUSION
We proposed a filtered backprojection reconstruction algorithm for Compton camera imaging. We showed that the Compton projections are mutually correlated and thus may be averaged in the reconstruction process allowing to improve the statistical properties of the reconstructed images.
Prior to the reconstruction step, the Compton camera data have to be binned in a multi-dimensional array. The choice of the bin size is a trade-off between the spatial resolution of the images on the one side, and the number of data per bin on the other side. When the bin size is lowered, the statistical variability of the number of counts per bin induces noise and artifacts in the reconstructed images.
A selection between redundant projections may also be operated when some of them are severely truncated, due to the geometry of the acquisition. Using simulated data from a spherical source, we showed that the finite size of the camera produces artifacts in the images that are visible especially in the slices orthogonal to the detector. The smaller the camera, the closer to the detector the source appear.
For comparison, iterative methods heavily rely on the estimation of some probabilities, like the elements of the system matrix and the sensitivity factor. This estimation is time-consuming and tricky especially when quantitative reconstructed images are expected. The choice of the optimal number of iterations is also a crucial issue, that may be compared to the choice of the low-pass filter in the filtered backprojection implementation.
Analytic algorithms are deemed to be fast and quantitative in tomographic reconstruction. They require relatively small memory amounts and calculation times compared to their iterative counterparts. However, in Compton imaging, the issue concerning the truncation of the projections should be addressed in order to allow quantitative imaging with analytic algorithms.
APPENDIX
For some given z 0 > 0, the intersection of the cone having parameters (0, 0, α, δ, β) with the plane z = z 0 is described by the eqnarray 
where z ≥ 0 and ϕ ∈ (−π, π]. When the intersection of the cone with the planes z = z 0 is made up of hyperbolae, the trigonometric functions cos ϕ and sin ϕ from (27) should be replaced by the corresponding hyperbolic functions. 
