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Résumé : D’après Sklar (1973), toute loi de probabilité multidimensionnelle dont
les marges sont continues peut s’écrire de façon unique par une fonction de répartition
dont la masse est concentrée sur
 
	
, appelée copule ( Sklar 1973, Schweizer et
Sklar 1983); “fonction de dépendance” (Galombos, 1978), et “représentation uni-
forme” (Kimeldorf et Sampson, 1975). Dans ce travail, on s’intéresse à une famille
particulière de copules, dites copules archimédiennes. Nous donnons les conditions
sous lesquelles une copule archimédienne multidimensionnelle définit une fonction
de répartition de dimension  et nous présentons une généralisation d’une famille
particulière de copules archimédiennes bidimensionnelles en dimension  . Nous
examinons ses propriétés et nous montrons qu’il existe une correspondance natu-
relle entre les paramètres de cette famille et deux coefficients de dépendance mul-
tivariée. Cette correspondance servira à présenter deux procédures d’estimation de
ces paramètres.
Mots-clés : Copules archimédiennes, dépendance multivariée, lois multidimen-
sionnelles, représentation uniforme.
(Abstract: pto)
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Uniform representation of multivariate distributions
and measures of association
Abstract: By Sklar (1973), every n-variate distribution function with continuous
marginals can be represented by a distribution function on
  	
with uniform
marginals, referred to as a “copulas” ( Sklar 1973, Schweizer and Sklar 1983); a
“dependence function” (Galombos, 1978), and a “uniform representation” (Kimel-
dorf and Sampson, 1975). This paper is concerned with a special class of copulas
called “Archimedean”, which includes the uniform representation of many multi-
variate distributions. In the bivariate case this family will be examined by Genest
and Mackay (1986). We gives a generalization of the bivariate Archimedean cop-
ulas in the multivariate case. We also provide a generalization of Frank’s family
which include as limiting cases the Fréchet upper bound (Fréchet, 1951) and the in-
dependence distribution, and we suggests two nonparametric estimation procedures
of its parameters, based on the measures of association between random variables.
Key-words: Archimedean copulas, multivariate distributions, multivariate concor-
dance, uniform representation.
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1 Introduction
Ces dernières années, plusieurs auteurs se sont intéressés à la construction de
fonctions de répartition multivariées dont les marges sont fixées. On peut citer, par
exemple, les travaux de Krummenauer (1998), Johnson et al (1997), Chakak (1995),
Koehler et Symanowski (1995), et Cuadras (1992). En effet, dans plusieurs situa-
tions, une modélisation par une distribution multivariée dont les marges sont des
lois de Weibull, de Pareto, ou de Gamma, est plus justifiée qu’une loi normale mul-
tidimensionnelle dont la construction est plus simple ; pensons par exemple aux
problèmes des valeurs extrêmes multivariées. L’objectif commun, alors, à tous ces
travaux et au nôtre est celui de diversifier le choix de distributions possibles pour la
modélisation ou la simulation de données multidimensionnelles correspondant à de
telles situations.
Selon Sklar (1973), toute loi de probabilité multidimensionnelle F de marges      	 continues correspond de manière unique à une copule  , à savoir une
fonction de répartition dont la masse est concentrée sur
  	
et dont les marges
sont uniformes. Cette copule est déterminée par la formule :

	    	 	     
 
	      

	 
	 	 (1)
où
   	  représente l’infinimum de l’ensemble        	"! #      
La fonction  représente la dépendance entre les lois marginales et ne présente
aucune restriction sur leur nature.
Dans cet article, nous nous intéressons à une classe particulière de copules mul-
tidimensionnelles, à savoir les copules archimédiennes multidimensionnelles, qui
ont été largement étudiées dans le cas bidimensionnel par Genest et Mackay (1986).
Nous donnons les conditions sous lesquelles ces copules représentent des fonctions
de répartition multidimensionnelles. Pour simplifier les difficultés d’ordre théorique
ou d’ordre pratique engendrées par la construction des lois multidimensionnelles à
marges unidimensionnelles, nous allons concentrer la deuxième partie de cet ar-
ticle à la généralisation d’une copule archimédienne bidimensionnelle particulière,
dite copule de Frank (voir Genest (1987)), qui a suscité beaucoup d’intérêt dans la
modélisation de lois bivariées. Nous présentons une étude détaillée de cette famille
de lois multidimensionnelles, ainsi que des algorithmes permettant d’estimer ses
paramètres.
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Le reste de notre article se compose de cinq parties. À la section 2, nous présentons
une généralisation des copules archimédiennes bidimensionnelles au cas multidi-
mensionnel et nous traitons des propriétés mathématiques de cette nouvelle famille
de lois multidimensionnelles. À la section 3, nous nous intéressons à un cas particu-
lier, à savoir la famille de Frank. À la section 4 nous présentons deux méthodes d’es-
timation des paramètres de la famille de Frank en dimension 3, basées sur les coeffi-
cients de corrélation généralisés de Spearman et de Kendall. Nous décrivons, entre
autres, un algorithme permettant de simuler des copules archimédiennes multidi-
mensionnelles. Nous finirons par quelques remarques sur la généralisation d’autres
familles de copules archimédiennes bidimensionnelles, ainsi que les résultats de
la comparaison des deux procédures d’estimation des paramètres de la famille de
Frank en dimension 3.
2 Copules archimédiennes multidimensionnelles
Par souci de simplification nous limitons notre discussion à la construction de
lois multidimensionnelles dont les marges sont uniformes sur le carré unité
  
.
Une généralisation à d’autres formes de fonctions de répartition est immédiate
en appliquant le principe de translation de Nataf (1962). Soient        	 ,  va-
riables aléatoires uniformes variant simultanément sur le carré unité
 
, et  	
leur loi jointe. Soit  la classe des applications définies sur   à valeurs dans   
, continues, strictement décroissantes et convexes, pour lesquelles       .
Considérons les fonctions   définies sur le rectangle   par :
	"
	 
    

 
	    
  (2)
où  appartient à  et  "
	 
   si  
	    
        Pour qu’une fonction  de la forme (2) soit une fonction de répartition sur le carré unité   , il faut et
il suffit que   (voir le théorème 6.3.6 de Schweizer et Sklar (1983)).  est
appelée copule archimédienne de dimension 2 (voir Genest et Mackay (1986)), as-
sociée au couple     dont les fonctions de répartition marginales sont uniformes
sur
 
. Pour simplifier les notations, nous noterons simplement  une copule
archimédienne  . Une première généralisation intuitive de  de la forme (2) à
l’ordre   pourrait être de la forme :
 	 
	     	 	   

 
	      	 	     	    	 	   (3)
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D’après le théorème (6.3.6) de Schweizer et Sklar (1983), l’application de la forme
(3) est une fonction de répartition pour tout    si et seulement si  

est
complètement monotone, c’est-à-dire :
    

   
  
	      
	  (4)
Cependant, une modélisation des lois multidimensionnelles par une application de
la forme (3) n’aura pas beaucoup d’intérêt, puisque chaque élément de cette fa-
mille est défini par une même application  et donc les dépendances entre les sous-
ensembles de variables aléatoires de         	 ! ne sont pas mises en valeurs,
seule une dépendance globale est prise en compte. Pour cette raison, nous proposons
d’étudier une famille, notée  , de copules archimédiennes à l’ordre    , proposée
pour la première fois par Joe (1993), qui tient compte de toutes les dépendances
entre les variables aléatoires        	 . Si on note  	 la copule archimédienne de
dimension n du vecteur aléatoire        	 , alors cette famille est définie par :
 	 
	    	 	  

	    	     	   	    	 	     	   
	 	 (5)
où  	   	    	 	     

	    	     	   
	     	 	       	   
	 	    avec 
	    	 	   et l’application   pour   #     appartient à la classe  
L’objet principal de cet article est de construire une copule  	 qui soit une
fonction de répartition de dimension   .
D’après un résultat de Joe (1993), la copule  	 de type (5) est une fonction de
répartition si et seulement si elle vérifie la condition suivante : pour tout
#
tel que	 #   et toute constante  strictement positive, l’application  définie sur   
à valeurs dans
    
telle que :          
     est une transformée
de Laplace.
Cette condition est généralement très difficile à vérifier, mais grâce à un théorème
de Feller (1966) elle devient beaucoup plus simple et se résume par la proposition
suivante :
Proposition 1 : Une application  	 pour    de type (5) est une fonction de
répartition si et seulement si les applications    	   o  

	    , ...,     o  
 
sont complètement monotones.
La démonstration de ce résultat se déduit du théorème de Feller (1966) et de la
condition proposée par Joe (1993).
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2.1 Propriétés des copules archimédiennes multidimensionnelles
de la famille  
Pour faciliter la compréhension des propriétés des copules de la forme (5), ap-
partenant à la famille  , on va se limiter à la dimension trois. Soit  une copule de
dimension trois de type (5) engendrée par deux applications   et   appartenant
à  et dont les lois marginales unidimensionnelles sont uniformes sur l’intervalle 
. D’après la procédure de construction des copules appartenant à la famille 
(voir équation (5)),  est définie par :
	   	   	   

     
   	     
	        
	    (6)
Puisque  

 est définie de     à valeurs dans    , il convient de poser :

	   	   	    lorsque     
   
	      	       	         Pour
qu’une application  de type (6) soit une fonction de répartition de dimension trois
sur
   , il faut et il suffit que l’application     o  

soit complètement mono-
tone. Cette condition s’écrit :
      
  
   
   
Soient   et   les paramètres respectifs des applications  et  . On suppose,
sans perte de généralité, que ces paramètres sont compris entre -1 et 1.
On note 	
  une copule de dimension trois de type (6) engendrée par les deux
applications  et    telle que    o  

 soit complètement monotone.
Soit  la distribution correspondant au cas où        et   sont des variables
aléatoires indépendantes :   
	   	   	  	  	  	 .
Soit   (resp.    ) la distribution correspondant au cas où        et   sont
parfaitement corrélées positivement (resp. la distribution correspondant au cas où
       et   sont parfaitement corrélées négativement) :



	   	   	  
	   	   	    

	   	   	   
	   	   	   	    
  et    sont appelées respectivement la borne supérieure et inférieure de Fréchet
(voir Fréchet (1951)). Les conditions suivantes sont une extension de celles de
Kimeldorf et Simpson (1975) associées aux copules bidimensionnelles. Elles per-
mettent d’assurer que les lois  et   sont un prolongement des copules de la
INRIA
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famille  définie par l’équation (6) :
1)  
  	   	   	  est une fonction continue par rapport à   et   pour tout	   	   	 dans l’intervalle   
2)   
  est une copule absolument continue par rapport à la mesure de Lebesgue
pour tout      compris entre -1 et 1,
3)
   
     	 
   

,
   
     	
 
   
La loi  


	   	   	      	   	   	   	  n’est pas prise en compte dans
les conditions 1, 2 et 3 puisqu’elle n’est pas une copule et donc elle n’appartient pas
à la famille  
2.2 Coefficients de dépendance et copules archimédiennes mul-
tidimensionnelles de la famille  
Dans cette partie nous allons voir qu’il existe une correspondance naturelle entre
les paramètres des copules archimédiennes de dimension  de la famille  et deux
mesures de dépendance multivariée, à savoir les coefficients de corrélation de Spear-
man et de Kendall généralisés.
2.2.1 Coefficients de la dépendance multivariée
Les mesures de la dépendance bivariée de Spearman et de Kendall s’étendent
facilement à toute famille finie de variables aléatoires        	 .
Nous pouvons utiliser un nombre unique pour mesurer la dépendance collective
(c’est le cas si on construit une loi multidimensionnelle à partir de ses marges par
une copule de la forme (3)) ou
	 	    nombres pour tenir compte de toutes les distri-
butions marginales (voir les travaux de Cuadras (1992)). Pour simplifier, nous nous
limiterons au premier cas, c’est-à-dire à une mesure de la dépendance collective.
Soit  	 une copule de dimension  du vecteur aléatoire         	 de lois margi-
nales uniformes sur
  
de loi jointe
 
telle que :
  
	    	 	  	 
	    	 	 
Les coefficients de corrélation de Spearman et de Kendall associés à un couple
de variables aléatoires peuvent se généraliser à un vecteur aléatoire        	 ,
  	 , de copule  	 (voir Joe (1990)), de la manière suivante :
RR n ˚ 3704
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    	          	  	   
 	 	   	 	
  	 
	    	 	   	  	 (7)
   	 	 	       	 	    
    	 	    	 	
  	 
	     	 	       (8)
2.2.2 Coefficient de corrélation de Kendall d’une copule archimédienne de la
famille 
Si on considère trois variables aléatoires   ,  et  de lois uniformes sur le
carré unité et de copule  , alors, d’après les équations (7) et (8), les coefficients de
corrélation de Spearman et de Kendall à l’ordre trois sont définis par :       
 

	 	 
 
      (9)
        
    
      (10)
Pour éviter les problèmes de dérivabilité on va supposer, dans ce qui suit, que  
et  admettent trois dérivées continues sur   , c’est-à-dire        .
Proposition 2 : Soit    
   une copule archimédienne de dimension trois et de
type (6) engendrée par  et     et vérifiant la condition nécessaire et
suffisante de la proposition 1.
Alors, le coefficient de corrélation de Kendall généralisé mesurant la liaison entre
les variables aléatoires   ,  et  de loi jointe 
  est défini par :  	  
         
  !  #"  ! $      
    !  #"  !  
  ! $  %"    
   &   !  #"  !  
        ' 
 
 " 
     
avec
    
  )(    +*  
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'      $                  
             
Preuve :
En utilisant les équations (6) et (10) on a :  	  
         
   	  
   
    
      
   	  
   
   
     
où      
   est la partie absolument continue par rapport à la mesure de Lebesgue de   
   et   
  sa partie singulière concentrée sur un ensemble de mesure nulle.
Il suffit donc d’intégrer    
   
     
  sur    .
En utilisant les changements de variables :*  	 
  
	 
           
	   
  
on obtient le résultat souhaité.
3 Famille de Frank généralisée
Dans cette partie, nous proposons une famille de copules archimédiennes de
dimension trois, appartenant à  et généralisant la famille de Frank en dimension
deux, largement traitée par Genest (1987). Nous donnerons la condition sous la-
quelle elle représente une fonction de répartition à trois dimensions concentrée sur   de marges uniformes. Nous examinerons deux estimateurs non-paramétriques
de ses paramètres. Ces estimateurs sont basés sur les coefficients de corrélation de
Spearman et de Kendall généralisés.
Soit  la copule de Frank à deux dimensions définie pour   	  et	 
    par :

 
	 
   

  
	    
  
     

         

a   
     
   (   
Une généralisation de   en dimension trois, par une famille appartenant à  , se
présente sous la forme suivante :
  
   
	 
                 
	     
         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 
   
	 
        

         
     
  
          
       
     (11)
où    et   sont deux applications de la classe  et définies de la même façon
que  .
Proposition 3 : La copule 
  
   définie dans l’équation (12) est une fonction de
répartition de dimension trois, de marges uniformes sur
 
, si et seulement si
 	   , avec        et strictement positifs.
Preuve :
En appliquant la proposition (1) aux deux applications    et   associées à 
 
   ,
la condition nécessaire et suffisante se résume alors par :
           	     	      
           complètement mo-
notone, avec  
    
    . Une étude de cette fonction donne la condition 
	   .
3.1 Propriétés de la famille de Frank généralisée
La borne supérieure de Fréchet à trois dimensions et la loi de l’indépendance
sont un prolongement de la famille    
   . En effet :
  
      
   
	

     	 
 
  
      
   
	

       	 
    
3.2 Coefficient de corrélation de Kendall généralisé de la famille
de Frank de dimension 3
Soient   ,  et  trois variables aléatoires de loi jointe la loi de Frank de di-
mension trois notée 
 
   , engendrée par deux applications    et   continues,
strictement décroissantes et convexes, telles que     . Si on note :
     
 (    (        
    
 
       
   (  	     (         	      ,
        




  !     !    	   
	 
    
	  
 	 
  
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        


 

!      !   
	   	 
  
 	 
  
        


 

            
	     
	 
    
	  
 	 
  
Alors, en utilisant la proposition (2) et après plusieurs étapes de calcul, le coefficient
de corrélation de Kendall entre   ,  et  de loi   
   , noté    
    , est défini
par :     
                                    (12)
3.3 Coefficient de corrélation de Spearman généralisé de la fa-
mille de Frank de dimension 3
Soient   ,  et  trois variables aléatoires de loi   
   . On pose les change-
ments de variables suivants :
   

   
	    
    *   
   
	 
    
Soient   ,   et   trois fonctions définies sur     par :
  	    *         	    $               
	    *       	           
 	    *     !   	  !               	           
Alors le coefficient que corrélation de Spearman entre     et  de loi jointe   
  
s’écrit :    
      

 

 

  	    *     
	    *   	    * 
 	 
  
 *     
(13)
La démonstration de ce résultat repose sur l’équation (9) et sur les changements de
variables utilisés dans la proposition (2) (pour plus détails voir Hillali (1998)).
Avant d’étudier l’estimation des paramètres de la loi de Frank généralisée, nous
présentons d’abord un algorithme qui s’avère utile dans le cadre d’études de simu-
lation des copules archimédiennes multidimensionnelles. Pour simplifier les nota-
tions on suppose que les lois marginales sont uniformes sur
 
.
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Algorithme 1 :
L’algorithme suivant permet de générer une réalisation du vecteur aléatoire (X, Y,
Z) de loi  de la forme (12) absolument continue, engendrée par deux applications
  et   continues, décroissantes et convexes, et dont les paramètres vérifient la
condition de la proposition (3) :
étape 1 : on génère trois variables aléatoires indépendantes     et  de lois uni-
formes sur l’intervalle
 
étape 2 : on calcule                   
étape 3 : on pose
                   
étape 4 : on calcule      

	  , avec   la fonction de répartition conditionnelle
de la variable            étant donné   et 

étape 5 : on pose                             
Les méthodes d’estimation des paramètres de la loi    
   de type (12) peuvent
être d’ordre paramétrique ou non-paramétrique. Dans les deux cas les calculs s’avèrent
très difficiles, vu la complexité des formes des densités multidimensionnelles et
des coefficients de corrélation généralisés de Spearman ou de Kendall. Nous al-
lons essayer de donner quelques solutions et nous comparerons les deux méthodes
présentées ci-dessous à l’aide de données simulées.
4 Estimation des paramètres de la loi de Frank généralisée
4.1 Méthode basée sur le coefficient de corrélation de Kendall
Les coefficients de corrélation de Spearman et de Kendall généralisés associés
à  
   et présentés par les équations (13) et (14) se définissent comme fonctions
des deux paramètres   et   ; d’où l’idée d’estimer ces paramètres à partir de ces
deux coefficients d’association.
Soient    et  trois variables aléatoires, indépendantes ou non, de lois marginales
uniformes sur
  
et de copule   
   .
Soit  le coefficient de corrélation de Kendall généralisé, calculé à partir de 
réalisations des trois variables aléatoires   ,  et  , estimé par le coefficient de
INRIA
13
corrélation de Kendall moyen des couples       ,      et      , défini par :
 

          (14)
Alors, une bonne façon d’estimer   et   consiste à trouver deux paramètres   et  tels que :   	 
             (15)
où  est le coefficient de corrélation de Kendall généralisé de la loi de Frank de
dimension trois, défini par l’équation (13). L’équation (16) ne peut pas être résolue
sachant que
  et   sont tous les deux inconnus. Mais, puisque le paramètre  
peut être interprété comme coefficient d’association des variables aléatoires   , 
de loi   , alors, d’après un résultat de Genest (1987), un bon estimateur non-
paramétrique
  de   est solution de l’équation :                          
  (16)
avec  	  
 

     
  et   
  le coefficient de corrélation de Kendall entre
  et  calculé à partir de leurs réalisations respectives 	     	 	  et  
    
 	  ,
c’est-à-dire que
  est la valeur de   pour laquelle le coefficient de corrélation de
Kendall théorique est égal au coefficient de corrélation de Kendall calculé :
        
   
Cette équation ne possède pas de solution explicite et le recours aux méthodes d’ap-
proximations successives est inévitable. Finalement, l’estimateur
  de   sera la
solution de l’équation suivante :            (17)
Remarque : Dans cette procédure, on ne peut pas estimer   à partir de   
  
et ensuite estimer   comme solution de l’équation          . En effet, le
coefficient de corrélation théorique       ne dépend que de   , c’est-à-dire, il est
indépendant du choix de la loi bidimensionnelle des couples      ou      .
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Par contre, le coefficient de corrélation de Kendall bidimensionnel, calculé à partir
des réalisations, dépend du couple de variables aléatoires choisies.
Donc, le choix du couple      de loi    donne un estimateur   et le couple     donne un autre estimateur    . Cette méthode n’aboutit donc pas à un résultat
cohérent. Cette procédure peut se résumer par l’algorithme suivant :
Algorithme 2 :
1. calculer le coefficient de corrélation de Kendall    
  des réalisations du couple
    
2. calculer le coefficient de corrélation de Kendall  à partir des réalisations des
trois variables aléatoires, simulées selon la loi de Frank de dimension trois (voir
équation 15);
3. résoudre l’équation        
  pour obtenir l’estimateur   de   ;
4. remplacer   par   et résoudre l’équation          pour obtenir l’estimateur  de   
4.2 Méthode basée sur le coefficient de corrélation de Spearman
Un autre coefficient possible pour l’estimation des paramètres de   
   est le
coefficient de corrélation de Spearman généralisé (voir équation (14)).
Soient 
	    	 	 ,  
   
 	  et       	  réalisations des variables aléatoires
  ,  et  de loi jointe 
  
   et   ,   et   les rangs respectifs de 	  
  et   pour  #   . Alors le coefficient de corrélation de Spearman associé aux variables
    et  noté  est défini par (voir Joe (1990)) :
 
   
              	  
    
#          	   (18)
Soit              
    le coefficient de corrélation de Spearman théorique des
variables     et  de loi 
  
   . Alors, les estimateurs   et   de   et   sont
solutions de l’équation :     
               (19)
Il est impossible de résoudre cette équation sachant que les deux paramètres   et  
sont inconnus. Pour contourner ce problème, nous allons procéder en deux étapes,
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en faisant appel aux lois marginales de    
    Soit    
   , qu’on notera par la suite     , le coefficient de corrélation de Spearman des variables aléatoires   et  de
loi 
  .
D’après un résultat de Nelsen (1986),        et le paramètre d’association   des
variables   et  sont liés par la relation :        	                         (20)
avec    	  

	 
 

 
 
     
  
Si on note   le coefficient de corrélation de Spearman, calculé à partir des réalisations
du couple     , il paraı̂t naturel qu’un estimateur   de   soit solution de l’équation
suivante :            (21)
Cette équation ne possède pas de solution explicite ; on a donc recours aux méthodes
d’approximations successives d’intégrales, ce qui exige beaucoup de temps de cal-
cul.
Connaissant le paramètre   solution de l’équation (22), un estimateur   de   est
solution de l’équation :          (22)
où             
 
    et  sont les coefficients de corrélation de Spearman à
l’ordre 3 définis respectivement par les équations (14) et (19).
Les résultats des deux méthodes d’estimation de   et   ainsi qu’une comparaison
de leurs performances sont présentés ci-dessous.
5 Simulations
Pour la famille de Frank généralisée en dimension trois, nous avons étudié deux
méthodes non-paramétriques basées sur les coefficients de corrélation de Spearman
et de Kendall généralisés à l’ordre trois.
RR n ˚ 3704
16 Y. Hillali
Cette famille définie pour
   	   est donnée par :
 
   
	 
        

          
     
  
          
       
     (23)
où 	 
       et    
          (     , pour #   
	 
Dans les tableaux qui suivent, les réalisations d’un vecteur aléatoire        de
loi jointe  
   et de lois marginales uniformes sur   sont simulées à partir de
l’algorithme (1) (voir section 3 ) ;

représente la moyenne des différentes esti-
mations et Std l’écart type. Les paramètres
 et  représentent respectivement les
estimateurs de la méthode du coefficient de corrélation de Kendall et de celle du
coefficient de corrélation de Spearman.
      ,         
E Std E Std
    1.106 0.776 1.521 1.124
   1.095 0.295 1.466 0.638
  	 0.974 0.261 1.321 0.388
    0.942 0.223 1.264 0.335
TAB. 1: Modèle de Frank généralisé : procédure du coefficient de corrélation de
Spearman
      ,          
E Std E Std
    0.121 0.182 0.756 1.056
   0.094 0.105 0.684 0.948
  	 0.076 0.094 0.591 0.902
    0.057 0.036 0.503 0.784
TAB. 2: Modèle de Frank généralisé : procédure du coefficient de corrélation de
Spearman
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       
E Std
   0.053 0.223
    0.049 0.190
  	  0.0250 0.0453
    0.0185 0.0448
TAB. 3: Modèle de Frank en dimension 2 : procédure du coefficient de corrélation
de Spearman
      ,         
E Std E Std
    1.183 0.587 1.847 1.102
   1.224 0.321 1.701 0.814
  	 1.035 0.254 1.511 0.658
    0.961 0.210 1.390 0.421
TAB. 4: Modèle de Frank généralisé : procédure du coefficient de corrélation de
Kendall
      ,          
E Std E Std
    0.134 0.0971 1.023 1.084
   0.0972 0.0925 0.928 0.951
  	 0.0754 0.084 0.841 0.911
    0.0542 0.0513 0.744 0.850
TAB. 5: Modèle de Frank généralisé : procédure du coefficient de corrélation de
Kendall
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5.1 Procédure d’estimation basée sur le coefficient de corrélation
de Spearman
Comme nous l’avons précisé dans la section 4, cette méthode, basée sur les ap-
proximations numériques d’intégrales, donne des résultats contestables : soit une
forte surestimation, soit une forte sous-estimation. Dans les simulations effectuées
nous avons toujours observé une surestimation des paramètres, comme on peut le
remarquer dans le tableau(1).
Pour de faibles valeurs de   (de l’ordre de 0.05), nous avons obtenu de mauvais
estimateurs pour le paramètre   (une forte surestimation), par contre pour le pa-
ramètre   les résultats sont plus ou moins satisfaisants comme on peut le consta-
ter dans le tableau (2). Cette forte surestimation du paramètre   est due à des
échantillons     pathologiques   dont le nombre n’est pas négligeable et pour lesquels
on a obtenu des estimateurs fortement erronés pour   mais acceptables pour   ,
ce qui explique aussi la variabilité importante des estimations, notamment pour le
tableau (2) : (0.00589, 5.241), (0.0875, 7.352) pour       et      
En résumé, la complexité du calcul du coefficient de corrélation de Spearman en
dimension trois, qui engendre beaucoup d’approximations, rend cette méthode in-
efficace pour estimer les paramètres de la loi de Frank en dimension trois.
Paradoxalement, cette méthode donne des résultats satisfaisants dans le cas de la
loi de Frank en dimension deux, comme on peut le constater dans le tableau (3) où
nous avons simulé 100 échantillons de taille 10, 15, 25 et 50.
5.2 Procédure d’estimation basée sur le coefficient de corrélation
de Kendall
La méthode du coefficient de corrélation de Kendall donne de moins bons résultats
que la méthode précédente. Elle fournit des estimations aussi erronées que celles de
la méthode du coefficient de corrélation de Spearman. On a observé de la même
manière une surestimation dans tous les cas, surtout pour le paramètre   pour des
valeurs faibles de   dans le tableau (5). Ces résultats ne sont pas du tout surpre-
nants si on regarde de près la complexité de la formule du coefficient de corrélation
de Kendall en dimension trois associé à la loi de Frank généralisée (voir équation
13) ; de plus cette méthode, testée par Genest (1987) dans le cas de la loi de Frank à
deux dimensions où la complexité est peu apparente, a donné de mauvais résultats.
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En général, les méthodes d’intégration numérique, en dehors de leurs applica-
tions à certains types de fonctions et de domaines d’intégration précis, restent peu
fiables pour les problèmes d’estimation.
Ces simulations nous permettent de conclure qu’aucune méthode d’estimation des
paramètres d’une loi multidimensionnelle n’est universelle. Selon la loi multidi-
mensionnelle à traiter et ses caractéristiques : type de la vraisemblance, coefficient
de corrélation de Spearman, coefficient de corrélation de Kendall, il faut choisir la
méthode adaptée.
Sur le plan pratique, les difficultés et les problèmes typiquement numériques que
soulèvent les algorithmes d’estimation des paramètres des lois multidimension-
nelles (dimension trois et plus) exigent énormément d’attention, leur résolution
n’est pas toujours aisée et le temps de calcul est fort important.
6 Conclusion
La généralisation d’autres familles de copules archimédiennes bidimension-
nelles au cas multidimensionnel peut s’avérer inutilisable si la fonction de répartition
correspondant à l’application    est trop compliquée, c’est-à-dire si on ne
parvient pas à trouver une expression algébrique simple de  

. D’une manière
générale la construction de lois multidimensionnelles présente des difficultés plutôt
d’ordre pratique que d’ordre théorique : estimation des paramètres et expression de
la densité multidimensionnelle.
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