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Fractional quantum Hall (FQH) states are known to possess an internal metric degree of freedom
that allows them to minimize their energy when contrasting geometries are present in the prob-
lem (e.g., electron band mass and dielectric tensor). We investigate the internal metric of several
incompressible FQH states by probing its response to band mass anisotropy using infinite DMRG
simulations on a cylinder geometry. We test and apply a method to extract the internal metric
of a FQH state from its guiding center structure factor. We find that the response to band mass
anisotropy is approximately the same for states in the same Jain sequence, but changes substan-
tially between different sequences. We provide a theoretical explanation of the observed behavior of
primary states at filling ν = 1/m in terms of a minimal microscopic model of flux attachment.
I. INTRODUCTION
The internal geometry of fractional quantum Hall
states1 has attracted a great deal of interest re-
cently, with the development of a variety of theo-
retical tools such as anisotropic pseudopotentials2–4
and model wavefunctions5,6, as well as field-theoretic
techniques including gravitational anomalies7–9 and bi-
metric geometry10,11. Areas that have seen impor-
tant progress recently include the understanding of ne-
matic and anisotropy-driven transitions12–15, higher-spin
modes of the composite Fermi liquid (CFL)16,17, and
out-of-equilibrium dynamics of the geometric degrees of
freedom18.
On the experimental side, the CFL state at filling
ν = 1/2 has been intensely studied. Experiments in
patterned GaAs quantum wells can detect commensu-
rability oscillations in transport, which can be used
to map the shape of the Fermi contour19,20. This
has allowed the measurement of the CFL’s response to
different kinds of anisotropy, including strain-induced
quadrupolar distortions21, higher-moment warping of
hole bands22, and splitting of hole bands into separated
Fermi pockets23. In all three cases, measurements are
found to agree with numerical simulations17,24,25.
Incompressible states, lacking a Fermi contour, do
not offer this experimental route to the internal geom-
etry. Transport measurements can provide information
on symmetry-broken phases such as stripes26, but can-
not directly provide information about anisotropic FQH
states. Though alternative ways to test the internal ge-
ometry of gapped states have been put forward, e.g. by
using acoustic wave absorption27, at this stage our knowl-
edge comes almost exclusively from theory and numerics.
A considerable amount of work has been done on the
geometry of gapped states, especially the state at fill-
ing fraction ν = 1/3, where both numerical exact di-
agonalization and anisotropic model wavefunctions al-
low significant progress. Problems that have been con-
sidered include the effect of anisotropic interaction28 or
band mass29, in-plane magnetic fields30, and a spatially-
varying metric31.
Being mostly limited to the ν = 1/3 state, this body of
work has left an important open question: how does the
response of a FQH state to anisotropy depend on the fill-
ing fraction ν? What is the role of the underlying phase?
In this work, we address this question by performing ex-
tensive numerical simulations using the infinite density
matrix renormalization group (iDMRG) method on in-
compressible states at various fillings, including multiple
states in the first hierarchy/Jain sequence (ν = 1/3, 2/5
and 4/9), and the state at ν = 1/5.
The paper is organized as follows. In Sec. II we in-
troduce the model, its Hamiltonian and the relevant no-
tation. In Sec. III we present a detailed discussion of
the guiding center structure factor, a key quantity for
our numerical method, in the absence of rotational sym-
metry. The numerical method itself is then explained
in Sec. IV. Results are presented in Sec. V and inter-
preted theoretically in terms of a minimal microscopic
model of anisotropic flux attachment in Sec. VI. Finally,
in Sec. VII we provide our conclusions and discussion.
II. MODEL
We consider the familiar setting for the fractional
quantum Hall problem: a two-dimensional electron gas
in a high perpendicular magnetic field B, in the pres-
ence of electron-electron interactions and in the absence
of disorder. The system is described by the following
Hamiltonian:
H =
∑
i
1
2
(
m−1
)ab
pii,apii,b +
∑
i<j
V (|ri − rj |) , (1)
where pi = p − eA is the dynamical momentum, m−1
is the inverse mass tensor (generally anisotropic), and
V (r) is the isotropic Coulomb interaction. Indices i and
j enumerate the electrons in the system (1, . . . N), while a
and b run over spatial components (x, y). We can choose
our coordinates so that the mass tensor is diagonal:
mab = m
(
1/α 0
0 α
)
, (2)
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2where α ≡√myy/mxx is a measure of the anisotropy24.
The one-electron kinetic energy then becomes
H0 =
1
2m
(
αpi2x +
1
α
pi2y
)
. (3)
We take the cyclotron gap ~ωc to be much larger than
all other energy scales in the problem, so that the dynam-
ics can be projected into the lowest Landau level (LLL)
and mixing with higher Landau levels can be safely ne-
glected. The Hamiltonian projected in the LLL is
HLLL =
∑
i<j
∑
q
V˜ (q)eiq·(Ri−Rj) (4)
where Rj is the guiding center operator for the j-th elec-
tron and
V˜ (q) ≡ V (q)|F0(q)|2 = 2pi
q
e−
1
2 `
2
B(q
2
xα+q
2
y/α)
is the effective interaction, corresponding to the bare
Coulomb interaction V (q) between two anisotropic LLL
orbitals, whose shape is encoded in the form factor F0(q).
Importantly, this effective interaction has two distinct
metrics in it: that of the dielectric tensor (which we
choose to be εab ∝ δab) and that of the band mass mab.
A coordinate rescaling can only move the anisotropy be-
tween these two metrics, but cannot remove it from the
problem, which is irreducibly anisotropic (we will present
a more rigorous definition of anisotropy in Sec. III).
Previous investigations24 have focussed on the com-
posite Fermi liquid state at filling ν = 1/2, which has
a Fermi contour that can be used to directly access the
internal metric of the state. Gapped fractions do not
offer this possibility, so different methods have to be de-
vised. One possibility is to consider the overlap of nu-
merically obtained ground states with anisotropic model
wavefunctions29. However, that is subject to the assump-
tion that anisotropic model wavefunctions are a faithful
description of the state, and becomes more complicated
for states at ν 6= 1/m. In this work, we use a differ-
ent approach which is enabled by our numerical method.
The infinite cylinder geometry allows us to probe a con-
tinuum of wavevectors along the cylinder axis. This, in
turn, gives us a new method to access the internal ge-
ometry of the state. The method, which we thoroughly
describe in Section IV, is based on the calculation of the
static guiding center structure factor. In the absence
of isotropy, this quantity contains important information
about the geometry of the FQH state, which we describe
in the next Section.
III. GUIDING CENTER STRUCTURE FACTOR
OF ANISOTROPIC FQH STATES
The static guiding center structure factor can be de-
fined as
S(q) =
1
Nφ
〈δρ(q)δρ(−q)〉 , (5)
where ρ(q) is the Fourier transform of the guiding center
density operator,
ρ(q) =
∑
i
eiq·Ri . (6)
In Eq. (5), we use the regularized operator
δρ(q) = ρ(q)− 〈ρ(q)〉 = ρ(q)− 2piνδ(q`B) , (7)
which represents fluctuations of the density away from
the uniform background value of ν/2pi`2B . A crucial prop-
erty of S(q), related to the incompressibility of the state,
is that its small-q behavior is quartic: S(uq) ∼ u4 as
u → 0. The long-wavelength structure of S(q) encodes
important information about the geometry of the state32.
In particular, for an incompressible, translationally in-
variant ground state, as u→ 0 one has
S(uq) ∼ 1
4
(u`B)
4Γabcdqaqbqcqd , (8)
where the Γ tensor is
Γabcd =
1
Nφ
(〈
1
2
{Λab,Λcd}
〉
− 〈Λab〉 〈Λcd〉) , (9)
Λab =
1
2`2B
∑
i
{Rai , Rbi} . (10)
Equations (8), (9) and (10) can be proven by starting
from the following formula for the structure factor,
S(q) =
1
Nφ
∑
i,j
〈eiq·Rie−iq·Rj 〉 − 〈eiq·Ri〉〈e−iq·Rj 〉 ,
(11)
and expanding S(uq) in powers of u around u = 0:
S(uq) =
∞∑
k=0
uk
∞∑
m,n=0
δm+n,kCm,n .
The coefficients Cmn are
Cmn ≡ i
m(−i)n
m!n!Nφ
∑
i,j
〈(q ·Ri)m(q ·Rj)n〉
− 〈(q ·Ri)m〉〈(q ·Rj)n〉 . (12)
All coefficients C0,m and Cm,0 vanish trivially. Coef-
ficients C1,m and Cm,1 also vanish, because
∑
iR
a
i =
−`2BabPb, where P is the total momentum operator
(generator of center-of-mass translations), which annihi-
lates the translationally invariant ground state. There-
fore the lowest-order contributions is O(u4), coming from
m = n = 2:
C2,2 =
`4B
4Nφ
qaqbqcqd(〈ΛabΛcd〉 − 〈Λab〉〈Λcd〉) . (13)
This finally yields
S(uq) =
(u`B)
4
4
Γabcdqaqbqcqd +O(u
6) (14)
3with Γabcd given by Eq. (9).
The symmetric matrix Λab consists of three indepen-
dent Hermitian operators (Λxx, Λxy, Λyy) which generate
area-preserving diffeomorphisms of the plane: depending
on the matrix of coefficients ηab, the unitary
U(η) ≡ eiηabΛab
can be a squeezing transformation (det η < 0), a shear
transformation (det η = 0) or a rotation (det η > 0). The
latter case allows for a general, coordinate-independent
notion of rotational symmetry: if there exists a metric g
such that
[H, gabΛab] = 0 , (15)
then the rotation group generated by the angular mo-
mentum operator
Lz(g) = gabΛ
ab
is a continuous symmetry of the system. The system is
thus isotropic (though that might not be manifest in a
coordinate system where gab 6= δab).
In the most general case, the tensor Γ is defined by two
unimodular metrics, g1 and g2, and two real coefficients
κ, ξ as follows:
Γabcd = κ(gac1 g
bd
1 + g
ad
1 g
bc
1 ) + ξg
ab
2 g
cd
2 . (16)
If there exists a metric g that satisfies Eq. (15), then
symmetry requires g1 = g2 = g. Furthermore, since the
ground state is an eigenstate of Lz(g), one has
gabΓ
abcd =
1
Nφ
(〈{Lz(g),Λcd}/2〉− 〈Lz(g)〉 〈Λcd〉) = 0
which forces ξ = −κ, giving
Γabcd = κ(gacgbd + gadgbc − gabgcd) . (17)
Under this assumption of isotropy, the quartic part of
the structure factor becomes the perfect square of a
quadratic:
S(uq) ∼ κ
4
(u`B)
4
(|q|2g)2 ,
where |q|2g ≡ gabqaqb. In general, the metrics g1 and g2
need not be the same, and the general form of the long-
wevelength structure factor is an arbitrary quartic. Ad-
ditional symmetries (e.g. reflection or discrete rotations)
can put restrictions on it.
IV. NUMERICAL METHOD AND SYMMETRY
CONSIDERATIONS
We use an infinite density matrix renormalization
group (iDMRG) algorithm for quantum Hall states33,34.
The algorithm uses an infinite cylinder geometry, which
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FIG. 1. Top: structure factor S(qx, 0) for the ν = 1/3 state,
computed numerically with iDMRG on a cylinder with cir-
cumference L = 18`B , at bond dimension χ = 1024. Bottom:
same quantity on a logarithmic scale (dots) compared to the
quartic monomial q4x (dashed line, slope 4).
allows a mapping to a one-dimensional fermion chain.
Varying the cylinder circumference L allows control over
finite-size effects. We pick a coordinate system with the
xˆ axis along the infinite direction of the cylinder and the
yˆ axis along the circumference, so the qy component of
momentum can take discrete values 2pin/L, n ∈ Z, while
qx is in principle continuous.
We parametrize the electron mass tensor as
mab = m
(
e−γ 0
0 eγ
)
, γ ∈ R . (18)
This is parametrization is related to Eq. (2) by γ = lnα,
and has the advantage that a pi/2 rotation acts simply as
γ 7→ −γ (there are infinitely many such parametrizations;
we choose this one for convenience).
At any of the fillings discussed below, we compute the
matrix product state (MPS) approximation to the many-
body ground state for a range of values of the cylinder
circumference L and the anisotropy parameter γ. For
each ground state, we compute the guiding center struc-
ture factor S(qx, 0). Details about the calculation of S(q)
from the MPS can be found in Ref.35. An example for
the ν = 1/3 state is shown in Fig. 1, where the quartic
behavior S(qx, 0) ∼ q4x is clearly visible near the origin.
Based on the discussion in the previous Section, and
taking into account the reflection symmetries qx ↔ −qx,
qy ↔ −qy, the long-wavelength limit of the structure
factor must take the quartic form
S(uq) ∼ u4(Aq4x +Bq2xq2y + Cq4y) (19)
4D combined
FIG. 2. Effect of the terms in Eq. (20) on the shape of
equal-value contours of the guiding center structure factor
S(q) near q = 0. From left to right: D parametrizes an
isotropic rescaling; σ a unimodular metric (uniaxial stretch-
ing); β a C4-symmetric distortion. An example where all
three are present is shown on the right. The dashed circle
corresponds to D = σ = β = 0, for comparison.
for u → 0. A convenient re-parametrization of the coef-
ficients A, B, C is as follows:
A ≡ e2(D+σ), B ≡ 2e2D(1 + β), C ≡ e2(D−σ) ,
which gives
S(uq) ∼ u4e2D ((eσq2x + e−σq2y)2 + 2βq2xq2y) . (20)
A pi/2 rotation acts by mapping γ 7→ −γ while exchang-
ing q2x and q2y, therefore the parameters transform as fol-
lows:
D(−γ) = D(γ),
σ(−γ) = −σ(γ),
β(−γ) = β(γ) .
(21)
The physical meaning of these parameters is apparent
from Eq. (20): D describes a change of the overall mag-
nitude of S(q), in an isotropic fashion; σ parametrizes
an internal unimodular metric of the FQH state that de-
scribes a uniaxial squeezing; and β represents a possi-
ble C4-symmetric anisotropy that remains once a coordi-
nate transformation qx 7→ e−σ/2qx, qy 7→ eσ/2qy removes
the uniaxial squeezing. This is illustrated graphically in
Fig. 2.
If one assumes the absence of the C4-symmetric dis-
tortions parametrized by β, the long-wavelength limit of
the structure factor assumes the particularly simple form
of a perfect square,
S(uq) ∼ u4(gabqaqb)2, gab = diag(eD+σ, eD−σ) . (22)
In Appendix A we perform a numerical test of this hy-
pothesis on the ν = 1/3 state by tilting the band mass
tensor relative to the cylinder axis, effectively allowing
us to probe the qx = ±qy directions in Eq. (20), and thus
gain information on the β coefficient. Our test indicates
that β = 0 within our numerical and finite-size accuracy.
Therefore, all the information about the long-wavelength
limit of S(q) is contained in the parameters D and σ.
These can be extracted from a quartic fit of S(qx, 0) at
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FIG. 3. Comparison between numerical method and ex-
act result for Gaussian electron-electron interaction36. The
numerical data is obtained with iDMRG on a cylinder with
circumference L = 18`B for filling fractions ν = 1/3 and 2/5.
The bond dimension is χ = 1024. We find the ground states
for γ = log 3 and use Eq. (24) to estimate σ. For the ν = 1/3
state the agreement is nearly perfect in the entire range of
s, whereas for the ν = 2/5 state there are small but visible
deviations at the largest values of σ (small s).
small qx, while keeping the band mass tensor aligned with
the cylinder. We have
S(qx, 0) ' λ(γ)q4x ≡ e2(D(γ)+σ(γ))q4x , (23)
and by exploiting the different parity of D(γ) and σ(γ)
we obtain
σ(γ) =
1
4
log
λ(γ)
λ(−γ) , D(γ) =
1
4
log λ(γ)λ(−γ) . (24)
On a cylinder with finite circumference, the values of γ
and −γ need not be related by an exact duality, as the
boundary conditions explicitly break C4 rotation symme-
try. In that case, Eq. (22) does not rigorously hold and
there can be more information in the geometry of the
state which is not captured by Eq. (24). Therefore, care
must be taken to analyze finite-size effects appropriately.
In Fig. 3 we benchmark this method against the
known exact result36 for Gaussian electron-electron in-
teraction V (r) = e−
1
2 (r/s)
2
with interaction length scale
s. This problem is actually isotropic: it is invariant un-
der the generator Lz(g) = gabΛab for the metric gab =
diag(eσ, e−σ), with
σ =
1
4
log
e2γ + s2/`2B
e−2γ + s2/`2B
.
We numerically compute the interacting ground states
at ν = 1/3 and ν = 2/5 in a cylinder with circumference
L = 18`B for electron mass anisotropy parameter eγ = 3
and a wide range of interaction length scales s. We find
very good agreement between our estimate of σ and the
exact result, showing how in this simple case the L→∞
formulas appear to be valid for all practical purposes.
Throughout the rest of the paper, we study genuinely
anisotropic FQH states that in some cases exhibit signif-
icant finite-circumference effects. In order to take into
5account the effects of finite L, it is helpful to assume
smoothness around the isotropic point γ = 0, and Taylor
expand
log(
√
λ) = D + σ =
∑
n
cnγ
n . (25)
By construction, the even-n terms contribute to D and
the odd-n ones contribute to σ. By fitting log
√
λ to
a polynomial at each size, it is possible to analyze the
finite-size drift of the contributions to D and σ and infer
their L→∞ limit. In all cases we present in the follow-
ing, keeping only terms with n ≤ 3 is sufficient to give
a good fit to the data. Further, we find c2 to become
consistent with 0 as L is increased, indicating that the
overall scale parameter D is compatible with a constant.
Coefficients c1 and c3 characterize the dependence of the
internal metric parameter σ on the electron anisotropy γ
and are found to approach finite values as L→∞.
V. NUMERICAL RESULTS
A. First Jain sequence: ν = 1/3, 2/5, 4/9
We start from the FQH state with the largest gap, the
one at filling ν = 1/3. We gather data for 50 equally
spaced values of γ in the range −1.2 <∼ γ <∼ 1.2 (cor-
responding to 0.3 <∼ α <∼ 3.3) and cylinder circumfer-
ences 14`B ≤ L ≤ 22`B . In Fig. 4 we plot the value of
log
√
λ(γ), which is equal to σ + D as discussed in the
previous section, as a function of γ for all the circumfer-
ence sizes. As can be seen, finite-size effects are rather
small and are stronger for γ < 0, where correlations are
elongated in the direction of the finite circumference.
Following the scheme described in the previous Section,
and in particular Eq. (25), we fit log
√
λ(γ) to a cubic
polynomial in γ:
log
√
λ(γ) = c0 + c1γ + c2γ
2 + c3γ
3 . (26)
In the planar limit (L→∞), coefficients c0 and c2 repre-
sent contributions to D(γ), while c1 and c3 contribute to
σ(γ). Though this is only expected to hold at infinite L,
by probing a range of circumference sizes and performing
the fit procedure in Eq. (26) at each size we can infer the
L → ∞ limit. We show the results in Fig. 5. As can be
seen, c2 → 0 as L increases, while c1 and c3 appear to
go to non-zero values, with c3 being very small. Thus, in
the planar limit L→∞, we get
σ ' 0.43γ + 0.01γ3 , D ' const. (27)
(notice the absence of the γ2 term in D). Even for the
smallest sizes, D is constant within ∼ 4%, while σ is ap-
proximately linear in γ. We also show the results of a
linear fit, σ = c1γ with c3 set to zero. This would cor-
respond to a power-law relation between the band mass
metric and the internal FQH state metric, gFQH ∝ (gm)c1 .
The result of this fit is c1 ' 0.445.
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FIG. 4. Numerical data for the ν = 1/3 state as a function
of electron anisotropy γ and cylinder circumference L. The
data is obtained with iDMRG at bond dimension χ = 1024.
(a) Quartic coefficient λ(γ), extracted from S(qx, 0) ≈ λ(γ)q4x.
(b) σ(γ), defined as the odd part of log
√
λ. (c) D(γ), defined
as the even part of log
√
λ, has small finite-size fluctuations
and approaches a constant as L increases.
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FIG. 5. Coefficients for polynomial fit of log(
√
λ(γ)) as
a function of γ for the ν = 1/3 (data in Fig. 4). Left: all
coefficients from linear and cubic fits shown together. c1 is
more than an order of magnitude larger than all higher-order
terms. Right: c1 and c2,3 coefficients shown separately for
clarity. c2 is found to oscillate around c = 0 (black line),
consistent with Fig. 4.
We repeat the same analysis on the states at filling
ν = 2/5 and ν = 4/9. These are “daughter states” of
the ν = 1/3 state in the hierarchy scheme37, while in the
composite fermion picture38,39 they correspond to differ-
ent numbers of filled “Λ levels” in the first Jain sequence.
We obtain similar numerical results, which are shown in
detail in Appendix C. These states have smaller energy
gaps, which imply longer correlation lengths, resulting
in stronger finite-size effects. Thus, especially for the
61.0
0.5
0.0
0.5
lo
g
(a) L/ B
16
17
18
19
20
21
22
23
240.5
0.0
0.5 (b)
1.5 1.0 0.5 0.0 0.5 1.0 1.5
0.4
0.2
0.0
D
(c)
FIG. 6. Same plots as Fig. 4, but for the ν = 1/5 state.
Despite stronger finite-size effects, this state exhibits similar
qualitative behavior as the ν = 1/3 state.
ν = 4/9 state, the oscillations of the c2 and c3 coefficients
as a function of size still have a significant amplitude at
the largest size we consider, L = 22`B . This increases
the uncertainty on the estimate of c1, as well. Nonethe-
less, the results for both states appear compatible with
the ν = 1/3 ones.
B. Second Jain sequence: ν = 1/5
Having found the same result for all the states derived
from ν = 1/3, a natural question to ask is whether the
response to applied anisotropy changes for states that are
not derived from ν = 1/3. We consider the simplest such
state, ν = 1/5. In terms of composite fermions, this be-
longs to a different Jain sequence, where flux attachment
combines each electron to four flux quanta, rather than
two. In the hierarchy picture, this is the parent state of
a different tree of daughter states.
In Fig. 6 we show data collected for the state at
ν = 1/5 for cylinder circumferences L = 16`B to 24`B .
Here, finite-size effects are more severe than for the
ν = 1/3 state, requiring somewhat larger values of the
cylinder circumference L and a wider range of electron
anisotropies γ.
Again, we define D + σ = log
√
λ and perform a poly-
nomial fit of this quantity as a function of γ. The fit
coefficients, shown in Fig. 7, exhibit wide fluctuations
with system size, which have not yet decayed at circum-
ference L = 24`B . Nonetheless, the value of the c1 co-
efficients, obtained from either a cubic or a linear fit of
the data in Fig. 6, is consistently below 0.4 and appears
to approach an asymptotic value between 0.25 and 0.30.
We can therefore conclude that, for a fixed value of the
16 17 18 19 20 21 22 23 24
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FIG. 7. Coefficients for polynomial fit of log(
√
λ(γ)) as a
function of γ for the ν = 1/5 state (data in Fig. 6). The
black line highlights c = 0. The behavior is qualitatively the
same as that of the states in the first Jain sequence, albeit
with fluctuations persisting to larger sizes. Quantitatively,
both estimates of c1 are consistently below 0.4, and appear
to stabilize between 0.25 and 0.3, a much smaller value than
the ν = 1/3 state.
electron mass anisotropy γ, the ν = 1/5 state is much
less anisotropic than states in the first Jain/hierarchy se-
quence.
VI. MICROSCOPIC MODEL OF FLUX
ATTACHMENT
In order to understand the observed response of states
at different filling to applied band mass anisotropy, we
consider a minimal microscopic model of flux attach-
ment. We consider two electrons with anisotropic band
massmab in the lowest Landau level interacting with each
other via the Coulomb interaction V (r) = 1/r. The sys-
tem is governed by an effective interaction V˜ (r) which is
the Fourier transform of
V˜ (q) =
2pi
q
e−
1
2 `
2
B(e
γq2x+e
−γq2y) . (28)
The two-body problem can be reduced to a single-particle
problem in the relative coordinate, which describes an
electron orbiting around a fixed potential V˜ (r) generated
by an anisotropic cloud of charge pinned to the origin.
The m highest-energy orbitals of this potential, i.e. the
bound states of −V˜ (r), constitute an approximation of
the “excluded region” around each electron in the incom-
pressible many-body state at filling ν = 1/m. This is in
analogy with the isotropic Laughlin wavefunction, where
each factor of (zi − zj)m can be interpreted as arising
from the exclusion of orbitals z0, · · · zm−1 in the relative
coordinate problem.
This simple model makes some unambiguous predic-
tions. The effective interaction V˜ is isotropic at large dis-
tance (small q) and becomes more anisotropic at shorter
7distance (large q). Therefore, the innermost orbitals in
the excluded region are the most anisotropic, and as
one moves outwards the orbitals become more and more
isotropic. Overall, the anisotropy of the composite boson
is expected to decrease with m. This is explored in more
detail in Appendix B, and is in qualitative agreement
with our numerical results from Section V.
To be more quantitative, we start from the LLL Hamil-
tonian in Eq. (4) for two electrons,
H2−body =
∑
q
V˜ (q)eiq·(R1−R2) . (29)
We define the center-of-mass and relative guiding center
coordinates as
RCM ≡ R1 +R2√
2
, δR ≡ R1 −R2√
2
, (30)
respectively. Notice the normalization, which is nec-
essary to maintain the correct canonical algebra, i.e.
[δRx, δRy] = −i`2B . The center of mass coordinate has no
dynamics; we are thus left with a single-particle Hamil-
tonian for the relative motion:
Hrel. =
∑
q
V˜ (q)eiq·δR
√
2
Redefining the summation variable q 7→ √2q, we get
Hrel. =
∑
q
V˜ (q/
√
2)eiq·δR ≡ V˜ (δR) . (31)
The factor of
√
2 is important because V˜ is not a ho-
mogeneous function. In particular, it is expected to re-
duce anisotropy, as λV˜ (q/λ) approaches the isotropic
Coulomb interaction as λ→∞.
A first approximation of the geometry of the excluded
region can then be obtained by looking at equipoten-
tial contours of V˜ (δR). Contours that enclose an area
of 2pi`2B(n + 1/2) should indeed approximate the semi-
classical electron trajectories. We follow this approach
in Appendix B, finding it to give the correct qualitative
dependence on m and α, but the quantitative agreement
is not satisfactory. This is not surprising, as the semi-
classical approach works best for large n, while we are
interested in the first few orbitals. To get a more accu-
rate quantitative description, one has to find the shape
of the actual quantum eigenstates of V˜ .
We study this single-particle problem numerically on
a torus with sides large enough that finite-size effects
are negligible (a torus with side L ' 40`B is enough for
this purpose) and numerically obtain eigenvalues {Ek}
and eigenvectors {|ψk〉} . We then calculate the real-
space total probability density of the m highest-energy
wavefunctions,
ρm(x, y) =
1
m
m∑
k=1
|ψk(x, y)|2 . (32)
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FIG. 8. (a) Probability density of the three highest-energy
orbitals ψk of the relative Hamiltonian in Eq. (31) for γ =
log 3. The orbitals have been calculated numerically on a
torus with side L =
√
512pi`B ' 40`B , where finite-size effects
are completely negligible. (b) Probability density ρm defined
in Eq. (32), for m = 3. The data are obtained by summing
the three orbital probability densities above. (c) Profiles of
ρ3(x, y) along the lines x = 0 and y = 0, normalized so the
maximum height is 1. The two shapes are clearly different
and no single rescaling can collapse them. In particular, the
ratio of widths at a fraction q of the maximum height, defined
as A(q) in Eq. (33), depends significantly on q (we highlight
q = 0.2, 0.5 and 0.8 as examples).
The result for α = 3 is shown in Fig. 8 (a,b).
If V˜ (q) is obtained by stretching a function of q2, im-
plying the problem is actually isotropic with respect to
some metric gab 6= δab as in the case of the Gaussian
electron-electron interaction used in Fig. 3, then ρm(x, y)
is also isotropic with respect to the same gab. Therefore
its profiles along the y = 0 and x = 0 lines, ρm(r, 0) and
ρm(0, r), should have the same shape up to a rescaling
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FIG. 9. Comparison between the anisotropy estimate A(q =
0.2), defined in Eq. (33), and the best fit to the iDMRG data
of Figures 4 and 6 in the form σ = c1γ + c3γ3. For m = 3
we set c1 = 0.43, c3 = 0.01. For m = 5 we set c1 = 0.28 and
c3 = 0.03. The estimate A(0.2) shows good agreement with
the data for both values of m, in the entire range − log 4 ≤
γ ≤ log 4.
factor a:
ρm(r/a, 0) = ρm(0, ra) ∀ r ∈ R .
In that case the parameter σ is unambiguously deter-
mined by eσ =
√
a. For Coulomb interaction, though,
the problem is genuinely anisotropic. We find that the
two profiles have significantly different shapes, as demon-
strated in Fig. 8 (c), and no such rescaling exists. In
particular, one can estimate σ as the ratio of the widths
of the probability density profiles at various fractions q
of their height:
A(q) ≡ yq
xq
, ρm(xq, 0) = ρm(0, yq) = qρm(0, 0) . (33)
Each value 0 < q < 1 defines an estimate A(q) of σ.
But the estimates so defined are found to depend signif-
icantly on q. This might seem to make the model not
predictive. The situation turns out to be much better
than this pessimistic outlook, as we now discuss.
In general, once q is picked so as to best approximate
the iDMRG result at certain values of anisotropy γ and
inverse filling m, there is no guarantee that the same es-
timate A(q) will work well at other values of γ and m.
However, we find that the estimate A(q = 0.2), i.e. the
anisotropy of the equal-probability contour of ρm from
Eq. (32) at 1/5 of its maximum, reproduces very accu-
rately the numerical results of Section V for the ν = 1/3
state (m = 3) in a wide range of values of γ, as shown
in Fig. 9. The same estimate can then be computed for
the ν = 1/5 state (m = 5) and compared to the iDMRG
data, revealing fairly accurate agreement (also shown in
Fig. 9). We conclude that this remarkably simple two-
body model not only matches qualitative aspects of the
many-body numerical data, but also gives a reasonable
quantitative approximation.
VII. DISCUSSION
We have numerically investigated the response of in-
compressible fractional quantum Hall states to band mass
anisotropy. We did so by applying a new technique based
on the long-wavelength limit of the guiding center struc-
ture factor, encoded in its quartic coefficient. This is
made possible by infinite DMRG, which enables access
to a continuum of momentum values in one direction
and makes the determination of the quartic coefficient
very accurate.
We discussed the general response of a FQH state,
and in particular of its long-wavelength structure fac-
tor, to applied anisotropy. With the symmetries of our
infinite-cylinder geometry, this reduces to three parame-
ters: D, describing an isotropic change in the magnitude
of S(q); σ, corresponding to a uniaxial squeezing; and
β, which describes the remaining C4-symmetric distor-
tion when the uniaxial squeezing is eliminated through
a coordinate transformation. We find, within numeri-
cal and finite-size accuracy, that β vanishes and D is a
constant, leaving only a unimodular metric (the uniaxial
squeezing parametrized by σ) to characterize the geomet-
ric response of the FQH state to band mass anisotropy.
We found that states in the first Jain/hierarchy se-
quence appear to share the same response to band mass
anisotropy, consistent with σ ' 0.43γ to first order near
the isotropic point. This is distinct from the CFL re-
sponse investigated in Ref.24, where the CFL Fermi con-
tour anisotropy αCF was found to obey αCF ' α0.49, i.e.
σ ' 0.49γ in the language of the present work. A natural
question, then, is whether the response of the CFL state
is recovered as ν approaches 1/2 along the Jain sequence
ν = p2p+1 . As ν → 1/2, the energy gap above the ground
states decreases and finite-size effects in our numerics be-
come more important, limiting the accuracy of our results
and making the answer to this question more uncertain.
Nonetheless, our data on states at fillings ν = 1/3, 2/5
and 4/9 do not show evidence of a drift of the exponent
towards the CFL value. Rather, they point to the inter-
esting possibility that all states in the sequence respond
in the same way.
The response of the second Jain sequence, on the other
hand, is found to be radically different. The only state
we could study in this case is ν = 1/5, due to stronger
finite-size effects. We find σ ≈ 0.28γ near the isotropic
point, a value which is clearly different from that of the
first Jain sequence, even when larger uncertainty is taken
into account.
Our numerical findings are consistent with a minimal
microscopic model of flux attachment, where the geom-
etry of the quantum Hall state is fixed by the shape of
the composite boson formed by attaching m “excluded
orbitals” to each electron. We compute these orbitals in
the relative motion problem of two electrons in the low-
est Landau level and find that the shape of the compos-
ite boson correctly reproduces our numerical results as a
function of electron anisotropy and filling (which is repre-
9sented by the number of “excluded orbitals” surrounding
each electron).
This microscopic model, as formulated here, only ap-
plies to Laughlin-like “parent states” at filling ν = 1/m,
and does not directly explain the observed behavior of
“daughter states” such as ν = 2/5. Our numerical results
on the sequence of states at filling ν = p2p+1 find com-
patible geometric response. This would arise naturally
in a composite fermion picture, where all states in the
sequence are interpreted as integer quantum Hall states
of the same anisotropic composite fermion. A problem
with this interpretations is that the ν = 1/2 CFL state
may then be expected to have the same anisotropy, as
well, which appears to be in contrast with numerical find-
ings. The development of a more complete model of flux
attachment, capable of clarifying these issues, is left to
future work.
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Appendix A: Absence of non-elliptical distortions
In this Appendix we present numerical evidence that
the long-wavelength structure factor of the anisotropic
ν = 1/3 state is consistent with the square of a quadratic
function, S(q) ∼ (gabqaqb)2. Physically, this implies the
shape of the state is entirely characterized by an emergent
metric gab, and the shape of long-wavelength correlations
is elliptical. In the notation of Eq. (20), this means that
the coefficient β, parametrizing non-elliptical distortions,
is consistent with zero within the numerical and finite-
size accuracy of our method.
To probe the distortions parametrized by β, we need to
evaluate S(q) along lines where neither qx nor qy vanish.
This is in principle possible within the setup considered
in the main text, but the discretization of qy into mul-
tiples of 2pi/L due to the finite circumference makes the
procedure rather inaccurate. To circumvent this issue,
we consider the situation in which the band mass ten-
sor is tilted relative to cylinder axis and circumference
directions:
mab = Rθ
(
eγ 0
0 e−γ
)
R−θ
where Rθ is a rotation by an angle θ. For θ = pi/4, the
general form in Eq. (20) becomes
S(qx, 0) = e
2D[(coshσ)2 + β/2]q4x ≡ λq4x , (A1)
which allows us to directly probe β, given that D and σ
are known from the θ = 0 measurements.
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FIG. 10. Probing the shape of the small-q structure factor
by tilting the band mass tensor relative to the cylinder axis.
(a) Numerical data for the coefficient λ in S(qx, 0) ∼ λq4x for
the ν = 1/3 state as a function of the anisotropy parameter γ,
when the electron mass tensor is aligned with the cylinder axis
(ellipses shown on the right, the dashed line is the cylinder
axis direction). (b) Same data for band mass tensors tilted by
pi/4 relative to the cylinder axis (ellipses shown on the right).
The data agrees with a form S(q) ∼ (gabqaqb)2, obtained
when the C4-symmetric distortion parameter β is set to 0.
The cylinder circumference is L = 18`B and the iDMRG bond
dimension is χ = 1024.
We perform iDMRG simulations of the ν = 1/3 state
on a cylinder with circumference L = 18`B over a range
of values of the anisotropy parameter γ, for mass tensors
tilted by θ = pi/4 relative to the cylinder axis. The values
of λ so obtained can be compared to the prediction of
Eq. (A1) for β = 0,
√
λ = eD coshσ , (A2)
to confirm the absence of non-elliptical distortions. The
data for D and σ at tilt angle θ = 0 for the same fill-
ing and size was shown in Fig. 4(b-c), and we also show
log
√
λ = D+ σ in Fig. 10(a) for convenience. Fig. 10(b)
shows iDMRG data for the λ coefficient at tilt angle
θ = pi/4, along with the prediction in Eq. (A1), where
we set D(γ) to its isotropic value D(0), neglecting small
variations with γ which have been shown to be a finite-
size effect (Section VA). As can be seen, the compari-
son reveals very good agreement. We conclude that the
distortion of S(q) is consistent with a purely uniaxial
stretching, parametrized by an internal unimodular met-
ric whose anisotropy parameter is σ.
Appendix B: Effective interaction potential in real
space
In this Appendix we derive a formula for the real-space
effective interaction between two electrons in the lowest
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Landau level with anisotropic mass and present quali-
tative aspects of its shape. This leads to a first, semi-
classical approximation to the problem of anisotropic flux
attachment, and informs the discussion in Section VI of
the main text.
We start from the effective potential for the relative
coordinate problem as computed in Eq. (31),
V˜ (q/
√
2) =
23/2pi
q
e−
1
4 `
2
B(e
γq2x+e
−γq2y) . (B1)
The quantity to calculate is
V˜ (x, y) =
∫
dqxdqy
1√
2piq
e−
1
4 `
2
B(e
γq2x+e
−γq2y)eiqxx+iqyy
(B2)
We do the integral in polar coordinates q, θ and introduce
shorthand notations c ≡ cos θ, s ≡ sin θ:
V˜ (x, y) =
√
2
∫ 2pi
0
dθ
2pi
∫ ∞
0
dq e−
`2Bq
2
4 (e
γc2+e−γs2)−iq(cx+sy)
=
√
2
∫ pi
0
dθ
2pi
∫ +∞
−∞
dq e−
`2Bq
2
4 (e
γc2+e−γs2)−iq(cx+sy)
=
∫ pi
0
dθ
pi
√
2pi`−2B
eγc2 + e−γs2
e
−`−2B (cx+sy)
2
eγc2+e−γs2 . (B3)
Simple manipulations and a change of integration vari-
able θ 7→ 2θ lead to the expression
V˜ (x, y) =
∫ 2pi
0
dθ
2pi
√
2pi`−2B
cosh γ + cos θ sinh γ
× exp
{
−1
2
(x2 + y2) + (x2 − y2) cos θ + 2xy sin θ
cosh γ + cos θ sinh γ
}
.
(B4)
The integral can be done analytically in the isotropic case
γ = 0, but has to be evaluated numerically for γ 6= 0.
We show a plot of V˜ (x, y) for γ = log 2 in
Fig. 11, alongside equipotential contours that enclose ar-
eas 2pi`2B(n+ 1/2), which represent an approximation of
the semiclassical trajectories. More accurately, the semi-
classical orbitals should be contained between the con-
tours enclosing areas 2pi`2Bn and 2pi`
2
B(n+1), with n = 0
giving a disk and n > 0 giving annuli40. The n-th an-
nulus can be though of as a fattened version of the orbit
enclosing area 2pi`2B(n + 1/2), which is the one we con-
sider.
A first approximation of the anisotropy of the quantum
Hall state σ is then given by taking the ratio of the semi-
axes of those contours. The result underestimates |σ|, i.e.
suggests a less anisotropic state, relative to the numeri-
cal results of Sec. V. Nonetheless, it shows qualitatively
correct behavior, with the shape of the composite boson
becoming less anisotropic as m (the number of attached
fluxes) increases.
A more accurate approximation is given by solving the
quantum mechanical problem of a LLL electron moving
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FIG. 11. Color plot of the real-space potential in Eq. (B4)
for γ = log 2. The dashed lines are equipotential contours
enclosing areas 2pi`2B(n+ 1/2), for n = 0 to 4.
the potential V˜ (r) and describing the shape of the actual
excluded orbitals, rather than their semiclassical approx-
imation. This approach in described in the main text,
Section VI.
Appendix C: Numerical data on ν = 2/5, 4/9
Here we show additional numerical data on other states
in the first Jain sequence beyond ν = 1/3, namely
ν = 2/5 and ν = 4/9. As the filling fraction approaches
ν = 1/2 along the sequence ν = p2p+1 , the gap of the
associated incompressible state becomes smaller and its
correlation length become longer. This implies stronger
finite-size effects compared to the ν = 1/3 state.
The data we obtain for the quartic coefficient λ in
S(qx, 0) ≈ λq4x is shown in Fig. 12(a) and 13(a) for filling
fractions ν = 2/5 and ν = 4/9 respectively. The mea-
sured values of λ(γ), despite finite-circumference fluctu-
ations, clearly show a common trend. This is further il-
lustrated by splitting log
√
λ into its even and odd parts,
D and σ (Fig. 12(b,c) and 13(b,c)), and by performing
a polynomial fit of D + σ as a function of γ, Eq. (??).
The fit coefficients c1,2,3 are shown, for both fillings, in
Fig. 14. They display wider fluctuations with circum-
ference L compared to the ν = 1/3 state (Fig. 5), but
appear to be consistent with the same asymptotic val-
ues, c1 ' 0.42, c2 ' 0, c3 ' 0.02.
These data suggest that all incompressible states in
the sequence ν = p2p+1 respond quantitatively in the
same way to applied anisotropy, and the response to mass
anisotropy does not appear to drift towards that observed
for the CFL state in Ref.24, c1 ' 0.49.
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FIG. 12. Numerical data for the ν = 2/5 state as a function
of electron anisotropy γ and cylinder circumference L. The
data is obtained with iDMRG at bond dimension χ = 1024.
(a) Quartic coefficient λ(γ), extracted from S(qx, 0) ≈ λ(γ)q4x.
(b) σ(γ), defined as the odd part of log
√
λ. (c) D(γ), defined
as the even part of log
√
λ, has small finite-size fluctuations
and approaches a constant as L increases. This data display
the same qualitative behavior as the ν = 1/3 state (Fig. 4),
with somewhat stronger finite-size effects.
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FIG. 13. Same plots as those in Fig. 12, but for the state at
filling ν = 4/9.
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FIG. 14. Coefficients of the polynomial fit of log
√
λ to γ
for the states at filling ν = 2/5 (left, data from Fig. 12) and
ν = 4/9 (right, data from Fig. 13). Despite the increasing
finite-size effects, the coefficients c1, c2, c3 are consistent with
those of the ν = 1/3 state, shown in Fig. 5.
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