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1. INTRODUCTION 
In a series of papers [l-8], Fredholm integral equations have been studied 
from the point of view of initial-value problems. By considering the solution, 
at a fixed point, as a function of the length of the interval of integration and 
introducing various auxiliary quantities, it has been shown how to convert 
the original integral equation into a Cauchy problem. In view of the ability 
of modern digital computers to solve such problems, there are computational 
advantages in this formulation [9]. Motivation. has come from the theory of 
invariant imbedding and radiative transfer [l , 2, 10-121. 
In this paper a study of the eigenvalue problem for homogeneous equations 
from the above point of view is initiated. A complete set of differential 
equations is derived, though certain problems concerning the initial condi- 
tions remain. 
Earlier results in this area were obtained by Fuchs [13] and Bellman and 
Lehman [16]. 
2. ASSUMPTIONS AND SUMMARY OF RESULTS 
Let K(t, S) be a real symmetric function which is defined on [0, co) x [0, co) 
and square integrable on compact subsets. For each x E (0, co), define the 
integral operator T, on L,[O, X] by 
ToAt) = ,: W, W(s) A. 
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The eigenvalue problem to be studied is 
9) = AT”&. 
Throughout the paper the following assumptions will be in force: The 
eigenvalues {h,(x)} of T, are all simple and are differentiable functions of X. 
The corresponding eigenfunctions {~&t, x)}, after normalization by 
I ’ vn2(t, x) dt = 1, 0 
are continuous in t and differentiable in X. Finally, the kernel k(t, s) can be 
represented in exponential form [15]: 
k(t, s) = ,TJ’ e-tp--sq dW(p, q), (1) 
where p and q may be complex. 
In Section 3 the following complete set of equations for (A,}, {F~} and certain 
auxiliary functions {en) is obtained: 
where vn and e, are connected by the pairing 
vn(t, x)= X,(x) jj e-+%,(e), 4 dW(u, w> 
e,(w, x> = jl e-su&s, x) ds. 
In Sections 4 and 5, analogous systems of equations are developed for 
displacement kernels and Green’s functions. In the latter case, the kernel 
is also a function of x. 
Finally, in Section 6, the initial conditions for the above systems of dif- 
ferential equations are discussed. 
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3. FORMALISM 
For simplicity of notation, the dependence of A, and qua on x will be sup- 
pressed; thus A, = h,(x), am = ~~(t, X) and ~~(2) = v,Jx, x). Further, 
prime (‘) will denote differentiation with respect to X. 
By definition 
Differentiation of (1) with respect to x gives 
Thus &(t) satisfies a nonhomogeneous Fredholm equation with forcing 
term 
Since A, is an eigenvalue of T, , it follows that 
or equivalently 
& = - h&$(X). (4) 
This is one of the basic equations. It was derived by Fuchs in [13] and 
used by him to determine the asymptotic behavior of the eigenvalues asso- 
ciated with the kernel (t - s)-’ sin(t - s). 
Equation (3) shows that p&(t) belongs to the closure of the range of T,; 
therefore expand &(t) in a series of eigenfunctions: 
where 
%$> = 1 G?dPm(~), (5) m 
C mn = s 2 wn(t> dz(4 dt. 0 
For m f n, from Eq. (3), it is seen that 
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For m = n, the relation 
()=L *‘z j dx ,, pm’(t) dt = p?n”(x> + 2 j-z p);l(t) s(t) dt0 
gives 
9?n2(x) cnn= --. 
2 
Thus Eq. (5) becomes 
(6) 
This is the second basic result. Note that if T, is of trace class the infinite 
series is uniformly convergent for t E [0, x]. 
The system of Eqs. (4) and (6) is not complete as the functions {TV} 
are still undetermined. This is remedied by introducing another set of 
functions {e,> defined below. A similar set of auxiliary functions was used 
for the same purpose in [7]. 
From the representation (1) it follows that 
e-tu-su dW(u, e) 
I 
C&S) ds 
zrz 
Al 
J-1 
e-tUe,(q x) dW(u, v), (7) 
where e,(o, x) is defined to be 
e,(o, x) = 1: e-*%p&) ds (8) 
for er belonging to the q-axis projection of the support of W(p, p). 
Equations (7) and (8) can be considered as a pairing of the eigenfunction 
and its generalized Laplace transform. In particular, the substitution t = x 
in (7) gives 
yJx) = A, ss e-z”en(w, x) dW(u, w). 
On differentiating (8) with respect to x, it is seen that 
(9) 
eA(a, x) = e-““TJx) + 1: e-“&(s, x) 4 
which becomes, by way of (6) 
eA(w, x) = e-““~n(x) - ‘9 e,(e), x) + X,fp,(x) znvrnr) ?y x) . (10) 
m 1E 
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This is the last of the basic equations. 
Equations (4), (9), and (10) form a complete system for the eigenvalues. 
The eigenfunctions can be adjoined through either (6) or (7). 
4. DISPLACEMENT KERNELS 
Assume in this section that the kernel is of the displacement ype; that is, 
qt, 4 = WI t - s I), 
where the function k(u) has the representation 
k(u) = J leU dW(p), u 2 0, (11) 
and p is now a nonnegative real variable. 
In this case it is simpler to deal directly with the representation (1 l), which 
is valid only for u 3 0, than to express K in the more general form of Eq. (1). 
The equations (4) and (6) of the last section are still in force. Thus only 
{F~(x)} is needed in this new setting. 
Proceed exactly as before. The representation (11) now gives 
where 
f,(p, x) = /I e-(2-8)pq-n(s) ds, p > 0. (13) 
The differential equation forf,(p, X) is found to be 
(14) 
Equations (4), (6), (12), and (14) then comprise a complete system for 
eigenvalues and eigenfunctions. 
5. GREEN’s FUNCTIONS 
Let L = - (d/dt) [p(t) (d/dt)] + p(t) b e a real second-order differential 
operator defined on (0, co) and consider the boundary value problem 
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/ 
-J%(t) = W) e(t), Oct<x, 
B, : p(x) = 0, 
some self-adjoint condition at t = 0, 
where r(t) is a nonnegative function on (0, 03). 
Assume 0 is not an eigenvalue for B, . 
Let G(t, s, X) be the corresponding Green’s function. By this we mean 
that the problem B, is equivalent to 
F(t) = X I” G(t, s, x) qr (s) T(S) ds. 
0 
(15) 
Assume that all requirements posed for the operator T, in Section 2 are 
in effect with two exceptions: (i) the representation (1) is dropped and (ii) the 
normalization of the eigenfunctions is now defined by the condition 
s 
’ Fn2(t, x) r(t) dt = 1. 
0 
In addition, assume that G(t, s, X) is a differentiable function of x and satis- 
fies an equation of the form: 
where A and B are known functions. This last condition is met in a large 
class of problems. 
A complete system of differential equations for eigenvalues and eigenfunc- 
tions can be derived formally by a procedure analogous to that used in 
Section 3. The results are as follows [cf. 161: 
422%2(X) 
‘idx) = - AZ@) 
vn(x) = j-y B(t) p,,(t, 4 r(t) dt. (20) 
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6. INITIAL CONDITIONS 
The preceding results have particular computational interest if initial 
conditions can be provided for the relevant quantities. Since, at a finite 
value x0 , this requirement is equivalent to knowing the eigenvalues and 
eigenfunctions of Tzo , it has obvious shortcomings. Here, briefly, two 
methods to circumvent this obstacle are discussed. Use the system of Sec- 
tion 4 as an example. 
The first approach is to obtain the asymptotic form of A, , C+J% and fn for x 
near 0. For example, if K is continuous at 0, it is easily seen that 
lii d,(x) k(x) = 1. 
It will of course be necessary to obtain not only the principal parts of A, 
and v,, but also at least the leading term of the finite parts. This idea was used 
successfully in [17] for a similar problem. 
The second approach is based on the idea that in certain special, but 
important, cases, a priori information is available for all relevant quantities 
as x--+ cc [cf. 13, 14, 181. Here the system of initial conditions would be 
transformed to cc by the substitution x -+ l/z. The main difficulty in this 
method is that the transformed system of differential equations is numerically 
unstable. 
Both of these ideas are under further investigation. 
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