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第 1章 序 論 
第1章 
序論 
第1節 研究の背景 
近年，機械工学と電気工学が融合したメカトロニクス技術を基盤として，ロ
ボット工学技術が急速に進展した．高度に発達した社会が到来した今，作業の
精度・速度・効率を追求するロボットのみならず，柔軟性に富み，複雑な実世
界での作業環境や人間の要求に良く適応し，自由で自然な動きを見せるロボッ
トに対する意味が必然的に高まってくる．このため，従来の産業用ロボットに
比べて，自律・移動型ロボットで特に重要性が増している．日本ロボット工業
会の調査[1]により，図1－1に示す非製造業やパーソナルロボットの国内需要
は，自律・移動型ロボットの研究開発が進むと，2010年には製造業を超える１
兆円規模にまで拡大すると予測されている．今後，自律・移動型ロボットは一
般の人々の間で活動し，さらに急速な高齢化社会の進展を背景として，医療・
福祉ロボットのように人々と直接接触する機会が増えると考えられる． 
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図1－1 パーソナルロボットの国内需要予測 
ヨーロッパでもロボットの自律性を高める研究の重要性が認識されはじめ
ている．これを推進すべく，フランスでは国立情報科学研究センターから，NEDO
プロジェクトの一環として開発されているロボットのシミュレータOpenHRPを
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使用してロボットの自律性高度化の実現を目指す研究テーマが 2002年に公募
された．また，人間型ロボット研究に関する研究会がドイツ・フランス共同で
立ち上げられたところである． 
自律・移動型ロボットに対しては，移動のための本体構造や，人工知能等に
より制御を知能化する技術，移動型ロボットを自律的に分散制御したり遠隔地
から制御したりするための技術，自律性を有するために必要となる外部情報の
取得と意味解析に関する技術などが重要となる．NEDO技術開発機構の平成 16
年度国際共同研究先導調査報告[2]により，自律性高度化の観点から，自律性
に貢献する技術を抽象レベル別に分類すると，(1)行動の決定に高度な状況判
断を必要とする高いレベルの行動計画技術，(2)これらの行動を達成するため
にどのように運動を計画するかという中位レベルの運動計画・経路計画技術，
(3)モデルと実機の誤差や外乱が存在する場合でも，柔軟に対応して所期の運
動を達成する下位レベルの制御技術に分けられる． 
この分類に基づいて，行われている研究を整理すると以下のようになる． 
行動計画技術については，環境情報により自らの行動を決定する高度な行動
を計画する手法に関する研究[3－5]が行われている．通常，行動を有限状態の
遷移として表現し，行動の設計を支援する技術を開発するとともに，自律的に
行動を獲得する技術についても研究が行われている．特に人間型ロボットなど
多自由度ロボットの高度な行動計画は，問題の複雑性が高いため解決が難しく，
東京大学などで研究[6－8]がはじめられたばかりで，シミュレーションによる
研究が多く，今後この技術に関する研究は，実機による実証を含めてさらに重
要になると考えられる． 
運動計画・経路計画技術については，それぞれ異なった目的を持つ自律ロボ
ットが多数存在するとき，それら個々の計画をどのように協調させるかの研究
が行われてきた[9]．さらに，作業におけるシンボリックな制約を取り入れた
運動計画にこれを発展させている．障害物回避をしながらロボットを目的位置
に到達させるための手法が盛んに研究されているが，幾何制約を中心に計画を
行うものが多く，ロボットの物理的な制約を考慮した計画はまだ少ない． 
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制御技術については，作業達成のための運動やバランス制御に優先度をつけ
て，動力学を考慮して多くの自由度をどのように多くの自由度に分配するかと
いう研究が従来から行われている．最近では，作業に必要な運動を第１優先度
に，また筋肉モデルを考慮してトルク限界に対する余裕を第２優先度に設定し
てこの理論を適用して人間の動きを解析した結果，人間は理論に基づいて求め
られる最適な運動に近い運動をしていることを示した研究も行われた． 
一方，ロボットの自律化を実現するために，様々なアプローチ[7,10]が試さ
れている．その中，人間の形態と機能を模したロボットの研究開発は盛んにな
りつつある[11，12，13]．ソニーのAIBOや GRIO，トヨタのパートナーロボッ
ト，テムザックのロボリアや援竜，ホンダの ASIMO，そして，ロボカップや
ROBO-ONEのようにロボコンに参加するための各種ロボットなど，数え上げれば
きりがない．それらの研究は模倣というアプローチがロボットの自律化を実現
する有効性を主に示した．代表的例として，2005年 1月 12日に，東京大学・
生産技術研究所と産業技術総合研究所は，人間の全身行動の模倣が可能なヒュ
ーマノイドロボット「HRP-2」を用いて「会津磐梯山踊り」を成功に踊らせる
ことに発表した[14]．早稲田大学は，2003年に，人間の演奏を模倣する人間形
フルート演奏ロボット「WF-4」が開発された[15]．そのロボットはフルート演
奏に必要な人体各器官の機能を再現した各部機構を備える．設計時に人間とロ
ボットの寸法比較とフルート演奏時の姿勢の解析結果を設計に生かし，従来の
ロボットに比べて寸法バランスと演奏をする時の姿勢を大幅に人間形に近づ
けることに成功した．また，オムロン株式会社は 2001 年 10 月 16 日に，ネコ
型コミュニケーションロボット「NeCoRo：EPA-R01」を発表した．オムロン独
自の感情生成モデルMaC(Mind and Consciousness)により，外界からのインプッ
トに対して，人間の持っている喜怒哀楽などの感情を模倣することができる
[16]．これらにより，模倣アプローチを通して，人間の部分的な運動や行為を
人間の形態や機能を模したロボットで再現していると見ることができる．模倣
アプローチは，ロボットの自律化の実現に役に立つことがわかる．人間の生活
環境で行動するロボットが，同じ環境に存在する人間の行動戦略を自分の行動
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戦略として取り込み記憶し，適切な時と場所でその行動戦略を再現するといっ
た，「行動知能の模倣」が実現できれば，ロボットが人間の行動戦略を運用す
ることで人間の行動知能を持つことができるという点で，ロボットの自律走行
の実現にとって大変重要になると考えられる．  
以上から，移動ロボットの自律化への要点としては，人間の行動知能の模倣
に着目することにする．従来の模倣と比べて，模倣の有効性を示すだけではな
く，環境条件の変化を強調する一般的模倣方法を目指している．つまり，移動
ロボットは自分で最適な行動を選び，動作の相異により模倣の程度を可変する
など高い行動表現力を持っているという機能を実現する模倣法を目指してい
る． 
 ―9―
第 1章 序 論 
第2節 本研究の目的 
本研究の目的は，人間の障害物回避行動を真似ることで，移動ロボットの自
律走行を実現することである．人間の障害物回避行動は脳における高度な戦略
によって支配されるので，行動後の結果として残された何らかのデータにその
戦略が隠されている．基本的な立場としては，人間の障害物回避行動後のデー
タから回避戦略を抽出することが可能であると主張している．そして，抽出し
た戦略を実装した移動ロボットは，人間の障害物回避行動を模倣することがで
き，結果的に自律走行が実現できる．従って，本論文では，データから障害物
回避戦略の抽出法を開発し，シミュレーションおよび実験を通して，その有用
性を示す．以後では，障害物回避問題を取り上げている意味では，「戦略」は
「知能」と同意語として使用する．つまり，障害物回避の戦略は障害物回避の
知能，行動戦略は行動知能と同じ意味とする． 
まず，人間の障害物回避戦略の特徴を把握するためには，障害物回避行動の
運転シミュレータを開発する．シミュレータを用いて人間の障害物回避行動を
計測することにより，障害物回避戦略と環境との関係に関する解明に着目する．
これらの結果は人間の障害物回避戦略を真似る際に重要な根拠になる． 
つぎに，得られた知見に基づいて，障害物回避の結果として残されるデータ
から人間の回避戦略の抽出法を構築する．具体的に，人間の障害物回避行動の
模倣を実現する模倣システムは問題解決システムの一種として，知識ベース，
学習方法，推論方法から備えるべきだと考え，それぞれ構築している． 
最後に，回避戦略の抽出法を移動ロボットに実装して，行動知能の模倣で実
現された自律走行実験により，提案した戦略抽出法の有用性を確認する． 
 
 ―10―
第 1章 序 論 
第3節 本論文の構成 
以下では，論文の構成各章について説明する． 
第1章では，目的と研究立場について述べている． 
本研究の目的は，人間の障害物回避行動を真似ることで，移動ロボットの自
律走行を実現することである．人間の行動はすべて脳の活動に支配されている．
行動の知的レベルが高いほど，脳も高度な活動をする．例えば，自動車の運転
過程では，環境を正しく認識，素早く次の動作を判断，そして確実に動作を実
施するといった一連の知的行動はやはり脳における高度な戦略によって制御
されていることが分かる．知的行動の結果として，場面に応じてハンドルの切
り方やアクセルの踏み具合などがデータの形で残される．基本的な立場として
は，これらのデータ中に脳の高度な戦略が隠されているはずであるので，人間
の障害物回避行動後のデータから回避戦略を抽出することが可能であると主
張している．抽出した戦略を実装した移動ロボットは，人間の障害物回避行動
を模倣することができ，結果的に自律走行が実現できる．本論文では，データ
から障害物回避戦略の抽出法を開発し，シミュレーションおよび実験を通して，
その有用性を示す． 
第２章では，人間の障害物回避行動の計測について述べている． 
人間の障害物回避行動の模倣を通して，移動ロボットの自律走行を実現する
にあたって，人間の障害物回避戦略の特徴，特に衝突直前など極限状態におけ
る戦略の限界特性を解明することが必要である．しかし，実際の極限状態にお
ける人間の行動をデータの形で獲得することが困難である．例えば，自動車運
転においては同時に避けられる相手の車の最大台数を測定しようとしても，安
全などの問題があるため，実環境での実施が非常に難しい．そこで，本章では，
人間の障害物回避行動に焦点を絞って，戦略とその限界を計測するために，運
転シミュレータを開発した．次に，ハンドルの修正周期に着目した危険度と，
人間の戦略変化を示す行動決定の類似度を定義した上，運転シミュレータを用
いて，20代～30代で視力正常の10人を対象として測定実験を行った．仮想環
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境における人間の障害物回避行動を計測することにより，環境と人間の戦略と
限界特徴との関係を定性的および定量的に解明できた[17]．これらの結果は人
間の障害物回避戦略を真似る際に重要な根拠になる．ここでは，環境は，静的
障害物，動的障害物，障害物の個数，大きさ，速度を意味する． 
第３章では，模倣システムの構築について述べる． 
模倣とは，自分で創りだすのではなく，すでにあるものをまねならうことを
意味しており，他者と類似あるいは同一行動をとることである．移動ロボット
は，人間と同様な障害物回避行動，つまり人間の障害物回避戦略を模倣できれ
ば，障害物回避問題に限りでは，人間と同レベルの行動知能を持っていると判
断する．すなわち，ここでは「脳を創る」という立場に立っている．一方，同
じ場面や環境に対して全く同じ行動を実現する場合では，人間の行動後に残さ
れるデータを全部記憶していれば，簡単なサーチ機能によりそのまま再現すれ
ばよい．しかし，多少違った場面や環境においても人間のような回避行動を実
現しようとすると，どうしても推論機能を備えることが必要である．実際の場
面や環境を入力として，回避行動を出力とすれば，人間の障害物回避戦略の模
倣システムは問題解決システムの一種類である．問題解決システムでは，まず
推論機能が要る．推論するには知識が要る．知識が学習により獲得される．し
たがって，人間の障害物回避戦略の模倣システムは，知識ベース，学習方法，
推論方法から備えるべきだと考え構築している． 
第４章では，模倣に向ける知識の表現法と獲得法について述べる． 
問題解決システムにおける知識の表現手法の一つとして，if-then型宣言的
知識表現がよく使われており，これは，様々な状況に応じて物事を細かく表現
することや，個別な状況に応じて異なる判断を下す，といったような人間が普
段自然に行われている行動をよく表しているからである．前件部と後件部をフ
ァジィ集合とすれば，YesかNoで表現するはっきりした概念は勿論のことであ
るが，曖昧な概念の定量化表現も可能である．そのため，ファジィ集合を利用
したif-then型宣言的知識表現法は，高次脳機能の工学実現においては有力な
表現法の一つであると考える．ここでは，if-then型宣言的知識表現法を用い
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て，人間の障害物回避戦略を表すことにする．if-thenによる知識表現を利用
した，ファジィ推論法として，Mamdaniの推論法，関数型ファジィ推論法，簡
略型ファジィ推論法を始め，最近ファジィ集合間の距離情報に基づく距離型フ
ァジィ推論法も提案されている．これらの推論モデルは，二値論理における知
識だけではなく，あいまいな概念も取り扱えるので，実システムへの応用実績
を数多く持っており，脳の推論機能のある側面を実現していると言える．本章
では，知識の表現方法を通して人間の障害物回避戦略を表示する有効性を確認
した．そして，知識は問題解決能力をチェックするために，遺伝アルゴリズム
GAを用いた知識の評価法を提案した[18]．知識の不足と知識獲得の困難という
問題点を確認したうえに，多変量で記述しにくい場合でも高速で知識獲得を実
現するために，改善した距離型ファジィ推論法の学習ルゴリズムを提案した
[18]．距離型ファジィ推論法のオリジナルな学習アルゴリズムに知識（ルール）
の生起確率を導入することにより，知識の最適化を行った．最後に，シミュレ
ーションにより提案する新学習ルゴリズムの有効性を示す． 
第５章では，模倣に向ける知識の使用と推論法について述べる． 
推論は問題を解決するための高度な知的行為である．推論するには知識が要
る．推論結果としての問題解決策の良し悪しは一般に推論アルゴリズムと知識
と知識の使用に左右される．したがって，よりよい推論結果を得るために，適
切な推論アルゴリズムと正確な知識と知識の用法とも必要である． 
本章では，推論法として距離型ファジィ推論法を使用する．理由としては，
ファジィ集合間の距離を利用して推論を行うので，推論用ルールの物理意味が
明確であり，推論の方向性が大雑把に予測できる．または，前章に説明したよ
う，距離型ファジィ推論法のアルゴリズムを利用すれば，学習アルゴリズムと
の結合も簡単にでき，かつ獲得した障害物回避戦略に関する知識の最適化も容
易に行うことができる． 
これまでの研究では，知識の用法については殆ど言及していない．しかし，
人間が推論により何かの結論を下す時に，脳にある全ての知識を同時に利用す
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るのではなく，状況に応じて選択的に知識を利用している．知識の選択的利用
は，最も関連性のある知識を利用してすばやく結論を下すことが背景にあって，
自然に最適化されている自然的な行動だと考えられる．本章では，第4章の学
習法により得られたif-then型宣言的知識が正確なものとして，脳内に行われ
る知識使用の選択策略を表現する一手法を与え，知識を選択的に利用する推論
法を提案する．具体的に，まず事実に最も関連性のある知識の範囲を意味する
知識半径の概念を導入することにより，知識の選択的使用行為を表現する．次
に知識半径を考慮した距離ファジィ推論アルゴリズムを提案する[19]．最後に
障害物回避問題のシミュレータを用いて実験を行うことにより，提案手法の有
効性を示す． 
第６章では，実験による模倣システムの有効性について検討する． 
提案の諸手法及びシミュレータの有用性について実証するために，全方向行
動機能を持つ知能ロボットの遠隔操作システムを開発した[20]．全方向移動ロ
ボットを用いる理由としては，人間のように素早く障害物を回避することが出
来るからである．実験の流れとしては，まず試験者が無線LANを介して，全方
向移動ロボットを，障害物回避をしながらゴールまで運転する．人間の障害物
回避行動をした結果として，どの場面・環境に応じて，どのように操作された
のかがデータとして残されている．第4章の学習法を用いて，これらのデータ
から人間の回避戦略を知識として抽出する．得られた知識を利用して，第５章
で述べた知識の使用法と推論法に基づいて，全方向移動ロボットの自律走行を
実現する．実証実験を通じて，考案した概念，提案した諸手法，開発したシミ
ュレータが，移動ロボットの自律走行に適用できることが分かった． 
本論文の構成ブロック線図は図1-2に示す． 
以上，人間の障害物回避行動後のデータから障害物回避戦略を抽出し，そし
て抽出した戦略を実装した移動ロボットは，人間の障害物回避行動を模倣する
ことができ，結果的に自律走行が実現できるという知見を導くことが本研究の
出発点である．運転シミュレータの構築に端を発し，知能ロボットの遠隔操操
作システムの構築に端を終わり，人間の障害物回避戦略の特徴とその戦略の限
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界特性を解明し，障害物回避行動をより効果的に再現する模倣システムの構築
とすることで，移動ロボットの自律化を図る人間の行動知能の模倣が可能であ
るという基本的な研究の枠組みの構築を行ったものである． 
 
第 4章 模倣に向ける知識の表現法と獲得法 
データ学習による知識獲得 
第 5章 模倣に向ける知識の使用と推論法 
知識を選択的に利用する推論法 
第 6章 実験による模倣システムの検証 
諸手法の有用性を検証する 
知見 
第 1章 序論 
研究の背景と目的 
第 2章 障害物回避行動の計測 
回避戦略の特徴・限界特性 
第 3章 模倣システムの構築 
障害物回避行動の模倣 
図1-2 論文の構成 
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第2章 
障害物回避行動の計測 
第1節 はじめに 
人間の行動はすべて脳の活動に支配されている．行動の知的レベルが高いほ
ど，脳も高度な活動をする．例えば，自動車の運転過程では，環境を正しく認
識，素早く次の動作を判断，そして確実に動作を実施するといった一連の知的
行動はやはり脳における高度な運転知能によって制御されていることが分か
る．運転者は障害物を回避しながらできるだけゴールまで運転する．結果的に，
車運転に関する人間の行動知能は移動ロボットの自律化に重要な参考になる
と考えられる． 
人間の障害物回避戦略を抽出し，人間の障害物回避行動を模倣する前に，人
間の障害物回避戦略の特徴，特に衝突直前など極限状態における戦略の限界特
性を解明することが必要である．しかし，実際の極限状態における人間の行動
をデータの形で獲得することが困難である．例えば，自動車運転においては同
時に避けられる相手の車の最大台数を測定しようとしても，安全などの問題が
あるため，実環境での実施が非常に難しい． 
従って，本章では，人間の障害物回避行動に焦点を絞って，障害物回避戦略
とその限界特性を計測するために，まず日常の車に代わる運転シミュレータを
開発した．次に，ハンドルの修正周期に着目した危険度と，人間の行動戦略変
化傾向を示す行動決定の類似度を定義した上，運転シミュレータを用いて，仮
想環境における人間の障害物回避行動を計測することにより，環境と人間の戦
略と限界特性との関係を定性的および定量的に解明できた．これらの結果は人
間の障害物回避戦略を真似る際に重要な根拠になる．ここでは，環境は，静的
障害物，動的障害物，障害物の個数，大きさ，速度を意味する． 
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第2節 運転シミュレータの構築 
人間の障害物回避戦略とその限界特性を計測するために，運転シミュレータ
を開発した．運転シミュレータの構成ブロック線図を図2-1に示す．実験者(ド
ライバ)は図2-2に示す運転シミュレータを用いて仮想的運転を行う．車（エー
ジェント）と障害物とゴールはディスプレイ中で実現された仮想的環境にある．
測定実験様子を図2-3に示す．実験者はハンドルとアクセル・ブレーキを利用
してエージェントをゴールまでに障害物を回避しながら運転する．エージェン
トの走行方向はハンドルの回転角度，エージェントの推進力はアクセルとブレ
ーキの踏み具合によって指示される．指示された方向信号と推進力信号をコン
ピュータに入力すると，エージェントの運動方程式を解くことにより得たエー
ジェントの運動軌道を仮想的環境にプロットされる． 
  
 
 
 
ハンドル 
アクセル 
ブレーキ 
操作者 PC 
回転 角度 
踏む 推進力 
障害物・エージェント 仮想環境 
ディスプレイ 
図2-1 運転システムのブロック線図 
       
図2-2 ハンドルとブレーキと環境    図2-3測定実験の様子 
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第1項 運転シミュレータの仕様 
仮想的環境は，17インチの液晶ディスプレイ（I-O DAT社製LCD-AD17CESで，
解像度は1280×1024pixel，視野角度は80°，応答速度は40ms）で実現する．
ハンドルとブレーキとアクセルともマイクロソフト社製であり，ハンドルは
SideWinder precision racing wheel(ver1.0)，ブレーキとアクセルは
SideWinder pedals（ver1.0）を利用する．エージェントの運動軌道計算と環
境生成を行うPCの仕様は，CPU: Pentium4-2.40GHz，メモリ:256MB，プログラ
ムはWindows XPの下でVisual C++ 6.0 とDirectX 9.0で開発した． 
よりリアルな運転を再現するために，エージェントに(2-1)式で表すダイナ
ミックスを持たせることにした． 
FYDYm =+ &&&             (2-1) 
ただし， 
   m＝10Kg： エージェントの質量 
   ： エージェントの位置座標 [ TtytyY )(),( 21 　= ]
   T：マトリクスの転置 
YY &&&, ： エージェントの速度，加速度 
=
07.0
D
 7.00
]
： 摩擦係数行列 
( ) ( )( ) ( )( )[ TtαtαtfF cos,sin 　= ：エージェントが受ける合力 
( ) ( )tαtf , ：エージェントが受ける制御入力，つまり推進力と回転角度 
図2-4に示す仮想的環境においては，幾何学的な構造と位相的な関係の定量
化を容易にするため，エージェントは方向付きの円形，障害物は四角形，ゴー
ルは円形で表す．エージェントの初期位置は環境内に自由に設定できるが，初
期速度を0とする．エージェントの運動はハンドルとアクセル・ブレーキから
入力される合力のベクトルを式(2-1)に代入することによりリアルタイムで得
られる．障害物の出発位置と速度方向と速度の値は自由に設定できる．また，
人間の運転はどのように障害物の個数と大きさに影響されるかを測定するた
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めに，障害物の個数と大きさは自由に選べる．ゴールの目標点は環境内におけ
る任意の位置に設定できる．エージェントが目標点へ無衝突に到着する場合の
みを成功，それ以外の場合を失敗とする． 
 
 
図2-4 仮想環境 
 
操作者は運転シミュレータを用いて仮想的運転を行う際に，ディスプレイ中
における車（エージェント）と障害物とゴールを観察することで，運転行動の
判断を行う．Cardらの認知情報処理モデル[1,2]により，人間の認知情報処理
過程は知覚系，認知系，運動系の三つのシステムを含み，更に運転シミュレー
タによる作業反応時間が表2-1に予測されることができる．  
 
表2-1 Cardらの認知情報処理モデルによる作業反応時間の予測 
認知過程 知覚処理/仮現運動視 認知処理 運動処理 出力：行為
平均処理時間 100ms/50ms=pτ  70ms=cτ 70ms=mτ  1s=oτ  
←---------------------------------------------------------→ 
240ms/190ms 
 
反応時間 
←-----------------------------------------------------------------→
1240ms/1190ms 
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運転シミュレータにおいて，知覚処理における仮現運動視の平均処理時間
は計50ms必要であり，しかも運転環境の画面は10ms毎に更新するので，人間
の反応は環境状況の変化より必ず遅いことがわかる．従って，その運転シミュ
レータを用いて人間の限界特性を計測することが可能である．表2-2には運転
シミュレータの極限パラメータを詳細に説明する． 
pτ
 
表2-2 運転シミュレータの極限パラメータ 
パラメータ 値 
ディスプレイの面積 1280×1024 pixel2 
運転空間の面積 1177×768 pixel2 
形 円形 (半径=15 pixel) 
ゴール 
最大数 1 
形 円形(半径=5 pixel) 
最大数 1 
回転角度 [-90度，+90度] 
推進力 [－18N,+18N] 
エージェント 
最大速度 257pixel/sec 
形 正方形 (辺=80×K pixel) K≧1 
最大数 141 (重なり合わない) 
最大速度 300 pixel/sec 
障害物 
最大移動距離 300 pixel 
最大相対距離 1833 pixel 
最大相対速度 557 pixel/sec 
エージェントと
障害物の関係量 
相対角度 [-180度，+180度] 
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第2項 運転制御のブロック線図 
 
操作者
 
 
エージ
ェント 
Z: エ ジーェントの状態情報 
U: 人間の制御情報 
X: 環境情報 
 
ディスプレイ
 
 
知識 
獲得 
 
図2-5 運転制御のブロック線図 
前述の運転シミュレータによる運転行動が図2-5の示すような運転制御のブ
ロック線図に表されることができる．そのブロック線図の入力空間は環境情報
X とエージェントの状態情報 Z と人間の制御情報U から組み立て,式(2-2)に
表示される． 
Input space={ }         (2-2) UZX ,,[ ]ongn ObstacleGoalX ,=  
[ ]
[ ]shapesizespeedpositionObstacle
shapesizespeedpositionGoal
,,,
,,,
=
=
 
[ ]AgentZ =  
[ ]shapesizespeedpositionAgent ,,,=  
[ ]directionforceU ,=  
ただし, 
Goal:ゴール 
Obstacle:障害物 
Agent:操作者の制御されるエージェント 
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shapesizespeedpostion ,,, :それぞれ位置と速度と大きさと形という対象の属
性，対象はゴールと障害物とエージェントを含む 
force, : 操作者からエージェントの受ける制御入力，つまり推進力
と回転角度 
direction
gn , :それぞれ環境において存在するゴールと障害物の個数 on
入力空間(2-2)は人間の運転モデルの解析に汎用な枠組みを提供する．運転
シミュレータにおけるエージェント・ゴール・障害物のパラメータの組み合わ
せ方を利用して，異なる環境における運転戦略の区別を了解し，能力の大きさ
を定量化することができる． 
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第3節 衝突の危険度 
本研究では，人間の障害物回避行動に焦点を絞って，人間の障害物回避戦略
と戦略の限界特性を解明するに着目するので，人間は置かれた運転環境から一
体何かに基づいて，障害物回避戦略を適切に運用するかという基本問題が出て
くる．文献[3]では，人間が自動車を運転するとき，衝突のある危険性を感じ
ると，操舵を修正する周期が急に短くなると指摘される．文献[4]では，人間
の運転行動をモデルにして，危険度の概念に基づいて障害物回避のための動作
計画法が提案されている．文献[5]では，交通事故を減らすための自動車運転
作業時の認知応答特性解析と，文献[6]では，先行車両の減速に伴う運転者の
減速動作のモデル化は衝突の危険性を言及した．それらにより，置かれた運転
環境から感じる危険の度合いに基づいて，行動を適切に選択することが人間の
障害物回避特徴の1つである．一括，危険性の関連研究においては，ファジイ
推論に基づく定量化方法[4,7,8]と数式による定量化方法[9]とを分けて危険
性を判断している．もちろん，もし物理的環境から感じる心理的な危険度を適
合に測定できれば，危険性に関する理論は広い領域に明確で本質的な役割を果
たして来ないかと思う． 
自動車の運転においては，物理的環境から感じる心理的な危険度を測定する
には，心理物理量と生理信号との二つのアプローチが考えられるが，ここでは
定量化表現を容易に図るために，心理物理量に着目する．具体的に，まず，危
険度の関数を定義した．次に，操作者によるハンドルの修正周期を危険度の心
理物理量として，障害物との相対速度と距離と方向はどのように危険度に影響
するかを測定し，そして測定結果に基づいて危険度の定量計算式を与えてみる． 
第1項 危険度の定義 
危険は，1つの対象を中心として，別の対象がその対象に危害または損失の
生ずる恐れである．危険は少なくとも2つの対象の間に起きると言える．そこ
で，対象 間の危険関係を適切に表現する危険度関数 を定義する( 21OO ) )( 21,OOη
 ―25―
第 2章 障害物回避行動の計測 
上に，更に1つの対象と複数の対象の間，つまり1つの対象と環境の間に危険
関係を描くことができる．具体的に，もし人を ，環境に存在している i番目
障害物 を とすれば，走行経路
1O
iOB 2O Pの各位置で障害物ごとに対する危険度の
積分として式(2-3)のEで表すことができる． 
)
( )
o
x
x
η
1
( iOB, )
)
( ) (
( )∫
∑
=
=
=
P
n
i
i
dxME
OBOxM 1,
         （2-3） 
ただし， 
x Aη ：位置 xにおける 番目障害物の持つ危険度 i
on ：走行環境に存在している障害物の個数 
(xM ：全部の障害物による危険度の和，つまり位置 xにおける環境危険度 
E：走行経路Pによる環境危険度 
人間が運転際に最大危険性をなるべく避ける限りで，各位置における が( )xM
Eの積分量として一定値の範囲に変化する．それで，経路が有限に存在すれば，
Eも一定値の範囲に変化する．従って，最も危ない障害物を優先的に回避して
生じる経路が少なくとも安全な経路だと言える．もし走行経路の各位置で危険
度の積分を経路の評価値とすれば，各危険度が生じる面積の合計値Eを最小と
する経路が最も安全な経路である． 
危険度関数の計算を通じて，人に最も危ない障害物を判定することができる．
危険度関数の設計は今後のより高度な障害物回避戦略モジュールをロボット
に導入するに役に立つと考えられる． 
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第2項 ハンドルの修正周期と速度,距離,方向との関係 
前項の危険度関数 を定義するうえに，更なる危険度の定量化は人間
の障害物回避戦略特徴の解析にもっと役に立つ．人間が自動車を運転するとき，
衝突のある危険性を感じると，操舵を修正する周期が急に短くなるので，文献
[3]では，操舵の修正周期を危険性の心理物理量として車速―修正操舵周期特
性を解析した結果に基づいて，正常運転時の操舵周期特性より長くなると，意
識低下で危険性を感じなくなり，つまり居眠り運転と判断したら，居眠り運転
に対して警報を鳴らす技術を開発された．実際では，速度のみならず障害物と
の距離と方向も重要なファクターであると考える．ここで，ドライバによるハ
ンドルの修正周期を危険度の心理物理量として，障害物との相対速度と距離と
方向はどのように危険度に影響するかを測定する． 
( 21,OOη )
【アプローチ】 
第2節の運転シミュレータ  
【対象】 
被験者には，大学院生は1名採用された． 
年齢：28歳 
性別：男 
【方法】 
計測方法：図2-6の示すように，エージェントの出発点を最下行の中点に設
定する．被験者の意識低下を避けるために，１つの動的障害物とゴールを一定
確率でエージェントの前方に現れさせる．環境の動的な変動により被験者の運
転行為を計測する． 
具体的条件設定については，障害物は，1％の確率でエージェントの前方左
右15度の範囲内にある200pixelsと離れるところで現れて来ており，その運
動方向が0度から360度までの範囲に乱数で決まる．現れて来た障害物は200 
pixel/secの速度で300pixelsの移動距離で一回の往復運動をする．ゴールは
0.5％の確率でエージェントから300pixels離れる円弧上でランダムに移動す
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る．ゴールの確率と障害物の確率の比率は，人間がゴールを間もなく接近する
前に，思いもよらないゴールの変化がぴったり発生し，趣味を激励し続けこと
を保証するパラメータである． 
 
O
(0,0) 
Y 
X 
A
G
 
 
0~360°
30°
200
pixels
≧300
pixels
 
図2-6 運転環境の配置 
（G:ゴール, A:エージェント,O:障害物） 
エージェントの進行方向を0°つまり基準，左側を負の角度範囲，右側を正
の角度範囲として，被験者のハンドル操作による操舵角度情報αは－90度～＋
90度の範囲で連続的に変化する．ここで，操舵情報をF(－15度≦α≦＋15度)
とL(－90度≦α＜－15度)とR(＋15度＜α≦＋90度)との三つの修正レベル
に大まかに分類して，行動の修正パターンとしてはFL（F->L）とFR（F->R）
とRF（R->F）とLF（L->F）との4つ 種類がある．運転途中では何らかの行
動修正パターンが現れると，ハンドル操作による操舵角度が一回修正されたと
見なして，修正の周期が短ければ短いほど，ドライバは障害物から感じる危険
性が大きい．修正周期は，ランダム成分を含める環境条件変更に伴い行為が変
化した時に心理的危険程度に適応できるようにする意味を持つ． 
計測時間：疲労による不随意動作を避けるために，１回の測定実験時間を 5
分間とし，特定な被験者にとっては１回の実験が終わってから十分な休憩時間
を挟んだ後に次回の実験を再開する．成功または失敗すると，新たな障害物と
ゴールとエージェントが生成され，測定実験を続ける． 
計測結果：エージェントがゴールへ無衝突に到着する場合のみを成功，それ
以外の場合を失敗とする． 
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計測回数：被験者は10回の実験を行う． 
障害物とエージェントとの面積比率：80:1(通常) 
【結果】 
相対速度と距離と方向角度が対象間の関係を表現する計測量として得られ
た．蓄積された測定結果から，かなり少ない個数（＜15）を持ったデータレベ
ルを除いて，ハンドルの修正周期と各計測量との関係を図2-7，2-8，2-9に示
す．図2-7，2-8，2-9における縦軸は修正周期の平均値，つまり修正回数の逆
数の平均値を表す． 
図2-7における横軸は，障害物とエージェントとの相対速度のレベルを表す
が，最大相対速度557pixel/secを10等分にして，レベルを付けた各々の相対
速度範囲を表す．文献[3]と比べて，極限条件における修正周期と相対速度の
関係も測定した．しかしながら，相対速度が小さすぎる，例えば車（エージェ
ント）と障害物がほとんど動かない場合に，車と障害物の衝突の可能性が非常
に低いので，随意操舵による修正周期は車と障害物の衝突の危険性を反映しな
い．相対速度が大きすぎる，例えば車と障害物との衝突が起きる場合に，人間
の障害物回避能力の制限なので，修正周期は心理の衝突危険性も反映しない．
そこで，衝突の危険性と相対速度の関係を解析するため，1レベルと8レベル
が削除される．また，不足なデータを持つ9レベルと10レベルも削除される． 
累乗近似y = 314.75x-0.3031
R2 = 0.866
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図2-7 修正周期と相対速度との関係 
 ―29―
第 2章 障害物回避行動の計測 
文献[3]と比べて，相対速度のみならず障害物との距離と方向角度も測定し
た．図2-8における横軸は，障害物とエージェントとの距離のレベルであり，
最大距離1833pixelsを10等分にして，レベルを付けた各々の距離範囲を表す．
不足なデータを持つ7レベルと8レベルと9レベルと10レベルが削除される．
図2-9における横軸は，障害物とエージェントとの方向角度のレベルであり，
最大角度180度を10等分にして，レベルを付けた各々の角度範囲を表す． 
線形近似y = 13.769x + 177.52
R2 = 0.6353
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図2-8 修正周期と距離との関係 
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図2-9 修正周期と方向角度との関係 
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【考察】 
図2-7における縦軸は修正周期の平均値，つまり修正回数の逆数の平均値を
表す．全体実験においては，各相対速度区間内での修正周期の平均値をプロッ
トし，折線で繋がったグラフは，各相対速度と危険性との関係を示している．
同図中の点線は傾向の累乗近似である．したがって，図2-7に示すように，障
害物とエージェントとの相対速度の増加につれて，ハンドルの修正回数が増え，
すなわち，被験者の感じる危険性が高くなることが分かる． 
図2-8における縦軸は各距離区間内での修正周期の平均値を表して，折線で
繋がったグラフは距離と危険性との関係を示している．同図中の点線は傾向の
線形近似である．したがって，図2-8に示すように，障害物とエージェントと
の距離の増加につれて，ハンドルの修正回数が減り，被験者の感じる危険性が
低くなる． 
図2-9における縦軸は各方向角度区間内での修正周期の平均値を表して，折
線で繋がったグラフは方向角度と危険性との関係を示している．同図中の点線
は傾向の指数近似である．したがって，図2-9に示すように，障害物とエージ
ェントとの方向角度が増えるにつれて，ハンドルの修正回数が相対的に減り，
被験者の感じる危険性が低くなる． 
その中に，ハンドルの修正周期との関係については，障害物との相対速度の
変化は，距離と方向角度より大きく変化することがわかる． 
【結論】 
ドライバによるハンドルの修正周期を危険度の心理物理量として，障害物と
エージェントとの相対速度の増加につれて，被験者の感じる危険性が高くなる．
障害物とエージェントとの距離の増加につれて，被験者の感じる危険性が低く
なる．障害物とエージェントとの方向角度が増えるにつれて，被験者の感じる
危険性が低くなる．更に，相対速度は，距離と方向角度よりドライバの危険度
に大きく影響することがわかる．相対速度が衝突の危険度の主な要素として確
認されるが，距離と方向角度という要素を結びつければ，より適合な危険度関
数の設計が可能となる．従って，相対速度と距離と方向角度の近似変化により，
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以下の関係式を提案した． 
方向角度距離
相対速度
衝突の危険度＝ ×        (2-4) 
ただし， ⋅は絶対値を表す． 
衝突の危険度：ある対象が人に生ずる危険度 
相対速度：ある対象に対する人の相対速度 
距離：ある対象と人の距離 
方向角度：ある対象に対する人の相対速度と位置ベクトルとのなす角 
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第3項 ハンドルの修正周期による危険度の定量化 
第2項の危険度の関係式により，衝突の危険度の定量化として危険度関数は，
相対速度V と距離 と方向角度 の近似変化に応じて， r rD rα
( )
0,0)exp(~
0,0~
0,0~
,1~
3333
2222
11
1
1
>>
>>+
>>−
babaT
babDaT
baVaT
T
T
Danger
r
r
b
r
α
修正周期
         (2-5) 
その3つの要素を基にして簡略化のパラメータを利用すると，対象 間
の危険関係を評価する危険度関数は，次式に定義される：
( )21OO
 
( )
( ) ( )δDVe
αVDfOOη
rr
rα
rrr
+×=
=
− /
),,(,
180/
21
        （2-6） 
ただし， 
21,OO ：環境における2つの対象， を中心とする 1O
rV ：最大相対速度による正則化した対象 に対する対象 の相対速度 2O 1O
rD ：最大距離による正則化した対象 と の距離 1O 2O
rα ：対象 の相対速度V と 2つ対象の位置ベクトルとのなす角であり，特
に，V が0になると， を0とする． 
1O
r
r
rα
δ：定数，0.001とする 
（2-6）式は静的対象や動的対象に対して，2つの対象間の危険関係をうまく説
明できる．一般に，D は小さいほど, 危険度が大きくなる．r rV は大きいほど, 
危険度が大きくなる． rα は小さいほど, 危険度が大きくなる．ここでは，質
点間のみの関係を計算するので，三次元以上の特徴を考慮しない． 
図2-10，2-11，2-12はそれぞれ 180,90,0=rα の場合に危険度関数の変化状況
を示す． 
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図2-10 危険度関数(0=rα ) 
 
図2-11 危険度関数(90=rα ) 
 
図2-12 危険度関数(180=rα ) 
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第4節 行動決定の類似度 
運転シミュレータにおいて，相同や相似な障害物回避行為がよく発生した．
この潜在的行為再現性はある障害物回避戦略の特徴を意味する可能性がある．
その戦略特徴を捉えるために，行動決定の類似度を定義した．行動決定の類似
度（ADSD：Action Decision Similarity Degree）とは，決定符号照合により
計算される経路間の相似程度である．そこで，行動決定の類似度の計算は，行
動決定の符号化と符号による照合という2つ段階を含む． 
行動決定の符号化について，機械の揺らぎに対してのロバスト性を向上する
と考えられると，各時刻の行動決定を符号に対応して，時系列の決定符号をベ
クトル化することで，決定変化パターンの多様さを追いかけていく． 
具体的に， θ は 時刻における回転角度を行動決定として表す．ただし，
，
t
}
t
{ Tt L,2,1∈ Tは時間の長さである．結果的に，1つの経路は回転角度系列
{ }Tt θθθ ,,, ,1 LL に対応する．便利な分析のために，図2-13のように回転角度範
囲を小さい角度区間に分けることで，時刻あたりの回転角度を数式(2-7)によ
り離散的な決定符号に変換させる． 
 F 
L1 R1 
Lm Rm 
 
図2-13 回転角度の対応決定 
( )
[ ]
( )( ) ( )( ]
( ) ( )( )[ )
{ }mi
mδiδmδiδθL
mδiδmδiδθR
δδθF
θv
i
i
,,1
901,90,
90,901,
,,
L∈



−−−−−−−∈
−+−−+∈
+−∈
=
   (2-7) 
ただし， 
回転角度範囲：[－90,＋90] 
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δ ：指定閾値 
m：左右回転角度範囲の割り数，≧1 
図2-13の示すように，離散的な決定符号は{ }mm RRRLLLF ,,,,,,,, 2121 LL
1
を含
む． が大きいほど，離散的な決定符号が多い． 2m +m の種類の離散的決定符
号に応じて，決定変化パターンの総数は ( ) mm 422*12N =+−= である．特に，
の場合に，1=m 4=N になり，離散的な決定符号は{ }RLF ,, で表す． 
結果的に，回転角度系列による経路は決定符号系列に表示される． 
{ }LnLnn vvvpath ,,, 2211 L=            (2-8) 
ただし， は符号化された経路の長さである．同じ決定符号が連続的に並べる
ことが可能なので， で連続な同一の決定符号の数を表す．かつ，
 が成立する． 
L
,L
in
,1 i,
1
TTn
L
i
i ≤=∑
=
{ 1,,2,1 −∈≠ + Lvv ii L }
更に，行動決定の変化傾向として { }Lvvv ,,, 21 LV = を保留して行動決定の類
似度への計算を行う． 
符号による照合については，行動決定の符号化の結果としてV を用いて行動
決定の類似度を計算する．2つの符号化された経路V ，V に対して，行動決
定の類似度は(2-9)式によって計算される： 
1 2

 >=



≠
==

 ∑=
=
othersLLmax
LLminLLmin
L
vv
vv
pLpVVPDSD
kk
kk
k
L
k
k
),,(
2),(),,(
,0
,1
,),(
21
2121
21
21
1
21
     (2-9) 
ただし， 
21,LL ：それぞれ経路V ,V の長さ 
1 2
L：比較の長さ 
比較の長さ については，通常，min を用いて余分な決定符合を除き，
主な決定変化パターンを追いかけることができる．経路が短すぎる場合に，
を用いて行動決定の類似度を計算することができる． 
L ),( 21 LL
),( 21 LLmax
( )21,VVADSD の性質について説明する： 
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1) 符号化された経路は時間に関係がなし，経路における決定変化パターン
を描くので， ( )21,VVADSD は経路における決定変化パターンの相似性を
描く． 
2) ( )21,VVADSD ＝ ( )12 ,VVADSD ． 
3) もし ， は完全に同じ，あるいは，一定の長さの V は
を満たせば，
1V
2,V
2V
2 ⊂
21,V
11 VorVV ⊂ ( ) 1, 21 =VVADSD ． 
4) 離散的な決定符号の種類が増えると， ( )21,VVADSD が減る． 
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第5節 静的障害物を有する環境に関する行動戦略の特徴 
エージェント・ゴール・障害物のパラメータ組み合わせ方により配置される
環境において，人間の運転行為が適応的に変化する，つまり人間の行動戦略は
環境の変化につれて変化する．人間の障害物回避戦略と戦略の限界特性を解明
するために，運転シミュレータを利用して，人間の障害物回避戦略特徴の計測
を行う．ここでは，運転成功率を人間の障害物回避能力の評価基準として，環
境を次第に複雑とするならば，障害物回避戦略特徴の計測を行う．環境の区別
を考慮しており，それぞれ静的・動的障害物を配置する環境を通じて，位置や
個数や大きさや速度など障害物の属性を調整して環境複雑性を変えることで，
運転成功率と障害物の属性との関係，つまり，障害物回避戦略と環境複雑性と
の関係を解析してみる． 
第1項 行動戦略と障害物の個数,大きさとの関係 
【対象】 
被験者には，大学院生は2名採用された．ただし， 
年齢：28歳 29歳 
性別：男  女 
【方法】 
 G
O 
O 
A
  O
 
図2-14 運転環境の配置 
 (G:ゴール,A:エージェント,O:障害物,矢印付きの点線:可能な被験者の経路) 
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計測方法：図2-14の示すように，エージェントの出発点を最下行の中点に，
ゴールを最上行の中点に固定し，障害物の位置を乱数で生成する．環境を次第
に複雑にするため，障害物の大きさを固定して，障害物の個数を単調増加に調
整して計測を行う．そして，障害物の大きさを増加して，重ねて障害物の個数
を単調増加に調整して計測を行う． 
計測時間：各場合に対して，疲労による不随意動作を避けるために，１回の
測定実験時間を3分間とし，特定な被験者にとっては１回の実験が終わってか
ら十分な休憩時間を挟んだ後に次回の実験を再開する． 
計測結果：エージェントが目標点へ無衝突に到着する場合のみを成功，それ
以外の場合を失敗とする． 
各場合の計測回数：障害物の個数と大きさが固定された場合に，被験者は20
回の実験を行う． 
障害物の個数：1～100 
障害物とエージェントとの面積比率：80:1(通常)，180:1(やや大)，320:1(非
常大) 
【結果】 
各場合の成功率を平均した．異なる面積比率に対する運転成功率と障害物の
個数との関係は図2-15～2-17に示す． 
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図2-15 運転成功率と障害物の個数との関係(面積比率80:1) 
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図2-16 運転成功率と障害物の個数との関係(面積比率180:1) 
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図2-17 運転成功率と障害物の個数との関係(面積比率320:1) 
【解析方法】 
障害物回避戦略の解析は，以下の手順で行った． 
① 各場合の運転成功率を障害物回避能力の評価基準とする． 
② 個数と大きさなど障害物の属性を環境複雑性の評価基準とする． 
③ 運転成功率と障害物の属性との関係により，障害物回避能力と環境複雑性
との関係を解析し，更に障害物回避戦略と環境複雑性との関係を解析する． 
【考察】 
図 2-15～2-17の示すように，静的障害物を有する環境において，異なる面
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積比率でも，障害物の個数が増えるとともに，運転成功率は最終的に必ずゼロ
になる．回避能力の限界が存在した，かつその限界は障害物の個数に関係があ
ったと確認した．しかし，障害物の個数は1から100まで増えるにつれて，緩
慢な運転成功率の変化は，限界と障害物の個数の関係があまり強くないことを
示す． 
面積比率 80:1の通常な場合に，運転成功率の変化に対応する特別な区間が
明白に存在したことがわかる．障害物の個数として 38以内に，運転成功率は
50%以上であり，特に31以内に，成功率は80%を超える．31個の静的障害物は
ほとんど20％の運転空間の面積を占めるので，これは複数な静的障害物が存在
する環境におけるある人間の障害物回避戦略という意味を含むはずである．障
害物の個数として 31以内に，安定な成功運転率は障害物回避能力がほとんど
障害物の個数に関係がない，即ち，障害物の個数はほとんど障害物回避能力に
影響を与えないといえる．勿論，人間にとっては，行動戦略の特徴として，1
個ぐらいの最も重要な障害物を考慮して行動を決めれば充分である．そして，
障害物の状況を換え切ることで，障害物回避を行うと考えられる． 
又，高い運転成功率（≧80％）を保つ際に応じる障害物の個数を簡単に説明
するため，安定限界という概念を導入して障害物回避戦略の特徴を示す．普通
な運転成功率（≧50％）に対して，処理可能な限界という概念を導入して障害
物回避能力の限界を示す．図2-15～2-17により，面積比80:1の場合には安定
限界は31であり，処理可能な限界は38である．面積比180:1（やや大）の場
合には安定限界は12であり，処理可能な限界は28である．面積比 320:1（非
常大）の場合には安定限界は７であり，処理可能な限界は 21である．障害物
とエージェントの面積比率が増えるとともに,処理可能な限界がやや下がる．
同時に，障害物の占める空間面積（障害物の大きさ ×限界値）が増える，ある
いはやや減る．つまり，被験者はもっと狭い空間でも障害物回避を確実に行え
る．それにより，障害物の大きさは運転成功率に影響を小さく与える． 
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【結論】 
静的障害物を有する環境において，人間の障害物回避能力の限界が存在した．
しかし，障害物の個数と大きさは障害物回避能力に影響を小さく与えると結論
した．また，行動戦略の特徴として，1個ぐらいの最も重要な静的な障害物に
より行動を決める．そして，環境の変化につれて障害物の状況を換え切ると考
えられる．更に，第3節に定義された危険度を利用して，もしエージェント
を ，環境に存在している 番目障害物 を とすれば，人間の障害物回避
戦略に向ける障害物とは，条件
A
1O i iOB 2O
( )( ) [ ]oi nηi ,,1max| L{ }i,OBA, ∈ ，即ち最大危険度
を満たす障害物と少なくとも定義される．ただし， ( )iOBA,
o
η は走行環境におけ
る 番目障害物の持つ危険度であり， n は走行環境に存在している障害物の個
数である．  
i
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第2項 行動決定の類似度を利用した行動戦略の計測 
【対象】 
被験者には，大学院生は 10 名採用された．ただし，普通運転免許を有する
者は 3名である． 
年齢：22歳から 29歳まで，平均年齢 25歳 
性別：男 8名 女2名 
【方法】 
計測方法：図2-18の示すように，エージェントの出発点を最下行の中点に，
ゴールを最上行の中点に固定し，それぞれ三つの障害物を固定の座標位置に設
定する上に，被験者の回避行為を計測する． 
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図2-18 運転環境の配置 
（G:ゴール, A:エージェント,O1,O2,O3:障害物,矢印付きの点線：可能な経路） 
計測時間：各場合に対して，疲労による不随意動作を避けるために，１回の
測定実験時間を3分間とし，特定な被験者にとっては１回の実験が終わってか
ら十分な休憩時間を挟んだ後に次回の実験を再開する． 
計測結果：エージェントが目標点へ無衝突に到着する場合のみを成功，それ
以外の場合を失敗とする． 
１人あたりの計測回数：被験者は11回の実験を行う． 
障害物：O1(500,700) O2(450,400) O3(600,100) 
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障害物とエージェントとの面積比率：80:1(通常) 
【解析方法】 
障害物回避戦略の解析は，以下の手順で行った． 
① 行動決定の類似度の計算が１人の計測データの間に行われる． 
② 連続的な行為の相似性を避けるために，行動決定の類似度の計算は非連続
的な計測データの間に行われる． 
③ 人あたりの1回目の計測データを類似度の計算の比較基準とする． 
【結果】 
表2-3は1番目の被験者の計測データによる行動決定の類似度の計算過程を
示す．表2-4は，被験者あたりの行動決定の類似度を平均した通りで，10人の
間に行動決定の類似度の比較を示す． 
表2-3 1番目の被験者の行動決定の類似度ADSD  (δ=10) 
順番 ADSD  符号化された経路 
基準  F R F L F L F R F R 
長さ  134 64 10 126 55 61 38 146 34 32 
1 83.33% 102 70 14 25 1 R228    
2 90.00% 72 54 9 122 48 179 29 121 68 L22 
3 83.33% 37 53 22 118 215R90     
4 100% 39 50 9 106 55 110 61 173 16  
5 87.50% 60 55 10 180 82 R12532 64   
6 87.50% 55 64 17 119 181112 15 L73   
7 83.33% 43 54 5 195 127R171    
8 87.50% 67 51 8 261 15 R11426 73   
9 80.00% 31 52 7 305 34 R59 13 164 4 L181 
10 85.71% 92 45 9 124 149R1235    
平均 ADSD  86.8% 
(F/L/R：異なる決定符号，決定符号付きの数字：同じ決定符号の数) 
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表2-4 10名の被験者の平均ADSD  (δ=10) 
被験者の番号 平均ADSD （静的障害物） 
1 86.8% 
2* 76.3% 
3* 72.1% 
4 80.0% 
5 86.2% 
6* 86.0% 
7 71.7% 
8 89.2% 
9 76.0% 
10 92.4% 
平均値 81.7% 
(*は普通運転免許を持つ被験者である) 
【考察】 
表2-4には，10名の被験者は71.7%から92.4%まで，かつ平均値≧80%の行動
決定の類似度を持つことを示す．行動決定の類似度は経路間の相似性を決定符
号照合で計算するので，平均値≧80%の行動決定の類似度はその静的な障害物
を有する環境において高い行為再現性を反映する．また，被験者が運転経験の
有無には関係なく，運転経験がない方も高い行動決定の類似度を持ち，うまく
個人戦略の特徴を表現することが分かる．この高い行為再現性は偶然な行為で
はなく，行動前に，全般的な環境情報により予め行動経路を決めるのではない
かと判断できる． 
【結論】 
第1項での障害物回避戦略に比べて，行動決定の類似度による行為再現性は，
行動前に全般的な環境情報により予め行動を決めるという障害物回避戦略，つ
まり，大局的特徴を持つ障害物回避戦略を体現する．相対的に，第1項は局所
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的特徴を持つ障害物回避戦略を体現する．以上の静的障害物を有する環境にお
いて，大局的再現性は人間の障害物回避戦略の特徴の一つであると結論した． 
以下各章では，障害物回避問題を取り上げている意味では，障害物回避戦略
の特徴を「障害物回避戦略の大局的特徴」と「障害物回避戦略の局所的特徴」
に分けて使用する． 
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第6節 動的障害物を有する環境に関する行動戦略の特徴 
静的な障害物を有する環境における計測に比べて，動的障害物を有する環境
において障害物回避戦略がもっと複雑になるべきである．障害物の速度を結び
つけて環境複雑性を変えることで，人間の障害物回避戦略と環境複雑性との関
係を解析してみる． 
第1項 行動戦略と障害物の個数,大きさ,速度との関係 
【対象】 
被験者には，大学院生は2名採用された，第5.1節と同じ被験者．ただし， 
年齢：28歳 29歳 
性別：男  女 
【方法】 
 G
O 
O 
A
  O
 
図2-19 運転環境の配置 
(G:ゴール, A: エージェント, O:障害物,: 障害物の移動方向,矢印付きの点
線:可能な被験者の経路) 
→
計測方法：図2-19の示すように，エージェントの出発点を最下行の中点に，
ゴールを最上行の中点に固定し，障害物の初期位置と初期速度方向を乱数で生
成する，かつ障害物は定常的な速度と移動距離で往復移動を行う．環境を次第
に複雑にとするために，まず障害物の大きさと速度を固定して，障害物の個数
を単調増加に調整して計測を行う．として，障害物の大きさを増加して，重ね
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て障害物の個数を単調増加に調整して計測を行う．一方，障害物の速度を増加
して，重ねて障害物の個数を単調増加に調整して計測を行う． 
計測時間：各場合に対して，疲労による不随意動作を避けるために，１回の
測定実験時間を3分間とし，特定な被験者にとっては１回の実験が終わってか
ら十分な休憩時間を挟んだ後に次回の実験を再開する． 
計測結果：エージェントが目標点へ無衝突に到着する場合のみを成功，それ
以外の場合を失敗とする． 
各場合の計測回数：障害物の個数と大きさと速度が固定された場合に，被験
者は20回の実験を行う． 
障害物の個数：1～40 
障害物とエージェントとの面積比率：80:1(通常)，180:1(やや大)，320:1(非
常大) 
障害物の速度：0～300 pixel/sec 
障害物の移動距離：300 pixel 
【結果】 
各場合の成功率を平均した．障害物の速度固定の場合に，異なる面積比率に
対する運転成功率と障害物の個数との関係は図2-20～2-22に示す．  
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図2-20 運転成功率と障害物の個数との関係（面積比率80:1,障害物の速度
V=200pixel/sec） 
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図2-21 運転成功率と障害物の個数との関係（面積比率180:1,障害物の速度
V=200pixel/sec） 
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図2-22 運転成功率と障害物の個数との関係（面積比率320:1,障害物の速度
V=200pixel/sec） 
一方，障害物の大きさ固定の場合に，異なる速度に対する運転成功率と障害
物の個数との関係は図2-23に示す． 
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図2-23 運転成功率と障害物の速度との関係(面積比率80:1) 
【考察】 
図 2-20～2-22の示すように，動的障害物を有する環境において，障害物の
速度固定の場合に，異なる面積比率でも，障害物の個数は 1から 40まで増え
るとともに, 運転成功率は100％から0％まで著しく下がる．障害物回避能力の
限界は障害物の個数に強い関係があることがわかる．従って，動的障害物を有
する環境において，同時にほぼ全ての動的な障害物に着目して行動を決める． 
面積比 80:1の場合には安定限界は 5であり，処理可能な限界は 10である．
面積比 180:1（やや大）の場合には安定限界は 4であり，処理可能な限界は 8
である．面積比 320:1（非常大）の場合には安定限界は 2であり，処理可能な
限界は6である．障害物とエージェントの面積比は増えるとともに，安定限界
と処理可能な限界がやや下がるが，障害物の占める空間面積（障害物の大きさ
障害物の限界値）が増える．つまり，被験者はもっと狭い空間でも障害物回
避を確実に行える．従って，障害物の大きさは障害物回避能力に影響を小さく
与える． 
×
また，図 2-23の示すように，障害物の速度が 0から 300pixels/secまで変
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わるとともに，運転成功率は40％以内の範囲に変動する．しかし，障害物の個
数が 2から 8まで変わるとともに，運転成功率が明らかに下がる傾向がある．
それから，障害物の速度より，障害物の個数の方が障害物回避能力にもっとも
大きく影響を与えると判定する． 
【結論】 
動的障害物を有する環境において，静的障害物を有する環境より人間の障害
物回避能力の限界が明らかに存在した．また，障害物の速度と大きさより，障
害物の個数は障害物回避能力に影響を大きく与えると結論した． 
障害物回避戦略の局所的特徴としては，1つの障害物だけではなく，必ず同
時にほぼ全ての動的な障害物により行動を決める，そして，環境の変化につれ
て障害物の状況を換え切る．さらに，第 3節で定義された危険度を利用して，
対象 間の危険関係を適切に表現できる危険度関数( 21OO ) ( )21,OOη
i
を通じて，も
しエージェント をO ，環境に存在している i番目障害物OB を とすれば，
障害物回避戦略に向ける障害物とは，条件
A 1 2O
( ) [ ]{ }iOBAi ,| ≥ on,L i ,1, L∈δη ，即ち，
安定限界以内の数を持つ最大危険度を満たす障害物と少なくとも定義される．
ただし， は走行環境における 番目障害物の持つ危険度であり， は
安定限界の値であり， は安定限界の応じる危険度の閾値である． 
( OBA, )
δ
iη i L
L
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第2項 行動決定の類似度を利用した行動戦略の計測 
【対象】 
被験者には，大学院生は10名採用された．第5.2節と同じ被験者，ただし， 
年齢：22歳から29歳まで，平均年齢25歳 
性別：男8名 女2名 
【方法】 
計測方法：図2-24の示すように，エージェントの出発点を最下行の中点に，
ゴールを最上行の中点に固定し，それぞれ三つの障害物を固定の座標位置に設
定する上に，被験者の運転行為を計測する． 
 
O3
O1
O2
(0,0) 
(500,700)
(450,400)
(600,100)
Y 
X 
A
G
 
 
 
図2-24 運転環境の配置 
（G:ゴール, A:エージェント,O1,O2,O3:障害物,矢印付きの点線：可能な被験
者の経路） 
計測時間：各場合に対して，疲労による不随意動作を避けるために，１回の
測定実験時間を3分間とし，特定な被験者にとっては１回の実験が終わってか
ら十分な休憩時間を挟んだ後に次回の実験を再開する． 
計測結果：エージェントが目標点へ無衝突に到着する場合のみを成功，それ
以外の場合を失敗とする． 
人あたりの計測回数：被験者は11回の実験を行う． 
障害物：O1(500,700) O2(450,400) O3(600,100) 
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障害物とエージェントとの面積比率：80:1(通常) 
障害物の速度：200 pixel/sec 
障害物の移動距離：300 pixel 
【結果】 
表2-5には，各被験者の行動決定の類似度により，行動決定の類似度の変化
を比較する． 
表2-5 10名の被験者の平均ADSD (δ=10) 
被験者の番号 平均ADSD  
(動的障害物) 
ADSD の変化 
(静的場合と比べる) 
1 57.5% -29.3% 
2* 63.3% -13.0% 
3* 68.7% -3.4% 
4 72.5% -7.5% 
5 64.3% -21.9% 
6* 60.2% -25.8% 
7 67.4% -4.3% 
8 20.0% -69.2% 
9 57.5% -18.5% 
10 72.3% -20.1% 
平均値 60.4% -21.3% 
(*は普通運転免許を持つ被験者である) 
【考察】 
表 2-5には，10名の被験者は 20.0%から 72.5%まで，かつ平均値60.4%の行
動決定の類似度を持つことを示す．静的障害物を有する場合と比べて，すべて
の被験者による行動決定の類似度が下がり，かつ≦-20％ぐらいの変化がある．
行動前に全般的な環境情報により予め行動経路を決めても，動的障害物を有す
る環境が複雑になるので，運転の大局計画は障害物の速度によって確実に制限
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されることが分かる． 
【結論】 
静的な障害物を有する環境に関する障害物回避戦略に比べて，動的障害物を
有する環境において，障害物回避戦略の大局的再現性が無くなると結論した． 
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第7節 まとめ 
本章では，人間の障害物回避行動に焦点を絞って，障害物回避戦略とその限
界特性について報告した．まず日常の車に代わる運転シミュレータを構築した．
次に運転シミュレータにおけるエージェント・ゴール・障害物のパラメータ組
み合わせ方により配置される環境において，人間の障害物回避行動を計測する
ことにより，障害物回避戦略と環境との関係を定性的および定量的に解明した．
複雑な環境における人間の障害物回避戦略は以下に纏められる：静的障害物を
有する環境では，人間は障害物回避戦略を予め決めておくという傾向があり，
しかも障害物回避戦略の大局的再現性が明らかに存在する．人間の障害物回避
戦略の局所的特徴については，障害物の個数にほとんど関係がない，人間は１
つの最も危ない障害物に着目して障害物を回避すると少なくとも言える．動的
障害物を有する環境において，成功率が低くなったために，障害物回避戦略の
大局的再現性は見られなく，障害物回避能力に限界が明らかに存在することが
わかる．人間の障害物回避戦略の局所的特徴については，障害物の個数に関係
がある，人間は同時にいくつの危ない障害物，つまり，安定限界の値を持つ障
害物に着目して障害物を回避すると少なくとも言える．障害物回避能力の限界
は障害物の個数と速度と大きさというパラメータで定量化でき，障害物の個数
が最も重要な要因であると考えられる． 
障害物回避戦略の抽出については，その能力限界，つまり処理可能な限界数
を用いてなるべく多い有用な障害物回避戦略の獲得に役に立ち，ガイドライン
として次のように纏められる：静的障害物を有する環境において，少なくとも
1つの障害物の場合に対して戦略の抽出を行う．動的障害物を有する環境にお
いて，少なくとも処理可能な限界数以内の障害物の場合に対して戦略の抽出を
行う． 
これらの研究成果は，人間の障害物回避行動の限界を解明することができ，
より高度な知的戦略モジュールをロボットに導入できれば，人間の行動を模倣
するロボット行動の知能化にも有益であると考えられる． 
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第 3章 模倣システムの構築 
第３章 
模倣システムの構築 
第1節 はじめに 
第2章では，開発した運転シミュレータを利用して障害物回避戦略とその限
界特性を計測したことで，運転環境における人間の行動知能は移動ロボットの
自律行動を多様化に実現するに役に立つと確認した．障害物回避行動の模倣は
充分期待できるものであるが，模倣方法で再現した時に得られる効果が如何な
るものであるかは未知のものである．従って，行動後の結果として残されたデ
ータからより効果的に障害物回避行動を再現するに着目する．つまり，データ
から人間の回避行動戦略を抽出し運用する模倣システムを構築するに着目す
る． 
本章では，問題解決システムの見方から模倣システムの構築について述べる．
まず，人間の障害物回避戦略を模倣するという問題を設定する．つぎに，人間
の障害物回避戦略の模倣システムは問題解決システムの一種類であると確認
する．問題解決システムでは，推論機能が要る．推論するには知識が要る．知
識が学習により獲得される．この考えに従い，人間の障害物回避戦略の模倣シ
ステムは，知識ベース，学習システム，推論システムから備えるべきだと考え
構築している． 
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第2節 模倣問題の設定 
近年のロボティクスや発達科学研究では，模倣が大変重要視されている[1-5]．
多少オーバーに表現すると，模倣こそが人間の学習の根源であると言われる．
国語辞書によって，【模倣/摸倣】とはまねること，にせることであり，つまり
行動・様子などが他の人や物と同じになるようにすることであることがわかる．
結果的に，偶発的に起こったアクションは必ずしも真似しない．われわれの日
常生活で子どもが確かに模倣によって発音・発声しなければならないが，他人
が行う行動を真似して学習を行うことがよく見られる． 
また，ドイツ・マックスプランク研究所のトマセロ[6]によると，真の模倣こ
そ人間の文化の源であると指摘される．より良い模倣は，確実にそのグループ
に伝わる方法である．他者が発見した行為をそのまましっかり真似しないと，
正しいやり方は伝わらない．  
一括，模倣とは，自分で創りだすのではなく，すでにあるものをまねならう
ことを意味しており，他者と類似あるいは同一行動をとることである．移動ロ
ボットは，人間と同様な障害物回避行動，つまり人間の障害物回避戦略を模倣
できれば，障害物回避問題に限りでは，人間と同レベルの行動知能を持ってい
ると判断する．すなわち，ここでは「脳を創る」という立場[7]に立っている．
同じ環境に存在する人間の行動戦略を取り込み記憶し，適切な時と場所でその
行動戦略を再現するといった人間の行動知能の模倣を行う．一方，同じ場面や
環境に対して全く同じ行動を実現する場合では，人間の行動後に残されるデー
タを全部記憶していれば，簡単なサーチ機能によりそのまま再現すればよい．
しかし，多少違った場面や環境においても人間のような回避行動を実現しよう
とすると，どうしても推論機能を備えることが必要である．以上により，人間
の障害物回避戦略を模倣することは，行動後のデータから人間の回避行動戦略
を抽出し運用する模倣システムの構築ということになる．このような模倣シス
テムは問題解決システムの一種類であり，問題解決者を助けて解決策を迅速に
達成し，より高水準の解決策を生み出し，そしてもっと容易に適用できる． 
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第3節 問題解決システム 
問題解決は人工知能の最も基礎となる分野である．問題解決システム
(Problem Solving System)は，複雑な問題の解決の方法をより簡単な問題の解
決法の組み合わせにより構築できるという考え方で作られることである．図
3-1には問題解決システムの一般的な構成を示す[8]．問題解決システム=推論
機構＋TMSということがわかる．ただし，推論機構(Inference Engine, IE)は
問題の解決を，真偽維持システム(Truth Maintenance System, TMS)は推論管
理を行う． 
 
Inference Engine TMS 
Problem Solving System 
Data 
Assumption 
TMS node 
Hypothesis
Inference 
Contradiction Nogood 
Justification 
TMS  
Command
Results 
 
図3-1 問題解決システムの一般的な構成 
問題解決システムの高機能化と高速化という2つの相反要請に対して，従来
から多くの研究が行われ，さまざまな手法が提案されてきたが，未だ実世界の
問題が取り扱えるほどには技術が成熟していない．実世界の問題を扱うには，
複数のことを同時に考え，それらの違いを検討することによって判断を下すこ
とができるような機能が不可欠である．このような機能については，人工知能
研究ではエキスパートシステム，非単調推論などの要素技術として重要性が認
識されている． 
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通常，問題解決システムは，基本構成要素として知識ベースと推論機構をも
つというプログラム構造上の特徴をもっている．知識ベースは，すべての知識
を一定の形式で蓄積したものであり，推論機構は，知識ベース内の知識を使っ
て推論を実行するための制御機構である．知識ベース内の知識を利用して，推
論を実行し，結論を得る．適切な知識を知識ベースから取り出して適用し，推
論を次に進めるということが行われる．知識ベースと推論機構を分離すること
により，推論制御メカニズムを標準化でき，これとは独立に，知識ベース内の
知識のみを，定義，確認，変更，削除，あるいは追加することができるという
メリットがある． 
以上により，実際の場面や環境を入力として，回避行動を出力とすれば，人
間の行動知能の模倣を実現する手法は図3-2の示すようなブロック線図で表す．
ただし，上方の部分は人を，下方の部分は狙うべき人間の障害物回避戦略の模
倣システムを表す．模倣システムは知識獲得と知識ベースと推論方法という三
つの部分を含む．よい模倣効果を達成するために，評価基準による模倣評価も
行われる． 
 
 
 
 
 
模倣システム 
模倣
評価 
入力 出力 
出力 
データ 
知識 
推論方法 
知識ベース 
知識獲得 
人 
 
図3-2 人間の行動知能の模倣を実現する手法のブロック線図 
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第4節 模倣システムの展開 
問題解決システムとして人間の障害物回避戦略の模倣システムでは，まず推
論機能が要る．推論するには知識が要る．知識が学習により獲得される．した
がって，人間の障害物回避戦略の模倣システムは，知識ベース，学習方法，推
論方法から備えるべきだと考え構築している．具体的に，以下の点から模倣シ
ステムの構築を展開していく． 
1．推論方法（適切な時と場所で人間の行動戦略を再現する） 
推論方法は，数学的論理学などを基礎にして発展してきたものであり，人工
知能における問題解決のための最も基礎的なメカニズムである．模倣システム
では，ある推論方法を障害物回避戦略の運用メカニズムとして採用して有効な
障害物回避行動の模倣を可能にする． 
2．知識表現（人間の行動戦略を表現する） 
障害物回避戦略としての知識を表現するためには，推論方法のみでは不十分
であり，知識をコンピュータ処理可能なデータ形式で表現することが重要であ
る．コンピュータ処理に向くようにある表現形式は，主に宣言型知識と手続き
型知識の2つに分類される．宣言型知識は，「～は～である」という事実の表現
と「IF-THEN」のような特徴がある．手続き型知識は，「～の手続きは～」とい
うようなものであり，記述の順序と解釈の順序が一致する． 
3．知識ベース（人間の行動戦略を記憶する） 
人間の障害物回避戦略としての知識を運用するために，模倣システムは，記
述された大量の知識の集合を蓄積・管理し利用する．知識ベースへの問い合わ
せに対して，直接の解が存在しない場合，推論機構を用いて新しい解を生成す
ることができる． 
4．学習・知識獲得（人間の行動戦略を取り込む） 
知識の特徴は外界の状況変化に適応して自分の情報処理機構を変更したり，
さまざまな事例から新しい知識を獲得できる能力にある．模倣システムでは，
ある学習・知識獲得方法を用いて，人間の障害物回避行動後データから障害物
回避の戦略を定量的に抽出することを目指す．
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第5節 まとめ 
本章では, 人間の障害物回避行動を模倣することにより，移動ロボットの自
律走行の実現を目的として，人間の障害物回避戦略の模倣問題を設定して問題
解決手法として模倣システムの構築を目指した．具体的には,模倣システムの
構築が推論方法や知識表現や知識ベースや学習・知識獲得に深くかかわる知識
ベース型システム構成の問題となる．この考えに従い，知識ベース，学習方法，
推論方法の構築という角度から人間の障害物回避戦略の模倣システムの構築
を行っていく． 
 ―62―
第 3章 模倣システムの構築 
 ―63―
参考文献 
1. 國吉康夫：模倣ロボットは人間的知能を獲得するか？,学術月報,Vol.53, 
No.9,pp.11-18，2000． 
2. Stefan Schall: Is Imitation Learning The Route to Humanoid Robots?, Trends in 
Cognitive Science, Vol. 3, pp.233-242 ,1999. 
3. 岡田慧，鈴木義久，國吉康夫，稲葉雅幸，井上博允：視覚による人間動作
認識と全身行動表現に基づくヒューマノイドの行動獲得，記憶，再現，第
19回日本ロボット学会学術講演会，pp.431-432, 9月18-20日，2001． 
4. 吉川雄一郎,浅田稔,細田耕：エピポーラ幾何を利用した呈示者視野復元に
基づく模倣の実現,日本ロボット学会誌,Vol.22, No.1, pp.68-74, 2004. 
5. Dautenhahn,K. and Nehaniv,C.L. : Imitation in animals and artifacts, 
Cambridge, Massachusetts: the MIT press, 2002. 
6. 板倉昭二：模倣は意図を読むことから始まる,ATR研究所. 
7. 銅谷賢治,五味裕章,阪口豊,川人光男:脳の計算機構ボトムアップ・トップ
ダウンのダイナミクス,朝倉書店,2005. 
8. K. Forbus and J. de Kleer:Building Problem Solvers,MIT Press,1993. 
第 4章 模倣に向ける知識の表現法と獲得法 
第4章 
模倣に向ける知識の表現法と獲得法 
第１節 はじめに 
障害物回避行動の模倣は充分期待できるものであるが，模倣システムで再現
した時に得られる効果が如何なるものであるかは未知のものである．従って，
行動後の結果として残されたデータからより効果的に障害物回避戦略を抽出
することから研究に着手した．第3章での考えに従い，問題解決手法として模
倣システムの構築が知識表現や知識ベースや学習・知識獲得や推論方法に深く
かかわる知識ベース型システム構成の問題となる．  
本章では，知識の表現法・獲得法の角度から模倣システムの構築を試みた．
ここで，if-then型宣言的知識の表現法を用いて，人間の障害物回避戦略を表
すことにする．知識の表現法を通して人間の障害物回避戦略を表す有効性・適
応性を確認した．そして，知識の問題解決能力をチェックするために，遺伝ア
ルゴリズム GAを用いた知識の評価法を提案した．現有知識の不足と知識獲得
の困難という問題点を確認したうえ，主観的な経験に依頼しない知識獲得の重
要性を確認した．多変量で記述しにくい場合でも高速で知識獲得を実現するた
めに，改善した距離型ファジィ推論法の学習ルゴリズムを提案した．距離型フ
ァジィ推論法のオリジナルな学習アルゴリズムに知識（ルール）の生起確率を
導入することにより，知識の最適化を行った．最後に，シミュレーションによ
り提案する新学習ルゴリズムの有効性を示す． 
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第2節 知識の表現法 
問題解決システムにおける知識の表現手法の一つとして，if-then型宣言的知
識表現がよく使われており[1]，これは，様々な状況に応じて物事を細かく表現
することや，個別な状況に応じて異なる判断を下す，といったような人間が普
段自然に行われている行動をよく表しているからである．前件部と後件部をフ
ァジィ集合とすれば，Yes か No で表現するはっきりした概念は勿論のことで
あるが，曖昧な概念の定量化表現も可能である．そのため，ファジィ集合を利
用した if-then 型宣言的知識表現法は，高次脳機能の工学実現においては有力
な表現法の一つであると考える．if-then による知識表現を利用した，ファジ
ィ推論法として，Mamdani の推論法[2]，関数型ファジィ推論法[3]，簡略型フ
ァジィ推論法[4]を始め，最近ファジィ集合間の距離情報に基づく距離型ファジ
ィ推論法も提案されている[5]．これらの推論モデルは，二値論理における知識
だけではなく，あいまいな概念も取り扱えるので，実システムへの応用実績を
数多く持っており，脳の推論機能のある側面を実現していると言える．したが
って，ファジィ集合を利用した if-then 型宣言的知識表現を採用して人間の障
害物回避戦略を表示すると考えられる．また，運転シミュレータにおいて，操
作者はハンドルとアクセル・ブレーキを利用してエージェントをゴールまでに
障害物を回避しながら運転する．もし表現された知識を運転シミュレータにお
けるエージェントに付加できれば，エージェントの行動効果により，知識の正
確性をチェックし，更なる知識獲得も役に立つことができる． 
人間の障害物回避戦略を表示するために，知識獲得の入力空間と知識の表現
は以下に詳しく紹介される．  
第1項 知識獲得の入力空間 
第2章で図2-5の運転制御のブロック線図に示すように，環境情報 X とエージ
ェントの状態情報Zと人間の制御情報U により，人間の障害物回避戦略の抽出，
つまり知識獲得を行うことが可能となる．しかし，知識表示に対して，エージ
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ェントと環境との関係を定量的に表す必要がある．そこで，入力空間(2-2)の
環境設置とエージェントの運動特性(2-1)式により，図4-1の示すようにエージ
ェントと環境との関係を代表する物理量が知識獲得の入力空間として計算さ
れる，つまり(4-1) 式で表す． 
Input space=[ ] [ ]{ }Uvryvrxvcdcvodovgdg ongn ,,,,,,,,         (4-1) 
 
O 
A
距離do
距離dc
距離dg
角度vo
角度vc
角度vg
Aの速度 Aの相対速度
Oの
速度
x 
y 
G
 
図4-1 物理量の説明図(G:ゴール, A: エージェント, O:障害物) 
ただし， 
do/ /dg：エージェントと対象(障害物/エージェントと最寄りの障害物の
点/ゴール)との距離 
dc
vo/vc/vg：エージェントの速度方向とエージェントから見える2つ対象(エ
ージェントと障害物/エージェントと最寄りの障害物の点/ゴール)の位置ベ
クトルとのなす角 
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vrx / vry :エージェントと障害物との水平相対速度/垂直相対速度 
知識獲得の入力空間の長さは 262 ++ og nn
1≥on
であるが，一般に，１つのゴールと
幾つの障害物，つまり と の場合に対して，入力空間の長さは1=gn 46 +on
になる． 
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第2項 ルールベース 
通常は，知能エージェントへのRasmussenモデルは，人間行動の制御に関す
る 3 階層モデルを提唱しており，知識ベースの行動，ルールベースの行動，
技能ベースの行動を説明している[6,7]．議論対象としているエージェントの
階層知識を論じるために，果たして，Rasmussenのモデルを引用するのが最適
かどうかは自明ではないが，何らかの指針を示してくれるものと思われる．こ
こでは，エージェントの階層知識がマクロ処理レベルとマイクロ処理レベルに
分けられる． 
マクロ処理レベルに対しては，障害物回避とゴール到着という基本の行動目
標を考慮するうえに，障害物回避に高い優先級をゴール到着より持たせる．具
体的に，もしエージェントの前方に障害物が存在しない，つまりエージェント
の速度方向とエージェントから見えるエージェントと障害物における凸点と
の位置ベクトルとのなす角はすべて相同の符号であれば，エージェントがゴー
ル到着への前進を行う．またはそうなく，障害物が左前方にある場合に障害物
回避への右転を行う，または障害物が右前方にある場合に障害物回避への左転
を行う． 
マイクロ処理レベルに対しては，従来のプロダクションシステムのとおりに，
知能エージェントの推論エンジンとして推論法に基づいてエージェントの行
動を決める．ここでは，エージェントの推進力と回転角度とを決める．そして，
エージェントの運動方程式(2-1)により，エージェントの運動軌道を計算する．
必要な組み立てとして，知能エージェントの知識は予め経験的に引き出される
ことができる．そのような知識を先験的知識と呼ぶ．具体的に，エージェント
の先験的知識は表4-1，4-2，4-3，4-4に記述される．推進力のルールは表4-1
に記述されるが，回転角度のルールは3つの種類のサブベースに分類される：
ゴール到着への前進ルール(表4-2)，障害物回避への左転ルール(表4-3)と右
転ルール(表4-4)．ただし，ルールの前件部の詳細は以下に説明する． 
force , ：それぞれエージェントが受ける推進力と回転角度 direction
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do/ / : エージェントと障害物/障害物における最寄りの凸点/ゴールと
の距離 
dc dg
vo/ / : エージェントの速度方向とエージェントから見えるエージェント
と障害物/障害物における最寄りの凸点/ゴールとの位置ベクトルとのなす角 
vc vg
 
表4-1 推進力ルール( ) forcethendoif
do S M B 
forceZO PS PB 
 
表4-2 前進ルール( ) directionthenvgif
vg NB NS ZO PS PB 
direction NB NS ZO PS PB 
 
表4-3 左転ルール(if ) directionthendcandvc
vc 
dc 
NB NS ZO PS PB 
S PB NB NS ZO PB 
M PB NB NS ZO PB 
B NB NS ZO PS PB 
 
表4-4 右転ルール(if ) directionthendcandvc
   vc 
dc 
NB NS ZO PS PB 
S NB ZO PS PB NB 
M NB ZO PS PB PB 
B NB NS ZO PS PB 
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1.0 
0 
S M B 
A1 A4 A3 A2 
 ZO PB PS NS NB 
1.0 
0 B1 B6 B5 B4 B3 B2   
図4-2 ファジィラベルとメンバーシップ関数 
 
ファジィラベルは図4-2に示すようなメンバーシップ関数に応じ，関連パラ
メータは表4-5，4-6に経験的に確定される． 
表4-5 メンバーシップ関数のパラメータ 
   パラメータ 
種類 
A1 A2 A3 A4 単位 
do,dc,dg 100 350 600 1833pixel 
(最大距離=1833 pixel) 
 
表4-6 メンバーシップ関数のパラメータ 
  パラメータ 
種類 
B1=-B6 B2=-B5 B3=-B4単位 
vo,vc,vg -180 -90 -45 
direction -90 -60 -20 
度 
force -18 -12 -6 N 
(方向の成す角:[-180,+180],回転角度:[-90,+90],推進力:[-18,+18],左-,右
+) 
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段階的な知識獲得を行うために，前述した先験的知識と対比してみると，知
識獲得・学習法により派生される知識は，新しいルールベースに保存される．
また，主観的に描きにくい属性として，エージェントと障害物との水平相対速
度 と垂直相対速度 が新しいルールの表示に追加される: vrx vry
[ ] [ ] [ ] directionforcethenvgdgvryvrxvcdcvodovryvrxvcdcvodoif on /,,,,,,,,,,, 1L  
(4-2) 
ただし， は環境における障害物の個数であり，他の符号は2.2節と同じ意味
を持つ． 
on
関連パラメータは表4-7に経験的に確定される． 
表4-7 メンバーシップ関数のパラメータ 
 パラメータ
種類 
B1=-B62=-B53=-B4単位 
vrx,vry -557 -200 -100 pixel/sec 
(最大相対速度=557 pixel/sec) 
上述の結果から，表現された知識をエージェントに付加すると，エージェン
トの行動効果により，知識の正確性をチェックできるが，どのような効果を問
題解決に達成するかということがまだ明確ではなく，更に如何に知識獲得を行
うことも曖昧になる． 
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第3節 知識の評価法 
以上に知識の表現法を用いて，障害物回避戦略としてファジィルールの収集
を利用して模倣システムを構築することができる．そのようなルールの収集が
模倣システムの構築に強い融通性を持つと確認した．しかしながら，問題解決
を達成する効果はまだ明確ではない．また，新しいルールの追加とともに，結
果的システムが必ず膨れ上がって能率が悪くなる．相関な理論的研究として，
Wang [8]はファジィルールに基づくファジィシステムを普遍的な近似関数に対
応され，しかも理論的に証明された．[9]では，不合理な複雑性を持つ構造は
「over-fitting」という偏り効果を引き出しており，システムの近似性能を損
なう可能性があるので，単純な構造はロバスト特徴を持つシステムの構造に役
に立つと指摘された．従って，最適な知識組み合わせを求め，模倣システムを
構築するために，獲得されたルールを評価して余計な部分を抜ける必要がある
と考えられる． 
通常は，余計なルールの存在は偶然な問題ではなく，以下に示すような原因
で起きる． 
1) 知識を積み重ねるとともに，相同や相似や矛盾な知識が必然的に成り果て
る．同時に，ルールの数も次第に増える． 
2) 異なる学習対象としての人は異なる障害物回避戦略を持つ．全ての人は優
れた運転手ではなく，結果的には，全てのルールは最適なルールではない． 
3) 障害物回避に対して，優れた運転手さえとしては障害物回避能力の限界を
持つことがわかる．結果的に，学習対象から獲得した全部のルールは成功
的障害物回避に役に立つことが保証されない． 
以上の原因に鑑みて，ファジィシステムの構造最適化の見方から，遺伝アル
ゴリズム GA進化による知識の評価法を提案した．この方法で，最適なルール
組み合わせを求め，ファジィシステムに定量的評価基準を提供し，更なる知識
獲得に指導的役割を果たすことができる． 
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第1項 GA進化による知識の評価法 
遺伝アルゴリズム(Genetic Algorithm，GA)は，複数ある解の中から最適な
ものを選び出すという問題の解決方法として適していると考えられる．現有ル
ール集合による最適なルール組み合わせを考えると100万通り以上になる．そ
の中から，最適なルール組み合わせを決定しなくてはならない．そのような場
合に，GAは有効であると考えられる．GAの基本的な流れは個体の評価をもと
にして，優秀なものを選んでいくというものであるが，アプローチの仕方の違
いから，Pittsburgアプローチと Michiganアプローチに分けることができる
[10]． 
ここでは，既知のルール集合から代表的なルール集合を探すために，進化過
程において選定されたルール集合の評価を行うという Pittsburgh アプローチ
を利用してファジィシステムを最適化する．GAの手法を自然に利用した方法で
IF-THENルールの集合を個体として，さまざまなタイプの IF-THENルールの組
み合わせを探す．交差や突然変異の方法としては，IF-THENルールの集合をル
ール単位で遺伝子座として扱い，GAオペレータを適用する．個体数が増えると
遺伝子座に含まれるルール数は非常に大きなものとなってしまう．しかし，GA
の形態としては非常に自然で扱いやすいものとなる．特に，個体の評価法とし
ては実際にそれぞれのルール集合を適用した場合の評価を，各個体となるルー
ル集合ごとに求めるので，システム全体に関する評価値かついくつかの評価基
準を受け取ることができる．式(4-3)のように，3つの評価基準を持つ適合度関
数が定義される．結果的なルール集合に基づく推論性能を考察しながら，ファ
ジィシステムの構造の複雑性も考察する． 
neverruleaverrulesuccess EEEηE ⋅⋅=             (4-3) 
ただし， は指定係数である． η
第一項として はあるルール集合を知識として付加するエージェント
が評価方案に基づいて障害物回避を行う成功率を表す． 
successE
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
==∑
= fail
succeed
PLPE k
L
k
ksuccess ,0
,1
,
1
              (4-4) 
ただし， 
 ：評価方案における運転タスクの総数 L
   ：エージェントが評価方案における 番目の運転タスク環境に障害物回
避を行う結果 
kP k
あるルール集合を知識としてエージェントに付加したら，そのルール集合に
基づく推論性能を考察するために，通常，幅広い運転タスクを含む評価方案の
みで，各ルールの有効性を評価することが可能となる．図 4-3の示すように，
シミュレータ環境において，環境対象の位置関係を縦横 nm× 通り変化させる．
評価方案にける1つの運転タスクはゴールや障害物やエージェントという環境
対象の位置に対応する．もちろん，通りが細かければ，細かいほど，運転タス
クの個数が多くなり，各ルールの有効性がもっと評価されることができる．し
かし， や nの増大につれて，評価方案にける運転タスクの個数も指数的に増
え，最適なルール集合を探す進化過程において大変な時間がかかる． 
m
 
G
O 
O 
A
  O
 
n
m 
 
図4-3 運転タスク(G:ゴール, A: エージェント, O:障害物) 
エージェントが障害物をなるべく回避してゴールに到着するということに
ついて考察するため，評価方案が簡略化される：図4-3に示すようにエージェ
 ―74―
第 4章 模倣に向ける知識の表現法と獲得法 
ントの出発点を最低の通りに，ゴールを最高の通りに，障害物を両方の間に設
定する．結果的に，評価方案におけるタスクの数 は から
まで減少する．ただし，n は環境に存在する障害物の個数
を表す． 
L ( ) ( onPnm +2* )
)( )( oCnnmnn *2** − o
第二項として  はあるルール集合を知識として付加するエージェント
が評価方案に基づいて障害物回避を行う過程に，活発されたルールの平均数の
逆数を表す． 
averruleE
∑ ∑
= = 





=
L
t
t
e
t
eN
j
t
javerrule NRLE
1 1
                (4-5) 
ただし，  
t
jR ：評価方案の 番目のタスクに対して， 番目の推論エピソードにおいて
活発されたルールの数，≥  
t j
1
t
eN ：評価方案の 番目のタスクに対して，推論エピソードの総数，  t 1≥
L：同上，評価方案のタスクの総数 
もしあるルール集合に基づく推論エピソードごとに活発されたルールの数
は１であれば，そのファジィシステムが高い近似性をもち，最も分かりやすい． 
第三項として はあるルール集合を知識として付加するエージェント
が評価方案に基づいて障害物回避を行う過程に，いつでも活発されなかったル
ールを処理する．いつでも活発されなかったルールがファジィシステムの推論
性能に悪い影響を与えるので，できるだけ少なくさせる必要がある． 
neverruleE
( )1+= zneverrule RNE                  (4-6)
ただし，  
zR ：評価方案におけるいつでも活発されなかったルールの数，  0≥
N：ルールの総数，  1≥
もしあるルール集合に基づくいつでも活発されなかったルールの数は0であ
れば，そのファジィシステムが余計なルールを含まない．
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第2項 シミュレーションによる検討 
表4-8には経験的に獲得されたルール集合を示す．そのルール集合を知識と
してエージェントに付加したら，そのルール集合に基づく推論性能を考察する
ために，1 つの静的な障害物を有する環境において，図 4-4の示すように環境
対象の位置関係を縦横 通り変化させると，評価方案に基づいて障害物回避
を行った成功率は成功率=43.21%である． 
35×
表4-8 ルール集合  
     制御の種類
ルールの種類 
回転角度 推進力 
基本ルール 35個 3個 
性能 成功率=43.21% (35/81) 
 
 
図4-4 評価方案にける運転タスク 
まず，知識進化については，GAのパラメータは以下に指定される: 交叉の起
こる確率を50%，交叉の種類を一様交叉，突然変異の起こる確率を10%とする．
計算を影響する主な要素として，個体群のサイズと評価方案における運転タス
クの総数が非常に重要であると思われる．個体群のサイズの増大につれて，世
代あたりの時間が増えており，最適なルール集合を必ずしもより速く探さない．
一方，評価方案における運転タスクの総数の増大につれて，ルールの有効性が
もっと完全に考察されることができる．そこで，個体群のサイズと評価方案に
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おける運転タスクの総数の間に適合な割合を確定できれば，ルールの有効性も
考察し，計算時間も減少することができる． 
個体群のサイズと評価方案における運転タスクの総数をそれぞれ調整する
ことで，図4-5には異なる割合によるルールの進化過程を示す．評価方案にお
ける運転タスクの総数の増大につれて，推論に基づく運転成功率が下がること
がわかる．しかしながら，個体群のサイズとタスクの総数の反比例関係の場合
に，例えば，size=20とsize=60の場合に，size=20の成功率がsize=60の変化に
ほとんど近くなる．この場合に，もし個体群のサイズが減少されれば，計算時
間が必ず大きく減少される．従って，快速的な計算を保証するために，全体に
個体群のサイズを40個，評価方案当たりの81タスク(m=5,n=3)として進化計算
を行う． 
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図4-5 個体群のサイズと評価方案における運転タスクの総数 
次に，GA進化により表4-9における知識の評価を行う．結果的なルールは表
4-15に纏められる．図4-6と4-7には，ファジィシステムの構造の複雑性を評
価する2つ基準として，活発されたルールの平均数といつでも活発されなかっ
たルールの数との進化過程を示す．図4-6の示すように，活発されたルールの
平均数は 1.60であり，良い近似性および理解性を持つファジィシステムを示
す．図 4-7の示すように，いつでも活発されなかったルールの数は 1であり，
ファジィシステムにおけるほとんどゼロの余計を示す．結果的ルールの性能が
まだ低いものの，最初ルール集合に比べて，もっと少ないルールを用いて相似
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の性能を達成したことが分かる．もし障害物回避失敗場合の記録により知識獲
得を行っていけば，有効なルールを更に抽出することができる． 
表4-9 ルール集合の進化結果  
     制御の種類 
ルールの種類 
回転角度 推進力 
基本ルール 24個 3個 
性能 
成功率=41.98% (34/81) 
活発されたルールの平均数=1.60 
いつでも活発されなかったルールの数=1 
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図4-6 エピソードあたりの活発されたルールの平均数 
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図4-7 いつでも活発されなかったルールの数 
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第4節 データ学習による知識獲得法 
第3節の知識の評価法により，現有知識の有効性を複数の評価基準で定量的
に評価することができる．同時に，経験的に抽出されたルールの性能がまだ低
く，複雑な環境において先験的知識を記述しにくい，結果的に知識獲得が能率
的ではないことが分かる．そこで，多変量，つまり言語で主観的に記述しにく
い場合でも豊富な知識を獲得するために，高速・有効な知識獲得への学習法の
提案を目指している．行動後の結果として残されたデータから如何より効果
的・効率的に人間の障害物回避戦略を獲得することも人間の障害物回避行動の
模倣を実現する基盤である．従って，適合な学習方法の選択は問題解決に非常
に重要である．ここでは，距離型ファジィ推論法の学習アルゴリズムを採用す
る．この方法は距離型ファジィ推論法を元にして発展して推論に直接に関係が
ある[11]．また，この方法は3つの独特な特徴を持つ：1)結果的に学習誤差が
任意に指定でき，0を含む．2)GAかNNなど他の学習方法に比べて，有限個のデ
ータによる学習時間がほとんど要らなく極めて速い．3)数値型データ学習に適
合する．離散なデータからルールへの変換過程が避けられるから．通常の方法
のようにルール生成がメンバーシップ関数の影響を大きく受けることがない． 
しかし，距離型ファジィ推論法の学習アルゴリズムも欠点を持つ．分離規則
を厳密に満たすため，学習過程中に更新の見方から矛盾ルールの後件部を更新
する．ただし，矛盾ルールとは同様な前件部かつ幾つの異なる後件部補選値を
持つルールだと定義される．結果的に，獲得されたルールは，学習データの順
番，つまり，時間に関係があり，最新な補選値が矛盾ルールの後件部に選択さ
れる．更に，学習後のルールに基づくファジィ推論を関数として評価する際に，
初期教師データの出力誤差が末期教師データの出力誤差より相対に大きい現
象が存在する．実際に，データ学習は時間に関係がなく，学習対象の状態に関
係があるべきである．従って，学習過程に得る矛盾ルールの後件部補選値の分
布情報により，最適な補選値の選択を着目する．図4-8に代表的な離散補選値
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の分布は確率の定義に従って１に規格化される．ただし，B は矛盾ルール の
後件部であり，B は矛盾ルール kにおける l番目の補選値であり，
k k
k
l { }k,2,1 L∈ L,l ，
は矛盾ルール kの後件部における補選値の数であり， は補選値の生起確
率である． 
kL klP
 ( )kBP  
kB1
k
Lk
BLL
LL{ }k
L
kkk
kBBBA ,,1 L⇒  
 
kB
 
図4-8 矛盾ルールにおける補選値の生起分布 
学習対象の相違により，離散補選値の生起確率の分布モデルが異なる．生起
確率の分布モデルが不明の場合に，特に，人間の行為特性に対して，誤差分布
のモデルが常に平均値を中心とした対称形ではないことを考慮して，矛盾ルー
ルの後件部が最大生起確率 ( ) ( ) ( ){ }kkLkk BPBPBP ,,,max 21 L を持つ補選値に属すると
判断すれば，判断の誤りの誤差が一番少なくなる．従って，元のアルゴリズム
におけるルール更新処理を改善するため，ルールの前件部との距離誤差の範囲
内に可能な後件部の補選値に生起確率を付けると，最大生起確率を持つ後件部
の補選値を結果ルールの後件部とする．まず，学習と推論への距離型ファジィ
推論法を以下に紹介する． 
第1項 距離型ファジィ推論法 
通常な適合度型ファジィ推論方法に比べて，距離型ファジィ推論法
(Distance-Type Fuzzy Reasoning method,DTFR)はファジィ集合間の距離を利
用する上に推論を行い，より詳細な説明については文献[5]を参照されたい． 
通常，次の推論を対象とする． 
iim
m
iii BythenAxAxAxifR ==== ,,: 2211 LL            (4-7) 
               ni ,,2,1 L=
         事実:  mm AxAxAx === LL2211
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結果: B 
ただし，x と とはそれぞれ入力変量と出力変量を表す．A
は相応なファジィ集合であり，nはルールの数であり，mは前件部の数である．
， ． 
mx,,1 L
j 2,1=
y
,L
iimi BA ,,,1 L
ni ,,2,1 L= m,
距離型ファジィ推論法は次の四つのステップから構成される． 
STEP1：事実中のファジィ変数 とルール中のファジィ変数 との距離jA ijA
( )ijjij AAd , を計算する(距離の詳細計算については「付録」を参照される)． 
STEP2： 事実とi番目ルールとの距離を計算する． 
( )∑
=
=
m
j
ijj
iji AAdd
1
,            (4-8) 
STEP3：[ ]1,0∈∀α に対して，次のように推論結果 Bの ―レベル集合 を求め
る． 
α αB
( ) ( )[ ]ααα BBB sup,inf=           (4-9) 
( )
( )
∑ ∏
∑ ∏
= ≠=
= ≠= 



= n
i
n
ijj
j
n
i
n
ijj
j
i
α
α
d
dB
B
1 ,1
1 ,1
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inf  
( )
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∑ ∏
∑ ∏
= ≠=
= ≠= 
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

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sup  
STEP4：合成原理（分解定理とも呼ばれる）により推論結果Bを求める． 
αBαB Uα=                           (4-10) 
距離型ファジィ推論法は次のような特徴を持っている． 
1) 分離規則は満たされている．ルールの物理意味が明確であり，学習により
最適なルールを獲得することが容易である． 
 ―81―
第 4章 模倣に向ける知識の表現法と獲得法 
2) 
3) 漸近特性を持っている．推論の方向性が大雑把に予測できる． 
4) 
5) 
結果Bは凸なファジィ集合となる．推論結果はファジィ数になるので，実数
の拡張の形で数理論理の立場から厳密に議論できる． 
疎なルールにも適用できる．実際のシステムにおいて少ないルールで同じ
推論特性が得られる． 
推論結果に整合性がある．推論結果と後件部変数が同値性を持っていれば，
推論結果としての重心値を求める積分計算は必要ではなく，簡単な代数演
算で求められる． 
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第2項 学習アルゴリズムの提案 
改善した学習アルゴリズムは次の5つのステップから構成され，ε は任意
に指定された誤差である． 
0≥
STEP1:与えられた教師データ( ) ( ){ }kBkA tjt , に対して， ( )kA jt を事実として推論シ
ステムに入力して推論結果 ( )kB を求める． m,j ,2,1 L= ， ， は前
件部の数であり， は教師データの総数である． 
L,,2,1 L=k m
L
STEP2:教師データと推論結果( )kBt ( )kB との距離 ( ) ( )( )kBkBd t , を計算する． 
STEP3：もし， ( ) ( )( εkBkBd t ) ≤,
) 0
であれば，なおかつ， ∃ 等式
が成立すれば，q番目のルールの後件部が応じる補選値
{ }nq ,,2,1 L∈
( )(∑
=
=
m
j
qjj
t AkAd
1
, ( )kBt
の生起確率 を更新する，qlP { }qL,Ll ，nは現有ルールの数であり，L は
番目のルールの後件部における補選値の数である．その他の教師データに対し
てSTEP1に戻る． 
,2,1∈ q q
STEP4：もし， であれば，なおかつ， 等式
が成立すれば，q番目のルールの後件部を に更新し，後
件部補選値
( ) ( )( ) εkBkBd t >,
) 0
{ }nq ,,2,1 L∈∃
( )kBt( )(∑
=
=
m
j
qjj
t AkAd
1
,
( ) qlPkBt の生起確率 を更新してからSTEP1に戻る． 
STEP5: ( ) ( ) ( )kBkAkA tmtt ⇒,,1 L を新しいルールとしてルール集合に追加し，後
件部補選値 ( )kBt 1nPの生起確率 を初期化してからSTEP1に戻る． 1=
STEP6: 矛盾ルールにおける後件部補選値の生起確率により，最大生起確率を
持つ補選値を後件部とする． 
 
図4-9は学習アルゴリズムの流れ図を示す．結果的に，IF-THEN型ファジィル
ールが生成される． 
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( )kA jt ( )kBt
①推論 
②距離計算 
( )kB
処理 
③学習誤差より小さい（知識吸収） 
   と同じ前件部を持つルールにお
ける後件部の生起確率を更新 
④学習誤差より大きい（知識更新） 
   と同じ前件部を持つルールにお
ける後件部及び生起確率を更新 
⑤学習誤差より大きい（知識生成） 
   と同じ前件部を持つルールがな
し，新ルールを作り，生起確率を初期化 
( ) ( )( )kBkBd t ,
ルールと 
生起確率 
⑥最大の生起確率を持つ補
選値を後件部とする 
ルールベース 
出力：学習済 
ルールベース
( )kA jt
( )kA jt
( )kA jt
?
?
?
?
?
入力: 
 
図4-9 学習アルゴリズムの流れ図 
本アルゴリズムは元のアルゴリズムの特徴を継承して定理1と定理2に纏め， 
改善部分により定理3に説明する． 
定理1： 個の与えられた教師信号L ( ) ( ){ }kBkA tjt , に対して，本学習アルゴリズム
に基づいて有限時間内に新しいルールの追加，古いルールの構成，間違ったル
ールの訂正により，学習効果として式 ( ) ( )( ) εkBkBd t ≤, を満たす．ただし，ε
は任意に指定された誤差であり，
0≥
( )kB は ( )kA jt を事実として推論システムに入
力された時の推論結果を表す． ( ) ( )( )kBkt ,Bd はファジィ集合 ( )kBt と の距離
を表す． ， ． 
( )kB
m,,2,1 L=j Lk 2,1= ,,L
定理2: 個のルールにより推論された結果を として，もし学習アルゴリズ
ムが実行される過程において，新しいルール
n nB
( ) ( ) 11,, ++ ⇒ nmn BAA L11+n が追加され
る場合，同一の事実に対しての推論結果 は新たに推論のSTEP1から求める必
要がなく，(4-11)式のファジィ数の演算により簡単に求めることができる．  
1+nB
( )1
1
1 1
1 +
+
+ ++=
n
nn
n
n BBWW
B                     (4-11) 
 ―84―
第 4章 模倣に向ける知識の表現法と獲得法 
ただし， ． 1,,2,1 += nq K
∑
=+
+ =
n
i in
n dd
W
11
1
11
 
( )∑
=
=
m
j
qjj
q AAdd
1
,  
定理 3：同様な前件部且つ幾つの異なる後件部補選値を持つ矛盾ルールに対し
て，本学習アルゴリズムは厳密に分離規則を満たし，学習過程において得た矛
盾ルールの後件部補選値の分布状況により最大生起確率を持つ補選値を後件
部として選択する．すると，結果的なファジィシステムは最大信用な発生事象
を代表するルールから組み立て，現有データに基づいて分離規則を満たす最大
信用なシステムである． 
証明: 
ここでは確率理論に基づいて，学習アルゴリズムにより獲得したルールの信
用程度のみを議論している． 
学習アルゴリズムにより得た 個のルールn { }nRRR ,,, 21 L ，ただし，ルール
， はそれぞれ i番目のルールにおける前件部と後件部を表す．
それらの前件部や後件部の数は≧1である． 
iii BAR ⇒: ii BA ,
ルールの前件部が確率空間 の分割であるとき，以下の等式が成り立つ． Ω
( ) ( ) 1
11
=+ ∑∑
+==
N
ni
i
n
i
i APAP                (4-12) 
ただし，{ }nAAA ,,, 21 L は 個の種類の前件部であり，n 1+n から までは前件
部の未知種類である．且つ， 
N
( ) 1lim
1
=∑
=→
n
i
i
Nn
AP                     (4-13) 
n 個のルールに基づく任意の出力事象 Bの信用程度に対して，以下の式
が成り立つ． 
( ) ( ) ( ) ( ) ( ) ( ) ( )nn ABPAPABPAPABPAPBP ||| 2211 L++=       (4-14) 
ただし， 
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( )BP :任意の出力事象Bの信用程度 
( )iAP :前件部 iA としてのルールの信用程度，即ち，学習統計に基づく前件部
iA としてのルールの生起確率 
( )iABP | :前件部 iA による任意の出力事象の信用程度 
i番目のルールにおける後件部が応じる補選値 の生起確率はikB ( )iik ABP | で
あり，且つ補選値の独立生起が存在するので，以下の式が成り立つ．ただし，
{ }iLk ,,2,1 L∈ ， iL は i番目のルールにおける後件部の補選値の総数． 
( ) ( )
( ) ( ) (
1
|||
||
21
21 )
≤
+++=
=
ii
iL
iiii
ii
iL
iii
ABPABPABP
ABBBPABP
L
ULUU
         （4-15） 
矛盾ルールが存在しない場合に， ( ) 1| =iABP ， [ ]ni ,,1L∈∀ が成り立つ上に，
． ( ) (∑
=
=
n
i
iAPBP
1
)
矛盾ルールが存在する場合に，元のアルゴリズムは，矛盾ルールを更新する
ために最新の補選値をルールの後件部として選択する．これは手当り次第に補
選値から1つの補選値を選択することに等価する．以下のように， [ ]iL,,1L∈r ，
補選値から1つの補選値 を 番目のルールの後件部として任意に選択する． irB i( ) ( )
( ) ( ) ( )
( )iir
ii
iL
iiii
ii
iL
iii
ABP
ABPABPABP
ABBBPABP
|
|||
||
21
21
≥
+++=
=
L
ULUU
       
（4-16） 
しかし，改善した学習アルゴリズムは学習過程において得た矛盾ルールの後
件部補選値の分布状況により最大生起確率を持つ補選値を後件部として選択
する．以下の式で表示する． 
( ) ( )
( ) ( ) ( )
( ) ( ) ( ){ }
( )iir
ii
iL
iiii
ii
iL
iiii
ii
iL
iii
ABP
ABPABPABP
ABPABPABP
ABBBPABP
|
|,,|,|max
|||
||
21
21
21
≥
≥
+++=
=
L
L
ULUU
      （4-17） 
改善した学習アルゴリズムは ( )iir ABP | を用いるのではなく， ( )iABP | の代わ
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りに ( ) ( ) ( ){ }ii iLiiii ABPABPABP |,,|,|max 21 L を用いる．従って， ( )iABP | の近似値
が増える．同時に，元のアルゴリズムは ( )iAP を考慮しなくでも，現有データに
基づいて分離規則を満たしており，改善アルゴリズムは元のアルゴリズムと
( )iAP に一致する，∀ ，更に式（4-12）に導入して，P が
やっぱり成り立つとしても，
[ ]ni ,,1L∈ ( ) ∑
=
≤
n
i
B ( iAP
1
)
( )BP の値が増える．従って，改善アルゴリズムを
用いて生成するファジィシステムの信用程度が増える．結果的なファジィシス
テムは現有データに基づいて分離規則を満たす最大信用なファジィシステム
である． 
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第3項 シミュレーションによる検討 
図 4-10に示すように，静的障害物が 3つ存在する環境において，操作者が
障害物を回避して目標点を成功に到着した．そして，ファジィルールの獲得に
対して，改善した距離型ファジィ推論法の学習アルゴリズムが採用された．本
学習アルゴリズムにより，行動データから以下のようなルールが獲得された．
ただし，符号は2.2節と同じ意味を持つ． 
[ ] [ ] [ ] directionforcethenvgdgvryvrxvcdcvodovryvrxvcdcvodoif on /,,,,,,,,,,, 1L   
(4-18) 
学習前のパラメータ設定と学習後の結果は表4-10に示される． 
 
O(0,0) 
O1
O2 
O3 
図4-10 操作者の経路 
表4-10 学習過程のパラメータ 
環境 3個の静的障害物 
o1(600，1 0) o2(550，00) o3 (400，700) 
データの数 660 
学習誤差 回転角度15度 推進力3N 
学習時間 6.9秒 
ルールの数 回転角度18 推進力 10 
学習過程において，660個のデータに対して，学習過程は 6.9秒のみをかけ
た．1番目の結果ルールに対しては後件部に 3つの補選値があり,かつ補選値の
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生起確率は図 4-11に示される．学習アルゴリズムの改善部分を通して，最新
の補選値ではなく，最大生起確率を持つ補選値－10を 1番目の結果ルールの後
件部として選択する．繰り返しの操作がなかったので,初期の状態のみにおいて
矛盾ルールが存在したことが分かる．繰り返しの操作が多くなる，または学習
誤差が大きく設定されると，補選値の選択が多く発生する．  
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図4-11 1番目のルールにおける後件部の補選値の生起分布 
 
図4-12 データ学習のルールによる推論効果 
 
学習アルゴリズムにより獲得したルールを第2節の先験的ルールの代わりに
すると，従来のプロダクションシステムのとおりに，知能エージェントの推論
エンジンとして代表的なMamdaniの推論法に基づいてエージェントの行動を決
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める，つまりエージェントの推進力と回転角度とを決める．そして，エージェ
ントの運動方程式(2-1)により，エージェントの運動軌道を計算する． 
推論に基づいて計算されたエージェントの経路は，図4-12に示すように，結
果的には，エージェントはゴールの周りで止まって成功にゴールまで到着しな
かったものの，相似な経路は学習アルゴリズムにより知識獲得を行う有効性を
示す．更に，正しい知識を獲得する可能性がある上に，適切な推論アルゴリズ
ムと知識の用法に着目してより行動模倣効果の実現を行うことが可能となる．
よりよい推論結果を得るために，適切な推論アルゴリズムと正確な知識と知識
の用法とも必要からである．例えば，ある時に有効な模倣を達成することがで
きなかった．不適合な知識の用法や推論アルゴリズムは理由の一つであると考
えられる．もし本章で提案した知識獲得法を用いて有効なルールを抽出する上
に，更に知識の用法や推論アルゴリズムを強調すれば，行動後の結果として残
されたデータからもっとよい人間の行動知能の模倣効果を達成することが可
能である． 
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第5節 まとめ 
本章では，知識の表現法・獲得法の見方から模倣システムを構築した．まず，
知識の表現方法を通して人間の障害物回避戦略を表示する有効性を確認した．
そして，知識は問題解決能力をチェックするために，遺伝アルゴリズム GAを
用いた知識の評価法を提案した．獲得されたルールに定量的評価基準を提供し，
更なる知識獲得に指導する．つぎに，知識の不足と知識獲得の困難という問題
点を確認したうえに，多変量で記述しにくい場合でも高速で知識獲得を実現す
るために，改善した距離型ファジィ推論法の学習ルゴリズムを提案した．距離
型ファジィ推論法のオリジナルな学習アルゴリズムに知識（ルール）の生起確
率を導入することにより，知識の最適化を行った．この学習アルゴリズムは，
多変量，つまり言語で記述しにくい場合でも極めて速い知識獲得を実現するこ
とができる．主に，行動知能の模倣を実現するための知識獲得を解決すること
ができる．更に，第2章において人間の障害物回避能戦略の限界を分析した先
行研究の結果をもとに，1つの静的障害物と処理可能な限界数以内の動的障害
物の場合対して，提案した学習アルゴリズムを充分に使用して，豊富な障害物
回避知識を抽出することができる． 
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第5章 
模倣に向ける知識の使用と推論法 
第1節 はじめに 
模倣システムの構築に対しては，第4章は知識の表現法と獲得法の角度から
展開されたものである．豊富な知識量，つまり豊富な障害物回避戦略は模倣シ
ステムを構築するための重要な要素であるが，模倣システムを構築するための
もう一つの重要な要素は障害物回避戦略の運用方法としての推論方法である．
本章では，距離型ファジィ推論法[1]を使用する．理由としては，ファジィ集
合間の距離を利用して推論を行うので，推論用ルールの物理意味が明確であり，
推論の方向性が大雑把に予測できる．または，前章に説明したよう，距離型フ
ァジィ推論法のアルゴリズムを利用すれば，学習アルゴリズムとの結合も簡単
にでき，かつ獲得した障害物回避戦略に関する知識の最適化も容易に行うこと
ができる． 
これまでの研究では，知識の用法については殆ど言及していない．しかし，
人間が推論により何かの結論を下す時に，脳にある全ての知識を同時に利用す
るのではなく，状況に応じて選択的に知識を利用している．知識の選択的利用
は，最も関連性のある知識を利用してすばやく結論を下すことが背景にあって，
自然に最適化されている自然的な行動だと考えられる．本章では，第4章の学
習法により得られたif-then型宣言的知識が正確なものとして，脳内に行われ
る知識使用の選択策略を表現する一手法を与え，知識を選択的に利用する推論
法を提案する．具体的に，まず事実に最も関連性のある知識の範囲を意味する
知識半径の概念を導入することにより，知識の選択的使用行為を表現する．次
に知識半径を考慮した距離ファジィ推論アルゴリズムを提案した．更に，知識
半径という概念を静的な知識半径と動的な知識半径に拡張し，もっと柔軟性を
もつように知識を利用するに検討した． 
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第2節 知識使用を融合した推論法 
推論を行う際に，使用される知識が多ければ多いほど，時間が掛かるだけで
はなく，主要なつまり最も関連性のある知識の役割が返って薄れる．事実が与
えられた人間の脳では，少ない労力で素早く結論を下すために，脳中にあるす
べての知識を同等に利用するのではなく，事実と最も関係性のある知識だけを
使用している．この機能は，恐らく脳の長い進化の歴史にいては，省エネルギ
ーと高速性を追求し，推論の効率化に寄与する目的で最適化された必然的な結
果であろう．本節では脳における知識の選択的使用策略を表現する一手法を与
える． 
第1項 知識半径の概念 
知識の選択的使用策略を表すには，事実と知識との関係を定量化する必要が
ある．つまり，事実と知識との関係性の大きさを数値により表現することがで
きれば，諸知識が事実に対しての位相関係が分かり，「事実と最も関係性のあ
る知識を使用する」脳の知識使用行為をモデル化することが可能となる．ここ
では，推論に用いる知識はif-then 型宣言的ルールであるとして，与えられる
事実と知識の前件部との距離値により，事実と知識との関係性の大きさを表す．
理由としては，距離情報を利用すれば，数学的に厳密に議論しやすいだけでは
なく，物理的な概念も明確である．たとえば，前件部と事実との距離値が大き
ければ大きいほど，それらのルールは事実との関連性が少ないことを意味する．
ファジィ集合間の距離計算としては，文献[2]では連続値のファジィ集合間の
距離計算法を，文献[3]では離散値のファジィ集合間の距離計算法を与えてい
るが，距離の公理（非負性，対称性，三角性）を満たしていれば，位相関係が
数学的に保証されるので，どれを使っても構わない． 
つづいて，知識半径の概念に基づいて，知識を選択的に利用する脳の行為を
表現する．知識半径を事実と最も近いルールの数と定義する．事実とルールの
近さは前述した事実とルールの前件部との距離値によって計算され，知識半径
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は整数で表される．例えば，知識半径は であれば，今現在の事実に最も近い
ルールの数は 個であることを意味する．したがって，知識半径qは範囲（2≦
≦ルールの数）内の整数である．知識半径を用いれば，「事実と最も関係性
のある知識を使用する」という知識の選択的利用行為を表現することが可能に
なる．具体的には，推論あるリズムに，知識半径 を導入すれば，事実と最も
関係性のある 個のルールを使用して，推論を行うことになる． 
q
q
q
q
q
原理上では，直接に距離情報を用いて，知識の選択的利用行為を表現するこ
とができるが，知識半径を導入したメリットとしては，範囲が明確であり，何
らかの最適な基準で最適な知識半径を捜索する場合，少ない計算量で最適な知
識半径が探せる．逆に距離情報は直接に利用するとすれば，距離値の範囲の設
定が非常に難しく，かつ連続範囲内では距離の最適値を捜索するには膨大な計
算量が要る．したがって，整数の知識半径が与えられた離散的ルール形式に適
すると考える．また，知識の使用法については幾つかの手法が提案されている．
例えば，文献[4]と文献[5]では，それぞれルールの活性化とルールの重みの設
定の立場から知識使用法の重要性を示している．本章では，事実とルールとの
距離情報に着目し，知識半径の概念を導入することにより，脳中で行われてい
る知識の選択的使用行為をモデル化する． 
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第2項 知識半径を導入した距離型ファジィ推論法 
フィジィ論理は人間の曖昧な言語表現に基づく論理的思考過程をモデル化
する特徴を考慮して，人間の選択的な知識利用行為を真似るために，知識使用
の運用策略に対して，いわゆる知識半径という概念を採用して，推論による問
題解決における知識使用の選択策略を着目する．知識半径が最初に文献[6]に
提案されたが，知識半径の性質がまだ明かされないし，知識半径の応用も難し
くなる．具体的に言えば，知識半径とは，ファジィ集合間の距離空間における
事実と各ルールの前件部との距離値を計算する上に，事実を中心，各ルールの
前件部を離散な点，距離値を半径の度量長さとして円が囲む離散な点の数であ
る．事実の変化とともに，事実と各ルールの前件部との距離値が変わり，選択
されたルールも変わるかもしれない．従って，知識半径を用いて，ファジィ推
論過程において推論ルールが制限的に使用される．結果的ルール表現として，
知識半径は，事実と各ルールの前件部との距離値から小さい順に指定的に選ば
れるルールの数である．ここでは，基本の距離型ファジィ推論法(DTFR)を元に
して，知識半径を導入した距離型ファジィ推論法を提案する． 
 
STEP1：事実中のファジィ変数 とルール中のファジィ変数 との距離jA ijA
( )ijjij AAd , を計算する． 
STEP2：事実とi番目ルールとの距離を計算する． 
            ( )∑
=
=
m
j
iji
iji AAdd
1
,                         (5-1) 
STEP3：事実と各ルールの前件部との距離値によりdiを単調増加の順に並べ替
えて知識半径の変化範囲を決める．そして，指定的知識半径の値 により を
相応な距離閾値 で変換する． 
q id
δ
( ) 0,: 1sgn →⋅=′ −− εεdd idδii          (5-2) 
ただし， ( )•sgn は符号関数であり，  


<−
≥=
0,1
0,1
)sgn(
x
x
x
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STEP4：∀  に対して，次のように推論結果[ 1,0∈α ] Bの ―レベル集合 を求め
る． 
α αB
( ) ( )[ ]ααα BBB sup,inf=            (5-3) 
 
( )
( )
( ) ( ){ }
( ){ }∑ ∏
∑ ∏
∑ ∏
∑ ∏
= ≠=
−−
= ≠=
−−
= ≠=
= ≠=
⋅



 ⋅
=
′



 ′
=
n
i
n
ijj
jdδ
j
n
i
n
ijj
jdδ
j
i
α
n
i
n
ijj
j
n
i
n
ijj
j
i
α
α
εd
εdB
d
dB
B
1 ,1
1sgn
1 ,1
1sgn
1 ,1
1 ,1
inf
inf
inf
 
 
( )
( )
( ) ( ){ }
( ){ }∑ ∏
∑ ∏
∑ ∏
∑ ∏
= ≠=
−−
= ≠=
−−
= ≠=
= ≠=
⋅



 ⋅
=
′



 ′
=
n
i
n
ijj
jdδ
j
n
i
n
ijj
jdδ
j
i
α
n
i
n
ijj
j
n
i
n
ijj
j
i
α
α
εd
εdB
d
dB
B
1 ,1
1sgn
1 ,1
1sgn
1 ,1
1 ,1
sup
sup
sup
 
STEP5：合成原理により推論結果Bを求める． 
αBαB U
α
=                           (5-4) 
知識半径の変化範囲について，以下に詳しく説明される．STEP3で計算され
た事実と各ルールの前件部との距離値，つまり集合 { }nddD ,,1 L= の上に，同じ
距 離 値 を 除 い て 単 調 増 加 の 順 に 並 べ 替 え た 結 果 は
{ }1,,2,1,|,, 11 −=′<′′′=′ + mjddddD jjm LL であり，同じ距離値を持った要素の数
は { }mjllL jj ,,2,1,1| L=≥= nlm
j
j =∑
=1
， ．従って，知識半径の変化範囲
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{ Ri kkkk ,,,,1 LL= }と相応な距離閾値 { }Ri δδδ ,,,,1 LLδ = については， l の場
合に， ，k ，
11 =
1−= mR i ∑+
=
=
1
1
i
p
pl 1+′= ii dδ ，i R,,1L= ．またはそうなく，l の場
合に， ， ， δ ．結果的に，同じ距離値が存在するので，知
識半径の値が連続的に存在しないかもしれない．たとえば，図5-1の示すよう
に，ルールベースに五個のルールがある．推論時に，事実と各ルールの前件部
との距離値は である．距離値の単調増加の順で並べ替えた後で，
の場合に，知識半径の変化範囲は{2 3 5}である．
の場合に，知識半径の変化範囲は{3 5}である． 
11 >
mR = =ik
21 ,,dd
4321 ddddd =<<=
4321 ddddd =<=<
∑
=
i
p
pl
1
543 ,, ddd
5
5
id ′=i
54 d3 dd21 dd =<<= 21 dd =<
q
S
S
 
     
(a)                  (b) 
図5-1 (a)  (b) 543 ddd =<  
 
上述の推論アルゴリズムの明白な説明として，図5-2には知識半径を導入し
たDTFR推論法のブローク線図を示す．知識半径 に対して，事実と前件部との
距離値が最も近いルール集合 のみを利用して高速的に推論を行う．ただし，
は知識半径により確定される推論用ルールの数である． 
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nnmnn
m
BAAR
BAAR
⇒
⇒
,,:
,,:
1
11111
L
MMLM
L
mAA ,,1 L nidi ,,1, L=
{ }nidiS i ,,1,| L=≤= δ
q 
 1 switch 
Reasoning 
iimii BAAR ⇒,,: 1 L  
Si∈  
 
B  
S S  
 
図5-2 知識半径を導入したDTFR推論法のブローク線図  
 
数値型データ学習に適合するために，シングルトン型ファジィ集合が知識表
示として採用される．シングルトン型の知識表示による推論効果がメンバーシ
ップ関数の影響に受けないので，知識利用の有効性を考察するに適合する．従
って，知識半径を導入した距離型ファジィ推論法の特例として，前件部と後件
部を実数に簡略化した簡略型推論法について述べる． 
具体的に，知識半径 を指定すれば，知識半径を導入した簡略型距離型ファ
ジィ推論法は以下の4つのステップからに構成される． 
q
STEP1：式(5-5)により事実Ajと i番目のルールにおける j番目の前件部 Aijと
の距離値dijを求める．ただし， ni ,,2,1 L= ， mj ,,2,1 L= ．  
( ) iijjijijij aaAAdd −== ,           (5-5) 
式(5-5)は2つのファジィ集合間の距離計算公式をシングルトンAijとシング
ルトンAjとの距離計算に適用する場合に，簡略した距離の計算式である．図5-3
の示すように， と とijA jA iB はシングルトン型ファジィ集合であり，パラメー
タ と と で表す． ija ja ib
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ija  
ijA  jA  
ja   
0  
1.0  
 
0 
1.0 
iB  
ib    
図5-3 シングルトンファジィ集合の例 
STEP2：式(5-6)よりi番目のルールの前件部全体と事実との距離値diを求める．
ただし，wjとρjはwj＞０，ρj≥1を満たすパラメータである 
∑
=
=
m
j
jρ
ijji dwd
1
)(           (5-6) 
STEP3：事実と各ルールの前件部との距離値によりdiを単調増加の順に並べ替
えてから，式(5-7)よりを指定的知識半径の値 の応じる距離閾値 で変換す
る． 
id q δ
( ) 0,: 1sgn →⋅=′ −− εεdd idδii          (5-7) 
ただし， ( )•sgn は符号関数であり，  

<−
≥=
0,1
0,1
)sgn(
x
x
x
STEP4：式(5-8)により出力y0を求める．ただし， b
iはシングルトンの後件部
Biのパラメータである． 
( ){ }
( ){ }∑ ∏
∑ ∏
∑ ∏
∑ ∏
=
−−
= ≠=
−−
=
= ≠=
⋅



 ⋅
=
′



 ′
=
n n
jdδ
j
n
i
n
ijj
jdδ
j
i
n n
j
n
i
n
ijj
j
i
εd
εdb
d
db
y
1sgn
1 ,1
1sgn
1 ,1
0
≠=≠= i ijji ijj 1 ,11 ,1
       (5-8) 
相対的に，元のアルゴリズムによる出力は式(5-9)に示される． 
∑ ∏
∑ ∏
= ≠= 



= n n
j
n
i
n
ijj
j
i
d
db
y 1 ,10
= ≠=i ijj1 ,1
         (5-9) 
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第3項 知識半径の性質 
知識半径を導入した距離型ファジィ推論法は，もとの距離型ファジィ推論法
に比べて，もとの特徴を持つだけではなく，知識半径を導入して推論過程に知
識の選択的利用を強めることで新しい特徴を引き出す．従って，知識半径に関
する一般性質を纏める必要がある． 
性質1：知識半径 の範囲:q nq ≤≤2 ． 
qは知識半径を， はルールの個数を表す． n
 
性質 2：知識半径 の参与で，部分ルールの推論用の重み が増大されるが，
他のルールの推論用の重み がゼロになる．従って，全部のルールの重要性が
知識半径の参与につれて変わる． 
q iw
iw
証明： 
前件部と後件部を実数に簡略化した簡略型推論を例として，元のアルゴリズ
ムによる出力は式(5-9)から式(5-10)に変化される．ただし， はルールの推
論用の重みを， は前件部の数を， はルールの数を表す． 
iw
m n
[ ]∑∑ ∑ ∏
∏
∑ ∏
∑ ∏
==
= ≠=
≠=
= ≠=
= ≠= =










=





=
n
i
i
i
n
i
n
i
n
ijj
j
n
ijj
j
i
n
i
n
ijj
j
n
i
n
ijj
j
i
wb
d
db
d
db
y
11
1 ,1
,1
1 ,1
1 ,1
0
      (5-10) 
∑ ∏
∏
= ≠=
≠== n
i
n
ijj
j
n
ijj
j
i
d
d
w
1 ,1
,1               (5-11) 
同様に，提案アルゴリズムによる出力は式(5-8)から式(5-12)に変化される． 
[ ]∑∑ ∑ ∏
∏
∑ ∏
∑ ∏
==
= ≠=
≠=
= ≠=
= ≠= ′=










′
′
=
′



 ′
=′
n
i
i
i
n
i
n
i
n
ijj
j
n
ijj
j
i
n
i
n
ijj
j
n
i
n
ijj
j
i
wb
d
db
d
db
y
11
1 ,1
,1
1 ,1
1 ,1
0
     (5-12) 
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∑ ∏
∏
= ≠=
≠=
′
′
=′ n
i
n
ijj
j
n
ijj
j
i
d
d
w
1 ,1
,1               (5-13) 
1) 事実 を推論方法に入力する際に，mAA ,,1 L { }nk ,,2,1 L∈∃ 等式
という条件を満たす場合に，知識半径により変換された
距離値は必ず になる．このルールの推論用の重
み は w な り な が ら ， ほ か の ル ー ル の 推 論 用 の 重 み は
になる．結果的に，k番目のルールは必ず知識半
径に単に選択されると， ，分離規則を満たす．従って，元のアルゴ
リズムに比べて，全部のルールの推論用の重みが変わらない． 
( ) =kjj AA 0,
:=′ ddk
1=kw
,0w i = ,,1L
∑
=
=
m
j
k dd
1
k
=′k
==′ ii w n
( ) 00 01sgn =⋅=⋅ −− εε idδ
ki ≠,
00 yy =′
2) 分離規則を満たさない，即ち， { }ni ,,2,1 L∈∀ に対して は事実とルー
ル
id
iR の前件部との距離として零にならない場合に，  
元のアルゴリズムによる推論用の重みは式(5-14)に説明される． 
{ }
( )∑∑ ∏
∏
== ≠=
≠= ==∴
>∈∀
n
j
j
i
n
i
n
ijj
j
n
ijj
j
i
i
d
d
d
d
w
dni
11 ,1
,1
1
1
0,,,2,1 LQ
       (5-14) 
相対的に，知識半径に影響される推論用の重みは式(5-15)と(5-16)に説明
される． 
( )∑∑ ∏
∏
== ≠=
≠=
′
′=
′
′
=′ n
j
j
i
n
i
n
ijj
j
n
ijj
j
i
d
d
d
d
w
11 ,1
,1
1
1       (5-15) 
{ }niδdiS i ,,1,| L=≤= を満たす ii dd =′ と { }niδdi i ,,1,| L=≤ を満たさない
が成立する．ただし， は知識半径の値 の応じる距離閾値である．従
って，知識半径に限定されるルールの重みが以下に示される． 
∞→′id δ q
( ) ( ) i
Sj
j
i
Sj
j
i
i wd
d
d
dw ≥=′
′=′ ∑∑
∈∈
1
1
1
1     (5-16) 
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またはそうなく，d のために，知識半径に限定されないルールの重みは
がなる． 
∞→′i
0→′iw
 
性質 3：知識半径 の調整は現有知識を最大程度で運用することであり，結果
的効果は少なくとも元の効果と一致すると保証する． 
q
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第4項 知識半径の確定法 
第 2，3項で知識半径を導入した距離型ファジィ推論法及び知識半径の性質
を述べたが，知識半径を導入した距離型ファジィ推論法を問題解決に適用する
際に，知識半径 の確定が新しい問題として現れる．知識半径の選び方は問題
解決のための効果評価基準に関係があり，かつ2つの意味を含む．まず，異な
る問題に対して，効果評価基準の相違のために，適合な効果を満たす知識半径
が異なるかもしれない．次に，同じ問題に対しても，効果評価基準の相違のた
めに，適合な効果を満たす知識半径も異なるかもしれない．具体的に，ある問
題に対して，全局で評価基準を達成する知識半径の値は推論過程において統一
する，つまり変わらない．逆に，局所で評価基準を達成する知識半径の値は推
論過程において動的に変わるかもしれない．手法となる知識半径の選び方を以
下に与える． 
q
全局で評価基準を達成する場合に，推論過程において知識半径が一致するの
で，タスクによる評価関数 で知識半径の有効性を考察する．あるタスクに
対して，
( )•J
( )( ) ( )tAxtAxtAx mm === 2211
k
1≥ ,2
LL は時刻 tの事実を， は時刻 tに
おいて知識半径の値 を用いた推論結果を，T は知識半径の値 を用いた推論
ステップの数を表す．ただし，t ，k
( )tBk
kk
n,L= ，nはルールの数であり，mは
前件部の数である．具体的に，知識半径の選び方は以下の4つのステップから
に構成される． 
STEP1：知識半径の範囲 に，[ ]n,,2 L 2=k を初値として ( ) ( 222 ,,1 TBB L )を計算す
る． 
STEP2：評価値として ( ) ( )( kkkk TBBJJ ,,1 L= )を計算する． 
STEP3：次の知識半径 を取ってSTEP2に戻る．またはそうなく，STEP4に進
む． 
1+k
STEP4：小さい評価値はよい効果に応じると仮定すると， ( )nq JJJ ,,,,2 LLmin を
持つ を適合な知識半径として選択する． q
局所で評価基準を達成する場合に，推論過程において知識半径が時刻あたり
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の評価により選択される．時刻あたりの評価関数 ( )•J で知識半径の有効性を考
察する． ( ) ( ) ( )tAxtAxtAx mm === LL2211
k
m
は時刻 tの事実を， は時刻 tに
おいて知識半径の値 を用いた推論結果を表す．ただし，t ，k ，n
はルールの数であり， は前件部の数である．具体的に，知識半径の選び方は
以下の5つのステップから構成される． 
( )tBk
=1≥ n,,2 L
STEP1：知識半径の範囲を に，[ ]n,,2 L 1=t の時に， ( ) 1,,12 nBB L ( )を計算する． 
STEP2：評価値としての( )( ) ( )( )tBJtBJ n,,2 L をそれぞれ計算する． 
STEP3：小さい評価値はよい効果に応じると仮定すると，時刻において，t
( )( ) ( )( ) ( )( )( )tBJtBJtBJ nq ,,,,min 2 LL を持つ を適合な知識半径として推論する． q
STEP4：必要なら，計算時間を短くするため， ( )( ){ }εtBJk k <| を満たす集合を新
しい知識半径の範囲とする．そうならなければ，STEP5に進む．ただし， は
指定の閾値である．  
ε
STEP5：時刻1+t において，STEP2に戻る． 
通常，問題解決の効果Eを評価するために，閾値 を指定する必要がある．
また，便利な分析のために，知識半径に関するいくつかの概念が定義される．
有効な知識半径とは，知識半径を導入した距離型ファジィ推論法に基づく問題
解決の効果(
δ
δE ≤ )を達成した知識半径である．もし有効な知識半径が存在すれ
ば，有効な知識半径の個数≧1．更に，最適な知識半径とは，問題解決の最適
効果を達成した( δminimize E ≤ )かつ最も小さい値を持つ有効な知識半径であ
る．もし最適な知識半径が存在すれば，最適な知識半径の個数は1である．一
方，もし であれば，最適な知識半径が存在しないが，
かつ最も小さい値を持つ知識半径はトレードオフ知識半径であ
ると思われる．トレードオフ知識半径の個数は1である． 
δE >minimize
δ>Eminimize
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第3節 知識半径を用いた障害物回避行動の模倣 
人間の選択的な知識利用行為を真似るために，いわゆる知識半径という概念
を採用して，知識半径を導入した距離型ファジィ推論法を提案した．しかし，
本推論方法で再現した時に得られる効果が如何なるものであるかは未知のも
のである．従って，推論方法の有効性を検討するため，エージェントに知識を
付加する行動再現システムにおいて，行動後の結果として残されたデータから
障害物回避行動を再現することに着手する． 
同時に，1 つの実現目標が仮定される：任意の操作者が操作道具で操作した
ら，行動後の結果としてデータを元にして知識表示が生成する．そして，それ
らの知識と知識半径を導入した距離型ファジィ推論法に基づいて，操作者の経
路に似る経路が生成される，つまり操作者の障害物回避戦略が有効に模倣され
る． 
仮定目標を実現するために，従来の方法のように，メンバーシップ関数の調
整やルールの増加削除により模倣効果を改善することができる．その最も代表
的な手法は様々な知識獲得方法[7-10]と相関の最適化調整方法など[11,12]であ
る．ここでは，獲得された知識の正確性を信じる上に，知識の利用に重視する
知識半径を導入した距離型ファジィ推論法を採用して障害物回避行動模倣を
行う．具体的模倣手法として，以下の4つのステップからに構成される． 
STEP1：操作者は運転シミュレータの特定的タスク環境において，障害物を回
避しながら，できるだけゴールに到着する． 
STEP2：タスクが終わったら，ファジィ推論学習則に対し，第 4章の学習アル
ゴリズムを用いて行動後の結果として残されたデータから推論用のファジィ
ルールを操作者の障害物回避戦略として獲得する． 
STEP3：エージェントに知識を付加する行動再現システムにおいて，STEP2で獲
得されたルールをエージェントの知識，知識半径を導入した距離型ファジィ推
論法をエージェントの推論モデルとして，STEP1と同じタスク環境において，
エージェントを行動させる． 
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STEP4：行動後の結果として残されたエージェントのデータをもとにして，効
果評価基準により，最適な知識半径や有効な知識半径を確定してその知識半径
に基づく推論効果を障害物回避行動の模倣効果とする． 
上述の模倣手法を適用する過程に，問題解決のための効果評価基準と知識半
径の確定は以下に詳しく紹介する． 
第1項 経路面積誤差の定式化 
知識半径を導入した距離型ファジィ推論法を用いて，エージェントの走行経
路が生成される．推論による模倣効果を評価するために，もし推論によるエー
ジェントの走行経路と人によるエージェントの走行経路との囲む面積誤差を
利用すれば，経路間の相似程度を定式化することができる．式(5-17)は経路間
に経路面積誤差を示す． 
∫= dkksS )(                         (5-17) 
制約条件
( ) ( )
( ) ( ) 0
00
≥−
=
OLRLY
RY
 
ただし， 
( )kR ：人によるエージェントの走行経路曲線 
( )kY ：推論によるエージェントの走行経路曲線 
k：軌道位置 
S： とY という2つの曲線の囲む面積誤差 ( )kR ( )k
( )ks ：位置 kにおいて， ( )kR と ( )kY という2つの曲線の囲む標本面積 
OL： の軌道長さ ( )kR
L：Y の軌道長さ ( )k
もし人によるエージェントの走行経路 ( )kR
S
と推論によるエージェントの走
行経路Y という2つの曲線の囲む面積誤差 がゼロであれば，模倣効果が最
適である． が小さければ小さいほど，模倣効果が良いと思われる． 
( )k
S
面積 Sの積分計算については，有限用素法の汎用性を結び付けて， を多数S
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の三角形要素に分割して面積 を計算する．このように，余計な面積が計算さ
れないし，経路間の軌道の長さ差異が制限されない．具体的に，三角形要素の
分割については，2つの経路から，それぞれ 1つの点を取り，最小距離方法に
より三番目の点を 2つの経路における隣接点から選択して標本三角形を作る．
結果的に， が三角形分割に形成され，式(5-18)のように表される． 
S
∫=
S
( )ke
ke
∑
=
=
N
t
ksdkksS
1
∆ )()(           (5-18) 
ただし， 
( )ks∆ :分割された三角形の面積． 
N:分割三角形の個数． 
その中に，図5-4の斜線部で表される1個の標本 ( )ks∆ は次式のように表され
る． 
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )







−=+×
−+>−+
−=+×
=
otherwise
kYkRkekY
kYkRkRkY
kRkYkekR
ks
,,1∆
2
1
11
,,1∆
2
1
∆       (5-19) 
∆:一階の後退差分演算子 
⋅ ：ベクトル ⋅のユークリッドノルム 
×：外積 
 
 
( )kR  ( )1+kR( )kR∆
( )ke
( )kY
  ( )kY∆
 
( )1+kY
図5-4 最小距離による三角形の選択 
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同時に，経路境界の処理，つまり軌道の長さ差異については，人によるエー
ジェントの走行経路と推論によるエージェントの走行経路の相対関係を考慮
すべきである．人によるエージェントの走行経路を元にして，推論によるエー
ジェントの走行経路は 3つの種類の相対関係を持つ:人によるエージェントの
走行経路に近い，人によるエージェントの走行経路より短すぎる，人によるエ
ージェントの走行経路より長すぎる．経路情報を損失しないように，以下の 2
つの原則を守れば，経路面積誤差を利用して模倣程度をうまく評価することが
可能となる． 
1) 
2) 
経路末端のつながりで閉領域の面積を計算する． 
人によるエージェントの走行経路に比べて，より長い推論によるエージ
ェントの走行経路は良い模倣程度に対して優位に占める． 
結果的に，推論によるエージェントの走行経路の長さを の計算に付けると，
が式(5-20)に代わる． 
S
S
LηksS
N
t
∑
=
=
1
∆ )(                       (5-20) 
ただし， 
η :指定された係数，１とする． 
L：推論によるエージェントの走行経路の長さ 
N： により分割された三角形の個数 L
式(5-20)を用いた経路面積誤差の計算については，一方 図5-5(a)のように
同じ末端を持つ経路面積誤差の比較を解決できる．他方，図5-5(b,c,d)のよう
に元の開領域であれば，経路末端のつながりで閉領域を形成する．経路が長く
なるとともに，積分面積が増えることがわかる．式(5-20)により，図5-5(b)
のように開領域且つ接近の長さを持つ経路にかかわらず，図5-5(c,d)のような
開領域且つ不釣合いの長さを持つ経路に対しては経路面積誤差も合理的に計
算される． 
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a b c d 
R(k) 
Y(k) 
 
図5-5 閉鎖的な経路(a),人によるエージェントの走行経路と比べて,近似な長
さを持つ非閉鎖的な経路(b)や短い(c)や長い(d),矢印付き点線は人によるエ
ージェントの走行経路を,矢印なし点線は推論によるエージェントの走行経路
を,直線は閉鎖のためのつながりを表す.) 
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第2項 知識半径の確定 
現有ルールにおいて知識半径の値を調整することにより，人によるエージェ
ントの走行経路と推論によるエージェントの走行経路の最適模倣効果，すなわ
ち，2つの経路の囲む最小面積誤差を求めるという知識半径の最適化問題に対
しては Lagrangeの未定乗数法で非線形固有値問題に定式化できるが，非唯一
の局所的最適値が存在するという問題を解決し，及び Lagrange乗数を避ける
ために，我々は知識半径の値 という制約条件を式第 2章のエージェントの運
動方程式に導入したら，推論によるエージェントの走行経路Y は次式のよう
に知識半径を考慮して軌道位置を計算する． 
q
( )k
( )qFYD =+ &&&Ym            (5-21) 
ただし， 
( )qF :知識半径の値qを考慮した距離型ファジィ推論によるエージェントが
受ける合力 
他の符号:第2章と同じ意味 
第2節の知識半径の確定法を参考して，行動模倣のための効果評価基準を結
びつけると，有効な知識半径を探索する連続的な繰り返し計算方案を設計する． 
具体的に，この方案は次の4つのステップから構成される． 
STEP1: 知識半径の値を1つ取り，人によるエージェントの走行経路と同じ初
期条件を設定する． 
STEP2: 知識半径を用いた推論過程を完成したら，結果的経路と人によるエー
ジェントの走行経路との経路面積誤差を計算する． 
STEP3: 次の知識半径の値を取ってSTEP1に戻る．またはそうなく，STEP4に進
む． 
STEP4: 最小経路面積誤差を持つ知識半径の値を選択する． q
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第3項 シミュレーションによる検討 
1) 学習過程 
 
O(0,0) Operation O1
O2 
O3 
O4
図5-6 操作者によるエージェントの走行経路 
図5-6のような実験場面において，左上角の座標は(0,0)であり，右向きと下
向きは正方向であると仮定される．まず，操作者がエージェントを制御し，障
害物を回避しながら，ゴールへの到着に成功した．そして，ファジィ推論ルー
ルに対し，第4章の学習アルゴリズムを採用して行動データからルールを獲得
した．具体的に，学習前のパラメータ設定と学習後の結果は表5-1に示される． 
表5-1 学習過程のパラメータ 
環境 4個の静的障害物 
O1(550,100) O2(400,200) 
 O3(700,400) O4(600,700) 
データの数 371 
学習誤差 回転角度15度 推進力3N 
学習時間 6.9秒 
ルールの数 回転角度102 推進力15 
結果的ルール形式は以下に示される．ただし，符号は2.2項と同じ意味を
持つ． 
[ ] [ ] [ ] directionforcethenvgdgvryvrxvcdcvodovryvrxvcdcvodoif on /,,,,,,,,,,, 1L  
(5-22) 
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2) 有効な知識半径の確定 
 
図5-7 目的関数 
表5-2 有効な知識半径(探索時間:98秒) 
番号 有効な知識半径q 
(判定閾値＝120)ε
面積誤差 結果 
1 2(最適) 16.4 成功 
2 84 102.7 失敗 
3 91 117.8 失敗 
他の成功場合(≧ε) 
4 22 337.2 成功 
5 23 349.5 成功 
安定の推進力変化を守る上に，回転角度ルールに対して知識半径の調整を行
った．第2項の繰り返し計算方案により計算した経路面積誤差は問題の目的関
数として図5-7に示される．その目的関数は1つだけではない波の谷を持つ非
凸曲線であると分かる．更に，判定閾値を考慮したら，表5-2のような3つの
有効な知識半径と，最小面積誤差を満たすかつ成功経路を生成する最適な知識
半径2を得た．最適な知識半径を導入した距離型ファジィ推論法に基づく効果
は図5-8の示すようなエージェントの走行経路が生成された．その走行経路は
操作者によるエージェントの走行経路を有効に模倣し，かつ知識半径を用いな
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かった場合より良い経路を生成したことがわかる．最適な知識半径を通して，
現有知識を最大程度で運用することを示す． 
 
Operation 
Reasoning (q=2)
Reasoning (without q )
図5-8 人によるエージェントの走行経路と推論によるエージェントの走行経
路 
 
繰り返し計算方案により経路面積誤差を計算したと同時に知識半径の値の
応じる推論過程における推論用の距離値を全般に記録した．ただし，回転角度
ルールに対して知識半径の調整を行ったので，知識半径の値の変化範囲は 2～
102である．距離型ファジィ推論法については，距離値 は事実とルールの前
件部との相違を定量に表す，つまり
id
id1 は事実と前件部との相関性を描く．知
識半径を導入した距離型ファジィ推論法でも，知識半径を推論法に付けると，
知識半径における事実と前件部との距離値 id ′は，やっぱり事実と選択したルー
ルの前件部との相違を定量に表す．そこで，知識半径における事実と前件部と
の距離値を利用して，知識半径と知識相関性の関係を解析することが可能とな
る． 
知識半径における事実とルールの前件部との上限距離 ( )ini d ′∈max が使用知識と
の不相関程度として定義される．更に，推論過程の時刻 tにおける上限距離を
で，推論過程における使用知識との平均の不相関程度を( )( tdini ′∈max )
( )( ) ′∈ tdinimax= averaged t で，それぞれ推論過程における使用知識との最大不相関
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程度と最小不相関程度を d と d で表す．
ただし， ，
( )(  ′= ∈ tdinit maxmaxmax ) ( )( ) ′= ∈ tdinit maxminmin
Tt ,,1L= Tは推論過程の時間である． 
maxd mind d
max mind
d q
目的
関数
図5-9には前述例題における知識半径と推論用の距離値との関係を示す．知
識半径の値qの変化につれて， と と はほとんど同じ変化の傾向があ
るが， と よりd dのほうが知識半径の値の増大につれて明白に増えるこ
とがわかる．知識半径の値 とq dの変化により， は知識半径 にほとんど線
形関係がある． 
 
図5-9 知識半径と推論用の距離値との関係 
 
n
 
 
d
 
0   2 q
 
図5-10 目的関数(点線は近似な知識半径範囲における平均最大距離の変化を
表す) 
一方，図 5-9に示すように知識半径 とq dの線形関係が成り立つが，有効な
知識半径はdに直接に関係がない．また，表5-2の有効な知識半径の探索結果
から，幾つかの有効な解が存在したことがわかる．従って，性能評価として，
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問題解決における目的関数は に非凸関数の関係がある可能である．具体的に，
図 5-10のように，知識半径の最適化に関する非線形計画問題に帰着されるこ
とができる． 
q
最小化(あるいは最大化) ( )qf  
制約条件
( )
( )
nq
mjqh
kiqg
j
i
≤≤
==
=≤
2
,,2,1,0
,,2,1,0
L
L
         (5-23) 
ただし， は目的関数であり，( )qf ( )qgi と ( )qhj はそれぞれ不等式制約と等式制
約である． 
3) 模倣有効性の説明 
 
図5-11 操作者と推論法による回転角度 
 
図5-12 操作者と推論法による推進力 
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最適な知識半径を導入した距離型ファジィ推論法に基づいて，良い模倣効果
を保証するが，経路の相似程度にかかわらず，局所的行動戦略としては，図5-11
と 5-12には模倣過程において異なる場合変化につれて制御用の推進力と回転
角度の変化を示す．それから，最適な知識半径を導入した距離型ファジィ推論
法に基づく効果は，安定推進力を保ちながら，相似の回転方向を追従したこと
がわかる．従って，最適な知識半径を利用して障害物回避行動戦略を有効に模
倣すると確認した． 
また，知識半径の適用は知識半径以外のルールが別の時刻に使用されたこと
を制限しないので，図 5-13には全てのルールがほとんど一定の使用頻度で使
用されたことを示す．それから，全部のルールは行動模倣に有用であるが，局
所で最も有用なルールのみを注目して有効な模倣効果を達成することができ
る．有効な知識半径が推論過程において正確な知識利用を保証することを意味
する． 
 
図5-13 全てのルールの使用頻度 
4) 知識のロバスト特徴 
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Original reasoning
path  (q=2)
O3
New reasoning path
図5-14 推論によるエージェントの最初の走行経路と新しい走行経路 
模倣とはコピーと等しくないが，ファジィルールを用いて操作者の行動知識
を表示する際に，知識はあいまいさとロバストという特徴を持つ．環境パラメ
ータは少し変化しても，現有知識の許可範囲において，現有知識と知識半径に
基づいて，やっぱり有効な模倣も実現できる．図 5-14と 5-15の示すように，
障害物O3は(700，400)から(650，400)に変わり，障害物O4は(600，700)から
(600，650)に変わったと，推論によるエージェントの走行経路も同じ傾向を持
って少し変化したことがわかる．従って，ファジィルールの抽象的知識表示は
拡張性を持つ特徴が分かる． 
 
Original reasoning
path(q =2) 
New reasoning path (q =2)
O4
図5-15 推論によるエージェントの最初の走行経路と新しい走行経路 
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第4節 動的な知識半径の導入による障害物回避行動の模倣 
模倣システムの構築に対しては，本章は推論方法の角度から展開されたもの
である．知識半径の概念を導入することにより，知識の選択的利用を推論方法
に融合するファジィ推論法を提案・検討した．しかし，知識半径を導入すると
同時に知識半径を如何確定するかという新しい問題を引き出す．障害物回避行
動の模倣を実現するために，第3節での連続的な繰り返し計算方案を通して有
効な知識半径を確定するという方法は，知識半径の性質を定性に了解しやすい
が，全局的評価基準を採用するのではなく，つまりより少ない評価情報のみを
利用する場合に，苦手な面が明白に現れる．そこで，より汎用的・効率的知識
半径の確定法が期待されている．従って，知識半径を考慮した距離型ファジィ
推論法を採用し，障害物回避行動を再現するに着目し，より汎用的・適応的知
識半径の確定法を開発することを目指す．つまり，知識の利用を強調し続けな
がら，もっと柔軟性をもつように知識を利用することを目的とする．具体的に，
障害物回避行動を模倣するに着目し，知識半径の概念を導入する距離型ファジ
ィ推論法を行動モデルとして，まず，予見制御理論を参考することで，局所で
評価を達成する模倣効果の評価基準として予見ステップを有する経路面積誤
差を定式化する．そして，予見ステップを有する経路面積誤差を利用して，よ
り汎用的・適応的知識半径の確定方法を提案する．結果的に，単純な評価基準
を採用する知識半径の確定方法を通じて，知識半径が広く適用される可能性が
大きくなる． 
第1項 動的な知識半径の導入 
推論過程において同一な知識半径を利用したため，局所ごとに異なる知識半
径の利用を必要とされる問題に対処しきれないことが有り得る．もし知識半径
をダイナミックに変化させることができれば，人間のように状況に応じて知識
を臨機応変に利用でき，行動模倣をより適切に実現することが可能である．前
節の連続的な繰り返し計算方案により確定した知識半径比べて，使用される知
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識半径の値は，推論過程において一致しないかもしれない．更に，知識半径の
定義を静的な知識半径と動的な知識半径を分かれるわけである．ただし，静的
な知識半径とは，推論過程中に一致する知識半径であると定義される．動的な
知識半径とは，推論過程中に適応に変わる知識半径であると定義される．従っ
て，本節では，動的な知識半径という概念を行動知能モデルに導入し，知識半
径を活用することで，障害物回避行動の模倣を実現するに着目している． 
具体的模倣手法として，以下の4つのステップからに構成される． 
STEP1：操作者は運転シミュレータの特定的タスク環境において，障害物を回
避しながら，できるだけゴールに到着する． 
STEP2：タスクが終わったら，ファジィ推論学習則に対し，第 4章の学習アル
ゴリズムを用いて行動後の結果として残されたデータから推論用のファジィ
ルールを操作者の障害物回避戦略として獲得する． 
STEP3：エージェントに知識を付加する行動再現システムにおいて，STEP2で獲
得されたルールをエージェントの知識，知識半径を導入した距離型ファジィ推
論法をエージェントの行動モデルとして，局所的評価基準により確定する最適
な知識半径や有効な知識半径を用いて，STEP1と同じタスク環境において，エ
ージェントを行動させる． 
上述の模倣手法を適用する過程に，問題解決のための局所的評価基準と知識
半径の確定は以下に詳しく紹介する． 
第2項 予見機能を導入した評価基準 
局所で効果評価を達成するために，局所で可能な情報しか利用しない．しか
し，目標経路として操作者によるエージェントのデータと，エージェント行動
モデルと，知識半径の変化範囲という既知条件の上に，もしエージェント行動
の過程において，過去情報のみにかかわらず，現在情報と未来情報も結び付け
て知識半径の確定に向ける効果評価基準を引き出せば，知識半径をダイナミッ
クに確定することが可能となると考えられる．つまり，未来にエージェントの
行動にどのような要求がなされるのかを知っていることを利用して，エージェ
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ントに対する現在の知識半径の確定を決定する． 
制御系設計の中に未来情報を利用することは非常に有益なので,予見＆予測
機能を取り入れ，理論的な考察を行ったものとしていろいろな研究がある
[13,14]．予見とはこれまでの話でわかるように，目標値や外乱信号の未来状
況がはっきり分かる場合を意味する．予測とは制御対象の出力などの未来値が
はっきりとはわからない場合で，何らかの方法によって未来の状況を予想する
ことを意味する．ここでは，目標経路と明確な行動知能モデルのわかる上に，
もともと予見制御理論が局所的評価基準の確定および知識半径の確定に役に
立つだろうと思われる．予見制御理論とは過去及び現在における目標値だけで
なく，予見ステップを通じて未来における目標値をもみながら，全制御期間に
渡ってある評価関数を最小にするという立場による最適制御理論である．予見
機能を表現するものとして予見ステップは，制御系の基本的なロバスト性を確
保するのではなく，目標値の未来値を利用することにより追従性能を大幅に改
善する．また，予見ステップに関する極限の性質については，未来目標値は 1
ステップ未来までで十分である，かつある程度以上遠くの未来の情報はほとん
ど効果のないと指摘された． 
前節での全局的評価基準による有効な知識半径の確定に比べて，予見ステッ
プを有する経路面積誤差を局所的評価基準として，現在時刻における有効な知
識半径の値を決め，そしてエージェント行動モデルに基づいてエージェントの
制御量及び軌道位置を計算する． 
具体的に，図 5-16の示すように，推論によるエージェントの走行経路と人
によるエージェントの走行経路との予見ステップにおいて囲む面積誤差を利
用して，予見ステップを有する経路面積誤差は式(5-24)に定式化される． 
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pN
 
 
 
( )kR  
qS  
( )kY
 
図5-16 予見ステップを有する経路面積誤差 
∫ += pNkk qq dttsS )(                     (5-24) 
ただし， 
 ：知識半径の値 q
pN :予見ステップ 
k：軌道位置 
( )tsq :軌道位置tにおけるY と( )k ( )kR という2つの曲線が囲む標本面積 
( )kY :推論によるエージェントの走行経路 
( )kR :人によるエージェントの走行経路 
もし人によるエージェントの走行経路 ( )kR と推論によるエージェントの走
行経路Y という2つの曲線が予見ステップにおいて囲む面積誤差がゼロであ
れば，模倣効果が最適である．その面積が小さければ小さいほど，模倣効果程
度が良いと思われる． 
( )k
予見ステップが計算時間に影響を与えるので，より小さい予見ステップを用
いて最適な知識半径や有効な知識半径の確定を加速することができる．そこで，
知識半径をダイナミックに確定すると同時に，予見ステップの値を確定してみ
る． 
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第3項 知識半径の確定 
第2節に提供された知識半径の確定への通用な枠組を基にして，予見ステッ
プを有する経路面積誤差を局所的評価基準とすると，知識半径の値が適合な知
識運用のために適応に変わることが可能となる． 
具体的知識半径の確定方法は，次の5つのステップから構成される． 
STEP1: 人によるエージェントの走行経路から比較起点を選択する． 
STEP2:知識半径の範囲における全ての値をエージェント行動モデルに導入す
ると，STEP1で選択した比較起点から，人によるエージェントの走行経
路と推論によるエージェントの走行経路の間に予見ステップを有する
経路面積誤差を計算する． 
STEP3: 最小の予見ステップを有する経路面積誤差を持つ知識半径の値を導
入した距離型ファジィ推論法に基づいてエージェントの制御量及び軌
道位置を計算する． 
q
STEP4:閾値を指定して，知識半径の範囲を減らす． 
STEP5:次時刻においてSTEP1に戻る． 
知識半径の同定法について，以下に詳しく説明される． 
1) STEP1で，人によるエージェントの走行経路と推論によるエージェントの
走行経路との長さ相違にかかわらず，エージェントが軌道位置 に位置す
れば，(5-25)式により人によるエージェントの走行経路からエージェント
の現在位置と一番近い点を比較起点として選択する． 
k
( ){ }OLiYRdistanceipointStart ki ,,1,),(min| L==   (5-25) 
ただし， 
 ：人によるエージェントの走行経路 ( )kR
( )kY ：推論によるエージェントの走行経路 
OL:人によるエージェントの走行経路における軌道長さ 
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2) STEP2で，ある知識半径の値をエージェント行動モデルに導入してエージ
ェントの軌道位置を予見する際に，現在時刻におけるエージェントの位置
と速度( yx, ) ( )yx VV , を予見の初期条件とする． 
3) STEP4で，知識半径の初期範囲は [ ]n,,2 L である．ただし， はルールの数
である．計算を減少するために，知識半径の値を確定したら，効果評価を
達成する指定閾値で無効な知識半径の値を抜け，次回の知識半径の確定に
知識半径の範囲を減らす． 
n
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第4項 シミュレーションによる検討 
1) 学習過程 
 
O(0,0) O1
O2 
Operation 
O3 
図5-17 操作者によるエージェントの走行経路 
図 5-17のような実験場面において，左上角の座標は(0,0)であり，右向きと
下向きは正方向であると仮定される．まず，操作者がエージェントを制御し，
障害物を回避しながら，ゴールの到着に成功した．そして，ファジィ推論学習
則に対し，第4章の学習アルゴリズムを採用して行動データからルールを獲得
した．具体的に，学習前のパラメータ設定と学習後の結果は表5-3に示される． 
表5-3 学習過程のパラメータ 
環境 4個の静的障害物 
O1(600,100) O2(300,200) O3(500,500)  
データの数 333 
学習誤差 回転角度15度 推進力3N 
学習時間 5.4秒 
ルールの数 回転角度101 推進力17 
2) 静的知識半径と動的知識半径による結果 
安定の推進力変化を守る上に，回転角度ルールに対して知識半径の調整を行
った．前節の繰り返し計算方案により計算した経路面積誤差は問題の目的関数
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として図5-18に示される．最小経路面積誤差を満たす最適な知識半径19を決
めた．最適な知識半径を導入した距離型ファジィ推論法に基づく効果は図5-19
の示すようなエージェントの走行経路が生成された．その走行経路は操作者に
よるエージェントの走行経路を有効に模倣したことがわかる．また，局所的行
動戦略としては，図5-20と5-21には模倣過程において異なる場合変化につれ
て制御用の推進力と回転角度の変化を示す．それから，安定推進力を保ちなが
ら，相似の回転方向を追従したことがわかる．従って，静的な知識半径を利用
して障害物回避戦略を有効に模倣すると確認した． 
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図5-18 静的知識半径による評価関数の変化（最適な知識半径q＝19） 
 
Control 
Reasoning (Static q=19)
図5-19 人によるエージェントの走行経路と推論によるエージェントの走行経
路(静的な知識半径) 
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図5-20 操作者と推論法による回転角度 
 
図5-21 操作者と推論法による推進力 
表5-4実験結果 
知識半径
の種類 
予見ステップ
の種類 
知識半径の値 評価値 
Step=2 最終q=3 平均q=10.79 2.23 
Step=5 最終 q=3 平均q=11.57 1.79 動的 
Step=10 最終q=2 平均q=9.88 99.59 
静的 Step=0 q=19 13.49 
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また，予見ステップを有する経路面積誤差を局所的評価基準として，知識半
径の確定方法に基づいて，異なる予見ステップに応じる動的な知識半径は表
5-4と図5-22，5-23，5-24に示される．予見ステップが異なったが，動的な知
識半径を利用して障害物回避行動を有効に模倣することができる．これから，
局所で最適的な効果を達成するために，全部の知識を使う必要もないと確認し
た． 
 
図5-22 人によるエージェントの走行経路と推論によるエージェントの走行経
路 (予見ステップ2を持つ動的な知識半径) 
  
操作 
推論(動q =2)
操作 
推論(動q=5) 
図5-23 人によるエージェントの走行経路と推論によるエージェントの走行経
路 (予見ステップ5を持つ動的な知識半径) 
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推論(動q =10)
操作 
図5-24 人によるエージェントの走行経路と推論によるエージェントの走行経
路 (予見ステップ10を持つ動的な知識半径) 
さらに，表5-4により，動的な知識半径を用いて行動戦略を実現した過程に
おいて，予見機能を導入した評価基準による知識半径の確定方法で確定した知
識半径の平均値は 10ぐらいであり，その平均値は静的な知識半径に近づくこ
とがわかる．もし適合な誤差閾値を選べて変化過程の終わりを判断できれば，
動的な知識半径の平均値により静的な知識半径を計算し，そして静的な知識半
径により障害物回避行動の模倣を速く実現することが可能となる．静的な知識
半径の値を決めにくい場合に，動的な知識半径の平均値が指導的役割を果たす
と少なくともいえる． 
3) 予見ステップの検討 
図 5-25，5-26，5-27の示すように，異なる予見ステップを用いても，知識
半径の同定過程において知識半径の振動状態を経過して最終的に急降安定に
なったことがわかる．しかし，知識半径の変化について，予見ステップ2の場
合には急変な振動の個数は6であり，予見ステップ5の場合には急変な振動の
個数は 5であり，予見ステップ 10の場合には急変な振動の個数は 2である．
それから，予見ステップの増大につれて，知識半径の同定過程において知識半
径の急変な振動の個数が減少する傾向を示す． 
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図5-25 動的知識半径の変化(予見ステップ2,振動数6) 
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図5-26 動的知識半径の変化(予見ステップ5,振動数5) 
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図5-27 動的知識半径の変化(予見ステップ10,振動数2)  
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一方，図 5-28には異なる予見ステップを用いた知識半径の同定過程におけ
る評価関数の値の変化を示す．予見ステップの増大につれて，評価関数の値が
増えた傾向を示す． 
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図5-28 異なる予見ステップによる評価関数の変化  
知識半径の同定過程において，少ない急変な振動が安定の制御状態を保証し，
小さい評価関数値が経路模倣の有効性を保証するので，急変な振動数と評価関
数値を総合的に考慮するうえに，適合な予見ステップを決めて障害物回避行動
の模倣を実現することができる． 
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図5-29 異なる予見ステップによる単位評価誤差の変化 
更に，予見ステップの長さを考慮する単位面積誤差を評価関数値とすれば, 
異なる予見ステップによる単位面積誤差の変化は，全体的な評価基準として図
5-29のように変化する．予見ステップの増大につれて，評価関数値が減ること
がわかる．しかしながら，評価関数値の減少がますます明らかに変化しない．
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予見ステップのある値までは評価関数値は減少するが，それ以上では変化のな
いことが示されている．予見ステップの大きさを選択すると，評価関数値が速
く収束するということを意味する． 
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第5節 まとめ 
第4章の知識の表現法・獲得法の角度から展開された模倣システムの構築に比
べて，本章では，知識の使用と推論法の角度から模倣システムの構築を行った．
何らかの学習法により得られたif-then型宣言的知識が正確なものとして，脳
内に行われる知識使用の選択策略を表現する一手法を与え，知識を選択的に利
用する推論法の構築について検討した．具体的に，基本の距離型ファジィ推論
法を元にして，事実に最も関連性のある知識の範囲を意味する知識半径の概念
を導入することにより，知識の選択的使用行為を表現した．まず，知識の選択
的利用を推論方法に融合する具体的な手法として知識半径を考慮した距離型
ファジィ推論アルゴリズムを提案した．次に，知識半径に関する基本性質を明
らかにしたばかりではなく，知識半径の確定への通用な枠組を提供した．さら
に，提案推論法を検証するために，障害物回避行動の模倣を具体的な問題とし
て取り上げ，具体的な問題解決を知識半径に関する最適化設計に定式化し，知
識半径の有効性を検討した．知識半径という概念を静的な知識半径と動的な知
識半径に拡張し，動的な知識半径を導入してもっと柔軟性をもつように知識を
利用するに検討した．最後に，障害物回避問題のシミュレータを用いて実験を
行うことにより，提案手法の有効性を示す．全部の知識を使う必要もないと結
論した． 
一括に，知識形式化を重視すると同時にファジィ推論における知識の利用を
重視する上に，推論による問題をもっとうまく解決するかもしれないと思われ
る．今後，知識半径に関する研究の改善策として，いろいろな点の検討が以下
に挙げられる．大域的な最適知識半径に収束するという保証を持つ最適化手法
が望まれる．更に，経路面積誤差の代わりに新しい評価基準を使って知識半径
の値を確定しやすいかもしれない．又，計測方法により，知識半径に関する性
質を更に確定する予定である． 
 ―133―
第 5章 模倣に向ける知識の使用と推論法 
参考文献 
1. 王碩玉,土谷武士,水本雅晴： 距離型ファジイ推論法,ファジイ学会
誌,Vol.1,No.1, pp.61-78,1999. 
2. 坂和正敏：ファジィ理論の基礎と応用,森北出版株式会社,1992. 
3. 田中英夫(監訳),松岡浩(訳)：ファジィ数理と応用,オーム社,1992. 
4. 山本康高,川中普晴,吉川大弘,篠本剛,鶴岡伸治：GAを用いた知識自動獲得
問題におけるルール不活性化の効果について, 日本ファジィ学会誌, 
Vol.13,No.5, pp.496-505,2001. 
5. 山本隆,石渕久生：ファジィ識別システムにおけるファジィルールの重みの
設定方法, 日本知能情報ファジィ学会誌, Vol. 16,No.5, pp. 
441-451,2004. 
6. 王碩玉,水本雅晴,土谷武士：距離型ファジィ推論法Part17-ヒューマン推論
エンジンの開発,第19回ファジィシステムシンポジウム講演論文集,9月
8-10,大阪,pp.433-436,2003. 
7. Hartmut Surmann and Michail Maniadakis: Learning Feed-Forward and Recurrent 
Fuzzy System: a Genetic Approach, Journal of System Architecture, Vol.47, 
pp.649-662, 2001. 
8. 古橋武,中岡謙,前田宏,内川嘉樹：局所改善型遺伝的アルゴリズムの提案と
フ ァ ジ ィ ル ー ル の 発 見 , 日本 フ ァ ジ ィ 学 会 誌 , Vol.7,No.5, 
pp.978-987,1995. 
9. 石渕久生,新居学：学習後のニューラルネットワークからのファジィ識別ル
ールの獲得, 日本ファジィ学会誌, Vol. 9,No.4, pp. 512-524,1997. 
10. M. C. Nechyba and Y. Xu: Human Control Strategy: Abstraction, Verification and 
Replication, IEEE Control Systems Magazine, Vol.17, No.5, pp.48-61,1997. 
11.橋完太,古橋武,内川嘉樹：メンバーシップ関数の生成．削除機能を有する
ファジィモデリング手法の一提案, 日本ファジィ学会誌, Vol.11,No.6, 
 ―134―
第 5章 模倣に向ける知識の使用と推論法 
 ―135―
pp.1078-1088,1999. 
12.井上博行,宮阪憲治,塚本充：GA による超円錐形メンバーシップ関数を用い
たファジィ識別ルールの獲得手法,第19 回ファジィシステムシンポジウム
講演論文集,9月8-10,大阪,pp.445-448,2003. 
13.土谷武士,江上正： ディジタル予見制御,産業図書株式会社,1992. 
14. 高橋安人： ニューラルネットワークによる非線形系及び非定常系の最適予
測適応制御,科学技術社,1992． 
 
第 6章 実験による模倣システムの検証 
第6章 
実験による模倣システムの検証 
第１節 はじめに 
開発した運転シミュレータを利用して，第2章では，異なる環境における人
間の障害物回避戦略の計測により，運転環境における人間の行動知能は移動ロ
ボットの自律行動を多様化に実現するに役に立つと確認した．第 3章から第 5
章までは，知識の表現法・獲得法と知識の使用・推論法の構築という2つ角度
から障害物回避戦略の模倣システムの構築を展開した．提案の諸手法及びシミ
ュレータの有用性について実証するために，実験による模倣システムの検討が
必要であると思われる． 
本章では，実験による模倣システムの有効性を考察するために，知能ロボッ
トの遠隔操作システムを構築した．全方向行動機能を持つ知能ロボットの遠隔
操作システムを開発した．全方向移動ロボットを用いる理由としては，人間の
ように素早く障害物を回避することが出来るからである．実験の流れとしては，
まず試験者が無線LANを介して，全方向移動ロボットを，障害物回避をしなが
らゴールまで運転する．人間の障害物回避行動をした結果として，どのような
場面・環境に応じて，どのように操作されたのかがデータとして残されている．
第4章の学習法を用いて，これらのデータから人間の回避戦略を知識として抽
出する．得られた知識を利用して，第5章で述べた知識の使用法と推論法に基
づいて，全方向移動ロボットの自律走行を実現する．実証実験を通じて，考案
した概念，提案した諸手法，開発したシミュレータが，移動ロボットの自律走
行に適用できることが分かった． 
 ―136―
第 6章 実験による模倣システムの検証 
第2節 知能ロボットの遠隔操作システム 
運転シミュレータにおけるエージェントの代わりに，実際の移動ロボットに
知識を付加するような行動再現システムを構築することで，模倣システムによ
る障害物回避行動の模倣効果について考察した．第5章と同じ実現目標が仮定
される：図6-1の示すような実験場面において，操作者が移動ロボットの作業
環境の状況を把握し，動作の判断を行う．行動後の結果としてデータを元にし
て知識表示を生成する．そして，それらの知識とファジィ推論法に基づく移動
ロボットが操作者の障害物回避戦略を模倣することで移動する． 
 
 
図6-1 実験場面 
そのために，本節では，知能ロボット前期において，操作者への高度な臨場
感の提示に重点を置いた知能ロボットの遠隔操作システムの開発を目的とす
る．遠隔操作作業では，操作者に環境状況を伝え，移動ロボットに操作者の意
図を伝えることは重要である．そこで，遠隔操作システムの構成は，移動ロボ
ット，操作者の意思を伝達するジョイスティック，移動ロボットに搭載された
カメラで撮られる環境情報を操作者に提示する三次元視覚提示と操作提示を
含む操縦インタフェースから構成される．かつ，操作者は，ジョイスティック
と操縦インタフェースを用いて，産業車両の代表的な運転姿勢の一つである
「着座姿勢」で運転できる移動ロボットによる代行運転を実施した． 
TCP/IP通信規約により，操縦インタフェースと移動ロボットを組み込む通信
の仕組みとして図6-2にまとめる．各部分に11M無線LANカード(メルコ株式会社 
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WLI-PCM-L11)を付けると，10/100MスイッチングHub(メルコ株式会社製 
WLAR-L11-L)をゲートウエーとして無線通信を行う． 
 操縦インタフェース 
192.169.0.3 
移動ロボット
192.169.0.7
ゲートウエー
192.169.0.1 
カメラ 
192.169.0.5 
 
図6-2 操縦インタフェースと移動ロボットとの通信の仕組み 
具体的に，開発した知能ロボットの遠隔操作システムを用いて障害物回避行
動の模倣を行うための手法は，以下の4つのステップから構成される． 
STEP1：操作者は特定的タスク環境において，操縦インタフェースから環境状
況を了解し，移動ロボットを操縦する．同時に，センサによる環境情報と操作
者による制御情報を行動後のデータとして保存する． 
STEP2：タスクが終わったら，ファジィ推論学習則に対し，第4章の学習アル
ゴリズムを用いて行動後の結果として残されたデータから推論用のファジィ
ルールを操作者の障害物回避戦略として獲得する． 
STEP3：STEP2で獲得されたルールを移動ロボットの知識，知識半径を導入した
距離型ファジィ推論法を移動ロボットの推論モデルとして，STEP1と同じタス
ク環境において，移動ロボットを行動させる． 
STEP4：行動後の結果として残された移動ロボットのデータをもとにして，効
果評価基準により，最適な知識半径や有効な知識半径を確定してその知識半径
に基づく推論効果を障害物回避行動の模倣効果とする． 
上述の模倣手法を適用する主な要素として，移動ロボットと操縦インタフェ
ースは以下に詳しく紹介する． 
第1項 移動ロボットの構造 
本移動ロボットの名前は「IMR」と称し，Intelligence imitation Mobile Robot
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という言葉から省略して書いたものである．また，「IMR」も「I am Robot」
という意味を含む．IMRは本研究室の開発した認知反応型ロボット[1]を元にし
て開発されたものである． 
図6-3と6-4には移動ロボットの概観を示す．図6-5はロボットの車輪として
ボール型アクチュエーターのより詳細な構造図である．仕様諸元を表6-1に示
す．駆動部および制御用PCやそれらのバッテリーを含む全ての機器は本体に搭
載されている． 
 
図6-3 移動ロボット正面から見た写真 
 
図6-4 移動ロボット真上から見た写真 
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回転リング 
回転軸 
足フレーム 
駆動用モータ 
ボール回転ローラー 
ボール 
図6-5 ボール型アクチュエーター 
表6-1 移動ロボットの仕様 
項目 詳細 
全高 600mm 
全長・全幅 800mm×800mm 
全重量 約30kg 
移動速度 0.3m/sec 
 
具体的構成を下記に示す． 
1) ハードウェア 
本体下部にある車輪駆動部は，DCモータとオムニホイルから成る駆動機構4
組を90oずつの間隔で配置することにより構成される．駆動用DCモータには定格
出力90W，定格トルクは45kg.cmのものを使用している．本体中下部に制御用PC
を搭載し，インタフェイスボード(富士通製)によりセンサからの信号を入力，
モータドライバ(岡崎産業製)によりモータを駆動している．図6-6にハードウ
ェア構成の概要を示す． 
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PC RIF- 
Board PC for camera 
DC-Motor 
Omniwheel
Supersonic sensor 
Camera 
TITECH-motor 
driver 
ATX Power source 
DC-AC inverter 
Battery 12V 5.0Ah 
Omniwheel
DC-Motor 
 
図6-6 ハードウェア構成 
2) センサ 
ロボット本体周囲に距離センサを設置する．距離センサには対象物の有無や
距離を超音波の反射により距離の計測を行うUSセンサ2(BEST TECHNOLOGY製
BTE054)を使用している．各センサは，ロボットの周囲に放射状に合計5個が，
床面から約600mmの高さに水平に配置されている．測定周期は34.7msecであり，
最大測定レンジは3000mmである．センサ同士の間隔は，ロボット上での取り付
け位置が最も空いている部分で60mm，人間の手程度の大きさのものや，壁状の
障害物ならば確実に検出することができる． 
3) ソフトウェア 
全方向移動ロボットにおける手動と自動の統合を行う上で，複雑な実験の実
現を保証することは非常に重要になる．人間が操縦するロボットにおいて，人
間からの指令を正確な時間間隔で受け付けなければ，制御不能な状態が続いた
り応答性にむらが生じるなどの事態が発生する．そこで，応答性を保証するう
えに，制御を行うためのPC機(CPU Intel Celeron 633Mhz)のOSにWindows 2000
を採用した．従来型104バス仕様の制御ボードより格段の処理能力を発揮でき
プログラミング面においてもより多くのメモリを使える環境下で開発が可能
となる． 
制御プログラムは，Visual C++6.0で記述されており，Windowsでリアルタイ
ムに処理されている．特定のタスクの周期的な動作を保証することは非常に重
 ―141―
第 6章 実験による模倣システムの検証 
要になる．センサからの情報を処理するタスク(34.7msec毎)，入力を読みとっ
てモータドライバへの出力を行うタスクが30msec毎に行う（Windows ping 命
令で測定した無線LANの通信反応時間は＜1msecであり，操作者の命令発送に影
響を与えない．）．図6-7にソフトウェア構成の概要を示す． 
 
Handler 操縦 
インタフェース 
タスク起動・停止信号
各種記録用データ 
距離変換 
距離情報 
 
インタフェースボード 
センサ入力
タスク生成 
各種データ 
速度変換 
速度指令 
モータ回転数
移動ロボット 
 
機能選択 
 
図6-7 ソフトウェア構成 
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第2項 移動ロボットの移動機能 
全方向移動機能とは上部の姿勢を維持したまま，360度どの方向にも移動が
可能となる機能である．全方向移動機能を実現することが試みられ，様々な研
究開発が行われている[2-4]．ここでは，移動ロボットに人間のように全方向
行動能力を持たせるために，図6-5の示すように，移動ロボットの4隅に対して，
駆動輪に普通な車輪を使うのではなく，ボール型アクチュエーターを採用する
ことにより，前進後退と方向転換だけでなく，横方向にも斜めにも，全方向に
自由に動くことができる．回転軸は地面に対し45度傾いており，ボールを回転
させ，ちょうど球の半径の半分の半径の車輪の如く推進力を出すことができる．
それぞれの球に前向き，あるいは逆向きの回転，または停止を指示するとベク
トル和の方向に動く． 
実際に，ロボットにボデーの中心点の速度という制御命令を与えることでロ
ボットを制御する．さらに，ボデーの中心点の速度を通じて各車輪の速度を変
換する必要がある．座標系を図6-8に示す． 
 
V4 
l 
x 
y 
V2 
V1 
V3 
Vc1 
Vc2 
S 
θ
V 
α
・ 
θ
 
図6-8 座標系の設定 
ただし， 
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S：ロボットのボデーの前進方向 
θ：前進方向とX方向の成す角 
α：操舵角度 
V ：ロボットのボデーの中心点の速度 
iV ：ロボットの車輪の速度， 4,3,2,1=i  
l：車輪とボデーの中心点との距離 
21, CC VV :V の分速度 
ロボットの移動速度(VC1,VC2)と各アクチュエータの速度V1～V4との関係に対
しては，C点において，式(6-1)と(6-2)が成立する． 
[ ] [ ]TTCC ααVVV sincos21 =            (6-1) 
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   (6-2) 
（6-2）式によりV1～V4を解くと，運動学計算の(6-3)式を得る． 
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全方向移動ロボットを操作者が簡単に扱えるようにするために，全方向の代
わりに，離散な 8つの方向かつ 2つの速度レベルを持つ移動手法が実現される．
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具体的説明は図6-9と表6-2にまとめる． 
 
1 5 7 3 
2 
6 
4 
8 9 
10
12 
11 
前
後
右 左 
 
図6-9 離散な移動方向 
表6-2 速度Vのモード 
mode 説明 
1 右方前進 
2 後退 
3 左方前進 
4 前進 
5 右方快進 
6 快退 
7 左方快進 
8 快進 
9 前右斜め 
10 後右斜め 
11 後左斜め 
12 前左斜め 
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第3項 操縦インタフェースの構造 
人の障害物回避戦略を便利に伝達するために，遠隔作業システムの見方から，
運転シミュレータの代わりに，手動操縦と自動操縦を機能として組み込む操縦
インタフェースはWindowsのOS環境においてVisual C++6.0で開発した．操縦イ
ンタフェースを通して移動ロボットを手動操縦により移動し，そして学習・推
論を用いた自動操縦により移動することができる．図6-10には操縦インタフェ
ースのソフトウェア構成の概要を示す． 
 
Handler
移動 
ロボット 
タスク起動・停止信号
各種記録用データ 
推論機能 
ファジィルール 
カメラのPC 
センサ
データ
学習機能 
操縦インタフェース 
ジョイスティック 
操縦データ 
機能選択 
速度モード 
 
図6-10 ソフトウェア構成 
手動操縦の際に，移動ロボットに搭載されたカメラ(Creative Technology 会
社製 WEBCAM NX Pro)で撮られる三次元環境情報を操作者に提示する．同時に，
全方向移動ロボットを操作者が簡単に扱えるようにするために，3自由度構造
を持つジョイスティックをマニュアルインタフェイスとして採用した．ジョイ
スティックの前後，左右，斜めの3自由度はそのまま移動ロボットの3自由度に
1対1で対応している．具体的に，図6-11のような操縦インタフェースを利用し
て，操作者がロボットの作業環境の状況を把握し，コンピューターの入力装置
として，ジョイスティックを上下左右に倒して，ロボットの位置を任意に移動
させる．高い臨場感の提示とともに，操作者がロボットの中に入り込んだよう
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な感覚で操縦することができ，高い自己投射性を実現した． 
 
図6-11 操縦インタフェース 
一方，模倣システムの有効性を検討するために，操縦インタフェースは，操
作者の操縦データによる学習とルールよる推論という自動操縦機能も含む． 
学習については，第4章で提案した改善された距離型ファジィ推論法の学習
アルゴリズムが採用される．学習対象に対して，操作者が移動ロボットを操縦
すると同時にセンサによる環境情報と操作者による制御情報とを獲得するこ
とができる．結果的ルールは以下の形式で示される．  
ZYXthenSSSSSif 54321       (6-4) 
ただし， 
54321 SSSSS ：五個のセンサの値による環境情報，センサの値の変化範
囲 [ ] 255,0
ZYX ：ジョイスティックの位置による制御情報， [ ]627,790−∈X  
[ ]215,930−∈Y  [ ]96,961−∈Z  
推論については，第5章で提案した知識半径を考慮した距離型ファジィ推論
法が採用される．学習アルゴリズム用いて得たファジィルールに基づいて推論
を行うことで．移動ロボットがセンサの環境情報により自律に行動を行う． 
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また，ロボットの動作範囲内にロボットと干渉する領域が多いことから，ロ
ボットの緊急状態を避けるために，推論部分を操縦インタフェースに置いてロ
ボットを急停止させることができる． 
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第3節 走行実験による検討 
開発した遠隔操作システムを用いて，移動ロボットによる手動操縦と自動操
縦の実験を行う．衝突危険をなるべく回避するため，移動ロボットの走行速度
を低減させる． 
まず，図 6-12のような実験場面において，操作者が操縦インタフェースを
通じて移動ロボットを操縦した．最後にその環境において仮定ゴールに到着し
終わった． 
 
 
270cm 
350cm
人 
(20,90) 
(0,0) X（cm）
Y（cm）
(250,100)
(110,90) 
(40,30) 
障害物 
障害物 
ロボット
 
図6-12 実験場面の説明図 
つぎに，操縦インタフェースの学習機能を利用して，操作者の障害物回避戦
略としてファジィルールを獲得した．学習前のパラメータ設定と学習後の結果
は表6-3に示される． 
表6-3 学習過程のパラメータ 
環境 静的障害物2個 
データの数 435 
学習誤差 50 
学習時間 1.8秒 
ルールの数 96 
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そして，操縦インタフェースの推論機能を利用してロボットを自動操縦させ
る実験を行った． 
図6-13には手動操縦による結果経路を示す．図6-14～図6-22はそれぞれ知
識半径なし，知識半径30，20，16，15，14，12，10，5の場合に自動操縦によ
る結果経路を示す．同時に，模倣効果を考察するために，全ての結果経路は図
6－23に表示する． 
実験結果により，以下に纏めた． 
1) 
2) 
3) 
図6-14～6-22により，自動操縦によるロボットは，障害物を回避し，大体
手動操縦による結果経路と似た結果経路を発生させたことがわかる．具体
的な第 4章の経路面積誤差を利用して評価を行える．そこで，提案の行動
模倣法に基づくロボットは操作者の障害物回避行動を模倣する可能性を示
す． 
知識半径20の場合は，最も小さい経路面積誤差があるので、最も模倣結果
を得た． 
知識半径20の場合は，知識半径なしの場合より良い経路を生成したことが
わかる．実験によって、推論過程において知識使用の重要性も確認した． 
 
 
図6-13 手動操縦による結果経路 
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図6-14 自動操縦による結果経路(知識半径なし) 
 
図6-15 自動操縦による結果経路(知識半径30) 
 
図6-16 自動操縦による結果経路(知識半径20) 
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図6-17 自動操縦による結果経路(知識半径16) 
 
図6-18 自動操縦による結果経路(知識半径15) 
 
図6-19 自動操縦による結果経路(知識半径14) 
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図6-20 自動操縦による結果経路(知識半径12) 
 
図6-21 自動操縦による結果経路(知識半径10) 
 
図6-22 自動操縦による結果経路(知識半径5) 
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(0,0) X（cm）
Y（cm）
① 
② 
③ 
④ 
⑤
⑧
⑥ ⑦
⑩
⑨
(20,90) (250,100) 
 
図6-23 結果的経路の比較(①手動操縦による結果経路②知識半径なし③知識
半径30④知識半径20⑤知識半径16⑥知識半径15⑦知識半径14⑧知識半径12
⑨知識半径10⑩知識半径5) 
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第4節 まとめ 
本章では，実験での模倣システムによる障害物回避行動の模倣効果を考察す
るために，知能ロボットの遠隔操作システムを構築した．まず，実験対象とし
て，人間のように全方向行動能力を持ち，かつ認知機能を持つ移動ロボットを
開発した．次に，移動ロボットに人の障害物回避戦略を便利に伝達するために，
遠隔作業システムの見方から，手動操縦と自動操縦を機能として組み込む操縦
インタフェースを開発した．移動ロボットは人の手動操縦により移動し，そし
て学習・推論を用いた自動操縦により移動することができる．最後に，開発し
た遠隔操作システムを用いて，移動ロボットによる手動操縦と自動操縦の初歩
実験を行った．提案の行動知能模倣法を用いた実験により，ロボットの自律化
を実現する可能性を確認した．しかしながら，知識半径の確定まだ難しい問題
の一つであるが，今後の改善策として，いろいろな点が以下に挙げる． 
z ロボットに定位機能をつけると，知識半径の確定に関する経路面積誤差
を自動に計算できる． 
z 画像処理による環境認識方法を開発すると，複雑な環境にロボットを移
動させる． 
z より汎用な知識半径の確定法を開発する． 
本章の研究内容は，ロボットの汎用的な遠隔操作システムの開発にかかわら
ず，産業車両を運転するロボットの遠隔操作システムの開発に役に立つと思わ
れる．遠隔操作システムは海中や宇宙空間，原子炉内など人間が直接作業でき
ない場所での作業を行うロボットの操縦方法として，これまで数多く研究され
てきた[5-7]．操作者が指示しなければならない部分のみ遠隔操作とし，残りは
ロボットの自律に任せる自律・遠隔融合が必要と考えており，今後，その方向
に研究を進めていく． 
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第 7章 結論 
第7章 
結論 
本論文では，人間の障害物回避行動を模倣することにより，移動ロボットの
自律走行の実現を目的として，データから人間の回避行動戦略の抽出法を提案
した．そのため，まず障害物回避行動の運転シミュレータを開発した．次に運
転シミュレータを用いて人間の障害物回避行動を計測することにより，障害物
回避戦略と環境との関係を定性的および定量的に解明した．さらに得られた知
見に基づいて，障害物回避の結果として残されるデータから戦略の抽出法を構
築した．最後に，戦略の抽出法を移動ロボットに実装して，行動知能の模倣で
実現された自律走行実験により，提案した戦略抽出法の有用性を検討した．こ
れらの障害物回避戦略およびその限界特性を了解し，模倣システムを構築する
ことによって，将来的には，移動ロボットの行動能力を向上させることが可能
であると考えている． 
以下，本論文における各章で得られた結論を整理する． 
第2章では，人間の障害物回避行動に焦点を絞って，障害物回避戦略とその
限界特性について報告した．まず日常の車に代わる運転シミュレータを構築し
た．次に運転シミュレータにおけるエージェント・ゴール・障害物のパラメー
タ組み合わせ方により配置される環境において，人間の障害物回避行動を計測
することにより，障害物回避戦略と環境との関係を定性的および定量的に解明
した．複雑な環境における人間の障害物回避戦略は以下に纏められる：静的障
害物を有する環境では，人間は障害物回避戦略を予め決めておくという傾向が
あり，しかも障害物回避戦略の大局的再現性が明らかに存在する．人間の障害
物回避戦略の局所的特徴については，障害物の個数にほとんど関係がない，人
間は１つの最も危ない障害物に着目して障害物を回避すると少なくとも言え
る．動的障害物を有する環境において，成功率が低くなったために，障害物回
避戦略の大局的再現性は見られなく，障害物回避能力に限界が明らかに存在す
ることがわかる．人間の障害物回避戦略の局所的特徴については，障害物の個
数に関係がある，人間は同時にいくつの危ない障害物，つまり，安定限界の値
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を持つ障害物に着目して障害物を回避すると少なくとも言える．障害物回避能
力の限界は障害物の個数と速度と大きさというパラメータで定量化でき，障害
物の個数が最も重要な要因であると考えられる． 
障害物回避戦略の抽出については，その能力限界，つまり処理可能な限界数
を用いてなるべく多い有用な障害物回避戦略の獲得に役に立ち，ガイドライン
として次のように纏められる：静的障害物を有する環境において，少なくとも
1つの障害物の場合に対して戦略の抽出を行う．動的障害物を有する環境にお
いて，少なくとも処理可能な限界数以内の障害物の場合に対して戦略の抽出を
行う． 
第3章では，人間の障害物回避行動を模倣することにより，移動ロボットの
自律走行の実現を目的として，人間の障害物回避戦略の模倣問題を設定して問
題解決手法として模倣システムの構築を着目した．具体的には,模倣システム
の構築が推論方法や知識表現や知識ベースや学習・知識獲得に深くかかわる知
識ベース型システム構成の問題となる．この考えに従い，知識ベース，学習方
法，推論方法の構築という角度から人間の障害物回避戦略の模倣システムの構
築を行えると考えられた． 
第 4章では，知識の表現法・獲得法の見方から模倣システムを構築した．
if-then型宣言的知識表現法を用いて，人間の障害物回避戦略を表すことにす
る．まず，知識の表現方法を通して人間の障害物回避戦略を表示する有効性を
確認した．そして，知識は問題解決能力をチェックするために，遺伝アルゴリ
ズム GAを用いた知識の評価法を提案した．獲得されたルールに定量的評価基
準を提供し，更なる知識獲得に指導する．つぎに，知識の不足と知識獲得の困
難という問題点を確認したうえに，多変量で記述しにくい場合でも高速で知識
獲得を実現するために，改善した距離型ファジィ推論法の学習ルゴリズムを提
案した．距離型ファジィ推論法のオリジナルな学習アルゴリズムに知識（ルー
ル）の生起確率を導入することにより，知識の最適化を行った．この学習アル
ゴリズムは，多変量，つまり言語で記述しにくい場合でも極めて速い知識獲得
を実現することができる．主に，行動知能の模倣を実現するための知識獲得を
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解決することができる．更に，第2章において人間の障害物回避能戦略の限界
を分析した先行研究の結果をもとに，1つの静的障害物と処理可能な限界数以
内の動的障害物の場合対して，提案した学習アルゴリズムを充分に使用して，
豊富な障害物回避知識を抽出することができる． 
第5章では，知識の使用と推論法の角度から模倣システムの構築を行った．何
らかの学習法により得られたif-then型宣言的知識が正確なものとして，脳内
に行われる知識使用の選択策略を表現する一手法を与え，知識を選択的に利用
する推論法の構築について検討した．具体的に，基本の距離型ファジィ推論法
を元にして，事実に最も関連性のある知識の範囲を意味する知識半径の概念を
導入することにより，知識の選択的使用行為を表現する．まず，知識の選択的
利用を推論方法に融合する具体的な手法として知識半径を考慮した距離型フ
ァジィ推論アルゴリズムを提案した．次に，知識半径に関する基本性質を明ら
かにしたばかりではなく，知識半径の確定への通用な枠組を提供した．また、
知識半径という概念を静的な知識半径と動的な知識半径に拡張し，動的な知識
半径を導入してもっと柔軟性を持って知識を利用できるように検討した．最後
に，障害物回避問題のシミュレータを用いて実験を行うことにより，提案手法
の有効性を示す．知識形式化を重視すると同時にファジィ推論における知識の
利用を重視する上に，推論による問題をもっとうまく解決するかもしれないと
思われると結論した． 
第6章では，実験での模倣システムによる障害物回避の模倣効果を考察する
ために，知能ロボットの遠隔操作システムを構築した．まず，実験対象として，
人間のように全方向行動能力を持ち，かつ認知機能を付く移動ロボットを開発
した．次に，移動ロボットに人の行動知能を便利に伝達するために，遠隔作業
システムの見方から，手動操縦と自動操縦を機能として組み込む操縦インタフ
ェースを開発した．移動ロボットは人の手動操縦により移動し，そして学習・
推論を用いた自動操縦により移動することができる．最後に，開発した操縦シ
ステムを用いて，移動ロボットによる手動操縦と自動操縦の初歩実験を行った．
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提案の行動知能模倣法を用いた実験により，ロボットの自律化を実現する可能
性を確認した． 
最後に，今後の研究の方向性・展望についてまとめておく． 
全体的な方向性は，本章の冒頭でも述べているが，局所的障害物回避戦略を
更に了解し，より効果的な運転システムへと展開させていくことである．第 2
章で得られた知見と第5章で提案した知識半径を考慮した距離型ファジィ推論
モデルを検証するための実用化を推進する一方では，新しい模倣システムの構
築について追及していく． 
1つには，第2章で言及した如く，3次元やVR技術を利用して運転シミュレ
ータの視覚効果を改善することで障害物回避戦略，特に局所的特徴を持つ障害
物回避戦略の分析を試みる．さらに，計測実験により，危険性が運転者に与え
る影響を定量化するなどの研究を進めていく．また，知能付きのエージェント
として利用できる計測環境を境界領域として捉えていく． 
また，模倣システムの構築という観点からは，知識の利用を推論方法に融合
する推論モデルの構築を進めていく．行動データやルールを蓄積するデータベ
ースを構築しながら，模倣法を統計的な見方から行動知能の構築法を進めてい
く．例えば，最近のベイジアンネット方法を利用することも可能である．また，
新しい評価基準などを工夫することで更なる効果を持つ知識進化方法が期待
できる可能性も残されている． 
さらに，実験に対する更なる実験を行っていく予定である．第5章における異
なる評価基準を利用して実験における汎用な知識半径の確定方法の開発を進
めていく．また，画像処理によりロボットに環境認識能力を向上させていると
も考えられる．汎用な知識半径の確定方法を推進する一方では，ロボットに定
位機能をつけると，知識半径の確定問題を緩和するまで展開できるものと期待
している． 
以上，本研究の障害物回避戦略の計測を通じ，模倣システムの方法を提供す
るという基本的な研究の枠組みを構築することができたと考えている． 
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ファジィ集合間の距離計算法 
ファジィ集合間の距離は２つのファジィ集合の類似性を表現する．ファジィ
集合間の距離も距離の公理を満たさなければならない．すなわち，任意の２つ
のファジィ集合 に実数( )RFBA ∈, ( )BA,d が対応し，(1)式～(3)式を満たすとき，
を 上の距離関数という． ( )BAd , ( )RF
( ) BABAdBAd =⇔=≥ 0),(;0,           (1) 
( ) ( )ABdBAd ,, =                           (2)
( ) ( ) ( ) ( )RFCBCdCAdBAd ∈∀+≤ ,,,,           (3) 
この定義に従えば， の値が小さいほど，ファジィ集合 と( BAd , ) A Bとの類似
度が大きいといえる． の具体的な計算法は以下に与えている．この計算
法は，連続値メンバーシップ関数をもつファジィ集合を対象としているが，シ
ングルトン値をメンバーシップ関数の幅を零に収束させた時の極限状態とし
て考えられるので，シングルトンにも使える． 
( BAd , )
定義：連続メンバーシップ関数を持つ有界凸なファジィ集合 ( )RFBA ∈, に対
して，(4)式で定義される実数関数( )BAd , を ( )RF 上の距離関数という． 
( )
( ) ( ) p
p
B
B
A
A
pp
αMαM
pp
αMαM
dxxµ
M
xµ
M
αdBA
αdBABAd
1
1
1
0
1
1
0
1111
supsup
infinf,







 −−


 −+


 −+


 −=
∫
∫
∫
∞
∞−
     (4) 
 
ただし，1 ，∞≤≤ p ⋅
AM
は絶対値を表わすマークである． は のメンバー
シップ関数の最大値 で正規化されたファジィ集合を表わす． と
はそれぞれファジィ集合 の
MA A
αMAsup
αMAinf MA −α レベル集合 の上限と下限を表わ
す．
αMA
Bについても同様である． 
つづいて，距離関数(4)式において，pの値を 2として，最もよく使われて
 ―165―
付録 
いる典型的なファジィ集合間の簡略化距離計算公式が以下に与えられる． 
1) 三角型ファジィ集合の場合 
( )RF における三角型ファジィ集合は，高さ，高さを取る座標，0－レベル集
合の上限と下限により完全に表される．図 1に示すように，ファジィ集合
( )RFBA ∈, をパラメータの形で ( )aaaaA ,,, 321T ， ( )bbbbB ,,, 321T のように書くこと
にする． 
 
a1  
0  
1  
a2  a3  b1  b2  b3  
A  B 
a  
b  
 
図1. 三角型ファジィ集合 
(4)式に基づいて，同図のような三角型ファジィ集合 とA Bとの距離計算式
は(5)式になる． 
( ) ( )
( )[ ] ( )[ ]  −−+−−+



 −+−= ∑ ∑ ∏
=
+
=
+
=
2
1
13
2
1
13
2
1
2
1
1 1
2
11
3
1
3
1),(
bbbaaa
babaBAd
i
i
ij
i
ij
jj
      (5) 
2) 台形型ファジィ集合の場合 
 
a1 
0  
1  
a2  a3  b1  b2  b3  
A  B 
a 
b  
a4  b4   
図2. 台形型ファジィ集合 
台形型ファジィ集合 ( )RFBA ∈, を表すには，図2に示すように，5つのパラメ
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ータが必要である．ここでは，それぞれ ( )aaaaaA ,,,, 4321
A
T ，T のよ
うに書く． 
( )bbbbbB ,,,, 4321
B
( ) ( )
( )[ ]
( )[ ] 2112
2
1
123
1
1
2
bb
aa
ba
i
ij
jjj
−−
−−

−+∏+
=
(4)式に基づいて，与えられた台形型ファジィ集合 と との距離計算式は
(6)式になる． 
( )       (6) 
( ) 34
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2
3,1
1
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3
1
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=
3) シングルトンの場合 
 A  
0 
1 
B  
a  b  
図3. シングルトンとシングルトン 
図3に示すようなシングルトンの場合に，メンバーシップ関数の最大値が１
で，α レベル集合の上限と下限が等しいので， と− A Bとの距離計算式は次の
ようになる． 
( ) baBAd −=,                         (7) 
