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A Resolution of Normal Surfaces of Triple Section Type 
Introduction. In this note, "a surface" means an algebraic sur- 
face defined over the complex number field. I11 [5, $21, IIorikawa intro- 
duced a metllocl for resolving singularities on. normal surfaces of double 
section type in th.e coinp1.etion of the total space of a line bundle over a 
surface. This method is sometimes useful not only for studying surfaces 
globally ( [GI,  [13], [I41 etc.) but also for studying isolated singularities 
locally ([I71 etc.). 
I11 fact, let (V, P) be a normal 2-dimentional double point. Since 
(;he elnbedded dimension of (V, P) is 3 by [I], an analytic equation of 
P is given by t2 + f (x ,  y) = 0 from a suitable change of the coordinate. 
Then one can obtain a resolution of P from a resolution of the plane 
curve singularity J(x, y) = 0 by this method. The origin of this idea is 
classical ([4], [7], [ lo] ,etc.), but the essential point of [5, $21 is to obtain 
a forinula o r  analytic invariants of P at the same time as resolving P 
(15, y.50]). 
Now in. tl-lis note, we extend this method to ii.orina1 surfaces of triple 
section type. ( i\ special. form o:f this is already seen in [2, $31.) T11.e 
local version of our rnethod is the following : Let (V, P) be a normal 
2-dimentional llypersurface triple point. By a suitable change of the 
coordinate, the equatiou of P is gives1 by E3 + g(x,y)E + h(x, y) = 
0. Then, fi-om the pair of the resolution of plane curve siilgularities 
g(x, y) = 0 and h(z, y) = 0, one call descend the multiplicity of any 
infinitely near point of P ; that is, orre call reduce this triple point to 
seine isolated double points and siinple codilnensioil 1 double poii1.t~. 
(We call them cornpound nodes and compound cusps.) 
111 $1, we produce the above process by twisting the line buildles 
sirnil.a,r as in [5, 521, and obtain a certain fonnula. In 52, we give some 
examples. I11 $3, we show the following : Let (V, P) be a11 isolated 
singularity defined by t3 + +(x, y) = 0. Let /I be the Milnor number 
of P, and let p, be the geometric genus of P .  Then we have p 2 6%. 
Durfee's conjecture [3, p.971 is true in this case. (Compare [20] and 
[I91 -) 
Acknowledgem,ent I express my hearty thanlts to Prof.I<azuhiro 
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B Process sf  resolutiono 
1.1 Let Y be a tlonsingular surface, and let L be a line bundle 
on Y. Let n : X = P(Oy (L) @ Oy) + Y bc a PI-bundle, and set 
T = Ox( l )  the 0-section of T and set ib, the co-section of T .  Tm 
is linearly equivalent to T - n*L. Let S be a normal surface on X 
which is linearly equivalent to 3T. We choose Xo t 17'1 (the complete 
linear system of T) and XI t ITmI such that (Xo, XI) gives a system 
of homogeneous fiber coordinate of T .  Then the equation of S is given 
by c:,, ~I~~X:-TX; = 0 where $;L is an element of I1 '(Y, O ( i  L)) . 13 y 
setting Yo = Xo + (1/3)$~X1 E ITI,YI = X l , g  = $2,, - (1/3)$; E 
~'(1: 0(2L)) and h = &L - (1/3)d12~$~ + (2/27)11,; t HO(Y, O(3L)), 
the equation of S is given by Yz + g&1;2 + hYO3 = 0. The surSacc S' 
does not intersect with T,. So for convenience, setting [ = 1/o/lTl the 
inhomogeneous fiber coordinate of T ,  we write the equation of S by 
We call the divisors G = (g) and H = (h) on Y the .first and ihe second 
assistant curve Tor S respectively. 
Let P be a singular point on S. Set P = ~ ( p ) .  Lct n2p be tbc 
maximal ideal at P, and let A = 4g3 + 27h2 N G I ,  be the discrirninatit 
divisor for j .  ( N  is lihe linear equivalence.) By [12, Lemma 5. I ] ,  P 
satisfies one of the following two conditions ; 
(a) g E mp and h E rn; or, 
( b ) g # m p , h # m p  and A Em$. 
- 
Whei  (b) is the case, set P = (I, x, y) = (I0, s o ,  yo) for to # O where 
(x, y)  is a local coordinate at P. Then by putting 7 = - to, we have 
S = d + 310v2 + (g + 3Ii)77 + (I; + gI0 + h),  
where ~ ( x o ,  YO) + 3Ei = O , ~ Z ( ~ O ,  ~ 0 ) t o  + hs(xO, Y O )  = 0 and g,(xo, yo) + 
h,(xo, yo) = 0. Hence F is a double point. We call it an inner double 
point . When (a) is the case, is on the 0-section < = 0. Wc call it 
a target singularity. From now oil, we consider to reduce the target 
singulal-itics ol multiplici1.y 3 on S to some isolated double points and 
si~nple co cliinension one double points . 
1.2 Let P be a target triple point on S. Assume F = ((I, z ,  y) = 
(0,0,0)) and the equatioil at P is of the form (1). Set rnl = multpG > -
2 and nl  = rnultpH 2 3 where multpG is the multiplicity of G at P. 
Let 3-1 : I< i Y be the blow up at P,  and set El = r-'(P). Let 
- - 
G1, H I  be the proper transform of G and H by r1 respectively. Then 
- 
we have r;G = GI + mIEl and r;H = + nlE1. Now we set 
where [m1/2] is the greatest integer not exceeding m1 12. Put Ll = 
7;L - l IFI .  Let al : X1 = P(Oli(Ll) @ Oh)  + be the bundle, 
and set TI  = Ox, (1). Put G1 = r;G - 2l1El = c; + (ml - 211)Fi ,--., 2L1 
- 
and H1 = 7;H - 311E1 = HI + (nI - 3l1)E1 ,--., 3L1. We have either 
0 5 Inl - 211 5 1 or 0 5 nl - 31' 5 2. Now we set 
wlicre El is the inhomogeneous fiber coordinate of al, (gl) = G1 and 
( 2 )  = H The surface S1 on X1 defined by ( f l)  is linearly ecluivalenl, to 
3Tl. 1,ct S1 - X be the lllorphism associated with the composition 
of slleaf homomorphisil~s 
where the last map is obtained by tensoring Oy, (-Il El). Let 6 : Sl 4 
S be the restriction of this morphism to S1. We complete the first step 
of the following commutative diagram ; 
(2) s s s, + - - -  a ST 
In- 1 571 1 n-r 
y Y, + a - -  L K .  
We continue this process. Then : 
Lemma 1.3 After a finite step of this pmcess (say r-limes), ihe 
o blained surface S, has 7x0 singularity of multiplicity 3. 
In the diagram (2), we assume tlwt r, : 1: i xY;I is the blow 
up at PZp1 E x--i, and set mz = r n ~ ~ l l ~ , - , G , - ~ , n ,  -- ~ ? ~ u l t ~ , - , B ~ - ~  and 
1, = mira([mz/2], [n,/3]). Let ws, be the dualiziilg sheaf on Sz.  
P .5 We study the assistaiit curves of ST. We may assume that 
the reduced part of G, and II, is normal crossing. Let E = ~ f = ,  Ei be 
the decomposition to the irreducible components of the total transform 
of the curve G U W by r = T, 0 - - . o 7-1. Assume that E' = C;=, E; is the 
exceptional curve for r . For each E; E E, we give a double Z-weighting 
(a; : b; )  such that E; is the component of G, (resp. H,) of multiplicity 
a; (resp. b ) .  By this way, the components of E are classified into the 
following six types ; 
(6) ( Q , 2 ) , Q > 2  ( N )  ( l , P ) , P 2 2  
(1) ( 7 , 1 ) , 7 2 1  (11) ( 6 , 0 ) , 6 2 1  
I )  0 , )  2 1 (a) (0,o). 
Moreover, colilinue our process (2) if necessary. Then we can classify 
the type of poin1,s of in1,ersection of the components of E in thc followiiig 
7 
P(C n 11), P ( N ~  n I I ) ,  P ( N  n 111), P( I  n I I ) ,  
P ( I  n 1111), P ( I 1  n 111), P ( I I  n I I ) ,  P ( I I  n I I I ~ ) ,  
( I  I )  P I  I )  P ( I I I  n 111), P(+ n a n y  t y p e ) ,  
where P(C n 11) is the point of intersection of the components of types 
( C )  and (11), P ( N 2  n 11) is that of types ( N )  with ,!? = 2  and (11), 
etc. 
1.6 We proceed our resolution process. 
1) Let 6, (1 - < i < - n ( C ) )  be the component of E' of type ( 6 ) .  
Set = T;' (C,). Tlle singularity of S, is t3. + " t  + x2 = 0 at a 
general point of c, and is t3 + xaY6t + x2 = 0 at the point of type 
T ~ ( P ( C  I ) ) .  We call it a compound cusp. 
n ( C )  Gi Let rTtl : XT+l + X ,  be the blow up with tlie center Ci,l 
Let be the strict transform of S, by r,+1. Set T,.+l = .r,+llsr+, be 
t11.e restriction of T,+~ to The surface ST+l is nonsingular along 
- 
1 c. (ci), 1  < i < n ( C ) .  Let CI be the reduced part of (T , .+~) -  ( z). 
C: is naturally isoinorphic to P I .  And we have 
2) Let Ni( l  < i < n ( N ) )  be the coniponent of E' of type ( N ) .  
Assume that Ni has Z-weighting (1,2)  (resp. (1,  ,!?) with /3 2 3) for 
1 - < i < - lz(N2) (resp. n ( N 2 )  + 1 5 i < n ( N ) ) .  Set r:+, = T,+l o ?r, and 
- 
N = ( + ) ( N ) .  The singularity along is the following ; 
t3 + xc + xp = 0 at a general point of x, 
t3 + Z [  + xliyt = 0 at (r,'+,)-'(P(Ni n I l l . ) )  for 1  < i < n ( N ) ,  
t3 + x y 6 t  + x2 = 0 at (T :+~) - ' (P (N~  n I I ) )  for 1  < i < n ( N 2 ) .  
We call it a compound node. 
n ( N )  Let r,.+~ : X',.+2 X,+l be the blow up with the center Xi- ,  , 
Let be the strict transform of by 7,+2. We set T,+, = r,+21s+, 
- 
- 
and r:+2 = 7,+2 o T : + ~ .  The pull. hack (7,+2)*(Ni) is a union with two 
nonsingular rational curves N' and N;'. The surface ST+2 is nonsingular 
along N: and Ny. Moreover, for n(N2) < i < - n(N) ,  N: and N: does 
not intersect each other. For 1 5 i 5 n(N2),  we let II,, - - - , IIn(NII) be 
the components of E of type (11) which intersect Ni. Assume that the 
Z-weighting of IIi is (6i, 0) for 1 5 j 5 n(NiII) .  Then the curves N: 
and N? intersect each other at (r:+,)-'(P(Ni fl II,)) with intersection 
multiplicity bj. And we have 
3) At the point of (r:+,)-'(P(17 n 111')), the surface S T + 2  has a 
rational double point (a RDP for short) of type A3r-1. Put Trt3 : 
sT+3 -+ ST+2 the minimal resolution of these singularities. We have 
4) At the point of ( T , + ~  0 ~ : + ~ ) - l  (P(116 n III~)), the surface ST+3 
has a singularity t3 + x6< + y2 = 0. Let 7T+4 : ST+3 be the 
minimal resolution. If 6 5 3, then this is a RDP. If 6 2 4, then the 
dual graph of the exceptional curve of this singularity is the following 
( b )  0---0 - - -  0 0 --- 0 
( d )  0 -0 - - .  - 0 ------ 0 ----- 0 ------ - P 0-0--- 0 
In the above graph, the symbol o (resp. o) is a nonsingular ratio- 
nal curve with self-intersection number -2 (resp. - )  The symbol 
e is ail elliptic curve with self-intersection number -3. The graphs 
( a ) ,  ( b ) ,  (c), (d) correspond to 6 E 0,1,2,3 (mod 4), respectively. The 
nuinber of (- 2)-curves of the head part o - - o - - - o in ( a )  N (d) is 
[6/4] - 1. Moreover we have 
where the summation moves d l  the points of type P(I112 f l 1 1 ~ ~ ) .  
We set T = T,+4 0 - - - o : S* = SrS4 S, and call it the canonical 
resolutionr of S. 
Let 4; be a component of E' of type (4). Let El, . - - , El(;) be the 
components of E which intersect to $i. Assume that Ej has Z-weighting 
- - 
[( i )  '(4 ( a j ,  bj) for 1 < j < 1 ) .  Then we have 3 n j  = 2 Xi,, Oj. Let A,. be 
the strict transform of the discriminant divisor A by 7 .  If A,. intersect 
4; at a, point such that A,. E mg, there is a possibility that S* is 
singular at ( T , + ~  o - - - o o ~ , . ) - l  (P). We call it an. infinitely near 
inner  double point. 
Proposition 1.7 The surface S* has only inner double and in- 
finitely near inner double points as its singularities (if they exists). 
&loreover we have 
2 Examples. 
Let (V, P )  he a 2-dimensional hypersurface singularity of inultiplic- 
ity 3. By the Weierstrass preparation theorem and the Tschiriihauss- 
transformation, the equation of (V, P )  is given by t3fg(x,  y)[+h(x, y) = 
0. Let o : -+ V be the minimal resolution of (V, P) . We fix a natu- 
A 
ral compactification 5 : V -+ v of o. There exists an effective divisor 
Zp supported on c-l(P) such that wp = b*wV@ Op(-Zp). Then we 
have 
2 2 
x ( 0 p )  - ~(0 , )  = PAP), w$ - w, = -Zp7 
where p,(P) is the geometric genus of (V, P ) .  We call (p,(P) : -2;) 
the type of singularity (V, P). For constructing a resolution process 
and for calculatiing the type of singularity (V, P), the method in $1 is 
useful. (Compare [15] and (18, $21.) 
In this section, we give three examples. In the figures below, a 
brolten line (resp. a usual line) means a component of the first (resp. 
the second) assistant curve at each step from S to ST. For instance, 
the curve E3 on Y4 in Example 2.2 has Z-weighting (1, 3). A dotted 
line is a curve of type ( 4 ) .  A braclt spot is the point for blow up in the 
next step. The number beside a line is the self-intersection number of 
the curve. 
For all these examples, the type of the singularity is (1 : 3) by 
Proposition 1.6 .(See also [8].) 
Example 2.1 t3 + xyt + x3 + y3. 
This is a simple elliptic singularity of type z . ( [16])  Since the degree 
of A, is 6, E is an elliptic curve. 
Example 2.2 t3 + xy[ + x5 + 213. 
All the components of exceptional curves are rational. Over the 
curves E2 and E4 on Yq7 S4 has compound nodes. The calculation 
for the self-intersection number is, for example, the following ; Since 
-- -- 
-2 
-3 = El = (?*E2)E2 = Z( ;~*E~)  = E2(E2 + 2%) = Ez + 2,  we have 
-2 E2 = -5. 
Example 2.3 E3 + x3E + xY3. 
Since the equation over R is E3 + zE + T J ~ Z  = z(( + Y ~ )  + E3 = 
zC + ( C  - y3)3 = [ ( z  + - - -) - Y', this is a RDP of type Aa. 
3 An inequality for a singularity E3 + h(x, y). 
Let (V, P) be an isolated triple point. Assume that the equation of 
(V, P) is given by E 3  + h(x, y) = 0 after a suitable change of the coordi- 
nate. Let p (P)  be the Milnor number of ( I f ,  P ) .  ([Ill) The aim in this 
section is to calculate the number p ( P )  - 6p,(P) .  (For the motivation, 
see Durfee [3, p.971.) 
We prepare the following definition : In general, let Q be a point 
on a nonsingular surface. Let Fl,  . . . , I;, be irreducible reduced curves 
passing through Q .  For sl < s ,  we consider a divisor 
D = C F , + ~  C Fj. 
Let t be the number of tangc~it line at Q of thc reduced part Dred 01 D. 
We have automatically t 5 s. We set m = multp(D)  and 1 = [m/3]. 
Definition 3.1 We define the Durfee 's number dQ(D) 01 D at Q 
by the following ; 
1) I f m  = O  (mod3),  then put dQ(D) =31(1+1) -3s+2s l  - 2 t + 3 .  
2) I f m  = 1 or 2 (mod 3)) then put dQ(D) = 31(1+ 1) - 3s + 2s, - 1. 
Now setting G = $ (empty) and II = (12(x, y)) ,  we consider the 
diagram (2) in 51 of cyclic type at P .  (See [2, 531 .) The second assistant 
curve Hi coincides with the branch curve of T;  : S; + I.<, 1 5 i 5 r .  
Let b be the number of irreducible components of H- .  Set Po = P and 
Ho = H. 
For the proof of this yroposition, we use Laufer's formula [9]. 
For the Durfee's number dpi (Hi), we have the following : 
Lemma 3.3 1) If mi = multe(H;) > 6 or 7ni = 3, then we have 
dp,(Hi) > 0 -  
2) If mm; = 4 or 3, then we have dpi(Hi) 2 -2. Moreover, Pi is the 
point with dA (11,) = - 1 (resp. = -2)) then we have ~31:+, dq (H,)  > 1 
(resp. 2 2). 
Coinbilling this with Toinari's result [19], we obtain the following : 
Corollary 3.4 Lei (If, P )  be an  isoluted singularity defined by 
r 3  + h(z ,y )  = 0. Then  we have p ( P )  2 6pg(P). 
Problems 1) Show the analogous argument as in 53 for any 2- 
dilnensional hypersurface triple point. 
2) Construct the process of canonical resolution for surfaces of n- 
section type. 
The detail will be published in our forthcoming paper. 
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JAPAN 
A Remark on the Geography of Surfaces with 
Birat ional Canonical Morphisms 
Introduction. Let S be a minimal algebraic surface of general 
type defined over the field of complex numbers C. Then by the in- 
equalities of Noether and Bogomolov-Miyaolta-Yau, we have 
Thus a natural problem is to construct a surface S such that ~ ( 0 ~ )  = x 
and c:(S) = y for any integers (x, y) in the above region. For this 
problem, Persson [15] proved that all the invariants (x, c:) with 2 ~ - 6  < -
ci 5 8~ - 20 occur for some surface carrying a pencil of curves of 
genus 2. Recently Xiao extended Persson's method and constructed 
many surfaces carrying pencils of llyperelliptic curves ([22], [24], [7]) .  
We remark that the canonical maps 01 these surfaces are not birational 
because the relative canonical maps are already generically 2 : 1. 
In this paper, we are in.terestec1 in surfaces whose canonical maps 
are birational onto their images, because we believe that the "general" 
surface of general type has this property in view of the theory of curves. 
(For this motivation, see also [6], 1231). Since the lower bound of such 
surfaces is c; = 3~ - 10 by Castelnuovo's second inequality ([3]), our 
problem is ; 
" Construct surfaces with birational canonical map in the region 3 ~ -  
10 5 c? 5 9~ naturally from the geographical point of view." 
Many worlts are related to this problem. For instance, see [lo] ,[5] ,1141, 
1251 ,[19], [8] etc.(Consult [16] for other references.) 
Now our approach is in some sence a nonhyperelliptic version of 
Persson's original one. His way was natural in the following sence: For 
any surface S on the Noether line ci = 2~ - 6 ( ~  > - 7), IIoriltawa [12, 
I] proved that S has a genus 2 fibration such that the "degenerate" 
genus 2 fibers come from the resolution. of rational double points in 
some sence. So it seems that the simplest way to have many surfaces 
beyond the Noether line is to construct on S degen.erate genus 2 fibers 
which come froin the simple Gorenstein singularities not equal to R,DP. 
Persson used the simple elliptic singularities of type . 
Thus for our purpose, we first observe the surface on the Castelnuovo 
line c i  = 3x - 10. By the classical idea of Castelnuovo [4], such a 
surface with birational canonical map( x 2 9) always has a fibration 
of nonhyperelliptic curves of genus 3 and the "degenerate" genus 3 
fibers come from the resolution of RDP. Therefore it is natural for our 
purpose to construct many simple degenerate genus 3 fibers which do 
not come from RDP. We use simple elliptic singularities of type g. 
Our result is the following : 
Theorem Let  x, y be any  integers with 3x - 10 < - y < - 8x - 78. 
T h e n  there exists a min imal  surface S such that (1) x(Os) = x, c : ( S )  = 
y, (2) the canonical m a p  o J S  is  a birational holomorphic map  onto i t s  
image and (3) S has  a Jibration of nonhyperelliptic curves of genvs  3. 
One can also find such surfaces in a subregion of 8~ - 77 < - c2 1 < -
8x - 35(see 53). The key step of the pro01 is to study the resol~~tion 
process of singularities arising from certain cyclic quadruple coverings. 
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Considering our result, one can ask; 
"If S has a pencil of nonhyperelliptic curves of genus 3 , then do we 
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RPn-,O(ICx + S) = 0 for p - > 1, we have similarly I-IP(X, + S) = 0 
for p = 0 , l .  Hence by the long exact sequence associated with 
we have P,(S) = h o ( x ,  ICx + S) and q(S) = h2(X, lh) = hl(C, Oc) = 
g - 
Since wg = (/ix +S)2S and T2 = cl(OW @ OW (Co))T, we also have 
the desired formula for wg by an easy calculation. q. e.d. 
1.3 From now on, we fix a fiber coordinate (Yo, Yl) of n- : X - 
W .  Denote by Tb, the section defined by Yl = 0. 7b, is linearly 
equivalent to T - n-*CO. If we choose D, general, then the divisor SIL 
(the restriction of S to Tw) is n distinct fibers on T, Y W C. 
On the other hand, the self-intersection number of the divisor T,ls 
on S is -n. Thus S contains n exceptional curves of first kind. Let 
Y : S --t S' be the contraction of these curves. We remark that Y is 
induced by the contraction of the ambient space 
where QT is the rnorphism defined by the linear system 17'). Then we 
have %(St)  = p,(S), q(St) = q(S) and w i t  = w; + n = 3x(Os/) + 10(g - 
1) by Lemma 1.2. 
Now assume that (I) S has k simple elliptic singularities of type 
(see [18]), (2) other singularities of S are at most rational double 
points (RDP for short) and (3) S is smooth along T,ls. Let s be the 
minimal resolution of singularities of St. Then by [17] or [I] we have 
In order to realize the above assumption, we set up the following 
situation. 
Considering that any q5 t I-1°(X,4T + n-*6*D,) can be written as 
4-i i 4 = E&=, $;co+a*un& where $ico+a*n, t IIO(W, iCo + 6*D,), we set 
where (4)  is the divisor defined by 4. We call. it the cyclzc subsys le~n 
of 14T + n-*6*Dnj. For any member (4)  E 14T + T * ~ * D , ( ~ ,  we call the 
divisor Bd = (&aco+a*D,) and B; = (4a*on) the branch and the assistant 
bracclr locus of ($), respectively. With this notation, we define the good 
cyclic subsystem 147' + ~ * 6 *  Dnlee by the following two properties: 
I) BI is reduced and Bk is nonsingular. 
2) Bi passes through no singular poiiits of Bd, and they meet transver- 
sally. 
Leiliina 1.4 Let S = (4 )  be a member of  14T + ?r*6*Dnlcc and 
set TS := n-Is : S - W .  Then  we have 
(a) S is  in-educible and normal, 
(b) Sing(S) = n-;'(Sing(B+)) n Support  (T), 
(cj the general fiber of n-s is  a nonhyperelliptic curve of genus 3, 
where S i n g ( S )  i s  the singular locus of S ,  etc.  
Proof O ~ T ; ~ ( W \ B ~ ~ B ~ ) ,  as is afinitemorphism and the as- 
sertion (b) is clear. For any P t Bm n B;, denote by (x, y) a local 
(analytic) parameter at P on W. Then as1 is defined by the equation 
zG4 + 7~15~ = 0 in X. Thus S is nonsingular along as1 (Bd n B;). ( 
n-,'(P) is a lionsingular (-4) curve.) Heilcc (b) holds. Especially S is 
liorliial. 
Let ? : s i S be the resolution of S and s = u;s(~) be the 
decomposition to its connected components. Since Bd n B; is a set of 
points, T ~ ? ( S ( ~ ) )  coincides with W for any i. On the other hand, for a 
general point Q of B4, ni l (Q) consists of one point and nonsingular in 
S. Hence i = 1, i.e. S is irreducib1.e. 
The assertion. ( c )  is clear. q.e.d. 
Definition 1.5 A curve singulari1,y P is called an infinitely close 
double point if1 it consists of two tangent branches no longer simulta- 
neously tangent after one blow up. (See the point Pi in Fig. 1). 
1.6 Let S be a surlace defined by (4 )  E 14T + n"b*D,lcc. If 
P E Bd\B; is an infinitely close double point (resp. an ordinaly double 
point) of Bd, then Q = ngl (P)  is an g-singularity (resp. a RDP 
of type As). Therefore we try to construct a member B := Bi t 
14C0 + 6*Dn1 such that B has k iilfiililely close double points and other 
singularities of B are at irlost ordinary double points. The Collowing 
method is essentially due to Persson [15]. 
Let Dp be a divisor of degree ,D > 0 on C .  Assume that there is a 
divisor D, 2 0 (effective or zero) on C such that 
(2) 0, N Dn - 2Dp. 
Let PI, - - -, PI, be points on Co such that 
A A 
(3) h 0 ( ~ , 2 ~ , + ~ g - ~ l - . - - -  4) 2 2, 
where = 6(Pi). Let B(') and B ( ~ )  be general members of Persson's 
subsystem 1 2Co + 6* Dp l p  ([I]) passing through PI, - . ., Pk. Assume that 
(4) 
6*D, does not pass through the  singular points 
of the  reducible curve B(') + B ( ~ ) .  
We set 
B := B(') + B ( ~ )  + 6'0,. 
Then B is linearly equivalent to 4Co + 6*Dn, B has infinitrely close 
double points at P,(1 4 i 5 k)  and other singularities of B are at most 
ordinaly singular points (see the argument in [l]). From the above 
argument : 
Hgropositioii 8.7 Let m, n be as in  ( I ) .  Assume hhat 
(a) 0 5 k 4 2m + [n/2] - 1 when g = 0 ,  
(l?) 0 < k < 2m + [n/2] - 2 when g > 1 ,  
where [n/2] is the greatest integer not exceeding 1212. Then here  exists 
a nonsingular surbce s such that 
1) ~ ( 0 ~ )  = 4m+ 3n+  2(g - 1) - k,c?(S) = 12m+ 9n+  16(g - 1) - 2k, 
2) s has a (base point free) pencil oJ nonhyperelliptic curves of genus 
3 over a curve of genus g.  
Prooj When C = P' : By (a), we can choose Dp and D, such 
that the conditions (2), (3) and (4) are satisfied. 
When g(C)  > - 1 : Let C be a hyperelliptic curve of genus g > 1 and 
let I, : C - P' be the liyperelliptic involution. We choose divisors Dm 
such that ; 
(c) When m is even, Dm := ~ * O ~ l ( m / 2 )  , 
(d) When m is odd, Dm := L * O ~  ([m/2]) +& for a ramification point 
Q E C.  
We choose divisors D,, Dg, D, and + - - - + in a similar way 
caref~llly. Theii the conditions (2)) (3) and (4) are satisfied by (b). 
q.e.d. 
Remark 1.8 In the proof of Proposition 1.7, if C is a general 
curve of genus g > I and Dm, D, are general divisors on C, then the 
invariants ( x ,  c:) of the resulting surfaces s do not cover wider area 
than the above ones in the surface geography. 
2 Process of res~alluti~n. 
In this section, first we resolve singularities of S explicitely. This 
method is analogous to that in [ll, $21 and [2, $31. Second we cal- 
culate the invariants of surfaces in each process of the resolution. 
2.1 We go back to the situation in 1.6. Our way of resolving 
singularities of S consists of the following six steps : 
1) Let f l ,  - - - , f k  be the fibers of W i C containing PI,. . ., Pk 
respectively. Let q : Wl -i W be the coim.position of blow ups at 
IDi(1 < i - < k )  and set g: = rcl(Pi). Denote by .f: the strict transform 
of fi and by QI the point on intersection of ff and g:. 
2) Let 7 2  : W2 + Wl be the composition of blow ups at Qi, 1 _< i 5 
k .  Set hy = 7c1(Q;) and denote by f/ and gy the strict transform off(  
and gi by r respectively. Put r = 7 2  o rl. We set 
where is the strict transform of Bd by T .  Put 
and set T2 = Ox,(l). We define a member S2 of the cyclic subsystem 
14T2 + n ; ~ *  b*D, l c  such that the branch and the assistant branch locus 
are B2 and B; respectively. Then by the same argument as in [2, $31, 
there is a natural morphism p : X2 i X such 1.hat P = pis, : S2 + 
S is a birational morphism. The singular locus of S2 (except RDP) 
coincides with u&, ( ~ ~ l ~ , ) - ' ( ~ y ) .  The local analytic equation of this is 
ol the form t4 + x2 = 0. We set 5 = ( ~ ~ l ~ , ) - ~ ( ~ r ) ~ ~ ~  the reduced curve 
of ( ~ 2  Is2) -I (dl) - 
3) Let p3 : Xy -4 Xa be the composition of blow ups at &, 1 < i < 
k.  Denote by S3 the strict transform of Sz by p3, and set E, = , L L ~ ~ ( Z ) ,  
= ('53 n E2)Ted  and f i  = ~ / l / S y  
4) Let pp : X4 - X3 be the composition of blow ups a1 g ,  1 <: 
i < - k .  Denote by $4 and Ei the strict translorms of S3 and Ez by 
- 
r4 respectively. Set E; = p z 1 ( ~ )  and f i  = p4IS4. S4 contains 2k 
exceptional curves of first kind (,Ep)-'(a), 1 5 i < - k .  
5) Let pg : S4 - S5 be the composition of contraction maps of 
(,!&)-I(&) for 1 < - i < - k and ol  n exceptional curves T, Is. Let hy 
be the irnage by p5 of the strict transform ol  h: by ,Zp o ,G3. hi" is a 
nonsingular elliptic curve of self-intersection number (-2). (see Fig. 
1 
6) Let p~ : s + S5 be the minimal resolution ol all RRDP on S5. $' 
is nonsingular . 
By the above process, we obtain the following diagram : 
(Fig. 1) 
(Fig. 2) 
Next for calculating pg(Sj) and q(Sj) for 2 - < j < - 4, we prepare the 
fol.lowing two lemmas. 
Lemma 2.2  We set 
A 
0 := k-hO(c ,  I ~ ~ + ~ D , + D , , ) + ~ O ( C ,  I < ~ + ~ D , + D , - E . . . - P ~ ) .  
Then we have 
( a )  hp(W2, r*(-Co + 6*(IG + D, + D7,)) + C,k_,(g:' + hy)) = 0, (tip), 
(6) hp(W2, r*6*(Iic + Dm + Dn) + c:~ ,  g,") 
~ n + n + g - 1  (p=O)  
= 1; ( P  = 1) 
(P = 2) 
( c )  Il"(w,, r*(CO + 6*(I& + D m  + Dn)) + CfXl (gzr) - h:)) 
3 m + 2 n + 2 ( g - l ) - k + O  (p=O)  
= 1 2 k + O  (P = 1) 
0 (P = 2) 
Proof. We write gi = gzr), hi = 12; and C = ~ , k _ ~  for simplicity. 
(a) : Put Dl = r*(-CO + 6*(I(C + Dm + D,)), and consider the exact 
sequences 
0 Qwz(D1) --+ Qw,(D~ + C(gi  + hi)) 
OC(gi+bi) (Dl + C(gi  + hi)) 0, 
0 d OE~L: (Dl + C hi) 4 OC(yl+)Lc) ( D ~  + c ( ~ ~  + hi ) )  
Q, , (D,  + C(gi + hi) )  4 0 ,  
3-1 3 
0 OCI-l :=I hi (Dl + C hi) --+ r = l  lLi (Di + C hi) 
i=l i=l 
3 
+ Oh,(Dl+ C h i )  - 0, 
2 = 1  
for 2 5 j 5 k .  B y  using 
inductively, we have 
IIP(W2, Dl + ~ ( g ,  + hi)) - H"W2, Dl) 
E H" W, -Co + b* (Kc  + Dm + D,)) = 0 ,  
for any p. 
( b )  : Since 
( ~ * b * ( K c  + Dm, + D,) + C g ; ) g 3  = -2, 
we obtain ( b )  similarly. 
( c )  : Set D2 = r*(Co + 6*(Kc + Dm, + D,)) and consider the exact 
sequences 
0 Ow2(D2 - C hi) + ow(D2 + C(g; - hi)) 
0 ~ s .  (D2 + C(gi - hi)) + 0,  
O + 0w2(D2 - C hi) 0w2(D2) O x  hi 0. 
Since (D2 + C(gi - h;))gj = -3 and D21hj h. OILj , we have 
15' (W2, D2 - 1 hi) 1. I - I O ( W ~ ,  ~2 + C(gi - hi)) r 
(5) 
0 I11(W2, D2 - Chi)  + H1(W2, D2 + ~ ( g ;  - hi)) 
d c~~ -+ O (exact) ,  
We denote by 0' the dimension of the colternel of the map r. Then by 
(5), we have 
ho (W2 D2 + ~ ( g i  - hi))  
(6) = hO(W, Co + 6*(1(6 + Dm + D,)) - k + Of,  h1 (W2, D2 + ~ ( g i  - hi))  
= h l (W,  Co + 6*(Iic + Dm + D,)) + 2k + 0'. 
Now we consider the map r. 
Any element $' t H0(W2,  D2)  is written as $' = T*$ for some 
$I E H0 ( W ,  Co + 6' ( K c  + Dm + D,)) . Then we have 
where $ ' I  hi E Ho (hi ,  D2 1 h i )  T C and $ (Pi)  is the value of $ at Pi. 
We set M = HO(W,  Co + 6*(Iic + D, + D,)) and denote by M h h e  
vector subspace of M consisting of the elements which pass through 
PI,  - - . , Pi. We have a descending filtration 
We have dim &fi = dim Mi--' or dim'Mi = dim ( M C 1 )  - 1 according 
as Pi is a base point of M"-' or not. Than the number 0' is equal to 
the cardinality of i such that dim Mi = dim M"'. 
Let; ( 2 0  : Z J  be a fiber coordinate of n : W C such that 
Co = ( Z o  = 0). Then any $ E HO(W,  Co + b*(Icc + Dm + D,)) is 
written by 
 here $ I ~ + ~ D , , + D ,  E H" (C ,  I ~ c  + j Dm + Dn) for j = 1,2. A Since (I < -
i 5 k)  is on Co, $ ( P , )  = O is equivalent to $ICc+2D7n+D, (Pi)  = O .  We 
set N = Ho(C,  I& + 2 0 ,  + D,) and denote by Ni  the subspace of N 
consisting of the elements which pass through E, - - . , E. We have a 
filtration 
(8) N =  N o >  N 1 >  - . - 3  N!
By the above argument, the number O' is equal to the cardinality of i 
such that dim N i  = dim N"'. Hence O' coincides with 0. Thus by 
(6), we obtain (c). q. e.d. 
Lemma 2.3 For a n y  j (1 < j 5 k ) ,  we have 
(a) (KY,+S~)S;= -3 
( j  (Iix3+S3)g= -2 . 




Iix2 + S2 -272 + T ;  (KW2 + L2) + 472 + a;r*b*D, (I0) 
N 2T2 + a;(rl(-Go + 6*(Kc + Dm + D,) + ~ ( g : '  + hy)) , 
we oh t ain (a). 
For 1 < i < - k ,  let T2, G;, Hi and be the proper transforms of 
T2, G; = II, = (?ry)-l(h:) and Fi ';= n,'(fll) by p3 respectively 
(see Fig. 2). Then by ( lo) ,  we have 
Now we consider the exact sequence 
where Ns;/T2 is the normal bundle of & in T2, etc. We have N,;lx2 e 
Opl (-2) and (NGlx,)l,; -. 0,1(-1) by(9). Since Ezt1(0(-1), 0(-2))  
vanishes, we have Nglx2 = (- 1) $ Opl (-2). Thus EJ is isomorphic 
to the Hirzebruch surface of degree 1 ,  and 8 is the oo-section of EJ.  
- 
IIence we have G,& = (GlE1J2 = -1. 
On the other hand, the divisor Ej + + 2F + is a singular fiber 
of the degeneration X3 i C. Thus we have 
0 = (E, + + 2%. +T)g = E,5 + 1. 
Hence by ( l l ) ,  we obtain (b).  
Proposition 2.4 For 2 5 j 5 4 ,  we have  ; 
1) H0(ws3) Y H O ( X j , I l x  3 + S j ) ,  
h1(wSj)  = h l ( X j ,  K x j  + Sj )  - h 2 ( X j ,  I(,. + Sj )  + g (b'j), 
2)  h0(ws2) = hO(ws) - k + 0, h1(ws2) = g + 3k + O, 
3) H0(ws3) - f I0(ws2),  h1(ws3) = h1 (ws,) - 2k, 
4 )  H0(ws4) Y HO(ws,), h1(ws4) = h1(ws3) - k .  
Proof. Since HP(I<xi)= O(p = 0,1),h2(I<xj)  = g and H2(wsj )  E 
H3(I(x,)  - C ,  the long exact sequence associated with 
0 - O ( I l x . )  3 
--+ O ( I i x .  3 + S j )  - 0 ( w S j )  - 0,  
implies 1) .  
By ( l o ) ,  we have R*(n2) ,0 ( Ib2  + S 2 )  = 0 for p > - 1. Thus we have 
H"X2, I ix2 + 5 ' 2 )  - Hp(W2, (r2)*O(Kx2 + 5 ' 2 ) )  
2 HP(W2,rf(-CO + 6 * ( I i ~  + Dm. + Dn)) + Ci(gi + hi))  
HP(W2, r*6*(I<c + Dm + Dn) + xi g i )  
~ H ~ ( W ~ , T * ( C O  + b f ( J i c  + Dm + D,)) + ~ i ( g i  - h i ) ) -  
Hence by Lemma 2.2 , we obtain 2 ) .  
Since Ilx,  ,--, pSICx2 + Ci E; and 5'3 N p;S2 - 2 Ci Ei ,  we have the 
exact sequence 
By Lemma 2.3 (a), we have 
Thus by the long exact sequence associated with (12) and by I), we 
obtain 3). 
By Lemma 2.3 ( b ) ,  we obtain 4 )  similarly. q.e.d. 
Corollary 2.5 p g ( ~ ) = p g ( S ) - k ,  q ( S ) = g .  
Proof.  By Proposition 2.4, we have p g ( ~ )  = pg(S4) = pg (S) - k + 0 
and q ( ~ )  = q(Sa) = y + O. On the other hand, O equals to zero by 
Proposition 1.7. q. e.  d.  
3 Canonical mapping. 
In this section, we study the canonical mapping of the surface s con- 
structed in the previous section, a,nd prove our theorem. 
Proposition 3.1 Assume tha t  
(a)  m + n 2 3 and 2m + n + 29 - 2 2 k ,  o r  
(b) C = ~ ' , , m + n = 2  a n d m - 1 I k .  
T h e n  s is relativelg m i n i m a l  and ihe canonical m a p  aIG s of s is n 
birational ho lomorp7~ic  map on to  its image .  
Proof.  Since Ho(IiS) is naturally isomorphic to H0(X2, fi, + S2) 
by Proposition 2.4, we consider this space. The divisor 1% + S2 is 
linearly equivalent to T,oO + T2 + 7r;(r*6*(Iic + Dm + D,) + E!=, g,), 
and T,N is a part of the fixed component of this system by the proof of 
Lemma 2.2(a). We set 
D := + l ~ ; ( ~ * S * ( l i ~  + Dm + Dn) + C gi). 
2 
If we fix a fiber coordinate (E : E) ol l ~ 2  : X 2  + W2, then any 
g5 E Ho(X;, D )  is written as 
(13) 4 = a(o)E + i l )E  
where E H0(W2, ~"6*(ITc+D,+lln)+C gi) alld 4'') E f1°(W2, r*(Co 
+ 6*(Iic + Dm + D,)) + ~ ( g ,  - h,)). By the proof of Lemma 2.2, we have 
H0(W2, r*6*(Iic + Dm + D,) + c gl) N H0(TiV2, T*~*(I<~+D,,+ D,)) Z 
I-IO(W, 6*(Kc + Dm + D,)). Moreover a(') is written as 
where 11, E M" CIO(W, Co + 6*(Iic + Dm + D,)), E HO(C,  Iic + 
Dm + D,) and E  see (7) and (8)). 
Hence by the expression (13) and (14), the curve A = ~ f = , ( ~ i '  + hy) 
is a part of the base locus of D. 
Set xi0) = X2\A the Zariski open set of X2. We prove that the linear 
( 0 )  system 1 Dl separates points on Xi0) ; i.e., For any points El, R2 E X2 , 
one can find 4 t H 0 ( X 2 ,  D )  such that q5(R1) = 0 and +(R2) # 0. Put 
R: = a2(Ri )  and R: = 6r(Ri)  for i = 1,2. 
1 )  When R;' # Ry : IS the condition (a) holds, then Iic + Dm + D, is 
a very ample divisor on C. Thus ir*6*(Iic + Dm + D,) + C g, ( separates 
R; and R;. IIence I Dl separates R1 and R2. If the condition (b) holds, 
then the system  hep pa rates R;' and Ry. Hence 1 Dl also separa.tes Rl 
and R2. 
2 )  When R; # R; and R;' = R',' : Since Iic + D,, + D, 2 0 and 
l ic+2Dm+ D, - E - - - - - &  2 0, the system lr*(Co + b*(ICc+ Dm+ 
D,) + ~ ( g ,  - hi))l separates R; and R;. Hence ID1 separates R1 and 
R2. 
3)  When R; = Ry : We consider the restriction map 
x : fiO(x, D )  -+ I I O ( T ; ~ ( R ; ) ,  D I , ; I ( ~ ~ ) )  2. c2 
By (13),  the map X is given by 
Thus by the same argument as above, X is surjective. Hence ID1 sepa- 
rates Rl and 122. 
By 1) ,2) and 3) ,  I Dl separates points on Xi0) .  Therefore 1 Kx, + S2 ( 
(0) incluce a biratjonal map on X 2 ,  and this map is h.olomorphic on X ,  . 
( 0 )  Since the generic point of S2 is contained in X 2  , IwS2 1 also induces a 
biration.al. map on S2. Hence QIG is a birational map. 
5 
Next we prove that the base locns Bslws51 is empty. B y  the above 
argument, we have Bslws, 1 c U;h;. Since ws5 = ( p 5 ) * ( a  o p3 o 
p)*ws @ 0s5(- C;  h y ) ,  the divisor xi hy is not a fixed component of 
Iws, 1. For 1 5 i 5 k ,  let P:, P: be the points on hy' which are the im- 
age of two exceptional curves (E)- l (g)  by ps. For a general member 
y3 t M k ,  let C'$ be the curve on W -. T C X defined by 71,. Then the 
strict transform of C$ by p~ o p3 o p does not intersect with (,Z4)-'(g?). 
Therefore the points P/ and P! ( 1  < i < k )  are not the base points of 
Iws,l. Tllus Bslws,l is empty. Hence B s l R S l  is empty. 
Especially s is relatively minimal, and aIG s is a holornorphic map. 
q.e.d. 
From Propositions I. 7 and 3.1, we have the following by an easy 
computation : 
Theorem 3.2 Let x ,  y be any integers with the Jollowing : 
(a) l j g  = 0 ,  then one of (a . l )  N (a.4) is satisfied ; 
(a.1) 32  - 10 5 y 5 4 2  - 16, 
( a . 2 ) y = 4 x - 1 5 ,  x > 5  a n d x = l ( r n o d 2 ) ,  
(a.3) y = 4 2  - 14 and x > 5 ,  
(a.4) y = 4 x - i ,  i = 13 o r 1 2 ,  x  6 and x =  O ( m o d 2 ) .  
(b) I J g  > 1,  then one of (b. l)  N (b.5) is satisfied ; 
(b.l) 32  + log - 10 < y < 4 2  + 89 - 18, 
(b.2) y = 4 2  + 8g - 17, x > - 29 + 8 and x 0 (mod  2 ) ,  
(b.3) y = 4 2  + 89 - 16, 
(b.4) y = 4 2  + 89 - i ,  i = 15 or 14, x > - 29 + 7 and x 0 ( m o d  Z) ,  
(b.5) y = 4 x + 8 g -  12, x 2 2g+ 6 and x O ( m o d 2 ) .  
Then  there exists a minimal algebraic surface S suclz that 
1) ~ ( 6 ~ )  = x ,  c : (S )  = y and q (S )  = 9 ,  
2) the canonical map is a biraiional holomorphic map,  
3) S has a fibration of nonhyperelliptic curves of genus 3 over a 
curve of genus g .  
From Theorerr1 3.2, we have the following by an easy computation : 
Theorem 3.3 Let x, y be any integers with ; 
(a) 32  - 10 < y < 82 - 78 ,  or 
(b) y = 82  - i (35 5 i < - 77,  i # 39,41,47)  and x satisfies the 
con,dition in the following table ; 
where "A" (resp. "E",  resp. "D" ) means any (resp. any even, resp. 
any odd) integer with 2 ( i / 5 )  - 2. ( For instance, if y = 8x - 54, then 
x is any odd integer with 2 9 or x = 10 .) 
Then there exists a minimal algebraic surface S such that 
1) );(CIS) = 2 ,  c?(S) = y, 
2) is a birational holomorphic map, 
3) S has a jibration o j  nonhyperelliptic curves of genus 3. 
Remark 3.4 There exists a minimal algebraic surface S of gen- 
eral type such that 
I ) C; (S) = 4% (S) - 6, q(S) = 0, pg (S )  > 4 and pg(S) = 1 (mod 2), 
2) QIr, is generically 4 : 1 map, 
3) S has a fibration 7 : S i P' of nonhyperelliptic curves such 
that Qrc:, is induced by a relativation of the generic projection of the 
plane quartic curve which is the general fiber of h. 
In fact, in Proposition 1. 7, we set m > 3, n = 0 and k = 2m - 1. 
Then the assertioil is verified by the similar argument as in the proof 
of Propositioil 3.1. 
Reillark 3.5 There exists a degeneration p : S - A = {It1 < 1) 
of surfaces of general type such that the main compone~id s(O) of the 
degenerate fiber So = ,x'(O) satisfies 
where St = pP1(t )  (t # 0) is a srnooth fiber ol p. This degeneration is 
observed in the same region as in Theorem 3.2. The construction is 
similar to [2, 541. 
Other examples of "tame" degenerations can he seen in [9], [20], 
[211, PI, eic- 
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Appendix to T. Ashikaga's paper 
KAZUHIRO KONNO 
Introduction. 
The purpose of this appendix is to give another constructioil of 
surfaces of general type with pencils of nonhyperelliptic curves of genus 
3, whose canonical map is a birational morphism onto its image. We 
restricts ourselves to regular surfaces liere, whereas our method can be 
applied to irregular ones as well (with some more effort). 
Let S be a smooth surface with a nlorphism f' : S -- C onto a 
smooth curve C .  Recall that, if a general fiber is a nonhyperelliptic 
curve of genus three, there is a canonical birational map of S into a 
p2-bundle W on C (see, [H, $11). We let X be its image, and consider 
the fibration y : 9 C iilduced by the projection of W. Their tlre 
differece of the invariants ( ~ ( 8 ~ )  - x(Os), w k  - w; )  can be coilsidcrcd 
as the contribution of the singular fibers of g .  Tllough we do not 
have a complete list of possible singular fibers, wc at least can expect, 
that they are quite similar to those in [I<]. I-Iowever, the sillgular fil~cr 
- 
arising from a simple elliptic singularity of type E7, which Ashilcaga has 
constructed, seems to be a 'Lspccial" one ([I<, $91). What this means 
inay be garanteed by the fact that the canonical bundle of S carrnot be 
ample in this case. Thus there should be a way to construct "general" 
ones. This is the motivation of the present note. 
Construct ion. 
We let W denote the total space of the p2-bundle 
where a ,  b, c are integers satisfying 0 5 a < b 5 c. We let T and F 
denote the relatively ample tautological divisor and a fiber of n, respec- 
tively. Then the Picard group of W is a free abeliam group generated 
by them. Further, we have T3 = ( a  + b + c )T2F  in the Chow ring of 
w. We put 
p = a + b + c + 3  (1.1) 
and assume that p > 4. Let s be an integer, and let Q be a general 
member of the linear system I2T +sFl.  We remark that Q is irreducible 
and has only rational double points of type Al if 
Choose general. k fibers Fl ,  - - - , Fk of T .  We assume that Q and 
Fi meet transversally, a,nd that the intersection Q; = Q n F; is an 
irreducible conic (in Fi E p2) for each i.  
We let v : <V - W he the blowing-up along UQi, and put E ;  = 
( Q ) .  Since the normal sheaf of Qi -. P' in W is isomorphic to 
O $0(4 ) ,  each E; is isoi-norphic to C4, the Hirzebruch surface of degree 
4. On W ,  we consider the linear system I Ll , where 
I we denote by 0 and pi the proper transforms of Q and Fi, respec- 
tively, then we get 
where the symbol. -- ineans the linear equivalence of divisors. Since 
Q n Pi = 0, we h.ave 
Lemma 1: Bsl Ll = 0 if the following conditions are satislied. 
11) k > 2 s + p - 5 .  
2 )  Q does not meet  BsI4T - ( p  - 5 + k)FI .  
Lemma 2: The  col~dition 2 )  of Lemma 1 is satisfied i f  one o f  the 
following. conditions is salisfied: 
ProoJ. TI I) holds, the11 Bs l4T - (p - 5 + k ) F I  = 6. We assume 
that 2) holds. We let X o ,  X I  and Xa be sections on W of O ( T  - a F ) ,  
O(T - b F )  and O(T - c F ) ,  respectively, such that they form a system of 
homogeneous coordinates on each fiber of n- : W -+ I?'. If 46 > p- 5 + k ,  
then )4T - (p - 5 + k)FI  has no base point outside the rational curve 
B defined by XI = X2 = 0. On the other hand, the equation of & call 
be written as 
where q,, is a homogeneous form on P' 01 degree (2 - i - j ) a  + ib + jc+ s. 
Thus, if s = -2a, then we can assume that, 400 is a nonzero consta,nt. 
Then Q does not meet B. Thus 2) is also sufficient to imply 2) of 
Leinrna 1. q. e. d .  
Lemma 3: Suppose that  I LI contains an irreducible nonsing-ular 
member  S .  T h e n  S is a minimal surface satisfjring: 
I )  The canonical m a p  o f S  is a birational molphism.  
2) p,(S) = p ,  q(S) = 0 and ci(S) = 3p,(S)-7+k, w l ~ e r e h ,  q alrd 
c: denote the  geometric genus, the  irregularit-y and the  Chel-n number 
o f  S,  respecljvely. 
Proof. For any complex manifold M ,  we denote by I<lllr the canon- 
ical line bundle of M .  Then, by the adjun.ction. forlnula, we have 
S i c  , 1 < i 5 k ,  does not meet S, we have O(I-s)  = Os(v*T) .  We 
next consider the coholilology exact sequences derived from 
Since w is rational, we have H ~ ( w ,  O(ICO)) = 0 for q < 3. Thus 
we get H q ( S ,  O ( I i s ) )  E H'(w,  O(y*T + C Pi))  for Q < 2 from (1.4). 
Then, by (1.5),  we get Hq(I ls )  -- Hq(W, O ( T ) )  for q < 2. This shows 
the formulae for h ( S )  and q(S ) .  Note that we in particular have 
shown that lv*TI is restricted to 1 Iisl isomorphically. Thus Bsl I(s 1 = 
Bsl v*TI = 0. This implies that S is minimal and we get 1). Finally, 
we calculate c? to get: 
c;(s)  = ( v * T ) ~ L  = T ~ ( ~ T  - ( P -  5  - k ) ~ )  = 3p-  7 +  k .  
Now, varying a ,  b, c, s and k under the conditions as above, we 
obtain a series of surfaces to show the following: 
Proposition: Let x  and y be positive integers satisfying 
4x - 8 i f  x is odd, 
x > 4 ,  3 x - 7 < y <  4x - 10 i f  x is even. 
T l ~ e n  there exists a minimd, regular surface o f  general type S with the 
following properties: 
1 )  p, ( S )  = x, c:(.E) = y.  
2 )  Tlle canonical linear system o f  S has neither fixed components 
nor base points, and the cailonical map  is a birational rnorpl~ism onto 
i ts  image. 
3 )  S has a, pencil o f  nonh.yperelliptic curves o f  genus three. 
4 )  The canonical image of's is contained in a threefold o f  minimal 
d egl-ee . 
Sketch o f  Pro0.f. Put ( a ,  b ,  c) = (a, a,  a),  (a, a ,  a + I) ,  (a, a + 
I ,  a + I )  according to z = 0, 1, 2 lnodulo 3, respectively. Then, by 1 )  
of Lemma 2, we can cover the region 
for a suitably chosen s satisfying (1.2). 
We next put s = -2a and consider 2) of Lemma 2. Putting a = 
0, b = c ,  we can cover the region 4x - 12 < y < 42 - 8 with x odd. 
Similarly, putting a = 1, b = c ,  we can cover the region 4x - 16 < y < 
4x - 10 with x even. In this way, by increasing a and putting b = c,  we 
can cover the region outside (1.6) as well. The other statements follow 
from Lemma 1.3 and the construction. q.e .d .  
Remark: The inverse image of Q; on S is a hyperelliptic curve of 
genus 3 (see, [K, $91). Further, it can be checked that most surfaces 
we have constructed have ample canonical bundle. 
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Smooth projective 1-arieties dominated by homogeneous rational 
projective variety. 
B:- GoJi Cho and Eiichi Sato 
In this paper ice consider the follo\<ing problem due t c ~  Remmert 
, \-an de Ven [ R , l - ]  and Lazarsfeld [L]. 
Problem Let S be a smooth projective variety defined ox-er 
the complex number field C. Let f : G  / P - S be a surjective 
morphism where G is a simple classical qroup and P a maximal 
parabolic subgroup of G. Then unless f is an isomorphism, 1 is 
isonorphic to a projective space. 
Here ve study the property of such a variety X and have 
Plain Thearem Let 1 be a smooth pro.jective variety, Q a smooth 
quadric hypersurface of dim 2 3 and f a surjective morphism 
defined ovFr an al:ebraically closed field of any charactristic 
(char * 2). Assume that f is separable. Then unless f is an 
isomorphism, is iscmorphic to a projective space. 
Yori shoxed in [ Y ]  that a smooth projective variety with 
ample tangent bundle is isomorphic to a projective space. 
'4s an important application Lazarsfeld in [L] proved that if 
G / P is a projecti\-e space, the above problem is valid (ey.-en in 
an>- characteristic. Lse Proposition 1.1 in his proof [L]) 
In our case a key for the proof of Main Theorem is tc app1~- 
blori's Theorem and to study the behavior of a estremal rational 
cur\-e on 1 and the property about the tangent bundle T of a Q 
quadric hppersurface Q .  
Precisely spealiing, in 51, \,-e cbservf a general nature of the 
* 
variety 1 d~rninated by G / P and see that v TI r~ 0 1(2) 0 
P 
0.5 1 for the normalization P - C ( =  a gen-ral 
er;trernal rational curve in S :  (Proposition 1 . 1 3 )  
In 5 2 ,  we study the property of the tangent bundle T- (Theorem L1 
2.11, by which we chtaln a result (Theorem 2.7) about the vector 
bundle F on Q ~chich is a non-trivial estention of an ample line 
bundle on a hyperplan? section of Q by T Q ' 
Kamely theorem 2.7 saps that there is a line L on Q such that F I 1~ 
In 5 3 ,  for an estremal rational curve C on Z ,  we observe the 
* 
possibility of a v-ctor bundle v T, with the normalization v: P 1 
a A 
- C. Thus the case xith the conditions beloxc is left to us as an 
complicated one: 
(1)the morphism f: Q - Z has the ramificatioc locus RQ which 
- 
is a hyperplane secticn of Q with f lf (R-) = R 
W Q ' 
( 2 )  for any line L on Q the restricted m:Lp f - L - L is 
IL ' 
1 
contained in one component H ( 3 [ v j  ) in Horn( P ,X J
* ( 3 )  the restriction of f T to any line in Q is not ample and Z 
finally 
* (4 ) f TI is obtained as an extention of the line bundle 0 ( 2  ) on 
"& 
R Q by T Q ' 
But the condition ( 3 )  (4) contradicts Theorem 2.7 and this case 
does not occur, ~ h i c h  asserts Hain Theorem. 
A f t e r  f i n i s h i n g  t h e  p r e s e n t  p a p e r  we f o u n d  t h a t  h . I I . P a r a n j a p e  a n d  
V . S r i n i v a s  g c ~ t  t h e  same r e s u l t  ( =  P r o p o s i t i o n  8 )  i n  t h e  f o l l o w i n g  
p a p e r :  
S e l f  maps o f  h o m o ~ e n e o u s  a s p c a s .  
I n v e n t . r n a t h . 9 8 .  1 2 3 - 4 ~ 1 4 ( 1 9 8 9 ) .  
Cur  method o f  t h e  p r o o f  i s  e s s e n c i a l y  same as t h e  one  by them 
e x c e p t  f o r  t h e  l a s t  p a r t  o f  t h e  p r o o f .  The l a s t  p a r t  seems  t o  b e  
most  c G m p l i c a t e d  o n e .  T h a t  i s  why we h a v e  t h e  a r9umen t  i n  a n y  
c h a r a c t e r i s t i c  ( T  2 ) .  We must  s t u d y  t h e  p r o p e r t y  o f  t h e  homomorphism 
* 
TQ - f  TI o n  t h e  b r a n c h e d  l o c u s  R G: i n  d e t a i l s .  
Y o t a t i o n .  B a s i c a l l y  vie u s e  c u s t ~ l m a r y  t e r r n i n o l o 2 i e s  o f  
a l g e b r a i c  g e o m e t r y .  -1 v a r i e t y  means a  s e p a r a t e d ,  r e d u c e d  i r r e d u c i b l e  
a l 2 e b r a i c  k-scheme where  li i s  a n  a l g e b r a i c a l l > -  c l o s e d  f i e l d  o f  a n y  
c h a r a c t e r i s ~ i c .  0 ( 1 )  d e n o t e s  t h e  l i n e  b u n d l e  correspond in^ t o  t h e  
P " 
h y p e r p l a e s  i n  pn and  i n  c a s e  o f  n = l  i t  i s  a b b r i ~ i ~ x t e d  simp1:- as 
O ( 1 )  v e r y  o f t e n .  Khen a v e c t o r  b u n d l e  E o n  a v a r i e t y  i s  g e n e r a t e d  
b ~ -  i t s  glcbc21 s e c t i o n s ,  f o r  t h e  simplicity w e  s . 3 ~  t h a t  E i s  G S .  
F o r  a  vs r ie t : :  X a n d  a c l o s e d  subscheme wh ich  i s  l o c a l l y  c o m p l e t e  
i n t e r s e c t i o n  i n  S ,  ', 
-'I- / S means t h e  n o r m a l  b ~ l n d l e  of T i n  S .  
5.1 G e n e r a l  p r o p e r t i e s  o f  a smooth  t a r g e t  o f  G / P. 
I n  t h i s  s e c t i o n  we s t u d y  t h e  p r o p e r t y  o f  t h e  smooth p r o j e c t i v e  
v a r i e t y  wh ich  i s  a t a r g e t  o f  homogeneous c o m p l e t e  v a r i e t y  G / P .  
L e t  u s  b e g i n  w i t h  e a s y  p r o p o s i t i o n s  a b o u t  v e c t o r  b u n d l e  o n  a c u r v e  
F o r  t -he  p r o o f  we u s e  s e v e r a l  f a c t s  i n  [ I - I ] .  
P r o p o s i t i o n  1.1. ( Lemma 4 . 5  i n  [L]) L e t  E ,  F be  v e c t o r  b u n d l e s  
on a smoo th  p r o j e c t i v e  c u r v e  C v i t h  t h e  same r a n k  and  j :  E - F a n  
i n . j e c t i v e  homomorphism. I f  E i s  a n  a n p l e  v e c t o r  bunc i le ,  s o  i s  F ,  
P r c o f  . Tslie a n  i x t e g e r  m s u c h  t h a t  sm(  E 1 i s  a m p l e ,  G S  
( =  i s  2 e n e r a t e d  by i t s  g l o b a l  s e c t i o n s )  and  i t s  f i r s t  
cohomology g r o u p  1-z inishes .  ( s e e  P r o p o s i t i o n  3 . 4  and  P r o p o s i t i c n  3 . 2  
[HI) Moreover  c o n s i d e r  t h e  homomorphism 
- 
j : s ~ ( E )  - s ~ ( F )  i n d u c e d  by 
j: E - F , which  i s  a l s o  a n  in . j ec t :ve  
- 
_ m homornarphism. S e t  T = C o k e r n e l  o f  .j. S i n c e  T i: :2~3 , s a  i s  b ( F ) .  
m NOT< a ssume S  (F) i s  n o t  a m p l e ,  namely  r l i e r e  1s a s e ~ t l o n  C' ( 1 ~ 1 t h  
m 
r e s p e c L  t o  t h e  p r o j e c t i o n  P ( S  ( F )  ) - C )  i n  P! s m l F )  1 w h i c h  maps t a  
a p o i n t  v i 2  t h e  morphism i n d u c e d  bj- t h e  t a u t ~ i o g i c ~ z i l  l r n e  b u n d l e  o f  
P ( s ~ ( F ) ) .  Thus  x<e i n f e r  t h a t  t h e r e  i s  a s u r j e c t i v e  homomorphism 
m S (F) - O C ,  ~ h i c h  g i v e s  r i s z  t o  t h e  n u n - t r l v i a l  homomorphism 
in 
s m ( E )  - O C , .  But  s i n c e  S ( E l  i s  a m p l e ,   ye have  a c o n t r a d i c t i o n .  
m Hence S  ( F :  i s  ample  and  t h e r e f o r e  F i s  amp le .  
1 Proposition 1.2. Let E and F be vector bundles on P and j : E  
- F a generically surjective homomorphism. Then we has-e 
1 )  If E is GS , so is F 
2) If E is ample, so is F. 
an- 2 3 )  Particularly let E = O(2) @ O(1) @ 0 and rank F = n. 
of 1 
Suppose that F is the pall back a vectsr bundle G on P :ria a 
A 
1 finite morphism f: P' - P and deg G I n + 1. TbLen G is one of 
the f ollo~~~ing : 
en- 1 
a )  O(2) 8 O(1) 
0 )  O(3) 8 O(1) @11- 2 @ 0. 
@ * Q Oil) On- 3 Y )  O(2) 0 13. 
3 )  0(2) @ 0(1) On- 2. 8 0. 
Proof. %oting that an>- vector bundle on P' is a direct sum of line 
b~lndies, this proposlticn is trivial. 
- -  Now let us consider a separsbl~, surjective morphism f: 1 - Z 
- - hetrceem srr.oot11 projective :-arieties A,',' and l5t X 7 .  be the 
- 
ramification divisor of I x-ia f. .;hen ha;-? 
Proposition 1.3. Cnder the above conditioti let xf be a Fano 
s-arie t,j- ( i. e. - KT- is amp12 ) . Then lie na;-e 
1 
1) If f is finit? and R is nummerically effective i.e. the kl 
intersection number R,\- C is non-ne~ative for any inte2ral curve T 
on I-, then X is a Fano varietj-. 
2 )  Assume that Pic P - Z. Then the asssumptions in 1 I hcld good. 
9 
P r c o f .  h e  ha\-e t h e  e q u a l i t y :  I< = f  I<, + . S i n c e  t h e  P A k 
p r g d u c t  of  a n  ample  l i n e  b u n d l e  a n d  a n u m m e r i c a l l y  e f f e c t i x - e  l i n e  
bl lndle  i s  ample ,  -I< i s  ample  by t h e  f i n i t e n e s s  o f  f'. F o r  2 )  n o t e  x 
t h a t  any  e f f e c t i x y e  d i v i s o r  i s  ample .  C n l e s s  f  i s  f i n i t e  t h e r s  i s  a 
c u r v e  C i n  s u c h  t h a t  f ( C )  i s  a  p o i n t .  Take a d i v i s o r  D i n  >I 1.~1lich 
- 1 d o e s  n o t  c o n t a i n  f l C ) .  S i n c e  f I D )  i s  a m p l e ,  i t  i n t e r s e c t s  w l t h  
t h e  c u r v e  C which  i n d u c e s  a c o n t r a d i c t i o n .  
From no\< on lt?t u s  c o n s i d e r  
( 1 . 4  ) a  f i n i t e ,  s e p a r a b l e  and  s u r j e c t i v e  morphism: f :  G / P ( =  I + )  
- 1 ~qhizre Rli i s  t h e  b r a n c h e d  l o c u s  on  W w i t h  r e s p e c t  t o  t h e  
morphism f and R, = f i R I G ) .  
-1 
Then it i s   ell-known t h a t  k i s  a Fano v a r i e t y  and any  e f f e c t i v e  
d i v i s o r  on L i s  nummer lca l l>-  e f f e c t i ~ - e .  Hence by F r o p o s i t i o n  1.3.1 
Z i s  a Fano v a r i e t y .  
I I e r e s f t 3 r  t h e  p r o p e r t y  o f  t h e  v a r i e t y  Z i s  s t u d i e d .  
F i r s t  l e t  u s  t r e a t  t h e  c a s e  t h a t  Ry = 6. For  t h e  p u r F o s e  w e  
s t a t e  t h i s  c a s ?  i n  more g e n e r a l  f o rm .  
P r o p o s i t i o n  1 . 5 .  L e t  Z and  U be smooth p r o j e c t i v e  v a r i e t i ? ~  
and  f :  L - Z a n  & t a l e  f i n i t e  m o r p h i s n .  .Assume t h a t  x(TZ,O ) = 1.  U 
T h e n ,  f i s  a n  i somorph i sm.  
* 
- P r o o f .  The a s s u m p t i o n  s a y s  t h a t  f  T Z  - T L .  
T h u s ,  H i r z e b r u c h  A t i y a h - S i n g e r  Riemann-Roch t heo rem i m p l i e s  t h a t  
- deg f S x ( Z ,  OZ) - x(V,OL) = I. Hence f  i s  a  i somorph i sm.  
q.e.d. 
Corollary 1.5.1. Any smooth projective Fano variety Z defined 
over the complex number field is algebraically simply connected. 
Proof. Let f: U - Z be a finite etale morphism from a 
al2ebraic scheme. Then we see that U is a smooth projectil-e variety 
* 
Since f tiZ = Ku, U is a Fano variety. Hence by virtue of 
i hodaira's vanishing Theorem, we get H (Z,OZ) = 0 for 1 < i < dim Z 
-1. Thus, Proposition 1.5 asserts that f is an isomorphism. 
Now let us recall a characterization of of a uniruled variety. 
Proposition 1.6. Let Y be a smooth projective variety. Then, 
the following two conditions are equivalent to each other: 
(1) Y is separably uniruled namely, there is a separable 
surjective rational map from some projective space to M. 
( 2 )  there is a rational curve C in 3 such that for the 
- * 
normalisation cp : C  -, C ,  cp TX is generated by its global sections. 
For the proof, for example, see Lemma 1.2 in [ S l .  
Proposition 1.7. Under the notation and the condition in 1.4, 
let Z be an integral curve on 5. Assume Z is not in R Then 
- -?: 
for the normarization g :  Z - 2 ,  g Tx is generically generated by 
its global sections. Particularly assume that Z is a rational curve. 
* 
Then g Tx is GS. 
Proof. Let f - ' ( ~ )  = Z1 u . . . u Zr be the irreducible 
decomposition by th? finiten~ss of f. Fix Z and take the 
1 
- 
nornalization h:Z1 - Zl. Then there is a nayural morphism 
- - 
f: F1 - L .  . Zoh- the norphism f induces the homomorphism: 
- 
*- 
T~ / P r' lS rchich is generically sTlr.jec tiv,? on Zi . Since the 
tangent bundle of homggeneous space is 9enerated b y  irs gl~bal 
* 
sections, so is h T (2 / P. Thus we gez the former. The latter is 
trivial. 
Combining Proposition 1.6 and Proposition 1.7, we get 
- Corollary 1.7.1. The variet:: - in 1. 4 is sepnr,?-bL:- unirl~led. 
(1.8) Thus let S be a set: {a rational curve C in I/ C R:<} 
and c = min {(C. -h,}l U E S j .  XOTC take a curve U in S ~,-ith c = 
- 
C. -h and the normalisation of C: (4 :  C - C. Then by x 
* 
Proposition 1.7, Q TI is GS. 
Let H be the irreducible component of ti-~e Hilbert scheme 
1 1 1  * Hom(P , 2 )  containing the point [ I $ ] .  (Xote the H (P , q Tx) = 0 ,  
therefore ~om(Pl,ii is smooth at [ ( $ I  
Then we ha\-e an important 
Lemma 1.8. Let H and R~ be  as above. Then, for l a ~ h  
1 1 1 
element v in 11 xith v ( P  ) d; R,-, v :  P - v ( P  is Giration~l. 
L 
Proof. Assume that there is an element v in II such that v 
1 1 P - u(P is nct birational. Then the morphism v factors ts~ a 
1 1 finite morphism h: P ---t P i d e g  h 2 2 )  and a birational 
morphism vl: pL- I<. Then 
* * * 1 
deg v T = deg h X deg v T > deg Y - ,  T-_ = - v (p ) .I<\- 4 1 x I -'i 1 -1 
T h i s  c o n t r a d i c t s  t h e  m i n i m a l i t y  o f  c  . 
1 ( 1 . 9 )  Now l e t  P  be  a  smooth p o i n t  o f  t h e  image q ( P  ) ( =  C )  
1 1 .  8 a n d  l e t  : o  - P  E a map w i t h  a p o i n t  o  i n  P  . 
1 Then ,  i r  i s  known t h a t  Hom(P , ; 1 i s  a c l ~ s e d  subscheme i n  
~ o r n ( P '  S )  by  P r o p o s i t i o n  1 i n  [ ' lo] .  
Hence ,  l e t t i n g  H p  = (b- E H I v( o )  = P ) ,  we must  r emark  t h a t  Hp  = 
H n Hom i ~ l ,  X ; L )  as a s e t .  
Sow we has-e 
1 ( 1 9 . 1  Remark.  1 )  L e t  v  be  a n  e l e m e n t  i n  H x i t h  \ - ( P  R?-. 
. L A  
* 
T h e n ,  v T i s  G S  and  h e n c e  B i s  sinooth a t  [v] b e c a u s e  o f  t h e  4 
1 1  * f a c t  H ( E '  , v  TI S  0 1 ( - 1 ) )  = 0 by P r o p o s i t i o n  1 . 7 .  
P 
Hence i f  P  i s  n o t  i c  R-<, t h e n  H p  i s  smoorh .  I n  t h i s  c a s e  
- L H~ 
may c o n s i s t  o f  f i n i t e l y  many componen t s .  
H e r e a f t e r  t i l l  t h ?  e n d  o f  t h i s  p a p e r ,  we u s e  t h e  n o t a t i o n s  q , I I , F  
and  H p  j u s t  above  v e r y  o f r e n .  
N o w  we s h a l l  s t a t e  a  s u f f i c i e n t  c o n d i t i o n  f o r  a  r a t i o n a l  
c31rve i n  a p r o j e c t l x - e  variety t o  d e f c r m  t o  a u n i o n  o f  r a t i o n a l  c u r \ - e s  
( v ih i ch  map n o r  be  d i s t i n c t )  which  i s  i m p l i c i t e l y  shown 
I n  Theorem 4 i n  [ h o ] .  
( 1 . 1 0  ) Proposition i Theorem 4 i n  [>I01 ) L e r  f be  a n o n - s l n 2 u l a r  
p r o j e c t i v e  1 v a r i e t y ,  V a  v a r i e t y  and  g :  P  1 C - Y a morphism 
s a t i s f y i n 2  t h e  fol101,-ing p r o p e r t i e s :  
1 )  f o r  e a c h  p o i n t  u i n  U, g(pl,u) ( =  C i s  a cu r \ - e  i n  3 and  f o r  
11 
e a c h  p a i r  ( ul ,u,, i n  1- > I ( 1  L ,  ) , !L' ;r c i - - 
u1 u - > 
1 2 )  dlm g ( F  Z U)< dim Li (1 2 j .  
3 )  f o r  e a c h  p o i n t  u i n  , t h e r e  is a p c i n t  m i n  4 such t 5 a t  C 
L l  
Then C c i e f 3 r ~ ~  t o z c:,-cle rchrrh i s  a s l i m  o f  r a t i o n a l  curT:es 
Li 
i ~ h i c h  m a > -   no^ be c i i s t i n c t : .  P r e c i s e l y  s p e a k i n = ,  t h e r e  i s  a n  open  
s a  t i s f y i n ~  t h e  f c l i o ~ i i n g :  
- 




- )  f 3 r  e v e r y  p o i n t  z In Z ,  t h e r e  e x i s t s  a c y c l e  (: as b ~ l o ~ c  t o  




l e t t i n g  C = u a C where  C f  1s an  i r r e d u c i b l e  component o f  C 
1 1  I i=l 
x e  hay,-e two c a s e s  : 
- 
I )  t h e r e  a r e  t x o  c o m ~ ~ n ? n t s  \ f i ,  C .  o f  L' ~ i i t h  E . r z E (2 
J .I 
2 )  t h e r e  i s  a ccmponent  ( 2 .  c o n t a i n i n g  t ~ o  p o i n t s  m ,  z w i t ?  
P r o c f .  The p r c p e r t i e s  1) 2 1  s a y  t h a t  f o r  a  g e n e r a i  p o i n t  n i n  
1 
5 ( F d  I< V )  t h e r e  i s  a c l o s e d  cur7:e i - (c  v l  sn t h a t  el;er:.- cury,-- Z (1.1 
il 
E L - )  p a s s e s  thr3ugk: t h e  po i r l t  n .  Thl.1~ t h e  p r o o f  af I k l ~ r - m  4 i n  i? i>>]  
i m p l i e s  t h e  d e s i r e d  f a c t .  
2.2 . I d .  
(1.11) L e t  % be a sacm3th pr.-, . jecti-.-P . i - ,?riecy and i_' a r : ? L t i ~ l i . x l  
- 
- - 
c u r \ - e  i n  2.1. L t  $ : i - - ~e t h e  n o r n a l i s z t i o n  o f  C. .\ss:.lme 
* 
 hat P = @ 0 , i a i )  i i i t h  al 2 a,, 2 . . . 2  a  1 . ! Iorecver  
P-  - 11 
1 + l e t  r :  o  - m be 3 map f r am a p o i n t  o  i n  P ,o a p o i n t  ri 
( E  C )  i n  t ihe re  C' is .-- a l ; ~ o o t h  ar_ t h e  p o i n t  n and l e t  U S  
c o n s i d e r  a n  irreducible com;=onent o f  Mom( P' ,?i; L ) c o n t a i n i n g  
X v 
t h e  r n ~ r p h i s l n  g i .  F o r  a p o i n t  v i n  1-1, l e t  Y T!l = 0 0 (  a: w i t h  al 
Then P r o p o s i t i o n  1 . 1 0  p r o v i d e s  u s  wYth a 
P r o p o s i t i o n  1 . 1 2  L e t  t h e  n o t a t ' i o n  a n d  c o n d i t i o n  b e  a s  i n  
1.11. Assume t h a t  
t h e r e  i s  a n  o p e n  s u b s e t  N i n  5 e n j o y i n g  t h r e e  c o n d i t i o n s  1 )  2) 
0 
F o r  e v e r y  p o i n t  x7 i n  X 
0 ' 
'i - 7 3 ' )  a1 2 3 and  a; - = C .  
V ( n o t e  that f o r  ever ;J  p o i n t  v i n  N , a l  2 3 .  ) 
F i n a l l y  s u p p o s e  that t h e  c h a r a c t e r i s t i c  o f  t h e  b a s e  f i e l d  i s  z e r o .  
Then C d e f o r m s  t o  a  c y c l e  lchich i s  a sum o f  r a t i o n a l  c u r v e s .  
. -
P r o o f .  S e t  a s  r + 1 min { i l a :  = 0 f o r  a n y  V E  X O } .  
1 
By t h e  s e m i - c o n t i n u i t 7  o f  c o h e r e n t  s h e a f ,  t h e r e  i s  a n  open  s u b s e t  N' 
-.- \- 
o f  XO s u c h  t h a t  a r  > a 
r t l  = 0 f o r a n g  v E U ' .  
I L e t  i V  ( c $1 s P x X') be  t h e  u n i v e r s a l  scheme o f  N '  w i t h  t h e  
f i r s t  p r o j e c t i o n  p :  i? - 'I a n d  t h e  t h i r d  p r o j e c t i o n  q:Ti - N J .  
. - 
-\ow t a k e  a s e n e r a 1  p o i n t  P i n  ?I a n d  l e t  D be  a n  component  o f  
-1 qp (P) i n  3'. 
S i n c e  t h e  c h a r a c t e r i s t i c  o f  t h e  b a s e  f i e l d  i s  z e r o ,  t h e  c l o s u r e  o f  
- 1 pq (Dl i s  o f  r d i m e n s i o n  by v i r t u e  o f  P r o p o s i t i o n  1.11 i n  [ S l .  
- 1  * (3n t h e  o t h e r  hand f o r  s u c h  a p o i n t  i- E 3 ,  dim 1 i " i P  , I: T,l i.: 0 1 - 1 1 )  
,-. 
L 
v 1 1 
= Z a .  2 r + 2  a n d  Aut  ( P  , o )  ( =  { a  E Aut P j a ( o )  = o )  i s  o f  
1 i = l  
2 - d i m e n s i o n ,  Thus  w e  c a n  c o n s t r u c t  a subscheme U i n  D and  a 
morphirm : I U - I e n j o y i n g  t h e  r h r e e  p r o p e r t i e s  i r .  
P r o p o s i t i o n  1 . 1 0 .  Hence we a r e  d o n e .  
Thus  w e  g e t  
P r o p o s i t i o n  1 . 1 3 .  L e t  t h e  n o t a t i o n s  R--, H a n d  1-1 be  3s i n  
1 P  
1 . 4  1 . 8  a n d  1 . 9 .  Assume that t h e  c h a r a c t e r i s t i c  o f  t h e  g r o u n d  f i e l d  
0  i s  z e r o .  Then t h e r e  i s  a Z a r i s k i  o p e c  s u b s e t  H o f  H s u c h  t h a t  
f o r  e a c h  p o i n t  u i n  S - R, a n d  e v e r y  p o i n t  i- i n  ko n IiLl 
* 
v Tk- i s  i s o m o r p h i c  t o  0  ( 2 ) (3 O! 1) 9 r ,8 5 .  
P r o o f .  The above  c o r o l l a r y  a s s e r t s  t h a t  t h e r e  i s  a p o i n ~  P
o u t s i d e s  t h e  s u b s 2 t  Rq en . joy ing  t h e  f o l l o w i n 2  c o n d i t i o n :  
1 t h e r e  i s  a b i r a t i o n a l  morphism y :P - C c Z s o  t h a t  
* 
P E C' a n d  v Tx i s  i s o m o r p h i c  t~ O ( 3 )  B O ( 1 )  Q s 
- 0 0  . 
L ~ T  k ( c 1 s I3 X P'! b e  t h e  u n i v e r s a l  s c h e n e  o f  H ~ c i t h   he 
- -  . - f i r s t  p r o j e c t i o n  p :  'if - -rL , t h e  s e c o n d  p r o . j e c t l o n  r l : : ~  - H 3nt-l 
1 
r : \ t  - P t h e  t h i r d  p r o j e c t i ~ n .  
-1 - I Then  since q i s  p r o p e r  a n d  p  FL i s  a c l o s e ?  s u b s e t  i n  \i, qp -3 
-1 Z 
i s  a p r o p e r l y  c l o s e d  s e t  i n  H .  - 1 Xorv s e t  -4 = {v E HI cl (7.7) c 
-1 Then we i n f e r  t h a t  -1 i s  c l o s e d  i n  1-1. L e t t i n  3 H O = ~  - -4,  f o r  
2% 
a n y .  1- i n  H o 1  i- T i s  G S .  x 
1 Remark t h a t  t h e  p r o j e c t i o n  q:iV - H i s  P - b u n d l e ,  t h e r e f o r e  
* * 
, f l a t  a n d  p R I . ; ~ ~ - ~ ( V )  zx v RI.;. 
O l *  0 
o i t  be ri!as{h ( P  ,I- Q 7 - )  1 >- E FIG.} anti 11 = C v  E ~~1 
1 
0 1 h (P ,R:<) = s). Then ve infer that H 0 is open in H o .  3est doing 
* * 
the same procedure for the vector bundle p R-< 6) r 0 1(1) Gn th? 
- L P 
1 -1 0 0 P -bundle q (H 1 - H , we complete the proof. 
Finally we finish this section to state a proposition 
which is implicitely shown in [?lo]. 
- 
(1.14) Let Bp be an irreducible component of the abov? Hp ' 
Herefter v,-e follow the notations written in 5 3  of [Yo]. 
1 Let G = { g  E Aut P I g(o) = 0). Since the natural action of G 
1 
on Homli(P , S ;  I )  induces the action a of G  on the connected 
component 1-1 : 
- 
G also acts on HP 4 pl: 
1 - T : G I i ? , H  -H p  1 P 1 , T(%~\-,:<) = ( ~ ( g , ~ )  $x . 
d - Let Chow 1 be the Chovi variety parameterising 1-dimensional 
-1 
effective cycles C of Z ~cith C. h3- = d ,  Then h:.- Lemma 1.8, ~ce 
- 
- m-. i - 1 - have a morphism a : I Ip  - Chox :I i x-(P 1 . = m (x- E I I r , ! .  
I 
Then Yori proved in [?I 07 
Proposition 1.14. (Lemma 9 [Plo]) 
- 
1 )  a is free action. 2) (Y,r) is the geometric quotient of Hp 
by in the sense of [hu] where Y 1s the normalization of the 
closure of r ( I )  in  how*^. 
5.2 The property of the tangent bundle of an n-dimensional smooth 
quadric hypersurface Q (n 2 3). 
In this section Ice s ~ u d g  the properIy of the tangent bundle T 4 
pn+ 1 
of a non-singular quadric hypersurface in ( =  P). 
What we want to state here is 
Theorem 2.1. 1 )  TQ is G S .  For each line L in Q, the 
Q n-2 
restrict ion T to L is isomorphic tc 0 ( 2 )  0 O ( 1 )  0 11. 
2 ;  Let C be -n inte5ral curve in Q. If T Q l c is not ample, then 
C is a line in Q. 
To sh.3~ xhe abote theorem, rce make seserai re7:iews about 
Gracsmann variety and Flaq variety (see [ O S S ]  ) 
pn+ 1 For an ( n+l ) -dinensicnal project il-e space ( =  P), let G be a 
Grassmann sariety parameterising lines in P and 3 flaq S-ariery 
F {(z,g) E P 1 GI x E L } where L is t h e  line c=rrcs?onding 
>- S' 
to a point y in G . Then t~e ha-\~e c.lnonil:a; pra jec~;:ons 
n p:F F , cl :  F - G where p is a P -bundle and q a 
Now the following is known. 
Proposition 2.2. F r PIRp(2)). The morphism is a morphism 
induced naturallv by the cgmplete linear s::stem of the tautological 
line bundle of Rp(3)).(0f course, Rp(2) is GS). Yoreover the 
restriction of the morphism q on each fiber of p ( r  Pn) is an 
embedding. 
Then we can show an important proposition which seems to be known. 
Here for a vector bundle E on Q, E ( m )  denotes E (3 (Op(milQ). 
Proposition 2.3. Tcj = R Z 1 ( 2 ) .  
Proof. First a smooth quadric hypersurface Q can b? described 
as Gn+3- / Pa in P ntl rjhere rJ nt 2 = { Y  E SL(nt2,k)I t>P4 = E } is the 
orthogonal group and Pa is a maximal Parabolic subgroup of G 
n+2 ' 
Then \(To(-1) ) is isomorphic to Gnt2 I kn modulo the follo~~ing 
relation: 
let R be the radical part of Pz and q :Pa - GL(n,k) 
be the homomorphism where q is trivial on R and the induced 
homomorphism yields the irreducible reprssentation (Pa / R ( -  
n Gn) , I <  ) h-hich is a canonical injective homomorphism G - GL(n,k) 
n 
. Then the relation i s , i )  - (d,w) means that c d-' E Pa and v = 
c p i p ) w  with .some point p in Pa. 
On the other hand V(Qg(l;) is isomorphic to 
Gn+2 S krl modulo the relation obtained by replacins the 
t -1 homomorphism q for the homomorphism q defined as above. 
Remark that the property of the crthogonal group gives rise to the 
t -1 fact that cp = q (cleficed as above). Thus xe canplete our 
proof. 
n+ 1 Thi-1s an embedding i: & - P ( =  PI naturally induces an 
important exact sequence: 
(2.4) 0 - OQ - R p ( 2 )  l Q  - Q ( 2 )  ( =  T Q )  --- Q + 0 
Hence we ha\-e a diagram 
where G ( Q )  denotes the set of lines in Q and F(Q,1,0) denotes 
the set { ( s , p )  E Q X G ( Q J  ( x E L ( =  the line corresponding to a >- 
- 
point ;.;)I ( c F 1 .  Then, a cancnical projections p: 
canonically 
F(Q,l,O) -n-3 - Q i s  ab! ( = (n-3 ) -  dimensional smooth qu.tdric 
- 
hypersurface) -bundie and the other canonical proj~cticn q: 
Proof of Theorem 2.1. 
The former of 1) is obvious since Q is a 
homozenous space. Kert a line L of a smooth quadric silrface Q ?  
- 
induces an esazt sequence: 
0- T L  ( =  0 1t2)) 7 TQ+ - N L / Q', ( = O )  - 0 .  P - - 
- 
Thus we see T ~ ,  1 l - 0 Q O  ) .  Lettin2 Q a smooth 
- P 
hyperplane section of Q, pie get an esact seql-ience: 
Hence, the induction on the dimension of Q gives the l a ~ t z r  of 1). 
NOK assume there is a curve C such that T O l  is not ample. 
Then by the exact sequence 2.4, 
f 2 p ( 3 ) l c  i s  n o t  a m p l e .  On t h e  o t h e r  h a n d ,  ~ i e  ha-.-e 
Xote  t h a t  i f  a l i n e a r  s y s t e m  o f  a n  ample  l i n e  bundie h a s  no ba se  
y o i n t ,  i t s  i n d u c e d  marphism i s  f i n i t e .  Thus  
t h e  a s s u m p t i o n  T QIC i s  n o t  ample  and  P r o p o s i z i o n  2 . 2  give r i s e  t o  
a s e c t i o n  D ( w i t h  r e s p e c t  t o  t h e  p )  i n  P(R ( 2 ) )  F I c s u c h  t h a t  q ( D )  
i s  a p o i n t  i n  G .  Thus  t h e  d i a g r a m  show t h a t  D i s  some f i b e r  o f  CJ 
a nd  t h e r e f o r e  p ( D )  i s  a l i n e  i n  P  ( i n  Q ) .  
c1.e .d .  
L e t  u s  c o n s i d e r  a n  e x a c t  s e q u e n c e  o f  c o h e r e n t  s h e a v e s  o n  t h e  
smooth q l l a d r i c  h y p e r s u r f a c e  Q wh ich  i s  u s e d  i n  t h e  f i n a l  p a r t  i n  5 3 .  
( 2 . 5 )  0 - h  T Q - F - G O  
~ v h e r e  F i s  a t o r s i o n  f r e e  s h e a f  on  Q ( d i m  Q 2 3 )  and  G i s  a l i n e  
b u n d l e  on  a n  i r r e d u c i b l e  h y p e r p l a n e  s e c t i o n  o f  Q ( =  R 
p o s s i b l j -  s i n g u l a r  , 
Remarli 2.3.1. i f  dim Q 2 4 o r  dim Q = 3 anri R i s  s i n g u l a r ,  
t h e n  P i c  R - Z .  
Remar l i . 2 . 6 . 1 .  Assume G i s  G S .  Then s i n c e  H'(Q, T ) = 0 ,  Q 
F i s  GS. 
Remark 2 . 6 . 2 .  L e t  b ;  Q - pn be  a s e p a r a b l e  d o u b l e  
c o v e r i n 2  w i t h  t h e  b r a n c h e d  l o c u s  E .  Then B i s  a smooth h y p e r p l a n e  
s e c t i o n  o f  Q and t h e r e  i s  t h e  f o l l o i ~ i n g  e x a c t  s e q u e n c e :  
* 0 - T  Q - b  Tpn - 0 ( 2 )  W I B  - 0. 
Remark 2 . 6 . 3 .  Cncler t h e  e x a c t  seq l ience  2 . 5  and  G = L?-, (  3 1 I G  
1 E s t  ( U Q ( " )  , R ,  0 T = H ( Q , T Q )  ( a  = 1 )  
2r Ii ( a  = 3 )  
P r o o f .  T h e r e  i s  a n  e x a c t  s e q u e n c e  on  Q :  
0 -  U Q ( a - l )  - oG2( a 1- o g ( 3 ) l R  - 0 ,  
which  i n d u c e s  t h e  l o n z  e s ~ c t  s e q u e n c e  o f  c o h o m c l o ~ i e s  
0 1 1 
-- H ( Q , T Q ( - a + l ) )  - E s t  ( 0  ( a J I R , T Q ) -  Q H ( G , T  ( - a ) )  - Q 
1 H ( Q , T  ( - a + l ) )  Q 
On t h e  o t h e r  hand  t h e r e  are two e x a c t  s e q u e n c e s :  
2 . 6 .  0 - T Q i b )  - T p ( b )  I ,2 - O , ( b t 2 )  - '.r 0 ,  
( 2 . 6 . 5 )  0  - Tp(b -21  - T p ( b )  - T p ( b )  j r j  - O 
where  Q i s  a  smooth q u a d r i c  h : -pe r su r f ace  i n  rhe F r o j e c t i v e  sp .ace  P. 
i I f  dim P 2 4 ,  H ( P , T p ( b ) )  = [J f q r  a n y  i n t e 9 e r  b  and  i = 1 ,1  2nd 
1 - t h e r e f o r e  H ( Q , T p ( b l  ) = 0 .  I Q T h u s ,  w e  g e t  
0 0 1 EI ( Q , T p ( b )  , Q  ) -H ( Q , O  ( b t 2 ) )  - H ( Q I T Q ( b ) )  -(;. 
'2 
i S o t i n g  t h a t  H (8,T (-1)) = 0  f o r  i = 0  = 0 and 
6, 
0 , 1 ,  M ( O , T Q i - 2 ) .  
1 dim H ( Q , T  ( - 2 ) )  = 1 ,  w e  !get t h e  c o n c l u s i o n .  0 
K e a t  \+e s h o r ~  a t heo rem ~ ~ h i c h  i s  l n p c r t a n r  f o r  t h e  p r o o f  o f  >fa in  
Theorem. 
Theorem 2 . 7  Pnde r  t h e  c o n d i t i o n  2 . 5 ,  l e t  11s assume t h a t  
F i s  l o c a l l > -  f r e e  and the l l n e  bund l ?  G 1s ample .  
Then t h e r e  1s a  l l n e  L on  Q \<he re  F l ~  1s ample .  
P r o o f .  Assume t h a t  t h e  c o n c l u s i o n  i s  nor. t r u e .  
2 . 1  f o r  e a c h  l i n e  L on Q ,  F I L has a t r i l - i a l  l i n e  b u n d l e  as a 
d i r e c t  summand. ( s e e  Remarl-: 2 . 6 . 1  ) 
Xote t h a t  f o r  e v e r y  l i n e  L on Q ,  t h e r e  i s  a  un ique  s u r j e c t i v e  
homomorphism tL:  TQ 1 - OL- 0 by Theorem 2 . 1 . 1  and I Z e r  tL 
i s  an  ample v e c t o r  b u n d l e .  
So\< we have a 
Claim 2 . 7 . 2 .  For  e v e r y  l i n e  L on (2, F I L  h a s  a un ique  t r i v i a l  
l i n e  b u n d l e  as a  d i r e c t  summand. L e t t i n g  £ L  : F l ~  - O L - O a  
un ique  s u r j e c t i v e  homomorphism, h e r  fL i s  an  ample v e c t o r  bund le  
and t h e r e  i s  t h e  f o l l o w i n g  d i a g r a n  w i t h  a n  isomorphism d of  O L :  
"L 
P r o o f .  I n  c a s e  of L + R ,  t h e  r e s t r i c t i o n  of t h e  e x a c t  sequence  
2 . 5  t o  t h e  l i n e  L y i e l d s  a  = e n e r i c a l l y  s u r j e c t i v e  homomorphisrr. 
h ~ ~ :  = Q J L  -F I L  ' S i n c e  ' Q I L  h a s  one t r i v i a l  l i n e  bund le  as a 
d i r e c t  summand by Theorem 2 . 1 . 1 ,  F h a s  one t r i v i a l  l i n e  bund le  a s  I L 
a  d i r e c t  summand b3- assumpt ion  7 . 1 .  Hence s i n c e  h e r  f i s  L 
ample ,  f L  h l L ( 6 e r  t L )  = 0. Consequen t ly  h J L  y i e l d s  t h e  isomorphism 
%L of OL a s  d i s i r e d .  
x e s t  c o n s i d e r  t h e  c a s e  t h a t  L c R .  
R e s t r i c t i n g  t h e  above e x a c t  s squence  2 . 5  on R, w e  g e t  t ~ c o  e x a c t  
s e q u e n c e s  : 
~ q h e r e  I i s  a  l i n 3 b u n d l s  on  R and  E a v e c t o r  b u n d l e  o f  ran]; n-1 on  
Xo te  t h a t  E 1 L i s  G S  a n d  h a s  a t  most  one  t r i v i a l  l i n e  b u n d i e  a s  
a d i r e c t  summand by Theorem 2 . 1 . 1 .  S i n c z  t h e  e x t z n s i o n  o f  ample  
v e c t o r  b u n d l e  by  a n  ample  v e c t o r  b u n d l e  i s  a m p l e ,  E~~ h a s  orie 
t r i x - i a l  l i n e  b u n d l e  as  a d i r e c t  surrimand by  2 . 6 . 1  a n d  i t s  q u o t i e n t  
b u n d l e  i s  a m p l e , ~ c h i c h  y i e l d s  t h e  d e s i r e d  r e s u l t .  
H e r e a f t e r  we u s e  t h e  n o t a t i o n s  i n  t h e  d i a g r a m  2 . 4 . 1 .  
biow t h e r e  i s  a  c a n o n i c a l  e s a c t  s e q u e n c ~ 3 s  cf  v e c t o r  b u n d l e  o n  
whe re  I i s  t h e  t a u t o l o 2 i c a l  l i n e  b u n d l e  o f  Q =4 a 
Yow we haxye 2 n a t u r a l  hornomorphisn: 
- *  - -* .I -* 7- 
7 . 6  q q.+p F~ - p  F . Then c l a i m  2 . T  .1 ofid the b a s e  c h a n g e  
t h e o r e m  saj- t h a t  
- -* 
q*p F~ i s  a l i n e  b u n d l e  on  G ( G )  a n d  j i n  ( 2 . 7 . 6 )  
i s  a n  i n j e c t i v e  homomorphism as z v e c t o r  b u n d l e .  
He re  d u a l i z i n g  t h e  seq l lence  ( 2 . T . 6 ) ,  we g e t  
--I:  W - * - - :k \r \- ( 2 . 7 . 7 )  0 - h e r  L ( =  I<,,)--- 
L P F -  r l  ( 9 * p  F ( =  IF) - 0 
- i ( 2 . 7 . 8 )  Note  t h a t  Iq a n d  IF a r e  t r i v i a l  o n  e a c h  f i b e r  ( -  F o f  
- 
q :  ~ ( Q , 1 , 0 )  - G(Q) i n  t h e  d i a z r a m  ( 2 . 4 )  
a n d  Kl a n d  K 2  a r e  ample  -. .-ector b u n d l e s  cn i t .  
> lo r eove r  r e s t r i c t  t h e  e s a c t  s e q u e n a c e  2.7.5 t o  F ( Q , 1 , 0 )  and  
-* - k - k 
c o n s i d e r  t h e  homomorphism p ( n ) :  p TQ - p  F in~l1~1ced by t h e  
homomorphism h: TQ - F. Now let us S ~ L L C ! ~  the fcllohing diagram on 
- 
each fiber t of q :  
- 
- u 1  -*  u - 
0 -  I C - T ~ ~ i  IIQI t - 0, 
p*(hi 
w ) W 
(I - Ii21t ;*'I& -  IF^ C 0 
- - 
where I< and 1 IQ are the restriction of two vector bundles 
k1 and I on P(TQ) to F(Q,1,0) respectively. Q 
-* 
Then ( 2 . 7 . 8 )  implies tllat the composition u '  p ( h )  w of 
- * 
homomorphisms is zero map. Consequentlj- the hom~morphism p (11 )  
- 1;; 
yields the homomorphism El - and 
'Q - IF canonically. - 
Thus we see that k is an isomorphism by claim 2 . 7 . 2 .  
Now note that 
where M is a line bundle on Q. 
The divisor F(Q,1,0) in P(T ) yields an esact sequence: (3 
Tensoring the tautological line bundle IQ to the above exact 
i 




Pforeover remarlring that p*OF( Q ,  ) - OQ and taking the direct 
- - 
image p* of the isomorphism 1 I r IF, 
we infer that TQ - F. This is absurd. 
Hence we could prove Theorem 2.7. 
In case that R is singular and G = OQ(a)lR ~qith a I 2, the 
author do not k n o ~  whether a non-trivial extension class F in the 
e x a c t  s e q u e n c e  2 . 5  i s  l o c a l l y  f r e e  ar n o t .  
E u t  lie c a n  show 
C o r o l l a r y  2 . 8 .  Under t h e  c o n d i t i o n  2.5, assume t h a t  R i s  
smooth  and  G = 0 ( 2 )  Q IR' Then ,  t h e r e  i s  a s e p a r a b l e  d o a b l e  c o l r e r i n g  
* h ;  Q - P" w i t h  t h e  b r a n c h e d  l o c u s  R and  F 1 h T p n .  
P r o o f .  Remarli 2 . 6 . 2  a n d  2 . 6 . 3  a s s e r t  t h i s  c o r o l l a r y .  
3 .  The proof of ?lain Theorem. 
In this section we show Wain Theorem. (din 4 2 3 )  
(3.1) Let f: Q - S be a finite, separable surjective morphism 
from a smooth quadric hypersurface Q to a smooth projective variety 
S and R ~ '  R~ as in 1.4. Moreover let C be a rational curve 
( 4 Rx) in S which has the minimal degree with respect to 
- hx as 
was stated in 1.8 (see Corollary 1.7.1). We maintain th- notations 
q ,  P, H ,  H p  in 1.8 and 1.9.1 under the case of K = Q. 
Sow w? have an important 
Proposition 3.1. Let R,, H be as above. Then we have 
- L 
* 
1) deg v T is independent of a choice of a pcint in H and the Z 
value is n or n+l. 
1 2 )  Let' v be an element in 14 such that v ( P  ) 4 !Ix. 
* * 
If deg v T = n + 1, v T, iz one of the following: Z - - 
+n-1 
a )  O ( 2 )  Q 0(1) 
* * 
If deg v T = n , v TI is isomorphic to X 
* 
Proof. It is obvious that deg x- T__ is constant for any v .  
1 
L 
Yoreover Theorem 4 in [Yo] yields deg v Tg I n t l.Xest let us 
consider 2). First assume that all the component's of 
- 1 1 f (v(P 1 )  are lines. Then Theorem 2.1.1 and Proposition 1.2 apply. 
-1 1 In case that C is a component of f ( v ( P  ) ) vihich is not a line, 
P r o p o s i t i o n  1 . 2  ( 2 )  y i e l d s  t h e  d e s i r e d  f a c t .  
* 
H e r e a f t e r ,   hen v TZ i s  i s o m o r p h i c  t o  one  ( =  = )  of  u , / 3 , y  and  5 i n  
P r o p o s i t i o n  3 . 1 ,  v i s  s a i d  t o  o f  = - t y p e .  
I n  t h e  proGf o f  P r o p o s i t i o n  3 . 1 ,  t h e  f o l l o w i n 2  i s  shown 
C o r o l l a r y  2 . 2 .  1 L e t  v be  a n  e l e m e n t  o f  H w i r h  v(P 4 Rlq 
* 
Assume t h a t  v TI- i s  one  o f  t h e  t h r e e  t v p i e s  : B,y  and  5 .  Then 
-1 1 f ( v ( P  ) )  i s  a u n i o n  o f  l i n e s  i n  G. 
( 3 . 3 )  L e t  v b e  as i n  C o r o l l a r j -  3 . 2  and LT- a l i n e  i n  Q w i t h  
1 f ( L v )  = v ( P  ) .  W e  g i v e  a s u f f i c i e n t  c o n d i t i o n  f o r  1 I L  ; L  - x-(P 1 
t o  b e  b i r a t i o n a l .  
P r o p o s i t i o n  3 . 4 .  Cnder  t h e  n o t a t i o n s  3 . 1  and  3 ! 3 ,  assume t h a t  
t h e r e  i s  a p o i n t  P ( E R,) and  a  s u b s e t  H '  i n  B consist in^ of  
-1 P  
an  i n f i n i t e  G - o r b i t  ~ c h e r e  e a c h  e l e m e n t  v i n  H' i s  c f  0 , y s r  5 
1 
t y p e  and  G ( =  {g E -4ut P I z ( c )  = a )  i n  ( l . l i ) )  a c t s  c a n o n i c a l l y  on 
Then f o r  e T - e r y  l i n e  L on Q w i t h  f ( L l  4 R,, t h e  r e s t r i c t i o n  
-1 
map f l L :  L - f ( L )  i s  b i r a t i o n a l .  hioreox-er t h e  i n t e r s e c t i o n  
* 
number L .  f  h i s  i n d e p e n d e n t  of  a  c h o i c e  of  a l i n -  L on Q and  Z 
t h e  v a l u e  i s  -n o r  -n -1 .  
P r o o f .  F i r s t  w e  show 
C l a i m .  Assume t h a t  t h e r e  i s  a n  e l e m e n t  v i n  H' and  a n  
-1 i r r e d u c i b l e  component L o  o f  f  (v(iO)) ( b y  c o r o l l a r y  3 . 2 )  s o  t h a t  
L o  i s  a l i n e  and f  L o  - f ( i O )  i s  b i r a t i o n a l .  Then 
' L~ 
for e\-rr- iine i with f (Li RZ f L - f(L) is birational. 
* 
Proof. For every line L in Q, (-f hv. L) = 
A'. 
(deg flL)(f(L).-Kx) and if f(L) Q RZ , f(L). -1CX = n or n t 1 by 
virtue of Prop~sition 3.1. Hence 
* 
by the assumption we see that -f h S ' L o = n o r  n t 1  
and therefore for every line L in Q ~cith f ( L )  4 RZ 
* 
-f I<,. . L = n or n + 1 by means of Proposition 3.1 again. 
*\ 
This give us the desired result. 
No\< let us return the proof of our propostion. 
- 1 Let f (P) = {ql, ...,gr} and S = {L_I there is v in 14; 
3 
- 1 1 
where L is a componen~ of f (v(P ) )  (corollary 3.2). Noting that 
S 
S is an infinite set and a line in Q is determined by two points, we 
see that a General line L in S contains only one point q. in 
1 
-1 f (P). Since p # Px, 
f is umramified at qi, which implies that the 
- 
restricted morphism: f- of f ta such a line L is hirational. L 
The latter is proved in Clain. 
Remark 3.4.1. For a point q in Q, let C(q) be a set: 
{a line L in QI q E L}. Then if n = dim Q 2 3 ,  C(q) is an ( n - 2 )  
* n-1 
dimensional smooth quadric hypersurface in P(T Q ,  s ) ( - P  1 .  
Corollary 3 . 4 . 2 .  Let the notations and the assumption be as in 
Proposition 3.1. Then there are an irreducible component H 
p,o 
in 
H~ and its dix-isor C~ is canonically induced by 
f ( c ( q ) )  w i t h  some p o i n t  P  ( =  f ( c i ) ) .  
P r o o f .  P r o p o s i t i o n  3 . 4  s a y s  t h a t  t h e r e  i s  a n  e l e m e n t  v i n  t h e  
i r r e d u c i b l e  component  H p , o  
i n  HP , a l i n e  L on  Q and  a p o i n t  q 
1 
on L s u c h  t h a t  f ( L )  = v ( P  1 ,  f ( q ) =  P  and  f  I L i s  b i r a t i o n a l .  
S i n c e  H i s  a n  ( n  + 1 ) - d i m e n s i o n a l  smooth 1 , - a r i e t y ,  C ( q )  i n d u c e s  t h e  P  
c l o s e d  subscheme i n  H p  by P r o p o s i t i o n  3 . 4 .  Hence c u r  c o r o l l a r y  
f o l l o w s  f rom t h e  f a c t  t h a t  d im Cp = n  by Remark 3 . 4 . 1  a n d  that f  
i s  a f i n i t e  morphism.  
q . e . d .  
Hence Ke hax-e 
Theorem 3 L e t  X be  a sinooth p r o j e c t i s - e  v a r i e t y  a n d  
f : Q  - Z a s e p a r a b l e  s n r j e c t i x - e  morphism.  -\ssume t h a t  t h e r e  i s  a 
* 
p o i n t  s7 i n  H ( 3.1) s u c h  t h a t  deg v Tg = n .  Then f i s  a n  
i somorph i sm .  
P r o o f .  B y  P r o p o s i t i o n  3 . 1 . 2 ,  t h e  a s s u a p t i o n  i n  P r o p o s i t i o n  3 . 4  
* 
i s  s a t i s f i e d ,  namely  f  hZ . L = -n  f o r  a n y  l i n e  L o n  O. Hence 
:k 
f rom t h e  equal i t : - :  h = f h,- + R- it  f o l l o ~ ~ s  t h a t  R .L = 0 ,  and Q *'L [+' Q 
-, 
t h e r e f o r e ,  R (3 i s  empty b e c a u s e  P l c  Q - Z .  lhus f i s  u m r a m i f i e t i ,  
and  t h e r e f o r e  e t a l e .  P r o p o s i t i o n  1 . 5  a s s e r t s  t h i s  t h e o r e m .  
I n  t h e  s e q u e l  we assume t h a t  
* ( 3 . 6 )  deg  v TI = n + l .  ( P r o p o s i t i o n  3 . 1 )  
1 
~ C J T J  l e t  H O  = {v E H I v ( P  ) R } .  Then x e  s e e  e a s i l y  t h a t  
Ho i s  a n  o p e n  s u b s e t  i n  H .  Yo reove r  l e t  !I(=) = { V E  H o /  v i s  o f  
;-type) for 7 = ct,B,v. 
I 
o w  letting K ( c H s Z s P the universal scheme correspondin2 
to the Hilbert scheme H where p: .k, - 11 is the first projection 
q :  - 1 the second projec:tion and : - P' the third 
* * 
pro.jection. Then we note that q 7.. -1 = v T  foreach v 
-1 1 p ( -.r 1 x 
in H. 
Hence we have 
Proposition 3 . 7 .  Under the above notations, H(a)is an open 
subset in H o  and £ I ( y )  is an open subset in H o  - H(u). 
Proof. Since p:jt -H is flat, we get the former by the 
semi-continuity of the coherent sheaf. Similarly by considering the 
* * 
coherent sheaf: q Tx Q r 0 ( - 3 )  rqe get the latter. 
q.n.d. 
( 3 . 8 )  Hence, first we consider the following case: 
there is a point P outsides the branched locus R- and an 
1 
irreducible component H 
P , ' J  
in H such that each point - in P 
1 1 
H ~ , O  is a-type and the image v(P i of P via some element v in 
H 
p , o  
is smooth at the point P. 
In this case T is a Fano varie~g by Proposition 1.3. Thus the 
proof of Hartshorne's conjecture in 3 . 3  [Yo] shows that S is a 
projective space. 
3 e x t  ~ o r c . l l a r ~ -  3 . 4 . 3  and P r o p o s i t i o n  3 . 7  s t z~ t s s  t h a t  t h e  
c a s e  be lo \<  d o e s  n o t  o c c u r  
( 3 . 9 )  There  i s  a p o i n t  u i n  Z - Ry such  that e v e r y  elexlent  v i n  
- A  
some componelzt of t h e  smooth p r o j e c t i \ - e  schene  H ( i  2 )  of 1.5.1 ) i.s 
u 
of  B o r  y - t y p e .  
T h e r e f o r e  t h e  f o l l o \ < i n ~  c a s e  i s  l e f t  t o  u s :  
( 3 . 1 0 )  For  e v e r y  p o l n t  u i n  Z - R e v e r y  component o f  H x 1  u 
c o n t a i n s  a n  e l emen t  of a - t y p e  and an  e l emen t  of B o r  y - t y p e .  
H e r e a f t e r  u n t i l  t h e  end o f  t h i s  p a p e r  we t r e a t  w i t h  t h i s  c a s e  
which d o e s  n o t  o c c u r .  
For  t h e  p u r p o s e  we make s e v e r a l  p r e l i m i n a r i e s .  
( 3 . 1 1 )  L e t  a  p o i n t  P and an  i r r e d u c i b l e  compcnent H ? , c  be  a s  
*- 
i n  3 . 1 0  and l e t  1.1s d e f i n e  a  moryhism IB : H ~ , ~  - \' ( T-- -1 F 
1 7 - induced  by t h e  c a n o n i c a l  morphism : H 4 P  - .I 
1 
~ q h e r e  t i s  a l o c a l  p a r a m e t e r  of P a t  th? f i x e d  p o i n t  o .  
F i r s t  e a c h  e lement  v i n  %,o n I - I ( a )  y i e l d s  t h e  u n r a m i f i e d  
1 
morphism v :  P - . K t  an e lement  v i n  H p ,  - H ( a )  i s  
induced  by t h e  image of some l i n e  I n  Q and 
-1 f: Q - 1 i s  e t a l e  a t  t h e  p o i n t s  a t  f  (F). 
Hence we s e e  t h a t  fD i s  d l f i n e d  a s  a morphism ana  @ ( ! i p , o )  c
* 
v ( T l , ~  ) - (0). Thus we q e t  mor?hism 
* 
H ~ , ~  - P(Ts,~ ) (1 P n - l )  which i s  G - i n v a r i a n t  w i t h  G = { g  E Aut 
P' 1 g ( o )  = 0 }  ( s e e  l . l 4 ) ,  which i n d u c e s  a  c a n o n i c a l  
n- 1 
s u r . j e c t i v e  morphism 0 :  1- - P where I i s  t h e  g e o m e t r i c  
We study a property of the morphism 8 .  
-1 For an element v in H ~ ,  0 set the closed subset (@(v) ) 
as F(v). Then Ice have 
Proposition 3.12. For an element v in IIP,O, 
let w be? an element in F ( v ) .  
1) if bi is of ct-type. Then F(v) is smooth at the point v and it 
is of one-dimension at w. 
2) if 1 is of C or y type, xhen F(v) is of one-dimensional at 
the point w. 
Consequently the morphism @ is equi-dimensional and hence 
flat . 
Proof. 1 ) is prqved in [>lo]. 
Let us consider ( 2 ) .  Assume that aim F ( v )  > 1. Then by 1)  there 
W 
is a component 1; ( 3 w) of F(v) such that ex-ery element of V is of 
4 or y type, which sives the infinite set of rational curves 
{Y(F')]v E V} by the fact that : H p Y O  - J- is 
equi-one-dimensional by Proposition 1.14. 
- 1 
>loreo~.rer settlng f (P) = {ql,. , , ,qr} 
we can find a point q,  and an infinite set of lines in Q : 
I 
1 {line L in 81 L in an irreducible component of f-l(\-iP j 1 for 
some point v in and passes through the point q.} by Corollary 
1 
3 . 2 .  
Yon we remark 
( for each i (1 I i I r), there is a natural 
isomorphism: ( = I  : T - df*,qi 01 qi - T ~ , ~  nncl i'( r l )  in Remark 
* 
3. -1.1 is can~nicaliy contained in ) as a smooth quadric 
hgpersurface. 
Therefore we zet a contradiction, vhich yields (2). 
Kow let us consider the! property of the morphism 
* 
8 :  3-  P(TS ,,). 
1 -  
Corollary 3.13. Under the condition and the notations in 3.11, 
* 
the morphism 8: - P ( T l i l p )  is a finite surjective morphium. 
Moreover ( iIp, n  ( H ( C ) u  H(y)) ( =  J I  in Y is of dimension I n-2 
and @ is etale at each point in 3- - J. 
Proof. The first part is obvious by the above prgposition 3.11. 
Hence since f is finite and surjec~ive, the second is ohtained b>- 
r in the proof of Proposition 3.13. The last part is prox-ed in [!ID]. 
(3.14) how Ice divide the case 3.10 into two cases: 
(I) There is a point P ( 4  R?-1 such  hat 
L 
the closed subset ( l i ( i ! )  u H i ? ) )  n Rp,g is of 
codimension 2 2 in II- 
r , O '  (\Ge have an argument till 3.18) 
(11) For every point P ( f Ry) and every component 
Hp,j of 
Hp, (H(13)u H ( Y )  ) n  Hp, is of codim 1 in H ~ , j '  ( This case is 
argued from 3.19) 
ke get contradictions to each case in 3.15 and 3.30. 
Moreover we have 
C o r ~ l l a r - 5 -  3 . 1 5 .  Assume t h a t  t h e  c l o s e d  s ~ ~ b s e t  
i H ( ( 3 )  u H ( y ) )  n 13 p , o  i s  o f  c o d i m e n s i o n  2 2 i n  W p l , .  ( s e e  
* 
P r o p o s i t i o n  3 . 7 ) .  Then t h e  morphism 9 :  - P i T ~ , ~  i s a n  
i s o m o r p h i s m .  
P r o o f .  By C o r o l l a r y  3 . 1 3  t h e  b r a n c h e d  p a r t  R i s  empty by th? 
€I 
n-1 p u r i t y  o f  t h e  b r a n c h e d  l o c u s .  S i n c e  P  i s  s i m p l y  c o n n e c t e d ,  w e  
g e t  t h e  d e s i r e d  f a c t .  
q . e . d .  
(3.16) o  t h e  f a l l o w i n g  i s  s ~ u d i e d  b e f o r e  t h e  c l a i m  8 . 2 .  i n  [ > l o ] .  
Under  t h e  above  n o t a t i o n s ,  w e  have  a G - i n v a r i a n t  morphism:  
F :  H 1 1 p13 I P - P z x, F ( v , x )  = ( r ( v ) , v l : - ; ) ) ,  v E H ~ , ~ ,  x E P . 
[(F 0 1 .  S i n c e  - P n- 1 L e t  Z = Specy  * Y P  a n d  
I-: I T p , ,  - I i s  e c l u i d i m e n s i o a n l ,  i- i s  f l a t  and  t h e r e f o r e  
u n i v e r s a l l y  g e o ~ e t r r c  q u o t i e n t .  Hence 
Z i s  t h e  g e o m e t r r c  
q u o t i e n t  H p l o  Z P1 / G a n d  i s  a P' - b u n d l e  9 : Z - Y f o r  
Z a r i s k i  t o p o l o q y  b e c a u s e  o f  a s e c t i o n  S o f  Z o v e r  I , v i a  t h e  
morphism 1 I-lP, 0  - ( v , P l  E I I p 1 0  Z P  . Thus we c a n  i n t r o d u c e  a 
p r o p e r  morphism v i a  t h e  G - i n v a r i a n t  morphism n :  1 H ~ , O  Z  P  (v,:<) - 
v(sl E x ,  
lie s t u d y  t h e  b r a n c h  l o c u s  o f  t h e  morphism n: Z - S. 
F i r s t  t h e  f o l l o w i n g  i s  shown i n  [&lo] .  
Remark 3 . 1 7 .  n: Z - Z i s  e t a l e  a t  e a c h  p o i n t  o f  
-1 Z - S - n ( ( H ( B )  u H l u ) )  n H p l o ) .  
At last Ice ha-~e come to the final staze of the case (I) In 3.14 
Kow we assume 
codimension 2 in Hp,g. 
Then by the above remark, we see that n is etale at each p o i n ~  of 
Z - S .  Moreover n (  S )  = P. Thus, the argument after 8. E in [>lo] 
-1 
says that n ( Z  - S )  is finite and etale over S - {P) and hence 
TC: Z - S  - 1 - {P) is an isomorphism and consequently X rr 
pn. Therefore we infer that T is an ample vector bundle, ?iT 
which induces a con~radiction to the condition I. 
Nest, we study cass I1 in 3.14. 
(3.19) For every point P ( 4 R--) and ev3r-y conponenr IIp o :' 
-1 , j 
Hp, I H ( B )  U H ( y )  in  Hp, is of eodim 1 in % , . j '  
X 
By Proposition 3. -4 and the equalit:-: h = f hx t F; a Q y we see 
that 
R~ 
. L = 1 f ~ r  an:; l ~ n e  L En ( 2 .  Thus we ha\-? an inportant 
Proposition 3.20. The branched locus R is a hyperplane W 
section of Q ,  namely, it is a smooth one or a ccne with an iqolated 
singularity. 
hioreover  we h a v e  
P r o p o s i t i o n  3 . 2 1 .  Assume t h e  c o n d i t i o n  3 . 1 9 .  Then 
X 
f o r  e v e r y  l i n e  L  o n  Q ,  
de% T x l ~  = n  + 1 and  
f o r  e v e r y  l i n e  L (4 R Q )  o n  4 ,  
* 
t h e  r e s t r i c t i o n  o f  f Tg on  t h e  l i n e  L i s  of  O o r  y - t y p e .  
* 
Moreox-er t h e r e  i s  no l i n e  L  o n  Q s o  t h a t  f  T XIL i s  a m p l e .  
P r o o f .  P r o p o s i t i o n  3 . 4  g ix -es  r i s e  t a  t h e  f o r m e r .  
* 
N e s t ,  f o r  ex-ery  l i n e  L ( 4  Rq) o n  Q ,  f T Z I L  i s  G S  bj- 
P r o p o s i t i o n  1. 7 .  Hence ,  P r ~ p o s i t i o n  1 . 2  a n d  the2 f o r m e r  y i e l d  t h e  
f a c t  t h a t  
* ( = )  f o r  e v e r > -  l i n e  L ( 4  R Q )  on Q f  T S i L  i s  o f  a , $  o r  y - t y p e .  
Lox s e t  T a s  
* { a  l i n e  L c $ 1  f  I-- i s  o f  O o r  y t g p e ) .  1 L 
Then we c l a i m  t h a t  
T i s  a d e n s e  s u b s e t  i n  t h e  s e t  { L  c G I  f ( L )  4 R$ 
P r o o f .  F o r  e a c h  p o i n t  P  i n  X - R R ,  w e  c a n  t a k e  a p o i l i t  q i n  
-1 
Q ~ i t h  f {q) = P  and  a d i v i s o r  C p  i n  H i n d u c e d  by t h e  scnheme P , j  
C ( q )  (Remark 3 . 4 . 1 )  by t h e  a s s u m p t i o n  3 . 1 9  a n d  C o r o l l a r y  3 . 4 . 2 .  
Then n o t i n g  t h a t  C(q) i s  c o n t a i n e d  i n  T ,  w e  g e t  t h e  c l a i m .  
I n  v i ew  o f  t h e  a b o - e  ( = I ,  t h e  t g p e  u  i n  t h e  s e t  T i s  a n  o p e n  
c o n d i t i o n  f r o m  P r o p o s i t i o n  3 . 7  . Thus t h e  c l a i m  y i e l d  t h e  d e s i r e d  
f a c t .  
I n  t h e  n e s t  p l a c e ,  we s t a t e  a 
Remarl< 3 . 2 2 .  L e t  1 be a h y p e r p l a n e  s e c t i \ ~ n  i n  a s inooth  q u a d r i c  
pn+ 1 h y p e r s u r f a c e  Q i n  ( n  r 3 ) .  Then f o r  e a c h  p o i n t  P i n  t h e  
r e g u l a r  p a r t  o f  V t h e r e  i s  a l i n ?  p a s s i n g  t h r o u g h  t h e  p o i n t  P and 
n o t  i n  V. 
H e r e a f t e r  t i l l  t h e  end  o f  t h i s  p a p e r  l e t  u s  s t u d y  t h e  e x a c t  
s e q u e n c e  o f  t h e  c o h e r e n t  s h e a f  on  Q :  
X ( 3 . 2 3 )  0 -  f TI - M ( t h e  q u o r i e n t  s h e a f )  - 0 T~ -
-- i n d u c e d  by  t h e  morphism f :  Q - -I. 
Note  t h a t  t h e  s u p p o r t  o f  t h e  c o h e r e n t  s h e a f  i s  R~ 
Moreover  we h a v e  
P r o p o s i t i o n  3 . 2 3 .  Y S k(x) = k(s) f o r  e v e r y  smooth  p o i n t  x i n  
RQ . C o n s e q u e n t l y  1 i s  a l i n e  b u n d l e  on  t h e  smooth  p a r t  o f  C Q ' 
P r o o f .  R e s t r i c t i n 9  t h e  e x a c t  s e q u e n c e  3 . 2 3  T O  a l i n e  L  c R h-e Q ' 
h a v e  t h e  s e q u e n c e :  J~ * T -  - f  T X I L  b ; lL  - > I I L  - 0. 
* 
Here  f TqlL i s  o f  C o r  y - t y p e .  S i n c e  t h e  homomorphism 
J L  i s  a  g e n e r i c a l  i s o m o r p h i s m ,  w e  have  the d e s i r e d  f a c t  by  Remark 
A s  t h e  m a t t e r  G £ '  f a c t ,  7-e cafi  checli  t h a t  Y i s  a l i n e  b u n d l e  o n  
RQ. For  t h e  p u r p c s ~  we s h o ~  
n  P r o p o s i t i o n  3 . 2 1 .  L e t  be  a n  open  subscheme ( =  -1 - { o n e  
n  p o i n t  = P )  a n d  j :  --- + -4 a n a t u r a l  open  immer s ion .  T h e n ,  i f  
1 .  
n  2 3 ,  R j * O E  = 0. T h u s ,  f o r  an open  immer s ion  
li: Q~ - ( o n e  p o i n t )  ( =  V) - 1 Q" i n >  3 1  , R 1<,0, = 0 .  
1 P r o o f .  S i n c e  R j * O U  i s  a q u a s i - c o h e r e n t  s h e a f  i n d u c e d  by  t h e  
1 1 
module H ( U , O u ) ,  i t  s u f f i c e s  t o  show t h a t  H (U, O L - )  = 0 .  
B y  t h e  t h e o r y  o f  t h e  l o c a l  cohomology ,  we g e t  t h e  f o l l o w i n g  e s a c t  
s e q u e n c e :  
1 1 n  1 - 
- H p ( l n , O )  -- R ( A  , 0 )  ( = 0)- Ii  ( L . , O L l  
2 n  2 n  n  
- H p ( - A  , 0 )  ( 2  Hp(F  , O )  by t h e  e x i s i o n  where  A i s  c o n t a i n e d  
n a t u r a l l y  i n  pn 1 
L e t  I be  t h e  s h e a f  o f  i d e a l  de f i n ing !  t h e  c l o s e d  p o i n t  P a n d  
rn Xm = Opn / I t h e  c l o s e d  subscheme o f  pn .  Then t h e r e  i s  a n  e x a c t  
s e q u e n c e :  
O - I ~ / I  m t  1 0  -- 
- Oxm - 0 .  -\ 
m t l  
/ I 7 ? S i n c e  m + l  = I / I a n d  t h e  s u p p o c z  o f  I / I- i s  
F, ~ " - 5 2  I m + l ,  = n-1 
m + l '  ( ' m t l  , Im/ I ~ + ' )  = 0 ,  which  i m p l i e s  
t h a t  Hn-2 Hn- 2 (Zm+l,O, ) =  (irn , O X m )  f o r  e a c h  m .  Thus  i e  i n f s r  
'\m+ 1 
A A 
t h a t  H"-'(P" , O ,  1 = Hn- 2 (I1 , O X 1 1  = O where  P" i n  t h e  
pn 
f o r m a l  c o m p l e r i c n  o f  P" a l o n g  t h e  p o i n t  P ,  wh ich  y i e l d s  t h e  
d e s i r e d  f z c t  by t h z  f o r m a l  d u 2 1 i t y .  
-4s f o r  t h e  l a t t e r  s i n c e  &n i s  c o v e r e d  w i t h  f i n i t e l y  many a f f i n e  
s p a c e s ,  t h e  l a t t e r  i s  o b t a i n e d .  
The a b o v e  r e s l - ~ l t  i m r n e d i a t z l p  g i v e s  ris-? t o  
C o r o l l a r y  3 . 2 4 . 1 .  The c o h e r e n t  s h e a f  1 i n  3 . 2 3  i s  a  l i n e  b u n d l e  
on  R Q .  
P r o o f .  I f  Rg i s  s m o o t h ,  we h a v e  n o t h i n 2  t o  p r o v e .  . Nes t  
asstme that R has the isolated sin2ularit:- v ,  Ler,tin% ;, cc,znonica] (3 
open immersinn I\: RQ - {v} ( =  R0 ) - Rg, consider the follnwin5 
exact sequence: 
Then Proposition 3.24 asserts this corollar7-. 
Thus in view of the abox-e corollary, restricting the esact 
sequence 3.23 tc R we get an esact sequence: Q ' 
Letting her j 1  = L1 and Cokernel of .j7 = E, we obtain 
(3.24.2) 0 - '1 - T ~ l ~ Q  - E  - 0, and 
* (3.2-1.3) 
O E  - f T ? i ~ n Q  
- M- 0. 
Hence, b>- Remark 3.22 we have a 
Proposition 3.23. Under the condition 3.19, 
L1 in the sequence 3.21.2 is an line bundle acd 
E a vector bundle of rank n-1 on Ry. Yoreover Y = L, Q 0 i 1 ) . 
A R~ 
.To s h o x  t h a t  31 r 0 ( 2 1 ,  we make p r e p a r a t i o n s .  
"Q 
-1 P r o p o s i t i o n  3 . 2 6 .  Vnder  t h e  abo7:e n o t a t i o n s ,  f  f ( R  ) = R Q Q ' 
F r ~ o f .  F i r s t  w e  have  a 
- 
C l a i m .  F o r  a g e n e r a l  c u r v e  C on  R hi - i s  a n  ample  l i n e  Q' IC 
b u n d l e .  
-1 P r o o f .  Assume t h a t  f  f  ( R  1 = RQ u D u . . . ~ i t h  d i - - '  
- Q V l E O r s  D , . .  
Take  a g e n e r a l  c u r v e  C in f ( ~ " ) .  Then t h e r e  a r e  two components  C1 
a n d  C 2  o f  f-'(Ci where  C1 c R~ and  C? (c D) i s  n o t  a  
- 
l i n e  , C, 4 Rg. S i n c e  I c2 i s  a m p l t  by Theorem 2 . 1 . 1 ,  s o  i s  
* 




s i n c e  f T i s  a m p l e ,  i t s  q u o t i e n t  l i n e  b u ~ d l e  >I SICl i s  amp le .  I C1 
To c o m p l e t e  t h e  p r o o f  o f  o u r  p r o p o s i t i o n ,  we ha\-e o n l y  t o  show 
t h a t  ( S  1 t h e r e  i s  a l i n e  L ori Q s o  t h a t  fC':?__ i s  a m p l z ,  ( ~ c h i c h  
i 1 L 
y i e l d s  a c o n - t r n d i c t i o n  t o  P r o p o s i t i o n  3.21) 
Thus  v-e d i v i d e  i n t o  two c a s e s :  
I) dim Q 2 4 o r  dim Q = 3 and  RG i s  s i n g u l a r . .  
1 -  1 11) dim Q = 3 and  R i s  a  smooth  q u a d r i c  s u r f a c e  ( 2  P 1 P 1 .  Q 
F i r s t  c o n s i d e r  t h e  c a s e  I .  Tak ing  a c c o u n t  o f  Remark 2 . 5 . 1 ,  w~ 
i n f e r  t h a t  1 i s  a m p l e .  Hence ,  Theorem 2 . 7  a s s e r t s  t h e  f a c t  ( $ ) .  
Nes t  c o n s i d e r  t h e  c a s e  11. I f  >l i s  a m p l e ,  Theorem 2 . 7  y i e l d s  S .  
I n  t h e  s e c o n d  p l a c e  assume t h a t  
?1 i s  n o t  a m p l e .  Then we s e e  t h a t  >i i s  G S .  I n  f a c t  s i n c e  T & I  C? 
* 
i s  G S ,  s o  i s  r" T._ , h e n c e  s o  i s  T and  ?l / C  Thus by t h e  
_ \ I  C ?  - s 1 i: 
c l a i m  we i n f e r  t h a t  Y O ( d , O )  w i t h  a p o s i t i v e  i n t e g e r  d 
- r e  ~ i h ,  p i :  RQ - Ps i s  t h e  i - t h  p r o j e c t i o n  and  O ( a , b j  = 
Then we c a n  e a s i l y  c h e c k  t h a ~  T = T  @ b R  ,Q 1 9 1 RQ R~ Q 
B y  v i r t u e  o f  P r o p o s i t i o n  3 . 2 5 ,  we have  t h e  f o l l o w i n g  s e q u e n c e :  
N o x ~  assume t h a t  t h e  r e s t r i c t i o n  homomorphism h : 
0 ( 1 , 1 1 6 0 ( 2 , 0 )  - E o f  h  t o  t h e  s u b b u n d l e  0 ( 1 , 1 ) @ 0 ( 2 , 0 )  i s  
g e n e r a l l y  s u r g e c t i v e .  Then t h e  r e s t r i c t i o n  O ( 1 )  @ 0 ( 3 )  -E I F 
of  0 ( 1 , 1 ) @ 0 ( 2 , 0 )  - E t o  a g e n e r a l  f i b e r  F of  p:, - 
i m p l i e s  t h a t  E I F i s  a ~ p l e .  Thus by  ( = , I .  w e  s e e  t h a t  
* 
'X~F i s  ample  ~ q h i c h  g i v e s  $ .  
- 
Xext  assume t h a t  h  i s  n o t  g e n e r a l l y  s u r j e c t i : - e .  T h i s  gix-e r i s e  
t o  a n  e s a c t  s e q u e n c e :  
0- O ( d - 1 , - 1 )  - 0 ( 1 , 1 ) @ 0 ( 2 , 0 )  -----t O ( 4 - d , 2 )  -0 .  
I m m e d i a t e l y  we h a v e  d = 1 o r  2 .  ) fo reover  
t h e  above  e x a c t  s e q u e n c e  gix-es  a c o n t r a d i c t i o n  b e c a u s e  o f  t h e  
1 f a c t  H ( R  O ( a , b ) )  = 0  f o r  a < 0  and  b  L 0. T h e r e f o r e  Q ' 
t h e  c a s e  d o e s  n o t  happen  t h a t  ?J i s  n o t  amp le .  
Thus we c o m p l e t e  o u r  p r o o f .  
* 
Since h = f I\,. t R the abox-e proposition ~ i e l d s  Q .I Q ' 
* 
Corollary 3 . 2 6 . 1 .  f OIf(RX) = OQ( 2 1 with Rx = f l R g ) ,  
NOW before proving that f ,Ro :RO - R.. is etale \<here RO 
-1 
is the smooth part of R Q ,  ve consider 
Proposition 3 . 2 7 .  R_-  is smooth at each point of f (no). 
I 
Moreox-er the in\-erse ima5e of the smooth part of RS is RO. 
Proof. Let A be a point in RO and B = f(-\) which yields a 
- 
canonical lccal homomorphism f : 0.- 
_r , E - OQ,A. Let : be an 
element in 0 6114 defining the divisor R (around the point A ) .  Then, 
by Proposition 3.23, we can 
take a regular parameter ( g  l , . . . l ~ n )  at the point B such that 
- 7 
n-elements ?yl, . . . , fyn-l, x generate m A ' m L ~ -  (m-A the maximal n 
ideal of OQ,A), and therefore they are regular paramet%?r of 
' Q , A '  
Sow let z = ~ ( y ~ , . . . , : - ~ )  be the local equation of f (RO) in X 
* _ 
around the point B. Then from the fact that k = f kx t E it Q Q 
SF, 
follows that 7 = a x xith a unit a in 
d s  n 
n O Q , ~  
3 
Moreover we have ( = )  !? z = b s - in O -  Q , A  with a unit b. To study n 
the regularity of fn3 at the point B ,  \.ie differentiate f partially 
.by s . Then we get 
n 
a:: . a z  - a z  1 - a z  "' a~ the left-hand side of - n -- n 
' a r .  2 s  - a:; = a s  - 8yn Sxn and n i 1 n n ayn 
the right-hand side is = & x- ax - -  t 2 b ~ .  n n 
n 
3zn 
Thus we have 7 - ( 3 b  x t 2b) / a ,which is a unit at the 
d ~ ,  a :; n n 
point B. This is the desired fact. The latter is trivial. 
A t  l a s t  we h a r e  come t o  t h e  f i n a l  s r a = e .  
- 
L e t t i n 2  1 the r e s t r i c t i o n  map o f  f t o  R r;e h a v e  
' 
- * 
P r o p o s i t i o n  3 . 2 8 .  Under  t h e  a b c v e  n o t a t i o n s ,  w e  h a v e  f  0 - R =- 
- 
a . Consequen t l 2 -  f : R0 - R, i s  e t a l e  
" Q  - A  
* 
P r o o f .  The f o r m e r  i s  t r i v i a i  by t i l e  e q u a l i t y :  I< = f  LS + 0 (2) Q "Q 
and C o r o l l a r y  3 . 2 6 . 1 ,  w h i c h  g i v e s  r i s e  t o  t h e  l a t t e r .  
Now l e t t i n g  j :R - Q Q t h e  c l o s e d  embedd ing ,  t h e  morphism 
j f :  - X i s  u m r a m i f i e d .  Thus  s i n c e  we h a v e  a c a n o n i c a l  e x a c t  
s e q u e n c e :  0 - TR" I^ -) T Q I R c  - N rz3/ Q ( =  O R d l ) )  -9, 
w i t h  ORs(l) = U n t l ( l ) i R ~  ( R = c R +t l  G? ) , P  
t h e  e x a c t  s e q u e n c e s  3.24.1 , 3 . 2 4 . 2  g i v e  r i se  t o  
P r o p o s i t i o n  3 . 2 9 .  - E l R o  - TRc and  L1 = U (1). C o n s e q u e n t l y  
R~ 
M . - o (2). 
" Q  
P r o o f .  The f o r m e r  i s  o b v i o u s .  The i a ~ t e r  i s  o b t a i n e ?  bv 
P r o p o s i t i o n  3 . 2 5 .  
Thus  t h e  e - ; ac t  s e q u e n c e  3 . 2 8  g i v e s  a n  i m p o r t a n t  e x a c t  s e q u e n c e  
d 
Theorem 2 . 7  a s s e r t s  t h a t  t h e r e  i s  a l i n e  L s u c h  t h a t  
=XIL 
i s  a m p l e ,  w h i c h  contradicts t h e  fact of Corollzry 3.21.1. 
Hence I c e  c a n  s h o w  ? l a i n  T h e o r e m .  
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Logarithmic Transformations on Elliptic Fiber Spaces. HI. 
- elliptic bundle case  - 
By Yoshio Fujimoto 
3 0 .  Introduction, 
In [Ill, Kodaira introduced the notion of Logarithmic transformation 
and showed that any elliptic surface possessing multiple singular 
fibers can be reduced to an elliptic surface free from multiple 
fibers by means of logarithmic transformations. 
Moreover he showed that a non - Kahler elliptic surface and a Kahler 
one can be changed into each other via logarithmic transformations. 
Therefore, i t  is natural to ask whether a similar surjery exists 
on an elliptic fiber space. Ueno C131 [I41 and the author L51C61 
considered generalized logarithmic transformations along a non - 
singular divisor and constructed strange degenerations of surfaces. 
In this paper, we shall study " generalized Logarithmic 
transformations on an eLliptic bundLe ". 
Here, by an elliptic bundle f : Y --+ X, we mean that Y is a 
principal fiber bundle over a complex manifold X ( not necessarily 
compact) whose typical fiber and structure groups are non - singular 
elliptic curves. For an elliptic bundle f : Y ---+ X over X, 
we shall define generalized logarithmic transformations along an 
arbitrary Cartier divisor D on X, which is not necessariLy assumed 
to be reduced, irreducible or effectiue. 
Such an attempt was already done by Calabi and Eckmann 1 2 1 ,  
when they constructed complex structures on the product of two 
spheres of any odd dimensions. I t  is an elliptic bundle over the 
products of two complex projective spaces and cannot admit as an 
unramif ied covering a holomorpic @* - bundle, whi le the corresponding 
result holds for elliptic surfaces. The main purpose of this paper 
is to prove the counterpart of Kodaira's theorem for elliptic bundles 
and give explanations for these facts. 
We state our main theorem. 
Theorem (8.1 Let f : Y - X be an elliptic bundle over a 
projective manifold X, which satisfies either of the following 
conditions. 
( 1 )  Y is Kahler. 
or ( 2 )  h2,O(x) = 0.  
Then Y can be obtained from the trivial elliptic bundle over X by a 
succession of generalized logarithmic transformations in the sense of 
definition(l.l.1. 
To prove the above theorem, we need to characterize elliptic 
bundles which are Kahler. We show that an elliptic bundle 
( X  x E )'- X aver X ( ,  where E : =  c / G  is a non - singular 
1 
elliptic curve and y E H ( X, @(El) )is Kahler if and only if the 
2 first Chern class c(y) E H ( X, G )  of y is of finite order. 
( See Proposition(2.1.) below. 
However, theorem(A1 does not necessarily hold if we drop the 
assumption that Y is Kahler, as was shown by Moriwaki. ( See 5 3 . )  
Furthermore, we can give the characterization of elliptic bundles 
which are obtained from the trivial bundle by performing generalized 
logarithmic transformations. (See proposition(l.9.1.) 
Finally, let us explain briefly the contents of our paper. 
In § 1, we shall define generalized logarithmic transformations 
on an elliptic bundle and we give a characterization of elliptic 
bundles which are obtained from the trivial bundle by performing 
generalized logarithmic transformations. 
Moreover, we shall give a necessary and sufficient condition 
for an elliptic bundle to admit as an unramified covering a 
holomorphic c*- bundle. In 5 2, we shall give a criterion of 
Kahlerity for an elliptic bundle and prove theorem(A1. In 5 3 ,  we 
shall give an example of an elliptic bundle which cannot be obtained 
from the trivial bundle by performing logarithmic transformations, 
which was constructed by Moriwaki. 
The author wishes to express his thanks to A.Moriwaki for useful 
suggestions. 
Notation and Convention. 
By an elliptic fiber space g : V ------t W, we mean that g is a 
proper surjective morphism of a complex manifold V to a complex 
manifold W, where each fiber is connected and the general fibers are 
non - singular elliptic curves. By an elliptic bundle f : Y ---+X, 
we mean that Y is a principal fiber bundle over X whose typical fiber 
and structure groups are non - singular elliptic curves. 
Fur a compact complex manifold X, we use the following notation. 
b.(X> : the i - th Betti - number of X. 
1 
K(X) : the Kodaira dimension of X. 
KX : the canonical bundle of X. 
hP'qt~) = dimc H~(x, i-2: 1. 
1 Pic(X) : =  H ( X ,  0;) : the Picard group of X, which has the natural 
structure of a commutative complex Lie group. 
1 * 2 Let cl : H (X, OX) - H ( X ,  2 )  be the first Chern class map. 
0 Pic (XI : =  Ker(cl) : the identity component of Pic(X). 
X is in the class f2' in the sense of Fujiki if X is a meromorphic 
image of a compact Kahler manifold. 
If D is a divisor on X, we set 
[Dl : the line bundle on X determined by D. 
cl(CDl) : the first Chern class of the line bundle [Dl. 
supp(D) : the support of D. 
For a non - singular elliptic curve E, we represent E as a quotient 
group : E = C/G, where G is a discontinuous subgroup of the additive 
group generated by z and 1, Im(r) > 0 ,  and for any 5 E c, we denote 
by [ X I  the corresponding element of E = c / G .  
OX(E) : the sheaf over X of germs of holomorphic functions 
with values in E. 
1 .  Generalized L o g a r i t h m i c  Transformat ions  on am E l l i p t i c  Bundle. 
Let f : Y - X be an elliptic bundle over a complex manifold X 
( not necessarily compact ) whose typical fiber and structure group 
is the elliptic curve E = / G ,  G :=  1 8  zz, Im(z) > 0. 
Then Y can be expressed in the form : Y = ( X X E 1' for some TI € 
H'(x, O(E)). ( Here we follow the notation of KodairaC111. ) And 
let D be an arbitrary Cartier divisor on X and take a E G 
arbitrarily. Choose a sufficiently fine open covering {Ui)i I 
of X such that s i  = 0 is the local defining equation of D on U i .  
The transition function of [Dl is expressed by a cocycle {fij) 
1 ( : =  s. /s . )  and q E H ( X ,  OiE)) is expressed by a cocycle {oi j) wi th 
1 J 
respect to the covering {Uil of X. 
Now, identify ( 2 ,  [oil) E Ui X E with ( 2 ,  [njl) E Uj x E 
if and only if [oil = [ oj + 01 log(fij) + o i j  I . 
27IirJ-i 
By patching Ui X E 's in this way, we obtain a new elliptic bundle 
Z over X. Outside the support of D ,  there exists an isomorphism 
In fact, on Ui n U we have : j 
And the elliptic bundle over each irreducible component of D is 
determined by the restriction of the line bundle [Dl. 
Hence Z can be obtained from Y by performing surjeries along D. 
D e f i n i t i o n  ( 1 . 1 , )  We write Z = LDta)(Y) and call LDta) 
a generaLized Logarithmic transformation along D. 
Remark(l.2.1 In the above definition, D is not necessarily 
assumed to be reduced, irreducible or effective. However by changing 
a E G suitably and performing successive logarithmic transformations, 
Z can also be written in the form: 
= L ~ l  
(al) LD (a2)+-* L (ak) (Y), where a E G and each Di 
2 Dk i 
is an irreducible, reduced and effective divisor on X. 
Remark (1.3.) Let H be a non - singular analytic arc in X which 
intersects with D transversally. Then when restricted to the 
elliptic surface over H, the above surjery just coincides with the 
original logarithmic transformations defined by Kodaira C111. 
Remark (1.4.) By using generalized logarithmic transformations, 
UenoCl41 constructed non - Kahler degenerations of complex tori. 
Other examples of strange degenerations of surfaces can be found in 
UenoC131 and FujimotoC51. 
Remark(l.5.) Calabi and Eckmann C21 constructed a complex 
structure M on sZmtl X s*~" with m 2 1 and n 2 1, which is the 
simplest example of simply connected, compact homogeneous non - 
Kahler manifolds. I t  is an elliptic bundle over pm x pn and can be 
written in the form : M = LH (-1)L (-TI tpm X pn X El, 
1 H2 
* * 
H1 = p l B  (1). H2 = p2 (9 (I), where pl : pm x P" - prn (resp. 
prn lpn 
p q  : pm X pn pn 1 is the projection to the first tresp. second) 
factor. 
In order to prove theorem(A1, we need the following proposition. 
Pro~osition(l.6.) Let f :  Y =  ( X X E I T I  --+X b e a n  
elliptic bundle over a projective manifold X with E = c/( l , -c) ,  
I rn( r )  > 0 and q E H'(x,o(E)). Assume that the first Chern class 
2 
~ ( 0 )  E H (Y,G) of TI is o f  f i n i t e  o r d e r .  Then Y can be obtained from 
the trivial elliptic bundle over X by a succession of generalized 
logarithmic transformations. 
Proof. From the exact sequence 0 4 G --+ OX - OX(E) - 0 ,  
we have the following exact sequence of cohomology: 
1 TI E H (X,6 ( E l )  is expressed by a cocycle {q 1 with respect to the X i j 
open covering {UiIiEI of X. And Y is obtained by identifying 
(z,[Sil) E Ui X E and (z,[fjl) E Uj x E if and only if 
S t e p  1 .  We first consider the case where c(4) = 0. 
- 1 
Then there exists 4 = {$ijtz)) E H (X, OX) with pt6) = TI. 
Since the structure of Y is uniquely determined by the cohomology 
1 - 
class of TI E H ( X , B ( E ) ) ,  we may assume that [qijtzll = qij(z). 
By identifying tz, Si) E Ui x C with tz, 5.1 E U. x C 
J .I 
- 
.> if and only if b i  - cj +  TI^^(^), we obtain an affine bundle W 
over X. iZ2 acts on W by 
and Y is isomorphic to the quotient space Y/z2 . 
Now, we have the following exact sequence: 
If we put L : =  e($), we have L E pico(x) and the transition 
function of L can be expressed by a cocycle { exp( 2nfi Cij(z)) I 
with respect to the covering {Ui) of X. 
Let be the total space of the line bundle L and define an 
* 
automorphism g of k :=  b \ { zero - section 1 by 
g :  lL*-IL* 9 
UJ w 
( 2 ,  Oil - (2, POi) 
where we put p = exp(2nfi T I  ( I p l  < 1 1 and k t  has local coordin 
'i 
* 
ates t z  , n i l .  The group < g > acts on b freely and properly 
* discontinuously9 so the quotient space Z : =  k /<g> is non - singular. 
There is a natural morphism : Z - X , 
w w 
where by ( z ,  Oil, we denote the point of Z corresponding to a point 
(2, q i )  E b*. By this norphism. Z is an elliptic bundle over X and 
- 
we have an isomorphism A : Y Z 
w 
(z, ISi]) - (z, exp(2xfif . ) )  1 
Since X is projective, there exists a Cartier divisor D on X 
with L - OX(D1. Hence by the above isomorphism A and 
definition(l.l.), we have Y - LD(l)(X X El, that is, Y can be 
obtained from X X E by means of generalized logarithmic 
transformations along D. 
Step 2. Next, we consider the general case. 
2 2 There is a natural isomorphism G 2 2 @ and H (X,G) - H (X,Z) @ 
2 H~(x,z). The first Chern class c(q) € H (X,G) of 0 can be expressed 
by a cocycle {cijkI, cijk - 'ijk + z - q  ijk ' 'ijk' 'ijk E 29 
with respect to the covering {UiI of X. 
Then c' :=  {pijk 2 } E H ( X , Z )  and c" : =  {qi jk 
2 1 E H (X,Z) are of finite 
2 order, since c(0) E H (X,G) is of finite order. 
Hence there exists Cartier divisors Dl, D2 on X with cl(CD1l) = c', 
cl(CD,I> = c". By performing generalized logarithmic transformations 
A 
along Dl and D2, we obtain a new elliptic bundle 
0' (-l>LD (-z)(Y) over X. If we put Y' = ( X  X E )  , 
2 
1 0' E H (X, @ ( E l > ,  we have ~ ( 0 ' )  = 0 .  Hence from step 1, Y' can also 
be obtained from a trivial elliptic bundle by successive logarithmic 
transformations. Since Y = LD (l)L (z)(Yr), the same is clearly 
1 D2 
true for the original Y. q.e.d. 
Remark(l.7.) The assumption that c(0) is of finite order means 
that Y is ~ahler. This will be shown in § 2. 
Remark(l.8.) In casec(0) = 0, the ellipticbundle f : Y - X  
can be defined by locally constant transition functions. 
By the same argument as in the proof of proposotion(l.6.>, we get the 
following proposition. 
Proposition(l.9.) Let f: Y = (XXE>'---+X be an elliptic 
bundle over a projective manifold X with E - C/(l, z), Im(z) > 0 and 
1 
7-1 E H (X, O(E)). Then Y can be obtained from the trivial bundle over 
X by generalized logarithmic transformations if and only if the 
following condition is satisfied. 
Condition(A1. Via the natural isomorphism 
2 2 A : H~(X,G) 2 H2(x,Z) @ H (X,Z), c t ,  c" E H (X, Z) are both 
u w 
c(q1 - ( c', c") 
algebraic cycles. 
Corollary(l.10.) Let f: Y ---+ X be an elliptic bundle over a 
projective manifold X with h290(~) = 0. Then Y can be obtained from 
the trivial bundle over X by means of logarithmic transformations. 
1 * Proof. 2 Since h2'O(x) = 0, H (X.BX 4H (X, Z) is 
surjective and the claim follows immediately from proposition(l.9.). 
Example(l.11.) The following example is due to M.Kato [ 8 1 ,  p.55, 
example 2. Let Q  = {(zO: z z . z3) E 1 z = z = 01. 1' 2' 0 1 
e m =  {(z,: z - z z3) E p3 1 z = z = 01 1' 1' 2 3 and put W :=  p3 \ Q  \ Qm. 
Fix a constant a E with 0 < la1 < 1 and define an automorphism g 
o f  W by : g : (zO: z ' z ' z3) - 1' 2' (zo: zl: az2: az31. 
Then the quotient space M : =  
'<g> is a compact complex manifold 
1 1 
o f  class L .  By a natural holomorphic map p : M -----t lf' x p sending 
(zO: zl: z2: z3) to ((zO: zl), (z2: z3)), M is an elliptic bundle 
over !I'l X P', where by tz0: zl: z2: z3) , we denote the point of M 
corresponding to a point (zO: z 1' ' z 2' ' z3> E W. 
1 Since H1t!I" x pl, @(El) =H2(p1 x p , G )  - G @  G, M can be written 
in the form : M = LH (-1) L (l)(pl x p1 x El, Hi 2 p* 0 (11, where 
1 H2 i 
: lf'l XIP~-!I' is the projection to the i - th factor. I t  is 
easy to see that an elliptic surface over the curve of type (1,l) on 
p1 X P' is trivial and contains many rational curves. 
Proposition (1.12.) Let Y = LD (1) LD (t)(X X E) be an elliptic 
1 2 
bundle over a projective manifold X, where E - c/(l, z), Im(t) > 0 
and Dl, D are Cartier divisors on X. Then Y is isomorphic to the 2 
* Z - quotient of some c - bundle over X if and only if 
there exists a Cartier divisor H on X with cl([DII) = a-cl([H1), 
cl([D21) = Bacl([H1) for some a, B E Z. 
Proof. (necessity) Assume that Y is isomorphic to the - 
* quotient Y' of some c - bundle on X. Then Y f  can be written in the 
form : Y' = LD(ll(X x E') , where E' z C/tl,rf), Imtr') > 0 and 
D is a Cartier divisor on X. Take an open covering {Uil of X such 
that yIU-= Ui X E, YtIU.- UiX E' and Y( tresp. Y'I 1 has 
1 1 'i i 
coordinates (z, [Sill (resp. tz, 1 On Ui n Uj, we have 
where jfij) (resp. {gijl, {h. .I) is the transition function of the 
1 J 
line bundle [Dl] (resp. CD21, [Dl). Since the bundle structures of Y 
and Y' are uniquely determined by its cohomology class, we may assume 
that the above isomorphism over X can be written as follows. 
' i - azt + b ( 3 )  C S i l  = cr' + d 1 , z  - Ct' + d for some (: :) E SL<Z.Z). 
-ct + a From ( 2 )  and ( 3 1 ,  wehave [ S i  I =  C S j  + log(hij)l, 
2 J C m  
since 1 = -cz + a. In view of (1) and the natural 
Ct' + d 
2 2 2 isomorphism H (X, G I  = H (X, k) @ H (X, 21, we have 
( sufficiency We chosse integers a', 8', c, d and k such 
that cat - B'd = 1, a = ka', 8 = kB' and introduce a new fiber 
coordinate < '  = 5; on Ui X C. Correspondingly we replace r 
a' + B'z 
by r ' =  C z +  and put G' z Z @ Z r ' ,  E '  ~ C / G ' .  6'2 + a '  
Then the formula (1) takes the form 
1 z 
where [ f l  i I = C R'z + a' log(fij) + B'z + a' log(gij) I ,  
2 n J i  2 n f i  
Hence Y is isomorphic to the elliptic bundle ( X X ~ ' 1 "  and the 
2  first Chern class c(Q'1 E H ( X ,  G') of TI' is as follows. 
- 
ct + 8r 
a' + B'z cl (CHI 1 
= k-cl([HI), k E Z. 
Therefore, by the proof of Proposition (1.6.1, step 1, there exists a 
Cartier divisor D on X such that Y 5 LH(klLD(l)(X X E l ) ,  k E &.  
Hence if we put L = [ kH + D I, Y is isomorphic to the 2 - quotient 
of the c*- bundle associated to L. 4.e.d. 
Corollary (1.13.) Every elliptic bundle over a curve admits as its 
* 
unramified covering a holomorphic C - bundle, while the correspondig 
result does not hold for Calabi - Eckmann manifolds. (c.f. 
Remark(l.5.1) 
Proposition(l.14.) Let X be a complex manifold ( which are not 
0 
necessarily compact) and X c X be a Zariski open subset with 
codim (X \ xO) 2 3. Suppose that there exists an elliptic bundle 
fO: y o  ----.t X' over XO. Then there exists a relative compactication 
f :  Y-X. 
Proof. From the exact sequence 
O - G -------+ OX A OX(E) A 0, 
we have the following commutative diagram. 
1 1 2 O 2 O 
- H ( X ,  BXo)- H ( X ,  OX0 ( E l )  - H (X, G )  H ( X S @ ~ O )  
Since codim(X \ x') 2 3, by the theorem of Siu - Trautmann, we have 
1 1 
an isomorphism H (X, OX) H (X , B X o )  and the restriction map 
2 2 O H (X, OX) -. H (X , OXo) is injective. Hence from the above 
1 1 diagram, the restriction map r : H (X, OX(E)) - H (X ,OXo(E)) is 
0 
1 O 
surjective. If we put Y O  = (xO x E)' , I" E H (X , OXO(E)), 
1 0 there exists y E H (Y, Oy(E)) with r(y) = Y . 
Then X : =  ( X x E l Y  -----+ X is a relative compactification of 
The above proposition is not necessarily true if codim(Y \ yo) = 2. 
The following example is due to K.Ueno. 
2 Example (1.15.) Let X = C  \ 0 and Uo = {(x,y) E c2 I x # O ) ,  
U1 = {(x,Y) E c2 1 y # 01 be open coverings of X. 
By patching (x,C<I) E Uo x E and (y,CSfl) E U1 x E if and only if 
Cg'l = Cc + - I ,  we obtain an elliptic bundle Y over X. 
XY 
1 1 1 Since - 1  E H (X, 0) z H  HX, @(El) and H'(C~, @(El) = 0, 
XY 
1 1 the restriction map H (c2, @ ( E l )  4H (X, @(El) is not surjective. 
I t  is not known whether i t  has a relative compactification or a 
Kahler metric. 
5 2. A Criterion of KihBeritv for an elliptic b u n d l e  
and a  p r o o f  o f  Main T h e o r e m ( A 1 .  
In this section, we shall give a necessary and sufficient condition 
for an elliptic bundle to be Kahler and prove main theorem(A1. 
The following theorem is fundamental. 
Theorem (2.1,) (Fujiki [31, Proposition(4.3.), Lemma(4.4.)) 
Let f : X - Y be a fiber space of compact complex manifolds in 
the class g .  Let U c Y be a Zariski open subset over which f is 
smooth and f U  : XU - U be the restriction of f to XU. 
If ~ l f  @ is a constant system, then q(X) = q(Y) + q(f), where q(f) 
U* 
denotes the irregularity of the general fiber of f. 
Proposi tion(2.2.) Let f : Y : =  (X x E)' - X be an elliptic 
bundle over a projective manifold X with E r @/G, G - @ ZT, 
I.(=) > 0 and 0 E H~(x, O ( E ) ) .  
Then the following conditions are equivalent. 
(1) Y is Kahler. 
(2) Y is in the class i!?. 
(3) bl(Y) = bl(X) + 2. 
2 ( 4 )  The first Chern class c(q) E H (X, G1 of q is of finite order m 
Moreover, if q(X) = 0, (1) is also equivalent to the following 
condition. 
( 5 )  Y is projective. 
Proof. 1 2 .  Obvious. 
(2) ( 3 ) .  This follows immediately from theorem(2.1.). 
( 3 1 4  ( 4 ) .  Assume the contrary. 
2 Then we have atc(q1) Z 0, where a : H~(x,G) 4 H (X,C) is the 
natural homomorphism. Hence by the same method as in the proof of 
C111, 1 1 1 ,  theorem(ll.9.1, we have bl(Yf I bl(X) + 1. 
This is a contradiction. 
4 1 We follow the idea of Miyaoka C121. 
Since the Kahlerity is preserved under a finite, &tale morphism, 
i t  suffices to prove that (X X E)~' is Kfihler. Replacing q by mq, 
we may assume that c(q) = 0. Hence from the exact sequence 
2 2 H (X, GI - H (X,OX) , 
1 
we have q E H (X, BX)/i*H1(X, . 
Since X is projective, we have 
* 1 1 * 1 1 j H (X, Z) 8 R 2 H (X, OX), where j : H (X, Z) - H (X, OX) 
Z 
is the natural homomorphism. Moreover, from the natural isomorphism 
1 1 1 H ( X ,  G I  - H (X, @ H (X, 21,  i t  follows that 
* 1 1 i H (X, GI 8 - H (X, OX). Then from the sequence {kq} 
Z k = 1,2,-.' 
we can take a subsequence {qkIk = , which converges to no 
with a finite order. Hence for a suitable integer m, B~' is a small 
n o  deformation of B , which is projective. 
This implies that B~' and hence B' are Kahler. 
1 5 .  Moreover, if q(X) = 0, then the homomorphism 
2 
c :  H~(x, O(E))+H (X, GI is injectiveand ( 4 )  implies that 
q E H~(x, B ( E ) )  is of finite order. Hence Y is projective. 
q.e.d. 
Remark(2.3.) 2 In general, H (X, G) has torsions, so the 
2 2 homomorphism a : H (X, G) - H <X, is not necessarily injective. 
The following corollary follows immediately from Proposition(2.2.). 
Corollary(2.4.) Let f : Y = LD (al).--L tak)(Xx E )  + X  
1 Dk 
be an elliptic bundle over a projective manifold X, where 
ai = m + n i ~  E G, and Dl;.-, Dk are Cartier divisors on X, (which i 
are not necessarily reduced, irreducible or effective.) Then Y is 
Kahler if and only if cl([ X miDil) , cl([ X niDil) E H~(x, Z) 
i=l i=l 
are of finite order. 
Remark(2.5.) I f  q(X) > 0, does not necessarily imply that Y is 
projective. There exists a two dimensional complex torus of 
algebraic dimension one. An algebraic reduction gives i t  the 
structure of an elliptic bundle over an elliptic curve, which can be 
defined by locally constant transition functions. 
Corollary(2.6.) (c.f. Katsura and Ueno 191, Appendix 1) 
The elliptic surface f : S = L (ml, a l ) - - -  L (m19 al)(C x E )  - C 
P1 p~ 
A 
over a compact curve C is Kahler if and only if C a. = 0. 
1 i=l 
1 Moreover if C - f) , this implies that S is projective. 
Proof. Let m be the least common multiple of m 's(1 < i I A) . i 
The multiplication map m : E - E induces a finite surjective 
morphism 0 : S -- Y, where Y = L (l,mal)---L (l,maA)(C x E) 
P1 PA 
is an elliptic bundle. Hence S is Kahler if and only if Y is Kahler. 
A 
Corollary(2.1.) implies that Y is ~ a h l e r  if and only if Z ai = 0. 
i=l 
Hence the claim follows. q.e.d. 
Proposition(2.7.) Let f : Y - X be an elliptic bundle over a 
projective manifold X with dim(X) 2 3. Assume that for any p - 
dimensional submanifold Z on X ( ,  where p 2 2 is a fixed positive 
integer), the elliptic bundle yIZ - Z over Z is Kahler. 
Then Y is also Kahler. 
Proof. 1 There exists 0 E H (X, O(E1) with Y - (X X E)', E 2 C / G ,  
G - Z @ Zz, Im(z) > 0 .  Via the natural isomorphism 
2 H~(x, GI - H ~ ( x ,  Z) @H ~ ( x ,  Z), the first Chern class c(q) E H (X, G )  
2 
of q can be expressed as c(q) = (c', c"), where c', c" E H (X, z). 
Let V be a smooth hyperplane section of X. Then by Lefshetz's 
2 hyperplane section theorem, the map H~(x, 19) -----+ H (Y, 9) induced 
by the inclusion i : V L-, X is an isomorphism if dim(X) 2 4 and 
injective if dim(X) = 3. Continuing this process successively, we 
find a non - singular surface S c X such that the natural 
2 2 homomorphism H (X, P) + H (S, 9) is injective. Since yIS is 
Kahler, proposition(2.2.) implies that c'IS, c"lS 2 E H ( S ,  z) are of 
2 finite order. Hence c', c" E H (X, Z) are of finite order. 
Therefore, by proposition(2.2.), Y is Kahler. q.e.d 
Remark(2.8.) If we drop the assumption that p Z 2, the above 
proposition does not necessarily hold. (See Remark(3.3.1.) 
Proof of theorem(A1. This follows immediately from proposition 
(1.6.1, corollary (1.10.) and proposition (2.2.). 
Corol lary ( B .  ) Under the same assumptions as in theorem(A1, there 
exists a Zariski open subset U of X such that the restriction yIU 
--+U over U is a trivial elliptic bundle. 
Example(2.9.) Let f : Y = ( X  X E)' --+ X be an elliptic bundle 
over an n - dimensional projective manifold X. The first Chern class 
2 2 
c(q) E H (X, G1 can be expressed as c(q) = (c', c" E H (X, 21 @ 
H~(x, Z). Put Ng(X) = (lone - cycles on XI/ : 8 Q , where 
Z 
denotes the numerically equivalence class. Via the intersection 
pairing ( . 1 of one - cycles and Cartier divisors, NQ(X) is dual to 
NS(X1 8 Q , where NS(X) denotes the Neron - Severi group of X. Then 
Z 
2 
via the cup - product < , > : H (X, z) 8 H 2n - 2 (X9 z) - z, - c' 
(resp. - c") is a linear functional on NQ(X) and can be identified 
with an element D'( resp. D") of NS(X) 8 Q . Namely, 
Z 
(**I < X, - c' > = ( x , D' ) (resp. < x, - c M  > = ( x, D" 1 )  for 
for all x E NtQ(X). 1 
Choose a positive integer r such that D = rD' and D2 = rD" are 1 
integral divisors and put W : =  LD(l)L (TI( X X E 1'' . 
1 D2 
Then by proposition (2.2.1, the elliptic bundle wIC * C is kahler 
for all non - singular curve C c X. 
5 3 .  Counterexamples, 
In this section, we shall construct an elliptic bundle f : Y - X 
over a projective manifold X which cannot be obtained from the 
trivial bundle over X by generalized logarithmic transformations. 
We first need the following lemma. 
Let E 2 C/(1, t), Im(z) # 0 be a non - singular elliptic curve and 
put G : =  z 0 zt. There is the following exact sequence : 
1 C 2 
- H (X, O(E>> - H (X, GI 2 H (X, OX)- 
Lemma(3.1.) 2 For a ,  B E H (X, z), we have a + Bz E Im(c) if and 
- 
only if ( * I  a (2,o) + B(2,0)z = 0 , where 9 2 , o )  (resp. B(2,0)) 
means the (2, 0) - component of a (resp. 8 )  under the Hodge 
2 decomposition of H (X, C). 
Proof. We have the following commutative diagram. 
2 2 
where q : H (X, C) --t H ( X ,  OX) is the projection to the (0, 2) - 
component. Hence we have a + Bs E Im(c) = ker(P) if and only if 
p (  ct + 8s) = a (0,2> + % 0 , 2 P  = 0. By taking complex conjugates, i t  
- 
is also equivalent to a (2,o) + B(2,0)t = 0. q.e.d. 
The following example is due to A.Moriwaki. 
ExampIe(3.2.) (Moriwaki) Let X be a projective manifold which 
enjoys the following conditions. 
(1) h2'O(x) = 1. 
(2) Let w be a holomorphic 2 - form on X. Then there exists an 
* 
automorphism g of X with g w = tw, t E c, t 4 R . 
( For example, put X = E x E E 2 c/(l, p), p = exp(2xi/3)) and 
P P' P 
2 Next, choose a transcendental cycle B E H (X, z) arbitrarily and 
* 2 2 put a :=  g B E H (X, Z). Since the action of <g> on H (X, z) is 
compatible with the Hodge decomposition, we have 
- 
a - (2,O) - t8(2,0) . Put z :=  - t  4 R and E - c/(l,z). Then by lemma 
1 2 (3.1.1, there exists q E H (X, O ( E ) )  with c(0) = a + Bz E H (X, G I .  
Put Y :=  ( X x E 1'. From our construction, the first Chern class 
2 
~ ( 7 ) )  E H (X, G I  does not satisfy condition(A1 in proposition(l.9.). 
Hence Y cannot be obtained from the trivial bundle over X by 
generalized logarithmic transformations. 
Remark(3.3.) By theorem(A1, example (2.9.) and example (3.2.1, 
there exists a non - Kiihler  elliptic bundle f : Y ----+ X over a 
projective manifold X such that y I C  - C is ~ a h l e r  for all non - 
singular curve C c X. 
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A note on an example of a compactification of C 3 
Mikio Furushima 
5 0 .  Introduction. Let (X,Y) be a (projective)compactification 
3 
of C with the second Betti number b2(X) = 1. Then Y is an 
irreducible ample divisor on X and the canonical divisor is written 
as KX = -rY (r > 0 , r e 1 ) .  In the case of r 2, the structure 
of (X,Y) is completely determined (cf.[1],[2],[3],[Y]). In the 
case of r = I, Y must be non-normal (cf.[3]). 14oreover, in this 
case, by Peternell-Schneider [TI, X is a Fano 3-fold of first kind 
of index one,genus 12 and Y is a non-normal hyperplane section 
of X. In the paper [ j ] ,  the author proved that such a compactifica- 
tion (X,Y) really exists. In fact, X = V' is a Fano 3-fold 22 
constructed by Mukai-Umemura [ ? I ,  and Y = H' is a non-normal 22 
hyperplane section of V;2 whose singular locus is a line in 
v;2 - 
Now, in this paper, we will study the double projection 
of V;p from the singular locus of , which is a line , and 
give a geometric structure of the compactification (V' 229Hi2) of 
g 3  (Theorem in 52). 
51. Mukai - Umemura's construction. 
Let c[x,y] be the polynomial ring of two complex variables 
x and y. SL(2,K) operates on C[x,y] as follows: 
'x0= ax + by 
\yo= cx + dy 
for o =(: :) ~ ~ ( 2 3 " -  
Let us denote by Rn the vector space of the homogeneous 
n 
n-i i polynomials of degree n. Let f(x,y) = Z ai[?)x 
i=O G R n  be 
a non-zero homogeneous polynomial of degree n. We take 
(ao : .. . . :an) as homogeneous coordinates on the projective space 
C(Rn) & pn on which SL(2,C) operates. Let us denote by X(f) 
the closure SL(2,C) .f of the SL(2,C)-orbit SL(2,C) .f of f in 
P(Rn). Then SL(2,C) operates on X ( f ) .  Now, let us consider 
the following two polynomials: 
4 4 
f 6 ( x Y ~ )  = -Y ) 
5 5 10 h12(x,y) = xy(xlO+llx y +y ) .  
We put 
Then, 
Lemma l(Lemma 3.3 in [I]). (1) V5 is a Fano threefold of 
6 index 2, genus 21 and the hyperplane section of V5 4 [ P  is 
the positive generator of Pic V5 2 1. 
( 2 )  V i 2  i s  a F a n o  t h r e e f o l d  o f  i n d e x  1 , g e n u s  1 2  a n d  t h e  
h y p e r p l a n e  s e c t i o n  o f  V i 2 $  P 1 2  i s  t h e  p o s i t i v e  g e n e r a t o r  o f  
P i c  V' --" 2 2  - 2. 
T h e  d e f i n i n g  e q u a t i o n s  f o r  V '  
v 5  ' 2 2  a r e  t h e  f o l l o w i n g  
( p . 5 0 5 - p . 5 0 6  i n  [ 7 ] )  : 
Now, we p u t  
L e t  u s  d e n o t e  b y  S i n g  Hm ( r e s p .  S i n g  H i 2 )  t h e  s i n g u l a r  l o c u s  5  
o f  H; ( r e s p .  H i 2 ) .  T h e n  we h a v e  
00 3  m 
Lemma 2 .  ( 1 ) ( [ 2 ] ) -  V 5  - H 5  C a n d  S i n g  H = :  s i s  a 5 
l i n e  i n  V5 w i t h  t h e  n o r m a l  b u n d l e  N 0 ( - 1 )  @ ~ ( l ) .  
s l v ,  
J 
( 2 ) ( [ 3  1 ) -  V;2 - H;2 c 3  a n d  S i n g  H '  =:  2 i s  a l i n e  2 2  
i n  V i 2  w i t h  t h e  n o r m a l  b u n d l e  N 0 ( - 2 )  0 O ( 1 ) .  I n  p a r t i c u l a r ,  " v i 2  
t h e r e  i s  n o  o t h e r  l i n e  i n  V i 2  w h i c h  i n t e r s e c t s  t h e  l i n e  2 . 
By a  d i r e c t  c o m p u t a t i o n ,  w e  h a v e  
Lemma 3. ( 1 )  S i n g  H '  = : R  = { a o -  a  = 1 2  2  2  1 "" - = a 1 0  = 0 ) + 1 P  
3 ( 3 )  H i 2  f i  { a l 2  # 01 V ( f )  $ ( x , y , z ) ,  w h e r e  
( 4 )  S i n g  V ( f )  = { x  = y = 0 )  - !?,/ \{al2 # 0 )  . F u r t h e r m o r e ,  
t h e  m u l t i p l i c i t y  m u l t  Y = 3 ,  n a m e l y ,  Y i s  a  u n i q u e  e l e m e n t  o f  R 
t h e  l i n e a r  s y s t e m  l o V i 2  ( 1 )  @ 1: I , w h e r e  I R  i s  t h e  i d e a l  s h e a f  
9 2 .  D o u b l e  p r o j e c t i o n .  
We w i l l  s t u d y  t h e  d o u b l e  p r o j e c t i o n  o f  V i 2  f r o m  t h e  s i n g u l a r  
l o c u s  R :=  S i n g  H 1  w h i c h  i s  a  l i n e  i n  22 V i 2 .  F o r  s i m p l i c i t y ,  we 
p u t  X : =  V 1  22  a n d  Y : =  H '  22  ' 
( I )  L e t  0 : X1 + X b e  t h e  b l o w i n g  up  o f  X a l o n g  t h e  1 
- 1 l i n e  R a n d  p u t  L1 : =  a ( R ) .  By Lemma 2 - ( Z ) ,  we h a v e  1 L1 ; P 3  
( H i r z e b r u c h  s u r f a c e ) .  L e t  Y 1  b e  t h e  p r o p e r  t r a n c e f o r m  o f  Y i n  
* 
X I .  By Lemma 3 - ( 4 ) ,  we h a v e  a  l i n e a r  e q u i v a l e n c e  Y l  % a H - 3L1 . 1 
2 L e t  u s  c o n s i d e r  t h e  l i n e a r  s y s t e m s  / H I : =  l o X ( 1 ) @  It I a n d  
2 ( ~ ~ 1  := 1 a l H  - 2L1 1 . Then  we h a v e  
Lemma 4(Lemma 5 . 4  i n  [ + I ) .  ( 1 )  d im IHi=dim IH 1 = 6 a n d  
rC cc 1 
* 
d i m  H - 3L I = d i m  I Y  I = 0 ( n a m e l y ,  Y 1  i s  a  u n i q u e  member o f  C 1 1 rC 1 
* 
t h e  L i n e a r  s y s t e m  I a l H  - 3 L l l  . 
3  ( 2 )  ( i l l )  = 2 
( 3 )  Y l  L l  % 3R1 + 7 f l  i n  L  , w h e r e  1 ' £ 1  i s  t h e  n e g a t i v e  
s e c t i o n  a n d  a  f i b e r  o f  L1 - 
* 
S i n c e  
Kx 1 
% -a H + L  a n d  (L1.R1) = 1 ,  we h a v e  1 1 . R  ) = 0 .  (Kx, 1 
T h u s ,  by  t h e  f o l l o w i n g  e x a c t  s e q u e n c e :  
w h e r e  a  4- b = c  (N ) = - 2 ,  w e  h a v e  
R l I X l  
Lemma 5 .  
( a )  O ( - l )  (33 O ( - l )  
P r o o f .  S i n c e  (H1.R ) = -1 < 0 ,  R C B s  H1. By Lemma 2 - ( 2 ) ,  1 1 = 
t h e r e  i s  n o  o t h e r  l i n e  i n  X w h i c h  i n t e r s e c t s  R . T h u s ,  by  t h e  
s a m e  a r g u m e n t  a s  i n  t h e  p r o o f  o f  Lemma 5 . 4 - ( i i )  i n  [q], we h a v e  t h e  
c l a i m .  
L e t  u s  d e n o t e  by  2R a  r a t i o n a l  map d e f i n e d  by  t h e  l i n e a r  
s y s t e m  H , w h i c h  i s  c a l l e d  t h e  d o u b l e  p r o j e c t i o n  f r o m  R . By 
Lemma 4 - ( I ) ,  w e  h a v e  a  d i a g r a m  : 
w h e r e  . - 
- -  $ 5  
i s  a  r a t i o n a l  map d e f i n e d  b y  t h e  l i n e a r  s y s t e m  
H1 ' 
W e  w i l l  r e s o l v e  t h e  i n d e t e r m i n a n c y  o f  t h e  r a t i o n a l  map 
6 
: X I  . P . F o r  t h i s ,  w e  n e e d  t h e  f o l l o w i n g  
Lemma 7 .  ( 1 )  S i n g  Y = 2e1  , n a m e l y ,  S i n g  Y - 1 1 - as  a se t  
( 2 )  Y l  L1 = A l  + A 2  + A3 , w h e r e  A1 % 2RlYA2 % R1 + 4 f l y  
A 3  ,, 3 f l  i n  Ll  . 
P r o o f .  One c a n  o b t a i n  e a s i l y  t h e  ( l o c a l )  d e f i n i n g  e q u a t i o n  
o f  Y l  i n  X1 f r o m  ( * I  i n  Lemma 3 - ( 3 ) .  L o o k i n g  a t  t h i s  e q u a t i o n ,  
we h a v e  t h e  a s s e r t i o n .  
( 1 1 )  L e t  a : X 2 + X  b e  t h e  b l o w i n g  u p  o f  2  1 X I  a l o n g  
- 1 t h e  n e g a t i v e  s e c t i o n  R o f  L1 a n d  p u t  1 L 2 : =  a ( E l ) .  By Lemma 5 ,  2  
we h a v e  t h e  f o l l o w i n g  t h r e e  c a s e s :  
L e t  Y 2  b e  t h e  p r o p e r  t r a n s f o r m  o f  Y l  i n  X2. By Lemma 7 - ( 1 )  
we h a v e  Y 2  % a * Y  - 2 L 2 .  W e  p u t  H2 :=a*H - L 2  . L e t  R 2  2  1 2  1 , f 2  b e  
t h e  n o n - p o s i t i v e  s e c t i o n  a n d  a f i b e r  o f  L 2 .  S i n c e  
we h a v e  e a s i l y  
Lemma 8 .  
1 1 ( a )  2R2 i f  L ~ ~ I P  X P  
y 2  n L2 w - 
( b )  2R2 + 2 f 2  i f  L 2  = F 2  
( c )  2R2 + 4 f 2  i f  L 2  = IF4 
On t h e  o t h e r  h a n d ,  by a d i r e c t  c o m p u t a t i o n ,  we h a v e  
Lemma 9 .  ( 1 )  Y 2 n  L 2  = B~ + B2 , w h e r e  B1 Q 2R2 , B 2  % 2 f 2  
( 2 )  S i n g  Y 2  = 2R2 . 
C o r o l l a r y  1 0 .  L2 r F 2  , n a m e l y ,  N O ( - 2 ) @ 0  . 
R l l X l  
Lemma 11. BslkI21 = R 2  
P r o o f .  S i n c e  (H ) = -1, % C- B s  H2 . On t h e  o t h e r  h a n d ,  2  2  2  = 
s i n c e  I H ~ ~ ~ L ~  5 ] R 2  + f 2 1  w e  h a v e  t h e  c l a i m .  
S i n c e  - R ) = 0 = (L2-  R 2 ) ,  b y  a n  e x a c t  s e q u e n c e  ( K ~ 2  2  
w h e r e  a  + b = - 2 ,  w e  h a v e  
Lemma 1 2 .  
( 1 1 1 )  L e t  a : X 3  -+ X b e  t h e  b l o w i n g  up o f  3  2 X 2  a l o n g  
- 1 t h e  s e c t i o n  R 2  o f  L2 a n d  p u t  L3 =03 ( R 2 ) .  By Lemma 11, w e  
h a v e  t h e  two c a s e s :  
L e t  Y 3  b e  t h e  p r o p e r  t r a n s f o r m  o f  Y 2  i n  X 3 .  By Lemma 9 - ( 2 ) ,  
w e  h a v e  Y 3  a a;(Y2) - 2L W e  p u t  H3 : = q H 2  - L 3 .  L e t  3  - R 3 '  £ 3  
b e  t h e  n o n - p o s i t i v e  s e c t i o n  a n d  a f i b e r  o f  L3 . S i n c e  
2 
- ( ( b )  - R 3  - 2 f 3  i f  Lj = F2 I 
Lemma 1 2 .  
( a )  2R3 i f  L3 a p1 x p 1 
Y 3  L 3  ( b )  2 ~ ~  + 2 f 3  i f  L~ - = F~ . 
By a  d i r e c t  c o m p u t a t i o n ,  o n e  c a n  e a s i l y  h a v e  t h e  f o l l o w ' i n g  
Lemma 1 3 . ( 1 )  Y n L  = C1 + C 2  , w h e r e  C 2. 2R3 , C 2  2. 2 f 3  3  3  1 
( 2 )  S i n g  Y = 2R3 + 2 f 3  . 3 
C o r o l l a r y  1 4 .  - L3 = F~ , n a m e l y ,  N - o ( - 2 )  Q O  
e 3  l x 3  
M o r e o v e r ,  w e  h a v e  
Lemma 15 .  B S ~ H  I = R 3  3  - 
Lemma 1 6 .  
( a )  O ( - l )  @ O ( - l )  
N I x3  
J (b) 0 ( - 2 )  @ 0  
T h e  p r o o f  i s  s i m i l a r  t o  t h a t  o f  Lemma 11, Lemma 1 2 .  
( I V )  L e t  u 4  : X 4  + X b e  t h e  b l o w i n g  u p  o f  3  X 3  a l o n g  
- 1 
t h e  s e c t i o n  x 3  o f  L3 a n d  p u t  L4 :=  ( 1  ) .  L e t  Y 4  b e  t h e  
" 4  3  
p r o p e r  t r a n s f o r m  o f  Y 3  i n  X 4  a n d  p u t  H4 :=  a 2 H 3  - L 4  a n d  
l e t  g 4  , f 4  b e  t h e  z e r o  s e c t i o n  , a  f i b e r  o f  L 4 .  By Lemma 1 6 ,  
w e h a v e  t h e  t w o  c a s e s  : 
By Lemma 1 3 -  ( 2 ) ,  we h a v e  Y 4  'L (s*Y - 2L4 . S i n c e  4  3  
w e  h a v e  
Lemma 17. 
On the other hand, by a direct computation, we have 
Lemma 18. 
Y4 r\ L4 = D % 2R4 in L4. 
Corollary 1 9 .  1 
L4 P x p1 , namely, N O(-1) @ O(-1). 
a3 Jx3 
Moreover, we have 
Lemma 20. (1) E S ~ H  I = + - 4 
2 2 (4)) = 0 ( j = 2,3) , and (3) (H4-Y4) = (H4rL4) = ( H  - L  4 j 
2 (H~~L:~)) = 5, where L (4) is the proper transform of C j j 
(4) (4) (H4-Ai4))'= 5, (H4*A(4)) 3 = 0 , (Hqcfi4)) = 1 , where A j , 
f(4) are the proper transforms of A and a general 1 j 
fiber f1 in X4 . 
6 
By Lemma 20-(I), we have the morphism a: X4 + P , defined by 
the linear system I H ~ ~  . We put W := Q(X4). By Lemma 20-(Z), we 
have deg W = 5. By construction, W is a compactifieation of C 3 
with b2(W) = 1 . 
Since N 0(-1) + O(-I), by Reid [ g ]  , L4 can be 
C3 1 X3 
blown down along R4. and then blowing downs can be done step-by-step. 
Finally, we have a smooth projective threefold W1 with b2(Wl) = 2, 
morphism Q2: X4 -+ W . Q : W1 + W , and a birational map 1 
p: Xl -+ W1 which is called a flop such that 
(i) cP = Q 1 2  
P 
- (ii) Xl - El = W1 - gl . where gl:= 02(L ( 4 )  ) 4ALl 
(iii) W - El W - r , where 1 El = p(Y1),I' = 0(Y4) 
= @l(Yl)' 
Since 
- K ~ l  = Yl + 2L1 and p: X1 - R1 : W1 - gl, we have 
- K ~ l  = 
+ 2F1 , where F1 = p(L1). We remark that r = Q1(E1) . 
We put Z = Q1(F1). By Lemma 20-(4), Z is swept out by 
lines in W 4 p6  and r 4 Z . I' g = {one point),where deg r =  5 
and r is a smooth rational curve. 
Let y be a conic in X which intersects the line 2 . Then. 
we have y C, Y. Let y1 be the proper transform of y in X1 - 
/' A f i  A 
We put yl :=  p( Y~). Since (KW; yl) = -(El- y ) - 2(F1. yl) = 1 - 2 1 
= -1, by K.M.M. [g , Q1: Wl -+ W is the contraction of an exremal 
ray. Since the exceptional divisor El is contracted to a smooth 
curve, by Mori [ 6 ] ,  W is smooth. Thus -KW = 22. Since 
3 W - Z C by construction, Z is ample, namely, W is a Fano 
threefold of first kind of index 2 , genus 21. Since Z is swept 
out by lines on W, Z is non-normal. Therefore, we have 
(W,Z) (V 5 y  H5) (see 5 1 )  (cf.[2]). Thus we have 
Theorem. There is a birational map T 2 R :  V;2--+ V5 , called 
the double projection from the line R , such that the restriction 
'iT : q2 - 3 2% HG2 G V 5  - H; ( . B ) is isomorphic. The inverse 
V ----9V' is given by the linear system 1 0  ( 3 )  1 . map P2 5 2 2  
v5 
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Algebraic Surfaces of General Type with ci = 3pg - G 
h/Za.thema.tical Institute, Faculty of Scieuce, Tohoku University, Sendai 980, Ja.pan 
Piitroduct ion. 
Let S be a lllini~nal algebraic surface of general type defined over the complex 
nulllber field C. Castelnuovo's second inequality says tha t  the canonical map @Ii of 
S can be birational onto its iinage only when c ~ ( S ) ~  2 3pg(S) - 7 (see, e.g. [ll, 11, 
Lelluna(I.l)]). Surfaces with c: = 3p,-7 have been studied by several authors (e.g. [S], 
[2]). The  pulpose of the present article is t o  determine, to some extent, the structure 
of minilnal surfaces with ct = 3pg - 6. n7e remark thd;t Iiorikaxva ( [ l l ,  I11 and I\[]) 
studied, amnoilg others, those ~ v i t h  (p,, c:) = (3, 3), (4, 6) in detail. So we restrict 
ourselves t o  the case p, 2 5. 
I11 $1, we classify thein into three types according to the nature of aIi ~vhich is 
generically finite onto its iinage. Nainely, a nlinimal surface of general type with 
c: = 3pg - G is said to be of type I, type I1 or of type 111, if degas; = 1 , 2  or 3, 
respectively. We also state a result on regular surfaces of type I1 similar to  one in [2]. 
In 52, we study iype I11 surfaces S and shotv p,(S) 5 5, q (S )  = 0. Those with p, = 3, 4 
are ltnown t o  exist (see, [11, 111 and IV]). We show that  S with p, = 5 also exists. 
I t  has a pencil ID1 of nonhyperelliptic curves of genus 3 with one base point, and the 
canonical map induces on D the projection froill i t  to  a line, if we identify D ~irith a 
plane quartic. 
The  rest of the article, 553-9, is devoted to  surfaces of type I. Please lecall that  
the canonical image of a type I surface with c: = 3pg - 7 is contained in  a threefold 
of A-genus 0 [2]. An analoguos phenomena can be observed also in the present case. 
T;lTe sliow that  the canonical image of a type I surface is contained in a threefold TV of 
A-genus 5 1, ~vhich is, if p, 2 6, cut out by all quadrics through the canonical image 
(Theorein 3.1). As in the case of c: = 3p, - 7, the proof is based on Castelnuovo's idea: 
We cut the canonical iinage twice by hyperplanes and count the nuinber of quadrics 
thiough the resulting set of points. The  key is a inore recent result of Iiarris-Eisenbud 
[9] on the I-Iilbert functions of a special set of points in a project,ive space, xvhich itself 
is a generalization of classical Castelnuovo's Lemma. M7e leinark that varieties of A- 
genus < 1 are successfully classified by Fujita ([4], 151, [7]). This enables us to  study 
type I surfaces as divisors on "kno.tvnn threefolds, and to  clarify their structure. We 
sliow, aillong otheis, every surface of type I has a pencil of nonhyperelliptic curves of 
genus 3 if p, > 12 (Theorem 6.2). 
As mentioned above, surfaces of type I are further classified into two types by the 
A-genus of the thleefold TV. We say that  S is of type 1-0 or type 1-1, according to  
whether TV is of A-genus 0 or 1. In 54, we study surfaces of type 1-1. We show 
Theorem 4.2, which says in particular that  they satisfy p, 5 11. In $55-9, we study 
sulfaces of type 1-0. In 55, we discuss ~vllether the canonical map can be lifted to  a 
l ~ o l o ~ ~ ~ o ~ ~ h i c  illap into a nonsingular model of I//, and sho~v Proposition 5.6. In $6, 
we deter~nine the linear equivalence class on TV of the canonical image, and prepare 
sollle 1,einmas for the later use. It  mill be clarified that  evely surface of type 1-0 has 
a pencil of nonhypcrellipt,ic curves of genus 3 or 4. In the last case, we have p, 5 7. 
The  esislence of those with p, = 7 and p, = 6 is sho~vn in 57 and 58, respectively. In 
$9, we study the case of genus 3. We sketch a menlber of the pencil arising from the 
double curve of the canonical image. In general, i t  is a hyperelliptic curve of genus 3. 
A c l ~ n o w l e g d e m e ~ z t  a n d  N o t e s .  I express lily special thanlis to Tadashi Ashikaga 
for many l~elpful collllllents during the seminars we held, to  Prof. Sampei Usui for his 
constant encouragement. I also thank Prof. Eiji Horilia~va who informed me of his 
excellent ~.esults on his visit to  Sendai (March 1989). I was inspired very llluch by 
his beaut,iful works [I I]. It  would be worth nlentioning here that  he studied canonical 
surfaces nritll c; = 3pg - 7, 3p, - 6 about 1976 and he got a result similar to  our 
Theorem 3.1. Unfortunately, he did not conlplete the lllanuscript "On certain canon- 
ical surfaces". I believe t,hat the present one contains something beyond his, because 
Fujita's classification was not available for him. 
$1. Canonical maps 
52. Surfa.ces of type I11 
53. Quadrics through canonical surfaces 
5.1. Surfaces of type 1-1 
55. Lifting of the canonical maps 
56. Divisor classes 
$7. Surfaces of type 1-0: The  case (s.1) 
$8.  Surfaces of type 1-0: The  case (s.2) 
59. Smfa.ces of type 1-0: The case (s.3) 
1 Canonical maps. 
1.1 Let S be a minimal algebraic surface of general type defined over the colll- 
plex nunlber field C. We denote by p,(S), q(S) and c1 (S)2 the geo~netric genus, the 
irregularity and the Chern number of S, respectively. The  canonical divisor of S will 
be denoted by I{. We let g : 3 i S be the composition of quadric transformations 
-tvhich is the shortest ainong those with the property that the variable part  ]LI of Ja*KJ 
is frce horn base points. denote by ?? and E t l ~ e  canonical divisor of 5 a.nd the 
- 
exceptional divisor of a ,  respectively. In  particular, we have I< ,-,, o f I i  + E, where the 
sylnbol ,-,, ineans the linear equivalence of divisors. 
In what follows, we often use the standard fact that ,  if a surface admits a rational 
map of degree less than three onto a ruled surface, then its canonical map cannot be 
birationad onto its image. 
14, recall a well-known result due t o  Castelnuovo (see, [g]). 
Lelnnia 1.2 (Castelnuovo's bound) 
L e t  C C PT be a n  i r r educ ib l e  n o n d e g e n e r a t e  c u r v e  of degree d a n d  g e o m e t r i c  genu.s  
g(C). T l z e n  
9,) 5 TO(,, r )  = ( ) ( r  - 1) + 1720fo 
w h e r e  1?ao a n d  60 a r e  n o n n e g a t i v e  i n t e g e r s  s a t i s f y i n g  
Lelnilia 1.3 L e t  S be a m i n i m a l  a lgebraic  s u r f a c e  o f  g e n e r a l  t y p e  wit11 c ~ ( S ) ~  = 
3pg(S) - 6. L e t  @Ii : S i So C ~ " 9 - l  be t h e  c a n o n i c a l  n z a y  of S. T h e n  on,e of t h e  
f o l l o w i n g  occurs:  
1) Q)li indu .ces  a b i ~ a t i o n a l  h o l o m o r p h i c  m a p  o n t o  So.  
2) @Ii i n d u c e s  a g e n e r i c a l l y  Jin,ite r a t i o n a l  m a p  of degree 2 o n t o  So whiclr, i s  bira-  
t iona . l ly  e q u i v a l e n t  t o  a ru led  s u r f a c e .  
3) @Ii i n d u c e s  a l ~ o l o m o r p i ~ i c  snap of degree 3 o n t o  So w h i c h  i s  a s u r f a c e  of m i n i m a . 1  
degree p, - 2 in ~ " 9 - l .  
Proo f .  I47e reinark that  is not colnposite with a pencil by [11, 111, Theoreml.11 
and [3, p. 1361. Thus induces a generically finite rational map onto it,s ima.ge. Let 
a : 5 i S be as in 1.1. Since So is a.n irreducible nondegenerate surface in ppq-', we 
see from [ lo ,  Lemmal] that 
3p, - 6 = cf > L~ = (deg @I,-)(deg So) 2 (deg GI;)(pg - 2). 
So we have deg 5 3. Furthermore, if deg @Ii = 3, the equality holds everywhere. 
This implies that  So is a surface of lninilnal degree and lha t  IKI is free from base 
points [ lo ,  Lelniila 11. Thus me have 3). If deg @Ii = 2, then we are in the case 2) and 
the statement for So can be found in [3]. T4e show that  IKI is free from base points 
if @Ii is birational. For this purpose, we recall the inequality L2 > 3pg - 7 (111, 11, 
Lellma(1. l)]) . Thus we have either 
i)  cf = L2, or 
ii) c ; = L 2 + 1 .  
\Ye sho~v that ii) leads us t o  a contradiction. Assullle that ii) is the case. Then, 
by the argunlent in [ lo ,  511, we see that  (1<1 has the unique base point P and a is the 
bloxaing-up of S at P. Thus we have la*I<( = (LI + E, nrhere E is the exceptional 
(-1)-curve and L E  = 1. Let C be a general metllber of ILI, \vllich we can assume 
irreducible and nonsingular. Since Co := aIi(C) is an  irreducible nondegenerate curve 
of degree 3p, - 7 in Castelnuovo's bound (Lernma 1.2) shows that  its geo~nct ric 
genus g ( C )  is bounded from above by 7rO(3p, - 7, p, - 2) = 3pg - 6. On the other hand, 
by the virtual genus formula, we have 
Thus ~ ~ ( 3 1 1 ,  - 7 , p ,  - 2) < g(C) ,  a contra.diction. If i) is the case, the a.bsence of ba.se 
points of 1 Ii'J follo~vs fro111 [lo,  Letnnla I]. q. e. d.  
Defiilitioil 1.4 Let S be as in Lemma 1.3. We say that it is of type I, type I1 
or type 111 if satisfies I), 2) or 3) in Lelluna 1.3, respectively. 
Throughout the paper, we assume thak p, 2 5, since the cases p, = 3, 4 can be 
found in [I 1, I11 and IV]. 
We now consider type I1 surfaces. Since we shall show in Letnilla 2.2 and Theo- 
rem 3.1 i,hat surfaces of types I and I11 are regular, we restrict ourselves to  regular 
surfaces of type I1 here. Then QIi and the ruling of So induce on S a linear pencil of 
hyperelliptic curves. Though the structure is simple, i t  seems hard t o  classify them 
coml~letely. As for regular surfaces of type 11, we h a ~ ~ e  th  follo~ving: 
P1.opositioil 1.5 L e t  S be a ~ n i n i m a l  algebrazc sur face  of genera l  t y p e  w i t h  c: = 
3p, - G a n d  q = 0 w h i c h  i s  of t ype  I1 in t h e  s e n s e  of 1.4. I f P g  > 50, t h e n  it h a s  a u n i q u e  
y e ~ z c i l  of hypere l l i p t i c  c u r v e s  of g e n u s  less  t h a n  5. C o n v e r s e l y ,  t a k e  g € (2, 3, 4) a n d  
,fix i t .  T l zen ,  f o r  a n y  pa i r  of i n t egers  (x,  y )  sa t i s f y ing  y = 3x - 6 and  x 2 5, i h e ~ e  ex is ts  
a 1 7 ~ i n z m a l  regular  s u r f a c e  S of t y p e  I1 wit11 a penci l  of lzyperell ipt ic c u r v e s  of g e n u s  g 
s u c h  t h a t  p,(,S) = z, c ~ ( S ) ~  = y.  
Proof .  The  first half follo~vs from aresu l t  of [13]. The last halfcan be shown by 
the method given in [2]. q. e. d.  
2 Surfaces of type 111. 
In this section, we study surfaces of type 111. Those with p, = 3 , 4  exist (see [11, I1 and 
1111). Anlong others, xve shall use the following notation. For any nonnegative integer 
dl we denote by Cd the I-Iirzebruch surface of degree d. Tilie let I' denote a fiber of Ed 
and A. a section with A; = -d. 
2.1 As we have seen in Lemma 1.3, the canonical image of a type 111 surface is 
a surface of lnininlal degree. Here we recall a result of [12] (see also [4]). Let 1f be an 
irreducible nondegenerate surface of nlininlal degree 12 - 1 in Pn. Then it is either 
a) P ~ I I  = 2), 
b) P' embedded into P5 by the coinplele linear systeln of quadrics (11 = 5), 
c) Ed elnbedded into Pn by [Ao  + where n - d - 3 is a nonnegative even 
integer (12 > 3), or 
d) a cone over a rational curve of degree 12 - 1 in P"-', that is, the image of C,,-l 
by lao + (12 - l)rl (n  > 3). 
L e n r ~ n a  2.2 Every type 111 surface S satisfies p,(S) 5 5 and q(S) = 0. If 
p,(S) = 5, tlzelz its ca~zonical image is a cone over a rational curve of degree 3. 
Proof. We put 11 = p,  - 1. We assume n 2 5 and show tha t  this leads us t o  a 
contradiction. We denote by f : S -+ So the holo~norphic map induced by Then 
f is of degree 3 and So is one of the surfaces in 2.1. Since n > 5, we need not consider 
the case a). If b) is the case, then we have K 2f*I, where I is a line in p2. Thus 
(f * l ) ( K +  f *1) = 3(f *1)2 = 9. This contradicts that  ( f* l ) (K+  f *1) is even. Sinlilarly, if 
c) is the case, we have I-  N f *(A0 + ((1.1 - I + d)/2)I') and get a contradiction because 
(f*r)(Ic + f*r) = 3. 
VTe consider the case d). Then, by the same argunlent as in the proof of 111, I, 
Lelnnla 11, we ha l~e  I< N (n  - l )D + G, where ID1 is a pencil and G is an effective 
(possibly zero) divisor with K G  = 0. In particular, we have G2 5 0 by Hodge's index 
theorem. Since 3(n  - 1) = Ji2 = K ( ( n  - l )D + G)  = (n - I)Ji'D, m7e get JirD = 3. 
Thus we have 
i) 0 = I i G  = (1.1 - 1 ) G D $  G2, and 
ii) 3 = Ii'D = ( n -  1 ) D 2 + G D .  
Further, D2 is a positive odd integer, because D(K + D) = 3 + D2 is even. Since 
G" 0, we have G D  > 0 by i ) .  From th isandi i ) ,  weget 3 > (12-1)D2 > n-1 ,  ~vhich 
contradicts the assumption n > 5. 
Thus we llalre p,(S) 5 5 for a type 111 surface S .  Then the vanishing of q(,S) follows 
from 111, V,  Theorem 4.11. g. e. d. 
Theore l l l  2.3 L e t  S be a t ype  I11 sur face  w i t h  p,(S) = 5 .  T h e n  S i s  t h e  s~z in inzal  
noszsiszgu1a.r m o d e l  of a su.rface St &fined by  
in i h e  to ta l  spa,ce of t h e  liize b u n d l e  [2Ao + 4I'] o n  C3, where  w i s  t h e  fiber coord ina te  
Proof .  This is a verbatim translation of [Il,  111, 541. By the proof of Leiluna 2.2, 
\re have a pencil 1 Dl with Ii N 3 0, I iD = 3 and D' = 1. Thus i t  has the unique base 
point P. We let a : S - S be the blowing-up with center P and put  E = a-'(P). Then 
the variable part  ID] of jo*DI defines a holomorplic map g : 3 + P'. Since IICl lias 
no base point, there exists 71 E ~ ~ ( 3 , O ( a * I i ) )  ~vhich does not vanish on E. Further, 
rue can take nonzero w E l iO(S ,  M(3E)).  Then the pair (w, 7 )  defines a holoinorphic 
inay h : 3 j C3 with h*Ao = 3 E  and I? N ix*(Ao + 31') + E, where k is the canonical 
divisor of .?. By the Riemann-Roch theorem, 
Since HP(-D) = 0 for p < 2 by Rarnanujain's vanishing theorem, rve get h o ( k +  D) = 
l lO(Ii  + D) = S. A nonzero [ t H0(2E)  defines an injection H o ( k  + D) - lio(k + 
D + 2E).  We have k + D + 2 6  N h*(2Ao + 4I') and h0(C3, 0 ( 2 A o  + 4I')) - 7. Thus 
there exists (n t lio(I? + D) such that (nt is not induced by N0(C3, O(2A0 + 4I')). 
We let. TV denote the total space of the line bundle [2Ao + 4I'l on C3 and w its fiber 
coordinate. Then putting w = p[, we get a holoinorphic map 1% : S - TV over 12. 
Put  St = jx(k). Since h is of degree 3, we see that St is birational to  ,!? by the 
choice of (n. We consider the subspace of ~ ~ ( 3 ,  W(iz*(6Ao + 12I'))) consisting of those 
sections vanisling on 6E. I t  contains 
v3t3, (n2t2aC with a E H0(C3,  C3(Ao $ 41')), 
p[pC2 wit11 ,O E H0(C3, C3(2A0 + SI')), 
rC2 with 7 E H0(C3,C3(4A0 t- 12I')). 
These represent 61 sections. On the other hand, since h*(6Ao + 12I') - 6 E  N 4a*K,  
we hasre ~ ~ ( 3 ,  0(h*(6Ao + 12I') - 6E))  = 60. Thus St is defined by the equation of 
the form (1). Then we can show, as in [ I l ,  111, 841, tha t  St has a double curve along 
w = C = 0 but other singular points are a t  nlost rational double points, and that S is 
the nlinimal resolution of $7'. q. e. d. 
3 Quadrics through canonical surfaces. 
Recall that ,  for a projective variety X' C Pn with lzO(CJx(l)) = 72 + 1 ,  the A-genus is 
defined by A = d i m S  + d e g S  - 12 - 1. We refer the reader to  Fujita [4], [5], [7] for 
the theory of A-genus. 
The  purpose of this section is to  prove the following: 
Theoren1 3.1 Let S be a s u r f a c e  of t y p e  I w i t h  p,(S) > 5. T l z e n  t h e  i r regu lar i t y  
q ( S )  vanis lzes .  T h e  ca ,nonical  i m a g e  So of S i s  c o n t a i n e d  in a n  i r reduc ib l e  n o n d e g e n e r -  
a t e  v a r i e t y  TYo of d i m e n s i o n  3 a n d  A - g e n u s  5 1. TYo i s  c u t  o u t  b y  a l l  q u a d r i c s  throuylz  
So u n l e s s  it i s  a h y p e r c u b i c  in P 4 .  F u r t h e r ,  t h e  f o l l owing  Izold. 
1 )  I f  1% i s  of  A - g e n u s  0 ,  t h e n  it i s  a r a t i o n a l  n o r m a l  scroll .  
2) If Wo i s  of A - g e n u s  1, t h e n  So i s  p ro j ec i i ve l y  m o r m a l  a n d  lzas o n l y  r a t i o n a l  
d o u b l e  p o i n t s  (RDP f o r  s h o r t )  a s  i t s  s i n g u l a r i t y .  
Remark 3.2 Prof. E. Horika.rva has a result similar to Theorem 3.1 ( u n p u b  
lished). His proof is based on a detailed study of quadrics through So which is quite 
simi1a.r t o  "Petri's analysis". 
3.3 For any projective variety X c PT, we denote by Zx the ideal sheaf of X 
in P" .  We consider the cohoinology exact sequence derived from 
for a.ny nonnegative integer n. The  Hi lber t  f u n c t i o n  hx of X' is given by 
If Y is a general hyperplane section of X', then i t  follows from [9, Lemma(3.1)] tha t  
Slzx(n) := hx(n)  - h x ( n -  1) 2 lzy(n), 12 > 1. (2) 
We remark that  X is projectively normal if Shx(sz) = I Z ~ ( I Z )  holds for any la E N. 
We return to  the situation we are interested in. Let S be a type I surface with 
p g > - 5 and put r = p, - 2. We choose a general member C E ]I<]. Since IKI has no 
base points, we can assume tha t  C is irreducible and nonsingular. Then the geonietric 
genus g(C) of C is given by g (C) = f C(I< + C) + 1 = Ii2 + 1 = 3r + 1. Since 21<lC is 
the canonical divisor of C, we have 
If xve put. Go = aK(C),  then Co is an irreducible n0ndegenerat.e curve of degree Ic2 = 
31- in PT.  We remark that it is linearly norlnal because n0(3r, r + 1) < g(C)  (see, 
Lemma 1.2). We take a general hyperplane section Zo of Co. It is a set of 31. distinct 
poillls in  P'-' and satisfies 1zzO(l) = r .  Further, since it enjoys the unifor17z positiolz 
prop erty, it folloxvs froin [9, Corollary(3.5)] that  
hzo (1.1 + 1) 2 ilrin (3r, l z ~ ,  (7.1) + r - 1) , 1.1 E N. (4) 
Thus we have (for r 2 4) 
Since Co is noi~degenerate, we have izco (1) = r + 1. Thus (2) a.nd (3) yield 
Froin t l i s  and (4), we get lzzo(2) = 2r or 2r  - 1. 
Vie now reca.11 ttvo surprizing results due t o  Ca.stelnuovo and Harris-Eiseitbud, re- 
spectivelj~. For the proof, see 19, p. 1061. 
Leillina 3.4 (Castelnuovo) 
If Z C PT-I is a set of d > 21- + 1 points in general position, then 1z2(2) = 2r - 1 
holds if and oszly if lies on a ra.tio~zal normal curve R of degree r - 1, cut out by all 
quadrics cosztaining Z. 
Leillilla 3.5 (Harris-Eisenbud) 
Let Z c I?'-', r 2 3, be any finite set of d > 2r + 3 points in z~7ziform position vlitlz 
1x2(2) = 2r.  Then Z lies on an elliptic normal curve R of degree r in PT-l.  Further, 
R is cut out by all quadrics co~ztaining Z if r 2 4, and it is a plane cubic if r = 3 .  
3.6 We consider the case lzzo (2) = 2r.  Since Zo lies on an  elliptic norinal curve 
Ily Lemma 3.5, we get 1220 (3) = 3r  - 1. Then, it folloxvs from (4) that 
Thus lzco (3) = Gr. Similarly, xve ca.n show Shc0(n) = hzo(sz) for any 12 E N. Thus Co 
is 11rojectively normaJ. 
M7e turn our attention to  So. By (2) and the pluri-genus formula, \tie have 
Thus g(S)  = 0, 1z0(21<) = hs0(2) and 61zs,(2) = lzcO(2). Quite sirnilally, we get 
lzO(~zI<) = hSo(n) and Shso (n) = hCo(n)  for any 13 > 0. Thus So is also projectively 
normal, and we see that  the lllultiplication inap SynznHO(S, O ( I i ) )  - I l o (S ,  O(7zIi')) 
is surjective for any 12 > 0. Thus the canonical ring of S is generated in degree 1. This 
iillplies that So is isomorphic to  the canonical model. In particular, i t  has only RDP 
as its singularity. 
We next show that  So is contained in an irreducible threefold TVo of A-genus 1. We 
filst assume that  r > 4. By Lelnina 3.5, we have 1z0(ZzO (2)) = 1z0(ZR(2)) = - 3)/2. 
Since So is projectively normal, the linear systeill IZso (2) 1 is restricted to  1220 (2) 1 
isomoipl-LicaJly. Thus TVo = BslZso (2)l is an  irreducible thleefold of A-genus 1, because 
R = BslZzo(2)1 is an elliptic normal curve of degree s.. If r = 3, then Zo is contained 
in a plane cubic. Since So is projectively normal, it is contained in a hypercubic TG. 
Thus we get 2) of Theorem 3.1. 
3.7 We next consider the case hz0(2) = 2r - 1. We recall that Co and So are 
linearly normal. Thus the linear system IZso (2) 1 is restricted to  IZzo (2) 1 isomorphical1,lly. 
If we put Wo = BslZso(2)1, then it is a threefold of A-genus 0, because R = BslZzo(2)1 
is a rational nornlal curve of degree r - 1 by Lemma 3.4. 
We show q(S) = 0. Since h0(Zz0(2)) = 1z0(Z~(2)) = ( r  - 1)(r  - 2)/2, we get 
1zs0(2) = 4 r +  2. Since lzs, (2) < lzO(S, O(2 I i ) )  = 4r  + 3 - q(S), we have either q(S) = 0 
or q(S) = 1. If q(S) = 1, then the Albanese inap gives S a pencil of hyperelliptic 
curves of genus 5 3 by a result of Horika~va [ll, V]. This is impossible, because the 
canonical map of S is birational. Thus q(S) = 0. 
According to  the classification of varieties of A-genus zero ([4], [8]), TVo is either 
C) a cone over P2 embedded into P5 l ~ y  1O(2)1, (Pg = 7), or 
D) a rational norinal scroll c ppq-', that is, the image of the total space of the 
P2-bundle 
T : P a , , ,  = P(Opl (a) GI Opl (b)  CB OP1 (c)) 4 P' 
under the holo~norphic inap induced by IT/, ~vhere T is the tautological divisor aad  
a,  b ,  c axe integers satisfying 
Thus there are t,he following three subcases: 
D.2) a = 0, b > 0: 1% is a cone over the Hirzebruch surfa.ce CcPb embedded into 
~ p q - ~  by In, -t ~ r l .  
D.3) a = b = 0: TVo is a generalized cone over the rational nornlal curve in 
The  ridge of T/l/o is a line (see [7, 511 for the terillinology). 
We need not consider A) by the assu~nption p, > 5. MTe claiin that TVo is singular 
in the case B). In fact, if Wo is nonsingular hyperquadric, then So is obtained as a 
hypersurface section of Wo. Then deg So must be even. This contradicts deg So = 9. 
Thus TVo is singular. Then, since rank(lVo) 5 4, i t  can be represented as a rational 
normal scroll. M7e next exclude the case C). If C) is the case, then Go lies on the 
Veronese surface. Thus deg Co lllust be even, contradicting dcg Co = 15. In summary, 
we get 1) of Theorem 3.1. 
Defimlitioil 3.8 Let S and 1% be a.s in Theorem 3.1. MTe say that  S is of type 
1-0 or of type 1-1 according to  whether Wo is of A-genus 0 or 1. 
4 Surfaces of type 1-1. 
In this section, we let S be of type 1-1 and TVo the threefold of A-genus 1 on ~vhich the 
canonical illlase So lies. ?5Te sometimes use the terlninology in [6] and [7]. In  particular, 
see [G,  (5.6)] for the definition of a Del Pezzo variety. 
4.1 By [7], if 1% c is an irreducible nondegenerate threefold of degree 
p, - 2, then it is either 
2) a colliplete intersection of two hyperquadrics (p, = 6), 
3) a cone over a, surfa.ce If c P ~ Y - ~  of A-genus 1, where V is either 
3a.) the Veronese eirlbedding into p8 of a quadric in (p, = l o ) ,  
3b) the illlage of by the ralional mnap associated with tile linear system 131 - 
R xi=, 2 , 1 ,  where 1 is a line on and the 2; are points on which are possibly infinitely 
nea.r (p, = 11 - k ,  0 5 I; 5 6), 
3c) a cone over a nonsingular elliptic curve, or 
3d) a projection of a surface of A-genus 0 in  I'p9-1 from a poillt, 
4) a non-conic normal Del Pezzo threefold (7 5 p, 5 l o ) ,  or 
5) a projection of a threefold of A-genus 0 in  P P g  from a point. 
Not all varieties listed above can be TVo in Theorem 3.1. The cases 3d) and 5) are 
excluded, because the canonical iinage So and its general hyperplane section Co are 
both projectively normal. The  case 3c) is also excluded because S is regular: In fact, 
if i t  is the case, we can easily show that  S has an irrational pencil parametrized by an  
elliptic curve (cf. 4.3 below). 
Thus we have p,(S) 5 11 for any surface S of type 1-1, and our 1% is a normal Del 
Pezzo variety if p, > 7. In particular, it is projectively norlnal (cf. [6, 551). 
Theorein 4.2 E v e r y  sur face  S of t y p e  1-1 sat is f ies  5 5 p,(S) 5 11. T h e  c a ~ z o n i -  
cal i m a g e  So i s  a conzplete i n t e r s e c t i o n  of t w o  hypercub ics  i f p ,  = 5, aszd i t  i s  a conzplete 
i n t e r s e c t i o n  of t w o  hyperquadr ics  a.nd a 1~ypercu.bic i f p ,  = 6. I fp,  > 7, thela So i s  a. 
fzypercubic s e c t i o n  of a szornzal Del P e z z o  t f z ~ e e f o l d  lVo. 
Proof .  \Are use the notation of 3.6. Since TVo is projectively normal, we can assuine 
tha t  R is nonsingular. Thus h0(ZR(3)) = r ( r  + 1)( r  + 2)/6 - 3 r .  On the other hand, 
we have 1z0(IZ,(3)) = r ( r  + 1)(1- + 2)/6 - 3r  + 1. Thus there exists a hypercubic not 
containing R but  Zo. Since deg R = r and deg Zo = 3r,  we see that  Zo is a hypercubic 
section of R. This gives Theorem 4.2, beca.use 14'0 and So are both projectively normal. 
q. e. d. 
In the following, we examine the existence of surfaces of type 1-1 in the cases 3) 
and 4) of 4.1. 
4.3 IIere we consider the case 3) of 4.1. Let v be the veltev of TVo. M'e denote 
by A. the pull-back to S by QIi of the linear system of hyperplanes through v. We let G 
be the fixed part  of A. and put  A = A. - G. Then A defines a rational map p : S - 17 
and .rue have I< ,-., H + G, H E A.  We note that  KG = 0, since /I<[ has no base point. 
Then 3p, - 6 = IC2 = I<H = H2 + HG 2 I f 2  > (deg p) (deg V) = (deg p)  (p, - 2). 
Thus d e g p  < 3. Since S is of type I, d e g p  5 2 leads us to  a contradiction. Thus 
d e g p  = 3, ZIG = 0 and H2 = 3pg - 6. Since G2 = 0, we get G = 0 by Hodge's 
index theorem. Further, we see tha t  p is holomorphic. In fact, if A has a base point 
P, blowing S u p  a t  P and considering the stiict trdnsforln A of A, \tie would have 
H~ < H2 for H E A and conclude that  the map induced by A is of degree less than 
three. 
The  case 3a): As we saw above, a subsystem of IKI induces a holomorphic map 
of degree 3 onto Co or a quadratic cone in p3. In the latter case, wre can lift i t  to  
a hololnorphic map S - C2 as in [ lo ,  p. 461. Thus, in  either case, we obtain a 
l-iolomorphic map fz : S + Cdl with d = 0 or 2, satisfying Ii' N 11*(2A0 + (d + 2)I'). Let 
T/V - Ed be the line bundle a.ssociated with Wo = 2A0 + (d + 2)I' and, let w be the 
fiber coordinate of IV. We s1-io.i~ that S is birationally equivalent to a surface Sf c TV 
defined by t h e  equation 
where a; E I iO(Cd,  O(zIfO)). Since p,(S) = 10 and fzo(Cd, O(No)) = 9, there exists 
$I E Ho(Iir) ~vllich is not induced by a section of C3(No). Thus we get a hololliorphic 
map f : S i IT/ over fz by putting w = $. Since h is of degree 3, f is birational onto 
Sf = f (S)  by the choice of $. In HO(~K), we 1-ia.ve the follo~ving elements: 
$3 , 
d!2a 1 v i t h a E I I ~ ( C ~ , 0 ( A ~ ) ) ,  
$/3 1vith/3~HO(Cd,C3(2Ho)),  
7 with y E IfO(Cd,  (3(31f0)). 
These represents 84 sections. On the other hand, we have 1z0(31-) = 83. Thus ive can 
find a non-trivial relation of the for111 
where 6 is a constant and a, p, y are as above. Since h is of degree 3, we see that 6 is 
non-zero and there is no further relation ainoilg the sections in (6). Thus S' is defined 
by the equation of the form (5). Conversely, if lve choose the a, in (5) generic, then 
the obtained surface is nonsingular, minimal and satisfies p, = 10, q = 0 and c: = 24. 
The  case 3b): Let be the projective plane blown up  a t  k = 11 - p, points 
z l ,  . . - , xi; and let X : T/ i p2 be the na tu rd  map. Let Ifo - 3 X * l -  2' X-'(2,) be the 
pull-back of the hyperplane of ppqp2. We denote by W the line bundle associated with 
No, and let w be its fiber coordinate. We show that S is birationally equivalent to  a 
hypersurface S' of W defined by 
where a, E HO(V, O(iHo)) ,  1 < i 5 3. 
Since O(-ITO) is the ca,nonical sheaf of PI irTe have 
by the 12ierna.nn-Roch theorem and the I<oda,ira. vanishing theorem. Let 40, - - . , 4pg-2, $ 
be a basis of HO(s, I?(K)) such that $0,. - . , dpg-2 span the module of A. Since 
ha(3K) = lop, - 27, the fo l lo~v in~  lop, - 26 products 
in H0(31<) are linearly dependent. Thus S is birationally equivalent to  a triple covering 
of IT defined by 
u3 + a(2)u2  + P(z)u + y(z) = 0 
ivhere a, /3 and y are holnoge~leous forms of respecti~re degree 1, 2 and 3 in the ho- 
mogeneous coordinates (so : . . e : zpg-2) of ~ ~ g - ~  and $ = @Tiu. This triple covering 
illduces \ria 1"/ i 1/ a triple covering S' of v .  Then the equation of S' is of the for111 (7). 
Conversely, if we choose the a, in (7) generic, then the obtained surface is nonsingular 
and satisfies c: = 3p, - 6. 
4.4 Here we consider the case 4) of 4.1 assuming that TVo is nonsingu1a.r. In 
~ l l O \ V  this case, xve can determine the divisor class of So by Theorem 4.2 orice we 1- 
the structure of Wo. For the classification of pola.rized manifolds of A-genus one, see 
Fujita [5]. 
i) p, = 7: Let G7.(2, 5) be the Grassrnannian of two planes in c5 elllbedded into 
P9 by the Pliicker embedding. Then Wo is obtained by cutting Gr(2,  5) three times 
by hyperplanes. So is a hypercubic section of 1%. 
ii) p, = 8: 
ii-1) TVo = I?' x P1 x P1 embedded by IH1 + 112 + H31, where II, is the pull-bak 
of a point of the i-th factor. So w 3(H1 + H2 + H3). 
ii-2) TVo = P(Opn),  where Bpn is the tangent sheaf of p2. If H denotes tlle 
tautological divisor, then Wo is embedded by 1111. So w 3H. 
iii) p, - 9: TVo is the blowing-up of P3 at  one point. If me denote by H and E 
the pull-back of a plane of p3 and the exceptional divisor, respectively, then TVo is 
elnbedded by 12H - El. So w 6 H  - 3E.  
iv) p, = 10: TVo = embedded by 1O(2)/ and So is a sixtic surface in  P3. 
I t  is clear that So with only RDP exists in each case. 
4.5 We consider the case 4) of 4.1 a.ssuming that TVo is singular. From [7], we 
know that  this case occurs only when p, = 7, S, and that Wo is represented as the 
image of the following W: 
i)  p, = 7: 
i-1) Consider the p2-bundle % : P(O @ 6 @ 6 ( A o  + 21')) -+ El. If we denote by 
T the tantological divisor, then TV N T + %*(Ao + I?). 
i-2) Consider the PI-bundle F : P(O @ O(T)) -+ P1,l,l (see 3.7 for the notation). 
If T denotes the tautological divisor, then TV N 2; + %*(T - F), where F is a fiber of 
Pl,l,l - pl- 
ii) p, = 8: 
ii-1) Consider the p2-bundle P(O @ 0 @ 0 (2 ) )  over P2. If we denote by T and 
the tauf.ological divisor and the pull-ba.ck of a line in p2, respectively, then W ?+@. 
ii-2) Consider the p2-bundle ir : P ( O  8 O @ O(Ao + 3I')) - C2. If denotes the 
ta,utological divisor, then W is a nonsingular member of I ?  + ?*(Ao + I') 1 .  
ii-3) Consider the P1-bundle ir : P ( O  @ 0(T))  + If ? denotes the taut* 
logical &visor, then W N !f' + %*(T - 2F). 
ii-4) Consider the p2-bundle ? : P ( O  8 0 @ O(Ao + 2I')) + Co. If ? denotes the 
ta.utologica1 divisor, then W is a nonsingular member of I ?  + %*Ao 1.
In each case, the natural map W --; 1% is induced by / ' ? I .  We have IfO(W, 0(I;T)) - 
H0(T11/6, 0(I;)) for any I; > 0, and TV has solne inild singula,rities in general (see [7]). 
One can easily check the existence of a surface S' E 13Tlw/ with only RDP satisfying 
w;, = 3/2O(wS,) - 6. 
5 Lifting of the canonical maps. 
Fro111 now on, we study surfaces of type 1-0. Let S be of type 1-0 and T I o  the threefold 
of A-genus zero on which the canonical image So lies. Then TVo is a rational normal 
scroll as we saw in 33. In this section, we assume that it is singular, and discuss whether 
we can lift the canonical map to a holoinorphic map into a nonsingular model of Wo. 
5.1 We consider the case D.2) of 3.7. That is, TWO is a cone over the Hirzebruch 
surface EcPb embedded into ~ " g - ~  by lAo + cI'/, where 0 < b < c and p, = b + c + 3. 
We denote by ik the total space of the PI-Bundle w : P ( O  @ O(Ao + c r ) )  + Cc-a. 
Then it is a nonsingular model of Wo. We let If be the tautological divisor of w and 
denote by H ,  the unique divisor with H, N If - w*(AO +el?). Then the natural map 
T ~ T  - TVo is induced by [HI, and If, is contracted to the vertex of TVo. 
Let A. be the pull-back to S by of the linear system of hyperplanes through the 
vertex of 7%. We let G bc the fixed part of A. and put A = A. - G. We have I<G = 0 
since [I<[ is free from base points. The linear system A induces a surjective rational 
map ,u : S + Ec-b. We let a : S + S be the composition of quadric transformations 
which is the shortest among those with the property that the variable part of a*A is 
free Gom base points. We denote by Z;' the canonical divisor of 2. Then I;' N o-*I<+ E, 
where E is the exceptional divisor of a. We hdve a holon~orphic map ,G : S + CcPb and 
o*Ii .Y Ad + E + o*G, where A f  = ,GL(Ao + cT) and b is a sulll of exceptional curves 
of o satisfying S U ~ ~ ( E )  = Supp(E) and E > E. We remark that deg @ is greater lhan 
two. Since 
3(b + c + 1) = (0*1i')~ = (a* K)A4 2 AJ2 = (deg f i ) ( b  -t c), 
we have either 
1) d e g f i = 3 , o r  
2) d e g j i = 4 a n d b + c = 2 , 3 .  
We also remark that ( o * ~ )  E = ME + e2 = 0 and (o*Ii)(o*G) = M(o*G) + G2 = 0. 
5.2 We consider the case 1) of 5.1. We have A ~ ( E  + a*G) = 3. Since ICG = 0, 
G ~ s  even and so is A4(a*G). Thus we have either 
- 2 
M7e first consider the case i). Then E = -1, G2 = -2. Let Eo be a (-1)-curve on 
3. Then it is a common irreducible component of E and E. Further, we have MEo > 0, 
because, if MEo = 0, we can contract Eo contradicting that a is the shortest. Thus 
n4k = A4E = h4E0 = 1. Then, similarly as in [ lo ,  $11, we can show that & = E is 
a (-1)-curve Eo, which we represent by E for the sake of simplicity. Thus, a is the 
blowing-up at a(E). Since A4E = 1, we see that ji maps E biholomor~~hically onto a 
nonsingular rational curve. Put fi(E) N aAO + PI', where a and /3 are nonnegative 
integers. Since (Ao + cI')fi(E) = 1, we gel (a ,  P) = (1, 0) or (0, 1). We remark 
that (a,  p) = (1, 0) occurs only when b = 1, and that, if b = c = 1, we can assume 
(a, p) = (0, 1) by considering another ruling of Co. 
We have I? N lj*(Ao + cI') + 2E + o * G  Since (,2*1')2 = 0, I?(,G*I') = 3 + 2E(b*I') + 
(a*G)(fi*I') is an even integer. Thus (a*G)(,G*r) is a positive odd integer. Since 
IirG = 0, G consists of (-2)-curves. Thus any irreducible component of a*G is a 
nonsingular rational curve as well. Since A4(a*G) = 2, we have at most two irreducible 
components of a*G having positive intersection number with A4. If we have two such 
coinponents Go and GI with MGo = A4Gs = 1, then fi(a*G - Go - GI) cannot be a 
divisor, because A4 is the pull-back of an anlple divisor and M(a*G - Go - GI) = 0. 
Thus (a*G)fi*r = (Go + GI)fi*r is odd. From this and A4G, = 1, we see that one 
of them, say Go, is mapped to A. and GI is mapped to a fiber I?. In particular, we 
get b = 1. If we have a component Go with &?Go = 2, then fi(o*G - Go) is not a 
divisor and we have either fi(Go) = A,, b = 2 or $(Go) N A, + r,  b = 1 by a siinple 
calculation. In the last case, we have c < 2 because the irreducibility of Go implies 
(Ao + r ) A 0  = 2 - c 2 0. In either case, we have (g*G)(b*I') = 1. 
As a consequence, ]b*I') is a pencil of curves of genus 3 (if fi(E) = I?) or 4 (if 
G(E) = A,). Put D = a,,G*l'. In the former case, ID1 is a pencil of curves of genus 3 
without base points. As we shall see in Lemma 5.3, there is a lifting f : S - of 
the canonical map. In  the latter case, I Dl is a pencil of curves of genus 4 with one base 
point. We show that  there is a natural map f : 2 -+ Po,a,c over the holornorphic map 
induced by la*Iil. Let E t HO(G)  and e t HO(S, W(E)) be sections satisfying ( E )  = G 
and (e) = E. Then we can find a section zo E HO(I<) such that Supp((o*xo)) does not 
intersect with o*G+ E. Then the pair (o*xo, eo*() defines a holornorphic map j : 5 - 
* 
T@ such that  j*ll, = o * G +  E. In particular, we have a*K N A4 + f If, N j * ~ .  We 
rema.rk that  there is a hololllorphic map u : TV -+ which contracts the divisor 
H, t o  a nonsingular rational curve and satisfies u*T N H. Thus we get the desired 
map by ~ u t t i n g  f = u o f. 
We next consider the case ii). By Hodge's index theorem, we have G = 0. Since 
k~ + A4" 6(b + c) + 3 + A4E is even, A4E is odd. Then A4E = 1 or 3, since 
= 3 and E 2 E. If A 4 F  = 3, then we have M ( E - E )  = 0. Thus j l . (k-E) is 
a,t l-rlost 0-dimensional. But then, I^i(fi*I') = 3 + 2E(jl.*I') is odd, a contrsdiction. If 
J 4 E  = 1, then we can find a (-1)-curve Eo with A4Eo = 1. No irreducible colnponent 
of El := E E o  is a. (-1)-curve, because MEl = 0. Thus $ = ~ E O + E ~  with  ME^ = 0. 
We llave I? N A4 + 4E0 + El + E ~ .  Since  BE^ = -1, we hme  (El + E ~ ) E ~  = 2. On 
- 2 
the other hand, we have -3 = E = (3E0 + ~ 1 ) ~  = -9 + 6 ~ 0 ~ 1  + Thus 
(El)? = 6 - ~ E ~ E , .  Since n4Wl = 0, we get ( E ~ ) ~  < 0 by Ilodge's index theorem. 
Thus EoEl 2 1. If Eokl = 2, then EoEl = 0. T h s  means El = 0, because, otherwise, 
El rnust contain a (-1)-curve. Then E~ is also zero, a contradiction. If E ~ E ~  = 1, 
then = 0. Since ME1 = 0, we have El = 0 by Hodge's index theorem, a 
contradiction. In summary, the case ii) is excluded. 
Lemma 5.3 Let the situation be in the case i) of5.2 and suppose that S has a 
pencil ID1 of curves of genus 3 described there. Then the canonical map can be lifted 
to a holomorphic may f : S -+ PO,h,c. 
P r o d  We clloose a general D E \Dl and put D = o*D. Then D t Ifi'I'l. Since 
EA = 0, o*Ii lb  is the canonical divisor Ii6 of D. We consider the comlnutative 
dia.gr a111 
for i 2 0. We rema.rk that  the vertical maps are injective, since a*K N p*(AO + cI') + 
E + a*G. 
Ifre 'eneasure nz(i) := dimc Im{HO(o*Ii - i ~ )  4 HO(Ii,)}. Since is birational, 
the natural map Ho(a* I i )  i Ho(Iirb) is surjective. Thus Izo(a*Ii' - D) = p, - 3 = 
ho(Ao + (c - 1 ) r ) .  Then, by a diagram chasing, wc see that HO(Ao  + (c - i )r )  7 
Ho(o*I i  - ii)) is bijective for i > 0. Thus 0 is the greatest integer such t,lrat m(i) = 3. 
Silllilarly, b (resp. c) is the greatest integer such that m(i) = 2 (resp. na(i) = 1) if 
b < c, and b is the greatest integer such that ~ n ( i )  > 0 if b = c. 
Since H o ( I i  - iD) -. HO(o*I i  - ii)) for any i, rue can choose three sections x0 E 
IIO(Ii), xl E Ho(Ii-bD) and x2 t Ho(IC-d) such that they span H O ( l b ) .  Then the 
triple (xo, 21, 2 2 )  defines a rational map f : S + PO,b,c. We can assume it holornorphic, 
since I I<] has no base point. q. e. d. 
5.4 Suppose we are in the case 2) of 5.1. We have A i 2  = 1 ( b  + c) and A ~ ( E  + 
o*G) = 3 - ( b  + c), where (b,  c) = (1, 1) or (1, 2). 
We first consider the case (b ,  c) = (1, 1). If A ~ E  = 0 and Ai(o*G) = 1, t l ~en  
we get G2 = -1. This contradicts that KG + G2 is even. Thus we have ME = 1, 
A4(o*G) = 0.  Then G2 = 0. Thus G = 0 by Hodge7s index theorem. Further, we can 
show that E = E is a (-1)-curve and b(E) = A. or a fiber I' as in 5.2. We can assume 
that @(E) is a fiber by considering another ruling of Co if fi(E) = A,. Then 1fi*I'l is 
a. pencil of curves of genus 3. Since Eb*I' = 0, we see that S also has a pencil /Dl ,  
D = c,fi*I', of curves of genus 3 without base points. 
We next consider the case (b,  c) = (1, 2). Then rve have E = G = 0 by IIodge7s 
index theorem. Thus a is the identity map and K ,u*(Ao + 2r). This shows that S 
has a pencil I Dl, D = p* r ,  of curves of genus 3. 
In either case, we can show that the canonical 1na.p can be lifted to a map f : S + 
PO,b,c as in Lemma 5.3. 
5.5 We consider the case D.3) of 3.7. Thus Two is a generalized cone over a 
raiional normal curve. By the argument similar to 111, I, Lemma 11, we have I -  w 
cD + G, where ID] is a pencil and G is a (possibly zero) effective divisor corresponding 
to the ridge of kVo. Since K2 = 3c + 3 > - cIi'D, me have Ii'D 1. 4. By I-lodge7s index 
theore~n and the fact that Ii'D + D2 is even, rve are left the following possibilities: 
ii) Ii'D = 4, D2 = 0, D G  = 4 (c = 2, 3).  
We show that i) is impossible. We remark that a general D E ID1 is nonsingular, 
since D2 = 1. Since S is of type I, QI; maps D birationally onto its image. However, 
since 1 - D  = 3, we have IzO(D, (3(li'lD)) < 2 by Clifford's theorem. Thus Qri(D) is (at 
most) a rational curve, a contradiction. 
In the case ii), we let J be the section of O(G) with (J) = G and let xo, x1 be two 
independent element in Ho(Ii) which correspond to hyperplanes not containing the 
rigde of Two. We can assume that Supp((xo)) n Supp((xl)) n G = 0 since II<I has no 
base points. Then the triple (xO, X I ,  J) defines the holomorphic map f : S + 
We summa.rize the above results in the follotving: 
Proposition 5.6 L e t  S be a sur face  of t y p e  1-0 w h o s e  canon ica l  i m a g e  i s  con-  
tu, ined i n  a singu.lar r a t i o ~ z a l  n o r m a l  scroll .  T h e n  i t  h a s  a penci l  ID/ of n 0 ~ z 1 2 ~ ~ e r e l l i p t i c  
c u r v e s  of g e n u s  3 o r  4. 
1) If g ( D )  = 3, t h e n  ID/ h a s  n o  base poiszi a n d  t h e r e  i s  a l i f t ing  f : S + PO,b,c o f  
t h e  c a ~ z o ~ ~ i c a l  m p .  In t h i s  case ,  0 b 5 2 a n d ,  if b = 0 ,  t h e n  c = 2, 3. 
2) I f  g ( D )  = 4 ,  t h e n  ID1 h a s  a base p o i n t  P. L e t  o : 3 i S be t h e  b lowing-up 
w i t h  c e n t e r  P .  T h e n  there  is a n a t u r a l  m a p  f : S -+ PO,b,c o v e r  t h e  h o l o m o r p h i c  m a p  
iszduced b y  la* Iirl. I12 t h i s  case ,  b = 1. 
F u r t h e r ,  it caiz be a s s u m e d  t h a t  g(D) = 3 i f p ,  = 5. 
6 Divisor classes. 
We assunle t11a.t p, > 5 as usual. 
6.1 Let S be of type 1-0. If a > 0, tve denote by f : S i Pa,b,c the natural map  
induced by GI,-. We let f have the same meaning as in  Proposition 5.6, if a = 0. P u t  
S* = f(S) (or /(S) in case 2), Proposition 5.6). We choose a general member C E lIil 
and put C* = f (C) (or f (a*C) in case 2), Proposition 5.6). 
The  Picard group of TV := Pa,,,, is generated by the lautological divisor T and a 
fiber F. In particular, we have Iirw w -3T t- (p, - 5 ) F ,  since a + b + c = p, - 3. M7e 
have T3 = (p, - 3 ) T 2 F  in the Chow ring of TV. 
We determine the linear equivalence class of S*. Pu t  S* w aT + pF' and denote by 
g : S* i P' the holomorphic map induced by the projection map of W. Then every 
fiber of g is a plane curve of degree a. Thus we get n > 4 ,  since, otherwise, S has a 
pencil of curves of genus less than 2 contradicting tha t  i t  is birational t o  the surface S 
of general type. Since deg So = 3p, - 6, we have 
Thus = (3 - n)(p, - 3) + 3. Since C is of genus 3p, - 5, the arithmetic genus of C* 
can be written as pa(C*) = 3p, - 5 + 6 with some nonnegative integer 6. Since we have 
we get (a - 4)(P + 1) = 26 - 4. Recall that, if p, = 5, we can assume a = 4 bv 
Proposition 5.6. So we get the following list: 
(s.1) S* N 5T - 5 F  if p, = 7, p,(C*) = 16. 
(s.2) S * w 5 T - 3 F  i f p , = 6 , p , ( C r ) = 1 4 ,  
(s.3) s * ~ 4 T - ( p , - 6 ) F  i fp , (C*)=3pg-3,  
This and Theorein 4.2 in particular sho~v the following: 
Theorel~l 6.2 L e t  S be a s u r f a c e  of t y p e  I .  If p,(S) > 12, t h e n  it h a s  a p e n c i l  
of ~ z o ~ z l z y p e r e l l i p t i c  u r v e s  o f  g e n u s  3. I f  S i s  o f  t y p e  1-0, t h e n  t h e  s a m e  h o l d s  f o r  
p,(S) > 8- 
Lemlna 6.3 T h e  c a s e s  (s.1) a n d  (s.2) ca .nnot  o c c u r  w h e n  a > 0 .  
P r o o f .  We assume a > 0 and show that this leads us to a contradiction. 
We first consider the case (s.1). Since p, = 7, we have (a, b, c) = (1, 1, 2). M7e 
can identify S* with the canonical image So. It has only isolated singular points, 
because p,(C*) = g(C) implies that its general llyperplane section is nonsingular. 
Thus it is normal by Serre's criterion. By a direct calculation, we have X(C3sm) = 
~ ( 0 ~ )  - X(C3w(-S)) = 4. This is impossible, because S is the ninimal resolution of 
S* and ~ ( 0 s )  = S > ~ ( 0 ~ * ) .  
We next consider the case (s.2). Since p, = 6, we have (a, 6, c) = (1, 1, 1). Thus 
TV 21 P1 x P2.  Under this identification, T and P correspond to H1 + H2 and H I ,  
respectively, where HI is the pull-back of a hyperplane in P'. Thus S* w 2H1 + 5H2 
on P1 x P2.  Then it is a double covering of p 2  via the projection map W p2.  This 
contradicts that i t  is birational to  a type I surface. q. e. d. 
Let the situation be as in 6.1. In the cases (s.2) and (s.3), the curve C* is singular 
since p,(C*) > g(C).  In the rest of this section, we study its singularity. 
6.4 We denote by q5 : C + Co c P T ,  r = p, - 2, the restriction of the canonical 
map of S to C. Then Co is contained in a surface scroll 17. Recall that V is one of the 
surfaces in c) and d) of 2.1. If V is in d), then it is singular. In this case, however, there 
exists the lifting C 4 CT-l of q5 (see 5.5). Thus, in either case, we have a holomorphic 
map fc : C -) Ed over 4, where r - d- 1 is a nonnegative even integer and the natural 
map Ed + 17 c PT is induced by IIfol, Ifo = no + ( ( r  - 1 + d)/2)I'. Then C* is the 
iinage of fc  and Cd can be identified with a inelnber of /TI. Further, TIcd w No and 
Fled w l?. Since 2Klc is the canonical divisor Kc of C,  we get ICC N 2 f: Ifo. 
Since C* is irreducible, we have C*Ao 2 0. Then we get the following, list corre- 
sponding to (s.l),  (s.2) and (s.3): 
Leinina 6.5 The case (c.1)' of 6.4 can be excluded. 
Proof. Since p,(C*) = g(C), we can identify C* with C. By the sdjunction forinula 
and Iirc - 2HOlc, we have 
Thus we get Aolc - rlc. This is impossible, because C ineets a general member of 
\Ao \  a.t distinct five points which are not on the same fiber I?. q. e. d. 
L e m m a  6.6 Assume that C* is of type (c.2) in  6.4, then it has a singular point 
P of multiplicity 2 on Ao. 
Proof. Since p,(C*) - g(C) = 1, P is the unique singular point of inultiplicity 2. 
Let X : V* + C1 be the blowing-up with center P and put E = XP1(P). Then the 
proper transform of C* is isomorphic to C and it is linearly equivalent to  X*(5Ao + 
71') - 2E. Thus rue have lie - (X*(3Ao + 4I') - E)lc by the adjunction forinula. On 
the other hand, we have ICc - 2X*Holc - X*(2Ao + 41')lc. Froin these, it follo~vs (Awno - E)lc = 0. This means that P is on Ao. q. e. d. 
Leimna 6.7 Assume that C* is of type (c.3) in 6.4. Then  it has two singular 
points PI, P2 of mult@/icity 2, which are possibly infinitely near. Further, they are on 
the same fiber of Ed .  
Proof. Since (C*) - g(C) = 2, the first assertion is clear. Assume that PI and 
Pz are on the distinct fibers rl and I'z, respectively. We let X : Tf* -+ Cd he the 
blo~uing-up with center PI U P2, and put Ei = X1(Pi), 1 < i < 2. Since the proper 
tra.nsform of C* is isoillorphic to C, we have C - X*(4A0 + ( r  + 2 + 2d)I') - 2E1 - 2E2 
and Kc - (X*(2Ao + ( r  + d ) r )  - El - E2)lc by the adjunction formula. On the other 
ha.nd, since Kc - 2X*Holc, we have Kc - X*(2Ao+ ( r  - 1 $d)I')(c. Thus, if we denote 
the proper tra,nsfornl of r; by r;, rue get X*r Jb - l c  + f21c. This implies that fllc 
and F2 I C  are the pull-back of a point via the natural map C - P1 defined by (h*I?/c 1 .  
This contradicts our initial assumption rl # r2. 
We next suppose that C* has an infinitely near double point PI. M7e denote by r1 
the fiber passing through PI. Let X1 : Vl 4 Ed be the blowing up at Pl and denote by 
E ~ ,  a n d  c the exceptional curve, the proper transforms of T1 and C*, respectively. 
Then C still has a singular point P2 of multiplicity 2 on E ~ .  \We must show that I?, 
contains P2. Assume that this is not the case. Let X 2  : - IT1 be the blowing-up of 
171 at  P2 and put E2 = X,'(p2). We denote by El and f" the proper transforms by hz 
of $1 and i'l, respectively. The proper transforln of (? by X 2  can be identified with C. 
We put A = X 2  o A, : I/* -+ Ed .  Since C N X*C* - 2E1 - 4E2, it does not intersect 
with El.  Then, using IiG N 2A*Hojc and the ad.junction formula, we get 
Since Fl N A*I' - EI - E2 and CE1 = 0, xve have 2f'11c N A*I'lC. This is ilnpossible 
by the same reasoning as in the previous case. Thus P2 is contained in rl. g. e. d. 
7 Surfaces of type 1-0: The case (s.1). 
By 1,emnla 6.3 and the definition of the map f, we see that the cases (s.1) and (s.2) 
of 6.1 correspond to 2) of Proposition 5.6. In this section, we prove the existence of 
surfaces of type (s.1). 
7.1 Since p, = 7, we have (a, b, c) = (0, 1, 3) by Proposition 5.6 and Lem~na 6.3. 
We choose sections Xo,  XI and X 3  of O(T) , O(T - F) and O(T - 3 F) , respectively, such 
that they form a system of homogeneous fiber coordinates on each fiber of W i PI. 
Then the equation of S* can be written as 
~vhere 4t3 is a homogeneous form of degree i + 31 - 5 on I-"'. Thus S* is singular along 
the rational curve B defined by XI = & = 0. Note that B is contracted to the vertex 
of 1% under the hololnorphic map induced by IT1 . Since p,(C*) = g(C), we see that 
S* has only isolaked singularity except for R. 
We let v : w --+ W be the blowing-up with center B. Since is nothing hut the 
manifold appeared in 55, we use the notation there. In particular, we have v*T N H, 
v*F N w*I' and r l ( G o )  = H,. Let S' be the proper transform of S* by v. Then 
we have St = ?(,?'I, where j : 3 - w is the holonlorphic map defined in 5.2. If 
the mnultiplicity of S* at a generic point of B is k, then S' is linearly equivalent to 
5 H  - 5m*r - k I fm .  From this, we infer readily k = 2, since : 3 -i C2 is of degree 3. 
Thus S' 3 8  + w*(2Ao + I?) on &. 
M7e choose sections Ifo a.nd Yl of 0 ( H )  and 0(H,), respectively, such that they 
form a system of homogeneous coordinates on each fiber of w : T@ - C2. Then the 
equation of S' can be written as 
where C, $0, $1, '$2 and g3 are sections on C2 of O(Ao),  0(I'), 0(2Ao+41'), 0(3A0+71') 
and 0 (5Ao + lor), respectively. Thus S1 is singular along the rational curve A defined 
by C = Yl = 0. Since (5Ao + 1 0 r ) n o  = 0 on C2, $4 is constant on no. since S' is 
irreducible, $3 does not vanish on A,. We also remark that Go is not identically zero. 
Thus the multiplicity of S1 at a generic point of A is 2. Moreover, S' has only isolated 
singular points except for the double curve A. 
Let T : IQ -+ T~ be the blowing-up witli center A and put E = 7-'(A). If 3 is 
the proper transform of S' by r, then it is linearly equivalent to r*S1 - 2E. Since the 
normal sheaf of A -- PI in I@ is 0(-1) @ 0(-2),  E is isoinorphic to El .  
7.2 We show that 3 is nonsingular in a neighbourhood of 3 n E. For any point 
P E A, we can assume that (C, y, t )  forms a local coordinate system in a neighbourhood 
U of P, where y = Yl/J'o and t is a local parameter of A at  P. We regard the '$; in (8) 
as functions of ( t ,  [) in U. Then, on U, S' is defined by 
Since $5 does not vanish in a neighbourhood of A, we can assume G2 = 0 by replacing 
Y by Y + $2</(3$3)- 
We cover r-'(U) by open sets U1, U2 with coordinates (ul, v l ,  t l) ,  ( ~ 2 ,  v2, t2), 
respectively, where 
Then 3 is defined by 
- 
Since $3 is a nonzero constant on vl = 0, S is nonsingular in U1. Since $, is at most 
of inultiplicity I at  P, 3 is nonsingular in U2. 
Thus 3 has only isolated singularities. Hence it is normal by Serre's criterion. 
M7e remark that 3 is not necessarily the normalization of St: If .Jil does not vanish 
identically on A,, then E n 3 consists of two disjoint curves E and 8, where E is 
- 
defined by vl = 0, and G is defined by + G0vl = 0 on U1 and 7,b1v2 + 7,b0 = 0 on 
U2.  Thus 3 is the normalization of S' in this case. On the other hand, if vanishes 
identically on A,, then we have ElS = 2E + G, rvhere G is defined by $, = 0. Since 
io has a simple zero on no, G is a fiber of E i A. Thus 3 is obtained by blorving up 
a point on the normalization of S1. 
M7e shorv that E is a (-1)-curve on 3. We let Z be the divisor on I* defined by 
w*C and 2 its proper transform by 7 .  Then 3 - r*w*Ao - E and it is given by vl = 0. 
Thus (9) shows that E = ilS. We identify 3 with C1. Then we have 
Further we have 
since we have Ao(Ao + 2I') = 0 on C2. Thus we get 
2 = 323 
= i 2 [ 7 * ( 3 ~ + ~ * r ) + 2 i 1  
= 
-(no + 2r)[3(ao + r) + r - 2(n0  + 2r)]  (on i -- xl) 
= -1. 
Lemma 7.3 The map j : 5 i S' facto~s t l ~ ~ o u y h  3 
Proof. Let Z be the ideal sheaf of A in S'. We show that j - l l -  OS is invertible. 
For this purpose, me freely use the notation of 5.2. Let G be the greatest common 
* * 
divisor of f H, and f w*Ao = ,L*Ao. Recall that j * ~ ,  = o*G+ E and that o*G can 
be written as Go + GI + G' with fi(Go) = no, @(GI) - I?. Since @(E) = Ao, rve have 
G > E and G 2 Go. Thus it sufices for us to show that j*H, - G and b*Ao - g do 
not meet. 
Let G2 be an irreducible component of G'. Since @(G2) is a point, rve have 
G2(,G*Ao) = 0. Thus, if G2 intersects with a component of @*Ao, it must be a com- 
ponent of G. We next consider the curve GI. Clearly, it is not a component of F A o .  
Since G1(@*Ao) = 1, it suffices to show GIG > 0. 
The case Go # E: We have G > - E + Go. Since E is a (-1)-curve, we have 
Thus E(a*G) = 0. Then each irreducible component of a 4 G  is a (-2)-curve. In 
particular, KG1 = 0 and we have GoGl + GIG1 = 1. If Go G1 = 1, then rye get G1 G > 0 
since G 2 E + Go. We assume GoGl = 0 and GIG1 = 1. Let G2 be the component of 
GI with GIG2 = 1. If i t  is a component of G ,  then me are done. So we assume tha.t G2 
is not. a component of G and show that this leads us t o  a contradiction. Since G2 is a 
(-2)-curve, we havc 
Since M G 2  = E G 2  = GoGz = 0, we have G2(G1 - G2) = 1. Thus we can find a 
component G3 of G' such that G2G3 = 1. Since G2 is not a component of G,  so is G3. 
Then we have, as above, G3(G1 - G2 - G3) = 1 since G3 is a (-2)-curve. Thus we can 
find a component G4 of GI - G2 - G3 with G3G4 = 1, wlrich is not a component of G. 
Continuing this procedure, me rvould get infinite nuinber of components G,, i > 2, of 
GI. Tlris is impossible. 
The case Go = E :  We have E(G1 + GI) = 1 by (10). If EG1 = 1, then we are 
done. So we assume tha t  EG1 = 0 and EG' = 1. Then G1 is a (-2)-curve. Thus, 
as in  the previous case, we can find a component G2 of GI with GIG2 = 1. If G2 is a 
component of G,  we are done. So we assume that  this is not the case. We in particular 
have G 2 E  = 0. Thus  i t  is a (-2)-curve and we can find a component G3 of G' - G2 
with G2G3 = 1. Then, as in  the previous case, we get a contradiction by continuing 
this procedure. Thus we have a chain G1 = G1 + G2 + . . . + G, 5 G of irreducible 
colnponents of a * G  such tha t  G,G,+l = 1, G, is a (-2)-curve for i < n, and G, is a 
(-3)-curve. q. e. d. 
7.4 Wc calculate the invariants of 3. Since + S' - E) N r*H + 2, the 
dualizing sheaf of 3 is given by w3 = 0(1*1313 + E). Since E(r* H) = 0 and E2 = - 1, 
we get w$ = 14 by 
(~*111,)~ = ( T * H ) ~ ( T * ( ~ H  + w*(2AO + I?) - 2E) 
= H2(31f + w*(2Ao + 1')) (on W) 
= 15, 
rvbere rve have used the equality H2 = Hw*(AO + 3I') in the Chow ring of W .  
In order to  calculate ~ ( 8 , ) ~  we use the exact sequences 
and 
0 + O(r*I1) i 0(7*I3 + 3) i OZ(-I') i 0. 
From these, we get Hq(wS) -. l fq(O(r*H + 3)) -. Hq(O(r*H)) Y H ~ ( w ,  O(1f)) for 
y < 2. Thus IzO(wS) = 7, Iz1(w5) = 0. Since 3 is a normal surface on the nonsingular 
threefold li/, we see tha t  3 has only RDP as i ts singula,rity from the equality ~((7)  = 
~ ( 0 % ) -  
7.5 Conversely, we start from St defined by (5). We can assulrle that it has 
only RDP except for the double curve A if ~ v e  choose the $, in (5) general. Let 3 be 
its proper transform by T : 1X7 i I@ described above. Then it has only RDP Let 3 
be the minimal resolution of S. Then S has a (-1)-curse E. Let o : S + S be the 
contraction of E. Then S is a minimal surface satisfying p,  = 7, q = 0 and c; = 15. 
Since HO(Ii) is in bijection with H'(T@, 0(H)) ,  it is of type I. 
8 Surfaces of type 1-0: The case (s.2).  
In this section, we study the case (s.2) of 6.1. 
8.1 Since p, = 6, me have (a, b, c) = (0, 1, 2) by Lelmrra 6.3. As in 7.1, 
we can slrorv that S' = f (3) is linearly equivalent to 3H + m*(2Ao + I') on w = 
P ( O  @ O(Ao + 2r)) and that its equation can be written as 
where (lro, ITl) is a system of homogeneous coordinates on fibers of w : TV i El ,  and 
C, $o and $,, I < i 5 3, are sections of C3(Ao), O(Ao + I') and O(( i+ 2)Ao + (2i + l)I'), 
respectively. We let Z be the divisor on T@ defined by [. 
We study the singular locus of St. For this purpose, we let If E IN1 be a general 
member. Then it is isomorphic to C1 and H n S' can be identified with C*. Since 
pa(C*) = g(C) + 1, C* has a singular point P of multiplicity 2. By Lemma 6.6, 
P E IT n 2. If we vary H in /HI, such P traces a curve A on Z -- El,  which is a 
multiple curve of S'. Putting C = 0 in (ll), we get 171($117,2 + $ZIToYl + $9Y;L) = 0. 
Thus, by identifying Z with El, we get S1lz = A. + G' with G' - 240 + 2r .  Since 
G' > 2A, we have either 
i) SIIZ = A, + 2A, A - A0 + r is irreducible, or 
ii) StIZ = 3Ao + 2A, A - r. 
We let D be a general member of I,ii*I'l on 2, and put D' = )(D). Then D' - m*I'ls1. 
Since WDI = ODt(H + w*(Ao + I')), we have 
Thus Dl is of arithmetic genus 5. Since D is of genus 4, D' has a singular point of 
multiplicity 2. Thus S' has a multiple curve which intersects with D'. In the case i),  
A has such a property. In the case ii), there is a multiple curve other than A. 
8.2 Here we consider the case i) of 8.1. Since a general N E I H I induces on 
Z 21 C1 a.n irreducible divisor linearly equivalent to A. + r and since the restriction 
map HO(W, O(H))  + BO(Z, C3(Hlz)) is surjective, we can assume that A = Z n (Yo) 
by a suitable change of (1%) E [HI. Thus $2 and $3 in (11) can be divided by C. Since 
A is a double curve, S' is defined by 
1 2 /3 $oC17d" + $11",2Yl+ $;C1/,y,2 + $3C 1 , = 0, (12) 
where $i, i = 2,3, is a section of 0 ( 3 n o  + (2i+ 1)r) on El.  We remark that $1 lnust be 
a nonzero constant on no, since S' is irreducible. In particular, the multiplicity of S' 
along A is 2. Further, we can assume that $; and $: do not vanish identically on no. 
This can be seen as follo~vs: Let w be a section of O(2I') and put q5 = Cw. If we replace 
lro by lfo + q51T1, then $:, for example, is replaced by $ o < 2 ~ 3  + $,w2 + $;CW + $4. Thus, 
by such a change of coordinates, we can assulne that $4 does not vanish identically on 
no, since # 0 on Ao. 
Let 7 : T;i/ - I@ be the blowing-up with center A and put 5 = 7-'(A). Let ,? 
be the proper transform of S' by r. Then 3 T*S' - 25. For any point Q E A, we 
can assume that (C, y, t )  forms a local coordinate system in a neighbourhood U of Q, 
where y = I%/& and t is a local parameter of A at Q. We cover r - l (U)  by open sets 
U1, U2 with coordinates (ul, vl ,  t l ) ,  (u2, v2, t2), respectively, where 
Then ,? is defined by 
Since $, is a nonzero constant on A,, 3 does not meet the divisor (vl) on U1. Since $4 
and $4 do not vanish identically on Ao, 3 has at most isolated singularities on U2. The 
curve 5 n  3 is defined by ul = + $;vl + $ j ~ :  = 0 on U1 and u2 = $;v$ + $;v2 + $: = 0 
on U2. Thus 3 is the normalization of S'. In particular, the map f : 3' + S' factors 
through 3. 
Let 2 be the proper transform of 2. Then rve have .ve? = 0s(7*H + 2 ) .  We recall 
that S' contains a rational curve E defined by < = ITl = 0 and that it is nonsingular 
in a neighbourhood of E. Thus the above local calculation shows in particular that 2 
induces E on 3. We have the follo~ving by identifying 2 with &. 
Then 
E~ = i2,? = i2[7*(3H + m*r)  + 221 = -1. 
Thus E is a (-1)-curve. The invariants of 3 can be calculated as in 7.4. We get 
0 w$ = 11, 11 (w3) = 6 and h1(w3) = 0. We remark that HO(ws) is in bijection with 
f O (  O H ) ) .  Since ,y(OS) = ,y(Os), we see that 3 has only RDP. The existence of 
surfaces of this type is now clear. 
8.3 We consider the case ii) of 8.1. In this case, +,, 1 < i < 2, can be divided 
by C. We let P be the point on C1 with w-'(P) = A. Then P lies on the zero section 
A,. Since A is a double curve, the equation of S1 can be rewritten as 
where 40, 4 2  and 43 are sections of W(I'), W(2A0+31'), 13(3Ao+51') and 0(5A0+71') 
on El ,  respectively, which satisfy the conhtions: 
0) 4 0  is not identically zero. 
1) 41 and 4 2  vanish at P. 
2) P is a singular point of lnultiplicity 2 of the curve (41~) .  
Thus, if co is a section of O(A0 + I?) such that ( C O ,  C) forms a system of homogeneous 
coordinates on fibers of El ,  then 4; can be written as 
where w is a linear form on I'l which gives P on Ao, and a , ,  ,Bj, % are homogeneous 
forlns on whose degree can be determined uniquely by the linear equivalence classes 
of 4's. In particular, a. is a constant. Further, we can assume that (43) is irreducible 
and nonsingular except for P. 
We let A. be the curve on w defined by C = Yl = 0. Then S' has only isolated 
singular points except for the curve A + Ao. We let : Wl - w be the blowing-up 
with center A. and denote by I' the exceptional divisor. Since the normal sheaf of 
A. Y P' in w is W(-1) @ 0( - I ) ,  E' is isomnorplic to Co. If we denote by S" the 
proper transform of S' by 71, then we can show that j : 3 + S' factors through it as 
in Lemma 7.3. 
For any point Q E Ao, we can assume that (C, y, t )  forms a local coordinate system 
in a neighbourhood U of Q, where y = Yl/Yo and t is a local parameter of A. at Q. We 
cover rP1(U) by open sets U1, U2 with coordinates (ul, v l ,  t l) ,  (u2, v2, t2), respectively, 
where 
(=  U l V l  = 212, y = 211 = U2V2, t = t l  = t2. 
Then S1' is defined by 
Since 4 0  is the function in t of degree 1, S" is nonsingular on U2. On Ul, it is singular 
along the curve v l  = w = 0, which is the proper transform A' of A by 9. S" n El is 
defined by ul = vl(40vl  + = 0 on U1 and u2 = $o + 41v2 = 0 on U2. 
Let r2 : T;i/' - Wl be the blowing-up with center A'. Let El be the proper transform 
of E' by T ~ ,  and let E2 be the exceptional divisor of r2. Then El is Co blown up at 
one point, and E2 is isomorphic to El. The proper transform 3 of S' by r = o is 
linearly equivalent to  T*S' - 2(E1 $ La). 
We let 17 be a sufficiently s~nall open neighbourhood in TVl of a point Q E A'. 
On V ,  we can regard q50, a , ,  P,, ~k as functions of w. In particular, we can write 
q50 = row + 1-1 with some constants ro,  1.1. If Q E E', then we can assume that 
(ul ,  v l ,  w)  is a local coordinate system on V. We cover T;'(V) by open sets IT1, 172 with 
coordnates (ul, wl, xl) and (ul, w2, x2), respectively, where 
Then 3 is defined by 
where 
2 4'1 = aox1 + a1u1 + Q'2U1W1, 
4; = Pox1 + P1u1+ P2u:wl + p3u;w;, 
i i-2 4; = x: + Y I U ~ ~ I +  C:=2 yiulwl 7 
2 2 4: = a 0  + alulx2 + a2u1w2x2, 
4; = PO + P1u1x2 + P 2 ( ~ 1 x 2 ) 2 ~ 2  + P ~ ( u ~ x ~ ) ~ w ; ,  
4; = I + y l ~ l ~ z  + c:=, y i ( ~ l  X ~ ) ' W ~ - ~ .  
Thus 3 is nonsingular on 14 and it has at  most isolated singular points on V1. Varying 
Q on A', we find similarly that 3 has only isolated singular points. 3 n El is defined 
by u2 = row + r l  + a0wu2 = 0 on U2, ul = rowlxl + r l  + ~'0x1 = 0 on Vl and 
ul = x2 ((row2 + rl) x2 + ao) = 0 on &. 3 n E2 is defined by 
Thus is the normalization of S" unless rl  = a. = 0. If rl  = a. = 0, then it is 
obtained by blowing up a point of the normalization. 
Lemma 8.4 The map j : 3 4 S' factors through 3. 
Proof. We can assume r l  = a. = 0. Let I?, be the fiber of El  defined by w = 0. 
Let us use the notation of 5.2 and the proof of Leinma 7.3. We have the na.tura.1 map 
* f i  : S' - El .  We let 3 be the greatest common divisor of ,L*r,, ,L*Ao and f H,. As 
me have seen above, 3 is obtained as the blowing up of a point of the normalization 
of S". Thus it suffices to show that F is not zero and that ,ii*l?, - 3, b*Ao - F and 
^ * 
f H, - 3 do not meet sin~ultaneously. 
We first extract inforination from ,!? -+ S". Since U2 n Sun (214 is defined by d o  = 0, 
^ * 
G1 is a colnlnon component of f H, and ,h*rW. Sinlilarly, considering S" n E', we can 
find a common component G2 of them, which results from the curve I' n ?;*w*rw and 
^ * 
satisfies GIGz = 1. G1 meets no other coinponent of f H,. In particular, GI does 
not meet E. Thus it is a (-2)-curve. Further, it can be checked that Go = E. By the 
proof of Lemma 7.3, me have a chain of rational curves C = G2 + . . . + G, consisting 
of colnponents of a*G satisfying G,G,+l = 1, z < la, G,G, = 0 for 1 i - J I > I ,  G, is 
a (-',)-curve for i < n, and G, is a (-3)-curve with G,E = 1. Note that G, is the 
unique irreducible component of a*G with G,G,-l > 0 and that the lnultiplicity of G, 
in a*G is one. We have C 5 G. Since the support of r,* If, n St' is contained in the 
union of T;w*~\, and the proper transfornl Z' of Z by rl, C - G2 results fro111 the point 
-r,'Il, n 2' n 7;w*rw. Thus it follows that G1 + C coinsides with the greatest conliiioll 
^ * 
divisor of f H, and ,h*rw. Therefore F = C. 
Thus it sufflces for our purpose to show that any irreducible component G* of 
G" := u*G - E - GI - C does not meet C. The curve G,, i < 11, does not meet G*. 
We show G, also does not meet it. Since G, is a (-3)-curve, me have 1 = KG, = 
(A4 + 3 E  + G1 + C + GU)Gn = 3 + 1 - 3 + GUGn. Thus G1'Gn = 0. This show the 
assertion. q. e. d. 
8.5 MTe let 2 be the proper transform of Z by 7. Then 2 N r*m*Ao - L1 - E2. 
Thus wg. = cS(r*H + 2). We show that E := ilS is a (-1)-curve. For this purpose, 
we identify Z with El. Then we have 
- - 
Since Z12 - (rlw*(AO + r) - T * w * ~  - El - I2)I2 - -A0 - 2 r ,  we have S12 N 
3(Ao + I') + r + 2a2 n o .  Thus E is a nonsingular rational curve. As we sa.w above, 
3 is nonsingular in a neighbourhood of E. Since 
we conclude that E is a (-1)-curve. Thus wg. - ?*HI3 + E. The invariants of 3 can be 
calculated as in 7.4. We have w$ = 11, lzO(wS) = 6 and hl(wg.) = 0. Further, Ho(wS) 
is in bijection with IIO(I$, O(H)). In particular, since we have X(Og) = X(03), 3 has 
only RDP. The existence of surfaces of this type can be checked, if we choose a,, yk 
general. 
9 Surfaces of type 1-0: The case (s.3). 
In tliis section, rve study the case (s.3) of 6.1. 
Lelllina 9.1 S u p p o s e  t h a t  S* N 4T - (p, - 6 ) F  o n  TiV = Pa,b,c. T h e n  
1) t h e  dunl izzng shea f  ws- of  S* i s  g i v e n  by  ws* = Us-(T + F) and 
2) the s i n g u l a r  locus  Sing(S*) of S* h a s  n o  horizonta , l  c o m p o n e n t ,  i.e., t h e  i m a g e  
v ia  g : S* i P1 o f  a n y  connected conzponent  of Sing(S*) i s  o n e  po i~z t .  
Proof.  1): Since I;'w = -3T + (JJ,  - 5 ) F ,  we get ws* = Os.(T + F) by the 
a.djunction formula. By using the exact sequence 
and the fact that  
H4(W, O(Iiw)) = 0 for q < 3, 
Hq(W, O(T + F)) 21 Hq(P1 ,  O ( a  + 1) @ O(b + 1) @ O(c + 1)) 
for V q ,  we get the desired formulae for 1 z q ( S ,  w s * )  Further, an easy calculation shows 
wi .  = (T + F)2(4T - (p, - 6 ) F )  = 3ps + 2. Thus we get 1). 
2): Suppose that  Sing(S*) has an horizontal component. Then any fiber of g is a 
singular plane quartic curve. Thus the norlndization of S* has a pencil of curves of 
genus < 2. This contradicts that it is birationd to the type I surface S. Thus Sing(S*) 
is vertical. q. e. d. 
Lemilla 9.2 L e t  S* be as  in L e m m a  9.1. T h e n  t h e  double c u r v e  of S* i s  t h e  
u n i q u e  fiber C, of g : S -+ PI. I t s  s u p p o r t  i s  a (poss ib ly  s ingu lar )  con ic  c u r v e  o r  a 
l ine  v iewed in t h e  fiber P2 of W .  
Proof .  It folIo~vs from Lemma 6.7 that C* - 4Ao + (p, + 2d)I' on Ed and that 
C* has two singular points PI and P2 of ~nultiplicity 2 on the same fiber I',. Thus C* 
meets I?, a.t no other points. We regard Ed as a ~nelnber of IT], and let Fs be the fiber 
of : IV + P1 ~ v l ~ i c h  induces I', on Ed .  The rational curve I', is a line in Fs - p2. If 
we vary Ed in \TI, then, by 2) of Lemma 9.1, singular points of C* tra.ces a curve on 
F,, wllich is a double curve of S*. Since C* is nonsingular except for PI and P2, there 
is no other nlultiple curve. Thus the double curve is a line or a conic (in F,) according 
to wlrhether the singular points of C* ase infinitely near or not. q. e. d. 
Leinina 9.3 Let S* be a.s in Lemnza 9.1. Then the integers a, b ,  c satisfy the 
conditions 
Proof. We take sections X o ,  XI and XI2 of O(T  - aF) ,  O(T - bF)  and O(T - cF),  
respectively, such thai they form a systein of holnogeneous coordinates on ea.ch fiber 
of IV = Pa,b,c - P1. Then the equation of S* can be written as 
where q5,, is a homogeneous form of degree (4 - i - j ) a  + i b  + jc - (p, - 6) on P I .  If 
46 < p,  - 6, then the left hand side of (14) can be divided by S2, which is impossible 
since S* is irreducible. Thus we get 1). If 3a + c < p, - 6, then the curve B defined 
by XI = X2 = 0 is a multiple curve of S*. This is impossible by Lelnnia 9.2. Thus we 
gei 3a + c > p, - 6, i.e., b 5 2a + 3. If b = 2a + 3, then $lo and are constants. As 
we have seen above, doI cannot be zero. But then S* is nonsingular along B.  Since 
the double curve C, meets B, this is impossible. Thus we get 2). q. e. d. 
9.4  We call C, in Lemma 9.2 the singular fiber of S*. We have the following 
list of singular fibers (as plane quartics): 
I) C, = 2L, where L is a nonsingular conic. 
2) C, = 2L, L = L1 + La, where L I ,  L2 are distinct lines. 
3 )  C, = 4L, where L is a line. 
We let F, be the fiber of T : W = Pa,b,c -) P' containing C, as in the proof of 
Lemma 9.2. Take an affine coordinate t on P1 such that t = 0 defines F, on W. Then 
the equation (14) can be rewritten as 
where the $, are homogeneous forms of degree 4 in Xo ,  Arl, x2. Then $o defines C, 
on I;: - p2. 
We denote by v : w i W the blowing-up with center L, and let S' be the proper 
transform of S* by v. Let Z be the ideal sheaf of L in S*. Since fP1Z. Os is clearly 
invertible, f : S -+ S* factors through S'. 
In the follo~ving, we shall sketch the curve D, on S coming from C,, which we call 
the canonical degenerate fiber of Iz = g o f : S -+ PI. 
9.5 We assume here that S* has the singular fiber of type 1). For any P E L, 
me can t,alie a small open neighbourhood U of P in I/ with coordinates (t, x, y), ~irhere 
i is as in 9.4 and (x, y) is a local coordinate system on Fs -. P2 such tha t  L is defined 
by x = 0. Then, on U, the equation (15) can be rewritten as 
4 c - ( ~ g - G )  
X% ffixt + C fit' = 0, 
i=2 
where the f( = fi(x,  y) are holomorplfic functions in a,  y. 
Let v : lV i TV and S' be as in  9.4. We put & = vP1(L). Since the normal sheaf 
N L  of L EY P1 is given by O(4) @ 0, I is isomorphic to  Cq. We S ~ O I V  & I &  w -Ao: Since 
det NL = 0 ( 4 ) ,  we have OL(Kw) = O(-6). Then we get 
On the other hand, we have I{[ - -2Ao - 6r. Thus we get El& w -Ao. 
We have S' N u*S* - 2& N u* (4T - (pg - 6 ) F )  - 2E. Thus S'lE N 2Ao + 8T on 
E r~ C4. Let F' be the proper transform of Fs. Then F' N u * F  - &, and i t  does not 
meet S'. Further, S' is the normalization of S. These can be seen as follows. M7e cover 
vP1(U) by open sets Ul, U2 with coordinates (u l l  vl, yl) and (u2, v2, yz), respectively, 
where 
t = U l V l  = U2, x = U1 = 212212, IJ = y1 = y2. 
Then S' is defined by 
Since F' is defined by vl = 0, it does not meet S'. We remark tha t  F' induces 
on E the O-section A,. Thus vlsl : S' --+ S* is finite. E n S' is defined by u1 = 
1 + fl(0, y l )v l+  f 2 ( O ,  y1)v,2 on U1 and u2 = v; + fl(0,  y2)v2 + f2(0, ~ 2 )  = 0 on U z  Thus 
there are the following possibilities: 
i)  S'l& is irreducible. 
ii) S'lE is reduced and consists of two irreducible components each of which is linerly 
equivalent to  A. + 4r. 
iii) S'I& = 2L1, where L' - A. + 4I' is irreducible. 
If S' ha.s a. multiple curve, then i t  must be contained in v*F, as we saw in Lemma 9.2. 
Thus S' may not be normal when iii). Since the singularities of C* are not infinitely 
near, and since v*T ineets L', we  see that L' cannot be a multiple curve. It  follo~vs that 
S' is normal. The cases i) and ii) occur when the singular points of C* are ordinary 
double points. On the other hand, the case iii) occurs when they are simple cusps. 
Since (v*T + F - &)ls l  v*Tlsl, we have wsl = Osl(u*T). Then 
In order to calculate x(Ost), we use the exact sequences 
0 --i O ( I i ' ~ )  - O(v*T + F') + wsl - 0, 
0 + O(v*T) + O(v*T + F') -+ OF1(-l) - 0, 
where J" is identified with p2. From the cohomology exact sequence derived from the 
first sequence, we get Hq(wsl) 2 H ~ ( w ,  O(v*T + F')) for g < 2. From the second 
one, we get HP(O(v*T + F1)) -. Hp(T/Tr, O(T)) for any p. Thus we have IzO(ws~) = p,, 
hl(wst) = 0. Then, since X(Os) = x(Os,), we see that S' has only RDP. The canonical 
degenerate fiber D, is in general a hyperelliptic curve of genus 3 as i) shows. 
9.6 We consider the singular fiber of type 2). Let P E L. If it is not L1 n La, 
then we can study S* in a neighbourhood of P as in 9.5. So me assume P = L1 n L2. 
We can take a snlall open neighbourhood U of P in W with coordinates ( t ,  x, y), where 
t is as in 9.4 and (x, y)  is an affine coordi~late system on F, E ~ " u c h  that L1 and L2 
are defined by x = 0 and y = 0, respectively. Then, on U ,  the equation (15) can be 
rewritten as 
4c--(pg--6) 
~ ~ ~ ~ + f l x y t +  C f ; i1=0 ,  
;=2 
where the f, = fi(x, y) are polynomial functions in x, y. 
Let rl : Wl + W be the blowing-up with center L1. We denote F' and &' the 
proper transform of Fs and the exceptional divisor of 7-1, respectively. We let S1 be the 
proper transform of S* by rl. We cover r - l ( U )  by open sets U1, U2 with coordinates 
(ul,  ul,  y l )  and (uz, vz, y2), respectively, where 
Then S1 is defined by 
Let 72 : TV2 -+ 7% be the blowing-up with center the proper transform Lk of L2 
by rl. Put r = rl o 72 and let k and El be the proper transform by r2 of F' and 
El, respectively. We also put E2 = r ~ ' ( L i ) .  Vl7e remark that El is C1 blown up at a 
point on A,, and E2 is isomorphic to C2. If S2 is the proper transform of S* by r, 
then it is linearly equivalent to r+S* - 2E1 - 2E2. Let V be a open neighbourhood 
of Q E F' n El. We can assume (ul, vl ,  y l )  forms a system of local coordinates on V. 
We cover rcl(v) by two open sets Vl, 1/2 with coordinates (ul,  wl, xl) and (ul ,  w2, x2), 
respectively, where 
211 = w1x1 = W2, y1 = w1= w2x2. 
Then S2 is defined by 
Thus it does not meet F. S2 n I1 is defined by u2 = yzv; + f l ( O ,  y2)y2v2 + f2(0, y2) = 0 
on U2, u1 = 1 + fI(0, wl)xl + f2(0, wl)x;;l = O on 14 and ul = 22, + f l ( O ,  w2x2)x2 + 
f2(0, w2x2) = 0 on 1% Further, S2nE2 is defined by wl = 1+ fl(ul,  O)xl + f2(u1, 0)x: = 
0 on If1 and w2 = xi + fl(ul,  0)x2 + f2(u1, 0) = 0 on 16. Since F T*F - El - E Z ,  
and since it does not intersect with S2, we have ws2 = 0s2( r*T) .  Then me can 
calculate the invariants of S2 as in 9.5. We have wZ2 = 3pg - 6, h0(ws2) = pg and 
IL ' (W~, )  = 0. Further, IlO(ws,) is in bijection with HO(W, O(T)). In particular, we 
have ~ ( 6 s )  = x(Os2). 
TVe assume that S2 is not norsnal and shoiv that this leads us to a contradiction. 
By Lemma 9.2, any multiple curve is contained in I1 U I2 because S2 does not meet 
F .  Recall that the singular points of C* are not infinitely near. Since T*T induces on 
each E,  a fiber of the natural map I ,  4 PI ,  we see that the possible multiple curve 
is E defined by u2 = y2 = 0 on U2 and ul = x2 = 0 on IT2. This occurs when fl and 
f3 vanish at x = y = 0 and f2 vanishes twice at that point. Let r3 : W3 ---+ 1V2 be the 
blowing-up with center E, and let S3 be the proper transform of S2 by r3. We denote 
by E3 the exceptional divisor. Then S3 is norlnal and ws, = O(r;r*T - 1 3 ) .  Thus 
If0(ws3) is in bijection with HO(W, O(T - {x = y = 0))). It follows IzO(ws,) = pg - 1. 
Since the minimal resolution of S3 is birational to S, this is impossible. Thus S2 is 
normal. 
Let w and S' be as in 9.4- Then w is obtained from W2 by contracting the curve 
- 
to the point [. If f2(0, 0) # 0, then S2 does not meet Z. Thus S' -. S2 has only 
RDP as the above calculation shows. On the other hand, if f2(0, 0) = 0, S2 is obtained 
fro111 S' by blowing up J. We show that J is a RDP on S'. Let a : X -. S2 be the 
minimal resolution. Since X is birationally equivalent to S, we have ~ ( ( 3 ~ )  = ~ ( ( 3 ~ ) .  
Then we see that S2 has only RDP by X(Os,) = ~ ( ( 3 ~ ) .  We in particular have 
w x  = a*ws2 = O(a*r*T).  Let E' be the proper transform of E by a. Then 
Thus E' is a (-2)-curve on X. Then, since S2 has only RDP, each irreducible component 
of a*, is a (-2))curve. This implies that J is a RDP on S'. Thus S' has only RDP 
and S is the nlinilnal resolution. 
In order to describe the canonical degenerate fiber, we let X : El -+ I' -. C1 be the 
restriction of to I1. This is the blowing-up with center &' n Lk and its exceptional 
curve E can be identified with the intersection I1 n E2. With these notations, S2(El is 
linearly equivalent to  X*(2Ao + 4I') - 2E. Thus it is the proper transform of a curve 
of arithmetic genus 2 with a double point. Since S2IE2 N 2A0 + 4r on E2 -. C2, it is 
an elliptic curve. 
Thus, in general, the canonical degenera.te fiber consists of two elliptic curves meet- 
ing at two points. The self-intersection nuinber of each curve is -2. 
9.7 We suppose that S* has the singular fiber of type 3). For any P E L,  we 
can take a small open neighbourhood U of P in TV with coordinates ( t ,  x, y), where t 
is as in 9.4 and (2, y) is an affine coordinate system on F, 2 p2 such that L is defined 
by x = 0. Then, on U ,  the equation (15) can be rewritten as 
where the f, = f;(x, y) are functions in x ,  y. Since L is a double curve, f2(0, y) is not 
identically zero. 
Let v : w -4 lV and S' be as in 9.4. We denote by El and F' the exceptional divisor 
and the proper tra.nsforrn of F,, respectivelgr. We cover u-'(U) by open sets U1, U2 
with coordinates (ul, vl, yl) and (u2, v2, y2), respectively, where 
Then S' is defined by 
We let I"/ : w --+ w be the blowing-up with center F' f l  E' and put T = v o fi. We 
denote by p,  El and E2 the proper transforms of F', 1' and the exceptional divisor of 
Y, respectively. Then El 2i C1 and E2 - C2. We have L2If1 = A,, EllE, N A. + 2r 
and FIE, = A,. Further, we can show EllE1 N -2A0 and E2jr., N -Ao - I?. 
Let S" be the proper transform of S* by 7. Let V be a open neighbourhood of 
Q E F' n &'. We can assume (ul, vl,  yl) forms a system of local coordinates on V. 
We cover I"/-'(V) by two open sets Vl, V2 with coordmates (wl, 21, yl) and (w2, x2, yl), 
respectively, which satisfies 
Then S" is defined by 
Thus St' does not meet p. S" n El is defined by uz = f2(0, 7 ~ ~ )  = 0 on U2 and xl = 
f2(0, y1) = 0 on 171. Further, S1'nE2 is defined by wl = xf + f l (O ,  yl)xl + f2(0, yl)  = 0 
on Vl and w2 = 1 + f l (O,  y1)x2 + f2(0, Y1)x; = O on V2. Thus S1' --+ S' is finite. 
We have S" w 7*(4T - (p, - 6)F) - 2E1 - 4E2. Since k w 7*F - El - 2L2 and 
since it does not intersect with S", we get ws11 w 7-*TJSII. Then we can calculate the 
invariants of S" as in 9.5. We have w:, = 3p, - 6, 1z0(ws1,) = p, and hl(wsll) = 0. In 
parti~ula~r, we have ~ ( 8 s )  = x(Os~l). We can show that S" has only isolated singular 
points as in 9.7. Thus S" has only RDP. Further, we see that S" is the normalization 
of S'. In particular, me have a holomorphic inap S -+ S". 
Since we have SlllEl 4 r  and S1'IE2 w 2A0 + 4 r ,  the canonical degenerate fiber 
D, consists of an elliptic curve R and 4 rational curves I , ,  1 i < 4, in general. Each 
I ,  intersects with R at  a point. Since &;s" = -8 and &$S'" = -2, each of them has 
self-intersection number -2. 
9.8 In order to show the existence of surfaces of type (s.3), me consider the 
surface S* in Pa,b,c defined by 
C Y ~ P  + = 0, (16) 
where 
with E = 0 or 1 according to p, is even or odd. We assume that the a;, P and 
Q are general. Let (X0,X1,X2) be as in the proof of Lemma 9.3. We put P = 
1 pij~:-i-jx;$ and Q = c q i j ~ i - ' - j ~ i ~ j  1 2  as in (14). 
By the argument found in [2, $21, we can show the following: 
i) Consider the linear system 14T - (p, - 4)FI. If 2a + 1 2 c, then its general 
member is irreducible and nonsingular. If a + c 5 3b + 1 and b < 2a + 1, then its 
general member is irreducible and has only RDP. 
ii) Consider the linear system 12T - ((p, - 6 + €)/2)FI. If b + c 5 3a + 2, then it 
is free from base points. If a + c 5 3b + 3, then its general member is irreducible and 
has at most singular points of type Al . 
In i) and ii), the singular points are on the intersection of the curve B defined by 
XI  = Xi2 = 0 and the fibers defined by pol = 0 and go1 = 0, respectively. Further, we 
remark that the follo~ving holds. 
iii) If a + c = 3b + 2, 3b + 3, then & is a fixed component of 14T - (p, - 4)FI. In 
this case, we ca.n write P = XzP1 with P' E H0(C3(3T - (p, - 4 - c)F)). The linear 
system 13T - (p, - 4 - c)FI is free from base points if b 5 2a + 1. Thus we can assume 
that ( P )  is a &visor with simple normal crossings. 
We show that S* has only RDP except for the double curve C, defined by a. = 
Q = 0, assuming that a + c < 36 + 3 and b < 2a + 1. Let ,$ be a singular point of 
S*\C,. Then i t  is contained in the set of singular points of (P) on ( Q ) .  
We first consider the case a +  c 5 3b + 1. Then, by i),  (P) has only isolated singular 
points on B. If 2a+1 > c, then we can assunle that (P) is nonsingular. If b+c < 3a+2, 
then we ca,n assullle that (Q) does not pass through singular points of (7'). Thus S* 
is nonsingular except for C, in these cases. So we can assume that 2a + 1 < c and 
b + c > 3a + 2. Then (P) and (Q)  contain B. The singular point J is a zero of pol. 
Put x1 = Xl/Xo and x2 = X2/Xo. Then, in a neighbourhood of B,  (xl, x2) forins a 
systeiil of affine coordinates on each fiber of T.  We take a local pa,rameter t of B at J. 
We can assume pol = t in a neighbourhood of [. Then we can rewrite (16) locally as 
Thus J is a RDP of type A,, for some ?a < 3, if we choose a,, p,,, q,, general. 
?57e next consider the case a+c > 3b+2. Let 7'' be as in iii). Since b 5 2a+ I, we can 
assume that (PI) meets transversely with B. If a = b, then Bsl2T - ((p, - 6+ €)/2)P I = 
8 and we can assume that the divisor (Xz) + ( P I )  + (Q) has only normal crossings. Thus 
J is a Al-singularity as (16) shows. If a < b ,  then goo = q10 = 0. Thus ( Q )  n (X2) = B 
and (Q) contacts (X2) at a generic point of B. Thus J E B. Then a local study as in 
the previous case shows that it is a RDP of S*. 
Remark 9.9 The singular fibers of type 3) are implicitly used in [I] to construct 
surfaces with pencils of nonhyperelliptic curves of genus 3. Note that we get a simple 
elliptic singularity of type E7 if we contract the curve R in 9.7. 
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lntrodnction 
Let ( V , o I  be a normal isolated singularity . If we cut V with a 
small real sphere centered at o , we have a real hypersurface N 
of V with a natural strongly pseudo-convex CR structure . 
Deformations of strongly pseudo-convex CR structures on R with 
dimRN25 were considered first by M.Kuranishi (cf. CKu31) in order to 
treat deformations of (V, 0 1  dif ferent ia l -geometr ica l ly ,  and were 
improved later by T.Akahori for N with dimRN27 (cf. CA11) . 
It is a natural question to ask whether the Kuranishi family of 
strongly pseudo-convex CR structures on H obtained in [All (also cf. 
CM11) actually induces the versal family of deformations of (V, 01 
(cf. [GI) . In the case of codh(V, 0123 , by CFI , the latter 
versal family is obtained as the maximal Stein completion of the 
versal family of deformations of its regular part V\o . 
On the other hand , realizations of deformations of abstract CR 
structures are one of basic interests of deformation theory of CR 
structures . Under some cohomological conditions , G.K.Kiremidjian 
has done such a realization as boundaries of deformations of the 
interior domain (cf. CKi 1,  2, 31) . But in order to approach the 
above problem , it is enough to consider embeddings of deformations 
of CR structures into deformations of a tubler neighbourhood of N . 
So the main result of this paper is the following relative 
version of T-Ohsaua's embedding theorem of a strongly pseudo-convex 
CR structure (cf. C01) : 
Theorem 2 .  Let N be a smooth strongly pseudo-convex compact reaL 
hypersurface of a compLex manifoLd X with d i m s 1 4  . Then the 
Kuraniahi famiLy of strongly pseudo-convex CR structures on H is 
reaLized as a real hypersurface of the formaLLy uersaL convergent 
family of deformations of X near H . 
Hence , a s  s t a t e d  above , we have  
Coro l lary . Let (V, 01 be a normaL isoLated singuLarity with 
dimc(V, 0114 and codh(V, 0123 . Let H=VnS with a sufficiently 
smaLL real sphere S centered at o . Then the Kuranishi famiLy of 
strongLy pseudo-convex CR structures on H is reaLized as a reaL 
hypersurface of the uersaL famiLy of deformations of (V, 01 . 
The e x i s t e n c e  of t h e  f o r m a l l y  v e r s a l  convergen t  f a m i l y  of 
d e f o r m a t i o n s  of X  n e a r  H (Theorem 1 )  was e s s e n t i a l l y  proved 
i n  PA2, 31 . We w i l l  p rove  Theorem 2 a s  a n  a p p l i c a t i o n  of a fo rmal  
d e f o r m a t i o n  t h e o r y  of  X n e a r  H Tha t  is , w e  w i l l  show t h a t  t h e  
v e r s a l  map from t h e  parameter  s p a c e  of t h e  f a m i l y  i n  Theorem 1 i n t o  
t h e  o n e  of  t h e  Kuran i sh i  f a m i l y  of CR s t r u c t u r e s  is f o r m a l l y  
i somorph ic  . The e s s e n t i a l  p a r t  of  t h e  proof is t o  c o n s t r u c t  t h e  
fo rmal  i n v e r s e  map by showing t h a t  t h e  Kuran i sh i  f a m i l y  of CR 
s t r u c t u r e s  on N is e x t e n d a b l e  t o  a formal  f a m i l y  of  complex 
s t r u c t u r e s  on a t u b l e r  neighbourhood of 1 T h i s  is a consequence  
i - 
of  t h e  isomorphisms H a ( Q ,  T ' x I ~ H ~  ( M ,  T P X I M I  f o r  S l . 2  , which was 
ab 
o b t a i n e d  i n  CY1 , where R is a t u b l e r  neighbourhood of  i n  X . 
The ar rangement  of t h i s  paper is a s  f o l l o w s  . I n  51 , we w i l l  
g i v e  a f o r m u l a t i o n  of d e f o r m a t i o n s  of  X n e a r  N . I n  52 , w e  w i l l  
a d j u s t  a rguments  i n  CA21, [A-KI and CKul, 21 t o  p rove  Theorem 1 . 
Though t h e y  t r e a t e d  o n l y  reduced  d e f o r m a t i o n s  , we w i l l  c o n s i d e r  
non-reduced ones  a s  wel l  by s l i g h t l y  modi fy ing  t h e i r  arguments . 
We w i l l  p r o v e  Theorem 2 i n  §3 . 
I n  more g e n e r a l  s i t u a t i o n s  d e a l t  w i t h  i n  CM21 , t h e  method i n  
t h i s  p a p e r  works w e l l  and Theorems 1 and 2 h o l d  . 
Some p a r t s  of  t h i s  work were done w h i l e  t h e  a u t h o r  s t a y e d  i n  SFB 
170 i n  G o t t i n g e n .  H e  would l i k e  t o  t h a n k  P r o f e s s o r  D r .  H.Grauer t  and  
P r o f e s s o r  D r .  H-F lenner  f o r  t h e i r  h o s p i t a l i t i e s .  H e  would l i k e  t o  
thank  P r o f e s s o r  D r ,  A .Fu j ik i  f o r  v a l u a b l e  d i s c u s s i o n s  i n  p r e p a r i n g  
t h i s  p a p e r .  
1. Formulation of deformations of a complex manifoad near a real 
hypersurface 
Let  X be a complex manifold wi th  dim$=Nz4 and N a s t r o n g l y  
pseudo-convex compact r e a l  hype r su r f ace  of X . We w i l l  cons ide r  a 
f u n c t o r  of deformat ions  of X nea r  H : Z M  : (Can1 -, (Sets) , 
where (Can1 denotes  t h e  ca tegory  of germs of complex spaces , given  
by 
SM( ( T .  01 1 ={  (5. XI  1 ( i 1 a complex space I . 
( i  i 1 a smooth morphism r r : %  -+ ( T ,  01 , 
( i  i i I r r - I  (,)=a neighbourhood of R i n  X I/- . 
where 5 ,  5 '  ' I  i f  t h e r e  e x i s t  neighbourhoods T I  and 4 ;  of 
Hxo i n  5 and 5 r e s p e c t i v e l y  and a complex a n a l y t i c  isomorphism 
X: 9i such t h a t  xPox=n . 
We may assume t h a t  t h e r e  e x i s t s  a smooth s t r i c t l y  
* IY- plur isubharmonic  f u n c t i o n  r : X -p (a,, b 1 , -m<a,<O<b <+- such  
t h a t  drgO on X . !Jag b={a<r(x)<b) i s  r e l a t i v e l y  compact i n  X f o r  
7Y 
any a,<a<b<b and H=(r(x)=O) . 
2 1 Because SH(Spec C l t l / ( t  ) ) = l j m  H ( U , B U 1  . and by LA-GI . 
U3H 
H I  (Q,, ,. €3) measures t h e  i n f i n i t e s i m a l  deformat ion  space  of YM f o r  
* 
any a,<a<O<b<b , where Q denotes  t h e  shea f  of germs of 
holomorphic v e c t o r  f i e l d s  on X . 
* Theorem 1. Under the above assumption and if a,<a<O<b<b , there 
exists a famiLy n:% -+ T of compLez manifoLds with x-' ( o l d a ,  and 
such that it gives a formaLLy versaL convergent famiLy for 9 for 
Nc 
any a<c<b . Where we denote Hc=(r(xl=c] . 
We w i l l  p r o v e  Theorem 1 i n  52 . 
2. Proof o f  Theorem 1 
* 
We fix a,<al<a<O<b<bl<b and an hermitian metric on X which 
is real analytic on a neighbourhood of Palb and equals to the Levi 
metric near 
"al, bl . We denote Q=Q a ,  b and Q =R 1 al,bl' 
In the first place , we will construct a versa1 family (in 
Kuranishi's sense) of complex structures of dm-class over nl , by 
means of the method in CA21 . As shown in CA31 , we are able to 
apply the method even to a (1,ll-convex-concave domain Ql . 
1 - Let r=dimCH (R1.TpXl and denote (tl=(t ~ , I E c ~ .  Let 
I' I1io, nl be a norm , between the Sobolev (m+ll-norm and the 
tangential Sobolev (0, ml-norm , introduced in CA21 . In CA21 , we 
obtained a convergent powerseries q(tl~d~"{t~, . . . ,  tr] . where 
O' denotes the completion of A'' ' (GI,  TtXl with respect to d m  
I' "io,ml -norm , such that 
(2.1) <p(Ol=O 9 
(2.21 if we denote by cpl it1 the linear term of cp(tl , then 
&~~(tl=~ and ql(tl spans H~'~(Q~,T*X) , 
(2.3) 3q(tl=0 on a neighbourhood of , 
(2.4) ~<p(tl-(l/2188MCq~(tl, q(tl I=o . 
Where M is the Neumann operator for a new boundary condition 
introduced in [A21 . We recall the properties of M which will be 
needed in our arguments (cf. CA21, Theorem 5.1) . 
(2.5) $ = H$ + (88+88)~$ , 
( 2 . 6 )  If $$=o and H$=O then $ = 3 3 ~ $  , 
where H is the projection onto the harmonic space H~ with respect 
to the new boundary condition , and 
( 2 . 7 1  H~ is naturally isomorphic to H ~ ' ~ ( H ~ , T ' X I  . 
Let h be a complex analytic map from a neighbourhood W of 
o e ~ '  into H~ given by h ( t ) = H [ q ( t l ,  q i t l l  , and T = ~ - ' ( o I  . 
Let ~ ( q ( t l l = ~ c p ( t l - ( l / 2 l [ < p ( t l , < p ( t ) l  . 
0 , 2  P r o p o s i t i o n  2.1. P ( ~ i t ) ) ~ 4 ~ ~  oaCsJ(Ol i t l , .  . . , t r l  where  
0 q 2  d e n o t e s  t h e  c o m p l e t i o n  o f  A ~ ' ~ ( z ~ . ~ ,  T - X )  b y  t a n g e n t i a L  SoboLeu 
' ( 0 ,  n~ 
( 0 ,  m) -norm . 
The following Lemma implies Proposition 2.1 by the Grauert 
Division Theorem (cf. [GI) . 
D+ 1 0  2  Lemma 2 . 2 .  ~ ( c p ( t ~  I E O  mod ( m  9 ,  I ,  t . . . , t f o r  
aLL p20 . 
P r o o f .  We will prove Lemma 2.2 by the induction on . For 
2  0 2  
p=1 it is clear because P ( q ( t ) I ~ r ~ e C $ ( ; I , ~ ~ [ t )  . 
P+ 1 0 r 2  [t] for ~ 2 1  .Assume that P ( q ( t 1 1  eO mod ( n  +aT, o ) @ @ ( o ,  
BY ( 2 . 4 )  , P ( q ( t 1 )  = ( 1 / 2 ) ~ 3 N [ < p ( t l ,  q ( t I  I - (1 /2 I  C c p ( t ) ,  c p ( t I  I . 
If we denote by $ ( t l  the canonical modulo of [ ~ ( t ) ,  ~ ( t )  1 nod 
0 9 2 ( n ~ ' ~ + 9  I [ t ]  by the Grauert division , then we have T ,  0 t . 
D+2 0 v 2  i t ]  . P ( p ( t ) )  ( 1 / 2 I B 3 N t ( t ) - ( 1 / 2 1 $ ( t )  mod ( 8 c  +YT, o I B C $ ( O ,  
Hence H t  ( t I  =O . Since $ [ c p ( t I ,  q ( t I I = 2 C P ( c p ( t I ) ,  q ( t I  1 , we have 
3$(t1=0 by the inductive assumption , Therefore we have 
$ ( t l = ~ ~ ~ $ ( t )  b y  (2.6)  . Q.E.D. 
By ( 2 . 3 )  and ( 2 . 4 )  , q ( t 1  satisfies an elliptic partial 
2 differential equation xi ,  j(8 q / 8 t i 8 t  .I + o q - ( 1 / 2 1 8 [ q 9  q I = O  and also J 
satisfies aq/t3t=0 , over a neighbourhood of 6xD , hence q ( t 1  is 
real analytic and depends complex analytically on t on a 
neighbourhood of QXD where D is a neighbourhood of 0 in C' . 
P r o p o s i t i o n  2 . 3 .  T h e r e  ex i s t s  a f a m i L y  o f  c o m p L e x  r n a n i f l o d s  n:5  4 
T u i t h  n - 1 ( 0 1 4  a n d  u i t h  a reaL a n a l y t i c  i s o m o r p h i s m  C : Q x T  -t 9 
such t h a t  ( i l  C I Q x o = i d X ~ n  .
( i i l  G i s  a c o m p L e x  a n a l y t i c  map  w i t h  r e s p e c t  t o  t h e  c o m p l e x  
structure on RxT d e f i n e d  b y  q ( t 1  , 
( i i i l  G i s  c o m p L e x  a n a L y t i c  on pxT f o r  e a c h  f i x e d  pGR . 
Proof. By ideal-theoretically improvement of the argument in the 
proof of Proposition 7.3 of CKu21 , we can obtain a collection of 
families of local charts . BY the same argument in the proof of 
Proposition 1.3 of CKull using the Grauert Division theorem instead 
of Lemma 1 . 3  of CKull , we have an analytic space 9 by patching 
these local charts together . Q.E.D. 
Next we will show that this family n:6 + ( T , o )  is a formally 
versa1 family for B for any a<c<b . 
Me 
Let a<a2<c<b2<b and R2=Ra2, b2 Then , b y  the same 
arguments in 53 of CA-KI , slightly modified with the Grauert 
Division Theorem (cf. CG31 and relying on the isomorphism 
i - H ~ ( G ~ , T ' x )  - H ( R 2 . T ' X )  for i=1 .2  (cf. CHI Theorem 3 . 4 . 8 )  , we have 
P r o p o s i t i o n  2 . 4 .  Let (T, 01 and q(t1 be as constructed above . 
If nr :%' -t is, 01 be a famiLy of compLex manifoLds with xr-l (01x 
neighbourhood of P2 . Suppose a aorphism a": S + T and an 
Ir " 
embedding g": fi xS -+ $ 'x  S are given for some "20 
2 Ir s " satisfying 
(11 p;0gP=p2 and 
" 
I.L+ 1 1e A' * ' iunZ?i2,, T8X1 [[sll for (21 (3-9 (aP ( s ~  1 1 (st ogP (z, s1 1 E (ns +aS, , 
any charts (U, z1 of X and ' ( 5 ,  S 1 of 4' , where P; and 
P2 denote projections onto the second factors . Then there exist 
extensions a "+I. 
. S"+l + T "+ 1 and g"" : i i p ~ ~ p + l  -3 T ' X  S S "+1 
satisfying (lip+l and (21 p+l . Where by subscript we denote the 
infinitesimaL neighbourhood of order p . 
We will now show that Proposition 2.4 implies the following 
formal versa1 i ty of A:$ + ( T ,  01 . 
P r o p o s i t i o n  2 . 5 .  Let A :  + T 01 be as in Proposition 2.3 and 
n :  + S 01 be a falniLy of cosrpLez nanifoLds with nr-l ( 0 1 ~  
neighbourhood of Nc . If a lnorphisln a": SH + T and an " 
isomorhisln H": SLjxSSp + ilxTSp are given for some 0 where ffi 
and are neighbourhoods of M,xo in 3' and i respectiueLy , 
f l + l .  then we have extensions a . Sp+l + T and H"": f j ~ ~ S ~ + ~  + 
"+ 1 
'2x~s~+1 Where 6; and S2 are snaLLer neighbourhoods of Hcxo 
in 4 and 6' respectiveLy . 
~ ? o o f .  We may assume that R2ko c . Let c"=(H'I-~ and 
g L = ~ ' ~  (a") * (C - l . where (a") *G is the real analytic I Q,xT 
isomorphism QxS" -+ 5 x 9 "  induced from G in Proposition 
2 . 3  via a" . Then . by Proposition 2 . 4  , we have extensions 
ci " + I .  
. 1 -+ T "+ 1 and g"+l : R2xsP+ -3 T'xsSp+l satisfying ( 1  1 "+ 1 and 
(2)"+1 of Proposition 2 .4  . 
Let [ai, ( C i 9  tl ) , , 5 1 ) and [ui, z i )  be systems of 
local charts of % 5 and X respectively and assume that 
b i = f . - ( 5 - , t I  on Uin41- . ? , i = h . . ( 5 ' - . s l  on Uin'U- and x i = ? - - ( z . l  
t 3  3 3 %.I  9 a t a  3 
on U i n U .  . We denote g i ~ C ( z . , t l = ~ . ( z . , t I  .3 t t t  
Suppose that the isomorphism G" is given by 5t=G;(bi.  s) . 
Let x i l u + l ( s l  be a homogeneous polynomial of s of degree p+1 
. . 
given as the canonical modulo of gi 
"+2 mod mS +YS,  in A ~ ~ ~ ( u ~ ~ G ~ ,  T'Xl ( is l l .  
P r o o f .  3xi p + l  (sl z 
tB-q(a"+' (91 I ~ g ; + l  (SI- tac'f/ar, t t . I  (3-q(afifl (SI 12 .  t t  ( z  ., a'"*' (SI I 
+q(ap+' (SI I X  . (sI E 0 mod mS w+2 +YS, . Q.E.D. 
t l f i f l  
Let G .  %l"+l  ( ~ I = x ~ ~ ~ + ~  (SI =G: (SI +ci "+ (SI I and Gi 
Lemma 2 . 7 .  fi+ 1 c ' + ~ = { G ~  (9) ) is a hoLolnorphic m a p  f roln iaxTSpcl 
into ijxSS1l+l where ?L2 is a smaller neighbourhood of Hcxo . 
P r o o f .  L e t  ED+'  is) be t h e  c a n o n i c a l  modulo of  i j  
P+ 1  '+2 
"+ ' ( f -  . ( < - , a ' S 1 ( s I I , s l - h .  . ( G .  1 5 . , s l , s l  mod ns 
'i 2.1 3  t.7 J 3  i n  
CO (U .nu .nQ2, 01 [SI I . 
t d  
-p+l  fi+ 1  Then - (2 z , a s 1  g z , I - h  - g - (z ., s l ,  s l  0 
"ij a a t d  L a  3 I 
mod sr:j2+9 S,  o  - 
ll+ 1  L e t  D=(ord(h l  1 hens +aS, . Then . 
(vl  (vl  1  s i n c e  8:51i5 s l = I  f . .  ( < - I s V  w i t h  4.. ( z - I E C  ((UinQ2),01 a n d  j' v ~ D  t a t a  a 
(vl  '+2 4 - -  ( z . + o ( ~ l l s ~ z 0  mod ncs 
+fSv0 , V ~ D  t 3  a 
(vl  w e  h a v e  4 . . (z -1 =0 by i n d u c t  i o n  on I v  ( , where o  ( s I  is a term of t a  3 
o r d e r  g r e a t e r  t h a n  z e r o  w i t h  respect t o  s . 
-p+l  Hence z i j  (< ., s l  e 0  mod np +2 3  s CJ Q.E.D. 
Hence we have  a n  e x t e n s i o n  cpfl of cp . I t  is c l e a r  t h a t  
( G ~ + l l  -1 is a n  e x t e n s i o n  of H' , 
T h e r e f o r e  P r o p o s i t i o n  2 .5  and Theorem 1  are proved . 
3. Proof of Theorem 2 
L e t  rr:5 + (T. 01 be a f a m i l y  of  complex mani fo lds  wi th  x-l(o1S i n  
52 and  (o(s1, (S,o)1 t h e  Kuran i sh i  f a m i l y  of CR s t r u c t u r e s  on PI 
w i t h  s(ol=O o b t a i n e d  i n  [All o r  EM11 . Though w e  t r e a t e d  i n  CM11 
o n l y  r educed  p a r a m e t e r s . ,  w e  can improve t h e  argument by t h e  same way 
a s  i n  t h e  proof of P r o p o s i t i o n  2.1 . 
BY t h e  same argument i n  [A-MI , improved w i t h  Graue r t  D i v i s i o n  
Theorem , we have a holomorphi c map R : (T, ol + (S, 01 and a 
k C -embedding g:Hx(T,o1 + 5 . 
Hence Theorem 2 w i l l  be reduced  t o  t h e  f o l l o w i n g  P r o p o s i t i o n  . 
Proposition 3 . 1 .  8 is an isomorphism . 
Proof. I n  o r d e r  t o  prove t h i s  p r o p o s i t i o n  , i t  is s u f f i c i e n t  t o  
show t h a t  8 induces  a  formal  isomorphism . 
On !I , w e  have  a d i r e c t  sum decompos i t ion  a s  c ~ - v e c t o r  
bund l e s  ; CTM=CF+"TP+'T" where "Tr=T'XI#CTH . "TW=T"X nCTW and  I N  
F is a r e a l  l i n e  bundle  . We d e n o t e  CF+"T' by T' and 
( P '  by s where p':CTXIN+TpXIM is t h e  p r o j e c t i o n  . 
We d e n o t e  by t h e  same symbol t t h e  compos i t ion  of  t h e  
r e s t r i c t i o n  map TpXl + Ab ma, b9 O' q i ~ ,  T'X 1 and t h e  map In 
O' ' ( M .  T'X + A;' '(H. T'l induced from t h e  above bund le  Ab 
ry. 
isomorphism t . where a,<a<O<b<b (cf. CAk21 p. 319) . 
* 
Lemma 3.2. For any a,<a<O<b<b , T induces an isomorphism 
Proof. By the same arguments in pp. 81 and 82 of CYI , we have 
/ l 0 y q  - , T ~ X )  2 ~9 ( N .  T * X  I (1<q<n-2) . ('a, o ab I M 
Since the bundle isomorphism r : T p X I M + T '  induces the isomorphisms of 
0  q 0 ,  q cohomologies H-' (M,T 'X  I -  ( H , T ' l  , we infer the lemma from 
ab I N  - ab 
Theorem 3 . 4 . 8  of CHI . Q.E.D. 
We note that Lemma 3 . 2  implies that B 
I T 1  
is an isomorphism . 
Suppose that R'=B :T  S is an isomorphism for '21 . I ' ' 
We recall that g ( t l  is represented by a formal power series 
g .  ( t l  EAO" toin!.!, T p X l  [ [ t l l  for each local charts (Ui,  ( z i l  1 of X 
2 
and , , 1 of I respectively ( cf . [A-MI s 3 )  . Let g" be 
the embedding HxT' + 4x T induced from g  . T  ' 
Since the sheaf of differentiable sections of T'X vanishing 
on N is a fine sheaf , we can extend g' to an embedding G': (a 
neighbourhood of a3=aa3, b3 1x7 + Px T  for some a<a3<0<b3<b . 
I-L T  ' 
Let € J P ( t l  be a family of complex structures over the neighbourhood 
of P3 induced from the complex structure of I via the embedding 
' . Let q p ( s 1  be a A'' ' ( P ~ ,  T ' X )  -valued polynomial of s of 
D+ 1  degree p given by ~ " ( s 1 6 6 ' ( ( B " I - ~  ( s ) )  mod ns . Then we have 
'+ 1 ( 3 . 1 )  ~ ( q ' ( s l l ~ 0  modn, +aSto 
' 
in A ' ' ~ ( P ~ ,  T ' X ) [ [ S I I  , and 
'+ 1 ( 3 . 2 )  r q P ( s l - w ( s 1  modecs in Ab 
' 
O 9  ( N ,  T ' )  [ [ s l l  . 
Let Eq be a subbundle of T ~ @ A ~ ( ' T " )  * such that 
Q ( N .  ' T . 1  ] and 6 q = ( q ~ ~ 0 '  ' ( G 3 .  T p X )  I r (H,  E I = { ~ E A ; '  ( N ,  " T p  I 1 a b o ~ ~ b  
rqET  ( N .  EqI ) (cf . CAR1 I Proposition 2.1  and CAk2I p. 3 2 3  
respectively 1 . 
0 , l  - Sublemma 1 .  L e t  qEA (R3.  T ' X )  a n d  w an a l m o s t  CR structure o l i  
N i n d u c e d  f r o m  t h e  a l m o s t  c o m p l e x  structure q o n  G3 . T h e n  
q O ~ I  i f  a n d  o n t y  i f  ~ E A ~ * ~ ( ' T ~ )  N o r e o v e r  zq=s . 
P r o o f .  Since w ~ " c ' P ~ " ~  I M  ' 21-01 ( u I  E'T" x I H for UE'T" . If we 
denote by p' and p" the projections from C T X I N  onto T P X I M  
and T " X l n  respectively , q(u-p"o(uI)=p'o(uI . Since r ~ ' ~ ~ , = i d  , 
0 9 1 ( 0 T p ~  A 1 " ~  if and only if wEAb If # E n b  0 9 1  ( o T , )  , then 
q(uI=w(u) for UEOT" . This implies tcp=s . Q.E,D.  
Let P ( q )  and P b ( o )  denote the integrability conditions of an 
- 
almost complex structure cp on R g  and of an almost CR structure 
s on H respectively (cf. CA21 Definition 2.1 and CM11 (1.2) 
respectively 1 . 
In the followings , by a subscript T'X (resp. T' , "T" and 
CF 1 we denote the projection onto T'X (resp. T' , "T" and CF 1 . 
Subiemma2.  If q ~ e 6 ~ .  then rP(rp)=Pb(rrp) - 
P r o o f .  I f  r q f r  ( M ,  E l  I w e  have  
rP(9) (u ,  V )  = ( T ~ ( P )  (u ,  U ) + T  ( [ q  ( u )  9 9 ( 0 1  l T r X ) r C  B lTIf X + [ ~  (u)  9 v l T f f X )  
f o r  u, v€r  ( N ,  "T" I . ( C f .  CAk21 D e f i n i t i o n  2 . 1 . )  S i n c e  e(ul 
and p(vl a r e  i n  T I  w e  have  r ( ~ p ( u l , ~ ( ~ I l ~ , ~ l = ~ ~ ( u l , r p ~ v l l  . 
On t h e  o t h e r  hand Pb(rq) (u ,  V I ' $ ~ T ' P  (a ,  V I  +[rq tul . raivl I T .  
-rq ( [ u ,  re ( v )  I .  T,,+ irp (u )  , vl . T.f I -re ( [ r e  ( u I  , rv.(v) 1 T.1 I f o r  U, v 
€ r ( N , " T n l  . S i n c e  q(ul and <p(vl are i n  r ( N , " T r I  w e h a v e  
P b ( T P )  ~ U , U I ' $ ~ T ~ ( U ~ V ~ + [ ~ ( U ) ~ ~ ( U ~ I - ~ ( ~ U ~ C ( V ~ I O ~ ~ ~ + ~ ' P ( ~ ) ~ ~ ] ~ ~ ~ ~ ~  
0 9 1  ( O T . )  NOW , s i n c e  - c e ~ A ~  w e  h a v e  Sbrq iu, V I  = [ p  ( a ) ,  v lT .  +[u. e tvI I T  
-rp([u, v ] )  . S i n c e  $ b ~ e  (u,  V )  ( N ,  O T P  [ Q  ( 1 ~ )  7 v I C F + [ ~ ,  ' P ( v )  ICF=O - 
Hence lcp(uI, v ~ ~ ~ ~ ~ + [ u , v ) ( v ~ ~ ~ ~ ~ ~ = ~ ~ ( ~ ) ,  v l oTr<  + [ u , v O T ,  . Thus w e  
have  rP(q) (u ,  v)=Pb(rq) (u ,  vl f o r  u, v E T ( N ,  ' T "  I . Q . E . D .  
A s  was shown i n  t h e  proof of  Theorem 2 .4  of [All , f o r  any 
~ E A ; ' ~ ( C F I  . w e  have  a OEA; ' " -~  (OT ' I  s u c h  t h a t  a=tBb~lCF . Hence 
w e  have  
Sublemma 3. Let B' b e a  f in i ted imens ional  subspace o f  A ~ * ~ ( C F )  . 
0 9 q - 1 ( 0 ~ ' l  and 5 : ~ '  + 5q-l= Then ue have Linear maps 0:B '  + Ab 
- 0~ sa t i s f y ing  ( 1  ) ' 0 = ( ~ ~ 0 ( m l  I C F  {qaAO ( G 3 ,  T F X l  I r ( p l  €Ab and 
( 2 )  r3=0 . 
S u b l e m a  4. Let B be a f i n i t e  dimensional subspace o f  
A'' ' t ~ l ~ ,  T ' X )  . Then there e x i s t  Linear maps p :  B -t 6 and Q 
Pb :r(Bl + T ( N ,  E l sa t i s fy ing  (11  plBn6q Q =id * P b I r ( ~ l n ~ ( ~ , ~ q l  
= id  and ( 3 )  rp=pbr . 
P r o o f .  L e t  B " l t B 1  CF 4 and B&+ ( S b r ~ )  CF ' Then , by sublemma 
- 
3 , we have  l i n e a r  maps Q i : B ;  -+ ? -  0 , i - 1  2-1 and B . : B t  -+ Ab t t  ( " T ' )  
s a t i s f y i n g  ( 1 )  and ( 2 1  of sublemma 3 ( i = q ,  g + l )  . I f  w e  se t  
p  ( 9 )  =rp-$3 ( ( r p I  C F )  -9 ( (abrqI C F )  and 
¶ 4+ 1 
P ~ ( W I = ~ - G  be Q ( c o ~ C F ~ - ~  4+ 1 , t h e n  i t  is c l e a r  t h a t  p ( q ) E &  . q 
p b ( a I ~ r ( H , E  I and s a t i s f y  ( 1 1 .  (2) and  ( 3 )  . Q.E.D. Q 
L e t  D = { o r d ( h l  I h e y S ,  ,) and A b e  t h e  r e d u c i n g  sys tem of  D . 
Then w e  have  a  sys tem of g e n e r a t o r s  Of y ~ ,  0 w i t h  t h e  
CI form h (sI=s +ga ord (g , )>a  . By t h e  G r a u e r t  D i v i s i o n  Theorem ( c f .  a 
[ G I )  . f o r  any f ( s I ~ A [ [ s I l  t h e r e  e x i s t s  a  u n i q u e  r=IveD r ~ " E A T C S I I  
s u c h  t h a t  f (sI -r (sI € f S ,  o @ A [ [ s l  I , where A  d e n o t e s  a  C-module . 
fl  8  s I By ( 3 . 2  1 , we have ra ( s )  -a (sI=ICIchaa ( 3 )  h ,  ( 3 )  '2 I I I 2p+ I ,  I ~ D  I 
f l  
where a a ( s I ~ ~ ~ 9 1 ( ~ p I f ~ ~  and B ~ E A ~ ~ ~ ( T ' I  . L e t  B  b e a f i n i t e  
d i m e n s i o n a l  s u b s p a c e  of A'' (n3, T ' X I  which c o n t a i n s  a l l  
c o e f f i c i e n t s  of qp(s1 and s u c h  t h a t  r ( B )  is g e n e r a t e d  by t h e  
c o e f f i c i e n t s  of rqP(sI . a(s I  . a,(sI of  degree less t h a n  p+2 
and B I  f o r  I 1  . B y  sublemma 4 . w e  have  l i n e a r  maps 
p : B  + and p b : r ( B )  + T(M,  E l )  s a t i s f y i n g  ( 1 ) .  ( 2 )  and ( 3 )  of  
sublemma 4 . 
I f  we se t  $ " ( s I = p ( q ~ " ( s I  I , t h e n  $ ' ( S I E & ~  [s l  and s a t i s f i e s  
I-I 8 ' s 1  ( 3 . 2  I; r f  ( s l  -a ( s I  -IaeAa& ( s I  ha (31 -2 I =p+ l ,  I 
E ~ " ' ~ @ A ; '  ( T ' I  [ i s ] ]  where a & ( s I E T ( H ,  E l )  [ s l  and 8 jET.(M, E l )  
S 
M P+l Also by ( 3 . 2  1 , w e  have  (rq (s) C F ~  (as 
I-I 
O"(CFI [[sll and +'s, ~ ' " ~ b  
P P+ 1 (sbrq IS) 1 CFE (aS +as, ~ @ A ~ F ~ S I I  . H e n c e b y  t h e d e f i n i t i o n  
of P and pb , P+ 1 w e  have  $" (sl-q" (sl  E (ns +aSl I @ A ~ ' ~ ( G ~ , T ' X ~ [ ~ ~ I I  . 
Hence by (3.1) , w e  have 
P 
I-If 1 P($'(sI 1 ~P(q"(s1 1 S O  mod (as +aS, l ~ ~ ~ ' ~ ( ~ ~ , ~ ~ ~ l ~ ~ s l l  . 
S i n c e  P($"(S) 1 ~ 6 ~ l s l  , by t h e  same argument  a s  above , we have  
P 3 . 1  * P($ ( S I ) = ~ ~ ~ ~ ~ C ( ( S I ~ ~ ( S I ~ Z ~ ~ ~ = ~ + ~ ,  I g D  Y'S I I 
c1 
TrXl [[sll , where b~(sl~6~[sl and yj€b2 . 
S 
Lemma 3 . 3 .  There exists an extension $"'I (sl of $"(s1 
satisfying (3.11;+1 and 13.21' p+1 ' 
Proof. L e t  (s) be an 6 - v a l u e d  homogeneous polynomial  of s 1 
of d e g r e e  p+l s u c h  t h a t  is t h e  c a n o n i c a l  modulo of  
r$" is) -m (s1 mod a:' 2+.9 S, 0 - Then by ( 3 . 2 ) '  we have c1 
$;+1(~1~61~sl . 
L e t  p; ,  (sl b e  t h e  c a n o n i c a l  modulo o f  P($"(sI +$L+~ (sl 1 
Pt2+as, mod as . Then , by (3.1)' and  s i n c e  ( t h e  c a n o n i c a l  modulo 
" 
of  P (I" (s) +$;+ (s) l mod as 1 = ( t h e  c a n o n i c a l  modulo o f  
P+2 P ($"(sl) +s$;+ (s1 mod as $as, 0 1 = (The  c a n o n i c a l  modulo of  P($"(s)l 
"+2 mod as +aS, o)+8$;,l (s) , we have p;+l€62[sl . 
Since $ ~ ( $ " ( s l  +$;+l (s1 1  = - i ~ ( $ " ( s l + $ *  (s I  I ,  $"is1 +$;+l (s) 1-O 
"+ 1 
mod m E + 2 + ~  S ,  o in A ~ * ~ ( ~ ~ ~ , T ~ X ~ ~ [ S I I  , we have 
( 3 . 3 )  B P ; + ~ ( S I = O  . 
By Sublemma 2 and the definition of $ t l s l  , we have 
"+2 r p  ($" ( s l+$ '  (s) 1  nPb (a ( s l  1  mod ms 
"+ 1  +Js,  0 in r (M,E21[[s l l  . 
Hence we have 
( 3 . 4 )  t p '  (sl=O , 
"+ 1  
Now we consider a subcomplex (go'  ', a1 of TFX-valued 
3-complex . ~ e t  go '  '={~EA'' '(a3. T ~ X )  I sq=0 on M )  . 
Then Lemma 3 . 2  imp1 ies 
( 3 . 5 )  H ~ ( ~ ~ " I = o  for 2 ip in -2  . 
Hence , by ( 3 . 3 )  , ( 3 . 4 )  and (3 .5)  , there exists 
(SI E B O  ' such that a$;+l (s) = -p i i l  ( s l  . 
Hence . if we set $"+' (sl=$" ( s )  +$' s + ( 1  then $"+I ( s l  
"+ 1  
satisfies ( 3 . 2 ) '  
"+ 1  and 
"+2 ( 3 . 6 )  P ( $ " + ~ ( s ) ) = P *  ( s I + B $ L + ~ ( s I = o  mod ns +PSVO 
"+ 1  in S2CCsll . 
Hence we infer ( 3 . 1 1 '  
fl+ 1 from ( 3 . 6 )  . Q.E.D. 
Lemma 3.4. T h e r e  e x i s t s  a f a m i l y  of compLex man i fo lds  a' :d' -r SM+] 
a s s o c i a t e d  w i t h  t h e  f a m i l y  $'+I ( s I  of c o ~ n p l e x  s t r u c t u r e s  and s u c h  
t h a t  d ' x  S - 4 x S where % I  is a neighbourhood of 1 x 0  
Sfl+ 1  " 1 Tfl " 
Proof. First , we will show the existence of families of complex 
charts . Let (v,] be a refinement of {ui] with McVVVvd3 
and such that V, is holomorphically equivalent to a polydisc in a 
complex Euclidean space . Let z!(sl be the polynomial part of 
l l s  of degree less than or equal to fi . Since 
2. 
ll+ 1 ap(~l -$'(s) mod ms +YS, in A' (a3, TrXl [[sll we have 
'+ 1 ( 3.7 tB-$'(s~ 1 z: is) EO mod mS +as, in A~'~(U~,T~X)[[SII .
ll 
Let (sl be the canonical modulo of -(B-$'+' (sl 1 zy(s1 
mod m ~ + ~ + f  S, o in A ~ ' ~ ~ U ~ , T * X ~ ~ [ S I ~ .  Then tp+l(~l i s a  
homogeneous polynomial of s of degree ,u+1 . and BtH+l(s~=~ because 
B ($-$'+I (sl 1 Z:(SI P($'+' (sl ) z:(sl mod mS by (3.7) I.r . 
Since Vv is a polydisc , there exists z 
v l CLfl (8) such that 
1f we set z~+~(s)=z! (sl+z (31 then we have ( 3 . 7 )  
'+I - t (v) vlll+l 
Next , We obtain a family A * : % ~  -+ S f i + l  associated with 
$I1+' (sl by the same argument as in the proof of Proposition 2.5 . 
5'xS Sp& x S follows from $"(slq'(sl mod as P+ 1 +%, o in 
'+ 1 1 Tll II 
A' (n3, TrXl [ [ s l l  . Q.E.D. 
By the formal versality of A :  + T ,  01 for ?N . we have an 
CL+ 1 extension y :Sp+l-+ Tp+l of y'=(bfll-l . since up+' oBpC1zyl QB1sl 
mod n: and 8 ~ + l o y ~ f l =  -81 oy 1- =1 mod ns , is i~omorphic . 
This completes the proofs of Proposition 3.1 and of Theorem 2 . 
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CohomoBogicd Criterion sf  NaamericaHy EEectivity 
Atsushi Moriwaki 
Let X be a d-dimensional non-singular projective variety and L a divisor on X.  Then, if L is nef and 
big, by Kodaira-Kawamata-Viehweg vanishing Theorem, Hi(X, Ox(L+ Kx)) = 0 for all i > 0. In this note, 
we consider an inverse problem of the above Theorem. 
We fix our situation. Let X and L be as above. We assume that L is big and there exists a very ample 
divisor A such that for any general member B E IAl, LIB is nef on B. Then, we have 
dm H Z  (X, Ox (Kx + mL)) 
Theorem If lim sup = 0, then L is nef. 
m--too md 
We start the following claim. 
Claim 1. H i ( x ,  Ox(Kx + mL)) = 0, for m > 0, i > 1. 
We take a general member B of IAl such that LIB is nef. Consider the exact sequence 
By applying Kodaira-Kawamata-Viehweg vanishing on B, 
for i > 1, j > 0. Hence Serre vanishing implies our claim 1. 
Let C be an irreducible curve on X and I the defining ideal of C. We must show (L C) 2 0. 
China 2. To show (L - C) 2 0, we may assume C is non-singular. 
There is a sequence of blowing-ups 
f -  
such that Xi-tX;-l is a blowing-up at some point of Xi-1 and proper transform Ck of C by f k  0 . 0  fl is non- 
singular. Let C; the proper transform of C by fi - - f l ,  L; a pull-back of L by fi - . . fl and E; the exceptional 
locus of fi. Then, since Kx, + mL; = f;+(Kxi-, + mLi-1) + (d - 1)E; and ~ j ( f ; ) , ( O ~ , ( ( d  - 1)E;)) = 0 
for j > 0. Therefore, we get H1(X;, Oxi(Kxi + mL;)) E H1(Xi-l, Oxi-l(Kx,_l + mLiU1)), which implies 
claim 2. 
We set C, = Spec(Ox/Ia+l). Considering the exact sequence 
and claim 1, we get the inequality 
Hence, 
- 
X(C,-l, Oc,-, (Lx + mkL)) dim H1(Ox(Kx + mkL)) dim H 2 ( 0 x ( ~ x  + mkL) 8 Im) 6 + 
md md md 
Taking superior limt of the above inequality, we obtain 
X(C~-I,OC,_, (Lx + mkL)) dim H~(OX(KX + mkL) @ I") 
- lim 5 lim sup 
m+w md m+w md 
Claim 3. lim ~ ( c ~ - l , O c ~ - ~ ( L x + m ~ L ) )  -- k(L.C)  deg(Il12) - 
+ d! m+w md (d - I)! 
Considering the exact sequence 
o - s ~ ~ ~ ( I / I ~ )  @ Oc(Kx + mkL)+Oca (Kx + mkL)+Oca-,(Kx + mkL)-0, 
we have 
m-1 
x(Cm-1, (Kx + mkL)) = C x(syma(I/IZ) @ OC(KX + m")) 
a = O  
m-1 
= x { r a n k ( ~ ~ m " ( ~ / I ~ ) )  (Kx +mkL . C) + deg(syma (1/12 ))I 
m-l 
a + d - 2  a a + d - 2  ( d - 2  (Kx + m k L - C )  + - 1 d - 2  ) d e g ( ~ / ~ ~ ) } -  
Hence, by easy calculation, we get claim 3. 
Claim 4. There exits a constant M such that M is independent of k and 
d dim H 2  (Ox (Kx + mkL) @ Im) < M - m . 
Take a general member B of IAl such that OB @ Im = p y  - - - p T  for all m > 0, where pl, - - . p ,  are 
maximal ideals of OB. Set P = pl - - -p,. Let g : B1+B be a blowing-up by ideal P and 1;'s exceptional 
set of g. There is a constant T such that Tg*(A) - C 1; is ample on B1. For i > T(m - d + 2), since 
*(KS + (% - 1)A+mkL) - Edi = Kot + (m - d +  2)(Tg*(A) - E l ; )  9 \ 
+ (i - 1 - T(m - d + 2))g*(A) + mkL 
and 
(m - d + 2)(Tg*(A) - C 4 )  + (i - 1 - T(m - d + 2))gf(A) + mkL 
is ample, we get 
H'(B', OBf (g* (KB + (i - l )A + mkL) - x ml;))) = 0. 
Hence the above vanishing and Rg,O(- C ml;) = Pm imply 
H'(B,OB(KB + (i - l )A+mkL) @ Pm) = 0 for all i > T(m-  d +  2). 
From the exact sequence 
O-OB(KB + (i - l )A + mkL) @ P m - - + O B ( K o  + (i - l )A + mkL)-Om(pl+...+pr)-07 
we obtain the surjective homomorphism Ho(Om(pl + - - - +p,))+H1(B, OB(KB + (i - l)A + mkL) @ Prn) 
and H2(B7 OB(KB + (i - l )A + mkL) @ Pm) = 0 for i > 0. Therefore, the exact sequence 
O+Ox(Kx + (i - l )A  + mkL) @ Im+Ox(Kx + iA + mkL)+OB(KB + (i - l )A + mkl) @ Pm+O, 
implies an inequality 
T(m-d+2) 
dimH2(X, Ox(Kx + (1: - l )A + mkL) @ I m )  5 dim H ~ ( u ~ ( ~ ~ . . . + ~ , . ) ) .  
i=l 
Thus, we get claim 4. 
By claim 3 and 4, we have an inequality ------- k(L C, - deg(I/12) < M .  Since k is arbitrary positive (d - I)! d! 
integer, (L - C) must be non-negative, which proves our Theorem. 
On Finite Galois Covering Germs 
Makoto Namba 
Dedicated to Professor Shingo Murakami on his sixtieth birthday 
Introduction. We denote by cn the n-th Cartesian product of the 
complex plane C. Let W = (W,O) be the germ of open balls in en with 
the center 0 = ( 0 , o . -  ,0). A finite covering germ is, by definition, a 
germ : X---+W of surjective proper finite holomorphic mappings, where 
X = (X,p) is a germ of irreducible normal complex spaces. 
Every normal singularity (X,p) has the structure of a finite covering 
germ K : X 4 W ,  (see Gunning-Rossi[4]). 
Finite covering germs were discussed in Gunning[3] from the ring 
theoretic point of view. 
In this paper, we introduce the notion of finite Galois covering 
germs and prove two basic theorems (Theorems 2 and 3 below) on it. 
1. Some definitions. Let M be an n-dimensional (connected) complex 
manifold. A finite covering of M is, by definition, a surjective proper 
finite holomorphic mapping 7l : X -My where X is an irreducible 
normal complex space. Let x : X d M  and ,U : Y+M be finite 
coverings of M. A morphism (resp. an isomorphism) of 7L: to p is, by 
definition, a surjective holomorphic (resp. biholomorphic) mapping (P : 
X-Y such that /Uy = K. We denote by Gz the group of all automorphisms 
of X and call it the automorphism group - of X.  Gx acts on each fiber 
of x. 
A finite covering 7~ : X-M is called a finite Galois covering 
if G,: acts transitively on every fiber of 7L. In this case, the quotient 
complex space X/Gq (see Cartan[l]) is biholomorphic to M. 
For a finite covering 7~ : X-M, put 
R R  = { p EX 1 R is not biholomorphic around p , 
Bx = K ( R K )  - 
1 
They are hypersurfaces (i.e. codimension 1 at every point) of X and My 
respectively and are called the ramification locus and the branch locus 
of 7C, respectively. 
-
Let B be a hypersurface of M. A finite covering x :  X-M is 
said to branch at most at B if the branch locus Bx of 7L is contained 
in B. In this case, the restriction 
rr' x - TC'(B)-M - B 
of 7 C  is an unbranched covering. The mapping degree of is called the 
degree of 76 and is denoted by deg X. 
By a property of normal complex spaces, we have easily (see Namba[5]) 
Proposition 1. (1) G x e  G7L' naturally. (2) 7L is a Galois covering 
if and only if ;rL' is a Galois covering. 
Corollary. #GX & deg X ,  where #Gx is the order of the group Gx. 
Moreover, the equality holds if and only if is a Galois covering. 
The following theorem is a deep one. 
Theorem 1 (Grauert-Remmert[2]). If d : X'+M - B is an unbranched 
finite covering, then there exists a unique (up to isomorphisms) finite 
covering 7~ : X + M  which extends 7 ~ ' .  
Take a point q r 2 M  - B and fix it. We denote by (M - B, q ) the 
0 1 0 
fundamental group of M - B with the reference point 90 
Corollary. There is a one-to-one correspondence between isomorphism 
classes of finite (resp. Galois) coverings x : X 4 M  which branches 
at most at B and the set of all conjugacy classes of subgroups (resp. 
normal subgroups) H of 71: (M - B, q ) of finite index. If H is 1 0 
normal, then X corresponding to H satisfies 
GxrK1(M - B, qo)/H. 
n Example 1. Put X = an, M = C and 
7~ : ( x ~ , ~ - - , x ~ ) E  ~ ~ ~ ( a ~ , - ~ * , a  n )€en, 
where 
al = -(xl +- -+  x,), 
a2 = x1x2 + xIx3 + - + x x 
n-1 n 
O D D  o a 
a n = (-l)n~l--. x . 
n 
In other words, x. (1 ,< j <n) are the roots of the equation 
J 
n n- 1 
x + alx -+ - 0 - +  a = 0. 
n 
Then X is a Galois covering of M = en such that (i) B== a is the 
discriminant locus and (ii) G x " v  S (the n-th symmetric group). 
n 
We may identify Gx and S through the isomorphism. S is then 
n n 
regarded as a finite subgroup of the general linear group GL(n,C). 
Example 2. We regard S as a finite subgroup of GL(n,$) as in 
n 
Example 1. Put Y = cn. Let G be a subgroup of Sn. The quotient space 
Y/G is an irreducible normal complex space and the canonical projection 
f i  : Y+Y/G = N 
is a holomorphic mapping. Let 
be a resolution of singularity of N. Then the finite Galois covering 
T[. : X +M of M, defined by the following diagram, satisfies Gn%G: 
Here, MX Y is the fiber product, 9 is the normalization and id is the N 
identity mapping. 
2. Finite Galois covering germs. Now, let W = (W,O) be the germ 
of open balls in en with the center 0 = (0, , 0 ) .  Let Z : X W 
be a finite covering germ (see Introduction). Every notion in 91 can be 
easily extended to finite covering germs. In particular, a finite covering 
germ : X I W  is called a finite Galois covering germ if GX acts 
transitively on every fiber of X .  Also, a similar assertion to Corollary 
to Theorem 1 holds in the case of finite covering germs, if Kl(M - B, qo) 
is replaced by the local fundamental group iT (W - B) of W - B at 0. l,loc,O 
Example 3. Let : X-+W be the restriction of the covering 
0 
: en+cn in Example 1 to W = (W, 0) and X = (X,O) = T-'(W). Then 
xo is a finite Galois covering germ such that Gx r, Sn. 
0 
There exist a lot of finite Galois covering germs in the following 
sense : 
Theorem 2. For n 2 2, let W = (W,O) be the germ of balls in en 
with the center 0. For every finite group G, there exists a finite Galois 
covering germ 7~ : X + W such that Gz % G. 
Proof. Case 1. We first prove the theorem for the case n = 2. Let 
W be a ball in eL with the center 0. Let L. (1 < j < s) be mutually 
.l 
distinct (complex) lines in c2 passing through 0. Put D. = L.C\W (1 < 
J J 
j & s) and 
(see Figure 1). 
Take a point qoEM - B and fix it. Let x. be a loop in M - B 
J 
starting from 90 and rounding D. - 0 once counterclockwisely as in 
.l 
Figure 2. We identify 
'3 with its homotopy class. w 
\ Q&ure 2 ,  
Then, as is well known, zl(W - B, qo) is a group generated by ?T- 1 ' 
,xs with the generating relations 
where 6 = xl 0 0 . 
rs 
Let Fs-l be the free group of (s - 1)-letters bl,- - ybs-l Put 
bs = (b -sob 1 )-I. Then there is the surjective homomorphism s-1 
9 : Z1(W - B, qo)-F s- 1 
defined by $ ( T . )  = b. (1 C j < s). J J 
For any finite group G, there is a surjective homomorphism 
for a sufficiently large s. 
Now, the kernel K of the surjective homomorphism 
has a finite index such that 
T1(w - B, qo)/K Y G .  
The finite Galois covering : X +W corresponding to K in Corollary 
to Theorem 1 satisfies Gx%G. 
The finite Galois covering germ determined by 7I1 is a desired one. 
Case 2. Next, we prove the theorem for the case n >/ 3. Let W be 
a ball in cn with the center 0. Let P and Q be a 2-plane and an 
(n - 2)-~lane in en, respectively, passing through 0 such that P/\Q = (03. 
Let H (1 < j < s) be mutually distinct hyperplanes in cn passing j 
through 0 and containing Q (see Figure 3). 
Put D. = H.f\W (1 j s )  and 
J J 
Then W - B and WnP - BnP are homotopic. Hence, by Case 1, taking 
sufficiently large s, there exists a normal subgroup K of xl(W - B y  q,) 
of finite index such that 
7 L p  - B, qo)/K PI G. 
The rest of the proof is similar to Case 1. 
Now, we give a method of concrete constructions of every finite Galois 
covering germ. Our method is suggested by Professor Enoki and is different 
from and simpler than Namba[6] in which finite Galois coverings of projective 
manifolds were treated. 
Theorem 3. Let : X W  be a finite Galois covering germ. Put 
rn = deg K . Then there exists a germ f : W + em of holomorphic mappings 
and a finite subgroup G of S with G>GK such that 7~ is obtained 
m 
by the following commutative diagram: 
where WXNY is the fiber product, P is the normalization and id is 
the identity mapping. Here S is regarded as a finite subgroup of 
rn 
GL(m,C) as in Example 1. 
Proof. We may assume that W is a small ball in cn with the center 
0 .  Take a point qoc W - B and put 
-1 
n (qO) = { p l y - * *  Y P ~ ) .  
Put Gx= { = 1, T2, Tm}. 
Note that X is a Stein space. Let h be a holomorphic function on 
X such that 
h(pj) # h(pk) for j # k . - (1) 
Put 
h .  = r?h = h-T. (1 < j sm). J J J 
Let F : X + em be the holomorphic mapping defined by 
F(P) = (hl(p) ' " " ,hm(p)). 
Then, for c E G ,  
(fl)(p) = F(~(P)) = (h1(~(p)) , - * ,hm(K(p)) 
= (h(~(p)),h(G~T(p)), ' ,h(~~~(p)) 
= (hk(i) (P) ¶ hk(2) (P) ' ' yhk(m)(~)) * n o ( 2 )  
Thus Q- gives the permutation 
The correspondence 
R : a- w R(5) 
is then an isomorphism of G, onto a subgroup G of Sm. (2) can be 
rewritten as 
~~F=R(c)F for all r E G .  ( 3  
Hence F induces a holomorphic mapping f : W --+ C ~ / G  = N such that the 
following diagram commutes: 
X F m ) C  = Y  
I 
By the assumption (I), we can easily show that f has the following 
two properties: 
(i) f (~ )d  Fix G, where Fix G is the union of the fixed points of 
all elements of G except the identity and 
(ii) f is not decomposed as follows: 
w 4C ~ / H  
where H (# G) is a subgroup of G, P is the canonical projection 
and f' is a holomorphic mapping. 
A holomorphic mapping f with the properties (i) and (ii) is said 
to be G-indecomposable (see Namba[6]). For such a mapping f, the fiber 
product WX Y is irreducible and the finite Galois covering KO : X,+W N 
defined by the commutative diagram 
satisfies Grr 2 6. Now, we can easily show that 71 is isomorphic to %, 
0 
(see Namba[6]). 
Remark. (1) f(0) is not necessarily equal to /LI(O), where 0 is 
the origin of cm. (2) A similar theorem to Theorem 3 holds for finite 
Galois coverings of a Stein manifold. 
Problem. Characterize normal singularities (X,p) which has the 
structure of a finite Galois covering germs : X+W. 
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Zariski-decomposition Problem for Pseudo-effective Divisors 
Introduction. In this paper, we shall study some numerical 
properties of pseudo-effective divisors on projective complex 
manifolds. Here the "numerical properties" are the properties which 
depend only on the first Chern classes of the divisors. I n  the paper 
of [ZI, Zariski found the so-called the "Zariski-decomposition" 
D = P + N for an effective divisor D on a projective smooth 
surface, where P is a nef @-divisor, N is an effective Q-divisor 
with negative intersection matrix, and P-N = 0 .  The construction of 
the decnmpnsition depends only on the intersection numbers of D 
with irreducible curves on the surface. Fujita [Fll showed the 
similar decomposition exist for all pseudo-effective divisors on 
surfaces. The Zariski-decomposition is very useful to study the 
projective surfaces and open surfaces. In LF21, Fujita generalize 
the notion of Zariski-decomposition to higher dimensional case and 
conjectured the existence of the decomposition for pseudo-effective 
divisors. In higher dimensional case, one cannot obtain a desired 
decomposition (namely the positive part is nef) on the fixed 
manifold, in general. So we must blow-up the manifold. His conjecture 
is the existence of such a nice blowing-up. On the other hand, 
Cutkosky LC1 found an example where the negative part of the 
Zariski-decomposition is not a G-divisor. VatsudaLMaI also studied 
the Zariski-decnmposition in Fujita's sense and considered the 
a-decomposi tiun (see § I ) .  But in his paper, the negative part of the 
a-decomposition may have infinitely many components. If the 
Zariski-decomposition of the canonical divisor of a projective 
manifold of general type exists, then the canonical ring is finitely 
generated over , by CK11. Therefore, for example, the Flip 
Conjecture (the existence of the flip) in the minimal model theory 
(cf. CKYYI) follows from the existence of the relative 
Zariski-decomposition of the can@-nical divisor. 
In 91,  we shall define the o-decomposition D = Po(D) + N,(D) 
for pseudo-effective divisors D on a projective complex manifold 
X . Here No(D) is an effective R-divisor determined by the first 
Chern class of D . We shall show the following properties ((1.9)): 
( a )  cl(P,(D)) E E(x) , and 
(b) if cl(D - A )  E K(x) for some effective R-divisor A , 
then A 2 N,(D) . 
- 
Here Yv(X> is the movable cone of X which is the closure of the 
2 cone in H (X, 9) generated by the first Chern classes of fixed part 
free effective divisors on X (see (1.8)). If X is a surface, then 
the a-decomposition is nothing but the Zariski-decomposition, since 
- 
the movable cone Wv(X) is the nef cone in this case. We now 
formulate the Zariski-decomposition Problem as follows: 
Problem. For a pseudo-effective R-divisor D on X , does there 
k 
exist a modification ,u : Y - X such that P,(u'D) is nef ? 
If such a modification exists, then the decomposition 
* * * 
u D = P,(u Dl + N,(u Dl is said to be the Zariski-decomposition of 
D . This is actually in the sense of Fujita rF21. 
In 9 2 ,  we define the V-decomposition D = PY(D) + NY(D) which 
satisfies the following two properties: 
(c) c1 (Py(D) > E NMv(X) , and 
(d) if cl(D - A) E N?Iv(X) for some effective !?-divisor A , 
then A 2 Ny(D) . 
Here NYv(X) is the cone consisting of the first Chern classes of 
pseudo-effective divisors whose restriction to any prime divisors on 
X are still pseudo-effective (cf. § 2 > .  The a-decomposition and the 
Y-decomposition of the given divisor are different in general, but 
the calculation of the Y-decomposition is easier than that of the 
a-decomposition. We obtain the Zariski-decomposition for suitable 
divisors using the v-decomposition in g 4 .  53 is devoted to the study 
of the relative version of a-decomposition. 
The author thanks to Dr. K. Matsuda and Dr. A. Moriwaki for the 
useful discussion, and also thanks to the ~Gjukai-foundation for the 
support. 
S O .  Preliminaries. 
We shall use the similar notation as in CKYMI and CN11. Let X 
be an n-dimensional projective complex manifold. We denote by 
1 N (XI the real vector subspace in H ~ ( x ,  7 )  generated by the first 
Chern classes cl(L) of line bundles L on X . Note that R 
cl(LIq = 0 if and only if L - C  = 0 for any irreducible curves C . 
We denote the cl(L) by cl(L) , simply. Let Div!X) be the 2 
divisor group of X . An ?-divisor D should be an element of 
Div(X)@x . Let D = 1 a.T. be the irreducible decomposition of an 
3 J 
3-divisor D . D is called effective, if a .  2 0 for all j . 
3 
Let Eff(X) be the cone in !G1(x) generated by the first Chern 
classes of effective &?-divisors and let us denote its closure by 
PE(X1, which is called the pseudo-effective cone. The interior of 
the cone PE(X) is denoted by Big(X), which is called the big cone. 
An 2-divisor D is called pseudo-effective, (resp. m), if 
cl (Dl € PE(X) (resp. cl (Dl E BiglX) 1 .  Then we have: 
Lemma (0.1). The foLLowing two conditions are eauiva2ent: 
( 1 )  B is a big 2-divisor. 
0 (2) limsup h (X, [mBl)/mn > 0 , 
m +== 
where LmB1 is the integral part of mB . 
Let Arnp(X) be the cone in y1 (XI generated by the first Chern 
classes of ample line bundles on X . Then Amp(X) is an open 
convex cone in N~(x) which is called the ample cone of X . The 
nef cone Nef(X) should be the closure of the Amp(X) . An 
R-divisor D is called ample (resp. nef), if c (Dl E Amp(X) (resp. 1 
cl  (Dl E Nef (XI). Then we have: 
Lemma ( 0 . 2 ) .  L e t  A be an ample R-divisor on X . Then A is 
numerically equivalent to 2 s.H. , for some ample Q-divisors H .  
.1 .I -1 
and positive reaL numbers s. . 
.1 
Proof. Let TI, r2,..- Tk be the irreducible components of A 
whose coefficients are irrational numbers. Since the ampleness is an 
open condition, [mAl and [mAl + kT. (l5jlk) are ample for large 
J 
k 
integer m . We may assume that <mA> : =  mA - [mAl = 2 t.T. , for 
j=1  3 -1 
k k 
0 < t .  < 1 . Thus mA = 2 (t./k)([mAl + kTj) + (1 - 1 (tj/k))[mAl . 
-1 -1 j=l j=1 
Q.E.D. 
1 .  a-decomposition. 
Let r be a prime divisor of X and let B be a big 
R-d- 
- lvisor on X . We define or(B) (resp. ar(BIQ) to be the 
following number: 
inf(mu1t (A)) A is an effective !R-divisor l- 
with c1 (A) = c1 (B) (r-esp. A -Q B ) l  , 
where the symbol -Q means the &I-linear equivalence relation. 
Lemma (1 . I ) .  ( 1 )  I im or(B + &AIg = or(BIp , f o r  a n y  ampLe 
E.10 
3 ur'B1 + E j 2 ai-(El) + cr(B2) . f o r  a n y  b i g  ? I - d i v i s o r s  2 
and B, . 
L 
P r o o f .  1 .  I t  is easy to see that if 0 I El < E2  , then 
o (B + E1AIg 2 or(B + . Thus li r n  or(B + &A) i or(BIg . On i- - E.10 0 
the other hand, by ( ( ) . I ) ,  there are an effective R-divisor A and a 
positive number 6 such that B -Q &A + A . Therefore we have 
(1 + &)B -g B + &&A + &A . Thus the inequality 
(1 + &)or(BIq i or(B + &6AIg + &multr(A) holds. Taking & L 0 , we 
have or(BIg 5 lim Ur(B + EAIg . 
E.10 
( 2 ) .  By definition, we have only to prove ar(BIQ L ar(B) . 
Let A be an effective 2-divisor such that c (A) = cl(B) . Then 1 
B + A - A is ample for any ample R-divisor A . Thus 
or(B + A)@ 5 multr(A) . Taking A very small, we have 
oi-(BIg i multi-(A) by (1). Therefore or(BIg I oi-(B) . 
( 3 )  is obvious. Q.E.D. 
Let D be a pseudo-effective %-divisor on X . 
Lemma ( 1 . 2 ) .  ( 1 )  1 im or(D + &A) < +m f o r  a n y  anpLe 2 - d i v i s o r  A . 
EL0 
(2) T h e  n u m b e r  lim or(D + &A) d o e s  n o t  d e p e n d  o n  t h e  c h o i c e  
E.10 
n-1 Proof. ( 1 ) .  We have easily ( D  + E A  - a r ( D  + & A ) T ) + A  2 0  for 
n - 1  
any & > 0 . Hence o r ( D  + E A )  I ( D  + E A )  - A  /'.A"-' . Therefore 
l i r n  a r ( D  + & A )  is bounded. 
EL0 
( 2 ) .  Let A' be another ample R-divisor. Then there are an 
effective 2-divisor A and a positive number 6 such that 
c ( A ' )  = c l ( 6 A  + A )  . Hence o r ( D  + & & A )  + &multr(A) 2 o r ( D  + E A ' )  . 1 
Therefore lim o r ( D  + E A )  2 l i r n  o ( D  + E A ' )  . 
E L 0  &LO l- 
Q . E . D .  
In what follows, we denote the lim g r ( D  + E A )  above by a r ( D ) .  
EJ-0  
Note that o r ( D )  = o r ( D ' )  , if c l ( D )  = c ( D ' )  . 1 
Lemma ( 1 . 3 ) .  Let TI, r2,. . . , re be mutuaL Ly d i s t i n c t  prime 
div isors  and Let sl, s2, . . . ,  be reaL numbers w i t h  
a. 
0 1  s. 1 0  ( D l  f o r  aLL i . Then ( D  - 5 s . T . )  = a  ( D l  - s. 
1 ' i I- i J J ' i 1 j=1 
for  aLL i . 
Proof. Take an ample R-divisor A such that A  - 2 I-. is also 
.1 
ample. By definition, for any positive number E  , there exists a 
positive number 6 such that 0 or.(D) - 0 ( D  + & A )  < E  for 
r: 
Q 
all i . Let E : =  D  - 2 s.r. . Then we have 
j = 1  -1 J 
T h e r e f o r e  w e  h a v e  E + a (D + 6A) - s .  2 a ( E  + ( E  + & ) A >  . T a k i n g  r . 
.I J r .  J 
b I E , we g e t  E + a ( D l  - s .  2 a ( E  + 2EA) . H e n c e  
I-. J r .  
.I .I 
a (Dl - s .  2 a ( E l  . On t h e  o t h e r  h a n d ,  we h a v e  r .  
J J r .  -1 
a ( E  + E A )  + s 2 0  (D + & A )  , s i n c e  E + €A + 2 s . r .  = D + € A  . l-. j r .  
.I J 
J J 
T h e r e f o r e  a (D) - s = a ( E l  . l- . Q . E . D .  
.I j ' j  
P r o p o s i t i o n  ( 1 . 4 ) .  Let D  be a pseudo-effective R-divisor and Let 
,  l - , ,  l -  be mutuaLLy distinct prime divisors on X such that 
a ( D l  > 0 for aLL i . Then c l ( T 1 ) ,  c 1 ( T 2 ) ,  . . . ,  c l ( T e )  are 
l- i 
LinearLy independent in N' ( X I  . 
Proof. A s s u m e  t h e  c o n t r a r y .  T h e n  w e  may a s s u m e  
s Q 
t h a t  c1 ( - 2  a i r i  ) = c l (  b . T . 1  f o r  s o m e  p o s i t i v e  n u m b e r s  a a n d  
1 = 1  J = S + l  
i 
b .  a n d  f o r  s o m e  1 I s < Q  . T a k e  a p o s i t i v e  n u m b e r  E s u c h  t h a t  
-1 
a (D)  > &ai  f o r  1 L i I s a n d  t h a t  a ( D l  > ~ b .  f o r  r .  
1 j J 
S 
s + l  < j 5 Q  . A p p l y i n g  ( 1 . 3 )  t o  D  - E (  1 a i r i )  a n d  
i = l  
a. 
D  - € (  2 b . T . )  , we h a v e  a c o n t r a d i c t i o n .  
j = s + l  -' 
Q . E . D .  
Corollary (1 .5 ) .  For any pseudo-effective R-divisor D  , there exist 
at most finite numbers of prime divisors r on X such that 
Crr(D) > 0 . 
Definition 1 . 6 .  For a pseudo-effective R-divisor D , let Na(D) 
be the effective 8-divisor 2 or(D)T and set Pa(D) : =  D - N,(D) . 
The decomposition D = P,(D> + No(D> is said to be the 
a-decom~osition of D and Pa(D> and Na(D) are called the 
positive and negative Darts of the a-decomposition of D , 
respectively. 
Remark. (1)  We have Na(B) = lim (l/m) 1 [ m ~ l  f i x  for big divisors 
m-'OD 
B .  
(2) I f  P,(D) is nef, then the decomposition 
D = POID) + NalD) is the Zariski decomposition in Fujita's sense 
(TF21). Therefore we are interested in the following: 
Zariski-decomposition Problem. For a pseudo-effective R-divisor D 
on X , does there exist a modification y : Y ----+ X such that 
P~(u'~'D) is nef? 
Proposition 7 ( 1 )  or : PE(X) --+ MkO is a Lover 
semi-continuous function. (Therefore it is continuous on Big(X1). 
12) lim ar(D + E E )  = ar(D) for any pseudo-effective 
&.LO 
R-divisors E on X . 
131 If ar(D) = 0 , then for any ampLe R-divisor A , there 
exists an effective R-divisor A with cl(A) = cl(D + A )  and 
P r o o f .  1 Let {Dni (n E a) be a sequence in PE(X) which 
convergent to D . Assume that or(Dn) I A for any n . Take an 
ample 2-divisor A on X . Then for any & > O , there is a number 
n such that D - Dn + &A is ample for n 2 no . Since 0 
D + EA = ( D  - D + &A) + Dn , we have ar(D + &A) I ar(Dn) I h . 
n 
( 2 ) .  Bv (11, we have liminf or(D + & E l  2 ar(D) . On the other 
E L 0  
hand, u (D + EE) I or(D) + Eur(E) . Therefore we are done. r 
( 3 ) .  Let m be a positive number such that mA + r is ample. 
For any small E > 0, there exist positive numbers A and 6 and an 
effective W-divisor B such that cl(B + 6r) = cl(D + AA), 
multr(B) = 0 and that m6 + A < & . Then 
cl(B + GtmA + r)) = cl(D + (m6 + h)A). Thus we can find a desired 
effective divisor. Q.E.D. 
The following definition is found in Kawamata[K21. 
Definition (1.8). Let M;(x) be the cone in l\il(~) generated by 
the first Chern classes of fixed part free line bundles L (i-e., 
- 
lL'fix = 0). We denote its closure by Mv(X) and denote by Mv(X) 
- - 
the interior of Mv(X). The cones Mv(X) and Mv(X) are called the 
movable cone and the strictly movable cone, respectively. 
Proposition ( 1 . 9 ) .  ( 1  F o r  a p s e z l d o - e f f e c t i v e  R - d i v i s o r  D , 
hjo(D) = 0 if and  onLy  if cl(D) E =(XI . 
(2) For a pseudo-effective 2-divisor D , if there is an 
effective B-divisor A such that cl(D - A )  E h l v ( ~ ) ,  then A 2 Na(D). 
Proof. (1). Assume that ?!,(Dl = 0 .  Then by the proof of 
(1.7, ( 3 ) ) ,  we see that cl (D + A ) E  !~G(x) . for any ample R-divisor 
A . Therefore cl(D) E *Iv(X). The converse is derived from 
(1.7, (1)). 
(2). By (I), N,(D - A) = 0 . Thus for any prime divisor I-, 
o (D) I ar(D - A )  + a !A) I muliI-(A) . Therefore N , ( D )  5 A . Q.E.D. r I- 
Remark. If X is a surface, then the movab'le cone is nothing but 
the nef cone. Therefore by (1.91, we see that the a-decomposition is 
nothing but the usual Zariski decomposition (cf. [ZI and [Fll). 
D e f i n i t i o n  (1.30). Let W c X be a subvariety with codim W 2 2. 
For a pseudo-effective !R-divisor D , we define oW(D) to be the 
following number: 
lim inf{multy(~)l A is an effective K-divisor 
E L 0  
with c1 ( A )  = c1 (D + &A) 1 ,  
where A is an ample divisor. 
From the following (1.11), we see that the number o W ( D )  does not 
depend on the choice of A . 
Lemma (1.11). Let Qw(X) 3 X be the LLowing-up along W and 
Let Y - Q~,(X) be a resoLution of singularities. Then for the 
n~ain exceptionaL divisor EW on Y , ue have o ( f * ~ )  = o (D) , 
h' w 
uhere f : Y -----, X is the composition. 
Proof. Let A be an effective 3-divisor on X . Then 
multw(A) = mult ( f * ~ )  . Thus we have that 
E~ 
* 
a (D> = l i m o  (f (D + E A ) )  = o ( f * ~ )  by (1.7, (2)). h' Q.E.D. E L 0  E~ \/ 
Lemma (1.12). ( 1 )  oW(D) i ox(D) for aLL x E W . 
(2) There is a countabLe union S of proper closed anaLytic 
subsets of w such that aW(D) = o,(D) for x E W \ S . 
13, The function X 3 x M oX(B) is upper semi-continuous 
for big R-divisors B . 
Proof. ( 1 )  and ( 2 ) .  Let A be an effective !k-divisor and 
A = 2 r.T. be the irreducible decomposition of A . Then by 
J J 
definition, multy(A) = 2 r.multW(T.) . Therefore 
-1 .I 
multx(A) 2 multW(A> and further there exists a Zariski-open subset 
U of W such that multx(A) = multW(A) for x € U . Thus we are 
done. 
( 3 ) .  We have ox(B) = lim inf{multx(~)/ A 2 0 and 
€ 4 0  
cl(A) = cL(B) 1 ,  since B is big. Therefore the upper 
semi-continuity of ox(B) is derived from the upper semi-continuity 
of the function x - mu1 tx(A) . 
Q.E.D. 
Lemma ( 1 . 1 3 ) .  Let D be a pseudo-eff~ctive R-divisor on X . 
( 1 )  If f : Y -----, X be a 1irationaL morphism from a 
projective manifotd Y . then !Qo(f"D) 2 f*hIo(D) . 
12) ox(D) = oX(Po(D)) + mu1 tx(No(D)) for x E X . 
( 7 )  Let u : Q,tX) X be the 1Lowing-up at a point x E X . 
Then for any y E f-ltx), we have o (P,(U*D)) I ox(Po(D)). 
Y 
Proof. 1 .  Take an ample divisor A on X .  If A is an 
effective a-divisor on Y such that c ( A )  = cl(f*(~ + EA)) for 1 
d: 
some positive & , then A = f (f,A) and cl(f*A) = cl(D + &A) . 
Therefore we have No(f*(D + €A)) 2 ~ * N ~ ( D  + &A) . By ( 1 . 7 ,  (2))., we 
are done. 
- 1 (2). Let E = M (XI be the exceptional divisor for ,u 
(defined in ( 3 ) ) .  Then by (1) and < 1 . 3 ) ,  we have 
o E (e*~) = o (M"P~(D)) + multE(eb~,(D)). This is just the desired E 
formula by (1.11). 
(3). By (1) and ( 1 . 7 ) ,  i t  is enough to prove (3) in the case 
that cl(D) E Mv(X1. In this case, (3) is derived from the 
following fact: Let A be an effective divisor on X and let A' 
be the proper transform of A by . Then mult (A') i multx(A) 
Y 
- 1 for y E fl (XI. Q . E . D .  
P r o p o s i t i o n  ( 1 . 1 4 ) .  If cl (Dl E Mv(X) , then there exist at most a 
finite number of subuarieties W of X with ow(D) > 0 and 
codim W = 2 . 
Proof. Let Z be the intersection of all the supports of effective 
!?-divisors which are numerically equivalent to D. Then by 
1.7, (3)), c o d i m Z t  2 . If oW(D) > 0, then V c Z  . Q.E.D. 
P r o p o s i t i o n  1 . 1 5 .  I f  dim X = 3 , N,(D) = 0 and D.Ci < 0 f o r  
some f i n i t e L y  many i r reduc ib le  curves Ci , then there  e x i s t s  a  
bimeromorphic morphism A : X - Z onto a  complex v a r i e t y  Z such 
tha t  A .  are  points  and n induces an isomorphism 
I 
X \  U Ci = Z  \ Un(Ci). 
Proof. We may assume that cl (Dl E blv(X) and ihal D is a Cartier 
divisor. By the proof of ( 1 . 7  (3)), we have two effective Cartier 
divisors A1 and A2 such that dim (A1 n A2) = 1 and Ai E l m ~ l  
for some m > 0 . Since D.C. < 0 , by CN2, (1.411, we can contract 
1 
all the Ci . Q.E.D. 
$2.  v - d e c o m p o s i t i o n .  
We introduce another decomposition for a pseudo-effective 
!k-divisor D . We remark that for the positive part of the 
0-decomposition PO(D) and for all the prime divisors r , Po(D)lr 
is pseudo-effective. So let us consider the set 
6 : =  { A I an effective R-divisor such that D - A is 
pseudo-effective for all prime divisor r on X I .  
Then we have: 
Lemma 2 .  T h e  d i v i s o r  !Vv(D) : =  1 inf{mult A A 6 is 
r r 
a l s o  an element o f  G . 
Proof.  For any prime divisor r and for any positive number E , 
there is an effective R-divisor A E G such that 
8 : =  mult (N (D)) - multr(A) I E . Thus r v 
pseudo-effective, where A : =  A - m u t A  and 
NV(~)' : =  Nv(D) - multr(Nv(D))T . Therefore Nv(D) E G . Q.E.D. 
Since No(D) E G , we have Nv(D) < N,(D) . Especially, 
Pv(D) : =  D - Nv(D) is a pseudo-effective 8-divisor. 
D e f i n i t i o n  ( 2 . 2 ) .  The decomposition D = Pv(D) + Nv(D) is called 
the v-decom~osi tion of D . Pv(D) and Nv(D) are called the 
~ositive part and the negative part of the v-decomposition of D , 
respectively. 
Remark ( 2 . 3 ) .  Let NMv(X) b e  the cone generated by the first Chern 
classes of the pseudo-effective 2-divisors A such that are 
still pseudo-effective for any prime divisors r . Then i t  is easy 
to see that for pseudo-effective M-divisors D , cl(Pv(D)) € NMv(X) 
and that if cl(D - A) E NMv(X) for some effective !R-divisor A , 
then A 2 Nv!D) . 
Remark ( 2 . 4 ) .  We can calculate the v-decomposition of given D as 
follows: Let 9 = , , rrn 1 be the set of prime divisors 
1 
r such that is not pseudo-effective. If Dl is empty, we 
stop here. Otherwise, the set 
s : =  { ('i)llilml 10 i r .  E l? and (D - 2 riri)lrs is 1 J i = l  -1 
pseudo-effective for all j 1 
: =  inf{ t 2 o I is non-empty and we have (tll)) E T1 , where t .  
-1 
t = r. for some (ri) E S1 1, by the same argument as in the proof 
J 
of (2.1).  Here we set 
~ ( l )  is also pseudo-effective. Next we consider the set 
D2 = {l- ml+l9 I- ml+2"*. y 'm consisting of all the prime divisors 
2 
(1) r such that D I r  is not pseudo-effective. If D2 is empty, we 




and (D - 2 riTi) I T -  is pseudo-effective for all 0 S j I m2 ) .  
i=l J 
Then (tj2)) E X2 , where t .  : =  inf{t t o I t = r. for some 
3 J 
m 1 (23- ( r i )  E S2 1 and we set D ( ~ )  : =  D - 2 ti  . Similarly, if we get 
i=l 
the sets 9k , Xk and the divisor D (k+l) . Since the prime 
divisors contained in some Dk are components of N,(D) , this 
process must be terminated. The last divisor D ( ~ )  should be the 
positive part Pu(D) of the u-decomposition of D . 
Remark ( 2 . 5 ) .  ( 1 )  Zariski [ Z l  and Fuji ta [ F l l  have constructed the 
Zariski-decomposition on surfaces just by the same way as above. But 
( 1 )  ( ' ) - .  , are calculated by linear equations. in their case, t i  , t. 
1 
(2) I f  PV(D) E G ( x ) ,  then this u-decomposition is nothing but 
the a-decomposi t ion by (1.9) and ( 2 . 3 ) .  
( 3 )  In general, %(D) f NU(D). For example, let us consider the 
point blow-up f : Y X . Then N,(~*D) = ~*N,(D) , but 
N,(~*D) f ~*N,(D) , if o~(D) > o . 
P r o p o s i t i o n  ( 2 . 6 ) .  If dim X = 3 , Nu(D) = 0 and D - C  < 0 for an 
irreducibLe curve C , then there ex i s t s  a  proper bimeromorphic 
morphism n : X ---+ Z such that n(C) is a point and n induces 
an isomorphism X \ C 2 Z \ n(C). 
Proof. We may assume that D is a big Cartier divisor. Let A be 
an element of ImDl for some positive integer m . Since A.C < 0, 
there is a component r of A such that T . C  < 0 . Thus r 3 C . 
By the assumption, A is a pseudo-effective divisor on r . 
Therefore there exists an effective Cartier divisor E on r such 
that (E*CIr < 0 . Let 9 be the defining ideal of E on X . Then 
we have the following exact sequence: 
Therefore $@OC is an ample vector bundle. Hence by the contraction 
criterion CN2, (1.4)1, we can contract the curve C . Q.E.D. 
53.  R e l a t i v e  v e r s i o n .  
Let A : X .-----t S be a projective surjective morphism from a 
complex manifold X onto a complex variety S . Fix a point P on 
S. 
D e f i n i t i o n  ( 3 . 1 ) .  An R-divisor D on X is called x-big over P , 
if for a n-ample divisor A , there exist a positive number & and 
an effective R-divisor A such that D - & A  = A in N'(x/s: PIQ 
(cf.[Nl s41). An R-divisor D is called x-pseudo-effective over P , 
if D + &A is n-big over P for any positive number E . 
Now we shall define the relative 0-decomposition. Let r be a prime 
divisor on X with n(rI 3 P and let B be an K-divisor which is 
n-big over P . First of all, we define the following numbers: 
o r ( B ;  PIg : =  inf {mu1 t r ( ~ I  I A  2 0, A = B in N'(x/s; PIg), 
1 
ur(B: PI : =  inf{multr(~Il~ 2 0, A = B in N (X/S ;  PI). 
By the same argument as in ( 1 . 1 ) ,  we have 
ar(B; PIQ = lim ar(B+&A; PIQ for any n-ample divisor A and 
EL0 
oT(B: PIQ = oT(B; P I .  Let D be an 8-divisor on X which is 
n-pseudo-effective over P . 
P r o p o s i t i o n  ( 3 . 2 ) .  ( 1 ) .  The Limit 1 im oT(D + & A :  P) (might be +a) 
&LO 
does not depend on the choice of a A-ample divisor A . (In vhat 
foLLovs. we denote the Limit by  oT(D; PI?. 
2 .  If one of the foLLouing conditions are satisfied, then 
(b? codirns(n(r)) = 1 , 
(c? There exists an effective R-divisor A vith A = D in 
Proof. (1). This is derived from the same argument as in (1.2,(2)). 
(2). (a). I t  is easily proved restricting D to "general" 
fibers of A. (c). Trivial. (b). We may assume that A is a 
projective fiber space and S is normal. Let TO : =  T, 
' 
r2 ' - - - '  TQ be all the prime divisors on X with n(Ti) = A(TI . 
Then there exist positive integers ai (liiiQI , a reflexive sheaf 
of rank one on S and a Zariski open subset U of S such that 
glu is invertible, codims(S \ U) 2 2 and 
By taking a blowing-up of X , we may assume that 
Q 
n*n.O ( 2 airi )/torsion is invertible and isomorphic to 
w i=O 
Q 
O ( 2 airi - E) for some effective divisor E on X with 
i=0 
Q 
cndim n ( E )  2 2 . Since 2 airi - E is n-nef, we have 
i =O 
Q 
o ( 2 a i r i ;  PI < or.(E; P) = 0. Thus o (D; P) = 0 for some T. . l- . r . 
J i=O -1 .I J 
Q 
For any E > 0, (D + EA - 2 o (D+EA; P)Ti)lr- is 
i=O Ti .I 
tnlr.)-pseudo-effective over P . Hence if n(Tg f~ T.) = n(r), then 
.I 
J 
o (D; P) < +a . Since n is a fiber space, we have or(D; P) < . 
I-k 
Q.E.D. 
If or(D; P) < +a for all prime divisor r with n(T) 3 P , then 
the similar results as in ( 1 . 3 ) ,  (1 .4 )  and (1 .5 )  are obtained. Thus 
we can define the negative part No(D; PI of the relative 
o-decomposition to be the effective R-divisor 2 or(D; PIT . Also we 
can define the relative v-decomposition as in 52 .  
5 4 .  Examples. 
( 1 ) .  Let f : X -----+ Z be a proper bimeromorphic morphism from a 
3-dimensional complex manifold X such that the f-exceptional set is 
just a compact smooth curve C . This morphism f is called the 
contraction of C and C is called an exceptional curve in X (cf. 
CN21). Let P be the point f(C). Now we shall consider the 
relative Zariski-decomposi tion Problem. Since N'(x/z; P) is one 
dimensional, we treat a line bundle 2 on X with 2 - C  < -0. 
Clearly N,(E; PI = 0 .  To get the Zariski-decomposition of g , we 
must consider the blow-up along C . We use the notation of CN2 § ? I .  
Let : X1 - X be the blowing-up along C , and let El be the 
- 1 exceptional divisor 2 (C) r P (I /I 1 , where IC is the defining C C C 
ideal of C in X . 
Proposition (4.1). If the conormal bundle IC/I: is semi-stable. 
then we obtain Nv(,uT$) = - ~ ( L . c ) / ~ ~ ~ ( I ~ / I ~ ) E ~  and the positive 
part Pv(uT2) is nef over Z . Namely, the relative 
Zariski-decomposition for exists. 
Proof. Ve must knohl when the divisor A : = (p72 - xE1) is 
pseudo-effective. Since 2 IC/IC is semi-stable, every effective 
divisors are nef and A is pseudo-effective, if A? Z 0 and x > 0 
2 by [Yi (3.111. Thus Nu(,uf2) = -2(FC)/deg(IC/IC)E1 . Q.E.D. 
2 Assume that the conormal bundle IC/IC is not semi-stable. Then 
2 
we have an exact seauence : 0 --t To - IC/IC - kO - 0 , 
where go and h!O are line bundles on C with deg(T0) > deg(Xo) . 
Thus there is the negative section C1 on the ruled surface 
such that O(C1 )@OC = h(O@E - 1 
1 0 
Proposition (4.2). If 2deg(do) 2 deg(TO) , ue have the relative 
Zariski-decomposition of 2 ouer Z . 
Proof. Let- u2 : X2 4 X1 be the blowing-up along 
' E2 the 
M,-exceptional divisor and let 
& E; be the proper transform of ' 
By the exact sequence: 
0- B(-E1)@OC - I / I ~  + 0 @C (-C - 0 , 
1 C1 1 
if 2deg(Ro) > deg(EQ) , then : =  E; n E2 is the negative 
section of E2 . If 2deg(J!o) = deg(Z0) , then E2 is the ruled 
surface over C associated with a semi-stable vector bundle 
I / I ~  . Therefore by [N2 ( 2 . 4 1 1 ,  we obtain a proper modification 
V J :  y F X 2  such that 
- 1 (1) (E; U E2) is a union of ruled surfaces F (1 I j 2 k) 
J 
over C for some k 2 2, 
(2) there is just one surface Fk is a ruled surface 
associated to a semi-stable vector bundle on C , and that 
( 3 )  the negative section of the other surface F. (j < k) is 
.I 
the complete intersection of F. and other Fi . 
J 
Therefore if A I F .  is pseudo-effective for a divisor A on Y , 
-1 
then A ~ ~ j  are nef. Thus the Y-decomposition of the pull-back of 
2 gives the relative Zariski-decomposition. Q.E.D. 
By the same argument as in (4 .2 ) ,  we have: 
P r o p o s i t i o n  ( 4 . 3 ) .  If there e x i s t  a vector bundle E o f  rank tuo 
o n  C and an open neighborhood U o f  the zero section o f  E such 
that U is isomorphic to X . then we can find the reLative 
Zariski-deconposition of X . 
Proposition ( 4 . 4 ) .  If there exist two irreducible divisors A1 and 
such that Al.C < 0 , A?.C < 0 and Al n A, = C . then we can 
L u 
find the Zariski-decomposition. 
Proof. Let ml and m be positive integers such that 2 
ml(A .C1) = m (A;C2) . Let f : V - X be the normalization of 1 2 c 
the blowing-up of X along the ideal J : =  O X (-m 1 1  A + OX(-m A . 2 2 
- 1 Since J@OC = OC(-m A )@OC(-m2A2) , f (CIred 1 1  =:  E is the ruled 
surface over C associated with the semi-stable vector bundle J@OC . 
The divisor E is Q-Cartier, since f4:J/torsion is an invertible 
sheaf and isomorphic to OV(-kE) for some k . Let us consider the 
*: @ V-decomposition of f , on V . Since the divisor on E is 
pseudo-effective if and only if i t  is nef, the positive part of the 
v-decomposition is nef. Q.E.D. 
Remark ( 4 . 5 ) .  (1). There is an example where the assumption of ( 4 . 4 )  
is not satisfied: Let 0 4 OC 4 & - OC - 0 be the 
non-trivial extension over an elliptic curve C and let be the 
total space \ I ( & @ $ )  of &@A , where is a negative line bundle 
on C . Then the zero-section of is an exceptional curve, but 
there exist no such effective prime divisors A ,  A on any 
neighborhoods of the zero-section as in ( 4 . 4 ) .  
( 2 ) .  If there is a proper bimeromorphi'c morphism X' ----4 Z 
which is isomorphic outside of P and is not isomorphic to the 
original f , then the assumption of (4.4) is satisfied. But the 
.r. 
converse does not hold in general. For example, let z be the total 
space F(OC@L) of CC@# on an elliptic curve C such that J has 
degree zero but is not a torsion element in Pic(C). Then the 
relative Zariski-decomposition for a divisor L on X with 
L - C  < 0 exists by ( 4 . 3 ) ,  but its positive part is not relatively 
semi-ample over Z . Thus i t  is impossible to obtain the morphism 
X' -----t Z above. 
( 1 1 ) .  Let 6 be a locally free sheaf of rank r on a projective 
smooth curve C , x : X : =  PC(&) .C the associated projective 
bundle and let D&(1) be the tautological line bundle on X such 
that x*O&(1) 2 6 . We shall consider the Zariski-decomposition 
Problem for pseudo-effective divisors on X . Let F be a fiber of 
n . Then every X-divisor is numerically equivalent to a linear 
combination of I?&(l) and F . By [HNI, we have a unique filtration 
(which is called the Harder-Narasimhan filtration of & )  by 
subbundles: 0 = & c G1 C ... 0 c GC = & , which satisfies the 
following two conditions: 
(1) &i/&i-l is a nonzero semi-stable vector bundle for all 
1 L i l . X .  
( 2 )  e(6i/6i-l) > u ( & ~ + ~ / G ~ )  for 1 i i < C-1, where 
D(&> : =  deg(&>/rank(&> . 
Lemma (4.6). For a reaL number t , the divisor Og(l) - tF is 
pseudo-effective if and onLy if t i u(&~) . ALSO the divisor 
Fb(l) - tF is nef if and onLy if t i p!G/6p-l) . 
Proof. First v f  all, we must mention that in the case of 
semi-stable G , this lemma is proved in [Mi, 3 . 1 1  Therefore if 
Q 3 t < p(S1) , then the divisor B (1) - tF on "(GI) is big. b1 
0 k Thus h (C. Sym (L1)@dik) 8 0 for k > >  0 with tk € Z , where $ 
k is a 1 ine bundle of degree one on C . Hence h0(c, Sym (&)@dtk) * 0 . 
Therefore OG(!) - tF is pseudo-effective for t I ~ ( 6 ~ )  . 
Conversely, assume that Q 3 t > p(S1) . Then the divisors 
0 (1) - tF are not pseudo-effective on for 
Gi /Gi -1 i-1 
1 I i I L , respectively, From the Harder-Narasimhan filtration, we 
see that h0(c, ~ y m ~ ( ~ ) @ $ ~ ~ )  = 0 for all k > 0 . Thus Og(l) - tF 
is not pseudo-effective for t > ~ ( 8 ~ )  . Next we assume that 
06(1) - tF is nef on X .  Then O (1) - tF on 6/&t-l 
PC(&/& 1 c ? (6) is also nef. Therefore t i p(G/Gp-l) . 
t - 1  C 
Conversely, suppose that FG(l) - tF is not nef. Then there is an 
irreducible curve r in X with (06(1) - tF1.r < 0 . Let 
c + be the normalization of r and let f : C' ----+ C be the 
composition with C . Since the Harder-Narasimhan filtration 
of f*& is just the pull-back of G i f s  , we may assume that r is a 
section of X C . Then r corresponds to a surjective 
homomorphism G S onto an invertible sheaf 9 such that 
deg(9) < t . By a property of the Harder-Narasimhan filtration, we 
have p(S/&L-l) S deg(9) . Therefore t > G . Q.E.D. 
Proposition (4.7). We have the Zariski-decomposition of the divisor 
Proof. I f  G is semi-stable, we have nothing to prove. So we assume 
that I! 2 2 . Let f : Y - X be the blowing-up along ?' (6/61) . C 
Then we have a projective bundle structure A : Y such C 
that the exceptional divisor E o f  f is isomorphic to the fiber 
product PC(G1) X P (&/El) . where the restrictions of A and f C C 
to E correspond to the first and second projections, respectively. 
We need the following: 
* Claim ( 4 . 8 ) .  The !!I-divisor A = x p r * ~  (1) + ~ p r ~ B ~ / ~ ~  (1) - tF o n  
!Pc(G1) xC PC(G/G1) is pseudo-effective if and onLy if x n 0 , 
y z 0 and t i xfi(G1) + Y ~ ( & ~ / G ~ )  . 
Proof. First assume that x, y Z 0 and 
A : =  xp(G1) + yfl(G2/G1) - t Z 0 . Then 
pseudo-effective by ( 4 . 6 ) .  Next suppose that A is pseudo-effective. 
Since OG (1) - fi(G1)F is nef on pC(G1) , 
1 
. - 1 - G - is ample for any positive rational 
number 6 . Take a positive integer m so large that mHa is a 
very ample Cartier divisor and take general members H i  E l m ~ ~ l  for 
1 I i < rank(Gy) - 1 such that the intersection Z : =  n Hi is a 
smooth curve on X . Then the restriction of A to the fiber 
product Z XC ZP~(T*(G/G~)) is still pseudo-effective, 
where .r: is the morphism Z C . Now this restricted divisor is 
numerically equivalent to: 
where f denotes the fiber class of P~(-C*(E/G~)) 3 Z . Thus by 
( 4 . 6 1 ,  y 2 0 and x(O (1) - y(G1)F)-Z + 1F.Z Z 0 . Hence 
rank(G1)-1 + XF,H6 (1) - ,u(B~)F).H~ rank(G1)-1 . Taking 6 1 0 , 
we have h 2 0 . Similarly, if we take a general ample intersection 
on YC(6/E1) , then the inequality x 2 0 is derived. Q.E.D. 
Proof of ( 4 .7 )  continued: We shall calculate the v-decomposition of 
* fs(OG(l) - u(G1)F) . Since X*O (1) f OG(l)@Oy(-E) , 
* (5' E (-El = prlOgl (1 - 1  . Therefore by ( 4 . 8 ) ,  
(fs(OG(l) - ,U(CF~)F) - aEIIE is pseudo-effective if and only if 
0 I a I 1  and p(G1) 2 au(G1) + (l-a)~(G~/6~) . Since 
H(G1) > P ( G ~ / G ~ )  these inequalities hold if and only if a = 1 . 
Therefore Pv(f*(OG(l) - p(G1)F)) = X*(06 (1) - u(G1)F) , which is 
1 
nef. Thus this is the Zariski-decomposition. Q.E.D. 
Also by the same method as above, we can prove the following: 
Proposition ( 4 . 9 ) .  If t I 2. then the Zariski-decomposition exist 
for every pseudo-effective divisors on X . 
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1 Introduction 
Recently, a lot of examples of Calabi-Yau threefolds(i.e. compact 
Kahler threefolds with trivial first Chern class and with finite 
fundamental group ) have been constructed. In contrast with the case 
of K3 surfaces, i t  is observed that they have a large repertory of 
Euler numbers, in other words, they can not be connected by 
deformation in the proper sense. But some families of Calabi-Yau 
threefolds can be regarded as strata of other families by means of 
small resolutions. The following result was shown by H. Clemens and R. 
Friedman in [ll,C21: A general quin t ic  threefoLd has many mutuaLly 
d i s j o i n t  ( - 1 ,  -? I -curves( i .  e .  rat  ional curves w i t h  normal bundles 
isomorphic t o  O p l  i - i )  e O p l  (-i) ) and the nodal var ie ty  obtained b y  
the contraction o f  a t  Least t w o  o f  them i s  deformed t o  a  2-connected 
complex manifold V w i t h  KV = 0 .  By the result of C.T.C. Wall Clll 
such a complex manifold V is diffeomorphic to a conneted sum of N 
copies of s3 x s3, (s3 x s3) # , where N = 1/2 bs  ( V ) .  Prompted by 
this result, M. Reid has suggested in C91 that all families of 
Calabi-Yau threefolds with n l  = 0 may be embedded in an irreducible 
moduli space as strata, and that a general point of this moduli space 
corresponds to a non-Kahler 2-connected threefold. For a more 
general and detailed statement, see C91. 
In this paper we restrict our attention to the smooth projective 
threefolds X with the follwing properties ( * I  
1) X has an elliptic fibration with a rational section over a 
smooth rational surface S. 
2 )  P (XI = 1 and K(X) = 0. 
g 
Remark that many Calabi-Yau threefolds are contained in the above 
class. For example, the Calabi-Yau threefolds studied in [lo1 satisfy 
( * I .  
We want to study the relationship between these X( exacxtly speaking, 
their birational classes) and 2-connected non-Xahler threefolds 
with trivial canonical bundle. My plan to this problem at this point 
(which might need some modification, and only one part of Step 1 has 
been completed) is divided into two steps: 
Step 1. For X with the properties ( * I ,  construct a flat family 
of threefolds f: 3 ---4 A : unit disk , such that 
1 )  the central fibre %* is a (possibly singular) 
projective threefold birational to X ,  
21 a general fibre It is a smooth, simply-connected, 
projective threefoldw;f, ff;v;d w,,&cd bWAI 
3 )  there are sub-flat families f7. (1 I i I m 1 of curves 
1 
\ 1 , w h e r e  g i  i s a c u r v e o n 9  
flat , t  t 
h 
4 )  /E. and $3. ( i  f j > do not intersect over A* = A - -0) 
1 J 
5) For t # 0, b i Y t  (1 I i I m) are mutually disjoint 
(-1 ,-1)-curves on 2 (i .e. smooth rational curve wi th t 
normal bundles OP1(-l) @ op~(-l) ) ,  
6 )  For t f 0, the complex analytic space gt obtained 
fram ECt by contracting Bi 's , can be deformed to a 
, t 
non-Kahler 2-connected complex manifold with trivial 
canonical line bundle. 
Step 2. Observation of the relationship between To and the 
non-Kahler manifold: For example, i t  is desired that 
there is a semi-stable degeneration g :  9 -+ A such that 
1) one component of Yo is bimeromorphic to z O (  hence, 
to X itself), and 
2) a general fibre Ytis a non-Kahler 2-connected 
complex manifold with trivial canonical line bundle. 
The purpose of this paper is to introduce a partial result with 
respect to Step 1. Our starting point towards Step 1 are the 
following , one of which is the result of N.Nakayama: 
Lemma Let f:9 - T be a flat projective morphism between 
algebraic varieties. Assume that a,general fibre of f is a smooth 
threefold. Let to and t be two distinct point of 7 , and assume the 
follwing: 
a) Y is a (possibly singular) projective variety. 
t 0 
b) IEt is a smooth simply-connected threef01dw.d ~ v ; ~ ; u i ! c r ~ ~ c * ; d  j i l~ bu.~ko 
c) For 9 t ,  there are mutually disjoint C-1,-1)-curves Ci 's on 
, t 
Zt, and the complex analytic space !ft obtained by contracting 
these curves can be deformed to a non-Kahler 2-connected 
complex manifold with trivial canonical line bundle. 
Then there is a flat famiIy f: % - - - + A ,  for whichdo = T  and the 
t 0 
properties 1) . . .  6 )  in Step 1 are satisfied. 
P r o o f  
Let D be an irreducible curve on T passing through t and t o .  
If necessary, taking its normalization, we have a flat family of 
threefolds % ---+ D ,  where D is a smooth curve. HiLbT/D is &tale over 
D at CCi 1 because NC - 1  @ - 1  Let us denote by 
, t i, t"t 
Hi the irreducible component of HiLb %/D containing CC 1. For i , t  
different i and j, Hi and H. may possibly coincide. But by taking a 
J 
suitable finite cover of Dy we may assume that Hi f N for i,j with j 
i f j , and that each Hi is birational to D. In this situation, we 
restrict our attention to a sufficiently small neighbourhoud A of to. 
From now on, we use the following notation: 
* p .  can be assumed to be an isomorphism over A , because Hi is 
1 
birational to D. Denote by Ki the universal family over Hi. For a 
general point h E H 2. x k(h) is isomorphic to Pi. Therefore we i ' 1 
may assume that 2 .  : =  K i  xD A is a P1-  bundle over Hi,A* . 
1 'A 
Moreover we may assume that for a point h E 8 .  X k(h) 
1 
(1 I i I m) are mutually disjoint (-1,-1)-curves on % since Pi ( h )  ' 
C i Y t  are mutually disjoint (-1,-1)-curves. Let Ui be the image ( with 
* 
reduced structure) of 2. i n % A .  Then g i  is flat over A 
1 'A 
because i? is irreducible, reduced and dominating l-dimensional disk. i 
* BY the construction, B i  B .  = 6 for i,j (i # j) over A . Finally 
J 
remark that 2 )  in Step 1. is a topological condition. As for 6 )  in 
Step 1. see C21. 
Theorem ( [ 6 , ( 3 . 4 ) 1 )  Let X be a smooth projective threefold with 
. Then X is birational to a Weierstrass nodel W over Y 2  or Xr 
( 0  I r < 1 2 ) . ( F o r  the definition of a Weierstrass nodel, see ( 2 . 1 1 1 . )  
Moreover W has only rational Gorenstein singularities. 
By t h e  a b o v e  r e s u l t s ,  we may o n l y  c o n s i d e r  t h e  W e i e r s t r a s s  
m o d e l s  W o v e r  p2 o r  Zr ( 0  i r i 1 2 ) .  B u t  t h e  f o l l o w i n g  lemma s h o w s  
t h a t  t h e  c a s e  o f  Z2 c a n  b e  e x c l u d e d  i n  o u r  c o n t e x t .  
Lemma( J u m p i n g  o f  t h e  c o m p l e x  s t r u c t u r e  Z r )  
1) L e t  r b e  a n  e v e n  ( r e s p .  o d d )  i n t e g e r .  
T h e n  f o r  Zr ( r 2 2 ) ,  t h e r e  i s  a s m o o t h  p r o j e c t i v e  m o r p h i s m  
f r :  9 - Cr s u c h  t h a t  0-1 Cr i s  a s m o o t h  c u r v e  ( n o t  
c o m p a c t )  w i t h  a d i s t i n g u i s h e d  p o i n t  t o  , h )  Y t o  i s  
i s o m o r p h i c  t o  Zr , a n d  C )  Y t  ( t  # t o )  i s  i s o m o r p h i c  t o  Z0 
( r e s p .  C 1 ) .  
2 )  F o r  a n  a r b i t r a r y  n ,  X( O Z  (-nKZ 1) = ( 2 n  + 1 1 2 .  
r r 
I f  0 i r I 2  , t h e n  h l (  0 (-nKX ) )  = h 2 (  O Z  (-nKZ ) )  = 0  
'r r r 1- 
f o r  n  r 1 .  
Proof 
1)  S e e  C121 p . 2 0 5  , S t e p  MI .  
2 )  By t h e  t h e o r e m  o f  R i e m a n n - R o c h ,  X( O z  (-nK 1 )  = ( 2 n  + 1 1 2 .  
r 'r 
By t h e  S e r r e  d u a l i t y ,  we h a v e  
We s h a l l  p r o v e  b y  i n d u c t i o n  t h a t  t h e  r i g h t  h a n d  s i d e s  a r e  z e r o  f o r  
Since, for n = 1, -K - 2Co + (2 + r)f ( Cn: negative section , f: 
fibre), we can find a reduced element D in (-Kt. Indeed, take 
as D ,  Co + C + 2f , where C is a section of self-intersection number 
r. From the exact sequence 
O--O(K) - 0  - + O D  4 0 ,  
we have 
This shows that H1(O(K)) = 0. For the case n 2 2, from the exact 
sequence 
0 - 0(nK) ---+ O((n-1)K) 4 OD((n-1)K) + 0, 
we have 
HO(BD((n-1)K) i H1(O(nK)) H1(B((n-1lK)) = 0 (by induction). 
Since D = Co + C + 2f , (Co .(n-1)K) = (n-l>(r-2) , (C. (n-1)K) < 0, 
( f .  (n-1)K) < 0 ,  and (Co. 2f) = 2, in the cases r 1 2  HO(~~(tn-llK) 
= 0, which implies H1(O(nK)) = 0. Q.E.D. 
Let W2 be a given Weierstrass model over Z2,  and Wo a 
smooth Weierstrass model over Co. Then , by the above lemma, 
we can connect two varieties by a flat deformation , and a general 
member of this flat deformation is a smooth Weierstrass model over 
Co.  Indeed, we may consider the following flat morphism( w,rh +he ,lct~t;~ct 
iM L e ~ n m b  ) : 
la" 227b2 not identically 
zero. 
Therefore we may only consider the Weierstrass models over P2 
, Zr 
0 r 2 1 r # 2 .  We are now in a position to state the main 
result of this paper. 
Theorem 
1 Let W be a general smooth Weierstrass model ouer IP1 x D . 
Then there are mutually disjoint rational curves C1."-,C4 on W with 
the following properties: 
I ?  lJC.,W 2 OIP1(-?) @ OIPI(-i) for each C .  
t 
2) C1 ," ' ,C4 span H 2 i W  ; 2). 
Moreover, if we denote by p:bl W the contraction of C i s ,  then 
can be deformed to a 2-connected co7npact complex manifoLd with 
K = 0. 
The infinitesimal deformation spaces of Weierstrass models are 
very large. For example, hl(W, OW) = 2 4 3  in our case where W 
is a Weierstrass model over X PI. 
We shall sketch the proof of the above result. First 
we relate a singular Weierstrass model W over P 1  x p1 with a fibre 
product X = S x of two rational elliptic surface with sections. 
The birational map between W and X is a composition of flops and 
divisorial contractions. The merit of considering X is the point 
that i t  is easy to study the rational curves on it. Next, we choose 
suitable isolated rational curves on X. I t  is desired that a )  the 
birational map between X and W does not m ~ k e  at1 y e f f e c t  on thses curves, 
and 0 )  these curves have different numerical classes. We need 2) to 
proceed with the argument along the idea C21. Then, what kind of 
curves should we find on X ? We note that S has many 
representations as blow-ups of P1 x P 1 .  Take one of such 
representations and consider the linear system C on S coming from the 
rulings of p1 x p l .  A general member C of C is a nonsingular rational 
curve and is a double cover of P1 by n: S --+ pl. By Hurwitz 
formula, C has two ramification points { P I ,  P2). Also for A: 
S+ - P1, we consider similarly C+ E 11+ and {Q1, Q 2 ) .  If n(P1) = 
x ( Q I )  and n t P 2 )  = A(Q2), then C xg1cC c X consits of two 
nonsingular rational curves Dl and D2 intersecting at two points 
transversely. Under the suitable conditions ( which can be described 
by using the degree of a ramification map (Def.(2.5))) , Di is shown 
to be isolated. (Prop.(2.10)) The main object of this paper is a 
curve of such a type. Changing the representation of S (  resp. s+)  as 
+ 
a blow-up20f P1 x p l ,  and replacing 2 (resp. C 1 by new one, we can 
find many isolated rational curves of different numerical types. We 
must take these curves mutually disjoint. For this purpose, in § 3 ,  
we observe the degeneration of Di. As a consequence, we will be able 
to choose suitable curves for which cx) and 8 )  holds'. These curves 
are regarded as the curves on W. The normal bundles of these curves in 
W are 0 ( - 1 )  @ 0 ( - 1 )  or 0 @ 0 ( - 2 ) .  In the latter case, we must deform 
the curve and W so that i t  splits up into a union of curves of the 
former type. Thus 5 4  deals with the deformation of rational curves on 
W.CProp.(4.4)) In Appendix, we calculate H 2 ( W  ; 21 for a nonsingular 
Weierstrass model W and show that i t  is torsion-free , which will 
guarantee 2-connectedness of the smoothing of in Theorem of $ 4 .  
In the case where W is a Weierstrass models over P2, i t  seems that we 
must deal with the curves C of (1,-3) type(i.e. M C j V  - 0(1> @ Q ( - 3 ) )  
and their deformation. 
?j 2 .  Preliminaries 
+ 
Let S and S be rational elliptic surfaces with sections, and 
we denote by n and A , their fibrations over P', respectively. 
We shall consider the case where the following are satisfied: 
(2.1) Generic fibres of n and A are not isogenous to each 
other. 
(2.2) All singular fibres of n and A are irreducible. 
Taking the fibre product of S and S+ over P1, we obtain the 
the following diagram (2.3): 
From the assumption(2.2) we have the following commutative exact 
diagram: 
Pic S x Pic s+.- Pic n-l(rl) x Pic x-l(r)l ---+ 0 
( 2 . 4 )  I.*@ .* I PTO) 8 + z f*0(11 + pic s xp1s pic f-'(n) - 0 ,  
1 
where 0 is a generic point of P . pTn) @ qTO) is an isomorphism 
* * by (2.1). Since f*0(1) 2 p n 0 ( 1 ) ,  p*@ q* is surjective. Hence 
* * for a line bundle 5 on X, we have 8 = p L 8 q M, where 
L (or MI is a line bundle on S (or sf resp). By Kinneth 
formula, f,(8 ) 2 n*L @ A # M  , and if 8 ise-ffective, we may assume 
that L and M are effective. In fact, if 5 is effective, then f*5 
has a non-zero section. Since n*L and h*M are vector bundles on 
1 P ,they are direct sums of line bundles. Hence we conclude that for 
a sui table 1 ine bundle K on P' , n*L @ K and A,M 8 K-I have 
* - 1  
non-zero sections. We can write 5 2 p * ( ~  8 n * ~ )  8 q*(M 8 X K 1 .  
* -1 Since L 8 n * ~  and M 8 A K are effective, we may assume that L 
and M are effective. 
+ 
Remark Set 'X = S XplS . Then X has at worst terminal singularities 
because the singular fibres of n and X are of type I 1  or 11. Moreover 
X is Q-factorial( i.e. for any Weil divisor D on X, some multiple mD 
is a Cartier divisor 1. This is shown as follows: If X is not 
@-factorial, then there is a small projective resolution r: Y - X 
for which )' is Q-factorial. But then we have ( 2 . 4 )  for Y instead of 
X and the exceptional curve of r is numerically equivalent to 0 ,  
which contradicts the projectivity of Y. Hence X is Q-factorial. 
On the other hand, since X is a Gorenstein 3-fold, X is factorial by 
[ 4, $51. 
Definition(2.5) Let n: S -----t P1 be a rational elliptic surface with 
sections. Let C be a linear system on S whose general member C is a 
nonsingular rational curve with C 2  = 0 .  Then the~ctntificat-ion map 
'P(~,n,C> is defined as follows. 
The members of C is parametrized by a projective line P 1 ,  
because dim C = 1. We shall denote by Ct, the member of C 
corresponding to t E P 1 .  For a general t E P 1 ,  XICt : Ct- P1 is a 
double cover with two ramification point Pt and Qt. This 
correspondence from t to {Pt, Q t )  is extended to the map 
'P(s,~,~> : P1 - 9 , where Y is a symmetric product of two 
projective lines. We denote [ CtP1): C(Im q(S,n,X) 11 by deg VtS,n,~). 
From now, we shall consider the case where S is obtained by 
blowing-ups of P1 X P i  and Z is the pull back of lpl*O(l)( on P1 X P 1 .  
For example, if we assume that every singular fibre is irreducible, 
then we always have this case. 
Let us identify the vector space H0(l!" x P1, pT0(2)@ p;0(2)) 
with C'. 
Let T:= { (x,y)E C% C 9  ; x = ay or y = as for some constant CY 
E C . Then T is a closed subset of c% X'. Consider the c*- 
action on C9 x c%uch that for y G cg, y(x,y) = (yx,yy). Then T is 
invariant under this action, and hence we have the following quotient 
spaces with respect to this action. 
By the identification of c9 with Ho(P1 x P 1 ,  p70(2)~ pz0(2)), a 
point (x,y) f c9 X C9 - T corresponds to a pair (f,g) of sections of 
p':0(2)@ Pz0(2). Since (x,y)is not contained in T, (f,g) determines a 
linear pencil ~f + ug ; ( ~ : y )  E P1. Thus we have 
If we replace U by a suitable open set of U, then each linear pencil 
x {u} ; u E U has eight base points in number, and the blow-up of 
these points is a rational elliptic surface with sections S For u' 
* 
this Su and the linear pencil C ( the pull back of I~10(l)l on 
x P 1 ) ,  the ramification map q~ is defined. On a suitable open set U 
V c U, there is a commutative diagram: 
I P 1 x v  ' p ,  Y X V  
such that qIU = 
'pu. 
We can find, by (2.6) below, at least one point uoE V such that 
deg quo= 1, which shows that for a general point u E V, deg qU = 1. 
Indeed, since deg q = 1, for a general point x on p 1  X {Uol is 
un 
a closed immersion at x. On the other hand, q is a finite morphism 
at x, which implies that q is a closed immersion at e by Nakayama's 
lemma. This shows that for any point U E V near Uo, deg qu = 1. 
(2.6) Explicit description of 9 
(To:TI) X (So:S1) : =  a bi-homogenous coordinate of P1 x P1 
Consider the linear system Af + pg (h:p) E P1. If ais and b : s  
3 
are generally chosen, then this linear system has eight base points 
in number. Blowing up the base points, we have a rational elliptic 
* 
surface with sections. Set C = lp20(111. Then C is regarded as a 
linear system of the rational elliptic surface and we can consider 
the ramification map q with respect to C. C is parametrized by 
Put 
Taking the discriminant D(F), we write 
2 D(F) = $2 - 4 $1$3 
2 2 
= $i(a, So, S1) + ~u d2(a, b y  So, S 1 >  + u $3(b, so, s l ) ,  
where 42 and 4 3  are homogenous polynomials of deg 2 with respect 
to (a, b), and of deg 4 with respect to (So, S1). 
Then qI is defined as follows: 
cP 
(So:S1) X (a, b) - - + ( G 2 :  $ 3  1 x (a, b) 
cn 
IP2 x P I 7  
where we identify the symmetric product Y of two projective lines 
with p2. If three polynomials $2 and 8 3  have common factors for 
a point uo = (ao, bo) E PI7, then qI is not a morphism above uo ( quo 
can be regarded as a morphism fibrewisely 1 .  This is the reason why 
we shrink U to V in (2.5). 
For example i f  we put bo= (0, 0, 1/2, 1, 0, 1, 1, 0, 1/2) and 
ao= (0, 1, 0, 0, 1, 1, 0, 1, 1 1 ,  then q is a morphism above ?La = 
(ao, bo) E P I 7 .  Moreover q is described on Uo:= ( So f 0 as 
uo 
follows: 
:(s) -(s4 - 2s3 + (lower trems), -2s" (lower terms) 1 ,  
I I I I I I 
S1/So Wo/W2 w 1 /W2 
where (Wo:W1:W2) is a homogenous coordinate of P 2 .  Writing a(s> = 
s4 - 2s3 + (lower terms) and B(s, = -2s3 + (lower terms) , we have 
C(S) = @ (  ci(s), Bts)  > .  Hence we have deg q = 1. 
210 
By (2.5) and (2.6) we have 
Lemma(2.7) For a general t r ipLet  (S,n,X), deg v ( ~ , ~ , ~ ) =  1. 
Remark(2.8) Since S is a rational elliptic surface with sections, n 
is detemined uniquely up to Aut(P1) for a fixed S. Thus the above 
property is independent of the choice of n if we fix S and C. 
( 2 . 9 )  Let (S, C, nl and (s+, c+, A) be the same as above. We assume 
(2.1) and (2.2). We employ the following notation. 
X : =  S x ,s+ P 
a: S + P1 the morphism defined by 2 
6 :  s++ !P1 the morphism defined by C+ 
p: X - S the first projection 
+ q :  X ---t S the second projection 
cp+. -
' -  '(s+,A,c+> 
Remark that general fibres of a and 8 are isomorphic to pl. Let F = 
- 1 a (a) (resp. F+ = 8-'(y) be a general member of C (resp. c+) .  Then 
- 1 P -1 
a x a (a) = P1 is a nonsingular elliptic K3 surface, and 
- 1 
similarly for r ( 1  8 = . Let { P I ,  P 2 }  E IP1 (resp. 
{QI, Q21 E IP1 be the ramification values with respect to nlF:F 4 
+ I P  (resp. AI~+:F -+ P1). 
Proposition(2.10> Assume that 1) P1 = Q1 and P2 = Q2 , 2 )  (2.1) and 
+ (2.2) holds. Then D : =  F xplF+ c S xPIS = X consists of two 
irreducible components D l ,  D2 with the following properties: 
a) D l  and D2 are nonsingular rational curves with (D1.D2),-1 ( X I  
= 2 ,  (Dl. D2)$ ( Y )  = 2. Moreover Dl intersects with D2 
+ 
Moreover if we assume that deg q = 1 or deg q = 1, then Di(l I i S 
2) is an isolated rational curve. 
Proof. 
The proof of a) and b) is immediate from our assumption. Suppose 
that Dl moves in X. If flD 
1 /X 2 0(-1) @ 6(-11, then D l  is always 
rigid, hence we may assume that N D1/X - 6 @ 0(-2). Since D l  moves, 
the Hilbert scheme HCL? is smooth at [Dl]. Let u :  2 - H be the 
irreducible component of HiLbX passing through [Dl] and the 
universal family over this component. 8 is irreducible and there is 
a natural morphism from 2 to X. We can regard its image as a Weil 
divisor on X. Since X is factorial by Remark preceeding Definition 
( 2 . 5 1 ,  this is a Cartier divisor, which we denote by 9. 
Then we have the following diagram: 
, where C is the image of 9 under a X t and (CJ (resp. (cJ') is the 
ramification map with respect to (S,n,C) (resp. (s+,A,c+)) defined in 
§2. First, G is an irreducible curve because 9 is the image of R and 
D l  is contained in a fibre of a x t . Next, for a general point 
P E C ,  (a x t )-'(P) is a singular fibre of type 1 2  (i.e. two 
nonsingular rational curves intersecting at two points transversely). 
This is shown as follows. A general fibre of a ( resp. r is an 
elliptic K3 surface. Dl deforms to a section s of a general 
fibre of a , and s is, at the same time, a section of a general fibre 
-1 
of . Assume that S E a-l 1xp):general fibre and s E r (y'): general 
fibre. Then a-'tx91 --% P1 and B- ' (LJ ' )& P1 are double covers of P 1 ,  
respectively. Of course, both a-l (x' ) and B-l(y' are nonsingular 
rational curves by definition. Let {Pi, P$)E P1 (resp. { Q i ,  Q$l 1 
be the ramification value with respect to x ( resp. 1 1. If {Pi, Pi} 
does not coincides with { Ql, Qi), then ad' (o') xpl B-l(i~') = :  t is 
- 1 -1 
an irreducibe curve on o t x ' )  and p I t :  t + a (x')c S is a double 
- 1 
. a-l(x3)4a (x,), cover. Since t contains a section s of p la-l(x,). 
this is a contradiction. Hence {Pi, Pi} coincides with { Q i ,  &$I. In 
this case, t is a union of two sections s and s'. s and s' intersect 
to 
at two points which corresponds {Pi Xpl Q; , P$ xPl Q $ } .  Since A 
- 1 
t2 = 0, s2 = -2 and = -2 on the elliptic K 3  surface a (x'), S 
and s' intersect at these points transversely. Therefore, for a 
- 1 general point P E G, o x z ) ( P I  is a singular fibre of type I?. 
+ 
Furthermore, from the above observation, we conclude that (q x q 1 . i  
factors through A c 9 x 9. 
Let us show that 9 is a pull-back of a divisor on P1 X P' by 
a x z . Let P be a general point of G and let us write (0 X r I - ' ( P )  
= C1 + C2. Then C 1  + C2 is contained in a smooth fibre F of a , and 
91, = acl + bC?+ (effective divisors on F disjoint from Cl and C2). 
Since (a general fibre of a x z . 9) = 0, we have (Cl+ C2. 9) = 0. 
Here we recall that X has two canonical projection p: X ---4 S and 
+ q :  X --+ S . Then p(Ci)(resp. q(Ci)) coincides with a fibre of 
a :S ---+P1(resp. B : 5'---+ P1) for i = 1,2. On the other hand, by 
(2.41, 0<91 - p * ~  @ q*fi for an effective divisor L on S and an 
+ 
effective divisor W on S , which implies that (9. C1) 2 0, 
(9. C2) 2 0 and consequently that (9. C1) = 0 and (9. C2) = 0 .  Since 
Cls are (-2)-curves on the surface F ,  we have 91, = (aci + aC2 ; a201 
1 
+ (effective divisors disjoint from C's). I t  is easy to see 
1 
o t a ) l ~ l  + C2 ' + C 2  . Hence we have shown that except for finite 
fibres of a x -T , the restriction of O(9) to fibres of G X r are 
trivial. By the see-saw lemma, 9 is a pull-back of a divisor by 
a x r in codimension one. Hence we have O(9) (a X r ) * o ( G > .  Let 
us denote by p l  (resp. p,) the first projection (resp. the second 
projection) of P1 x P i .  Write L = OS( F ) and N = O S + (  F~ 1 -  
* * * * * * Then we have (a X r p l  O(1) = P L and (0 X r 1 P2 O(1) = 4 !I. 
* @n Thus O(G) = prB(m) @p:O(n) andO(9) = p * ~ @ ~ @ q N  for positive 
+ integers m and n. Since (q X q 1 0 %  factors through A c 9 X 9 and 
+ deg (4 or deg (4 = 1, we have m = 1 or n = 1, and hence G - P 1 .  




, where k O j  is the Stein factorization of 9 -----+ P 1 .  Since a general 
fibre of a x -c l a  is of type I p ,  a general fibre of j is isomorphic 
to P1. Hence we have deg k = 2. Since every fibre of a x r is 
reduced, every fibre of a x r 1, is also reduced. Let f be an 
arbitrary fibre of a x r I,. Then a general point P E f is a smooth 
point of f because f is reduced. Since o X r 1, : '2 - P1  is a flat 
morphism, we conclude that 9 is smooth at P, which implies that the 
normalization of 9 makes effect only on finite points of every fibre. 
By Hurwitz formula, k is ramified over some points because G 2 P 1 .  
Let P E p 1  be one of these points. Then (koj)-l(~) is a mu1 tiple 
- 
divisor on a. On the other hand (koj)-l(~) = v - l o  (a x r la)-l(p) 
and the right side is not a multiple divisor by the above 
observation, which is a contradiction. Therefore, D l  is isolated 
under the assumption of the proposition. Q.E D. 
Definition(2.111 Let C be an nonsingular rational curve on a 3-fold 
X. Assume that X is smooth near C and that NCIX = OPl(-1) @ Opl(-l). 
Blowing up X along C, we can produce a P' x p1 as a exceptional 
divisor. Blowing down i t  to other directions, we have a threefold 
bimeromorphic to X. This process is called a flop. For the 
definition of a flop in more general situations, see C41, [81.  
Definition(2.12) The Weierstrass model W(KT,a,b) over a surface T is 
the divisor on PT(OT@ K;~@ K;~ defined by the equation 
Y ~ Z  - (x3 + axz2 + bz3), where X,Y and Z are natural injections 
82 8 3  
" 2  4 OT" KT " KT 
"2 @3 
"3 + OT. KT . KT 
@ 2  83 
OT - OT@ KT @ KT 
8-6 8-4 and KT , , respectively, and where a and b are sections of KT 
respectively. Moreover we assume that $a3 + 27b2 is not identically 
zero. Vie shall denote W(KT, a, b> simply by W. 
3 3. Rational curves 
1 .  In this paragraph, we shall define the birational map 4 between 
X = S xpls+ and a singular Weierstrass model p: CI -- iP1 X IF". 
Let 71: S --+ p 1  be a rational elliptic surface with sections. 
We assume that all singular fibres are irreducible. Then S has the 
representation as a nine points blow-up of p2. Thus there are 
(-1)-curves ti (1 I i I 10) with the following properties: 
(1) 1.s (i # 8 )  are exceptional curves of the nine points 
1 
blow-up of p2. 
( 2 )  (t8-t9) = (tlO.tg) = 1. (ei.Cg) = 0 for other i .  
The blow-down of C l ,  . . . ,  t8 is isomorphic to iP1 x P 1 .  
Let A : s+-----+ p 1  be a rational elliptic surface with sections. 
We assume that all singular fibres are irreducible. Pick up one 
+ + 
section m l  c S of A (which is a (-1)-curve on S . I .  The birational 
map 4 ( which depends on 1 =(ti) and ml) is defined as follows. l,ml 
Let y be the flop of the curves C. xPlml (15 i < 8). Then we 1 
+ 
have the projective threefold X' birational to X = S xPIS . Let E i  
(15 i i 8) be the strict transform of Ci xp1s+ (I< i i 8 )  by y. 
These E.s can be contracted to eight points and we obtain a singular 
1 
Weierstrass model p: W d [P1 X pl. We denote by 4,t,m1, this 
birational map between X and W. The strict transform of S XiPlml by 
@(1,rnl) is the canonical section of f i .  
2.  We shall explain the basic situation. Let n: S ----+ p1 and 
A: S+ -----+ p 1  be rational elliptic surfaces with sections. We assume 
that every singular fibre of n and A is irreducible. We denote by 1 
and C' (resp. m and n') two (-1)-curves on S ( resp. s+) for which 
(1. 1') = 1 ( resp. (m, my) = 1 ) .  Assume that 
( 3 . 1 )  generic fibre o f  x and A are not isogenous, and 
( 3 . 2 )  n(P) = A(&), where P = 1 f i  t.' and Q = m f i  m'. 
Let A be a small disk around 0 E c .  Let f: G --+ A x p 1  and 
g: 6++ A x p 1  be the deformation of n: S + iP1 and X :  s+----+ !" 
, respectively. 
Since L and 1' ( resp. m and m') are stable submanifolds in S (resp. 
S ,  they are deformed to (-1)-curves lt and Ct on Gt (resp. mt and 
+ 
mi on Gt 1 ;  t E A - (01. Here we impose the following general 
condition: 
( 3 . 3 )  ft(Pt) $ gt(Qt) for t E A - (01, where Pt:= l t n  1 ;  and 
Let us employ the following notation: 
+ 
C:= C x , m  c X = S xplS  iP 
C':= C' xplm' c X 
C 0 C '  : =  the reduced subscheme of X whose support is C 0 C' 
For t E A - { O ) ,  
+ X t : =  G x t ( { t l  X P 1 )  G t  
x i : =  the threefold obtained from X t  by the flop y t  of 4 ;  x g l a t  
on Xt 
x + : =  the threefold obtained from X by the flop y of C y  c X 
D := the strict transform of C by y 
+ E := the strict transform of X xplS by Y 
For t E A, 
at:Gt + P 1 ,  the morphism defined by the linear system 
Itt+ t;l 
+ 
B t : G t  - P 1 ,  the morphism defined by the linear system 
Int+ n i l  
P t :  X t  M tit y the first projection 
the second projection 
a t : =  a t  o pt 
r t : =  B t  0 qt 
Remark. General fibres of a t  and B t  are isomorphic to P 1 ,  and 
general fibres of a t  and z are elliptic K-3 surfaces. t 
Figure X - -  - - 3 x* 
J1.,,st 
Lemma(3.4) The foLLowing impLtcation holds. 
-+c) D can be deformed to an isoLated (-2)-curve Dt on X; (t€A-{Ol 
-1 . Furthermore y t  zs an isomorphis. in a neighbourhood of Dt. 
Proof. 
a) --+ b) Suppose that D c X+ moves. I f  N ~ / ~  + = O(-1) @ O ( - I ) ,  
then D is always isolated, which implies that HD/X+ = 0(-2) @ 0. Let 
+ H be the germ of HiLbX+/c at [Dl. Then , since D moves in X , dim H = 
1 and H is isomorphic to (cl,O). Denoting by X the universal family 
on H, we obtain the following diagram: 
In the above diagram p, 1 : # -+ X+ is unramified at each point on 2 
-1 p, ([Dl) because NDiX+ = O(-2) @ 0. Hence pl(W) is smooth in a 
neighbourhood of D. Since hO(~D/E) = 0, pl(2) intersects with E 
transversely, and p,(L)IE = D. Indeed if p1(~)IE = nD for n t 2, 
then we have a non-trivial extension of D to the second order. This 
contradicts the fact that = 0 .  Moreover pl(2) has the D as a 
ruling. Let $7 be the strict transform of pi(&!) by y - l .  Then d 
contains C and C '  as (-1)-curves, which implies that C U C' moves in 
X. This contradicts the condition a). 
b) -+ c) The first part of c) follows from 52 of C21. The latter 
part of c) follows from the assumption ( 3 . 3 ) .  Q.E.D. 
Remark. In c), D can be regarded as an isolated (-2)-curve on Xt t 
-1 . because y is an isomorphism near D t ' Hence by Lemma(3.4) if a> is 
satisfied, then we can find an isolated !-2)-curve on X t 
Figure 
+ 
We shall denote by C (resp. C the linear system on S (resp. 
s+) defined by 1 + L9(resp. m + m ' ) .  Then the argument in (2.5) is 
f 
applied to the triplet ( S , A , ~ )  and (sf ,A,C 1 .  
Proposition(3.5) Let S a n d  S+ beasaboue. Suppose  that the tripLet 
(S,n,C) is generally chosen such that Lenzma(2.17) holds. Then C U C' 
is isolated in X. 
Proof. 
Suppose that C U C' moves in X. Let us denote by N, the 
normal bundle C,/ and write P = C n C', j: C ---, C V C'  
and j': C'- C V C'. Then we have 
Y o - IV - j*(IVlc)e j;(NIC,) - c(P)@~ - o 
, where NIC - 0(-1) @ 0 and NIC, 2 0(-1) @ 0. Since Q : j*(NIC)@ C(P) 
+ ~*(NI~)@c(P) @ j;(tdIC,)@~(p) 2 C(P) @ and Q': j;(NIC, )@J C(P) 
-+ c(P)@~ are both isomorphisms, we have hO(N) r 1. Since C U C' 
moves in X, HilbX/C is smooth of dim 1 at C C U  C'I. We note here 
that X has two fibrations a. and zo whose general fibres are 
elliptic K3 surfaces.(See the notation above.) C U C' is contained 
in sigular fibres of a0 and ro, respectively. 
Since C V C '  does not move in these singular fibre, C U C'is 
deformed to a section of a general fibre(an elliptic K3 surface) of 
ao(resp. TO). Let us denote by a: 2 ---+ H , the irreducible 
component of HiLb X/C passing through CC U C'I and the universal 
family over this component. Then a general fibre of a is isomorphic 
to pl, which implies that #l is irreducible. There is a natural 
morphism from 8 to X, and we can regard its image as a Weil divisor 
on X. Since X is factorial by Remark in s2, this is a Cartier 
divisor, which we denote by 9. Then we have the following diagram: 
+ 
, where C is the image of 9 under ooX zo and (p (resp. ) is the 
ramification map with respect to (S,x,C) (resp. (s+,A,c+)) defined in 
s2. First, C is an irreducible curve because 9 is the image of 8 and 
C V c' is contained in a fibre of COX zo. Next, for a general point 
P E C ,  (o0x ~o)-'(P) is a singular fibre of type I 2  (i.e. two 
nonsingular rational curves intersecting at two points transversely). 
This is shown as follows. A general fibre of a. ( resp. zo is an 
elliptic K3 surface. C U C' deforms to a section s of a general 
fibre of 00, and s is, at the same time, a section of a general fibre 
of ro. Hence we have the situa-tion in the proof of 
Proposition(2.10), and consequentb for a general point P E G, 
(OoX ~o)-'(P) is a singular fibre of type 1 2 .  From this, we can use 
the same argument of the proof of Proposition(2.10), which deduces 
the contradiction. Therefore, C V C' is isolated in X. Q.E.D. 
3. In the following we shall find four mutually disjoint, isolated 
(-2)-curves C. (1 I i I 4 )  on a singular Weierstrass model 
1 
p: W --+ p1 X p l .  These curves will have the following intersection 
numbers: 
.where pl (resp. P2) is the first(resp. second) projection of p1 X 
and C is the canonical section of C. 
Let A: S - P1 be a rational elliptic surface with sections 
whose singular fibres are irreducible. S is a nine points blow-up of 
P2 and a eight points blow-up of P1 x P1. Let Li(l 5 i < 10) be the 
same as in 1. of this section, and let Li(i = 11, 12) be the 
(-1)-curves on S for which (tl1.t9) = ttI2.4',) = (tl1.t,) = (tl2.X6> 
= 1, (tll.t.) = 0 (j Z 7,9) and (Il2.4'.) = 0 (j f 6,9>. We write 
J J 
a = t8r\ e9, b = t 7 n  e l l  and c = t 6 n  t12. ~t is easy to see the 




n % -ei7 P? > 
Let A :  s++ P1 be a rational surface with sections whose 
singular curves are irreducible. Suppose that m (1 I i I 6 )  be the i 
+ (-1)-curves on S for which 
(mi. m.) = 0 if (i,j) = (odd, odd) or (even, even) 
J with i f j 
Writing s = m 2 n  m 3 , t  = m l n  m4, u = m l n  me and v = m5n me we 
suppose one more condition: 
Figure 
Ml j 
In order to construct ths S+ satisfying (3.6) and (3.71, we must 
choose suitable eight points on p1 X p1 (which are, of course, the 
base points of certain linear pencil on p1 X pl) and blow up these 
points. Let us look at the following figure. 
Figure 
Here C is a nonsingular elliptic curve which is a divisor of ( 2 , 2 )  
type in p1 x p l .  Let us denote by pl(resp. p2) the first (resp. 
second) projection of p' x P 1 .  C is a double cover of P1 with 
respect to p l  and p2. Let P1 be a ramification point of the double 
cover pll Let f be the fibre of p2 passing through PI and R a c - 
intersection of f and C .  If we choose C generally, then C intersects 
with the fibre g of pl passing through R, transversely. Write C T\ g 
= {R, P2). Take five points {P3, ..., P71 on C disjoint from 
{PI, P2, R). Then the divisor of (2'2) type passing through 
{PI, . . . .  P7) forms a linear pencil C. Let {C, C ' )  be a basis of C. 
Then C r\ C' = {PI, . . . ,  P7, PSI, where P8 coincides with none of 
{PI, . . . ,  P7). Blowing up {PI, . . . ,  Ps), we have an elliptic fibration 
A with sections. If we impose certain general conditions, then the 
elliptic fibration obtained has only irreducible fibres. 
Figure P I X  \P I 
+-- 
b l o w  kr 
nn- ?I, ---, P* f 
Then we may set ml = f', n2 = El, m3 = gi , m4 = g ;  , m5 = g; and 
* 
n6 = E 3 .  We assume the following condition (3.1),(3.2 1 .  
(3.1) Generic fibres of x and h are not isogenous. 
(3.2%) ~ ( a )  = A~s)( = ~(t)), n(b) = h(u) and n(c) = A(V). 
* Remark. By replacing x by oOx for a suitable o  E ~ut(Pl), (3.2 is 
always satisfied. 
Let f: G - A x p1 and 9: 6+- A X p1 be the deformations of 
n: S - p 1  and A: s+- p l ,  respectively, for which (3.3) holds. 
Then Lemma(3.4) and Proposition(3.5) is applied for each 
where (i,j) means C xpl nj. Since Di(l < i i 4) are disjoint from 
each other, we have mutually disjoint, isolated (-2)-curves 
Di.t (1 i i i 4) on Xt (t # 0 ) .  As is explained in ( s 3 ,  1 1 ,  there is 
a birational map @ between X t  and a singular Weierstrass (C,, ml,) 
model Wkover p 1  x IP1. But ipl a neighbourhood of each D. (1 I i L 4) l,t 
6 is an isomorphism. Therefore we can find mutually (Ct, mlt) 
disjoint (-2)-curves on W; Ci= 6 (tt, n ~ ~ ) ( ~ i , t  (I< i < 4 ) .  By the 
construction we have (3.6). W can be deformed to a nonsingular 
Weierstrass model over p1 x P1, which we call W by abuse of language. 
Then the four curves constructed above is also deformed to isolated 
(-2)-curves on W ( one curve may split up into disjoint several 
curves.). Hence we can find mutually disjoint, isolated (-2)-curves Ci 
(1 I i I 4 )  on a nonsingular Weierstrass model W , and these curves 
satisfy ( 3 . 6 ) .  
§ 4 .  Deformation of rational curves 
Let W be a nonsingular Weierstrass model over p 1  X p l .  Let C 
denote one of the isolated (-2)-curves constructed above. If NcIw 2 
0(-2) @ 0 ,  then we must deform (C, W) so that C splits into a 
disjoint union of (-1, -1)-curves to use Friedman's argument. In 
this section we observe the deformation of ( C ,  W). 
1 1  Lemrna(4.1). Let W be a nonsingular Weierstrass model ouer IP x IP . 
Then W is unobstructed, that is, the moduli number m(W) of W can be 
defined and m(W> = hl(W, 8 ) .  
Proof. 
By the definition of a Weierstrass model, W is embedded in 
82 @3 P = PIPlxP1(O @ KplxIPl@ Kp,xpl). We shall denote Kplxpl simply by K. 
1 1  Let p denote the projection of to X . Taking cohomologies of 
the exact sequence 
0 ---+ BW - BPIW + OW(W) ----+ 0, 
we have the exact sequence 
0 --+ Hn(W, BPIW) 6 tI0(w, OW(W)) - H 1  (W, B W ) .  
The injectivity of $ follows from the fact that hO(w, BW) = hO(W, Q;)  
= h2(w, OW) = 0. First we shall show that 6 is surjective. Since 
1 1  the Euler number e ( W )  of W is equal to - 6 0 c f ( p  X p  = - 4 8 0  by 
1 6 ,  T h ( 3 . 1 0 1 1  and h 1 , ' ( w )  = 3 ,  we obtain h l ( W ,  B y )  = 2 4 3 .  Since 
O (W) = 0 p ( 3 > @  p : 8 ( - 6 K ) ,  a direct calculation using the exact sequence IP 
shows that h O ( W ,  O W ( W ) )  = 3 3 4 .  Consider the following exact 
sequences 
, where E = O @ K @ 2 @ ~ @ 3 .  By ( 4 . 2 )  we have h O ( B p l w )  S 
h O ( @ p / p l x W )  + h O ( ~ * @ p t x p l l W ) .  On the other hand, 
- 
h O ( @ p / p l x  p~ l W )  = h O ( p * &  O W ( l ) )  - 1  by ( 4 . 3 ) .  An easy 
computation shows that h O ( B p l W )  5 9 1 .  As a consequence, 6 is 
surjective. 
Next we shall show that h l ( O W ( W ) )  = 0 .  Noting that O y ( W )  = 
O W ( W )  = 0 W ( 3 ) @  p * ( - 6 K )  and applying Leray spectral sequence, we have 
--+ H 0  t R 1 p * O W ( 3 ) @  0  ( - 6 K )  1 .  
But the first term and the last term of the sequence are shown to be 
zero. Thus we conclude that H 1 ( O W ( w ) )  = 0 .  Since H 1 ( O W ( w ) )  = 
H ' ( N W / p )  = 0 ,  the Hilbert scheme HiLb IP/k is smooth at C W I ,  where CWI 
is the point on HiLbpIk which corresponds to W .  This implies that 
the universal family over H i L E  P / k  is complete near CW1 by C51 
because 6 is surjective. Therefore, we conclude that m ( W )  = 
h 1 ( w ,  B y ) .  Q.E.D. 
1 1  Let p :  W -----+ p  X p  be a general nonsingular Weierstrass model 
o v e r  IP1x P I ,  a n d  l e t  C  be  t h e  same as a b o v e .  T h e n  M ( C )  i s  a r u l i n g  f 
- 1 
o f  P ' X P ' .  I f  w e w r i t e H = p  ( f ) ,  t h e n C c H .  I n c a ~ e ! ! ~ / ~ =  
0 ( - 2 )  @ 0 ,  we s h a l l  u s e  
1 P r o p o s i t i o n ( 4 . 4 ) .  Let p :  W + P1x IP as aboue, and C  a canonicaL 
section of f i .  Suppose that 
I 1  C  is a contractible rational curve uith I V ~ / ~  = 0 ( - 2 )  @ 0 ,  
1 1  2) C c H = ~ - ' ( f l ,  uhere f is a ruLing of IP x I P ,  and C is a 
section of P I H  - f. 
31 (C, Cl = 0 or I .  
Then W can be deformed so that C splits up into a disjoint union of 
rationab curves with normal bundbes O P l i - i )  @ O p l i - i ) .  
Proof. 
A c c o r d i n g  t o  [ 2 , § 4 ( c )  C o r . ( 4 . 1 1 ) 1 ,  i t  s u f f i c e s  t o  s h o w  t h a t  t h e  
n a t u r a l  map H 1 ( 8 w )  + H 1 ( B y l C )  i s  s u r j e c t i v e .  I f  t h i s  i s  s h o w n ,  
t h e n  we c a n  a p p l y  t h e  same a r g u m e n t  o f  [ 2 , § 4 ( c ) ( 4 . 1 1 ) 1  w i t h  t h e  a i d  o f  
L e m m a ( 4 . 1 )  t o  p r o v e  t h e  e x i s t e n c e  o f  a d e s i r e d  d e f o r m a t i o n  o f  W. 
W i t h  t h e  same n o t a t i o n  o f  L e m m a ( 4 . 1 1 ,  we h a v e  
L e t  I C  d e n o t e  t h e  d e f i n i n g  i d e a l  o f  C i n  W .  T h e n  f r o m  t h e  a b o v e  
s e q u e n c e  w e  o b t a i n  
We h a v e  s h o w n  i n  t h e  p r o o f  o f  L e m m a ( 4 . l )  t h a t  H 1 ( O W ( w ) )  = 0 .  S i n c e  
dim C = 1, H2(QplC) = 0 . We shall show that ~ ~ t @ ~ l ~ )  = 0. By 
Serre duality, hl(BplC) = hO(Qb @ OP1(-211, where we identify C with 
P'. Consider the fol lowing exact sequences: 
1 1  
where E = 0 @ @ and p is the projection of P to P X P . 
From the first sequence, we obtain 
+ HO(R1p/plXpl@ ( - 2 ) )  
Since Ho(p*QPlxpl@ OP1(-2)) = 0, in order to show that 
HO(Qlp @ Bp1(-2)) = 0 i t  suffices to prove that 
HO(QIP,plxPl@ 0Pl(-2)) = 0. But by the second sequence, i t  is 
enough to show that h0(p*& @ OP(-l) 8 0p1(-2)) = 0 .  I f  we write 
m = (C,C) Z 0, then i t  follows from the assumption(2) that 
Thus ho(p*E @ OP(-1) @ Opl(-2)) = 0 follows, and consequently 
hl(OplC) = 0 is obtained. To prove the surjectivity of the map 
H1(BW) - H1(QwIC), we must show that a in ( 4 . 5 )  is injective. 
But since hl(BplC) = 0 , i t  is equivalent to show the injectivity of R .  
Consider the following exact sequences: 
We may prove that y is surjective. Let us write 
L = 1' (o~(w)@I~) = Ho (OC(W))/HO (OW(W) 1 .  Then we have the 
following commutative diagram: 
Here 6C(1) is the restriction of Op(l) to C, and r is the composition 
of the three maps: Ho(p*g"@ OC(l)) 3 HO~Qp/plxpllC), 
H"@p/plxpllC) HO(BlplC) and HO(BplC) H1tBplW@ IC).(See 
(4.2) and (4.31.) J is the so called Jacobian map, and i t  is 
defined as follows: 
Let F = Y ~ Z  - (x3 + ~XZ' + bz3) be the defining equation of W in 
p.( See Definition.) We write 
* - 3  Op(l)) = ~Oi5~(l))@ HO(O~(~)@~*K-~)@ HO(OC(l)@p K 1 .  
Then J is given by 
where 
First i t  follows that L = 0 if (C, C) = 0 .  For, we have 
* * OW(W) 0W(3) @ p (-6K) 0W(9Z) 8 p (-6K) and OC(Z) 2 OC. Thus we 
have proved the proposition in this case. Next we consider the case 
where (C, C) = 1. In the remainder we shall show that im J and 
im HO(Oy(w)) c HO(OC(W)) generate HC(OC(W)) in this case. Note that 
C c H c b/, where M is the divisor in the assumption of the 
proposition. In this situation, { 8F/azIJf = 0 1 is a divisor on H 
which has no intersections with CI H' Here ZIH denotes the 
restriction of E to H. Hence { 3F/azIC = 0 ) consists of 18 points 
( which may contain multiple points.). Let V1 denote the image of 
HO(OC(l)) in HO(OC(~)) = H0(Op1(21)) under J .  Then the linear 
system defined by V 1  consists of 18 fixed points and 3 points which 
move freely. In particular, dim V1 = 4. On the other hand, we 
have 
{ ~ F / ~ Y I ~  = 0 1 = 3CIH + ( effective divisors which have no 
intersections with CI H I -  
Let V2 denote the image of H0(OC(1) @ p * ~ - ~ )  in H0(OC(w)) under J. 
Then dim V2 = 10. Finally let V3 be the subspace of 
im HO(By(~)) c HO(OC(w)) which defines the linear system on C of the 
following type: 
9ZIC + ( 12 points which move freely 1 .  
We have dim Vg = 13. We shall consider the intersection of V2 and 
v3. { ~ F / ~ Y I ~  = 0 1 consists of 12 points; 3XIC( one point with 
multiplicity 3) and 9 points R1,"' , R g ,  none of which lies on C. 
Hence every section s E V2 c HO(bC(~)) must be zero at these 12 
points. On the other hand, we deduce from the definition of V3 that 
+ 
s E V3 c HO(OC(w)) must be zero at ZIC and that its multiplicity is 
at least 9. Therefore, we conclude that for every section 
s E V2 f l  V3, ( p E C ; s is zero at p) = 9ClC + R I  + ' . ' +  R3 + others. 
This implies that dim(V-, f\ V3) 1 4 .  Since dim V-, = 10 and 
dim V3 = 13, we have dim(V2 + VS) 2 19. But every section of 
V2 + V3 must be zero at ElC with the multiplicity 2 3. Thus we 
obtain dim (V2 + V3) I 19. Consequently, dim (V2 + V3) = 19 and 
dim (V2 f l  V3) = 4. Next we shall consider the intersection of V1 
and (V2 + V3). Every section in V1 is zero at { aF/azIC = 0) ( which 
consist of 18 points different from ZIC ) .  On the other hand, 
every section in V2 + V3 is zero at ZIC with the multiplicity 2 3. 
Thus we conclude that dim V1/\(v2 + V3) = 1. From this we obtain 
dim(V1 + V2 + V3) = dim V 1  + dim(V2 + V3) - dim(Vln (V2 + V3)) 
Since dim(VI + V2 + V3) = dim H"OC(w)) = dim H0(Op1(21)) = 22, 
V l  + V2 + V3 coincides with HO(OC(W)). This implies that im J and 
im (f1° (OW(W) c H0 (OC(W) generate H0 (OC(W) 1. Therefore, y in (4.6) 
is surjective and the proof of the proposition is completed. 
We are now in a position to state the following theorem. 
Theorem.  Let W be a general nonsingular Weierstrass model over 
1 
P x lP1. Then there are mutual L y  disjoint rationaL eurues Cll - -  ', C4 
on W with the folLowing properties: 
I) %. /W 2 BPl (-1) @ OPl(-i) for each i. 
1 
21 Cl, - * *  ?C4 span H2(W ; 21. 
Noreover, if we denote b y  q:W - W the contraction of Cis, then $7 
can be deformed to a compact complex manifold Wt vith L2 (Wt) = G and 
Proof. 
By 53, there are mutually disjoint,isolated (-2)-curves C. 
1 
(1  I i < 4) on W. Let C be one of Cfs. If C is a t - 2 , c ) -  curve, 
then by ( 4 . 1 )  and (4.41, there is a suitable deformation of (C, W) in 
8 2  83  ) such that C splits up into P = PPlxPl (Q @ KPlxP1@ KPlxP' 
(-1,-1)-curves. Remark that a deformation of W in P is again a 
Weierstrass model over ll" x P 1 .  This is shown as follows. Consider 
the following diagram: 
K 3 K o = W  
f1 1 
T t o ,  
where f is a flat deformation of W. We assume that T is a disk 
around to. Since f12(0W) = 0, the line bundle OK(X) is a restriction 
of a line bundle L on K. Since hl(~~(X)) = h3(Oy(Z)) = 0 ( h1 = 0 
follows from the spectral sequence of Leray for M:W ---, P1 x p1 and 
h3 = 0 follows from Serre duality 1, ~ O ( L ~ )  and h2(et) are constant 
around to by the invariance of ~ ( 9 ~ ) .  In particular, R0f*2 is a 
locally free sheaf near to, which implies that a non-zero section of 
Y extends to a non-zero section of for a t near to. Hence C 
t 0 t 
extends to a section Zt of yt: K t  4 [P1 X P1. If pt has a reducible 
fibre, then some component F of this fibre does not intersect with Et. 
This implies that p(Wt) 2 4 because Ct, 
.*t pT0(1), p: p:0(1) and 
a divisor D with (D. F )  $ 0 span a subgroup of NS(Wt) of rank 4. 
O = 0, the Picard number is invariant under But since hl(OW) = h ( 
deformation, that is , p(Kt) = 3. This is a contradiction. 
Therefore, W has only irreducible fibres and a section, which t 
implies that Kt is a Weierstrass model over p 1  X pl. 
By the above observation, i t  follows from Proposition(4.4) that 
there are mutually disjoint rational curves C 1 , " '  ,Cq with NC./W z 
1 
OPl(-1) @ Opl(-1) on a general Weierstrass model K over [P1 X pl. 
Then we have 
8 * 8 * ( C ,  C1) = 0 p o l ,  c = 1 (p ~20(1), C1) = 0 
* * * * (C , C2) = 0 (p p10(1), C*) = 0 (p P20(1), C2) = 1 
( 4 . 7 )  * * (C  , C3) = 1 (,l*p?o(l), C3) = 0 (p p20(1), C3) = 1 
* 8 * 8 ( C ,  C4) = 1 (pp10(1), C4) = 1 (pp20(1), C4) = o .  
Hence C1,"',C4 generate H2(W ; 2) by Appendix. Moreover using (4.7) 
we can show that for the assumption of Corollary(4.7) in C21 is 
satisfied. Therefore is smoothable. Q.E.D. 
A p p e n d i x .  the calculation of H 2 ( W  ; 2) 
Let f l :  IJ + p1 X p1 be a nonsingular Weierstrass model. We 
shall show that H2(W ; Z) is torsion free and make explicit the 
generators of H2(W ; Z). 
a) Let (To : T1) X (So : S1) be the homogenous coordinate of 
n n n p1 X pl. Set n = 12 and b = T1 s?+ T: s?+ T? s:+ 2To So. Then b = 0 
defines a nonsingular curve C c P 1  x P 1 .  Consider the Weierstrass 
model W defined by Y ~ Z  = x3+ bz3, which is nonsingular. Let p l  be 
the first projection of p1 X pl. Then C is a n-cover of p l ,  and there 
are 2n ramification points {PI, . . . ,  P 1 E C for which the 
2,n 
ramification index &(Pi) = n (1 5 i I2n). Put a = p l o  ,u. Then a is 
a K3 fibration with n singular fibres. A general (resp. singular) 
fibre F (resp. F') has an elliptic fibration a for which the singular 
fibres are n x I 1  (resp. 1 x 1 1 ) .  
b) Let F be a general fibre of a. Then we have 
Hl(F ; Z) = O 
H2(F ; Z) = Ze @ Zfl @ ... @ Zf2(n-2) @ zg , 
where the generators e and g are represented by the following 
2-cycles on F. 
e : =  a smooth fibre of a: F --+ p l ,  which is homeomorphic to 
s1 x s1 
g : =  the canonical section ZIF of a, which is homeomorphic to S' 
zfl @ . . .  @ z.f2(n-2) is defined by two exact sequences: 
(1) 0 - Ker --li Hl(sl x sl; Z) - H1(sl x sl; Z) 
n 
(al, . . . ,  
an ) + a i Z l  i 
(2) 0 ze2 - Ker ---+ Zfl e . . .  @ Zf2(n-2) - 0 
t n- 1 
a = (al, a ? )  --+(a, Aa, .. , A a) 
A: monodoromy matrix for a singular fibre 
Figure 2 I 
s - Pa 1 2  The  fibrat;lm d : f -+ Pa S JIQJ 
s;ngfiIw fibre< over  { 01, - - -  , Qi, 3 
2 .  
T;:[0,11 ---+S 15 a &c(earb& 0 ;  
- - -  w;i-l\ xi L C ) =  R , T ; ( I )  = R 
In the exact sequence (11, an element (al, . . . ,  an) E 
1 
. HI(s' x s'; Z.1 corresponds to a 2-chain C l  + . . . +  Cn ; 
Ci = {Ci(t)It , ai = Ci(l) - Ci(0) , where {Ci(t)} is a 
1-cycle in S' x s1 = a - 1 (yi (&I). Therefore an element in Ker is 
a 2-chain which goes to zero by the boundary map El . 
Efl @ . . .  @ Zf2(n-21 is the quotient of Ker by the equivalence 
+ + 
relation - ; (bl, . . . ,  bn) * (bl, . . . ,  b,) H (bl, . . . ,  bn) = 
+ + n-1 (bl, . . .  , bn) + (a, Aa, . . ,  A a) for a E H1(s1 x S' ; Z). 
Let y be a circle around P E P1. Then the monodoromy action y* i 
for the singular fibre o-'(P.) is described as follows. 
1 
( 3 )  
'*'~e = id : Z e -  Ze 
Y *  1 zg = i d  : %g --+ Zg 
(a l,..., a an) E Ker + Zfl @ . . .  @Zf2(n-2) 
1 n-l' 1 
(Aa,, Aan-l,.., Aal) E Ker - Zfl @ . . .  @ Zf2(n-z) 
C) Let F '  be a singular fibre of a. Then we have 
H1(F'; Z) = O 
where 
e : =  a smooth fibre of a: F'- P 1 ,  which is homeomorphic to 
s1 x s1 
g : =  the canonical section zIF, of a ,  which is homeomorphic to s2  
d) Consider a: W --+ P1(@) = s2. s2 is coverd by two open disks 
U and V with the following properties: Pi E U (1 2 i I 2 n - 1 1 ,  Pzn€ U 
P2n€ V , Pi E V (1 i i i 2n-1) and U n V h u ~ e o  s 1  x (0,l). 
Moreover U is coverd by (2n - 1) open sets U (1 I i 2 2n - 1) with i 
the following properties: I) P. f Ui if and only if i = j. 11)  For 
J 
i and j with i + 1 I j, Ui T\ U. # 6 if and only if j = i + 1. 1 1 1 )  J 
Ui T\ U is contractible to a point. By Mayer Vietoris sequence for 
J 
- 1 
a (Ui )'s, we have 
H,(u-~(u) ; Z) = 0 and H~(cJ-'(u) ; 2) = Z e  C Z g  , 
where we use the same notation in b). Obviously, 
HI (u-'(v) ; Z) = 0 and H,(u-'(v) ; Z) = Z e  @ Z g  . 
Again by the Mayer Vietoris sequence for U-'(U) and a-l(v), we have 
In the above sequence, H~(u-'(u) T\ CJ-~(V) ; Z) = Ze (B Z g  C (torsion) 
@ 3  by ( 3 )  in b), which implies that H2(W ; Z) 2 2 . Since C = lP1 X P1, 
C has two rulings, one of which coincides with g. We denote by h 
another one. Then H2(W ; Z) = Ze @ Z g  @ z h  , where e is a fibre of 
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