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Resumen
Nuestro interes es denir algoritmos evolucionistas para la resolucion de pro-
blemas de satisfaccion de restricciones (CSP), los cuales tomen en cuenta tanto
las ventajas de los metodos tradicionales de resolucion de CSP, asi como las
caractersticas propias de este tipo de problemas.
En este contexto, se propone en el presente artculo un criterio para poder
evaluar la performance de los operadores geneticos dentro de algoritmos evolu-
cionistas que resuelven CSP.
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1 Introduccion
Este artculo involucra dos areas de investigacion: Los problemas de satisfaccion
de restricciones (CSP
1
) en dominios nitos y los metodos evolucionistas. Dentro
de estos ultimos se consideran en una forma particular los operadores geneticos.
Los CSPs son problemas NP-difciles. Un CSP en dominios nitos consiste
en un conjunto de variables, sus dominios y un conjunto de restricciones entre
dichas variables. El objetivo es encontrar un valor para cada variable, desde
sus respectivos dominios, tal que todas las restricciones sean satisfechas [HE80],
[Kum92], [Fre82].
Los metodos evolucionistas estan basados en la teora de la evolucion y
se clasican dentro de la categora de metodos de busqueda estocastica, para
resolver problemas de optimizacion, [Mic94]. Estos han sido aplicados para re-
solver Problemas de Optimizacion con Restricciones (CSOP
2
) [Tsa90], y CSP
[BD95], [DBB94], [ERR94], [ERR95], [ERR96], [Rif97c], [Rif97b], [FF95], ar-
gumentando que son metodos ecientes para la resolucion de problemas con
restricciones, de gran tama~no. Los metodos actualmente propuestos en la lite-
ratura han concentrado su estudio en la representacion genetica y en los meca-
nismos de reproduccion (basicamente en los operadores geneticos). Una de las
interrogantes actuales mas comunes dentro de estos metodos es el como poder
evaluar la eciencia de los operadores geneticos.
Por otro lado, la comunidad de investigacion sobre restricciones se ha enfo-
cado tradicionalmente a desarrollar tecnicas para mejorar la performance de los
algoritmos de resolucion, usando el conocimiento de las restricciones [Dec90],
[HE80], [Fre82], [AB96], por ejemplo podando el arbol de busqueda. Los algo-
ritmos que realizan una busqueda sistematica son, en general, evaluados con-
siderando el numero de vericaciones de restricciones realizado para encontrar
una solucion o para decidir que el problema no tiene solucion.
Lo que sigue del artculo esta organizado de la siguiente manera. Luego
de denir algunas nociones sobre los CSP y sobre los algoritmos evolucionistas
(EA
3
) en la seccion 2, se presenta en la seccion 3 dos operadores geneticos que
a continuacion seran comparados utilizando el modelo propuesto en la seccion
4. En la seccion 5 se presentan diferentes tests realizados con CSP que tienen
solucion, los cuales son generados aleatoriamente.
En la seccion 6 se presentan algunas conclusiones.
1
en ingles, Constraint Satisfaction Problems
2
em ingles: Constraint Satisfaction Optimization Problems
3
en ingles:Evolutionary Algorithms
2 CSP y EA
En esta seccion se mencionan las nociones basicas en CSP, tales como: ma-
triz de restricciones, instanciacion e instanciacion parcial. A continuacion, se
presentara la estructura de una algoritmo evolucionista y sus componentes, lo
que sera utilizado en las siguientes secciones del artculo. Aqui, se restringe la
atencion a problemas de satisfaccion de restricciones binarios, en los cuales las
restricciones involucran a lo mas dos variables. Es posible convertir un CSP con
restricciones n-arias a un equivalente binario [RPD89].
2.1 Conceptos en CSP
Un Problema de Satisfaccion de Restricciones (CSP) esta compuesto de un con-
junto de variables V = fX
1
; : : : ; X
n
g, sus respectivos dominios D
1
; : : : ; D
n
y un
conjunto  que contiene  restricciones sobre esas variables. El dominio de una
variable es un conjunto de valores con los cuales la variable puede ser instan-
ciada. El tama~no de los dominios son m
1
; : : : ;m
n
, respectivamente, conm igual
al maximo de los m
i
. Cada variable X
j
es relevante (en lo que sigue se denotara
\ser relevante para" por ), para un subconjunto de restricciones C
j
1
; : : : ; C
j
k
donde fj
1
; : : : ; j
k
g es alguna subsecuencia de f1; 2; : : : ; g. Una restriccion bina-
ria tiene exactamente dos variables relevantes. Un CSP binario tiene asociado
un grafo de restricciones, donde los nodos representan las variables y los arcos
representan las restricciones. Si las variables relevantes de una restriccion dada,
tienen valores que no permiten satisfacer la restriccion, entonces se dice que ha
ocurrido una inconsistencia o una violacion de la restriccion.
Una solucion del problema de satisfaccion de restricciones consiste de una
instanciacion de todas las variables la cual no viola ninguna restriccion. El
algoritmo de resolucion mas simple es el de la fuerza bruta (generar y probar),
el cual intenta simplemente cada posible combinacion de valores de las variables.
Denition 2.1 (Matriz de Restricciones)
Una Matriz de Restricciones R es un arreglo rectangular   n, tal que:
R
j
= R[; j] =

1 si variable X
j
 C

0 en otro caso
Remark 2.1 Con restricciones binarias, hay solo dos valores diferentes de cero
en cada la de R.
Denition 2.2 (Instantiacion)
Una Instantiacion I es una asignacion desde una n-tupla de las variables (X
1
; : : : ; X
n
)!
D
1
 : : :D
n
, tal que esta asigna un valor desde su dominio a cada variable en
V.
Denition 2.3 (Instanciacion Parcial)
Dado V
p
 V , una Instanciacion Parcial I
p
es una asignacion desde una j-tupla
de variables (X
p
1
; : : : ; X
p
j
)! D
p
1
 : : :D
p
j
, tal que asigna un valor desde su
dominio a cada variable en V
p
.
Nota: Se hablara de la satisfaccion (o insatisfaccion) de C

bajo I
p
solo si
todas las variables relevantes de C

estan instanciadas
2.2 Algoritmos Evolucionistas
La estructura de un algoritmo evolucionista se muestra en la Figura 1.
El algoritmo evolucionista utilizado en este artculo genera de forma aleatoria
Inicio /* Algoritmo Evolucionista */
t = 0
inicializar poblacion P(t) (1)
evaluar los individuos en P(t) (4)
mientras (no sea la condicion de termino) haga
inicio
t=t+1
Padres = seleccionar-padres-desde P(t-1) (5)
Hijos = transformar Padres (3)
P(t) = Hijos
evaluar P(t) (4)
n
n-mientras
Fin /* Algoritmo Evolucionista */
Figure 1: Estructura de un EA y sus componentes
la poblacion inicial. Para construir un cromosoma los valores de las variables
son seleccionados desde sus dominios con una probabilidad uniforme. Se ha
utilizado una representacion genetica no-binaria, porque es la representacion
mas natural para este tipo de problemas. Finalmente el algoritmo de seleccion
es sesgado hacia los mejores individuos.
Remark 2.2 Una instantiacion I corresponde a un cromosoma (individuo) en
nuestro algoritmo evolucionista.
2.2.1 Funcion de Evaluacion
Los metodos evolucionistas han sido generalmente aplicados a la resolucion
de problemas de optimizacion. Ellos realizan su busqueda de una solucion
guiandose por una funcion objetivo. En un CSP no se requiere optimizar una
funcion, por lo tanto, para poder utilizar un algoritmo evolucionista se requiere
denir una funcion objetivo ad-hoc. Una posibilidad consiste en buscar maxi-
mizar el numero de restricciones satisfechas [Fre95]. En [Rif96] se propuso una
funcion de evaluacion denida especcamente para CSP, la cual sera utilizada
en el algoritmo evolucionista del presente artculo y que se describe suscinta-
mente a continuacion:
Denition 2.4 (Variables involucradas)
Para un CSP y una instantiacion I de sus variables, se dene un conjunto de
variables involucradas E
(I)
 V para cada restriccion C

( = 1; : : : ; ), como
sigue:
 E
(I)
=  ssi C

esta satisfecha
 X
i
2 E
(I)
si X
i
 C

y C

no esta satisfecha bajo I
 X
j
2 E
(I)
si X
i
C

y 9C

6= C

tal que tanto X
i
como X
j
C

, y C

no esta satisfecha bajo I
Esta denicion muestra que hay variables que son relevantes para mas de una
restriccion. Cuando se viola C

las variables involucradas en su insatisfaccion
son las variables que se encuentran directamente conectadas por C

, ademas
de las otras variables conectadas a las variables relevantes de C

. Mas precisa-
mente, para una instanciacion I, el hecho de cambiar el valor de una variable
puede afectar varias restricciones. Es este hecho el que se ha incorporado en la
funcion de evaluacion. Antes de denir formalmente la funcion de evaluacion se
requiere la siguiente denicion:
Denition 2.5 (Evaluacion del error)
Para un CSP con una matriz de restricciones R y una instanciacion I, se dene
la Evaluacion del error e(C

; I) para una restriccion C

como:
e(C

; I) = Numero de variables en E
(I)
e(C

; I) =
(
P
n
w=1
R[;w]

P

=1
R[;w]

si C

es insatisfecha
0 en otro caso
(1)
Remark 2.3 Si una restriccion binaria C

tiene X
k
y X
l
como variables rele-
vantes y la restriccion no es satisfecha, entonces:
e(C

; I) = (Numero de variables relevantes de C

) + (Efecto de Propagacion
X
k
y X
l
)
donde el efecto de propagacion X
k
y X
l
en una red de restricciones binaria, se
dene como el numero de restricciones C

,  = 1; : : : ; ;  6=  que tienen ya
sea X
k
o X
l
como variables relevantes.
Denition 2.6 (Contribucion a la evaluacion)
Dado un CSP, se dene la contribucion de C

a la funcion de evaluacion c(C

)
como:
c(C

) = e(C

; I
j
), cuando C

es violada bajo I
j
.
Remark 2.4 El valor de c(C

) no depende de los valores de la instanciacion
sino del hecho que la instanciacion viola la restriccion.
Finalmente, la funcion de evaluacion es la suma de la evaluacion del error
(equation 1) de todas las restricciones en el CSP, es decir:
Denition 2.7 (Function Objetivo)
Para un CSP con una matriz de restricciones R y una instanciacion I, y la
evaluacion del error e(C

; I) para cada restriccion C

; ( = 1; : : : ; ), se dene
una Funcion Objetivo Z(I) como:
Z(I) =

X
=1
e(C

; I) (2)
El objetivo es minimizar la funcion objetivo Z(I), la cual sera igual a cero
cuando todas las restricciones sean satisfechas. La funcion de evaluacion re-
eja que es mas importante satisfacer aquellas restricciones que involucran mas
variables, es decir, aquellas que estan mas fuertemente conectadas con otras
restricciones.
3 Operadores Geneticos
En esta seccion se desea presentar una comparacion entre dos algoritmos evolu-
cionistas que dieren solo en sus operadores geneticos. Se presentaran en forma
resumida los operadores geneticos que han sido tomado en cuenta.
3.1 Operador asexuado: (n; p; g)
Es un operador especializado denido por Eiben en [ERR95] de la siguiente
manera: El operador selecciona un numero de posiciones del padre, y luego
selecciona nuevos valores para esas posiciones. Los parametros a denir del
operador asexuado corresponden al numero de valores a modicar, el criterio
para identicar las posiciones de los valores a ser modicados y el criterio para
denir los nuevos valores para el hijo. De esta forma, el operador asexuado
se denota por (n,p,g) donde n indica el numero de valores modicados, y los
valores de p y g son elegidos del conjunto fr,bg, donde r indica una seleccion
aleatoria uniforme y b indica alguna seleccion sesgada basada en heurstica. Los
mejores parametros encontrados para este operador son (n,p,g) = (#; r; b) donde
# signica que el numero de valores a ser modicado se elige aleatoriamente,
pero este es a lo mas
1
4
del total de posiciones.
3.2 Arc-operadores
En [Rif97a] se propuso dos operadores denominados en forma generica arc-
operadores, los cuales se basan en la estructura del grafo de restricciones. El
nombre de arc-operadores viene del hecho de que cada restriccion se encuentra
representada por un arco en el grafo de restricciones.
3.2.1 Arc-crossover
Este operador realiza un cruzamiento entre dos individuos seleccionados aleato-
riamente desde la poblacion y crea a partir de ellos un nuevo individuo (su
hijo). El hijo hereda sus valores usando un procedimiento gloton
4
, el cual ana-
liza restriccion por restriccion segun un orden pre-establecido. El primer arco
que analiza es aquel que es el mas dicil de satisfacer o lo que es lo mismo,
aquel que se encuentra mas fuertemente conectado. En terminos de las fun-
ciones denidas en la seccion previa, la primera restriccion a tomar en cuenta
es aquella que tiene el mayor valor de la funcion de evaluacion del error, cuando
la restriccion esta siendo violada. Eso es lo que respecta al orden del analisis,
en lo que concerne la asignacion de valores la tarea es un poco mas compleja y
requiere de ciertas deniciones previas:
Denition 3.1 (S

)
Dado un CSP y una instanciacion parcial I
p
. Para una restriccion completa-
mente instanciada C

(i.e. todas sus variables relevantes estan instanciadas),
se dene un conjunto S

  por C

2 S

ssi
 9X
i
: X
i
 C

y X
i
 C

(C

; C

tienen una variable en comun)
 8X
j
relevante para C

; X
j
esta instanciada
Esta denicion muestra que el hecho de cambiar el valor de una variable
podra eventualmente afectar otras restricciones. Esta es usada en la medida
que el algoritmo va construyendo el hijo, es decir, en la medida que se van
instanciando las variables del hijo.
Nota:obviamente C

2 S

Denition 3.2 (Funcion de evaluacion parcial de cruzamiento)
Dado un CSP con una instanciacion parcial I
p
, y los conjuntos S

, y las fun-
ciones e(C

; I
p
). Para toda restriccion completamente instanciada C

, se dene
la funcion de evaluacion parcial de cruzamiento, c (C

) para C

como:
4
en ingles: greedy procedure
c (C

; I
p
) =
X
C

2S

e(C

; I
p
) (3)
Remark 3.1 Se extiende el dominio de las funciones denidas en las secciones
precedentes para I a I e I
p
calculando esas funciones solo considerando aque-
llas restricciones involucradas (relacionadas con C

) y cuyas variables estan
instanciadas en I
p
Denition 3.3 (M
j
)
Dado un CSP con una instanciacion parcial I
p
. Para una variable instanciada
X
j
se dene un conjunto de restricciones M
j
  por C

2M
j
ssi:
 X
j
 C

 C

esta completamente instanciada bajo I
p
(i.e. 8X
k
 C

: X
k
esta
instanciada)
Denition 3.4 (Funcion de evaluacion parcial de mutacion)
Dado un CSP con una instanciacion parcial I
p
, los conjuntos M
j
para todas las
variables instanciadas bajo I
p
, y las funciones e(C

; I
p
). Para toda restriccion
completamente instanciada C

, se dene la funcion de evaluacion parcial de
mutacion, m para X
j
como:
m(X
j
; I
p
) =
X
C

2M
j
e(C

; I
p
) (4)
Remark 3.2 Esta funcion se calcula solo considerando las restricciones involu-
cradas (relacionadas con X
j
) y cuyas variables estan instanciadas en I
p
Denition 3.5 (Numero de violaciones)
Dado un CSP y las funciones de evaluacion del error e(C

; I
1
) asociadas a cada
restriccion C

, bajo una instanciacion I
1
, y e(C

; I
2
) para cada restriccion C

,
bajo una instanciacion I
2
. Se dene para cada restriccion C

el numero de
violaciones nv(C

; I
1
; I
2
) como:
nv(C

; I
1
; I
2
) =
8
<
:
0 e(C

; I
1
) = e(C

; I
2
) = 0
1 ya sea e(C

; I
1
) 6= 0 o e(C

; I
2
) 6= 0, pero no ambas
2 e(C

; I
1
) 6= 0, y e(C

; I
2
) 6= 0
La gura 2. muestra el algoritmo de arc-crossover.
La idea es la siguiente: Se seleccionan dos individuos de la poblacion y se usaran
sus valores para construir un hijo, el cual \se espera", satisfacera mas restri-
cciones que sus padres. El algoritmo comienza con la restriccion mas conectada
dentro del grafo y determina si esta es satisfecha o violada por los padres. En
el caso que este satisfecha por ambos padres, el hijo tomara los valores para
las dos variables relevantes de esa restriccion, del padre que tiene una mejor
evaluacion entre los dos. Si solo un padre satisface esa restriccion, entonces el
hijo hereda los valores de las dos variables a partir de ese padre. En el caso
en que ambos padres violan la restriccion, el algoritmo toma los valores de los
padres de cada variable que pertenece a esa restriccion y los cruza (teniendo
por lo tanto dos posibilidades). Dentro de esas dos posibilidades de eleccion
para los valores del hijo, se selecciona aquella que le dara una mejor evaluacion
al heredero (tomando en cuenta las variables que ya tenga instanciadas), es
decir se hace una revision parcial en el hijo antes de instanciar los valores de
las variables. Una vez que casi todas las restricciones han sido analizadas,
van a quedar algunas restricciones que considerar. Es probable que algunas
restricciones, sin haber sido aun analizadas, tengan ya los valores de sus variables
relevantes instanciadas en el hijo (debido a la conectividad con las restricciones
analizadas previamente). En el caso en que a alguna restriccion le falte solo
una variable por instanciar en el momento que le corresponda su analisis, la
seleccion del valor de esa variable se realiza tomando en cuenta la evaluacion
que tendra el hijo con el valor proveniente de cada padre, eligiendo aquel que
sera mejor para el heredero, considerando las variables ya instanciadas.
4 Comparando los Operadores Geneticos
4.1 Numero de vericaciones de restricciones
En esta seccion se estima el numero de vericaciones de restricciones realizadas
por un algoritmo que utiliza arc-mutation y arc-crossover y se compara con
un algoritmo que utiliza (#; r; b) y mutacion. Dado un individuo arc-mutation
selecciona aleatoriamente la variable a modicar. El valor de la variable es
elegido, evaluando para cada valor desde su dominio la funcion de evaluacion
parcial de mutacion dada por la denicion 3.4. El valor seleccionado sera aquel
con el menor valor de m. A continuacion presentaremos el modelo utilizado
para realizar la comparacion de los dos algoritmos.
4.1.1 El modelo
Parametros del modelo:
 p
c
probabilidad de cruzamiento
 p
m
probabilidad de mutacion
 t
p
tama~no de la poblacion
 n numero de variables
 m tama~no del dominio
Algoritmo Arc-Crossover (Padre
1
; Padre
2
)
Inicio
Para cada C

siguiendo el orden de la Evaluacion del error
Analizar C

(x
i
; x
j
) del Padre
1
y del Padre
2
si ((X
i
a I
p
)
a
y (X
j
a I
p
)) entonces
si (nv(C
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1
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2
) = 0) entonces
si (Z(Padre
2
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1
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I
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(X
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; X
j
) = (x
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1
; x
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1
)
sino
si (Z(Padre
1
) > Z(Padre
2
)) entonces
I
p
(X
i
; X
j
) = (x
i
2
; x
j
2
)
sino
I
p
(X
i
; X
j
) = random((x
i
1
; x
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1
); (x
i
2
; x
j
2
))
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si (nv(C

;Padre
1
;Padre
2
) = 1) entonces
si (C

j= Padre
1
)
b
entonces
I
p
(X
i
; X
j
) = (x
i
1
; x
j
1
)
sino I
p
(X
i
; X
j
) = (x
i
2
; x
j
2
)
sino
I
p
(X
i
; X
j
) = argmin
s
1
2S
1
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; (I
p
[ (x
i
1
; x
j
2
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c(C

; (I
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[ (x
i
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; x
j
1
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c
sino
si ((X
i
a I
p
) o (X
j
a I
p
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si (X
i
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p
) entonces k=i sino k=j
I
p
(X
k
) = argmin
s
2
2S
2
(m(X
k
; (I
p
[ x
k
1
));m(X
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p
[ x
k
2
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g
Figure 2: Estructura del algoritmo Arc-crossover
 p
1
probabilidad de conectividad, es decir, la probabilidad de que exista
una restriccion entre dos variables.
Consecuencias del modelo:
 Numero promedio de restricciones =
n(n 1)p
1
2
 Conectividad promedio de cada variable = p
1
(n  1)
arc-crossover: Se va a analizar el peor caso para arc-crossover, es decir,
cuando la restriccion C

es violada por ambos padres y las dos variables involu-
cradas en C

no han sido aun instanciadas en el hijo. En ese caso arc-crossover
debe elegir entre las dos combinaciones de valores desde sus padres, con dos
evaluaciones de c. Cada restriccion es vericada solo una vez por combinacion
de valores. Por lo tanto se tiene la siguiente desigualdad:
 2  numero de vericaciones de restricciones de arc-crossover 4
En consecuencia el numero mnimo de vericaciones de restricciones para arc-
crossover es 2, esto es cuando al menos uno de los padres satisface todas las
restricciones de la red.
arc-mutation: Evalua con m todos los otros valores del dominio de la va-
riable (salvo el actual), por lo tanto
 Numero de vericaciones de restricciones de arc-mutation = 2(m  1)p
m
En consecuencia, el numero de vericaciones de restricciones para el algo-
ritmo completo que utiliza los arc-operadores (N
valgo
) es:
 N
valgo


4
p
c
2 p
c
+ 2(m  1)p
m

t
p
(#; r;b) es el operador asexuado. Por lo tanto, el numero de vericaciones de
restricciones para (#; r; b) es igual a
m
2
. Para el algoritmo completo que utiliza
(#; r; b) y mutacion el numero de vericaciones de restricciones es igual a:
 N
0
valgo =
t
p
p
c
m
2
ya que, el operador de mutacion standard no verica ninguna restriccion.
Obviamente, el numero de vericaciones de restricciones para los arc-operadores
es mucho mayor que para el otro algoritmo. Sin embargo, la performance de un
algoritmo esta relacionada con:
 Porcentaje de casos que el algoritmo encuentra una solucion
 Numero de generaciones para encontrar una solucion
5 Tests
Se ejecutaron los dos algoritmos para resolver el clasico problema de satisfaccion
de restricciones de colorear un grafo con tres colores (3-color). El problema de
3-color consiste en asignar un color a cada nodo, de tal forma que los nodos ad-
yacentes tengan un color diferente. Para ello, se generaron aleatoriamente 100
instancias (que tienen solucion) por conectividad, considerando un porcentaje
de conectividad entre [10::90]. Se establecio un maximo numero de iteraciones
de 500 para el algoritmo con los arc-operadores y un maximo de 1500 para el
otro algoritmo. La tabla muestra los tiempos de CPU [seg] promedios para
resolver 100 grafos y el numero promedio de vericaciones de restricciones.
Restricciones N
0
valgo
tiempo-CPU' N
valgo
tiempo-CPU
30 11141 67 7609 18
45 185671 1144 44967 110
60 843709 4891 422426 1053
90 1401437 6372 465359 917
120 1311153 5908 250505 632
150 1060255 5938 219715 452
180 1070010 5961 219847 580
210 1022748 5693 201619 419
240 936505 5296 220700 419
270 1153107 5087 252820 673
La performance del algoritmo que utiliza los arc-operadores es mucho mejor
que la del algoritmo que utiliza (#; r; b) y mutacion, debido a que el primero
converge mas rapidamente hacia una solucion y a que ha sido capaz de encontrar
la solucion para una mayor cantidad de problemas.
6 Conclusion
Minimizar el numero de vericaciones de restricciones es el principal objetivo de
los algoritmos que resuelven los CSP de una manera sistematica. Sin embargo,
cuando se trata de metodos que realizan una busqueda estocastica la evaluacion
de un algoritmo con respecto a otro no es una tarea facil. Esto se debe a que se
trata de algoritmos evolucionistas, donde no se conoce, a priori, el numero de
iteraciones que realizara el algoritmo, por lo tanto se desconoce cuantas veces
sera aplicado el (o los) operador(es) genetico(s).
En este artculo se ha propuesto, para comparar la eciencia de los ope-
radores geneticos en la resolucion de CSP, un modelo para estimar el numero de
vericaciones de restricciones realizadas por los operadores. Se propone ademas,
evaluar la performance del algoritmo, en terminos del tiempo de CPU y del
numero real de vericaciones de restricciones como un todo. Esto permite dar
una vision de la eciencia del algoritmo en la resolucion de CSP.
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