ABSTRACT
I. INTRODUCTION ducation is the foundation for achieving sustainable development. Concerning with the importance of this kind of education, the key aspect is needed on the measuring achievement levels in higher environmental education [1] . Higher education institutions are overwhelmed with huge amounts of information regarding student's enrollment, number of courses completed, achievement in each course, performance indicators and other data. This has led to an increasingly complex analysis process of the growing volume of data and to the incapability to take decisions regarding curricula reform and restructuring. On the other side, educational data mining is a growing field aiming at discovering knowledge from student's data in order to thoroughly understand the learning process and take appropriate actions to improve the student's performance and the quality of the courses delivery [2] .
The techniques of grouping data of an object are similar, both to deal with certain conditions and in conditions of uncertainty. especially with high complexity, speeds and stability will be a problem in itself. The data collection can be described as vague and uncertain. Obtained clusters and applied queries do not necessarily have boundaries. Rough set theory was developed as a matematical tool for dealing with vagueness and uncertainty. It is successfully applied in various tasks, the selection / attribute extraction, synthesis and classification rules, knowledge discovery, etc. Tolerance rough set model employing a tolerance relation is not an eqivalence relationship in the original model of rough sets [3] .
Clustering can be said as identification of similar classes of objects. By using clustering techniques we can further identify dense and sparse regions in object space and can discover overall distribution pattern and correlations among data attributes. Classification approach can also be used for effective means of distinguishing groups or classes of object but it becomes costly so clustering can be used as preprocessing approach for attribute subset selection and classification. To make learning process more effective, the educational systems deliver content adapted to specific user's needs. Adequate personalization requires the domain of learning to be described explicitly in a particular detail, involving relationships between knowledge elements referred to as concepts [4] .
Cluster analysis is an important exploratory technique for discovering patterns and underlying structure in data. The aim of clustering is to partition a data set into classes such that within-class homogeneity is high and betweenclass homogeneity weak. However, standard clustering techniques, including agglomerative hierarchical algorithms, K-means clustering and fuzzy c-means clustering, carry a number of inherent problems that directly influence the clustering solution. In many cases, a high degree of subjectivity is required to obtain an 'optimal' clustering solution. This results in a nonunified approach to clustering, allowing for different clusters to be obtained when a given technique is applied to the same data by different people.
Clustering is a mostly unsupervised procedure and the majority of the clustering algorithms depend on certain assumptions in order to define the subgroups present in a data set. As a consequence, in most applications the resulting clustering scheme requires some sort of evaluation as regards to its validity.
II. RELATED WORKS Educational data mining can be applied to wide areas of research including elearning, intelligent tutoring systems, text mining, social network mining etc. In education, EDM can function as a replacement for less accurate but more established psychometric techniques. Educational data mining is an interactive cycle of hypothesis formation, testing and refinements that alternates between two complementary types of activities. One type of activity is qualitative analysis, focuses on understanding individual tutorial events. Other type involve, knowledge tracing analyses the growth curve by aggregating over successive opportunities to apply skills [5] .
The emerging fields of academic analytics and educational data mining are rapidly producing new possibilities for gathering, analyzing, and presenting student data. University might soon be able to use these new data sources as guides for course redesign and as evidence for implementing new assessments and lines of communication between instructors and students. This essay links the concepts of academic analytics, data mining in higher education, and course management system audits and suggests how these techniques and the data they produce might be useful to those who practice the scholarship of teaching and learning [6] .
The EDM process converts raw data coming from educational systems into useful information that could potentially have a great impact on educational research and practice. This process does not differ much from other application areas of DM, like business, genetics, medicine, etc., because it follows the same steps as the general DM process [7] . Even so, there are some important issues that differentiate the application of DM, specifically to education, from howit is applied in other domains : 1. Objective: The objective of DM in each application area is different. For example, in EDM, there are both applied research objectives, such as improving the learning process and guiding students' learning, as well as pure research objectives, such as achieving a deeper understanding of educational phenomena. These goals are sometimes difficult to quantify and require their own special set of measurement techniques. 2. Data: In educational environments, there are many different types of data available for mining. These data are specific to the educational area, and therefore have intrinsic semantic information, relationships with other data, and multiple levels of meaningful hierarchy. 3. Techniques: Educational data and problems have some special characteristics that require the issue ofmining to be treated in a different way. Although most of the traditional DM techniques can be applied directly, others cannot and have to be adapted to the specific educational problem. There are actually more groups involved with many more objectives, namely : 1. Learners/students 2. Educators/lecturers 3. Course/educational/researchers 4. Organizations/learning/providers/universities/privat training companies 5. Administrators Lecturers and academics section are in charge of planning, designing, building and maintaining the educational systems. Students use and interact with them. Starting from all the available information about courses, students, usage and interaction, different data mining techniques can be applied in order to discover useful knowledge that helps to improve the learning process. The discovered knowledge can be used not only by providers (lecturers) but also by own users (students). So, the application of data mining in educational systems can be oriented to different actors with each particular point of view ( figure 1 ). An existing learning management system is improved by using data mining techniques and increasing the efficiency of the courses using custom modules [8] .
Frequency and percentage calculations were made with the data obtained. Majority of the administrators and teachers have moderate computer usage skills. The administrators and particularly the teachers can use internet for limited periods due to reasons such as internet connections at schools are not regular and number of computers connected to internet is low [9] .
The main concern is, by assigning inappropriate program which is not reflected their overall interest; it may create serious problems such as poorly in academic commitment and academic achievement [10] .
There are many studies that apply/compare several DM models that provide feedback. Association rules, clustering, classification, sequential pattern analysis, dependency modeling, and prediction have been used to enhance learning environments to improve the degree to which the educator can evaluate the learning process [11] . One way to achieve highest level of quality in higher education system is by discovering knowledge for prediction regarding enrolment of students in a particular course, alienation of traditional classroom teaching model, detection of unfair means used in examination, detection of abnormal values in the result sheets of the students, prediction about students' performance and so on. The knowledge is hidden among the educational data set and it is extractable through data mining techniques. Data mining techniques in context of higher education by offering a data mining model for higher education system in the university [12] .
The modest size dataset and well-defined problems are still rather hard to obtain meaningful and truly insightful results with a set of traditional data mining (DM) approaches and techniques including clustering, classification and association analysis [13] . The rough set theory can help solve uncertain problem well [14] . A system for analyzing student's results based on cluster analysis and uses standard statistical algorithms to arrange their scores data according to the level of their performance is described. A clustering algorithm is used for analyzing student's result data. The model was combined with the deterministic model to analyze the students' results of a private which is a good benchmark to monitor the progress of academic performance of students in higher Institution for the purpose of making an effective decision made by the academic planners [15] .
Rough sets may provide representation of clusters, where it is possible for an object to belong to more than one cluster. This is of particular interest when buffer zones between clusters are a buffer zone required to diminish the clustering mistakes. The objects in such a buffer zone need a second look before eventually being assigned to a cluster [16] . Data clustering under rough set theory show how variable precision rough set model can be used to groups student in each study's anxiety. The results may potentially contribute to give a recommendation how to design intervention, to conduct a treatment in order to reduce anxiety and further to improve student's achivement [17] .
The applicability data mining techniques are aimed to identify the main drivers of student satisfaction in education institutions [18] . The various data mining techniques like classification, clustering and relationship mining can be applied on educational data to predict the performance of a student in the examination and bring out betterment in his academic performance [19] . A computational method can efficiently assess the ability of students from of a learning environment capturing their problem solving processes [20] . An approach based on grammar guided genetic programming, which classifies students in order to predict their final grade based on features is extracted from logged data in a web based education system. This approach could be quite useful for early identification of students at risk, especially in very large classes, and allows the instructor to provide information about the most relevant activities to help students have a better chance to pass a course [21] .
Predicting student failure at school has become a difficult challenge due to the high number of factors that can affect the low performance of students and the imbalanced nature of these types of datasets. A genetic programming algorithm and different data mining approaches are proposed for solving these problems using real data. To select the best attributes in order to resolve the problem of high dimensionality. Then, rebalancing of data and cost sensitive classification have been applied in order to resolve the problem of classifying imbalanced data [22] . Research results show that there is a marginal difference, suggesting giving students scaffolding questions is less effective at promoting student learning than providing them delayed feedback [23] .
The data may also be used to support and advise students in various ways, for the betterment of the student as well as the institute. Based on experience, the department claims to be able to distinguish the potentially successful students from the first year before the end semester. To do this in an early stage is important for the student as well as for the university, but the selection is only loosely based on assumption student similarities over the years. There is no thorough analysis. Data mining techniques may corroborate and improve the accuracy of prediction. Furthermore, data mining techniques may point out indicators of academic success that are missed until now [24] . Classification methods lke Bayesian network, rule mining and decision trees can be used to extract the hidden knowledge about the students behavior. These methods can be applied on the educational data to identify the weak students and can also be used to predict the students behavior and performance in the examination [25] .
The various data mining techniques can be applied to the set of educational data and what new explicit knowledge or models discover. The models are classified based on the type of techniques used, including prediction and description [26] .
Reduct is defined as the set of attributes which distinguishes the entities in a homogenous cluster. It is observed that most of the remaining attributes in the cluster has same value for attribute value pair. Reduct attributes are removed to formulate pattern by concatenating most contributing attributes [27] . Thereby determining the most dominant attribute of a set of attributes is necessary to accelerate the decision-making process.
III. ROUGH SET THEORY
In the 1980's, Pawlak introduced rough set theory to deal with this problem. [28] . Similar to rough set theory it is not an alternative to classical set theory but it is embedded in it. Concepts of the rough set theory are discussed for approximation, dependence and reduction of attributes, decision tables and decision rules. The applications of rough sets are discussed in pattern recognition, information processing, business and finance, industry, environment engineering, medical diagnosis and medical data analysis, system fault diagnosis and monitoring and intelligent control systems [29] . Rough set theory has attracted attention to many researchers and practitioners all over the world, who contributed essentially to its development and applications. The original goal of the rough set theory is induction of approximations of concepts. The idea consists of approximation of a subset by a pair of two precise concepts called the lower approximation and upper approximation. Intuitively, the lower approximation of a set consists of all elements that surely belong to the set, whereas the upper approximation of the set constitutes of all elements that possibly belong to the set. The difference of the upper approximation and the lower approximation is a boundary region. It consists of all elements that cannot be classified uniquely to the set or its complement, by employing available knowledge. Thus any rough set, in contrast to a crisp set, has a non-empty boundary region. Motivation for rough set theory has come from the need to represent a subset of a universe in terms of equivalence classes of a partition of the universe. In this chapter, the basic concept of rough set theory in terms of data is presented.
Data are often presented as a table, columns of which are labeled by attributes, rows by objects of interest and entries of the table in the form of attribute values. By an information system, we mean a 4-tuple (quadruple) , where U is a non-empty finite set of objects, A is a non-empty finite set of attributes, , is the domain (value set) of attribute a, is a total function such that , for every , called information (knowledge) function. An information system is also called a knowledge representation systems or an attribute-valued system and can be intuitively expressed in terms of an information table (refer to Table 1 ). This information is expressed by means of attributes used as descriptions of the objects. The data is treated from the perspective of set theory and none of the traditional assumptions of multivariate analysis are relevant. The Information system reveal all available knowledge about the object under review. In many applications, there is an outcome of classification that is known. This a posteriori knowledge is expressed by one (or more) distinguished attribute called decision attribute; the process is known as supervised learning. An information system of this kind is called a decision system. A decision system is an information system of the form , where D is the set of decision attributes and . The elements of C are called condition attributes.
The starting point of rough set theory is the indiscernibility relation, which is generated by information about objects of interest. The indiscernibility relation is intended to express the fact that due to the lack of knowledge we are unable to discern some objects employing the available information. Therefore, generally, we are unable to deal with single object. Nevertheless, we have to consider clusters of indiscernible objects. The following definition precisely defines the notion of indiscernibility relation between two objects.
Let S U, A,V, f be an information system and let B be any subset of A. Two elements x, yU are said to be B-indiscernible (indiscernible by the set of attribute B A in S) if and only if f x,af y,a, for every aB.
Obviously, every subset of A induces unique indiscernibility relation. Notice that, an indiscernibility relation induced by the set of attribute B, denoted by INDB, is an equivalence relation. It is well known that, an equivalence relation induces unique partition. The partition of U induced by INDBin S U,A,V,fdenoted by U / B and the equivalence class in the partition U / B containing xU , denoted by xB.
The indiscernibility relation will be used to define set approximations that are the basic concepts of rough set theory. The notions of lower and upper approximations of a set can be defined as follows.
Let S U, A,V, f be an information system, let B be any subset of A and let X be any subset of U. The B-lower approximation of X, denoted by BX and B-upper approximations of X, denoted by BX , respectively, are defined by
From Definition the following interpretations are obtained 1. The lower approximation of a set X with respect to B is the set of all objects, which can be for certain classified as X using B (are certainly X in view of B). 2. The upper approximation of a set X with respect to B is the set of all objects which can be possibly classified as X using B (are possibly X in view of B). The accuracy of approximation (accuracy of roughness) of any subset X U with respect to B A, denoted X B is measured by (2) where X denotes the cardinality of X. For empty set , it is defined that B1 [30] . Obviously, 0 BX 1 . If X is a union of some equivalence classes of U, then BX 1 . Thus, the set X is crisp (precise) with respect to B. And, if X is not a union of some equivalence classes of U, then BX1. Thus, the set X is rough (imprecise) with respect to B [30] . This means that the higher of accuracy of approximation of any subset X U is the more precise (the less imprecise) of itself. It means that the concept "Decision" can be characterized partially employing attributes Analysis, Algebra and Statistics.
In this section, a technique for selecting a clustering attribute based on rough set theory is presented. This section, however, will be presenting the technique Max-Max Roughness to select the clustering attributes. To find meaningful clusters from a dataset, clustering attribute is conducted so that attributes within the clusters made will have a high correlation or high interdependence to each other while the attributes in other clusters are less correlated or more independent. Model for selecting a clustering attribute is given in figure 2 . While the steps to calculate the Max-Max Roughness shown in table 2. Determine lower approximation of each equivalence classes in attribute ai w.r.t. to attribute aj, i ≠ j 5
Determine upper approximation of each equivalence classes in attribute ai w.r.t. to attribute aj, i ≠ j 6
Calculate roughness of each equivalence classes in attribute ai w.r.t. to attribute aj, i ≠ j 7
Calculate mean roughness of attribute ai w.r.t. to attribute aj, i ≠ j Example, suppose data from student's values is given, as shown in table 3 There are 5 students with 5 attributes (assessment) 
The following values are obtained from table 3  U = {1,2 Calculating of roughness and mean roughness First, determining of upper and lower approximations of singleton attribute with respect to other different singleton attribute. Then calculate the roughness and the average roughness of each attribute Attribute A1 For attribute A1, it is clear that |V(a1)|=5. The roughness and the mean roughness on A1 with respect to Ai, i 2,3,4,5 is calculated as the following.
With respect to A2
The lower and upper approximations are
With respect to A3
The lower and upper approximations are 
Likewise, The roughness and the mean roughness on A2 and so on, thus obtained (table 4 ) . Clustering result based on the Splitting attribute A5 : { 1, 2 } and { 3, 4, 5 }. In this example where there are more than two attributes, the splitting is on the attribute value which has the overall maximum roughness versus the other attributes. The partition at this stage can be represented as a tree and is shown in figure 3 . So it can be said that the purity of the cluster which is the percentage of the dominant class label within each cluster. The higher the number of the dominant class label within each cluster, the higher the level of purity of the cluster. Cluster purity is used as a determination of the accuracy or quality of the group made. However, clustering is an unsupervised learning process does not deal with the label or standard dataset. Therefore, the assumptions made in which all samples are thought to be members of the dominant class is actually for the cluster. The greater the value of purity indicates good clustering [31] .
IV. EXPERIMENTAL RESULT
Datasets
Data were taken from the assessment of architectural design studio course at the architectural program University Technology Yogyakarta Indonesia. The number of respondents was 150 students. Assessment consists of five components, namely the first task, the second task, midterms, the third task, the fourth task, and a final exam. This assessment is conducted in odd semester of academic year 2010/2011 of the fourth semester students. Evaluation criteria used range from [0-100]. The first task and the second task given to students individually to complete case studies provided by lecturers. The third task is a group of students made a paper to be presented. Task four is a big task that the invidual create a design. Midterms done in the middle of the semester is done in writing, the final exams is given at the end of the semester. Both are done on a scheduled basis. students' name, age, race, and the force were not necessary in this assessment. From these data later in the process to give weight or a certain percentage to get the final value in the form of A for the highest value to the E to the lowest value. The rough set theory is to classify and determine the most dominant attributes of the six components. Sample of the data is shown in Table 5 . From table 6. Clustering result based on the Splitting attribute A6 : { 1 }, { 2,6 }, { 3,4,5 }. In architectural design studio course where there are more than two attributes, the splitting is on the attribute value which has the overall maximum roughness versus the other attributes. The partition at this stage can be represented as a tree and is shown in figure 4 . V. CONCLUTIONS AND LIMITATIONS Rough set theory has been used as an attribute for the selection of a college student assessment. The approach described in this paper is Max-Max Technique Roughness (MMR). Data were obtained from the subjects of architectural design studio at the Department of architecture University Technology Yogyakarta. The results indicate that the dominant attributes on other attributes can be specified, other attributes can be ignored, so that the process of assessment and provision of recommendations can be made more quickly. For future studies, the development of methods and software need to be better. Thus able to handle larger data and complex.
This technique is more focused on categorical data, whereas in a real database, variety and range of data is enormous. Data is transformed into a form category. Not all data can be processed well by this technique. Data must be transformed into data category. In this technique, this is still done separately. Data transformation has not been conducted properly. The amount of cluster was not specified by the user, and the number of clusters generated may not match expectations.
