In this paper, a first-failure progressive hybird censoring scheme is introduced that combines progressive first-failure censoring and Type-I censoring. We obtain the maximum likelihood estimators (MLEs) and the Bayes estimators of the unknown parameters from the inverse Gaussian distribution based on the first-failure progressive hybird censoring scheme. The Bayes estimates are computed under squared error, Linex and general entropy loss functions. The asymptotic confidence intervals and coverage probabilities for the parameters are obtained based on the observed Fisher's information matrix. Also, highest posterior density credible intervals for the parameters are computed using Gibbs sampling procedure. A Monte Carlo simulation study is conducted in order to compare the Bayes estimators with the MLEs. Real life data sets are provided to illustration purposes.
Introduction
The probability density function (PDF) and the cumulative distribution function (CDF) of inverse Gaussian (IG) distribution are given by f (x, µ, λ) = ( λ 2πx 3 ) 1/2 e −λ(x−µ) 2 2µ 2 x , x > 0, µ, λ > 0,
where µ is the location parameter, λ is the shape parameter and Φ(·) denotes the standard normal CDF.
Since the review article of Folks and Chhikara [5] was published, the inverse Gaussian (IG) distribution as a useful modeling tool to model and analyse right skewed data has received a lot of attention in many different fields, such as finance, lifetime testing, demography, etc. The IG distribution was first obtained by Schrödinger [9] as first passage time distribution of Brownian. Tweedi [10] has investigated the properties of IG distribution in detail. Koutrouvelis and Karagrigorious [7] provided a complete review on existing tests for the IG distribution. Basak and Balakrishnan [1] developed estimation methods based on progressive Type-II censored samples from three-parameter IG distribution.
Censoring schemes are common in life tests because of time limits and other restrictions on data collection. There are several censoring methods available to experimenters, for Type-I, Type-II and firstfailure censoring. The first-failure censored sampling plan has an advantage in terms of shorter test time and a saving resources. Wu and Kus [12] introduced the progressively first-failure scheme. In this article, we develop a new life test scheme that combines progressive first-failure censoring and Type-I censoring, name the first-failure progressive hybird censoring scheme.
The life-testing experiment of first-failure progressive hybird censoring scheme can be described as follows: assume that k × n items are put on test in n independent groups with k items in each group. The integer m <= n is fixed at the beginning of the experiment and the progressive censoring scheme R = (R 1 , R 2 , · · · , R m ) is prefixed. The time point T is also a fixed constant before the experiment. At the first-failure of unit (say X R 1:m:n:k ), we remove that group in which first failure occurred and R 1 additional groups randomly from the remaining n − 1 groups in the experiment. As soon as second failure (say X R 2:m:n:k ) takes place we remove that group and additional R 2 groups randomly from remaining n − R 1 − 2 groups and so on. This process continues until, the m th failure of unit (say X R m:m:n:k ) observed or time point T, all the remaining surviving units are removed and the test is terminated. If X R m:m:n:k < T, the experiment proceeds with the pre-specified progressive censoring scheme R = (R 1 , R 2 , · · · , R m ) and stops at the time X Supposed we denote the number of progressively censored ordered failures occur before time T by d, then the likelihood function can be expressed as
where
denotes the survival function and C d can be written similarly taking m = d. The rest of this paper is organized as follows: The MLEs and Bayes estimators unknown parameters of IG distribution, based on first-failure progressively hybird censoring scheme are investigated in Section 2 and 3. For illustration, a set of real data is introduced and analyzed to show that the IG distribution is a suitable distribution for these data in Section 4. In Section 5, Monte Carlo simulation results are presented. Finally, we conclude the paper in Section 6.
Maximum Likelihood Estimation
Let X 
Then, the log-likelihood in function (4) can be combined as follows:
, D = J for case II. The first derivative of Eq (5) with respect to λ, µ and putting them equal zero we obtain
where ϕ(·) denotes the standard normal PDF and ϕ (y) = −yϕ(y),
We observe that the exact solution of the likelihood Eq (6) and (7) for both the above cases is not possible. Therefore, we intend to evaluate the MLEs by solving the likelihood equations numerically using iteration method such as Newton-Raphson method.
Asymptotic confidence interval estimation
The second derivatives in Equations (5) are as follows
The asymptotic variance and covariance of the MLEs for parameters for λ and µ are given by the elements of the inverse of the Fisher's information matrix
Unfortunately, to get the exact mathematical expressions for the above expectations are very difficulty. Therefore, we will take the approximate asymptotic variance-covariance matrix for MLEs, it is given by
Approximate confidence interval for λ and µ can be found by taking (λ,μ) to be bivariate normal distribution with mean (λ, µ) and covariance matrix I
(λ,μ)). Thus, the 100(1-α)% approximate confidence intervals for the parameters λ and µ becomê λ ± Z α/2 var(λ),μ ± Z α/2 var(μ), the coverage probabilities (CPs) of λ and µ can be found by the Monte Carlo simulations
where Z α/2 is the percentile of the standard normal distribution with right-tail probability α/2.
Bsyesian Estimation
In this section we consider the Bayesian estimations of unknown parameters of IG distribution based on a first-failure progressive hybrid censored sample. It is assumed that λ and µ have independent gamma priors:
where a, b, c and d are assumed to be known and non-negative. The joint prior for λ and µ is π(λ, µ) ∝ λ a−1 e −bλ µ c−1 e −dµ . Thus, the joint posterior distribution of λ and µ be written as
where the conditional posterior distributions π 1 (µ|λ, x) and π 2 (λ|µ, x) of parameters µ and λ can be computed, respectively, as
The Bayes estimates of unknown parameters depend on the form of loss function. In this paper, the Bayes estimates have been obtained under three different loss functions, the squared error, the Linex and the general entropy loss functions.
The squared error loss function (SELF) is one of the most popular loss function. This loss is symmetric, and its use is very popular due to its computational simplicity. Under the SELF, the Bayes estimator of the parameter is the posterior mean. Therefore, the Bayesian estimation of any function of λ and µ, say φ(λ, µ), under SELF is given bŷ
In life-testing and reliability analysis problem, the essence of losses is not always symmetric and hence the use of SELF is not appropriate in some circumstances. To resolve such situation, Varian [4] introduced the asymmetric Linex loss function. The Linex loss function is defined as follows:
whereθ is an estimate of θ. The sign of the constant β represents the direction and its magnitude represents the degree of asymmetry. Under the Linex loss function, the Bayes estimate of φ(µ, λ) is given bŷ
The Linex loss function is suitable for situations where overestimate may lead to serious consequence. Basu and Ebrahimi [9] and Parsian and Farsipour [2] found that the Linex loss function is unsuitable for estimating the scale parameter and other quantities. Hence, Calabria and Pulcini [3] proposed a suitable alternative to the modified Linex loss function that is, the general entropy loss function.
The general entropy loss function is defined as
Under the general entropy loss function, the Bayes estimate of φ(λ, µ) is given bŷ
It is not possible to compute (14), (15) and (16) analytically, we recommend approximating it by using the Gibbs sampling technique. The following steps are used for computation purpose:
Step 1. Start with initial value λ 0 . Set i = 1.
Step 2. Generate µ i from π 1 (µ, |λ i−1 , x).
Step 3. Generate λ i from π 2 (λ, |µ i , x). Set i = i + 1.
Step 4. Repeat steps 2-3 N times. Obtain the Bayes estimates of φ = λ and µ with respect to squared error, Linex and general entropy loss functions aŝ
where M is burn in period, and BS,BL and BGE denote respectively the Bayes estimates under squared error, Linex and general entropy loss functions.
HPD Credible Interval Estimation
Now, we construct the highest posterior density (HPD) credible interval of λ and µ using Gibbs sampling procedure. Let λ (1) , λ (2) , · · · , λ (M) denote the order values of λ 1 , λ 2 , · · · , λ M . Then using the algorithm proposed by Chen and Shao [7] , the 100(1-α)% HPD credible interval for λ is given by (
is the integer part of a. Similarly, we can construct the 100(1-α)% HPD credible interval for µ.
Real Life Data
In this section, we consider a real life data to illustrate the proposed method in the previous sections and verity how our estimators work in practice. The data set is from Kimber [6] Before progressing further, we first fit the IG to the complete data set and compare its fitting with some well-known lifetime distributions, namely normal, Weibull, Lindly and exponential distributions.To test the goodness of fit of above models, we have used the (i) Akaikes information criterion (AIC),(ii) Bayesian information criterion (BIC) and (iii) Kolmogrov-Smirnov (K-S) values for date set has been presented in Table 1 . This Table shows that the IG is the best choice among the competing reliability models in the literature for fitting lifetime data, since it has the smallest − log(L), AIC, BIC, K-S statistic values and highest p−value.
Next, we generate a first-failure progressively hybird censored samples with n = 24, k = 1, m = 20 under the two following censoring schemes (CS): Scheme 1: R 1 = (4, 0, · · · , 0); and Scheme 2: R 2 = (0, 0, · · · , 4).
Because we have no prior in formation about the unknown parameters, the Bayesian is done under the non-informative prior assuming the value of hyper-parameters to be (a = b = c = d = 0) . The estimates of λ and µ under two schemes for T = 2000 and T = 4000 based on different methods are provided in Table 2 . 
Simulations
In this section, we report the obtained results of a simulation study, which was carried out by software R, to compare the performance of the MLEs and Bayes estimates based on first-failure progressive hybrid censoring schemes. This simulation has done by considering different values of n, m, k and T, and by choosing µ = 1.5 and λ = 1.5 in all cases. We have used three different censoring schemes: Scheme I:
In the Bayes estimates, we have chosen the hyper-parameters in such a way that the prior mean became the expected value of the corresponding parameter(a = 1.5, b = 1, c = 1.5 and d = 1). We simulate the whole process 1000 times and compute biases and MSEs of different estimates. Also, we obtain the average lengths of 95% confidence/HPD credible intervals and the CPs of the parameters based on simulation.
To save space, we only present part of results. The results of the Monte Carlo simulation study are given in Tables 3-5 . From these tables the following conclusions are made:
(1) From the reported values, we observe that the biases and MSEs of the parameters decrease as the value of T increases, and the average lengths of the confidence/HPD credible interval decrease when the value of T increases. This can be explained by the fact that more failures can be observed on average for larger value of T. It is also observed that when (n, m) increases, the biases and MSEs decrease for both MLEs and Bayesian estimators. The biases and MSEs for the all estimates based on first-failure progressive hybrid censoring schemes with k = 2 are similar to those for first-failure progressive hybrid censoring with k = 3.
(2) In most simulations, the Bayes estimates outperform the MLEs for estimation of λ, however, the MLEs outperform the Bayes estimates for estimation of µ. We can easily notice that scheme II gives the smallest bias and MSEs among the other schemes for estimation of λ, but the scheme I gives the smallest bias and MSEs among the other schemes for estimation of µ. Tables 3-4 show that Bayes estimates of λ, µ based on asymmetric loss function (Linex and general entropy) are sensitive to the value of the scale parameters β and q. The Bayes estimates based on symmetric and asymmetric loss functions are all perform well.
(3) For interval estimation, we can see that CPs for λ, µ based on HPD intervals are always close to the desired level of 95%. The CP for λ based on the approximate confidence intervals is close to the desired level of 95%, however, the CP for µ based on the approximate confidence intervals is always less than the desired level. HPD credible interval are better than confidence intervals in respect of average length. As k increases, the length of confidence interval and HPD credible intervals for λ narrow down. For fixed n, m, as T increases, the average interval lengths decrease and the corresponding CPs increase. The average lengths of all intervals become shorter as (n, m) increases.
It can be conclude that the asymmetric loss function make the Bayes estimates attractive for use in really, the scale parameters β and q of the Linex loss function and general entropy function make one to estimate the unknown parameters with more flexibility. So, we would recommend to use the Bayes estimate of the unknown parameters of IG distribution based on first-failure progressive hybird censoring scheme. Table 5 The average confidence/credible lengths and CPs (in the parenthese) of µ and λ for different methods µ λ
Conclusions
In this paper, we combines the concepts of progressive first-failure censoring and Type-I censoring to develop a new life plan called a first-failure progressive hybird censoring scheme. The Bayes and classical estimates the unknown parameters of IG distribution have been obtained based on this new censoring scheme. We computed Bayes estimators of the unknown parameters under square error, Linex and general entropy loss functions. The MLEs and Bayes estimates cannot be obtained in closed form, but can be derived numerically. The asymptotic confidence intervals and coverage probabilities for the parameters are obtained based on the observed Fisher's information matrix. Also, highest posterior density credible intervals for the parameters are computed using Gibbs sampling procedure. From our study, we find Bayes estimates for λ are better in term of biases and MSEs. For intervals estimation of λ and µ, HPD credible intervals is recommended.
