Abstract. Let W be an affine Weyl group, and let k be a field of characteristic p > 0. The category D of (diagrammatic) Soergel bimodules over a k-realization of W is a categorification of the Hecke algebra for W with rich connections to modular representation theory. We develop a theory of linkage for D, inspired by notions of higher-order linkage for tilting modules for algebraic groups. Linkage explains the presence of self-similarity in the p-canonical basis, which has been observed in small examples. Our main result is a functor connecting ordinary Soergel bimodules at "scale 1" to those at "scale p". Along the way we introduce the linkage Hecke algebra and bimodule and the combinatorics of patterns and matches, analogous to the Hecke algebra and the combinatorics of expressions and subsequences.
Introduction
Soergel bimodules. Let (W, S) be a Coxeter system, and let H be the Hecke algebra associated to W . The category D of Soergel bimodules (over a suitable realization of W ) is an entirely algebraic construction of a categorification of H [6] . More precisely, D is an additive, monoidal category, defined in terms of generators and relations, whose split Grothendieck ring [[D] ] (generated by isomorphism classes of indecomposable objects) is isomorphic to H. For each x ∈ W there is an indecomposable Soergel Soergel bimodules were introduced by Soergel in [17] as the central component in his algebraic proof of the Kazhdan-Lusztig conjecture, playing the same role as perverse sheaves over the flag variety in Beilinson-Bernstein and Deligne-Gabber's original geometric proof. In both proofs, it is essential that indecomposable Soergel bimodules and simple perverse sheaves correspond to the Kazhdan-Lusztig basis elements {H x } in the split Grothendieck ring H of either category. For perverse sheaves this follows from the celebrated decomposition theorem. For Soergel bimodules, this result is often called Soergel's conjecture. Elias and Williamson completed Soergel's proof by proving Soergel's conjecture for Soergel bimodules over a wide class of R-realizations of Coxeter systems [5] .
Unlike perverse sheaves, Soergel bimodules make sense over any Coxeter system, not just those coming from finite Weyl groups. This means that Soergel bimodules can be used to prove certain facts about Kazhdan-Lusztig polynomials (such as positivity of the coefficients) for general Coxeter systems in a uniform way. More importantly, Soergel bimodules make sense over a broad class of rings, providing a link to modular representation theory.
For example, suppose G is a reductive algebraic group over an algebraically closed field k of characteristic p > 0. Lusztig's character formula (LCF) is an analogue of the Kazhdan-Lusztig conjecture, giving the simple characters of G (for p sufficiently large) in terms of the Kazhdan-Lusztig polynomials for the corresponding affine Weyl group [11] . Soergel showed that a related result sometimes called "LCF around the Steinberg weight" is equivalent to showing that Soergel's conjecture holds for D f , the category of Soergel bimodules over a k-realization of the finite Weyl group W f [20] . In positive characteristic situations like this, the basis { p H x } for H arising from D f only depends on p and the root system. This basis appears to play an enormous role in several areas of modular representation theory; for this reason it is called the p-canonical basis [21] . Williamson later used these ideas to show that the conjectured lower bounds on p for LCF to hold are false in general [22] . Here the validity of Soergel's conjecture over R-realizations corresponds to the fact that LCF does hold, but only for p extremely large.
Tilting modules. Other connections between Soergel bimodules and modular representation theory of G use tilting modules. Recall that for each dominant weight λ, there is a G-module ∆(λ) with highest weight λ which is a reduction of a particular integral form for the corresponding characteristic 0 simple module. Such modules are called Weyl modules, and although they are no longer irreducible in positive characteristic, their heads L(λ) are. Thus Weyl modules play a role analogous to Verma modules in category O. A G-module is called a tilting module if it has a filtration by Weyl modules and a filtration by dual Weyl modules. The indecomposable tilting modules T (λ) were classified by Ringel and Donkin according to their highest weights [16, 4] .
In the analogous setting of quantum groups at an ℓth root of unity, Soergel proved a character formula for the indecomposable tilting modules T ℓ (λ) in terms of parabolic anti-spherical Kazhdan-Lusztig polynomials [18, 19] . In the modular case these character formulas were broadly conjectured by Andersen to hold for T (λ) when p is very large (i.e. large enough for LCF to hold), in particular when λ is in the bottom p 2 -alcove of dominant weights [2] . This is reassuring, but tells us nothing about higher weight tilting modules. Donkin's tilting tensor product theorem (in e.g. [4] ), analogous to Steinberg's tensor product theorem for simple modules, helps somewhat, but there still remain infinitely many tilting characters to calculate for highest weights "along the walls" of the dominant Weyl chamber.
Recently there have been applications of the theory of Soergel bimodules to this problem. Let D be the category of Soergel bimodules over a certain k-realization of the affine Weyl group W . The geometric Satake equivalence establishes a correspondence between perverse sheaves on the Langlands dual affine Grassmannian and representations of G [14] . In this setting, when the characteristic is larger than some small bound then questions about perverse sheaves can be reformulated in terms of Soergel bimodules [9] . As a result the character of T (λ) can be calculated directly from p H w λ , a p-canonical basis element for the affine root system, where roughly speaking |w λ (0)| ≈ |λ|. Here the action on weights is the unscaled affine action of W on the root space, which includes translations by all the simple roots. By Soergel's conjecture, for fixed λ there must be some bound on p above which p H w λ equals the corresponding Kazhdan-Lusztig basis element H w λ . When this happens, we have T (λ) ∼ = ∆(λ) ∼ = L(λ), which is obvious since for p large enough λ lies in the bottom p-alcove.
Much more interesting is the newer conjecture of Riche-Williamson [15] , now a theorem for all types when p is larger than the Coxeter number [1] . It establishes an equivalence between the full subcategory of tilting modules for the principal block and a quotient of D called the anti-spherical category. Under this equivalence, the character of a principal block tilting module T (λ) depends on p H x , where x ∈ W such that λ = x · p 0. The action · p here is the p-dilated or p-scaled dot action, where translations are scaled up by a factor of p. In terms of the unscaled action this means that p|x(0)| ≈ λ. Unlike the geometric Satake equivalence, the RicheWilliamson correspondence automatically takes the linkage principle into account, giving the tilting character for a weight inside a fixed p-alcove just like LCF. When p is very large, Soergel's conjecture implies that the character of T (λ) = T (x · 0) is the same as that of the quantum tilting module T ℓ (λ) for ℓ = p. Yet when p is very large, λ lies in the bottom p 2 -alcove, so this is just Andersen's conjecture.
Linkage. A surprising feature of the two correspondences above is that they work at different scales; if λ = x·0 the character of T (λ) can be derived from either p H w λ (using geometric Satake) or p H x (using Riche-Williamson), but p|x(0)| ≈ |w λ (0)| due to the different actions involved! This leads to self-similarity properties for both tilting modules and Soergel bimodules at scales equal to powers of p. This has already been observed in [21] when G = SL 2 and W is of typeÃ 1 , where we know all the indecomposable tilting characters using Donkin's tilting tensor product theorem.
Our main result describes this connection between Soergel bimodules at "scale 1" and those at "scale p" in a more categorical manner.
Theorem. There is a monoidal functor
from the category of de-graded Soergel bimodules D deg into a category of endofunctors of the direct sum category of several copies ofR ⊗ D F .
Here D F is the category of Soergel bimodules over a slightly different realization of W , andR is a localization of the usual polynomial ring of scalars R. Very roughly speaking, Soergel bimodules B y in the domain of the functor correspond to endofunctors coming from direct sums of Soergel bimodules B x with p|x(0)| ≈ |y(0)|. We call this functor the linkage functor, for reasons which we describe below.
In addition to an explicit construction of the linkage functor for Bott-Samelson bimodules, we also develop the algebra and combinatorics of the linkage functor at the decategorified level. More precisely, we have an algebra H * and a H-H * bimodule H p| * corresponding to Grothendieck rings/bimodules for various categories of Soergel bimodules. As far as the author is aware these algebraic structures have not appeared before in the literature. We also reformulate the combinatorics of expressions and subsequences for H into combinatorial sequences we call patterns and matches, which play a similar role for H * and H p| * .
Under the Riche-Williamson correspondence the linkage functor has a wellknown analogue in the world of tilting modules which we call higher-order linkage (e.g. [8, Proposition 4.1(ii)] or [3, 4.2] ). Higher-order linkage is the fact that any tilting character for G must also be a tilting character for the corresponding quantum group U p r at a p r th root of unity, for all powers of the characteristic p. In [8] Jensen used this fact as part of a strategy for calculating several indecomposable tilting characters of SL 3 beyond the bottom p 2 -alcove. Our linkage functor categorifies this idea and generalizes it to Soergel bimodules. The decategorified analogue for Soergel bimodules is the following result about the p-canonical basis.
Theorem. Let x ∈ W . The quotient of H by the ideal generated by (v − 1) is the group ring ZW . Let { p v=1 H x } denote the image of the p-canonical basis in ZW . Then
We hope that this work will provide a basis for better understanding the higherorder behavior of both Soergel bimodules over realizations of affine Weyl groups and tilting modules for algebraic groups.
Organization of this paper. This paper is mostly self-contained and is split into two mirrored parts. Part 1 is a survey of the theory of (diagrammatic) Soergel bimodules for affine Weyl groups, mostly following Elias-Williamson [6] . The experienced reader should focus on the notation and on Section 1.4, where we describe character sets, a new presentation of known material which is helpful for understanding linkage sets and linkage sections later on.
Part 2 develops the theory of linkage for Soergel bimodules, transitioning from algebras and combinatorics to categories. We have tried to broadly follow the path of Part 1 in doing so. Readers less familiar with Soergel bimodules may find it helpful to read Part 2 alongside Part 1 in order to reinforce similarities. Part 1. Soergel bimodules from affine Weyl groups 1. Hecke algebras of affine Weyl groups 1.1. Affine Weyl groups. Let Φ be an irreducible root system for a Euclidean space E, with a choice of simple roots Σ. The affine Weyl group W corresponding to Φ is the reflection group on E generated by reflections of the form
for all α ∈ Φ and k ∈ Z. One can show that W is isomorphic as a reflection group to W f ⋉ ZΦ, where W f denotes the (finite) Weyl group of Φ, and ZΦ = ZΣ acts on E by translation.
To understand W better it is helpful to introduce some fundamental regions in E called alcoves. This is analogous to using Weyl chambers to understand the behavior of the finite Weyl group W f . An alcove is a connected component of
which is the complement of the hyperplanes fixed by the reflections above. The closure of an alcove is a simplex of dimension n. The affine Weyl group W acts simply transitively on the set of all alcoves A, so fixing an alcove A 0 gives a bijection x → xA 0 between W and A. We will set A 0 to be the fundamental alcove, which is
where Φ + is the set of positive roots induced by the simple roots Σ. The alcove A 0 is the unique dominant alcove containing 0 in its closure.
From the alcove geometry one can show that W has a presentation as a Coxeter group, which we describe below. Let S be the set of reflections in the walls of A 0 . For all distinct s, t ∈ S let m st ∈ Z ∪ {∞} such that the angle between the reflection hyperplanes of s and t is π/m st . Then W is isomorphic to the free group on S subject to the relations
where the final relation is omitted when m st = ∞.
As W is a Coxeter group, it is additionally equipped with a partial order ≤ called the Bruhat order, and a length function ℓ : W → Z ≥0 . We call a finite sequence of generators x = (s 1 , s 2 , . . . , s m ) an expression in S. The set of all expressions in S is denoted S. In most cases we will use underlines instead of parentheses to write expressions, i.e. x = s 1 s 2 · · · s m ∈ S. The non-underlined counterpart then denotes the product in W , i.e. x = s 1 s 2 · · · s m ∈ W . The length of x is ℓ(x) = m. Note that ℓ(x) = ℓ(x) in general (e.g. ℓ(ss) = 2 = 0 = ℓ(ss)), but when equality holds we call x a reduced expression (or rex) for x.
In terms of the root system Φ, we have S = S f ∪ {s −α,1 }, where S f = {s α,0 : α ∈ Σ} is the set of reflections in the simple roots andα is the highest root in Φ. For brevity we writes = s −α,1 . We call the generators in S f ⊂ S the finite generators ands the affine generator. 
where m st is defined as above.
If w ∈ W and w = s 1 s 2 · · · s m is a rex for w, the element 
on the basis. For s ∈ S we define H s = H s + v, which is self-dual. The set {H s } s∈S forms another set of generators for H as a Z[v ±1 ]-algebra. We can also define a self-dual Z[v ±1 ]-basis using these generators, which is called the Kazhdan-Lusztig basis.
Theorem 1.1 ([10]
). There is a unique Z-basis {H x } x∈W for H such that for each
(ii) H x = H x + y<x h y,x H y , and for all y < x we have h y,x ∈ vZ[v].
1.3. Subsequences. Let x = s 1 s 2 · · · s m ∈ S be an expression.
Definition 1.2.
A subsequence for x is a sequence of the form e = (e 1 , . . . , e m ), where each term e i is an ordered pair (s i , t i ) with t i ∈ {0, 1} denoting an omitted or included generator respectively.
We say that e i is a term with generator s i of type t i , and we refer to the type of e to mean the sequence of types of the e i . We denote the set of all subsequences for x by [x] . We write e to denote the group element s
Every subsequence e for x can be assigned an integer d(e) called the defect. To calculate d(e), we first construct a sequence of elements in W called the Bruhat stroll. Let x ≤i denote the expression containing the first i terms, and let e ≤i be the similarly truncated subsequence for x ≤i . The Bruhat stroll is a sequence w 0 , w 1 , . . . , w m defined by
Clearly w 0 = 1, w m = e, and at i we have w i = w i−1 or w i = w i−1 s i if e i is of type 0 or 1 respectively. Now we add the decorations U (for Up) or D (for Down) to the terms in the subsequence in the following manner. At index i, if w i−1 s i > w i−1 in the Bruhat order then we add the decoration U to e i , whereas if w i−1 s i < w i−1 we add the decoration D instead. In other words, at each step in the Bruhat stroll we look to see whether the generator of the next term in x increases or decreases the length, regardless of whether the generator is actually omitted or included in the subsequence e. The defect d(e) is defined to be the number of terms with decorated type U0 minus the number of terms with decorated type D0. Example 1.3. Suppose s, t ∈ S and st = 1. The Bruhat stroll for the subsequence e = ((s, 1), (t, 0), (s, 0)) is 1, s, s, s so the decorated subsequence is ((s, U1), (t, U0), (s, D1)), giving a defect of 1−1 = 0. Notation 1.4. In later examples, we will use the "Tiberian" convention to write subsequences, where we write the terms e i = (s i , t i ) of a subsequence vertically in the form t i si , i.e. To write a decorated subsequence, simply add the decoration above the basic type, i.e. 
Proof. Induct on m. The lemma clearly holds for x the empty expression. Suppose the lemma holds for expressions of length m − 1. Write y for s 1 · · · s m−1 . Then we have
which completes the proof.
1.4. Character sets. An abelian group is the same thing as a Z-module; by analogy, we call a commutative monoid an N 0 -module, where N 0 = N ∪ {0}. Similarly, we call a semiring an N 0 -algebra; recall that a semiring is an algebraic structure with two binary operations called addition and multiplication, which satisfy all the axioms defining a ring (i.e. a Z-algebra) except for those concerning the existence of additive inverses. In other words, an N 0 -algebra is just a ring without subtraction. Nearly all of the N 0 -structures in this paper are built up from equivalence classes of sets, as in the following examples. forms an N 0 -algebra. The sum of two sets is again the disjoint union, while the product is the linear extension of the natural concatenation product on expressions; so for two sets A, B ∈ [S] the product is AB = {ef : e ∈ A, f ∈ B}.
We would like to extend the last example above to create an N 0 [v ±1 ]-algebra. To do this it will be necessary to extend subsequence generator types beyond 0 and 1. Notation 1.7. We introduce a new symbol ∅ and two new decorated terms
which use this symbol. These terms do not have a generator and strictly speaking are not of type 0 or 1 and thus do not affect the Bruhat walk directly. For the purposes of calculating defect, they count as +1 and −1 respectively. We call subsequences which include these new terms 01∅-subsequences.
-algebra H is a collection of equivalence classes of sets of 01∅-subsequences of expressions in S with the structure of an N 0 [v ±1 ]-algebra. It has the following generators and relations.
• For each x ∈ S, the equivalence class of the set [x] is in H. These sets generate H as an N 0 [v ±1 ]-module (but they do not usually form a basis!).
• Addition and multiplication are defined as in [S] (Example 1.6(iii)).
• The singleton sets We call the matrix a st = a s , a ∨ t the Cartan matrix of the realization V . If U and V are two realizations of (W, S) we call a linear map φ : U → V a homomorphism of realizations if φ is a homomorphism of W -representations and φ(a s ) = a s for all s ∈ S.
Definition 2.1. The universal realization V Σ,−α of (W, S) with respect to the root vectors Σ ∪ {−α} is defined as follows. Let V Σ,−α = s∈S ka s and define {a
where α s β,0 = β for all β ∈ Σ and αs = −α.
Definition 2.2. The dual universal realization V ∨ Σ,−α of (W, S) with respect to the root vectors Σ ∪ {−α} is defined as follows. Temporarily abusing notation, let (V
By definition the universal and dual universal realizations have the same Cartan matrix, which is the Cartan matrix of the affine root system. The universal realization has the following universal property: for any realization V of (W, S) with the same Cartan matrix, there is a unique homomorphism of realizations V Σ,−α → V . In fact for any matrix which is the Cartan matrix of some realization one can construct in exactly the same way the universal realization for that matrix which has the same universal property. In particular, the geometric representation in [6] and other papers is what we would call the dual universal realization for the unique symmetric Cartan matrix.
The (dual) universal realization only depends on its Cartan matrix, so it can also be defined for the finite Weyl group (W f , S f ); in this case, the two realizations V Σ and V ∨ Σ of (W f , S f ) are isomorphic, and for both realizations the sets {a s } and {a ∨ s } are bases. In the affine case, one of these sets is a basis but the other is linearly dependent. More precisely, supposeα ∈ E decomposes as a sum
of simple roots in E. Then for the dual universal realization we have
Similarly for the universal realization we can define coefficients c ∨ s similarly so that
for any realization of (W, S) or (W f , S f ).
Definition 2.3. Let V Σ be the universal realization of (W f , S f ) with respect to Σ. The inflated finite realization V π Σ of (W, S) with respect to Σ, −α is defined as follows. As a W -representation, V π Σ is the inflation of V Σ via the canonical projection π : W → W f . Moreover, we set as = −ã and a
In the inflated finite realization, the sets {a s } and {a ∨ s } both span but are linearly dependent. By contrast, there is another realization mimicking the construction of Kac-Moody algebras in which both sets are linearly independent, but neither span. Now we describe the relationship between the universal realization and the affine action of W on E. Let V R = V Σ,−α be the universal realization of (W, S) over R with respect to Σ, −α. Let v stab = as +ã. One can show that Rv stab is a 1-dimensional subspace of fixed vectors in V R . 
is fixed by the action of W . Moreover, the affine map f : E → E ′ defined by f (0) = a 2.2. The diagrammatic category. Let V be a realization of (W, S) and R = S(V ) the symmetric algebra in V . We view R as a polynomial algebra in the generators {a s } and define a grading on R by setting deg(a s ) = 2. The algebra R inherits a W -action from V , and we define the Demazure operator ∂ s : R → R(−2) using the formula
We also identify S with a set of colors for the purposes of drawing pictures.
Definition 2.5. An S-graph (or Soergel graph) is a finite decorated graph with boundary properly embedded into R × [0, 1] with the following properties:
• the edges of an S-graph are colored by S;
• the planar regions are labeled with polynomials in R;
• the interior vertices are of the following types univalent trivalent 2m st -valent "dot" "fork" "braid" degree +1 degree −1 degree 0 where in the final picture, s is red, t is blue, and m st = 4.
The degree of an S-graph is the sum of the degrees of all the vertices and the degrees of the polynomial labels. By convention we omit any labels 1 ∈ R for planar regions. The boundary points of an S-graph lying in R × {0} (resp. R × {1}) give an expression in S, which we call the bottom (resp. top) boundary. Definition 2.6. The diagrammatic Bott-Samelson category D BS is the k-linear monoidal category defined as follows.
Objects: For each expression x ∈ S there is an object B x in D BS called a BottSamelson bimodule. The tensor product of these objects is defined by B x ⊗ B y = B xy . Morphisms: The morphism space Hom DBS (B x , B y ) is defined to be the set of klinear combinations of S-graphs with bottom boundary x and top boundary y, modulo the relations listed below. Composition of morphisms is given by vertical concatenation, while the tensor product of morphisms is given by horizontal concatenation. Relations: We have the following relations on the morphisms between two BottSamelson bimodules. The diagrams below should be viewed as generators for all the relations with respect to composition and tensor products. In other words, any region of a diagram can be simplified using these relations. Isotopy: We only consider S-graphs up to isotopy; informally, this means edges and vertices can be moved continuously, e.g.
etc. Polynomial relations: For each color (i.e. each generator s ∈ S) we have
One-color relations: For each color we have
Two-color relations: For every finite rank 2 parabolic subgroup of W (i.e. for each s, t ∈ S such that m s,t < ∞) there are two relations called two-color associativity and the Jones-Wenzl relation. In the diagrams below s is colored red and t is colored blue.
• Two-color associativity involves forks and braid vertices and does not depend on the realization, only on the order m st . It has the following form for parabolics of Coxeter types A 1 × A 1 , A 2 , and BC 2 (i.e. m st = 2, 3, 4):
• The Jones-Wenzl relation involves dots and braid vertices. Unlike two-color associativity it depends on the Cartan matrix of the realization. It has the following form for parabolics of Dynkin types A 1 × A 1 , A 2 , and B 2 (for the last case, assume a st = −2 and a ts = −1, i.e. a t corresponds to the short root vector):
(2.14)
For each relation, the linear combination of diagrams within the circular region is called a Jones-Wenzl morphism. It is not technically a morphism of Bott-Samelson bimodules, as the diagrams are embedded inside the disk instead of the strip R × [0, 1] but they can be embedded into a disk-shaped region inside an Sgraph as in the relations. Three-color relations: For each finite rank 3 parabolic subgroup of W there is a relation called the Zamolodchikov relation. We do not reproduce the diagrams here but instead point the reader to [6, (5.8)-(5.12)].
There are left and right R-actions on each Hom-space induced by multiplication of the leftmost or rightmost label in each diagram. Thus D BS has the structure of an R-linear category. As R-modules the Hom-spaces are graded by the degree of the Sdiagrams. We will write Hom There is a duality functor ( ) :
, and for any morphism φ : B → B ′ , the morphism φ : B ′ → B corresponds to flipping the diagrams representing φ upside-down.
Finally we are ready to give a definition of the category D of Soergel bimodules.
Definition 2.7. Suppose we have fixed a realization V of a Coxeter system (W, S).
The category D is defined to be the Karoubian envelope of D BS , that is to say, the completion of D BS with respect to all direct sums, all direct summands, and all grade shifts of objects in D BS .
For an object B and an integer m, the m-degree grade shift of B is denoted B(m). It has the property that
2.3. Light leaves and double leaves. We briefly summarize the diagrammatic construction of light leaves bases for the Hom-spaces in D BS , as described in [6, Section 6] . Let x = s 1 · · · s m ∈ S. For each subsequence e ∈ [x] we construct the light leaves morphism LL e,w : B x → B w , where w ∈ S is a rex for e. The construction proceeds inductively in the following manner. Let x ≤i and e ≤i be the truncated forms of x and e respectively, and let w ≤i be a rex for e ≤i . For brevity write LL ≤i for LL e ≤i ,w ≤i . We choose a map φ i based on the decorated type of e i and define
There are four possibilities for φ i , which are illustrated in Figure 1 . In these pictures, boxes labeled "rex" correspond to rex moves. A rex move is a diagram between two rexes which does not factor through a non-rex. In other words, a rex move is a diagram whose only vertices are braids, without any "cups" or "caps". The different choices in this construction (e.g. of rexes for e and rex moves at each φ i ) give slightly different maps, so this construction is not unique, but this will not matter for us. The degree of LL e,w is equal to the defect d(e) and thus is independent of the choices made in the construction. Suppose for each w ∈ W we have chosen a corresponding rex w. For x ∈ S, let LL [x] denote a complete set of light leaves maps {LL e,w } over all subsequences e ∈ [x], where for each e the rex w is the fixed rex corresponding to e. In this way, subsequences which evaluate to the same element of W give rise to light leaves maps with the same codomain. The following fundamental result is the most important step towards understanding D.
Theorem 2.8 ([6, Proposition 7.6]). Let x ∈ S and w ∈ W . Suppose w is the fixed rexes chosen above. Let
denote space of homomorphisms B x → B w , modulo the 2-sided ideal J of morphisms which factor through B y for some rex y such that y w. Then LL [x] forms a (left/right) R-basis for this quotient space, regardless of the realization of W and any choices made during the construction of the light leaves maps.
An extension of this theorem gives a basis for the Hom-spaces in D BS . Suppose x, y ∈ S. If we have subsequences e ∈ [x] and f ∈ [y] such that e and f are the same element w ∈ W , then the double leaves map is defined to be LL f e = LL f ,w • LL e,w which is a morphism B x → B y . We write LL [y] [x] to denote a complete selection of double leaves maps B x → B y over all such pairs of subsequences. . Suppose w ∈ W , and let w be a rex for w. There is a unique indecomposable summand B w of B w which is not a summand of B y for y a rex with y < w. Up to isomorphism, the object B w does not depend on the choice of rex for w. Each indecomposable in D is isomorphic to a shift of B w for some w ∈ W . 
To check well-definedness, compose with the map H → H to get
where grk denotes the graded rank of this quotient Hom-space as a left/right Rmodule. Clearly the sum only depends on the isomorphism class of B x , so the character set map is indeed well defined. Moreover, the converse holds as well by Theorem 2.10; that is to say two objects give the same character set only if they are isomorphic. As an easy consequence we get
Thus D is a categorification of H.
Localization and mixed diagrams.
Let Q = Frac R be the fraction field of R. We denote the localization of D by Q ⊗ R D. In Q ⊗ R D diagrams are allowed to have a rational function f ∈ Q as a left coefficient (since we can "push" polynomials through strings, we can also consider right coefficients as well). Although D is idempotent complete, the localization Q × R D is not. To remedy this we add new indecomposable objects to Q ⊗ R D BS . Remark 2.15.
(i) Note that the relation (2.19) implies that the bivalent vertex is not cyclic! In other words, we can no longer "twist" and pull apart strings in mixed diagrams at will; special care must be taken with bivalent vertices. Thankfully the failure of isotopy is only up to a sign change. In particular our sign convention differs from that in [6] by a sign. This is to ensure that the menorah vertex in Part 2 is semi-cyclic. (ii) The mixed category can also be defined as over R, using the same diagrammatic generators and slightly modified relations.
As Q is not graded in an especially useful way, we will ignore the inherited grading on D BS,std most of the time. From (2.17) and (2.18) we see that the bivalent vertices are idempotent projectors (up to rescaling), with a complementary idempotent (up to rescaling) given by the "two dots" morphism (the second term on the righthand side of (2.18)). Thus the Bott-Samelson bimodule B s decomposes a direct sum Q s ⊕ Q. This means that every Bott-Samelson bimodule is isomorphic to a direct sum of standard bimodules, so it suffices to understand morphisms between standard bimodules.
For s ∈ S, the dashed "cap" morphism Q ss → Q between standard bimodules and the analogous "cup" morphism are isomorphisms in D BS,std . By combining a braid vertex with several bivalent vertices and rescaling, one can construct a dashed version of the braid vertex [6, (5.26)-(5.27)] which is an isomorphism between standard bimodules. Thus if x, y ∈ S such that x = y, then Q x ∼ = Q y , so we can label standard bimodules Q x by elements x ∈ W instead of expressions. In fact we have End D BS,std (Q x ) = Q for all x ∈ W , so such an isomorphism is unique up to scalars. Finally, if x = y then Hom D BS,std (Q x , Q y ) = 0. We say that the full subcategory of standard bimodules is the 2-groupoid of W .
By induction, for x ∈ S we have the isomorphism B x ∼ = e∈[x] Q e . Thus any morphism φ : B x → B y in D BS can be decomposed into a matrix of morphisms between standard bimodules. This matrix is called the localization of
For a left-biased version of this process, see the picture in [6, Section 5.5] . Note that the placement of the scalar factor near the codomain is an arbitrary convention, but one followed from [6] .
The localization of a diagram is well-defined, not just up to sign, since isotopy of solid strings is still a relation in D BS,std . More importantly, localization is faithful, i.e. two morphisms in D BS are equal if and only if they have the same localization. Sometimes it will be useful to localize only some of the boundary strings corresponding to certain indices in the domain/codomain expressions. We say that an index or boundary string is "standardized" if it has been localized using one of the bivalent vertices.
Since localization distinguishes between the domain and the codomain, the localization of the dual φ of φ is not the same as the dual-transpose of the localization of φ. To remedy this, we introduce the following notation. Notation 2.16. Let f, g ∈ Q. We write f g in a region of an S-graph to indicate a polynomial term which changes depending on whether the S-graph is right-side-up (f ) or upside-down (g). Usage is similar to a ± sign, which can be used to denote two solutions of an equation at once. By definition This notation is useful for depicting in a single diagram how a morphism and its dual localize. In particular, we can rescale dots or bivalent morphisms with downwards pointing solid strings by a −1 s 1 . These projectors combined with their duals give the idempotents described above. In this language, localization is just projection to these summands via these projectors.
Part 2. Soergel bimodules at higher scales 3. Linkage algebra and patterns 3.1. p-affine Weyl groups. Let p ∈ N (we will later restrict to the case where p is prime). The p-affine Weyl group W p ≤ W is the subgroup generated by the reflections s α,pk for all α ∈ Φ and k ∈ Z. We define the Frobenius map on W to be
for all α ∈ Φ and k ∈ Z. The Frobenius map is well-defined because it is just conjugation by the scaling map λ → pλ. As F is injective it induces an isomorphism W and relations
for all s, t ∈ S, (3.9) In later sections when we define N 0 [v ±1 ]-variants of these structures, it will be more convenient to describe H p| * first as a left H p -module and then define H * as an algebra of H p -module endomorphisms.
Lemma 3.3. The right H * -action on H p| * is faithful. Proof. Suppose a ∈ H * such that for all m ∈ H p| * , we have m · a = 0. From the relations defining H * , the set
]-spanning set for H * , where H x ∈ H * is defined in exactly the same way as the corresponding element in H. Now write
]-linear combination of the u-elements and the x i are distinct. The action of H x on the elements {H w : w ∈ p W } of H p| * is H w · H x = H y H z where y ∈ W p and z ∈ p W such that wx = yz. Thus we have
], y i ∈ W p , and z i ∈ p W such that wx i = y i z i . But since the elements H yi H zi are linearly independent, this means that we must have p i (w) = 0 for each w ∈ p W . In other words, it suffices to show that the Z[v ±1 ]-subalgebra U ( * ) generated by the u-elements acts faithfully on H p| * . Now note that the relations defining H * ensure that U ( * ) is isomorphic to a subring of
]-valued functions on p W . Moreover under this correspondence the action of U ( * ) on H p| * is a linearized version of the evaluation action on functions. Since this is clearly faithful, the result follows.
The new symbol * is used to denote indices whose type is indeterminate (i.e. not yet fixed as either 0 or 1). We call an index i or the generator at that index indeterminate if t i = * ; otherwise we call it fixed. Patterns can be viewed as generalized expressions, where fixed generators are already included or discarded to begin with. In particular, an expression is a pattern whose generators are all indeterminate. We writer for the product of all the generators in r with type 1. The matching type of a match c is the sequence of decorations defining the match. If r is a pattern for an expression x and c is a match for r, then c corresponds to a subsequence for x in a natural way. We writeĉ for the group element cr −1 , where c ∈ W is obtained by viewing c as a subsequence. We write [r] to denote the set of matching subsequences for r. Definition 3.6. Let c be a match for some pattern r. The Bruhat stroll on the match c is defined as follows. Let r ≤i denote the pattern made up of the first i terms of r and let c ≤i be the match of r ≤i made up of the first i terms of c. Now setŵ i =ĉ ≤i . For each indeterminate index i we add a decoration U or D to the matching type according to whetherŵ i−1 (r ≤i s ir≤i ) >ŵ i−1 orŵ i−1 (r ≤i s ir≤i )s i < w i−1 . For each fixed index, we conventionally add the decoration ∅. The match defectd(c) of c is equal to the number of terms with decorations U0 minus the number of terms with decorations D0.
Note that the collection of all patterns (resp. matches) has a monoid structure through the concatenation product just like the collection of all expressions (resp. subsequences). For r a pattern for some expression in S and w ∈ W , let [rw] denote the match set corresponding to the pattern product rq, where q is a pattern for a rex x for w with all types equal to 1 (this is not quite uniquely defined, but it will be good enough for our purposes later).
Example 3.7. Suppose W is of Coxeter typeÃ 2 , with generators labelled 0, 1, and 2. Let x = 101202122 ∈ S. Let r be a pattern for w of type * 1111 * * * * , and let c be a match for r of type 1∅∅∅∅0110. Using the Tiberian convention we write this match as
By replacing the pattern type of the indefinite terms with the match type, we have room to add the decorations coming from the Bruhat stroll.
Thus the match defectd(c) is 0 − 2 = −2.
3.4. Linkage sets. Let S p|1 = S p |S denote the following subset S p|1 = S p |S = {xw : x ∈ S p , w ∈ S} of expressions involving S-and S p -generators. We will sometimes write expressions in S p|1 with a bar in the form x|w in order to emphasize that x ∈ S p and w ∈ S. The set S p|1 inherits an (S p , S)-biaction structure from the (free) monoid structures on S p and S. . We can apply this construction towards a Deodhar-like defect formula for H p| * . Lemma 3.9. Let x|w ∈ S p|1 . Then
vd (e) HêHr as an element of H p| * .
Proof. Induct on the length of y. When ℓ(y) = 0, we have [x] = {r} for x ∈ S p , where all the terms of r are of type * , so the result holds by Lemma 1.5 for H p . Now suppose ℓ(y) = m and that the lemma holds for expressions with S-part of smaller length. Write w = zs for some z ∈ S and s ∈ S. Then we have vd (e) HêHr which proves the result. Now we are ready to introduce combinatorial versions of the linkage bimodule and the linkage algebra. We will start with the linkage bimodule as a left H p -module and defer the definition of H * until later. ]-bimodule H p| * is a collection of equivalence classes of sets of 01∅ * -patterns for expressions in S p|1 with the structure of a left H p -module. It has the following generators and relations.
• For each x ∈ S p|1 , the set [x] p| * is in H p| * . These sets generate H p| * as an
module (but they do not usually form a basis!).
• Addition and scalar multiplication by elements of N 0 [v ±1 ] are defined as in H or H p .
• We interpret the Bott-Samelson character set [x] for x ∈ S p as a singleton set of patterns {r}, where r is a pattern for x with all types equal to * . Proof. Let H 0 p| * denote the free H p -module defined by the basis above, but without the relation of equivalence from the pattern sets. Consider the map H 0 p| * → H p| * defined as above. By Lemma 3.9, for xy|z ∈ S p|1 we have For each A ∈ p W( * ) we also define the functions • For b, c ∈ H * , the product bc is defined to be bc : w −→ {qr : q ∈ b(w), r ∈ c(wq)}.
Combining this with
• There is a right H * -action on H p| * , defined in the following manner. For b ∈ H * and C ∈ H p| * , we set
Two functions in H * are considered equivalent if they have equivalent actions on H p| * . Theorem 3.14. Multiplication in H * is well defined. Moreover, the mapping 
Again it is not immediately clear that multiplication in
H * −→ End Hp (H p| * ) b −→ ([C] → [Cb]) is an N 0 [v ±1 ]-=(H z H w → H z H w H xy ) =(H z H w → H z H w H x H y ) =([[z|w] p| * ] → [[z|w] p| * [x] * ] → [([z|w] p| * [x] * )[y] * ]).
Diagrammatics for linkage
4.1. Positive characteristic realizations. For the remainder of this paper, we suppose k is a field of characteristic p > 2 not dividing the index of connection of Φ.
Write V R and V ∨ R for the universal and dual universal realizations of (W, S) over R with respect to Σ, −α. Define the following lattices
The lattices V Z , V * Z define a Z-form of the universal realization, for which Lemma 2.4 still holds. Observe that
Z with k we get the corresponding result over k. This fact will help us obtain some results using facts about V from the affine reflection action of W on E k . Lemma 4.1. The action of W on E k is faithful modulo the p-translation subgroup pZΦ. As a result the actions of W p on E k and E πp k (where the latter is inflated via the map π p : W p → W f ) are identical.
Proof. If x, y ∈ W have the same action on E k , then xy −1 must map any v ∈ E Z to some element of the coset v + pE Z . But xy −1 acts isometrically on E Z so it must be a translation by some element of the lattice pE Z . The translations in W correspond to the lattice ZΦ, and the index of E Z inside ZΦ is by definition the index of connection, so the translation must be by an element of pZΦ. Since W p ∼ = W f ⋉pZΦ this means that W p acts only by the W f component as claimed.
Lemma 4.2. Let w ∈ p W and s ∈ S. Then the coefficient of as in wa s ∈ V is zero if and only if wsw −1 ∈ W p . Moreover, in this case we have wa s = t∈S f r t a t where α = t∈S f r t α t is some root in Φ.
Proof. Let {a * t } ⊆ V * denote the dual basis of {a t } ⊆ V . For any α ∈ E write H α,k = k ⊗ H α for the image in E k of the hyperplane orthogonal to α and H s,k for the affine hyperplane fixed by s. Suppose the coefficient of as in wa s equals zero. This is equivalent to
⇔ w maps H s,k to some H α,k for some α ∈ Φ ⇔ wsw −1 and s α have the same action on E k for some α ∈ Φ ⇔ wsw −1 ∈ W p where the last equivalence is a consequence of the previous lemma. In this situation, we can choose α = w(α s ) − w(0) ∈ E Z (note that w(α s ) − w(0) = π(w)(α s ) ∈ Φ, where π : W → W f is the canonical projection). If we write α = t∈S f r t α t then for t ∈ S f we have
which shows that wa s = t∈S f r t a t . Proof. The p-affine reflections p acts like s −α on E k , so from the previous result we know that wa s = ±ã, with the sign coming from π(w)(α s ) = ±α ∈ E Z . Now ws =s p w ∈ W p w, so ws > w because w is a minimal length coset representative. But ws and w both correspond to dominant alcoves wsA 0 and wA 0 , so the vector π(w)(α s ) which is orthogonal to the s-wall of wA 0 and points to the inside of this alcove must be negative. Thus π(w)(α s ) = −α.
For this reason, we will define as p = −ã ∈ V . From this we get 
where v ′ is some linear combination of {a t } t =s and c = w
which shows that thes-action is a reflection in −ã. Let U = s∈S f ka s ≤ V F . We have shown that U is a subrepresentation of V F isomorphic to V π . But we also have the trivial subrepresentation kv stab ≤ V F which is a complement to U as a vector space, so V F = V π ⊕ k as realizations.
4.2.
The linkage category D p| * . As above, fix V to be the universal realization of (W, S) over k with respect to Σ, −α. Recall that R = S(V ) is the symmetric algebra of V over k. Now defineR to bê
, the completion of a localized ring, where (a S f ) denotes the prime ideal generated by a s for any s ∈ S f . The ringR is a complete discretely valued extension of R whose maximal ideal contains every linear combination of the form s∈S f r s a s but does not contain as. From the results in the previous sectionR is stable under the action of W p . As with R, we scale our valuation ν so that ν(a s ) = 2 for any s ∈ S f . LetR ⊗ R D BS,std denote the extension of scalars toR of the R-form of the mixed category D BS,std on the left. In general, objects in this extension are (R, R)-bimodules but in some cases the right action can be enlarged. For convenience we will generally omit the "R ⊗ R (−)" when describing the image inR ⊗ R D BS,std of a module in D BS,std .
We next define an extension of the Frobenius map, a monoidal embedding
whereR w denotes the standard bimodule overR and w −1 is just the reverse of w. Note that all the bimodules defined so far have been (R,R)-bimodules, so they have a monoidal tensor product ⊗R, and F is defined on all other Bott-Samelson bimodules using this tensor product. On scalar morphisms (i.e. polynomials in R) F is defined to be the embedding R →R. The functor F further maps all dots, forks, and braids colored by S f to their respective images inR ⊗ D BS,std . Finally F mapss-colored vertices to what we call thes p -morphisms. In Figure 2 we have illustrated these morphisms in the case where p = 3, Φ = A 2 , s p = 0 and w p = 0121, with a placeholder for thẽ s p -braid. The construction generalizes in an obvious way by adding more strings. With some work one can show that all the relations in D F BS involving only dots and forks hold for thes p -dot ands p -fork, including isotopy.
Thes p -braid morphism is defined as follows. First decompose the corresponding ordinary braid vertex (involvings) using a dashed braid vertex (see Section 2.4) plus diagrams with only forks and dots. For example, one such decomposition is depicted in Figure 3 . One way to construct these decompositions is by applying (2.18) to the all the strings above the braid and using the Jones-Wenzl relation. Thes pbraid morphism is the sum of a dashed morphism combined with some idempotent projectors, corresponding to the summand containing a dashed braid vertex (see Figure 4 ) and thes p -versions of the remaining fork-and-dot terms constructed using thes p -dot ands p -fork previously defined. It can be shown that these morphisms satisfy all the relations defining D F BS . We are now ready to define the linkage category using the Frobenius embedding. The remaining morphisms are generated from a new morphism and its upside-down variant which we call the menorah morphism ( Figure 5 ). (i) The Frobenius embedding and the category D BS,p| * do not depend on the choices of w p , w p , s p ; any such choices generate equivalent embeddings and categories. In fact, by combining braid vertices with the menorah morphism we can obtain similar morphisms Bs p → B x for each rex x fors p . We will also call these morphisms "menorah morphisms". (ii) The diagrams defining morphisms in D BS,p| * are not quite "graphs up to isotopy" since bivalent vertices can change sign under arbitrary isotopies. However, if we restrict to diagrams that never factor through a non-linkage Bott-Samelson bimodule, then isotopy classes of such diagrams do define a unique morphism, not just up to sign. (iii) The menorah morphism is strictly speaking not cyclic, since some rotations of it do not correspond to a morphism in D BS,p| * but it is what we call semicyclic. In other words, if we twist the right-side-up menorah map by 180 degrees clockwise we get the upside-down menorah map, and vice-versa.
Notation 4.7. We assign the W p -generators p a lighter version of the color corresponding tos (e.g. ifs is colored blue thens p is colored cyan). In the diagrams we use this color to abbreviate morphisms which involve Bs p , by using solids p -colored lines. For example, the morphisms corresponding to S-graph vertices described above abbreviate to p-dot p-fork p-braid so that they look exactly the same as their lower scale counterparts. Similarly, the menorah morphism in Figure 5 abbreviates to menorah For this reason we will also call these morphisms "vertices". We also have some special terminology for the menorah vertex. Thes p -colored edge is called the handle or shaft, while the middle edge among the S-colored edges (corresponding to s above) is called the shamash. The remaining edges are called candles.
The grading on D BS,p| * inherited from D BS,std is not a very useful invariant becauseR is no longer meaningfully graded. However we can define a valuation (or "degree function") on morphisms which is compatible with the valuation onR. Suppose L is a morphism in D BS,p| * . Localizing the solid indices gives a matrix of standard morphisms, and we can push the coefficients to the left-hand side to ensure that they are inR. The valuation ν(L) is defined to be the minimal valuation of all the coefficients in this matrix. This satisfies several nice properties, including:
These properties are essentially the axioms defining a non-archimedean norm on non-commutative algebras, restated in terms of a valuation. They give D BS,p| * the structure of a category enriched inR-filtered modules. We use angular brackets − to denote the filtration shift of an object or morphism. The basic morphisms represented by the different kinds of vertices have easily determined valuations. Polynomials inR have the same valuation as inR. The braid and menorah morphisms have valuation 0. The t-colored dot morphism (resp. fork morphism) has valuation +1 (resp. −1) if t ∈ S p and 0 if t =s. In particular, this is reasonably compatible with the grading on the D F BS which acts on the left, but not the grading on D BS acting on the right. The tensor product property is helpful for calculating valuations of more complicated morphisms, but the inequality with respect to function composition does mean that valuations of general diagrams cannot be computed as simply as degrees in D BS . Finally, the category D p| * is given by taking the Karoubian envelope (i.e. the completion with respect to all direct sums, direct summands and filtration shifts) of D BS,p| * .
4.3.
Linkage light leaves. We will construct a basis for the Hom-spaces in D BS,p| * analogous to the light leaves basis for D BS . Generalizing rex moves, we call a morphism in D BS,p| * an mrex move if it can be generated using composition and the tensor product from identity morphisms, braid morphisms and either of the following "braid-like" incarnations of a menorah morphism (see Figure 6) . In other words, mrex moves correspond to morphisms in D BS,p| * which do not factor through Bott-Samelson bimodules of shorter length than the domain/codomain. Let x = s 1 · · · s m ∈ S p|1 , and suppose r ∈ [x] p| * . For each match c ∈ [r] we construct a linkage light leaves map p| * LL c,w|z : B x → B w ⊗R z , where w ∈ S p is a rex forĉ and z ∈ S is a rex forr. The construction proceeds inductively in the following manner. Let x ≤i , r ≤i , and c ≤i be the truncated forms of x, r, and c, and let w ≤i and z ≤i be rexes forĉ ≤i andr ≤i respectively. As with ordinary light leaves we set p| * LL i = p| * LL c ≤i ,w ≤i |z ≤i and define
, where φ i depends on the decorated type of c i . There are six possibilities for φ i , which are illustrated in Figure 7 .
In these pictures, boxes labeled "mrex" are mrex moves, and boxes labeled "std" are standard morphisms (i.e. morphisms only using dashed lines) to a standard bimoduleR z for some rex z. We also use (·) to denote the normalizing factor for the nearest bivalent vertex to the left. Example 4.8. We continue Example 3.7, where p = 3, Φ = A 2 , and x = 0 p 101202122 ∈ S p|1 . We depict a light leaves map for the match of type 1111110110 for the pattern * * 1111 * * * * ∈ [x] p| * in Figure 8 .
Suppose for each w ∈ W p and z ∈ p W we have chosen rexes w, z.
denote a complete set of linkage light leaves maps p| * LL c,w|z over all patterns r ∈ [x] p| * and all matches c ∈ [r], where w and z are the rexes corresponding toĉ and r respectively. Here w ∈ S p|1 is a reduced linkage expression, while w 0 ∈ S is an ordinary reduced expression for w.
Proof. First we determine the effect of partially standardizing an mrex move. We already know that idempotents placed on the top of an ordinary solid braid (i.e. one only involving S-generators) "propagate" through the braid: = Doing the same thing with a p-affine braid results in a standard morphism, plus some idempotents on the bottom:
=
Finally if the candles of a braid-like menorah are standardized then the resulting morphism is just the identity, up to a standard morphism: = Similarly, using the Jones-Wenzl relations we can "pull" a dot placed on the top of an ordinary braid or a p-affine braid through the braid to get a rex move on a smaller expression, plus a dot on the bottom. The same is true for dots on the shamash or the handle of a braid-like menorah, as long as all the candles are standardized.
Next we try partially standardizing the maps φ i above. As in Figures 1 and  7 , boxes labeled "rex" are rex moves between two ordinary reduced expressions, boxes labeled "mrex" are mrex moves between two reduced linkage expression, and boxes labeled "std" are standard morphisms to a standard bimodule corresponding to some reduced expression.
When i is an indeterminate index with decoration U, we can easily show that the partially localized version of φ i is nearly the same as that in the ordinary case. For example, when i is of decorated type U1 we have
The calculation for U0 is similar.
When i has decoration D we have to split the diagram into a sum. For example, when i is of decorated type D0 we have
Again, the calculation for D1 is similar. In each of these cases, we get a partially localized version of one of the four maps used for defining ordinary light leaves.
Now let e ∈ [x 0 ] be a subsequence expressing w. Suppose we have already calculated LL f ,w 0 for all f < e, where the subsequences are ordered using the path dominance order introduced in [6, Section 2.4] . If any of the standardized indices in the domain (i.e. any generator belonging to some expansion ofs p corresponding to a candle of some menorah vertex) has type 0, then the by pulling idempotents and dots through braid moves, any partially localized LL 
which is a difference of ordinary light leaves maps.
After pulling through φ 1 and getting to the bottom we have shown that p| * LL ′ c,w is equal to a partially localized light leaves map LL ′ e,w 0 , plus some other partially localized light leaves maps that we already know are spanned by linkage light leaves maps.
As a result of this theorem we have the following basis result for D BS,p| * , analogous to Theorem 2.9. Proof. Recall that any finitely generated algebra over a complete local ring is either local or contains an idempotent. For B indecomposable, the endomorphism ring E = End
is finitely generated as anR-algebra by Corollary 4.11. As D p| * is a Karoubian envelope, E cannot contain an idempotent, so it is local and thus B satisfies the Krull-Schmidt property. 
. Thus without loss of generality we may assume that w is the empty expression.
Let
≤ E be theR-subalgebra generated by the degree 0 morphisms in the ordinary diagrammatic category. Note that a −1 s ∈R, so if f is a morphism of negative degree −n and r ∈R, then 
.
, combining these facts gives (4.1)
Since B is indecomposable in D F , the ring End
is local, with unique maximal ideal m. Let I be the following subset
of E, where (a S f ) is the maximal ideal ofR and the last term is the ideal of all morphisms of positive valuation. The first two terms are ideals in E 0 , so using the decomposition (4.1) shows that I is an ideal in E. Clearly E = E 0 + I follows from (4.1) as well.
We will show that all morphisms in E \ I are invertible, and thus that E is local with maximal ideal I and that B is indecomposable in D p| * . Suppose f ∈ E \ I. We write
, f m ∈ m, and f >0 ∈ End . This basis is finite, so for sufficiently large n we have J n ≤ (a S f )J. YetR is complete with respect to its maximal ideal (a S f ) so f ∈ (r 0 f 0 + r m f m ) + J is invertible using the same trick as before.
be the indecomposable object in D p| * induced by the above result. As in D F , the object B x is well-defined by x alonewe do not need to specify a rex for x. In particular it can be constructed indirectly in the following manner.
For I ⊆ W an ideal in the Bruhat order (i.e. w ∈ I and z ≤ w implies z ∈ I), let p| * LL I be the span of the p| * LL maps which factor through any w ∈ I. It can be shown that p| * LL I is in fact a 2-sided ideal of morphisms in D BS,p| * . In a similar way to what happens in D BS (see [6, Section 6.4 ]) this ideal is in fact equal to the ideal of morphisms which, after localization, induce the zero map on every object Q w for each w / ∈ I. In any case, for any w ∈ W we define the quotient category D where λ e,z,f ∈R, summing over matches e, f for linkage patterns for x corresponding to the same group element z ∈ W . Pick z ′ ∈ W maximal in the Bruhat order such that there is a non-zero coefficient λ e,z ′ ,f = 0 for some matches e, f . In
for some coefficients γ e,f ∈R, summed over matches e, f which both correspond to z ′ . Now assume that for all matches in the sum we have
Then by expanding out e 3 = e we get γ e,f ∈ (a S f ). But this implies that
where J(·) denotes the Jacobson radical. Since e is idempotent, we obtain a contradiction. Hence there must be some matches e, f for which the following composition where the sum is over all y ∈ W p and w ∈ p W with y, w any rexes for these group elements, and frk(−) denotes the filtered rank of some vector space, or in other words the graded rank of the associated graded vector space. Clearly the right-hand side only depends on the isomorphism class of B x , so the character homomorphism is indeed well defined. In addition, our knowledge of the indecomposables from the previous section establishes that two objects have the same character if and only if they are isomorphic. As the homomorphism is obviously surjective on the generators of H p| * , we have shown For each w ∈ p W , fix a rex w. where wrz −1 is viewed as an expression in S p . Here the isomorphism is only up to composition with standard morphisms, but this is enough for our purposes. The isomorphism arises by decomposing some of the generators in x using (2.18) (i.e. localizing) according to the patterns in [x] * . We will explain this below in more detail.
To each morphism f : B x → B y in D is in the linkage category D BS,p| * , so we can decompose it using the linkage double leaves basis. The (w, z)-entry in pr ′ (f ) comes from localizingR w ⊗ f in a particular way. Since we can write f B wqrz −1 ⊗R z This is enough to show that pr is monoidal.
We summarize our results in the following theorem. where the first operator · denotes matrix multiplication and the second operator ·p W denotes the Hadamard product.
We call pr the linkage functor. As promised in the Introduction it describes a connection between Soergel bimodules in D at ordinary scales and Soergel bimodules in D F at scale p. We can now prove a consequence of linkage for Soergel bimodules analogous to "higher-order linkage" of tilting modules, as discussed in the Introduction. Taking quotients by v = 1 gives the result.
We conclude with some remarks about the quantized linkage Hecke algebra.
Remark 5.12.
(1) The fact that H q /(q − 1) is not H, but a 2 | p W| -fold cover of H is similar to the fact that the quotient U q (sl 2 )/(q − 1) of the quantized universal enveloping algebra is a double cover of the universal enveloping algebra U (sl 2 ). (2) Some examples in the anti-spherical category N for Φ = A 2 (i.e. tilting characters for SL 3 ) [13] seem to suggest that working modulo (q−1)(q−v)H q is necessary. More precisely, there are a few examples where calculatingN x (the analogous construction in the anti-spherical module) inductively in two different ways give different answers which are the same modulo this ideal. (3) We conjecture that there is a Kazhdan-Lusztig-type construction for a selfdual basis of H q or H p|q . Unfortunately, precisely characterizing such a construction is tricky; we do not know what should take the place of the degree condition on coefficients of the standard basis elements H x . Once the correct definition is found, the next step would be to prove a Soergel conjecture-like result, equating this basis withĤ x for p sufficiently large. Their images in H should correspond to notions of what one might call a "2nd generation Kazhdan-Lusztig basis" analogous to 2nd generation tilting characters [12, 13] .
