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A weakly exchangeable array is a symmetric infinite array with random entries 
which have a joint probability distribution that remains invariant when a permuta- 
tion is applied to its rows and columns. David Aldous and Douglas Hoover have 
proved a theorem that characterizes all such arrays. We apply this theorem to find 
a characterization of weakly exchangeable arrays that are also non-negative 
definite. This characterization says that any weakly exchangeable non-negative 
definite array is a mixture of sums of two kinds of random non-negative definite 
arrays. The first type is simply a diagonal array with i.i.d. positive random diagonal 
entries. The second type is an array whose entries are inner products of i.i.d. 
random elements from a Hilbert space. This characterization has been proved 
recently by L. N. Dovbysh and V. N. Sudakov [J. Soviet Marh. 24 (1982) 
3047-30543. Our work shows how the characterization ties in with the general 
structure results of D. J. Aldous and D. N. Hoover as discussed in [D. J. Aldous, 
l?cole d’iti de probabilites de Saint-Fleur XIII-1983, in “Lecture Notes in Math.” 
Vol. 1117, Springer-Verlag. New York, 19851. iii:’ 1989 Academic press, I~C. 
INTRODUCTION 
Standard results from Choquet theory [4] give the following. For a 
convex set A4 of probability measures on a complete separable metric space 
S, closed in the weak topology, there is a one-to-one correspondence 
between each element in A4 and each probability measure on the set of 
extreme points of M. In particular, let M, be the subset of extreme points 
of M; given p E M there exists a unique probability measure ZP on M, such 
that 
p(B) = s,,, v(B) Zp(dv). 
Thus to characterize the elements of M it suffices to characterize the 
elements of M,. 
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A well known example of this result is de Finetti’s theorem. To explain 
de Finetti’s theorem we need to state a few definitions. Let ( Y,)i ii< m be 
a sequence of random variables. The sequence ( Y,), G i< o. is called 
exchangeable if 
where n: Z+ +Z+ is a permutation that moves only a finite number of 
positive integers. One can see that an independent identically distributed 
(i.i.d.) sequence is a canonical example of an exchangeable sequence. In fact 
de Finetti’s theorem says more. It says that every exchangeable distribution 
can be represented as a mixture of i.i.d. distributions via the results from 
Choquet theory. In particular, if (Y,), Gz< o. is an exchangeable sequence, 
de Finetti’s theorem says that there is a probability measure E on the set 
of i.i.d. probability measures such that 
P(Y,eA,,..., Yk~Ap)=/vD(A,x .a. x&xRxRx -.-)E(dv"). 
This can be written in a nicer form if we identify an i.i.d. measure voo as a 
product of measures v and the measure 8 on the set of vm measures with 
a measure Zi on the set of v measures. Then de Finetti’s theorem gives the 
representation 
P( Y, E A 1 ) . . . . Y&=J‘fj v(A,)E,(dv). 
i=l 
Of course, tc put de Finetti’s theorem in the context of Choquet theory 
we identify h4 with the set of exchangeable measures and M, with the set 
of i.i.d. measures. 
The representation given by de Finetti’s theorem illustrates a principle 
that arises many times when Choquet type representations are found. 
Namely, we identify one or more canonical examples of a structure, these 
examples turn out to be the set M,, and all other structures are mixtures 
of elements from M,. 
In this paper we deal with certain infinite symmetric arrays of random 
variables (Xi,j)l~i,j..oc. The arrays have the property that 
Wi.j)l <i,j< m ' (Xr(i),n(j))l Gi,jc 00 
for a permutation n that moves a finite number of elements. Such arrays 
are called weakly exchangeable. We also assume that (Xi,j)l c ,,j< m is non- 
negative definite in the sense that (Xi,j)l Ci,j<N is a non-negative array for 
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each positive N. Dovbysh and Sudakov [3] have proved a representation 
theorem of the Choquet type for these arrays. We give a different proof 
using the Aldous-Hoover representation for weakly exchangeable arrays. 
In this case we again see that the extreme distributions for such arrays are 
the distributions of canonical examples of those arrays. 
SOME DEFINITIONS 
In the following any assertion that a function, say f, exists will mean 
‘tf exists and is measurable.” X= (X,), G i, j< ac will denote a random real 
valued infinite array. An array X is weakly exchangeable if and only if 
for any permutation n that leaves all but a finite number of integers fixed. 
The array X is non-negative definite if and only if the finite matrix 
txij>l<i,j<m is non-negative definite almost surely (a.s.) for each M > 0. The 
array X is symmetric if and only if X, = Xji a.s. for all i and j. We will use 
the acronym WESND for weakly exchangeable symmetric non-negative 
definite. 
MAIN RESULT 
Two more or less obvious ways to construct WESND arrays are: 
(i) Let o,, ul, . . . be i.i.d. random elements from a Hilbert Space. Set 
X, = ( nir vi), where “( , )” denotes inner product. 
(ii) Let (X,)i, I be non-negative i.i.d. random variables and X, = 0 
a.s. for i # j. 
Theorem 1 says that the only WESND arrays with extreme distribution 
are those that can be written as a sum of these two kinds of arrays. Of 
course, it then follows from Choquet theory that the distribution of any 
WESND array is a mixture of the extreme distributions from Theorem 1. 
THEOREM 1. Let X= (X,), Gi,jG o. be a WESND array with E( Xf) -C co. 
The distribution of X is extreme in the class of all distributions on WESND 
arrays if and only if 
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where (Ati)lci,jcoo and (Bc)lGi,j< m are both WESND arrays constructed 
via 
0) A, = (f(tih .f(tj) > 
(ii) B,=O for i#j 
(iii) Bii = g(ti, zi) 
g:[O,l]x[O,l]+R 
g 2 0 a.s. 
f: [0, l] + H, H a Hilbert Space with inner product “( , )” and 
51, 52, -4 t1, z2, ..* are i.i.d. uniform [0, l] random variables. 
In the following pages we outline a proof of Theorem 1. 
PROOF OF THEOREM 1 
One way to prove de Finetti’s theorem is to show that an exchangeable 
sequence of random variables when conditioned on its tail o-field is an i.i.d. 
sequence. The i.i.d. sequence is extreme in the class of exchangeable sequen- 
ces and by the definition of conditional distribution the exchangeable 
sequence is a mixture of i.i.d. sequences. One can prove Theorem 1 in a 
similar way. First, there is a tail a-field T for WESND arrays and when we 
condition on this field we get a special form of WESND array called a 
dissociated WESND array. It turns out that dissociated WESND arrays 
have distributions that are extreme points in the class of all WESND 
arrays. Finally, to prove Theorem 1, it can be shown that dissociated 
WESND arrays are exactly of the form required. 
The fact that a WESND array conditioned on T is extreme in the class 
of all WESND arrays can be shown using results in [l]. The main point 
of this paper is to show how the representation of these conditioned arrays 
can be decomposed in a way that proves Theorem 1. 
First we discuss the tail a-field, dissociated arrays, and the fact that 
dissociated WESND arrays have extreme distribution in the class of all 
WESND arrays. For the array X, let T= nc= 1 o(X+ i > n, j>, n). T is 
called the tail a-field of X. An array is dissociated if and only if (X,), ~ i,iCm 
is independent of (X,)i,i, m for each m > 0. 
hMMA 1. Let X be a WESND array. Conditioned on T, X is a dis- 
sociated WESND array. 
409/142/2-7 
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Proof: By the proof in [ 1, Theorem 14.61, X conditioned on T is 
weakly exchangeable and dissociated. 
To prove that X conditioned on T is non-negative definite let n > 0, let 
v, be an n x 1 vector. Consider the event 
Let ~(0, B) be the regular conditional distribution of X given T. Clearly 
a( ., A(v,)) = 1 a.s. for each n and v,. 
Taking (vn,&$, , a dense set in R” for each n, and noting that 
(VJ C&h sr,j$n(%,k) is a continuous function of v, k shows that the 
support of o! lies in the set of positive definite arrays a.s. The preservation of 
symmetry follows by a similar argument. 1 
LEMMA 2. Let X be a WESND array. The following are equivalent: 
(i) X has extreme distribution in the class of WESND arrays. 
(ii) X is dissociated. 
Prooj: This follows from [l, Theorem 14.8 and Lemma 1.41. 1 
Now we are ready to focus on the main point of this paper, which is 
using the Aldous-Hoover representation theorem to show that dissociated 
WESND arrays have a form of the kind required by Theorem 1. We begin 
by discussing the Aldous-Hoover theorem. 
If one is interested in simulating a random variable Z using a computer 
the traditional method is to simulate a uniform random variable U. Next, 
take the simulated value of Z to be f(U) where f is a function so that 
Z =d f(U). This method is called coding. It can be shown that the existence 
of certain kinds of coding schemes for a sequence of random variables is 
equivalent to specific kinds of structure for the joint distribution of those 
variables [2]. One application of this equivalence is Theorem 2 below. We 
start with some definitions. 
A symmetric array X is said to have representation f(a, ti, t,, I]{~,~,), 
g(cr, ri, ri) if there exist functions f: [O, l]‘+ R and g: [0, 11’ + R such 
that 
where 
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with a, (ti)l<icrnv (zi)l<i<cm, (V(i,j))l<i,j(i+j)<a all iid. uniform CO, 11 
random variables. 
For an array (au) defined as above, I will say (aO) is the array produced 
by f and g. The Aldous-Hoover representation theorem says that any 
weakly exchangeable array has a representation f(cl, ti, lj, v(~,~)), 
g(a, ti, zi). This shows the equivalence between the existence of a coding 
scheme and a particular joint distribution for a sequence of random 
variables. Theorem 2 is the Aldous-Hoover representation theorem applied 
to WESND arrays. 
THEOREM 2. Let X be a WESND array. Then X has representation 
f(a, 5i, tj, V(i,j)), da, <i, 7,) with g 2 0 U.S. 
Proof: A WESND array has a representation by [S, Corollary 7.51 (see 
also Hoover [6]). Since the array is non-negative definite a.s., g > 0 a.s. 1 
One basic result about the Aldous-Hoover representation [l] is that 
dissociated arrays have representations without the 01 term. In other words, 
any WESND array which is dissociated has a representation 
Now to prove Theorem 1 we are left with the task of showing that a 
WESND array with this representation has the form required. This is the 
main point of this paper. The project proceeds in the following way. First 
we show that non-negative definiteness implies that we can construct a 
representation without the qji, j1 term. Next we show how g can be split 
into two pieces, 
dx, Y) = kh(x, Y) + L?(x). 
We then identify the diagonal array produced by g with the diagonal piece 
from Theorem 1. Finally, the array produced by f and g, is identified with 
the inner products of i.i.d. elements of a Hilbert space. 
For the remainder of this paper we will assume that f(ti, &, v{~,~)), 
g(ti, 7,) is a representation of a WESND array. 
Lemma 3 shows that we can eliminate the qli,j) term from the represen- 
tation. 
LEMMA 3. For i #j, i > 0, j > 0, f is a function of only li and tj. (There 
is a function 3 [0, 11’ ---*R such thatf(Ci, 5j, Sci,jj)=.T(tiv tj) U.S.) 
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ProoJ: Let A, and A, be Bore1 subsets of [0, 11. For each i > 0 recall 
that i mod 2 = 0 if i is even, i mod 2 = 1 if i is odd. Consider 
I aim to show that f(~{,,~~) is constant a.s. Clearly this will prove the 
lemma. 
Let (6,) be the array produced by j; 2. Let v, be an n x 1 vector, 
v, = (WI, w2, . . . . w,); 
then 
so 
o,<(V,)'(a,),.i,j~n(Vn)= C wzwja,j, 
I < i, j < n 
and (hq) is a non-negative definite array a.s. 
Let n = 41. Consider v, with 
tv?J= = (w, 9 ‘.., w2/, w2/+ 13 ..., w,), 
where wi = - 1 if i < 21 and wi = 1 if i > 21. Construct the partitions (Bl)jq:, 
(CXZ: of {(i,j)},,i,jcn via 
BT= ((i,j): i=j} 
By= {(i,j):O=imod2=jmod2,i#j} 
B[;={(i,j):l=imod2=jmod2,i#j} 
B;= {(i,j):imod2#jmod2} 
C;= {(i, j):i<21, jG221 or i>21, j>21} 
C;= {(i,j): id2Z,j>21 or i>21, j,<21}. 
Note that (riii)(i, jjE 4 is an i.i.d. family for each k = 2, 3, 4. Also wjiwi = 1 for 
(i,j)EC;, wiwj= -1 for (i,j)eC;. Now for all I>0 
O< (V,)‘(Ciii)lci,i~n(Vn)= C wiwjciij (1) 
I<i,j<n 
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and 
c wiwjaG - 
I Gi,j<n 
” c 6,+2[ 
(i,.i)eB; 
c ii,- 1 6G] 
i < .j i <.j 
(i,j)eC;nB; (r,j)EC~nB; 
+2 
F 
c h,- c 4, 
icj rcj 1 
(i,j)eC;nB; (r.j)eC;nE; 
+2 c [ 6,- c h, . i-cj i<J 1 
(i.j) E CT n B; (i,j)EC;nB; 
Assume (iii=f(q(i,ij)9 i# j, is non-constant. Calculating the number of 
elements in each of the sets Cz n B”,, k = 1,2, m = 1,2,3,4, shows 
f C ci,+ Co (C, a constant) 
(i.j)cB; 
2 
7 c ii,- c 6, 1 -2 N(0, ai), a: > 0, k = 2, 3,4. 
i < j icj 
(i, j) E C; n B;I (i,i)eC;nB~ 
Thus 
a2=a,+a,+a4>0. 
This contradicts (1) SO 6, = f(q ii,j~ ), i # j, must be constant. m 
Using Lemma 3 we can employ the notation 
f(sli, tj)=f(tiv tj, 'I{i,j))t i#j. 
Next we show how to decompose g(x, y) into two pieces. Let AN denote 
Lebesgue measure on CO, 11”. Recall that for a function h: [0, 11 + R 
essinf h(x) = supIXG ,b:‘, _ A h(x): A E [O, 11, I’(A) = 0) 
Recall also that there exists an A,E [O, 11, I’(A,,) =O, such that 
essinf h(x) = 
XE c$f- A0 h(x). 
Define 
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LEMMA 4. Let (u,,),,,~,, be the array produced by f and 2. Let 
b,=O, i#j 
b,i= go(5it zr). 
Then the arrays (bii)lsi,j,, and (ati),,i,j,, are WESND arrays. 
Proof: By Fubini’s theorem b, 4 0 a.s. so (b,) is a WESND array. We 
have to work harder for (aO). 
Fix x: let 
Then i’(A,(x)) >O for all x. Fix N. Choose a vector v = (u,, . . . . vN). Let 
BG [0, l]*“’ such that (x,, . . . . x,; y,, . . . . yN) E B implies 
,tj Uivjf(Xi, xj) + 5 ui2g(xi, Yi) 3 O. 
i= 1 
Let 
B(x 1, . . . . XN) = ((Y,, .*., y,v)~Co, llN:(xl,...,xN;yl,...,~N)~B}. 
Let CE [O, 11” such that 
(X 1, *..> x,) E C=> ;I’(B(x,, . . . . x,)) = 1. 
Then 12N(B) = 1, so l”(C) = 1, 
(x 1, . . . . X,)EC*AN(B(x,, . . . . XN)nA,(X,)x ... x&(x,))>0 
and 
IN(B(x,, . . . . xN) n kdxl) ’ ... xA,(x,))>O=> 
Since n is arbitrary 
lx 1) ...) XN) E C * g u,Ujf(Xi, Xj) + 5 ufg(xi) 2 O. 
ifj i= 1 
Now repeat the above for a countable dense set of vectors to get a set 
C, c [O, 11” so that for all (x, , . . . . xN) E C the array produced by f(x,, xi), 
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g(x,) is non-negative definite and ,I”(&) = 1. This shows (Q)~ Gi,ji o. is 
non-negative definite a.s. Clearly (~)r G i. j< m is symmetric and weakly 
exchangeable. 1 
We almost have the array (X,), G ;, jc. oc in the form of Theorem 1. All 
that needs to be shown is that (ati), s i,jc o. can be generated by a function 
x: [O, l] +H. 
LEMMA 5. If jk g’(x) dx < 00 then there is a map X: [0, 11 + H, H a 
Hilbert Space, such that for (x, y)E[O, l]*, f(x, y)= (X(x),X(y)) U.S. and 
g(x) = (x(x)\* U.S. 
Proof. A tempting way to proceed is to use the Kolmogorov Existence 
theorem to construct a stochastic process X, on [0, l] so that X, is a 
Gaussian Process with E(X,X,) = f (t, s), E(X:) = g(t). This does not work, 
however, because f (t, s) is only defined a.s. on [0, 1 I*; so for (t, , . . . . t,) E 
[0, l]“, the array produced by f(ti, ti) and g(t,) is not necessarily non- 
negative definite. We need another method of proof. 
For each k > 0, let A: = ((I - 1)/2’, f/2k); for 1 < 1, m 6 2’ set 
i 
4kj-Jy,, ftx, yJdxdx l#m 
fL= 
m 
gltx) dx, l=m. 
As in the proof of Lemma 3, (f k I,m 1 G I,m G 2k is a non-negative definite array. ) 
Furthermore 
Set 
gktXf= 5 lA:(X)f:[ 
I= 1 
fk(x, i.)=,~=lz,:(x)z~:(Y)l.:,. 
The idea is to show that fk and gk converge to f and g, show that the 
theorem holds for fk and &, then extend to get the result for f and g. 
First note that f2(x, y) < g(x) g(y) a.s. so 
I kv)~co,11* I f'(x, y)dxdy<(Sd g(x)dx}*<m. 
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Let t, and c2 be independent uniform random variables. Let 
Then 
and Bk is increasing so 
Use the Kolmogorov Existence theorem to construct the array 
K)W<Z~,k>l with distribution specified by: 
(i) For fixed k, (Xf)1KI<2 k is multivariate normal with mean 0 and . . 
Jfw%iJ = f;, 
(ii) Xf = $XijT1, + X&+ I). 
Because of (2), (i) and (ii) are consistent. Let (Q, F, P) be a probability 
space so that Xf: Q + R, 1 < 1~ 2&, k 2 1. Let H = L*(Q, F, P). Put product 
measure A’ x P on ([0, l] x Q, B x F). Define x&: [0, l] x Q + R via 
Now for 5,) c2 independent uniform random variables, independent of F 
Let 5 be the uniform random variable on [0, l] defined by the map 
5(x, 0) = x. Let 
Then x& is a martingale relative to Fk. To check this note 
A; = A’;,?‘, u A$,+ ‘, and 
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Next, 
= W&J)* = =(E, g(t))* G 3E(E, Z*(5)) 
= 3E(g*(<)) < co. 
So X,(5, CO) converges as. and in L*. Let X(5, CO) denote the limit of 
X(5, ~1. Then E,Gf(5, ~1) = X,(&o). 
Now let (I and t2 be independent uniform random variables independ- 
ent of F. Then 
E*CW&~ ~1 Xd52>4)*1 
G W-:(5,, ~1) E@-~,(<,,o)) < gE*(d*(t)) < cc 
so 
Thus 
E(X,(5,,w)X,(5,,o)l5,, 52+ EWt,,~)X(52,~)15,, t2) 
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hence 
Likewise A’,(<, CD) 2 A/(5, o) implies 
and 
Now X(x, 0): [0, l] x Q + R is defined a.s. with respect to Ax P. For 
XE [0, l] let f(x) be the random variable X(x, .): Q -+ R; then 8 is the 
desired map into H= L’(Q, F, P). 1 
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