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Vorwort des Herausgebers 
Die digitalen Kommunikationssysteme, welche in den letzten drei Jahrzehnten 
eingeführt wurden, haben unser Leben grundlegend verändert. Sie ermöglichen 
eine erhöhte Mobilität und Erreichbarkeit und sind inzwischen durch ihre Vielfalt an 
die unterschiedlichsten Aufgabenstellungen für Audio-, Daten- und Videoübertra-
gung angepasst.  Bei genauem Hinsehen stellt man fest, es gibt sehr erfolgreiche 
Systeme und weniger erfolgreiche Systeme. Die Gründe sind vielfältig. Sie liegen 
vorrangig in der Akzeptanz durch den Endnutzer. Diese Akzeptanz wird einerseits 
durch den Bedarf, aber andererseits auch durch die Werbung sehr stark beein-
flusst. In der Regel wird bei diesen Aspekten die Funktionalität der Systeme in den 
Hintergrund gedrängt. Sie wird vorausgesetzt und dabei wird übersehen, dass 
gerade in der Funktionalität der Systeme in den vergangenen Jahren sehr große 
Unterschiede lagen. Ein mobiles Kommunikationssystem, welches es nicht er-
laubt, dass es im Fahrzeug bei 120 km/h oder im Zug bei 240 km/h genutzt wird, 
wird a priori nur mäßigen Erfolg haben. Die Probleme liegen zumeist in der Luft-
schnittstelle, welche die physikalischen Eigenschaften des Übertragungskanals 
nicht ausreichend berücksichtigt und implementiert hat. Die vorliegende Dissertati-
on von Herrn Maurer beschäftigt sich mit eben diesem Übertragungskanal. Erst-
mals werden hierin für die Mobil-zu-Mobil-Kommunikation alle relevanten Parame-
ter der Übertragung bestimmt. Sie erlauben es, bei der Spezifikation von neuen 
Kommunikationssystemen die Kanaleigenschaften entsprechend zu berücksichti-
gen und damit die grundlegende Voraussetzung für den Markterfolg von neuen 
Systemen zu schaffen.  
Ich wünsche der Dissertation von Herrn Maurer eine weite Verbreitung und insbe-
sondere auch die Berücksichtigung der Erkenntnisse bei der Spezifikation zukünf-
tiger Kommunikationssysteme. 
 
Prof. Dr.-Ing. Dr. h.c. Werner Wiesbeck 
- Institutsleiter - 
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es, eϑ, eψ Einheits-Basisvektoren in Kugelkoordinaten
et Einheitsvektor der Kantentangete
∆f Frequenzabstand
∆fU Untertra¨gerabstand bei einem OFDM-System
f Frequenz
f0 Tra¨ger- bzw. Mittenfrequenz
fc beliebige feste Frequenz
fD Doppler-Verschiebung bzw. -Frequenz
fD mittlere Doppler-Verschiebung (engl. mean Doppler)
fD,max Maximaler Betrag der Doppler-Verschiebung im Funkkanal
fD,n Doppler-Verschiebung eines Mehrwegepfades
fHF Tra¨gerfrequenz
fN Nyquist-Frequenz
fs Abtastfrequenz
hO Ho¨he eines Umgebungsobjektes
hBO Bodenfreiheit eines Umgebungsobjektes
h(τ, t) zeitvariante Kanalimpulsantwort
hTP(τ, t) zeitvariante a¨quivalente Tiefpass-Kanalimpulsantwort
hTPF (τ ) a¨quivalente Tiefpass-Impulsantwort eines Filters
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k Wellenzahl
k Wellenzahlvektor
ldA Kantenla¨nge eines Fla¨chenelements dA
lO Ausdehnung (La¨nge) eines Umgebungsobjektes
l(t) zeitvarianter langsamer Schwund
n Brechungsindex
n Fla¨chennormalenvektor
r Ortsvektor
rfHH(∆f, t) zeitvariante Frequenz-Autokorrelationsfunktion des Funkka-
nals
rtHH(∆t) zeitliche Autokorrelationsfunktion des Funkkanals
s Entfernung Referenzpunkt−Beobachtungspunkt bzw. Qr−,
Qd− oder Qs−Beobachtungspunkt, Koordinate im lokalen
strahlbasierten System, Radius im Kugelkoordinatensystem
s Richtungvektor eines Strahls
s′ Entfernung Quellpunkt−Qr, −Qd oder −Qs
sc(t) komplexer zeitvarianter schneller Schwund
s(t) zeitvarianter schneller Schwund
sTP(τ, fD) Doppler-aufgelo¨ste Tiefpass-Kanalimpulsantwort
∆t zeitlicher Abstand zweier Fahrzeuge, Zeitverschiebung bei zeit-
licher Autokorrelationsfunktion
t Zeit, unabha¨ngige Variable bei der Beugungspunktbestimmung
t′ Ersatzvariable fu¨r t− t0
t0 beliebiger fester Zeitpunkt
tO Tiefe eines Umgebungsobjektes
∆v Relativgeschwindigkeit von zwei Fahrzeugen
v Geschwindigkeit
vm momentane Geschwindigkeit
vOj Geschwindigkeitsvektor eines Objekts j
v T,R Geschwindigkeitsvektor des Senders bzw. Empfa¨ngers
vW Wunschgeschwindigkeit
∆x Abstand zwischen zwei Fahrzeugen Abstand von Stoßstange zu
Stoßstange
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xA,B Ortsvektoren der Endpunkte A und B einer Beugungskante
xQd Ortsvektor des Beugungspunkts Qd
xT,R Ortsvektor des Senderpunktes T bzw. Empfa¨ngerpunktes R
Großbuchstaben
dA Fla¨chenelement
dA0,s,ρ1,ρ2 Querschnitt einer Strahlro¨hre bei s = 0, s, ρ1, ρ2
A Endpunkt einer Beugungskante
An(t) skalarer U¨bertagungskoeﬃzient eines Mehrwegepfades
Ax vom Fahrer gewu¨nschter Minimalabstand zum vorausfahrenden
Fahrzeug
B Endpunkt einer Beugungskante
B Bandbreite
BD Doppler-Bandbreite
Bcoh(t) zeitvariante Koha¨renzbandbreite des Funkkanals (engl. cohe-
rence bandwidth)
BM Messbandbreite
BMS Breite des Mittelstreifens einer Straße
BRS Breite des Seitenstreifens einer Straße
BS Systembandbreite
BSp Breite einer Fahrspur
Bx vom Fahrer gewu¨nschter minimaler Folgeabstand zum voraus-
fahrenden Fahrzeug
C komplexe vektorielle Fernfeldrichtcharakteristik einer Antenne
CL∆v Wahrnehmungsschwelle fu¨r kleine Relativgeschwindigkeiten bei
kleinen, abnehmenden Absta¨nden
CT,R komplexe vektorielle Fernfeldrichtcharakteristik einer Sende-
bzw. Empfangsantenne
D maximale geometrische Ausdehnung einer Antenne, Richtfak-
tor (Directivity) einer Antenne, Da¨mpfung
DISB,RSB0,n UTD-Beugungskoeﬃzienten der 0- und n-Flanke fu¨r die beiden
Schattengrenzen ISB und RSB
DF mittlere Funkfeldda¨mpfung
DF0 Freiraumda¨mpfung
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DFzg Verkehrsbelastung auf einer Fahrspur
Dh,s UTD-Beugungskoeﬃzient erster Ordnung fu¨r hard - und soft-
Polatisation
E komplexe Amplitude der elektrischen Feldsta¨rke
E komplexe vektorielle Amplitude der elektrischen Feldsta¨rke
Eint Interpolationsfehler
En(r) n-ter ortsabha¨ngiger vektorieller Koeﬃzient der elektrischen
Feldsta¨rke in der Luneberg-Kline Reihenentwicklung
E(r, t, fc) orts- und zeitabha¨ngiger reeller Vektor der elektrischen
Feldsta¨rke fu¨r eine feste Frequenz fc
ER komplexe vektorielle Amplitude der elektrischen Feldsta¨rke
beim Empfa¨nger
Esim Abweichung zwischen gemessener und simulierter mittlerer
Funkfeldda¨mpfung
ET komplexe vektorielle Amplitude der elektrischen Feldsta¨rke im
Fernfeld einer Sendeantenne
F (a) kumulative Wahrscheinlichkeit des Pegels a
Fint Interpolationsfaktor
G Gewinn einer Antenne
H komplexe Amplitude der magnetischen Feldsta¨rke
H komplexe vektorielle Amplitude der magnetischen Feldsta¨rke
Hn(r) n-ter ortsabha¨ngiger vektorieller Koeﬃzient der magnetischen
Feldsta¨rke in der Luneberg-Kline Reihenentwicklung
H(r, t, fc) reeller orts- und zeitabha¨ngiger Vektor der magnetischen
Feldsta¨rke fu¨r eine feste Frequenz fc
H(f, t) zeitvariante Bandpass-U¨bertragungsfunktion des Funkkanals
HTP(t) schmalbandiger U¨bertragungsfaktor des Funkkanals
HTPD (fD) Fouriertransformierte des U¨bertragungsfaktors H
TP(t)
HTP(ν, t) zeitvariante a¨quivalente Tiefpass-U¨bertragungsfunktion des
Funkkanals
K Proportionalita¨tsfaktor im Lambert’schen Cosinusgesetz bzw.
K-Faktor der Rice-Verteilung
∆Lmax theoretisch maximal auftretender Wegla¨ngenunterschied zweier
benachbarter Streupfade
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L Korrekturfaktor bei der Berechnung der Beugungskoeﬃzienten
Lgeom geometrische Wegla¨nge eines Strahls
Lopt optische Wegla¨nge eines Strahls
Lres auﬂo¨sbarer Wegla¨ngenunterschied zweier Mehrwegepfade
NB Anzahl der Bits pro u¨bertragenem Datensymbol
NE,i Anzahl der Diskretisierungselemente einer Begrenzungsﬂa¨che i
eines Baums
NFFT FFT-La¨nge
NG Anzahl der Abtastwerte im Guardintervall
Nnutz Anzahl der Nutzbits pro Frame
NPL Anzahl der OFDM-Nutzsymbole pro Frame (Paketla¨nge)
NSp Anzahl der Fahrspuren einer Straße
N(t) zeitvariante Anzahl der Mehrwegepfade
NTr Anzahl der Nutztra¨ger
Nu(a) Anzahl der Unterschreitungen des Pegels a eines Signals
OP∆v Wahrnehmungsschwelle fu¨r kleine Relativgeschwindigkeiten bei
kleinen, zunehmenden Absta¨nden
P Beobachtungspunkt
Pc Gesamtleistung der Filterkoeﬃzienten des Tapped-Delay-Line
Modells
Pi die auf ein Fla¨chenelement dA einfallende Leistung
PR verfu¨gbare Empfangsleistung
Ps gestreute Leistung
Pt von einem Strahl transportierte Leistung, in ein Objekt trans-
mittierte Leistung
Ptherm Leistung des thermischen Grundrauschens
PT Sendeleistung
P (τ, t) zeitvariantes Leistungsverzo¨gerungsspektrum des Kanals
Qr,d,s Reﬂexions-, Beugungs- und Streupunkt
R Empfa¨ngerpunkt
R(a) Unterschreitungsrate des Pegels a eines Signals
RC Coderate
Rh,s0,n Fresnel-Reﬂexionsfaktoren der 0- und n-Flanke fu¨r hard - und
soft-Polarisation
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Rs,p Fresnel-Reﬂexionsfaktoren fu¨r senkrechte und parallele Polari-
sation
Rmods,p modiﬁzierte Fresnel-Reﬂexionsfaktoren fu¨r senkrechte Polarisa-
tion
S Quellpunkt
S Streufaktor
S¯ polarimetrische Streufaktormatrix
S11 Reﬂexionsfaktor am Eingang der Messantenne
S(fD, t0) momentanes Doppler-Spektrum zum Zeitpunkt t0
SHH(fD) Doppler-Spektrum
S komplexer Pointing-Vektor
S(r, f) orts- und frequenzabha¨ngiger komplexer Pointing-Vektor
S(r, t, fc) orts- und zeitabha¨ngiger reeller Pointing-Vektor fu¨r eine feste
Frequenz fc
Ss Intensita¨t des gestreuten Feldes
S∆v Wahrnehmungsschwelle fu¨r Relativgeschwindigkeit bei großen
Absta¨nden
S∆x obere Grenze fu¨r das Abdriften beim Folgevorgang
Tf(a) mittlere Unterschreitungsdauer des Pegels a eines Signals
∆Tu(a) Unterschreitungsdauer des Pegels a eines Signals wa¨hrend der
gesamten Beobachtungszeit
T Senderpunkt
T′,T′′,T′′′ Spiegelsender erster, zweiter und dritter Ordnung
T Transmissionsfaktor
TB Beobachtungszeit
Tcoh Koha¨renzzeit des Funkkanals (engl. coherence time)
TG Dauer des Guard -Intervalls
TGes OFDM-Gesamtsymboldauer
T¯n(t) zeitvariante polarimetrische Transmissionsmatrix eines Mehr-
wegepfades
TP Sendesignalperiode bzw. Dauer der Pra¨ambel bei IEEE802.11a
Ts Abtastintervall
T ′s Abtastintervall vor der Interpolation
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TS OFDM-Kernsymboldauer
Ts,p Transmissionsfaktoren fu¨r senkrechte und parallele Polarisation
Tw zeitliche Breite des verwendeten Fensters bei Berechnung des
Spektrogramms bzw. des schnellen und langsamen Schwundes
UT,R komplexe Leerlaufspannung am Eingang einer Sendeantenne
bzw. Ausgang einer Empfangsantenne
ZAR Impedanz der Empfangsantenne
ZAT Impedanz der Sendeantenne
ZF Feldwellenwiderstand
Griechische Symbole und Variablen
α Da¨mpfungskoeﬃzient
β0 Winkel eines gebeugten Strahls zur Kantentangete et
β′0 Winkel eines einfallenden Strahls zur Kantentangete et
ε Permittivita¨t
εr relative Permittivita¨t, εr = ε
′
r − jε′′r
εr,ges relative Gesamtpermittivita¨t
ζ zwischen 0 und 2π gleichverteilte Zufallszahl fu¨r die Phase der
Streufaktoren
θi Einfallswinkel eines Strahls
θr,s Ausfallswinkel eines reﬂektierten bzw. gestreuten Strahls
θt Transmissionswinkel eines Strahls
ϑ Poldistanz im Kugelkoordinatensystem
Θ Winkel zwischen der ersten Hauptkru¨mmungsrichtung eines
einfallenden Strahls und der kantenbezogenen Einfallsebene
κ elektrische Leitfa¨higkeit
λ Wellenla¨nge
µ Permeabilita¨t
µE mittlerer Fehler zwischen gemessener und simulierter mittlerer
Funkfeldda¨mpfung (µE = Esim)
µr relative Permeabilita¨t, µr = µ
′
r − jµ′′r
µv Mittelwert der Wunschgeschwindigkeit
ν Ablage von der Mittenfrequenz f0
ρ1, ρ2 Hauptkru¨mmungsradien der A¨quiphasenﬂa¨chen eines Strahls
beim Referenzpunkt s = 0
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ρ′1, ρ
′
2 Hauptkru¨mmungsradien der A¨quiphasenﬂa¨chen eines Strahls
am Beobachtungspunkt
ρi′e zur kantenbezogenen Einfallsebene paralleler Kru¨mmungsradi-
us eines einfallenden Strahls bei Qd
ρfHH(∆f, t) Frequenz-Autokorrelationskoeﬃzient des Funkkanals
ρtHH(∆t) zeitlicher Autokorrelationskoeﬃzient des Funkkanals
σ0 auf Fla¨che bezogener Streuquerschnitt (engl. radar cross
section, RCS)
σ¯0 auf Fla¨che bezogene polarimetrische RCS-Matrix
σE Standardabweichung des Fehlers zwischen gemessener und si-
mulierter mittlerer Funkfeldda¨mpfung
σfD Doppler-Verbreiterung (engl. Doppler spread)
σh Oberﬂa¨chenrauigkeit (Standardabweichung der Ho¨he einer
rauen Oberﬂa¨che)
στ (t) zeitvariante Impulsverbreiterung
σv Standardabweichung der Wunschgeschwindigkeit
τ Verzo¨gerungs- bzw. Laufzeit
τmin Grundverzo¨gerung in einer Kanalimpulsantwort
τrel relative Verzo¨gerung eines Mehrwegepfades zum Pfad mit der
ku¨rzesten Laufzeit
τres auﬂo¨sbarer Laufzeitunterschied zweier Mehrwegepfade
φ Winkel eines gebeugten Strahls mit der 0-Flanke
φ′ Winkel eines einfallenden Strahls mit der 0-Flanke
ϕT Phase der komplexen Leerlaufspannung am Eingang einer Sen-
deantenne
ψ Azimutwinkel im Kugelkoordinatensystem
Ψ(r) ortsabha¨ngige Phasenfunktion
Operatoren und mathematische Symbole
a skalare Gro¨ße
a∗ konjugiert komplexe Gro¨ße
a Vektor
a¯ Matrix
|a|, |a| Betrag der skalaren Gro¨ße a bzw. des Vektors a
a Zeit- bzw. Scharmittelwert einer Gro¨ße a
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a ·b Skalarprodukt zweier Vektoren
a×b Kreuzprodukt zweier Vektoren
a ∝ b Gro¨ße a ist proportional zur Gro¨ße b
a ≈ b Gro¨ße a ist ungefa¨hr gleich der Gro¨ße b
∆ Laplace-Operator
δ( · ) Dirac-Funktion
δa Variation einer Gro¨ße a
∂
∂a
partielle Ableitung nach a
∂
∂a
partielle Richtungsableitung nach a
grad a(r) Gradienten einer skalaren Ortsfunktion a(r)
max{a} Maximum einer reellen skalaren Gro¨ße a
NINT(a) Rundung einer reellen skalaren Gro¨ße auf die na¨chstgelegene
ganze Zahl (engl. nearest integer)
Re{a} Realteil der komplexen skalaren Gro¨ße a
Std{a} Standardabweichung einer skalaren Gro¨ße a
x(t) ∗ y(t) Faltungsprodukt zweier Zeitfunktionen
∞ unendlich
◦—• Fouriertransformation
•—◦ inverse Fouriertransformation
Allgemeine Hoch- und Tiefindizes
0 0-Flanke eines Keils bei der UTD-Keilbeugung, Vakuum (Wel-
lenla¨nge, Wellenzahl, Lichtgeschwindigkeit oder Impedanz) und
normierte Gro¨ßen
1,2 Unterscheidung der beiden Hauptkru¨mmungsradien der A¨qui-
phasenﬂa¨chen eines Strahls bei der UTD-Keilbeugung
90% Wert einer Gro¨ße, der in 90% der Fa¨lle unterschritten wird
A,B Endpunkte einer Beugungskante
d gebeugter Strahl (engl. diﬀracted)
h hard -Polarisation bei der UTD-Keilbeugung
Hertz Kenngro¨ßen des Hertz’schen Dipols
i einfallender Strahl (engl. incident) und isotrope Gro¨ßen
i Za¨hlindex fu¨r Begrenzungsﬂa¨chen, Beugungskanten und diskre-
te Abtastzeitpunkte
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int interpolierte Gro¨ßen
ISB Einfallsschattengrenze
j Za¨hlindex fu¨r Objekte und diskrete Abtastzeitpunkte
max Maximum einer Gro¨ße
min Minimum einer Gro¨ße
M gemessene Gro¨ßen
n n-Flanke eines Keils bei der UTD-Keilbeugung
n Za¨hlindex fu¨r Fahrzeuge, Mehrwegepfade, und Kaustiku¨ber-
ga¨nge
NIBS Streuquerschnitt fu¨r θi = θs = 0
O Umgebungsobjekt
p parallele Polarisation bei Reﬂexions- und Streuberechnung
r reﬂektierter Strahl (engl. reﬂected)
ref Referenzgro¨ßen
res Auﬂo¨sung einer Gro¨ße (engl. resolution)
R Empfa¨nger (engl. receiver)
RSB Reﬂexionsschattengrenze
s gestreuter Strahl (engl. scattered)
s senkrechte Polarisation bei Reﬂexions- und Streuberechnung
s soft-Polarisation bei der UTD-Keilbeugung
s Kenngro¨ßen des schnellen Schwundes
S simulierte Gro¨ßen
t transmittierter Strahl (engl. transmitted)
T Sender (engl. transmitter)
T1, T2 Senderpositionen bei urbaner Messung
TP a¨quivalente Tiefpass-Beschreibungsgro¨ße
β0, β
′
0 soft-Polarisation bei der UTD-Keilbeugung
ϑ entsprechende Komponente in Kugelkoordinaten
φ, φ′ kennzeichnen hard -Polarisation bei der UTD-Keilbeugung
ψ entsprechende Komponente in Kugelkoordinaten
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Kapitel 1
Einleitung
Die vorliegende Arbeit liefert erstmals eine umfassende Modellierung des
Funku¨bertragungskanals zwischen sich bewegenden Fahrzeugen in realistischen
Straßenverkehrsumgebungen. Grundlage hierfu¨r bilden bekannte Verfahren der
Wellenausbreitungs-, Umgebungs- und Straßenverkehrsmodellierung, die neuartig
miteinander kombiniert werden. Das resultierende Modell beschreibt den Kanal
vollsta¨ndig, d.h. es werden sowohl Zeitvarianz und Frequenzselektivita¨t als auch
die ra¨umlichen Korrelationseigenschaften richtig wiedergegeben.
1.1 Motivation und Umfeld der Arbeit
Fu¨r unsere heutige Gesellschaft ist eine intakte Infrastruktur von entscheidender
Bedeutung. Ohne funktionierendes Verkehrssystem wu¨rde vor allem die Wirtschaft
zwangsla¨uﬁg zum Erliegen kommen. Aber auch im privaten Bereich ist die durch
Mobilita¨t erreichte Unabha¨ngigkeit und gesteigerte Lebensqualita¨t nicht mehr weg-
zudenken. Heutzutage stehen dem Nutzer eine Vielzahl von Verkehrstra¨gern, wie
z.B. Straßen-, Schienen- und Luftverkehr zur Verfu¨gung. Vor allem beim priva-
ten Personenverkehr und beim gewerblichen Gu¨tertransport nimmt der Straßen-
verkehr den ho¨chsten Stellenwert ein. Andere Verkehrstra¨ger spielen durch ihre
eingeschra¨nkte Flexibilita¨t eine geringere, aber nicht zu vernachla¨ssigende Rolle.
Die Relevanz des Straßenverkehrs als prima¨rer Verkehrstra¨ger hat sich in den
letzten Jahren kontinuierlich vergro¨ßert. Eine Folge ist, dass der Bestand an Kraft-
fahrzeugen (Kfz) in Deutschland zwischen 1991 und 2003 um ca. 23% zugenom-
men hat. Bild 1.1(a) zeigt den ansteigenden Verlauf des Kfz-Bestandes im entspre-
chenden Zeitraum. Im Jahr 2003 kamen auf jeden Bundesbu¨rger (einschließlich
Kinder) etwa 0,64 Kfz. Damit steht fu¨r fast jeden Erwachsenen ein Fahrzeug be-
reit. Dem gegenu¨ber steht die fast stagnierende Erweiterung des Straßennetzes.
Bild 1.1(b) zeigt zum Vergleich die Gesamtstraßenla¨ngen der verschiedenen Stra-
ßentypen des u¨bero¨rtlichen Verkehrs von 1991 bis 2003. Man erkennt sofort, dass
sich im Gegensatz zum starken Anstieg des Kfz-Bestandes das Straßennetz nur mi-
nimal vergro¨ßert hat. Es ist leicht einzusehen, dass eine Fortsetzung dieses Trends
zwangsla¨uﬁg zum Infarkt des Straßenverkehrsystems fu¨hrt. Einen kleinen Vor-
geschmack darauf liefern heute schon die ta¨glichen Stau- und Unfallmeldungen
der Verkehrsdienste. Der durch Verkehrsbehinderungen und Unfa¨lle entstehende
volkswirtschaftliche Schaden wird auf mehrere Milliarden Euro pro Jahr gescha¨tzt
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[ADA98], wobei die Tendenz steigend ist. Die Lo¨sung der Verkehrsprobleme wird
dadurch in den kommenden Jahren zu einem Schlu¨ssel der Entwicklung von Wirt-
schaft und Gesellschaft.
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Bild 1.1: Straßenverkehrsstatistik von Deutschland fu¨r die Jahre 1991 bis 2003
[Bund05]
Es stellt sich die Frage, wie dieser Trend aufgehalten oder sogar umgekehrt wer-
den kann. Ein Ausbau des Straßennetzes kommt in der Regel nicht in Betracht.
Fehlende ﬁnanzielle Mittel sowie die dichte Bebauung in Ballungsgebieten verhin-
dern in den meisten Fa¨llen eine Erweiterung. Dazu kommen o¨kologische Vorbe-
halte, Umweltschutzbestimmungen und der Widerstand der betroﬀenen Regionen.
Nur eine Optimierung des Gesamtsystems Verkehr verspricht eine Entlastung des
Straßenverkehrs. Die Stro¨me von Menschen und Waren mu¨ssen entzerrt und dy-
namisch, adaptiv gelenkt werden. Erreichen kann man dies nur durch eine enge
Vernetzung und eﬀektive Nutzung aller Verkehrstra¨ger (intermodale Mobilita¨t)
[Bund01], wobei der Straßenverkehr seine dominierende Rolle beibehalten wird. So
genannte Intelligent Transportation Systems (ITS) sollen helfen, solche Ansa¨tze in
die Realita¨t umzusetzen [Bre00], [GH00].
Die Leistungsfa¨higkeit, Wirtschaftlichkeit und Sicherheit des Straßenverkehrs
wird bei gegebenem Verkehrsraum und gegebener Qualita¨t der Infrastruktur
prima¨r durch die fu¨r den Teilnehmer verfu¨gbare Information bestimmt. Das Ziel
ist dabei die Optimierung des Verkehrsﬂusses bei gleichzeitiger Erho¨hung der Ver-
kehrssicherheit. Die Art, Qualita¨t und Verfu¨gbarkeit der Information werden ent-
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scheiden, ob der ﬂa¨chendeckende Kollaps des Verkehrs zur Regel wird oder ob eine
eﬃziente Mobilita¨t erhalten bleibt. Man unterscheidet hierbei prinzipiell drei Arten
von Informationsinhalten:
• mobilita¨tsrelevante Information
• sicherheitsrelevante Information
• komfortrelevante Information
Die so genannte Verkehrstelematik befasst sich mit der Erfassung, U¨bermittlung
und Auswertung der genannten Informationsinhalte [Ba¨r99], [Du¨c98]. Basis dafu¨r
ist ein verkehrsu¨bergreifendes Kommunikations- und Kooperationsnetzwerk, das
alle beno¨tigten Informationen bereitstellt.
Informationen u¨ber den Verkehrszustand auf den Straßen werden im Allgemei-
nen unter dem Begriﬀ mobilita¨tsrelevante Informationen zusammengefasst. Diese
mu¨ssen aktuell, vollsta¨ndig und ﬂa¨chendeckend sein. Die heute von den Rund-
funksendern ausgestrahlten Verkehrsinformationen erfu¨llen diese Kriterien nicht.
Sie erfassen meist nur die besonders neuralgischen Punkte und in vielen Fa¨llen
kommt eine Stau- oder Unfallmeldung zu spa¨t. Hinweise auf Ausweichrouten gibt
es kaum.
Ein erster Schritt hin zur intelligenten Problemlo¨sung sind dynamische Naviga-
tionssysteme, die drei Informationsquellen miteinander verknu¨pfen: Digitale Stra-
ßenkarten helfen zusammen mit dem satellitengestu¨tzten Global Positioning Sys-
tem (GPS) bei der Navigation zum Zielort. Aktuelle Verkehrsinformationen werden
u¨ber Rund- oder Mobilfunk von einer Leitzentrale zur Verfu¨gung gestellt und ﬂie-
ßen direkt in die dynamische Routenfu¨hrung mit ein. Durch gezielte Vorschla¨ge von
Ausweichrouten lassen sich zusa¨tzlich Verkehrsﬂu¨sse lenken und dadurch adaptiv
beeinﬂussen. Mit dem Dynamic Auto Pilot System (DynAPS) von Mercedes-Benz
[MeB05] und dem Audi Telematics [Audi05] werden bereits solche Systeme ange-
boten, allerdings nur in Oberklassewagen. Die beno¨tigten Verkehrsinformationen
werden bei beiden Systemen durch das von T-Mobile entwickelte T-Traﬃc In-
formationssystem direkt u¨ber Mobilfunk an das Navigationssystem im Fahrzeug
weitergegeben [TMo05].
Probleme fu¨r Verkehrsleitzentren ergeben sich bei der ﬂa¨chendeckenden ver-
zo¨gerungslosen Erfassung und Bereitstellung von Verkehrsﬂussdaten. Bestehende
Systeme verwenden hierbei Sensoren, die am Straßenrand oder an Bru¨cken ange-
bracht und u¨ber Mobilfunk mit der Leitzentrale verbunden sind. Eine ﬂa¨chen-
deckende Abdeckung aller Straßen gibt es aus Kosten- und Aufwandsgru¨nden
aber nicht. Abhilfe schaﬀt hier das neue Konzept der Floating Car Data (FCD)
[STW02]. Dabei werden die Fahrzeuge mit Funksystemen ausgestattet, die sta¨ndig
Informationen u¨ber Fahrtrichtung, -geschwindigkeit und Position an das Leitzen-
trum u¨bertragen. Jedes Fahrzeug wird so zum Sender aktueller Verkehrsdaten.
Entsprechende Computermodelle ko¨nnen aus den gewonnenen Daten den Verkehrs-
ﬂuss umfassend rekonstruieren und sogar teilweise vorhersagen. Verkehrsstauungen
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ko¨nnen so rechtzeitig erkannt und durch gezielte Verlagerung des Verkehrs auf
Ausweichrouten von vorneherein vermieden werden. Das von BMW angebotene
Telematiksystem Assist ist bereits FCD-fa¨hig [BMW05].
Sicherheitsrelevante Fahrinformationen werden prima¨r durch spezielle Sensoren
am und im Fahrzeug bereitgestellt. So werden zuku¨nftige Fahrzeuge mit Syste-
men ausgestattet sein, die Gefahrensituationen erkennen, fu¨r bessere Sicht bei
Nacht und Nebel sorgen und vor Aquaplaning, vereister Fahrbahn und mo¨gli-
chen Verkehrshindernissen warnen. Fahrerassistenzsysteme sorgen mit Abstandsra-
dar, Fahrspurverfolgung, Einschlafwa¨chter und Verkehrszeichenerkennung zusa¨tz-
lich fu¨r die Vermeidung von Unfa¨llen. Eine spezielle Auswerteelektronik erkennt
vorausschauend Gefahrensituationen, lo¨st vor einem Unfall Sicherungssysteme wie
Airbag und Gurtstraﬀer aus und alarmiert automatisch u¨ber Mobilfunk den Not-
arzt. Letzteres wird heute schon z.B. von den Firmen Mercedes-Benz und T-Mobile
mit dem System TELEAID angeboten. Laut Hersteller lassen sich damit die Ret-
tungszeiten um bis zu 50% verku¨rzen [TMo05], [MeB05]. Auch im Bereich Ab-
standsradar bzw. so genannter Adaptive Cruise Control (ACC) Systeme sind be-
reits Gera¨te auf dem Markt [Jon01]. Allerdings ﬁndet man sie nur in Oberklasse-
wagen. Eine weitere Verbesserung der Sicherheit ergibt sich, wenn die Fahrzeu-
ge wichtige Sensordaten u¨ber Funk untereinander austauschen. Einzelne Fahrzeu-
ge ko¨nnen so fru¨hzeitig nachfolgende Verkehrsteilnehmer auf Gefahren wie z.B.
Glatteis, Stauenden oder bereits geschehene Unfa¨lle hinweisen. Auch die gegensei-
tige Kenntnis von Position, Geschwindigkeit und Gro¨ße der Fahrzeuge in einem
begrenzten Bereich wu¨rde Probleme wie den toten Winkel beseitigen. Denkbar ist,
dass die einzelnen Fahrzeuge ihre Position dabei selbst bestimmen und zusam-
men mit Daten u¨ber ihre Geschwindigkeit und Beschleunigung zu den anderen
Verkehrsteilnehmern u¨bertragen. Der Austausch von relevanten Daten zwischen
den einzelnen Verkehrsteilnehmern zur Verbesserung der Sicherheit und des Ver-
kehrsﬂusses wird im Allgemeinen kooperatives Fahren (engl. cooperative driving)
genannt [AF96], [Tsu02].
Die Verknu¨pfung der bordeigenen Gera¨te mit dem Telekommunikationsnetz er-
schließt eine neue Qualita¨tsstufe der Telematik im Fahrzeug. Das internetfa¨hi-
ge Auto der Zukunft ermo¨glicht so genanntes Mobile Computing und hat somit
Zugriﬀ auf eine nahezu unerscho¨pﬂiche Quelle von Informationen und Dienstleis-
tungen. Perso¨nliche elektronische Agenten suchen dabei abha¨ngig von den speziel-
len Wu¨nschen des Fahrers die passenden Informationsinhalte aus. Egal, ob es um
die Suche nach einem Hotel, einem Parkplatz, dem passenden Restaurant oder um
die regionalen Wetterdaten geht, der Fahrer kann alle Information bequem und
schnell abrufen. Zusa¨tzlich werden E-Mail und die verschiedensten Multimediaan-
gebote wie Video, TV, Spiele, usw. im Fahrzeug verfu¨gbar sein. Informationsinhalte
in diesem Bereich werden als komfortrelevant bezeichnet.
Die sta¨ndige Versorgung aller Fahrzeuge mit den angesprochenen Informationen
fu¨hrt zur Verbesserung des Verkehrsﬂusses, zur Vermeidung von Unfa¨llen und zur
Steigerung der Fahrqualita¨t an sich. Im Wesentlichen werden dabei Informationen
zwischen den Fahrzeugen selbst und zwischen Fahrzeugen und bestimmten Infor-
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mationsquellen wie Verkehrsleitzentralen, Internet usw. u¨bertragen. Bei Letzterem
ko¨nnen als Schnittstelle eines der vorhandenen Mobilfunknetze, wie beispielsweise
GSM bzw. UMTS, oder spezielle neu eingerichtete Zugangsknoten (engl. access
points) auf Basis von Wireless Local Area Networks (WLAN) genutzt werden
[ZR03], [AVN00]. Die Nutzung vorhandener Kommunikationsnetzwerke ist aller-
dings begrenzt, da deren limitierte Kapazita¨t es nicht erlaubt, dass bei sehr hoher
Verkehrsdichte jedes Fahrzeug eine eigene Verbindung aufbaut.
Eine eﬃziente Lo¨sung des Problems besteht in der Einfu¨hrung adaptiver mobi-
ler Ad-hoc-Netze (MANet) [HGLV01], [Sun01], [CS02]. Als mobile Ad-hoc-Netze
werden in dieser Arbeit fahrzeuggetragene, zufa¨llig konﬁgurierte Kommunika-
tionsnetze, vorwiegend mit gleicher Fahrtrichtung auf Verkehrstrassen verstanden
(vgl. Bild 1.2). Teilnehmer ko¨nnen alle Kfz wie Personenkraftwagen (Pkw), Last-
kraftwagen (Lkw), Busse usw. sein. Eine Kommunikationszelle wird dabei Cluster
genannt. Die Anzahl der Kfz in einem Cluster wird je nach Verkehrsdichte einige
zehn bis einige hundert betragen. Entsprechende MANets ko¨nnen dabei Radien
von mehreren hundert Metern haben [RMM+02]. Es wird angenommen, dass einer
der Teilnehmer in einem solchen Fahrzeug-Cluster als mobile Basisstation dient
und die Verbindung zu u¨bergeordneten Informationssystemen u¨ber existierende
Mobilfunknetze ha¨lt. Dieser so genannte Router oder Master sammelt Informa-
tionsanfragen aller Cluster -Mitglieder und leitet sie an das entsprechende Infor-
mationssystem weiter. Im Gegenzug verteilt er die erhaltenen Daten an die einzel-
nen Fahrzeuge. Wie in Bild 1.2 dargestellt, basiert die Bildung eines lokalen Ad-
hoc-Netzes auf der Funkkommunikation zwischen den einzelnen Fahrzeugen. Jedes
Fahrzeug ist zugleich Empfa¨nger, Sender und U¨bermittler von Informationen. Die-
se Art der Informationsu¨bertragung u¨ber ein oder mehrere Zwischenstationen wird
Multi-Hop-Kommunikation genannt [ZR03].
Informationssystem
Master
Basisstation
(GSM, UMTS,
WLAN)
Cluster
Bild 1.2: Kommunikationsstruktur eines Clusters
Der selbstorganisierende Charakter von Ad-hoc-Netzwerken bietet die ideale
Kommunikationsstruktur fu¨r die sich schnell a¨ndernde Netztopologie im Cluster.
Da bei diesem Konzept nur eine Verbindung pro Cluster zu einer Basisstation auf-
gebaut werden muss, reduziert sich die durch mehrere Nutzer verursachte Interfe-
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renz drastisch. Weiterhin wird die mehrfache U¨bertragung gleicher Informationsin-
halte vermieden. Der daraus resultierende Kapazita¨tsgewinn macht eine Nutzung
vorhandener Kommunikationsstrukturen wie GSM oder UMTS fu¨r die genannten
Zwecke erst mo¨glich.
Die Kommunikationsstruktur mobiler Ad-hoc-Netze kann zusa¨tzlich zur U¨ber-
tragung sicherheitsrelevanter Informationen im Rahmen des kooperativen Fahrens
genutzt werden. Bild 1.2 zeigt als Beispiel ein Szenario, in dem verunfallte Fahr-
zeuge die anderen Verkehrsteilnehmer u¨ber das MANet rechtzeitig vor der Gefahr
warnen.
Die dargestellten Sachverhalte zeigen deutlich, dass die Funkkommunikation zwi-
schen Fahrzeugen in Zukunft eine entscheidende Rolle bei der Optimierung des
Straßenverkehrs spielen wird.
1.2 Aufgabenstellung
Fu¨r die Entwicklung, den Test und die Optimierung eines Fahrzeug-Fahrzeug-
Funkkommunikationssystems ist eine genaue Kenntnis u¨ber das Verhalten des
U¨bertragungskanals zwischen sich bewegenden Fahrzeugen notwendig. Ausgangs-
punkt hierfu¨r sind zeitlich hochaufgelo¨ste, physikalisch korrekte und fu¨r die Anwen-
dung typische Zeitserien (Realisierungen) von Kanalimpulsantworten, die sowohl
durch Kanalsimulationen als auch Kanalmessungen generiert werden ko¨nnen. Letz-
tere sind jedoch bei hohen Anforderungen an die Messgenauigkeit sehr zeit- und
kostenintensiv. Deshalb wird heutzutage vermehrt auf entsprechende Kanalmodel-
le, welche auf einem Rechner implementiert werden, zuru¨ckgegriﬀen. Die immer
leistungsfa¨higeren Computer ermo¨glichen die Implementierung sehr genauer und
umfassender Modelle. Ziel dieser Arbeit ist daher die Entwicklung und Implemen-
tierung eines Funkkanalmodells, welches die spezielle Topologie mobiler Ad-hoc-
Netze beru¨cksichtigt.
Da neben mobilita¨ts- und komfortrelevanten Informationen auch Daten mit Si-
cherheitsrelevanz zwischen Fahrzeugen u¨bertragen werden sollen, mu¨ssen entspre-
chende Funksysteme in allen Situationen zuverla¨ssig funktionieren. Das zu ent-
wickelnde Kanalmodell muss deshalb charakteristische, aber auch so genannte
Worst Case Szenarien mit einbeziehen. Der relevante Bereich allgemeiner Stra-
ßenverkehrsszenarien setzt sich hauptsa¨chlich aus zwei Komponenten zusammen.
Dies ist zum einen der ﬂießende Verkehr mit den darin enthaltenen bewegten Fahr-
zeugen und zum anderen das na¨here Umfeld der Straße mit verschiedenen Objek-
ten, wie Geba¨ude oder Straßenschilder. Bezu¨glich des ﬂießenden Verkehrs sind fu¨r
das Modell beispielsweise Fahrten mit Abschattungen der Sichtverbindung durch
andere Fahrzeuge (z.B. durch Lkw), U¨berholvorga¨nge mit hohen Relativgeschwin-
digkeiten und Kolonnenfahrten in einem Geschwindigkeitsbereich von Schrittge-
schwindigkeit bis u¨ber 200 km/h zu beru¨cksichtigen. Neben der Bewegung von
Sender- und Empfa¨ngerfahrzeug, muss daher auch das dynamische Verhalten der
anderen Fahrzeuge korrekt mit einbezogen werden. Da sich MANets in zahlreichen
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Umgebungs- bzw. Landnutzungsklassen wie Stadtgebiet, Landstraße, Autobahn
usw. bewegen ko¨nnen, die ihrerseits in unterschiedlicher Weise das na¨here Umfeld
der Straße pra¨gen, sind entsprechende charakteristische Eigenschaften geeignet zu
modellieren.
Im Hinblick auf den Anwendungsbereich des Modells, na¨mlich die Untersu-
chung unterschiedlicher Systemaspekte, wie beispielsweise Modulation, Fehler-
schutz, Interleaving, Leistungsregelung, Automatic Gain Control (AGC) und Di-
versita¨t ist eine exakte Wiedergabe des zeitvarianten und frequenzselektiven Ver-
haltens des Funkkanals sicherzustellen. Basis hierfu¨r ist die Erzeugung von quasi-
stetigen Zeitserien von Impulsantworten des Kanals, deren Auﬂo¨sung im Bereich
von Bruchteilen einer Wellenla¨nge liegt. Abgeleitete statistische Kanalkenngro¨ßen
und -kennfunktionen, wie Doppler-Verbreiterung, Koha¨renzzeit, Korrelationsla¨nge,
Impulsverbreiterung, Pegelunterschreitungsrate, Pegelverteilung des schnellen und
langsamen Schwundes [Lee82], [Pa¨t02] mu¨ssen mit der Realita¨t mo¨glichst genau
u¨bereinstimmen. Die Beru¨cksichtigung des Einﬂusses der Antennen setzt zusa¨tz-
lich eine korrekte Wiedergabe des Polarisationsverhaltens des U¨bertragungskanals
voraus [WKSW03].
Ferner ist die Gu¨ltigkeit des Modells in einem weiten Frequenzbereich sicher-
zustellen, um verschiedene fu¨r das U¨bertragungssystem in Frage kommende Fre-
quenzba¨nder abzudecken. Mo¨gliche Arbeitsfrequenzen reichen von wenigen GHz
(z.B. bei 2,4GHz oder 5,8GHz im lizenzfreien ISM-Band bis hin zu 76,5GHz oder
sogar 96GHz, welche vornehmlich fu¨r Radaranwendungen am Fahrzeug benutzt
werden. Dem Frequenzband bei 60GHz kommt wegen der zusa¨tzlichen Da¨mpfung
der elektromagnetischen Wellen durch Sauerstoﬀ-Resonanzabsorption [GW98] ei-
ne besondere Bedeutung zu. Die resultierende geringere Reichweite verbessert die
Frequenzwiederholrate in den relativ kleinen MANets [ACTV92].
1.3 Allgemeine Ansa¨tze zur Funkkanalmodellierung
Die charakteristischen Eigenschaften eines Funkkanals werden ausschließlich durch
sein physikalisches Verhalten gepra¨gt. Signale, die u¨ber einen Mobilfunkkanal
u¨bertragen werden, interagieren auf sehr komplexe Weise mit der Umgebung.
Die gesendete elektromagnetische Welle erfa¨hrt dabei eine Reihe von Ausbrei-
tungspha¨nomenen, wie Reﬂexion, Beugung oder Streuung. Das Ergebnis sind viele
unterschiedliche geometrische Pfade bzw. Wege, auf denen sich das Signal aus-
breitet. Je nach Umgebung ko¨nnen dabei einzelne Teilwellen zwischen Sender
und Empfa¨nger mehrere Interaktionen mit unterschiedlichen Objekten der Um-
gebung hintereinander durchlaufen. Die Ausbreitung des Signals u¨ber unterschied-
liche Pfade wird Mehrwegeausbreitung genannt. Sie fu¨hrt dazu, dass eine Viel-
zahl von Signalkomponenten den Empfa¨nger mit verschiedenen Zeitverzo¨gerun-
gen und U¨bertragungsfaktoren erreichen. Die Mehrwegeausbreitung ist maßgeb-
lich fu¨r die Frequenzselektivita¨t des Kanals, die auf der Interferenz der einzelnen
Signalkomponenten beruht, verantwortlich [GW98]. Eine weitere wichtige Eigen-
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schaft des U¨bertragungskanals ist das Vorhandensein von Doppler-Verschiebung
und Doppler-Verbreiterung [GW98], wodurch dessen Zeitvarianz charakterisiert
wird. Beide werden durch die Bewegung von Sender, Empfa¨nger und bzw. oder
den in der Umgebung beﬁndlichen Objekten verursacht. In gewo¨hnlichen Mobil-
funkszenarien (GSM, UMTS) ergibt sich das Doppler-Verhalten des Kanals weitest-
gehend durch die Bewegung des Mobilteilnehmers. Die Basisstation bleibt immer
fest. Bei den zu untersuchenden fahrzeuggetragenen MANets hingegen sind beide
Seiten des Kommunikationssystems gleichzeitig bewegt. Weiterhin beeinﬂussen die
in unmittelbarer Na¨he beﬁndlichen anderen Verkehrsteilnehmer durch ihre Bewe-
gung das Doppler-Verhalten des Kanals. Die aus den verschiedenen Bewegungen
resultierende zeitliche A¨nderung der Umgebung und der Position von Sender bzw.
Empfa¨nger, zusammen mit der Mehrwegeausbreitung, sind die maßgeblichen physi-
kalischen Mechanismen in einem Funkkanal. Entsprechende Modelle mu¨ssen daher
diese Mechanismen bzw. deren Auswirkungen mo¨glichst genau nachbilden.
Ga¨ngige Kanalmodelle lassen sich grob in messungsbasiert-parametrische, sto-
chastische, geometrisch-stochastische und geometrisch-optische Modelle einteilen,
wobei auch Kombinationen mo¨glich sind. Im Folgenden werden die zugeho¨rigen
Ansa¨tze und die Eignung der verschiedenen Modellklassen fu¨r das zu entwickelnde
Kanalmodell kurz erla¨utert.
Messungsbasiert-parametrische Kanalmodelle: Bei messungsbasiert-
parametrischen Kanalmodellen wird versucht, einzelne Mehrwegepfade und ihr
Verhalten auf Grundlage von breitbandigen Echzeitmessungen des Kanals zu
charakterisieren. Die physikalischen Eigenschaften eines Ausbreitunspfades, wie
beispielsweise Einfallswinkel am Empfa¨nger oder Doppler-Verschiebung, werden
dabei durch ein so genanntes Parametermodell beschrieben [ZHM+00]. Hoch-
auﬂo¨senden Scha¨tzalgorithmen, wie ESPRIT [THR+00] oder SAGE [FTH+99],
bestimmen aus den Messungen die zugeho¨rigen Parametersa¨tze der einzelnen
Pfade. Eine anschließende Berechnung der Kanalkenngro¨ßen basiert rein auf der
Auswertung der gescha¨tzten Pfadparameter.
Die Motivation fu¨r solche Verfahren ist neben der enormen Reduktion der Da-
tenmenge gegenu¨ber den rohen Messdaten, die Mo¨glichkeit unerwu¨nschte Einﬂu¨sse
des Messsystems auf den Kanal, z.B. durch die verwendeten Antennen, teilweise
zu eliminieren. Ein weiterer Vorteil ist, dass der reale Funkkanal direkt die Grund-
lage fu¨r jede Scha¨tzung der Pfadparameter bildet. Vereinfachte Annahmen bei
der Modellierung bezu¨glich Mehrwegeausbreitung und Umgebung, wie sie bei rein
simulierten Kana¨len u¨blich bzw. notwendig sind, werden nicht gemacht. Dem ge-
genu¨ber stehen die sehr hohen Anforderungen an das Messsystem, vor allem, wenn
Pfadparameter, wie Aus- bzw. Einfallswinkel bei Sender und Empfa¨nger, bestimmt
werden sollen. Weiterhin reduziert das begrenzte Auﬂo¨sungsvermo¨gen von Mess-
system und Scha¨tzverfahren die Anzahl der identiﬁzierbaren Ausbreitungspfade
merklich, da Pfade mit sehr a¨hnlichen Parametersa¨tzen nur schwer aufzulo¨sen sind.
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Da in der vorliegenden Arbeit simulationsbasierte Ansa¨tze im Vordergrund ste-
hen, werden rein messungsbasierte Verfahren nicht beru¨cksichtigt.
Stochastische Kanalmodelle: Diese Art der Kanalmodelle beschreibt das Ver-
halten des Kanals als rein stochastischen Prozess. Grundlage fu¨r solche Ansa¨tze bil-
det meist eine Kombination aus geeignet gefa¨rbten Gauß’schen Rauschprozessen,
die fu¨r einzelne physikalische Kanaleigenschaften angesetzt werden [Pa¨t02]. Das
Verhalten von stochastischen Modellen wird je nach Komplexita¨t durch eine Reihe
von Modellparametern gesteuert. Deren Einstellung erfolgt meist durch Anpassung
an umfassende Kanalmessungen mittels eines geeigneten Optimierungsverfahrens.
Unter Umsta¨nden werden hierfu¨r anstatt Messungen auch Simulationen mit sehr
genauen geometrisch-optischen Kanalmodellen benutzt.
Ein sehr einfaches, aber dennoch gebra¨uchliches stochastisches Modell ist das
Rayleigh Kanalmodell [Pro01]. Ausgehend von einem mittelwertfreien komplexen
Gauß’schen Rauschprozess beschreibt dieses Modell lediglich das statistische Ver-
halten der Empfangsspannung, die unter speziellen Voraussetzungen durch ein
schmalbandiges Sendesignal im Empfa¨nger hervorgerufen wird. Anwendung ﬁndet
dieses Modell z.B. bei Funkkana¨len in urbanen Gebieten, bei denen keine Sichtver-
bindung (engl. non line of sight, NLOS) zwischen Sender und Empfa¨nger besteht.
Fu¨r eine umfassende breitbandige Beschreibung des Kanals sind meist jedoch sehr
komplexe Modellansa¨tze mit einer großen Anzahl von Modellparametern notwen-
dig. Die sich daraus ergebende hohe Anzahl an Freiheitsgraden erschwert die An-
passung an Messungen erheblich. Eine Folge davon ist, dass die Anpassung oft nur
zu suboptimalen Ergebnissen fu¨hrt [MFW03].
Stochastische Modelle ha¨ngen, anders als messungsbasiert-parametrische
Ansa¨tze, nur indirekt u¨ber die Bestimmung der Modellparameter von speziell
gemessenen U¨bertragungskana¨len ab. Sie liefen Zeitserien von Impulsantworten
(breitbandig) bzw. Empfangsspannungen (schmalbandig), deren statistische Eigen-
schaften im Allgemeinen das mittlere Verhalten der zur Anpassung verwendeten
Kanalmessungen widerspiegeln. Untersuchungen sehr spezieller und konkreter Sze-
narien (z.B. U¨berholvorgang), wie sie in der Aufgabenstellung gefordert werden,
sind daher nicht in ausreichendem Maße mo¨glich.
Geometrisch-stochastische Kanalmodelle: Bei der Mehrwegeausbreitung
haben die Pfadsegmente zwischen Sender und erstem Interaktionspunkt der Aus-
breitungspfade bzw. zwischen letztem Interaktionspunkt und Empfa¨nger und die
Gesamtla¨nge der Pfade einen dominanten Einﬂuss auf den Funkkanal [KVT+03].
Letztere bestimmt die Laufzeit der Mehrwegekomponenten und beeinﬂusst somit
die Frequenzselektivita¨t des Kanals. Die geometrischen Eigenschaften der ersten
bzw. letzten Pfadsegmente werden vollsta¨ndig durch die zugeho¨rigen Aus- bzw.
Einfallsrichtungen an Sender (engl. direction of departure, DOD) und Empfa¨nger
(engl. direction of arrival, DOA) beschrieben [LKT+02]. Diese bestimmen vor
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allem durch die Bewegung von Sender und bzw. oder Empfa¨nger die Zeitvarianz
im Kanal.
Geometrisch-stochastische Kanalmodelle versuchen DOD, DOA und Laufzeit der
Ausbreitungspfade mit Hilfe stochasitscher Ansa¨tze zu modellieren. U¨blicherwei-
se werden hierzu ﬁktive Streuer auf stochastischem Wege geeignet in einem deﬁ-
nierten Gebiet verteilt. Diese Streuer stellen die Zentren der ersten bzw. letzten
Interaktionspunkte der einzelnen Ausbreitungspfade dar. Die zugeho¨rigen Pfad-
segmente und deren Richtungen (DOD, DOA) ko¨nnen so durch einfache geome-
trische Rechnungen direkt bestimmt werden. Unterschiedliche Laufzeiten der ein-
zelnen Mehrwegekomponenten werden dabei separat berechnet. Einzelnen Streu-
ern werden weiterhin gewisse Streueigenschaften zugewiesen, die die Da¨mpfung
der zugeho¨rigen ﬁktiven Ausbreitungspfade beeinﬂusst [FMB98]. Stattdessen ist
es auch mo¨glich, die Pfadverluste u¨ber geeignete Ausbreitungsmodelle, wie bei-
spielsweise das COST-Walﬁsch-Ikegami-Modell, zu bestimmen [FKMW04]. Durch
die Beru¨cksichtigung einzelner Ausbreitungspfade ist eine vollsta¨ndig breitbandi-
ge Charakterisierung des Kanals mo¨glich. Da DOD und DOA Kernpunkte bei
geometrisch-stochastischen Ansa¨tzen sind, nennt man diese Art der Modelle auch
richtungsaufgelo¨ste Kanalmodelle (engl. directional channel model, DCM) [Cor01].
Anzahl, Verteilung und Eigenschaften der Streuer bestimmen dabei das Verhalten
des U¨bertragungskanals. Entsprechende Modellparameter mu¨ssen daher, wie bei
den rein stochastischen Kanalmodellen, an Messungen angeglichen werden. Aller-
dings weisen schon Modelle geringer Komplexita¨t im Allgemeinen eine hohe Anzahl
von freien Parametern auf. Ihre Anpassung an reale Kana¨le gestaltet sich daher
meist schwierig, zumal das resultierende Optimierungsproblem viele lokale Optima
aufweist, die eine eﬃziente globale Optimierung oft nachhaltig erschweren.
Bezu¨glich der Eignung fu¨r das zu entwickelnde Kanalmodell gilt dasselbe wie bei
rein stochastischen Ansa¨tzen.
Geometrisch-optische Kanalmodelle: Geometrisch-optische Kanalmodelle
zeichnen sich dadurch aus, dass sie die Mehrwegeausbreitung in einer realistischen
Umgebung direkt nachbilden. Ausgehend von einem genauen Modell einer vorge-
gebenen Umgebung werden die Eigenschaften einzelner Wellenausbreitungspfade
durch so genannte strahlenoptische Modellierungsverfahren bestimmt [vD94]. Ge-
wonnen wird das zugeho¨rige Umgebungsmodell meist aus geeigneten Raster- bzw.
Vektordaten des zu untersuchenden Szenarios. Diese Daten beschreiben die ge-
nauen geometrischen Eigenschaften der Umgebung inklusive der darin enthaltenen
Objekte. Weiterhin mu¨ssen detaillierte Informationen u¨ber die Oberﬂa¨cheneingen-
schaften bzw. Materialien der einzelnen Objekte vorliegen, da diese einen entschei-
denden Einﬂuss auf die Ausbreitung elektromagnetischer Wellen haben [GW98].
Strahlenoptische Ausbreitungsmodelle basieren auf der Annahme, dass bei
genu¨gend hoher Frequenz jeder Mehrwegepfad durch ein oder mehrere lichta¨hnliche
Strahlen beschrieben werden kann. Entsprechende Ansa¨tze zur Modellierung ein-
zelner Ausbreitungspha¨nomene, wie die geometrische Optik (engl. geometrical op-
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tics, GO) oder die darauf aufbauende verallgemeinerte geometrische Beugungstheo-
rie (engl. uniform geometrical theory of diﬀraction, UTD), werden deshalb auch als
Hochfrequenzapproximationen bezeichnet [MPM90]. Allgemein kann gesagt wer-
den, dass die Gu¨ltigkeit der Modelle gegeben ist, wenn die kleinsten Objektabmes-
sungen im Umgebungsmodell ein Vielfaches der Wellenla¨nge betragen. Bei u¨bli-
chen Mobilfunkszenarien und Frequenzen im GHz-Bereich ist dies normalerweise
immer der Fall. Die Bestimmung des Verlaufs der einzelnen Mehrwegepfade wird
mit speziellen Stahlsuchalgorithmen (engl. ray-tracing) durchgefu¨hrt [CPSG98].
Geometrisch-optische Kanalmodelle werden deshalb auch als Ray-Tracing-Modelle
bezeichnet.
Die genaue Modellierung der Wellenausbreitung liefert im Allgemeinen eine sehr
gute U¨bereinstimmung mit gemessenen Kana¨len. Vor allem la¨sst der verwendete
strahlenoptische Ansatz eine vollsta¨ndige breitbandige Beschreibung des Kanals
zu. Es ist hierbei jedoch immer erforderlich, ein detailliertes Modell der zumeist
sehr komplexen Umgebung zu erstellen. Die Anpassung strahlenoptischer Model-
le an reale Kana¨le erfolgt durch die genaue und physikalische Beschreibung der
Wellenausbreitung und der Umgebung. Es werden keine Messungen zum Abgleich
von Modellparametern beno¨tigt. Lediglich bei der Veriﬁkation des Modells kom-
men Messungen zum Einsatz. Einﬂu¨sse des Messsystems, wie sie sehr oft bei den
bereits beschriebenen Ansa¨tzen eine Rolle spielen, bleiben außen vor. Die Tren-
nung des reinen Kanalverhaltens von systembedingten Gro¨ßen, wie Bandbreite
oder Antennencharakteristik, stellt einen großen Vorteil bei entsprechenden Sys-
temuntersuchungen dar.
Prinzipiell ko¨nnen bei angepasster Umgebungsmodellierung beliebige Simulati-
onsszenarien generiert werden, was zusammen mit der genauen Modellierung der
Wellenausbreitung die Eignung geometrisch-optischer Ansa¨tze fu¨r die Anwendung
auf den Fahrzeug-Fahrzeug-Kanal unterstreicht.
1.4 Stand der Forschung im Bereich Modellierung des
Fahrzeug-Fahrzeug-Funkkanals
Die Idee mit Hilfe von Fahrzeug-Fahrzeug-Kommunikation den Straßenverkehr zu
optimieren und sicherer zu machen, existiert schon seit vielen Jahren. So haben
bereits Ende der 80er Jahre einige europa¨ische Forschungseinrichtungen und Auto-
mobilhersteller die Forschungsprojekte PROMETHEUS [Wil88], [IEE90], [PRO95]
und DRIVE [DRI95], [IEE90] ins Leben gerufen. Im Rahmen dieser Vorhaben wur-
den erste Konzepte fu¨r kommunikationsintegrierte Verkehrssysteme basierend auf
Fahrzeug-Festnetz- und Fahzeug-Fahrzeug-Kommunikation untersucht. Der Aus-
tausch von sicherheitsrelevanter und mobilita¨tsrelevanter Information zwischen
Fahrzeugen stand dabei im Vordergrund. Im Rahmen der Projekte wurde ein sehr
einfaches Modell des Fahrzeug-Fahrzeug-U¨bertragungskanals entwickelt [Sch91],
[Sch93]. Der hierzu untersuchte Frequenzbereich liegt bei 60GHz. Trotz einer Viel-
zahl weiterer weltweiter Forschungsvorhaben mit a¨hnlichen Inhalten sind in den
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folgenden Jahren kaum neue und bessere Modelle entwickelt worden. Vielmehr hat
man meist auf die Ergebnisse aus PROMETHEUS und DRIVE zuru¨ckgegriﬀen.
Grundgedanke bei dem genannten Modell ist, dass die hauptsa¨chlichen Ausbrei-
tungswege der elektromagnetischen Wellen zwischen Sender- und Empfa¨ngerfahr-
zeug nur der direkte und der an der Fahrbahn reﬂektierte Pfad sind. Die koha¨rente
Addition beider Anteile beschreibt dabei die momentane mittlere Leistung (langsa-
mer Schwund, engl. long-term fading) am Empfa¨ngerfahrzeug. Dieser sehr verein-
fachte Ansatz wird in der Literatur auch als Zweistrahltheorie bezeichnet [GW98].
Im vorliegenden Fall werden zusa¨tzliche Ausbreitungswege der Welle, die maßgeb-
lich fu¨r das Verhalten des schnellen Schwundes (engl. short-term fading) verant-
wortlich sind, durch eine Kombination der Zweistrahltheorie mit dem einfachen rein
stochastischen Rayleigh Kanalmodell beru¨cksichtigt (vgl. Abschnitt 1.3). Das resul-
tierende Modell kann als ein auf zwei Hauptausbreitungspfade erweitertes Rice Mo-
dell angesehen werden [Lee82]. Dieser Ansatz beschreibt die komplexe Ausgangs-
situation jedoch nur unter sehr idealisierten Bedingungen. Beispielsweise werden
andere Verkehrsteilnehmer und ihre Bewegung vollsta¨ndig vernachla¨ssigt. Auch
das stark unterschiedliche Verhalten des Kanals in verschiedenen Umgebungen,
wie beispielsweise urbanes Gebiet oder Autobahn, wird nicht beru¨cksichtigt. Die
Frequenzabha¨ngigkeit des Kanals ergibt sich lediglich aus der Interferenz des di-
rekten und bodenreﬂektierten Wellenanteils, was das zugeho¨rige fequenzselektive
Verhalten nur unzureichend wiedergibt. Weiterhin sind dadurch realistische Aus-
sagen zum ra¨umlichen Kanalverhalten kaum mo¨glich. In einer Erweiterung des
Modells ﬂießt fu¨r eine verbesserte Modellierung des Fading-Verhaltens zusa¨tzlich
die vertikale Fahrzeugbewegung, hervorgerufen durch unebene Straßen, als stocha-
stischer Prozess mit ein [Sch93]. Weitere Modelle, die ebenfalls auf den Ansa¨tzen
in [Sch91] und [Sch93] aufbauen, ﬁndet man in [ACF+92], [HFII02], [MK02]. Die
genannten Schwachstellen werden jedoch nur unwesentlich verbessert.
Eine Weiterentwicklung des Zweistrahlansatzes unter Beru¨cksichtigung der
Kru¨mmung der Fahrbahn ist in [DKW98] und [SDW00] beschrieben. [Ver94] er-
weitert das Zweistrahlmodell in [Sch91] um einen zusa¨tzlichen determinierten Aus-
breitungspfad. Dadurch wird das frequenzselektive Verhalten des Kanals besser,
aber immer noch nicht ausreichend genau beschrieben. Weitere Verbesserungen
bezu¨glich der breitbandigen Modellierung des Kanals ﬁndet man in [WMO+98].
Der Einﬂuss anderer Verkehrsteilnehmer wird aber auch hier nur sehr rudimenta¨r
beru¨cksichtigt. Ein breitbandiger rein stochastischer Ansatz ist in [Akk86] und
[Akk94] beschrieben. Es ﬁnden sich jedoch keine Angaben u¨ber etwaige Modell-
parameter fu¨r verschiedene Verkehrsumgebungen. Analytische Formeln fu¨r einige
Kanalkennfunktionen wie Doppler-Spektrum, zeitliche und ra¨umliche Korrelations-
funktion, Pegelunterschreitungsrate usw. werden nur fu¨r einen Spezialfall hergelei-
tet. Die Beeinﬂussung des Kanals durch die Bewegung anderer Verkehrsteilnehmer
wird nicht beru¨cksichtigt.
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Resultierend kann gesagt werden, dass alle erwa¨hnten Modelle nicht den in Ab-
schnitt 1.2 genannten hohen Anforderungen entsprechen. Diese Arbeit hat sich
daher zum Ziel gesetzt, ein realistisches Fahrzeug-Fahrzeug-Kanalmodell zu ent-
wickeln.
1.5 Lo¨sungsansatz und Gliederung der Arbeit
Die sich aus der Aufgabenstellung ergebenden sehr hohen Anforderungen an das
zu entwickelnde Kanalmodell haben dazu gefu¨hrt, dass eine Kombination aus
geometrisch-stochastischen und geometrisch-optischen Ansa¨tzen angewandt wird
(siehe Abschnitt 1.3). Einerseits erfolgt hierbei die Modellierung der Umgebung
und der darin enthaltenen Objekte mittels stochastischer Verfahren, und anderer-
seits wird die Mehrwegeausbreitung durch ein strahlenoptisches Modell berechnet.
Die Vorteile beider Ansa¨tze ko¨nnen so optimal genutzt werden.
Das entwickelte Gesamtmodell fu¨r den Fahrzeug-Fahrzeug-U¨bertragungskanal
besteht im Wesentlichen aus drei Teilen: einem Straßenverkehrsmodell, einem Ver-
fahren zur Modellierung der Umgebung und einem Wellenausbreitungsmodell.
Die fu¨r das Doppler-Verhalten des Kanals ausschlaggebende Bewegung von
Sender- und Empfa¨ngerfahrzeug bzw. das dynamische Verhalten der anderen am
Straßenverkehr beteiligten Fahrzeuge, wird durch ein realistisches Verkehrsmo-
dell beschrieben [MSW01], [SMW01]. Einzelne Fahrzeuge interagieren dabei ver-
kehrstechnisch auf der Basis eines bekannten mikroskopischen Follow-the-Leader
Ansatzes. Dieser beschreibt jedoch lediglich den Straßenverkehr auf einspurigen
Strecken. Innerhalb der vorliegenden Arbeit wird der Ansatz auf mehrspurigen
Verkehr erweitert. Als Ergebnis liefert das Modell momentane Werte fu¨r Positio-
nen und Geschwindigkeiten der einzelnen am Verkehr beteiligten Fahrzeuge in sehr
hochaufgelo¨sten Zeitserien.
Einen entscheidenden Einﬂuss auf den Funkkanal hat die na¨here Umgebung
der Straße. Deren Beschreibung erfolgt durch ein angepasstes stochastisches Um-
gebungsmodell, wobei abha¨ngig von einer vorgegebenen Umgebungsklasse (z.B.
Autobahn, Straße durch urbanes Gebiet usw.) verschiedene relevante Objekte, wie
Geba¨ude oder parkende Fahrzeuge, statistisch im na¨heren Umfeld der Straße ver-
teilt werden [MSW02], [MSW01]. Dies reduziert den Aufwand der bei geometrisch-
optischen Modellen u¨blichen, sehr komplexen Erzeugung der Simulationsszenari-
en erheblich. Gleichzeitig wird die Erzeugung einer Vielzahl von verschiedenen
Szenarien mit gleichen statistischen Eigenschaften fu¨r eine bestimme Umgebungs-
klasse ermo¨glicht. Die Fahrbahn bzw. deren Verlauf kann ebenfalls statistisch aus
Geraden- und Kurvenstu¨cken erzeugt oder aber auch fest vorgegeben werden.
Durch gezielte deterministische Beeinﬂussung der Umgebung und des Straßenver-
kehrs ko¨nnen spezielle charakteristische Verkehrsszenarien nachgebildet werden.
Die Modellierung der Umgebung erfolgt voll dreidimensional, wodurch eine sehr
genaue Berechnung der Wellenausbreitung ermo¨glicht wird. Alle Objekte und die
Fahrbahn in einem Szenario sind inklusive ihrer Materialparameter durch ein an-
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gepasstes Vektordatenformat beschrieben. Diese Daten dienen als Eingabe fu¨r die
Berechnung der Wellenausbreitung.
Die Mehrwegeausbreitung in den zuvor generierten Verkehrsszenarien wird mit-
tels stahlen-optischer Methoden koha¨rent und vollpolarimetrisch berechnet, wobei
verschiedene Ausbreitungspha¨nomene beru¨cksichtigt sind [MFSW04], [MFW04].
Grundlage hierfu¨r bildet die Theorie der geometrischen Optik. Reﬂexionen an
den Objekten der Simulationsszenarien werden durch die modiﬁzierten Fresnel-
Reﬂexionsfaktoren beschrieben. Die UTD liefert die Basis fu¨r die Bestimmung von
Beugungseﬀekten. Zur Charakterisierung der Streuung elektromagnetischer Wel-
len an Ba¨umen und Bu¨schen wird die Theorie der Radiosita¨t angewandt. Der
urspru¨nglich polarisationsunabha¨ngige und inkoha¨rente Ansatz wird im Rahmen
der Arbeit durch geeignete Annahmen fu¨r den koha¨renten und polarimetrischen
Einsatz erweitert.
Die vollsta¨ndig dreidimensionale Betrachtung der Wellenausbreitung erfordert
schnelle und eﬃziente Ray-Tracing-Algorithmen zur Bestimmung der einzelnen
Mehrwegepfade. Hierfu¨r werden optimierte Ansa¨tze entwickelt und implementiert.
Die hohe Eﬃzienz der Verfahren macht dabei die Anwendung strahlenoptischer
Methoden fu¨r das vorliegende, sehr komplexe Problem erst mo¨glich.
Das dynamisch-stochastische Umgebungsmodell in Kombination mit einer strah-
lenoptischen Beschreibung der Wellenausbreitung ermo¨glicht erstmals eine realis-
tische Simulation des zeitvarianten und frequenzselektiven Verhaltens typischer
Fahrzeug-Fahrzeug-U¨bertragungskana¨le. Die resultierenden Zeitserien von Kanal-
impulsantworten beschreiben den Kanal vollsta¨ndig. Der rein physikalische Ansatz
des Modells erlaubt zudem die vollsta¨ndige Trennung des reinen Kanalverhaltens
von messsystembedingten Einﬂu¨ssen, wie Antennencharakteristik oder U¨bertra-
gungsbandbreite. Sto¨rende Einﬂu¨sse diesbezu¨glich bei entsprechenden Parameter-
studien innerhalb einer Systemuntersuchung existieren nicht.
Die Gliederung der einzelnen Kapitel in der vorliegenden Arbeit ergibt sich wie
folgt: Kapitel 2 bis Kapitel 4 beschreiben jeweils ausfu¨hrlich die erwa¨hnten drei
Komponenten des entwickelten Gesamtmodells. Theoretische Grundlagen zur Be-
stimmung der wichtigsten Kanalkenngro¨ßen werden in Kapitel 5 gelegt. Umfassen-
de Kanalmessungen bei 5,2GHz und ein detaillierter Vergleich zwischen Messung
und Simulation bezu¨glich der eingefu¨hrten Kenngro¨ßen sind in Kapitel 6 darge-
stellt. Anhand der Vergleiche wird die Gu¨ltigkeit des Modells gezeigt. Kapitel 7
beschreibt die Anwendung des Kanalmodells fu¨r Systemsimulationen. Grundla-
ge fu¨r die Systembetrachtungen ist der Wireless Local Area Network (WLAN)
Standard IEEE802.11a, dessen Arbeitsfrequenz sich im 5GHz Band beﬁndet. An-
hand von simulierten Bitfehlerraten (engl. bit error rate, BER) bzw. Paketfehler-
raten (engl. packet error rate, PER) wird die Tauglichkeit des Standards fu¨r die
Fahrzeug-Fahrzeug-Kommunikation in bestimmten Szenarien u¨berpru¨ft [MFW05].
Die Zusammenfassung und die Bewertung der gesamten Arbeit erfolgt abschließend
in Kapitel 8.
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Modellierung der Fahrzeugdynamik
Das zeitvariante Verhalten des Funku¨bertragungskanals zwischen einzelnen Fahr-
zeugen wird maßgeblich durch die Dynamik des Straßenverkehrs bestimmt. Da-
bei ist nicht nur die Bewegung von Sender und Empfa¨nger, sondern auch das
Verhalten der anderen am Verkehr beteiligten Fahrzeuge von großer Bedeutung.
Besonders die Fahrzeuge in der na¨heren Umgebung von Sender und Empfa¨nger
spielen hierbei eine entscheidende Rolle. Kenngro¨ßen wie Doppler-Verschiebung,
Doppler-Verbreiterung, Koha¨renzzeit usw., die das zeitvariante Verhalten des Ka-
nals beschreiben, werden beeinﬂusst [GW98]. Fu¨r die genaue Modellierung des
U¨bertragungskanals ist deshalb eine realistische Beschreibung der Verkehrsdyna-
mik notwendig, d.h. ein geeignetes Straßenverkehrsmodell muss in das Gesamtmo-
dell integriert werden.
In diesem Kapitel werden verschiedene Ansa¨tze zur Modellierung des Straßenver-
kehrs kurz vorgestellt. Das fu¨r die Kanalmodellierung ausgewa¨hlte Verkehrsmodell
wird mit den entwickelten Erweiterungen genauer beschrieben.
2.1 Ansa¨tze zur Straßenvehrkehrsmodellierung
Allen Ansa¨tzen zur Straßenverkehrsmodellierung ist das Ziel gemein, eine realis-
tische Beschreibung und Erkla¨rung verschiedener im Straßenverkehr auftretender
Pha¨nomene zu liefern. Von Interesse ist hier z.B. das plo¨tzliche Auftreten von
Staus oder der Stop-and-Go-Verkehr. Abha¨ngig von ihrem Aggregationsniveau
bzw. Auﬂo¨sungsgrad werden Verkehrsmodelle grob in makroskopische und mikro-
skopische Modelle unterteilt, deren Eigenschaften und Unterschiede im Folgenden
kurz erla¨utert sind.
Die ersten makroskopischen Modelle wurden bereits in den 50er Jahren ent-
wickelt [LW55]. Der Verkehrsﬂuss wird in diesen Modellen analog zu einer Flu¨ssig-
keit, die durch ein Rohrleitungssystem stro¨mt, modelliert. Da der Verkehrsﬂuss als
Quasi-Kontinuum betrachtet wird, ko¨nnen einzelne Fahrzeuge nicht unterschieden
werden. Das kollektive Verhalten der Fahrzeuge auf einem Fahrbahnabschnitt ist
durch die drei Gro¨ßen ra¨umliche Fahrzeugdichte ρ(x, t), mittlere Geschwindigkeit
v(x, t) und mittlerer Fluss q(x, t) am Ort x zur Zeit t beschrieben. Unter der Vor-
aussetzung, dass auf einem Streckenabschnitt keine Quellen und Senken (Einfahr-
ten und Ausfahrten) vorhanden sind, kann sich die Fahrzeugdichte ρ nur a¨ndern,
wenn der Verkehrsﬂuss q o¨rtlich variiert. Diese Aussage entspricht der Massener-
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haltung und wird durch die Kontinuita¨tsgleichung δρ/δt + δq/δx = 0 beschrieben
[KK94], [Hel01]. In einem weiteren Ansatz wird eine Bewegungsgleichung analog
zur Navier-Stokes-Gleichung aus der Stro¨mungsmechanik hergeleitet [Whi74].
Makroskopische Simulationsmodelle betrachten nur aggregierte Verkehrsstro¨me.
Einzelne Verkehrsteilnehmer sind daher nicht als Individuen identiﬁzierbar und
auch nicht unterscheidbar. Typische Beobachtungsgro¨ßen bei der Anwendung ma-
kroskopischer Verkehrsmodelle sind Durchﬂussbelastungen von Streckenabschnit-
ten, das Verkehrsaufkommen innerhalb eines Gebietes oder die Durchschnittsge-
schwindigkeit des Verkehrs auf einer Teilstrecke. Die Tatsache, dass keine Infor-
mationen u¨ber die momentane Position und Geschwindigkeit einzelner Fahrzeuge
vorliegt, macht diese Art der Modellierung fu¨r das in dieser Arbeit vorgeschlagene
Funkkanalmodell unbrauchbar.
In mikroskopischen Verkehrsﬂussmodellen wird das Verhalten der Fahrzeuge und
die Wechselwirkung der Fahrer-Fahrzeug Elemente untereinander betrachtet, wo-
bei die einzelnen Fahrzeuge identiﬁzierbar und unterscheidbar sind. Die Fahrzeu-
ge ko¨nnen dabei unterschiedliche, individuelle Fahreigenschaften aufweisen. Sie
beru¨cksichtigen beispielsweise verschiedene Typen von Fahrzeugen oder wie un-
terschiedliche Fahrer auf a¨ußere Einﬂussfaktoren reagieren. Somit kann ein rea-
listisches individuenabha¨ngiges Entscheidungsverhalten einzelner Fahrer-Fahrzeug
Elemente nachgebildet werden. Grundlage fu¨r mikroskopische Modelle sind die ein-
fachen aus der Physik bekannten Bewegungsgesetze, die die Position, die Geschwin-
digkeit und die Beschleunigung der einzelnen Fahrzeuge bestimmen [Leu88]. Die
resultierenden Fahrzeugtrajektorien ko¨nnen quasi-kontinuierlich berechnet werden.
Bei mikroskopischen Verkehrsmodellen wird davon ausgegangen, dass das Be-
schleunigungsverhalten der Fahrzeuge im Wesentlichen durch die benachbarten
Fahrzeuge bestimmt wird. Eine dominante Rolle kommt hier dem direkt voraus
fahrenden Fahrzeug zu, das als fu¨hrendes Fahrzeug (engl. leading vehicle) bezeich-
net wird. In gewissen Grenzen wird dabei die Geschwindigkeit eines Fahrzeugs nur
von der des voraus fahrenden Fahrzeugs bestimmt bzw. begrenzt. Der Fahrer folgt
im Prinzip seinem Vordermann. Im Allgemeinen wird dieser Modellansatz deshalb
auch Fahrzeugfolgemodell (engl. car-following model bzw. follow-the-leader model)
genannt [Hel01].
Fu¨r die Generierung realistischer Zeitserien von Impulsantworten des Funkkanals
ist die genaue Information u¨ber die momentanen Fahrzeugpositionen und Fahr-
zeuggeschwindigkeiten notwendig. Diese Daten mu¨ssen eine o¨rtliche Auﬂo¨sung im
Bereich von Bruchteilen einer Wellenla¨nge haben, um eine korrekte Wiedergabe
des zeitvarianten Kanalverhaltens zu gewa¨hrleisten (siehe Abschnitt 5.2). Aus die-
sen Gru¨nden wurde in dieser Arbeit ein mikroskopisches Fahrzeugfolgemodell in
das Funkkanalmodell integriert. Als Basis diente hierbei ein von Wiedemann 1974
entwickelter Ansatz [Wie74]. Das resultierende Verkehrsmodell ist im na¨chsten Ab-
schnitt na¨her erla¨utert.
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2.2 Das erweiterte Wiedemann Verkehrsmodell
In seiner grundlegenden Form beschreibt das Wiedemann Modell nur den Ver-
kehr auf einspurigen Fahrbahnen. Mehrspuriger Verkehr und die darin enthaltenen
U¨berholvorga¨nge werden nicht beru¨cksichtigt. Um diese Eigenschaften wurde das
Modell im Rahmen dieser Arbeit erweitert. Bevor die Erweiterungen diskutiert
werden, wird zuna¨chst das Modell des Fahrverhaltens fu¨r den einspurigen Straßen-
verkehr beschrieben.
2.2.1 Einspuriger Straßenverkehr
Der einspurige Straßenverkehr wird vollsta¨ndig durch das Modell von Wiedemann
beschrieben. Auf eine Herleitung und Diskussion des beno¨tigten Formelappara-
tes wird bei den folgenden Betrachtungen aus U¨bersichtsgru¨nden verzichtet. Die
genaue Beschreibung hierzu ﬁndet sich in [Wie74] und [Go¨b01].
Das Verhalten eines Fahrer-Fahrzeug Elementes im ﬂießenden Straßenverkehr
ist das Ergebnis eines komplexen Entscheidungsprozesses des Fahrers. Dieser Ent-
scheidungsprozess ergibt sich aus einer Vielzahl von auf den Fahrer einwirkenden
a¨ußeren Einﬂu¨ssen, wie z.B. Beschaﬀenheit der Straße, Verkehrsordnung oder Fahr-
zeugtyp. Einen entscheidenden Einﬂuss haben die anderen Verkehrsteilnehmer, wo-
bei die Wahrnehmung von Absta¨nden und Relativgeschwindigkeiten des Fahrers zu
anderen Fahrzeugen eine besondere Rolle spielt. Sie ist entscheidend fu¨r die Wahl
des Sicherheitsabstandes, der Beschleunigung oder der Fahrzeugverzo¨gerung.
Die Wahrnehmung von relativen Geschwindigkeiten geschieht durch den Ver-
gleich mehrerer aufeinanderfolgender Bilder des Verkehrsgeschehens. So wird
beispielsweise die Geschwindigkeit eines nachfolgenden Fahrzeugs dadurch ab-
gescha¨tzt, dass der Fahrer mehrmals innerhalb eines kurzen Zeitraums das Fahr-
zeug im Ru¨ckspiegel betrachtet und den durch die Gro¨ßena¨nderung des Abbildes
im Auge verursachten Reiz auswertet. Allgemein kann gesagt werden, dass die A¨n-
derung eines Reizes erst dann wahrgenommen werden kann, wenn das Verha¨ltnis
von Reiza¨nderung zu urspru¨nglichem Reiz einen bestimmten Schwellwert u¨ber-
steigt. In [Wie74] wird anhand einfacher geometrischer U¨berlegungen gezeigt, dass
die fu¨r die Wahrnehmung notwendige Relativgeschwindigkeit zu anderen Fahrzeu-
gen quadratisch mit dem Abstand zunimmt.
Beschra¨nkt sich die Betrachtung des Verkehrs auf eine Fahrbahn, kann davon
ausgegangen werden, dass ein Fahrer im Fahrzeug n im Wesentlichen nur durch
das vorausfahrende Fahrzeug n − 1 beeinﬂusst wird. Schon das Fahrzeug n − 2
hat vergleichsweise sehr geringen Einﬂuss auf n. Geht man davon aus, dass n− 2
doppelt so weit von n entfernt ist wie n − 1, so ist etwa die vierfache Geschwin-
digkeitsdiﬀerenz notwendig, um den gleichen Wahrnehmungsreiz beim Fahrer n
auszuu¨ben. Der Einﬂuss von n − 2 wird daher vernachla¨ssigt. Weiterhin hat die
Fahrweise eines dem Fahrzeug n folgenden Fahrers n+1 keinen Einﬂuss, da U¨ber-
holen nicht mo¨glich und zu nahes Auﬀahren (Dra¨ngeln) in diesem Modell nicht
erlaubt ist.
17
Kapitel 2 Modellierung der Fahrzeugdynamik
Neben der Relativgeschwindigkeit und dem Abstand zwischen den Fahrzeugen
n und n − 1 ha¨ngt die Intensita¨t der Wahrnehmung von Fahrzeug n − 1 beim
Fahrer n und das daraus resultierende Verhalten von der absoluten Geschwindig-
keit und den individuellen Eigenschaften von Fahrer und Fahrzeug ab. Aus diesen
Parametern ergeben sich verschiedene ra¨umliche Wahrnehmungszonen mit unter-
schiedlicher Gro¨ße und unterschiedlichem Einﬂuss auf den Fahrer n. Bild 2.1 zeigt
die verschiedenen Zonen und beschreibt das zugeho¨rige Verhalten von n. vn und
vn−1 bezeichnen die jeweilige absolute Geschwindigkeit von n und n− 1, und ∆x
ist der Abstand von Stoßstange zu Stoßstange.
unbeeinflusstbewusst beeinflusst
(bremsen)
Abstand ∆x
Notbremsung unbewusst beeinflusst
(folgen)
vn-1vnn n-1
Bild 2.1: Darstellung der verschiedenen Wahrnehmungszonen
Ist ∆x sehr groß, wird der Einﬂuss von n− 1 auf n vernachla¨ssigbar. n beﬁndet
sich im unbeeinﬂussten Zustand und wird seine momentane Fahrweise (Geschwin-
digkeit und Beschleunigung) nicht a¨ndern. Verringert sich der Abstand, kommt
man in den Bereich der unbewussten Beeinﬂussung. Hier tritt ein gewisser Folge-
zustand ein, in dem n seine Geschwindigkeit an n− 1 unbewusst anpasst und ihm
folgt. Der Abstand ∆x in diesem Zustand liegt im Bereich des von n gewu¨nsch-
ten Sicherheitsabstands. Bei weiterer Reduktion von ∆x wird das Fahrzeug n− 1
direkt (bewusst) vom Fahrer n wahrgenommen. Da der gewu¨nschte Sicherheits-
abstand von n in diesem Bereich unterschritten ist, wird n die Geschwindigkeit
reduzieren bis der unbewusst beeinﬂusste oder unbeeinﬂusste Zustand eintritt. In
seltenen Fa¨llen wird ∆x so klein, z.B. durch starkes Abbremsen von n − 1, dass
eine Notbremsung von n notwendig ist. Die obere Grenze dieses Bereiches ist der
gewu¨nschte Mindestabstand bei Stillstand.
Lage und Ausdehnung der einzelnen Wahrnehmungsbereiche ist in Bild 2.2 in
Abha¨ngigkeit von ∆x und der Relativgeschwindigkeit ∆v = vn− vn−1 dargestellt.
Bild 2.2 wird als psycho-physikalisches Zustandsdiagramm bezeichnet, da Form
und Lage der Bereichsgrenzen (Wahrnehmungsschwellen) neben physikalischen Ge-
setzen noch von den individuellen psychischen Eigenschaften des Fahrers abha¨ngen.
Die Bezeichnungen der einzelnen Schwellen ist analog zu [Wie74] gewa¨hlt.
Ax ist der vom Fahrer gewu¨nschte Minimalabstand. Bei dessen Unterschreitung
wird eine Notbremsung eingeleitet bis der Abstand wieder gro¨ßer als Ax ist. Bei zu
großer Relativgeschwindigkeit ∆v ist die maximal mo¨gliche Verzo¨gerung des Fahr-
zeugs n zu gering, und es kommt zu einem Auﬀahrunfall (vgl. Bild 2.2). Bx be-
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Notbremsung
∆x
-∆v
(∆x wird größer) (∆x wird kleiner)
unbeeinflusst
unbewusst beeinflusst
+∆v
Bx
Ax
CL∆v
S∆x
OP∆v
S∆v
n
bewusst beeinflusst
Unfall
Bild 2.2: Psycho-physikalisches Zustandsdiagramm
zeichnet den minimalen gewu¨nschten Folgeabstand. Der Fahrer n wird versuchen,
diese Schwelle nicht zu unterschreiten. S∆x bestimmt die zugeho¨rige obere Grenze.
Wird diese Grenze u¨berschritten, hat das vorausfahrende Fahrzeug n − 1 keinen
Einﬂuss mehr. Fahrer n wird in diesem Fall versuchen, seine Wunschgeschwindig-
keit zu erreichen. Die Wahrnehmungsschwelle fu¨r positive Relativgeschwindigkeiten
bei großen Absta¨nden wird mit S∆v bezeichnet. Fu¨r ∆x < S∆x ist die Wahrneh-
mungsempﬁndlichkeit fu¨r positive ∆v ho¨her als bei S∆v, was durch die zusa¨tzliche
Schwelle CL∆v beru¨cksichtigt wird. Das zugeho¨rige Pendant fu¨r negative ∆v ist
mit OP∆v bezeichnet. Wie bereits erwa¨hnt, nimmt der Reiz fu¨r die Wahrnehmung
von Relativgeschwindigkeiten in erster Na¨herung quadratisch mit dem Abstand
ab. Die Wahrnehmungsschwellen fu¨r Relativgeschwindigkeiten werden daher als
proportional zu ∆x2 angenommen.
Die Lage und Form der Bereichsgrenzen sind im ﬂießenden Verkehr sowohl von
Fahrer zu Fahrer als auch bei ein und demselben Fahrer zu verschiedenen Zeit-
punkten unterschiedlich. Im vorliegenden Modell wird dieses Verhalten durch die
Einfu¨hrung von fahrer- und zeitabha¨ngigen Zufallsgro¨ßen beru¨cksichtigt (siehe Ab-
schnitt 2.2.2). Die Bestimmungsgleichungen der einzelnen Bereichsgrenzen ko¨nnen
[Wie74] entnommen werden.
Zum besseren Versta¨ndnis wird im Folgenden das psycho-physikalische Zustands-
diagramm und dessen Auswirkung auf das Fahrverhalten anhand eines kurzen
Beispiels erla¨utert. In Bild 2.2 ist hierzu die Zustands- bzw. Ortskurve fu¨r eine
mo¨gliche Bewegung des Fahrzeugs n unter Einﬂuss eines vorausfahrenden Fahr-
zeugs n − 1 eingezeichnet. Das Fahrzeug n fa¨hrt zuna¨chst schneller als n− 1. ∆x
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ist so groß, dass n unbeeinﬂusst von n − 1 ist. Die absolute Geschwindigkeit vn
entspricht der Wunschgeschwindigkeit. Aufgrund des positiven ∆v na¨hert sich n
dem Fahrzeug n−1 und ∆x verringert sich. Beim U¨berschreiten der Schwelle S∆v,
nimmt der Fahrer n die Anna¨herung wahr. Die folgende Bewegung von n kann als
Zielbremsung bezeichnet werden. Hierbei versucht der Fahrer n den gewu¨nschten
Sicherheitsabstand zu n − 1 durch gezieltes Verringern von vn zu erreichen. Der
resultierende Anna¨herungsvorgang ist erst beendet, wenn die Relativgeschwindig-
keit ∆v so gering geworden ist, dass sie von n nicht mehr wahrgenommen wird. n
beﬁndet sich jetzt in der Zone fu¨r unbewusst beeinﬂusstes Fahren. Im Allgemeinen
fu¨hrt der Fahrer hier Verzo¨gerungen bzw. Beschleunigungen an der unteren Schwel-
le noch steuerbarer Gaspedalbeta¨tigung durch, um den Sicherheitsabstand einzu-
halten. Der Fahrer n folgt nun dem Fahrzeug n− 1. Das intervallma¨ßige Beta¨tigen
des Gaspedals fu¨hrt zu einer Pendelbewegung, in der ∆x um den gewu¨nschten Si-
cherheitsabstand schwankt. Bei la¨nger andauerndem Folgevorgang vergro¨ßert sich
∆x in der Regel allma¨hlich bis n die Schwelle S∆x u¨berschreitet und wieder im
unbeeinﬂussten Zustand ist. Dieses Pha¨nomen kann durch die Asymmetrie von
OP∆v und CL∆v erkla¨rt werden.
2.2.2 Erzeugung von Fahrer-Fahrzeug Einheiten
Die Verkehrsbelastung bzw. Verkehrssta¨rke auf einer realen Strecke unterliegt ne-
ben den langfristigen tageszeitlichen Schwankungen auch starken Kurzzeitschwan-
kungen, die im Bereich von Minuten liegen. Bereiche mit hoher Verkehrssta¨rke,
so genannte Fahrzeugpulks, werden gefolgt von Bereichen niedriger Belastung
und umgekehrt. Die mittlere Verkehrssta¨rke (gemessen in Fzg/h) u¨ber mehre-
re Schwankungsperioden bleibt dabei nahezu konstant. Dieses Verhalten wird
im vorliegenden Modell schon bei der Generierung der Fahrzeuge beru¨cksichtigt.
Wa¨hrend einer Verkehrssimulation werden bei vorgegebener mittlerer Verkehrsbe-
lastung die einzelnen Fahrzeuge in bestimmten zeitlichen Absta¨nden ∆t am Anfang
einer vorgegebenen Strecke erzeugt. ∆t wird dabei stochastisch nach einer vorgege-
benen Verteilungsfunktion gewa¨hlt [Wie74]. Die Verteilungsfunktion ist abha¨ngig
von der festgelegten mittleren Verkehrsbelastung und beru¨cksichtigt die Bildung
von Fahrzeugpulks.
Das individuelle Verhalten der einzelnen Fahrer-Fahrzeug Einheiten wird durch
Zuweisung eines Satzes von stochastisch verteilten Eigenschaften beru¨cksich-
tigt. Dabei wird davon ausgegangen, dass unterschiedliches menschliches Ver-
halten sich generell auf natu¨rliche Weise verteilt und durch eine Normalvertei-
lung (Gauß-Verteilung) beschrieben werden kann. Die Grundlage fu¨r die Bestim-
mung der Eigenschaften sind auf Werte zwischen 0 und 1 beschra¨nkte (0,5; 0,15)-
normalverteilte Zufallsvariablen, wobei 0,5 der Mittelwert und 0,15 die zugeho¨rige
Standardabweichung ist. Jede Eigenschaft wird so durch einen zufa¨lligen Wert be-
schrieben, der genutzt wird, um verschiedene Kenngro¨ßen der Fahrer-Fahrzeug
Einheiten zu ermitteln. Durch unterschiedliche Abbildungsvorschriften werden in-
dividuelle Parameter wie Form der Wahrnehmungsschwellen oder Beschleunigungs-
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vermo¨gen berechnet. Einzig die Kenngro¨ße Wunschgeschwindigkeit wird direkt aus
einer angepassten Normalverteilung erzeugt. Im Folgenden wird kurz auf die ein-
zelnen Eigenschaften eingegangen.
Wunschgeschwindigkeit: Die Wunschgeschwindigkeit vW wird vom Fahrer
wa¨hrend seiner Fahrt angestrebt. Bei hohen Verkehrssta¨rken ist sie jedoch von
geringer Bedeutung, da die mo¨gliche Geschwindigkeit ha¨uﬁg durch die u¨brigen
Verkehrsteilnehmer beschra¨nkt wird. Ein Erreichen der Wunschgeschwindigkeit ist
erst dann mo¨glich, wenn sich der Fahrer u¨ber einen la¨ngeren Zeitraum im unbeein-
ﬂussten Zustand beﬁndet. Erreicht ein Fahrer seine gewu¨nschte Geschwindigkeit,
versucht er diese beizubehalten. A¨hnlich wie beim unbewusst beeinﬂussten Fahren
entsteht eine Pendelbewegung um diesen Zustand. Bei der Erzeugung einer Fahrer-
Fahrzeug Einheit wird vW durch eine beidseitig begrenzte (µv;σv)-normalverteilte
Zufallsvariable direkt ermittelt. Der Mittelwert µv und die Standardabweichung σv
sind dabei abha¨ngig von der zu simulierenden Straßenverkehrssituation. Wird z.B.
Stadtverkehr simuliert, ist eine relativ schmale Verteilung der Wunschgeschwindig-
keit (kleines σv) um die zula¨ssige Ho¨chstgeschwindigkeit µv anzusetzen. Außerhalb
geschlossener Ortschaften wird σv im Allgemeinen wesentlich gro¨ßer sein. In die-
ser Arbeit wird σv innerorts zu 5 km/h und außerhalb geschlossener Ortschaften
zu 15 km/h gesetzt. Der Mittelwert µv wird individuell festgelegt. Die untere und
obere Grenze von vW ergibt sich aus den als sinnvoll erachteten Werten 0,8µv bzw.
1,4µv .
Sicherheitsbedu¨rfnis: Das Sicherheitsbedu¨rfnis eines Fahrers ist entscheidend
fu¨r die Wahl des Sicherheitsabstandes zum vorausfahrenden Fahrzeug. Die zu-
geho¨rige Zufallszahl wird bei der Bestimmung der gewu¨nschten Mindestabsta¨nde
Ax und Bx verwendet. Weiterhin nimmt sie Einﬂuss auf die Berechnung der ver-
schiedenen Wahrnehmungsschwellen S∆x, S∆v, CL∆v und OP∆x.
Wahrnehmungs- und Scha¨tzvermo¨gen: Eine sichere Fahrweise wird durch
das Wahrnehmungs- und Scha¨tzvermo¨gen eines Fahrers bestimmt. Beide Eigen-
schaften ko¨nnen individuell sehr verschieden sein. Die Schwankungen im zugeho¨ri-
gen Verhalten der einzelnen Fahrer haben nur Auswirkungen auf die Bestimmung
der Wahrnehmungsschwellen (S∆x, S∆v, CL∆v, OP∆x).
Beschleunigungs- und Bremsvermo¨gen: Beschleunigungs- und Brems-
vermo¨gen einer Fahrer-Fahrzeug Einheit ha¨ngen von den Eigenschaften des Fahr-
zeugs, des Fahrers und der absoluten Geschwindigkeit vn ab. Die beiden erst ge-
nannten Einﬂussfaktoren werden durch bestimmte Abbildungsfunktionen der ent-
sprechenden Zufallszahl beru¨cksichtigt. vn geht direkt in die Bestimmungsgleichun-
gen fu¨r Beschleunigung und Verzo¨gerung ein. Das sich a¨ndernde Beschleunigungs-
bzw. Bremsvermo¨gen bei unterschiedlichen Fahrbahneigenschaften (trocken, nass,
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vereist usw.) wird durch eine entsprechende Begrenzung der zugeho¨rigen Maximal-
werte in der Simulation beru¨cksichtigt.
Schwellwerte fu¨r das Gaspedal: In der Realita¨t ist es fu¨r einen Fahrer nicht
mo¨glich, seine aktuelle Geschwindigkeit absolut konstant zu halten. Durch leich-
te Schwankungen bei der Beta¨tigung des Gaspedals treten minimale Beschleuni-
gungen bzw. Verzo¨gerungen auf, die sowohl vom Fahrzeug als auch vom Fahrer
abha¨ngig sind. Das resultierende intervallma¨ßige Beta¨tigen des Gaspedals fu¨hrt
zu einer Pendelbewegung des Fahrzeugs. Untersuchungen haben ergeben, dass die
unteren Schwellwerte fu¨r Beschleunigung und Verzo¨gerung vom Betrag die glei-
che Gro¨ßenordnung haben. Die zugeho¨rigen Mittelwerte liegen grob bei + bzw.
−0,2m/s2. Die Unterschiede zwischen den einzelnen Fahrer-Fahrzeug Einheiten
sind durch die entsprechende Zufallszahl charakterisiert.
Ansprechverhalten der Bremslichter: Die Verzo¨gerung eines vorausfahren-
den Fahrzeugs n− 1 hat entscheidenden Einﬂuss auf das Bremsverhalten des Fah-
rers n. Hierbei kommt es nicht nur auf die absoluten Werte des Abstands ∆x an,
sondern auch darauf, wie schnell sich dieser verringert. Der Fahrer n scha¨tzt da-
bei die Verzo¨gerungswerte von n− 1. Diese Scha¨tzung wird natu¨rlicherweise stark
durch das Auﬂeuchten der Bremslichter bei n− 1 beeinﬂusst. Das Auﬂeuchten der
Bremslichter ha¨ngt davon ab, ob der Fahrer n − 1 nur die Motorbremse benutzt
oder tatsa¨chlich das Bremspedal beta¨tigt. Die Schwelle der Verzo¨gerung zwischen
beiden Zusta¨nden ist von Fahrzeug zu Fahrzeug unterschiedlich. Entsprechende
Schwankungen werden durch die zugeho¨rige Zufallszahl beru¨cksichtigt.
Die jeder Fahrer-Fahrzeug Einheit zugewiesenen Eigenschaften bzw. die zu-
geho¨rigen Zufallswerte bleiben wa¨hrend der gesamten Simulationszeit konstant. Es
ist jedoch bekannt, dass sich auch bei ein und demselben Fahrer das Fahrverhalten
u¨ber der Zeit bzw. dem Weg a¨ndert. Diese Tatsache wird durch die Einfu¨hrung ei-
ner zusa¨tzlichen zeitabha¨ngigen und zwischen 0 und 1 (0,5; 0,15)-normalverteilten
Zufallsvariablen beru¨cksichtigt. Die Lage der Wahrnehmungsschwellen bzw. die
Gro¨ße der Sicherheitsabsta¨nde wird dadurch auch wa¨hrend der Simulationszeit in
gewissen Grenzen zufa¨llig variiert.
Durch die individuellen Eigenschaften jeder Fahrer-Fahrzeug Einheit wird das
Verhalten unterschiedlicher Fahrzeugtypen bereits beru¨cksichtigt. Das Wiedemann
Modell beschreibt dabei prima¨r das durchschnittliche Verkehrsverhalten von Pkws,
wobei das Verhalten von Lkws nicht mit einbezogen ist. Lkws haben jedoch durch
ihre Gro¨ße einen nicht zu vernachla¨ssigenden Einﬂuss auf die Wellenausbreitung
im U¨bertragungskanal. Ihre Beru¨cksichtigung ist deshalb fu¨r eine realistische Be-
trachtung des Kanals notwendig. Hierzu wird bei der Generierung der Fahrer-
Fahrzeug Einheiten neben einer mittleren Verkehrssta¨rke fu¨r Pkw auch eine mitt-
lere Verkehrssta¨rke fu¨r Lkw angegeben. Die Entscheidung, ob ein Pkw oder ein
Lkw am Streckenbeginn generiert wird, verla¨uft, abha¨ngig vom jeweiligen pro-
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zentualen Anteil an der Gesamtverkehrsbelastung, stochastisch. Neben den a¨uße-
ren Abmessungen wird das reduzierte Beschleunigungs- bzw. Bremsvermo¨gen von
Lkws beru¨cksichtigt. Die zugeho¨rigen Abbildungsfunktionen der entsprechenden
Zufallszahl sind hierzu geeignet angepasst.
Eine weitere Unterscheidung der Pkws in verschiedene Typen ﬁndet lediglich
bezu¨glich unterschiedlicher Karosserieabmessungen statt. Lkws werden vereinfa-
chend nur in einer Gro¨ße modelliert (siehe Abschnitt 2.3). Die Auswirkungen von
Kraftra¨dern auf Verkehr und U¨bertragungskanal wird vernachla¨ssigt.
2.2.3 Mehrspuriger Verkehr
Mehrspuriger Straßenverkehr stellt eine wesentlich ho¨here Anforderung an den Fah-
rer als einspuriger Verkehr. Die gleichzeitig zu verarbeitende Anzahl von notwen-
digen Beobachtungen des Verkehrs und die anschließend zu treﬀenden Entschei-
dungen steigen um ein Vielfaches. Eine der hauptsa¨chlichen Aufgaben des Fahrers
ist hierbei neben der Anpassung der Geschwindigkeit an die aktuelle Verkehrslage
die Beurteilung der Mo¨glichkeit bzw. Notwendigkeit eines Spurwechsels. In [Wie74]
sind einige Hinweise zur Modellierung des Spurwechsels gegeben. Ein konkretes
Modell wird jedoch nicht vorgestellt. Weitere Ansa¨tze sind in [Fri99] beschrieben.
Basierend auf diesen Ansa¨tzen wurde das Wiedemann Modell in der vorliegenden
Arbeit auf mehrspurigen Verkehr erweitert.
Die Komplexita¨t eines Spurwechsel a¨ndert sich mit der Anzahl der mo¨glichen
Fahrspuren und der Tatsache, ob U¨berholen auf der Gegenfahrbahn erlaubt ist
oder nicht. Bei mehr als zwei Spuren in einer Richtung beeinﬂussen den Fahrer
nicht nur die nahen Fahrzeuge auf der Zielspur und der momentanen Spur sondern
auch die Fahrzeuge auf den anderen Spuren. Vor allem beim Wechsel u¨ber mehr als
eine Spur hinweg macht sich dies bemerkbar. Die Hauptbeeinﬂussung ﬁndet aber
prima¨r durch das Verhalten der Fahrzeuge auf der momentanen und der Zielspur
statt [Wie74]. Bei der Modellierung werden nur diese beru¨cksichtigt. Weiterhin
wird ein U¨berholen auf der Gegenfahrbahn ausgeschlossen.
Beim Spurwechsel eines Fahrzeugs spielen hauptsa¨chlich drei der im nahen Um-
feld mo¨glichen Fahrzeuge eine Rolle. Dies sind das auf der eigenen Spur voraus-
fahrende Fahrzeug, das auf der Zielspur vorausfahrende Fahrzeug und das auf der
Zielspur hinterherfahrende Fahrzeug. Das auf der eigenen Spur hinterherfahrende
Fahrzeug hat nur in bestimmten Situationen, beispielsweise bei zu nahem Auﬀah-
ren (Dra¨ngeln), einen Einﬂuss und wird deshalb vernachla¨ssigt. In die Entscheidung
fu¨r oder gegen einen Spurwechsel ﬂießen nur die Absta¨nde und Relativgeschwin-
digkeiten zu diesen Fahrzeugen mit ein.
Aus den gemachten Annahmen ergeben sich acht Grundsituationen beim Spur-
wechsel, welche in Bild 2.3 dargestellt sind. Es handelt sich um jeweils vier unter-
schiedliche Situationen fu¨r den Wechsel von rechts nach links (ar bis dr) bzw. links
nach rechts (al bis dl). Der Unterschied ist durch Verkehrsregeln wie Rechtsfahrge-
bot oder U¨berholverbot auf der rechten Seite begru¨ndet. Da es sich um Grundsi-
tuationen handelt, ko¨nnen alle andere Situationen durch Superposition abgeleitet
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werden. Die Darstellung in Bild 2.3 beschra¨nkt sich aus U¨bersichtsgru¨nden auf
zwei Fahrspuren.
al
bl
cl
dl
ar
br
cr
dr
Bild 2.3: Grundsituationen beim Spurwechsel
Fa¨hrt ein Fahrer auf der rechten Spur und beﬁndet sich kein weiteres Fahrzeug
in seinem Wahrnehmungsbereich (ar), so wird kein Wechsel veranlasst (Rechts-
fahrgebot). Ein Wechsel ist auch dann ausgeschlossen, wenn der Abstand bzw. die
Relativgeschwindigkeit zu dem auf der linken Spur voran- oder hinterherfahrenden
Fahrzeug dies nicht zula¨sst (br, cr). Kann der Fahrer durch Einﬂuss eines voranfah-
renden Fahrzeugs nicht mit seiner Wunschgeschwindigkeit fahren und treﬀen Fall br
und cr nicht zu, wird ein Spurwechsel nach links eingeleitet (dr). Fu¨r die Entschei-
dungen, ob Fahrzeuge auf der Zielspur einen Linkswechsel verhindern oder nicht,
wird das in Bild 2.2 beschriebene Zustandsdiagramm benutzt. Erst wenn die beiden
relevanten Fahrzeuge auf der linken Spur außerhalb des Wahrnehmungsbereiches
sind, ist ein Wechsel mo¨glich. Die entsprechenden Abstandsgrenzen resultieren bei
bekannter (gescha¨tzter) Relativgeschwindigkeit aus den Grenzen fu¨r unbeeinﬂus-
stes Fahren S∆v und Bx. Der Bereich fu¨r unbewusst beeinﬂusstes Fahren wird
hierbei nicht beru¨cksichtigt.
Beﬁndet sich ein Fahrer auf der linken Spur und ist kein weiteres Fahrzeug
in seinem Wahrnehmungsbereich (al), wird ein Wechsel nach rechts eingeleitet
(Rechtsfahrgebot). Die Behandlung der Fa¨lle bl und cl wird analog zu br bzw.
cr durchgefu¨hrt. Ein Wechsel ist auch hier nicht mo¨glich solange sich die anderen
Fahrzeuge im Wahrnehmungsbereich beﬁnden. Fa¨hrt ein Fahrer auf der linken Spur
auf seinen Vordermann auf (dl), ist in der Realita¨t zu beobachten, dass trotz freier
rechter Spur und Rechtsfahrgebot kein Wechsel erfolg. Erst nach la¨ngerem Fahren
in diesem Zustand wird nach rechts gewechselt. Im Modell wird im Fall dl mit dem
Wechsel so lange gewartet, bis sich der Fahrer im unbewusst beeinﬂussten Folge-
zustand beﬁndet. Die Berechnung der Abstandsgrenzen fu¨r einen Rechtswechsel
werden analog zu denen des Linkswechsels bestimmt.
In den Fa¨llen br und dl besteht die Gefahr, dass der Fahrer das auf der linken
Fahrspur vorausfahrende Fahrzeug rechts u¨berholt. Im Modell wird dieses Verhal-
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ten jedoch durch geeignete Beru¨cksichtigung des zugeho¨rigen Abstandes unterbun-
den.
Die Dauer eines Links- bzw. Rechtswechsels ist von zahlreichen Faktoren, wie
z.B. Absolutgeschwindigkeit, Fahrbahneigenschaften und Eigenschaften des Fah-
rers abha¨ngig. [Fri99] gibt fu¨r außero¨rtlichen Verkehr eine Obergrenze von 4 s fu¨r
einen Links- und 7 s fu¨r einen Rechtswechsel an. Die Untergrenze fu¨r beide liegt
bei ca. 2 s. Im Modell ko¨nnen die konkreten Werte in Abha¨ngigkeit des zu unter-
suchenden Szenarios, beliebig festgelegt werden. Fu¨r die in dieser Arbeit durch-
gefu¨hrten Simulationen werden bei innero¨rtlichem Verkehr beide Werte auf 2 s ge-
setzt. Bei außero¨rtlichem Verkehr wird die Dauer des Linkswechsels auf 3 s und die
des Rechtswechsels auf 4,5 s festgelegt. Dies entspricht den Mittelwerten zwischen
Ober- und Untergrenze. Die Form der Trajektorie, die die Fahrzeuge wa¨hrend ei-
nes Spurwechsels beschreiben, ist ebenfalls aus [Fri99] entnommen. Es handelt sich
hierbei um eine angepasste cos-Funktion.
2.3 Modellierung der Fahrzeugkarosserie
Fu¨r die korrekte Simulation der Wellenausbreitung sind geeignete Fahrzeugmodelle
zu implementieren. Wichtig dabei sind neben Form und Gro¨ße der Fahrzeuge vor
allem die elektromagnetischen Eigenschaften der Materialien, aus denen sie auf-
gebaut sind. Letztere werden durch die Materialparameter εr,ges und µr bestimmt
(vgl. Abschnitt 4.1.1). Fu¨r die Modellierung von Ausbreitungspha¨nomenen, wie
Reﬂexion oder Beugung, ist zusa¨tzlich die Mikrostruktur der Oberﬂa¨che von Be-
deutung. Sie ist durch die statistisch verteilte Oberﬂa¨chenrauigkeit σh beschrieben
(vgl. Abschnitt 4.3.2.1).
Die Modellierung der Fahrzeuge setzt eine geeignete Abstrahierung der zugeho¨ri-
gen dreidimensionalen Oberﬂa¨chengeometrien voraus. Aufgrund der verwendeten
Algorithmen zur Bestimmung der Wellenausbreitungspfade mu¨ssen die gekru¨mm-
ten Oberﬂa¨chen durch ebene Polygone angena¨hert werden (vgl. Abschnitt 4.4).
Jedes Polygon wird dabei durch die Lage seiner Eckpunkte eindeutig bestimmt.
Unterschiedliche Matrialparameter innerhalb eines Objektes werden jeder Fla¨che
separat zugewiesen.
Fu¨r das Kanalmodell in der vorliegenden Arbeit sind insgesamt sechs unter-
schiedliche repra¨sentative Fahrzeugmodelle implementiert, wobei eine Lkw-Form
und fu¨nf Pkw-Formen beru¨cksichtigt werden. Die zugeho¨rigen Modelle sind in
Bild 2.4 dargestellt. Lkws werden vereinfacht als Quader mit integrierten Fen-
sterscheiben beschrieben. Als Material fu¨r Karosserie und Fahrgestell wird ideal
elektrisch leitendes (engl. perfect electric conductor, PEC) Metall angenommen.
Die Fensterscheiben bestehen aus Glas. Der Laderaum der meisten Lkws ist entwe-
der aus Metallwa¨nden aufgebaut oder von einer starken Kunststoﬀplane umgeben.
Beide Varianten sind im Modell integriert und durch entsprechende Materialpara-
meter beschrieben. Der Typ des Laderaums wird jedem Lkw bei der Generierung
zufa¨llig und gleichverteilt zugewiesen.
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Lkw Kleintransporter Van
Kombi-Pkw Pkw Klein-Pkw
Glas
PEC Metall
Kunststoff
PEC Metall bzw.
Kunstoffplane
Bild 2.4: Modelle der einzelnen Fahrzeugtypen
Die fu¨nf verbleibenden Pkw-Typen sind aus zwei u¨bereinander liegenden Qua-
dern zusammengesetzt, wobei die Autoscheiben schra¨g mit unterschiedlichen
Winkeln angeordnet sind. Bei allen Pkws wird die Karosserie als PEC angenom-
men. Da Stoßstangen und Ku¨hlergrill heutiger Pkws meist aus Kunstoﬀ sind, wer-
den entsprechende Materialparameter fu¨r die Vorderseite der Karosserie angesetzt.
Auf der Ru¨ckseite dominieren Heckklappe bzw. Laderaumtu¨ren, die in der Regel
aus Metall bestehen. Die Rauigkeit der Oberﬂa¨che aller Fahrzeuge inklusive Lkws
kann im Allgemeinen vernachla¨ssigt werden. σh ist daher zu Null gesetzt. Die
elektromagnetischen Parameter aller verwendeten Materialien und die Fahrzeug-
abmessungen sind in Anhang A.3 bzw. Anhang A.4 zu ﬁnden.
Fu¨r die in Abschnitt 2.2.2 beschriebene Generierung der Fahrer-Fahrzeug Ein-
heiten wird angenommen, dass die fu¨nf Pkw-Typen gleichverteilt auftreten.
2.4 Simulationsergebnisse
Das zuvor beschriebene Verkehrsmodell liefert zeitlich aufeinander folgende Mo-
mentaufnahmen (engl. snapshots) der Position und der Geschwindigkeit der ein-
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zelnen Fahrzeuge. Der zeitliche Abstand zwischen den Aufnahmen kann hierbei
im Prinzip beliebig gewa¨hlt werden. Fu¨r eine korrekte Beschreibung der zugeho¨ri-
gen Funkkanaleigenschaften ist jedoch eine minimale Abtastrate notwendig, welche
nicht unterschritten werden darf. Ihre Bestimmung ha¨ngt maßgeblich mit der maxi-
mal mo¨glichen Doppler-Verschiebung im vorliegenden Szenario zusammen, worauf
in Abschnitt 5.3.1 genauer eingegangen wird.
In Bild 2.5 sind drei aufeinander folgende Momentaufnahmen eines sechsspuri-
gen Verkehrsszenarios dargestellt, wobei jeweils drei Spuren, getrennt durch einen
Mittelstreifen, fu¨r eine Fahrtrichtung genutzt werden (durch Pfeile angezeigt). Ver-
gleichbar ist das Szenario mit einer u¨blichen deutschen Autobahn. Die Gesamt-
streckenla¨nge des gezeigten Simulationsabschnitts betra¨gt 200m. Als zeitlicher Ab-
stand der Momentaufnahmen ist 1 s gewa¨hlt. Fu¨r die Simualtionsstrecke wird eine
Verkehrsbelastung von insgesamt 6000 Fzg/h angenommen, was einer stark be-
fahrenen Autobahn entspricht [Bund05]. Hierbei sind im Durchschnitt 40% der
Fahrzeuge Lkws. Der Rest setzt sich vereinfachend zu gleichen Teilen aus den
verschiedenen Pkw-Typen (vgl. Abschnitt 2.3) zusammen. Die mittleren Wunsch-
geschwindigkeiten fu¨r Pkws bzw. Lkws sind einheitlich fu¨r alle Spuren zu 120 km/h
bzw. 80 km/h gesetzt. Es ist gut zu erkennen, dass sich Lkws durch ihre geringere
Wunschgeschwindigkeit vornehmlich auf der in Fahrtrichtung rechten Spur bewe-
gen.
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Bild 2.5: Momentaufnahmen eines sechsspurigen Verkehrsszenarios
Das realistische Verhalten der einzelnen Verkehrsteilnehmer ist anhand von zwei
Beispielen in Bild 2.5 dargestellt. Betrachtet werden zuna¨chst die Fahrzeuge a und
b zum Zeitpunkt t = 0 s. a bewegt sich mit einer Geschwindigkeit von 121 km/h
und b fa¨hrt mit 86 km/h. Beide Pkws fahren auf der mittleren Spur. Der Fahrer von
a hat bereits gemerkt, dass er durch das langsamere Fahrzeug b seine Wunschge-
schwindigkeit nicht einhalten kann. Da auf der linken Fahrspur ausreichend Platz
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ist, wechselt a in den folgenden Sekunden nach links, um b zu u¨berholen. Als wei-
teres Beispiel wird das Verhalten von Fahrzeug c na¨her untersucht. c fa¨hrt zum
Zeitpunk t = 0 s mit einer Geschwindigkeit von 129 km/h auf der linken Spur. Die
in der na¨heren Umgebung von c beﬁndlichen Fahrzeuge auf der mittleren Fahrspur
sind soweit entfernt, dass der Fahrer von c, beeinﬂusst durch das Rechtsfahrgebot,
die Spur wechselt. Bei genauer Betrachtung der einzelnen Momentaufnahmen ist
zu erkennen, dass der Rechtswechsel von c, wie in Abschnitt 2.2.3 beschrieben,
etwas la¨nger dauert als der Linkswechsel von a.
Ein wichtiger Aspekt bei der Verkehrsmodellierung ist das Verhalten der Fahr-
zeuge bei a¨ußeren Sto¨rungen, wie beispielsweise einem Unfall oder einer plo¨tzlich
auf rot schaltenden Ampel. Solche Einﬂu¨sse haben meist einen Stau bzw. stocken-
den Verkehr zur Folge. Unfa¨lle sind im Modell mo¨glich. Sie passieren jedoch rein
zufa¨llig und ko¨nnen nicht gesteuert werden. Zur U¨berpru¨fung dieses Verhaltens
ist deshalb im Modell eine Ampelschaltung implementiert. Die Ampelanlage kann
dabei beliebig positioniert und geschaltet werden.
In Bild 2.6 ist das Ergebnis einer Verkehrssimulation mit Ampelanlage darge-
stellt. Zu sehen sind die Weg-Zeit-Linien (Trajektorien) der Fahrzeuge einer einzel-
nen Fahrspur. Die Trajektorien geben den Abstand der zugeho¨rigen Fahrzeuge zum
Streckenanfang u¨ber der Zeit wieder. Aus der lokalen Steigung der Trajektorien
kann die momentane Geschwindigkeit der Fahrzeuge mit vm ≈ ∆x/∆t abgescha¨tzt
werden. Anhand der Trajektorien ist deutlich erkennbar, dass der Abstand zwi-
schen den einzelnen Fahrzeugen u¨ber der Zeit den in Abschnitt 2.2 beschriebenen
Schwankungen unterliegt.
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Bild 2.6: Fahrzeugtrajektorien bei einer Fahrbahn mit Ampelanlage
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Als Szenario wird innero¨rtlicher Verkehr mit einer hohen mittleren Verkehrs-
belastung von 2500 Fzg/h pro Spur angenommen. Bei der Simulation werden nur
Pkws beru¨cksichtigt. Ihre mittlere Wunschgeschwindigkeit ist auf 50 km/h gesetzt.
Die Ampelanlage ist in einer Entfernung von 400m vom Streckenanfang positio-
niert. Nach einer Zeit von 30 s wird die Ampel fu¨r eine Zeitspanne von 25 s von
gru¨n auf rot umgeschaltet.
Der Verlauf der Trajektorien zeigt deutlich, dass nach dem Umschalten der
Ampel auf rot die betroﬀenen Fahrzeuge ihre Geschwindigkeit entsprechend der
neuen Situation stark reduzieren. Einige der vorderen Fahrzeuge kommen hierbei
vollsta¨ndig zum Stillstand. Durch die Verringerung des Abstands der Fahrzeuge
entsteht vor der Ampel eine starke lokale Erho¨hung der ra¨umlichen Fahrzeugdich-
te. Nach Beendigung der Rotphase setzen sich die Fahrzeuge nacheinander wieder
in Bewegung und die Fahrer versuchen ihre Wunschgeschwindigkeit zu erreichen.
Dabei verschiebt sich die lokal hohe Fahrzeugdichte entgegen der Fahrtrichtung
zum Streckenanfang hin, was die Ursache fu¨r die anhaltende Welligkeit der Tra-
jektorien auch nach Beendigung der Rotphase ist. Tatsa¨chlich breitet sich diese
Dichtekonzentration a¨hnlich wie eine Welle aus und wird deshalb als Stauwelle be-
zeichnet [HN03]. Solche Stauwellen werden sehr ha¨uﬁg bei a¨hnlichen Situationen
im realen Verkehr beobachtet.
2.5 Bestimmung von Sender- und Empfa¨ngerfahrzeug
Da der Funkkanal in den betrachteten Szenarien als reziprok angesehen wer-
den kann, ist es zuna¨chst unerheblich welcher Teilnehmer sendet und welcher
empfa¨ngt. Fu¨r die Wellenausbreitungssimulation ist es jedoch notwendig Sen-
der und Empfa¨nger eindeutig festzulegen. Im Folgenden wird deshalb ohne Be-
schra¨nkung der Allgemeinheit immer zwischen Sender und Empfa¨nger unterschie-
den.
Nach der Generierung der Zeitserien der Positionen und Geschwindigkeiten der
einzelnen am Verkehr beteiligten Fahrzeuge werden Sender- und Empfa¨ngerfahr-
zeug bestimmt. Durch Untersuchung des vorliegenden Verkehrsszenarios und an-
schließender gezielter Auswahl der in Frage kommenden Fahrzeuge ko¨nnen sowohl
typische als auch Worst Case Szenarien fu¨r den Kanal erzeugt werden. Spezielle
Untersuchungen, z.B. von U¨berholvorga¨ngen innerhalb realer Verkehrsumgebun-
gen, sind dadurch mo¨glich. Die relativen Positionen der Antennen an Sender- und
Empfa¨ngerfahrzeug sind frei wa¨hlbar. Fu¨r die Simulation von gesamten Ad-hoc-
Netzen sind mehrere Sender bzw. Empfa¨nger mo¨glich.
Eine weitere Mo¨glichkeit, charakteristische Szenarien zu generieren, ist die Er-
zeugung von Fahrzeugkolonnen innerhalb des Verkehrsmodells. Hierzu wird fu¨r
eine bestimmte Anzahl von Fahrer-Fahrzeug Einheiten einer vorher bestimmten
Spur der Fahrzeugtyp nicht stochastich ermittelt, sondern fest vorgegeben. Um die
Kolonne aufrecht zu erhalten, sind Spurwechsel dieser Fahrzeuge nicht mo¨glich.
Bis auf diese Einschra¨nkung verhalten sich die Fahrzeuge jedoch wie im realen
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Straßenverkehr. Innerhalb der Kolonne ko¨nnen Sender und Empfa¨nger beliebig
platziert werden. Beispielsweise lassen sich auf diese Art sehr gut Abschattungsef-
fekte durch andere Fahrzeuge, wie beispielsweise Lkws, die sich zwischen Sender-
und Empfa¨ngerfahrzeug beﬁnden, untersuchen (vgl. Abschnitt 6.2.2).
Fu¨r spezielle Untersuchungen zur Datenu¨bertragung zwischen einem Fahrzeug
und einem speziellen, am Straßenrand feststehenden Access Point (vgl. Ab-
schnitt 7.3.2), ist eine entsprechende Positionierung des Senders mo¨glich.
2.6 Zusammenfassung
Das vorgestellte erweiterte Wiedemann Verkehrsmodell bildet in dieser Arbeit die
realistische Grundlage fu¨r die korrekte Beschreibung des zeitvarianten Verhaltens
des Funkkanals zwischen Fahrzeugen. Bei den Simulationen kann eine beliebige
Anzahl von Fahrspuren pro Fahrtrichtung gewa¨hlt werden. Die mittlere Fahrzeug-
belastung wird pro Spur festgelegt. Spurwechsel der Fahrzeuge sind im Modell inte-
griert und ko¨nnen je nach Vorgabe an- oder abgeschaltet werden. Weiterhin werden
die fu¨r die Modellierung der Wellenausbreitung wichtigen Form- und Gro¨ßenun-
terschiede ga¨ngiger Fahrzeugtypen beru¨cksichtigt. Neben einheitlich modellierten
Lkws sind fu¨nf verschiedene Pkw-Modelle integriert. Mittlere Fahrgeschwindigkei-
ten werden fu¨r Pkws und Lkws getrennt angegeben. Die resultierende hohe Va-
riabilita¨t des Modells garantiert, dass alle wesentlichen Verkehrsszenarien beru¨ck-
sichtigt werden ko¨nnen. Durch gezielte Auswahl von Sender- und Empfa¨ngerfahr-
zeugen nach Abschluss der eigentlichen Verkehrssimulation lassen sich weiterhin
spezielle Situationen fu¨r den Funkkanal erzeugen. Als Ergebnis liefert das Modell
hochaufgelo¨ste Zeitserien der momentanen Position und Geschwindigkeit von Sen-
der, Empfa¨nger und den weiteren Fahrzeugen im Verkehrsgeschehen. Diese dienen
zusammen mit den Karosseriegeometrien und dem im folgenden Kapitel beschrie-
benen Umgebungsmodell als Eingabedaten fu¨r die Simulation der Wellenausbrei-
tung (vgl. Kapitel 4). In Anhang A.4 sind alle Parameter des Verkehrsmodells
aufgelistet.
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Modellierung der straßennahen Umgebung
Die Umgebung, in der sich Sender- und Empfa¨ngerfahrzeug beﬁnden, beeinﬂusst
nachhaltig das Verhalten des zugeho¨rigen U¨bertragungskanals. Besonders der Nah-
bereich um Sender und Empfa¨nger ist hierbei von Bedeutung. Fu¨r eine genaue Be-
stimmung der Wellenausbreitung zwischen Fahrzeugen ist deshalb eine realistische
Modellierung dieses Bereiches notwendig. In diesem Kapitel wird der relevante
Nahbereich deﬁniert und das hierzu entwickelte Umgebungsmodell vorgestellt.
3.1 Modellansatz
Der na¨here Bereich um eine Straße setzt sich neben den bewegten Fahrzeugen aus
einer Reihe charakteristischer ruhender Objekte, zu denen beispielsweise Geba¨ude,
parkende Autos oder Verkehrsschilder za¨hlen, zusammen. Die Ha¨uﬁgkeit dieser ru-
henden Objekte bzw. deren Auftrittswahrscheinlichkeit in einem bestimmten Ge-
biet ha¨ngt stark von der betrachteten Umgebungsklasse ab. Parkende Fahrzeuge
sind z.B. hauptsa¨chlich in innero¨rtlichen Umgebungen zu ﬁnden. Im Bereich von
U¨berlandstraßen treten sie jedoch nur selten auf. In Bild 3.1 sind zwei charakteris-
tische Verkehrszenarien dargestellt. Es handelt sich hierbei um eine Autobahnum-
gebung und ein sta¨dtisches Szenario. Zu erkennen sind die bewegten Fahrzeuge und
eine Vielzahl verschiedener ruhender Objekte am Straßenrand. Diese kommen in
den beiden Szenarien mit deutlich unterschiedlicher Ha¨uﬁgkeit und unterschiedli-
chen Positionen relativ zur Fahrbahn vor. Eine Auswirkung auf die Wellenausbrei-
tung haben vor allem große Objekte wie Geba¨ude, parkende Fahrzeuge, Ba¨ume,
Bru¨cken usw. In Abschnitt 6.2 wird jedoch gezeigt, dass auch kleinere Objekte,
wie Straßenschilder beru¨cksichtigt werden mu¨ssen. Weiterhin haben die verschie-
denen Fahrbahnbreiten, die hauptsa¨chlich von der Anzahl der Spuren abha¨ngen
(vgl. Bild 3.1), einen Einﬂuss auf die Wellenausbreitung.
Fu¨r die Modellierung der fahrbahnnahen Umgebung ist die Erhebung und In-
tegration deterministischer Objektdaten, wie deren absolute Position, Form und
Gro¨ße, auf Basis real existierender Szenarien zu aufwendig. Zudem ist das Auf-
treten einiger Objekte, wie beispielsweise parkender Fahrzeuge, starken zeitlichen
Schwankungen unterworfen. Weiterhin ist fu¨r Systembetrachtungen zu gewa¨hrlei-
sten, dass eine Vielzahl von unterschiedlichen Szenarien einer vorgegebenen Um-
gebungsklasse zur Verfu¨gung stehen, um diesbezu¨glich mehrere unabha¨ngige Un-
tersuchungen durchfu¨hren zu ko¨nnen. Der in dieser Arbeit vorgestellte Ansatz
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(a) Autobahn (b) Urbane Umgebung
Bild 3.1: Verschiedene Straßenumgebungen
basiert deshalb auf einer teilweise stochastischen und automatisierten Generierung
der Umgebung bzw. der darin enthaltenen ruhenden Objekte. Die bewegten Fahr-
zeuge werden durch das im vorangehenden Kapitel beschriebene Verkehrsmodell
erzeugt und entsprechend positioniert. Im Umgebungsmodell kann der Straßentyp
und der zugeho¨rige Verlauf der Fahrbahn weitestgehend beliebig gewa¨hlt und kon-
ﬁguriert werden. Daran anzupassen sind die entsprechenden Eingabeparameter des
Verkehrsmodells (vgl. Abschnitt 2.2.2).
Ebenso wie bei den bewegten Fahrzeugen werden die Oberﬂa¨chen der Objek-
te der Straßenumgebung durch ebene Fla¨chen (Polygone) approximiert (vgl. Ab-
schnitt 4.4). Jeder einzelnen Fla¨che werden ebenfalls unterschiedliche elektro-
magnetische Materialparameter εr,ges, µr und Oberﬂa¨chenrauigkeiten σh zugewie-
sen (vgl. Abschnitt 2.3 und Abschnitt 4.3.2). Bezu¨glich der Oberﬂa¨chenbeschaf-
fenheit nehmen hierbei die Vegetationsobjekte (z.B. Ba¨ume oder Stra¨ucher) einen
Sonderstatus ein. Bedingt durch deren Beschaﬀenheit ist eine sinnvolle Bestim-
mung von σh nicht mo¨glich. Da Interaktionen der elektromagnetischen Welle mit
Vegetation im Kanalmodell durch ein spezielles Streumodell beschrieben sind, wer-
den angepasste Streuparameter eingefu¨hrt. Eine genaue Beschreibung des Ansatzes
und der zugeho¨rigen Parameter ist in Abschnitt 4.3.4 zu ﬁnden. Im Allgemeinen
sind εr,ges, µr und die Streuparameter frequenzabha¨ngig und mu¨ssen auf die jewei-
lige Simulation angepasst werden. σh ist naturgema¨ß frequenzunabha¨ngig.
Die Generierung der Fahrbahn und die Platzierung der ruhenden Objekte
werden, zusammen mit der Bestimmung der Materialien, im Folgenden genauer
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beschrieben. Weiterhin werden die fu¨r diese Arbeit wichtigen Umgebungsklassen
deﬁniert.
3.1.1 Modellierung der Fahrbahn
In Deutschland sind o¨ﬀentliche Straßen allgemein in fu¨nf so genannte Kategorie-
gruppen eingeteilt, die alphabetisch mit A bis E bezeichnet werden. Die einzelnen
Gruppen unterscheiden sich durch den Einsatzzweck der zugeho¨rigen Straßen. Bei-
spielsweise werden anbaufreie Straßen außerhalb geschlossener Ortschaften durch
die Gruppe A gekennzeichnet. Gruppe B bis E beziehen sich weitestgehend auf
Straßen innerhalb bebauter Gebiete. Durch Zuweisung einer zusa¨tzlichen ro¨mi-
schen Zahl werden verschiedene Straßentypen in den einzelnen Gruppen genauer
deﬁniert. B I bezeichnet beispielsweise eine Stadtautobahn [PW00].
Fu¨r die einzelnen Straßentypen der verschiedenen Kategoriegruppen sind Regel-
querschnitte (RQ) deﬁniert, die den prinzipiellen Aufbau der Straße bestimmen
[Nat03]. Wesentliche Merkmale sind dabei die Breite der einzelnen Fahrspuren, die
Anzahl der Fahrspuren, die Art der Trennung der beiden Fahrtrichtungen (z.B.
befestigter Mittelstreifen) und die Art der Fahrbahnbegrenzung nach außen (z.B.
Fußga¨ngerweg). Bild 3.2 zeigt einen solchen Regelquerschnitt, der bei den Stra-
ßentypen A I bis A IV und B II Anwendung ﬁndet. Es handelt sich um den Regel-
querschnitt RQ29,5. Die Zahl gibt hierbei die Gesamtbreite der Straße in Meter
an.
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SeitenstreifenRandstreifenFahrstreifen Trennstreifen bzw. Bankett
Bild 3.2: Regelquerschnitt fu¨r vierspurige Straße mit zwei Fahrtrichtungen
(RQ29,5)
Alle Zahlenangaben in Bild 3.2 sind in der Einheit Meter angegeben. Der Stra-
ßenquerschnitt wird in Fahrstreifen bzw. Fahrspuren, Randstreifen, Trennstreifen,
Seitenstreifen und Bankett unterteilt. Die einzelnen Fahrstreifen u¨bernehmen in
der Regel den ﬂießenden Verkehr. Randsteifen haben die Aufgabe, die seitlichen
Begrenzungsmarkierungen aufzunehmen und die Fahrbahnkante vor Abbru¨chen
zu schu¨tzen. Der Trennstreifen stellt die ra¨umliche Trennung der verschiedenen
Fahrtrichtungen her. Seitenstreifen werden normalerweise nicht fu¨r den ﬂießenden
Verkehr genutzt. Sie sind meistens nur fu¨r Notfa¨lle zum Abstellen liegen geblie-
bener Fahrzeuge vorgesehen. Das Bankett beschreibt die unbefestigte Randzone
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der Straße. Auf ihm ko¨nnen seitliche Leiteinrichtungen, wie z.B. Leitplanken, in-
stalliert werden. Neben dem Seitenstreifen bzw. anstatt des Seitenstreifens ko¨nnen
auch Rad- oder Gehwege die Straße beranden, was aber normalerweise nur inner-
orts bzw. bei Ortsverbindungsstraßen vorkommt.
Fu¨r das Umgebungsmodell wird die Straße vereinfachend in die einzelnen Fahr-
streifen, die zwei Seitenstreifen und den Mittelstreifen unterteilt. Der Randstreifen,
das Bankett, der Rad- oder Gehweg werden dem Mittel- bzw. Seitenstreifen zu-
gerechnet. Die Breiten der einzelnen Bereiche ko¨nnen im Prinzip beliebig gewa¨hlt
werden. Bei den in dieser Arbeit durchgefu¨hrten Simulationen bilden jedoch die
ga¨ngigen Regelquerschnitte die Richtlinie. In Anhang A.4 sind die Maße der ver-
wendeten Straßengeometrien aufgelistet.
Der Verlauf einer Straße kann im Modell aus beliebigen Kombinationen von ge-
raden und gekru¨mmten Teilstu¨cken erzeugt werden. Kurvenstu¨cke werden dabei
durch einen Kreisbogen angena¨hert. In Bild 3.3 ist ein Geraden- und ein Kur-
vensegment dargestellt. Die La¨nge l eines Geradenstu¨cks bzw. der Radius r ei-
ner Kurve und deren Winkel α werden bei der Generierung der Strecke fu¨r jedes
Segment vorgegeben. Bei der Dimensionierung von r ist darauf zu achten, dass
zula¨ssige Kurvenradien vom Typ der Straße bzw. von deren Entwurfsgeschwin-
digkeit abha¨ngt. Entsprechende Werte fu¨r r sind in [PW00] zu ﬁnden. Neben der
manuellen Erzeugung des Straßenverlaufs kann dieser auch zufa¨llig generiert wer-
den. Die entsprechenden Parameter der einzelnen Straßensegmente l bzw. r und α
werden dabei als normalverteilte Zufallsvariablen angesehen. Mittelwert, Standard-
abweichung, obere und untere Grenze der Verteilungen werden vor der Erzeugung
festgelegt. Auch die vorgegebene Ha¨uﬁgkeit von Kurven- und Geradensegmenten
wird durch eine Zufallsvariable beru¨cksichtigt.
l
(a) Geradensegment
α
r
(b) Kurvensegment
Bild 3.3: Verschiedene Straßensegmente
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Die einzelnen Fahrbahnteilstu¨cke inklusive Mittel-, Seitenstreifen und eventuelle
Geh- oder Fahrradwege werden durch ein einziges ebenes Polygon entsprechen-
den Ausmaßes beschrieben. Separate Geradenstu¨cke ko¨nnen dabei unterschiedliche
Steigungen haben, d.h. ein hu¨geliger Straßenverlauf kann entsprechend angena¨hert
werden. Kurvenstu¨cke haben gegenu¨ber dem globalen Koordinatensystem hinge-
gen immer die Steigung 0◦.
Der vertikale Aufbau von Straßen besteht fu¨r gewo¨hnlich aus mehreren Schich-
ten unterschiedlicher Materialien. Die einzelnen Lagen ko¨nnen von oben her ge-
sehen grob in Oberbau, Unterbau und Untergrund diﬀerenziert werden [VME98].
Haupteinﬂuss auf die Wellenausbreitung hat dabei der Oberbau, der meist aus
Asphalt oder Beton besteht. In den betrachteten Szenarien ist es in der Regel
ausreichend, nur diese oberste Schicht der Straße zu beru¨cksichtigen [Sch98]. Ei-
ne Ausnahme bildet jedoch die Situation, die entsteht, wenn sich bei Regen eine
du¨nne Wasserschicht auf der Fahrbahn bildet. Wie in Abschnitt 6.2.2.1 anhand
von Messungen gezeigt wird, beeinﬂusst diese Schicht das Reﬂexionsverhalten der
Fahrbahnoberﬂa¨che nachhaltig und wird daher durch eine geeignete Modellierung
beru¨cksichtigt (vgl. Abschnitt 4.3.2.2). Bei trockenen Verha¨ltnissen wird fu¨r die
Fahrbahn einheitlich das Material Beton verwendet. Die Materialparameter εr,ges,
µr und σh fu¨r Beton und Wasser sind der Literatur entnommen und in Anhang A.3
aufgelistet.
3.1.2 Modellierung der fahrbahnnahen Objekte
Fu¨r die Generierung der Umgebung werden relevante ruhende Objekte im na¨heren
Umfeld der Straße anhand vorgegebener Auftrittswahrscheinlichkeiten weitestge-
hend statistisch verteilt. Hierbei ist entscheidend, in welchem Szenario sich die
zuvor generierte Straße beﬁndet. Mo¨gliche Simulationsszenarien sind deshalb in
unterschiedliche Umgebungsklassen eingeteilt. Der Unterschied der einzelnen Klas-
sen a¨ußert sich prima¨r in den verschiedenen Ha¨uﬁgkeitsverteilungen der Objekte.
Durch Anpassen der zugeho¨rigen Auftrittswahrscheinlichkeiten ko¨nnen so prinzi-
piell beliebige Umgebungsklassen deﬁniert werden.
Allgemein ko¨nnen Verkehrsszenarien grob in inner- und u¨bero¨rtlichen Straßen-
verkehr eingeteilt werden. In [MFW03] und [MFW02] sind umfangreiche Messun-
gen des Fahrzeug-Fahrzeug-Kanals fu¨r die zwei innero¨rtlichen Umgebungen urban
und suburban und die zwei u¨bero¨rtlichen Szenarien Autobahn und Landstraße be-
schrieben. Die Ergebnisse aus den Messungen zeigen, dass sich der urbane und
der suburbane Kanal sehr a¨hnlich verhalten. Gleiches gilt fu¨r die Szenarien Au-
tobahn und Landstraße. Im Rahmen dieser Arbeit werden daher lediglich die als
repra¨sentativ angesehenen Umgebungsklassen urbanes Gebiet und Autobahn na¨her
betrachtet. Das Kanalmodell wird in Kapitel 6 explizit fu¨r diese beiden Klassen
veriﬁziert.
Die stochastische Erzeugung und Verteilung der Objekte ermo¨glicht die eﬃziente
Generierung einer Vielzahl von Umgebungen mit nahezu denselben statistischen
Eigenschaften. Ihr Unterschied liegt prima¨r in den verschiedenen Positionen der
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einzelnen Objekte. Deren jeweiliger prozentualer Anteil hat dabei jedoch immer
dieselbe Gro¨ßenordnung. Typische, durch das Verkehrsmodell generierte Verkehrs-
zenarien werden in die so generierten Umgebungen eingebettet. Ein und dasselbe
Verkehrsgeschehen kann auch fu¨r unterschiedliche Umgebungen mehrmals verwen-
det werden.
Fu¨r das Umgebungsmodell wird das na¨here Umfeld der Straße in drei Zonen
unterteilt. Die erste Zone beinhaltet die eigentliche Fahrbahn. Auf ihr beﬁnden
sich lediglich bewegte Fahrzeuge, die durch das Verkehrsmodell generiert werden.
Die Grenze zwischen Fahrbahn und Peripherie bzw. das Gebiet unmittelbar seitlich
neben der Fahrbahn wird Zone 2 zugeordnet. Je nach Straßentyp ist dieser Bereich
ha¨uﬁg durch einen Seitenstreifen und bzw. oder einen Fußga¨ngerweg bestimmt. Da
diese Zone zum Straßenbereich za¨hlt, ergibt sich ihre Gro¨ße aus dem verwendeten
Regelquerschnitt. Objekte in diesem Bereich, werden durch das Umgebungsmodell
erzeugt und statistisch verteilt. Folgende relevante Objekte werden beru¨cksichtigt:
• parkende Fahrzeuge (Pkw und Lkw)
• Verkehrsschilder verschiedener Gro¨ße
• Schilderbru¨cken
• Leitplanken
• Leerraum
Der dritte Bereich beschreibt die Zone neben der Straße, d.h. neben dem Sei-
tenstreifen bzw. Fußga¨ngerweg. Deren Ausdehnung ist nach außen hin prinzipiell
nicht eingeschra¨nkt. Fu¨r die praktische Anwendung wird diese jedoch auf 100m
begrenzt. Die zugeho¨rige Bodenﬂa¨che und die angrenzende Straße liegen in einer
Ebene. Ihre Materialeigenschaften ha¨ngen von der gewa¨hlten Umgebungsklasse
ab. Vereinfachend wird allgemein Betonboden innerorts und Ackerboden außer-
halb geschlossener Ortschaften angesetzt. Die zugeho¨rigen Materialparameter sind
in Anhang A.3 zu ﬁnden. Verschiedene Objekte, die durch das Umgebungsmodell
in Zone 3 verteilt werden, sind:
• Geba¨ude
• Vegetation (Ba¨ume bzw. Bu¨sche)
• Bru¨cken
• Leerraum
Das Objekt Leerraum beschreibt in beiden Zonen eine Freiﬂa¨che, auf der sich
keine physikalischen Objekte beﬁnden. Bei der Generierung der aufgeza¨hlten Ob-
jekte werden Zone 2 und 3 getrennt voneinander behandelt. Die Verteilung der
darin enthaltenen Objekte erfolgt, wie bereits erwa¨hnt, gema¨ß den zugeho¨rigen
Auftrittswahrscheinlichkeiten, wobei die Summe aller Objektwahrscheinlichkeiten
36
3.1 Modellansatz
pro Zone eins ergeben muss. Anhand des Betrags der einzelnen Objektwahrschein-
lichkeiten wird jedem Objekt ein nicht u¨berlappender a¨quivalenter Wertebereich
zwischen null und eins zugewiesen. Durch Ziehen einer (0; 1)-gleichverteilten Zu-
fallsvariablen und anschließendem Vergleich mit dem Wertebereich der einzelnen
Objekte wird der Typ der Objekte, die nacheinander entlang der Straße platziert
werden, stochastisch bestimmt. In Anhang A.4 sind die Auftrittswahrscheinlich-
keiten der genannten Objekte fu¨r die beiden Umgebungsklassen urbanes Gebiet
und Autobahn aufgelistet. Soweit mo¨glich sind die zugeho¨rigen Zahlenwerte der
Literatur entnommen [Do¨t00], [Rit01]. In den u¨brigen Fa¨llen werden realistische
Annahmen gemacht.
Die Objekte Bru¨cke und Schilderbru¨cke nehmen bei der Platzierung eine Son-
derrolle ein, da sie nicht stochastisch sondern deterministisch (manuell) erzeugt
werden, d.h. ihre Position wird bei der Generierung der Umgebung fest vorgege-
ben. Hierfu¨r gibt es zwei Gru¨nde. Zum einen sind die Auftrittswahrscheinlichkei-
ten der beiden Objekte im Allgemeinen so gering, dass deren zufa¨lliges Auftre-
ten die statistische Signiﬁkanz des Szenarios bezu¨glich einer bestimmten Umge-
bungsklasse sto¨ren wu¨rde. Weiterhin sind Bru¨cken und Schilderbru¨cken durch ihre
fahrbahnu¨bergreifende Geometrie sehr gut fu¨r die Installation von Zugangsknoten
(Access Points) geeignet, die den fahrzeuggetragenen Ad-hoc-Netzwerken als Zu-
gang zum Festnetz dienen [FWMW03]. Fu¨r entsprechende Untersuchungen (siehe
Abschnitt 7.3.2) des zugeho¨rigen Funkkanals ist eine angepasste Positionierung der
beiden Objekte notwendig. Da Leitplanken meist durchgehend u¨ber eine la¨ngere
Strecke der Straße vorhanden sind, werden sie ebenfalls außerhalb der stochasti-
schen Erzeugung der Objekte positioniert.
Die Modelle fu¨r die einzelnen Objekte in Zone 2 und 3 sind jeweils in Bild 3.4
und 3.5 dargestellt. Fu¨r parkende Fahrzeuge werden dieselben Modelle verwendet,
wie fu¨r bewegte. Da diese bereits in Abschnitt 2.3 beschrieben sind, wird an die-
ser Stelle auf eine nochmalige Darstellung verzichtet. Bei der Wahl des Typs des
parkenden Fahrzeugs wird allgemein von einem 5%igen Anteil an Lkws ausgegan-
gen [Bund05]. Der Rest verteilt sich gleichma¨ßig auf die verschiedenen Pkw-Typen
(vgl. Abschnitt 2.3). Parkende Fahrzeuge werden direkt neben der Fahrbahn auf
SchilderbrückeVerkehrsschild Leitplanke
Bild 3.4: Objektmodelle fu¨r Zone 2
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Gebäude BrückeBaum, Strauch
Bild 3.5: Objektmodelle fu¨r Zone 3
dem Seitenstreifen positioniert. Ihr relativer Abstand zum a¨ußeren Fahrbahnrand
variiert dabei geringfu¨gig, vorgegeben durch eine normalverteilte Zufallszahl.
Verkehrsschilder sind vereinfachend in große und kleine Schilder eingeteilt. Die
eigentliche Schildertafel wird bei beiden als rechteckige ideal leitende (PEC) Me-
tallplatte modelliert (siehe Anhang A.3), wobei Halterungen bzw. Standrohre ver-
nachla¨ssigt sind. Positioniert werden Verkehrsschilder in Abha¨ngigkeit des Ver-
kehrsszenarios direkt neben der Fahrbahn bzw. dem Seitenstreifen. Schilderbru¨cken
und Leitplanken bestehen ebenfalls vollsta¨ndig aus PEC Material. Bei Schilder-
bru¨cken wird fu¨r Halterungen und Standrohre Vierkantproﬁl angesetzt. Die Leit-
planken werden wie Verkehrsschilder auf der Grenze zwischen Zone 2 und 3 posi-
tioniert. Ihre Platzierung ist auch auf dem Mittelstreifen mo¨glich. In Kurvenseg-
menten einer Straße wird der gekru¨mmte Verlauf der Leitplanken durch gerade
Teilstu¨cke angena¨hert. Die Maße der einzelnen Schildertypen und der Leitplanken
sind in Anhang A.4 beschrieben, wobei die Breite von Schilderbru¨cken mit der
Breite der Straße variiert.
Geba¨ude sind vereinfachend als Quader bestehend aus Beton modelliert. Ho¨he,
Breite und Tiefe der Quader werden anhand vorgegebener Verteilungsfunktionen
statistisch fu¨r jedes erzeugte Geba¨ude neu ermittelt, um die in der Realita¨t vorkom-
menden zugeho¨rigen Variationen zu beru¨cksichtigen. Der Abstand der Geba¨ude zur
Straße ist ebenfalls eine statistische Gro¨ße. Die Parameter der zugeho¨rigen Vertei-
lungsfunktionen sind in Anhang A.4 zu ﬁnden.
Am Straßenrand beﬁndliche Ba¨ume und Stra¨ucher sind allgemein unter dem Be-
griﬀ Vegetation zusammengefasst. Sie werden ebenfalls stark abstrahiert als Qua-
der beschrieben und unterliegen bezu¨glich ihrer Abmaße und ihrem Abstand zur
Straße a¨hnlichen statistischen Variationen wie die Geba¨ude (vgl. Anhang A.4).
Die fu¨r die Wellenausbreitung wichtigen Streuparameter der Vegetation (vgl. Ab-
schnitt 4.3.4.2) sind in Anhang A.3 zu ﬁnden. Bru¨cken bestehen aus einer Reihe
von Betonquadern, deren Gro¨ße nur von dem verwendeten Straßentyp bzw. der
Straßenbreite abha¨ngt. Die Position einer Bru¨cke wird, wie bereits beschrieben,
fest vorgegeben.
Beispiele fu¨r Szenarien der in dieser Arbeit relevanten Umgebungsklassen urba-
nes Gebiet und Autobahn sind im na¨chsten Abschnitt dargestellt.
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3.2 Typische Realisierungen der relevanten
Umgebungsklassen
Die Bilder 3.6 und 3.7 zeigen jeweils eine repra¨sentative Realisierung fu¨r ein ur-
banes Straßenverkehrsszenario und eine Autobahnumgebung. In beiden Fa¨llen be-
steht die Straße aus einem 1000m langen geraden Abschnitt, wobei in den Bildern
nur etwa 300m zu sehen sind. Die zugeho¨rigen Auftrittswahrscheinlichkeiten der
einzelnen Umgebungsobjekte sind fu¨r beide Szenarien in Anhang A.4 aufgelistet.
Im urbanen Gebiet (Bild 3.6) ist fu¨r die Verkehrssimulation eine vierspurige Haupt-
verkehrsstraße mit einer hohen Verkehrsbelastung von 4000 Fzg/h angenommen.
Die zugeho¨rigen mittleren Werte fu¨r Pkws und Lkws sind unterschiedlich fu¨r die
einzelnen Fahrspuren gewa¨hlt, wobei die Gesamtlast pro Spur gleich bleibt. Auf
der rechten Spur sind 40% und auf der linken 5% der Fahrzeuge Lkws. In Bild 3.6
sind deutlich die Geba¨ude mit unterschiedlicher Gro¨ße und unterschiedlichem Ab-
stand zur Fahrbahn zu erkennen. Direkt neben der Fahrbahn beﬁndet sich eine
Anzahl von parkenden Fahrzeugen und kleinen Straßenschildern. Vereinzelt treten
Ba¨ume am Straßenrand auf.
Bäume
Gebäude
parkende Fahrzeuge
Schilder
bewegte Fahrzeuge
Bild 3.6: Realisierung eines Verkehrsszenarios fu¨r die Umgebungsklasse urbanes
Gebiet
Fu¨r die Autobahnumgebung in Bild 3.7 wird ein sechsspuriges Szenario mit ei-
ner gesamten Verkehrsbelastung von 6000 Fzg/h angenommen. Die Belastung ist
zu gleichen Teilen auf die einzelnen Fahrspuren verteilt. Auf der rechten Spur
sind fu¨r die Verkehrssimulation 40%, auf der mittleren 5% und auf der linken
keine Lkws angesetzt. Im Gegensatz zum urbanen Szenario sind nicht Geba¨ude,
sondern Ba¨ume und Stra¨ucher die ha¨uﬁgsten Objekte neben der Fahrbahn.
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Teilweise treten große Verkehrsschilder am Straßenrand auf. Deutlich zu erkennen
sind die Leitplanken, die in der Mitte die beiden Fahrtrichtungen trennen.
Bäume,
Sträucher
Schilder
bewegte Fahrzeuge
Leitplanken
Bild 3.7: Realisierung eines Verkehrsszenarios fu¨r die Umgebungsklasse Autobahn
Die Ergebnisse zeigen, dass das Umgebungsmodell zusammen mit dem Straßen-
verkehrsmodell sehr realistische Verkehrsszenarien generiert.
3.3 Zusammenfassung
Der in diesem Kapitel vorgestellte Ansatz liefert mittels stochastischer Verfah-
ren ein vollsta¨ndig dreidimensionales Modell der na¨heren Umgebung der Straße.
Relevante Objekte, wie Geba¨ude oder parkende Fahrzeuge, werden dabei anhand
vorgegebener Ha¨uﬁgkeitsverteilungen statistisch verteilt. Durch Anpassung der zu-
geho¨rigen Auftrittswahrscheinlichkeiten der einzelnen Objekte ko¨nnen verschiede-
ne Umgebungen erzeugt werden. Entsprechende Werte fu¨r die in dieser Arbeit re-
levanten Umgebungsklassen urbanes Gebiet und Autobahn sind in Anhang A.4 zu
ﬁnden. Durch den stochastischen Ansatz ko¨nnen fu¨r eine vorgegebene Klasse eine
Vielzahl von unterschiedlichen Umgebungen mit gleichen statistischen Eigenschaf-
ten erzeugt werden. Zusammen mit den im Verkehrsmodell generierten bewegten
Fahrzeugen (vgl. Kapitel 2) liefert das Umgebungsmodell realistische Zeitserien
von hochdynamischen Straßenverkehrsumgebungen. Durch die hohe Variabilita¨t
der einzelnen Modelle ko¨nnen alle wichtigen Verkehrsszenarien erzeugt werden. Die
resultierenden Zeitserien der sich a¨ndernden Umgebung dienen als Eingabedaten
fu¨r die Berechnung der Wellenausbreitung, die die zeitvariante Kanalimpulsantwort
liefert.
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Die Berechnung der Mehrwegeausbreitung (vgl. Abschnitt 1.3) in den erzeugten
Verkehrsszenarien liefert hochaufgelo¨ste Zeitserien von Impulsantworten, die den
Funkkanal vollsta¨ndig beschreiben. Strahlenoptische Verfahren bieten hierzu ein
ideales Werkzeug, da sie im relevanten Frequenzbereich (u¨ber 1GHz) genaue Vor-
hersagen der Mehrwegeausbreitung bei vertretbarem Rechenaufwand zulassen.
Die strahlenoptische Modellierung der Wellenausbreitung la¨sst sich grob in zwei
Schritte unterteilen. Geeignete Strahlsuch- bzw. Strahlverfolgungsverfahren (engl.
ray-tracing) berechnen zuna¨chst die Interaktionspunkte der elektromagnetischen
Welle mit den Objekten in der zu simulierenden Umgebung. Diese Punkte le-
gen den geometrischen Verlauf der einzelnen Mehrwegepfade fest. Jeder Mehr-
wegepfad ist dabei eindeutig durch die Position der durchlaufenen Interaktions-
punkte und die zugeho¨rigen Ausbreitungspha¨nomene bestimmt. In einem zweiten
Schritt werden anhand verschiedener strahlenoptischer Modelle fu¨r die einzelnen
Ausbreitungspha¨nomene, wie Reﬂexion, Beugung und Streuung, die polarimetri-
schen U¨bertragungsmatrizen zu jedem Pfad berechnet. Beides zusammen bestimmt
die individuellen Pfadparameter, wie z.B. Da¨mpfung, Doppler-Verschiebung und
Verzo¨gerung. Durch Superposition aller Pfade am Empfangsort kann die zugeho¨ri-
ge Impulsantwort des Kanals bestimmt werden (vgl. Abschnitt 5.1).
Die Theorie der modernen geometrischen Optik (engl. geometrical optics, GO),
die eine koha¨rente vollpolarimetrische Beschreibung elektromagnetischer Wellen
zula¨sst, ist in der vorliegenden Arbeit die Basis fu¨r die Modellierung der Wel-
lenausbreitung. Auf die grundlegenden Ansa¨tze der GO wird im Folgenden kurz
eingegangen. Danach erfolgt die Beschreibung der fu¨r das Kanalmodell relevanten
Ausbreitungspha¨nomene und der zugeho¨rigen Modelle. Abschließend werden die
verwendeten Ray-Tracing-Algorithmen erla¨utert.
4.1 Grundlagen der Geometrischen Optik
Die theoretischen Grundlagen in diesem Abschnitt sind in diversen Lehrbu¨chern
sehr genau beschrieben [Bal89], [MPM90], [BW64]. Um dem Leser jedoch einen
schnellen U¨berblick zu verschaﬀen, werden die wichtigsten Gleichungen und
Ansa¨tze im Folgenden in einer einheitlichen Nomenklatur zusammengefasst.
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Die Basis fu¨r alle Untersuchungen elektromagnetischer Felder bilden die be-
kannten Maxwell-Gleichungen [Bal89]. Eine exakte Beschreibung der Ausbreitung
elektromagnetischer Wellen in einem bestimmten Szenario ist nur durch deren
Lo¨sung erreichbar, was bei praktischen Anwendungen im Allgemeinen nicht ana-
lytisch mo¨glich ist. Auch numerische Verfahren scheitern aus Eﬃzienzgru¨nden bei
Problemstellungen, die wesentlich gro¨ßer als einige Wellenla¨ngen1 im untersuchten
Frequenzbereich sind. Abhilfe schaﬀen so genannte asymptotische Ansa¨tze, bei de-
nen das Grenzverhalten des Feldes fu¨r hohe Frequenzen ausgenutzt wird [MPM90].
Die Anwendung dieser Verfahren ermo¨glicht wesentliche Vereinfachungen bei der
formalen Beschreibung der Wellenausbreitung. Dies erlaubt es erst, elektrisch sehr
große Probleme, wie sie in dieser Arbeit vorliegen, eﬃzient und genau zu berechnen.
Die moderne geometrische Optik ist ein wichtiger Vertreter dieser asymptoti-
schen Verfahren. Sie bildet die Grundlage fu¨r diverse weitere Ansa¨tze, wie z.B. die
verallgemeinerte geometrische Beugungstheorie (engl. uniform geometrical theory
of diﬀraction, UTD, vgl. Abschnitt 4.3.3). Die Theorie der modernen GO kann als
Erweiterung der klassischen GO gesehen werden, deren vollsta¨ndige mathematische
Beschreibung Mitte des 19. Jahrhunderts durch W. Hamilton geschaﬀen wurde
[BW64]. Im klassischen Ansatz wird die Ausbreitung von Licht (d.h. hochfrequen-
ter elektromagnetischer Wellen) durch so genannte optische Strahlen (engl. rays)
beschrieben. Dabei werden jedoch lediglich die geometrischen Aspekte der Ausbrei-
tung der Welle durch optische Systeme, wie beispielsweise Linsen, beru¨cksichtigt.
Da es hierbei keinerlei Verbindung zu den erst einige Jahrzehnte spa¨ter postulier-
ten Maxwell-Gleichungen gibt, sind charakteristische Eigenschaften elektromagne-
tischer Wellen, wie Phase, Interferenz und Polarisation, in dieser Theorie nicht
enthalten. Hier setzt die moderne GO an. Durch ihre enge Verknu¨pfung mit den
Maxwell-Gleichungen sind die charakteristischen Welleneigenschaften inha¨rent mit
beru¨cksichtigt. Trotz der unterschiedlichen Ansa¨tze bei klassischer und moderner
GO ko¨nnen aus Letzterer die klassischen geometrischen Eigenschaften hochfre-
quenter Wellen hergeleitet werden. Im Folgenden wird die moderne GO deshalb
allgemein als geometrische Optik bezeichnet, da sie beide Theorien in sich vereint.
Der Gu¨ltigkeitsbereich der GO ist nicht allein von der Frequenz abha¨ngig. Viel-
mehr ist Voraussetzung, dass die im Ausbreitungsmedium enthaltenen Streuob-
jekte groß gegenu¨ber der Wellenla¨nge sind, wobei sich zusa¨tzlich deren Ober-
ﬂa¨chenstruktur u¨ber eine Wellenla¨nge hinweg kaum a¨ndern darf. Weiterhin mu¨ssen
die Materialeigenschaften des Ausbreitungsmediums im Bereich einer Wellenla¨nge
na¨herungsweise konstant sein [MPM90]. Fu¨r die Problemstellung in der vorliegen-
den Arbeit sind diese Voraussetzungen in guter Na¨herung fu¨r Frequenzen oberhalb
1GHz erfu¨llt.
Im Folgenden werden die Grundlagen zur theoretischen Beschreibung elektro-
magnetischer Wellen kurz angesprochen. Anschließend werden die formalen Eigen-
schaften des GO-Feldes hergeleitet. Die Resultate sind die Grundlage fu¨r die in
Abschnitt 4.3 beschriebenen Ausbreitungspha¨nomene.
1Diese Probleme werden in der Regel als elektrisch groß bezeichnet.
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4.1.1 Theoretische Grundlagen der Wellenausbreitung
Bei den folgenden Betrachtungen wird davon ausgegangen, dass das Ausbreitungs-
medium homogen, isotrop2, linear und quellenfrei ist. Diese Annahmen sind fu¨r das
Kanalmodell in der vorliegenden Arbeit erfu¨llt.
Die elektromagnetischen Feldgro¨ßen sind innerhalb der Maxwell-Gleichungen
durch ein System gekoppelter partieller Diﬀerentialgleichungen bezu¨glich der Zeit t
und dem Ort r beschrieben [Bal89]. Da es sich um ein lineares System handelt, zei-
gen die Feldgro¨ßen bei Annahme einer komplexen, harmonischen Zeitabha¨ngigkeit
der Form3 ej2πft fu¨r die Feldursachen (Quellen) ebenfalls diese Zeitabha¨ngigkeit.
Mit den oben gemachten Voraussetzungen ergibt sich aus den Maxwell-Gleichungen
durch geeignete Umformung die Frequenzbereichsdarstellung der vektoriellen Wel-
lengleichungen (Helmholtz-Gleichungen) fu¨r die komplexen Amplituden des elek-
trischen und des magnetischen Feldes zu:
∆ E(r, f) + k2 E(r, f) = 0 (4.1a)
∆ H(r, f) + k2 H(r, f) = 0 (4.1b)
∆ bezeichnet hierbei den Laplace-Operator und k ist die Wellenzahl. k ha¨ngt hier-
bei von den elektromagnetischen Eigenschaften des Ausbreitungsmediums ab. Im
Falle isotroper Medien sind diese durch die skalaren Materialkenngro¨ßen Permit-
tivita¨t ε = εrε0, Permeabilita¨t µ = µrµ0 und elektrische Leitfa¨higkeit κ bestimmt.
Die Permittivita¨t beschreibt dabei die dielektrischen und die Permeabilita¨t die
magnetischen Eigenschaften des Materials. ε0 und µ0 sind die entsprechenden Re-
ferenzwerte fu¨r Vakuum. Die relativen Werte εr und µr geben das Verha¨ltnis dieser
Gro¨ßen im Vergleich zu Vakuum an. Im Allgemeinen ist es sinnvoll, die beiden elek-
trischen Gro¨ßen εr und κ in einer eﬀektiven relativen Gesamtpermittivita¨t εr,ges
zusammenzufassen. Diese und die relative Permeabilita¨t ergeben sich zu:
εr,ges = ε
′
r − jε′′r − j κ2πfε0 = ε
′
r,ges − jε′′r,ges (4.2a)
µr = µ
′
r − jµ′′r (4.2b)
Der Imagina¨rteil von εr,ges fasst hierbei dielektrische (ε
′′
r ) und Ohm’sche Verlus-
te (κ) zusammen. Da es keine magnetischen Stro¨me gibt, sind die magnetischen
Verluste nur durch µ′′r bestimmt. Die Wellenzahl k aus (4.1) ist mit (4.2) durch
k = 2πf
√
εr,gesε0µrµ0 =
2πf
c0
√
εr,gesµr =
2π
λ0
√
εr,gesµr = k0
√
εr,gesµr
mit c0 =
1√
ε0µ0
= λ0f und k0 =
2π
λ0
(4.3)
bestimmt. c0, λ0 und k0 sind hierbei die Lichtgeschwindigkeit, die Wellenla¨nge
und die Wellenzahl im Vakuum. Der Faktor n =
√
εr,gesµr wird als komplexer
Brechungsindex des Mediums bezeichnet.
2unabha¨ngig von der Richtung der Feldvektoren
3f ist die Frequenz der Erregung.
43
Kapitel 4 Strahlenoptische Modellierung der Wellenausbreitung
Bei bekannter komplexer Lo¨sung der Wellengleichung (4.1), ko¨nnen durch Re-
alteilbildung die reellen zeit- und ortsabha¨ngigen Felder fu¨r eine feste Frequenz
f = fc aus
E(r, t, fc) = Re
n
E(r, fc)e
j2πfct
o
(4.4a)
H(r, t, fc) = Re
n
H(r, fc)e
j2πfct
o
(4.4b)
berechnet werden.
Die einfachste Lo¨sung von (4.1) ist die homogene ebene Welle. Da E und H stets
u¨ber die Maxwell-Gleichungen verkoppelt sind, ergeben sich folgende Gleichungen
fu¨r die komplexen Feldamplituden:
E(r, f) = E0e
−jkr = E0e
−jkekr (4.5a)
H(r, f) =
k × E(r, f)
kZF
=
ek × E0
ZF
e−j
kr = H0e
−jkekr (4.5b)
Die Ausbreitungsrichtung der Welle ist hierbei durch den Wellenzahlvektor k bzw.
den zugeho¨rigen Einheitsvektor ek deﬁniert. E0 und H0 sind konstante Feldvekto-
ren und durch die gegebenen Randbedingungen bei der Lo¨sung von (4.1) bestimmt.
Da E und H jeweils senkrecht zueinander und senkrecht zur Ausbreitungsrichtung
stehen, handelt es sich um eine so genannte TEM4-Welle. ZF beschreibt den kom-
plexen Feldwellenwiderstand und ist gegeben durch das Verha¨ltnis der zu E0 und
H0 geho¨renden komplexen Feldamplituden E0 bzw. H0. Es gilt folgender Zusam-
menhang:
ZF =
E0
H0
=
2πfµrµ0
k
= ZF0
r
µr
εr,ges
mit ZF0 =
r
µ0
ε0
≈ 120π Ω ≈ 377Ω
(4.6)
ZF0 ist der Feldwellenwiderstand im Vakuum.
Der Transport von Energie durch eine Welle wird mit Hilfe des Pointing-Vektors
beschrieben. Fu¨r zeitharmonische Vorga¨nge ist dessen reelle bzw. komplexe Deﬁ-
nition:
S(r, t, fc) = E(r, t, fc)× H(r, t, fc) (4.7a)
S(r, f) =
1
2
E(r, f)× H∗(r, f) (4.7b)
Der zeitliche Mittelwert des reellen Pointing-Vektors S(r, t, fc) ergibt sich hier-
bei fu¨r f = fc aus dem Realteil des komplexen Pointing-Vektors: S(r, t, fc) =
Re
˘
S(r, fc)
¯
. Der Betrag des mittleren reellen Pointing-Vektors
˛˛˛
S(r, t, fc)
˛˛˛
be-
schreibt die Wirkleistung pro Fla¨chenelement (Fla¨chenleistungsdichte), die in Rich-
tung des Pointing-Vektors transportiert wird.
4transversal elektromagnetisch
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4.1.2 Formale Beschreibung der geometrischen Optik
In einem Ansatz von Luneberg und Kline wird das elektrische und magnetische
Feld in (4.1) in eine Laurent-Reihe bezu¨glich der Frequenz f entwickelt, was die
Grundlage fu¨r die spa¨tere Hochfrequenzapproximation des Feldes bildet [MPM90].
Fu¨r E und H gilt
E(r, f) ∝ e−jkΨ(r)
∞X
n=0
En(r)
(j2πf)n
(4.8a)
H(r, f) ∝ e−jkΨ(r)
∞X
n=0
Hn(r)
(j2πf)n
, (4.8b)
wobei Ψ(r) die so genannte Phasenfunktion des Feldes ist und k die in (4.3) be-
schriebene Wellenzahl darstellt. Es sei darauf hingewiesen, dass En(r), Hn(r) und
Ψ(r) nur vom Ort r und nicht von der Frequenz f abha¨ngen. La¨sst man die Fre-
quenz gegen unendlich gehen (f →∞), bleibt nur noch der erste Term der Summe
(n = 0) u¨brig. Dieser verbleibende Ausdruck wird im Allgemeinen als geometrisch-
optisches Feld bezeichnet. Die zugeho¨rigen GO-Feldkomponenten ergeben sich zu:
E(r) ∝ E0(r)e−jkΨ(r) (4.9a)
H(r) ∝ H0(r)e−jkΨ(r) (4.9b)
Da E(r) und H(r) Lo¨sungen der Wellengleichung sein mu¨ssen, ko¨nnen durch Ein-
setzen von (4.9) in (4.1) Gleichungen und Bedingungen fu¨r die Bestimmung von
E0(r), H0(r) und Ψ(r) hergeleitet werden.
Bei den folgenden Betrachtungen wird dafu¨r das Ausbreitungsmedium, wie
im letzten Abschnitt, als homogen, isotrop, linear und quellenfrei angenommen.
Zusa¨tzlich ist die Verlustfreiheit des Mediums vorausgesetzt. Fu¨r die praktische
Anwendung ko¨nnen die resultierenden Verfahren jedoch durch Beru¨cksichtigung
zusa¨tzlicher Da¨mpfungsfaktoren in guter Na¨herung auch auf verlustbehaftete Aus-
breitungsmedien angewendet werden (vgl. Abschnitt 4.3.1).
Die Verlustfreiheit des Ausbreitungsmediums fu¨hrt dazu, dass Ψ(r) und k re-
elle Gro¨ßen sind. Der Exponentialterm in (4.9) beschreibt demnach nur die Pha-
sena¨nderung des Feldes bezu¨glich r. Es ist ersichtlich, dass die durch Ψ(r) = const
beschriebenen Fla¨chen, Fla¨chen konstanter Phase (A¨quiphasenﬂa¨chen) des Feldes
sind. Die Vektoren E(r) und H(r) stehen jeweils senkrecht zueinander und sind pa-
rallel zu den A¨quiphasenﬂa¨chen. Durch die Bestimmung des zeitlichen Mittelwertes
des zu (4.9) geho¨renden Pointing-Vektors und einigen zusa¨tzlichen Umformungen
kann die Richtung des Leistungsﬂusses des GO-Feldes s(r) direkt aus Ψ(r) folgen-
dermaßen abgeleitet werden:
s(r) = gradΨ(r) mit |gradΨ(r)|2 = 1 (4.10)
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Der Gradient von Ψ(r) deﬁniert dabei die Richtung der so genannten geometrisch-
optischen Strahlen, welche die Ausbreitungsrichtung bzw. den Verlauf des Aus-
breitungspfades der zugeho¨rigen Welle bestimmt. |gradΨ(r)|2 = 1 ist auch als
Eikonal-Gleichung bekannt.
Alle GO-Strahlen verlaufen nach (4.10) entlang des Leistungsﬂusses und stehen
senkrecht auf den A¨quiphasenﬂa¨chen bzw. senkrecht zu E(r) und H(r). Die Energie
wird daher nur senkrecht zu den A¨quiphasenﬂa¨chen transportiert und nicht paral-
lel5. In Bild 4.1 ist dieser Sachverhalt dargestellt. Gezeigt ist eine Strahlro¨hre (engl.
ray tube), die aus einem axialen Strahl und einer Reihe von benachbarten Strah-
len besteht, welche die Strahlro¨hre beranden. Da keine Energie senkrecht zu den
Strahlen transportiert wird, bleibt der Leistungsﬂuss innerhalb einer Strahlro¨hre
erhalten, d.h. die Leistung, die durch die Fla¨che dA0 an einem Referenzpunkt s = 0
transportiert wird, ist gleich dem Leistungsﬂuss durch die Fla¨che dAs beim Punkt
s.
dA0
axialer Strahl
s = 0
sJ
s
dAs
Bild 4.1: Strahlro¨hre um einen axialen Strahl
Fu¨r die praktische Anwendung werden im Allgemeinen einzelne axiale Strahlen,
die von einer inﬁnitesimalen Strahlro¨hre umgeben sind, betrachtet. Die Strahlen
in der unmittelbaren Na¨he des axialen Strahls werden paraxiale Strahlen genannt.
Das Konzept der inﬁnitesimalen Strahlro¨hren erlaubt eine eindeutige Berechnung
der Phase, der Amplitude und der Polarisation entlang der Ausbreitungsrichtung
des Strahls. Bei der Berechnung der Wellenausbreitung in einem gegebenen Sze-
nario werden alle Mehrwegepfade und die zugeho¨rigen Teilwellen durch solche
Strahlro¨hren bzw. durch die zugeho¨rigen axialen Strahlen beschrieben.
E(r), H(r) und s(r) stehen an jedem Punkt s eines Strahles gegenseitig senkrecht
aufeinander. Ein Vergleich mit der durch (4.5) beschriebenen ebenen Welle zeigt,
dass sich GO-Felder unter den gemachten Voraussetzungen entlang eines Strahles
wie eine ebene Welle verhalten. Diese Eigenschaft beschra¨nkt sich jedoch lediglich
5Dies gilt nur fu¨r verlustfreie Medien.
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auf eine kleine Umgebung um den axialen Strahl. Das letztendlich durch theoretisch
unendlich viele Strahlen bestimmte gesamte GO-Feld verha¨lt sich im Allgemeinen
nicht wie eine ebene Welle. Man bezeichnet das GO-Feld daher nur als lokal eben.
GO-Strahlen verlaufen fu¨r beliebige Ausbreitungsmaterialien in der Regel auf
gekru¨mmten Pfaden. Diese ko¨nnen allgemein nach dem Fermat’schen Prinzip be-
rechnet werden [GW98], [BW64], das seinen Ursprung in der klassischen GO hat
und durch folgendes Variationsproblem gegeben ist:
δLopt = δ
Z s2
s1
n(s)ds = 0 (4.11)
Das Integral ergibt dabei die optische Wegla¨nge Lopt des Strahls zwischen den
beliebigen Punkten s1 und s2, wobei n(s) den Brechungsindex des Ausbreitungs-
mediums am Ort s entlang des Strahls beschreibt. Der Verlauf der Strahlenbahn
wird durch die Bedingung, dass die Variation der optischen Wegla¨nge δLopt iden-
tisch Null ist, eindeutig bestimmt. D.h. Lopt muss bei geringfu¨giger A¨nderung des
Pfadverlaufs stationa¨r bleiben. In den meisten Fa¨llen beschreibt dieser stationa¨re
Punkt ein Minimum von Lopt, wobei ein Maximum oder ein Sattelpunkt eben-
falls mo¨glich sind. Fu¨r homogene Medien mit n(s) = const vereinfachen sich die
Strahlenpfade zu Geraden.6
Die Phase des zu einem Strahl geho¨renden GO-Feldes an einem beliebigen Be-
obachtungspunkt s bezu¨glich des Referenzpunktes s = 0 wird im Fall homoge-
ner Medien durch die zugeho¨rige geometrische Linienla¨nge Lgeom = s bestimmt
(vgl. Bild 4.1). Am Beobachtungspunkt ist die entsprechende Phasenfunktion ge-
geben durch:
Ψ(s) = Ψ(0) + s (4.12)
Ψ(0) beschreibt dabei den Referenzwert der Phasenfunktion bei s = 0. Mit (4.9)
berechnet sich der Phasenterm des Feldes am Beobachtungspunkt s zu:
e−jkΨ(s) = e−jkΨ(0)e−jks (4.13)
kΨ(0) gibt dabei die Referenzphase bei s = 0 wieder. Ein Vergleich mit (4.5) zeigt,
dass sich die Phase des GO-Feldes entlang eines Strahls analog zur Phase einer
ebenen Welle verha¨lt.
Die Bestimmung der A¨nderung der Feldamplitude entlang eines Strahls ha¨ngt
direkt mit dem Leistungsﬂuss durch die zugeho¨rige inﬁnitesimale Strahlro¨hre zu-
sammen. Man betrachtet hierzu zwei A¨quiphasenﬂa¨chen Ψ(s) = const, die sich am
Referenzpunkt s = 0 bzw. am Beobachtungspunkt in der Entfernung s beﬁnden.
Es resultiert eine so genannte astigmatische Strahlro¨hre (engl. astigmatic ray tube),
die in Bild 4.2 dargestellt ist.
Da bei Annahme verlustfreier Medien die transportierte Leistung Pt durch dA0
und dAs konstant ist, a¨ndert sich im Allgemeinen die zugeho¨rige Fla¨chenleistungs-
dichte bzw. die Amplitude des Pointing-Vektors zwischen s = 0 und s. Fu¨r das lokal
6In diesem Fall ergibt sich fu¨r Lopt ein Minimum.
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s = 0
s
ρ1
ρ2
axi
ale
r S
tra
hl
Ψ(0) = const
Ψ(s) = const
Kaustiken
(Brennlinien)
dAs
dA0
sJ
Bild 4.2: Astigmatische Strahlro¨hre
ebene GO-Feld hat der komplexe Pointing-Vektor nur eine reelle Komponente und
steht senkrecht auf den A¨quiphasenﬂa¨chen. Weiterhin kann er in der betrachteten
inﬁnitesimalen Umgebung der A¨quiphasenﬂa¨che als konstant angesehen werden.
Zusammen mit der Leistungserhaltung gilt daher folgende Gleichung:
Pt = |S(0)|dA0 = |S(s)|dAs (4.14)
Durch Umstellen der Gleichung und mit |S(0)| ∝ | E(0)|2 bzw. |S(s)| ∝ | E(s)|2
ergibt sich das Verha¨ltnis der Feldamplituden zwischen Beobachtungs- und Refe-
renzpunkt zu:
| E(s)|
| E(0)|
=
r
dA0
dAs
(4.15)
Fu¨r die Berechnung des Absolutwertes | E(s)| muss die Feldsta¨rkeamplitude am
Referenzpunkt | E(0)| bekannt sein. Die magnetische Feldsta¨rkeamplitude | H(s)|
kann mit Hilfe von (4.5) berechnet werden. Das Verha¨ltnis von dA0 und dAs ha¨ngt
direkt mit der Kru¨mmung der zugeho¨rigen A¨quiphasenﬂa¨chen zusammen. Sie bes-
timmt, wie stark sich die astigmatische Strahlro¨hre entlang des axialen Strahls auf-
weitet bzw. zusammenzieht. An einem festen Punkt auf dem axialen Strahl und
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in einer inﬁnitesimalen Umgebung auf der zugeho¨rigen A¨quiphasenﬂa¨che ist die
Kru¨mmung durch zwei Hauptkru¨mmungsradien7 der Fla¨che bestimmt. Am Refe-
renzpunkt s = 0 sind diese durch ρ1 und ρ2 gegeben (vgl. Bild 4.2). Die Betra¨ge |ρ1|
und |ρ2| geben den Abstand zwischen Referenzpunkt und den so genannten Kaus-
tiken (Brennlinien) an. In diesen Kaustiken werden die entsprechenden Fla¨chen
dAρ1 bzw. dAρ2 zu Null und die zugeho¨rigen Feldsta¨rkeamplituden streben theo-
retisch gegen unendlich (vgl. (4.15)). Direkt in und in der nahen Umgebung einer
Kaustik liefert die Anwendung der GO falsche Ergebnisse. Das Vorzeichen von ρ1
und ρ2 ha¨ngt von der relativen Lage der Kaustiken bezu¨glich des Referenzpunk-
tes ab. Liegt eine Kaustik in Ausbreitungsrichtung vor s = 0, ist der zugeho¨rige
Hauptkru¨mmungsradius positiv. Im umgekehrten Fall ist er negativ. In Bild 4.2
sind ρ1 und ρ2 positiv. Die Kru¨mmungsradien ρ
′
1 und ρ
′
2 der A¨quiphasenﬂa¨che dAs
am Beobachtungspunkt ergeben sich direkt aus:
ρ′1 = ρ1 + s (4.16a)
ρ′2 = ρ2 + s (4.16b)
Durch geometrische U¨berlegungen kann das Verha¨ltnis von dA0 und dAs in
Abha¨ngigkeit der Kru¨mmungsradien bei s = 0 und s folgendermaßen bestimmt
werden:
dA0
dAs
=
˛˛˛
˛ρ1ρ2ρ′1ρ′2
˛˛˛
˛ =
˛˛˛
˛ ρ1ρ2(ρ1 + s)(ρ2 + s)
˛˛˛
˛ (4.17)
Hierdurch kann das Feld am Beobachtungspunkt in Abha¨ngigkeit von der Entfer-
nung zum Referenzpunkt beschrieben werden. Durch Einsetzten der Gleichung in
(4.15) ergibt sich:
| E(s)| = | E(0)|
s˛˛˛
˛ ρ1ρ2(ρ1 + s)(ρ2 + s)
˛˛˛
˛ (4.18)
Bei bekanntem ρ1 und ρ2 kann demnach die A¨nderung der Feldamplitude entlang
eines GO-Strahls berechnet werden.
Die Richtung des elektrischen Feldes, gegeben durch die Richtung des Vektors
E(s), bestimmt die Polarisation des GO-Feldes. In homogenen Medien bleibt die
Ausrichtung von E(s) entlang eines Strahles konstant, d.h. wenn die Polarisation
an einem Referenzort bekannt ist, kann sie entlang des gesamten Strahls bestimmt
werden.
Zusammen mit der Phase des Feldes aus (4.13) kann der komplexe Vektor der
Feldsta¨rkeamplitude bei s gema¨ß
E(s) = E(0)
s˛˛˛
˛ ρ1ρ2(ρ1 + s)(ρ2 + s)
˛˛˛
˛e−jksejn(±π2 ) mit n ∈ N0 (4.19)
berechnet werden, wobei E(0) die Referenzphase ejkΨ(0) bereits entha¨lt. Der rechte
Exponentialterm ejn(±
π
2 ) beru¨cksichtigt dabei die Tatsache, dass die Phase des
7Kru¨mmungsradien in zwei orthogonalen Schnittebenen
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Feldes beim Kreuzen einer Kaustik in Ausbreitungsrichtung um +π/2 und entgegen
der Ausbreitungsrichtung um −π/2 springt. n gibt dabei die Anzahl der Kaustik-
u¨berschreitungen entlang bzw. entgegen der Ausbreitung an. Der Wurzelterm in
(4.19) wird Divergenzfaktor (engl. divergence oder spreading factor) genannt, da
er die Aufweitung bzw. Verengung der Strahlro¨hre bestimmt. Da (4.19) eine TEM-
Welle beschreibt, kann das magnetische Feld mittels (4.5) bestimmt werden. Die
weiteren Betrachtungen beschra¨nken sich daher auf das elektrische Feld.
(4.19) bildet die Grundlage fu¨r die Berechnung der Mehrwegeausbreitung im
vorliegenden Kanalmodell. Ihre Anwendung auf die unterschiedlichen Ausbrei-
tungspha¨nomene ist in Abschnitt 4.3 genauer beschrieben. Der na¨chste Abschnitt
erla¨utert zuna¨chst die Erzeugung und den Empfang eines GO-Feldes durch die
Sende- bzw. Empfangsantenne.
4.2 Beschreibung der Sende- und Empfangsantenne
Im vorliegenden Kanalmodell wird generell Luft als Ausbreitungsmedium fu¨r die
gesendeten elektromagnetischen Wellen angesetzt. Die Materialparameter von Luft
werden hierbei in guter Na¨herung durch die Parameter von Vakuum beschrieben
[GW98], d.h. die Wellenla¨nge und die Wellenzahl sind durch λ0 bzw. k0 gegeben
(vgl. (4.3)).
Der Sender in einem Funkkanal ist die Quelle fu¨r alle Mehrwegepfade. Die Posi-
tion der Quelle ist dabei durch die Position der Sendeantenne bestimmt. Eine An-
wendung der GO zur Berechnung des ausgesendeten Wellenfeldes setzt voraus, dass
die Antenne im Fernfeld betrachtet wird. Dies bedeutet, dass der Beobachtungs-
punkt einen gewissen Mindestabstand zur Antenne aufweisen muss. Ist die Entfer-
nung zwischen Antenne und Beobachtungspunkt gro¨ßer als dieser Mindestabstand,
kann das Feld na¨herungsweise durch eine lokal ebene TEM-Welle beschrieben wer-
den. Die Bedingung, ab welcher Entfernung diese Na¨herung zula¨ssig ist, ha¨ngt
dabei von der Art der betrachteten Antenne ab. So ko¨nnen die Feldkomponenten
in Ausbreitungsrichtung beim Hertz’schen Dipol fu¨r Entfernungen s	 λ0/(2π) ge-
genu¨ber den transversalen Komponenten vernachla¨ssigt werden, d.h. das Feld des
Senders verha¨lt sich in diesem Fall wie eine lokal ebene TEM-Welle. Fu¨r ausge-
dehnte Antennen (Antennengruppen oder Aperturantennen) ergibt sich als weitere
Bedingung der bekannte Zusammenhang s > 2D2/λ0 [GW98]. D bezeichnet dabei
die maximale geometrische Ausdehnung der Antenne. Bei der Betrachtung belie-
biger Antennen mu¨ssen stets beide Bedingungen erfu¨llt sein, d.h. es muss gelten:
s	 λ0
2π
und s >
2D2
λ0
(4.20)
Die Welle im Fernfeld einer Antenne weist spha¨rische A¨quiphasenﬂa¨chen auf.
Man spricht daher auch von einer spha¨rischen Welle bzw. von einer Kugelwel-
le. Die Antenne wird in diesem Fall als eine Punktquelle angesehen. Eine Fol-
ge der kugelfo¨rmigen A¨quiphasenﬂa¨chen sind identische Hauptkru¨mmungsradien
(ρ1 = ρ2 = ρ).
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Das aus der Theorie bekannte Fernfeld einer Antenne kann direkt als GO-Feld
interpretiert werden. Da es sich hierbei um eine spha¨rische Welle handelt, ist eine
Beschreibung der zugeho¨rigen charakteristischen Gro¨ßen in lokalen Kugelkoordi-
naten zweckma¨ßig. Der Koordinatenursprung ist dabei durch die Position des Pha-
senzentrums der betrachteten Antenne gegeben. Das gewa¨hlte Koordinatensystem
ist in Bild 4.3 dargestellt.
ϑ
ψ
x
y
z
s
eJψ
eJϑ
eJs
−
Bild 4.3: Deﬁnition der Kugelkoordinaten
Die komplexe vektorielle Feldsta¨rkeamplitude ET an einem beliebigen Beobach-
tungspunkt (s, ϑT, ψT) im Fernfeld der Antenne wird mittels [GW98]
ET(s, ϑT, ψT) =
r
PTGTZF0
2π
1
s
e−jk0s CT(ϑT, ψT)
mit CT(ϑT, ψT) = CT,ϑ(ϑT, ψT)eϑT + CT,ψ(ϑT, ψT)eψT
(4.21)
berechnet, wobei PT die Sendeleistung, GT den Gewinn und CT die komplexe
vektorielle Fernfeldrichtcharakteristik der Antenne darstellen. Die Fernfeldricht-
charakteristik bestimmt das richtungsabha¨ngige Abstrahlverhalten der Antenne
und die Polarisation des Fernfeldes. Da das Fernfeld den Charakter einer TEM-
Welle hat, ist es vollsta¨ndig durch die transversalen Feldkomponenten in ϑ- und
in ψ-Richtung beschrieben. Die radiale Komponente des Ortsvektors des Beobach-
tungspunktes ist aus Gru¨nden einer einheitlichen Nomenklatur anstatt wie u¨blich
mit r mit s bezeichnet.
Der Ausdruck 1/s in (4.21) beschreibt den Divergenzfaktor. Sein Unterschied zu
(4.19) ist durch die beiden identischen Hauptkru¨mmungsradien der Kugelwelle und
durch die Position des Referenzpunktes bei s = 0, die mit der Antennenposition
(Phasenzentrum der Antenne) u¨bereinstimmt, begru¨ndet. Man erkennt, dass das
GO-Feld bei s = 0 eine Kaustik (in diesem Fall einen Brennpunkt) aufweist. Die
Feldsta¨rke strebt dort gegen unendlich. Da sich der Beobachtungspunkt im Kanal-
modell immer im Fernfeld der Antenne beﬁndet, stellt dies keine Einschra¨nkung
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dar. Der Hauptkru¨mmungsradius der ausgesendeten Kugelwelle ist an einem be-
liebigen Beobachtungspunkt direkt durch s gegeben.
Alle Mehrwegepfade bzw. Strahlen, die auf die Empfangsantenne einfallen,
erzeugen abha¨ngig von ihrer Feldsta¨rke einen komplexen Spannungsbeitrag im
Empfa¨nger. Fu¨r einen einzelnen Pfad n berechnet sich die zugeho¨rige Leerlauf-
spannung UR,n aus [GW98]:
UR,n =
s
λ20GR
{ZAR}
πZF0
CR(ϑR,n, ψR,n) · ER,n(ϑR,n, ψR,n) (4.22)
GR bezeichnet den Gewinn der Empfangsantenne und CR ist deren komplexe vek-
torielle Fernfeldrichtcharakteristik. ER,n(ϑR,n, ψR,n) ist die komplexe vektorielle
Feldamplitude des unter den Winkeln ϑR,n und ψR,n einfallenden Strahls im Pha-
senzentrum der Antenne. Wie bei der Sendeantenne sind ER,n und CR in lokalen
Kugelkoordinaten gegeben (vgl. Bild 4.3). Der Koordinatenursprung ist hierbei das
Phasenzentrum der Empfangsantenne. Die Kenntnis der Antennenimpedanz ZAR
ist in der Regel nicht notwendig, da sie bei der spa¨teren Bestimmung der Kanal-
kenngro¨ßen aus etwaigen Gleichungen eliminiert werden kann (vgl. Abschnitt 5.1).
Die Gleichung (4.22) ist gu¨ltig, wenn das einfallende Feld bezu¨glich der geome-
trischen Abmessungen der Antenne als lokal eben angesehen werden kann. Dies
ist erfu¨llt, wenn sich die Quelle von ER (Sendeantenne) und die Empfangsantenne
im gegenseitigen Fernfeld beﬁnden (vgl. (4.20)). Fu¨r die bei den Simulationen in
Kapitel 6 und Kapitel 7 verwendeten Antennen ist dies stets der Fall.
Die komplexe Gesamtspannung UR, die durch alle Mehrwegepfade im Empfa¨nger
erzeugt wird, berechnet sich aus der koha¨renten Summation von (4.22) u¨ber alle
Pfadbeitra¨ge UR,n. In Abschnitt 5.1 bildet die Bestimmung von UR in einem gewis-
sen Frequenzbereich die Grundlage fu¨r die Berechnung der Kanalimpulsantwort.
Die charakteristischen Parameter GT, GR, CT und CR der verwendeten Antennen,
sind in Anhang A.5 zu ﬁnden.
Zwischen Sende- und Empfangsantenne erfahren die einzelnen Mehrwegepfade
eine Reihe von Wellenausbreitungspha¨nomenen, die im na¨chsten Abschnitt be-
schrieben sind. Anzahl und Art der Pha¨nomene, die jeder Pfad durchla¨uft, bes-
timmen dabei die Amplitude und die Phase der zugeho¨rigen Teilempfangsspannung
UR,n.
4.3 Wellenausbreitungspha¨nomene
Die fu¨r das Kanalmodell relevanten Wellenausbreitungspha¨nomene der einzelnen
Mehrwegepfade sind Reﬂexion und Beugung an Umgebungsobjekten und Streu-
ung an Vegetation. Durch ihren lokalen Charakter sind diese Interaktionen auf die
zugeho¨rigen Objekte begrenzt. Fu¨r die Wellenausbreitung zwischen den entspre-
chenden Interaktionspunkten wird Freiraumausbreitung in Luft angenommen. Wie
bereits im vorhergehenden Abschnitt erwa¨hnt, ko¨nnen hierfu¨r in guter Na¨herung
52
4.3 Wellenausbreitungspha¨nomene
die Materialparameter von Vakuum verwendet werden. Da¨mpfungseﬀekte, die in
der Realita¨t wa¨hrend der Freiraumausbreitung auftreten ko¨nnen (z.B. durch star-
ken Regen), werden durch Einfu¨hrung eines Da¨mpfungsterms beru¨cksichtigt. Die
Transmission der elektromagnetischen Welle in Objekte hinein bzw. durch sie hin-
durch wird vernachla¨ssigt. Im Folgenden sind auf Grundlage der Betrachtungen in
Abschnitt 4.1.2 die verwendeten Ausbreitungsmodelle na¨her erla¨utert.
4.3.1 Freiraumausbreitung und Da¨mpfung
Allgemein wird bei der Freiraumausbreitung Gleichung (4.19) angesetzt, wobei
Kaustik-u¨berga¨nge im vorliegenden Kanalmodell nicht relevant sind. Dadurch ver-
einfacht sich (4.19) zu:
E(s) = E(0)
r
ρ1ρ2
(ρ1 + s)(ρ2 + s)
e−jk0s (4.23)
ρ1 und ρ2 sind dabei immer positiv. Der Referenzpunkt s = 0 wird so gelegt,
dass er identisch mit dem letzten Interaktionspunkt des Pfades ist. E(0) und die
Kru¨mmungsradien ρ1 und ρ2 lassen sich direkt aus den vorangegangenen Ausbrei-
tungspha¨nomenen ermitteln (vgl. folgende Abschnitte). Der Beobachtungspunkt s
ist durch die Position des na¨chsten Interaktionspunkts bzw. des Empfa¨ngers bes-
timmt. Die Berechnung von E(s) am ersten Interaktionspunkt nach dem Sender
erfolgt mittels (4.21).
Neben der A¨nderung der Feldamplitude durch den Divergenzfaktor ko¨nnen
Verluste im Ausbreitungsmedium eine zusa¨tzliche Da¨mpfung des Feldes verursa-
chen. Hervorgerufen durch atmospha¨rische Einﬂu¨sse, wie Resonanzabsorption oder
Streuung des Feldes an Niederschlag [GW98], wird dieser Eﬀekt durch einen ex-
ponentiellen Da¨mpfungsterm der Form e−αs beru¨cksichtigt. Dieser wird mit der
rechten Seite von (4.23) bzw. (4.21) multipliziert. Der Da¨mpfungskoeﬃzient α hat
die Einheit m−1. Mit D = 8,69α kann die Da¨mpfung D mit der Einheit dB/m
berechnet werden. Werte von D fu¨r unterschiedliche Da¨mpfungsursachen sind in
[GW98] zu ﬁnden.
Bei den Kanalsimulationen in Kapitel 6 ist α zu Null gesetzt, da im betrachteten
Frequenzbereich (5GHz Band) die genannten Da¨mpfungseﬀekte in der Regel gering
sind.
4.3.2 Reflexion
Reﬂexionen der ausgesendeten elektromagnetischen Welle treten an den Ober-
ﬂa¨chen der Umgebungsobjekte auf, da hier ein Sprung bezu¨glich der Materialei-
genschaften vorliegt. Allgemein lassen sich mit der Theorie der GO Reﬂexionen
an gekru¨mmten Oberﬂa¨chen beschreiben [Bal89]. Im vorliegenden Wellenausbrei-
tungsmodell werden die Umgebungsobjekte jedoch mittels ebener Begrenzungs-
ﬂa¨chen (Polygone) modelliert (vgl. Abschnitt 2.3 und Abschnitt 3.1). Der Grund
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hierfu¨r liegt im Verfahren, das fu¨r die Bestimmung der Reﬂexionspfade angewandt
wird (siehe Abschnitt 4.4.2).
Im Sinne der GO la¨sst sich die Reﬂexion eines Strahles an der Oberﬂa¨che eines
Objekts durch die Fresnel-Reﬂexionsfaktoren beschreiben [GW98]. Die Reﬂexions-
faktoren ha¨ngen dabei von den Materialeigenschaften des Objekts, vom Einfalls-
winkel der Welle bezu¨glich der Oberﬂa¨che und von der Polarisation des einfallenden
Feldes ab. Der relevante Fall fu¨r eine ebene Begrenzungsﬂa¨che ist in Bild 4.4 im
Querschnitt dargestellt.
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Bild 4.4: Reﬂexion einer einfallenden ebenen Welle an einer ebenen Grenzﬂa¨che
Durch εr,ges und µr sind die Materialparameter des Objekts festgelegt. Qr ist der
Reﬂexionspunkt. θi bezeichnet den Winkel des einfallenden und θr den des reﬂek-
tierten Strahls. Beide werden bezu¨glich des Fla¨chennormalenvektors n bestimmt.
Nach dem bekannten Reﬂexionsgesetz gilt θr = θi [GW98].
Fu¨r die Bestimmung der Reﬂexionsfaktoren wird eine Bezugsebene, die durch n
und die Ausbreitungsrichtung der einfallenden Welle e ik aufgespannt ist, deﬁniert.
Sie wird als Einfallsebene bezeichnet. Die entsprechende Ausfallsebene des reﬂek-
tierten Strahls stimmt aufgrund des Reﬂexionsgesetzes mit der Einfallsebene u¨ber-
ein. Da die Reﬂexion von der Polarisation des einfallenden Feldes abha¨ngt, wird
dieses in die zwei orthogonalen Komponenten Eis (Bild 4.4(a)) und E
i
p (Bild 4.4(b))
zerlegt. Die zugeho¨rigen Einheitsvektoren e is und e
i
p sind dabei senkrecht bzw. pa-
rallel zur Einfallsebene orientiert. Zusammen mit der Ausbreitungsrichtung der
Welle e ik spannen die Vektoren ein lokales strahlenbasiertes Koordinatensystem
auf, in dem das Feld der einfallenden TEM-Welle vollsta¨ndig durch die Kompo-
nenten Eis und E
i
p bestimmt ist. Fu¨r diese beiden Polarisationen existiert jeweils
ein eigener Reﬂexionsfaktor. Das reﬂektierte Feld wird ebenfalls in seine senkrechte
und parallele Komponente Ers und E
r
p zerlegt, jedoch bezu¨glich des lokalen Koor-
dinatensystems des ausfallenden Strahls.
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Die Fresnel-Reﬂexionsfaktoren Rs und Rp fu¨r die jeweilige Polarisation berech-
nen sich zu:
Rs =
µr cos θi − ξ
µr cos θi + ξ
(4.24a)
Rp =
εr,ges cos θi − ξ
εr,ges cos θi + ξ
(4.24b)
mit ξ =
q
εr,gesµr − sin2θi
Direkt am Reﬂexionspunkt Qr lassen sich die Amplituden E
r
s und E
r
p des reﬂek-
tierten Feldes in Abha¨ngigkeit des einfallenden Feldes mittels
„
Ers(Qr)
Erp(Qr)
«
=
»
Rs 0
0 Rp
– „
Eis(Qr)
Eip(Qr)
«
(4.25)
berechnen.
Fu¨r die Bestimmung des reﬂektierten GO-Feldes an einem beliebigen Beobach-
tungspunkt s auf dem reﬂektierten Strahl wird nach der Reﬂexion Freiraumausbrei-
tung angenommen. Als Referenzpunkt s = 0 wird der Reﬂexionspunkt Qr gewa¨hlt.
Bei der Reﬂexion an einer ebenen Fla¨che sind die Kru¨mmungsradien ρr1 und ρ
r
2 des
reﬂektierten GO-Feldes bei s = 0 gleich denen des einfallenden Strahls. Letzte-
re ko¨nnen mittels (4.16) bestimmt werden, wobei der Beobachtungspunkt s′ der
einfallenden Welle identisch mit Qr ist. Es ergibt sich folgender Zusammenhang:
ρr1 = ρ
i
1 + s
′ (4.26a)
ρr2 = ρ
i
2 + s
′ (4.26b)
Erfolgt die Reﬂexion direkt nach der Sendeantenne gilt ρr1 = ρ
r
2 = s
′, wobei s′
der Abstand zwischen Sender und Qr ist. Fu¨r den allgemeinen Fall berechnen sich
die Amplituden der vektoriellen Komponenten des reﬂektierten E-Feldes bei s mit
(4.23) und (4.25) zu:
„
Ers(s)
Erp(s)
«
=
s
ρr1ρ
r
2
(ρr1 + s)(ρ
r
2 + s)
e−jk0s
»
Rs 0
0 Rp
–„
Eis(Qr)
Eip(Qr)
«
(4.27)
Der Beobachtungspunkt s ist im Kanalmodell der na¨chste Interaktionspunkt des
GO-Strahls mit einem Umgebungsobjekt bzw. dem Empfa¨nger.
Das einfallende Feld liegt in der Regel nicht im zugeho¨rigen lokalen strahlenba-
sierten System vor. Es muss daher vor der Anwendung von (4.27) in dieses trans-
formiert werden. Anschließend sind die Feld-Komponenten im lokalen System des
reﬂektierten Strahles gegeben. Die sich ergebenden Koordinatentransformationen
und die Reﬂexion selbst, ko¨nnen mathematisch in einem Schritt durch Einfu¨hrung
der Reﬂexionsdyade beschrieben werden [Bal89].
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4.3.2.1 Schwach raue Oberﬂa¨chen
Die Struktur einer Oberﬂa¨che hat maßgeblichen Einﬂuss auf die Reﬂexion ei-
ner Welle. Sind die Strukturen zufa¨lliger Natur, ko¨nnen sie durch eine statistisch
verteilte Oberﬂa¨chenrauigkeit angena¨hert werden. Man geht davon aus, dass die
Ho¨henvariationen der Oberﬂa¨che einer Gauss-Verteilung gehorchen, die durch ih-
ren Mittelwert µh und ihre Standardabweichung σh gegeben ist. µh bestimmt dabei
die Position einer ﬁktiv angenommenen planaren Grenzﬂa¨che, und σh ist ein Maß
fu¨r die Rauigkeit der Oberﬂa¨che.
Die Rauigkeit der Oberﬂa¨che fu¨hrt dazu, dass bei der Reﬂexion nicht mehr al-
le Energie in die Reﬂexionsrichtung reﬂektiert wird. Ein gewisser Anteil wird in
andere Richtungen gestreut. Fu¨r geringe Rauigkeiten, d.h. wenn σh  λ0, kann
der gestreute Anteil vernachla¨ssigt werden. Es ergibt sich lediglich eine Reduk-
tion der Feldsta¨rke in Reﬂexionsrichtung. Dies fu¨hrt zu den modiﬁzierten Fresnel-
Reﬂexionsfaktoren [GW98], welche im vorliegenden Modell implementiert sind. Mit
(4.24) sind sie gegeben durch:
Rmods,p = Rs,pe
−8π2
“
σh
λ0
”2
cos2θi (4.28)
Man erkennt, dass die Auswirkung der Oberﬂa¨chenrauigkeit zu gro¨ßeren Einfalls-
winkeln hin abnimmt und zu ho¨heren Frequenzen hin zunimmt.
4.3.2.2 Reﬂexion an geschichteten Medien
Triﬀt eine Welle auf eine Oberﬂa¨che, wird neben dem reﬂektierten Anteil ein Teil
der Energie durch die Oberﬂa¨che in das Objekt transmittiert. A¨hnlich wie bei
der Reﬂexion, wird dieser Eﬀekt durch entsprechende Transmissionsfaktoren Ts,
Tp und einen Transmissionswinkel θt beschrieben [GW98]. Besteht die Oberﬂa¨che
aus einem geschichteten Aufbau unterschiedlicher homogener Materialien, wird die
transmittierte Welle an der na¨chsten Mediengrenze wieder teilweise reﬂektiert bzw.
transmittiert. In Bild 4.5 ist die Situation dargestellt.
Die einfallende Welle teilt sich an der ersten Mediengrenze in eine reﬂektierte und
eine transmittierte Welle auf. Der transmittierte Anteil breitet sich im Medium 2
bis zur zweiten Mediengrenze aus, an der er sich ebenfalls aufteilt. Die resultieren-
den Teilwellen werden an den entsprechenden Mediengrenzen abermals reﬂektiert
bzw. transmittiert. Es bilden sich so in den einzelnen Schichten unendlich viele Teil-
wellen aus. Teilwellen, die an der ersten Mediengrenze aus der Oberﬂa¨che wieder
austreten, haben die gleiche Richtung wie der direkt reﬂektierte Strahl, und u¨ber-
lagern sich koha¨rent mit diesem. Jede dieser Teilwellen hat eine unterschiedliche
Anzahl und Reihenfolge von Reﬂexionen und Transmissionen durchlaufen. Zusam-
men mit den verschiedenen Laufzeiten ergeben sich unterschiedliche Amplituden
und Phasen fu¨r die austretenden Teilwellen.
Aus der koha¨renten U¨berlagerung der einzelnen Beitra¨ge ergeben sich die neuen
Reﬂexionsfaktoren Rs und Rp, die von den Materialeigenschaften der einzelnen
Schichten, den Schichtdicken dn, dem Einfallswinkel θi und der Frequenz abha¨ngen.
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Bild 4.5: Reﬂexion an geschichteten Medien
Eine genaue Herleitung der zugeho¨rigen Bestimmungsgleichungen ist in [Bal89] zu
ﬁnden.
Fu¨r das Kanalmodell wird lediglich die Fahrbahn im Falle von Regenbedin-
gungen als geschichtetes Medium betrachtet. Hierbei bildet sich einen du¨nne Was-
serschicht auf der Fahrbahnoberﬂa¨che, die entscheidend die Reﬂexionseigenschaf-
ten der Straße beeinﬂusst (siehe Abschnitt 6.2.2.1). Die sich ergebenden Schicht-
dicken und Materialparameter der Fahrbahn sind in Anhang A.3 aufgelistet. Alle
anderen Objekte sind homogen aus einem Material aufgebaut.
4.3.3 Beugung
Triﬀt eine Welle auf ein Umgebungsobjekt, wird ein Teil der Energie in dessen geo-
metrisch optische Schattenzone gebeugt. Der Einﬂuss der Beugung nimmt hierbei
zu ho¨heren Frequenzen hin ab [GW98]. Da alle Umgebungsobjekte im Kanalmodell
aus ebenen Fla¨chen aufgebaut sind, entstehen Beugungseﬀekte an den Stoßstellen
der Fla¨chen, welche die Kanten des Objekts bilden. Jede Kante ist hierbei po-
tenzielle Ursache fu¨r einen gebeugten Mehrwegepfad. Im Sinne der GO existieren
keine Beugungseﬀekte, weshalb die Modellierung der Beugung mittels der verall-
gemeinerten geometrischen Beugungstheorie (engl. uniform geometrical theory of
diﬀraction, UTD) erfolgt. Sie ist ebenfalls eine Hochfrequenzapproximation und
kann als Erga¨nzung der GO angesehen werden. Das Konzept der astigmatischen
Strahlro¨hre wird dabei weiterhin angewandt.
Die UTD beschreibt in ihrer Grundform die Beugung an einem unendlich ausge-
dehnten, ideal leitenden metallischen Keil [Kou74], [MPM90]. Es werden aber auch
Lo¨sungen fu¨r gekru¨mmte Keile und andere kanonische Objekte bereitgestellt. Fu¨r
die Berechnung der Beugung am dielektrischen Keil mit rauer Oberﬂa¨che erweiter-
te Luebbers die UTD durch einen heuristischen Ansatz [Lue84], [Lue88], [Lue89].
Die Anwendung der Theorie auf endlich ausgedehnte Keile, wie sie die Objekt-
kanten im Modell darstellen, ist in erster Na¨herung zula¨ssig, da die Kanten viel
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gro¨ßer als die Wellenla¨nge sind. Im Folgenden werden lediglich die Prinzipien der
UTD erla¨utert, wobei die wichtigen Gleichungen ohne Herleitung dargestellt sind.
Eine genaue Beschreibung des Formelapparates ist in der genannten Literatur zu
ﬁnden.
Analog zum Reﬂexionsgesetz existiert bei der Beugung am Keil ein Beugungsge-
setz, das von Keller aufgrund des Fermat’schen Prinzips postuliert wurde [Kel62].
Der Sachverhalt ist in Bild 4.6 dargestellt. Triﬀt ein Strahl unter dem Winkel β′0
auf die Kante eines Keils, formen alle mo¨glichen gebeugten Strahlen einen Kegel
um die Kantentangente et mit dem halben O¨ﬀnungswinkel β0, den so genannten
Keller’schen Beugungskegel. Fu¨r einen vorgegebenen Beugungspunkt Qd und ei-
ne vorgegebene Ausbreitungsrichtung des einfallenden Strahls e ik bedeutet dies,
dass die Position des Beobachtungspunktes P auf den Mantel des Beugungskegels
beschra¨nkt ist. Mit der Ausbreitungsrichtung e dk des zu P geho¨renden gebeugten
Strahls gilt:
et ·e ik = et ·e dk ⇒ cos(β0) = cos(β′0) ⇒ β0 = β′0 (4.29)
Ist der Beobachtungspunkt P und der Quellpunkt des einfallenden Strahls S
vorgegeben, was den u¨blichen Fall darstellt, kann somit der Beugungspunkt Qd
auf der Keilkante eindeutig bestimmt werden. Der zugeho¨rige gebeugte Strahl liegt
auf dem Keller’schen Beugungskegel. Bei endlich ausgedehnten Keilen, kann es
passieren, dass Qd außerhalb der Kante liegt. In diesem Fall ﬁndet im Rahmen
dieses Modells keine Beugung statt.
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Qdβ0
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eJdk
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Bild 4.6: Kegel der gebeugten Strahlen
Fu¨r die Beschreibung der Beugung mittels der UTD unterscheidet man drei
Raumbereiche bzw. Regionen der Keilumgebung, die in Bild 4.7 gezeigt sind. Aus
U¨bersichtsgru¨nden ist ein zweidimensionaler Schnitt senkrecht zur Kante darge-
stellt. Die beiden Seitenﬂa¨chen des Keils werden dabei als 0-Flanke bzw. n-Flanke
bezeichnet, wobei die 0-Flanke als Referenzebene betrachtet wird, von der aus die
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Winkel gemessen werden. Der von der Quelle S am Beugungspunkt Qd einfal-
lende Strahl und die Kantentangente et spannen die so genannte kantenbezogene
Einfallsebene8 auf (siehe Bild 4.8). Sie bildet mit der 0-Flanke den Winkel φ′.
Analog ergibt sich die kantenbezogene Ausfallsebene aus et und der Richtung des
gebeugten Strahls. φ bezeichnet den Winkel zwischen der 0-Flanke und der kan-
tenbezogenen Ausfallsebene. Im Gegensatz zur Reﬂexion sind die Einfalls- und die
Ausfallsebene bei der Beugung im Allgemeinen nicht identisch. Der Keilinnenwin-
kel ist deﬁniert als (2 − n)π. Hieraus ergibt sich der Keilaußenwinkel zu nπ, was
fu¨r den Namen n-Flanke verantwortlich ist.
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Bild 4.7: Raumbereiche und Feldanteile bei der Beugung am Keil
Abha¨ngig von der Region, in der sich der Beobachtungspunkt P beﬁndet, setzt
sich das dort herrschende Feld aus verschiedenen Komponenten (Ausbreitungspfa-
den) zusammen. Die einzelnen Bereiche sind durch die so genannten Einfallsschat-
tengrenzen (engl. incident shadow boundary, ISB) und Reﬂexionsschattengrenzen
(engl. reﬂection shadow boundary, RSB) voneinander getrennt. Der Index 0 an der
Bezeichnung der Schattengrenzen in Bild 4.7 ergibt sich aus der Tatsache, dass
die Quelle S in diesem Beispiel lediglich die 0-Flanke des Keils beleuchtet. Fu¨r
den anderen Fall, dass nur die n-Flanke von der Quelle beleuchtet wird, ergeben
sich die entsprechenden Grenzen ISBn und RSBn. Es existieren demnach insgesamt
vier Schattengrenzen. Je nach Position der Quelle S sind jeweils verschiedene der
vier Schattengrenzen vorhanden. Liegen beispielsweise beide Flanken im Sichtbe-
reich von S, sind dies die beiden Reﬂexionschattengrenzen RSB0 und RSBn. Aus
geometrischen Gru¨nden existiert hier keine ISB. Es kann gezeigt werden, dass fu¨r
beliebige Positionen von S immer genau zwei Schattengrenzen vorhanden sind.
Am Beobachtungspunkt P ko¨nnen bis zu drei Feldkomponenten, die durch un-
terschiedliche Ausbreitungspfade hervorgerufen werden, existieren. Beﬁndet sich P
8analog zur Einfallsebene bei der Reﬂexion
59
Kapitel 4 Strahlenoptische Modellierung der Wellenausbreitung
in der Region I, sind dies der direkte, der an der Keilﬂanke (hier 0-Flanke) re-
ﬂektierte und der an der Keilkante gebeugte Anteil. U¨berschreitet man die RSB0
nach Region II, fa¨llt aus geometrischen Gru¨nden der reﬂektierte Pfad weg; daher
auch der Name der Grenze. Es existieren nur noch der direkte und der gebeugte
Anteil. Die ISB0 beschreibt die Grenze zum GO-Schattenbereich, d.h. in Region III
herrscht lediglich ein gebeugtes Feld. Der direkte Anteil des Feldes verschwindet
bei ISB0 sprunghaft.
Das reine GO-Feld, das durch die Summe aus direktem und reﬂektiertem Anteil
gegeben ist, ist an den zugeho¨rigen Schattengrenzen unstetig, da hier die einzelnen
Komponenten schlagartig verschwinden bzw. aufttreten. Der zusa¨tzliche gebeugte
Strahl, der in allen drei Regionen der Keilumgebung vorhanden ist, macht das Feld
auch an den Schattengrenzen stetig. Es kann gezeigt werden, dass der gebeugte
Anteil an den Schattengrenzen seine maximale Sta¨rke hat.
Analog zur Reﬂexion wird bei der UTD das gebeugte Feld ebenfalls mittels
zweier polarimetrischer Koeﬃzienten bestimmt. Bild 4.8 zeigt hierzu die geome-
trischen Verha¨ltnisse. Das Feld der einfallenden Welle wird in die orthogonalen
strahlbasierten Komponenten senkrecht und parallel zur kantenbezogenen Einfalls-
ebene zerlegt. Bei der Beugung spricht man von hard - bzw. soft-Polarisation9 . Die
φ′-Komponente des Feldes Eiφ′ entspricht der hard - und die β
′
0-Komponente E
i
β′0
der soft-Polarisation. Das gebeugte Feld ist in die entsprechenden strahlbasierten
Komponenten fu¨r senkrechte ( Edφ) und parallele ( E
d
β0) Polarisation bezu¨glich der
Ausfallsebene zerlegt.
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Bild 4.8: Geometrie und Feldkomponenten fu¨r UTD-Beugung
Die Berechnung des gebeugten Feldes am Beugungspunkt Qd aus dem dort herr-
schenden einfallenden Feld wird analog zu (4.25) durchgefu¨hrt, wobei die Reﬂe-
xionsfaktoren durch die negativen Beugungskoeﬃzienten −Dh und −Ds fu¨r hard -
9Die Bezeichnungen haben ihren Ursprung in der akustischen Beugungstheorie.
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bzw. soft-Polarisation ersetzt werden. Das Minuszeichen ru¨hrt von einer in der Lite-
ratur u¨blichen Vorzeichenkonvention her. Fu¨r das vorliegende Kanalmodell werden
die empirischen UTD-Beugungskoeﬃzienten eines dielektrischen rauen Keils nach
Luebbers verwendet [Lue84], [Lue88], [Lue89]. Sie sind gegeben durch:
Dh =
−e−j π4
2n
√
2πk0 sin β′0
“
DISB0 + D
ISB
n + R
h
0D
RSB
0 + R
h
nD
RSB
n
”
(4.30a)
Ds =
−e−j π4
2n
√
2πk0 sin β′0
“
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s
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0 + R
s
nD
RSB
n
”
(4.30b)
Da in dieser Arbeit Vakuum als Ausbreitungsmedium angenommen wird, ist die
Wellenzahl zu k0 gesetzt. Die vier Anteile der Beugungskoeﬃzienten D
ISB,RSB
0,n
lassen sich jeweils einer Schattengrenze zuordnen und berechnen sich zu:
DISB0 = cot
„
π − (φ− φ′)
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«
F
»
2k0L cos
2
„
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2
«–
(4.31a)
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(4.31d)
Die Beugungskoeﬃzienten Dh und Ds unterscheiden sich lediglich in den vier Fak-
toren Rh,s0,n, welche die modiﬁzierten Fresnel-Reﬂexionsfaktoren an den beiden Flan-
ken des Keils fu¨r hard - und soft-Polarisation bezeichnen. In der fundamentalen
UTD-Theorie fu¨r die Beugung am glatten, ideal leitenden Keil sind diese fest zu
Rh0,n = +1 und R
s
0,n = −1 angesetzt [Kou74]. Die Erweiterung der UTD durch
Rh,s0,n beruht auf einem rein heuristischen Ansatz und erfu¨llt nicht die Maxwell-
Gleichungen im formalen Sinn. Seit seiner Einfu¨hrung durch Luebbers wird die-
ser Ansatz jedoch erfolgreich bei der praktischen Berechnung der Wellenausbrei-
tung im Bereich der Funkkommunikation angewandt [LWK92], [KCW93], [vD94],
[Do¨t00]. Fu¨r Rh0,n wird der modiﬁzierte Fresnel-Reﬂexionsfaktor fu¨r parallele Po-
larisation aus (4.28) angesetzt. Rs0,n wird analog mit der Gleichung fu¨r senkrechte
Polarisation berechnet. Der hierfu¨r beno¨tigte Winkel θi ergibt sich aus dem Winkel
zwischen dem Normalenvektor der entsprechenden Keilﬂanke und dem einfallenden
(bei Rh,s0 ) bzw. gebeugten Strahl (bei R
h,s
n ).
Die Funktion F (x) in (4.31) stellt die Fresnel Transition Function dar und ist
gegeben durch:
F (x) = 2j
√
xejx
Z ∞
√
x
e−jτ
2
dτ (4.32)
Da sie numerisch ermittelt werden muss, kommen bei der praktischen Anwen-
dung im Allgemeinen abschnittsweise verschiedene Na¨herungsfunktionen zum Ein-
satz [Bal89], [GW98]. Die Fresnel Transition Function sorgt in (4.31) dafu¨r, dass
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die einzelnen Beitra¨ge genau an der jeweiligen Schattengrenze nicht gegen unend-
lich gehen. Sie gleicht die Singularita¨t der cot-Funktion an diesen Stellen durch
Einfu¨hrung einer Nullstelle aus. Der resultierende Grenzwert ist endlich.
Das Argument von F (x) in (4.31) entha¨lt die Funktionen N+(y) und N−(y).
Sie sind deﬁniert als:
N+(y) = NINT
“+π + y
2nπ
”
(4.33a)
N−(y) = NINT
“−π + y
2nπ
”
(4.33b)
Die Funktion NINT beschreibt die Rundung des Arguments auf die na¨chstgelegene
ganze Zahl (engl. nearest integer).
Der Faktor L im Argument von F (x) gleicht die unterschiedlichen Kru¨mmungs-
radien von gebeugtem und direktem bzw. reﬂektiertem Strahl aus. Ohne L wu¨rde
sich eine Unstetigkeitsstelle des Feldes aufgrund unterschiedlicher Divergenzfak-
toren der einzelnen Feldkomponenten entlang der Schattengrenzen ergeben. L ist
abha¨ngig von den Kru¨mmungsradien ρi′1 und ρ
i′
2 der einfallenden Welle am Beu-
gungspunkt Qd. Diese ko¨nnen, wie bei der Reﬂexion, mittels (4.16) bestimmt wer-
den. Es ergibt sich folgender Zusammenhang:
ρi′1 = ρ
i
1 + s
′ (4.34a)
ρi′2 = ρ
i
2 + s
′ (4.34b)
s′ bezeichnet den Beobachtungspunkt des einfallenden Strahls, der mit Qd iden-
tisch ist. Fa¨llt der Strahl direkt von der Sendeantenne aus ein, gilt ρi′1 = ρ
i′
2 = s
′
(vgl. Abschnitt 4.2). Fu¨r den allgemeinen Fall berechnet sich L zu:
L =
s(ρi′e + s)ρ
i′
1ρ
i′
2
ρi′e (ρi′1 + s)(ρ
i′
2 + s)
sin2 β′0 (4.35)
s ist die Entfernung von Qd zum Beobachtungspunkt auf dem gebeugten Strahl
(vgl. Bild 4.8). ρi′e bezeichnet den Kru¨mmungsradius der einfallenden Welle paral-
lel zur kantenbezogenen Einfallsebene bei Qd. Er kann in Abha¨ngigkeit von ρ
i′
1 , ρ
i′
2
und dem Winkel Θ zwischen der ersten Hauptkru¨mmungsrichtung und der Ein-
fallsebene mit
ρi′e =
ρi′1ρ
i′
2
ρi′1 sin
2 Θ + ρi′2 cos2 Θ
(4.36)
bestimmt werden. Fu¨r die Kugelwelle des Senders gilt ρi′e = ρ
i′
1 = ρ
i′
2 .
Zur Berechnung der gebeugten Feldkomponenten Edφ(s) und E
d
β0(s) am Beobach-
tungspunkt s kann analog zu (4.27) eine Bestimmungsgleichung aufgestellt werden.
Die beiden Kru¨mmungsradien des gebeugten Strahls bei Qd parallel bzw. senkrecht
zur kantenbezogenen Ausfallsebene sind durch
ρd1 = ρ
i′
e (4.37a)
ρd2 = 0 (4.37b)
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gegeben, wobei ρi′e mittels (4.36) bestimmt wird. D.h. parallel zur Ein- bzw. Aus-
fallsebene bleibt der zugeho¨rige Ku¨mmungsradius des einfallenden Strahls erhalten.
Die Tatsache, dass der Kru¨mmungradius ρd2 verschwindet, weist auf eine Kaustik
des gebeugten Strahls bei Qd hin, in der das Feld gegen unendlich strebt (vgl.
Bild 4.2). Deshalb kann der Divergenzfaktor aus (4.27) nicht auf die Beugung an-
gewandt werden. Er weist bei s = 0 eine Singularita¨t auf. Im Sinne einer asympto-
tischen Hochfrequenzapproximation kann jedoch der Grenzwert fu¨r ρd2 → 0 der ex-
akten Lo¨sung bestimmt werden, der auf einen modiﬁzierten Divergenzfaktor fu¨hrt.
Das gebeugte Feld am Beobachtungspunkt s ergibt sich hiermit zu:
„
Edφ(s)
Edβ0(s)
«
=
s
ρd1
s(ρd1 + s)
e−jk0s
» −Dh 0
0 −Ds
–„
Eiφ′(Qd)
Eiβ′0
(Qd)
«
(4.38)
s ist im Kanalmodell durch die Position des na¨chsten Beugungs- oder Reﬂexions-
punkts bzw. die Empfa¨ngerposition bestimmt.
Analog zur Reﬂexionsdyade kann eine Beugungsdyade bestimmt werden, die die
no¨tigen Vektortransformationen und die eigentliche Multiplikation der Feldkompo-
nenten mit den Beugungskoeﬃzienten mathematisch in einem Schritt zusammen-
fasst.
4.3.3.1 Beugungskoeﬃzienten zweiter Ordnung
Das Feld eines gebeugten Strahls ist im Sinne der UTD nicht nur von den Ampli-
tuden Eiφ′(Qd) und E
i
β′0
(Qd) des einfallenden Feldes abha¨ngig, sondern zusa¨tzlich
von dessen Ableitung in Richtung des Normaleneinheitsvektors e in der Einfalls-
ebene (vgl. Bild 4.8). Ableitungen ho¨herer Ordnung haben ebenfalls einen Einﬂuss
[Hol96], der jedoch bei der praktischen Anwendung vielfach vernachla¨ssigt wer-
den kann. Die Abha¨ngigkeit der Beugung von der Richtungsableitung des einfal-
lenden Feldes wird durch die Beugungskoeﬃzenten zweiter Ordnung (engl. slope
diﬀraction coeﬃcients) dh und ds fu¨r hard - und soft-Polarisation beru¨cksichtigt
[vD94], [Mit75]. Sie ko¨nnen direkt aus den jeweiligen Koeﬃzienten erster Ordnung
Dh und Ds mittels
dh =
1
jk0 sin β′0
∂Dh
∂φ′
(4.39a)
ds =
1
jk0 sin β′0
∂Ds
∂φ′
(4.39b)
bestimmt werden. Multipliziert mit den entsprechenden Richtungsableitungen der
einfallenden Feldkomponenten ergeben sie einen zusa¨tzlichen Beitrag. Integriert in
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(4.38) berechnet sich das gesamte gebeugte Feld mit:
„
Edφ(s)
Edβ0(s)
«
=
s
ρd1
s(ρd1 + s)
e−jk0s
·
" −Dh − dh ∂∂e in 0
0 −Ds − ds ∂∂e in
#„
Eiφ′(Qd)
Eiβ′0
(Qd)
« (4.40)
Der Operator ∂/∂e in fu¨hrt dabei die beno¨tigte Richtungsableitung von E
i
φ′(Qd)
und Eiβ′0
(Qd) normal zur kantenbezogenen Einfallsebene aus.
A¨ndert sich die Feldsta¨rke des einfallenden Feldes sehr stark senkrecht zur Aus-
breitungsrichtung, fu¨hrt die alleinige Verwendung der Koeﬃzienten erster Ordnung
im Allgemeinen zu großen Fehlern. Diese Tatsache wird vor allem bei der sukzes-
siven Anwendung der UTD auf mehrere aufeinander folgende Keilbeugungen rele-
vant [Bac97]. Der Grund hierfu¨r liegt in der starken Variation des gebeugten Feldes
senkrecht zur Ausbreitungsrichtung in der nahen Umgebung der Schattengrenzen.
Liegt beispielsweise ein zweiter Beugungspunkt nahe einer der Schattengrenzen
der vorangegangenen Keilbeugung, kommt diese Variation zum Tragen. Da im
vorliegenden Kanalmodell bis zu drei aufeinander folgende Beugungen an Umge-
bungsobjekten beru¨cksichtigt werden, wird stets (4.40) angewandt. Etwaige Fehler
werden dadurch wesentlich verkleinert.
4.3.4 Streuung an Vegetation
Betrachtet man ein typisches außero¨rtliches Verkehrsszenario (siehe Bild 3.1(a)),
so sind sehr ha¨uﬁg Ba¨ume bzw. Stra¨ucher die dominierenden Objekte neben der
Straße. Eine exakte Modellierung der zugeho¨rigen Streueigenschaften der im Fol-
genden einheitlich als Ba¨ume bezeichneten Vegetationsobjekte ist durch deren sehr
komplexe Struktur praktisch unmo¨glich. Vor allem die Kronen bereiten wegen der
zufa¨lligen Orientierung und Gro¨ße der Bla¨tter und Zweige Probleme. In zahlrei-
chen Vero¨ﬀentlichungen werden diese als statistisch homogen verteilte dielektrische
Objekte mit unterschiedlichen kanonischen Formen (z.B. Zylinder oder Scheiben)
modelliert [KFLC92], [MDU90]. Bei bekannter Streucharakteristik der Einzelob-
jekte ko¨nnen daraus mittels geeigneter Verfahren die Streueigenschaften der mak-
roskopisch als homogen angesehenen Krone in Form vom speziellen Streukoeﬃzi-
enten bestimmt werden. Durch Anwendung der so genannten Radiative Transfer
Theory (RTT) wird das gestreute Feld in Abha¨ngigkeit der Streukoeﬃzienten bes-
timmt [DYW00], [Ish97]. Die beno¨tigten Koeﬃzienten ko¨nnen ebenfalls anhand
von Messungen ermittelt werden [UVE+88]. Fu¨r die Bestimmung des gestreuten
Feldes von Baumsta¨mmen reicht im Normalfall eine Modellierung des Stamms als
einzelner dielektrischer Zylinder aus [SK01]. Die Beschreibung der Streuung an
Ba¨umen mittels der RTT scheitert an der sehr aufwendigen Lo¨sung der zugeho¨ri-
gen Gleichungen. Das Einsatzspektrum des Kanalmodells fu¨r Systemsimulationen
wa¨re durch die resultierenden langen Rechenzeiten stark eingeschra¨nkt.
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Eine Anwendung der GO bzw. UTD auf das Problem scheitert ebenfalls. Dies
liegt zum einen an der Komplexita¨t der hierfu¨r beno¨tigten hochgenauen Baummo-
delle und zum anderen an den im Verha¨ltnis zur Wellenla¨nge zu kleinen Abmes-
sungen der meisten Bla¨tter und A¨ste (vgl. Abschnitt 4.1)
Fu¨r das Kanalmodell wird eine einfache, eﬃziente und dennoch ausreichend
genaue Modellierung der Streuung an Ba¨umen beno¨tigt. Das hierzu angewandte
Verfahren wird im Folgenden beschrieben. Es basiert auf der Theorie der Radiosita¨t
(engl. radiosity) und beschra¨nkt sich auf Einfachstreuprozesse. Mehrfachstreuung,
z.B. an verschiedenen Ba¨umen nacheinander, werden aufgrund der zu erwartenden
sehr hohen Da¨mpfung des zugeho¨rigen Ausbreitungspfades vernachla¨ssigt.
4.3.4.1 Geometrische Annahmen fu¨r die Streuung an Ba¨umen
Triﬀt eine Welle auf einen Baum, ﬁndet eine Volumenstreuung statt [GW98]. D.h.
die Welle wird nicht nur am U¨bergang zwischen Ausbreitungsmedium (im Modell
Vakuum) und Baumkrone gestreut, sondern auch im Inneren der Krone. Ein Teil
der so gestreuten Energie tritt hierbei wieder aus der Krone aus. Der verbleibende
Rest wird absorbiert. Im Kanalmodell interessiert lediglich der Gesamtanteil der
Energie, der nach außen in die jeweiligen Raumrichtungen gestreut wird.
Bei der Modellierung der Streuung an Ba¨umen wird vereinfachend nicht zwi-
schen Krone und Stamm unterschieden. Vielmehr werden Ba¨ume und Stra¨ucher
einheitlich als makroskopisch homogene Vegetationsobjekte angesehen. Der eigent-
liche Volumenstreuprozess wird hierbei ﬁktiv an die Oberﬂa¨che der Objekte verlegt.
Die Volumenstreuung reduziert sich so zu einer Oberﬂa¨chenstreuung [GW98]. Die-
se Vorgehensweise ist sinnvoll, da keine Transmission der einfallenden Welle durch
Vegetation beru¨cksichtigt wird. Ba¨ume werden vereinfachend als Quader beschrie-
ben (vgl. Bild 3.5) an dessen Begrenzungsﬂa¨chen die Streuung auftreten kann.
Fa¨llt eine Welle auf eine der Fla¨chen ein, wird ein Teil der Energie mit einer
bestimmten Streucharakteristik (siehe na¨chster Abschnitt) abgestrahlt. Da die an-
genommene Streucharakteristik der einzelnen Quaderﬂa¨chen eine sehr breite Form
hat, ergibt sich fu¨r den gesamten Quader, a¨hnlich wie bei einem realistischeren
zylinderfo¨rmigen Baummodell, eine homogene Gesamtstreucharakteristik. Die fu¨r
das Kanalmodell relevante Geometrie fu¨r die Streuung an Ba¨umen ist in Bild 4.9
na¨her erla¨utert.
Triﬀt die Welle vom Sender aus unter dem Winkel θi gegenu¨ber der Fla¨chennor-
malen n auf das Vegetationsobjekt, so beschreibt θs den entsprechenden Winkel der
gestreuten Welle, die den Empfa¨nger triﬀt. θi und θs sind unabha¨ngig voneinan-
der, d.h. fu¨r jedes θi wird ein gewisser Anteil der einfallenden Energie in beliebige
Richtungen θs gestreut. Der zula¨ssige Wertebereich beider Winkel liegt zwischen
0◦ und 90◦. Daraus ergibt sich, dass die Streuﬂa¨che im Sichtfeld von Sender und
Empfa¨nger liegen muss. Die Ausrichtung der quaderfo¨rmigen Ba¨ume ist, wie in
Bild 4.9 eingezeichnet, immer parallel zur Fahrbahn, so dass in den meisten Fa¨llen
immer mindestens eine Fla¨che die Winkelbedingungen bzw. Sichtbedingung erfu¨llt
und zur Streuung beitra¨gt. Fu¨r Baum 1 ergibt sich hieraus lediglich eine Fla¨che
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Sender Empfänger
Baum 1
Baum 2
θi θs
θi
nJ
nJ
θs
−
Bild 4.9: Relevanter Raumbereich fu¨r Streuung an Ba¨umen
des Baumes, an der Streuung stattﬁndet. Bei Baum 2 sind zwei Fla¨chen von Sen-
der und Empfa¨nger aus sichtbar, wobei der U¨bersicht wegen nur eine mit einem
Streupfad versehen ist.
Beﬁndet sich der Empfa¨nger im geometrischen Schattenbereich eines Vegeta-
tionsobjektes (Sichtbedingung nicht erfu¨llt), werden keine gestreuten bzw. trans-
mittierten Beitra¨ge beru¨cksichtigt. Diese Situation kann auftreten, wenn in einer
Kurve die Sichtverbindung, wegen der Ba¨ume am Straßenrand, abbricht. Im Allge-
meinen wird die entstehende transmittierte Welle sehr stark geda¨mpft werden, da
meist eine ganze Reihe von Ba¨ume in der Sichtverbindungslinie stehen. Feldanteile,
die durch Beugung um das Vegetationsobjekt im geometrischen Schattenbereich
entstehen, werden vereinfachend mittels der Anwendung der UTD auf das Baum-
modell abgescha¨tzt. In der Regel ist diese Situation jedoch fu¨r das Kanalmodell
nicht relevant.
Fa¨llt eine Welle auf einen Baum ein, so wird durch dessen (mikroskopisch gese-
hen) heterogene Struktur ein Teil der Energie u¨ber Einzelstreuprozesse in einem
großen Raumbereich verteilt. Es entsteht eine U¨berlagerung vieler einzelner Teil-
wellen in jede Raumrichtung, wobei sich die einzelnen Komponenten in Phase und
Amplitude unterscheiden. Die U¨berlagerung der Beitra¨ge fu¨hrt zu einem diﬀusen
Streufeld [GW98], in dem einzelne Teilwellen in der Regel nicht mehr voneinan-
der trennbar sind. Versucht man dieses Verhalten auf strahlenoptischer Basis zu
beschreiben, so entsteht fu¨r eine einzelne einfallende Welle eine Vielzahl von ge-
streuten Strahlen in Richtung des Empfa¨ngers.
Die Urspru¨nge der Streukomponenten, die Streuzentren, sind in der Realita¨t
quasi-kontinuierlich u¨ber das gesamte Volumen des Baumes verteilt. Da im Modell
das Gesamtstreuverhalten durch eine Oberﬂa¨chenstreuung angena¨hert ist, wer-
den alle Streuzentren auf der Hu¨lle des Baummodells liegend angenommen. Fu¨r
die Implementierung des Modells ist eine Diskretisierung der Oberﬂa¨che no¨tig.
Diese wird, wie in Bild 4.10 dargestellt, in gleich große quadratische Fla¨chenele-
mente unterteilt. Die Gro¨ße der Elemente wird fest vorgegeben. Ergeben sich die
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Seitenla¨ngen der Gesamtﬂa¨che nicht aus ganzzahligen Vielfachen der Element-
gro¨ße, wird die Gesamtﬂa¨che entsprechend durch Rundung angepasst. Der Auf-
wand bei der Berechnung der Streuung verha¨lt sich dabei umgekehrt proportional
zum Quadrat der Kantenla¨nge der Fla¨chenelemente. Eine Halbierung der Gro¨ße
fu¨hrt zu einer Vervierfachung der Rechenzeit. Fu¨r die Simulationen in dieser Arbeit
wird eine Kantenla¨nge von 0,8m angenommen. Auf die Bestimmung dieses Werts
wird am Endes dieses Abschnitts na¨her eingegangen.
Streuzentren
…
…
…
…
…
……
…
…
…
SenderEmpfänger
Streupfade
Baummodell
Bild 4.10: Einfu¨hrung von Oberﬂa¨chenstreuzentren durch Diskretisierung der
Oberﬂa¨che des Baummodels
Jeder Mittelpunkt eines Fla¨chenelements dient als Streuzentrum und ist Ur-
sprung fu¨r einen gestreuten Strahl. Die Streuzentren legen somit den Verlauf aller
gestreuten Mehrwegepfade fest. Fu¨r die Winkel θi und θs jedes Fla¨chenelements
gelten weiterhin die oben gemachten Annahmen. Alle Streupfade eines Vegeta-
tionsobjektes zusammen ergeben das diﬀuse Gesamtstreufeld.
4.3.4.2 Ermittlung des gestreuten Feldes
Die Berechnung der gestreuten Feldkomponenten erfolgt mittels eines Radiosita¨ts-
Ansatzes. Ihre urspru¨ngliche Anwendung hat diese Theorie in der Computergraﬁk
bei der Berechnung ku¨nstlicher Szenarien unter Einﬂuss von diﬀus an Oberﬂa¨chen
gestreutem Licht [GCS94]. Einzelne Oberﬂa¨chenelemente haben dabei eine Streu-
charakteristik, die dem Lambert’schen Cosinusgesetz entspricht [VB03], [BW64].
Die Theorie der Radiosita¨t wird vereinzelt in der Kommunikation und der Ferner-
kundung bei der Modellierung diﬀuser Streuprozesse eingesetzt. [GB92] beschreibt
einen Vergleich zwischen einem Radiosita¨ts-Ansatz und der RTT fu¨r Streuung an
Baumkronen, wobei beide Verfahren a¨hnliche Ergebnisse liefern. Es werden jedoch
gezielt einzelne Streueﬀekte an Bla¨ttern und A¨sten beru¨cksichtigt, was fu¨r die vor-
liegende Anwendung einen zu hohen Aufwand bedeuten wu¨rde. Die Erkenntnis,
dass diﬀuse Streuung an Geba¨uden bei den immer ho¨heren Mobilfunkfrequenzen
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auch in der Kommunikation eine wichtige Rolle spielt, hat zum Einsatz der Metho-
de bei der Modellierung der Wellenausbreitung vor allem in urbanen Mikrozellen-
Szenarien gefu¨hrt [DGd+04], [MAS03], [KLB+01]. Gestreute Anteile werden in
diesen Arbeiten jedoch lediglich inkoha¨rent betrachtet, d.h. es werden nur mittlere
Empfangsleistungen bestimmt. Eine vollpolarimetrische und koha¨rente Betrach-
tung der Streuung, wie sie fu¨r Systemsimulationen notwendig ist, erfolgt nicht.
Basierend auf dem Ansatz in [DGd+04] wird die Methode entsprechend erweitert
und auf die Bedu¨rfnisse des Kanalmodells angepasst.
Die Streucharakterisik der einzelnen Fla¨chenelemente wird wie das Gesamtstreu-
feld des Baumes als diﬀus angenommen. Streuanteile in eine bestimmte Raumrich-
tung sind jedoch lediglich durch einen einzelnen determinierten Strahl modelliert
(vgl. Bild 4.10). Das Streuzentrum kann daher als Punktstreuer bzw. Punktquelle
des gestreuten Feldes angesehen werden. Nach dem Lambert’schen Cosinusgesetz
strahlt ein Fla¨chenelement bei diﬀuser Streuung mit folgender Winkelabha¨ngigkeit
in die vordere Hemispha¨re:
Ss = K cos θs (4.41)
Ss beschreibt die Intensita¨t bzw. die mittlere Leistungsdichte des gestreuten Fel-
des, und θs bezeichnet den bereits deﬁnierten Streuwinkel des ausfallenden Strahls
(vgl. Bild 4.9). Man erkennt, dass das gestreute Feld unabha¨ngig von der Einfalls-
richtung der Welle ist und in Normalenrichtung des Fla¨chenelements ein Maximum
hat. Mit zunehmendem θs nimmt die Intensita¨t der Streuung immer weiter ab, bis
sie bei 90◦ zu null wird. In Richtung der Ru¨ckseite der Fla¨che wird nicht abge-
strahlt. Der Proportionalita¨tsfaktor K ist abha¨ngig vom einfallenden Feld, den
Eigenschaften des Oberﬂa¨chenelements und dem Abstand zwischen Streuzentrum
und Beobachtungspunkt.
Fu¨r die Integration der Streuung in die vorhandene, voll polarimetrische und
koha¨rente Modellierung der Wellenausbreitung werden angepasste Streufaktoren
eingefu¨hrt. Ziel ist hierbei dieselbe formale Beschreibung des Prozesses wie in (4.27)
und (4.40). Bild 4.11 zeigt die Ausgangssituation. dA bezeichnet das Fla¨chenele-
ment und Qs ist das zugeho¨rige Streuzentrum. Das einfallende E-Feld wird wie
bei der Reﬂexion in die senkrecht und parallel zur Einfallsebene liegenden Kom-
ponenten Eis und E
i
p aufgeteilt. Da Streuung in alle Richtungen der vorderen He-
mispha¨re stattﬁndet, sind Ein- und Ausfallsebene im Normalfall nicht identisch.
Das gestreute E-Feld wird ebenfalls in seinen senkrechten und parallelen Anteil Ess
und Esp bezogen auf die Ausfallsebene zerlegt.
Die Charakterisierung der Streuung erfolgt unter der Annahme der Leistungser-
haltung, d.h. die auf dA einfallende Leistung teilt sich vollsta¨ndig in einen gestreu-
ten und einen transmittierten Anteil auf. Letzterer wird jedoch bei der Berech-
nung nicht weiter beru¨cksichtigt. Grundlage fu¨r die Herleitung der Streufaktoren
eines Fla¨chenelementes sind inkoha¨rente Leistungsbilanzen, die lediglich eine skala-
re und reelle Beschreibung eﬀektiver Felder zulassen [DGd+04]. Die resultierenden
Feldsta¨rken ko¨nnen als Mittelwerte angesehen werden. Durch eine entsprechende
Erweiterung des Ansatzes werden Phasenbezug und Polarisation anschließend dem
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Bild 4.11: Geometrie zur Beschreibung der Streuung an einem Fla¨chenelement dA
gestreuten Feld zugeordnet. Im Folgenden wird die Vorgehensweise erla¨utert.
Die Leistung Pi, die durch die einfallende Welle auf die Fla¨che dA triﬀt, kann
mittels
Pi =
| Ei(Qs)|2
2ZF0
dA cos θi (4.42)
berechnet werden. | Ei(Qs)| ist die Feldsta¨rkeamplitude des einfallenden Feldes am
Streuzentrum Qs und ZF0 der Freiraumwellenwiderstand. Bei schra¨gen Einfalls-
winkeln (θi > 0
◦) reduziert sich die fu¨r die Streuung wirksame Fla¨che auf dA cos θi.
Fu¨r die Bestimmung der gestreuten und transmittierten Anteile von Pi werden
der reelle Streufaktor S und der reelle Transmissionsfaktor T eingefu¨hrt. Es gilt
folgender Zusammenhang:
Ps = S
2Pi (4.43a)
Pt = T
2Pi (4.43b)
Mit der Leistungserhaltung Pi = Ps + Pt ergibt sich:
S2 + T 2 = 1 (4.44)
Durch Vorgabe von S ist daher T eindeutig bestimmt.
Mittels (4.41) kann die gestreute Leistungsdichte Ss fu¨r alle zula¨ssigen θs bes-
timmt werden. Aus ihr wird die Feldamplitude mit der Gleichung
| Es| =
p
2ZF0Ss(θs) =
√
2ZF0K cos θs (4.45)
berechnet. Die Integration von Ss(θs) u¨ber die vordere Hemispha¨re liefert die ge-
samte gestreute Leistung. Zusammen mit (4.42) und (4.43) gilt:
Ps = S
2Pi = S
2 | Ei(Qs)|2
2ZF0
dA cos θi =
Z 2π
0
Z π
2
0
Sss
2 sin θs dθsdψs
=
Z 2π
0
Z π
2
0
K cos θss
2 sin θs dθsdψs (4.46)
= Kπs2
69
Kapitel 4 Strahlenoptische Modellierung der Wellenausbreitung
s bezeichnet den Abstand zwischen Streuzentrum und Beobachtungspunkt (hier
der Empfa¨nger). Durch die Gleichung ist K eindeutig bestimmt. Eingesetzt in
(4.45) berechnet sich die Amplitude | Es(s)| des gestreuten Feldes in Abha¨ngigkeit
von s zu:
| Es(s)| = S
r
dA cos θi cos θs
π
| Ei(Qs)|
s
(4.47)
Der Term 1/s kann als Divergenzfaktor angesehen werden. Ein Vergleich mit (4.21)
zeigt, dass sich das gestreute Feld bezu¨glich der Amplitude wie eine Kugelwelle
mit dem Quellpunkt Qs verha¨lt. Der Streufaktor S wird im vorliegenden Modell
als unabha¨ngig von θi, ψi, θs und ψs angenommen. Die Winkelabha¨ngigkeit des
gestreuten Feldes ist rein durch den Ausdruck
√
cos θi cos θs in (4.47) bestimmt. ψi
und ψs spielen hierbei keine Rolle.
Bis auf den Streufaktor S sind alle Gro¨ßen auf der rechten Seite von (4.47)
bekannt. Eine Abscha¨tzung von S erfolgt mittels dem aus der Fernerkundung be-
kannten, normierten Streuquerschnitt σ0 (engl. radar cross section, RCS) [GW98].
Dieser ist durch die Streueigenschaften der Oberﬂa¨che bestimmt und fu¨r zahlrei-
che Frequenzen und verschiedene Arten von Oberﬂa¨chen aus Messungen bekannt
[UD89]. Fu¨r große Absta¨nde s des Beobachtungspunkts von Qs und unter der An-
nahme, dass dA einen Punktstreuer mit dem Zentrum Qs darstellt, gilt fu¨r das
gestreute Feld:
| Es(s)| =
r
dAσ0
4π
| Ei(Qs)|
s
(4.48)
σ0 ist dabei in der Regel abha¨ngig von den Winkeln θi, ψi, θs und ψs (vgl. Bild 4.11).
Mittels Vergleich von (4.47) und (4.48) kann S in Abha¨ngigkeit von σ0 ausge-
dru¨ckt werden. Es ist hierbei jedoch darauf zu achten, dass S im Streumodell
winkelunabha¨ngig ist. Fu¨r die eindeutige Bestimmung von S muss daher ein Refe-
renzstreuquerschnitt bei festen Referenzwinkeln θi,ref , ψi,ref , θs,ref und ψs,ref , z.B.
aus Messungen, bekannt sein. Es ist hierbei sinnvoll die Referenzwinkel θi,ref und
θs,ref zu null zu wa¨hlen, d.h. sowohl Einfalls- als auch Streurichtung sind senkrecht
zu dA. In diesem Fall ha¨ngen ψi,ref und ψs,ref lediglich von der Lage des Koordina-
tensystems und der betrachteten Polarisation ab (siehe Bild 4.11). Im Modell wird
ψi,ref = ψs,ref gesetzt, woraus sich σ
0 fu¨r Ko- bzw. Kreuzpolarisation ergibt. Der
zugeho¨rige Referenzstreuquerschnitt wird mit σ0NIBS bezeichnet
10. Durch Gleich-
setzen von (4.47) und (4.48) unter den Bedingungen σ0 = σ0NIBS, θi = θi,ref = 0
◦
und θs = θs,ref = 0
◦ ergibt sich:
S =
r
σ0NIBS
4
(4.49)
Die Beru¨cksichtigung der Polarisationsinformation des einfallenden und gestreuten
Feldes erfolgt durch die Einfu¨hrung der polarimetrischen RCS-Matrix σ¯0. Sie ist
10NIBS: Normal Incidence Back Scatter
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deﬁniert als [GW98]
σ¯0 =
»
σ0ss σ
0
sp
σ0ps σ
0
pp
–
, (4.50)
wobei die Indizes fu¨r senkrechte und parallele Polarisation stehen. Der erste In-
dex gibt die Polarisation des gestreuten Feldes an, der zweite die des einfallenden
Feldes. Terme mit verschiedenen Indizes beschreiben die Kopplung zwischen den
beiden Polarisationen. Mit (4.49) und (4.50) kann die polarimetrische Streufaktor-
matrix S¯ folgendermaßen bestimmt werden:
S¯ =
»
Sss Ssp
Sps Spp
–
=
1
2
2
4
q
σ0ss,NIBS
q
σ0sp,NIBSq
σ0ps,NIBS
q
σ0pp,NIBS
3
5 (4.51)
Die Werte von S¯, die bei den Kanalsimulationen in dieser Arbeit verwendet werden,
sind in Anhang A.3 zu ﬁnden.
Anders als die Reﬂexions- und Beugungskoeﬃzienten sind die Streufaktoren rein
reelle Gro¨ßen. Etwaige Phasendiﬀerenzen zwischen den einfallenden Feldkompo-
nenten Eis(Qs) und E
i
p(Qs) und den Komponenten des gestreuten Feldes E
s
s(Qs)
und Esp(Qs) bei Qs sind hierin nicht beru¨cksichtigt. Da es sich um einen diﬀusen
Streuprozess handelt, kann man davon ausgehen, dass diese Phasenspru¨nge, u¨ber
die Gesamtheit aller Fla¨chenelemente eines Baumes gesehen, in einem Intervall
zwischen 0 und 2π gleichverteilt sind. Weiterhin wird angenommen, dass Streu-
beitra¨ge benachbarter Fla¨chenelemente statistisch unabha¨ngig sind. Es wird daher
eine entsprechende Zufallsvariable ζ fu¨r die Phasen der Streufaktoren eingefu¨hrt.
Dieses ζ wird allen vier polarimetrischen Streufaktoren eines einzelnen Fla¨chenele-
ments zugeordnet.
Die Berechnung von ζ ﬁndet fu¨r jedes Fla¨chenelement dA getrennt statt und
wird fu¨r die gesamte Simulation eines Verkehrsszenarios beibehalten. Realistisch
betrachtet, wird sich die Phase der Streufaktoren u¨ber der Zeit zwar a¨ndern, je-
doch sind diese Phasena¨nderungen vernachla¨ssigbar gegenu¨ber den A¨nderungen,
die durch die Bewegung von Sender und Empfa¨nger verursacht werden.
Unter der Annahme von Freiraumausbreitung zwischen Qs und dem Beobach-
tungspunkt (Empfa¨nger) wird bei gegebenem S¯ das gestreute Feld eines Fla¨chen-
elements in Analogie zu (4.27) und (4.40) mit„
Ess(s)
Esp(s)
«
=
1
s
e−jk0s
r
dA cos θi cos θs
π
ejζ
»
Sss Ssp
Sps Spp
– „
Eis(Qs)
Eip(Qs)
«
(4.52)
berechnet. Die koha¨rente Summation der einzelnen Teilfelder der Fla¨chenelemente
liefert eine mo¨gliche Realisierung des Gesamtstreufeldes des Baumes am Beobach-
tungspunkt. Durch die Zusammensetzung des Gesamtfeldes aus vielen Teilfeldern
unterschiedlicher Phase und Amplitude wird dessen diﬀuser Charakter sehr gut
angena¨hert.
Das durch (4.52) beschriebene gestreute Feld verha¨lt sich wie eine Kugelwel-
le mit dem Streuzentrum Qs als Quellpunkt. Analog zum Feld der Sendeantenne
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(vgl. (4.21)) entsteht bei s = 0 eine Kaustik, in deren Na¨he (4.52) ungu¨ltige Werte
fu¨r die Amplitude des gestreuten Feldes liefert. Es muss daher ein gewisser Min-
destabstand zu Qs eingehalten werden. Er ergibt sich mit (4.47) aus der folgenden
sinnvollen Annahme fu¨r den maximal zula¨ssigen Betrag | Emaxs | des gestreuten Fel-
des:
| Emaxs (s)| =
r
dA cos θi cos θs
π
|S¯ Ei(Qs)|
s
< |S¯ Ei(Qs)|
⇒ s >
r
dA cos θi cos θs
π
(4.53)
Wird diese Bedingung fu¨r den Abstand s eingehalten, ist das gestreute Feld immer
kleiner als das mit der Streufaktormatrix gewichtete einfallende Feld. Die obere
Schranke fu¨r den Mindestabstand in (4.53) ergibt sich mit θi = θs = 0 zu:
s >
r
dA
π
(4.54)
Im Gegensatz zum Fernfeldabstand einer Antenne (vgl. (4.20)) ist der resultieren-
de Mindestabstand zwischen einem Beobachtungspunkt und dem Streuzentrum
Qs nicht von der Wellenla¨nge abha¨ngig. Der Grund hierfu¨r liegt darin, dass die
Streucharakteristik, die durch das Lambert’sche Cosinusgesetz gegeben ist, als un-
abha¨ngig von der Frequenz und der Gro¨ße des betrachteten Fla¨chenelements dA
angenommen wird. Ist die Bedingung in (4.54) erfu¨llt, wird davon ausgegangen,
dass das an dA gestreute Feld durch eine lokal ebene TEM-Welle beschrieben wer-
den kann.
Fu¨r die Bestimmung der optimalen Gro¨ße von dA sind untere und obere Grenzen
einzuhalten. Generell ist dA so klein zu wa¨hlen, dass der diﬀuse Charakter des
Gesamtstreufeldes des Baumes erhalten bleibt. Ein zu kleines dA fu¨hrt dabei jedoch
schnell zu inakzeptabel hohen Rechenzeiten. Weiterhin sollte die Kantenla¨nge ldA
eines Fla¨chenelements gro¨ßer als die Wellenla¨nge λ0 sein, da sonst die Streubeitra¨ge
benachbarter Fla¨chenelemente in der Regel nicht mehr als statistisch unabha¨ngig
angenommen werden ko¨nnen.
Die obere Grenze fu¨r die Gro¨ße von dA ha¨ngt maßgeblich von der Bandbreite
B des betrachteten Funksystems ab, die das Auﬂo¨sungsvermo¨gen bezu¨glich ein-
zelner Mehrwegepfade bestimmt. Es gilt, dass Streupfade benachbarter Fla¨chen-
elemente durch das System nicht mehr aufgelo¨st werden du¨rfen, d.h. der sich er-
gebende Wegla¨ngenunterschied der zugeho¨rigen Pfade darf einen gewissen Wert
nicht u¨berschreiten. Ist diese Bedingung nicht erfu¨llt, verliert das Streufeld seinen
diﬀusen Charakter. Anhand der Systembandbreite kann der maximal auﬂo¨sbare
Wegla¨ngenunterschied zweier Pfade Lres durch Lres = c0/B abgescha¨tzt werden
vgl. Abschnitt 6.1). Es ist denkbar, dass ein System mit einer sehr großen Band-
breite in der Lage ist, alle Beitra¨ge des Gesamtstreufeldes aufzulo¨sen. Das Streufeld
kann dann nicht mehr als diﬀus angesehen werden. Dieser Fall ist jedoch fu¨r das
Kanalmodell nicht relevant und wird daher nicht na¨her betrachtet.
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Die Kantenla¨nge der Fla¨chenelemente beeinﬂusst direkt die La¨ngenunterschie-
de der Streupfade. Der theoretisch maximal auftretende Wegla¨ngenunterschied
∆Lmax zweier Streupfade von direkt benachbarten Fla¨chenelementen ist durch
∆Lmax = 2
√
2ldA gegeben. In den meisten Fa¨llen ist der tatsa¨chlich auftretende
La¨ngenunterschied jedoch wesentlich geringer. Unter der Bedingung ∆Lmax < Lres
ergibt sich fu¨r die zula¨ssige Kantenla¨nge: ldA < c0/(2
√
2B). Bei einer schmalbandi-
gen Betrachtung des Funkkanals (B → 0) fu¨hrt diese Bedingung jedoch dazu, dass
jede Begrenzungsﬂa¨che des Vegetationsobjektes nur durch ein einzelnes Streuele-
ment beschrieben wird. Das resultierende Feld verha¨lt sich nicht mehr diﬀus. Daher
darf die Anzahl NE,i der Diskretisierungselemente jeder Begrenzungsﬂa¨che i einen
gewissen Wert nicht unterschreiten. Die Bedingung NE,i > 10 hat sich hierbei als
ausreichend erwiesen. Der sich ergebende maximal zula¨ssige Wert von ldA ha¨ngt da-
mit ebenfalls von den absoluten Abmessungen der betrachteten Vegetationsobjekte
ab. Fu¨r die optimale Bestimmung von ldA mu¨ssen alle beschriebenen Bedingungen
erfu¨llt sein. Ist dies nicht mo¨glich (z.B. durch zu kleine Vegetationsobjekte oder zu
große Wellenla¨nge), kann der beschriebene Ansatz zur Modellierung der diﬀusen
Streuung von Vegetationsobjekten nicht angewandt werden.
Das zur Veriﬁkation des Kanalmodells verwendete Messsystem hat eine Band-
breite BM = 120MHz (vgl. Abschnitt 6.1). Unter der Beru¨cksichtigung der ge-
nannten Bedingungen und der Vorgabe einer eﬃzienten Berechnung, wird die Kan-
tenla¨nge der Diskretisierungselemente in dieser Arbeit zu ldA = 0,8m gewa¨hlt. Mit
dA = l2dA und (4.54) ergibt sich die Bedingung s > 0,45m fu¨r den Mindestabstand
des Beobachtungspunktes zu einem Streuzentrum. Diese Bedingung wird bei den
Simulationen stets eingehalten.
4.4 Bestimmung relevanter Ausbreitungspfade
Ausgehend vom Sender durchla¨uft jeder einzelne GO-Strahl bis zum Empfa¨nger
eine Reihe von Ausbreitungspha¨nomenen, die seinen geometrischen Verlauf ein-
deutig bestimmen. Die Gesamtheit aller GO-Strahlen beschreibt dabei die Mehr-
wegeausbreitung im zugeho¨rigen Funkkanal vollsta¨ndig. Allgemein wird die Suche
nach dem Ausbreitungspfad jedes einzelnen Strahls als Ray-Tracing bezeichnet.
Das Ziel beim Ray-Tracing ist die Bestimmung der genauen Positionen der Inter-
aktionspunkte (z.B. Reﬂexions- und Beugungspunkte) der einzelnen Pfade auf den
Umgebungsobjekten. Sind diese berechnet, dann ist der geometrische Verlauf der
Strahlen bekannt, da die einzelnen Punkte bei Annahme homogener Ausbreitungs-
medien durch gerade Linien verbunden werden ko¨nnen (vgl. Abschnitt 4.1.2).
Es existieren verschiedene Strategien fu¨r das Ray-Tracing, die jeweils von
den betrachteten Ausbreitungspha¨nomenen abha¨ngen. Fu¨r die Bestimmung von
Pfaden, die ausschließlich Reﬂexionen durchlaufen, wird die so genannte Spie-
gelungsmethode verwendet [Sch97]. Die direkte Anwendung des Fermat’schen
Prinzips (vgl. (4.11)) dient zur Berechnung der reinen Beugungspfade.
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Gemischte Pfade werden durch Kombination beider Methoden bestimmt. Die ein-
zelnen Verfahren sind in den folgenden Abschnitten erla¨utert.
Bei der Streuung an Ba¨umen werden nur Einfachstreuprozesse beru¨cksichtigt.
Weiterhin werden Kombinationen von Streuung und Reﬂexion bzw. Beugung ver-
nachla¨ssigt. Die zugeho¨rigen Pfade sind somit eindeutig durch die Senderposition,
die Empfa¨ngerposition und die Streuzentren festgelegt. Letztere sind durch die
Diskretisierung der Vegetationsobjekte vorgegeben (siehe Bild 4.10). Somit ist kein
spezieller Ray-Tracing-Algorithmus notwendig, um Streupfade zu bestimmen. Es
muss lediglich getestet werden, ob der Pfad durch ein anderes Umgebungobjekt
blockiert wird. Ist dies der Fall, existiert der Streupfad nicht.
4.4.1 Geometrie der Objektoberfla¨chen
Wie bereits in Abschnitt 2.3 und Abschnitt 3.1 dargestellt, sind alle Objekte im
Umgebungsmodell sowie die Fahrzeuge aus ebenen Fla¨chen zusammengesetzt. Die-
se Abstrahierung ist fu¨r die Anwendung der Spiegelungsmethode notwendig (siehe
na¨chster Abschnitt). Die einzelnen Fla¨chenelemente der Objekte werden durch
ebene Polygone beschrieben. Bild 4.12 zeigt beispielhaft die Zerlegung eines Pkw-
Modells aus Bild 2.4 in seine begrenzenden Fla¨chenelemente. Jedes Polygon in
Bild 4.12(b) wird durch die Ortsvektoren seiner Eckpunkte deﬁniert. Die ebenen
Polygone du¨rfen im dreidimensionalen Raum beliebig orientiert sein. Weiterhin
sind sowohl konvexe als auch konkave Objekte mo¨glich. Die Stoßstellen der einzel-
nen Objektpolygone ergeben die Kanten des Objekts.
(a) Pkw Modell
nJ
1
2
34
(b) Einzelne Polygone eines Pkw
Bild 4.12: Zerlegung eines Pkw in einzelne Polygonelemente
Fu¨r die Bestimmung der Wellenausbreitung ist eine eindeutige Deﬁnition der
Richtung des Normalenvektors n eines Polygons notwendig, wodurch Vorder- und
Ru¨ckseite der zugeho¨rigen Fla¨che festgelegt werden. Die Vorderseite einer Fla¨che
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ist deﬁniert als die Seite, von der n wegzeigt. n wird dabei eindeutig durch den
Umlaufsinn, der jedem Polygon zugeordnet ist, festgelegt. Der Umlaufsinn ergibt
sich aus der Reihenfolge, in der die Eckpunkte angegeben werden. Die Bestimmung
der Reihenfolge ist in Bild 4.12(b) beispielhaft fu¨r das Polygon der Windschutz-
scheibe des Pkw dargestellt. Blickt man auf die Vorderseite des Polygons, werden
aufeinander folgende Eckpunkte im Gegenuhrzeigersinn angegeben, was durch die
aufsteigende Eckpunktnummer angedeutet ist.
Interaktionen der Welle treten lediglich an der Vorderseite eine Polygons auf.
Die Ru¨ckseite ist fu¨r eine Welle durchsichtig. Daher mu¨ssen bei allen Objekten die
Vorderseiten der beschreibenden Polygone nach außen zeigen.
Jedem Polygon lassen sich unterschiedliche Materialparameter zuweisen, so
dass mehrere Materialien innerhalb eines Objektes beru¨cksichtigt werden ko¨nnen.
Fla¨chen von Vegetationsobjekten erhalten eine spezielle Markierung, welche
die Diskretisierung der Polygone vor der Bestimmung der Streupfade auslo¨st
(vgl. Bild 4.10).
Die Anwendung der GO und der UTD zur Berechnung der Wellenausbreitung
setzt voraus, dass die Abmessungen der einzelne Polygone und deren Kanten we-
sentlich gro¨ßer als die Wellenla¨nge sind. Fu¨r den angedachten Frequenzbereich, in
dem das Kanalmodell angewandt wird, ist diese Forderung stets erfu¨llt.
4.4.2 Bestimmung von reinen Reflexionspfaden
Die Berechnung der Reﬂexionspunkte eines reinen Reﬂexionspfades erfolgt mittels
der Spiegelungsmethode [MDDW00]. Diese zeichnet sich gegenu¨ber einem anderen
weit verbreiteten Verfahren, dem so genannten Ray-Launching, dadurch aus, dass
Reﬂexionspfade zwischen Sender und Empfa¨nger exakt und eindeutig bestimmt
werden [Did00]. Besonders fu¨r die richtige Berechnung von Phase und Polarisation
ist diese Eigenschaft notwendig [CPSG98]. Die voll dreidimensionale Beschreibung
der Verkehrsszenarien im vorliegenden Kanalmodell und die meist große Anzahl an
Umgebungsobjekten erfordern jedoch eine geeignete Optimierung des Algorithmus,
um die Rechenzeit in akzeptablen Grenzen zu halten.
Im Folgenden wird das Prinzip der Spiegelungsmethode kurz erla¨utert. Anschlie-
ßend erfolgt die Beschreibung der in dieser Arbeit entwickelten Optimierung des
Algorithmus.
4.4.2.1 Grundprinzip der Spiegelungsmethode
Mit der Spiegelungsmethode ko¨nnen Reﬂexionspunkte ausschließlich an ebenen
Fla¨chen bestimmt werden. Diese sind im Kanalmodell durch die Polygone der
einzelnen Objekte gegeben. Die Berechnung des Reﬂexionspunktes Qr an einer
dieser Fla¨chen ist fu¨r den Fall der Einfachreﬂexion in Bild 4.13 dargestellt.
Der Sender T und der Empfa¨nger R beﬁnden sich bezu¨glich der Ebene, in der das
Polygon liegt, auf der Vorderseite. Damit ist das Polygon von T und R aus sichtbar.
Liegt mindestens einer von beiden hinter der Ebene, so ist das Polygon von dort
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nJ
Sender T
Empfänger R
Spiegelsender T
Qr
θi θr
Polygon −
Bild 4.13: Bestimmung des Reﬂexionspunktes mittels Spiegelungsmethode
aus gesehen nicht sichtbar und eine Reﬂexion kann von vornherein ausgeschlossen
werden. Fu¨r die Bestimmung von Qr wird T an der Polygonebene gespiegelt. Das
Resultat ist der so genannte Spiegelsender T′. Der Reﬂexionspunkt Qr ergibt sich
als Schnittpunkt der Verbindungsgeraden zwischen T′ und R. Bei dem Verfahren
wird implizit das Reﬂexionsgesetz (θi = θr) angewandt. Liegt Qr außerhalb des
Polygons, ﬁndet keine Reﬂexion statt.
Das Spiegelungsprinzip la¨sst sich direkt auf Reﬂexionspfade mit ho¨herer Ord-
nung erweitern, wobei sich der Ausdruck Ordnung auf die Anzahl der durchlau-
fenen Reﬂexionen bezieht. Man wendet dabei die Methode rekursiv auf mehrere
Polygone hintereinander an. In Bild 4.14 ist das Verfahren anhand einer Zwei-
fachreﬂexion aufgezeigt. Aus U¨bersichtsgru¨nden ist hierbei ein zweidimensionaler
Schnitt senkrecht zu beiden Polygonebenen gewa¨hlt.
T
R
Polygon 1
Qr,2
T
T
Qr,1
Polygo
n 2
n1
J
n2
J
Bild 4.14: Anwendung der Spiegelungsmethode bei Zweifachreﬂexion
Zwischen T und R ergibt sich durch die Anordnung der Polygone 1 und 2 ein
mo¨glicher Reﬂexionspfad zweiter Ordnung. Zur Bestimmung der zugeho¨rigen Reﬂe-
xionspunkte Qr,1 und Qr,2 wird zuna¨chst T an der Ebene von Polygon 1 gespiegelt.
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Die Spiegelung des resultierenden Spiegelsenders T′ an der Ebene des zweiten Po-
lygons fu¨hrt zum Spiegelsender zweiter Ordnung T′′. Ausgehend vom Empfa¨nger
ergibt sich der Reﬂexionspunkt Qr,2 an Polygon 2 durch den Schnittpunkt der Ge-
raden zwischen R und T′′ mit Polygon 2. Danach wird Qr,1 als Schnittpunkt der
Geraden zwischen Qr,2 und T
′ mit dem ersten Polygon ermittelt. Der resultieren-
de Reﬂexionspfad zweiter Ordnung ist somit vollsta¨ndig bestimmt. Reﬂexionspfa-
de ho¨herer Ordnung werden mittels den entsprechenden Spiegelsendern ho¨herer
Ordnung berechnet. Die Pfade werden dabei immer beim Empfa¨nger beginnend
aufgelo¨st.
Durch die sukzessive Anwendung der Spiegelungsmethode auf alle Polygone der
Umgebung ko¨nnen die mo¨glichen Reﬂexionspfade zwischen Sender und Empfa¨nger
bestimmt werden. Hierbei steigt jedoch der Rechenaufwand exponentiell mit der
maximalen zula¨ssigen Reﬂexionsordnung n. Die resultierende Komplexita¨t des Al-
gorithmus kann durch
O (kn) mit k 	 n (4.55)
abgescha¨tzt werden. k bezeichnet die Anzahl der Polygone im Szenario. Es ist leicht
einzusehen, dass schon bei kleiner Reﬂexionsordnung der Rechenaufwand enorm
ist und die Anwendung der Spiegelungsmethode in Frage gestellt werden muss.
Aus der Literatur sind einige Ansa¨tze bekannt, die aufgrund geeigneter Selek-
tion der Polygone eine Beschleunigung erreichen [AFHI00], [HWL99], [CPSG98].
Allen gemein ist die Ausnutzung von Sichtbarkeitsrelationen zwischen Sender,
Empfa¨nger und den in der Umgebung beﬁndlichen Objekten. Die dynamische,
vollsta¨ndig dreidimensionale Betrachtung der Umgebung in dieser Arbeit und die
Forderung nach quasi-kontinuierlicher Bewegung von Sender und Empfa¨nger er-
fordert jedoch die Anpassung der Ideen an das konkrete Problem. Im na¨chsten
Abschnitt ist der im Rahmen dieser Arbeit entstandene Ansatz zu Steigerung der
Eﬃzienz der Spiegelungsmethode erla¨utert.
4.4.2.2 Optimierung der Spiegelungsmethode
Die Optimierung des Algorithmus besteht darin, lediglich die vom Sender aus sicht-
baren Fla¨chen bzw. deren sichtbare Teile zu beru¨cksichtigen, da nur diese fu¨r eine
Reﬂexion in Frage kommen. Ausschließlich fu¨r diese reduzierte Anzahl k der Poly-
gone wird der Spiegelsender bestimmt. Fu¨r die Spiegelsender dienen ebenfalls nur
die von ihnen aus sichtbaren Polygone als potenzielle Kandidaten fu¨r Reﬂexionen
zweiter Ordnung. Diese Vorgehensweise kann fu¨r beliebige Reﬂexionsordnungen n
fortgesetzt werden. Im Allgemeinen ist zu beobachten, dass die Anzahl der sicht-
baren Fla¨chen mit der Ordnung der Spiegelsender sehr stark abnimmt.
Zuna¨chst wird lediglich der Sender T betrachtet. Es gibt zwei Bedingungen, die
erfu¨llt sein mu¨ssen, so dass eine Fla¨che bzw. ein Polygon von T aus sichtbar ist.
Bereits erwa¨hnt ist die Forderung, dass T auf der Vorderseite dieser Fla¨che liegen
muss. Weiterhin darf das Polygon nicht durch andere Objekte verdeckt werden.
Dabei kommt es ha¨uﬁg vor, dass Polygone nicht vollsta¨ndig sondern nur teilweise
abgedeckt sind.
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In Bild 4.15 ist die Situation beispielhaft fu¨r zwei Geba¨ude dargestellt. Die vom
Sender T aus sichtbaren Fla¨chen sind schraﬃert gezeichnet. Es ist zu erkennen, dass
ein Teil der vorderen Fla¨che von Geba¨ude 2 durch das Geba¨ude 1 verdeckt wird.
Dieser Teil liegt von T aus gesehen im geometrisch optischen Schattenbereich von
Geba¨ude 1. Lediglich am verbleibenden sichtbaren Ausschnitt des Polygons ist eine
Reﬂexion mo¨glich. Da die anderen nicht schraﬃerten Fla¨chen der Geba¨ude 1 und
2 dem Sender die Ru¨ckseite zukehren, sind sie ebenfalls nicht von T aus sichtbar.
T
Gebäude 1
Gebäude 2
Bild 4.15: Vom Sender aus sichtbare Fla¨chen
Die Bestimmung der sichtbaren Fla¨chen bzw. Teilﬂa¨chen erfolgt in zwei Schrit-
ten. Anhand einfacher geometrischer U¨berlegungen werden zuna¨chst alle Polygone,
fu¨r die der Sender auf der Ru¨ckseite der zugeho¨rigen Ebene liegt, ausselektiert. Der
zugeho¨rige Test erfolgt durch Einsetzen des zum Sender T geho¨renden Ortsvek-
tors T in die Hesse’sche Normalform der Ebenengleichung der einzelnen Polygone
[BSMM99]. Hierdurch ist eine eindeutige Aussage u¨ber die relative Lage von T
gegenu¨ber der Polygonebene mo¨glich. Das Aussortieren dieser Polygone wird als
Back Face Culling bezeichnet. Es fa¨llt hierbei im Mittel etwa die Ha¨lfte der Poly-
gone weg.
Im zweiten Schritt werden fu¨r die verbleibenden Polygone die Teile bestimmt,
die nicht durch andere Objekte verdeckt sind (vgl. Bild 4.15). Dazu wird das ei-
gentlich dreidimensionale Problem auf ein zweidimensionales reduziert. Die Re-
duktion der Dimension geschieht durch eine perspektivische Projektion der Po-
lygone. Der Vorgang ist in Bild 4.16 dargestellt. Zuna¨chst wird ein Wu¨rfel de-
ﬁniert, in dessen Zentrum sich der Sender beﬁndet (Bild 4.16(a)). Die Kan-
tenla¨nge des Wu¨rfels und dessen Orientierung im Raum ist im Prinzip frei wa¨hl-
bar. Er darf jedoch keine anderen Objekte im Szenario schneiden und seine Kan-
tenla¨nge ist groß genug zu wa¨hlen, um numerische Ungenauigkeiten zu vermeiden.
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Bei allen Simulationen, die im Rahmen der Arbeit durchgefu¨hrt wurden, hat sich
eine Kantenla¨nge von 0,1m als geeignet erwiesen.
T 1
2
3
4
5
6
(a) Projekti-
onswu¨rfel
a
b d
c
Projektionsebene
(b) Blick von T aus durch
eine Wu¨rfelseite
Bild 4.16: Perspektivische Projektion der Polygone
Die sechs Seiten des Wu¨rfels dienen als Projektionsﬂa¨chen fu¨r die perspektivi-
sche Projektion der Polygone, die ihrerseits u¨ber den gesamten Raum verteilt sein
ko¨nnen. Das Zentrum der Projektion ist der Sender T. Zusammen mit T teilen die
Wu¨rfelseiten den Raum in sechs pyramidenfo¨rmige Sektoren auf. Jedes Polygon
ist so durch seine Position im Raum einer der Wu¨rfelseiten zugeordnet. Schneidet
ein Polygon die Grenze zwischen zwei bzw. drei Sektoren, wird es genau an der
Sektorgrenze geteilt. Die Teile werden der jeweiligen Wu¨rfelseite zugeordnet. So
ist eine eindeutige Projektion des gesamten Szenarios auf die sechs Wu¨rfelseiten
mo¨glich.
In Bild 4.16(b) ist exemplarisch das Ergebnis der Projektion fu¨r eine Wu¨rfel-
seite und vier Polygone aufgezeigt. Fu¨r die Bestimmung der projizierten Polygone
ist eine Betrachtung der Eckpunkte ausreichend, da gerade Kanten wiederum auf
Geraden abgebildet werden. Durch die Projektion bleiben daher auch die Sicht-
verha¨ltnisse zwischen den Polygonen vollsta¨ndig erhalten.
Im Beispiel von Bild 4.16(b) ist Polygon b vollsta¨ndig durch das gro¨ßere Polygon
a verdeckt, da b vom Sender aus gesehen hinter a liegt. Die gesamte Fla¨che von
b ist nicht sichtbar. Eine Reﬂexion ist dort von T aus gesehen nicht mo¨glich. Die
restlichen Polygone decken sich teilweise gegenseitig ab. Lediglich deren sichtbare
Anteile (durchgezogene Linien) sind hierbei potenzielle Reﬂexionsﬂa¨chen. Polygon
d liegt auf der Grenze zum na¨chsten Sektor. Der gestrichelte Teil des Polygons
wird daher der benachbarten Projektionsebene (Wu¨rfelseite) zugeordnet. Die ein-
zelnen Wu¨rfelseiten ko¨nnen prinzipiell als Fenster, durch die der Sender blickt,
angesehen werden. Alle sichtbaren Teilﬂa¨chen in einem Fenster sind potenzielle
Reﬂexionsﬂa¨chen.
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Die Bestimmung der sichtbaren Fla¨chenanteile in der Projektionsebene la¨sst sich
durch boolsche Operationen fu¨r Polygone beschreiben [SDK96]. Dies ist zum einen
die Diﬀerenzbildung zwischen zwei Polygonen und zum anderen die Berechnung
der Schnittmenge (Schnittﬂa¨che) zweier Polygone. Erstere wird auf jede mo¨gli-
che Kombination aus zwei Objektpolygonen angewandt, wobei stets das vordere
Polygon vom hinteren Polygon abgezogen und das hintere Polygon durch die ent-
stehende Diﬀerenz ersetzt wird. Beispielsweise ergibt sich der sichtbare Teil von
Polygon a aus der Subtraktion von a und c (a − c). Das Resultat der Diﬀerenz-
bildung ist ein Polygon, das den sichtbaren Teil von Polygon a beschreibt. Fu¨r
die anderen Polygone wird entsprechend vorgegangen. Der Anteil von Polygon d,
der noch durch das Fenster sichtbar ist, berechnet sich aus dessen Schnittmenge
mit dem Fensterpolygon. Letzteres ist durch die vier Eckpunkte der zugeho¨rigen
Wu¨rfelseite gegeben. Fu¨r die Implementierung der einzelnen Operationen wird eine
spezielle Funktionsbibliothek benutzt [Mur05].
Die Anwendung der Diﬀerenzoperation setzt die Kenntnis u¨ber die relative Lage
der Polygone voraus. D.h. es muss bekannt sein, welches Polygon vom Sender aus
gesehen vor bzw. hinter welchem liegt, um die Reihenfolge der Diﬀerenzbildung
festzulegen. Fu¨r die meisten Polygone kann diese Frage bereits vor der Projektion
eindeutig durch einfache geometrische U¨berlegungen beantwortet werden. Einige
wenige Sonderfa¨lle werden nach der Projektion durch Entfernungsbestimmung von
Kantenschnittpunkten gelo¨st. Eine genaue Beschreibung des Algorithmus ist in
[Kay02] zu ﬁnden.
Sind alle sichtbaren Polygone bestimmt, erfolgt die Ru¨cktransformation in den
dreidimensionalen Raum. Jedes Polygon wird dabei in seine urspru¨ngliche Ebene
zuru¨ckprojiziert. Durchgefu¨hrt fu¨r alle sechs Wu¨rfelseiten, ergeben sich so alle vom
Sender aus sichtbaren Teilﬂa¨chen im Szenario. Deren Anzahl ist gegenu¨ber der
nach dem Back Face Culling verbliebenen Fla¨chen in der Regel nochmals sehr
stark reduziert, so dass nur noch vergleichsweise wenig Spiegelsender berechnet
werden mu¨ssen.
Die Ermittlung eines Einfachreﬂexionspfades an einem vom Sender T aus sicht-
baren Polygon ist in Bild 4.17 dargestellt. Neben drei Empfa¨ngerpositionen R1, R2
und R3 sind zusa¨tzlich drei beliebige Umgebungsobjekte exemplarisch eingezeich-
net. Aus U¨bersichtsgru¨nden ist eine zweidimensionale Ansicht gewa¨hlt. Durch die
Spiegelung von T an der Ebene des sichtbaren Polygons ergibt sich der Spiegel-
sender T′. Betrachtet man die Lage von R1, R2 und R3 so ist direkt ersichtlich,
dass lediglich zwischen T und R1 eine Einfachreﬂexion u¨ber dieses Polygon exis-
tiert. Der Grund hierfu¨r liegt darin, dass die Strecke T′R1 als einzige das Polygon
schneidet und nicht durch andere Umgebungsobjekte verla¨uft. Man kann sagen,
dass R1 als einziger Empfa¨nger von T
′ aus sichtbar ist. Das prima¨re Sichtfeld von
T′ ist durch das Polygon, an dem T gespiegelt wird, begrenzt. Es kann analog zu
einer der Wu¨rfelseiten aus Bild 4.16(a), als Fenster fu¨r T′ angesehen werden.
Die Bestimmung, ob ein beliebiger Empfa¨nger R von T′ aus sichtbar ist oder
nicht, erfolgt in zwei Schritten. Zuna¨chst wird anhand der Spiegelungsmethode der
Reﬂexionspunkt Qr in der Ebene des Fensterpolygons ermittelt (vgl. Bild 4.13).
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Bild 4.17: Bestimmung eines Reﬂexionspfades
Durch einen Point-in-Polygon-Test [SDK96] wird festgestellt, ob Qr innerhalb des
Polygons liegt. Ist dies nicht der Fall, kann man, wie fu¨r Qr,2 in Bild 4.17, eine
Reﬂexion ausschließen. Beﬁndet sich Qr jedoch innerhalb des Fensterpolygons, sind
zusa¨tzliche Tests no¨tig, die feststellen, ob R durch ein Objekt bzw. durch dessen
Polygone verdeckt wird. In Bild 4.17 ist dieser Fall anhand der Empfa¨ngerposition
R3 dargestellt. Ein mo¨glicher Reﬂexionspfad wird hier durch Objekt 2 verhindert.
Fu¨r den Test wird in a¨hnlicher Weise vorgegangen, wie bei der Bestimmung der
vom Sender aus sichtbaren Fla¨chen. Jedoch ﬁndet keine Subtraktion der Polygone
statt. Nach einer gewissen Vorselektion, die auf einfachen geometrischen U¨berle-
gungen beruht, werden lediglich die potenziellen Polygone perspektivisch in die
Ebene des Fensterpolygons projiziert. In Frage kommen hierbei nur Polygone die
von T′ aus sichtbar sind. Weiterhin muss R auf der Ru¨ckseite dieser Polygone lie-
gen, um von ihnen verdeckt werden zu ko¨nnen. Nach jeder Projektion erfolgt ein
Point-in-Polygon-Test, der Aufschluss daru¨ber gibt, ob Qr innerhalb des projizier-
ten Polygons liegt. Ist der Test positiv, besteht keine Sichtverbindung zwischen
T′ und R und die Testreihe wird abgebrochen. Bei negativem Ergebnis fu¨r alle
getesteten Polygone existiert der Reﬂexionspfad zwischen T und R. Ein Test, ob
der zugeho¨rige Teilpfad zwischen T und Qr durch ein Objekt verla¨uft, muss nicht
durchgefu¨hrt werden, da sich Qr immer im Sichtfeld von T beﬁndet.
Die Bestimmung der Reﬂexionspfade zweiter Ordnung erfolgt analog zu denen
erster Ordnung. Fu¨r alle mo¨glichen Spiegelsender erster Ordnung T′ werden die
sichtbaren Fla¨chen mittels Projektion und Subtraktion berechnet. Als Fensterpo-
lygon dient hierbei das Polygon, an dem der jeweilige T′ gespiegelt wird. Fu¨r die
von T′ aus sichtbaren Polygone werden die zugeho¨rigen Spiegelsender zweiter Ord-
nung T′′ ermittelt. Fu¨r sie erfolgt der beschriebene Sichtbarkeitstest bezu¨glich des
Empfa¨ngerpunktes R. Jeder positive Test fu¨hrt durch anschließende Berechnung
der beiden zugeho¨rigen Reﬂexionspunkte Qr,1 und Qr,2 (vgl. Bild 4.14) zu einem
Doppelreﬂexionspfad zwischen T und R. Ein weiterer Test, ob die resultierenden
Pfadsegmente zwischen T und Qr,1 bzw. zwischen Qr,1 und Qr,2 existieren, ist auch
hierbei nicht notwendig.
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Die Anwendung des beschriebenen Algorithmus auf Reﬂexionen beliebiger Ord-
nung erfolgt entsprechend. Bei Vorgabe einer maximalen Ordnung ko¨nnen die
daraus entstehenden Sichtbarkeistrelationen in einer Baumstruktur, wie sie in
Bild 4.18 gezeigt ist, dargestellt werden. Der Sender T ist hierbei die Wurzel des
Baums. Jede Kante, die von T ausgeht, entspricht einer vom Sender aus sichtba-
ren Fla¨che. Die zugeho¨rigen Spiegelsender beschreiben die Knoten in der na¨chsten
Ebene des Baums. Eine Fortfu¨hrung des Baums verla¨uft entsprechend. Seine maxi-
male Tiefe ist durch die maximal zula¨ssige Reﬂexionsordnung bestimmt. In diesem
Beispiel ist sie aus Gru¨nder der U¨bersicht auf drei begrenzt.
T1
T21
T
T2 T3
T22
T232T231 T233
T23
…
…
…
……
… …
Ordnung 1
Ordnung 2
Ordnung 3
Bild 4.18: Sichtbarkeitsbaum dritter Ordnung
Bei der Berechnung aller Reﬂexionspfade bis zu einer maximal vorgegebe-
nen Ordnung, wird zuna¨chst der Sichtbarkeitsbaum fu¨r die Position des Senders
vollsta¨ndig bestimmt. Anschließend erfolgt die Ermittlung aller Reﬂexionspfade
zwischen T und R durch rekursives Abarbeiten der Baumstruktur. Die Pfade der
einzelnen Reﬂexionsordnungen werden in den zugeho¨rigen Ebenen des Baums be-
rechnet. An jedem Knoten wird gepru¨ft, ob R vom zugeho¨rigen Spiegelsender aus
sichtbar ist. Ist dies der Fall, existiert der entsprechende Reﬂexionspfad.
Durch den beschriebenen Algorithmus wird die Zahl der auf Reﬂexionspfade zu
u¨berpru¨fenden Fla¨chen sehr stark reduziert. Ein entscheidender Vorteil ist wei-
terhin die Tatsache, dass gefundene Reﬂexionspfade nicht auf Blockierung durch
andere Objekte getestet werden mu¨ssen. Trotz der aufwa¨ndig erscheinenden Vor-
verarbeitung der Objektpolygone, haben Vergleiche mit und ohne optimierte Spie-
gelungsmethode gezeigt, dass die beno¨tigte Rechenzeit in der Regel um ein Vielfa-
ches reduziert werden kann. Die Verringerung der Rechenzeit ha¨ngt hierbei stark
von der Position des Senders bzw. von der Anzahl der vom Sender aus sichtbaren
Objekte ab. Durch die implementierten Optimierungen wird die Verwendung der
Spiegelungsmethode im Kanalmodell erst ermo¨glicht.
Die maximale Reﬂexionsordnung fu¨r die in dieser Arbeit durchgefu¨hrten Si-
mulationen wird auf fu¨nf gesetzt. Vergleiche mit unterschiedlichen Werten haben
gezeigt, dass dies fu¨r alle betrachteten Szenarien (urbanes Gebiet und Autobahn)
vo¨llig ausreichend ist. In einigen Literaturstellen ﬁndet man fu¨r verschiedene Simu-
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lationsszenarien hierzu Angaben zwischen drei und acht [RG02], [VFL98], [Sch97].
Letztere Zahl wird jedoch unter Annahme sehr großer Umgebungen mit mehreren
Kilometern Durchmesser vorgeschlagen [RG02].
4.4.3 Bestimmung von reinen Beugungspfaden
Fu¨r die exakte Bestimmung von reinen Beugungspfaden sind eﬃziente Verfahren
aus der Literatur bekannt [AFHI00], [CPSG98], [LB98], [Cic94]. In vielen Fa¨llen
sind in den verwendeten Umgebungsmodellen jedoch nur horizontale und vertikale
Objektkanten zugelassen. Die zugeho¨rigen Ray-Tracing-Verfahren sind auf diese
Geometrien hin optimiert. Weiterhin werden Beugungspfade nur in bestimmten
vertikalen bzw. horizontalen Schnittebenen des Szenarios berechnet. Da in der
vorliegenden Arbeit eine beliebige Kantenorientierung mo¨glich ist und auch sonst
keine weiteren Einschra¨nkungen gemacht werden, sind diese Verfahren nicht an-
wendbar.
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Bild 4.19: Einfach gebeugter Pfad
Die Ermittlung der Beugungspfade zwischen Sender und Empfa¨nger erfolgt unter
direkter Anwendung des Fermat’schen Prinzips (vgl. (4.11)). Das Verfahren wird
in Bild 4.19 anhand einer Einfachbeugung erla¨utert. Die Positionen von Sender
T und Empfa¨nger R sind durch die Ortsvektoren xT und xR gegeben. Polygon 1
und Polygon 2 bilden die Beugungskante. Diese ist durch die Ortsvektoren der
Endpunkte xA und xB vollsta¨ndig beschrieben. Aus der Randbedingung, dass der
noch unbekannte Beugungspunkt Qd auf der Kante liegen muss, ergibt sich fu¨r den
zugeho¨rigen Ortsvektor xQd :
xQd = xA + t(xB − xA) = xA + teAB mit t ∈ [0,1] (4.56)
Durch die Variation des Parameters t im Intervall [0,1] werden alle mo¨glichen
Beugungspunkte beschrieben.
Die geometrische La¨nge Lgeom(t) des gesamten Beugungspfades in Abha¨ngigkeit
von t berechnet sich zu:
Lgeom(t) = |xQd − xT|+ |xQd − xR| = |xA − xT + teAB|+ |xA− xR + teAB| (4.57)
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Nach dem Fermat’schen Prinzip fu¨r homogene Ausbreitungsmedien muss Lgeom(t)
minimal werden. Der zugeho¨rige Wert von t ergibt sich aus der Bedingung:
∂Lgeom(t)
∂t
!
= 0 (4.58)
Eine U¨berpru¨fung der zweiten Ableitung ist nicht notwendig, da kein Maximum
existiert. Das resultierende Minimum ist global. Es kann gezeigt werden, dass die
Bedingung aus (4.58) auf das Beugungsgesetz in (4.29) fu¨hrt [Kay02].
Die Berechnung von t ist im Allgemeinen nicht analytisch durchfu¨hrbar. Sie
erfolgt daher numerisch mittels des Newton-Verfahrens [BSMM99]. Ist t bestimmt,
ergibt sich die Position des Beugungspunktes aus (4.56). Liegt der Wert von t
außerhalb des Intervalls [0,1] beﬁndet sich Qd nicht auf der Kante. In diesem Fall
existiert kein Beugungspfad.
Die Bestimmung von Qd bei der Einfachbeugung wird fu¨r alle potenziellen Kan-
ten im Szenario durchgefu¨hrt. Eine Reduktion der Kantenanzahl erfolg a¨hnlich wie
beim Back Face Culling. Kanten fu¨r die T oder R hinter den beiden Flanken, d.h.
im Inneren des Keils, liegt, sind vom Sender bzw. Empfa¨nger aus nicht sichtbar
und werden daher aussortiert. Ist Qd berechnet und liegt der Punkt auf der Kante,
wird getestet, ob eines der beiden Segmente des zugeho¨rigen Beugungspfades von
einem anderen Umgebungsobjekt blockiert ist. Hierzu werden die Schnittpunkte
der Pfadsegmente mit in Frage kommenden Objektpolygonen ermittelt. Liegt ein
Schnittpunkt innerhalb eines Polygons, so existiert der Beugungspfad nicht. Die
Anzahl der zu testenden Polygone wird durch einfache geometrische U¨berlegungen,
die in [Kay02] na¨her beschrieben sind, stark eingeschra¨nkt.
Die Berechnung der Beugungspunkte bei Mehrfachbeugung verla¨uft analog zur
Einfachbeugung. Es wird ebenfalls, unter Anwendung des Fermat’schen Prinzips,
der Beugungspfad mit der minimalen geometrischen La¨nge bestimmt. In Bild 4.20
ist beispielhaft ein Beugungspfad dritter Ordnung dargestellt.
Allgemein sind fu¨r einen Beugungspfad n-ter Ordnung die Ortsvektoren der
Beugungspunkte mit xQd,1, . . . , xQd,n bezeichnet. Analog zu (4.56) ergeben sie
sich mit den zugeho¨rigen Kantenvektoren eAB,1, . . . , eAB,n und den Vektoren der
Endpunkte xA,1, . . . , xA,n zu:
xQd,i = xA,i + tieAB,i mit ti ∈ [0,1] (4.59)
Die Parameter ti bestimmen eindeutig die Lage der entsprechenden Beugungspunk-
te Qd,i auf der Kante. In Erweiterung von (4.57) wird die La¨nge Lgeom(t1, . . . , tn)
des Beugungspfades mittels
Lgeom(t1, . . . , tn) = |xQd,1 − xT|+ |xQd,n − xR|+
n−1X
i=1
|xQd,i+1 − xQd,i|
= |xA,1 + t1eAB,1 − xT|+ |xA,n + tneAB,n − xR| (4.60)
+
n−1X
i=1
|xA,i+1 − xA,i + ti+1eAB,i+1 − tieAB,i|
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berechnet. Die unbekannten Parameter t1, . . . , tn ergeben sich wiederum aus der
notwendigen Bedingung fu¨r einen Extremwert von Lgeom(s1, . . . , sn). Durch par-
tielle Ableitung von Lgeom(t1, . . . , tn) nach allen t1, . . . , tn resultiert das nichtli-
neare Gleichungssystem:
∂Lgeom
∂ti
!
= 0 ∀ i = 1, . . . , n (4.61)
Die Lo¨sung von (4.61) wird, wie bei der Einfachbeugung, numerisch durchgefu¨hrt.
Es kommt hierbei jedoch eine Kombination aus dem so genannten konjugier-
ten Gradienten-Verfahren und dem Newton-Verfahren zum Einsatz [BSMM99],
[PFTV93]. Aus dem Ergebnis fu¨r t1, . . . , tn lassen sich direkt die Beugungspunkte
Qd,1, . . . , Qd,n bestimmen. Liegt mindestens einer der Werte t1, . . . , tn außerhalb
des zula¨ssigen Intervalls [0,1], existiert der Beugungspfad nicht. Sind die poten-
ziellen Beugungspfade ermittelt, erfolgt der Test der einzelnen Pfadsegmente auf
Schnittpunkte mit den anderen Objektpolygonen.
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Bild 4.20: Dreifach Beugungspfad
Die Komplexita¨t des Verfahrens steigt, wie bei der Spiegelungsmethode, expo-
nentiell mit der maximal zula¨ssigen Ordnung der Pfade (vgl. (4.55)). Eine a¨hnliche
und fu¨r alle Ordnungen gu¨ltige Optimierung ist jedoch bei der Beugungspfadsuche
ungleich aufwa¨ndiger. Deshalb wird lediglich fu¨r die Beugung zweiter Ordnung eine
gewisse Selektion der zu u¨berpru¨fenden Kantenkombinationen durchgefu¨hrt, die al-
lerdings die Pfadsuche wesentlich beschleunigt. Die Beru¨cksichtigung der Beugung
bis maximal zweiter Ordnung ist fu¨r das Kanalmodell ausreichend, da Beugungs-
pfade in der Regel stark geda¨mpft sind.
Die Vorgehensweise bei der Kantenselektion fu¨r die Doppelbeugung ist im Fol-
genden kurz erla¨utert. Es wird festgelegt, dass als erste Beugungskante diejenige
bezeichnet wird, die direkt nach dem Sender kommt. Direkt vor dem Empfa¨nger
beﬁndet sich die zweite Beugungskante. Die Anzahl zu untersuchender Kombina-
tionen wird zuna¨chst in einer Vorselektion durch das bereits angedeutete Back
Face Culling fu¨r Kanten reduziert. Fu¨r alle u¨brig gebliebenen Kantenkombina-
tionen wird vor der Lo¨sung von (4.61) anhand der gegenseitigen relativen Lage
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getestet, ob eine Doppelbeugung mo¨glich ist. Bild 4.21 zeigt den Sachverhalt, vom
Sender aus gesehen, in einer vereinfachten zweidimensionalen Darstellung.
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Bild 4.21: Selektion mo¨glicher zweiter Beugungskanten
In Bild 4.21 eingezeichnet sind der Sender T, eine beliebige erste Beugungskante
und einige potenzielle zweite Beugungskanten. Aus Bild 4.6 ist bekannt, dass alle
gebeugten Strahlen auf einem Keller’schen Beugungskegel liegen. Da der erste Beu-
gungspunkt Qd,1 noch nicht bekannt ist, kann die Lage des Kegels nicht bestimmt
werden. Jedoch la¨sst sich die Bedingung, dass Qd,1 zwischen den Endpunkten A
und B der Kante liegen muss, ausnutzen, um eine ra¨umliche Abscha¨tzung durch-
zufu¨hren. Der Bereich, in dem die zweite Beugungskante liegen darf, ist hierbei
durch die beiden Beugungskegel begrenzt, die sich fu¨r Qd,1 = A bzw. Qd,1 = B
ergeben. Beﬁndet sich eine potenzielle zweite Kante zumindest teilweise zwischen
Kegel a und b, ist eine weitere Beugung an ihr mo¨glich. In Bild 4.21 sind die-
se Kanten als durchgezogene Linien gekennzeichnet. Eine zweite Beugung an den
gestrichelt dargestellten Kanten kommt nicht in Frage. Fu¨r positiv getestete zwei-
te Kanten wird das Verfahren von der Empfa¨ngerseite her abermals durchgefu¨hrt.
Hierbei nimmt der Empfa¨nger kurzfristig die Stellung des Senders ein. Erst wenn
dieser zweite Test ebenfalls positiv ist, erfolgt die Beugungspunktbestimmung der
entsprechenden Kantenpaarung.
Durch den beschriebenen Ansatz la¨sst sich die Zahl der auf Beugungspunkte
zu testenden Kantenkombinationen und damit die Rechenzeit stark reduzieren.
Ein Nachteil des Verfahrens gegenu¨ber der optimierten Spiegelungsmethode ist die
Tatsache, dass gefundene Beugungspfade auf Schnittpunkte mit anderen Umge-
bungsobjekten untersucht werden mu¨ssen.
4.4.4 Gemischte Pfade
Gemischte Pfade sind solche, in denen die Ausbreitungspha¨nomene Reﬂexion und
Beugung gemeinsam vorkommen. Fu¨r eine vorgegebene maximale Anzahl an In-
teraktionen (Reﬂexionen und Beugungen zusammen) ergeben sich eine Vielzahl
von Kombinationsmo¨glichkeiten. Aus Eﬃzienzgru¨nden werden nur Mehrfachreﬂe-
86
4.5 Beispielergebnisse der Pfadsuche
xionen mit anschließender Einfachbeugung und der umgekehrte Fall beru¨cksich-
tigt. Deren Ermittlung erfolgt mit einer Kombination aus Spiegelungsmethode und
Fermat’schem Prinzip.
Die Bestimmung der Pfade, deren letzte Interaktion vor dem Empfa¨nger eine
Beugung ist, wird mit Hilfe der bei den reinen Reﬂexionspfaden berechneten Spie-
gelsender durchgefu¨hrt. Es wird hierbei ausgenutzt, dass das Pfadsegment zwischen
dem letzten Reﬂexionspunkt und dem darauf folgenden Beugungspunkt auf einer
Geraden durch den zugeho¨rigen Spiegelsender liegt. Die Beugungspunktsuche er-
folgt nach dem im vorhergehenden Abschnitt beschriebenen Ansatz fu¨r alle Spie-
gelsender, den Empfa¨nger und die potenziellen Beugungskanten im Sichtbereich
des jeweiligen Spiegelsenders.
Die Ermittlung der Pfade, deren erste Interaktion nach dem Sender eine Beu-
gung ist, wird in a¨hnlicher Weise durchgefu¨hrt. Der Unterschied liegt darin, dass
hier fu¨r den Empfa¨nger die Spiegelempfa¨nger und die zugeho¨rigen sichtbaren Po-
lygone bestimmt werden. Anhand der Spiegelempfa¨nger und des Senders erfolgt
die Berechnung der Beugungspunkte wie beschrieben.
4.5 Beispielergebnisse der Pfadsuche
Das Ergebnis der Pfadsuche ist im Folgenden anhand von zwei Simulationsbei-
spielen dargestellt. Bild 4.22 zeigt zuna¨chst einen kleinen Ausschnitt eines Auto-
bahnszenarios (vgl. Bild 3.7). Sender und Empfa¨nger fahren hintereinander auf der
rechten Spur. Die Antennen, beides Hertz’sche Dipole [Bal89], sind 20 cm u¨ber der
Dachmitte der Fahrzeuge positioniert. Ihre Ausrichtung ist vertikal. Einige Ba¨ume
unterschiedlicher Gro¨ße sind neben der Fahrbahn platziert. Exemplarisch sind die
Sender
Empfänger
Streupfade
Bäume
bewegte
Fahrzeuge
Leitplanken
Bild 4.22: Streupfade an Vegetation in einem Autobahnszenario
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durch das Kanalmodell gefundenen Streupfade eines ausgewa¨hlten Baumes ein-
gezeichnet (schwarze Linien). Andere Mehrwegepfade sind aus U¨bersichtsgru¨nden
weggelassen.
Im Allgemeinen sind die vielen Streupfade in der Realita¨t am Empfa¨nger nicht
trennbar. Weiterhin unterliegt die Gesamtempfangsspannung, die durch die Streu-
ung an einem Baum hervorgerufen wird, schon bei geringen Bewegungen des
Empfa¨ngers starken Schwankungen. Beides zusammen spiegelt den diﬀusen Cha-
rakter des Streuprozesses wider. Das implementierte Streumodell na¨hert dieses
Verhalten durch die große Anzahl an generierten Pfaden und die zufa¨llig gezoge-
nen Phasen sehr gut an.
In Bild 4.23 beﬁnden sich Sender- und Empfa¨ngerfahrzeug in einem urbanen
Gebiet. Es sind ebenfalls einige Ausbreitungspfade eingezeichnet. Die maximale
Anzahl der Interaktionen (Beugungen und Reﬂexionen) ist hier aus U¨bersichts-
gru¨nden auf zwei beschra¨nkt. Weiterhin sind Mehrwegepfade, die bezu¨glich ihres
Empfangsleistungsbeitrags mehr als 50 dB unter dem direkten Pfad liegen, wegge-
lassen. Gut zu erkennen sind die zahlreichen Interaktionen der ausgesendeten Welle
mit den Umgebungsobjekten. Die Geba¨ude am Straßenrand verursachen einen Wel-
lenleitereﬀekt, d.h. die Welle wird entlang der Straßenschlucht gefu¨hrt. Sowohl an
bewegten als auch an parkenden Fahrzeugen entstehen Mehrwegepfade, die zum
Empfangssignal beitragen. Meist handelt es sich hierbei um Beugungs- bzw. ge-
mischte Pfade. Ebenfalls durch das Ray-Tracing gefunden werden Beugungspfade,
die durch ein Straßenschild verursacht werden.
Sender
Empfänger
Beugungen
R
eflexionen
Gebäude
Verkehrsschild
parkende
Fahrzeuge
bewegte
Fahrzeuge
Bild 4.23: Beugungs-, Reﬂexions- und gemischte Pfade in urbaner Umgebung
Die Ergebnisse dieser Beispiele zeigen, dass nahezu alle relevanten Mehrwegepfa-
de in einem Szenario gefunden und beru¨cksichtigt werden. Zusammen mit der rea-
listischen Umgebungsmodellierung und der genauen Berechnung der einzelnen Wel-
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lenausbreitungspha¨nomene wird der Funkkanal zwischen Fahrzeugen vollsta¨ndig
beschrieben.
4.6 Zusammenfassung
Das vorgestellte Verfahren zur vollpolarimetrischen und koha¨renten Berechnung
der Wellenausbreitung basiert auf den Grundsa¨tzen der geometrischen Optik (GO).
Zusammen mit ihrer Erweiterung, der Uniform Geometrical Theory of Diﬀraction
(UTD), werden die Pha¨nomene Reﬂexion, Beugung und Freiraumausbreitung
beru¨cksichtigt. Die Modellierung von Streueﬀekten an Ba¨umen und Bu¨schen, die
am Straßenrand platziert sein ko¨nnen, erfolgt mittels eines eigens entwickelten und
angepassten Ansatzes. Er erlaubt es, die diﬀuse Vegetationstreuung in das koha¨ren-
te, vollpolarimetrische Wellenausbreitungsmodell zu integrieren. Die Grundlage des
Verfahrens bildet die Theorie der Radiosita¨t.
Der Verlauf der relevanten Mehrwegepfade wird anhand von optimierten Ray-
Tracing-Verfahren bestimmt. Reine Reﬂexionspfade werden mit Hilfe der Spiege-
lungsmethode ermittelt. Die hierfu¨r entwickelte Rechenzeitoptimierung macht ih-
ren eﬃzienten Einsatz u¨berhaupt erst mo¨glich. Pfade, deren einzige Interaktionen
mit Umgebungsobjekten Beugungen sind, werden mittels des Fermat’schen Prin-
zips berechnet. Hierbei kommen ebenfalls optimierte Verfahren zum Einsatz. Die
Pfadsuche fu¨r gemischte Pfade beruht auf der Kombination der beiden Verfahren.
Das Ergebnis aus optimiertem Ray-Tracing und genauer strahlenoptischer Mo-
dellierung der Wellenausbreitung erlaubt die eﬃziente Simulation realistischer Ver-
kehrsszenarien, wie sie in dieser Arbeit vorliegen.
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Kapitel 5
Systemtheoretische Beschreibung des
Funkkanals
Systemtheoretisch betrachtet, verha¨lt sich der Funkkanal in der Regel wie ein linea-
res zeitvariantes U¨bertragungssystem [Kat97]. Nichtlineare Eﬀekte treten lediglich
in Ausbreitungsmedien mit entsprechenden nichtlinearen Materialeigenschaften auf
[Bal89]. Fu¨r das vorliegende Kanalmodell sind Nichtlinearita¨ten jedoch ohne Be-
lang. Ein linearer Funkkanal wird vollsta¨ndig durch seine zeitvariante Impulsant-
wort beschrieben. Aus ihr ko¨nnen alle charakteristischen Kanalkenngro¨ßen und
Kennfunktionen, wie z.B. die Doppler-Verbreiterung oder das Leistungsverzo¨ge-
rungsspektrum, abgeleitet werden. Weiterhin kann sie direkt fu¨r Systemsimulatio-
nen eingesetzt werden (siehe Kapitel 7).
Allgemein ergibt sich das Ausgangssignal y(t) eines linearen zeitvarianten Sys-
tems durch die Faltung der zugeho¨rigen Impulsantwort h(τ, t) mit dem Eingangs-
signal x(t):
y(t) = h(τ, t) ∗ x(t) =
Z ∞
−∞
h(τ, t)x(t− τ ) dτ (5.1)
Die Impulsantwort h(τ, t) beschreibt im vorliegenden Kanalmodell den zeitvarian-
ten U¨bertragungskanal zwischen dem Eingang der Sendeantenne und dem Ausgang
der Empfangsantenne.
Im folgenden Abschnitt sind die Zusammenha¨nge zwischen zeitvarianter Ka-
nalimpulsantwort und Mehrwegeausbreitung dargestellt. Die Erla¨uterung einiger
wichtiger Kanalkenngro¨ßen und -funktionen erfolgt anschließend. Da das Kanalmo-
dell eine Impulsantwort zu diskreten Abtastzeitpunkten des Kanals liefert, muss fu¨r
die korrekte Wiedergabe des zeitvarianten Kanalverhaltens ein gewisses maximales
Abtastintervall eingehalten werden. Eine Abscha¨tzung fu¨r die zugeho¨rige Abtast-
frequenz ist im letzten Abschnitt dieses Kapitels beschrieben. Weiterhin wird ein
eigens entwickeltes Interpolationsverfahren eingefu¨hrt, das die Rechenzeiten des
Kanalmodells wesentlich verringert.
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5.1 Formale Beschreibung der Mehrwegeausbreitung
Das Spektrum von drahtlosen Kommunikationssystemen ist im Allgemeinen auf
einen relativ schmalen Frequenzbereich um die zugeho¨rige Tra¨gerfrequenz f0 be-
grenzt.1 Bestimmende Systemkomponenten sind dabei das Sende- und das Emp-
fangsﬁlter vor bzw. nach der Antenne. Lediglich im Durchlassbereich dieser Filter
ist eine Charakterisierung des Kanalverhaltens bei entsprechenden Systemunter-
suchungen no¨tig.
Fu¨r die resultierenden bandbegrenzten Funkkana¨le wird im Folgenden angenom-
men, dass die im Kanalmodell beru¨cksichtigten Ausbreitungspha¨nomene Reﬂexion,
Beugung und Streuung im betrachteten Bereich in guter Na¨herung unabha¨ngig
von der Frequenz sind. A¨nderungen der Antennenkenngro¨ßen wie Gewinn, Richt-
charakteristik und Impedanz innerhalb des Frequenzbandes werden ebenfalls ver-
nachla¨ssigt. Eine Bestimmung der genannten Pha¨nomene und Antennengro¨ßen er-
folgt daher lediglich bei der betrachteten Bandmittenfrequenz (Tra¨gerfrequenz)
f0. Die einzige verbleibende Frequenzabha¨ngigkeit des Kanals ergibt sich aus den
unterschiedlichen Phasendrehungen, die ein gesendetes Signal auf den einzelnen
Mehrwegepfaden durch die Freiraumausbreitung zwischen den Interaktionspunk-
ten erfa¨hrt. Unter der Voraussetzung der gemachten Annahmen wird im Folgenden
der Funkkanal beschrieben.
Fu¨r den Fall einer komplexen zeitharmonischen Erregung mit der Frequenz
f > 0 verursacht jeder Mehrwegepfad im Empfa¨nger einen komplexen zeit- und fre-
quenzabha¨ngigen Spannungsbeitrag mit der Amplitude UR,n(f, t) (vgl. (4.22)). Die
koha¨rente Addition aller UR,n(f, t) u¨ber alle Ausbreitungswege liefert die Ampli-
tude der Gesamtspannung UR(f, t) im Empfa¨nger. Sie dient als Grundlage fu¨r die
Bestimmung der zeitvarianten U¨bertragungsfunktion des Kanals, die das A¨qui-
valent zur Kanalimpulsantwort im Frequenzbereich darstellt. Beide sind mittels
Fourier-Transformation ineinander u¨berfu¨hrbar [Pro01].
Das vom Sender erzeugte Feld am ersten Interaktionspunkt ist fu¨r jeden Pfad
anhand von (4.21) bestimmt. Durch die Kaskadierung der polarimetrischen U¨ber-
tragungsgleichungen fu¨r die jeweiligen Ausbreitungspha¨nomene eines Pfades er-
gibt sich die komplexe vektorielle Feldamplitude an der Empfangsantenne. Mittels
(4.22) werden hieraus die Teilempfangsspannungen UR,n(f, t) berechnet. Die Sum-
mation u¨ber alle UR,n(f, t) liefert die Gesamtleerlaufspannung am Empfa¨nger. Es
1Dies gilt nicht fu¨r ultra-breitbandige Systeme (engl. ultra wideband systems, UWB) [AR03].
Sie werden in dieser Arbeit jedoch nicht beru¨cksichtigt.
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ergibt sich hierfu¨r [GW98]:
UR(f, t) =
N(t)X
n=1
UR,n(f, t)
=
s
8
„
c0
4πf0
«2
Re {ZAR}GRGTPT
·
N(t)X
n=1
n
CR(ϑR,n(t), ψR,n(t)) ·
“
T¯n(t) CT(ϑT,n(t), ψT,n(t))
”
e−j2πfτn(t)
o
mit e−j2πfτn(t) = e−jk0sn(t) und sn(t) = τn(t)c0 = τn(t)fλ0
(5.2)
In der polarimetrischen Transmissionsmatrix T¯n(t) sind die U¨bertragungsmatrizen
aller Ausbreitungspha¨nomene eines Pfades zusammengefasst. Es ist hierbei sinn-
voll, die Phasenterme e−j2πfτn(t), die allein durch die Freiraumausbreitung verur-
sacht werden, separat darzustellen, da hierin die wesentliche Frequenzabha¨ngigkeit
von UR(f, t) beru¨cksichtigt wird. Alle anderen Gro¨ßen sind nach Voraussetzung im
betrachteten Band frequenzunabha¨ngig. Die Gro¨ße τn(t) in (5.2) bezeichnet die
unterschiedlichen Laufzeiten eines Signals zwischen Sender und Empfa¨nger, die
sich fu¨r die einzelnen Ausbreitungspfade ergeben. Bei einer gegebenen Pfadla¨nge
sn(t) ist sie durch die Vakuumlichtgeschwindigkeit c0 eindeutig bestimmt.
Die Zeitabha¨ngigkeit von UR(f, t) ist durch die zeitlichen A¨nderungen der Trans-
missionsmatrizen, der Laufzeiten und der Aus- und Einfallswinkel der einzelnen
Strahlen festgelegt. Weiterhin ﬂuktuiert die Anzahl N der Mehrwegepfade. In
der Regel sind die Antennenkenngro¨ßen nicht zeitabha¨ngig. Beim vorliegenden
Fahrzeug-Fahrzeug-Funkkanal ist die zeitliche A¨nderung der einzelnen Gro¨ßen
durch die Bewegung von Sender, Empfa¨nger und den anderen, am Verkehr be-
teiligten Fahrzeugen bestimmt.
Die zeitvariante Einseiten-Bandpass-U¨bertragungsfunktion H(f, t) des Funkka-
nals fu¨r f > 0 berechnet sich aus dem Quotienten der Amplituden von Empfangs-
leerlaufspannung UR(f, t) und Sendeleerlaufspannung UT. Letztere ist zeitlich kons-
tant und im betrachteten Band frequenzunabha¨ngig. Ohne Beschra¨nkung der
Allgemeinheit kann fu¨r UT die Referenzphase ϕT = 0
◦ festgelegt werden, so
dass UT = |UT| gilt. Unter der Annahme von Leistungsanpassung am Eingang
der Sendeantenne, la¨sst sich |UT| in Abha¨ngigkeit der Sendeleistung PT mittels
|UT| =
p
8Re {Z∗AT}PT ausdru¨cken. Z∗AT bezeichnet hierbei die konjugiert kom-
plexe Impedanz der Sendeantenne. H(f, t) ist daher durch
H(f, t) =
UR(f, t)
|UT| =
UR(f, t)p
8Re {Z∗AT}PT
(5.3)
gegeben. Da die Sende- und Empfangsantenne in der Regel die gleiche Impedanz
besitzen, kann Re {ZAR} = Re {Z∗AT} angesetzt werden. Es ergibt sich hieraus
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zusammen mit (5.2):
H(f, t) =
s„
c0
4πf0
«2
GRGT
·
N(t)X
n=1
n
CR(ϑR(t),n, ψR,n(t)) ·
“
T¯n(t) CT(ϑT,n(t), ψT,n(t))
”
e−j2πfτn(t)
o
(5.4)
Aus Gru¨nden der U¨bersichtlichkeit werden in einem weiteren Schritt die Summan-
den der Gleichung, bis auf die Laufzeitterme, zu den skalaren U¨bertagungskoeﬃ-
zienten An(t) zusammengefasst. (5.4) vereinfacht sich somit zu:
H(f, t) =
N(t)X
n=1
An(t)e
−j2πfτn(t) (5.5)
Die komplexen Koeﬃzienten An(t) beru¨cksichtigen alle Da¨mpfungseﬀekte entlang
des Ausbreitungsweges eines Strahls sowie die Phasena¨nderungen, die nicht durch
die Laufzeit des gesendeten Signals verursacht werden. Weiterhin sind alle An-
tenneneigenschaften in ihnen enthalten. Der Betrag der Koeﬃzienten |An(t)| be-
schreibt die U¨bertragungsda¨mpfung fu¨r jeden Pfad.
Es ist zweckma¨ßig, bandbegrenzte Kana¨le mittels ihrer a¨quivalenten Tiefpass-
U¨bertragungsfunktion HTP(ν, t), die durch [GW98], [Pro01]
HTP(ν, t) =
N(t)X
n=1
An(t)e
−j2π(f0+ν)τn(t) (5.6)
gegeben ist, zu beschreiben. ν bezeichnet hierbei die Ablage von der Mittenfrequenz
f0 und wird mittels ν = f − f0 bestimmt. Es gilt hierbei die Bedingung ν > −f0.
Die a¨quivalente Tiefpass-Impulsantwort hTP(τ, t) des Kanals ergibt sich durch
inverse Fourier-Transformation von HTP(ν, t) bezu¨glich ν und τ zu
hTP(τ, t) =
N(t)X
n=1
An(t)e
−j2πf0τn(t)δ(τ − τn(t))
◦—•HTP(ν, t) =
N(t)X
n=1
An(t)e
−j2π(f0+ν)τn(t) ,
(5.7)
wobei τ die Variable der zeitlichen Signalverzo¨gerung im Kanal darstellt. Fu¨r die
Bestimmung von hTP(τ, t) wird hier zuna¨chst eine ﬁktive unendlich große Band-
breite angenommen. Mittels einer zusa¨tzlichen Tiefpassﬁlterung erfolgt die Begren-
zung des Frequenzbereiches von hTP(τ, t) auf die gewu¨nschte Bandbreite. Zusam-
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men mit der entsprechenden Impulsantwort hTPF (τ ) des Filters ist die bandbegrenz-
te a¨quivalente Tiefpass-Impulsantwort des Kanals durch
hTP(τ, t) =
N(t)X
n=1
An(t)e
−j2πf0τn(t)hTPF (τ − τn(t)) (5.8)
gegeben. Sie bestimmt das zeitvariante und frequenzselektive Verhalten des Kanals
im betrachteten Band vollsta¨ndig. Bei den Untersuchen in Kapitel 6 kommt ein
spezielles Tiefpassﬁlter zum Einsatz, auf dessen Eigenschaften an entsprechender
Stelle hingewiesen wird.
Im vorliegenden Kanalmodell a¨ndert sich die Kanalimpulsantwort lediglich durch
die Bewegung von Sender, Empfa¨nger und anderen Objekten (Fahrzeugen). In ei-
nem solchen Fall kann angenommen werden, dass in einem sehr kleinen Zeitinter-
vall um t = t0 die Zeitvarianz des Kanals ausschließlich durch die Variation der
Laufzeiten τn(t) der Mehrwegepfade verursacht wird. Alle anderen Gro¨ßen sind
in diesem Intervall zeitunabha¨ngig. Die A¨nderungen von τn(t) ko¨nnen direkt u¨ber
die Doppler-Verschiebungen fD,n, die jeder Ausbreitungspfad anhand des Dopp-
lereﬀekts zum Zeitpunkt t = t0 erfa¨hrt, ausgedru¨ckt werden [GW98]. Ohne Be-
schra¨nkung der Allgemeinheit wird hierfu¨r die Zeitvariable t′ = t − t0 eingefu¨hrt.
Fu¨r eine im betrachteten kurzen Zeitraum konstante geradlinige Bewegung kann
das zugeho¨rige τn(t
′) mit
τn(t
′) = τn(t0)− fD,n
f0
t′ (5.9)
abgescha¨tzt werden. Durch Einsetzen von τn(t
′) in (5.7) erha¨lt man fu¨r den ban-
dunbegrenzten Fall die entsprechende Tiefpass-Impulsantwort
hTP(τ, t′) =
N(t0)X
n=1
An(t0)e
−j2πf0τn(t0)ej2πfD,nt
′
δ(τ − τn(t0)) , (5.10)
wobei die Zeitabha¨ngigkeit von τn(t
′) im Argument der δ-Funktion2 in guter Na¨he-
rung vernachla¨ssigt wird.
Die bandunbegrenzte Doppler-aufgelo¨ste Tiefpass-Kanalimpulsantwort
sTP(τ, fD) ergibt sich mittels Fourier-Transformation von h
TP(τ, t) bezu¨glich der
Variablen t′ und fD zu:
sTP(τ, fD) =
N(t0)X
n=1
An(t0)e
−j2πf0τn(t0)δ(fD − fD,n)δ(τ − τn(t0))
•—◦hTP(τ, t′) =
N(t0)X
n=1
An(t0)e
−j2πf0τn(t0)ej2πfD,nt
′
δ(τ − τn(t0))
(5.11)
2Dirac-Funktion
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sTP(τ, fD) beschreibt fu¨r den Zeitpunkt t = t0 das momentane Doppler-Verhalten
und die momentane Frequenzselektivita¨t des Kanals. Jeder Mehrwegepfad wird
dabei durch die Parameter U¨bertragungskoeﬃzient An(t0), Laufzeit τn(t0) und
Doppler-Verschiebung fD,n beschrieben.
Die Doppler-Verschiebungen der einzelnen Pfade werden in dieser Arbeit durch
geometrische U¨berlegungen abgescha¨tzt. Jede Interaktion eines Strahls mit einem
bewegten Objekt (inkl. Sender und Empfa¨nger) liefert hierbei in Abha¨ngigkeit der
Objektgeschwindigkeit einen additiven Beitrag zu fD,n. Im vorliegenden Kanalmo-
dell ergeben sich die Geschwindigkeiten von Sender, Empfa¨nger und den anderen
bewegten Objekten (Fahrzeugen) aus dem dynamischen Verkehrsmodell (vgl. Ka-
pitel 2). Die Bestimmung der einzelnen Beitra¨ge zu fD,n ha¨ngt von der Art der
Interaktion ab. Allgemein erfolgt die Abscha¨tzung von fD,n durch:
fD,n ≈ f0
c0
0
@v T ·eTk,n − v R ·eRk,n +
Nn,jX
j=1
vOj ·
“
−eOjk,n,1 + e
Oj
k,n,2
”1A (5.12)
Die ersten beiden Ausdru¨cke der Gleichung beschreiben die Doppler-
Verschiebungen, die durch die Bewegung von Sender T und Empfa¨nger R her-
vorgerufen werden. v T und v R sind die entsprechenden Geschwindigkeitsvektoren
von T und R. eTk,n und e
R
k,n stellen die Einheitsvektoren der Ausbreitungsrichtung
des zugeho¨rigen Strahls bei T bzw. R dar.
Die Doppler-Beitra¨ge, die durch eine Anzahl von Nn Interaktionen des Strahls
mit bewegten Objekten generiert werden, sind im Summenterm von (5.12) zusam-
mengefasst. Anders als bei Sender und Empfa¨nger verursacht jede Interaktion zwei
Beitra¨ge zur Doppler-Verschiebung: einen fu¨r den auf dem Objekt j einfallenden
Strahl, hier mit der Ziﬀer 1 indiziert, und einen fu¨r den ausfallenden Strahl (mit der
Ziﬀer 2 indiziert). Die Richtungen der zugeho¨rigen Vektoren e
Oj
k,n,1 und e
Oj
k,n,2 sind
durch die jeweilige Ausbreitungsrichtung des Strahls vor bzw. nach der Interaktion
gegeben. vOj bezeichnet den Geschwindigkeitsvektor des Objekts j.
Bei der exakten Berechnung von fD,n treten Mischterme der einzelnen Doppler-
Beitra¨ge aus (5.12) auf. Diese sind jedoch vergleichsweise klein und werden in der
Regel vernachla¨ssigt [Did00].
Aus den in diesem Abschnitt eingefu¨hrten Funktionen zur systemtheoretischen
Beschreibung des Kanals werden im na¨chsten Abschnitt charakteristische Kenn-
gro¨ßen und Kennfunktionen abgeleitet.
5.2 Charakteristische Kenngro¨ßen und Kennfunktionen des
Funkkanals
Sowohl das zeitvariante als auch das frequenzselektive Verhalten des Kanals wird
durch spezielle Kenngro¨ßen und Kennfunktionen charakterisiert. Die Beschreibung
der Zeitvarianz erfolgt dabei anhand einer schmalbandigen Analyse des Kanals.
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D.h. es wird lediglich die Variation der U¨bertragungsfunktion des Kanals fu¨r ei-
ne fest vorgegebenen Sendefrequenz (streng harmonische Anregung) betrachtet.
In der Regel wird hierfu¨r die Bandmittenfrequenz f = f0 bzw. die Frequenzabla-
ge ν = 0 genommen. Die resultierende U¨bertragungsfunktion H(f0, t) = H
TP(t)
weist wegen ihrer Zeitvarianz kein harmonisches Verhalten mehr auf und hat da-
her eine nicht verschwindende Bandbreite. Das resultierende Spektrum wird als
Doppler-Spektrum bezeichnet. H(f0, t) bzw. H
TP(t) wird im Folgenden als zeitva-
rianter komplexer U¨bertragungsfaktor bezeichnet. Allgemein wird weiterhin davon
ausgegangen, dass die A¨nderungen der zeitvarianten Eigenschaften des Kanals fu¨r
Anregungsfrequenzen f = f0 (ν = 0) im betrachteten Band vernachla¨ssigbar sind.
Im Gegensatz zur Beschreibung der Zeitvarianz werden die frequenzselektiven Cha-
rakteristiken des Kanals u¨ber die gesamte untersuchte Bandbreite ermittelt, wobei
die sich ergebenden Kenngro¨ßen und Kennfunktionen von der Zeit t abha¨ngig sind.
Die resultierenden Kenngro¨ßen und Kennfunktionen geben genauen Aufschluss
u¨ber alle Aspekte des Kanalverhaltens und ﬁnden bei Systementwurf und System-
optimierung ihre Anwendung. Speziell in dieser Arbeit werden sie zur Veriﬁkation
des Kanalmodells genutzt (vgl. Kapitel 6).
5.2.1 Charakterisierung des zeitvarianten Kanalverhaltens
Zuna¨chst werden der Begriﬀ des zeitlichen Schwundes und einige zugeho¨rige Kenn-
funktionen eingefu¨hrt. Danach erfolgt die Charakterisierung der Zeitvarianz durch
das Doppler-Leistungsdichtespektrum und die zeitliche Korrelationsfunktion.
5.2.1.1 Langsamer und schneller Schwund
Der zeitliche Verlauf des Betrags |HTP(t)| des komplexen U¨bertragungsfaktors
besteht in der Regel aus der U¨berlagerung eines langsam vera¨nderlichen Anteils,
langsamer Schwund (engl. long-term fading) genannnt, und einer schnell vera¨nder-
lichen Komponente, dem schnellen Schwund (engl. short-term fading). In realen
Kana¨len sind die Ursachen fu¨r den langsamen Schwund die vergleichsweise lang-
same A¨nderung des Betrags |An(t)| der U¨bertragungskoeﬃzienten der Mehrwege-
pfade und die langsame Fluktuation der Pfadanzahl N(t). Der schnelle Schwund,
der auch als Interferenz- oder Mehrwegeschwund bezeichnet wird, ergibt sich aus
den schnellen A¨nderungen der laufzeitbedingten Phasenterme der einzelnen Mehr-
wegepfade. Je nach Phasenlage der einzelnen Pfade interferieren die zugeho¨rigen
Empfangsspannungsbeitra¨ge konstruktiv oder destruktiv, woraus sich starke und
schnelle Schwankungen des gesamten Empfangssignals ergeben. O¨rtlich gesehen
treten die zugeho¨rigen Fluktuationen von |HTP(t)| in der Regel bereits bei Ver-
schiebungen von Sender oder Empfa¨nger im Bereich einer Wellenla¨nge auf. Fu¨r
Bewegungen in dieser Gro¨ßenordnung ist die A¨nderung des Long-term Fading-
Anteils vernachla¨ssigbar gering.
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|HTP(t)| kann als Produkt einer Short-term Fading- und einer Long-term Fa-
ding-Komponente folgendermaßen dargestellt werden:
|HTP(t)| = l(t)s(t) mit l(t) = 1
Tw
Z t+Tw2
t−Tw2
|HTP(ξ)| dξ (5.13)
Der Beitrag l(t) beschreibt dabei den langsamen und s(t) den schnellen Schwund.
l(t) ergibt sich durch Mittelung von |HTP(t)| u¨ber eine geeignet gewa¨hlte Zeit-
dauer Tw. Im Allgemeinen richtet sich die Gro¨ße von Tw danach, wie lange es
dauert bis der Empfa¨nger oder der Sender eine gewisse Wegstrecke d, gemessen
in Wellenla¨ngen λ, zuru¨ckgelegt hat. In der Literatur ﬁndet man Werte fu¨r d, die
zwischen 40λ und 200 λ liegen [GW98], [Lee82]. Fu¨r die Betrachtungen in dieser
Arbeit wird d einheitlich zu 40λ gesetzt.
Die Schwankungen von l(t) und s(t) werden im Allgemeinen als reelle stochasti-
sche Prozesse aufgefasst. Fu¨r eine Entwicklung und Optimierung von Kommuni-
kationssystemen sind verschiedene Kennfunktionen dieser Prozesse von Interesse.
Sie werden im Folgenden kurz erla¨utert.
Die kumulative Wahrscheinlichkeitsverteilung (engl. cumulative distribution
function, CDF) Fζ(aζ) eines beliebigen positiven reellen Prozesses ζ(t) beschreibt
die Wahrscheinlichkeit mit der ein vorgegebener Betrag aζ von ζ(t) unterschritten
wird. Durch
Fζ(aζ) =
Z aζ
0
pζ(x) dx (5.14)
wird die CDF aus der zu ζ(t) geho¨renden Wahrscheinlichkeitsdichtefunktion (engl.
probability density function, PDF) pζ(x) bestimmt.
Eine Abscha¨tzung der CDFs Fl(al) und Fs(as) des langsamen und schnellen
Schwundes aus simulierten bzw. gemessenen Fading-Verla¨ufen ergibt sich, hier bei-
spielhaft fu¨r Fs(as) dargestellt, aus:
Fs(as) =
∆Tu(s(t) ≤ as)
TB
(5.15)
∆Tu(s(t) ≤ as) bezeichnet dabei die Zeitdauer innerhalb der Gesamtbeobachtungs-
zeit TB, in der s(t) unterhalb von as liegt.
Eine weitere wichtige Kennfunktion ist die Pegelunterschreitungsrate (engl. level
crossing rate, LCR). Sie beschreibt, wie ha¨uﬁg ein vorgegebener Betrag von einem
Signal pro Sekunde unterschritten wird. Fu¨r Systembetrachtungen ist in der Regel
lediglich die LCR der Komponente des schnellen Schwundes s(t) bzw. des Gesamt-
signals |HTP(t)| interessant. Im Rahmen der Untersuchungen in Kapitel 6 erfolgt
die Berechnung der LCR nur fu¨r s(t). Die Ha¨uﬁgkeit der Unterschreitungen pro
Sekunde Rs(as) des Betrags as durch s(t) kann mittels
Rs(as) =
Nu(as)
TB
(5.16)
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aus gemessenen und simulierten Signalen bestimmt werden. Nu(as) gibt hierbei
an, wie oft die Schwelle as vom Signal s(t) wa¨hrend der Beobachtungszeit TB in
negativer3 Richtung gekreuzt wird.
Aus der CDF und der LCR kann die so genannte mittlere Schwunddauer Tf,s(as)
(engl. average fade duration, AFD) fu¨r s(t) direkt abgleitet werden. Sie gibt an, wie
lange das Signal s(t) im Mittel nach einer Kreuzung der Schwelle as in negativer
Richtung unterhalb von as verweilt. Tf,s(as) ergibt sich aus dem Quotienten von
Fs(as) und Rs(as) zu:
Tf,s(as) =
Fs(as)
Rs(as)
(5.17)
Die vorgestellten charakteristischen Funktionen zur Beschreibung der Fading-
Eigenschaften des Funkkanals werden in Kapitel 6 zur Veriﬁkation des Kanalm-
odells genutzt.
5.2.1.2 Zeitliche Korrelationsfunktion und Doppler-Spektrum
Die Schnelligkeit mit der sich der komplexe U¨bertragungsfaktor HTP(t) a¨ndert,
la¨sst sich mittels der zugeho¨rigen zeitlichen Autokorrelationsfunktion (AKF)
rtHH(∆t) beschreiben. Fu¨r ein zeitbegrenztes Signal der Dauer Ts, wie es durch
den gemessenen bzw. simulierten U¨bertragungsfaktor HTP(t) gegeben ist, berech-
net sich rtHH(∆t) mit
4:
rtHH(∆t) =
Z Ts
0
“
HTP(t)
”∗
HTP(t−∆t) dt (5.18)
Die Rate mit der sich rtHH(∆t) bezu¨glich der Zeitverschiebung ∆t a¨ndert, ist ein
direktes Indiz fu¨r die Zeitvarianz von HTP(t). Bei einer zeitlichen Verschiebung
von ∆t = 0 gibt die AKF rtHH(0) die Gesamtenergie des Signals H
TP(t) an. An
dieser Stelle hat die AKF ihr Maximum. Die Normierung von rtHH(∆t) mittels
rtHH(0) liefert den Autokorrelationskoeﬃzienten ρ
t
HH(∆t) = r
t
HH(∆t)/r
t
HH(0),
dessen maximaler Betrag gleich 1 ist. Ein Maß fu¨r die Zeitvarianz im Kanal ist
die Koha¨renzzeit (engl. coherence time) Tcoh, welche die Verschiebung ∆t angibt,
bei der |ρtHH(∆t)| zum ersten Mal unter einen vorgegebenen Wert sinkt. Ha¨uﬁg
wird Letzterer zu 1/e ≈ 0,37 angenommen [GW98]. Je kleiner Tcoh ist, desto zeit-
varianter ist der Kanal.
Aus der Fourier-Transformation der zeitlichen AKF rtHH(∆t) ergibt sich das
Doppler-Spektrum SHH(fD) von H
TP(t). Die Bezeichnung Doppler-Spektrum
kommt vom Dopplereﬀekt, der aufgrund der Bewegung von Sender, Empfa¨nger
und anderer Objekte maßgeblich die Form und die Lage von SHH(fD) bestimmt.
3Die Steigung der zu s(t) geho¨renden Kurve ist an den Kreuzungspunkten negativ.
4Die geforderte Ergodizita¨t von HTP(t) wird hier als gegeben vorausgesetzt.
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Unter Anwendung des Theorems vom Wiener-Khintchine gilt folgender Zusam-
menhang [GW98]:
rtHH(∆t) ◦—• SHH(fD) = |HTPD (fD)|2
mit HTPD (fD) •—◦HTP(t)
(5.19)
Die Berechnung von SHH(fD) aus gemessenen bzw. simulierten H
TP(t) erfolgt in
der Regel direkt u¨ber die Fourier-Transformation von HTP(t).
Das momentane Doppler-Spektrum S(fD, t0) zu einem festen Zeitpunkt t =
t0 kann bei Annahme einer unendlichen Bandbreite aus der Doppler-aufgelo¨sten
Tiefpass-Kanalimpulsantwort sTP(τ, fD) durch
S(fD, t0) =
˛˛˛
˛
Z ∞
0
sTP(τ, fD) dτ
˛˛˛
˛
2
=
N(t0)X
n=1
|An(t0)|2δ(fD − fD,n)
(5.20)
ermittelt werden. Die Doppler-Verschiebungen fD,n der einzelnen Anteile in
S(fD, t0) werden hierbei ausschließlich durch die A¨nderungen der Laufzeiten τn(t)
der Mehrwegepfade bestimmt (vgl. (5.11)).
Aus dem Doppler-Spektrum SHH(fD) ergeben sich zwei Kenngro¨ßen, die
das zeitvera¨nderliche Verhalten des global Funkkanals beschreiben: die mittlere
Doppler-Verschiebung fD (engl. mean Doppler) und die Doppler-Verbreiterung σfD
(engl. Doppler spread). Sie werden mittels
fD =
Z ∞
−∞
fDSHH(fD) dfDZ ∞
−∞
SHH(fD) dfD
(5.21a)
σfD = 2
vuuuuut
Z ∞
−∞
f2DSHH(fD) dfDZ ∞
−∞
SHH(fD) dfD
− fD2 (5.21b)
berechnet. Ihre Deﬁnitionen entsprechen der eines Mittelwertes bei (5.21a) und,
bis auf den Faktor zwei bei (5.21b), der einer Standardabweichung, sofern das
normierte Doppler-Spektrum als Wahrscheinlichkeitsdichtefunktion gedeutet wird.
Durch Ersetzen von SHH(fD) mit S(fD, t0) in (5.21) ergeben sich die momentanen
Werte fu¨r fD und σfD zum Zeitpunkt t = t0.
Fu¨r die Doppler-Verbreiterung kann gesagt werden: Je gro¨ßer σfD , desto schnel-
ler a¨ndert sich der zugeho¨rige U¨bertragungskanal und desto schwieriger wird im
Allgemeinen der korrekte Empfang eines gesendeten Signals. Eine von Null ver-
schiedene mittlere Doppler-Verschiebung fu¨hrt zu einer mit der Zeit fortschrei-
tenden Phasendrehung des Empfangssignals. In einigen Kommunikationssystemen
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wird dieser Eﬀekt gescha¨tzt und mittels geeigneter Maßnahmen bis zu einem ge-
wissen Grad ausgeglichen [SC97].
Die beiden Kenngro¨ßen der Zeitvarianz des Kanals, Doppler-Verbreiterung σfD
und Koha¨renzzeit Tcoh verhalten sich umgekehrt proportional zueinander. Es gilt
der Zusammenhang:
σfDTcoh = const (5.22)
In der Regel liegt die Konstante in der Gro¨ßenordnung von const ≈ 1.
Bei vielen U¨bertragungskana¨len der mobilen Funkkommunikation, in denen sich
lediglich der Empfa¨nger bewegt, wird angenommen, dass SHH(fD) durch ein so ge-
nanntes Jakes-Spektrum beschrieben werden kann [Pa¨t02], [Lee82]. Es ist hierbei
Voraussetzung, dass alle einfallenden Strahlen am Empfa¨nger im Mittel die gleiche
Leistung zum Gesamtsignal beitragen und in einer horizontalen Ebene gleichver-
teilt fu¨r alle Winkel ankommen. Bei der Fahrzeug-Fahrzeug-Kommunikation bewe-
gen sich Sender und Empfa¨nger. Weiterhin halten sich in deren na¨herer Umgebung
zahlreiche weitere bewegte Objekte (Fahrzeuge) auf, die das Doppler-Verhalten des
Kanals beeinﬂussen. Ein Jakes-Spektrum kann fu¨r das zugeho¨rige SHH(fD) daher
nicht angenommen werden. In Abschnitt 5.3.1 und Anhang A.2 sind einige typische
Verla¨ufe fu¨r das Doppler-Spektrum des Fahrzeug-Fahrzeug-Kanals dargestellt.
5.2.2 Charakterisierung des frequenzselektiven Kanalverhaltens
Ausgangspunkt fu¨r die Charakterisierung der Frequenzselektivita¨t des Kanals
ist die Frequenz-Autokorrelationsfunktion rfHH(∆f, t) der U¨bertragungsfunktion
HTP(ν, t). Sie ist abha¨ngig vom Beobachtungszeitpunkt und deﬁniert als5:
rfHH(∆f, t) =
Z ∞
−∞
“
HTP(ν, t)
”∗
HTP(ν −∆f, t) dν (5.23)
rfHH(∆f, t) gibt fu¨r jeden beliebigen festen Zeitpunkt an, wie stark sich H
TP(ν, t)
bezu¨glich einer Frequenzverschiebung ∆f a¨ndert. Die Zeitvarianz von rfHH(∆f, t)
kann hierbei durch Ermittlung entsprechender Verteilungsfunktionen oder durch
Bildung von zeitlichen Mittelwerten beschrieben werden.
Wie der zeitliche Autokorrelationskoeﬃzient wird der Frequenz-
Autokorrelations-koeﬃzient ρfHH(∆f, t) durch Normierung von r
f
HH(∆f, t)
mit rfHH(0, t) berechnet. Das Maß fu¨r die A¨nderung von H
TP(ν, t) entlang der
Frequenzachse ist die aus ρfHH(∆f, t) abgeleitete Koha¨renzbandbreite (engl.
coherence bandwidth) Bcoh(t). Sie gibt die Frequenzverschiebung ∆f an, bei der
|ρfHH(∆f, t)| zum ersten Mal unter einen vorgegebenen Wert fa¨llt. Wie bei der
Koha¨renzzeit Tcoh wird dieser ha¨uﬁg zu 1/e ≈ 0,37 gewa¨hlt [GW98].
Mittels der Fourier-Transformation von rfHH(∆f, t) bezu¨glich ∆f und der
Verzo¨gerungszeit τ wird das so genannte Leistungsverzo¨gerungsspektrum P (τ, t)
5Die geforderte Ergodizita¨t von HTP(ν, t) bezu¨glich ν wird hier als gegeben vorausgesetzt.
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(engl. power delay proﬁle, PDP) bestimmt. Unter Beru¨cksichtigung des Theorems
vom Wiener-Khintchine gilt der Zusammenhang [GW98]:
rfHH(∆f, t) •—◦P (τ, t) = |hTP(τ, t)|2 (5.24)
P (τ, t) beschreibt den verzo¨gerten Verlauf der empfangenen Momentanleistung bei
einer pulsfo¨rmigen Erregung am Sender. Verursacht durch die Mehrwegeausbrei-
tung setzt sich das Empfangssignal hierbei aus einer Vielzahl von Impulsen zusam-
men. Diese entsprechen den aufgrund unterschiedlicher Ausbreitungspfade zu ver-
schiedenen Zeitpunkten eintreﬀenden Impulsen des Sendesignals. Allgemein kann
gesagt werden, dass gro¨ßere Unterschiede zwischen den Zeitverzo¨gerungen der rele-
vanten Ausbreitungspfade zu einer ho¨heren Frequenzselektivita¨t des Kanals fu¨hren.
Bei einem Dirac-fo¨rmigen Sendeimpuls und einer ﬁktiv angenommenen unend-
lich großen Bandbreite des U¨bertragungskanals ergibt sich mit (5.7) das PDP zu:
P (τ, t) =
N(t)X
n=1
|An(t)|2δ(τ − τn(t)) (5.25)
Die Charakterisierung der Frequenzselektivita¨t im Zeitbereich erfolgt mittels der
Impulsverbreiterung στ (t) (engl. delay spread), die durch
στ (t) =
vuuuuuut
Z ∞
−∞
τ 2P (τ, t) dτZ ∞
−∞
P (τ, t) dτ
−
0
BB@
Z ∞
−∞
τP (τ, t) dτZ ∞
−∞
P (τ, t) dτ
1
CCA
2
(5.26)
deﬁniert ist. Sie ist die Standardabweichung des als Wahrscheinlichkeitsdichtefunk-
tion angesehenen normierten Power Delay Proﬁles. στ (t) kennzeichnet dabei die
Breite des PDPs.
Da rfHH(∆f, t) und P (τ, t) ein Fourier-Paar bilden, verhalten sich die Koha¨renz-
bandbreite Bcoh(t) und die Impulsverbreiterung στ (t) umgekehrt proportional zu-
einander. Es gilt:
στ (t)Bcoh(t) = const (5.27)
Wie in (5.22) liegt die Konstante im Allgemeinen in der Gro¨ßenordnung von
const ≈ 1.
Beim untersuchten Fahrzeug-Fahrzeug-Kanal herrscht meist Sichtverbindung
zwischen Sender und Empfa¨nger. Zusammen mit der fu¨r gewo¨hnlich kleinen Aus-
dehnung des zugeho¨rigen Ad-hoc-Netzes und der Tatsache, dass sich Sender und
Empfa¨nger nah u¨ber dem Boden beﬁnden, ergibt sich eine relativ geringe Impuls-
verbreiterung bzw. Frequenzselektivita¨t. In Abschnitt 6.2.1.2 und Abschnitt 6.2.2.3
sind typische Werte fu¨r στ (t) aufgezeigt.
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Das dynamische Straßenverkehrsmodell aus Kapitel 2 liefert zusammen mit dem
Umgebungsmodell aus Kapitel 3 eine zeitdiskrete Serie von Ns aufeinander fol-
genden Momentaufnahmen der zu untersuchenden Verkehrsszenarien. Zu den ein-
zelnen Zeitpunkten ti mit i = 1 . . . Ns wird die Mehrwegeausbreitung zwischen
Sender und Empfa¨nger durch das Wellenausbreitungsmodell bei einer vorgegebe-
nen Mittenfrequenz f = f0 berechnet (vgl. Kapitel 4). Fu¨r jede Momentaufnahme
wird dabei vorausgesetzt, dass die A¨nderung des Simulationsszenarios wa¨hrend
der maximal vorkommenden Laufzeit τmax(ti) = max(τn(ti)) der Mehrwegepfade
vernachla¨ssigbar ist. Da τmax(ti) fu¨r den Fahrzeug-Fahrzeug-Kanal im Bereich we-
niger µs liegt (vgl. Abschnitt 6.2.1.2 und Abschnitt 6.2.2.3), ist diese Annahme
gerechtfertigt.
Die Berechnung der Wellenausbreitung liefert zu allen Zeitpunkten ti die charak-
teristischen Parameter An(ti), τn(ti) und fD,n(ti) jedes einzelnen Ausbreitungs-
pfades. Durch Superposition aller Pfade ergeben sich die zeitdiskreten U¨bertra-
gungsfunktionen H(f, ti) und H
TP(ν, ti) bzw. die zeitdiskrete Doppler-aufgelo¨ste
Tiefpass-Impulsantwort sTP(τ, fD, ti) (vgl. Abschnitt 5.1). Um durch die diskrete
Beschreibung des Kanals keine Information u¨ber dessen zeitvariantes Verhalten
zu verlieren, darf die Zeitdauer Ts zwischen den Momentaufnahmen eine gewisse
obere Schranke nicht u¨berschreiten. Diese ist durch das Nyquist-Shannon’sche Ab-
tasttheorem vorgegeben [KK98]. Es besagt, dass ein kontinuierliches reelles Signal
mit einer Maximalfrequenz fmax mittels einer Frequenz gro¨ßer als 2fmax abgetas-
tet werden muss, um aus dem so erhaltenen zeitdiskreten Signal das Ursprungs-
signal ohne Informationsverlust wieder rekonstruieren zu ko¨nnen. Fu¨r a¨quivalente
Tiefpass-Signale ergibt sich die Abtastfrequenz fs = 1/Ts aus deren Bandbreite B,
welche durch B = fmax − fmin bestimmt ist.
Liegt der zeitdiskrete Kanal unter Einhaltung des Abtasttheorems vor, kann
fu¨r Systemuntersuchungen dessen zeitliche Auﬂo¨sung durch geeignete Verfahren
auf den beno¨tigten Wert erho¨ht werden (siehe Abschnitt 7.2.2). Die Abscha¨tzung
der notwendigen Abtastfrequenz fs fu¨r den Fahrzeug-Fahrzeug-Kanal wird im Fol-
genden erla¨utert. Anschließend erfolgt die Beschreibung eines speziellen Interpola-
tionsverfahrens, das es ermo¨glicht, die Rechenzeit des Kanalmodells um den Faktor
50 bis 100 zu reduzieren.
5.3.1 Abscha¨tzung der notwendigen Abtastfrequenz
Das Spektrum der zeitlichen A¨nderungen des Kanals ist durch das zugeho¨rige
Doppler-Spektrum gegeben, welches seinerseits durch die Doppler-Verschiebungen
fD,n(t) der einzelnen Mehrwegepfade bestimmt wird. Da das Doppler-Spektrum
im a¨quivalenten Tiefpass-Bereich vorliegt, bestimmt dessen Bandbreite BD die
notwendige Abtastfrequenz fs. In der Regel kann man davon ausgehen, dass hierbei
die Betra¨ge |fmax| und |fmin| dieselbe Gro¨ßenordnung haben. Die entsprechenden
Werte sind durch das auftretende Maximum und Minimum von fD,n(t) gegeben.
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Der vom Betrag her gro¨ßere der beiden Werte wird zur Abscha¨tzung einer oberen
Grenze von BD verwendet:
BD = 2fD,max = 2max {|fD,n(t)|} (5.28)
fD,max bezeichnet den maximalen Betrag der wa¨hrend einer Simulation in Kanal
auftretenden Doppler-Verschiebungen fD,n(t). Mit (5.28) ergibt sich das beno¨tige
Abtastintervall Ts, bei dem der Kanal noch vollsta¨ndig rekonstruiert werden kann,
zu:
Ts =
1
fs
=
1
2fD,max
(5.29)
Da die maximale Doppler-Verschiebung vor jeder Simulation unbekannt ist, muss
fD,max geeignet abgescha¨tzt werden. Ts darf dabei nicht beliebig klein werden, da
sonst die Simulationszeit und die anfallende Datenmenge zu stark anwachsen. Es
ist daher ein gewisser Kompromiss zwischen Genauigkeit und Aufwand zu ﬁnden.
Nach (5.12) ha¨ngt fD,max direkt von den Geschwindigkeiten des Senders, des
Empfa¨ngers und der anderen Fahrzeuge im untersuchten Szenario ab. Sind lediglich
Sender und Empfa¨nger bewegt und werden Interaktionen der Mehrwegepfade mit
dem Sender- und dem Empfa¨ngerfahrzeug ausgeschlossen, ergibt sich eine obere
Grenze von fD,max mit (5.12) zu:
fT,RD,max =
“
vT + vR
” f0
c0
(5.30)
vT und vR bezeichnen dabei jeweils den Betrag der Geschwindigkeit von Sen-
der bzw. Empfa¨nger. Aufgrund von Mehrfachinteraktionen der einzelnen Ausbrei-
tungspfade an bewegten Fahrzeugen (inklusive Sender und Empfa¨nger) ko¨nnen im
Fahrzeug-Fahrzeug-Kanal jedoch noch wesentlich ho¨here Doppler-Verschiebungen
auftreten. Der Betrag der maximal mo¨glichen zusa¨tzlichen Doppler-Verschiebung
∆fOD,max, die pro Interaktion eines Pfades mit einem Umgebungsobjekt (hier: Fahr-
zeug) erzeugt werden kann, ist durch
∆fOD,max = 2v
O f0
c0
(5.31)
gegeben, wobei vO den Betrag der Objekt- bzw. Fahrzeuggeschwindigkeit darstellt.
Ab einer gewissen Anzahl von Interaktionen ist die Da¨mpfung eines Pfades jedoch
so stark angewachsen, dass sein Beitrag zum Doppler-Verhalten des Kanals in guter
Na¨herung vernachla¨ssigt werden kann.
Die fu¨r die Abscha¨tzung von fD,max maximal zu beru¨cksichtigende Anzahl rele-
vanter Interaktionen ha¨ngt stark von der Umgebung des betrachteten Verkehrssze-
narios ab. Als Beispiel sind in Bild 5.1 die zeitdiskreten momentanen bandunbe-
grenzten Doppler-Spektren S(fD, ti) fu¨r ein typisches urbanes Gebiet (Bild 5.1(a)
und Bild 5.1(b)) und ein Autobahnszenario (Bild 5.1(c) und Bild 5.1(d)) darge-
stellt (vgl. (5.20)). Die Verkehrsszenarien entsprechen denen aus Abschnitt 3.2. Das
Sender- und das Empfa¨ngerfahrzeug, beides Pkws (vgl. Bild 2.4), bewegen sich in
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beiden Fa¨llen hintereinander auf der linken Fahrspur. Da diese den ku¨rzesten Ab-
stand zum Fahrstreifen der entgegengesetzten Richtung aufweist, treten hier die
sta¨rksten Doppler-Eﬀekte auf.
Die Antennen sind jeweils 25 cm u¨ber der Mitte des entsprechenden Fahrzeug-
dachs angebracht, d.h. es besteht Sichtverbindung (engl. line-of-sight, LOS) zwi-
schen Sender und Empfa¨nger. Bei den Antennen handelt es sich um vertikal ori-
entierte Hertz’sche Dipole. Die Sendefrequenz f0 betra¨gt 5,2GHz, was den fu¨r die
Veriﬁkation des Kanalmodells relevanten Wert darstellt (vgl. Kapitel 6). Im urba-
nen Gebiet ist die mittlere Wunschgeschwindigkeit µv (siehe Abschnitt 2.2.2) aller
Fahrzeuge auf 50 km/h gesetzt. Die mittleren Geschwindigkeiten von Sender und
Empfa¨nger wa¨hrend der Simulation sind vT ≈ 47 km/h bzw. vR ≈ 42 km/h. Fu¨r
das Autobahnszenario wird eine mittlere Pkw-Geschwindigkeit von 100 km/h und
eine mittlere Lkw-Geschwindigkeit von 80 km/h angenommen. Der Sender und
der Empfa¨nger bewegen sich hierbei im Durchschnitt mit vT ≈ 104 km/h bzw.
vR ≈ 103 km/h.
Bild 5.1 zeigt fu¨r beide Szenarien jeweils die Projektion von S(fD, ti) in der Zeit-
Doppler- und in der Doppler-Leistungs-Ebene. S(fD, ti) wird hierfu¨r u¨ber einen
Zeitraum von 2 s mit einem Abtastintervall Ts = 100ms simuliert. Die Kreise
in der Zeit-Doppler-Ebene stellen die einzelnen Mehrwegepfade mit ihren Doppler-
Verschiebungen zu den verschiedenen Zeitpunkten dar. Vor allem in Bild 5.1(a) sind
die zeitlichen A¨nderungen der Doppler-Verschiebung einzelner Pfade zu erkennen.
Der Dynamikbereich fu¨r die Pfadamplitude ist auf 50 dB begrenzt, d.h. alle Pfade,
deren Amplitude mehr als 50 dB unterhalb der Amplitude des sta¨rksten Pfades
(hier der direkte Pfad) liegt, werden von vornherein nicht beru¨cksichtigt.
Nach (5.30) ist im urbanen Gebiet der Betrag der maximalen Doppler-
Verschiebung fT,RD,max, die nur durch die Bewegung von Sender und Empfa¨nger
verursacht wird, etwa 430Hz. In Bild 5.1(a) bzw. Bild 5.1(b) treten jedoch Doppler-
Verschiebungen auf, die betragsma¨ßig mehr als doppelt so hoch sind. Diese Beitra¨ge
resultieren aus Einfachinteraktionen einiger Ausbreitungspfade mit entgegenkom-
menden Fahrzeugen, deren Geschwindigkeit u¨ber der von Sender und Empfa¨nger
liegt. Noch ho¨here Doppler-Verschiebungen, die durch mehrfache Interaktionen
einzelner Pfade an verschiedenen bewegten Fahrzeugen hervorgerufen werden, tre-
ten im gewa¨hlten Dynamikbereich der Amplitude nicht auf (siehe Bild 5.1(b)).
Folglich ist ihr Leistungsbeitrag zum Gesamtsignal sehr gering und kann daher
vernachla¨ssigt werden. Fu¨r die Abscha¨tzung von fD,max sind daher nur Einfachin-
teraktionen mit entgegenkommenden Fahrzeugen relevant.
Die Geschwindigkeiten der einzelnen Fahrzeuge (inklusive Sender und
Empfa¨nger) sind vor der Simulation nicht bekannt, da sie vom Verkehrsmodell
stochastisch zugewiesen werden. Weiterhin a¨ndern sich die Fahrzeuggeschwindig-
keiten wa¨hrend der Simulation. Um robust gegen diese statistischen Geschwindig-
keitsschwankungen zu sein, wird zur Berechnung von fD,max die maximal mo¨gliche
Wunschgeschwindigkeit vW,max der Fahrzeuge angesetzt (siehe Abschnitt 2.2.2).
Sie ist durch vW,max = 1,4µv gegeben, wobei µv den Mittelwert der Wunschge-
schwindigkeit bezeichnet. Fu¨r das urbane Verkehrsszenario mit µv = 50km/h gilt
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(d) Projektion in der Doppler-Leistungs-
Ebene
Bild 5.1: Momentanes Doppler-Spektrum S(fD, ti) bei 5,2GHz fu¨r ein urbanes Ge-
biet (a,b) und eine Autobahnumgebung (c,d)
vW,max = 70 km/h. Durch Einsetzen von vW,max fu¨r v
T, vR und vO in (5.30)
bzw. (5.31) und durch Addition der einzelnen Beitra¨ge ergibt sich eine maxi-
male Doppler-Verschiebung von fD,max ≈ 1350Hz. Ein Vergleich des Wertes mit
Bild 5.1(b) zeigt, dass diese Abscha¨tzung im vorliegenden Beispiel alle relevanten
Mehrwegepfade beru¨cksichtigt.
Im Autobahnszenario (Bild 5.1(c) und Bild 5.1(d)) hat die maximale Doppler-
Verschiebung trotz doppelter mittlerer Fahrzeuggeschwindigkeit (µv = 100 km/h)
dieselbe Gro¨ßenordnung wie im urbanen Gebiet. Die Doppler-Verschiebungen der
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relevanten Pfade wird demnach lediglich durch die Bewegung von Sender und
Empfa¨nger verursacht. Interaktionen einzelner Pfade mit entgegenkommenden
Fahrzeugen spielen eine untergeordnete Rolle. Der Grund fu¨r den Unterschied zum
urbanen Gebiet liegt darin, dass dort die relevanten Pfade, die mit einem entge-
genkommenden Fahrzeug interagieren, in den meisten Fa¨llen zusa¨tzlich noch an ei-
ner Geba¨udewand bzw. an einem parkenden Fahrzeug reﬂektiert werden.6 Hieraus
ergeben sich gu¨nstige Winkelverha¨ltnisse fu¨r die Reﬂexion oder die Beugung am
entgegenkommenden Fahrzeug, was insgesamt eine niedrige Pfadda¨mpfung zur Fol-
ge hat. In der Umgebung der Autobahn hingegen beﬁnden sich am Straßenrand
anstatt stark reﬂektierender Geba¨ude oder Fahrzeuge lediglich schwach streuende
Ba¨ume. Die entsprechenden Pfade werden daher sehr stark geda¨mpft. Weiterhin
sind die beiden Fahrtrichtungen durch einen Mittelstreifen getrennt, was einen
gro¨ßeren Versatz von Sender- und Empfa¨ngerfahrzeug zu den entgegenkommen-
den Fahrzeugen verursacht. Pfade, die lediglich durch eine Beugung der gesendeten
Welle an entgegenkommenden Fahrzeugen hervorgerufen werden, sind daher in der
Regel ebenfalls stark geda¨mpft. In Bild 5.1(d) sind bei ca. −1400Hz zwei solche
schwache Pfade zu erkennen. Der Beitrag zur Zeitvarianz des Kanals durch Pfade,
die mit Fahrzeugen der anderen Fahrtrichtung interagieren, kann im betrachteten
Autobahnszenario in guter Na¨herung vernachla¨ssigt werden.
Fu¨r die Autobahnumgebung ergibt die Abscha¨tzung von fD,max durch Einsetzen
von vW,max = 140 km/h fu¨r v
T und vR in (5.30) einen Wert von 1350Hz. Da sich
die maximalen Wunschgeschwindigkeiten der urbanen Umgebung und des Auto-
bahnszenarios im vorliegenden Beispiel gerade um den Faktor zwei unterscheiden,
sind die zugeho¨rigen Scha¨tzwerte fu¨r fD,max gleich.
Anhand von Bild 5.1(b) und Bild 5.1(d) erkennt man, dass die leistungssta¨rksten
Pfade in der Regel auch eine geringe Doppler-Verschiebung aufweisen. Es handelt
sich hierbei im Wesentlichen um Pfade, die mit Fahrzeugen derselben Fahrtrich-
tung interagieren oder um reine Reﬂexionspfade u¨ber Geba¨ude oder Fahrzeuge am
Straßenrand. Der sta¨rkste Pfad ist in diesem Beispiel der direkte. Seine Doppler-
Verschiebung ergibt sich einzig aus der Relativgeschwindigkeit zwischen Sender
und Empfa¨nger.
Die beschriebenen Doppler-Charakteristiken der beiden untersuchten Verkehrs-
szenarien treten ebenfalls in Situationen auf, bei denen die Sichtverbindung zwi-
schen Sender und Empfa¨nger durch ein anderes Fahrzeug (z.B. Lkw) verdeckt
wird (engl. non-line-of-sight, NLOS). Fu¨r einen solchen Fall sind in Bild A.2 (An-
hang A.2) die Doppler-Spektren eines urbanen und eines Autobahnszenarios dar-
gestellt. Auch hier haben die sta¨rksten Pfade die geringste Doppler-Verschiebung.
Es ist lediglich zu beobachten, dass der Leistungsabstand zwischen den sta¨rksten
Pfaden und denen mit ho¨herer Doppler-Verschiebung geringer wird.
Zahlreiche Simulationen haben gezeigt, dass die beschriebenen Doppler-
Charakteristiken des Kanals typisch fu¨r die jeweiligen Verkehrsszenarien sind.
6Es handelt sich hierbei um Geba¨ude bzw. parkende Fahrzeuge, die sich auf der Straßenseite
des entgegenkommenden Verkehrs beﬁnden.
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Die Abscha¨tzung der maximalen Doppler-Verschiebung zur Bestimmung des Ab-
tastintervalls Ts erfolgt daher stets mit:
fD,max = mvW,max
f0
c0
mit m =
j
4
2
fu¨r urbanes Gebiet
fu¨r Autobahn
(5.32)
Die in Bild 5.1 gezeigten typischen Doppler-Spektren und die daraus heuristisch
abgeleitete Gleichung (5.32) gelten fu¨r auf dem Autodach positionierte Antennen,
wie es bei den Untersuchungen in dieser Arbeit der Fall ist.
In Anhang A.2 sind fu¨r verschiedene weitere Antennenpositionen die sich er-
gebenden typischen Doppler-Spektren aufgezeigt. Es wird hierbei ebenfalls zwi-
schen urbaner Verkehrsumgebung und Autobahnszenario unterschieden. Anhand
der Ergebnisse fu¨r die urbanen Szenarien la¨sst sich feststellen, dass bei allen unter-
suchten Antennenkonstellationen die Abscha¨tzung von fD,max durch (5.32) immer
ausreichend ist. Fu¨r bestimmte Antennenpositionen (z.B. Außenspiegel) werden
Interaktionen einzelner Pfade mit entgegenkommenden Fahrzeugen auch in Auto-
bahnszenarien relevant. Dies gilt vor allem fu¨r Antennenho¨hen, die unterhalb der
mittleren Fahrzeugho¨he liegen. Zur Abscha¨tzung von fD,max ist in diesen Fa¨llen
auch fu¨r Autobahnumgebungen (5.32) mit m = 4 anzusetzen.
Im Rahmen dieser Arbeit werden die Sende- und die Empfangsantenne immer
auf dem Autodach platziert. Die Abscha¨tzung von fD,max zur Bestimmung von Ts
bzw. fs erfolgt daher fu¨r die in Kapitel 7 vorgestellten Simulationen mit (5.32).
Ein Ausnahme bilden die Betrachtungen zur Veriﬁkation des Modells im folgenden
Kapitel. Hierbei ist Ts durch das Messsystem vorgegeben (vgl Abschnitt 6.1).
5.3.2 Verku¨rzung der Simulationszeit durch Interpolation der
Pfadparameter
Die im vorangehenden Abschnitt geforderte Grenze des Abtastintervalls Ts fu¨r den
Fahrzeug-Fahrzeug-Kanal fu¨hrt schon bei der Berechnung von wenigen Sekunden
Echtzeit zu sehr langen Simulationszeiten. Um diese zu reduzieren, wird ein eigens
entwickelter Interpolationsansatz verwendet, der es erlaubt, Ts ohne wesentlichen
Informationsverlust bezu¨glich der Zeitvarianz des Kanals erheblich zu vergro¨ßern.
Das Verfahren wird im Folgenden erla¨utert.
Das am Empfa¨nger erzeugte Signal ergibt sich aus der Superposition aller Mehr-
wegepfade, die am Empfa¨nger ankommen (vgl. Abschnitt 5.1). Bei der U¨ber-
lagerung der Pfade entsteht Interferenz, welche die Ursache fu¨r die schnellen
Schwankungen (Short-term Fading) des Empfangssignals ist. Um diese schnellen
zeitlichen A¨nderungen vollsta¨ndig zu erfassen, muss das Empfangssignal mit Ts
abgetastet werden.
Vor der U¨berlagerung der Signalbeitra¨ge der einzelnen Pfade wird jeder Mehr-
wegepfad durch die Parameter Betrag der Amplitude, Phase, Zeitverzo¨gerung und
Doppler-Verschiebung charakterisiert. Bis auf die Phase unterliegen diese Para-
meter im Vergleich zum superponierten Signal wesentlich langsameren zeitlichen
A¨nderungen. In der Regel zeigen sie u¨ber große Abschnitte der Simulationszeit
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ein monotones Verhalten und ko¨nnen daher mit einem wesentlich gro¨ßeren Ab-
tastintervall als Ts bestimmt werden. Anschließend kann die zeitliche Auﬂo¨sung
der Pfadparameter durch eine geeignete Interpolation auf den Wert Ts oder, wenn
no¨tig, noch weiter erho¨ht werden.
Die tatsa¨chliche La¨nge des notwendigen Abtastintervalls T ′s fu¨r die Pfadparamter
ha¨ngt im Wesentlichen von der Straßenumgebung und von der Geschwindigkeit der
Fahrzeuge (inkl. Sender und Empfa¨nger) ab. Beide Faktoren beeinﬂussen die Le-
bensdauer relevanter Mehrwegepfade, was erhebliche Auswirkungen auf T ′s hat. Die
Lebensdauer bezeichnet die Zeitspanne zwischen dem Auftreten und Verschwinden
eines Pfades. T ′s sollte so gewa¨hlt sein, dass die Parameter der relevanten Pfade
wa¨hrend ihrer Lebensdauer genu¨gend oft abgetastet werden.
Die Berechnung der Pfadparameter im Kanalmodell erfolgt u¨ber die Simulation
der Wellenausbreitung in einzelnen Momentaufnahmen des betrachteten Verkehrs-
szenarios. Der zeitliche Abstand der Momentaufnahmen ist dabei durch T ′s gege-
ben. Die Bestimmung der hierbei gewa¨hlten Werte fu¨r T ′s in den beiden untersuch-
ten Verkehrsumgebungen urbanes Gebiet und Autobahn wird spa¨ter erla¨utert. Um
die beno¨tigte Abtastzeit Ts fu¨r die korrekte Erfassung des Kanals zu erreichen,
werden zuna¨chst die mit T ′s abgetasteten Pfadparameter Betrag der Amplitude,
Zeitverzo¨gerung und Doppler-Verschiebung geeignet interpoliert. Hierbei wird die
stu¨ckweise hermitesche Interpolation mit Polynomen dritten Grades angewendet
(engl. piecewise cubic hermite interpolating polynomial, PCHIP) [Phi03]. Diese Art
der Interpolation ist besonders geeignet fu¨r monoton verlaufende Kurven oder sol-
che, die kaum Oszillationen zeigen. Der entscheidende Vorteil der hermiteschen
Interpolation ist, dass die interpolierten Werte immer zwischen den Werten der
angrenzenden Stu¨tzstellen liegen. Dadurch sind negative Werte fu¨r den Betrag der
Amplitude, wie sie unter Umsta¨nden durch Oszillationen bei anderen Interpola-
tionsverfahren hervorgerufen werden ko¨nnen, von vornherein ausgeschlossen.
Die Phase eines Pfades dreht sich naturgema¨ß sehr schnell mit der Zeit. Der
gro¨ßte Beitrag zur Phasendrehung ergibt sich dabei aus der A¨nderung der Laufzeit
des Pfades zwischen zwei Abtastzeitpunkten (vgl. Abschnitt 5.1). Die Variation der
Phase aufgrund von Phasena¨nderungen der Reﬂexions- und/oder Beugungskoeﬃ-
zienten7 fa¨llt hierbei vergleichsweise gering aus und wird daher bei den folgenden
Betrachtungen vernachla¨ssigt.
Der zeitliche Verlauf der Pfadphase verha¨lt sich u¨ber weite Bereiche mo-
noton, da alle Fahrzeuge (inkl. Sender und Empfa¨nger) im Szenario ihre Ge-
schwindigkeit und ihre Bewegungsrichtung vergleichsweise langsam variieren.
Eine genaue Interpolation der Phase ist daher mit dem genannten Verfah-
ren mo¨glich. Voraussetzung hierfu¨r ist, dass die Phase an den Stu¨tzstellen in
absoluten Werten vorliegt. D.h. die zahlreichen Umla¨ufe um 2π, welche die
Pfadphase wa¨hrend der Laufzeit erfa¨hrt, mu¨ssen mit beru¨cksichtigt werden.
7Die Phase der Streukoeﬃzienten ist per Deﬁnition u¨ber die Simulationszeit konstant (vgl. Ab-
schnitt 4.3.4).
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Durch die strahlenoptische Wellenausbreitungsmodellierung stehen diese so ge-
nannten
”
abgerollten“ Phasen (engl. unwraped phase) fu¨r jeden Pfad zur Verfu¨gung
(vgl. Abschnitt 5.1).
Ein Problem, das sich bei der Interpolation der Pfadparameter ergibt, ist die
Verfolgung der einzelnen Pfade u¨ber der Zeit. D.h. ein und derselbe Pfad muss in
den einzelnen Momentaufnahmen der Kanalsimulation eindeutig erkennbar sein.
Die Identiﬁkation der Mehrwegepfade zu den Abtastzeitpunkten erfolgt durch die
Ausnutzung der Tatsache, dass jeder Mehrwegepfad eindeutig durch die Kanten
und Fla¨chen, mit denen er interagiert und durch die Reihenfolge dieser Interak-
tionen gekennzeichnet ist. Treten an zwei aufeinander folgenden Abtastzeitpunkten
zwei Pfade auf, welche mit denselben Kanten und Fla¨chen in derselben Reihen-
folge interagieren, so repra¨sentieren diese denselben Ausbreitungspfad. Durch die
U¨berpru¨fung dieser Eigenschaften fu¨r jeden Pfad und zu allen Abtastzeitpunkten,
kann der zeitliche Verlauf der Parameter aller Pfade eindeutig bestimmt werden.
Liegen die Parameter aller Pfade mit T ′s abgetastet vor, so wird deren zeitli-
che Auﬂo¨sung durch die beschriebene Interpolation auf Ts oder, wenn no¨tig, noch
weiter erho¨ht. Die anschließende Superposition der Pfadbeitra¨ge ergibt die U¨ber-
tragungsfunktion mit der im vorangehenden Abschnitt geforderten Abtastfrequenz
fs. Zur Bestimmung von T
′
s ist es sinnvoll, einen Interpolationsfaktor Fint mittels
Fint =
T ′s
Ts
(5.33)
zu deﬁnieren. Der Interpolationsfaktor wird durch das Verkehrsszenario, die Sicht-
bedingungen zwischen Sender und Empfa¨nger und die Antennenpositionen beein-
ﬂusst. Fint ist unabha¨ngig von der Geschwindigkeit der Fahrzeuge, da T
′
s und Ts
dieselbe Geschwindigkeitsabha¨ngigkeit besitzen.
Die Bestimmung von Fint fu¨r die beiden in dieser Arbeit relevanten Umge-
bungen urbanes Gebiet und Autobahn erfolgt anhand von Vergleichen des U¨bertra-
gungsfaktors HTP(ti) fu¨r verschiedene Fint. Da der U¨bertragungsfaktor als Aus-
gangsgro¨ße bei der Charakterisierung der Zeitvarianz des Kanals dient (vgl. Ab-
schnitt 5.2.1), darf er durch die Interpolation nur in gewissen Grenzen beeinﬂusst
werden. Der Betrag |HTP(ti)| des komplexen U¨bertragungsfaktors wird jeweils
fu¨r zehn Realisierungen eines urbanen und eines Autobahnverkehrsszenarios mit
der Abtastzeit Ts direkt und ohne Interpolation bestimmt. Die hierbei verwende-
ten Verkehrsszenarien entsprechen denen aus dem vorangegangenen Abschnitt. Fu¨r
beide Szenarien werden jeweils fu¨nf LOS- und fu¨nf NLOS-Situationen simuliert. Im
Falle der NLOS-Situation beﬁndet sich ein Lkw zwischen Sender und Empfa¨nger.
Die aus den Kanalsimulationen resultierenden Zeitserien der U¨bertra-
gungsfaktoren |HTPref (ti)| mit der Abtastzeit Ts dienen als Referenz. Jede Zeitserie
hat dabei eine Dauer von 5 s Echtzeit. Der Wert von Ts wird mittels (5.29) und
(5.32) berechnet und ergibt sich fu¨r beide Verkehrsszenarien zu Ts ≈ 1/2700 Hz ≈
0,37ms. Die zugeho¨rigen Zeitserien der Pfadparameter werden zuna¨chst mit den
Faktoren Fint = 20, 40, 60, . . . , 200 unterabgetastet, d.h. im Falle Fint = 20
wird lediglich jeder zwanzigste Abtastwert der originalen Zeitserie beru¨cksichtigt.
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Durch den beschriebenen Ansatz werden dann die so ermittelten unterabgetasteten
Zeitserien mit den zugeho¨rigen Interpolationsfaktoren Fint wieder auf die Abtast-
zeit Ts interpoliert. Hieraus ergeben sich die von Fint abha¨ngigen interpolierten
U¨bertragungsfaktoren |HTPint (ti, Fint)|.
Um ein Maß fu¨r die Gu¨te der Interpolation festzulegen, wird folgender Interpo-
lationsfehler deﬁniert:
Eint(Fint) =
Std
˘|HTPref (ti)|[dB]− |HTPint (ti, Fint)|[dB]¯
Std {|HTPref (ti)|[dB]}
(5.34)
Die einzelnen U¨bertragungsfaktoren sind hierbei in dB angegeben. Der Opera-
tor Std{ · } bestimmt die Standardabweichung des jeweiligen Arguments.8 Die
Diﬀerenz im Za¨hler von (5.34) beschreibt den absoluten Fehler zwischen der Refe-
renz |HTPref (ti)|[dB] und dem interpolierten U¨bertragungsfaktor |HTPint (ti, Fint)|[dB].
Nach der Berechnung der Standardabweichung ergibt sich hieraus ein Maß fu¨r
die Schwankungen des absoluten Fehlers. Die Auswirkung dieser Schwankungen
auf die Zeitvarianz des U¨bertragungsfaktors ha¨ngt stark von dessen eigenen Fluk-
tuationen der Amplitude ab. D.h. die zusa¨tzlichen Amplitudenschwankungen, die
durch die Interpolation hervorgerufen werden, beeinﬂussen das zeitliche Verhalten
von U¨bertragungsfaktoren, die selbst vergleichsweise kleine eigenen Schwankung-
en aufweisen, wesentlich sta¨rker. Als Kenngro¨ße fu¨r die Amplitudenschwankungen
des U¨bertragungsfaktors wird dessen Standardabweichung verwendet. Durch den
Bezug des Za¨hlers von (5.34) auf die Standardabweichung des Referenzu¨bertra-
gungsfaktors ergibt sich ein Maß fu¨r die Gu¨te der Interpolation.
In Bild 5.2 ist der Interpolationsfehler Eint fu¨r die beiden untersuchten Ver-
kehrsumgebungen dargestellt. Es wird zusa¨tzlich zwischen der LOS- und NLOS-
Bedingung unterschieden. Der Fehler ist dabei u¨ber die jeweiligen Realisierungen
gemittelt. Es ist zu erkennen, dass der Interpolationsfehler mit Fint monoton an-
steigt. Fu¨r beide Verkehrsumgebungen ergibt sich bei gleichen Sichtbedingungen
ein a¨hnliches Verhalten der Fehlerkurven, wobei der Fehler im Autobahnszena-
rio meist geringfu¨gig kleiner ist. Wird die Sichtverbindung zwischen Sender und
Empfa¨nger in beiden Szenarien durch einen Lkw unterbrochen (NLOS-Fall), steigt
der Interpolationsfehler an. Dies liegt daran, dass hierdurch die durchschnittliche
Lebensdauer der Pfade absinkt.
Vergleiche der charakteristischen Kenngro¨ßen der Zeitvarianz des interpolier-
ten und des Referenzkanals (vgl. Abschnitt 5.2.1) haben gezeigt, dass bis zu
einem Interpolationsfehler von etwa 0,4 keine nennenswerten Unterschiede die-
ser Gro¨ßen auftreten. Da beide Verkehrsumgebungen a¨hnliche Fehlerkurven bei
den verschiedenen Sichtbedingungen zeigen, wird lediglich zwischen der LOS-
8Es wird davon ausgegangen, dass das Argument die Realisierung eines stochastischen Pro-
zesses ist.
111
Kapitel 5 Systemtheoretische Beschreibung des Funkkanals
0 50 100 150 200
0
0,2
0,4
0,6
0,8
1
Interpolationsfaktor F
int
m
itt
le
re
r 
In
te
rp
ol
at
io
ns
fe
hl
er
 E
in
t
urban LOS
urban NLOS
Autobahn LOS
Autobahn NLOS
Bild 5.2: Interpolationsfehler fu¨r verschiedene Verkehrsszenarien und Sichtbedin-
gungen
und NLOS-Situation unterschieden. Durch Ablesen der entsprechenden Werte von
Fint in Bild 5.2 ergibt sich Tabelle 5.1. Die resultierenden Werte fu¨r T
′
s sind mit
Ts = 0,37ms fu¨r den LOS-Fall durch T
′
s = 37ms und fu¨r den NLOS-Fall durch
T ′s = 18,5ms gegeben.
Tabelle 5.1: Maximal zula¨ssiger Interpolationsfaktor Fint fu¨r verschiedene Ver-
kehrsszenarien und Sichtbedingungen
Verkehrsszenario LOS NLOS
urbanes Gebiet 100 50
Autobahn 100 50
Zur Illustration der Abweichungen vom Referenzu¨bertragungsfaktor durch die
beschriebene Interpolation der Pfadparameter ist in Bild 5.3 beispielhaft |HTPref (ti)|
und |HTPint (ti, Fint)| fu¨r eine der berechneten Realisierungen des urbanen NLOS-
Szenarios und zwei verschiedene Fint dargestellt. Beide Graphen zeigen fu¨r densel-
ben 100ms langen Ausschnitt den Betrag der U¨bertragungsfaktoren. In Bild 5.3(a)
wird der Interpolationsfaktor nach Tabelle 5.1 gewa¨hlt (Fint = 50). Zum Vergleich
ist in Bild 5.3(b) das Resultat der Interpolation fu¨r einen doppelt so hohen Wert
(Fint = 100) dargestellt. Der Vergleich zeigt, dass fu¨r Fint = 50 die Referenzkurve
sehr gut durch die Interpolation wiedergegeben wird. Die einzelnen Zeitpunkte, zu
denen die Interferenzmaxima und -minima auftreten, stimmen in beiden Signalen
fast exakt u¨berein. Dies bedeutet, dass speziell die Interpolation der Phasen der ein-
zelnen Mehrwegepfade eine sehr gute Abscha¨tzung der zugeho¨rigen Referenzwerte
liefert. Bei einem Wert von Fint = 100 ergeben sich teilweise gro¨ßere Abweichun-
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gen zwischen beiden Kurven. A¨hnliche Verha¨ltnisse wie in diesem Beispiel sind
ebenfalls bei der Autobahnumgebung und unter LOS-Bedingung zu beobachten.
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Bild 5.3: Vergleich des Betrags des U¨bertragungsfaktors |HTPref (ti)| fu¨r urbanes
NLOS-Szenario
Die Interpolationsfaktoren in Tabelle 5.1 sind fu¨r Sende- und Empfangsantennen,
die auf dem Fahrzeugdach positioniert sind, bestimmt. Diese Position ist die rele-
vante fu¨r die Untersuchungen in der vorliegenden Arbeit. Bei anderen Positionen
kann Fint von diesen Werten abweichen. Die Ergebnisse dieses Abschnitts zeigen,
dass durch den beschriebenen Interpolationsansatz die Simulationszeit auf bis zu
1/100 reduziert werden kann.
5.4 Zusammenfassung
In diesem Kapitel wurde der Funkkanal als lineares System betrachtet, welches
durch seine zeitvarianten U¨bertragungsfunktion bzw. Impulsantwort vollsta¨ndig
charakterisiert ist. Die Bestimmung dieser Systemfunktionen aus den Ergebnis-
sen der Wellenausbreitungssimulation wurde kurz erla¨utert. Alle relevanten Kenn-
gro¨ßen und Kennfunktionen, die das Verhalten des Funkkanals bezu¨glich der Zeit
und der Frequenz beschreiben, wurden daraus abgeleitet. Es erfolgte der U¨ber-
gang von einer zeitkontinuierlichen Beschreibung des Systems zu einer zeitdiskre-
ten Betrachtung des Kanals, wie sie durch das vorliegende Kanalmodell erforderlich
ist. Die nach dem Nyquist-Shannon’schen Abtasttheorem hierfu¨r notwendige Ab-
tastfrequenz wurde fu¨r die beiden Verkersszenarien urbanes Gebiet und Autobahn
durch eine geeignete Abscha¨tzung der maximal zu beru¨cksichtigenden Doppler-
Verschiebung bestimmt. Weiterhin wurden hierbei die Auswirkungen unterschied-
licher Antennenpositionen untersucht (siehe Anhang A.2). Die Ergebnisse zeigen,
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dass die Antennenposition einen nicht unerheblichen Einﬂuss auf das Doppler-
Verhalten des Kanals hat. Abschließend erfolgte die Vorstellung eines speziellen
Interpolationsverfahrens, mit dessen Hilfe es mo¨glich ist, die Simulationszeiten
des Kanalmodells wesentlich zu reduzieren. Der Ansatz basiert auf der Interpola-
tion der charakteristischen Parameter Betrag der Amplitude, Phase, Laufzeit und
Doppler-Verschiebung der einzelnen Mehrwegepfade. Abha¨ngig vom untersuchten
Verkehrsszenario und den Sichtbedingungen zwischen Sender und Empfa¨nger (LOS
oder NLOS), ist hierbei ein Rechenzeitverku¨rzung um das bis zu 100-fache mo¨glich.
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Verifikation des Funkkanalmodells
Fu¨r die Dedicated Short-Range Communications (DSRC) sind in den USA bereits
seit mehreren Jahren 75MHz an Spektrum im 5GHz-Band reserviert. Es wird
erwartet, dass DSRC die Schlu¨sseltechnologie fu¨r zuku¨nftige Fahrzeug-Fahrzeug-
Kommunikationssysteme sein wird. Anfang 2004 hat die Federal Communicati-
ons Commission (FCC) Richtlinien fu¨r den Betrieb und die Lizenzierung von
DSRC-Systemen bestimmt [FCC04]. Die technologische Basis fu¨r DSRC bildet
der IEEE Wireless Local Area Network Standard IEEE802.11a [ZR03]. Unter der
Leitung der American Society for Testing and Materials (ASTM) und des Insti-
tute of Electrical and Electronics Engineers (IEEE) wird zur Zeit auf Grundlage
von IEEE802.11a der fu¨r die Fahrzeug-Fahrzeug-Kommunikation angepasste Stan-
dard IEEE802.11p (Wireless Access in Vehicular Environments, WAVE) entwickelt
[ASTM05], [DSRC05]. Die physikalische Schicht von IEEE802.11p entspricht dabei
weitestgehend der von IEEE802.11a.
Das in dieser Arbeit beschriebene Kanalmodell wird anhand von Kanalmes-
sungen im 5GHz-Band veriﬁziert. Es kann daher direkt zur Untersuchung der
Leistungsfa¨higkeit von IEEE802.11a bzw. IEEE802.11p fu¨r die Fahrzeug-Fahrzeug-
Kommunikation eingesetzt werden (vgl. Kapitel 7). Das verwendete Messsystem
und der zugeho¨rige Aufbau wird im folgenden Abschnitt erla¨utert. Der Vergleich
der Messungen mit den Ergebnissen der Kanalsimulationen erfolgt anschließend.
Es werden hierbei verschiedene Verkehrsszenarien in einem urbanen Gebiet und
auf einer Autobahn untersucht.
6.1 Aufbau des Messsystems
Ziel der Kanalmessungen ist die Bestimmung der realen U¨bertragungsfunktion
bzw. Impulsantwort des Fahrzeug-Fahrzeug-Funkkanals. Mit den Gleichungen aus
Abschnitt 5.2 ko¨nnen hieraus die zugeho¨rigen charakteristischen Kenngro¨ßen und
Kennfunktionen des Kanals berechnet werden. Durch den Vergleich dieser Gro¨ßen
mit simulierten Kana¨len erfolgt die Veriﬁkation des Modells.
Fu¨r die Kanalmessungen wurden zwei Pkws (Vans) mit speziellen Messgera¨ten
ausgeru¨stet, wobei sich in einem der Fahrzeuge der Sender und im anderen der
Empfa¨nger befand. Bild 6.1 zeigt den jeweiligen Messaufbau in den beiden Fahr-
zeugen. Als Messsystem wurde der RUSK ATM Vector Channel Sounder der
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Firma MEDAV eingesetzt [MED05], [THR+01], [THR+00]. Fu¨r Sender und
Empfa¨nger dienten jeweils zwei handelsu¨bliche Autobatterien als Spannungsquel-
len.
Spannungs-
quelle
Signalgenerator
(a) Sender
digitale
Empfangseinheit
Rubidium-
Referenz
HF-Empfänger
Spannungs-
quelle
(b) Empfa¨nger
Bild 6.1: Messaufbau im Sender- und Empfa¨ngerfahrzeug
Der Signalgenerator in Bild 6.1(a) erzeugt ein Sendesignal mit der Messband-
breite BM = 120MHz bei einer Mittenfrequenz von fHF = 5,2GHz. Es handelt
sich hierbei um ein Multitra¨gersignal, bei dem u¨ber die gesamte Bandbreite eine
gewisse Anzahl von harmonischen Schwingungen mit einem bestimmten Frequenz-
abstand ∆f zuna¨chst digital erzeugt werden. Alle Schwingungen haben dabei den-
selben Betrag der Amplitude. Die Bestimmung der zugeho¨rigen Phasen erfolgt
nach dem Ansatz von Neumann [Boy86]. Dieses Verfahren minimiert den Crest-
Faktor des Sendesignals, wodurch eine bessere Ausnutzung des Dynamikbereichs
des anschließenden Digital-Analog- (D/A-) Wandlers erfolgt. Weiterhin werden
nichtlineare Eﬀekte im Sendeversta¨rker verringert. Der Crest-Faktor ist deﬁniert
als das Verha¨ltnis zwischen dem Maximal- und dem RMS-Wert1 der Spannung
eines Signals. Die mittlere Leistung des analogen Sendesignals nach dem Sende-
versta¨rker betra¨gt 33 dBm.
Im Zeitbereich ist das Sendesignal durch einen periodischen Verlauf gekenn-
zeichnet. Die La¨nge der zugeho¨rigen Periode TP ergibt sich aus TP = 1/∆f .
Sie begrenzt die maximal zula¨ssige Verzo¨gerungszeit τn relevanter Mehrwegepfa-
de im zu messenden Funkkanal. τn muss hierbei kleiner als TP sein, da sonst die
Verzo¨gerung nicht richtig erfasst wird. Das Messsystem erlaubt fu¨r TP mehrere
fest vorgegebene Werte, die von 0,8µs bis 25,6 µs reichen. Im vorliegenden Fall
wird TP = 3,2µs gewa¨hlt. Testmessungen mit verschiedenen Einstellungen haben
1RMS: Root Mean Square
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gezeigt, dass dieser Wert ausreichend ist. Der Tra¨gerabstand ergibt sich hiermit zu
∆f = 1/(3,2µs) = 312,5 kHz.
Das empfangene Signal wird zuna¨chst im HF-Empfa¨nger von fHF = 5,2GHz
auf die Zwischenfrequenz fZF = 80MHz umgesetzt. Die absolute Empﬁndlich-
keit des HF-Empfa¨ngers betra¨gt dabei ca. −88 dBm. Das resultierende reelle Zwi-
schenfrequenzsignal wird in der digitalen Empfangseinheit mit einer Frequenz von
fs,ZF = 320MHz abgetastet und mit 8 Bit analog-digital (A/D) gewandelt. Die
Automatic Gain Control (AGC) im HF-Empfa¨nger regelt dabei die Leistung des
Zwischenfrequenzsignals so, dass der A/D-Wandler optimal ausgesteuert wird. Der
Regelbereich der AGC betra¨gt 51 dB.
Mittels der Fast Fourier Transform (FFT) erfolgt der U¨bergang in den Fre-
quenzbereich. Fu¨r das gewa¨hlte TP, betra¨gt die FFT-La¨nge 1024. Zeitlich gesehen,
entspricht dies einer Signalla¨nge von genau 3,2µs. Das anschließende Korrelations-
ﬁlter liefert die komplexe Einseitenband-U¨bertragungsfunktion HM(f, t) des Ka-
nals. Der hierbei entstehende Korrelationsgewinn an Signal-zu-Rausch-Verha¨ltnis
(engl. signal-to-noise ratio, SNR) betra¨gt fu¨r den gewa¨hlten Sendesignalmodus ca.
29 dB. Vorgegeben durch die Abtastfrequenz fs,ZF und die Messbandbreite BM,
besteht HM(f, t) im Frequenzbereich aus 385 Abtastwerten, deren Abstand durch
∆f gegeben ist. Die komplexe Einseitenband-U¨bertragungsfunktion HM(f, t) dient
als Ausgabegro¨ße des Messsystems.
Das Messsystem bietet die Mo¨glichkeit HM(f, t) u¨ber einen la¨ngeren Zeitraum
mit einem festen Abtastintervall Ts aufzunehmen. Der zu wa¨hlende Wert von Ts
wird, wie in Abschnitt 5.3 beschrieben, durch die Zeitvarianz des Kanals bestimmt.
Systembedingt kann Ts nur als ein Vielfaches von 1,024ms gewa¨hlt werden, wobei
die untere Grenze durch 1,024ms gegeben ist.
Wa¨hrend der Messung mu¨ssen Sender und Empfa¨nger synchron arbeiten. Daher
besitzen beide jeweils ein hochstabiles Rubidium-Normal, das als Referenzoszillator
dient. Die Normale werden vor jeder Messung synchronisiert. Weiterhin erfolgt vor
jeder Messung eine Kalibration des Channel Sounders. Hierzu wird die U¨bertra-
gungsfunktion des reinen Messsystems (ohne Funkkanal) gemessen und in der di-
gitalen Empfangseinheit gespeichert. Diese Systemu¨bertragungsfunktion bestimmt
zusammen mit dem bekannten Sendesignal die Form des oben genannten Korrela-
tionsﬁlters. Nach dem Korrelationsﬁlter liegt die reine Kanalu¨bertragungsfunktion
HM(f, t) vor. HM(f, t) entha¨lt dabei die U¨bertragungsfunktion des Kanals und der
verwendeten Messantennen.
Als Sende- und Empfangsantennen wurden baugleiche λ/4-Monopole mit verti-
kaler Polarisation verwendet. Mit einer speziellen Halterung sind beide ca. 25 cm
zentral u¨ber dem Autodach angebracht worden. Der Gewinn der Antennen be-
tra¨gt ca. 3,6 dBi. Die zugeho¨rige gemessene Richtcharakteristik ist in Anhang A.5
dargestellt.
Aus der Messbandbreite BM = 120MHz des Systems kann die Auﬂo¨sung τres
einzelner Mehrwegepfade im Verzo¨gerungszeitbereich τ mit τres ≈ 1/BM ≈ 8,3 ns
abgescha¨tzt werden. D.h. zwei Pfade, deren Laufzeitunterschied kleiner ist als τres,
ko¨nnen nicht mehr aufgelo¨st werden. Solche Pfade interferieren miteinander und er-
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zeugen in ihrem Verzo¨gerungsbereich einen schnellen Schwund. Der zur Auﬂo¨sung
notwendige Pfadla¨ngenunterschied ergibt sich zu: Lres = c0τres ≈ 2,5m.
6.2 Vergleich von Messung und Simulation
Die Veriﬁkation des Kanalmodells erfolgt in zwei Schritten. Zuna¨chst liegt der Fo-
kus auf der U¨berpru¨fung der Genauigkeit des implementierten strahlenoptischen
Wellenausbreitungsmodells. Hierfu¨r wurde der Funkkanal in einer typischen urba-
nen Straßenumgebung gemessen. Der anschließende Vergleich von Messung und
Simulation beschra¨nkt sich dabei nicht nur auf die Auswertung statistischer Ka-
nalkenngro¨ßen und -Funktionen. Es wird zusa¨tzlich das absolute Verhalten des
gemessenen Kanals mit dem simulierten verglichen (z.B. Verlauf der mittleren
Funkfeldda¨mpfung). In einem weiteren Schritt wird das Gesamtmodell anhand von
verschiedenen Kanalmessungen in einem charakteristischen Autobahnverkehrssze-
nario veriﬁziert. Die Vergleiche zwischen Messung und Simulation erfolgen dabei
maßgeblich auf der Basis statistischer Kanalkenngro¨ßen und -Funktionen. Wei-
terhin wird der Einﬂuss der Fahrbahn und der Streupfade an Ba¨umen genauer
betrachtet. Im Folgenden sind die einzelnen Veriﬁkationsschritte ausfu¨hrlich be-
schrieben.
6.2.1 Urbanes Szenario
Die urbanen Messungen sind im Stadtgebiet von Karlsruhe durchgefu¨hrt worden.
Das Sende- und das Empfa¨ngerfahrzeug befanden sich dabei in fest deﬁnierten Ver-
kehrsszenarien. Diese Szenarien wurden fu¨r die Simulation mo¨glichst exakt nachge-
bildet, um spa¨ter eine genaue Aussage u¨ber die Gu¨te des strahlenoptischen Wellen-
ausbreitungsmodells machen zu ko¨nnen. D.h. in diesem Teil der Veriﬁkation erfolgt
die Umgebungsmodellierung nicht stochastisch, wie in Kapitel 3 beschrieben, son-
dern rein deterministisch anhand des realen Szenarios. Weiterhin wurde wa¨hrend
der Messungen lediglich das Empfa¨ngerfahrzeug bewegt. Der Sender blieb stationa¨r
an fest deﬁnierten Punkten. Andere bewegte Fahrzeuge waren im Messszenario
ebenfalls nicht vorhanden.
In Bild 6.2 ist das implementierte dreidimensionale Modell des Messszenarios
dargestellt. Die einzelnen Geba¨udemodelle sind einer vorhandenen Vektordaten-
bank der Stadt Karlsruhe entnommen, die auf realen Grundrissdaten basiert. Es
ist gut zu erkennen, dass die meisten Geba¨ude durch ein quaderfo¨rmiges Modell,
wie es fu¨r die stochastische Umgebungsmodellierung genutzt wird, beschrieben
werden ko¨nnen (vgl. Bild 3.5). Als Material wird einheitlich Beton angenommen
(vgl. Anhang A.3). Der Typ, die Position und die grobe Ausrichtung aller par-
kenden Fahrzeuge in der Umgebung wurden vor der Messung erfasst und in das
Modell eingegeben. Es kommen hierbei die im Kanalmodell verwendeten und in
Bild 2.4 dargestellten Fahrzeugmodelle zum Einsatz. Die relevanten Verkehrsschil-
der werden als PEC-Metallplatte modelliert (vgl. Bild 3.4). In einem Bereich des
118
6.2 Vergleich von Messung und Simulation
Szenarios befand sich zur Zeit der Messung eine Baustelle. Die hier vorhandenen
Metallcontainer werden als Quader beschrieben.
T1
R
T2
Verkehrs-
schilder
Gebäude
Container
parkende
Fahrzeuge
Bild 6.2: Modell des urbanen Messszenarios in der Stadt Karlsruhe
Es wurden Kanalmessungen fu¨r zwei unterschiedliche Positionen des Sender-
fahrzeugs durchgefu¨hrt. In Bild 6.2 sind diese mit T1 und T2 bezeichnet. Das
Empfa¨ngerfahrzeug R bewegte sich bei beiden Messungen in Pfeilrichtung ent-
lang der eingezeichneten Linie. Die Messstrecke betrug ca. 140m. Fu¨r die Sen-
derposition T1 herrschte immer Sichtverbindung (LOS) zwischen Sender und
Empfa¨nger. Der Abstand zwischen Sender und Empfa¨nger zu Beginn der Mess-
strecke war 12m. Bei der Position T2 a¨nderten sich die Sichtbedingungen zwischen
NLOS und LOS. Wa¨hrend beider Messungen betrug die Geschwindigkeit vR des
Empfa¨ngers ca. 10 km/h, was bei der gegebenen Fahrtstrecke eine Messdauer von
etwa 50 s zur Folge hatte. Da sich neben dem Empfa¨nger keine weiteren beweg-
ten Fahrzeuge im Messszenario befanden, kann der zugeho¨rige Betrag der maxi-
mal auftretenden Doppler-Verschiebung fRD,max mittels (5.30) abgescha¨tzt werden:
fRD,max ≈ 48Hz. Um Schwankungen von vR bzw. fRD,max wa¨hrend der Messung zu
beru¨cksichtigen, wurde das Abtastintervall Ts der U¨bertragungsfunktion HM(f, t)
zu Ts = 5 · 1,024ms = 5,12ms gewa¨hlt. Mit (5.29) ergibt sich hieraus der Betrag
der maximal zula¨ssigen Doppler-Verschiebung fD,max eines relevanten Mehrwege-
pfades zu fD,max ≈ 98Hz. Der Vergleich mit fRD,max zeigt, dass genu¨gend Reserve
vorhanden war.
Fu¨r die Simulation wurde Ts ebenfalls zu 5,12ms gesetzt. Die Bewe-
gung des Empfa¨ngers erfolgte geradlinig mit einer Geschwindigkeit von exakt
10 km/h. Wie bei der Messung waren die Antennen 25 cm u¨ber der Mitte des
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Autodachs positioniert. Es wurden ebenfalls λ/4-Monopole verwendet, wobei die
Richtcharakteristik der Messung aus Anhang A.5 entspricht.
Die Ergebnisse von Messung und Simulation werden im Folgenden anhand einer
schmalbandigen und einer breitbandigen Analyse des Kanals verglichen (vgl. Ab-
schnitt 5.2). Erstere beschreibt im Wesentlichen das zeitvariante Verhalten der
Funkfeldda¨mpfung. Die breitbandige Analyse liefert hingegen Informationen u¨ber
die Frequenzselektivita¨t des Kanals.
6.2.1.1 Schmalbandige Analyse
Der U¨bertragungsfaktor H(f0, t) = H
TP(t) des Kanals bei der Mittenfrequenz
f0 = fHF = 5,2GHz bildet die Grundlage fu¨r die schmalbandige Analyse von
Messung und Simulation. HTPM (t) bezeichnet dabei den gemessenen und H
TP
S (t)
den simulierten U¨bertragungsfaktor.
Zuna¨chst wird die mittlere Funkfeldda¨mpfung DF(t) des Kanals betrachtet. Sie
wird durch
DF(t) =
1
l(t)
(6.1)
bestimmt, wobei l(t) den Anteil des langsamen Schwundes des U¨bertragungsfaktors
bezeichnet. Dieser la¨sst sich mittels (5.13) jeweils fu¨r HTPM (t) und H
TP
S (t) berech-
nen. Es wird hierbei u¨ber eine Strecke von 40 λ gemittelt (vgl. Abschnitt 5.2.1.1).
In Bild 6.3 sind die gemessene und simulierte Funkfeldda¨mpfung in dB fu¨r bei-
de Senderpositionen dargestellt. Bei Position T1 (Bild 6.3(a)) nimmt die mittlere
Funkfeldda¨mpfung mit der Messzeit zu, da sich der Empfa¨nger immer weiter vom
Sender wegbewegt. Die Messung und die Simulation zeigen hierbei das gleiche Ver-
halten. Der Verlauf der Messkurve wird durch die Simulation sehr gut nachgebildet.
Die geringfu¨gigen Oszillationen der Simulation im Bereich zwischen 20 s und 30 s
werden durch einen starken Mehrwegepfad verursacht, der in der Messung nicht
auftritt.
Bild 6.3(b) zeigt die gemessene und simulierte Funkfeldda¨mpfung fu¨r Senderpo-
sition T2. An den hohen Werten von DF(t) im Anfangsbereich der Messstrecke ist
gut zu erkennen, dass zuna¨chst NLOS herrscht. Sobald R in den Sichtbereich von
T2 gelangt (vgl. Bild 6.2), wird DF(t) deutlich kleiner. Anschließend fa¨hrt R wie-
der in einen NLOS-Bereich, was durch die hohen Da¨mpfungswerte deutlich wird.
Sowohl im NLOS-Bereich als auch im LOS-Bereich folgt die simulierte Kurve sehr
gut der Messung.
Wie bei einer Vielzahl von unterschiedlichen Mobilfunkkana¨len ist DF(t) fu¨r
beide gemessenen Szenarien log-normal verteilt [Lee82]. Dies wird ebenfalls durch
die Simulation besta¨tigt.
Ein Maß fu¨r die Gu¨te der Simulation ist der Fehler zwischen den dB-Werten
der gemessenen Funkfeldda¨mpfung DMF (t)[dB] und der simulierten Funkfeldda¨mp-
fung DSF(t)[dB]. Hierzu wird die Diﬀerenz Esim(t) = D
M
F (t)[dB] − DSF(t)[dB] ge-
bildet. Entscheidend fu¨r die Bewertung ist der zugeho¨rige mittlere Fehler µE und
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Bild 6.3: Vergleich der Funkfeldda¨mpfung DF(t)
dessen Standardabweichung σE. Vor allem σE, welches die Schwankung des Feh-
lers beschreibt, gibt Aufschluss u¨ber die Gu¨te der Simulation. In der Regel liegt
σE fu¨r strahlenoptische Wellenausbreitungsmodelle etwa zwischen 3 dB und 9 dB
[HWL99], [Did00], [RWH02], [RG02]. Der mittlere Fehler µE ist hierbei meist we-
sentlich kleiner. µE und σE sind fu¨r die beiden Senderpositionen T1 und T2 in
Tabelle 6.1 aufgelistet. Die niedrigen Werte von µE und σE fu¨r beide Messsze-
narien spiegeln die hohe Qualita¨t des implementierten Wellenausbreitungsmodells
wider.
Tabelle 6.1: Mittelwert µE und Standardabweichung σE des Fehlers Esim(t) in dB
Senderposition µE σE
T1 0,8 2,8
T2 0,3 2,9
Bei der Messung fu¨r den Senderstandort T1 entfernt sich der Empfa¨nger radial
vom Sender. Die gefahrene Strecke entspricht daher direkt einer Abstandsa¨nde-
rung zwischen T1 und R. Der Abstand betra¨gt 12m zu Beginn und etwa 152m
am Ende der Messstrecke. Fu¨r diesen Abstandsbereich ist in Bild 6.4(a) ne-
ben der gemessenen Funkfeldda¨mpfung DMF die sich ergebende Freiraumda¨mp-
fung DF0 eingezeichnet. Die Freiraumda¨mpfung beru¨cksichtigt nur den direkten
Ausbreitungspfad zwischen Sender und Empfa¨nger [GW98]. Es ist zu erkennen,
dass die gemessene Da¨mpfung in den meisten Fa¨llen etwas niedriger ist als DF0.
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Der Grund hierfu¨r liegt in den zahlreichen starken Mehrwegepfaden, die im Wesent-
lichen durch Reﬂexionen am Boden und an den Ha¨userwa¨nden verursacht werden
(vgl. Bild 6.2).
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(a) Vergleich mit Freiraumda¨mpfung
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Bild 6.4: Vergleich von DMF fu¨r Senderposition T1 mit Freiraumda¨mpfung und
Zweistrahltheorie
Ein sehr einfaches Ausbreitungsmodell ist die so genannte Zweistrahltheorie
[GW98]. Bei ihr wird davon ausgegangen, dass neben dem direkten nur noch der
boden-reﬂektierte Pfad fu¨r die Wellenausbreitung relevant ist. In Bild 6.4(b) wird
die gemessene Funkfeldda¨mpfung mit der sich aus der Zweistrahltheorie ergeben-
den Da¨mpfung verglichen. Fu¨r die Bodenreﬂexion in der Zweistrahltheorie werden
die Materialparameter von Beton angesetzt. Die zugeho¨rige Kurve in Bild 6.4(b)
zeigt den typischen Verlauf mit sich abwechselnden Interferenzmaxima (niedri-
ge Da¨mpfung) und -minima (hohe Da¨mpfung). Dieses Interferenzmuster spiegelt
sich ebenfalls in der Messkurve wider, wobei die Minima weniger stark ausgepra¨gt
sind. Die entsprechenden Maxima werden ab etwa 20m Abstand sehr gut durch
die Zweistrahltheorie beschrieben. Bei kleineren Absta¨nden existiert die Bodenref-
lexion in der Messung nicht, da sie durch die Messfahrzeuge abgeschattet wird. Der
Vergleich macht deutlich, dass der bodenreﬂektierte Pfad eine entscheidende Rolle
bei der Wellenausbreitung zwischen Fahrzeugen spielt [Sch98]. Verantwortlich fu¨r
die Abweichungen zwischen beiden Kurven sind die in der Realita¨t auftretenden
zahlreichen zusa¨tzlichen starken Mehrwegepfade.
Fu¨r Systemuntersuchungen ist das Verhalten des schnellen Schwundes von großer
Bedeutung, wobei vor allem dessen statistische Eigenschaften interessieren. Eine
charakteristische Funktion ist hierbei die kumulative Wahrscheinlichkeitsvertei-
lung (CDF). Sie wird mittels (5.15) fu¨r den gemessenen und simulierten schnellen
Schwund berechnet. In Bild 6.5 sind die Ergebnisse fu¨r beide Senderpositionen
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dargestellt. Die einzelnen Kurven geben die Wahrscheinlichkeit an, mit welcher die
Amplitude des schnellen Schwundes unterhalb der an der x-Achse aufgetragenen
Werte liegt. Der Vergleich zwischen Messung und Simulation zeigt eine sehr gute
U¨bereinstimmung fu¨r beide Senderpositionen. Bei T1 ist die absolute Abweichung
stets kleiner als 3,8%. Dieser Wert ergibt sich bei einer Amplitude von −4 dB. Fu¨r
die zweite Senderposition ist der maximale Fehler 5%. Er tritt bei der Amplitude
0 dB auf.
−25 −20 −15 −10 −5 0 5
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
Amplitude des schnellen Schwundes in dB
ku
m
ul
at
iv
e 
W
ah
rs
ch
ei
nl
ic
hk
ei
t Messung
Simulation
Rice−Verteilung
(a) Senderposition T1
−25 −20 −15 −10 −5 0 5 10
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
Amplitude des schnellen Schwundes in dB
ku
m
ul
at
iv
e 
W
ah
rs
ch
ei
nl
ic
hk
ei
t Messung
Simulation
Rice−Verteilung
(b) Senderposition T2
Bild 6.5: Vergleich der gemessenen und simulierten kumulativen Wahrscheinlich-
keitsverteilungen des schnellen Schwundes
Eine ga¨ngige analytische Funktion zur Beschreibung der CDF des schnellen
Schwundes ist die Rice-Verteilung [Pro01]. Sie ist besonders geeignet, um den
schnellen Schwund von Funkkana¨len mit einem dominanten Mehrwegepfad (meist
der direkte Pfad) zu beschreiben. Durch eine Parameteroptimierung wird die Rice-
Verteilung an die beiden Messungen angepasst. Die sich ergebenden Kurven sind
ebenfalls in Bild 6.5(a) und Bild 6.5(b) eingezeichnet. Da fu¨r die Senderposition
T1 stets der direkte Pfad vorhanden ist, la¨sst sich die zugeho¨rige CDF sehr gut
durch eine Rice-Verteilung beschreiben. Bei Senderposition T2 herrscht u¨ber einen
großen Teil der Messung NLOS-Bedingung. Dadurch ergibt sich eine schlechtere
Anpassung der Rice-Verteilung als bei der Messung fu¨r T1. Der charakteristische
Parameter der Rice-Verteilung ist der K-Faktor [Pro01]. Fu¨r die beiden Messungen
ergeben sich die K-Faktoren zu: K1 ≈ 7,4 dB und K2 ≈ 6 dB.
Neben der CDF ist die Pegelunterschreitungsrate (LCR) eine wichtige Kennfunk-
tion des schnellen Schwundes (vgl. Abschnitt 5.2.1.1). Sie wird anhand von (5.16)
berechnet. In Bild 6.6 ist die LCR fu¨r die beiden Senderpositionen dargestellt.
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Die LCR gibt an, wie oft pro Sekunde die Amplitude des schnellen Schwundes
unter den an der x-Achse aufgetragenen Wert fa¨llt.
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Bild 6.6: Vergleich der gemessenen und simulierten Pegelunterschreitungsraten des
schnellen Schwundes
Bei der Senderposition T1 (Bild 6.6(a)) wird die gemessene LCR im Bereich zwi-
schen −5 dB und 2 dB durch die Simulation etwas unterscha¨tzt. Fu¨r alle u¨brigen
Amplitudenwerte ergibt sich eine gute U¨bereinstimmung. Die simulierte LCR fu¨r
T2 ist im Vergleich zur Messung ebenfalls oberhalb −5 dB etwas zu niedrig. Im
restlichen Bereich wird die Messung durch die Simulation jedoch sehr gut wieder-
gegeben.
Die Zeitvarianz des Kanals wird durch das zugeho¨rige Doppler-Verhalten bes-
timmt. Da Letzteres ebenfalls zeitlichen Schwankungen unterliegt, erfolgt der Ver-
gleich zwischen Messung und Simulation anhand des Spektrogramms des Kanals.
Das Spektrogramm gibt das momentane Doppler-Spektrum in Abha¨ngigkeit der
Messzeit wieder.
Fu¨r Systemuntersuchungen ist vor allem das Doppler-Verhalten des schnel-
len Schwundes von Bedeutung. Zur Berechnung des zugeho¨rigen Spektrogramms
wird zuna¨chst der komplexe schnelle Schwundanteil sc(t) des U¨bertragungsfaktors
HTP(t) mittels
sc(t) =
HTP(t)
l(t)
(6.2)
berechnet. Das Spektrogramm bzw. das momentane zeitabha¨ngige Doppler-
Spektrum S(fD, t) ergibt sich hiermit zu:
S(fD, t) =
˛˛˛
˛˛Z t+Tw2
t−Tw2
sc(ξ)e
−j2πfDξ dξ
˛˛˛
˛˛
2
(6.3)
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Das Integral fu¨hrt dabei die zeitabha¨ngige Fourier-Transformation im Bereich ei-
nes Fensters mit der La¨nge Tw aus. Dieses Fenster wird kontinuierlich entlang des
gesamten Signals lc(t) verschoben, wodurch das zeitabha¨ngige Doppler-Spektrum
entsteht. Die Auﬂo¨sung f resD im Doppler-Frequenzbereich kann direkt aus Tw mit-
tels f resD ≈ 1/Tw abgescha¨tzt werden. Fu¨r den zeitdiskreten Fall, wie er durch Mes-
sung und Simulation gegeben ist, wird die kontinuierliche Fourier-Transformation
durch die diskrete Fourier-Transformation (DFT) ersetzt [KK98]. Das im vorlie-
genden Fall verwendete Abtastintervall von Ts = 5,12ms fu¨hrt zu einer maximal er-
fassbaren Doppler-Verschiebung von fD,max ≈ 98Hz. Die Fensterbreite wird unter
Beru¨cksichtigung von Ts zu Tw = 196 ·Ts ≈ 1 s gesetzt, woraus sich eine Auﬂo¨sung
f resD von etwa 1Hz ergibt.
Bild 6.7 zeigt die Spektrogramme von Messung und Simulation fu¨r die Senderpo-
sition T1. Die verschiedenen Grauwerte geben die normierte Leistung P0 in dB an,
wobei die Normierung anhand der Maximalleistung des gesamten Spektrogramms
erfolgt. Beide Bilder zeigen deutlich das zeitvera¨nderliche Verhalten des Doppler-
Spektrums. Die einzelnen ausgepra¨gten Linien spiegeln dabei die sich vera¨ndernde
Doppler-Verschiebung der zugeho¨rigen Mehrwegepfade wider. Der starke Beitrag
zwischen −40Hz und −50Hz in Bild 6.7(a) wird durch den direkten Ausbreitung-
pfad hervorgerufen. Leichte Schwankungen in der Empfa¨ngergeschwindigkeit vR
verursachen die Variation der zugeho¨rigen Doppler-Verschiebung. Bei der Simula-
tion (Bild 6.7(b)) treten diese Schwankungen nicht auf, da vR konstant ist.
(a) Messung (b) Simulation
Bild 6.7: Gemessenes und simuliertes Spektrogramm fu¨r Senderposition T1
Die wesentlichen Leistungsbeitra¨ge zum Doppler-Spektrum konzentrieren
sich auf den durch vR und das zugeho¨rige fD,max begrenzten Bereich
[−fD,max,+fD,max]. Beitra¨ge außerhalb werden im Wesentlichen durch thermisches
Rauschen (nur bei der Messung) und die in (6.3) angewandte Fensterung von lc(t)
hervorgerufen. Um letzteren Eﬀekt zu reduzieren, kommt bei der Berechnung der
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Spektrogramme mittels (6.3) ein Hamming-Fenster zum Einsatz [Har78]. Dessen
Nebenkeulenniveau liegt bei ca. −43 dB.
Der Vergleich des gemessenen mit dem simulierten Spektrogramm zeigt eine
gute U¨bereinstimmung. Die verschiedenen markanten Beitra¨ge zum momentanen
Doppler-Spektrum am Anfang der Messung, bei t ≈ 23 s und t ≈ 47 s werden
durch die Simulation wiedergegeben. Bei t ≈ 23 s beﬁndet sich der Empfa¨nger am
Ausgang einer Straßenkreuzung in dem zahlreiche parkende Fahrzeuge und einige
Container stehen (siehe Bild 6.2). In deren Umgebung entstehen Mehrwegepfade,
die aus allen Richtungen im Azimut auf R einfallen. Hieraus resultieren relevante
Pfade mit Doppler-Verschiebungen zwischen −fD,max und +fD,max. Dieser Eﬀekt
ist sowohl bei der Messung als auch bei der Simulation deutlich zu erkennen. Die
wellenfo¨rmigen Strukturen in beiden Spektrogrammen werden weitestgehend durch
Reﬂexionen bzw. Beugungen an parkenden Fahrzeugen verursacht, an denen der
Empfa¨nger vorbeifa¨hrt.
In Bild 6.8 ist das gemessene und simulierte Spektrogramm fu¨r Senderposition
T2 dargestellt. In der Straßenschlucht, entlang derer sich R bewegt, fallen die
meisten Mehrwegepfade zu Beginn der Messung von vorne (entgegen der Bewe-
gungsrichtung) auf den Empfa¨nger ein. Hierbei entstehen hohe positive Doppler-
Verschiebungen, was durch Bild 6.8(a) und Bild 6.8(b) besta¨tigt wird. Im Be-
reich der Straßenkreuzung wechseln die Doppler-Beitra¨ge ihr Vorzeichen, da die
Fahrtrichtung von R hier tangential zu T2 ist. Ab t ≈ 27 s treﬀen die Pfade vorzugs-
weise von hinten (entlang der Bewegungsrichtung) auf den Empfa¨nger, wodurch
die hohe negative Doppler-Verschiebung des Empfangssignal erzeugt wird.
(a) Messung (b) Simulation
Bild 6.8: Gemessenes und simuliertes Spektrogramm fu¨r Senderposition T2
Bei der Messung in Bild 6.8(a) treten Beitra¨ge zum Doppler-Spektrum außerhalb
des Bereiches [−fD,max,+fD,max] vor allem bei NLOS-Bedingung auf. Diese Leis-
tungsanteile werden maßgeblich durch thermisches Rauschen im Messempfa¨nger
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verursacht, da im NLOS-Fall das Signal-zu-Rausch-Verha¨ltnis geringer ist als bei
LOS-Bedingung.
Ausgehend vom Spektrogramm, ko¨nnen die momentanen Werte fu¨r die mittlere
Doppler-Verschiebung fD und die Doppler-Verbreiterung σfD anhand von (5.21)
berechnet werden. Hieraus ergeben sich die entsprechenden zeitabha¨ngigen Gro¨ßen
fD(t) und σfD(t). In Tabelle 6.2 sind die u¨ber die gesamte Messzeit t gemittelten
Werte von fD(t) und σfD(t) fu¨r die Senderpositionen T1 und T2 aufgelistet. Bei
der Berechnung der Werte wird nur der Doppler-Frequenzbereich zwischen -50Hz
und +50Hz beru¨cksichtigt, um den unerwu¨nschten Einﬂuss des thermischen Rau-
schens beim gemessenen Signal zu verringern. Weiterhin werden, vorgegeben durch
die Hamming-Fensterfunktion, lediglich Leistungsbeitra¨ge bis zu einer relativen
Leistung von −43 dB bezu¨glich des Maximums mit einbezogen.
Tabelle 6.2: Gemessene und simulierte Mittelwerte fu¨r die momentane mittlere
Doppler-Verschiebung fD(t) und Doppler-Verbreiterung σfD(t) und
die 90%-Werte von σfD(t) in Hz
fT1D f
T2
D σ
T1
fD
σT2fD σ
T1
fD,90%
σT2fD,90%
Messung −40,9 −20,0 23,8 23,7 41,0 34,0
Simulation −43,8 −20,5 22,9 16,1 41,2 31,1
Da sich fu¨r die Senderposition T1 der Empfa¨nger radial vom Sender wegbewegt,
ergibt sich eine hohe mittlere Doppler-Verschiebung fT1D , die vom Betrag her nahe
bei fD,max liegt. Im Falle der Senderposition T2 ist der Betrag von f
T2
D geringer, da
die Doppler-Verschiebung der relevanten Mehrwegepfade wa¨hrend der Messung ihr
Vorzeichen a¨ndert. σfD hat fu¨r beide Messungen dieselbe Gro¨ßenordnung. Die ein-
zelnen Werte der gemessenen Doppler-Verschiebung und Doppler-Verbreiterung
werden durch die Simulation gut wiedergegeben. Einzig bei σT2fD wird der Wert
leicht unterscha¨tzt. Dies liegt gro¨ßtenteils an den Rauschbeitra¨gen im gemessenen
Signal, die zu einer Vergro¨ßerung der Doppler-Verbreiterung fu¨hren. Die Gro¨ße
σfD,90% gibt den Wert der Doppler-Verbreiterung an, der in 90% der Fa¨lle unter-
schritten wird. Auch hier stimmen Messung und Simulation gut u¨berein.
6.2.1.2 Breitbandige Analyse
Der Vergleich der breitbandigen Eigenschaften des Kanals erfolgt anhand des
zeitabha¨ngigen Leistungsverzo¨gerungsspektrums (PDP) und der zugeho¨rigen Im-
pulsverbreiterung (siehe Abschnitt 5.2.2). Das gemessene PDP PM(τ, t) wird mit-
tels inverser diskreter Fourier Transformation (IDFT) [KK98] und anschließender
Betragsquadrat-Bildung aus der zeitvarianten U¨bertragungsfunktion HTPM (ν, t) be-
rechnet (vgl. (5.24)). Durch die Bandbegrenzung des Messsystems verursacht je-
der Mehrwegepfad im PDP, neben einem Hauptpuls, zahlreiche Nebenkeulen. Um
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deren Einﬂuss zu verringern, wird HTPM (ν, t) mit einem Hamming-Fenster geﬁl-
tert. Dessen Nebenkeulenniveau liegt bei etwa −43 dB gegenu¨ber dem Hauptpuls
[Har78]. Vor der Berechnung des simulierten PDPs PS(τ, t) wird die U¨bertra-
gungsfunktion HTPS (ν, t) ebenfalls mit einem 120MHz breiten Hamming-Fenster
geﬁltert.
Das gemessene und simulierte zeitabha¨ngige Leistungsverzo¨gerungsspektrum ist
in Bild 6.9 fu¨r die Senderposition T1 dargestellt. Die unterschiedlichen Grauwer-
te in den Bildern geben die normierte Empfangsleistung P0 in dB an. Normiert
wird hierbei auf die maximale Leistung, die wa¨hrend der gesamten Messung bzw.
Simulation auftritt. Die einzelnen Linien in den PDPs zeigen den zeitabha¨ngigen
Verlauf der Leistung und der Verzo¨gerungszeit der Mehrwegepfade. Bei einigen die-
ser Beitra¨ge sind starke Leistungsschwankungen zu erkennen, was ein Indiz dafu¨r
ist, dass hier mehrere Pfade miteinander interferieren.
(a) Messung (b) Simulation
Bild 6.9: Gemessenes und simuliertes zeitvariantes Leistungsverzo¨gerungsspek-
trum fu¨r Senderposition T1
Da sich in diesem Szenario der Empfa¨nger vom Sender wegbewegt, ist u¨ber der
Zeit t ein stetiges Ansteigen der Verzo¨gerung τ des direkten (ku¨rzesten) Pfades
zu beobachten. In den beiden PDPs sind grob zwei verschiedene Kategorien von
Pfaden zu erkennen. Bei einigen Pfaden vergro¨ßert sich die Laufzeit τ mit der
Zeit t wie beim direkten Pfad. Sie treﬀen von hinten (in Bewegungsrichtung) auf
den Empfa¨nger und erzeugen im zeitabha¨ngigen PDP parallele Linien zum direk-
ten Pfad. Weiterhin gibt es zahlreiche Pfade, die von vorne auf R einfallen. Ihre
Verzo¨gerung vermindert sich in gleichem Maße, wie die des direkten Pfades zu-
nimmt. Viele dieser Pfade werden durch die parkenden Fahrzeuge hervorgerufen.
Der Vergleich des gemessenen mit dem simulierten PDP zeigt, dass die meisten
relevanten Mehrwegepfade durch die Simulation gefunden werden. Einige wenige
Pfade treten lediglich bei der Messung auf. Auch der umgekehrte Fall ist teilweise
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zu beobachten. Von Bedeutung fu¨r das Kanalmodell ist jedoch, dass vor allem die
Struktur des PDPs mit dem charakteristischen Verlauf der einzelnen Pfade gut
von der Simulation wiedergegeben wird.
Bild 6.10 zeigt die PDPs fu¨r Senderposition T2. Die Empfangsleistung ist eben-
falls auf die Maximalleistung des gesamten PDPs normiert. Es sind deutlich die
Unterschiede in der Empfangsleistung der Pfade bei LOS- und NLOS-Bedingung
zu erkennen. Sobald der Empfa¨nger aus dem Schattenbereich herausfa¨hrt, tritt
der starke direkte Pfad auf. Er verschwindet wieder, wenn R die Straßenkreuzung
verla¨sst. Wa¨hrend R sich im Bereich der Straßenkreuzung bewegt, gibt es zahl-
reiche Mehrwegepfade mit gro¨ßerer Verzo¨gerung. Beﬁndet sich der Empfa¨nger in
der Straßenschlucht unter NLOS-Bedingung, sind die Laufzeitunterschiede zwi-
schen den Mehrwegepfaden geringer. In diesem Bereich weisen die meisten Pfade
a¨hnliche Laufzeita¨nderungen auf. D.h. sie beschreiben im zeitvarianten PDP pa-
rallele Linien. Ein Vergleich zwischen Messung und Simulation zeigt, dass wie bei
Senderposition T1 eine gute U¨bereinstimmung des charakteristischen Verlaufs des
zeitabha¨ngigen Leistungsverzo¨gerungsspektrums herrscht.
(a) Messung (b) Simulation
Bild 6.10: Gemessenes und simuliertes zeitvariantes Leistungsverzo¨gerungsspek-
trum fu¨r Senderposition T2
Fu¨r beide Messszenarien werden im Folgenden die zeitlichen Mittelwerte der
Impuls-Verbreiterung στ (t) bestimmt. Die Grundlage bildet sowohl bei der Mes-
sung als auch bei der Simulation das zeitvariante Leistungsverzo¨gerungsspektrum
PM(τ, t) bzw. PS(τ, t). Durch (5.26) erfolgt die Berechnung von στ (t). Entscheidend
fu¨r eine aussagekra¨ftige Abscha¨tzung der Impuls-Verbreiterung ist der betrachtete
Dynamikbereich des momentanen PDPs. Dieser gibt an, bis zu welchem Bruchteil
der Leistung des momentan sta¨rksten Pfades Leistungsbeitra¨ge im PDP bei der
Bestimmung von στ (t) beru¨cksichtigt werden. Durch die Bandbegrenzung erzeugt
jeder Mehrwegepfad neben dem Hauptpuls zahlreiche Nebenkeulen u¨ber der Lauf-
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zeit τ . Da hierfu¨r ein Hamming-Fenster zum Einsatz kommt, liegt die maximale
relative Leistung dieser Nebenkeulen bei −43 dB im Vergleich zum Hauptpuls. Der
Einﬂuss der Nebenkeulen wirkt sich sto¨rend auf die Abscha¨tzung von στ (t) aus.
Daher werden zuna¨chst fu¨r jeden Zeitpunkt t die Leistungsverzo¨gerungsspektren
PM(τ, t) und PS(τ, t) auf einen Dynamikbereich von 43 dB begrenzt. Somit ist
gesichert, dass die Nebenkeulen des sta¨rksten Pfades keinen Einﬂuss auf die Im-
pulsverbreiterung haben. Sehr schwache Mehrwegepfade, die durch die Begrenzung
ebenfalls wegfallen, ko¨nnen in guter Na¨herung vernachla¨ssigt werden.
Bei der Messung hat zusa¨tzlich zu den Nebenkeulen das thermische Rau-
schen im Messempfa¨nger einen sto¨renden Einﬂuss auf die Berechnung der Impuls-
Verbreiterung. D.h. ab einem bestimmten Abstand zur Leistung des sta¨rksten Pfa-
des tritt im Leistungsverzo¨gerungsspektrum nur noch Rauschleistung auf. Eine
von der Firma MEDAV entwickelte Software zur Bearbeitung der Messergebnisse
des Channel Sounders scha¨tzt diesen Abstand zu jedem Zeitpunkt t der Messung
[Mat05]. Dieser zeitabha¨ngige Dynamikbereich wird zusa¨tzlich bei der Bestimmung
der gemessenen Impuls-Verbreiterung mit beru¨cksichtigt. Die Simulation bleibt da-
von unbeeinﬂusst. Fu¨r die Senderposition T1 liegt der zeitvariante Dynamikbereich
zwischen 20 dB und 45 dB. Bei T2 schwankt er zwischen 11 dB und 42 dB. Die
niedrigere untere Grenze fu¨r Senderposition T2 resultiert aus der u¨berwiegenden
NLOS-Bedingung wa¨hrend der Messung.
In Tabelle 6.3 sind die u¨ber die Zeit t gemittelten Werte der gemessenen und
simulierten Impuls-Verbreiterung στ (t) aufgelistet. Die beiden Werte der Impuls-
Verbreiterung σT1τ fu¨r Senderposition T1 haben dieselbe Gro¨ßenordnung. Bei Sen-
derposition T2 wird die mittlere Impuls-Verbreiterung σ
T2
τ durch die Simulation
etwas unterscha¨tzt. Der Grund hierfu¨r liegt in der Dominanz der teilweise extre-
men NLOS-Situation, in denen das Wellenausbreitungsmodell unter Umsta¨nden
nicht alle relevanten Ausbreitungspfade ﬁndet. Solche NLOS-Bedingungen spie-
len bei der Fahrzeug-Fahrzeug-Kommunikation jedoch, wenn u¨berhaupt, nur eine
untergeordnete Rolle.
Tabelle 6.3: Gemessene und simulierte Mittel- und 90%-Werte fu¨r die momentane
Impuls-Verbreiterung στ (t) in ns
σT1τ σ
T2
τ σ
T1
τ,90%
σT2
τ,90%
Messung 41,2 45,1 68,0 64,0
Simulation 45,7 36,5 77,8 63,6
Die Gro¨ße στ,90% gibt den Wert der Impuls-Verbreiterung an, der in 90% der
Fa¨lle unterschritten wird. Auch hier sind nur geringfu¨gige Abweichungen zwischen
Messung und Simulation vorhanden.
Aus Tabelle 6.3 ko¨nnen mittels (5.27) die entsprechenden mittleren Koha¨renz-
bandbreiten der beiden Szenarien abgescha¨tzt werden.
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6.2.2 Autobahnszenario
Fu¨r die Veriﬁkation des Gesamtmodells erfolgten die Messungen in einem typi-
schen Autobahnszenario. Es handelte sich dabei um eine stark befahrene Strecke
mit insgesamt sechs Fahrspuren (drei in jede Fahrtrichtung), die fast ausschließlich
durch bewaldetes Gebiet fu¨hrte. Wa¨hrend der Messung sind Sender und Empfa¨nger
auf der rechten Fahrspur gefahren. Die durchschnittliche Geschwindigkeit beider
Fahrzeuge betrug etwa 90 km/h. Zur Variation der Sichtverha¨ltnisse zwischen Sen-
der und Empfa¨nger und damit der Wellenausbreitungssituation wurden Messungen
unter LOS- und NLOS-Bedingung durchgefu¨hrt. In Bild 6.11 sind zwei Momentauf-
nahmen der jeweiligen Messsituation dargestellt. Sie wurden aus dem Empfa¨nger-
fahrzeug heraus aufgenommen. Im LOS-Fall (Bild 6.11(a)) variierte der Abstand
zwischen Sender und Empfa¨nger von ca. 35m bis 100m, was einer normalen Ver-
kehrssituation auf Autobahnen entspricht. Unter NLOS-Bedingung (Bild 6.11(b))
befand sich ein Lkw etwa in der Mitte zwischen den beiden Messfahrzeugen. Der
Abstand von Sender und Empfa¨nger lag hierbei zwischen 80m und 120m.
(a) LOS-Situation (b) NLOS-Situation
Bild 6.11: Typische Situationen wa¨hrend der Autobahn-Messung
Fu¨r beide Sichtbedingungen wurden jeweils drei Messungen von durchschnittlich
1,5min La¨nge durchgefu¨hrt. Die resultierenden Kanalkenngro¨ßen werden zuna¨chst
fu¨r jede Messung getrennt bestimmt. Anschließend erfolgt fu¨r die LOS- und die
NLOS-Situation jeweils eine Mittelung der Kenngro¨ßen und Kennfunktionen u¨ber
die einzelnen Messungen.
Der Kanal wurde mit dem vom Messsystem vorgegebenen minimal mo¨glichen
Abtastintervall Ts = 1,024ms gemessen (vgl. Abschnitt 6.1). Mit (5.29) ergibt
sich hieraus der Betrag der maximal zula¨ssigen Doppler-Verschiebung relevan-
ter Mehrwegepfade zu fD,max ≈ 488Hz. Ein Vergleich mit den U¨berlegungen in
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Abschnitt 5.3.1 zeigt, dass eine mehr als doppelt so hohe Abtastrate notwendig
wa¨re, um das zeitvariante Kanalverhalten exakt zu erfassen. Die Leistungsbei-
tra¨ge zum Doppler-Spektrum bei hohen Doppler-Verschiebungen (gro¨ßer als etwa
500Hz) sind jedoch im Vergleich zu denen bei geringen Doppler-Frequenzen we-
sentlich sta¨rker geda¨mpft. Aus dem in Bild 5.1(d) dargestellten Doppler-Spektrum
ergibt sich im LOS-Fall ein minimaler Abstand zwischen dem Maximum und den
Leistungsbeitra¨gen fu¨r |fD| > 488Hz von ca. 30 dB. Bei der NLOS-Situation be-
tra¨gt dieser etwa 21 dB (vgl. Bild A.2(d)). Das zeitvariante Verhalten des Kanals
wird maßgeblich durch die Beitra¨ge mit hoher Leistung bestimmt. Diese liegen
bei einer Doppler-Verschiebung, die hauptsa¨chlich durch die Relativgeschwindig-
keit zwischen Sender und Empfa¨nger bestimmt ist. Sie ist im Allgemeinen gering
und vom Betrag nicht gro¨ßer als 488Hz. Dieser Wert entspricht bei fHF = 5,2GHz
einer Relativgeschwindigkeit von ca. 101 km/h. Eine Vernachla¨ssigung der Signal-
beitra¨ge mit |fD| > 488Hz ist daher fu¨r die Veriﬁkation des Kanalmodells in guter
Na¨herung zula¨ssig.
Zur Generierung der Simulationsszenarien werden die Verkehrs- und Umge-
bungsparameter aus Anhang A.4 verwendet. Das Sender- und das Empfa¨nger-
fahrzeug fahren dabei, vorgegeben durch die Messung, auf der rechten Fahrspur,
wobei ihre mittlere Wunschgeschwindigkeit auf 90 km/h gesetzt wird. Bild 6.12
zeigt jeweils eine Momentaufnahme eines simulierten LOS- und NLOS-Szenarios.
Senderfahrzeug
Empfängerfahrzeug
Bäume
Leitplanken
(a) LOS-Situation
Senderfahrzeug
Empfängerfahrzeug
Lkw
Verkehrsschild
(b) NLOS-Situation
Bild 6.12: Momentaufnahmen der Simulationsszenarien
Fu¨r jede der beiden Sichtbedingungen werden jeweils sechs Realisierung der Ver-
kehrsumgebung generiert. Die Dauer jeder einzelnen Realisierung entspricht da-
bei 10 s Echtzeit. Innerhalb dieser Zeit bewegen sich Sender und Empfa¨nger um
ca. 250m. Wie bei den Messergebnissen, werden die resultierenden Kanalkenn-
gro¨ßen und -kennfunktionen anhand einer Mittelwertbildung u¨ber die einzelnen
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Realisierungen bestimmt. Durch diese Mittelung ist die statistische Signiﬁkanz
des Gesamtergebnisses gewa¨hrleistet. Um Mess- und Simulationsergebnisse ver-
gleichen zu ko¨nnen, wird das Abtastintervall Ts fu¨r die Simulationen ebenfalls auf
Ts = 1,024ms gesetzt. Jede Realisierung entha¨lt somit fast 10000 Momentaufnah-
men des Kanals.
In Bild 6.11 ist zu erkennen, dass es wa¨hrend der Messung regnete. Be-
vor Messung und Simulation schmal (Abschnitt 6.2.2.2) und breitbandig (Ab-
schnitt 6.2.2.3) verglichen werden, erfolgt daher zuna¨chst die Untersuchung der
resultierenden Auswirkungen einer nassen Fahrbahn auf die Wellenausbreitung.
6.2.2.1 Einﬂuss der nassen Fahrbahn auf die Bodenreﬂexion
Bereits in Bild 6.4(b) wird gezeigt, dass neben dem direkten Strahl auch der an der
Fahrbahn reﬂektierte Strahl einen dominierenden Einﬂuss auf die mittlere Funk-
feldda¨mpfung des Kanals hat. Durch die koha¨rente U¨berlagerung beider entstehen
die typischen Interferenzmaxima und -minima, welche durch die Zweistrahltheo-
rie vorhergesagt werden [GW98]. Je nach Gro¨ße des Reﬂexionsfaktors der Fahr-
bahn sind diese mehr oder weniger stark ausgepra¨gt. Der Reﬂexionsfaktor ha¨ngt
dabei stark von den Materialeigenschaften der Fahrbahn ab. Da die Autobahn-
Messungen bei Regen stattfanden, muss zusa¨tzlich der Einﬂuss des Wassers auf
der Fahrbahn beru¨cksichtigt werden.
Zur Untersuchung des Eﬀektes wurde eine separate Messung auf der Autobahn
durchgefu¨hrt, bei der sich der Sender mit etwa konstanter Relativgeschwindig-
keit vom Empfa¨nger wegbewegt. Der Abstand zwischen Sender und Empfa¨nger
a¨ndert sich dabei von anfa¨nglich etwa 45m bis hin zu 125m. Die resultierende
mittlere Funkfeldda¨mpfung nach (6.1) ist in Bild 6.13 dargestellt. Zum Vergleich
ist die durch die Zweistrahltheorie prognostizierte Funkfeldda¨mpfung eingezeich-
net, wobei in Bild 6.13(a) reiner Beton als Fahrbahnoberﬂa¨che angenommen wird.
Bild 6.13(b) zeigt im Gegensatz dazu das Ergebnis fu¨r eine Betonoberﬂa¨che mit
zusa¨tzlicher Wasserschicht. Die Dicke dieser Schicht wird so gewa¨hlt, dass sich eine
bestmo¨gliche U¨bereinstimmung zwischen Messung und Rechnung ergibt. Im vor-
liegenden Fall ist der zugeho¨rige Wert 0,8mm. Der resultierende Reﬂexionsfaktor
wird, wie in Abschnitt 4.3.2.2 aufgezeigt, berechnet. Die Betonschicht wird dabei
nach unten als unendlich ausgedehnt angesetzt. In Anhang A.3 sind die verwende-
ten Materialparameter von Beton und Wasser aufgelistet. Fu¨r die Berechnung der
Funkfeldda¨mpfung mittels Zweistrahltheorie wird die Charakteristik der Messan-
tenne beru¨cksichtigt (vgl. Anhang A.5).
In Bild 6.13(a) ist zu erkennen, dass ohne Beru¨cksichtigung der Wasserschicht die
Interferenzeinbru¨che im Vergleich zur Messung zu groß ausfallen. Auch die Position
der Einbru¨che ist etwas verschoben. Bei den Maxima wird die Da¨mpfung zu niedrig
vorausgesagt. Durch die Untersuchung des Leistungsverzo¨gerungsspektrums kann
gezeigt werden, dass in dieser Messung außer dem direkten und dem bodenreﬂek-
tierten Strahl keine weiteren dominanten Pfade vorkommen. Die Abweichungen
zwischen Messung und Theorie sind daher durch einen zu großen Betrag des Re-
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Bild 6.13: Vergleich der Messung mit Zweistrahltheorie fu¨r trockene und nasse
Fahrbahn
ﬂexionsfaktors der Fahrbahn zu erkla¨ren. Mit Wasserschicht reduziert sich dieser
und das Interferenzmuster ist, wie in Bild 6.13(b) gezeigt, weniger stark ausge-
pra¨gt. Mit der Beru¨cksichtigung der Wasserschicht folgt die Simulation sehr gut
der Messung.
Der Betrag der Reﬂexionsfaktoren von Beton und von Beton mit einer 0,8mm
dicken Wasserschicht ist zum Vergleich in Abha¨ngigkeit des Einfallswinkels θi in
Bild 6.14 dargestellt (vgl. Abschnitt 4.3.2). Es handelt sich hierbei um die Reﬂe-
xionsfaktoren fu¨r parallele Polarisation, da die Antennen vertikal polarisiert sen-
den.
Der bei der Messung auftretende Wertebereich von θi, der durch die Ho¨he der
Sende- und Empfangsantennen und deren Abstand bestimmt wird, ist grau hin-
terlegt. Bis etwa θi = 80
◦ ist die Reﬂexion der nassen Fahrbahn sta¨rker als die der
trockenen. Die Einbru¨che des Reﬂexionsfaktors bei bestimmten θi werden durch
das Brewster-Winkel-Pha¨nomen hervorgerufen [GW98]. Der (pseudo) Brewster-
Winkel fu¨r die geschichtet modellierte Fahrbahn liegt im gemessenen Bereich von
θi. Daher ist hier der zugeho¨rige Betrag des Reﬂexionsfaktors geringer als bei Beton
ohne Wasserschicht. Das Resultat ist das schwa¨cher ausgepra¨gte Interferenzmuster
in Bild 6.13(b).
Die Ergebnisse zeigen, dass fu¨r eine exakte Modellierung des Kanals ei-
ne genaue Beschreibung der Fahrbahnverha¨ltnisse notwendig ist. Wu¨rde man
beispielsweise im vorliegenden Fall eine trockene Fahrbahn ansetzten, erga¨ben
sich, verursacht durch die sta¨rkeren Schwankungen der mittleren Funkfeldda¨mp-
fung, auch vera¨nderte Eigenschaften des schnellen Schwundes. Fu¨r die folgenden
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Vergleiche wird daher die Fahrbahn bei den Simulationen mit einer 0,8mm dicken
Wasserschicht u¨berzogen. Die Untersuchungen in Kapitel 7 und Anhang A.1 erfol-
gen hingegen bei trockener Fahrbahn.
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Bild 6.14: Betrag des Reﬂexionsfaktors (parallele Polarisation) von Beton und von
Beton mit einer 0,8mm dicken Wasserschicht
6.2.2.2 Schmalbandige Analyse
Fu¨r den Vergleich der schmalbandigen Kanaleigenschaften wird zuna¨chst die kumu-
lative Verteilungsfunktion (CDF) des schnellen Schwundes betrachtet. In Bild 6.15
ist die CDF fu¨r die LOS- und NLOS-Bedingung dargestellt. Weiterhin ist jeweils
die an die Messkurve angepasste Rice-Verteilung eingezeichnet. Die zugeho¨rigen
K-Faktoren sind 15,3 dB bei Sichtverbindung und 5,5 dB im NLOS-Fall. Der hohe
Wert bei LOS-Bedingung ergibt sich aus der Dominanz des direkten Ausbreitungs-
pfades, was zusa¨tzlich zu dem relativ kleinen Wertebereich des schnellen Schwundes
von etwa −10 dB bis 5 dB fu¨hrt (Bild 6.15(a)). Verursacht durch starkes Fading,
ist dieser bei der NLOS-Situation wesentlich gro¨ßer und umfasst Werte zwischen
−30 dB bis 10 dB (Bild 6.15(b)).
Der Vergleich zwischen Messung und Simulation zeigt fu¨r die LOS-Situation
(Bild 6.15(a)) eine gute U¨bereinstimmung. Die absolute Abweichung ist stets klei-
ner als 4,7%, wobei dieser Wert bei einer Amplitude von 0,9 dB auftritt. Da die
Rice-Verteilung besonders geeignet ist, den schnellen Schwund bei Vorhandensein
eines dominanten Mehrwegepfades zu beschreiben, kann diese gut an die Messung
angepasst werden. Beim NLOS-Fall in Bild 6.15(b) ist zu erkennen, dass die gemes-
sene und die simulierte Kurve fast identisch sind. Die maximale Diﬀerenz betra¨gt
0,7% bei einer Amplitude von ca. 1 dB. Durch die Abschattung des direkten Pfades
ist die Anpassung der Rice-Verteilung etwas schlechter als fu¨r den LOS-Fall.
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Bild 6.15: Vergleich der kumulativen Wahrscheinlichkeitsverteilung des schnellen
Schwundes
Als weitere Kenngro¨ße des Kanals wird die Pegelunterschreitungsrate (LCR)
von Messung und Simulation in Bild 6.16 verglichen. Bei der LOS-Situation
in Bild 6.16(a) ist u¨ber einen gewissen Amplitudenbereich eine geringfu¨gige
U¨berscha¨tzung der LCR durch die Simulation zu erkennen. Allgemein wird die
Messkurve jedoch gut durch die simulierte Kurve wiedergegeben. Wie die CDF
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Bild 6.16: Vergleich der Pegelunterschreitungsrate des schnellen Schwundes
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in Bild 6.15(b) zeigen auch die gemessene und simulierte LCR fu¨r die NLOS-
Bedingung in Bild 6.16(b) eine sehr gute U¨bereinstimmung. Lediglich in einem
kleinen Bereich um 0dB wird die Messung leicht u¨berscha¨tzt. Wegen der sta¨rkeren
Schwankung des schnellen Schwundanteils im NLOS-Fall ist bei gleicher Amplitude
die Pegelunterschreitungsrate ho¨her als bei Sichtverbindung. Im Vergleich zu den
Ergebnissen aus Abschnitt 6.2.1.1 sind die maximalen Werte der LCR wesentlich
gro¨ßer, was durch die zugeho¨rige ho¨here Doppler-Verbreiterung verursacht wird
(vgl. Tabelle 6.4).
Zur Untersuchung des Doppler-Verhaltens des Kanals wird zuna¨chst das Spekt-
rogramm einer charakteristischen Verkehrssituation betrachtet. Die Bestimmung
des Spektrogramms erfolgt nach (6.3), wobei die Doppler-Auﬂo¨sung f resD , wie in
Bild 6.7 bzw. Bild 6.8, etwa 1Hz betra¨gt. Als Fensterfunktion kommt ebenfalls ein
Hamming-Filter mit einem Nebenkeulenniveau von ca. −43 dB zum Einsatz.
Aus den oben beschriebenen LOS-Messungen wird ein Teilstu¨ck von 10 s La¨nge
separiert. Die Besonderheit bei diesem Messausschnitt ist, dass sich vor dem Sen-
derfahrzeug ein Lkw beﬁndet. Zum Vergleich wird eines der sechs Simulationssze-
narien fu¨r die LOS-Situation, bei dem ebenfalls ein Lkw vor dem Sender fa¨hrt,
herangezogen. Bild 6.17 zeigt das resultierende gemessene und simulierte Spekt-
rogramm u¨ber den Beobachtungszeitraum von 10 s. Aus Gru¨nden der U¨bersicht
ist die Doppler-Verschiebung fD auf den Bereich [−100Hz,+100Hz] begrenzt. Die
Grauwerte geben die normierte Leistung P0 an.
direkter Pfad
Reflexionspfad am Lkw
(a) Messung
direkter Pfad
Reflexionspfad am Lkw
(b) Simulation
Bild 6.17: Spektrogramm einer Verkehrssituation, bei der sich ein Lkw vor dem
Sender beﬁndet
Den sta¨rksten Beitrag zum Doppler-Spektrum liefert naturgema¨ß der direkte
Pfad. Die entsprechende Doppler-Verschiebung variiert bei einer Kolonnenfahrt,
vorgegeben durch die Relativgeschwindigkeit von Sender und Empfa¨nger, im All-
gemeinen nur in einem relativ kleinen Bereich um fD = 0Hz. Ein weiterer relevan-
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ter Beitrag in Bild 6.17(a) und Bild 6.17(b) wird durch einen Reﬂexionspfad am
vorausfahrenden Lkw generiert. Die zugeho¨rige Doppler-Verschiebung wird zusa¨tz-
lich durch die Relativgeschwindigkeit des Lkw beeinﬂusst. Anhand von Bild 6.17
ist zu erkennen, dass Mess- und Simulationsszenario qualitativ dasselbe Doppler-
Verhalten zeigen, wobei die Geschwindigkeiten der Lkws unterschiedlich sind.
In Bild 6.18 ist beispielhaft das normierte momentane Doppler-Spektrum der
eben beschriebenen Messung und Simulation fu¨r t = 6 s dargestellt. Hierbei
ist die Leistungsverteilung u¨ber die gesamte Doppler-Bandbreite (von −488Hz
bis +488Hz) beru¨cksichtigt. Wie in Bild 6.17 liefern sowohl bei der Messung
(Bild 6.18(a)) als auch bei der Simulation (Bild 6.18(b)) der direkte und der am
Lkw reﬂektierte Pfad die sta¨rksten Beitra¨ge. Der reﬂektierte Anteil liegt dabei in
beiden Fa¨llen etwa 20 dB unterhalb der Leistung des direkten Pfades. Die u¨berwie-
gende Zahl der restlichen Leistungsbeitra¨ge wird durch Streupfade von am Stra-
ßenrand beﬁndlichen Ba¨umen hervorgerufen.
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Bild 6.18: Momentane gemessene und simulierte Doppler-Spektren bei t = 6 s
Im Folgenden werden die Mittelwerte der mittleren Doppler-Verschiebung und
Doppler-Verbreiterung fu¨r den LOS- und NLOS-Fall bestimmt. Grundlage hierfu¨r
bilden, wie in Abschnitt 6.2.1.1, die zeitabha¨ngigen Gro¨ßen fD(t) und σfD(t), wel-
che sich aus den zugeho¨rigen Spektrogrammen ergeben. Vorgegeben durch die
Hamming-Fensterfunktion, werden hierbei lediglich Beitra¨ge bis zu einer relati-
ven Leistung von −43 dB bezu¨glich des Maximums beru¨cksichtigt. Die Mittelung
erfolgt einerseits u¨ber die Zeit t und weiterhin u¨ber die verschiedenen Realisierun-
gen von Messung und Simulation. In Tabelle 6.4 sind die sich ergebenden Durch-
schnittswerte fu¨r die jeweilige Sichtbedingung aufgelistet. Zusa¨tzlich sind die 90%-
Werte der Doppler-Verbreiterung eingetragen.
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Tabelle 6.4: Gemessene und simulierte Mittelwerte fu¨r die momentane mittlere
Doppler-Verschiebung fD(t) und Doppler-Verbreiterung σfD(t) und
die 90%-Werte von σfD(t) in Hz
fD σfD σfD,90%
LOS
Messung
Simulation
−1,4
6,3
65,8
79,6
97,8
99,7
NLOS
Messung
Simulation
4,0
−9,8
318,4
370,6
405,2
475,7
Bei einer Kolonnenfahrt, wie sie in den gemessenen und simulierten Szenarien
vorliegt, ist die Relativgeschwindigkeit zwischen Sender und Empfa¨nger im Mittel
sehr gering. Als Resultat ergibt sich, wie in Tabelle 6.4 gezeigt, ein kleines durch-
schnittliches fD. Die mittlere Doppler-Verbreiterung ist im LOS-Fall wesentlich
kleiner als bei unterbrochener Sichtverbindung. In 90% der Fa¨lle liegt σfD unter-
halb ca. 100Hz. Die Messung und die Simulation liefern fu¨r σfD und σfD,90% Werte
in derselben Gro¨ßenordnung. Bei NLOS wird σfD und σfD,90% durch die Simula-
tion etwas zu hoch abgescha¨tzt. Die Abweichungen ko¨nnen jedoch im Allgemeinen
toleriert werden.
6.2.2.3 Breitbandige Analyse
Das zeitvariante Leistungsverzo¨gerungsspektrum (PDP) P (τ, t) und die zugeho¨rige
Impuls-Verbreiterung στ (t) dienen als Grundlage fu¨r die Analyse der breitbandi-
gen Kanaleigenschaften. Zuna¨chst wird anhand typischer Szenarien der Einﬂuss
verschiedener Umgebungsobjekte, wie Straßenschilder oder Ba¨ume, auf die Mes-
sung und die Simulation untersucht. Fu¨r die beiden Sichtbedingungen LOS und
NLOS werden anschließend die duchschnittlichen Werte der Impulsverbreiterung
ermittelt und verglichen. Die Berechnung des gemessenen PDP PM(τ, t) und des
simulierten PDP PS(τ, t) erfolgt analog zu Abschnitt 6.2.1.2. Es kommt ebenfalls
ein Hamming-Filter zur Unterdru¨ckung der Nebenkeulen zum Einsatz.
Zum Vergleich des Einﬂusses verschiedener Umgebungsobjekte sind in Bild 6.19
die zeitabha¨ngigen Leistungsverzo¨gerungsspektren eines 10 s langen Messaus-
schnitts und einer der simulierten Kanalrealisierungen dargestellt. Die verschie-
denen Grauwerte geben die normierte Empfangsleistung P0 an. Es wird hierbei
jeweils auf das globale Maximum des Messausschnitts bzw. der Simulation nor-
miert. In beiden Fa¨llen besteht Sichtverbindung zwischen Sender und Empfa¨nger.
Vor dem Senderfahrzeug beﬁndet sich ein Lkw. Sowohl in der Messumgebung als
auch im Simulationsszenario existieren neben Ba¨umen einige Verkehrsschilder am
Rand der Straße.
Anhand der einzelnen Linien in den beiden PDPs kann der Verlauf der Verzo¨ge-
rungszeit einzelner Pfade nachvollzogen werden. Die verschiedenen Pfade werden
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Bild 6.19: Zeitvariantes Leistungsverzo¨gerungsspektrum eines typischen Verkehrs-
szenarios auf der Autobahn
dabei durch unterschiedliche Umgebungsobjekte verursacht. Fu¨r einige Mehrwege-
pfade sind die zugeho¨rigen Ursachen in Bild 6.19(a) und Bild 6.19(b) eingetragen.
Auﬀa¨llig sind die zahlreichen parallel verlaufenden Linien, die durch Beugungs-
pfade an Verkehrsschildern hervorgerufen werden. Die Steigung der Linien ha¨ngt
hierbei direkt mit der Geschwindigkeit von Sender und Empfa¨nger zusammen. Bei
positiver Steigung bewegen sich beide weg vom Verkehrsschild. Im entgegengesetz-
ten Fall hat die Steigung ein negatives Vorzeichen. Fu¨r Messung und Simulation
ergeben sich in etwa dieselben Steigungen, was bedeutet, dass die Fahrzeuge in bei-
den Fa¨llen a¨hnliche Geschwindigkeiten besitzen. Auch die Leistung der zugeho¨rigen
Pfade, welche nachfolgend noch genauer betrachtet wird, hat dieselbe Gro¨ßenord-
nung.
Da sich der Abstand zwischen Sender, Empfa¨nger und vorausfahrendem Lkw
u¨ber die Messzeit kaum a¨ndert, verlaufen die Beitra¨ge des direkten und des am
Lkw reﬂektierten Pfades nahezu horizontal. Bei der Simulation sind die Absta¨nde
gro¨ßer als bei der Messung, was zu ho¨heren Laufzeiten der entsprechenden Mehr-
wegepfade fu¨hrt. Bei der Zeit t ≈ 8 s in Bild 6.19(a) passiert ein Lkw auf der
Gegenfahrbahn das Sender- und das Empfa¨ngerfahrzeug. Die hierdurch entstehen-
den Leistungsbeitra¨ge im PDP sind jedoch nur von kurzer Dauer, da die Bedingung
fu¨r eine Reﬂexion am Lkw nur sehr kurz existiert. Dieser Eﬀekt ist ebenfalls im
simulierten PDP zu erkennen. Die diﬀusen Beitra¨ge zum PDP in der na¨heren Um-
gebung des direkten Pfades werden durch Streupfade an Ba¨umen generiert, worauf
spa¨ter noch speziell eingegangen wird. Bild 6.19(a) und Bild 6.19(b) zeigen, dass
die durch das Kanalmodell generierten Simulationsszenarien die realen Verha¨ltnis-
se und Ausbreitungseﬀekte sehr gut wiedergeben.
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Ein quantitativer Vergleich der Ausbreitungseﬀekte wird anhand des momenta-
nen Leistungsverzo¨gerungsspektrums P (τ, t0) zu einem festen Zeitpunkt t = t0
durchgefu¨hrt. Ausgangspunkt bilden hierbei die PDPs in Bild 6.19. Fu¨r den
Vergleich wird eine ﬁktive Sendeleistung von 0 dBm angenommen. In Bild 6.20
sind das resultierende gemessene und das simulierte momentane PDP dargestellt.
Bild 6.20(a) entspricht dem momentanen PDP PM(τ, t0) aus Bild 6.19(a) fu¨r
t0 = 9,4 s. Das simulierte PDP PS(τ, t0) in Bild 6.20(b) ergibt sich aus Bild 6.19(b)
bei t0 = 6,1 s. Beide PDPs zeigen die absolute Empfangsleistung PR u¨ber der
Verzo¨gerung τ .
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(b) Simulation
Bild 6.20: Beispiel fu¨r ein gemessenes und simuliertes momentanes Leistungs-
verzo¨gerungsspektrum
Die sta¨rksten Beitra¨ge zum Leistungsverzo¨gerungsspektrum liefern der direkte
und der am Boden reﬂektierte Pfad. Da der Laufzeitunterschied zwischen beiden
geringer als die systembedingte Auﬂo¨sung τres ist (vgl. Abschnitt 6.1), ko¨nnen sie
nicht getrennt werden. In Bild 6.20(b) ist die absolute Verzo¨gerung beider Pfade
etwa doppelt so groß wie bei der Messung in Bild 6.20(a), was eine etwas nied-
rigere Empfangsleistung zur Folge hat. Der entsprechende Unterschied betra¨gt
etwa 6 dB. A¨hnliches gilt fu¨r den Beitrag, der durch den vorausfahrenden Lkw
hervorgerufen wird. Beru¨cksichtigt man die Laufzeitunterschiede und die daraus
resultierende zusa¨tzliche Pfadda¨mpfung, so ergibt sich eine sehr gute U¨bereinstim-
mung zwischen den zugeho¨rigen gemessenen und simulierten Absolutwerten der
Leistungsbeitra¨ge. Die Leistungen der Pfade, die durch Beugung an unterschiedli-
chen Verkehrsschildern verursacht werden, liegen bei Messung und Simulation fu¨r
a¨hnliche Verzo¨gerungszeiten ebenfalls in derselben Gro¨ßenordnung.
Es sei darauf hingewiesen, dass die Simulation in diesem Beispiel nicht das exakte
Ergebnis der Messung liefern kann, da die Positionen der einzelnen Fahrzeuge und
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der Umgebungsobjekte (Ba¨ume, Verkehrsschilder usw.) in beiden Fa¨llen unter-
schiedlich sind. Die Ergebnisse zeigen jedoch, dass das implementierte Wellenaus-
breitungsmodell realistische Werte liefert.
Zur Untersuchung der Streubeitra¨ge durch Ba¨ume wird im Folgenden der
Verzo¨gerungszeitbereich des PDPs in der Na¨he des direkten Pfades betrachtet.
Es werden hierbei die Sichtverha¨ltnisse LOS und NLOS unterschieden. Wie in der
vorangegangenen Betrachtung, wird von einer ﬁktiven Sendeleistung PT = 0dBm
ausgegangen. In Bild 6.21 sind zuna¨chst ein typisches gemessenes und simulier-
tes momentanes PDP im Bereich zwischen 0µs und 0,6µs fu¨r die LOS-Bedingung
dargestellt. Sowohl in der zugeho¨rigen Messumgebung als auch im Simulationssze-
nario verla¨uft die Autobahn durch einen bewaldeten Abschnitt (siehe Bild 6.11 und
Bild 6.12). Weiterhin beﬁnden sich nur wenige Fahrzeuge in der na¨heren Umgebung
von Sender und Empfa¨nger.
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(b) Simulation
Bild 6.21: Vergleich der gemessenen und simulierten Streubeitra¨ge durch Ba¨ume
im Leistungsverzo¨gerungsspektrum unter LOS-Bedingung
Die Verzo¨gerungszeit des direkten bzw. am Boden reﬂektierten Pfades in
Bild 6.21 ist bei Messung und Simulation ungefa¨hr gleich. Bei beiden ergeben sich
etwa dieselben zugeho¨rigen Leistungsbeitra¨ge. Die Mehrwegepfade im Bereich von
0,17 µs bis 0,6µs werden maßgeblich durch Streuung an Ba¨umen hervorgerufen.
Es ist zu erkennen, dass die Leistung dieser Streubeitra¨ge bei der Messung und
der Simulation in etwa dieselbe Abha¨ngigkeit von τ aufweisen. Der Leistungsbei-
trag des sta¨rksten Streupfades liegt in beiden Fa¨llen ca. 20 dB unterhalb dem des
direkten und bodenreﬂektierten Pfades.
Die Verha¨ltnisse unter NLOS-Bedingung sind in Bild 6.22 dargestellt. Da sich
in diesem Fall ein Lkw zwischen Sender und Empfa¨nger beﬁndet, sind die Pfade
mit der ku¨rzesten Laufzeit solche, die durch Zweifachbeugung um den Lkw herum
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gebeugt werden bzw. durch einen Wellenleitereﬀekt zwischen Lkw und Fahrbahn
unter dem Lkw verlaufen. Letztere entstehen durch unterschiedliche Kombina-
tionen von Reﬂexionen und Beugungen an der Lkw-Unterseite und der Fahrbahn.
In der Regel liefern diese Mehrwegepfade einen wesentlich sta¨rkeren Beitrag zum
PDP als die reinen Beugungspfade.
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(b) Simulation
Bild 6.22: Vergleich der gemessenen und simulierten Streubeitra¨ge durch Ba¨ume
im Leistungsverzo¨gerungsspektrum unter NLOS-Bedingung
Die ku¨rzeste Pfadlaufzeit ist fu¨r Messung (Bild 6.22(a)) und Simulation
(Bild 6.22(b)) im vorliegenden Beispiel etwa gleich. Trotz ihrer hohen Da¨mpfung
haben die zugeho¨rigen Pfade im Vergleich zu den Streupfaden an Ba¨umen immer
noch eine gro¨ßere Leistung. Der absolute Wert ihres Leistungsbeitrags wird hierbei
durch die Simulation sehr gut wiedergegeben. Wie unter LOS-Bedingung zeigt die
gemessene und simulierte Leistung der Streupfade eine sehr a¨hnliche Abha¨ngigkeit
von der Verzo¨gerungszeit.
Um eine allgemeinere Aussage u¨ber den Einﬂuss der Streuung an Ba¨umen ma-
chen zu ko¨nnen, werden die mittleren Leistungsverzo¨gerungsspektren unter LOS-
und NLOS-Bedingung jeweils fu¨r einen 10 s langen Mess- bzw. Simulationsaus-
schnitt bestimmt. Bei der Wahl der Ausschnitte wird darauf geachtet, dass im re-
levanten Verzo¨gerungszeitbereich neben den Streubeitra¨gen der Ba¨ume keine weite-
ren Pfade die Auswertung sto¨ren. Fu¨r die Berechnung der durchschnittlichen PDPs
ist es notwendig, zu jedem Zeitpunkt t die relative Verzo¨gerung τrel einzufu¨hren.
Sie gibt im momentanen PDP die Laufzeitdiﬀerenz der Mehrwegepfade zu dem
Pfad mit der ku¨rzesten absoluten Verzo¨gerung an. Bei Sichtverbindung zwischen
Sender und Empfa¨nger ist dies der direkte und der bodenreﬂektierte Pfad. Unter
NLOS-Bedingung ergeben sich die Beitra¨ge mit der ku¨rzesten Laufzeit aus den um
den Lkw gebeugten Pfaden. Bei beiden Sichtverha¨ltnissen haben die Bezugspfade
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immer die gro¨ßte Leistung. Fu¨r die Messung und die Simulation wird PM(τrel, t)
bzw. PS(τrel, t) berechnet. Die Mittelwertbildung der Empfangsleistung erfolgt fu¨r
jedes τrel u¨ber die Zeit t, wobei die linearen Leistungswerte betrachtet werden.
Bild 6.23 zeigt die resultierenden mittleren PDPs fu¨r den LOS- und NLOS-
Fall u¨ber dem relativen Verzo¨gerungszeitbereich von 0µs bis 0,5µs. Fu¨r die LOS-
Bedingung betra¨gt der Abstand zischen Sender- und Empfa¨ngerfahrzeug wa¨hrend
der Messung im Durchschnitt etwa 48m. Bei der Simulation liegt dieser Wert
bei 54m. Die mittleren Absta¨nde im NLOS-Fall sind 101m (Messung) und 110m
(Simulation).
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Bild 6.23: U¨ber 10 s gemittelte Werte des Leistungsverzo¨gerungsspektrums fu¨r
LOS- und NLOS-Bedingung
Der gemessene und simulierte Leistungsanteil bei τrel = 0µs hebt sich fu¨r bei-
de Sichtbedingungen von den durch Ba¨ume verursachten Streubeitra¨gen deutlich
ab. Die dB-Werte der Empfangsleistung der Streupfade verringern sich hierbei mit
der relativen Verzo¨gerung in erster Na¨herung linear. Im LOS-Fall (Bild 6.23(a))
beginnt die Leistung der Streupfade etwa 20 dB unterhalb der des direkten An-
teils. Bei NLOS-Bedingung liegt dieser Wert fu¨r die Messung bei ca. 7 dB und fu¨r
die Simulation bei ca. 13 dB. Der Unterschied ergibt sich aus der etwas ho¨heren
Empfangsleistung bei τrel = 0µs. U¨ber der relativen Verzo¨gerung zeigt der Ver-
lauf der Streuleistung fu¨r Messung und Simulation jedoch das gleiche Verhalten.
Die Ergebnisse machen deutlich, dass das entwickelte Streumodell fu¨r Ba¨ume aus
Abschnitt 4.3.4.2 im Mittel die Realita¨t sehr gut beschreibt.
Abschließend werden die Mittel- und 90%-Werte der Impuls-Verbreiterung στ (t)
fu¨r die LOS- und NLOS-Situation bestimmt. Es wird hierbei genauso vorgegangen
wie in Abschnitt 6.2.1.2. Alle Messabschnitte und simulierten Kanalrealisierungen
werden beru¨cksichtigt. Bei der Berechnung der simulierten Impuls-Verbreiterung
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erfolgt aufgrund des benutzten Hamming-Fensters eine Begrenzung des Dynamik-
bereiches der zugeho¨rigen Leistungsverzo¨gerungsspektren auf 43 dB. Im Fall der
Messung wird der zeitabha¨ngige Dynamikbereich durch die zum Channel Sounder
geho¨rende Software der Firma MEDAV bestimmt [Mat05] (vgl. Abschnitt 6.2.1.2).
Bei den LOS-Messungen liegt dieser zwischen 26 dB und 45 dB, wobei der Durch-
schnittswert ca. 40 dB betra¨gt. U¨berschreitet der Dynamikbereich den Wert von
43 dB, wird er auf diesen Betrag begrenzt. Fu¨r die NLOS-Situation ergeben sich
Schwankungen des Dynamikbereiches zwischen 10 dB und 39 dB. Im Durchschnitt
liegt dieser bei etwa 28 dB. Die resultierenden Werte der Impuls-Verbreiterung sind
in Tabelle 6.5 eingetragen.
Tabelle 6.5: Gemessene und simulierte Mittel- und 90%-Werte fu¨r die momentane
Impuls-Verbreiterung στ (t) in ns
στ στ,90%
LOS
Messung
Simulation
40,3
50,4
71,8
68,9
NLOS
Messung
Simulation
98,2
115,4
182,0
171,9
Der Vergleich zwischen der LOS und NLOS-Bedingung zeigt, dass sich bei Letz-
terer die Mittelwerte von στ (t) gegenu¨ber der LOS-Situation in etwa verdoppelt
haben. Die 90%-Werte sind ca. um den Faktor 2,5 gestiegen. Der Grund liegt
im Nichtvorhandensein des dominanten direkten Pfades. Sowohl fu¨r die LOS- als
auch fu¨r die NLOS-Situation haben die gemessenen und simulierten Mittel- und
90%-Werte der Impuls-Verbreiterung dieselbe Gro¨ßenordnung.
6.3 Zusammenfassung
In diesem Kapitel wurde das Kanalmodell anhand von umfangreichen Messda-
ten bei einer Frequenz von 5,2GHz veriﬁziert. Es fanden sowohl Vergleiche der
schmal- als auch der breitbandigen Kanalkenngro¨ßen und -funktionen statt. Fu¨r
Letztere betra¨gt die betrachtete Bandbreite 120MHz. In einem ersten Schritt ist
die Genauigkeit des implementierten strahlenoptischen Wellenausbreitungsmodells
gepru¨ft worden. Hierfu¨r wurde der Funkkanal in einer typischen urbanen Straße-
numgebung der Stadt Karlsruhe gemessen. Sende- und Empfa¨ngerfahrzeug befan-
den sich dabei in fest deﬁnierten Verkehrsszenarien. Diese Szenarien wurden fu¨r die
Simulation mo¨glichst exakt nachgebildet. D.h. in diesem Teil der Veriﬁkation er-
folgte die Umgebungsmodellierung nicht stochastisch, sondern rein deterministisch
anhand des realen Szenarios. Weiterhin wurde wa¨hrend der Messungen lediglich das
Empfa¨ngerfahrzeug bewegt. Der Sender blieb stationa¨r an fest deﬁnierten Punk-
ten. Andere bewegte Fahrzeuge waren im Messszenario ebenfalls nicht vorhan-
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den. Durch Vergleich der verschiedenen Kanalkenngro¨ßen und -funktionen konnte
festgestellt werden, dass das strahlenoptische Wellenausbreitungsmodell sehr rea-
listische Ergebnisse liefert. Auch bei absoluten Gro¨ßen, wie der mittleren Funk-
feldda¨mpfung, zeigt das Modell eine gute U¨bereinstimmung mit der Messung.
In einem weiteren Schritt wurde das Gesamtmodell anhand von verschiede-
nen Kanalmessungen in einem typischen Autobahnverkehrsszenario veriﬁziert.
Hierbei wurde zwischen LOS- und NLOS-Bedingung unterschieden. Bei NLOS-
Situation befand sich ein Lkw zwischen den beiden Messfahrzeugen. Fu¨r bei-
de Sichtverha¨ltnisse sind die wesentlichen schmal- und breitbandigen Kanalkenn-
gro¨ßen und -funktionen verglichen worden. Es wurde gezeigt, dass sowohl im LOS-
als auch im NLOS-Fall die Statistik der Messergebnisse durch die Simulation mit
guter Genauigkeit wiedergegeben werden. Ein Teil der Untersuchungen bezog sich
speziell auf das entwickelte Streumodell fu¨r Ba¨ume. Der Vergleich zwischen Mes-
sung und Simulation ergab diesbezu¨glich eine sehr gute U¨bereinstimmung.
Ein weiteres Augenmerk lag auf der Untersuchung des Einﬂusses der Fahrbahn.
Der durch sie erzeugte bodenreﬂektierte Strahl hat einen wesentlichen Einﬂuss
auf den Kanal. Die Untersuchungen zeigen, dass eine genaue Modellierung der
Fahrbahnoberﬂa¨che notwendig ist. Speziell die Auswirkungen einer regennassen
Fahrbahn wurden beschrieben.
Durch die umfangreiche Veriﬁkation konnte gezeigt werden, dass das Kanal-
modell sowohl im LOS- als auch im NLOS-Fall sehr gut geeignet ist, um den
Fahrzeug-Fahrzeug-Funkkanal zu beschreiben. Weiterhin kann es fu¨r verschiedene
urbane und la¨ndliche Umgebungen eingesetzt werden. In Anhang A.1 sind einige
charakteristische Kanalkenngo¨ßen fu¨r unterschiedliche typische Verkehrsszenarien
aufgezeigt. Deren Bestimmung ist ausschließlich mit dem entwickelten Kanalmodell
erfolgt.
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Kapitel 7
Systemsimulationen auf Link-Ebene basierend
auf dem IEEE802.11a WLAN-Standard
Die Anwendung des in dieser Arbeit beschriebenen Funkkanalmodells steht im
Vordergrund dieses Kapitels. Es zeigt die Ergebnisse von umfangreichen System-
simulationen, die mit Hilfe charakteristischer simulierter Funkkana¨le fu¨r verschie-
dene Verkehrsszenarien durchgefu¨hrt wurden. Das hierzu implementierte System-
modell basiert auf dem IEEE Wireless Local Area Network (WLAN) Standard
IEEE802.11a, der, wie bereits eingangs von Kapitel 6 dargestellt, bei der Fahrzeug-
Fahrzeug-Kommunikation in Zukunft eine Schlu¨sselrolle spielen wird [ZR03]. Die
durchgefu¨hrten Untersuchungen beschra¨nken sich auf die physikalische Schicht
(engl. physical layer, PHY) des U¨bertragungssystems. Es wird weiterhin ledig-
lich die Kommunikation zwischen zwei Fahrzeugen bzw. zwischen einem Fahrzeug
und einem stationa¨ren Zugangsknoten (Access Point) betrachtet. Eine Beru¨cksich-
tigung der durch mehrere Nutzer verursachten Multiple Access Interference (MAI)
erfolgt nicht.
Im Folgenden werden die wichtigsten Parameter der physikalischen Schicht des
IEEE802.11a Standards kurz erla¨utert, wobei eine genaue Darstellung in [IEEE99]
zu ﬁnden ist. Danach erfolgt die Beschreibung des implementierten Systemmodels.
Die Simulationsszenarien und die resultierenden Ergebnisse werden abschließend
diskutiert.
7.1 Der IEEE802.11a WLAN-Standard
Beim IEEE802.11a WLAN-Standard handelt es sich um ein Orthogonal Frequen-
cy Division Multiplexing (OFDM) U¨bertragungssystem. Der Grundgedanke bei
OFDM-Systemen besteht in der Aufteilung der zur Verfu¨gung stehenden Band-
breite in eine Vielzahl schmaler benachbarter Frequenzba¨nder mit jeweils einem
separaten Untertra¨ger [ZW95], [Ku¨c98]. Die U¨bertragung der Datensymbole er-
folgt dabei parallel u¨ber die einzelnen Untertra¨ger, wodurch OFDM zur Klasse
der Mehrtra¨gerverfahren za¨hlt. Durch die Verwendung von rechteckfo¨rmigen Sen-
depulsen und einer angepassten Symboldauer sind die Untertra¨ger orthogonal zu-
einander, d.h. benachbarte Tra¨ger sto¨ren sich trotz u¨berlappender Spektren nicht.
Wird der Untertra¨gerabstand klein genug gewa¨hlt, verha¨lt sich der Mobilfunkka-
nal im Bereich eines einzelnen Frequenzbandes nicht frequenzselektiv. Es ergibt
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sich hieraus im Empfa¨nger eine sehr einfache Entzerrung der auf den Untertra¨gern
u¨bertragenen Datensymbole.
Die Erzeugung des Sendesignals in einem OFDM-System erfolgt nach der Zu-
ordnung der Datensymbole auf die einzelnen Untertra¨ger durch eine Anwendung
der IDFT bzw. IFFT. Im Empfa¨nger werden die Datensymbole durch eine entspre-
chende DFT bzw. FFT des Empfangssignals ermittelt. Aufgrund der Verwendung
der FFT bzw. IFFT ergibt sich zwangsla¨uﬁg eine Blockverarbeitung der zu u¨ber-
tragenden Daten, wobei die resultierenden Blo¨cke als OFDM-Symbole bezeichnet
werden. Die Eingangswerte der IFFT bilden dabei ein OFDM-Symbol im Fre-
quenzbereich und die Ausgangswerte ein OFDM-Symbol im Zeitbereich. Bei einer
FFT-La¨nge NFFT besteht ein OFDM-Symbol daher aus NFFT Abtastwerten (gilt
bei System ohne U¨berabtastung).
Durch die U¨bertragung der Daten u¨ber einen Mobilfunkkanal geht aufgrund der
Zeitvarianz die Orthogonalita¨t im Frequenzbereich verloren. Weiterhin verursachen
die durch die Mehrwegeausbreitung bedingten unterschiedlichen Laufzeiten der ein-
zelnen U¨bertragungspfade Intersymbolinterferenz (ISI). Abhilfe schaﬀt bei OFDM-
Systemen die Verla¨ngerung der OFDM-Symboldauer TS um das Guard -Intervall
TG. Hierzu werden die hinteren NG Abtastwerte des OFDM-Symbols im Zeitbe-
reich kopiert und dem OFDM-Symbol vorangestellt, was einer zyklischen Erwei-
terung des OFDM-Symbols entspricht. Das OFDM-Symbol ohne Guard -Intervall
wird auch als Kernsymbol bezeichnet. Im Empfa¨nger werden zur Auswertung le-
diglich die Abtastwerte des Kernsymbols verwendet. Die zusa¨tzlichen Abtastwerte
des Guard -Intervalls sind nicht von Bedeutung und werden verworfen. Wa¨hrend
der U¨bertragung des Guard -Intervalls kann daher der Mobilfunkkanal ein- bzw.
ausschwingen, so dass das Kernsymbol frei von Intersymbolinterferenz bleibt.
Der IEEE802.11a WLAN-Standard wurde zur Datenu¨bertragung innerhalb von
Geba¨uden konzipiert und sieht Nettobitraten von bis zu 54Mbit/s vor. Er ar-
beitet im 5GHz-Band, wobei zur Datenu¨bertragung eine Systembandbreite von
BS = 20MHz vorgesehen ist. Die OFDM-Kernsymboldauer betra¨gt TS = 3,2µs,
woraus sich der Untertra¨gerabstand ∆fU = 1/TS = 312,5 kHz ergibt. Bei der vor-
gegebenen Bandbreite ergeben sich 64 Untertra¨ger, die verwendet werden ko¨nnten.
Zur Einhaltung der vorgegebenen spektralen Maske des Systems werden davon je-
doch nur 52 genutzt. Neben den a¨ußeren Untertra¨gern ist auch der Tra¨ger in der
Mitte des Spektrums freigehalten, um Sto¨rungen durch Gleichanteile im Signal
(engl. DC-oﬀsets) zu vermeiden. Wird eine FFT der La¨nge NFFT = 64 reali-
siert, betra¨gt die Abtastfrequenz fs = NFFT/TS = 20MHz. Die La¨nge des Guard -
Intervalls TG betra¨gt 0,8µs, was bei fs = 20MHz 16 Abtastwerten entspricht. Es
ergibt sich somit eine OFDM-Gesamtsymboldauer von TGes = TS + TG = 4µs.
Der Standard IEEE802.11a sieht insgesamt acht U¨bertragungsmodi mit Net-
tou¨bertragungsraten von 6Mbit/s bis 54Mbit/s vor. Sie unterscheiden sich in der
verwendeten Modulationsform und der Coderate des eingesetzten Faltungscodes.
Als Modulationsformen sind BPSK, QPSK, 16-QAM und 64-QAM vorgesehen.
Die mo¨glichen Coderaten sind RC = 1/2, 2/3 oder 3/4. Beispielsweise werden beim
niederratigen robusten 6Mbit/s-Modus BPSK-Modulation und eine Coderate von
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RC = 1/2 verwendet. Mit 64-QAM und RC = 3/4 wird die ho¨chstmo¨gliche Daten-
rate von 54Mbit/s erreicht.
Die Datenu¨bertragung bei IEEE802.11a verla¨uft paketorientiert. D.h. die zu
u¨bertragenden OFDM-Symbole werden zu Frames (Paketen) zusammengefasst.
Die Anzahl NPL der OFDM-Symbole (nur Nutzsymbole) pro Frame, auch Pa-
ketla¨nge genannt, ist dabei variabel und ha¨ngt vom momentanen Kanalverhalten
ab. Sie wird vom Sender im Hinblick auf einen maximalen Datendurchsatz gewa¨hlt.
Am Anfang jedes Frames wird eine Pra¨ambel an das Datenpaket angefu¨gt. Sie
entha¨lt fest vorgegebene Datensymbole, die unter anderem zur Einregelung der
Automatic Gain Control (AGC) im Empfa¨nger, Frequenzsynchronisation, Frame-
Synchronisation und Kanalscha¨tzung genutzt werden. Die Dauer TP der Pra¨ambel
hat einen Wert von TP = 16µs, was 4 OFDM-Symbolen (inkl. Guard -Intervall)
entspricht. Alle OFDM-Symbole eines Frames, die nach der Pra¨ambel gesendet
werden, erhalten vier Pilot-Tra¨ger. D.h. vier der 52 datentragenden Untertra¨ger
sind mit bekannten Datensymbolen belegt. Es bleiben demnach NTr = 48 Un-
tertra¨ger zur Datenu¨bertragung u¨brig. Auf Basis der Piloten ist im Empfa¨nger
beispielsweise eine Nachregelung der Frequenzsynchronisation mo¨glich [Sch01].
7.2 Das Systemmodell
Fu¨r die Systemsimulationen wurde ein Modell der physikalischen Schicht des
IEEE802.11a Standards in der Entwicklungsumgebung System Studio imple-
mentiert [Syn05]. Das Modell arbeitet vollsta¨ndig im digitalen Basisband des
U¨bertragungssystems. Analoge Eﬀekte und Einﬂu¨sse durch nicht ideale ZF- und
HF-Komponenten wie Mischer, Versta¨rker usw. gehen nicht in das Modell ein
[RPCS05]. Lediglich das als ideal angenommene Pulsformungsﬁlter (Sendeﬁlter)
und das Empfangsﬁlter werden beru¨cksichtigt. Eine Frame-Synchronisation und
eine AGC sind im Modell nicht implementiert, wodurch das Funkanalmodell, wie
spa¨ter erla¨utert wird, speziell angepasst werden muss.
Da das Systemmodell nur die PHY-Schicht des Systems beschreibt, ﬁndet kei-
ne Regelung der Paketla¨nge NPL statt. Sie wird daher vor jeder Simulation fest
vorgegeben. Dies gilt ebenfalls fu¨r die Modulationsform und die Coderate RC. Die
Abtastrate des Systems betra¨gt fs = 20MHz. Es ﬁndet demnach keine U¨berab-
tastung statt, was eine FFT-La¨nge von NFFT = 64 zur Folge hat. fs bestimmt die
minimale Zeiteinheit des Modells von Tres = 1/fs = 50ns.
Als Ergebnis liefert das Systemmodell die Bitfehlerrate1 (BER) im Empfa¨nger in
Abha¨ngigkeit des Signal-zu-Rausch-Verha¨ltnisses (SNR). Das Modell kann grob in
Sender, U¨bertragungskanal und Empfa¨nger eingeteilt werden und ist im Einzelnen
in Bild 7.1 als Blockschaltbild dargestellt. Die einzelnen Blo¨cke und der Signalﬂuss
werden im Folgenden kurz erla¨utert.
1Die Bitfehlerrate bezeichnet hier streng genommen die Bitfehlerwahrscheinlichkeit. Beide Be-
griﬀe werden jedoch u¨blicherweise synonym verwendet.
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7.2 Das Systemmodell
7.2.1 Sender
Im Bit-Generator werden die zu u¨bertragenden Informationsbits durch einen Pseu-
dozufallsgenerator erzeugt. Ein Faltungs-Codierer fu¨gt dem Bit-Strom Redundanz
zur spa¨teren Fehlerkorrektur zu. Der Codierer hat die in [IEEE99] vorgeschlagene
Struktur. Anschließend werden die einzelnen Bits zu Blo¨cken zusammengefasst.
Die Gro¨ße der Blo¨cke ha¨ngt von der verwendeten Modulationsform ab und ent-
spricht der Anzahl der Datenbits pro OFDM-Symbol. Bei BPSK ergibt sich bei-
spielweise eine Blockgro¨ße von 48, da hierbei auf den 48 nutzbaren Untertra¨gern
jeweils 1 bit pro Datensymbol u¨bertragen wird. Im Interleaver werden die Daten-
bits eines OFDM-Symbols durch ein vorgegebenes Permutationsschema miteinan-
der vertauscht. Der Modulator bildet einzelne Bits bzw. Gruppen von Bits auf die
Datensymbole des Signalraums ab. Danach werden jedem OFDM-Symbol die vier
Pilotsignale an vorgegebener Position hinzugefu¨gt.
Abha¨ngig von der eingangs gewa¨hlten Paketla¨nge NPL erfolgt danach die Posi-
tionierung der Pra¨ambel am Anfang eines jeden Frames. Die anschließende IFFT
bildet den U¨bergang vom Frequenz- in den Zeitbereich. Nach der Erweiterung je-
des OFDM-Symbols um das Guard -Intervall erfolgt die Impulsformung durch das
Sendeﬁlter. Es kommt hierbei ein Rechteck-Filter zum Einsatz. Dessen Cutoﬀ -
Frequenz entspricht dabei der Nyquist-Frequenz fN des Systems. Sie ist durch die
Abtastfrequenz fs mit fN = fs/2 = 10MHz gegeben [Pro01]. Die durchschnittliche
normierte Leistung des geﬁlterten Sendesignals hat den Wert PT,0 = 1.
7.2.2 U¨bertragungskanal
Der U¨bertragungskanal besteht aus dem Funkkanalmodell und einem Generator
fu¨r additives weißes Gauß’sches Rauschen (additive white Gaussian noise, AWGN).
Letzteres wird dem Nutzsignal u¨berlagert und zur Einstellung des Signal-zu-
Rausch-Verha¨ltnisses im Empfa¨nger verwendet. Das SNR dient als unabha¨ngige
Variable bei den Betrachtungen der Simulationsergebnisse in Abschnitt 7.3.
Fu¨r die Integration des in dieser Arbeit vorgestellten Kanalmodells wurde ei-
ne angepasste Schnittstelle zum Systemmodell implementiert. Diese Schnittstel-
le beruht im Wesentlichen auf der Abbildung der simulierten bandunbegrenzten
zeitvarianten Tiefpass-Kanalimpulsantwort hTPS (τ, t) auf ein zeitdiskretes Tapped-
Delay-Line Modell [Pa¨t02]. Solche Modelle werden durch diskrete FIR-Filter2 mit
angepassten zeitvarianten Filterkoeﬃzienten realisiert. Die Bestimmung der Koef-
ﬁzienten und der Ordnung des Filters wird nachfolgend beschrieben.
Da im Modell des Empfa¨ngers keine Frame-Synchronisation stattﬁndet, muss
diese vorher im Funkkanalmodell realisiert werden. Dies wird vereinfachend da-
durch erreicht, dass die zeitabha¨ngige Grundverzo¨gerung τmin(t) des simulierten
Kanals mittels
hTPS (τrel, t) = h
TP
S (τ − τmin(t), t) mit τrel = τ − τmin(t) (7.1)
2FIR: Finite Impulse Response
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aus der Kanalimpulsantwort eliminiert wird. Die Grundverzo¨gerung entspricht da-
bei der Verzo¨gerung des Pfades mit der ku¨rzesten Laufzeit. Fu¨r τrel < 0 entha¨lt
die bandunbegrenzte Kanalimpulsantwort hTPS (τrel, t) keinen Beitrag, und es gilt
hTPS (τrel, t) = 0. In fast allen Fa¨llen der in dieser Arbeit durchgefu¨hrten System-
simulationen handelt es sich beim ku¨rzesten Pfad auch um den sta¨rksten. Fu¨r die
wenigen Fa¨lle, in denen dies nicht gilt, ist die Verzo¨gerung des sta¨rksten Pfades
nur unwesentlich gro¨ßer als τmin(t). D.h. der sta¨rkste Pfad triﬀt immer im An-
fangsbereich des Guard -Intervalls am Empfa¨nger ein. Somit ist eine quasi ideale
Frame-Synchronisation gewa¨hrleistet.
Zur Bestimmung der zeitvarianten Filterkoeﬃzienten des Tapped-Delay-Line
Modells wird zuna¨chst die kontinuierliche τrel-Achse der korrigierten Kanalimpuls-
antwort hTPS (τrel, t) in Bereiche (Taps) der Breite τres = Tres = 1/BS = 50ns
unterteilt. τres entspricht dabei der minimalen Laufzeitdiﬀerenz zweier Mehrwege-
pfade, die vom System noch aufgelo¨st werden kann (vgl. Abschnitt 6.1). Anschlie-
ßend werden die komplexen Gewichte aller Pfade, die in ein und dasselbe Tap
fallen, koha¨rent addiert. Die resultierenden komplexen und zeitabha¨ngigen Tap-
Gewichte c(τj,rel, t) werden den diskreten Verzo¨gerungzeiten τj,rel der zugeho¨rigen
linken Tap-Grenze zugeordnet. Mit τres ergeben sich die diskreten Werte von τj,rel
zu: 0 ns, 50 ns, 100 ns, . . . . Durch die koha¨rente Addition der einzelnen Mehrwege-
pfade eines Taps unterliegen die einzelnen Tap-Gewichte c(τj,rel, t) bezu¨glich der
Zeit t einem schnellen Schwund (vgl. Abschnitt 5.2.1.1).
Die Tap-Gewichte c(τj,rel, t) entsprechen den zeitvarianten Filterkoeﬃzienten.
Fu¨r die Simulationen werden Mehrwegepfade bis zu einer maximalen relativen
Verzo¨gerung von τmaxrel = 4µs beru¨cksichtigt. D.h. die τrel-Achse wird in 80 Taps
unterteilt. Dieser Wert bestimmt gleichzeitig die Filterordnung.
In Richtung der t-Achse liegt die simulierte Kanalimpulsantwort zu den Abtast-
zeitpunkten ti bereits in diskreter Form vor (vgl. Abschnitt 5.3). Daher erfolgt
zuna¨chst die Bestimmung der Tap-Gewichte (Filterkoeﬃzienten) c(τj,rel, ti) sepa-
rat fu¨r alle ti einer Kanalsimulation. Die Abtastfrequenz ist hierbei jedoch noch viel
geringer als die beno¨tigten 20MHz. Um das zugeho¨rige Abtastintervall Ts = 50ns
zu erreichen, werden die einzelnen c(τj,rel, ti) bezu¨glich der Zeit t entsprechend in-
terpoliert. Es kommt dabei vereinfachend eine lineare Interpolation zum Einsatz.
Das Ergebnis sind Tap-Gewichte c(τj,rel, ti,int), die in τrel- und t-Richtung mit dem
Abtastintervall 50 ns vorliegen.
Bedingt durch die Funkfeldda¨mpfung des Kanals liegt die mittlere normierte
Empfangsleistung PR,0 nur noch bei einem Bruchteil der Sendeleistung PT,0 und
ist von zeitlichen Schwankungen, die aus dem langsamen Schwund des Kanals her-
vorgehen, gekennzeichnet. Dieser langsame Schwund wird im Empfa¨nger durch die
AGC ausgeglichen. Sie ist dafu¨r verantwortlich, dass der A/D-Wandler immer op-
timal ausgesteuert wird. Das resultierende Signal ist weitestgehend durch Eﬀekte
des schnellen Schwundes (Interferenz) bestimmt. Da der Empfa¨nger des System-
modells keine AGC entha¨lt, werden die langsamen Schwankungen der zeitvarianten
Leistung Pc(t) der Impulsantwort des verwendeten FIR-Filters eliminiert.
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Die Anwendung des Verfahrens erfolgt vor der Interpolation der Tap-Gewichte.
Analog zu (5.13) wird aus Pc(t) die zugeho¨rige mittlere zeitabha¨ngige Leistung
Pc(t) berechnet. Die La¨nge des Mittelungsintervalls Tw ergibt sich aus der Dauer,
die der Empfa¨nger beno¨tigt, um eine Strecke von 40 λ zuru¨ckzulegen. Der Wert
entspricht dem, der in Kapitel 6 und Anhang A.1 verwendet wird, um den schnel-
len und langsamen Schwund zu trennen. Die Beseitigung des langsamen Schwundes
in der Impulsantwort des FIR-Filters erfolgt durch Normierung der Tap-Gewichte
c(τj,rel, ti) zu den entsprechenden Abtastzeitpunkten ti auf die Wurzel der jeweili-
gen Leistung Pc(ti). Fu¨r das implementierte Tapped-Delay-Line Modell dienen die
normierten und interpolierten Tap-Gewichte c0(τj,rel, ti,int) als Filterkoeﬃzienten.
Durch die Normierung und PT,0 = 1 hat das Ausgangssignal des Funkkanalmodells
die mittlere Leistung Pc,0 ≈ 1.
Das Entfernen des langsamen Schwundes bzw. der mittleren Funkfeldda¨mpfung
aus dem Kanal setzen voraus, dass immer genu¨gend Signalleistung fu¨r den be-
trachteten Bereich des Signal-zu-Rausch-Verha¨ltnisses im Empfa¨nger vorhanden
ist. Dies wird fu¨r die Simulationen in Abschnitt 7.3 stets angenommen.
7.2.3 Empfa¨nger
Das Eingangssignal des Empfa¨ngers wird zuna¨chst mit der Impulsantwort der
Empfangsﬁlters gefaltet. Die U¨bertragungsfunktion des Empfangsﬁlters entspricht
der des Sendeﬁlters. Nach Entfernen des Guard -Intervalls in jedem OFDM-Symbol
und der Pra¨ambel jedes Frames erfolgt durch die FFT der U¨bergang vom Zeit-
in den Frequenzbereich. Fu¨r die anschließende Kanalscha¨tzung und -entzerrung
wird die Pra¨ambel aus einer Kopie des Ausgangssignals des Empfangsﬁlters ent-
nommen. Am Anfang jedes Frames werden die U¨bertragungsfaktoren jedes Unter-
tra¨gers gescha¨tzt, wobei eine ideale Scha¨tzung angenommen wird. Zwischen den
einzelnen Paketen werden die Scha¨tzwerte konstant gehalten. Die Kanalentzer-
rung erfolgt mittels Zero Forcing Equaliser bei dem die Datensymbole jedes Un-
tertra¨gers durch den zugeho¨rigen gescha¨tzten U¨bertragungsfaktor dividiert werden
[Gib97]. Danach werden bei jedem OFDM-Symbol die Piloten entfernt. Im vorlie-
genden Systemmodell ist keine Nutzung der Piloten vorgesehen. Der Demodulator
bildet die Datensymbole auf die einzelnen Bits ab. Aus dem resultierenden Bit-
strom werden durch den Deinterleaver und den Viterbi-Decoder die empfangenen
Nutzbits bestimmt. Ein Vergleich dieser Bits mit den gesendeten Nutzbits liefert
die Bitfehlerrate (BER) fu¨r den betrachteten U¨bertragungskanal.
7.3 Simulationsergebnisse fu¨r verschiedene
Verkehrsszenarien
Fu¨r die Systemsimulationen werden die Verkehrsumgebungen urbanes Gebiet und
Autobahn na¨her betrachtet. Im Falle des urbanen Gebietes wird eine vierspuri-
ge Hauptverkehrsstraße angenommen. Die Autobahn besteht insgesamt aus sechs
153
Kapitel 7 Systemsimulationen auf Link-Ebene basierend auf dem IEEE802.11a Standard
Fahrspuren. Alle zugeho¨rigen Verkehrs- und Umgebungsparameter sind im An-
hang A.4 dokumentiert. Bei den Kanalsimulationen wird zwischen den Bedin-
gungen LOS und NLOS unterschieden (vgl. Bild 6.12). Im NLOS-Fall beﬁndet
sich ein Lkw zwischen Sender und Empfa¨nger. Sender- und Empfa¨ngerfahrzeug
bewegen sich dabei immer auf derselben Fahrspur. Bei beiden Fahrzeugen handelt
es sich, wie in Kapitel 6, um Vans.
Als Sende- und Empfangsantenne kommen vertikal orientierte Hertz’sche Dipo-
le zum Einsatz. Denkbar wa¨re hier auch die Verwendung von λ/2-Dipolen oder
λ/4-Monopolen. Alle drei Antennentypen zeigen im Azimut eine omnidirektio-
nale Richtcharakteristik. Da sich die meisten relevanten Mehrwegepfade bei der
Fahrzeug-Fahrzeug-Kommunikation in bzw. nahe der horizontalen Ebene ausbrei-
ten, ergibt sich fu¨r die drei Antennentypen ein sehr a¨hnliches Verhalten des Ka-
nals. Die Simulationsergebnisse fu¨r den Hertz’schen Dipol sind somit in der Re-
gel auch auf λ/2-Dipole bzw. λ/4-Monopole u¨bertragbar. Als Gewinn GHertz des
Hertz’schen Dipols wird sein Richtfaktor (engl. directivity) von DHertz = 1,5 an-
genommen. Fu¨r die Simulationen werden die Antennen mittig 20 cm u¨ber dem
Autodach platziert. Die Sendefrequenz betra¨gt 5,2GHz.
Neben der Fahrzeug-Fahrzeug-Kommunikation wird zusa¨tzlich das Systemver-
halten fu¨r die Kommunikation zwischen einem Fahrzeug und einem stationa¨ren
Zugangsknoten (Access Point) untersucht. In Anhang A.1 sind fu¨r die untersuch-
ten Szenarien die wichtigsten Kanalparameter zusammengefasst.
Das Resultat der Systemsimulationen ist die vom Funkkanal abha¨ngige BER
u¨ber dem SNR im Empfa¨nger. Letzteres wird im Bereich von 5 dB bis 40 dB vari-
iert. Da der IEEE802.11a Standard ein paketorientiertes System darstellt, ist die
zugeho¨rige Paketfehlerrate3 (engl. packet error rate, PER) eine wichtige Gro¨ße zur
Beurteilung der U¨bertragungsqualita¨t. Die PER kann mittels
PER = 1− (1− BER)Nnutz (7.2)
aus der BER abgescha¨tzt werden. Nnutz bezeichnet die Anzahl der Nutzbits pro
Paket bzw. Frame. Sie ha¨ngt von der Paketla¨nge NPL, der Coderate Rc, der Anzahl
der Nutztra¨ger NTr und der verwendeten Modulationsform ab. Letztere bestimmt
die Anzahl NB der Bits pro Datensymbol. Die Anzahl der Nutztra¨ger ist vom
System mit NTr = 48 vorgegeben. Es ergibt sich:
Nnutz = NTrNPLNBRc = 48NPLNBRc (7.3)
Ein Paket wird als fehlerhaft betrachtet, wenn mindestens eines seiner Nutzbits
fehlerhaft ist. Die Herleitung von (7.2) beruht auf der Annahme statistisch un-
abha¨ngiger Bitfehler. Diese werden beispielsweise durch einen AWGN Kanal bei
Verwendung einer bina¨ren Modulationsform (NB = 1) oder einen bina¨ren symme-
trischen Kanal (engl. binary symmetric channel, BSC) erzeugt [BL95]. In realen
Mobilfunkkana¨len ist diese Bedingung in der Regel nicht erfu¨llt, da Bu¨ndelfehler
3Die Paketfehlerrate bezeichnet hier streng genommen die Paketfehlerwahrscheinlichkeit. Bei-
de Begriﬀe werden jedoch u¨blicherweise synonym verwendet.
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auftreten. Diese erzeugen bei gleicher BER eine niedrigere PER. Anhand von (7.2)
kann jedoch eine obere Abscha¨tzung der PER durchgefu¨hrt werden.
In (7.3) erkennt man, dass die PER sehr schnell mit gro¨ßer werdender Anzahl der
Nutzbits pro Paket ansteigt. Der Sender regelt daher die vera¨nderlichen Parameter
in (7.3) so, dass eine tolerable PER vorliegt. Da im vorliegenden Systemmodell die-
se Regelung nicht implementiert ist, muss NPL, NB, Rc zu Beginn jeder Simulation
fest vorgegeben werden. Tabelle 7.1 zeigt die verwendeten Einstellungen.
Tabelle 7.1: Verwendete Parameter des Systemmodells
Parameter Wert
Paketla¨nge NPL 20
Coderate Rc 0,5
Modulationsform (NB) BPSK (1), QPSK (2)
Der IEEE802.11a Standard ist fu¨r die Datenu¨bertragung innerhalb von
Geba¨uden entwickelt worden. Beim zugeho¨rigen U¨bertragungskanal handelt es sich
im Allgemeinen um einen
”
gutmu¨tigen“ Kanal, der nur eine geringe Sto¨rung der
Datenu¨bertragung verursacht [Zwi99]. Der Fahrzeug-Fahrzeug-Kanal weist im Ge-
gensatz dazu eine gro¨ßere Zeitvarianz und Frequenzselektivita¨t auf, was die U¨ber-
tragung wesentlich sta¨rker sto¨ren wird. Fu¨r die Systemsimulationen wird daher
eine vergleichsweise geringe Paketla¨nge von NPL = 20 und die ho¨chstmo¨gliche
Coderate von Rc = 0,5 gewa¨hlt. Weiterhin werden lediglich die beiden robuste-
sten Modulationsformen BPSK und QPSK betrachtet. Der hieraus resultierende
6Mbit/s- bzw. 12Mbit/s-U¨bertragungsmodus ist im Allgemeinen ausreichend fu¨r
die Fahrzeug-Fahrzeug-Kommunikation.
In den na¨chsten beiden Abschnitten sind die berechneten Bit- und Paketfeh-
lerraten fu¨r die untersuchten Straßenverkehrsszenarien dargestellt. Pro Simulation
werden bei der Modulationsform BPSK 50 · 106 Nutzbits und bei QPSK 100 · 106
Nutzbits u¨bertragen. Dies entspricht bei den in Tabelle 7.1 aufgelisteten System-
parametern jeweils einer Echtzeit-U¨bertragungsdauer von ca. 10 s. Fu¨r jedes der
betrachteten Straßenverkehrsszenarien werden mittels drei Kanalrealisierungen mit
entsprechender La¨nge (10 s) generiert. Aus den drei resultierenden BER-u¨ber-SNR-
Kurven wird der Mittelwert gebildet. Anhand dieser Mittelwerte erfolgt die Berech-
nung der PER mittels (7.2).
Der Standard geht von einer zufriedenstellenden Datenu¨bertragung aus, wenn
die PER kleiner als 10% ist. Fu¨r die folgenden Betrachtungen wird als Schwelle
ein u¨blicher Wert von 8% angenommen.
7.3.1 Fahrzeug-Fahrzeug-Kommunikation
In diesem Abschnitt wird die Fahrzeug-Fahrzeug-Kommunikation fu¨r die Sicht-
verha¨ltnisse LOS und NLOS untersucht. Unter LOS-Bedingung bewegen sich
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Sender- und Empfa¨ngerfahrzeug hintereinander auf der linken Fahrspur. Der mitt-
lere Abstand zwischen Sende- und Empfangsantenne betra¨gt dabei etwa 30m im
urbanen und 50m im Autobahnszenario. Im NLOS-Fall fahren beide Fahrzeuge
auf der rechten Fahrspur. Wie in Hierbei ergeben sich mittlere Antennenabsta¨nde
von ca. 85m (urbanes Gebiet) bzw. ca. 125m (Autobahn). Die simulierten Bit- und
Paketfehlerraten fu¨r BPSK-Modulation und LOS sind in Bild 7.2 dargestellt.
Bild 7.2(a) zeigt die BER in Abha¨ngigkeit von SNR fu¨r die beiden betrach-
teten Umgebungsklassen, wobei zum Vergleich ebenfalls die resultierende BER
eines AWGN-Kanals eingezeichnet ist. Der AWGN-Kanal kann hierbei als Opti-
mum angesehen werden. Es ist zu erkennen, dass sowohl der urbane als auch der
Autobahn-Kanal trotz LOS eine wesentlich ho¨here BER erzeugen als der AWGN-
Kanal. In der urbanen Umgebung erzeugen die zahlreichen starken Mehrwegepfade
durch Interferenz sehr hohe Einbru¨che des Empfangspegels. Diese Eigenschaft des
schnellen Schwundes ist im Autobahnszenario wesentlich geringer ausgepra¨gt, was
zu einer durchweg niedrigeren BER fu¨hrt.
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Bild 7.2: Bit- und Paketfehlerrate fu¨r BPSK-Modulation und LOS
Die aus der BER resultierende PER ist in Bild 7.2(b) dargestellt, wobei die
gestrichelte Linie die eingangs festgelegte 8%-Schwelle markiert. Es la¨sst sich ab-
lesen, dass im Autobahnszenario der 6Mbit/s-U¨bertragungsmodus mit einer Pa-
ketla¨nge NPL = 20 bei einem SNR von mindestens etwa 15 dB erreicht werden
kann. Dieser Wert ist doppelt so groß wie beim AWGN-Kanal. Fu¨r die urbane
Umgebung liegt das notwendige SNR aufgrund des sta¨rkeren Fadings um ca. 12 dB
ho¨her. Die genauen Werte sind in Tabelle 7.2 am Ende dieses Abschnitts aufgelistet.
Beim Unterschreiten der PER-Schwelle wird das System in der Realita¨t versuchen,
die Paketla¨nge NPL zu vergro¨ßern bzw. den na¨chstho¨heren U¨bertragungsmodus zu
erreichen, um den Datendurchsatz zu steigern.
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Bild 7.3 zeigt die Simulationsergebnisse fu¨r den 12Mbit/s-U¨bertragungsmodus
(QPSK-Modulation). Die Erho¨hung der Modulationsordnung fu¨hrt erwartungs-
gema¨ß zu einem Anstieg der BER bei allen Kana¨len. Neben der Vergro¨ßerung der
BER hat die Verdopplung von Nnutz durch NB = 2 einen negativen Einﬂuss auf die
PER (vgl. Bild 7.3(b)). Das fu¨r die vorgegebene PER-Schwelle notwendige SNR
erho¨ht sich beim urbanen Szenario um etwa 7 dB auf ca. 34 dB. Beim Autobahn-
szenario fa¨llt die Erho¨hung gegenu¨ber dem 6Mbit/s-U¨bertragungsmodus mit ca.
5 dB etwas geringer aus. Der AWGN-Kanal beno¨tigt bei QPSK-Modulation ein
SNR von 12 dB, um die Schwelle zu erreichen.
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Bild 7.3: Bit- und Paketfehlerrate fu¨r QPSK-Modulation und LOS
Fu¨r den Fall, dass die Sichtverbindung zwischen Sender und Empfa¨nger durch
einen Lkw gesto¨rt wird (NLOS-Fall), sind die resultierenden Bit- und Paketfehler-
raten in Bild 7.4 (BPSK) bzw. Bild 7.5 (QPSK) dargestellt. Bedingt durch die aus-
gepra¨gten Fading-Eigenschaften der Kana¨le sind BER und PER in Vergleich zum
LOS-Fall angestiegen. Fu¨r die BPSK-Modulation liegen die SNR-Schwellwerte in
der Gro¨ßenordnung derer, die sich bei LOS und QPSK ergeben (siehe Bild 7.3(b)).
Wird die Modulationsform QPSK gewa¨hlt, ist bei der urbanen Umgebung im be-
trachteten SNR-Bereich keine Kommunikation mehr mo¨glich. Das notwendige SNR
im Autobahnszenario liegt bei ca. 28 dB.
Alle BER- und PER-Kurven der in diesem Abschnitt untersuchten Verkehrssze-
narien zeigen bei hohen SNR-Werten ein gewisses Sa¨ttigungsverhalten. D.h. bei
weiterer Erho¨hung des Signal-zu-Rauschverha¨ltnisses strebt die BER bzw. PER
gegen einen Grenzwert. Der Grund fu¨r dieses Verhalten liegt maßgeblich in der
Zeitvarianz des Kanals, wodurch sich in ungu¨nstigen Fa¨llen die Phasen der U¨ber-
tragungsfaktoren der einzelnen Untertra¨ger innerhalb der Zeitdauer eines Pakets
sehr stark a¨ndern ko¨nnen. Da die Kanalscha¨tzung nur am Anfang eines Pakets
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Bild 7.4: Bit- und Paketfehlerrate fu¨r BPSK-Modulation und NLOS
durchgefu¨hrt wird, ergeben sich dadurch auch bei unendlich großem SNR Bitfehler.
Eine weitere Ursache hierfu¨r kann durch das Eintreﬀen relevanter Mehrwegepfade
außerhalb des Guard -Intervalls gegeben sein. Solche Pfade verursachen Intersym-
bolinterferenz (ISI). Bei alle untersuchten Kana¨le spielt die ISI jedoch nur eine
vergleichsweise geringe Rolle. Charakteristische Werte der fu¨r die ISI verantwort-
lichen Impulsverbreiterung sind in Anhang A.1 zu ﬁnden.
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Bild 7.5: Bit- und Paketfehlerrate fu¨r QPSK-Modulation und NLOS
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Die ermittelten SNR-Schwellwerte sind fu¨r die verschiedenen Szenarien und den
AWGN-Kanal in Tabelle 7.2 zusammengefasst. An den Stellen, an denen kein Wert
eingetragen ist, liegt das entsprechende SNR außerhalb des betrachteten Bereichs.
Es ist ebenfalls mo¨glich, dass die PER-Schwelle aufgrund des Sa¨ttigungsverhaltens
der PER nie erreicht wird.
Tabelle 7.2: Notwendiges SNR in dB fu¨r PER = 8%
Simulationsszenario SNR (BPSK) SNR (QPSK)
AWGN 7,4 12,0
LOS
urbanes Gebiet
Autobahn
27,0
14,6
33,6
19,6
NLOS
urbanes Gebiet
Autobahn
33,0
21,5
-
28,2
Der Anstieg der mittleren Funkfeldda¨mpfung durch die Unterbrechung der Sicht-
verbindung, kann dazu fu¨hren, dass bei vorgegebener Sendeleistung die zugeho¨rige
mittlere Empfangsleistung zu gering ist, um die geforderten SNR-Schwellwerte zu
erreichen. Eine Datenu¨bertragung ist dann im entsprechenden U¨bertragungsmodus
nicht mehr mo¨glich. In Anhang A.1 sind charakteristische Durchschnittswerte der
mittleren Funkfeldda¨mpfung fu¨r die betrachteten Verkehrsszenarien angegeben.
7.3.2 Kommunikation zwischen Fahrzeug und Zugangsknoten
Um einem Fahrzeugfu¨hrer beispielsweise Zugang zum Internet zu ermo¨glichen,
mu¨ssen feststehende Zugangsknoten in gewissen Absta¨nden und in der Na¨he
der Straße eingerichtet werden. Es bietet sich an, hierfu¨r ebenfalls die WLAN-
Kommunikationsstruktur zu nutzen. Als mo¨gliche Position von solchen Access
Points eignen sich beispielsweise Bru¨cken oder große Verkehrsschilder (Schilder-
bru¨cken) [FWMW03].
Fu¨r die Untersuchungen in diesem Abschnitt dient eine Bru¨cke als Ort fu¨r den
Access Point. Er beﬁndet sich sowohl im urbanen als auch im Autobahnszenario
zentral unterhalb der Bru¨cke. Bild 7.6 zeigt jeweils eine Momentaufnahme fu¨r ei-
ne der erzeugten Umgebungsrealisierungen. Die Antenne des Zugangsknotens ist
30 cm unterhalb des Bru¨ckenunterbodens angebracht, wobei dieser eine Durch-
fahrtsho¨he von 5m hat. Wie bei der Fahrzeugantenne handelt es sich um einen
vertikal orientierten Hertz’schen Dipol. Bei allen generierten Realisierungen beﬁn-
det sich die Bru¨cke etwa in der Mitte der vom Empfa¨ngerfahrzeug zuru¨ckgelegten
Strecke. Wa¨hrend der Fahrt des Empfa¨ngers herrscht immer Sichtverbindung zur
Antenne des Access Points.
Zur Illustration sind in Bild 7.6 jeweils die 50 sta¨rksten Mehrwegepfade als
schwarze Linien eingezeichnet. In der urbanen Umgebung (Bild 7.6(a)) sind die
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zahlreichen Interaktionen der elektromagnetischen Welle mit den Geba¨uden und
Fahrzeugen gut zu erkennen. Aus Gru¨nden der U¨bersichtlichkeit sind im Autobahn-
szenario (Bild 7.6(b)) alle Streupfade einer Vegetationsﬂa¨che zu einem Pfad zusam-
mengefasst. Da bei beiden Szenarien der Sender stationa¨r ist, wird die momentane
mittlere Doppler-Verschiebung hauptsa¨chlich durch die Empfa¨ngergeschwindigkeit
bestimmt. In Anhang A.1 sind einige charakteristische Parameter der hier unter-
suchten Kana¨le zu ﬁnden.
Empfänger-
fahrzeug
Zugangsknoten
unter der Brücke
Ausbreitungspfade
(a) urbanes Gebiet
Empfänger-
fahrzeug
Zugangsknoten
unter der Brücke
Ausbreitungspfade
(b) Autobahn
Bild 7.6: Beispielszenarien fu¨r die Kommunikation zwischen einem Fahrzeug und
einem Zugangsknoten
Die aus den Systemsimulationen resultierenden BER- und PER-Kurven fu¨r
BPSK-Modulation mit Rc = 0,5 sind in Bild 7.7 dargestellt. Ein Vergleich mit
den Kurven fu¨r BPSK und LOS-Bedingung aus Bild 7.2 zeigt, dass die BER und
PER trotz Sichtverbindung zwischen Access Point und Empfa¨nger stark anges-
tiegen ist. Da das System einen hohen Unterta¨gerabstand von ∆fU = 312,5 kHz
besitzt, ist die vergleichsweise gering ausfallende Erho¨hung der mittleren Doppler-
Verschiebung des Kanals von einigen hundert Hz nicht der Grund fu¨r die Ver-
schlechterung. Vielmehr liegt der Grund bei der urbanen Umgebung vor allem in
der gestiegenen Ha¨uﬁgkeit von starken Fading-Einbru¨chen im Empfangssignal, d.h.
die zugeho¨rige Pegelunterschreitungsrate (LCR) ist fu¨r tiefe Signaleinbru¨che stark
angestiegen (vgl. Abschnitt 5.2.1.1). Im Autobahnszenario fa¨llt der Anstieg etwas
geringer aus. Es ist jedoch zusa¨tzlich eine erhebliche Vergro¨ßerung der zugeho¨ri-
gen mittleren Schwunddauer (AFD) zu verzeichnen. Der sich ergebende SNR-
Schwellwert fu¨r das Autobahnszenario ist mit ca. 23 dB sogar etwas ho¨her als bei
BPSK unter NLOS-Bedingung (vgl. Bild 7.4(b)). In der urbanen Umgebung wird
die PER-Schwelle im betrachteten SNR-Bereich nicht unterschritten. Beide PER-
Kurven in Bild 7.7(b) zeigen bei hohem SNR ein deutliches Sa¨ttigungsverhalten.
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Bild 7.7: Bit- und Paketfehlerrate fu¨r BPSK-Modulation
Die Verwendung der QPSK-Modulation fu¨hrt, wie erwartet, zu einem weiteren
Anstieg der BER und PER (Bild 7.8). Erst bei einem SNR von etwa 32 dB fa¨llt
die PER im Autobahnszenario unter die Marke von 8%. Wie bei BPSK wird im
urbanen Gebiet diese Schwelle nicht erreicht. Die genauen Schwellwerte aus Bild 7.7
und Bild 7.8 sind in Tabelle 7.3 nochmals eingetragen.
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Bild 7.8: Bit- und Paketfehlerrate fu¨r QPSK-Modulation
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Tabelle 7.3: Notwendiges SNR in dB fu¨r PER = 8%
Simulationsszenario SNR (BPSK) SNR (QPSK)
urbanes Gebiet - -
Autobahn 23,4 31,7
7.3.3 Abscha¨tzung der Systemreichweite bei Sichtverbindung
zwischen Sender und Empfa¨nger
In der u¨berwiegenden Anzahl der Fa¨lle wird die Kommunikation zwischen zwei
Fahrzeugen bzw. zwischen einem Fahrzeug und einem Zugangsknoten unter LOS-
Bedingung stattﬁnden. Kommt es zu einer Unterbrechung der Sichtverbindung,
wird vom System versucht, die Datenu¨bertragung u¨ber ein anderes Fahrzeug zu
leiten, zu welchem der momentane Sender und Empfa¨nger Sichtverbindung haben
(vgl. Bild 1.2, Multi-Hop-Verbindung).
Bei Sichtverbindung kann die mittlere Funkfeldda¨mpfung DF des Kanals durch
die Freiraumda¨mpfung DF0 angena¨hert werden. Geht man von isotropen Antennen
(GT = GR = 1) und Polarisationsanpassung aus, berechnet sich die zugeho¨rige
isotrope Freiraumda¨mpfung DF0,i zu [GW98]:
DF0,i =
PT
PR
=
„
4πdsys
λ0
«2
(7.4)
dsys bezeichnet hierbei den Abstand zwischen Sender und Empfa¨nger, PT die Sen-
deleistung und PR die Empfangsleistung nach der Antenne bei Leistungsanpassung.
Mit (7.4) wird die Systemreichweite dsys in Abha¨ngigkeit des geforderten Signal-
zu-Rausch-Verha¨ltnisses SNR am Signaldetektor des Empfa¨ngers durch
dsys =
λ0
4π
r
PT
PR
=
λ0
4π
r
PT
SNR PthermFN
mit SNR =
SNRein
FN
=
PR/Ptherm
FN
(7.5)
abgescha¨tzt. SNRein beschreibt dabei das Signal-zu-Rausch-Verha¨ltnis am Eingang
des Empfa¨ngers und FN die Empfa¨ngerrauschzahl. Letztere gibt an, um welchen
Faktor das Signal-zu-Rausch-Verha¨ltnis zwischen dem Eingang des Empfa¨ngers
und dem Signaldetektor abnimmt [MG92]. Ptherm ist das thermische Grundrau-
schen, welches sich mittels Ptherm = kTBN berechnen la¨sst. k bezeichnet hierbei
die Boltzmann-Konstante, T die absolute Temperatur in Kelvin und BN die be-
trachtete Rauschbandbreite. Fu¨r die folgenden Untersuchungen wird die System-
bandbreite BS = 20MHz als Rauschbandbreite BN angenommen. Die Temperatur
wird auf den Referenzwert T = 290K ≈ 16,8 ◦C und die Empfa¨ngerrauschzahl auf
FN = 4 (6 dB) gesetzt [VVG
+03].
In Nordamerika sind fu¨r den IEEE802.11a Standard drei mo¨gliche maximale Sen-
deleistungen in unterschiedlichen Ba¨ndern des zur Verfu¨gung stehenden Spektrums
vorgesehen. Tabelle 7.4 zeigt die zugeho¨rigen Werte. Sie liegen zwischen 40mW
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und 800mW. Die Abscha¨tzung der Systemreichweite dsys erfolgt fu¨r die zula¨ssigen
Sendeleistungen PT jeweils bei der Mittenfrequenz des zugeho¨rigen Bandes, wobei
isotrope Antennen und Polarisationsanpassung vorausgesetzt werden. In Bild 7.9
ist dsys fu¨r die verschiedenen PT in Abha¨ngigkeit des Signal-zu-Rausch-Verha¨ltnis-
ses am Signaldetektor dargestellt.
Tabelle 7.4: Maximal erlaubte Sendeleistung in den verschiedenen Fre-
quenzba¨ndern des IEEE802.11a Standards (gu¨ltig fu¨r Nordamerika)
Frequenzband in GHz maximale Leistung PT in mW
5,150 . . . 5,250 40
5,250 . . . 5,350 200
5,725 . . . 5,825 800
Die entsprechenden Werte fu¨r dsys bei den unterschiedlichen minimal not-
wendigen Signal-zu-Rausch-Verha¨ltnissen aus Tabelle 7.2 (Fahrzeug-Fahrzeug-
Kommunikation) sind fu¨r den LOS-Fall in Tabelle 7.5 zusammengefasst. Es wird
hierbei in erster Na¨herung angenommen, dass die ermittelten SNR-Werte fu¨r alle
drei Frequenzba¨nder aus Tabelle 7.4 und fu¨r den ermittelten Abstandsbereich in
Bild 7.9 konstant sind.
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Bild 7.9: Systemreichweite in Abha¨ngigkeit des Signal-zu-Rausch-Verha¨ltnisses
Die Systemreichweiten sind im Autobahnszenario wesentlich gro¨ßer als in der ur-
banen Umgebung. Mit der ho¨chstmo¨glichen Sendeleistung ko¨nnen Reichweiten von
u¨ber 1 km erzielt werden. Geht man fu¨r die Fahrzeug-Fahrzeug-Kommunikation
auf der Autobahn von relevanten Fahrzeugabsta¨nden bis zu 500m aus, so bie-
tet der IEEE802.11a Standard eine geeignete Basis fu¨r das U¨bertragungssystem.
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Da in urbanen Gebieten die Fahrzeugdichte in der Regel wesentlich ho¨her ist als
auf der Autobahn, sind die Werte in Tabelle 7.5 normalerweise ausreichend. Beim
U¨bergang von BPSK zu QPSK reduziert sich dsys erheblich. Es ﬁndet na¨herungs-
weise eine Halbierung der Reichweite statt. Erwartungsgema¨ß ergeben sich fu¨r den
AWGN-Kanal die gro¨ßten Reichweiten.
Tabelle 7.5: Scha¨tzwerte der Systemreichweite dsys in m fu¨r die SNR-Werte aus
Tabelle 7.2 (nur AWGN und LOS)
Simulationsszenario dsys(40mW) dsys(200mW) dsys(800mW)
BPSK
AWGN
urbanes Gebiet
Autobahn
688
72
300
1510
158
658
2772
291
1208
QPSK
AWGN
urbanes Gebiet
Autobahn
406
34
169
890
74
371
1634
136
680
Die abgescha¨tzten Werte von dsys fu¨r die Kommunikation zwischen einem Fahr-
zeug und einem Zugangsknoten sind in Tabelle 7.6 aufgelistet. Da bei der urba-
nen Umgebung keine SNR-Werte vorliegen, wird lediglich das Autobahnszenario
beru¨cksichtigt. Durch die ho¨here PER sind die Reichweiten durchweg kleiner als
bei der Fahrzeug-Fahrzeug-Kommunikation.
Tabelle 7.6: Scha¨tzwerte der Systemreichweite dsys in m fu¨r die SNR-Werte der
Autobahnumgebung aus Tabelle 7.3
Modulationsform dsys(40mW) dsys(200mW) dsys(800mW)
BPSK 109 239 439
QPSK 42 92 169
7.4 Zusammenfassung
Im vorliegenden Kapitel wurden Systemsimulationen basierend auf dem
IEEE802.11a WLAN-Standard beschrieben. Das zugrunde liegende Systemmodell
beschra¨nkt sich dabei auf die physikalische Schicht von IEEE802.11a [IEEE99].
Fu¨r unterschiedliche Funkkana¨le in den beiden Umgebungsklassen urbanes Ge-
biet und Autobahn erfolgte hiermit die Berechnung der Bit- und Paketfehler-
rate in Abha¨ngigkeit des Signal-zu-Rausch-Verha¨ltnisses im Empfa¨nger. Neben
der Fahrzeug-Fahrzeug-Kommunikation unter LOS- und NLOS-Bedingungen wur-
de zusa¨tzlich die Kommunikation zwischen einem Fahrzeug und einem an einer
Bru¨cke beﬁndlichen stationa¨ren Zugangsknoten (Access Point) untersucht. Bei den
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Systemsimulationen kommt der 6Mbit/s- und der 12Mbit/s-U¨bertragungsmodus
des IEEE802.11a Standards zum Einsatz. Die Kanalscha¨tzung und -entzerrung
im Empfa¨nger wird mittels einfachem Zero Forcing Equaliser realisiert [Gib97].
Weiter Maßnahmen zur Beseitigung der Kanaleinﬂu¨sse erfolgen nicht.
Die Ergebnisse zeigen, dass unter den gemachten Voraussetzungen bei LOS-
Bedingung und im 6Mbit/s-U¨bertragungsmodus eine Kommunikation bei mo-
deratem SNR sowohl in urbanen Umgebungen als auch in Autobahnszenarien
mo¨glich ist. Eine Erho¨hung der Datenrate geht hierbei auf Kosten der Reichwei-
te. Beim U¨bergang von 6Mbit/s auf 12Mbit/s wird diese na¨herungsweise hal-
biert. Im NLOS-Fall erho¨ht sich das fu¨r die Datenu¨bertragung notwendige SNR
durch das starke Fading des Kanals maßgeblich. Bei der Fahrzeug-Zugangsknoten-
Kommunikation ist trotz Sichtverbindung zwischen Sender und Empfa¨nger eben-
falls ein starker Anstieg der BER bzw. PER zu verzeichnen. Hierfu¨r ist jedoch nicht
die Erho¨hung der mittleren Doppler-Verschiebung des Kanals verantwortlich, son-
dern die gro¨ßere Ha¨uﬁgkeit von starken Fading-Einbru¨chen (LCR) und der Anstieg
der AFD im Empfangssignal.
Alle BER- und PER-Kurven der untersuchten Verkehrsszenarien zeigen bei ho-
hen SNR-Werten ein Sa¨ttigungsverhalten. Der hauptsa¨chliche Grund dafu¨r liegt
in der Zeitvarianz des Kanals. Die Intersymbolinterferenz spielt hierbei nur eine
geringe Rolle.
Da fu¨r die Simulationen ein sehr einfacher Empfa¨nger implementiert wurde,
ko¨nnen durch dessen Optimierung die Kanaleinﬂu¨sse weiter verringert werden.
Beispielsweise wird die Kanalscha¨tzung und -korrektur durch Verwendung eines so
genannten MMSE-Equalisers maßgeblich verbessert [FD02]. Weiterhin fu¨hren ver-
schiedene Diversita¨tskonzepte zu merklichen SNR-Gewinnen [Gib97]. Neben dem
sorgfa¨ltigen Entwurf des Empfa¨ngers mu¨ssen ebenfalls die ho¨heren Systemschich-
ten, wie beispielsweise die Zugriﬀsschicht (engl. medium access layer, MAC), auf
die spezielle Kommunikationsstruktur der fahrzeuggetragenen Ad-hoc-Netze ange-
passt werden [ZR03].
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Zusammenfassung
In unserer Gesellschaft hat das Automobil u¨ber die letzten Jahrzehnte sowohl im
wirtschaftlichen als auch im privaten Bereich eine zentrale Position eingenommen.
Schon lange bildet es prozentual die Spitze unter den zahlreichen zur Verfu¨gung
stehenden Transportmitteln. Ein u¨ber die Jahre eklatanter Anstieg der Verkehrs-
dichte auf unseren Straßen ist die Folge. Bei gegebenem Verkehrsraum und gegebe-
ner Qualita¨t der Infrastruktur wird die Leistungsfa¨higkeit, Wirtschaftlichkeit und
Sicherheit des Straßenverkehrs prima¨r durch die fu¨r den Teilnehmer verfu¨gbare In-
formation bestimmt. Die Art, Qualita¨t und Verfu¨gbarkeit der Information werden
entscheiden, ob der ﬂa¨chendeckende Kollaps des Verkehrs in Zukunft zur Regel
wird oder ob eine eﬃziente Mobilita¨t erhalten bleibt. Der aktuelle Forschungsbe-
reich der Verkehrstelematik bescha¨ftigt sich dabei mit der Erfassung, U¨bermittlung
und Auswertung entsprechender Informationsinhalte [Ba¨r99], [Du¨c98]. Das Ziel ist
die Optimierung des Verkehrsﬂusses bei gleichzeitiger Erho¨hung der Verkehrssi-
cherheit.
Jeder Fahrzeugfu¨hrer beno¨tigt detaillierte Angaben u¨ber den Verkehrszustand
auf seiner gewu¨nschten Fahrtroute. Wichtig hierbei ist vor allem die Aktualita¨t und
Vollsta¨ndigkeit dieser Informationen. Die Bereitstellung von Daten u¨ber mo¨gliche
Ausweichrouten bei einem Verkehrsstau kann genutzt werden, um gezielt den Ver-
kehr zu fu¨hren und so die Aufrechterhaltung des Verkehrsﬂusses zu gewa¨hrleisten.
Weiterhin spielen Verkehrs- und Fahrbahndaten aus dem unmittelbaren Umfeld
des Fahrzeugs eine entscheidende Rolle bei der Vermeidung von Unfa¨llen. Solche
Informationen werden prima¨r durch spezielle Sensoren am und im Fahrzeug bereit-
gestellt. Die Fahrsicherheit la¨sst sich zusa¨tzlich erho¨hen, indem Fahrzeuge Daten
untereinander austauschen, was unter dem Namen kooperatives Fahren bekannt
ist [AF96], [Tsu02].
Ein wichtiger Schritt zur Bereitstellung von beliebigen Informationsinhalten ist
die Anbindung des Fahrzeugs an das Telekommunikationsnetz, wodurch eine neue
Qualita¨tsstufe der Telematik im Fahrzeug erreicht wird. Das internetfa¨hige Auto
der Zukunft ermo¨glicht Mobile Computing und hat somit Zugriﬀ auf eine nahezu
unerscho¨pﬂiche Quelle von Informationen und Dienstleistungen.
Bei der Versorgung der Fahrzeuge mit Informationen wird die Fahrzeug-
Fahrzeug-Kommunikation in Zukunft eine Schlu¨sselrolle spielen. Mit mobilen
Ad-hoc-Netzen als Kommunikationsstruktur werden eine Vielzahl unterschiedli-
cher Daten jedem teilnehmenden Fahrzeug zur Verfu¨gung gestellt. Experten aus
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Nordamerika gehen davon aus, dass bis zum Jahr 2010 Endgera¨te fu¨r diesen Zweck
auf dem Markt erha¨ltlich sind [ZR03].
Fu¨r die Entwicklung, den Test und die Optimierung eines Fahrzeug-Fahrzeug-
Funkkommunikationssystems ist ein realistisches Modell des U¨bertragungskanals
zwischen sich bewegenden Fahrzeugen notwendig. Dieses Modell muss Eﬀekte wie
die Frequenzselektivita¨t und die Zeitvarianz des Fahrzeug-Fahrzeug-Kanals genau
wiedergeben. Zudem wird die Fa¨higkeit zur Erzeugung zeitlich hochaufgelo¨ster,
physikalisch korrekter und fu¨r die Anwendung typischer Zeitserien von Kanalim-
pulsantworten gefordert. Bisherige Ansa¨tze liefern hierzu nur unzureichende Er-
gebnisse. In den meisten Fa¨llen wird dabei die komplexe reale Wellenausbreitungs-
situation nur sehr vereinfacht beschrieben. Ha¨uﬁg ist eine Charakterisierung der
Frequenzselektivita¨t nicht mo¨glich, wodurch auch keine Zeitserien von realistischen
Kanalimpulsantworten generiert werden ko¨nnen.
Die vorliegende Arbeit hatte daher zum Ziel, ein Kanalmodell zu entwickeln, das
den genannten hohen Anforderungen entspricht. Es ergaben sich folgende Schwer-
punkte der Arbeit:
• Entwicklung und Implementierung eines strahlenoptischen Modells fu¨r den
Fahrzeug-Fahrzeug-Funkkanal
• Adaption und Optimierung von Ray-Tracing-Verfahren fu¨r diese spezielle An-
wendung
• Veriﬁkation des entwickelten Modells anhand von umfangreichen breitbandi-
gen Funkkanalmessungen
• exemplarische Anwendung des Kanalmodells bei Systemsimulationen auf
Grundlage des IEEE802.11a WLAN-Standards
Der gewa¨hlte Modellansatz besteht im Wesentlichen aus drei Teilen: einem Stra-
ßenverkehrsmodell, einem Verfahren zur Modellierung der Umgebung und einem
Wellenausbreitungsmodell. Diese wurden neuartig miteinander kombiniert, wo-
durch das resultierende Modell den komplexen Fahrzeug-Fahrzeug-Kanal erstmals
vollsta¨ndig beschreibt. D.h. es werden sowohl Zeitvarianz und Frequenzselektivita¨t
als auch die ra¨umlichen Korrelationseigenschaften richtig wiedergegeben.
Die fu¨r die Zeitvarianz des Kanals ausschlaggebende Bewegung von Sender,
Empfa¨nger und der weiteren am Straßenverkehr beteiligten Fahrzeuge wird durch
ein realistisches Verkehrsmodell beschrieben. Einzelne Fahrzeuge, sowohl Pkw als
auch Lkw, interagieren dabei verkehrstechnisch auf der Basis eines mikroskopi-
schen Follow-the-Leader Ansatzes. Das Modell liefert Zeitserien der momentanen
Positionen und Geschwindigkeiten von Fahrzeugen auf einer vorgegebenen Straße,
auch fu¨r mehrere Spuren.
Einen entscheidenden Einﬂuss auf den Funkkanal hat die na¨here Umgebung der
Straße. Deren Beschreibung erfolgt durch ein voll dreidimensionales stochastisches
Umgebungsmodell. Hierbei werden abha¨ngig von einer vorgegebenen Umgebungs-
klasse (z.B. Autobahn, urbanes Gebiet, usw.) verschiedene relevante Objekte, wie
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beispielsweise Geba¨ude, parkende Fahrzeuge und Verkehrsschilder, statistisch am
Straßenrand verteilt. Zusammen mit den im Verkehrsmodell generierten bewegten
Fahrzeugen liefert das Umgebungsmodell realistische Zeitserien von hochdynami-
schen Straßenverkehrsumgebungen.
Die Wellenausbreitung wird in den zuvor generierten Verkehrsszenarien mittels
stahlenoptischer Methoden koha¨rent und vollpolarimetrisch berechnet. Es wer-
den hierbei die Ausbreitungspha¨nomene Reﬂexion, Beugung und Streuung an
Ba¨umen beru¨cksichtigt. Die Grundlage bilden die Theorie der geometrischen Optik
(GO) und die verallgemeinerte Beugungstheorie (UTD). Zur Charakterisierung der
Streuung elektromagnetischer Wellen an Ba¨umen wird die Theorie der Radiosita¨t
angewandt. Der urspru¨nglich polarisationsunabha¨ngige und inkoha¨rente Ansatz
wurde im Rahmen der Arbeit durch geeignete Annahmen fu¨r den koha¨renten und
polarimetrischen Einsatz erweitert.
Die vollsta¨ndig dreidimensionale Beschreibung der Wellenausbreitung erfordert
schnelle und eﬃziente Ray-Tracing-Algorithmen zur Bestimmung der einzelnen
Ausbreitungspfade. Hierfu¨r wurden bestehende Ansa¨tze optimiert und implemen-
tiert. Weiterhin konnte mittels einer eigens entwickelten Interpolationsmethode
fu¨r die charakteristischen Pfadparameter Betrag der Amplitude, Phase, Laufzeit
und Doppler-Verschiebung die Simulationszeit um das bis zu 100-fache verringert
werden. Die hohe Eﬃzienzsteigerung der implementierten Verfahren macht die An-
wendung strahlenoptischer Methoden fu¨r das vorliegende, sehr komplexe Problem
erst mo¨glich.
Umfangreiche breitbandige Kanalmessungen bei 5,2GHz wurden genutzt, um
das Kanalmodell zu veriﬁzieren. Die Messungen erfolgten in einem urbanen Ge-
biet und auf einer typischen Autobahn. Bei beiden Szenarien wurde der LOS- und
NLOS-Fall untersucht. Fu¨r die entsprechenden Simulationen in der urbanen Umge-
bung sind Verkehrsszenarien deterministisch generiert worden. Im Autobahnszena-
rio wurden sie stochastisch mit Hilfe des Verkehrs- und Umgebungsmodells erzeugt.
Verschiedene schmal- und breitbandige Kanalkenngro¨ßen und -kennfunktionen
dienten als Vergleichsgro¨ßen zwischen Messung und Simulation. Es konnte gezeigt
werden, dass das Kanalmodell sowohl im LOS- als auch im NLOS-Fall hervorragend
geeignet ist, um den Fahrzeug-Fahrzeug-Funkkanal zu beschreiben. Weiterhin kann
es fu¨r verschiedene urbane und la¨ndliche Umgebungen eingesetzt werden. Ein Teil
der Untersuchungen bezog sich speziell auf das entwickelte Streumodell fu¨r Ba¨ume.
Der Vergleich zwischen Messung und Simulation ergab diesbezu¨glich eine sehr gute
U¨bereinstimmung. Zudem wurde festgestellt, dass die Reﬂektivita¨t der Fahrbahn
einen wesentlichen Einﬂuss auf den Kanal hat.
Abschließend wurde die Anwendung des Kanalmodells bei Systemsimulationen
auf Link-Ebene untersucht. Als Basis fu¨r das zugeho¨rige Systemmodell diente
der IEEE802.11a WLAN-Standard, wobei nur die physikalische Schicht beru¨ck-
sichtigt wurde. Der IEEE802.11a Standard spielt bei der Fahrzeug-Fahrzeug-
Kommunikation eine Schlu¨sselrolle [ZR03]. Fu¨r unterschiedliche Funkkana¨le in den
beiden Umgebungsklassen urbanes Gebiet und Autobahn erfolgte die Berechnung
von Bit- und Paketfehlerrate in Abha¨ngigkeit des Signal-zu-Rausch-Verha¨ltnis-
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ses im Empfa¨nger. Neben der Fahrzeug-Fahrzeug-Kommunikation unter LOS- und
NLOS-Bedingungen wurde zusa¨tzlich die Kommunikation zwischen einem Fahr-
zeug und einem an einer Bru¨cke beﬁndlichen stationa¨ren Zugangsknoten (Access
Point) untersucht. Es konnte gezeigt werden, dass fu¨r den 6Mbit/s-U¨bertragungs-
modus von IEEE802.11a und unter LOS-Bedingung eine Kommunikation zwischen
bewegten Fahrzeugen bei moderatem SNR sowohl in urbanen als auch in Auto-
bahnsszenarien mo¨glich ist. Bei den Betrachtungen zur Kommunikation zwischen
einem Fahrzeug und einem Zugangsknoten hat sich hingegen herausgestellt, dass,
hervorgerufen durch sta¨rkeres Fading, vor allem in urbanen Gebieten keine eﬃ-
ziente Datenu¨bertragung unter den gemachten Annahmen gewa¨hrleistet werden
kann.
Die vorgestellte dynamisch-stochastische Beschreibung der Straßenverkehrsum-
gebung in Kombination mit der strahlenoptischen Modellierung der Wellenaus-
breitung ermo¨glicht eine a¨ußerst realistische Simulation des zeitvarianten und fre-
quenzselektiven Verhaltens typischer Fahrzeug-Fahrzeug-U¨bertragungskana¨le. Da-
mit wurde in dieser Arbeit erstmals ein umfassendes Modell fu¨r den Fahrzeug-
Fahrzeug-U¨bertragungskanal vorgestellt und erfolgreich eingesetzt. Das Modell bie-
tet eine fundierte Grundlage fu¨r die Entwicklung und Optimierung zuku¨nftiger
Fahrzeug-Fahrzeug-Funkkommunikationssysteme.
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A.1 Charakteristische Kenngro¨ßen des
Fahrzeug-Fahrzeug-Funkkanals
Im Folgenden sind einige charakteristische Kanalkenngro¨ßen fu¨r die untersuchten
Umgebungsklassen urbanes Gebiet und Autobahn zusammengefasst. Fu¨r die zu-
grunde liegenden Kanalsimulationen wird im Falle des urbanen Gebiets eine vier-
spurige Hauptverkehrsstraße angenommen. Die Autobahn besteht aus insgesamt
sechs Fahrspuren. Alle notwendigen Verkehrs- und Umgebungsparameter sind im
Anhang A.4 aufgefu¨hrt. Es wird zwischen den Bedingungen LOS und NLOS un-
terschieden (vgl. Bild 6.12). Sender- und Empfa¨ngerfahrzeug bewegen sich dabei
immer auf derselben Fahrspur. Wie in Kapitel 6 handelt es sich bei beiden Fahr-
zeugen um einen Van (vgl. Bild 2.4). Unter NLOS-Bedingung beﬁndet sich ein
Lkw zwischen Sender und Empfa¨nger. Eine zusa¨tzliche Unterscheidung der Kanal-
kenngro¨ßen ﬁndet fu¨r verschiedene Fahrspuren statt. Als Sende- und Empfangs-
antennen kommen einheitlich vertikal orientierte Hertz’sche Dipole zum Einsatz.
Sie sind mittig 20 cm u¨ber dem Autodach platziert. Die Sendefrequenz betra¨gt
5,2GHz. Der Grund fu¨r die Wahl von Hertz’schen Dipolen als Antennen ist in
Abschnitt 7.3 kurz erla¨utert.
Neben dem Fahrzeug-Fahrzeug-Kanal wird zusa¨tzlich der Funkkanal zwischen
einem Fahrzeug und einem stationa¨ren Zugangsknoten (Access Point) untersucht.
Hierbei dient eine Bru¨cke mit einer Durchfahrtsho¨he von 5m als Ort fu¨r den Access
Point (siehe Bild 7.6). Er beﬁndet sich sowohl im urbanen als auch im Autobahn-
szenario zentral unterhalb der Bru¨cke und wird in den Simulationen als Sender
betrachtet. In beiden Umgebungen bewegt sich das Empfa¨ngerfahrzeug auf der
linken Fahrspur. Die Antenne des Zugangsknotens, ebenfalls ein vertikal orientier-
ter Hertz’scher Dipol, ist 30 cm unterhalb des Bru¨ckenunterbodens angebracht.
Fu¨r jedes der betrachteten Straßenverkehrsszenarien werden drei Kanalrealisie-
rungen generiert. Die Dauer jeder einzelnen Realisierung entspricht dabei 10 s Echt-
zeit. Anhand der momentanen Doppler-aufgelo¨sten Tiefpass-Kanalimpulsantwort
sTP(τ, fD) aus (5.11) erfolgt die Ermittlung der zugeho¨rigen Kenngro¨ßen, wobei
der Kanal als bandunbegrenzt angenommen wird. sTP(τ, fD) wird hierbei zu jedem
Abtastzeitpunkt des Kanals bestimmt, woraus sich die momentanen Kanalkenn-
gro¨ßen ergeben. Analog zu Abschnitt 6.2 werden aus ihnen durch Mittelwertbil-
dung u¨ber die einzelnen Realisierungen und die Zeit die durchschnittlichen Gro¨ßen
berechnet.
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Folgende Kanalkenngro¨ßen werden ermittelt: die Doppler-Verbreiterung σfD ,
der K-Faktor der Rice-Verteilung K, die isotrope Funkfeldda¨mpfung DF,i, die
Standardabweichung1 σDF,i von DF,i und die Impulsverbreiterung στ . DF,i wird
aus der simulierten Funkfeldda¨mpfung DF mittels [GW98]
DF,i =
DF
GTGR
mit GT = GR = GHertz = 1,5 (A.1)
abgescha¨tzt2. Weiterhin erfolgt die Bestimmung der 90%-Werte von σfD und στ .
Sie geben den Wert an, der in 90% der Fa¨lle unterschritten wird. Zum Vergleich
werden der sich aus den Simulationen ergebende Mittelwert vT,R der Absolut-
geschwindigkeit des Sender- und Empfa¨ngerfahrzeuges und der durchschnittliche
Abstand dTR zwischen Sende- und Empfangsantenne angegeben. Der K-Faktor der
Rice-Verteilung wird durch Parameteroptimierung an die Simulation angepasst.
Die Ergebnisse fu¨r die Umgebungsklasse urbanes Gebiet sind in Tabelle A.1
aufgelistet. Unter LOS-Bedingung zeigt der Kanal lediglich bei στ gro¨ßere Unter-
schiede zwischen der linken und der rechten Fahrspur. Der hauptsa¨chliche Grund
liegt in der ho¨heren Anzahl von Lkws auf der rechten Spur. Sie erzeugen durch
Reﬂexionen an ihrer Front bzw. ihrem Heck relevante Mehwegepfade, die zu ei-
ner Vergro¨ßerung von στ fu¨hren. Bei NLOS spielt dieser Eﬀekt kaum eine Rolle.
Sowohl die linke als auch die rechte Fahrspur zeigen im NLOS-Fall a¨hnliche Ka-
nalkenngro¨ßen. Zwischen LOS und NLOS erho¨ht sich die Doppler-Verbreiterung
maßgeblich. Der K-Faktor liegt etwas niedriger, da der dominante direkte Pfad
fehlt. Trotz etwa doppeltem Abstand dTR und Unterbrechung der Sichtverbindung
hat DF,i, verursacht durch die starken Reﬂexionspfade an den Geba¨udewa¨nden am
Straßenrand, einen vergleichsweise geringen Wert. Die Standardabweichung σDF,i
weist bei allen Simulationen dieselbe Gro¨ßenordnung auf.
Tabelle A.1: Mittelwerte charakteristischer Kanalkenngro¨ßen fu¨r die Umgebungs-
klasse urbanes Gebiet (σfD [Hz], σfD,90%[Hz], vT,R[km/h], K[dB],
DF,i[dB], σDF,i [dB], dTR[m], στ [ns], στ,90%[ns])
Verkehrsszenario σfD σfD,90% vT,R K DF,i σDF,i dTR στ στ,90%
LOS
linke Spur
rechte Spur
68,2
68,7
116,7
128,6
48,5
37,0
8,9
9,3
76,1
74,9
3,0
2,5
32,1
29,8
32,7
80,1
51,3
126,3
NLOS
linke Spur
rechte Spur
113,4
96,3
225,9
217,7
45,0
36,1
6,8
6,9
84,9
86,3
3,2
3,5
70,3
82,9
39,8
48,9
74,3
75,5
Access Point 176,3 380,6 53,7 6,5 - - - 69,4 127,6
Beim Kanal zwischen einem Fahrzeug und einem Access Point ist festzustellen,
dass σfD gegenu¨ber dem Fahrzeug-Fahrzeug-Kanal stark angewachsen ist. Auch
1σDF,i wird aus den dB-Werten von DF,i berechnet.
2Als Gewinn GHertz des Hertz’schen Dipols wird sein Richtfaktor von DHertz = 1,5 angenom-
men.
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στ hat sich im Vergleich zum durchschnittlichen Verhalten des Fahrzeug-Fahrzeug-
Kanals etwas vergro¨ßert. Der K-Faktor liegt trotz LOS in der Gro¨ßenordnung des
NLOS-Szenarios, was auf zahlreiche, starke Mehrwegepfade schließen la¨sst. Da DF,i
hier direkt vom Abstand dTR abha¨ngt und sich dieser innerhalb eines Szenarios
stark a¨ndert, ist eine Angabe von Mittelwerten in Tabelle A.1 nicht sinnvoll.
Die sich aus den Simulationen ergebenden Kanalkenngro¨ßen der Umgebungs-
klasse Autobahn sind in Tabelle A.2 zusammengefasst. Da die Wahrscheinlichkeit,
dass ein Lkw auf der linken Spur fa¨hrt sehr gering ist, wird im NLOS-Fall le-
diglich die mittlere und die rechte Fahrspur betrachtet. Bei der Auswertung der
Simulationsergebnisse hat sich gezeigt, dass sich anhand der Rice-Verteilung die
CDF des schnellen Schwundes nur unzureichend beschreiben la¨sst, weshalb auf
eine Angabe des K-Faktors in Tabelle A.2 verzichtet wird. Vor allem bei kleinen
Signalpegeln liefert die Rice-Verteilung zu geringe Werte. Dieser Eﬀekt ist bei den
Untersuchungen in Abschnitt 6.2.2 schwa¨cher ausgepra¨gt, da er erheblich von der
Reﬂektivita¨t des Fahrbahnbodens beeinﬂusst wird. Letztere wird in Abschnitt 6.2.2
durch die zusa¨tzliche Wasserschicht auf der Fahrbahn im relevanten Einfallswinkel-
bereich stark abgeschwa¨cht (vgl. Bild 6.14). Die Simulationsergebnisse in diesem
Abschnitt gelten fu¨r eine trockene Fahrbahn. Der Einﬂuss der Fahrbahnreﬂekti-
vita¨t zeigt sich auch bei anderen Kanalparametern, was durch einen Vergleich mit
den Ergebnissen aus Abschnitt 6.2.2 festgestellt werden kann. Die unterschiedlichen
Antennencharakteristiken haben nur eine geringe Auswirkung.
Tabelle A.2: Mittelwerte charakteristischer Kanalkenngro¨ßen fu¨r die Umge-
bungsklasse Autobahn (σfD [Hz], σfD,90%[Hz], vT,R[km/h], DF,i[dB],
σDF,i [dB], dTR[m], στ [ns], στ,90%[ns])
Verkehrsszenario σfD σfD,90% vT,R DF,i σDF,i dTR στ στ,90%
LOS
linke Spur
rechte Spur
77,9
96,3
91,3
117,8
112,2
101,6
80,6
79,0
3,7
2,0
49,6
45,0
26,0
117,1
33,1
176,3
NLOS
mittlere Spur
rechte Spur
129,7
188,7
178,5
352,5
110,3
90,2
95,2
94,1
3,2
3,3
128,5
124,0
20,6
49,4
29,1
80,7
Access Point 85,7 141,5 114,8 - - - 34,2 63,4
Wie in der urbanen Umgebung steigt στ im Autobahnszenario unter LOS-
Bedingung beim U¨bergang von der linken auf die rechte Fahrspur an. Der Grund
hierfu¨r liegt ebenfalls in der ho¨heren Anzahl von Lkws auf dieser Spur. Trotz der
im Vergleich zum urbanen Gebiet mehr als doppelt so hohen durchschnittlichen
Geschwindigkeit vT,R hat die Doppler-Verbreiterung auf der Autobahn bei LOS
dieselbe Gro¨ßenordnung. Bei NLOS-Bedingung ist hingegen auf der rechten Fahr-
spur eine Erho¨hung von σfD festzustellen. Die isotrope Funkfeldda¨mpfung DF,i
nimmt auf der Autobahn beim U¨bergang von LOS nach NLOS sta¨rker zu als in
der urbanen Umgebung, was durch das Fehlen der starken Geba¨udereﬂexionen
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begru¨ndet ist. Vergleicht man die Ergebnisse mit denen aus Abschnitt 6.2.2, so
erkennt man, dass die trockene Fahrbahn den Wellenleitereﬀekt unter dem Lkw
begu¨nstigt. Dieser Wellenleitereﬀekt beeinﬂusst maßgeblich die Funkfeldda¨mpfung
im NLOS-Fall. Hieraus resultiert auch die vergleichsweise niedrige Impulsverbrei-
terung.
Der Kanal zwischen Fahrzeug und Zugangskonten im Autobahnszenario zeigt
im Gegensatz zum urbanen Gebiet keine wesentliche Erho¨hung der Doppler-
Verbreiterung. Die Impuls-Verbreiterung hat sich gegenu¨ber dem Fahrzeug-
Fahrzeug-Kanal auf der linken Spur bei LOS-Bedingung etwas vergro¨ßert. Be-
trachtet man die Ergebnisse der Systemsimulationen aus Abschnitt 7.3.2, so ist
zu erkennen, dass der Fahrzeug-Zugangsknoten-Kanal auch im Autobahnszena-
rio eine ho¨here Bitfehlerrate erzeugt als der Fahrzeug-Fahrzeug-Kanal bei NLOS-
Bedingung. Dies liegt nicht zuletzt an der hohen Wahrscheinlichkeit von tiefen
Empfangssignaleinbru¨chen und der resultierenden großen mittleren Fading-Dauer
(AFD) in diesem Bereich. Das Verhalten der zugeho¨rigen CDF la¨sst sich, wie be-
reits erwa¨hnt, nicht durch eine Rice-Verteilung anna¨hern.
A.2 Doppler-Spektren fu¨r verschiedene
Antennenpositionen und Sichtverha¨ltnisse
Im Rahmen dieser Arbeit werden die Sende- und die Empfangsantenne immer auf
dem Autodach platziert. Diese Position ist optimal fu¨r die Fahrzeug-Fahrzeug-
Kommunikation, da mit einer einzelnen Antenne eine azimutale Abdeckung von
360◦ erreicht werden kann. Die Kfz-Hersteller sind jedoch bemu¨ht, Antennen aus
a¨sthetischen Gru¨nden in die Fahrzeugkarosserie zu integrieren. Mo¨gliche Orte
hierfu¨r sind neben der Front- und der Heckscheibe auch die beiden Außenspiegel.
Um in diesem Fall eine 360◦-Abdeckung zu erreichen, sind jedoch immer mehrere
Antennen notwendig. Es gibt auch Bestrebungen, Kommunikation und Sensorik in
ein und dasselbe System zu integrieren. Die favorisierten Antennenpositionen sind
dabei die beiden Stoßstangen und auf der Vorderseite des Fahrzeugs der Ku¨hler-
grill. Auch bei diesem Konzept werden mehrere Antennen beno¨tigt.
Durch die verschiedenen Antennenpositionen ergeben sich unterschiedliche cha-
rakteristische Doppler-Spektren fu¨r den Fahrzeug-Fahrzeug-Kanal. Die Entstehung
der einzelnen Beitra¨ge zum Doppler-Spektrum in einem typischen urbanen Gebiet
und einem Autobahnszenario ist in Abschnitt 5.3.1 fu¨r auf dem Autodach posi-
tionierte Antennen beschrieben. Zwischen Sender und Empfa¨nger besteht dabei
immer Sichtverbindung (LOS). Im Folgenden wird zusa¨tzlich die fu¨r die Fahrzeug-
Fahrzeug-Kommunikation wichtige NLOS-Situation betrachtet. Weiterhin werden
die Doppler-Spektren fu¨r unterschiedliche Antennenpositionen untersucht.
Die Bestimmung des momentanen bandunbegrenzten Doppler-Spektrums
S(fD, ti) erfolgt dabei, wie in Abschnitt 5.3.1, jeweils fu¨r eine urbane Straßenum-
gebung und ein Autobahnszenario. Das Sender- und das Empfa¨ngerfahrzeug sind
Pkws. Als Antennen werden ebenfalls vertikal orientierte Hertz’sche Dipole ver-
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wendet. Die Sendefrequenz f0 betra¨gt wiederum 5,2GHz. Die fu¨r die Untersuchung
benutzten Umgebungs- und Straßenverkehrsparameter sind dieselben wie in Ab-
schnitt 5.3.1. Bei allen Simulationen bewegen sich das Sender- und das Empfa¨nger-
fahrzeug auf der linken Fahrspur. S(fD, ti) wird u¨ber einen Zeitraum von 2 s mit
einem Abtastintervall Ts = 100ms ermittelt. Alle Schaubilder in diesem Abschnitt
zeigen typische Doppler-Spektren des Fahrzeug-Fahrzeug-Kanals, deren prinzipiel-
le Form durch weitere Simulationen besta¨tigt wurde.
In Bild A.1 ist die Situation fu¨r das untersuchte NLOS-Szenario dargestellt.
Zwischen dem Sender- und dem Empfa¨ngerfahrzeug beﬁndet sich ein Lkw, der die
Sichtverbindung blockiert. Die Antennen sind jeweils 25 cm u¨ber der Mitte des
Autodachs platziert. Der Abstand zwischen den Fahrzeugen ergibt sich aus der
Verkehrssimulation und ist naturgema¨ß im urbanen Straßenverkehr geringer als
auf der Autobahn. Bild A.2 zeigt die resultierenden momentanen Doppler-Spektren
S(fD, ti) fu¨r die beiden untersuchten Verkehrsszenarien. Durch die NLOS-Situation
hat die relative Leistung von Pfaden hoher Doppler-Verschiebung im Vergleich
zur LOS-Situation aus Bild 5.1 abgenommen. Im Doppler-Spektrum des urba-
nen Szenarios (Bild A.2(a) und Bild A.2(b)) sind deutlich die Pfade zu erkennen,
welche die beiden in Abschnitt 5.3.1 beschriebenen charakteristischen Doppler-
Verschiebungen erfahren. Der Betrag der maximalen Doppler-Verschiebung fD,max
bleibt auch hier unter dem mit (5.32) abgescha¨tzten Wert. Bei der Betrachtung
des Doppler-Spektrums des Autobahnszenarios (Bild A.2(c) und Bild A.2(d)) fa¨llt
auf, dass vereinzelt Pfade mit einer Doppler-Verschiebung auftreten, die ho¨her als
der durch (5.32) prognostizierte Maximalwert ist. Es handelt sich hierbei um Beu-
gungspfade, die an den entgegenkommenden Fahrzeugen entstehen. Eine Vielzahl
von Simulationen der vorliegenden Situation hat jedoch gezeigt, dass diese Pfa-
de nur sehr selten mit relevanter Leistung auftreten. Ihr Beitrag zur Zeitvarianz
des Kanals kann daher im Allgemeinen vernachla¨ssigt werden. Folglich ist eine
Abscha¨tzung von fD,max auch in Autobahnszenarien bei NLOS-Situation durch
(5.32) mo¨glich.
Zur Untersuchung unterschiedlicher Antennenpositionen werden die Sende- und
Empfangsantenne zuna¨chst an der Position des linken Außenspiegels platziert.
Bild A.3 zeigt die Situation. Beide Antennen beﬁnden sich jeweils im Abstand von
10 cm zur Fahrzeugkarosserie. Wa¨hrend der gesamten Simulation besteht Sicht-
verbindung zwischen Sender und Empfa¨nger. In Bild A.4 sind die zugeho¨rigen
momentanen Doppler-Spektren dargestellt. Da die Antennen auf der linken Sei-
te des jeweiligen Fahrzeugs angebracht sind und ihre Ho¨he u¨ber Grund unter-
halb der mittleren Fahrzeugho¨he liegt, ergeben sich zahlreiche Interaktionen der
gesendeten Welle mit entgegenkommenden Fahrzeugen, was zu hohen Doppler-
Verschiebungen fu¨hrt. Sowohl im urbanen (Bild A.4(b)) als auch im Autobahnsze-
nario (Bild A.4(d)) ist die relative Leistung der zugeho¨rigen Mehrwegepfade ge-
genu¨ber Bild 5.1 angestiegen. Da diese Pfade auch im Autobahnszenario sehr ha¨uﬁg
sind, ko¨nnen sie in der Regel nicht vernachla¨ssigt werden. Wird zusa¨tzlich noch die
Sichtverbindung zwischen Sender und Empfa¨nger gesto¨rt (z.B. durch einen Lkw),
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steigt die Relevanz dieser Pfade weiter. Die Abscha¨tzung von fD,max muss fu¨r beide
Umgebungen mit (5.32) und m = 4 durchgefu¨hrt werden.
Als weitere mo¨gliche Einbauorte fu¨r die Antennen dienen im folgenden Bei-
spiel die Stoßstangen der Pkws (siehe Bild A.5). In Bild A.5 ist die entsprechende
Anordnung dargestellt. Die Sendeantenne beﬁndet sich an der hinteren und die
Empfangsantenne an der vorderen Stoßstange des jeweiligen Fahrzeugs. Wie in
der vorhergehenden Simulation, sind die Antennen in einer Entfernung von 10 cm
vor der Fahrzeugkarosserie platziert. Auch hier besteht wa¨hrend der Simulation
Sichtverbindung zwischen Sender und Empfa¨nger.
Bild A.6 zeigt die resultierenden momentanen Doppler-Spektren fu¨r das ur-
bane und das Autobahnszenario. Da durch die Position der Antennen deren
Sichtfeld nach vorne bzw. nach hinten eingeschra¨nkt ist, nimmt die Anzahl
der relevanten Pfade mit hoher Doppler-Verschiebung in beiden Szenarien sehr
stark ab (Bild A.6(b) und (Bild A.6(d)). Lediglich im urbanen Gebiet entstehen
durch Mehrfachinteraktionen vereinzelt relevante Pfade mit relativ hoher Doppler-
Verschiebung. Sie liegen in Bild A.6(b) etwa zwischen −750Hz und −800Hz. A¨qui-
valente Pfade im Autobahnszenario, wie sie fu¨r die Antennenkonﬁguration aus
Bild A.3 zwischen −1300Hz und −1800Hz auftreten (vgl. Bild A.4(d)), bleiben
in der Regel aus. Zur Abscha¨tzung von fD,max kann bei beiden Szenarien (5.32)
direkt angewendet werden.
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SenderEmpfänger
Lkw
Antennenpositionen
Bild A.1: Position von Sende- und Empfangsantenne auf dem Fahrzeugdach
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(d) Projektion in der Doppler-Leistungs-
Ebene
Bild A.2: S(fD, ti) eines urbanen (a,b) und eines Autobahnszenarios (c,d) fu¨r die
Antennenpositionen aus Bild A.1
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SenderEmpfänger
Antennenpositionen
Fahrtrichtung
Bild A.3: Position von Sende- und Empfangsantenne im Außenspiegel
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(d) Projektion in der Doppler-Leistungs-
Ebene
Bild A.4: S(fD, ti) eines urbanen (a,b) und eines Autobahnszenarios (c,d) fu¨r die
Antennenpositionen aus Bild A.3
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SenderEmpfänger
Antennenpositionen
Bild A.5: Position von Sende- und Empfangsantenne in der Stoßstange
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(d) Projektion in der Doppler-Leistungs-
Ebene
Bild A.6: S(fD, ti) eines urbanen (a,b) und eines Autobahnszenarios (c,d) fu¨r die
Antennenpositionen aus Bild A.5
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A.3 Materialparameter
Die verwendeten Materialparameter sind in Tabelle A.3 aufgelistet. Bei allen
Materialien wird davon ausgegangen, dass ihre magnetischen Eigenschaften ver-
nachla¨ssigt werden ko¨nnen, d.h. ihre Permeabilita¨t µr wird allgemein zu µr = 1
gesetzt. Als Ackerboden dient Puerto-Rico-Boden mit 10% Wassergehalt [GW98],
wobei der Wassergehalt die entscheidende Gro¨ße darstellt. Die Oberﬂa¨chenrau-
igkeit σh von Geba¨uden wird etwas ho¨her als die des Straßenbelags angesetzt.
Das Verhalten von ideal leitendem Metall (PEC) wird durch ein sehr großes ε′′r,ges
angena¨hert. Fu¨r die Streuung an Ba¨umen werden die Elemente der Streufaktor-
matrix S¯ nach (4.51) aus der polarimetrischen RCS-Matrix σ¯0NIBS bestimmt. Letz-
tere ist fu¨r das C-Band aus [UD89] entnommen (σ0ss,NIBS = σ
0
pp,NIBS = −10 dB,
σ0sp,NIBS = σ
0
ps,NIBS = −16 dB). Die Werte geben das Ru¨ckstreuverhalten von oben
beleuchteter Baumkronen wieder. In erster Na¨herung ko¨nnen diese Werte auch fu¨r
das Streuverhalten dichter Ba¨ume von der Seite angesetzt werden. εr,ges und σh
sind fu¨r das Streumodell nicht relevant. Beim Wasser ist eine gewisse Verschmut-
zung durch das erho¨hte ε′′r,ges beru¨cksichtigt.
Tabelle A.3: Materialparameter bei 5,2GHz
εr,ges σh[mm] (Sss;Ssp;Sps;Spp) Quelle
Ackerboden 6− j0,6 30 - [GW98], [Do¨t00]
Beton (Straße) 5− j0,1 0,4 - [Did00], [Sch98]
Beton (Geba¨ude) 5− j0,1 1 - -
Glas 6− j0,006 0 - [ZSW97], [Bal89]
Kunststoﬀ 2,5 − j0,005 0 - [Did00]
Metall (PEC) 1− j1010 0 - -
Vegetation - - (1,6; 0,8; 0,8; 1,6) [UD89]
Wasser 80− j40 0 - [GW98]
A.4 Verkehrs- und Umgebungsparameter
In den folgenden Tabellen sind die verwendeten Verkehrs- und Umgebungspara-
meter zusammengefasst.
A.4.1 Abmessung der implementierten Fahrzeugmodelle
Tabelle A.4 zeigt die Abmessungen der verwendeten Fahrzeugtypen (sie-
he Bild 2.4). Die Maße sind Mittelwerte ga¨ngiger Fahrzeuge verschiedener Fahr-
zeughersteller. Als Bodenfreiheit wird die Achsho¨he des Fahrzeugs angenommen.
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Tabelle A.4: Fahrzeugabmessungen
Fahrzeugtyp Gesamtho¨he [m] Breite [m] La¨nge [m] Bodenfreiheit [m]
Klein-Pkw 1,35 1,75 3,50 0,25
Pkw 1,40 1,80 4,20 0,30
Kombi-Pkw 1,40 1,80 4,70 0,30
Van 1,80 1,80 4,70 0,30
Kleintransporter 2,40 2,00 5,30 0,30
Lkw 3,80 2,50 12,00 0,50
A.4.2 Verkehrsparameter
Alle Kanalsimulationen werden fu¨r die Verkehrsumgebungsklassen urbanes Gebiet
und Autobahn durchgefu¨hrt. Im Falle des urbanen Gebietes wird eine vierspuri-
ge Hauptverkehrsstraße angenommen. Die Autobahn besteht insgesamt aus sechs
Fahrspuren. In Tabelle A.5 sind die Abmessungen der verwendeten Straßentypen
aufgelistet, wobei NSp die Anzahl der Fahrspuren, BSp die Spurbreite, BMS die
Breite des Mittelstreifens und BRS die Breite des Seitenstreifens bezeichnet. In
der urbanen Umgebung werden der Gehweg und ein freier Bereich zum Parken
dem Seitenstreifen zugerechnet. Als Grundlage fu¨r die verwendeten Maße dienen
ga¨ngige Regelquerschnitte (RQ) von Straßen [Nat03] (vgl. Abschnitt 3.1.1).
Tabelle A.5: Abmessungen der verwendeten Straßentypen
Verkehrsumgebung NSp BSp[m] BMS[m] BRS[m]
urbanes Gebiet 4 3,00 - 4,50
Autobahn 6 3,75 5,00 4,75
Tabelle A.6 ziegt die relevanten Eingabeparameter des Verkehrsmodells fu¨r die
beiden Straßentypen. Die verschiedenen Fahrspuren weisen dabei unterschiedliche
Parameter auf. Bei beiden Straßentypen wird von einer hohen Verkehrsbelastung
ausgegangen. DFzg gibt die durchschnittliche Anzahl der Fahrzeuge pro Stunde an,
Tabelle A.6: Eingabeparameter fu¨r das Verkehrsmodell
Verkehrsumgebung DFzg [Fzg/h] Lkw[%] µv,Pkw[km/h] µv,Lkw[km/h]
urbanes Gebiet
linke Spur
rechte Spur
1000
1000
5
40
50
50
50
50
Autobahn
linke Spur
mittlere Spur
rechte Spur
1000
1000
1000
0
5
40
120
120
100
-
90
80
181
Anhang
die eingangs der Simulationsstrecke auf der jeweiligen Fahrspur generiert werden.
Die Werte in der zweiten Spalte von Tabelle A.6 zeigen hierbei den prozentualen
Anteil an Lkws. µv,Pkw und µv,Lkw bezeichnen die Mittelwerte der Wunschge-
schwindigkeit von Pkws und Lkws (vgl. Abschnitt 2.2.2). Die Wunschgeschwin-
digkeit vW ist eine normalverteilte Zufallsgro¨ße und wird jedem Fahrzeug separat
zugewiesen. In der urbanen Umgebung wird die zugeho¨rige Standardabweichung
σv auf 5 km/h und auf der Autobahn auf 15 km/h gesetzt. Die untere und die obe-
re Grenze von vW ergeben sich aus den als sinnvoll erachteten Werten 0,8µv bzw.
1,4µv .
A.4.3 Wahrscheinlichkeitsverteilung und Abmessung der
Umgebungsobjekte
In Tabelle A.7 sind die Auftrittswahrscheinlichkeiten der Umgebungsobjekte fu¨r
die beiden Umgebungsklassen urbanes Gebiet und Autobahn aufgelistet. Es wird
hierbei zwischen der in Abschnitt 3.1.2 eingefu¨hrten Zone 2 und Zone 3 der Stra-
ßenumgebung unterschieden. Soweit mo¨glich sind die Zahlenwerte der Literatur
entnommen [Do¨t00], [Rit01]. In den u¨brigen Fa¨llen werden realistische Annahmen
gemacht. Bei der Wahl des Typs des parkenden Fahrzeugs wird allgemein von ei-
nem 5%igen Anteil an Lkws ausgegangen [Bund05]. Die restlichen 95% setzen sich
zu gleichen Anteilen aus den verschiedenen Pkw-Typen zusammen (vgl. Bild 2.4).
Tabelle A.7: Objektwahrscheinlichkeiten der Verkehrsumgebungsklassen urbanes
Gebiet und Autobahn
Umgebungsobjekt urbanes Gebiet Autobahn
Zone 2
Freiraum
parkendes Fzg
Verkehrsschild
0,47
0,5
0,03
0,99
0,0
0,01
Zone 3
Baum
Freiraum
Geba¨ude
0,05
0,05
0,9
0,9
0,1
0,0
Bei der Generierung der Umgebung unterliegen einige Umgebungsobjekte
bezu¨glich ihrer Maße und/oder ihres Abstandes zur Straße statistischen
Schwankungen. Die entsprechenden Parameter der zugeho¨rigen Verteilungsfunk-
tionen fu¨r diese Objekte sind in Tabelle A.8 zusammengefasst. hO bezeichnet da-
bei die Ho¨he, lO die Ausdehnung (La¨nge) und tO die Tiefe des entsprechenden
Objekts. dO ist der Abstand des Objekts zur inneren Grenze der jeweiligen Zone.
Bei Zone 2 ist dies der Abstand zur Fahrbahn und bei Zone 3 der Abstand zum
Seitenstreifen. hO und dO gehorchen einer Normalverteilung, wobei die Werte in
Klammern den Mittelwert, die Standardabweichung und den Minimal- bzw. Ma-
ximalwert darstellen. lO und tO sind exponentiell verteilt und weisen zudem die
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Tabelle A.8: Statistische Parameter der entsprechenden Umgebungsobjekte
Umgebungsobjekt hO[m] lO[m] bzw. tO[m] dO[m]
Zone 2
Freiraum
parkendes Fzg
-
-
(0,055; 1/8)
-
-
(0,5; 0,5; 0,2/1,0)
Zone 3
Baum, Autobahn
Baum, urban
Freiraum
Geba¨ude
(20; 0,5; 10/30)
(20; 0,5; 10/30)
-
(14; 3,5; 4/25)
(0,2; 1/10)
(0,2; 1/10)
(0,055; 1/100)
(0,055; 8/80)
(10; 1; 5/15)
(0; 1; 0/5)
-
(0; 2,5; 0/20)
gleichen Verteilungsparameter auf. Der erste Wert in der Klammer ist der Parame-
ter λ der Exponentialverteilung [BSMM99]. Die beiden anderen Werte geben den
Minimal- bzw. Maximalwert an. Fu¨r parkende Fahrzeuge sind die Abmessungen
vorgegeben und in Tabelle A.4 aufgelistet. Das Objekt Freiraum besitzt nur eine
Breite hB und beginnt direkt an der entsprechenden Zonengrenze.
Verschiedene Umgebungsobjekte haben ﬁxe Gro¨ßen und Absta¨nde zur Straße.
Die entsprechenden Abmessungen zeigt Tabelle A.9. hBO gibt dabei die Bodenfrei-
heit der Objekte an. Die a¨ußeren Leitplanken einer Straße beﬁnden sich in 0,25m
Abstand zum Seitenstreifen. Ist ein Mittelstreifen vorhanden, werden sie auf die-
sem 0,25m entfernt zur linken Fahrspur platziert. Die Ausdehnung der Leitplanken
ergibt sich aus der La¨nge des generierten Verkehrszenarios. Auf der Autobahn be-
ﬁnden sich die großen Verkehrsschilder 0,5m neben dem Seitenstreifen. In einer
urbanen Umgebung liegt die Position der kleinen Verkehrsschilder 0,5m neben der
Fahrbahn. Alle Schilder inklusive der Leitplanken werden als unendlich du¨nn an-
genommen. Sowohl die Bru¨ckenpfeiler als auch die Pfosten der Schilderbru¨cken
stehen 0,3m hinter dem Seitenstreifen. Die Ausdehnung lO der Bru¨cken und Schil-
derbru¨cken ha¨ngt von der verwendeten Straßenbreite ab.
Tabelle A.9: Fixe Abmessungen der entsprechenden Umgebungsobjekte
Umgebungsobjekt hO[m] h
B
O[m] lO[m] tO[m]
Zone 2
Leitplanke
Schilderbru¨cke
Schild gr., Autobahn
Schild kl., urban
0,30
2,50
1,50
0,50
0,50
5,00
1,80
2,00
-
-
2,00
0,50
-
-
-
-
Zone 3 Bru¨cke 1,00 5,00 - 8,00
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A.5 Parameter der Messantenne
Fu¨r die Messungen in Kapitel 6 wurden am Sender und am Empfa¨nger baugleiche
λ/4-Monopole mit vertikaler Polarisation verwendet. Bild A.7(a) zeigt den Aufbau
der Antenne. Der Monopol hat eine Ho¨he von 1,3 cm und verbreitert sich konisch
von 3mm auf 7mm. Die Grundplatte hat einen Durchmesser von 7,2 cm. U¨ber
einen SMA-Anschluss wird die Antenne gespeist. Der Betrag | CM| der zugeho¨ri-
gen gemessenen Richtcharakteristik in der E-Ebene ist in Bild A.7(b) dargestellt.
Verursacht durch die Grundplatte, liegt das Maximum der Richtcharakteristik bei
θ ≈ 45◦. In horizontaler Richtung (θ = 90◦) vermindert sich | CM| um ca. 5 dB.
Die Richtcharakteristik der H-Ebene ist, bedingt durch die Rotationssymmetrie
der Antenne, na¨herungsweise konstant. Der Gewinn GM der Antenne betra¨gt etwa
3,6 dBi. Bei der Messfrequenz fHF = 5,2GHz hat der Betrag |S11| des Reﬂexions-
faktors am Eingang der Antenne einen Wert von −16 dB. |S11| ist zwischen etwa
4,0GHz und 6,5GHz kleiner als −10 dB.
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Bild A.7: Aufbau und Richtcharakteristik der Messantenne
Fu¨r die Simulationen in Kapitel 6 wird die gemessene Richtcharakteristik der
E-Ebene aus Bild A.7(b) verwendet. In der H-Ebene wird | CM| als konstant ange-
nommen.
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