Abstract In health studies, questionnaire items are often scored on an ordinal scale, for example on a Likert scale. For such questionnaires, item response theory (IRT) models provide a useful approach for obtaining summary scores for subjects (i.e., the model's random subject effect) and characteristics of the items (e.g., item difficulty and discrimination). In this article, we describe a model that allows the items to additionally exhibit different within-subject variance, and also includes a subject-level random effect to the within-subject variance specification. This permits subjects to be characterized in terms of their mean level, or location, and their variability, or scale, and the model allows item difficulty and discrimination in terms of both random subject effects (location and scale). We illustrate application of this location-scale mixed model using data from the Social Subscale of the Drinking Motives Questionnaire assessed in an adolescent study. We show that the proposed model fits the data significantly better than simpler IRT models, and is able to identify items and subjects that are not well-fit by the simpler models. The proposed model has useful applications in many areas where questionnaires are often rated on an ordinal scale, and there is interest in characterizing subjects in terms of both their mean and variability.
Introduction
In health studies, ordinal outcomes are often used to represent, for example, severity of illness, pain levels, or symptomatology (e.g., none, mild, moderate, severe). The ordinal logistic regression model, described as the proportional odds model by McCullagh (1980) , is a popular model for analyzing such ordinal outcomes. For multilevel data, where observations are nested within clusters (e.g., classes, schools, clinics) or are repeatedly assessed across time, mixed-effects regression models are often used to account for the dependency inherent in the data (Hedeker and Gibbons 2006) , and several authors have developed logistic and/or probit mixed-effects models for ordinal data (Ezzet and Whitehead 1991; Agresti and Lang 1993; Hedeker and Gibbons 1994) . Tutz and Hennevogl (1996) and Johnson (2003) extend these mixed ordinal regression models by additionally allowing the model thresholds to be treated as random effects.
Logistic models for ordinal outcomes typically include the proportional odds assumption (or its equivalent under the probit link function) for model covariates. For an ordinal response with C categories, this assumption requires that the effect of an explanatory variable is the same across the C À 1 cumulative logits of the model, or proportional across the cumulative odds. In the context of an ordinal mixed model, Hedeker and Mermelstein (1998) extended this to allow for non-proportional odds for all or a subset of the explanatory variables. A similar extension is described in Saei and McGilchrist (1998) , who allow non-proportional time effects in panel studies. In this approach, explanatory variables are allowed to have varying effects on the C À 1 cumulative logits. Thus, for a particular explanatory variable, C À 1 regression coefficients are estimated. These additional parameters reflect different location effects of the explanatory variables.
A somewhat different extension of the proportional odds model is described by Tosteson and Begg (1988) . Here, in the context of receiver operating characteristic (ROC) analysis, the scale of the effects of explanatory variables is allowed to vary. In other words, the underlying variance of the logistic distribution can vary as a function of model covariates. McCullagh and Nelder (1989) refer to this extended model for ordinal data as a generalized ''rational'' model. Toledano and Gatsonis (1996) use this extension in describing generalized estimating equations (GEE) analysis of correlated ROC data, while Ishwaran and Gatsonis (2000) build upon this approach using Bayesian methods.
For cross-sectional data, Cox (1995) brought together these extensions of the proportional odds model into what he termed location-scale cumulative odds models. further developed this approach within a mixed model framework for longitudinal ordinal data. The inclusion of scale parameters within the mixed model is particularly advantageous because it allows modeling of both the within-subjects (WS) and between-subjects (BS) variances. Extending this, Hedeker et al. (2009) described a mixed model for variance modeling of longitudinal ordinal data that also included a random subject effect to the WS variance model.
In this paper, we build upon the model of Hedeker et al. (2009) to develop a mixedeffects location-scale model for ordinal questionnaire data, and propose a model with four types of item parameters: difficulty, discrimination, scale, and scale discrimination. Additonally, a random subject effect is included in the WS variance specification to allow the WS variance to vary at the subject level. Thus, the model includes two random subject effects that represent a subject's location and scale. These random effects are allowed to be correlated. Data from an adolescent study are used to illustrate application of the proposed 4-parameter location-scale model for ordinal questionnaire data.
The article is organized as follows. Section 2 describes the mixed-effects proportional odds model as applied to questionnaire data, and the extentions of it that lead to the proposed 4-parameter location-scale model. Estimation aspects are described in Sect. 3. Section 4 presents the results of a small simulation study. The adolescent dataset and questionnaire used to illustrate the model is presented in Sect. 5, as are the results of analysis using the proposed model. Section 6 gives details of how differential item functioning (DIF) can be incorporated into the model, including an examination of DIF by gender. Finally, in Sect. 7, we discuss and summarize features of the model and our application.
Mixed-effects proportional odds model
Consider the ordinal response Y ij of subject i (i ¼ 1; 2; . . .; N) on item j (j ¼ 1; 2; . . .; n i ). Although the given questionnaire has n items, in what follows we do not assume that all subjects respond to all n items, but rather to a subject-specific number n i . We do assume that all of the items have C ordered response categories, though this could be generalized to allow for different numbers of categories for each item. An ordinal proportional odds random-intercept model for the response of subject i to item j in category c can be written as:
Here, P ijc ¼ PrðY ij c j hÞ represent the (conditional) cumulative probabilities for the C categories of Y, x j is an n Â 1 vector of item indicators, b is an n Â 1 vector of ''item difficulty'' parameters, d is an n Â 1 vector of ''item discrimination'' parameters, and a 1 \a 2 \. . .\a CÀ1 are strictly increasing thresholds or intercepts. Here, because of the inclusion of all n item difficulty (b) parameters, one of the thresholds must be set to zero for identification; we arbitrarily set a 1 ¼ 0. The random subject effect h i is distributed in the population following a standard normal distribution (i.e., as N(0, 1)).
Though not parameterized in exactly the same way, the above model is akin to Samejima's model for graded response data (Samejima 1969) . In particular, in IRT models, it is common for the item difficulty parameters (b) to be centered around zero, with negative (positive) values indicating easier (harder) items. As written above, a more positive b would indicate an item that is endorsed in the higher ordinal response categories. Similarly, in IRT models it is common to center the discrimination parameters (d) multiplicatively around 1, but in the model above we do not impose this parameterization. Nonetheless, a greater d value would indicate an item that is related more strongly to the random subject effect h, or is better able to discriminate subjects in terms of the random effect. The item discrimination parameters can also be thought of as factor loadings, which indicate the degree to which the items load on the random subject effect. The differences in the common parameterization of the mixed and IRT models are more fully described in .
Item scaling
As described in Skrondal and Rabe-Hesketh (2004) , scale parameters can be added to allow the dispersion across the response categories to vary for each of the items. Health Serv Outcomes Res Method (2016) 16:117-131 119 log
where the submodel for scaling follows that of heteroscadastic regression models (Harvey 1976; Aitkin 1987) and is given as
Here, c are item scale parameters indicating dispersion across the ordered response categories. For identification, one item must be specified as the reference item, and so the item indicator vector x j and the item scale parameter vector c are both of size n À 1. The exponential function ensures a positive multiplicative factor, and so the resulting variances are positive. The c represent within-subjects (WS) or error variance parameters. Thus, another way to think of these parameters is that they allow the error variance to vary across items, and therefore represent the degree of relative item fit/misfit to the 2-parameter IRT model (i.e., the model represented by the numerator of the equation). Higher values of c j would indicate items that are relatively worse-fitting to the 2-parameter model.
Subject scaling and item discrimination of scale
As described in Hedeker et al. (2009) , the WS variance can also vary across subjects by including random subject scale effects x i :
These random scale effects x i are normally distributed in the population of subjects with mean 0 and variance r 2 x and, as such, represent log-normal subject-specific perturbations of WS variance. Akin to the item scale parameters, one can think of these as representing the degree of subject fit/misfit to the 2-parameter IRT model, additionally controlling for item fit/misfit. Similar to their counterparts h i , the random scale effects x i can be represented in standardized form, namely,
and so, h i and f i are each standard normal ''location'' and ''scale'' random effects indicating how a subject differs in terms of the mean and variance of his or her data, respectively. The correlation of these, denoted as q hf , indicates the association of location and scale in the population of subjects. Finally, one can also include item discrimination parameters of scale s, namely,
which indicate how well the items distinguish subjects of varying scale. These are akin to the item discrimination parameters d in that they can also be thought of as factor loadings. However, while the item discrimination parameters d indicate the degree to which the items load on the random subject location effect h, the item discrimination parameters of scale s indicate the degree to which the items load on the random subject scale effect f. Taken together, this leads to the proposed 4-parameter location-scale model for ordinal data in terms of the logit k ijc (of subject i, item j, and category c):
with thresholds a c ; item parameters b (difficulty), d (discrimination), c (scale), and s (scale discrimination); and subject parameters h i (location) and f i (scale). Again, for identification, only C À 2 thresholds and n À 1 item scale parameters are estimable (and so the vector x j is of size n À 1, whereas the vector x j for the other item parameters is of size n).
Estimation
Parameter estimation can be solved using maximum likelihood (ML). Let Y i denote the vector of responses from subject i, and let the vector h i represent the two random effects (i.e., h i and f i ). The probability of any response pattern Y i (of size n i ), conditional on the random effects h, is equal to the product of the probabilities of the item responses:
where
and WðÁÞ represents the logistic cumulative distribution function (cdf). Here, we assume that a subject's responses are independent given the random effects (i.e., the conditional independence assumption). The marginal density of Y i in the population is expressed as the following integral of the conditional likelihood 'ðÁÞ
where f ðhÞ represents the distribution of the random effects, namely a bivariate normal density. The marginal log-likelihood from the sample of N subjects is then obtained as log L ¼ P N i log hðY i Þ. Maximizing this log-likelihood yields ML estimates, which are sometimes referred to as marginal maximum likelihood estimates (Bock and Aitken 1981) because they are obtained by maximizing the marginal likelihood. For the analyses presented in this article, SAS PROC NLMIXED, which utilizes adaptive quadrature for integration of the random effects, was used and is detailed in the ''Appendix''. Additionally, empirical Bayes estimates of the random subject effects can be obtained from the procedure.
Simulation study
To evaluate the performance of the proposed model, a small simulation study was conducted. The specifications and parameter values for the simulation study were based on the example and data analysis presented in the next section. Specifically, 1000 datasets were simulated, each with 500 subjects and 4 item responses with 5 ordinal categories, according to the proposed 4-parameter model. For each dataset, the parameters of three models were estimated: a 2-parameter IRT model (with difficulty and discrimination), a 3-parameter model adding item scale, and the proposed 4-parameter model adding subject scale and item scale discrimination. The results for the 4-parameter model are presented in Table 1 , and the results for the 2-and 3-parameter models are in Table 2 . In these tables, bias is the difference between the average parameter estimate and the true value, coverage is the proportion of 1000 datasets in which the 95 % confidence interval included the true value, width is the average width of the 95 % confidence interval, and root mean squared error (rmse) for a given parameter g equals ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi E½ðĝ À gÞ 2 q . As can be seen from Table 1 , the parameters of the proposed model are well-estimated with low bias, good coverage, and low rmse. The confidence interval widths are generally larger for the scale parameters than for the location parameters (difficulty and discrimination). Conversely, from Table 2 , one can see that the results for the simpler 2-parameter model exhibit a great deal of positive bias, poor coverage, and higher rmse. Thus, if the data follow the proposed 4-parameter model and one uses the simpler 2-parameter model, the results can certainly be misleading. The 3-parameter model does considerably better, especially for the difficulty and discrimination parameters. However, the item scale parameters are poorly estimated with low coverage, relatively high rmse, and diminished confidence interval width. This finding agrees with results reported in Leckie et al. (2014) for a location-scale model of continuous outcomes, who also noted poor coverage and spurious precision for scale (regression parameter) estimates if the random scale effect was 
not included in the model. Thus, if one is interested in assessing item scale effects, it is important to allow for random subject scale effects in the model.
Adolescent study
Data from a natural history study of adolescent smoking (Dierker and Mermelstein 2010) are used to illustrate application of the mixed-effects ordinal location-scale model. Students included in this study were either in 9th or 10th grade at baseline, 55.1 % female, and self-reported on a screening questionnaire 6-8 weeks prior to baseline that they had smoked at least one cigarette in their lifetime. The majority (57.6 %) had smoked at least one cigarette in the past month at baseline. Although the focus of this study is primarily on smoking, information about other substance use was also collected. A total of 1263 students completed the baseline measurement wave. Following baseline, subjects were re-assessed at 6-month, 15-month, 2-, 4-, 5-year follow-ups. Here, we focus Cooper (1994) ). This timepoint was chosen because of the increased level of drinking. In all, there were 1025 subjects with item responses at this timepoint. The five items were answered on a 5-point Likert scale indicating a subject's level of endorsement (1=almost never, 2=some of the time, 3=half of the time, 4=most of the time, 5=almost always) of: (1) as a way to celebrate; (2) because it is what most of my friends do when we get together; (3) to be sociable; (4) because it is customary on special occasions; (5) because it makes a social gathering more enjoyable. Nearly all 1025 subjects answered all items, however one and three subjects did not answer items 4 and 3, respectively. Figure 1 displays the category response proportions for the five items. As can be seen, item 1 (drinking as a way to celebrate) has the largest proportion of responses in the higher categories, whereas item 4 (drinking because it is customary on special occasions) has the lowest. Four models of increasing complexity were fit to these data: (1) 1-parameter IRT model including only item difficulty parameters (b) and random subject location effects (h i ); (2) 2-parameter IRT model adding item discrimination parameters (d); (3) 3-parameter model adding item scale parameters (c); and (4) 4-parameter location-scale model adding item scale discrimination parameters (s), random subject scale effects (f i ), and location scale correlation (q hf ). Model (4) is the proposed model in Equation (7). Based on likelihood-ratio tests, each more complex model fit significantly better than the previous simpler model, and the proposed 4-parameter model fit best (v 2 6 ¼ 120; p\:001 comparing the 4-to the 3-parameter model). Table 3 lists the estimates and 95 % confidence intervals for the item parameters of the location-scale model. For the item scale estimates, the first item is the reference (unity) WS 2) because it is what most of my friends do when we get together; (3) to be sociable; (4) because it is customary on special occasions; (5) because it makes a social gathering more enjoyable. Categories: 1 ¼ almost never, 2 ¼ some of the time, 3 ¼ half of the time, 4 ¼ most of the time, 5 ¼ almost always variance, and the remaining item estimates are exponentiated to represent ratios relative to the first item. In terms of item difficulty, the first item (way to celebrate) is the most frequently endorsed in the higher categories, whereas items 2, 3, and 4 are less endorsed. Item 5 is of medium difficulty. As expected, the item difficulties agree with the impressions provided by the observed response proportions in Fig. 1 . The discrimination estimates also signal item 1 as a relatively poor discriminator of subject's location, whereas item 5 (social gathering more enjoyable) is the most discriminating item. For the item scale estimates, with item 1 as the reference item, all other items exhibit less scale than item 1, with the possible exception of item 4 (customary special occasions). As mentioned, these scale estimates give a sense of the degree to which the items fit the modeling in the numerator of Eq. (7), or in other words, the 2-parameter model. Thus, items 1 and 4 exhibit relatively worse fit, while items 2, 3, and 5 exhibit better fit. Finally, the scale discrimination estimates also single out item 1 as being a poor discriminator of subject scale. Taken together, item 1 is seen as a relatively poor item, whereas item 5 is perhaps the most useful item with moderate difficulty, good discrimination, low scale (error variance), and reasonable scale discrimination.
Turning to the random effects of the model (location h i and scale f i ); these are both distributed as standard normals in the population and allowed to be correlated. For this example, the random effect correlation is estimated at 0.20 (std err = 0.099) which suggests that subjects with higher (lower) location also have higher (lower) scale. Table 4 lists the empirical Bayes estimates of the random effects and the observed item responses for a few subjects with the highest, near-zero, and lowest estimates of the scale random effect. For comparison purposes, Table 4 also lists the location estimates that were obtained from the simpler 2-and 3-parameter models. Notice that the subjects with the highest scale all have rather extreme responses to the items, mostly 1s or 5s, and the location estimates vary quite a bit across the models. Conversely, those subjects with near-zero scale estimates have rather similar location estimates across models, as presumably their observed responses are more consistent with the simpler models. Finally, subjects with the lowest scale (most negative) give nearly the same response to all items, and their location estimates from the simpler models are slightly more positive.
Differential item functioning (DIF)
As detailed by Rijmen et al. (2003) , in the mixed model framework it is straightforward to examine differential item functioning (DIF). One simply adds in interactions of the item parameters with subject variables. For example, for the difficulty parameters, x gender interaction estimates (and 95 % confidence intervals) for the 4 parameters and each of the items. Gender was coded with females as the reference cell, so these estimates indicate the degree to which males differed from females. Significant gender effects are indicated if the confidence intervals do not include zero, with the exception of the item scale estimates, which were exponentiated to represent ratios. For the latter, intervals not including one represent significant gender effects. As can be seen, most of the significant effects are in terms of the difficulty parameters, where males have significantly higher levels on all items except the first. Otherwise, DIF is limited to three other parameters: the third item (to be sociable) is less discriminating of subject location for males, the fourth item (customary special occasions) exhibits less item scale for males, and the second item (what friends do together) is more discriminating of subject scale for males.
Summary
The proposed model extends previous work on ordinal scale probit factor models (Skrondal and Rabe-Hesketh 2004) and the ordinal mixed location-scale model (Hedeker et al. 2009 ). Four types of item parameters are included in the model (difficulty, discrimination, scale, and scale discrimination), as well as random subject location and scale effects. These random effects are allowed to be correlated. Estimates of the item scale parameters can be helpful in identifying items that are better or worse in terms of model fit. This can be particularly useful when one is constructing or refining quesitonnaires. Similarly, at the subject level, the random scale effects can be useful for detecting subjects with overly consistent or varying response styles. Covariates can be added to the model to examine whether such response styles are related to subjectlevel variables (e.g., demographic variables). Similarly, differential item functioning can be investigated by including interactions of covariates with the item parameters.
Results from a small simulation study indicated that the proposed model parameters were reasonably estimated using SAS PROC NLMIXED. Given that the data were simulated based on the proposed model, this was to be expected. However, estimates from the simpler 2-parameter model, in particular, were quite biased in the presence of item and subject scaling effects. The 3-parameter model estimates were more reasonable, however the item scale estimates were biased, exhibited poor coverage, and were overly precise in this case of random subject scale effects. This is perhaps not surprising as it is well-known that inferences for the (location) fixed effects are incorrect if a random subject (location) effect is not included in the model (Dorman 2008) . Essentially, ignoring the random subject effect in the within-subject variance assumes that the errors across the items are independent of subjects, which is clearly a dubious assumption.
The quesionnaire considered in this paper was the Social Subscale of the Drinking Motives Questionnaire, which consisted of five items answered on a 5-point scale. Items varied in terms of all four item parameters, and in particular item 1 (way to celebrate) was seen to be a relatively poor discriminator of both subject's location and scale, and exhibited the greatest degree of misfit (item scale). The random effect scale estimates were able to identify both consistent and erratic responders. Additionally, the location estimates based on the simpler 2-parameter model were fairly different for such erratic responders, relative to the location estimates from the proposed model. Differential item functioning was examined in terms of gender, and was present primarily in terms of the item difficulty parameters, where males were seen to more highly endorse all items except item 1 (way to celebrate).
The example and simulations presented here had a limited number of items. It is unclear how feasible this approach would be for a questionnaire with many items. We have fit the model to scales with more items, for example, a 10-item version of the Nicotine Dependence Syndrome Scale (Shiffman et al. 2004 ). However, for questionnaires with a large number of items the current approach may be computationally impractical or need to be improved upon. Certainly, SAS PROC NLMIXED can be slow to run, and users need to supply starting values, which can be challenging. Future work on application of this model to questionnaires with many items, say 50 or even 100, is necessary. Hopefully, this will make it possible to more easily apply this model to questionnaire data with many more items.
A related question concerns the sample size needed to estimate the proposed 4-parameter model. To address this, we repeated the simulation study but with subject sample sizes of 100, 200, and 300. Not surprisingly, results were poor for the N ¼ 100 simulation, with a fair degree of bias and poor coverage (between .84 and .92) of the item discrimination of scale parameters s. Results for the N ¼ 200 simulation were clearly better, but still exhibited some bias and non-optimal coverage (.91-.94) for the item discrimination of scale parameters. The results for the N ¼ 300 simulation were relatively similar to those presented in Table 1 for the N ¼ 500 simulation. Thus, based on this limited simulation study, it would appear that sample sizes of at least 300 subjects are recommended, though this may need to be increased for questionnaires with more items.
While the simulation study assumed that the four-parameter was the true model, it is also of interest to examine results if the true model was either the 2-or 3-parameter model. For this, we repeated the simulation study using these two simpler models as the true models. In both cases, we obtained estimates close to zero for most of the additional unnecessary parameters of the 4-parameter model, and reasonable estimates for the 2-and 3-parameter models. The one excpetion is that the first item discrimination of scale estimate (s 1 ) was badly biased (around 0.35 instead of 0.0). Also coverage was not ideal for the item discrimination of scale parameters, ranging from .80 to .88. However, comparing the 4-parameter model to the true 2-parameter model via likelihood ratio tests gave a rejection rate of 0.049, very close to the nominal 0.05 level. Similarly, comparing the 4-parameter model to the true 3-parameter model via likelihood ratio tests gave a rejection rate of 0.033. Finally, we also investigated whether misspecification of the mean function had an impact on the results. For this, we simulated data under the 2-parameter model, but also included two covariates, one each at the item and subjet level and both with effect sizes of 0.5 sd units. All three models (2-, 3-, and 4-parameter) performed poorly under this scenario, with no clear-cut difference between the models. Thus, it is important that the mean structure is correctly modeled to obtain reasonable item estimates.
Informed consent Informed consent was obtained from all individual participants included in the study.
Appendix: SAS PROC NLMIXED syntax
Below is a sample of syntax necessary to run the mixed-effects ordinal location-scale model described in this article. Uppercase letters are used for SAS specific syntax and lowercase letters are used for user defined entities. In terms of the variables used in this syntax, id is a subject identifier, y denotes the ordinal outcome and x1 to x3 are item indicators. Here, for simplicity, we illustrate the syntax consdering only three items and three response categories. The two cumulative logits are clogit1 and clogit2, and the two cumulative probabilities are cprob1 and cprob2. The random location effect is named theta, the random scale effect is zeta, and their correlation is corr. The location model is summarized by loc, while the scale model is given by scale.
PROC NLMIXED GCONV=1e-12; PARMS beta1=-.5 beta2=.3 beta3=.1 alpha2=1 delta1=1 delta2=1 delta3=1 gamma2=0 gamma3=0 tau1=1 tau2=1 tau3=1 corr=0; loc = beta1*x1 + beta2*x2 + beta3*x3 + (delta1*x1 + delta2*x2 + delta3*x3)*theta; scale = EXP(gamma2*x2 + gamma3*x3 + (tau1*x1 + tau2*x2 + tau3*x3)*zeta); Users must provide starting values for all parameters on the PARMS statement. To do so, it is beneficial to run the model in stages using estimates from a prior stage as starting values and setting the additional parameters to zero or some small value. For example, one can start by estimating a random-intercepts ordinal model with item difficulty (beta1-beta3), item discrimination (delta1-delta3), and threshold parameter (alpha2). Estimates of these parameters can then be specified as starting values in a model that adds in the WS variance parameters (gamma1-gamma3). Finally, the full model with the additional parameters (tau1-tau3 and cor) can be estimated. In practice, this approach works well with PROC NLMIXED, which sometimes has difficulties in converging to a solution for complex models. Furthermore, for complex models, it is sometimes the case that the default convergence criteria is not strict enough. In the above syntax, the convergence criteria is specified as GCONV=1e-12 on the PROC NLMIXED statement.
