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Abstract
In order to sample marginalized and/or hard-to-reach populations, resp-
ondent-driven sampling (RDS) and similar techniques reach their partici-
pants via peer referral. Under a Markov model for RDS, previous research
has shown that if the typical participant refers too many contacts, then the
variance of common estimators does not decay like O(n−1), where n is the
sample size. This implies that confidence intervals will be far wider than un-
der a typical sampling design. Here we show that generalized least squares
(GLS) can effectively reduce the variance of RDS estimates. In particu-
lar, a theoretical analysis indicates that the variance of the GLS estimator is
O(n−1). We then derive two classes of feasible GLS estimators. The first
class is based upon a Degree Corrected Stochastic Blockmodel for the un-
derlying social network. The second class is based upon a rank-two model.
It might be of independent interest that in both model classes, the theoreti-
cal results show that it is possible to estimate the spectral properties of the
population network from the sampled observations. Simulations on empiri-
cal social networks show that the feasible GLS (fGLS) estimators can have
drastically smaller error and rarely increase the error. A diagnostic plot helps
to identify where fGLS will aid estimation. The fGLS estimators continue to
outperform standard estimators even when they are built from a misspecified
model and when there is preferential recruitment.
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1 Introduction
Respondent-driven sampling (RDS) is a popular network-based approach to sam-
ple marginalized and/or hard-to-reach populations [Hec97]. RDS has become
particularly popular in HIV research because the populations most at risk for HIV
(e.g., people who inject drugs, female sex workers, and men who have sex with
men) cannot be sampled using conventional techniques. Several domestic and
international institutions use RDS to quantify the prevalence of HIV in at-risk
populations, including the Centers for Disease Control (CDC), the World Health
Organization (WHO), and the Joint United Nations Programme on HIV/AIDS
(UNAIDS) [WHO13]. The most recent review of the literature in 2015 counted
over 460 different RDS studies, in 69 different countries [WHS+15].
Because RDS collects samples from link-tracing the relationships in a social
network, adjacent samples are dependent. In a simulation study, [GS10] showed
how this can lead to highly variable estimates. Under independent sampling, the
variance of standard estimators decays like O(n−1). This implies that a sample
size of 4n will have a 50% smaller standard error than a sample of size n. How-
ever, this does not necessarily hold for RDS. Under a Markov model, [Roh15]
showed how the dependence induced by RDS can drastically inflate the variance
of traditional estimators, making it decay at a rate slower than O(n−1). This im-
plies that reducing the sampling error by 50% can require far more than 4 times as
many samples. This means that confidence intervals are much wider than under
independent sampling. Using the covariance function derived in [Roh15], this pa-
per studies the generalized least squares (GLS) estimator for RDS. Our theoretical
analysis establishes that the variance of the GLS estimator isO(n−1). We then de-
rive a feasible GLS (fGLS) estimator based upon the Degree Corrected Stochastic
Blockmodel. Two alternative estimators are derived. These estimators first con-
struct estimates about the spectral properties of the population social graph, which
might be of independent interest. Our fGLS estimators easily accommodate any
preliminary re-weighting of the data to adjust for the sampling biases that occur
in RDS (e.g. [VH08, Gil11]). We study these estimators with simulations and
propose a simple diagnostic plot to compare the different fGLS estimators.
A simple motivating example Figure 1 uses a model studied in [GS09]. In this
example, the population that we wish to sample is equally divided into two groups:
HIV+ and HIV-. The seed participant is selected uniformly at random. Starting
with the seed participant, every participant refers two additional participants (as
in a complete binary tree). The participant refers a person that matches their own
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HIV status with probability p and refers a person with the opposite status with
probability 1 − p. Each referral is independent. Using this sample, we wish
to estimate the proportion of the population that is HIV+ (i.e., 50%). Figure 1
compares two estimators, (i) the sample proportion and (ii) the GLS estimator
proposed in this paper.
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Figure 1: In this experiment, GLS provides dramatic improvements when the
sample is large and the correlation between samples (i.e. p) is high. Both axes are
on the log scale.
Under this sampling with replacement model, the variance of both the sample
proportion and the GLS estimator have closed form solutions. (See [GS09] and
the proof of Theorem 3.2.) Figure 1 gives the ratio of these formulas as a function
of the sample size n. There are three lines, corresponding to p = .6, p = .75,
and p = .9. In all cases, the lines are less than one, indicating that the GLS
estimator has a smaller variance than the sample proportion. Under this simulation
model, if p > .86, then the variance of the sample proportion decays slower than
O(n−1) [GS09, Roh15]. As Theorems 3.1 and 3.2 below show, the variance of the
GLS estimator converges to zero like O(n−1). So, as n increases, the bottom line
converges to zero. The other two lines, on the other hand, do not converge to zero.
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2 Preliminaries
The Markov model used in this paper is a straightforward combination of the
Markov models developed in the RDS literature (e.g. [Hec97, SH04, VH08] and
[GS09]).
The social network, G = (V,E) consists of the node set V = {1, . . . , N} and
the edge set E = {(i, j) : i and j can refer each other}. To simplify notation,
i ∈ G is used synonymously with i ∈ V . Unless otherwise noted, everything
below also applies to weighted graphs. Let wij be the weight of edge (i, j) ∈ E,
which models preferential recruitment as described in Section C. If (i, j) 6∈ E,
define wij = 0. If the graph is unweighted, then let wij = 1 for all (i, j) ∈ E.
Throughout this paper, the graph is undirected, i.e., wij = wji for all pairs i, j.
Define the degree of node i as deg(i) =
∑
j wij . For each node i ∈ G, let y(i) ∈ R
denote some characteristic of this node (e.g., the indicator of HIV status). We wish
to estimate the population average
µtrue =
1
N
∑
i∈G
y(i). (1)
We assume that the nodes are sampled with a Markov process that is indexed
by a rooted tree T (i.e., a connected graph with n nodes, no cycles, and a vertex
0). The seed participant is vertex 0 in T. To simplify notation, σ ∈ T is used
synonymously with σ belonging to the vertex set of T. For any node in the tree
σ ∈ T, denote σ′ ∈ T as the parent of σ (the node one step closer to the root).
Define the matrix P ∈ RN×N as
Pij =
wij
deg(i)
. (2)
Because the graph is undirected, P is a reversible Markov transition matrix with
a stationary distribution pi : G→ R. Our sample is the set of random nodes
{Xσ ∈ G : σ ∈ T},
where X0 is initialized with pi and each transitions Xσ′ → Xσ is independent with
P(Xσ = j|Xσ′ = i) = Pij, for i, j ∈ G.
Observe that T and G are distinct graphs: the nodes in T index the Markov pro-
cess while the nodes in G are its state space. Following [BP94], we refer to this
stochastic process as a (T, P )-walk on G.
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When the Xτ ’s sample the target population in G, we observe
Yτ = y(Xτ ) for τ ∈ T.
Under the stationary (T, P )-walk on G, the sample average of the Yτ ’s is an esti-
mate of
µ = E(Y0) =
∑
i
y(i)pii.
In general, µ 6= µtrue (where µtrue was defined (1)) and the sample average must
be adjusted with sampling weights in order to obtain an unbiased estimator of
µtrue. Define
ypi(i) =
y(i)
piiN
, Y piτ = y
pi(Xτ ).
The sample average of the Y piτ ’s is the inverse probability weighted (IPW) estima-
tor; it is an unbiased estimator of µtrue [HT52]. However, the weights piiN are
unknown and must be estimated with additional information, as we describe next.
Under the (T, P )-walk on G,
Npii =
Ndeg(i)∑
j deg(j)
=
Ndeg(i)
Nd¯
=
deg(i)
d¯
,
where d¯ = N−1
∑
j deg(j). The popular Volz-Heckathorn estimator replaces d¯
with the harmonic mean of those degrees [VH08]. Recall that T has n nodes and
define
H−1deg =
1
n
∑
τ∈T
1
deg(Xτ )
, pˆii = H
−1
degdeg(i), y
pˆi(i) =
y(i)
pˆii
,
and Y pˆiτ = y
pˆi(Xτ ). The Volz-Heckathorn estimator is the sample average of the
Y pˆiτ ’s and it is an asymptotically unbiased estimator of µtrue under the (T, P )-walk
on G.1
Remark 2.1. The next section will drop the superscript pi and pˆi in Y piτ and Y pˆiτ .
Using the Yτ ’s to construct the GLS estimator will lead to an unbiased estimator
of µ. In practice, before doing any of the GLS computations, one could replace
the Yτ ’s with Y piτ or Y
pˆi
τ in order to estimate µtrue. The simulations in this pa-
per use a reweighting that is similar to pˆi, but replaces H−1deg with a GLS estimate
1In practice, deg(i) is estimated by asking participants how many contacts they have. Recall
that deg(i) =
∑
j wij . If the graph is weighted, then the (T, P )-walk on G exhibits preferential
recruitment (as discussed in Section S1) and the number of contacts will not necessarily align with
deg, making the estimator biased.
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of E(1/deg(Xτ )). In [Gil11], sampling weights are estimated under an alterna-
tive, non-Markovian model. These weights could also be used before doing GLS
computations.
3 GLS for RDS
The GLS estimator is the weighted average of the Yτ ’s with smallest variance
[Ait36], i.e., it is the solution g∗ to
min
g
Var
(∑
τ∈T
gτYτ
)
such that
∑
τ∈T
gτ = 1. (3)
Because of the constraint that the weights gτ sum to one, the linearity of expecta-
tion, and the fact that the (T, P )-walk on G is stationary, the resulting estimator is
an unbiased estimate of E(Yτ ). Define the covariance matrix Σ ∈ Rn×n as
Σσ,τ = CovRDS(Yσ, Yτ ), (4)
which is assumed to be nonsingular. It can be seen that the solution to (3) depends
upon solving a system of equations involving the covariance matrix, namely that
g∗ = (xT1)−1xT where Σx = 1. (Throughout, we use the notation 1M for the all-
one vector of length M . We drop the length when clear from context.) If Y ∈ Rn
is the vector of Yτ ’s, then the GLS estimator can be expressed as
µˆGLS = (1TΣ−11)−11TΣ−1Y. (5)
The rest of this section contains our main theoretical results, which study how
VarRDS(µˆGLS) = (1TΣ−11)−1 (6)
decays with the sample size.
3.1 Main result
In our main result, we assume that T is a complete binary tree with n nodes, but
we expect the result to hold for more general tree topologies.
Theorem 3.1 (Main Result). Let {Xτ : τ ∈ T} be sampled from the (T, P )-walk
on G for a fixed N × N transition matrix P that is irreducible and reversible
with respect to a stationary distribution pi. If T is a complete binary tree with n
nodes, then the variance of the GLS estimator defined in (5) decays like O(n−1)
as n→∞.
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The proof, which is contained in Section E, does not directly compute the
variance of the GLS estimator. Instead, it proceeds by constructing an explicit
linear estimator and relies on the variational characterization (3) of µˆGLS. We em-
phasize that computing µˆGLS requires the covariance matrix Σ, which is typically
unknown. The next section proposes a technique to estimate Σ that is based upon
the Stochastic Blockmodel. We also point out that the result in Theorem 3.1 is
asymptotic and, as such, is only meaningful for n large enough.
Before moving on to practical estimators, we give a more precise result on the
constant in the O(n−1) by making further assumptions on the spectral properties
of P or of the features y. The eigenvectors of the reversible transition matrix P ,
denoted f1, . . . , fN : V → R, are real-valued functions of the nodes i ∈ G that
are orthonormal with respect to the inner product
〈fa, fb〉pi =
∑
i∈G
fa(i)fb(i)pii. (7)
(See, e.g., Lemma 12.2 of [LPW09].) We take the eigenfunction f1 corresponding
to the eigenvalue 1 to be the constant vector 1. Define β` = 〈y, f`〉pi for ` =
1, . . . , N and note that µ = β1 =
∑
i y(i)pii. Let λ1, . . . , λN be the eigenvalues of
P corresponding to f1, . . . , fN . For each node i ∈ G, y decomposes as follows
y(i) = µ+
N∑
`=2
〈y, f`〉pif`(i) =
N∑
`=1
β`f`(i). (8)
Under the (T, P )-walk on G, the covariance is stationary with auto-covariance
function
γ(d) =
N∑
`=2
β2`λ
d
` . (9)
That is, the covariance matrix has the form Σσ,τ = γ(d(σ, τ)), where d(σ, τ) is
the graph distance (i.e. minimum path length) between σ and τ in T [Roh15].
When the auto-covariance further simplifies to
γ(d) = β2λd, (10)
for some λ, β ∈ R, then we call the (T, P )-walk on G with feature y a rank-
two model. For instance, if rank(P ) = 2, then as the name suggests, we have a
rank-two model. In particular, all of the results in [GS09] are for such transition
matrices. Figure 1 in the introduction also studies such a rank-two model on two
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groups of people. There are other sufficient conditions for (10). For instance, if
y(i) = µ + β`f`(i) for all nodes i ∈ G, then we have a rank-two model because
βj = 〈y, fj〉pi = 0 for j 6∈ {1, `}.
Theorem 3.2. Under a rank-two model,
nVar(µˆGLS)→
(
1 + λ
1− λ
)
β2 as n→∞. (11)
This proof follows from the fact that under a rank-two model, Σ−1 has a closed
form expression (see Section E).
4 Using RDS to estimate the spectral properties of
the graph for feasible GLS
The feasible GLS (fGLS) estimator depends upon an estimated covariance matrix
Σˆ (e.g. see [Ame85]),
µˆGLS(Σˆ) = (1Σˆ−11)−11Σˆ−1Y. (12)
With this notation, observe that µˆGLS = µˆGLS(Σ).
In our setting, estimating Σ is equivalent to estimating γ(·). We propose and
compare several estimators for γ. An estimator based upon the Degree Corrected
Stochastic Blockmodel (DC-SBM) is derived in this section. Two additional es-
timators based upon the rank-two assumption are derived in Section D. The first
rank-two estimator, µˆauto, relies upon a plug-in estimator for the correlation be-
tween Yσ′ and Yσ (i.e., the auto correlation at lag 1). The second rank-two es-
timator, µˆ∆, relies upon plug-in estimators for the first and second differences,
E(Yσ′ − Yσ)2 and E(Y(σ′)′ − Yσ)2.
4.1 Estimating the spectral properties of a Stochastic Block-
model from an RDS
The Degree Corrected Stochastic Blockmodel is a generalization of the Stochastic
Blockmodel [HLL83, KN11]. Both are models for a random network with com-
munity structure. As the name suggests, the degree corrected model allows for
degree heterogeneity within the blocks.
7
Definition 1 (Degree Corrected Stochastic Blockmodel). Partition the N nodes
into K blocks with z : {1, 2, ..., N} → {1, 2, ..., K} and assign each node i a
value θi > 0 such that the θs sum to one within each block, i.e.,∑
i:z(i)=u
θi = 1, for all u ∈ {1, . . . , K}. (13)
The block membership of node i is z(i) and the parameter θi controls the degree
heterogeneity within each block. Let B be a symmetric K × K matrix such that
Bab ≥ 0 for all a, b ∈ 1, . . . , K. Under the Degree Corrected Stochastic Block-
model (DC-SBM),
P({i, j} ∈ E) = θiθjBz(i),z(j)
for all pairs i, j = 1, 2, ..., N and each possible edge is independent.
In much of the previous literature on the DC-SBM, the full network is ob-
served and we wish to estimate the partition z. In this paper, we presume that z is
observed on the sampled nodes in the (T, P )-walk on G and we wish to estimate
the spectral properties of P . This is reasonable in RDS because each participant
takes a survey which records several salient demographic variables (e.g., gender,
race, neighborhood, etc). In practice, the block labels should be chosen such that
they are highly autocorrelated from one referral to the next. Many RDS papers al-
ready report such statistics. For example, the original RDS paper [Hec97] presents
four empirical transition matrices on four different demographic partitions (i.e.,
race, gender, drug preference, and location).
The derivations below condition on the block labels z; only the graph G is
random. Let A ∈ {0, 1}N×N be the (random) adjacency matrix; Aij = 1 if and
only if (i, j) ∈ E. Define A ∈ [0, 1]N×N such that Aij = E(Aij) = P((i, j) ∈
E). DefineD ∈ RN×N as a diagonal matrix with (i, i)-th element∑j Aij . Define
P = D−1A as a population version of P .
The inspiration for the following estimators is based on a population version
of the chain and relies on three results. Define the matrix Qˆ ∈ RK×K such that
for any two blocks u, v,
Qˆuv =
1
n
× number of referrals from block u to block v. (14)
Proposition 4.1 below shows that Qˆ is an estimator ofB under a (T,P)-walk on G.
Then, Proposition 4.2 shows that a normalized version ofB has spectral properties
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that match the spectral properties ofP . Finally, under the DC-SBM, if the small-
est expected degree is growing fast enough, then P converges to P in spectral
norm (e.g., see [CR11]). So, estimates of the spectral properties ofP are similar
to the spectral properties of P . With these facts in mind, we propose estimating
the spectral properties of P with the spectral properties of a normalized version of
Qˆ. We let Z ∈ {0, 1}N×K be such that Zij = 1 if and only if z(i) = j.
Proposition 4.1. IfP is constructed from the DC-SBM and if Qˆ is computed via
a sample from the (T,P)-walk on G, then
E(Qˆ) = B/m,
where m = 1TB1.
Proposition 4.2. Define DB ∈ RK×K to be a diagonal matrix that contains the
row sums of B ∈ RK×K , i.e., DB = diag(B1K), and define BL = D−1/2B BD−1/2B .
Define U and Λ via the eigendecomposition,BL = UΛUT . Define β∗` = 〈y, f ∗` 〉pi∗ ,
where pi∗ is the stationary distribution ofP . Then, (i) the nonzero eigenvalues of
BL are identical to the nonzero eigenvalues ofP , (ii) the columns of
f ∗ =
√
mZD
−1/2
B U (15)
are eigenvectors ofP , and (iii) if X is sampled from pi∗, then
β∗` = E(y(X)f ∗` (X)), for ` ≤ K. (16)
The proofs of the propositions are given in Section E. We now introduce our
estimator of Σ and µ.
SBM-fGLS: Using z˜ : T → {1, . . . , K} as an observed partition of the nodes
(e.g., by demographic characteristics), the SBM estimator of Σ is computed with
the following steps. Each step uses a plug-in estimator using the previously de-
rived formulas. After the statement of the algorithm, the steps are matched to the
motivating equation.
For notational convenience, denote Yτ , z˜(τ), and deg(τ) as y(Xτ ), z˜(Xτ ), and
deg(Xτ ) for each sampled individual Xτ . Moreover, suppose a one-to-one map-
ping between the node set of T and {1, . . . , n}.
1) Compute Qˆ via (14) using the block memberships z˜(τ). Define Qˆ(S) =
(Qˆ+ QˆT )/2. This symmetrization ensures the eigenvalues are real-valued.
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2) Row and column normalize Qˆ(S), as QˆL = D
−1/2
Qˆ
Qˆ(S)D
−1/2
Qˆ
, where DQˆ =
diag(Qˆ1K) ∈ RK×K .
3) Take an eigendecomposition of
QˆL = Uˆ ΛˆUˆ
T . (17)
4) Compute fˆ = ZˆD−1/2
Qˆ
Uˆ , where Zˆ ∈ {0, 1}n×K contains Zˆij = 1 iff z˜(i) =
j.
5) For ` = 1, . . . , K, compute βˆ` = 1n
∑
τ Yτ fˆ`(τ), where fˆ`(τ) is the (`, τ)
element of fˆ .
6) Compute an estimate of the auto-covariance function as
γˆSBM(d) =
K∑
`=1
βˆ2` Λˆ
d
``.
7) Define sˆ2 to be the sample variance of the Yτ . For σ, τ ∈ T,
ΣˆSBMσ,τ =
{
γˆSBM(d(σ, τ)) if σ 6= τ
γˆSBM(0) + sˆ
2 if σ = τ ,
where sˆ2 provides for Tikhonov regularization in (ΣˆSBM)−1.
8) Define gˆ ∈ Rn to solve the system of equations Σˆsbmgˆ = 1.
9) Estimate E(Yτ ) with
∑
τ∈T gˆτYτ/
∑
τ∈T gˆτ .
Step 1) comes from Proposition 4.1. Steps 4) and 5) come from (15) and (16)
in Proposition 4.2. Step 6) comes from (9). In all of the plug-in formulas, it is
unnecessary to estimate m because we must only specify Σˆ up to a constant of
proportionality; this constant appears in both the numerator and denominator of
µˆfGLS in step 9.
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fGLS estimators reduce the RMSE when the outcome is hard to estimate
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Figure 2: These figures present the root mean squared error (RMSE) for the
SBM-fGLS estimator and the Volz-Heckathorn (VH) estimator. Each panel cor-
responds to a different outcome y. In each panel, the horizontal axis corresponds
to RMSE and the vertical axis corresponds to different schools, ordered by RMSE
of the VH estimator. Each line connects the RMSE for the SBM-fGLS to the
RMSE of the VH estimator. If the line is red, then SBM-fGLS has a smaller
RMSE.
5 Simulations
This section compares the SBM-fGLS estimator to the Volz-Heckathorn (VH) es-
timator via simulation. Each simulated sample is collected by tracing contacts in
social graphs collected in the National Longitudinal Study of Adolescent Health
(Add Health). In the 1994-95 school year, the Add Health study collected a na-
tionally represented sample of adolescents in grades 7-12. The sample covers 84
pairs of middle and high schools in which students nominated of up to five male
and five female friends in their middle/high school network [HHW+09]. In this
analysis, all contacts are symmetrized to create a social graph. Then, all graphs are
restricted to the largest connected component. Section A performs a similar sim-
ulation on the Colorado Spring Project 90 network [KPW+94]. These networks
were previously studied in [GS10] and [BMR16].
The RDS process is simulated without replacement. First, the seed node is
selected with probability proportional to node degree. Then, for each partici-
pant i, let Ri be an iid random variable with P (Ri = 0) = 1/6, P (Ri = 1) =
1/3, P (Ri = 2) = 1/3, P (Ri = 3) = 1/6. Each participant refers a group of
Ri contacts, selected uniformly at random from their contacts whom have not yet
participated. If the participant has fewer thanRi contacts eligible to refer, then the
participant refers all of their eligible contacts. This process continues one referral
wave at a time. The process stops when there are 500 participants. If the referral
process terminates before collecting 500 participants, then the process is restarted.
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These plots diagnose whether fGLS will improve estimation
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Figure 3: Each of these diagnostic plots is created from a single sample on the
school with the asterisk in Figure 2. We should prefer the fGLS estimators that
have a smaller ratio of standard errors (RSE) as defined in the text and displayed
on the vertical axis. The y corresponds to the SBM-fGLS estimator that constructs
the blocks from the outcome variable of interest. For the race and ethnicity out-
comes, z corresponds to the SBM-fGLS estimator that constructs the blocks with
all races and ethnicities observed in the sample. In each plot, there are (K − 1)-
many zs because SBM-fGLS estimates K − 1 eigenvalues; each of these K − 1
points has the same value on the vertical axis. For completeness, this plot in-
cludes the rank-two estimators µˆauto and µˆ∆ that are developed in Section S4 in
the SI. Under the rank-two model, the ratio of SE’s is completely determined by
the estimated eigenvalue; this is the grey line.
We restrict the analysis to the 29 different Add Health networks with at least 1000
nodes (i.e. twice the sample size). On each network, we collect 200 different RDS
samples.
We construct both SBM-fGLS and VH estimators for the proportion of stu-
dents of the four largest race and ethnicity categories (Asian, black, Hispanic,
white), the proportion of students in high school, and the proportion of students
that are male. The SBM-fGLS estimators for the race and ethnicity categories
were constructed with K = 6 blocks. The first four blocks are Asian, black, His-
panic, and white. Then, the fifth and sixth race/ethnicity categories come from
missing and multiple race/ethnicity. All other estimators were constructed with
K = 2 blocks, where the blocks were defined by the outcome variable.
In these simulations, the fGLS estimator reweights the outcome Y to adjust
for the sampling bias (akin to Remark 2.1), but with an fGLS estimate of the
normalizing constant E(1/deg(X)). We use SBM-fGLS to estimate this quantity,
using the same blocks as used to construct the estimator for the outcome of interest
(e.g. race and ethnicity). See Section G for a step-by-step construction of the
12
SBM-fGLS estimator.
Figure 2 shows the root mean squared error (RMSE) for fGLS and VH esti-
mators. Overall, the SBM-fGLS estimator has a substantially smaller RMSE for
the hard-to-estimate quantities. Each panel in Figure 2 has one line with an as-
terisk. These lines correspond to the same school, which has both (i) a referral
bottleneck between the white and black populations and (ii) a referral bottleneck
between the high school and middle school. None of the fGLS estimators model
both bottlenecks, yet they perform well.
5.1 Diagnostic plot
Figure 3 presents a diagnostic plot to evaluate the fGLS estimators using only data
that is observed in a single sample. This diagnostic plot was created from the first
simulated sample taken on the school that has the asterisk in Figure 2.
The horizontal axis in Figure 3 gives eigenvalue(s) of P estimated by the fGLS
technique. The vertical axis gives the plug-in estimate for the ratio of standard
errors,
RSE(Σˆ) =
√√√√V̂ar(µˆGLS(Σˆ))
V̂ar(µˆ)
=
√
(1T Σˆ−11)−1
n−11T Σˆ1
.
We should prefer the fGLS estimators that have a smaller ratio. Estimators with
smaller RSE detect more dependencies and thus make further reductions in the
variance. This is discussed in more detail in Section F. Notice how the fGLS
estimators have smaller ratios for the outcomes black, white, and high school.
These are the outcomes for which fGLS reduces the RMSE in Figure 2. For
Asian, Hispanic, and male, the ratio of SE’s is closer to one.
6 Summary
This paper derives and studies GLS and fGLS estimators that account for the
covariance between samples in a respondent-driven sample. Under the Markov
model where the covariance between samples is known, Theorems 3.1 and 3.2
show that the variance of the GLS estimator decays like O(n−1). To estimate the
covariance between samples, we use the fact that the covariance between adjacent
samples can be exactly specified in terms of the spectral properties of the Markov
transition matrix [VMBM13, KHRR15, Roh15]. These essential spectral proper-
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ties of the network can be estimated from the observed data under the DC-SBM
and the rank-two model.
Section 5 shows in simulations on the Add Health networks that the fGLS
estimates have smaller RMSE than VH estimates for hard to estimate quantities.
This simulation is performed under a more realistic model than the models used
in the technical results (Theorems and Propositions 3.1, 3.2, 4.1, 4.2). First, the
RDS is simulated on social graphs that were recorded in the Add Health study.
Second, the sampling is without replacement. The construction of the SBM-fGLS
estimates demonstrates that it is not necessary to model the entire network in order
to adequately model the correlation between samples. In particular, in many of
the schools, there are referral bottlenecks on both race/ethnicity and grade level.
It is not necessary to model both bottlenecks, only the one that is related to the
outcome of interest.
The diagnostic plots in Figure 3 help to determine whether the outcome of
interest is correlated in the observed sample. For quantities that are correlated
(e.g. race, ethnicity, and school), Figure 2 shows that fGLS estimates drastically
reduce the RMSE.
Sections B and C present two additional simulations to investigate the role
of (i) sample size, (ii) referral rates, (iii) alignment of the outcome y with the
blocks z, and (iv) preferential recruitment. The simulations show that if the out-
come of interest correlates or aligns with the underlying structure of the graph
and the referral rate is larger than the critical threshold identified in [Roh15], then
fGLS estimators can drastically reduce the variability of previous estimators. In
some simulations, the fGLS estimators have a smaller RMSE with 500 samples
than the VH estimators have with 1000 samples. While the fGLS estimators are
derived under a Markov model, all simulations were performed under a without-
replacement (i.e., non-Markovian) model. In this sense, all of the estimators ap-
pear robust to the Markovian model misspecification.
Neither the SBM-fGLS estimator constructed with the outcome of interest,
nor µˆauto require any additional information. In the simulations, they rarely in-
crease the RMSE and sometimes drastically reduced the RMSE. Moreover, the
diagnostic plots help to identify when these estimators have detected correlation
in the sample. Finally, Section C shows that these benefits continue to hold under
preferential recruitment, where all of the estimators become highly biased.
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A Simulation on network from Colorado Springs
Project 90
Between 1988 and 1992, a study funded by the United States Centers for Dis-
ease Control and Prevention mapped the HIV transmission network among in-
jection drug users and sex workers in Colorado Springs. We use the largest
connected component of this graph which contains 4,430 individuals and 18,407
edges [KPW+94, WRP+94, RWP+95, PWM+04]. We simulate the RDS process
the same as was done on the Add Health networks in the main text, with one ex-
ception. Because this network is much larger, we also include a simulation for
a sample size of 1000. We use the SBM-fGLS estimator where the blocks are
constructed with each outcome variable. For each trait that we estimate, there are
K = 2 blocks.
There are several traits recorded on each individual. If a value was missing
for an individual, then we presume that the individual does not have that trait.
We include all traits which for which at least 5% of the population has that trait.
Previous research in [GS10] has show that it is particularly difficult to estimate
the proportion of individuals that are black. This is again confirmed in Figure 4.
Moreover, Figure 4 shows that fGLS reduces the RMSE for this quantity.
Figure 5 presents a histogram of the RSE over the 200 simulated samples.
RSE was defined in the main text (and is also in Equation (40) below). This is
the value along the vertical axis in the diagnostic plot. Figure 5 shows that RSE
is much smaller when estimating the proportion of individuals that are black. For
the other traits, the RSE is much closer to one. As such, the diagnostic plot again
selects the variable for which it is most beneficial to use fGLS.
Figure 5 shows that the actual values of RSE overstate how much fGLS re-
duces the standard error. As discussed in Section F, RSE should not be considered
as an estimator because it is biased. However, as a diagnostic quantity, it success-
fully identifies the variables that benefit from fGLS.
B Simulation with simulated network
Figure 6 is a reprint of Figure 1 from [Hec97]. It shows the referral tree which
reached 112 injection drug users in Eastern Connecticut of various races, genders,
and towns. In addition to reporting T, the figure also reports the race, gender,
and town of each of these 112 participants. In order to create a more realistic
simulation, but also investigate and control key elements of the network, we use
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Figure 4: These figures presents the root mean squared error (RMSE) for the
SBM-fGLS estimator and the Volz-Heckathorn (VH) estimator on seven different
traits and for two different sample sizes. The panel corresponds to a sample size
of 500 and the right panel corresponds to a sample size of 1000. In each panel, the
horizontal axis corresponds to RMSE and the vertical axis corresponds to different
traits, ordered alphabetically. Each line connects the RMSE for the SBM-fGLS to
the RMSE of the VH estimator. If the line is red, then SBM-fGLS has a smaller
RMSE.
the data in this figure to pick (i) parameter settings to generate the underlying
social network G and (ii) parameter settings to generate a referral tree T.
The tree in Figure 6 gives three demographic measurements on each individ-
ual. Hence, we constructed three different versions of the matrix Qˆ, one for each
of the three demographic variables. Among these three matrices, race produced
the most divisive bottleneck, as measured by the second largest eigenvalue of the
matrix QˆL from step (2) of the SBM-motivated algorithm above. Table 1 gives
the matrix nQˆ for the partition on race. The simulations below use this Qˆ to
parameterize the simulation of G (in view of Proposition 4.1).
Everything that follows uses the symmetrized version of Qˆ, (Qˆ + QˆT )/2. To
make the expected degree equal to 30, setB = 30NQˆ. The proportion of nodes in
each of the three blocks was chosen to be proportional to the row sums of QˆL (as
defined in Step 2 of the SBM estimation of Σ). The resulting block proportions
(pb, pw, ph) ≈ (.13, .33, .53) are close to the empirical proportions (.17, .29, .54).
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Table 1: Matrix nQˆ counts transitions between B, W, H.
B W H
B 5 5 2
W 7 46 1
H 4 8 28
We set θi = .3 + wi, where wi are independent Gamma(shape = 200, rate =
300). The .3 prevents isolated nodes (i.e., nodes of degree zero), while the Gamma
distribution ensures some degree heterogeneity within blocks. After this sampling,
the θis in the same block were scaled to sum to one (consistently with (13)). Using
these settings, an underlying network G was sampled from a DC-SBM with N =
20, 000 nodes.
We examined three different feature vectors, each with µtrue ≈ .66: y(a) is
aligned with z, y(c) is correlated with z, and y(u) is uncorrelated with z. Specifi-
cally, for each node i ∈ G,
y(a)(i) =

1 z(i) = B
1 z(i) = W
0 z(i) = H
, y(c)(i) ∼

Ber(.7) z(i) = B
Ber(.1) z(i) = W
Ber(.9) z(i) = H
and y(u)(i) ∼ Ber(.66), where Ber(p) is the Bernoulli distribution with probability
p.
The referral tree in [Hec97] contains only 112 participants. To investigate
other sample sizes, it was necessary to generate larger referral trees (i.e., ones
with more samples). We modified the empirical offspring distribution from the
tree on 112 participants and simulated Galton-Watson trees, where each individ-
ual refers an i.i.d. number of participants. There are two simulation settings for
two different referral trees. The two trees are Galton-Watson trees generated from
two different offspring distributions. The first offspring distribution is created by
removing all of the zeros from the empirical offspring distribution. It has expected
value≈ 2.36. The second offspring distribution is created by reintroducing 15 ze-
ros. It has expected value ≈ 1.78. The Markov matrix P corresponding to the
underlying network G above has λ2 ≈ .73. Hence, when the expected value of
the offspring distribution exceeds 1/λ22 ≈ 1.88, the variance of previous estima-
tors does not decay like n−1 under the (T, P )-walk on G [Roh15]. As such, one of
the simulated trees exceeds this threshold and one does not. Importantly, the sim-
ulation below is not a (T, P )-walk on G. Instead, it samples without replacement,
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as described in the next paragraph.
The simulations were performed by simulating one network of size N =
20, 000 and two referral trees of size n = 1000 (one tree for each of the two dif-
ferent offspring distributions). Then, with each of the two trees, we simulated 300
different RDS samples as follows. The seed node was selected uniformly. Then,
each participant referred a group of friends uniformly at random from their friends
that had not yet participated (Section S1 performs the simulation with preferential
recruitment). This sample is not a (T, P )-walk on G because it samples without
replacement. If a participant did not have enough friends to make their referrals,
then the process was restarted. This happened in three of 603 total samples.
We evaluate the performance of the estimators for three different values of the
sample size, n = 100, 500, 1000. To create samples of n = 100 and n = 500, we
used the first 100 and 500 samples in the trees of n = 1000.
We compared six different estimators. The first two estimators do not adjust
for the covariance: the Volz-Heckathorn estimator µˆVH and the sequential sam-
pling estimator µˆSS [Gil11]. Computing µˆSS requires an estimate of the popula-
tion size which is set to be the true value N = 20, 000. The other four estimators
are fGLS estimators. The fGLS estimators µˆauto and µˆ∆ are based upon the rank-
two model, which is misspecified with the outcome y(c). These estimators are
described in the SI (Section SI2). The first SBM-fGLS estimator µˆY is based
upon a misspecified Stochastic Blockmodel for the underlying graph; it estimates
the blocks with the outcome y(a), y(c), or y(u) (i.e. HIV status), depending on the
simulation setting. Said another way, z˜ = Y .
The second SBM-fGLS estimator µˆZ uses the correctly specified Stochastic
Blockmodel. It sets z˜ = z (i.e., the blocks were correctly specified with race).
All of these fGLS estimators use the Volz-Heckathorn weights, pˆi. The fGLS
estimators µˆauto, µˆ∆, and µˆY are based upon misspecified models for Σ. Both
of the SBM-fGLS estimators use the Volz-Heckathorn sampling weights, where
the normalizing constant E(1/deg(X)) is estimated via fGLS. This matches the
construction of the estimators in the main paper and is more fully described in
Section G.
Figure 2 shows that in certain settings, the fGLS estimators have a smaller
the root mean squared error (RMSE) than the VH and SS estimators. In the top
row of plots (corresponding to the smaller referral rate) the fGLS estimators do
not improve upon the previous estimators because the simulation is below the
critical threshold identified in [Roh15]. As such, Var(µˆV H) should converge at
rate O(1/n). Importantly, the fGLS estimators do not increase the RMSE in this
regime. In the bottom right panel fGLS drastically reduces the RMSE of the
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previous estimators. This corresponds to the simulation setting where the outcome
is aligned with the blocks (i.e. y(a)) and the largest referral rate. In this panel, all
the fGLS estimators with 500 samples have a smaller RMSE than the VH and SS
estimators with 1000 samples. Across all other settings, the fGLS estimators never
have a larger RMSE than the VH and SS estimators; importantly, this holds even
when the fGLS estimators are based upon misspecified models. In this simulation,
we are not sampling a very large proportion of the population. So, the results for
µˆSS and µˆVH are indistinguishable in Figure 7.
C The benefits of fGLS are robust to preferential
recruitment
In the simulations from the last section, the correlation between samples comes
from the fact that friends in the underlying population are likely to have the same
value of y(i). This is called “homophily.” Another potential source of correlation
that the previous simulations do not include is preferential recruitment, where
participants are more likely to refer a friend that shares the same value of y(i).
Recall that in the definition of P in Eq. (2) in the main text, the probability of a
referral from i to j is proportional to wij . Preferential recruitment can be modeled
in the (T, P )-walk on G by allowing for edges in the graph to have heterogeneous
wijs; refer to such a (T, P )-walk on G as a preferential (T, P )-walk on G.
In the previous simulations, the network was unweighted, wij = 1 for all
(i, j) ∈ E. To examine the effects of preferential recruitment, we performed
another simulation using the same network, with one modification: if (i, j) ∈ E
with z(i) = z(j) = h, then wij = 10. With this, samples in block h were much
more likely to refer other samples in block h. This simulation used the same Ts
from the simulation in Figure 3 in the main text. Similarly, this simulation was
performed without replacement; the weights wij were used to sample participants
i’s friends whom have not yet participated. Only two of 602 simulations were
discarded because a participant did not have enough friends to refer.
Under the preferential (T, P )-walk on G, all of the estimators considered in
this paper are biased because they used “the number of friends” instead of deg(i) =∑
j wij . As such, Figure 8 shows that preferential recruitment drastically increases
the RMSE of all estimators when the outcome is aligned or correlated with z (i.e.,
the source of the preference).
While preferential recruitment drastically increases the RMSE, the fGLS es-
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timators still have a smaller RMSE than µˆVH and µˆSS. This highlights how the
benefits of fGLS are robust to preferential recruitment. The reason is that when
there is preferential recruitment within block h, there is more correlation between
samples of y(a) and y(c). fGLS adjusts for correlation that results from both ho-
mophily and preferential recruitment.
D fGLS for the rank-two model
D.1 auto estimator
Under the rank-two assumption, the auto-covariance at lag t is γ(t) = β2λt. So,
γ(0) = β2 and γ(1) = β2λ.
These equations motivate the estimator µˆauto.
Let the set Dk contain the node pairs that are distance k apart in T,
Dk = {(σ, τ) : d(σ, τ) = k}.
Define the sample auto-covariance as
γˆNP,m(k) =
1
|Dk|
∑
(σ,τ)∈Dk
(Yσ −m)(Yτ −m), (18)
where m is some initial estimate of µ.
Denote µˆauto(m) as the fGLS estimator that comes from the following steps.
1. Use γˆNP,m to compute
βˆ2 = γˆNP,m(0) and λˆ =
γˆNP,m(1)
γˆNP,m(0)
. (19)
2. Compute γˆauto(t) = βˆ2λˆt.
3. Define Σˆ(m) ∈ Rn×n such that Σˆ(m)σ,τ = γˆauto(d(σ, τ)), where d(σ, τ) is the
graph distance between σ and τ in T.
4. µˆauto(m) = µˆGLS(Σˆ(m)), as defined in Eq. (12) in the main text.
23
The estimator µˆauto is defined as
µˆauto = arg minm∈[0,1] |µˆauto(m)−m| . (20)
This is a generalization of the fixed point, m∗ = µˆauto(m∗); such a fixed point
does not always exist in our simulations. The range [0, 1] was used in the simula-
tions of this paper because yi ∈ {0, 1} for all nodes i. If Yτ = Y0 for all τ ∈ T,
define µˆauto = Y0.
D.2 µˆ∆
The estimator µˆauto is complicated by the fact that it requires searching over values
of m. An alternative approach does not require this search. Define the function
∆ : {0, 1, 2, . . . } → R such that ∆(d(σ, τ)) = E(Yσ − Yτ )2. Under the rank-two
assumption, if d(σ, τ) = k, then
∆(k) = 2E(Yσ−µ)2−2E(Yσ−µ)(Yτ−µ) = 2β2−2 Cov(Yσ, Yτ ) = 2β2(1−λk).
So,
∆(2)
∆(1)
=
2β2(1− λ2)
2β2(1− λ) =
(1− λ)(1 + λ)
1− λ = 1 + λ.
Estimating ∆(1) and ∆(2) does not require an estimate of µ, namely,
∆ˆ(k) =
1
|Dk|
∑
(σ,τ)∈Dk
(Yσ − Yτ )2, Dk = {(σ, τ) : d(σ, τ) = k}. (21)
This yields a plug-in estimator
λˆ
∆:plug-in =
∆ˆ(2)
∆ˆ(1)
− 1,
which often resulted in estimates of µ that were far outside the range of values
in y (simulations not shown). Rearranging terms and then adding n−1/2 to the
denominator for Laplace smoothing yields the estimator that we use,
λˆ∆ =
∆ˆ(2)− ∆ˆ(1)
∆ˆ(1) + n−1/2
. (22)
Then,
Σˆ∆σ,τ = λˆ
d(σ,τ)
∆ .
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It is not necessary to estimate β2 because in the computation of
µˆfGLS = (1Σˆ−11)−11Σˆ−1Y,
any estimate for β2 cancels out; it is only necessary to estimate Σˆ∆σ,τ up to a pro-
portionality constant. Denote the resulting estimator
µˆ∆ = µˆGLS(Σˆ
∆).
Using γˆNP,m for a fully non-parametric estimate of γ: Because T is growing
geometrically, we must only estimate O(log n) terms (with n samples) in the co-
variance function γ to estimate Σ. We were unable to get this approach to perform
well in simulations (not shown).
E Technical results
E.1 Proof of Theorem 3.2
Proof. From Eq. (4) and Eq. (5) in the main text, Var(µˆGLS) = (1TΣ−11)−1.
Under the rank-two assumption, the inverse of Σ has a closed form solution that
is sparse. Let σ ∼ τ denote an edge in T between σ and τ and let deg(σ) be the
degree of σ in T (ignoring edge direction). It can be seen that the inverse of the
covariance matrix [Σσ,τ ]σ,τ = [γ(d(σ, τ))]σ,τ with γ(d) = β2λd satisfies
β2(1− λ2)Σ−1σ,τ =

1 + λ2(deg(σ)− 1) σ = τ
−λ σ ∼ τ
0 o.w.
(23)
To compute 1TΣ−11, first compute Σ−11,
β2(1− λ2)[Σ−11]σ = 1 + λ2(deg(σ)− 1)− deg(σ)λ
= (1− λ)2 − deg(σ)λ(1− λ).
Factoring out (1 − λ) on the left- and right-hand sides, then rearranging terms
yields
β2(1 + λ)[Σ−11]σ = 1− λ(deg(σ)− 1). (24)
This expression provides a closed-form solution to the linear system Σx = 1,
which is essential to computing the GLS estimator. For an undirected and con-
nected tree, note that
∑
σ∈T deg(σ) = 2(n − 1). So, summing over all nodes σ,
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we get
β2(1 + λ)1TΣ−11 =
∑
σ∈T
[1− λ(deg(σ)− 1)] (25)
= n− λ (2(n− 1)− n) (26)
= n
(
1− λ
(
1− 2
n
))
. (27)
Rearranging terms gives the result.
E.2 Proof of Theorem 3.1
Proof. Because the GLS estimator minimizes the variance over all linear estima-
tors, it suffices to construct an explicit linear estimator with asymptotic variance
O(1/n).
Let K = {` : β` 6= 0} and K = |K|. Let T have H levels, where H =
Θ(log n) by the assumption that T is a complete binary tree. Let n˜ be the number
of nodes on level H −K starting from the root and note that we have n˜ = Θ(n)
as n → +∞. Denote by τ1,b, b = 1, . . . , n˜, the nodes on level H −K. For each
b, choose one child τ2,b of τ1,b, one child τ3,b of τ2,b, and so on until the leaves
are reached. To simplify the notation, we let Za,b = Xτa,b and Ya,b = y(Za,b) for
a = 1, . . . , K and b = 1, . . . , n˜.
We consider a linear estimator of the form
Γ =
1
n˜
n˜∑
b=1
Γb,
where
Γb =
K∑
a=1
γaYa,b,
for constants γa, a = 1, . . . , K, to be determined. The γas are chosen so that∑
a γa = 1, ensuring that Γ is unbiased, i.e., E[Γ] = µ, since E[Ya,b] = µ by
stationarity. We show next that an appropriate choice of γas produces a
√
n-
consistent estimator.
Let Z1 = (Z1,1, . . . , Z1,n˜). By the conditional variance formula,
Var[Γ] = Var[E[Γ |Z1]] + E[Var[Γ |Z1]]. (28)
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We first choose the γas such that E[Γ |Z1] = µ; hence the first term on the right-
hand side of (28) is 0. To simplify the proof, we assume that the eigenvalues
λ`s are distinct (but see below). By symmetry and the Markov property of the
(T, P )-walk,
E[Γ |Z1] = 1
n˜
n˜∑
b=1
E[Γb |Z1,b]. (29)
By the eigendecomposition Eq. (8) in the main text, we have
E[Γb |Z1,b] =
K∑
a=1
γa
N∑
`=1
λa−1` β`f`(Z1,b) (30)
=
K∑
`=1
β`f`(Z1,b)
{
K∑
a=1
γaλ
a−1
`
}
, (31)
where we use the convention 00 = 1. An appropriate choice of γas can be obtained
by solving the Vandermonde system
K∑
a=1
γaλ
a−1
` = δ1(`), (32)
where δ1(`) = 1 if and only if ` = 1, and is 0 otherwise. The system above has
a unique solution when the λ`s are distinct. By (29), (31), and (32), and the fact
that β1 = µ and f1 = 1, we get that
Var[E[Γ |Z1]] = Var[µ] = 0. (33)
Further, by the Markov property of the (T, P )-walk, conditioned on Z1, the
Γbs are independent. Hence
Var[Γ |Z1] = 1
n˜2
n˜∑
b=1
Var[Γb |Z1,b],
and, by stationarity,
E[Var[Γ |Z1]] = 1
n˜
E[Var[Γb |Z1,b]] = 1
n˜
v(P ),
where v(P ) is a function of P , not depending on n. Hence the second term on the
right-hand side of (28) is O(1/n). Together with (33), we have finally
Var[Γ] =
1
n˜
v(P ) = O(1/n).
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That concludes the proof.
If the eigenvalues are not distinct, let K˜ be the number of distinct eigenvalues
in K. Let Λ1, . . . ,ΛK˜ be the corresponding eigenvalues. Further, if Λi′ = λi =
· · · = λi+k, let gi′ = βifi + · · ·+ βi+kfi+k. Then solve the reduced Vandermonde
system so obtained.
E.3 Proof of Proposition 4.1
Proof. Because (i) the (T,P)-walk on G is stationary, (ii) Qˆ can be written as a
sum over steps of the chain, and (iii) the expectation is linear, it suffices to argue
about one step of the chain. Throughout this proof, probabilities and expectations
are with respect to the (T,P)-walk on G.
Under the DC-SBM, the expectation of the matrix A has the form
A = ΘZBZTΘ,
where Θ is a diagonal matrix whose (i, i)-th element is θi. So, under the as-
sumption that B is symmetric, so is A . By standard results for random walks
on weighted graphs (see, e.g., [LPW09]), this makes P = D−1A a reversible
transition matrix with stationary distribution
pi∗i =
Dii∑
j Djj
,
where recall that D ∈ RN×N is a diagonal matrix with (i, i)-th element ∑j Aij .
Under the stationary distribution, the probability of a transition from node i to
node j has probability
P(Xt = i,Xt+1 = j) = pi∗i P(Xt+1 = j|Xt = i) = Aij/m, (34)
where m =
∑
j Djj . Using the fact that the θis sum to one within each block,
m =
∑
j
Djj =
∑
ij
Aij = 1TA 1 = 1TΘZBZTΘ1 = 1TKB1K . (35)
Again using the fact that the θis sum to one within each block,
(ZTΘZ)u,v =
∑
i,j
Zi,uΘi,jZj,v =
∑
i
Zi,uΘi,iZi,v =
∑
i
θiZi,uZi,v, (36)
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which is 1 exactly when u = v and zero otherwise. That is, ZTΘZ is the identity.
Denote z(Xi) as the block membership of the i-th node in the Markov chain.
Note that, by definition, element (u, v) ofQ = E(Qˆ) ∈ RK×K is the probability of
a transition from block u to block v. For S(u, v) = {(i, j) : z(i) = u, z(j) = v},
Qu,v = P (z(Xt) = u, z(Xt+1) = v)
=
∑
(i,j)∈S(u,v)
P(Xt = i,Xt+1 = j)
=
∑
(i,j)∈S(u,v)
Aij/m,
by (34). With (36), this implies the conclusion,
Q = (1/m)ZTA Z = (1/m)(ZTΘZ)B(ZTΘZ) = (1/m)B.
E.4 Proof of Proposition 4.2
Proof. Because B is symmetric, BL = D
−1/2
B BD
−1/2
B (with DB = diag(B1K))
has a real-valued eigendecomposition, BL = UΛUT , where U ∈ RK×K is or-
thonormal and Λ ∈ RK×K is diagonal. By Lemma 3.3 in [QR13], the eigenvalues
of BL match the nonzero eigenvalues of P . Moreover, this lemma shows that
the orthonormal columns of U∗ = Θ1/2ZU ∈ RN×K are the eigenvectors of
D−1/2AD−1/2. Left multiply both sides of the eigenvector equations by D−1/2:
D−1/2[D−1/2AD−1/2U∗] = D−1/2[U∗Λ] =⇒
D−1A [D−1/2U∗] = [D−1/2U∗]Λ.
That is, the columns of D−1/2U∗ are eigenvectors of P = D−1A . Because
Dii = θi[DB]z(i),z(i) and the relationship between z(i) and Z,
[D−1/2Θ1/2ZU ]ij = [DB]
−1/2
z(i),z(i)[ZU ]ij = [ZD
−1/2
B U ]ij.
Thus, the eigenvectors ofP simplify to ZD−1/2B U . We must still adjust the scal-
ing to ensure that the eigenvectors f ∗v satisfy,
N∑
i=1
f ∗v (i)f
∗
u(i)pi
∗
i =
{
1 u = v
0 o.w.
, (37)
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where pi∗ is the stationary distribution ofP . Because A is symmetric, the chain
is reversible and pi∗ contains the normalized row sums of A ,
pi∗i =
Dii∑
j Djj
=
θi[DB]z(i),z(i)∑
j Djj
.
Denote Π∗ ∈ RN×N as the diagonal matrix that contains pi∗ down the diagonal.
Define f ∗ =
√
mZD
−1/2
B U ∈ RN×K , where m = 1TKB1K and define f ∗v as
the vth column of f ∗. Note that the u, vth element of the following matrix is the
sum defined on the left side of the (37),
[f ∗]TΠ∗f ∗ = [
√
mZD
−1/2
B U ]
TΠ∗
√
mZD
−1/2
B U (38)
= m UTD
−1/2
B Z
TΠ∗ZD−1/2B U. (39)
To simplify this term, recall that the definition of the Degree Corrected Stochastic
Blockmodel makes the model identifiable by presuming∑
i:z(i)=u
θi = 1
for all blocks u. This implies that
ZTΠ∗Z = DB(
∑
j
Djj)
−1 = m−1 DB.
Thus, (39) simplifies to the identity matrix.
The last piece of the Theorem follows from definitions,
β∗` = 〈y, f ∗` 〉pi =
∑
i
y(i)f ∗` (i)pii = E(y(X)f ∗` (X)).
F A diagnostic plot
To examine and compare the different fGLS estimators, this main text proposes a
diagnostic plot. Importantly, the plot does not require any additional information
beyond the information used to compute the fGLS estimators. As such, it can be
used in practice to help compare different fGLS estimators. The plot is explained
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again below (in slightly more detail). Then, there is some theoretical support for
these diagnostics given in the rest of the section.
In the diagnostic plot, each rank-two fGLS estimator appears as a single point
and each SBM-fGLS estimator appears asK−1 points, whereK is the number of
blocks in the SBM. The horizontal axis of the plot gives estimated eigenvalue(s)
of P and the vertical axis gives the estimated ratio of standard errors,
RSE(Σˆ) =
√√√√V̂ar(µˆGLS(Σˆ))
V̂ar(µˆ)
=
√
(1T Σˆ−11)−1
n−11T Σˆ1
, (40)
where the numerator and denominator are plug-in estimates of the standard errors,
both using the same estimated covariance matrix Σˆ. Because different estimators
construct different estimates Σˆ, each estimator has a different RSE, represented
in the diagnostic plots with the symbols a, ∆, y and z. In the plot, there are
(K − 1)-many zs because SBM-fGLS estimates K − 1 eigenvalues; each of these
K − 1 points has the same value on the vertical axis. Each of the six panels in
Figure 9 gives the diagnostic plot for the first sample of n = 500 that appeared in
the respective panel of Figure 7. The grey line in the diagnostic plot is described
below.
It is important to note that the RSE is likely to be a biased estimate of the
actual reduction in standard error because the plug-in estimator for Var(µˆGLS(Σˆ))
does not account for the uncertainty in estimating Σˆ. Moreover, SBM estimators
with a large K are likely to overfit, leading to misleadingly low values of RSE.
F.1 Interpreting the diagnostic plot relies on two key presump-
tions
The following two presumptions motivate the diagnostic plots:
P1: If an estimator is based upon a misspecified model for Σ, then it will under
specify the dependence between samples. As such, the estimated eigen-
value(s) and n−11T Σˆ1 will be smaller than in a correctly specified model.
P2: If a model does not detect the full dependence in Σ, then the fGLS estimator
will not reduce the variance as much as the fGLS based upon the correctly
specified model. As such, the RSE will be larger than in a correctly speci-
fied model.
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F.1.1 The key evidence for P1 comes from a result in [LR15], restated below
in the notation of the current paper
Define
λauto =
γ(1)
γ(0)
as the population version of λˆ in (19). Under the rank-two model, λauto = λ2(P ).
When the rank-two model is misspecified, µˆauto still relies on estimating λauto,
which is not necessarily equal to λ2(P ). Define Σ(auto) ∈ Rn×n as indexed by the
nodes in T,
Σ(auto)σ,τ = γ(0)λ
d(σ,τ)
auto , (41)
where d(σ, τ) is the distance between σ and τ in T.
Proposition F.1 (From [LR15]). If P is reversible and irreducible then |λauto| ≤
|λ2(P )|. If it is also true that all eigenvalues of P are non-negative, then
1TΣ1 ≥ 1TΣ(auto)1. (42)
Equality holds when γ is rank-two.
The proof is based on Jensen’s inequality. For completeness, the proof is in-
cluded at the end of this section. See [LR15] for a discussion of how the argument
often extends to allow P to have negative eigenvalues.
The left side of (42) divided by n is the variance of the sample average.2 Under
the rank-two model, (42) holds with equality. As such, Σ(auto) provides one way
to estimate the variance; the denominator of RSE for µˆauto relies upon this fact.
As such, when the rank-two model is misspecified, |λauto| ≤ |λ2(P )| and (42)
imply that Σ(auto) understates the dependence. This supports P1.
F.1.2 The key evidence for P2 comes from the grey line in the diagnostic plot
Let Σ˜ be a covariance matrix based upon the rank-two model for the autoco-
variance function. That is, for some β˜ and λ˜,
Σ˜σ,τ = β˜λ˜
d(σ,τ). (43)
The argument below shows that RSE(Σ˜) is completely determined by λ˜ and the
structure of T, which is constant across estimators. The diagnostic plot uses this
2As discussed in Remark 1.1, this argument extends to unbiased estimates as well.
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fact by giving RSE(Σ˜) as a function of λ˜. The key evidence for P2 is that in
Figure 3 the grey line is downward sloping in the region λ˜ ∈ [0, .9]. As such,
estimating λ2(P ) closer to zero will yield a larger RSE.
To see that RSE(Σ˜) does not rely on β˜, first look at the numerator of RSE.
Rearrange the terms in (27) to see that for some function sgls,
(1T Σ˜−11)−1 = β˜2sgls(λ˜, n).
Interestingly, sgls does not depend on the topological properties of T, only the
number of observations n. Next, look at the denominator of RSE. For some
function s,
n−11T Σ˜1 = n−1
∑
τ,σ
β˜2λ˜d(τ,σ) = β˜2s(λ˜,T).
Thus, under the rank-two model,
RSE(Σ˜)2 =
(1T Σ˜−11)−1
n−11T Σ˜1
=
β˜2sgls(λ˜, n)
β˜2s(λ˜,T)
=
sgls(λ˜, n)
s(λ˜,T)
.
Thus, for any fixed T, RSE is only a function of λ˜.
F.2 Proof of Proposition F.1
Proof. First, to see that |λauto| ≤ |λ2(P )|, define w` = β2` /
∑N
j=2 β
2
j . Because
|λ2(P )| ≥ |λ`(P )| for all ` ≥ 2,
|λauto| =
∣∣∣∣γ(1)γ(0)
∣∣∣∣ =
∣∣∣∣∣
N∑
`=2
w`λ`(P )
∣∣∣∣∣ ≤
N∑
`=2
w`|λ`(P )| ≤ |λ2(P )|.
By Theorem 2.1 in [Roh15],
n−11TΣ1 =
N∑
`=2
β2`G(λ`),
whereG is defined as follows. Let I and J be drawn independently and uniformly
at random from the nodes of T. Define the random variable D = d(I, J) as the
(random) distance. Define G as the probability generating function for D,
G(x) = E(xD).
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Because G is the probability generating function of a non-negative and discrete
random variable, G is convex on [0, 1) (e.g. p29 in [Dur07]). By assumption
λ` ≥ 0 for ` ∈ 1, . . . , N . Moreover, because P is irreducible, λ2 < 1. So, by
Jensen’s inequality,
n−11TΣ1 =
N∑
`=2
β2`G(λ`)
=
(
N∑
j=2
β2j
)
N∑
`=2
β2`∑N
j=2 β
2
j
G(λ`)
≥
(
N∑
j=2
β2j
)
G
(
N∑
`=2
β2`λ`∑N
j=2 β
2
j
)
= γ(0) G
(
γ(1)
γ(0)
)
= n−11TΣ(auto)1,
where the last line again follows from Theorem 2.1 in [Roh15].
G Construction of estimators with SBM-fGLS esti-
mation of normalization constant
This section describes the construction of the estimators in Section 4 in the main
paper. For notational convenience, denote Yτ , z˜(τ), and deg(τ) as y(Xτ ), z˜(Xτ ),
and deg(Xτ ) for each sampled individual Xτ . Moreover, suppose a one-to-one
mapping between the node set of T and {1, . . . , n}.
The key function sbm-fgls(T, {Yτ , z˜(τ)}τ∈T) is defined in the next subsec-
tion. It returns an SBM-fGLS point estimate for E(Yτ ).
The point estimates in Section 4 are computed as follows.
1) EstimateE(1/deg(Xτ )) withH−1gls = sbm-fgls(T, {1/deg(τ), z˜(τ)}τ∈T).
2) Compute
Y pˆiτ =
Yτ
H−1glsdeg(τ)
.
3) Return sbm-fgls(T, {Y pˆiτ , z˜(τ)}τ∈T).
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G.1 The definition of sbm-fgls
To compute sbm-fgls(T, {Yτ , z˜(τ)}τ∈T), follow these steps:
1) Compute Qˆ via Equation (14) in the main text using the block member-
ships z˜(τ). Define Qˆ(S) = (Qˆ + QˆT )/2. This symmetrization ensures the
eigenvalues are real-valued.
2) Row and column normalize Qˆ(S), as QˆL = D
−1/2
Qˆ
Qˆ(S)D
−1/2
Qˆ
, where DQˆ =
diag(Qˆ1K) ∈ RK×K .
3) Take an eigendecomposition of
QˆL = Uˆ ΛˆUˆ
T . (44)
4) Compute fˆ = ZˆD−1/2
Qˆ
Uˆ , where Zˆ ∈ {0, 1}n×K contains Zˆij = 1 iff z˜(i) =
j.
5) For ` = 1, . . . , K, compute βˆ` = 1n
∑
τ Yτ fˆ`(τ), where fˆ`(τ) is the (`, τ)
element of fˆ .
6) Compute an estimate of the auto-covariance function as
γˆSBM(d) =
K∑
`=1
βˆ2` Λˆ
d
``.
7) Define sˆ2 to be the sample variance of the Yτ . For σ, τ ∈ T,
ΣˆSBMσ,τ =
{
γˆSBM(d(σ, τ)) if σ 6= τ
γˆSBM(0) + sˆ
2 if σ = τ ,
where sˆ2 provides for Tikhonov regularization in (ΣˆSBM)−1.
8) Define gˆ ∈ Rn to solve the system of equations Σˆsbmgˆ = 1.
9) Estimate E(Yτ ) with
∑
τ∈T gˆτYτ/
∑
τ∈T gˆτ .
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Figure 5: These figures give the distribution of the RSE over the 200 simulated
samples. The left column corresponds to the sample size of 500 and the right panel
corresponds the sample size of 1000. Each row corresponds to a different trait.
All estimators are SBM-fGLS constructed from the outcome of interest. RSE
overstate how much fGLS reduces the standard error, as discussed in Section F.
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Figure 6: Reprinted referral tree from [Hec97].
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Figure 7: The three columns correspond to increasing levels of homophily; in the
left column HIV status is uncorrelated with the block memberships (y(u)) block
and in the right column nodes HIV is aligned with block memberships (y(a)). The
first row corresponds to a slower referral rate. The second row corresponds to a
faster referral rate. In each panel, the x-axis gives three different sample sizes and
the y-axis gives the root mean squared error (RMSE). Each line corresponds to a
different estimator. In the bottom right panel, the fGLS estimators with 500 sam-
ples have smaller RMSE than the standard estimators with 1000 samples. With
1000 samples, the RMSEs of the fGLS estimators (excluding µˆ∆) are nearly half
the RMSEs of µˆV H and µˆSS . In this figure, SS and VH are indistinguishable.
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Figure 8: This figure repeats the simulation from Figure 3, except with the pref-
erential recruitment described in Section C. When the features are correlated or
aligned with z, then preferential recruitment makes all of the estimators biased,
resulting in an increased RMSE compared to Figure 3. The fGLS estimators still
have a smaller RMSE than µˆV H and µˆSS because they continue to have a smaller
variance.
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Figure 9: Each of these diagnostic plots is created from a single sample of n =
500 from the respective panel in Figure 2. Based upon the presumptions described
and justified in the rest of this section, we should prefer estimators that are further
to the right and further to the bottom because they detect more dependencies and
thus make further reductions in the variance. For example, the middle panel in
the bottom row shows a clear preference for the SBM-z estimator. Because these
are simulations, we know that this is the only estimator that correctly specifies the
model; consulting the Figure 2 this is the estimator that has the smallest RMSE.
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