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Abstract 
An optimization system, that hybridizes a genetic algorithm (GA) application and a process simulator, was developed for 
the design of a reactive distillation process. Then, the modification of a GA was investigated to expand the search results for 
a preferable process design from the viewpoint of dynamic operation and control. The application of Multi-Niche Crowding 
(MNC) algorithm allowed the search to yield various design solutions without causing remarkable performance degradation 
when searching for the best design in a case study on a distillation process involving the esterification of acetyl acetate. 
Moreover, it was recognized that the developed system with the MNC algorithm could be applied to search of multiple 
feeds in a reactive distillation process. 
 
© 2013 The Authors. Published by Elsevier B.V.  
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1. Introduction 
Reactive distillation (RD) process, which is one of the multifunctional processes, had proved to be a 
process intensification method with huge potential since its first commercialization for the production of 
methyl acetate in 1980s. Effective application of RD not only helps to reduce the number of process units, it 
also increases overall conversion and selectivity; and reduces energy usage and wastage of raw materials. 
However, simultaneous optimization of both the structural and operational conditions of a RD process is a 
complicated problem. The combination of reaction and separation creates highly nonlinear column behaviours, 
leading to phenomena such as multiple steady states [1-2]. In addition, the use of many nonlinear constraints 
and nonlinear cost functions further creates a multi-modal search space, making the optimization more difficult. 
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Ciric and Gu [3] were one of the first to present a rigorous MINLP model by solving it using the Generalized 
Benders Decomposition. This method is reliable but it requires the initial estimate of the variables to be close to 
the optimum, which is not always an easy task. Hence, problems with a large number of local optima, like RD 
processes, cannot be effectively solved by mathematical programming methods like MINLP.
The use of evolutionary algorithms in chemical processes has been widespread due to the increased in 
capabilities of computers. Strangely, very little literature has been found using genetic algorithm (GA) for the
optimization of RD process design. Babu et al. [4] tried to find the most economical controllable design using a
real coded GA. Khazraee et al. [5] reduced the model of RD using neural network and optimized the model 
using differential evolution (DE); and Babu and Khan [6] simulated the RD process using a relaxation method 
and a homotopy-continuation method and optimized it with DE. Lastly, Urselmann et al. [7] used a mimetic
algorithm to optimize RD. Therefore, stochastic optimizers, like GA, are often useful for the global
optimization of such problems.
In previous works, we had developed an optimization framework that hybridizes two different applications:
a GA application built on Microsoft Excel™ and a process simulator built on Aspen Plus™, in order to 
accelerate the design of RD process [8]. The application methods of GA were also investigated for an efficient 
search of the feed positions in design of a RD process. In the present paper, we proposed the application of a
Niche GA technique in order to obtain various design alternatives around the best design. The applicability of 
the propsed GA was investigated by using case studies on various RD processes. The application method of 
GA will be discussed from the viewpoint of structural and operational design of multifunctional process 
systems.
Nomenclature
r reaction rate [mol/l·s]
Ci concentration of component i [mol/l]
T temperature [K]
Nstg total number of stage in reactive distillation column
RFi relative feed stage of component i
mean centre of x in a population
SD standard distance
n number of chromosomes in a population
2. Optimization framework
The optimizer was based on a Niche GA coded using Visual Basic™ Application. The optimizer addressed
the global optimization of key design variables while the remaining state variables were solved effectively 
using the process simulator, Aspen Plus™. The use of modular simulator Aspen Plus™ reduced the difficulty
and time needed to create the complex RD model, and also allowed flexibility for the model to be changed
easily.
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GA is a type of stochastic search algorithm that makes use of the principles of evolution to push the 
solutions towards the optimum points. The general idea of GA is to maintain a population of chromosomes, or 
solution candidates, whereby they are forced to evolve over time through process of competition and controlled 
variation. New chromosomes are created using genetic operators such as crossover and mutation. The objective 
function of the optimization is associated to the fitness of each chromosome and used to determine the 
survivability in the competitions. This framework had been tested in Lim et al. [8] and interested readers are 
referred to the paper for test results. The overall framework is shown in a form of flowchart in Fig. 1. Detailed 
application of the framework will be explained in the following sections.  
2.1. Coding of GA 
Today, representation of chromosomes, or so called “coding of GA”, can be classified into two main types: 
binary and real coding. Binary coding transforms the variables within the chromosomes into binary 
representation of zero and one; while real coding uses floating point numbers to represent each variable before 
carrying out crossover and mutation operations. Both methods have their own advantages and had been proven 
effective for certain problems [9]. In this paper, real coding was favoured and chosen for further development 
as we felt that it was more intuitive, flexible and consistent.  
2.2. Structural representation of RD column 
Conventionally, RD columns are defined using integer variables for the total number of stages (Nstg) and 
feed stages. However, using such representation, the crossover feature in GA will sometime produce infeasible 
structures, as shown in Fig. 2. In this work, a new method for defining columns in GA was proposed. The 
column was defined using an integer variable for Nstg and new continuous variables, RFi that represent the ith 
relative feed position with respect to Nstg. RFi was manipulated by crossover and mutation operators and then 
decoded into its integer value using Eq. 1 
round ( 2 + (Nstg – 1 – 2) * RFi) (1) 
where RFi is a continuous variable, 0 ≤ RFi ≤ 1, 
      Nstg is the total number of stages 
      round is a function that rounds off the value in the brackets to the nearest integer 
before passing into Aspen Plus™ for simulation. The function was scaled with +2 and -1 to restrict the feed 
stages to retain between stage 2 and (Nstg-1) since the first and last stages are condenser and reboiler 
respectively. Hence, feasible solutions were always formed using this method. 
2.3. Mutation and crossover operators 
The choices of mutation and crossover operators; and the tuning of their perimeters, are very important in 
ensuring an effective GA. As the next step of developing the GA optimizer, we investigated the effects and 
suitability of different operators in the optimization of RD processes. Using advance operators like non uniform 
mutation and BLX-α crossover, we were able to improve the efficiency of the optimization process.  
 
The non uniform mutation operator was introduced by Michalewicz [10]. However, it was realized that his 
formulation was not built to accommodate integer variables. As the number of generations approaches the limit, 
the mutation becomes too small to reflect any change and thus the search remained stagnant in the integer 
variables.  A small adjustment to account for the variable precision between continuous and discrete variables 
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Fig. 1. Flow diagram of proposed framework. 
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Fig. 2. Example of infeasible structure formed during crossover. 
was made to the formulation in order to improve the search when integer variables were involved. Constant A 
was added into the original equation to account for the minimum precision of the change as shown in Eq. 2,  
   bgti rAyAC max)1(15.05.0 r  (2) 
where Ci is the original value to be mutated, y is the difference between the original value and the variable 
bounds, r is a random number, t is the current generation, gmax is the maximum generation specified by user 
and b is a constant taken to be 3. For example in discrete variables, A = 1, and continuous variable, the user can 
specify the precision needed by setting A = 10-x, where x is a real integer. 
2.4. Niche GA 
GA has two main drawbacks; one being its slow rate of convergence, the other being premature convergence. 
When traditional GA is used, due to a loss of population diversity, the algorithm tends to converge to one 
globally or locally optimal solution, falling into genetic drift. Genetic drift in evolutionary computation drives 
the population to converge to a high fitness solution quickly and uniformly, causing premature convergence; or 
loss of the global optimum and alternative local solutions. Although in most optimization studies, we are only 
interested in the best solution, it is very useful to have alternative designs to account for the uncertainties and 
controllability issues in steady state simulations. Hence, in order to increase the diversity within the population, 
multi-modal search and optimization method using niche selection was employed.  
 
In this paper, we applied a niche GA technique called multi-niche crowding (MNC), originally developed by 
Cedeno et al. [11]. It modified selection and replacement steps of normal GA so as to encourage mating and 
replacement within members of the same niche while allowing some competition among the niches. This 
resulted in an algorithm that 1) maintained stable subpopulation within different niches, 2) maintained diversity 
throughout the search, 3) converged to different local optimal. The full methodology was described in Cedeno 
et al. [11] 
 
A parameter similar to Euclidean distance was used to measure the diversity of the population. This measure, 
standard distance, was calculated using Eqs. 3 and 4. 
 nXX ic ¦  (3) 
    
n
YYXX
SD cici¦ ¦  
22
 (4) 
where  cX represents the mean centre of X, Xi represents the X coordinate chromosome i,  SD represents the 
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standard distance of the population and n represents the total number of chromosomes in the population. 
3. Case study 
The esterification process of acetyl acetate using ethanol and acetic acid was chosen as the case study due to 
its relative simplicity; and availability of simulation data in literature. This system is strongly non-ideal due to 
the presence of ethanol, acetate and water. Furthermore, the five normal azeotropes within the system make it 
very difficult to obtain pure components by using only conventional separation methods. RD had been 
successfully commercialized in the production of ethyl acetate. In the present study, two different setups of RD 
process were used in order to examine the applicability of the above-mentioned GA, as shown in Fig. 3. 
 
Fig. 3. Two Process Systems for RD Process Design; (a) Process Set-up of single feed per reactant RD System, (b) Process Set-up of dual-
feed per reactant RD System. 
The aim was to optimize both the structural and operational designs of the RD process simultaneously. We 
chose structural variables including total number of column stages (Nstg) and feed stages of reactants into the 
column. The operational variables considered were reflux ratio, bottom flow rate and flow ratios of streams in 
the splitters. 
 
The reaction used in this case study was the ester formation of ethyl acetate using ethanol and acetic acid as 
follows. 
Ethanol (Et) + Acetic Acid (AA) ↔ Water (H2O) + Ethyl Acetate (ETAC) 
And, rate equations employed were retrieved from Lee and  Dudukovic [13] and showed in Eq. 5. 
   ¹¸·©¨§ TCCCCr 7150exp12300)( OHETACEtAA 2 48500mol/s  (5) 
where CAA, CEt, CETAC and CH2O are concentrations of acetic acid, ethanol, ethyl acetate and water respectively; 
T is temperature in Kelvin. Due to the highly nonlinear nature of the reaction, the column was simulated using 
WILS-RK property method in ASPEN PLUS™, as suggested by previous studies [12-13]. WILS-RK method 
uses Wilson activity coefficient model for liquid phase and Redlich-Kwong equation of state for the vapor 
phase. Comparison of our model with published data from previous studies [12-13] showed close agreement. 
 
Since RD is a combination of reaction and separation, key performance indicators naturally include reaction 
rates and separation efficiencies. As it was difficult to evaluate separation efficiency quantitatively, we decided 
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to set the criteria for separation as a form of constraint instead of the objective function. Two constraints on the 
product compositions were included to ensure the quality of the products. The constraints were similar to those 
used in the previous study [14]: The ETAC content in the distillate was constrained to ≥ 50% and the ETAC 
content in the bottom stream was constrained to ≤ 20%. The objective function of optimization was defined as 
the maximization of an index based on reaction rate and energy consumption; as shown in Eq. 6.  These two 
factors were important in the evaluation of the performance of RD column during design phase; the reaction 
rate defines the production potential of the column and the energy consumption affects the operation cost of the 
column. 
 ¸¸¹
·
¨¨©
§ 
(W)nconsumptioenergyTotal
(mol/s)ETACrateofreactionOverall
MaximizeO.F.  (6) 
The design variables used in the case study are shown in Table 1. These operation and structural variables 
were based on study by Lee and Dudukovic [13], with some modifications made to include multi-feed stages. 
The feed stages variables used in this study were transformed from integer variables into continuous variables 
bounded between 0 and 1. The method of such transformation was discussed in section 2.2. The total number 
of stages in the RD column was taken to be 5 to 15 since most previous authors designed their ETAC reaction 
RD columns with about 13 stages [13-15]. The total flow rate of raw materials, ET and AA, were fixed at 0.5 
mol/s each and the feeds of each reactant were split in case 2 to be directed separately into the RD column as 
shown in Fig. 3. Lastly, reflux ratio and bottom rate were varied to adjust for the product composition and 
energy usage. 
Table 1. Design variables. 
Variables Lower bound Upper bound 
ET relative feed stage 0 1 
AA relative feed stage 0 1 
Total no. of stages 5 15 
Reflux ratio 1 20 
RD bottom flow rate (mol/s) 0.05 0.9 
Split ratio of stream 0 1 
4. Results and discussion 
Due to the stochastic nature of GA, the optimization runs were repeated six times using different random 
seeds for initialization. Final results shown in Tables 2 and 3 were derived from the sample of the six 
optimization runs. The optimization was carried out using a population size of 20, for 100 generations. Using 
an Intel Core i7-2600 Processor at 3.40GHz, the calculation took an average of 24 min to complete. 
 
The best solutions from each the six runs were averaged and generation 1, 50 and 100 are shown in Table 3, 
tracking the improvement in solutions as the generations proceed. The relative standard deviation (RSD) was 
calculated using Eq. 7, where array M contains the best solutions from each of the six runs. A small RSD value 
shows the reliability of the algorithm as the final solutions in different optimization runs lie close to each other. 
Moreover, the proposed optimization method using the MNC algorithm was also shown to be applicable to 
search of design solutions for RD process with pre-reactor. In the final generation for the case study of RD 
630   Lim Kai Tun and Hideyuki Matsumoto /  Procedia Computer Science  22 ( 2013 )  623 – 632 
process with pre-reactor, design solutions with lower number of stages and lower reflux ratio were seen as 
compared with simulation results for the process without pre-reactor. Since the use of a pre-reactor was 
commonly seen to increase the yield and efficiency of the process, it was considered that the proposed method 
showed good versatility for optimization of operation and structural variables in RD process. 
 100u 
M
M
arrayofAverage
arrayofdeviationStandardRSD  (7) 
Table 2. Favourable design range obtained at last generation of the optimization (single feed per reactant). 
 Lower Bound Best Design Upper Bound 
RFET  0.81 0.81 0.96 
RFAA  0.12 0.13 0.37 
NSTG 14 15 15 
Reflux ratio 3.95 3.95 18.33 
RD bottom flow rate (mol/s) 0.89 0.9 0.9 
O.F. 8.42 54.42 54.42 
Table 3. Consolidated results of the 6 optimization runs (single feed per reactant). 
Generation 1 50 100 
Average O.F. of Best Solution 8.2 51.0 53.9 
RSD 72.6% 5.7% 1.1% 
Average SD 9.39 8.51 6.67 
 
In the second case study, using dual feed inputs for each reactant, the optimizations were also repeated six 
times using different random seeds for initialization. Final results shown in Tables 4 and 5 were derived from 
the sample of the six optimization runs. The optimization was carried out using a population size of 30, for 150 
generations; the calculation took an average of about 60 minutes to complete. By comparing the best design in 
Table 4 with the best one in Table 2, it was recognized that the introduction of dual feed led to an increase in 
O.F., signifying the increase in process performance. Although the number of design variables increased with 
the number of split of the feed, the developed optimization system could still be utilized in multiple-feed 
process, showing flexibility of this developed system.  
 
Lastly, the SD values in Tables 3 and 5, as explained in section 2.4, showed diversity of solutions in the 
population. Fig. 4 shows the comparison of SD between normal GA application and MNC application. The best 
design in the MNC application was seen to be close to the best one in the normal GA application. Furthermore, 
it was recognized that the MNC brought about diverse alternative designs in the final generation. On the other 
hand, the difference in the diversity of favorable designs was seen to change in the process formation. For 
example, in the case of RD process with single feed and pre-reactor, alternative designs with various reflux 
ratios were readily available compared to the case of RD process without pre-reactor. 
 
In the future work, significance of the alternative designs derived from the MNC application will be 
investigated by process simulation. The developed optimization system excludes process simulation results that 
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are not converged. However, unsteady process with higher process efficiency may exist around the best process 
derived by the optimization system, especially when the target RD process shows multiple steady states. Hence, 
multiple steady state analysis using the above-mentioned alternative designs could bring about design solutions 
with higher energy efficiency. 
 
Table 4. Favourable design range obtained at last generation of the optimization (dual feed per reactant). 
 Lower Bound Best Design Upper Bound 
RFET1  0.74 0.75 0.84 
RFET2 0.79 0.80 0.92 
Split ratio to ET1 0.16 0.18 0.87 
RFAA1  0.14 0.15 0.3 
RFAA2 0.1 0.75 0.75 
Split ratio to AA1 0.34 0.34 0.93 
NSTG 14 15 17 
Reflux ratio 2.34 2.35 18.91 
RD bottom flow rate (mol/s) 0.89 0.9 0.90 
O.F 8.4 84.39 84.39 
 
Table 5. Consolidated results of the 6 optimization runs (dual feed per reactant). 
Generation 1 75 150 
Average O.F of Best Solution 6.67 65.4 77.5 
RSD 33.2% 5.6% 8.0% 
Average SD 9.77 6.56 5.06 
 
 
Fig. 4. Comparison of standard distance betwwen proposed algorithm and simple GA. 
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5. Conclusions 
The optimization framework, which hybridizes a GA application and a process simulator, was developed for 
the design of a RD process. In the present paper, application methods of the GA were investigated in order to 
expand the search space for preferable design from the viewpoint of dynamic operation and control. The use of 
MNC was demonstrated to yield various design solutions without causing remarkable performance degradation 
when searching for the best RD process design. Moreover, it was recognized that the developed system with 
MNC could be applied to the search of multiple feeds systems. 
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