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Abstract
Exponential stability of modified truncated Euler-Maruyama method for stochastic
differential equations are investigated in this paper. Sufficient conditions for the p-
th moment and almost sure exponential stability of the given numerical method are
presented. An example is provided to support our conclusions.
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1 Introduction and main results
Stability theorems of stochastic differential systems, for example, moment stability (M-
stability) and almost sure stability (or the trajectory stability (T-stability)), have attracted
more and more attention in recent years. Since the exact solution is usually difficult to
obtain, properties of different types of numerical simulations are more and more hot topics.
There are many results on asymptotic stability theorems for different stochastic numerical
approximations. For example, [1, 5, 9, 14] considered the exponential (or polynomial) sta-
bility of the corresponding EM method and [4, 9, 13, 17] considered backward EM method.
There also many results for more general stochastic theta method (it is also called θ-EM
method), such as [2, 3, 8, 12, 15, 16, 18] etc. However, the classical EM method usually
needs the linear growth condition for both coefficients and the semi-implicit θ-EM method
(0 < θ ≤ 1) needs the one-sided Lipschitz condition for the drift term f to ensure the
stability of the corresponding numerical method. So we will investigate the stability of a
new numerical method (we call it modified truncated Euler-Maruyama method) which does
need such conditions.
Recently, Professor Mao introduced in [10] a new numerical simulation called truncated
EM method, and then he obtained sufficient conditions for the strong convergence rate of
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it in [11]. However, to the best of our knowledge, stability of truncated EM method is still
unknown. In this work, we will study the exponential stability of the simulations of the
given stochastic differential equations.
Let (Ω,F , (Ft)t≥0, P ) be a complete filtered probability space satisfying usual conditions.
Consider the following stochastic differential equations:
dx(t) = f(x(t))dt+ g(x(t))dBt, X0 = x0 ∈ Rd (1.1)
where (Bt)t≥0 is an standard scalar Ft-Brownian motion, f : x ∈ Rd 7→ f(x) ∈ Rd and
g : x ∈ Rd 7→ g(x) ∈ Rd are measurable functions.
Suppose
f(0) ≡ 0, g(0) ≡ 0,
which implies that X ≡ 0 is the trivial solution of equation (1.1).
Assume that the coefficients satisfy local Lipschitz condition, that is, for each R there is
LR > 0 (depending on R) such that
|f(x)− f(x¯)| ∨ |g(x)− g(x¯)| ≤ LR|x− x¯| (1.2)
for all |x| ∨ |x¯| ≤ R > 0.
It is obvious that LR is increasing function with respect to R. It is also well known that
there is a unique strong solution (might explode at finite time) to equation (1.1) under local
Lipschitz condition (1.2) (Indeed, local Lipschitz condition could be relaxed to non-Lipschitz
condition, see e.g. [6]).
Choose ∆∗ > 0 small enough and a strictly positive decreasing function h : (0,∆∗] →
(0,∞) such that
lim
∆→0
h(∆) =∞ and lim
∆→0
L4h(∆)∆ = 0. (1.3)
Remark 1.1 Notice that such function h always exists for given Lipschitz coefficient LR.
For example, let l(R) = 1
RL4
R
and h is the inverse function of l. Then h is decreasing and
lim∆→0 h(∆) = ∞ since l is decreasing and limR→∞ l(R) = 0. If we set R = h(∆), then
L4h(∆)∆ = L
4
Rl(R) =
1
R
= 1
h(∆)
→ 0 as ∆→ 0.
Motivated by Mao [10], for any ∆ > 0, we define the modified truncated function of f as
the following:
f∆(x) =
{
f(x), |x| ≤ h(∆),
|x|
h(∆)
· f(h(∆) · x
|x|
), |x| > h(∆).
g∆ is defined in the same way as f∆.
Notice that the function f∆ defined above is different from Mao [10, 11] (where the
truncated functions are bound for any fixed ∆).
Then we define the modified truncated EM method (MTEM) numerical solutions X∆k ≈
x(k∆) by setting X∆0 = x0 and
X∆k+1 = X
∆
k + f∆(X
∆
k )∆ + g∆(X
∆
k )∆Bk (1.4)
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for k = 0, 1, 2, · · · , where ∆Bk = B((k + 1)∆) − B(k∆) is the increment of the scalar
Brownian motion.
The two versions of the continuous-time MTEM solutions are defined as the following:
x¯∆(t) =
∞∑
k=0
X∆k 1[k∆,(k+1)∆)(t), t ≥ 0, (1.5)
and
x∆(t) = x0 +
∫ t
0
f∆(x¯∆(s))ds+
∫ t
0
g∆(x¯∆(s))dB(s), t ≥ 0. (1.6)
It is easy to see that x∆(k∆) = x¯∆(k∆) = X
∆
k for all k ≥ 0.
In [7], the authors investigated the strong convergence of the two version of continuous-
time MTEM approximations (1.5) and (1.6). Now let us consider the exponential stability
of the MTEM approximation (1.4).
We have
Theorem 1.2 Assume that f and g satisfy the local Lipschitz condition (1.2), and there
exists sufficiently small p ∈ (0, 1) such that
− λ := sup
x 6=0
(〈x, f(x)〉+ 1
2
|g(x)|2
|x|2 +
p− 2
2
〈x, g(x)〉2
|x|4
)
< 0. (1.7)
Then the solution of equation (1.1) satisfies
lim sup
t→∞
logE(|x(t)|p)
t
≤ −pλ. (1.8)
If moreover, the local Lipschitz constant LR satisfies (1.3), then for any sufficiently small
ε ∈ (0, 1), there exists ∆∗ > 0 such that for any ∆ ∈ (0,∆∗) the discrete MTEM approxi-
mation (1.4) satisfies
lim sup
k→∞
logE(|X∆k |p)
k∆
≤ −p(λ− ε). (1.9)
Further, X∆k is also almost surely exponentially stable of order λ− ε, i.e.,
lim sup
k→∞
log |X∆k |
k∆
≤ −(λ− ε), a.s. (1.10)
For the continuous-times MTEM approximation (1.6), we also have
lim sup
t→∞
logE(|x∆(t)|p)
t
≤ −p(λ− ε). (1.11)
Remark 1.3 Under conditions (1.2) and (1.7), equation (1.1) admits a unique strong global
solution. Indeed, it is well known that (1.2) indicates that the existence of a unique strong
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solution (which might explode at finite time) while (1.7) ensure the non explosion of the
solution. Notice that since 0 < p < 1,
〈x, f(x)〉+ 1
2
|g(x)|2
|x|2 +
p− 2
2
〈x, g(x)〉2
|x|4 ≥
〈x, f(x)〉+ p−1
2
|g(x)|2
|x|2 .
Thus condition (1.7) implies the Khasminskii-type condition
〈x, f(x)〉+ p− 1
2
|g(x)|2 ≤ K(1 + |x|2).
The organization of the paper is as the following. In Section 2, global Lipshitz continuity
of the modified truncated functions f∆ and g∆ is proved. In Section 3, the exponential
stability of MTEM is proved. Finally, an example is presented to interpret the theory.
2 Global Lipshitz continuity of f∆ and g∆
For the modified truncated function f∆ and g∆, we have the following
Lemma 2.1 Suppose the local Lipschitz condition (1.2) holds. Then for any fixed ∆ > 0,
|f∆(x)− f∆(x¯)| ∨ |g∆(x)− g∆(x¯)| ≤ 3Lh(∆)|x− x¯|, ∀x, x¯ ∈ Rd. (2.1)
Proof For any x, x¯ ∈ Rd, there are three cases: x, x¯ are both in the ball B(h(∆)) = {x ∈
R
d, |x| ≤ h(∆)}, x, x¯ are both outside the ball B(h(∆)) and one is in the ball and the other
is outside the ball.
If x, x¯ ≤ h(∆), then (2.1) holds naturally by (1.2); Now assume x, x¯ > h(∆). Since
|h(∆) · x|x| | = |h(∆) ·
x¯
|x¯| | = h(∆),
then we have
|f∆(x)− f∆(x¯)| =
∣∣∣∣ |x|h(∆) · f
(
h(∆) · x|x|
)
− |x¯|
h(∆)
· f
(
h(∆) · x¯|x¯|
)∣∣∣∣
≤ |x|
h(∆)
∣∣∣∣f
(
h(∆) · x|x|
)
− f
(
h(∆) · x¯|x¯|
)∣∣∣∣
+
||x| − |x¯||
h(∆)
∣∣∣∣f
(
h(∆) · x¯|x¯|
)∣∣∣∣
≤ |x|
h(∆)
· Lh(∆)
∣∣∣∣h(∆) · x|x| − h(∆) · x¯|x¯|
∣∣∣∣
+
||x| − |x¯||
h(∆)
(
Lh(∆)
∣∣∣∣h(∆) · x¯|x¯|
∣∣∣∣
)
≤ Lh(∆)
∣∣∣∣x− |x||x¯| x¯
∣∣∣∣ + Lh(∆)|x− x¯|
≤ Lh(∆)
(
|x− x¯|+
∣∣∣∣x¯− |x||x¯| x¯
∣∣∣∣
)
+ Lh(∆)|x− x¯|
≤ 3Lh(∆)|x− x¯|.
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Finally, without loss of generality, suppose that |x| ≤ h(∆) < |x¯|. Then we have
|f∆(x)− f∆(x¯)| =
∣∣∣∣f(x)− |x¯|h(∆) · f
(
h(∆) · x¯|x¯|
)∣∣∣∣
≤
∣∣∣∣f(x)− f
(
h(∆) · x¯|x¯|
)∣∣∣∣+
∣∣∣∣f
(
h(∆) · x¯|x¯|
)∣∣∣∣
∣∣∣∣1− |x¯|h(∆)
∣∣∣∣
≤ Lh(∆)
∣∣∣∣x− h(∆) · x¯|x¯|
∣∣∣∣+ Lh(∆)|h(∆)− |x¯||.
Since |x| ≤ h(∆) < |x¯|, then |h(∆)− |x¯|| = |x¯| − h(∆) ≤ |x¯| − |x| ≤ |x− x¯|, and∣∣∣∣x− h(∆) · x¯|x¯|
∣∣∣∣ ≤ |x− x¯|+
∣∣∣∣x¯− h(∆) · x¯|x¯|
∣∣∣∣
= |x− x¯|+ |h(∆)− |x¯|| ≤ 2|x− x¯|.
Therefore,
|f∆(x)− f∆(x¯)| ≤ 3Lh(∆)|x− x¯|.
Similarly, g∆ is also globally Lipschitz continuous with the same Lipschitz constant 3Lh(∆).
We complete the proof. 
Lemma 2.2 Suppose (1.7) holds for some p ∈ (0, 1). Then we have
sup
x 6=0
(〈x, f∆(x)〉 + 12 |g∆(x)|2
|x|2 +
p− 2
2
〈x, g∆(x)〉2
|x|4
)
≤ −λ. (2.2)
Proof By definition of the modified truncated functions f∆ and g∆, we have
sup
x 6=0
(〈x, f∆(x)〉+ 12 |g∆(x)|2
|x|2 +
p− 2
2
〈x, g∆(x)〉2
|x|4
)
= max
{
sup
0<|x|≤h(∆)
(〈x, f(x)〉+ 1
2
|g(x)|2
|x|2 +
p− 2
2
〈x, g(x)〉2
|x|4
)
,
sup
|x|>h(∆)
(〈x, |x|
h(∆)
· f(h(∆) · x
|x|
)〉+ 1
2
| |x|
h(∆)
· g(h(∆) · x
|x|
)|2
|x|2
+
p− 2
2
〈x, |x|
h(∆)
· g(h(∆) · x
|x|
)〉2
|x|4
)}
.
If we set y = h(∆) · x
|x|
, then |y| = h(∆), and therefore
sup
x 6=0
(〈x, f∆(x)〉+ 12 |g∆(x)|2
|x|2 +
p− 2
2
〈x, g∆(x)〉2
|x|4
)
= max
{
sup
0<|x|≤h(∆)
(〈x, f(x)〉+ 1
2
|g(x)|2
|x|2 +
p− 2
2
〈x, g(x)〉2
|x|4
)
,
sup
|x|>h(∆)
(〈y, f(y)〉+ 1
2
|g(y)|2
|y|2 +
p− 2
2
〈y, g(y)〉2
|y|4
)}
= sup
0<|x|≤h(∆)
(〈x, f∆(x)〉+ 12 |g∆(x)|2
|x|2 +
p− 2
2
〈x, g∆(x)〉2
|x|4
)
≤ −λ.
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We complete the proof. 
3 Proof of Theorem 1.2
Firstly, let us prove the moment exponential stability of the exact solution x(t). By Itoˆ’s
formula, we have
d(epλt|x(t)|p) = epλt|x(t)|p
[
pλ+
p
2
(
2〈x(t), f(x(t))〉+ |g(x(t))|2
|x(t)|2
+(p− 2)〈x(t), g(x(t))〉
2
|x(t)|4
)]
dt+ dM(t),
where
dM(t) = pepλt|x(t)|p 〈x(t), g(x(t))〉
2
|x(t)|2 dB(t)
is the martingale term.
Then by (1.7), we have
d(epλt|x(t)|p) ≤ dM(t).
Therefore,
epλtE(|x(t)|p) ≤ |x0|p,
that is, the exact solution x(t) is p-th moment exponentially stable.
Now let us prove (1.9).
By definition of (1.4), for any k ≥ 0, we have
|X∆k+1|2 = |X∆k |2 + 2〈X∆k , f∆(X∆k )∆ + g∆(X∆k )∆Bk〉+ |f∆(X∆k )∆ + g∆(X∆k )∆Bk|2
= |X∆k |2(1 + ξk),
where
ξk =
1
|X∆k |2
(2〈X∆k , f∆(X∆k )∆ + g∆(X∆k )∆Bk〉+ |f∆(X∆k )∆ + g∆(X∆k )∆Bk|2)
if X∆k 6= 0, otherwise, it is set to −1. So we only need to suppose that X∆k 6= 0.
Then we have
|X∆k+1|p = |X∆k |p(1 + ξk)
p
2 .
Notice that for any x ≥ −1 and p ∈ (0, 1), by Taylor’s expansion,
(1 + x)
p
2 = 1 +
p
2
x+
p(p− 2)
8
x2 +
p(p− 2)(p− 4)
23 × 3! x
3 +
p(p− 2)(p− 4)(p− 6)
24 × 4! θ
4
≤ 1 + p
2
x+
p(p− 2)
8
x2 +
p(p− 2)(p− 4)
23 × 3! x
3,
where θ in the first equation lies between 0 and x.
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Then we have
E(|X∆k+1|p|Fk∆) ≤ |X∆k |pE(1 +
p
2
ξk +
p(p− 2)
8
ξ2k +
p(p− 2)(p− 4)
23 × 3! ξ
3
k|Fk∆).
Now
E(ξk|Fk∆) = 1|X∆k |2
E(2〈X∆k , f∆(X∆k )∆ + g∆(X∆k )∆Bk〉
+ |f∆(X∆k )∆ + g∆(X∆k )∆Bk|2|Fk∆)
=
1
|X∆k |2
[(2〈X∆k , f∆(X∆k )〉+ |g∆(X∆k )|2)∆ + |f∆(X∆k )|2∆2].
We have use the fact that E(∆Bk|Fk∆) = 0 and E((∆Bk)2|Fk∆) = ∆ in the above
equation.
Since f∆ is globally Lipschitz continuous, then
E(ξk|Fk∆) ≤ 2〈X
∆
k , f∆(X
∆
k )〉+ |g∆(X∆k )|2
|X∆k |2
∆+ L2h(∆)∆
2.
Thus, by (1.3), we have
L2
h(∆)∆
2
∆
= L2h(∆)∆→ 0.
That is L2
h(∆)∆
2 = o(∆). Here and from now on, o(∆) represents the high order infinites-
imal of ∆ as ∆→ 0. Therefore,
E(ξk|Fk∆) ≤ 2〈X
∆
k , f∆(X
∆
k )〉+ |g∆(X∆k )|2
|X∆k |2
∆+ o(∆).
Similarly, by (1.3) and Lemma 2.1, we have
E(ξ2k|Fk∆) =
1
|X∆k |4
E((2〈X∆k , g∆(X∆k )〉∆Bk +B)2|Fk∆)
=
1
|X∆k |4
E(4〈X∆k , g∆(X∆k )〉2(∆Bk)2 +B2 + 4B〈X∆k , g∆(X∆k )〉∆Bk|Fk∆)
≥ 4〈X
∆
k , g∆(X
∆
k )〉2
|X∆k |4
∆− 8L3h(∆)∆2
=
4〈X∆k , g∆(X∆k )〉2
|X∆k |4
∆− o(∆),
where
B : = 2〈X∆k , f∆(X∆k )〉∆+ |f∆(X∆k )|2∆2
+ |g∆(X∆k )|2(∆Bk)2 + 2〈f∆(X∆k ), g∆(X∆k )〉∆ ·∆Bk.
Moreover, we have
E(ξ3k|Fk∆) ≤ C(L3h(∆)∆3 + L6h(∆)∆6 + L6h(∆)∆3
+ L3h(∆)∆
2 + L4h(∆)∆
3 + L4h(∆)∆
2
+ L5h(∆)∆
4 + L6h(∆)∆
5 + L6h(∆)∆
4)
= o(∆),
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where C is a positive constant independent of ∆.
Therefore,
E(|X∆k+1|p|Fk∆) ≤ |X∆k |p
[
1 +
p
2
(2〈X∆k , f∆(X∆k )〉+ |g∆(X∆k )|2
|X∆k |2
+(p− 2)〈X
∆
k , g∆(X
∆
k )〉2
|X∆k |4
)
∆+ o(∆)
]
≤ |X∆k |p(1− pλ∆+ o(∆)).
We have use Lemma 2.2 in the last inequality.
Now for any given ε ∈ (0, λ) sufficiently small, we can choose ∆∗ ∈ (0, 1) sufficiently small
such that for all ∆ ∈ (0,∆∗), it follows that o(∆)
∆
≤ pε.
Thus,
E(|X∆k+1|p|Fk∆) ≤ |X∆k |p(1− p(λ− ε)∆).
Taking expectation on both sides yields
E(|X∆k+1|p|) ≤ E(|X∆k |p)(1− p(λ− ε)∆).
Thus, for any k ≥ 1,
E(|X∆k |p|) ≤ |x(0)|p(1− p(λ− ε)∆)k ≤ |x(0)|pe−kp(λ−ε)∆. (3.1)
That is the MTEM method (1.4) is p-th moment exponentially stable of order p(λ− ε).
We have proved (1.9).
By using Chebyshev inequality and Borel-Cantelli lemma, (1.10) could be obtained in the
same way as [5].
To prove (1.11), given any fixed ∆ > 0 and suppose k∆ ≤ t < (k + 1)∆. Then
x∆(t)− x¯∆(t) = x∆(t)−X∆k = f∆(X∆k )(t− k∆) + g∆(X∆k )(B(t)− B(k∆)).
Since 0 < p < 1, we have
E|x∆(t)− x¯∆(t)|p ≤ ∆pE|f∆(X∆k )|p + E(|g∆(X∆k )|pE(|B(t)− B(k∆)|p|Fk∆).
Now f∆ and g∆ are globally Lipschitz continuous by Lemma 2.1, and notice that B(t)−
B(k∆) is independent of Fk∆, then
E|x∆(t)− x¯∆(t)|p ≤ ∆pE(3Lh(∆)|X∆k |)p + E(3Lh(∆)|X∆k |)p∆
p
2
)
≤ 3pLp
h(∆)(∆
p +∆
p
2 )E(|X∆k |p).
Notice that for any k∆ ≤ t < (k + 1)∆, E|x¯∆(t)|p = E(|X∆k |p). Therefore, by (1.3), for ∆
small enough, there exists C > 0 such that
E|x∆(t)|p ≤ E|x∆(t)− x¯∆(t)|p + E|x¯∆(t)|p
≤ (3pLp
h(∆)(∆
p +∆
p
2 ) + 1)E(|X∆k |p) ≤ CE(|X∆k |p).
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So by (3.1) we just obtained above, we have
lim sup
t→∞
logE(|x∆(t)|p)
t
≤ lim sup
k→∞
sup
k∆≤t<(k+1)∆
logE(|x∆(t)|p)
t
≤ lim sup
k→∞
sup
k∆≤t<(k+1)∆
logC + logE(|X∆k |p)
t
≤ lim sup
k→∞
logC + p log |x0| − kp(λ− ε)∆
(k + 1)∆
= p(λ− ε).
This completes the proof. 
4 Example
In this section, let us present an example to interpret our theory.
Let d = 1. Consider the following scalar SDE:
dx(t) = (x(t) + x3(t))dt+ 2
√
x4(t) + 2x2(t)dB(t). (4.1)
In this equation, the drift term f(x) = x+ x3 and the diffusion term g(x) = 2
√
x4 + 2x2.
Notice that neither f nor g is linear growing, meanwhile f is not one-sided Lipschitz
continuous. Then the exponential stability of classical Euler-type numerical approximations
such as EM method, backward EM method or θ-EM method could not be applied for this
example.
It is obvious that both f and g are locally Lipschitz continuous (with LR = (1 + 3R
2) ∨
(2 + 2R)). Moreover, since in this case
〈x, f(x)〉+ 1
2
|g(x)|2
|x|2 +
p− 2
2
〈x, g(x)〉2
|x|4 =
〈x, f(x)〉+ p−1
2
|g(x)|2
|x|2
=
(4p− 3)x2 + (2p− 1)x4
x2
,
(4.2)
then (1.7) holds for p = 1
2
and λ = 1. Therefore, equation (4.1) admits a unique strong
global solution.
Let h(∆) =
√
∆−
1
5−1
3
for ∆ < 4−5. Then 1 < h(∆)→∞ as ∆→ 0, moreover, we have
L4h(∆)∆ = (1 + 3h
2(∆))4∆ =
1
1 + 3h2(∆)
= ∆
1
5 → 0 as ∆→ 0.
Thus, condition (1.3) also holds for given h. Then by Theorem 1.2, we know that the
1
2
-th moment of the unique global solution of (1.1) is exponentially stable with order 1
2
.
Moreover, for the numerical approximation MTEM (1.4), we have that for any ε < 1,
lim sup
k→∞
logE(|X∆k |
1
2 )
k∆
≤ −1
2
(1− ε) (4.3)
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and
lim sup
k→∞
log |X∆k |
k∆
≤ −(1− ε). (4.4)
For the continuous-times MTEM approximation (1.6), we also have
lim sup
t→∞
logE(|x∆(t)| 12 )
t
≤ −1
2
(1− ε). (4.5)
Thus, the MTEM replicates the exponential stability of the exact solution for the given
SDE.
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