Recently two emerging areas of research, attosecond and nanoscale physics, have started to come together. Attosecond physics deals with phenomena occurring when ultrashort laser pulses, with duration on the femto-and sub-femtosecond time scales, interact with atoms, molecules or solids. The laser-induced electron dynamics occurs natively on a timescale down to a few hundred or even tens of attoseconds (1 attosecond=1 as=10 −18 s), which is comparable with the optical field. For comparison, the revolution of an electron on a 1s orbital of a hydrogen atom is ∼ 152 as. On the other hand, the second branch involves the manipulation and engineering of mesoscopic systems, such as solids, metals and dielectrics, with nanometric precision. Although nano-engineering is a vast and well-established research field on its own, the merger with intense laser physics is relatively recent. In this report on progress we present a comprehensive experimental and theoretical overview of physics that takes place when short and intense laser pulses interact with nanosystems, such as metallic and dielectric nanostructures. In particular we elucidate how the spatially inhomogeneous laser induced fields at a nanometer scale modify the laser-driven electron dynamics. Consequently, this has important impact on pivotal processes such as above-threshold ionization and high-order harmonic generation. The deep understanding of the coupled dynamics between these spatially inhomogeneous fields and matter configures a promising way to new avenues of research and applications. Thanks to the maturity that attosecond physics has reached, together with the tremendous advance in material engineering and manipulation techniques, the age of atto-nano physics has begun, but it is in the initial stage. We present thus some of the open questions, challenges and prospects for experimental confirmation of theoretical predictions, as well as experiments aimed at characterizing the induced fields and the unique electron dynamics initiated by them with high temporal and spatial resolution.
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I. INTRODUCTION
This report on progress presents a new emerging field of atomic, molecular, and optical physics: atto-nanophysics. It is an area that combines the traditional and already very mature attosecond physics with the equally well developed nanophysics. In the introduction we give just general motivations and description of this new area, restricting ourselves to vary basic (mostly review style) references. Extensive set of references concerning the new area is included in the bulk of the report.
Attosecond physics has traditionally focused on atomic and small molecular targets (Krausz and Ivanov, 2009; Scrinzi et al., 2006) . For such targets the electron excursion amplitude induced by the ultrafast laser pulse is small compared to the wavelength of the driving laser. Hence, the spatial dependence of the laser field can be safely neglected. In the presence of such spatially homogeneous laser fields the timedependent processes occurring on the attosecond time scale have been extensively investigated (Baltuska et al., 2003a; Hentschel et al., 2001) . This subject has now reached maturity based upon well-established theoretical developments and the understanding of various nonlinear phenomena (cf. (Batani et al., 2001; Lewenstein and L'Huillier, 2009; Salières et al., 1999) ), as well as the formidable advances in experimental laser techniques. Nowadays, measurements with attosecond precision are routinely performed in several facilities around the world.
At the same time, bulk matter samples have been scaled in size to nanometer dimensions, paving the way to study light-matter interaction in a completely new regime. When a strong laser interacts, for instance, with a metallic structure, it can couple with the plasmon modes inducing the ones corresponding to collective oscillations of free charges. These free charges, driven by the field, generate spots of few nanometers size of highly enhanced near-fields, which exhibit unique temporal and spatial characteristics. The near-fields in turn induce appreciable changes in the local field strength at a scale of the order of tenths of nanometers, and in this way modify the field-induced electron dynamics. In other words, in this regime, the spatial scale on which the electron dynamics takes place is of the same order as the field variations. Moreover, the near-fields change on a sub-cycle timescale as the free charges respond almost instantaneously to the driving laser. As a consequence, we face an unprecedented scenario: the possibility to study and manipulate strong-field induced phenomena by rapidly changing fields, which are not spatially homogeneous.
This report on progress is devoted and focused on the experimental and theoretical consequences of spatially inhomogeneous laser driven strong fields in atoms, molecules and nano-structures. We begin with a brief subsection about attosecond physics. The purpose here is not to describe the subject in detail (for recent review articles on this topic we refer the reader to, e.g. (Krausz and Ivanov, 2009; Scrinzi et al., 2006) ), but rather to give a general overview of the strong field processes driven by intense ultrashort laser pulses in optical to mid-IR frequencies. Such pulses are instrumental to all phenomena described here, including high-order harmonic generation (HHG), above-threshold ionization (ATI) and nonsequential double ionization (NSDI).
The following subsection indicates how our understanding of these strong field processes, relatively well known and studied for atomic gas targets, is affected in the presence of nanoscale condensed matter targets. The emergent field of attosecond physics at the nanoscale marries very fast attosecond processes (1 as = 10 −18 s), with very short nanometric spatial scales (1 nm = 10 −9 m), bringing a unique and sometimes unexpected perspective on important underlying strong field phenomena.
Section II is quite extended and includes a short description of various experimental techniques and methods used in atto-nanophysics, from generation of nano-plasmonic fields, design of nano-structures, to more general techniques of super intense laser physics: generation of few-cycle phase stabilized laser pulses, generation of attosecond pulses via HHG, and combining both on attosecond streaking. In this Section we present as an excellent example a case study of the Imperial College attosecond beamline and its applications of attostreaking at surfaces.
Section III is devoted to the discussion of electron emission imaging from isolated nanoparticles, a subject which has grown in importance and maturity in the last 5 years or so. Similarly hot subject: attosecond control of electrons at nanoscale needle tips is the subject of Section IV. Sec-tion V describes specific aspect of attosecond streaking in nanolocalized plasmonic fields, originating both from isolated nanospheres as well as from nanoantennas. In Section VI we turn to the discussion of experiments on extreme XUV generation by atoms in plasmonic nanofields.
Theoretical approaches are summarized in Secton VII, while selected theoretical predictions concerning HHG are presented in Section VIII. Section IX is exclusively devoted to theoretical predictions concerning ATI driven by spatially inhomogeneous fields, while in Section X we briefly mention other processes of interest, such as multielectron effects and multielectron ionization.
We conclude in a short Section XI, stressing the explosive character of the recent development of the atto-nanophysics, and quoting examples of very recent breakthrough papers.
A. Strong field phenomena driven by spatially homogeneous fields
A common way of initiating electronic dynamics in atoms or molecules is to expose these systems to an intense and coherent electromagnetic radiation. This interplay results in a variety of widely studied and important phenomena, which we simply list and shortly describe in this subsection. To put the relevant laser parameters into context, it is useful to compare them with an atomic reference. In the present context, laser fields are considered intense when their strength is not much smaller or even comparable to the Coulomb field experienced by an atomic electron. The Coulomb field in an hydrogen atom is approximately 5 × 10 9 V cm −1 (≈ 514 V nm −1 ), corresponding to an equivalent intensity of 3.51×10
16
W cm −2 -this last value actually defines the atomic unit of intensity. With regard to time scales, we note that in the Bohr model of hydrogen atom, the electron takes about 150 as to orbit around the proton, defining the characteristic time for electron dynamics inside atoms and molecules (Corkum and Krausz, 2007) . Finally, the relevant laser sources are typically in the near-IR regime, and hence laser frequencies are much below the ionisation potential. In particular, an 800 nm source corresponds to a photon energy of 0.057 au (1.55 eV), which is much below the ionisation potential of hydrogen, given by 1/2 au (13.6 eV). At the same time, laser intensities are in the 10 13 − 10 15 W cm −2 range: high enough to ionize some fraction of the sample, but low enough to avoid space charge effects.
While the physics of interactions of atoms and molecules with intense laser pulses is quite complex, much can be understood using theoretical tools developed over the past decades, starting with the seminal work by Keldysh in the 1960 's (Ammosov et al., 1986 Faisal, 1987; Keldysh, 1965; Perelomov et al., 1966; Reiss, 1980) . According to the Keldysh theory, an electron can be freed from an atomic or molecular core either via tunnel or multiphoton ionization. These two regimes are characterized by the Keldysh parameter:
where I p is the ionization potential, U p is the ponderomotive energy, defined as U p = E 2 0 /4ω 2 0 where E 0 is the peak laser electric field and ω 0 the laser carrier frequency. The adiabatic tunnelling regime is then characterized by γ 1, whereas the multiphoton ionization regime by γ 1. In the multiphoton regime ionisation rates scale as laser intensity I N , where N is the order of the process, i.e. the number of photon necessary to overpass the ionization potential.
Many experiments take place in an intermediate or crossover region, defined by γ ∼ 1 (Landsman and Keller, 2015) . Another way to interpret γ is to note that γ = τ T /τ L , where τ T is the Keldysh time (defined as τ T = √ 2Ip E0 ) and τ L is the laser period. Hence γ serves as a measure of non-adiabaticity by comparing the response time of the electron wavefunction to the period of the laser field.
When laser intensities approach 10 13 ∼ 10 14 W cm −2 , the usual perturbative scaling observed in the multiphoton regime (γ 1) does not hold, and the emission process becomes dominated by tunnelling (γ < 1). In this regime a strong laser field bends the binding potential of the atom creating a penetrable potential barrier. The ionization process is governed thus by electrons tunnelling through this potential barrier, and subsequently interacting "classically" with the strong laser field far from the parent ion (Corkum, 1993; Lewenstein et al., 1994; Schafer et al., 1993) .
This concept of tunnel ionization underpins many important theoretical advances, which have received spectacular experimental confirmation with the development of intense ultrashort lasers and attosecond sources over the past two decades. On a fundamental level, theoretical and experimental progress opened the door to the study of basic atomic and molecular processes on the attosecond time scale. On a practical level, this led to the development of attosecond high frequency extreme ultraviolet and X-ray sources, which promise many important applications, such fine control of atomic and molecular reactions among others. The very fact that we deal here with sources that produce pulses of attosecond duration is remarkable. Attosecond XUV pulses allow in principle to capture all processes underlying structural dynamics and chemical reactions, including electronic motion coupled to nuclear dynamics. They allow also to address basic unresolved and controversial questions in quantum mechanics, such as for instance the duration of the strong field ionization process or the tunnelling time (Landsman and Keller, 2015; Pazourek et al., 2015) .
As was already mentioned, among the variety of phenomena which take place when atomic systems are driven by coherent and intense electromagnetic radiation, the most notable examples are HHG, ATI and NDSI. All these processes present similarities and differences, which we describe briefly below (Batani et al., 2001; Joachain et al., 2012; Lewenstein and L'Huillier, 2009) HHG takes place whenever an atom or molecule interacts with an intense laser field of frequency ω 0 , producing radiation of higher multiples of the fundamental frequency Kω 0 , where in the simplest case of rotationally symmetric target K is an odd integer. HHG spectra present very distinct characteristics: there is a sharp decline in conversion efficiency followed by a plateau in which the harmonic intensity hardly varies with the harmonic order K, and eventually an abrupt cutoff. For an inversion symmetric medium (such as all atoms and some molecules), only odd harmonics of the driving field have been observed because of dipole selection rules and the central symmetric character of the potential formed by the laser pulse and the atomic field. The discovery of this plateau region in HHG has made it possible to generate coherent XUV radiation using table-top lasers. The above mentioned features characterize a highly nonlinear process (L'Huiller et al., 1993) . Furthermore, HHG spectroscopy (i.e. the measurement and interpretation of the HHG emission from a sample) has been widely applied to studying the ultrafast dynamics of molecules interacting with strong laser fields (see, e.g. (Marangos, 2016) ).
Conceptually, HHG is easily understood using the threestep model (Corkum, 1993; van Linden van den Heuvell and Muller, 1988; Kuchiev, 1987; Kulander et al., 1993; Lewenstein et al., 1994) : (i) tunnel ionization due to the intense and low frequency laser field; (ii) acceleration of the free electron by the laser electric field, and (iii) re-collision with the parent ion. The kinetic energy gained by the electron in its journey, under the presence of the laser oscillatory electric field, is converted into a high energy photon and can be easily calculated starting from semiclassical assumptions.
HHG has received special attention because it underpins the creation of attosecond pulses and, simultaneously, it exemplifies a special challenge from a theoretical point of view due to the complex intertwining between the Coulomb and external laser fields. Additionally, HHG is a promising way to provide a coherent table-top sized short wavelength light sources in the extreme-ultraviolet (XUV) and soft x-ray regions of the spectrum. Nonlinear atom-electron dynamics triggered by focusing intense laser pulses onto noble gases generates broadband high photons whose energy reaches the soft X-ray region. This nonlinear phenomenon requires laser intensities in the range of 10 14 W cm −2 , routinely available from Ti:sapphire femtosecond laser amplifiers (Brabec and Krausz, 2000) .
Another widely studied phenomenon is the above-threshold ionization (ATI). In fact, and from an historical viewpoint, it was the first one to be considered as a strong nonperturbative laser-matter interaction process (Agostini et al., 1979; Muller et al., 1986) . Conceptually, ATI is similar to HHG, except the electron does not recombine with the parent atom in the step (iii), but rather is accelerated away by the laser field, eventually registering at the detector. Hence, ATI is a much more likely process than HHG, although the latter has opened a venue for a larger set of applications and technological developments. Nevertheless, ATI is an essential tool for laser pulse characterization, in particular in a few-cycle pulses regime. Unlike in HHG, where macroscopic effects, such as phase matching, often have to be incorporated to reliably reproduce the experiment, single atom simulations are generally enough for ATI modeling.
In an ordinary ATI experiment, the energy and/or angular distribution of photoelectrons is measured. The ATI spectrum in energy presents a series of peaks given by the formula E p = (m + s)ω 0 − I p , where m is the minimum number of laser photons needed to exceed the atomic binding energy I p and s is commonly called the number of 'above-threshold' photons carried by the electron. This picture changes dramatically when few-cycle pulses are used to drive the media and the ATI energy spectra becomes much richer structurally speaking (Milosević et al., 2006) .
In this case, we can clearly distinguish two different regions, corresponding to direct and rescattered electrons. The low energy region, given by E k 2U p , corresponds to direct electrons or electrons which never come back to the vicinity of the parent atom.
On the other hand, the high energy part of the ATI spectrum 2U p E k 10U p is dominated by the rescattered electrons, i.e. the electrons that reach the detector after being rescattered by the remaining ion-core (Paulus et al., 1994) . The latter are strongly influenced by the absolute phase of a few-cycle pulse and as a consequence they are used routinely for laser pulse characterization (Paulus et al., 2003) . These two energy limits for both the direct and rescattered electrons, i.e. 2U p and 10U p can be easily obtained invoking purely classical arguments (Becker et al., 2002; Milosević et al., 2006; Salières et al., 2001) .
Most of the ATI and HHG experiments use as an interacting media multielectronic atoms and molecules, and recently condensed and bulk matter. Nevertheless, one often assumes that only one valence electron is active and hence determines all the significant features of the strong field lasermatter interaction. The first observations of two-electron effects in ionization by strong laser pulses go back to the famous Anne L'Huillier's 'knee' (L'Huiller et al., 1983) . This paper and later the influential Paul Corkum's work (Corkum, 1993) stimulated the discussion about sequential versus nonsequential ionization, and about a specific mechanism of the latter (shake-off, rescattering, etc.). In the last twenty years, and more recently as well, there has been a growing interest in electron correlations, both in single-and multi-electron ionization regimes, corresponding to lower and higher intensities, respectively (cf. Smirnova et al., 2009; Walker et al., 1994) ).
One notable example where electron correlation plays an instrumental role is the so-called non-sequential double ionization (NSDI) (Walker et al., 1994) . It stands in contrast to sequential double (or multiple) ionization, i.e. when the process undergoes a sequence of single ionization events, with no correlation between them. NSDI has attracted considerable interest, since it gives direct experimental access to electronelectron correlation -something that is famously difficult to analyse both analytically and numerically (for recent review see, e.g. (Bergues et al., 2015) ).
B. Introduction to atto-nano physics
The interaction of ultra-short strong laser pulses with extended systems has recently received much attention and led to an advance in our understanding of the attosecond to fewfemtosecond electronic and nuclear dynamics. For instance, the interaction of clusters with strong ultrafast laser fields has long been known to lead to the formation of nanoplasmas in which there is a high degree of charge localisation and ultrafast dynamics, with the emission of energetic (multiple keV) electrons and highly charged -up to Xe 40+ -ions with high energy (MeV scale) (Ditmire et al., 1997a,b; Shao et al., 1996; Smith et al., 1998; Tisch et al., 1997) . Most recently use of short pulses (∼ 10 fs) has succeeded in isolating the electron dynamics from the longer timescale ion dynamics (which are essentially frozen) revealing a higher degree of fragmentation anisotropy in both electrons and ions compared to the isotropic distributions found from longer pulses (∼ 100 fs) (Skopalová et al., 2010) .
Likewise, interactions of intense lasers with nano-particles, such as micron scale liquid droplets, leads to hot plasma formation. An important role is found for enhanced local fields on the surface of these droplets driving this interaction via "field hot-spots" (Donnelly et al., 2001; Gumbrell et al., 2001; Mountford et al., 1998; Sumeruk et al., 2007a,b; Symes et al., 2004) .
Furthermore, studies of driving bound and free charges in larger molecules, e.g. collective electron dynamics in fullerenes (Li et al., 2015) , and in graphene-like structures (Yakovlev et al., 2015) , proton migration in hydrocarbon molecules (Kübel et al., 2016) , and charge migration in proteins (Belshaw et al., 2012; Calegari et al., 2014) could be included in this category. In turn, laser-driven broad-band electron wavepackets have been used for static and dynamic diffraction imaging of molecules (Blaga et al., 2012; Pullen et al., 2015; Xu et al., 2014) , obtaining structural information with sub-nanometer resolution.
Tailored ultra-short and intense fields have also been used to drive electron dynamics and electron or photon emission from (nanostructured) solids (for a recent compilation see e.g. (Hommelhoff and Kling, 2015) ). The progress seen in recent years has been largely driven by advances in experimental and engineering techniques (both in laser technology and in nanofabrication). Among the remarkable achievements in just the latest years are the demonstration of driving electron currents and switching the conductivity of dielectrics with ultrashort pulses (Schiffrin et al., 2013; Schultze et al., 2013) , controlling the light-induced electron emission from nanoparticles Zherebtsov et al., 2011) and nanotips (Herink et al., 2012; Krüger et al., 2011; et al., 2014), and the sub-cycle driven photon emission from solids (Ghimire et al., 2011; Luu et al., 2015; Schubert et al., 2014; Vampa et al., 2015) . Furthermore, the intrinsic electron propagation and photoemission processes have been investigated on their natural, attosecond timescales (Cavalieri et al., 2007b; Locher et al., 2015; Neppl et al., 2012; Okell et al., 2015; Schultze et al., 2010) .
A key feature of light-nanostructure interaction is the enhancement of the electric near-field by several orders of magnitude, and its local confinement on a sub-wavelength scale (Stockman, 2011) . From a theoretical viewpoint, this field localisation presents a unique challenge: we have at our disposal strong fields that change on a comparable spatial scale of the oscillatory electron dynamics that are initiated by those same fields. As will be shown throughout this contribution, this singular property entails profound consequences in the underlying physics of the conventional strong field phenomena. In particular, it violates one of the main assumptions that modelling of strong-field interactions is based upon: the spatial homogeneity of laser fields in the volume of the electronic dynamics under scrutiny.
Interestingly, an exponential growing attraction in strong field phenomena induced by plasmonic-enhanced fields was triggered by the controversial work of Kim et al. (Kim et al., 2008) . These authors claimed to observe efficient HHG from bow-tie metallic nanostructures. Although the interpretation of the outcomes was incorrect, this paper definitively stimulated a constant interest in the plasmonic-enhanced HHG and ATI (Kim et al., 2012; Park et al., 2013 Park et al., , 2011 Pfullmann et al., 2013; Sivis et al., 2012 .
Within the convetional assumption, both the laser electric field, E(r, t), and the corresponding vector potential, A(r, t), are spatially homogeneous in the region where the electron moves and only their time dependence is considered, i.e. E(r, t) = E(t) and A(r, t) = A(t). This is a valid assumption considering the usual electron excursion (estimated classically using α = E 0 /ω 2 0 ) is bounded roughly by a few nanometers in the near-IR, for typical laser intensities, and several tens of nanometers for mid-IR sources (note that α ∝ λ 2 0 , where λ 0 is the wavelength of the driving laser and E 0 = √ I, where I is the laser intensity) (Brabec and Krausz, 2000) . Hence, electron excursion is very small relative to the spatial variation of the field in the absence of local (or nanoplasmonic) field enhancement (see Fig. 1(a) ). On the contrary, the fields generated using surface plasmons are spatially dependent on a nanometric region (cf. Fig. 1(b) ). As a consequence, all the standard theoretical tools in the strong field ionization toolbox (ranging from purely classical to frequently used semiclassical and complete quantum mechanical descriptions) have to be re-examined. In this review, we will therefore focus on how the most important and basic processes in strong field physics, such as HHG and ATI, are modified in a new setting of strong field ultrafast phenomena on a nanoscale. Note that the strong field phenomena driven by plasmonic fields could be treated theoretically within a particular flavour of a non-dipole approximation, but neglecting completely magnetic effects. We will give more details about this particular point throughout this report.
II. EXPERIMENTAL TOOLS AND TECHNIQUES
A. Near-fields and nanoplasmonics
In this section we will give a brief introduction to nanoplasmonics. Since nanoplasmonics constitutes a vast field of research, we limit our discussion to aspects that are relevant for the attosecond physics discussed in this review.
The interaction of light with matter is naturally confined by the length scales involved -the wavelength of the light and the length associated with the spatial structure of the matter. If the length scale of the structure is much smaller than the wavelength the confinement of the interaction reaches the nano-scale. Electromagnetic near-fields are excited that enable optics below Abbe's diffraction limit. This mechanism opened up the field of nano-optics, also called nearfield optics (see, e.g. (Maier, 2007; Novotny and Hecht, 2012; Sarid and Challener, 2010) for exhaustive literature on the topic). Nano-optics has found a wide range of applications in microscopy and spectroscopy, among them scanning near-field microscopy (SNOM) (Hartschuh, 2008; Inouye and Kawata, 1994; Wessel, 1985) and tip-enhanced Raman scattering (TERS) (Stöckle et al., 2000; Wessel, 1985) .
A prominent and illustrative example of a nano-scale structure used in nano-optics is a nanosphere. In the following we consider the interaction of light of wavelength λ with such a sphere made from a linear, local, isotropic material, situated in vacuum. The essential assumption is that the sphere's radius R is much smaller than λ. In linear optics, described by classical electrodynamics, the properties of the material of the sphere are entirely given by the complex dielectric constant (λ) = r (λ) + i i (λ), which is the square of the material's complex refractive index n. The dielectric constant describes the electronic response of the system to external electromagnetic fields. If we now expose the sphere to a homogeneous static electric field, we induce a collective displacement of electric charge along the field direction with respect to the ionic background. When moving from the static field to a linearly polarized light field, this displacement becomes oscillatory, leading to a time-dependent polarization (see Fig. 2(a) ). The sphere now acts as a strongly confined source of light, in other words, as an optical nano-emitter.
For nanospheres with radii R much smaller than the incident wavelength, the quasi-static approximation provides a simple approach to estimate the resulting local electric field. Omitting its time dependence in the quasi-static approximation and neglecting weak magnetic effects, the local field is given by (Jackson, 1999; Maier, 2007) 
where r is the spatial vector pointing from the centre of the sphere to the point of interest,r is its unity vector, E 0 is the spatially homogeneous incident field and 0 is the vacuum permittivity. The (complex) dipole moment is given by
Figures 2(b) and 2(c) show the normalized local field strength |E(r)|/|E 0 | for a gold nanosphere and a SiO 2 nanosphere, respectively (R = 30 nm, λ = 720 nm). It is evident the optical near-field is spatially inhomogeneous. At the poles the field is strongly enhanced and rapidly decays with increasing distance from the surface, with a 1/e decay constant on the order of the radius R of the sphere. The maximum local field enhancement ξ = max |E(r)|/|E 0 |, here found at the sphere's poles, is independent of the sphere's radius and is given by
The enhancement factor for the gold nanosphere at its optical "hotspots" is ξ = 3.41. Inside the sphere, the field is uniformly screened and amounts only to a fraction of the strength of the incident field. The example of the nanosphere demonstrates the main characteristics of nano-optics, namely localization, enhancement and screening of electric fields at the nano-scale. In the context of this review, the induced spatial inhomogeneity and the strong enhancement attained at nanostructures is attractive in particular for driving and spatially confining nonlinear processes like low-order harmonic generation (Bouhelier et al., 2003; Neacsu et al., 2005; Wolf et al., 2016) or strong-field photoemission (Bormann et al., 2010; Schenk et al., 2010) . In general, the properties of the excited near-fields critically depend on the polarization of the incident light, the geometry of the nanostructure and on the (wavelength-dependent) dielectric constant of the material (λ). Depending on these factors, three effects can be distinguished that contribute to near-field excitation and field enhancement (Hartschuh, 2008; Martin and Girard, 1997; Martin et al., 2001) . The first effect is geometric in nature and benefits from sharp edges and protrusions of the nanostructure. Under light irradiation, surface charge is accumulated due to the discontinuity of the dielectric constant at the metal-vacuum boundary. This charge in conjunction with the sharp features of the nanostructure leads to strong local electric fields, similar to the electrostatic lightning rod effect. This effect mostly depends on geometry and can be observed for a wide range of materials and wavelength regimes. Prominent examples for nanostructures relying on the geometric effect are nanotips, nanotapers and nanorods. The second effect is observed at nanostructures that are odd multiples of half the wavelength in size. Antenna resonances in the optical domain are excited, leading to strong increase of field enhancement. The third effect is strongly coupled both to material properties and to geometry. Returning to the example of the nanosphere, Eq. (4) predicts a resonance at r = −2. This resonance condition, named Fröhlich condition (Fröhlich and Pelzer, 1955) , can be fulfilled satisfactorily by plasmonic metals in the visible domain ( r < 0 and 0 < i | r |), such as gold and silver. Such resonances are called localized surface plasmon resonances (LSPRs). Localized surface plasmons are excited that can lead to long-lived charge oscillations and also higher field enhancement than for other materials. Furthermore, propagating plasmon waves can be excited and observed, e.g. at the shank of a nanotip (Berweger et al., 2012) . This shows that plasmonics can be confined to the nano-scale, enabling nanoplasmonics (see, e.g. (Kauranen and Zayats, 2012; Sonnefraud et al., 2012; Stockman, 2011) for review articles on various aspects of nanoplasmonics).
Time-domain effects become very important if the incident light field is pulsed and broadband. Depending on the excitation spectrum in amplitude and phase, on the morphology of the nanostructure and on the wavelength-scaling of the dielectric constant, the induced near-field can be shaped in amplitude and phase and in its spatial behaviour. In particular, plasmonic materials typically feature long-lived plasmon oscillations that persist after the excitation pulse has ended, with lifetimes in the femtosecond domain (see, e.g. (Sönnichsen et al., 2002) ).
Near-field optics is fully described by linear classical electrodynamics as defined by Maxwell's equations. Analytical modelling of near-fields with the quasistatic approximation or with Mie theory (Bohren and Huffman, 1998 ), however, is only possible for a few special cases such as nanospheres and nanoellipsoids (Maier, 2007) , both assumed to be much smaller than the driving wavelength. For larger spheres and ellipsoids, higher-order modes start to contribute to the near-field and an analytical treatment becomes elusive. Numerical methods need to be applied in order to solve Maxwell's equations within the system's defining boundary conditions. Among those methods are the finite elements method (FEM), the finite-difference time-domain (FDTD) approach and the boundary element method (BEM) (Taflove and Hagness, 2005) . In general, spectroscopic investigations of the optical response of nanostructures agree well with numerical simulations. Nanophotonic devices can be engineered using numerics and tailored to specific needs (see next subsection). In order to increase field enhancement, oftentimes nanostructure dimers are placed very close to each, for example in a bow-tie configuration . Due to coupling of the modes of the dimers, the near-field in the gap between the dimers is strongly enhanced compared to that of a single nanostructure. At very small gap sizes, below 1 nm, classical electrodynamics breaks down and quantum effects like electron tunnelling and nonlocal screening set in (Savage et al., 2012; Scholl et al., 2013) . In such a case, selfconsistent theory approaches have to be applied, such as timedependent density functional theory (Marinica et al., 2015; Zuloaga et al., 2009) , or quantum corrections to classical electrodynamics have to be introduced (see, e.g. ). This limits the achievable field enhancement factor to lower values than the classical prediction, not only in dimer gaps and in other multiparticle systems (Ciracì et al., 2012) , but also very close to the surface of a single nanostructure (Zuloaga et al., 2010) .
Near-fields are accessible experimentally by various techniques. Nonlinear processes like second-harmonic generation (Neacsu et al., 2005) or nonlinear photoemission Ropers et al., 2007b; Thomas et al., 2013) or also attosecond streaking (Süßmann and Kling, 2011b) can be em-ployed as means to probe the magnitude of the local field enhancement. The spatial profile of near-fields can be resolved with the help of inelastic electron scattering processes where a tightly focused, high-energy electron beam is passing close to the nanostructure. Possible experimental observables are cathodoluminescence (Chaturvedi et al., 2009; Vesseur et al., 2007) , incoherent electron energy loss (Huth et al., 2013; Nelayah et al., 2007; Schröder et al., 2015b) or coherent electron energy gain (Barwick et al., 2009; Feist et al., 2015) . All these methods are particularly useful to probe plasmonic resonances and spatial structures like standing waves and optical hotspots.
B. Design and manufacture of nano-scale targets
Design rules for plasmonic nanostructures
Like many other resonating systems, plasmonic structures are characterized by a strong dispersive response to the probing field, with strong frequency dependence of the scattering and absorption cross-sections and the field enhancement at the vicinity of the nanoantennas (Maier, 2007) . The peak of the extinction spectrum is known as the localized surface plasmon resonance (LSPR), and its resonance frequency and shape, so as the near-field enhancement and its time-dependent spectral properties are determined by the materials and the geometry (shape and size) of the nanostructures and their surrounding medium (Choi et al., 2016; Fernández-García et al., 2014; Lorek et al., 2015) . The LSPR may be affected also by dipolar coupling between adjunct nanostructures and standing waves in periodically assembled structures (Jain et al., 2006) . The plasma frequency-a material constant depending on its properties (namely: free electron density, electrons effective mass, and the effective electron dumping rate)-sets the upper limit for the frequency at which an LSPR is achievable for a specific material. For applications in the visible and nearinfra red (NIR), a range of suitable plasmonic materials exists, (e.g. aluminium, silver, gold, metal-nitrides, semiconductors and transparent conductive oxides (TCO) (Naik et al., 2013) ), where the choice of the optimized material usually depends on its materials-compatibility with the overall fabrication process, and on its chemical and physical stability of the materials under operating conditions, e.g. Ag and Al tend to oxidise in free atmosphere; TiN is stable at high temperatures and to the optical range of interest -Al can support LSPR at ultra-violet (UV) frequencies; Ag shows stronger resonance than Au in the visible due to electronic inter-band transitions in the latter (Fernández-García et al., 2014; Maier, 2007) ; TCOs have negative real permittivity only for wavelength longer than 1.3 to 1.5 µm (Naik et al., 2013) . The materials surrounding the nanostructures have a strong effect on the frequency of the LSPR which is red shifted with increase of the refractive index (n). Devices that are designed to operate at the visible optical range are usually fabricated on-top of glass-like substrate with n ranging from 1.3 to 1.5, compare to n = 3.5 to 4 for typical semiconductors, and use self-assembly monolayer as adhesion promoters rather than chromium of titanium layer (Habteyes et al., 2012) . Finally, after the selection of materials, the exact shape and dimensions of the nanostructures are designed to tune the plasmonic resonance frequency to the desired spectral range and functionality. The typical dimensions of gold structures designed to operate in the visible to NIR range are at the order of tens to few hundred of nanometers. The last designing step is usually accomplished by means of finite-elements or wave analysis numerical simulations (Veronis and Fan, 2007) , covering a wide range of design parameters.
Fabrication methods of arrays of plasmonic nanostructures
Fabrication methods of metallic nanostructures are differed one from another by the resolution and critical dimension of the written features, accuracy of placement of structures, and speed and costs of the fabrication process. Here we restrict the discussion to methods that allow a precise placement of nanostructures in the substrate. In these techniques (as oppose to colloidal deposition, for example) direct deposition of nanostructured metals on the substrate is hardly feasible, and the patterning is usually done on electron-or photo-resists masks and then transferred into metallic nanostructures, by means of lift-off (where the resists is used a sacrifice layer), or by selective etching of the pre-deposited metallic layer under the patterned resist (which perform as a masking layer). Alternatively, electro-chemical deposition can be used to grow metal on the exposed section on the resist. The lithography process is illustrated in Fig. 3(a) .
Below we briefly describe four different methods for nanofabrication of plasmonic nanostructures: Electron Beam Lithography (EBL), focused ion-beam (FIB), direct laser writing (DLW) and soft lithography.
In Electron Beam Lithography (EBL), an electron beam emitted from thermionic or field-emission sources, with typical acceleration voltage of 10 − 100 kV, is focused using electromagnetic and electrostatic lenses onto a thin layer of electron-sensitive resist. The primary electrons strike the resist and generate a cascade of secondary electrons with lower energies, which alter the chemical structure of the exposed area of the resist, changing the solubility. The desired pattering is achieved by a selective exposure of the resist using electron deflectors which direct the focused beam to the desired position on the sample. The attainable resolution of EBL patterning is limited to ∼ 10 nm due to scattering of electrons in the resists leading to unintended exposure (known as proximity effect) of the resist (del Campo and Arzt, 2008) , and not by the wavelength of the electrons, which is at the order of 1 Å for 10 keV electrons. High resolution EBL resists usually requires relatively high electron exposure dose, which results in a slow patterning time. Nevertheless, due to its high resolution and its practically ultimate flexibility over the design and placement of structures, EBL is currently the workhorse The hard master is covered with PDMS which is then exposed to UV light, harden, and released from the master. The PDMS replica is pressed into a liquid resist, and the resist is cured by UV light shone through the transparent replica. After stripping, the sample is etched to remove any excess resist. The final outcome is a sample covered with a patterned resist that can be processed is a similar fashion to panel (a).
of nanofabrication of plasmonic nanostructures.
Focused ion-beam (FIB) is similar to EBL, but with more capabilities: here, gallium ions are emitted from an ion source, and focused and controllably deflected into the sample. Compared to EBL, FIB demonstrates a faster patterning of electron-resists (up to 100 times faster) due to the large number of secondary electrons that are emitted from each collision of the gallium ions in the resists (del Campo and Arzt, 2008; Wanzenboeck and Waid, 2011) . With direct subtractive patterning (milling), re-deposition of the milled material is avoided by reaction with reactive gas, and the typically 5 nm diameter beam can realise structures with feature sizes of 20 − 30 nm.
Direct laser writing (DLW) (Deubel et al., 2004) , is a mask-less photolithography method that allows a fast writing of flat and 3D structures at a resolution lower than that of electron/ion based techniques. A femtosecond laser is coupled to a microscope and focused via objective with high numerical aperture onto a substrate covered with photosensitive material. High writing speeds of 10 − 50 mm/sec (Bagheri et al., 2015) can be achieved by combining sensitive photoresists with fast deflection of the light-beam using galvanic mirrors. With these writing speeds, a cm 2 array of nanoantennae can be written by a single source in only few hours. Like many optical lithography systems, the resolution of DLW is diffraction-limited (∼ 250 nm for a UV source of λ = 405 nm). However, a higher resolution of 150 nm can be achieved when an IR femtosecond laser (usually at 780 nm) is used to probe resists which support a non-linear absorption (namely, two-photon absorption (TPA)).
In contrast to the conventional fabrication methods portrayed above, which are based on exposure of the sample to a beam of photons or charged particles, soft-lithography methods are based on physical contact of the stamp with the substrate. Moulding (embossing) lithography is a form of soft lithography that can be used to print large arrays of plasmonic nanostructures (Qin et al., 2010) . Nanostructures with feature sizes of 20 nm and below can be reproducibly fabricated by this technique.
C. Few-cycle carrier envelope phase stabilised lasers
The main enabling technology for strong field and attosecond physics is the ability to generate intense few-cycle laser pulses with stabilized waveforms (Brabec and Krausz, 2000) . A typical laser system for attosecond science consists of a Ti:sapphire chirped pulse amplification (OPA) system providing < 30 fs pulses at pulse energies around 1 mJ or above with repetition rates of 1 to 5 kHz. To achieve the few-cycle pulse durations required for attosecond science these pulses are sent through a hollow core capillary (typically 250-400 µm inner diameter) for spectral broadening. Mostly an argon or neon gas fill is used. The hollow capillary pulse compression system can be used in static fill mode or in differential pumping/gradient pressure mode, where the gas is supplied at the exit side, whilst the entrance side is kept at vacuum. This improves coupling efficiency and beam quality (Robinson et al., 2006) . The broadened laser pulses exit the gas filled capillary with a positive chirp. Pulse compression to few-cycle duration is achieved with broadband chirped mirrors combined with thin glass wedges for fine-tuning. The current state of the art of these pulse compression systems are pulses below 4 fs with 0.5 to 1 mJ level pulse energies. Pulses with 3.8, 3.5, and 4 fs durations and 0.4, 0.5, and 1 mJ pulse energies at 1 and 4 kHz repetition rate have been produced (Cavalieri et al., 2007a; Okell et al., 2013; Schweinberger et al., 2012; Witting et al., 2011) . 
CPA system
Figure 5 Typical few-cycle laser system with CPA, gas filled hollow capillary for spectral broadening, and compression with chirped mirrors and glass wedges.
Tailored electric field waveforms have been produced by a combination of discrete spectral bands derived from a hollow capillary waveguide (Wirth et al., 2011) . Recently the combination and careful compression led to optical waveforms with attosecond pulse durations (Hassan et al., 2016) .
Alternative approaches allowing the use of non-CEP stabilised laser systems . Targeting higher repetition rates is a current area of research. Fibre lasers with postcompression similar to the scheme described above promise to deliver few-cycle laser pulses with repetition rates in the MHz range (Limpert et al., 2011) . A viable alternative to achieve amplification of large bandwidths at high repetition rates is the optical parametric chirped pulse amplification (OPCPA) technology. Recently 6 fs pulses at 300 kHz repetition rates have been demonstrated (Prinz et al., 2015) .
At pulse durations of only a few or even a single optical cycle the phase between the carrier wave and the evelope, the carrier envelope phase (CEP) becomes an important parameter. The electric field of a laser field can be written as
The CEP φ CEP becomes an important parameter in strong field driven interactions and in attosecond pulse generation (Apolonski et al., 2000; Baltuska et al., 2003b; Dietrich et al., 2000; Luecking et al., 2012; Paulus et al., 2003; Xu et al., 1996) . An important aspect of few-cycle laser systems for attosecond science is the characterization of the generated few-cycle laser pulses. For a long time autocorrelation and especially the inteferometric autocorrelation has been popular. However, Electric field and envelope of three pulses with CEP of 0, π/2, and π. Bottom row: Field intensity and envelope for the same three pulses. The 'cos' waveforms for CEP 0 and π have a single strongest halfcycle, whilst the 'sin' waveform with CEP π/2 is characterized by two equally strong neighbouring half-cycles.
despite giving an estimate about the pulse duration, autocorrelation cannot recover the full temporal pulse shape (Chung and Weiner, 2001 ). In the last decade a number of advanced metrology methods, able to recover the full complex electric field of ultrashort laser pulses, have been developed. Amongst them are frequency resolved optical gating (FROG) (Kane and Trebino, 1993) . FROG can be understood as a frequency resolved autocorrelation. The electric field of the unknown laser pulse is recovered with an iterative optimization algorithm. FROG has been employed to measure pulses down to near single cycle pulse durations (Akturk et al., 2008) . A more recent development is the dispersion scan technique (dscan). In d-scan an iterative algorithm recovers the electric field of ultrafast laser pulses from a series of second harmonic spectra for a varying amount of dispersion introduced into the unknown pulse (Miranda et al., 2012) . Another attractive pulse characterization method is spectral phase interferometry for direct electric field reconstruction (SPIDER) (Iaconis and Walmsley, 1998) . SPIDER relies on self referencing spectral shearing interferometry to characterize the electric field of ultrashort laser pulses. The spectral phase of an unknown laser pulse is recovered from the measurement interferogram with a direct algebraic reconstruction algorithm. As a onedimensional data trace describes a one-dimensional laser field E(x 0 , y 0 , t) SPIDER can be extended to multiple spatial dimensions to deliver spatio-temporal information. A variant of SPIDER, that uses spatial encoding of the phase and direct spectral filtering (SEA-F-SPIDER), has been employed to spatio-temporally characterize near-single cycle pulses (Balciunas et al., 2015; Witting et al., 2011) . Recent developments are direct field sampling techniques that employ a strong and short pulse and high harmonic generation to sample arbitrary electric field waveforms (Kim et al., 2013; Wyatt et al., 2016 ). An excellent review of ultrafast metrology can be found here (Walmsley and Dorrer, 2009) . 
D. Attosecond pulse generation from HHG
The HHG process, in which high-order harmonics of a strong laser field are generated in its interaction with a gasphase medium, was introduced in Section I. The short wavelength emission (VUV-XUV) from HHG can be of attosecond duration and hence HHG lies at the heart of attosecond science. The attosecond pulses can be emitted in pulse trains at repetition rates typically in the petahertz range (Antoine et al., 1996; Mairesse et al., 2003) or as isolated pulses, i.e. one attosecond pulse generated per laser pulse. A key feature of the attosecond pulse emission is its automatic synchronisation with the driving laser pulse. This permits pump-probe experiments using the attosecond pulse and the laser pulse.
Here we concentrate on the generation of isolated attosecond pulses that can be obtained by driving the HHG process with few-cycle CEP stabilised laser pulses, as described in the Section IIC. This method is known as amplitude gating Goulielmakis et al., 2008; Hentschel et al., 2001; Kienberger et al., 2004) , because the highest energy emission from the HHG process is confined to the single, highest amplitude half-cycle of the drive laser pulse. This gating is only possible for a few-cycle pulse for which the field amplitude of neighbouring half-cycles is significantly lower. CEP stabilisation is crucial to ensure the peak of the carrier field coincides with the peak of the envelope (Baltuska et al., 2003a; Jones et al., 2000) . The temporal confinement of the highest energy HHG emission to a single half cycle of the laser field leads to the formation of a spectral continuum at the short wavelength limit (the cutoff) of the HHG spectrum. This continuum region can be spectrally bandpass filtered using submicron thickness foil filters and multi-layer XUV mirrors to produce an isolated attosecond pulse.
Since the first measurement of an isolated sub-femtoscond pulse (650 as at a photon energy of around 90 eV) produced from HHG in Ne driven by a 7 fs near infra-red (NIR) pulse in 2001 , there has been considerable progress in attosecond pulse generation. Using shorter NIR drive pulses, attosecond pulses as short as 80 as have been generated (Goulielmakis et al., 2008) . A range of techniques have also been developed to allow the generation of isolated attosecond pulses from multi-cycle rather than fewcycle pulses (Altucci et al., 2011) . Longer drive laser pulses are technically less demanding to produce and can have higher energy than few-cycle pulses, with the potential to generate more intense attosecond pulses. Foremost amongst these techniques is polarisation gating Sansone et al., 2006; Sola et al., 2006) . Polarisation gating uses a drive pulse with a time varying ellipticity to confine the HHG emission to a short interval during which the pulse is approximately linearly polarised. Extensions of this technique, known as double optical gating (DOG) (Mashiko et al., 2008) and generalised DOG (GDOG) (Feng et al., 2009) , where polarisation gating is combined with two-colour gating (Mashiko et al., 2008) , have proven particularly effective for isolated attosecond pulse generation using multi-cycle drive laser pulses. In fact, the current record for the shortest attosecond pulse (67 as) was obtained using DOG (Zhao et al., 2012) . Another method, known as ionisation gating (Ferrari et al., 2010; Pérez-Hernández et al., 2011) , uses rapid fieldionisation of the generating medium on the rising edge of the laser pulse to confine the HHG emission to a single half cycle.
Isolated attosecond pulses can currently be produced over the spectral range 20-145 eV (the extremes of this range are obtained in (Guggenmos et al., 2015; Huppert et al., 2015) ) with durations well below 100 as. Attosecond pulses are emitted with low divergence, spatially-coherent beams that by virtue of their short wavelength and excellent beam quality can be focused to relatively small spots (< 1 µm). For a linearly polarised drive laser pulse, the attosecond pulse is linearly polarised, but elliptical polarised attosecond pulses have also been predicted using polarisation gating (Henkel et al., 2013) . Resonant HHG driven by elliptically polarised laser pulses has been shown to deliver quasi-circularly polarised ultrashort pulses in the extreme ultraviolet (Ferré et al., 2015) , but this has not yet be extended to the attosecond domain.
Attosecond pulse energies are typically in the picojoulenanojoule range and this relatively low photon flux is frequently a limitation in gas-phase experiments, where target densities are typically low and interaction cross sections are often small. For condensed phase targets, including those at the nanoscale, one usually encounters the opposite problem. Due to the high target density, space-charge effects can distort the spectrum and spatial distribution of photoemitted electrons. This typically necessitates a reduction in the ionising photon flux to levels where space-charge effects are negligible. This often leads to low signal count rates that are not so dissimilar to those obtained in gas phase targets. In such circumstances, the use of high repetition rate lasers (hundreds of kHz to MHz) (Limpert et al., 2011) is particularly advantageous. With nanoscale targets in particular, care must be taken not to damage the targets through excessive laser fluence. For example, nanoantennae (see Section VI) can easily be damaged by melting (Pfullmann et al., 2013) .
We conclude this section on attosecond sources by noting that free electron lasers (FELs) are soon likely to provide another source of attosecond pulses with a brightness far exceeding current HHG-based system (see, for example, (Marangos, 2011) and references therein). The unprecedented brightness of femtosecond x-ray pulses from FELS is already being used in coherent diffractive imaging experiments to im-age the dynamics of individual nanostructures, for example the transient melting of a single gold nanocrystal (Clark et al., 2015) and the 3D imaging of lattice dynamics in individual gold nanocrystals (Scholz et al., 2013) .
E. Attosecond streaking
Attosecond streaking (Baltuska et al., 2003a; Goulielmakis et al., 2008; Itatani et al., 2002; Kienberger et al., 2004; Mairesse and Quéré, 2005; Mashiko et al., 2008; Witting et al., 2012 ) is one of the most important techniques to measure electron dynamics with attosecond resolution. It features prominently in the nanoscale experiments described in this review. It is important to note that attosecond temporal resolution can also be obtained using HHG spectroscopy, which exploits the sub-cycle dynamics of the HHG process itself to interrogate the generating molecular system (for a comprehensive recent review see (Marangos, 2016) ). The intriguing possibility of applying HHG spectroscopy to molecules chemisorbed at surfaces is being considered by a number of groups as a way of understanding the ultrafast exchange of charge between the molecule and the surface. Such efforts would greatly benefit from localised nanoplasmonic field enhancement.
In an attosecond streaking experiment, an attosecond pulse (in the VUV-XUV range) generated by HHG and a synchronised laser pulse (typically a few-cycle pulse in the NIR range; usually the drive laser pulse for the HHG) propagating collinearly are focused on a target with a controllable delay between them. The photoelectron wavepacket produced by the attosecond pulse is accelerated in the laser field, which is known as the streaking field. This imprints sub-cycle timing information on the photoelectron spectrum. A streaking trace S(E, τ ) is built up over multiple laser shots (usually > 10 5 ) by recording the photoelectron energy spectrum for a range of delays, τ , between the attosecond pulse and the streaking pulse.
As will be described in Section V, different streaking regimes can be demarcated in terms of the time taken for the photoelectron to escape the streaking near field. For gas phase targets the streaking is in the so-called ponderomotive limit -the electron does not experience spatial variations in the streaking near field. In this regime, energy peaks in the photoelectron spectrum corresponding to different photoemission channels display modulations that follow the vector potential of the streaking field at the time of photoemission. In fact, the streaking trace can be treated as a frequency resolved optical gating (FROG) trace in which the streaking field acts as a pure phase gate function on the photoelectron wavepacket (Itatani et al., 2002) . FROG is a widely-used technique for characterising femtosecond laser pulses (Trebino et al., 1997) . The extension of FROG to invert attosecond streaking traces is known as FROG for complete reconstruction of attosecond bursts (FROG-CRAB) (Mairesse and Quéré, 2005) . It can be performed using iterative algorithms (Kane, 1999; Kane et al., 1997) initially developed for the inversion of standard laser FROG traces to yield the full electric fields (phase and amplitude) of both the attosecond field and the streaking field. Attosecond streaking was initially used for the temporal characterisation of attosecond pulses. Its ability to fully retrieve the streaking field is particular attractive for the study of nanolocalised plasmonic fields (e.g. surrounding nanoantennas, nanotips and nanospheres) that are excited by ultrafast laser pulses (see Sections III-V). In such studies, it is the plasmonic field that acts as the streaking field. In principle, the time-dependent plasmonic field can be directly compared to the field of the excitation laser pulse by recording a streaking traces in a reference gas-phase atomic target.
F. Case study: Imperial College Attosecond Beamline
We now describe the attosecond beamline at Imperial College London which serves to illustrate the practical implementation of the concepts outlined above and give the reader an idea of the scientific "tools" required for attosecond physics at the nanoscale. Descriptions of other attosecond beamlines can be found in (Fieß et al., 2010; Frassetto et al., 2014; Huppert et al., 2015; Locher et al., 2014; Weber et al., 2015) . The Imperial College beamline employs amplitude gating for the generation of isolated attosecond pulses using the sub-4 fs CEP-stabilised laser system described in Section IIC. It is capable of producing two synchronised attosecond pulses per laser drive pulse, one in the VUV spectral range (≈20 eV) and the other in the XUV range (≈90 eV) . This capability is targeted at pump-probe studies where both pulses are of attosecond duration, though such schemes are at the limits of current capability due to the limited pulse energy available for the pump step. VUV pulses are advantageous because of the high photo-ionisation cross section of many molecules in this spectral region (Kameta et al., 2002) and also because of the higher HHG photon flux possible in this energy range (L'Huillier et al., 1991) . Attosecond pulses in the 20 − 40 eV range have previously been generated using polarisation gating (Feng et al., 2009; Mashiko et al., 2010) , though not synchronously with another attosecond pulse. In general, the ability to generate attosecond pulses from the VUV to XUV enables the study of electron dynamics over a wide energy range. This is likely to prove advantageous for the study of nanoscale systems, for example, in photoemission experiments in condensed phase system where electron mean free path is known to be strongly energy-dependent.
Returning to our discussion of the beamline, the 3.5 fs, 0.4 mJ CEP stabilised laser pulses centred at a wavelength of 760 nm and at 1 kHz repetition rate are introduced into the vacuum beamline through a thin optical window. As shown in Fig. 8 , they are focused by a concave mirror into two closely-spaced in-line gas jets in which HHG occurs. This common path geometry minimises timing jitter between the pulses (Bothschafter et al., 2010; Brizuela et al., 2013) . The VUV radiation is generated by HHG in a krypton gas target, the XUV radiation in a neon gas target. Kr proved to be the most efficient rare-gas for VUV harmonic generation. Meanwhile, the higher ionisation potential of Ne is better suited to XUV generation. Figure 8 (a) The experimental setup for the generation of synchronised VUV and XUV attosecond pulses by high harmonic generation. NIR laser pulses at 1 kHz repetition-rate are focused into two in-line gas targets of Kr and Ne which are independently optimised for efficient VUV and XUV attosecond pulse generation, respectively. The NIR beam and generated radiation travels collinearly to a filter assembly comprising free-standing thin foil filters that allows different combinations of photon energies to be selected. For attosecond streaking measurements, the VUV and NIR beams, or XUV and NIR beams are selected with the appropriate filters and focused into an effusive gas target by a two-part mirror that allows a controllable time-delay to be introduced between the pulses. The photoelectron energy spectrum is measured as a function of delay using a time-offlight electron spectrometer. The two pulses propagate collinearly with the NIR laser pulse to a filter assembly comprising different thin foil filters that provide spectral bandpass for the NIR (7.5 µm Kapton foil), VUV (200 nm Sn foil) and XUV (200 nm Zr foil) pulses. By translating the filter assembly across the beam, different combinations of the pulses can be selected. Delay between the collinearly propagating beams is introduced using a two-part MoSi multilayer mirror assembly comprising a piezo-actuated central mirror inside an annular outer mirror . One beam is reflected by the inner part of the two-part mirror, the other beam by the outer part. To characterise the XUV pulse by attosecond streaking, the XUV and NIR pulses were selected with the appropriate filters and focused by the two-part MoSi mirror into an effusive Ne target. Similarly, for streaking the VUV pulse, the VUV and NIR pulses were selected and focused into an effusive Ar target. Photoelectron energies were measured with a time-of-flight (TOF) electron spectrometer (Hemmers et al., 1998 ) with a 0.02 sr collection solid angle and an energy resolution of ∆E/E ≈ 0.5%. At each delay value, the photoelectron spectrum was integrated for 3 minutes (1.8 × 10 5 shots at 1 kHz pulse repetition rate). The streak traces and FROG-CRAB retrievals for the VUV and XUV pulses are shown in Fig. 9 (i) and (ii), respectively. The measured pulse durations were 576 ± 16 as for the VUV pulse centred at 20 eV and 257 ± 21as for the XUV pulse centred at 90 eV. In separate measurements, the VUV pulse energy was determined to be ≈ 0.5 nJ. This should be scalable to higher values by increasing the drive laser pulse energy above the 0.4 mJ used in this experiment.
Figure 9 Attosecond streaking measurements of (i) VUV, and (ii) XUV, pulses that were generated synchronously by high harmonic generation in Kr and Ne gas targets, respectively. For both streaking measurements, the other gas target was present. (a) Measured streak trace. (b) Retrieved trace using the FROG-CRAB method. (c) Temporal intensity profile. The VUV intensity profile, (i), exhibits pre and post pulses, as expected due to the transmission of two neighbouring harmonic orders through the Sn spectral filter. The fullwidth-at-half-maximum VUV and XUV pulse duration were determined to be 576±16 as and 257±21 as, respectively. (d) Amplitude and phase of the retrieved spectrum. The shaded area represents one standard deviation about the mean.
G. Attosecond streaking at surfaces -a stepping stone to nanoscale systems
Attosecond streaking has enabled the complete characterisation of short-wavelength attosecond pulses and has permitted electron dynamics in matter to be resolved with attosecond precision (Drescher et al., 2002; Schultze et al., 2010; Uiberacker et al., 2007; Uphues et al., 2008) . Progress is being made to widen the scope of attosecond science. A natural extension is the study of condensed phase matter. The response of solids to electromagnetic fields is important in many areas of science and technology. For example, the study of the time evolution of electron-hole pair formation, charge density distributions, and electron propagation in wide-bandgap semiconductors interacting with ultrafast laser fields is of relevance to the development of petahertz signal sampling and processing technologies (Krausz and Stockman, 2014; Schultze et al., 2013) .
In this section we review studies of electron dynamics at solid surfaces using attosecond streaking. This work addresses fundamental questions, such as how is the photoexcited electron affected by the periodic potential as it travels in the solid, and how do other electrons respond in these strongly correlated systems? Laser-assisted photoemission from a surface was first observed in (Miaja-Avila et al., 2006) , where the cross-correlation between a 42 eV XUV pulse and a NIR pulse was measured on a Pt surface. Subsequent condensedphase attosecond streaking measurements were conducted on single crystal samples of tungsten (Cavalieri et al., 2007b) and magnesium . These works provided the first experimental data on the time delay of photoemission from surfaces more than 100 years after Einstein's paper on the photoelectric effect (Einstein, 1905) .
In (Cavalieri et al., 2007b) , attosecond streaking on a W(110) surface was performed using 300 as XUV pulses centred at 91 eV, with a 5 fs streaking field (central wavelength of 750 nm). To minimise the effect of surface contamination, the measurement chamber was maintained under ultrahigh vacuum (UHV) conditions and the tungsten crystal was cleaned before measurements were made by retracting it to a separate vacuum chamber where it underwent a number of heating cycles, some of which were in an oxygen environment. The attosecond streaking trace showed two pronounced peaks at ≈ 83 eV and ≈ 56 eV corresponding, respectively, to the 4f-state and valence-band photoemission. By comparing the relative phases of the characteristic streaking oscillations for these two peaks, a delay of 110 ± 70 as was found between the emission of photoelectron originating from the localised 4f core states and those liberated from delocalised conduction band states. The relatively large measurement error was reduced in subsequent experiments on W(110) (Neppl, 2012) and a smaller delay of 28 ± 14 as was found. The larger delay in the initial measurement was attributed to surface impurities, despite the precautions taken.
The origin of this photoemission delay provoked considerable theoretical attraction (Kazansky and Echenique, 2009; Krasovskii, 2011; Thumm, 2009, 2011a,b; . Interestingly, no significant delay was found between photoemission from 2p-states and conduction band electrons in attosecond streaking measurements on Mg(0001) surfaces (Miaja-Avila et al., 2006) . These measurements used a 435 as pulse at a higher photon energy of 118 eV compared to the tungsten measurements. The quasi-synchronous release of the photoelectrons for Mg(0001) was explained in (MiajaAvila et al., 2006) in terms of a simple heuristic model in which the photoemission delay is τ p = λ mfp /v i , where λ mfp is the inelastic electron mean free path in the solid which provides a measure of the average travel distance to the surface, and v i = 2E i /m e is the initial electron velocity, where E i is the initial electron energy and m e the free electron mass. The electron mean free path was estimated to be 5.9 Å for the 115 eV valence band electrons and 4.8 Å for the 68 eV 2p electrons. By coincidence, the delay times are thus almost identical for the valence and 2p electrons at ≈92 as.
Further theoretical work (Borisov et al., 2013; Liao and Thumm, 2014) has examined the photoemission delays in tungsten and magnesium using quantum-mechanical models. In (Zhang and Thumm, 2011b) , the role of resonant and nonresonant processes in the origin of the delays is considered. Calculations indicate the valence band electrons can be either retarded or advanced with respect to the localised state electrons, depending on the interplay between the surface and resonant valence band emission. Modelling the W(001) experiment, their calculations revealed a strong surface state contribution (τ = 0) to the valence-band photoemission. Hence, the valence-band photoelectrons appear before the 4f electrons, with a difference in delay time ∆τ = τ 4f . However, for Mg(0001), resonant processes were calculated to dominate the valence band emission, i.e. bulk-type photoemission, so both 2f and valence bands are predicted to be photoemitted with delays. This leads to a smaller delay differencetheir calculations suggest ≈10-20 as -but still not in agreement with the quasi-synchronous photoemission observed experimentally. In (Zhang and Thumm, 2011a ) the Mg(0001) experiment was modelled. The relative photoemission delay between the valence band and 2p photoelectrons was found to be sensitive to the electron mean free path and screening of the streaking laser field inside the solid. The quasi-synchronous photoemission was reproduced in these calculations.
In addition to photoemission delays, the temporal structure of the photoemitted electron wavepacket can also be extracted from experimental attosecond streaking traces (Itatani et al., 2002) . For gas phase atoms, the photoelectron wavepacket can be taken as a "perfect" replica of the incident XUV pulse (Goulielmakis et al., 2008; Kienberger et al., 2004) . In a solid, be it bulk or nanoscale, extra information is encoded in the temporal properties of the photoelectron wavepacket, for example connected with electron transport, and dispersion. In attosecond streaking measurements were carried out on thin films of polycrystalline Au, a material used widely in plasmonics, and amorphous WO 3 , a wide-bandgap (3.41eV) semiconductor (Nakamura and Yamada, 1981) . These were the first streaking measurements made on solid samples that were not single crystals, and thus they represent a stepping stone towards attosecond streaking of nanoplasmonic fields, as described theoretically in Section V.
The experiments were conducted in a UHV (< 3 × 10 −9 mbar) surface-science chamber on the Imperial College attosecond beamline that was described in Section IIF-IIG. This chamber contains a similar attosecond streaking set-up to that outlined in Section IIG, comprising a MoSi two-part mirror assembly and the same type of electron TOF spectrometer. Streaking was conducted with a 248 ± 15 as XUV pulse centred at 93 eV (pulse duration determined from attosecond streaking in a Ne gas target) and a 3.5 fs NIR streaking pulse which were focused onto the sample as shown in Fig. 10(i) . The NIR intensity on the samples was 10 10 W/cm 2 , well below the damage threshold of the samples material. At this intensity, above threshold photoemission from the NIR in the valence band region was negligible relative to photoemission from the XUV. Figure 10 (ii) shows the streaking results from a 20 nm tungsten sample that had been stored at ambient conditions and was not cleaned or prepared in any way prior to the streaking measurements. Separate analysis (XPS, XRD) revealed that the top 9 nm layer of this sample was amorphous WO 3 . This is much greater than the electron mean free path in WO 3 which was estimated to be 0.5 nm based on (Liao and Thumm, 2014; Tanuma et al., 2011 Tanuma et al., , 2005 . Hence the measured photoelectron spectra are almost exclusively from the photoemission of WO 3 . Separate streaking results for a 52 nm gold film are shown in Fig. 10(iii) . Again, the sample was stored at ambient conditions and no sample cleaning or preparation was carried out. XRD analysis revealed a polycrystalline surface.
The photoelectron wavepackets were retrieved using FROG-CRAB (see Fig.10 
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−54 as for the WO 3 and Au samples, respectively (details on the error analysis can be found in the supplement of ). Since the XUV pulse duration was measured independently by attosecond streaking in Ne atoms, these broadening measurements provide the first direct comparison of the electron wavepacket broadening inherent to photoemission at surfaces versus atomic ionization.
The broadening figures are consistent with a spread in escape times of free-electrons from within a mean free path of the surface (assuming perfect screening of the NIR field at the sample surface), in the spirit of the heuristic model of (Miaja-Avila et al., 2006) . The accuracy of this simple picture of free electron transport in the solid is likely to be a consequence of the XUV photon energy being much larger than the work function of the sample, leading to wavepackets with a free-electron-like character. At lower photon energies, the effective electron mass m * must be considered and the dispersion relation can depart significantly from that of a free electron (Lemell et al., 2009) . It can exhibit rapid variations in group velocity with energy, which would increase the dispersion broadening of the electron wavepacket as it propagates through the solid (the free-electron group velocity dispersion at ≈90 eV accounts for < 1 as of wavepacket broadening for the Au and WO 3 streaking measurements). Repeating these measurements with lower energy attosecond pulses is there- Figure 10 Attosecond streaking at surfaces provides a stepping stone to the nanoscale. (i) Experimental setup for attosecond streaking at surfaces. Few-cycle NIR and attosecond-duration XUV pulses are selected with thin foil filters and focused onto the sample (Au or WO3 in this work) using a two-part mirror that provide a variable time delay. An iris allows the NIR intensity to be reduced to a level where the sample if not damaged but there is still sufficient streaking amplitude. Photoemitted electrons are detected with a time-of-flight electron spectrometer. The geometry of the interaction is shown in the inset. The pulses are focused onto the sample with an incidence angle of 20
• . The laser polarization lies along the TOF axis. The incident beam is rotated in a horizontal plane by 6
• .
(ii) Streaking results from an amorphous, WO3 surface. (iii) Streaking results from a polycrystalline Au surface. (a) Valence band photoelectron spectrum with no streaking field: raw data (solid black), Fourier filtered spectrum (red), secondary electron background (dashed black), and background subtracted and filtered spectrum (blue). (b) Streaking trace after Fourier filtering and background subtraction. (c) Photoelectron wavepacket intensity (red) and phase (black) retrieved from streaking trace using FROG-CRAB method. (d) Retrieved electric field at surface after bandpass filtering (black curve) and unfiltered data points. For comparison, the retrieved field from eight separate gas phase streaking measurements are shown (red curves). The peak field from each gas phase streak has been scaled to the peak field from the solid sample to aid comparison. fore an extremely interesting topic for future investigation.
From the streaking traces it was also possible to fully characterize the streaking near-field at the surface of each sample and compare it to the streaking fields retrieved from gas phase streaking measurements in Ne (see Fig.10 (ii)-d, Fig.10(iii)-d) . Though Au has a tendency to form rough surfaces which can enhance the excitation of local surface plasmons (LSPs) and surface plasmon polaritons (SPPs), AFM measurement of the gold sample used in this experiment revealed it was mostly plane with a 0.7 nm rms roughness. Therefore, no substantial plasmonic effects were expected, and indeed, as can be seen in Fig. 10(iii)-d , the retrieved near-field is in close agreement with the field recorded from the gas phase streaking measurements. However, by showing that attosecond streaking is possible on unprepared gold films, these experiments clearly demonstrate that streaking measurements in Au nanostructures (such as nanoantennas) should, in principle, be able to retrieve plasmonic fields with attosecond precision (see Section VB). Though such a measurement are likely to pose a significant signal-to-noise challenge, since the nanoplasmonic regions typically make up only a very small fraction of the sample area ionized by the XUV radiation. This may necessitate the use of spatially-resolved electron detection, as discussed in Section V.B. In any case, it may be beneficial to use XUV high photon energies in order to minimise the wavepacket broadening and thus provide the highest temporal resolution possible.
III. WAVEFORM-CONTROLLED IMAGING OF ELECTRON PHOTOEMISSION FROM ISOLATED NANOPARTICLES.
A. Introduction
Application of the ultra-short waveform-controlled laser fields to nanostructured materials enables generation of localized near-fields with well-defined field evolution. The optical fields that can be tailored on sub-wavelength spatial and attosecond temporal scales have a high potential for control of ultrafast nonlinear processes at the nanoscale, with important implication for laser driven electron acceleration, XUV generation, and nanoscale electronics operating at optical frequencies. Recently, waveform-controlled enhanced electron acceleration in near-fields was observed in isolated nanoparticles, nanotips, and surface based nanostructures. Here we focus on studies of strong field induced waveform-controlled electron emission from isolated nanoparticles.
B. Imaging of laser-induced electron emission from nanoparticles
In the experiments exploring the electron emission from isolated nanoparticles, reported in (Zherebtsov et al., 2011 , few-cycle laser fields (4 fs at 750 nm) have been employed. Such short fields have the advantage that the nanoparticles do not significantly expand during the interaction with the laser pulses, and purely electronic dynamics can be investigated. The pulses were generated from the output of an amplified laser system (25 fs pulse duration, 790 nm central wavelength) (Ahmad et al., 2009 ) that was spectrally broadened in a capillary filled with 2.8 bar Ne gas and compressed by a chirped mirror compressor. The carrier-envelope phase (CEP) of the pulses was measured with a single-shot stereo-ATI phase meter (Rathje et al., 2012; Wittmann et al., 2009 ) using a small fraction of the laser beam (∼ 15 %), see Fig. 11 . The main part of the beam was focused into the center of the electrostatic optics of a velocity-map imaging (VMI) setup where it intersected with a nanoparticle beam. The electron emission distribution was projected onto a microchannel plate (MCP)/phosphor screen assembly and light flashes on the phosphor screen were recorded by a high-speed CMOS camera at the full repetition rate of the laser (1 kHz) . In order to enable storage of single-shot images at these high rates only pixels with brightness above threshold level were stored on the computer. The single shot detection significantly improved the experimental signal-to-noise ratio as it allows suppressing/identifying background contributions by selecting only the frames that contain nanoparticle signal.
The SiO 2 nanoparticles were prepared by the groups of C. Graf and E. Rühl at Freie Universität (FU) Berlin using wet chemistry methods based on the Stöber procedure (Stöber et al., 1968) and subsequent seeded growth process. This technique allowed producing particles with diameters in the range 50-550 nm with a polydispersity of less than 8% (Süß-mann, 2013; Zherebtsov et al., 2011) . After the synthesis the particles were purified by centrifugation/redispersion in ethanol. For size and shape characterization of the samples transmission electron microscopy (TEM) images were taken. Figure 11 (c) shows a typical TEM image of the 95 ± 6 nm particles. The isolated nanoparticles were delivered into the interaction region by injection of the nanoparticle suspension into a carrier gas and focusing of the nanoparticle stream with an aerodynamic lens.
C. Waveform controlled electron acceleration in near-field of a nanosphere Figures 12(a)-12(d) show typical results from the laserinduced electron emission from 95 nm diameter SiO 2 nanoparticles. The laser polarization is along the p y axis. The electron momentum distribution has an elliptical shape and is elongated along the polarization direction. Few-cycle laser pulses illuminating the nanoparticles offer a possibility to explore the CEP-dependence of the electron emission. The CEP dependence of the directional emission can be quantified with an asymmetry parameter
where P up (p y , φ) and P down (p y , φ) are the angle integrated electron yields (within [−25
• ] angular range) in the up (positive p y momentum) and down (negative p y momentum) directions and φ is the CEP. The asymmetry parameter exhibits a pronounced CEP dependence with the largest amplitude near the highest recorded electron momentum. The cutoff of the CEP dependent electron emission is in agreement with the cutoff of the momentum map in Fig. 12(a) and is at about 50U p , where U p is the ponderomotive potential of an electron in the driving laser field. The intensity dependence of the electron emission is illustrated in Figs. 12(e) and 12(f). For the studied intensity range (1 − 4.5) × 10 13 W cm −2 the measurements show a nearly linear intensity dependence of the cutoff energy with an average scaled cutoff about 53.0U p . The obtained cutoff is much higher than the modified classical atomic cutoff of ∼ 24U p that is expected for the dielectrically enhanced field near a nanosphere. The maximum asymmetry phase φ max increases with the laser intensity (except at the lowest intensity point).
The mechanism of the enhanced electron acceleration was analyzed with quasi-classical trajectory-based simulations using the Mean-field-Mie-Monte-Carlo (M 3 C) model . Results of these calculations performed for the same parameters as in the experiment are presented in Figs. 12(c)-12(f) . The simulations reproduce the main features of the experiment such as the overall shape of the momentum and asymmetry maps as well as the cutoff value. The simulation shows a similar increase of φ max with laser intensity as the experiment except for the lowest intensity point (Fig. 12(f) ). The discrepancy at the lowest intensity may be ascribed to a deviation of the initial ionization mechanism from the pure tunneling regime assumed in the model. 
D. Effect of near-field deformation on electron photoemission from a nanosphere
The angle resolution provided by VMI detection offers a possibility for a more detailed visualization of the CEPdependent photoemission. It was demonstrated recently that phase controlled electron photoemission provides a sensitive probe for localized fields (Seiffert et al., 2016; Süßmann et al., 2015) . In this work isolated nanospheres served as a test system for the generation of near-fields with adjustable polarization and spatial characteristics. Figure 13(a) shows the enhancement field distribution of the radial electric field as predicted by Mie theory for 100 and 550 nm diameter SiO 2 particles. For the particle much smaller than the wavelength of the incident field the near-field exhibits dipolar character and peaks along the laser polarization axis (see Section IIA). As the particle size becomes comparable to the laser wavelength the effect of field propagation becomes noticeable resulting in a shift of the region of maximal enhancement in propagation direction towards the rear side of the sphere.
The effect of field propagation on the phase controlled electron photoemission is illustrated in Figs. 13(b)-13(e) . For small nanospheres the electron yield peaks at the poles of the particle with the maximum signal at a critical CEP, φ crit CE . For the large particles the electron yield shows similar phase dynamics and a significant shift of the critical emission angle to almost 45
• . The size dependence of the main emission parameters is illustrated in Figs. 13(f)-13(h) . The experiment shows good agreement with the M 3 C simulations, supporting proper description of a tunable directionality and attosecond control of electron dynamics in strongly deformed near-fields. (Seiffert et al., 2016; Süßmann et al., 2015) .
Quantitative analysis of different many-particle contributions to the acceleration process ( Fig. 13(h) ) shows that the local trapping potential is only weakly size-dependent. That can be explained by the local character of this potential, being the latter determined mainly by the local electron density. On the other hand, contribution from the space-charge repulsion increases strongly with the particle size that indicates its sensitivity to the full electron distribution.
The trajectory based model allows correlation analysis between the electron emission position and its final momentum direction. Figure 14 (a) illustrates two limiting cases of the emission from a sphere. The radial emission allows correlation of the final momentum direction to the initial birth angle. The analysis of energetic trajectories from small nanospheres, where the tangential field component is negligible, shows transition from unidirectional to radial emission with increase of the laser intensity (Figs. 14(b)-14(c) ). This intensity dependence can be attributed to the effect of the trapping potential that favors radial emission. For large nanoparticles the tangential and normal components of the driving field at the surface of the particle become comparable (Fig. 13(a) ). The non-diagonal shape of the correlation plots reflects increased importance of the tangential field component for the acceleration process.
IV. ATTOSECOND CONTROL OF ELECTRONS AT NANOSCALE NEEDLE TIPS
As discussed in Section I, hallmarks of attosecond physics include electric-field driven control of electron motion and the re-scattering plateau. First observed and understood in the context of atomic physics in the gas phase in the 1980s and 1990s (see e.g. (Krausz and Ivanov, 2009; Milosević et al., 2006; Scrinzi et al., 2006) and references therein), at solids and in particular at nanostructures they have been first observed and theoretically understood about two decades later (Herink et al., 2012; Krüger et al., 2011 Krüger et al., , 2012b Piglosiewicz et al., 2014; Wachter et al., 2012) . Attosecond physics phenomena at single nanostructures have been discussed in several original papers and review articles (see, e.g. (Hommelhoff and Kling, 2015) ), which is why here we only give a comprehensive overview of the field and refer the reader interested in the technical details to the more extensive review articles and original papers.
About 50 years ago in his seminal work Keldysh has come up with a theory that insightfully connects atomic tunnelling ionization in a strong laser field with ionization in a static electric field (Keldysh, 1965 ) (see Section IA). The same relation holds for solid surfaces, not discussed in Keldysh's pioneering work: DC field emission from solids (see (Fursey, 2005) and references therein) and optical tunnelling photoemission are closely linked, which is why the latter is consequently called optical field emission (Bunkin and Fedorov, 1965) . In addition, multiphoton emission, another limiting case of the Keldysh theory, may also arise at solids. DC field emission routinely requires sharp nanoscale needle tips in order to reach field strengths on the order of 1 V nm −1 on the tip surface by the virtue of the lightning rod effect. The optical counterpart of this DC field enhancement effect at nanotips, optical near-field enhancement, pushes laser-tip interactions into regimes of high intensity of up 10 14 W cm −2 , corresponding to peak electric field strengths of 2.7 V Å −1 . This is of great practical relevance: it enables strong-field physics experiments without the use of amplified laser systems. Initial studies focusing on the very nature of femtosecond laserinduced electron emission pointed to tunnelling photoemission (Hommelhoff et al., 2006b,c) or to multiphoton photoemission Hilbert et al., 2009; Ropers et al., 2007a,b) , the two limiting regimes for oscillating fields of the Keldysh theory. Spectrally resolved measurement demonstrated above-threshold photoemission, the analogue of gas-phase above-threshold ionization, and a clear ponderomotive shift of above-threshold peaks -hallmarks of the onset of a strong-field photoemission regime (Schenk et al., 2010) . The transition from the multiphoton regime (Keldysh parameter γ 1) to the tunnelling regime (γ 1) was first reported in photoemission from a gold nanotip in a near-infrared laser field (Bormann et al., 2010) . Similar to initial work performed at a planar solid surface (Tóth et al., 1991) , the authors observed a soft kink in the scaling of photocurrent with intensity. At low intensity, the multiphoton scaling dominates, with the current j scaling as j ∝ I p , with I the laser intensity and p the minimum required number of photons for photoemission. Around an intensity corresponding to the intermediate regime of Keldysh parameter γ ∼ 1, the scaling changes into a field-dependent tunnelling behavior (j ∝ exp −C/ √ I), featuring a much less steep slope (see Fig. 15 for an illustration). This transition has been observed in many more experiments for different wavelengths and materials, including plasmonic nanostructures (see, e.g., (Dombi et al., 2010; Keathley et al., 2013; Piglosiewicz et al., 2014) , and can be well modeled by strong-field theory (Yalunin et al., 2011) . The change of slope as a function of intensity appears to be more rapid than expected from this theory, which has been explained with an additional photocurrent contribution from the laser field penetrating into the metal surface (Bormann et al., 2010) . Also strong saturation of the photoemission yield at intensities slightly higher than the kink has been reported (Piglosiewicz et al., 2014) .
Tunnelling photoemission is prompt by definition and features sub-optical-cycle-resolved bursts of electron wavepackets (Hommelhoff et al., 2006b; Krüger et al., 2012a; Yalunin et al., 2011) , even in the intermediate, non-adiabatic tunnelling regime around γ∼1 (Yudin and Ivanov, 2001) . Strongly delayed photoemission, on the other hand, is a sign of the formation of an excited non-equilibrium electron distribution inside the solid. A prominent example is thermally enhanced field emission where the laser pulses heat the electron gas (Kealhofer et al., 2012) . Pronounced electron-electron and electron-phonon scattering can also result in a photoemission delay, as encountered in a comparatively long laser pulse (Yanagisawa et al., 2011a) or, as it has been argued, when electrons return to the surface and undergo backscattering inside the metal (Yanagisawa et al., 2014) . While the first experiments resorted to verify prompt photoemission by measuring current additivity in an autocorrelation experiment (Hilbert et al., 2009; Hommelhoff et al., 2006b; Ropers et al., 2007a) , a recent study indicates that photoemission can T u n n e li n g r a te K e ld y s h r a t e Figure 15 Illustration of the transition from multiphoton to tunnelling regime. Photoemission rate as a function of Keldysh parameter γ (Keldysh, 1965; Tóth et al., 1991) (red full curve). The soft kink indicates the transition from multiphoton limit (dashed black line) to the tunnelling limit (dashed blue curve). In this calculation, the workfunction is 4.5 eV and the photon energy 1.5 eV. The theory curves are calculated with exponential accuracy.
be prompt up to a Keldysh parameter of ∼13 (Juffmann et al., 2015) . This study employed a microwave cavity to streak photoelectrons from a nanotip, measuring their emission time with an accuracy of about 2 fs. If identified, delays smaller than 2 fs already are on a sub-optical-cycle level and might be interpreted with tunnelling time delays, a research subject of high current interest. As outlined above, the regimes of atomic gas-phase ionization can readily be transferred to photoemission from solid surfaces. This holds especially true for the electron dynamics following photoemission, as revealed by spectral features. The re-scattering plateau, its cutoff and a comparison to early work in atoms is shown in Fig. 16 Lindner et al., 2005) . Clearly, the overall shape of the spectra is very similar, with the direct part (exponential decrease of the count rate at small energies), the plateau part, which is terminated by the cutoff and a subsequent steep decrease in count rate. Both spectra exhibit peaks spaced by the photon energy, which is a clear sign of above-threshold ionization and photoemission. Because of the almost identical driver wavelengths of around 800 nm in the two experiments, the photon energies are about equal, indicating that although the shape of the spectra are very similar, the energy scales differ. This is owed to the fact that the intensity driving electron re-scattering is very different (gas: 7×10 13 W cm −2 , tip:
in the bare focus). This large discrepancy is partially lifted by optical near-field enhancement at the nanoscale needle tip, leading to an effective intensity of ∼1.5×10 13 W cm −2 at the tip's apex. In addition, the ionization potential (or workfunction in metals) is different: in xenon, the ionization potential is 12.1 eV, while in tungsten it is 4.5 eV.
Accordingly, CEP resolved spectra of argon gas and tip look very similar, see Fig. 17 . The similarity of these data is based in the understanding that both the electron emission mechanism as well as the external dynamics of the electron in the laser field are essentially identical. The Keldysh parame- . In both cases only the range 0 . . . 2π was measured. The same data is shown twice on top of each other for clarity.
ter in both cases leans towards optical-cycle resolved electron emission in the non-adiabatic tunnelling regime (Yudin and Ivanov, 2001) , after which the dynamics of the electron in the field of the laser, including the re-collision process of the electron with the parent matter, seems identical.
For the general understanding of the process, the atomic physics picture view holds: Corkum's seminal three-step model (Corkum, 1993) fully applies and can explain the position of the cutoff, while the matter wave interference picture explains the photon orders, and their nonappearance for certain CEP values, provided that few-cycle laser pulses are used: Photon orders may not show up if electrons can only be accelerated to high enough energies during a single laser cycle. In that case, no other time-window exists from which electrons with sufficient energies can be released in order to interfere with those ionized by the first optical cycle (Krüger et al., 2012a . Intriguingly, a very simple model based on the propagation of Gaussian electron pulses suffices to explain the spectra, notably over the full dynamic range of several orders of magnitude in count rate (Krüger et al., 2012b) . Because the solid surface breaks the symmetry, the number of electron trajectories that contribute are only half as many as in the case of atoms in the gas phase, making the system even simpler to describe. Hence it may be called a model system for strong-field processes at surfaces. We conclude that it is predominantly the dynamics of the single free active electron driven in the laser field that determines the shape of the spectra, in particular the plateau and cutoff regimes. The direct part and its behavior can be well modeled with extant theory such as PPT and ADK (Ammosov et al., 1986; Bionta et al., 2014; Perelomov et al., 1966; Yalunin et al., 2013) . When, however, many photoelectrons are emitted per laser pulse and influence each other by Coulomb repulsion, the simple picture of direct photoemission and re-scattering might not be sufficient anymore, as a recent study suggests (Yanagisawa et al., 2014) . Here, the Coulomb repulsion itself leads to the formation of a plateau in electron spectra, whereas the low-energy part is formed by electrons that have been slowed down by scattering effects.
With this understanding, we can turn the perspective around and utilize the single active electron as a probe to measure the strong field that is driving it, namely the optical near-field at the nanostructure. Optical near-fields decay over a characteristic length not given by the driving wavelength, but given by the typical dimension of the structure provided the latter is much smaller than the former (Novotny and Hecht, 2012; Novotny and van Hulst, 2011) . Typically, the sharpest nanostructures have kinks and edges with radii of curvature larger than 3 nm, hence the decay length of the near-field is usually larger than ∼2 nm (Thomas et al., 2013) . With electrons driven by 800 nm laser light and effective field strengths in the range of 1 V Å −1 , the classical excursion length according to the three-step model equals 0.3 nm. Therefore, in the re-collision scenario the electron only samples a field region extending the excursion length away from the nanostructure surface. For such small excursion lengths, the near-field can be considered constant for all but the sharpest nanostructures. Based on this idea, the field enhancement factor can be accurately measured, as has been done in Thomas et al., 2013) . Similarly, electron acceleration at arrays of gold nanostructures (Dombi et al., 2013) and nanopillars (Nagel et al., 2013) was used to deduce the magnitude of the field enhancement, demonstrating how their shape affects the behaviour of optical near-fields through plasmon resonances. Also for non-plasmonic materials a strong shape dependence is expected that can lead to a dramatic increase of field enhancement (Thomas et al., 2015) .
Recent progress in needle tip-based optical cycle resolved physics experiments encompasses work at longer wavelengths than the typical 800 nm of the initial work, extending up to 8 µm (Herink et al., 2012; Park et al., 2013 Park et al., , 2012 Piglosiewicz et al., 2014; Yalunin et al., 2013) . Longer wavelengths are of interest for several reasons. First, the typical time scales are prolonged, meaning that the tunnel barrier responsible for electron emission is established for longer times. Thereby, it is easy to reach deep into the tunnel regime (note the definition of the Keldysh parameter in terms of tunnel duration, see Section IA). Second, by a similar token, the electron, spending more time within a single laser cycle, is accelerated to larger kinetic energies, which could be of interest for source applications and the like. However, these are limited by the third point, namely that the increased classical excursion length of the classical electron trajectory can now easily overcome the optical field's decay length, which, as pointed out above, is given by the dimensions of the nanostructure and not the driving wavelength. The last point is closely related to the discussion of attosecond physics in inhomogeneous fields, treated in Section VIIIE and IXD. The observations reported in the aforementioned experimental works confirmed two outcomes of these effects, namely the suppression of re-scattering and electron emission followed by instantaneous acceleration within less than an optical cycle. Like in the near-infrared case , the electron motion can be controlled with the CEP (Piglosiewicz et al., 2014) and the nearfield can be investigated based on electron kinematics (Park et al., 2013) . Wavelength-scaling studies recently included also the terahertz regime, which was explored as a means to streak photoemission or drive field emission .
Until recently, standard materials such as tungsten and gold have been used in the study of femtosecond laser driven electron emission from needle tips. It has been pointed out that this was not a bad choice, as the comparably large heat conductivity of both materials seems central to observing prompt electron emission mechanisms, such as multiphoton and tunneling processes (Kealhofer et al., 2012) . Nanotips made from highly doped silicon were also proven to support these processes (Swanwick et al., 2014) . In contrast, hafnium carbide, a material with an extremely high melting point of ∼4200 K, which thus may also seem well suited as a prompt femtosecond electron emitter, displays a large thermal and thus non-instantaneous electron emission current contribution, due mainly to its poor heat conductivity (Kealhofer et al., 2012) . It will be interesting to see if strong-field effects can be observed at extremely well controlled and rugged modern materials, such as carbon nanotube electron emitters (Bionta et al., 2015) .
Based on the fundamental understanding gained in the last decade, the research field has enabled a range of applications of laser-driven nanotip photoemission, in particular as a source of ultrashort electron pulses. Crucial is the development and characterization of various electron source designs, a very active research area of recent years (Bormann et al., 2015; Ehberger et al., 2015; Hoffrogge et al., 2014; Lüneb-urg et al., 2013; Müller et al., 2016; Paarmann et al., 2012; Schröder et al., 2015a; Vogelsang et al., 2015) . The spectrum of applications ranges from demonstrations of quantum optical phenomena with free electrons (Caprez et al., 2007; Feist et al., 2015) via the generation of X-ray pulses (Foreman et al., 2013) to ultrafast microscopy and low-energy electron diffraction experiments for fundamental material science (Gulde et al., 2014; Müller et al., 2015; Quinonez et al., 2013) . Notable is also the source development focussing on emitter arrays for, e.g., injecting high-brightness electron beams into accelerators (Ganter et al., 2008; Hobbs et al., 2014; Keathley et al., 2013; Mustonen et al., 2011 Mustonen et al., , 2012 Swanwick et al., 2014; Tsujino et al., 2008 Tsujino et al., , 2009 ).
However, none of these applications so far goes beyond the femtosecond regime and makes direct use of the sub-opticalcycle nature of strong-field photoemission or the electric field control of electron motion. Due to the matter-wave dispersion of free electrons, attosecond dynamics are essentially limited to the vicinity of the nanostructure. Apart from probing the near-field and its structure as described above, attosecond control capabilities have been explored for detecting the CEP of few-cycle laser pulses (Hommelhoff et al., 2006a,b; Krüger et al., 2011; Piglosiewicz et al., 2014; Schenk et al., 2011) . Experimental efforts are currently underway towards attosecond electronics where the electric field switches and controls current between nanoelectrodes. Here, in an initial experiment the operation of a nanoscale vacuum tube diode in the femtosecond regime was reported, with the prospect of extending this time scale to the sub-optical-cycle regime (Higuchi et al., 2015) . Also it will be interesting to see if high-harmonic generation -the recollision mechanism of attosecond science par excellence -can be observed, without the use of an additional gas, and controlled by the CEP (Ciappina et al., 2014c) . Last, we note that the physics discussed here is also of current interest in the context of nanoplasmonics (Dombi et al., 2013; Kusa et al., 2015; Schertz et al., 2012) , optical control of photoemission sites on a nanostructure (Yanagisawa et al., 2009 (Yanagisawa et al., , 2010 and VMI (Bainbridge and Bryan, 2014) . 
V. ATTOSECOND STREAKING IN NANOLOCALIZED PLASMONIC FIELDS
While the waveform controlled electron emission contains some spatial information about the near field distribution , reconstruction of the time evolution relies to a large extent on model calculations. A pump-probe approach provides more direct access to the time-resolved near field dynamics. So far, ultrafast plasmonic near fields surrounding nanowires, nanoantennas, and nanotips have been fully characterized using femtosecond pulse characterization techniques (Anderson et al., 2010; Dombi et al., 2010; Hanke et al., 2009; Rewitz et al., 2012; Vogelsang et al., 2015) . Attosecond streaking measurements are expected to yield an even deeper understanding of the collective electron dynamics governing plasmon formation and decay, where transport and interaction effects on sub-cycle timescales are expected to be important.
As mentioned previously in Section IIE, attosecond streaking measurements can be used to trace attosecond electron dynamics in gas-phase samples and plain solid surfaces, and to fully characterize both the near-infrared (NIR) laser pulses (the streaking field) and the extreme ultraviolet (XUV) attosecond pulses. In attosecond streaking measurements on plasmonic nanostructures, the streaking field is replaced by a plasmonic field excited by (and typically enhanced with respect to) the incident NIR laser field, while the XUV acts as a probe by photoemitting an electron wavepacket that subsequently gets accelerated (streaked) in the plasmonic field (Stockman et al., 2007) . In principle, similar information to standard streaking measurements can be obtained: the temporal structures of the streaking field and the XUV pulse, and information about attosecond electron dynamics taking place in the system. For plasmonic nanostructures, however, the situation is much more complex than in standard streaking measurements because the nanolocalized fields are spatially inhomogeneous (Stockman et al., 2007) . The shift of the XUV photoemission is determined by the external field
where the field E(r, t) has spatial and temporal dependence. Figure 18 illustrates three different regimes of streaking in inhomogeneous fields as reported in (Kelkensberg et al., 2012; Skopalová et al., 2011; Stockman et al., 2007) . In the ponderomotive limit the streaking field pulse duration t p is much shorter than the time it takes the electron to leave the nearfield t 0 (t p t 0 ) and the electron does not experience spatial variation of the near-field (Fig. 18(a) ). This corresponds to the case of conventional streaking in gas targets. Figure 18 (c) illustrates the other, instantaneous limit when the electron leaves the localized field within a fraction of the optical cycle T (t 0 T ). This corresponds to quasi-electrostatic acceleration and the streaking field can be described by an electrostatic scalar potential. In contrast to conventional, ponderomotive streaking, in the instantaneous regime the electron streaking curve follows the electric field evolution. Finally, in the intermediate regime the electron transverses the field within several optical oscillations t 0 ≈ T (Fig. 18(b) ) and the streaking trace shows a phase-shift, which lies in-between the other two limits. Since the retrieval of the near-field in this case requires extensive modeling, the other two regimes are most desirable.
A. Attosecond streaking from an isolated nanosphere
Due to their simple shape and the possibility of an analytical description of the near-field of isolated nanospheres, they can be used as a reference system for tracing plasmonic excitations (see Section IIA). Isolated nanoparticles of welldefined size and shape can be produced by wet chemistry methods (Sau and Murphy, 2004; Stöber et al., 1968) and introduced into the interaction region by employing aerodynamic lenses (Zherebtsov et al., 2011 or optical trapping (Hansen et al., 2005) . Figure 19 (a) shows a schematic of a streaking experiment with isolated nanospheres (Süßmann and Kling, 2011b) . The plasmonic oscillations are excited with a few-cycle NIR laser pulse and probed with photoemission induced by an attosecond XUV pulse. The electron emission is detected along the polarization direction with a time-of-flight (TOF) spectrometer. In the simulation an Au sphere of 100 nm diameter excited with a laser pulse of 5 fs duration (FWHM of electric field) centered at 720 nm with peak intensity of 1 × 10 13 W cm −2 was considered (Süßmann and Kling, 2011b) .
The local field was calculated by finding the Mie solution at the central laser wavelength. The simulated near field in Fig. 19(b) exhibits symmetry relative to the polarization vector of the incident field, with the maximum field enhancement at the poles along the polarization vector. The non-resonant excitation leads to a maximum field enhancement factor of 2.5 on the sphere surface. The electric field quickly decays from Figure 19 Schematic of attosecond streaking on an isolated nanosphere (a). Amplitude of the field (Ey) distribution at an Au sphere of 100 nm diameter illuminated at 720 nm (b). The field is normalized to the incident field.
the surface with a typical length scale of tenth of nanometers. For the photoemission step, the XUV pulse duration and bandwidth were taken as 250 as, and 7 eV, respectively. The central photon energy was 105 eV, giving a 100 eV initial electron energy. Electrons photoemitted by the XUV pulse were assumed to have initial velocity vectors parallel to the y-axis (along the TOF axis). The electron initial position is represented by the angle α in Fig. 19(b) . The XUV pulse penetrates sufficiently deep into the nanoparticle for photoemission from the whole surface facing the TOF to be important. The relative emission from the back of the sphere was modeled using tabulated material data to calculate the XUV transmission through the sphere. To achieve good statistics approximately 1.5×10
5 trajectories were initialized from the surface at each delay step.
Figure 20(a) shows streaking curves simulated for different electron initial positions. The plasmonic streaking field E x acting on the electrons emitted at t e = 0 is shown in Fig. 20(b) , and the incident laser field is depicted by the blue dashed-dotted line. The electrons emitted at the poles show a streaking curve shifted in phase by ∼ π/2 rad relative to the incident laser field, which is consistent with the ponderomotive picture of streaking. At larger values of α, the streaking amplitude becomes smaller, but the phase of the streaking curve does not change significantly. For very large angles the phase shift relative to the laser field abruptly changes to approximately π rad. This emission position dependence of the streaking traces and the fields accelerating the photoemitted electrons results from the dipolar character of the near field.
The resulting streaking trace is shown in Fig. 20(c) . Contributions from trajectories originating from different parts of the surface result in a blurred spectrogram in comparison to typical streaking measurements in an atomic gas. Trajectory analysis shows that the electrons emitted from the poles contribute to the largest energy shifts of the photoelectron spectra (red line in Fig. 20(c) ). The case considered here is in the ponderomotive streaking regime, resulting in a simple phase shift of the plasmonic field with respect to the streaking trace (see Fig. 18(a) ). Once this phase shift has been determined from theory, full characterization of the plasmonic field can be performed experimentally. An analytical solution of Eq. (7) is generally not available, and in the intermediate streaking regime more complex streaking traces will be ob- served (Kelkensberg et al., 2012; Süßmann and Kling, 2011b) . Here, numerical simulations combined with appropriate feedback may be employed for the retrieval of the spatiotemporal evolution of the near fields.
B. Attosecond streaking from nanoantennas
We now turn our attention to streaking measurements on plasmonic nanostructures with more complex geometries. Plasmonic properties of surface based nanostructures have recently attracted attention due to their importance in applications ranging from chemical sensing (Anker et al., 2008; Liu et al., 2011) to the generation of XUV light (Kim et al., 2008; . The possibility of tracing plasmonic fields of an array of Au nanoantennas with attosecond streaking has been studied numerically (Skopalová et al., 2011) . Again, a few-cycle laser pulse excites the plasmonic field and a delayed attosecond pulse ionizes electrons that are then streaked in the plasmonic field (Fig. 21(a) ). To calculate the time-dependent near-fields of the nanoantenna array three-dimensional finitedifference-time-domain (FDTD) simulations were performed for coupled antennas illuminated with a laser pulse of 5 fs duration polarized in x-direction (Skopalová et al., 2011) . The dimensions and arrangement of the antenna elements were chosen such that the plasmon resonance of the nanostructure was centered at the carrier frequency of the incident laser pulse pulse (800 nm). The same time dependence for all points in space was assumed and the plasmonic field is presented as a decomposition of its spatial and temporal components E(x, z, t) = E(x, z)E(t). This assumption was supported by the FDTD simulations and is needed for reconstruction of the electric field from the streaking process. The spatial distribution of the plasmonic field E x (x, z) exhibits maxima of the field enhancement near the corners of the gap (Fig. 21(b) ). The time dependent evolution of the plasmonic field shows a resonance response with field oscillations lasting for more than 10 fs after the excitation pulse (Fig. 21(c) ). The initial energy distribution of photoelectrons was simulated by convolution of 580 as Gaussian pulse at 90 eV photon energy with a spectrum obtained from narrow-line x-ray photoelectron spectroscopy measurements in Au and corrected for the energy-dependence of the ionization cross-section. Equation (7) was numerically solved for electrons emitted at different positions along the x = 15 nm, z = 0 − 40 nm surface, and the streaking spectrogram in Fig. 22(a) was obtained by averaging over these different initial positions. The spectrogram displays streaking of photoelectrons emitted from both the valence and 5p bands of Au, and resembles conventional streaking in gas indicating that the majority of electrons are streaked in the ponderomotive regime. To retrieve the plasmonic field evolution, the center-of-mass of the valence band was found as a function of time delay. The energy shift of the valence band (Fig. 22(b) ) approximately follows the vector potential of the plasmonic field, allowing the electric field to be obtained by differentiating the center-ofmass curve as a function of the time delay. The reconstructed field is in close agreement with the original plasmonic field (Fig. 22(c) ). It should be noted that the amplitude of the reconstructed waveform can be underestimated because of the finite XUV pulse duration. Similarly, for isolated rectangular nanoparticles it was found from simulations in that the oscillations in the streaking spectrogram closely followed the plasmonic field.
Disentangling electrons from different emission positions indicates that not all of the electrons are streaked in the ponderomotive regime (Skopalová et al., 2011) . In particular, high energy electrons emitted far from the substrate (i.e. high initial z position) and at short time-delays can escape fast enough to enter the intermediate streaking regime. This distorts the delay-energy relationship for these initial positions. To further understand the complex spatio-temporal structure of plasmonic near-fields, photoelectron emission microscopy (PEEM) setups aiming to combine nm spatial resolution with attosecond time resolution are currently being developed (Chew et al., 2012; Gong et al., 2015; Mikkelsen et al., 2009; Stockman et al., 2007) .
C. Attosecond streaking at nanotapers
While the numerous theoretical studies described above indicated that nano-localized fields can be characterized with attosecond precision using streaking, experimental implementation proved challenging. The linear XUV-induced photoemission process typically probes a much larger area than the nanoscale region of interest, and the streaking trace can be distorted because electrons emitted from different regions are streaked by different local fields. The absolute number of electrons emitted is also very low due to small sample sizes. However, a recent advance has been made in this area with the first streaking measurements performed on a nanostructure (Förg et al., 2016) . By combining the measurements with a thorough analysis of the near-field spatial distribution and photoelectron trajectories, the authors were able to characterise the near-fields surrounding a gold nanotaper with attosecond precision.
In the experiments, co-propagating 4.5 fs NIR laser pulses at 720 nm central wavelength, and isolated 220 as XUV pulses at 95 eV central energy, were generated and used to perform streaking measurements on a gold nanotaper. A scanning electron microscopy (SEM) image of the sample is shown in Fig. 23(b) . The XUV focal spot (5 µm diameter) was centred on the tip apex (100 nm radius of curvature), although no significant XUV induced photoelectron signal was detected from the apex itself due to its small surface area. The XUV effectively probed the near fields surrounding the nanowire taper within a distance of 2.5 µm from the apex and with a diameter tapering from 200 nm to 640 nm. The NIR polarization was aligned with the nanotaper axis.
Theoretical considerations indicated that the photoelectrons were streaked in the ponderomotive regime. The nearfields, calculated using an FDTD method, are shown in Fig.  Fig. 23(b) . The near-fields in the probed region have a high degree of spatial homogeneity in amplitude and phase, and are shifted in phase by 0.8 rad (corresponding to a temporal shift of 300 as) with respect to the incident NIR pulse.
The experimental streaking trace from the nanotaper is shown in Fig. 23(c) . The gas-phase streaking measurement in Fig. 23(d) gives the phase of the incident NIR pulse as a reference. The nanotaper streaking trace is shifted with respect to the gas phase streaking measurement by ∆t = (250 ± 50) as. The measured shift was free from any significant contribution from photoemission time delays because the NIR field polarisation was parallel to the sample surface, resulting in a continuous electric field across the surface. The measured shift is in agreement with the theoretical value from Monte-Carlo simulations of photoelectron trajectories, confirming that the measurements successfully probed the near-fields around the nanotaper. The electric near-field retrieved from streaking measurements is shown in Fig. 24 , and is in close agreement with the field expected from calculations (also shown in the same figure) . The experiments open the door to using the same approach to measure local near fields and attosecond plasmon dynamics in more complex nanostructures, such as ultrafast optoelectronic components. Future characterisation measurements of the electric field around the tip apex should furthermore yield a richer understanding of the physics discussed in Section IV, involving electron acceleration at nanoscale needle tips.
VI. EXTREME-ULTRAVIOLET LIGHT GENERATION IN PLASMONIC NANOFIELDS
The extreme local field enhancements that can be achieved by concentrating light into nanoscale volumes using plasmonic nanostructures have attracted significant interest from the ultrafast physics community. One of the applications that has generated the most excitement is the possibility to generate XUV light at high (MHz) repetition rates without need for an enhancement cavity. This work was initiated by (Kim et al., 2008) , where pulses from a femtosecond oscillator (75 MHz repetition rate) were focused onto an array of bow-tie Au nanoantennas on a sapphire substrate and surrounded by argon gas. The bow-tie structures acted as resonant antennas concentrating the optical energy in the gaps between adjacent elements (see Fig. 25 ). The estimated intensity enhancement of more than 20 dB was sufficient enough to produce XUV radiation in the argon with wavelengths down to 47 nm.
The work of (Kim et al., 2008 ) triggered a number of further experimental (Kim et al., 2012; Park et al., 2013 Park et al., , 2011 Pfullmann et al., 2013; Sivis et al., 2012 and theoretical (Ciappina et al., ,b, 2014c (Ciappina et al., , 2013c Husakou et al., 2011a; Pérez-Hernández et al., 2013; Shaaran et al., 2013a Shaaran et al., , 2012a Stebbings et al., 2011; Yavuz et al., 2012) efforts in a similar direction. Despite initial success in the observation of XUV light from bow-tie nanostructures the origin of the observed radiation remained debated. The study of significantly deepened the understanding of the mechanisms responsible for the observed plasmon enhanced light emission. The authors compared the emission characteristics using nanostructures illuminated with low energy laser pulses from an oscillator to those obtained in conventional gas target with amplified high energy pulses. Figure 25 Schematic representation of a bow-tie nanostructure for XUV generation. The structure is illuminated with a few cycle NIR laser field and gas is injected into the antenna gap.
Spectra measured from different bow-tie nanoantenna samples are presented in Fig. 26(a) . The authors identify the most pronounced features as atomic line emission (ALE) from neutral and singly ionized Ar atoms. The incoherent nature of these spectra is confirmed by the close agreement with ALE spectra measured in Ar gas illuminated with amplified pulses (Fig. 26(d) ), detected in the direction perpendicular to the laser propagation. In contrast, the emission from the gas target in the laser propagation direction clearly shows high-order harmonic radiation (Fig. 26(e) ).
Intensity dependent measurements on the nanostructures indicate local field intensities up to and beyond the damage threshold of the material. These intensities would in principle be sufficient for coherent high-harmonic generation (HHG) in Ar gas (Fig. 26(c) ). The lack of high-harmonic emission in the measured spectra thus indicates that although the local intensities are clearly above the threshold for HHG, the small nanostructure generation volumes are insufficient for the coherent build-up of any noticeable HHG signal. A rough estimate using the actual experimental conditions indicates that the expected HHG signal from the nanostructure target is about 6 × 10 −3 smaller than the ALE. Later work employed three dimensional tapered waveguides for XUV generation by adiabatically nanofocused SPPs (Park et al., 2011) , where NIR pulses from a femtosecond oscillator were focused on the inlet of the waveguide with an intensity of ∼ 10 11 W cm −2 . These pulses excite an SPP wave that propagates inside the waveguide towards the exit. The parameters of the waveguide were optimized using FDTD simulations and a peak intensity enhancement factor of more than 20 dB relative to the incident field was obtained in a near cylindrical volume of diameter 240 nm and length 450 nm near the exit aperture. This volume is about three orders of magnitude larger than the generation volume (the volume containing an intensity enhancement of > 20 dB) of a single bow-tie element used in previous work of (Kim et al., 2008) .
By back-filling the waveguide with Xe gas, XUV generation up to 70 eV photon energy was achieved (Park et al., 2011) Compared to previous studies using bow-tie nanoantennas the three dimensional waveguide displays more than an order of magnitude higher XUV generation efficiency. In addition the waveguide fabricated on a cantilever microstructure is much less susceptible to thermal and optical damage. The origin of the observed radiation is, however, again disputed. Experimental investigations in indicate that while a sufficient intensity for HHG is achieved at the focus of the waveguide, the length of the guide is insufficient for a significant buildup of the signal. High-harmonic generation at MHz repetition rates in enhanced plasmonic fields remains an attractive prospect. However, efficient generation will require substantially higher gas pressures and larger interaction volumes. Meanwhile, the incoherent enhanced ALE that has been successfully generated in plasmonic near-fields could nevertheless find applications in areas such as near field imaging.
VII. THEORETICAL APPROACHES
In the next subsections we describe the theoretical approaches we have developed to tackle strong field processes driven by spatially inhomogeneous laser fields. We put particular emphasis on the HHG and ATI, but we include at the end an incipient attempt to treat multielectronic phenomena.
A. HHG driven by spatially inhomogeneous fields
Field-enhanced high-order-harmonic generation (HHG) using plasmonics fields, generated starting from engineered nanostructures or nanoparticles, requires no extra amplification stages due to the fact that, by exploiting surface plasmon resonances, the input driving electric field can be enhanced by more than 20 dB (corresponding to an increase in the intensity of several orders of magnitude). As a consequence of this enhancement, the threshold laser intensity for HHG generation in noble gases is largely exceeded and the pulse repetition rate remains unaltered. In addition, the high-harmonics radiation generated from each nanosystem acts as a pointlike source, enabling a high collimation or focusing of this coherent radiation by means of (constructive) interference. This fact opens a wide range of possibilities to spatially arrange nanostructures to enhance or shape the spectral and spatial properties of the harmonic radiation in numerous ways (Kim et al., 2008; Park et al., 2011; Pfullmann et al., 2013) .
Due to the nanometric size of the so-called plasmonic 'hot spots', i.e. the spatial region where the electric field reaches its highest intensity, one of the main theoretical assumptions, namely the spatial homogeneity of the driven electric field, should be removed (see Section IB). Consequently, both the analytical and numerical approaches to study laser-matter processes in atoms and molecules, in particular HHG, need to be modified to treat adequately this different scenario and allow now for a spatial dependence in the laser electric field. Several authors have addressed this problem recently (Cao et al., 2014; Chacón et al., 2015a; Ciappina et al., 2012a Ciappina et al., ,b, 2014a Ciappina et al., , 2015 Ciappina et al., , 2012c Ciappina et al., , 2014b Ciappina et al., ,c, 2013a Ebadi, 2014; Feng and Liu, 2015; Feng et al., 2013; Fetić et al., 2012; He et al., 2013; Husakou and Herrmann, 2014; Husakou et al., 2011a,b; Luo et al., 2013a,b,c; Pérez-Hernández et al., 2013; Shaaran et al., 2013a Shaaran et al., , 2012a Shaaran et al., ,b, 2013b Wang et al., 2014 Wang et al., , 2013 Yavuz, 2013; Yavuz et al., 2012 Yavuz et al., , 2015 Yu et al., 2015; Zang et al., 2013) . As we will show below, this new characteristic affects considerably the electron dynamics and this is reflected on the observables, in the case of this subsection the HHG spectra.
B. Quantum approaches
The dynamics of a single active atomic electron in a strong laser field takes place along the polarization direction of the field, when linearly polarized laser pulses are employed. It is then justifiable to model the HHG in a 1D spatial dimension by solving the time dependent Schrödinger equation (1D-TDSE) :
where in order to model an atom in 1D, it is common to use soft core potentials, which are of the form:
where the parameter b allows us to modify the ionization potential I p of the ground state, fixing it as close as possible to the value of the atom under consideration. We consider the field to be linearly polarized along the x-axis and modify the interaction term V l (x, t) in order to treat spatially nonhomogeneous fields, while maintaining the dipole character. Consequently we write
where E(x, t) is the laser electric field defined as
In Eq. (11), E 0 , ω and φ are the peak amplitude, the frequency of the laser pulse and the CEP, respectively. We refer to sin(cos)-like laser pulses where φ = 0 (φ = π/2). The pulse envelope is given by f (t) and ε is a small parameter that characterizes the inhomogeneity strength. The function h(x) represents the functional form of the spatial nonhomogeneous field and, in principle, could take any form and be supported by the numerical algorithm (for details see e.g. (Ciappina et al., 2012a,b) ). Most of the approaches use the simplest form for h(x), i.e. the linear term: h(x) = x. This choice is motivated by previous investigations Husakou et al., 2011a; Yavuz et al., 2012) , but nothing prevents to use more general functional forms for h(x).
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The 1D-TDSE can be solved numerically by using the Crank-Nicolson scheme in order to obtain the time propagated electronic wavefunction Ψ(x, t). Once Ψ(x, t) is found, we can compute the harmonic spectrum by Fourier transforming the dipole acceleration of the active electron. One of the main advantages of the 1D-TDSE is that we are able to include any 1 The actual spatial dependence of the enhanced near-field in the surrounding of a metal nanostructure can be obtained by solving the Maxwell equations incorporating both the geometry and material properties of the nanosystem under study and the input laser pulse characteristics (see e.g. ). The electric field retrieved numerically is then approximated using a power series h(x) = N i=1 b i x i , where the coefficients b i are obtained by fitting the real electric field that results from a finite element simulation. Furthermore, in the region relevant for the strong field physics and electron dynamics and in the range of the parameters we are considering, the electric field can be indeed approximated by its linear dependence. functional form for the spatial variation of the plasmonic field. For instance, we have implemented linear and real (parabolic) plasmonic fields , as well as near-fields with exponential decay (evanescent fields) ).
An extension of the above described approach is to solve the TDSE in its full dimensionality and to include in the laserelectron potential the spatial variation of the laser electric field. For only one active electron we need to deal with 3 spatial dimensions and, due to the cylindrical symmetry of the problem, we are able to separate the electronic wavefunction in spherical harmonics, Y m l and consider only terms with m = 0 (see below).
The 3D-TDSE in the length gauge can be written:
where V SAE (r) is the atomic potential in the single active electron (SAE) approximation and V l (r, t) the laser-electron coupling (see below). The time-dependent electronic wave function Ψ(r, t), can be expanded in terms of spherical harmonics:
where the number of partial waves depends on each specific case. Here, in order to assure the numerical convergence, we have used up to L ≈ 250 in the most extreme case (I ∼ 5 × 10 14 W/cm 2 ). In addition, due to the fact that the plasmonic field is linearly polarized, the magnetic quantum number is conserved and consequently in the following we can consider only m = 0 in Eq. (13). This property considerably reduces the complexity of the problem. In here, we consider z as a polarization axis and we take into account that the spatial variation of the electric field is linear with respect to the position. As a result, the coupling V l (r, t) between the atomic electron and the electromagnetic radiation reads
where E 0 , ω and φ are the laser electric field amplitude, the central frequency and the CEP, respectively. As in previous investigations, the parameter ε defines the 'strength' of the inhomogeneity and has units of inverse length (see also Husakou et al., 2011a; Yavuz et al., 2012) ). For modeling short laser pulses in Eq. (14), we use a sin-squared envelope f (t) of the form f (t) = sin 2 ωt 2np , where n p is the total number of optical cycles. As a result, the total duration of the laser pulse will be T p = n p τ L where τ L = 2π/ω is the laser period. We focus our analysis on a hydrogen atom, i.e. V SAE (r) = −1/r in Eq. (12), and we also assume that before switch on the laser (t = −∞) the target atom is in its ground state (1s), whose analytic form can be found in a standard textbook. Within the SAE approximation, however, our numerical scheme is tunable to treat any complex atom by choosing the adequate effective (Hartree-Fock) potential V SAE (r), and finding the ground state by the means of numerical diagonalization.
Next, we will show how the inhomogeneity modifies the equations which model the laser-electron coupling. Inserting Eq. (13) into Eq. (12) and considering that,
and
where
we obtain a set of coupled differential equations for each of the radial functions Φ l (r, t):
Equation (18) is solved using the Crank-Nicolson algorithm considering the additional term, i.e. Eq. (16) due to the spatial inhomogeneity. As can be observed, the degree of complexity will increase substantially when a more complex functional form for the spatial inhomogeneous laser electric field is used. For instance, the incorporation of only a linear term couples the angular momenta l, l ± 1, l ± 2, instead of l, l ± 1, as in the case of conventional (spatial homogeneous) laser fields. We have also made studies on helium because a majority of experiments in HHG are carried out in noble gases. Nonetheless, other atoms could be easily implemented by choosing the appropriate atomic model potential V SAE (r). After time propagation of the electronic wavefunction, the HHG spectra can be computed in an analogous way as in the case of the 1D-TDSE. Due to the complexity of the problem, only simulations with nonhomogeneous fields with linear spatial variations along the laser polarization in the 3D-TDSE have been studied. This, however, is enough to confirm that even a small spatial inhomogeneity significantly modifies the HHG spectra (for details see (Pérez-Hernández et al., 2013) ).
C. Semiclassical approach
An independent approach to compute high-harmonic spectra for atoms in intense laser pulses is the Strong Field Approximation (SFA) or Lewenstein model (Lewenstein et al., 1994) . The main ingredient of this approach is the evaluation of the time-dependent dipole moment d(t). Within the single active electron (SAE) approximation, it can be calculated starting from the ionization and recombination transition matrices combined with the classical action of the laser-ionized electron moving in the laser field. The SFA approximation has a direct interpretation in terms of the so-called three-step or simple man's model (Corkum, 1993; Lewenstein et al., 1994) (see Section IA).
Implicitly the Lewenstein model deals with spatially homogeneous electric and vector potential fields, i.e. fields that do not experience variations in the region where the electron dynamics takes place. In order to consider spatial nonhomogeneous fields, the SFA approach needs to be modified accordingly, i.e. the ionization and recombination transition matrices, joint with the classical action, now should take into account this new feature of the laser electric and vector potential fields (for details see Shaaran et al., 2013b) ).
D. Classical framework
Important information such as the HHG cutoff and the properties of the electron trajectories moving in the oscillatory laser electric field, can be obtained solving the classical Newton-Lorentz equation for an electron moving in a linearly polarized electric field. Specifically, we find the numerical solution ofẍ
where V l (x, t) is defined in Eq. (10) with the laser electric field linearly polarized in the x axis. For fixed values of ionization times t i , it is possible to obtain the classical trajectories and to numerically calculate the times t r for which the electron recollides with the parent ion. In addition, once the ionization time t i is fixed, the full electron trajectory is completely determined (for more details about the classical model see (Ciappina et al., 2014a) ).
The following conditions are commonly set (the resulting model is also known as the simple man's model): i) the electron starts with zero velocity at the origin at time t = t i , i.e., x(t i ) = 0 andẋ(t i ) = 0; (ii) when the laser electric field reverses its direction, the electron returns to its initial position, i.e., recombines with the parent ion, at a later time, t = t r , i.e. x(t r ) = 0. t i and t r are known as ionization and recombination times, respectively. The electron kinetic energy at t r can be obtained from the usual formula E k (t r ) =ẋ(t r ) 2 /2, and, finding the value of t r (as a function of t i ) that maximizes this energy, we find that the HHG cutoff is given by n c ω 0 = 3.17U p + I p , where n c is the harmonic order at the cutoff, ω 0 is the laser frequency, U p is the ponderomotive energy and I p is the ionization potential of the atom or molecule under consideration. It is worth mentioning that the HHG cutoff will be extended when spatially inhomogeneous fields are employed.
E. Classical trajectory Monte Carlo (CTMC)
In order to achieve quantitative accuracy for realistic systems, the classical framework may be coupled to accurate near-field, ionization, and scattering models into the classical trajectory Monte-Carlo (CTMC) scheme. Such scheme has several advantages in comparison with quantum simulations. First of all, even though the solution of the 3-D Schrödinger equation is possible in the SAE approximation under simplifying assumptions (see Sec. VIIB above), a detailed description of complex geometry coupled with a realistic near-field is still out of reach for purely quantum methods. In addition, the (bulk) scattering and multi-electron effects complicate the quantum treatment to the extent that they are neglected in virtually every quantum calculation.
Similarly to the simple man's model of HHG, a CTMC simulation starts with the ionization of electrons which is typically described stochastically using methods based on a simplified quantum treatment, most often the Fowler-Nordheim theory (Fowler and Nordheim, 1928) which is closely related to the ADK theory of ionization of atoms (Ammosov et al., 1986) . Multiphoton effects may be accounted for within the framework of Fowler-Norheim theory by considering the response of the electron distribution function of the nanodevice to the laser field (Yanagisawa et al., 2009 (Yanagisawa et al., , 2011b (Yanagisawa et al., , 2014 or with more refined theoretical frameworks (Yalunin et al., 2011) .
After the ionization, the electrons are propagated using classical equations of motion in the near field. For complex geometries, the near field may be obtained in the time domain, e.g., with FDTD methods or semi-analytically in the frequency domain, e.g., with the multiple multipole programs (MMP) (Hafner, 1999) . For nanospheres, simpler analytic Mie theory may be employed. For details see Sec. IIA.
For low intensities or when only qualitative results are sought, the electron-electron repulsion (space charge) may be neglected (Dombi et al., 2013; Herink et al., 2012; Krüger et al., 2011; Wachter et al., 2012) . For higher intensities and accuracy, the space charge effects may be treated explicitly (Piglosiewicz et al., 2014; Yanagisawa et al., 2014) or using the mean-field approximation . While the mean-field approximation scales linearly with the number of electrons ionized N el , the explicit treatment leads to N 2 el dependence. This unfavorable scaling may be alleviated without significantly compromising the accuracy by using methods like fast multipole method (FMM) or BarnesHut tree based methods with N log N scaling Bolten et al., 2016; Winkel et al., 2012) . In addition, the response of the nano-device on the ionized electron cloud should be taken into account. Simple analytic formulas may be used for planar and spherical geometries (Yanagisawa et al., 2014) . For complex geometries, the electrostatic problem may be solved numerically (Zherebtsov et al., 2011) .
The description of the re-collision of an electron with a nano-device ranges from a simple surface reflection (using several approximations) (Dombi et al., 2013; Krüger et al., 2011; Park et al., 2013; Wachter et al., 2012) through approaches relying on several empirical and fitted parameters (Yanagisawa et al., 2014) to a propagation of electrons inside the nano-device using the Langevin dynamics with stochastic events representing elastic and inelastic scattering (Lemell et al., 2009; Süßmann et al., 2015) . The probability P of a particular scattering event in the time interval (t, t + dt) is given by P = v · dt/λ m , where v is the electron velocity and λ m is the mean-free path. For elastic scattering, mean free paths and scattering differential cross sections (DCSs) may be obtained from quantum or DFT calculations for an electron interacting with an isolated atom and combined with, e.g. muffin-tin approximation to model a solid state (Salvat et al., 2005) . The inelastic scattering can be described as an interaction of the electron with a dielectric medium defined by the complex-wave vector q and frequency ω-dependent-dielectric function (q, ω) which may be computed using the electron gas model (Lafrate et al., 1980; Lindhard, 1954; Mermin, 1970) , extended from experimentally measured optical energy loss function via Drude models (Da et al., 2014; Solleder et al., 2007; Tőkési et al., 2001) or calculated ab initio (typically employing TD-DFT). Alternatively, empirical formulas may be used to describe some aspects of inelastic scattering (Fernandez-Varea et al., 1993; Lotz, 1967) .
VIII. SELECTED RESULTS
In the following sub-sections we present a brief summary of the results reported in several recent published works. In these articles, different noble gases (He, Ar and Xe) are used as atomic targets located in the vicinity of metal nanotips and nanoparticles and the HHG generated by them were studied and characterized. In addition, we include here predictions for the generation of coherent harmonic radiation directly from the metal surface of a nanotip.
A. Spatially (linear) nonhomogeneous fields and electron confinement
In this sub-section we summarize the study carried out in where it is shown that both the inhomogeneity of the local fields and the constraints in the electron movement, play an important role in the HHG process and lead to the generation of even harmonics and a significant increase in the HHG cutoff, more pronounced for longer wavelengths. In order to understand and characterize these new HHG features we employ two of the different approaches mentioned above: the numerical solution of the 1D-TDSE (see panels (a)-(d) in Fig. 27 ) and the semiclassical approach known as Strong Field Approximation (SFA). Both approaches predict comparable results and describe satisfactorily the new features, but by employing the semiclassical arguments (see panels (e), (f) in Fig. 27 ) behind the SFA and time-frequency analysis tools (Fig. 28) , we are able to fully explain the reasons of the cutoff extension. Figure 27 HHG spectra for a model atom with a ground-state energy, Ip = −0.67 a.u. obtained using the 1D-TDSE approach. The laser parameters are I = 2 × 10 14 W·cm −2 and λ = 800 nm. We have used a trapezoidal shaped pulse with two optical cycles turn on and turn off, and a plateau with six optical cycles, 10 optical cycles in total, i.e. approximately 27 fs. The arrow indicates the cutoff predicted by the semiclassical model (Lewenstein et al., 1994) . Panel (a): homogeneous case, (b): ε = 0.01 (100 a.u), (c): ε = 0.02 (50 a.u) and (d): ε = 0.05 (20 a.u). The numbers in brackets indicate an estimate of the inhomogeneity region (for more details see e.g Husakou et al., 2011a) ) . In panels (e) and (f) is shown the dependence of the semiclassical trajectories on the ionization and recollision times for different values of ε and for the non confined case, panel (e) and the confined case, panel (f), respectively. Red squares: homogeneous case ε = 0; green circles: ε = 0.01; blue triangles: ε = 0.02 and blue triangles: ε = 0.05. 
B. Spatially (linear) nonhomogeneous fields: the SFA approach
In this subsection we summarize the work done in (Shaaran et al., 2012b) . In this contribution, we perform a detailed analysis of high-order harmonic generation (HHG) in atoms within the strong field approximation (SFA) by considering spatially (linear) inhomogeneous monochromatic laser fields. We investigate how the individual pairs of quantum orbits contribute to the harmonic spectra. To this end we have modified both the classical action and the saddle points equations by including explicitly the spatial dependence of the laser field. We show that in the case of a linear inhomogeneous field the electron tunnels with two different canonical momenta. One of these momenta leads to a higher cutoff and the other one develops a lower cutoff. Furthermore, we demonstrate that the quantum orbits have a very different behavior in comparison to the conventional homogeneous field. A recent study supports our initial findings (Zagoya et al., 2016) .
We also conclude that in the case of the inhomogeneous fields both odd and even harmonics are present in the HHG spectra. Within our extended SFA model, we show that the HHG cutoff extends far beyond the standard semiclassical cutoff in spatially homogeneous fields. Our findings are in good agreement both with quantum-mechanical and classical models. Furthermore, our approach confirms the versatility of the SFA approach to tackle now the HHG driven by spatially (linear) inhomogeneous fields.
C. Real nonhomogeneous fields
In this sub-section we present numerical simulations of HHG in an argon model atom produced by the fields generated when a gold bow-tie nanostructure is illuminated by a short laser pulse of long wavelength λ = 1800 nm (see for more details). The functional form of these fields is extracted from finite element simulations using both the complete geometry of the metal nanostructure and laser pulse characteristics (see Fig. 29(a) ). We use the numerical solution of the TDSE in reduced dimensions to predict the HHG spectra. A clear extension in the harmonic cutoff position is observed. This characteristic could lead to the production of XUV coherent laser sources and open the avenue to the generation of shorter attosecond pulses. It is shown in Fig. 29 (c) that this new feature is a consequence of the combination of a spatial nonhomogeneous electric field, which modifies substantially the electron trajectories, and the confinement of the electron dynamics. Furthermore, our numerical results are supported by time-analysis and classical simulations. A more pronounced increase in the harmonic cutoff, in addition to an appreciable growth in conversion efficiency, could be attained by optimizing the nanostructure geometry and materials. These degrees of freedom could pave the way to tailor the harmonic spectra according to specific requirements. 14 W·cm −2 at the center of the gap x = 0. We have used a trapezoidal shaped pulse with three optical cycles turn on and turn off, and a plateau with four optical cycles (about 60 fs). The gold bow-tie nanostructure has a gap g = 15 nm (283 a.u.). The black line indicates the homogeneous case while the red line indicates the nonhomogeneous case. The arrow indicates the cutoff predicted by the semiclassical model for the homogeneous case (Lewenstein et al., 1994) . The top left inset shows the functional form of the electric field E(x, t), where the solid lines are the raw data obtained from the finite element simulations and the dashed line is a nonlinear fitting. The top right inset shows the intensity enhancement in the gap region of the gold bow-tie nanostructure.
D. Temporal and spatial synthesized fields
In this sub-section we present a brief summary of the results published in (Pérez-Hernández et al., 2013) . In short, numerical simulations of HHG in He atoms using a temporal and spatial synthesized laser field are considered using the full 3D-TDSE. This particular field provides a new route for the generation of photons at energies beyond the carbon Kedge using laser pulses at 800 nm, which can be obtained from conventional Ti:Sapphire laser sources. The temporal synthesis is performed using two few-cycle laser pulses delayed in time (Pérez-Hernández et al., 2009) . On the other hand, the spatial synthesis is obtained by using a spatial nonhomogeneous laser field Husakou et al., 2011a; Yavuz et al., 2012) produced when a laser beam is focused in the vicinity of a metal nanostructure or nanoparticle.
Focusing on the spatial synthesis, the nonhomogeneous spatial distribution of the laser electric field can be obtained experimentally by using the resulting field as produced after the interaction of the laser pulse with nanoplasmonic antennas Husakou et al., 2011a; Kim et al., 2008; Yavuz et al., 2012) , metallic nanowaveguides (Park et al., 2011) , metal (Süßmann and Kling, 2011a; Zherebtsov et al., 2011) and dielectric nanoparticles (Süßmann and Kling, 2011b) or metal nanotips (Herink et al., 2012; Hommelhoff et al., 2006c; Krüger et al., 2012a Krüger et al., , 2011 Krüger et al., , 2012b Schenk et al., 2010) .
The coupling between the atom and the laser pulse, lin-early polarized along the z axis, is modified in order to treat the spatially nonhomogeneous fields and can be written it as: V l (z, t, τ ) =Ẽ(z, t, τ ) z withẼ(z, t, τ ) = E(t, τ )(1 + εz) and E(t, τ ) = E 1 (t) + E 2 (t, τ ) the temporal synthesized laser field with τ the time delay between the two pulses (see e.g. (Pérez-Hernández et al., 2009 ) for more details). As in the 1D case the parameter ε defines the strength of the nonhomogeneity and the dipole approximation is preserved because ε 1. Figure 30 (a) Time-frequency analysis obtained from the 3D-TDSE harmonic spectrum for a He atom driven by the spatially and temporally synthesized pulse described in the text with ε = 0.002. The plasmonic enhanced intensity I = 1.4 × 10 15 W cm −2 . Superimposed (in brown) are the classical rescattering energies; (b) 3D-TDSE harmonic spectrum for the same parameters used in (a). .
The linear functional form for the spatial non-homogeneity described above could be obtained engineering adequately the geometry of plasmonic nanostructures and by adjusting the laser parameters in such a way that the laser-ionized electron feels only a linear spatial variation of the laser electric field when in the continuum (see e.g. and references therein). The harmonic spectrum then obtained in He for ε = 0.002 is presented in Fig. 30(b) . We can observe a considerable cut-off extension up to 12.5U p which is much larger when compared with the double pulse configuration employed alone (it leads only to a maximum of 4.5U p (Pérez-Hernández et al., 2009) ). This large extension of the cutoff is therefore a signature of the combined effect of the double pulse and the spatial nonhomogeneous character of the laser electric field. For this particular value of the laser peak intensity (1.4 × 10 15 W cm −2 ) the highest photon energy is greater than 1 keV. Note that the quoted intensity is actually the plasmonic enhanced intensity, not the input laser intensity. The latter could be several orders of magnitude smaller, according to the plasmonic enhancement factor (see e.g. (Kim et al., 2008; Park et al., 2011) ) and will allow the nanoplasmonic target to survive to the interaction. In order to confirm the underlying physics highlighted by the classical trajectories analysis, we have retrieved the time-frequency distribution of the calculated dipole (from the 3D-TDSE) corresponding to the case of the spectra presented in Fig. 30(b) using a wavelet analysis. The result is presented in Fig. 30(a) where we have superimposed the calculated classical recombination energies (in brown) to show the excellent agreement between the two theoretical approaches. The consistency of the classical calculations with the full quantum approach is clear and confirms the mechanism of the generation of this 12.5U p cut-off extension. In addition, the HHG spectra exhibit a clean continuum as a result of the trajectory selection on the recombination time, which itself is a consequence of employing a combination of temporally and spatially synthesized laser field.
E. Plasmonic near-fields
This sub-section includes an overview of the results reported in . In this contribution it is shown how the HHG spectra from model Xe atoms are modified by using a plasmonic near enhanced field generated when a metal nanoparticle is illuminated by a short laser pulse. A setup combining a noble gas as a driven media and metal nanoparticles was also proposed recently in (Husakou and Herrmann, 2014; Husakou et al., 2015) . For our near-field we use the function given by (Süßmann and Kling, 2011a) to define the spatial nonhomogeneous laser electric field E(x, t), i.e.
where E 0 , ω 0 , f (t) and φ are the peak amplitude, the laser field frequency, the field envelope and the CEP, respectively. The functional form of the resulting laser electric field is extracted from attosecond streaking experiments and incorporated both in our quantum and classical approaches. In this specific case the spatial dependence of the plasmonic nearfield is given by exp(−x/χ) and it is a function of both the size and the material of the spherical nanoparticle. E(x, t) is valid for x outside of the metal nanoparticle, i.e. x ≥ R 0 , where R 0 is its radius. It is important to note that the electron motion takes place in the region x ≥ R 0 with (x + R 0 ) 0. We consider the laser field having a sin 2 envelope:
2np , where n p is the total number of optical cycles, i.e. the total pulse duration is τ L = 2πn p /ω 0 . The harmonic yield of the atom is obtained by Fourier transforming the acceleration a(t) of the electronic wavepacket (see Section VIIB). Figure 31 , panels (a), (b) and (c) show the harmonic spectra for model xenon atoms generated by a laser pulse with I = 2 × 10 13 W cm −2 , λ = 720 nm and a τ L = 13 fs, i.e. n p = 5 (which corresponds to an intensity envelope of ≈ 4.7 fs FWHM) (Süßmann and Kling, 2011a) . In the case of a spatial homogeneous field, no harmonics beyond the 9 th order are observed. The spatial decay parameter χ accounts for the spatial nonhomogeneity induced by the nanoparticle and it varies together with its size and the kind of metal employed. Varying the value of χ is therefore equivalent to choosing the type of nanoparticle used, which allows to overcome the semiclassically predicted cutoff limit and reach higher harmonic orders. For example, with χ = 40 and χ = 50 harmonics in the mid 20s (panel c) and well above the 9 th (a clear cutoff at n c ≈ 15 is achieved) (panel b), respectively, are obtained. A modification in the harmonic periodicity, related to the breaking of symmetry imposed by the induced nonhomogeneity, is also clearly noticeable. Now, by the semiclassical simple man's (SM) model (Corkum, 1993; Lewenstein et al., 1994) we will study the harmonic cut-off extension. This new effect may be caused by a combination of several factors (for details see (Ciappina et al., 2012a,b) ). As is well known, the cutoff law is n c = (3.17U p + I p )/ω 0 , where n c is the harmonic order at the cutoff and U p the ponderomotive energy. We solve numerically Eq. (19) for an electron moving in an electric field with the same parameters used in the TDSE-1D calculations, i.e.
and consider the SM model initial conditions: the electron starts at position zero at t = t i (the ionization time) with zero velocity, i.e. x(t i ) = 0 andẋ(t i ) = 0. When the electric field reverses, the electron returns to its initial position (i.e. the electron recollides or recombines with the parent ion) at a later time t = t r (the recombination time), i.e. x(t r ) = 0. The electron kinetic energy at the t r is calculated as usual from:
and finding the t r (as a function of t i ) that maximizes E k , n c is also maximized. Panels (d), (e) and (f) of Fig. 31 represent the behaviour of the harmonic order upon the t i and t r , calculated from n = (E k (t i,r ) + I p )/ω as for the cases (a), (b) and (c) of Fig. 31 , respectively. Panels (e) and (f) show how the nonhomogeneous character of the laser field strongly modifies the electron trajectories towards an extension of the n c . This is clearly present at n c ∼ 18ω (28 eV) and n c ∼ 27ω (42 eV) for χ = 50 and χ = 40, respectively. These last two cutoff extensions are consistent with the quantum predictions presented in panels (b) and (c) of Fig. 31 .
Classical and quantum approaches predict cutoff extensions that could lead to the production of XUV coherent laser sources and open a direct route to the generation of attosecond pulses. This effect is caused by the induced laser field spatial nonhomogeneity, which modifies substantially the electron trajectories. A more pronounced increment in the harmonic cutoff, in addition to an appreciable growth in the conversion efficiency, could be reached by varying both the radius and the metal material of the spherical nanoparticles. These new degrees of freedom could pave the way to extend the harmonic plateau reaching the XUV regime with modest input laser intensities.
F. Metal nanotip photoemission
In all the preceding subsections we use plasmonic enhanced fields as sources and atoms as active media. On the contrary, in this subsection we predict that it is entirely possible to generate high-order harmonic radiation directly from metal nanotips. By employing available laser source parameters and treating the metal tip with a fully quantum mechanical model within the single-active electron (SAE) approximation, we are able to model the HHG process using a metal as active medium. As in previous cases we do not take into account any collective effect, such as propagation and phase matching. Arguably, such collective effects could play a minor role in the generation of coherent radiation using nanosources due to the fact that radiation emission occurs at a sub-wavelength scale (see, e.g. (Kim et al., 2008) ). As was already discussed, the main physical mechanism behind the generation of highorder harmonics is the electron recollision step and consequently any reliable model should include it. It was already shown that the recollision mechanism is also needed to describe above-threshold photoemission (ATP) measurements and, considering these two laser-matter phenomena, i.e. the photoemitted electrons and the high-frequency radiation, are physically linked, we could conclude that metal nanotips can be used as sources of coherent XUV radiation as well. The theoretical model we use in this case has already been described in previous sections and employed for the calculation of electron photoemission from metal nanotips (Hommelhoff et al., 2006c; Krüger et al., 2012a) . As a consequence we do not repeat it here (for details we refer the reader to (Ciappina et al., 2014c) ) and we only show and discuss briefly a couple of typical results. In Fig. 32 , we show HHG spectra by using a long (tencycle) trapezoidal (two cycles of turn on and off and six cycles of constant amplitude, 23 fs of total time) laser pulse of λ = 685 nm (the corresponding photon energy is 1.81 eV). The different panels correspond to a set of values of the peak laser electric field E 0 , namely, 10, 15, and 20 GV m −1 for Figs. 32(a), 32(b) and 32(c), respectively. For the three cases we have employed two values for the DC field, E dc : −0.4 GV m −1 (blue -dark gray) and 2 GV m −1 (cyan -light gray). Two main features can be observed: (i) an increase of the relative yield in the plateau region for positive values of the E dc field. This gain in conversion efficiency is important for ease of experimental radiation detection; (ii) the occurrence of odd and even harmonics [see, e.g. Fig. 32(a) ] is due to the broken symmetry at the metal surface of the nanotip, in contrast to an atomic gas, which represents a centrosymmetric nonlinear medium.
The main result of this subsection is that we show it is possible to generate high-order harmonics directly from metal nanotips. Our predictions are based on a quantum mechanical approach, already successfully applied to model the photoelectron spectra under similar experimental conditions. As a consequence it appears perfectly feasible to obtain coherent harmonic radiation directly from these metal nanosources.
IX. ATI DRIVEN BY SPATIALLY INHOMOGENEOUS FIELDS
As was mentioned at the outset, ATI represents another key strong field phenomena. As a consequence, in the next subsections we summarize the theoretical work we have done in order to tackle the ATI driven by spatially inhomogeneous fields. As in the case of HHG, we include here results obtained using quantum, semiclassical and classical formalisms.
A. 1D case
Investigations carried out on ATI, generated by few-cycle driving laser pulses, have attracted much interest due to the sensitivity of the energy and angle-resolved photoelectron spectra to the absolute value of the CEP (Milosević et al., 2006; Sayler et al., 2011) . This feature makes the ATI phenomenon a potential tool for laser pulse characterization. In order to characterize the CEP of a few-cycle laser pulse, the so-called backward-forward asymmetry of the ATI spectrum is measured and from the information collected the absolute CEP can be obtained Sayler et al., 2011) . Furthermore, nothing but the high energy region of the photoelectron spectrum appears to be strongly sensitive to the absolute CEP and consequently electrons with high kinetic energy are needed in order to characterize it (Milosević et al., 2006; Paulus et al., 2001 Paulus et al., , 2003 .
Nowadays, experiments have demonstrated that the electron spectra of ATI could be extended further by using plasmon field enhancement (Kim et al., 2008; Zherebtsov et al., 2011) . The strong confinement of the plasmonics spots and the distortion of the electric field by the surface plasmons induces a spatial inhomogeneity in the driving laser field, just before the interaction with the corresponding target gas. A related process employing solid state targets instead of atoms and molecules in gas phase is the so called above-threshold photoemission (ATP). This laser driven phenomenon has received special attention recently due to its novelty and the new physics involved. In ATP electrons are emitted directly from metallic surfaces or metal nanotips and they present distinct characteristics, namely higher energies, far beyond the usual cutoff for noble gases and consequently the possibility to reach similar electron energies with smaller laser intensities (see e.g. (Herink et al., 2012; Hommelhoff et al., 2006c; Krüger et al., 2014 Krüger et al., , 2011 Schenk et al., 2010) ). Furthermore, the photoelectrons emitted from these nanosources are sensitive to the CEP and consequently it plays an important role in the angle and energy resolved photoelectron spectra (Apolonski et al., 2004; Krüger et al., 2011; Zherebtsov et al., 2011) .
Despite new developments, all numerical and semiclassical approaches to model the ATI phenomenon are based on the assumption that the external field is spatially homogeneous in the region where the electron dynamics take place. For a spatially inhomogeneous field, however, important modifications will occur to the strong field phenomena, as was al-ready shown for the case of HHG. These modifications occur because the laser-driven electric field, and consequently the force applied on the electron, will also depend on its position.
From a theoretical viewpoint, the ATI process can be tackled using different approaches (for a summary see e.g. (Milosević et al., 2006) and references therein). In this subsection, we concentrate on extending one of the most and widely used approaches: the numerical solution of timedependent Schrödinger Equation (TDSE) in reduced dimensions.
In order to calculate the energy resolved photoelectron spectra, we use the same one-dimensional time-dependent Schrödinger equation (1D-TDSE) employed for the computation of HHG (see Section VIIB). For calculating the energy-resolved photoelectron spectra P (E) we use the window function technique developed by Schafer (Schafer, 1991; Schafer and Kulander, 1990) . This tool has been widely used, both to calculate angle-resolved and energy-resolved photoelectron spectra (Schafer, 2009 ) and it represents a step forward with respect to the usual projection methods.
In our simulations we employ as a driving field a four-cycle (total duration 10 fs) sin-squared laser pulse with an intensity I = 3 × 10 14 W cm −2 and wavelength λ = 800 nm. We chose a linear inhomogeneous field and three different values for the parameter that characterizes the inhomogeneity strength, namely ε = 0 (homogeneous case), ε = 0.003 and ε = 0.005. Figure 33 (a) shows the cases with φ = 0 (a sinlike laser pulse) meanwhile in Fig. 33 (b) φ = π/2 (a cos-like laser pulse), respectively. In both panels green represents the homogeneous case, i.e. ε = 0, magenta is for ε = 0.003 and yellow is for ε = 0.005, respectively. For the homogeneous Figure 33 1D-TDSE energy-resolved photoelectron spectra for a model atom with Ip = −0.5 a.u. and for the laser parameters, I = 3 × 10 14 W cm −2 , λ = 800 nm and a sin-squared shaped pulse with a total duration of 4 cycles (10 fs ). In green for ε = 0 (homogeneous case), in magenta for ε = 0.003 and in yellow for ε = 0.005. Panel (a) represent the case for φ = 0 (sin-like pulse) and panel (b) represents the case for φ = π/2 (cos-like pulse). The arrows indicate the 2Up and 10Up cutoffs predicted by the classical model (Milosević et al., 2006) case, the spectra exhibits the usual distinct behavior, namely the 2U p cutoff (≈ 36 eV for our case) and the 10U p cutoff (≈ 180 eV), where
2 is the ponderomotive potential. The former cutoff corresponds to those electrons that, once ionized, never return to the atomic core, while the latter one corresponds to the electrons that, once ionized, return to the core and elastically rescatter. It is well established using classical arguments that the maximum kinetic energies of the direct and the rescattered electrons are E d max = 2U p and E r max = 10U p , respectively. In a quantum mechanical approach, however, it is possible to find electrons with energies beyond the 10U p , although their yield drops several orders of magnitude (Milosević et al., 2006) . The TDSE, which can be considered as an exact approach to the problem, is able to predict the P (E) for the whole range of electron energies. In addition, the most energetic electrons, i.e. those with E k 2U p , are used to characterize the CEP of few-cycle pulses. As a result, a correct description of the rescattering mechanism is needed.
For the spatial inhomogeneous case, the cutoff positions of both the direct and the rescattered electrons are extended towards larger energies. For the rescattered electrons, this extension is very prominent. In fact, for ε = 0.003 and ε = 0.005, it reaches ≈ 260 eV and ≈ 420 eV, respectively (see Fig. 33(a) ). Furthermore, it appears that the high energy region of P (E), for instance, the region between 200 − 400 eV for ε = 0.005 (Fig. 33 in yellow) , is strongly sensitive to the CEP. This feature indicates that the high energy region of the photoelectron spectra could resemble a new and better CEP characterization tool. It should be, however, complemented by other well known and established CEP characterization tools, as, for instance, the forward-backward asymmetry (see (Milosević et al., 2006) ). Furthermore, the utilization of nonhomogeneous fields would open the avenue for the production of high energy electrons, reaching the keV regime, if a reliable control of the spatial and temporal shape of the laser electric field is attained.
We now concentrate our efforts on explaining the extension of the energy-resolved photoelectron spectra using classical arguments. From the simple-man's model (Corkum, 1993; Lewenstein et al., 1994) we can describe the physical origin of the ATI process as follows: an atomic electron at a position x = 0, is released or born at a given time, that we call ionization time t i , with zero velocity, i.e.ẋ(t i ) = 0. This electron now moves only under the influence of the oscillating laser electric field (the residual Coulomb interaction is neglected in this model) and will reach the detector either directly or through a rescattering process. By using the classical equation of motion, it is possible to calculate the maximum energy of the electron for both direct and rescattered processes. The Newton equation of motion for the electron in the laser field can be written as (see Eq. (19)):
where we have collected the time dependent part of the electric field in E(t), i.e. E(t) = E 0 f (t) sin(ωt + φ) and specialized to the case h(x) = x. In the limit where ε = 0 in Eq. (22), we recover the spatial homogeneous case. For the direct ionization, the kinetic energy of an electron released or born at time t i is
where t f is the end time of the laser pulse. For the rescattering process, in which the electron returns to the core at a time t r and reverses its direction, the kinetic energy of the electron yields
For homogeneous fields, Eqs. (23) and (24) 
, with A(t) being the laser vector potential A(t) = − t E(t )dt . For the case with ε = 0, it can be shown that the maximum value for E d is 2U p while for E r it is 10U p (Milosević et al., 2006) . These two values appear as cutoffs in the energy resolved photoelectron spectrum as can be observed in panels (a) and (b), in green, in Fig. 33 (see the respective arrows). Figure 34 Numerical solutions of Eq. (22) plotted in terms of the direct (blue) and rescattered (orange) electron kinetic energy. The laser parameters are the same as in Fig. 33 . Panels (a), (b) and (c) correspond to the case of sin-like pulses (φ = 0) and for ε = 0 (homogeneous case), ε = 0.003 and ε = 0.005, respectively. Panels (d), (e) and (f) correspond to the case of cos-like pulses (φ = π/2) and for ε = 0 (homogeneous case), ε = 0.003 and ε = 0.005, respectively.
In Fig. 34 , we present the numerical solutions of Eq. (22), which is plotted in terms of the kinetic energy of the direct and rescattered electrons. We employ the same laser parameters as in Fig. 33 . Panels (a), (b) and (c) correspond to the case of φ = 0 (sin-like pulses) and for ε = 0 (homogeneous case), ε = 0.003 and ε = 0.005, respectively. Meanwhile, panels (d), (e) and (f) correspond to the case of φ = π/2 (coslike pulses) and for ε = 0 (homogeneous case), ε = 0.003 and ε = 0.005, respectively. From the panels (b), (c), (e) and (f) we can observe the strong modifications that the nonhomogeneous character of the laser electric field produces in the electron kinetic energy. These are related to the changes in the electron trajectories (for details see e.g. (Ciappina et al., 2012a,b; Yavuz et al., 2012) ). In short, the electron trajectories are modified in such a way that now the electron ionizes at an earlier time and recombines later, and in this way it spends more time in the continuum acquiring energy from the laser electric field. Consequently, higher values of the kinetic energy are attained. A similar behavior with the photoelectrons was observed recently in ATP using metal nanotips. According to the model presented in (Herink et al., 2012 ) the localized fields modify the electron motion in such a way to allow sub-cycle dynamics. In our studies, however, we consider both direct and rescattered electrons (in (Herink et al., 2012) only direct electrons are modeled) and the characterization of the dynamics of the photoelectrons is more complex. Nevertheless, the higher kinetic energy of the rescattered electrons is a clear consequence of the strong modifications of the laser electric field in the region where the electron dynamics takes place, as in the above mentioned case of ATP.
B. 3D case
The logical extension to the numerical approach presented in the previous subsection is to use the three-dimensional time-dependent Schrödinger equation (3D-TDSE) to calculate angular electron momentum distributions and photoelectron spectra of atoms driven by spatially inhomogeneous fields. As in the 1D case the nonhomogeneous character of the laser electric field plays an important role on the ATI phenomenon. In addition, our 3D approach allows us to model in a reliable way the ATI process both in the tunneling and multiphoton regimes. We show that for the former, the spatial nonhomogeneous field causes significant modifications on the electron momentum distributions and photoelectron spectra, while its effects in the later appear to be negligible. Indeed, through the tunneling ATI process, one can obtain higher energy electrons as well as a high degree of asymmetry in the momentum space map. In our study we consider near infrared laser fields with intensities in the mid-10 14 W cm −2 range. We use a linear approximation for the plasmonic field, considered valid when the electron excursion is small compared with the inhomogeneity region. Indeed, our 3D simulations confirm that plasmonic fields could drive electrons with energies in the near-keV regime (see e.g. ).
In order to obtain a more complete description of the ATI phenomenon driven by spatially nonhomogeneous fields, we solve the 3D-TDSE) in the length gauge (see Section VIIB). We then investigate the electron momentum distribution and energy-resolved photoelectron spectra P (E), including the dynamics of both, direct and rescattered electrons. Figure 35 (color online) Photoelectron spectrum resulting from our 3D TDSE simulations (in red) and superimposed (in black) with the ATI results calculated by Schafer and Kulander in Ref. (Schafer, 1991) . The laser wavelength is λ = 532 nm and the intensity is I = 2 × 10 13 W cm −2 (see Fig. 1 in (Schafer, 1991) for more details. The superimposed plot has been extracted from Fig. 1 of this last cited reference.
As in the 1D case, the ATI spectrum is calculated starting from the time propagated electron wave function, once the laser pulse has ceased. As a preliminary test and in order to assure the consistency of our numerical simulations, we have compared our calculations with the results previously obtained in (Schafer, 1991) . The comparison confirms the high degree of accuracy of our implementation as shown in Fig. 35 . For computing the energy-resolved photoelectron spectra P (E) and two-dimensional electron distributions H(k z , k r ), where k z (k r ) is the electron momentum component parallel (perpendicular) to the polarization direction, we use the window function approach developed in (Schafer, 1991; Schafer and Kulander, 1990) .
Experimentally speaking, both the direct and rescattered electrons contribute to the energy-resolved photoelectron spectra. It means that for tackling this problem both physical mechanisms should to be included in any theoretical model. In that sense, the 3D-TDSE, which can be considered as an exact approach to the ATI problem for atoms and molecules in the single active electron approximation (SAE), appears to be the most adequate tool to predict the P (E) in the whole range of electron energies.
In the following, we calculate two-dimensional electron momentum distributions for a laser field intensity of I = 5.0544 × 10 14 W cm −2 (E 0 = 0.12 a.u). The results are depicted in Fig. 36 for φ = π/2. Here, panels (a), (b), (c) and (d) represent the cases with ε = 0 (homogeneous case), ε = 0.002, ε = 0.003 and ε = 0.005, respectively. By a simple inspection of Fig. 36 strong modifications produced by the spatial inhomogeneities in both the angular and low-energy structures can be appreciated (see for more details). However in the case of low intensity regime (i.e. multiphoton regime, γ 1) the scenario changes radically. In order to study this regime we use a laser electric field with E 0 = 0.05 a.u. of peak amplitude (I = 8.775×10
13 W cm −2 ), ω = 0.25 a.u. (λ = 182.5 nm) and 6 complete optical cycles. The resulting Keldysh parameter γ = 5 indicates the predominance of a multiphoton process (Arbó et al., 2008) . In Fig. 37 we show the two-dimensional electron distributions for the two cases discussed above. For the homogeneous case our calculation is identical to the one presented in (Arbó et al., 2008) . We also notice the two panels present indistinguishable shape and magnitude. Hence the differences introduced by the spatial inhomogeneity are practically imperceptible in the multiphoton ionization regime.
C. SFA and quantum orbits
As for the case of HHG driven by spatially inhomogeneous fields, ATI can also be modeled by using the SFA. In order to do so, it is necessary to modify the SFA ingredients, namely the classical action and the saddle point equations. The latter are more complex, but appear to be solvable for the case of spatially linear inhomogeneous fields (for details see ). Within SFA it is possible to investigate how the individual pairs of quantum orbits contribute to the photoelectron spectra and the two-dimensional electron momentum distributions. We demonstrate that the quantum orbits have a very different behavior in the spatially inhomogeneous field when compared to the homogeneous field. In the case of inhomogeneous fields, the ionization and rescattering times differ between neighboring cycles, despite the field being nearly monochromatic. Indeed, the contributions from one cycle may lead to a lower cutoff, while another may develop a higher cutoff. As was shown both by our quantum mechanical and classical models, our SFA model confirms that the ATI cutoff extends far beyond the semiclassical cutoff, as a function of inhomogeneity strength. In addition, the angular momentum distributions have very different features compared to the homogeneous case. For the neighboring cycles, the electron momentum distributions do not share the same absolute momentum, and as a consequence they do not have the same yield.
D. Near-fields
In this section we put forward the plausibility to perform ATI experiments by combining plasmonic enhanced nearfields and noble gases. The proposed experiment would take advantage of the plasmonic enhanced near-fields (also known as evanescent fields), which present a strong spatial nonhomogeneous character and the flexibility to use any atom or molecule in gas phase. A similar scheme was presented in Section VIIE, but now we are interested in generating highly energetic electrons, instead of coherent electromagnetic radiation. We employ 1D-TDSE (see Section VIIB) by including the actual functional form of metal nanoparticles plasmonic near-fields obtained from attosecond streaking measurements. We have chosen this particular nanostructure since its actual enhanced-field is known experimentally, while for the other nanostructures, like bow-ties (Kim et al., 2008) , the actual plasmonic field is unknown. For most of the plasmonic nanostructures the enhanced field is theoretically calculated using the finite element simulation, which is based on an ideal system that may deviate significantly from actual experimental conditions. For instance, (Kim et al., 2008) states an intensity enhancement of 4 orders of magnitude (calculated theoretically) but the maximum harmonic measured was the 17 th , which corresponds to an intensity enhancement of only 2 orders of magnitude (for more details see Shaaran et al., 2012a) ). On the other hand, our numerical tools allow a treatment of a very general set of spatial nonhomogeneous fields such as those present in the vicinity of metal nanostructures (Kim et al., 2008) , dielectric nanoparticles (Zherebtsov et al., 2011) , or metal nanotips (Herink et al., 2012) . The kinetic energy for the electrons both direct and rescattered can be classically calculated and compared to quantum mechanical predictions (for more details see e.g ).
We have employed the same parameters as the ones used in Section IXA, but now our aim is to compute the energy resolved photoelectron spectra. In Fig. 38 we present the photoelectron spectra calculated using 1D-TDSE for Xe atoms and for two different laser intensities, namely I = 2 × 10 13 W cm −2 (Fig. 38(a) ) and I = 5 × 10 13 W cm −2 (Fig. 38(b) ). In Fig. 38(a) each curve presents different values of χ: homogeneous case (χ → ∞), χ = 40, χ = 35 and χ = 29. For the homogeneous case there is a visible cutoff at ≈ 10.5 eV confirming the well known ATI cutoff at 10U p , which corresponds to those electrons that once ionized return to the core and elastically rescatter. Here, U p is the ponderomotive potential given by U p = E 2 p /4ω
2 . On the other hand, for this particular intensity, the cutoff at 2U p (≈ 2.1 eV) developed by the direct ionized electrons is not visible in the spectrum.
For the spatial nonhomogeneous cases the cutoff of the rescattered electron is far beyond the classical limit 10U p , depending on the χ parameter chosen. As it is depicted in Fig. 38(a) the cutoff is extended as we decrease the value of χ. For χ = 40 the cutoff is at around 14 eV, while for χ = 29 it is around 30 eV. The low energy region of the photoelectron spectra is sensitive to the atomic potential of the target and one needs to calculate TDSE in full dimensionality in order to model this region adequately. In this paper we are interested in the high energy region of the photoelectron spectra, which is very convenient because it is not greatly affected by the considered atom. Thus by employing 1D-TDSE the conclusions that can be taken from these highly energetic electrons are very reliable.
Figure 38(b) shows the photoelectron spectra for the homogeneous case and for χ = 29 using a larger laser field intensity of I = 5×10 13 W cm −2 , while keeping all other laser parameters fixed. From this plot we observe that the nonhomogeneous character of the laser enhanced electric field introduces a highly nonlinear behavior. For this intensity with χ = 29 it is possible to obtain very energetic electrons reaching values of several hundreds of eV. This is a good indication that the nonlinear behavior of the combined system of the metallic nanoparticles and noble gas atoms could pave the way to generate keV electrons with tabletop laser sources. All the above quantum mechanical predictions can be directly confirmed by using classical simulations in the same way as for the case HHG (see Section VIIIE).
Here we propose generation of high energy photoelectrons using near-enhanced fields by combining metallic nanoparticles and noble gas atoms. Near-enhanced fields present a strong spatial dependence at a nanometer scale and this behavior introduces substantial changes in the laser-matter pro- 
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(a) (b) Figure 38 Energy resolved photoelectron spectra for Xe atoms driven by an electric enhanced near-field. In panel (a) the laser intensity after interacting with the metal nanoparticles is I = 2 × 10 13 W cm −2 . We employ φ = π/2 (cos-like pulses) and the laser wavelength and number of cycles remain unchanged with respect to the input pulse, i.e. λ = 720 nm and np = 5 (13 fs in total). Panel (b) shows the output laser intensity of I = 5 × 10 13 W cm −2 (everything else is the same as in panel (a)). The arrow indicates two conventional classical limits: 2Up (in red) at 5.24 eV and 10Up (in blue) at 26.2 eV, respectively. cesses. We have modified the 1D-TDSE to model the ATI phenomenon in noble gases driven by the enhanced nearfields of such nanostructure. We predict a substantial extension in the cutoff position of the energy-resolved photoelectron spectra, far beyond the conventional 10U p classical limit. These new features are well reproduced by classical simulations. Our predictions would pave the way to the production of high energy photoelectrons reaching the keV regime by using a combination of metal nanoparticles and noble gases. In this kind of system each metal nanoparticle configures a laser nanosource with particular characteristics that allow not only the amplification of the input laser field, but also the modification of the laser-matter phenomena due to the strong spatial dependence of the generated coherent electromagnetic radiation.
X. OTHER PROCESSES
Most of the approaches applied to theoretically model HHG and ATI, both driven by spatial homogeneous and nonhomogeneous fields, are based on the hypothesis that the single active electron approximation (SAE) is good enough to describe both the harmonic emission and the laser ionized electron spectrum. For multielectronic processes, such as NSDI, clearly the SAE is insufficient. Studies of HHG considering two-and multi-electron effects have been performed by several authors (Bandrauk and Lu, 2005; Grobe and Eberly, 1993; Koval et al., 2007; Lappas et al., 1996; Santra and Gordon, 2006; Shi-Lin and Ting-Yun, 2013) . From these contributions, we conclude that depending on the atomic target properties and the laser frequency-intensity regime, multielectronic effects could play an important role in HHG (Grobe and Eberly, 1993; Koval et al., 2007; Lappas et al., 1996) . We should mention, however, that all these theoretical approaches have been developed for spatially homogeneous fields and that, to the best of our knowledge, studies of strong field phenomena driven by spatially inhomogeneous fields beyond the SAE have not been reported yet.
We have started to investigate how plasmonic fields modify the electron dynamics in a prototypical two-electron systems, namely the He atom and the negative hydrogen ion (H − ). To this end we employ the numerical solutions of the reduced 1D×1D-TDSE for both the two-active electron (TAE) and the single active electron (SAE) models. From these models, we plan to trace out the analogies and differences in the HHG process from these two atomic systems, a priori very similar in their intrinsic structure (Chacón et al., 2015b) .
XI. CONCLUSIONS, OUTLOOK AND PERSPECTIVES
In this report on progress we have extensively reviewed, from both an experimental and theoretical viewpoints, the recent developments of the atto-nano physics.
Nowadays, for the first time in the history of AMO physics we have at our disposal laser sources, which, combined with nanostructures, generate fields that exhibit spatial variation at a nanometric scale. This is the natural scale of the electron dynamics in atoms, molecules and bulk matter. Consequently, noticeable and profound changes occur in systems interacting with such spatially inhomogeneous fields. Using well known numerical techniques, based on solutions of Maxwell equations, one is able to model both the time and the spatial properties of these aser induced plasmonic fields. This in the first important step for the subsequent theoretical modelling of the strong-field physical processes driven by them.
From a theoretical perspective, in the recent years there has been a profound and continuous activity in atto-nanophysics. Indeed, all of the theoretical tools developed to tackle strong field processes driven by spatial homogeneous fields have beed generalized and adapted to this new stage. Several open problems, however, still remain. For instance, the behaviour of complex systems, e.g. multielectronic atoms and molecules, under the influence of spatial inhomogeneous fields is an unexplored area -only few attempts to tackle this problem has been recently reported (Chacón et al., 2015b; Yavuz et al., 2016 Yavuz et al., , 2015 . In addition, and just to name another example, it was recently demonstrated that Rydberg atoms could be a plausible alternative as a driven media (Tikman et al., 2016) .
Several paths could be explored in the future. The manipulation and control of the plasmonic-enhanced fields appears as one them. From an experimental perspective this presents a tremendous challenge, considering the nanometric dimensions of the systems, although several experiments are planned in this direction, for instance combining metal nanotips and molecules in a gas phase. The possibility to tailor the electron trajectories at their natural scale is another avenue to be considered. By employing quantum control tools it would be possible, in principle theoretically, to drive the electron fol-lowing a certain desired 'target',e.g. a one which results with the largest possible velocity, now with a time and spatial dependent driving field. The spatial shape of this field could be, subsequently, obtained by engineering a nanostructure.
The quest for HHG from plasmonic nano-structures, joint with an explosive amount of theoretical work, started with the controversial report of a Korean group on HHG from bowtie metal nano structures (Kim et al., 2008) . Let us mention at the end of this report a very recent results of the same group, which clearly seems to be well justified and, as such, opens new perspectives and ways toward efficient HHG in nano-structures. In this recent preprint the authors demonstrate plasmonic HHG experimentally by devising a metalsapphire nanostructure that provides a solid tip as the HHG emitter instead of gaseous atoms. The fabricated solid tips are made of monocrystalline sapphire surrounded by a gold thin-film layer, and intended to produce coherent extreme ultraviolet (EUV) harmonics by the inter-and intra-band oscillations of electrons driven by the incident laser. The metalsapphire nanostructure enhances the incident laser field by means of surface plasmon polaritons (SPPs), triggering HHG directly from moderate femtosecond pulses of 0.1 TW cm −2 intensities. Measured EUV spectra show odd-order harmonics up to 60 nm wavelengths without the plasma atomic lines typically seen when using gaseous atoms as the HHG emitter. This experimental outcome confirms that the plasmonic HHG approach is a promising way to realize coherent EUV sources for nano-scale near-field applications in spectroscopy, microscopy, lithography, and attosecond physics (Han et al., 2016) . A new era of ultrafast physics is beginning!
