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文 sにおける変数 x(の値)の定義が文 tに到達す
るとは，文 sが変数 zを定義し，かつ， 3から tに
至る実行パス S，Ul，U2，.・，Uk，t中に変数 Z を再定義
しないような実行パス Ul，U2ぅ・パιkが存在する場合
を言う.
文 nにおける変数 U の定義が文 sに到達する場合，







変数 U を参照している文 tにおいて到達定義集合
中に到達定義 (3，v)が存在するとき，文 Sから文 tに
対して変数りに関するデータ依存関係があると言う.

























き，節点 sから節点 tへのフロー辺が存在し， 3 → 
tと表す.







節点、 T における変数 U の定義が節点 sの入口に到














τ'able 1 Set for PDG. 




tαrget(c， v) 節点 Cから変数 uに関するデー タ依存辺をた
どって到達できる(有向辺を順方向にたどっ
た)節点の集合を表す.
prev(c) 節点 Cからフロー 辺をさかのぽって到達でき
る節点の集合を表す.



























































input: 節点 s，変数 u
output: 前定義節点集合PreDef(s，v)
(1) PreDef(s，り)←ゆ
(2) c εprev(s)なる各 C に対して以下を順に
実行.
(a) cにおいて U が定義されていれば，
PreDef(s，v)← PreDef(s，v) u {c} 
(b) cにおいて U が参照されていれば，
PreDef(s，v)← Pr・eDef(s，v)U source(cヲv)
(c) cにおいて U が定義も参照もされていなけれ











(1) sで定義されている各変数 U すべてについて，
DD ← DD U {rーと....t I rξ PreDef(s，v)， t モ
tαrget(s，り)}
(2) DD ← DD {T-E+S |Tε source(s， v)} 
{sーと....t I tεtarget( s， v)} 
(3) FLOW ← FLOW U {p→ η| 
p εprev(s) ，n ξ next(s)} -{r → slrε 
prev(s)} -{s→ tlt εnext(s)} 







アルゴリズム INSERTV ERTEX 




(1) FLOW ← FLOW U {p → s Ip ε 
prev(s)} U {s→ nln εnext(s)}一{p→ nlpε
prev(s) ， n εnext(s)} 
(2) sで定義している各変数りすべてについて，
以下を実行.
( a) 各 Tε PreDef(s，り)， t εtαrget(r百世)に対
して，vを定義しないようなパスム・・・パが存在すれ
ば，以下を実行.
i. DD ← DD U {s-1+t} 
11. 任意の Tε PreDef(s，v)に対して U を定義し
ないようなパス r，..，tが存在しなければ，
DD ← DD一{T-1+tl TG 
PreDef(s，v)} 
(3) sで参照している各変数 uについて，
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input: 節点 s，変更後の定義変数集合 V1変更
後の参照変数集合 u'
output: 更新された PDG
(1) FLOW ← FLOW 
(2) vιv-v'に対して，
DD ← DD U {r-1+t|Tε PreDef(s，v)， 
t E tαrget(s， v)} -{sーと....t I t εtarget(sぅv)}
(3) v' E V' -Vに対して，
(a) 各 Tε PreDef(s，v')ヲtεtαrget(rうが)に対
して，vを定義しないようなパス s，• •. ，tが存在すれ
ば以下を実行
i. DD ← DDU{sーと....t} 
i 任意の rE PreDef(s， v')に対して，v'を定
義しないようなパス r，..，tが存在しなければ，
DD ← DD 一 {r~tlt ε 
PreDef(s，v)} 
(4) u E u -u'に対して，
DD ← DD-{r一旦....s I r E 
PreDef(s， u)} 
(5) u' εu'-uに対して，

























































exit節点 関数の戻り値を通して伝わる f-exit 
影響を検出するための節点で，
各関数にひとつずつある
































(4) F中各関数の SuDEF，PoDEF， ImUSE 
を求める.
(5) ( 4) を F 中のすべての関数の SuDEF，
PoDEF， ImUSEが変化しなくなるまで繰り返す.























示す (SPARCstation20， Memory 64 MB上での実行




















Table 3 Execution time (s) 






























Table 4 Component for recompute and incremental 
















O((V + E) . (G + L)) 
O((V十 E).(G+.L))
O((V+E). (G+L)) 
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削除する節点 Sで変数 U を定義し，RDin(S)中に
到達定義 (r，v)が存在したとする.この場合，削除前






アルゴリズム DELETEVERTEX では T ξ 







挿入する節点 sで変数 U を定義し，変数 U を参照
していたとする.
変数りに関して，挿入アルゴリズムは削除アルゴリ





一つ目の問題は，変数 U に関する前定義節点 γ，参
照する節点 tとしたときに r.. . t . . sという実行順
序となるときである.このとき，sが t以前に実行さ
れない可能性がある.
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計算するのと同じ PDGが計算できる.
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