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Abstract
In the pharmaceutical industry, a good understanding of the casual relationship between product quality and
attributes of formulations is very useful in developing new products, and optimizing manufacturing processes.
Feature selection is mandatory due to the abundance of noisy, irrelevant, or misleading features. The selected
features will improve the performance of the prediction model and will provide a faster and more cost effective
prediction than using all the features. With the big data captured in the pharmaceutical product development
practice, computational intelligence (CI) models and machine learning algorithms could potentially be used to
identify the process parameters of formulations and manufacturing processes. That needs a deep investigation of
roller compaction process parameters of pharmaceutical formulations that affect the ribbons production. In this
work, we are using the bio-inspired optimization algorithms for feature selection such as (grey wolf, Bat, flower
pollination, social spider, antlion, moth-flame, genetic algorithms, and particle swarm) to predict the different
pharmaceutical properties.
Keywords Computational Intelligence, Pharmaceutical Roll Compaction, Bio-inspired Optimization, Feature Se-
lection
I. Introduction
A feature is an measurable property of the problem
under observation, over the past years the domain of
features in machine learning and pattern recognition
applications have expanded from tens to hundreds of
variables or features used in such applications. Hence
the use of reduction or selection techniques is essential
to reduce the large number of feature in the problem.
Feature selection is a process of selecting a subset of
features from a larger set of features, which leads to
the reduction of the dimensionality of features space
for a successful classification task. Feature selection
provides a way for identifying the important features
and removing irrelevant or redundant features from
a dataset [1]. Feature Selection helps in understand-
ing data, reducing computation requirement, reduc-
ing the effect of curse of dimensionality and improv-
ing the predictor performance [2].
Formerly, an exhaustive search for the optimal or
near to optimal solution in a enormous search space
may be impracticable, many researches seek to model
the feature selection as a optimization problem [3].
One of the most used methods to solve the feature
selection problems are evolutionary and swarm intel-
ligence methods. Swarm intelligence is a computa-
tional intelligence-based approach which is made up
of a population of artificial agents and inspired by the
social behavior of animals (fish, birds, fireflies, etc.)
from the real world. Example of such methods are ant
colony optimization [4], bat algorithm [5], and particle
swarm optimization (PSO) [6].
Roller compaction is method of preparing drug
granules for capsules or for tablet formulations used
in the pharmaceutical industry with suitable densi-
fication. The most common filler binder excipient
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used in roller compaction are microcrystalline cellu-
lose (MCC), dibasic calcium phosphate (DCP), and lac-
tose. Roller compaction is a particle size enlargement
technique that granulated the powder materials to ob-
tain materials of intermediate sizes in tablets produc-
tion. The use of latest technology facilitates to efficient
production of high quality granules. The selection of
the critical roll compaction parameters such as (con-
stant compacting pressure and constant roller gap) is
very important.
Being a part of the development of in-silico pro-
cess models for roll compaction (IPROCOM) project,
Marie Curie. IPROCOM project employs a multi-
disciplinary approach to understand the fundamental
mechanisms of particulate manufacturing processes
involving roll compaction, and to develop predictive
in-silico tools that can be used by various industrial
sectors in Europe. In addition, we in need to estab-
lish a computational intelligence framework that iden-
tifies the critical material and process parameters and
defines the design spaces for robust formulations and
efficient production.
The aggregate aim of this work is to propose the bio-
inspired optimization algorithms for feature selection
that maximize feature reduction and obtaining com-
parable or even better prediction results of roll com-
paction parameters from using full features and con-
ventional feature selection techniques.
II. Related work
Evolutionary computational (EC) algorithms have
been used in feature selection issues such as genetic
algorithm (GA), genetic programming (GP), ant
colony optimization (ACO), and particle swarm opti-
mization (PSO). GA was the first evolutionary based
algorithm introduced in the literature and developed
based on the natural process of evolution through
reproduction [7]. Particle swarm optimization (PSO)
is one of the well-known swarm algorithms. In PSO,
each solution is considered as a particle with specific
characteristics (position, fitness, and speed vector)
that defines the moving direction of each particle
[8]. A hybrid methods can also be applied in which
two evolutionary algorithms are used to solve the
problem, for example [9] proposed a new feature
selection approach that is based on the integration
of GA and PSO. Artificial bee colony (ABC) is a
numerical optimization algorithm based on foraging
behavior of honeybees. In ABC, the employer bees
try to find food source and advertise the other bees.
The onlooker bees follow their interesting employer
and the scout bee fly spontaneously to find the best
food source [10]. Social spider optimization (SSO)
algorithm is a population based algorithm and one of
the comparatively recent swarm algorithms [11].
A virtual bee algorithm (VBA) is applied to opti-
mize the numerical function in 2-D using a swarm
of virtual bees, which move randomly in the search
space and interact to find food sources. From the in-
teractions between these bees results the possible solu-
tion for the optimization problem [12]. A proposed ap-
proach based on natural behavior of honeybees, which
randomly generated worker bees are moved in the di-
rection of the elite bee. The elite bee represents the
optimal (near to optimal) solution [13]. Ant colony
optimization (ACO) wrapper-based feature selection
algorithm was applied in network intrusion detection
with rough set theory [14]. Artificial fish swarm (AFS)
algorithm mimics the stimulant reaction by control-
ling the tail and fin. AFS is a robust stochastic tech-
nique based on the fish movement and its intelligence
during the food finding process [15].
III. Thesis idea
The main goal of this thesis study was to investi-
gate the roller compaction and granulation charac-
teristics of pharmaceutical formulations. During the
roller compaction operation, uniformly mixed powder
blends are passed continuously through the gap be-
tween a pair of counter rotating compression rolls to
form solid ribbons or sheets which are then passed
through a mill or granulator with a suitable sized
screen to form dry granules. Compared to wet granu-
lation processes, dry granulation by roller compaction
has various advantages such as simpler manufactur-
ing procedure, easier scale up and higher production
throughput. Dry granulation is also energy efficient
and suitable for processing pharmaceutical agents
that are sensitive to moisture and heat. The complex-
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ity of formulation design is a highly specialised task,
requiring specific knowledge and often years of expe-
rience. In this work, we have applied bio-inspired op-
timization algorithms such as (grey wolf optimization,
Bat optimization, cuckoo search, flower pollination al-
gorithm, social spider optimization, etc) for feature
selection and prediction of different pharmaceutical
properties. After that, we use machine learning tech-
niques like (artificial neural network, k-nearest neigh-
bour, extreme learning machine, etc) to predict the dif-
ferent pharmaceutical properties such as (true density,
porosity, tensile strength, fines, etc).
Each optimization algorithm is run for 20 times to
test the algorithm convergence capability. The used
evaluation indicators to compare different optimiza-
tion algorithms are:
1. Average reduction represents the average size of
selected features to the total number of features.
2. Mean square error (MSE) measures the average
of squared errors that means the difference be-
tween actual output and predicted ones.
The two evaluation criteria or objective function in
the wrapper feature selection is commonly reflecting
the regression performance as well as the feature re-
duction. A generic representation of the fitness func-
tion representing for both regression performance and
feature reduction as described in equation (1):
f  =     E+ (1   ) i  iN , (1)
where f  is the fitness function given a vector  
sized N with 0/1 elements representing unselected /
selected features, N is the total number of features in
the dataset, E is the prediction error, and   is a con-
stant controlling the importance of regression perfor-
mance to the number of features selected.
A random controlling term ( ) is used to balance the
trade-off between exploration and exploitation and
hence should be carefully adapted. Therefore, at the
beginning of optimization ( ) has its maximum value
to allow for maximum exploration and at the end of
optimization it has minimum value for more exploita-
tion of search space. Each bio-inspired algorithm is
initialized with n random agents, each agent (solu-
tion) representing a given selected feature combina-
tion. After that, each algorithm is iteratively applied
for a number of iterations hoping to converge to a
good solution. Individual solution is represented as
a continuous valued vector with same dimension as
number of attributes in the given dataset. The solu-
tion vector continuous values are limited to the range
[0, 1]. At the solution fitness function evaluation the
continuous valued solution is threshold to its binary
representation using equation (2).
yij =
0 If(xij < 0.5)
1 Otherwise
(2)
where xij is the continuous value of the solution
number i in dimension j, and yij is a discrete repre-
sentation of solution vector x.
IV. Conclusion and future work
In this work, bio-inspired optimization algorithms
were proposed and applied for feature selection in
wrapper mode. The most recent bio-inspired opti-
mization algorithms such as (GWO, ALO, BAT, SSO,
and FPA) are hired in the feature selection domain
for evaluation and results are compared against well-
known feature selection methods particle swarm opti-
mization (PSO) and genetic algorithm (GA). The eval-
uation is performed using a set of evaluation criteria
to assess different aspects of the proposed system.
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