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Abstrakt
Práce se zabývá rozpoznáváním gest myší. Pro modelování gest je v systému využito Skry-
tých markovových modelů, které popisují gesto jako časovou posloupnost vlastností. V práci
je provedeno srovnání různých typů parametrizací trajektorie. Nejlepší parametrizace gest
(pozice normalizovaná těžištěm a velikostí) dosáhla sensitivity 98 %.
Abstract
This project deals with Mouse gesture recognition. Proposed system models trajectories
using Hidden markov model (HMM), that models gesture as an time sequence of featu-
res. In the project there are several parametrizations analyzed and compared. The best
parametrization (position normalized by center of gravity and size) reached Sensitivity of
recognition of 98 %
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Kapitola 1
Úvod
Lidská gesta jsou rychlým způsobem nonverbální komunikace. Lidé se s gesty setkávají ka-
ždodenně, ať už je to pozdav, nebo kývnutí na souhlas. Je to právě jejich jednoduchost a
snadnost používání, jež je činní tak efektivní dorozumívací cestou. Analogií těchto přiro-
zených gest v rovině komunikace s počítačem, jsou například snímače otisků prstů, nebo
jiné biometrické skenery, či hlasem ovládané přístroje, ale také gesta myší, kterými se budu
zabývat v této práci.
Gesta myší jako dorozumívací prostředek pro komukaci počítače s člověkem jsou jedním
z velmi rychlých a zárověň efektivních nástrojů pro navigaci a ovládání rozličných aplikací.
Jsou již běžnou součástí internetových prohlížečů, kde umožňují snadnou navigaci v pro-
hlížeči pomocí jednoduchých příkazů, ale jejich využití je daleko širší. V poslední době se
rozšiřuje i použití gest myší v komplexním ovládání počítače[7]. V tomto druhu aplikací,
usnadňují gesta myší uživateli práci tím, že si uživatel může zvolit, jaká odezva se má po
vykonání gesta nastat, a tím pádem umožněno zrychlení daných úkonů. Jejich další výho-
dou je nenáročnost na hardware, protože myš je základní součástí téměř každého osobního
počítače. Tato práce se zabývá rozpoznáváním gest myší modelovaných pomocí skrytých
arkovových modelů. Dále se věnuje srovnání parametrizací modelů gest a okrajově se věnuje
také detekci gest myší.
Struktura práce je následující. Kapitola 2 shrnuje poznatky o existujících přístupech
v rozpoznávání gest, dále popisuje jednotlivé výhody a nevýhody přístupů 2.2. Tématem
kapitoly 3 je rozbor použitých postupů, zabývá se teorii klasifikátorů, popisem Markovo-
vých modelů a jednotlivých parametrizací. Téma kapitoly 4 je sumarizace výše zmíněných
metod a výběr a popis zkoumaných parametrizací. Následující oddíl 5 se zabývá implemen-
tací. Nejdříve je proveden rozbor použití nástroje Hidden Markov model toolkitu (HTK)
5.1, následně analyzuji použití nástroje STK pro detekci gest, obslužné programy 5.3 a
aplikaci pro sběr dat 5.4. Následující kapitola 6 je věnována experimentům, jejich popisu a
rozboru. Na základě těchto poznatků pak v závěru 7 provedu analýzu, všech parametrizací
a rozhodnu, která byla nejvíce úspěšná. Provedu také závěrečné shrnutí a analýzu dalšího
využití této práce.
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Kapitola 2
Existující přístupy
Existuje mnoho přístupů jak rozpoznávat gesta. První možností, jak dělit metody rozpo-
znávání, je rozdělit si je na statické a dynamické. Dynamické metody modelují gesta jako
časovou posloupnost. Statické metody např.Rozhodovací stromy se vyznačují tím, že po-
jmou celý vzorek jako jednolitou skupinu vlastností. Naproti tomu dynamické metody, např.
Konečné stavové automaty jsou závislé na proměnlivé veličině, nejčastěji jí bývá čas. Vzo-
rek dat je pak brán jako časový průběh vlastností. V této práci se zabývám dynamickými
metodami, a tím se nabízí další dělení pomocí druhu reprezentace modelu gesta. Například
pomocí konečných stavových automatů [3],nebo Markovových modelů. V následujícím textu
se budu zabývat pouze modelováním gest pomocí Markovových modelů, proto dalším stup-
něm škálování rozpoznávacích metod je rozdělení dle typu parametrizace daného gesta. Z
jednotlivých skupin jsem vybral tři zástupce metod rozpoznávání. Jako první popíši Dyna-
mické borcení času, následně rozeberu stavové modely gest, kterými jsou Konečné stavové
automaty a Skryté Markovovy modely.
2.1 Dynamické borcení času
Dynamické borcení času, anglický název Dynamic Time Warping (DTW), je způsob mode-
lování daného slova, nebo vzoru pomocí natahování či smršťování jednotlivých částí modelu.
Pro každý model je vytvořena šablona. Následně je na šablonu a vzorek dat aplikován algo-
ritmus nearest neighbor. Problém tohoto přístupu spočívá v tom, že délka vstupního vzorku
a předlohy nemusí být stejná. DTW umožňuje tyto rozdílné délky slova překonat tak, že
pokud je některá část předlohy delší, natáhne se daná část vstupního vzorku respektive se
deformuje modelový čas.
Šablona
Vstup
Obrázek 2.1: Dynamic Time Warping – mřížka. Červené čtverce značí hledanou nejbližší
cestu mezi šablonou a vstupem
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Na obrázku je vidět proces hledání minimální vzdálenosti šablony a vstupního vzorku.
Oba modely začínají algoritmus hledání nejlepší cesty v levém spodním rohu. Při každém
kroku algoritmu se rozhoduje zda se bude deformovat čas. Pokud je časový průběh vzorku
a šablony shodný dojde k diagonálnímu posunu nahoru a vpravo. Pokud je vzorek v této
části delší dojde k deformaci času ve prospěch v stupního vzorku a průběh hledání se
posouvá horizontálně vpravo. Naopak pokud je vstupní vzorek kratší než šablona, dochází
ke zrychlení času a průběh hledání se posouvá vertikálně vzůru.
Aplikací této metody v praxi se zabýval Tomáš Nejedlý ve své práci [5] zabývající
se lékařskou tématikou. Pomocí aplikace DTW rozpoznával signály ECG. Rozlišoval dva
stavy, zdravý a patologický stav pacienta. K rozpoznávání využíval program REC-DTW v
kombinaci s programem Matlab. Dosáhnul 87, 5 % správně rozpoznaných vzorků.
Kaustubh R. Kale se zabýval využitím metody DTW ve své práci [4]. Tématem jeho
práce byl vývoj a implementace systému pro rozpoznávání izolovaných slov. Tento systém
byl naimplementován pro rozpoznávání příkazů pro zapnutí a vypnutí světel a stejnou
činnost prováděnou s větrákem. Systém je navržen tak aby byl nezávislý na mluvčím. Pro
analýzu signálu a implementaci DTW algoritmu použil nástroj Matlab a dosáhl úspěšnosti
80− 90 % správně rozpoznaných příkazů při testování na vlastním hlase a úspěšnosti 60−
70 % při testování na ruzných mluvčích.
Skupina autorů (J. Alon, Vassilis Athitsos aj.) se zabývala rozpoznáváním Dynamických
gest rukou [1]. Ve své práci používají modifikovaný algoritmus DTW, kdy rozšiřují borcení
o prostorovou složku, tedy aplikují dynamické borcení času i prostoru. V práci provádí
současnou lokalizaci a rozpoznávání gesta rukou. Rozpoznávali číslice 0 až 9 a dosáhli
úspěšností v rozsahu od 22 % do 86 % správně rozpoznaných číslic v závislosti na uživateli.
Výhodou DTW je jednoduchost implementace, dále také nezávislost na velikosti vstup-
ního vzorku a šablony. V případě potřeby dojde ke zborcení časové osy a tím pádem i na-
lezení nejmenší vzdálenosti šablony a vstupního vzorku. Avšak nevýhodou tohoto přístupu
je nutnost nalezení hodnotící nebo-li váhové funkce pro srovnávání vstupního vzorku a
šablony, což nemusí být triviální záležitostí.
2.2 Konečné stavové automaty
Konečný stavový automat (FSM) je matematický výpočetní model pro určování spočetnosti
respektive nespočetnosti. Můžeme se však také dočíst že konečných stavových automatů
lze využít pro modelování trajektorií [3] nebo řeči. Konečný stavový automat je pětice
M = (Q,Σ, R, s, F ). Q je konečná množina stavů, Σ je vstupní abeceda symbolů, R je
konečná množina pravidel přechodů, s ∈ Q je počáteční stav a F ⊆ Q je množina koncových
stavů.
Rozpoznáváním a modelováním gest za užití FSM se zabývala skupina autorů (P. Hong,
M. Turk a T. S. Huang) v práci [3]. Zde se zabývají rozpoznáváním gest rukou. V každém
snímku videa vyhledají oblasti rukou a hlavy a implementují takto hru ”Simon Says“. V
jejich práci je každý stav modelován vícerozměnou varianční maticí, pozicí hlavy a rukou,
prahovou vzdáleností, která tvoři limit pro varianční matice a časovým intervalem, po který
může datový vzorek setrvat v daném stavu. Trénování modelů probíhá ve dvou krocích. V
prvním kroku se provádí prostorové shlukování(space clustering) bez časové informace, čímž
se odhadují prostorové parametry a následně ve druhém kroku je využita časová informace a
každý časový úsek trajektorie je zařazen do skupiny pohybů. Poté je manuálně vybrán stav,
který je přidělen dané skupině pohybů. Z tohoto vyplývá, že postup je semi-automatický.
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Ve svém systému rozpoznávají gesta: mávnutí levou rukou, mávnutí pravou rukou, kruh,
číslice osm.
Jelikož se stále jedná o prototyp, nejsou výsledky tak uspokojivé, jak by si autoři přáli,
například gesto ”mávnutí levou rukou“ je rozpoznáno jen v případě, že člověk přesně sleduje
instrukce popisující gesto. Což znamená, že jakékoliv odchýlení má za následek špatné
vyhodnocení. Systém má také problémy s daty, kde je množství šumu. Takové podmínky
vedou vždy k neúspěšnému rozpoznání. Autoři proto upravili systém tak, že v případě když
příchozí trajektorie nevyhovuje modelu neproběhne okamžité zamítnutí, ale zvýší se čítač
pro odmítnutí a v případě, že se čítač pro zamítnutí naplní dojde teprve k zamítnutí modelu.
Obrázek 2.2: Ukázka Konečného stavového automatu pro gesto Jedna. Počáteční stav mo-
delu je ”stav 1“ a chování v něm je následující. Pokud trajektorie směřuje v úhlu 45
◦ doprava
nahoru, setrvá model v současném stavu, pokud stoupání ustalo, přejde model do stavu 2.
Analogicky se chovají i další stavy.
Jak vidíme na obrázku 2.2číslo jedna lze zjednodušeně namodelovat pomocí tří jedno-
duchých stavů. Model pak následně funguje tak, že se v každém stavu na základě vstupu
deterministicky rozhodne zda se přesuneme do jiného stavu, nebo setrváme v současném
stavu.
Modelování gest pomocí FSM je velmi silným nástrojem, avšak má jednu slabinu. A tou
je právě deterministický přístup konečného stavového automatu k datům. Data jako taková
nejsou deterministicky založená, protože člověk a jeho gesta nebo řeč jsou vždy originálem.
Výhoda FSM spočívá v nutnosti nasbírat jen malý objem dat, což je vždy velkým bonusem.
2.3 Skryté Markovovy modely
Skrytý Markovův model (HMM) je matematický nástroj podobný konečnému automatu.
Využívá se pro modelování řeči v oblasti zpracování přirozeného jazyka, nebo pro mode-
lování gest rukou [2]. HMM je reprezentován jako pětice [10]: Množina stavů, Abeceda
vstupních symbolů, Pravděpodobnost počátečních stavů, Matice přechodů, Matice směro-
datných odchylek a rozptylů.
Systém pro rozpoznání gesta rukou, který využívá HMM, ve své práci [2] popisují M.
Elmezain, A. Al-Hamadi, J. Appenrodt a B. Michaelis. Práce se zabývá využitím tohoto
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systému pro interakci člověk-počítač. V práci prezentují, že jejich systém rozpoznává rukou
kreslená gesta ve tvaru arabských číslic 0 – 9. Pro detekci kůže používají směsice gausových
funkcí, k trénování využívají Baum-Welch algoritmus a kombinaci Forward algoritmu a
Viterbiho algoritmu pro testování. Autoři dosáhli senzitivity 98.94% pro rozpoznávání a
95.7% pro detekci číslic.
Bližší popis celého systému HMM si probereme v kapitole 3.2. Hlavní výhodou Mar-
kovových modelů je stochastické chování. Toto chování znamená, že model se chová podle
pravidel, ale tato pravidla jsou vybírána na základě pravděpodobností. Právě tento přístup
plně vyhovuje datům, která jsou vždy nedeterministická.
Stochastičnost, náhodnost chování, je velmi silným prostředkem pro modelaci dat, umožňuje
například přeskakovat některé chyby, což pomocí konečného stavového automatu lze usku-
tečnit jen velmi těžko. Avšak nevýhoda HMM spočívá v nutnosti nasbírat velké množství
dat pro trénování modelů, což je velmi náročný úkol.
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Kapitola 3
Použité metody a přístupy
3.1 Klasifikátory a Generativní modelování
Klasifikace je rozhodnutí o tom na co se právě díváme. Lidé se s tímto problémem setkávají
každý den, při výberu partnera, nákupech, kdy rozhodujeme například o tom jaké ovoce si
vybrat do košíku a jaké ne, nebo při čtení, kdy automaticky rozhodujeme co znamená jaké
písmenko. Vždy se rozhodujeme na jakou věc nebo vzor,nebo ovoce se díváme. První věc,
kterou si musíme uvědomit, je to, co všechno budeme měřit. Například u jablka můžeme
změřit: váhu, barvu, nebo přůměr, u písmena je to: tvar, zkosení, nebo možná font. Da-
lší věc, kterou se zabýváme je fakt, zda jsou vzorky pro klasifikaci izolované, nebo ne. Pod
tímto problémem si můžene představit písmenkovou polévku, v níž jsou jednotlivá písmenka
propletená, a pokud chceme rozhodovat o jaké písmeno se jedná, musíme písmenka oddělit.
Já se zabývám izolovanými vzorky, ale pokud jsou vzorky překryté, tak je nutná segmen-
tace. Tato segmentace by se pak stala součástí klasifikačního procesu. Potom co provedu
rozhodnutí jak parametrizovat data, je dobré se zamyslet, jestli tato paramtrizace nabízí
nějaké výhody, či skýtá nějaká úskalí. O tomto se budu zmiňovat v sekci paramtrizace 3.3.
Do klasifikátoru tedy pak vstupují vektory vlastností (Feazutre vektory) a celá klasifikace
spočívá v nalezení linie mezi jednotlivými skupinami. Například mezi modrými kruhy a
červenými čtverci, které můžu rozlišovat pomocí hranatosti a barvy. Rozdělování do skupin
by pak mohlo vypadat následovně 3.1. Hranice pro rozhodování se jmenuje Separační
linie, každá tato linie může být lineární nebo nelineární.
Obrázek 3.1: Vlevo lineární, vpravo nelineární separační linie
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Při formálnějším pohledu na návrh klasifikátorů, je nutné vzít v úvahu, že problema-
tika rozpoznávání vzorů, je zatížena statistickými variacemi a také šumem okolí, proto v
klasifikování často nerozhodujeme ”tvrdě“ zda vstup patří do dané třídy, ale říkáme, že s
”největší pravděpodobností“ spadá do dané třídy vzorů.
V praxi se setkáváme s úkolem provést klasifikaci do M tříd1, ω1, ω2, . . . , ωM , a dosta-
neme neznámý vzorek (feature vector) x. Formujeme tedy a posteriori pravděpodobnosti.
P (ωi|x), i = 1, 2, . . . ,M (3.1)
Řečeno slovy, formulujeme pravděpodobnosti, že neznámý vzor patří do skupiny ωi, za
předpokladu, že jsme klasifikovali vzor x. Prvním úkolem tedy je výpočet podmíněných
pravděpodobností, při počítání s výhodou využijeme Bayesovo pravidlo.
Pro jednoduchost se zpočátku se budu věnovat případu, kdy mám pouze dvě třídy ω1, ω2.
V následujícím textu budu předpokládat, že a priori pravděpodobnosti P (ω1), P (ω2) jsou
známé. Tento předpoklad si můžu dovolit, protože i když jej neznám explicitně mohu si tento
údaj dopočítat z trénovacích dat. Pro výpočet podmíněné pravděpodobnosti využíváme
vztahu:
P (ωi|x) = P (ωi,x)
P (ωi)
(3.2)
kde P (ωi,x) je společná (joint) pravděpodobnost dvou událostí. První, že pozorovaná
data jsou součástí třídy ωi a druhá, že data mají feature vector x. Pokud jde o měření dis-
krétních veličin můžeme použít pravděpodobnosti, ale v případě spojitých veličin nahradíme
společnou pravděpodobnost P (ωi,x) společnou funkcí hustoty rozložení pravděpodobnosti
p(ωi,x). Společná funke hustoty rozložení pravděpodobnosti lze napsat dvěma způsoby
p(ωi,x) = P (ωi|x)p(x) = p(x|ωi)P (ωi) (3.3)
kde p(x|ωi) je likelihood (podmíněná fuknce hustoty rozložení pravděpodobnosti) vzhle-
dem k vektoru x a po dosazení do rovnice 3.2 dostáváme výraz:
P (ωi|x) = p(x|ωi)P (ωi)
p(x)
(3.4)
který se nazývá Bayesovým pravidlem [6]. Kde p(x) je funkce hustoty pravděpodob-
nosti pro x, která se nepodílí na rozhodování, ale má normalizační faktor a je nazývána
evidence. Výpočet evidence je následující:
p(x) =
2∑
i=1
p(x|ωi)P (ωi)
1Budeme se zabývat Bayesovskou Teorií rozhodování. Předtím než přistoupíme k samotnému popisu
Bayesova systému, je nutné si utřídit terminologii.
• P – Skutečná pravděpodobnost v procentech %
• p – Funkce rozložení pravděpodobnosti
• ωindex – bude označovat třídu
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Bayesovo pravidlo pro klasifikaci pak říká: Pokud je pravděpodobnost P (ω1|x) větší
než P (ω2|x) klasifikuj x jako prvek třídy ω1. Stejně pak pro třídu ω2. Stav kdy jsou obě
pravděpodohnosti stejné je nežádoucí, protože prvek může být klasifikován do obou tříd.
Při použití vztahu 3.4 může být klasifikační pravidlo založeno na nerovnosti
p(x|ω1)P (ω1) ≷ p(x|ω2)P (ω2) (3.5)
Evidence není zahrnuta, protože je stejná pro obě třídy, a proto neovlivní výsledek.
Pokud navíc víme, že a priori pravděpodobnosti jsou stejné: P (ω1) = P (ω2), což je velmi
často možné, vztah 3.5 se zjednoduší na pouhé srovnávání likelihoodů.
p(x|ω1) ≷ p(x|ω2) (3.6)
Nyní když rozhodování o třídách spočívá pouze ve vybrání maximálni funkce rozložení
pravděpodobnosti, je nutné něco říct o chybách. Tak jako každé rozhodování, ani Bayesovo
pravidlo není bez chyb, a výpočet pravděpodobnosti chyby spočívá v nalezení P(chyba)
P (chyba) =
{
P (ω1|x) pokud rozhodneme ω2
P (ω2|x) pokud rozhodneme ω1
P (chyba) =
∞∫
−∞
P (chyba|x)p(x) dx
Pokud bude P (chyba|x) minimální pak i integrál bude minimální, a tím pádem bude
i nejnižší pravděpodobnost vzniku chyby. Proto se vždy budem rozhodovat následovně:
Rozhodni ω1 pokud je P (ω1|x) větší než P (ω2|x), jinak ω2.
Obrázek 3.2: Ukázka dvou oblastí R1 a R2 formují Bayesovský klasifikátor pro dvě ekviva-
lentní třídy. Čára x0 značí práh pro změnu klasifikace. Oblast R1 je klasifikována jako třída
ω1 a oblast R2 jako třída ω2. Obrazek přejat z knihy Pattern Recognition [6]
Zatím jsem se snažil vysvětlit teorii pravděpodobností a Bayesovo pravidlo pro klasi-
fikaci, ale jen okrajově jsem se zmínil, jak se modelují samotné třídy. Ty budu v rámci
9
práce modelovat pomocí vícerozměrných gausových funkcí. Nejdříve si gausovy funkce při-
blížíme na jednorozmerném prostoru. Gausovo (normální) rozložení pravděpodobnosti má
následující zápis:
p(x) =
1
σ
√
2pi
ε
h
− 1
2(
x−µ
σ )
2
i
= N (x;µ, σ2) (3.7)
kde µ je střední hodnota
µ = E[x] =
∫ ∞
−∞
xp(x)dx
a σ je rozptyl
σ2 = E[x− µ]2 =
∫ ∞
−∞
(x− µ)2p(x)dx
.
Vícerozměrné gausovy funkce využívám ve skrytých Markovových modelech a proto zde
uvedu definiční vztahy pro výpočet jejich fukncí rozdělení pravděpodobnosti p(x):
p(x) =
1
(2pi)
d
2 |Σ| 12
ε[−
1
2
(x−µ)TΣ−1(x−µ)] = N (x;µ,Σ) (3.8)
kde µ je střední hodnota
µ = E[x] =
∫ ∞
−∞
xp(x)dx
a Σ je kovarianční matice Σ = E(x− µ)(x− µ)T .
3.2 Skryté Markovovy modely
Skrytý Markovův model, je statistický model, ve kterém jsou jednotlivé stavy modelu skryty.
Abych toto tvrzení přiblížil tak uvedu srovnání například s FSM, při jejich modelaci, ale
hlavně při trénování můžeme říci jak se stav bude chovat. Například můžeme říci, že ve stavu
jedna se budeme pohybovat doprava. Tohle si v HMM modelech nemůžeme dovolit, protože
chování v jednotlivých stavech modelu je skryté. Tento styl modelování je velmi vhodný pro
modelování nestacionárních statistických sekvencí (trajektorie je časová sekvence pozic) [6].
V obrázku 3.2 vidíme podrobný nástin HMM. V obrázku se objevují nové poznatky a
proto je nyní popíši. Přechodové pravděpodobnosti aij jsou pravděpodobnosti přechodu ze
stavu i do stavu j. Tyto pravděpodobnosti se sdružují v přechodové matici 3.4. Přechodová
matice má hodnoty pouze na diagonále a nad ní, to značí, že v modelu není možné se vracet
do předchozího stavu.
Dále se zde objevuje vysílací pravděpodobnost (emission likelihood) bj [o(t)] = p(ot|j)
což je funkce hustoty rozložení pravděpodobnosti pro situaci, že bude vektor vlastnosti
(trajektorie) o(t) v čase t ve stavu j. Vysílací pravděpodobnost může nabývat nádledujících
hodnot:
• Skutečné pravděpodobnosti pro diskrétní HMM.
• Směsicí gausových funkcí
bj [o(t)] =
M∑
i=1
αijN (o(t), µji,Σji)
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Obrázek 3.3: Ukázka Skrytého Markovova modelu. Obrázek přejat z přednášek J. Černoc-
kého [12]
A =

0 a12 0 0 0 0
0 a22 a23 a24 0 0
0 0 a33 a34 a35 0
0 0 0 a44 a45 0
0 0 0 0 a55 a56
0 0 0 0 0 0

Obrázek 3.4: Přechodová matice. aii – pravděpodobnost setrvání ve stavu i, aii + 1 –
pravděpodobnost přechodu do následujícího stavu, aii+ 2 – pravděpodobnost přechodu do
stavu i+ 2 tj. přeskočení stavu.
3.2.1 Odhad paramtrů HMM
Proces trénování probíhá pomocí Baum-Welchova (B-W) algoritmu. Je to generalizace al-
goritmu Expectation-Maximization. B-W algoritmus je složen z těchto kroků:
1. Pro každý parametr, který potřebuje re-estimaci vyhraď místo pro střední hodnoty a
kovarianční matice
2. Spočti dopředné a zpětné pravděpodobnosti pomocí Forward-Backward algoritmu pro
všechny časy a stavy HMM.
3. Pro každý stav a čas použíj pravděpodobnost spočítanou v předchozím kroku a
vstupní vektor, a uprav rozptyly a střední hodnoty pro tento stav a čas.
4. Proveď výpočet nových parametrů na základě nových střednícho hodnot a kovarianč-
ních matic
5. Pokud hodnota P = P (V stup|Model) není vyšší než hodnota v předchozí iteraci,
ukonči algoritmus, jinak opakuj předchozí kroky za použití nových hodnot pravděpo-
dobností.
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Algoritmus odhadu parametrů je zjednodušen pro jeden trénovací vzorek dat, v praxi
však je třeba trénovacích dat více pro dosáhnutí lepšího odhadu parametrů. Proto se provádí
kroky 2 a 3 opakovaně pro všechna trénovací data.
3.2.2 Dekódování HMM
Proces rozpoznávání se provádí pomocí Viterbiho algoritmu. Před vlastním popisem mu-
sím provést přípravu pojmů a označení některých částí postupu. Trajektorie O se skládá z
časové posloupnosti vlastností o1, . . . , oT . Máme z předchozí části natrénovány modely tříd
M1, . . . ,Mn. Rozpoznávání spočívá v nalezení maximální hodnoty Viterbiho pravděpodob-
nosti likelihoodu p(O|Mi)
p∗(O|M) = max
{X}
p(O,X|M) (3.9)
kde X značí sekvenci stavů. Nebo hledání indexu nejlepšího modelu.
i∗ = arg max
i
{p∗(O|Mi)} (3.10)
Viterbiho algoritmus spočívá v nalezení optimální cesty maticí stavů a posloupnosti
vlastností. V obrázku 3.5 vidíme tuto cestu zvýrazněnou červenou barvou.
Obrázek 3.5: Hledání optimální cesty pomocí viterbiho algoritmu. Obrázek přejat z před-
nášek J. Černockého [13]
Viterbiho likelihood cesty se tedy spočítá jako:
p(O,X|M) = ax(O)x(1)
T∏
t=1
bx(t)(Ot)ax(t)x(t+1) (3.11)
a optimální cesta je pak cesta s maximálním likelihoodem. Při výpočtu je využit postup,
kdy se provádí výpočet v každý časový okamžik pro všechny stavy, a hledání optimální
cesty probíhá již v průběhu algoritmu a ne až na jeho konci. Výpočet nejlepší cesty probíhá
iterativně. Likelihood nejlepší cesty končící ve stavu j v čase t je
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Φj(t) = p∗(o1, . . . , ot, x(t) = j|M) (3.12)
Před hlavním cyklem výpočtu se všechny stavy kromě prvního a posledního, které jsou
pouze startem a cílem, inicializují na Φj(1) = a1jbj [o1]. A následně pro všechny časy t a
stavy j, mimo startovní a koncový, provedu výpočet části optimální cesty 3.13 a pro čas T+1
a koncový stav N pak vypočtu optimální Viterbiho cestu 3.14. Při výpočtech dochází však
k častým problémům s podtečením, a proto je výpočet převeden na logaritmické hodnoty
3.15.
Φj(t) = max
i
{Φi(t− 1)aij}bj [o(t)] (3.13)
ΦN (T + 1) = max
i
{Φi(T )aiN} (3.14)
Ψj(t) = max
i
{Ψi(t− 1) + log aij}+ log bj [o(t)] (3.15)
3.3 Parametrizace
Při použití různých typů parametrizace je cílem dosáhnout největší možné invariance vůči
měnícím se podmínkám při rozpoznávání gest. Každé gesto je časově, velikostně, a místně
odlišné. A každá parametrizace se snaží překonat tyto nevýhody. Parametrizace absolutní
pozicí má sice velkou vypovídací hodnotu, její hlavní nevýhodou je však to, že trpí všemi
třemi výše zmíněnými handicapy 3.3. Nezávislost na pozici gesta, je nejdůležitější a často
i jedinou překážkou, kterou parametrizace odstraňují. První možností je normalizace tra-
jektorie gesta. Normalizace probíhá vůči referenčnímu bodu. Zde je problém, jak tento bod
zvolit. V článku [1] užívají normalizaci počátkem gesta. Nevýhodou však je, že tato parame-
trizace nelze použít pro detekci, protože v delší trajektorii ztrácí počátek měření vypovídací
hodnotu. Podobný problémem nastane i při normalizaci těžištěm [3].
Odlišný přístup je parametrizace derivacemi nebo úhly a jejich derivacemi. Výhodou
těchto přístupů je poziční nezávislost a absence referenčních bodů. Tyto dva předpoklady
z nich činí dobré kandidáty jak pro detekci, tak pro rozpoznávání. Úhel a jeho derivace,
mají ve srovnání s derivacemi pozice jednu výhodu. A tou je nezávislost na velikosti gesta.
Protože budeme zaznamenávat pouze úhel v časových intervalech, tak dosáhneme toho, že
pro model je zcela lhostejné, jestli naše gesto kreslíme v okénku velkém pár desítek pixelů,
nebo zda jej kreslíme přes celý monitor. Pokud navíc rozdělíme úhel do 18 skupin po 20◦,
jak tomu je ve článku [2], dosáhneme tím dalšího zobecnění, kdy malé rozdíly v úhlech
nejsou důvodem pro špatné rozpoznání gesta.
Parametrizace pozicí a její první derivací normalizovanou počátkem gesta je použitá
autory článku [1]. Počátek gesta je při normalizaci odečítán od absolutní pozice a díky
tomu dojde k nezávislosti na pozici gesta. Systém prezentovaný v tomto článku rozpoznává
gesta rukou a při spojení metody DTW a parametrizace dosahuje úspěšnosti od 22 % do
86 % správně rozpoznáných testovacích vzorků v závislosti na tom, který model vybereme.
Parametrizace pozicí normalizovanou těžištěm využívají autoři článku [3]. Prezentovaný
systém rozpoznává gesta rukou. Místo těžiště je zde použita hlava. Tímto způsobem pa-
rametrizace dosahují invariance vůči pozici člověka v obraze, ale ne gesta. Ale protože při
sběru gest myší nemám pevný refereční bod jakým je hlava, nahradil jsem ho těžištěm,
které počítám z trajektorie. Systém modeluje a rozpoznává gesta rukou. Použití hlavy jako
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referenčního bodu umožňuje systému jak detekci tak rozpoznávání gest, zatímco těžiště je
použitelné pouze pro rozpoznávání.
Parametrizace úhlem rozděleným do tříd je ukázkou přístupu, jež nepotřebuje norma-
lizaci. Úhel je spočítán jako odchylka od osy X, a poté je rozdělen do 18 skupin, tak že
0◦-20◦ je první skupina, a analogicky zbytek skupin. Toto poskytuje možnost vytvořit dis-
krétní model, což je výhodou kvůli zobecnění přístupu, ale hlavně rozdělení úhlú do skupin,
umožňuje nahlížet na úhly ze stejné třídy jako na ekvivalenty, což zvyšuje toleranci klasi-
fikátoru. Ve článku [2] využívají tuto parametrizaci jak k rozpoznávání, tak k detekci, kde
pomocí rychlosti určí počátek gesta. Uživatel při detekci musí na počátku každého gesta
zastavit pohyb rukou na jednu až tři sekundy, a pak teprve může provést dané gesto. Díky
tomuto postupu, zachytí jejich systém sekvenci minimálních změn pohohy, a odhalí počá-
teční pozici gesta a může proběhnout rozpoznávání. Úspěšnost systému využívající tuto
strategii parametrizací v kombinaci se skrytými Markovovými modely je 98.94 % správně
rozpoznaných vzorků pro rozpoznávání a 95.7 % pro detekci.
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Kapitola 4
Návrh systému
V této kapitole se zabývám shrnutím metod, které využiji ve svém systému, a návrhem
implementace.
4.1 Sumarizace přístupů
Pro modelování gest využívám Skrytých Markovových modelů, protože jsou dle mého ná-
zoru nejvhodnější pro modelování časových sekvencí dat. Využívám vícerozměrných gauso-
vých funkcí pro modelaci chování v jednotlivých stavech HMM. Síla HMM spočívá hlavně
v statistickém přístupu k datům, který je vhodnější pro uživatelská data víc, než FSM 2.2.
Využívám HMM, s různým počtem stavů pro každý test. Používám dopředný model bez
přeskakování stavů. To znamená, že každá trajektorie musí projít všemi stavy, a nemůže se
vracet do stavů, které již prošla. HMM umožnuje modelovat ”postradatelné“ části modelu,
které se v případě nutnosti přeskočí. To je jistě vhodné pro řeč pomalu hovořícího mluvčího,
ale pro trajektorie mé sady gest této vlastnosti nevyužívám.
Trénování HMM je složitější činností než pro FSM nebo DTW, protože je nutné velké
množství dat, pro správný odhad parametrů, ale je to vyváženo vysokou úspešností rozpo-
znávání pomocí viterbiho algoritmu. Toto byli důvody k výběru HMM.
Nástroj pro tvorbu, trénování a rozpoznávání HMM – HTK, je velmi rozsáhlý a kom-
plexní, ale po překonání problémů s převodem dat do formátu pro HTK se ukázal být velmi
snadno použitelný v rozsahu, který potřebuji pro svou práci. Na naší fakultě je Nástroj
HTK dostupný na Linuxu, a proto jsem se rozhodl vypracovat převážnou část práce právě
pro tuto latformu. Problematiku jsem rozdělil na čtyři části: Sběr dat, trénování, testování
a zpracování výsledku. Každá část může být vypracována odděleně. Sběr dat je nutné vy-
pracovat multiplatformově, aby uživatelé nebyli omezeni. A zbylé fáze jsou provozovatelné
na linuxu (např. školní distribuce na serveru Merlin).
4.2 Zkoumané parametrizace
V průběhu práce, jsem narazil na různé druhy popisu trajektorií, a zde jsem vytvořil se-
znam parametrizací, které podrobím testování. První druh parametrizace, na který jsem
narazil byly derivace. Z matematického pohledu, to nejsou derivace, ale diference pozice.
První testování a pokusy s rozpoznáváním, jsem prováděl s první derivací pozice. Parame-
trizace trajektorie touto cestou, je vhodná pro rozpoznávání i pro detekci. Její nevýhodou
je ztráta poziční informace. Abych snížil nedostatky parametrizace první derivací, rozšířil
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jsem ji o druhou derivaci. Pro každý časový okamžik se tedy zaznamenává změna pozice
– rychlost (první derivace) a zrychlení (druhá derivace). Výpočet této parametrizace je
jednoduchý a vyžaduje pouze odčítání aktuální a předchozí pozice (případně aktuální a
předchozí derivace).
Dalším způsobem parametrizace jsou úhly. Úhel počítám jako odchylku od osy X proti
směru hodinových ručiček. V každém časovém okamžiku si z pozic (současné a předchozí)
spočítám odchylku, a tou pak parametrizuji trajektorii. Nerozděluji úhel do skupin, jako v
článku [2], abych mohl provést srovnání, zda parametrizace úhlem rozdelenym do skupin,
je přínosná. Pro srovnání, jsem také otestoval parametrizaci derivací úhlu. U této parame-
trizace předpokládám, že dojde jak k poziční invarianci, tak navíc k velikostní invarianci,
protože se zaznamenává pouze změna směru.
Jiný pohled na invarianci vůči velikosti, je normalizace velikostí. Velikostí se normalizují
derivace, nebo jiné parametry. Výpočet je dvouprůchodový, nejdříve se spočítají rozměry
gesta. A v druhém průchodu se počítá podíl první derivace a rozměrů. Normalizoavná deri-
vace v oseX se spočítá následovně: DerivaceXRozmerX . Takto dojde k tomu, že derivace reprezentující
přesun z nejlevější do nejpravější pozice za časovou jednotu je 1. Velikostí normalizuji jak
první, tak první a druhou derivaci.
Pozice normalizovaná těžištěm a velikostí je kombinací dvou přístupů. První je poziční
nezávislost a druhý je velikostní invariance. Výpočet je opět dvoufázový, v prvním vypočítá
se těžiště, jako průměr všech pozicí, a také velikost bounding boxu. Gesto je tímto normali-
zováno do jednotkového čtverce. A těžiště zajistí nezávislost na pozici. Tato parametrizace
kombinuje dva druhy normalizací, a tím páddem by tato parametrizace měla dosáhnout
vysoké přesnosti rozpoznávání.
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Kapitola 5
Implementace
Při psaní programové části bakalářské práce jsem se seznámil s řadou nástrojů pro práci
jak se skrytými Markovovými modely HTK 5.1 a STK 5.2, tak s prostředky zcela nezá-
vislými na použití. Jmenovitě je to nástroj pro grafické uživatelské rozhraní wxWidgets
[8], skryptovací jazyk Python a Bash. Tyto prostředky mně umožnily vytvořit sadu sadu
programů pro kompletní automatickou i manuální práci se skrytými Markovovými modely,
jejich rozpoznáváním a zpracováním výsledků.
5.1 HTK – Hidden Markov model toolkit
5.1.1 Historie nástroje HTK
První verze HTK byla vyvinuta na ústavu Cambridge University Engineering Department
(CUED) v roce 1989 Stevem Youngem. Systém HTK byl vyvinut jako skupina knihoven v
jazyku C zpočátku využívaných při systémú pro rozpoznávání řeči.
V roce 1992 se k vývoji přidal Phil Woodland a systém HTK se začal rozšiřovat pod
záštitou Entropic Research Laboratories. V roce 1995 byla vydána verze HTK V2.0, obsa-
hovala velkou řadu změn v návrhu nástroje, a začalo se rozšiřovat také API pro HTK systém
takzvané HAPI, které se distribuovalo společně s HTK. Od roku 2000 je HTK přístupné ve
zdrojových kódech a zdarma skrze stránky CUED1.
V současné době je přístupná verze je dostupná verze V3.4 s širokou řadou opravených
chyb a jiných vylepšení celého systému HTK. [9].
5.1.2 Práce s HTK
HTK je nástroj pro tvorbu skrytých Markovových modelů. Jelikož skryté Markovovy mo-
dely jsou široce použitelné je jádro HTK toolkitu také nezávislé na použití. Nicméně tento
nástroj je hlavně používán pro rozpoznávání řečových signálů a také byl pro tento účel
navržen. Avšak já se zabývám aplikací tohoto nástroje na zpracovávání grafických dat a
proto používám pouze malou část z rozsáhlého seznamu podprogramů.
Jak je vidět na obrázku je HTK toolkit rozdělen do dvou základních částí [11], jedná
se o část trénovací, a část rozpoznávací. První část se zabývá trénováním, neboli odhadem
parametrů pro modely. Pro toto trénování se musí nasbírat velké množství dat, které musí
být označeno, ke které třídě patří, protože každá tato trénovací promluva, nebo v mém
případě trajektorie vstoupí do Baum-Welch algoritmu a proběhne trénování. V rozpoznávací
1http://htk.eng.cam.ac.uk/
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Obrázek 5.1: Základní rozdělení HTK toolkitu
části se za pomoci Viterbiho algoritmu vybírá nejlepší model, který se vybere jako vítěz
rozpoznávání.
Trénování modelů
Nyní se pokusím popsat jednotlivé fáze a vysvětlím jak používám jednotlivé části HTK
toolkitu. První čast je trénování. Předtím než jsem mohl trénovat modely, musel jsem si
předpřipravit data. To zahrnuje rozhodnutí o tom kolik a jakých tříd budu rozpoznávat.
Následně jsem za pomoci aplikace pro sběr dat 5.4 nashromáždil vzorky k jednotlivým
třídám, a každý vzorkek jsem opatřil značkou. Podrobnější informace o dalších úpravách
dat před zpracováním budou blíže popsány v secki věnující se editačním programům 5.3.
Dalším krokem byla tvorba rozpoznávací sítě pro HTK. Tato síť je pouhým přepisem
množiny tříd do syntaxe akceptované prvním programem ze skupiny HTK utilit a tím je
program HParse. Tento program přepíše mnou vytvořenou síť do formátu, který příjmá
jádro HTK. Syntaxe sítě pro program HParse by pro N tříd mohla vypadat takto:
( třída 1 | třída 2 | ...| třída N )
Obrázek 5.2: Rozpoznávací síť pro soubor HParse
Poté co jsem vytvořil síť, jsem přistoupil k dalšímu kroku a to je tvoba modelů. Každý
model skrytého Markovova modelu je v HTK reprezentován konečnou množinou stavů, z
nichž každý stav má svůj vektor středních hodnot (Mean vector) a vektor odchylek (Vari-
ance vector), v případě, že použávám jednorozměrné gausovy funkce, a pokud se rozhodnu
pro použití vícerozměrných gausových funkcí nahradím vektor odchylek kovarianční ma-
ticí. Dále model obsahuje společnou přechodovou maticí. Ke spočítání Mean a Variance
vektoru jsem použil utilitu HCompV, která na základě všech trénovacích dat provede hrubý
odhad počátečních hodnot těchto vektorů. Přechodová matice se vytváří bez pomoci HTK
nástrojů. Já jsem s výhodou používal skript vytvořený Ing. Mlíchem. Jelikož se jedná o
dopředný model 4.1 bez přeskakování stavů, tak se postupně prochází diagonála matice a je
vždy počáteční 50-ti procentní šance, že model zůstane v současném stavu, nebo že se po-
sune do dalšího stavu. Proto se na celou diagonálu a stav ”o jedna vpravo“ zapíše hodnota
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0, 5. Pokud bychom a priori věděli, že nějaký model bude mít větší pravděpodobnost, že
se v něm setrvá, mohli bychom usnadnit trénování tím, že bychom zvýšil pravděpodobnost
na diagonále.
Ve chvíli kdy jsou vytvořeny prototypy modelů, data jsou označena, a je vytvořena
síť pro HTK, je čas přistoupit k samotnému trénování modelů. Tento odhad parametrů
jednotlivých modelů probíhá za pomoci Baum-Welchovy (B-W) re-estimační formule. Tento
postup se skrývá v nástroji zvaném HERest. Při počítání (B-W) algoritmu 3.2.1 dochází k
násobení velkého množství desetiných čísel, a proto se používají logaritmické hodnoty. Touto
metodou se zabraňuje podtečení datového typu Double, který se spoužívá jako akumulátor
výsledků.
Rozpoznávání gest
Nyní je již provedena všechna příprava dat i odhad parametrů a mohu přistoupit k rozpozná-
vání. To provádím pomocí programu HVite. Proces rozpoznávání probíhá pomocí Viterbiho
algoritmu 3.2.2. Implementace Viterbiho algoritmu pomocí Token-passing je pouze odliš-
ným pohledem na Viterbiho algoritmus. Budu demonstrovat algoritmus s logaritmickými
funckemi hustoty rozložení pravděpodobnosti, protože zde stejně jako u B-W algoritmu do-
chází k podtečení datového typu Double. Algoritmus se pak dá popsat následujícími kroky:
1. Inicializace – vlož token do startovního stavu a přiřad mu nulový loglikelihood.
2. Iterace – pro každý čas i ∈ {1, . . . , T} proved:
• Pokud stav i obsahuje právě jeden token, pak token zkopíruj a pošli jej do dalších
stavů j a přičti log aij + log bj [o(t)].
• Pokud stav obsahuje více než jeden token vyber ten s nejlepším ohodnocením a
zbytek zahoď.
3. Ukončení – všechny stavy i spojené s koncovým stavem N a obsahující token vyšlou
token, přičte se hodnota log aiN a ve stavu N se vybere nejvyšší hodnota. Ta je pak
výslednou hodnotou Viterbiho loglikelihoodu.
5.2 Hidden Markov model Toolkit – STK
Tento nástroj byl vyvinut na naší fakultě Skupinou zpracování řeči. Jmenovitě L. Burget,
O. Glembek, P. Schwarz a M. Karafiát. Já sem využil tohoto toolkitu pouze okrajově pro
detekci gest. Využíval jsem nástroj SLratio. Předtím než jsem mohl začít s detekcí gest
bylo nutné si vytvořit síť pro detekci, pro tento účel jsem využil nástroje SExpand, který
tuto síť při znalosti množiny modelů, vytvoří.
Detekční úlohy spočívají ve spozorování gesta v dlouhé trajektorii Key-Word spotting.
Zde není dostatečné pouze modelování gest, ale je zde nutné rozeznat části trajektorie, které
nejsou gestem. V mé práci jsem modeloval pozadí pomocí modelu trénovaném na všech
gestech. Dráha myši tedy prochází sítí 5.2 a srovnávají se hodnoty likelihoodů modelů gest
s modelem pozadí, opět zde dochází k problému podtečení, a proto se používají logaritmické
likelihoody. Pokud součet logaritmických hodnot přesáhne zadaný práh, je detekováno gesto.
Pokud v této části trajektorie je opravdu gesto došlo k zásahu (HIT ) pokud ne došlo ke
špatné detekci (False alarm).
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Provedl jsem experimenty s detekcí gest, ale tyto pokusy nevedly ke zdárnému cíli, proto
jsem od této problematiky upustil a věnoval jsem se pouze rozpoznávání. Výsledky poskyto-
vané detekčním nástrojem byly natolik nepřesné, že nebyla možná jejich další interpretace.
Testy jsem provedl na trajektoriích snímaných po dobu jedné minuty a provedl jsem za tuto
dobu dvě gesta. Četnost False alarmů na snímané trajektorii byla vyšší než 100 i při velmi
vysokých hodnotách prahů a dalším problémem byla absence správných zásahů, proto jsem
se rozhodl detekci se dále nevěnovat.
5.3 Editační programy
Editační programy se dělí na dvě základní skupiny, automatizační skripty a výkonné pro-
gramy. Automatizační skripty jsou psány v jazyce bash, a jejich snahou je minimální nutnost
zásahu uživatele do procesů odhadu parametrů i rozpoznávání. Tato sada obsahuje více než
deset skriptů jejich úkolem je v první řadě tvorba trénovacího a testovacího datasetu, tré-
nování dat, rozpoznávání dat a zpracování výsledků. V následující sekci se budu zabývat
výkonnými programy.
5.3.1 Třídění dat
Po sběru dat 5.4 probíhá schvalování vzorků, k tomuto účelu slouží program napsaný v
jazyce C++. Jedná o program s grafickým uživatelským rozhraním vytvořil jsem program
prohlizeni v nástroji wxWidgets. Úkol tohoto programu je zobrazit uživatelská data, aby
si je mohla obsluha prohlédnnout. Tento proces nelze automatizovat, protože pokud bychom
jej chtěli automatizovat, museli bychom rozpoznávat, zda se gesto podobá nebo nepodobá
požadovanému tvaru pro model, ale rozpoznávání provést není možné, protože data se v
tuto chvíli teprve třídí. V obrázku 5.3 je vidět ukázka schvalovacího procesu.
Obrázek 5.3: Ukázka programu prohlizeni. Ovládací prvky jsou popsány přímo v obrázku,
jedná se o tlačítko ”vpřed“, ”zpět“ a ”zrušit“. Červený kroužek značí začátek gesta.
Dalším nástrojem vytvořeným pro třídění dat je program anotace. Tento program je
určen pro označení úseků trajektorie pro detekci. Program vyznačuje - zaznamenává za-
čátek, konec, a jméno gesta, které v daném úseku leží. Program jsem využíval při prvním
seznamování se s detekcí, ale následně po zjištění, že detekce gest nebude dostatečně přesná,
jsem jej přestal používat.
Jedním z nejdůležitějších programů této sekce je nástroj transform. Jeho úkolem je
převod parametrizace absolutní pozicí, kterou používám pri sběru dat, na výstupní trans-
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formaci. Výstupními transformacemi jsou všechny výše zmíněné parametrizace 4.2 a 3.3.
V obrázku 5.4a vidíme vstupní parametrizaci absolutní pozicí. Její normalizací počátkem
gesta dostáváme obrázek 5.4b. Při převodu na první derivaci 5.4c dosahujeme nezávislosti na
pozici, protože si pro každý časový okamžik uchováváme pouze změnu pozice v ose X a Y .
Další ukázková parametrizace je parametrizace pozicí normalizovanou velikostí a těžištěm
5.4d. Tento program počítá všechny typy parametrizací, ale pro výslednou transformaci tra-
jektorie na Feature Vector se vybere jen ta parametrizace, kterou si přeji zkoumat. Program
nemá grafické prostředí a je napsán v jazyce C++.
(a) Absolutní pozice (b) Absolutní pozice normalizovaná
počátkem
(c) 1. derivace (d) Absolutní pozice normalizo-
vaná velikostí a těžištěm
Obrázek 5.4: Ukázka vybraných parametrizací
5.3.2 Zpracování výsledků
Pro tento účel jsem si vytvořil skript v jazyku python, který generuje pro každý test Matici
záměn. Skript vysledky.py nejdříve rozpracuje výsledky generované programem HVite a
převede je do matice. Ukázka výsledku vypadá pak takto 5.6.
Všechny výsledky pro jeden test, (Typ parametrizace, počet vysílacích stavů, počet dat)
se shromažďují v takzvaném resultsheetu. V obrázku 5.5, je ukázka jeho hlavičky. V ukázce
5.6 chybí Matice záměn pro trénovací data, která je identická jako ta v obrázku 5.6, ale je
vypracována nad trénovacími daty.
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trenovaci data 5734
testovaci data 1387
prumer 382 /gesto
parametrizace: Normalizovana prvni a druha derivace velikosti
emit stavy 5
prechody 2
Obrázek 5.5: Hlavička výsledkového štítku.
Testovaci data
shodnych 857 celkem 1387
sk 1 2 3 4 5 ... 11 12 13 14 15
1 78 10 0 7 0 ... 0 0 4 0 10
2 0 72 0 0 0 ... 0 0 0 0 12
3 0 20 36 0 1 ... 0 0 0 0 27
4 5 1 0 25 0 ... 0 0 0 0 27
5 0 0 0 0 17 ... 0 0 0 0 22
. . . . . . ... . . . . .
11 0 0 0 0 0 ... 85 0 18 0 15
12 0 0 0 0 0 ... 25 49 19 1 0
13 3 0 0 0 0 ... 2 0 69 0 2
14 1 1 0 2 0 ... 7 0 0 54 8
15 2 0 0 0 0 ... 0 0 0 0 34
Obrázek 5.6: Ukázka vygenerované Matice záměn. Řádky značí o jaký model gesta se sku-
tečně jedná, sloupce značí jaký model gesta byl rozpoznán. Tečky značí vynechané řádky
kvůli úspoře místa
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5.4 Aplikace pro získávání dat
Sběr dat pro každý účel je velmi náročným úkolem, a právě tento úkol je tématem této sekce.
Se sběrem dat mi pomohlo dvacet pět uživatelů, které jsem oslovil v okruhu svých přátel a
spolužáků. Celkem mi pomohli nasbírat 5734 kusů trénovacích dat což odpovídá v průměru
380-ti trénovacím vzorkům na jedno gesto. Dále jsem nasbíral 1197 kusů testovacích dat.
Pro účely sběru jsem vytvořil Html stránku2, kde se uživatelé dozvěděli ve stručném návodu,
co po nich žádám aby udělali.
V první řadě je vhodné si přečíst návod, poté si stáhnout aplikaci. Následně ji rozbalit
do nové skložky. Program se jmenuje gestures. V případě nutnosti je ještě přidána přípona
”exe“ pro platformu Windows. Aplikace je napsána v multiplatformním nástroji wxWidgets,
proto jsem vytvořil verze pro platformu Linux a Windows. Po spuštění je uživatel pomocí
dialogových oken informován přímo při práci na změny. Uživateli je náhodně vybráno další
gesto po vytvoření určitého počtu gest. Uživateli je vždy ukázána předloha, a ten má za
úkol tuto předlohu co nejlépe napodobit pomocí tahu myši v kreslící oblasti. Mnohdy se
předloha a nakreslené gesto natolik liší, že to vede k zamítnutí gesta. Ale tímto uživatele
nezatěžuji. V obrázku 5.4 je názorně ukázáno, jak by měl vypadat správný uživatelský
vstup.
Obrázek 5.7: Ukázka programu pro sběr dat se správným uživatelským vstupem.
2http://www.stud.fit.vutbr.cz/ xkralj04/gestures/ – Anglická verze
http://www.stud.fit.vutbr.cz/ xkralj04/gestures/czech/ – Česká verze
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Kapitola 6
Experimenty
Tématem kapitoly je experimentování a analýza výsledků. Již v průběhu implementace
programů, ale hlavně při sběru dat, jsem si kladl tři hlavní otázky, na které budu odpovídat.
1. Jaká gesta se budou nejsnáze rozeznávat, a nebudou tím pádem působit problémy
mému klasifikátoru? Na tuto otázku se snažím odpovědět v oddíle 6.3.
2. Jaká parametrizace je nejlepší? A existuje nějaká ideální parametrizace? Této otázce
se věnuji v podkapitole 6.2.
3. Jaký je ideální počet stavů pro HMM? A je někde vrchol kdy dojde k rozpoznání
největšího počtu gest, a při dalším zvyšování bude již počet správně určených gest
klesat? Touto problematikou se zabývám v sekci 6.1
6.1 Závislost úspěšnosti rozpoznávání na počtu stavů mo-
delu HMM
V této podkapitole rozeberu jak ovlivňuje počet vysílacích stavů HMM přesnost rozpo-
znávání. Pro testování jsem vybral parametrizaci Pozicí normalizovanou těžištěm a
velikostí a První derivaci absolutní pozice. Hlavním cílem mého snažení je najít op-
timální počet stavů, pro model, aby došlo k nejlepšímu rozpoznávání. Předpoklad je, že
nízký počet stavů bude mít vysoké procento špatně klasifikovaných gest, protože počet
těchto stavů nebude schopný pojmout trajektorii gest s dostatečnou přesnotí. S postupným
růstem počtu stavů by mělo dojít k ustálení a nalezení maxima, kde budou stavy dávat
nejlepší rozpoznávací výsledky, a při dalším zvyšování stavů, by opět měla úspěšnost klesat.
Předmětem srovnávání bude přesnost rozpoznávání:
Presnost rozpoznavani =
] spravne rozpoznych vzorku
] vsech vzorku
(6.1)
V grafu 6.1 se ukazuje, že má úvodní hypotéza byla mylná. Předpoklad, že existuje
vrchol, kde je úspěšnost maximální, a dalším zvyšováním stavů bude úspěšnost klesat, je
nesprávný. Z grafu je vidět, že se zvyšujícím se počtem stavů roste úspěšnost klasifikace.
Při bližším pohledu mohu provést však další závěry. Parametrizace normalizovaou pozicí
4.2 dosahuje lepších výsledkú, ale přesnost roste přibližně logaritmicky, naproti tomu para-
metrizace první derivací 4.2 dosahuje nižších výsledků, ale roste lineárně, pokud zanedbáme
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Obrázek 6.1: Graf závislosti úspěšnosti rozpoznávání na počtu stavů.
výsledek pro 3 stavy, kdy je přesnost nízká pro obě zobrazené parametrizace. Domnívám
se tedy, že pokud bych prováděl další testy pro větší stavy, mohla by i tato parametrizace
dosáhnout podobně úspěšných výsledků.
Důvodem, proč jsem neprovedl další testy s vyšším počtem stavů, je fakt, že další zvýšení
počtu stavů vede, k zamítnutí velkého počtu dat z důvodu krátké trajektorie. Při zvýšení
počtu stavů dojde k lepší modelaci gesta, ale je nutné zároveň stanovit vyšší minimální délku
gesta. Uživatelé často kreslí gesta krátká, a tím pádem dojde k zamítnutí daného gesta, a
tím pádem k chybě. Proto jsem stanovil počet 20-ti stavů jako maximum pro testování.
Při tomto počtu stavů dosahují všechny parametrizace nejlepších výsledků a proto mohu
tvrdit, že s rostoucím počtem stavů roste i úspěšnost rozhodování za předpokladu, že délka
trajektorie je dostatečná.
6.2 Závislost úspěšnosti rozpoznávání na typu parametrizace
V průběhu sběru dat, jsem si kladl otázku jestli existuje parametrizace, která má nejlepší
úspěšnost rozpoznávání? Možnou odpovědí by mohla být parametrizace trajektorie abso-
lutní pozicí. Tento druh popisu trajektorie má největší vypovídací hodnotu, ale uživatel je
nucen začínat vždy ve stejné pozici, a kreslit stejně velká gesta. Toho se v praxi dosahuje
jen velmi těžko, a proto je jsem využil prostředků pro zobecnění popisu trajektorie. Zároveň
jsem si musel položit otázku, zda tento jiný – zobecněný pohled neuškodí procesu rozpozná-
vání? Může navrhnutá parametrizace zlepšit rozpoznávací schopnosti klasifikátoru? Těmito
otázkami se zabývám v dalších odstavcích.
Pro srovnávání parametrizací z pohledu jejich úspěšnosti rozpoznávání jsem stanovil
jako směrodatný parametr Classification Error rate (CER). Což je hodnota, která dává do
poměru špatně klasifikovaná gesta vůči všem gestům.
CER =
] spatne rozpoznanych vzorku
] vsech vzorku
(6.2)
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Zároveň jsem stanovil, že počet stavů HMM bude 20 vysílacích stavů, protože při tomto
počtu stavů jsem dosáhl nejlepších výsledků klasifikace.
Parametrizace CER (%)
Pozice normalizovaná těžištěm a velikostí 2
Pozice a 1. derivace normalizovaná počátkem 2.2
Pozice normalizovaná těžištěm 4
1. derivace pozice nomralizovaná velikostí 12
1. derivace pozice 12
1. a 2. derivace pozice normalizovaná velikostí 17
1. a 2. derivace pozice 20
Úhel v radiánech 23
Úhel rozdělený do 18 skupin 23
1. derivace úhlu rozdeleného do 18 skupin 71
Tabulka 6.1: Tabulka závislosti Classification error rate na typu parametrizace.
Z tabulky jasné, že od ostatních hodnot se odlišuje nejvíce parametrizace derivací úhlu.
Tato parametrizace je velmi nepřesná z důvodu příliš velkého zobecnění. Tato parametri-
zace sice poskytuje poziční ale i velikostní nezávislost, ale za velkou cenu, kterou je ztráta
vypovídací hodnoty. Trajektorie převedená na Feature vector v této parametrizaci se vyzna-
čuje velkým množstvím nulových hodnot. Domnívám se, že tento fakt je hlavním důvodem
pro vysokou hodnotu CER. Tato parametrizace se ukázala jako zcela nevhodná pro použití
v klasifikátorech.
Velmi nízké chybovosti dosáhla skupina normalizovaných parametizací (první tři v ta-
bulce). Všechny vyjmenované parametrizace využívají normalizovanou absolutní pozici. To
dokazuje, že absolutní pozice má nejvyšší vypovídací hodnotu, a díky normalizaci dosahuje
také poziční nezávislostí a tím pádem i velmi nízké hodnoty CER.
Zajímavým poznatkem je fakt, že úhel v radiánech a úhel rozdělený do dvaceti skupin,
mají stejnou rozpoznávací schopnost. Toto byl rozhodně překvapivý fakt, přotože shlukování
do skupin mělo přinést jisté zobecnění, ale tuto skutečnost, za mě již udělal proces trénování
HMM. Toto srvnání diskrétních a spojitých HMM je zajímavé z toho pohledu, že poskytuje
stejnou přesnost při shodných počátečních podmínkách. Ikdyž mé počáteční domněnky
byly, že by měl mít úhel sdružený do skupin větší toleranci vůči gestům a tím pádem větší
úspěšnosti klasifikace.
Rozhodnutí o tom, která parametrizace je nejlepší, není snadné, protože kandidáti jsou
hned tři. Ukazuje se, že nejlepší přístup k hledání invariance z pohledu klasifikátoru je
normalizace absolutní pozice. Protože pokud absolutní pozici nepoužijeme, nejsme schopni
dosáhnout CER nižšího než 10 % Z mého experimentu tedy vyplývá, že normalizovaná
absolutní pozice, ať už normalizujeme těžištěm, počátkem, nebo velikostí, je ideální pro
rozpoznávání, protože dosahuje chybovosti nižší než 5 %.
6.3 Analýza chybovosti klasifikátoru vzhledem k jednotli-
vým gestům
Rozhodnutí o tom jaká gesta budu klasifikovat, jsem musel udělat ještě před sběrem dat,
tehdy jsem, ale ještě netušil, jak se s jejich trajektoriemi bude vypořádávat můj systém.
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Kladl jsem si otázku, zda je některé gesto, tak složité, že jej nebude možné namodelovat?
Nebo, jsou si některá gesta tak podobná, že je nebude možné rozpoznat? Rozpoznávání čísel
by podle mých předpokladů neměl být problém. U písmene ”a“ a číslice 9 by mohlo dojít k
záměně protože více než polovina gesta je stejná, a liší se jen závěrem. Dalším problémem
by mohla být modelace gesta ”3“ a ”β“. Ty se liší pouze rovnou čárou na začátku gesta,
což by pro model s malým počtem vysílacích stavů mohlo být nerozlišitelné.
Skupina 1 2 3 4 5 6 7 8 9 `
√
a n α β
1 84 0 0 0 0 0 0 0 0 0 0 0 1 0 0
2 0 84 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 1 26 1 0 0 8 2 0 0 0 0 0 0 52
4 0 2 0 40 0 0 7 0 8 0 0 0 4 1 0
5 0 0 0 2 44 2 2 0 0 0 0 0 0 0 21
6 0 0 0 0 0 58 1 0 0 0 0 0 0 0 1
7 0 0 0 5 0 0 76 0 0 0 0 0 0 0 0
8 0 0 0 2 0 31 0 62 0 0 0 0 0 0 4
9 0 0 0 0 0 0 0 0 111 0 0 0 2 0 0
` 0 26 0 0 0 0 0 0 0 70 2 0 14 0 4√
11 2 0 0 0 6 0 0 0 0 40 0 3 0 2
a 0 10 0 4 0 0 0 0 6 0 0 61 4 4 0
n 22 0 0 0 0 0 0 0 0 0 1 0 51 0 3
α 0 9 0 11 0 3 0 0 1 0 0 2 2 39 1
β 0 0 1 0 0 0 1 0 0 12 0 0 0 1 23
Tabulka 6.2: Matice záměn pro HMM s 5 stavy, a parametrizace 1. derivací. Řádky značí
modely, ke kterým data skutečně patří, sloupce značí modely, jako které byla data rozpo-
znána.
Z analýzy tabulky 6.2, vyplývá mnoho poznatků. Prvním z nich je, že můj předpoklad,
že gesto ”9“ A.1b a ”a“ A.1a se budou zamněňovat byl chybný, naproti tomu modely ”3“
A.1c a ”β“ A.1d byly zaměněny často. Chybovost je způsobena malým počtem vysílacích
stavů. Při zvýšení jeho počtu dochází ke zlepšení, protože modely jsou natrénovány pro
rozlišení složitější trajektorie.
Dále došlo k velkému počtu záměn modelu ”6“ A.1f a ”8“ A.1e, toto je opět způsobeno
tím, že HMM nemělo dostatek stavů. Dvojce záměn jsou tedy následující: 3 a β, 6 a 8 a 4 a
α. Dvojce modelů jsou při nízkém počtu stavů HMM velmi stejné a proto dojde k záměně.
Naproti tomu modely gest 1 a 7, které se liší jen natočením, jsou rozlišovány velmi přesně.
Tento stav je způsoben jednoduchostí obou gest (”dvě rovné čáry“).
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Kapitola 7
Závěr
Tématem mé bakalářské práce je Rozpoznávání gest myší a jejím cílem byl návrh, imple-
mentace a testování systému pro rozpoznávání nad nasbíraným datasetem. Prvním stupňem
k dosáhnutí cíle bylo seznámení se s problematikou, kterou jsem nastudoval již v době, kdy
jsem se seznamoval se zadáním práce. Dále jsem musel prostudovat skryté arkovovy modely,
jejich trénování a rozpoznávání. V průběhu tvorby práce jsem rozšiřoval dataset gest, až na
konečných 5734 ] trénovacích dat a 1198 ] testovacích dat.
Implementoval jsem systém, který rozpoznává patnáct gest s celkovou Classification
Error rate 2 % s parametrizací pozicí normalizovanou velikostí a těžištěm. Tato parametri-
zace se ukázala jako nejlepší. Srovnával jsem parametrizace při 20 vysílacích stavech HMM,
a nejlépe se osvědčili parametrizace normalizované referenčním bodem (těžiště, počátek).
Na počátku práce, jsem si stanovil dva cíle, prvním bylo rozpoznávání gest a srovnání
parametrizací, a druhým cílem byla detekce gest. Rozpoznávání gest jsem splnil, ve své práci
jsem představil a otestoval systém pro rozpoznávání gest a srovnávání parametrizací. Avšak
druhý cíl – detekce, zůstal nesplněn. Detekční plán byl zavrhnut již v počátcích, protože
detekce byla velmi nepřesná. Počet chyb na jednu trajektorii byl několikanásobně vyšší, než
počet správných detekcí. Možným důvodem k neúspěchu v detekci může být menší znalost
detekčního nástroje STK, ale větší váhu přisuzuji nesprávnému modelu pozadí.
Pokud bych tedy hledal co bych chtěl zlepšit, byla by to určitě detekce, protože tato
problematika je velmi zajímavá, a potenciál využití, je široký. Pokud bychom upustili od
gest myší, mohl by se detekční systém nahrát například do DVD přehrávače a pomocí
detekcí gest jej ovládat. Další vylepšení rozpoznávání, by mohla být integrace přímo do
komplexní aplikace, kde by rozpoznávání gest mohlo usnadnit práci.
Když shrnu poznatky, které jsem se při tvorbě programů a psaní práce dozvěděl, tak
musím říct, že jsem si rozšířil znalosti o klasifikátorech, a generativním modelování. Dále
jsem se dozvěděl o skrytých Markovových modelech, jejich konstrukci, využití, odhadu pa-
rametrů a dekódování. Dále jsem se naučil používat nástroj HTK, ikdyž jen v omezeném
rozsahu pro použití v rámci mé práce. Dále jsem se seznámil s nástroji STK - pro detekci
gest, a wxWidgets pro tvorbu grafických uživatelských rozhraní. Také jsem nastudoval pro-
blematiku detekce, ikdyž jsem ji v práci využil jen okrajově.
Použití mé práce v praxi by mohla být integrace do desktopových aplikací jako např.
okenní manažery. Zde by se mohla na jednotlivá gesta namapovat odezva. Odezvou by pak
mohlo být spuštění prohlížeče, nebo jiné aplikace. Dále by aplikace mohla být využívána k
rozpoznávání myší psaných čislic, což by zajisté našlo uplatnění v zařízeních jako je PDA
nebo MDA. Dalším užitím by mohl být vlastní modul do aplikace Firefox, kde bych s jeho
pomocí ovládat prohlížeč.
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Dodatek A
Ukázky předloh ke gestům
(a) Předloha pro gesto A (b) Předloha pro gesto 9 (c) Předloha pro gesto 3
(d) Předloha pro gesto β (e) Předloha pro gesto 8 (f) Předloha pro gesto 6
Obrázek A.1: Vybrané šablony gest
31
Dodatek B
Ukázka konfiguračního souboru
#!/bin/sh
# configuration file
# width of feature vector
featureWidth=4
automataStatesCount=3 # count of emiting states
automataComplexity=2 # how many edges should be binded with each automata state
classCount=16 # 15 trid + bg model
parametrizace=
’’
Normalizovana prvni a druha derivace velikosti‘‘
rootDir=/home/jirka/projekty/bakala/uvidime # FIXME
labelsTraining=${rootDir}/data/labels.txt
# nasledujici promenne neni moc potreba menit:
data=${rootDir}/data
#labely=${rootDir}/labels
hmm0=${rootDir}/hmm0
hmm1=${rootDir}/hmm1
hmm2=${rootDir}/hmm2
hmm3=${rootDir}/hmm3 # sem se ukladaji modely
dictionary=${rootDir}/dics/dictionary # slovnik
monophones=${rootDir}/dics/monophones # seznam fonemu
prototype=${hmm0}/proto # pocatecni model
network=${rootDir}/net/network # gramatika
latice=${rootDir}/net/latice
tmpData=${rootDir}/tmp
trainMLF=${rootDir}/mlf/train.mlf
trainScript=${rootDir}/scripts/train_htk.scp
prototype1=${hmm1}/proto
bg_proto=${rootDir}/bg_model_hmm/hmm1/proto
protoMMF=${hmm1}/MMF
trainMMF=${hmm2}/MMF
txt2raw=${rootDir}/txt2raw
htk2lukas=
’’
php ‘‘${rootDir}
’’
/HTK2lukas.php‘‘
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status=${rootDir}/status
# TESTOVANI
detectiondata=${rootDir}/data/test
# transformace pozice => feature vektor
transform=${rootDir}/trideni/transform
# data v pozicovem tvaru
testdataTXT=${detectiondata}/untransformed
# data ve Feature vektoru
testdataFEAT=${detectiondata}/transformed
# data v tvaru pro HTK
testdataHTK=${detectiondata}/htkshape
recognitiondata=${rootDir}/data/rozpoznavani
recogTXT=${recognitiondata}/txt
recogFEA=${recognitiondata}/fea
recogHTK=${recognitiondata}/htk
recogRESULTS=${recognitiondata}/result.txt
recogConf=${rootDir}/rozpoznavani/ROZPOZNAVANIConf
testMLF=${rootDir}/mlf/test.mlf
testMLF2=${rootDir}/mlf/testtrain.mlf
recogScript=${rootDir}/scripts/recog.scp
detectScript=${rootDir}/scripts/detect.scp
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