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ABSTRACT
Extending the size of electronic structure simulations is an ongoing effort at various levels
of electronic structure theory. In tight-binding and density functional theory, the most
expensive part of the computation is obtaining the density matrix, which traditionally
scales cubically with the number of atoms. Tight-binding is a semi-empirical electronic
structure method that is the least expensive among methods capable of resolving charge,
energies and electronic wavefunctions at the atomistic level. While linearly scaling
algorithms have been developed previously, the focus was on using localization or sparsity
of the density matrix to obtain linear scaling. The disadvantage of this approach is that
localization and sparsity are dependent on the basis-set choice, which is generally unknown
apriori. Furthermore, calculations often also rely on matrix-matrix multiplication, which
are harder to optimize over distributed nodes. Thus, we present a linearly scaling method
that relies on sampling the density matrix via matrix-vector multiplication, by combining
polynomial expansion and polynomial purification methods that are well-known in the
tight-binding literature, allowing us to simulate multi-million atom systems on a large
memory node on the campus cluster, as well as demonstrations of larger systems and
faster, more accurate, simulations on the BlueWaters supercomputer.
Next, we investigate the underlying microscopic mechanism for electron transfer in
symmetric dielectric barrier discharge plasma generators (DBDs). DBDs are useful in a
wide variety of applications where the plasma generated is used for materials processing,
combustion, and flow control. Our interest is in determining the rate of electron emission
from dielectrics under AC voltage. While phenomenological models have existed, a
microscopic electronic-structure based model to compute and predict the rate of electron
transfer from dielectric surfaces had not been presented so far. We propose that electron
transfer between the dielectric and gaseous regions under AC voltage, is a particular case
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of the Landau-Zener avoided level-crossing model, where electron transfer occurs between
localized states due to time-dependent resonance. We first show that the temporal profile
of current-voltage obtained from this model are consistent with experimental observations,
and then go on to numerically compute the rates of electron transfer under a parametric
sweep of AC voltages and frequencies. The dataset produced will be useful as boundary
conditions in numerical plasma simulations as DBD devices are miniaturized and surface
effects become more important – previously, these values were experimentally inferred
after plasma generation.
Finally, motivated by the numerical results obtained from simulations of electron
transfer within DBDs, we investigate how rate-dependent charge-voltage hysteresis might
occur in closed finite systems driven at finite frequencies. While a lot of work has been
done to characterize dissipation due to coupling to a bath, here we investigate how
coherent unitary quantum dynamics give rise to dissipation and rate-dependent hysteresis
in finite systems. We show irreversibility of closed quantum mechanical systems under
finite driving near an avoided level-crossing, accompanied by representative simulations of
spin-magnetic field hysteresis in spin-systems, charge-voltage hysteresis in a 50-atom finite
flake of graphene, and charge-voltage hysteresis in a dielectric-gas-dielectric system driven
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The major goals of my dissertation are to extend electronic structure simulations to large
systems, and to investigate and characterize charge transfer in dielectric barrier discharge
plasma generators.
The many-electron Schrödinger equation governs almost all known matter from the
molten cores of the earth[1, 2] to the behavior of hydrogen in stars[3]. Closer to daily life,
we seek to understand natural systems and engineer new systems and materials.
Continuum models can be used to design systems at larger length scales, in the order of a
few millimeters and greater, but we also seek to predict, optimize and perfect systems at
smaller length scales where quantum effects become evident. Optimizing heat and electron
transport in integrated circuits is one area of application. Sensors and transducers are
another area of application[4], where one might seek integration of electronic components
with microfluidics[5, 6, 7], to optimize aerodynamic flows[8, 9]. Thus, as we technologically
move towards smaller and more highly engineered systems, we eventually run into the
quantum mechanical nature of matter.













|~xi − ~xj |

Ψ(~x1, . . . , ~xN ) = i~
∂
∂t
Ψ(~x1, . . . , ~xN )
(1.1)
to some approximation. The lowest eigenstate of the stationary problem
Ĥ Ψ = EΨ (1.2)
denotes the ground state many-body wavefunction. Quasi-particle electronic structure
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methods try to approximate the many-body Ĥ as the sum of single-particle Hamiltonians
Ĥ =
∑
i ĥi. This allows the many-body wavefunction, Ψ, to be expressed as products of
individual single-particle functions, ψi, which are eigenstates of the effective single-particle




+ V̂eff + V̂ext
)
ψi = εiψi (1.3)
However, because ψi represents electronic states, and because Ψ is a many-electron
(fermion) wavefunction, an antisymmetrized product (Slater determinant) is necessary.
Thus, the many-body Ψ is written as the Slater determinant of the lowest Nel2 eigenstates
ψi, where division by 2 accounts for spin degeneracy. Thus, at zero-temperature,
single-particle states are occupied or unoccupied, and the density matrix is given by the
outer-product of the occupied eigenstates. The thesis is arranged as follows:
• Chapter 2 We develop an algorithm for computation of the density matrix of large,
multi-million atom systems. Despite major differences in methodology, accuracy and
computational cost, both semi-empirical tight-binding and first-principles density
functional theory (DFT) computations solve for eigenvalues and eigenvectors of the
single-particle Hamiltonian, ĥi, and assume that the ground state wavefunction is
the antisymmetrized product of the occupied eigenvectors. Various basis sets may be
used to define the problem in matrix form – in tight-binding, atom-centered orbitals





Above, ~ci denotes the coefficient of expansion used to expand single-particle
wavefunction ψi as a linear combination of atomic orbitals. The effective
single-particle Hamiltonian in Equation 1.3 is expressed in matrix form as:




It can be readily shown that Equation 1.3 becomes
H~ci = εiS~ci (1.6)
where S denotes the overlap matrix, defined as
Smn = 〈φm|φn〉 =
∫
φ∗m(~r)φn(~r) (1.7)
In this work we assume that the basis set φm used to expand single-particle
wavefunctions are orthogonal with respect to one another, so that
S = I (1.8)
The elements of matrix H used in this work are semi-empirical, but the functional
form can be obtained via physical reasoning[10, 11, 12].
For a given Hamiltonian matrix, H, the computation of the density matrix P is the
most expensive part of the computation. The density matrix is a projection matrix
(satisfying P2 = P), and is defined as the outer product of the lowest Nel2
eigenvectors of H, where Nel denotes the number of electrons and division by 2
accounts for spin degeneracy. Using diagonalization, the computation of P scales
cubically with system size (or number of electrons), however, algorithms that scale
linearly with system-size have been developed[13, 14, 15, 16]. Prior linearly scaling
methods for computing the density matrix however, rely on the assumption that P
will be sparse. While P is shown to be sparse for large systems[17, 18] due to the
localization of the many electron wavefunction, the sparsity of P is basis-set
dependent. Moreover, the density matrix P contains more than several multiples of
non-zeros than in the original Hamiltonian, and requires memory allocation, which is
more expensive than floating point operations for large problems. In Chapter 2, we
present a method that does not rely on sparsity or localization to obtain linear
scaling density matrix computations; instead, we combine two established algorithms
to construct an exact implicit representation of P, and use Monte-Carlo sampling to
3
obtain approximate P at O(N) scaling[19].










Figure 1.1: The dielectric barrier discharge device in terms of its material components,
and the expected potential drops across the system (metal-dielectric-gas-dielectric-metal)
as an time-dependent external potential difference Vext(t) is applied. The reservoirs of
charge carriers (metallic electrodes) and the gaseous argon are separated by dielectric
material (SiO2). The region isolated by a dashed box is the system investigated in this
paper, and contains the surface regions of dielectric walls with gaseous argon in between.
In the gaseous region, argon atoms are assumed to be stationary; the dissipative effects of
the motion of argon atoms, denoted here in terms of a collisional heat bath, are not
considered but are briefly discussed in Section 3.2.4.
dielectric barrier discharge plasma generators (DBDs)[20]. A schematic of the DBD
in terms of its material components is presented in Figure 3.1. From a materials
perspective, the DBD device is composed of a metal-dielectric-gas-dielectric-metal
heterostructure. Under AC voltage, the gaseous region transitions to electron-ion
plasma; surfaces in contact with the gaseous region are expected to provide electrons
necessary to initiate and sustain plasmas, but while a microscopic mechanism of
electron emission from metallic interfaces is well-described by the Fowler-Nordheim
formula[21, 22], a microscopic mechanism for electron transfer from dielectric
surfaces to gases under AC voltage had not been proposed so far. In Chapter 3, we
propose a model of electron transfer between localized states in the dielectric and
gaseous regions under a time-dependent external potential Vext(t). In Figure 3.1, the
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part of the system isolated by a dashed-box is of interest – it consists of the argon
region as well as thin layers of the dielectric material in contact with the gas. We use
electronic structure calculations to obtain the quasi-particle states of this system,
and show that the multi-state Landau-Zener model predicts charge transfer between
dielectric surfaces and gaseous argon, and that the predictions are qualitatively
consistent with experimental observations.
• Chapter 4 A parametric sweep over different values of electric field and frequencies
is conducted, resulting in a dataset that characterizes electron emission from
hydrogenated 0001 surfaces of α−quartz interfacing with argon atoms, under AC
fields. This dataset requires a maximum of 20GB of data per gap distance
investigated, which is post-processed to obtain the effective rates of charge transfer.
While several approximations are made in this computation, including the incoherent
approximation, ensemble-averaging over a distribution of path probabilities, as well
as finite-size limits of the unit cell under simulation, this is the first dataset of its
kind, obtained from atomistic, electronic structure simulations.
• Chapter 5 Motivated by the results of Chapter 3, we investigate whether
rate-dependent hysteresis and irreversibility are possible under coherent unitary
quantum dynamics. In chapters 3 and 4, we use the incoherent limit of the
multi-state Landau-Zener problem, and find charge-voltage hysteresis. However,
these simulations do not clarify whether the hysteresis observed is a result of
model-introduced irreversibility due to the incoherent and ensemble average
approximations, or whether hysteresis would persist once those approximations are
removed. This is essential because rate-dependent hysteresis in finitely driven, finite
systems are becoming important in several pumped nanoscale systems, where ideally,
we want to operate at higher frequencies. Theoretical and numerical investigations of
hysteresis so far, have mostly focused either on hysteresis in infinite systems driven
infinitely slowly, or referenced the effect of environmental coupling as the source of
dissipation. Here, using a second-order numerical solver which conserves the trace of
ρj , for all j = 1, . . . , N , we investigate three multi-state Landau-Zener problems
under AC voltages (and magnetic fields), and find that the coherent unitary
quantum dynamics of a closed driven system gives rise to rate-dependent hysteresis
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in finite systems.
• Chapter 6 We end with a conclusion of work presented so far.
• Appendices A & B contain works that are not directly related to the thesis, but
contributed in the development of perspective. In particular, Appendix A uses ideas
from field theory (treating the electric field as a quantum-mechanical operator), and
quantum information theory (obtaining uncertainty relations for variances of
operators) to propose a bound on the total energy of many-electron systems based
on density functional theory. This work helped me understand the boundaries of
ongoing work in electronic structure theory and quantum information.
Appendix B presents work that was done during my summer 2015 internship at Los
Alamos National Laboratory(LANL), where we used graph partitioning to accelerate
density matrix computations. From a physics perspective, work in the late 1990s and
2000s had shown that since localization of the ground state wavefunction can
generally be assumed (exponential decay of density matrix in insulators, and
polynomial decay in metals), one could theoretically always obtain linearly-scaling
algorithms for electronic structure calculations. Computations of density of states,
for example, could be obtained easily via polynomial expansion methods, which
formed parts of my Masters’ thesis. Appendix B is not directly linked to Chapter 2,
as it mostly focuses on dividing a large graph into smaller parts and using new
programming paradigms to obtain better scaling, but the work in Appendix B was




LARGE SCALE DENSITY MATRIX CALCULATION
The work presented in this chapter is published in the paper, Purnima Ghale and Harley
T. Johnson, A sparse matrix-vector multiplication based algorithm for accurate density
matrix computations on systems of millions of atoms, Comput. Phys. Commun. 2018.
For a given Hamiltonian, H, we are interested in the eigensolutions, H~vi = Ei~vi, where







where f(Ei) is the Fermi-Dirac distribution. At zero-temperature, fermionic states are
occupied or unoccupied so that f(Ei) takes discrete values (= 1) or (= 0), respectively. In




θ(γ − Ei)~vi~vTi = Θ(γI−H) (2.2)
where γ denotes the chemical potential, I denotes the identity matrix.
The density matrix satisfies the idempotency, commutation, and trace conditions that
are denoted by
P 2 = P (2.3a)
PH = HP (2.3b)
Trace [P ] = Nel/2 (2.3c)
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respectively. Above, Nel denotes the number of electrons, and division by 2 accounts for
spin degeneracy. Computation of the density matrix is the most expensive part of an
electronic structure calculation, as diagonalization scales cubically with the number of
electrons. One family of methods used to compute P at O(N) computational cost is
matrix purification[23, 14, 24]. In matrix purification methods, an estimate of the density
matrix, Xi, is improved by using a polynomial of the form
Xi+1 = Pi(Xi) (2.4)
where the type of polynomial operation applied can depend on the trace[23], the gradient
of a grand canonical potential with respect to elements of Xi[14], or the chemical
potential[24]. A comparison of these methods, their strengths and weaknesses and the
number of iterations required for convergence are reviewed in the literature[16, 23]. While
the number of floating point operations in polynomial purification methods scales linearly
when sparse matrix algebra is used, memory and communication constraints become more
stringent for simulation of multi-million atom systems in two ways. First, although
asymptotic sparsity of the density matrix is promised in theory[15, 17, 18], the number of
non-zeros to be stored can approach 40% depending on the basis set used, as will be
evident in Section 2.3. Furthermore, sparsity of the density matrix, while assured in
theory, is basis-set dependent in practice; as such, the appropriate basis set is generally
unknown apriori, and the basis set and density matrix are often evolved
simultaneously[25, 13, 26]. Second, even when the sparsity of the density matrix is
assured, purification methods rely on sparse matrix-matrix multiplication kernels
(SpGEMM) that are known to be computationally irregular[27, 28, 29]. In particular, a
product of two sparse matrices often results in a matrix with a different sparsity pattern;
over the course of several iterations, the non-zero pattern of the estimated density matrix
evolves from the initial non-zero structure of the Hamiltonian to a different non-zero
structure that is often denser, resulting in a higher memory and communication footprint.
Among the purification methods discussed above, we focus on the second-order spectral
projection purification method (SP2), we focus particularly on the second-order spectral
projection purification (SP2) method. Our numerical experiments show that even for
systems with bandgaps as small as 0.03 eV, and with eigenspectrum widths as large as 106
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Hartrees, the SP2 method converges slowly but stably. This reliability, however, comes at
the cost of a memory bottleneck. For example, the largest unit cell considered in this
paper contains 3.6 million atoms, with 4 orbitals per atom, and double precision to
represent non-zero values; the SP2 method without thresholding requires ≥ 1 PB of
memory. Thresholding can result in a sparse density matrix but the sparsity of P is
dependent on the underlying basis set used, and even in the best scenario, results in P
that is least several times denser than the original Hamiltonian, H. Thus, for multi-million
atom systems, the SP2 algorithm is mathematically accurate and reliable but is hindered
in its implementation by high memory and communication requirements.
An alternative approach is to write the density matrix P as a weighted sum of known
polynomial functions. Such approximations to discontinuous functions are common in
condensed matter physics, where the density of states (a sum of delta-functions), or the
density matrix (step function) is approximated by a sum of Chebyshev polynomials, with a
Jackson damping kernel[30, 31]. The computational cost is further reduced because the
Chebyshev polynomials follow a well-known recursion relation that can be expressed in
terms of sparse matrix-vector multiplications (SpMVs) easily. A closely related
approximation is the Fermi-Dirac density matrix [15, 32], which can be interpreted as the
density matrix of a system at finite temperature, denoted by the inverse of the parameter β
in its formulation. The Chebyshev expansion of the Fermi-Dirac operator was investigated
using systems with a large bandgap in [32]. Recently, the Fermi-Dirac operator expansion
was complemented with spectrum-splitting to enable all-electron calculations[33], and
coarse-graining and implicit evaluation[34] were used to compute quantities of interest in
large unit cells at linear cost. Although fast and efficient, polynomial expansions have
difficulty satisfying the idempotency condition, which can be the most difficult part of a
density matrix calculation, and leads to O(N3) scaling of traditional electronic structure
computations. A non-idempotent density matrix indicates an electronic system at finite
temperature, which requires thermal coupling between nuclear and electronic degrees of
freedom, and goes beyond the Born-Oppenheimer approximation. While finite
temperature electronic structure calculations are physically important and relevant[35, 36],
we limit the scope of this paper to computations of density matrices at zero temperature.
Thus, current methods that scale linearly with system size exploit localization of
physical systems[15, 17], which manifests as sparsity of the single particle density matrix
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in the right basis set. The right basis set for a physical system under investigation may be
obtained via wavelets[37], finite difference based discretization[25], adaptive
finite-elements[38], Wannier-like functions[26, 39], or atom-centered basis sets[40], giving
rise to different representations within the same level of theory, each with their individual
tradeoffs. Our proposed method is agnostic to the choice of basis set or discretization
scheme, and instead solves the linear-algebraic problem: for any given Hamiltonian, the
idempotent density matrix is computed such that the exact implicit solution scales as
O(N2) albeit with a pretty large prefactor. This generality can be particularly
advantageous in dynamical calculations where positions of atoms vary over the course of
simulation, or when restricted to using atom-centered basis sets in simulations involving
chemical reactions. In addition, O(N) scaling is accessible either when the computed
density matrix is known to be sparse in that particular basis-set, or when controlled trace
estimations similar to Monte Carlo are acceptable.
The outline of this chapter is as follows. Section 2.1 presents the density of states
calculation, which can provide initial estimates of the energies associated with the system.
Computing the density of states is not as memory or communication intensive as
computing the density matrix because the density of states represents only the distribution
of scalar eigenvalues of a given Hamiltonian, without corresponding eigenvectors. The
density of states, however, informs us about the difficulty of any subsequent density matrix
computations – in particular, density matrix computations are more expensive for systems
with large eigenvalue spectral width or small bandgaps. Following the computation of
density of states in Section 2.1, we present two previously developed methods to compute
the density matrix, the Kernel Polynomial Expansion (KPE) in Section 2.2, and the
second-order Spectral Projection Purification (SP2) in Section 2.3. These are followed by
the description of our proposed hybrid algorithm in Section 2.4, and the accompanying
results and discussion in Section 2.5. For completeness, some implementation details as
abstract classes for neighbor-listing, Hamiltonian construction, and density matrix
computations are presented in Section 2.6. Finally, summary and conclusions for future
routine simulations of multi-million atom systems are presented in Section 2.7.
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2.1 Density of states using Kernel Polynomial Method (KPM)
For a given electronic structure problem denoted by the Hamiltonian, H, the density of





where εi denote eigenvalues of the Hamiltonian, and N is the size of H.
For large simulations, direct diagonalization to compute all eigenvalues is to be avoided
as the computational cost scales cubically with the number of electrons. Instead, the
density of states, a scalar distribution as a function of ε, is approximated by the Kernel
Polynomial Method (KPM)[30, 41] defined next. The basic idea of the KPM method is
that any function, f(x), for x ∈ [−1, 1] can be expanded in terms of Chebyshev
polynomials of the first kind. Thus, one first rescales the eigenvalues of the Hamiltonian as
















where I denotes the identity matrix.
Next, the density of states is approximated by the linear expansion in terms of












where µm, gm, and Tm(x) denote the Chebyshev moments, damping factors, and
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Chebyshev polynomials of the first type respectively[30].










where the trace can be computed by sampling using random vectors, or by summing
over all unit vectors individually. N denotes the size of the Hamiltonian.
• Chebyshev polynomials of the first kind, Tm(x), are very useful in approximating
high-dimensional functions, and for x ∈ [−1, 1] are defined as
Tn(x) = cos(nacos(x)) (2.9)







where δmn denotes the Kronecker delta function. Furthermore, Chebyshev
polynomials also satisfy the recursion relation[30],
Tm(H̃) = 2H̃Tm−1(H̃)− Tm−2(H̃) (2.11)
such that for any input vector, ~vi, one can use computations of lower-order
polynomials, Tm−1(H̃)~vi and Tm−2(H̃)~vi to compute Tm(H̃)~vi as follows
Tm(H̃)~vi = 2H̃Tm−1(H̃)~vi − Tm−2(H̃)~vi (2.12)
• Finally, the damping factors, gm, are required due to finite truncation of the
cosine-expansion, as higher order Chebyshev polynomials introduce oscillations
which cancel only if the expansion extends to infinity. This kind of Gibbs’ oscillation,
which arises due to series truncation, is mitigated by the use of damping kernels. A
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discussion of damping kernels in the context of the KPM method can be found in
[30]; we use Jackson kernels obtained by using:
gm =
(MKPM −m+ 1) cos(mζ) + sin(mζ) cot (ζ)
1 +MKPM
(2.13)
where ζ = π1+MKPM . Once DOS(x) is computed, the chemical potential γ ∈ [−1, 1] is




DOS(x)dx = Nel (2.14)





















Figure 2.1: Density of states (DOS) calculation for an α−quartz unit cell of dimension
57nm× 57nm× 5nm using the Kernel Polynomial Method[42]. Electronic structure
calculations with unit cells of these sizes can shed light on the effect of realistic defect
densities and properties of amorphous solids. The bandgap read from the above density of
states plot is 0.233 Ha or ∼ 6.3 eV, and a vertical dashed line denotes the middle of the
bandgap. In addition to the density of states, the density matrix P is desired for
self-consistent calculation, and computing P is the focus of this paper.
For purposes of demonstration, a unit cell of perfect α−quartz crystal containing
1, 125, 000 atoms is shown in Fig. 2.1 along with its energy spectrum computed using
Kernel Polynomial Method, the details of which are included for completeness in the next
section; alternative methods[43, 44] can also be used to obtain the maximum and
minimum energies(λmax and λmin), and the chemical potential γ. The density of states
shown in Fig. 2.1 is computed from an initial, non-self-consistent, density functional
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tight-binding (DFTB) Hamiltonian (see [45] and [46]), resulting in a bandgap of 6.3 eV,
which is within the range of reported values in the literature[47, 48, 49].
Next, one might consider how the number of moments required is affected by the
bandgap of the system. The main consideration is that the KPM with the Jackson kernel











where σ, which determines the sharpness of the delta function approximation centered at
xi, δ(x− xi), is dependent on the number of moments used. In particular, for a KPM
expansion of order M , the delta-function approximation is that corresponding to σ ∼ πM if
the discrete point xi = 0, and σ ∼ πM3/2 if the delta-function is centered at xi = ±1[30].
Here, we should note that the Jackson kernel does not have a uniform effect over the entire
interval [−1, 1], i.e. the gaussian approximation is sharper in some regions than in others.
Conservatively, if εgap denotes the gap to be resolved with a confidence that two
delta-functions are separated by at least 6σ, the order of KPM expansion should scale as
M ∼ 6πεgap .
While KPM can resolve small bandgaps, given sufficient number of moments for
expansion, KPM is most useful for obtaining the overall density of states over the entire
spectrum of the Hamiltonian. If we are simply interested in separating two or ten
eigenstates in a tentative region, for example, traditional methods in linear algebra, such
as the power, inverse-power, and related methods, may be preferable and complementary
to a lower order KPM.
Finally, we briefly point to uncertainties in KPM and sparse-matrix-vector
multiplication based methods due to sampling via random vectors. Moments in the KPM
method and KPE method, discussed in the next section use estimates of traces of a
matrix. In addition, the spectral projection purification method (SP2) method discussed
later in this chapter also rely on trace estimation. It is known that random vectors
estimates of matrix-traces converge as 1√
NM
, where N denotes the dimensionality of the
Hamiltonian[30].
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2.2 Kernel Polynomial Expansion
We can also approximate the density matrix, or the sign function θ(γ − λk) by a truncated
sum of Chebyshev polynomials[31]. First, the maximum and minimum eigenvalues Emax
and Emin, and the chemical potential γ are estimated by using the Kernel Polynomial
Method to approximate the density of states, or any other alternative methods[43, 44].
Then, the Hamiltonian H is rescaled to H̃ as above, such that eigenvalues are in the range
λ̃i ∈ [−1, 1]. Then, we expand the density matrix P in terms of a weighted sum of








where µm, gm and Tm(H̃) denote the Chebyshev moments, damping factors, and the
m−th order Chebyshev polynomial respectively, while MKPE denotes the number of
polynomials used in the approximation[31]. The moments µm are easy to compute and are








2 sin(m acos γ)
mπ
(2.18)
The damping factors, gm, damp Gibbs’ oscillations that arise due to truncation of the

















Note that a different expression for the Jackson kernel is used for the density matrix
approximation, in comparison to previous density of states approximation, following the
derivation in [31]. Finally, the Chebyshev polynomials Tm(H̃) are computed by using the
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well-known Chebyshev recursion relations :
Tm(H̃) = 2H̃Tm−1(H̃)− Tm−2(H̃) (2.20)
Equation 2.20 is used to compute the operation of Tm(H̃), and subsequently the operation
of PKPE , on any input vector ~v. Although the KPE method is relatively simple and
inexpensive, the density matrix obtained from this method, PKPE , may not exactly satisfy
the idempotency or charge constraints (Equations 2.3a and 2.3c) for two reasons. First, an
infinite sum of Chebyshev polynomials can converge to a continuous function f(x), but the
sum converges to 12 (f(x0+) + f(x0−)) at the discontinuity[50]. In addition, truncation and
the use of damping factors to prevent Gibbs oscillations, which is required for stability of
the method[30], introduce inaccuracies in the approximation. Secondly, the moments µm
are sensitive to the estimate of chemical potential γ, which is also at or close to the
location of the discontinuity. Therefore, an initial estimate of γ may result in a density
matrix P which is close to but not the exact solution, as shown in the next subsection.
2.2.1 Accuracy
Here, the convergence and errors resulting from the Kernel Polynomial approximation are
investigated. Given the rescaled chemical potential γ̃, rescaled eigenvalues Ẽi ∈ [−1, 1],
























For given M , the highest Chebyshev polynomial used,









Figures 2.2a and 2.2b show convergence of the kernel polynomial approximation. In
Figure 2.2a, the horizontal axis labels the eigenvalues of the matrix, while the vertical axis
refers to KPE approximation of θ(γ − Ek) as M, the number of Chebyshev polynomials
used, is varied. For a unit cell containing 1125 atoms of α−quartz, described using a
minimal basis set, the size of the Hamiltonian is 4500, and the number of occupied states
is 3000, where a discontinuity is expected. With M = 1000, the approximation is almost
θ(γ − λk) for most eigenvalues except those closest to the chemical potential. When
100, 000 moments are used, the step function approximation for all eigenvalues have
reached the correct 0 or 1 value except at λk = λ3000 = γ. Upon zooming in, we note that
the approximation remains fixed at 0.5 when the number of polynomials used is varied
from M = 10 through 100, 000. This behavior where θλk → 12 (θ(γ+) + θ(γ−)) at the
discontinuity as M →∞ prevents the constraint in Equation 2.3a from being satisfied.
However, the chemical potential γ can be shifted such that γ is not the exact λocc, and the
sensitivity of idempotence errors due to this change (denoted by δγ) is shown in
Figure 2.2b.
The advantage of this method is that the expansion of the density matrix is known
apriori – as a result, the density matrix can be sampled by a matrix-vector multiplication.
As a result, the computation can be reduced to a matrix-vector multiplications, whose cost
is determined by the size of the Hamiltonian and the order of the polynomial expansion.
Using the well-known recursion relation of Chebyshev polynomials, every Tm(H̃)~v can be
obtained by calling previous computations of Tm−2(H̃)~v and Tm−1(H̃)~v once.
The main disadvantage is that the method is fully explicit, and (1) may not capture
discontinuities effectively, and (2) cannot self-correct if it starts with a slightly
off-parameter, for example, if the chemical potential provided does not exactly correspond
to the midpoint between occupied and unoccupied states. As higher order polynomials are
added, convergence slows down and Gibbs oscillations[30, 50] appear near discontinuities,
which have to be damped by using damping kernels.
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Figure 2.2: Convergence behavior of the Kernel Polynomial Expansion. On the left, the
convergence of θ(x) when the correct highest occupied electronic state is used as γ is
shown, where the legend denotes the number of Chebyshev moments used. Despite using
M = 105, the approximation at λk=3000 → 0.5 because of the expected discontinuity. On
the right, the effect of shifting γ by λocc + δγ in Hartrees is shown, so that the
discontinuity is not directly at an eigenvalue. We note that for large systems λocc itself is
also estimated, and while shifting γ can help to satisfy the idempotency constraint, the
behavior is sensitive to the location of γ.
2.3 Spectral Projection Purification (SP2)
The second order spectral projection purification method (SP2)[23] is one of several matrix
purification methods[14, 24], where an initial guess Xi is improved by using a non-linear
polynomial Xi+1 = P(Xi). Given a Hamiltonian matrix H, one first rescales the
Hamiltonian so that all eigenvalues fall within the range ∈ {0, 1} in the reverse order.
Then, the following polynomial purification is used:
Xi+1 = (1 + αi)Xi − αiX2i (2.23)
where αi = 1 if trace[Xi] <
Nel
2 , and αi = −1 if trace[Xi] > Nel2 .
For systems sizes on the order of ∼ 10, 000 atoms, the SP2 algorithm needs no
modification. With dense matrix algebra, the method resolves differences between
occupied and unoccupied states separated by ≤ 0.03 eV residing in a spectrum whose
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width between maximum and minimum eigenvalues is 30Ha, as shown in Figure 2.3, such
that the final eigenvalues of X are within {0, 1}. When the optimal basis-set is known, the
density matrix is sparse in that basis-set, and the method scales linearly both in terms of
the memory footprint as well as the number of floating points operations[17, 18]. In
addition, it has been shown that further speed-up can be obtained by decomposing
matrix-matrix-multiplication into smaller subproblems by using graph-theory[51] as long
as the positions of the non-zero elements in the final P are known and accounted for,
which can be useful for long quantum molecular dynamics (QMD) simulations.







Figure 2.3: Ability of dense matrix SP2 method to separate eigenvalues separated by
∼ 0.03 eV, within an eigenspectrum width of 30 Ha.
However, for larger problems approaching ∼ 106 atoms, memory constraints become
severe, as the number of non-zeros at least doubles over the course of density matrix
computation, even for sparse P. Furthermore, matrix-matrix multiplications required for
SP2 have a higher computational complexity than matrix-vector multiplications, which are
more easily optimizable. Thus, we think that implicit representation of P with Monte
Carlo sampling is the preferred way to obtain a general, linearly scaling algorithm for
electronic structure computations.
The next subsection investigates the number of SP2 iterations required for convergence
as the width of eigenspectrum of H, and the bandgap of the system being studied, are
varied. Then, Section 2.3.2 presents the effect of thresholding and sparsity in estimates of
P over the course of SP2 iterations in the case of an α-quartz system.
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2.3.1 Number of iterations required for convergence of P
The density matrix is said to converge when the idempotency condition, Equation 2.3a,
and the commutation condition, Equation 2.3b are satisfied while obtaining the correct
total charge. The commutation condition is automatically satisfied when all estimates of P
are polynomials of H (the subspace spanned by occupied eigenstates may be blurred due
to thresholding between iterations), so that the idempotency condition is the more
challenging constraint to satisfy. In case of a diagonalizable Hamiltonian H, with rescaled































Thus, polynomial expansion at each iteration changes the weights of the subspaces
spanned by different eigenvectors but does not change the eigenbasis itself; the weights are
determined by the variable ζn,k, where the index n stands for the n−th iteration while the
index k denotes the index of the eigenvalue-eigenvector pair, and at convergence the scalar




(ζ2n,k − ζn,k)~xk~xTk = 0 (2.25)
and the integer n determines the number of SP2 iterations required. The idempotency
condition is important because, among other things, it prevents the mixing of unoccupied
states with the ground state density.
Figure 2.4 demonstrates the number of SP2 iterations required to satisfy the
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gap = 0.03 eV
gap = 0.5 eV
gap = 2 eV
gap = 5 eV
Figure 2.4: The number of SP2 iterations required as the width of the spectrum of the
Hamiltonian matrix H (in Hartrees), and the bandgap (in eV) are varied; the idempotency
condition is satisfied within 10−1. Artificial 4500× 4500 symmetric matrices, constructed
with set bandgaps and eigenspectrum widths in MATLAB[52], were used as the initial
Hamiltonians.
idempotency constraint within
max(abs(P 2 − P )) ≤ 10−1
Numerical experiments are conducted with artificial Hamiltonians while varying the width
of the spectrum (∆λ), as well as the gap between occupied and unoccupied states. The
spectral width of around 30 Hartrees is representative of Hamiltonians obtained with
pseudopotential calculations while the width of the eigenspectrum is at most a few
Hartrees in the case of a perfect α−quartz described by the density functional based
tight-binding Hamiltonian. Also, as expected, computations are less expensive for
Hamiltonians with a large bandgap.
2.3.2 Thresholding and sparsity in SP2
Next, the effect of thresholding on sparsity of the density matrix is investigated by using a
minimal basis tight-binding Hamiltonian for the α−quartz system. Ten SP2 iterations
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were performed with the threshold parameter τ varying from 10−3 to 10−6, such that the
estimate P was thresholded at each iteration. As observed from Figure 2.5, a moderate
threshold of (τ = 10−3) doubles the percentage of non-zeros over the course of 10 SP2
iterations, and with a threshold of τ = 10−6, more than 40% of elements of P at 10-th
iteration are non-zero. Here, we note that although sparsity of the density matrix is
guaranteed in theory, in practice localization is formalized in terms of Wannier functions,
and requires transformations of the basis set during the course of simulations. Thus, the
observed sparsity of P depends on the basis set used (and affects other density matrix
methods[14, 24]).



















Figure 2.5: Comparison of the % of non-zeros for the α−quartz system with various
threshold parameters τ . We observe that for a moderate τ ∼ 10−3, the percentage of
non-zeros is about 2%, while with τ = 10−6, the percentage of non-zeros goes to ≥ 40%.
The largest system we consider here contains 3.6 million atoms with 4 orbitals-per-atom,
requiring ∼ 16− 300 terabytes of memory if single precision is used to store non-zeros in
P . In the best case scenario, nearsightedness of physical systems may result in an upper
bound in the number of non-zeros per-row; but even in that case (assuming ∼ 5000 non
zeros per row), consistent thresholding is required and large memory and communication
overhead may result.
Therefore, from Figure 2.5, we conclude that computing and storing estimates of the
density matrix may not be effective. In addition to requiring an efficient implementation of
a distributed SpGEMM kernel, the number of nonzeros at least doubles over the course of
10 SP2 iterations.
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2.3.3 Attempts to express the SP2 algorithm in terms of SpMVs
Since a straightforward implementation of the SP2 algorithm in terms of sparse
thresholded matrices relies on the irregular SpGEMM kernel, and since sparsity of
resulting P is dependent on the basis set used, we attempt to express the SP2 algorithm in
terms of known polynomials of H. H is generally sparse and is limited by the integrals of
orbitals centered on different atoms so that applying the SP2 operation in terms of sparse
matrix-vector operations where the matrix P is a known function of H would be ideal. In
theory, the polynomial operation Pi (as represented in Equation 2.4) could be applied to
the rescaled H̃ symbolically over SP2 iterations to obtain the exact expression for the
density matrix P . In practice, symbolic expansion of SP2 iterations leads to problems in
computer arithmetic. For example, if the first iteration results in X1 = 2X0 −X20 , further
SP2 iterations involve sums and differences of large coefficients in cX2
p
0 where c ∼ 22
p
; in
addition, eigenvalues of X0 are small in magnitude, in the range [0, 1], resulting in bad
conditioning.
A related alternative is to implement the SP2 algorithm recursively: the operation of
the estimate Pi on an input vector ~v can be computed by calling the operation to compute
Pi−1, and so on. In this case, SP2 scales exponentially with the number of iterations
required: computing Pi~v for a given vector ~v depends on P
2
i−1, so that each Pi~v
computation calls the function to compute Pi−1~v twice, which in turn calls the function
computing Pi−2~v twice, resulting in the number of sparse matrix vector multiplications
required scaling as 2M , where M is the number of SP2 iterations. This scaling can be
manageable for 10 SP2 iterations but accuracy is not yet achieved.
2.4 Hybrid algorithm
To now we have shown that the SP2 algorithm is limited by the number of nonzeros of P
that can be stored and communicated, which is dependent on the basis set used. We have
also shown that it is infeasible to express the SP2 algorithm in terms of sparse
matrix-vector multiplications (SpMVs) only, as the number of SpMVs scales exponentially
with the number of SP2 iterations required. On the other hand, we have shown that while
the Kernel Polynomial Expansion method with lower order polynomials can be used to
approximate the step function away from the discontinuity, the method converges very
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slowly as higher order polynomials are added, and the idempotency condition may not be
satisfied depending on the chemical potential γ. An advantage of the Kernel Polynomial
Expansion however, is that the number of SpMVs required scales linearly with the number
of moments used. These arguments justify our hybrid approach, which can be summarized
as follows:
• Obtain approximate maximum, minimum, and highest occupied eigenvalues using a
low cost method[42, 43]
• Estimate the density matrix using Kernel Polynomial Expansion
• Purify this estimate with a few SP2 iterations
In this approach, all computations are expressed in terms of SpMVs. The complete
algorithm is shown in Algorithm 1. First, a method such as Kernel Polynomial
Method(KPM) computes the chemical potential γ, and the density of states of the system;
the density matrix PKPE can be computed by using KPE. Next, Modules 1&2 compute
the values of αi required for SP2 iterations. Initially only P0 = PKPE can be computed, so
Module 2 computes the trace t0 = Trace [P0] by calling Nrand instances of
sp2step(~v, i = 0). Once t0 is known, α1 is known and P1 can be computed. Module 2
then repeats the process to obtain α2 which means that P2 can be computed. This process
is repeated until all αi for i < MSP2 are known. Once all αi are known, any element of P
can be known.
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Algorithm 1 Pseudocode for density matrix calculation
Require: H̃, MKPE , MSP2, and Nel
1: function KPM(H̃)





Module 1 - operation of (KPE+SP2) on a vector
Require: H̃, γ
Require: µm and gm
5: function sp2step (~v,i)
6: if i=0





9: ~b1 = T1(H̃)~v = H̃~v
10: while m < MKPE do
11: PKPE~v = PKPE~v + µmgm~bm






14: ~bm+1 = 2H̃~bm −~bm−1
15: return PKPE~v . PKPE is never explicitly stored
16: else
17: ~y = sp2step(~v, i− 1)
18: ~z = sp2step(~y, i− 1)
19: return Pi~v = (1 + αi)~y − ~z
Module 2 - Determining αi required
20: Generate Nrand random vectors {~r1, . . . , ~rj , . . .}
21: i← 0
22: for i < MSP2 do
23: ti ← 0
24: while n < Nrand do
25: ~v ← ~rn
26: ti = ti + ~v · sp2step(~v, i)/Nrand
27: αi+1 = sgn(Nel − 2 · ti)
28: All αi are known
Module 3 - Obtain any element of P
Require: αi, γ
29: Pij =~i · sp2step(~j,MSP2) . ~i and ~j are unit vectors
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2.5 Results and Discussion
The accuracy and computational cost of using Algorithm 1 are presented in this section.
We first compute P for Hamiltonians obtained using the self-consistent charge
tight-binding parameters[53, 10, 54] for varying unit cell sizes of the α−quartz system.
Within self-consistent charge tight-binding, the density matrix determines the partial
charge transfer between atoms, which is a correctional term to the traditional Slater
Koster Hamiltonian[11]. We examine the accuracy of the proposed algorithm in small
systems, and then consider ways to minimize error for an allowed computational budget
(in terms of SpMVs). Then, a comparison of wall times for approximate computations of
P as the number of atoms is increased is presented. Section 2.5.2 contains results of
numerical experiments assessing the accuracy of the hybrid method, as well as a
qualitative comparison with KPE. Then, in Section 2.5.3, previous numerical experiments
and performance issues of the SP2 method are briefly mentioned in comparison to the
hybrid method.
Finally, Section 2.5.4 presents the predicted behavior of our algorithm when applied to
systems other than the α−quartz Hamiltonians considered in Sections 2.5.1-2.5.3. The
method is applied to artificial Hamiltonians with pre-determined width and bandgap, and
the number of SpMVs required to obtain P within given accuracy is presented.
2.5.1 Accuracy
For small systems, intermediate matrices can be stored and the exact density matrix can
be obtained via direct diagonalization. In Fig. 2.6 we present the 2-norm error of the
computed PKPE+SP2 with respect to P obtained via direct diagonalization. Density
matrices were computed for unit cells of α-quartz containing 18 atoms and 1125 atoms.
The number of SP2 and KPE iterations, MSP2 and MKPE , are varied under the
constraint MKPE +MSP2 = 55. Here, we pose the constraint on MKPE +MSP2 primarily
to show that the algorithm can be used to optimize performance given a fixed budget of
operations, for example, for matrix-vector multiplication. MKPE +MSP2 = 55 was used
because error decreased rapidly over the first 40− 50 KPE iterations in our numerical
experiments for α−quartz. Our interest is in using fewer SP2 iterations due to its
unfavorable scaling when intermediate Pi are not stored. In this regard, ∼ 5− 10 SP2
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iterations seem enough to obtain high accuracy.




























Figure 2.6: Error for the KPE+SP2 method of density matrix computation of α−quartz
which has a large bandgap.
2.5.2 Accuracy for a fixed computational budget
In terms of scaling, if all αi required for SP2 iterations are known, one computation of Pi~v
requires MKPE2
i sparse matrix-vector multiplications. If αi are generated incrementally,






multiplications, assuming Nrand vectors are used to estimate traces of Pi. Once all αi are
known, P can be computed with an additional MKPE2
MSP2Nrand SpMVs. If exact traces
are used instead of approximate ones, then N , the size of the Hamiltonian, replaces Nrand,
the number of random vectors used. Thus, exact computation of all elements of P
requires:
Number of FLOPS ∝ 3N2MKPE2MSP2 (2.26)
where the first factor of N accounts for exact computation of trace using N unit vectors,
and the second factor of N takes the nature of sparse matrix-vector multiplication into
account. The factor of 3 accounts for the fact that values of αi are not known and have to
be computed incrementally. The scaling of 3N2 can be improved by using an efficient and
accurate trace estimator or by using the near-sightedness of P if localization is observed.
Given a computational budget of allowed SpMV operations per vector ~v, KPE and SP2
methods can be balanced to optimize error as shown in Figure 2.7. Each curve in Fig. 2.7
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represents the number of allowed SpMV operations per vector ~v, which is the factor
MKPE2
MSP2 in Equation 2.26. In Figure 2.7, the horizontal axis represents the number of
KPE moments used, while the remaining allocation of SpMVs are used for SP2. The
vertical axis represents the resulting error.























Figure 2.7: Given a computational budget of allowed SpMVs per vector, the first 50-200
iterations are to be used for KPE calculations, with the remaining allocation being used
for SP2. The inset shows error-vs.-(number of SP2 iterations) in the same order as the
main figure. Note that the x-axis in the inset is in reverse order, because, as the number of
KPE iterations is increased, the number of SP2 iterations must be decreased to remain
within the computational budget. Using ∼ 40 KPE steps leaves room for 6, 8, and 10 SP2
iterations determined by the total allocated SpMVs, while using ∼ 640 KPE steps allows
for 1, 3, and 5 SP2 iterations. Combinations with too many or too few KPE iterations (or
SP2 iterations) do not result in an optimal error, and a balance between KPE and SP2
iterations is necessary.
Figure 2.7 suggests that for the α-quartz system, around 50-200 KPE iterations should
be used to obtain PKPE that can then improved by SP2. If more than 200 KPE iterations
are used, the method becomes less accurate because it allows for fewer SP2 iterations
when the number of SpMVs is held fixed. Similarly, if fewer than 50 KPE iterations are
used, the SP2 method starts with a bad estimate, which affects final accuracy. Therefore,
a balance of the two methods is necessary. Finally, the curve indicating 20× 103 SpMV s
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in Fig. 2.7, shows that 3N2 × 20, 000 FLOPS are sufficient to obtain all elements of P with
an accuracy of 10−8. Comparable accuracy can be obtained using KPE by consuming
around the same number of SpMVs (which corresponds to the number of moments used in
KPE in Figure 2.2b) but only when an optimum shift δγ, which has to found using an
outer loop, is used. In contrast, the hybrid method can start with any close enough γ, and
converge to the density matrix P by using a comparable number of SpMVs.
We expect that the insight from Figure 2.7, about the number of KPE and SP2
iterations, will hold for most density matrix calculations for two reasons. First, most
eigenvalues of H̃ do not lie near the discontinuity between occupied and unoccupied states
so that the KPE method can be used to obtain the subspace spanned by these occupied
eigenstates. A KPE approximation with MKPE = 200 corresponds to a polynomial
expansion of order 200, and a majority of the occupied eigenstates will be accounted for
within these polynomials. Secondly, eigenstates that are close to the discontinuity between
occupied and unoccupied states require polynomial approximations of higher orders, but
damping factors gm that are required for stability of the KPE method smooth out higher
order polynomials. Therefore, SP2 should be used beyond this point.
In this way, the step function P , which can also be viewed as an infinite order
polynomial function of H̃, can be computed to high accuracy. With MKPE = 200 and
MSP2 = 7, PKPE describes P up to the 200-th polynomial function; however, after 7 SP2
iterations, the polynomial order is doubled 7 times, and the resulting P approaches the
correct subspace up to the 25600-th polynomial order. This behavior indicates that the
reason the matrix-vector form of SP2 is expensive is also the reason it is accurate.
2.5.3 Computational performance
Next, the approximate density matrices of unit cells containing 108 atoms to 3.6 million
atoms of perfect α-quartz crystal were computed using our method, and the variation of
wall time vs. number of atoms is presented in Figure A.2. The calculations used
Nrand = 10 to estimate traces, and the number of KPE and SP2 iterations were
MKPE = 100, and MSP2 = 6 respectively. With 10 random vectors obtained from a
gaussian distribution, traces are expected to be within ±3 with 90% probability[55]. In
order to obtain traces within ±0.3 with 99% probability, 1700 random vectors would be
required, and to obtain traces within ±0.1, 19000 vectors would be needed. In general,
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the number of random vectors required to obtain a preset accuracy does not change, or at
most logarithmically increases with the size of the matrix, depending on the type of trace
estimator used. While using random trace estimators allows the method to scale linearly,
the exact solution without any sparsity or localization approximation remains accessible
with O(N2) scaling. Although the numerical algorithm was implemented in
Charm+ +[56] for future parallelization, the wall times presented are for serial runs on a
single 24-core Dell node using the SpMV kernel in the Intel-MKL-2016 library[57] with no
further optimizations.

















Figure 2.8: Wall time taken for a single density matrix calculation as the number of
atoms is increased from 108 atoms to 3.6 million, with a minimum sp3 basis set resulting
in at most 14.4 million atomic orbitals. A single 24-core node is used, and at most a few
hours are required for an approximate solution.
Previously, our attempts to use traditional SP2 with the Intel-MKL SpGEMM kernel
were unsuccessful for systems containing 500, 000 atoms after 10 SP2 iterations due to the
necessity of storing intermediate density matrices, Pi, that are considerably denser than
H. To illustrate this limitation of traditional SP2, we can go back to Figure 2.5, where
20% of elements of Pi were non-zeros within 10 SP2 iterations even when a moderate
threshold of 10−5 was used, and the computation started with an initial percentage of
non-zeros that was less than 2%. In general, the memory requirement for P is at least
several times higher compared to the initial H̃, and in any explicit method, managing
memory for elements of P is a challenge. This increase in the number of non-zeros,
however, does not affect our method because we never explicitly construct the full density
matrix, instead computing only the required elements where necessary so that our
algorithm requires storage for H̃, and a few constants such as γ and αi. The memory and
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communication complexity of traditional SP2 are avoided, and the execution is similar to
other iterative sparse matrix-vector based computations involving millions of degrees of
freedom that are routine on a single node. Furthermore, optimized distributed SpMV
kernels are available should distributed nodes be necessary[58, 59]. Improvements in wall
time can be made by speeding up the SpMV computational kernel, for which methods are
continuously explored in the scientific computing literature[60, 61, 62, 63].
Next, Figure 2.9 presents preliminary scaling results (wall times and parallel
efficiencies) of our code on Blue Waters for systems containing 0.5× 106 and 1.9× 106
atoms, using 10− 3200 processors. All simulations used XE6 nodes and off-the-shelf petsc
implementation with no further optimizations. In addition, Figure 2.9a also shows
individual instances of density matrix computations for systems containing ∼ 3× 106 and
9× 106 atoms. These simulations are promising: the optimal number of processors for
simulations of 10 million atom systems is likely to be less than 3200 processors, and it
seems possible to approach not just 10 million but even 100 million atoms in the near
future. Further optimization of this code would be useful, and support from Blue Waters
staff appreciated.
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Figure 2.9: Scaling results for density matrix calculations, with no optimization beyond
off-the-shelf petsc module provided by Blue Waters.
2.5.4 Effect of band gap and width of eigenspectrum
Previously, we observed performance of the combined approach for systems with a large
bandgap and with a relatively narrow eigenspectrum. We now investigate the predicted
cost of our method with respect to the band gap and width of the eigenspectrum. In
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particular, we analyze the number of sparse-matrix vector multiplies required per vector
(the prefactor MKPE2
MSP2 in Equation 2.26) to obtain an idempotency error of :
abs(max(θk − θ2k)) < 0.1 (2.27)
The predicted number of SpMVs are shown in Figure 2.10, and we note that as expected,
as the eigenspectrum of the system widens, more computations are needed to resolve the
density matrix.
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Figure 2.10: Variation in the number of KPE moments used and total computational
cost in terms of sparse matrix vector multiplications (SpMVs) as the width of the
eigenspectrum of H and bandgap of the system being studied are varied. In most cases it
is straightforward to identify the number of KPE moments for which a minimal number of
SpMV operations can be achieved. We note that, as the eigenspectrum becomes wider and
bandgap narrower, more KPE moments are required, which are then purified by a few
additional SP2 iterations. We note that a moderate number of SpMVs (∼ 105) are
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Figure 2.11: Schematic for a self-consistent charge tight-binding calculation.
Density functional based tight-binding is a self-consistent charge tight-binding
method(SCC-TB)[53] that is a less accurate but inexpensive alternative to DFT; in
tight-binding, single electron wavefunctions are expanded as linear combinations of atomic
orbitals, and the Slater-Koster Hamiltonian where inter-orbital elements of the
Hamiltonian HSKij are fitted to experiments or ab-initio data[11, 64, 12], is used.
Tight-binding can be improved by taking partial charges on individual atoms into
consideration through a correction Hamiltonian, H∆, which requires a self-consistency
cycle as shown in Figure 2.11.
For large scale electronic structure problems, the availability of efficient and portable
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datastructures determined our implementation. In particular, we wanted efficient,
well-documented and portable implementations of sparse matrix-vector multiplications.
Our implementation is built on C++-classes that use the distributed sparse matrix library,
PETSC[59](Portable and Extensible Toolkit for Scientific Computing). Three classes are
built using these datastructures. The main design feature that structured this code is the
plug-in nature of methods, quantities of interest, parameter sets, and input positions.
Basically, the Hamiltonian, density matrix and neighbor listing are implemented
independently, and closed off from changes in one another. In addition, newer methods for
every functionality, such as computing the neighbor list, sampling the density matrix, can
be added or modified, without changing the user-interface, and interactions with other
classes.
2.6.1 Interfaces
The interfaces to various classes that read input coordinates, obtain neighbor lists, and
construct the required Hamiltonian and density matrices, are as follows:
NeighborList class – The class allows one to obtain the nearest neighbors via a
random kd-tree, which has been implemented in parallel, or via the approximate nearest
neighbor library [65], which has good single node performance and was used in our
calculations in [19], but does not have a parallel implementation. Another popular library
is FLANN[66], which seems to be widely used but their test-examples do not compile.
Finally, one can also simply go through all the atoms in an O(N2) way.
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#i f n d e f Ne ighborLi s t h
#d e f i n e Ne ighborLi s t h
c l a s s Ne ighborLis t {
p r i v a t e :
void modifyNList ( const int , const double , const double , const double
, const int , const int , const int , const i n t ) ;
pub l i c : // in fo rmat ion about ne ighbors and atomic p o s i t i o n s
double ∗ l o ca lXs ; double ∗ l o ca lYs ; double ∗ l o c a l Z s ; double ∗
l o c a l n e u t r a lC h a rg e s ;
i n t ∗ localAtoms ; i n t ∗ l o ca lBeg in Index ; i n t ∗ loca lEndIndex ;
Pet sc Int ∗ nN; double ∗ xs ; double ∗ ys ; double ∗ zs ;
Pet sc Int ∗ aTN; Pet sc Int ∗ bIN ; Pet sc Int ∗ eIN ; Pet sc Int ∗ gAIN ;
i n t rbegin , rend , Natoms , maxN A ;
NeighborLis t ( int , int , int , i n t ) ; // Natoms , rbegin , rend ,
max neighbors
˜ NeighborLis t ( ) ;
void f i l lXYZs f s t r e am ( ) ; void c l e a rNe i ghbo rL i s t ( ) ;
void con s t ruc tN e i ghbo rL i s t r kd t f s t r e am ( const int , const i n t ) ;
void cons t ruc tNe ighborL i s t dumb fscan f ( ) ;
void constructNeighborList ANN ( const int , const i n t ) ; } ;
#e n d i f /∗ NeighborLi s t h ∗/
Listing 2.1: Interface defining the neighborList class. The functions are
self-explanatory.
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Hamiltonian class – the class contains several Hamiltonians, the non-self-consistent
tight-binding Hamiltonian, HTB is represented by H. The charge-dependent part of the
Hamiltonian required for the self-consistency cycle, H∆, is denoted by deltaH. The total
Hamiltonian at the current self-consistency iteration, and the total Hamiltonian in the last
self-consistency iteration, are denoted by Htotal and Htotal0, respectively.
#i f n d e f Hamiltonian h
#d e f i n e Hamiltonian h
c l a s s Hamiltonian{
Mat H, deltaH , Htotal , Htota l0 ;
Mat orbital2Atom , Gamma ab ;
Vec netCharges , gammaq , neutra lCharges , chargeOnAtom ;
Vec gammaq overOrbitals ;
i n t l oca lHS ize , beginGlobalRow ;
pub l i c :
Hamiltonian ( int , int , int , i n t ) ; ///< Natoms , nSize , max per row
i n t s c f i t e r ;
double mixRatio ;
void getH (Mat&) ;
void getHtota l (Mat&) ;
void constructH ( . . . ) ;
void i n i t i a l i z e N e u t r a l C h a r g e s ( . . . ) ;
void constructDeltaH ( const int , const int , Vec&) ;
void updateH ( ) ;
void obtainChargeOnAtoms ( Vec&) ;
˜ Hamiltonian ( ) {}
} ;
#e n d i f /∗ Hamiltonian h ∗/
Listing 2.2: Interface defining the Hamiltonian class. The class collects several
matrices required for self-consistent tight-binding calculations in one place, and
allows the user to modify or construct those matrices. The functions are
self-explanatory. {H, deltaH, Htotal, Htotal0 } denote the tight-binding
Hamiltonian, self-consistent charge contributions, total Hamiltonian of the current
self-consistent iteration, and total Hamiltonian of the previous self-consistent
iteration, respectively. orbital2Atom is a matrix that is used as an index-map that
allows one to extract, from any orbital index, the corresponding atomic position, or
total charge. Gamma ab is an intermediate matrix used to compute the deltaH.
The Hamiltonian class requires as input the number of atoms, the size of the
Hamiltonian, and the maximum number of non-zeros-per row. The function
constructH() takes as input the neighborList and atom positions, after which other
functions can be called.
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DensityMatrix class – this class contains the datasets and functions required to
compute the density matrix. It allocates memory for the Hamiltonian using information
about nSize and max per row. The input Hamiltonian is read via readHamiltonian(),
making no distinction about the origin of the Hamiltonian. To run the algorithm
presented in [19], one first calls computeAlphas < type > (), where < type > denotes the
choice of using random vectors to approximate matrix traces, or unit vectors to obtain
exact traces; after which the values of αi = ±1, are obtained. After the computation of
αi’s, diagonal elements of the density matrix can be computed by calling
computeDiagonalElements wRandom() or computeDiagonalElements wUnitVectors(). The
latter is exact, but scales quadratically with the number of atoms.
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#i f n d e f DensityMatr ix h
#d e f i n e DensityMatr ix h
c l a s s DensityMatrix {
p r i v a t e :
double ∗ Energ i e s ;
double ∗ DOSvals ;
i n t nS ize ;
i n t Nmoments , nTi lde ;
double muvalue ;
Mat Htota l ;
vector<int> alphas SP2 ;
void KPM( ) ;
void sampleKPE(Vec , Vec ) ;
void s c a l e H t o t a l ( ) ;
void sampleSP2 ( int , int , Vec , Vec ) ;
pub l i c :
DensityMatrix ( const int , const i n t ) ; ///< nSize , max per row ,
˜ DensityMatrix ( ) ;
i n t maxsp2 , nRandoms , M KPE, M KPM
void s e t a r g s ( ) ;
double chemica lPotent ia l , maxEnergy , minEnergy ;
void getDens i tyOfStates ( ) ;
void readHamiltonian (Mat&) ;
void computeAlphas wRandom ( ) ;
void computeAlphas wUnitVectors ( ) ;
void computeAlphas wMC ( ) ;
void computeDiagonalElements wRandom ( ) ;
void computeDiagonalElements wUnitVectors ( ) ;
void sampleDensityMat ( Vec&, Vec&) ;
} ;
#e n d i f /∗ DensityMatr ix h ∗/
Listing 2.3: Interface defining the DensityMatrix class. The functions are
self-explanatory. The class requires information about the size of the Hamiltonian,
and the number of non-zeros per row, and reads the Hamiltonian using
readHamiltonian(). The class is agnostic to the origin of the Hamiltonian, or the
position of atoms, etc.
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2.7 Summary and Conclusions
In this chapter, we have described an algorithm for density matrix computation of systems
containing several million atoms on a single node, as well as demonstrated scaling behavior
on more than a hundred nodes with systems containing more than 9 million atoms. The
implicit construction of the density matrix, and subsequent sampling of the density matrix
by matrix-vector multiplications allow us to bypass the memory constraints usually found
in explicit density matrix computations where the simulated system sizes are bound by
memory and communication costs. We have shown that balancing polynomial expansion
and polynomial purification methods generally provides a shorter and less expensive path
towards accurate density matrix calculations.
Next, we focused on the underlying distributed datastructures used, and how we can
design code to make it portable and extensible with a minimum number of external
dependencies. In particular, we have provided an interface through which a new developer
can add extra functionalities, swap the required Hamiltonian, or swap the method by
which input coordinates are read or separated into nearest neighbor lists.
There are three major future directions for this work:
• How can we create intuitive and general enough interfaces that will allow us to run
large scale tight-binding calculations on supercomputing clusters?
• How can we leverage what is known about statistical sampling to accelerate trace
estimation as well as estimation of diagonal elements?
• Finally, once we find the appropriate basis set via diagonalization or density matrix
calculation, it is possible to express the system in more localized basis states.
Localized basis sets have plenty of advantages – how can we use computed knowledge
of localized basis sets to accelerate temporal evolution of the density matrix? The
time-dependent closed quantum Liouville equation is considered in Chapter 5.
The ultimate goal of distributed, extremely scalable electronic structure calculations,
however, is to make all calculations matrix-free, so that they are not memory-bound, while
reducing communication footprints resulting from this change. The pipe-dream is to
develop computational methods that can not only run fast on specialized supercomputers
but are also distribute-able enough for citizen-science – utilizing downtime in various
40
electronic and wireless systems to compute essential or fun properties such as the spectra
of hypothetical disordered “unobtanium” crystals, or different parts of the human brain,
and so on.
The next chapter is motivated by my work and meetings within the Center for
Exascale Simulation of Plasma Assisted Combustion (XPACC), where we are interested in
obtaining the rates of electron emission from dielectric surfaces under AC field.
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CHAPTER 3
ELECTRON TRANSFER IN DIELECTRIC BARRIER
DISCHARGES
In the previous chapter, we presented work on large scale electronic structure simulations,
and applied it to α−quartz. One of the motivations for large scale electronic structure
simulations is to enable device-length simulations of nano and micro-scale devices, that are
starting to be miniaturized. As devices are miniaturized, however, surface effects become
more important, and quantum-mechanical atomistic simulations become necessary. For
example, previously, while the role of metallic surfaces in plasma generation was
well-investigated, the exact microscopic mechanism by which electrons were emitted from
dielectric surfaces was not understood to the same extent. For microscopic devices, if we
are to better optimize devices, it is essential to go beyond phenomenological models for
macroscopic systems, and dive into the microscopic mechanisms involved.
This chapter is based on published work (Purnima Ghale and Harley T. Johnson,
Phys. Rev. B., Dynamical level-crossing model for time-dependent electron emission from
dielectric surfaces in symmetric dielectric barrier discharges, 2019 ), where the model for
electron transfer is proposed, and qualitative comparison with experiments are made.
3.1 Motivation
Dielectric barrier discharges (DBDs) have been used since the 19th century[20], and have
applications in materials processing, ozone synthesis, plasma displays, combustion, and
aerodynamic flow control [67, 68, 69, 70, 71]. A typical set up consists of an external AC
voltage, and at least one dielectric barrier between metallic electrodes. The configuration
of interest in this chapter is the symmetric planar DBD where both metallic electrodes are
covered by a layer of dielectric material like quartz, such that the gaseous region lies
between the dielectric surfaces[72]. Electron emission of primary and secondary electrons
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from surface walls, and electron-impact ionization in the gaseous region are requisite
mechanisms for plasma generation[73, 74, 75]. In the simplest lumped element model or
circuit model[76, 77, 78, 79] used to investigate current-voltage behavior in dielectric
barrier discharges at the device level, the dielectric-gas-dielectric system is modeled as a
series of capacitors in the absence of plasma, and the formation of plasma in the gaseous
region is denoted by a switch which adds a resistor to the previously capacitive circuit.
More detailed numerical models, such as direct simulation Monte Carlo (DSMC) and
particle-in-cell (PIC) methods [80, 81], solve the Boltzmann transport equation – thus,
take the volumetric effect of electron-impact ionizations and diffusive loss mechanisms into
consideration, but require an initial electron density and coefficient of electron emission
from surfaces for closure[82].
In the case of field-emission plasmas where the metallic surfaces emit electrons, the
mechanism is well-understood – in the absence of an external field, electrons in the metal
face a potential barrier, whose magnitude is given by the electron work function. In the
presence of an external electric field, electron emission from metallic surfaces can be
understood in terms of tunneling and thermal effects incorporated in the Fowler-Nordheim
formula[21, 22]. During plasma generation, specially for collisionless cases (low pressure, or
high degree of ionization), ions impinge on metallic surfaces with high speeds and thus
modify the rate of electron emission; the coefficient of secondary electron emission, γse
takes this effect into consideration.
In symmetric dielectric barrier discharges, however, there is no metal-gas or
metal-plasma interface, so electron emission from metallic surfaces, and the
Fowler-Nordheim formula, are not applicable towards understanding plasma generation.
Furthermore, while field-emission plasmas operate under both DC and AC voltage, where
electron emission (and plasma formation) closely follow the magnitude of the electric field,
symmetric dielectric barrier discharges operate under AC voltage, and plasma formation is
out of phase with the magnitude of the applied field. Dielectric surfaces also do not emit
electrons under DC fields, as they can sustain macroscopic polarization in the bulk region.
Semi-empirical tight-binding is used to obtain the electronic structure of the dielectric
layers. Energies of gaseous atoms are obtained using density functional theory (DFT) but
they are used as quasi-particle states that can be occupied or unoccupied, as in
tight-binding. Given an electronic structure method of choice, one way to investigate the
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effects of a time-dependent external potential on electron emission would be to study the
evolution of the many-particle wave function or density matrix[83, 84]; while ideal, these
methods are expensive for simulations of systems with thousands of states for hundreds of
microseconds. Alternatively, the theory of nonadiabatic transitions (or the
Landau-Zener-Stückelberg[85, 86, 87] model) can be used to construct initial models of
electron transfer during chemical reactions[88], and more recently has been used to
investigate time-dependent electron transfer between quantum dots[89, 90], as well as
ionization of Rydberg atoms[91, 92]. The novelty is the application of the theory of
nonadiabatic transitions to investigate electron transfer between dielectrics and gases
under AC voltage in the context of plasma generation. Our intuition behind this model of
electron emission from dielectric surfaces is that in the absence of an external photon or
phonon, degeneracies between occupied and empty states are required for electron transfer
via tunneling. In the case of field-emission from metallic surfaces, the presence of an
external DC field creates the degeneracy required for tunneling between conducting states
inside the metal and free electron states outside, by bending the potential barrier faced by
an electron at the metallic surface. In the case of dielectric-gas-dielectric systems under
AC voltage, degeneracies between localized states within and outside the dielectric surface
appear due to time-dependent energy level crossing, leading to the possibility of
time-dependent electron transfer. The temporal profile of current-voltage phase lag, as
well as surface charge accumulation and depletion obtained from our computations using
simple energy level crossing arguments, are consistent with experimental observations in
the literature[93, 94, 95, 96], but quantitative agreement with experiments requires more
detailed computations coupling electron transfer from dielectric surfaces with the kinetics
of plasma formation.
Finally, we note that the total number of electrons in the isolated system is held
constant – as such, electron transfers result in charge depletion (holes) and accumulation
(electrons) on the dielectric surfaces. Our computation of charge depletion and
accumulation on dielectric surfaces complements recent phenomenological and
experimental investigations of surface effects such as surface charge accumulation and
depletion, memory effects on microdischarge formation, and surface charge
transport[95, 96, 93]. Surface charges can also be transported towards metallic contacts,
and recent works have investigated electron absorption and subsequent transport in
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dielectric materials, and the associated effects of phonons and impurities[97, 98, 99, 100].
This transport of charge carriers away from the isolated dielectric-gas-dielectric system can
be coupled to charge transport within the isolated system, but is not our current focus.
The outline of this chapter is as follows: Section 3.2 presents an atomistic description
of the methods used and materials considered. The electronic structure parameterizations,
multi-state energy level-crossings within the theory of nonadiabatic transitions, and
approximations that allow us to compute the rate of charge transfer in our system of
interest, are discussed. Next, results of our calculations are presented in Section 3.3, where
we first present the density of states of the dielectric layers, followed by the predicted
charge transfers in the limit that the system varies infinitely slowly, within the adiabatic
approximation. In the same section, multi-state energy level-crossings are presented, and
the rates of electron transfer are computed by using the theory of nonadiabatic transitions.
Finally, conclusions are presented in Section 3.4.
3.2 Methods and Materials
3.2.1 Schematic description
Figure 3.1 presents a schematic diagram of the dielectric barrier discharge device, in terms
of the material components of the device. The metallic electrodes which are reservoirs of
charge carriers, and the gaseous region where charge carriers are necessary to initiate
plasma formation, are separated by a dielectric layer of α−quartz. When an external
potential difference is applied, a linear potential drop is expected across various insulating
parts of the device, according to their relative permittivity εr, and we are interested in the
time-dependent transfer of electrons from the dielectric into the gaseous argon under a
time-dependent potential Vext(t). The part of the system isolated by a dashed-box is of
interest in this work – it consists of the argon region as well as thin layers of the dielectric
material in contact with the gaseous region; we will use electronic structure calculations to
obtain the quasi-particle states of this system.
Figure 3.2 shows the isolated system of interest both during plasma generation from
the perspective of plasma physics (Figure 3.2a), and also before plasma generation from











Figure 3.1: The dielectric barrier discharge device in terms of its material components,
and the expected potential drops across the system (metal-dielectric-gas-dielectric-metal)
as an time-dependent external potential difference Vext(t) is applied. The reservoirs of
charge carriers (metallic electrodes) and the gaseous argon are separated by dielectric
material (SiO2). The region isolated by a dashed box is the system investigated here, and
contains the surface regions of dielectric walls with gaseous argon in between. In the
gaseous region, argon atoms are assumed to be stationary; the dissipative effects of the
motion of argon atoms, denoted here in terms of a collisional heat bath, are not considered
but are briefly discussed in Section 3.2.4.
schematic of surface-supported plasma during operation, where the horizontal axis
represents the gap distance between the walls. In case of dielectric barrier discharge
plasmas, the metallic electrodes are covered by layers of dielectric material, which serve as
the walls facing the gaseous region. The vertical axis represents the electrostatic potential,
V (r), experienced by the electrons and ions. Before plasma formation, the electrostatic
potential V (r) is linear; after plasma formation, the conducting plasma channel does not
support a voltage drop, and the potential difference applied between the walls results in
the formation of a sheath region with a large potential drop near the walls. Figure 3.2b
shows a schematic representation of energy levels in the dielectric-gas-dielectric system
that exist before plasma formation. The horizontal axis represents the same distance as in
Figure 3.2a but the vertical axis represents the energy-levels of the dielectric and gaseous
materials in the absence of an external field. The valence and conduction bands of the






































(b) Energy levels when Vext = 0
Figure 3.2: (a) Schematic of surface-supported plasma with the plasma sheath and
quasi-neutral conducting channel shown. The horizontal axis represents the z-distance
along which the external field is applied; the vertical axis denotes the electrostatic
potential experienced by electrons and positive ions respectively. (b) Simple model of
electronic states, where the y axis denotes the individual energy levels of the effective
quantum mechanical system. The wall is mapped onto the energy levels associated with
the dielectric, which is represented by dense bands; energy levels associated with gaseous
atoms in the intermediate region are shown as discrete lines.
effective single particle states of the gaseous atoms are shown by discrete lines. Gray or
lightly filled smaller blocks in the dielectric region represent surface states that appear due
to surface-termination.
3.2.2 Atomistic system of interest
The atomistic system of interest consists of two dielectric layers separated by a gaseous
region as shown in Figure 3.3, where atomic layers of α−quartz represent only a small
fraction of the dielectric material near the surface facing gaseous argon along the gap
distance between dielectric walls. The extent of the dielectric material is limited to a
3× 3× 3 lattice of right-handed α−quartz with Si and O termination in the 0001
direction, and with periodic boundary conditions in the x and y directions. Next to the
gaseous region, the surfaces facing the argon gas and the resulting plasma are represented
by the O-terminated quartz stabilized by hydrogenation. Away from the gaseous region,
the dielectric layers extend to metallic electrodes as shown in Figure 3.1, which drives the
system by applying the total voltage Vtotal(t). Between metallic contacts, the voltage
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drops linearly along the z−direction based on the relative permittivity, εr of the medium.
A part of this potential difference occurs between the dielectric layers, and is taken as the
external potential difference for the system shown in Figure 3.3, V (t) = V0 sinωt along the
z−direction. Finally, ∆ = 17Å in Figure 3.3 denotes the thickness of the dielectric layer






Figure 3.3: Atomistic description of the system of interest showing dielectric
layers(α−quartz) and the gaseous region(Ar atoms) in between. The 0001 surface with
-OH termination is exposed to the gaseous region. Away from the gaseous region, the
dielectric layer extends beyond the few atomic layers shown here to metallic contacts.
Periodic boundary conditions are used in the x and y directions. Here, ∆ denotes the
thickness of the dielectric layer considered. The gap-distance between walls is on the order
of 100∆ or more.
A collisionless non-reactive model for gaseous argon is used, with single-particle
electron energy levels, ε0i , set equal to the Kohn-Sham energies from density functional
theory, obtained using the ATOM code distributed with SIESTA[40, 101], using the local
density approximation[102]. Energies corresponding to the closed-shell configuration with
an sp3(4s, 3d, 5p) basis are used for the Ar atoms. The electronic structure of α−quartz is
computed using semi-empirical tight-binding parameterized[10, 54] for silicon, oxygen, and
hydrogen atoms. The sp3 orbital set is used for Si and O atoms, and a 1s orbital is used to
characterize H. Inter-orbital interactions between argon orbitals and quartz are set to zero.










where Htb denotes the tight-binding Hamiltonian for α−quartz, and HAr denotes the
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diagonal Hamiltonian containing single-particle energies of Ar. Single-particle states, ψi,





where φm are atomic orbital bases centered around atoms A, while cim are the coefficients
of linear expansion corresponding to state ψi and atomic orbitals φm. N denotes the total
number of orbital bases used or the size of the Hamiltonian. Elements of the tight-binding










where m and n denote orbital-indices, A and B denote atoms, and φm(r) and φn(r)
denote the respective atomic orbitals. Orthogonality of the basis set, 〈φm|φn〉 = δmn, is
assumed. Electronic structure is computed only at the Γ−point in reciprocal space. Thus,
the electronic structure of the system can be obtained by solving the eigensystem:
H0~ci = Ei~ci (3.4)
where Ei and ~ci denote the energies, and linear expansion coefficients of the single-particle
eigenstates ψi respectively. The lowest
Nel
2 of these eigenstates are assumed to be
occupied, where Nel denotes the number of electrons, and 2 accounts for spin degeneracy.
In the presence of a driving external voltage, the electrostatic potential is assumed to
have a linear spatial profile, so that the external potential shifts energies on the left and
right dielectric states by eVleft, and eVright respectively, and shifts the energy of the argon
atoms by eV (RAr). AC and DC Stark-shift of atomic states[103], and other modifications
of energy levels are not considered. In the atomic basis, the resulting Hamiltonian is:









where f(t) takes the time-dependent nature of the potential difference into account, and e
accounts for electronic charge.
3.2.3 Adiabatic approximation
Assuming the time-dependent part of the external voltage, f(t), to be infinitely slow, the
adiabatic approximation is used to compute the rate of electron transfer at the simplest
level. The instantaneous eigenstates of the time-dependent Hamiltonian, Htotal of
Equation 3.5, and the ground state density matrix, P(t), and the charge density on the left























where ~ci(t) and ~c
T
i (t) denote the i−th eigenvector and eigenvector-transpose of the total
Hamiltonian at time t. The number of electrons on the left and right dielectric layers, as
well as the argon region, are obtained by taking partial traces of the density matrix. The





≈ n(t+ ∆t)− n(t−∆t)
2∆t
(3.8)
3.2.4 Theory of nonadiabatic transitions
Next, the theory of nonadiabatic transitions[85, 86, 87, 104, 91] is used to compute the
rate of electron transfer under a time-dependent external voltage. The eigenstates of the










Figure 3.4: Energy level crossing of two states due to a time-dependent parameter. |1〉
and |2〉 denote diabatic states, and their energy levels are represented by dashed-lines that
are expected to cross at time t12. Direct intersection, or level-crossing, is avoided when a
coupling term, V12, exists. If the time-dependent parameter is varied sufficiently slowly,
the system undergoes adiabatic transitions given by |1〉 → |2′〉, and |2〉 → |1′〉.
potential with frequency of 20kHz is used for time-dependence. In the simplest two-state
form, eigenvectors of a time-independent 2× 2 Hamiltonian ĥ0 can be computed and
labeled |1〉 and |2〉, with energies E1 and E2. If a time-dependent shift ±F (t)2 is applied to
these eigenstates such that:








then the time-dependent diabatic energies ε1(t) and ε2(t) can cross at time t12 as observed
in Figure 3.4, where the diabatic energy levels ε1(t) and ε2(t) are represented by
dashed-lines that are expected to cross at time t12. Solid lines of Figure 3.4 present the
actual time-dependent energy-levels of the interacting, time-dependent Hamiltonian, where
level crossing is avoided due to the interaction between single-particle states, V12. Moving
from left to right in Figure 3.4, the solid lines show the adiabatic evolution of the system
in the infinitely slow limit: |1〉 → |2′〉 and |2〉 → |1′〉. The dashed lines show diabatic
evolution of the system in the infinitely fast limit: |1〉 → |1′〉, and |2〉 → |2′〉. The
dynamics of time-evolution depend on the coupling strength, V12, and the slew rate

















, where e denotes electronic charge, and ε0 is the dielectric constant. The slew rate,
∂F (t)
∂t ,
is computed at the expected level crossing of diabatic energy levels (t12), and the






In the limit tinitial = −∞ and tfinal = +∞, and assuming F (t) is linear near the
energy level crossing, the probability of diabatic transitions is given by[91]
D = P|1〉→|1′〉 = P|2〉→|2′〉 = e
−2πΓ (3.11a)
and the probability for adiabatic transition is computed according to
A = P|1〉→|2′〉 = P|2〉→|1′〉 = 1−D = 1− e−2πΓ (3.11b)













(a) All adiabatic transitions (b) All diabatic transitions
Figure 3.5: Generalization of the two-state level crossing problem to multi-state
level-crossing, with six diabatic states: three localized on the left and denoted by
|l1〉 , |l2〉 , |l3〉, and three on the right denoted by |r1〉 , |r2〉 , |r3〉. Initially the three states on
the left are occupied. (a) The system evolves fully adiabatically, leading to the system
evolution {|l1〉 , |l2〉 , |l3〉} → {|r′1〉 , |r′2〉 , |r′3〉}. All electrons on the left and transferred to
the states localized on the right. (b) All transitions are diabatic, leading to the system
evolution {|l1〉 , |l2〉 , |l3〉} → {|l′1〉 , |l′2〉 , |l′3〉}, with no electrons transferred.
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Figure 3.5 shows one example of generalization of level-crossing to systems with
multiple states: the system consists of six diabatic states and their level-crossings, with
three states localized on the left |l1〉 , |l2〉 , |l3〉, and three on the right |r1〉 , |r2〉 , |r3〉. Solid
straight lines show the diabatic energy levels under an external potential. In Figure 3.5a,
all transitions are adiabatic and electrons previously on the left are transferred to states on
the right, {|l1〉 , |l2〉 , |l3〉} → {|r′1〉 , |r′2〉 , |r′3〉}. On the other hand, Figure 3.5b shows the
evolution of the system when all transitions are diabatic, resulting in no electron transfer
as {|l1〉 , |l2〉 , |l3〉} → {|l′1〉 , |l′2〉 , |l′3〉}. The exact computation of the density matrix (or
many electron wavefunction) and integration over long timescales is an active area of
investigation, under various limiting conditions[105, 106, 107, 108, 92, 109, 110, 111, 112].
The Landau-Zener problem is generalized to multiple states in the incoherent limit[92],
where interference effects between two level-crossing events are ignored. This is a
semi-classical approximation where a superposition of states is replaced by a classical
ensemble of trajectories, so that time-evolution is modeled as a series of independent
level-crossings. While not exact, it can be justified by observing that the AC voltage has
frequencies of ∼ kHz while oscillations of electronic states correspond to frequencies of
∼ THz. Even in the semi-classical limit, however, the number of possible paths scales
exponentially with the number of level-crossings, and instead of computing a distribution
of all possible trajectories, the ensemble average is used. Thus, our computation can be
summarized as follows: first, the times for all possible level-crossing events are obtained by






















Finally, random atomic motion is ignored, although the effects of dissipation and
temperature have been investigated in other systems[113, 105]. The interplay between
finite temperature and dissipation may result in non-monotonic deviations from the
idealized Landau-Zener case[113]. In our case, however, the gaseous region itself may
undergo plasma formation, so that more consideration is necessary to define a heat-bath
appropriately. As such, the effects of temperature and dissipation are important but
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beyond the scope of this chapter.
3.3 Results
3.3.1 Density of states of the α−quartz surface
z
Si surface O surface



















(a) Unit cell of α-quartz, 0001 termi-
nation
(b) Projected density of states of the
unit cell on the left.
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Si surface H terminated
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(c) -OH terminated surface. (d) Density of states after hydrogen
termination.
Figure 3.6: Appearance of surface states due to termination of bulk α-quartz along the
0001 direction. (a) The unit cell has periodic boundary conditions in the x and y
directions, while along the z direction, the surface is terminated. (b) The projected
density of states in the bulk, Si-exposed, and O-exposed surfaces, show features consistent
with surface states. (c) The surface of interest has exposed oxygen atoms bonded to
hydrogen, leading to a less reactive, -OH terminated surface. (d) The resulting density of
states of the system shows the effect of H termination.
Figure 3.6 presents the density of states of α−quartz terminated along the 0001
direction (z direction), with periodic boundary conditions in the x and y directions. The
unit cell, shown in Figure 3.6a consists of 5× 5× 5 nine atom primitive unit cells of
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α−quartz, with corresponding density of states shown in Figure 3.6b. The bandgap
obtained is ∼ 6.3 eV, which is within the range of values reported in the
literature [47, 48, 49]. In addition to the bulk density of states, Figure 3.6b also shows the
projected density of states on the exposed atomic layers, where we note the appearance of
surface states due to the O-terminated surface and the Si-terminated surface, at different
parts of the energy spectrum. EF denotes the highest energy level occupied at zero
temperature. The surface states in the O-terminated region are below EF , and are
expected to be occupied, indicating surface charge. The Si-terminated surface is assumed
to be far away from the gaseous region, and expected to connect to metallic electrodes.
Figure 3.6c shows the dielectric layer after the O-terminated surface has been stabilized
by hydrogenation. Here, we have assumed that every dangling O- bond absorbs a
hydrogen atom to form an -OH terminated surface. The effect of -OH termination is then
observed in the density of states, shown in Figure 3.6d, where the presence of hydrogen
coverage has changed the density of states of the -OH surface such that the effect of
surface termination is not concentrated in one region of the energy spectrum. This
hydrogen-covered 0001 surface interfaces with the gaseous regions in our simulations.


















Figure 3.7: Expected shift in energies of the left and right dielectric layers due to the
external potential difference. In case of a time-dependent potential difference, the
instantaneous ground state of the system results in different occupations of states localized
on the left and right dielectrics, indicating the possibility of time-dependent electron
transfer.
Figure 3.7 presents an intuitive picture of the ground state of the system in the presence
of a potential difference between the left and right walls, with relative shifts in energies of
the left and right dielectric walls due to the potential difference between the left and right
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dielectric. If the number of electrons is conserved, and the system is allowed to relax to
the ground state, the charge distribution between the left and right walls is unequal.
Under a slow (allowing for the system to relax to the ground state) but time-dependent
potential difference, the number of electrons on the left and right dielectrics varies with
time, with electrons being transferred between the two regions at different times.
3.3.2 Adiabatic approximation
The results of Section 3.3.1 suggest that time-dependent electron transfer could be
quantified from the occupation of electronic states at the instantaneous ground states.
Figure 3.8 shows the results of that computation, where the instantaneous ground state
density matrix of the time-dependent Hamiltonian is computed; the time-dependent
nature of electron transfer is evident in the phase lag between the observed current I(t),
and applied voltage V (t). A sinusoidal potential difference with V0 = Emaxdgap is applied,
with a fixed maximum electric field, Emax = 1.04× 106 V/cm, to avoid the effects of
dielectric breakdown in microgaps. In addition to the temporal profile of current and
voltage, a first-order approximation of the electrostatic potential is also plotted in
Figure 3.8a-d, where (a) and (d) denote two points near zero-field in the AC cycle.
Localized regions of variation in electrostatic potential in Figure 3.8b denote electron
transfer from the left dielectric surface into the argon region, while Figure 3.8c shows the
electrostatic potential as the electrons are transported to the right dielectric. Despite the
simplicity of the model, the spatial profile of V (r) obtained is qualitatively similar to the
expected electric field (cf. Figure 3.2a).
3.3.3 Diabatic energy levels under time-dependent V (t)
Next, Figure 3.9 shows the variation of diabatic energy levels under AC voltage, with the
frequency set to 20 kHz. First, Figures 3.9a and 3.9b show the variation of diabatic energy
levels of the left and right dielectric layers, absent intermediate argon atoms, for V0 = 20V
and V0 = 20 kV respectively. In the case of V0 = 20V , diabatic energy levels of states on
the left and right intersect at a wide range of times, while for V0 = 20 kV , all
level-crossings appear concentrated near the half-cycles. Next, Figure 3.9c shows the
diabatic energy levels of the system, now with intermediate argon atoms: the dielectric
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Figure 3.8: Results of electronic structure calculations in the adiabatic limit. The
topmost panel shows the effective rates of electron transfer obtained from direct
computation of instantaneous ground state of the time-dependent Hamiltonian, where
∆ ≈ 17Å, the thickness of the atomistic dielectric layer. Next, for the case of dgap = 100∆,
subfigures (a)− (d) show the spatial profile of the electrostatic potential at various points
in the AC cycle, at phases corresponding to {0, 6π100 , π2 , π}. (a) and (d) correspond to the
beginning and end of the half-cycle near zero-field, while in (b), localized regions with high
electric field indicate the presence of additional electrons in the gaseous region. In (c), the
electrostatic potential is in agreement with the expected spatial profile during plasma
formation in Figure 3.2a.
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layers are separated by dgap = 1 cm, and the number of argon atoms is determined by
using the ideal gas law at pressure P = 20Pa and temperature T = 300K. An external
sinusoidal AC voltage with V0 = 400V is applied. The argon atoms are placed at random
within the gap, and assumed to be stationary, with each atom contributing 14 orbitals. As
a result, while the diabatic states on the left and right dielectric layers vary sinusoidally
with opposing slopes ∂E(t)∂t , additional discrete energy levels can be found in the energetic
gap between energies of the left and right dielectric layers. Figure 3.9c suggests that the
presence of argon atoms increases the number of, and broadens the times at which,
level-crossings (and electron transfer) can occur.
(a) V0 = 20V , vacuum (b) V0 = 20 kV , vacuum (c) V0 = 400V , 20Pa
Figure 3.9: Diabatic energy level-crossings under AC voltages at frequency, f = 20 kHz.
(a) Diabatic energy levels of states localized on the left and right dielectric layers under
AC voltage corresponding to V0 = 20V . (b) Diabatic energy levels under V0 = 20 kV . (c)
V0 = 400V , and with intermediate argon atoms between dielectric surfaces. Comparing
(a) and (b), note that level-crossings occur at a broad range of times under lower voltage
V0 = 20V , while under V0 = 20 kV , all level-crossings occur near half-cycles of V (t). In
(c), the presence of intermediate argon atoms increases the number of level-crossings as
well as broadens the times at which level-crossings, and corresponding electron transfer,
can occur.
3.3.4 Electron transfer at constant maximum electric field
Given the time-dependent diabatic energy levels of the previous section, the probabilities
of diabatic and adiabatic transitions, and the rates of electron transfer can be computed.
This section presents the rates of electron transfer when the maximum electric field
V0/dgap is held constant, to 1.04× 106 V/cm, for various gap distances; the frequency of
AC voltage is set to 20 kHz. Electron transfer is computed, both for vacuum separation
between dielectric surfaces, and in the presence of a fixed number of intermediate argon
atoms, Nar = 180.
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(a) V0 = 1.04× 103 V (b) V0 = 1.04× 104 V (c) V0 = 1.04× 106 V
Figure 3.10: Time-dependent electron transfer between dielectric surfaces under fixed
V0/dgap, as the gap distance, dgap, is set to (a) 10µm, (b) 100µm, and (c) 1cm, with
corresponding change in the AC voltage, V (t), on the right y-axis of each plot. On the left
y-axis, ∆nL denotes the rate of electron transfer from the left dielectric. In each plot, the
rates of electron emission are presented in the case of vacuum separation, and in the
presence of a fixed number of intermediate argon atoms, which corresponds to pressures of
(a) 104 Pa, (b) 103 Pa, and (c) 10Pa, respectively. The rate of electron transfer in case of
vacuum separation is multiplied by a factor of (×10) for comparison. Comparing the
magnitudes of electron transfer for various gap distances in different plots, we note that as
the gap distance is increased, the magnitudes of ∆nL decreases, as the distance between
diabatic states, r12, adversely affects the probability of adiabatic transition (and
corresponding electron transfer). In particular, when (c) dgap = 1cm, and under vacuum
separation, electron transfer is negligible despite large values of V (t). Secondly, the
presence of intermediate argon atoms increases the rate of electron transfer; this is because
intermediate argon atoms not only lead to additional level-crossings, but these
level-crossings also correspond to smaller distances between diabatic states, r12, leading to
an overall increase in electron emission. Finally, we note that electron emission from
surface walls is a necessary but insufficient condition for plasma formation. As such, the
computed temporal profiles of electron transfer are consistent with, and provide partial
predictions for, the observed temporal profiles of plasma formation in the
literature[93, 94, 95, 96].
Figures 3.10a-3.10c present the results of our computation, where gap distances are set
to (a) dgap = 10µm, (b) dgap = 100µm, and (c) dgap = 1 cm. In each plot, electron
emission is presented in the case of vacuum separation (×10 for visibility) and in the
presence of intermediate argon atoms. Assuming T = 300K and using the ideal gas law,
Nar = 180 atoms in the intermediate region correspond to pressures of (a) 1.01× 104 Pa,
(b) 1.01× 103 Pa, and (c) 10.1Pa. Since the maximum electric field, V0/dgap, is held
fixed, increase in the gap distance also corresponds to voltages of (a) V0 = 1.04× 104 V ,
(b) V0 = 1.04× 103 V , and (c) V0 = 1.04× 106 V . In each plot, the left y-axis presents the
rate of electron transfer from the left dielectric, ∆nL, while the right y-axis presents the
applied AC voltage. Comparing the magnitudes of electron emission (scales in the left
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y-axes) in different plots of Figure 3.10, we note that increase in the gap distance decreases
the rate of electron transfer – this is because increase in the distance between diabatic
states, r12, in general leads to lower probabilities of adiabatic transitions (and
corresponding electron transfer). Importantly, we note in Figure 3.10c, that for a gap
distance of 1 cm and vacuum separation, electron transfer is negligible despite the large
AC voltage, V (t), applied.
In addition, scaling of ×10 used to plot electron emission under vacuum separation in
Figure 3.10 indicates that the presence of intermediate argon atoms increases the rate of
electron emission, for all operating conditions that were investigated. Intermediate argon
atoms not only lead to additional level-crossings events, but these level-crossings also
correspond to shorter distances between diabatic states, r12, which are favorable to
adiabatic transitions (and electron transfer). Thus, the overall effect of the presence of
intermediate argon atoms is a consistent increase in the rate of electron emission, for a
variety of operating conditions.
Finally, we note that the temporal profiles of electron emission computed in this
section are qualitatively consistent with the observed temporal profiles of plasma
formation reported in the literature[93, 94, 95, 96]. We have shown that electron transfer
from the dielectric to the argon region under an AC voltage is time-dependent, and that
the dielectric region can provide electrons for plasma generation. Although electric fields
in micro-scale plasmas can approach values around 106 V/cm, the operating conditions for
plasma devices are provided in terms of the applied voltage regardless of the gap distance,
and are in the kV range[72]. Therefore, the next section investigates electron transfer
when the AC voltage and gap distance are varied separately.
3.3.5 Electron transfer at constant maximum voltage
In this section, we investigate the rates of electron transfer when the external voltage and
gap distance are varied independently. In particular, AC voltages corresponding to
V0 = {40V, 4000V }, and gap distances dgap = {1µm, 1cm}, are investigated with and
without intermediate argon atoms. Figure 3.11 presents the results of our computation.
The first column, Figure 3.11a, and the second column, Figure 3.11b, present results for
V0 = 40V and V0 = 4000V respectively, while the first and second rows of Figure 3.11
represent configurations with dgap = 1µm and dgap = 1 cm respectively. The magnitudes
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(a) V0 = 40V (b) V0 = 4000V
Figure 3.11: Electron transfer for gap distances of 1µm (first row) and 1 cm (second
row), under AC voltages (a) V0 = 40V and (b) V0 = 4000V . As expected, electron
transfer is negligible for vacuum separation when dgap = 1 cm, while the presence of
intermediate argon atoms increases the rate of electron transfer. In agreement with results
of the previous section, electron transfer for dgap = 1µm (first row) is greater than that for
dgap = 1cm (second row), due to the effect of distance between diabatic states, r12, on the
probability of adiabatic transition. Comparing the temporal profiles of (a) and (b), we
note that for V0 = 40V and vacuum separation, the temporal profile of electron emission is
broadened. More importantly, we observe in (a) that under V0 = 40V and in the presence
of intermediate argon atoms (P = 105 Pa and P = 10Pa), the temporal profile of electron
emission undergoes a qualitative shift, resulting in significant electron transfers near the
maximum V (t). This behavior provides a partial microscopic explanation to experimental
observations of delayed plasma formation when the AC voltage is lowered[114, cf. Figures
5 and 13 therein].
and temporal profiles of electron transfer under AC voltage of V0 = 4000V agree with
experimental profiles[93, 94, 95, 96], as well as conclusions of the previous section.
However, reducing the AC voltage to V0 = 40V , in Figure 3.11a, appears to have two
effects. First, in the case of vacuum separation, the temporal profile of electron transfer is
broader under V0 = 40V than under V0 = 4000V . This is consistent with our discussion in
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Section 3.3.3, where it was observed that level-crossing events are more broadly distributed
in time for smaller V0. Secondly, in the presence of intermediate argon atoms, electron
transfers also occur near the maximum value of V (t) = V0. Since electron transfer to the
gaseous region is a necessary but insufficient condition for plasma generation, this
qualitative change in time-dependent electron emission provides a partial microscopic
explanation for the observation that decreasing the maximum AC voltage also delays
breakdown[114, cf. Figures 5 and 13 therein]. This qualitative shift in the temporal
behavior of electron emission is more pronounced in the intermediate case of
dgap = 100µm, P = 10
3Pa for V0 = 40V , shown in Figure 3.12.

























Figure 3.12: Qualitative change in the time-dependence of electron emission at low AC
voltage with intermediate argon atoms present. Under high voltages (V0 = 4000V ) or
under vacuum separation, the temporal profile of electron emission is similar to the
vacuum case (solid red line). However, when the AC voltage is lowered and intermediate
argon atoms are present, the temporal profile of electron emission shifts (dashed blue line).
This observation is consistent with, and provides a partial explanation for, experimentally
observed delay in plasma formation under reduced AC voltage[114, cf. Figures 5 and 13
therein].
The results of this subsection demonstrate that both the magnitudes and
time-dependence of electron transfer are affected by a combination of gaseous pressure, AC
voltage, and gap distance between dielectric surfaces. The magnitude of the AC voltage,
V0 can change the temporal profile of electron transfer by changing the times at which
energy level-crossings occur; the number of intermediate argon atoms can also change the
number of energy level-crossings, and also lead to higher probabilities of electron transfer,
due to the decreased distance between diabatic states, r12. Although under-explored in
this dissertation, the probability of electron transfer at level crossing is also affected by the
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magnitude and frequency of AC voltage via the slew term, ∂V (t)∂t . We anticipate future
studies that explore the parameter space consisting of pressure, operating voltage and gap
distance, and their effects on electron transfer from dielectric surfaces.
3.3.6 Q− V profile or Lissajous plots






































Figure 3.13: (a) The temporal profile of electron transfer for dgap = 100µm and
P = 1.01× 103 Pa (b) The total charge on the left dielectric as a function of time, ne(t),
on the left y-axis, with the AC voltage V (t) on the right y-axis. (c) The corresponding
Lissajous plot obtained by using (x, y) = (V (t), ne(t)), where ti and tf denote the initial
and final times of the simulation. (d) Zoomed-in Lissajous plot showing one complete AC
cycle between the phases {π2 , 2π + π2 }. Note the scales on the x and y axes due to the
zoom-in.
Results of the previous subsections showed the effect of the applied voltage, gap
distance and ambient pressure on the magnitude and temporal profile of electron transfer.
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Next, we consider a single gap distance of dgap = 100µm, and look at charge accumulation
and charge depletion, and the corresponding Lissajous plots in Figure 3.13. Of the
computationally feasible systems considered so far in this chapter, the system with
dgap = 100µm, Natoms = 180, and V0 = 4000V is closest to the general operating
conditions of symmetric dielectric barrier discharges in terms of the pressure, gap distance,
and AC voltage between dielectric surfaces[72].
Figure 3.13a presents the rate of electron transfer from the left dielectric layer, while
Figure 3.13b shows the total charge on the left dielectric as a function of time. Peaks in
electron transfer in Figure 3.13a correspond to sudden transitions in the number of
electrons in Figure 3.13b. Figure 3.13b shows the depletion and accumulation of electrons
on the dielectric layer; measurements of surface charge[115, 116] qualitatively agree with
our results. Figure 3.13c presents the corresponding Lissajous plot showing instantaneous
charge-vs.-voltage on the left dielectric. First we note that if the time-evolution of the
system were reversible (e.g. if all transitions were adiabatic), the values of ne(t) would
overlap for the same V (t). Figure 3.13d presents the Lissajous plot corresponding to a
single AC cycle, zoomed in to show the convex area in the Lissajous plot.
Compared to experimental measurements[116, 96], we note two key differences made
evident by the Lissajous plots in Figures 3.13c and 3.13d. First, in general, the area inside
a Lissajous plot is associated with energy consumption due to various irreversible
processes – electron transfer between dielectric and gaseous regions, electron-impact
ionization and plasma formation, as well as heat loss due to the motion of atoms. The area
inside the computed Lissajous plots shown in Figures 3.13c and 3.13d, is underestimated
because this present work does not include the dissipative effects of electron-impact
ionizations, atomic motion, and plasma evolution. In addition, inclusion of a macroscopic
dielectric layer would allow us to incorporate the effects of a voltage drop and energy
dissipation in the dielectric system, increasing the magnitude of the threshold V (t) at
which the Lissajous plot in Figures 3.13d opens to convexity. Secondly, in Figure 3.13c,
horizontal lines away from the transition region denote near constant charge ne for varying
voltage or near-zero capacitance. A more expensive but accurate self-consistent charge
tight-binding calculation, and measurement of surface charge on a predetermined surface
instead of a volumetric integral over a thin dielectric slab as in the present work, can
improve these results.
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3.4 Summary and conclusions
In this chapter, we present a time-dependent model of electron emission from dielectric
surfaces under AC voltage, that is based on electronic structure theory and dynamical
level-crossing. This model is motivated by the necessity of predicting electron emission
from dielectric surfaces in dielectric barrier discharge (DBD) plasma generators; as such, it
predicts time-dependent electron emission that is qualitatively consistent with the
observed temporal profile of plasma formation reported in the literature[93, 94, 95, 96].
Previously, the time-dependence of experimentally measured current in DBDs was
explained primarily via a circuit model containing resistive and capacitive elements, and a
switch controlling plasma formation. At the microscopic level, gaseous breakdown could be
modeled as an avalanche of electron-impact ionization events – electron emission from
dielectric surface walls was assumed, but a theoretical model was missing.
Our work in this chapter can be summarized as follows:
• The incoherent approximation is used because accurately integrating the density
matrix over microsecond timescales is computationally expensive, due to the
associated timescales of electronic oscillations vs oscillations of the applied field.
• Having used the incoherent approximation due to the associated timescales, we are
in the semi-classical regime where each avoided level-crossing event leads to two
paths for the evolution of the system, leading to the possibility of 2nc paths, where
nc denotes the number of avoided level-crossings. Since tracing all possible paths
would lead to exponential computational cost, at each avoided level-crossing event,
the occupation of quasi-particle states is updated by using the expected transition
matrix. The full distribution of all possible paths, and the resulting statistical
distribution of observables, is not computed.
• Despite these drawbacks, we have proposed an electronic structure based model for
electron emission from dielectric surfaces under AC voltage, that had previously not
been proposed. In the next chapter, we use this model to obtain a dataset that
consists of the rates of electron emission from hydrogenated dielectric surfaces under
AC voltages under a variety of gap distances, electric fields, and AC frequencies.
• Random atomic motion in the gaseous region is set to zero, and future work is
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necessary to incorporate the effects of temperature and dissipation[113, 105]. Within
DBD devices, temperature and dissipation not only affect the rate of electron
transfer, but also contribute to plasma formation in the gaseous region. Thus, more
work is necessary to appropriately couple a heat bath with the possibility of a phase
transition, and will be considered in the future.
• Even in the absence of a bath, we have observed dissipation or charge-voltage
hysteresis in our simulations. Is this simply a model-introduced irreversibility
resulting due to the incoherent approximation and ensemble averaging? Or, would
there be hysteresis and dissipation even under coherent unitary dynamics? We




QUANTITATIVE RATES OF ELECTRON EMISSION
In the previous chapter, we developed an electronic-structure based model of electron
transfer from dielectric surfaces, consistent with experimental observations of
time-dependent plasma formation. In this chapter, we obtain specific rates of electron
emission from dielectric surfaces that can be used as surface inputs to plasma simulations.
Rates of electron emission from the 0001 surface of α−quartz to Argon gas are obtained as
a function of the external AC frequency, electric field, gap distance between dielectrics,
and effective pressure at 300K. This work is under preparation for submission to Plasma
Sources Science and Technology.
The outline of this chapter is as follows. First, Section 4.1 presents a brief overview of
the electron transfer model in terms of the joint density of states, accompanied by the
computational workflow of the computation. Next, Section 4.1.2 presents the detailed
structure of the code. Finally, the results of the parametric sweeps are presented
graphically in Section 4.2, followed by tabular data.
4.1 Overview of model
In this section, we provide a brief overview of the avoided level-crossing model proposed in
the previous chapter. The essence of the mechanism of charge transfer between two
localized states under an AC voltage can be understood via a simple two-state model
shown in Figure 4.1, which shows two states connected to an AC voltage. Initially, the site
on the left is at a lower voltage, and the electron is most likely to be found there. A
barrier exists for the electron to be transferred to the site on the right. However, at a
certain external potential (zero, if the left and right sites are identical at zero-bias), the
left and right sites become degenerate, and if the change in potential is slow enough
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(adiabatic), the system relaxes to its ground state, such that the electron could be found
on the left or right sites, with equal probability. As the AC voltage cycles back, we observe
that there may be instances where the right site may be energetically preferable. This
phenomenon of charge transfer is theoretically guaranteed to occur if the system is isolated
enough, and if we wait long enough. In practice, the probability of this transfer is
dependent on three factors. First, the distance between the two sites is important – the
closer the two sites, the higher is the probability that the system evolves adiabatically (as
determined by its ground state energetics). Second, the rate at which the system changes,
or the frequency of the AC voltage is important, if the AC voltage is changed too quickly,
the system does not have time to respond to the change in applied voltage. Third, the











Figure 4.1: Effect of applied voltage on adiabatic transfer of charge in a system defined
by two localized states attached to an external potential. The first row shows the energies
of two states, with black dot representing occupation of the localized state. The second
row shows a schematic of the expected probability density of finding an electron along the
z-direction. In (a), the state localized on the left is at a lower energy level, and the electron
is localized on the left. (b) When the two states are degenerate, the electron has an equal
probability of existing in either state. (c) As the applied voltage is further changed, at
some point, the state localized on the right is at a lower energy, and the electron prefers to
be localized in that state. The probability that the system transitions in this way, under
an external potential depends on the distance between two states and the rate of external
driving. In particular, the probability of an electron occupying the lowest available state
for a given potential is high if the system undergoes adiabatic transitions (i.e. the system
is changing very slowly). On the other hand, electron transfer will not occur according to
the lowest lying electronic energy levels if the rate at which the external potential is
applied is too fast. The respective adiabatic and diabatic transitions that the system
undergoes is defined in the previous chapter, repeated here for completeness.
Electron transfer occurs near degeneracy, or level-crossing of diabatic states. While the
example problem in Figure 4.1 considered two states, in the case of multi-state
Landau-Zener transitions under the incoherent approximation where every transition event
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has probabilities that are independent of previous transitions, the rate of electron emission
is dependent on the joint density of states that can be made degenerate by an applied
field. In particular, at each instance in time, we are interested in the joint density of states
that are separated by the applied voltage, Ez∆zij
δ(εi − εj − Ez∆zij sin(ωt)) = JDOS(εi, εj , Ez,∆zij , ω) (4.1)
where ∆zij = 〈ψj |ẑ|ψj〉 − 〈ψi|ẑ|ψi〉. For electron transfer to occur, two states have to be
degenerate. We assume that the degeneracy is brought about by the applied external field,
and assume a linear drop in potential energy of corresponding localized states. A similar
requirement for degeneracy exists in the case of electron transfer between two eigenstates
of the Hamiltonian, under an electromagnetic field, or due to phonons. The case of the
Landau-Zener tunneling is different in that at different times, different states will be
degenerate, due to the difference in applied energy difference. In analogy with electron
transfer between different eigenstates due to photon or phonon absorption, for electron
transfer to occur, the difference between occupations of two states, f(Ei) and f(Ej) have
to be significant. For example, even in the presence of degeneracy, no electrons can be
transferred between two states that do not contain electrons, or two states that are already
occupied. Again, in the context of a series of incoherent Landau-Zener crossings, the
occupations of different states are also time-dependent. Finally, given that we have
degeneracy (time-dependent), and given that there is an empty and occupied state (also
time-dependent), the probability that electron transfer occurs is given by the
Landau-Zener approximation, where




The dependence of the probability of charge transfer on distance between states, denoted
by r, and the AC frequency denoted by ω = 2πf , where the AC voltage is applied either as
V (t) = V0 sinωt is presented in Figure 4.2. Putting these factors together, the rate of
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Figure 4.2: Variation of the probability of charge transfer as a function of variations in
the distance between diabatic states, and the rate of external driving. While investigating
the effects of the frequency of external field, the distance is held constant, and vice-versa.
The probability of electron transfer is close to one for slowly driven systems, and when the
separation between localized states is small. The drop in rates of electron transfer is faster
as the distance between diabatic states is increased, compared to increasing the rate at
which the system is being driven.












δ(εdiel − εAr + α(Ez, z, ω, t)) (f(εdiel)− f(εAr))︸ ︷︷ ︸
Fermi’s-Golden Rule
(4.3)
where z denotes distance along the direction of the gap (and the direction of the applied
electric field), ω denotes the AC frequency, Ez denotes the electric field, α(. . .) denotes the
increase or decrease in relative energies due to applied potential. The joint density of
states function selects states that are degenerate under an applied potential, while f(εi)
denotes the Fermi-Dirac occupation of energy levels in the system. The main difference
here is that the probability of transition is not derived from perturbation theory, but
rather comes from the theory of non-adiabatic transitions between two states. However,
while conceptually, this definition helps us to understand the factors contributing to
electron transfer, they cannot be used for predictive purposes because the joint density of
states, transition probability, as well as the difference in occupation of states, are all time,
and frequency dependent. Thus, one has to compute the rates via simulation of a series of
level-crossing phenomena, as outlined in the next section.
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4.1.1 Details of numerical simulation
For high-throughput simulations over a wide range of frequencies and applied voltages, the
computational workflow has been organized as shown in Figure 4.3. First, the atomic
coordinates are read, and the zero-field Hamiltonian constructed, H0. These are used as
the diabatic states. Next, under an AC voltage, the times at which the diabatic energy
levels become degenerate are computed. Initially, we start at the ground state of the
system, but at each time tij when diabatic energies, εi(t) and εj(t) intersect, the
probability of diabatic and adiabatic transitions are computed according to the classic
Landau-Zener formula – this assumes that the time-dependence is linear near
level-crossing, and that the incoherent approximation is appropriate. The occupation






After each possible transition event, the occupation levels, and corresponding total charges
on the left dielectric are computed.
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Input Coordinates of atoms {~Ri}










Vij = 〈ψi| 1|xi−xj | |ψj〉
Vext = V0 sinωt
Initial occupation of states
~f(t = 0) = [1, . . . , 1, 0, . . . , 0]
Initial charge distribution (n(r, t))
Determine tij : εi(t) = εj(t)
Dij = e
−2πΓ


























Figure 4.3: Schematic of high-throughput simulations. Here, for a given gap distance
and fixed atom positions, the AC maximum electric field and frequency are varied.
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4.1.2 Structure of code
The only requirements are the ability to compute diabatic energies via diagonalization of
the Hamiltonian at zero electric field, which requires a linear algebraic library such as
Intel’s MKL[57], and the HSConstruct class that was defined in Chapter 2. Here, we have
used the single-node, dense matrix version of the class. For high-throughput computations,
an 8× 8 matrix of allowed frequencies and electric fields is constructed as follows.
i n t main ( i n t argc , char ∗∗ argv ) {
MPI Init(&argc , &argv ) ;
double e f i e l d x , frequency , E magnitude ;
i n t pqmax=20;
i n t f i n t e g e r = 1 ; i n t e f i e l d i n t e g e r = 1 ; i n t f x e g r i d = 1 ;
i f ( argc >1){
f i n t e g e r=a t o i ( argv [ 1 ] ) ;
e f i e l d i n t e g e r = a t o i ( argv [ 2 ] ) ;
f x e g r i d = a t o i ( argv [ 3 ] ) ;
}
i n t MPI RANK;
MPI Comm rank(MPI COMM WORLD, &MPI RANK) ;
E magnitude = pow(10 , e f i e l d i n t e g e r + MPI RANK/ f x e g r i d ) ;
f requency = pow(10 , f i n t e g e r + (MPI RANK%f x e g r i d ) ) ; . . . }
Listing 4.1: Set of 8× 8 parameter space in log10 basis. 64 processors are used,
with each processor running a particular case of {E0, f}, where both E0 and f vary
by orders of magnitude between 102 − 108.
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Next, the HSConstruct class is used to read input coordinates, construct neighbor lists
using the appropriate libraries[65], initialize memory for the Hamiltonian, construct the
interaction matrix Vij between diabatic states, as well as obtain the eigenvalues of the
total Hamiltonian at zero field. Next, a linear potential is applied via applyPotential(),
which takes in the value of the electric field, and applies the potential along the
z−direction. Then, getMatrices() constructs the Hamiltonian, while runSCFDense(0)
obtains the density matrix of the system with no SCF cycles.
HSConstruct Hsystem ( 1 . 0 , 1 . 0 , 1 . 0 ) ;
Hsystem . getCoord inates ( ) ;
Hsystem . cons t ruc tNe ighborL i s t ( ) ;
Hsystem . in i tDenseMatr i c e s (0 ) ;
Hsystem . getMatr i ce s ( ) ;
Hsystem . writeH0 ( ) ;
Hsystem . runSCFDense (0 ) ;
Hsystem . c on s t ru c tV i j ( ) ;
vector<double> e igenValues = Hsystem . getE igenva lues ( ) ;
i n t nS ize = Hsystem . nSize ;
i n t Ne l ec t rons = Hsystem . Ne l ec t rons ;
Listing 4.2: The HSConstruct class is used to read the input coordinates,
construct the neighbor list, obtain the initial Hamiltonian and density matrices, as
well as the operator, Vij =
1
rij
, where rij is the distance between atoms
corresponding to orbitals, i, j in different atoms. The eigenvalues or diabatic
energies of the system are computed at zero field, and stored in eigenValues.
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We next set the occupation vector fi, which denotes the occupation level of the
quasi-particle states. Initially, the lowest Nel2 states are assumed to be occupied, set to 1,
while all higher energy states are assumed to be completely empty, with occupation set to
0.
vector<double> occupat ions ( nS ize ) ;
double V i n t e r a c t i o n i j = 0 . 0 ;
f o r ( i n t p = 0 ; p<nSize ; p++) { occupat ions [ p ]=0 .0 ;}
f o r ( i n t p=0;p<Nelec t rons /2 ; p++){ occupat ions [ p ]=1 .0 ;}
Listing 4.3: Here, we have defined the occupation vector denoting the occupation
probability of eigenstates in the system. In particular, the density matrix is
computed as ρ =
∑
i fi |ψi〉 〈ψi|, where ψi denotes the diabatic states, or
eigenvectors obtained from diagonalizing the initial Hamiltonian. Initially, the
occupations are set such that the lowest Nel/2 states are occupied or set to 1.0,
while all others are set to zero.
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Then, the times at which diabatic energy levels cross are obtained by solving for every
pair of energies, (i, j) such that εi + ~Efield · ~zi sinωt = εj + ~Efield · ~zj sinωt
vector<double> zva lue s = Hsystem . getZsOfAllAtoms ( ) ;
double omega = 2∗ pi ∗ f r equency ; double hal fT = 0.5/ f requency ;
char b u f f e r [ 1 0 0 ] ; i n t nchars ; i n t indexesOfLZcross ing =0;
vector<double> p r o b a b i l i t e s L Z ;
vector<pair<double , int> > t i m e s L Z i n t e r s e c t ;
vector<pair<int , int> > i n t e r s e c t i n g P a i r s O f S t a t e s ;
vector<double> temporaryDebug ( nSize ∗ nSize ) ;
f o r ( i n t i s t a t e =0; i s t a t e<nSize ; i s t a t e++){
f o r ( i n t j s t a t e =0; j s t a t e<nSize ; j s t a t e++){
double deltaE = eigenValues [ i s t a t e ] − e igenValues [ j s t a t e ] ;
double d e l t a z = zva lue s [ i s t a t e ] − zva lue s [ j s t a t e ] ;
double t i j = as in ( deltaE /( E magnitude∗ d e l t a z ) ) /omega ;
temporaryDebug [ i s t a t e ∗ nSize+j s t a t e ] = deltaE /( E magnitude∗ d e l t a z ) ;
i f (˜ i snan ( t i j ) ) {
double V i n t e r a c t i o n ; Hsystem . g e t T r a n s i t i o n V i j ( i s t a t e , j s t a t e , &
V i n t e r a c t i o n ) ;
double denominator = abs ( hbarOmega Ha∗E magnitude∗ d e l t a z ∗ cos ( omega∗
t i j ) ) ;
double p d i a b a t i c = exp(−2∗pi ∗pow( V inte rac t i on , 2 ) / denominator ) ;
i f ( t i j > 0) {
t i m e s L Z i n t e r s e c t . push back ( make pair ( t i j , indexesOfLZcross ing ) ) ;
p r o b a b i l i t e s L Z . push back ( p d i a b a t i c ) ;
i n t e r s e c t i n g P a i r s O f S t a t e s . push back ( make pair ( i s t a t e , j s t a t e ) ) ;
indexesOfLZcross ing++;
t i m e s L Z i n t e r s e c t . push back ( make pair ( hal fT − t i j ,
indexesOfLZcross ing ) ) ;
p r o b a b i l i t e s L Z . push back ( p d i a b a t i c ) ;
i n t e r s e c t i n g P a i r s O f S t a t e s . push back ( make pair ( i s t a t e , j s t a t e ) ) ;
indexesOfLZcross ing++; . . . } }
Listing 4.4: Here, we compute the z-positions of all atoms in the system. This
allows us to apply a linear potential across the system, as well as determine the
times at which level-crossings of diabatic states occur. The times at which diabatic
states intersect are stored in timesLZ intersect, while the probability of diabatic
transition is stored in probabilities LZ.
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Above, the times of intersection between diabatic states, tij are first obtained, followed
by the transition matrix elements, 〈ψi|V̂ |ψj〉 that denote the coupling between diabatic
states. Then, the probability of diabatic or adiabatic transition at level-crossing is
obtained by using pdiabatic = e
−2πΓ, and padiabatic = 1− pdiabatic, as defined in the previous
section and in the previous chapter. In addition to the times of expected level-crossing of
diabatic states, expected level-crossings in subsequent AC cycles are then computed by
adding or removing appropriate multiples of π in the frequency for up to 20 AC cycles.
The times of level-crossings thus obtained are sorted in non-decreasing order, so that the
order of transition events and updates to occupation of states can be maintained. Given
an occupation vector, ~f = {f1 . . . fN}, containing the probability of occupation of states,
the corresponding density matrix and charge density on each atom, can be computed.
This allows us to compute the instantaneous charge on each subsystem (left-argon-right).
s o r t ( t i m e s L Z i n t e r s e c t . begin ( ) , t i m e s L Z i n t e r s e c t . end ( ) ) ;
vector<double> i n i tCharge = Hsystem . getDensityMatr ix GivenOccupation
( occupat ions ) ;
Listing 4.5: Here, the times of intersection at which two different energy levels
cross, are sorted in increasing order. Then, the initial charge densities on the left,
right, and argon region are obtained. In the next snippet, we go through the times
in increasing order, obtain updated occupation of states, and obtain the
corresponding charges on the left, right and argon region.
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Finally, we can now start with an initial occupation vector, ~f that is the initial ground
state, and under applied AC field and frequency, the charge on each atom or subsystem
can be updated according to the computational schema presented in Figure 4.3.
f o r ( i n t p=0; p<t i m e s L Z i n t e r s e c t . s i z e ( ) ; p++){
i n t i n d e x O f i n t e r s e c t i o n = t i m e s L Z i n t e r s e c t [ p ] . second ;
pair<int , int> i n t e r s e c t i o n = i n t e r s e c t i n g P a i r s O f S t a t e s [
i n d e x O f i n t e r s e c t i o n ] ;
double d iabat i cP = p r o b a b i l i t e s L Z [ i n d e x O f i n t e r s e c t i o n ] ;
i n t i s t a t e = i n t e r s e c t i o n . f i r s t ;
i n t j s t a t e = i n t e r s e c t i o n . second ;
double f i 0 = occupat ions [ i s t a t e ] ;
double f j 0 = occupat ions [ j s t a t e ] ;
i f ( abs ( f i 0 − f j 0 ) >0.000001 ) {
occupat ions [ i s t a t e ] = diabat i cP ∗ f i 0 + ( 1 . 0 − diabat i cP ) ∗ f j 0 ;
occupat ions [ j s t a t e ] = diabat i cP ∗ f j 0 + ( 1 . 0 − diabat i cP ) ∗ f i 0 ;
vector<double> charges = Hsystem . charge GivenOccupation (
i n t e r s e c t i o n , make pair ( f i 0 , f j 0 ) , make pair ( f i , f j ) ) ;
l e f t C h a r g e s [ p ] = charges [ 0 ] ;
r i ghtCharges [ p ] = charges [ 1 ] ;
gasCharges [ p ] = charges [ 2 ] ; } }
f c l o s e ( l c h a r g e s ) ;
Hsystem . in i tDenseMatr i c e s (1 ) ;
Listing 4.6: Given the list of times at which diabatic energy levels cross, and the
probability of diabatic and adiabatic transitions, next we simply evolve the
occupation of the system, starting with the initial occupation vector, and updating
the list of occupations at every level-crossing, if the occupation of two energy levels
under consideration vary by more than 10−6. We use the threshold to limit the
number of transitions considered – in our case, the number of possible
level-crossings scales as O(N2), where N is the size of the Hamiltonian;
furthermore, additional AC cycles are to be considered, adding to the
computational cost. Thus, for level-crossings where both pairs, {fi, fj} do not vary
from one another, there is no effect on the after-transition probabilities, which are
thus ignored. At every instance of time, the charge on the left dielectric is obtained




First, we note that simulations of more than one AC cycle are necessary to accurately
determine the expected rate of electron transfer, as the first few cycles contain transients
due to initial conditions. This is made evident by two example simulations, the results of
which are presented in Figure 4.4. Figure 4.4 shows the results of two simulations using
the same gap distance (500nm), same number of intermediate argon atoms (27) and same
electric field (108 V/m), but different AC frequencies, f = 104Hz, and f = 1012Hz; the
simulations capture the expected charge density on the left dielectric as a function of time.
We observe that for high frequencies, the charge on the left dielectric remains unchanged,
but this would not have been evident for simulations of fewer AC cycles. Thus, the rate of
electron transfer is computed by averaging across at least 20 AC cycles, to avoid the effect
of initial transients.
































Figure 4.4: Charge on the left dielectric as a function of time for system used for
parametric sweep with E = 108V/m, at two frequencies, (a) f = 104Hz, and (b)
f = 1012Hz respectively. In each plot, the x-axis denotes time, while the left y-axis
denotes charge on the left dielectric, and the right y-axis denotes the applied AC voltage
as a function of time, V (t) = V0 sinωt. Over several AC cycles, we note the effect of
frequency on charge transfer – while charge transfer occurs within each AC cycles for
f = 104Hz, in the case of a higher AC frequency, f = 1012Hz, there is no change in the
charge on the left dielectric after a few transient cycles. Thus, our simulation takes at least
20 AC cycles into account, and averages the rate of charge transfer across these AC cycles.
Given the total charge on the left dielectric as a function of time, as shown in
Figure 4.4, the rate of charge transfer per cycle is computed by taking the difference
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where q(t) and qav denote the instantaneous charge as a function of time, and average
charge on the left dielectric respectively, tf denotes the time at the end of the 20 AC cycles
simulated, and f denotes the frequency of the AC cycle. This measure of charge variation
is used instead of computing instantaneous numerical derivatives δq(t) = q(t)− q(t− δt)
because the charge density on the left dielectric as a function of time, q(t) is highly choppy
and non-uniformly distributed, due to the large number of level-crossings and non-uniform
distribution of times at which level-crossings are possible – this can also be observed in
zoomed-in data of QV -plots in [117]. Division by 20 denotes the number of AC cycles
used, while further division by 2 accounts for the fact that we have chosen the absolute
variation of charge on the left dielectric in both positive and negative AC cycles. The rate
of charge transfer per cycle thus obtained, is divided by the cross-sectional area of the unit
cell used, which was provided in the previous section, and multiplied by the charge of an
electron, resulting in the charge density emission per AC cycle.
4.2.2 Parameter sweeps
Having presented results for one set of parameters, we now proceed to run a parameter
sweep across
• The number of argon atoms in the gap NAr = {10, 20, 30, 40}
• The distance between the dielectric surfaces, dgap = {10−1 . . . 10−8}m
• Electric fields, E = {102 . . . 108}V/m
• AC frequencies, f = {102 . . . 108}Hz
The resulting tables of expected current density are presented in the Appendix. For each
gap distance, the raw data consisting of total charge on the left dielectric as a function of
time for 20 AC cycles makes up ∼ 10− 20GB.
80
4.2.3 Emitted charge density per AC cycle
Figure 4.5 presents the contour plots of expected rates of charge emission per unit area,
per AC cycle, as the electric field, number of atoms (pressure), and AC frequency are
varied. For each panel in Figure 4.5, data are presented as log-log plots, including
indicators of pressure, so that frequencies, electric fields and pressures are denoted by 10x,
where x is plotted. The effective pressure is computed by using the number of atoms in
the gap, dividing by the operating gaseous volume to obtain the effective density, and
using the ideal gas law of P = nRT , with T = 300K.1 Along the horizontal direction,
each panel presents contours of current density for a different gap distance varied from
1µm to 1cm; vertically, the panels show increasing number of argon atoms in the
intermediate region between dielectric surfaces, from Nar = 10 to Nar = 40. For small gap
distances, we note the presence of a threshold electric field under which electron transfer is
minimal and independent of AC frequency. This is because charge transfer requires
degeneracy between electronic states, which is a function of the voltage applied, roughly
corresponding to the product of the electric field and gap distance. The threshold electric
field is strongly dependent on the gap distance, and weakly dependent on the effective
pressure (or the number of atoms). Comparing the panels vertically, we note that electron
transfer is enhanced by higher pressure.
1 The ideal gas law is used as a rough estimate of the effective pressure – we are assuming that the
effective density of argon atoms are uniformly and randomly distributed in the gap, and that the pressure
and temperature are linearly related.
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dgap = 1µm dgap = 100µm dgap = 1 cm
Figure 4.5: Density of charge emission per AC cycle from the α−quartz surface as a
function of the electric field and AC frequency. Within each panel, the x-axis denotes the
electric field, varied from 102 to 108 V/m, while the y-axis denotes the AC frequency.
Across panels, horizontally, the gap distance is varied, while vertically, the number of
atoms in the gap between two dielectric surfaces is increased. All numbers shown denote
exponents of logarithmic values with base 10. Colorbars indicate emitted charge density as
10a C/m2, per AC cycle. We observe that increasing the gap distance leads to more charge
emission for a constant electric field. Similarly, as the number of argon atoms is increased,
electron emission increases. Within each panel, and for every gap distance, two regions
appear: at low electric fields, the rate of charge transfer appears to be small and
independent of AC frequency; beyond a threshold electric field that depends on the gap
distance, however, electron emission becomes dependent on AC frequency.
82
4.2.4 Current density vs. bias voltage
Figure 4.6 presents the effect of bias voltage on the current density, where the colorbar
indicates logarithmic pressure in base-10. As expected, negligible current emission occurs
for small bias voltages, V = 1V and low pressures, with increase in current density for
higher pressures. As the bias voltage is increased to V0 ∈ {10, 104}V , the current density
also increases, but the current density eventually starts to decrease as V0 is increased
further – this is because while large voltages mean that level-crossings between all diabatic
states are accessible, further increase in the applied voltage only means the same number
of level-crossings are packed into narrower fractions of the AC cycle. Effectively, this
increases the rate at which level-crossings occur, thus lowering the probability of charge
transfer.
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Figure 4.6: Dependence of current density from the dielectric region on the maximum
bias voltage, which is varied from V0 = 1V to V0 = 10
7V . The colorbar indicates the
effective gaseous pressure, as 10a Pa, where a is shown on the axis of the color bar. The
effective pressure is computed from the number of argon atoms in the gap region,
assuming temperatures of T = 300K, and is shown to vary between 102 Pa to 108 Pa. For
each V0, there is variability in the current density denoted by the scatter of different data
points – due to the variation in frequency and pressure. The plot shows that a bias voltage
between V0 ∈ [102, 104]V across the gap results in the highest electron current density; we
also note that increase in pressure increases the rate of electron transfer, as denoted by
occurrence of high pressure points at the higher ends of current densities, but the effect is
not as pronounced. The case of V0 = 10
0 V shows increase in pressure over 6 orders of
magnitude (from 102 Pa to 108 Pa) as well as an increase of current by around 4-5 orders
of magnitude, but the independent contributions of frequency and pressure are unclear.
On the other hand, for V0 > 10
6 V , we observe variability in current density over several
orders of magnitude for relatively constant pressures, which can only be attributed to the
variation in frequency.
4.2.5 Current density vs. frequency
Figure 4.7 presents current densities as a function of AC frequency, with pressures denoted
by the color bar. We note that as the frequency increases, the current density decreases, as
expected, but the drop in current density is more prominent for lower pressures, while for




Figure 4.7: Effect of frequency on current density for bias voltages of (a) V0 = 1 kV and
(b) V0 = 100MV . We observe that the dependence of current density on frequency
observed in the previous figure holds here as well. In addition, we also observe additional
points due to the variability of Efield and dgap that contribute to the applied bias voltage.
4.3 Tabular results
Table 4.1: Average charge transfer per AC cycle, in units of [C/m2/cycle], for gap
distance of dgap = 10nm. The first column denotes the applied electric field across the gap
between dielectrics, while the second column denotes the AC frequency, in units of [V/m]
and Hz respectively. The next columns present the rate of charge transfer from the left
dielectric for increasing number of intermediate argon atoms, {10, 20, 30, 40, 50, 100},
corresponding to pressures of 18.05× 106 Pa for 10 intermediate argon atoms to
180× 107 Pa.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
8 1 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 2 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 3 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 4 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 5 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 6 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 7 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102 3.073 · 102
8 8 3.858 · 102 3.858 · 102 4.164 · 102 4.564 · 102 4.164 · 102 3.249 · 102
End of table
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Table 4.2: dgap = 1µm The first and second columns denote electric fields, in the range
of 106 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively. The
next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 50, 100}
intermediate argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
6 1 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102
6 2 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102
6 3 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102
6 4 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102
6 5 3.972 · 102 3.972 · 102 3.972 · 102 4.002 · 102 3.973 · 102 0 · 100
6 6 1.833 · 102 1.833 · 102 1.833 · 102 1.832 · 102 1.833 · 102 0 · 100
6 7 1.68 · 102 1.68 · 102 1.68 · 102 1.673 · 102 1.68 · 102 0 · 100
6 8 1.359 · 102 1.36 · 102 1.357 · 102 1.361 · 102 1.359 · 102 0 · 100
7 1 2.271 · 105 3.477 · 105 6.079 · 105 8.049 · 105 6.485 · 105 0 · 100
7 2 2.461 · 105 5.017 · 105 1.012 · 106 1.638 · 106 1.31 · 106 0 · 100
7 3 3.293 · 105 6.493 · 105 1.447 · 106 2.587 · 106 2.383 · 106 0 · 100
7 4 2.861 · 105 6.993 · 105 1.426 · 106 3.664 · 106 5.088 · 106 0 · 100
7 5 1.742 · 105 5.102 · 105 1.423 · 106 1.943 · 106 2.244 · 106 0 · 100
7 6 2.161 · 105 6.527 · 105 1.444 · 106 2.729 · 106 3.02 · 106 0 · 100
7 7 2.267 · 105 6.694 · 105 1.537 · 106 2.342 · 106 3.526 · 106 0 · 100
7 8 3.452 · 105 1.068 · 106 2.072 · 106 3.599 · 106 5.27 · 106 0 · 100
8 1 2.036 · 106 4.757 · 106 1.169 · 107 9.142 · 106 1.724 · 107 0 · 100
8 2 1.996 · 106 4.449 · 106 1.364 · 107 1.226 · 107 2.035 · 107 1.996 · 106
8 3 1.305 · 106 3.739 · 106 1.105 · 107 1.259 · 107 2.076 · 107 1.305 · 106
8 4 9.53 · 105 2.081 · 106 6.862 · 106 1.09 · 107 1.652 · 107 9.53 · 105
8 5 8.267 · 105 1.998 · 106 5.796 · 106 8.324 · 106 1.372 · 107 8.267 · 105
8 6 5.505 · 105 1.673 · 106 5.382 · 106 7.452 · 106 1.367 · 107 5.505 · 105
8 7 5.553 · 105 1.966 · 106 6.299 · 106 8.735 · 106 1.463 · 107 5.553 · 105
8 8 3.065 · 105 1.465 · 106 4.603 · 106 8.333 · 106 1.453 · 107 3.065 · 105
End of table
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Table 4.3: dgap = 10µm The first and second columns denote electric fields, in the range
of 105 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively. The
next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 50, 100}
intermediate argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
5 1 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 0 · 100
5 2 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 3.072 · 102 0 · 100
5 3 3.994 · 102 3.994 · 102 3.994 · 102 3.994 · 102 3.994 · 102 0 · 100
5 4 1.843 · 102 1.842 · 102 1.843 · 102 1.843 · 102 1.843 · 102 0 · 100
5 5 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 0 · 100
5 6 1.354 · 102 1.356 · 102 1.358 · 102 1.357 · 102 1.354 · 102 0 · 100
5 7 1.436 · 102 1.447 · 102 1.452 · 102 1.451 · 102 1.434 · 102 0 · 100
5 8 1.265 · 102 1.265 · 102 1.266 · 102 1.265 · 102 1.266 · 102 0 · 100
6 1 2.372 · 105 6.221 · 105 7.683 · 105 1.846 · 106 2.05 · 106 2.372 · 105
6 2 3.287 · 105 7.814 · 105 1.521 · 106 2.296 · 106 3.946 · 106 3.287 · 105
6 3 2.531 · 105 4.121 · 105 1.177 · 106 1.594 · 106 3.224 · 106 2.531 · 105
6 4 2.257 · 105 6.959 · 105 1.361 · 106 2.454 · 106 3.87 · 106 2.257 · 105
6 5 2.469 · 105 6.872 · 105 1.312 · 106 2.16 · 106 3.833 · 106 2.469 · 105
6 6 3.451 · 105 1.077 · 106 2.132 · 106 3.537 · 106 5.235 · 106 3.451 · 105
6 7 2.772 · 105 9.066 · 105 1.826 · 106 3.037 · 106 4.575 · 106 2.772 · 105
6 8 1.473 · 105 4.464 · 105 9.789 · 105 1.591 · 106 2.592 · 106 1.473 · 105
7 1 1.462 · 106 4.343 · 106 7.073 · 106 1.44 · 107 1.822 · 107 1.462 · 106
7 2 8.49 · 105 2.845 · 106 5.131 · 106 9.299 · 106 1.15 · 107 8.49 · 105
7 3 6.175 · 105 2.088 · 106 3.873 · 106 8.209 · 106 1.025 · 107 6.175 · 105
7 4 5.302 · 105 1.905 · 106 4.028 · 106 7.884 · 106 1.047 · 107 5.302 · 105
7 5 5.382 · 105 2.216 · 106 4.485 · 106 8.815 · 106 1.115 · 107 5.382 · 105
7 6 3.044 · 105 1.641 · 106 4.003 · 106 8.49 · 106 1.358 · 107 3.044 · 105
7 7 7.514 · 104 5.33 · 105 1.732 · 106 3.783 · 106 7.359 · 106 7.514 · 104
7 8 4.456 · 104 1.08 · 105 1.942 · 105 4.443 · 105 1.19 · 106 4.456 · 104
8 1 1.008 · 106 3.655 · 106 5.773 · 106 9.969 · 106 1.513 · 107 1.008 · 106
8 2 6.833 · 105 2.317 · 106 4.569 · 106 7.901 · 106 1.242 · 107 6.833 · 105
8 3 6.135 · 105 2.205 · 106 4.479 · 106 7.42 · 106 1.12 · 107 6.135 · 105
8 4 6.003 · 105 2.741 · 106 4.737 · 106 9.051 · 106 1.138 · 107 6.003 · 105
Continued on next page
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Table 4.3 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
8 5 3.488 · 105 1.689 · 106 4.323 · 106 9.825 · 106 1.552 · 107 3.488 · 105
8 6 8.294 · 104 5.702 · 105 2.01 · 106 4.412 · 106 8.7 · 106 8.294 · 104
8 7 4.711 · 104 1.184 · 105 3.051 · 105 5.512 · 105 1.3 · 106 4.711 · 104
8 8 6.345 · 104 1.278 · 105 3.289 · 105 2.579 · 105 6.313 · 105 6.345 · 104
End of table
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Table 4.4: dgap = 0.1mm The first and second columns denote electric fields, in the
range of 104 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively.
The next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 50, 100}
intermediate argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
4 1 3.996 · 102 3.996 · 102 3.996 · 102 3.996 · 102 3.996 · 102 3.996 · 102
4 2 1.844 · 102 1.844 · 102 1.844 · 102 1.844 · 102 1.844 · 102 1.844 · 102
4 3 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102
4 4 1.359 · 102 1.359 · 102 1.359 · 102 1.359 · 102 1.359 · 102 1.359 · 102
4 5 1.432 · 102 1.432 · 102 1.432 · 102 1.432 · 102 1.432 · 102 1.432 · 102
4 6 1.268 · 102 1.267 · 102 1.267 · 102 1.267 · 102 1.268 · 102 1.268 · 102
4 7 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102
4 8 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102
5 1 2.425 · 105 7.118 · 105 1.112 · 106 2.377 · 106 2.414 · 106 2.425 · 105
5 2 2.101 · 105 8.119 · 105 1.313 · 106 2.902 · 106 3.313 · 106 2.101 · 105
5 3 2.3 · 105 7.162 · 105 1.431 · 106 2.623 · 106 3.207 · 106 2.3 · 105
5 4 3.478 · 105 1.06 · 106 2.118 · 106 3.619 · 106 5.248 · 106 3.478 · 105
5 5 2.522 · 105 8.982 · 105 1.829 · 106 3.131 · 106 4.785 · 106 2.522 · 105
5 6 1.531 · 105 5.122 · 105 1.017 · 106 1.708 · 106 2.642 · 106 1.531 · 105
5 7 6.981 · 104 3.424 · 105 7.494 · 105 1.01 · 106 1.714 · 106 6.981 · 104
5 8 1.083 · 105 4.484 · 105 7.007 · 105 1.086 · 106 1.88 · 106 1.083 · 105
6 1 8.842 · 105 2.131 · 106 3.82 · 106 1.062 · 107 1.238 · 107 8.842 · 105
6 2 4.63 · 105 1.82 · 106 4.027 · 106 9.038 · 106 1.076 · 107 4.63 · 105
6 3 6.373 · 105 2.333 · 106 4.413 · 106 9.967 · 106 1.225 · 107 6.373 · 105
6 4 3.875 · 105 1.66 · 106 4.348 · 106 8.528 · 106 1.433 · 107 3.875 · 105
6 5 1.057 · 105 6.223 · 105 1.78 · 106 4.156 · 106 7.759 · 106 1.057 · 105
6 6 9.822 · 104 1.611 · 105 2.218 · 105 5.259 · 105 1.195 · 106 9.822 · 104
6 7 1.237 · 105 3.245 · 105 2.947 · 105 6.582 · 105 4.177 · 105 1.237 · 105
6 8 1.755 · 105 4.057 · 105 6.693 · 105 1.597 · 106 1.749 · 106 1.755 · 105
7 1 5.55 · 105 2.122 · 106 4.742 · 106 8.709 · 106 1.015 · 107 5.55 · 105
7 2 7.503 · 105 2.424 · 106 5.169 · 106 9.414 · 106 1.126 · 107 7.503 · 105
7 3 4.468 · 105 1.741 · 106 4.449 · 106 9.005 · 106 1.59 · 107 4.468 · 105
7 4 8.874 · 104 6.721 · 105 2.027 · 106 4.672 · 106 8.7 · 106 8.874 · 104
Continued on next page
89
Table 4.4 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
7 5 2.371 · 104 1.849 · 105 2.999 · 105 6.269 · 105 1.307 · 106 2.371 · 104
7 6 1.194 · 104 4.028 · 105 2.957 · 105 5.982 · 105 4.561 · 105 1.194 · 104
7 7 3.79 · 105 3.278 · 105 3.13 · 105 3.101 · 105 6.539 · 105 3.79 · 105
7 8 4.254 · 105 1.079 · 106 1.416 · 106 2.565 · 106 3.108 · 106 4.254 · 105
8 1 7.583 · 105 2.305 · 106 5.869 · 106 9.077 · 106 1.211 · 107 7.583 · 105
8 2 4.445 · 105 1.716 · 106 4.703 · 106 9.08 · 106 1.571 · 107 4.445 · 105
8 3 8.066 · 104 6.787 · 105 2.083 · 106 4.72 · 106 8.854 · 106 8.066 · 104
8 4 2.612 · 104 1.857 · 105 3.014 · 105 6.45 · 105 1.339 · 106 2.612 · 104
8 5 3.843 · 104 4.023 · 105 3.007 · 105 6.343 · 105 4.872 · 105 3.843 · 104
8 6 3.84 · 105 3.358 · 105 3.124 · 105 3.223 · 105 6.697 · 105 3.84 · 105
8 7 4.106 · 105 1.095 · 106 1.527 · 106 2.601 · 106 3.234 · 106 4.106 · 105
8 8 1.141 · 105 8.433 · 105 1.662 · 106 3.47 · 106 4.472 · 106 1.141 · 105
End of table
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Table 4.5: dgap = 1mm The first and second columns denote electric fields, in the range
of 103 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively. The
next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 50, 100}
intermediate argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
3 1 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102 1.676 · 102
3 2 1.36 · 102 1.36 · 102 1.36 · 102 1.36 · 102 1.36 · 102 1.36 · 102
3 3 1.46 · 102 1.46 · 102 1.46 · 102 1.461 · 102 1.46 · 102 1.46 · 102
3 4 1.27 · 102 1.27 · 102 1.27 · 102 1.27 · 102 1.27 · 102 1.27 · 102
3 5 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102 2.308 · 102
3 6 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102
3 7 2.734 · 101 2.734 · 101 2.734 · 101 2.734 · 101 2.734 · 101 2.734 · 101
3 8 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100
4 1 2.413 · 105 7.722 · 105 1.512 · 106 2.616 · 106 3.7 · 106 2.413 · 105
4 2 3.658 · 105 1.108 · 106 2.21 · 106 3.566 · 106 5.343 · 106 3.658 · 105
4 3 2.741 · 105 8.574 · 105 1.902 · 106 3.075 · 106 4.712 · 106 2.741 · 105
4 4 1.537 · 105 3.815 · 105 1.087 · 106 1.709 · 106 2.942 · 106 1.537 · 105
4 5 9.09 · 104 3.385 · 105 7.551 · 105 1.259 · 106 2.035 · 106 9.09 · 104
4 6 1.234 · 105 3.283 · 105 7.002 · 105 1.099 · 106 1.347 · 106 1.234 · 105
4 7 1.931 · 105 7.946 · 105 1.557 · 106 2.8 · 106 3.78 · 106 1.931 · 105
4 8 7.231 · 104 3.774 · 105 8.353 · 105 1.591 · 106 3.048 · 106 7.231 · 104
5 1 6.894 · 105 2.332 · 106 4.67 · 106 9.078 · 106 1.238 · 107 6.894 · 105
5 2 4.439 · 105 1.669 · 106 4.197 · 106 7.991 · 106 1.281 · 107 4.439 · 105
5 3 1.016 · 105 4.933 · 105 2.213 · 106 4.045 · 106 8.66 · 106 1.016 · 105
5 4 4.414 · 104 9.427 · 104 5.917 · 105 7.037 · 105 2.178 · 106 4.414 · 104
5 5 1.295 · 105 1.58 · 105 8.373 · 105 4.653 · 105 9.147 · 105 1.295 · 105
5 6 1.791 · 105 5.6 · 105 1.09 · 106 1.284 · 106 2.258 · 106 1.791 · 105
5 7 1.543 · 105 1.023 · 106 1.794 · 106 1.463 · 106 3.015 · 106 1.543 · 105
5 8 2.761 · 105 1.11 · 106 1.414 · 106 4.582 · 106 5.331 · 106 2.761 · 105
6 1 3.463 · 105 1.624 · 106 4.353 · 106 8.601 · 106 1.432 · 107 3.463 · 105
6 2 9.536 · 104 4.595 · 105 2.445 · 106 4.771 · 106 1.012 · 107 9.536 · 104
6 3 4.606 · 104 1.031 · 105 3.891 · 105 6.13 · 105 2.536 · 106 4.606 · 104
6 4 1.052 · 105 1.116 · 105 3.957 · 105 5.149 · 105 4.681 · 105 1.052 · 105
Continued on next page
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Table 4.5 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 50 atoms 100 atoms
6 5 2.678 · 105 3.015 · 105 8.728 · 105 4.524 · 105 1.008 · 106 2.678 · 105
6 6 1.719 · 105 8.285 · 105 3.099 · 106 1.893 · 106 3.175 · 106 1.719 · 105
6 7 2.493 · 105 8.627 · 105 2.437 · 106 5.087 · 106 9.773 · 106 2.493 · 105
6 8 6.754 · 104 3.766 · 105 6.124 · 105 2.051 · 106 3.24 · 106 6.754 · 104
7 1 9.843 · 104 4.651 · 105 2.508 · 106 4.798 · 106 1.032 · 107 9.843 · 104
7 2 4.663 · 104 1.015 · 105 4.127 · 105 6.41 · 105 2.3 · 106 4.663 · 104
7 3 1.069 · 105 1.076 · 105 2.36 · 105 5.332 · 105 5.488 · 105 1.069 · 105
7 4 2.711 · 105 3.025 · 105 2.56 · 105 4.982 · 105 6.279 · 105 2.711 · 105
7 5 1.736 · 105 7.921 · 105 3.781 · 106 1.699 · 106 3.279 · 106 1.736 · 105
7 6 2.527 · 105 8.733 · 105 2.364 · 106 5.351 · 106 1.106 · 107 2.527 · 105
7 7 6.822 · 104 4.439 · 105 6.213 · 105 1.94 · 106 2.998 · 106 6.822 · 104
7 8 7.649 · 103 5.336 · 105 1.594 · 105 2.065 · 106 5.963 · 105 7.649 · 103
8 1 4.685 · 104 1.02 · 105 4.148 · 105 6.433 · 105 2.302 · 106 4.685 · 104
8 2 1.072 · 105 1.084 · 105 2.364 · 105 5.333 · 105 5.487 · 105 1.072 · 105
8 3 2.72 · 105 3.031 · 105 2.55 · 105 5.006 · 105 6.406 · 105 2.72 · 105
8 4 1.742 · 105 7.948 · 105 3.793 · 106 1.705 · 106 3.29 · 106 1.742 · 105
8 5 2.536 · 105 8.763 · 105 2.369 · 106 5.374 · 106 1.108 · 107 2.536 · 105
8 6 6.846 · 104 4.452 · 105 6.222 · 105 1.944 · 106 3.001 · 106 6.846 · 104
8 7 7.677 · 103 5.364 · 105 1.582 · 105 2.075 · 106 5.943 · 105 7.677 · 103
8 8 7.757 · 102 4.892 · 105 1.013 · 106 9.607 · 105 1.533 · 106 7.757 · 102
End of table
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Table 4.6: dgap = 1 cm The first and second columns denote electric fields, in the range
of 102 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively. The
next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 100} intermediate
argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 100 atoms
2 1 1.426 · 102 1.426 · 102 1.426 · 102 1.426 · 102 1.426 · 102
2 2 1.269 · 102 1.269 · 102 1.269 · 102 1.269 · 102 1.269 · 102
2 3 2.298 · 102 2.298 · 102 2.298 · 102 2.298 · 102 2.298 · 102
2 4 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102
2 5 2.735 · 101 2.735 · 101 2.735 · 101 2.735 · 101 2.735 · 101
2 6 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100
2 7 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1
2 8 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2
3 1 2.27 · 105 8.83 · 105 1.914 · 106 3.026 · 106 2.27 · 105
3 2 1.137 · 105 4.065 · 105 1.057 · 106 1.848 · 106 1.137 · 105
3 3 6.109 · 104 2.489 · 105 6.945 · 105 1.281 · 106 6.109 · 104
3 4 1.416 · 105 5.607 · 105 6.375 · 105 1.054 · 106 1.416 · 105
3 5 2.273 · 105 7.879 · 105 1.625 · 106 2.652 · 106 2.273 · 105
3 6 7.418 · 104 2.179 · 105 9.585 · 105 1.737 · 106 7.418 · 104
3 7 9.362 · 103 2.549 · 104 1.515 · 105 2.807 · 105 9.362 · 103
3 8 9.49 · 102 2.542 · 103 1.584 · 104 2.949 · 104 9.49 · 102
4 1 8.72 · 104 4.637 · 105 1.983 · 106 3.975 · 106 8.72 · 104
4 2 4.567 · 104 1.079 · 105 4.016 · 105 5.26 · 105 4.567 · 104
4 3 1.285 · 105 2.025 · 105 3.246 · 105 3.801 · 105 1.285 · 105
4 4 1.111 · 105 3.9 · 105 1.047 · 106 1.667 · 106 1.111 · 105
4 5 3.225 · 105 8.532 · 105 1.851 · 106 1.49 · 106 3.225 · 105
4 6 1.524 · 105 9.472 · 105 1.757 · 106 3.589 · 106 1.524 · 105
4 7 2.022 · 104 2.312 · 105 5.644 · 105 3.08 · 106 2.022 · 104
4 8 2.078 · 103 2.595 · 104 7.348 · 104 5.835 · 105 2.078 · 103
5 1 4.375 · 104 1.051 · 105 3.284 · 105 6.21 · 105 4.375 · 104
5 2 1.343 · 105 8.072 · 104 2.572 · 105 6.7 · 105 1.343 · 105
5 3 7.172 · 104 4.308 · 105 8.837 · 105 4.89 · 105 7.172 · 104
5 4 3.372 · 105 9.219 · 105 2.311 · 106 1.867 · 106 3.372 · 105
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Table 4.6 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 100 atoms
5 5 2.075 · 105 8.396 · 105 1.284 · 106 2.767 · 106 2.075 · 105
5 6 2.794 · 104 4.795 · 105 1.465 · 106 2.537 · 106 2.794 · 104
5 7 2.881 · 103 4.419 · 105 3.209 · 105 3.085 · 106 2.881 · 103
5 8 2.878 · 102 6.4 · 104 3.514 · 104 1.937 · 106 2.878 · 102
6 1 1.356 · 105 8.72 · 104 2.703 · 105 6.886 · 105 1.356 · 105
6 2 7.379 · 104 4.384 · 105 9.165 · 105 4.824 · 105 7.379 · 104
6 3 3.405 · 105 9.357 · 105 2.338 · 106 1.74 · 106 3.405 · 105
6 4 2.096 · 105 8.113 · 105 1.297 · 106 2.716 · 106 2.096 · 105
6 5 2.822 · 104 5.212 · 105 1.509 · 106 2.682 · 106 2.822 · 104
6 6 2.911 · 103 4.614 · 105 3.256 · 105 2.182 · 106 2.911 · 103
6 7 2.913 · 102 6.479 · 104 3.558 · 104 2.263 · 106 2.913 · 102
6 8 2.855 · 101 6.703 · 103 3.588 · 103 3.478 · 105 2.855 · 101
7 1 7.341 · 104 4.382 · 105 9.146 · 105 4.841 · 105 7.341 · 104
7 2 3.387 · 105 9.356 · 105 2.333 · 106 1.743 · 106 3.387 · 105
7 3 2.085 · 105 8.094 · 105 1.294 · 106 2.722 · 106 2.085 · 105
7 4 2.807 · 104 5.205 · 105 1.506 · 106 2.686 · 106 2.807 · 104
7 5 2.895 · 103 4.608 · 105 3.249 · 105 2.19 · 106 2.895 · 103
7 6 2.898 · 102 6.471 · 104 3.55 · 104 2.262 · 106 2.898 · 102
7 7 2.841 · 101 6.694 · 103 3.58 · 103 3.475 · 105 2.841 · 101
7 8 2.619 · 100 6.675 · 102 3.572 · 102 3.634 · 104 2.619 · 100
8 1 3.399 · 105 9.365 · 105 2.334 · 106 1.743 · 106 3.399 · 105
8 2 2.093 · 105 8.102 · 105 1.294 · 106 2.722 · 106 2.093 · 105
8 3 2.817 · 104 5.21 · 105 1.506 · 106 2.686 · 106 2.817 · 104
8 4 2.906 · 103 4.613 · 105 3.25 · 105 2.191 · 106 2.906 · 103
8 5 2.908 · 102 6.477 · 104 3.551 · 104 2.262 · 106 2.908 · 102
8 6 2.849 · 101 6.701 · 103 3.582 · 103 3.475 · 105 2.849 · 101
8 7 2.627 · 100 6.682 · 102 3.573 · 102 3.635 · 104 2.627 · 100
8 8 2.594 · 10−1 6.507 · 101 3.468 · 101 3.608 · 103 2.594 · 10−1
End of table
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Table 4.7: dgap = 0.1m The first and second columns denote electric fields, in the range
of 101 − 108 [V/m], and AC frequencies, in the range of 101 − 108Hz respectively. The
next columns denote the average rate of charge transfer per AC cycle from the left
dielectric surface, in units of [C/m2/cycle], with Nargon = {10, 20, 30, 40, 100} intermediate
argon atoms.
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 100 atoms
1 2 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102 1.4 · 102
1 3 2.742 · 101 2.742 · 101 2.742 · 101 2.742 · 101 2.742 · 101
1 4 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100 5.626 · 100
1 5 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1 6.97 · 10−1
1 6 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2 5.213 · 10−2
1 7 2.214 · 10−3 2.214 · 10−3 2.214 · 10−3 2.214 · 10−3 2.214 · 10−3
1 8 0 · 100 0 · 100 0 · 100 0 · 100 0 · 100
2 1 9.024 · 104 2.675 · 105 7.66 · 105 1.208 · 106 9.024 · 104
2 2 1.178 · 105 3.233 · 105 6.582 · 105 1.435 · 106 1.178 · 105
2 3 2.214 · 105 7.079 · 105 1.553 · 106 2.853 · 106 2.214 · 105
2 4 8.519 · 104 3.719 · 105 8.995 · 105 1.296 · 106 8.519 · 104
2 5 1.087 · 104 4.987 · 104 1.333 · 105 1.773 · 105 1.087 · 104
2 6 1.104 · 103 5.087 · 103 1.377 · 104 1.814 · 104 1.104 · 103
2 7 1.042 · 102 4.697 · 102 1.245 · 103 1.537 · 103 1.042 · 102
2 8 7.156 · 100 2.741 · 101 6.769 · 101 6.802 · 101 7.156 · 100
3 1 4.247 · 104 4.139 · 105 1.938 · 105 3.096 · 105 4.247 · 104
3 2 6.153 · 104 6.476 · 105 9.548 · 105 7.498 · 105 6.153 · 104
3 3 3.095 · 105 3.961 · 105 1.092 · 106 1.546 · 106 3.095 · 105
3 4 3.367 · 105 8.362 · 105 2.305 · 106 4.541 · 106 3.367 · 105
3 5 6.475 · 104 3.241 · 105 1.158 · 106 3.247 · 106 6.475 · 104
3 6 6.956 · 103 3.889 · 104 1.991 · 105 5.8 · 105 6.956 · 103
3 7 6.817 · 102 3.912 · 103 2.107 · 104 6.259 · 104 6.817 · 102
3 8 5.838 · 101 3.582 · 102 1.949 · 103 5.773 · 103 5.838 · 101
4 1 6.641 · 104 9.584 · 105 7.675 · 105 8.453 · 105 6.641 · 104
4 2 3.031 · 105 5.672 · 105 1.666 · 106 1.08 · 106 3.031 · 105
4 3 3.4 · 105 8.137 · 105 1.794 · 106 2.636 · 106 3.4 · 105
4 4 7.086 · 104 3.269 · 105 1.472 · 106 2.273 · 106 7.086 · 104
4 5 7.714 · 103 3.967 · 104 2.608 · 105 3.466 · 106 7.714 · 103
Continued on next page
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Table 4.7 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 100 atoms
4 6 7.735 · 102 4.045 · 103 2.782 · 104 2.209 · 106 7.735 · 102
4 7 7.562 · 101 4.039 · 102 2.797 · 103 3.361 · 105 7.562 · 101
4 8 6.815 · 100 3.958 · 101 2.761 · 102 3.5 · 104 6.815 · 100
5 1 3.042 · 105 5.771 · 105 1.705 · 106 8.554 · 105 3.042 · 105
5 2 3.422 · 105 8.337 · 105 1.814 · 106 2.767 · 106 3.422 · 105
5 3 7.122 · 104 3.329 · 105 1.493 · 106 2.597 · 106 7.122 · 104
5 4 7.749 · 103 4.035 · 104 2.631 · 105 2.962 · 106 7.749 · 103
5 5 7.812 · 102 4.115 · 103 2.807 · 104 2.148 · 106 7.812 · 102
5 6 7.708 · 101 4.116 · 102 2.824 · 103 3.307 · 105 7.708 · 101
5 7 7.223 · 100 4.066 · 101 2.813 · 102 3.464 · 104 7.223 · 100
5 8 6.407 · 10−1 3.901 · 100 2.737 · 101 3.428 · 103 6.407 · 10−1
6 1 3.441 · 105 8.376 · 105 1.825 · 106 2.799 · 106 3.441 · 105
6 2 7.162 · 104 3.344 · 105 1.503 · 106 2.624 · 106 7.162 · 104
6 3 7.794 · 103 4.054 · 104 2.648 · 105 2.996 · 106 7.794 · 103
6 4 7.856 · 102 4.132 · 103 2.825 · 104 2.171 · 106 7.856 · 102
6 5 7.751 · 101 4.133 · 102 2.843 · 103 3.339 · 105 7.751 · 101
6 6 7.263 · 100 4.091 · 101 2.833 · 102 3.497 · 104 7.263 · 100
6 7 6.432 · 10−1 3.954 · 100 2.756 · 101 3.46 · 103 6.432 · 10−1
6 8 1.361 · 10−1 5.695 · 10−1 2.534 · 100 3.228 · 102 1.361 · 10−1
7 1 7.101 · 104 3.334 · 105 1.493 · 106 2.601 · 106 7.101 · 104
7 2 7.727 · 103 4.041 · 104 2.63 · 105 2.97 · 106 7.727 · 103
7 3 7.789 · 102 4.119 · 103 2.806 · 104 2.152 · 106 7.789 · 102
7 4 7.684 · 101 4.12 · 102 2.824 · 103 3.309 · 105 7.684 · 101
7 5 7.199 · 100 4.077 · 101 2.813 · 102 3.466 · 104 7.199 · 100
7 6 6.373 · 10−1 3.939 · 100 2.738 · 101 3.43 · 103 6.373 · 10−1
7 7 1.361 · 10−1 5.728 · 10−1 2.526 · 100 3.2 · 102 1.361 · 10−1
7 8 0 · 100 0 · 100 0 · 100 2.746 · 101 0 · 100
8 1 7.755 · 103 4.045 · 104 2.631 · 105 2.97 · 106 7.755 · 103
8 2 7.814 · 102 4.123 · 103 2.807 · 104 2.152 · 106 7.814 · 102
8 3 7.713 · 101 4.124 · 102 2.825 · 103 3.31 · 105 7.713 · 101
8 4 7.216 · 100 4.085 · 101 2.814 · 102 3.467 · 104 7.216 · 100
8 5 6.405 · 10−1 3.944 · 100 2.738 · 101 3.43 · 103 6.405 · 10−1
Continued on next page
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Table 4.7 – continued from previous page
E 10x[V/m] f 10y [Hz] 10 atoms 20 atoms 30 atoms 40 atoms 100 atoms
8 6 1.362 · 10−1 5.733 · 10−1 2.52 · 100 3.2 · 102 1.362 · 10−1
8 7 0 · 100 0 · 100 0 · 100 2.746 · 101 0 · 100
8 8 0 · 100 0 · 100 0 · 100 2.354 · 100 0 · 100
End of table
4.4 Summary and conclusions
In this chapter, we have used the multi-state Landau-Zener model in the incoherent limit
presented in [117] to obtain the rates of electron emission from dielectric materials under
AC fields. The rate of electron emission from α−quartz under a variety of operating
conditions including effective pressures in the range of 10Pa− 10GPa, and electric fields
in the range of 102 − 108 V/m. We find that while a time-dependent joint density of states
perspective can be used to understand the variation in charge transfer, numerical results
require temporal simulation over avoided level-crossings, and an explicit parametric
formula for the rate of electron emission is not self-evident.
From the perspective of plasma physics, most importantly, the dynamics of plasma
formation (avalanches, sheath formation, collisions etc.) have not been taken into account.
Dielectric breakdown of the gaseous region and eventual electron-ion plasma formation
requires not just an initial charge density, but also subsequent collisions between charged
and neutral species, as well as between free electrons and neutral species. We argue that
while the dynamical process of dielectric breakdown of gases has been investigated using
detailed numerical simulations, these simulations often extend at most to a few
nanoseconds. As a result, these simulations cannot comment on why alternating currents
are necessary for plasma formation in the DBD configuration. These detailed numerical
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models also apriori assume the presence of seed electrons necessary for plasma formation,
without investigating the origin of those initial electrons. Alternatively, device level
simulations over the entire AC cycle have been limited to the lumped-element model,
where microscopic details are abstracted to switches, effective capacitances and plasma
resistance. Our work provides a way to systematically simulate over the entire course of
the AC cycle.
We envision three directions of future work:
• Model compression using an interpolative neural network for fast and efficient
computation of surface electron emission from dielectrics. The main advantage of
this approach would be reduction in I/O costs which can be significant in future
plasma simulations on high-performance computing platforms.
• More integrated coupling of the Landau-Zener level-crossings to plasma dynamics.
One way to do this would be to use the initial Landau-Zener model to obtain the
electronic structure of a given system, use plasma simulations (PIC+DSMC) over a
few nanoseconds, and connect it back to update energy levels in the Landau-Zener
model. Going from non-conducting random atomic motion to a coordinated motion
of ions and electrons, the electronic behavior could be similar to an oxide-plasma
interface, requiring an augmented approach where our system includes localized
electronic states as well as delocalized plane waves that describe conducting
electrons.
• Crystalline metal-oxide interfaces are well-investigated and many interesting
surface-states arise at the interface of metal-oxide systems. It would be interesting to
understand the interface between disordered plasma and crystalline insulators at the
same level of detail. We suspect that the presence of two types of disorder at the
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interface (spatial disorder due to atomic motion and temporal disorder due to
formation and quenching of electron-ion plasmas) result in interesting
quantum-mechanical states that can help us design collective quantum mechanical
behavior on dielectric surfaces.
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CHAPTER 5
QUANTUM MECHANICAL CONTRIBUTIONS TO
HYSTERESIS IN ELECTRON TRANSFER
In the previous chapter, we computed the rate of electron emission from dielectric surfaces
by using the incoherent limit in the multi-state Landau-Zener problem. Even within the
incoherent limit, the number of possible paths scales exponentially with the number of
diabatic energy level-crossings, and an ensemble average is taken at every point to obtain
the average or expected temporal evolution of the system. Using that analysis, it was
shown that electron-emission from dielectric surfaces is time-dependent in a way that is
consistent with experimental observations of plasma formation in DBDs. In addition, in
Chapter 3, hysteresis is observed when we plot two energy-conjugate variables, charge on
the left-dielectric(Q) vs. applied voltage(V), indicating energy dissipation, and is shown
for reference in Figure 5.1. We note the variation in expected charge (Q) at maximum and
minimum V (t) in Figure 5.1a, as well as the area within Q-V curves as shown in
Figure 5.1b. In this chapter, we consider (i) whether similar effects would be observed if
we removed the incoherent approximation, and (ii) whether we would observe hysteresis
under coherent unitary evolution of a closed quantum-mechanical system.
Hysteresis and dissipation in nanoscale systems have become increasingly relevant in
recent years, particularly in ferro- and piezo electric materials[118], solar cell device
physics[119, 120, 121], molecular magnetism[122, 123], as well as quantum
computing[124, 125, 126], and it has become necessary to characterize dissipation in
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(b) Lissajous plot of one AC cycle,
zooming-in near 0V
Figure 5.1: Hysteresis in electron-transfer computations using the ensemble average
within the incoherent approximation of the Landau-Zener model. (a) charge-voltage
Lissajous plot obtained by using (x, y) = (V (t), ne(t)), where ti and tf denote the initial
and final times of the simulation. Vertical shifts in total charge occur at the maximum and
minimum external voltages. (b) Zoomed-in Lissajous plot showing one complete AC cycle
between the phases {π2 , 2π + π2 }. Note the scales on the x and y axes due to the zoom-in.
The charge transfer process is irreversible under forward and backward biases.
finitely driven, finite-size systems. Concerns about hysteresis are as varied as the
applications: in solar cells for example, it is essential to remove hysteresis to obtain greater
device efficiency; for molecular magnets, it is necessary to maintain rate-dependent
hysteresis at higher temperatures; and in quantum computing[125], it is necessary to deal
with the rise in temperature due to internal dissipation while maintaining a high frequency
of “programming” or annealing. The mechanisms that cause dissipation are also as varied
as the devices, with studies investigating the effect of defect formation, ion-migration, as
well as spin-phonon coupling[122].
Broadly speaking, there have so far been two microscopic models of understanding
dissipation in quantum mechanical simulations :
• The first approach is based on response theory, where the typical computation
involves obtaining the response function of a material under perturbative
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electromagnetic fields at various frequencies[127, 128, 129, 130, 131]. The response
functions or susceptibilities thus obtained, contain both transport (real part of the
response function) as well as dissipative effects (imaginary part of the response
function) due to coupling to an external field. The real and imaginary parts are
related to one another via the Kramers-Kronig relations[129]. Nonlinearity and the
effect of strong fields can be considered by including higher order terms of
perturbation theory, but more consideration is necessary beyond a critical maximum
field, for example as discussed in [132], where Zener tunneling comes into play. One
can use time-dependent density functional theory[133, 134, 135], however, one might
have to consider a memory-dependent exchange correlation functional[136]. Overall,
these works focus on extending particular aspects of electronic structure theory
calculations to the time-dependent, non-adiabatic domain accurately; accurate
estimations of the kinetics of bond-dissociation is particularly difficult, and recently,
an application to H+2 dissociation [137], was accomplished.
• The second approach to understanding dissipation in quantum mechanical systems
comes in the form of reduced density matrices, and modification of the closed
quantum master equation to explicitly include dissipation via coupling to a
bath[138, 139, 140]. In this approach, the total system is divided into a smaller
system of interest and a bath or environment, which could also be characterized
using non-equilibrium Green’s functions[131, 141]. Thus, the smaller system is
investigated in microscopic detail, while the coupling between the bath and the
system is modeled by adding a dissipative super-operator to the master equation.
This approach is useful when the goal is to find the quasi-steady or steady states of
the system, under coupling to a bath with well-known properties. The decision to
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choose particular spectral features of the bath, and the choice of appropriate
system-bath coupling, are both areas of active interest[142, 143]. The main
advantage of this method is that the type of dissipation is known apriori, and we are
trying to understand the response of a quasiparticle system to this environment.
The contribution of this work is that we have computed dissipation in closed
quantum-mechanical systems under finite driving frequencies in finite-size systems, as they
go through an avoided level-crossing. Recently, there has been theoretical interest in
understanding the competing effects of internal coherent unitary dynamics within a
system, and dissipation to the environment, in the context of finite-size systems near
avoided level-crossings[144, 145]. While highly accurate simulations will require
methodological developments in non-adiabatic, time-dependent, electronic structure
theory, our work contributes to these developments by showing that coherent unitary
dynamics can itself be a source of irreversibility. From the perspective of statistical
mechanics, rate-independent hysteresis has been investigated using renormalization
group-based methods in infinite systems[146, 147]. Rate-dependent hysteresis in finite,
closed systems, however, has not been investigated to the same extent, with attention to
microscopic detail.
The outline of this work is as follows. First, we present the possible reasons for
hysteresis in systems with avoided level-crossing, due to neighbor interactions and
quantum mechanical superposition, in Section 5.1. This description is followed by an
analytical comparison to the classical harmonic oscillator in Section 5.2, where it is shown
that the time-dependent Schrödinger equation naturally gives rise to damping of
eigenmodes under a time-dependent Hamiltonian. Then, in Section 5.3, the numerical
integrators required to investigate hysteresis are discussed, followed by applications to
103
realistic systems in Section 5.4. We show that whether in finite quantum-spin systems,
two-dimensional charged systems under electric fields, or a dielectric-gas-dielectric system
under realistic AC voltage of frequency f = 20MHz, driving a closed quantum mechanical
system at a finite rate leads to hysteresis under field reversal.
5.1 Phenomenology
Phenomenologically, Figure 5.2 shows two ways in which hysteresis could occur in
level-crossing systems. Figure 5.2a shows the typical two-level system, with a
time-dependence along the horizontal direction, and the corresponding adiabatic (solid)
and diabatic (dashed) energies. The point at which level-crossing occurs, tc, depends on
the diabatic energies; assuming that the applied field depends linearly on time,
level-crossing of diabatic states occurs when:
ε1 + αtc = ε2 − αtc
The strength of the coupling term between diabatic states, V12, determines the gap
between adiabatic energy levels. Let us assume that states |1〉 and |2〉 corresponds to spins
−1 and +1 respectively, and that the external field is magnetic, H(t), then Figure 5.2b,
shows the expected value of magnetization as a function of the applied magnetic field. So
far, we have considered a single spin, and the expected magnetization under a given
magnetic field, with no reference to response time. Next, we consider a collection of spins





























∆M due to superposition at finite driving
(c) (d)
Figure 5.2: (a) Avoided level-crossing under a time-dependent external field, where |1〉
and |2〉 denote diabatic states whose energies, represented by dashed-lines, cross at time
t12. Solid lines represent adiabatic energy levels – if the system is varied sufficiently slowly,
the system undergoes adiabatic transitions given by |1〉 → |2′〉, and |2〉 → |1′〉. (b)-(d)
show the expected magnetization (M) vs magnetic field (H), M -vs.-H, as the system is
being driven across the transition or avoided level-crossing. We assume |1〉 and |2〉 to
correspond to magnetization states, −1, and +1 respectively. (b) The expected total
magnetization, M , as a function of applied field, H in the adiabatic limit; forward and
backward bias fields are reversible, and transition occurs at the expected critical field,
Hc = 0. (c) Effect of external factors (such as the presence of neighbors) that may change
the critical field at which transition occurs. Microscopically, this may be associated with
factors like doping that modify energy levels of electronic states, and lead to different Hc
under forward or backward driving. (d) Effect of finite sweep rates – vertical shifts may be
observed in the expected magnetization because of superposition; as the system goes
through an avoided level-crossing at a finite rate, the result is a superposition of two
states, leading to |M | < 1, or vertical shifts in expected magnetization.
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and observe the effect of neighbors on the single site Hamiltonian, Ĥi. In the absence of
coupling (J = 0), neighboring spins do not affect site i, and the observed magnetization of
site i is a function of the applied magnetic field only. However, for J 6= 0, the presence of
neighbors changes the on-site energies of the site i, such that on-site diabatic energies may
now cross at a different magnetic field. This leads to a horizontal shift of the transition
point, where the sign and magnitude of the shift, depend on neighboring spins. As such,
information about the history of other spins affects the transition point for site i, resulting
in Figure 5.2c. Finally, if the quantum-mechanical nature of a single spin is taken into
account, when the magnetic field is increased or decreased at a finite rate, the system is
not in a pure state, but rather in a superposition of |1〉 and |2〉. Then, the measured values
of spin is not limited to ±1, leading to vertical shifts in the expected values of
magnetization, as shown in Figure 5.2d.
5.2 Schrödinger equation compared to classical oscillator
motion
The behavior of dynamical systems is often referenced with respect to the classical
harmonic oscillator. In the absence of damping, the displacement of an oscillator is given
by the second-order differential equation:
∂2x
∂t2
+ ω20x = 0 (5.2)
where the displacement, x(t), oscillates at a natural frequency, ω0 – depending on the
boundary conditions, the solutions x(t) ∼ c1eiω0t + c2e−iω0t. Often, a velocity-dependent
damping term, γẋ, in the classical harmonic oscillator gives rise to dissipation and decay of
displacement. Harmonic oscillations also decay if the frequency of oscillation, ω, acquires
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an imaginary component.
5.2.1 Coefficients of expansion of a mixed state
In the case of a two-level system, evolving under a time-dependent Hamiltonian:
H |ψ(t)〉 = i∂ |ψ(t)〉
∂t
(5.3)
Let the Hamiltonian be written in the basis of {|1〉 , |2〉}, and as a function of a generic














The diabatic energies are given by the diagonal values:
E1 = ~ω1(q) = Ω1(q) + ε1
E2 = ~ω2(q) = Ω2(q) + ε2 (5.5)




ω(q) = ω2(q)− ω1(q) (5.6)
In the absence of the off-diagonal term, V12 = 〈1|Ĥ|2〉, ω1(q) and ω2(q) are the diabatic
energies of the system, crossing (ω1(q) = ω2(q)) at the critical parameter, q = qc. The
presence of a non-zero ω0 = 2|V12| opens a gap, and leads to avoided level-crossing. We are
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interested in systems where q is a known function of time. Rubbmark et. al [91] have
expanded a mixed state ψ as follows


































where ω1(t) and ω2(t) are diabatic energies as defined in Equation 5.5, and
ω(t) = ω2(t)− ω1(t); all three frequencies used in Equation 5.7 are (i) real, and (ii)
dependent only on the diabatic energies of the instantaneous Hamiltonian. Instead,
coupling between states, represented by ω0, and the rate of externally applied change, ω̇,






ω20 + 2iω̇ + ω
2
)





ω20 − 2iω̇ + ω2
)
U2 = 0 (5.9)
Above, in the adiabatic limit, ω̇ → 0, and the coefficients U1 and U2 follow an equation for
the undamped harmonic oscillator; resulting in solutions that oscillate at a real-valued
frequency, with constant amplitude. When ω̇ 6= 0, U1(t) and U2(t) gain an imaginary
component of frequency, leading to either growth or decay in the amplitudes of U1(t) and
U2(t). From Equations 5.7 and 5.9, we note that near the critical point,
ω(t) = ω2(t)− ω1(t) = 0, and electronic oscillations slow down.
Generalizing to multi-state Hamiltonians by taking the time-dependent Schrödinger
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equation ~i ∂tΨ = HΨ, and applying
~








(H∂tΨ + (∂tH) Ψ) (5.10)
Using ~i ∂tΨ = HΨ, we get




Thus, to second order, Ψ(t) oscillates harmonically in time with real frequencies in the
adiabatic limit, where Ḣ = 0; but under a finite rate of external driving, Ψ(t) deviates
from this ideal condition as it acquires an imaginary component of frequency, leading to
growth or damping with time.
5.3 Numerical integrator
While the previous section demonstrated the possible mechanism by which decay of
particular eigenmodes is possible, it does not make a statement about whether that might
lead to dissipation or memory effects in observed quantities. To determine the effects of
the finite rate of driving on hysteresis of observables, we consider the quantum-mechanical





= [H(t), ρ(t)] (5.12)
Usually a dissipative superoperator is added on the right-hand side, denoting coupling and
dissipation with the environment[143, 148]. In our case, we do not seek to make that
physical simplification, as it is unknown except in a few cases. In the future, we expect
that it will be possible to derive or compute, rather than assume, coupling to the
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environmental degrees of freedom, provided we can run large-enough simulations.
We use the second-order explicit symplectic integration scheme developed by Shadwick
and Buell [149] that conserves the trace of all integer powers of the density matrix,
Trρj = const. 1 The evolution of the density matrix is given by
ρ(t+ δt) = U(t, t+ δt)ρ(t)U†(t, t+ δt) (5.14)
where, U is approximated by the matrix exponential, e−iAδt. To second-order,




Conservation of the trace of ρj at higher powers is essential to ensure coherent, unitary
dynamics. Testing for the accuracy of the integrator, Figure 5.3 shows that the trace of ρj
for j = 50 is conserved, with deviations of ∼ 10−8 over a thousand time steps.




Tr[ρ] = Hmnρnm − ρmnHnm (5.13)
where summation over repeated indices is implied. It can then be readily shown that the RHS goes to
zero for symmetric (or Hermitian) matrices. Thus, the trace of the density matrix is conserved for a closed
quantum system. The trace of ρj for any j = 1, 2, . . . is also conserved[150, 151, 149] – the evolution of
operator A is determined by the commutator, [H,A] = HA−AH. If A = ρj is Hermitian, the trace of A is
conserved by the same argument as the one used for the trace of ρ1.
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Figure 5.3: (a) Conservation of the trace of ρ50 over the course of simulations.
5.4 Systems considered
5.4.1 System with three quantum spins
First, we investigate a three spin system under a longitudinal coupling to the applied field,
h(t), and transverse coupling along the x−direction with constant, Vi. The Hamiltonian of
such a finite, quantum, Ising model is given by[152]
























. The size of the basis
set of this system consists of 23 = 8 states, each of which denotes a particular combination
of spins, |↑↑↑〉 . . . |↓↓↓〉. The wavefunction is not (anti-)symmetrized, as spin-sites are
considered to be distinguishable. Explicitly, the three-spin Hamiltonian is written as an
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8× 8 matrix:
H = −J (σz1 ⊗ σz2 ⊗ I + I⊗ σz2 ⊗ σz3)
− h(t) (σz1 ⊗ I⊗ I + I⊗ σz2 ⊗ I + I⊗ I⊗ σz3)
− V (σx1 ⊗ I⊗ I + I⊗ σx2 ⊗ I + I⊗ I⊗ σx3 ) (5.17)
where I denotes a 2× 2 identity matrix. A uniform magnetic field, h(t) = hmax cosωt is








Figure 5.4: Ground state energy, E0 energy of the first excited state E1, and the gap
between the ground and excited states, ∆E as a function of the applied magnetic field.
Figure 5.4 presents the adiabatic ground state of the system, E0 and the first excited
state, E1, as well as the energetic gap, ∆E = E1 − E0, with the smallest gap appearing
near h(t) = 0. Our simulation starts at the ground state of the initial Hamiltonian, and
proceeds to 2 AC cycles. The initial density matrix is obtained by ρ0 = |Ψ0〉 〈Ψ0|, where
Ψ0 denotes the initial ground state wavefunction. At each instance in time, the expected
magnetization, defined as, 〈Ŝ(t)〉 = Tr[Sρ(t)], using Ŝ = σz ⊗ I⊗ I+ I⊗ σz ⊗ I+ I⊗ I⊗ σz,






Figure 5.5: Expected spin varying with time under finite driving, as a function of the
applied uniform magnetic field. The frequency of the magnetic field variation is f = 0.01,
and hysteresis is observed between forward and backward driving of the spin system,
h(t) = hmax cosωt. Arrows denote the direction of time. Level-crossings are expected near
h = 0; consistent with the previous section where we noted that the frequency of electronic
oscillations in the two-state case depends on the energy gap between diabatic states, we
observe slower oscillations near h = 0. The phenomenon of critical slowing down near
level-crossing is well-known in the literature[153] – the relation between critical correlation
length and critical correlation time, is essential to understanding hysteresis in infinite
systems in the adiabatic limit; the exact scaling between finite system size and finite rates
of change in the Hamiltonian, and its effect on the magnitude of rate-dependent hysteresis
will be investigated in the future.
magnetization, 〈Ŝ(t)〉 as a function of the applied uniform magnetic field, h(t). Arrows
indicate the direction of time, and we note that reversing the rate of change of the applied
field, in increasing or decreasing order, creates a history-dependent total spin
magnetization of the system. Figure 5.5 also shows critical slowing down of electronic
oscillations near h = 0, where the energy gap between states, ∆E = E1 −E0 is expected to
be the lowest. The irreversibility of S(t) at zero-field, is solely due to the finite rate of
driving; decreasing the AC frequency to f = 0.001, we observe smaller dissipative effects,
although critical slowing down of electronic oscillations near h = 0 is still observed.
In addition, the spin on each site, ŝ1(t) = σ
z ⊗ I⊗ I, and ŝ2(t) = I⊗ σz ⊗ I are
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Figure 5.6: Site-specific expectation values of spin, 〈s1(t)〉 and 〈s2(t)〉 respectively, as a
function of external uniform magnetic field. Like total spin, individual site-specific
measurements also show dependence on history as well as forward and backward
dependence.
However, if the system is driven more slowly, closer to the adiabatic limit so that all
transitions are adiabatic, or infinitely fast so that all transitions are diabatic, the temporal
evolution of the system under forward and backward driving become reversible. In both
limits, the dissipation measured as convex area under the S − vs.− h curve,
∫
〈S(t)〉 · h(t)dt, goes to zero. The dependence of dissipation on the frequency as well as
the maximum uniform magnetic field, hmax are shown in Figure 5.7, where we note that
















Figure 5.7: Energy dissipated over 4-AC cycles, as a function of applied frequency along
the x-axis, and dependence on the maximum field, hmax, indicated by the legends. At high
frequencies, all transitions are diabatic, and at very low frequencies all transitions are
adiabatic; at both extremes, the area under the S(t)− vs.− h(t) curve goes to zero,
indicating no dissipation.






Figure 5.8: A finite flake of graphene with dangling carbon bonds (open boundary
conditions) beyond the atoms shown. A uniform electric field is applied along the
y-direction, and we assume its effect to be a linear drop in electrostatic potential across
the system. The applied electric field is sinusoidal, given by, E(t) = E0 sinωt, with
f = 0.01, and ω = 2πf . We compute the charge on the lower-half of the system, i.e. the
sum of all charges on atoms at positions y ≤ 0.
Next we consider the possibility of hysteresis due to external fields in a finite flake of
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graphene, as shown in Figure 5.8. The system consists of 50 carbon atoms, each
represented by an sp3 basis set; the electronic Hamiltonian is obtained at the density
functional based tight-binding level of theory[54, 11, 10]. Because we are investigating a
finite system under a finite, linearly dropping electrostatic potential, atoms at the
boundaries of the cell shown in Figure 5.8 are not bonded to three atoms, but instead
contain dangling bonds. In this section, we are interested in observing how applying a slow
AC field to this system, can give rise to QV hysteresis. The applied field is characterized
by Emax = 100 Ha/Bohr, atomic frequency of f = 0.01 where the atomic unit of time is
defined by 1 Ha~ , and sinusoidal time-dependence, Ey(t) = Emax sinωt. We are interested in
the temporal evolution of charge on the lower half of the plane, on atoms at positions
y ≤ 0.
The resulting rate-dependent hysteresis is presented in Figure 5.9. Hysteresis is evident
in Figure 5.9a, where we note a finite, convex area denoting irreversibility and finite
dissipation. Zooming in near Ey = 0 in the first half of the AC cycle, we observe in
Figure 5.9b that the simulation starts at an initial electric field of Ey = 0; as the electric
field is gradually increased and then reversed back to Ey = 0, the system ends up with a
different charge distribution compared to the initial condition.
The differences between forward and backward driving scenarios shown in this section
have been observed in studies of solar cells[121, 120]. There, several mechanisms for the
origin of hysteresis are considered – including the presence of defects, ion migration,
temperature, and other emergent factors. If we are to engineer either increases or
decreases in the hysteresis loops found in such devices, we have to be able to isolate
specific microscopic mechanisms and also be able to predict their contributions to total















Figure 5.9: (a) Hysteresis effect of charge on atoms with y ≤ 0 under a time-dependent
external field applied along the y-direction. A sinusoidal field is applied, meaning that the
simulation starts at zero electric field. (b) The effect of initial application of the external
field, denoted by arrows near zero-field. As the applied field is increased, the total charge
increases. When the driving field is reversed, we observe that the charge does not return
to its previous values, but rather shows a history and rate-dependent memory. Thus, the
charge distribution of the system changes based on not only the value of the applied field
but also on the direction (increasing or decreasing) of the field in time.
and backward driving from electronic structure considerations, indicate that effects near
avoided level-crossings also contribute to hysteresis, and could be used to optimize and
design better devices in the future. Furthermore, we argue for development of
non-equilibrium electronic structure simulations for larger Hamiltonians that can be used
to investigate the effects of different types of electronic effects independently.
5.4.3 Dielectric barrier discharge under AC voltage at 20MHz
Finally, we consider the evolution of a system that first motivated this chapter. A small
3D simulation of the dielectric-gas-dielectric system under MHz frequency is attempted.
The system investigated consists of a gap distance of 100nm, with 5 intermediate argon
atoms, as well as 1 unit cell of α−quartz on the left and right dielectric regions. Periodic
boundary conditions are used in the xy-directions, while open boundary conditions are
used along the z-direction along which the two dielectrics are separated, with intermediate
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argon atoms between. As in previous chapters, the 0001 surface is exposed, and all
dangling bonds interfacing the argon region in the dielectric-argon-dielectric system, are
terminated via hydrogenation. The Hamiltonian is constructed as in previous chapters
using density functional based tight-binding[10, 54, 11], and the Kohn-Sham energies of
neutral, closed-shell, argon atoms from local-density approximation (LDA[102]) based




Figure 5.10: Atomistic description of dielectric-gas-dielectric region, with periodic
boundary conditions along the x and y-directions, and open boundaries along the
z-direction. Five argon atoms are included in the intermediate gap, and a time-dependent
linear potential is applied along the z-direction at a frequency of 20 MHz. The small size of
the system (27 atoms, Hamiltonian size 146× 146) is due to the time it takes to compute
the matrix exponential, and the number of such computations required for direct
simulation under a 20MHz AC voltage.
Compared to previous simulations in this chapter, the simulation of a system at
20MHz is computationally challenging because atomic units of time are in the attosecond
regime, or 1016Hz frequencies, while a MHz frequency corresponds to nano or
microsecond timescales. Thus, it is essential to take large timesteps, and to ensure that
the relevant invariants of quantum mechanical evolution are conserved. The size of each
individual timestep was dt = 4.1342× 104, and approximately 105 timesteps are taken to
cover two AC cycles, with the temporal profile of V (t) = V0 sinωt, with ω = 2πf , where
f = 20MHz. The trace of the 100− th power of the density matrix is conserved with
variation of ρ100 to be on the order of ∼ 10−6. More investigation is necessary to
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understand the errors accumulated for larger step-sizes and for simulations of even slower
systems.
Figure 5.11 shows the results of the simulation. As in the previous chapters, the charge
on the left dielectric is tracked as a function of time. We find that even in the absence of
an external dissipative coupling, driving a system across an avoided level-crossing at a
relatively slow but finite rate, can give rise to charge-voltage hysteresis, and dissipation.
We note that conservation of the invariants of motion means that the system continues to
evolve unitarily; however, under a rate-dependent external field, unitary evolution itself
can contribute to energy dissipation. This is of interest, because, prior works investigating
dissipation in avoided level-crossing systems or in quantum-Lindbladian solutions have
tended to separate the solution into coherent unitary evolution and dissipative evolution
where the dissipative part consists of a phenomenological superoperator, and new physical
phenomena are expected to occur near the regime corresponding to very weak coupling
with the environment[144].
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Figure 5.11: (a) Charge on the left dielectric as a function of the applied voltage, at
frequency of 20MHz. (b) Zooming-in, we highlight the initial state of charge distribution
at zero-field. As the field is increased, the charge distribution changes accordingly. But in
the reverse direction, the charge distribution is not the same as in the forward direction,
leading to hysteresis, and consistency with other experimental observations of
rate-dependent hysteresis. Due to the mismatch between the applied frequency and the
electronic frequency (attosecond regime), each individual time-step is dt = 4.1342× 104 in
atomic units of time, such that one AC oscillation at frequency of 20MHz requires
∼ 2× 109 units. Despite the long timesteps taken, the final error in Trρ100 is on the order
of ∼ 10−6.
5.5 Conclusion
In this chapter we have shown that unitary evolution in a finite system, driven at a slow
but finite rate, can produce memory and hysteresis effects in systems undergoing an
avoided level-crossing. For a given two-state level-crossing problem, one challenge is
related to how one can model dissipation or coupling to the environment. In this work we
show that in a closed system, rate-dependent driving can directly lead to hysteretic effects,
without reference to an external, non-hermitian coupling term. Future extensions of this
work include developing our ability to investigate dissipation in moderately larger but
finite systems. Our work provides early computational proofs of how dissipation arises in
the context of closed level-crossing systems, and could be useful in modeling molecular
magnets, shape memory alloys and solar cells in the future.
The goal in this chapter was to definitively answer if and how dissipation arises in
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unitarily evolved systems, without model-introduced irreversibility. We find that
dissipation arises under finite rate of driving, in closed systems, and that it introduces
damping or amplification to particular eigenmodes of the system. This results in
dissipative quantum systems while also conserving the invariants of motion. One exciting
possibility of these computations will be to guide in the characterization of quantum
computing systems. The D-Wave system[125, 124], based on adiabatic quantum
computation, uses an adiabatic transition from a prepared state to the final problem state,
both of which are realizations of the Ising Hamiltonian under time-dependent parameters.
The ability to accurately simulate level-crossings under unitary evolution is therefore
essential. For example, the ideal operating temperatures of quantum processing units
(QPUs) are in the mK range and ramp-time to maintain adiabatic transition is
∼ 100µs[124]. A shorter ramp-time could mean faster computation, but also greater noise




In this work, we have developed an algorithm that allows for large scale electronic
structure calculations, and have investigated the time-dependent dynamics of charge
transfer under non-perturbative, slowly varying electric fields. These investigations allow
us to connect device physics and atomistic electronic structure calculations. On the one
hand, we have engineering devices that were previously modeled using continuum or
single-particle wave methods, and are now being miniaturized to micro and nanoscale;
efficient design and optimization of these devices will require electronic structure
calculations at the atomistic level, and understanding their response to various driving
conditions. While we have increasingly accurate but expensive ab-initio electronic
structure methods, the computational cost of simulating devices can be prohibitive. This
work, and tight-binding methods in general, reside between these two perspectives – device
physics motivates our investigations into microscopic physics, but the electronic structure
methods we use are semi-empirical.
Approaches taken in different chapters of this dissertation can be summarized as
balancing competing demands to obtain the desired quantities of interest.
• In obtaining algorithms for large scale electronic structure calculations, we were
constrained by memory and communication costs, and designed an algorithm
balancing two established algorithms in the literature. We could have focused on
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optimizing the number of floating point operations only, or engineered code for
optimized performance on particular systems using hardware-specific tuning. The
first approach would not scale to distributed nodes, while the second approach would
have given us fast simulations on one or several high-performance computing
systems, but not be as portable or accessible for laptops, small clusters etc.
• Secondly, in computing the temporal profile of electron transfer in dielectric barrier
discharges, our approach again is to balance the demands of microscopic physics, and
the associated computational costs. The use of the incoherent approximation, and
averaging over multiple temporal paths to obtain the required observables, enable
simulations of ∼ 50− 1000 atom systems under AC voltage with frequencies ∼ 1 kHz
over multiple AC cycles. This allows us to run a parametric sweep over several
decades of electric field strength and AC frequency, helping us to establish the
general landscape of expected electronic behavior.
• However, the approach taken could not answer whether finitely driven isolated
systems, without an explicit dissipation mechanism, are irreversible under reverse
fields. To answer that question, we had to use a more expensive method to compute
temporal evolution of quantum-mechanical systems – this led to simulation of
smaller systems over shorter timescales and fewer AC cycles, but allowed us to
establish how finitely driven closed systems may show some features associated with
hysteresis and/or dissipation.
Finally, we note that this work does not take the motion of atoms into account. In
particular, the role of phonons, the dissipative effects of atomic collisions, and the effects
of relaxing the Born-Oppenheimer approximation are not considered.
Ideally, our computational methods would scale linearly with the number of atoms with
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minimum memory and communication overheads; the semi-empirical density-functional
based tight-binding method would have approximate error bounds; and symplectic
numerical integrators used in this work would not accumulate errors over the course of 105
or more timesteps. We thus identify three directions of future work that are essential to
accurately simulate, predict and engineer nano and microscale devices: (i) making large
scale tight-binding calculations more widely available, (ii) establishing error bars on
tight-binding parameterizations, which in turn requires understanding uncertainties in
density functional theory and model-form uncertainty due to choice of density functional
forms, and (iii) developing symplectic integrators for slowly driven systems.
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APPENDIX A
DERIVATION OF THE EXCHANGE CORRELATION
ENERGY DENSITY FUNCTIONAL
According to the Hohenberg-Kohn theorem of density functional theory, the energy of the
ground state of a many-electron system can be determined from the ground state charge
density. The form of this energy functional, however, is not known. The conventional
approach after Kohn-Sham has been to assume antisymmetric wavefunctions at the
beginning, minimizing the kinetic energy for a given charge density within the Kohn-Sham
single-determinant ansatz, and approximating many-body effects in the kinetic and
interaction energies, via the exchange-correlation energy, approximated via a hierarchy of
functionals of increasing complexity.
Here we derive an explicit functional form for the total energy of an electronic system
by relating the variance of particle momentum and the variance of the scalar electric field,
to the local charge density. Previously, constraints on the kinetic energy and the indirect
part of the Coulomb energy (defined as the difference between the exact many-body
Coulomb interaction and the classical interaction between charge densities) were known,
but a link between the kinetic energy and Coulomb interaction operators, had not been
established. This work connects momentum and Coulomb interaction directly to the
charge density via commutation, and the resulting inequality leads to the expression for
the minimum total energy of an electronic system. When applied to the uniform gas with
four fitting coefficients, the same functional form captures the behavior of many-particle
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systems for the entire range of densities covered by the Ceperley-Alder computation, to
chemical accuracy. The many-electron Schrödinger equation conventionally excludes the
vector potential while including the scalar Coulomb interaction; the effect of this exclusion
on the functional form of total energy is discussed in the context of quantum field theory.
A.1 Introduction

















where T̂ = −∇
2
α
2 and V̂ee =
1
|~xα−~xβ | denote kinetic and electron-electron interaction
energies respectively, with Ψ antisymmetric under permutation of coordinate labels.
Within density functional theory (DFT)[154, 155, 156, 157, 158], the minimum value of
total energy is determined by,
E[n] = 〈Ψminn |T̂ + V̂ee|Ψminn 〉+
∫
Vext(~r)n(~r) (A.1)
where Vext(~r) denotes the external potential, and n(~r) is the charge density. Here, for a
given charge density, one can obtain the functional form for the minimum kinetic energy
for symmetric and antisymmetric wavefunctions according to the Lieb-Thirring; one can
also obtain the functional form that acts as a lower bound on the coulomb interaction
energy according to the Lieb-Oxford bound; but a bound for the total energy is not known
so far. Here, coupling between the charge density, n(~r), and the external potential is clear,
but one approximates the remaining sum of kinetic and interaction energies in terms of the
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charge density, although the antisymmetric wavefunction Ψminn , which minimizes energy
for given n(~r) is unknown. By convention, one starts with the Kohn-Sham ansatz,
considering antisymmetry first – one assumes a single-determinant solution by introducing
an effective single-particle Hamiltonian as a function of charge density, that when
diagonalized, results in eigenstates that are occupied or unoccupied. In particular, given
n(~r), the total energy is written as a sum of :





|~r − ~r′| +
∫
Vext(~r)n(~r) + Exc[n(~r)] (A.2)
where Ts[n] is the kinetic energy of the non-interacting Kohn-Sham system. The equation
can be rearranged so that the exchange-correlation energy is defined as





|~r − ~r′| +
(
〈Ψmin|T̂ |Ψmin〉 − Ts[n]
)
(A.3)
The indirect Coulomb interaction is defined as IΨ = 〈Ψ|V̂ee|Ψ〉 − 12
∫ n(~r)n(~r′)
|~r−~r′| , and a lower
bound on IΨ is given by the Lieb-Oxford bound[159, 160, 157, 161]. Separately, one can
also constrain the kinetic energy, 〈Ψ|T̂ |Ψ〉, via the Lieb-Thirring bound[162]. This limits
the accuracy of exchange correlation functionals: the exchange term is understood to
account for antisymmetry, while the correlation term is understood to account for
electron-electron interaction. As has been shown by Lieb, antisymmetry affects the
expectation value of the momentum operator, but not the electron-electron interaction
operator. However, the exchange-correlation energy is unknown; instead, mathematical
analyses investigating the effects of coordinate scaling[163] and the adiabatic connection
between interacting and non-interacting systems, inform a hierarchy of
exchange-correlation functionals[164]. The Strongly Constrained and Appropriately
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Normed(SCAN)[165] exchange-correlation functional, for instance, uses 7 constraints for
exchange, and 10 constraints for correlation. Implicit in a derivation of correlation
functional is the choice of exchange – in the uniform density case, Dirac exchange energy is
used[166]. Thus, for every correlation functional developed, a complementary exchange
functional is necessary, and the accuracy of a functional is dependent on error cancellation
between exchange and correlation terms, even in the non-empirical case[165]. Nevertheless,
even for a uniform electron gas, closed form analytical expressions for the
exchange-correlation energy have been elusive for intermediate densities between the low
and high density limits[167, 168, 169], although some progress has been made
recently[166]. As one climbs the Jacob’s ladder of exchange-correlation functionals[164],
models for the exchange- correlation energy become more complicated, and the number of
ways in which they can be constructed also increases[167].
One reason for non-uniqueness in the construction of exchange-correlation functionals
is that while Lieb, Oxford and Thirring provided separate bounds on the kinetic and
electron-electron interactions [162, 157, 160, 170], a constraint relating kinetic and
interaction energies to one another has not been proposed so far. The main contribution of
the present work is to derive a relationship between these two quantities in the form of an
uncertainty relation. In particular, 〈T̂ 〉 and 〈V̂ee〉 are expressed in terms of variances of the
momentum and electric field. Then, we show that the commutation of the momentum and
electric field is related to the charge density, and the accompanying uncertainty relation
provides a constraint on interaction energy in terms of kinetic energy (variance of
momentum). Under quite general conditions, in particular, assuming isotropy of local
variances in the absence of an intrinsic preferential direction, we show that the total
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Above, ∆p2j,α denotes the variance of the momentum of particle α along the vector
direction, j. So far, the total energy of the system is obtained in terms of the charge
density and variances of the momentum. We combine this result with the Lieb-Thirring
bound on kinetic energy[162, 170]
〈T̂ 〉 ≥ Cke
∫
n5/3(~r)d3~r (A.5)
where Cke differs for bosons and fermions by a factor of N
2/3, where N is the number of
particles. These inequalities then inform us about the functional form for the minimum
total energy of a many-electron system. The functional form is derived for a finite system
with open boundary conditions.
In the case of uniform charge density, the resulting form of minimum total energy can




n , according to










where c1 . . . , c4 are system-dependent constants, that also depend on the boundary
conditions used. For comparison with Quantum Monte Carlo (QMC) results in [102],
where simulation of finite systems are extrapolated to infinite particle number, {c1, . . . , c4}
are treated as semi-empirical constants against available data. We find that the functional
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form compares favorably (within chemical accuracy) to numerical data for both Bose and
Fermi systems. In particular, an additional exchange term is unnecessary in the case of
fermions.
A.2 Derivation
First, the kinetic energy is written in terms of variance of momentum, and the
electron-electron interaction, 〈V̂ee〉, is written in terms of the charge density and variance
of the electric field. Then, we take the commutation of the momentum and electric field
operators, which is accompanied by an uncertainty relation. The uncertainty relation
constrains the variance of the electric field in terms of charge density and variance of
momentum, and allows us to express total energy as a function of charge density and
variances of momentum. The variance of momentum, in turn, is constrained from below
by the Lieb-Thirring bound, and assuming both constraints are active, the total energy
can be written explicitly as a functional of charge density.
A.2.1 Kinetic energy
We first observe that the expectation value of momentum of an electron in a finite bound,
many-electron system is zero. In the bound single-electron case, 〈pα〉 6= 0 would mean
ẋ 6= 0 [171], resulting in net translation. In the many-electron case, the total momentum is
zero if there is no translation.
〈p̂total,i〉 = 〈p̂1,i〉+ . . . 〈p̂N,i〉 = 0
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Particle indistinguishability[170, see p. 320] implies 〈p̂1,i〉 = 〈p̂2,i〉 = . . . = 〈p̂N,i〉. As a


























Later, a bound on the variance of momentum will also be useful. In particular, Lieb
and Thirring have shown that there is a lower bound on the kinetic energy of
particles[162, 170],
〈T̂ 〉 ≥ Cke
∫
n5/3(~r) (A.8)
where the constant Cke differs for bosons and fermions by a factor of N
−2/3 depending on
whether the antisymmetry constraint is applied. Thus, the Lieb-Thirring bound implies







Next we obtain an expression for electron-electron interaction in terms of variances of the
electric field. In classical electrostatics, the energy due to Coulomb interaction between
particles can also be written as an integral of the energy density or square of the electric
131











|~xα − ~xβ |
(A.10)
Above, the electric field is defined as the gradient of the scalar potential,





Promoting V (~r) and ~E(~r) to operators, we examine two integrals:
∫
~r










and relate them to particle-particle interaction. Previously, the polarizability operator has
been used to understand response of molecules in non-relativistic quantum
electrodynamics[172], where the polarizability field differs from the electric field operator
due to charged particles, as investigated here, by the dielectric constant. In particular,
Babiker et al. [172], and subsequent works in molecular quantum electrodynamics use
expressions similar to Equation A.12.
The first integral can be written as:
∫
~r










|~r − ~xβ |
|Ψ〉 (A.13a)
After integration by parts (for either derivative, ∇~r), setting the surface terms to zero, and
































Above, we have separated the terms α 6= β and α = β, after which the first sum simplifies




































where we have used the Fourier expansion of 1|~r| in three-dimensions[173], followed by























Dimensionally, the integral is ∼ 1k2 k3, or has units of [k], which is the inverse of length,
and is consistent with the term obtained by summation over α 6= β terms. Thus, from
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Equation A.11, we have simplified to:
∫
~r









The second integral results in a related expression. Again, by using integration by
parts and ∇2r 1|~r−~x| = −4πδ(3)(~r − ~x) in a similar way (with accompanying complete
derivation in the supplementary materials), it can be shown that
∫
~r






|~r − ~r′| (A.14)




































































































A.2.3 Uncertainty relation between variances
We now obtain a relation between variances of the electric field and momentum, ∆Ej(~r)
and ∆pα,j . In particular, the operators, p̂ and Ê(~r) are related to the charge density via
commutation. Our derivation relies on a specific case of a general relation [174], in one
dimension through which















Replacing F (. . .) by the electric field along j direction at ~r, Êj(~r), the commutation
























Swapping the order of derivatives, the derivative ∂xj,α results in a non-zero value only for














|~r−~xα| , which can be shown by hand, for 1
and 3 dimensions. Then









According to the uncertainty principle [175], three operators, Â, B̂, Ĉ related by a
commutation relation,
[Â, B̂] = ÂB̂ − B̂Â = iĈ (A.22)




via the Cauchy-Schwartz inequality. Replacing
Â→ p̂j,α (A.24)

































, and using ∇2 1|~r−~x| = −4πδ(3)(~r − ~x), and ~→ 1 (atomic units),
∆~px,α∆ ~Ex(~r) + ∆~py,α∆ ~Ey(~r) + ∆~pz,α∆ ~Ez(~r) ≥ 2π 〈n̂α(~r)〉 (A.27d)
where n̂α(~r) = δ(~r − ~xα), is the charge density due to particle α. Summation of
Equation A.27 over α, results in an expression that relates variances of momentum and









∆~pz,α∆ ~Ez(~r) ≥ 2πn(~r) (A.28)
Under the assumption of isotropic variances, i.e., ∆Ex(~r) = ∆Ey(~r) = ∆Ez(~r), ∆Ex(~r)




∆~px,α + ∆~py,α + ∆~pz,α
)
≥ 2πn(~r) (A.29)





A.2.4 Deriving total energy
To summarize our derivation so far, the total energy can be written in terms of the charge


































Since variances of the electric field can be constrained by variances of the momentum (as



















































, where A[n] is used to denote the known parts of dependence on charge density, and the




Together, the total energy of a system is constrained by Equation A.33 and
Equation A.34. Figure A.1 presents a schematic description of allowed energies for given
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n(~r), where the horizontal axis denotes the variance of momentum, and the vertical axis
denotes total energy. The solid blue line represents the equality condition on total energy
from Equation A.33, while the dashed, red line denotes the constraint on ∆pj,α due to
Equation A.34. The feasible region satisfying both constraints is shaded. When both







































Figure A.1: Total energy from first principles constraints. The solid blue line denotes the
constraint on total energy from Equation A.33, while the dashed red line denotes the
constraint due to the Lieb-Thirring bound, Equation A.34. The shaded region represents
the feasible region, taking both constraints into account. Assuming both constraints are
active, the minimum total energy can be derived directly.
A.3 Uniform charge density
In the case of uniform charge density, a uniform background charge provides the external





and n(~r′) = n, where n is constant. Then, the
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In the context of the derivation so far, above, the first term denotes the minimum kinetic
energy contribution required by the Lieb-Thirring bound, the second term is arises due to
the combination of two classical charges effects – repulsive (positive) interaction between
charges of same-sign and attractive (negative) interaction of particles to the background
charge required to maintain uniform charge density. The third term arises due to the
derived uncertainty relation in Equation A.30 that relates the variances of electric field
and momentum to charge density. Finally, the last term is the quantum-mechanical
self-interaction term, α = β from Equation A.16. Rearranging the expression in increasing




























n , to substitute in










in the last term are independent of n, and can be incorporated as
constants c1 and 2c4, respectively. This results in a parametric form for total energy in
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terms of the Wigner radius










particle c1 c2 c3 c4
fermions −0.0052 −1.2486 2.5425 −0.1147
bosons −0.0022 −1.3370 1.3396 −7.5094
Table A.1: Parameters for bosons and fermions obtained via least sum-of-squares
minimization of the functional form given in Equation A.38b against Quantum Monte
Carlo data[102].
The validity of the functional form thus obtained in Equation A.38b is tested by fitting
to Quantum Monte Carlo (QMC) simulations in [102]. For finite systems, the constants,
{c1, . . . , c4} could be obtained directly by computation, but here they are treated as
semi-empirical coefficients, and compared with QMC energies of uniform systems obtained
by extrapolating simulations of 38 to 246 particles to the infinite case. Comparing
Equations A.38a and A.38b, coefficients c1 and c4 are expected to be negative, and c2 and
c3 to be positive. The coefficients, c1 through c4 are obtained semi-empirically by
minimizing the sum-of-squares difference between the energies obtained from
Equation A.38b, and numerical QMC results. The results are presented in Table A.1,
where we note that the sign of c2 is negative – we attribute this to be a consequence of
using the variance of the electric field, which has negative normalization in quantum field
theory – and has to be investigated in the future[176].
Figure A.2 demonstrates the accuracy of our derived functional form – the first and
second columns represent results for paramagnetic fermions and bosons respectively. The
functional form thus derived from first principles constraints applies to both bosons as well
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(A) Fermions (B) Bosons
Figure A.2: QMC results (discrete values), parametric fit (continuous curve), and
resulting absolute errors from fitting to the functional form denoted by Equation A.38b,
for the uniform (A) electron and (B) bosons gases. We note that the same functional form
is capable of reproducing the total energy behavior of both bosons and fermions within a
wide range of particle densities, 1 ≤ rs ≤ 100 for fermions and 2 ≤ rs ≤ 200 for bosons,
within quantum chemical accuracy, err ≤ 1.5mHa.
as fermions, and an additional ansatz for exchange functional in the case of fermions is
unnecessary. Over the entire range of particle densities, 1 ≤ rs ≤ 100 for electrons, and
2 ≤ rs ≤ 200 for bosons – the functional form is consistent with numerical data to
chemical accuracy, with the maximum absolute errors of ≤ 1.5× 10−3 Ha, as shown in the
second row of Figure A.2 for bosons as well as fermions. This follows from the fact that
the uncertainty relation derived in this work holds true for symmetric as well as
antisymmetric wavefunctions. (Anti-)symmetry of the wavefunction affects allowed kinetic




In this work, we have derived a functional form for the total energy of many-particle
systems from first principles without separating exchange and correlation for the very first
time. In particular, we take the commutation of the local electric field due to the scalar
potential, and particle momentum, and relate this quantity to the charge density. The
functional form thus derived, agrees with Quantum Monte Carlo simulations for bosons as
well as paramagnetic fermions for the entire range of computed uniform densities in the
Ceperley-Alder computation. While interpolations for the intermediate region of electron
densities can be constructed between the high and low density limits, there was no way,
previously, to derive a general explicit functional form for total energy from physical
arguments, as the interplay between kinetic and interaction energies was unknown. As a
result, functionals for correlation are developed by assuming particular forms of exchange
functionals[177, 178, 179, 164]. The derived uncertainty relation bounds the product of
variances, and is the first addition to the set of constraints on the kinetic and
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Abstract
Quantum-based molecular dynamics (QMD) is a highly accurate and transferable method
for material science simulations. However, the time scales and system sizes accessible to
QMD are typically limited to picoseconds and a few hundred atoms. These constraints
arise due to expensive self-consistent ground-state electronic structure calculations that
can often scale cubically with the number of atoms. Linearly scaling methods depend on
computing the density matrix P from the Hamiltonian matrix H by exploiting the sparsity
in both matrices. The second-order spectral projection (SP2) algorithm is an O(N)
algorithm that computes P with a sequence of 40− 50 matrix-matrix multiplications. In
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this paper, we present task-based implementations of a recently developed data-parallel
graph-based approach to the SP2 algorithm, G-SP2. We represent the density matrix P as
an undirected graph and use graph partitioning techniques to divide the computation into
smaller independent tasks. The partitions thus obtained are generally not of equal size and
give rise to undesirable load imbalances in standard MPI -based implementations. This
load-balancing challenge can be mitigated by dynamically scheduling parallel
computations at runtime using task-based programming models. We develop task-based
implementations of the data-parallel G-SP2 algorithm using both Intel’s Concurrent
Collections (CnC ) as well as the Charm++ programming model and evaluate these
implementations for future use. Scaling and performance results of our implementations
are investigated for representative segments of QMD simulations for solvated protein
systems containing more than 10, 000 atoms.
B.1 Introduction
Quantum-based molecular dynamics(QMD) simulations of large physical systems are
limited due to the high cost of electronic structure calculations, which often involve the
computation of nocc eigenstates of the Hamiltonian matrix H, where nocc denotes the
number of occupied electronic states. Traditional electronic structure calculations rely on
methods such as direct diagonalization, gradient based energy minimization schemes [37],
or Chebyshev filtering techniques [180, 181] that scale as O(N3), where N denotes the size
of the Hamiltonian H. However, instead of individual eigenstates of H, often the density
matrix P, which is the sum of outer product of the nocc eigenstates is desired. Unlike
individual eigenstates, P is known to be sparse and nearsighted: elements of P decay
exponentially away from the diagonal for gapped systems and metals at finite
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temperature, while elements of P decay algebraically for metallic systems at zero
temperature [182, 18]. The nearsightedness of physical systems, which results in sparse P,
makes electronic structure calculations that scale as O(N) possible; an overview of
common approaches can be found in the literature, particularly [183, 15].
The second-order spectral projection purification method (SP2) is an O(N) algorithm
to compute the density matrix P for any Hamiltonian H. In comparison to other O(N)
methods, the advantage of SP2 is that its O(N) scaling is not tied to the method used to
generate H. SP2 does not require construction of Wannier-like functions with an imposed
localization constraint as in [13, 184], and it also differs from finite-difference based
electronic structure calculations that impose localization constraints on numerical
solutions [25] to obtain O(N) scaling. While the aforementioned approaches have been
shown to be accurate and scaleable, their O(N) scaling is coupled to the choice of basis
sets and imposed localization constraints. On the other hand, given any H, SP2 can be
used to obtain P with O(N) computational cost, as long as the matrices are sparse.
SP2 replaces matrix diagonalization by a sequence of matrix-matrix multiplications
with approximate O(N) [185] complexity if a numerically thresholded sparse-matrix
algebra is used. Dense SP2 calculations also run efficiently on heterogeneous architectures
that include graphics processing units (GPUs) within a single-node
environment [186, 187]. However, running the sequential SP2 algorithm on multi-node
distributed-memory architectures requires storing, communicating, and updating matrices
after every multiplication, and leads to significant overhead even with the help of sparse
matrix libraries such as DBCSR [188], and SpAMM [189]. Performance can be improved
by noting that if an initial P is known, the sparse structure of subsequent density matrices
remains unchanged over several self-consistency or MD steps. Recently, graph theory was
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used to re-design the SP2 algorithm so that H can be divided into smaller matrices such
that independent SP2 iterations can be done in a data-parallel way, resulting in
substantial performance gains [51]. The graph-based data-parallel version of the SP2
algorithm (hereafter denoted as G-SP2) can significantly improve performance simply by
using off-the-shelf graph partitioning methods [51].
However, it was found that the subgraphs obtained from off-the-shelf graph
partitioning are often of unequal size [190], which can lead to significant load imbalances
in a parallel implementation. These imbalances show wide variability depending on the
physical system being studied. For instance, solvated proteins and molecular crystals may
have sparse P but their chemical connectivity varies. If the same QMD application is to
simulate different physical systems efficiently, load balancing should be automated. This
becomes a particularly challenging problem in the strong scaling limit, which is needed to
reach a low wall-clock time per calculated QMD time step. In this paper, we explore how
runtime systems can be used for automatic load-balancing in G-SP2 calculations to fully
exploit computing resources. We extend the methods presented in [51, 190], which were
designed to minimize the total computational cost of density matrix calculations via
G-SP2 but without any considerations about the details of the parallel framework.
B.1.1 Parallel implementation of G-SP2
Fig. B.1 shows a schematic of our proposed parallel implementation of the G-SP2
algorithm using a task-based runtime system. Initially, an external QMD method, such as
the self-consistent density functional tight-binding scheme as implemented in
LATTE [193], computes the self-consistent Hamiltonian matrix H and its corresponding
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Figure B.1: Schematic for the proposed data-parallel G-SP2 algorithm in a QMD
application such as LATTE. The runtime system uses the partitioned graph to divide the
SP2 calculation into independent dense matrix-matrix multiplication subproblems. These
subproblems are assigned to processors using a task-based scheduler such as CnC [191] or
Charm++ [192]. The resulting P is collected and sent back to the QMD application.
scheme, which is hard to parallelize over many nodes. The non-zero structure of the
thresholded density matrix P is then used to determine the adjacency matrix of a graph
that approximates the data dependencies in the Fermi-operator expansion. Partitioning
algorithms are used to divide the graph into subgraphs that are used to extract
submatrices of H corresponding to independent small dense subproblems. The
subproblems identified through graph partitioning serve as inputs to a runtime system
that dynamically schedules dense matrix SP2 computations that run independently until
convergence. The resulting submatrices are collected and reassembled to form the full
density matrix P, which is subsequently used to estimate the data dependency graph and
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partitioning for the next time step, possibly adding or removing data dependencies as the
atoms have moved.
Simulated material systems do not exhibit rapid changes on the order of the
integration step size, meaning that the graph structure extracted from P is largely
preserved over several time steps. It is therefore reasonable to reuse a particular set of
graph partitions over a user-specified number of time steps n chosen with respect to the
system kinetics and dynamics. This is analogous to periodically updated neighbor lists for
computing pairwise interactions in standard MD implementations [194]. The variable i in
Fig. B.1 serves as an iteration counter: in each iteration i, a new P is computed at time ti
in a parallel fashion. However, the partitions are only re-computed every n steps (i.e., the
branch i = 0 (mod) n is executed). Otherwise, P is computed according to the existing
(old) partitions corresponding to the branch i 6= 0 (mod) n.
B.2 Methods
B.2.1 Second-Order Spectral Projection Method (SP2)
The SP2 algorithm [195] computes P via matrix multiplications without explicitly
computing the chemical potential µ or the eigenstates of H. The SP2 algorithm starts





whose eigenvalues are mapped to the interval [0, 1] in reverse order. Estimates of the
minimum (εmin) and maximum (εmax) eigenvalues of H were obtained from the Gershgorin
circle theorem [196]. Gershgorin circles can be used here because only the maximum and
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minimum bounds, and not their accurate values are required. At each iteration i, an Xi is
obtained from the previous estimate Xi−1 using
Xi = [I + αi(I−Xi−1)]Xi−1. (B.2)
Here, αi = 1 if 2Tr[Xi] ≤ Nel, where Nel denotes the number of electrons of the physical
system, and αi = −1 otherwise. In self-consistent charge tight-binding, the initial density
matrix is computed using regular SP2 from which we store the multiplication sequence
determined by {αi}i=1,2,.... This sequence of multiplications can be used to compute the
density matrix during the iterative refinement of H and P. The same sequence is used
either until convergence of the self-consistent charge procedure or for a fixed number of
iterations. In case the sequence of αi is wrong, the iteration ends with the wrong trace,




A criterion to check the convergence in eq. (B.3) is to verify that P is idempotent (i.e.,
P2 = P) within given error bounds [197]. In our examples, a few dozen iterations were
usually sufficient to compute P, even for systems as large as ∼ 10, 000 atoms.
B.2.2 Graph Theory
After the initial density matrix P has been computed using regular SP2, a graph
Gτ = (V,E) with vertex set V and edge set E is constructed by using the non-zero
structure of P thresholded with a global parameter τ [51]. Each row (or column, since P is
symmetric) of P corresponds to a vertex v in the graph. Pairs of vertices u and v will be
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connected through an edge (u, v) in E if |Pu v| > τ . The threshold τ is a parameter used
in both graph-based and standard [198] SP2 implementations which allows for a
well-controlled tuning of the computational error.
Graph partitioning algorithms divide a graph into distinct partitions while attempting
to minimize a variety of metrics. Let G be an undirected graph and n ≥ 2 be an integer
denoting the number of partitions (or equivalently, subproblems). We call any vertex
belonging to a given graph partition a core vertex of that partition. Additionally, we are
interested in the set of all vertices that do not belong to the partition, but are connected
neighbors of any of the core vertices. We will call any such vertex a halo vertex of the
partition. Each G-SP2 subproblem i is comprised of ci core vertices and hi halo vertices in
neighboring partitions, so its size is si = ci + hi. We are interested in partitioning G into n






which is the total computational cost for the G-SP2 subproblems. (Or more precisely, the
total cost of the corresponding dense matrix-matrix multiplications for each submatrix of
P corresponding to a partition.) Partitioning a graph with respect to the objective
function in eq. (B.4) was called CH-partitioning (core-halo partitioning) in [190]. Note
that this objective function differs from the one employed in traditional edge-cut
minimization [199, 200]. We observe this by investigating two partitionings (each with two
partitions) of a simple graph in Fig. B.2.
In the first scenario (Fig. B.2a), the two partitions consist of the vertices (A,B,C) and
(A′, B′, C ′), respectively. In the second scenario (Fig. B.2b), the graph is divided into














(a) Each partition has three core
vertices and one neighbor vertex
in the other partition.
(b) One partition has 4 core ver-
tices and two neighbors. An-
other partition has two cores
and one neighbor.
Figure B.2: Two ways to partition the same graph resulting in equal edge-cuts but with
different subproblem sizes. The computational cost of G-SP2 is proportional to the cubed
sum of the number of vertices and neighbors in each partition. The partitioning shown in
(a) is thus preferred.
between the cases depicted in Figs. B.2a and B.2b because the number of edges between
the two partitions is two in both cases.
In Fig. B.2a, one of the two G-SP2 subproblem has core vertices A, B, and C and halo
vertex C ′ while the other has core vertices A′, B′, and C ′ and halo vertices A and C. This
results in two submatrices of dimension 4 and 5 respectively. In Fig. B.2b, one subproblem
contains four core vertices and two halo vertices, whereas the other subproblem contains
two core and one halo vertex, resulting in two submatrices of dimension 6 and 3,
respectively. The computational cost for G-SP2 using Fig. B.2a is proportional to
43 + 53 = 189, while the computational cost for Fig. B.2b is proportional to 63 + 33 = 243.
In [190], the standard graph partitioning software packages METIS [199], KaHIP [200]
and hMETIS [201] were evaluated with respect to their performance in computing efficient
CH-partitionings. In addition, an approach based on simulated annealing (SA) designed to
minimize eq. (B.4) was also evaluated. From [190], we conclude that in practice, METIS
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was most suitable for efficiently minimizing eq. (B.4) and thus for computing
CH-partitionings on a variety of test graphs. Simulated annealing almost always improved
the quality of partitions, and was more useful for dense graphs. However, using SA could
lead to more load imbalances, as entire partitions were ’dissolved’ in some cases in order to
improve the numerical cost metric. Thus, METIS was used to partition graphs for all the
results presented in this manuscript.
Finally, we note that independent subproblems can also be constructed by using
locality – core vertices in partitions can be chosen based on locality, and given these core
vertices, there will be a localization radius beyond which elements of P can be set to zero
as in [25] – but graph partitioning provides a more general way to obtain partitions (e.g.,
by partitioning using an objective function which can, but does not need to, depend on
distances). Grouping matrix elements according to their interaction strengths in P rather
than the distance can be especially useful for sparse and heterogeneous simulations cells,
where distance-based cutoffs may result in larger submatrices than necessary.
B.2.3 Asynchronous Programming Models
G-SP2 allows us to divide a large sequential problem into smaller data-parallel
subproblems that can be scheduled using a Bulk Synchronous Parallel (BSP)
implementation: for instance, by using MPI (message passing interface) and OpenMP
threading. This approach is sufficient for uniform systems, where subproblems can be
expected to be of similar sizes, or when a specific physical system is being targeted so that
possible load imbalances are known a priori and can be mitigated. However, for a general
application used to study systems with a variety of bonding configurations a greater
variability in subproblem sizes is expected, and it is for these systems that asynchronous
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parallel programming based G-SP2 will be most useful. The type and severity of load
imbalance varies with the physical system being studied; this rules out hard-coding a
scheduler or load balancer.
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Figure B.3: Distribution of G-SP2 subproblem matrix sizes obtained using simple block
partitioning applied to the density matrix of polyalanine 289 having dimension ∼ 40, 000.
Fig. B.3 shows an example for the distribution of G-SP2 subproblem sizes where
load-balancing can be useful. The density matrix of polyalanine 289 with 41185 vertices,
one of the test matrices used in [190], was block partitioned into 1200 partitions. By block
partitioning, we refer to a simple technique which allocates a fixed number of cores (or
orbitals) to each partition in order of their appearance in the Hamiltonian matrix. For the
polyalanine molecule, each partition either has 34 or 35 cores. Although each partition
contains about the same number of core vertices, the number of halo vertices for each
partition differs significantly and affects the subproblem size. In more densely connected
graphs, each core vertex has more neighbors so that given an equal number of core vertices
per partition, subproblems are likely to be larger, and the distribution in Fig. B.3 shifts to
the right. Similarly, for heterogenous systems with the same core vertices in each
partition, but with coexisting sparsely and densely connected regions, a wider distribution
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of subproblem sizes is expected.
B.3 Results
B.3.1 Selection of a runtime system
Asynchronous parallel programming is relatively new to scientific applications so we
investigated two asynchronous task-based runtime systems, namely Intel Concurrent
Collections CnC [191] and Charm++ [192], to schedule and execute SP2 subproblems.
Detailed descriptions of CnC and Charm++ are found in Section B.4.1. The Los Alamos
National Laboratory CentOS cluster Darwin, which has a highly heterogeneous
architecture with four 18-core Intel Xeon E7-8880 v3 CPUs clocked at 2.3 GHz and
512 GB of RAM, was used. Hyper-threading was disabled so that each node had 72 cores
and 72 threads. All runtimes in this and the following sections are for a single density
matrix computation.
Fig. B.4 shows the time taken for a single density matrix computation as a function of
the number of partitions for two different systems. Runtimes on the left y-axis correspond
to a 3D-periodic simulation cell containing liquid water with density matrix of size ∼ 6000,
while runtimes on the right y-axis correspond to a unit cell of protein solvated in water
with P of size ∼ 31, 000. Arrows within Fig. B.4 indicate the largest subproblem sizes,
which represent the most expensive linear algebra computations, for the specified numbers
of partitions and for both simulation cells. We note that partitioning the SP2 calculation
into subproblems first results in a significant decrease in runtime but as the number of
partitions is increased, the matrix can be over-decomposed resulting in worse performance
as reflected in the CnC simulation for the smaller water system.
Fig. B.4 also shows that our CnC application is significantly more efficient than the
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CnC: protein ∼ 31k
Charm++: protein ∼ 31k
CnC: water ∼ 6k
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Figure B.4: Runtime for density matrix computation as a function of number of
partitions for CnC and Charm++ implementations applied to a liquid water system
(runtime scale on left y-axis) with P size ∼ 6000 and a solvated protein system (runtime
scale on right y-axis) with P size ∼ 31, 000. The largest subproblem size for selected data
points is indicated with arrows.
Charm++ one in a shared-memory environment. Charm++ was developed for distributed
memory using charm-MPI interoperability, while the CnC version is for shared memory,
and requires significant code changes to be able to run with distributed nodes. Indeed, in
experiments the Charm++ application spawned N processes, while the CnC application
spawned N threads. As a result, the Charm++ application spent more time on
communication and overhead as reflected in its runtime. However, while CnC
outperformed Charm++ in a shared memory environment, it could not be ported easily to
run over distributed nodes. The ability to run on distributed nodes is essential if large
systems that do not fit on a single node are to be simulated in the future, and this
extension to distributed nodes was straightforward with Charm++. Therefore, we focus
our efforts on using optimized subproblems for G-SP2 computed with Charm++ while
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(a) Solvated protein (b) Molecular crystal urea
Figure B.5: Runtimes of our Charm++ implementation for (a) a solvated protein
(sparse) and (b) the molecular crystal urea (dense). As the number of partitions per
processor is increased within the specified interval (10, 25 and 50 partitions per processor),
runtimes for the protein system(a) increases, indicating over-decomposition beyond the
optimal number of partitions, while runtimes for the urea system(b), which has a more
densely connected P, decreases. Parallel efficiency for the number of partitions with lowest
runtimes are indicated; superlinear scaling is observed in the case of the urea simulation
with 144 cores.
Fig. B.5 shows the performance of our Charm++ implementation with
block-partitioned subgraphs on distributed nodes for two systems with P of similar size: a
solvated protein system (Fig. B.5a), and a molecular crystal urea (Fig. B.5b) that was
previously considered in [190] and was chosen here because it has a more densely
connected P compared to the solvated protein.
We observe that as the number of partitions per processor is varied (10, 25 and 50
partitions per processor), the runtime for the solvated protein in Fig. B.5a increases, while
the runtime for the crystal urea system decreases in Fig. B.5b. Given the same number of
block-partitions, dense systems have more neighbors than sparse ones, so that denser
systems lead to larger submatrices once neighbors are taken into account as halos. The
size of submatrices determines data re-use (which mitigates communication costs), while
the linear-algebraic cost scales cubically with submatrix size. Therefore, the optimal
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number of partitions balances communication and computational costs, and will vary with
the system. In particular, comparing Figs. B.5a and B.5b, we observe that with 10
partitions per processor, runtimes for the dense crystal urea system are considerably
higher than for the sparse solvated protein system. Assuming communication costs have
not dominated, this behavior is expected, as denser systems give rise to larger submatrices
and higher computational costs for dense matrix multiplication. However, as the number
of partitions is increased, submatrices of both physical systems get smaller; the sparse
system is soon over-decomposed into more than the optimal number of partitions, while
performance improves for the dense system, as there are still gains to be made by
increasing the number of partitions.
Finally, the parallel efficiency was computed using [202]:
parallel efficiency =
speedup










where tn is the runtime for simulations using n computing cores and b = 36 is a baseline
number against which the performance is compared (our implementation was tested for a
minimum of 36 computing cores). Although we were unable to reach the strong scaling
limit due to the number of computing cores available at the time, superlinear scaling is
observed in the case of the crystal urea simulation with 144 cores. Superlinear scaling is
uncommon but has been observed occasionally in applications [203, 204]. In particular,
this behavior is to be expected when most or all of the working set (i.e. amount of
memory required for the process) can fit on the total available cache, and is a known cause
of superlinear scaling[205]. As the number of cores is increased, the parallel efficiency is
expected to go back to being less than 100%.
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B.3.2 Evaluation of G-SP2 with graph partitioning and the Charm++
runtime system
The G-SP2 algorithm in connection with both the blocking scheme and the METIS graph
partitioning package were implemented using Charm++. SP2 computations were
performed for the polyalanine 289 protein system previously studied in [190] as well as in
previous sections of this paper. The computing cluster used for these computations was a
Dell-built cluster running Linux with 14 R730 computing nodes. All 14 nodes were
equipped with two 12-core Intel Haswell CPUs, 64 GB of RAM (22/3 GB/core), a 200 GB
solid state drive, gigabit ethernet, dual port FDR infiniband, and access to a shared 100+
TB RAID storage system. Our implementation was built using Charm++ version 6.7.0
and the RefineCommLB load balancer. This choice of the load balancer has been shown to
yield robust performances on various inputs [206] and outperformed another popular
choice, GreedyCommLB, in our experiments. Dense matrix-matrix multiplications were
performed using the dgemm routine from mkl cblas (version 16.0.0). All performance
comparisons in this section are described in terms of the average overall runtime obtained
from 10 independent calculations.
Fig. B.6 shows the total runtime taken to compute P for the polyalanine 289 protein
system as the number of computing cores is varied. The graph was partitioned using a
block partitioning approach (Fig. B.6a) as well as METIS (Fig. B.6b) into 60, 300 and
1200 subproblems. First, a comparison of Figs. B.6a and B.6b demonstrates the advantage
of using a tailored graph partitioning approach: Despite the additional effort for
transforming the Hamiltonian into an undirected (and unweighted graph) and for
partitioning it, using METIS yields a substantial two-fold decrease (or more) in total
runtime compared to the block partitioning approach.
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(a) Block Partitioning (b) Partitioning using METIS
Figure B.6: Runtime for density matrix calculations of the polyalanine 289 protein test
system as a function of the number of processors. Subproblems obtained from 60, 300 and
1200 partitions computed using (a) the block partitioning approach and (b) METIS.
Runtimes for the total computation including communication costs are denoted by solid
lines, and the times taken for linear algebra only are denoted by dotted lines.
Figs. B.6a and B.6b also show the runtimes for independent SP2 subproblems if there
were no overhead costs (i.e., the costs for linear algebra only). A significant fraction of the
total runtime is indeed spent as overhead. A probable reason for the high overhead is that
H and P, as well as the associated connectivity graph, are initially processed serially so
that all partitions were communicated from the mainChare node to all others. Compared
to sequential SP2, where a large distributed matrix is communicated after every SP2
iteration, the communication overhead for G-SP2 is smaller because matrices are
communicated only at the beginning and at the end of SP2 iterations. However, this cost
is still significant and it is consistent with our findings in the previous section where the
shared memory CnC application outperformed the Charm++ one.
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B.4 Conclusions
This article presents a way to improve the performance of electronic structure calculations
that rely on accurate density matrix calculations. Traditionally, P is obtained through
methods that scale as O(N3), but methods such as the second-order spectral projection
(SP2) scale linearly. Very recently, a graph-based approach to SP2 was developed (G-SP2)
to divide the computation of P into independent data-parallel subproblems executed on
distributed-memory machines, but at the expense of causing load imbalances. We explored
task-based implementations of the G-SP2 algorithm using CnC and Charm++
asynchronous programming models. These implementations incorporate graph partitioning
techniques developed in [51, 190] that are tailored for G-SP2. Task-based implementations
of G-SP2 are important for mitigating load imbalances, especially if the same application
is meant to be applied to different physical systems.
We expect the approach presented in this paper to scale well with the number of atoms
due to the nearsightedness of physical systems. The nearsightedness limits the maximum
subproblem size as every core vertex in any partition can only have a limited number of
halo vertices or neighbors. Therefore, as the size of the system increases, the number of
partitions can be increased in order to limit the maximum subproblem size until an
optimal number of partitions is reached. In our experiments we also observed a significant
communication overhead which, nevertheless, can be mitigated by constructing
submatrices of H locally, and by using a parallel version of the METIS graph partitioning
software. These are directions for future research.
We also investigate the effectiveness of different ways to generate subproblems. A
simple locality based scheme can be advantageous in certain cases, but packages like
METIS are more general and take distance into account indirectly. Blocking is a näıve way
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to obtain partitions and can be inferior to locality based submatrices because partitions
obtained by blocking contain core vertices that are arranged according to their index in
the Hamiltonian and not according to any relevant physical quantity. However, if blocking
is exchanged for a more effective technique like METIS, the generation of subproblems
becomes agnostic to how interactions between particular atoms vary with distance, and
better subproblems (in terms of the computational cost metric used) are generated.
Therefore, graph partitioning offers a general way to obtain subproblems based on the
strength of interactions rather than distance between elements of P. This feature can be
particularly useful for heterogenous systems with regions of dense and sparse connectivity.
To conclude, we found our Charm++ based G-SP2 implementation to be more suitable
for QMD simulations of large systems than the CnC one as the former is readily extended
to distributed-memory architectures. In addition to load balancing features, another
advantage of using a mature runtime system such as Charm++ consists in the fact that
further research in computer science to improve load balancing, fault tolerance or
communication over large heterogenous clusters will directly carry over to our
implementation without changes to the application code. Tuning Charm++ options to
extract maximum performance from given hardware, expanding our tests to include large
systems beyond 10,000 atoms, and a careful study of strong scaling limits for different
physical systems could be future avenues for research.
B.4.1 Charm++
Here we present the salient features of Charm++, followed by our Charm++
implementation of G-SP2. Additional details and a tutorial are available for Charm++
in [207].
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1. Charm++ is an object-oriented programming framework that consists of migratable
objects called chares. These objects are C++ objects, contain data and operations,
of which some can be invoked from other chares via proxies. A Charm++ program
starts with a main chare that interacts with the user, files, or other programs to
obtain input data and instructions. The main chare then produces other chare
workers that execute program tasks. Chares of the same type can be arranged in a
collection called a chare array.
2. Charm++ tolerates latency by executing worker chares only when an execution call
is received from another object and supports fault tolerance by automating
checkpoints and restarts. Operations prescribed in a chare object are executed only
when an execution call is received from another object (as in object-oriented
programming) and when all data dependencies are satisfied. This is a useful
mechanism for tolerating latency as a process is allocated to a processor only when a
message for its execution is received. When using chare arrays, the same message
can be broadcast to all the elements in the chare array at once. The runtime system
then dynamically schedules and balances the processes to be run.
3. Both shared- and distributed-memory architectures can be targeted. Typically
desired functionalities such as load balancing, memory management, detection of
program initialization and termination, and hardware interfacing are available. The
programmer can either choose to tune using various load-balancing schemes (or other
functionalities) provided by Charm++ or can provide a self-defined scheme.
Our Charm++ program uses three types of objects which we call MainActor,
Distributors and ActorSP2. As shown in Fig. B.7, the main chare called MainActor reads
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MainActor
Distributor Distributor Distributor 
ActorSP2 ActorSP2 ActorSP2 ActorSP2 ActorSP2 
Figure B.7: Roles of different chare objects constructed in Charm++ for the target
G-SP2 application described in the main text.
the Hamiltonian and other input parameters. It then sends the collected data to
distributors that create their own chare arrays that receive and execute one SP2
subproblem. Computing nodes were assigned to distributors by round-robin scheme.
Results from the individual SP2 subproblems are then sent to the MainActor which
assembles the full density matrix P.
For load balancing, we used the GreedyCommLB scheme of Charm++. Charm++ also
includes MPI-interoperate functions, which can compile the above implementation as an
ordinary library that can be called from standard MPI code. Our implementation of
Charm++ also provides the option to compile the entire program as an MPI library that
can been called from any MPI program using the advanced MPI-interoperate functions in
Charm++.
B.4.2 Concurrent Collections CnC
With Charm++, an application is decomposed into migratable C++ objects that interact
with each other through method calls (see section B.4.1). In contrast, CnC (Concurrent
Collections) decomposes the application logic into a flow of data and control commands
which, during execution, invoke various computations. Thus, CnC allows the programmer
to focus on expressing the program at a higher level, while giving flexibility to the runtime
system to schedule specific operations. We used the Intel CnC runtime system, which
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provides the programmer with a variety of scheduling options. The scheduler can also
interact with the environment via flags or environment variables. The Intel CnC runtime
system allows thread-sharing and may also spawn internal helper threads.
The salient features of the CnC programming model are summarized below. More
detailed information can be found in [208, 191].
1. The dependency graph, also known as the CnC specification graph expresses the
application logic with the help of objects and their tags: (a) step collections, which
are operations to be executed; (b) data collections, which determine data flows; and
(c) control collections, which act as switches that determine the order in which
computations and data flow are allowed. Standard convention for representing these
three different object types and their dependencies in the specification graph is with
ellipses, rectangles, and hexagons, respectively. Collections are tracked by their
respective tags.
2. The CnC philosophy holds that computations with dependencies can be scheduled
concurrently. This is implemented by identifying computations that either produce
or consume certain data, or ones that control or are controlled by another
computation. While such an approach frees a wide range of possibilities to exploit
parallelism, it also increases the complexity of the application since data, controls,
and computations exist independently. As an aid to the programmer, templates for
application-specific tuners are available, where the tuning expert can add additional
soft constraints to guide the runtime.
3. Control and data flows must be explicitly defined in a CnC program via the API








Figure B.8: The specification graph for our CnC implementation of G-SP2.
interact with each other, typically through a set of routines and protocols). Because
CnC assumes distributed-shared memory (i.e., it allows global variables),
modifications to a shared data object must follow a control logic, making CnC
deterministic [191].
In our G-SP2 implementation, we optimized the runtime for execution on a
shared-memory machine. Thus, we accessed global variables and pointers within the steps,
which in turn made the porting to a distributed-memory implementation more
complicated. Our CnC specification graph is shown in Fig. B.8. The environment provides
input data as well as the control tag to initiate the program. The input data consists of
both the Hamiltonian matrix and information to divide it into subproblems. The given
Hamiltonian is then split into subproblems, which generates many instances of SP2
computations. Each SP2 computation, labeled by i, requires a partition of the
Hamiltonian [h : i], and a control prescription < SP2 : i > and produces partitions of the
density matrix [P : i], which are then collected, and passed to the environment. During
execution, input parameters are provided by the user or the environment. Each unique
input set gives rise to an instance of the application, which is dynamically load balanced
by the runtime system.
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[196] S. Gerschgorin. Über die Abgrenzung der Eigenwerte einer Matrix. Izv. Akad. Nauk.
USSR Otd. Fiz.-Mat. Nauk., 6:749–754, 1931.
[197] A.M.N. Niklasson, CJ Tymczak, and Matt Challacombe. Trace resetting density
matrix purification in o(n) self-consistent-field theory. Journal of Chemical Physics,
118(19):8611–8620, 2003.
[198] MJ Cawkwell and A.M.N. Niklasson. Energy conserving, linear scaling
born-oppenheimer molecular dynamics. Journal of Chemical Physics,
137(13):134105, 2012.
[199] G. Karypis and V. Kumar. A fast and high quality multilevel scheme for partitioning
irregular graphs. SIAM Journal on Scientific Computing, 20(1):359–392, 1999.
[200] Peter Sanders and Christian Schulz. Think Locally, Act Globally: Highly Balanced
Graph Partitioning. In Proceedings of the 12th International Symposium on
Experimental Algorithms (SEA’13), volume 7933 of LNCS, pages 164–175. Springer,
2013.
180
[201] G. Karypis and V. Kumar. Multilevel k-way hypergraph partitioning. VLSI Design,
11(3):285–300, 2000.
[202] C Xavier and Sundararaja S Iyengar. Introduction to parallel algorithms, volume 1,
chapter 1. John Wiley & Sons, 1998.
[203] Michael Lange, Gerard Gorman, Michele Weiland, Lawrence Mitchell, and James
Southern. Achieving efficient strong scaling with petsc using hybrid mpi/openmp
optimisation. In International Supercomputing Conference, pages 97–108. Springer,
2013.
[204] Berk Hess, Carsten Kutzner, David Van Der Spoel, and Erik Lindahl. Gromacs 4:
algorithms for highly efficient, load-balanced, and scalable molecular simulation.
Journal of chemical theory and computation, 4(3):435–447, 2008.
[205] John L Gustafson. Fixed time, tiered memory, and superlinear speedup. In
Proceedings of the Fifth Distributed Memory Computing Conference (DMCC5),
pages 1255–1260, 1990.
[206] LL Pilla, TC Bozzetti, M Castro, POA Navaux, and J-F Méhaut.
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