Motivated by the pricing of American options for baskets we consider a parabolic variational inequality in a bounded polyhedral domain Ω ⊂ R d with a continuous piecewise smooth obstacle. We formulate a fully discrete method by using piecewise linear finite elements in space and the backward Euler method in time. We define an a posteriori error estimator and show that it gives an upper bound for the error in L 2 (0, T ; H 1 (Ω)). The error estimator is localized in the sense that the size of the elliptic residual is only relevant in the approximate non-contact region, and the approximability of the obstacle is only relevant in the approximate contact region. We also obtain lower bound results for the space error indicators in the non-contact region, and for the time error estimator. Numerical results for d = 1, 2 show that the error estimator decays with the same rate as the actual error when the space meshsize h and the time step τ tend to zero. Also, the error indicators capture the correct behavior of the errors in both the contact and the non-contact regions.
Under the standard assumption of a frictionless market without arbitrage one can formulate this problem as an optimal stopping problem and find that the solution V (S, t) satisfies a parabolic variational inequality problem. Using the time to maturityt = T − t and x = log S as independent variables, the function u(x,t) := V (e x , T −t) satisfies the following differential inequality (we will write t instead oft from now on):
− r ∂u ∂x + ru ≥ 0 for x ∈ R and 0 < t < T (1.1)
with the obstacle constraint u(x, t) ≥ χ(x) for x ∈ R and 0 < t < T (1.2) and the initial condition u(x, 0) = u 0 (x) = H(e x ) = max(K − e x , 0) for x ∈ R (1.3)
where χ(x) = u 0 (x) is the payoff function in the log of the asset price. Moreover, for each point (x, t) ∈ R×(0, T ) either (1.1) or (1.2) is an equality, which is the so-called complementarity condition. The set of points C := {(x, t) ∈ R × (0, T ) : u(x, t) = χ(x)} is called the contact set, and its complement N the non-contact set. The boundary F between the two sets is called the free boundary. The optimal stopping time t * (i.e. the optimal time to exercise the option) is given by
, T ] : (log S(t), t) ∈ C . (1.4)
That means t * is the first time when the graph of log S(t) crosses the free boundary F . The solution u(x, t) has a singular behavior in both time and space close to t = 0 and x = log K (i.e., time close to maturity and price close to strike price). This problem has to be solved on the whole real line. For practical computations one uses a bounded interval Ω := (−R, R) and boundary conditions u(−R, t) = χ(−R), u(R, t) = 0. This causes an error which decreases exponentially in R, and is therefore negligible for R large enough. By subtracting a suitable function from u(x) we can obtain a problem with zero Dirichlet conditions and a right-hand side function f . where ·, · denotes either the L 2 scalar product or the duality pairing between H −1 (Ω) and H 1 0 (Ω). Note that the bilinear form a(·, ·) is nonsymmetric: for d = 1 it is possible to symmetrize the problem but this is not always the case for d > 1. Therefore we are interested in variational inequalities in Ω ⊂ R d for a nonsymmetric operator L. We allow variable coefficients µ, b, c, so that we can have volatilities depending on the underlying asset prices. A weak solution of the corresponding parabolic variational inequality is a function u(x, t) in
Several numerical methods have been proposed to approximate this problem for d = 1; among them are lattice methods, Monte Carlo methods, finite difference methods and finite element methods (see [6, 15, 28] and the references therein). In the special case of the classical American option for one asset there exist various analytic results and specialized numerical methods [13] . For d > 1, variational inequality (1.7) is usually solved by a finite element (or finite difference) discretization in space, and a backward Euler discretization in time. We refer to the monograph by Glowinski [12] and the references therein for a survey of numerical methods for parabolic variational inequalities.
There are a number of a priori error estimates available for the parabolic variational inequality (1.7), such as Johnson [14] , Fetter [10] , and Vuik [27] , but they all assume a certain amount of regularity not valid in our setting. For instance, Johnson assumes that u 0 ∈ W 2 ∞ (Ω), and χ = 0, and obtains for L symmetric (with some additional regularity assumptions) an error estimate O((log τ −1 ) 1/4 τ 3/4 + h) for the L 2 (0, T ; H 1 (Ω)) error. In option pricing problems, however, the obstacle χ in (1.2) and the initial condition u 0 in (1.3) are merely Lipschitz, thereby giving rise to a solution u singular close to maturity time and points in space where the payoff function χ is nonsmooth; in fact, ∂ t u and ∂ xx u blow up in L 2 (Ω) at t goes down toward 0 (see numerical example 5.4). Therefore, the a priori error analysis does not provide a satisfactory description of (1.7) for realistic financial applications. This also includes variable time steps and graded meshes, which are relevant to resolve space-time singularities of u but are not discussed in [10, 14, 27] where uniform time and space mesh refinement is assumed.
The a posteriori error analysis is much more recent and rather intricate. To gain some insight on the difficulties involved, we let A(u) := Lu + σ(u) be the nonlinear operator of (1.7), which consists of the linear nonsymmetric operator L and the nonlinear part σ that accounts for the unilateral constraint u ≥ χ. The latter is the so-called Lagrange multiplier, and satisfies σ(u) = 0 in N = {u > χ}, σ(u) = f − u t − Lu ≤ 0 in C = {u = χ}; (1.8) hence σ(u) restores the equality in (1.7), namely,
A posteriori error estimates of residual type are obtained by plugging the discrete solution U into the PDE. Roughly speaking, we get the defect measure 10) which is called Galerkin functional in this nonlinear context; precise definitions are given in Section 2.5. This is a replacement for the usual residual in linear theory and shows that, to obtain sharp a posteriori error estimators, we must be able to provide a discrete multiplier σ(U ) with properties similar to (1.8) . In fact, the linear part R of G, that is R := U t + LU − f , does not give correct information in the contact set N , where the solution adheres to the obstacle regardless of the size of R. Our analysis hinges on the following two key ideas, both about dealing with σ(u):
• Time discretization: The nonlinear operator A(u) = Lu + σ(u) of (1.7) is angle-bounded (see Sect. 2.2). This allows for optimal order-regularity error estimates for the implicit Euler method with variable time steps, as shown by Nochetto et al. [17, 18] . Notice the importance of exploiting the structure of σ(u) because its dependence on u is not smooth.
• Space discretization: A suitable definition of discrete contact and non-contact sets (see Sect. 2.3), as well as a discrete Lagrange multiplier σ(U ) (see Sect. 2.4), inspired by those of Fierro and Veeser [11] . This yields a space error estimator which is localized in that the estimator vanishes in the discrete contact set, except for obstacle resolution, whereas it reduces to the linear residual R in the discrete non-contact set where obstacle resolution is immaterial.
We point out that failure to recognize the importance of σ(u) leads to a global upper bound of the error but not to a global lower bound [8] ; overestimation is thus possible. This issue was first addressed for elliptic variational inequalities by Veeser [23] and further improved by Fierro and Veeser [11] in H 1 (Ω). Nochetto et al. extended these estimates to L ∞ (Ω) and derived barrier set estimates [19, 20] . If the variational inequality becomes an equality, our energy estimates reduce to those in [2, 21, 25] . The duality approach, reported in [1] , is not suitable in this setting because of the singular character of σ (u) .
In this paper we construct, analyze, and test a computable a posteriori error estimator of residual type for a full discretization of (1.7), consisting of continuous piecewise linear finite elements in space and the implicit Euler method in time, under realistic regularity assumptions. This undertaking is critical in finance but seems to be missing in the literature. Our main result is an a posteriori upper bound (up to a multiplicative constant) for the error in the L 2 (0, T ; H 1 (Ω))-norm. We also obtain lower bounds for the error in terms of the leading term of the space error estimator in the non-contact region and the time error estimator. This means that the space error estimator as well as the time error estimator must decay with the correct rate. Moreover, the space error estimator is a sum of local terms which are bounded from below by the local actual error. Therefore these local terms are suitable as indicators for refinement in an adaptive method. Similarly, the time estimator is a sum of terms for each time step which can be used as indicators for refinement of the time step. We do not pursue this endeavor here.
In our numerical experiments of Section 5, we measure the error in L 2 (0, T ; H 1 (Ω)). Our results indicate that the time and space components of the error as well as the error estimator indeed converge with the expected rates. For smooth initial data, and uniform meshes in space and time with meshsizes τ and h, respectively, we obtain an optimal convergence rate of O(τ + h); see Sections 5.2 and 5.6. In the case of nonsmooth initial data, the convergence rate is suboptimal but the ratio between total error estimator and error is close to a moderate constant. For the American option pricing problem with initial condition u 0 given by (1.3), thus almost in H 3 2 (Ω), we obtain a suboptimal rate O(τ 3/4 ) for both the total error estimator and the time error estimator. Because of the expected asymptotic solution behavior at t → 0, we can compensate for this with an (a priori) graded time partition, and thereby obtain an error estimator which converges with optimal rate O(τ + h); see Section 5.4. The same strategy can be used in several space dimensions d > 1 for a continuous, piecewise smooth payoff function χ(x). In the case when the space mesh does not resolve the obstacle χ in the contact region, we observe that both the obstacle consistency error estimator and true error decay with the same suboptimal rate.
Using appropriate local refinement, we can recover the optimal rates for both true error and error estimator; see Section 5.3.
The outline of the paper is as follows. In Section 2 we introduce the parabolic variational inequality and the corresponding discrete problem. Since the underlying operator is angle-bounded, we review the definition and properties as well. We also define the discrete non-contact set and full-contact set, and the discrete Lagrange multipliers which play a key role in the construction of the error estimator. In Section 3 we present the error estimator for a time independent piecewise linear obstacle χ and prove that it gives an upper bound of the actual error in L 2 (0, T ; H 1 (Ω)). We also prove that the space and time error estimator terms are lower bounds of the actual error. In Section 4 we consider obstacles χ that are not contained in the finite element space and give an upper bound with additional terms resulting from the obstacle approximation, the so-called obstacle consistency terms. In Section 5 we present several numerical results for d = 1 and d = 2 including American option problem, and compare the behavior of error and estimators. We finally summarize our conclusions in Section 6.
Variational formulation
Throughout this paper we use the following notation. For ω ⊂ Ω, we denote by ·, · ω the inner product in ω the corresponding norm. We also employ the energy norm |||·||| ω induced by the operator L as well as its dual norm |||·||| * ,ω ; see (2.3). We omit the subscript ω provided ω = Ω and no confusion arises. Finally, the symbol A B means A ≤ CB with a constant C independent of space meshsize h and time step τ , and A ≈ B abbreviates A B A.
Continuous and discrete problems
Let Ω be an open bounded polyhedron domain in R d and Q := (0, T ) × Ω be the parabolic cylinder with lateral boundary Γ := (0, T ) × ∂Ω. Consider an obstacle χ ∈ H 1 (Q) such that χ ≤ 0 on Γ and nonempty convex sets 
for some nonnegative constants µ 0 , b 0 , ρ 0 . Such an operator induces the energy norm 
We then consider the following continuous parabolic variational inequality:
For the numerical treatment of this problem, we discretize the spatial domain Ω into simplexes S ∈ T h , and partition the time domain [0, T ] into N subintervals, i.e. 0 = t 0 < t 1 < · · · < t N = T and let τ n := t n − t n−1 . Let h S be the diameter of S ∈ T h and h(x) be the local meshsize, that is the piecewise constant function with h| S := h S for all S ∈ T h . Given a node z, we set h z := max{diam(S) : S ∈ T h and z ∈ S}.
Let V h be the usual conforming piecewise linear finite element subspace of H 1 0 (Ω) over the mesh T h . In this paper, we assume that meshes do not change in time. Mesh adaptation as well as the design of adaptive algorithms will be considered in [16] . Consider the corresponding discrete convex set
where the sequence χ n h ∈ V h is a piecewise linear approximation of the obstacle χ(t n ) for 0 ≤ n ≤ N . For example, when the obstacle χ is continuous, we could take χ n h to be the piecewise linear Lagrange interpolant of χ(t n ). Now we formulate the following fully discrete numerical approximation of Problem 2.1 by using linear finite elements in space and backward Euler method in time:
This problem admits a unique solution [12] . Moreover, let {φ zi } I i=1 be the set of nodal basis functions (here {z i } I i=1 are interior nodes), and let A := ( φ zi , φ zj + τ n a(φ zi , φ zj )) I i,j=1 be the resulting matrix of (2.6).
Therefore, the equality (A U ) i = F i holds at every node z i where U i > X i . This leads to the notion of non-contact node defined in Section 2.3.
Angle-bounded operators
A linear monotone operator L :
This is equivalent to the following inequality for the skew-symmetric part of L [5] , Proposition 11: We are now ready to recall the notion of angle-bounded operator. This was introduced by Brézis and Browder [5] as a nonlinear generalization of sectorial operators, and more recently revisited by Caffarelli in the context of regularity theory [7] . Proof. We simply setṽ = v − z andw = w − z in (2.10) to get the equivalent formulation (we omit the tildes)
Then replace v by αv with α ∈ R and argue with the resulting quadratic inequality in α to realize that (2.8) and (2.11) are equivalent.
Lemma 2.5 (L is sectorial). The operator L defined in (2.2) is sectorial with constant γ given by
γ 2 = 1 4 1 + b 2 0 µ 2 0 (ρ 2 0 + µ 2 0 P 2 0 ) ,(2.
12)
where P 0 is the constant in the Poincaré inequality
Proof. This proof hinges on (2.9). Since
|||v||| |||w||| ,
is the convex set defined in (2.1), we let A : K → H −1 (Ω) be the multivalue operator associated with the variational inequality in K, i.e.
If we further define the multivalue operator
It turns out that σ is the subdifferential ∂I K of the indicator function I K of K, which is defined as zero in K and ∞ in the complement. Such a σ can be viewed as a Lagrange multiplier of the constraint v ≥ χ(t), an interpretation that we exploit in Section 2.4.
Lemma 2.6 (A is angle-bounded). The operator
Proof. Since A(v) = Lv + σ(v), in view of Lemmas 2.4 and 2.5 we only need to deal with σ(v). We resort to the fact that σ(v) = ∂I K (v), which translates into the property
whence we deduce (2.14)
The last inequality implies that A is γ 0 -angle-bounded, as asserted.
We conclude this section with the coercivity Lemma 4.3 of [18] , which will be crucial in Section 3.1.
Lemma 2.7 (coercivity). Let γ be defined in (2.12). The linear operator L defined in (2.2) satisfies
Proof. In view of the definition (2.3) of |||·|||, Lemma 2.5, and Cauchy-Schwarz inequality we get
Similarly, we get
Adding the last two inequalities gives (2.15).
Residuals and discrete sets
For any sequence
, we define the piecewise constant interpolant W and the piecewise linear interpolant W as
where the linear function l(t) is defined by
We also denote by {δW n } N n=1 the discrete derivative of the sequence {W n } N n=1
For a function w continuous in time, we let w n (·) := w(t n , ·) be its semi-discrete approximation and w be defined as in (2.16) .
We now introduce spatial quantities for 1 ≤ n ≤ N fixed. We define the jump residual J n h on the side
) where ν i is the unit outer normal vector to the element S i ∈ T h for i = 1, 2. We also define the interior residuals associated with the linear operator L for each element of T h
We observe that R n h is the usual full residual, including the second order term div(
Our next task is to define discrete sets that mimic the contact and non-contact sets, C and N , of (1.8). This is a rather tricky endeavor because our choice is related to the definition of discrete multiplier and localization. We adopt the definition of Fierro and Veeser [11] , which requires dealing with stars ω z . They are the support of the basis functions {φ z } z∈P h , where P h is the set of all nodes of T h , including the boundary nodes. We let γ z be the skeleton of ω z , namely the set of all interior sides of ω z which contain z; for d = 1 we have γ z = {z} and so v γz reduces to the absolute value of v(z). We then split P h into three disjoint sets
with the non-contact nodes N n h , full-contact nodes C n h , and free boundary nodes F n h defined as follows [11] :
The 
} is the convex set of local admissible functions, then we consider the variational inequality problem
We claim that the unique solution of this local problem is V = U n h and thus local improvement of U n h is no longer possible. If v = 0, then the above variational inequality becomes
or, after integration by parts,
This is equivalent to the requirements R
n h ≤ 0 in ω z and J n h ≤ 0 on γ z in (2.21b).
Lagrange multipliers
We first recall the definition of Lagrange multiplier σ(u) of (1.9) and (2.13) 22) as well as the properties (1.8), namely,
We note that in the non-contact region N , where the constraint is inactive, we have σ(u) = 0, whereas in the contact region C we have σ(u) ≤ 0. We could thus interpret σ(u) as a reaction to the obstacle. It is crucial for us to mimic these continuous properties at the discrete level. A first attempt would be to define a piecewise linear function σ 
note that σ is zero on ∂Ω ∩ N , which motivates us to define s n z = 0 on ∂Ω. This implies
This definition yields s n z ≤ 0 and s n z = 0 for z ∈ N n h , and it is thus quite appropriate for N n h but not necessarily for z ∈ C n h . In fact, to achieve localization of the error estimator σ n h must equal the linear residual in ω z for z ∈ C n h , thereby leading to σ
in the sense of distributions in ω z . We can blend the two competing alternatives via the partition of unity {φ z } z∈P h as proposed by Fierro and Veeser [11] and Nochette et al. [20] 
where
We stress that σ n h is not a discrete object, but its definition (2.24) guarantees that σ n h ≤ 0 in Ω. This is a consequence of s n z ≤ 0 and the sign conditions in (2.21b).
Galerkin functionals
For a linear parabolic problem ∂ t u + Lu = f it is natural to use the distribution f − δU − LU as a defect measure of the error. This so-called residual fails to be the correct quantity for variational inequalities because it provides wrong information in the contact region. The Lagrange multiplier σ = σ(u) of (2.22) restores equality
and leads to the notion (1.10) of Galerkin functional G h , which is a nonlinear defect measure; see [11, 19, 20, 23] for elliptic variational inequalities. The precise definition of G h is as follows:
is the piecewise constant functional in time given by
h . This crucial property is responsible for localization and will be instrumental in Section 3.
A POSTERIORI error estimate: piecewise linear time-independent obstacles
In this section we derive a posteriori upper and lower bounds for the error in the L 2 (0, T ; H 1 (Ω))-norm. To simplify the presentation we assume in this section that (i) the obstacle χ is time independent, and (ii) that the obstacle is a piecewise linear function and χ = χ h . In this case we let χ n h := χ h and have
Upper bound
Upon choosing the function ϕ = U h − u in (2.26), we get the error equation
To estimate the second and third terms on the left-hand side we would like to resort to the angle-bounded structure of A = L + σ, namely Lemma 2.6. However, this is not possible because σ h does not coincide with the subdifferential ∂I K (U h ); this is the effect of both space and time discretization. The crucial monotonicity property σ h − σ, U h − u ≥ 0 is thus no longer valid. Therefore, we split the analysis into the linear part involving L and the nonlinear part involving the multipliers, but still aim at an inequality similar to (2.14). Applying Lemma 2.7, namely taking v = U h , w = u and z = U h in (2.15), we arrive at
Invoking the definition of dual norm |||·||| * , a straightforward calculation gives
On the other hand, using the strong sector condition (2.8) and the triangle inequality in (2.26) yields
Combining the last two inequalities, (3.2) and (3.3), and integrating on [0, T ] gives 
Hence, to get the desired global upper bound, we need to find an appropriate upper bound of |||G 
Here the space discretization error indicator η n z is defined by 
Proof. We employ the partition of unity to write
In view of definitions (2.25) and (2.23) of σ n h and s n z , we see that
where ϕ z is the constant 
because of the orthogonality relation ωz R n z (ϕ − ϕ z )φ z = 0 which, in light of (3.8), holds for arbitrary constants R n z for z ∈ P h ∩ Ω and R n z = 0 for z ∈ P h ∩ ∂Ω. Standard interpolation arguments based on a trace theorem and the Bramble-Hilbert lemma yield [11, 24] 
Finally, the asserted estimate (3.5) follows at once upon choosing the optimal value (3.7) for R n z , adding over z ∈ P h \ C n h , and using the finite overlapping property of the stars ω z . The second step to prove the upper bound is to show that the term 
Proof. In view of (2.22) and (2.4), we have
The crucial property σ n h ≤ 0, in conjunction with the consequence u ≥ χ = χ n h of (3.1), implies that
, with l(t) given in (2.17), and integrating in time yields
We finally observe that σ [11, 20] . Remark 3.5 (localization). The space error indicator η n z is fully localized, i.e., there is no contribution from z ∈ C n h , the discrete contact set. Note that this is consistent with the absence of obstacle approximation error because χ h = χ. Likewise, the term −s n z d n z ≥ 0 contributes only when z ∈ F n h . This extends the localized elliptic estimates of [11, 20] to the parabolic setting. One may also wonder whether the sets of full-contact nodes C n h and free boundary nodes F n h are good approximations of the actual contact region and free boundary, respectively. We will explore this point further via numerical experiments in Section 5. , that is close to the discrete free boundary
The numerical results in Section 5 show that this term is relatively small and decays with higher order than other terms of the proposed space and time error estimators.
Lower bound
We first derive the lower bound of the local error based on our space error indicator η n z . Since localization entails η n z = 0 for z ∈ C n h , the contact set, we just have to consider z ∈ P h \ C n h .
Lemma 3.7 (lower bound for space error). Under the same assumptions as in Theorem 3.3, we have the following local lower bound
for any z ∈ P h \ C n h and n = 1, . . . , N. Proof. Let z ∈ P h \ C n h and ϕ ∈ H 1 0 (ω z ). In view of (3.9) we can write
At the same time, the definition (2.26) of Galerkin functional together with (2.8) gives
We now proceed as Fierro and Veeser [11] to construct an explicit test function ϕ to plug into G n h , ϕ ; see also Verfürth [24] . Let E ⊂ γ z be a generic edge and let ω E denote the union of the elements S ∈ T h sharing E. Consider the bubble functions
note that ω E := supp(ψ E ). Let ζ be defined by
with coefficients α S,x ∈ R given by the linear system
It is easy to see that supp ζ = ω E , and that ωy ζφ y = 0 for all y ∈ P h . Moreover, ζ satisfies
because ζ| E = ψ E . We finally set ϕ := J n h | E ζ and observe that [24] , Lemma 3.3, implies
Consequently, we get the desired result.
Remark 3.8 (local implies global).
Since the local lower bound (3.12) contains local negative norms, and negative norms are nonlocal, it is not clear that squaring and adding (3.12) would lead to a global lower bound. This is indeed the case as the following argument shows. Let Λ ∈ H −1 (Ω), and The following lower estimate is rather elementary due to the structure of the energy error in Theorem 3.3, which involves both U h and U h . This is to be compared with [2] , Proposition 3.6, for the heat equation. 
Lemma 3.9 (lower bound for time error). The following local lower bound holds
N n=1 τ n U n h − U n−1 h 2 ≤ 6 T 0 U h − u 2 + |||U h − u||| 2 dt. Proof. We have τ n U n h − U n−1 h 2 = 3 tn tn−1 U h − U h 2 dt ≤ 6 tn tn−1 U h − u 2 + |||U h − u||| 2 dt
A POSTERIORI error estimate: general obstacles
For option pricing problems, we need to consider obstacles which are neither piecewise constant nor timeindependent, as in the previous section. Although one can always use the transformation v = u − χ and solve the parabolic variational inequality for v, this does not avoid dealing with the obstacle χ especially in defining the contact region. In this section, we consider the case of general obstacles χ ∈ H 1 (Q) directly. This extension affects only Lemma 3.2, which must be revisited within the present context.
Therefore, in what follows we derive a lower bound for
) be a space-time piecewise linear approximation of χ, and observe that in general χ h (t) χ(t) for 0 ≤ t ≤ T . To handle this lack of consistency, we follow Veeser [23] and introduce the auxiliary function U *
For the first term on the right-hand-side of (4.1), we invoke σ n h ≤ 0 and σ
Arguing as in the proof of Lemma 3.2 with the first term on the right-hand side, we deduce
This step corresponds to that of Lemma 3.2; in fact the first term on the right-hand side is the most general form of the mixed error in Theorem 3.3. However, we now have two additional terms in (4.2) that account for the obstacle inconsistent approximation, as illustrated in Figure 1 . To bound them we utilize the definition of 
We can also rewrite the second term on the right-hand side of (4.1) as follows:
The second term on the right-hand side is most problematic. We handle it via integration by parts in time:
Note that we can eliminate the first term on the right-hand side at t = 0 because if
After applying the Cauchy-Schwarz inequality three times, we arrive at
with ε 1 , ε 2 , ε 3 > 0 arbitrary. We finally choose ε 1 = 
Remark 4.2 (obstacle consistency 1). Terms involving (χ − U h )
+ are only active away from the non-contact set, a crucial localization property, and account for the lack of constraint consistency U h < χ in both space and time; see Figure 1 . + φ z . In particular, if z ∈ C n h is a full-contact node, then this is the only nonzero local indicator. Besides justifying its presence, this argument shows that such a term can be regarded as a complement to the notion of full contact nodes which hinges on the condition χ n h = χ n in ω z ; see Section 2.3. For a kink or cusp pointing downwards the relation χ h > χ is not only to be expected but it might suggest that one needs strong local refinement. This is not true because asymptotically the discrete solution detaches from the obstacle and so σ n h , (χ h − χ) + φ z = 0; see [19] for a full discussion.
Remark 4.4 (inactive constraint). For the non-contact nodes N
n h , the variational inequality becomes an equality. This is reflected on the vanishing of all terms that account for the unilateral constraint. The resulting estimator reduces to an energy-type estimator for a linear diffusion equation. It is however different from earlier versions [2, 21, 25] in that we develop star-based error indicators, the interior residual is of higher order, and the linear sectorial operator L is more general than the Laplacian. 
Numerical experiments
In this section we present several numerical examples computed with the adaptive finite element toolbox ALBERTA of Schmidt and Siebert [22] . The experiments are meant to demonstrate the localization property, as well as to check the asymptotic convergence rates, of the proposed error estimators with respect to both time and space discretization. We thus consider mostly uniform partitions in time and space, the latter made of triangular elements. We do not attempt here to use our estimators to drive an adaptive algorithm, which is the subject of current research. We provide instead computational evidence that our estimators possess essential information for adaptivity.
Implementation
In all our numerical experiments, obstacles χ are piecewise smooth functions. We take χ h and U 0 h to be piecewise linear interpolants of χ and u 0 , respectively, whereas F n h is an approximate L 2 projection of f (·, t n ) into the space of piecewise linears. We note that the free boundary is generally unknown, and so free boundary points are not mesh nodes usually.
In each time step, we use the projective SOR method (PSOR) [9, 12] to solve the resulting finite dimensional linear complementary problem (2.7). The termination condition for the PSOR method is to make the relative residual less than 10 −8 . We denote by E the total error estimator
where E h , E τ , E τ h , and E χ are the space, time, mixed, and obstacle consistency error estimators
1/2 for i = 1, 2, 3, and Table 1 . 1d tent obstacle problem (χ h = χ): The space and time estimators E h , E τ , decrease with optimal order 1, but the mixed estimator E τ h is of higher order. The ratio between total estimator E and energy error e is quite stable and of moderate size. 
Function u is depicted in Figure 2 at times t = 0.5, 0.75, and 1.0.
To test the asymptotic convergence rates of both the proposed error estimator E and exact error e, we halve time step τ and space meshsize h in each experiment and report the results in Table 1 and Figure 3 . To investigate the decay of each component E h,i of the space estimator E h we fix the time-step to be τ = 2.5 × 10 −4 , so small that the error is dominated by the space discretization. Table 2 displays their behavior under uniform space refinement: the nodal-based estimator E h,1 exhibits optimal order 1 and dominates the other two terms.
We display in Figure 4 the nodal-based space error estimator E n z at different stages t n = 0.6, 0.8, 1.0 of the evolution. We see that E n z vanishes at full-contact nodes z ∈ C n h , as predicted by theory, and that the exact free-boundary is captured within one element. This is further documented in Table 3 which shows exact and approximate free boundary locations at times t n = 0.6, 0.8, 1.0.
1d tent obstacle: case χ h = χ
In general, we cannot expect the underlying mesh to match the singular behavior of the obstacle, as in Example 5.2, even for piecewise linear obstacles. This happens, for instance, when the obstacles change in time. The question thus arises whether or not the proposed error estimator E is able to capture the correct behavior of the solution when a singularity is not resolved by the mesh. To answer this question, we modify Example 5.2 by the shift v(x − 1 3 , t) for v = u, χ, f but keep the same meshes and time steps as before. In this case, the kink at x = 1/3 is never a mesh point and χ h = χ. Since χ is almost in H 3/2 we expect a rate of convergence 0.5 in H 1 . This is confirmed by the results of Table 4 , which also shows that the only estimator that detects this reduced order is E χ , the obstacle consistency error estimator. We observe that E h and E τ dominate at the beginning and it takes quite awhile to reach the asymptotic regime. Table 4 . 1d tent obstacle problem (χ h = χ): The kink is not resolved by the underlying meshes with uniform mesh refinement. The only estimator that detects the reduced order 0.5 is E χ . The total estimator is dominated by E h and E τ at the beginning but eventually E χ takes over. This combined effect is reflected in the behavior of the total estimator E. We wonder whether making a suitable local mesh refinement near the kink may restore the optimal linear rate. We conduct an experiment consisting of locally refined meshes only at the kink location, where the meshsize is h 2 , whereas it remains uniform and equal to h elsewhere. The interpolation error in H 1 becomes now proportional to h, both at the kink location and elsewhere, because the error in W 1 ∞ is O (1) and O(h), respectively. This heuristic argument is corroborated by the results of Table 5 , which illustrates the potentials of mesh refinement to achieve optimal complexity along with the importance of E χ .
1d American option
In American option pricing problems, we start from an initial condition u 0 , as in (1.3), which is in the Sobolev space H 3 2 − for any > 0 but not in any smoother regularity class. The a priori error estimates of [18] We take an American put option problem on a single stock with strike price K = 100, maturity time T = 0.5 year, volatility α = 0.4, interest rate r = 6%, and forcing f = 0. We choose the space domain to be Ω = (−1, 7). Table 6 displays all four estimators and E τ has indeed the expected rate of about 0.75.
We now explore the effect of refining the time partition to restore the optimal convergence rate. We design an algebraically graded time grid
with β > 0 to be determined so that the time error estimator E τ ≈ O(N −1 ). The time-step τ n reads
We recall the regularizing effect for linear parabolic problems, namely,
provided the initial condition u 0 ∈ H 3/2 . We proceed heuristically and assume the same asymptotic behavior to be valid for parabolic variational inequalities. We next formally replace
provided β > 4/3. This argument can be made rigorous for linear parabolic equations upon using Theorem 4.5 of [26] and carefully approximating the solution on the first time interval. To test this heuristic argument for parabolic variational inequalities, we take β = 1.5 and report the results in Table 7 . We see that this properly chosen time partition restores the optimal convergence rate not only for E τ but also for E χ . Moreover, this argument explains why uniform time stepping, i.e. β = 1, yields a suboptimal convergence rate for the time estimator E τ (see Tab. 6).
1d American option with moving obstacle
To test the asymptotic behavior of the obstacle consistency term |||∂ t (χ − U h ) + ||| * , which we omitted in E, we modify the previous American option problem in the following way: from time t = 0 to 0.5, we still have the same American option pricing problem as in Section 5.4. From time t = 0.5 to 1.0, we raise the obstacle at a constant rate ξ ∈ R + . In other words, the obstacle in the previous example has been replaced by:
In this way, we exclude the initial transient region from our consideration and the singular point log(K) is always a mesh point. Also we choose the speed ξ moderate to prevent the free boundary point to recede to log(K). Similar to the analysis for the last example, the uniform space mesh and algebraically graded time partition should give optimal convergence rate as before. We report in Table 8 the mixed error estimator terms E τ h , E χ and
.
Since it is difficult to compute the dual norm in the term On the other hand, we see that the convergence rate of the mixed error term E τ h is greater than 1.0 and becomes closer to 1.0 as the obstacle moves faster and faster. Notice that we omit in Table 8 the space and time error estimators E h and E τ which also converge at the optimal rate 1.0. The free boundary is an oscillating circle with radius r 0 (t) and center c(t) moving counterclockwise along the circle of radius r 1 centered at the origin. The initial and boundary conditions are given by u. We halve both time-step τ and space meshsize h in each experiment and report the results in Table 9 and Figure 3 ; we observe optimal linear convergence rate. We also investigate in Table 2 the decay of the space estimators alone. We fix the time-step τ = 2.5 × 10 −4 and halve the meshsize size in each experiment. We observe optimal linear decay of E h,1 but higher order of convergence for E h,2 , E h, 3 .
In Figure 5 , we show the nodal-based space error indicator E n z on the cross section x 2 = 0 at different stages of the evolution t n = 0.02, 0.05, 0.18. For the same times and cross section, we also compare the exact and approximate free boundaries in Table 10 . Their difference is well within one meshsize. 
Conclusions
We have developed a novel a posteriori error analysis for parabolic variational inequalities, including localization features to the non-contact region, and illustrated it with several numerical experiments, some relevant in finance. Upon comparing theory and practice we have the following concluding remarks: • Error decay: For problems with smooth data, the energy error in L 2 (0, T ; H 1 (Ω)) decays linearly, namely O(h + τ ). Although the experimental evidence is consistent, there seems to be no theoretical justification yet. If the obstacle χ exhibits a singularity not resolved by the mesh, as in Section 5.3, or the initial condition is rough, as in Section 5.4, the actual error decays with a suboptimal rate. Suitable mesh refinement in either space or time appears to cure this problem; see again Sections 5.3 and 5.4.
• Estimator decay: The numerical experiments corroborate that the proposed fully localized error estimator E decays with the same rate as the actual error e. We have demonstrated experimentally that the components E h , E τ , E χ of E provided valuable a posteriori information of the solution. We are confident that they can be utilized to drive an adaptive algorithm for problems with unilateral constraints. This is a topic of future research [16] .
• Dominant estimators: The dominant parts of the error estimator E for smooth data are E h,1 and E τ , which are of order O(h) and O(τ ), respectively. Our lower bounds of Section 3.2 are in fact derived for these two terms. The other terms E h,2 , E h, 3 , E τ h are of higher order in all our test examples. The obstacle consistency term E χ is relevant when χ h = χ, in which case it may be dominant, and Tables 4, 6 and 7 show that it provides correct information for obstacle approximation. Tables 3 and 10 , suggest an excellent agreement between approximate and exact free boundaries. This observation could be made rigorous, upon extending the idea in [20] , provided pointwise a posteriori error estimates were available. This is under further investigation.
