Abstract. We prove that the semiflow map associated to the evolution problem for the porous medium equation (PME) is real-analytic as a function of the initial data in H s (S), s > 7/2, at any fixed positive time, but it is not uniformly continuous. More precisely, we construct two sequences of exact positive solutions of the PME which at initial time converge to zero in H s (S), but such that the limit inferior of the difference of the two sequences is bounded away from zero in H s (S) at any later time.
Introduction and the main result
We consider herein the evolution problem associated to the one-dimensional PME
x ∈ S and t > 0, (1.1) in the periodic case, that is with S denoting the unit circle S := R/(2πZ). The initial condition for (1.1) is given by the relation u(0) = u 0 .
( 1.2) The equation (1.1) and its generalization u t = ∆u m , t > 0, (1.3) with m > 1, have received in the last decades lots of attention from people working in mathematics and not only. A systematic presentation of the mathematical theory for the PME is presented in the book by Vázquez [28] . There are nevertheless still many interesting features related to (1.3) which have not been studied yet. For the choice m = 2 made here, the PME is a model describing groundwater flows [2] and dates back to Boussinesq's derivation in 1903. Its two-phase version has been only recently derived in [10] as the lubrication approximation of the Muskat problem. The question we are interested in is whether the semiflow map [(t, u 0 ) → u(t; u 0 )] associated to (1.1), cf. Theorem 2.1, is uniformly continuous in H s (S) as a function of the initial data when keeping the (positive) time fixed. The uniform continuity of the flow map has been investigated recently in the context of several hyperbolic models for water waves: the Camassa-Holm equation [14, 15] , the equation for the wave surface corresponding to the Camassa-Holm equation [7, 8] , the Euler equations [16] , the b-equation [12] , the µ-b equation [23] , the hyperelastic rod equation [19] , the Novikov equation [13] , the modified Camassa-Holm equation [11] , the modified Camassa-Holm system [24] , the answer being always negative. We should emphasize that all these hyperbolic models can be written as first order nonlinear equations, the solutions breaking some times in finite time, cf. e.g. [6, 25] . On the other hand, the equation (1.1) is parabolic (degenerate when u becomes zero), of second order, and it possesses globally defined strong solutions which converge towards flat states 1 . Moreover, keeping the positive time fixed, the semiflow map is real-analytic with respect to the initial data, cf. Theorem 2.1. Let us also recall that in the setting of non-negative L 1 (R)−solutions with finite mass [18] , the semiflow map is in fact a contraction at each fixed t > 0, that is
Additionally, the semiflow map is a contraction also with respect to all Wasserstein distances W p , with p ∈ [1, ∞],
cf. e.g. [3, 5] , the W 2 -contractivity in arbitrary space dimensions being established in [4] . In higher space dimensions W p -contractivity with p large does not hold [27] . For these reasons, the non-uniform continuity property established in Theorem 1.1 for the semiflow map associated to (1.1)-(1.2) is surprising, the more because for the linear correspondent of (1.1), that is the heat equation, the semiflow map is a contraction at any fixed positive time, cf. Remark 1.2.
To establish our result, we first construct two sequences of positive approximate solutions of (1.1) which are sufficiently close to the exact solutions of (1.1) defined by the value of the approximate ones at t = 0. The sequences of approximate and exact solution are approaching when n → ∞ the regime where the equation becomes degenerate. Nevertheless, using parabolic maximum principles for the solution of (1.1) and for its first spatial derivative (this is the reason why m = 2 is so important), commutator estimates, and interpolation properties of the Sobolev spaces, we show that the difference between the exact solutions that we have found is bounded away, in the limit n → ∞, from zero at any positive time, although it converges to zero at t = 0. As far as we know, this is the first result that proves, in high order Sobolev spaces, the non-uniform continuity with respect to the initial data for the semiflow map corresponding to a parabolic evolution equation.
In order to present our main result, let u(·; u 0 ) denote the unique strong solution of (1.1)-(1.2) associated to an initial data
whereby for technical reasons we are restricted to considering s > 7/2 (see Lemma 3.2). The mapping
defines a global continuous semiflow which is real-analytic in (0, ∞) × V s , cf. Theorem 2.1. The main result of this paper is the following theorem.
1 Poincaré's inequality and parabolic maximum principles ensure that any of the solutions u of (1.1) found in Theorem 2.1 satisfies
with [u] denoting the mean integral value of u over one period. This implies exponential convergence in H 1 (S). The principle of linearized stability, cf. e.g. [22, Theorem 9.1.2], can be additionally used to prove exponential convergence in stronger Sobolev norms, provided that the initial data are close to their mean value in these norms. 
and for each T > 0 a positive constant C > 0 with the following properties:
Before starting our analysis we make some remarks.
It is well-known that in the case of the linear heat equation
the estimate u(t; u 0 ) H s ≤ u 0 H s holds true for all t ≥ 0, cf. e.g. [17] . Hence, the semiflow map is a contraction at any fixed positive time. This suggests that the non-uniform continuity property derived in Theorem 1.1 is due to the nonlinear character of the PME.
Remark 1.3. Let us point the construction presented in Theorem 1.1 has no correspondent within the setting of ODEs. Indeed, we note first that the right-hand side of (1.1) corresponds to an operator
with E being a Banach space, f ∈ C 1 (U, E), and U ⊂ E open. Assuming that ∂f (u) ≤ K u for all u ∈ U , and if u n , v n : [0, T ] → U , n ∈ N, are solutions of u ′ = f (u) satisfying (1.4) (with H s (S) replaced by E), then one can easily see that
so that (1.5) can never be achieved.
Notation. Throughout this paper, we shall denote by C positive constants which may depend only upon s and T . Furthermore, H r (S), with r ∈ R, is the L 2 −based Sobolev space on the unit circle. Given r ∈ R, we let Λ r := (1 − ∂ 2 x ) r/2 denote the Fourier multiplier with symbol
Before proceeding with the analysis, we recall the following Kato-Ponce commutator estimate
which is valid for r > 3/2 and all f, g ∈ C ∞ (S), cf. [20, 26] . Hereby, [·, ·] is the commutator defined by [S, T ] := ST − T S.
2 To establish the well-posedness of the evolution problem (1.1)-(1.2) it is natural to exploit the quasilinear structure of (1.1) and write f (u) = −A(u)u with the operator A(v)u := −(vux)x, v ∈ Vs and u ∈ H s+δ (S),
Outline. In Section 2 we establish first the well-posedness of the evolution problem (1.1)-(1.2), and then we introduce two sequences of approximate solutions of the latter problem. In Section 3 we estimate the error between the approximate solutions and the exact solutions of (1.1)-(1.2) associated to the approximate solutions in several Sobolev norms. The proof of the main result Theorem 1.1 is presented in Section 4.
2. Well-posedness and approximate solutions for (1.1)
The following well-posedness result is based on the theory of quasilinear parabolic problems as presented in [1] , cf. Theorem 12.1 and the discussion following Theorem 12.6. That the strong solutions of (1.1) are globally defined can be seen by arguing along the lines of Theorem 2.1 in [9] for example. 
Moreover, the mapping
Proof. The proof of Theorem 2.1 follows from the results in [1] .
In the remaining of this paper s > 7/2 and T > 0 are kept fixed. In a first step we construct two sequences of approximate positive solutions of the equation (1.1). The first solution sequence (U n ) n is defined by U n (t, x) := n −3 + n −s cos(nx) (2.1) for (t, x) ∈ Q T and n ∈ N, n ≥ 2. We note that this solution is in fact independent of the time variable and that for n large the term involving the cosine has a high spatial frequency. Moreover, these approximate solutions approach the boundary of V s when n → ∞, where the equation (1.1) becomes degenerate. The second sequence (V n ) n of approximate solutions is given by V n (t, x) := n −1 + e −nt n −s cos(nx) (2.2) for (t, x) ∈ Q T and n ∈ N, n ≥ 2. The term involving the cosine has again high spatial frequency when n is large, but now it decays very fast with respect to tn. These solutions also approach the boundary of V s when letting n → ∞.
Before we estimate the error associated to the approximate solutions, we note that
for all σ ∈ R and n ∈ N, n ≥ 2. This property can be easily deduced from the definition of the spaces H r (S), cf. e.g. [8] . The same arguments show also that 1 H σ = √ 2π. It is now immediate to see that 4) and that for all t ≥ 0 we have
These properties are both related to (1.4)-(1.5). We derive now several properties for the approximate solutions sequences (U n ) n and (V n ) n . It turns out that though the supremum norm of V n is considerably larger than that of U n , as n 2 U n L∞ / V n L∞ → n→∞ 1, these approximate solutions satisfy surprisingly similar Sobolev estimates.
Lemma 2.2 (Estimates for the sequence (U n ) n ). Let s > 7/2 be given and n ∈ N, n ≥ 2 be arbitrary. Then, we have
Additionally, there is a constant C > 0 such that
8)
and such the error term
Proof. The estimates (2.6)-(2.8) are obvious consequences of the definition (2.1) and of (2.3).
In order to establish (2.10) we compute that
and therefore the desired conclusion (2.10) follows from (2.3), since s ≥ 3.
Correspondingly, we have the following estimates for the sequence (V n ) n .
Lemma 2.3 (Estimates for the sequence (V n ) n ). Let s > 7/2 be given and n ∈ N, n ≥ 2 be arbitrary. Then, we have
for all r ≥ s, (2.13) and such the error term 
and the desired result follows from (2.3) and the fact that s ≥ 3.
Exact solutions and error estimates
The sequences (u n ) and (v n ) n from Theorem 1.1 are defined by letting u n and v n denote the global solutions of (1.1) which satisfy initially
respectively. Because the initial data are smooth, the exact solutions u n and v n share this property, that is u n , v n ∈ C ∞ ([0, ∞) × S). Moreover, as U n and V n (0) are even, the uniqueness statement in the latter theorem guarantees that u n (t) and v n (t) are even for all t ≥ 0. Particularly, we have that
for all t ≥ 0 and n ∈ N, n ≥ 2. The parabolic maximum principles yield now that u n and v n satisfy estimates similar to some of those satisfied by U n and V n . Indeed, the strong maximum principle and Hopf's theorem applied in the cylinder [−π, π] × [0, T ], cf. [21] , and the relations (3.2) yield that
On the other hand, differentiating (1.1) with respect to x we see that ∂ x u n is the solution of the problem
Hence, the strong maximum principle implies
Using a similar argument we obtain that
The estimates (3.3)-(3.6) together with the Kato-Ponce commutator estimate (1.7) are the key ingredient in the proof of the following lemma.
Lemma 3.1 (The errors U n − u n H r and V n − v n H r ). Let r ≥ s > 7/2 and let n ∈ N, n ≥ 2 be arbitrary. Then, there is a constant C > 0 such that
Proof. In view of (2.8), it remains to show that
Therefore, we compute that 1 2
. Using Young's inequality together with (1.7), (3.3), and (3.5) we then get
and the desired claim (3.7) follows from (2.8). We still have to show that (3.8) holds true. This property follows by using the same arguments as in the proof of (3.7), because v n and V n satisfy similar estimates to those verified by u n and U n , respectively (cf. (2.13), (3.4) , and (3.6)).
We remark that the estimate (2.15) can be improved in the sense that we may add a multiplicative term e −2nt on the right-hand side of (2.15). However, it is not clear from the proof above how to carry this property over to the sequence (v n ) n . Based on Lemma 3.1, we obtain next estimates for the errors in the H 1 −norm.
Lemma 3.2 (The errors U n − u n H 1 and V n − v n H 1 ). Let s > 7/2 be given and n ∈ N with n ≥ 2 arbitrary. Then, there exists a constant C > 0 such that
Proof. Denoting by w the difference between the approximate solution U n and the associated exact solution u n , that is w := U n − u n , we see that w is a solution of the initial value problem 11) whereby E Un is the error term defined by (2.9). Using (3.11), we find that 1 2
We estimate the terms I i , 1 ≤ i ≤ 4, separately. Using integration by parts, the boundedness of (U n − u n ) n in H s (S), cf. (3.7), and the fact that H s (S) ֒→ C 3 (S), we get that
The same arguments, the fact that U n is positive and that (U n ) n is bounded in H s (S), cf. (2.6) and (2.8), yield that
and
Finally, recalling (2.10), we have
Gathering (3.12)-(3.15), we see that
and therefore
Since w(0) = 0, the desired estimate (3.9) follows from Gronwall's inequality. For the proof of (3.10) we argue analogously, as the difference V n − v n solves the same problem (3.11), but with E Un replaced by E Vn (see. (2.14)). Moreover, all the properties of E Un , U n and U n − u n that where used in the proof of (3.9) are inherited by E Vn , V n and V n − v n , respectively, cf. Lemmas 2.2, 2.3, and 3.1.
Proof of the main result
In the remaining part we prove that the functions u n and v n defined in the previous section, cf. (3.1), satisfy the properties required in Theorem 1.1 (for n ≤ 1 we simply set u n = v n = 1). Indeed, the assertions (1.4) follow directly from (2.4) and the Lemmas 2.2, 2.3, and 3.1. In order to prove (1.5), we use the triangle inequality to get that u n (t) − v n (t) H s ≥ U n − V n (t) H s − U n − u n (t) H s − V n (t) − v n (t) H s for all t ∈ (0, T ] and n ≥ 2. The desired final claim (1.5) follows now when letting n → ∞.
