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High Resolution Large-Eddy Simulations of  the Atmospheric Boundary Layer Using 
Massively Parallel Computer Architectures
　Large eddy simulation (LES) has been for many years a tool for fundamental research of  
turbulent flows. Compared with Reynolds-averaged (RANS) models, LES models are based 
on the volume-averaged Navier Stokes equations which allows them to explicitly resolve 
all scales of  turbulent motions larger than the applied filter width. Eddies smaller than this 
filter width have to be parameterized by a so-called subgrid-scale (SGS) model. If  the main 
energy containing eddies are well resolved by the numerical grid, the turbulent transport 
by the SGS eddies is small compared with the total transport, and the quality of  the SGS 
model becomes less important. Initially applied to study convective atmospheric boundary 
layers, LES is meanwhile used in many fields of  science. This is mainly the consequence 
of  the increase in available computer resources because LES requires both large amount 
of  memory and CPU time. State-of-the-art massively parallel computers now offer a wide 
variety of  new applications. Currently available computer resources allow for numerical 
grids with up to 20003 grid points and even more. Beside for the fundamental research of
neutral and stable stratified flows, where the typical eddy size is much smaller than for pure 
convectively driven flows, LES is now used in Meteorology also for more applied topics 
like air pollution modeling, flow around buildings, and wind energy. Another frequently 
used method is to use LES generated turbulence data as pseudo observations e. g. in order 
to improve turbulence parameterizations in RANS models, or to prove micrometeorological 
methods as e. g. The eddy correlation method or the footprint analysis. The presentation will 
give a short introduction to LES and the PArallelized LES-Model PALM, including numerical 
methods and parallelization techniques and will then focus on studies with very high spatial 
resolution currently done at IMUK, e. g. simulations of  coherent structures in the convective 
boundary layer, footprint calculations and turbulence over heterogeneous landscape. 
