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Equigenerated Gorenstein ideals of codimension three
Dayane Lira1 Zaqueu Ramos2 Aron Simis3
Abstract
One focus on the structure of a codimension 3 homogeneous Gorenstein ideal I in a
standard polynomial ring R = k[x1, . . . , xn] over a field k, assuming that I is generated
in a fixed degree d. This degree is tied to the minimal number of generators of I and the
degree of the entries of an associated skew-symmetric matrix and one shows, conversely,
in a characteristic-free way, that any such data are fulfilled by some Gorenstein ideal.
It is proved that a codimension 3 homogeneous Gorenstein ideal I ⊂ k[x, y, z] cannot
be generated by general forms of fixed degree, except precisely when d = 2 or the
ideal is a complete intersection. The question as to when the link (ℓm1 , . . . , ℓ
m
n
) : f is
equigenerated, where ℓ1, . . . , ℓn are independent linear forms and f is a form, is given a
solution in some important cases.
Introduction
Let R := k[x1, . . . , xn] be a polynomial ring over a field k. Much has been said about
Gorenstein ideals of R and yet there seems to be more to claim, even in the thoroughly
studied case where the codimension is 3. The objective of this work is to try to understand,
and possibly reveal, a few new aspects of a codimension 3 Gorenstein ideal I ⊂ R generated
by forms of same degree (equigenerated, as one says).
There is nothing definite not even about the first case (n = 3) (ternary ideal, as one
says). It seems like a good shot starting there, in which case we are in the whelm of
standard graded Artinian Gorenstein rings over a field. Do we know everything about these
rings from that cherished perspective? How does it impact knowing that the ring has a
presentation by means of an equigenerated ideal?
A fairly understood case is that of a presentation by means of an ideal I ⊂ R of finite
colength generated by quadrics (see [14]). IfR = k[x, y, z], the minimal number of generators
µ(I) of I in this case lies on the range 3 ≤ µ(I) ≤ 6. The extreme values are well-known
(complete intersection and m2, respectively). The non-trivial cases of µ(I) = 4, 5 have been
thoroughly considered in [13] and [14], respectively. As to the case µ(I) = 5, it comes with
a bit of surprise in the following:
Theorem.([14]) Let k be a field of characteristic 6= 2 and let I ⊂ R = k[x, y, z] be an ideal
of finite colength generated by quadrics. Then I is a Gorenstein ideal if and only if it is
syzygetic.
Note that the theorem says nothing about as to whether there are actually examples
of Gorenstein ideals in the case where µ(I) = 5 – or syzygetic ideals, for that matter. A
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prototype of such an example is the ideal (xy, xz, yz, x2 − y2, x2 − z2). The reader may
actually wonder which one theoretically comes out easier in this example: Gorenstein or
syzygetic? In fact, all the others fit a suitable generic version of this one, according to:
Proposition([14, Theorem 3.6]) Let I ⊂ k[x, y, z] denote an m-primary ideal minimally
generated by 5 quadrics. Then I is Gorenstein if and only if there exist 3 independent
linear forms {l1, l2, l3} ⊂ k[x, y, z] such that I = (xl2, xl3, yl3, xl1 − yl2, xl1 − zl3).
Of course, making explicit a minimal set of generators can only lead us so far, since one
may not easily recognize traces of the usual characterizations of a codimension 3 Gorenstein
ideal. One knows that a codimension 3 Gorenstein ideal generated by quadrics has as
minimal set of generators the maximal Pfaffians of a 5 × 5 skew-symmetric matrix with
linear entries. An algorithm to recover the Pfaffian generators from the above ones does
not seem to be known or easy. Of course, it might be a lot easier to write down a certain
syzygy matrix of I out of the above generators, but deriving a skew-symmetric one whose
maximal Pfaffians generate I is about of the same difficulty.
A second aspect is that, although not immediately derived from the above proposition,
being Gorenstein of codimension 3 and generated by quadrics is a Zariski dense open condi-
tion in the space of parameters – this will be proved in Theorem 2.6 and is exclusive of this
degree. Thus, the theorem shows that being Gorenstein of codimension 3 and generated by
r ≥ 5 forms of degree d ≥ 3 is a condition parameterized by a proper Zariski closed set.
While this has the advantage of prompting us to some classification, it introduces other
numerical difficulties.
The minimal number µ(I) of generators of a codimension 3 Gorenstein ideal I ⊂ k[x, y, z]
generated in degree d obeys a certain additional constraint, besides being an odd integer.
By drawing on a preliminary obstruction introduced in Section 3.1, one sees, e.g., that for
d = 3, among the possibilities µ(I) = 5, 7 or 9, only µ(I) = 7 is the effective alternative
around the corner.
This obstruction is formalized in terms of a numerical virtual datum, to wit, a pair (d, r)
of integers such that d ≥ 2 and r ≥ 3 will be called an equigenerated Gorenstein virtual
datum in dimension n ≥ 3 if (r − 1)/2 is a factor of d. Such a datum will be said to be
proper if there exists a codimension 3 Gorenstein ideal in k[x1, . . . , xn] generated by r forms
of degree d, in which case 2d/(r − 1) is in fact the degree of any entry in the alternating
matrix whose maximal Pfaffians generated the ideal. The obstruction nature of this notion
will soon be discarded throughout because of Proposition 3.11, which says that any virtual
datum is proper. This result is characteristic-free. It requires a kind of generic arguing in
the proof, but is surprisingly not in conflict with Theorem 2.6 previously mentioned.
A seemingly more difficult question in this context is whether, given a virtual datum
(d, r), are there only finitely many codimension 3 Gorenstein ideals with this datum, up to
coordinate change in the k-vector space kx1 + · · ·+ kxn? Moreover, in the affirmative case
can one write down respective canonical forms? In addition, an answer to this question
may depend on the nature of the base field k. But, even if affirmative for two given fields,
the number of such ideals may differ from one another. These questions have been, nearly
simultaneously and independently, considered in [7] and [14], but it would look like there is
still much ground to be covered.
The latter questions, along with the role of syzygetic ideals, will hopefully be tackled
by the authors in a future paper. For the present, this role comes out in a certain behavior
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of the algebras associated to a codimension 3 d-equigenerated Gorenstein ideal I. The
relation between the depth of these algebras and the nature of the rational map defined by
the linear space Id is discussed in Section 3 by completely elementary ways. There is no
claim of originality in the results themselves, with a strong chance that they be contained
in the work of Kustin–Polini–Ulrich through the encyclopedic [8].
Another subject focused in this paper is what we call the (xm1 , . . . , x
m
n )-colon problem,
for lack of better terminology and to avoid overusing ‘link’ instead. It has long been known
(see [1, Proposition 1.3]) that, in arbitrary characteristic, any homogeneous Gorenstein ideal
of codimension 3 in k[x1, . . . , xn] can be obtained as a colon ideal (x
m
1 , . . . , x
m
n ) : f, for some
integer m ≥ 1 and a form f. In this regard, two questions naturally come up: first, is there
a more definite relation between f and the ideal I? Second, is there a characterization as to
when the resulting Gorenstein ideal is equigenerated in terms of the exponent m and the
form f?
We give an answer to the first question, at least in characteristic zero, in terms of
Macaulay inverses and the notion of Newton duality as introduced in [4] and [5]. This
is the content of Proposition 4.1 which says that Macaulay inverse to I is the (socle-like)
Newton dual of the form f. The proposition also gives a complete characterization of f,
and its degree, under the condition that none of its nonzero terms belongs to the ideal
(xm1 , . . . , x
m
n ).
The second problem above is more delicate than what it surfaces. For a feeling, consider
the ideal (xd, yd, zd) : (x + y + z)d−1 which, for any d ≥ 2 in characteristic zero, is a
Gorenstein ideal generated in degree d ([7]); however, e.g., for d = 4, the ideal (xd, yd, zd) :
xd−1 + yd−1 + zd−1 is not equigenerated as it contains the minimal generator xyz. Thus,
merely controlling degrees in both terms of the colon operation is not enough.
We solve this question in the case where I has linear resolution (Theorem 4.4), in terms
of a degree constraint and show that, when the directrix f is a power of x1 + · · · + xn, the
solutions lie on a dense open set of the space of parameters (Proposition 4.5). The main
part of the latter requires zero characteristic because it invokes a beautiful Lefschetz kind
result of R. Stanley, with algebraic proofs by Reid–Roberts–Roitman ([17] and Oesterle´ in
([3, Apendix A])).
In the way of considering the last problem, one introduces the notion of pure power
gap, an integer measuring how far off from the socle degree is an exponent of the powers of
independent linear forms lying in the ideal. We give the basic role of this invariant, hoping
it will be useful in other contexts.
1 Preliminaries
1.1 The socle
Let R = k[x1, . . . , xn] be a polynomial ring over a field k. Denote by m the maximal
homogeneous ideal of R. Given a homogeneous m-primary ideal I ⊂ R, consider the least
integer s such that ms+1 ⊂ I. Then, the graded k-algebra R/I can be written as
R/I = k ⊕ (R/I)1 ⊕ (R/I)2 ⊕ · · · ⊕ (R/I)s
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with (R/I)s 6= 0. The socle of R/I, denoted Soc(R/I), is the ideal I : m/I ⊂ R/I. Since I
and m are homogeneous ideal, then Soc(R/I) is a homogeneous ideal of R/I. In particular,
Soc(R/I) = Soc(R/I)1 ⊕ · · · ⊕ Soc(R/I)s.
The integer s is the socle degree of R/I. It is well known that R/I is a Gorenstein ring if
and only if Soc(R/I) = Soc(R/I)s and dimk Soc(R/I)s = 1.
This degree is easily determined from the numerical data of the ideal (Lemma 3.2).
1.2 Macaulay inverses
One briefly recalls the so–called Macaulay inverse system. It would be unearthly to give a
specific reference, given the amount that has been written about it. In any case, see [7], [9]
and [10] for some excellent recent accounts.
Let V be a vector space of dimension n over a field k and let x1, . . . , xn be a basis for
V. Let R = Symk(V ) = k[x1, . . . , xn] be the standard graded polynomial ring in n variables
over k. Set y1, . . . , yn for the dual basis on V
∗ = Homk(V,k) and consider the divided power
ring
Dk(V
∗) =
⊕
i≥0
Hom(Ri,k) = kDV[y1, . . . , yn].
In particular, {y[α] |α ∈ Nn and |α| = j} is the dual basis to {xα |α ∈ Nn and |α| = j} on
Dk(V
∗)j = Hom(Rj ,k). If α ∈ Z
n then we set y[α] = 0 if some component of α is negative.
Make Dk(V
∗) into a module over R through the following action
R×Dk(V
∗)→ Dk(V
∗), (f =
∑
α
aαx
α, F =
∑
β
bβy
β) 7→ fF =
∑
α,β
aαbβy
[β−α].
For a homogeneous ideal I ⊂ R and an R-submodule M ⊂ Dk(V
∗) one defines:
Ann(I) := {g ∈ Dk(V
∗) | Ig = 0} and Ann(M) := {f ∈ R | fM = 0}.
Then Ann(I) is an R-submodule of Dk(V
∗), while Ann(M) is an ideal of R. The R-
module Ann(I) is called the Macaulay inverse system of I.
The main basic result in this language is the following
Theorem. There exists a one-to-one correspondence between the set of non-zero ho-
mogeneous height n Gorenstein ideals of R and the set of non-zero homogeneous cyclic
submodules of Dk(V
∗) given by I 7→ Ann(I) with inverse M 7→ Ann(M). Moreover, the
socle degree of R/I is equal to the degree of a homogeneous generator of Ann(I).
2 General tools
2.1 Parameter conditions
Let R = k[x] = k[x1, . . . , xn] denote a polynomial ring over a field k. Fix an integer d ≥ 1
and let {f1, . . . , fr} ⊂ R be forms of degree d generating an ideal of codimension n. Consider
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the parameter map
Rd × · · · ×Rd → P
N × · · · × PN
f = (f1, . . . , fr) 7→ Pf = (λ
(1)
d,0,...,0 : · · · : λ
(1)
0,...,0,d; . . . ;λ
(r)
d,0,...,0 : · · · : λ
(r)
0,...,0,d)
(1)
where N = dimk Rd − 1 =
(
d+n−1
d
)
− 1 and
ft =
∑
|α|=d
λ(t)α x
α for each 1 ≤ t ≤ r.
Given an integer e ≥ 0, denote by D the dimension of the k-vector space Rd+e. The
k-vector subspace Ref1 + · · ·+Refr of Rd+e is spanned by the following set
{xαf1 | |α| = e} ∪ · · · ∪ {x
αfr | |α| = e}
In particular, the coefficient matrix of this set with respect to canonical basis of Rd+e is a
D × r(N + 1) matrix with the following shape:
(
M1 . . . Mr
)
whereMt is the coefficient matrix of the set {x
αft | |α| = e} with respect to canonical basis of
Rd+e. In particular, the entries block Mt involve only the coefficients (λ
(t)
d,0,...,0, . . . , λ
(t)
0,...,0,d)
in the tth copy of PN .
Let {Y
(t)
d,0,...,0, . . . , Y
(t)
0,...,0,d} denote the coordinates of the tth copy of P
N and let Md,r,e
stand for the matrix whose entries are the k-linear forms obtained by replacing each λtα in
the block Mt above by the corresponding Y
t
α. Then the generators of the ideal ID(Md,r,e)
of D-minors are multihomogeneous polynomials in the multigraded polynomial ring
k[Y
(1)
d,0,...,0, . . . , Y
(1)
0,...,0,d; . . . ;Y
(r)
d,0...,,0, . . . , Y
(r)
0,...,0,d].
Proposition 2.1. Ref1+· · ·+Refr ( Rd+e if and only if Pf is a point in the multiprojective
subvariety V (ID(Md,r,e)) ⊂ P
N × · · · × PN .
Proof. The dimension of the k-vector subspace Ref1 + · · · + Refr is exactly the rank of
the matrix Md,r,e evaluated in Pf . ✷
2.2 Examples of proper parametrization
A major question is when V (ID(Md,r,e)) is a proper subvariety.
If n = 3 we next give some examples of monomial ideals of finite colength where this
question is affirmatively answered. The examples will in turn have a role in the subsequent
section.
Proposition 2.2. Consider the following ideal of R = k[x, y, z]
I = (z(x, y)d−1, x2(x, y)d−2, yd, zd),
where d ≥ 2. Then:
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(a) The minimal graded free resolution of R/I is of the form
0→
R(−(d+ 2))d−2
⊕
R(−(d+ 3))
⊕
R(−(2d))d−1
→
R(−(d+ 1))3d−3
⊕
R(−(d+ 2))
⊕
R(−(2d− 1))d
→ R(−d)2d+1 → R
(b) The decomposition structure of the socle of R/I is as follows:
Soc(R/I) =
{
k(−1)⊕ k(−2), if d = 2
k(−(d − 1))d−2 ⊕ k(−d)⊕ k(−(2d − 3))d−1, if d ≥ 3
(2)
(c) If d ≥ 3 then V (Iα(Md,2d+1,d−2)) is a proper subset of P
N × · · · × PN .
Proof. (a) For convenience, we will write the generators of I in the following block shaped
matrix:
φ0 :=
[
zf x2g yd zd
]
,
where f := [xd−1 xd−2y · · · yd−1] and g = [xd−2 xd−3y · · · yd−2]. Then φ0 is the matrix of
the map R(−d)2d+1 → R.
Throughout ej and 0i×j will denote the identity matrix of order j and the i × j null
matrix, respectively. Consider further the following matrices, which will be candidates to
first and second syzygies.
φ1 =


a1 a2 a3 a4 0d×(d−2) 0d×1 a7
b1 0(d−1)×1 b3 0(d−1)×1 b5 b6 0(d−1)×d
01×(d−2) 01×1 01×(d−1) c4 01×(d−2) c6 01×d
01×(d−2) 01×1 01×(d−1) 01×1 01×(d−2) 01×1 d7

 ,
with three blocks in standard degrees 1, 2 and d − 1 from left to right, respectively – if
needed we will refer to these three blocks as degree blocks.
Here
a1 =
[
yed−2
02×(d−2)
]
, a2 =

 0(d−2)×1−y
x

 , a3 =
[
xed−1
01×(d−1)
]
, a4 =
[
0(d−1)×1
y
]
, a7 = −z
d−1ed
b1 =
[
01×(d−2)
−zed−2
]
, b3 = −zed−1, b5 =


−y 0 · · · 0
x −y · · · 0
...
. . .
. . .
...
0 · · · x −y
0 · · · 0 x

 , b6 =
[
0(d−2)×1
−y2
]
c4 =
[
−z
]
, c6 =
[
x2
]
, d7 =
[
xd−1 xd−2y · · · yd−1
]
.
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The second matrix is
φ2 =


s1 0(d−2)×1 u1 0(d−2)×1
01×(d−2) t2 01×(d−2) v2
s3 t3 u3 0(d−1)×1
01×d−2 t4 01×(d−2) 01×1
s5 0(d−2)×1 0(d−2)×(d−2) 0(d−2)×1
01×(d−2) t6 01×(d−2) 01×1
0d×(d−2) 0d×1 u7 v7


,
where
s1 = xed−2, s3 =
[
−yed−2
01×(d−2)
]
, s5 = zed−2,
t2 =
[
−xy
]
, t3 =
[
0(d−2)×1
−y2
]
, t4 =
[
x2
]
, t6 =
[
z
]
,
u1 = −z
d−1ed−2, u3 =
[
01×(d−2)
zd−1ed−2
]
, u7 =


−y 0 · · · 0
x −y · · · 0
...
. . .
. . .
...
0 · · · x −y
0 · · · 0 x
0 . . . 0 0


v2 =
[
zd−1
]
, v7 =

 0(d−2)×1−y
x


The goal of this seemingly bizarre block wise way of writing matrices is to adjust page
fitting.
Claim 1. The sequence of R-maps
0→ R2d−2
φ2
−→ R4d−2
φ1
−→ R2d+1
φ0
−→ R (3)
is a complex of R-modules.
We have
φ0·φ1 =
[
zfa1 + x
2gb1 zfa2 zfa3 + x
2gb3 zfa4 + y
dc4 x
2gb5 x
2gb6 + y
dc6 zfa7 + z
dd7
]
The fact that this is a null matrix is a routine exercise in syzygies of monomials as re-
duced Koszul relations. Yet, the shape of φ1 will be of relevance later for rank and minors
computation.
The other composite
φ1 · φ2 =


a1s1 + a3s3 a2t2 + a3t3 + a4t4 a1u1 + a3u3 + a7u7 a2v2 + a7v7
b1s1 + b3s3 + b5s5 b3t3 + b6t6 b1u1 + b3u3 0(d−1)×1
01×(d−2) c4t4 + c6t6 01×(d−2) 01×1
01×(d−2) 01×1 d7u7 d7v7


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is a bit more delicate, but all calculations are straightforward.
Claim . The complex (3) is acyclic.
For the argument we will use the Buchsbaum–Eisenbud acyclicity criterion. Obviously,
rankφ0 = 1 and ht I1(φ0) ≥ 1.
We next focus on φ2, aiming at showing that rankφ1 ≥ 2d (hence, rankφ1 = 2d) and
ht I2d(φ1) ≥ 2.
For this, we single out the following 2d× 2d submatrices.
A :=

 a3 a4 0d×(d−2) 0d×1b3 0(d−1)×1 b5 b6 ρ
01×(d−1) 01×1 01×(d−2) 01×1

 ,
formed with rows 1, 2, . . . , 2d − 1, 2d + 1 and columns d, d+ 1, . . . , 3d − 1, where
ρ = (−zd−1 . . . − zd−1 0 . . . 0 xd−1)t
is the first column of the rightmost degree block of φ1, and
B =

 a3 a4 a7b3 0(d−1)×1 0(d−1)×d
01×(d−1) c4 01×d

 ,
formed with rows 1, 2, . . . , 2d and columns d, d+ 1, . . . , 2d, 3d, . . . , 4d− 2.
Expanding conveniently, one has
detA = xd−1 det
[
a3 a4 0d×(d−2) 0d×1
b3 0(d−1)×1 b5 b6
]
= xd−1 det
[
a3 a4
]
det
[
b5 b6
]
= xd−1 det
[
xed−1 0(d−1)×1
01×(d−1) y
]
det


−y 0 · · · 0 0
x −y · · · 0 0
...
. . .
. . .
...
...
0 · · · x −y 0
0 · · · 0 x −y2


= xd−1(yxd−1)((−1)d−1yd) = (−1)d−1x2d−2yd+1 ∈ I2d(φ1) (4)
and
detB = c4 deta7 detb3 = (−z)(−1)
dz(d(d−1))(−1)d−1(zd−1) = zd
2
∈ I2d(φ1) (5)
Therefore, we are through.
We next get to φ2, for which we want to prove that rankφ2 ≥ 2d−2 and ht I2d−2(φ2) ≥ 3.
Note that, since rankφ1 = 2d, then rankφ2 ≤ 2d− 2, so one derives the sought equality.
The determinants of the following three (2d − 2) × (2d − 2) submatrices of φ2 will be
shown to form a regular sequence:
S =

 s1 0(d−2)×1 u1 0(d−2)×101×(d−2) t4 01×(d−2) 01×1
0(d−1)×(d−2) 0(d−1)×1 u˜7 v˜7

 ,
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T =
[
s3 t3 u3 0(d−1)×1
0(d−1)×(d−2) 0(d−1)×1 u¯7 v¯7
]
and
U =


s1 0(d−2)×1 u1 0(d−2)×1
01×(d−2) t2 01×(d−2) v2
s5 0(d−2)×1 0(d−2)×(d−2) 0(d−2)×1
01×(d−2) t6 01×(d−2) 01×1

 .
Here
• u˜7 and v˜7 are the submatrices obtained from u4 and v4, respectively, by omitting the
first row.
• u7 and v7 are the submatrices obtained from u4 and v4, respectively, by omitting the
last row.
The calculation is straightforward:
detS = t4 det s1 det
[
u˜7 v˜7
]
= t4 det s1 det


x −y · · · 0 0
...
. . .
. . .
...
...
0 · · · x −y 0
0 · · · 0 x −y
0 . . . 0 0 x


= x2 · xd−2 · xd−1 = x2d−1, (6)
detT = det
[
s3 t3
]
det
[
u¯7 v¯7
]
= det
[
−yed−2
01×(d−2)
0(d−2)×1
−y2
]
det


−y 0 · · · 0 0
x −y · · · 0 0
...
. . .
. . .
...
...
0 · · · x −y 0
0 · · · 0 x −y


= y2d−1, (7)
detU = ± det s5 · det

 0(d−2)×1 u1 0(d−2)×1t2 01×(d−2) v2
t6 01×(d−2) 01×1


= ± det s5 detu1 detv2 det t6 = ±z
d−2z(d−1)(d−2)zd−1z = ±zd(d−1). (8)
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This completes the argument on the acyclicity criterion, hence also the proof of item
(a).
(b) This is a consequence of (a) via a well-known argument (see, e.g., [16, Lemma 1.3]).
(c) Let f1, . . . , f2d+1 denote the given set of generators of I. Then:
R2d−2 = I2d−2 (by item (b))
= Rd−2Id
= Rd−2f1 + · · ·+Rd−2f2d+1 (9)
Hence, by Proposition 2.1, Pf /∈ V (Iα(Md,2d+1,d−2)). In particular, V (Iα(Md,2d+1,d−2)) is a
proper subset of PN × · · · × PN . ✷
The previous example admits a “degree reparametrization” analogue:
Proposition 2.3. Let d′ ≥ 2 be a integer and let I ′ ⊂ R = k[x, y, z] be the extension of the
ideal I = (z(x, y)d−1, x2(x, y)d−2, yd, zd) by the endomorphism of k-algebras
ζ : k[x, y, z]→ k[x, y, z] x 7→ xd
′
, y 7→ yd
′
, z 7→ zd
′
.
Then,
(a) The minimal graded free resolution of R/I ′ has the form
0→
R(−(dd′ + 2d′))d−2
⊕
R(−(dd′ + 3d′))
⊕
R(−(2dd′))d−1
→
R(−(dd′ + d′))3d−3
⊕
R(−(dd′ + 2d′))
⊕
R(−(2d′d− d′))d
→ R(−dd′)2d+1 → R→ R/I ′ → 0
(b) The decomposition structure of the socle of R/I ′ is
Soc(R/I ′) =
{
k(−(4d′ − 3))⊕ k(−(5d′ − 3)), if d = 2
k(−(dd′ + 2d′ − 3))d−2 ⊕ k(−(dd′ + 3d′ − 3))⊕ k(−(2dd′ − 3))d−1, if d ≥ 3
(c) If, moreover, d ≥ 3 then V (Iα(Mdd′,2d+1,dd′+d′−3)) is a proper subset of P
N ×· · ·×PN .
Proof. (a) Consider the matrix φ0, φ1 and φ2 the matrix in the proof of the Proposition 2.2.
Define ζ(φi) (i = 1, 2, 3) being the matrix obtained from φ1 by evaluating ζ in each of its
entries. Obviously,
ζ(φ0) · ζ(φ1) = 0 and ζ(φ1) · ζ(φ2) = 0
Hence, the sequence
0→ R2d−2
ζ(φ2)
−→ R4d−2
ζ(φ1)
−→ R2d+1
ζ(φ0)
−→ R (10)
is a complex.
As shown in Proposition 2.2, there are 2d× 2d submatrices A and B of φ1 such that
detA = −zd
2
∈ I2d(φ1) and detB = x
d−1y2d+1 ∈ I2d(φ1)
Thus,
det ζ(A) = −zd
2d′ ∈ I2d(ζ(φ1)) and det ζ(B) = x
(d−1)d′y(2d+1)d
′
I2d(ζ(φ1))
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Hence,
rank ζ(φ1) = 2d and ht I2d(ζ(φ1)) ≥ 2. (11)
The proof of Proposition 2.2 also guarantees the existence of (2d−2)× (2d−2) submatrices
S, T, U of φ2 such that
detS = y2d, detT = ±zd(d−1), detU = x2d−1
Thus,
det ζ(S) = y2dd
′
, det ζ(T ) = ±zd(d−1)d
′
, det ζ(U) = x(2d−1)d
′
Hence,
rank ζ(φ2) = 2d− 2 and ht I2d(ζ(φ2)) ≥ 3. (12)
Therefore, the complex 10 is acyclic.
By construction, the cokernel of ζ(φ0) is R/I
′. So,
0→ R2d−2
ζ(φ2)
−→ R4d−2
ζ(φ1)
−→ R2d+1
ζ(φ0)
−→ R→ R/I ′ → 0 (13)
is a free resolution of R/I ′. Finally, observing the degrees of the entries of the matrices
ζ(φ0), ζ(φ1) and ζ(φ2), the resolution (13) produces a minimal graded free resolution for
R/I ′ as stated in the proposition. ✷
In order to overcome the hypothesis that d ≥ 3 in Proposition 2.3 (c), we introduce the
following particular construct in five generators.
Proposition 2.4. Given an integer d′ ≥ 2, consider the following ideal of R = k[x, y, z]
I = (x2d
′
, y2d
′
, z2d
′
, xd
′
yd
′
, xz2d
′−1)
Then:
(a) The minimal graded free resolution of R/I has the form:
0→
R(−(4d′ + 1))
⊕
R(−(5d′ − 1))2
→
R(−(2d′ + 1))
⊕
R(−3d′)2
⊕
R(−(4d′ − 1))2
⊕
R(−4d′)2
→ R(−2d′)→ R/I → 0 (14)
(b) The structure decomposition of the socle of R/I is
Soc(R/I) = k(−(4d′ − 2)) ⊕ k(−(5d′ − 4))2 (15)
(c) V (Iα(M2d′,5,3d′−3)) is a proper subset of P
N × · · · × PN .
Proof. Once more, write φ0 = [x
2d′ y2d
′
z2d
′
xd
′
yd
′
xz2d
′−1] and introduce first and second
syzygies candidates:
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φ1 =


0 0 −yd
′
0 −z2d
′−1 0 0
0 xd
′
0 0 0 −z2d
′
−xz2d
′−1
x 0 0 0 0 y2d
′
0
0 −yd
′
xd
′
−z2d
′−1 0 0 0
−z 0 0 xd
′−1zd
′
x2d
′−1 0 y2d
′


and
φ2 =


y2d
′
0 0
0 0 z2d
′−1
0 z2d
′−1 0
0 xd
′
−yd
′
0 −yd
′
0
−x 0 0
z 0 xd
′−1


.
A straightforward calculation gives
φ0 · φ1 = 0 and φ1 · φ2 = 0.
Thus, the sequence
0→ R3
φ2
→ R7
φ1
→ R5
φ0
→ R
is a complex.
Now consider the following 4× 4 submatrices of φ1
A =


0 0 −z2d
′−1 0
0 0 0 −z2d
′
0 −z2d
′−1 0 0
−z xd
′−1zd
′
x2d
′−1 0

 and B =


0 xd
′
0 0
x 0 0 0
0 −yd
′
xd
′
0
−z 0 0 x2d
′−1

 .
As easily seen, detA = −z6d
′−1 and detB = −x4d
′
. Therefore, rankφ1 = 4 and ht I4(φ1) ≥
2.
On the other hand, for the following 3× 3 submatrices of φ2
S =

 y2d
′
0 0
0 xd
′
−yd
′
0 −yd
′
0

 , T =

 0 0 z2d
′
−1
0 z2d
′
−1 0
z 0 xd
′
−1

 and U =

 0 xd
′
−yd
′
−x 0 0
z 0 xd
′
−1


we have detS = −y4d
′
, detT = −z4d
′−1 and detU = x2d
′
, forming a regular sequence.
Thus, (a) holds.
(b) and (c) follow easily as before. ✷
2.3 General forms in degree d ≥ 3 are not Gorenstein
In order to prove the main theorem of this part, we introduce some auxiliary results. One
way of thinking about r linear forms f = {f1, . . . , fr} ⊂ R = k[x] = k[x1, . . . , xn] of degree
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d ≥ 1 is as the matrix product [xd] ·Θ, where xd is the list of monomials of degree d and Θ
denotes a
(d+n−1
d
)
× r-matrix with entries in k.
In the vein of looking at general such forms, Θ will be general. In the case where n = 3
and r = 5, Θ is a 6× 5 matrix. We then look at its generic version in the following result.
Lemma 2.5. Let Θ denote the generic 6× 5 matrix over k. Let B denote the upper 5× 5
submatrix of Θ and C = cof(B) its matrix of cofactors. Set ∆ = detB and let ∆1, . . . ,∆5
denote the entries of the product matrix L · C, where L is the last row of Θ. Then the
multigraded polynomial
D = det

 ∆1 ∆2 ∆3∆2 ∆4 ∆5
∆3 ∆5 −∆


is non-vanishing.
Proof. Note that D is a polynomial in the entries of Θ. It suffices to prove that it evaluates
to a nonzero scalar at some scalar point. Choose
P = (1, 0, 0, 0, 0, 1; 0, 1, 0, 0, 0, 1; 0, 0, 1, 0, 0, 0; 0, 0, 0, 1, 0, 0; 0, 0, 0, 0, 1, 0),
so
Θ(P ) =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 0 0 0


Obviously, B(P ) = cof(B)(P ) is the identity matrix.
Therefore, ∆(B(P )) = 1 and
D(P ) = det

 1 1 01 0 0
0 0 −1

 = 1.
✷
Our main goal is the following result.
Theorem 2.6. Let I ⊂ R = k[x, y, z] be an ideal of codimension 3 generated by r general
forms of degree d. Then I is a Gorenstein ideal if and only if either r = 3 (complete
intersection) or r = 5 and d = 2 (five quadrics).
Proof. (⇐) The space of parameters of r = 5 forms f ⊂ R = k[x, y, z] of degree 2 is
P := P5 × P5 × P5 × P5 × P5. The argument will consist in determining a non-empty open
set U ⊂ P such that, in the terminology of Subsection 2.1, for any f with parameters Pf ∈ U
the ideal I = (f) is a codimension 3 Gorenstein ideal.
Set U1 = P \V (Iα(M2,5,1)) and U2 = P \V (∆ ·D, ) where ∆ and D are as in Lemma 2.5.
By the latter lemma, ∆ · D is a nonzero multigraded polynomial, hence U2 6= ∅.
To see that U1 6= ∅ as well, take any codimension 3 ideal I = (f) ⊂ R minimally
generated by 5 quadrics. Then the length of (x, y, z)2/I is 1, hence necessarily (x, y, z)2 ⊂
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I : (x, y, z), showing that (x, y, z)3 ⊂ I. This means that R1I2 = R3. Consequently, Pf ∈ U1
by Proposition 2.1, thus proving the contention.
Claim. For every f ∈ R2×R2×R2×R2×R2 with Pf ∈ U := U1∩U2, the ideal I = (f)
is a codimension 3 Gorenstein ideal.
First note that, since Pf ∈ U1 then (R/I)j = 0 for every j ≥ 3. In particular, I
is (x, y, z)-primary and, as seen above, (x, y, z)2/I has length 1. It follows that the socle
I : (x, y, z)/I ⊂ R/I has only one generator in degree 2. To conclude that R/I is Gorenstein
it then suffices to prove that I : (x, y, z) contains no linear form.
By our departing raison d’eˆtre, with the notation of Lemma 2.5, one has
[f1 f2 f3 f4 f5] =
[
x2 xy xz y2 yz z2
]
Θ(Pf ). (16)
Since Pf ∈ U2 then ∆(Pf ) 6= 0. Multiplying both sides of (16) by
C(Pf )
∆(Pf )
yields
[f1 f2 f3 f4 f5]
C(Pf )
∆(Pf )
=
[
x2 xy xz y2 yz z2
]
Θ(Pf )
C(Pf )
∆(Pf )
=
[
x2 xy xz y2 yz z2
]


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
∆1(Pf )
∆(Pf )
∆2(Pf )
∆(Pf )
∆3(Pf )
∆(Pf )
∆4(Pf )
∆(Pf )
∆5(Pf )
∆(Pf )


Thus, one gets the following generators
I = (x2 +
∆1(Pf )
∆(Pf )
z2, xy +
∆2(Pf )
∆(Pf )
z2, xz +
∆3(Pf )
∆(Pf )
z2, y2 +
∆4(Pf )
∆(Pf )
z2, yz +
∆5(Pf )
∆(Pf )
z2) (17)
Now, assume ℓ = ax+by+cz is a linear form in Soc(R/I). Since xℓ = ax2+bxy+cxz ∈ I,
using the above set of generators, yields(
∆1(Pf )
∆(Pf )
a+
∆2(Pf )
∆(Pf )
b+
∆3(Pf )
∆(Pf )
c
)
z2 ∈ I.
But z2 does not belong to I, as otherwise I = (x, y, z)2.
Therefore, ∆1(Pf )a+∆2(Pf )b+∆3(Pf )c = 0. By a similar token,
∆2(Pf )a+∆4(Pf )b+∆5(Pf )c = 0
∆3(Pf )a+∆5(Pf )b+∆(Pf )c = 0
Thus, (a b c)t is a solution of the linear system defined by the matrix
 ∆1(Pf ) ∆2(Pf ) ∆3(Pf )∆2(Pf ) ∆4(Pf ) ∆5(Pf )
∆3(Pf ) ∆5(Pf ) −∆(Pf )

 .
However, since Pf ∈ U2 then
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D(Pf ) = det

 ∆1(Pf ) ∆2(Pf ) ∆3(Pf )∆2(Pf ) ∆4(Pf ) ∆5(Pf )
∆3(Pf ) ∆5(Pf ) −∆(Pf )

 6= 0.
This forces a = b = c = 0, as was to be shown.
(⇒) For the converse, we may right off assume that r ≥ 5.
Let f1, . . . , fr be forms of degree d generating I. Since the socle degree of I is 2d+d
′−3
(see Subsection 1.1), thenRd+d′−3f1+· · ·+Rd+d′−3fr ( R2d+d′−3. Therefore, Proposition 2.1
implies that
Pf ∈ V (Iα(Md,r,d+d′−3)) = V ((Iα(M((r−1)/2)d′ ,r,((r−1)/2)d′+d′−3))).
However, if d ≥ 3 then Propositions 2.2, 2.3 and 2.4 imply that V (Iα(Md,r,d+d′−3)) is a
proper Zariski-closed subset of PN × · · · × PN . This shows that all Gorenstein ideals of
codimension 3, of given degree d ≥ 3 and r ≥ 5 number of generators, are parameterized by
a proper Zariski-closed subset of the space of parameters. This forbids that I be generated
by general forms. ✷
3 Gorenstein tools
3.1 Virtual datum
Recall that a codimension 3 Gorenstein ideal I ⊂ R = k[x1, . . . , xn] is generated by the
Pfaffians of an r×r skew-symmetric matrix S, with r = µ(I) odd. When I is equigenerated,
say, in degree d ≥ 1, then the columns of S must be homogeneous of some standard degree
di, 1 ≤ i ≤ r. By the nature of each generator of I as a maximal Pfaffian ofS, it immediately
follows that
2d = d1+ d2+ · · ·+ dr−2+ dr−1 = d1+ d3+ · · ·+ dr−1+ dr = · · · = d2+ d3+ · · ·+ dr−1+ dr.
By an elementary argument, one derives the equalities throughout d1 = d2 = · · · = dr.
It follows that 2d = (r − 1)d′, where d′ is the common values of the di’s, i.e.,
d =
r − 1
2
d′. (18)
Thus, an equigenerated Gorenstein ideal I of codimension 3 complies with this relation,
where r is the number of generators, d their common degree and d′ is the degree of an entry
of the skew–symmetric matrix defining I.
It is often (if not mostly) the case that such a Gorenstein ideal is given by generators
other than the Pfaffians. Therefore, it is important to underpin how much of the structure
comes out of these fringe integers.
For convenience, a pair (d, r) of non-negative integers d ≥ 2, r ≥ 3 will be called a
virtual datum for Gorenstein ideals if it satisfies relation (18) for some integer d′ ≥ 1. More
precisely:
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Definition 3.1. An equigenerated Gorenstein virtual datum in dimension n ≥ 3 is a pair
(d, r) of integers such that:
(i) d ≥ 2 and r ≥ 3.
(ii) (r − 1)/2 is a factor of d.
Note that, since n ≥ 3 then r ≤
(n+d−1
n−1
)
as it should be. We will often omit ‘equigener-
ated’ in the above terminology. When (d, r) is a virtual datum we will for convenience call
the integer 2d/(r − 1) the skew-degree of the datum.
A virtual datum is moreover proper if there exists a codimension 3 Gorenstein ideal in
k[x1, . . . , xn] with this datum, in which case the skew-degree is in fact the degree of any
entry in the alternating matrix whose maximal Pfaffians generated the ideal.
We emphasize that if d′ = 1 then r = 2d+ 1 – this case is the simplest one and will be
referred to as the linear case (i.e., the entries of the defining skew-symmetric matrix S are
linear forms). In particular, if the degree d of the generators is a prime number then either
a defining skew-symmetric matrix is linear or else I is a complete intersection, in which case
the matrix coincides with the matrix of the Koszul syzygies of the generators.
The socle degree is easily established in terms of the virtual datum:
Lemma 3.2. Let I ⊂ R = k[x, y, z] denote an equigenerated codimension 3 Gorenstein
ideal with virtual datum (d, (2d+ d′)/d′), where d′ ≥ 1 is the skew degree of I as introduced
earlier. Then the socle degree of R/I is 2d+ d′ − 3.
Proof. It is well-known that, pretty generally, the socle degree of a graded Artinian
Gorenstein quotient R/I of a standard graded polynomial ring R = k[x1, . . . , xn] is given
by D − n, where D is the last shift in the minimal graded R-resolution of R/I (see, e.g.,
[16, Lemma 1.3]). In the present case, the resolution has length 3 and the first syzygies
have shifted degree d+ d′. Therefore, D = d+ d+ d′ = 2d+ d′, hence the socle degree is as
stated. ✷
Next is a list of examples of equigenerated Gorenstein ideals of low degrees in k[x, y, z]
in characteristic zero. Besides stressing the presence of the virtual datum, they may serve
as motivation for later results and questions. The emphasis is on the virtual datum (d, r),
with the eclipsed skew-degree d′ = 2d/(r − 1) behind the scenes.
Example 3.3. (d = 2, µ(I) = 5)
(x3, y3, z3) : x2y2 + x2z2 + y2z2 = (xy, xz, yz, x2 − z2, y2 − z2).
(In char(k) = 0, in the notation of [7], one has I(2) = (x2, y2, z2, xz − yz, xy − yz),
whereas the ideal with 5 × 5 alternating matrix in [2, p. 480] is (x2, y2, xz, yz, xy + z2).
Now, by [14, Theorem 3.1], over k = R, there are only three orbits under GL(3,R). Are
these representatives of each orbit over R?)
Example 3.4. (d = 3, µ(I) = 7)
(x3, y3, z3) : x2 + y2 + z2 = (x3, y3, z3, xyz, x(y2 − z2), y(x2 − z2), z(x2 − y2).
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There is no outset reason not to consider colon with respect to more diversified regular
sequences. Take the following three quadrics:
{q1 = x
2 − yz, q2 = y
2 − xz, q3 = z
2 + xy} ⊂ k[x, y, z].
One can check that these form a regular sequence if char (k) 6= 2 (note the exceptional
sign). Then:
Example 3.5. (d = 4, µ(I) = 5)
(q21, q
2
2, q
2
3) : x
2 + y2 + z2.
A different choice with same virtual datum is
(x5, y5, z5) : (x+ y + z)5.
(The latter is a special case of the following situation: d = 2b an even number and
r = d + 1 = 2b + 1 – hence, d′ = 2 – with corresponding Gorenstein ideal given by
(xd+1, yd+1, zd+1) : (x + y + z)d+1. Our later development suggests that this case has
general well-understood features.)
Example 3.6. (d = 4, µ(I) = 9)
(q21, q
2
2, q
2
3) : x
3 + y3 + z3.
Another choice giving the same virtual datum is
(x5, y5, z5) : (x+ y + z)6
a case to be considered below in a more general scope.
Yet another choice is (x7, y7, z7) : (x2y2 + x2z2 + y2z2)3. This multiplicity of examples
even for such small values of the virtual datum is a prelude of how difficult might be the
classification under the action of GL(3,k).
Example 3.7. (d = 6, µ(I) = 5)
Turning around the examples so far, we give the skew-symmetric matrix with maximal
Pfaffians of codimension 3 :
N =


0 xyz y3 x3 x2y
−xyz 0 z3 y3 z3
−y3 −z3 0 z3 x3
−x3 −y3 −z3 0 z3
−x2y −z3 −x3 −z3 0

 .
As a byproduct, using a computer calculation gives the ideal in colon form as follows:
I = (x6 − x2yz3 − y3z3, y6 − x3z3 − xyz4, z6 − 1/2x3y3) : (z3).
Example 3.8. (d = 6, µ(I) = 7)
(x6, y6, z6) : (x+ y + z)4.
This example is a reparametrization of Example 3.4. As will be seen, reparametrization
has some role in the subject.
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3.2 Properness
For any degree d ≥ 1, a corresponding m-primary Gorenstein ideal with linear skew–
symmetric matrix (hence, µ(I) = 2d + 1) is exemplified by the ideal I(d) := (xd, yd, zd) :
(x+ y+ z)d−1 (cf. [7, Proposition 7.24]). A drawback of this example is that it may require
char(k = 0) – or sufficiently high characteristic – in order to get an equigenerated ideal. For
example, if char(k) = 2 then x + y + z ∈ I(2). By and large, a typical behavior will often
change in positive characteristic.
In this part we prove, in a characteristic-free way, that any virtual datum in dimension
n ≥ 3 is proper. The method below, which is still pretty much constructible, is based on
the idea of reparametrization.
Let k[z1, . . . , zN ] be a standard graded polynomial ring over an infinite field k. Given
an integer p ≥ 2, consider the following injective k-algebra map
ζp : k[z1, . . . , zN ]→ k[z1, . . . , zN ], zi 7→ z
p
i (1 ≤ i ≤ n)
Lemma 3.9. Let > be a monomial order on k[z1, . . . , zN ]. Then,
in>(ζp(f)) = ζp(in>(f))
for every form f .
Proof. We can write
f = a0z
v0 + · · ·+ asz
vs
where each ai 6= 0 for each i and z
v0 > zvj for each j ≥ 0. In particular, in>(f) = z
v0 . We
have
ζp(f) = a0(z
v0)p + · · ·+ as(z
vs)p
By the properties of a monomial order we have (zv0)p > (zvj )p for each j ≥ 0. Thus, in
particular, in>(ζp(f)) = (z
v0)p = ζp(z
v0) = ζp(in>(f)). ✷
Let r be a odd integer. Denote by X the r × r generic skew-symmetric matrix

0 x1,2 · · · x1,r
−x1,2 0 · · · x2,r
...
...
. . .
...
−x1,r −x2,r · · · 0


Denote by B the polynomial ring over k in the variables of X.
Lemma 3.10. Let I be the ideal of B generated by the (r− 1)-pfaffians of X and ζp(I) the
extension of I by the epimorphism ζp. Then, ζp(I) is a codimension 3 Gorenstein ideal of
B with structural skew–symmetric matrix
ζp(X) =


0 xp1,2 · · · x
p
1,r
−xp1,2 0 · · · x
p
2,r
...
...
. . .
...
−xp1,r −x
p
2,r · · · 0


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Proof. Since homomorphism of k-algebras preserves determinants, then the ideal ζp(I) is
generated by the (r− 1)-Pfaffians of ζp(X). Thus, in order to conclude the proof it suffices
to show that ht ζp(I) ≥ 3.
By [6, Theorem 5.1] there is a monomial order > on B such that the (r − 1)-Pfaffians
of X constitute a Gro¨bner base of I. In particular, if f1, . . . , fr are the (r − 1)-Pfaffians of
I then in>(I) = (in>(f1), . . . , in>(fr)). Thus,
in>(ζp(I)) ⊃ (in>(ζp(f1)), . . . , in>(ζp(fr)))
= (ζp(in>(f1)), . . . , ζp(in>(fr))) (by Lemma 3.9) (19)
= (in>(f1)
p, . . . , in>(fr)
p)
Thus,
ht ζp(I) = ht in>(ζp(I))
≥ ht (in>(f1)
p, . . . , in>(fr)
p) (by (19))
= ht (in>(f1), . . . , in>(fr)) (20)
= ht in>(I)
= ht I = 3.
✷
Proposition 3.11. Let n ≥ 3 be a integer. Then every virtual datum (d, r) in dimension
n is proper.
Proof. Denote by d′ the skew degree of the virtual datum (d, r). Define u =
(r
2
)
−n ≤
(r
2
)
−3.
The proof is by induction on u. If u = 0, by Lemma 3.10 the ideal generated by the (r− 1)-
Pfaffians of the matrix 

0 xd
′
1,2 · · · x
d′
1,r
−xd
′
1,2 0 · · · x
d′
2,r
...
...
. . .
...
−xd
′
1,r −x
d′
2,r · · · 0


is a Gorenstein ideal with datum (d, r). Now, suppose that the result is true for a certain
1 ≤ u <
(r
2
)
−3. Then there is an r×r skew-symetric matrix Ψ = (gi,j) whose entries gi,j are
forms of degree d′ in k[x1, . . . , xn] and I = Pfr−1(Ψ) is a codimension 3 Gorenstein ideal with
datum (d, r). Since one can assume that r is fixed, one can argue by descendng induction
on n instead. Thus, we are assuming that n > 3. Since I is an unmixed homogeneous ideal
of codimension 3, then by a homogeneous version of the prime avoidance lemma, there is a
linear form ℓ ∈ k[x1, . . . , xn] that is R/I-regular. Without loss of generality we can suppose
ℓ = xn −
∑n−1
i=1 αixi. Now consider the following surjective k-algebra homomorphism:
π : k[x1, . . . , xn]։ k[x1, . . . , xn−1], xi 7→ xi (1 ≤ i ≤ n− 1), xn 7→
n−1∑
i=1
αixi.
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Since determinants commute with ring homomorphisms, π induces a k-algebra isomorphism
k[x1, . . . , xn]/(Pfr−1(Ψ), ℓ) ≃ k[x1, . . . , xn−1]/Pfr−1(Ψ˜)
where Ψ˜ = (π(gij)). Since ℓ is (k[x1, . . . , xn]/I)-regular then k[x1, . . . , xn−1]/Pfr−1(Ψ˜) is a
Gorenstein ring of codimension
(n − 1)− dim k[x1, . . . , xn−1]/Pfr−1(Ψ˜) = (n − 1)− (n − 4) = 3.
Thus, Pfr−1(Ψ˜) is a codimension 3 Gorenstein ideal in k[x1, . . . , xn−1] with datum (d, r). ✷
3.3 A glimpse of the associated algebras
In this brief part we look at the behavior of some algebras associated to a codimension 3
equigenerated Gorenstein ideal I ⊂ R = k[x, y, z]. We will particularly focus on the Rees
algebra R(I) ≃ R[It] ⊂ R[t], the associated graded ring grI(R) = R(I)/IR(I) and the fiber
cone algebra F(I) = R(I)/mR(I), where m := (x, y, z).
It is important to observe that the so-called condition (G3) is automatic since the ideal
is m-primary. Therefore, some features in this section are most certainly contained in the
monumental [8]. Still, it may be useful to have direct elementary proofs of the results below,
where G3 is not directly used.
We start with the linear case and the fiber cone algebra. Part of the argument follows
closely the one in [14, Proposition 2.2].
Theorem 3.12. Let I denote a codimension 3 homogeneous Gorenstein ideal in k[x, y, z]
with datum (d, 2d + 1), where d ≥ 2. Then:
(a) In = mdn for every n ≥ 2.
(b) The reduction number of I is 2.
(c) F(I) is not Cohen–Macaulay.
Proof. (a) Since char(k) 6= 2, then I is syzygetic ([12, Proposition 2.8]). In particular,
µ(I2) =
(2d+2
2
)
, hence I2 = m2d. As I has datum (d, 2d + 1) then the socle degree of R/I
is 2d − 2, hence the Hilbert function HF (R/I, t) vanishes for t ≥ 2d − 1. Thus, one has
µ(It) =
(t+2
2
)
for t ≥ 2d − 1, where It is the t-th homogeneous component of I. Now, note
that m2d ⊃ mdI and the generators of mdI span the homogeneous part of degree 2d of I.
Since µ(I2d) = µ(I
2) and I2 = m2d ⊃ I2d then I
2 = mdI.
Inducting on n, using the equality I2 = mdI, one has In+1 = In−1I2 = Inmd = md(n+1).
That is, In = mdn for n ≥ 2.
(b) Let J ⊂ I be a homogeneous minimal reduction. Since I is syzygetic, JI 6= I2. On
the other hand, since md is the integral closure of I, then J is also a minimal reduction of
md. But the latter has reduction number one for any minimal reduction. Therefore, one
has Jmd = m2d. It follows from (a) that
I3 = m3d = Jm2d = JI2,
thus proving the assertion.
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(c) Suppose to the contrary. Then, by [11, Proposition 1.2], the reduction number r(I)
is the Castelnuovo-Mumford regularity reg(F(I)) of F(I). By item (b), the latter is 2. But
since I is syzygetic, the defining ideal of F(I) over S := k[T1, . . . , T2d+1] admits no forms of
degree 2, hence is generated in the single degree 3. In particular, the minimal graded free
resolution of F(I) over S is linear:
0→ S(−N + 1)βN−3 → · · · → S(−3)β1 → S.
By [15, Theorem 1.2], the multiplicity of the special fiber F(I) is
e(F(I)) =
(
µ(I)− 1
2
)
=
(
2d
2
)
.
Now consider the rational map F : P2 99K P2d defined by the given generators of I in degree
d, and let deg(F) denote the degree of F. Since I is equigenerated then F(I) is isomorphic
to the k-subalgebra of R generated by the vector space Id, while the latter is up to degree
normalization the homogeneous defining ideal of the image of F. Then, by [18, Theorem
6.6 (i)] one has (
2d
2
)
deg(F) = e(F(I)) deg(F) = d2.
Therefore, (2d− 1) deg(F) = d, which is absurd for d ≥ 2. ✷
For the non-linear case, we get the following:
Proposition 3.13. Let I ⊂ R = k[x, y, z] be a codimension 3 Gorenstein ideal with datum
(d, r) and skew degree d′. Let F : P2 99K Pr−1 be the rational map defined by the linear
system Id. If the reduction number of I is at most 2 and F(I) is Cohen-Macaulay then:
(a) (r − 2) divide d′2.
(b) If r > 3 then F is not birational onto the image.
Proof. (a) Since I is syzygetic, the assumption implies that the reduction number of I
is exactly 2. Since F(I) is Cohen-Macaulay then the same argument as in the proof of
Theorem 3.12 (c) yields e(F(I)) =
(r−1
2
)
. Again, by [18, Theorem 6.6],
(r−1
2
)
deg(F) = d2.
By definition, d = (r − 1)d′/2, hence
2(r − 2) deg(F) = (r − 1)d′2. (21)
Since gcd{(r − 2), (r − 1)} = 1 then (r − 2) divides d′2, as desired.
(b) Since (r − 1)/2 > 1 then (21)forces deg(F) > 1. Hence, F is not birational. ✷
As to the behavior of the Rees algebra and the associated graded ring, one has in the
linear case:
Proposition 3.14. Let I be a codimension 3 equigenerated Gorenstein ideal in k[x, y, z]
with datum (d, 2d+ 1) and let F denote the rational map defined by the given generators of
I in degree d. Then:
(a) R(I) satisfies the condition R1 of Serre.
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(b) F is birational onto the image.
(c) depth grI(R) = 0.
Proof. (a) ) Consider the Hilbert-Samuel polynomial (m >> 0)
λ(R/Im+1) = e0(I)
(
m+ 3
3
)
− e1(I)
(
m+ 2
2
)
+ e2(I)
(
m+ 1
1
)
− e3(I)
and the Hilbert polynomial
λ(R/Im+1) = e0(I)
(
m+ 3
3
)
− e1(I)
(
m+ 2
2
)
+ e2(I)
(
m+ 1
1
)
− e3(I),
where Im+1 denotes the integral closure of Im+1. By Theorem 3.12 (a), Im = Im for every
m ≥ 2. Thus, in particular, e1(I) = e1(I). Hence, by [13, Proposition 3.2], R(I) satisfies
the condition R1 of Serre.
(b) There are many ways to see this. Yet another one is as follows. By Theorem3.12,
the Hilbert polynomial HP (F(I), n) of F(I) is
HP (F(I), n) =
(
dn+ 2
2
)
=
d2
2
n2 +
3d
2
n+ 1, n ≥ 2,
hence, the multiplicity e(F(I)) of F(I) is d2. On the other hand, by [18, Theorem 6.6 (i)]
the degree deg(F) of the rational map F is
deg(F) =
d2
e(F(I))
Thus, deg(F) = 1, that is, the rational map deg(F) is birational onto its image.
(c) By Theorem3.12 (a), one has an exact sequence
0 −→ R(I) −→ R(md) −→ C −→ 0,
with C a module of finite length. In particular, depth C = 0. Since depth R(I) ≥ 1 then
depth R(I) = depth C + 1 = 1.
Now, clearly depth grI(R) ≤ depth R(I) = 1. Supposing that depth grI(R) > 0, let
a ∈ I \ I2 be such that its image in I/I2 ⊂ grI(R) is a regular element. Then one has an
exact sequence
0→ grI(R)(−1)→ R(I)/aR(I)→RR/(a)(I/(a))→ 0
(see [19, Proposition 5.1.11]). Since a is regular on R(I) then the middle term has depth
zero, while the rightmost term – being a Rees algebra over a Cohen–Macaulay ring of
dimension ≥ 1 – has depth at leas one. It follows that grI(R) ≃ grI(R)(−1) has depth zero;
a contradiction. ✷
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4 On the (xm1 , . . . , x
m
n )-colon problem
It is known (see [1, Proposition 1.3]) that any homogeneous Gorenstein ideal of codimension
n in k[x] = k[x1, . . . , xn] can be obtained as a colon ideal (x
m
1 , . . . , x
m
n ) : f, for some integer
m ≥ 1 and some form f. In this section we deal with some of the main questions regarding
this representation.
We first establish under which condition the form f is uniquely determined and what is
its degree in terms ofm and the socle degree of I. Then we prove that f can be retrieved from
I by taking the so-called (socle-like) Newton dual of a minimal generator of the Macaulay
inverse of I.
The second dealing is with giving conditions under which the Gorenstein ideal I is
equigenerated in terms of the exponent m and the form f. We solve this problem in the
case where I has linear resolution
0→ R(−2d− n+ 2)→ R(−d− n+ 2)bn−1 → · · · → R(−d− 1)b2 → R(−d)b1 → R
where b1 = µ(I). The general case is still open, justifying perhaps calling it more particularly
the colon problem.
For convenience, we call f a directrix form (of I) associated to the regular sequence
{xm1 , . . . , x
m
n }.
4.1 Macaulay inverse system versus Newton duality
The Macaulay–Matlis duality meets yet another version in terms of the Newton polyhedron
nature of the homogeneous forms involved so far.
For this, recall the notion of the Newton (complementary) dual of a form f ∈ k[x] =
k[x1, . . . , xn] in a polynomial ring over a field k (see [4], [5]). Namely, let A denote the log
matrix of the constituent monomials of f (i.e, the nonzero terms of f). This is the matrix
whose columns are the exponents vectors of the nonzero terms of f in, say, the lexicographic
ordering. It is denoted N (f).
The Newton dual log matrix (or simply the Newton dual matrix) of the Newton log
matrix N (f) = (ai,j) is the matrix N̂ (f) = (αi − ai,j), where αi = maxj{ai,j}, with
1 ≤ i ≤ n and j indexes the set of all nonzero terms of f .
In other words, denoting α := (α1 · · ·αn)
t, one has
N̂ (f) = [α | · · · |α ](n+1)×r −N (f),
where r denotes the number of nonzero terms of f . The vector α is called the directrix
vector of N (f) (or of f by abuse).
We note that taking the Newton dual is a true duality upon forms not admitting mono-
mial factor, in the sense that, for such a form f ,
̂
N (f) = N (f) holds.
We define the Newton dual of f to be the form fˆ whose terms are the ordered monomials
obtained form N̂ (f) affected by the same coefficients as in f .
Our next result asserts that directrix forms and Macaulay inverse generators obey a
duality in terms of the above Newton dual. Given a directrix form f associated to the
regular sequence {xm1 , . . . , x
m
n } – i.e., (x
m
1 , . . . , x
m
n ) : f = I – it will typically admit monomial
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factors. In order to fix this inconvenient, one redefines the socle-like Newton dual of such
directrix form by taking as directrix vector ν := (m− 1 · · · m− 1)t.
Proposition 4.1. Let I ⊂ R = k[x] = k[x1, . . . , xn] be a homogeneous codimension n
Gorenstein ideal with socle degree s. Given an integer m ≥ 1, suppose that I admits a
directrix form f associated to the regular sequence {xm1 , . . . , x
m
n }. Then:
(i) f is a degree n(m− 1)− s form uniquely determined, up to a scalar coefficient, by the
condition that no nonzero term of f belongs to the ideal (xm1 , . . . , x
m
n ).
(ii) The socle-like Newton dual of f is a minimal generator of the Macaulay inverse to I
(having dual degree s), and its socle-like Newton dual retrieves f.
Proof. Suppose f =
∑
|α|=deg f
aαx
α. Then, the socle-like Newton dual of f is fˆ =
∑
α
aαy
αˆ,
where αˆ := ν−α (in particular, deg fˆ = n(m−1)−deg f). Given a homogeneous polynomial
h =
∑
|β|=deg h
bβx
β ∈ R we have:
hf =
∑
|γ|=deg f+deg h

 ∑
α+β=γ
aαbβ

xγ and hˆf = ∑
|γ|=deg f+deg h

 ∑
αˆ−β=γˆ
aαbβ

yγˆ
with γˆ = ν − γ. In particular, for every γ, the coefficient of xγ as a term in hf is equal to
the coefficient of yγˆ as a term of hˆf. Moreover, the ith coordinate of γ is larger than s if
and only if the ith coordinate of γˆ is negative. Thus,
h ∈ (xm1 , . . . , x
m
n ) : f ⇔ for every
∑
α+β=γ
aαbβ 6= 0, γ has a coordinate larger thanm
⇔ for every
∑
αˆ−β=γˆ
aαbβ 6= 0, γˆ has a negative coordinate (22)
⇔ hˆf = 0⇔ h ∈ Ann(ˆf)
Therefore, I = Ann(ˆf), that is, fˆ is a minimal generator of the Macaulay inverse to I. By
construction, we have deg fˆ = n(m − 1) − deg f. On the other hand, it is well known that
the degree of a minimal generators of the Macaulay inverse to I is the socle degree of I,
i.e., deg fˆ = s. Therefore, deg f = n(m − 1) − s. Since fˆ is uniquely determined, up to a
scalar coefficient, the form f is uniquely determined as well, up to a scalar coefficient, by
the condition that no nonzero term of f belongs to the ideal (xm1 , . . . , x
m
n ). Thus, assertion
(i) follows.
Assertion (ii) follows from the above. ✷
Remark 4.2. Item (i) of Proposition 4.1 is stable under a change of coordinates. In other
words, it holds true replacing the sequence {xm1 , . . . , x
m
n } by a sequence {ℓ
m
1 , . . . , ℓ
m
n }, where
{ℓ1, . . . , ℓn} are independent linear forms. Thus, if I is a homogeneous codimension n
Gorenstein ideal such that (ℓm1 , . . . , ℓ
m
n ) : f = I, for some form f ∈ R, then f is uniquely
determined, up to a scalar coefficient, by the condition that no nonzero term of f, written
as a polynomial in ℓ1, . . . , ℓn, belongs to the ideal (ℓ
m
1 , . . . , ℓ
m
n ).
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4.2 The case of linear resolution
In this section we characterize when I is a equigenerated codimension n Gorenstein ideal
with linear resolution in terms of the exponentm and the form f ∈ R = k[x] = k[x1, . . . , xn].
The preliminaries remain valid in arbitrary characteristic, but we need characteristic zero
for item (ii) of Proposition 4.5 below.
Let e, e′ be positive integers and let f =
∑
|α|=e aαx
α ∈ Re and g =
∑
|β|=e′ bβx
β ∈ Re′
be forms. Given an integer m ≥ 1, write
gf =
∑
xγ /∈(xm
1
,...,xmn )

 ∑
α+β=γ
aαbβ

xγ + ∑
xγ∈(xm
1
,...,xmn )

 ∑
α+β=γ
aαbβ

xγ , (23)
where γ ∈ Nn is a running n-tuple. To this writing associate a matrix Me,e′,m whose rows
are indexed by the n-tuples γ such that |γ| = e+ e′ and whose columns are indexed by the
n-tuples β such that |β| = e′. The entries of the matrix are specified as follows:
the (γ, β)-entry of Me,e′,m =
{
0, if some coordinate of γ − β is < 0
aα, if each coordinate ofα = γ − β is ≥ 0
In addition, let χ denote the row matrix [xγ ] with the monomial entries xγ /∈ (xm1 , . . . , x
m
n ),
and let b stand for the column matrix whose entries are the coefficients bβ of g.
Then equality(23) can be rewritten in the shape
gf = χ ·Me,e′,m · b+
∑
xγ∈(xm
1
,...,xmn )

 ∑
α+β=γ
aαbβ

xγ . (24)
It is important to observe that the matrix Me,e′,m depends only on the integers e, e
′ and
m, and not on the details of g.
From this, it follows immediately:
Lemma 4.3. g ∈ I = (xm1 , . . . , x
m
n ) : f if and only if Me,e′,m ·b = 0. In particular, Ie′ = {0}
if and only if rankMe,e′,m =
(
e′+n−1
n−1
)
.
To tie up the ends, consider the parameter map
Re → P
(e+n−1n−1 )−1, f =
∑
|α|=e
aαx
α 7→ Pf = (a(e,...,0) : · · · : a(0,...,e))
in the notation of Subsection 2.1. Let {Ye,...,0, . . . , Y0,...,e} denote the coordinates of P
(e+n−1n−1 )−1
and let MGe,e′,m stand for the matrix whose entries are obtained by replacing each aα in
Me,e′,m by the corresponding Yα.
Theorem 4.4. Let m ≥ 1 be a integer and let f ∈ R = k[x1, . . . , xn] be a form. The
following are equivalent:
(i) I = (xm1 , . . . , x
m
n ) : f is a codimension n equigenerated Gorenstein ideal with linear
resolution.
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(ii) The integer s := n(m− 1)− deg f is even and rankMdeg f,s/2,m =
(
s/2+n−1
n−1
)
.
(iii) The integer s := n(m − 1) − deg f is even and Pf is a point in the Zariski open set
P
(e+n−1n−1 )−1 \ V (Ik(MGe,s/2,m)), with k :=
(
s/2+n−1
n−1
)
and e = deg f.
Proof. (i)⇒(ii) Suppose that I is equigenerated in degree d. Since I has linear resolution
then the socle degre of I is 2d−2. Thus, by the Proposition 4.1, s = 2d−2. In particular, s is
an even integer. On the other hand, since I is generated in degree d then Is/2 = Id−1 = {0}.
Hence, by the Lemma 4.3, rankMdeg f,s/2,m =
(s/2+n−1
n−1
)
.
(ii)⇒(i) We claim that I is codimension n Gorenstein ideal generated in degree t =
s/2+1. The ideal I is Gorenstein of codimension n because it is the link of the homogeneous
almost complete intersection J = (xm1 , . . . , x
m
n , f) with respect to the complete intersection of
pure powers (xm1 , . . . , x
m
n ). By Proposition 4.1, the socle degree of I is s. Thus, (R/I)2t−1 =
(R/I)s+1 = {0}. On the other hand, since rankMdeg f,s/2,m =
(
s/2+n−1
n−1
)
, we have, by
Lemma 4.3, It−1 = Is/2 = {0}. Since I is a codimension n Gorenstein ideal and (R/I)2t−1 =
{0} and It−1 = 0 it follows from [7, Proposition 1.8] that I is generated in degree t and has
linear resolution.
(ii) ⇔ (iii) This is a mere language transcription. ✷
The question remains as to when the Zariski open set P(
e+n−1
n−1 )−1 \ V (Ik(MGe,s/2,m))
is nonempty, where k :=
(s/2+n−1
n−1
)
and e = deg f. The next result determines all pair of
integers m, e ≥ 1, with even s = n(m−1)−e, for this to be the case when f = (x1+· · ·+xn)
e.
Proposition 4.5. (char(k) = 0) Let m, e ≥ 1 integers such that s = n(m− 1) − e is even.
Set d := s/2 + 1.
(i) If m < d then P(
e+n−1
n−1 )−1 \ V (Ik(MGe,s/2,m)) = ∅.
(ii) If m ≥ d then I = (xm1 , . . . , x
m
n ) : (x1 + · · · + xn)
e is a codimension n Gorenstein
ideal generated by forms of degree d with linear resolution. In particular, P(
e+n−1
n−1 )−1 \
V (Ik(MGe,s/2,m)) is a dense open set.
Proof. (i) We claim that there is no form f of degree e such that I = (xm1 , . . . , x
m) : f is
a equigenerated codimension n Gorenstein ideal with linear resolution. In fact, otherwise
I would be an ideal generated in degree d with (xm1 , . . . , x
m
n ) ⊂ I – an absurd. Hence, by
Theorem 4.4, P(
e+n−1
n−1 )−1 \ V (Ik(MGe,s/2,m)) = ∅.
(ii) We mimic the argument of [7, Proposition 7.24]. Namely, by applying [7, Proposition
1.8], it is sufficient to show that R2d−1 ⊂ I and Id−1 = {0}. Clearly,
Rn(m−1)+1 ⊂ (x
m
1 , . . . , x
m
n ).
Moreover,
(x1 + · · ·+ xn)
eR2d−1 ⊂ R2d−1+e = Rn(m−1)+1.
Hence, R2d−1 ⊂ I. On the other hand, the initial degree of I is d as a consequence of the
Lefschetz like result of R. Stanley, as proved in [17, Theorem 5]. Therefore, Id−1 = {0}, as
was to be shown. In particular, for f = (x1+ · · ·+xn)
e Theorem 4.4 gives Pf ∈ P
(e+n−1n−1 )−1 \
V (Ik(MGe,s/2,m)). ✷
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Remark 4.6. The only place where one needs characteristic zero above is in the use of [17,
Theorem 5] – for a different proof of this typical charming result of characteristic zero, see
[3, The´ore`me, Appendix]. It is reasonable to expect that the above proposition be valid in
arbitrary characteristic.
4.3 The pure power gap
Let ℓ = {ℓ1, . . . , ℓn} ∈ R = k[x1, . . . , xn] be a regular sequence of linear forms and let I ⊂ R
be a homogeneous codimension n Gorenstein ideal with socle degree s. Denote bym(I, ℓ) the
least indexm such that {ℓm1 , . . . , ℓ
m
n } ⊂ I. Since Rs+1 = Is+1, thenm(I, ℓ) ≤ s+1. The pure
power gap of I with respect to the regular sequence ℓ is g(I, ℓ) := s+1−m(I, ℓ). The absolute
pure power gap of I (or simply, the pure power gap of I) is g(I) := s+ 1−min
ℓ
{m(I, ℓ)}.
To start one has the following basic ring-theoretic result:
Lemma 4.7. Let m1, . . . ,mn ≥ 1 be integers and f a form in R = k[x1, . . . , xn]. Then
(ℓm11 , . . . , ℓ
mn
n ) : f = (ℓ
m1
1 , . . . , ℓ
mi+1
i , . . . , ℓ
mn
n ) : ℓif
for every 1 ≤ i ≤ n. In particular,
(ℓm11 , . . . , ℓ
mn
n ) : f = (ℓ
m1+k
1 , . . . , ℓ
mi+k
i , . . . , ℓ
mn+k
n ) : (ℓ1 · · · ℓn)
kf
for each k ≥ 0.
Proof. One can assume that i = 1. The inclusion (ℓm11 , . . . , ℓ
mn
n ) : f ⊂ (ℓ
m1+1
1 , . . . , ℓ
mn
n ) : ℓ1f
is immediate. Thus, consider h ∈ (ℓm1+11 , . . . , ℓ
mn
n ) : ℓ1f. Then,
ℓ1fh = p1ℓ
m1+1
1 + · · ·+ pnℓ
mn
n
for certain p1, . . . , pn ∈ R. In particular, ℓ1 divide p2ℓ
m2
2 + · · ·+ pnℓ
mn
n . We can write
pi = ℓ1qi + ri, for each 2 ≤ i ≤ n,
where r2, . . . , rn are polynomials in k[ℓ2, . . . , ℓn]. Thus,
p2ℓ
m2
2 + · · ·+ pnℓ
mn
n = q2ℓ1ℓ
m2
2 + · · ·+ qnℓ1ℓ
mn
n + r2ℓ
m2
2 + · · · + rnℓ
mn
n .
Since ℓ1 divides p2ℓ
m2
2 + · · ·+ pnℓ
mn
n and r2ℓ
m2
2 + · · ·+ rnℓ
mn
n ∈ k[ℓ2, . . . , ℓn] then
p2ℓ
m2
2 + · · ·+ pnℓ
mn
n = q2ℓ1ℓ
m2
2 + · · ·+ qnℓ1ℓ
mn
n .
Thus,
fh = p1ℓ
m1
1 + q2ℓ
m2
2 + · · ·+ qnℓ
mn
n ,
that is, h ∈ (ℓm11 , . . . , ℓ
mn
n ) : f. Therefore, (ℓ
m1
1 , . . . , ℓ
mn
n ) : f = (ℓ
m1+1
1 , . . . , ℓ
mn
n ) : ℓ1f as
stated. ✷
To see an application, recall from Remark 4.2 that if I is a homogeneous codimension
n Gorenstein ideal such that (ℓm1 , . . . , ℓ
m
n ) : f = I, where ℓ1, . . . , ℓn are linear forms, then f
is uniquely determined, up to a scalar coefficient, by the condition that no nonzero term of
f, written as a polynomial in ℓ1, . . . , ℓn, belongs to the ideal (ℓ
m
1 , . . . , ℓ
m
n ).
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Proposition 4.8. Let I ⊂ R be a homogeneous codimension n Gorenstein ideal with socle
degree s. Suppose that as above, ℓ1, . . . , ℓn are linear forms such that I = (ℓ
s+1
1 , . . . , ℓ
s+1
n ) : f
with f uniquely determined, up to a scalar coefficient, by the condition that no nonzero
term of f belongs to the ideal (ℓs+11 , . . . , ℓ
s+1
n ). Then, g(I, ℓ) is the largest index such that
(ℓ1 · · · ℓn)g(I,ℓ) divides f.
Proof. Denote m0 := m(I, ℓ) and g := g(I, ℓ). Then (ℓ
m0
1 , . . . , ℓ
m0
n ) : I is an almost
complete intersection J = (ℓm01 , . . . , ℓ
m0
n , f0), for some form f0 ∈ R. Since R = k[ℓ1, . . . , ℓn],
one can write f0 as a polynomial in these linear forms and get rid of the terms belonging
to the ideal (ℓm01 , . . . , ℓ
m0
n ). This way, the latter is part of a minimal set of generators of J .
Therefore, (ℓm01 , . . . , ℓ
m0
n ) : J = (ℓ
m0
1 , . . . , ℓ
m0
n ) : f0 is Gorenstein and I = (ℓ
m0
1 , . . . , ℓ
m0
n ) : f0.
By Lemma 4.7 one has
I = (ℓm01 , . . . , ℓ
m0
n ) : f0 = (ℓ
m0+g
1 , . . . , ℓ
m0+g
n ) : (ℓ1 · · · ℓn)
gf0
= (ℓs+11 , . . . , ℓ
s+1
n ) : (ℓ1 · · · ℓn)
gf0 (25)
Consider
f0 =
∑
|α|=deg f0
aαℓ
α1
1 · · · ℓ
αn
n .
Then,
(ℓ1 · · · ℓn)
gf0 =
∑
|α|=deg f0
aαℓ
α1+g
1 · · · ℓ
αn+g
n .
For each nonzero aα, we have αi ≤ m0 − 1 for each 1 ≤ i ≤ n. Hence, αi + g ≤
m0 + g − 1 = s for each 1 ≤ i ≤ n. Thus, no nonzero term of (ℓ1 · · · ℓn)
gf0 belongs to the
ideal (ℓs+11 , . . . , ℓ
s+1
n ). Thus, since f is uniquely determined, up to a scalar coefficient, by
I = (ℓs+11 , . . . , ℓ
s+1
n ) : f and the condition that no nonzero term of f belongs to the ideal
(ℓs+11 , . . . , ℓ
s+1
n ) we have f = λ(ℓ1 · · · ℓn)
gf0 for some nonzero λ ∈ k. Hence, (ℓ1 · · · ℓn)
g divides
f.
Finally, we claim that g is the largest index with this property. This is obvious ifm0 = 1,
because in this case f0 is a nonzero scalar. So, suppose m0 ≥ 2. If g is not the largest index
such that (ℓ1 · · · ℓn)
g divides f then ℓ1 · · · ℓn divides f0. Hence, by Lemma 4.7,
I = (ℓm01 , . . . , ℓ
m0
n ) : f0 = (ℓ
m0−1
1 , . . . , ℓ
m0−1
n ) :
f0
ℓ1 · · · ℓn
,
so, {ℓm0−11 , . . . , ℓ
m0−1
n } ⊂ I, contradicting that m0 is least such that {ℓ
m0
1 , . . . , ℓ
m0
n } ⊂ I. ✷
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