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IoT(Internet of Things)や AI(Artificial Intelligence)の発展により社会を取り
巻く環境は大きく遷移している．これらの技術革新はスマートハウス，自動運
転，医療，ゴミ処理施設などに活用がされ始めており，我々の生活においても身
























事後保全 (Breakdown Maintenance: BM)
事故や検査により製品に不良が発生した場合などに保全を行う方式
時間基準保全 (Time-based maintenance: TBM)
時間基準保全は，保全対象の設備や刃具などを使用回数や使用時間に基づ
き，あらかじめ決められた一定値を超えた場合に交換する方式


















Accidental failure Wear-out failure
Installation











































































一般的に状態監視技術として用いられている振動法では数 10 Hz～20 kHz程度




































図 1.4 External view of AE sensor
さらに，産業技術総合研究所ではAlN薄膜圧電体を検出素子に用いた薄型AE
センサを開発した [50]．従来のAEセンサと薄型AEセンサを図 1.4に示す．従
来型のAEセンサは検出部の厚さ数 cm，耐熱温度が 80 ◦C程度であった．
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取得される AE波は形図 2.3に示すように大きく突発型 AEと連続型 AEの 2
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(a) Burst AE wave (b) Continuous AE wave

















2.2. AE(Acoustic Emission)法 15
表 2.1 Typical AE parameters
AE parameter Continuous AE Burst AE
Maximum ◦ ◦
Mean, Effective value ◦ ◦
Variance ◦ ◦
Duration, Rise time × ◦
Form factor ◦ ◦















差を Snとし，異常時の平均値をXa，標準偏差を Saとして式 (2.1)から識別指数
Dを算出する．異常時においては識別指数が大きくなり，正常時と異常時の識
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情報を極力損わず低次元空間に縮約する．図 2.6は 2次元データを 1次元に縮約
する場合を示している．まず，主成分分析では射影したデータの分散が最大に





















分の数をRとすると，第 r主成分は負荷量行列VRの第 r列 vrで与えられ，第 r
主成分得点 trは以下で与えられる．
tr = Xvr = srur (2.5)
ここで，urはURの第 r列を表す．また，第R主成分得点までを表現すると以
下の式で与えられる．
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(a) Control limit (b) Conversion of control limit by Hotelling’s
T 2















表 2.2 Data and feature value defined as unit space
x1 x2 x3 · · · xk
data 1 x11 x12 x13 · · · x1k



































(i = 1, 2, · · · , n, j = 1, 2, · · · , k) (2.10)



















1 r12 r13 · · · r1k
r21 1 r23 · · · r2k















なったテストデータX ′ = [X ′1, X
′























3σ法や χ2分布を用いて閾値を決める手法が多く用いられている [57, 69]．
3σ法は図 2.9に示すようにデータ郡が正規分布に従うとして正常データとし
て定義した分布の平均を µ，標準偏差を σとして以下の式で与えられる．
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𝜇 3𝜎−3𝜎
99.7	%






















表 2.3 Combination of true and predict labels
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y = fd(wdy + bd) (3.2)
となる．ここで，fd(·)は fe(·)と同様に活性化関数である．wdはweの転置とし
てwd = wTe と与える場合がある．これを重み共有という [95]．ただし，どの場
合に重み共有にすることが好ましいかなど詳細は明らかでなく，重み共有を適
用しない場合でもwd = wTe を近似的に満たすとされている [95]．
もし，オートエンコーダの隠れ層と入力/出力層のユニット数を同じにし，恒
等写像を行なった場合は実質的に主成分分析と同じであることが知られてい











































2× π，±0.001の範囲でランダムな揺らぎも持つ 1周期分の sin波 (分解能 200サ
ンプル)を 100サンプル生成した．そして入力/出力層のユニットサイズ 200，隠
れ層のユニットサイズを 20のオートエンコーダで学習させた．
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KL(ρ||ρ̂d) = ρ log
ρ
ρ̂d



















図 3.6 Structure of stacked autoencoder
𝒉" 𝒉"
𝒙 𝒚 𝒙 𝒚
図 3.7 Training of stacked autoencoder
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表 4.1 Anomaly in bearing
Anomaly Cause
Flaking Overloading, Poor lubrication
Seizure Overloading, Poor lubrication
Chip Overloading, Excessive fastening margin
Smearing Poor lubrication
Wear Poor lubrication
Creep Overloading, Fastening margin of insufficiency
















表 4.2 Equipment used in the experiment of rotary vacuum pump
Equipment Model number
Motor driver ORIENTAL MOTOR Co. , Ltd. BLFD60A2
Bearing NSK 1302
AE sensor Thin AE sensor (No.87)
Amplifier
NF Electronic Instruments
5307 Differential Amplifier (DC-10MHz)
Controller National Instruments cRIO-9030














いて x軸方向に対してミスアライメントを 0.5，1.0，1.5 mmで加え，各 100サ
ンプルずつAE波形を収録した．合計 4800サンプル収録を行なった．取得した
AE波形は 215の短時間フーリエ変換を行なった後，時間方向へ平均をとり平均

















図 4.3 Schematic of the experiment environment
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化している．AE波形による異常検知手法は (1) 収録波形をそのまま入力 (入力
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表 4.3 Number of unit size
Input/ouput layer Hidden layer
Propose method 16384 1600
Input the AE waveform 2000000 100
Input the AE waveform (50 kHz) 50000 2000
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表 4.4 Discriminant index and criterion value of AE parameters
AE parameter Discriminant index Criterion value Decision
Maximum 3.9532 0.2134 ◦
Effective value 4.4810 0.0262 ◦
Mean 4.2739 0.0200 ◦
Variance 3.9610 0.0005 ◦
Form factor 1.0261 1.8402 ×
Peak factor 0.2884 9.8652 ×
Skewness 1.3187 4.2493 ×










































































図 4.7 Comparison of AE parameters (parameters for which the identity indicator
does not exceed the threshold)























































図 4.8 Comparison of AE parameters (parameter for which the identity indicator
does not exceeds the threshold)
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図 4.9 Transition of reconstruction error by proposed method (black: normal data,






































(a) Reconstruction of AE waveform by autoencoder



















(b) Reconstruction of AE waveform by autoencoder (down sampling to 50 kHz)

















(c) Reconstruction of AE waveform by autoencoder (down sampling to same size pro-
posed method)
図 4.10 Transition of reconstruction error by input to AE waveform (black: normal
data, red: misalignment 0.5 mm, green: misalignment 1.0 mm, blue: misalignment
1.5 mm)
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(b) Principal component analysis
図 4.11 Transition of error value in anomaly detection method (black: normal data,
red: misalignment 0.5 mm, green: misalignment 1.0 mm, blue: misalignment 1.5
mm)
表 4.5 Threshold by F-score
Decision error Threshold
Propose Method 0 1.3832× 10−4
AE wave input to autoencoder 0 6.9855× 10−2
MT method 0 1.1674× 101
Principal component analysis 0 1.2516
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(b) AE wave input to autoencoder

























(d) Principal component analysis
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(b) AE wave input to autoeencoder























(d) Principal component analysis







































常検知でそれぞれ 6.2375× 10−5，2.2235× 10−3であり，オーダーが 2桁異なる．
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図 4.14 Input data and output data of the autoencoder (AE wave input, black:
input data, red: output data)
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図 4.15 Input data and output data of the autoencoder (down sampling of AE
wave input, black: input data, red: output data)
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図 4.17 Input data and output data of the autoencoder (proposed method, black:
input data, red: output data)
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図 4.18 Input data and output data of the autoencoder in normal data (black:
input data, red: output data)
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(a) Misalignment 0.5 mm, sample No.3501














(b) Misalignment 1.0 mm, sample No.3601














(c) Misalignment 1.5 mm, sample No.3701
図 4.19 Input data and output data of the autoencoder in anomaly data (black:
input data, red: output data)

























































































図 4.20 Absolute difference value of input layer and output layer by the autoencoder
in normal data
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(a) Misalignment 0.5 mm, sample No.3501




















(b) Misalignment 1.0 mm, sample No.3601




















(c) Misalignment 1.5 mm, sample No.3701









して，ボトルネック以外において平均活性化度 ρ̂ = 0.65とし，スパース性の強
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Normal data (No.0 to 1800)
















受の故障の原因となるミスアライメント (軸ずれ)を 0.5 mm，1.0 mm，1.5 mmの
三段階で意図的に与えた．実験では実験装置の運転開始から正常データを 4500
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Normal data (No.0 to 1800)














































































PC Analog Input Module
Oil Mist Trap
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表 5.1 Equipment used in the experiment of rotary vacuum pump
Equipment model number
AE sensor Thin AE sensor (No.87)
Vacuum gauge ULVAC G-TRAN ISG1
Rotary vacuum pump Hitachi Koki Co., Ltd. CuteVac VR16L-K
Oil mist trap Hitachi Koki Co., Ltd. Oil mist trap (L)
Amplifier
NF Electronic Instruments
5307 Differential Amplifier (DC-10MHz)
Controller National Instruments cDAQ-9174
Analog input module National Instruments NI-9223














図 5.3 Schematic diagram of exhaust action
対象とする．















































76 第 5章 油回転真空ポンプにおける異常検知実験
表 5.2 Parameter of autoencoder
AE Pressure Current
Input/Output layer size 8192 100 20






















表 5.3 Mean, standard deviation and threshold value calculated from reconstruc-
tion error
AE Pressure Current
Mean 78.8× 10−6 70.7× 10−6 405.0× 10−6
Standard deviation 44.6× 10−6 140.3× 10−6 406.8× 10−6
Threshold 2.13× 10−4 4.91× 10−4 1.63× 10−3
できる．
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(a) Normal data (sample No.1)


















(b) Anomaly data (sample No.4000)

























(a) Normal data (sample No.1)

















(b) Anomaly data (sample No.4000)
図 5.7 Input data and reconstruction data comparison (pressure)
にかけて，18 kHz以下のスペクトルにおいて誤差が上昇していることがわかっ
た．また，18 kHz以下においてスペクトルの誤差が異常の進展に伴い上昇し，
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(a) Normal data (sample No.1)

















(b) Anomaly data (sample No.4000)













































































図 5.9 Absolute difference of input data and reconstruction data (normal data)
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図 5.10 Absolute difference of input data and reconstruction data (anomaly data
before oil mist trap clogging)
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図 5.11 Absolute difference of input data and reconstruction data (anomary data
after oil mist trap clogging)









各層のユニットサイズは 8192→750 →100 →10 →3 →10 →100 →750 →8192
とした．スパース性に関するパラメータとして，ボトルネック以外において平






























Anomaly in No.1 to No.3216
No.3217 to 3500
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