In this paper we extend the notion of a Lebesgue-null set to a notion which is valid in any completely metrizable Abelian topological group. We then use this de nition to introduce and study the class of essentially smooth functions. These are, roughly speaking, those Lipschitz functions which are smooth (in each direction) almost everywhere.
1 Introduction.
The primary purpose of this paper is to introduce a new class of Lipschitz functions and present some of their most fundamental properties. In order to accomplish this goal, we must rst extend the notion of a Lebesgue-null set to notion which is valid in any Banach space. In the case of separable Banach spaces this task has already been achieved. In fact, for separable Banach spaces, there have been several successful solutions to this problem (see , 20] , 15] and 7] to name just a few). For our purposes the most useful generalization of a \null" set is that of the Haar-null (or zero) set introduced by J. P. R. Christensen in 7] . Indeed, in section two of this paper we retrace and extend the results of Christensen to spaces which are not necessarily separable. While some of our extensions need additional work, many follow naturally from their separable counter-parts. In section three we introduce the class of \essentially smooth" Lipschitz functions. Loosely speaking, these are those functions which are smooth (in each direction) almost everywhere, that is, smooth (in each direction) everywhere, except on a \null" set. As we shall come to see, the essentially smooth functions enjoy particularly desirable di erentiability properties. For instance, they are all integrable and D-representable (on class(S) spaces) in the sense de ned within. This class of functions is of central importance in nonsmooth optimization. The importance of the class stems (see 2, 4, 5, 6] ) from the fact that it provably provides the largest robust class of functions stable under the most signi cant operations of calculus and of formation of marginal functions ( 4] A primary utility of this paper is that it provides coherent tools for the use of \measure-theoretic" techniques in non-separable spaces, such as L 1 , which are frequently natural settings for optimization and control problems.
2 Haar-null sets Throughout this section of the paper, (G; +; ) will denote a completely metrizable Abelian topological group, that is, (G; ) is homeomorphic to a complete metric space. Due to a result of V. Klee, (see, 14]) we may and do, assume that the topology is generated by a metric d, which is both complete and invariant. (Actually, all invariant metrics on a completely metrizable Abelian group are complete. This, however, is not generally the case in non-Abelian groups.) In our terminology a measure will always be non-negative and not identically zero. By a Borel measure on a topological space X we mean any measure de ned on B(X) { the Borel subsets of X. By a Radon measure on X we mean any Borel measure on X, extended to its completion on X, which satis es; (i) (K) < 1 for each compact subset K X; (ii) (A) = supf (K) : K A; K compactg for each A 2 B(X). Note that, (ii) actually hold for each A in the -completion of B(X). In addition, if is nite (that is, (X) < 1) then, (A) = inff (U) : A U; U openg for each A in the -completion of B(X):
We will say that a subset A of a topological space X is universally (Radon) measurable if it belongs to the -completion of each nite (Radon) Borel measure on X and we shall denote by U(X) (U R (X)) the family of all universally (Radon) measurable subsets on X. Observe that B(X) U(X) U R (X). (In the case when X is Polish, U(X) = U R (X) see, Theorem 2.2.) It follows immediately from this de nition that on any topological group, the universally (Radon) measurable sets form a translation invariant -algebra. A natural question to ask at this point, is whether the family of all universally measurable subsets properly contains the Borel sets. One way to see the a rmative answer to this, is the following.
Given a completely regular topological space X, let D(X) denote the smallest -algebra on X which contains all the Borel subsets and is stable under the Souslin operation. (Let us refresh our memory on the de nition of the Souslin operation. We say that a family of sets A is closed under the Souslin operation if all sets of the form: f \ fA( jn) : n 1g : 2 N N g; A( jn) 2 A Here we use jn to denote 1 ; 2 ; : : : n when ( 1 ; 2 ; : : n : : : ) 2 N N ] are contained in A.) By using the fact, that for each complete nite measure on X, the family of all -measurable sets is closed under the Souslin operation, we may deduce that each member of D(X) is universally measurable (see, 21]). Now, it is known that D(X) contains all the Cech-analytic subsets of X, which in turn, contain all the analytic subsets of X (see, 12]). (Recall, that a subset A X is analytic if it is the continuous image of a complete, separable metric space, that is, the continuous image of a Polish space.) Finally, it is also known that each uncountable Polish space contains an analytic set which is not a Borel set, (see, 13] p.201). We are now in a position to de ne our \null" sets. Let (G; +; ) be a completely metrizable Abelian topological group. We will call a universally Radon measurable set A G a Haar-null set if there exists a (not necessarily unique) Radon probability measure p on G such that p(g + A) = 0 for each g 2 G. (In such a case, we shall call the measure p a test-measure for A.) More generally, we will say that a subset A G is a Haar-null set if it is contained in a universally Radon measurable Haar-null set. It will sometimes be useful to remember that if p is a test-measure for A, then g + A is p-measurable for each g 2 G, even though the set A may not be universally Radon measurable. We should also note that the Dirac (pointmass) measures are rarely useful as test-measures, since the only set they can test is the empty set. In order to simplify the later part of this section, we will take this opportunity to present some of the fundamental properties possessed by Radon measures. All of the results presented in the next theorem are either straightforward or maybe found (more-or-less as stated) in Chapter two of 1]. Theorem 2.1 Let X and Y be Hausdor topological spaces and let Z be a Borel subset of X. Further, let be a Radon measure on X and be a Radon measure on Y. Then we have the following: then (the completion of) Z de nes a Radon measure on Z, which we will call, the restriction of (c) Conversely, if we are given a nite Radon measure Z on Z, and we The completion of this measure is a nite Radon measure on X. Let us also note, that an alternative proof of this is given in 11]. We should, however, lend a note-of-caution here, that in their proof they implicitly assume that the metric under consideration is both translation invariant and complete. (Of course, from our remark at the start of this section, we see that such an assumptions is indeed valid.) (g) The proof of this fact maybe found in 7]. k One of the most powerful theorems in measure theory is Fubini's theorem, and so it is natural to want to determine whether there is a version of Fubini's theorem that holds for Haar-null sets. Disappointingly, in 7], the author gives an example to show that we must banish all hope of obtaining a full version of Fubini's theorem. Nonetheless, in this same paper, the author indicates (without proof) that a weaker version of Fubini's theorem does hold (in a Polish Abelian group). We next take the opportunity to record a proof of this theorem, in the setting of completely metrizable Abelian groups. Haar-null subset of X. (To see this, consider the following. For each n 2 N, let H n be a one-dimensional subspace of X such that H n 6 X n and let n denote the Lebesgue measure on H n , then n ((x + X n ) \ H n ) = 0 for each x 2 X.) However, p( S fX n : n 2 Ng) = 1, for each probability measure p on X.
Essentially smooth Lipschitz functions
In this section of the paper we will introduce the class of essentially smooth Lipschitz functions and develop some of their most fundamental properties. We begin by recalling some preliminary de nitions regarding the Clarke We shall also be interested in a slightly stronger notion of di erentiability. A locally Lipschitz function f is said to be strictly di erentiable at x, in the direction y, if lim z!x !0 + f(z + y) ? f(z) exists and we say that f is strictly di erentiable at x, if f is strictly di erentiable at x, in every direction y 2 X. We recall that a locally Lipschitz function f is strictly di erentiable at x, in the direction y if, and only if, f 0 (x; y) = f 0 (x; y) = ?f 0 (x; ?y)
Our rst theorem in this section shows us that the Clarke generalized directional derivative is insensitive to Haar-null sets. Proof. Let fy n : n 2 Ng be a dense subset of Xnf0g. For each n 2 N, let N n fx 2 U : f 0 (x; y n ) 6 = ?f 0 (x; ?y n )g. We claim that f is strictly di erentiable at each point of Un S fN n : n 2 Ng. To see this, consider a xed point x 0 2 Un S fN n : n 2 Ng. Now, as both mappings y ! f 0 (x 0 ; y) and y ! ?f 0 (x 0 ; ?y) are continuous on X and f 0 (x 0 ; y n ) = ?f 0 (x 0 ; ?y n ) for each n 2 N, we must have that f 0 (x 0 ; y) = ?f 0 (x 0 ; ?y) for each y 2 X. This shows that f is strictly di erentiable at x 0 , and hence, almost everywhere in U. Proof. Let f 2 S e (U) and let us suppose, for the purpose of obtaining a contradiction, that x ! @f(x), is not a minimal weak cusco on U. That is, let us suppose that there exists a weak cusco on U, whose graph is strictly contained in that of @f. It follows then, via a separation argument in (X ; weak ), that we may nd a point x 0 2 U and a directionŷ 2X We may now use the upper semi-continuity of S y , a simple separation argument (in R) and Theorem 3.1 to deduce that S y = T y .
k
The importance of the previous result is that minimality of the Clarke subdi erential mapping is closely related to the, about to be de ned, notion of D-representability. Moreover, minimality of the Clarke subdi erential mapping also provides a means for deducing di erentiability results. Indeed, let us recall that a Banach space X is said to be of class(S) if every minimal weak cusco that maps from a Baire space, into subsets of X , is singlevalued at the points of a dense and G subset of its domain (see, 10]). In consequence, we see that in these spaces the essentially smooth functions are strictly di erentiable at the points of a dense and G subset of their domain. The family of all class(S) spaces is rather large. Indeed, all smooth Banach spaces (that is, spaces which admit an equivalent norm that is Gateaux differentiable everywhere, except at 0) belong to this class (see We now show that the essentially smooth functions are integrable. Proof. Suppose that f 2 S e (U) and g is any real-valued locally Lipschitz function de ned on U such that @g(x) @f(x) for all x 2 U. Clearly then g 2 S e (U). Moreover, since @(f ?g)(x) @f(x) ?@g(x) we see that f ?g 2 S e (U), and so the subdi erential mapping, x ! @(f ? g)(x), is a minimal weak cusco on U. Hence, by the previous Proposition, @(f ? g) f0g on U. Proof. Consider the set-valued mapping T : U ! 2 X de ned by, T(x) @g(x) \ @f(x). Since both mappings, x ! @f(x) and x ! @g(x), are upper semi-continuous on U (and possess compact images) T possesses non-empty weak compact, convex images. Moreover, since the graphs of both @f and @g are closed in U X , with X equipped with the weak topology, so is the graph of T. Hence, we may deduce that T is a cusco on U. However, for each x 2 U, T(x) @f(x) and T(x) @g(x). Therefore, by the minimality of @f and @g we must have that @g = T = @f. The result now follows from Theorem 3.5. Yet again, the converse is obvious. Proof. Let y 2 Xnf0g. We will show that fx 2 U : f 0 (x; y) 6 = ?f 0 (x; ?y)g is a Haar-null set. We may choose a countable set B 0 fb n : n 2 Ng B so that y 2 spB 0 . For each n 2 N, let S n fx 2 U : f 0 (x; b n ) = ?f 0 (x; ?b n )g.
It is clear from the hypothesis that each set UnS n is Haar-null. Let S T fS n : n 2 Ng. We claim that f is strictly di erentiable, in the direction y, at each point of S. So let us consider an arbitrary point x 0 2 S. To show that f is strictly di erentiable at x 0 in the direction y, we need only show that if x 1 and x 2 are Clarke subgradients of f at x 0 , then x 1 (y) = x 2 (y) (this is because, if f 0 (x 0 ; y) 6 = ?f 0 (x 0 ; ?y), then we could construct, using the Hahn-Banach extension theorem, two distinct subgradients x 1 and x 2 of f, at x 0 , such that x 1 (y) = f 0 (x 0 ; y) and x 2 (y) = ?f 0 (x 0 ; ?y)). To then it is easy to check that both T y and S y are Borel measurable on U. Hence, the set of points in U where f is upper (lower) hemi-smooth in the direction y, is always a Borel subset of U. Indeed, to see that T y is Borel measurable, it su ces to oberve that:
T y (x) = lim n!1 g n (x) where, g n (x) supff 0 (x + ty; y) : 0 < t 1=ng and g n (x) lim m!1 f n m (x) where, f n m (x) maxff 0 (x + ty; y) : 1=m t 1=ng (for each m > n) is upper semi-continuous on U. A similar argument shows that S y is also Borel measurable. Further, we say that f is essentially upper hemi-smooth (essentially lower hemi-smooth) on U, in the direction y, if the set of all points in U where f is not upper hemi-smooth (lower hemi-smooth) in the direction y, is a Haarnull set. We shall also say that f is pseudo-regular at x in the direction y if, f 0 (x; y) = f + (x; y) and we shall say that f is pseudo-regular at x, if it is pseudo-regular at x, in every direction y. Lemma 3.2 Let f be a real-valued locally Lipschitz function de ned on a non-empty open subset U of a Banach space X. Then, in the notation of the previous remark, for each y 2 S(X) the (Borel) set F y fx 2 U : f 0 (x; y) > T y (x)g E y fx 2 U : ?f 0 (x; ?y) < S y (x)g has the property that for each x 0 2 U, F y (x 0 ) fr 2 R : x 0 + ry 2 F y g (E y (x 0 ) fr 2 R : x 0 + ry 2 E y g) is at most countable.
It follows from the above theorem, that the class of essentially smooth functions is quite large, and as we shall see next, also, quite robust. More precisely, we will show that the essentially smooth functions are closed under addition, subtraction, multiplication and division (when this is de ned) as well as, the lattice operations. Actually, it not unreasonable to expect that the essentially smooth functions obey closure properties considerably stronger than those just mentioned. In fact, a rst, but naive guess, might be that if f 1 ; f 2 ; : : : f n 2 S e (U) and g 2 S e (R n ), then g f 2 S e (U), where f (f 1 ; f 2 ; : : : f n ). To the contrary, in 5], the authors give an example that shows that this is not true, when n 2. For the nal result of the paper we will need to consider vector-valued functions. Let U be a non-empty open subset of a Banach space X and let V be a non-empty open subset of R n . If x : U ! V is de ned by, x(t) (x 1 (t); x 2 (t); : : : x n (t)) with x j : U ! R then we say that the vector-valued function x is essentially smooth on U if x j 2 S e (U) for each 1 j n and in this case we write: x 2 S e (U; V ).
Further to this, we will say that a real-valued locally Lipschitz function f de ned on a non-empty open subset V on R n is arc-wise essentially smooth on V , if for each locally Lipschitz function x 2 S e ((0; 1); V ) (ft 2 (0; 1) : f 0 (x(t); x 0 (t)) 6 = ?f 0 (x(t); ?x 0 (t))g) = 0
Here x 0 (t) (x 0 1 (t); x 0 2 (t); : : : : x 0 n (t) 
