Let (Xfc)-*,, k an integer, be a #-variate weakly stationary stochastic process (SP). Let K be any subset of the set of integers and K' denote its complement in the set of all integers. Let ^Jt κ denote the (closed) subspace spanned by X kt keK.
PREDICTION PROBLEM. Let X 8 ,seK\
Find X 8 the projection of X s onto ^Jt κ and the error matrix (X 8 -X 8 , X 8 -X 8 
)\
In this paper we propose to solve the prediction problem for two cases:
(1) X tf t real, is a g-variate stationary SP and K consists of the set of all integers.
(2) X k , k an integer, is a g-variate stationary SP and K consists of the set of all odd integers.
For q = 1 these results have been previously obtained by A. M. Yaglom {cf. [12, p. 176] }.
In § 2 we will review the notion of absolute continuity of a matrixvalued signed measure with respect to another such measure {cf. [6] } and state a few results concerning the Hellinger-square integrability of matrix-valued measures. Our main result will be given in §3.
2* Matrix-valued measures* The problem of absolute continuity of a matrix-valued measure with respect to another matrix-valued measure was first posed by P. Masani in [4, p. 366] . Later J. B. Robertson and M. Rosenberg {cf. [6] } dealt with this question and were able to obtain a satisfactory solution to it. We will briefly review some of these results. Let Ω be any set and ^bea σ-algebra of its subsets. M is said to be a q x r matrix-valued signed measure on (42, &) 
The following theorem is needed later.
THEOREM 2.4. Let (i) M and N be p x q and r x q matrixvalued signed measures on (Ω y &), F be a q x q matrix-valued measure on (Ω, &).
( 
where the first equality is a consequence of Definition 2.3, the second is a consequence of (1), the third one is a consequence of (dF/dμ)(dF/dμ)~ = J and (1) and the last two are consequences of (1 
Σ [F(X + 2kπ) -F(2kπ)] keK converges and defines a q x q nonnegative hermitian matrix-valued function G( ) on (0, 2τr]. (b) G( ) is monotone nondecreasing on (0, 2π] and G(2π) ^ lim F(X) . (c) For each λe(0, π] and each fixed real t the series

Σ e~2 ikπt [F(X + 2kπ) -F(2kπ)] keK converges and defines a q x q matrix-valued function G t ( ) on (0, 2π]. (d) G t is of bounded variation on (0, 2π] and the variation oj G t ^ G(2π). (e) G and G t define q x q matrix-valued measure and signed measure on the Borel family of subsets of (0, π] respectively.
(f) G t is a.c. w.r.t. G. We are now ready to state the main result of this notion. For standard terminology and notation of g-variate stationary processes used in Theorem 3.2 we refer to [4] and [8] 
J-oβ
From the definition of F it follows that for each k e K ( 2 ) Veίkλ I = X k .
Since for each k e K> e~ί kλ has period 2π and since X t e Λί? κ , from (1) and (2) it follows that Ψ t (X) is periodic and has period 2ττ.
(b) By (a) we have
J-oo
It then immediately follows that 
.
Also since ^(λ) is periodic of period 2τr,
Hence
S 2π e~m[eixt dG t (X) -Ψ t (X)dG(X)] [eixt I -Ψ t (X)]em dF(X) .
J-oo
By (3) and (4) we get that
Jo Jo
Since by (5) 
From (7), (8) and (9) Proof. Since the proof of (a) is similar to that of Theorem 3.2 (a), we proceed to sketch the proof of parts (b) and (c). Let for each real t and Y(t) be a g-variate stationary stochastic process with correlation function S(t). Note that for each integer n 
