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Abstract—Hyperproperties, which generalize trace properties
by relating multiple traces, are widely studied in information-
flow security. Recently, a number of logics for hyperproperties
have been proposed, and there is a need to understand their de-
cidability and relative expressiveness. The new logics have been
obtained from standard logics with two principal extensions:
temporal logics, like LTL and CTL∗, have been generalized
to hyperproperties by adding variables for traces or paths.
First-order and second-order logics, like monadic first-order
logic of order and MSO, have been extended with the equal-
level predicate. We study the impact of the two extensions
across the spectrum of linear-time and branching-time logics,
in particular for logics with quantification over propositions.
The resulting hierarchy of hyperlogics differs significantly from
the classical hierarchy, suggesting that the equal-level predicate
adds more expressiveness than trace and path variables. Within
the hierarchy of hyperlogics, we identify new boundaries on the
decidability of the satisfiability problem. Specifically, we show
that while HyperQPTL and HyperCTL∗ are both undecidable
in general, formulas within their ∃∗∀∗ fragments are decidable.
1. Introduction
Temporal logics are classified into linear-time and
branching-time logics: While linear-time temporal log-
ics like LTL [1] describe properties of individual traces,
branching-time temporal logics like CTL∗ [2] describe prop-
erties of computation trees, where the branches can be
inspected by quantifying existentially or universally over
paths. Hyperlogics add a second, orthogonal, dimension to
this classification [3]: while the standard temporal logics
only refer to a single trace or path at a time, the tempo-
ral hyperlogics HyperLTL and HyperCTL∗ relate multiple
traces or paths to each other [4]. This makes it possible
to express information-flow properties such as noninterfer-
ence [5] and observational determinism [6]. Technically, the
temporal hyperlogics extend the standard logics with trace
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or path variables. By quantifying over multiple variables,
the formula can refer to several traces or paths at the same
time. For example, the HyperLTL formula
∀π.∀π′.
∧
a∈AP
api ↔ api′ (1)
expresses that all pairs of traces must agree on the values
of the atomic propositions (given as a set AP ) at all times.
A different method for the construction of hyperlogics
has been introduced for first-order and second-order logics
such as monadic first-order logic of order (FO[<]) and full
monadic second-order logic (MSO). The extension consists
of adding the equal-level predicate E (cf. [7], [8]), which re-
lates the same time points on different traces. The HyperLTL
formula (1), for example, is equivalent to the FO[<,E]
formula
∀x.∀y. E(x, y)→
∧
a∈AP
(Pa(x)↔ Pa(y)).
It is, so far, poorly understood how these two extensions
compare in terms of expressiveness. A natural point of ref-
erence is Kamp’s seminal theorem [9], which states (in the
formulation of Gabbay et al. [10]) that LTL is expressively
equivalent to FO[<]. However, the potential analogue of
Kamp’s theorem for hyperlogics, that HyperLTL might be
equivalent to FO[<, E], is known not to be true [8].
In this paper, we initiate a comprehensive study of the
spectrum of hyperlogics, guided by the known results for
the standard logics (Figure 1a and Figure 1b). In addition
to the equivalence of LTL and FO[<] established by Kamp’s
theorem, it is known that quantified propositional temporal
logic (QPTL) [11] and monadic second-order logic of one
successor (S1S) are expressively equivalent [12]. Moreover,
previous work [13] showed that CTL∗ and monadic path
logic (MPL) [14], as well as quantified computation tree
logic (QCTL∗) [15] and MSO are expressively equiva-
lent [16].
Figures 1c and 1d show the results for the linear and
branching-time hyperlogics, respectively. For linear time,
the most striking difference to the hierarchy of the standard
logics is that S1S is no longer equivalent to QPTL when
lifted to hyperlogics: S1S[E] is strictly more expressive than
HyperQPTL, which, in turn, is strictly more expressive than
FO[<,E]. For branching time, we have that HyperQCTL∗
is still expressively equivalent to MSO[E]. However, MPL,
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which is equivalent to CTL∗ in the standard hierarchy (Fig-
ure 1b), falls strictly between HyperCTL∗ and HyperQCTL∗
when equipped with the equal-level predicate (MPL[E]).
The choice of logics considered in our expressiveness
study is motivated by practical interest in certain hyperprop-
erties. Branching-time hyperlogics, for example, are useful
to state that a system can generate secret information [3],
e.g., there is, at some point, a branching into observably
equivalent paths that differ in the values of a secret:
∃π. ∃π′. (
∧
a∈P
api ↔ api′) ∧ (
∨
a∈S
api = api′),
where the set of atomic propositions divides into the two
disjoint sets of publicly observable propositions P and secret
propositions S .
An example for the usefulness of quantification over
atomic propositions is the extension of LTL to QPTL, which
improves the expressiveness from non-counting properties to
general ω-regular properties. In HyperQPTL, the extension
of HyperLTL with quantification over atomic propositions,
it additionally becomes possible to express properties like
promptness [17], which states that there is a bound, common
for all traces, on the number of steps until an eventuality a
is satisfied. Promptness can be expressed in HyperQPTL by
using a quantified atomic proposition q, such that the first
occurrence of q represents the bound:
∃q.∀π. q ∧ (¬q U api).
Comparing the impact of adding quantification over trace
and path variables to temporal logics vs. adding the equal-
level predicate to first-order and second-order logics, our
analysis indicates that the equal-level predicate adds more
expressive power to a first-order (or second-order) logic
than trace and path quantification adds to a temporal logic.
Regarding the decidability of the logics, we show that, in
the linear-time hierarchy, the boundary of the decidable hy-
perproperties can be characterized as the ∃∗∀∗ HyperQPTL
fragment. (The ∃∗∀∗ fragment consists of all formulas with
an arbitrary number of existential trace quantifiers followed
by an arbitrary number of universal trace quantifiers.) In the
branching-time hierarchy, we show that ∃∗∀∗ HyperCTL∗
formulas can still be decided. The decidability results are
summarized in Table 1.
The remainder of this paper is structured as follows.
Section 2 covers preliminaries, including the basic temporal
logics LTL and CTL∗. In Section 3, we provide proofs
for the expressiveness results from Figure 1. In Section 4,
we show new decidability bounds in the linear-time and
branching-time hyperlogic hierarchies as indicated in Ta-
ble 1.
2. Preliminaries
We formally define traces and trees, and introduce some
basic notation for trace and path manipulation. We define
the temporal logics LTL and CTL∗, which serve as the
foundation for the extensions studied in this paper.
S1S
=
QPTL
FO[<]
=
LTL
>
[12]
[10]
(a)
MSO
=
QCTL∗
MPL
=
CTL∗
<
[16]
[13]
(b)
S1S[E]
HyperQPTL
FO[<,E]
HyperLTL
<
<
< (3.5)
(3.2)
[8]
(c)
MSO[E]MSO[E]
=
HyperQCTL∗
MPL[E]
HyperCTL∗
<
<
(3.9)
(3.8)
(3.7)
(d)
Figure 1: The linear-time hierarchies of standard logics (a)
and hyperlogics (c), and the branching-time hierarchies of
standard logics (b) and hyperlogics (d). Novel results are
annotated with the corresponding theorem number.
Logic Result Hyperlogic Result
LTL decidable [18] HyperLTL
undecidable [19]
∃
∗
∀
∗ decidable [19]
QPTL decidable [11] HyperQPTL
undecidable (4.3)
∃
∗
∀
∗ decidable (4.2)
CTL∗ decidable [20] HyperCTL∗
undecidable (4.8)
∃
∗
∀
∗ decidable (4.7)
Table 1: Satisfiability results. Novel results are annotated
with the corresponding theorem number.
2.1. Traces and Trees
Let AP be a set of atomic propositions. We call an
infinite sequence over subsets of atomic propositions t ∈
(2AP )ω a trace. A set of traces T ⊆ (2AP )ω is also called
a trace property while a set of sets of traces H ⊆ 2((2
AP )ω)
is called a hyperproperty. Trace manipulation is defined as
follows: for a trace t and a natural number i ≥ 0, we denote
the i-th element of the trace by t[i]. For a natural number
j ≥ i, t[i, j] denotes the sequence t[i]t[i+1] . . . t[j− 1]t[j].
Moreover, t[i,∞] denotes the infinite suffix of t starting
at position i. For two traces t and t′, we define a zipping
operation as follows: zip(t, t′) = (t[0], t′[0])(t[1], t′[1]) . . ..
A tree T is defined as a partially-ordered infinite set of
nodes S, where all nodes share a common minimal element
r ∈ S, called the root of the tree. Moreover, for every node
s ∈ S, the set of its ancestors {s′|s′ < s} is totally-ordered.
We say that s′ is the direct ancestor of s, if s′ < s, and
there is no s′′ such that s′ < s′′ < s. A Σ-labeled tree is
defined as a tree T equipped with a function L : S → Σ,
that labels every node with an element from a finite set
Σ. For the case that Σ = 2AP , we say that the tree is
AP -labeled. A path through a tree T is a sequence σ =
s0, s1, . . . of direct ancestors in T , i.e., for all si, si+1, node
si is the direct ancestor of si+1. A path is called initial if
s0 is the root node, which we omit if it is clear from the
context. We use the same path manipulation operations as
for traces. The set of paths originating in node s ∈ S is
denoted by Paths(T , s). If s is the root node, we simply
write Paths(T ).
2.2. LTL and CTL∗
Linear-time Temporal Logic (LTL) [1] and Computation
Tree Logic (CTL∗) [2] are the most studied temporal logics
for linear-time and branching-time properties, respectively.
Definition 2.1 (LTL). LTL is a linear-time logic that com-
bines the usual Boolean connectives with temporal modal-
ities (next) and U (until). The syntax is given by the
following grammar:
ϕ ::= a | ¬ϕ | ϕ ∨ ϕ | ψ | ψ U ψ,
where a ∈ AP , which is the set of atomic propositions. We
allow the standard Boolean connectives ∧, →,↔ as well as
the derived LTL modalities release ϕRψ ≡ ¬(¬ϕU ¬ψ),
eventually ϕ ≡ true U ϕ, and globally ϕ ≡ ¬ ¬ϕ.
Given a trace t ∈ (2AP )ω, the semantics of an LTL formula
is defined as follows:
t |= a iff a ∈ t[0]
t |= ¬ϕ iff t 6|= ϕ
t |= ϕ1 ∨ ϕ2 iff t |= ϕ1 or t |= ϕ2
t |= ϕ iff t[1,∞] |= ϕ
t |= ϕ1 U ϕ2 iff ∃i ≥ 0. t[i,∞] |= ϕ2
∧ ∀0 ≤ j < i. t[j,∞] |= ϕ1.
Definition 2.2 (CTL∗). CTL∗ is a branching-time logic
(i.e. the model is a tree) that extends LTL (Def. 2.1) with
a path quantifier E meaning “there exists a path”. The
syntax, where ϕ denotes state formulas and ψ denotes path
formulas, is given as follows:
ϕ ::= a | ¬ϕ | ϕ ∨ ϕ | Eψ
ψ ::= ϕ | ¬ψ | ψ ∨ ψ | ψ | ψ U ψ,
where a ∈ AP is an atomic proposition. The semantics of
CTL∗ is defined over an AP-labeled tree T with nodes S
and labeling function L. Given a node s ∈ S and a path p in
T , we define the semantics of CTL∗ state and path formulas
as follows:
s |=T a iff a ∈ L(s)
s |=T ¬ϕ iff s 6|=T ϕ
s |=T ϕ1 ∨ ϕ2 iff s |=T ϕ1 or s |=T ϕ2
s |=T Eψ iff ∃p ∈ Paths(T , s). p |=T ψ
p |=T ϕ iff p[0] |=T ϕ
p |=T ¬ψ iff p 6|=T ψ
p |=T ψ1 ∨ ψ2 iff p |=T ψ1 or p |=T ψ2
p |=T ψ iff p[1,∞] |=T ψ
p |=T ψ1 U ψ2 iff ∃i ≥ 0. p[i,∞] |=T ψ2
∧ ∀0 ≤ j < i. p[j,∞] |=T ψ1.
For a tree T and a CTL∗ formula ϕ, we write T |= ϕ if T
has root r, such that r |=T ϕ.
3. Expressivity
We examine the expressive power of the hyperlogics by
going bottom-up through the linear-time and branching-time
hierarchies of hyperlogics depicted in Figure 1.
3.1. The Linear-Time Hierarchy
In the following, we first show that, like for the stan-
dard logics, HyperQPTL is strictly more expressive than
FO[<,E]. We then establish that, indeed, S1S[E] is strictly
more expressive than HyperQPTL.
Definition 3.1 (HyperLTL). HyperLTL [4] extends LTL
(Def. 2.1) with explicit trace quantification. Let V =
{π1, π2, . . .} be an infinite set of trace variables. HyperLTL
formulas are defined by the grammar:
ϕ ::= ∀π. ϕ | ∃π. ϕ | ψ
ψ ::= api | ¬ψ | ψ ∨ ψ | ψ | ψ U ψ,
where a ∈ AP and π ∈ V . Here, ∀π. ϕ and ∃π. ϕ denote
universal and existential trace quantification, and api requires
the atomic proposition a to hold on trace π. The semantics
of HyperLTL is defined with respect to a set of traces T . Let
Π : V → T be a trace assignment that maps trace variables
to traces in T . We can update a trace assignment Π, denoted
by Π[π 7→ t], where π maps to t and all other trace variables
are as in Π. The satisfaction relation |=T for HyperLTL over
a set of traces T is defined as follows:
Π, i |=T api iff a ∈ Π(π)[i]
Π, i |=T ¬ϕ iff Π, i 6|=T ϕ
Π, i |=T ϕ1 ∨ ϕ2 iff Π, i |=T ϕ1 or Π, i |=T ϕ2
Π, i |=T ϕ iff Π, i+ 1 |=T ϕ
Π, i |=T ϕ1 U ϕ2 iff ∃j ≥ i. Π, j |=T ϕ2
∧ ∀i ≤ k < j. Π, k |=T ϕ1
Π, i |=T ∃π. ϕ iff ∃t ∈ T. Π[π 7→ t], i |=T ϕ
Π, i |=T ∀π. ϕ iff ∀t ∈ T. Π[π 7→ t], i |=T ϕ.
We say that a trace set T satisfies a HyperLTL formula
ϕ, written as T |= ϕ, if ∅, 0 |=T ϕ, where ∅ denotes the
empty trace assignment.
Definition 3.2 (HyperQPTL). HyperQPTL [21] extends
HyperLTL (Def. 3.1) with explicit quantification over atomic
propositions. We add atomic formulas q, which are inde-
pendent of the trace variables, and prenex propositional
quantification ∃q.ϕ to the syntax. HyperQPTL inherits the
semantics of HyperLTL with two additional rules for the
new syntactic constructs:
Π, i |=T ∃q. ϕ iff ∃t ∈ (2
{q})ω. Π[πq 7→ t], i |=T ϕ
Π, i |=T q iff q ∈ Π(πq)[i].
Definition 3.3 (FO[<,E]). FO[<,E] extends FO[<] with
the equal-level predicate E, which relates points in time. The
syntax of FO[<,E] is obtained by extending the syntax of
FO[<] with E(x, y). Given a set of atomic propositions AP
and a set V1 of first-order variables, we define the syntax of
FO[<,E] formulas as follows:
τ ::= Pa(x) | x < y | x = y | E(x, y)
ϕ ::= τ | ¬ϕ | ϕ1 ∨ ϕ2 | ∃x.ϕ,
where a ∈ AP and x, y ∈ V1.
While FO[<] formulas are interpreted over a trace t,
we interpret an FO[<,E] formula ϕ over a set of traces T ,
writing T |= ϕ if T satisfies ϕ. As first described in [8], we
assign first-order variables with elements from the domain
T×N. The < relation is defined as the set {(t, n1), (t, n2) ∈
(T×N)2 | n1 < n2} and the equal-level predicate is defined
as {(t1, n), (t2, n) ∈ (T × N)2}. Note that x < y holds in
FO[<,E] iff y is a successor of x on the same trace.
Lemma 3.1. HyperQPTL is at least as expressive as
FO[<,E].
Proof. We give a linear translation from FO[<,E] to
HyperQPTL. We encode each first-order variable x as a
combination of a trace variable πx and a propositional
variable qx, where we enforce qx to hold exactly once. Let
ϕ be an FO[<,E] formula over AP in prenex normal form.
We construct the HyperQPTL formula hq(ϕ) as follows:
hq(Pa(x)) = (qx ∧ apix)
hq(x < y) = (qx ∧ qy) ∧ (
∧
a∈AP
apix ↔ apiy)
hq(x = y) = (qx ∧ qy) ∧ (
∧
a∈AP
apix ↔ apiy)
hq(E(x, y)) = (qx ∧ qy)
hq(¬ϕ1) = ¬hq(ϕ1)
hq(ϕ1 ∨ ϕ2) = hq(ϕ1) ∨ hq(ϕ2)
hq(∃x.ϕ1) = ∃πx. ∃qx. (¬qx)U(qx ∧ ¬qx)
∧ hq(ϕ1).
Note that since T is a set of traces, two traces are equal in
HyperQPTL iff they globally agree on all atomic proposi-
tions. Since we assume ϕ to be in prenex normal form, hq(ϕ)
is a valid HyperQPTL formula. A straight-forward induction
proves that for all trace sets T , T |= ϕ iff T |= hq(ϕ).
Theorem 3.2. HyperQPTL is strictly more expressive than
FO[<,E].
Proof. With Lemma 3.1, we are left to show that there
are properties that HyperQPTL can express, but FO[<,E]
cannot. We apply a similar technique as in [21]: Consider
the class of models T with only a single trace. In this
class, HyperQPTL is expressively equivalent to QPTL and
FO[<,E] is expressively equivalent to FO[<], which is
equivalent to LTL [9]. It is known, however, that QPTL
is strictly more expressive than LTL since QPTL can ex-
press any ω-regular language [22], which LTL cannot [23].
Therefore, HyperQPTL must be strictly more expressive
than FO[<,E].
Definition 3.4 (S1S[E]). Similar to the definition of
FO[<,E], we extend S1S with the equal-level predicate
and interpret it over sets of traces. Let AP be a set of
atomic propositions, V1 = {x1, x2, . . .} be a set of first-
order variables, and V2 = {X1, X2, . . .} a set of second-
order variables. The syntax of S1S[E] formulas ϕ is defined
as follows:
τ ::= x | min(x) | S(τ)
ϕ ::= τ ∈ X | τ = τ | E(τ, τ) | ¬ϕ | ϕ ∨ ϕ | ∃x.ϕ | ∃X.ϕ,
where x ∈ V1 is a first-order variable, S denotes the suc-
cessor relation, and min(x) indicates the minimal element
of the traces addressed by x. Furthermore, E(τ, τ) is the
equal-level predicate and X ∈ V2 ∪ {Xa | a ∈ AP}. We
interpret S1S[E] formulas over a set of traces T . As in the
case of FO[<,E], the domain of the first-order variables is
T × N. Let V1 : V1 → T × N and V2 : V2 → 2(T×N) be
the first-order and second-order valuation, respectively. The
value of a term is defined as:
[x]V1 = V1(x)
[min(x)]V1 = (proj 1(V1(x)), 0)
[S(τ)]V1 = (proj 1([τ ]V1 ), proj 2([τ ]V1 ) + 1),
where proj 1 and proj 2 denote the projection to the first
and second component, respectively. Let ϕ be an S1S[E]
formula with free first-order and second-order variables
V ′1 ⊆ V1 and V
′
2 ⊆ V2 ∪ {Xa | a ∈ AP}, respectively.
We define the satisfaction relation V1,V2 |= ϕ with respect
to two valuations V1,V2 assigning all free variables in V ′1
and V ′2 as follows:
V1,V2 |=T τ ∈ X iff [τ ]V1 ∈ V2(X)
V1,V2 |=T τ1 = τ2 iff [τ1]V1 = [τ2]V1
V1,V2 |=T E(τ1, τ2) iff proj 2([τ1]V1) = proj 2([τ2]V1)
V1,V2 |=T ¬ϕ iff V1,V2 6|=T ϕ
V1,V2 |=T ϕ1 ∨ ϕ2 iff V1,V2 |=T ϕ1 or V1,V2 |=T ϕ2
V1,V2 |=T ∃x.ϕ iff ∃(t, n) ∈ T × N.
V1[x 7→ (t, n)],V2 |=T ϕ
V1,V2 |=T ∃X.ϕ iff ∃A ⊆ T × N.
V1,V2[X 7→ A] |=T ϕ,
where Vi[x 7→ v] updates a valuation.
We call an S1S[E] formula ϕ closed if every free
variable is a second-order variable of the form Xa with
a ∈ AP . We say that a trace set T over AP satisfies a closed
S1S[E] formula ϕ, written T |= ϕ, if ∅,V2 |=T ϕ, where ∅
denotes the empty first-order valuation and V2 assigns each
free Xa in ϕ to the set {(t, n) ∈ T × N | a ∈ t[n]}.
Lemma 3.3. S1S[E] is at least as expressive as
HyperQPTL.
Proof. We describe a linear translation from HyperQPTL to
S1S[E], which is similar to the translation from HyperLTL
to FO[<,E] described in [8]. Assume two sets of first-order
variables Tr = {xpi, xpi′ , . . .} for trace variables and T i =
{y1, y2, . . .} to indicate time. Additionally, we represent
propositional variables with second-order variables. Given
a HyperQPTL formula ϕ over atomic propositions AP and
a time variable yi, we inductively construct the S1S[E]
formula with free second-order variables {Xa | a ∈ AP}
as follows:
se(api, yi) = ∃x. x ≥ xpi ∨ x < xpi ∧ E(yi, x)
∧ x ∈ Xa
where xpi is the trace variable for π
se(q, yi) = ∃xp. E(yi, xq) ∧ xq ∈ Xq
where Xq is the propositional variable for q
se(¬ϕ1, yi) = ¬se(ϕ1, yi)
se(ϕ1 ∨ ϕ2, yi) = se(ϕ1, yi) ∨ se(ϕ2, yi)
se( ϕ1, yi) = se(ϕ1, S(yj))
se(ϕ1 U ϕ2, yi) = ∃yj ≥ yi. se(ϕ2, yj)
∧ (∀yk. yi ≤ yk < yj → se(ϕ1, yk))
se(∃π.ϕ1, yi) = ∃xpi. se(ϕ1, yi)
where xpi is now used as trace variable for π
se(∃q.ϕ1, yi) = ∃Xq. se(ϕ1, yi)
where Xq is now used as propositional variable for q.
For a HyperQPTL formula ϕ, we define
se(ϕ) := ∃y0. (¬∃y. y < y0) ∧ se(ϕ, y0).
Using induction, it follows that for each ϕ and trace set T ,
T |= ϕ iff T |= se(ϕ).
Lemma 3.4. The S1S[E] model checking problem is unde-
cidable.
Proof. The S1S[E] model checking problem is to decide
for a formula ϕ and a regular trace set T , whether T |= ϕ.
A trace set is regular, if it can be described by a Kripke
structure. We prove this Lemma by a reduction from 2-
counter machines (2CM), which are known to be Turing
complete. We describe a simple trace set T such that
given a 2CM M with an initial configuration s0, we can
construct an S1S[E] formula ϕM,s0 such that M halts iff
T |= ϕM,s0 . A 2CM consists of a finite set of instructions
l1 : instr1; . . . ; lk−1 : instrk−1; lk : instrhalt, where
the last instruction is the instruction to halt and all other
instructions are of one of the following forms:
• ci := ci+1 ; goto lj (for i ∈ {1, 2} and 1 ≤ j ≤ k)
• if ci = 0 then goto lj else ci := ci − 1; goto lj′
(for i ∈ {1, 2} and 1 ≤ j, j′ ≤ k).
A 2CM configuration s is a triple (i,m, n), which indicates
that the values of the two counters are currently m and n
and that the next instruction to be executed is li. We call
each configuration in which i denotes the halting instruction
a halting configuration shalt . Furthermore, we say that a
2CM M halts for a given initial configuration s0 if there
is a finite sequence s0, s1, . . . , shalt such that for all two
successive configurations si, si+1, the latter one is a result
of applying the instruction specified in si to configuration si.
The main ideas to encode the halting problem of a 2CMM
with initial configuration s0 into S1S[E] are the following:
• We can express in S1S[E] that a set Xt contains exactly
all nodes of a trace t ∈ T .
• Each 2CM configuration s is encoded as a trace ts over
atomic propositions c1, c2 and l which are true exactly
once on the trace. A state where the first counter has
value m is encoded as a trace t with c1 ∈ t[m].
• We choose the trace set T to be the infinite trace set
containing a trace ts for all possible 2CM configurations
s ∈ {(i,m, n) ∈ N3}. Note that T is clearly regular.
• We can give an S1S[E] formula succ(Xts , Xts′ ), which
is true for traces ts, ts′ iff configuration s
′ is the result of
applying the instruction li to configuration s = (i,m, n).
• Given a machine M with initial configuration s0, we
give an S1S[E] formula halting(X) which is true iff
X encodes a halting computation of M. The formula
halting(X) is a conjunct of the following requirements:
– X is a union of finitely many encodings Xts . This
can be formulated in S1S[E] by expressing that
there is an upper bound on the positions where
c1, c2, and l occur on traces in X .
– X is predecessor closed with respect to the instruc-
tions of the machine, i.e., if Xts is a subset of X ,
then either Xts is the trace encoding of the initial
configuration s0, or there is a Xts′ ⊆ X such that
succ(Xts′ , Xts).
– There is a halting configuration in X , i.e., there is
a trace Xts ⊆ X where l holds at position k in ts.
Using the ideas presented above, we can define ϕM,s0 as
a formula that checks whether there is a subset X of T
which encodes a halting computation of M starting in s0,
i.e., ϕM,s0 := ∃X. halting(X).
Theorem 3.5. S1S[E] is strictly more expressive than
HyperQPTL.
Proof. This follows from Lemma 3.3 and Lemma 3.4, since
the HyperQPTL model checking problem is decidable [21].
3.2. The Branching-Time Hierarchy
The question studied in this section is whether the equi-
expressiveness of CTL∗ and MPL, and of QCTL∗ and MSO,
translates to the corresponding hyperlogics. We establish
that MPL[E] (even if restricted to bisimulation-invariant
properties) is strictly more expressive than HyperCTL∗.
We then show that HyperQCTL∗ is more expressive than
MPL[E]. Lastly, we show the rather surprising result that
MSO[E] is not more expressive than HyperQCTL∗. In fact,
the two logics are equally expressive.
Definition 3.5 (HyperCTL∗). HyperCTL∗ [4] generalizes
CTL∗ (Def. 2.2) by adding explicit path variables and
quantification. Quantification in HyperCTL∗ ranges over the
paths in a tree. Let π ∈ V be a path variable from an
infinite supply of path variables V and let ∃π. ϕ be the
explicit existential path quantification. HyperCTL∗ formulas
are generated by the following grammar:
ϕ ::= api | ¬ϕ | ϕ ∨ ϕ | ϕ | ϕU ϕ | ∃π. ϕ.
The semantics of a HyperCTL∗ formula are defined with re-
spect to a tree T and a path assignment Π : V → Paths(T ),
which is a partial mapping from path variables to actual
paths in the tree. The satisfaction relation |=T is given as
follows:
Π, i |=T api iff a ∈ L(Π(π)[i])
Π, i |=T ¬ϕ iff Π, i 6|=T ϕ
Π, i |=T ϕ1 ∨ ϕ2 iff Π, i |=T ϕ1 or Π, i |=T ϕ2
Π, i |=T ϕ iff Π, i + 1 |=T ϕ
Π, i |=T ϕ1 U ϕ2 iff ∃j ≥ i. Π, j |=T ϕ2
∧ ∀i ≤ k < j. Π, k |=T ϕ1
Π, i |=T ∃π.ϕ iff ∃p ∈ Paths(T ). p[0, i] = ε[0, i]
∧ Π[π 7→ p, ε 7→ p], i |=T ϕ,
where we use ε to denote the last path that was added to
the path assignment Π. We say that a tree T satisfies a
HyperCTL∗ formula ϕ, written as T |= ϕ, if ∅, 0 |=T ϕ,
where ∅ denotes the empty path assignment.
Without loss of generality, we assume that HyperCTL∗
formulas are given in negation normal form (NNF) where
negations only occur directly in front of atomic propositions.
This can be achieved by a straight-forward extension of the
syntax and semantics with conjunction, the universal path
quantifier ∀π. ϕ and the temporal modality R (release),
which has the following semantics [24]:
Π, i |=T ϕRψ iff ∀j ≥ i. Π, j |=T ψ ∨
(∃j ≥ i. Π, j |=T ϕ
∧ ∀i ≤ k ≤ j. Π, k |=T ψ).
Definition 3.6 (MPL[E]). MPL equipped with the equal-
level predicate (MPL[E]) is, syntactically, FO[<,E]
(Def. 3.3) with additional second-order set variables
{X,Y, . . .}, i.e., with atomic formulas x ∈ X and second-
order quantification ∃X.ϕ. MPL[E], interpreted over trees
T , maps first-order variables to nodes in the tree and second-
order variables to sets of nodes. x < y indicates that x is
an ancestor of y. Atomic formulas x ∈ X and x = y are
interpreted as expected as set membership and equality on
nodes. The equal-level predicate E(x, y) denotes that two
nodes x and y are on the same level, i.e., have the same
number of ancestors. As for MPL, we require that MPL[E]’s
second-order quantification is restricted to full paths, i.e.,
each quantified second-order variable X is mapped to a set
whose nodes constitute exactly one path of the tree. We
write T |= ϕ if the tree T satisfies the MPL[E] formula ϕ.
Lemma 3.6. MPL[E] is at least as expressive as
HyperCTL∗.
Proof. We can give a linear translation from HyperCTL∗ to
MPL[E], which is very similar to the one in Lemma 3.3.
As before, we assume sets of first-order variables
Tr = {x1, x2, . . .} for trace variables and T i = {y1, y2, . . .}
to indicate time. Since we are now in a branching-time
setting, we translate the quantification of paths with MPL[E]
second-order quantification.
Theorem 3.7. MPL[E] is strictly more expressive than
HyperCTL∗, even if restricted to bisimulation-invariant
properties.
Proof. We proceed by arguing that in contrast to
HyperCTL∗, MPL[E] can simulate the epistemic knowl-
edge modality known from KLTL and KCTL∗ [25], [26].
Epistemic logics describe multiple agents and the local
knowledge they gain from observing different aspects of
the system. Consider the extension of HyperCTL∗ with the
modality KA,piϕ (HyperKCTL∗), stating that the agent who
can observe only the propositions A ⊆ AP on path π knows
that ϕ holds. The modality has the following semantics:
Π, i |=T KA,piϕ iff ∀p ∈ Paths(T ). p[0, i] =A Π(π)[0, i]
→ Π[π 7→ p], i |=T ϕ.
Here, =A is used to state that two paths are A-
observationally equivalent, i.e., equal when projected to the
set A. One can extend the translation from HyperCTL∗ to
MPL[E] to also handle KA,piϕ. The idea is to quantify a
new second-order set for variable π which agrees with the
previously quantified set on all atomic propositions in A.
This shows that MPL[E] subsumes HyperCTL∗ extended
with the knowledge operator. Note that due to the branching-
time character of HyperKCTL∗, all properties expressible
in that logic must be bisimulation invariant. Thus, also the
fragment of MPL[E] that is equivalent to HyperKCTL∗
can only characterize bisimulation-invariant properties. It
is, however, known that HyperCTL∗ does not subsume
KCTL∗ [27], which is a syntactic subset of HyperKCTL∗.
Hence, MPL[E] must be strictly more expressive than
HyperCTL∗.
We now show that HyperQCTL∗ is more expressive than
MPL[E]. This result coincides with the fact that QCTL∗ is
known to be more expressive than MPL, which is equivalent
to CTL∗ [13], [20].
Definition 3.7 (HyperQCTL∗). HyperQCTL∗ extends
HyperCTL∗ (Def. 3.5) with quantification over atomic
propositions. We add atomic formulas qpi and propositional
quantification ∃q.ϕ to the syntax of HyperCTL∗ to obtain
HyperQCTL∗. Let T be an AP -labeled tree with labeling
function L. The satisfaction relation of HyperQCTL∗ ex-
tends the one of HyperCTL∗ by adding a rule for the propo-
sitional quantification to the definition of the semantics:
Π, i |=T ∃q.ϕ iff ∃L
′ : S → 2AP∪{q}. ∀s ∈ S.
L′(s) =AP\{q} L(s) ∧Π, i |=T [L′/L] ϕ.
Here, L′ is the updated labeling function which (re)assigns
the atomic proposition q to nodes in T . We write T [L′/L]
for the tree T labeled with elements from AP ∪ {q} with
the new labeling function L′. Note that compared to the
definition of HyperQPTL, we do not just add an independent
q-trace to the model. Instead, q is (re-)assigned at every node
in the tree.
We say that a tree T satisfies a HyperQCTL∗ formula
ϕ, written T |= ϕ, if ∅, 0 |=T ϕ.
Theorem 3.8. HyperQCTL∗ is strictly more expressive than
MPL[E].
Proof. The proof proceeds as the one for Theorem 3.2.
Consider the model of linear trees, i.e., trees in which
each node has a unique successor. For this class of models,
MPL[E] is equivalent to FO[<], since the equal-level predi-
cate collapses to equality and second-order quantification in
MPL[E] can only quantify the unique single path. Likewise,
HyperQCTL∗ collapses to QPTL. But it is known that QPTL
can express all ω-regular properties [22] and FO[<], which
is equivalent to LTL, cannot [23]. Thus, HyperQCTL∗ has
to be more expressive than MPL[E].
Lastly, we prove the equivalence of MSO[E] and
HyperQCTL∗. The syntax and semantics of MSO[E] is the
same as for MPL[E]. The only difference is that the second-
order quantification is not restricted to range over full paths.
Theorem 3.9. HyperQCTL∗ and MSO[E] are expressively
equivalent.
Proof. We give linear translations in both directions. To
translate an MSO[E] formula into HyperQCTL∗, we can use
propositional quantification to mimic second-order quantifi-
cation of a set of nodes in the tree. Furthermore, to translate
first-order quantification into HyperQCTL∗, we quantify a
path and an atomic proposition, of which we require that
it holds exactly once on that path (as in Lemma 3.1). This
allows us to translate the equal-level predicate E(x, y) by
checking whether the atomic proposition for x holds at the
same time on the path for x as the atomic proposition for
y on the path for y. For the other direction, we translate
a HyperQCTL∗ formula into an MSO[E] formula by using
distinct first-order variables to indicate time and paths (as in
Lemma 3.3). Quantification of atomic propositions can be
mimicked by second-order quantification.
4. Satisfiability
The satisfiability problem of a standard linear-time logic
is to decide, for a given formula ϕ, whether there exists a
trace t such that t |= ϕ. For a linear-time hyperlogic, we ask
whether a trace set T exists such that T |= ϕ. For branching-
time logics, both for standard and for hyperlogics, we ask
whether there is a tree T such that T |= ϕ.
The satisfiability problems of LTL and CTL∗ are de-
cidable [18], [20]. In the linear-time spectrum, it is known
that the fragment of ∃∗∀∗ HyperLTL is decidable, and
that already a single ∀∃ trace quantifier alternation leads
to undecidability [19]. We show in Section 4.1 that the
same rule also applies to the more expressive linear-time
hyperlogic HyperQPTL: the ∃∗∀∗ HyperQPTL fragment is
decidable whereas a ∀∃ trace quantifier alternation causes
undecidability.
In the branching-time spectrum, no decidable hyperlog-
ics have been identified so far. In Section 4.2, we first
consider the satisfiability problem of the existential fragment
of HyperCTL∗. We then obtain the general result that the
∃∗∀∗ fragment is decidable and that a single ∀∃ quantifier
alternation leads to undecidability.
4.1. Linear-Time Satisfiability
We define the fragments of HyperQPTL on the ba-
sis of the formulas trace quantification (analogously to
HyperLTL [19]). Note that formulas in these fragments may
contain arbitrary propositional quantification.
Lemma 4.1. The satisfiability problem of HyperQPTL for-
mulas in the ∀∗ fragment is decidable.
Proof. We employ a similar reasoning as in [19]. First
note that a ∀∗ HyperQPTL formula is satisfiable iff it
is satisfiable by a model containing only a single trace.
Since all quantifiers are universal, a model with more than
one trace can always be reduced to a model with exactly
one trace. We therefore reduce the satisfiability problem
of ∀∗ HyperQPTL to the satisfiability problem of QPTL,
which is decidable [11]. Given a ∀∗ HyperQPTL formula
ϕ, consider the QPTL formula ψ obtained by removing the
trace quantifiers from ϕ and also removing all trace vari-
ables from atomic propositions api. The resulting formula is
equisatisfiable to ϕ.
Theorem 4.2. The satisfiability problem of HyperQPTL
formulas in the ∃∗∀∗ fragment is decidable.
Proof. Let a HyperQPTL formula ψ of the form
~Q0. ∃π0, . . . , πn. ~Q1. ∀π′0, . . . , π
′
m.
~Q2. ϕ over AP =
{a0, . . . , ak−1} be given. ~Qi denotes arbitrary propositional
quantification. In the following, we assume that ψ has
at least one existential trace quantifier. If this is not the
case, Lemma 4.1 handles the formula. We construct an
equisatisfiable QPTL formula ψQPTL for ψ. As first step, we
eliminate the universal quantification by explicitly enumer-
ating every possible interaction between the universal and
existential quantifiers, a technique already used to prove the
decidability of the ∃∗∀∗ HyperLTL fragment [19]:
~Q0∃π0, . . . , πn. ~Q1
n∧
j1=1
. . .
n∧
jm=1
~Q2.ϕ[πj1/π
′
1, . . . , πjm/π
′
m],
where ϕ[πj/π
′
i] denotes that the trace variable π
′
i in ϕ
is replaced by πj . Like this, every combination of trace
assignments for the universal quantification is covered and
the resulting formula is equisatisfiable and of size O(nm).
The formula is technically not a HyperQPTL formula yet,
since ~Q2 is in the scope of a conjunction. An equisatisfiable
HyperQPTL formula without ~Q2 can be constructed by in-
troducing a fresh existential quantifier in the quantifier prefix
for each existential quantification in a conjunct (denoted
by ~∃) and by simply moving the universal quantification
in ~Q2 in front of the conjunction, into the quantifier prefix
(denoted by ~∀). We use ϕ′ to denote the body of the resulting
HyperQPTL formula. As second step, we eliminate the exis-
tential trace quantification by replacing each trace quantifier
∃πi with k existential quantifiers over propositions, one for
every atomic proposition in AP :
ψQPTL := ~Q0
pin
∃
pi=pi0
a0pi, . . . , a
k−1
pi
~Q1~∃ ~∀. ϕ
′.
By the semantics of HyperQPTL, the resulting formula is
equisatisfiable to ψ: Assume ψ is satisfied by a trace set
Tψ. We construct a set of witnesses for ψQPTL by splitting
every witness t ∈ Tψ into k traces t
j (j < k), one for every
atomic proposition aj ∈ AP . For all such j, we require
the traces tj ∈ (2{a
j
pi})ω to agree with t on the translated
atomic proposition. The resulting trace set {tj | 0 ≤ j < k}
satisfies ψQPTL by construction. Constructing Tψ from a
set of witnesses for a formula ψQPTL obtained from the
above construction works analogously by computing, for
every point in time k, the union of all the witness positions
tj [k] of witnesses for ψQPTL for each πi.
Theorem 4.3. The satisfiability problem for HyperQPTL
formulas in the ∀∃ fragment is undecidable.
Proof. HyperQPTL subsumes HyperLTL as a syntactic frag-
ment. Since the satisfiability problem for HyperLTL is un-
decidable for formulas with at least one trace quantifier
alternation starting with a universal quantifier [19], this also
holds for HyperQPTL.
We have thus identified the ∃∗∀∗ fragment as the
largest decidable fragment of the linear-time hyperlogic
HyperQPTL.
4.2. Branching-Time Satisfiability
In the following, we study the satisfiability problem of
HyperCTL∗. We assume formulas to be given in negated
normal form. A HyperCTL∗ formula in NNF is in the ∃∗ and
∀∗ fragment, respectively, if it contains exclusively universal
or exclusively existential path quantifiers. The union of the
two fragments is the alternation-free fragment. The formula
is in the ∃∗∀∗ fragment, if there is no existential path
quantifier in the scope of a universal path quantifier. It is
in the ∀∃ fragment if there is exactly one existential path
quantifier in the scope of a single universal path quantifier.
Lemma 4.4. The satisfiability problem of HyperCTL∗ for-
mulas in the ∀∗ fragment is decidable.
Proof. The proof is similar to the proof for Lemma 4.1. We
reduce the satisfiability problem of ∀∗ HyperCTL∗ to the
satisfiability problem of CTL∗ and consider models that are
linear trees, i.e., trees having only a single path.
We now prove in two steps that the ∃∗ fragment is
decidable, regardless of the temporal modalities and the
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p
. . .
Figure 2: The witness p for π and the sequence of wit-
nesses pi for π
′′ arranged in a comb-like structure. Nodes
p3[0], p2[1], p1[2], and p0[3] reside on diagonal D3.
nesting depth of the existential quantifiers. We start with
formulas of a specific form and then generalize the result
to the full fragment. Subsequently, we establish that the
satisfiability problem for HyperCTL∗ formulas in the full
∃∗∀∗ fragment remains decidable.
Lemma 4.5. The satisfiability problem for HyperCTL∗ for-
mulas of the form ϕ := ∃π.(∃π′.ψ′)R(∃π′′.ψ′′), where ψ′
and ψ′′ are quantifier free, is decidable.
Proof. The key idea of the proof is to show that every model
of a ϕ-shaped formula has a finite representation. More
concretely, we show that we can represent an arbitrary model
T satisfying ϕ as a tree Tfin of bounded size. We then show
that Tfin can be extended to an infinite tree T˜ which satisfies
ϕ. We conclude by describing a naive decision procedure
which enumerates all bounded trees Tfin and checks whether
they can be extended into an infinite model T˜ for ϕ.
Intuition. We first give some intuition on how to con-
struct Tfin out of T . Assume a formula ∃π. (∃π′′.ψ)
(which belongs to the fragment described in the statement)
and a model T satisfying it. In this model, there needs to
be a path p witnessing π, and at each point in time i, there
must be a path pi, which branches off of p and serves as a
witness for π′′ at point in time i. Extracting these witnesses
from the model results in a comb-like structure as depicted
in Figure 2.
Through formula ψ, each pair of nodes p[i+j] and pi[j]
are related with each other, e.g., if ψ = (api ↔ api′), then
all p[i + j] and pi[j] must agree on a. The nodes p[i + j]
and pi[j] always reside on the same diagonal in the comb.
Like this, all nodes on the same diagonal are related with
each other through p. When transforming the witnesses, it
is therefore important to only consider one diagonal as a
whole and to not alter just a single node on it. Diagonal
D3 is also depicted in Figure 2. Next, note that ψ can be
transformed into a Bu¨chi automaton which accepts each pair
of witness paths (p[i,∞], pi). We label each pi in the comb
with the corresponding accepting automaton run. Now, the
crucial observation is that if two diagonals in the comb are
labeled with the same set of automaton states, then we can
just cut out the part between those two diagonals and still
have accepting runs, i.e., the resulting paths p and all pi
are still witnesses for π and π′′. The proof proceeds by
repeatedly cutting out nonessential parts of the comb until
it has a suitable prefix of bounded size which we call Tfin .
Formal Proof. We assume w.l.o.g. that no -modality
occurs in the formula; any -modality can only add an
offset to the operations which we describe in the following.
Assume a tree T over nodes S with labeling function L that
satisfies ϕ, i.e., there exist a path p through T serving as
witness for π. By the semantics of the R-modality, either
(Case 1) an infinite sequence p0, p1, p2, . . . of witnesses for
π′′ or (Case 2) a finite sequence p0, p1, . . . , pn of witnesses
for π′′ and a final witness p′ for π′.
Case 1. We first construct a Bu¨chi automaton Aψ′′ that
accepts all possible pairs of paths (p, pi) that satisfy ψ
′′.
Then, we formally describe the comb structure and how
it can be labeled with the accepting runs of Aψ′′ on each
(p[i,∞], pi). Furthermore, we give the necessary definitions
of frontiers and cuts in order to define how to cut parts
out of the comb without changing the fact that its paths
constitute witnesses for ϕ. We show how to construct Tfin
by repeatedly cutting out nonessential parts of the comb and
give a maximal bound for its size. Lastly, we describe how
to extend Tfin to an infinite model T˜ .
Automaton construction. Since the formula ψ′′ is
quantifier-free, it is an LTL formula where each atomic
proposition api is interpreted as a unique LTL proposition.
Let A′ψ′′ = (Q
′, q′0,Σ
′, δ′, F ′) be the nondeterministic Bu¨chi
automaton obtained from this LTL interpretation of ψ′′ [28].
We transform A′ψ′′ into a nondeterministic Bu¨chi automaton
Aψ′′ = (Q, q0,Σ, δ, F ), which reasons separately over π and
π′′:
• Q : Q′, q0 : q
′
0
• Σ : S × S
• δ : Q × Σ → 2Q where q′ ∈ δ(q, (s0, s1)) iff q′ ∈
δ′(q, A) and L(s0) = {a ∈ AP | api ∈ A} and L(s1) =
{a ∈ AP | api′′ ∈ A}, where A ⊆ {api, api′′ | a ∈ AP}.
• F : F ′
Note that Aψ′′ reasons over pairs of paths, while A
′
ψ′′
reasons over traces. The automaton Aψ′′ yields accepting
runs ri for all pairs of witnesses (p[i,∞], pi). We can thus
associate with each node pi[j] the automaton state ri[j].
Frontiers. We arrange the witness paths p and
p0, p1, p2, . . . in a comb-like structure as shown in Fig-
ure 2. For all k ∈ N, we address the sequence of nodes
p0[k − 0], . . . , pk[k − k] as the k-th diagonal of the comb,
denoted by Dk. We use the usual sequence notation for
diagonals, e.g., Dk[i] to address the i-th element of the
sequence. We call the set of automaton states associated with
nodes in Dk frontier Fk, formally Fk := {ri[k− i] | i ≤ k}.
Note that for every k, Fk ⊆ Q.
Cuts. We now establish how to safely remove parts of
the comb structure, i.e., in such a way that the witness paths
in the altered comb still have accepting runs in Aψ′′ . To this
end, we define the cut operation and refine it to a preserving
cut, which requires the definition of an additional property
which we call frontier-preserving cuttable.
p0
p1
pk−2
pk−1
pk
pk+1
pk′
pk′+1
p
Dk
Dk′
Dk′′
Figure 3: A comb structure with highlighted diagonals Dk,
Dk′ , and Dk′′ , together with their associated automaton
states (depicted as square, circle and diamond). States at
representative positions are printed in bold, suffices used
for the cut are highlighted.
For two diagonals Dk and Dk′ with Fk = Fk′ , a cut
modifies the comb in such a way that the suffix of every
node in Dk is replaced by the suffix of a node in Dk′ , where
both nodes have to be associated with the same automaton
state. Formally, we replace every pi[k − i,∞] with some
pi′ [k
′−i′,∞], requiring that Dk[i] andDk′ [i′] are associated
with the same state. Additionally, to preserve the relation of
the modified paths with p, we replace the sub-comb with
origin in p[k] with the sub-comb with origin in p[k′]. Note
that because of the requirement that Dk[i] and Dk′ [i
′] are
associated with the same state, the modified witness paths
still have accepting runs through Aψ′′ .
For k ≤ k′, we say that two diagonals Dk, Dk′ with
Fk = Fk′ are frontier-preserving cuttable (for short: cut-
table) if for every q ∈ Fk′ , q is either associated with at
least as many nodes on Dk as on Dk′ , or it is associated
with |Q| nodes on Dk.
For k ≤ k′ ≤ k′′, a cut preserving Fk′′ is a cut between
two cuttable diagonals Dk and Dk′ , such that the set Fk′′
is not modified by the operation. For each q ∈ Fk′′ , pick
a position iq ≤ k′′ as a representative such that the state
associated with Dk′′ [iq] is q. All states q with representative
position iq ≥ k′ will not be affected by the cut. For
representative positions iq < k
′, ensure that when choosing
suffices from Dk′ for the cut, each suffix piq [k
′ − iq,∞]
is chosen at least once. This is possible since we require
Dk and Dk′ to be cuttable. Like this, we ensured that all
representative states are not deleted by the cut. Figure 3
and Figure 4 show the choice of representative positions in
a comb and the resulting preserving cut.
Construct Tfin . We describe how to perform a series of
preserving cuts to ensure that sufficiently many accepting
states can be found in a bounded-size prefix Tfin of the
comb. First, note that there are at most 2|Q| different fron-
tiers. Furthermore, there are at most c = (|Q|+1)|Q| many
different equivalence classes of the cuttable property, i.e.
p0
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pk−1
pk
pk+1
pk′
pk′+1
p
Dk′
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Figure 4: The result of the cutting operation prepared in
Figure 3. The highlights show which suffix was shifted to
which node in the comb.
for c+ 1 many diagonals, at least two are cuttable. We say
that a diagonal Dk is close to Dk′ if |k′ − k| ≤ c. By the
pigeonhole principle, for every two diagonals Dk, Dk′ and
state set Fk′′ with k ≤ k′ ≤ k′′, we can perform a number
of cuts on diagonals situated between Dk and Dk′ , each
preserving Fk′′ , such that at the end, Dk′ is close to Dk
and the set Fk′′ did not change.
There are only finitely many different frontiers in the
infinite comb, so at least one frontier occurs on infinitely
many diagonals. We call that frontier Fω. Pick the smallest
number inf ∈ N such that Finf = Fω and cut diagonal
Dinf as close as possible to D0 while preserving Finf .
Note that the first |Q||Q| diagonals are, in general, not
cuttable; therefore, in the worst case, Dinf will be cut close
to D|Q||Q| . As a result of these cuts, frontier Fω might not
occur infinitely often anymore. More concretely, diagonals
which were previously associated with frontier Fω will now
have frontiers which are a subset of Fω . Since there are only
finitely many different subsets of any finite set, we know that
there exists at least one frontier Fω′ ⊆ Fω that occurs on
infinitely many diagonals.
For every automaton state q ∈ Fω′ , there exists by
construction an iq ≤ inf such that Dinf [iq] is associated
with q. We call the set of all iq the set of designated
positions P . Now, find the smallest inf ′ > inf , such that
Finf ′ = Fω′ , and for all i ∈ P , ri has an accepting state
between inf and inf ′. Such an inf ′ exist because of the
Bu¨chi acceptance condition. We now perform a series of
cuts to cut Dinf ′ as close to Dinf as possible, each of which
preserves Finf ′ . Find the i ∈ P whose accepting state is
closest to Dinf and cut the corresponding diagonal close
to Dinf . Continue with the i
′ ∈ P whose accepting state
comes next and cut it close to the last diagonal that was
cut close. Proceed, until the diagonal of the last accepting
state of designated position was cut close. Finally, cut Dinf ′
close to that last diagonal.
We choose Tfin to be the finite prefix of the resulting
comb up to (and including) Dinf ′ . The depth of Tfin is
Dinf
Dinf ′
Figure 5: The finite prefix Tfin with diagonals Dinf and
Dinf ′ . States in designated positions on Dinf are printed in
bold. Suffices that will be copied to extend the prefix comb
are highlighted.
Dinf
Dinf ′
Dinf ′′
Figure 6: The resulting larger finite prefix after extending
every witness path in Figure 5 once. The highlights show
which part of Tfin was used to extend the prefix.
bounded by b = |Q||Q| + (2 + |Q|) · (|Q| + 1)|Q|. This is
because Tfin consists of a prefix of diagonals up to the first
cuttable diagonal (at the most |Q||Q| many), followed by
Dinf . Then, |P | ≤ |Q| many diagonals have been cut close
and the distance between them is at the most (|Q|+ 1)|Q|.
Lastly, Dinf ′ was cut close, again with a maximal distance
of (|Q|+ 1)|Q|.
Construct T˜ . We now extend Tfin into an infinite tree T˜
also satisfying ϕ. By construction, for each i ∈ P , run ri has
an accepting state between Dinf and Dinf ′ . Furthermore,
for each q ∈ Finf ′ , there is a designated position iq ∈ P
such that Dinf [iq] is associated with q. We extend Tfin by
extending each node in Dinf ′ as follows: For each i ≤ inf ′
with q associated to Dinf ′ [i] and designated position iq , we
append a copy of piq [inf −iq+1, inf
′−iq] to pi[inf ′−i]. Ad-
ditionally, we copy the sub-comb starting in node p[inf +1]
and append it to node p[inf ′], thus completing the extension.
By construction, we now have a larger finite comb ending
in a diagonal Dinf ′′ with Finf ′′ ⊆ Finf ′ . Figure 5 shows
a possible prefix comb Tfin and Figure 6 shows how it
is extended. Repeating this process indefinitely, we get
an infinite, ultimately periodic model T˜ where each pair
(p[i,∞], pi) of witness paths in the comb of T˜ is accepted
by Aψ′′ . It is thus a model for ϕ.
Case 2. In the case where the release modality is
witnessed by path p for π and a sequence of paths
{p0, p1, . . . , pn, p′} for π′′ and π′, we proceed very similar
to Case 1. We again arrange the witnesses in a comb-like
graph, with the only difference that at p[n], there are the
two witnesses pn and p
′ branching from p. In order to get
the same structure as in Case 1, we zip p′ and pn into one
witness path p¯n. Furthermore, for allm > n, we add dummy
witnesses p⊤ = ∅ω branching from p at p[m].
Automata construction. As in Case 1, we associate
the paths with the corresponding automaton runs. For
(p[i,∞], pi) with i < n, we use the automaton Aψ′′ , as in
Case 1. For (p[i,∞], p⊤) with i > n, we use the automaton
A⊤, which unconditionally accepts every pair of traces.
For (p[n,∞], p¯n), we construct a new automaton Aψ′∧ψ′′
based on the LTL automaton A′ψ′∧ψ′′ for ψ
′∧ψ′′, similar to
the construction of Aψ′′ . The automaton Aψ′∧ψ′′ has the
alphabet Σ = S × (S × S) and the transition function
δ : Q × Σ → 2Q, where q′ ∈ δ(q, (s0, (s1, s2))) iff
q′ ∈ δ′(q, A), and L(s0) = {a ∈ AP | api ∈ A}, L(s1) =
{a ∈ AP | api′ ∈ A}, and L(s2) = {a ∈ AP | api′′ ∈ A}.
We denote the set of states of automaton Aψ′′ with Q and
the set of states of automaton Aψ′∧ψ′′ with Qψ′∧ψ′′ .
Construct Tfin . Again, we construct a tree Tfin of
bounded depth. First, cut diagonal Dn close to diagonal D0.
Following Dn, there are again finitely many different cut-
table diagonals (containing states from all three automata).
Proceeding as in Case 1, construct Tfin such that after Dn,
there are two diagonals Dinf and Dinf ′ with sufficiently
many accepting states in between. The bound b′ on the depth
of Tfin is obtained analogously to the bound in Case 1. We
only remark that n is bounded by |Q||Q| + (|Q| + 1)|Q|,
and the maximal number of different cuttable diagonals is
described in terms of the number of states of all three au-
tomata, i.e., (|Q|+|Qψ′∧ψ′′ |+|Q⊤|+1)
(|Q|+|Qψ′∧ψ′′ |+|Q⊤|).
We conclude by noting that b′ can be used as an over-
approximation of bound b in Case 1. Finally, as in Case 1,
we construct an infinite satisfying tree T˜ using Tfin .
Decision Algorithm. Enumerate all comb-like prefixes
Tfin of bounded depth b′ to find a suitable prefix (for either
of both cases). Whether a prefix is suitable or not can
be decided by labeling it with corresponding runs from
the automata of Cases 1 and 2 and checking whether it
contains a segment between two diagonals Dinf and Dinf ′
which qualifies to be extended into a model T˜ as described
above. When associating the comb prefix with runs from
the automata, we have to take into account all finitely-many
points in time n where ψ′′ could be released by ψ′. If
some prefix Tfin is suitable, ϕ is satisfiable (namely by the
described tree T˜ ). As shown above, there is a suitable finite
prefix of bounded depth b′ whenever ϕ is satisfiable.
Corollary 4.1. The satisfiability problem for HyperCTL∗
formulas of the form ∃π.(∃π′′.ψ′′)U(∃π′.ψ′), where ψ′ and
ψ′′ are quantifier free, is decidable.
p
p0
p1
p2
p0,0 p0,1 p0,2
r0,0[0]
r0,0[1]
r0,0[2]
r0,1[0]
r0,1[1]
r0,1[2]
p1,0 p1,1 p1,2
r1,0[0]
p2,0 p2,1 p2,2
Figure 7: A 3-dimensional comb graph resulting from
the arrangement of witnesses for a HyperCTL∗ formula
∃π.(∃π′.(∃π′′.ϕ)). The innermost witnesses pi,j are la-
beled with the automaton states of the corresponding au-
tomaton runs.
Proof. We proceed similarly to Case 2 in the proof above.
The only difference is that formula ψ′′ does not have to
hold at the same point in time n where formula ψ′ holds.
Therefore, the resulting comb does not have two witnesses
branching from p[n] that we have to zip. We use an au-
tomaton Aψ′ instead of Aψ′∧ψ′′ to obtain the run rn for
(p[n,∞], p′).
We lift the arguments of the above proof to arbitrary
formulas in the existential fragment of HyperCTL∗.
Lemma 4.6. The satisfiability problem for HyperCTL∗ for-
mulas in the ∃∗ fragment is decidable.
Proof. Define the existential quantifier depth of a
∃∗HyperCTL∗ formula as the maximal number of alterna-
tions between existential quantifiers and the temporal modal-
ities R and U in the syntax tree. The witnesses of a formula
with quantifier depth d can be arranged as a d-dimensional
comb. We assume, again, w.l.o.g. that no -modality occurs
in the formula. Lemma 4.5 and Corollary 4.1 cover the
case where the comb is 2-dimensional. We now lift the
arguments to the general case. Given a d-dimensional comb,
we associate the innermost witnesses with the corresponding
runs on the d-tuple automata, which we build as before
from the inner LTL formulas. A 3-dimensional comb and
the corresponding automaton runs are exemplarily depicted
in Figure 7.
In the d-dimensional case, diagonals are hyperplanes.
We represent the k-th plane Dk in the d-dimensional comb
by a nested sequence of depth d− 1.
Dk :=[Dk,0, . . . , Dk,k]
Dk,i1 :=[Dk,i1,0 . . . , Dk,i1,k−i1 ]
...
Dk,i1,...,id−2 :=[pi1,...,id−2,0[s], pi1,...,id−2,1[s− 1], . . .
pi1,...,id−2,s[0]], where s = k − (i1 + . . . + id−2)
We additionally define d-dimensional frontiers as nested sets
of automata states.
Fk := {Fk,i1 | i1 ≤ k, i1 ∈ N}
Fk,i1 := {Fk,i1,i2 | i1 + i2 ≤ k, i2 ∈ N}
...
Fk,i1,...,id−2 := {ri1,...,id−2,id−1 [id] |
id1 + id = k − (i1 + . . .+ id−2)}
As an example, in Fig. 7, [p0,0[1], p0,1[0]], and [p1,0[0]]
constitute plane D1. The corresponding frontier is giving
by F1 = {F1,0, F1,1} = {{r0,0[1], r0,1[0]}, {r1,0[0]}}.
We define the cuttable property recursively, with the def-
inition for the 2-dimensional case (c.f. Lemma 4.5) as base
case. For indices i1, . . . , il we also write i¯. Two sub-planes
Dk,¯i, Dk′,i¯′ with Fk,¯i = Fk′,i¯′ are cuttable if for every two
Fk′,i¯′,j′ ∈ Fk′,i¯′ and Fk,¯i,j ∈ Fk,¯i with Fk′,i¯′,j′ = Fk,¯i,j ,
sub-frontier Fk,¯i,j is associated with at least as many sub-
sequences in Dk,¯i as Fk′,i¯′ is associated with in Dk′,i¯′ , or
at least with |Q| many (where Q is the set of automata
states). Furthermore, if Fk,¯i,j is associated with Dk,¯i,j , and
Fk′,i¯′,j′ is associated with Dk′,i¯′,j′ , the corresponding sub-
planes must be cuttable again.
For the sake of explainability and compactness, we
extend the cut operation only to the 3-dimensional case.
The d-dimensional case generalizes the definition. A plane
in the 3-dimensional comb is a sequence of sequences Dk,i
of nodes. Each sequence Dk,i contains nodes that reside on
paths branching from pi. To cut plane Dk′ to Dk, we require
that Fk = Fk′ . Pick for each set Fk,i an equal set Fk′,i′
and cut the diagonal Dk′,i′ to Dk,i, as described for the 2-
dimensional case in the proof of Lemma 4.5. To preserve the
relations of paths in the third dimension (pi,j) with the paths
in the first and second dimension (p and pi), also replace
each 2-dimensional sub-comb with origin at pi[k − i] with
the sub-comb at pi′ [k
′−i′]; and the 3-dimensional sub-comb
with origin at p[k] with the sub-comb p[k′]. Using the lifted
definition of cuttable, it is also possible to define preserving
cuts by first declaring a set of representative positions and
then choosing the sets in such a way that no representative
positions are deleted during the cut.
With the same arguments as in the 2-dimensional case
and using the lifted (preserving) cut operation, we can create
a 3-dimensional comb prefix Tfin of bounded size which
can then be extended to a satisfying model T˜ . Note that
the bound in the 3-dimensional case is exponentially larger
than the bound in the 2-dimensional case due to the more
complicated definition of cuttable.
Theorem 4.7. The satisfiability problem for HyperCTL∗
formulas in the ∃∗∀∗ fragment is decidable.
Proof. The proof is similar to the proof for Theorem 4.2. Let
an ∃∗∀∗ HyperCTL∗ formula ϕ be given with at least one
existential quantifier, the case with no existential quantifier
is handled by Lemma 4.4. We again eliminate the univer-
sal quantification by explicitly enumerating every possible
interaction between the universal and existential quantifiers.
The resulting formula is in the ∃∗ fragment, which can be
decided (cf. Lemma 4.6).
Theorem 4.8. The satisfiability problem for HyperCTL∗
formulas in the ∀∃ fragment is undecidable.
Proof. HyperCTL∗ subsumes HyperLTL as a syntactic
fragment. As in Theorem 4.3, the undecidability of the
∀∃ HyperCTL∗ fragment follows from the undecidability
of the ∀∃ HyperLTL fragment [19].
We have thus identified the largest decidable fragment
of HyperCTL∗, which is, as for HyperLTL and HyperQPTL,
the ∃∗∀∗ fragment.
5. Conclusion and Future Work
In this paper, we have developed a comprehensive ex-
pressiveness hierarchy of linear-time and branching-time
hyperlogics. In the linear-time spectrum, we studied the
relationships between HyperLTL, FO[<,E], HyperQPTL
and S1S[E]. In the branching-time spectrum, we studied
HyperCTL∗, MPL[E], HyperQCTL∗ and MSO[E]. Our
results show significant differences between the hierarchy
of the standard logics and the hierarchy of the hyperlogics.
Most significantly, the equivalences between QPTL and S1S,
and CTL∗ and MPL do not translate to the correspond-
ing hyperlogics: HyperQPTL is not equivalent to S1S[E],
and HyperCTL∗ is not equivalent to MPL[E]. The only
equivalence that translates to the hierarchy of hyperlogics is
the equivalence between QCTL∗ and MSO: HyperQCTL∗
and MSO[E] are equivalent. The reason for this equiva-
lence is that on trees, it is possible to simulate the equal-
level predicate and the second-order quantification by using
propositional HyperQCTL∗ quantification (as described in
the proof of Theorem 3.9).
Our results also identify the decidability boundary of
the satisfiability problem. The previous result here was that
HyperLTL formulas in the ∃∗∀∗ fragment are decidable [19].
We showed that the same holds for the more expressive
logic HyperQPTL and that, hence, propositional quantifica-
tion does not influence the decidability of the satisfiability
problem in the linear-time hierarchy. In the branching-time
hierarchy, we identified the largest decidable fragment of
HyperCTL∗, which is, again, the ∃∗∀∗ fragment.
Our results indicate that the equal-level predicate adds,
in most cases, more expressiveness than trace or path vari-
ables. This raises the question if alternatives to the equal-
level predicate can be found that would lift logics like
FO[<] to hyperlogics while preserving the equivalences to
the temporal logics. Another direction for future work con-
cerns the extension of the temporal logics with knowledge
modalities [29]. It is known that KLTL and KCTL∗, the ex-
tensions of LTL and CTL∗ with knowledge modalities under
perfect recall semantics, are not subsumed by HyperLTL and
HyperCTL∗, respectively [27]. The question how extensions
of HyperLTL and HyperCTL∗ with knowledge modalities fit
into the expressiveness hierarchy is open.
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Appendix A.
Proof of Lemma 3.6
A.1. MPL[E] Subsumes HyperCTL∗
Like in Lemma 3.3, we use the idea from [8] where
{y1, y2, . . .} are first-order variables used to indicate time.
We use second-order quantification to quantify traces. Given
a HyperKCTL∗ formula ϕ, we inductively construct an
MPL[E] formula.
mpe(api , yi) = ∃x. x ∈ Xpi ∧ E(x, yi) ∧ Pa(x)
where Xpi is the second-order variable used for path π
mpe(¬ϕ1, yi) = ¬mpe(ϕ1, yi)
mpe(ϕ1 ∨ ϕ2, yi) = mpe(ϕ1, yi) ∨mpe(ϕ2, yi)
mpe( ϕ1, yi) = ∃yj > yi. ¬(∃yk. yi < yk < yj)
∧mpe(ϕ1, yj)
mpe(ϕ1 U ϕ2, yi) = ∃yj . yi ≤ yj ∧mpe(ϕ2, yj)
∧ ∀yk. yi ≤ yk < yj
→ mpe(ϕ1, yk)
mpe(∃π.ϕ1, yi) = ∃Xpi. prefix (Xpi, Xε, yi)
∧mpe(ϕ1, yi)
where Xpi is now used as trace variable for π
where
prefix(Xpi , Xε, yi) := ∀y
′
i ≤ yi. ∀x. E(x, y
′
i)→
(x ∈ Xpi ↔ x ∈ Xε)
→ x =A x
′
where we use Xε to denote the second-order variable that
was quantified most recently (i.e. closest in the scope to
Xpi). The MPL[E] formula mpe(ϕ, 0) is equivalent to the
HyperCTL∗ formula ϕ, which can be shown by a straight-
forward induction.
A.2. MSO[E] Can Express the Knowledge Modal-
ity
Extend the translation from HyperCTL∗ to MPL[E]
given above with an additional rule for KA,pi.
mpe(KA,pi.ϕ1, yi) = ∀X
′
pi. eqPre(Xpi, X
′
pi, yi, A)
→ mpe(ϕ1, yi)
where X ′pi is now used as trace variable for π
where
eqPre(Xpi, X
′
pi, yi, A) := ∀x ∈ Xpi.∀x
′ ∈ X ′pi. (∃y
′
i ≤ yi.
E(x, y′i) ∧ E(x
′, y′i))
→ x =A x
′
Appendix B.
Proof of Theorem 3.9
B.1. HyperQCTL∗ Subsumes MSO[E]
Let ϕ be a MSO[E] formula over AP . We define an
equivalent HyperQCTL∗ formula hqc(ϕ) as follows.
hqc(Pa(x)) = (q
x
pix ∧ apix)
hqc(x ∈ X) = (qxpix ∧ q
X
pix)
hqc(x < y) = (qxpix ∧ q
y
piy )
hqc(x = y) = (qxpix ∧ q
y
piy ) ∧ ∀q. (qpix ↔ qpiy )
hqc(E(x, y)) = (qxpix ∧ q
y
piy )
hqc(¬ϕ1) = ¬hqc(ϕ1)
hqc(ϕ1 ∨ ϕ2) = hqc(ϕ1) ∨ hqc(ϕ2)
hqc(∃x.ϕ1) = ∃πx. ∃q
x. (¬qxpix)U(q
x
pix ∧ (¬q
x
pix))
∧ hqc(ϕ1)
hqc(∃X.ϕ1) = ∃q
X . hqc(ϕ1)
Note that we used the fact that two paths are equal in
HyperQCTL∗ iff a universal quantification of atomic propo-
sition q always assigns q to be globally equivalent on the
two paths. Using a straightforward induction, we can show
that for every tree T , T |= ϕ iff T |= hqc(ϕ).
B.2. MSO[E] Subsumes HyperQCTL∗
Given a HyperQCTL∗ formula ϕ, we inductively con-
struct an MSO[E] formula ψ. The construction is very
similar to the one described in Appendix A. We only need
to make sure that the second-order quantification Xpi, which
encodes a quantified path π, encodes a full path of the tree.
mse(api, yi) = ∃x. x ∈ Xpi ∧ E(x, yi) ∧ Pa(x)
where Xpi is the second-order variable used for path π
and a is not quantified by a propositional quantifier.
mse(qpi , yi) = ∃x. x ∈ Xpi ∧ E(x, yi) ∧ x ∈ Xq
where Xpi is the second-order variable used for path π
and q is quantified by a propositional quantifier.
mse(¬ϕ1, yi) = ¬mse(ϕ1, yi)
mse(ϕ1 ∨ ϕ2, yi) = mse(ϕ1, yi) ∨mse(ϕ2, yi)
mse( ϕ1, yi) = ∃yj . yi < yj ∧ ¬(∃yk. yi < yk < yj)
∧mse(ϕ1, yj)
mse(ϕ1 U ϕ2, yi) = ∃yj . yi ≤ yj ∧mse(ϕ2, yj)
∧ ∀yk. yi ≤ yk < yj → mse(ϕ1, yk)
mse(∃π.ϕ1, yi) = ∃Xpi. path(Xpi)∧
prefix (Xpi, Xε, yi) ∧mse(ϕ1, yi)
where Xpi is now used as trace variable for π
mse(∃q.ϕ1, yi) = ∃Xq.mse(ϕ1, yi)
where Xq is now used as propositional variable for q
where
path(Xpi) := (∃x ∈ Xpi. ¬∃x
′.x′ < x) ∧
∀x ∈ Xpi. ∃x
′ ∈ Xpi. succ(x, x
′) ∧
¬(∃x′′ ∈ Xpi. succ(x, x
′′))
succ(x, x′) := x < x′ ∧ ¬(∃x′′. x < x′′ < x′)
prefix (Xpi, Xε, yi) := ∀y
′
i ≤ yi. ∀x. E(x, y
′
i)→
(x ∈ Xpi ↔ x ∈ Xε)
We use Xε to denote the second-order variable that was
quantified most recently (i.e. closest in the scope to Xpi)
and also encodes a path. Note that a set Xpi encodes a full
path of the tree if it contains the root node and a unique
direct successor for every node in the set.
