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The interaction between the surface of a 3D topological insulator and a skyrmion /
anti-skyrmion structure is studied in order to investigate the possibility of electron
confinement due to skyrmion presence. Both hedgehog (Ne´el) and vortex (Bloch)
skyrmions are considered. For the hedgehog skyrmion the in-plane components can-
not be disregarded and their interaction with the surface state of the TI has to be
taken into account. A semi-classical description of the skyrmion chiral angle is ob-
tained using the variational principle. It is shown that both the hedgehog and the
vortex skyrmion can induce bound states on the surface of the TI. However, the num-
ber and the properties of these states depend strongly on the skyrmion type and on
the skyrmion topological number NSk. The probability densities of the bound elec-
trons are also derived where it is shown that they are localized within the skyrmion
region.
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I. INTRODUCTION
Materials exhibiting the topological insulating phase, topological insulators (TIs)1,2, have
attracted a lot of attention recently, since they are promising candidates for next-generation
spintronic devices due to the distinct properties of their surface states.3,4. To realize such
devices, it is imperative to study the interaction of TIs with other materials. During the last
years, studies have been carried out regarding the interplay of TI surface state with magnetic
materials, such as ferromagnets (FM)3,5. These FM can either be prepared to have a uni-
form magnetization e.g. magnetized along their easy axis, or support structures of varying
magnetization, such as domain walls and vortices6. Another magnetic configuration which
can serve as a promising candidate for spintronic devices is the skyrmion7–9. For skyrmions
to occur, strong Dzyaloshinskii-Moriya (DM) interactions and low inversion symmetry are
needed. Their whirling magnetic texture has a vortex-like or a hedgehog-like shape and
is characterized by the skyrmion topological number NSk. A schematic description of the
different skyrmion magnetization textures is given in Fig. 1.
The topological protection and small size of such whirling magnetic configurations indi-
cate possibilities for robust and power efficient, non-volatile magnetic memory devices9–11.
Therefore, the study of their interaction with the TI surface state is important for realization
of next-generation spintronic devices. Recently, a study has been published, regarding the
interaction of a vortex-like skyrmion and the surface state of the 3D TI Bi2Se3
12. In this pa-
per we investigate and compare the interaction of both hedgehog and vortex skyrmions with
the TI with the aim of studying the bound states that can occur on the TI surface due to
the skyrmion or anti-skyrmion presence. The localized electrons in these bound states might
serve as a means for electrical skyrmion detection in the future. Currently, we do not focus
on how the skyrmion can be created on the FM surface in the first place. In a recent work12,
it is shown that conversion between different skyrmion types is possible by making material
parameters or background magnetization space-dependent. Therefore, for our purpose, it
suffices to assume that once we have a skyrmion magnetization texture, we can obtain also
the other textures that we treat in this work. The TI/FM system we are going to study is
shown in Fig. 2. The electrons on the surface state feel the skyrmion presence through an
exchange interaction of strength ∆S between their spins and the skyrmion magnetization
texture. Consequently, an additional interaction term appears12,13 in the low-energy effective
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FIG. 1: Different skyrmion magnetization textures. (a):hedgehog skyrmion, (b):hedgehog
anti-skyrmion, (c):vortex skyrmion and (d): vortex anti-skyrmion. The spins at the
skyrmion or anti-skyrmion center and at the skyrmion or anti-skyrmion boundary point
out of plane. Inverting the chirality (helicity) of the structure is equivalent to inverting the
direction only of the in-plane components of the skyrmion texture.
surface state Hamiltonian of the TI (1):
Hˆ = νF
(
p× σ
)
· zˆ−∆Sm · σ (1)
Both the vortex and hedgehog skyrmions can induce bound states on the surface of the
TI with energies |E| < ∆S. However, the interactions that lead to these bound states as
well as the bound state properties are different in each case. This is due to the skyrmion
texture in each case and is justified in the following sections of the paper. Consequently,
suitable mathematical descriptions have to be used when studying each of the vortex and
hedgehog skyrmion interaction with the suface state of the TI.
This work is organized as follows. In section II we use the variational principle to derive
a numerical model for the skyrmion chiral angle Θ(r). In section III, the skyrmion-TI
interaction is studied for two models of Θ(r): in IIIA the step function approximation for
Θ(r) is used12 and in IIIB the model derived in section II is applied to equation (1). In
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FIG. 2: TI (blue) - FM (purple) bilayer with a hedgehog skyrmion (multicolored circular
region) created in the thin film FM. Two particular spins have been isolated in order to
explain the mathematical description of the skyrmion (eq. (2)). For the shown
configuration, the FM magnetization is the same as that of the skyrmion boundary (along
+zˆ).
section IV the results from the models of section III regarding the bound state energies and
electron probability densities are presented and discussed. Finally in section V, the most
important conclusions of the present work are highlighted.
II. SKYRMION DESCRIPTION
In general, we describe the skyrmion magnetization texture as a three-dimensional vector
m given by equation (2). The components of this vector are functions of cylindrical polar
coordinates. In this description, Θ(r) is the angle between the magnetization vector at
each point in the skyrmion region and the z axis. Moreover, Φ(φ) is the angle between the
projection of the skyrmion magnetization texture in the x − y plane and the x axis. In
general, Φ(φ) = φ+ γ, where φ is the cylindrical coordinate and γ is a phase which depends
4
on the type of skyrmion we want to describe.
m =
(
cos(Φ) sin(Θ), sin(Θ) sin(Φ), cos(Θ)
)
(2)
More specifically, γ has to do with the in-plane components of the skyrmion magnetization
texture. For a specific value of γ we get a corresponding skyrmion type with a defined helicity
h. For a hedgehog skyrmion, the value of h determines whether the in-plane components
are inward or outward whereas for a vortex skyrmion, the value of h defines a clockwise or
anti-clockwise rotation of the in-plane components. The possible values for γ are
γ =


0 , Hedgehog skyrmion (Ne´el) with h=+1
π , Hedgehog skyrmion(Ne´el) with h=-1
pi
2
, Vortex skyrmion (Bloch) with h=+1
3pi
2
, Vortex skyrmion (Bloch) with h=-1
Using the description given by equation (2), the skyrmion topological number is readily
obtained:
Nsk = −
1
4π
∫ ∞
0
rdr
∫ 2pi
0
dφ m ·
(
∂m
∂x
×
∂m
∂y
)
= −
1
2
∫ ∞
0
dΘ
dr
sin (Θ(r)) = −
1
2
[− cos (Θ(r))]r=∞r=0
= −
1
2
[−mz(r)]
r=∞
r=0
(3)
As a result, Nsk is determined by the boundaries we set on the magnetization at two
particular points: r = 0 and r = ∞. The values of the skyrmion texture at r = 0 and
r =∞ are opposite. Consequently, formz(0) = 1 andmz(∞) = −1 the skyrmion topologcial
number Nsk = −1, whereas for mz(0) = −1 and mz(∞) = 1 we get Nsk = 1. For Nsk = 1
the magnetization texture is called a skyrmion whereas for Nsk = −1 we have an anti-
skyrmion.12
For a vortex skyrmion on the surface of a TI, we need to specify only the mz component
of m. This is due to the texture of the in-plane components of the vortex skyrmion. Here,
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we provide the justification of this statement. From equation (1) we get
Hˆ = νF
(
pxσy − pyσx
)
−∆Smxσx −∆Smyσy
−∆Smzσz ⇒
Hˆ =
(
νFpx −∆Smy
)
σy −
(
νFpy +∆Smx
)
σx
−∆Smzσz ⇒
Hˆ = νF
(
p′ × σ
)
−∆Smzσz
(4)
with p′ = p− e
c
AS and AS ∼
(
my,−mx
)
. The emergent magnetic field is given by
B = ∇×AS
and as a result,
B ∼∇ ·m‖
wherem‖ = (mx, my). Either using the mathematical description of the hedgehog and vortex
skyrmions or simply by inspection in Fig.1, it is evident that ∇ ·m‖ = 0 for the vortex
skyrmion, while for the hedgehog skyrmion ∇ · m‖ 6= 0. Consequently, the components
mx and my for the vortex skyrmion can be regarded as a gauge change equivalent to ∇φ
which has zero curl. Since the hamiltonian (1) is gauge invariant, we can always select a
gauge which does not include mx and my without any consequences. On the contrary, for
a hedgehog skyrmion, ∇ · m‖ is either positive or negative, depending on the skyrmion
helicity. Therefore a similar gauge change as in the vortex skyrmion case does not apply
here. As a result, in the case of the hedgehog skyrmion all three components of m need to
be included. Therefore, approximations such as hard-wall approximation for the skyrmion
texture can no longer be justified and thus, a more realistic description of Θ(r) needs to be
obtained.
In order to derive a better model for Θ(r), we use the variational principle for the mi-
cromagnetic energy profile of a FM (6), where the description of the magnetization in space
is given by eq. (2). As mentioned in the previous section, in this work, we are not con-
cerned about how the skyrmion is created in the first place. We assume that we can create
skyrmions and can convert between different types of skyrmion structures12. Taking as a
fact that there is a magnetization of the form presented in equation (2), the first term in
the energy functional (eq. (6)) is the exchange energy density with exchange constant JS,
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the third term is the anisotropy energy density with anisotropy constant Kz and the second
term represents the energy density of the anisotropic DM interactions with strength DDM
that stabilize the skyrmion14–17. More specifically, for the latter, it is shown18 that the
corresponding energy density can be written as follows:
ǫDMI = D1
(
mz
dmx
dx
−mx
dmz
dx
+mz
dmy
dy
−my
dmz
dy
)
+D2
(
mz
dmx
dy
−mx
dmz
dy
−mz
dmy
dx
+my
dmz
dx
)
+D3
(
mx
dmy
dz
−my
dmx
dz
) (5)
Using eq. (2) in eq. (5), we get for the micromagnetic energy (6)
E[Θ] =
∫∫∫
r drdφdz
(
ǫex + ǫDM + ǫanis
)
=
∫∫∫
r drdφdz
{
JS
((dΘ
dr
)2
+
(sin(Θ)
r
)2)
+DDM
[(dΘ
dr
+
1
2r
sin(2Θ)
)
(cos(γ)− sin(γ))
]
+Kz sin(Θ)
2
}
(6)
For a specific skyrmion type, hedgehog or vortex, changing the γ value is equivalent to a
change of the sign of the DM interaction as can be seen from eq. (6).
Our purpose is to derive a realistic behavior for the skyrmion profile. In order to do this,
the variational approach is applied to eq. (6) and the differential equation for the angle Θ(r)
which minimizes the energy functional is readily obtained:
Θ′′ +
1
ρ
Θ′ +
γ˜
2ρ
(1− cos (2Θ))−
1
2
sin (2Θ)
(
1
ρ2
+ β
)
= 0 (7)
where γ˜ = cos(γ)− sin(γ), β = KzJS
D2
DM
and r → JS
DDM
ρ.
The function Θ(r) has to satisfy eq. (7) with the boundary conditions at |r| = 0 and
|r| = RS. These conditions are defined by the skyrmion number as follows:
Θ(0) =


π NSk = 1
0 NSk = −1
(8)
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and
Θ(RS) =


0 NSk = 1
π NSk = −1
(9)
We see immediately from eq. (7) why a step-function for the skyrmion profile is not in
general a very good approximation since in that case, dΘ
dρ
|ρ=RS →∞. Consequently, we have
to disregard such solution forms. In general, any solution that will give only one non-zero
component of the magnetization would not be valid, as for the DMI energy density (eq. (5))
to be non-zero, at least two components of m are required to be non-zero.
In Fig. 3, the numerically computed profile (dotted line) is shown for NSk = 1, γ˜ = 1
and three different values of β. From this figure, we can deduce information regarding
the skyrmion size. We can identify the skyrmion radius as the first point where the angle
profile has reached the boundary value and its derivative is very close to zero. A zero
derivative is necessary since further from the boundary, the magnetization does not change.
For example, for the black dotted curve of figure 3 we get RS ≈ 2.5. Furthermore, the
effect of increasing β is indicated by the black arrow. For larger values of β, skyrmion
size is smaller since anisotropy and exchange interactions are stronger than DMI. From our
numerical calculations, we found that changing the value of γ˜ maintains the same behavior
of the angle profile, though it makes it more abrupt, i.e. for the same value of β, we
get a smaller effective skyrmion size. Moreover, we also found that for an anti-skyrmion,
(boundary conditions (9)), the profiles can be very well approximated by Θ′(ρ) = −Θ(ρ)+π
where Θ(ρ) is the profile for a skyrmion.
For computational ease when dealing with the calculation of the bound states, we do a
fitting of the numerical results shown in Fig. 3, so that we can use an analytical expression
for the skyrmion or anti-skyrmion profiles. We used an exponential fitting function of the
form πe−λx where λ is a constant depending on β. As shown in Fig. 3 by the solid lines,
this fitting has a small error. Moreover, an exponential function for the angle Θ(ρ) also
satisfies the boundary conditions for the topological number definition in eq. (3). In this
definition, |r| = 0 corresponds to the skyrmion center, whereas |r| = ∞ corresponds to
a point sufficiently far away from the skyrmion center such that we can safely say that it
belongs to the FM background. However, the skyrmion magnetization profile obtained does
not have a well defined radius due to the continuous transition from skyrmion region to
8
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Approximate skyrmion 
size in units of 
  3
 2.5
 1.5
 1.3
Skyrmion angle profile
/2(
) (
ra
d)
FIG. 3: Angle profiles for a skyrmion texture (NSk = 1) given by (2), for γ˜ = 1 and
different values of β. The dotted lines correspond to the numerically computed points
whereas the solid lines represent the exponentially fitted results. The step-function
approximation for a specific skyrmion radius12 is also shown in red for comparison
FM background at |r| → ∞. Later in this work, when we want to calculate the bound
state energies using a numerically modeled skyrmion profile, we can set a desired skyrmion
size and then calculate only the fitting parameter λ by imposing a necessary condition on
the angle Θ(ρ). Specifically, for the numerical calculations we have to introduce a cut-off
value where the simulations stop. In this work, this cut-off value is given by the condition
Θ(ρS) = 10
−2 ⇒ mz(ρS) = cos (Θ(ρS)) ≈ 0.99 where ρS = RS
DDM
JS
.
III. SKYRMION - TI INTERACTION
As discussed in the previous section, for a vortex skyrmion or anti-skyrmion on the surface
of a 3D TI, one needs to specify only the mz component of the magnetization texture. A
crude approximation would be to consider a step-like function12 for mz as depicted in Fig. 3
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by the red dashed lines. In that case, the magnetization texture has a constant value inside
the skyrmion region while after a very abrupt transition at the boundary RS, it acquires
the opposite value outside the skyrmion region. However, this abrupt change does not
represent a very rigorous physical picture of the skyrmion structure and can lead to very
different results. To illustrate this, we consider both the step function model for mz as well
as the more realistic one, derived in section II, for the calculation of the bound states. We
start with the step function model for a vortex magnetization since in this case, analytical
solutions for the wavefunctions can be obtained. For non-constant mz which is the case
when the numerical model (eq. (7)) is considered, no analytical solutions are possible and
we have to numerically solve the problem. This is the case also when a hedgehog skyrmion
is considered since for that type of skyrmion, all components of magnetization have to be
present and certainly mz cannot be described by a step function.
A. Step function approximation
The interaction term in this case, can be considered as an additional mass term to the
Dirac-like hamiltonian (1) equal to ±σz . The sign of this mass term is determined by the
value of the angle inside and outside the skyrmion region. In this case, eq. (1) reduces to
the Hamiltonian
Hˆ = νF
(
p× σ
)
· zˆ−∆Smz(r)σz (10)
where for NSk = 1,
mz(r) =


−1 r < RS
1 r ≥ RS
and for NSk = −1,
mz(r) =


1 r < RS
−1 r ≥ RS
Due to azimuthal symmetry, the wavefunctions which are now two-component spinors
can be described by a wavefunction of the following form:12,18
Ψ1,2 = e
imφ

 A1,2(r)
eiφB1,2(r)

 (11)
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where the subscript 1 (2) denotes the region inside (outside) the skyrmion. The normaliza-
tion factors have been omitted for the moment.
To search for bound states, we let Hˆ given by eq. (10) act on Ψ1,2. Defining the operator
p± = e
±iφ
[ ∂
∂r
±
i
r
∂
∂φ
]
this action yields the system of equations
[
−∆Smz(r) −νF~p−
νF~p+ ∆Smz
(
r
)


]
Ψ1,2 = EΨ1,2 (12)
Independent of the choice for NSk, the components A1,2(ρ) of the wavefunction are given
by
A1(ρ) = Im(kρ) (13)
and
A2(ρ) = Km(kρ) (14)
where Im (Km), are modified Bessel functions of the first (second) kind, k =
√
1− ζ2,
ρ = ∆S
νF ~
r and ζ = E
∆S
. For bound states, |ζ | < 1 and thus, k ∈ R. Note that as of hereon,
we use another scaled radial variable, i.e. scaled by ∆S
vF ~
instead of DDM
JS
.
However, the solution for the components B1,2(ρ) does depend on the value of NSk. Inside
the skyrmion region B1(ρ) is given by
B1(ρ) =
1
ζ −m1,z
(dA1
dρ
−
m
ρ
A1
)
(15)
while for the region outside, B2(ρ) is given by
B2(ρ) =
1
ζ −m2,z
(dA2
dρ
−
m
ρ
A2
)
(16)
The dependence on NSk enters through the dependence of mz on NSk for both regions.
The equation that yields the allowed bound state energies, is obtained by the continuity
conditions of the spinor components at the skyrmion boundary RS. There, Ψ1(ρS) = Ψ2(ρS),
resulting in
Ψ1(ρS) = Ψ2(ρS)⇔
∣∣∣∣∣∣
A1(ρS) −A2(ρS)
B1(ρS) −B2(ρS)
∣∣∣∣∣∣ = 0 (17)
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B. Numerical model for realistic skyrmion texture
In a more realistic case, Θ(ρ) has the behavior of the fitted profiles (solid lines in Fig. 3)
obtained from applying the variational principle to the micromagnetic energy functional. In
this case, all of the components of m(r), are non zero inside the skyrmion region. For the
region r ≥ RS however, mx = my = 0. As a result, Ψ2(ρ, φ) is given by eqs. (14) and (16).
For region 1, we let Hˆ of eq. (1) act on Ψ1. Denoting the chirality of the skyrmion by α,
and expressing the hamiltonian in terms of the in-plane and out-of-plane components of the
magnetization, this operation yields a system of two differential equations:
A′1 −
m
ρ
A1 − αM‖A = (ζ −m1,z)B1
B′1 +
m+ 1
ρ
B + αM‖B = −(ζ +m1,z)A1
(18)
where M‖ = sin
(
Θ(r)
)
and α denotes the chirality of the skyrmion. In that sense, it is
equivalent to the phase γ described in Sec.II. For a hedgehog skyrmion and α = 1, the
in-plane components of the skyrmion magnetization point outwards, while for α = −1
they point inwards. For a vortex skyrmion, the two different values of α denote clockwise
or anti-clockwise rotation of the in-plane components. Furthermore, one can also use the
parameter α in order to describe a weighted interacton between in-plane and out-of-plane
components19. In this work however, the interaction of the components is equal both for
the in-plane and out-of-plane. If we let α → 0 or
∣∣M‖∣∣ → 0, then the system of equations
(18) describes the interaction of a vortex-like skyrmion on top of a 3D TI. In both cases,
the skyrmion structure is only adequately described by the more realistic angle Θ(ρ) which
was numerically derived in Sec.II. The bound states are obtained by numerically solving the
coupled equations (18) together with the boundary condition given by eq. (17).
IV. RESULTS AND DISCUSSION
A. Bound States
1. Vortex skyrmion
For a vortex skyrmion structure, it suffices to use only the mz component. A crude
approximation would be to use a hard-wall approximation12 as in section IIIA. For a more
12
realistic case, it would be better to use a more realistic profile for mz as derived in Sec.
II. In both cases, we can solve for the bound state energy ratios ζ = E
∆S
. In Fig. 4, the
bound state energies calculated for both of the above models are shown. The step function
approximation is shown by the dotted lines whereas the numerically calculated profile is
shown by the solid blue lines. For the step function profile, the cyan-colored dotted lines
(ζ < 0) correspond to NSk = +1 whereas the pink-colored lines (ζ > 0) correspond to
NSk = −1. The magnetic quantum number m is denoted next to each curve. The results
for the step-function model are in agreement with recent work12, where a similar study of a
vortex skyrmion has been carried out. For the numerical model, the blue lines correspond
to m = 0 and NSk = ±1.
From Fig. 4, it is evident that increasing the size of the skyrmion causes the bound state
energy levels to drop in absolute value with respect to ∆S. For the step function model,
this can be understood from the point of view of a finite square well problem for a Dirac
electron20. The skyrmion effectively induces a square well potential of width 2RS and depth
∆S. It is shown
20 for the Dirac equation that an increased well depth results into more
bound states with the lower-lying energy states being pushed even lower. If we consider
the numerical model for mz, then we no longer have a perfect squared-shape potential well.
We can still observe some bound states, but these start appearing only for larger skyrmion
sizes. This is due to the fact that the skyrmion-induced potential in this case is different
than that for a step function chiral angle (eq.(19)). Consequently, the minimum skyrmion
size required for the appearance of bound states is strongly dependent on the used model
for the skyrmion profile.
Furthermore, for the step-function model, the results of this work show that skyrmion
and anti-skyrmion textures give symmetrical solutions for the bound state energies around
|ζ | = 0. More specifically, in the case of m ≥ 0, for NSk = 1, ζ < 0 and for NSk = −1,
ζ > 0. The sign change of NSk is mathematically equivalent to a sign change of mz(r)σz.
As a result, the behavior of magnetization is exchanged in each region when there is a
change in NSk. However, the overall behavior of the spinor components of both Ψ1 and Ψ2
is not altered since the boundary conditions in each region remain the same. Therefore, it is
expected that we get different, and in this case opposite, bound state energies for different
NSk. In contrast to the step-function case, when we use a numerical model for mz, then
bound states with both ζ > 0 and ζ < 0 appear for each value of NSk. As a result, the
13
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FIG. 4: Bound state energy ratios ζ as a function of the vortex skyrmion size for step
function model (dotted lined) and numerically calculated mz (solid lines)
amount of bound states is doubled.
Finally, the case of m < 0 is considered. The interaction of these electrons can be derived
from equation (1) by the inversion σ → −σ. As a result, Hˆ → −Hˆ , and the resulting ζ have
the opposite sign compared to the case with m > 0. Hence, for NSk = 1 (−1) and m < 0,
the allowed bound state energy levels are given by the curve for NSk = −1 (1) and m > 0 of
Fig. 4. For the more realistic case of mz however, the results should remain the same, since
the bound states come in pairs.
2. Hedgehog skyrmion
For a hedgehog skyrmion, equations (14), (16), (18) and (17) are solved numerically to
yield the allowed energy ratios ζ . These results are shown in Fig.5. This plot shows clearly
that the in-plane components affect the bound states in several ways.
First of all, the chirality of the hedgehog skyrmion can cause the bound states to disap-
pear. For α = 1, the in-plane components are pointing outwards and no bound states exist.
On the contrary, for α = −1, the in-plane components point inwards and bound states can
occur. This difference is explained by the fact that sgn(B) = sgn(α). Changing the sign of
α, effectively changes the sign of m‖. Thus, from the discussion in Sec.II, B also changes
sign. Consequently, the non-zero emergent magnetic field in the hedgehog skyrmion case,
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alters the perfectly square effective potential well of the vortex skyrmion in such a way that
for B > 0, the bound states occurring in the square potential well case disappear. More
specifically, from the system of equations (18), making the substitution A → Uρ−
1
2 , yields
the Schro¨dinger-like equation
U ′′ +
(1
4
1
ρ2
−
m2
ρ2
− α
dM‖
dρ
− α
2m+ 1
ρ
M‖ −m
2
z
)
U + ζ2U = 0 (19)
Thus, the effective potential that an electron on the surface of the TI senses, due to the
skyrmion presence is given by the second term of eq. (19) and as a result, the value of
the in-plane magnetization as well as its rate of change along the radial direction and the
magnetic quantum number |m| affect the bound state energy. Close to the skyrmion center,
the potential strongly depends on m and has a 1/ρ2 behavior. As we move further along
the radial direction the in-plane magnetization components dominate.
The second effect of the in-plane components is the shift of the minimum skyrmion size
required in order for bound states to exist. Comparing the lower limit of skyrmion size for
the step-function model of a vortex and a hedgehog skyrmion in Fig.5, it is evident that
for m = 0, the minimum size for a hedgehog skyrmion is approximately three times larger.
Contrary to the step function model, our numerical model formz for a vortex skyrmion gives
a minimum skyrmion size that is larger than that of a hedgehog skyrmion. Furthermore, the
range of the bound state energies for a hedgehog texture is supressed compared to those of
a vortex skyrmion. The shift in the minimum skyrmion size as well as the suppressed bound
state energy range, depend on the criterion for the point RS, which is used as a cut-off in
the numerical calculations. For the results presented in this work, RS has been defined such
that Θ(RS) = 10
−2.
Another characteristic of the bound states induced by a hedgehog skyrmion texture, is
the fact that after a critical size R∗S, further increase of the size does not constitute decrease
of |ζ |, as in the case of vortex skyrmion. This can be explained by considering the angle
profiles shown in Fig. 3. The angle Θ(ρ) behaves linearly until it attains the value pi
2
, that
is the point where the skyrmion magnetization is completely in plane. From that point
on, the skyrmion magnetization changes less abruptly until it reaches the boundary RS.
Consequently, for a big enough skyrmion, there is a significant contribution from the in-
plane magnetization components. This results in a more significant effect on the effective
skyrmion potential (eq. (19)) as already explained. The critical value R∗S is different for
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each m since V Seff depends on m
2. For m = 0, it can be seen from Fig. 5 that the critical
size is R∗S ≈ 5. For higher m this value is larger and is not captured by the size range
presented in Fig. 5. It should also be noted that the skyrmion size units in Figs. 3 and
5 are different. Moreover, for large skyrmion sizes, the components of the wavefunction Ψ2
become very small since they are described by modified Bessel functions of the second kind.
This has implications in the bound state energies as can be seen from eq. (17). Contrary
to this numerical model, in the step function model case, this decrease in the value of the
wavefunctions for region 2 is balanced by the increase of the wavefunctions in region 1, which
are given by modified Bessel functions of the first kind. However, with our numerical model,
the wavefunction inside the skyrmion region does not behave in the same way. Consequently,
due to the different description of the magnetization texture, the form of the wavefunctions
inside region 1 is altered and this affects both the appearance and the levels of the bound
states.
Moreover, the absence of discontinuity at RS that is imposed by the numerical model
which has been used, has lifted the distinction between the NSk = ±1 skyrmions. In the
hedgehog case and in our numerical model for vortex skyrmion, both ζ > 0 and ζ < 0 are
valid solutions for each NSk. Finally, for m < 0 the situation is similar to the numerically
modeled vortex skyrmion described in Sec. IVA1.
B. Electronic Density
Apart from the energy levels of these bound states, it is also useful to investigate their
electronic densities. The probability density depends on the wavefunctions in each region
and from equations (13)-(18) by extension, on the skyrmion type, NSk, skyrmion size, bound
state energy level ζ and magnetic quantum number m. From the probability densities of
the TI surface electrons, we can have a good estimate of the local density of states in the
skyrmion region.
In Fig. 6 the probability densities for three vortex skyrmions of different sizes and for
m = 0 are shown. A step-function model of mz has been used for these plots. The electrons
in the bound states are localized near the skyrmion radius, RS. Increasing RS, lowers
the probability density peak and as result the probability distribution is also broadened.
Furthermore, for a vortex anti-skyrmion the same results are obtained, since in this case the
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FIG. 5: Bound state energy ratios ζ as a function of the skyrmion size. For a hedgehog
skyrmion with α = −1, both bound state solutions ζ > 0 and ζ < 0 occur for each NSk
(full lines). The bound state solutions for a step function model of a vortex skyrmion for
m = 0 is also shown for comparison (dashed lines). The text color corresponds to the color
of the curves.
analytical expressions for the wavefunctions in each region are the same as in the case of a
vortex skyrmion.
However, as is shown in Fig.7, the electron density is quite different when a smooth
mz(r) is considered. Moreover, the electron densities depend on the energy value of the
bound state. We have shown in Figs. 4 and 5 that with a smooth skyrmion profile, the
bound state solutions come in pairs. Depending on the sign of the bound state energy, the
electron density is different. This is illustrated in Fig. 7. Moreover from our simulations,
when switching to an anti-skyrmion of the same size and ζ , the probability density plots for
ζ > 0 and ζ < 0 are interchanged. For example, for a vortex anti-skyrmion of size RS = 6,
the probability density for ζ < 0 is the same as the one for a skyrmion of the same size but
considering the energy level with ζ > 0.
For a hedgehog skyrmion, similar results can be obtained as in the case of a numerically
modeled mz(r). In Fig. 8, the electron probability density is plotted for a skyrmion and anti-
skyrmion of size RS = 6 for ζ < 0 and magnetic quantum number m = 0. The qualitative
features of the density plots for ζ > 0 and ζ < 0 are similar to those of the vortex case in
Figs. 7a and 7b. However, there is an additional peak in the skyrmion case for ζ < 0 and
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FIG. 6: Probability density for a step function model of a vortex skyrmion or
anti-skyrmion with size RS = 2 (blue line), RS = 4 (brown line) and RS = 6 (green line).
the peak values of the electron density are higher. This differences are ought to the fact
that for the same skyrmion size, the bound state energy levels are different for a vortex and
for a hedgehog skyrmion. Furthermore, the wavefunction is different in each case, due to
the fact that the in-plane magnetization components come into play in the hedgehog case.
Switching to an anti-skyrmion has the same result as in the case of numerically modeled
mz(r).
Putting together the results for vortex and hedgehog skyrmions when modeled with a
realistic angle profile, we deduce that the electron probability density shows similar qualita-
tive behavior for both skyrmion types (vortex or hedgehog) but distinctive features depend
on skyrmion number NSk = ±1, skyrmion size RS and the energy level of the bound state
determined by ζ . The qualitative similarity stems from the fact that the same model has
been used in both cases, while the different features show the contribution of the in-plane
magnetization components. More specifically, for a given skyrmion texture, the sign of the
bound state will give different position and value for the probability density peak. Moreover,
switching to an anti-skyrmion of the same size corresponds to interchanging the sign of ζ
for a skyrmion of the same size. Finally, for each skyrmion type separately, increasing |ζ |
gives larger peaks in the probabilty density.
Qualitatively speaking, the above results are similar to those of a DW texture on top
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FIG. 7: Probability density for electrons in skyrmion-induced bound states for vortex
skyrmion with sizes RS = 6 (figures 7a and 7b) and RS = 8 (figures 7c and 7d). In figures
7a and 7c the probability density is plotted for energy levels with ζ < 0 and in figures 7b
and 7d the probability density is plotted for energy levels with ζ > 0. The magnetic
quantum number is m = 0 for all cases. With increasing RS, the peak of the probability
density decreases.
of the TI, instead of a skyrmion texture. In a recent work19, the authors have studied the
interaction of Ne´el and Bloch DWs with the surface state of 3D TI and have shown that
the electron density of the bound states depends on the type of DW considered as well as
the interaction of the in-plane components of the magnetization texture. The results of the
present work can be correlated to those of a DW if we consider the skyrmion as a loop of
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FIG. 8: Probability densities for a hedgehog skyrmion (left) and a hedgehog anti-skyrmion
(right) of size RS = 6 and for energy levels with ζ < 0 and m = 0. Qualitatively, they are
similar to the results of Fig.7 and the quantitavie differences stem from the interaction of
the in-plane magnetization components.
the DW. In fact, the same mathematical description given by eq.(2), that we have used for a
skyrmion texture can be used to describe a Ne´el or Bloch DW. The only thing that changes
is that the angle Φ is no longer a function of φ but it has a constant value: Φ = γ. As in
the case of DW on TIs where chiral edge modes appear along the edge of the DW, bound
states can also occur for skyrmion textures, only now electrons are confined throughout the
skyrmion region as shown in Figs.7 and 8. Viewing the skyrmion as a DW loop, it would
mean that circular (periodic) boundary conditions have to be applied to the wavefunctions
of the chiral edge modes. For the skyrmion case, these have been taken into account by
imposing a wavefunction of the form given by eq.(11).
V. SUMMARY AND OUTLOOK
In this work, we have studied the interaction between a variety of skyrmion magneti-
zation textures and the surface state of a 3D TI. For this purpose, using a semi-classical
approach we derived a numerical model of the chiral angle Θ of the skyrmion based on the
variational principle, so that a more realistic behavior of the skyrmion profile could be ob-
tained. Especially in the case of the hedgehog skyrmion on the surface of a TI, the in-plane
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components cannot be gauged out and thus, a step-function approximation for mz can no
longer be used even as a crude approximation. The skyrmion magnetization was described
by a fitting function for our numerical results and working in the macrospin approximation
the interaction that was induced to the electrons of the TI was modeled by adding the ex-
tra term ∆Sm · σ to the low-energy effective TI surface hamiltonian. We show that this
interaction induces an effective potential given by eq. (19) and thus modifies the TI surface
state wavefunction. More specifically, this effective potential depends on the skyrmion type
and on the way the skyrmion profile is modeled. We have shown that approximating the
skyrmion profile by a step function is a very poor approximation since it does not satisfy
the criteria discussed in Sec. II. Moreover, the numerically modeled skyrmion profile gives
different results for the bound state solutions.
A summary of the resulting bound states regarding the skyrmion type, the magnetic
quantum number m of the TI electrons and NSk, is shown in table I. We have shown
that both skyrmion types can induce bound states. In the case of a hedgehog skyrmion,
the in-plane components lead to a non-zero emergent magnetic field which has an impact
on the effective potential that the TI electrons sense. More specifically, for the hedgehog
type of skyrmion, the chirality needs to be −1, or equivalently, the in-plane components of
the skyrmion magnetization texture have to point inwards for the bound states to occur.
Labeling the bound state energies with a subscript corresponding to the magnetic quantum
number m of the bound electrons and with a superscript corresponding to the topological
invariant NSk, the following symmetry relations are obtained:
ENSkm = −E
NSk
−m
ENSkm = −E
−NSk
m
(20)
From the data presented in Table I and eqs. (20) we reach the conclusion that with a step
function model for a vortex skyrmion, we get different energy levels for each m and NSk.
On the contrary, for a hedgehog skyrmion and for a numerically modeled vortex skyrmion,
for each m and NSk we get ±E
NSk
m . Consequently, the total number of bound states that
we get is doubled. Moreover, the bound state energy levels ζ(RS), depend on the skyrmion
type and on the model which has been used. Therefore, the in-plane components do affect
the bound states and their interaction should be taken into account. Although there is
a degeneracy in the energies of the bound states implied by eqs. (20), the wavefunctions
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Skyrmion-TI interaction
Skyrmion type m NSk Bound States
Vortex (step function model)
0
1 E10
-1 E−10
6= 0
1 E1m , E
1
−m
-1 E−1m , E
−1
−m
Hedgehog & numerical model for vortex
0
1 ±E10
-1 ±E−10
6= 0
1 ±E1m , ±E
1
−m
-1 ±E−1m , ±E
−1
−m
TABLE I: Skyrmion-induced bound states on
the surface of a TI. The results shown are for
vortex and hedgehog skyrmions and
anti-skyrmions. For the hedgehog skyrmion,
α = −1.
are quite different in these cases. This is demonstrated by the probability density plots of
Figs. 6, 7 and 8. This is due to the fact that for each skyrmion type and model used, the
skyrmion induced potential is different and thus the resulting wavefunction for the bound
state varies. This is the main conclusion of the current work. As a result, properties such
as bound state energies and probability densities will also be affected. Having knowledge of
the proper skyrmion profiles, bound state energies and electronic densities is necessary for
understanding and making progress in electrically detecting the skyrmion presence.
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