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HOMOGENEOUS M2 DUALS
JOSE´ FIGUEROA-O’FARRILL ANDMARA UNGUREANU
Abstract. Motivated by the search for new gravity duals to M2 branes with N > 4 su-
persymmetry — equivalently, M-theory backgrounds with Killing superalgebra osp(N|4)
forN > 4—we classify homogeneous M-theory backgrounds with symmetry Lie algebra
so(n)⊕so(3, 2) for n = 5, 6, 7. We find that there are no new backgrounds with n = 6, 7 but
we do find a number of new (to us) backgrounds with n = 5. All backgrounds are metri-
cally products of the form AdS4×P7 , with P riemannian and homogeneous under the ac-
tion of SO(5), or S4×Q7 withQ lorentzian and homogeneous under the action of SO(3, 2).
At least one of the new backgrounds is supersymmetric (albeit with only N = 2) and we
show that it can be constructed from a supersymmetric Freund–Rubin background via a
Wick rotation. Two of the new backgrounds have only been approximated numerically.
(The second version of this paper includes an appendix by Alexander S. Haupt, closing a
gap in our original analysis.)
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1. Introduction
The gauge/gravity correspondence for M2 branes [1] suggests that with every three-
dimensional superconformal field theory, there should be associated a supersymmet-
ric background of eleven-dimensional supergravity, whose Killing (or more generally,
symmetry) superalgebra is isomorphic to the superconformal algebra of the field the-
ory. It follows from Nahm’s classification [2] that the three-dimensional conformal su-
peralgebra is isomorphic to osp(N|4) for some N 6 8. The even subalgebra of osp(N|4) is
so(N)⊕ sp(4;R), where sp(4;R) ∼= so(3, 2) is the conformal algebra of three-dimensional
Minkowski spacetime. This Lie algebra is also isomorphic to the isometry algebra of
AdS4 of which (the conformal compactification of) Minkowski spacetime is the confor-
mal boundary.
The original observation in [1] makes use of the fact that the near-horizon geometry
of the elementaryM2-brane solution of eleven-dimensional supergravity [3] is isometric
to AdS4×S7 [4]. This is a maximally supersymmetric background of eleven-dimensional
supergravity [5], its Killing superalgebra is isomorphic to osp(8|4) and hence the dual su-
perconformal field theory has N = 8 supersymmetry. One can replace S7 by other man-
ifolds admitting real Killing spinors and in this way obtain backgrounds with Killing
superalgebra osp(N|4) for lower values of N [6, 7]. Recently the classification of smooth
Freund–Rubin backgrounds of the form AdS4×X7 with N > 4 has been achieved [8]:
they are necessarily such that X = S7/Γ , where Γ < Spin(8) is a discrete group acting
freely on S7 and described as the image of a twisted embeddings of an ADE subgroup
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of quaternions. A classification of singular quotients with N > 4 has also recently been
obtained [9], this time in terms of fibered products of ADE subgroups.
The question remains whether there are any eleven-dimensional supergravity back-
grounds with Killing superalgebra isomorphic to osp(N|4) but which are not Freund–
Rubin backgrounds of the form AdS4×X7. Classifying such backgrounds would com-
plete the determination of possible dual geometries to three-dimensional superconfor-
mal field theories. The purpose of this paper is to investigate their existence.
It has recently been shown [10] that backgrounds preserving more than half of the
supersymmetry — i.e., N > 4 in the present context — are (locally) homogeneous and
moreover that it is the group whose Lie algebra is generated by the Killing spinors of the
background which already acts transitively. This allows us to restrict ourselves to back-
grounds which are homogeneous under a prescribed group. Homogeneous lorentzian
manifolds can be described locally by a pair (g, h), where h is a Lie subalgebra of g pre-
serving a lorentzian inner product on the representation g/h induced by the restriction
to h of the adjoint representation of g. In addition, the group corresponding to h must
be a closed subgroup of the group corresponding to g. In this paper we are interested
in the particular case where g = so(n) ⊕ so(3, 2) and h has dimension (n2) − 1 for n > 4.
Given the huge number of such subalgebras, this task seems at first to be impractical or
at the very least, very tiresome. Luckily, the fact that g is semisimple, allows us to ex-
ploit a wonderful theorem by Nadine Kowalsky [11], generalised by Deffaf, Melnick and
Zeghib [12], which characterises those homogeneous lorentzian manifolds of semisim-
ple Lie groups. Such lorentzian manifolds come in two flavours: either the action is
proper, in which case h is the Lie algebra of a compact group, or else the manifold is lo-
cally isometric to the product of (anti) de Sitter space with a riemannian homogeneous
manifold. In either case, we can essentially restrict to compact subalgebras h, which are
much better known, not to mention much fewer in number.
We therefore set ourselves two tasks in this paper. The first is the classification (up
to local isometry) of homogeneous backgrounds with an effective and locally transitive
action of g = so(n)⊕ so(3, 2) for n > 4, where the geometry is not of the form AdS×X. To
this endwewill first determine the compact Lie subalgebras of g (of the right dimension),
up to the action of automorphisms. Lie subalgebras can be found by iterating the simpler
problem of finding maximal compact subalgebras. Since g is a product, this requires the
Lie algebra version of Goursat’s Lemma characterising the subgroups of a direct product
of groups, which curiously plays such a crucial roˆle in the results of [8, 9]. The second
task is the classification (again up to local isometry) of homogeneous (anti) de Sitter
backgrounds with a locally transitive action of so(n) ⊕ so(3, 2) for n > 4, but which are
not of Freund–Rubin type; that is, where the flux is not just equal to the volume form of
a four-dimensional factor in the geometry.
The paper is organised as follows. In Section 2 we review the geometry of homoge-
neous lorentzianmanifolds. In Section 2.1we settle the notation anddiscuss the basics of
homogeneous geometry, specialising at the end on the lorentzian case and review briefly
the results of Kowalsky and of Deffaf, Melnick and Zeghib. In Section 2.2 we record
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the necessary formulae to perform geometric computations on homogeneous lorentzian
manifolds. In Section 3 we prove a Goursat-type lemma for Lie algebras, characterising
the Lie subalgebras of a direct product of two Lie algebras in terms of fibered products
of Lie subalgebras of each of them. In Section 4 we record the Lie subalgebras of so(n)
for low values of n. This is well-known material (covered, for example, in [13]) but our
purpose here is to have concrete formulae for the generators of the subalgebras in terms
of the standard basis of so(n). In Section 5 we write down the field equations for d = 11
supergravity in a homogeneous Ansatz, which become a system of algebraic equations
in the parameters for the metric and the 4-form. This allows us to describe our method-
ology in some detail in Section 5.3. Section 6 contains our solution of the first of the
above two tasks: the determination of homogeneous backgrounds of SO(n) × SO(3, 2)
for n > 4, which are not of anti-de Sitter type. We will show that there are no (new)
n > 5 backgrounds, but we will exhibit a number of new (at least to us) backgrounds
for n = 5, at least one of which is supersymmetric, albeit with only N = 2. We will
explore its geometry in more detail in Section 8.2.1, where we show that it is a Freund–
Rubin background with underlying geometry S4 × P7, where P is seven-dimensional,
lorentzian Sasaki–Einstein. We also show that the background can be obtained by a
“Wick rotation” from a known homogeneous AdS4 Freund–Rubin background. In Sec-
tion 7 we tackle the second of the two tasks above, namely: the determination of AdS4
backgrounds which are not of Freund–Rubin type. In Section 7.1 we show that there
are no de Sitter backgrounds, and we exhibit a number of new (to us) backgrounds for
n = 5 in addition to recovering some well-known backgrounds with n = 7 (Englert),
n = 6 (Pope–Warner) and n = 5 (Castellani–Romans–Warner). In the first version of this
paper we were unable to fully analyse one case. In this version we include an appendix
written by Alexander S. Haupt which closes that gap, albeit without finding any new
backgrounds. Finally, in Section 8 we discuss the geometry of some of the n = 5 back-
grounds found above: some of the backgrounds can only be approximated numerically,
and we will have little else to say about them beyond their existence. In particular, using
the method described in Appendix A, we determine the actual isometry group of the
backgrounds, which in some cases is slightly larger than SO(n) × SO(3, 2). The paper
ends with two appendices: an appendix on the determination of the full isometry al-
gebra of a homogeneous riemannian manifold and the appendix by Haupt mentioned
above.
2. Homogeneous lorentzian manifolds
In this section we review the basic notions concerning homogeneous spaces and the
useful formulae for reducing their differential geometry to Lie algebraic data.
2.1. Basic notions about homogeneous spaces. A lorentzian manifold (M,g) is homo-
geneous if it admits a transitive action of some Lie group by isometries. In other words,
(M,g) is homogeneous if there is a Lie group G acting on M smoothly, preserving the
metric and such that any two points ofM are related by some element of G.
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Let us unpack this definition. First of all, we have an action ofG onM. This is a smooth
map α : G×M→M, whichwewill denote simply by (x,p) 7→ x ·p, such that for all xi ∈ G
and p ∈ M, x1 · (x2 · p) = (x1x2) · p and e · p = p, where e denotes the identity element
of G. The action is transitive if for some (and hence all) p ∈ M, the map αp : G → M,
defined by αp(x) = x·p is surjective. The group acts by isometries if the diffeomorphisms
αx : M→M, defined by αx(p) = x · p, preserve the metric; that is, α∗xg = g for all x ∈ G.
In a homogeneous space, every point is equivalent to any other point. Let us choose
a point o ∈ M and let us think of it as the origin of M. Let Ho denote the subgroup of
G which fixes the point o. Since Ho = α−1o ({o}) is the inverse image of a point under a
continuous map, it is a closed subgroup of G. We call Ho the stabiliser (subgroup) of
o. ThenM is diffeomorphic to the space G/Ho of right Ho-cosets in G. The point o ∈M
corresponds to the identity coset, whereas the point x · o corresponds to the coset xHo,
since any one of the group elements in the coset xHo takes o to x ·o. The differential (αx)∗
defines a family of linear maps ToM → Tx·oM. If x ∈ Ho, then the differential at o is an
invertible linear transformation of ToM. This is called the isotropy representation of Ho
on ToM.
The metric g defines a lorentzian inner product go on each tangent space ToM. The
condition α∗xg = g becomes that for all o ∈ M, α∗xgx·o = go. In particular, if x ∈ Ho,
α∗xgo = go, whence the isotropy representation of Ho is orthogonal with respect to go.
Let g denote the Lie algebra of G, whose underlying vector space we take to be the tan-
gent space TeG at the identity in G. Let ho denote the Lie subalgebra of G corresponding
to the stabiliser subgroup Ho of o. The differential at e ∈ G of the map αo : G → M is a
linear map g → ToM which is surjective because the action is transitive and has kernel
precisely ho. In other words, we have an exact sequence
0 −−−→ ho −−−→ g (αo)∗−−−→ ToM −−−→ 0 , (1)
not just of vector spaces, but in fact of ho-modules. Indeed, ho acts on g by restricting
the adjoint representation of g to ho, and ho is a submodule precisely because ho is a Lie
subalgebra. Then ToM is isomorphic as an ho-module to g/ho. This representation is
none other than the linearisation of the isotropy representation of Ho on ToM. Let us
prove this.
Let h(t) be a regular curve in Ho such that h(0) = e. Then αh(t) : ToM→ ToM and the
action of h ′(0) ∈ ho on ToM is obtained by differentiating at t = 0. Indeed, let v ∈ ToM
and choose any regular curve γ(s) onMwith γ(0) = o and γ ′(0) = v. Then
h ′(0) · v = d
dt
∣∣∣∣
t=0
(αh(t))∗v
=
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
αh(t)(γ(s))
=
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
h(t) · γ(s) .
(2)
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Now let g(s) be a regular curve in Gwith g(s) · o = γ(s) and g(0) = e. Then
h ′(0) · v = d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
h(t) · (g(s) · o)
=
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
(h(t)g(s)) · o
=
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
(h(t)g(s)h(t)−1)) · o
=
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
αo(h(t)g(s)h(t)
−1))
=
d
dt
∣∣∣∣
t=0
(αo)∗(h(t)g
′(0)h(t)−1))
= (αo)∗([h
′(0),g ′(0)]) ,
(3)
where (αo)∗g ′(0) = v. Choosing a different curve g˜(s) with g˜(s) · o = g(s) · o, then
h˜(s) = g(s)−1g(s) is a curve in Ho with h˜(0) = e. This means g˜(s) = g(s)h˜(s), whence
g˜ ′(0) = g ′(0) + h˜ ′(0), but h˜ ′(0) ∈ ho and hence (αo)∗([h ′(0), h˜ ′(0)]) = 0, so that h ′(0) · v
is unchanged. In other words, in order to compute the action of X ∈ ho on v ∈ ToM, we
choose Y ∈ g with (αo)∗Y = v and then compute (αo)∗([X, Y]), which is independent of
the lift Y of v.
When Ho is connected, the isotropy representation of Ho is determined by the above
representation of ho. In practice we will assume without loss of generality that M is
simply connected and then the exact homotopy sequence of the principal Ho-bundle
G→Mwill imply that Ho is connected.
We can realise the linear isotropy representation explicitly by choosing a complement
m of ho in g, so that g = ho ⊕m, and defining the action of X ∈ ho on Y ∈ m by
X · Y = [X, Y]m , (4)
where, here and in the following, the subscript m indicates the projection onto m along
ho; that is, we simply discard the ho-component of [X, Y]. If m is stable under ad(ho),
so that the projection is superfluous, we say that g = ho ⊕ m is a reductive split, and
the pair (g, ho) is said to be reductive. This is equivalent to the splitting (in the sense
of homological algebra) of the exact sequence (1) in the category of ho-modules. In this
case, one often says that (M,g) is reductive; although this is an abuse of notation in that
reductivity is not an intrinsic property of the homogeneous space, but of its description
as an orbit of G. Not all lorentzian homogeneous manifolds need admit a reductive
description; although it is known to be the case in dimension 6 4 as a consequence of
the classifications [14, 15].
Different points ofM can have different stabilisers, but these are conjugate inG, hence
in particular they are isomorphic. This is why one often abbreviates homogeneous
spaces as G/H, where H denotes one of the Ho subgroups of G. Let g denote the Lie al-
gebra of G and let h denote the Lie subalgebra corresponding to the subgroup H. Then a
lorentzian homogeneous manifold is described locally by a pair (g, h) and an h-invariant
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lorentzian inner product on g/h, with the proviso that h is the Lie algebra of a closed
subgroup of G.
We are interested in classifying (simply-connected) eleven-dimensional homogeneous
lorentzianmanifoldswith a transitive action of the universal covering groupG of SO(n)×
SO(3, 2) for n > 4. The above discussion might suggest the problem of classifying those
Lie subalgebras h of g = so(n) ⊕ so(3, 2) of the right dimension: namely, dim h = (n2) −
1, which are the Lie algebras of a closed subgroup H of G. Even in the relatively low
dimension we are working in, the classification of Lie subalgebras of a semisimple Lie
algebra can be a daunting task (see, e.g., [16] for the low-dimensional (anti) de Sitter
algebras). Luckily, since G is semisimple we may appeal to results of Nadine Kowalsky
[11] and Deffaf, Melnick and Zeghib [12], which reduce the task at hand considerably by
allowing us to focus on Lie algebras h of compact subgroups of G. We will highlight the
main results, which we learnt from the recent paper [17] by Dmitri Alekseevsky.
Let us recall that a continuous map between topological spaces is called proper if the
inverse image of a compact set is compact. If G is a Lie group acting on a manifold M,
we say that the action is proper if the map f : G×M→M×M, defined by f(a, x) = (ax, x),
is proper. Given a proper action of G on M, we notice that f−1(x, x) = {(a, x)|ax = x} =
H× {x}, where H is the stabiliser of x. Since the action is proper and {(x, x)} is a compact
set, so is H. Now suppose that G acts properly and transitively onM, so thatM ∼= G/H
with H compact. Then by averaging over H, we can assume that the linear isotropy
representation ofH onm leaves invariant a positive-definite inner product. In particular,
M = G/H is a reductive homogeneous space. It is proved in [17, Prop. 4] thatM admits a
G-invariant lorentzian metric if and only if the linear isotropy representation of H leaves
a line ℓ ⊂ m invariant. Then letting h denote the positive-definite inner product onm and
α ∈ m∗ such that kerα = ℓ⊥, where ℓ⊥ is the h-perpendicular complement of ℓ in m, the
G-invariant lorentzian metrics onM are obtained from the inner products
h− λα⊗ α , (5)
which are lorentzian for λ≫ 0.
What about if the action ofG onM is notproper? It is a remarkable result [11] ofNadine
Kowalsky’s that if a simple Lie group G acts transitively by isometries on a lorentzian
manifold M in such a way that the action is not proper, then M is locally isometric to
(anti) de Sitter spacetime. Deffaf, Melnick and Zeghib [12] extended this result to the
case of G semisimple, with the conclusion thatM is now locally isometric to the product
of (anti) de Sitter spacetimewith a riemannian homogeneous space. Notice that in either
case, we can always describeM as a reductive homogeneous space.
These results will allow us to consider either AdSd×M11−d backgrounds (one can
show that there are no de Sitter backgrounds) or else restrict ourselves to the case of com-
pact H. Supersymmetric Freund–Rubin backgrounds with N > 4 of the form AdS×M
have been classified — see [8] for the smooth case and [9] for orbifolds — but we still
need to investigate more general anti de Sitter backgrounds with flux along the internal
manifold M. This problem was studied in the early Kaluza–Klein supergravity liter-
ature, albeit not exhaustively (see, e.g., [18] and references therein, for the progress on
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this problem circa 1985). Wewill re-examine such backgrounds, recover the known ones
and exhibit ones which to our knowledge are new. Concerning the latter class of back-
grounds, those with compact H, we must in principle distinguish between two cases:
when SO(3, 2) acts effectively and when it acts trivially; although the latter case is of
dubious relevance to the AdS/CFT correspondence and will be ignored in this paper.
In the former case we must look for compact Lie subalgebras h of so(n) ⊕ so(3) ⊕ so(2),
which is the maximally compact subalgebra of g, whereas in the latter case wemust look
for Lie subalgebras k of so(n), with then h = k ⊕ so(3, 2). We will classify all such Lie
subalgebras admitting an h-invariant lorentzian inner product on m. Since g is a direct
product, this will require us to learn how to determine the Lie subalgebras of a direct
product of Lie algebras. This will be explained in Section 3, but not before collecting
some useful formulae to do calculations in lorentzian homogeneous spaces.
2.2. Computations in homogeneous spaces. The purpose of this section, which over-
laps with [19, §2.3] somewhat, is to record some useful formulae for doing calculations
in reductive homogeneous spaces in terms of Lie algebraic data. For more details one
can consult, for example, the book [20].
LetM = G/H be a reductive homogeneous space withH a closed connected subgroup
of G and let g = h ⊕ m be a reductive split. The isotropy representation of h on m is the
restriction of the adjoint action: X · Y = [X, Y], for X ∈ h and Y ∈ m. Let 〈−,−〉 denote an
inner product on m which is invariant under the isotropy representation; that is, for all
X, Y ∈ m and Z ∈ h,
〈[Z,X], Y〉+ 〈X, [Z, Y]〉 . (6)
This defines a G-invariant metric onM.
More generally, there is a one-to-one correspondence between h-invariant tensors onm
and G-invariant tensor fields onM. If F is a G-invariant tensor field onM, its evaluation
at o together with the identification of ToMwith m defines a tensor Fo on m. Since F is G-
invariant, its Lie derivative at o along any Killing vector vanishes. Now let X be a Killing
vector coming from h. Since its value at o vanishes, the Lie derivative alongX is the action
of the corresponding element of h under the linear isotropy representation. Therefore
Fo is h-invariant. Conversely, let Fo be an h-invariant tensor on m. We define a tensor
field F on M by the condition F(x) = a · Fo, where a ∈ G is such that a · o = x, which
exists since G acts transitively. This is actually well defined because F0 is H-invariant.
Indeed, let b ∈ G be such that b · o = x. Then b−1a · o = o, whence b−1a ∈ H. Therefore
b · Fo = b · b−1a · Fo = a · Fo. The tensor field F so defined is clearly G-invariant, since for
all a ∈ G and x ∈M, F(a · x) = a · F(x), since both sides equal ab · Fo, where b ∈ G is any
element such that b · o = x.
Let X, Y,Z be Killing vectors on M = G/H. The Koszul formula for the Levi-Civita
connection reads
2g(∇XY,Z) = g([X, Y],Z) + g([X,Z], Y) + g(X, [Y,Z]) . (7)
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At the identity coset o ∈M and assuming that X, Y,Z are Killing vectors in m, the chosen
complement of h in g, then
∇XY
∣∣
o
= − 12 [X, Y]m +U(X, Y) , (8)
where U : m×m→ m is a symmetric tensor given by1
2 〈U(X, Y),Z〉 = 〈[Z,X]m, Y〉+ 〈[Z, Y]m,X〉 , (9)
for all Z ∈ m and where the subscript denotes the projection of [Z,X] ∈ g to m. It should
be remarked that (8) is only valid at o ∈ M, since ∇XY is not generally a Killing vector.
Of course, since ∇ is G-invariant, then one can determine ∇XY
∣∣
p
at any other point by
acting with any isometry relating o and p.
For a reductive homogeneous space, theU-tensor is invariant under the linear isotropy
representation. The vanishing of the U-tensor characterises the class of homogeneous
spaces known as naturally reductive. In those spaces, the geodesics of the invariant
connection and the Levi-Civita connection agree.
TheRiemann curvature tensor isG-invariant and it can be computed at o. One obtains,
for X, Y,Z,W vectors in m, the curvature tensor at o is given by
R(X, Y,Z,W) = 〈U(X,W),U(Y,Z)〉− 〈U(X,Z),U(Y,W)〉
+ 112 〈[X, [Y,Z]]m,W〉 − 112 〈[X, [Y,W]]m,Z〉
− 16 〈[X, [Z,W]]m, Y〉− 112 〈[Y, [X,Z]]m,W〉
+ 112 〈[Y, [X,W]]m,Z〉+ 16 〈[Y, [Z,W]]m,X〉
− 16 〈[Z, [X, Y]]m,W〉− 112 〈[Z, [X,W]]m, Y〉
+ 112 〈[Z, [Y,W]]m,X〉+ 16 〈[W, [X, Y]]m,Z〉
+ 112 〈[W, [X,Z]]m, Y〉− 112 〈[W, [Y,Z]]m,X〉
− 12 〈[X, Y]m, [Z,W]m〉− 14 〈[X,Z]m, [Y,W]m〉+ 14 〈[X,W]m, [Y,Z]m〉 , (10)
which can be obtained bypolarisation from the simpler expression forK(X, Y) := 〈R(X, Y)X, Y〉,
which is also easier to derive. Indeed, and for completeness, one has
6R(X, Y,Z,W) = K(X+ Z, Y +W) − K(Y + Z,X+W)
− K(Y +W,X) + K(Y + Z,X) − K(X+ Z, Y) + K(X+W, Y)
− K(Y +W,Z) + K(X +W,Z) − K(X+ Z,W) + K(Y + Z,W)
+ K(X,W) − K(X,W) − K(Y,W) + K(Y,Z) − K(X,Z) , (11)
where
K(X, Y) = − 34 |[X, Y]m|
2 − 12 〈[X, [X, Y]]m, Y〉− 12 〈[Y, [Y,X]]m,X〉+ |U(X, Y)|2 − 〈U(X,X),U(Y, Y)〉
(12)
1The apparent difference in sign between equation (7) and equations (8) and (9) stems from the fact
that Killing vectors onG/H generate left translations on G, whence they are right-invariant. Thus the map
g→ Killing vector fields is an anti-homomorphism.
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and where | − |2 is the (indefinite) norm associated to 〈−,−〉.
Similarly, we can obtain the Ricci tensor by polarisation from
Ric(X,X) = − 12
∑
i
〈
[X,Xi]m, [X,X
i]m
〉
− 12
∑
i
〈
[X, [X,Xi]m]m,X
i
〉
−
∑
i
〈
[X, [X,Xi]h],X
i
〉
−
∑
i
〈
[U(Xi,X
i),X]m,X
〉
+ 14
∑
i,j
〈[Xi,Xj]m,X〉
〈
[Xi,Xj]m,X
〉
, (13)
where Xi is a pseudo-orthonormal basis with
〈
Xi,Xj
〉
= δji. The Ricci scalar is given by
R =
∑
iRic(Xi,X
i).
It is convenient to write down the expression for the Ricci tensor in terms of a local
frame, since this is what is used in computations. So let Yi denote a basis for m with
〈Yi, Yj〉 = gij and let Xa denote a basis for h. The structure constants are [Xa, Yi] = faijYj
(assumed reductive) and [Yi, Yj] = fijkYk+fijaXa. We can raise and lowerm-indices using
g. In this notation, we find that the Ricci tensor is given by:
Rij = −
1
2fi
kℓfjkℓ −
1
2fik
ℓfjℓ
k + 12fik
afaj
k + 12fjk
afai
k − 12fkℓ
ℓfkij −
1
2fkℓ
ℓfkji +
1
4fkℓif
kℓ
j . (14)
Let Ω•(M) denote the de Rham complex on M and Ω•(M)G the subcomplex of G-
invariant differential forms. The value at o ∈M of aG-invariant differential k-formω on
M is an H-invariant element of Λkm∗. Its exterior derivative and its codifferential can be
expressed purely in terms of the Lie algebraic data defining the homogeneous space. If
Xi are Killing vectors in m, then the exterior derivative of ω is given by
dω(X1, . . . ,Xk+1) =
∑
16i<j6k+1
(−1)i+jω([Xi,Xj]m,X1, . . . , X̂i, . . . , X̂j, . . . ,Xk+1) , (15)
where a hat adorning a symbol denotes its omission. Perhaps the simplest proof of this
statement is to localise the complex Ω•(M)G as the subcomplex of left-invariant differ-
ential forms on G which are basic. In other words, we viewM as the base of a principal
H-bundle with total space G. A G-invariant differential form ω on M pulls back to a
left-invariant form on G whose value ωe at the identity is both horizontal: ıXωe = 0 for
all X ∈ h, and invariant under the adjoint action of h. We then use the standard formulae
(see, e.g., [21]) for the differential of a left-invariant form on G, after checking that the
basic forms indeed form a subcomplex.
In computations, a more convenient way to compute the exterior derivative of an in-
variant form is the following. Let (Yi) be a basis for m such that [Yi, Yj]m =
∑
k fij
kYk.
Then let (θi) be the canonically dual basis form∗. Then it follows from equation (15) that
dθk = − 12
∑
i,j
fij
kθi ∧ θj . (16)
We then extendd as aderivation to a general invariant form. Therefore, if F is an invariant
4-form, so that F = 14!Fijklθ
ijkl (with the Einstein summation convention in force), then
dF = − 112fmn
iFijklθ
jklmn , (17)
or explicitly,
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(dF)jklmn = fjk
iFilmn − fjl
iFikmn + fjm
iFikln − fjn
iFiklm + fkl
iFijmn
− fkm
iFijln + fkn
iFijlm + flm
iFijkn − fln
iFijkm + fmn
iFijkl . (18)
To describe the codifferential, let us introduce dual bases (Yi) and (Yi) for m such that〈
Yi, Yj
〉
= δji. Then we have
δω(X1, . . . ,Xk−1) =
dimM∑
i=1
k−1∑
j=1
ω(Yi,X1, . . . ,−
1
2 [Yi,Xj]m −U(Yi,Xj), . . . ,Xk−1)
−
dimM∑
i=1
ω(U(Yi, Yi),X1, . . . ,Xk−1) . (19)
We can write this in terms of a frame Yi for m, which is perhaps more useful in com-
putations. For F an invariant 4-form, we have
(δF)ijk = −(
1
2fmi
n+Umi
n)Fmnjk−(
1
2fmj
n+Umj
n)Fmink−(
1
2fmk
n+Umk
n)Fmijn−Um
mnFnijk .
(20)
3. Lie subalgebras of a direct product
In this section we prove a result characterising Lie subalgebras of the direct product
of two Lie algebras. This result is necessary for the determination of the Lie subalgebras
of so(n)⊕ so(3, 2). It is by no means original, but we know of no good reference.
Let gL and gR be two real Lie algebras and let g = gL⊕gR be their product. Elements of
g are pairs (XL,XR) with XL ∈ gL and XR ∈ gR. The Lie bracket in g of two such elements
(XL,XR) and (YL, YR) is given by the pair ([XL, YL], [XR, YR]).
We are interested in Lie subalgebras h of g. This is analogous to the determination of
subgroups of a product group, which is solved by Goursat’s Lemma [22]. As a result we
will also call this the Goursat Lemma for Lie algebras.
Let πL : g → gL and πR : g → gR denote the projections onto each factor: they are Lie
algebra homomorphisms. Let hL and hR denote, respectively, the image of the subalgebra
h under πL and πR. They are Lie subalgebras of gL and gR, respectively. Let us define
h0L := πL(kerπR∩h) and h0R := πR(kerπL∩h). One checks that they are ideals of hL and hR,
respectively. This means that on hL/h0L and hR/h
0
R we can define Lie algebra structures.
Goursat’s Lemma says that these two Lie algebras are isomorphic. Let us understand
this.
The Lie algebra hL consists of those XL ∈ gL such that there is some XR ∈ gR with
XL + XR ∈ h, and similarly hR consists of those XR ∈ gR such that there is some XL ∈ gL
with XL + XR ∈ h. At the same time, h0L consists of those XL ∈ gL which are also in h,
whereas h0R consists of those XR ∈ gR which are also in h. Let us define a linear map
ϕ : hL → hR/h0R as follows. Let XL ∈ hL. Then this means that there is some XR ∈ hR
such that XL + XR ∈ h. Define ϕ(XL) = XR mod h0R. This map is well defined because
if both XL + XR and XL + X ′R are in h, so is their difference, whence XR − X
′
R ∈ h0R. Now
ϕ is surjective, since for every XR ∈ hR, there is some XL ∈ hL with XL + XR ∈ h, whence
12 FIGUEROA-O’FARRILL AND UNGUREANU
ϕ(XL) = XR mod h0R. Finally, the kernel of ϕ consists of those XL ∈ hL such that there
is some XR ∈ h0R such that XL + XR ∈ h. But XR ∈ h, whence XL ∈ h and hence XL ∈ h0L.
Conversely if XL ∈ h0L, XL ∈ h so that ϕ(XL) = 0 mod h0R, hence kerϕ = h0L. In summary,
ϕ defines an isomorphism hL/h0L
∼= hR/h
0
R.
Notice that the dimension of h obeys
dim h = dim hL + dim h
0
R = dim hR + dim h
0
L , (21)
as a consequence of the Euler–Poincare´ principle applied to the exact sequences
0 −−−→ h0R −−−→ h πL−−−→ hL −−−→ 0 (22)
and
0 −−−→ h0L −−−→ h
πR−−−→ hR −−−→ 0 . (23)
Goursat’s Lemma suggests a systematic approach to the determination of the Lie sub-
algebras of gL ⊕ gR, which is particularly feasible when gL and gR have low dimension.
Namely, we look for Lie subalgebras hL ⊂ gL and hR ⊂ gR which have quotients iso-
morphic to q, say. Let fL : hL → q and fR : hR → q be the corresponding surjections.
Let ϕ ∈ Aut q denote an automorphism of q. Then we may form the Lie subalgebra
hL ⊕(q,ϕ) hR of hL ⊕ hR defined by
hL ⊕(q,ϕ) hR := {(XL,XR) ∈ hL ⊕ hR|fL(XL) = ϕ(fR(XR))} . (24)
Of course, we need only consider automorphisms ϕ which are not induced by auto-
morphisms of hL or hR. We record here the following useful dimension formula which
follows from equation (21):
dim
(
hL ⊕(q,ϕ) hR
)
= dim hL + dim hR − dim q . (25)
A commonly occurring special case iswhenone of hL → q or hR → q is an isomorphism.
For definiteness let us assume that it is hR → qwhich is an isomorphism. Then we get a
Lie algebra homomorphism hL → hR obtained by composing hL → q with the inverse of
hR → q. In fact, we get a family of such homomorphisms labelled by the automorphisms
of q or, equivalently, of hR. The fibered product which Goursat’s Lemma describes is
now the graph in hL ⊕ hR of such a homomorphism hL → hR. The resulting Lie algebra
is abstractly isomorphic to hL.
4. Lie subalgebras of so(n)
We first consider the Lie subalgebras of so(n). We will be interested in n 6 7, since
the maximally supersymmetric backgrounds have been classified [23] and there are pre-
cisely two such classes of backgroundswith osp(8|4)Killing superalgebra: namely,AdS4×S7
andAdS4×S7/Z2. For backgrounds of the formAdS4×X7, it is known thatN > 6 implies
maximal supersymmetry, but this has no been shown formore general backgrounds. Let
us work our way to n = 7.
Let us say that a Lie subalgebra ismaximal if it is proper and is not properly contained
in a proper Lie subalgebra. Clearly, it is enough to determine the maximal subalgebras
and iterate in order to determine all the proper subalgebras. The maximal subalgebras
HOMOGENEOUS M2 DUALS 13
of the simple Lie algebras we shall be interested in have been tabulated in [13] using
methods introduced by Dynkin.
For us, the Lie algebra so(n) is the real span of Lab, for 1 6 a < b 6 n, with Lie brackets
[Lab, Lcd] = δbcLad − δacLbd − δbdLac + δadLbc . (26)
Notice that for any k < n, the subspace spanned by Lab where we restrict 1 6 a < b 6 k
is a Lie subalgebra isomorphic to so(k). We will attempt to label Lie algebras in such
a way that so(k) will always denote this subalgebra. Other subalgebras isomorphic to
so(k) will be adorned in various ways in order to distinguish them. Hopefully this will
not be too confusing.
4.1. Lie subalgebras of so(2). First of all, it is clear that so(2) = R 〈L12〉 has no proper
subalgebras.
4.2. Lie subalgebras of so(3). Next we consider so(3) = R 〈L12, L13, L23〉. There is only
one proper Lie subalgebra of so(3) up to equivalence and it is one-dimensional. Indeed,
so(3) can be identified with R3 with the Lie bracket given by the vector cross product.
Hence if a Lie subalgebra h ⊂ so(3) has dimension greater than 1 it means that there are
two linearly independent vectors x and y in h, but then their cross product x× y is in h
but is linearly independent from x and y, whence h = so(3). We will choose the unique
(up to equivalence) Lie subalgebra of so(3) to be so(2), spanned by L12.
4.3. Lie subalgebras of so(4). Unlike so(n) for all other n > 3, so(4) is not simple: it
is isomorphic to two copies of so(3), which we will call so(3)± since they correspond
to the ±1 eigenspaces of the Hodge star acting on Λ2R4 to which so(4) is isomorphic
as a vector space and indeed as a representation. More precisely, let us define L±i :=
∓ 12
(
Li4 ± 12εijkLjk
)
, for i = 1, 2, 3, where ε123 = 1 in our conventions. In other words,
L±1 = ∓ 12(L14 ± L23) L±2 = ∓ 12(L24 ∓ L13) L±3 = ∓ 12(L34 ± L12) , (27)
which obey the following Lie brackets [L±i , L
±
j ] = εijkL
±
k and [L
+
i , L
−
j ] = 0.
There are two inequivalentmaximal subalgebras of so(4): namely, so(3)+⊕so(2)−, with
generators
(
L+i , L
−
3
)
, for i = 1, 2, 3, and the diagonal subalgebra of so(3)+ ⊕ so(3)−, with
generators (L+i + L
−
i ), for i = 1, 2, 3, which is thus precisely so(3) as defined above. One
might expect also a subalgebra so(2)+⊕so(3)−, but this is related to so(3)+⊕so(2)− via an
automorphism of so(4): namely, L±i 7→ L∓i . Geometrically it corresponds to orientation
reversal in R4. The maximal subalgebras of so(3) have been determined above, so it
remains to determine the maximal subalgebras of so(3)+ ⊕ so(2)−.
There are two inequivalent maximal subalgebras of so(3)+ ⊕ so(2)−: namely, so(3)+,
spanned by (L+i ) for i = 1, 2, 3 and so(2)+ ⊕ so(2)−, spanned by
(
L+3 , L
−
3
)
. All proper
subalgebras of so(2)+⊕so(2)− are one-dimensional and hencemaximal. There is a pencil
of such subalgebras, corresponding to the span ofαL+3 +βL
−
3 , for fixedα,β, where the pair
(α,β) is defined up to multiplication by a nonzero real number: that is, (α,β) ∼ (λα, λβ)
for some λ 6= 0. Notice that the automorphism corresponding to orientation reversal on
R4 exchanges α and β, whence one must impose the condition α > β, say, in order not to
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over-count. We can set α = 1 without loss of generality and parametrise the subalgebras
by a real number β ∈ [0, 1]. Thus we let so(2)β denote the span of L+3 + βL−3 . Notice that
so(2)β=0 = so(2)+ and so(2)β=1 = so(2), whence the need to impose 0 < β < 1.
At this moment we should point out a generic fact. We are interested in manifolds
G/H, whenceH is a closed subgroup of G. This condition typically translates into the ra-
tionality of the parameters defining the Lie subalgebra. For example, the Lie subalgebra
so(2)β of so(4) is the Lie algebra of a subgroup which is dense in a torus if β is irrational,
hence for it to correspond to a closed subgroup, we must impose that β be rational.
Putting all this together we get the following Hasse diagram of nontrivial subalgebras
of so(4) up to equivalence. Following an edge upwards denotes inclusion of a maximal
subalgebra and subalgebras at the same height have the same dimension, as indicated
in the left-hand column.
6
so(4)
〈L+i , L−i 〉
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
4
so(3)+ ⊕ so(2)−〈
L+i , L
−
3
〉
tt
tt
tt
tt
tt
3
so(3)+
〈L+i 〉
so(3)
〈L+i + L−i 〉
2
so(2)+ ⊕ so(2)−〈
L+3 , L
−
3
〉
▲▲
▲▲
▲▲
▲▲
▲▲
tt
tt
tt
tt
tt
1
so(2)+〈
L+3
〉 so(2)0<β<1〈
L+3 + βL
−
3
〉 so(2)〈
L+3 + L
−
3
〉
(28)
4.4. Lie subalgebras of so(5). The Lie algebra so(5) has three inequivalentmaximal sub-
algebras. Two of them decompose the 5-dimensional real representation: so(4), which
leaves invariant a line, and so(3)⊕ so(2)45, spanned by (L12, L13, L23, L45). The third maxi-
mal subalgebra, isomorphic to so(3), acts irreducibly both on the vector and spinor rep-
resentations. We denote it so(3)irr and an explicit basis is given by
so(3)irr = R
〈
L15 + 2L24,
√
3L35 + L12 − L45,
√
3L13 + L14 + L25
〉
. (29)
Any so(2) subalgebra of so(3)irr leaves invariant precisely a line in R5. This means that
it is contained in the maximal so(4) subalgebra. In fact, comparing characteristic poly-
nomials of the resulting linear transformations of R5 shows that it is equivalent to an
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so(2)β= 13 subalgebra, hence already included under the subalgebras of so(4). There are
two maximal subalgebras of so(3)⊕ so(2)45. One of them is of course so(3), whereas the
other is equivalent to so(2)+⊕ so(2)−. This allows us to determine the Hasse diagram of
nontrivial subalgebras of so(5) from that of so(4).
10 so(5)
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
6 so(4)
①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
4 so(3)⊕ so(2)45 so(3)+ ⊕ so(2)−
❖❖❖
❖❖❖
❖❖❖
❖❖❖
3 so(3) so(3)+ so(3)irr
2 so(2)+ ⊕ so(2)−
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❖❖❖
❖❖❖
❖❖❖
❖❖❖
1 so(2) so(2)1>β>0 so(2)+
(30)
We have omitted some subalgebras of so(3)⊕ so(2)45 and of so(3)irr since as explained
above, they are equivalent to (albeit not the same as) subalgebras already included in the
diagram.
4.5. Lie subalgebras of so(6). The Lie algebra so(6) has four inequivalent maximal sub-
algebras. Three of them decompose the 6-dimensional representation: namely, so(5),
so(4)⊕so(2)56, so(3)⊕so(3)456; whereas one acts irreducibly on this representation: namely,
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u(3) ∼= su(3)⊕ u(1). The top of the Hasse diagram is given below.
15 so(6)
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
④
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
10 so(5)
9 su(3)⊕ u(1)
7 so(4)⊕ so(2)56
6 so(3)⊕ so(3)456
(31)
The subalgebra su(3)⊕u(1) can be described explicitly as the centraliser of L12+L34+L56,
which spans the u(1) subalgebra of su(3)⊕ u(1). A basis for the su(3) subalgebra is given
by
L13 + L24 L14 − L23 L15 + L26 L16 − L25
L35 + L46 L36 − L45 L12 − L34 L34 − L56 .
(32)
The Lie algebra su(3) has two inequivalent maximal subalgebras. First we have a reg-
ular subalgebra isomorphic to su(2)⊕u(1). Up to equivalence, we may choose it to lie in-
side so(4) and corresponds to so(3)−⊕so(2)+, which is itself equivalent to so(3)+⊕so(2)−.
The second inequivalent maximal subalgebra of su(3) is a singular subalgebra isomor-
phic to so(3) and denoted so(3)S. This subalgebra acts irreducibly on the fundamental
3-dimensional representation and in fact consists of the real matrices in that represen-
tation. It follows that any of its proper subalgebras decomposes the fundamental repre-
sentation of su(3) and this iswhy it is already contained in the othermaximal subalgebra.
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The corresponding Hasse diagram is given by
8 su(3)
qq
qq
qq
qq
qq
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
4
so(3)− ⊕ so(2)+〈
L−i , L
+
3
〉
❏❏
❏❏
❏❏
❏❏
❏❏
3
so(3)−
〈L−i 〉
so(3)S
〈L14 − L23, L15 + L26, L36 − L45〉
2
so(2)− ⊕ so(2)+〈
L−3 , L
+
3
〉
❏❏
❏❏
❏❏
❏❏
❏❏
1
so(2)β6=0〈
L+3 + βL
−
3
〉 so(2)+〈
L+3
〉
(33)
where we have omitted the so(2) subalgebra of so(3)S since it does not coincide with any
of the so(2)β subalgebras, but only equivalent to so(2)−. In summary, the only subalgebra
of su(3) which is not already (equivalent to) a subalgebra of so(4) is so(3)S.
However it is su(3)⊕u(1)which is the maximal subalgebra of so(6) and it behoves us to
classify its subalgebras. Goursat’s Lemma guarantees that such subalgebras are fibered
products hL ⊕q hR, where hL < su(3) and hR < u(1) and where dim q = 0 or 1. In the
former case, the subalgebras are direct products, whereas in the latter they are graphs of
nonzero homomorphisms hL → so(2), where hL < su(3) is one of the subalgebras admit-
ting such homomorphisms. A compact Lie algebra admits a nonzero homomorphism to
so(2) if and only if it has itself an so(2) factor. Of the subalgebras of su(3)with this prop-
erty, all are contained in so(4) and hence they will be counted among the subalgebras
of so(4) ⊕ so(2)56. The reason is that if hL < so(4) then hL ⊕ u(1) will be equivalent to a
subalgebra of so(4)⊕ so(2)56. Of the direct product subalgebras all except for so(3)S itself
and so(3)S ⊕ u(1) are subalgebras of so(4)⊕ so(2)56. An explicit basis for so(3)S ⊕ u(1) is
given by
so(3)S ⊕ u(1) = R 〈L14 − L23, L15 + L26, L36 − L45, L12 + L34 + L56〉 . (34)
It thus remains to determine the subalgebras of so(4)⊕ so(2)56. Goursat’s Lemma says
that they are products of subalgebras of so(4) and so(2)56 fibered over some Lie algebra
q. Since dim so(2)56 = 1, dim q 6 1 and we have two cases to consider: dim q = 0, which
corresponds to the case of direct products of subalgebras, and dim q = 1. In this latter
case, the map so(2)56 → q is an isomorphism, and thus the subalgebras are graphs of
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nonzero homomorphisms hL → so(2)56, where hL < so(4) is a subalgebra admitting such
homomorphisms. A quick glance at theHasse diagram (28) for so(4) identifies such hL as
one of so(3)+⊕so(2)−, so(2)+⊕so(2)− or so(2)β. The resulting subalgebras of so(4)⊕so(2)56
are explicitly given as follows:
• (so(3)+ ⊕ so(2)−)⊕so(2) so(2)56 = R
〈
L+i , L
−
3 + αL56
〉
, α 6= 0;
• (so(2)+ ⊕ so(2)−) ⊕so(2) so(2)56 = R
〈
L+3 + βL56, L
−
3 + αL56
〉
, (α,β) ∈ R2 not both
zero; and
• so(2)β ⊕so(2) so(2)56 =
〈
L+3 + βL
−
3 + αL56
〉
, β ∈ (0, 1) and α 6= 0.
Among the product subalgebras, thosewhich are contained in so(4) are already included
inside so(5), so we must consider those of the form h ⊕ so(2)56, with h < so(4), but only
those which are not contained inside so(5); that is, those which do not leave any nonzero
vector invariant in R6. A quick glance at the Hasse diagram (28) of subalgebras of so(4)
reveals that the following product subalgebras of so(4)⊕so(2)56 have not appearedbefore:
• so(3)+ ⊕ so(2)− ⊕ so(2)56 = R
〈
L+i , L
−
3 , L56
〉
;
• so(3)+ ⊕ so(2)56 = R 〈L+i , L56〉;
• so(2)+ ⊕ so(2)− ⊕ so(2)56 = R
〈
L+3 , L
−
3 , L56
〉
; and
• so(2)06β<1 ⊕ so(2)56 = R
〈
L+3 + βL
−
3 , L56
〉
.
Finally, we consider the maximal subalgebra so(3) ⊕ so(3)456, which is isomorphic to
so(4), but embedded in a differentway in so(6). Being isomorphic to so(4), its subalgebras
can be read (after some translation) from the Hasse diagram (28) for so(4). It is not hard
to see that all subalgebras are already contained in at least one of the other maximal
subalgebras of so(6). Indeed, the Hasse diagram of subalgebras for so(3) ⊕ so(3)456 is
given by
6 so(3)⊕ so(3)456
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
4 so(3)⊕ so(2)56
rr
rr
rr
rr
rr
rr
r
3 so(3)
so(3)∆
〈L23 + L46, L13 + L45, L12 + L56〉
2 so(2)⊕ so(2)56
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
rr
rr
rr
rr
rr
rr
1
so(2)
〈L12〉
so(2) ′0<β<1
〈L12 + βL56〉
so(2)∆
〈L12 + L56〉
(35)
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Hence we see that all but so(3)∆ are contained in so(4)⊕ so(2)56, whereas it is not hard to
see that so(3)∆ preserves a symplectic structure in R6 and hence it is contained in a u(3)
subalgebra of so(6). In fact, it equivalent to the singular subalgebra so(3)S of su(3).
In summary, a proper Lie subalgebra of so(6) is one of the following subalgebras,
which have been described explicitly above:
• so(5) or one of its subalgebras, described in diagram (30),
• so(3)⊕ so(3)456 = R 〈L12, L13, L23, L45, L46, L56〉,
• su(3)⊕ u(1) or one of the subalgebras:
– so(3)S ⊕ u(1), or
– so(3)S,
• so(4)⊕ so(2)56 or one of the subalgebras:
– so(3)+ ⊕ so(2)− ⊕ so(2)56,
– so(3)+ ⊕ so(2)56,
– so(2)+ ⊕ so(2)− ⊕ so(2)56,
– so(2)06β<1 ⊕ so(2)56,
– (so(3)+ ⊕ so(2)−)⊕so(2) so(2)56,
– (so(2)+ ⊕ so(2)−)⊕so(2) so(2)56, or
– so(2)β ⊕so(2) so(2)56.
It is satisfying to find among these subalgebras precisely the four inequivalent so(3)
subalgebras of so(6): so(3) and so(3)+ inside so(4), so(3)irr inside so(5) and so(3)S inside
u(3).
4.6. Lie subalgebras of so(7). The Lie algebra so(7) too has four inequivalent maximal
subalgebras. Three of them decompose the 7-dimensional representation: namely, so(6),
so(5)⊕ so(2)67 and so(4)⊕ so(3)567; whereas one acts irreducibly: namely, g2. The Lie al-
gebra g2 has three inequivalent maximal subalgebras: su(3) and su(2)⊕ su(2), which de-
compose the 7-dimensional irreducible representation, and one acting irreducibly there:
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namely, su(2)irr. This yields the following subdiagram of the Hasse diagram of subalge-
bras of so(7).
21 so(7)
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
qqq
qqq
qqq
qq
15 so(6)
14 g2
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
☛☛
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
✳
11 so(5)⊕ so(2)67
9 so(4)⊕ so(3)567
8 su(3)
6 su(2)⊕ su(2)
3 su(2)irr
(36)
Although in order to fully specify the Hasse diagram for so(7) we would have to deter-
mine the subalgebras of so(5) ⊕ so(2) and so(4) ⊕ so(3), and as tempting as that is, it is
also unnecessary for what follows. We record here an explicit basis for the g2 subalgebra
of so(7):
L14 − L23 L13 + L24 L17 + L26 L16 − L27 L12 − L34 L17 − L35 L25 − L36
L15 + L37 L16 + L45 L15 − L46 L25 − L47 L14 + L56 L13 − L57 L12 + L67 .
(37)
5. The supergravity field equations for homogeneous backgrounds
The above results allow us in principle to determine all eleven-dimensional lorentzian
homogeneous spaces with a transitive action of a group G locally isomorphic to SO(n)×
SO(3, 2). For each such lorentzianmanifold, wewish to investigatewhether there are any
solutions to the supergravity field equations. The field equations are partial differential
equations but they become algebraic in a homogeneous Ansatz, by which we mean that
the 4-form is also G-invariant. In this section we will write down the field equations in
a homogeneous Ansatz.
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5.1. The field equations of eleven-dimensional supergravity. Following the conven-
tions of [3], the bosonic part of the action of d = 11 supergravity is (setting Newton’s
constant to 1) ∫
M
(
1
2Rdvol−
1
4F∧ ⋆F+
1
12F∧ F∧A
)
, (38)
where F = dA locally, R is the scalar curvature of g and dvol is the (signed) volume
element
dvol :=
√
|g|dx0 ∧ dx1 ∧ · · ·∧ dx10 . (39)
The Euler-Lagrange equations following from (38) are
d ⋆ F = 12F∧ F
Ric(X, Y) = 12 〈ιXF, ιYF〉− 16g(X, Y)|F|2 ,
(40)
for all vector fields X, Y on M. In this equation we have introduced the inner product
〈−,−〉 on differential forms, defined by
〈θ,ω〉 dvol = θ∧ ⋆ω , (41)
and the associated norm
|θ|2 = 〈θ, θ〉 , (42)
which in a lorentzian manifold is not positive-definite.
The field equations (40) are invariant under the homothetic action of R+: (g, F) 7→
(e2tg, e3tF), where t ∈ R. Indeed, under g 7→ e2tg, the Levi-Civita connection, consisting
of terms of the form g−1dg, does not change. This means that the (3, 1) Riemann cur-
vature tensor is similarly invariant, and so is any contraction such as the Ricci tensor.
Under F 7→ e3tF, the tensor in the right-hand side of the Einstein equation is similarly
invariant, since the e6t coming from the two Fs cancels the e−6t coming from the three
g−1s. On the other hand, the Bianchi identity dF = 0 is clearly invariant under homoth-
eties and the Maxwell-like equation is as well. Indeed, using that the Hodge ⋆ acting on
p-forms in a D-dimensional manifold, scales like e(D−2p)t under g 7→ e2tg, we see that ⋆
acting on 4-forms in 11-dimensions scales like e3t, just like F, whence both sides of the
Maxwell-like equation scale in the same way: namely, e6t. This means that the moduli
spaces of solutions of the field equations are always cones. It is possible to extend this to
a homothetic action of R× (the nonzero real numbers) if we take the point of view that
the vielbeins scale by λ 6= 0, whence if λ < 0 the orientation changes. The particular ho-
mothety where λ = −1, which is just orientation reversal, is known as “skew-whiffing”
in the early supergravity literature, as described for example in [18].
5.2. The equivalent algebraic equations. Let us assume that we are looking for homo-
geneous supergravity backgrounds. This means that the spacetime is a homogeneous
eleven-dimensional lorentzian manifold G/H and that the 4-form F is G-invariant. Alge-
braically, such a background is determined by a split g = h⊕m of the Lie algebra ofG into
the Lie algebra of H and a complement m. As explained in Section 2.1, for G semisimple
we may restrict ourselves to the case where g = h⊕m is a reductive split.
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Let us introduce bases Yi form and Xa for h, relative to which the Lie brackets are given
by
[Xa,Xb] = fab
cXc [Xa, Yi] = fai
jYj and [Yi, Yj] = fij
kYk + fij
aXa . (43)
The metric is given by a lorentzian inner product, denoted g, on m which is invariant
under the linear isotropy representation of h and with components 〈Yi, Yj〉 = gij relative
to the chosen basis. The 4-form is given by an element F ∈ Λ4m∗ which is similarly
invariant and has components F(Yi, Yj, Yk, Yl) = Fijkl.
The data (g, h,m,g, F) defines a homogeneous background of eleven-dimensional su-
pergravity if and only if the following equations are satisfied:
• the Bianchi identity dF = 0, which relative to the basis is given explicitly by setting
expression (18) to zero;
• the nonlinear Maxwell equation
δF = − ⋆ 12F∧ F ; (44)
• and the Einstein equation
Rij =
1
12FiklmFj
klm − 1144gijFklmnF
klmn , (45)
where Rij is given by equation (14)
5.3. The methodology. Let us now explain the method by which we search for homo-
geneous backgrounds. Having chosen g = h ⊕ m we first determine whether there is
an h-invariant lorentzian inner product on m. As mentioned in Section 2.1, for the case
when h is compact, this will be the case if and only if h leaves invariant some nonzero
vector in m; in other words, if mh 6= 0, where mh denotes the subspace of mwhich is fixed
pointwise by h. If m admits an h-invariant lorentzian inner product we say that (g, h,m)
is admissible.
Let (g, h,m) be admissible. Then next step is to determine the (nontrivial) vector space
(S2m∗)h of h-invariant symmetric bilinear forms and the subset consisting of invariant
lorentzian inner products. This subset will be an open subset of (S2m∗)h and will thus be
parametrised by dim(S2m∗)h parameters subject to some inequalities to ensure that the
symmetric bilinear form is nondegenerate and has lorentzian signature. Clearly, it is a
cone, since rescaling a lorentzian inner product by a positive real number yields another
lorentzian inner product. Let {γα} denote the parameters associated to the inner prod-
uct. Similarly we determine the vector space (Λ4m∗)h of h-invariant 4-forms onm and the
subspace consisting of closed 4-forms; namely, those obeying equation (18). Choosing a
basis for the closed invariant 4-forms, we can specify every such form by some parame-
ters {ϕα}. The Maxwell and Einstein equations then give a set of algebraic equations for
the parameters γα and ϕα which we must solve. (They are in fact polynomial in ϕα and
in
√
γα.)
Two small simplifications can be made to reduce the number of free parameters. First
of all, the homothety invariance of the equations allows us to eliminate one of the γα: if
HOMOGENEOUS M2 DUALS 23
one of the γα is known to be different from zero, then we can assume that it has magni-
tude 1 via a homothety. Typically we will choose the γα corresponding to the timelike
direction and set it equal to −1.
The second simplification is a little more subtle and consists of exploiting the nor-
maliser of h in g in order to eliminate one or more of the γα parameters. Let n denote
the normaliser of h in g: that is, the largest subalgebra of g which contains h as an ideal.
More formally, we say that
X ∈ n ⇐⇒ [X, Y] ∈ h ∀Y ∈ h . (46)
Let X ∈ n. Since g = h⊕m, we may decompose X = Xh + Xm uniquely, where Xh ∈ h and
Xm ∈ m. Since X ∈ n, it obeys [X, Y] ∈ h for all Y ∈ h, or equivalently [Xh + Xm, Y] ∈ h for
all Y ∈ h. Since h is a subalgebra, [Xh, Y] ∈ h and hence the only condition rests on Xm:
[Xm, Y] ∈ h for all Y ∈ h. However since the split is reductive, [Xm, Y] ∈ m for all Y ∈ h and
hence it must happen that [Xm, Y] = 0 for all Y ∈ h; in other words, Xm ∈ mh. That is to
say, the normaliser of h in g is given by n = h⊕mh. LetN be the normaliser of H in G, so
that
x ∈ N ⇐⇒ xyx−1 ∈ H ∀y ∈ H . (47)
ThenN is a subgroup ofGwith Lie algebra n. It is convenient to define the abstract group
W = N/H, which is a group because H is normal in N by definition. The Lie algebra of
W is precisely mh. Indeed, suppose that X = Xh + Xm ∈ g belongs to the normaliser of h
in g. Then for all Y ∈ h, [X, Y] ∈ h. This is equivalent to [Xm, Y] ∈ h for all Y ∈ h, but since
the split is reductive, [Xm, Y] = 0 for all Y ∈ h, whence Xm ∈ mh. In other words, the Lie
algebra of the normaliser of H in G is h⊕mh, from where the claim follows.
We saw above that in the case where H is compact, mh is nonzero if G/H is to admit a
homogeneous lorentzian metric, whence in that case W is a Lie group of dimension at
least one.
It turns out that W may be used to reduce the number of parameters defining the
lorentzian metrics in G/H.
The idea is the following. Let o ∈ G/H be the origin; that is, any point with stability
subgroup H; that is,
x ∈ H ⇐⇒ x · o = o . (48)
Let x ∈ N and consider the point o ′ = x · o. We claim that o ′ also has stability subgroup
H. Indeed,
y·o ′ = o ′ ⇐⇒ yx·o = x·o ⇐⇒ x−1yx·o = o ⇐⇒ x−1yx ∈ H ⇐⇒ y ∈ xHx−1 = H . (49)
Now suppose that Θ is a G-invariant tensor field on G/H. As explained in Section 2.1, Θ
is determined uniquely by its value Θo at o (or indeed at any point). Now Θo is a tensor
inm invariant under the linear isotropy representation of h. Now consider the value ofΘ
at the point o ′ defined above. Since Θ is a G-invariant tensor, Θo ′ = Θx·o = x · Θo, which
is again an h-invariant tensor in m, since o ′ has stability subgroup H. In other words,
the group N acts on the space of h-invariant tensors in m. In fact, since the subgroup H
(assumed connected) of N acts trivially, what we have is actually an action ofW = N/H
on the h-invariant tensors. It is this action which we can use to bring the invariant tensor
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to a simpler form. The idea is that at another point o ′ with the same stabiliser, our tensor
will take a simpler form and we could have been working at that point from the start.
Wewill nowproceed to systematically explore the possible homogeneous backgrounds
ofG = SO(n)×SO(3, 2), forn > 4. Wewill only consider the casewhereG acts effectively;
although one could also study admissibleG/H = SO(n)/K, where K is a closed subgroup
of SO(n), so that H = SO(3, 2)×K. By dimension these only exist for n > 6. One can rule
out the existence of such backgrounds for n = 7, but we have not completed the analysis
of the n = 6 backgrounds. This is of questionable interest, though, since (the dual of) a
conformal field theory should have a nontrivial action of the conformal group.
6. Homogeneous non-AdS backgrounds
We now systematically explore the possible eleven-dimensional homogeneous spaces
with infinitesimal data (g, h) with g = so(n) ⊕ so(3, 2), with n = 4, 5, 6, 7, and h < g the
Lie algebra of a compact subgroup; that is h < so(n)⊕ so(3)⊕ so(2).
6.1. Still no n = 7 duals. Here g = so(7) ⊕ so(3, 2) has dimension 31, whence we
are looking for subalgebras h of dimension 20. There are however none. Indeed, by
Goursat’s Lemma, every such subalgebra is given by Lie subalgebras hL < so(7) and
hR < so(3)⊕ so(2) fibered over a common quotient q. By the dimension formula (25), we
have that
dim h = dim hL + dim hR − dim q 6 dim hL + dim hR 6 dim hL + 4 , (50)
but also dim h > dim hL from formula (21). Since dim so(7) = 21, we have to take a proper
subalgebra hL < so(7). It follows from the Hasse diagram (36) of maximal subalgebras
of so(7), that dim hL 6 15, whence from the first of the above inequalities dim h 6 19.
6.2. No new n = 6 duals. Here g = so(6) ⊕ so(3, 2) has dimension 25, whence we are
looking for subalgebras h of dimension 14. By Goursat’s Lemma, h is given by subalge-
bras hL < so(6) and hR < so(3)⊕ so(2) fibered over a common quotient q. The dimension
formula (25) says that
dim h 6 dim hL + dim hR , (51)
but as before we cannot take hL = so(6) since dim so(6) = 15 > dim h, violating equation
(21). So we have to take a proper subalgebra hL < so(6). From the Hasse diagram (31) we
see that the largest dimension of a proper subalgebra is 10, corresponding to so(5). By
the above inequality, this is also the smallest dimensionwe could take, hence there is pre-
cisely one such subalgebra, with q = 0 andhence adirect product: h = so(5)⊕so(3)⊕so(2).
Being a product, the geometry is also a product, and we have a homogeneous space
locally isometric to SO(6)/SO(5) × (SO(3, 2)/SO(3) × SO(2)). However this homoge-
neous space does not admit an invariant lorentzian metric. Indeed, in the first factor
SO(6)/SO(5) the linear isotropy representation is irreducible and in fact SO(6)/SO(5) is
locally isometric to the round S5. As for the second factor, so(3, 2) = so(3) ⊕ so(2) ⊕ m,
where m = 3 ⊗ 2 is the tensor product of the fundamental vectorial representations
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of so(3) and so(2). Since there is no invariant line, there is no so(3) ⊕ so(2)-invariant
lorentzian inner product on m.
6.3. Possible new n = 5 duals. Here g = so(5) ⊕ so(3, 2) has dimension 20, whence we
are looking for subalgebras h of dimension 9. From Goursat’s Lemma, such a subalgebra
will be given by two subalgebras hL ⊂ so(5) and hR ⊂ so(3)⊕so(2) (the maximal compact
subalgebra of so(3, 2)) fibered over a common quotient q. Again we have to take a proper
subalgebra hL < so(5), since dim so(5) > 9. The Hasse diagram (30) of subalgebras of
so(5) identifies precisely one such possible hL which obeys the inequality 9 6 dim hL +
dim hR 6 dim hL + 4: namely, hL = so(4). This means that q = 0 since although so(4) is
not simple, the smallest nonzero quotient has dimension 3 and that results in h not of
enough dimension. This in turn forces dim hR = 3, whence hR is isomorphic to an so(3)
subalgebra of so(3, 2). Therefore, up to equivalence, there is precisely one choice for h:
namely, so(4)⊕ so(3). The geometry will also therefore be locally isometric to a product:
SO(5)/SO(4) × SO(3, 2)/SO(3). The first factor is locally isometric to the round S4 and
the second factor now does possess an invariant lorentzian metric. Indeed, so(3, 2) =
so(3)⊕ p, where p ∼= R3⊕R3⊕R decomposes under the linear isotropy representation as
two copies of the three-dimensional vector representation of so(3) and a one-dimensional
trivial representation.
Let Lab, La5 denote the standard generators of so(5), where a,b = 1, 2, 3, 4 and let
Jij, JiA, J45 denote the standard generators of so(3, 2), where i, j = 1, 2, 3 and A = 4, 5.
Then h is spanned by Lab, Jij and m by La5, JiA, J45. The La5 transform as a vector of
so(4) = R 〈Lab〉, whereas JiA transform as two copies of the vector representation of
so(3) = R 〈Jij〉. The indexA is a vector of the so(2)with generator J45 which is the nontriv-
ial part of the normaliser of h in g. There is a 5-parameter family of invariant lorentzian
inner products on m:
〈J45, J45〉 = γ0 , 〈La5, Lb5〉 = γ1δab , 〈JiA, JjB〉 = δijΩAB , (52)
where γ0 < 0, γ1 > 0 and ΩAB is a positive-definite symmetric 2 × 2 matrix. The SO(2)
subgroup generated by J45 acts by rotating the basis JiA. Let Rϑ ∈ SO(2) denote the
rotation by an angle ϑ. Then the matrix Ω transforms as Ω 7→ RTϑΩRϑ. The off-diagonal
component Ω12 transforms as
Ω12 7→ 12(Ω11 −Ω22) sin 2ϑ+Ω12 cos 2ϑ . (53)
IfΩ12 6= 0, simply let ϑ ∈ (0,π/2) be given by
ϑ = 12 cot
−1
(
Ω22 −Ω11
2Ω12
)
. (54)
With this choice, the transformed Ω is diagonal. Therefore, without loss of generality,
we can assume that 〈Ji4, Jj5〉 = 0 and that
〈Ji4, Jj4〉 = γ2δij and 〈Ji5, Jj5〉 = γ3δij , (55)
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where γ2 and γ3 are positive. Furthermore, using the homothety invariance of the equa-
tions of motion, we can set γ0 = −1 without loss of generality. This then leaves three
positive parameters γ1,2,3 for the metric.
In order to compute the curvature, we need to compute the U tensor. Since S4 is a
symmetric space, the U tensor has no legs along the subspace spanned by the La5. It is
then not too hard to show, using equation (9), that all other components vanish except
for the following:
U(Ji4, Jj5) =
1
2(γ3 − γ2)δijJ45 , U(J45, Ji4) =
1− γ2
2γ3
Ji5 and U(J45, Ji5) =
γ3 − 1
2γ2
Ji4 . (56)
Defining Λ = 1 − (γ2 + γ3)2, one computes the following nonzero components of the
Ricci tensor:
Ric(J45, J45) = 6+
3Λ
2γ2γ3
Ric(La5, Lb5) = 3δab
Ric(Ji4, Jj4) =
(
(γ2 + γ3) +
Λ
2γ3
− 3
)
δij
Ric(Ji5, Jj5) =
(
(γ2 + γ3) +
Λ
2γ2
− 3
)
δij , (57)
whence the Ricci scalar becomes
R =
(
6+
3Λ
2γ2γ3
)
(γ2 + γ3 − 1) − 6 . (58)
The space of invariant 4-forms is six-dimensional. A possible basis is given by the fol-
lowing 4-forms. Firstly, we have the volume form on the S4, which is given algebraically
by
L∗15 ∧ L
∗
25 ∧ L
∗
35 ∧ L
∗
45 . (59)
We then have an invariant 2-form
ω =
3∑
i=1
J∗i4 ∧ J
∗
i5 (60)
and squaring it we get an invariant 4-form. Finally we have
3∑
i,j,k=1
5∑
A,B,C=4
tABCεijkJ
∗
iA ∧ J
∗
jB ∧ J
∗
kC ∧ J
∗
45 , (61)
where tABC is a symmetric 3-tensor, whence it has four components. It turns out that
all invariant 4-forms are already closed, so the Bianchi identity is identically satisfied in
this homogeneous Ansatz. (This is not always the case, though.) An explicit basis for
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the space of invariant closed 4-forms is then given by the following six 4-forms:
Φ1 = L
∗
15 ∧ L
∗
25 ∧ L
∗
35 ∧ L
∗
45
Φ2 = J
∗
45 ∧ J
∗
14 ∧ J
∗
24 ∧ J
∗
34
Φ3 = J
∗
45 ∧ J
∗
15 ∧ J
∗
25 ∧ J
∗
35
Φ4 = J
∗
45 ∧ (J
∗
14 ∧ J
∗
24 ∧ J
∗
35 + J
∗
14 ∧ J
∗
25 ∧ J
∗
34 + J
∗
15 ∧ J
∗
24 ∧ J
∗
34)
Φ5 = J
∗
45 ∧ (J
∗
14 ∧ J
∗
25 ∧ J
∗
35 + J
∗
15 ∧ J
∗
24 ∧ J
∗
35 + J
∗
15 ∧ J
∗
25 ∧ J
∗
34)
Φ6 = −J
∗
14 ∧ J
∗
15 ∧ J
∗
24 ∧ J
∗
25 − J
∗
14 ∧ J
∗
15 ∧ J
∗
34 ∧ J
∗
35 − J
∗
24 ∧ J
∗
25 ∧ J
∗
34 ∧ J
∗
35 ,
(62)
whence the most general invariant closed 4-form is F =
∑6
α=1ϕαΦα. The Maxwell and
Einstein equations now become algebraic equations on the 9 real parameters γ1,2,3 > 0
and ϕ1,...,6.
It is convenient to analyse these equations to choose an ordered basis (Xµ)µ=0,1,...,9,♮ for
m:
Xµ = (J45, L15, . . . , L45, J14, . . . , J34, J15, . . . , J35) , (63)
with corresponding canonical dual basis θµ for m∗. Then the inner product is given by
g = −(θ0)2+γ1
(
(θ1)2 + · · ·+ (θ4)2)+γ2 ((θ5)2 + · · ·+ (θ7)2)+γ3 ((θ8)2 + · · · + (θ♮)2) , (64)
and the most general closed 4-form by
F = ϕ1θ
1234 +ϕ2θ
0567 +ϕ3θ
089♮ +ϕ4
(
θ056♮ − θ0579 + θ0678
)
+ϕ5
(
θ059♮ − θ068♮ + θ0789
)
+ϕ6
(
θ5689 + θ578♮ + θ679♮
)
. (65)
It follows that if we let F = ϕ1θ1234+F, then
1
2F∧F = ϕ1θ
1234∧F. In addition, from equation
(20), one finds that
δF = −
3γ2ϕ4
γ3
θ567 +
3γ3ϕ5
γ2
θ89♮ +
2ϕ6
γ2γ3
(
θ058 + θ069 + θ07♮
)
+
(
γ3ϕ2
γ2
−
2γ2ϕ5
γ3
)(
θ56♮ − θ579 + θ678
)
+
(
2γ3ϕ4
γ2
−
γ2ϕ3
γ3
)(
θ59♮ − θ68♮ + θ789
)
. (66)
We note en passant that, as expected, the only invariant harmonic 4-form is proportional
to the volume form on S4: namely, ϕ1θ1234.
The nonlinear Maxwell equation is equation (44). In order to compute the Hodge ⋆ it
is perhaps better to work with an orthonormal coframe θ
µ
, where
θ
µ
=


θ0 µ = 0
1√
γ1
θµ µ ∈ {1, 2, 3, 4} ,
1√
γ2
θµ µ ∈ {5, 6, 7} ,
1√
γ3
θµ µ ∈ {8, 9, ♮} ,
(67)
where we choose the positive square roots of the positive quantities γi. A short calcula-
tion later, one finds that
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− ⋆12F∧ F = −
γ
3/2
2 ϕ1ϕ3
γ21γ
3/2
3
θ567 +
γ
3/2
3 ϕ1ϕ2
γ21γ
3/2
2
θ89♮ −
ϕ1ϕ6
γ21γ
1/2
2 γ
1/2
3
(
θ058 + θ069 + θ07♮
)
+
γ
1/2
2 ϕ1ϕ5
γ21γ
1/2
3
(
θ56♮ − θ579 + θ678
)
−
γ
1/2
3 ϕ1ϕ4
γ21γ
1/2
2
(
θ59♮ − θ68♮ + θ789
)
, (68)
which can be readily compared with equation (66) in order to arrive at the algebraic
Maxwell equations:
ϕ4 =
γ
1/2
2 ϕ1ϕ3
3γ21γ
1/2
3
ϕ5 =
γ
1/2
3 ϕ1ϕ2
3γ21γ
1/2
2
0 =
(
ϕ1
γ21
+
2
γ
1/2
2 γ
1/2
3
)
ϕ6 .
γ2ϕ3
γ3
=
(
2γ3
γ2
+
γ
1/2
3 ϕ1
γ21γ
1/2
2
)
ϕ4
γ3ϕ2
γ2
=
(
2γ2
γ3
+
γ
1/2
2 ϕ1
γ21γ
1/2
3
)
ϕ5
(69)
The bottom equation defines two main branches of solutions, depending on whether ϕ6
vanishes. The first two equations express ϕ4 and ϕ5 in terms of ϕ3 and ϕ2, respectively;
whereas the remaining equations become:
ϕ3 =
1
3
(
2γ3
γ2
+
γ
1/2
3 ϕ1
γ21γ
1/2
2
)
γ
1/2
3 ϕ1
γ21γ
1/2
2
ϕ3 and ϕ2 =
1
3
(
2γ2
γ3
+
γ
1/2
2 ϕ1
γ21γ
1/2
3
)
γ
1/2
2 ϕ1
γ21γ
1/2
3
ϕ2 . (70)
Notice the invariance of the equations under the simultaneous exchanges: γ2 ↔ γ3 and
ϕ2 ↔ ϕ3. This is nothing but the remnant of the action of the normaliser of h in g, which
our choice of diagonal inner product broke down to aZ/2Z exchanging the 4 and 5 labels
in so(3, 2). This discrete symmetry relates some of the branches below.
Each of these equations also defines two branches, depending on whether ϕ3 and ϕ2
vanish or not. In all, we have 8 branches of solutions, two pairs of which are related by
the remaining Z/2Z action mentioned above. They are given as follows:
(1) ϕ2 = ϕ3 = ϕ6 = 0. This implies that ϕi 6=1 = 0 and ϕ1 remains free.
(2) ϕ2 = ϕ6 = 0, butϕ3 remains free. Then there are two sub-branches, distinguished
by the choice of sign in
ϕ1
γ21
= −
√
γ3
γ2
±
√
γ3
γ2
+ 3
γ2
γ3
. (71)
(3) ϕ3 = ϕ6 = 0, but ϕ2 remains free, and again two sub-branches distinguished by
the sign in
ϕ1
γ21
= −
√
γ2
γ3
±
√
γ2
γ3
+ 3
γ3
γ2
. (72)
(4) ϕ6 = 0, but ϕ2,ϕ3 remain free. In this case, symmetry says that γ2 = γ3, and
hence we have two sub-branches:
(a) ϕ1 = γ21, ϕ4 = ϕ3/3, ϕ5 = ϕ2/3, and
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(b) ϕ1 = −3γ21, ϕ4 = −ϕ3, ϕ5 = −ϕ2.
(5) ϕ2 = ϕ3 = 0, but ϕ6 remains free. This implies that ϕ1 = −2γ21/
√
γ2γ3.
(6) ϕ2 = 0, but ϕ3,ϕ6 remain free. Then ϕ1 = −2γ21/
√
γ2γ3 and then γ3 = 1−
3
4γ
2
2.
(7) ϕ3 = 0, but ϕ2,ϕ6 remain free. Again ϕ1 = −2γ21/
√
γ2γ3 and then γ2 = 1−
3
4γ
3
2.
(8) ϕ2,ϕ3,ϕ6 remain free. In this case, symmetry dictates (and one can also check)
that γ2 = γ3 =
2
3 , whence ϕ1 = −3γ
2
1.
The Einstein equations become five algebraic equations on the γi and the ϕi. We may
use two of the Maxwell equations in (69) to eliminate ϕ4 and ϕ5 from the equations and
we may use that γ1γ2γ3 6= 0 to clear denominators and arrive after some simplification
at the following (almost) polynomial equations:
0 = ϕ1ϕ2ϕ3
(
3γ21(γ2 + γ3) + 2
√
γ2γ3ϕ1
)
0 = 3γ41ϕ
2
6 + γ
2
2γ
2
3(12γ
3
1 −ϕ
2
1) + 3γ
4
1γ2γ3
(
(γ2 − γ3)
2 − 1
)
0 =
(
3γ2γ
4
1 + γ3ϕ
2
1
)
γ22ϕ
2
3 +
(
3γ3γ
4
1 + γ2ϕ
2
1
)
γ23ϕ
2
2 − 9γ
4
1γ2γ3ϕ
2
6 + 6γ
3
2γ
3
3ϕ
2
1 − 54γ
3
1γ
3
2γ
3
3
0 = 6γ41γ
3
2ϕ
2
3 +
(
γ2ϕ
2
1 − 3γ
4
1γ3
)
γ23ϕ
2
2 − 9γ
4
1γ2γ3ϕ
2
6 + 3γ
3
2γ
3
3ϕ
2
1 + 9γ
4
1γ
2
2γ
2
3
(
γ22 − γ
2
3 − 6γ2 + 1
)
0 = 6γ41γ
3
3ϕ
2
2 +
(
γ3ϕ
2
1 − 3γ
4
1γ2
)
γ22ϕ
2
3 − 9γ
4
1γ2γ3ϕ
2
6 + 3γ
3
2γ
3
3ϕ
2
1 + 9γ
4
1γ
2
2γ
2
3
(
γ23 − γ
2
2 − 6γ3 + 1
)
.
(73)
Notice that the first three equations are invariant under the remnant Z/2Z symmetry,
whereas the last two equations are mapped into each other.
We now insert each of the solution branches of the Maxwell equations in turn into
the Einstein equations. We have used a mixture of symbolic and numerical computa-
tion to arrive at the following results, where the enumeration coincides with that of the
solutions of the Maxwell equations.
(1) We find one solution: γ2 = γ3 =
2
3 , γ1 =
4
9 and ϕ1 = ± 89 . This is a Freund–Rubin
background, since the 4 - form is proportional to the volume form on the S4. We
will see below that the 7-dimensional geometry is that of a lorentzian Sasaki–
Einstein manifold, whence this background is supersymmetric. This geometry
will be studied in detail in Section 8.2.1, wherewewill show that it isWick-related
to a known Freund–Rubin AdS4 background.
(2) There are two branches, distinguished by the sign of the root in ϕ1.
(+) In the positive branch, we find the following numerical solution:
γ1 = 0.22776420155467458
γ2 = 0.4670546272324634
γ3 = 0.12728016028858763
whence
ϕ1 = 0.14715771499261474
ϕ3 = ±0.27380714065085027 . (74)
We do not discard the possibility that one can do better and write this so-
lution in some iterated quadratic extension of the rationals, but we have not
been able to do it. The source of the difficulty comes from the fact that the
solutions are built out of roots of a sixth order integer polynomial and we do
not know if its Galois group is solvable.
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(−) In the negative branch, we find the following solution
γ1 = γ2 = γ3 =
1
3
ϕ1 = −
1
3
and ϕ3 = ± 1√
3
. (75)
We will see that this is part of a more general solution.
(3) This is just the previous branch mutatis mutandis: exchange ϕ2 and ϕ3 and simi-
larly γ2 and γ3.
(4) (a) There are no solutions.
(b) There is a one-parameter family of solutions:
γ1 = γ2 = γ3 =
1
3
, ϕ1 = −
1
3
, ϕ2 =
1√
3
cosα and ϕ3 =
1√
3
sinα . (76)
This generalises two of the solutions mentioned above, to which it reduces
when the angle α obeys 2α ∈ πZ. It will be studied in more detail in Section
8.2.2.
(5) There are no solutions.
(6) There are no solutions.
(7) This is the previous branch mutatis mutandis, hence there are no solutions.
(8) There are no solutions.
In summary, we have found three classes of homogeneous supergravity backgrounds
not of AdS type with symmetry group locally isomorphic to SO(3, 2)×SO(5), and which
we describe in more detail in Section 8.2.
7. Homogeneous anti de Sitter backgrounds
In this section we study the existence of homogeneous (anti) de Sitter backgrounds
G/H with G locally isomorphic to SO(n) × SO(3, 2), for n > 4. Our first result is that
there are no de Sitter backgrounds, which allows us to focus on backgrounds of the
form AdS4×X7, where X = SO(n)/H for n = 5, 6, 7. This means that H is a closed Lie
subgroup of dimension 3, 8, 14, respectively.
One could ask whether there are backgrounds of the type AdSp×X11−p for p 6= 4 and
still of the form G/H. This would require SO(3, 2) acting locally transitively on AdSp.
By dimension, and since SO(3, 2) must act effectively, p > 4. One can easily show that
SO(3, 2) cannot act locally transitively on AdS5. This is done by comparing the possible
subgroups of SO(3, 2) which admit an embedding into SO(4, 1), as listed in [16], and
checking that the linear isotropy representation of the unique such subgroup (with Lie
algebra of type A0,15,35 in that paper’s notation) does not in fact lie in SO(4, 1). We do not
know whether AdSp for p > 5 admits an isometric transitive action of SO(3, 2) [24].
7.1. There are no de Sitter backgrounds. It is probably the case that SO(3, 2) does not
act isometrically on any de Sitter space, but let us in any case show that the Einstein
equations for homogeneous backgrounds rule out a de Sitter solution. Let us consider a
geometry of the form dSp×M11−d. Since the only invariant forms on dSp are the constant
0-forms and constant multiples of the volume p-form ν, if p > 4 F cannot have legs along
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the de Sitter directions, whence the de Sitter components of the Einstein equation are
given by
Rµν = −
1
6gµν|F|
2
=⇒ gµνRµν = −p6 |F|2 6 0 , (77)
contradicting that de Sitter space has positive scalar curvature. If p 6 4, then the most
general invariant F has the form
F = ν∧ α+ϕ for α ∈ Ω4−p(M),ϕ ∈ Ω4(M) . (78)
The de Sitter components of the Einstein equation are now given by
Rµν = −
1
2gµν|α|
2 − 16gµν(−|α|
2 + |ϕ|2) =⇒ gµνRµν = −p6 (2|α|2 + |ϕ|2) 6 0 , (79)
again yielding a contradiction. In summary, there are no homogeneous de Sitter back-
grounds.
7.2. No new n = 7 AdS4 backgrounds. From the results of Section 4.6, we see that
there is a unique 14-dimensional Lie subalgebra of so(7), namely g2. The reductive
split so(7) = g2 ⊕ m is such that m is the 7-dimensional irreducible representation of
g2, whence the homogeneous space SO(7)/G2 is locally isometric to the round 7-sphere,
which admits an isometric action of SO(8) with stabiliser SO(7). Now the only homo-
geneous background AdS4×SO(8)/SO(7) is a Freund–Rubin background, because there
are no SO(8)-invariant 4-forms on SO(8)/SO(7); however, there are SO(7)-invariant 4-
forms on SO(7)/G2 and hence in principle one can ask whether there are supergravity
backgrounds on AdS4×SO(7)/G2 which are not of Freund–Rubin type. Metrically, of
course, such backgrounds are locally isometric to AdS4×S7, but where the radii of cur-
vature of the two spaces are fixed by the flux. Recall that SO(7)-invariant 4-forms on
X = SO(7)/G2 are in one-to-one correspondence with G2-invariant elements of Λ4m. It is
well-known that (Λpm)G2 is one-dimensional for p = 3, 4. If we let ϕ denote a nonzero
SO(7)-invariant 3-form, then the SO(7)-invariant 4-form is proportional to ⋆ϕ. Moreover
it is also the case that dϕ is proportional to ⋆ϕ, whence d⋆ϕ = 0. It follows by dimension
that ⋆ϕ∧⋆ϕ = 0, and that δ⋆ϕ 6= 0, since it is in fact proportional to ϕ. Therefore letting
F = αdvolAdS4 +β ⋆ ϕ with α,β ∈ R, we see that dF = 0 and that both − 12 ⋆ F ∧ F and δF
are proportional to ϕ, whence we get an identity relating β and αβ, which means that
either β = 0 (Freund–Rubin) or else α is fixed and β free. The former background is the
standard Freund–Rubin background AdS4×S7, whereas the latter is the Englert solution
[25]. It may be worth writing these solutions explicitly in our conventions.
We have g = so(3, 2)⊕ so(7) with bases Jµν for so(3, 2) and Lab for so(7). We have h =
so(3, 1)⊕g2, where so(3, 1) is spanned by Jµν, with µ,ν = 1, 2, 3, 4, and g2 is spanned by the
14 linear combinations in equation (37). This means that an ordered basis (X0,X1, . . . ,X♮)
for the complement of h in g is given by the following elements of g in the order given:
J45, J15, J25, J35, L12 + L34 − L67, L13 − L24 + L57, L14 + L23 − L56,
L15 − L37 + L46, L16 + L27 − L45, L17 − L26 + L35, L25 + L36 + L47 . (80)
32 FIGUEROA-O’FARRILL AND UNGUREANU
We let (θ0, . . . , θ♮) denote the canonical dual basis for m∗. The most general H-invariant
lorentzian inner product on m is given by
g = γ0
(
−(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2
)
+ γ1
♮∑
i=4
(θi)2 , (81)
where γ0 > 0 and γ1 > 0. Similarly, the most general invariant 4-form on m is given by
F = ϕ1θ
0123 +ϕ2
(
θ4578 + θ459♮ + θ4679 − θ468♮ + θ567♮ + θ5689 − θ789♮
)
, (82)
which is closed for allϕ1 andϕ2. The homothety invariance of the field equations allows
us to set γ0 = 1, and we will do so. The Maxwell equations (44) then become
ϕ2
(
ϕ1 +
6√
γ1
)
= 0 , (83)
which has two branches: one where ϕ2 = 0 and ϕ1 remains free, and one where ϕ1 =
−6/
√
γ1 and ϕ2 remains free. The Einstein equations (45) become
18γ41 = 2γ
4
1ϕ
2
1 + 7ϕ
2
2 and 81γ
3
1 = γ
4
1ϕ
2
1 + 5ϕ
2
2 . (84)
The branch where ϕ2 = 0 corresponds to the original Freund–Rubin background [5],
in which ϕ1 = ±3 and γ1 = 9. Reintroducing the scale λ ∈ R×, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 9
♮∑
i=4
(θi)2
λ−3F = 3θ0123 .
(85)
In the second branch, and reintroducing the scale, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 152
♮∑
i=4
(θi)2
λ−3F = −2
√
6
5θ
0123 ± 3 (152 )3/2 (θ4578 + θ459♮ + θ4679 − θ468♮ + θ567♮ + θ5689 − θ789♮) .
(86)
This is Englert solution [25], which is known not to be supersymmetric.
7.3. No new n = 6 AdS4 backgrounds. As we saw in Section 4.5, there is unique sub-
algebra of so(6) of dimension 8, namely su(3). The reductive split so(6) = su(3) ⊕ p
is such that p is a reducible representation of su(3), whose complexification p ⊗R C =
V[00] ⊕ V[10] ⊕ V[01], where [mn] are the Dynkin labels of the representations, with [00]
corresponding to the trivial one-dimensional representation and [10] and [01] the fun-
damental and anti-fundamental three-dimensional representations, respectively. As a
real representation, p decomposes into the direct sum of a the trivial one-dimensional
representation and an irreducible six-dimensional real representation whose complexi-
fication is V[10]⊕V[01]. This means that there are two parameters for the inner product on
p, which together with the radius of curvature of AdS4 makes three metric parameters.
There is a four-dimensional space of invariant 4-forms: the volume form on AdS4, the
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square of the invariant symplectic form on p and two more coming from the 3-forms on
V[10] and on V[01] wedged with any nonzero element of V∗[00]. Let us be more explicit.
We have g = so(3, 2) ⊕ so(6) with bases Jµν for so(3, 2) and Lab for so(6). We have
h = so(3, 1) ⊕ su(3), where so(3, 1) is spanned by Jµν, with µ,ν = 1, 2, 3, 4, and su(3) is
spanned by the 8 linear combinations in equation (32). This means that an ordered basis
(X0,X1, . . . ,X♮) for the complement of h in g is given by the following elements of g in the
order given:
J45, J15, J25, J35, L12 + L34 + L56, L13 − L24, L14 + L23, L15 − L26, L16 + L25, L35 − L46, L36 + L45 .
(87)
We let (θ0, . . . , θ♮) denote the canonical dual basis for m∗. The most general H-invariant
lorentzian inner product on m is given by
g = γ0
(
−(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2
)
+ γ1(θ
4)2 + γ2
♮∑
i=5
(θi)2 , (88)
where γ0,1,2 > 0. Similarly, the most general invariant 4-form on m is given by
F = ϕ1θ
0123 +ϕ2
(
θ4579 − θ458♮ − θ467♮ − θ4689
)
+ϕ3
(
θ457♮ + θ4589 + θ4679 − θ468♮
)
+ϕ4
(
θ5678 + θ569♮ + θ789♮
)
, (89)
which is closed for all values of ϕi. The homothety invariance of the field equations
allows us to set γ0 = 1, and we will do so. The Maxwell equations (44) then become
ϕ2
(
6√
γ1
+ϕ1
)
= 0 ϕ3
(
6√
γ1
+ϕ1
)
= 0 ϕ4
(
8
√
γ1
3γ2
+ϕ1
)
= 0 , (90)
which has several branches:
(1) ϕ2 = ϕ3 = ϕ4 = 0;
(2) ϕ2 = ϕ3 = 0, ϕ4 6= 0: whence ϕ1 = − 8
√
γ1
3γ2
;
(3) ϕ22 +ϕ
2
3 6= 0, ϕ4 = 0: whence ϕ1 = − 6√γ1 ;
(4) ϕ22 +ϕ
2
3 6= 0, ϕ4 6= 0: whence ϕ1 = − 6√γ1 and γ2 = 4γ1/9.
The Einstein equations (45) become
0 = 3γ1γ
4
2ϕ
2
1 + 6γ2ϕ
2
2 + 6γ2ϕ
2
3 + 9γ1ϕ
2
4 − 144γ1γ
3
2 + 16γ
2
1γ
2
2
0 = 2γ1γ
4
2ϕ
2
1 + 4γ2ϕ
2
2 + 4γ2ϕ
2
3 + 3γ1ϕ
2
4 − 18γ1γ
4
2
0 = γ1γ
4
2ϕ
2
1 + 8γ2ϕ
2
2 + 8γ2ϕ
2
3 − 3γ1ϕ
2
4 − 16γ
2
1γ
2
2
(91)
It is now a simple matter to specialise the Einstein equations to each of the branches
of solutions of the Maxwell equations. We find three kinds of solutions: the original
Freund–Rubin solution, the Englert solution and a circle’s worth of solutions found by
Pope and Warner [26, 27]. In detail, we have the following results for the above four
branches of solutions of the Maxwell equations.
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(1) This is the Freund–Rubin background. The only solution to the Einstein equa-
tions are ϕ1 = ±3, γ1 = 9 and γ2 = 4. Reintroducing the scale, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 9(θ4)2 + 4
♮∑
i=5
(θi)2
λ−3F = 3θ0123 .
(92)
(2) There are no real solutions to the Einstein equations.
(3) Here ϕ1 = −
√
3, ϕ2 + iϕ3 = 32
√
2
3e
iα, γ1 = 12 and γ2 =
8
3 , where α is an angle.
Reintroducing the scale, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 12(θ4)2 + 83
♮∑
i=5
(θi)2
λ−3F = −
√
3θ0123 + 32
√
2
3 cosα
(
θ4579 − θ458♮ − θ467♮ − θ4689
)
+ 32
√
2
3 sinα
(
θ457♮ + θ4589 + θ4679 − θ468♮
)
.
(93)
This is the solution found by Pope and Warner.
(4) Here ϕ1 = −2
√
6
5 , ϕ2 + iϕ3 = 10
√
10
3 e
iα, ϕ4 = ± 203
√
10
3 , γ1 =
15
2 and γ2 =
10
3 , where
α is again an angle. Reintroducing the scale, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 152 (θ
4)2 + 103
♮∑
i=5
(θi)2
λ−3F = −2
√
6
5θ
0123 + 10
√
10
3 cosα
(
θ4579 − θ458♮ − θ467♮ − θ4689
)
+ 10
√
10
3 sinα
(
θ457♮ + θ4589 + θ4679 − θ468♮
)± 203 √103 (θ5678 + θ569♮ + θ789♮) .
(94)
This is again Englert’s solution, but in a languagewhere only the SO(6) symmetry
is manifest. This explains the fact that we get a circle of solutions. The normaliser
of SO(6) in SO(8) contains an SO(2) subgroup (in fact, in the centraliser) and the
circle is nothing but the orbit of this subgroup. Each point in the circle is invariant
under a different SO(7) subgroup of SO(8) containing the same SO(6) subgroup.
These SO(7) subgroups are conjugate in SO(8) under the action of the normaliser
of SO(6). We will see below when discussing n = 5 backgrounds that we get
a 2-sphere’s worth of Englert solutions, where the 2-sphere is the orbit of the
centraliser of SO(5) in SO(8), which is an SO(3) subgroup.
7.4. Possible new n = 5 AdS4 backgrounds. From the results of Section 4.4 we have
three 3-dimensional subalgebras of so(5), all isomorphic to so(3). We can distinguish
them by what they do to the five-dimensional irreducible representation of so(5). One
acts irreducibly, a second so(3) subalgebra decomposes the five-dimensional representa-
tion as 2V0 ⊕ V2, where Vn is the (n+ 1)-dimensional irreducible representation of so(3),
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and the third so(3) subalgebra decomposes it as V0⊕V3. If we let Lab denote the standard
basis for so(5), then the three so(3) subalgebras are the following:
(1) so(3)irr with basis given by equation (29).
(2) so(3) = R 〈L12, L13, L23〉
(3) so(3)+ = R
〈
L+1 , L
+
2 , L
+
3
〉
7.4.1. so(3)irr isotropy. The first case, where the subalgebra is so(3)irr, is the simplest. The
complement of so(3)irr in so(5) is irreducible, so there is (up to the overall homothety) one
metric parameter. There is a two-dimensional space of closed invariant 4-forms, spanned
by the volume form on AdS4 and a 4-form on the riemannian factor. The supergravity
field equations reveal two backgrounds, which can be shown to be the original Freund–
Rubin and Englert backgrounds.
7.4.2. so(3) isotropy. In the second case, the isotropy subalgebra is so(3), whose comple-
ment in so(5) decomposes as 2V2 ⊕ V0, whence there are four metric parameters, which
are reduced to three by the action of the normaliser. In particular, we can choose the
inner product to be diagonal relative to the following ordered basis for m:
(X0,X1, . . . ,X♮) = (J45, J15, J25, J35, L14, L24, L34, L15, L25, L35, L45) . (95)
Indeed, in terms of the canonical dual bases for m∗, we can write the invariant metric as
g = γ0
(
−(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2
)
+ γ1
6∑
i=4
(θi)2 + γ2
9∑
i=7
(θi)2 + γ3(θ
♮)2 , (96)
with γ0,1,2,3 > 0. Using the homothety invariance, we can set γ0 = 1 without loss of
generality. The space of invariant closed 4-forms is 6-dimensional, whence the most
general such F is
F = ϕ1θ
0123 +ϕ2θ
456♮ +ϕ3
(
θ4578 + θ4679 + θ5689
)
+ϕ4
(
θ459♮ − θ468♮ + θ567♮
)
+ϕ5
(
θ489♮ − θ579♮ + θ678♮
)
+ϕ6θ
789♮ . (97)
The Maxwell equations (44) become the following equations
0 =
√
γ2ϕ1ϕ2√
γ1
+
3ϕ5√
γ3
0 =
3ϕ4√
γ3
+
√
γ1ϕ1ϕ6√
γ2
0 =
2
√
γ3ϕ3√
γ1
−
ϕ1ϕ3√
γ2
0 = −
√
γ2ϕ1ϕ4√
γ1
+
2γ2ϕ4
γ1
√
γ3
−
γ1ϕ6
γ2
√
γ3
0 = −
γ2ϕ2
γ1
√
γ3
−
√
γ1ϕ1ϕ5√
γ2
+
2γ1ϕ5
γ2
√
γ3
(98)
The first two equations on the left allow us to solve for ϕ4,5:
ϕ4 = −
√
γ1γ3
3
√
γ2
ϕ1ϕ6 and ϕ5 = −
√
γ2γ3
3
√
γ1
ϕ1ϕ2 . (99)
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Inserting this in the remaining equations we are left with
0 = ϕ3
(
ϕ1 −
2
√
γ2γ3√
γ1
)
0 = ϕ2
(
ϕ21 −
2
√
γ1ϕ1√
γ2γ3
−
3γ2
γ1γ3
)
0 = ϕ6
(
ϕ21 −
2
√
γ2ϕ1√
γ1γ3
−
3γ1
γ2γ3
)
,
(100)
which leads to eight branches depending on whetherϕ2,3,6 do or do not vanish. For each
such branch we have analysed the Einstein equations (45), given by
0 = ϕ1ϕ2ϕ6 (3(γ1 + γ2) − 2
√
γ1γ2γ3ϕ1)
0 = −3γ2
3γ3γ1
3ϕ1
2 − 6γ1
3ϕ6
2 − γ2
2γ3γ1ϕ1
2ϕ2
2 − 9γ2γ3γ1ϕ3
2 + 3γ2
3ϕ2
2 − 9γ2
2γ1
4
+ 54γ2
2γ3γ1
3 + 9γ2
4γ1
2 − 9γ2
2γ3
2γ1
2
0 = −3γ2
3γ3γ1
3ϕ1
2 + 3γ1
3ϕ6
2 − γ2γ3γ1
2ϕ1
2ϕ6
2 − 9γ2γ3γ1ϕ3
2 − 6γ2
3ϕ2
2 + 9γ2
2γ1
4
− 9γ2
4γ1
2 − 9γ2
2γ3
2γ1
2 + 54γ2
3γ3γ1
2
0 = −3γ2
3γ3γ1
3ϕ1
2 − 6γ1
3ϕ6
2 − 2γ2γ3γ1
2ϕ1
2ϕ6
2 − 2γ2
2γ3γ1ϕ1
2ϕ2
2 + 9γ2γ3γ1ϕ3
2
− 6γ2
3ϕ2
2 − 27γ2
2γ1
4 + 54γ2
3γ1
3 − 27γ2
4γ1
2 + 27γ2
2γ3
2γ1
2
0 = −6γ2
3γ3γ1
3ϕ1
2 − 3γ1
3ϕ6
2 − γ2γ3γ1
2ϕ1
2ϕ6
2 − γ2
2γ3γ1ϕ1
2ϕ2
2 − 9γ2γ3γ1ϕ3
2
− 3γ2
3ϕ2
2 + 54γ2
3γ3γ1
3 .
(101)
The end result is that beyond a known Freund–Rubin background AdS4×V2(R5) and
the Pope–Warner background, we obtain the following backgrounds, where we have
reintroduced the scale:
(1) With σ a sign, we have
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 39−σ
√
201
22
6∑
i=4
(θi)2 + 27+σ
√
201
22
9∑
i=7
(θi)2 + (θ♮)2 ,
λ−3F =
√
19+σ
√
201
5 θ
0123 ± 2
√
15(2155−σ31
√
201)
121
(
θ4578 + θ4679 + θ5689
)
;
(102)
(2) A background we can only approximate numerically: ϕ2 = ϕ3 = ϕ5 = 0, together
with
ϕ1 = −1.3538010207764224
ϕ4 = ±4.562584323795499
ϕ6 = ±2.51893274180765
γ1 = 2.0506059513936354
γ2 = 0.5588242551644832
γ3 = 4.390505589439397 ,
(103)
and another background obtained from this by ϕ6 ↔ ϕ2, ϕ4 ↔ ϕ5 and γ1 ↔ γ2.
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(3) A circle’s worth of backgrounds with metric
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 3+
√
6
4
9∑
i=4
(θi)2 + 32(θ
♮)2 , (104)
and 4-form
λ−3F =
√
6θ0123 ± 38
√
29+12
√
6
2
(
θ4578 + θ4679 + θ5689
)
+
3
√
3(3+
√
6)
8
(
cosα
(
θ456♮ − θ489♮ + θ579♮ − θ678♮
)
+ sinα
(
θ789♮ − θ459♮ + θ468♮ − θ567♮
))
,
(105)
with α an angle. We can write F in a more transparent way as follows:
λ−3F =
√
6θ0123 ∓ 316
√
29+12
√
6
2 (θ
47 + θ58 + θ69)∧2
+
3
√
3(3+
√
6)
8 Re
(
eiα(θ4 + iθ7)∧ (θ5 + iθ8)∧ (θ6 + iθ9)
)
∧ θ♮ , (106)
where we recognise the transverse Ka¨hler calibration θ47+θ58+θ69 and the trans-
verse special lagrangian calibration Re
(
eiα(θ4 + iθ7)∧ (θ5 + iθ8)∧ (θ6 + iθ9)
)
.
This background is obtained from the Freund–Rubin backgroundAdS4×V2(R5)
[28, Appendix C] by the Englert procedure of constructing a 4-form out of the
Killing spinors [25, 29]. The angle α parametrises the choice of the two Killing
spinors out of which we make up the part of F with no legs along AdS4. The
background AdS4×V2(R5) has SU(3) holonomy. This means that V2(R5) admits a
two-dimensional space of real Killing spinors. Depending on which two spinors
we pick, we can construct a Ka¨hler calibration and one of the circle’s worth of
special lagrangian calibrations on the codimension-one subbundle of the tangent
bundle whose fibre at the origin is spanned by X4, . . . ,X9. In addition, the tangent
representation of SU(3) leaves invariant one direction, which is spanned by X♮ at
the origin. We now recognise the second term of F in the expression (106) as the
square of the transverse Ka¨hler calibration (itself a calibration) and the third term
as one of the transverse special lagrangian calibrations wedgedwith the invariant
form θ♮. This solution is also mentioned in [28, Appendix C] but not given explic-
itly. As usual in the Englert procedure, supersymmetry is broken. The formof the
solution suggests that we should be able to obtain it as well via the Pope–Warner
procedure in [27], but we have not tried to do this.
The first two backgrounds seem to be new.
7.4.3. so(3)+ isotropy. In the final case, the isotropy algebra is so(3)+, whose complement
in so(5) decomposes into 3V0 ⊕ V3, with 3V0 corresponding to the so(3)− subalgebra of
so(5) and V3 corresponding to the four-dimensional representation spanned by the La5
with a = 1, 2, 3, 4. This would seem to require 8 parameters to describe the metric, but
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in fact we can use the action of the normaliser SO(3)− in order to diagonalise the inner
product. Indeed, defining the following ordered basis for m:
(X0,X1, . . . ,X♮) = (J45, J15, J25, J35, L
−
1 , L
−
2 , L
−
3 , L15, L25, L35, L45) , (107)
and the canonical dual bases for m∗, we can write the invariant metric as
g = γ0
(
−(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2
)
+ γ1(θ
4)2 + γ2(θ
5)2 + γ3(θ
6)2 + γ4
♮∑
i=7
(θi)2 , (108)
with γ0,1,2,3,4 > 0. Using the homothety invariance, we can set γ0 = 1 without loss of
generality. The space of invariant closed 4-forms is 8-dimensional, with themost general
such F given by
F = ϕ1θ
0123 +ϕ2
(
θ4578 − θ459♮
)
+ϕ3
(
θ4579 + θ458♮ + θ4678 − θ469♮
)
+ϕ4
(
θ457♮ − θ4589 − θ5678 + θ569♮
)
+ϕ5
(
θ4679 + θ468♮
)
+ϕ6
(
θ467♮ − θ4689 − θ5679 − θ568♮
)
+ϕ7
(
θ567♮ − θ5689
)
+ϕ8θ
789♮ . (109)
The Maxwell equations (44) are the following:
0 = ϕ4 (
√
γ1γ2γ3ϕ1 + γ1 + γ3)
0 = ϕ6 (
√
γ1γ2γ3ϕ1 + γ1 + γ2)
0 = ϕ3 (
√
γ1γ2γ3ϕ1 + γ2 + γ3)
0 = γ3ϕ2 + γ2ϕ5 + γ1ϕ7 +
√
γ1γ2γ3ϕ1ϕ7 + γ1γ2γ3γ
−2
4 ϕ8
0 = γ3ϕ2 − γ2ϕ5 − γ1ϕ7 −
√
γ1γ2γ3ϕ1ϕ5 + γ1γ2γ3γ
−2
4 ϕ8
0 = γ3ϕ2 − γ2ϕ5 + γ1ϕ7 +
√
γ1γ2γ3ϕ1ϕ2 − γ1γ2γ3γ
−2
4 ϕ8
0 = γ3ϕ2 + γ2ϕ5 − γ1ϕ7 −
1
2
√
γ1γ2γ3ϕ1ϕ8
(110)
The Einstein equations are
0 = (ϕ2 +ϕ5)ϕ3 +ϕ4ϕ6
0 = ϕ3ϕ4 + (ϕ5 −ϕ7)ϕ6
0 = (ϕ2 −ϕ7)ϕ4 +ϕ3ϕ6
9 = ϕ21 +
ϕ28
2γ44
+
γ3ϕ
2
2 + γ2ϕ
2
5 + γ1ϕ
2
7 + (γ2 + γ3)ϕ
2
3 + (γ1 + γ3)ϕ
2
4 + (γ1 + γ2)ϕ
2
6
γ1γ2γ3γ
2
4
3
(
2
γ4
− 1
)
=
ϕ28
2γ44
+
(γ1 + γ2 + γ3)
γ24
0 =
γ21
2γ2γ3
+
γ21
γ24
−
1
6
ϕ21γ1 +
ϕ24γ1
3γ2γ3γ24
+
ϕ26γ1
3γ2γ3γ24
+
ϕ27γ1
3γ2γ3γ24
+
ϕ28γ1
6γ44
−
2ϕ22
3γ2γ24
−
2ϕ23
3γ2γ24
−
2ϕ23
3γ3γ24
−
2ϕ24
3γ2γ24
−
2ϕ25
3γ3γ24
−
2ϕ26
3γ3γ24
−
γ3
2γ2
−
γ2
2γ3
+ 1
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0 =
γ22
2γ1γ3
+
γ22
γ24
−
1
6
ϕ21γ2 +
ϕ23γ2
3γ1γ3γ24
+
ϕ25γ2
3γ1γ3γ24
+
ϕ26γ2
3γ1γ3γ24
+
ϕ28γ2
6γ44
−
2ϕ22
3γ1γ24
−
2ϕ23
3γ1γ24
−
2ϕ24
3γ1γ24
−
2ϕ24
3γ3γ24
−
2ϕ26
3γ3γ24
−
2ϕ27
3γ3γ24
−
γ3
2γ1
−
γ1
2γ3
+ 1
0 =
γ23
2γ1γ2
+
γ23
γ24
−
1
6
ϕ21γ3 +
ϕ22γ3
3γ1γ2γ24
+
ϕ23γ3
3γ1γ2γ24
+
ϕ24γ3
3γ1γ2γ24
+
ϕ28γ3
6γ44
−
2ϕ23
3γ1γ24
−
2ϕ24
3γ2γ24
−
2ϕ25
3γ1γ24
−
2ϕ26
3γ1γ24
−
2ϕ26
3γ2γ24
−
2ϕ27
3γ2γ24
−
γ2
2γ1
−
γ1
2γ2
+ 1
First of all, let us remark that the equations have a symmetry of order 3 which fixes
γ4,ϕ1,ϕ8 and transforms the remaining parameters as
(γ1,γ2,γ3,ϕ2,ϕ3,ϕ4,ϕ5,ϕ6,ϕ7) 7→ (γ2,γ3,γ1,−ϕ7,ϕ4,ϕ6,ϕ2,ϕ3,−ϕ5) . (111)
The Einstein equations allows us to solve for ϕ1 and ϕ8 and one sees quickly that γ4 < 2.
TheMaxwell equations are then linear equations on the remainingϕ2,3,4,5,6,7. The generic
solution sets them all to zero, but then this sets ϕ8 = 0 as well. There are two solutions,
both of which have ϕ1 = ±3 and γ1 = γ2 = γ3. In one solution we have γ1 = γ2 =
γ3 = γ4 = 1, which corresponds to the original Freund–Rubin background, whereas in
the other case we have γ1 = γ2 = γ3 =
25
9 and γ4 =
5
9 , which is the squashed 7-sphere
solution of [30]. Both of these backgrounds have γ1 = γ2 = γ3, but there are others in this
class. In fact, one finds a 2-sphere’s worth of Englert solutions as well as the squashed
Englert solution of [31–33]. In our conventions, the squashed Englert solution looks like
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 310
6∑
i=4
(θi)2 + 32
♮∑
i=7
(θi)2
λ−3F = 2
√
6
5θ
0123 ± 3 ( 310)3/2 (θ4578 − θ459♮ + θ4679 + θ468♮ − θ567♮ + θ5689 + 5θ789♮) ,
(112)
where we recognise the second term in F as the G2-invariant coassociative calibration
built out of one of the Killing spinors of the Freund–Rubin background.
It remains to look at the cases where the γ1,γ2,γ3 are not all equal. If all of ϕ3,4,6 are
different from zero, then the Maxwell equations show that γ1 = γ2 = γ3, hence we must
have at least one of ϕ2,3,6 equal to zero. Due to the order-3 symmetry (111) we can take
ϕ3 = 0 without loss of generality, but then the first of the Einstein equations say that
ϕ4ϕ6 = 0 and whence we must have at least two of ϕ2,3,6 equal to zero. This gives two
cases to consider. In the first case, ϕ3 = ϕ4 = 0 and ϕ6 6= 0, whereas in the second case
ϕ3 = ϕ4 = ϕ6 = 0.
Let us consider the first case, with ϕ3 = ϕ4 = 0 but ϕ6 6= 0. This last condition has two
immediate consequences: the second Maxwell equation allows us to solve for ϕ1:
ϕ1 = −
γ1 + γ2√
γ1γ2γ3
; (113)
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whereas the second Einstein equation forces ϕ7 = ϕ5. The fourth Maxwell equation
allows us to solve for ϕ2 in terms of ϕ8:
ϕ2 = −
γ1γ2
γ24
ϕ8 , (114)
and the fifth Einstein equation allows us to solve for ϕ8 up to a sign:
ϕ8 = ±
√
12γ34 − 6γ
4
4 − 2(γ1 + γ2 + γ3)γ
2
4 , (115)
whence
ϕ2 = ∓γ1γ2
√
12γ−14 − 6− 2(γ1 + γ2 + γ3)γ
−2
4 . (116)
We now have to distinguish two cases, according to whether or not γ1 = γ2. If γ1 6= γ2,
we find that there are no admissible solutions to the equations, whereas if γ1 = γ2, we
get precisely one admissible background:
λ−2g = −(θ0)2 + (θ1)2 + (θ2)2 + (θ3)2 + 23
(
(θ4)2 + (θ5)2 + 2(θ6)2
)
+ 23
♮∑
i=7
(θi)2
λ−3F = −
√
3θ0123 + 2
(
2
3
)3/2
cosα
(
θ4679 + θ468♮ + θ567♮ − θ5689
)
+ 2
(
2
3
)3/2
sinα
(
θ467♮ − θ4689 − θ5679 − θ568♮
)
,
(117)
which is seen to be the Pope–Warner solution.
Finally, it remains to analyse the case where ϕ3 = ϕ4 = ϕ6 = 0, but yet γ1,2,3 are not
all the same. It is not difficult to solve for ϕ2i using the Einstein equations, since these
equations are linear in these variables. One finds
ϕ21 =
2(γ1 + γ2 + γ3 + 15γ24 − 12γ4)
γ24
+
2(γ21 + γ
2
2 + γ
2
3) − (γ1 + γ2 + γ3)
2
γ1γ2γ3
ϕ22 = 6γ1γ2γ4(1− γ4) + γ1γ
2
4 + γ2γ
2
4 − γ3γ
2
4 − γ1γ2γ3
ϕ25 = 6γ1γ3γ4(1− γ4) + γ1γ
2
4 − γ2γ
2
4 + γ3γ
2
4 − γ1γ2γ3
ϕ27 = 6γ2γ3γ4(1− γ4) − γ1γ
2
4 + γ2γ
2
4 + γ3γ
2
4 − γ1γ2γ3
ϕ28 = 2 (3γ4(2− γ4) − (γ1 + γ2 + γ3))γ
2
4
(118)
It follows easily from the last of these equations that γ4 < 2 and that γ1 + γ2 + γ3 6 3,
with the bound attained for γ4 = 1 and ϕ8 = 0. Since now all γ1,2,3 are the same, we
may exploit the order-3 symmetry (111) of the equations in order to make a choice that
γ1 6= γ3 and γ2 6= γ3. This leaves open the possibility that γ1 and γ2 may be equal.
Alas, we have been unable to solve this system at the present time.2 We know that
there is a Freund–Rubin solution, discovered in [28], and known to possessN = 1 super-
symmetry and therefore also an associated Englert-like background with the four-form
2Alexander S. Haupt has managed to complete this analysis and we include his results in Appendix B.
There are no new backgrounds.
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F constructed out of the Killing spinor. We expect that there are others, since prelimi-
nary numerical investigations suggest that there should be a positive-dimensional mod-
uli space of solutions of these equations.
In summary, we find a number of novel n = 5 AdS backgrounds whose geometry is
studied in more detail in the following section.
8. The geometry of some n = 5 backgrounds
In this section we discuss the geometry of the non-numerical n = 5 backgrounds we
discovered in Sections 6.3 and 7.4.
8.1. n = 5 anti de Sitter backgrounds. In Section 7.4, we exhibited a number of new
(to us) homogeneous AdS4 backgrounds with isometry Lie algebra so(3, 2) ⊕ so(5). In
all cases the geometry is AdS4×P7, where P is a riemannian manifold homogeneous
under the action of SO(5). The backgrounds in Section 7.4.2, whose geometry is given
by equations (102), (103) and (104), all have metric of the general form given by equation
(96) with γ0,1,2,3 > 0. Using the homothety invariance of the supergravity field equations,
we can set γ0 = 1 without much loss of generality. This fixes the scale of the AdS4 factor
and the remaining metric freedom resides in the riemannian factor P7 with a metric
depending on γ1,2,3. This metric is Einstein when γ1 = γ2 =
2
3γ3. In that case, the Einstein
condition is Rab = λgabwith λ =
9
4γ2
. For those values of the parameters the supergravity
field equations are not satisfied, which is to be expected, since the four-form (105) is not
of Freund–Rubin type.
Let us now discuss the isometries of this family of geometries. Using the method
described in Appendix A it is possible to show that the isometry Lie algebra of the gen-
eral metric (96) with γ0,1,2,3 > 0 is generically indeed so(3, 2) ⊕ so(5), but if γ1 = γ2 it is
enhanced to so(3, 2) ⊕ so(5) ⊕ so(2). This is the case for the background described by
equations (104) and (105) (or (106)). The extra Killing vector χ, spans the centre of the
isometry Lie algebra and, like any Killing vector, is uniquely defined by its value and
that of its derivative at the origin. In the notation of Section 7.4.2,
χ
∣∣
o
=
2γ1
γ3
L45 , ∇Li4χ
∣∣
o
= Li5 and ∇Li5χ
∣∣
o
= −Li4 , (119)
where i = 1, 2, 3 and all other derivatives vanish at the origin. From now on we will take
γ1 = γ2.
Let us characterise Killing vector fields by pairs K = (ξ,Φ) where ξ ∈ m is the value
of the Killing vector field at the origin and Φ = −∇ξ ∈ so(m) is (minus) its derivative
at the origin. Let (e1, . . . ,e7) = (L14, L24, L34, L15, L25, L35, L45) be an ordered basis for m. A
basis for the isometry Lie algebra of the metric on P with the choice γ1 = γ2 is given by
Ka = (ξa,Φa) for a = 1, . . . , 11, where
ξ1 = ξ2 = ξ3 = ξ4 = 0 and (ξ5, . . . , ξ11) = (e1, . . . ,e7) , (120)
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and
Φ1 =

0 1 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

Φ2 =

0 0 1 0 0 0 0
0 0 0 0 0 0 0
−1 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0

Φ3 =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

Φ4 =

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

Φ5 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 − γ32γ1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 12 0 0 0

Φ6 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 − γ32γ1
0 0 0 0 0 0 0
0 0 0 0 12 0 0

Φ7 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 − γ32γ1
0 0 0 0 0 12 0

Φ8 =

0 0 0 0 0 0 γ32γ1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
− 12 0 0 0 0 0 0

Φ9 =

0 0 0 0 0 0 0
0 0 0 0 0 0 γ32γ1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 − 12 0 0 0 0 0

Φ10 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 γ32γ1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 − 12 0 0 0 0

and Φ11 = 0.
Let S = K3 + αK11, where α ∈ R is a parameter. Then S is given by the data (ξ,Φ)with
ξ = αe7 and Φ = Φ3 . (121)
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We claim that for some choice of metric, S is the Reeb vector field of a Sasakian struc-
ture on P. We recall that an odd-dimensional riemannian manifold (P,g) is Sasakian if
and only if its metric cone (P˜ = R+ × P, g˜ = dr2 + r2g), for r > 0 the coordinate on R+, is
Ka¨hler. Let us see what this means intrinsically.
On P˜ there is a hermitian structure J which is compatible with g˜ and is parallel rel-
ative to the riemannian connection ∇˜ of g˜. Let ω denote the associated Ka¨hler form:
ω(X, Y) = g˜(JX, Y). Let E = r ∂
∂r
denote the Euler vector field. Its derivative ∇˜E is the
identity endomorphism: ∇˜XE = X for all vector fields X on the cone, whence it gener-
ates homotheties of (P˜, g˜). Define a 1-form η˜ on the cone by η˜ = ιEω. In other words,
η˜(X) = ω(E,X) = g˜(JE,X). A quick calculation shows that η˜ scales with weight 2 under
the homotheties generated by E. Since ιEη˜ = 0, we see that r−2η˜ is basic; that is, there is a
1-form η on P such that r−2η˜ = π∗η with π : P˜ → P the natural projection (r,p) 7→ p. It is
another relatively straightforward calculation to show that dη˜ = 2ω, whence
ω = 12dη˜ =
1
2d(r
2π∗η) = rdr∧ π∗η+ 12r
2π∗dη . (122)
Let P be (2n+ 1)-dimensional. Since ω is a Ka¨hler form,
ωn+1 = n2−nr2n+1π∗(η∧ (dη)n) (123)
is nowhere vanishing, which implies that η ∧ (dη)n is nowhere vanishing and thus η
defines a contact structure on P.
Let us define the vector field S˜ = JE. Since g˜(S˜,E) = g˜(JE,E) = 0, S˜ restricts to a vector
field on P, which we may and will think of as the r = 1 slice of P˜. It is an easy calculation
to show that S˜ is a Killing vector field with norm r2, whence it restricts to a unit-norm
Killing vector S on P and hence η(S) = 1. The covariant derivative φ = −∇S of S on M
defines a complex structure on the distribution D orthogonal to the one spanned by S
itself. Indeed, ∇˜S˜ = ∇˜JE = J ◦ ∇˜E = J and hence φ is defined by declaring it to coincide
with J on the orthogonal complement to the distribution spanned by E and S˜ and to
annihilate S: φ(S) = 0. In other words, one can show that
φ2 = − id+S⊗ η . (124)
The compatibility between the riemannian and complex structures on the cone be-
comes the compatibility between the riemannian and contact structures on P; namely,
g(φX,φY) = g(X, Y) − η(X)η(Y) . (125)
This simply says that φ is an isometry on the distribution D .
Finally, the integrability condition of the hermitian structure (i.e., the vanishing of the
Nijenhuis tensor) becomes a differential condition on φ:
(∇Xφ)(Y) = g(X, Y)S− g(S, Y)X . (126)
We may rewrite the left-hand side as
(∇Xφ)(Y) = ∇X(φ(Y)) −φ(∇XY) = −∇X∇YS+∇∇XYS = −R(S,X)Y , (127)
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whence the integrability condition becomes an algebraic equation involving the curva-
ture tensor:
R(S,X)Y + g(X, Y)S− g(S, Y)X = 0 . (128)
A Sasaki structure is actually too strict for our needs. This derives from the fact that
Sasaki structures are not scale invariant, whereas the supergravity field equations are.
We actually need a somewhat more relaxed notion of Sasaki structure which says that
(P,g, η, S,φ) is only homothetic to a Sasaki structure. In other words, we (tentatively)
say that (P,g, η, S,φ) defines an r-Sasaki structure, if for some r > 0, (P, r2g, η, S,φ) is
a Sasaki structure. The name comes from the fact that the r-slice of a Ka¨hler cone has
such a structure. Since both the riemannian connection ∇ and the riemann curvature R
are invariant under homotheties, (P,g, η, S,φ) is an r-Sasaki structure if all equations of
a Sasaki structure are obeyed, except for the following changes:
(1) the normalisation of S is now g(S, S) = r−2,
(2) the metric compatibility condition (125) is now
g(φX,φY) = g(X, Y) − r−2η(X)η(Y) , (129)
(3) and the integrability condition (130) is replaced by
R(S,X)Y + r2g(X, Y)S− r2g(S, Y)X = 0 . (130)
These conditions are easy to check for the homogeneous backgrounds of interest. We
notice that the new integrability condition (130) is tensorial and only depends on the
value of the Reeb vector field S at the origin and does so linearly. Therefore in the expres-
sion (121) for S, the parameter α is not fixed by (130). Indeed, it is not difficult to verify
that for all α 6= 0, the integrability condition (130) is satisfied provided that r2 = γ3
4γ21
. The
parameter α is fixed by normalising S to g(S, S) = r−2, which means α = 2γ1
γ3
. Comparing
with (119) we see that S = χ the generator of the centre of the isometry Lie algebra!
In the case of the background with flux given by equation (105), the Reeb vector field
S does not preserve it, whence the symmetry Lie algebra of the background is precisely
so(5)⊕so(3, 2). Let us briefly explain the calculation of the Lie derivative LSF of F along S.
Using the Cartan formula and the fact that F is closed, LSF = diSF, so we need to compute
the exterior derivative of the 3-form iSF. We saw in Section 2.2, particularly equation (15),
that the exterior derivative of an invariant form is easy to compute algebraically. Now
let X be a Killing vector and let us see whether iSF is invariant. We calculate the Lie
derivative of iSF along X to obtain
LXiSF = iSLXF+ i[X,S]F . (131)
The first term in the RHS vanishes because F is invariant and the second term vanishes
precisely because the Reeb vector field S is central, whence [X, S] = 0 for all Killing vectors
X. This means that we can use equation (15) to compute diSF and we find that it is not
zero.
8.2. Other n = 5 backgrounds. We now look in some detail at two of the backgrounds
found in Section 6.3.
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8.2.1. A supersymmetric Freund–Rubin background. In this background, the geometry is
S4 × X7 with X a lorentzian Sasaki–Einstein manifold. Since the background is Freund–
Rubin, this means [34] that it is supersymmetric. Explicitly, in terms of the basis given
earlier in this section, and reintroducing the scale λ 6= 0, we have
λ−2g = −(θ0)2 + 49
(
(θ1)2 + · · · + (θ4)2) + 23 ((θ5)2 + · · ·+ (θ♮)2)
λ−3F = 89θ
1234 .
(132)
Let us now show that X admits an invariant lorentzian Sasaki–Einstein structure. In
fact, let us consider more generally any homogeneous lorentzian geometry of the type
(so(3, 2), so(3)) with γ2 = γ3 =: γ. This describes two of the three backgrounds we have
found. Lorentzian Sasaki structures (M,g, S, η,φ) are described by a lorentzian odd-
dimensional manifold (M,g)with a timelike Killing vector S normalised to g(S, S) = −1,
a contact structure η with η(S) = 1 and endomorphism φ = −∇S with φ2 = − id+S⊗ η
and subject to slight modifications of the metric compatibility and integrability condi-
tions (125) and (130), respectively; namely, the lorentzian metric compatibility condition
is now
g(φX,φY) = g(X, Y) + η(X)η(Y) , (133)
whereas the integrability condition reads
R(S,X)Y − g(X, Y)S+ g(S, Y)X = 0 . (134)
Similarly, we can consider lorentzian r-Sasaki structures (M,g, S, η,φ), defined in such
a way that (M, r2g, S, η,φ) is lorentzian Sasaki. This means that now S is normalised to
g(S, S) = −r−2 and that the metric compatibility and integrability conditions change to
g(φX,φY) = g(X, Y) + r−2η(X)η(Y) , (135)
whereas the integrability condition reads
R(S,X)Y − r2g(X, Y)S+ r2g(S, Y)X = 0 . (136)
The situation here is very similar to that of Section 8.1. When γ2 = γ3, there is an
enhancement of symmetry to so(3, 2)⊕ so(2), where the central Killing vector S is deter-
mined by the pair (ξ,Φ) ∈ m⊕ so(m), with ξ = 2γJ45 and Φ given relative to the ordered
basis (Ji4, Ji5, J45) by the matrix
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

. (137)
We claim, as suggested by the choice of notation, that S is the Reeb vector field of a
lorentzian r-Sasaki structure. It is normalised to g(S, S) = −4γ2, whence we expect that
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r = 12γ and indeed a straightforward calculation shows that
4γ2R(S,X)Y − g(X, Y)S+ g(S, Y)X = 0 . (138)
The nonzero components of the Levi-Civita connection for this metric are readily cal-
culated using the formulas (8) and (56):
∇J45Ji4 =
(
1
2γ − 1
)
Ji5
∇Ji4J45 = 12γJi5
∇Ji4Jj5 = 12δijJ45
∇J45Ji5 =
(
1− 12γ
)
Ji4
∇Ji5J45 = − 12γJi4
∇Ji5Jj4 = − 12δijJ45 .
(139)
Using the formulae (57) in the case where γ2 = γ3 =: γ, we see that Λ = 1− 4γ2 and
Ric(J45, J45) =
3
2γ2
and Ric(Ji4, Jj4) = Ric(Ji5, Jj5) = δij
(
1
2γ − 3
)
, (140)
whence the metric is Einstein if and only if − 3
2γ2
= 1
γ
( 12γ − 3), or equivalently if and only
if γ = 23 .
In summary, we have shown that the background with γ1 =
4
9 and γ2 = γ3 =
2
3 is
a Freund–Rubin background of the form S4 × X7, with X (homothetic to) a lorentzian
Sasaki–Einstein manifold. Lischewski [35] has shown that this background admits N=2
supersymmetry, a fact that can also be deduced in this case from unpublished results
[34]. Indeed, Killing spinors take the form
εIa = ζIa ⊗ψ , (141)
where I = 1, . . . , 4 and a = 1, 2, ζIa are geometric Killing spinors on S4 and ψ is a geo-
metric Killing spinor on the lorentzian Sasaki–Einstein manifold. The spinor ε is subject
to a symplectic Majorana condition(
εIa
)∗
= ΩIJǫabε
Jb , (142)
with ΩIJ the Sp(2)-invariant symplectic structure on the space of Killing spinors of S4,
which by Ba¨r’s cone construction is isomorphic as an Sp(2)-module to the space of par-
allel spinors on R5, which is just the spinor irreducible representation of Spin(5) ∼=
Sp(2), hence a quaternionic representation. With a suitable normalisation of the Killing
spinors, the Killing superalgebra is given by
[εIa, εJb] = ΩIJǫabχ , (143)
where χ is the Reebvector field of the lorentzian Sasaki structure. Therefore the SO(3, 2)×
SO(5) symmetry is accidental and only the central SO(2) symmetry is induced by the su-
persymmetry.
This solution looks like it could be obtained via a Wick rotation from a background
of the type AdS4×X7, with X a Sasaki–Einstein 7-manifold.3 If that is the case, the AdS4
background must be a Freund–Rubin background and hence must be one of the back-
grounds classified in [28] and discussed here in Section 7.4.2. Let us try to identify
3We are grateful to James Lucietti for this suggestion.
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it. The solution we found is described, as a homogeneous space, by the data (g, h) =
(so(5) ⊕ so(3, 2), so(4) ⊕ so(3)). We may think of so(5) ⊕ so(3, 2) as a real Lie subalgebra
of the complex Lie algebra gl(10,C) of 10 × 10 complex matrices. We are after a homo-
geneous AdS4 Freund–Rubin background which, as a homogeneous space is described
algebraically by the data (g ′, h ′) = (so(3, 2)⊕so(5), so(3, 1)⊕so(3)). Therefore theWick ro-
tationwe are after is an element̟ ∈ GL(10,C) such that multiplying on both the left and
the right by ̟ maps (g, h) to (g ′, h ′). A little experimentation leads us to the following
diagonal matrix
̟ =

I3
iI2
I3
iI2
 ∈ GL(10,C) , (144)
where In is the n × n identity matrix. The element ̟ thus defines a “quadruple” Wick
rotation. The map X 7→ ̟X̟ sends the Lie subalgebra g = so(5) ⊕ so(3, 2) ⊂ gl(10,C)
which preserves the inner product
η =

I3
I2
I3
−I2
 (145)
to the isomorphic Lie subalgebra g ′ = so(3, 2)⊕ so(5)which preserves the inner product
η ′ =

I3
−I2
I3
I2
 . (146)
At the same it sends the subalgebra h = so(4)⊕ so(3) of g to the subalgebra h ′ = so(3, 1)⊕
so(3) of g ′. It is not hard to show that the homogeneous space described by (g ′, h ′) ad-
mits a Freund–Rubin background, given relative to the Wick-rotated basis by a similar
expression to that of (132), namely
λ−2g = (θ0)2 + 49
(
(θ1)2 + (θ2)2 + (θ3)2 − (θ4)2
)
+ 23
(
(θ5)2 + · · · + (θ♮)2)
λ−3F = 89θ
1234 .
(147)
The underlying geometry is AdS4×X7, whereX7 is a Sasaki–Einsteinmanifoldwith isom-
etry Lie algebra so(5) ⊕ so(2) because of the enhancement due to γ2 = γ3. In fact, it is
possible to identify X7 with the real Stiefel manifold V2(R5) of orthonormal 2-frames in
R5 with the Einsteinmetric, equivalently the unit tangent bundle to S4. This background
is discussed in [28, Appendix C] and is also discussed in [36], which contains references
to earlier papers. It is shown in [28] that the solution has N = 2 supersymmetry, just as
the Wick-rotated background found here.
48 FIGUEROA-O’FARRILL AND UNGUREANU
8.2.2. A circle of backgrounds. This background depends on a parameter α which shares
the same underlying geometry:
λ−2g = −(θ0)2 + 49
(
(θ1)2 + · · ·+ (θ♮)2)
λ−3F = − 13θ
1234 + 1√
3
cosα
(
θ0567 − θ059♮ + θ068♮ − θ0789
)
− 1√
3
sinα
(
θ056♮ − θ0579 + θ0678 − θ089♮
)
= − 13θ
1234 + 1√
3
θ0 ∧ Re
(
eiα(θ5 + iθ8)∧ (θ6 + iθ9)∧ (θ7 + iθ♮)
)
.
(148)
The geometry is again S4 × X7 with X (homothetic to) a lorentzian Sasaki manifold, but
now it is not Einstein. This does not necessarily imply that it is not supersymmetric,
since the background is not of Freund–Rubin type: the 4-form has components in both
factors. However Lischewski [35] has shown that this background is not supersymmetric
by an explicit calculation of the holonomy algebra of the connectionD. This background
does not seem to beWick-related to an AdS4 background. In the second expression for F
we recognise a transverse special lagrangian calibration, which suggests that this back-
ground is obtained from a supersymmetric Freund–Rubin background via the Englert
procedure. It seems likely that the supersymmetric Freund–Rubin background in ques-
tion is the background described in the previous section. Finally, we remark that al-
though there is an enhancement of the isometry algebra by an additional central Killing
vector, this is not a symmetry of F, whence the symmetry Lie algebra of the background
remains isomorphic to so(3, 2)⊕ so(5).
9. Summary of results and open problems
We have presented the results of a systematic search for eleven-dimensional super-
gravity backgrounds homogeneous under a Lie group with Lie algebra gn := so(n) ⊕
so(3, 2) for n = 5, 6, 7. The aim of this search is to explore the existence of new candidate
backgrounds with N > 4 supersymmetry dual to three-dimensional superconformal
field theories. It is known that such backgrounds are homogeneous and the structure
of the superconformal algebra is such that the bosonic subalgebra is isomorphic to gn.
Since backgrounds with N = 8 supersymmetry have been classified, we have restricted
ourselves to n = 5, 6, 7; although we have many partial results for n = 4 which have not
made it to this paper.
Such homogeneous backgrounds come in two families: those with underlying geom-
etry AdS4×P7 and the rest. We find no new backgrounds for n = 6, 7, but we find a
number of possibly novel backgrounds with n = 5 of both types. Curiously all back-
grounds we find are metrically products.
We find three new backgrounds with underlying geometry AdS4×P7, where P is a
homogeneous riemannianmanifold SO(5)/SO(3), where SO(3) is the subgroup of SO(5)
which leaves pointwise invariant a plane in R5. One of the backgrounds can only be ap-
proximated numerically. Of the other two backgrounds, one of them is discussed in de-
tail in Section 8.1, where it is shown that it is (homothetic to) a Sasaki manifold, whence
the geometry has an enhanced isometry Lie algebra so(3, 2)⊕ so(5)⊕ so(2), where so(2)
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is generated by the Reeb vector field of the Sasaki structure. The flux is not preserved
by the Reeb vector field, whence the background’s symmetry is not enhanced. In fact,
this background is not new, since its existence was mentioned in [28, Appendix C]. It
can be identified with the result of applying the Englert procedure to a background
AdS4×V2(R5). As a result it breaks all the supersymmetry. We have not analysed the
supersymmetry of the other two backgrounds.
We also have found backgrounds which do not have an AdS4 factor, yet still have an
so(3, 2) summand in the symmetry algebra. We have found three such backgrounds, all
with underlying geometry S4 × Q7 with S4 the round 4-sphere and Q a homogeneous
lorentzian manifold SO(3, 2)/SO(3) but with different kinds of fluxes. One of the back-
grounds, discussed in detail in Section 8.2.1 is of Freund–Rubin type since the flux is
proportional to the volume form on S4. In this case Q is (homothetic to) a lorentzian
Sasaki–Einstein manifold and this means that the background is supersymmetric, albeit
onlywithN = 2. As shown in Section 8.2.1, this background isWick-related to a Freund–
Rubin background AdS4×V2(R5) already known from classical times [28]. There is an
enhancement of symmetry and the full isometry algebra is so(5) ⊕ so(3, 2)⊕ so(2), with
the so(2) generated by the Reeb vector field of the Sasaki structure. We also find find a
circle’s worth of backgrounds, described in Section 8.2.2, which seems to be the result of
applying the Englert procedure to the Freund–Rubin background just mentioned. If this
is indeed the case, then the background preserves no supersymmetry. Here the geome-
try is lorentzian Sasaki and although there is an enhancement of the isometry algebra to
so(5)⊕so(3, 2)⊕so(2), the Reeb vector field does not preserve the rather complicated flux.
Finally, we also find a background which we can only approximate numerically. For this
background there is no enhancement of the symmetry and in particularQ does not have
a homogeneous Sasaki structure. This numerical background is given by equation (74)
and we have yet to investigate whether it preserves any supersymmetry.
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Appendix A. Isometries of a homogeneous space
Let (M,g) be a homogeneous riemannian manifold admitting a transitive action of G
with generic stabiliser H, so that M is diffeomorphic to G/H. This means that G is a
subgroup of the isometry group of (M,g), but it could very well be the case that G is
a proper subgroup. The Lie algebra of the group of isometries can be determined by
solving the Killing vector equation on (M,g). A Killing vector is determined uniquely
by its value at a point and that of its covariant derivative relative to the Levi-Civita con-
nection. Indeed, as shown in [37,38] and discussed in [39], Killing vectors are in bijective
correspondence with parallel sections of TM⊕ so(TM), with so(TM) ∼= Λ2T ∗M the bun-
dle of skewsymmetric endomorphisms of the tangent bundle, relative to the connection
defining the so-called Killing transport:
DX
(
ξ
A
)
=
( ∇Xξ+A(X)
∇XA− R(X, ξ)
)
. (149)
In a homogeneous space, since both∇ and R are invariant under isometries, it is possible
to turn this into a linear system of equations with constant coefficients, which can be
succinctly described by lifting the problem to the group G. The following treatment
owes a lot to Robert Bryant [40] via MathOverflow.
As usual we think of (M,g) as described algebraically by a reductive split g = h ⊕ m
together with an H-invariant inner product 〈−,−〉 on m. Let us choose bases (Xa) for h
and (Yi) for m. The structure constants of g relative to these bases are given by
[Xa,Xb] = fab
cXc [Xa, Yi] = fai
jYj [Yi, Yj] = fij
aXa + fij
kYk . (150)
Let (ψa) and (θi) denote the left-invariant Maurer–Cartan one-forms on G dual to the
chosen bases for g. The structure equations are
dψc = − 12fab
cψa ∧ψb − 12fij
cθi ∧ θj dθk = − 12fij
kθi ∧ θj − fai
kψa ∧ θi . (151)
The H-invariant inner product on m has components ηij := 〈Yi, Yj〉 relative to the chosen
basis and ηijθiθj is the pullback toG of the invariant metric onM = G/H. The invariance
of the inner product means that faij = −faji, where here and in the sequel, we lower
indices using ηij, so that faij = faikηkj.
Let ωij denote the connection 1-form defined by
dθi = −ωij ∧ θ
j and ωij = −ωji . (152)
The structure equations allow us to solve for ωij:
ωij = faj
iψa − 12fjk
iθk + 12η
il (fljk + flkj) θ
k . (153)
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The curvature 2-form
Ωij = dω
i
j +ω
i
k ∧ω
k
j (154)
can be shown to be horizontal, whence it can be expressed only in terms of the (θi):
Ωij =
1
2R
i
jklθ
k ∧ θl . (155)
A Killing vector field on M = G/H lifts to a vector field on G which is defined by the
data (ξ,A), where
dξi +ωijξ
j = −Aijθ
j and Aij = −Aji . (156)
Differentiating this equation and using the structure equations (152), (154) and Killing’s
equation (156) itself, we arrive at
(dAij + [ω,A]
i
j)∧ θ
j = −Ωijξ
j . (157)
The following simple result is very useful.
Lemma. LetMij be a matrix of 1-forms such that
Mij ∧ θ
j = 0 and Mij = −Mji . (158)
ThenM = 0.
Proof. WriteMij =Mijkθk. The conditionMij∧θj = 0 becomesMijkθk∧θj = 0, which is
equivalent toMijk = Mikj. Lowering the index with η, this is equivalent toMijk = Mikj;
but sinceMijk = −Mjik, we see that
Mijk = −Mjik = −Mjki = Mkji =Mkij = −Mikj = −Mijk hence Mijk = 0 . (159)

Equation (157) says that Ωijξj + ρij ∧ θj = 0, where ρij = dAij + [ω,A]ij. Using the
lemma, we can give an alternate expression for ρ in terms of the curvature. Indeed,
Ωijξ
j + ρil ∧ θ
l = 12R
i
jklξ
jθk ∧ θl + ρil ∧ θ
l
=
(
1
2R
i
jklξ
jθk + ρil
)
∧ θl ,
but the algebraic Bianchi identity says that Rijkl = −Riljk − Riklj, whence
1
2R
i
jklξ
jθk ∧ θl = − 12(R
i
ljk + R
i
klj)ξ
jθk ∧ θl
= Rilkjξ
jθk ∧ θl .
This implies that (
Rilkjξ
jθk + ρil
)
∧ θl = 0 , (160)
but since Rijkl = −Rjikl and ρij = −ρji, the lemma says that
ρil = R
i
ljkξ
jθk . (161)
It is convenient to think of ρ as a bilinear in ξ and θ and define
ρ(ξ, θ)il = R
i
ljkξ
jθk . (162)
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Therefore equation (157) together with the lemma, imply that
dA+ [ω,A] = ρ(ξ, θ) , (163)
wherewe have dropped the indices and interpreted this equation as amatricial equation.
Differentiating equation (163) and using the various structure equations to eliminate
the derivatives dξ, dA, dω and dθ from the expression, we arrive at
[Ω,A] − [ω, ρ(ξ, θ)] + ρ(ξ,ω∧ θ) + ρ(ωξ, θ) + ρ(Aθ, θ) = 0 , (164)
where [Ω,A] = ΩA − AΩ and [ω, ρ(ξ, θ)] = ω ∧ ρ(ξ, θ) + ρ(ξ, θ) ∧ ω. The beauty of
equation (164) is that it is linear on ξ,A with constant coefficients!
Differentiating further and using the various structure equations again to eliminate
derivatives, yields new linear equations with constant coefficients. Eventually this pro-
cess will terminate, in the sense that no new equations are obtained. When this happens,
we are left with a set of linear equations in (ξ,A)whose solution space is the Lie algebra
of isometries of (M,g)with Lie bracket given by
[(ξ1,A1), (ξ2,A2)] = (A1ξ2 −A2ξ1, [A1,A2] − R(ξ1, ξ2)) , (165)
as proved, for example, in [39, §3].
Appendix B. Addendum to Section 7.4.3
by Alexander S. Haupt
In section 7.4.3, the subalgebra so(3)+ of so(5) is chosen as the isotropy algebra. This
leads to a priori four metric parameters γ1,2,3,4 > 0 and eight real parameters ϕ1,2,3,4,5,6,7,8
describing the space of invariant closed 4-forms. The section concludes with a partial
analysis of the remaining case where ϕ3 = ϕ4 = ϕ6 = 0 (see page 40). The purpose
of this appendix is to analyse the remaining case in full generality, thereby closing a
small gap in the systematic search for eleven-dimensional supergravity backgrounds
homogeneous under a Lie group with Lie algebra so(5)⊕ so(3, 2).
For the case where ϕ3 = ϕ4 = ϕ6 = 0, it remains to solve the Maxwell and the Einstein
equations expressed in (110) and (118), respectively. The first three equations in (110) are
identically satisfied owing to ϕ3 = ϕ4 = ϕ6 = 0. The remaining nine equations in (110)
and (118) can be turned into a system of polynomial equations upon introducing a new
auxiliary variableA subject to the constraintA2 = γ1γ2γ3. In total, this yields a system of
ten polynomial equations in the ten unknowns (γ1,2,3,4,ϕ1,2,5,7,8,A) of degree at most six,
0 = A2 − γ1γ2γ3,
0 = γ3γ
2
4ϕ2 + γ2γ
2
4ϕ5 + γ1γ
2
4ϕ7 ±Aγ24ϕ1ϕ7 +A2ϕ8,
0 = γ3γ
2
4ϕ2 − γ2γ
2
4ϕ5 − γ1γ
2
4ϕ7 ∓Aγ24ϕ1ϕ5 +A2ϕ8,
0 = γ3γ
2
4ϕ2 − γ2γ
2
4ϕ5 + γ1γ
2
4ϕ7 ±Aγ24ϕ1ϕ2 −A2ϕ8,
0 = 2γ3ϕ2 + 2γ2ϕ5 − 2γ1ϕ7 ∓Aϕ1ϕ8, (166)
0 = 2A2(γ1 + γ2 + γ3 + 15γ
2
4 − 12γ4) + 2(γ
2
1 + γ
2
2 + γ
2
3)γ
2
4 − (γ1 + γ2 + γ3)
2γ24 −A
2γ24ϕ
2
1,
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0 = 6γ1γ2γ4(1− γ4) + γ1γ
2
4 + γ2γ
2
4 − γ3γ
2
4 −A
2 −ϕ22,
0 = 6γ1γ3γ4(1− γ4) + γ1γ
2
4 − γ2γ
2
4 + γ3γ
2
4 −A
2 −ϕ25,
0 = 6γ2γ3γ4(1− γ4) − γ1γ
2
4 + γ2γ
2
4 + γ3γ
2
4 −A
2 −ϕ27,
0 = 2 (3γ4(2− γ4) − (γ1 + γ2 + γ3))γ
2
4 −ϕ
2
8,
where the sign ambiguity of the terms linear in A in the second to fifth equations is due
to the choice of the positive or negative branch of the square root A = ±√γ1γ2γ3. The
system of polynomial equations (166) is well-suited for a computer-based Gro¨bner ba-
sis computation, with the polynomials on the right-hand sides forming the input set.
Using the computer algebra system Magma, we compute a Gro¨bner basis with lexi-
cographic monomial ordering, where in addition the order of variables is taken to be
(ϕ1,ϕ8,ϕ2,ϕ7,ϕ5,γ3,γ1,γ2,A,γ4). The computation, performed on a compute-server
with 24 Intel Xeon E5-2643 3.40 GHz processors and 512 GB of RAM, took 55 minutes to
run and consumed about 545 MB of RAM.
The resulting Gro¨bner basis contains 561 polynomials with on average 132 terms per
polynomial. The numerical coefficients range up to order 1032. These numbers are inde-
pendent of the sign ambiguity stemming from the choice A = ±√γ1γ2γ3. Regardless of
the apparent complexity of the resulting Gro¨bner basis, it is straightforward to find the
vanishing locus of these polynomials by virtue of the so-called elimination property sat-
isfied, under certain conditions, byGro¨bner bases obtainedwith respect to lexicographic
monomial orderings. Restricting to the physically relevant solutions where γ1,2,3,4 > 0
and ϕ1,2,5,7,8 ∈ R (this implies γ4 < 2 and γ1 + γ2 + γ3 6 3, as noted below (118), as well
as A ∈ R \ {0}), we find a priori seven types of discrete solutions, as summarized in the
following table.
counter γ1 γ2 γ3 γ4 ϕ21 ϕ
2
2 ϕ
2
5 ϕ
2
7 ϕ
2
8 ϕi-signs #
(1) 1 1 1 1 9 0 0 0 0 (±, 0, 0, 0, 0) 2
(2) 925
9
25
9
25
9
5 9 0 0 0 0 (±, 0, 0, 0, 0) 2
(3) 310
3
10
3
10
3
2
24
5
243
1000
243
1000
243
1000
243
40 (+,±,±,∓,±) 2
(4) 56
5
6
5
6
5
6
24
5
125
216
125
216
125
216
125
216
(−,±,±,±,∓),
(−,±,∓,±,±),
(−,∓,±,±,±)
6
(5) 23
2
3
4
3
2
3 3 0
32
27
32
27 0 (−, 0,±,±, 0) 2
(6) 43
2
3
2
3
2
3 3
32
27
32
27 0 0 (−,±,∓, 0, 0) 2
(7) 23
4
3
2
3
2
3 3
32
27 0
32
27 0 (−,±, 0,±, 0) 2
Here, the first column represents a counter in order to distinguish the solutions and the
last column contains the multiplicities of the solutions originating from the sign choices
stated in the penultimate column. The values of the variables ϕ1,2,5,7,8 are given by the
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square roots of columns six to ten with the possible combinations of positive and nega-
tive branches of the square roots listed in the penultimate column. The sign choices for
the values of the variables ϕ1,2,5,7,8 are understood to be correlated.
Note that solutions (6) and (7) reduce to solution (5)due to the order-3 symmetry (111).
This effectively reduces the above list to the five cases (1)–(5). It is also worth noting that
the solutions are insensitive to the sign ambiguity in (166) originating from the choice
A = ±√γ1γ2γ3. In addition, we remark that intermediate steps of the calculation in-
dicate the presence of continuous families of solutions. It turns out, however, that the
one-parameter families of solutions are located in unphysical branches of solution space
where at least one of the four variables γ1,2,3,4 vanishes.
Comparing with the solutions already obtained in section 7, we conclude that solu-
tion (1) corresponds to the original Freund-Rubin background, whereas solution (2) can
be identified, upon redefining γ1,2,3,4 → γ−11,2,3,4, with the squashed 7-sphere solution (cf.
remarks below (111)). Solution (3) is equal to the squashed Englert solution (112). In
addition, solution (4) corresponds to the Englert solution (86), upon rescaling θi → 3θi,
i = 4, . . . , 9, ♮. Finally, solution (5) is seen to be the Pope-Warner solution (117).
In summary, the system of polynomial equations (166) corresponding to the remaining
case ϕ3 = ϕ4 = ϕ6 = 0 of section 7.4.3 yields five distinct physically relevant solutions,
all of which can be mapped to solutions already obtained in section 7. This concludes
our analysis of the remaining case where ϕ3 = ϕ4 = ϕ6 = 0.
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