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Abstract
For a given pi =(pi0,pi1, ...,pik)∈ {0,1,∗}
k+1 , we want to determine whether an
input k-uniform hypergraph G= (V,E) has a partition (V1,V2) of the vertex set so
that for all X ⊆V of size k, X ∈E if pi|X∩V1|= 1 and X /∈E if pi|X∩V1| = 0. We prove
that this problem is either polynomial-time solvable or NP-complete depending on
pi when k= 3 or 4. We also extend this result into k-uniform hypergraphs for k≥ 5.
1 Introduction
For a given pi = (pi0,pi1, ...,pik) ∈ {0,1,∗}
k+1, the pi-PARTITION is a decision problem
with the following input and output.
pi-PARTITION
input A k-uniform hypergraphG= (V,E)
output
True if G has a partition (V1,V2) of the vertex set so that for all
X ⊆ V of size k, X ∈ E if pi|X∩V1| = 1 and X /∈ E if pi|X∩V1| = 0.
False otherwise.
We say such partition as a pi-partition and a k-uniform hypergraphG is pi-partitionable
if it has a pi-partition.
Some special cases of pi-PARTITION have been studied by many people. Table 1
shows a list of some cases of pi-PARTITION which has known time complexity.
The CSP dichotomy conjecture implies that the pi-PARTITION is polynomial-time
solvable or NP-complete when pi does not contains 1. Recently, Zhuk [6] claims the
proof of this conjecture . We will completely classify pi-PARTITION into polynomial-
time solvable problems and NP-complete problems for k= 3,4 and we will prove some
partial result for k ≥ 5.
Before introducing our results, we observe some trivial facts. First, there exist
a trivial partition if pi0 = ∗ or pik = ∗. For a pi ∈ {0,1,∗}
k+1, let pi ′ be a vector in
{0,1,∗}k+1 such that every 1 of pi changed into 0 and every 0 of pi changed into 1. Then
by taking complement, it is easy to see that the pi-PARTITION and the pi ′-PARTITION are
1
pi pi-partitionable graph Complexity to decide it
(0,∗,0) 2-colorable graph Linear
(0,1,0) Complete bipartite graph Linear
(1,∗,0) Split graph Linear [3]
(0,∗,∗,0)
2-colorable 3-uniform hy-
pergraph
NP-complete [4]
pi0 = 0,pik = 1
and piℓ = ∗ oth-
erwise
Split hypergraph
Polynomial-time solvable [1]
[5]
Table 1: List of pi-PARTITIONs with known complexity
polynomial time equivalent. Therefore, we may assume that pi0 = 0 for all pi . Similarly,
by changing label of V1 and V2, we get the following fact.
Lemma 1.1. The (pi0,pi1, ...,pik)-PARTITION and the (pik,pik−1, ...,pi0)-PARTITION are
polynomial-time equivalent.
When k= 2, (0,∗,0)-PARTITION, (0,1,0)-PARTITION and (0,0,1)-PARTITION are
polynomial-time solvable by using DFS(Depth First Search) and (0,0,0)-PARTITION
is clearly polynomial-time solvable. (0,∗,1)-PARTITION is equivalent to deciding
whether a graph is a split graph. Hammer and Simeone [3] proved it is polynomial-time
solvable. By considering trivial cases and polynomial-time equivalences described
above, we get the pi-PARTITION is polynomial-time solvable for all pi ∈ {0,1,∗}3.
We proved full dichotomy result when k = 3 or 4 and we proved some partial
dichotomy result for larger k.
Theorem 1.2. For a pi ∈ {0,1,∗}4, the pi-PARTITION is NP-complete if pi = (0,∗,∗,0),
pi = (1,∗,∗,1), pi = (0,0,∗,0), pi = (0,∗,0,0), pi = (1,∗,1,1) or pi = (1,1,∗,1) and
polynomial-time solvable otherwise.
Theorem 1.3. For a pi ∈{0,1,∗}5, the pi-PARTITION is NP-complete if pi =(0,∗,∗,∗,0),
pi =(0,∗,∗,0,0), pi =(0,0,∗,∗,0), pi =(0,∗,0,0,0), pi =(0,0,0,∗,0), pi =(0,0,∗,0,0),
pi =(1,∗,∗,∗,1), pi =(1,∗,∗,1,1), pi =(1,1,∗,∗,1), pi =(1,∗,1,1,1), pi =(1,1,1,∗,1)
or pi = (1,1,∗,1,1) and polynomial-time solvable otherwise.
Theorem 1.4. Let pi = (pi0, ...,pi5) ∈ {0,1,∗}
6 be a vector. Suppose pi0 = 0, pi 6=
(0,∗,0,0,∗,0), pi 6= (0,∗,∗,0,∗,0), pi 6= (0,∗,0,∗,∗,0), pi 6= (0,∗,0,∗,0,0) and pi 6=
(0,0,∗,0,∗,0). Then the pi-PARTITION is NP-complete if pi = (0,∗,∗,∗,∗,0), pi =
(0,∗,∗,∗,0,0), pi =(0,0,∗,∗,∗,0), pi =(0,0,0,∗,∗,0), pi =(0,0,∗,∗,0,0), pi =(0,∗,∗,0,0,0),
pi = (0,0,0,0,∗,0), pi = (0,0,0,∗,0,0), pi = (0,0,∗,0,0,0) or pi = (0,∗,0,0,0,0) and
polynomial-time solvable otherwise.
To show these theorems, we first prove the fact that if pi contains both 0 and 1,
then the pi-PARTITION is polynomial-time solvable in Subsection 3.1. We also prove
that if pi = (0,∗,0,∗, ...,∗,0), then the pi-PARTITION is polynomial-time solvable in the
same subsection. Then it is enough to check (0,∗,0,0)-PARTITION is NP-complete or
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polynomial-time solvable to get full dichotomy result of k = 3 cases. We will show
NP-completeness of this problem in Subsection 3.2. After that, we will look some
polynomial-time reductions from a larger k to a smaller k so that we complete the
proof of the second and third theorem using the cases of k = 3 in Subsection 3.3.
2 Preliminary
2.1 Basic notations
For a k-uniform hypergraph G = (V,E) and a subset of vertices V ′ ⊆ V , a subgraph
induced by V ′ be a hypergraphG′ with the vertex set V ′ and the edge set E(G′) = {e ∈
E(G) | e ⊆ V ′} and denoted by G[V ′]. If G[V ′] is an empty graph, we say V ′ is an
independent set of G. Similarly, if G[V ′] has edges for every k-subset of V ′, we say V ′
is a clique of G.
Let Ckm be a k-uniform hypergraph with a vertex set Zm and an edge set {{i, i+
1, ..., i+ k− 1} | 1≤ i≤m}. It is called a k-uniform m-cycle.
2.2 Known results
One important NP-completeness of pi-PARTITION is proved by Lova´sz [4] which is
NP-completeness of 2-coloring problem of hypergraphs.
Theorem 2.1 (Lova´sz [4]). For a given hypergraph G= (V,E), the 2-coloring of G is
a function f : V → {1,2} such that each edge of G is not monochromatic. Deciding
whether a given hypergraph G has 2-coloring is NP-complete even if G is 3-uniform
hypergraph.
Theorem 2.1 shows the (0,∗,∗,0)-PARTITION is NP-complete.
To prove polynomial solvability results in section 3.1, we will look the theorem by
Feder, Hell, Klein and Motwani [1]. The original theorem was for graphs but the proof
of the theorem also holds for hypergraphs.
Theorem 2.2 (Feder, Hell, Klein and Motwani [1]). Let S and D be classes of hy-
pergraphs closed under taking induced subgraph. Suppose there exist a constant c
such that every hypergraph G contained in S ∩D has at most c vertices. Then, for
every n-vertex hypergraph G = (V,E), there are at most n2c partitions (V1,V2) of V
such that G[V1] ∈ S and G[V2] ∈ D . Furthermore, we can find all such partitions in
O(n2c+2T (n)) time where T (n) is the time for recognizing S and D .
This theorem directly shows the following corollary.
Corollary 2.3. For pi = (pi0,pi1, ...,pik) ∈ {0,1,∗}
k+1, if pi0 = 0 and pik = 1, then the
pi-PARTITION can be solved in polynomial time. Furthermore, there exist at most n2k
pi-partition of an input graph G where n is number of vertices of G and we can find
every partition in polynomial time.
Proof. Take S be the class of empty hypergraph and D be the class of complete k-
uniform hypergraph. In other word, S is the class of hypergraphs of the form of
3
G = (V, /0) and D is class of hypergraph of the form of G = (V,
(
V
k
)
) where
(
V
k
)
is all
k-subsets of V . Then by applying Theorem 2.2, we can find every (0,∗,∗, ...,∗,1)-
partition of an input k-uniform hypergraph G in polynomial time. By finding every
(0,∗,∗, ...,∗,1)-partition of an input k-uniform hypergraphG and checking each parti-
tion is pi-partition or not, we can find every pi-partition of G.
3 Main results
3.1 Polynomial-time solvability
We will use Theorem 2.2 and Corollary 2.3 to prove more general fact.
Proposition 3.1. If pi = (pi0, ...,pik) contains both 1 and 0, then the pi-PARTITION is
polynomial-time solvable. Furthermore, there exist at most O(n3k) pi-partitions for a
n-vertex hypergraph G and we can find every pi-partition in polynomial-time.
Proof. Suppose pi0 = 0 and pii = 1 for some 1 ≤ i ≤ k. Assume there exists a pi-
partition (V1,V2) of an input hypergraphG= (V,E). If |V1| ≥ k− i, then for any choice
of U1 ⊆ V1 with |U1| = k− i and every subset U2 ⊆ V1 \U1 of size i, U1∪U2 /∈ E(G).
Similarly, every subsetU3⊆V2 with |U3|= i satisfiesU1∪U3 ∈E(G). Now, fixU1⊆V1
and construct an i-uniform hypergraphGU1 as follows. (Note that i maybe equal to 1.)
V (G′) =V (G)\U1 andU ∈ E(G
′) if and only ifU ∪U1 ∈ E(G).
Then by previous observation,V1 \U1 is an independent set and V2 is a clique.
Now, we will construct an algorithm. For every U ⊆ V of size k− i, construct
GU with respect toU . Use the algorithm from Theorem 2.2 to find every (1,∗, ...,∗,0)-
partition ofGU . There are at most n
2i (1,∗, ...,∗,0)-partitions ofGU and we can find ev-
ery (1,∗, ...,∗,0)-partition in polynomial time. For each (1,∗, ...,∗,0)-partition (V1,V2)
ofVGU , check (V1∪U,V2)makes a pi-partition ofG or not. After check everyU ⊆V (G)
of size k− i, check every possibility that V1 has size < k− i. By previous observation,
this algorithm finds all pi-partitions of G.
Now, we will see one more polynomial-time solvable class of pi-PARTITIONs.
Proposition 3.2. Let pi = (pi0,pi1, ...,pik). If pii = 0 for all even number 0 ≤ i ≤ k and
pii = ∗ for all odd number 0≤ i≤ k, then the pi-PARTITION is polynomial-time solvable.
Proof. For a given k-uniformhypergraphG=(V,E), we label the vertices as u1,u2, ...,u|V |
and the edges as e1,e2, ...,e|E|. LetM be an |E|× |V | matrix in a Galois field F2 where
Mi j = 1 if and only if u j ∈ ei. If G has a pi-partition (V1,V2), then the linear equation
Mx= 1 in F2 has a solution which is xi = 1 if and only if ui ∈V1. Conversely, if the lin-
ear equationMx= 1 has a solution, then the vertex partition (V1,V2) ofG where ui ∈V1
if and only if xi = 1 is a pi-partition of G. Since linear equation can be solved in poly-
nomial time by applying Gaussian elimination, the pi-PARTITION is polynomial-time
solvable.
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3.2 NP-completeness of the (0,∗,0,0)-PARTITION
To prove Theorem 1.2, we need one more NP-completeness theorem.
Proposition 3.3. The (0,∗,0,0)-PARTITION is NP-complete.
Proof. Let pi = (0,∗,0,0). First observe that the 3-uniform hypergraph H = (V,E)
with V = {1,2,3,4} and E = {{1,2,4},{1,3,4},{2,3,4}} has the unique pi-partition
which is V1 = {4} and V2 = {1,2,3}. Also, note that C
3
6 has three possible partitions
V1 = {1,4}, V1 = {2,5} and V1 = {3,6}.
We will construct a polynomial-time reduction from the 3-SAT to the (0,∗,0,0)-
PARTITION. Let ϕ(x1,x2, ...,xn) =
∧m
j=1(y
1
j ∨y
2
j ∨y
3
j) be an input 3-CNF formulawhere
ykj is one of xi or ¬xi. If there exists a clause of the form of (xi ∨ xi ∨ xi), by removing
clauses containing xi and removing all ¬xi, we get a smaller 3-CNF formula which
has same satisfiability. Therefore, we may assume that there is no clause consisting of
three equal terms.
Let Gϕ be a 3-uniform hypergraph with the vertex set
⋃n
i=1{x
1
i ,x
2
i ,¬x
1
i ,¬x
2
i ,u
1
i ,
u2i ,u
3
i ,u
4
i ,u
5
i ,u
6
i }∪
⋃m
j=1{w
1
i ,w
2
i ,w
3
i ,w
4
i ,w
5
i ,w
6
i }. If the j-th clause of ϕ is of the form of
x j1∨x j1∨x j2 and j1 6= j2, let E j = {{x
1
j1
,w1j ,w
2
j},{x
2
j1
,w3j ,w
4
j},{x
1
j2
,w5j ,w
6
j}, {w
2
j ,w
4
j ,w
6
j}}.
Similarly, if the j-th clause of ϕ is of the form of x j1 ∨ x j2 ∨ x j3 and j1, j2, j3 are all
distinct, let E j = {{x
1
j1
,w1j ,w
2
j},{x
1
j2
,w3j ,w
4
j},{x
1
j3
,w5j ,w
6
j},{w
2
j ,w
4
j ,w
6
j}}. If a clause
contains ¬xi, simply replace x
1
i ,x
2
i into ¬x
1
i ,¬x
2
i . The edge set of Gϕ is
⋃m
j=1E j ∪⋃n
i=1{{x
1
i ,¬x
1
i ,u
1
i },{¬x
1
i ,u
1
i ,x
2
i }, {u
1
i ,x
2
i ,¬x
2
i }, {x
2
i ,¬x
2
i ,u
2
i }, {¬x
2
i ,u
2
i ,x
1
i },{u
2
i ,x
1
i ,¬x
1
i },
{u1i ,u
2
i ,u
4
i }, {u
1
i ,u
3
i ,u
4
i },{u
2
i ,u
3
i ,u
4
i }}. Note that the subgraph of Gϕ induced by {x
1
i ,
¬x1i , u
1
i , x
2
i , ¬x
2
i , u
2
i } is isomorphic to theC
3
6 .
We claim that Gϕ has a pi-partition if and only if ϕ is satisfiable. Suppose Gϕ
has a pi-partition (V1,V2). Then by previous observation, u
4
i ∈ V2 and u
1
i ,u
2
i ,u
3
i ∈ V1.
Since {x1i , ¬x
1
i , u
1
i , x
2
i , ¬x
2
i , u
2
i } makes C
3
6 , x
1
i ,x
2
i ∈V1 and ¬x
1
i ,¬x
2
i ∈ V2 or x
1
i ,x
2
i ∈ V2
and ¬x1i ,¬x
2
i ∈ V1. For each i, assign true to xi if x
1
i ∈ V2 and assign false to xi if
x2i ∈ V2. Suppose the j-th clause of ϕ is x j1 ∨ x j2 ∨ x j3 ( ji may equal). For each E j,
{w2j ,w
4
j ,w
6
j} ∈ E j so exactly one of w
2
j ,w
j
4,w
j
6 is contained in V1. This implies at least
one of xkji is contained in V2. Therefore, at least one of x ji has true value. If there exists
¬x ji in a clause, by replacing x
1
i ,x
2
i into ¬x
1
i ,¬x
2
i , we get the same result. Therefore,
assigned value of xi makes each clause true. So ϕ is satisfiable. Conversely, suppose ϕ
is satisfiable. Fix any values of xi’s that make ϕ true. We will construct a pi-partition
(V1,V2) of Gϕ . If xi is true, make x
1
i ,x
2
i ∈ V2 and ¬x
1
i ,¬x
2
i ∈ V1. If xi is false, make
x1i ,x
2
i ∈ V1 and ¬x
1
i ,¬x
2
i ∈ V2. Suppose the j-th clause of ϕ is x j1 ∨ x j2 ∨ x j3 ( ji may
equal). Choose one i such that x ji is true. Make w2i ∈V1, w2i−1 ∈V2 ,w2k ∈V2 for k 6= j
and w2k−1 ∈V2 if x jk is false, w2k−1 ∈V1 if x jk is true for k 6= j. Finally, make u
4
i ∈V2
and u1i ,u
2
i ,u
3
i ∈V1. Then we get it is the pi-partition of Gϕ . This process can be done in
time polynomial of input size so it gives a polynomial-time reduction from the 3-SAT
to the pi-PARTITION.
We can use this theorem to prove the fact that the exact cover problem is NP-
complete even if |{Y ∈ S | x ∈ Y}| = 3 for all x ∈ X . The exact cover problem is a
decision problem for a given pair (X ,C) where X is a finite set and C is a subset of
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power set of X , deciding there exist a subset C′ ⊆C such that each element in X lies
in exactly one member of C′. It is known as NP-complete [2]. For a given 3-uniform
hypergraph G = (V,E), let X = E and S = {set of edges containing v | v ∈ V}, we
can easily see that the exact cover problem under the condition and the (0,∗,0,0)-
PARTITION are polynomial-time equivalent.
Now we will prove Theorem 1.2.
Proof of Theorem 1.2. By Proposition 3.1 and considering trivial cases, we can con-
clude that pi-PARTITION of 3-uniform hypergraph is polynomial-time solvable except
pi = (0,∗,∗,0) ,pi = (1,∗,∗,1), pi = (0,0,∗,0), pi = (0,∗,0,0), pi = (1,∗,1,1) or pi =
(1,1,∗,1) for pi ∈ {0,1,∗}4. The (0,∗,∗,0)-PARTITION is NP-complete by Theorem
2.1 and the (0,∗,0,0)-PARTITION is NP-complete by Proposition 3.3. By taking com-
plement and by Lemma 1.1, the (1,∗,∗,1)-PARTITION is polynomial-time equivalent
to the (0,∗,∗,0)-PARTITION and the (1,1,∗,1)-PARTITION, the (1,∗,1,1)-PARTITION
and the (0,0,∗,0)-PARTITION are polynomial-time equivalent to the (0,∗,0,0)-PARTITION.
3.3 Polynomial-time reductions
In this subsection, we will prove NP-completeness using polynomial-time reduction.
Note that by Theorem 3.1 and by taking complement, we may assume that pi does not
contains 1. We say pi is 1-free if pi does not contains 1.
First we define a map σ : {0,∗}k+1 → {0,∗}k+2 as σ(pi)0 = pi0,σ(pi)k+1 = pik and
σ(pi)i = ∗ if pii = ∗ or pii−1 = ∗ and σ(pi)i = 0 otherwise for 1 ≤ i ≤ k. Then we get
the following proposition.
Proposition 3.4. If there are no i such that pii = pii+2 = ∗ and pii+1 = 0, there exist a
polynomial-time reduction from the pi-PARTITION to the σ(pi)-PARTITION.
Proof. For a given k-uniform hypergraph G = (V,E), we construct a (k+ 1)-uniform
hypergraphG′ = (V ′,E ′) with the vertex setV ′ =V ∪{u1,u2, ...,uk+1} and the edge set
E ′ = {e∪{ui} | 1 ≤ i ≤ k+ 1,e ∈ E}∪{u1, ...,uk+1}. If G has a pi-partition (V1,V2),
then the partition (V1∪{u1},V2∪{u2, ...,uk+1}) is a σ(pi)-partition of G
′. Conversely,
if G′ has a σ(pi)-partition (V1,V2), there are at least one pair of integers (i, j) satisfying
ui ∈V1 and u j ∈V2. Therefore, for each {w1,w2, ...,wk} ∈ E , |{w1,w2, ...,wk}∩V1|= i
implies that σ(pi)i = σ(pi)i+1 = ∗. By assumption, it implies that pii = ∗ so (V1 \
{u1, ...,uk+1},V2 \ {u1, ...,uk+1}) is a pi-partition of G.
We can use this proposition and Theorem 2.1 to prove that 2-coloring problem of
k-uniform hypergraph is NP-complete for all k ≥ 3.
Note that number of 0’s in σ(pi) is smaller than pi . On the other hand, the next
proposition produce another reduction from the pi-PARTITION to the pi ′-PARTITION
such that number of 0’s in pi ′ is strictly larger than number of 0’s in pi .
Lemma 3.5. Suppose pi = (pi0, ...,pik) and pi
′ = (pi ′0, ...,pi
′
k′) are 1-free and there
are no consecutive *’s in pi ′. If there exist nonnegative integers j1, j2, ..., jk such that
pi ′∑m∈I jm = ∗ if pi|I| = ∗ and pi
′
∑m∈I jm = 0 if pi|I| = 0 for all I ⊆ {1,2, ...,k}, then there
exist a polynomial-time reduction from the pi-PARTITION to the pi ′-PARTITION.
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Proof. If pi ′ is a zero vector, then pi is also a zero vector so clearly there are polynomial-
time reduction. Therefore, we may assume that pi ′ is not a zero vector.
For a given k-uniform hypergraph G = (V,E), construct a k′-uniform hypergraph
G′ as follows.
V ′ = {ui | u ∈V,1≤ i≤ k′}∪{wiu | u ∈V,1≤ i≤ k
′− 1}
E ′ = {{w1u,w
2
u, ...,w
k′−1
u ,u
i} | u ∈V,1≤ i≤ k′}
∪{{u11,u
2
1, ...,u
j1
1 ,u
1
2, ...,u
j2
2 , ...,u
jk
k } | {u1,u2, ...,uk} ∈ E}
Suppose G′ has a pi ′-partition (V ′1,V
′
2). If u
1 ∈ V ′1, then u
i ∈ V ′1 for all i because if not,
|{w1u,w
2
u, ...,w
k′−1
u ,u
1}∪V ′1| = |{w
1
u,w
2
u, ...,w
k′−1
u ,u
i} ∪V ′1|+ 1. It is contradicting to
the assumption. By the same argument, if u1 ∈V ′2, then u
i ∈V ′2 for all i Let (V1,V2) be
a partition of V where u ∈ V1 if and only if u
1 ∈ V ′1. For every edge {u1,u2, ...,uk} ∈
E , if |{u1,u2, ...,uk}∩V1| = s, then there exists I ⊆ {1,2, ...,k} such that |I| = s and
pi ′∑m∈I jm = ∗. It implies pii = ∗ because if not, then pi
′
∑m∈I jm = 0 for all I ⊆ {1,2, ...,k}
with |I| = s. Therefore, (V1,V2) is a pi-partition of G. Conversely, assume G has a
pi-partition (V1,V2). We choose any m such that pi
′
m = ∗. Let (V
′
1,V
′
2) as u
i ∈ V ′1 if
and only if u ∈ V1, w
i
u ∈ V
′
1 for 1 ≤ i ≤ m− 1, w
i
u ∈ V
′
2 for m+ 1 ≤ i ≤ k
′− 1 and
wmu ∈ V
′
1 if and only if u ∈ V2. Then it is a pi
′-partition of G′ since pii = ∗ implies
pi ′∑m∈I jm = ∗ for all I ⊆ {1,2, ..,k} with |I|= i and |{w
1
u,w
2
u, ...,w
k′−1
u ,u
i}∩V ′1|=m for
any 1≤ i≤ k′,u ∈V .
It is hard to check whether such j1, j2, ..., jk exist or not. However, by taking all
jm = 2, we get the following useful proposition.
Proposition 3.6. Suppose pi = (pi0, ...,pik) is 1-free. Then there exist a polynomial-time
reduction from the pi-PARTITION to the (pi0,0,pi1,0,pi2,0, ...,0,pik)-PARTITION.
We observe that no consecutive *’s condition is only needed for making u1,u2, ...,uk
′
belong to the same side. Therefore, for a vector pi ′, if there exist a hypergraph H and
vertices u1,u2 ∈V (H) such that it has at least one pi
′-partition and for every pi ′-partition
of H, u1 and u2 lie in same side, then the lemma also holds without no consecutive *’s
condition. This observation also holds for the next proposition. On the other hand,
since (pi0,0,pi1,0, ...,0,pik) has no consecutive *’s, Proposition 3.6 make it easy to ap-
ply Lemma 3.4 and the next proposition.
Proposition 3.7. Suppose pi = (pi0,pi1, ...,pik) is 1-free and the has no consecutive *’s.
Then there exists a polynomial-time reduction from the pi-PARTITION to the (0,pi0,pi1, ...,pik)-
PARTITION. Furthermore, if (0,pi0,pi1, ...,pik) = (pik,pik−1, ...,pi0,0), then it also holds
without no consecutive * condition.
Proof. If (0,pi0,pi1, ...,pik) = (pik,pik−1, ...,pi0,0), for a given k-uniform hypergraphG=
(V,E), we construct a k+ 1-uniform hypergraph G′ = (V ′,E ′) with the vertex set
V ′ = V ∪{u} and the edge set E ′ = {e∪ u | e ∈ E}. If G has a pi-partition (V1,V2),
then (V1∪{u},v2) is a (0,pi0,pi1, ...,pik)-partition of G
′. Conversely, suppose G′ has a
(0,pi0,pi1, ...,pik)-partition (V
′
1,V
′
2). If u ∈ V
′
1, then (V
′
1 \ {u},V
′
2) is a pi-partition of G.
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If u ∈V ′2, then (V
′
1,V
′
2 \{u}) is a (0,pi0,pi1, ...,pik−1)-partition of G so (V
′
2 \{u},V
′
1) is a
(pik−1, ...,pi0,0)-partition of G and (pik−1, ...,pi0,0) = pi .
If (0,pi0,pi1, ...,pik) 6=(pik,pik−1, ...,pi0,0), we choosem such that pim= ∗ but pik−m−1 =
0. We define a (k+ 1)-uniform hypergraph G′ = (V ′,E ′) with the vertex set V ′ = V ∪
{u1, ...,u2k,w1, ...,wk+1} and the edge set E
′ = {{u1,u2, ...,uk,wi} | 1 ≤ i ≤ m+ 1}∪
{{uk+1,uk+3, ...,u2k,wi} |m+2≤ i≤ k+2}∪{e∪{w1} | e∈E}∪{{w1,w2, ...,wk+1}}.
SupposeG′ has a (0,pi0,pi1, ...,pik)-partition (V
′
1,V
′
2). Thenw1,w2, ...,wm+1 belongs
to the same part because if not, |{u1,u2, ...,uk,wi}∪V1| = |{u1,u2, ...,uk,w j}|+ 1 for
some 1 ≤ i, j ≤ m+ 1 and it is contradiction to pi has no consecutive *’s. By the same
reason, wm+2, ...,wk+1 belongs to the same part. Since pim = ∗ but pik−m−1 = 0, wi ∈V
′
1
for 1≤ i≤m+1 and wi ∈V
′
2 form+2≤ i≤ k+1. Therefore, |{v1, ...,vk,w1}∩V
′
1|= i
if and only if |{v1, ...,vk}∩V
′
1|= i− 1. It shows (V
′
1 ∩V,V
′
2 ∩V ) is a pi-partition of G.
Conversely, if G has a pi-partition (V1,V2), then (V1 ∪{w1, ...,wm+1}∪ {u1, ...,um}∪
{uk+1, ...,uk+m+1},V2 ∪{wm+2, ...,wk+1}∪ {um+1, ...,uk}∪ {uk+m+2, ...,u2k}) is a (0,
pi0,pi1, ...,pik)-partition of G
′.
Corollary 3.8. Let k ≥ 3 be an integer and pi ∈ {0,1,∗}k+1 is 1-free. If pi contains
exactly one * and pi0 = pik = 0, then the pi-PARTITION is NP-complete.
Proof. By Proposition 3.3, Proposition 3.7 and Lemma 1.1, it is clear.
Now, we will prove Theorem 1.3 and Theorem 1.4.
Proof of Theorem 1.3. By Theorem2.1, Proposition 3.3 and Proposition 3.4, the (0,∗,∗,∗,0)-
PARTITION, the (0,0,∗,∗,0)-PARTITION and the (0,∗,∗,0,0)-PARTITION are NP-complete.
By Corollary 3.8, the (0,∗,0,0,0)-PARTITION, the (0,0,∗,0,0)-PARTITION and the
(0,0, 0,∗,0)-PARTITION are NP-complete. By Proposition 3.2, the (0,∗,0,∗,0)-PARTITION
is polynomial-time solvable. By Proposition 3.1 and considering trivial cases, remain-
ing cases are polynomial-time solvable. By combining these results, we get the proof
of Theorem 1.3.
Proof of theorem 1.4. By applying Proposition 3.3 and Proposition 3.4 to result of The-
orem 1.3, we get all NP-completeness of Theorem1.4. Remaining cases are polynomial-
time solvable by Proposition 3.3 and by considering trivial cases. It proves Theorem
1.4.
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