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vRÉSUMÉ
Problèmes dans l’opération de la transmission d’électricité, surcharge, émission de carbone
sont, entre autres, les préoccupations des gestionnaires de réseaux électriques partout dans
le monde. Dans ce contexte, face au besoin de réduire les coûts d’exploitation ainsi que
le besoin d’adaptation aux différentes exigences de qualité, de sécurité, de flexibilité et de
durabilité, les réseaux intelligents sont considérés comme une révolution technologique dans
le secteur de l’énergie électrique. Cette transformation sera nécessaire pour atteindre les
objectifs environnementaux, intégrer la participation de la demande, appuyer l’adoption de
véhicules électriques et hybrides ainsi que la production distribuée à basse tension.
Chaque partie prenante dans le processus de gestion de l’énergie peut avoir des avantages
avec le réseau intelligent, ce qui justifie son importance dans l’actualité. Dans ce travail, on se
concentre plutôt sur l’utilisateur final. En plus de l’utilisateur final, nous utilisons également
l’agrégateur, qui est une entité qui agrège un ensemble d’utilisateurs de sorte que l’union de
leurs participations individuelles devienne plus représentative pour les décisions relatives au
système d’énergie. La fonction de l’agrégateur est d’établir un engagement d’intérêts entre
les utilisateurs finaux et l’entreprise de génération afin de satisfaire les deux parties.
L’une des contributions principales de cette thèse est la mise au point d’une méthode qui
donne à un agrégateur la possibilité de coordonner la consommation d’un ensemble
d’utilisateurs, en maintenant le niveau de confort souhaité pour chacun d’entre eux et en les
encourageant via des incitations monétaires à changer ses consommations, de sorte que la
charge globale ait le coût minimal pour le producteur.
Dans la première contribution (chapitre 4), ce travail se concentre sur le développement d’un
modèle mathématique représentatif pour la planification des équipements d’un utilisateur.
Le modèle intègre des modèles détaillés et fiables pour des équipements spécifiques tout en
conservant une complexité telle que les solveurs commerciaux puissent résoudre le problème
en quelques secondes. Notre modèle peut donner des résultats qui, comparés aux modèles les
plus proches de la littérature, permettent des économies de coûts allant de 8% à 389% sur
un horizon de 24 heures.
Dans la deuxième contribution (chapitre 5), l’accent a été mis sur la création d’un cadre algo-
rithimique destiné à aider un utilisateur final particulier dans son processus de décision lié à
la récupération d’investissement sur l’acquisition d’appareils ou d’équipements (composants)
intelligents. Pour un utilisateur spécifique, le cadre analyse différentes combinaisons de com-
posants intelligents afin de déterminer lequel est le plus rentable et à quel moment il convient
vi
de l’installer. Ce cadre peut être utilisé pour encourager un utilisateur à adopter un concept
de maison intelligente réduisant les risques liés à son investissement.
La troisième contribution(chapitre 6) regroupe plusieurs maisons intelligentes. Un cadre
algorithimique basé sur les programmes de réponse à la demande est proposé. Il utilise les
résultats des deux contributions précédentes pour représenter plusieurs utilisateurs, et son
objectif est de maximiser le bien-être social, en tenant compte de la réduction des coûts pour
un producteur donné ainsi que de la satisfaction de chaque consommateur. Les résultats
montrent que, du point de vue du producteur, la courbe de charge globale est aplatie sans
que cela ait un impact négatif sur le confort des utilisateurs ou sur leurs coûts.
Enfin, les expériences rapportées dans chaque contribution valident théoriquement l’efficacité
des approches proposées.
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ABSTRACT
Transmission operation issues, overload, carbon emissions are, among others, the concerns of
power system operators worldwide. In this context, faced with the need to reduce operating
costs and the need to adapt to the different requirements of quality, security, flexibility
and sustainability, smart grids are seen as a technological revolution in the field of power
system. This transformation will be necessary to achieve environmental objectives, support
the adoption of electric and hybrid vehicles, improve distributed low-voltage generation and
integrate demand participation.
Each stakeholder in the energy management process can have advantages with the smart
grid, which justifies its current importance. The focus of this thesis is rather on the end
user. In addition to the end-user, this work also uses the aggregator that is an entity that
aggregates a set of users such that the union of the individual participation of each user
becomes more representative for power system decisions. The function of the aggregator is
to establish an engagement of interests between the end users and the generator company in
order to satisfy both parties.
One of the main contributions of this thesis is the development of a method that gives an
aggregator the possibility to coordinate the consumption of a set of users, keeping the desired
comfort level for each of them and encouraging them via monetary incentives to change their
consumption such that their aggregated load has the minimal cost for the generator company.
In the first contribution (Chapter 4), this work focuses on developing a representative math-
ematical model for user appliances scheduling. The model integrates detailed and reliable
models for specific appliances while keeping a complexity such that commercial solvers are
able to solve the problem in seconds. Our model can give results that, compared to the
closest models in the literature, provide a cost savings in the range of 8% and 389% over a
scheduling horizon of 24 hours.
In the second contribution (Chapter 5), the focus was given in making a framework to help a
specific end-user in their decision process related to the payback for an acquisition of smart
appliances or equipment (components). For a specific user, the framework analyses various
combinations of smart components to discover which one is the most profitable and when it
should be installed. This framework can be used to encourage users towards a smart home
concept decreasing the risks about their investment.
The third contribution (Chapter 6) aggregates several smart homes. A framework based on
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demand response programs is proposed. It uses outputs from the two previous contributions
to represent multiple users, and its goal is to maximize the social welfare, considering the
reduction of costs for a given generator company as well the satisfaction of every user. Re-
sults show that, from the generator company perspective, the aggregate load consumption is
flattened without impacting negatively the users’ comfort or their costs.
Finally, the experiments reported in each contribution validate, in theory, the efficiency of
the proposed approaches.
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1CHAPTER 1 INTRODUCTION
1.1 Context: Smart grids and smart homes
Electricity is a fundamental product in our society. Political and social factors are affected
by this topic at the global level. Population growth, energy dependence, greenhouse gas
emissions and environmental issues are well under consideration when discussing power gen-
eration.
Today, there exist several types of non-renewable energy sources. A trend towards a more
environmental approach is to, progressively, replace these sources with renewable production
sources such as photovoltaic panels. To encourage behavioral changes, several countries offer
the opportunity for customers to generate their own electricity and sell their surplus such
as Germany, United Kingdom, United States and Canada. This implies a challenge for the
network administrator that have control over the amount of electricity being transported
from and for each customer. Therefore, the current power grid system will progressively
become a “smart grid”.
The European Technology Platform Smart Grid defined a smart grid to be “an electricity net-
work integrating users, consumers, and generators in order to produce and deliver economic,
secure and sustainable electricity supplies”.
The literature presents many benefits [11,29,61,68,125] for smart grid. Overall, it is expected
that the smart grids can facilitate the linking and operation of all generators of any size and
technology [125], or more broadly, that it can monitor and manage all the components of
the power supply system [72]. Each stakeholder in the energy management process can have
advantages with the smart grid, which justifies its importance nowadays.
From the end-user perspective, beyond selling electricity surplus, there is a tendency for
home appliances to be connected and controlled by a Home Energy Management System
(HEMS), which is designed to promote comfort, convenience, security and entertainment for
users. Houses with these equipment are called “smart homes”. In this context, consumers can
optimize their electricity usage for saving, or even profit from it. To do so, users need to know
the right moment to activate their heaters, to buy electricity or to charge the batteries of
their cars, or in other words, to schedule the times when these machines activate considering
the comfort and the cost associated with their usage. This is not an easy task, given the
amount of equipment that one can have at home. The first step to address the problem is
building its representation. A second characteristic is that users are facing two conflicting
2objectives: discomfort level and cost. Therefore, there is not only one optimal solution, but
a Pareto front to be found with the efficient solutions.
Although smart homes seem to be the future for homes, customers are not sure about the
profitability of the transition from current homes to smart ones. Thus, a question in the
context is for a specific household, when and/or what set of home appliances should be acquired
so that the householder has a positive return on investment? An answer to that question can
encourage the aforementioned transition.
In order to make the smart home transition profitable, each customer is supposed to use
its own HEMS to maximize its comfort level or/and minimizes its cost. If the same tariffs
are used for every user, they will try to consume more electricity in cheaper periods rather
than expensive ones. With the increase in the number of smart homes, a new problem
for the generator company (GENCO) appears: a high-peak load consumption in cheaper
periods. Hence, the coordination of the users’ consumption can attenuate this problem. One
coordination approach is Demand Response (DR) programs, which expects that customers
change their electricity consumption in response to incentive: payments or different tariffs.
Comparing with industries, individual residences have little contribution to the DR strategies
output due to the scale of consumption. Aggregators, entities that aggregates the consump-
tion of many users, are used to compromise interests of a group of users and a GENCO,
which are keeping comfort level and minimizing electricity bills for users, and minimizing
costs for the GENCO.
1.2 Objectives
From a consumer’s point of view, a first problem can be the lack of personalized information
about the profitability of acquiring new technologies to transform its home in a smart one.
A second problem is the management of energy. Assuming there are available resources for
generating energy and also smart appliances, a question arises is how to plan the use of these
components while maintaining comfort and reducing the consumption cost. Beyond the plan,
it is desired that customers to have a range of solutions so that they can choose a solution
that provides a satisfactory compromise between comfort and cost.
Another important problem is the effect of individualized customer optimization on the
network. By having a known price mechanism, there may be a period of the day in which the
price is the cheapest. This pricing policy can provoke a scenario in which several customers
prefer to focus their consumption in this cheapest period. However, there will be a high-peak
demand in this period, which is a problem for the network manager. If there is an increase
3in prices in these periods, this does not prevent a shift in consumption towards the new
cheapest period. So, a solution that is holistic for a set of clients under the administration
of an aggregator is desirable.
Considering these problems, the general objective of this thesis is to provide a method to
maximize the social welfare considering users and an aggregator. This general objective is
divided into three specific objectives which correspond to three contributions of this research:
• Construct a planning tool to represent and to schedule the consumption of a given user.
• Build a tool to answer the following question: for a specific household, when and/or
what set of home appliances should be acquired such that the householder has a positive
return on investment?
• Construct a method to coordinate a set of users in such way the users minimizes its
cots while keeping the desired comfort level, and the GENCO minimizes its costs by
flattening the aggregated load profile of users.
This thesis proposes a bottom-up approach. The first two objectives treat the user indi-
vidually while the last objective considers multiple users interacting with each other via an
aggregator to improve the grid performance.
1.3 Thesis organization
The organization of this thesis is as follows. Chapter 2 presents definitions, the most relevant
literature and the scope of this research. Chapter 4 proposes a representative optimization
model for scheduling electricity consumption in an individual smart home. The complexity of
the model is low enough to be solved in reasonable time by commercial solvers. In Chapter 5 a
framework is proposed to guide the transition from current houses to smart homes considering
customized electricity usage. The framework is based on the results of Chapter 4 and gives a
payback analysis of each possible acquisition combination of smart appliances or equipment
for a specific user. In Chapter 6, a framework is proposed that makes a trade-off based on
interests of two sides: generator companies and end-users. This framework minimizes costs
for both sides, by shaving aggregated peak loads and keeping desired comfort level for users.
Concluding remarks are provided in Chapter 8.
4CHAPTER 2 LITERATURE REVIEW
This chapter presents an overview of the most relevant literature. Firstly, works related to
the payback and return on investment are presented. Then, works that directly contribute
to the consumption optimization on smart homes are reviewed.
2.1 Payback and return on investment
Many studies have investigated the payback and/or the return on investment of some combi-
nation of appliances/equipment. Some studies focused in a specific component. For example,
in [6], they considered energy storage technologies; in [7, 129], energy storage batteries and
photovoltaic panels (PV); in [16,19,20,177], micro Combined Heating Power (CHP) systems;
in [40,122] µ-CHP systems and thermal storage; in [57], Wind Turbine (WT) and batteries;
in [37,148], PV; in [1], combinations of PV, WT and batteries systems; in [94], Solar Collector
(SC) systems.
Few studies consider a set of components focusing in selecting the best promising combination
of appliances. Example of studies in this category are: a) [202], which considers PVs, SC,
hybrid of PV and thermal panels, heat pumps, phase changing materials, and µ-CHP systems
for house design; b) [203] that finds for a given building the best economical combination
and optimal capacities of batteries, water tanks and ice/heat storage units under time of use
electricity prices considering also PV, SC, Water Heater (WH), CHP, HVAC; and c) [192]
that proposes an economic analysis of a community energy storage considering individual
householder batteries and smart appliances.
The main difference between this work and the aforementioned ones is that this thesis pro-
poses a framework that can be used for any householder to analyze economically every com-
bination of smart appliances/equipment acquisition in the context of a transition towards
smart homes. More details are given in Chapter 5.
2.2 Optimization on smart homes
2.2.1 Single user
According to [110,163], existing models for the scheduling of appliances often do not account
for the accuracy of operational and energy-consumption characteristics of each device. From
now on, let consider the expression “less accurate model” as simplified model.
5An example of a simplified model is used in [128]. Considering the set of devices A, each
device a ∈ A has a time window [αa, βa] defined by the user in which the appliance must be
operated. The horizon plan is H discretized in time periods h ∈ H. Let define γmina and γmaxa
as bounds for the consumption of appliance a ∈ A, Ea as the amount of electricity needed by
appliance a ∈ A, Emax as the grid electricity capacity and xha as the only decision variable for
the amount of electricity consumption for the device a ∈ A at the period h ∈ H. According
to this reference, all smart devices can be represented by Model (2.1)-(2.5).
βa∑
h=αa
xha = Ea ∀ a ∈ A (2.1)
γmina ≤ xha ∀ a ∈ A, h ∈ [αa, βa] (2.2)
γmaxa ≥ xha ∀ a ∈ A, h ∈ [αa, βa] (2.3)
xha = 0 ∀ a ∈ A, h ∈ H\[αa, βa] (2.4)∑
a∈A
xha ≤ Emax ∀ h ∈ H (2.5)
Constraints (2.1) establish that a device a ∈ A must consume the amount Ea of electrical
energy in its time window. Constraints (2.2), (2.3) and (2.4) set consumption limits by each
device a ∈ A for each period of time. Finally, Constraints (2.5) limit the total consumption
of the devices per period of time with the aim of, for example, protecting circuit-breakers.
Note that the model is linear.
A model is considered representative when it is more accurate from a reality perspective; able
to validate more details in the reality. For instance, in order to represent a refrigerator, a
transient model was developed in [24,25] for the temperatures of refrigerated compartments
that is able to predict energy consumption with a maximum deviation of ±2%. However the
model is nonlinear, discrete and nonconvex even with linear relaxation.
In the context of smart homes, agreeing with the work of [43] and [127], the authors of [69]
affirms that “Solving an optimization-based HEMS model with high levels of accuracy based
on a not enough accurate model for the controllable appliances is useless.”
Representative appliance models give more accurate information and can better predict con-
sumption, which is important for the cost evaluation in a scheduling energy model for a smart
home. However, if these models are used in the context of optimization, an optimal solution
cannot be found in a reasonable time from the reality perspective.
There are studies to represent a scheduling problem for smart home consumption, see for
6example [164] and [22] for surveys of modeling approaches. However, beyond the represen-
tativeness of appliance models, the literature has no specific model for each device to be
inserted into a scheduling model.
For instance, the authors of [163] claims that “the optimal electricity load scheduling with con-
sidering appropriate models for operation and energy consumption characteristics of various
appliances has not been well investigated yet”. Then, they classify residential appliances into
five groups by giving them specific mathematical models. The work in this reference there-
fore makes a multiobjective formulation with the aim of maximizing the trade-off between
the utility of the devices which gives a measure of comfort and the cost with the weighted
sum approach. This work considers constraints of energy availability and budget. It uses as
a method the generalized Benders decomposition. This decomposition is done so that each
device group has a subproblem. For the analysis of the results, first, the work considered
only one appliance of each group with the aim of illustrating the progress of the method. Af-
terwards, this work took into consideration a total of 25 appliances. Although a classification
is done, models are simplified which constitute a drawback related to the representativity.
Moreover, it does not consider PV.
Some studies neglected characteristics that is considered important from a DR perspective.
For instance, the reference [214] makes a multiobjective formulation to optimize the cost
in compromise with the issue of CO2. The work in this reference uses the ε-constrained
algorithm to find an approximation of the Pareto front. However, the energy that is produced
by the consumer cannot be sold.
In summary, beyond the refrigerator model, representative mathematical models for appli-
ances are available in the literature; see [97] for EV, [215] for PV, [2] for PV/EV. However,
the integration of these models in a unique scheduling model to represent a smart home
consumption in a DR context is a gap to be filled.
2.2.2 Multiple users
Many studies has already considered the coordination of multiple users via an aggregator.
In the context of DR programs, the literature can be divided into two categories depending
on the mode that the problem if formulated. In the first category, there are studies that
used multiobjective methods [117, 123, 130, 152, 166, 171, 214] while in the second category
studies that preferred bilevel formulations or game theory algorithms linking players via their
corresponding formulation [33, 151, 165]. The work in [130] extends the model from [163] to
multiple users. Thus, the representativity drawback is also extended.
7The work in [123] proposes a coordinated scheduling for 2560 houses via an aggregator. For
the client side, each house has 10 appliances on average, PVs and batteries. They used
simplified models for each device type, following [163]. For the aggregator side, they define
a quadratic cost function. The goal is to minimize the trade-off between the cost of the
aggregator and customer dissatisfaction. They used a multiobjective formulation with Pareto
front approach. This work uses the strategy from [169], but with Lagrangian relaxation.
The difference is that the subproblems are divided by a stakeholder. Each client will have
a subproblem and the aggregator another. The Lagrangian relaxation takes advantage of
GAP’s relaxation when adding appliances whose operation can be interrupted. However, the
dual Lagrangian function is non differentiable and this leaves the convergence of the gradient
method slow. So, the authors of [123] use a two-phase method, but algorithm was stooped
after 60 iterations to make it practically feasible.
Focusing in a reduction of the peak-to-average load ratio, and in the maximization of each
user’s payoff and the retailer’s profit, a scheme is proposed by [151] through a two-stage
optimization problem. For the users, a scheduling linear problem is formulated with a payoff
objective function. For the utility, a nonlinear problem is used. The retailer’s cost is con-
sidered as a cubic function of demand. The resolution method uses heuristics to solve the
utility problem. It was found that the real-time pricing scheme reduces the peak-to-average
load ratio by about 20% compared to the flat rate pricing schemes.
Using heuristics over simplified models, the work in [33] proposes a distributed algorithm in
which each user minimizes electricity cost, which depends on the aggregated load of other
users. Each user schedules its energy consumption that will be communicated to the generator
company. The utility company will then adjust the price depending on the overall system load
and broadcast the price to all the users. The users will then update their energy consumption
based on the new price. This mechanism is done until convergence. The goal is to reduce
costs for the consumers, to increase the profit for the utility company, to decrease peak load,
and load variance.
In [198], a multi-agent framework that considers an aggregator and multiple homes is pro-
posed. Householders have an explicit optimization problem, but not the aggregator. Peak to
average power ratio is reduced indirectly in the results.
The work in [206] proposes a model to minimize generator company costs, user dissatisfaction
and battery cost. Similar approach of [123] is applied. In the results, they show that the users
avoid the peak-demand period in order to save the cost of micro-grid. However, peak-shaving
was not investigated.
A decentralized method is proposed in [119]. A Dantzig-Wolfe decomposition method is
8used to minimize the peak load consumption. Many aggregators are considered with their
respective user groups. Direct load control is applied, so each aggregator has a set of must-run
appliances and a set of shiftable appliances under their command. The objective function is
modeled as the minimal maximum peak load. Time windows are used to measure a quality
of service that was penalized at the objective function. In the work [119], there is no specific
models for appliances.
The work in [171] proposes a biobjective mixed integer nonlinear programming model to
minimize peak load and electricity cost considering multiples homes. Appliances in [171] are
represented by load profiles. Results show a reduction in peak load. However, users could
not be interested in having peak load as objective function without incentives.
In [115], a game considering two generating units and five aggregators is proposed. Each
aggregator has 400 houses, which are represented by simplified models. Each home considers,
in the objective function, the load of all the houses connected to the same aggregator. The
aggregator have an optimization problem connected to the generation utility. The solution
to the aggregator problem that appears to be optimal and balanced. Each level is solved
separately. The results show a perfect quasi leveling of the generation curve. According to
the results, in average, customers’ hourly costs have reduced.
The work in [109] proposes a bilevel problem to find day-ahead prices that induce a desired
load profile for WH from a leader perspective, while minimizing user costs. Results show
that there are multiple solutions for lower levels given a fixed electricity price. As optimistic
bilevel approach is used, the optimization procedure chooses, among the multiple solutions,
the one that is better for the upper level’s objective function. However, in practice, the user
could not apply that solution, which implies in a different load profile from the one desired by
the upper level, which could be, according to the authors, a drawback of the bilevel optimistic
approach. Then, the authors found that prices in combination with thermostat control can
be used to set the time slot in which the WH will draw more energy. Changing prices for
various WHs can make each of them draw more energy at different time slots, approximating
the total load to a desired load profile, but the customer’s comfort can be impacted.
The work in [204] considers a small number of households linked by a residential energy
local network: a controller for all the houses. Mixed Integer Programming (MIP) is used to
minimize total costs. Pricing is based on Inclining Block Rates (IBR) and on day-ahead Real
Time Pricing (RTP). The RTP cost is represented by a quadratic function. The objective
function considers also maintenance cost. Four houses are considered sharing the PV and
WT. They consider deterministic and stochastic scenarios. Results show that having the
freedom to schedule appliances reduces the peak load. For the deterministic case, using
9Model Predictive Control (MPC) is useless. On the one hand, MPC decreases costs in the
stochastic scenario.
In [106], a framework with a Stackelberg model that considers the profits’ maximization
for an aggregator and the minimization of cost versus comfort for users. The results show
the Peak to Average Ratio (PAR) and users bill were reduced, but the computational time
reported in the paper can be 104 seconds for a case with 500 houses.
In [114], a model to minimize costs of multiples households is proposed. It considers that
prices vary with the overall load of the entire grid in real-time and that the renewable power
generation is uncertain. The cost for each house is proportional to its consumption. The sum
of cost of all houses is minimized. A centralized approach, which is solved by two methods:
Column-and-Constraint Generation (C&CG) and for small size problems and heuristic for
big size problems. They conclude that the heuristic is scalable and efficient compared to
C&CG.
In [85], a distributed real-time algorithm is proposed to find the optimal energy management
scheduling scheme for each user and for the utility company. The target is the maximiza-
tion of the social welfare. Its novelty is the consideration of temporally coupled constraints
(constraints liking time, for instance, the batteries’ state of charge in time step t depends on
time step t− 1); the consideration of space coupled constraints that is related to the pricing
being dependent of many users’ consumption at the same time; and the consideration of
batteries. A weighted sum approach is used to represent the objective function. The resolu-
tion method used is a dual decomposition via Lagrangian relaxation. However, it does not
consider thermal loads as a specific model, which complicates temporally and spacial coupled
constraints.
Considering multiple householders, this thesis faces the problem of coordinating multiples
houses via an aggregator as the works referenced above. The novelties of the present work
rests on the combination of characteristics used for users and DR options integrated in a new
formulation.
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CHAPTER 3 SYNTHESIS OF WORK AS A WHOLE
The synthesis of the PhD project as a whole is represented by Figure 3.1. The first step,
which is linked to the first objective (Obj.1) has as input the data of appliance specification,
the data for costs and the user comfort information. Using this input, a planning tool is
designed to represent and to schedule the consumption of a given user. The output of this
step is a solution that compromises comfort level and cost, which is taken as input for the
second step. The analysis is conducted in Chapter 4.
Figure 3.1 Synthesis of the PhD project.
The second step corresponds to the second objective (Obj. 2). In addition to the input
from step 1, this step also receives economic information such as inflation rates, lifespan
and acquisition cost for appliances, machines and technologies linked to smart homes. A
framework is proposed to answer the following question: for a specific household, when and/or
what set of home appliances should be acquired so that the householder has a positive return
on investment? The output of this step is an approximation of the Pareto front and the best
investment to be done for a given user. The analysis is conducted in Chapter 5.
Finally, in the third step, many users with their own Pareto front approximation are consid-
ered as input as well an aggregator. This corresponds to the third objective of this thesis.
Hence, this work proposes a framework to coordinate a set of users in such a way that the
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users minimize their costs while keeping the desired comfort level, and the GENCO minimizes
its costs by flattening the aggregated load profile of users. The results reported a production
curve flatten than the one without coordination, which improves the social welfare for the
energy market. The analysis is conducted in Chapter 6.
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CHAPTER 4 ARTICLE 1: A REALISTIC ENERGY OPTIMIZATION
MODEL FOR SMART-HOME APPLIANCES
Authors: Michael David de Souza Dutra, Miguel F. Anjos and Sébastien Le Digabel.
International Journal of Energy Research, 20191.
Abstract: Smart homes have the potential to achieve optimal energy consumption with
appropriate scheduling. The control of smart appliances can be based on optimization models,
which should be realistic and efficient. However, increased realism also implies an increase
in solution time. Many of the optimization models in the literature have limitations on the
types of appliances considered and/or their reliability. This paper proposes a home energy
management scheduling model that is more realistic and efficient. We develop a mixed integer
linear optimization model that minimizes the energy cost while maintaining a given level of
user comfort. Our main contribution is the variety of specific appliance models considered and
their integration into a single model. We consider the use of energy in appliances and electric
vehicles (EVs) and take into account renewable local generation, batteries, and demand-
response. Our models of a shower, a fridge, and a hybrid EV consider both the electricity
consumption and the conventional fuel cost. We present computational results to validate the
model and indicate how it overcomes the limitations of other models. Our results, compared
to the best competitors, provide cost savings ranging from 8% to 389% over a horizon of 24
hours.
Keywords: Smart home, Energy management system, Power demand, Residential load,
Multi-class appliance.
4.1 Introduction and Related Work
In 2006, the European Technology Platform Smart Grid defined a smart grid to be “an elec-
tricity network integrating users, consumers, and generators in order to produce and deliver
economic, secure and sustainable electricity supplies”. Smart grids are used worldwide [59,65],
and many distribution companies use demand-response pricing mechanisms in the residential
sector.
A smart home is a home where the appliances and devices can be controlled remotely, and
1Available in [47]
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the number of such homes has increased considerably in recent years. In North America
the number is expected to reach 46.2M by 2020 [98], corresponding to 35% of households.
In Europe, 44.9M are expected by 2020, corresponding to 20% of households. Governments
are supportive because smart homes allow investment in the grid infrastructure to be post-
poned. Moreover, if the local generation comes from renewables, the environmental impact of
coal/oil-based generation is reduced. The advantage for the users are that they can optimize
energy usage to reduce costs while maintaining a desired comfort level; sell electricity back
to the utility; or obtain financial incentives from demand-response programs.
We define smart home components (SHCs) to be the appliances, machines, and technologies
available for use in smart homes. Examples of SHCs include photovoltaic solar panels (PVs),
wind turbines (WTs), combined heating power (CHP), energy storage systems (ESSs), heat-
ing, ventilation, and air-conditioning (HVAC), and water heating (WH). SHCs are controlled
by a home energy management system (HEMS), which also respects the power capacity
(maximum amount of electric power that the house can use at any given time), ensures an
adequate level for the air/water temperature, and makes decisions about when to buy and
sell electricity. In essence, the HEMS solves a scheduling problem; for more details see [216].
See [164] and [22] for surveys of modeling approaches for this scheduling problem. However,
existing models for appliance scheduling [110, 163] often do not accurately account for the
operational and energy-consumption characteristics of each device. Table 4.1 summarizes the
EMS models in the literature: columns 2 to 16 indicate the features included. The column
IBR constraints indicates the use of inclining blocking rates (IBR), a pricing scheme where
the prices increase for each incremental block of consumption. The column Fraction of step
indicates that the appliances can be used for brief cycles. This occurs when, for example, a
model uses a fixed interval of 10min but allows the A/C to operate in cycles of 2.5min. The
column Comfort indicates the model used for the comfort function, and Pricing indicates the
pricing policy, where TOU is time-of-use and RTP is real-time pricing. Finally, the column
Objective indicates the optimization objective(s).
Table 4.1 shows that no article uses a detailed model for every appliance. Detailed appliance
models give more accurate information and can better predict consumption, which is im-
portant for the evaluation of expansion strategies in the medium- and long-term [126]. Such
models are available in the literature: see [97] for electric vehicles (EVs), [215] for PV, and [2]
for PV/EV. However, the resulting optimization models may be computationally expensive
to solve. Several authors [43,69,127] have emphasized the importance of a realistic model for
the controllable appliances and the need for a trade-off between realism and computational
difficulty. Realistic approaches to smart home scheduling require appropriate appliance mod-
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els [127], and this is the motivation for this paper. Our specific goal is to create a realistic
optimization model that can be solved in a reasonable time. Our main contribution is that
we combine all of the SHCs of Table 4.1 into a single HEMS, formulated as a mixed integer
linear optimization problem. In summary, we develop a model that finds the optimal cost
while maintaining a high level of user comfort. The secondary contributions are:
1. Fridge model: We develop a realistic fridge model by linearizing a nonlinear model.
2. Shower model: In some countries, such as Brazil, the electric shower is one of the largest
components of the electricity bill.
3. New EV model: To the best of our knowledge, no previous work has considered the
additional costs of fuel or recharging outside the house.
This paper is organized as follows. In Section 4.2, we introduce the appliance models, IBR
pricing, thermal machines, and other components. Section 4.3 describes our instances, and
Section 4.4 presents the results. Section 4.5 provides concluding remarks.
4.2 Mathematical Models
In this section, we describe the models for the SHCs and the integrated optimization model.
We consider only power consumption, and we retain the units used by the corresponding
references. The nomenclature is provided before references.
4.2.1 Photovoltaic solar panels (PV) and Solar Collector Models
The PV and solar collector models calculate the values of the parameters Etpv and T tin. We
first need to estimate T to so that we can use the formulas from [9, Example 9, Section 14.12].
We also need to know the quantity of solar radiation available at the surfaces of the panels
and collectors. We used the equations from [56, Chapters 1 and 2] (without shading and
“track moving” but with “clear sky”). We implemented four models: the isotropic diffuse
model, the HDRK model, the Perez model, and the ASHRAE revised clear sky model (“Tau
Model”) from [9, Chapter 14] and [10, Chapter 35]. From these we selected the Perez model.
We also considered the absorptance effect.
We must convert the solar radiation into power for the PV and heat for the solar collector.
For the PV, we use the approach from [135] with V = Vmp; we replace Equation 3 of [135]
by Equation 9 of [44]. For the cell temperature, we use the approach from [56, Section 23.3].
For the solar collector, we use the collector-efficiency equations from [56, Chapters 3–6] with
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Table 4.1 Summary of features of EMS models
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[211] x x Q NC ↓ TD
[207] x L ↓ IL
[205] x x x Q NC ↓ C vs Dvs B
[51] x x x Q DA RTP ↓ D vs C
[103] x x DA RTP ↓ C
[55] x L DA TOU ↓ B
[84] x L DA NC ↓ B vs D
[151] x x CF NC RTP ↑ -D vs C
[87] x x x x x L DA NC ↓ C
[218] x x x L NC ↓ C vs W
[15] x x x L ↓ C
[144] x x L NC ↑ -D vs C
[145] x x L NC ↑ -D vs C
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[64] x x RTP TOU ↓ C
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[196] x x NC ↓ C
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[162] x x x TOU ↓ C
[34] x x x L NC ↓ C
[163] x x x x NL TOU ↑ -D vs C
[120] x x x ↓ C
[129] x x Flat ↓ C vs CO2
[186] x x x ↓ E[C]
[76] x x x x ↓ C
[176] x x x x L RTP ↓ C
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Table 4.1 Continuation and end: Summary of features of EMS models
[69] x x x x x – TOU,RTP ↓ C
[170] x x x x TOU ↓ C vs D
[127] x x x x x NC ↓ C
[168] x x x x x x NC ↑ Profit
[131] x x x NC ↓ C
[63] x x x NC ↓ C
[143] x x x x x x NC ↓ C
[174] x x x x x x x x x L RTP ↓ C
[173] x x x x x x x x x L RTP ↓ C /↓ C vs PL
[104] x x x x x x x TOU ↓ C
Legend: ↓: Minimize ↑: Maximize IL: Illumination level D: Discomfort -D: Comfort C: Cost
L: Linear Q: Quadratic NC: Not constant TD: Thermal discomfort B: Electricity bill
BL: Battery loss DA: Day ahead CF: concave function W: Waiting time
NL: Nonlinear PL: Peak load
the factor F’ = 0.8, the temperature of the plates equal to the outside temperature, and the
difference of temperature between the plates and glass set to 20oC. All the layers of glass
have the same temperature, and the inlet water comes from the street.
4.2.2 Wind Turbines (WT) Model
The WT model forecasts the value of Etwt. Villaneuva & Feijóo [195] propose a relationship
between wind speed and WT power produced. They consider operation at maximum capacity
and specify cut-in and cut-out inequalities:
Wind speed interval (m/s) Output power (W)
U < UCutIn 0
UCutIn ≤ U < UPmax 0.5AρU3Cp2
UPmax ≤ U ≤ UCutOut Pmax
U > UCutOut 0
(4.1)
where U is the wind speed (m/s); UCutIn is the lowest wind speed (m/s) at which it is possible
to obtain power from the wind; UPmax is the wind turbine power speed rate (m/s); A is the
area of the air-stream, measured in a perpendicular plane to the direction of the wind speed
(m2); ρ is the air density (kg.m−3); Cp2 is the power coefficient, which is the ratio between
the power produced by the WT and the power carried by the free air-stream; UCutOut is the
upper limit (m/s) at which it is possible to get power from the wind; and Pmax is the rated
power (W).
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We can find ρ using the ideal gas law for dry air, Equation 1.18 from [181].
4.2.3 Heating, Ventilation, and Air Conditioning (HVAC) Model
The HVAC model is outlined in this subsection. We discuss also assumptions and flexibility
strategies. With Υ = ∆t2/Vhouseρaircair, the HVAC model is
T t+1room = T troom + Υ [3600(PheatingztHV AC − Pcoolztair)] + Υ (Gt) ∀ t ∈ T\{|T |} (4.2)
Gt =
[
Aceiling
Rceiling
+ Awall
Rwall
+ Awindow
Rwindow
]
(T to − T troom) + [nacVhouseρaircair](T to − T troom) + 3600H tp
+ 3600(SHGC)AwindowH tsun ∀ t ∈ T\{|T |} (4.3)
T 1room = T 1o
xtHV AC = PheatingztHV AC + Pcoolztair ∀ t ∈ T
(4.4)
ytHV AC ∈ {0, 1} ∀ t ∈ T
ytair ∈ {0, 1} ∀ t ∈ T
1 ≥ ytHV AC + ytair ∀ t ∈ T
(4.5)
ztHV AC ≤ ytHV AC ∀ t ∈ T
ztair ≤ ytair ∀ t ∈ T
(4.6)
ztHV AC ≥ 0 ∀ t ∈ T
ztair ≥ 0 ∀ t ∈ T
(4.7)
V tHV AC ≥ T troom − T tf ∀ t ∈ Dair
V tHV AC ≥ −T troom + T tf ∀ t ∈ Dair
(4.8)
Constraints (4.2) to (4.7) represent the room temperature, and (4.8) permit deviation from
the target temperature and measure the discomfort during the intervals when HVAC is used.
Constraints (4.2) and (4.3) are based on Shao et al. [172]. They propose a model with a
1.2% total daily energy difference. The differences between our model and their model are
explained below.
Assumptions: Awall in [172] is derived from the floor area, assuming that the height of the
house is 10 ft. If Awall is not given by the user, we assume that the floor is square and calculate
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Awall accordingly. In [172] the authors consider a specific window turned to the south. In
our model, we consider every window of the same type. The values for H tp, SHCG, and nac
are not available in [172]. Hp can be found ( [13], [212, pp. 41–43]) via Hp = PactivityAbody,
where Pactivity is the metabolic rate and Abody = 0.202m0.425h0.725, where h is the height (m)
and m is the mass of the body (kg). We define npt to be the number of occupants at time t.
We then have H tp =
npt∑
i=1
P tactivity,iA
t
body,i ∀ t ∈ T .
For SHCG, we used the average of the values of [9, p. 353], and Hsolar is calculated from our
PV model. We have ρCair = 1214.4JoC×m3 ≈ 0.018BtuoF×ft3 from [9, Chapter 17]: nac = ACH = 3.6Qi/V ,
Qi = ALIDF , AL = AesAul, where ACH is the hourly air change; Qi is the infiltration airflow
rate (L/s); V is the building volume (m3); AL is the effective leakage area (cm2) (including the
flue) at a reference pressure difference of 4Pa, assuming a discharge coefficient CD of 1; IDF
is the infiltration driving force (L/(s.cm2)); Aes is the exposed surface area of the building
(m2); and Aul is the unit leakage area (cm2/m2). This gives ACH = 3.6AesAulIDF/V . With
the values given for IDF [9, Table 5 of Chapter 17] and Aul [9, Table 3 of Chapter 17], nac
has an acceptable value.
Our other assumptions are as follows: i) there is a single conditioned space; ii) no independent
thermal storage is linked to the main HVAC equipment; iii) the humidity control is neglected;
iv) the internal heat sources of the equipment are neglected; v) the temperature is constant
throughout the space.
We have rewritten the model from [172] given the considerations above to arrive at an on-off
model composed of Constraints (4.2) to (4.5), (4.8).
Flexibility: (4.2) introduces the on-off feature, since ytHV AC and ytair are binary variables.
Thus, we are working with fixed power in a fixed time interval. However, forcing a machine
to operate for a full interval could generate an overcharge. Let the variable zta be the fraction
of ∆t during which appliance a is on. We have ztayta = zta. We can model the implications
with inequalities such as (4.6). Therefore, with the new variable, we can build a single model
that is represented by Constraints (4.2) to (4.8). With the objective function (4.76), we can,
without any impact on the results, drop the variables ytHV AC and ytair and the restrictions (4.5)
to (4.6). We refer to this as the Fraction of step.
The strategy above does not indicate when the machine is on/off in the fixed time interval.
Given xtHV AC for each t ∈ T , we can find whether the machine is on or off at each second.
The temperature at the end of the period depends on exactly when it is used. If it is used
at the end of the period, the results are closer to the results for the complete optimization
model. However, the difference is not as large. With nomimal power of 25 kW, the difference
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in temperature will be around 0.12oC at some point in the time interval.
Note that the addition of zta does not violate energy conservation. For example, suppose an
appliance has a power of 5000W and it operates for 50% of the time, giving a consumption
of 5000W × 0.5∆t. It will contribute 2500W ×∆t to the conservation constraint.
4.2.4 Water Heaters (WH) Model
The Water Heaters model is outlined in this subsection. A comparison with reference model
is done for validation purposes. With Ψ = ∆t2/(vtankCp), the HVAC model is
T t+1out,wh = T tout,wh + Ψ [−227.4frtwhCp(T tout,wh − T tin)] + Ψ [3600(xtwh + 1000P tCHPt)]
− Ψ [3600(UA)wh(T tout,wh − T troom)] ∀ t ∈ T\{|T |} (4.9)
T 1out,wh = T 1in
xtwh = Pwhytwh ∀ t ∈ T
(4.10)
ytwh ∈ {0, 1} ∀ t ∈ T (4.11)
V twh ≥ Twhf − T tout,wh ∀ t ∈ Dwh
V twh ≥ −Twhf + T tout,wh ∀ t ∈ Dwh
(4.12)
ytwh ≤ Ewh ∀ t ∈ T (4.13)
Constraints (4.9) to (4.11) represent the WH temperature, and (4.12) permit deviation from
the target temperature and measure the discomfort during the intervals when hot water is
used. If Ewh = 0, there is no WH, and T tout,wh is at most the street water temperature or
the water temperature from SC if it exists. In this case, we need Constraint (4.13), which
also imposes an upper bound on the temperature. Note that T troom in (4.9) comes from the
HVAC model.
We assume that all the water inside the WH is at the same temperature. The model was
constructed from [56, Equation 8.3.3] and validated by comparisons with the model from [172],
which was validated experimentally.
For a validation example, we convert units where necessary and use the following data:
the room temperature is given in Figure 4.1, T 1out,wh = 77oF , xtwh = 5 kW ∀ t ∈ T , the
surface area of the WH equals 5 ft2, the tank heat resistance equals 25oF · ft2 · h/Btu,
∆t = 10min, T tin = 104oF ∀ t ∈ T , vtank = 80 gallons, frtwh = f¨ ∀ t ∈ T (gallons/min) for
f¨ ∈ {0, 1, 5, 10} ∀ i. If we assume that the WH is always on, we obtain the results of [172]
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Figure 4.1 Room temperature for validation example.
when frtwh > 0 ∀ t ∈ T , as shown in Figures 4.2 and 4.3. When frtwh = 0 ∀ t ∈ T , the model
deviates after about 150oC, but in practice there are mechanisms to avoid water evaporation.
Thus, our model is faithful to the results of [172].
Figure 4.2 Comparison of our model and reference model from [172]: WH always on and low
flow rate.
4.2.5 Shower Model
In this subsection, the shower model is outlined and thermodynamics explanations are given.
The shower is modeled by:
T tchu_hand ≤ T tout,wh ∀ t ∈ Dchu
T tchu_hand ≥ T tinlet ∀ t ∈ Dchu
(4.14)
T tout,chu = T tchu_hand + 60xtchu/(Cefrtchu) ∀ t ∈ Dchu
xtchu = Pchuytchu,hot ∀ t ∈ Dchu
(4.15)
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Figure 4.3 Comparison of our model and reference model from [172]: WH always on and high
flow rate.
xtchu = 0 ∀ t /∈ Dchu (4.16)
V tchu ≥ T chuf − T tout,chu ∀ t ∈ Dchu
V tchu ≥ −T chuf + T tout,chu ∀ t ∈ Dchu
(4.17)
ytchu,hot ∈ {0, 1} ∀ t ∈ Dchu (4.18)
Constraints (4.14) place bounds on the shower temperature without using the shower re-
sistance. Constraints (4.15) to (4.16) represent the shower temperature, and (4.17) permit
deviation from the target temperature and measure the discomfort during the intervals when
the shower is used. Constraints (4.18) are the binary restrictions.
We obtain Constraints (4.14) to (4.18) from [212, Chapter 1] through the thermodynamics
formula Q˙ = m˙Cp∆T where m˙ is the mass flow rate of a fluid flowing in a pipe (kg/s); Cp
is the specific heat of the fluid (J/kg·oC); ∆T is the temperature difference (oC); and Q˙ is
the rate of net heat transfer of the control volume (W). Moreover, m˙ = ρV Ac where ρ is
the fluid density; V is the average fluid velocity in the flow direction; and Ac is the duct
cross-sectional area. This gives Q˙ = ρV˙ Cp∆T , where V˙ is the volumetric flow rate (m3/s).
We write P = ρV˙ Cp∆T where P is the power (W) lost or injected.
For each step t ∈ Dchu, Pchu = P , fr is the equivalent measure of V˙ (gpm) and ∆T =
Tout,chu − Tchu_hand. This gives (4.15).
4.2.6 Batteries (ESS) Model
The ESS model is outlined in this subsection. A comparison with reference models is done
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to demonstrate our differences. The ESS is modeled by
SOCt+1 = SOCt + 100∆t2
Ebat
(
P ch,tbat η
chµ− P
dch,t
bat
ηdchµ
− plossytfloat
)
∀ t ∈ T\{|T |} (4.19)
SOCt ≥ SOCmin ∀ t ∈ T (4.20)
SOCt ≤ SOCmax + (100− SOCmax)ytfloat ∀ t ∈ T (4.21)
SOC1 = SOCmin (4.22)
P ch,tbat ≤ P
ch
max
ηchµ
ych,tbat ∀ t ∈ T
P ch,tbat ≥ P
ch
min
ηchµ
ych,tbat ∀ t ∈ T
P dch,tbat ≤ P dchmaxηdchµydch,tbat ∀ t ∈ T
P dch,tbat ≥ P dchminηdchµydch,tbat ∀ t ∈ T
(4.23)
1 ≥ ydch,tbat + ych,tbat ∀ t ∈ T (4.24)
ydch,tbat ∈ {0, 1} ∀ t ∈ T
ych,tbat ∈ {0, 1} ∀ t ∈ T
ytfloat ≥ 0 ∀ t ∈ T
(4.25)
Constraints (4.19) establish the relationships between the state of charge (SOC), discharging
and charging powers, and battery float losses. Constraints (4.20) place a lower bound on the
SOC. Constraints (4.21) place an upper bound on the float losses that is activated when a
threshold is reached. Constraint (4.22) sets an initial value for the SOC. Constraints (4.23)
set bounds on the discharging and charging power. Constraints (4.24) ensure that at each
t ∈ T the battery either charges or discharges. Constraints (4.25) are the domain restrictions.
We based our model on [13], [14], and [217]. The differences between these models will be
explained using the following data: |T | = 144, Ebat = 24 kWh, SOCmax = 80%, SOCmin =
20%, P chmax = P dchmax = 3.3 kW, P chmin = P dchmin = 0.3 kW, ηch = ηdch = 0.91, and µ = 1. We
define the objective function as max 30SOC2 −∑t∈TSOCt. Thus, in Interval 1, the battery
will charge at a maximal power and in Interval 2 it will discharge at a maximal power.
The solution to the models of [13] and [14] is SOC2 = 22.0854, SOCt = 20 ∀ t ∈ T\{2},
P ch,1batt = P
dch,2
batt = 3.003, and the other power variables are null. Thus, the charging consump-
tion was 3.003KW instead of 3.3KW. For the discharging, P dch,2batt takes the value of the power
inside the battery instead of the power sent to the house. Thus, when we put these variables
into the energy conservation constraints, they use different values than the values sent to or
23
consumed in the battery model. Therefore, there is an energy construction if we take the
home as the reference point.
The model from [217] gives the same objective value, but we could have maximal power
charging in the battery.
Constraints (4.21) implement the battery float charge loss, which results from the energy
used to maintain the battery charge when SOC ≈ 100% [30].
4.2.7 Fridge Model
The fridge model is outlined in this subsection. A comparison with reference model is done
for validation purposes. The fridge is modeled by
T t+1freezer = T tfreezer − (7/25)∆tytcomp + (15/67)∆t
(
1− ytcomp
)
∀ t ∈ T\{|T |}
T t+1refri = T trefri − 0.1467∆tytcomp + 0.1196∆t(1− ytcomp) ∀ t ∈ T\{|T |}
(4.26)
T 1freezer = T startfreezer (4.27)
T 1refri = T startrefri (4.28)
xtrefri = Pcompytcomp ∀ t ∈ T (4.29)
V tfreezer ≥ T freezerf − T tfreezer ∀ t ∈ T
V tfreezer ≥ 0 ∀ t ∈ T
V trefri ≥ T refrif − T trefri ∀ t ∈ T
V trefri ≥ 0 ∀ t ∈ T
(4.30)
ytcomp ∈ {0, 1} ∀ t ∈ T (4.31)
We consider a frost-free top-mount refrigerator. Constraints (4.26) represent the freezer
temperature and fridge temperature, respectively. Constraint (4.27) establishes the ini-
tial freezer temperature, and Constraint (4.28) establishes the initial fridge temperature.
Constraints (4.29) initialize the xtrefri values for the link with the complete model. Con-
straints (4.30) permit deviation from the target temperature and measure the discomfort,
and Constraints (4.31) are the binary restrictions.
A transient model has been developed [24, 25] for the temperatures of refrigerated compart-
ments; the predicted energy consumption has a maximum deviation of ±2%. Our model is
based on this, with some adjustments. We observe a correlation between the power consump-
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tion and the air temperature at the evaporator outlet [24, Figures 2.15 and 2.16]. We apply
Newton’s law of cooling to find the temperature at the evaporator outlet when the compres-
sor is operating. When it is off, we have a choice of two approaches. In the first, suggested by
the author of [25] via email, we assume that the temperature at the evaporator outlet is the
same as the air temperature at the evaporator inlet. In the second, we use Newton’s law of
cooling for the temperature increase around the evaporator outlet. We selected approach 2.
We can rewrite Equation 3.71 from [24] as (T to,e)′ = T to,e + (3600wfan)/(m˙aCp,a)ytcomp, where
(T to,e)′ is the air temperature of the fan discharge (oC); wfan is the rated fan power (W); m˙a
is the total mass flow rate of air (kg/h); and Cp,a is the specific heat at a constant pressure
(J/kgoC). The fan is on only when the compressor is on.
With κ ∈ {Tnewton2 , rT t−1freezer + (1 − r)T t−1refri} and following [24], we obtain
∀ t ∈ T\{|T |}, ∀ ∗ ∈ {r, f}: T t+1∗ = T teq,∗ − (T teq,∗ − T t∗)exp
(
−60∆t(Ua∗+UAm+
m˙∗Cair
3600 y
t
comp)
C∗
)
where T teq,f (T teq,r) is associated with the steady-state temperature of the freezer (fridge) if
constant conditions are maintained at time t (oC); UAf (UAr) is the global freezer (fridge)
thermal conductance (W/oC); m˙d,f (m˙d,r) is the air flow leaving the freezer (fridge) when
the door is open; T ta is the exterior temperature around the fridge at time t (oC); UAm is the
global mullion thermal conductance (W/oC); T tf = T tfreezer ∀ t ∈ T ; and T tr = T trefri ∀ t ∈ T .
Note that T ta is T troom from the HVAC model.
Figure 4.4 Comparison of simulation results for fridge from linearization and reference model.
To simplify this nonlinear model, we perform a linear regression, obtaining: T t+1f =
T tf − (7/25)∆tytcomp + (15/67)∆t(1− ytcomp) for the freezer and T t+1r = T tr − 3.5/25∆tytcomp +
7.25/67∆t(1 − ytcomp) for the fridge. Figure 4.4 presents simulation results for the lineariza-
tions, and they agree well with the reference model [24]. We thus obtain (4.26) to (4.31).
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4.2.8 Plug-in Hybrid Electric Vehicle (EV) Model
In this subsection, the EV model is outlined. We explain also considerations used in the
formulation. Let %t be the vector
(
ydch,tEV bat, y
ch,t
EV bat, y
t
EV float
)
∀ t ∈ T . The EV is modeled by
EV SOCt+1 = EV SOCt + 100∆t2
EEVbat
(
P ch,tEV batη
ch
EvµEv − P
dch,t
EV bat
ηdchEv µEv
− EV plossytEV float
)
∀ t ∈ T\{|T |}, s ∈ {1, 2, . . . , ntrips} : tsstart ≤ i < tsend, t1start ≤ t < t1end
EV SOCt+1 = EV SOCt + 100∆t
EEVbat
(
P ch,tEV batη
ch
EvµEv − P
dch,t
EV bat
ηdchEv µEv
− EV plossytEV float
)
∀ s ∈ {1, 2, . . . , ntrips} , t ∈ {1, 2, . . . , t1end − 1} ∪
{
tsstart, t
s
start + 1, . . . , ts+1end − 1
}
: t1start > t1end
(4.32)
EV SOCt ≥ 0 ∀ t ∈ T (4.33)
EV SOCt ≤ EV SOCmax + (100− EV SOCmax)ytEV float ∀ t ∈ T (4.34)
EV SOC1 = EV SOC_last_day : t1start > t1end
EV SOCt
1
start = EV SOCret : t1start < t1end
(4.35)
EV SOCt
s
start = EV SOCtsend − 100Km
s
next−Kmsfuel
Km100 ∀ s ∈ {1, 2, . . . , ntrips} : t1start > t1end
EV SOCt
s+1
start = EV SOCtsend − 100Km
s
next−Kmsfuel
Km100 ∀ s ∈ {1, 2, . . . , ntrips − 1} : t1start < t1end
(4.36)
EV SOCt
s
end ≥ EV SOCendmin ∀ s ∈ {1, 2, . . . , ntrips}
EV SOCt
ntrips+1
end ≥ EV SOCendmin : t1start > t1end
(4.37)
P ch,tEV bat ≤ EV P
ch
max
ηchEvµEv
ych,tEV bat ∀ t ∈ T
P ch,tEV bat ≥ EV P
ch
min
ηchEvµEv
ych,tEV bat ∀ t ∈ T
P dch,tEV bat ≤ EV P dchmaxηdchEv µEvydch,tEV bat ∀ t ∈ T
P dch,tEV bat ≥ EV P dchminηdchEv µEvydch,tEV bat ∀ t ∈ T
(4.38)
ydch,tEV bat + y
ch,t
EV bat ≤ 1 ∀ t ∈ T (4.39)
26
%t = 0 ∀ s ∈ {1, 2, . . . , ntrips} , t ∈ {tsend, tsend + 1, . . . , tsstart − 1} : t1start > t1end
EV SOCt = 0 ∀ s ∈ {1, 2, . . . , ntrips} , t ∈ {tsend + 1, tsend + 2, . . . , tsstart − 1} : t1start > t1end
%t = 0 ∀ t ∈
{
t
ntrips+1
end , t
ntrips+1
end + 1, . . . , |T |
}
: t1start > t1end
EV SOCt = 0 ∀ t ∈
{
t
ntrips+1
end + 1, t
ntrips+1
end + 2, . . . , |T |
}
: t1start > t1end
%t, EV SOCt = 0 ∀ t ∈ {1, 2, . . . , t1start − 1} : t1start < t1end
%t = 0 ∀ s ∈ {1, 2, . . . , ntrips − 1} , t ∈ {tsend, tsend + 1, . . . , ts+1start − 1} : t1start < t1end
EV SOCt = 0 ∀ s ∈ {1, 2, . . . , ntrips − 1} , t ∈
{
tsend + 1, tsend + 2, . . . , ts+1start − 1
}
: t1start < t1end
%t = 0 ∀ t ∈
{
t
ntrips
end , t
ntrips
end + 1, . . . , |T |
}
: t1start < t1end
EV SOCt = 0 ∀ t ∈
{
t
ntrips
end + 1, t
ntrips
end + 2, . . . , |T |
}
: t1start < t1end
(4.40)
Csev ≥ KmsfuelPgas ∀ s ∈ {1, 2, . . . , ntrips} (4.41)
Cev ≥
ntrips∑
s=1
Csev (4.42)
ydch,tEV bat ∈ {0, 1} ∀ t ∈ T
ych,tEV bat ∈ {0, 1} ∀ t ∈ T
ytEV float ∈ {0, 1} ∀ t ∈ T
Csev ≥ 0 ∀ s ∈ {1, 2, . . . , ntrips}
Kmsfuel ≥ 0 ∀ s ∈ {1, 2, . . . , ntrips}
Cev ≥ 0
(4.43)
Constraints (4.32) establish the relationships between the SOC, the discharging and charging
powers, and the float loss. The vehicle could arrive without energy, so Constraints (4.33) place
a lower bound of zero on the SOC. Constraints (4.34) place an upper bound on the float losses
that is activated when a threshold is reached. Constraints (4.35) establish an initial value for
the SOC. The former is activated when the first event is a departure, and the latter is activated
when the first event is an arrival. Constraints (4.36) create a link between consecutive trips
to ensure energy conservation. Constraints (4.37) place a lower bound on the SOC (sufficient
to reach the nearest gas station) in intervals when travel is necessary. Constraints (4.38)
establish bounds on the discharging and charging power. Constraints (4.39) ensure that at
each t ∈ T the battery either charges or discharges. Constraints (4.40) ensure null values
for the intervals when the EV battery cannot be used. Constraints (4.41) calculate the
fuel cost for each trip s. Constraint (4.42) gives the total cost of the fuel consumption.
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Constraints (4.43) are the binary and nonnegative restrictions.
An EV model is essentially the same as a battery model [14], but there are more constraints,
including minimal SOC constraints and trip-signal constraints to ensure that the EV charges
and discharges only when at home. Sousa et al. [179] present an EV model that is similar
to a battery model. Our model is based on [14] and [179] and considers multiple trips in a
day [132]. In addition, we consider hybrid vehicles.
4.2.9 Combined heat and power (CHP) Model
In this subsection, the CHP model is outlined. We explain also considerations and strategies
used in the formulation. The CHP model is modeled by
yτCHP ≥ ztCHP ∀ t ∈ T, τ ∈ {t, t+ 1, . . . ,min {t+ ddonCHP/∆te − 1, |T |}}
yτCHP ≤ 1− zdtCHP ∀ t ∈ T, τ ∈
{
t, t+ 1, . . . ,min
{
t+
⌈
doffCHP/∆t
⌉
− 1, |T |
}}
zt+1CHP ≤ 1− ytCHP ∀ t ∈ T\{|T |}
zdt+1CHP ≤ ytCHP ∀ t ∈ T\{|T |}
ztCHP ≥ ytCHP − yt−1CHP ∀ t ∈ T\{1}
zdtCHP ≥ −ytCHP + yt−1CHP ∀ t ∈ T\{1}
1 ≥ zdtCHP + ztCHP ∀ t ∈ T
z1CHP ≥ y1CHP − ylast_dayCHP
(4.44)
y1CHP = yiniCHP
P 1CHPe = P iniCHPe
(4.45)
P t+1CHPe ≥ −max
{
P 1,µCHP,max, P
1,η
CHP,max
}
zdt+1CHP + P tCHPe − 60∆t2rdownCHPwtdown ∀ t ∈ T\{|T |}
P t+1CHPe ≤ max
{
P 1,µCHP,max, P
1,η
CHP,max
}
zt+1CHP + P tCHPe + 60∆t2r
up
CHPw
t
up ∀ t ∈ T\{|T |}
1 ≥ wtup + zt+1CHP ∀ t ∈ T\{|T |}
1 ≥ wtdown + zdt+1CHP ∀ t ∈ T\{|T |}
wtup ≤ ytCHP ∀ t ∈ T
wtdown ≤ ytCHP ∀ t ∈ T
(4.46)
P tCHPe ≥ max
{
P 1,µCHP,max, P
1,η
CHP,max
}
ytCHP ∀ t ∈ T
P tCHPe ≤ min
{
P
nbµCHP ,µ
CHP,max, P
nbηCHP ,η
CHP,max
}
ytCHP ∀ t ∈ T
(4.47)
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P tCHPe + P tCHPt = P tCHP,fuelη¯ ∀ t ∈ T
P tCHPt = P tCHPeµ¯ ∀ t ∈ T
(4.48)
CtCHP ≥ P tCHP,fuelPKW∆t2 ∀ t ∈ T (4.49)
ztCHP , zd
t
CHP ∈ {0, 1} ∀ t ∈ T
ytCHP ∈ {0, 1} ∀ t ∈ T
wtup, w
t
down ≤ 1 ∀ t ∈ T
wtup, w
t
down ≥ 0 ∀ t ∈ T
(4.50)
Constraints (4.44) control the on/off status of the CHP. Constraints (4.45) initialize the
status variable and the associated electricity production. Constraints (4.46) enforce ramp-up
and ramp-down limits. Constraints (4.47) place bounds on the electricity generated by the
CHP. Constraints (4.48) relate to the CHP operation. Constraints (4.49) measure the CHP
fuel cost. Constraints (4.50) impose the variable domains.
Our model is based on [80] and [81] where efficiency is a function of the electrical power
generated. The image of that function has values that are close to each other, so we consider
the average efficiency to be a parameter rather than a variable. Variables ztCHP and zdtCHP
can be relaxed because of Constraints (4.47).
4.2.10 Model for AIEUI: Set of inelastic appliances with uninterruptible opera-
tion
The model for inelastic appliances with uninterruptible operation is outlined in this subsec-
tion.
With Φa = |T | − (dDa/∆t2e − 1), AIEUI is modeled by
xt+ha ≥ P ha yta ∀ a ∈ AtIEUI , ∀ t ∈ T, ∀ h ∈ {0, 1, . . . , dDa/∆t2e − 1} : t+ h ≤ |T | (4.51)
xta ≤
t∑
i=max{1,t−(dDa/∆t2e−1)+1}
P t−ia y
i
a ∀ a ∈ AtIEUI , ∀ t ∈ T (4.52)
yta = 0 ∀ a ∈ AtIEUI , t ∈ T : t > Φa (4.53)
Φa∑
t=1
yta + ζa = 1 ∀ a ∈ AtIEUI (4.54)
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Φa∑
tt=1
ttytta ≥
Φb∑
t=1
tytb + dDb/∆t2e(1− ζb)− |T |yb,a
∀ a ∈ AtIEUI , ∀ b ∈ AtIEUI , ∀ k ∈ AIEUI : a ∈ At,kIEUI , b ∈ At,kIEUI (4.55)
Φb∑
tt=1
ttyttb ≥
Φa∑
t=1
tyta + dDa/∆t2e(1− ζa)− |T |(1− yb,a)
∀ a ∈ AtIEUI , ∀ b ∈ AtIEUI , ∀ k ∈ AIEUI : a ∈ At,kIEUI , b ∈ At,kIEUI (4.56)
U ta ≥ 0 ∀ a ∈ AtIEUI , ∀ t ∈ T
U ta ≥ Sayta − tyta ∀ a ∈ AtIEUI , ∀ t ∈ T
U ta ≥ −DSayta + tyta ∀ a ∈ AtIEUI , ∀ t ∈ T
(4.57)
ζa ≥ 0 ∀ a ∈ AtIEUI
yta ∈ {0, 1} ∀ a ∈ AtIEUI , ∀ t ∈ T
yb,a ∈ {0, 1} ∀ a ∈ AtIEUI , ∀ b ∈ AtIEUI ∀ k ∈ AIEUI : a ∈ At,kIEUI , b ∈ At,kIEUI
(4.58)
Constraints (4.51) and (4.52) assign the load profile of task a ∈ AtIEUI to time t ∈ T .
Constraints (4.53) eliminate solutions where the appliance cannot start its operation. Con-
straints (4.54) ensure that the task is done at most once, between the beginning of the horizon
and the last start time permitting the completion of the task. Constraints (4.55) and (4.56)
prevent overlap between tasks for the same appliance. Constraints (4.57) measure the dis-
comfort arising from the deviation from the preferred time. Constraints (4.58) impose the
variable domains.
AIEUI is a set of inelastic appliances with uninterruptible operation (see [163]). In practice,
the operation of these appliances is represented by a load profile. Load profiles forecast the
power variation over a period of time for an appliance, frequently as an average. For example,
Tsagarakis et al. [189] use aggregated load profiles, while [149] uses load profiles for specific
machines. The former use a time-use survey (TUS) to construct the load profiles. However,
the consumption found through TUS diaries can be distinct from the load measurements
obtained by submetering [180]. The latter approach uses controlled tests to measure con-
sumption, and the resulting profiles provide a good approximation. UK-DALE [100] is an
open-access data-set giving the consumption of domestic appliances in the UK. The data are
based on measurements of real electricity consumption.
Our model is task-oriented, an idea from [87] that proposes a model with parameters to
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indicate how many times each appliance will be used. In our case, we consider individual
load profiles for each use of each appliance. Therefore, our model includes appliances that
are used intermittently according to the classification in [163].
4.2.11 Model for Aphases: Set of appliances with interruptible phases operation
The model for appliances with interruptible phases operation is outlined in this subsection.
With 01a = |T | −
(⌈∑PHa
p=1 Da,p/∆t2
⌉
− 1
)
, 02a = |T | − (dDa,PHa/∆t2e − 1), and 03a =
(dDa,PHa/∆t2e), Aphases is modeled by
xt+ha ≥ P ha,pyta,p ∀ a ∈ AtPhases, ∀ t ∈ T, ∀ p ∈ {1, 2, . . . , PHa} ,
∀ h ∈ {0, 1, . . . , dDa,p/∆t2e − 1} : t+ h ≤ |T | (4.59)
xta ≤
PHa∑
p=1
t∑
i=max{1,t−(dDa,p/∆t2e−1)+1}
P t−ia,p y
i
a,p ∀ a ∈ AtPhases, ∀ t ∈ T (4.60)
yta,p = 0 ∀ a ∈ AtPhases, ∀ p ∈ {1, 2, . . . , PHa}, ∀ t ∈ T : t > |T | −
(⌈
Da,|PHa|/∆t2
⌉
− 1
)
(4.61)
|T |−(dDa,p/∆t2e−1)∑
t=1
yta,p + Ψa,p = 1 ∀ a ∈ AtPhases, ∀ p ∈ {1, 2, . . . , PHa} (4.62)
|T |∑
tt=t
ytta,p +
t−1+dDa,p/∆t2e∑
tt=1
ytta,p+1 ≤ 1 ∀ a ∈ AtPhases,
∀ p ∈ {1, 2, . . . , PHa − 1}, ∀ t ∈ T : t < |T |+ 1− dDa,p/∆t2e (4.63)
01a∑
tt=1
ttytta,1 ≥
02b∑
t=1
tytb,PHb + 0
3
b(1−Ψb,1)− |T |ypb,a
∀ a ∈ AtPhases, ∀ b ∈ AtPhases, ∀ k ∈ APhases : a ∈ At,kPhases, b ∈ At,kPhases (4.64)
01b∑
tt=1
ttyttb,1 ≥
02a∑
t=1
tyta,PHa + 0
3
a(1−Ψa,1)− |T |(1− ypb,a)
∀ a ∈ AtPhases, ∀ b ∈ AtPhases, ∀ k ∈ APhases : a ∈ At,kPhases, b ∈ At,kPhases (4.65)
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U ta ≥ 0 ∀ a ∈ AtPhases, ∀ t ∈ T
U ta ≥ Sayta,1 − tyta,1 ∀ a ∈ AtPhases, ∀ t ∈ T
U ta ≥ −DSayta,1 + tyta,1 ∀ a ∈ AtPhases, ∀ t ∈ T
U ta ≥ Fayta,PHa − tyta,PHa ∀ a ∈ AtPhases, ∀ t ∈ T
U ta ≥ −DFayta,PHa + tyta,PHa ∀ a ∈ AtPhases, t ∈ T
(4.66)
Ψa,p ≥ 0 ∀ a ∈ AtPhases, ∀ p ∈ {1, 2, . . . , PHa}
yta,p ∈ {0, 1} ∀ a ∈ AtPhases, ∀ t ∈ T, ∀ p ∈ {1, 2, . . . , PHa}
ypb,a ∈ {0, 1} ∀ a ∈ AtPhases, ∀ b ∈ AtPhases ∀ k ∈ APhases : a ∈ At,kPhases, b ∈ At,kPhases
(4.67)
Constraints (4.59) and (4.60) assign the load profile of each phase p of task a ∈ Atphases
to time t ∈ T . Constraints (4.61) eliminate solutions where the appliance cannot start
its operation. Constraints (4.62) ensure that the task is done at most once, between the
beginning of the horizon and the last start time permitting the completion of the task. Con-
straints (4.63), from [38], are precedence constraints between consecutive phases of the same
task. Constraints (4.64) and (4.65) prevent overlap between tasks for the same appliance.
Constraints (4.66) measure the discomfort arising from the deviation from the preferred time.
Constraints (4.67) impose the variable domains.
Each load profile is separated into sequential phases, and the operation can be interrupted
between phases. The appliances in Aphases include dishwashers [21], washing machines [161],
and dryers [149].
4.2.12 Other constraints and objective function
Other constriants as well the objective function that are part of the whole optimization model
are outlined in this subsection.
IBR constraints:
Et,ig ≤ Etth ∀ t ∈ T, ∀ i ∈ B (4.68)
∆t
∑
t∈T
Et,ig ≤ E_bli ∀ i ∈ B (4.69)
∆tEt,ig ≤ E_bliyig ∀ t ∈ T, ∀ i ∈ B (4.70)∑
i∈B
yig ≤ 1 (4.71)
yig ∈ {0, 1} ∀ i ∈ B (4.72)
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Constraint (4.68) limits the energy that can be bought. Constraints (4.69) to (4.72) are
the main IBR constraints: (4.69) ensures that the daily consumption is within the capacity;
(4.70) controls the activation of the blocks; (4.71) ensures that at most one block is used;
and (4.72) are the binary restrictions.
Flow Conservation:
∑
a∈A
xta = 103(p
ch,t
EV batt +P
ch,t
bat −P dch,tbat − pdch,tEV batt−P tCHPe) +Etpv−Etv +Etwt +
∑
i∈B
Et,ig ∀ t ∈ T
(4.73)
The coupling constraints (4.73) ensure energy conservation.
Financial Incentives:
Ct = ∆t
[
λt
(∑
i∈B
(1−$i)Et,ig
)
− νtEtv
]
∀ t ∈ T (4.74)
Etv ≤ Etth ∀ t ∈ T (4.75)
Constraints (4.74) represent the cost at each time t, given by the energy acquisition cost for
block i minus the energy sold plus the price of CHP. Constraint (4.75) limits the energy that
can be sold. Variable Etv represents the case where the customer can inject electricity into
the grid. In some markets, the customer receives in exchange an energy credit for future
consumption. In this case, we set Etv = 0, add Et−1av − Etav in the right hand side of (4.73)
and replace Constraint (4.75) by E0av = 0 to initialize the power credit variable.
Objective function:
min
Ξ
wc
(∑
t∈T
Ct + Cev + CtCHP
)
+ wt
∑
t∈T
∑
a∈A
V ta+
wu
 ∑
a∈At
phases
|PHa|∑
p=1
Ψa,p +
∑
a∈AtIEUI
ζa +
∑
t∈T
∑
a∈At
U ta
 (4.76)
We minimize a weighted sum of comfort and cost (4.76), where the cost is given by (4.74)
and the EV cost.
4.3 Data and Instances
In this section we discuss our data and how we create the instances.
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4.3.1 Locations
Brazil will be one of the largest smart-grid markets by 2023 [65]. The country has a total
installed capacity of 161GW [12], which is expected to grow to 224GW by 2030 [62, Table
6.26] via initiatives such as the Cities of the Future Project [32]. An analysis of the smart
grid stage in Brazil appears in [54]. The climatic data was taken from [9, Chapter 14]. We
calculated the temperature based on 5% dry-bulb design conditions. The wind speed data
was taken from [111].
4.3.2 Prices
In Brazil, there are two pricing options: the conventional tariff and the white tariff. The
conventional tariff is constant, whereas the white tariff is a TOU pricing with a single price
for weekends and holidays and three weekday prices:
1. Peak hours: Three consecutive daily hours defined by the distributor.
2. Intermediate peak hours: The hour before and the hour after the peak hours.
3. Nonpeak hours: The remaining hours of the day.
We use the electricity prices published in April 2017 for the white tariff. We summed two
tariffs, following [121, p. 57].
The IBR pricing defined by federal law [26] specifies certain discounts:
1. For the portion of consumption below 30 kWh/month, the discount is 65%.
2. For the portion between 31 and 100 kWh/month, the discount is 40%.
3. For the portion between 101 and 220 kWh/month, the discount is 10%.
We divided the monthly limits defined above by 30 days. This makes our model less realistic,
but since smart meters track and report energy consumption in minutes, we assume that a
pricing scheme over a day will be more important than one for the whole month. The law
applies to a subgroup of the population, but we apply it to everyone.
Brazil has a net metering incentive. If the electricity bought from the grid is less than that
injected, the customer receives an energy credit for future consumption. In addition, we
assume that, as in other markets, Brazil’s consumers will in the future have the opportunity
to sell electricity, i.e., a feed-in tariff. Thus, we consider νt = λt/2 for all t ∈ T .
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4.3.3 Capacity
We set the capacity Etth to 75 kW, which is the residential capacity in Brazil.
4.3.4 PV and Solar Collector
We take the data from data-sheets or use the estimates in [56]. We consider the PVs Cana-
dian Solar CS5P250M, Yingli Solar JS150, and Siemens SM110 and the solar collectors
CSi Sodramar, TERMOMAX, Soletrol, and Sunda Seido 10. The ground reflectance was
generated from the uniform distribution U(0.13,3) according to [9, Table 5, Chapter 14].
4.3.5 Wind Turbines
The data comes from the data-sheets for the Raum Energy 3.5 kW Wind Turbine System and
the Raum Energy 1.3 kW Wind Turbine System.
4.3.6 HVAC
For the house, we generated resistance values from a uniform distribution (see [172]), con-
verting the units to (m2 oC.h/J). The house height is 3.048m, with Aceiling = Afloor = 100
m2. We set Pheating = Pcool = 60W/m2 × Afloor, an approximate value suggested by some
manufacturers. We set Aul between 0.7 and 2.8. We set IDF to 0.031 for cooling and 0.086
for heating. The other parameters are T tf = 23oC ∀ t ∈ T , H tp = 97.57W ∀ t ∈ T .
4.3.7 Water Heaters and Shower
We use T chuf = Twhf = 50oC (see [118]). We set Pwh ∼ U(4000, 5000)W (see [172]). The
heat resistance is given by U(12, 25)oFft2h/Btu converted to (m2 oC.h/J). We take the WH
area and diameter from the data-sheets for Giant-142ETE, Giant-152ETE, Giant-172ETE,
Rheem-PROPH50, Rheem-PROPH65, and Rheem-PROPH80. We use the diameter to cal-
culate (UA)wh and Vtank. We set Tmax = 100oC and Ewh = 1.
We took the temperature of the water from the street (T tinlet) from [42, Graphic 4]. We
projected the missing intervals so that the last projected value is equal to the first collected
value.
For frtwh and frtchu, we used the data available in [53]. For each client, we aggregate the
daily consumption in intervals of ∆t. Inter-period consumption is calculated proportionally.
Pchu is obtained from the data-sheets for Lorenzetti’s showers.
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4.3.8 Batteries
We used the following values from [217]: Ebat = 24 kWh, SOCmin = 20%, SOCmax = 100%,
pchmax = 4 kW, pdchmax = 4 kW, pchmin = 0.3 kW, pdchmin = 0.3 kW, ηch = 0.91, ηdch = 0.91, µ = 1.
According to [30], in a low-storage system the float charge losses represent around 100W, so
ploss = 0.1 kW.
4.3.9 Fridge
The fridge is described in [25] and [24]. The other parameters are T startfreezer = −13oC, T startrefri =
6oC, Pcomp ∼ U(150, 170)W considering the permanent regime from [41], T freezerf = −18oC,
and T refrif = 2oC.
4.3.10 Electric Vehicles
We used the Nissan Leaf’s battery specifications [138]: EVbat = 24 kWh, EV SOCmax = 90%,
EV SOCmin = 0% and EV P chmax = EV P dchmax = 3.6 kW. The other parameters are based on
the battery parameters: EV P chmin = EV P dchmin = 0.3 kW, EV µ = 1, and EV ploss = 0.1 kW.
The range of the Leaf model is 160 km and its battery capacity is 24 kWh [179]. We calculated
km100 = EVbat/Electricity consumption = (24 kWh)/(150Whkm−1) = 160 km, as in [179].
We simulated the battery-charging model for 7 h. At time 0, the SOC was 0. With the
specified rate of 3.6 kW/h, the SOC should be 25.2 kWh after 7 h. We therefore defined
ηdchev = 24/25.2 ≈ 0.95. Moreover, we set ηdchev = ηchev .
The number of trips is set to ntrip ∼ U(1, 4) and tsstart and tsend are generated randomly. The
first trip has a minimum duration of 8 h, the second 4 h, the third 1 h, and the fourth 0.5 h.
The other parameters are price_gas = 3 $/l, cons_gas = 10 km/l, EV SOC_last_day =
50%, Kmsnext ∼ U(0, km100) km ∀ s ∈ {1, ..., ntrip}, EV SOCendmin ∼ U(EV SOCret,MM)%,
where MM = maximum value of EV SOCret, and finally, EV SOCret ∼ U(0, 30)%.
4.3.11 CHP
We take the data from [81, Table 4] and the data-sheet for CHP CP5WN-SPB. For that
CHP, ratefuelCHP =
0.72 gallon/h
17.8 kWh =
3.79 l/gallon×0.72 gallon/h
17.8KWh = 0.153 l/kWh.
Thus, the values are: donCHP = d
off
CHP = 60min, nb
µ
CHP = nb
η
CHP = 3, rdownCHP = r
up
CHP =
0.05 kW/min, ylast_dayCHP = yiniCHP = 0, and P iniCHPe = 0 kW. Fixing µ and η ∈ {1, 2, 3} we
set P k,µCHP,min and P
k,η
CHP,min ∈ {0, 0.2, 0.5} kW, P k,µCHP,max and P k,ηCHP,max ∈ {0.2, 0.5, 1} kW,
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ηkCHP,p ∈ {0, 80, 85}, and µkCHP,p ∈ {0, 40, 35}.
We set the overall efficiency to the average of the efficiencies given by the piecewise linear
function, discarding null efficiencies. Thus, η¯ = 0.825 and µ¯ = 0.375.
4.3.12 AIEUI and Aphases
We use the data from [100]. We start the analysis from the first day that has measured data
at midnight. Missing data is assumed to indicate no consumption. We aggregated the power
data into 10-min intervals based on the average values. We calculated probabilities for the
time and duration of the use of each appliance. Using these probabilities, we chose values
for Sa, the preferred starting time, and Da, the duration of use. We obtain P ha from the
aggregated power in the interval between t and t+Da. Finally, we set DSa = Da + U(0, 4).
For Aphases, we performed the steps above for each phase. Dishwashers have three phases:
washing, draining, and drying [21]. Washing machines have three phases: water heating,
washing, and spinning [161]. Dryers have two phases: with and without heat [149]. In [149],
the duration of the dryer’s second phase is between 5 and 15min, so we consider the final
10min of the load profile to be the second phase.
4.4 Results and Discussion
The scheduling problem is solved in this section, using various models. We selected the
references from Table 4.1 with at least seven submodels. For a fair comparison, we replaced
the comfort constraints in every model by a fixed start time for the appliances based on
load profiles, and fixed bounds for desired temperatures for the thermal appliances. Thus,
comfort is equivalent for every model and the objective function considers only the cost. The
parameters not previously defined are as follows: H = 24, |T | = 2, and wc = wu = wt = 1.
Each instance has the same set of features for each model compared: same parameters for
prices, same set of appliances, etc.
4.4.1 Models from Shirazi and Jadid [173]
In this subsection, we compare results using our models and models from [173]. We consider
the appliance models in [173,174] with the following adjustments:
1. We assume that SESSt = Sesst .
2. The available data corresponds to time windows and power for the four appliances
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in [173, Table 1] and electricity prices in [173, Figure 3]. Since the devices based on
load profiles have a fixed usage initialization, we use the data from Section 4.3 instead
of that from [173].
3. For the freezer and fridge, the computation of βfr, αfr and γfr is not specified. We
assume that βfr is related to the action of opening and closing the fridge doors, αfr is
related to the evaporator temperature, and γfr is related to the losses.
4. For HVAC, αac and αht are undefined. We assume that EPt = EPΘt : Θ ∈ {ac, ht}. The
parameters βac, βht, ρac, and ρht are computed as in our model, considering infiltration
and losses based on the structure of the house.
5. For lighting, there is no constraint that associates illumination level with consumption.
Therefore, we do not consider this.
We start our experiments with an “initial" combination composed of AIEUI , fridges, WTs,
PVs, IBR constraints, and selling options. We progressively add more appliances. For exam-
ple, in Table 4.3, Ins. 2 includes the appliances considered in Ins. 1 plus an ESS.
Table 4.3 Costs for model from [173] and our model.
Ins. Combination [173] cost($)
Our cost
($)
1 “initial" 4.02 4.02
2 Ins. 1 + ESS 1.61 1.49
3 Ins. 2 + HVAC 1.93 6.83
4 Ins. 3 + CHP, WH 1.93 6.83
5 Ins. 4 + Aphases, Shower - 9.06
6 Ins. 5 + EV - 30.03
7 Ins. 4 + Boiler, TSS 1.93 -
In Ins. 1, we assign consumption profiles over the horizon and respect the bounds on the
freezer and fridge temperatures. Both models give the same cost.
In Ins. 2, we add a battery, a type of ESS. The efficiencies for the discharging and charging
operations are set to 100%. The model of [173] allows the battery to be off during the entire
horizon, but with charging and discharging. Their cost is 8% higher than ours. There are
two reasons for this. First, our model considers the SOC at the beginning of an interval,
whereas [173] considers it at the end. Thus, in the final interval our model records a discharge
while the model from [173] does not. Second, we have lower bounds on the charge and
discharge variables. If we remove these two differences, we find the same solution.
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In Ins. 3, for the model of [173], HVAC adds 32 cents to the bill while our model adds around
440 cents. Like the ESS, the HVAC is off throughout the horizon, but it contributes to
the indoor temperature. As we will see in Ins. 9, the main issue in this experiment is the
solar gain.
In Ins. 4, both models adjust the use of fridge and batteries, achieving the same cost as in
Ins. 3.
In Ins. 5, 6, and 7, we add appliances that are considered either by our model or by [173],
obtaining results for just one of the models.
In Ins. 3, the HVAC and the battery cannot emit or absorb energy if they are not turned on.
For example, a battery could have the constraint set ACb = {BatPowert ≤ BatCapacity ×
yon,offt ∀ t ∈ T}, where yon,offt is binary, and similar steps give the constraint set ACh for HVAC.
Table 4.4 shows the results when we add the sets ACb and ACh.
Table 4.4 Costs for model from [173] and our model, with additional constraints from [173].
Ins. Combination [173] cost($)
Our cost
($)
1 “initial" 4.02 4.02
8 Ins. 1 + ESS, ACb 2.13 1.49
9 Ins. 8 + HVAC 2.13 6.83
10 Ins. 9 + ACh infeasible 6.83
11 Ins. 8 + solar gain infeasible 6.83
12 Ins. 10 + disjoint set 2.28 6.83
13 Ins. 12 + solar gain 7.34 6.83
For Ins. 8, we note that the model from [173] has a cost around 43% higher than ours. The
cost for [173], compared with Ins. 2, is increased because of the battery losses. For Ins. 9,
HVAC works without consumption because the activation constraints are not considered.
When we add these constraints in Ins. 10, [173] becomes infeasible. Moreover, in Ins. 9, our
model consumes energy trying to keep the indoor temperature within the bounds. This does
not happen in [173], as shown in Figure 4.5. The model from [173] does not consider solar
gain. This has a considerable effect on the indoor temperature [13], so our model consumes
more energy and is more expensive.
When we add solar gain in Ins. 11, [173] becomes infeasible. Ins. 12 assumes that the time
windows (TWs) for the A/C and heating form a disjoint set. The model from [173] now
gives a feasible solution. However, there is still no consideration of solar gain, and finding
the optimal disjoint set of TWs is difficult since there are 2|T | possible combinations. If we
remove the solar gain from the analysis, our model decreases the cost by around 280%. Ins. 13
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Figure 4.5 Results for temperature of Ins. 9.
adds solar gain to Ins. 12 with only A/C for the disjoint set of TWs for the HVAC to avoid
infeasibility. The model from [173] becomes, monetarily, more expensive than ours.
The thermal energy storage model in [173] follows the ESS model, so a similar analysis can be
performed. The CHP in [173] comes from [104], and we present this analysis in Section 4.4.3.
Although the model from [173] gives a cost that is lower by about R$1715 (544USD), our
model is more realistic.
4.4.2 Models from Anvari-Moghaddam et al [13,14]
In this subsection, we compare results using our models and models from [13,14]. The models
from [13,14] consider equivalent batteries, WH, and underfloor HVACmodels. Moreover, they
have the same energy flow conservation constraints.
We discussed the limitations of the battery models in Section 4.2.6. The WH model from [13,
14] is
Tst(t+ 1) = Tst(t) + V
th
D (t)
(Vtot) (Tcw − Tst(t)) +
P thaux(t)+P thCHP (t)
VtotCw
− Ast
Rst
(Tst(t)− Tb(t)) ∀ t ∈ T\{|T |},
where Vtot is the total WH volume; V thD (t) is the hourly hot water demand at time t; Tcw(t),
Tb(t), and Tst(t) are the entering cold water, environment around the WH, and hot water
temperatures at time t, respectively; Ast is the surface area of the WH; and Rst is the thermal
resistance of the WH insulation material. Using our parameter ∆t2, we have:
Tst(t+ 1) = V
th
D (t)
(Vtot) (Tcw − Tst(t)) + ∆t2
P thaux(t)+P thCHP (t)
VtotCw
− ∆t2
VtotCw
Ast
Rst
(Tst(t)− Tb(t)) + Tst(t) ∀ t ∈
T\{|T |}. Note that multiplying demand by the time interval results in V thD . Also, we use
an electrical resistance as the auxiliary power while [13, 14] use a boiler fed by gas. Since
gas and electricity have different prices, for a fair comparison, we assume that the three WH
models ( [14], [13], and ours) use electricity as auxiliary power. Note that the three models
link the HVAC and CHP systems.
40
Our HVAC is directly in contact with the air that heats the principal floor, while the HVACs
from [13, 14] are on the basement floor. Otherwise, the models are equivalent. For a fair
comparison, we assume that all the models have the HVAC on the main floor.
The CHP model in [14] differs from that in [13] by a binary on/off variable and one constraint.
We test both versions. The schedulable tasks and residential load model has more constraints
in [14] than in [13], but as we set the starting time for the appliances based on the load
profiles, the models are feasible.
Finally, since [13] considers WTs and PVs, we add these to [14]. The conservation constraints
for both come from [13, Equation 37] with δ = 1.
We start our experiments with an “initial" combination composed of the AIEUI and Aphases
appliances, WTs, PVs, IBR constraints, and selling options. We progressively add more
appliances; see Table 4.5.
Table 4.5 Costs for models from [13,14] and our model.
Ins. Combination [14] cost($)
[13] cost
($)
Our cost
($)
1 “initial" 3.9506 3.9506 3.9506
2 Ins. 1 + ESS -5.2055 -5.2055 1.3134
3 Ins. 2 + SOCmin 1.3102 1.3102 1.3134
4 Ins. 3 + DA 1.2716 1.2716 2.0013
5 Ins. 1 + HVAC 8.7767 8.7767 8.7767
6 Ins. 3 + HVAC 6.6601 6.6601 6.6629
7 Ins. 6 + DA 6.5999 6.5999 7.3859
8 Ins. 5 + WH, CHPoffini 16.6304 infeasible 9.7961
9 Ins. 5 + WH, CHPonini infeasible infeasible 10.5269
10 Ins. 9 + DA infeasible infeasible -4.4723
11 Ins. 8 + DA 16.6304 infeasible -2.4028
In Ins. 1, we assign consumption profiles over the horizon. All the models give the same cost.
In Ins. 2, we add a battery. The efficiencies for the charging and discharging operations are,
again, set to 100%. For [13, 14] we do not place an upper bound on the initial SOC. Their
SOC starts at the maximal value allowed, which gives a result 296% cheaper than our model.
Suppose SOCmin is the bound on the initial SOC. We add SOCmin to the models from [13,14]
in Ins. 3. Then, their results are 0.24% cheaper than our result because they do not specify
a minimal power for the charging and discharging variables. If we also add these constraints,
we obtain the same cost as for our model.
In Ins. 4, we change the efficiencies to the values in [14]. DA refers to the data from [14]. Their
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cost is 36.5% lower than our cost. The most important part of this difference is explained by
the energy construction in the battery constraints linked with the energy conservation flow
in [13,14] (see Section 4.2.6).
In Ins. 5 and 6, we test HVAC and HVAC with ESS, respectively. The efficiencies in the
battery model are 100%. The results are identical for Ins. 5, and they are slightly different
for Ins. 6 for the same reason as in Ins. 3. However, for Ins. 7, with DA, the [13, 14] results
are 10.6% cheaper than ours because of the energy creation.
In Ins. 8, we test the CHP with the WH and HVAC. The CHP is off in the first interval,
indicated by CHPoffini in Table 4.5. In the [14] results, CHP and the boiler were not used. The
only way to increase the water temperature is by increasing the room temperature, but this
solution is 69.8% more expensive than our solution. In [13] the ramp-up constraints do not
allow the start-up of the CHP. Moreover, the off status is not allowed. Therefore, the [13]
model is infeasible.
In Ins. 9, we changed the CHP status at the first interval. It is on with a maximal production
of electrical power, indicated by CHPonini in Table 4.5. Constraint 17 from the [14] model makes
the problem infeasible, and the upper bound on P tCHPt in the [13] model makes the problem
infeasible.
Ins. 10 and 11 are identical to Ins. 8 and 9, but with DA. The analysis for Ins. 8 and 9
applies. For Ins. 11, our model sells electricity while the [14] model buys it. Our solution is
around 114% (R$19.03) less expensive than the [14] solution. This represents an annual cost
of ≈ R$6947 (2205 USD).
4.4.3 Models from Kriett and Salani [104]
In this subsection, we compare results using our models and models from [104]. There are
two models from [104] that we did not consider in the analysis: the fridge model (29–31
in [104]) and the HVAC model (32–33 in [104]). These models have a scheduled consumption
solution as input. For each interval, the models postpone or advance the time when the
appliance will be turned on in that input solution. Thus, [104] assumes that the cooling
goods (food), for the fridge, and the living space (air), for the HVAC, have enough thermal
inertia to act as a buffer. We do not know how to determine the initial buffers, needed as
parameters. We assume we have a scheduled solution for the fridge and a null initial buffer
for the cooling goods. We consider only a fridge, and we optimize the electricity cost using
the models from [104] and our model. The solution found by [104], shown in Figure 4.6, is
not feasible because the temperatures become too high.
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Figure 4.6 Results for temperature of reference fridge model from [104] and our model.
We started our experiments with an “initial" combination composed of the AIEUI and PV
appliances, IBR constraints, and selling options. WTs are considered in all the instances
except 1, 2, 3, and 6. We progressively add more appliances; see Table 4.6.
In Ins. 1, we assign consumption profiles in the horizon and consider the production from
the PV. Both models give the same cost.
In Ins. 2, we add the ESS. In contrast to [173], the ESS model in [104] is designed specifically
for a flywheel. The [104] solution continuously charges and discharges simultaneously to
maintain feasibility. It is 1.12 times more expensive than our solution.
Given the continuous charging and discharging operation of Ins. 2, in Ins. 3 we assume that
the ESS power variables in [104] should be allowed to be zero, allowing the model to either
charge or discharge. We change Constraints 10 from [104] to: ytpess,rmin ≤ pees,rt ≤ ytpess,rmax ∀ r ∈
{eex, eim}, t ∈ T , where yt ∈ {0, 1} is an on/off variable at time t. This is represented by
ESS∗ in Table 4.6. In [104], the battery does not always charge and discharge at the same
time. This explains the cost decrease compared to Ins. 2.
Ins. 4 uses the appliances from Ins. 1 plus CHP. The CHP is off in the first interval. The
costs for the two models are almost the same. In our model CHP is used between intervals
99 and 123, and in the [104] model CHP is not used. This will be discussed in our analysis
of Ins. 11.
In Ins. 5, we add the production from WT. There is no WT in [104], but it decreased the
cost by a factor of 4 compared with the cost for Ins. 1. We therefore considered WT for the
next experiments.
In Ins. 6, we add ESS to Ins. 5. The [104] solution continuously charges and discharges
at the same time to maintain feasibility: it is 5.6 times more expensive than our solution.
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Table 4.6 Costs for model from [104] and our model.
Ins. Combination [104] cost($)
our cost
($)
1 “initial" 12.6557 12.6557
2 Ins. 1 + ESS 11.6846 10.4669
3 Ins. 2 + ESS∗ 11.6463 10.4669
4 Ins. 1 + CHP 12.6557 12.3806
5 Ins. 1 + WT 3.5393 3.5393
6 Ins. 5 + ESS 4.5219 0.8055
7 Ins. 6 + ESS∗ 4.5219 0.8055
8 Ins. 6 + EV infeasible 21.8308
9 Ins. 8 + CHP infeasible 21.8308
10 Every appliance infeasible 30.0261
11 Ins. 5 + CHP 3.5393 3.521
12 Ins. 11 + off grid, WS infeasible 20.7146
13 Ins. 5 + EV infeasible 23.3725
14 Ins. 5 + EV infeasible 3.9683
15 Ins. 5 + EV∗ 11.0408 3.9683
16 Ins. 15 + ESS 10.6995 2.7601
17 Ins. 16 + CHP 10.6995 2.7601
The difference between the [104] solution and our solution is larger in Ins. 6 than in Ins. 2.
Moreover, we can compare the cost reduction after the addition of WT, using the results
from Ins. 2 and 6. We reduced the cost by a factor of 13 while the [104] model reduced it
by 2.6. This is because when there is energy coming from WT, the battery has to be used
more to sell energy at high prices. If the battery model has limitations, increased use of the
battery will have an impact on the cost. If batteries are not considered, the differences are
reduced, as shown by the solutions for Ins. 4 and 11.
We use ESS∗ for Ins. 7, as in Ins. 3. Compared to Ins. 6, the results do not change because
yt = 1 ∀ t ∈ T . In Ins. 8, 9, and 10, the addition of EVs makes the models from [104]
infeasible. We will explain this below.
Ins. 11 has the same appliances as Ins. 5 plus CHP. The CHP is off in the first interval. Our
model and the [104] model give similar costs. In our model CHP is used between intervals
113 and 118; in the [104] model it is not used. This is because the ramp-up and ramp-down
constraints in [104] do not allow the CHP to change state. This can be problematic when
there is more demand or in off-grid systems.
In Ins. 12, we force the use of CHP via an off-grid system. If a surplus of energy occurs, it
is lost, i.e., we waste the surplus (WS). Since fuel is more expensive than electricity in our
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data, the cost of meeting the demand is higher, and it cannot be met by the [104] model
because of the ramp-up and ramp-down constraints.
In Ins. 13, we consider the appliances from Ins. 5 plus EV. The infeasibility in the [104] model
is because that model cannot consider the case where the vehicle departs at time k0, returns
at time k1, and departs again at time k2 (k2 > k1 > k0). This implies noncyclic behavior
since there is an odd number of departure-arrival events. The bounds Eevh,ubt and Eevh,lbt in
the [104] model cannot handle this case.
In Ins. 14, we change the EV parameters to allow only one departure, where the vehi-
cle is plugged in at interval 7 and the departure is at interval 110. Here, the scenario is
appropriate for the [104] model, but there is no zero energy assignment when the EV is
traveling because of Constraint 22 from [104]. In Ins. 15, we changed this constraint to:
eevht = eevht−1 + (p
evh,eex
t η
evh,eex − pevh,eimt
ηevh,eim
)∆t2 + kevht (E
evh,ub
t − eevht−1) ∀ t ∈ T . This change is
indicated by EV∗ in Table 4.6. It corrects the problem of Ins. 14, but the inequalities 21
from [104] do not allow the power variables to be zero. This increases the cost, and our cost
is around 278% cheaper.
Ins. 16 adds ESS to Ins. 15; Ins. 17 adds CHP to Ins. 16. For both models, ESS reduces
the final cost, but CHP does not (it is not used). Our cost is 389% (R$7.93) cheaper. This
represents an annual cost of ≈ R$2894 (918 USD).
4.4.4 Application: Day-to-day scheduling
We now present an application of our model to a house in Belo Horizonte, Brazil, during the
summer. We used a computer equipped with an 1.9Ghz Intel Core i5-4300U CPU. Figures 4.7
and 4.8 show the forecast data, the electricity price, and the behavior of the appliances in
the optimal solution.
In the Water Temperature and Water Temperature in Shower plots, a Temp. wish value of
zero means that the user does not care about the temperature. The plots show that the
temperature needs are almost met. For instance, the water temperature is acceptable for the
shower and for general use after step 36. The temperature before step 12 is unacceptable
because the WH power and the thermal energy provided by CHP cannot sufficiently increase
the initial temperature in the interval before the first and second uses. This is confirmed by
the plot Fraction of time with power on, which shows that WH is on from the start until near
step 12. The CHP operates at a maximal speed until step 12. The air temperature deviates
from the target around 12 a.m. because the A/C power is insufficient. Note that in Fraction
of time with power on the A/C is on whenever the temperature is above the target. The
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fridge and freezer quickly adjust their internal temperatures.
Discharge mode is preferred for the batteries when the price is high. The customer does not
buy energy between steps 96 and 125 because it is too expensive. Moreover, CHP is preferred
around those times. The EV makes its planned trips and is used for storage when electricity
is expensive, e.g., in the steps around 100. The appliances with load profiles are used during
the permitted time windows.
There are 105,391 constraints and 14,886 variables. Around 30% of the variables are integers.
CPLEX solved the problem in 36.64 s.
4.5 Conclusion
The number of smart homes is expanding worldwide. In parallel, research into HEMS is
exploring how to use energy in an optimal way. One approach is to use realistic models
of smart-home appliances. However, more realistic models are more difficult to solve. This
work proposes a HEMS model that achieves a compromise: it is realistic but can be solved
in a reasonable time. First, we proposed new fridge, shower, and EV appliance models.
Then, we developed a mixed integer linear optimization model that minimizes the cost while
maintaining a high level of user comfort. To illustrate the effectiveness of our model, we
used real data and demonstrated that the inclusion of more details and constraints impacts
the user cost. For the instances considered, our model gave results that are between 8%
and 389% cheaper than those from comparable models, over a horizon of 24 hours, which
corresponds to annual savings ranging from 544USD to 2205USD.
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Figure 4.7 Results for Belo Horizonte in January.
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Figure 4.8 Results for Belo Horizonte in January.
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Nomenclature Sets
A - Set of electric appliances.
AIEUI ⊆ A - Set of appliances with uninterruptible operation.
AtIEUI - Set of tasks from appliances ∈ AIEUI .
At,aIEUI ⊆ AtIEUI - Set of tasks from AtIEUI of the same appliance a ∈ AIEUI .
APhases ⊆ A - Set of appliances with interruptible phases.
AtPhases - Set of tasks from appliances a ∈ APhases.
At,aPhases ⊆ AtPhases - Set of tasks from AtPhases of the same appliance a ∈ APhases.
At ∈ {AtPhases ∪ AtIEUI} - Set of appliance tasks.
B - Set of blocks in IBR.
Dair - Set of durations for hot or cold air needs.
Dchu - Set of durations for shower needs.
Dwh - Set of durations for hot water needs.
T - Set of time sub-intervals for scheduling horizon.
Ξ - Set of all variables.
Nomenclature Constants
T
im
in
g
H - Number of hours in scheduling horizon (hours).
∆t2 = H/|T | - Duration of each time sub-interval (hours).
∆t = 60∆t2 - Duration of each time slot (minutes).
Let t be an index to represent a sub-interval of time. If we divide a horizon of H = 24
hours into two sub-intervals, then ∆t = 12, |T | = 2, t ∈ T = {1, 2}, where t = 1
represents the time from 00:00h to 11:59h and t = 2 represents the remaining time.
Po
lic
y
E_bli - Energy consumption limit of block i ∈ B (Wh).
Etth - Grid power capacity at sub-interval t ∈ T (W).
$i - Discount to stay in block i ∈ B (%).
λt - Energy consumption price at t ∈ T ($/Wh).
νt - Energy selling price at t ∈ T ($/Wh).
W
ei
gh
ts wc - Weight factor for cost (1/$).
wt - Weight factor for temperature discomfort (1/oC).
wu - Weight factor for starting time discomfort (1/h).
PV E
t
pv - Power from photovoltaic panels at t ∈ T (W).
W
T Etwt - Power from wind turbines at t ∈ T (W).
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H
VA
C
Abody - Person’s body area inside home (m2).
Aceiling - Area of ceiling (m2).
Awall - Area of wall (m2).
Awindow - Area of window (m2).
Cair - Heat capacity (J/kgoC).
H tsun - Solar radiation heat power at sub-interval t (W/m2).
nac - Number of air changes (1/h).
P tactivity - Human activity metabolic rates at t ∈ T (W/m2).
Pcool - Rated power for air-conditioner (W).
Pheating - Rated power for heater (W).
Rceiling - Heat resistance of ceiling (m2 oC.h/J).
Rwall - Heat resistance of wall (m2 oC.h/J).
Rwindow - Heat resistance of window (m2 oC.h/J).
SHGC - Solar Heat Gain Coefficient average.
T tf - Desired inside air temperature at t ∈ T (oC).
T to - Ambient temperature at sub-interval t ∈ T (oC).
Vhouse - Volume of house (m3).
ρair - Air density (kg/m3).
W
at
er
H
ea
te
r
Cp = 4190J/kgoC (Thermal capacity).
Ewh - Binary constant, set to 1 if WH present.
frtwh - Hot water flow rate for WH at t ∈ T (l/m).
Pwh - Rated power for WH (W).
Twhf - Preferred temperature for hot water (oC).
T tin - Water temperature from solar collector at t ∈ T (oC).
Tmax - Maximal temperature for water (oC).
(UA)wh - Loss coefficient area product for WH (W/oC).
Vtank - Volume of water heater (WH) (dcm3).
Sh
ow
er
Ce = 4190J/kgoC (Water specific heat).
frtchu - Hot water flow rate for shower at t ∈ T (l/min).
Pchu - Rated power for shower resistance (W).
T chuf - Preferred water temperature for shower (oC).
T tinlet - Street water temperature at t ∈ T (oC).
Fr
id
ge
Pcomp - Rated power for fridge’s compressor (W).
T startfreezer - Initial freezer temperature (oC).
T startrefri - Initial fridge temperature (oC).
T freezerf - Desired freezer temperature (oC).
T refrif - Desired fridge temperature (oC).
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Ba
tt
er
y
Ebat - Battery capacity (kWh).
P chmax - Maximum charging power for battery (kW).
P chmin - Minimum charging power for battery (kW).
P dchmax - Maximum discharging power for battery (kW).
P dchmin - Minimum discharging power for battery (kW).
ploss - Power float loss of battery (kW).
SOCmax - Maximum battery SOC without float loss (%).
SOCmin - Minimum battery SOC (%).
ηch - Charging efficiency of inverter battery.
ηdch - Discharging efficiency of inverter battery.
µ - Charging/discharging efficiency of batter.
Lo
ad
Pr
ofi
le
s
Da - Duration of task a ∈ AtIEUI (h).
Da,p - Duration of phase p of task a ∈ AtPhases (h).
DFa - Latest finishing time for task a ∈ At (h).
DSa - Latest starting time for task a ∈ At (h).
Fa - Preferred finishing time for task a ∈ At (h).
P ha - Fixed power of task a ∈ AtIEUI at interval h of load profile (W).
P ha,p - Fixed power for phase p of task a ∈ AtPhases at interval h of load profile (W).
PHa - Number of phases of task a ∈ AtPhases.
Sa - Preferred starting time for task a ∈ At (h).
El
et
ric
Ve
hi
cl
e
cons_gas - Distance covered with one liter of fuel (km/l).
EVbat - EV battery capacity (kWh).
EV P chmax - Maximum charging power of EV battery (kW).
EV P chmin - Minimum charging power of EV battery (kW).
EV P dchmax - Maximum discharging power of EV battery (kW).
EV P dchmin - Minimum discharging power of EV battery (kW).
EV ploss - Power float loss of EV battery (kW).
EV SOC_last_day - EV battery SOC at t = 0 (%).
EV SOCmax - Maximum EV battery SOC (%).
EV SOCmin - Minimum EV battery SOC (%).
EV SOCendmin - Minimal SOC when EV departs (%).
EV SOCret - Forecast SOC when EV arrives (%).
EV ηch - Charging efficiency of inverter EV battery.
EV ηdch - Discharging efficiency of inverter EV battery.
EV µ - Charging/discharging efficiency of EV battery.
km100 - Car autonomy with SOC at 100% (km).
Kmsnext - Distance forecast for next trip s (km).
ntrip - Number of complete trips in day.
Pgas = price_gasconsu_gas - Fuel price per km traveled ($/km).
price_gas - Fuel price per liter ($/l)
tsend - Step time at which EV departs for trip s; it leaves at beginning of period.
tsstart - Step time at which EV returns for trip s; it arrives at end of period.
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C
H
P
doffCHP - CHP minimal time off once turned off (min).
donCHP - CHP minimal time on once turned on (min).
nbηCHP - Number of pieces in overall piecewise efficiency function.
nbµCHP - Number of pieces in piecewise efficiency function for electrical generation.
P iniCHPe - Initial value for variable PCHPe (kW).
PKW = ratefuelCHP × price_gas - CHP price per kW ($/kWh).
P k,ηCHP,max ∀ k = {1..nbηCHP} - Maximal power at breakpoint k in overall CHP piecewise
efficiency function (kW).
P k,ηCHP,min ∀ k = {1..nbηCHP} - Minimal power at breakpoint k in overall CHP piecewise
efficiency function (kW).
P k,µCHP,max ∀ k = {1..nbµCHP} - Maximal power at breakpoint k in CHP piecewise
efficiency function for electrical generation (kW).
P k,µCHP,min ∀ k = {1..nbµCHP} - Minimal power at breakpoint k in CHP piecewise
efficiency function for electrical generation (kW).
priceonCHP - CHP start-up cost ($).
ratefuelCHP - Fuel price per kWh for CHP (l/kWh).
rdownCHP - Maximum ramp down for CHP (kW/min).
rupCHP - Maximum ramp up for CHP (kW/min).
yiniCHP - Initial value for variable yCHP .
ylast_dayCHP - Binary, set to 1 if CHP is on at t = 0.
η¯ - Overall efficiency average.
ηkCHP,p ∀ k = {1..nbηCHP} - Image at breakpoint k in overall CHP piecewise efficiency
function (%).
µ¯ - Electrical generation efficiency average.
µkCHP,p ∀ k = {1..nbµCHP} - Image at breakpoint k in CHP piecewise efficiency function
for electrical generation (%).
Nomenclature Variables
D
isc
om
fo
rt U ta - Time discomfort due to deviation from target for appliance a at t ∈ T (h).
V ta - Temperature discomfort due to deviation from target temperature of appliance
a at t ∈ T (oC).
ζa - Discomfort for not doing task a ∈ AtIEUI (h).
Ψa,p - Discomfort for not doing phase p of task a ∈ AtPhases (h).
H
VA
C
T troom - Room temperature at sub-interval t ∈ T (oC).
ytair - On/off binary for air-conditioner operation at t ∈ T .
ytHV AC - On/off binary for heating operation at t ∈ T .
ztair - Fraction of ∆t in t ∈ T during which air-conditioner is on.
ztHV AC - Fraction of ∆t in t ∈ T during which heating is on.
W
H T tout,wh - Water heater output temperature at t ∈ T (oC).
ytwh - On/off binary for water heater operation at t ∈ T .
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Sh
ow
er T tchu_hand - Shower water temperature manually adjusted at sub-interval t (oC).
T tout,chu - Shower output water temperature at t ∈ T (oC).
ytchu,hot - On/off binary for shower operation at t ∈ T .
Ba
tt
er
y
P ch,tbat - Charging power of battery (kW).
P dch,tbat - Discharging power of battery (kW).
SOCt - Battery’s state of charge at sub-interval t (%).
ych,tbat - On/off binary for battery charging at t ∈ T .
ydch,tbat - On/off binary for battery discharging at t ∈ T .
ytfloat - Binary to activate battery float losses at t ∈ T .
Fr
id
ge T
t
freezer - Freezer temperature at sub-interval t (oC).
T trefri - Fridge temperature at sub-interval t (oC).
ytcomp - On/off binary for fridge’s compressor at t ∈ T .
El
et
ric
Ve
hi
cl
e
Cev - Fuel cost used in electric vehicle (EV) ($).
Csev - Cost related to fuel used in trip s ($).
EV SOCt - EV battery’s state of charge at t ∈ T (%).
Kmsfuel - Number of km for trip s using fuel (km).
P ch,tEV bat - Charging power of EV battery (kW).
P dch,tEV bat - Discharging power of EV battery (kW).
ych,tEV bat - On/off binary for EV battery charging at t ∈ T .
ydch,tEV bat - On/off binary for EV battery discharging at t ∈ T .
ytEV float - Binary to start EV battery float losses at t ∈ T .
C
H
P
CtCHP - CHP cost operation at sub-interval t ∈ T ($).
P tCHPe - CHP electrical power output at t ∈ T (KW).
P tCHP,fuel - CHP power input from fuel at t ∈ T (KW).
P tCHPt - CHP thermal power output at t ∈ T (KW).
wtdown - Fraction of ∆t in t ∈ T in which CHP ramps down.
wtup - Fraction of ∆t in t ∈ T in which CHP ramps up.
ytCHP - On/off binary for CHP operation at t ∈ T .
ztCHP - Binary to determine if CHP is turned on at t ∈ T .
zdtCHP - Binary to determine if CHP is turned off at t ∈ T .
A
t I
E
U
I
yta - Binary that indicates whether or not operation of task a ∈ AtIEUI starts
at sub-interval t.
ya,b - Binary that indicates if task a ∈ AtIEUI has to be done after task b ∈ AtIEUI
is finished.
A
t P
h
a
se
s
yta,p - Binary that indicates if phase p of task a ∈ AtPhases starts at sub-interval t.
ypa,b - Binary that indicates if task a ∈ AtPhases has to be done after task b ∈ AtPhases
is finished.
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O
th
er
Ct - Monetary cost at t ∈ T ($).
Etav - Fixed power credit available at t ∈ T (W).
Etg - Fixed power taken from grid at t ∈ T (W).
Et,ig - Fixed power taken from grid at t ∈ T for block i ∈ B (W).
Etv - Fixed power injected into grid at t ∈ T (W).
xta - Fixed power consumption of appliance a at t ∈ T (W).
yig - Binary to determine whether or not block i ∈ B is selected.
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ADDITIONAL COMMENTS ON CHAPTER 4
The first comment is related to the relevance of local renewable generation to smart homes.
The usage of renewable generation is not mandatory in a smart home. However, considering
the COP21 (2015 Paris), in which participants agreed that greenhouse gas (GHG) emissions
will be reduced as much as possible, governments want to decrease GHG emissions. Pho-
tovoltaic panels (PV) is one possibility for that reduction [140]. This work considers that
the installation of a PV system is expected to save money from a householder perspective,
otherwise the householder will not make an investment in that system. The best way to
use the electricity generated by a PV could be determined by the optimization of the home
energy usage, which brings us to the concept of smart home.
A second comment considers the need of extra constraints for HVAC models to avoid short
operation cycles. If a thermal appliance a ∈ A has operational constraints that impose the
on state during a certain amount of time once it is turned on, such constraint must be added
in the appliance model of a ∈ A. It is also important to avoid overcharge operation. This
work considers the possibility in which an appliance should work, for instance, for 9 minutes
instead of 10 minutes (the full interval). Impose the appliance to work for a full interval can
force the appliance to operate in overcharge mode.
A third comment is about how to obtain data for the power coefficient of wind turbines. For
Cp2, as in [195], this thesis uses a constant that represents a maximum value for the power
coefficient, which is given in data sheets.
Another comment is related to the orientation and the structure of windows considered in
the home. This work considers the same windows structure since it did not study the effect
of different materials or layers for windows in the optimal solution. Following [172], the
windows are turned to the south.
To improve the consistency of units for WH, the data for the validation example of the WH
model is given also in the metric system as follows: T 1out,wh = 25oC, xtwh = 5 kW ∀ t ∈ T ,
the surface area of the WH equals 0.46m2, (UA)wh = 22.01 W/oC, T tin = 40oC ∀ t ∈ T ,
vtank = 303 dcm3, frtwh = f¨ ∀ t ∈ T (litter/min) and f¨ ∈ {0, 3.79, 18.92, 37.85}.
Another comment is related to the value used for Tmax. For security reasons, Tmax must
be around 60oC: 100oC is too high. However, by penalizing discomfort level function in the
objective and setting Tmax > 60 allows the model to decide the best temperature at each
time step without any impact in the user comfort: see figure below.
Although not explicitly indicated in Chapter 4, this thesis considers a plug-in hybrid electric
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vehicle. Hence, electricity and fuel are considered for EV.
An important comment is related to the annual cost of ≈ R$6947 (2205 USD), at the end of
Section 4.4.2. For Instance 11 in Table 4.5, the cost of the proposed model is R$19.03 cheaper
that the one resulting of models from [13, 14]. Considering one year, an approximation for
the annual extra cost is R$19.03 × 365 = R$6947 (2205USD). That amount of money should
be planned following to results of models from [13,14], but not the in model proposed in this
thesis. Hence, the user can plan the 2205USD for other needs using the model presented in
this thesis, which corroborates the need of a representative model for smart home scheduling,
one of the motivations for this thesis.
Another important aspect is that the data needed as input for the models is largely difficult
to obtain. However, in the reality, if a householder desires to set up a smart home, there is
already sensors for residences to measure external air and water temperature, wind speed,
solar radiation, load consumption by appliance, which were the most difficult data to obtain
for a specific user.
Finally, the last comment is related to the choice of Perez’s model for PV. The Perez model
is considered [56] as the most accurate model to simulate the solar radiation available at the
surfaces of the panels and collectors in the minute time scale.
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CHAPTER 5 ARTICLE 2: A GENERAL FRAMEWORK FOR
CUSTOMIZED TRANSITION TO SMART HOMES
Authors: Michael David de Souza Dutra, Miguel F. Anjos and Sébastien Le Digabel.
International Journal of Energy Research, 2019.1
Abstract: Smart homes have the potential to achieve efficient energy consumption: house-
holds can profit from appropriately scheduled consumption. By 2020, 35% of all households
in North America and 20% in Europe are expected to become smart homes. Developing a
smart home requires considerable investment, and the householders expect a positive return.
In this context, this work addresses the following question: what and/or when equipment
should be bought for a specific site to gain a positive return on the investment? This work
proposes a framework to guide the smart-home transition considering customized electricity
usage. The framework is based on linear models and gives a payback analysis of each com-
bination of equipment acquisition for a specific user. The results quantify the dependence of
the payback on the site and the application.
Keywords: Smart Home, Energy Management System, Payback, Return on Investment.
5.1 Introduction
With the growth of smart grids worldwide [59,65] and the increased use of demand-response
pricing mechanisms in the residential sector, the number of smart homes is expected to
increase significantly. Governments support this trend for two reasons. First, distributed
generation by smart homes allows investment in the grid infrastructure to be postponed.
Second, the environmental impact is reduced if local renewable generation is used. Smart
home owners may be interested in making a profit (or at least reducing their electricity bill)
or maintaining a certain level of comfort via the scheduling of appliances [47].
Householders need to know, at least, the simple payback period of the investment in smart-
home transition. A possibility for the investment is the acquisition of smart-home components
(SHCs), which is defined to be the appliances, machines, and technologies available for smart
homes, such as photovoltaic panels (PVs), wind turbines (WTs), combined heating and power
(CHP), energy storage systems (ESSs), water heaters (WHs), electric vehicles (EVs), heating,
1Available in [46]
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ventilation, and air-conditioning (HVAC), and solar collectors (SCs). As mentioned in [7], “...
the consideration of either net present values or discounted payback periods are the most useful
approaches as these consider the future value of money”. This work uses the simple payback
period instead of net present values (NPV) or discounted payback periods (DPP), since there
is no accurate data available for maintenance costs of all specific SHCs considered in this
paper. However, if those data are given, the last step of the framework has the flexibility to
incorporate NPV and DPP. Moreover, throughout this work, the term “payback” designates
simple payback.
The main contributions are that this work creates a general framework that gives a payback
analysis of each SHC combination for a specific user, and it investigates whether there is a
synergistic effect in the payback and the return on investment.
The remainder of this paper is organized as follows. Section 5.2 presents related work, and
Section 5.3 presents the proposed framework. Section 5.4 discusses the mathematical model,
which is based on [47], and gives computational results. Section 5.5 provides concluding
remarks.
5.2 Related Work
To the best of our knowledge, a general framework that provides a payback analysis of each
possible SHC acquisition combination for a specific user is not yet available.
Xu et al. [203] propose a scheduling model that finds the best combination and the optimal
capacities of batteries, water tanks, and ice/heat storage units under time-of-use electricity
prices. They consider PV, SC, WH, CHP, and HVAC as well as these storage devices.
Their mixed-integer linear program (MILP) minimizes the total cost of electricity, natural
gas, and the investment cost of the storage devices. For each of the three cities considered,
the authors compare a solution from a deterministic scenario with solutions that consider
the solar radiation and demand profiles to be uncertain. Their tree method considers the
expected cost in all scenarios jointly. The costs are minimized and projected over a one-year
horizon. The results show that thermal storage units and water tanks are profitable, but
batteries have short lifetimes and high investment costs.
Van der Stelt et al. [192] present a techno-economic analysis of household batteries and
community energy storage, i.e., an ESS shared by several houses, for residential prosumers
with smart appliances. Using real demand and PV generation data from 39 households in
the Netherlands, the authors calculate the levelized costs of energy and the payback period
for the ESS systems. Shiftable appliances are also considered. They formulate an MILP that
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minimizes the cost of energy acquisition from the grid. They assume that the user can inject
electricity into the grid but without remuneration. The horizon is one year. They find that
the savings are too small to recover the investment costs within the lifetime of the systems:
the payback ranges from 26 to 43 years.
Akinyele & Rayudu [6] present a comprehensive review of energy storage technologies with
their technological development status and capital costs. They show a high cost (500–
2500 $/kWh) for lithium-ion batteries.
Monyei et al. [129] propose a biased load manager home energy management system for low-
cost residential buildings using the Matlab simulation environment. A case study in Naira
(Nigeria) shows that the payback is between 8.4 and 25 years.
Barbieri et al. [19] study the profitability of µ-CHP systems for residential buildings. They
show that the Stirling engine has the best performance, with payback of 7 and 14 years if
prices are respectively 3000 and 6000€/kW. They build a simulation model in Excel in which
there is a scheduling optimization problem for a µ-CHP component that is solved by a genetic
algorithm.
Asaee et al. [16] investigate, in a Canadian context, the energy system, greenhouse gas
(GHG) emissions, and economic performance of a co-generation system based on an internal
combustion engine (ICE). The analysis is based on the whole building through simulation
with the ESP-r software. As the capital cost estimation was not available, the measure used
was the tolerable capital cost. The results showed that the ICE is cost-effective.
Barbieri et al. [20] conclude, in 2012 for the UK, that the absence of subsidies and, in
particular, a reduction in taxes on natural gas did not make certain µ-CHP technologies
attractive. Later, Conroy et al. [40] studied a Stirling engine in the UK, comparing the
economic performance and the GHG of the µ-CHP against a condensing gas boiler. They
found that the payback is 13.8 years higher than that for the boiler. Their study was based
on field trial data for June 2004 to July 2005.
In the UK context, Merkel et al. [122] propose a scheduling MILP to minimize the total
annual cost. While the µ-CHP is more detailed, the thermal storage is represented by a
temporal balancing equation and the boiler has power-limit constraints. They use three
weeks per season with a scaling factor to represent a year. They find that the payback for a
system with boilers and µ-CHP is not economical in three of the five buildings. For the other
two buildings, the paybacks are 18.6 and 19.2 years. With thermal storage and µ-CHP, the
system is profitable for all five buildings, with a payback between 13.1 and 17.3 years.
Six et al. [177] study market opportunities for µ-CHP in Flanders using simulation with
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TRNSYS. The results show that the payback is greater than the life-span of the project.
Dufo-López et al. [57] present an hourly management method for energy generated in grid-
connected wind farms using battery storage (wind–battery systems) and hydrogen (wind–
hydrogen system); these are analyzed technically and economically. They calculate the in-
vestment cost and discounted present values for large systems (2.5MW for WT and 2MWh
for batteries). They perform a simulation over one year with the GRHYSO software to repre-
sent the system life-span of 20 years. They find that when the electricity selling price is higher
than the market average, a system composed of batteries and WTs is more cost-effective than
wind-only systems.
Akter et al. [7] present an Australian case: they propose a framework that assesses a battery
system with PVs. The results show that the payback and net present value (NPV) of this
system are worse than those for systems with PVs only. PVs are found to be profitable in
on-grid systems but unprofitable in off-grid systems because of the waste of energy, after a
threshold of installed capacity. The authors consider different tariffs and reductions in CO2
emissions, using simulation to explore the scenarios for a project with a life-span of 25 years.
Cherrington et al. [37] perform a financial analysis of two installations in Cornwall (UK)
to determine the impact of different feed-in tariffs (FITs) in a PV system with a capacity
around 2 kW. The capital cost is £11000. Given annual inflation of 8%, a grid injection limit
from PV generation of 50%, an annual efficiency loss, and an annual reduction in the total
installation cost, the authors find paybacks in the range of 9–12 years and net profit in the
range of £14400–32543. However, a similar study [148] that considers a PV of 3 kW with the
same capital cost and annual inflation of 6% shows that PV without FIT is not profitable in
17 of 20 British cities. With FIT and a grid injection limit from PV generation of 50%, in all
20 cities the PV capital cost is decreased by £1000–7000. The authors perform a simulation
using the PVSyst software in which the PV generation profiles are estimated by the average
of twelve PV hourly outputs.
Aagreh et al. [1] present a feasibility analysis for a small hotel of combinations of PV, WT,
an off-grid system with a battery, and an on-grid system. They perform a simulation with
the HOMER software for a 25-year horizon. In the on-grid case, when the price for selling
electricity back to the grid is null, the payback for the PV system exceeds the life-span.
When the selling price is half of the market price, PVs become profitable for small capacities.
WT systems without batteries and PVs are profitable (see Tables 2 and 3 of [1]) for the cases
considered. The paybacks for system with batteries are not given.
Mamouri & Bénard [94] present an evaluation of solar water heaters in 26 dispersed loca-
tions in Michigan for an average life-span of 20 years. They use the System Advisor Model
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simulation software and find a payback between 8.1 and 9.3 years.
Xie et al. [202] study a detailed house design using the SketchUp modeling software. They
analyze the payback for PVs, SC, a hybrid of PV and thermal panels (PVT), heat pumps,
phase-changing materials, and µ-CHP systems. The results show paybacks of at least 6.5,
13, and 11 years for WH, µ-CHP, and PVs/PVT, respectively.
To the best of our knowledge, there are no studies of EV payback in the context of smart
homes. However, a comprehensive ownership cost model to calculate the costs of purchase
and use has been developed [8].
The literature has focused on payback for isolated or specific sets of SHC. The results suggest
that each system will have its own payback. However, current research does not explore SHC
acquisition for a specific user. As mentioned in [6], the benchmarking costs of ESS depend on
the application and the site. This work assumes that every system depends on the application.
The goal is a tool to assist householders in their decisions about the transition to a smart
home. This work is related to [203] and [192] since this work too uses optimization methods.
5.3 Framework
The proposed framework is illustrated in Figure 5.1: the ellipses represent optimization
problems and the rectangles represent results.
Let SHC− be the set of SHC that are not already available at the house. The goal is
to calculate the payback and the return on investment of every combination in SHC−.
The first step is to determine the compromise between cost and comfort level. These are
conflicting objectives, and there are multiple Pareto-optimal solutions. Hence, multi-objective
optimization (MOO) [48] can be applied to obtain an approximate Pareto front (APF) of
this trade-off.
A detailed model has been presented [47] to find an optimal trade-off between cost and
comfort by minimizing a weighted sum of the two objectives. This work adapts it to the
APF approach. The model schedules the energy consumption for one day in T time intervals
with a fixed length. The appliances are grouped as follows:
• A: Set of electrical appliances;
• AI ⊆ A: Set of appliances with uninterruptible operation;
• A∗I : Set of tasks for appliances in AI .
• AP ⊆ A: Set of appliances with interruptible phases;
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Figure 5.1 Proposed framework.
• A∗P : Set of tasks for appliances in AP ;
• A∗ = {A∗P ∪ A∗I}: Set of tasks for appliances in A.
Let X be the space of all variables and Ξ ∈ X a solution. The full set of constraints in
X is available in [47], which are omitted here. The functions fc, ft, fu, and fd represent,
respectively, the total cost, the thermal discomfort, the usage-time discomfort, and the total
discomfort:
• fc(Ξ) =
∑
t∈T
(
Ctb − Cts + CtCHP
)
+ Cev,
• ft(Ξ) =
∑
t∈T
∑
a∈A
V ta ,
• fu(Ξ) = r1
 ∑
k∈A∗p
Pk∑
p=1
Ψk,p +
∑
k∈A∗I
ζk
+ r2∑
t∈T
∑
k∈A∗
U tk
where variables: Ctb [$] and Cts [$] represent the cost at t ∈ T of buying and selling energy,
respectively, CtCHP [$] is the combined heating power (CHP) operation cost at t ∈ T , Cev [$]
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is the fuel cost for a hybrid vehicle, V ta [oC] is the discomfort related to the deviation from
the target temperature of appliance a at t ∈ T , U tk [hour] is the discomfort related to the
deviation from the target time for task k at t ∈ T , ζk [hour] is the discomfort related to the
omission of task k ∈ A∗I and Ψk,p [hour] is the discomfort related to the omission of phase
p of task k ∈ A∗P . For parameters, let define Pk as the number of phases of task k ∈ A∗P ,
r1 ∈ R as the discomfort factor per task not performed and r2 ∈ R as the discomfort factor
per usage-time deviation.
Let define the “Current House Problem” to be
min
Ξ
[fc(Ξ), fd(Ξ) = αtft(Ξ) + αufu(Ξ)] (5.1)
Ξ ∈ X BASE (5.2)
where αt [discomfort/oC] and αu [discomfort/hour] are discomfort factors. X BASE represents
the same space of X , but every variable of an appliance a ∈ SHC− is set to zero in X BASE .
The first step uses the above model to compute an APF, which is shown in the first rectangle
in Figure 5.1. The next step is to select an efficient point on the APF. Suppose the decision-
maker has selected a point with discomfort level D′: see the red point in the second rectangle
in Figure 5.1. Then, D′ is used in the constraint Cd : fd(Ξ) ≤ D′. This is represented by the
third rectangle.
For each subset c ⊆ SHC−, the framework solves the optimization problem SHPc with the
constraint Cd and the constraint(s) for the components in c. The flow conservation constraint
is modified to consider the components from the current house in addition to the components
of c. Suppose SHC− = {PV,WH,EV} and c = {EV,WH}. Then SHPc is
min
Ξ
fc(Ξ) (5.3)
s.t. fd(Ξ) ≤ D′ (5.4)
Ξ ∈ X EV (5.5)
Ξ ∈ XWH (5.6)
Ξ ∈ X BASE (5.7)
Objective function (5.3) is the same as (5.1). Constraint (5.4) ensures a maximum discomfort
level D′. In Constraints (5.5) and (5.6), X EV and XWH means a set of feasible points for
EV and WH constraints, respectively. Constraints (5.5) and (5.6) control the operation of
the EV and WH, respectively. Finally, (5.7) are the constraints from (5.2) with the flow
conservation constraint adjusted to consider the EV and WH.
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The payback is computed in the last framework step, which is represented by the last rectangle
in Figure 5.1. Let Dp be the project duration, PayB the payback period, sslp the savings
over the life-span, T I the total investment, and IR the return on investment. The payback is
calculated [7] as PayB = DpT I/sslp and IR = sslp−T I . If PayB is greater than the life-span
then the project is not cost-effective.
5.4 Results and Discussion
In this section, the framework is applied to three case studies. This work considers an horizon
of 25 years, and the exchange rates used are 1USD = 0.71GBP, 1USD = 1.27CAD, and
1USD = 3.3BRL. The houses have appliances with distinct daily tasks At, a fridge, a shower,
and an HVAC system. The houses considered are located in Belo Horizonte (BH), Brazil;
London, U.K.; and Montreal, Canada.
For BH and London, this work does not consider inflation; it assumes that the customer
wishes to acquire a system now. A total of 1024 systems are evaluated based on an annual
savings approach: 365 days are optimized and the sum of the daily savings gives the annual
savings. The total saving for a specific project is the product of the annual saving and the
duration.
For Montreal, this work considers inflation: the cost of the SHCs and electricity prices change
over time. A total of 64 systems are evaluated. The optimization is applied daily from 2019
to 2080, covering projects starting between 2019 and 2055, since each has a duration of 25
years. If a project starts in January 2020, sum the savings of the next 365× 25 days is done
to obtain the total savings . At the end, the output is: what and when the SHCs for a specific
user in Montreal should be acquired such that it will be profitable.
For the appliances a ∈ AIEUI∪APhases, a dataset with real daily load profiles is available [100].
A set of load profiles is created for each day of the week. In the optimization, for each day
of the week, a load profile is randomly selected from the corresponding set. Thermal mass
of building, solar radiation, wind speed, etc., are considered in constraints proposed in [47],
which are also used in this work. For more details, hypotheses and justifications for all
decisions related to the SHC models and pricing policies are defined in [47]. In addition,
αu = αt = 1.
5.4.1 BH Case
The BH house does not have PV, Battery, WT, SC, WH, EV, or µ-CHP. Let use SHC− =
{PV 3.5 kW, PV 6.5 kW, Battery 26 kWh, Battery 13 kWh, WT 3kW, WT 7kW, SC, WH,
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EV, µ-CHP}. When similar components are in the same subset c ⊆ SHC−, they are replaced
by a new component with a capacity equal to the sum of the capacities of these components.
The house does not have the infrastructurefor natural gas, so the ICE is set to µ-CHP.
Table 5.1 summarizes the set SHC−. The first column lists the element and the second
column gives its brand and model. In the second column, some SHCs have the number of units
that must be acquired to achieve the desired capacity, for instance, the PV 3.5kW need 14
units of CS CS5P-250M to achieve a capacity of 3.5kW. The third column gives the warranty,
which is considered to be the life-span, and the fourth and fifth columns give the prices, in
USD and BRL respectively. The sixth column gives the total price including installation
cost and additional materials/equipment. Unless otherwise stated, no maintenance costs is
considered: when the warranty ends, the SHC is replaced. Warranty is used for life-span only
to show an example for framework usage. In reality, the life-span is an input set by the user.
The total daily distance (in km) for EVs is drawn from the uniform distribution U[0,70]. The
PV simulation model considers many parameters such as sun position, PV orientation, ground
reflectance, latitude, longitude and solar radiation. For the solar radiation, the percentage
of clouds are used for each month from [200], which is shown in Figure 5.2. This avoids
overestimating the solar radiation by assuming clear skies. The other parameters are set as
in [47].
Figure 5.2 Percentage of time spent in each cloud cover band at BH, categorized by the
percentage of the sky covered by clouds: clear < 20%; mostly clear < 40%; partly cloudy <
60%; mostly cloudy < 80%; overcast > 80%. Source: [200].
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Table 5.1 SHC summary for BH case
SHC Brand and Model Life-span (years) Price (USD) Price (R$) Total Cost (R$)
PV 3.5 kW 14 × CS CS5P-250M 25a 14 × 225 [75] 11781b 17671.50
Battery 26 kWh 2 × Tesla Powerwall 10 [185] 12500 [185] 41250b 61875
WT 3kW 3 × Bergey Excel 1 kW 5a 3 × 4995c 49450.5b 74175.75
SC Coupled Tempersol [184] 5a 1400 [184] 2100
WH Rheem 80G 10 [160] 1899 [160] 6266.7b 9400.05
EV 2018 Nissan Leaf 5a 30000 [137] 120000 [191] 43500
µ-CHP Yanmar CP5WN-SNB 2a 3950 [83] 5925
PV 6.5 kW 26 × CS CS5P-250M 25 a 26 × 225 [75] 21879b 32818.5
Battery 13 kWh 1 Tesla Powerwall 10 [185] 6600 [185] 21780b 32670
WT 7kW Bergey Excel 1 kW +Bergey Excel 6 kW 5
a 10000c 330000b 49500
WT 10 kW Bergey Excel 10 kW 10 [23] 31770c 104841b 104841
a: According to the manufacturers’s datasheet c: Given by the manufacturer
b: Value converted from USD to BRL CS: Canadian Solar
APF Results
The -constraint algorithm [107, Algorithm 1] is used to obtain an APF, which is shown in
Figure 5.3. The efficient solutions found in Figure 5.3 could be presented to the DM, but to
aid the selection process MDIPNW [39] was used to select an efficient point with coordinate
(C’,D’). With this coordinate, the framework creates a constraint Cd to control the maximum
level of discomfort.
Figure 5.3 APF and point selected to construct Cd.
Solving SHPc
For each subset c ⊆ SHC− defined in Section 5.4.1, the problem SHPc is solved. The number
of sets is 2n − 1 because c = ∅ represents the existing scenario, which was handled in the
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first step of the framework.
Payback and Investment Return
Since some SHCs have life-spans below 25 years, the total cost was increased in proportion.
For instance, the 3 kW WT has a life-span of five years, so there is a need of five units to
cover 25 years.
For each SHPc, the total investment is found by summing the total cost of each component
of c, as well as the payback and the return on investment: see formulas given in Section 5.3.
BH Results
Table 5.2 BH results
Component Payback Return on investment
(years) (thousand R$)
PVs, 3.5 kW 7.57 40.632
PVs, 6.5 kW 8.59 62.656
PVs, 10 kW 9.13 87.784
WTs, 7 kW 19.58 68.489
WTs, 10 kW 22.60 41.809
SC 11.41 12.513
Table 5.2 summarizes the cost-effective combinations. An interesting finding is the relation-
ship between the renewable generators. The expected synergy does not occur: the sum of
their separate investment returns (IRs) is greater than the combined IR.
In this case, batteries are too expensive. Every set c with a battery has an IR lower than
that without a battery; sometimes the former value is negative. The price of a Tesla battery
pack must decrease to 223.5 USD to pay for itself without renewable generation. Systems
composed of a battery and renewable generation have a negative IR. In these systems, the
price of a 26 kWh battery must be 1650 USD to match the IR of a 3.5 kW PV system; 100
USD to match that of an SC system; and 1500 USD to match that of a 7 kW WT system.
The price of an EV must be at most 58073 R$ to be cost-effective. If the DM is going to
buy a car costing x R$, the price of an EV must be at most x + 58073 R$. If one considers
a life-span of 10 years for EVs, the price must be at most 116140 R$.
SC is a better option for water heating because a) WH systems, or b) WH and SC systems,
or c) µ-CHP, WH, and SC systems are not cost-effective. µ-CHP is not cost-effective even
if its price is halved because of its short life-span; it starts to be profitable if its life-span
increases to 13 years. However, the payback could be interesting if a µ-CHP powered by
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natural gas were available. In an industrial context, [105] showed a discounted payback in
less than five years for a µ-CHP powered by natural gas in a city near BH.
For this customer, the set {10 kW PV, SC, 7 kW WT} gives the best IR (141.282 thousand
R$) with a payback in 17.14 years. The set {3.5 kW PV} has the smallest positive payback.
5.4.2 London Case
Table 5.3 SHC summary for London case
SHC Brand and Model Life-span (years) Price (USD) Price (£) Total Cost (£)
PV 3.5 kW CS CS5P-250M 25a 5906.25 [158] 5906.25
Battery 26 kWh 2 × Tesla Powerwall 10 [185] 12500 [185] 8875b∗ 13312.50
WT 3kW 3 × Bergey Excel 1 kW 5a 15000 [157] 15000.00
SC Pure Energy 16 15a 4500 [156] 4500.00
WH Megaflo Eco UnventedIndirect 300L 2
a 1319.5∗ [58] 1979.25
EV 2018 Nissan Leaf 5a 21990 [139] 21990.00
µ-CHP BlueGen 10a 15500∗ [155] 23250.00
PV 6.5 kW CS CS5P-250M 25a 10968.75 [158] 10968.75
Battery 13 kWh 1 Tesla Powerwall 10 [185] 6600 [185] 4686b∗ 7029.00
WT 7kW Bergey Excel 1 kW +Bergey Excel 6 kW 5
a 36000d 36000.00
WT 10 kW Bergey Excel 10 kW 10 [23] 31770c 22556.7b∗ 33835.05
a: According to the manufacturers’s datasheet CS: Canadian Solar
b: Value converted from USD to GBP d: Sum of 1 WT 1kW and 1 WT 6kW from [157]
c: Given by the manufacturer *: Does not include installation cost
The same SHC− as for BH is considered. The acquisition price per kWh is that for the tariff
HomeEnergy Fix Mar 2019, from British Gas. The time of use has two stages: £0.175 from
7:00 a.m. to 10:59 p.m. and £0.0912 otherwise [27, 190]. The selling price per kWh is set to
£0.0524 following the FIT export tariff in [141]. The price of natural gas is £0.0361/kWh
from the tariff Safeguard PAYG [27]. The fuel price is set to the average diesel price in April
2018 [147]: £1.25/L. The ground temperature was obtained from [199], and the house’s
heat resistance is based on [197, Table 2]. The Weibull parameter for wind speed is taken
from [82, Table 8.5 - London Array I]. The nominal power of 5 kW for HVAC is considered to
be at least 50% of the measuring heating capacity from [79]. The total daily distance (in km)
for EVs is drawn from the uniform distribution U[0,70]. The parameters for the economic
analysis are given in Table 5.3. It is similar to Table 5.1, but some elements in the column
“Price (£)” include the total cost of equipment and installation. Other costs are added in the
column “Total Cost (£).” Unless otherwise stated, no maintenance costs is considered: when
the warranty ends, the SHC is replaced. For the solar radiation, the percentage of clouds is
used for each month from [200], which is shown in Figure 5.4. The other parameters are set
as in [47].
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Figure 5.4 Percentage of time spent in each cloud cover band at London. Source: [200].
London Results
Table 5.4 London results
Component Payback Return on investment
(years) (thousand R$)
PVs, 3.5 kW 17.30 2.789
PVs, 6.5 kW 18.72 3.619
PVs, 10 kW 22.01 2.241
WTs, 10 kW 9.09 98.676
Table 5.4 summarizes the cost-effective combinations. PVs have a payback inversely propor-
tional to the nominal power, and the best IR is for the medium size. The estimates found
by the proposed framework are worse than [37] and better than [148]. Compared with [37],
the payback found by the proposed framework is larger by 5–7 years, and the IR is lower
by £12–30 k for the 3.5 kW PV. An important difference between this study and [37] is that
this work does not consider annual inflation of 8%. For a payback of 12 years in this study,
the total savings over 25 years increase to £1500, which happens if electricity increases by
8% annually. For [148], in London, a 3 kW PV system with FIT has to cost at most £5 k
to be self-sustaining. If the 3.5 kW PV costs £8.6 k, the framework’s results will still have a
positive IR. A difference between this work and that in [148] is that this work uses a detailed
optimization method over a whole year. Thus, the PV energy will be used in an optimal way,
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which can reduce the payback.
The framework can also be used to determine the best sizing for some SHCs. From Table 5.2,
the best capacity size for PV is between 3.5kW and 10kW based on the economic measures.
The framework could be executed again replacing the PV 3.5kW and PV 10kW by PV 5kW
and PV 8.5kW, respectively, so that find a better approximation for the best size of the PV.
SC would not be cost-effective even if its life-span were 25 years. If its price drops to £2065,
it starts to be profitable. A two-year life-span for WH makes it a costly option. It must
increase its life-span to 14 years or decrease its price to £192 to become cost-effective.
Only the 10 kW WT has a positive IR. For an annual mean wind speed above 7m/s, since the
10 kW WT has a cost of £5640/kW, this result is in line with [182, Table 13] that specifies
a viable initial cost below £7548/kW for the generation capacity.
As for BH, batteries are too expensive. Lower battery capacities have lower losses. For the
system with a 10 kW WT and a 13 kWh battery, the battery cost must decrease to 1000
USD to match the IR of the corresponding system without a battery. With the exception of
systems with a 10 kW WT, every system composed of ESS and PVs or ESS and SC has a
negative IR.
Although batteries are not profitable, EV is cost-effective if the life-span is 10 years: the
payback is 23.81 years with an IR of £2.731 k. Taking into account the UK plug-in grant [78]
of £4500, the payback drops to 18.94 years with an IR of £13.981 k.
BlueGen is unprofitable: the payback is 83 years. It remains unprofitable if the life-span of
this µ-CHP increases to 25 years. However, with a life-span of 25 years and the same costs as
in [122], the payback is 17.52 years, which is in line with the results of [122]. Given the FIT
tariff of £0.1454 in June 2018 for CHP [141], BlueGen is profitable (17.91 years and £22.84
k). If an ICE were used, such as the one in Table 5.1, the µ-CHP would never be profitable.
The best payback is for {10 kW WT}. With the plug-in grant and an EV lifespan of 10 years,
the best set becomes {10 kW WT, EV} (11.34 years and £120.558 k).
5.4.3 Montreal Case
In Montreal, it is generally believed that PV is not profitable because of the low price of
electricity. The appliances that are not currently available are PV, EV, battery, and SC.
Thus, the set SHC− is composed of PV 3.5 kW, Battery 26 kWh, SC, EV, PV 6.5 kW, and
Battery 13 kWh. Although Montreal is cold for almost half of the year, SC is used [188]. CHP
is discouraged by governmental programs for GHG reductions; even natural gas is considered
undesirable [150].
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The acquisition price per kWh is given in [89]. Beyond a fixed price for electricity availability,
the tariff can be seen as an inclining block rate (IBR) with two blocks: $0.0591/kWh if the
consumption is below 36 kWh per day and $0.0912/kWh otherwise. To represent this, one
can consider a block with a capacity of 36 kWh and a discount of 35% that can be completely
used. Note that the utility does not pay for electricity injected into the grid but gives the
customer a credit in kWh that is valid for two years. It is considered to be equivalent to the
utility buying electricity at the selling price, but this work assumes that the compensation
can be applied after two years.
The fuel prices are set to the average diesel price in April 2018 [28]: 1.40 CAD. The nominal
power for HVAC is set to 5 kW. The ground temperature is assumed to be between 5oC
and 10oC, following [167, Figure 12]. The house’s heat resistance is taken from sections 34
and 37 of Quebec’s Regulation Respecting Energy Conservation in New Buildings. The total
daily distance (in km) for EVs is drawn from the uniform distribution U[0,70]. The other
parameters are set as in [47].
According to Hydro-Quebec [90], electricity prices follow the consumer price index (CPI),
which varies between 0.5% and 3% annually for 1997 to 2017 [92]. Ran et al. [71, page 23]
show that from 2010 to 2017 there was a 61% reduction in the residential PV system cost
benchmark and from 2016 to 2017 there was a 6% reduction. This work assumes that PV
prices fall by 6% per year, but, to take into account the effect of learning curves [146], the
percentage is multiplied by 0.98 at the beginning of each year to give a more conservative
decrease. Following [93, page 12], this thesis considered a decreasing cost of 10.3% per
year for batteries; this is multiplied by 0.9 each year to give a more conservative decrease.
The same value is used for the decreasing cost of EVs, since batteries are considered a key
component in terms of overall cost and performance [60]. SC technologies are already well
developed and can be bought at low prices [153], so an annually decreasing cost is not applied.
The parameters for the economic analysis are given in Table 5.5. The installation costs, a
component of the Total Cost, were provided by local suppliers.
Table 5.5 SHC summary for Montreal case
SHC Brand and Model Life-span (years) Price (USD) Price (CAD) Total Cost (CAD)
PV 3.5 kW 14 × CS CS5P-250M 25a 14 × 225 [75] 4533.9b 10881.3
Battery 26 kWh 2 × Tesla Powerwall 10 [185] 12500 [185] 15875b 23812.50
SC Heliodyne GOBI 408-001 10a 1070.99 [159] 1360.16b 2040.24
EV 2018 Nissan Leaf 5a 30000 [137] 38100b 38100
PV 6.5 kW 26 × CS CS5P-250M 25a 26 × 225 [75] 8420.1b 20208.24
Battery 13 kWh 1 Tesla Powerwall 10 [185] 6600 [185] 8382b 12573
a: According to the manufacturers’s datasheet
b: Value converted from USD to CAD CS: Canadian Solar
71
Montreal Results
For the solar radiation, this work considered the percentage of clouds for each month [200],
which is shown in Figure 5.5.
Figure 5.5 Percentage of time spent in each cloud cover band at Montreal. Source: [200].
The annual savings for some subsets c ⊆ SHC− are shown in Figure 5.6. The total savings,
for the duration of the project, are given in Figure 5.7. For example, in Figure 5.6, each
year from 2019 to 2079 has an annual saving for each component. For instance, the 3.5 kW
PV has an annual saving of $297 in 2019, increasing to $381 in 2079. There is no significant
difference between 13 kW and 26 kW batteries: In Figures 5.6 and 5.7 they overlap one to
another.
Figure 5.8 shows the payback for the 3.5 kW PV. In Figures 5.8 to 5.12 the x axis gives the
start year for the project and the y axis gives the payback in years. The dashed red line
indicates the life-span of 25 years. Three possible scenarios for inflation is considered. If it is
3% for 25 years after the installation year (2019), the expected payback is around 24 years.
If it is 0.5% for 25 years after 2024, the payback is 25 years. If it is between 0.5% and 3%,
the 3.5 kW PV will have a payback below its life-span between 2019 and 2024. An upper
bound (UB) on the start of the project is 2024, since the system starts to be cost-effective
for the most conservative value of inflation. A lower bound (LB) is 2019 since the system is
cost-effective for 3% inflation.
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Figure 5.6 Annual saving ($) for some c ⊆ SHC−.
For a 6.5 kW PV system, the LB is 2019 and the UB is 2025. For a PV 10 kW PV, the LB
is 2020 and the UB is 2025.
The SC system will not be profitable until 2028, as shown in Figure 5.9. With 1.75% inflation,
the payback is 38 years if the project starts in 2019. A similar system had a payback above
75 years [88]. In this work, the heat-transfer fluid is a closed loop of water with self-draining.
In [88], it is a glycol-based coolant with a circulation pump. The system considered in this
work is around three times less expensive than the glycol-based one, which explains the
difference in the payback results.
Batteries are not used since there is a flat tariff so they are not cost-effective. EV is cost-
effective after 2037: see Figure 5.10. The EV payback increases with the price of electricity.
This is because the main source of savings is the replacement of fuel by electricity.
If the EV life-span is 10 years, the payback is positive after 2021; see Figure 5.11. If one
includes the purchase rebate of $8000 from the Drive Electric program of the Quebec gov-
ernment [187], the EV payback occurs between 2028 and 2031.
To summarize, in a scenario with higher inflation, the best option is to install a PV system
in 2019–2020 and to use an EV after 2028 if the life-span is 5 years. Under conservative
inflation, the best option is to install a PV system in 2024–2025 and to use an EV after 2031
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Figure 5.7 Total savings ($) from the year that project starts for some c ⊆ SHC−.
if the life-span is 5 years. Batteries and SC should not be used.
5.5 Conclusions
Transforming a house into a smart home requires considerable investment. This work has
proposed a framework to guide the transition to smart homes given customized electricity
usage. The framework gives a payback analysis of each SHC acquisition combination for a
specific user. The framework was tested on examples in Belo Horizonte, London, and Mon-
treal. For BH and London, this work considered 1024 systems based on 8760 optimized hours
(1 year). For Montreal, this work considered 64 systems based on 534360 optimized hours
(60 years). The results quantify the dependence of the payback on the site and application,
e.g., EV is attractive in London but not BH. The examples illustrate the versatility of the
proposed framework. In future work, users model proposed in this work could be used in the
context of coordination of multiple smart homes by demand response.
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Figure 5.8 Payback for 3.5 kW PV in Montreal.
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Figure 5.9 Payback for SC in Montreal.
Figure 5.10 Payback for EV in Montreal.
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Figure 5.11 Payback for EV with life-span of 10 years in Montreal.
Figure 5.12 Payback for EV with purchase rebate in Montreal.
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CHAPTER 6 A FRAMEWORK FOR PEAK SHAVING THROUGH THE
COORDINATION OF SMART HOMES1
Abstract: In demand–response programs, aggregators balance the needs of generation com-
panies and end-users. This work proposes a two-phase framework that shaves the aggregated
peak loads while maintaining the desired comfort level for users. In the first phase, users de-
termine their planned consumption. For the second phase, this work presents a bilevel model
with mixed-integer variables and reformulate it as a single-level model. This work proposes an
exact centralized algorithm and a decentralized heuristic. Computational results show that
the heuristic gives small optimality gaps and is much faster than the centralized approach.
6.1 Introduction
One of the challenges for an electricity generation company (GENCO) is the variability in
the demand. It may try to influence customers to change their consumption to fit a desired
load shape via, for example, demand–response (DR) programs. Such programs generally offer
incentives for consumption adjustment. Reviews of DR are available in [31,52,108,175,193],
and [142] reports its recent applications worldwide in the residential sector.
Individual residences make only a small contribution to the overall DR strategy. An aggre-
gator acts as an intermediary between a group of users and a GENCO [74], and a GENCO
may itself act as an aggregator [142].
High peak demand periods have a negative impact on the reliability and stability of the
power grid, so the GENCO desires a consumption curve that is as flat as possible [108,151].
When a price-based DR is used, consumers respond to price signals by moving their demand
to a cheaper period, which creates new rebound peaks [113]. Moreover, for domestic electric
water heaters, price-based DR alone is not enough to change the user behavior to favor the
GENCO [109].
Incentive-based DR programs avoid new peaks and increase user participation. They pay
customers to shift and/or reduce their consumption for a given time period. Direct load
control (DLC) is common in the residential sector, and curtailable load (CL), defined as a DR
program that gives monetary incentives to users so that it adopts a specific load consumption,
is more appropriate for larger consumers [142]. However, consumers have reported that the
1Available in [45]
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incentives were insufficient and their comfort levels were impacted [86]. Moreover, DLC
incurs a computational burden and leads to privacy issues [67].
This work considers the following question: what incentive should be paid to maximize the
social welfare while maintaining an acceptable level of comfort?
The organization of this work is as follows. Section 6.2 presents a literature review and
outlines the contributions of this work. Section 6.3 introduces the mathematical models and
two algorithms designed to answer the question. Section 6.4 discusses the computational
results, and Section 6.5 provides concluding remarks.
6.2 Related Works
In this section, a literature review related to coordination and aggregation of multiples homes
is made. According to [123], the existing literature on distributed methods for DR can
be classified into two categories. The first consists of simplified models with continuous
variables [18,67,73,183]. The second category consists of more realistic mixed-integer models
that consider inter-temporal device couplings. A similar classification is possible for models:
more detailed models increase the user’s profit while maintaining the desired comfort level.
This work uses the appliance models from [47], so it belongs in the second category, in
contrast to studies that consider simplified models or do not use specific appliance models
(e.g., [67, 95,151,209,210]).
There are at least two strategies for decreasing peak load while satisfying consumers. The first
is to treat the DR problem as a single-level social welfare maximization problem (SWMP)
by finding a trade-off between cost and/or a utility discomfort function for the consumers
and a utility function for the GENCO (income, community’s comfort, etc.). Lu et al. [117]
classify SWMP methods into three types:
1. Single-objective optimization [96]: it considers either the users goal or the GENCO
goal but not both;
2. Weighted sum multiobjective optimization [33, 50, 67, 85, 86, 99, 101, 112, 119, 123, 130,
136,152,171,198,204]: its limitation is the need to choose weights;
3. Pareto-front multiobjective optimization [70,116,166,214]: it may have lower scalability
because of the time to construct an approximation to the Pareto front or use simplified
models to reduce the CPU time.
The second strategy, which this work uses, is a bilevel formulation with the upper level
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representing the GENCO (the leader) andN lower levels representingN electricity consumers
(the followers). Linear bilevel problems are NP-hard [49].
A linear bilevel problem can be reformulated as a single-level mixed-integer linear program
(MILP) [17,133,201,213,219] using the Karush–Kuhn–Tucker (KKT) conditions [49]. How-
ever, this is not possible if a lower-level problem has discrete variables, as in this work. It
is also possible to use a Stackelberg game model in which the upper and lower levels are
solved iteratively until equilibrium is reached. This approach is used by [66,67,106,208,209],
and [115], but they do not consider CL or specific appliance models for users. In addition,
some of these studies use the weighted-sum approach [67,209].
This work is related to [165], which proposes a bilevel optimization problem to coordinate
DR for a set of users. The service provider announces the load profiles to the householders.
Each user then returns adjustments to its profile. This process is repeated until no further
improvements are made. The objective function at the upper level minimizes the standard
deviation between a current load and a target load, while the lower-level objective functions
minimize the user costs. The optimization problem is solved in two steps. In the first step, the
energy expenses of the individual customers are minimized. Then, for each user, a constraint
that limits the user cost is added to the upper-level problem. The connection between this
work and this framework is the use of the same constraint to reformulate the bilevel problem
as a single-level one. However, this work differs in that it determines a personalized monetary
incentive for each customer, uses specific models for home appliances, has cost minimization
as the objective function for the GENCO, and executes each phase only once.
6.2.1 Contribution
This work proposes a scalable framework involving mixed-integer variables for the coordina-
tion of user consumption. It minimizes the user costs while maintaining their comfort and
also minimizes the GENCO costs. Detailed appliance models are used. The framework is di-
vided into two phases. The first phase minimizes the energy expenses of individual customers.
In the second phase, the framework assumes that the users participate in a DR program and
will accept requests that do not impact their cost or comfort. Thus, this work proposes a
bilevel problem in which the upper level represents the GENCO and each lower-level problem
is assigned to a customer. This is reformulated into a single-level problem as in [165]. Two
algorithms are developed: an exact centralized approach and a decentralized heuristic. The
solution encourages the users, via monetary incentives (CL), to adopt a new consumption
that minimizes the peak loads and the costs for the GENCO. No existing study has all of
these features.The proposed framework can also be used for regulation review, for instance
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in Brazil, where the current DR program is not economically attractive for consumers [194].
6.2.2 Limitation
The present work does not consider personalized user tariffs for two reasons. First, current
rules (e.g., in Brazil and Quebec) do not allow different tariffs for different customers in the
same neighborhood. Second, such tariffs increase the complexity of the optimization model.
If the tariff is a variable, then the model becomes nonlinear since the costs are products of
the tariffs and the energy consumption, which is also a variable. This work considers fixed
tariffs and linear models.
6.3 Framework
This section presents the two-phase framework. In the first phase, each user finds its best
consumption schedule and sends that information to the aggregator. In the second phase,
the aggregator finds a solution that better coordinates the customers from the GENCO
perspective.
6.3.1 Model for users
The set N represents the users. Their appliances and features [47, Table 1] are represented
by the models from [47]. Each model schedules the energy consumption for one day in T
time intervals indexed with t, with length ∆t, and the appliances are grouped as follows:
• A: Set of electrical appliances;
• AI ⊆ A: Set of appliances with uninterruptible operation;
• A∗I : Set of tasks for appliances in AI .
• AP ⊆ A: Set of appliances with interruptible phases;
• A∗P : Set of tasks for appliances in AP ;
• A∗ = {A∗P ∪ A∗I}: Set of tasks for appliances in A.
Let X be the space of all variables and Ξ ∈ X a solution. The functions fc, ft, fu, and
fd represent, respectively, the total cost, the thermal discomfort, the usage-time discomfort,
and the total discomfort:
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• fu(Ξ) = r1
 ∑
k∈A∗p
Pk∑
p=1
Ψk,p +
∑
k∈A∗I
ζk
+ r2∑
t∈T
∑
k∈A∗
U tk,
• ft(Ξ) =
∑
t∈T
∑
a∈A
V ta ,
• fc(Ξ) =
∑
t∈T
(
Ctb − Cts + CtCHP
)
+ Cev,
• fd(Ξ) = αtft(Ξ) + αufu(Ξ)
where variables: Ctb [$] and Cts [$] represent the cost at t ∈ T of buying and selling energy,
respectively, CtCHP [$] is the combined heating power (CHP) operation cost at t ∈ T , Cev [$]
is the fuel cost for a hybrid vehicle, V ta [oC] is the discomfort related to the deviation from
the target temperature of appliance a at t ∈ T , U tk [hour] is the discomfort related to the
deviation from the target time for task k at t ∈ T , ζk [hour] is the discomfort related to the
omission of task k ∈ A∗I and Ψk,p [hour] is the discomfort related to the omission of phase
p of task k ∈ A∗P . For parameters, let define Pk as the number of phases of task k ∈ A∗P ,
r1 ∈ R as the discomfort factor per task not performed and r2 ∈ R as the discomfort factor
per usage-time deviation.
Let Θn be the set of appliances, machines and smart home components [46] not available for
the user n ∈ N , and Ξn ∈ X be the vector of variables for the user n ∈ N , which contains
real and binary variables. The vector Ξn can be used as an input for the functions defined
above considering that every variable related to the appliance a ∈ Θn is set to zero. Each
user also imposes its own constraints, which specify the feasible region Fn ⊆ X . Thus, each
user n ∈ N have the following MILP:
min
Ξn
fc(Ξn) (6.1)
s.t. fd(Ξn) ≤ Dn (6.2)
Ξn ∈ Fn. (6.3)
The objective function (6.1) is the cost of user n ∈ N . Constraint (6.2) limits the max-
imum discomfort Dn; this parameter can be set using multi-criteria decision analysis and
multiobjective optimization (see [46]). Finally, (6.3) are the constraints that represent the
flow conservation, the operation of the appliances, the pricing policies, and the energy limits.
See [47] for details.
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6.3.2 Framework: first phase
Overbars (x) are used to indicate quantities calculated in the first phase. In this phase, there
is no coordination of the users or the DR, and the tariffs are known one day ahead. Each
user n ∈ N solves Model (6.1)–(6.3) to find a scheduling plan with optimal cost Cn. That
cost and the desired load are returned to the aggregator.
6.3.3 Framework: second phase
Let define parameters: pi, ν, and λ as respectively the production cost per Wh, the buying
cost per Wh, and the selling price per Wh from the GENCO perspective, β [$] the cost for
the hydro-power unit start-up and ω [W] a factor to convert β/ω into ramp-up/down cost
per watt. Let define variables: Etn [Wh] be the energy obtained from the grid at t ∈ T by
user n ∈ N , Ctp ≥ 0 [$] the energy production cost at t ∈ T (Ctp = pi∆t
∑
n∈N Etn) and
κn ≥ 0 [$] the incentive paid to client n to change its consumption. Etn is a element of Ξn.
The GENCO goal is to maximize its profit. The revenue is considered to be the total amount
of bills paid by customers, expressed as ∑n∈N Cn. The cost has four components. The first
is the cost incurred by the variability of the total energy produced for a given horizon, which
may be related to the ramp-up and ramp-down costs. The second is that of the energy
production. The third is the CL incentive given to customers. The fourth is related to
clients’ injection of energy into the grid; this is included in the revenue.
The following of this section presents, progressively, the steps to obtain the entire optimization
model. First the focus is the objective function only, then constraints, and finally the entire
optimization model. The total energy variance for the whole horizon is as follows:
min
Etn
1
(|T | − 1)
∑
t∈T
∑
n∈N
Etn −
∑
t2∈T
∑
n∈N
Et2n
|T |

2
(6.4)
The objective function (6.4) and Constraints (6.2)–(6.3) form a mixed-integer nonlinear prob-
lem, and even small instances are hard to solve. Since Etn is one element of Ξn, a trivial solu-
tion is not possible. This work instead uses β/ω as an approximation for the ramp-up/down
cost, use et1 and et2 as gap and surplus variables, and remove the constant (|T|-1) since it does
not change the optimal solution. This allows us to reformulate (6.4) as a cost minimization
of the total energy variance generated, which is locally an approximation of (6.4):
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min
Etn,e
t
1,e
t
2
β
ω
(∑
t∈T
et1 + et2
∆t
)
(6.5)
s.t.
∑
n∈N
Etn −
∑
t2∈T
∑
n∈N
Et2n
|T |
+ et1 − et2 = 0 ∀ t ∈ T (6.6)
et1, e
t
2 ≥ 0 ∀ t ∈ T (6.7)
If one aggregates the other costs, the GENCO objective function becomes:
min
Etn,e
t
1,e
t
2,
Ctp,κn
β
ω
(∑
t∈T
et1 + et2
∆t
)
+
∑
t∈T
Ctp +
∑
n∈N
κn (6.8)
In the first phase, the aggregator can estimate the GENCO energy production cost as Cp =∑
t∈T Ctp and the cost of variability as Rc = β/ω
∑|T |
t=1[(et1 + et2)/∆t] if there is no DR.
The aggregator cannot increase the incentives. Let the “saved costs” be the amount that
the GENCO saves using DR, which must be lower than the incentives spent. This can be
modeled as follows:
Rc − β
ω
T∑
t=1
(
et1 + et2
∆t
)
+ Cp −
∑
t∈T
Ctp ≥
∑
n∈N
κn (6.9)
The aggregator goal is represented by the following optimistic bilevel problem with an upper
level representing the GENCO and |N | lower levels representing the consumers:
min
Etn,e
t
1,e
t
2,
Ctp,κn
β
∆tω
(∑
t∈T
et1 + et2
∆t
)
+
∑
t∈T
Ctp +
∑
n∈N
κn (6.10)
s.t. (6.6), (6.7), (6.9)
Ctp = pi∆t
∑
n∈N
Etn ∀ t ∈ T (6.11)
∀ n ∈ N min
Ξn
fc(Ξn) (6.12)
s.t. (6.2), (6.3)
It is worth to mention that the link between the objectives functions (6.10) and (6.12) is
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made through variable Etn, since it is an element of Ξn. In a bilevel optimization problem,
the leader sets incentives/prices according to its goal, and the consumers respond based on
their targets. The term “optimistic” means that if the lower-level problem has multiple
optimal solutions, the solution chosen is the one most favorable to the upper-level problem.
If the aggregator guarantees a discount or no cost increase, the customers can change their
consumption to favor the GENCO. Thus, if the cost with DR for client n ∈ N is above Cn,
the GENCO must pay the extra cost with incentives. Therefore, constraints are added to
protect users against cost increases:
κn ≥
∑
t∈T
(
Ctb − Cts + CtCHP
)
+ Cev − Cn ∀ n ∈ N . (6.13)
The GENCO revenue is fixed in phase one. Thus, additional user costs are in fact costs
for the GENCO, and Ctb is replaced by Ctp in (6.13). Moreover, this work assumes that the
GENCO is not interested in paying for energy injected into the grid since pi < ν < λ. Hence,
Cts = 0 for all t ∈ T and the objective functions (6.12) are replaced by Constraints (6.14):
κn ≥
∑
t∈T
(
Ctp + CtCHP
)
+ Cev − Cn ∀ n ∈ N . (6.14)
The final aggregator problem is then represented by the following single-level model:
(P) min
Etn,e
t
1,e
t
2,
Ctp,κn,Ξn
β
ω
(∑
t∈T
et1 + et2
∆t
)
+
∑
t∈T
Ctp +
∑
n∈N
κn (6.15)
s.t. (6.6), (6.7), (6.9), (6.11), (6.14), (6.2), (6.3).
6.3.4 Algorithms
Problem (P) could be solved using commercial solvers, but a centralized approach has little
scalability and privacy issues due to the need of data from every consumer [193]. A decen-
tralized approach improves scalability but not necessarily privacy since the model may be
solved in a single machine. Ideally, (P) should be solved in a distributed way, with each user
solving the problems associated with its consumption in its own home management system.
This mitigates privacy concerns and improves scalability.
Let K (a divisor of |N |) be the cluster size, S the heuristic solution, and UB an upper
bound for the optimal value of (P). This work proposes a decentralized heuristic (DH): see
Algorithm 1. If K = 1, DH can be used in a distributed mode.
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Algorithm 1 Heuristic DH
Input: |N |, K
Output: UB, S
1: UB ← 0
2: Partition the users into |N |/K clusters
3: For each cluster c, create an instance Ic of (P)
4: Solve each Ic to optimality, obtaining the solution xc
5: Concatenate xc for every cluster c into the vector S
6: Calculate UB using S in objective function (6.15)
6.4 Results and Discussion
This section presents the results for the centralized approach (CA) and DH. Data are con-
sidered from Belo Horizonte, Brazil. Let set β = $140.50 based on the average cost for a
hydro-power unit start-up [91, Example 1], ω = 50MW, and pi = 0.01 $/KWh. The other
parameters are set as in [47]. The solver is Cplex 12.8.
Table 6.1 summarizes the results and reports CPU times for both CA and DH. The first
column gives the number of users. The “gap” columns give the difference between the solution
found and the optimal solution: gap = (UB−Z∗)/UB, where UB is the value found by DH
and Z∗ is the optimal value found by CA. If no time is given, CA could not solve the instance
within 24 hours.
CA can solve only small instances, which confirms the scalability issues. For 50 ≤ |N | ≤ 500,
DH is faster than CA: the speed-up factors are between 2.87 and 14.74 forK = 1 and between
1.40 and 6.6 for K = 10. In terms of deviation from the optimal value, for |N | = 500 the
UB-LB is $10. If a distributed approach is employed, i.e., K = 1, the CPU time improves
since it is divided, approximately, by |N |: see Table 6.2. Moreover, DH gives small optimality
gaps.
The proposed approach efficiently flattens the load profile: see Figures 6.1 and 6.2. Without
coordination, near time 96, there is a large peak due to highest tariff between time step
112 and 125 in the current time-of-use program. Hence, from the users’ perspective, it is
cheaper to use batteries and thermal storage. This behavior is undesirable from the GENCO
perspective.
The peak-to-average ratio (PAR), which is given by
PAR = |T |
(
max
t
{∑
n∈N
Etn
})(∑
t∈T
∑
n∈N
Etn
)−1
,
decreased from 2.06 without coordination to 1.17 in the DH solution for |N | = 104 (an
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Table 6.1 Results
CPU Time [s] Gap [%]
|N | CA DH(K=1)
DH
(K=10)
DH
(K=1)
DH
(K=10)
10 10.18 10.08 12.5 0.037 0
50 238.7 83 170.1 0.039 0.003
100 1000 146 410 0.042 0.005
300 8244 559 1245 0.046 0.006
500 12522 940 2084 0.045 0.006
1000 - 1882 4217 - -
5000 - 24880 22696 - -
8000 - 40221 39952 - -
10000 - 50329 43966 - -
Table 6.2 Estimated CPU time per user for K = 1 in a distributed implementation
|N | 10 50 100 300 500
Time [s] 1.008 1.66 1.46 1.86 1.88
|N | 1000 5000 8000 10000
Time [s] 1.88 4.98 5.03 5.03
improvement of 43.2%).
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Figure 6.1 System load profile for |N | = 500.
The power in Figures 6.1 and 6.2 is zero at time step t = 144. This behavior is explained since
there is no consumption after t = 144. A constraint could be used to set the energy required
at t = 144 to be same as the electricity required at t = 0, which could even improve the
results, but that constraint does not exist in the reality in some cases. A second possibility
is to consider the “steady state of the process”, but not the “transient state”, which in the
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Figure 6.2 System load profile for |N | = 104.
case of Figures 6.1 and 6.2 means to analyze the results considering only the range of time
steps between, for instance, 24 and 120.
6.5 Conclusions
Price-incentive DR programs can create new rebound peaks. This increases demand variabil-
ity and is undesirable from the GENCO perspective. This works has proposed a framework
that minimizes costs for both users and the GENCO, by shaving aggregated peak loads and
maintaining the desired comfort level. The framework results in a formulation that can be
solved in a centralized or decentralized way. Centralized methods have scalability issues, so
a heuristic was presented with a small optimality gap; it decreases the CPU time by a factor
of up to 6.6 compared to the centralized approach. In addition, the DH can be used in a
distributed mode if privacy is required.
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CHAPTER 7 GENERAL DISCUSSION
The general objective of this thesis is to provide modeling and optimization tools for energy
management in smart homes. The subject being treated is part of the current effort of smart
grids researches. In particular, the thesis focused on the use of energy by two entities of
different scales: a single user (home), and an aggregator, which is an entity that aggregates
several users (several homes).
Considering a single householder, it is clear that there are several works that have modeled
and optimized the equipment used in homes, and for each SHC, several authors presented
models of equipment with different degrees of complexity. In this context, this thesis has two
contributions.
The first one is given by joining several devices at the same time in the home energy man-
agement system scheduling model and including more details and realistic constraints that
impact the optimization user cost. Moreover, this work focuses on the development of a
mathematical model for smart home components that are representative. The ultimate goal
of this thesis is trade-off the complexity and realism of SHCs models so that it could fit the
home energy management system in the smart home, from a practical perspective.
he results point that it is relevant to consider how a realistic modeling of the devices will
affect the optimized cost and that it is quite important to consider and maintain a desired
level of comfort for users, which is assured by the model proposed through utility functions
for discomfort level.
In practical terms, the output of the first contribution is an optimization model (M) for
an individual customer. The model M integrates reliable appliances models from different
domains of the literature while maintaining a resolution complexity small enough such that
the model can be solved in a personal computer in a feasible time for practical purposes.
The second contribution related to a single householder has focused on a decision support
system tool to support the end user in the process of transition towards a smart home. The
question related to the return on investment by the acquisition of smart home components is
discussed. The primary objective is to determine which combinations of SHC to consider and
when to buy them. Such models, can significantly help users to make a gradual transition to
a smart home.
Using model M as a base, in practical terms, the output of the second contribution is a
framework (F), customizable for each client, for an investment analysis. Each householder
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can use the framework to help in its decision-making process regarding the transition or not
to a smart home concept. If yes, F offers an approximation of when and through which
technologies the investments of users will be profitable.
Considering multiple householders, this thesis makes use of the aggregator concept to reduce
peak load and achieve load leveling. That approach is very interesting for the supplier
provider and the user. Customers who opt for smart homes are strong candidates for demand
response programs. Using M and parts of F as the basis for a multi-user approach, the third
contribution of this research is the development of a method for coordinating the electricity
consumption of a community of users together with a generator company for social welfare
maximization.
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CHAPTER 8 CONCLUSION AND RECOMMENDATIONS
8.1 Concluding remarks
This thesis proposes a mixed integer linear optimization model that minimizes the cost while
maintaining a high level of user comfort in the scheduling of smart appliance usage in smart
homes. We achieve a compromise: the model is realistic, but can be solved in reasonable
time. For the instances considered, the solution found by the model proposed in this thesis
saves from 544USD to 2205USD more than other models proposed in the literature.
The aforementioned model was used in the construction of a framework to guide the transi-
tion to smart homes given customized electricity usage from an economic perspective. The
framework is able to propose the set of appliances, machines and other technologies that have
the best return on investment for a given householder.
Using strategies from that framework for individual smart homes, another framework was
developed to be used in the context of price-incentive demand response programs. It can avoid
new rebound peaks when users minimize their costs, which increases demand variability in
a way that is considered to be a concern from the generator company perspective. The
framework coordinates multiple houses by shaving aggregated peak loads and keeping the
desired comfort level for users, beyond of minimizing cost for users and for the generator
company.
8.2 Limitations
In general terms, there are some important limitations throughout this thesis.
The first limitation of this thesis is that it was not tested in real homes. Testing the developed
methods in real homes is necessary to validate research from a practical perspective.
The second limitation is the consideration of deterministic data rather than a uncertain data.
This means that the behavior of the user, the weather, appliance efficiencies, etc. are treated
as certain, which is an assumption that will not happen in reality.
For the individual scheduler model presented in Chapter 4 and used in Chapter 5, a limitation
is the lack of an automatic tool to collect data for the user. For instance, a user may not
properly understand how to measure the home insulation or the home solar gain, which can
impose extra costs by an extern service. In addition, if a modification to the home structure
is made such as a new window, the measure process must be repeated. How to construct an
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energy model for the home, without human intervention is out of the scope of this research.
The model of wind turbines, HVACs and WHs used are among the easiest models that
calculates the power needed, the temperature of the room, and the output water temperature,
respectively. The impact of outside temperature on EV was not considered. Thus, more
realistic models are required.
Another limitation throughout this thesis is the usage of day-ahead pricing policies (a deter-
ministic data). Consequently, the methods cannot be used in areas that has real time pricing
policies. For real time prices, a rolling horizon approach using model predictive control could
be used. However, this requires that the user model to be solved is 2 or 3 seconds. So, a
decrease in complexity is needed to increase the user model performance. In addition, the
formulation proposed for multiple users in Chapter 6 assumes real application of a coordi-
nated planning for several users without considering the possibility of accepting a demand
response request one day ahead by the user that is not carried out by him the following day.
Although a representative model is conceived for users, in Chapter 6 only hydro-power units
with simple representation is considered. This simplify the entire optimization problem, but
improves scalability.
Beyond these limitations, there are also challenges that can hinder the advancement of de-
mand response programs. Various barriers to the development of DR were recently identified
and classified by [142]. First, regulatory factors are one type of barrier. For instance, some
regions does not have legislation to allow the full potential of DR, such as in Brazil, while
in other regions, there are organizations that impose rules that limit it such as the Western
Electricity Coordinating Council in the U.S. Second, in some places the market entrance
criteria should also be reviewed to increase the participation rate of stakeholders. Third,
different entities could use DR for their own benefit, then managing the interactions among
these entities, i.e, coordinating their conflicting interests for DR is a challenge. Fourth, im-
portant amount of investment is needed for the infrastructures. Finally, the acceptance of
end-users is also uncertain.
8.3 Future Work
The thesis was conceived using a deterministic case. However, the majority of real problems
have uncertain data. Due to the natural dynamism of reality, sources of uncertainty such as
a variation in solar production due to a cloud that passes over the panels must be considered.
This can change the solution found in a deterministic context. So, a solution whose distur-
bance does not produce a sudden change in the objective function performance is desired.
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Given these uncertainties, a future work is dedicated to develop a stochastic approach for
the methods developed in this thesis.
The thesis used representative models users, but it was not given the same importance for
the GENCO model in the bilevel formulation. More realistic models can be used for GENCO
in a future work.
Another direction for future work could be to verify if the individual kWcap for appliances
is better than the framework proposed in Chapter 5 to determine the best combination of
appliances from an economic perspective.
Users could not follow the solution obtained by the GENCO from a bilevel optimization
problem. Machine Learning could be used to interact with the lower level optimization
problem bringing into the formulation some information about the user acceptance “levels”.
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