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Dickson [11], in 1905,first gave examples of finite near­
fields, which, in 1907, were used by 0. Veblen and J.H. Maclagan- 
Wedderburn [26] to construct finite non-desarguesian and non-pascalian 
geometries. The problem of characterising all finite near-fields 
remained open until Zassenhaus [28], in 1936, showed the addition of 
seven proper finite near-fields to the list of Dickson's, gave 
the complete picture. It appears that near-rings proper were first 
looked at in 1932 by H. Fitting [12]. Not long after, 0. Taussky 
[25] and B.H. Neumann [22] considered rings in which addition need 
not be commutative. The first real structural theorems on near­
rings are due to D.W. Blackett [8], who in 1953 extended the theory 
of simple and semi-simple rings to near-rings. These extensions, 
which exhibit a great deal of ingenuity, mark, in the author's 
opinion, the beginning of the first serious attempt to understand 
near-rings.
Deskins [10], in 1954, defined a radical S of a near­
ring N with minimal condition on right N-subgroups (D.C.C.) 
such that N/S was semi-simple, and S coincided with the usual 
nilpotent radical of N if N was a ring. Since then a great 
many possible radicals have been investigated for distributively 
generated near-rings with D.C.C., along with the problem of nil- 
potency [2,3,18,6,27,4 and 20]. All these radical candidates suffer, 
as does Deskins', from the disadvantage that either they are not 
nilpotent or the factor near-ring may not be semi-simple. In 
chapter three an entirely new approach to this problem is made
and a discussion of it is deferred until then.
iii.
Out of the many possible chain conditions we use maximal 
condition on right ideals; and minimal condition on two-sided ideals, 
on right ideals (called minimal condition), and on right N-subgroups 
(D.C.C.). This brings us to two points. Firstly, minimal condition, 
a considerably weaker assumption than D.C.C. (see example 1.2.1), 
is sufficient for most of the results of this thesis. Secondly, we 
do not adhere to the belief that distributive generation is required 
in a successful attack on near-rings. As seen in chapters two and 
three, a certain simplicity is acquired by a theory of near-rings 
which are not necessarily distributively generated and possess 
minimal condition only.
The first chapter is concerned mainly with preliminaries 
which are required in later chapters. In section two we state a 
Zassenhaus' lemma, refinement theorem, and Jordan-Holder theorem. 
Even though these results are new, they are not unlike those of 
Roth [23] and therefore receive only a brief survey, while section 
three of chapter one contains new concepts which are dealt with in 
full.
In chapter two a far reaching similarity between nil right 
ideals of near-rings and ZA-groups is outlined. Some of the acquired 
insight into nil ideals is used in the first section of chapter three 
to circumvent the problem of finding a nil-radical with a convenient 
factor near-ring, and in the second section where the maximal nil 
right ideal of a near-ring plays an important role in a more detailed 
consideration of the D.C.C. case.
On the whole chapters four, five and six become progres­
sively more specialized. The concepts of tame near-rings and N- 
modules are introduced in chapter four, and more fully developed in
iv.
chapter five. The units of certain tame near-rings are studied in 
detail in chapter six, which concludes with a brief discussion on 
the groups of units of near-rings generated by the inner auto­
morphisms of finite groups.
The enumeration will now be illustrated«. Suppose 'theorem 
2.3' is referred to, then this shall mean the third theorem of the 
second section of the chapter being read. Outside that chapter 
it will be referred to as theorem n.2.3 where n is the number 
of the chapter in which it appears. The same notation is used 
for examples, lemmas, and propositions.
The symbols '<' and are used throughout to express
the usual poset (partially ordered set) relationship between N- 
subgroups of an N-module, and right N-subgroups of a near-ring 
N . Set inclusion is denoted by '<=' , and the empty set by >6 .
In chapter six, the symbol 'x'  is used on occasions to denote 
the direct product of two multiplicative groups. All other symbols
used are defined in the text.
V.
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Definition; A (left) near-ring is a set N with two binary
operations, addition and multiplication, such that;
(i) the elements of N form a group N+ under addition;
(ii) the elements of N form a semigroup under multi­
plication;
(iii) if a , ß , 7 are in N , then a(ß+y) = aß + ay ;
and
(iv) for all q in N , Or] = qO = 0 , where 0 is the 
identity of N+ .
A right near-ring satisfies the right distributive law 
instead of the left. The difference between near-rings and rings 
is that for near-rings addition need not be commutative and only one 
distributive law may hold. From now on, the term near-ring shall 
mean left near-ring.
A near-ring N is said to have an identity if there exists 
an element 1 in N , such that al = la = a for all a in N .
If an identity of N exists, then it is unique. Also t) ( - 1 )  =  ~T) 
for all T) in N , since
T] • 1 + T ] ( - 1 )  = T ] ( l  +  ( " I ) )  =  0
It need not hold that (-1)r) = -q .
2 .
Example 1.1 I f  (G ,+ ,0 )  i s  a g roup ,  t h e n  t h e  s e t  K o f  a l l
f u n c t i o n s  o f  G i n t o  G t h a t  f i x  0 form a n e a r - r i n g  unde r  
' p o i n t w i s e '  a d d i t i o n  and c o m p o s i t i o n .  The f u n c t i o n  1 , d e f i n e d  
by gl = g f o r  a l l  g i n  G , i s  an i d e n t i t y  o f  K .
Le t  g,  be an e le m en t  o f  G , and a  be t h e  f u n c t i o n  
1 s i
o f  G i n t o  G d e f i n e d  by
gCL § "b § i j
8 i 1
i f  g t 0 and Oa = 0 . For  g ^ O  i n  G ,  ga ( - 1 ) =  - ( g + g , )
8 1 8 1
and g ( - 1 ) a  = ~g + g, .
s i 1
I f  G i s  a b e l i a n ,  t h e n  i t  f o l l o w s  t h a t  a  ( - 1 )  = ( - l ) a
8 1 8 1
i f ,  and o n l y  i f ,  2g^ = 0 . Thus ,  i f  G does no t  have  e x p o n e n t  2 , 
t h e r e  e x i s t s  g^ i n  G such t h a t
a
g 1
( - 1 )  * ( - l ) a
8 1
A s u b s e t  K o f  a n e a r - r i n g  N i s  a s u b n e a r - r i n g  o f  N , 
i f  i t  i s  a n e a r - r i n g  when + and . a r e  r e s t r i c t e d  t o  K „
D e f i n i t i o n : Le t  N be a n e a r - r i n g  and L a s u b s e t  o f  N . Le t
N d e n o te  t h e  i n t e r s e c t i o n  o f  a l l  s u b n e a r - r i n g s  o f  N c o n t a i n i n g  
L . The s u b n e a r - r i n g  N o f  N w i l l  be c a l l e d  t h e  s u b n e a r - r i n g
JLi
g e n e r a t e d  by L .
D e f i n i t i o n ; A s u b s e t  L o f  N w i l l  be c a l l e d  a d i s t r i b u t i v e
s e t  o f  g e n e r a t o r s  o f  N , i f
3 .
(i) (a+ß)A = <xÄ + ßA for all a , ß in N and A 
in L ; and
(ii) N = N .L
Furthermore, N will be called distributively generated 
(cf. [13,14]) if it has a distributive set of generators.
Example 1.2 Let (G,+,0) be a group and let K be the near­
ring of example 1.1. If L is a subset of the semigroup of all 
endomorphisms of G , then K is easily seen to be distributivelyJLj
generated.
Definition: In accordance with Beidleman [4], Roth [23], and
others, an N-module is defined as a system (V,N,t ) , where V
additive group; N is a near-ring; and t is a function on
to V satis fying:
(i) (V,T]1tj2)t = ( (v ,t) )t ,t]2)t ; and
(ii) (V,T) = (v ,t]^)t + (v ,t]2)t for all v in V
and T). , i = 1,2 , in N.
From now on (v ,t])t will be denoted by vt) for all v in V and 
T) in N . Furthermore, we shall denote a right N-module (V,N,t) 
by V and drop the word 'right' from 'right N-module' .
Let 0 be the identity of an N-module V , and O' the 
identity of N~*~ . Since
v0' + v0' = v(0'+0') = v0'
for all v in V , it follows that vO' = 0 . Also, since 00' = 0 ,
we have
4 .
Or) = (001 )t] = 0(0'r,) = 0
for all T) in N .
V will be called unitary if N contains an identity element 
1 such that vl = v for all v in V .
It should be noted that it need not hold that (-v)r) = -(vrj)
for v in V and r] in N .
Example 1.3 If N is any near-ring, then N~*" is an N-module
under near-ring multiplication.
Example 1.4 If G is an additive group and N is any subnear­
ring of the near-ring of all functions of G into G that fix 0 , 
then G is an N-module. In particular, if N coincides with the 
K of example 1.1 and G is abelian but not of exponent 2 , then 
there exists g^  in G , such that
(-g)a £ -(ga )
81 81
for some g in G .
, i = 1,2 , be 
is an N-
(vt])t = (v t)t)
Definition: Let N be a near-ring and let V.--------------  l
N-modules. A group homomorphism t of into
module homomorphism if
for all v in V and rj in N .
5 .
Definition; Let V be an N-module. A subset P of V will
be called an N-subset if vr) is in P whenever v is in P and
+T] is in N . An N-subset of N will be called a 'right N-subset' 
in order to distinguish it from 'left N-subsets'. The latter are
defined as any subsets of N, closed under multiplication from the
left by element s o t  N •
Definition; Let N be a near-ring and V an N-module. An
N-subgroup of V is arl additive subgroup V of V , with the
property that v 1T) is in vi whenever v^ is in and t] is
in N .
In the case of the N-module N , we avoid confusion by
calling N-subgroups 'right N-subgroups'. A 'left N-subgroup'
■f-is therefore, by analogy, a subgroup of N , closed under multi­
plication from the left by elements of N .
Definition; Let N be a near-ring and V an N-module. The
kernel of any N-module homomorphism on V will be called an 
N-submodule (see [4]), or simply a submodule of V . A right ideal 
of a near-ring N is any submodule of the N-module N~^  .
If N is a near-ring with an N-module V , then a sub­
group of V is a submodule of V if, and only if, is a
normal subgroup of V , and
( V + V  i ) T) “ VT] 0)
is in for all v^ in , v in V and
[4,23,7]). If V is unitary, the normality of
T] in N (see 
follows from
( I) by taking r) = 1 .
6.
Any union of N-subgroups of an N-module V 
subset. If, on the other hand, V is unitary and P 
subset of V , then
is an N- 
is an N-
P = U vN 
veP
If V is not unitary, then it need not be true that P is a union 
of N-subgroups of V , as the following example shows
Example 1.5 Let V be any additive group and N any near-ring
By defining vt) = 0 for all V in V and t] in N , V can be
made into an N-module. If V is not of exponent two, we can choose
a two element subset ft of V such that 0 is in ft , and ft is
not a subgroup of V . It is easily seen that ft is an N-subset 
of V , but not a union of N-subgroups of V .
It should be noted that the N-subgroups of V coincide 
with the additive subgroups, and the N-submodules with the normal 
subgroups. Thus a submodule of a submodule of V need not be a 
submodule of V . What happens in a less trivial case? Is the 
submodule relationship transitive for a unitary module? The next 
example provides us with a negative answer.
Example 1.6 Let V be any group and take N to be the ring
of integers Z . Any element of Z can be expressed as a finite 
sum of I's or -I's , and therefore V can be uniquely regarded 
as a unitary Z-module. For the same reason the subgroups of V 
coincide with Z-subgroups. Since 1 distributes over V , we have, 
by [14], that the normal subgroups of V coincide with the Z-sub- 
modules. Thus, being a submodule is, in this case, not transitive.
7 .
There are, however, large classes of N-modules which have this 
property. We shall meet up with these in chapters four, five and 
six.
Definition; If a subgroup of the additive group N+ of a near­
ring N is a left and right N-subgroup of N , then it will be
called a two-sided N-subgroup of N .
Definition: If a subgroup of the additive group N**" of a near­
ring N is a left N-subgroup and right ideal of N , then it will
be called a two-sided ideal, or, simply, an ideal of N .
The two-sided ideals of N are the kernels of near-ring 
homomorphisms on N .
Notation: Let (V,+) be a group. If V , i e l ,  are sub-' i








Thus, if V , j = 1,2, are subgroups of V , + \^ *s
subgroup generated by U .
If L , i = 
ally use the notation
1,2, are subsets of V , we shall occasion- 
to indicate the subset
K  + is in L.} 1
8.
of V . It should be clear from the context the usage of '+' 
which is implied.
Notation* Let N be a near-ring and L.l , i = 1 , . ..,k , a
finite collection of subsets of N „ The subset of N consisting
of all elements a-jO^ cc^ .., .a, where k a. isl in L. l for i = 1...k ,
we shall denote by
L .L.. . ., . L,1 2 k
If L, - L2 - ... - Lk - L , then we denote L . L0. 1 2 ... L by .k
If V is an N-module, S a subset of V , and L a subset of N ,
then S.L will denote the set of all vq , where v is in S and 
T] is in L .
Proposition 1.1 If V is an N-module, then;
(i) Z V. may be regarded as a submodule of V , if 
iel 1
V , i e l ,  is a family of submodules of V ; and
(ii) V + ^2 ma^ regarded as an N-subgroup of V ,
if V.| is an N-subgroup and a submodule
of V .
Proof: We need only prove (i) for finite sums. Thus, if U
and W are submodules of V , we shall show that U + W may be 
regarded as a submodule of V .
Firstly, U + W is a normal subgroup of V . Secondly, 
if u + w is in U + W where u comes from U and w from W , 
then
(v+u+w)rj - vt) = (v+u+w)r) - (v+u)r) + (v+u)r] - vr)
9 .
i s  i n  U + W f o r  a l l  v i n  V and r] i n  N . Thus U + W i s  
a submodule o f  V , and ( i )  i s  p ro v ed .
( i i )  I f  i s  i n  f o r  i  = 1,2 , t h e n ,  s i n c e
( v 1 '+'v 2 )'rl “ v i Tl *-s ■*-n ^ 2  ^ ° r  ^ i n  N , i t  f o l l o w s  t h a t
( v 1 +v2) T) i s  i n  V2 + V1 (= V1 + V2 ) .
P r o p o s i t i o n  1.1 i s  w e l l  known [ 4 , 2 3 ] .  Because t h e  n e x t  
r e s u l t  i s  s i m i l a r ,  and a l s o  w e l l  known, we omit  t h e  p r o o f .
P r o p o s i t i o n  1.2 Le t N be a n e a r - r i n g .  Then:
( i ) i f T.l , i  = 1 ,2  , a r e  t w o - s i d e d  i d e a l s o f  N ,
so i s T + T2 ; and
( i i ) i f A i s  a t w o - s i d e d  N-subgroup  o f  N, and T
a t w o - s i d e d  i d e a l ,  A + T i s  a t w o - s i d e d  N- 
subgroup  o f  N .
Any i n t e r s e c t i o n  o f  submodules  o f  a module V i s  a sub-  
module o f  V , and any i n t e r s e c t i o n  o f  t w o - s i d e d  i d e a l s  o f  N i s  
a g a i n  a t w o - s i d e d  i d e a l .  The same i s  t r u e  f o r  N -subgroups  o f  V ; 
r i g h t  and l e f t  N-subgroups  o f  N ; and t w o - s i d e d  N -subgroups  o f  N .
D e f i n i t i o n ; Let  N be a n e a r - r i n g  and L a s u b s e t  o f  N . The
r i g h t  i d e a l  g e n e r a t e d  by L w i l l  be t h e  i n t e r s e c t i o n  o f  a l l  r i g h t  
i d e a l s  o f  N c o n t a i n i n g  L , and w i l l  be d e n o te d  by R(L) . A 
s i m i l a r  d e f i n i t i o n  can be  made f o r  t w o - s i d e d  i d e a l s  and,  i n  t h i s  c a s e ,  
T(L) w i l l  d e n o t e  t h e  i d e a l  o f  N g e n e r a t e d  by L . The l e f t  N- 
s ubg roup ,  r i g h t  N-subgroup  and t w o - s i d e d  N-subgroup o f  N g e n e r a t e d  
by L a r e  d e n o te d  by i ( L )  , r (L )  and t ( L )  r e s p e c t i v e l y .
1 0 .
P r o p o s i t i o n  1.3 ( c f .  [13])  I f  V i s  an N-module;  S a s u b s e t
o f  V j and V' an N-subgroup  o f  V , t hen
r = [r] e N I St) c V' )
( i )  a r i g h t  N-subgroup  o f  N ;
( i i )  a t w o - s i d e d  N -subgroup  o f  N , i f  S i s  an N- 
s u b s e t  o f  V ;
( i i i )  a r i g h t  i d e a l  o f  N , i f  V1 i s  a submodule o f  V ; 
and
( i v )  an i d e a l  o f  N , i f  V1 i s  a submodule o f  V , and 
S i s  an N - s u b s e t  o f  V .
P r o o f i  I t  i s  ea sy  to  check  ( i )  and ( i i ) .
( i i i )  Suppose t h a t  V1 i s  a submodule o f  V . Then, by
( i ) ,  T i s  a r i g h t  N-subgroup o f  N . I f  y i s  i n  F , t h e n
s ( t)+7“T)) = Sr) + sy - st)
f o r  a l l  s i n  S and r] i n  N . S in c e  V1 i s  normal  i n  V , i t
f o l l o w s  t h a t  si] + sy - sr] i s  i n  V' , and t h e r e f o r e  r) + 7 - r)
i s  i n  T . I f  t) , i  = 1 ,2  , a r e  i n  N , t hen
s [ ( t) 1+ 7 )t]2 - T) 1T)2 ] = ( st] 1+ s 7 ) T]2 - st) 1*n2
f o r  a l l  s i n  S . S inc e  V' i s  a submodule o f  V , i t  f o l l o w s  
t h a t  ( st)1+S7) t]2 - sr) T^)2 i s  i n  V' , and t h e r e f o r e  ( t] i + 7) t)2 " Tl-|Tl2 
i s  i n  T .
( V ' : S )  i n  t h e  n o t a t i o n  o f  [ 1 3 , 1 8 , 1 9 , 4 ,  and 5 ] .
■>v
11 .
( i v )  T m us t  be  a t w o - s i d e d  N - s u b g r o u p  by ( i i ) ,  and 
t h e r e f o r e ,  by  ( i i i ) ,  i t  i s  an  i d e a l .
C o r o l l a r y : I f  V , N , S and V' a r e  a s  i n  t h e  p r o p o s i t i o n ,
an d  L i s  a s u b s e t  o f  N su ch  t h a t  S .L  cz V' , t h e n :
( i )  ' S . r ( L ) cz V
( i i ) ' S . t ( L ) cz V' , i f S i s  an N - s u b s e t o f v  ;
( i i i ) ' S .R (L ) cz V' , i f V i s  a subm odu le o f V ; and
( i v ) ' S .T ( L ) cz V' , i f V i s  a subm odu le o f V and
S i s  an  N - s u b s e t  o f  V .
P r o p o s i t i o n  1 . 4  I f  L i s  a l e f t  N - s u b s e t  o f  a n e a r - r i n g  N ,
t h e n  R(L) i s  an  i d e a l  o f  N .
P r o o f : S i n c e  N.L cz L cz R(L) , i t  f o l l o w s ,  by ( i i i ) '  o f  t h e
c o r o l l a r y  o f  p r o p o s i t i o n  1 . 3 ,  t h a t  N.R(L)  cz R(L) , and t h e r e f o r e  
R(L) i s  an  i d e a l  o f  N .
P r o p o s i t i o n  1 . 5  I f  L , i  = 1 , 2  , a r e  s u b s e t s  o f  a n e a r - r i n g
N , t h e n  R C L ^ .I^ )  = R ^ . R C I ^ ) )  and r C L ^ . I ^ )  = r ^ . r C I ^ ) )  .
P r o o f : O b v i o u s l y  RCL^.L^) ^  R ^ ^ . R ^ ^ ) )  . S i n c e  L^.L^ cz R ^ ^ . L ^ )  ,
i t  f o l l o w s ,  by  ( i i i ) '  o f  t h e  c o r o l l a r y  o f  p r o p o s i t i o n  1 . 3 ,  t h a t  
L^.RCL^) cz R C L ^ .! ^ )  • Hence  R ^ ^ . R t l ^ ) )  ^ RCL^.L^) and t h e  r e s u l t  
f o l l o w s .  The p r o o f  o f  t h e  s e c o n d  s t a t e m e n t  f o l l o w s  a s i m i l a r  p a t t e r n .
C o r o l l a r y : I f  L i s  an y  s u b s e t  o f  N an d  r] an  e l e m e n t  o f  N ,
t h e n  T ] . r (L )  = r ( r ] . L )  .
12.
Now for some standard notation:
Definition: Let V be an N-module. If V. , i e I , is a-------------  l
family of submodules of V such that:
(i) V = Z V. ; and
iel 1
(ii) V fl Z V. = {0}
J i£I-{j} 1
for each j in I ; then we say that V is a restricted direct sum 
of the , i e I . If V1 is such a restricted direct sum, then
we write
V = ©  V. . 
iel 1
From now on, the word 'restricted' is dropped.
A similar definition can be made for two-sided ideals of a 
near-ring.
Proposition 1.6 If V is an N-module and V. , i = 1,2 , are---- ---------------  l
submodules of V , then
(vl+v2)n = v t) + v2r] mod V PI V2 
for all Vj, , i = 1,2 , in V_^ and t) in N .
Proof: We note that (v^-h©^ - - v^ r] is in , since
(V1 -hv 2 )'n “ V 2T] (v2 + [(-v2) + V] + ]^)r] - v2r]
13.
and -v^ T) are in . Also (v^+v^)^ - v^ T] - v^ r] is in , since
(v 1+ v 2 )t1 “ v 2t1 " V 1T1 = (v 1+ v 2 )t1 - v t, + [v n - v  T)-V T)]
Therefore the proposition holds.
Corollary: Let an N-module V be a direct sum of submodules
. If v. is in V. for i = 1,...,k , then I k  l l
(V 1 +v2"^’ * ‘ +vk)^ = V l^ +  V2^ +  ••• +  V T^1 
for all T) in N .
The proof is a consequence of proposition 1.6.
Let V be an N-module and V' a submodule of V . Often 
we shall consider certain special properties that V1 may have, 
relative to submodules of V contained in V' . Thus, the non­
transitivity of the submodule relationship forces us to state many 
definitions and theorems relative to some larger containing module.
Proposition 1.7 Let V be an N-module and V , i = 1,2 ,
submodules of V such that vi n V2 = (0} . Let U be a submodule
of V contained in V © V2 • If 7T . ,1 i = 1,2 , denotes the
projection of U onto V.1 , then U r r .  is 1 a submodule of V .
Proof: It is easily checked that each U77\ , i = 1,2 , is a normal
subgroup of V . Suppose v^  + is in U where v^ , i = 1,2 , 
is in V_^ ; and let r) be an element of N . We shall show that
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(V+V^+V^T] - VT] = (v+V )t] - VT] +  (v+V^T] “ VT]
for all v in V . Consider the element
U = (v+V +V )t] - (V+V2 )r) +  VT] - (V"fv i) T]
of V . Because vr] ( V+V i ) T] and
(v+v 1+v2)t] - (v+v2)T)
are in , it follows that u is in . But, since
x = - (v + v 2 )t] +  VT]
is in V2 , and
U = (v+V1+V2 )r) - (V+V -j ) T] +  (V+V -| ) T) +  x - (v+V^T)
where
(v + v 1+v 2 )T] - ( v+v-j )T]
is in V2 , it follows that u is in fl = {0} . Thus
(v +V^+V2 )t] - VT) = (v+V^)r| - VT) +  (v+V2)r) - VT)
Because + v, is in U and
(v + v J t] - vt] (= y^)
i = 1,2 , is in V , it follows that y. is in Utt. for i = 1,2 .
l l i
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Thus Che Utt. are submodules of Vl and the proposition is proved.
§2. Isomorphism and Jordan-Holder Theorems
Definition: Let V' be a submodule of an N-module V . We
shall say that V1 satisfies minimal condition if, whenever
v  2t V ^  V ^  . . .
1 2  3
is a descending chain of submodules of V contained in V' , there 
exists some positive integer k , such that for every
integer n not less than k . In other words, any such descending 
chain of submodules terminates.
Dually, V1 will be said to satisfy maximal condition if 
any ascending chain of submodules of V , contained in V' , termin­
ates. For a near-ring N , minimal or maximal condition will refer
“I*to the N-module N
These two conditions are weaker than the requirement that 
V' be artinian or noetherian (see [1 and 23 Ch.3]).
Definition: An N-module V will be said to satisfy the des­
cending chain condition (D.C.C.), if any descending chain of N- 
subgroups of V terminates. Dually, V satisfies the ascending 
chain condition (A.C.C.), if any ascending chain of N-subgroups 
of V terminates.
D.C.C. or A.C.C. for a near-ring N refers to the N-module
16.
The above definition covers D.C.C. for an N-subgroup 
of an N-module. The next example shows that D.C.C., or the pro­
perty of being artinian, is much stronger than minimal condition.
Example 2.1 Let (G,+) be any group and H a subgroup of G .
We can make G into a near-ring, N say, by setting
aß = ß
for all ß in G and a in G - H , and
aß = 0
for all ß in G and a in H .
It is not difficult to check that N is a near-ring, and
that a subgroup B of G is a right N-subgroup if, and only if,
B ^ H ; and a right ideal if, and only if, B is normal in G and
B ^ H . Whenever core ,H (the unique maximal normal subgroup ofG
G contained in H ) is {0} , N contains no right ideals. Thus 
N may satisfy minimal condition without satisfying D.C.C.
Alternatively, suppose H is a minimal normal subgroup 
of G . It may happen that there is an infinite descending chain
H EL > "l > KL >
of subgroups of H such that H, M is normal in H , k = 0,1,2,... .k-f 1 k
This would happen, for example, when H is an infinite direct sum of 
prime cycles of order p . If this descending chain exists, then N 
contains H as a unique proper right ideal, but each HL may be
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regarded as a submodule of  ^ , i = 1,2,... . Thus N has
minimal condition but is not artinian.
Roth [23] has shown that if
V0 > V 1 > v 2 >  ••• > v r = (0} ’
and
V ’ > V' > V • > . . . >  v ' = {0}U I Z s
are two finite sequences of N-subgroups of an N-module V such
that V. = V ' = V ; V.,. is a submodule of V. for i = 0,...,r-l0 0 l+l l
and V* is a submodule of V.' for j = 0,...,s-l , then, in the J+1 J
normal manner, these sequences have isomorphic refinements. This is 
what Higgins [16] has done for fi-groups.
Similar results, where each and V 1 is a submodule
of some containing module, will now be stated. These results are 
not covered by those of Higgins or Roth, but the fact that they hold 
is essentially a consequence of the isomorphism theorems for modules, 
and the modular law for normal subgroups.
If is a submodule of an N-module V , and ^
where is an N-subgroup of V , then ^2 ^ 1 an N-subgroup
of V/Vj where
(v+V )t] = VT) +
for all v in V . If is a submodule of , then V^/V^
is a submodule of V/V^ . As for groups, the three isomorphism 
theorems hold for N-modules [23], where 'group* is replaced by 
'N-module'; ‘group homomorphism' by 1N-homomorphism'; 'subgroup'
18 .
by 1N -s u b g ro u p 1; and 'n o rm a l  subg ro u p '  by ' s u b m o d u l e ' .  A s i m i l a r  
s t a t e m e n t  can be made f o r  n e a r - r i n g s  [13 and 15 ] ,  where  t h e  r e s ­
p e c t i v e  group  c o n c e p t s  become ' n e a r - r i n g s ' ;  ' n e a r - r i n g  homomorphisms' ;  
' s u b n e a r - r i n g s ' ;  and ' i d e a l s ' .
D e f i n i t i o n : I f  V' i s  a n o n - z e r o  submodule o f  an N-module V ,
t h e n  V' w i l l  be c a l l e d  a minimal  submodule i f  i t  does  not  c o n t a i n  
any submodules  o f  V , e x c e p t  {0} and V' . The s t a t e m e n t  ' 
i s  a minimal  f a c t o r  o f  V* w i l l  mean t h a t  and a r e  sub-
modules  o f  V such t h a t  -  ^2 ’ and ^ / V  i s  a minimal  sub-
module o f  V/V.J .
P r o p o s i t i o n  2.1 The l a t t i c e  o f  submodules  o f  an N-module V
i s  modula r  ( s e e  [21 p . 4 9 1 ] ) .
T h i s  f o l l o w s  from t h e  modular  law f o r  normal  su b g ro u p s .
C o r o l l a r y : Le t  V , i  = 1 , 2 , 3  , be submodules  o f  V . I f
V ^ V2 , V1 n v 3 = v 2 n v3 and Vl + V3 = V2 + V3 ’ t h e n  V1 = V2 
( s e e  [21 Thm 8 p . 4 9 1 ] ) .
N o t a t i o n :  Le t  V. , i  = 1 ,2  , be N-modules .  We s h a l l  w r i t e----- --------- L
N
5 V0 i f  t h e r e  e x i s t s  an N- isomorph ism o f  on to  . The
symbol ' s ' w i l l  be used t o  e x p r e s s  n e a r - r i n g  i som orph ism s .
Theorem 2.1 Let  V be an N-module, where V.l and V . ' a r el
submodules  of V f o r  i  = 1,2 . I f  V . 1l •H
>V
II f o r i  = 1,2 , t h e n
N
[Vj '  +  ( V1 n v 2) ] / [V1 ' +  ( v 1 n v 2 ' ) ]  = [ v2 ' +  ( v 1 n v 2) ] / [ v 2 ' +
+ ( v , '  n v2>] .
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This is the analogue of Zassenhaus' lemma. As in the 
group case, both the left and right side of the expression above 
are group isomorphic to (V^  fl V^)/V , where
v = v n v 2 ' + v 1 n v 2
Proposition 1.6 can now be used to show that these natural group 
isomorphisms are N-isomorphisms.
Definition: Let V be an N-module and V' a submodule. Any
finite sequence
(°} = Vo < V t < \  = V' (1)
of submodules of V will be called a V-chain of V' . The length 
of the V-chain (1) is k . If V /V_^   ^ , i = 1,...,k , are minimal 
factors of V , then the V-chain (1) will be called a chief V-chain 
of V  .
A given submodule V1 of V may, or may not, have a chief
V-chain.
We now state the Schreier and Jordan-Holder theorems. The 
proofs are entirely similar to those for groups.
Theorem 2.2 Let V be an N-module and V' a submodule of V .
Any two V-chains of V1 in V have N-isomorphic refinements.
Theorem 2.3 Let V be an N-module and V' a submodule of V
If chief V-chains ci and of V 1 in V exist, then
2 *is N-isomorphic to C
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Theorem 2.4 Let V be an N-module and V* a submodule of V . 
A chief V-chain of V' exists if, and only if, V 1 satisfies 
maximal and minimal condition in V . Furthermore, if either of 
these equivalent statements hold, then any V-chain of V' has a 
chief V-chain as a refinement.
The proof is like that for modules in the ring sense.
The results stated in this section for N-modules are, of 
course, true for right ideals of N . Since the ideals of a near- 
ring N form a modular sublattice of the lattice of right ideals 
of N , it follows that the above results hold for ideals of N . 
The following definition is all we require later:
Definition: To call 
near-ring N will mean 
T‘2 > T^ , and no ideals
T 2 ^ 1  a t w o ~ s;^ ec* 
Tt , i = 1,2 , are
of N lie properly
minimal factor of a 
ideals of N such that 
between T^ and T^ .
§3. Stable Right Ideals of Near-rings
Definition: Let N be a near-ring and R a right ideal of N .
If R contains a right ideal R' of N distinct from R and such 
that, whenever R^  is a right ideal of N properly contained in 
R , it follows that R^  g R1 , then we shall call R stable.
From this definition it follows that. R' is maximal as a 
right ideal of N in R and, as such, it is unique. R1 will be 
called the stabilizer of R . The N-module R/R' will be called
a stable factor of N .
2 1 .
To say  t h e  r i g h t  i d e a l  R o f  N i s  s t a b l e ,  i s  t h e  e q u i v a ­
l e n t  o f  s a y in g  t h a t  t h e  sum o f  a l l  r i g h t  i d e a l s  o f  N , p r o p e r l y  
c o n t a i n e d  i n  R , i s  l e s s  t h a n  R . T h i s  sum must  t h e n  be t h e  
s t a b i l i z e r  o f  R . I n  t h i s  c o n t e x t  we a v o id  u s i n g  t h e  words ' j o i n  
i r r e d u c i b l e '  i n  o r d e r  to  d e f i n e  t h e  s t a b i l i z e r .
Theorem 3 . 1 Le t  N be a n e a r - r i n g  w i t h  minimal  c o n d i t i o n .  I f
Rj / R^ i s  a minimal  f a c t o r  o f  N , t h e n  R_|/R2 N - i som orph ic
to  a s t a b l e  f a c t o r  R/R1 o f  N , where R ^ R and R ^ R? .
P roo f : I f  R-| /R2 n o t  s t a -^*-e ’ t h e n  t h e r e  e x i s t s  a r i g h t  i d e a l
R  ^ < R.( , and such t h a t  R,  ^ £ R2 . S in c e  R^ < R^  , R3 £ R2 , 
and r 2 i s  maximal  i n  R^  , i t  f o l l o w s  t h a t  R2 + R^ = R^  . Hence
N
r 1/ r2 = r3/ r2 n r3 •
By t h e  c o r o l l a r y  o f p r o p o s i t i o n  2 . 1 , r3/ r2 n r i s  a minimal
f a c t o r  o f  N . Let R2 n R3 ■ R4 • I f  R0/R,  3 4
i s  no t  s t a b l e , t hen
t h e r e  e x i s t s  a r i g h t i d e a l  R^ < R3 such t h a t R. + R = R_ . 4 5 3 I t
f o l l o w s  t h a t
N
R3/R 4 S V R6 ’
where  R. = R. fl R r . Aga in ,  R/ R, .  i s  a minimal  f a c t o r  o f  N . 
6 4 5 5 6
T h i s  p r o c e s s  must  e v e n t u a l l y  t e r m i n a t e ,  s i n c e
R! > r3 > R5 >
i s  a p r o p e r l y  d e s c e n d i n g  c h a i n  o f  r i g h t  i d e a l s  o f  N . S in c e  t h e  
p r o c e s s  can o n l y  f i n i s h  w i t h  a s t a b l e  f a c t o r ,  ^ 2n+1^ 2n w^ e r e  n
2 2 .
i s  some n o n - n e g a t i v e  i n t e g e r ,  we may t a k e  R = R0 , ,  and R:
2n+1
Then i t  w i l l  f o l l o w  t h a t
R2n
N N N
R. / R0 = R0/R,  = . . .  = R/R'1 2  3 4
Theorem 3 . 2  L e t  N be a n e a r - r i n g  and R a s t a b l e  r i g h t  i d e a l
o f  N w i t h  s t a b i l i z e r  R' . E i t h e r
( i )  t h e r e  e x i s t s  y  i n  R such t h a t  y  i s  no t  i n  
R' f o r  k = 1 , 2 , . . .  ; o r
( i i )  R.R c  R' .
P ro o f : Suppose ( i )  i s  f a l s e  and l e t  ß be i n  R . I f  ß i s
i n  R' , t h e n  ßR ^ R1 . I f  ß i s  n o t  i n  R1 , t h e n  t h e r e  e x i s t s  
a min imal  p o s i t i v e  i n t e g e r ,  s ay  m , such t h a t  ßm i s  i n  R' .
S i n c e  ß i s  n o t  i n  R1 , m ^  2 and ,  by ( i i i ) '  o f  t h e  c o r o l l a r y
K- 1/  m o f  p r o p o s i t i o n  1 . 3 ,  i t  f o l l o w s  t h a t  ßR(ß ) ^ R' . Because  R'
X- 1i s  a  s t a b i l i z e r  o f  R and b e c a u s e  ß i s  i n  R , bu t  n o t  i n
X- 1
R1 , we have  R(ß ) = R . Thus ßR ^ R' f o r  a l l  ß i n  R , 




MINIMAL CONDITION AND NIL RIGHT IDEALS
§1. Nil right Ideals in Near-rings with Minimal Condition
Definit.ion: A subset L of a near-ring N will be called
nilpotent if there exists a positive integer k such that 
icL = (Oj . L will be called a nil subset of N if, for each
•y in L , there exists a positive integer k such that
k 7
Laxton [18] has shown that if N is a distributively 
generated (d.g.) near-ring with identity and D.C.C., then N 
possesses a unique maximal nil right ideal that contains every nil 
right ideal of N . Furthermore, he shows that this right ideal 
is actually nilpotent. His approach is to define the quasi-radical 
of a d.g. near-ring with identity to be the intersection of all 
maximal right ideals of N , and then to show, under the conditions 
above, that the quasi-radical is the unique maximal nil right ideal.
Our approach is nothing like Laxton's, but provides us, 
as Laxton's does, with many interesting side results. It concludes 
by indicating an interesting similarity between nil right ideals 
and ZA - groups. Furthermore, the strongest assumption made is 
minimal condition.
Lemma 1.1 Let N be a near-ring with minimal condition and
A a minimal ideal of N . If a nil right ideal R of N is 
contained in A , then
R.A = [0]
24.
Proof: Two cases have to be dealt with. They are very similar.
Case 1 Suppose A is a nil ideal. Then it will follow that
2 2R.A = {0} if it is shown that A = {0} . Suppose A (0} , 
and let be the set of all right ideals R' of N , contained
in A , and such that
R'.A = {0}
can be partially ordered by 
be used to show that $ has a 
empty because it contains (0} 
is any linearly ordered subset 
ideal of N such that
inclusion. Zorn's lemma will now
maximal element Q . 3 is non-
. Furthermore, if R , i € I ,
of ^ , then U R .  is a right 
iel 1
and





Thus has a maximal element, say Q . We have Q /= A , since
2by assumption A {0} . Therefore, by minimal condition, there
exists a right ideal of N such that ^ A , > Q ,
and Q^/Q is a minimal factor of N . By theorem 1.3.1 ,
Q^/Q is N-isomorphic to a stable factor R^/R2  of N , where
A contains R_. . Since A is a nil ideal, R^  is nil and there-
2fore, by theorem 1.3.2, R c R^ . By the corollary of proposi­
tion 1.1.3,it follows that
R j . T (R ^ ) d R2
Because A is a minimal ideal, T(R^) = A . Since Q^/Q is 
N-isomorphic to ^  follows that Q^.Ac Q . Thus
25.
2 2 2 Qj.A c: Q.A = {0} . Because A ^ (0} , T(A ) = A . It now follows,
by the corollary of proposition 1.1.3, that Q^.A = (0} which is
a contradiction to the maximality of Q .
2Case 2 If A is a non-nil ideal then A /= {0} . As in case 1,
it follows that there exists a right ideal P of N such that
P  ^R and P is maximal for the property that P.A = {0} . It
remains to show that P = R . If P < R , then we can find a right
ideal P^  lying between P and R and such that P^/P is a
minimal factor. As before, by considering a stable factor R^/^
N-isomorphic to P^/P and such that R^  ^ P^  , it follows that
2P^.Ac: P . Again, as in case 1, we have that P^.A = (0) and 
therefore P^.A = {0} , which contradicts the maximality of P .
Thus P = R and the lemma is proved.
Lemma 1.2 If N and A are as in lemma 1.1, and if R^ ,
i = 1,2 , are nil right ideals of N contained in A , then
Rj+R^ is a nil right ideal of N contained in A .
Furthermore, there exists a unique maximal nil right 
ideal R contained in A , and R has the property that
R. A = (0}
2Proof; If A is a nil ideal, then, by lemma 1.1, A = {0}
and therefore
(R1+R2)2 = {0}
Suppose A is not a nil ideal. By lemma 1.1, R^.A = {0} for 
i = 1,2 . By proposition 1.1.6, it follows that
26.
(E(+r2).a c  r ] n r2
Since R.^ fl R2 is a nil right ideal of N contained in A , we 
have by lemma 1.1, that
(r1+r2).a2 C (r1 n r2).a = [0}
2 2Since A f {0} and T(A ) = A , this implies that
(R1+R2).A = {0}
2Therefore (R.+R^) = {0} and R^+R? is a nil right ideal.
We shall now show that R exists. Let 2s be the set
of all nil right ideals of N contained in A . ?s can be
partially ordered by inclusion. If R^  , i e I , is a linearly
ordered subset of 2s , then U R. is in 2f , since
iel 1
and





by lemma 1.1. Thus 2s contains a maximal element, say R . If 
R' is any other maximal element of 2s , then, since R  ^R+R' , 
and R+R' is contained in 2s and is nilpotent, it would follow 
that R+R1 = R . Hence R1  ^R , and, because R1 is maximal,
R' = R .
Lemma 1.3 If N is any near-ring and L is a finite non-zero
subset of N , then there exists a right ideal of N maximal for
2 7 .
b e i n g  p r o p e r l y  c o n t a i n e d  i n  R(L) . F u r t h e r m o r e ,  t h e r e  e x i s t s  an 
i d e a l  o f  N maximal  f o r  b e i n g  p r o p e r l y  c o n t a i n e d  i n  T(L)  .
T h i s  i s  s i m i l a r  t o  v e r y  w e l l  known r e s u l t s  i n  g ro u p  
t h e o r y .  The p r o o f ,  an  a p p l i c a t i o n  o f  Z o r n ' s  lemma, i s  o m i t t e d .
Theo rem 1.1 L e t  N be  a n e a r - r i n g  w i t h  m i n im a l  c o n d i t i o n  and
l e t  R b e  a n i l  r i g h t  i d e a l  o f  N . I f  L i s  an y  f i n i t e  s u b s e t  
o f  R , t h e n  L i s  n i l p o t e n t .
P r o o f : By lemma 1 . 3 ,  t h e r e  e x i s t s  an  i d e a l  T^ o f  N maximal
f o r  b e i n g  p r o p e r l y  c o n t a i n e d  i n  T(L) . S i n c e  R(L) g T(L) and 
R(L) ^ R , i t  f o l l o w s  t h a t  R(L) ^ T(L)  D R . But T(L)  fl R i s  
a n i l  r i g h t  i d e a l  o f  N , and t h e r e f o r e
( T ( L )  n R + T ) / T
i s  a n i l  r i g h t  i d e a l  o f  N/T c o n t a i n e d  i n  T ( L ) /T ^  . By 
lemma 1 . 1 ,  i t  f o l l o w s  t h a t
( T ( L )  n R + T ) . T ( L ) ^  c  T .
S i n c e  L <z T(L)  D R +  T , we h a v e  L .T ( L )  cz T^ and t h e r e f o r e
2 2L c: T . Thus  T(L ) g T^ . S u p p o se  i t  h a s  b e e n  shown t h a t
2 4 2mT(L)  >  T(L ) >  T(L ) >  . . .  T(LZ )
2tn
f o r  some p o s i t i v e  i n t e g e r  m w h e r e  T(L ) ^ {0} . By lemma 1 . 3 ,
t h e r e  e x i s t s  an  i d e a l  T maximal  f o r  b e i n g  p r o p e r l y  c o n t a i n e d
m-f 1
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T(L ) < T(L )
By minimal condition there must exist a positive integer n such
2n ?n 2n 2nthat T(L ) = (0} . Since L cz T(L ) , L = {0} and the
theorem follows.
Theorem 1.2 If N is a near-ring with minimal condition and
R^  , i = 1,2 , are nil right ideals of N , then R^-H^ a
right ideal of N .
Proof: We show chat if 7j+?2 *"n ™here 7- >
i = 1,2 , is in R , then there exists a positive integer k
such that
( 7 ^ 2 ^  = 0
Let 7] = 7 -j +7 2 . Since is in R.1 for i = 1,2 , it follows
that R(y^) ^ R^ But the R(y^) are contained in T(7-|>72)
(= say). If T(1) {0} , then, by lemma 1.3, there exists
an ideal T^  of N that is maximal for being properly contained
in ' . Hence ( R ( y ^ ) + T ^ / T , i = 1,2 , are nil right ideals
(1)of N/T^ contained in T /T , and therefore it follows, by 
lemma 1.2, that the right ideal
(r(71)+t 1)/t 1 + (r (72)+t 1)/t ] = (R(7])+R(72)+T1)/T1
is a nil right ideal of N/T^ contained in P ^ / T  • Hence, 
by lemma 1.1, we have
2 9 .
( r ( 7 1) + R ( 72) + T 1) . I ( I )  c l ]
S i n c e  rj , 7  ^ and  7^ a r e  i n  R (7  ^) + R ( 7 9 )+T^ , w h i c h  i s  c o n t a i n e d
( 1) 2i n  T , i t  f o l l o w s  t h a t  r\ , 7 ^  and a r e  i n  . I f
= T(t)2 , 7 iT] , 7 2t]) ,
t h e n  i t  f o l l o w s  th at .   ^ g ^  . S u p p o s e   ^ f  {0} ,
and l e t  Th be  an i d e a l  o f  N max im a l  f o r  b e i n g  p r o p e r l y  c o n t a i n e d
( 2 ) 2 
i n  T . By p r o p o s i t i o n  1 . 1 . 6 ,  r) ~72T\~7^T] *-n R-j H R^ .
2 ( 2 ) 2
Thus t) ~72t1“ 7 jT) i s  i n  T fl R., fl R2 . Hence  t) i s  i n
( 2 } ( 2 )
R( 7 7 ^) +  + T n R1 n R2 ( = H say )
S i n c e ,  f o r  i  = 1 ,2  , R(7  t]) i s  c o n t a i n e d  i n  R^ , R C y ^ )  i s
a n i l  r i g h t  i d e a l  o f  N . F u r t h e r ,  b e c a u s e  R( 7 ^T)) , i  = 1 ,2  ,
/  O \
a r e  c o n t a i n e d  i n  TV~ , we h a v e  t h a t  ( R ( 7 ^T))+T2 ) / T 2 a r e  n i l
( 2 )
r i g h t  i d e a l s  o f  N/T c o n t a i n e d  i n  T v / T 2 • S i n c e
( r1 n r2 n t(2) + t2) / t2
( 2 )
i s  a l s o  a n i l  r i g h t  i d e a l  o f  N/Tp c o n t a i n e d  i n  T / T 2 , i t  
f o l l o w s ,  by lemma 1 . 2 , t h a t
( 2 )
( R v +T2 ) / T 2
( 2 )
i s  a n i l  r i g h t  i d e a l  o f  N/T^ c o n t a i n e d  i n  T J/T^  • H ence ,  by
( R ( 2 ) +T2 ) . T ( 2 )  c  T2
lemma 1 . 1 ,  we h a v e
30
S i n c e f] , 7 , 4  and 72r) a r e  i n R^2  ^ +  T2 , and t h e r e f o r e  i n
t ( 2) f i t  f o l l o w s  t h a t 44
3
’ 7-] 4 an d  7 2t]3 a r e  i n  T2 . Thus
T / 4 3 3 (2 )
r (i) . 7 ^  >720 > S T2 <  T
T ,  t ( 3 )  _ 4 3 3 ( 3 )  ( 2 )  (1 )
I r  I -  I(r) >7-|T) '  > t h e n  T <  T <  T . L e t
T (k )  2 k" 1 2 k _ 1 - l  2k _ 1 - l
1 = t (t] >7-|Tl , 72tI )
w h e r e  k i s  an  i n t e g e r  n o t  l e s s  t h a n  2 .
S u p p o s e  i t  h a s  b e e n  shown t h a t
t O )  >  T ( 2 ) >  >  T (m)
/ \
w h e r e  m i s  an  i n t e g e r  n o t  l e s s  t h a n  2 . I f  ’  £  {0} , we
s h a l l  show t h a t  . L e t  T b e  an  i d e a l  o f  N
m
m axim al  f o r  b e i n g  c o n t a i n e d  i n  . S i n c e
/  \  r\ m — 1 n H i”  1 1 a  n i”  I 1
T ( m ) = T ( , 2 > 7 1 , 2 - L ^ 2 - 1)
,m - I
y-\T)
2 m- l _ i
and
> m -  l
y 2^i t  f o l l o w s  t h a t  
From p r o p o s i t i o n  1 . 1 . 6 ,  we h a v e  t h a t  r)~ ~72T)
„ r
2
2m-l_-,  2 m~ 1 -1 .
^ T) p n n  _ -n ^ r p  a l l  i n
2m ]-l . T(m)a r e  i n  T
2 m_1-1 2m_1- l
- 7 ^
( ml 2 m_^
i s  i n  R ^  n R? , an d  t h e r e f o r e  i n  R  ^ f| R? fl . Hence t]
-1_i
7 1r] and a r e  a l l  i n
2 m“ 1--l
R(7-jT) ) +  R (72t]
9m-i
) + r n r2 n T^m; ( -  R(m) s a y )
S i n c e
9m-l
( R(v >  >+Tm) /T m i  = 1 ,2
3 1 .
and
(R n R„ n T (m) + T )/T
l m m
are nil right ideals of N/T contained in T^m^/T , it followsm m
that (R^m^+T )/T is a nil right ideal of N/T contained in m m  m
T^m^/T • Therefore, by lemma 1.1, it follows that m
(R(m)+T ).T(m) m c: Tm
Since and 7 ^ "   ^ , i = 1,2 , are in R^m  ^ and therefore
(m) 2m 2m-1in T , we have that rj and , i = 1,2 , are in T^  .
Thus ^ T < T^m  ^ . By minimal condition there exists am
positive integer n ^ 2 such that
T(r]






Hence, if we take k = 2 , we have q = 0 . Thus R^f-f^
a nil right ideal of N and the theorem is proved.
Corollaryg Any finite sum of nil right ideals of a near-ring
with minimal condition is a nil right ideal.
Theorem 1.3 If N is a near-ring with minimal condition, then
there exists a unique maximal nil right ideal Q in N . Further­
more, Q contains every nil right ideal.
Proof g Let % be the set of all nil right ideals of N partially
ordered by inclusion. If R. , i e I, is a linearly ordered subsetl
of $ , then U R. is in g . Thus $ contains a maximal element, 
iel 1
3 2 .
say  Q.j . I f  0,, i s  any o t h e r  maximal n i l  r i g h t  i d e a l  o f  N , t h e n
Qi + Q:
by t h eo re m  1 .2 .  A l s o ,  i f  R1 i s  any n i l  r i g h t  i d e a l  o f  N , t h e n  
R 1 ^ Q b e c a u s e
R'  +  Q,  = Q1
T h e r e f o r e ,  w i t h  Q = , t h e  theo rem  f o l l o w s .
D e f i n i t i o n : I f  N i s .  a n e a r - r i n g  w i t h  min imal  c o n d i t i o n ,  t h e n
t h e  u n iq u e  maximal  n i l  r i g h t  i d e a l  o f  N w i l l  be c a l l e d  t h e  q u a s i ­
r a d i c a l ,  and de n o te d  by Q(N) .
Theorem 1 .4  I f  N i s  a n e a r - r i n g  w i t h  min imal  c o n d i t i o n  and
A i s  a min imal  i d e a l  o f  N , t h e n
Q(N).A = (0)
0
P r o o f : Suppose t h a t  Q(N).A (0} . L e t  R be a r i g h t  i d e a l
o f  N c o n t a i n e d  i n  Q(N) and min imal  f o r  t h e  p r o p e r t y  t h a t
R.A £  {0}
R e x i s t s  by min imal  c o n d i t i o n .  We. s h a l l  show t h a t  t h e r e  e x i s t s  
an i d e a l  T 1 o f  N maximal  f o r  t h e  p r o p e r t y  t h a t
R n T F <  R
Let  3 be t h e  s e t  o f  a l l  i d e a l s  A* o f  N such t h a t
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R n A < R
$ can be partially ordered by inclusion. Let , i e I , be
a linearly ordered subset of ft . For each i in I , R fl A^ < R , 
and therefore R H A^.A = (0) . Thus
is in ft and there exists a maximal element T' in ft . Now
T*  ^N , and therefore there exists an ideal T > T' such that
T/T' is a minimal two-sided factor of N . By the maximality of 
T' , R £ T . But (R+T1)/T' is a nil right ideal of N/T' con­
tained in T/T' , and therefore, by lemma 1.1, (R+T').T c T' .
2 2Since R s» T , we have R c T' . Thus R c R fl T1 . Because
2R fl T < R , it follows that R .A = (0} . Hence R.T(R.A) * [0} . 
Since R.A /= {0} and R.A c A , this yields the contradiction that
R.A = (0) . Hence Q(N).A = (0} , as stated in the theorem.
Theorem 1.5 If N is a near-ring with minimal condition, and if
is a sequence of elements of Q(N) , then there exists a positive 
integer k such that
U (R D A ).A 
iel 1




Proof; T(ß.j) contains a maximal ideal T^  . Since (Q(N)+T^)/T.^
34 .
i s  a n i l  r i g h t  i d e a l  o f  N/T^ ,
(Q(N)+T1) / T 1 S C K N / ip  ;
and s o ,  by theorem  1 .4 ,  (Q(N)+T^) .T  c  . I n  p a r t i c u l a r  ß2 ß
i s  i n  T . Thus
T(ß2ß1) 5 T1 < T(ß1> .
Suppose we have  shown t h a t
T ( ß , )  >  T(ß2ß 1) >  . . .  >  T ( ß n . . . ß 2ß 1) ;
and suppose  f u r t h e r  t h a t
T( ßn . . . ß 2ß 1) + {0} .
Le t  T be maximal i n  T(ß . . . ß 0ß_) . We have  n n i l
( Q ( N ) + T j . T ( ß n . . . ß 2ß 1) c  Tn .
I n  p a r t i c u l a r  ß n+i ßn * * * ß£ß •]
T(ßn+l V " W  S Tn < T ( ß n - - - ß2ßl ) '
Hence,  by min imal  c o n d i t i o n ,  t h e r e  e x i s t s  a p o s i t i v e  i n t e g e r  k
as  s t a t e d  i n  t h e  theo rem .
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§2. Discussion
The results of section one are reminiscent of ZA groups 
if commutation corresponds to near-ring multiplication. Thus, if 
for an additive ZA - group G we let [x,y] denote -x-y+x+y 
for all x and y in G, then theorem 1.5 corresponds to the 
statement:- To each sequence of elements of G, there
exists a positive integer k such that
[<4^... [a^, [ a  2 = {0} c
For the parallel to be exact it would have to follow that, with 
the notation of theorem 1.5, there exists a positive integer m 
such that
ßlß2...ßra = o
Whether this is so is not known. Another point of similarity with 
ZA-groups is that Q(N) has, what may be called, 'an ascending 
central series' which, when continued transfinitely, terminates 
at Q(N) c This last statement will now be made more precise.
If N is a near-ring with minimal condition, define
A^ = {0} ; A. to be the right annililator of Q(N) ; A to be 0 1 a
the ideal of N consisting of all q in N such that
Q ( N ) o T i  c z  A _ , if a  is a non-limit ordinal" and 1 a-1
Aa U A, ß<a
if a is a limit ordinal. It can be checked from theorem 1.4,
that if a is some ordinal such that A < N , thena
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a+1 > Aa
We shall show that
Q(N) n A , > Q(N) n A a+1 a
Out of the set of all A0 , where ß > a , take A minimal forß 7
the property that
Q(N) D A > Q(N) fl A 7 a
Suppose 7 is a limit ordinal and ß < 7 . If ß ^ a , then
Q(N) n A = Q(N) fl A ß a
and, if ß < a , then
Thus
Q(N) 0 Aß g Q(N) fl A ß a
Q(N) n u a g Q(N) n A
ß<3X ß
and therefore 7 is a non-limit ordinal. Thus 7-1 ^ a and
Q(N) fl A = Q(N) fl A7-1 a (1)
Now Q(N)„A c A , , and therefore,7 7-I
Q(N).A c= Q(N) fl A g A 7 7-1 a
by (1) . Hence A g A and, since 7 ^ a+1 , A = A .7 a+1 7 a+1
Q(N) D A > Q(N) fl Aa+1 a
Thus
3 7 .
The a na logy  be tw een  t h e  t r a n s f i n i t e  s e r i e s  
Q(N) n AQ , Q(N) n A] , ,
and t h e  ' a s c e n d i n g  c e n t r a l  s e r i e s '  o f  a ZA-group w i l l  be c o m p le te
i f  we show t h a t  Q(N) fl A . i s  t h e  u n iq u e  r i g h t  i d e a l  R , maximal
a+1
f o r  b e in g  c o n t a i n e d  i n  Q(N) and such t h a t
Q(N) . R d  Q(N) fl A 
a
S in c e  Q(N).R c  Q(N) fl A , R ^ A , . But R ^ Q(N) and t h e r e -
a  a+1
f o r e  R ^ Q(N) fl A , . By t h e  m a x i m a l i t y  o f  R , R = Q(N) fl A , .
a+1 a+1
The n e x t  example shows t h a t  i f  a n e a r - r i n g  N h a s  min imal
c o n d i t i o n , Q(N) need n o t be a t w o - s i d e d  i d e a l .
Example 2 c 1 Take a group  G w i t h  a p r o p e r  s im p le subgroup  H
such t h a t core^H = (0)  . Let H' be an i s o m o r p h ic copy o f  H
and cr an isom orph ism  o f H' on to  H . We d e f i n e  a n e a r - r i n g  N
by s e t t i n g
N+ = G ©  H'
Suppose  a and ß a r e  i n N+ . and l e t  a  = a ^ + a 2 and ß = ß ^ ß 2
where  a  , ß^ a r e  i n  G , and a 2 , ß2 a r e  i n  H' • D e f in e
aß  = a^ß^ + a ^ ß 2 >
where  cx ^  ß ^ = ß ] i f  a ] i s  i n G-H , and tL^ß^ = 0 i f  a^ i s  i n
H ( s e e  example 1 . 2 . 1 ) ;  and a ^ 2  = a ^ ( ß 2 )cr . A c a r e f u l  check  shows 
t h a t  N i s  a n e a r - r i n g .  A no the r  c a r e f u l  c h e ck ,  making use  o f
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proposition 1.1.7, reveals that {0} , H' , G , and N are the only 
right ideals of N . From the definition of multiplication, G 
is a two-sided ideal of N . However, because G.H' ^ {0} , H’ 
is not a two-sided ideal of N . Since H'.H' = {0} , but G.G j=- (0} , 
we see that Q(N) = H' .
If N has minimal condition, can Q(N) be nil without 
being nilpotent? This is an open question, but certainly it cannot 
if N has D.C.C. A proof of Laxton's [18] for d.g. near-rings 
with D.C.C., extends, by the use of the corollary of proposition 
1.1.5, to give:
Theorem 2.1 Let N be a near-ring with D.C.C. and M a





§1. The Crux o f  a N e a r - r i n g
Suppose T^ , i  = 1 ,2  , a r e  two n i l  i d e a l s  o f  a n e a r ­
r i n g  N . O bv ious ly  (T i s  a n i l  i d e a l  o f  N/T^ . Thus,
i f  7 i s  i n  T^+T^ * t ^Lere e x i-s t s  a p o s i t i v e  i n t e g e r  k such t h a t
7 i s  i n  T  ^ . S in c e  T  ^ i s  n i l ,  t h e r e  e x i s t s  a p o s i t i v e  i n t e g e r
km
m such t h a t  7 = 0 . Hence T^+T^ :'"s a ° f  ^ ( s e e
[ 3 ] ) .  Thus any f i n i t e  sum o f  n i l  i d e a l s  o f  N i s  a n i l  i d e a l  o f  N .
I f  L i s  t h e  sum o f  a l l  n i l  i d e a l s  o f  N , t h e n  any 
e le m e n t  t] o f  L b e lo n g s  t o  a f i n i t e  sum o f  n i l  i d e a l s  o f  N , 
and t h e r e f o r e  L i s  a n i l  i d e a l .  Be id leman  i n  [3] c a l l s  t h e  sum 
o f  a l l  n i l p o t e n t  i d e a l s  o f  N t h e  n i l - r a d i c a l  o f  N . Even i f  
t h e  r o l e  o f  t h e  i d e a l  L was n o t  made s i g n i f i c a n t  by what  f o l l o w s ,  
we s t i l l  c o n s i d e r  i t  t o  ha v e  more c l a i m  to  t h a t  name.
D e f i n i t i o n : We d e f i n e  t h e  n i l - r a d i c a l ,  L(N) , o f  a n e a r - r i n g
N t o  be t h e  sum o f  a l l  n i l  i d e a l s  o f  N .
T h i s  r a d i c a l  i s  one o f  s e v e r a l  a s  t h e  n e x t  d e f i n i t i o n
shows .
D e f i n i t i o n : Le t  N be a n e a r - r i n g .  I n  a c c o r d a n c e  w i t h  Betsch
[6] and Lax ton  [18 ] ,  we d e f i n e  ' t h e  r a d i c a l '  o f  N , J(N) , t o  be 
t h e  i n t e r s e c t i o n  o f  t h e  a n n i h i l a t o r s  o f  a l l  i r r e d u c i b l e  N-modules ,  
i f  such N-modules e x i s t .  O th e rw is e  J(N) i s  u n d e f i n e d .
40.
Another definition is now required to explain the term 
'irreducible N-module' .
Definition; For us an irreducible N-module will be a non-zero
N-module containing no proper N-subgroups. A submodule of an 
N-module will be called irreducible if it is irreducible as an 
N-module.
If N has D.C.C., then both L(N) and J(N) exist 
and L(N) ^ J(N) . We now use L(N) and J(N) to illustrate, in 
the case where N has D.C.C., a typical disadvantage of all 
so called 'radicals' of N . By theorem 2.2.1, L(N) is nilpotent 
if N has D.C.C., but very little can be said about N/L(N) .
On the other hand, N/J(N) is semi-simple in the sense of Blackett, 
but J(N) itself need not be nilpotent (see [18]). Certainly 
N/Q(N) (see corollary 4 of theorem 2.2 and [20]) splits up into a 
direct sum of minimal submodules and Q(N) is nilpotent, but here 
the bug is that Q(N) is not two-sided and N/Q(N) is only an 
N-module, not a near-ring.
What we obtain here is a sort of canonical properly ascend­
ing series of ideals, where each alternate factor is the nil-radical 
of the appropriate factor near-ring, and every other factor is, in 
a sense, completely 'non-nil' (and uniquely maximal for being so). 
Furthermore, it will be shown that as for semi-simple rings, these 
very 'un-nil' factor ideals are such that the ideals contained in 
them form a distributive lattice. All this theory is developed 
with, at most, the assumption of minimal condition on ideals. With 
the assumption of D.C.C., it can actually be shown that this 
properly ascending series is finite, and that the distributive
l a t t i c e s  r e f e r r e d  t o  above a r e  f i n i t e .  F u r t h e r m o r e ,  t h e  ' j o i n  
i r r e d u c i b l e s 1 o f  t h e s e  l a t t i c e s  can  be  found .  These  l a s t  r e s u l t s ,  
which  hold f o r  t h e  D.C.C.  c a s e ,  a r e  d e a l t  w i t h  i n  t h e  l a s t  s e c t i o n  
o f  t h i s  c h a p t e r .  R e s p e c t  f o r  t h e  l e n g t h  o f  t h e  t h e s i s  p r e v e n t s  us 
f rom i n c l u d i n g  t h e  p r o o f  o f  many o f  t h e  r e s u l t s  o f  t h i s  c h a p t e r .
I t  i s  c e r t a i n l y  hoped t h a t  t h e  above  p ream b le  w i l l  be 
made more p r e c i s e  by what  f o l l o w s .
P r o p o s i t i o n  1.1 I f  A , i  = 1 ,2  , a r e  i d e a l s  o f  a n e a r - r i n g
N and i f  7.  , i  = 1 ,2  , a r e  i n  A. , t h e n
l  l
( 7 1+72 ')k S + 72k mod A1 n A2
f o r  a l l  p o s i t i v e  i n t e g e r s  k .
P r o o f : For  k = 1 , t h e  r e s u l t  i s  t r i v i a l .  Assume
( 7 1 + 7 2 ')
k-1 k - 1 k-1
7-, + 72 + P
where  p i s  i n  A^  fl A^  , and k i s  a p o s i t i v e  i n t e g e r  g r e a t e r  
t h a n  1 . Thus
(7-,+72 ) k = 7^ 1 ( 7 1+72 ) + ( 72 1+ P ) ( 7 1+72) mod A1 fl A2 
s  7 ^  1 ( 7 1 + 7 2 )  +  7 2  1 ( 7 1 + 7 2 ) m o d  A 1 fl A£
= 7  ^ + 72^ mod A fl A2 ,
s i n c e  7^ and 7!^  a r e  i n  A^  fl A^
Definitions Let N be a near-ring» An ideal A of N will
be called rigid if, for all ideals A 1 ^ A of N ,
L(N/A') D A/A' = {0}
Lemma 1.1 If A , i = 1,2 , are ideals of a near-ring N ,
then (A^+A2)/A.| is a nil ideal of N/A^ if, and only if,
A^/A^ n A2 is a nil ideal of N/A D A^ •
Proof; Suppose ^ ^2 is a ideal of N/A^ fl A^ .
Let y = 7,+7_ be in A,+A„ where 7. is in A. . Since
' ' 1 ' 2 1 2  ' 1 1
A^l A^  ^^2 a ni^- ideal of N/A^ fl A  ^ , there exists a posi-
]£tive integer k such that y^ is in A^  fl A^ . By proposition 
1.1, 7 is in A^  and therefore (A^+A2)/A^ is a nil ideal of 
N/A] .
Suppose (A^+A2)/A^ is a nil ideal of N/A . Let
7 be in A  ^ . Since 7 is in A +A2 » there exists a positive
Ic icinteger k such that 7 is in A^  . Thus 7 is in A^  fl A2 ,
and A2/A fl A2 is a nil ideal of N/A^ fl .
Theorem 1.1 If A is a rigid ideal of a near-ring N , and
B is any ideal of N , then (A+B)/B is a rigid ideal of N/B .
Prooft Suppose (A+B)/B is not a rigid ideal of N/B . There
must exist an ideal B' of N such that B ^ B' g A+B and
L[(N/B)/(B'/B) ] fl ( (A+B)/B)/(B'/B) £ {0}
Thus
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L ( N / B ' )  fl ( A+B) /  B' h {0}
L e t  K b e  t h e  i d e a l  o f  N c o n t a i n i n g  B' and su ch  t h a t
K/B'  = L ( N / B ' )  fl (A+B) /  B1 
D e f i n e  = A fl K and B^  = A fl B' . We h a v e
+ B' = A D K + B' = K PI [B'+A]
by t h e  m o d u l a r  law.  S i n c e  B'+A = B+A , K^+B' = K f! [B+A] . A l s o ,
k  n  b ' = a  n k  n  b ' = a  n  b '
b e c a u s e  A H B' ^ K . B e ca u s e  ( K +B1) / B1 = K/B'  i s  a n o n - z e r o  
n i l  i d e a l  o f  N /B 1 , K^/B^ i s »  by lemma 1 . 1 ,  a p r o p e r  n i l  i d e a l
o f  N/B . Thus
L (N /B ] ) D A/B1 ^  K] / B 1
w h i c h  c o n t r a d i c t s  t h e  a s s u m p t i o n  t h a t  A i s  a r i g i d  i d e a l  o f  N .
The n e x t  p r o p o s i t i o n  c a n  b e  p r o v e d  by u s i n g  p r o p o s i t i o n
1 . 1 . 7 .
P r o p o s i t i o n  1 .2  L e t  A^ , i  = 1 ,2  , be  i d e a l s  o f  a n e a r - r i n g
N s u c h  t h a t  A^  fl A^ = (0} . L e t  A' g A^  (+) A^ be  an  i d e a l  
o f  N , and l e t  tj\  , i  = 1 ,2  , be  t h e  p r o j e c t i o n s  o f  A' o n t o  A. 
Then A ' tt. , i  = 1 ,2  , i s  an  i d e a l  o f  N .
l
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Lemma 1 .2  L e t  N , A , i  = 1 ,2  , and A' be  a s  i n  p r o p o s i t i o n
1 . 2 .  I f  A. , i  = 1 ,2  , a r e  r i g i d  i d e a l s  o f  N , t h e n
A' = A ' tt ©  A ' tt2
P r o o f :  L e t  a-j an d  ß^ be  any two e l e m e n t s  o f A ' tt-j . T h e r e
e x i s t s  a  i n  A ' , and a 2 i n  A ' t7~2 s u c h  t h a t  a  = + a 2 . Thus
ß-|CL = ß 1a 1 + ß ^ 2 . B u t ,  by  p r o p o s i t i o n  1 . 2 ,  ß-|0-2 i s  i n
A ' tt D A ' tr2 = {0} . I t  f o l l o w s  t h a t  ß icri i s  i n  A'1 and t h e r e -
f o r e  ( A ©  c  A 1 n A ' tt . L e t  T ] = T [ ( A ' tt ) 2 ] . I f  T <  A ©
t h e n
L(N/T)  fl A /T  >  A ' tt^ T
b e c a u s e ( A ' t© 2 <z  t 1 • T h u s ,  by t h e  r i g i d i t y  o f  A  ^ , T^
a n d  A ' tt g A' fl A ' tt . I t  f o l l o w s  t h a t  A ©  g A' , A ' t
an d  A' = A ' tt ©  A©  •
Lemma 1 .3  L e t  N and A. , i  = 1 , 2  , be  a s  i n  p r o p o s i t i o n  1 . 2 .
I f  ©  , i  = 1 , 2  , a r e  r i g i d  i d e a l s  o f  N , t h e n  A-j ©  A2 i s  a 
r i g i d  i d e a l  o f  N .
P r o o f : S u p p o s e  t h e r e  e x i s t s  A' <  A^ ©  A^ s u ch  t h a t
L ( N /A ' )  fl (A1 ©  A2 ) / A '  = A"/ A '
w h e r e A" i s  an i d e a l  o f  N p r o p e r l y c o n t a i n i n g  A 1 . By
lemma 1 . 2 ,  A' = A ©  ©  A ' tt2 and A"1 = A"tt1 ©  A"tr2 . Th us ,
e i t h e r A"tt-| >  A1©  o r  A"tt2 > A,Jr2 • Assume,  w i t h o u t l o s s  o f
g e n e r a l i t y ,  t h a t A ' ©  >  A © . I f 7 i s  i n  A"t , t h e n  y i s
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i n  A" and t h e r e f o r e  7 i s  i n  A' f o r  some p o s i t i v e  i n t e g e r  
k o Thus i s  i n  A fl A' = A'tti • T h e r e f o r e  A ' V ^ A ' tt^  i s
a p r o p e r  n i l  i d e a l  o f  N/A'tt^  . S i n c e  A"tt^  and A'tt^  a r e  con­
t a i n e d  i n  A^  , t h i s  c o n t r a d i c t s  t h e  r i g i d i t y  o f  A^  .
Theorem 1.2 I f  N i s  a n e a r - r i n g  and A^ , i  = 1 ,2  , a r e  r i g i d
i d e a l s  o f  N , t h e n  A- |+ A 2  i s  a r i g i d  i d e a l  o f  N .
P r o o f i Suppose t h a t  A' ^ A.j+A2 an  ^ such t h a t
L(N/A ')  n (A1+A2 ) / A r /= {0}
Le t  A" > A* be an i d e a l  o f  N such  t h a t
A"/A'  = L ( N /A ' ) D (A1+A2 ) /A '
Se t  X = A  ^ n A2 . The two c a s e s  A"+X = A ' + X  and A"+X > A ' + X  
w i l l  be l e d  t o  a c o n t r a d i c t i o n  s e p a r a t e l y .
Case 1 Assume A"+A = A'+A . By t h e  c o r o l l a r y  o f  p r o p o s i t i o n
1 . 2 . 1 ,
a " n X >  a ' n X
s i n c e  o t h e r w i s e  A' = A" . Because A"/A'  i s  a n i l  i d e a l  o f
N/A' , i t  f o l l o w s  t h a t  i f  7 i s  i n  A" fl X , t h e n  t h e r e  e x i s t s  a
kp o s i t i v e  i n t e g e r  k such t h a t  7 i s  i n  A , and t h e r e f o r e  i n  
A1'  fl X . But A^  i s  r i g i d  and
l ( n / a ' n X) n ( A ] /a ' n X) a? ( a " n X ) / ( a ' n X)
T h i s  i s  a c o n t r a d i c t i o n .
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Case 2 Assume A"+A >  A'+X . Thus
(A"+X)/X > (A'+X)/X
Because each  (A.,-fX)/X i s  a r i g i d  i d e a l  o f  N/X , i t  f o l l o w s ,  by 
lemma 1 . 3 ,  t h a t
(A1+Ä)/Ä ©  (A2+Ä)/Ä ( =  (A1+A2 )/Ä)
i s  a r i g i d  i d e a l  o f  N/Ä . But
[ ( A " + X ) / X ] / [ (A1+Ä)/X]
i s  a p r o p e r  n i l  i d e a l  o f  ( N/Ä)/ [ (A*+X)/X] . S inc e
(A"+X)/X ^ ( A ^ d ^ V X  , we have  a r r i v e d  a t  a c o n t r a d i c t i o n  and t h e
theo rem  i s  p roved .
Theorem 1.3 For any n e a r - r i n g  N t h e  sum, C , o f  a l l  r i g i d
i d e a l s  o f  N i s  a r i g i d  i d e a l  o f  N .
P r o o f : Le t  {A^ t i  e 1} be a l i n e a r l y  o r d e r e d  s u b s e t  o f  t h e
i n c l u s i o n  o r d e r e d  p o s e t  o f  a l l  r i g i d  i d e a l s  o f  N . Le t
X = u A. 
i e l  1
I t  i s  e a s i l y  che cked  t h a t  i f  A' ^ A i s  an i d e a l  o f  N , t h e n
U [ ( A. +A1) /  A1] = X/A' 
i e l  1
By theo rem  1 . 1 ,  and t h e  r i g i d i t y  o f  each  A^ ,
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{0} = U [(A.+A')/A' fl L(N/A') ] 
iel 1
= Ä/A' fl L(N/A')
Thus A is a rigid ideal of N and there exists a maximal rigid 
ideal B of N , If A is any rigid ideal of N , then, by 
theorem 1„2, A+B is rigid and therefore A ^ B . Thus C ^ B .
Since B ^ C , C is the unique maximal rigid ideal of N .
Definition; The sum, C(N) , of all rigid ideals of a near-ring
N will be called the crux of N .
Example 1.1 If G , H , H' , and N are as in example 2.2.1,
then the crux of N is G ; L(N) = {0} ; and L(N/G) = N/G .
Example 1♦2 Suppose N is a ring with minimal condition. If
N is semi-simple, then C(N) = N . If N is not semi-simple,
then it can be shown that L(N) = J(N) is the radical of N and,
from above,
C(N/J(N)) = N/J(N)
Suppose N is not semi-simple. What can be said of C(N) ? In 
this case C(N) is {0} , or a direct sum of non-nilpotent minimal 
right ideals of N . In fact C(N) is either {0} or the unique 
maximal two-sided ideal of N that can be expressed as a direct 
sum of non-nilpotent minimal right ideals of N . In this case,
C(N) is a direct summand of N .
We note that if N is any near-ring, then L(n/L(N)) = {0} . 
A similar statement is true for C(N) .
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Lemma 1 . 4  Fo r  a n e a r - r i n g  N , C (N /C(N))  = {0} .
P r o o f : The p r o o f  i s  o n l y  s k e t c h e d .
S u p p o se  A i s  t h e  i d e a l  o f  N a s u ch  t h a t  A/C(N) = c ( n/ C ( N ) ) .  
Assume t h e r e  e x i s t s  an  i d e a l  B o f  N s u c h  t h a t  B ^ A ; and
L(N/B)  n A/B ^  A ' / B
f o r  some i d e a l  A' >  B o f  N . We may as su m e  t h a t  A'-fC(N) >  B+C(N) , 
s i n c e  o t h e r w i s e  ( A 1 fl C ( N ) ) / ( b fl C(N)) i s  a n o n - z e r o  n i l  i d e a l  o f  
N/B fl C(N) , w h ic h  c o n t r a d i c t s  t h e  r i g i d i t y  o f  C(N) . I t  i s  now 
e a s i l y  c h e c k e d  t h a t  ( A' +C (N )) / (  B-t-C(N)) i s  a n o n - z e r o  n i l  i d e a l  o f  
N/(B+C(N))  c o n t a i n e d  i n
( A + C ( N ) ) / (  B+C(N)) = A/(B+C(N) )
S i n c e  t h i s  c o n t r a d i c t s  t h e  r i g i d i t y  o f  A/C(N) i n  N/C(N) , t h e  
lemma i s  p r o v e d .
Lemma 1 . 5  L e t  N b e  a n e a r - r i n g  w i t h  m i n im a l  c o n d i t i o n  on i d e a l s .
I f  C(N) < N , t h e n  l ( n/C ( N ) )  £  {0} ; and i f  L(N) <  N , t h e n  
c( N/L(N))  £ (0 )  .
P r o o f ; I t  c a n  be  s e e n  t h a t  i f  A/C(N) and B/L(N) a r e  m i n im a l
t w o - s i d e d  f a c t o r s  o f  t h e  n e a r - r i n g  N , t h e n  A/C(N) an d  B/LfN) 
a r e  r e s p e c t i v e l y  n i l  i d e a l s  and r i g i d  i d e a l s  o f  t h e  n e a r - r i n g s  
N/C(N) and N/L(N) .
L e t  N be  a n e a r - r i n g  w i t h  m i n i m a l  c o n d i t i o n  on i d e a l s .  
D e f i n e  L^(N) = L(N) and C^(N) t o  be  t h e  i d e a l  o f  N c o n t a i n i n g
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L^(N) and s u ch  t h a t
C ^ t O / L ^ N )  = C( N/L^ (N) )
F u r t h e r ,  l e t  I^CN) b e  t h e  i d e a l  o f  N s u c h  t h a t
L ^ t O / C ^ N )  = L( N/C] (N))
F o r  a  , a n o n - l i m i t  o r d i n a l ,  d e f i n e  L (N) t o  be  t h e  i d e a l  o f
a
N s u c h  t h a t
L (N ) /C  1 (N) = L(N/C , ( N ) )  ;
a  a -  I a -  1 '
and C (N) t o  be  t h e  i d e a l  o f  N s u c h  t h a t  
a
C ( N ) / L  (N) = C(N/L (N))  
a  a  a  '








U L (N) 
ß<a  P
F o r  a  , a n o n - l i m i t  o r d i n a l  s u c h  t h a t  C , ( N )  <  N , we h a v e
a -  I
N / ca _ i (N) = ( N / L  ( N ) ) / C ( N / L  (N))
an d  t h e r e f o r e ,  by lemma 1 . 5 ,  L (N) >  C , ( N )
a  a -  1
a s i m i l a r  a r g u m e n t  shows t h a t  C (N) >  L (N) .
a  a
o r d i n a l  s u ch  t h a t  L , ( N )  <  N , t h e n
a+1
I f  L (N) <  N , 
a
T hus ,  i f  a  i s  any
C (N) g L (N) <  C (N)
a  a + l  a+1
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Also C^(N) = L^(N) < N if, and only if, a is a limit ordinal. 
This follows because, if ß < a , then L (N) ^ C (N) and
H H
Cp(N) < L -j(N) , while ß+1 < a . Thus the transfinite series 
(0} , L] (N) , C^N) , L2(N) , C2(N) ,
is ascending, and only fails to be properly ascending at limit
ordinals. Since C (N) < C M (N) , whenever C (N) < N , ita a+1 a
follows that there exists some ordinal 7 such that either:
(i) L (N) = C (N) = N and L (N) g C (N) < N for7 7  ß ß
all ß < 7 ; or
either (a) L (N) < C (N) = N ,
7 7
or (b) C (N) < L (N) = N .7-1 7
Furthermore, (i) occurs if, and only if, 7 is a limit ordinal. 
If 7 is a non-limit ordinal, either (a) or (b) can occur. In 
example 1.2 (a) occurs with 7 = 1 „ In example 2.2.1 (b) occurs 
with 7 = 2 .
Definition: If N has minimal condition on ideals, then we
shall call the transfinite series
{0} , L](N) , C](N) , L2(N) , C2(N) , ...
the nil-rigid series of N . The corresponding series, with 
C(N) as the first possibly non-zero term, will be the rigid-nil 
series.
Suppose a is an ordinal such that L (N) < C (N) .a a
The fact that the ideals of N between L (N) and C (N) forma a
a d i s t r i b u t i v e  l a t t i c e ,  i s  a c o n s e q u e n c e  o f  t h e  n e x t  t h e o r e m .
Theo rem  1 . 4  I f  t h e  c r u x ,  C(N) , o f  a n e a r - r i n g  N c o n t a i n s
i d e a l s  B and C , t h e n
A 0 (B+C) = A D B + A n C
f o r  a n y  i d e a l  A o f  N .
P r o o f : We nee d  o n l y  p r o v e  t h e  r e s u l t  f o r  A ^ B+C , b e c a u s e ,
i f  A* i s  an y  i d e a l  o f  N , t h e n ,  by t a k i n g  A = A' ft (B+C) ,
i t  f o l l o w s  t h a t
a ' n  (B + c )  = a ' n b +  a ' n  c
L e t  D = B 0 C ; A = A 0 (B+C) ; and A2 = A 0 B + A fl C . We
s h a l l  show t h a t  D+A^ = D+A^ , and D fl A  ^ = D fl A^ - The r e s u l t  
w i l l  t h e n  f o l l o w  by t h e  c o r o l l a r y  o f  p r o p o s i t i o n  1 . 2 . 1 .  By t h e o r e m  
1.1 an d  lemma 1 . 2 ,  we h a v e  t h a t
(A+D)/D fl (B/D ©  C/D) = [(A+D/D fl B/D] ©  [(A+D)/D Pi C/D] .
Thus
(A+D) fl (B+C) = (A+D) D B + (A+D) D C 
S i n c e  D i s  c o n t a i n e d  i n  B , C , and B+C , we h a v e ,  by  u s e  o f
t h e  m o d u l a r  law, t h a t
A + D = A2 + D
But  A^ D D = A fl D , and o b v i o u s l y  A^ fl D g A D D . On t h e  o t h e r
h a n d ,  s i n c e  D ^ B and D ^  C ,
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Af l  B + A f l C l  A n D + A n D = A f l D
Thus
a n D = a n D = a2 n D
and t h e  theo rem  i s  proved«
C o r o l l a r y : Le t  N be a n e a r - r i n g  w i t h  min imal  c o n d i t i o n  on
i d e a l s .  C(N) can  be e x p r e s s e d  u n i q u e l y  a s  a f i n i t e  d i r e c t  sum
B-| ©  E2 ©  • • • ©  Bk >
w here  , i  = 1 , . . . , k  , a r e  i d e a l s  o f  N t h a t  ca n n o t  be e x p r e s s e d
as  a n o n - t r i v i a l  d i r e c t  sum o f  i d e a l s  o f  N .
The p r o o f  o f  t h e  e x i s t e n c e  o f  such a f i n i t e  d i r e c t  sum 
u s e s  o n l y  min imal  c o n d i t i o n  on i d e a l s .  The p r o o f  t h a t  t h e  sum i s  
u n i q u e  u s e s  theo re m  1 .4 .
The n e x t  lemma, which  i s  n o t  d i f f i c u l t  t o  p r o v e ,  w i l l  
be  needed  i n  s e c t i o n  t h r e e .
Lemma 1.6 
o f  N, and
Le t N be a n e a r - r i n g ,  T^ 
= 1,2 , n i l  s u b s e t s  o f
, i  = 1 ,2  , r i g i d  i d e a l s  
N such t h a t
L„ + T. L„ + T.
I t  f o l l o w s  t h a t  T  ^ = T^ .
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§2. Idempotent Factors
The material of this section, which is of some independent 
interest, allows us, in section three, to show that near-rings with 
D.C.C. have finite nil-rigid length.
Definition; Let N be a near-ring. An idempotent factor
R^/R^ of N will be two right ideals R. , i = 1,2 , of N such 
that R] > R2 5 anc* t i^ere exists e^  in R^  such that 
e^7 = 7 mod R^ , for all 7 in R^  . e^  will be called a 
semi-idempotent of *
Theorem 2.1 Let N be a near-ring and R a right ideal of
N . Let k be a positive integer and let
{0} ^ R < R2 < ... < Rk = R
be right ideals of N such that R^ /R^ * a = 1>***>k-1 , are 
idempotent factors of N . The N-module R/R^ can be expressed 
as a direct sum
R2/R1 ©  R3/R1 ©  ... ©  Rfc/R,
where the R^ , i = 2,...,k , are right ideals of N containing 
R^  , and such that:
(i) R2 + R3 + . . . + R =s R for s = 2,...,k ; ands
(ii) R. , i = 2 1 ,...,k , contains semi-idempotents 7.
of R./R, 1 1 such that 7 . 7 .  is in R, for dis- 1 J 1
tinct i and j in (2,...,k) .
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The method of proof will be outlined. Let e2’* * *’6k 
be semi-idempotents of the factors R2^R1 ’ R3^R2 * *’* ’ 1
In the standard way (see [6])





S , and A2 is the right ideal of N consisting of
all t] in N such that e^r) is in R^  . Define the right ideal
53 by setting
R3/R1 0 (A2 0 R)/R1 = R3/Rl
e^  can be expressed as A2+A^ w^ere ^3 is in Rg/R-j * 3^ 
is a semi-idempotent of R3/R . We now obtain
r/r] = R2/R1 ©  r3/r1 ©  (a 2 n a 3 n r)/r ]
where consists of all r) in N such that A^r) is in R^  .
In this way we obtain
R/R1 = R2/R] ©  ... ©  Rj^ /R,
where R2’* * ’ ’ \ satisfy (i), and where there exists V in
R. , i = 2, . . . , k , semi-idempotents of Rj/R, , but such thatvv is in R^ if i < j are in (2,...,k) •
Let A = 72' + ••• + 7k’ • It can be shown that the
map 5 0 f p+R ^ in R/R^ to Ap+R^ in R/R is a well defined
N-homomorphism of R/R^ into R/R^ . In the same way as used by 
Blackett in [8], 5 can be shown to be an N-isomorphism onto
(this involves a calculation using the properties of the elements
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7 9 ' , o. . , 7 , ’ ) •  Thus ,  t h e r e  e x i s t s  7 i n  R such t h a t
A7 = A mod . T h e r e f o r e  A7P = Ap mod R^  f o r  a l l  p i n  R .
S i n c e  5 i s  an i som orph ism ,  7 i s  a s e m i - i d e m p o t e n t  o f  R/R^ .
7 may now be e x p r e s s e d  a s  a sum o f  components  i n  t h e  R^ , 
i  = 2 , o . . , k  . These  components  may be t a k e n  as  ^2 , **‘ , ^k ’ 
and ( i i )  f o l l o w s  by a r e l a t i v e l y  e a s y  c a l c u l a t i o n  u s in g  t h e  f a c t  
t h a t  7 i s  a s e m i - i d e m p o t e n t  o f  R/R^ .
Theorem 2 . 2  Le t  N be a n e a r - r i n g  w i t h  D.C.C.  and R a
n o n - n i l p o t e n t  r i g h t  i d e a l  o f  N . T h e r e  e x i s t s  a f i n i t e  s equence
{0 } ^ R. < R. , < . . . <  R < R = R k k-  I 2 1
o f  r i g h t  i d e a l s  o f  N such t h a t  R i s  n i l p o t e n t ,  and
K
R, . /R, , .  i s  an i d e m p o te n t  min imal  f a c t o r  o f  N f o rk - i  k - ( i - l )
i  = l , . . . , k - l  .
P r o o f : S in c e  R i s  n o n - n i l p o t e n t ,  i t  i s  n o n - n i l  by theo rem
2 . 2 . 1 . Thus,  t h e r e  e x i s t s  7 i n  R such t h a t  7° ^ 0 f o r
n = 1 , 2 , . . .  . Le t  5 b e  t h e  N-module homomorphism o f  N on ton
7 nN d e f i n e d  by a 5 = 7 ^  f o r  a l l  a  i n  N and each n = 1 , 2 , . . .n
2
S i n c e  7R ^ 7 R £ . . .  a r e  r i g h t  N-subgroups  o f  N , t h e r e  e x i s t s
. . . , , m m+1a p o s i t i v e  i n t e g e r  m such  t h a t  7 R = 7 R . Thus,  t h e r e  e x i s t s
e^ i n  R such t h a t
m+1 m+1
7 e 1 = 7
I f  ß i s  i n  R , t h e n  7m+^e.jß = ß . S i n c e  7™"*"^  . 7 A 0 ,
i t  f o l l o w s  t h a t
Ker 5 , ,  fl R < R ,m+1
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and therefore
e.ß = ß mod Ker & H R1 m+1
for all ß in R . Using Zorn's lemma, it now follows that there
exists a right ideal R_ of N containing Ker & D R  and2 m+1
maximal for being properly contained in R , Thus, for all ß 
in R.| , e^ß = ß mod R^ . If R^ is nilpotent, then, with 
k = 2 , the theorem follows. If R2 is non-nilpotent, we can 
repeat the argument above and find a right ideal R^ of N such 
that R3 < R2 , and R^/R^ an i-^empotent minimal factor of N .
By D.C.C., this process must terminate with either a proper nil- 
potent right ideal or zero.
Corollary 1 With the notation of the theorem, R/R can beK
expressed as a direct sum of submodules, as in theorem 2.1.
Furthermore, by the modular law, these submodules are minimal sub-
modules of N/R, .k
Corollary 2 With the notation of the theorem, R fl Q(N) = R .
tc
Proofs Since R, is nilpotent, R, ^ Q(N) H R .  By corollary 1,-----  k k
R/Rk = R2'/Rk ©  ... ©  Rk'/Rk ,
where R.'/R, , i = 2,...,k , are minimal factors of N with a1 k
mutually orthogonal system of semi-idempotents, say ^2,***’^k *
Suppose R, < Q(N) fl R . Let tt. be the projections of k 1
(Q(N) fl R)/R into R'/R , i = 2,...,k . By proposition 1.1.7K K
there exists j in {2,...,k} such that
57 .
[ ( Q(N) fl rJ / R J tt = R . 7 R k 
L e t  V i n  Q(N) H R  be such t h a t
[(v+Rk) /R k ]ir. = + \  •
By e x p r e s s i n g  V+R^ as  a sum ° f  e l e m e n t s  o f  ^ 2 ' ©  *** ©  Rr ' / R r
i t  can  be shown, by t h e  c o r o l l a r y  o f  p r o p o s i t i o n  1 . 1 . 6 , and t h e  u se  of  
t h e  s e m i - i d e m p o t e n t s  above ,  t h a t
[(Vr +Rk ) / R k ^ .  = 7 j r  + \  -  7 j  + Rk
f o r  r  = 1 , 2 , . . .  . T h i s  c o n t r a d i c t s  t h e  f a c t  t h a t  Q(N) D R  i s  a 
n i l  r i g h t  i d e a l  o f  N .
C o r o l l a r y  3 Any two s e q u e n c e s ,  as  i n  t heo rem  2 . 2 ,  a r e  o f  t h e
same l e n g t h  and N - i s o m o r p h ic .  T h i s  f o l l o w s  b e c a u s e  R = R fl Q(N) ;
/V of
and any two c h i e f  R/R fl Q(-N-) - c h a i n s Aa r e  N - i so m o rp h ic  by theo rem  1 . 2 . 3 .
C o r o l l a r y  4 Suppose N i s  n o n - n i l p o t e n t  and h a s  D.C.C.  An 
i m p o r t a n t  s p e c i a l  c a s e  i s  where  R = N i n  t heo rem  2 . 2 .  We t h e n  have ,  
by theo rem  2. 1  and c o r o l l a r y  2 , t h a t
N/Q(N) = R2 ' /Q(N)  ©  . . .  ©  Rk ' /Q(N)
where  R . ' / Q ( N )  a r e  i d e m p o te n t  minimal  f a c t o r s  o f  N . A l so ,
1
t h e r e  e x i s t s  a sys tem  o f  m u t u a l l y  o r t h o g o n a l  s em i - i r id e m p o te n t s  
7 , . . . , 7  , as  i n  t h eo re m  2 . 1 .  F u r th e r m o r e ,  any two such d i r e c t
IV
d e c o m p o s i t i o n s  a r e ,  by t h e o r e m  1 . 2 . 3 ,  N - i so m o r p h ic .
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For a d . g .  n e a r - r i n g  w i t h  i d e n t i t y  and D .C .C . ,  Q(N) 
c o i n c i d e s  w i t h  t h e  i n t e r s e c t i o n  o f  a l l  maximal  r i g h t  i d e a l s ,  and 
u s i n g  t h i s  d e f i n i t i o n  Lax ton  [20] g i v e s  f o r  such n e a r - r i n g s  a 
r e l a t i v e l y  e a s y  p r o o f  o f  c o r o l l a r y  4.
C o r o l l a r y  5 I f  N i s  n o n - n i l p o t e n t  and h a s  D .C .C . ,  t h e n  any
i d e m p o te n t  minimal  f a c t o r  R ' /R "  o f  N i s  N - i so m o r p h ic  t o  one 
o f  t h e  min imal  f a c t o r s ,  R^'/QCN) , . . .  , R ^ ' /Q (N ) ,  o f  c o r o l l a r y  4.
Le t  e be a s e m i - i d e m p o t e n t  o f  R ' /R "  ; and A t h e  
r i g h t  i d e a l  o f  a l l  t] i n  N such t h a t  er] i s  i n  R" . We have 
R" ^ A and
N/R" = R ' /R"  ©  A/R"
(R '+ A) /A  (= N/A) i s  N - i so m o rp h ic  t o  R ' / R '  D A  (= R ' / R " )  .
Thus ,  by t h e  modular  law,  N/A i s  a min imal  f a c t o r  o f  N . From 
t h e  d e f i n i t i o n  o f  e and A , i t  i s  r e a d i l y  shown t h a t  e i s  a 
s e m i - i d e m p o t e n t  o f  N/A . Thus N/A i s  an i d e m p o te n t  minimal  
f a c t o r  o f  N . As i n  t h e  p r o o f  o f  t h e  above  theo rem ,  we can f i n d  
a s equence
(0} ^ Rk < . . .  < R2 = A < R = N
where  R^ ^/R^ » i  = , a r e  i d e m p o te n t  minimal  f a c ­
t o r s  o f  N . A r e l a t i v e l y  s t r a i g h t f o r w a r d  a p p l i c a t i o n  o f  theo rem  
2 .1  and c o r o l l a r y  4 now g i v e s  t h e  r e s u l t .
C o r o l l a r y  6 I f  N h a s  D .C .C . ,  t h e n  e i t h e r  N i s  n i l p o t e n t  and
N = L(N) , o r  L(N) i s  t h e  i n t e r s e c t i o n  o f  t h e  r i g h t  a n n i h i l a t o r s  
o f  a l l  i d e m p o te n t  min imal  f a c t o r s  o f  N .
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Proof; If N is nilpotent, then L(N) = N . Let T be the 
intersection of the right annihilators of all idempotent minimal 
factors of N . Suppose T is non-nilpotent. Let
(0} g R1 < R0 < ... < R = T 1 2 n
be a sequence, as in theorem 2.2, for the ideal T . We have
R .T n
n-1 R - . T n- 1
n-2 <= R1
Thus Tn ci R^  ; and since R^  is nilpotent, so is T . Therefore
T ^ L(N) . Since L(N) g Q(N) , R '.L(N) c Q(N) , i = 2,...,k ,
where R * , i = 2,...,k , are as in corollary 4 . Every idem-
potent minimal factor is N-isomorphic, by corollary 5, to one of 
R//Q(N) , i = 2,...,k . Thus L(N) annihilates all idempotent 
minimal factors and the corollary is proved.
For near-rings with D.C.C., corollary 4 of theorem 2.2 
is very useful. Using it we can prove:-
Theorem 2.3 If N is a near-ring with D.C.C. and T an ideal
of N , then
Q(N/T) = (Q(N)+T)/T
The proof of this theorem, in the case of non-nilpotent
T , uses:-
Lemma 2.1 Let N be a near-ring with D.C.C. and T a non-
nilpotent ideal of N . With the notation of corollary 4 of 
theorem 2.2,
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T + Q(N) = R! + . . . + R|
X1 1a
where {i ,...,i^ } is a subset of (2,...,k) .
We claim an old group theoretic idea for near-rings.
Definition; If R/R1 is a minimal factor of a near-ring N ,
then we say that a right ideal of N covers R/R' if
R ^ R + R'
R is said to avoid R/R1 if
R/R' fl (R+R' )/R1 = {0}
Since R/R' is a minimal submodule of N/R1 , we have that a given 
right ideal of N either covers or avoids R/R' .
Theorem 2.3 Let R/R' be an idempotent minimal factor of N .
An ideal T of N covers R/R' if, and only if, R.T <fc R' .
Proof; Assume R.T cfc R' . We have R fl (T+R') ^ T f l R  + R' >R' ,
since R.T c T fl R . Thus
(T+R' )/R1 fl R/R' j- { 0 }
Conversely, suppose T covers R/R' . Let e be a semi-idempotent 
of R/R' „ Since T+R' i R , we have e = a+ß where a is in T
and ß is in R' . But e = e mod R' = ea mod R' . Because a
is in T and e £ 0 mod R' , it follows that R.T R' .
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C o r o l l a r y ; I f  R/R' and R^/R^'  a r e  N - i so m o rp h ic  i d e m p o te n t
f a c t o r s  o f  N , and T i s  an i d e a l  o f  N , t h e n  T c o v e r s  R/R' 
i f ,  and o n l y  i f ,  i t  c o v e r s  R^/R^'  °
§3. N i l - r i g i d  S e r i e s  f o r  N e a r - r i n g s  w i t h  D .C .C .
Theorem 3.1  The n i l - r i g i d  l e n g t h  o f  a n e a r - r i n g  N w i t h  D.C.C.
i s  f i n i t e .
P r o o f g I f  N i s  n i l p o t e n t ,  t h e n  N = L(N) and we a r e  f i n i s h e d .
Assume N i s  n o n - n i l p o t e n t  and l e t  r  be a p o s i t i v e  i n t e g e r  such 
t h a t
C (N) < L (N) ^ N
r  r+1
I f  (N) = N we a r e  f i n i s h e d .  Assume L^^^(N) < N . We s h a l l
show t h a t  Q(N)+C^_(N) < Q(N)+C +-|(N) • Suppose
Q(N)+C (N) = Q(N)+C ( N) . We have  r  r+1
(Q(N)+Lr + 1 ( N ) ) / L r + 1 (N) = (Q(N)+Lr + 1 ( N ) ) / L r + 1 (N) + ( N ) / L . +1 (N) ;
t h a t  i s
Q(N/Lr + 1<N)) = Q(N/Lr + 1 (N)) + Cr+1 ( N ) / L . +1 (N) .
By lemma 1 .6 ,  t h i s  would imply  t h a t  C ^ ^  ( N ) ( N )  = {0} . Thus 
Q(N)+C^(N) < Q(N)+C^+ ^(N) and so ,  by lemma 2 . 1 ,  t h e r e  e x i s t s  a 
p o s i t i v e  i n t e g e r  s such t h a t  Cg (N) = ^  c
Le t  N be a n e a r - r i n g  w i t h  D.C.C.  and r  a p o s i t i v e  
i n t e g e r  such t h a t  L (N) < N The f a c t  t h a t  t h e  l a t t i c e  o f  i d e a l s
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of N between L (N) and C (N) is finite, follows by;- r r
Theorem 3.2 If N is a near-ring with D.C.C., then the lattice
of ideals of N contained in C(N) is finite.
t
Proof: By lemma 1.6 two ideals T , i = 1,2 , of N contained
in C(N) are distinct if, and only if
T1 + Q(N) t T2 + Q(N)
Thus, by lemma 2.1, the result follows.
Let N be a near-ring with D.C.C. We state, without 
proof, certain results that specify the 'join irreducibles' of the 
finite distributive lattices mentioned above. Consider the various 
idempotent minimal factors F , F' etc. of N covered by C(N) .
Let [F] denote the N-isomorphism type of F . Set
T(F) = n T. , 
iel
where (T. i e 1} is the set of all ideals of N that cover F .l
T(F) covers F . Furthermore, T(F) = T(F') if, and only if,
[F’] = [F] . The join irreducibles of the lattice of ideals of N 
contained in C(N) are precisely the ideals of the type T(F) .
6 3 .
CHAPTER FOUR
SEMI-TAME AND TAME NEAR-RINGS WITH MINIMAL CONDITION
The main p u r p o s e  o f  t h i s  c h a p t e r  i s  t o  d e v e lo p  a t h e o r y  
o f  tame n e a r - r i n g s  and tame modules  as  d e f i n e d  i n  s e c t i o n  t h r e e .
To t h i s  end we p r o v e  s e v e r a l  r e s u l t s  f o r  what  w i l l  be c a l l e d  semi-  
tame n e a r - r i n g s ,  i t  b e in g  e a s i e r  t o  i s o l a t e  t h e  p r o p e r t i e s  o f  semi- 
tame n e a r - r i n g s  w i t h  min imal  c o n d i t i o n  t h a t  to  s t a r t  w i t h  tame n e a r ­
r i n g s .
N o t e : In  s e c t i o n  two we d e f i n e  o n l y  a ' s e m i - t a m e  n e a r - r i n g  w i th
m in imal  c o n d i t i o n 1 and i t  i s  t h e n  shown i n  s e c t i o n  t h r e e  t h a t  a tame 
n e a r - r i n g  w i t h  min imal  c o n d i t i o n  i s  such a n e a r - r i n g .
§1 . I r r e d u c i b l e  Submodules
I n  t h i s  s e c t i o n  we o n l y  p ro v e  one i m p o r t a n t  theo rem  
( th e o r e m  1 . 1 ) .  However,  a s  a c o r o l l a r y ,  we o b t a i n  i n f o r m a t i o n  a bou t  
p r i m i t i v e  n e a r - r i n g s .  T h i s  c o r o l l a r y  t o g e t h e r  w i t h  t heo re m s  1.2 
and 1 . 3 ,  wh ich have  been  p roved  by Lax ton  [16] f o r  a p r i m i t i v e  d . g .  
n e a r - r i n g  w i t h  i d e n t i t y  and minimal  c o n d i t i o n ,  a r e ,  f o r  t h e  sake  o f  
l a t e r  d e v e lo p m e n t s ,  s t a t e d  i n  t h e  f u l l e s t  g e n e r a l i t y  we know.
Theorem 1.1 L e t  N be a n e a r - r i n g  w i t h  min imal  c o n d i t i o n .  Le t
V be a f a i t h f u l  N-module w i t h  an i r r e d u c i b l e  submodule . I f
t h e  i d e a l
K = (t) e N : Vi) c  V }
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i s  n o n - z e r o ,  t h e n  K c a n  be  e x p r e s s e d  a s  a f i n i t e  d i r e c t  sum
R, © R2 © ••• © Rk
o f  r i g h t  i d e a l s  o f  N su ch  t h a t  e a c h  , i  = , i s  i r r e ­
d u c i b l e  and N - i s o m o r p h i c  t o  V .
P r o o f : Assume K i s  n o n - z e r o .  I f A i s  a s u b s e t  o f  V , l e t
a A be A t h e  r i g h t  a n n i h i l a t o r  o f  A i n N and l e t
K = K nA a a .
Th e t h e o r e m  w i l l  b e  p r o v e d  by f i n d i n g  a f i n i t e  s u b s e t  Z o f  V 
s u c h  t h a t  K = {0} , b u t  K {0} f o r  e v e r y  p r o p e r  s u b s e t  A o f
2-1 ZA
Z . I f  v , , . . . , v  a r e  t h e  d i s t i n c t  e l e m e n t s  o f  Z , t h e n  i t  w i l l  
1 n
b e  shown t h a t
K -  a K ©  a K ©  • • •  ©  A K ’
1 2 n
w h e r e  A^ = Z - (v^} f o r  i  = 1 , . . . , n  , p r o v i d e d  n ^  2 and
A^ = {v^} i f  n = 1 . F i n a l l y  i t  w i l l  be  shown t h a t  i f  we t a k e
k = n and R .  =  . K , i  = l , . . . , k  , t h e n  t h e  t h e o r e m  h o l d s ,  l  A.l
I f  A i s  a s u b s e t  o f  V and £ {0} , t h e n  t h e r e
e x i s t s v i n  V su ch  t h a t  A K <A
v
w h e r e A
V
= A U {v} . T h i s
i s  t r u e b e c a u s e ,  i f  A K = K f o r  
A A
V
a l l  v i n V , t h e n  AK fl K = aK A v A
f o r  a l l v i n  V ; and t h e r e f o r e
K c n k
veV V
( 0 }
s i n c e  V i s  a f a i t h f u l  N -m odu le .
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Since K {0} and K = , there exists 1 in V
such that K >  K , where ft = [v '} . If K ^ {0} , then there1 I I uL i
exists v ' in V such that K >  K , where ft- = {v ',v ' } .
u u  ^ i&2 ^ I
In this way we construct a properly descending chain of right ideals
K >  ^K > K >
of N , which can only terminate if there exists a positive integer
m such that ^ K = {0} . Thus, by minimal condition, there exists 
m
a finite set ft of elements of V such that _ K = {0} . Let m ftm
Z be a finite set of elements of V of minimal cardinal such that
M
II O , and let A , ...,A 1 n be the subsets of Z defined above
If |£| = 1 , then <
r
ii Assume |Z| ^ 2 . To prove K is
a direct sum of the a .k ’ we show that any element T) in K cani
be expressed uniquely as a sum
^  + ^2 + +
where r) ^ is in ^ K for i = 1 , . . . , n .
i
For each i in {1,...,n) , v^.^ K £ {0} ; since other-
i
wise . K a  „K = {0} , which contradicts the choice of Z . Since A. Z L J *l
v..^ K is an N-subgroup of , it follows that
Since v/r) is in V and v..A K = V. , it follows that there l A. 1i
exists t] . in A KA.l
such that v\r) ^ = v/r) for i = l,...,n . Let
T] = + q2 + • • • + ^n
T] is in K and
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= V.T] - V.T). = 0
Thus Z.(r)-T]) = {0} and q = r] . This expression of q as a sum 
of elements in the K is unique. For, suppose
T] " T) -| ' +  t12 ' +  • • * +  ’In'
where q . is in A K for l = l,...,n : then it would follow that11 A.l
v / r ]  i =  v / r ^ '  • Hence we have that Z .  ( q  ^ T ]  i  1) =  {0} ; t ) =  t ) '
for i = 1,...,n ; and K is the direct sum indicated above. The
theorem will follow if we show that each K , i = l,...,n , is
i
N-isomorphic to . Consider the N-module homomorphism 6 of
^ K into v^.^ H defined by mapping p to v_^ p for each p in
i i
K . This is an N-isomorphism onto, since v . K = V from above,
i 1 l 1
and if v yy = 0 for 7 in ^ K , then Z.7 = (0) . The theorem is
i
now proved.
Corollary: If a near-ring N has minimal condition and a faith­
ful irreducible module V , then N = (+) (+) ... (+) R where
R^ , i = 1,...,k , are irreducible right ideals of N , N-isomorphic 
to V .
Definition: A near-ring with an irreducible faithful module will
be called primitive [19].
Example 1.1 Let G and K be as in example 1.1.1. G is a
faithful irreducible N-module and therefore K is primitive.
Example 1.2 Let G and K be as above. Let (H. : i e I) be
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the set of all non-zero proper subgroups of G . For each i in 
I , let h^ be a non-zero element of , and an element of
G-H. . For each i in I , define f. to be the element of Kl l
defined by h.f. = g. and gf. = 0 , for g ^ h . in G . Let i l l  l l
L = (f. : i e 1} . KT has G as a faithful irreducible module, l L
Theorem 1,2 If N is a primitive near-ring and R a minimal
right ideal of N , then R is N-isomorphic to any faithful irre­
ducible N-module (there is, therefore, only one isomorphism type 
of faithful irreducible N-module).
Using theorem 1.2 and the corollary of theorem 1.1, the 
following theorem can be proved.
Theorem 1.3 If a primitive near-ring N has minimal condition,
then N contains no proper ideals and there are no non-zero right 
N-subgroups M of N such that
M.N = {0}
Definition; A near-ring N is defined by Blackett [8] to be
simple if it has D.C.C.; no proper ideals; and no non-zero right 
N-subgroups M such that M. N = {0} .
That7'near-rings of theorem 1.3 have D.C.C. and are there­
fore simple, is a consequence of the next theorem.
Theorem 1.4 Let G be an additive group and N_^ , i = 0,...,k , 
a properly ascending finite sequence of normal subgroups of G such 
that Nq = (0} and = G . Let S be a set of subgroups of G
such that H D N and H + N are in S for all H in S and N
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in (FL J i = 0,...,k) . If the S-subgroups of G between N, 
and satisfy D.C.C. for i = 0,...,k-1, then the elements of
S satisfy D.C.C.
Proof: For k = 1 , the result is trivial. Assume the S-subgroups
of G between {0} and N have D.C.C., and letk- 1
H] ^ H2 ^ ...
be a descending chain of S-subgroups of G . By the assumptions,
there exists a positive integer m such that H D N, m k- = h n n,1 m+n k-1
and V Nk-i ■ H +N , for n =m+n k-1
CMo . Let x be any element
of H . Then m x is in H +N, „m+n k-1 , n = 0, 1,2,... . Thus x = y+z
for suitable y in H , and zm+n ln V i  • Since x and y are
in H , zm lies in H . Thus m z is in H n N .m k-1 and therefore
in H D Nm+n k-  ^ . Finally, since x = y+z , it follows that x lies
in H andm+n we have proved that H = H m m+n •
Corollary 1 If a near-ring N has a chief N+-chain and if the
right N-subgroups of N between successive terms satisfy D.C.C., 
then N-satisfies D.C.C.
Corollary 2 By corollary 1, a primitive near-ring with minimal
condition satisfies D.C.C.
Corollary 3 By corollary 2, any primitive near-ring with minimal
condition is simple in the sense of Blackett, and the decomposition 
of the corollary of theorem 1.1 has a corresponding set of mutually 
orthogonal idempotents (see [8]).
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§2. Semi-tame Near-rings with Minimal Condition
Definition: A semi-tame near-ring with minimal condition is a
near-ring with minimal condition such that all minimal factors of 
N are irreducible N-modules.
In section three tame near-rings are defined and examples 
are given. The only reason for the above definition is that any tame 
near-ring with minimal condition has irreducible minimal factors.
We have no examples of semi-tame near-rings with minimal condition 
that are not tame, although it is worth noting that the class of 
semi-tame near-rings with minimal condition is epimorphic image 
closed, and this, probably, is not true for tame near-rings.
If N is a semi-tame near-ring with minimal condition, 
then J(N) exists, since any minimal factor of N is an irreducible 
N-module.
Theorem 2.1 If N is a semi-tame near-ring with minimal condi­
tion, then J(N) is nilpotent.
Proof: If N  ^ {0} , and R is any minimal right ideal of N ,
then R^J(N) = {0} . Therefore, if J(N) {0} , there exist non­
zero right ideals of N contained in J(N) that are annihilated 
from the right by all elements of J(N) . By Zorn's lemma we may 
find a right ideal R^  of N , maximal for the properties that 
R ^ J(N) and R^JCN) = {0} . If R] = J(N) , then [J(N)]2 = {0} 
and we are finished. If R^  < J(N) , there exists a right ideal R' 
of N such that R1 ^ J(N) ; R1 > R^  ; and R'/R^ is a minimal 
factor of N . Because R'/R^ is irreducible, R'.J(N) d R^  .
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A lso  R ' . J ( N )  £  (0)  b e c a u s e  o f  t h e  m a x i m a l i t y  o f  . Se t
= T [ J ( N ) ^ ]  . S in c e  R1. [ J ( N ) = (0} , R ' . T 2 = and t ^ ere_
f o r e  T2 < J(N) . T£ £ {0} b e c a u s e  R  ^ < J(N) . S in c e  T2 < J(N) ,
we may r e p e a t  t h e  above  w i t h  J(N) r e p l a c e d  by T2 , and show t h a t  
2 2
T(T2 ) < T2 . I f  = T(T2 ) £  {0} , t h e  argument  p r o c e e d s .  I n  
t h i s  manner  we c o n s t r u c t  a p r o p e r l y  d e s c e n d i n g  c h a i n ,
o f  i d e a l s  o f  N . Thus,  t h e r e  e x i s t s  a p o s i t i v e  i n t e g e r  k such
2k - l
t h a t  T = {0} . Because  [ J ( N ) ] c  T , i t  f o l l o w s  t h a t  J(N)
K K
i s  n i l p o t e n t .
We n o t e  i n  p a s s i n g  t h a t  i f  T i s  a n o n - z e r o  n i l p o t e n t  
i d e a l  o f  a n e a r - r i n g  N , t h e n  t h e r e  e x i s t s  a f i n i t e  s equence ,
(0)  = T < T , < . . . <  T = T n n- I 1
o f  i d e a l s  o f  N such t h a t  T .T .  , a  T. f o r  i  = 2 , . . . , n  . T h i s
l - 1 l
can be p roved  by t a k i n g  n t o  be t h e  s m a l l e s t  p o s i t i v e  i n t e g e r  such
n 2
t h a t  T = {0} , and d e f i n i n g  T = T ; T -  T(T ) ; and T = T(T.T )
^ I S S " I
f o r  s = 3 , 4 , . . .  . S in c e  TS , s = 1 , 2 , . . .  , i s  a l e f t  N - s u b s e t  o f  N ,
i t  f o l l o w s ,  by r e p e a t e d  use  o f  ( i v ) 1 from t h e  c o r o l l a r y  o f  p r o p o s i t i o n
1 . 1 . 3 ,  t h a t  T = {0} . S in c e  T =3 TS T fc (0} , f o r  s i nn s s
n-1} . Also  T % T and i f  T = T f o r  s i ns+1 s s s+1
{ 1 , . . . , n - 1} , t h e n  i t  would f o l l o w  t h a t
T s = Ts+1 s+2
which  c o n t r a d i c t s  t h e  f a c t  t h a t  T = (0) . From t h e  d e f i n i t i o n  o f  T. ,
n l
i  = ! , . . . , n , t h e  r e s u l t  f o l l o w s .
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Theorem 2 . 2  I f  N i s  a s e m i - t a m e  n e a r - r i n g  w i t h  m i n im a l  c o n d i t i o n
and R a n i l  r i g h t  i d e a l  o f  N , t h e n  R ^  J (N)  .
P r o o f : L e t  V b e  an  i r r e d u c i b l e  N-m odu le .  S u p p o s e  V.R ^ {0} .
T h e r e must  e x i s t v i n V su ch  t h a t v .R  {0} . Thus  vR = V and
t h e r e e x i s t s  e i n  R s u c h  t h a t  v e
, 2
= v . Thus  v e  = v e  = v e t c .
S i n c e
0sc> k  ,e ^ 0 f o r  k = 1 , 2 , . . .  . T h i s  c o n t r a d i c t i o n  i m p l i e s
t h a t V.R = {0} . Thus R ^ J (N)  .
Theorem 2 . 3 I f  N i s  a s e m i - t a m e n e a r - r i n g  w i t h  m i n im a l  c o n d i t i o n
t h e n  N / J (N )  i s  s e m i - s i m p l e  i n  t h e  s e n s e  o f  B l a c k e t t  [8 ] .
P r o o f : T h i s  p r o o f  i s  o n l y  s k e t c h e d  s i n c e  t h e  t e c h n i q u e s  u s e d  a r e ,
on t h e  w h o l e ,  s t a n d a r d .  I f  R^  = R ' / d ( N )  i s  an y  m i n im a l  r i g h t  i d e a l
2
o f  N / J (N )  , t h e n  R^ ^ {0} , b e c a u s e  o t h e r w i s e  R' w ou ld  b e  n i l -  
p o t e n t  and t h i s  w ou ld  c o n t r a d i c t  t h e o r e m  2 . 2 .  From t h i s ,  and t h e  f a c t  
t h a t  R.| i s  an  i r r e d u c i b l e  N / J ( N ) - m o d u l e ,  t h e r e  e x i s t s  y  i n  R^  
s u c h  t h a t  ^R^ = R  ^ . Thus  t h e r e  e x i s t s  e^ i n  R  ^ s u c h  t h a t  
y e ,  = 7 . I f  A i s  t h e  r i g h t  a n n i h i l a t o r  o f  y  i n  N / J ( N ) ,  t h e n
1 y
A fl R = {0}y  1 and t h e r e f o r e , s i n c e 7 e -j P = 7 P
f o r  a l l p i n  R1 ,
i t  f o l l o w s  t h a t e-|P = P f o r a l l  p i n  R^  . We ca n now e x p r e s s
N /J (N )  a s  t h e d i r e c t  sum h ©  A-| w h e r e  A^ i s  t h e
a n n i h i l a t o r
o f  e^ i n  N /J (N )  . I f  A ^  (0} , we may t a k e  a  m i n im a l  r i g h t
( 2 )
i d e a l  R2 = Rv / J ( N )  i n  A^ w i t h  an  i d e m p o t e n t  , an d  show t h a t
N / J (N )  = RI ©  R2 ©  ( A ] fl A2 )
w h e r e  t h e  o b v i o u s  n o t a t i o n  i s  u s e d .  T h i s  p r o c e s s  must  t e r m i n a t e  by 
m in im a l  c o n d i t i o n .  Thus  N / J (N )  c a n  b e  e x p r e s s e d  a s  a d i r e c t  sum o f
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m i n i m a l  r i g h t  i d e a l s  R , . . . , R  . S u p p o se  M {0} i s  a n i l p o t e n t
K.
r i g h t  N - s u b g r o u p  o f  N /J (N )  . L e t  TT.  be t h e  p r o j e c t i o n  o f  M
o n t o  R^ f o r  i  = . S u p p o s e  j  i s  t h e  l e a s t  p o s i t i v e
i n t e g e r  s u ch  t h a t  Mn\ /= {0} . S i n c e  i s  a r i g h t  N - s u b g r o u p
o f  N / J (N )  and R^ i s  i r r e d u c i b l e ,  i t  f o l l o w s  t h a t  = R. .
Thus  t h e r e  e x i s t s  V i n  M s u c h  t h a t  VtT. = e .  . The d i r e c t  sum
J J
a b o v e  g i v e s  V n . = e . + V 1 w h e r e  V1 i s  i n  A. , t h e  a n n i h i l a t o r  o f  
J J J
e .  i n  N / J (N )  . B e ca u s e  A. fl R. = {0} ,
J J J
2 2
V = e . + e . V '  + v ' v  = e . + v ' v
J J J
2 3
Th us  V 7r .  = e .  . A l s o  V 7T. = e .  e t c .  T h i s  i s  a c o n t r a d i c t i o n  
J J J J
an d  N / J (N )  h a s  no p r o p e r  n i l p o t e n t  r i g h t  N - s u b g r o u p s .  From 
c o r o l l a r y  1 o f  t h e o r e m  1 . 4 ,  N / J (N )  h a s  D .C .C .  and i s  t h e r e f o r e  
s e m i - s i m p l e  i n  t h e  s e n s e  o f  B l a c k e t t .
Theo rem  2 . 4  L e t  N be  a s e m i - t a m e  n e a r - r i n g  w i t h  m i n im a l  c o n d i ­
t i o n  an d  l e t  T be  an  i d e a l  o f  N . We h a v e
J ( N / T )  = ( J ( N ) + T ) / T
P r o o f ; S i n c e  ( j ( N ) + T ) / T  i s  (b y  t h e o r e m  2 . 1 )  n i l p o t e n t ,  i t
f o l l o w s  t h a t
[( J (N)+T)  / T ] g J (N /T )
by t h e o r e m  2 . 2 .  But
N = ( N / T ) /  [( J ( N ) + T ) / T ]
i s  i s o m o r p h i c  a s  a n e a r - r i n g  t o  N/( J (N)+T)  w h ic h  i s  l i k e w i s e  i s o ­
m o r p h i c  t o
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( N / J ( N ) ) / [ ( J ( N ) + T ) / J ( N ) ]
S i n c e  N/J(N) i s  s e m i - s i m p l e ,  i t  f o l l o w s  t h a t  N i s  a l s o .  T h e r e f o r e
J ( N / T ) / [ ( J ( N ) + T ) / T ]  = (0)  
and t h e  p r o o f  i s  c o m p le te .
§3. Tame N e a r - r i n g s  w i th  Minimal  C o n d i t i o n
D e f i n i t i o n : I f  V i s  an N-module where  e v e ry  N-subgroup o f  V
i s  a submodule o f  V , t h e n  we s h a l l  c a l l  V a tame N-module.  I f  
a n e a r - r i n g  N has  a f a i t h f u l  tame N-module, t h e n  i t  w i l l  be c a l l e d  
a tame n e a r - r i n g .
I n  t h i s  s e c t i o n  we a r e  c o n c e r n e d  m a in ly  w i t h  tame n e a r - r i n g s ,  
w h i l e  i n  t h e  n e x t  c h a p t e r  we s t u d y  tame modules .  Of c o u r s e ,  t h e  s tu d y  
o f  tame n e a r - r i n g s  and modules  goes hand i n  hand bu t  h e r e  we have  a 
d e f i n i t e  g o a l ,  t h e  p r o o f  o f  t heo rem  3 . 4 .
We n o t e  i n  p a s s i n g  t h a t  an i s o m o r p h ic  copy o f  a tame n e a r ­
r i n g  i s  tame.
Example 3.1 Every  p r i m i t i v e  n e a r - r i n g  i s  tame.
Example 3 . 2  I n  c h a p t e r  s i x  c o m p a t i b l e  N-modules and c o m p a t i b l e  
n e a r - r i n g s  w i l l  be d e f i n e d .  These  a r e  shown t o  be tame. From an 
example  p roved  t h e r e i n ,  e v e r y  n e a r - r i n g  N g e n e r a t e d  by a s e t  S 
o f  endomorphisms o f  a group  G , where  S c o n t a i n s  t h e  i n n e r  a u t o ­
morphisms o f  G , i s  a c o m p a t i b l e  n e a r - r i n g  w i t h  G as  a c o m p a t ib l e
module.
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Example 3 . 3  Let  G be an a d d i t i v e  group  w i t h  a p r o p e r  normal
subgroup  H . Le t  L be a s e t  o f  f u n c t i o n s  i n  K ( s e e  example 1 . 1 . 1 )  
such t h a t :
( i )  H.L d  H ;
( i i )  f o r  any subgroup  H' < H , H' > (0)  o f  H , t h e r e  
e x i s t s  f '  i n  L such t h a t  H ' . f '  < t  H' ( c f .  
example  1 .2 )  ;
( i i i ) S l £ = g2 f  f o r  a11 8 i  »
04II•1-1 i n G-H and f
i n L ; and
( i v ) i f g i s  any e le m en t  o f G , t h e n t h e r e  e x i s t s  <t>
in L such t h a t  g$ = g f o r  a l l g i n  G-H .
I t  i s  r e a d i l y  checked  t h a t  such a s e t  o f  f u n c t i o n s  e x i s t s .  
We s h a l l  show t h a t  G i s  a f a i t h f u l  tame K -module .  The s e t  o f
J_i
a l l * i n K such t h a t H\Jr c  H form a s u b n e a r - r i n g  o f K
A l l i n K such t h a t g ^  = g2^ f o r a l l  g t  , i  = 1 ,2  , i n
G-H form a s u b n e a r - r i n g  o f  K . By ( i )  and ( i i i ) ,
cz 0 K2 . S in c e  c  , H i s  a K^-subgroup  o f  G 
w hich ,  by ( i i ) ,  c o n t a i n s  no p r o p e r  K - s u b g r o u p s .  L e t  H be any
J-J I
K - s u b g r o u p  o f  G , t h e n  H fl H = (0} o r  H ^ H . The re  c a n n o t
L  I I
e x i s t  Hj (0} and such  t h a t  fl H = {0} , s i n c e ,  by ( i v ) ,  we 
c o u ld  t a k e  g £  0 i n  H . I t  c a n n o t  happen  t h a t  ^  H , bu t
H i <
G s i n c e  we can then  t a k e  g o f  ( i v )  i n  G-H^ . Thus H
and G a r e t h e  o n l y K - subg roups
L
. I f  t) i s  i n  Kl ; h i n  H ;
and g i n G , t h e n (g-fh)rj - gr) = {0}, f o r  g i s  i n G-H b e c a u s e
T] i s  i n  K . For g i n  H , (g+h)r] - grj i s  i n  H , s i n c e  r] 
i s  i n  K| . Thus H i s  a submodule o f  G and G i s  a f a i t h f u l  
tame K - subm odu le .
L
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Theorem 3.1 I f  a tame n e a r - r i n g  N h a s  min imal  c o n d i t i o n ,  t h e n
any min imal  f a c t o r  i s  i r r e d u c i b l e .
P r o o f ; Le t  V be a f a i t h f u l  tame N-module and R / l ^  a minimal
f a c t o r  o f  N . By theo rem  1 .3 .1  t h e r e  e x i s t s  a s t a b l e  f a c t o r  R/R'
o f  N , N - i so m o rp h ic  t o  R ^ / ^  * ^ ave  vR -  vR' f o r  a l l
v i n  V . Suppose vR = vR' f o r  a l l  v i n  V ; and l e t  5 be
t h e  o b v io u s N-module homomorphisms o f  N o n to vN . Le t  p be
an  e le m en t  o f  R no t  i n  R1 . S inc e  vR ii c 5ö , we have  t h a t  to
each  v i n V t h e r e  e x i s t s p ' i n  R1
V
such t h a t  vp = vp ' .
V
Thus p -p  1 i s  i n  Ker 5
V
and ,  b e c a u s e R/R' i s  a s t a b l e  f a c t o r ,
e i t h e r  Ker 5 f l  R g R' o r
V
R ^ Ker &
V
Since ; P“ PV' i - s  i - n  R
and Ker &
V
, b u t  n o t  i n  R1 , i t  f o l l o w s t h a t R ^ Ker & f o r  a l l
V
v i n  V . Thus vR = {0} f o r  a l l  v i n  V ; and t h i s  i s  a c o n t r a
d i c t i o n  to V b e in g  f a i t h f u l .
Le t  v be an e le m en t  o f  V such t h a t  vR > vR1 ; and 
l e t  5 be t h e  o b v io u s  N-module homomorphism o f  N o n to  vN .
I f  Ker 5 n R = R , t h e n  vR = {0} = vR' . Thus Ker & D R ^ R' . 
Suppose M i s  a r i g h t  N -subgroup  o f  N l y i n g  p r o p e r l y  be tw een  R' 
and R . I f  y i s  i n  R b u t  n o t  i n  M , t h e n  vy i s  i n  vR bu t  
n o t  i n  vM , b e c a u s e  o t h e r w i s e  vy = vm where  m i s  i n  M , and 
t h e r e f o r e  y-m i s  i n  Ker 6 H R ^ R' which ,  i n  t u r n ,  i m p l i e s  t h a t  
y i s  i n  M . Thus vM <  vR . Because V i s  a tame N-module,  vM 
i s  a submodule o f  V and t h e r e f o r e  o f  vN . Thus we can map N on to  
(vN)/(vM) by f o l l o w i n g  5 w i t h  a n a t u r a l  N-module homomorphism K . 
Ker 5K c o n t a i n s  M . S i n c e  M l i e s  p r o p e r l y  be tw een  R' and R , 
i t  f o l l o w s  t h a t  Ker bK  (T R >  R' and t h e r e f o r e  Ker bK fl R = R .
Bu t ,  s i n c e  vM < vR , t h e r e  e x i s t s  y i n  R such t h a t  vy i s  no t
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i n  vM . T h i s  y i e l d s  t h e  c o n t r a d i c t i o n  t h a t  Ker bK  fl R < R . Thus 
M d o e s  n o t  e x i s t ;  R / R 1 i s  i r r e d u c i b l e ;  and so i s  R^/R^, '
C o r o l l a r y : I f  N i s  a s  a b o v e ,  J (N)  i s  n i l p o t e n t  and N/ J(N)
s e m i - s i m p l e  by t h e o r e m s  2 .1  and 2 . 3 .
N o t a t i o n : I f  V i s  an y  N-m odule  and a  su b m o d u le  o f  V ,
t h e n  A(V/V.j) w i l l  d e n o t e  t h e  i d e a l  o f  N c o n s i s t i n g  o f  a l l  r) 
i n  N su ch  th at .  Vr] cr .
Lemma 3 .1  I f  V i s  an  N-m odule  and a s u bm odu le  o f  V ,
t h e n  t h e r e  e x i s t s  a u n i q u e  m i n im a l  s u b m o d u le  V1 o f  V such  t h a t
A(V /V] ) = A ( V / V )
F u r t h e r m o r e ,  i f  V2 i-s a su b m o d u le  o f  V an d  i f  A(V/V2 ) ^  A (V /V ')  , 
t h e n  V' g V9 .
P r o o f s L e t  S b e  t h e  s e t  o f  a l l  s u b m o d u l e s  V9 o f  V such
t h a t  A(V/V2 ) i? A C V /v p  . S i n c e  V] i s  i n  S ,
D A(V/V ) = A(V/V ) = A ( V /V ')
v2cs
w h e r e
V = D V
V2eS
Th us  V1 i s  t h e  u n i q u e  m i n im a l  su b m o d u le  o f  t h e  lemma.
I f  V i s  an  N-m odule  and V' a s u b m o d u le  o f  V , t h e n  
B , w i l l  d e n o t e  t h e  i d e a l  A ( V /V ')  - b u t  o n l y  i n  t h e  c a s e  w h e re  V1
i s  m i n im a l  o u t  o f  a l l  s u b m o d u l e s  o f  V s u c h  t h a t  A(V/V^) = A ( V / V ' ) .
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Definition: If V is a submodule of an N-module V with the
property that, whenever is a submodule of V contained in
(2)V , there exists a submodule V of V such that
v (1> ©  v (2) = V
then V will be said to be completely reducible in V . If V 
is completely reducible in V , it will simply be called completely 
reducible, cf. [9,p.86].
For a tame module V , V is completely reducible in 
V if, and only if, it is completely reducible.
The next two lemmas are straightforward generalisations 
of the corresponding results for ring modules [9,pp.86-87].
Lemma 3.2 If a submodule V of an N-module V is completely
reducible in V , then any submodule of V contained in V is 
completely reducible in V .
Lemma 3.3 The following statements about a submodule V of
an N-module V are equivalent;
(i) V is completely reducible in V ;
(ii) V is a restricted direct sum of minimal submodules 
of V ; and
(iii) V is a sum of minimal submodules of V .
Theorem 3.2 Let N be a near-ring with minimal condition and
V a tame N-module. Let S be the set of all non-zero ideals 
of N of the form A.(V/V^ ) where is a submodule of V .
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If is a minimal element of S , then V' is completely
reducible and all minimal submodules of V1 are N-isomorphic 
and irreducible.
Proof: Assume, without loss of generality, that V is faithful.
Let R be any minimal right ideal of N contained in By, .
V.R /= (0) because V is a faithful N-module. Also, vR is 
a submodule of V for each v in V because V is a tame
N-module. Let L be the set of all v in V such that vR (0} .
We shall show that
E vR = V
veL
Set E vR = V . Since v.R  ^V' for each v in V , it follows 
veL
that V V' and therefore A(V/V) ^  By, . But By, is minimal
in S , and A(V/V) £ (0} because V.R cz V . Therefore A(V/V) = By, .
By the minimality of V1 , V = V' . Thus
V = E vR = E vR 
veV veL
If we show that each vR , with v in L , is a minimal submodule 
of V , then it will follow, by lemma 3.3, that V' is completely 
reducible. Consider the N-module homomorphism 6 of N onto 
vN defined in the obvious fashion. Since R is minimal and 
vR f [ 0 }  , we have Ker & fl R = ( 0 }  . Thus 5 restricted to R 
is an N-module isomorphism of R onto vR . By theorem 3.1,
R is an irreducible N-module and therefore vR is also. Thus, 
by lemma 3.3, V' is completely reducible.
Suppose 
1 . Let v^
1
be
is a minimal submodule of 
a non-zero element of ,
V contained 
and T a finitein V
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subset of L of minimal order such that is in
Z vR (= U) 
veT
This sum is direct, since, if is in T and
v^R ^ Z vR , 
veT-{v2}
we have a contradiction to the nature of T . Also ^ U , since
V fl U  ^ {0} . Consider the projections 7 of on the various
direct summands vR , v e T , of U . Let v in T be such that
V_|7T- t {0} . By the corollary of proposition 1.1.6, 7r_ is an
N-module homomorphism of onto vR . Since and vR are
irreducible, Ker 77 _ = {0} and V,77_ = vR . Thus V, is N-isomorphicv 1 v 1
to vR which is N-isomorphic to R , and the proof is complete.
Corollary: Let N , V , and V1 be as in the theorem, and let
V be faithful. Then B , is a finite direct sum of minimal right 
ideals of N . Also, any minimal right ideal of N contained in 
By, is N-isomorphic to a minimal submodule of V' .
Proof: Let be any minimal submodule of V' . From the
theorem above, V1 = (+) where V2 is a submodule of V' .
We have A(V/V2) = (0} since V2 < V1 . Thus V/V2 is a faithful 
tame N-module with an irreducible submodule V'/V^ • Now
A( (V/V2)/(V'/V2)) = A(V/V')
since t) in N is such that (V/V^)r\ c; V1 /V2 if, and only if,
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Vt) d V 1 . Thus, by theorem 1.1, A(V/V') can be expressed as a
finite direct sum of right ideals N-isomorphic to V'/V^ , which 
is N-isomorphic to V . The argument of the above theorem, or 
theorem 1.2.2, can be used to show that any minimal right ideal 
of N is N-isomorphic to .
Definit ion: Suppose that N is a near-ring having minimal
condition. Let fL , i e I , be the family of all minimal right 
ideals of N . We define the socle of N , soc N , to be the right 
ideal
£ R. . 
iel 1
In general, there is no guarantee that soc N is an ideal of N 
(cf. [9,p.395]).
Lemma 3.4 Let N be a tame near-ring with an identity and
minimal condition. If a right ideal R of N is such that 
R.J(N) = (0} , then R ^ soc N .
Proof: Suppose the theorem is false. Let R" be a right ideal
of N minimal for the property that R".J(N) = {0} , but R" ^ soc N . 
Let R„ , i e I , be the family of all right ideals of N properly 
contained in R" . Since R..J(N) = {0} and R. < R" , it followsl l
that R. ^ soc N for each i in I . Thusl
R' = £ R. ^ soc N .
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Hence R1 < R" and R"/R' is a stable factor of N . Since 
R".J(N) = (0} , we have that R" is an N/J(N)-module. Because
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N/J(N) i s  s e m i - s i m p l e ,  i t  i s  a f i n i t e  d i r e c t  sum
R, ©  K2 ©  . . .  ®  Rk
o f  c e r t a i n  minimal  r i g h t  i d e a l s  o f  N/J(N) . Le t  p be i n  R"
b u t  n o t  i n  R' . Then, s i n c e  R" i s  a u n i t a r y  N /J (N )-m odu le ,
one o f  pR.j , pR? , . . . ,  pR^ , say  pR , must  be such t h a t
pRj  £. R1 . Se t  M = pR^ . By theo rem  3 . 1 ,  R  ^i s  an i r r e d u c i b l e
N-module and b e c a u s e  M (0)  , i t  f o l l o w s  t h a t  M i s  an i r r e d u c i b l e
N-module.  Thus M D R' = (0) and,  s i n c e  R1 < R'+M and R'+M ^ R" ,
i t  f o l l o w s  by theorem  3.1 t h a t  R'+M = R" . For  each  v i n  V ,
l e t  be t h e  N-module homomorphism o f  N on to  vN . I f
Ker Ö IT R' = R1 f o r  a l l  v i n  V , t h e n  V.R' = (0} and t h u sv
R' = {0} . Th i s  i m p l i e s  t h a t  M (= R") i s  a minimal  r i g h t  i d e a l  
o f  N and ,  i n  t h i s  c a s e ,  we have a c o n t r a d i c t i o n .  Suppose t h e r e  
e x i s t s  Vj i n  V such t h a t
Ker 5 fl R' <  R' . (1)
V1
By t h e  s t a b i l i t y  o f  R " /R ‘ i t  f o l l o w s  t h a t
Ker & fl R" £ R' . (2)
V1
L e t  K be t h e  n a t u r a l  N-module homomorphism o f  v^N on to
(v .N ) / (V jM )  . By (1)  t h e r e  e x i s t s  p '  i n  R' such t h a t  p '  i s
n o t  i n  Ker 5 . A l s o ,  v , p '  i s  n o t  i n  v .M ,  s i n c e  o t h e r w i s e  t h e r e
1 1
e x i s t s  m in  M such t h a t
p '  s  m mod(R" f) Ker & ) ,
V1
which c o n t r a d i c t s  ( 2 ) .  Thus p '  i s  i n  R1 b u t  n o t  i n  K e r (6^  k )  .
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Hence, by the stability of R"/R' , Ker(£> k) fl R" ^ R' . But
M g Ker(5 k) , and so, by the stability of R"/R' ,
V1
Ker(5 K) fl R" = R" . This is a contradiction and the lemma is
V1
proved.
Theorem 3.3 If N is a tame near-ring with minimal condition,
then soc N is an ideal of N and N/soc N is tame.
Proof: Let V be a faithful tame N-module. If we can show
that there exists a submodule V1 of V such that A(V/V') = soc N , 
then the theorem will follow. By lemma 3.3 and the fact that N 
has minimal condition, there exists a positive integer k such that
soc N = R1 ©  R2 ©  . . . ©  Rk ,
where the R. , i = 1,...,k , are minimal right ideals of N and 
irreducible N-modules by theorem 3.1. Let
k
V  = E E vR. 
i = 1 veV 1
We have that either vR^ = {0} or vR. is N-isomorphic to R. . 
Hence, whenever vR^  ^ [0} for v in V and i in {1,...,k} ,
it follows that vR. is an irreducible N-module and a minimall
submodule of V . Obviously, soc N ^ A(V/V') . If v is in V
and t] in A(V/V') , then vt] is in V' . By lemma 3.3, vr) is
in some finite direct sum,
V, ©  v2 ©  ... ©  vr (= V)
i ’of minimal submodules of V contained in V1 . Since each V
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i = l,...,r , is irreducible, it follows that V.J(N) = {0} . Thus 
vt)vJ(N) = £0} for all v in V and t] in A(V/V') . Thus 
V.A(V/V1).J(N) = £0} and therefore A(V/V').J(N) = £0} , since 
V is faithful. By lemma 3.4, A(V/V') ^ soc N and the theorem
is proved.
Lemma 3.5 Let. M be a right N-subgroup of a tame near-ring
N with an identity and minimal condition. If M.J(N) = £0} , then 
M soc N .
Proof: The proof of this result makes use of lemma 3.4. M is
a unitary N/J(N)-module. Since N/J(N) is semi-simple, we can 
write
N/J(N) = R ©  R2 ©  ... ©  Rk
where R. , i = l,...,k , are minimal right ideals of N/J(N) .
The , i = l,...,k , are irreducible N-modules by theorem 3.1.
Since M is unitary as a N/J(N)-module, we have that each m in 
M is an element of
mR_ + mR,. + . . . + mR.2 k
Furthermore, mR^ is, for each i in £1,...,k} , either (0} 
or an irreducible N-module. Let V be a faithful tame N-module. 
If v is in V and m is in M , then v.m is in
v.m.R, 4- v.m.R- + ... + v.m.R, 2 k
Since V is a tame N-module, v.m.R^ is either £0} or a minimal 












V 1 is completely reducible and therefore, for v in V and q 
in A(V/V‘) , vt| is in some finite direct sum,
V, ©  v2 ©  ... © v s (= V) , 
where V. , i = 1,...,s , are irreducible submodules of V' . Thusl
V.J(N) = {0} and vqJ(N) = {0} . Hence V. A(V/V') . J(N) = {0} and 
therefore A(V/V').J(N) = {0} . By lemma 3.4, A(V/V') ^ soc N .
By (1), M ^ A(V/V') and the lemma is proved.
Definition: Let N be a near-ring with minimal condition.
1c k.Let soc N = soc'N . If soc N is defined and soc N < N , then 
k+1soc N is defined as the unique maximal right ideal of N contain- 
k k^l king soc N, and such that (soc N)/(soc N) is completely reducible
k 0in N/soc N . Furthermore, we define soc N to be {0} .
By theorem 3.3, it follows that if N is a tame near-ring
with minimal condition and k is a positive integer such that
k k ksoc N exists, then soc N is a two-sided ideal of N and N/soc N
is tame.
Theorem 3.4 If a tame near-ring N with an identity has minimal
N a* j it
condition, then^i-tWhas a chief N -chain.
Proof: We shall show that, for any such near-ring N , there
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e x i s t s  a p o s i t i v e  i n t e g e r  k such t h a t  soc N = N . S in c e  
( soc^N ) / ( soc^ ^N) i s ,  f o r  j = l , . . . , k  , a f i n i t e  d i r e c t  sum o f  
m in im a l  r i g h t  i d e a l s  o f  N / ( so c ^  ^N) , t h e  r e s u l t  w i l l  t h e n  f o l l o w .
Suppose t h a t  t h e r e  e x i s t  tame n e a r - r i n g s  h a v i n g  an i d e n t i t y  
and min imal  c o n d i t i o n  f o r  i d e a l s ,  which a r e  such t h a t
1 2 3
(0)  < soc N < soc N < soc N < . . .
Jots
i s  an i n f i n i t e  a s c e n d i n g  c h a i n  o f  i d e a l s  o f  N . Le t  S be t h e  -^e-t 
o f  a l l  such n e a r - r i n g s .  I f  N i s  any n e a r - r i n g  i n  S , we s h a l l  show 
t h a t
s o c kN . [J ( N ) ] k = {0} ,
f o r  k = 1 , 2 , 3 , . . .  , bu t
s o c kN . [ J ( N ) ] k_1 £  {0}
f o r  k = 2 , 3 , .  . . . Now,
( s o c kN) /  ( so c k *N) = (R^k^ /soc .k  ^N) (+) . . .  (+) (R^k V s o c k  ^N)
1 " Sk
where 4 k ) - 1 = ! . • • • .
k-1 ; and R<k ) / s o c k - ’soc  N
i d e a l s o f  N/ k - 1 Tsoc N . R
theorem 3 . 1 , i r r e d u c i b l e
, a r e  r i g h t  i d e a l s  o f  N c o n t a i n i n g
N , i  = 1 , . . . , s^ , a r e  min imal  r i g h t  
( k ) , k —1 .  , ^ / s o c  N , l  = 1 , . . . , s^ , a r e ,  by 
N-modules  and t h e r e f o r e
R^k ) . J (N )  c  so c k " 1N
f o r  i  = 1 , . . . , s^ • Thus




2Since, ior all N in S , soc N > soc N , it follows by lemma 3.4
2that soc N.J(N)  ^ {0} . Let r be the smallest positive integer 
such that a near-ring N' in S exists, and
socrN'. [J(N')Jr_1 = {0}
From above it follows that r ^ 3 . Also
socrN'.[J(N')]r 2  ^ {0} ,
because otherwise
s o c r ~1N1. [J(N')]r“2 = (0}
and this would contradict the nature of r . We have that if a
n
is in socrN‘.[J(N')]r , then
9
a*N' c socrN’.[J(N')]r ,
since J(N').N' c: J(N') . Since
socTN'.[J(N')]r 1 = {0} ,
aN'.J(N') = {0} . Therefore, by lemma 3.5, aN' is contained in 
soc'N1 . Since N* has an identity, it follows that a is in
soc N! . Thus
socrN'. [ J(N') ]r cz soc N1
Consider the near-ring N'/soc N1 (= N) . By theorem 3.3 N is 
in S , and, by theorem 2.4,
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J(N) = (j(N')+soc N'Vsoc N'
But, since
socr_1N. [J(N) ]r”2 = (socrN7soc N') . [( J(N')+soc N')/soc N']r'2 , 
it follows that
1 0  0 
socr N.[J(N)]r c [socrN'.[J(N')]r +soc N']/(soc N')
= (0} .
This contradiction to the nature of r implies that N' does not 
exist. Thus, for any N in S ,
sockN.[J(N)]k 1 £ {0} ,
for k = 2,3,... . By theorem 2.1, J(N) is nilpotent. Thus there 
exists a positive integer p such that [J(N)]P = (0} , and this 
implies that
socpflN.[J(N)]P = {0}
It therefore follows that S is empty and the theorem is proved.
Corollary 1 If N is as in the theorem above, then, by theorem
1.2.4, the right ideals of N satisfy maximal condition.
Corollary 2 By the first corollary of theorem 1.4, a near-ring





In this chapter we investigate tame modules more fully.
The basic theory of finitely generated tame modules can be readily 
developed. This in turn makes it possible to prove, under certain 
conditions, the existence of what will be called a Hirsch-Plotkin 
radical because of the parallel with groups. This is proved for 
unitary tame N-modules where N has maximal condition (cf. corol­
lary 1 of theorem 4.3.4). To arrive at this result it is necessary 
to define N-nilpotency, and for the developments of the next chapter 
we also define N-solubility (cf. [1]). The first half of this 
chapter is, however, clearing the way for the next chapter. Most 
of these minor results are for a tame N-module V where N has
minimal condition.
Definition: A submodule V1 of an N-module V will be called
N-soluble in V , if there exists a finite sequence
{0} = v0 < V] <v2 <... <vk - V
of submodules of V with the property that [V./V. ] + , i = 1,...,k ,l l-l
is abelian. V will be called N-soluble if V is N-soluble in V .
Notation: Let V , N and V' be as in the definition above.
Z^(V') will denote the unique maximal submodule of V contained 
in the centre of [V1]+ . Let a > 1 be an ordinal. If a is a
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non-limit ordinal, then Z (V1) will denote the unique maximala
submodule of V containing Z ^(V ') , and such that
Z (V)/Z (V1) = Z (v'/Z (V))a a-I I a-I '
\
If a is a limit ordinal, then
Z (V) = U Z (V1)CL o ßß < a
Definition; Let V , N and V' be as in the above definition.
We shall call V' N-nilpotent (N-ZA) in V , if there exists a
positive integer k (an ordinal 7 ) such that Z (V1 ) = V 1
(z (V') = V) .7
Let , i = 1,2 , be submodules of the N-module V .
If Vj is N-soluble in V , then '*'S N-soluble in
V / , and any submodule of V contained in is N-soluble in
V . For a tame N-module V , is N-soluble in V if, and
only if, it is N-soluble. Similar statements to those above hold 
if the word 'soluble1 is replaced by 'nilpotent' or 'ZA' .
Example 1.1 Let V be an N-module, where N is distributively
generated by a set S of elements that distribute over V . We 
show that V is N-soluble or N-nilpotent if, and obviously only 
if, V+ is soluble or nilpotent.
Since any normal subgroup A of V+ is a submodule if 
A.S c A (see [14]), it follows that, since the terms of the derived 
series of v"*" are fully invariant, the solubility of V+ will imply
9 0 .
V i s  N - s o l u b l e .  I f  V i s  n i l p o t e n t ,  t h e n  t h e  t e r m s  o f  t h e  l o w e r  
c e n t r a l  s e r i e s  a r e  f u l l y  i n v a r i a n t  and V i s  N - n i l p o t e n t .
The n e x t  two lemmas a r e  s i m i l a r  t o  r e s u l t s  i n  g r o u p  t h e o r y .
Lemma 1.1 L e t  V' be  a su b m o d u le  o f  t h e  N-module  V , and
s u p p o s e  V1 i s  N-ZA i n  V . I f  i s  an y  s u b m o d u le  o f V
c o n t a i n e d  i n  V' , t h e n
v ] n z ^ v ' )  h (o)
Lemma 1.1 c a n  be  u s e d  t o  p r o v e : -
Lemma 1.2  L e t  V1 and V" b e  s u b m o d u le s  o f  t h e  N-module  V .
I f  V' and V" a r e  N-ZA i n  V , t h e n  V'+V" i s  N-ZA i n  V .
L e t  N b e  a n e a r - r i n g  w i t h  m i n im a l  c o n d i t i o n  and a u n i ­
t a r y  tame N-module  V . By m i n im a l  c o n d i t i o n ,  t h e r e  e x i s t s  an 
a s c e n d i n g  s e q u e n c e
v0 =  C0) < v i < V 2 < -- -  ( , )
o f  s u b m o d u l e s  o f  V s u c h  t h a t
( ° )  < B Vi < B V 2 < . . .
b u t  w h e r e  t h e r e  a r e  no i d e a l s  o f  t h e  fo r m  A(V/V) (V a su b m o d u le
o f  V ) l y i n g  p r o p e r l y  b e t w e e n  B and  B , i  = 1 , 2 , . . .
Vi - 1  l
( w h e r e  by d e f i n i t i o n  B = (0} ) .  Each V. / V.  , i  = 1 , 2 , . . .  ,
V 0  i i - l
i s ,  by  t h e o r e m  4 . 3 . 2 ,  a d i r e c t  sum o f  N - i s o m o r p h i c  i r r e d u c i b l e
s u b m o d u l e s ,  b e c a u s e ,  a s  i s  r e a d i l y  c h e c k e d ,  B /B  = B .
l  Vi - 1  Vi  i - l
S i n c e  N/B i s  f a i t h f u l  on  V/V and
V1 1
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(M/B )/(B /B ) S N/B
1 1 1  1
for i = 1,2,..., it follows, by corollary 1 of theorem 4.3.4, that
there exists a positive integer k such that = N . Since V
k
is unitary, V = V . This brings us to a definition.
K.
Definition: Let N be a near-ring with minimal condition and
V a unitary tame N-module. The finite sequence (1) of submodules 
of V will be called a tame sequence of V , and the modules 
V^/V^  ^ , i = 1,...,k , will be called minimal tame factors.
Proposition 1.1 Let N and V be as in the above definition.
If is the first non-zero term of a tame sequence for V , then
^ Z^(V) when V is N-ZA and V^"*" is abelian if V is 
N-soluble.
Proof: If V is N-ZA , then can be expressed as a direct
sum of irreducible submodules which, by lemma 1.1, lie in Z^(V) .
Suppose V is N-soluble and let V1 be a minimal sub- 
module of . By considering a common refinement of the V-chain
{0} < V' < V , and a V-chain of V with abelian factors, it can 
be seen that [V1]+ is abelian. Since every submodule of is
N-isomorphic to V1 , is abelian.
Corollary: If V is N-ZA , then it is N-nilpotent.
This follows from the proposition by induction on the
length of a tame sequence of minimal length.
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Definition: If N and V are as in proposition 1.1, then an
irreducible factor of a tame sequence of V , will be an irreducible 
factor occurring in a direct decomposition of a minimal tame factor 
of that tame sequence.
Proposition 1♦2 Let V and N be as in proposition 1.1. If
£1 is any tame sequence of V , and F a minimal factor of V , then
F is N-isomorphic to some irreducible factor of £1 .
This proposition is readily checked by theorem 1.2.2, 
and the direct decomposition of minimal tame factors.
Proposit ion 1.3 Let N and V be as in the above proposition.
If V is faithful, then any minimal factor of V is N-isomorphic 
to a minimal right ideal of N/J(N) and vice versa.
Proof: Let V'/V" be a minimal factor of V , and A the set
of all T) in N such that V't) c  V" . A is an ideal of N ,
containing J(N) and, because V is unitary, properly contained 
in N . By the corollary of theorem 4.1.1, any right ideal of 
N/A is N-isomorphic to V'/V" . By theorem 1.2.2, some minimal 
right ideal of N/J(N) is N-isomorphic to V'/VH .
Let R be a right ideal of N containing J(N) , and 
such that R/J(N) is a minimal right ideal of N/J(N) . Let 
R'/R" be a stable factor of N , N-isomorphic to R/J(N) . As 
in the proof of theorem 4.3.1, there exists v in V such that 
vR' > vR" . It readily follows that vR'/vR" is a minimal factor 
of V , N-isomorphic to R'/R" and therefore to R/J(N) .
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C o r o l l a r y : V i s  N - s o l u b l e  i f ,  and o n ly  i f ,  [ N / J ( N ) ] + i s
a b e l i a n .
The p r o o f  i s  an e a sy  c o n s eq u e n c e  o f  p r o p o s i t i o n  1.2 and 
1 . 3 ,  and t h e  d i r e c t  d e c o m p o s i t i o n  o f  min imal  tame f a c t o r s .  T h i s  
c o r o l l a r y  f u r t h e r  shows t h a t  t h e  N - s o l u b i l i t y  o f  V i s  i n h e r i t e d  
from N .
B e fo re  l e a v i n g  t h i s  s e c t i o n ,  we p rove  two lemmas o f  impor­
t a n c e  t o  t h e  ne x t  c h a p t e r .
Lemma 1.3 Le t  N and V be as  i n  p r o p o s i t i o n  1.2 and V' t h e
f i r s t  t e rm  o f  a tame s e q u e n c e  o f  V . E i t h e r
( i )  V ' . B V, = {0} o r
( i i )  t h e r e  e x i s t s  7 i n  B^, such t h a t  v ' y  = v '  f o r
a l l  v '  i n  V' .
P r o o f : V* i s  a d i r e c t  sum o f  i r r e d u c i b l e  submodules .  Le t
be such  a submodule and A t h e  r i g h t  a n n i h i l a t o r  o f  V .
V1 1 
A < N s i n c e  V .1 = V . Because  N/„ A i s  a p r i m i t i v e  n e a r -  
V1 1 1  1
r i n g  w i t h  minimal  c o n d i t i o n ,  A i s  a maximal  i d e a l  o f  N .
V1
T h e r e f o r e ,  e i t h e r  B , ^ A o r  B , + A = N . I f  B , ^ A ,
1 1 1
t h e n  V ' .B y ,  = {0} s i n c e  V1 can be e x p r e s s e d  as  a d i r e c t  sum o f
i r r e d u c i b l e  submodules  N - i so m o r p h ic  t o  V • Suppose B ,+  A = N .
V V]
Le t  1 = ß+7 where  ß i s  i n  A and 7 i s  i n  B , . S inc e
V 1 V
V'ß = {0} , i t  f o l l o w s  t h a t
v '  = v ' l  = v ' ß  + v '  7 = V* 7
f o r  a l l  v '  i n  V and t h e  lemma h o l d s .
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Lemma 1.4 Suppose V , V' and N are as in lemma 1.3. If 
V is faithful, then (i) occurs if, and only if, some minimal factor 
of V/V* is N-isomorphic to a minimal factor of V' .
Proof; Suppose, a minimal factor T of V/V is N-isomorphic
to V (as in lemma lo3). We have B , ^ ii< A and the result
V 1
follows as in the previous lemma.
Conversely, suppose that V'. B , =  { 0 } , but no minimal
factor of V/V1 is N-isomorphic to a minimal factor of V' .
Since 2V.B , a V' it follows that V.B , =  { 0 } and therefore
B^ , = {0} . Thus By, S J(N) and N/J(N) S (N/By,)/(J(N/By,) .
This last isomorphism contradicts proposition 1.3 and therefore (ii) 
holds.
§2. Centralizers in Tame Modules
The following notions play an important role in the next 
chapter but they are, we hope, of some independent interest.
Definition; If S , i = 1,2 , are subsets of an N-module V ,
then [S^S^j will denote the set of all
X1 " x2 + x i + x2 ’
where x^ , j = 1,2 , is in .
Definition: Let Vc be a submodule of a unitary tame N-module
V , then Cy(V') will denote the subset of V consisting of all
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elements v in V such that
[vN,V] = {0} .
Proposition 2.1 If V1 is a submodule of a unitary tame
N-module V , then C (V1) is a submodule of V .
Proof; It is ob^vious that if v is in C^(V') , then vN is
contained in C^(V') , and hence -v is in C^CV1) . Suppose v^ , 
i = 1,2 , are in C^(V') ; t] is in N ; and v 1 is in V1 . We 
have
- (v 1+v2)t] - v' + (v.|+v2)r) + v' =
= - (V-j+V^ T) + V T] - v T] - v' + V T} V T] + + v' .
Now -v t]-v ,+v t^] = v' , and therefore
[(v 1+V2^t1 > v ‘J = [v, v'] »
where v = -v .jT)"Kv^+v2)r] • Since V is unitary, v2 is in v2N 
and therefore, because V is tame, -v r^)+(v^  +v2)t] is in v2N .
Thus v = v27 for some 7 in N . Hence
[(v 1+v2)T], v '] = [v27, v'] = {0}
for all T) in N and v 1 in V' . Thus v-|+v2 in C (V1) ,
and the proposition is proved.
This proof does not use the fact that V1 is a submodule. 
In fact, the 'centralizer of a subset S in V 1 can be defined, 
and 'Cy(S)1 will be a submodule of V .
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The next example indicates one reason why, for a subset 
S , we leave C (S) undefined.
Example 2.1 Let V be any group and let N be the near-ring
generated by the inner automorphisms of V . By example 6.1.2 and 
proposition 6.1.1, it will follow that V is a unitary tame N- 
module. Furthermore, it is readily checked that the normal sub­
groups of V are just the submodules of V . If V 1 is a normal 
subgroup of V , then C^(V') coincides with the centralizer of V' 
in the group sense. The group centralizer of a subset of V need 
not be normal in V , and the correspondence cannot be pressed 
further.
If V1 is a submodule of a unitary tame module V , and 




If V , i = 1,2 , are submodules of a unitary tame 
V where ^  ’ t*ien ^V^2^1^ denote the unique
of V containing , and such that
V V V /V1 Vv/VV
Alternatively, consists of all v in V such that
[vN, V2Jcvi •
Let V be a unitary tame N-module; and V. , V.'1 1 , i =
submodules of V such that V ^ V1 " 2 and V ' ^ V2 1 , where v2/v
is N-isomorphic to V2'/V ' . Is it true that CV(V2/V^) = CV(V2
It will be shown in the next chapter that this is true for the special
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c a s e  o f  c o m p a t i b l e  N-modules .  We now g i v e  an example t o  show t h a t  
i t  i s  n o t  t r u e  i n  g e n e r a l .
Example 2 . 2  Le t  G be an a d d i t i v e  group  w i t h  a normal  a b e l i a n
n o n - c e n t r a l  subgroup  H , such  t h a t  G/H i s  i s o m o r p h ic  under  cr 
t o  H . Le t  L be t h e  s e t  o f  a l l  f u n c t i o n s  f  o f  G i n t o  G 
t h a t  f i x  0 , and a r e  such  t h a t
g f  = g + h f
f o r  some f i x e d  h^ i n  G and a l l  g i n  G-H ; and
h f  = h + (h^+H)(j
f o r  a l l  h i n  H-{0} . Le t  K be t h e  n e a r - r i n g  g e n e r a t e d  by L
J_j
( s e e  example 1 . 1 . 1 ) .  I t  can be checked  ( c f .  example 4 . 3 . 3 )  t h a t  
G i s  a u n i t a r y  f a i t h f u l  K -m odu le ,  whose o n l y  K - s u b g r o u p s  a r e
J-j JL
H and G . A l i t t l e  c o n s i d e r a t i o n  r e v e a l s  t h a t  i f  r) i s  i n  K ,
t h e n  gn = g+h mod H f o r  f i x e d  h i n  G and a l l  g i n  G-H ,
T) T)
w h i l e  hn = h+(h  +H)cr f o r  a l l  h i n  H-{0] and On = 0 . From
T]
t h i s ,  i t  can  be c hecked  t h a t  H i s  a submodule o f  G . Thus G 
i s  tame .  We may r e g a r d  cr a s  an N - i som orph ism  o f  G/H on to  H , 
s i n c e
( g+H) T) cr (g+h +H)(j 
h
(‘JitO'»-




f o r  a l l  g i n  G-H . C (H) = H , s i n c e  [G,H] f  {0} . On t h eG
o t h e r  hand ,  C (G/H) = G , s i n c e  H g C (G/H) and G/H i s  a b e l i a n .  G G
One i n t e r e s t i n g  f a c t  t h a t  emerges from t h e  n o t i o n  o f  t h e  
n e a r - r i n g  c e n t r a l i z e r  o f  a u n i t a r y  tame module,  i s  a s  f o l l o w s : -  I f  
V i s  a u n i t a r y  tame N-module,  and V can be e x p r e s s e d  as  a d i r e c t
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sum of N-isomorphic irreducible submodules, then, if V is non- 
abelian, V is irreducible. This means that for unitary tame 
modules of near-rings with minimal condition, any non-abelian minimal 
tame factors are irreducible.
Proposition 2.2 Let V be a unitary tame N-module, with a
non-abelian irreducible factor ^ 2 ^ ~\ ^ • There exists a
unique maximal submodule V' of V , such that H V  = and
v = vyvp .
This follows because fl and, whenever
V is a submodule of V such that V fl V ^ , then V ^ C^CV^/V^) .
Corollary 1 From the proof, it follows that V1 contains all
submodules V of V such that V fl .
Corollary 2 If V is a unitary tame non-abelian N-module,
and V is a direct sum of N-isomorphic irreducible submodules, 




where is N-isomorphic to V for all i and j in I .
Suppose  ^Vj are in {V^ : iel} . By corollary 1,
Let V1 be the set of all v+vö , where v is in V. and 5 is1
an N-isomorphism of onto . V' is easily checked to be a
submodule of V such that V. fl V1 = {0} . Thus V' ^ CTT(V.) .
Hence V. ^ CTT(V.) , and this contradicts V. being non-abelian.1 V 1 1 0
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§3. The Hirsch-Plotkin Radical
Definition: A submodule V 1 of a tame N-module V will be
called finitely generated, if there exists v^ , i = , in
V such that
k
V' = Z v.N 
i=i 1
The proof of the next theorem is omitted as it is the 
same as that for ring modules (see [9,p.55]).
Theorem 3.1 If V is a tame N-module, then the following state
ments are equivalent:
(i) the submodules of V satisfy maximal condition;
(ii) every submodule of V is finitely generated; and
(iii) every non-empty collection of submodules of V , 
partially ordered under inclusion, contains a 
maximal element.
The proof of the next theorem, which is given in full, 
requires more detailed consideration than the corresponding result 
for ring modules [9,p.56].
Theorem 3.2 Let N be a near-ring with an identity and maximal
condition. If V is a finitely generated tame N-module, then any 
submodule of V is finitely generated.
Proof: There exist v ,...,v, in V such that-----  1 k
V = v„ N + . . . + v N k
100 .
Let V 1 be a submodule of V . Every element v 1 in V 1 can be 
expressed in the form
v' = v lPl + ... + vkpk , (1)
where p^ , i = 1,. . . , k , are in N . For each v' in V' , S(v'
will denote the subset of N consisting of all p^ that may occur
in (1) . Let
R = U S(v') 
v'eV'
We shall show that R is a right ideal of N . Set
V = v0N + . . . 4- v N
If pi > i = 1,2 , are in R , then there exists v.1 in V' andl
v .l in V such that
1v\ ' = V, P . +  V .•r-l•l—1
for i = 1,2 . Hence
V  - V  = vipi - v lp2 + [v 1p2-^1-v 1p2-v 2 ]
= v1(P1*P2) + v3
— — -|- where is in V . Hence R is an additive subgroup of N
Suppose p is in R , then there exists v' in V' and v in
V such that v' = v^p+v . By proposition 1.1.6, v 't) = v^p-q+v^
for all t] in N , and where v^ is in V . Since v 't) is in
V I , Pr) is in R , and R is a right N-subgroup of N . If
p' is in R , and y ^ p 1 = v^ r) for some t] in N , then obviously
T) is in R . Consider the obvious N-module homomorphism 6 of
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N o n t o  ( v ^ N ) / ( V j R )  . I f  r] i s  i n  Ker 5 , t h e n  v^rj i s  i n  v^R 
an d  so  T) i s  i n  R ; b u t ,  on  t h e  o t h e r  h a n d ,  R ^ Ker 5 . Hence 
R (= Ker 5 ) i s  a r i g h t  i d e a l  o f  N .
We s h a l l  now show t h a t  t h e r e  e x i s t s  a p o s i t i v e  i n t e g e r  s ,
and e l e m e n t s  y , . . . , 7  o f  R s u c h  t h a t  t h e  s e t
s
7-N + 7n N +  . . . +  7 N +  A ( 2 )
'1  ' 2  ' s
i s  t h e  r i g h t  i d e a l  R ( A d e n o t e s  t h e  r i g h t  a n n i h i l a t o r  o f  v .
V1
i n  N ) .  S u p p o s e  R i s  a r i g h t  i d e a l  c o n t a i n e d  i n  R , and max imal  
f o r  b e i n g  o f  t h e  form ( 2 ) . R e x i s t s  by m aximal  c o n d i t i o n ,  and
b e c a u s e  A i s  o f  t h e  fo r m  ( 2 ) . S u p p o s e  R < R , and l e t  ß be
V1
i n  R b u t  n o t  i n  R . C o n s i d e r  t h e  N-homomorphism S '  o f  N o n t o  
( v ^ N ) / ( v^ßN) d e f i n e d  i n  t h e  o b v i o u s  f a s h i o n .  r) i s  i n  Ker 5 '  i f ,  
an d  o n l y  i f ,  v^r) i s  i n  v^ßN . T h u s ,  t) i s  i n  Ker S '  i f ,  and
o n l y  i f ,  mod A , t] i s  i n  ßN . Hence
V 1
Ker &' = ßN + A
V 1
S i n c e  ßN and A a r e  c o n t a i n e d  i n  R ,
V1
R +  ßN +  A (= R ' )
V1
i s  a r i g h t  i d e a l  o f  N c o n t a i n e d  i n  R . But  R 1 i s  o f  t h e  fo rm  
( 2 ) a n d ,  s i n c e  ß i s  i n  R' , R' >  R . T h i s  c o n t r a d i c t i o n  y i e l d s
t h a t  R i s  o f  t h e  fo r m  ( 2 ) .  Thus
v , R  = v _7_N + v _70N +  . . .  +  v  y N 1 1 ' 1 1 / 2 1 '  s ( 3 )
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We now p rove  t h e  theo re m  by i n d u c t i o n  on k . I f  k = 1 , 
t h e n  V' = v^R , where  R i s  as  above  and ,  by ( 3 ) ,  V' i s  f i n i t e l y  
g e n e r a t e d .  Assume k > 1 . S in c e  each 7  ^ , i  = l , . . . , s  , i s  i n  
R , t h e r e  must e x i s t  v ^ 1 i n  V' such t h a t  7^ i s  i n  S ( v / )  f o r
i  = 1, . . . , s  . Thus,  v ' =: v „ 7 .+v.  where  
1 1 1 v.1
i s  i n  V f o r
i  = 1 , .  . . , s  . C o n s i d e r  an e le m en t  v '  o f V1 g iv e n  by (1)  . We
ha ve  p i s i n  R so ,  by (3)  , i t  f o H o w s t h a t
V i  = Vl V l  + v i V 2 + •••  + Vl V s  ’
where  n , i  = 1 , . . . , s , a r e  i n  N . Thus 
i
v '  = V + ( v 1 ' - v 1)i)1 + . . .  + ( v s ' - v s )ris 
where  v i s  i n  V . By r e p e a t e d  use  o f  p r o p o s i t i o n  1 . 1 . 6 ,
v ' - v s 'T!s - . . .  - V.| ' T) 1 (= W)
i s  i n  V c S i n c e  w i s  a l s o  i n  V' , i t  f o l l o w s  t h a t  w i s  i n  
V' D V . Thus
V  g v , ' N +  . . .  + v  ' N + V '  n V 1 s
Because  v ^ 'N  , i  = l , . . . , s  , and V' fl V a r e  c o n t a i n e d  i n  V' , 
we have
V' = v 'N + . . . + v 'N + V' n V 
1 s
V i s  g e n e r a t e d  by k - 1 e l e m e n t s  o f  V , and V' D V i s  a sub- 
module .  Hence t h e  t heo re m  f o l l o w s  by t h e  i n d u c t i o n  a s s u m p t io n .
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C o r o l l a r y ; I f  N and V a r e  as  i n  t h e  above theo rem ,  t h e n  V
s a t i s f i e s  maximal c o n d i t i o n ,  by theo rem s  3.1 and 3 . 2 .
D e f i n i t i o n ; L e t  V be a tame N-module. I f  P i s  a p r o p e r t y
o f  tame N-modules ,  t h e n  we c a l l  V ' l o c a l l y  P ' ,  i f  ev e ry  f i n i t e l y  
g e n e r a t e d  submodule  o f  V h a s  t h e  p r o p e r t y  P .
Theorem 3 .3  L e t  N be a n e a r - r i n g  w i t h  maximal c o n d i t i o n  and
an i d e n t i t y .  A u n i t a r y  tame N-module V h a s  a u n iq u e  maximal  
l o c a l l y  N - n i l p o t e n t  submodule ,  v i z .  t h e  sum o f  a l l  l o c a l l y  N - n i l -  
p o t e n t  submodules .
P r o o f ; F i r s t  we s h a l l  show t h a t  t h e  sum o f  a f i n i t e  number o f
l o c a l l y  N - n i l p o t e n t  submodules  o f  V i s  l o c a l l y  N - n i l p o t e n t .  Let  
U and W be two such  submodules ,  and V* a f i n i t e l y  g e n e r a t e d  
submodule  o f  U-FW . Le t
r
V = E (u .+w . )N  
j  = l J J
where
u ,+w . 
J J
u .  i s  i n  U and w. i s  i n  W .
J J
i s  i n  u.N+w.N f o r  each j = 1 , . .  
J J
S in c e  V i s  u n i t a r y ,  








Thus ,  i f  i t  i s  shown t h a t  E u.N + E w.N i s ^ n i l p o t e n t ,
j = l  J j= l  J r
w i l l  f o l l o w  t h a t  V' i s  a l s o W n i l p o t e n t . Le t  Ü = E u.N
j - i  J
W = E w.N . S i n c e  Ü ^ U and W ^ W , i t  f o l l o w s  t h a t
j = i J
t h e n  i t  
and
Ü and
W a r e  N - n i l p o t e n t .  By lemma 1 . 2 ,  U-l-W i s  N-ZA . S in c e  U-FW 
i s  f i n i t e l y  g e n e r a t e d ,  i t  f o l l o w s ,  by t h e  c o r o l l a r y  o f  theo rem  3 . 2 ,  
t h a t  i t  h a s  maximal c o n d i t i o n  on submodules .  Thus,  t h e r e  e x i s t s  a
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positive integer k such that
zk(ü+w) = zk+1(ü-w) = ...
This can only occur if
zk(ü+w) = Ü + W
and therefore Ü+W must be N-nilpotent. Hence V' is N-nilpotent.
Let V_^ , i e I , be the family of all locally N-nilpotent sub-
modules of V . Z V. is locally N-nilpotent since, if V is
iel 1
a finitely generated submodule, then
V = Z v . N 
i=l 1
where v. , i = , must all lie in some finite sum Z  V • 91
where T is a finite subset of I . From above,
ieT
is a finitely
generated submodule of the locally N-nilpotent submodule Z V. ,
ieT 1
and therefore V is N-nilpotent. Thus Z V. is locally N-
iel 1
nilpotent and the theorem is proved.
Definition: Suppose V is a tame N-module such that the sum
V1 of all locally N-nilpotent submodules of V is locally N- 
nilpotent, then V* will be called the Hirsch-Plotkin radical of 
V in the module sense, and will be denoted by P(V) . If G is 
a group, we denote the group theoretic Hirsch-Plotkin radical by H(G)
It is interesting to speculate upon the existence of P(V) 
under more general conditions on N . Need N have maximal condition 
to ensure the existence of P(V) ? Not necessarily.
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Example 3.1 For  a module i n  t h e  r i n g  s e n s e ,  P(V) e x i s t s  and i s
t h e  whole  module.
Example 3 .2  Suppose N i s  t h e  n e a r - r i n g  g e n e r a t e d  by t h e  i n n e r
au tom orph isms  o f  a group  V . Suppose f u r t h e r  N has  maximal  
c o n d i t i o n .  By t h e  example and r e s u l t s  o f  t h e  n e x t  s e c t i o n ,  t h e  
c o n d i t i o n s  o f  t h e  theo rem  above  a r e  s a t i s f i e d ;  so P(V) e x i s t s .
Suppose H i s  any f i n i t e l y  g e n e r a t e d  subgroup  o f  [P (V ) ]+
I f  a . , i  = 1 , . . . , k , a r e  a s e t  o f  g e n e r a t o r s ,  t h e n  i t  i s  e a s i l y  
1 k
checked  t h a t  H ^ Z a .N  (= V' say)  . But V' i s  N-n i l p o t e n t
i=l  1
by t h e  d e f i n i t i o n  o f  P(V) , and t h u s  H i s  n i l p o t e n t .  Hence P(V) 
i s  c o n t a i n e d  i n  H(V) . Can i t  happen  t h a t  P(V) < H(V) ? Cer ­
t a i n l y ,  i f  V i s  f i n i t e ,  t h e n  P(V) (=  H(V)) i s  t h e  F i t t i n g  s ub ­
g roup  o f  V .
Example 3 .3  I f  V i s  a u n i t a r y  tame N-module and N has
minimal  c o n d i t i o n ,  t h e n  P(V) e x i s t s ,  by c o r o l l a r y  1 o f  t heo rem  
4 . 3 . 4 .  I n  t h i s  c a s e  a r e a s o n a b l y  s t r a i g h t f o r w a r d  p r o o f ,  u s in g  
i n d u c t i o n  on t h e  min imal  l e n g t h  o f  a l l  tame s e q u e n c e s  f o r  V , shows 
t h a t  P(V) i s  N - n i l p o t e n t .
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CHAPTER SIX
UNITS OF CERTAIN TAME NEAR-RINGS
We d e v e lo p ,  i n  t h i s  c h a p t e r ,  a t h e o r y  o f  t h e  u n i t s  o f  n e a r ­
r i n g s  w i t h  minimal  c o n d i t i o n  g e n e r a t e d  by s e t s  o f  endomorphisms o f  
a g roup  c o n t a i n i n g  t h e  i n n e r  a u tom orph ism s .  These  r e s u l t s  a r e  b r o u g h t  
t o  a f o c u s  i n  t h e  l a s t  s e c t i o n .
§1• U n i t s  o f  a C o m p a t ib le  N e a r - r i n g  w i t h  Minimal C o n d i t i o n
Le t  G be a g r o u p , a n d  N(S) t h e  n e a r - r i n g  g e n e r a t e d  by 
a s e t  S o f  endomorphisms o f  a g roup  G, as  above .  The N(S)-  
module G h a s  a c e r t a i n  p r o p e r t y  which  i s  a l l  we r e q u i r e  t o  o b t a i n  
t h e  r e s u l t s  o f  t h i s  s e c t i o n .
Le t  V be a u n i t a r y  tame N-module.  For v^ , i  = 1 ,2  , 
i n  V , and r) i n  N , t h e r e  e x i s t s  k d e p e nd ing  on v^ , v 2 and 
T) such  t h a t
(v -j+ v^ q  - v t, = v2/c
T h i s  i s  so b e c a u s e  v^ i s  i n  v 2N . F u r th e r m o r e ,  i f  V i s  a 
u n i t a r y  module s a t i s f y i n g  t h i s  c o n d i t i o n ,  t h e n  V i s  tame.
D e f i n i t i o n ; A u n i t a r y  N-module V w i l l  be c a l l e d  c o m p a t i b l e ,
i f ,  f o r  each v i n  V and r) i n  N , t h e r e  e x i s t s  K i n  N 
d e p e n d in g  o n l y  on v and rj , and such t h a t
( V + V ) q  -  VT) =  v k
f o r  a l l  v i n  V .
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A near-ring N with a faithful compatible N-module will 
be called a compatible near-ring.
Examp1e 1.1 Any unitary module in the ring sense is compatible.
Example 1.2 Let G be a group, and S a semigroup of endo-
morphisms of G containing the inner automorphisms. Let N(S) 
be the near-ring of maps of G into G generated by S . For 
T] in N , we can write
T] = u + u + . . . + p ,1 1 2 r
where p. or ~p. is in S for i = 1,...,r, and where r is al i
minimal positive integer. It will be shown by induction on r that, 
if g^  is in G , then there exists k in N(S) such that 
(8-j +*g)ri-g-jT] = g/c , for all g in G . If r = 1 , then the result 
is easily checked. Suppose r ^ 2 , and define
T) ' = h1 + . . .  + hr _-,
We have
(g-|+g)r) - giTj = (g^gXTj'-Hij. )  “ g- , (n'+Pr )
= ( ghg)r ]  + (g-,+g)hr “ g 1hr " g ^ '
= (g-j+g)!-]' " S-jT)' + g'l'H ' + [(g-|+g)hr " g1 ] - g-jT}' •
By the induction assumption, there exists k' in N(S) such that 
(g-|+g)h ' “g-JI ' = g^ ' • Also, because it holds for r = 1 , and 
because the inner automorphisms of G are in S , it follows that 
there exists A in N(S) such that
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Thus
gA = g-jT) ' + [ ( g 1+g)txr  - g-j M-r  ] - g T) '
(g-,+g)ri - = gk ' +  gA = g(/c'-fA)
T h e r e f o r e  G i s  a c o m p a t i b l e  N-module,  and N(S) a c o m p a t i b l e  
n e a r - r i n g .
Example 1.3 With G and K as  i n  example 1 . 1 . 1 ,  i t  f o l l o w s  
t h a t  G i s  a c o m p a t i b l e  K-module and K a c o m p a t i b l e  n e a r - r i n g .
The n e x t  p r o p o s i t i o n  f o l l o w s  from t h e  d i s c u s s i o n  a t  t h e  
b e g i n n i n g  o f  t h i s  s e c t i o n .
P r o p o s i t i o n  1.1 A c o m p a t i b l e  N-module i s  tame.
Any N-homomorphic image o f  a c o m p a t i b l e  N-module V i s  
c o m p a t i b l e ,  and any submodule o f  V i s  c o m p a t i b l e .  F u r th e r m o r e ,  
we need o n l y  c o n s i d e r  t h e  f a i t h f u l  a c t i o n  o f  N on V i n  o r d e r  
t o  e s t a b l i s h  t h e  c o m p a t i b i l i t y  o f  V . I t  i s  a l s o  easy  to  e s t a b l i s h  
t h a t ,  i f  N i s  a c o m p a t i b l e  n e a r - r i n g ,  t h e n  so i s  any i so m o r p h ic  
image o f  N .
D e f i n i t i o n ; Le t  V be. a f a i t h f u l  N-module.  I f  a  i n  N i s
such  t h a t  Va = V , t h e n  we c a l l  a  s u r j e c t i v e  on V o r  j u s t  s u r ­
j e c t i v e .  An e le m en t  ß o f  N w i l l  be c a l l e d  i n j e c t i v e  i f  whenever  
v^ , i  = 1 ,2  , i n  V a r e  such t h a t  v^ß = v ?ß , t h e n  v^ = .
D e f i n i t i o n : I f  N i s  a n e a r - r i n g  w i t h  an i d e n t i t y ,  t h e n  we s h a l l
c a l l  an e lem en t  a  o f  N a u n i t ,  i f  t h e r e  e x i s t s  ß i n  N such 
t h a t  aß = I .
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Theorem 1.1 Le t  V be  a f a i t h f u l  u n i t a r y  N-module where N
h a s  D.C.C.  An e le m en t  a  o f  N i s  a u n i t  i f ,  and o n l y  i f ,  a  i s  
s u r j e c t i v e .
P r o o f :  Suppose, a  i s  s u r j e c t i v e .  C o n s i d e r  t h e  d e s c e n d i n g  c h a in
N ^ a N §  a 2N i* . . .
o f  r i g h t  N -subgroups  o f  N . By D.C.C.  i t  f o l l o w s  t h a t
f o r  some p o s i t i v e  i n t e g e r  
N . T h e r e f o r e
k M k + 1 Ma  N = a  N ,
I TU k + 1  a kk . Thus a  ß = a f o r  some ß i n
(va,k) , a ß = ( v a * ) . 1
f o r  a l l  v i n  V , and,  b e c a u s e  a  i s  s u r j e c t i v e ,  i t  f o l l o w s  t h a t  
v ( a ß - 1 )  = 0 f o r  a l l  v i n  V . Thus aß = 1 .
Suppose t h e r e  e x i s t s  ß i n  N such t h a t  aß  = 1 . S inc e  
vaß = v f o r  a l l  v i n  V , ß i s  s u r j e c t i v e  and t h e r e f o r e ,  by t h e  
above ,  t h e r e  must  e x i s t  y  i n  N such t h a t  ßy  = 1 . Hence 
a ß /  = a  and a  = y • S in c e  ßy = 1 , y i s  s u r j e c t i v e  and t h e  
t heo rem  i s  p roved .
C o r o l l a r y  1 The u n i t s  o f  a c o m p a t i b l e  n e a r - r i n g  w i t h  minimal
c o n d i t i o n  form a g roup .
P r o o f :  The u n i t s  o f  a n e a r - r i n g ,  as  i n  t h e  above theo rem ,  form
a group .  Thus ,  by p r o p o s i t i o n  1 . 1 ,  and c o r o l l a r y  2 o f  theorem  4 . 3 . 4 ?
t h e  r e s u l t  f o l l o w s .
no.
Corollary 2 If N is as in theorem 1.1 and a is a unit,
then a is injective.
Proof; If v (a = v^a for v , i = 1,2 , in V , then
v^aa  ^ = v9aa * and the result follows.
Lemma 1.1 Let N be a near-ring with minimal condition and V
a faithful compatible N-module. Suppose V' is a submodule of V, 
and v\ , i e I , a system of coset representatives of V/V1 in V .
If there exists y in A(V/V') such that v'y = v' for 
all v* in V1 , then there exists | in A(V/V') such that
(v'+v )| = v' + (v.)| i i
for all v' in V > and i in I .
Proof: Let J be a non-empty subset of I . M will denote
the set of all h in N such that
(v'+v )t] = (v )t)
for all j in J and v1 in V' . It is easily checked that
is a right N-subgroup of N . Suppose S^  is the set of all non­
empty subsets J' , contained in I , and such that = M , . It
is easily checked that , where
H = U J'
J'eS
From now on we shall use the notation M to denote M , where JJ J
is the unique maximal subset J of I such that M- = Mj . Let
I l l
S9 = (Mj. : J is a non-empty subset of 1}
Let S be the set of all A in N such that A = 1 mod A(V/V') . 
Suppose, without loss of generality, that the symbol 1 is in I , 
and represents the coset V' in V . We have
1 - 7 = 1 mod A(V/V')
and
(v'+v1) [1-7] = (v'+vp - (v'+v1) = 0
= (v^) (1 -7) ,
since is in V1 . Thus I-7 is in Sfl . By D.C.C.
there exists in minimal for the property that S fl M
If J and are non-empty subsets of I and J-j cz , then
M £ 
J1
M and therefore, in particular, M ^ j 2  »J Hi . We shall show
that M = M .
J X
Suppose M > M so that J is a proper subset
of I . Since fl S A fa , there exists A in S such that
(v'-W.)A = (v JA
for all v* in V* and j in J . Let k be in I-J and let 
A' be an element of N such that
(v-v )7 - (-V >7 = vA'
for all v in V . The existence of A' is due to the existence
of a and ß in N such that
(-vk+v)7 " (-vk>7 = va ,
and
Vk + V " vk = Vß
112.
for all v in V . Thus
vßa = (v-v )? - (-V )7 ,
and we may take A' = ßa . Since (v-v )y - (-v )y is in V* for
K  iv
all v in V , A 1 is in A(V/V') . A* has the property that
(v'+v )A' = v *7 - (-V ) 7
= v* - (-vfc)7 (1)
for all v' in V 1 . Set p. = (-A'+1)A . We have p = 1 mod A(V/V') 
since -A' is in A(V/V') . Also
(v'+v^p = [- [(v'+Vj)A' ] + v' + v^JA
= (v )A (2)
for all v' in V* and j in J , because - [(v'+v^)A']+v' is in
V' . By putting v' = 0 in (2), we see that
(v'+v )p = v.p (3)
J J
for all v1 in V1 and j in J . Also from (1),
(v'-tv )n = [(“vk)7 - v* + v' + v^]A 
= t(-vk)7 + vk]A
for all v' in V 1 which, on putting v' = 0 , yields
(v '+vk)n = v p (4)
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From (3) and (4), (v'+v.)|i
S fl M t ,, . £ . BecauseJU [ k j
a MJU(k} • But J u {k}
the maximality of J , MJ
to the minimality of M
S fl M . Thus
= Vj(a for all j in J U (k} . Thus 
J U [k] contains J , we have that 
properly contains J and hence, by 
> Mju^k] , and this is a contradiction 
Hence J = I and there exists e in
€ s 1 mod A(V/V)
and
(v'+vOe = v^e
for all v' in V' and i in I . Take £ = 1-€ We have
(v'+v.)£ = v* +v. - v.e ,l b l i
and, because v.e = v. mod V' for all i in I , we see that Pl i
is in A(V/V') . Putting v 1 = 0 , it follows that
(v'+vJl = v* + v.| ,
and the proof is complete.
Theorem 1.2 Let N be a near-ring with minimal condition and a
faithful compatible N-module V . Let V' be any submodule of V . 
The group of units of N is mapped onto the group of units of 
N/A(V/V') , under the obvious natural near-ring epimorphism.
Proof; If A(V/V‘) = (0) , the result is trivial. Suppose
A(V/V*) ^ {0} . We can find ^ V' such that is a minimal
non-zero ideal of the type A(V/V) , where V is a submodule of V' . 
If A(V/V‘) > B^ , we can find ^ V  such that B^ is minimal
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for being an ideal of the type A(V/V) such that B > B . In
V2 V1
this way we can, by maximal condition, construct a finite sequence
(0} < V.( < v2 < ... < vk £ V*
of submodules of V such that B = A(V/V') and where, between
K
B f and B f , there are no ideals of the type A(V/V) ( V a 
Vi-1 Vi
submodule of V ). We assume k is minimal and proceed by induction.
Now V/V is a faithful compatible N/B module and 
1 V 1
(N/B )/A((V/V )/(V7V )) = N/A(V/V')
1
where
A((v/v')/(v7v )) = A(V/V')/B
1
Thus the result will follow, if it is shown that the theorem holds 
for the natural near-ring epimorphism of N onto N/B
V1
We have, by lemma 5.1.3, that either
(i) V .B = {0} or
1
(ii) there exists 7 in B such that v.7 = v- for
1
all v 1 in V .
Case 1 Suppose (i) holds. We shall show a+1 is a unit for
all a in B . Let v be in V . There exists K in N such 
V1
that (v+v) (-a)-v(“a) = v/c for all v in V . Thus
(va+v)(-a) “ v(-a) = vex
Since -a is in B^  , V/c cz , and k is in B^ But va is
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i n  and,  b e c a u s e  V^.B^ = {0 } , i t  f o l l o w s  t h a t
( v a + v ) ( - a )  - v ( - a )  = 0
f o r  a l l  v i n  V and v i n  V . Thus ( v a + v ) ( - a ) - v ( - a )  = 0 f o r
a l l  v i n  V, and i t  f o l l o w s  t h a t  (a+1) ( - a )  = - a  . Hence
( a + 1) (--a+1) = ( a + 1) ( - a )  + a  + 1 =  - a + a  + 1 = l ,
and a+1 i s  a u n i t .  L e t  ß be a u n i t  o f  N/B and ß '  be  such
V1
t h a t  ß ß * = B +1 . Suppose ß and ß '  a r e  c o u n t e r - i m a g e s  o f  ß 
V1
and ß 1 . We have  ßß '  = a+1 where  a  i s  i n  B . Thus,  f rom
1
above ,  ß i s  a u n i t .
Case 2 We may assume t h a t  t h e r e  e x i s t s  7 i n  B such t h a t
V1
v.j7 = v.j f o r  a l l  v^ i n  V.^  . Le t  v .  , i  e I  , be a sys te m  o f
c o s e t  r e p r e s e n t a t i v e s  o f  V/V i n  V . By lemma 1 .1 ,  t h e r e  e x i s t s
I i n  B such t h a t  
V1
( v ' + v i ) |  = v '  + ( v i ) |
f o r  a l l  v ‘ i n  and i  i n  I  . Suppose ä  i s  a u n i t  i n
N/B and l e t  a  be  a c o u n t e r - i m a g e  i n  N . Se t  
V1
a* = I + ( “ | + 1) a
S i n c e   ^ i s  i n  B , i t  f o l l o w s  t h a t
V1
a '  = a  mod B^
I f  we show t h a t  a '  i s  s u r j e c t i v e ,  t h e n ,  s i n c e  a '  i s  a c o u n t e r -
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image of ä , the result will follow by theorem 1.1. Let an element
v'+v. of V be given where v* is in V, and i is in I . Since l 1
ä is a unit of N/B , it is surjective on V/V . Thus there exists
V1 1
v +V„ in V/V, , where j is in I and such that 
J 1 1
Thus
(v ,+V )a = v. + V J 1 i 1
(“(vj)£ + Vj)a = + vt (I)
where v* is a fixed element of V 1 depending only on j. Consider
(v'-v'-(Vj)|+Vj)a' V - V - (v )| + (Vj)| +
+ ["(v )£+(vJl+v'-v'+v'-v'-Cv )|4v.]a 
v' + v' + (“(v )| + v^)a
From (1),
(v1 - v' ~ (v.)| + v.W' = v 1 - v* + v' + v.j r i
v' + V . > 1
and so a 1 is surjective. Thus, by theorem 1.1, the theorem follows,
Proposition 1.2 Let N be a near-ring with identity. Suppose
the units of N form a group U ; and let A be an ideal of N . 
Then 1+A is a subsemigroup of the multplicative semigroup of N, 
and U fl (1+A) is a normal subgroup of U .
Proof; If 1+a and 1-fa1 are in 1+A , then, since
1-fa+(Htx)a' is in 1+A , ('Htx)(l+a') is in 1+A and 1+A is a
multiplicative semigroup. Suppose H u  is in U fl (1+A) ; and ß
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i n  U i s  such t h a t  ß (1+a)  = 1 . S in c e  ß ( l + a )  = ß+ßa and ßa 
i s  i n  A , i t  f o l l o w s  t h a t  ß i s  i n  1+A and U fl (1+A) i s  a 
subg roup  o f  U . Le t  1+7 be i n  U D (1+A) and e i n  U . We 
have
e ( 1+7 ) e   ^ = (e+-e7>e ^
-1 -1 Because €7 i s  i n  A , ( e+€7 )e  -1 i s  i n  A and t h u s  e ( 1+-7 ) e
i s  i n  A+-1 (= 1+A) . Thus e ( 1+7 ) e  i s  i n  U D (1+-A) .
Theorem 1.3 Le t  N be a c o m p a t i b l e  n e a r - r i n g  w i t h  min imal  c o n d i ­
t i o n .  We have
n
N/J(N) = ©  A.
i =1 1
where  A^ , i  = 1 , . . . , n  , a r e  t h e  n o n - z e r o  min imal  i d e a l s  o f  N/J(N) 
( s e e  [8 ] ) .  I f  U. a r e  t h e  g r oups  o f  u n i t s  o f  A. , i  = 1 , . . . , n  , 
t h e n
u/u n ( i +j(n) ) = u.] x u2 X . . . X
Pr o o f : Out o f  a l l  f a i t h f u l  c o m p a t i b l e  N-modules choose  one  V
h a v i n g  a tame s equence
{0 } = v 0 <  v 1 < . . .  < vk = V
o f  minimal  l e n g t h  k . We p r o c e e d  by i n d u c t i o n  on k.  I f  k = 1 , 
t h e n  V can  be e x p r e s s e d  as  a d i r e c t  sum o f  N - i som orph ic  i r r e d u c ­
i b l e  submodules o f  V . Le t  V1 be such an i r r e d u c i b l e  submodule 
o f  V ( = V ) . I f  t] i s  i n  N , th e n  V'r) = {0} i f ,  and o n l y  i f ,  
V^ T) = (0} , and t h e r e f o r e  N i s  f a i t h f u l  on V' . Thus N i s  a 
s im p l e  n e a r - r i n g  and t h e  r e s u l t  f o l l o w s  f o r  k = 1 .
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We may assume t h e  r e s u l t  f o r  N / . Let  U be t h e  group
o f  u n i t s  o f  N/B . The re  a r e  two c a s e s  t o  be d e a l t  w i t h :
V1
Case  1 Suppose V .B = {0} . I n  t h i s  c a s e  we have  t h a t
V1
V.B“ c  V .B = {0} .
1 ' 1
Thus B = {0} and B J(N) . Hence,  by theo rem  4 . 2 . 4 ,  
1^ '  V1
(N/B ) / J ( N / B  ) = (N/B ) / ( j ( N ) / B  ) S N/J(N)
I I 1 1
and t h e  theorem  w i l l  f o l l o w  f o r  c a s e  1, i f  we show t h a t
Ü/U n ( l+ B  + J (N ) /B  ) = U/U n ( 1+ J ( N)) . (1)
1 1
Le t  4> be t h e  group  homomorphism o f  U on to  U , d e f i n e d  by
a<t> = a+B . By theo rem  1 .2 ,  0 i s  an ep im orph ism.  Le t  k be
V1
t h e  n a t u r a l  ep imorphism o f  U on to
Ü/Ü n ( l+ B + J (N ) /B  )
1 1
Ker 4>/C c o n s i s t s  o f  a l l  a  i n  U such that .  ct+B i s  i n  + J (N ) /B  .
V1 V1 V1
S in c e  By ^ J(N) , Ker <t>/c = U fl ( l + J ( N ) )  and (1) h o l d s .
Case 2 Suppose V. . B , £  (0} . S inc e  V. i s  a d i r e c t  sum o f  N-
1 V1
i s o m o r p h ic  i r r e d u c i b l e  submodules ,  t h e  r i g h t  a n n i h i l a t o r  A o f  V
V 1 1
i s  e i t h e r  a maximal  i d e a l  o f  N o r  N . S inc e  Vf i s  u n i t a r y ,  ^ A
i s  maximal and B + A = N . Any t w o - s i d e d  i d e a l  o f  N/J(N) i s  a 
V| 1 1
d i r e c t  sum o f  some o f  t h e  A  ^ , i  = 1 , . . . , n  , [8J.  We have
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(b +J(N))/J(N) + A/J(N) = N/J(N) . (2)
1 1
Since B i A , (b +J(N))/J(N) /= {0} . By the corollary of
V 1 V 1 v -j
theorem 4.3.2, B is a direct sum of minimal N-isomorphic right 
V1
ideals and therefore the same is true for (b +J(N))/J(N) . Thus
V1
( B^ ? +J(N))/J(N) must be one of the A^ , i = l,...,n , say A^ .
Hence, by theorem 4.2.4,
(N/B )/J(N/B ) = (N/J(N))/[(B +J(N))/J(N)]
1 1 ' 1
= A9 (+) ...{+) A . (3)2 n
From (2),
v A/J(N) = A2 ©  ... ©  An .
The sum of (2) is direct and N/ A = A under a near-ring isomorphism,
V1 1
say 0^  • By the induction assumption, we may assume from (3) that
there exists an isomorphism 0„ of Ü/U fl ( 1+B +J(N/B )) onto
V1 V1
II X ... X U (= K say). We define A0 to be the natural group 2 n Z
eipmorphism of Ü onto Ü/Ü fi ( 1+B +J(N/B )) ; A1 to be the
1 1
natural near-ring epimorphism of N onto N/^ A ; and 5 to be 
the group epimorphism (theorem 1.2) of U onto U , where a5 = cc+B
V1
for a in U . Define a map 0 of U into X ... X , by setting
ad - (aÄjOjsa8A202)
for all a in U . 0 is a well defined group homomorphism. We now
show that g is onto. Let a be in and ß be in K . Since
6^2 ©2 is an epimorphism of U onto K , there exists ß in U such
that ß ö A 2 0 2 =  (3 . Because h 9! is a near-ring epimorphism of N
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o n to  A , t h e r e  e x i s t s  a  i n  N such t h a t  = ä  . S inc e  ä
i s  i n  , we have  aA^ = a + ^  A i s  s u r j e c t i v e  on , by theo rem
1 . 1 .  Thus a  i s  s u r j e c t i v e  on . Le t  v , i  e I  , be a sys tem 
o f  c o s e t  r e p r e s e n t a t i v e s  o f  V/V^ i n  V . By lemmas 5 . 1 . 3  and 1 .1 ,  
t h e r e  e x i s t s  |  a s  i n  lemma 1 .1 .  We now d e f i n e  an e le m en t  7 i n  
N by s e t t i n g
7 = | a  + (~i+l )ß
We s h a l l  show t h a t  7 i s  a u n i t  o f  N and yQ = ( d , ß )  .
Le t i  i n  I  and v ' i n  be g i v e n . S inc e ß i s  i n
U , ßö i s  i n U and i t  f o l l o w s t h a t  t h e r e e x i s t s j i n I such
t h a t
Thus
(VyfV.j)ß = v\  +
(v+v ) ( - | + 1) ß  = ( - ( v  ) | - v + v + v  ) ß  
= ( - ( v  ) | + v  ) ) ß
=  V +  V
j  i
f o r  a l l  v i n  , where  v i s  an e le m en t  o f  d e pe nd ing  o n ly
on j .
S i n c e  a  i s  s u r j e c t i v e  on , we may f i n d  v i n
such t h a t
Thus
( v + ( V j ) £ J a  = v 1 -
j *
(v+Vj)7  = v 1 - v + v^ + = v* + v^
and 7 i s  a u n i t  o f  N . Because v | v f o r  a l l  v i n  ,
vy  = v | a  + ( -v + v ) ß  = v£a  = va
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for all v in V- and therefore 7 = a mod A . Now Ker Q
V1
consists precisely of those elements r] of U such that
T) = 1 mod A , and rj5 is in Ü fl (l+B +J(N/B )) or, alternatively, 
V| V1 V1 
those elements r] of U in l+B +J(N) and 1+ A . Since the sum
V1 V1
of (2) is direct, it follows that Ker Q = U fl (l+J(N)) and the theorem 
is proved.
The next proposition, and example 5.2.2, show that not all 
unitary tame modules are compatible.




> i = 1,2 , be submodules of V such that V.
1
•>-1
>A!! for i = 1
If V /Vr 1 ' is N-isomorphic to /V2' , then (V V,’> ■ W v:
Proof: Let Ö be an N-isomorphism of V /V '1 1 onto V2/V2' •
For any v in CV(V /V ') and tj in N , [VT) , V 1 ^ iS in V *
for ail v 1 in . But - VT) - V  1 +Vr) =  (-V ' ) K ( VTj ) for some k (vt])
in N , and all v1 in V . Thus (v^+V^ 1') [-#C(VT))+1 ] = {0} for
all vi in V . Hence [( v2+V2 ' )&“ 1 ] [-/c( vr)) +1 ] = { 0 } for all v2
in V2 • Applying 6 we see that
(0} = (v2+V2*) [-/c(vt]) + 1] = v2[-k (vt)) + 1] + V2'
= [vt),v2] + V2'
for all v2 in . Thus Cy(V /V ') ^ and, similarly,
cv(v2/v2') s yyv,-) .
Corollary: Let N have minimal condition and V^/V.' , i = 1,2 ,
be minimal tame factors of V with N-isomorphic irreducible sub-
122.
modules. We have C^(V^/V^') = .
This follows from proposition 1.3 and the fact that if a
submodule V* of V is a direct s urn (+) V . 
iel 1
of N-isomorphic
submodules, then VV = C (V1) V for any i in I .
The next proposition is useful in the next section.
♦
Proposition 1.4 Let V1 be a submodule of a compatible N- 
module V ; and let v. , i € I , be a system of coset representatives 
of V/V1 in V . If t) is an element of N , then
(v+v.)p = v/c. + v(i) + v._ l 1 l if
for all v in V' and i in I , where , i € I , are in N ,
v(i) is an element of V1 , depending only on i ; and f is a 
function of I into I .
Proof: To each i in I , there exists K. in N such that
(v+v J t] - V T) = v/c
for all v in V . Thus (v+v )^t) = v/c +v.q for all v in V' and 
i in I . We may now define v(i) , i e I , and f by setting
v T) = v(i) + vif
for all i in 1 . The proof is complete.
If V is a compatible N-module then, as we have already 
seen, minimal condition on N requires V to have a tame sequence.
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It is natural to ask what further restrictions minimal condition and 
compatibility impose on V .
Theorem 1.4 If V is a compatible N-module where N has maximal 




+ +of submodules of V in which V. is non-central in V for all il
in I .
Proof: We may assume V is faithful. Suppose such a direct sum
exists.
We show that the sum
Z A(V/V.) (1)
iel 1
of ideals of N , is direct. Let j be in I and r] in
E A(V/V ) (= A )
1|U J
where the sum is over all i in I distinct from j . We have
J II -z3 j. + +r) . where T ) *  ’ k = 1, . . .,r , is in A(V/V. ) and
1 1 r Lk
n M t r-~-\ L—i. Thus t ] is in A [V/ ( V . ( + )  .
L1
. .  © V .  ) ]  . If 
r
T) is also in A(V/V ) then ii 0 , and therefore r) =  0 . Thus
the sum (1) is direct. If we show that, for each i in I ,
A(V/V.) £ 0 , then we will have obtained a contradiction to N
having minimal or maximal condition on ideals. For each i in I
let v. be a non-central element of V+ contained in V, , l l and let
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K. be an element of N such thatl
- v - v ^ + v + v ^ =  v/c^
for all v in V . We have is in A(V/\A) and Vk_ f {0} ,
for each i in I . Thus K £ 0 and the proof is complete.
We return in section two to a more detailed consideration 
of the structure of a group whose near-ring generated by the inner 
automorphisms has minimal condition.
§2• Units of a Near-ring Generated by a Certain Set of
Endomorphisms of a Group
Throughout this section we assume:
(i) N is a near-ring generated by a set S of endo­
morphisms of an additive group V .
(ii) S contains the inner automorphisms of V .
(iii) N has minimal condition.
It follows from example 1.2 that V is a faithful compatible 
N-module. The theorems of the last section tell us some of the story 
about the units of N . However, a lot more of the tale can be 
unravelled, and it is these results, along with the spin-off, that 
we are after.
Notation: We shall denote the semigroup of endomorphisms of V ,
generated by S , by S' . Let V 1 be a submodule of V such that
+[V1] is abelian. Since N is distributively generated, it is easily
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checked that N/^,A is a ring and V' a faithful N/^A-module 
in the ring sense. Suppose U' is the group of units of N/^,A . 
By theorem 1.1 and its second corollary, U' is isomorphic to a 
subgroup of the automorphism group of V1 . We shall let U(V') 
denote this group of automorphisms of V1 , and H(V') denote the
subgroup of the holomorph of V' , formed by extending [V1]+ by
the group U(V') in the natural manner. More precisely, H(V')
is the group of all pairs (v,5) , where v is in V' and 5 in
U(V') , and where multiplication in H(V') is given by
(v.j ,5-j) (v2,&2) = (v2+v 152> £>-j
for , i = 1,2 , in V1 and 6 , i = 1,2 , in U(V') .
In the next lemma a symbol is required to indicate an 
unrestricted direct product of a family G , i e I , of multiplica­
tive groups. This group will be denoted by
G.l
Lemma 2.1 Let V* be a submodule of V . Let U and U be
the groups of units of N and N/A(V/V ), respectively; and suppose 
v. , i e I , is a system of coset representatives of V/V' in V . 
If [V1] is abelian and Q is the epimorphism of U onto U 
of theorem 1.2, then Ker Q can be embedded in
ITiel G.l
where each G^ is an isomorphic copy of H(V') .
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Proof: Let r\ be in Ker Q . Since t]+A(V/V') acts as the
identity on V/V1 , we have, by proposition 1.4, that
(v+v,)n = V/C. + v(i) + V. 1 1 1 1
for all v in V' and i in I . Since r\ is surjective, each
K must be surjective on V1 and therefore k ^+A(V') is a unit
of N/A(V') . We now map Ker Q into [j G. under 6 by setting
iel 1
T]& = [(v(i),/ci)cii]i€l , ( + )
where o\ is an isomorphism of H(V') onto and k  ^= k_+A(V')
for each i in I . Suppose 7 is another element of Ker Q and, 
as in proposition 1.4,
(v+v^jy = vA^ + v(i) + v
for all v in V' and i in I . Again, let = A^+A(V') for
each i in I . We have
(v+v J tiA = ( v k^+v C i) ) A^ + v(i) + v
= v k .A. + v(i)A. + v(i) + v.1 1  1 1
= v(i) + v(i)A. + v/c.A. + v.1 1 1 1
= v(i) + v(i)Äi + vk^Ä^ + v (1)
(t) This notation is of course consistent with regarding
[( v(i) o\ ] j  as a function on I to ((v( i) , k ), o\ : iel) .
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for all v in V' and i in I . From (1), it follows that
S
(t]A)5 = (r))5(A)5 . Also, Ker &  must consist of all t] in Ker 0
such that v(i) = 0 for all i in I , and k = 1+A(V') for all
6i in I . Thus Ker 0 - 1 and 5 is an isomorphism.
Theorem 2.1 Let U be the group of units of N . U is soluble
if, and only if, U/U H ( 1+J(N)) is soluble.
Proof: The 'only if' is trivial. Suppose U/U D (l+J(N)) is
soluble. Let
{0} < V_ < V0 < . . . < V, = V 1 2 k
be a tame sequence of minimal length. We shall prove the result by 
induction on k . Since is a direct sum of N-isomorphic irre­
ducible submodules, it follows that, if k = 1 , then N is simple 
and thus J(N) = (0) . Thus, if k = 1 , U is soluble.
Suppose k > 1 . With the notation of theorem 1.3,
u/u n ( l+j (n) ) s u x u£ x . . .  x u
Let A be the right annihilator of V in N . N/ A is a 
V1 V1 
simple near-ring and
N/ A = (N/J(N))/( A/J(N))
1 1
Thus N/ A is isomorphic to a simple component of N/J(N) , and
1
the units of N/ A are isomorphic to one of the U. , i = 1,...,n , 
V1 1 
say U^  . Let G be the additive centre of . The group /G
is isomorphic to the group of inner automorphisms of , which is
isomorphic to a subgroup of U^  by theorem 1.1. Since U^  is
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soluble, is soluble. By example 5.1.1, is N-soluble. It
follows from theorem 1.2.2 that any irreducible submodule of 
is abelian and therefore is abelian. Because is abelian
and is soluble, H(V^) is soluble. Let U be the group of
units of N/B , and Q the group epimorphism of U onto U ,
V1
defined by a0 = a+B for all a in U . By lemma 2.1, Ker Q
V1
can be embedded in
niel G
where each G^ is isomorphic to H(V^) . Thus Ker Q is soluble.
As in the proof of theorem 1.3, Ü/Ü fl ( 1+B +J(N/B )) is isomorphic
V 1 V 1
to U. X U0 X ... X U or U0 X ... X U . By the induction assump- 1 2  n 2 n
tion, U is soluble and therefore U is soluble.
Proposition 2.1 If t] is in A(v/Z^(V)) , then
(i) K+r] = t]+K for all K in N ; and
(ii) (k 2-+t\)k  ^ = K2K^-h}K^ for all , i = 1,2 , in N .
The first statement is trivial, the second is proved by
expressing K. as a sum [i,+. ..+|i , where p. or -p. is in S'1 1 r i i
for i = 1,...,r . Assuming r is minimal, the result then follows 
by induction on r and (i).
Theorem 2.2 Let V be nilpotent and U the group of units of
N . We have
(i) 1+J(N) g U ; and
(ii) 1+J(N) is soluble.
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P r o o f : Le t
{0} < V < v2 < . . . <  vk = V
be  a tame se quenc e  o f  V o f  min imal  l e n g t h .  We s h a l l  u se  i n d u c t i o n  
on k . The c a s e  k = 1 i s  t r i v i a l ,  s i n c e  J(N) = {0} . We may 
assume
1 + B + J(N/B ) ss Ü ,
1 1
where  Ü i s  t h e  group  o f  u n i t s  o f  N/B^ . I f  1+p i s  i n  1+J(N) , 
t h e n ,  s i n c e
J(N /B  ) = (B + J ( N ) ) / B
1 1 1
i t  f o l l o w s  t h a t  1+p+B i s  i n
V1
(1+B ) + J(U/B )
1 1
which  i s  a subgroup  o f  U . Thus t h e r e  e x i s t s  1+p+B i n
V1
(1+B )+J(N/B ) w i t h  p i n  J(N) , and such t h a t
1 1
( 1 +P+B ) (1+p+B ) = 1 + B
1 1 1
Hence
(1+p) (1+p)  = 1 + p + ( l + p ) p  
= 1 mod B
V1
T h e r e f o r e  p+(1+p)p i s  i n  J(N) fl B^ I f  p+(1+p)p  = q , t h e n
(1+p) (1+P) = 1 + T]
We s h a l l  show t h a t  1+q i s  i n  U . By example 5 . 1 . 1 ,  V i s  
N - n i l p o t e n t  and by p r o p o s i t i o n  5 . 1 . 1 ,  ^ Z^(V) . T h e r e f o r e  q
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is in A(V/Z (V)) . Thus
(1 -f] ) ( 1 ~Hrj) = 1 - T] +  (1-T])r)
= 1 “ T] +  T) +  (-T))r]
by (ii) of proposition 2.1. But V.(j(N) D B ) <z V...J(N) fl B = {0} ,
1 1
since is a direct sum of irreducible submodules of V . Thus
o( J(N) fl B ) = {0} and (-rj)rj = 0 . Hence
(1-T))(1+P)(1+P) = 1
and 1+p is a unit. Therefore 1+J(N) ^ U and the proof of (i) is 
complete.




is soluble. Let 0 be the group epimorphism of U onto U, defined 
by
a 0 = a + By
for all a in U . If 01 is the restriction of Q to 1+J(N) ,
then 0 1 maps 1+J(N) onto (1+B )+J(N/B ) , since
V1 1
(J(N)+B ) / B = J(N/B )
1 1 1
Now Ker o' consists of all a in 1+J(N) such that <x0' = 1+B
V1
Thus, from the definition of 0 , Ker 0' = 1+J(N) fl B^ . Since 
(l+J(N))0' is soluble, the result will follow if it is shown that
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Ker 0 1 i s  a b e l i a n .  I f  1+a and 1+ß a r e  i n  Ker 0 1 , th en
(1 +a) (1+ß)  = 1 + a  + ß + a ß
2
by ( i i )  o f  p r o p o s i t i o n  2 . 1 .  S i n c e  ( J(N) fl B ) = {0} ,
V1
(1 +x) (1 +ß) = 1+a+ß = 1+ß-hx = (1+ß) ( H u )  by ( i )  o f  p r o p o s i t i o n  2 . 1 .  
Thus Ker 0'  i s  a b e l i a n  and 1+J(N) i s  s o l u b l e .
P r o p o s i t i o n  2 . 2  Let  be t h e  f i r s t  n o n - z e r o  term o f  a tame
s e q u e n c e  f o r  V . Let  , i  e I , be a s y s t e m  o f  c o s e t  r e p r e s e n t a ­
t i v e s  o f  V/V^ i n  V . Let  J be any non-empty s u b s e t  o f  I and
l e t  R be t h e  s e t  o f  a l l  p i n  B such t h a t  
J v 1
(v+Vj)p - Vjp = 0 ,
f o r  a l l  v i n  , and j i n  J . I f  i s  a b e l i a n ;  t h e n
( i ) Rj i s  a r i g h t  i d e a l  o f  N ; and
( i i ) i f J = I , t h e n  R i s  an i d e a l  o f N wh ich  we
d e n o t e  by B° 
V1
Proof : ( i ) I t i s  r e a d i l y  chec ke d  t h a t  R^ . i s  a r i g h t  N- subgroup
o f  N . S i n c e N i s  d i s t r i b u t i v e l y  g e n e r a t e d ,  we need o n l y show
t h a t Rj+ i s  a normal  subgroup  o f  n"*" . Let  q be i n  N , and
ß = - r]+p+r] where p i s  i n  Rj . As i n  p r o p o s i t i o n 1 . 4 ,
( v+ v ^ ) t] = v K j  + v ( j )  + V j f
f o r  a l l  v i n  V- and j i n  J . S i n c e  V-,+1 1 i s  a b e l i a n ,
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(v+Vj)ß = - V j f - v(j) - V/Cj + (V+V j) P + v/c + v(j) + V j f
= -V . _ + (v+v .) p + V . _Jf J Jf
for all v in and j in J . Thus
(v+v Jß = Vjß »
and, because ß is in B , it follows that ß is in R and
V1 J
(i) holds.
(ii) Let J = I , and r) and p be as above. We have
(V+Vj)r) p = ( vKj+v( j)+v )p
for all j in I and v in V. . Hence J 1
(v+v_.)r]p = (vjf)P = Cv j) T) P
as is seen on putting v = 0 . Thus t]P is in B° and (ii) follows.
V1
Notation: The notation R , B° of proposition 2.2 will nowJ V]
be taken as standard. We also define R, = B . If J is anyP
subset of I , then X will denote R . This additional nota-J 1“ J
tion will be the more natural for a great deal of what follows, 
because of the following proposition.







f o r  s u b s e t s  , k e K , o f  I  , where
Whereas
and
Cl = fl J, and A = U J, 
keK k keK k
keK k
n x T g
, „  j . cikeK k
Lemma 2 .2  Le t  be t h e  f i r s t  n o n - z e r o  t e rm  o f  a tame s e q u en c e
f o r  V , where  i s  a b e l i a n .  Suppose t h a t  £ (0)  and
v .  , i  e I  , i s  a sys te m  o f  c o s e t  r e p r e s e n t a t i v e s  o f  V/V^ i n  V . 
Le t  S be t h e  s u b s e t  o f  I  c o n s i s t i n g  o f  a l l  s i n  I  such t h a t
v = 0 mod CTT(V ) 
s V I
I f  S <  I  and k i s  i n  I - S  
t h a t
t h e n  t h e r e  e x i s t s i n  By such
(v+V \ (V rk
f o r  a l l  v i n  , and
(V+Vs ) 7 k = V + (Vs ) 7 k 
f o r  a l l  v i n  and s i n  S .
P r o o f : S in c e  V .B £ {0} , i t  f o l l o w s  from lemmas 5 . 1 . 3  and
1 V 1
1.1 t h a t  t h e r e  e x i s t s  |  a s  i n  lemma 1 .1 .  D e f in e
134.
[ T l » | ] " - T ) - | + T l + i
for any t) in N . Since £ is in , [t] , | ] is in for
all t) in N . Let
(v+v )T] = v/ci + v(i) + V f ,
where v is in , i in I ; and where , v(i) and f are 
as in proposition 1.4. We have
(v+Vfe) [t) >1 ] = -vkf - v(k) - v/ck - (v )| - v + v/ck + v(k) + vfcf + v +
+ (vk)e
= -vkf - (vk)i - V + vkf + v + (vk)| ,
since £ is in B^ and V^+ is abelian. Now = v(k)+vk  ^ >
since O.K, = 0 . Thus k
[v^ T), (v+vk)| ] = -vkf - v(k) - (v+vk)| + v(k) + vkf + (v+vk)|
- -vkf - (v+vkn  + vkf + (v+vk)| .
Hence
( v + v k )[r),£] = [vk T ) , ( v + v k ) | ]
for all v in V • But, as v takes all values in V1 , SO
does v+(vk)^  . Thus, since v, k is not in V V ■there must
exist an T) , say tj , in N such that
(v+vk)U * 0
for some v in . Thus
(v+vk) [r) 1 ,£ ] £ 0
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f o r  some v i n  . Se t  k  = [t]  ^ , £ ] • By p r o p o s i t i o n  1 .4  and t h e
o b v i o u s  n o t a t i o n ,
(v+v ) k = v e k + v (k )
= vek + (vk )«c
f o r a l l  v i n V, . We s h a l l  show t h a t  ve,1 k f  0 f o r  some v i n
v i • I f  ve = k
0 f o r  a l l  v i n  , t h e n (v+v ) k  = (v  )/c f o r  
k k
a l l v i n  V ,. I f  v = - (v, ) |  , t h e n  k
(v+vk ) [ti 1 , S ] = [v^Tl-i»(v +vk) |  ]
= [v k'n1 >°J = 0
But (v+vk ) [V U  £ o f o r  some v i n  V , and t h e r e f o r e  ve, ^ 0 k
f o r some v i n  . F u r t h e r m o r e , s i n c e 1 i s i n  B ,
1
(v+v )K  = o (1)s
f o r  a l l  v i n  V, and s i n  S . Le t  e, be t h e  e lem en t  o f  1 k
N/ A e x p r e s s i n g  t h e  a c t i o n  o f  e on V . S inc e  V. i s  a d i r e c t
V i K. I I
sum o f  i so m o r p h ic  i r r e d u c i b l e  submodules  o f  V , N/ A i s  a s i m p l e
+ 1 
n e a r - r i n g .  But V i s  a b e l i a n ,  and N/ A i s  a d d i t i v e l y  g e n e r a t e d
1 V1
by e l e m e n t s  t h a t  d i s t r i b u t e  o v e r  V , and t h e r e f o r e  N/ A i s  a
1
s im p le  r i n g .  S in c e  N/ A c o n t a i n s  no p r o p e r  i d e a l s  and e ^ 0 ,
V 1 _
t h e r e  e x i s t  ä .  , i  = l , . . . , m  , and ß.  , j  = l , . . . , r  , i n  N/ A 
1 J 1
such  t h a t
Z
i ,  j
“ i V j
where  1 i s  t h e  i d e n t i t y  o f  N/^ A . Le t  cu , i  = l , . . . , m  , and
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j  = l , . . . , r  , be  c o u n t e r - i m a g e s  o f and ß i n  N Now
[ | a i  + ( “ 1+1) ]/cßj
i s  i n  B f o r  i  = and j = l , . . . , r  . Thus,  s i n c e  V +
V1
i s  a b e l i a n ,  t h e  sum o f  such e l e m e n t s  i s  t h e  s a m e , i r r e s p e c t i v e  o f  t h e  
o r d e r  i t  i s  t a k e n  i n .  D e f in e
A -  Z Ucu + ( - | + 1 ) } / C ß .
i ,  j  J
For  a l l  v i n  ,
(v+vk)A Z [ (v + ( v k ) | ) a .  - t ( v k ) | ]  + v j / c ß  
i, j
,E . [vai + ( V 5ai  • [ ( \ H 1  + vk lKßj
Z [ ( v a . + ( v k ) | a . - [ ( v  ) | ] ) e  + ( vk >/c]ß
i, j
E. [vV k  + t(V |ai ' (V l,sk +
J
£ Vai€kßi +  ^ ft(vk)|a. - (vk)Uekß. + (vk)/cß ' 
i»j i,j
E. vai£kßj + (V A ’
as  s e en  on p u t t i n g  v = 0 . Now
Z V<x e . ß ,  = V E ä . i . ß .
i , j  J i , j  J
vl = V
f o r  a l l  v i n  . Thus
(v+v )A = v + (v  )A k k
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f o r  a l l  v i n  . For a l l  v i n  and s i n  S
(v +v  )Ä = Z [ ( v + ( v  ) I ) a . - [ ( v  ) | ]  + v ]/cß s , , s i .  s s
1 ,  J
from ( 1 ) .  F i n a l l y ,  we d e f i n e  t h e  y o f  t h e  lemma byK.
Thus
7k = - A + 6 .
( v + v g) 7 k = v  +  ( v g) |  = v + ( v s ) 7 k
f o r  a l l  v i n  and s i n  S , and
( V+Vk') 7k = ” V^k ^  '  v + v + ( v k) i
- ( v k)A +  ( v fc) |  = ( v k) > k
The p r o o f  o f  t h e  lemma i s  now c o m p l e t e .
Lemma 2 . 3  Let  be t h e  f i r s t  n o n - z e r o  term o f  a tame se q u e n c e
f o r  V and s u p p o s e  V + i s  a b e l i a n .  Suppose  t h a t  V - . B {0} ,
1 1
and v .  , i  e I , i s  a s y s t e m  o f  c o s e t  r e p r e s e n t a t i v e s  o f  V/V^ 
i n  V . For each  j i n  I t h e r e  e x i s t s  P . i n  BTT such t h a t
j v 1
( v 4 - v . ) | .  = v  + ( v . ) ^
f o r  a l l  v i n  V , where
and
v .  = v .  mod C (V ) 
l  j V I
( v + v . H .  = ( v . ) ^
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f o r  a l l  v i n  , where
v . ^  v . mod C (V ) l  j  V I
P r o o f ; I f  f o r  a l l  i  i n  I
v .  = 0 mod C (V ) ,l  V 1
t h e n  C^(V^) = V , and ,  t a k i n g  |  , j  i n  I  ( t o  be t h e  |  o f
lemma 1 .1 ,  t h e  lemma f o l l o w s .
Assume C^(V^) < V . Le t  be an e le m en t  o f  {v^ : i e l }
r e p r e s e n t i n g  t h e  c o s e t  . We f i r s t  p rove  t h a t  |   ^ e x i s t s .  I f
s i s  a s u b s e t o f  I  , we w r i t e  R ,u to i n d i c a t e t h e  r i g h t  i d e a l
Rs where  S' i s  t h e  u n iq u e  maximal s u b s e t  o f  I such t h a t
RS' ■ Rs • s ' i s  i n  f a c t  t h e  un ion o f a l l  s u b s e t s  K o f  I
such t h a t  R = K RS ' I f
S. , i  = 1 ,2 , a r e  s u b s e t s  o f I such
t h a t S1 e  s 2 , t h e n \ ^  R . Le tS2 H be t h e  s e t  o f a l l i  i n
I  such t h a t
= 0 mod Cy(V )
Le t  ft be t h e  s e t  o f  a l l  e l e m e n t s  r] i n  B such t h a t
V1
(v+v ) t] = v + (v  ) t)
f o r  a l l  i  i n  H . S in c e  |  i s  i n  0 , ft i s  non-em pty .  A lso ,  
fl ft h  b s i n c e  |  i s  c o n t a i n e d  t h e r e .  Le t  be an e lement
o f  t h e  non-empty  s e t
[R : S a s u b s e t  o f  I  } ,
u
min imal  f o r  t h e  p r o p e r t y  t h a t
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R p  n  f l  M
From t h e  d e f i n i t i o n  o f  and £2 , i t  f o l l o w s  t h a t  P c  I -H .
Thus
r i - h s  r p •
We s h a l l  show t h a t  = R_ TT . Suppose R_ >  RT TT . Thus P i sP I-H P I-H
p r o p e r l y  c o n t a i n e d  i n  I -H . Le t  k be  i n  I -H  b u t  n o t  i n  P , 
and l e t  e be  an e le m en t  o f  R^ fl . By lemma 2 . 2 , t h e r e  e x i s t s  
7 i n  B such t h a t
k v 1
(v+ v i >7k = v + (v  )y
f o r  a l l  i  i n  H and v i n  , b u t
(v+vk) 7 k = (vk) 7 k
f o r  a l l  v i n  . Se t
a  = [e£ + ( - 1+1) ]yk 
For  a l l  i  i n  H and v i n  ,
(v+v\  ) a  = [ ( v + (v ^ )e )  £ - ( v ^ l  + v i 37k 
= [v + (v  ) e - ( v J l  +
= v + ( v i )e  - ( v i ) |  + ( v i >7k 
= v + ( v ^ ) a
For  a l l  v i n  and i  i n  P , i t  f o l l o w s ,  f rom e b e in g  i n
t h a t
140 .
(v+vja = [(vi)e| - (vi)| + v ^ j
(v.)al
Finally, for v in and i = k , we have
(v+vk)a = [(v+vk)e£ - (vk> | + \ ] 7 k
(\)7k= (Va •
Thus a is in fl fl R_,,ri , . But R_ , < R_. by the maximalityPU{k) Pu{kj P
of P . This is a contradiction, so that R = R . Now takeP I“ n
(• to be any element of R^ fl fi . It follows from the definition
of Rp and fi that | ^ is as in the statement of the lemma.
Now define | to be any element of N such that
j
(v-v.)^ - = vij
for all v in V . Obviously % ^ is in . It is now readily
checked that for all v in ,
(v+vtHj = (v+vi-vj)|1 - (-Vj)^
v + (vi)|j
if vi"vj ~ v] m°d CyCVi) (i.e. if v^ = v^ mod C^(V^)) and that
(v+vi)|j = (v.Hj
if V. # v mod C (V,) . This completes the proof, l j V I
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P r o p o s i t i o n  2 . 4  Le t  be a submodule o f  V where i s
a b e l i a n .  Le t  v , i  € I  , be  a sy s te m  o f  c o s e t  r e p r e s e n t a t i v e s  
o f  V/V^ i n  V , and r] be an e le m en t  o f  N . I f ,  f o r  a l l  v 
i n  and i  i n  I  ,
(v+v ) t) = v/c_^  + v ( i )  + v 
as  i n  p r o p o s i t i o n  1 .4 ,  t h e n
v/c. = v/c . 
k J
f o r  a l l  v i n  V, , whenever  k and j i n  I  a r e  such  t h a t  1
v k = v .  mod Cv ( V l ) .
A p r o o f  may be o b t a i n e d  by e x p r e s s i n g  r) as  a sum o f  
e l e m e n t s  i n  S'  o r  S ' . ( - l )  , and proceeding by i n d u c t i o n .
N o t a t i o n ; With , v^ , i  € I  , and I  a s  i n  p r o p o s i t i o n  2 . 2 ,
we d e f i n e  a p a r t i t i o n  {Y^ : i s  I } o f  I  by l e t t i n g  be t h e  s e t
o f  a l l  j  i n  I  such t h a t
v .  = v.  mod C (V ) j l  V I
Theorem 2 .3  Under t h e  c o n d i t i o n s  o f  p r o p o s i t i o n  2 . 2 ,  we have
e i t h e r
U) Bv = Bv or
1 l
( i i )  (B /B °  ) = ©  (X /B°  ) , where  Y = (Y } 
1 1 Y i  1
SupposeP r o o f : ( i ) {0} . For  i  i n  I  and r] i n
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Bv
t h e r e e x i s t s K  i n N
V i n V . Now k i s  i n B,
V i n vi •
t h e  sum
( i i )  Suppose /= {0} . We s h a l l  f i r s t  show t h a t
£  (X /B °  ) 
Y i  1
i s  d i r e c t .  I f  i s  i n  Y , t h e n
X n Z x s  x n x ,





XY. n ^  ' XY. S XY.HH
i  Y- (Y } J l
s i n c e  fY.} . _ i s  a p a r t i t i o n  o f  I  . S in c e  X. = Bit , t h e  sum 
l  i e l  b
i s  d i r e c t .  Because N/B° h a s  min imal  c o n d i t i o n ,  t h e  d i r e c t  sum
V-| o o
above i s  f i n i t e .  A l s o ,  each X /B £ B by lemma 2 . 3 .  Hence
l  V1 V1
IYI i s  f i n i t e .  But |Y| = [V : C^(V^)]  , and so t h i s  c a r d i n a l  i s  
a l s o  f i n i t e .
We now show t h a t
(B /B°  ) = ©  '(X /B°  ) .
1 1 Y Xi  V1
O bv io u s ly  t h i s  d i r e c t  sum i s  c o n t a i n e d  i n  (B / B ) , and i t  r em a ins
V1 V1
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to prove it the other way. Let = 0 represent . If a
is in By then, as in proposition 1.4,
(v+v. )a = v/c. + v(i)1 L
for all v in and i in I where, by proposition 2.4,
v/c. = v/c. for all j in Y. . Let fi,,...,i } be a finite set l J l I s
consisting of one element from each of the sets contained in Y . 
Let
sa' = Z g K±
r=1 r r
where ?. are as in lemma 2.3. For all v in V, , i in Y, b l 1 ir r
and r in (1,...,s) ,
(v+v, )a' = v/c.. + v(i)
r
Thus a-a1 is in B and the theorem is proved,
V1
Corollary If V'/V is any abelian minimal factor of V , then 
[V : C (V'/V")] is finite.
Proof : Let
{0} = V0 < V1 < V2 < *•* < Vk = V
be a tame sequence for V of minimal length. Let j be a maximal 
integer in (l,...,k) such that V / V   ^ is a direct sum of irre­
ducible submodules N-isomorphic to V'/V" . Using proposition 1.3,
1 , the result is truewe have Cy(V'/V) = Cy(V^ ./V^ . . For k
since V+ is abelian. If j > 1 , then, since V/V^ and N/By
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s a t i s f y  ( i ) ,  ( i i )  and ( i i i )  a t  t h e  b e g i n n i n g  o f  t h i s  s e c t i o n ,  i t  
f o l l o w s  by i n d u c t i o n  t h a t
[V : y v . / v . ^ ) ]  ( =  [V/V1 : c v / v  ( ( V . / V 1) / ( V . _ 1/ V 1) ) ] )
i s  f i n i t e .  I f  j  = 1 , t h e n  lemmas 5 . 1 . 3 ,  5 . 1 . 4  and theo rem  1 . 2 . 2  
t e l l  us t h a t  V^.B^ {0} . Thus c a s e  2 o f  t h e  above p r o o f  h o l d s
and ,  s i n c e  i t  i s  shown t h e r e  t h a t  [V : C ( v p ]  i s  f i n i t e ,  we a r e  
home.
Theorem 2 . 4  I f  v"*" i s  s o l u b l e  and 1+J(N) ^ U , t h e n  i t  f o l l o w s
t h a t  V+ i s  n i l p o t e n t .
P r o o f : Le t
{0} < V. < V. < . . . < V, = V 
1 2  k
be  a tame s e quenc e  o f  V o f  min imal  l e n g t h .  We p r o c e e d  by i n d u c t i o n
on k . The c a s e  k = 1 w i l l  f o l l o w  a s  i n  t h e  g e n e r a l  c a s e .
Assume V/V^ i s  n i l p o t e n t .  I f  i t  i s  shown t h a t  ^ Z^(V) ,
t h e n  t h e  r e s u l t  w i l l  f o l l o w .  Thus,  i f  C^(V ) = V , t h e  theorem
h o l d s .  Le t  j  be t h e  maximal  i n t e g e r  i n  { l , . . . , k }  such t h a t
V. / V.  , h a s  i r r e d u c i b l e  submodules  N - i so m o r p h ic  to  t h o s e  o f  V, .
J J - l  1
I f  j  > 1 , t h e n ,  s i n c e  V../V -| -  z -|(v / Vj -j) > i t  f o l l o w s  t h a t
W  =  V W P  =  v  >
and t h e r e f o r e  ^ Z^(V) . Hence we may assume j = 1 and 
V^.B^ £  {0} . S in c e  V i s  s o l u b l e ,  i s  a b e l i a n .  Suppose
CV(V ) < V , and l e t  v , i  e I  , be  a sy s te m  o f  c o s e t  r e p r e s e n t a t i v e s
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of V/V^ in V . Take j in I such that
v ^ 0 mod C^CV^)
Consider Xy If a isin Xy , then va = v' where, for all
j j
v in V.j , v' is a fixed element of V . Since 0a = 0 , v' = 0
Thus V .Xy = (0) . Hence
V.X^ c V .3^ ={0} ,
j j
2and therefore Xy = {0} . Hence Xy i J(N) . Since | . of
j J J
lemma 2.3 is in X„ , it must follow that -£.+1 is in U ,Y . 15 1J
because -g^+1 is in 1+J(N) . But, for all v in ,
(v+Vj)(-£j+1) = - (v )g " v + v + v
■ - <V*j + v. J
Now > (0} and , if v and v are distinct elements of 
then
(v+v )(-g +1) = (v+Vj)(-gj+1)
Thus -g^+l is not Jective and not a unit of N . This contra­
diction yields C^CV^) = V . The theorem is now proved.
We have already seen in the corollary of proposition 5.1.3 
that the solubility of V depends only on N .
Theorem 2.5 The nilpotency of V is inherited from N .
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P r o o f : I t  f o l l o w s  by theo rem s  2 . 2 ,  2 . 4  and t h e  c o r o l l a r y  o f
p r o p o s i t i o n  5 . 1 . 3 ,  t h a t  V i s  n i l p o t e n t  i f ,  and o n l y  i f ,  1+J(N) ^ U 
and [ N / J ( N ) ] + i s  a b e l i a n .
A l o t  more i n f o r m a t i o n  can  be s q u e ez e d  o u t  o f  t heo rem  2 . 3 ,  
i t s  c o r o l l a r y ,  and t h e  lemmas used  t o  p rove  i t .  For example,  i t  
i s  i n t e r e s t i n g  t o  n o t e  t h a t  P(V) , which i s  n i l p o t e n t ,  c o i n c i d e s  
w i t h  fl C ( V ' /V " )  ( t h i s  i n t e r s e c t i o n  b e i n g  t a k e n  o v e r  a l l  minimal  
f a c t o r s  o f  V ) .  T h i s  i s  t r u e  more g e n e r a l l y .  Namely, f o r  a u n i ­
t a r y  tame N ' -m odu le  V where  N' h a s  min imal  c o n d i t i o n .  We a r e  
p a r t i c u l a r l y  i n t e r e s t e d  i n  t h e  above c a s e ,  s i n c e  t h e  f i n i t e n e s s  o f  
t h e  N- i som orph ism  t y p e s  o f  min imal  f a c t o r s  and t h e  c o r o l l a r y  o f  
theo rem  2 . 3 ,  a l l o w s  us to  c o n c lu d e  t h a t  [V : P ( V ) ] i s  f i n i t e ,  f o r  
s o l u b l e  V . I t  i s  now becoming a p p a r e n t  j u s t  what  t h e  a s s u m p t io n  
o f  min imal  c o n d i t i o n  on N means f o r  V . F u r t h e r m o r e ,  i f  S i s  
t h e  g roup  o f  i n n e r  au tomorph isms  o f  V , a f a r  s t r o n g e r  r e s u l t  i s  
p o s s i b l e .
Theorem 2 . 6  I f  t h e  n e a r - r i n g  g e n e r a t e d  by t h e  i n n e r  au tomorph isms
o f  a g roup  has  min imal  c o n d i t i o n ,  t h e n  i t  i s  f i n i t e .
P r o o f : We use  t h e  n o t a t i o n  s e t  o u t  a t  t h e  b e g i n n i n g  o f  t h i s
s e c t i o n  w i t h  S t a k e n  as  t h e  i n n e r  au to m orph ism s  o f  V .
Le t
{0} < v 1 < v 2 < . . .  < v k = V
be a tame sequence  o f  V o f  min imal  l e n g t h .  We p r o c e e d  by i n d u c t i o n  
on k . The c a s e  k = 1 w i l l  f o l l o w  as  i n  t h e  g e n e r a l  c a s e .  Thus 
we may assume t h a t  t h e  n e a r - r i n g  N/B^ > g e n e r a t e d  by t h e  i n n e r
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au to m orph ism s  o f  V/V^ , i s  f i n i t e ,  and i t  t h e n  r em a in s  t o  show
t h a t  B i s  f i n i t e .  By t h e  c o r o l l a r y  o f  theo rem  4 . 3 . 2 ,  i t  f o l l o w s
1 + t h a t  i f  U i s  any i r r e d u c i b l e  submodule o f  V. , t h e n  B i s
i +
i s o m o r p h i c  t o  a f i n i t e  d i r e c t  sum o f  i s o m o r p h ic  c o p i e s  o f  U
4 " +I t  r em a in s  t o  p rove  t h a t  t h e  min imal  normal  subgroup  U o f  V 
i s  f i n i t e .
Two c a s e s  a r i s e .
Case 1 Suppose U+ i s  a b e l i a n .  By t h e  c o r o l l a r y  o f  theo rem  2 . 3 ,
[V t Cy(U) ] i s  f i n i t e  where  C^(U) i s ,  by example5*2. 1 ,  t h e  c e n t r a ­
l i z e r  o f  i f1- i n  t h e  group s e n s e .  Le t  v  , . . . , v r  be a sys te m  o f  
c o s e t  r e p r e s e n t a t i v e s  o f  V/C^(U) i n  V , and u a n o n - z e r o  
e le m en t  o f  U . The normal  c l o s u r e ,  C l^ (u )  , o f  u i n  V+ ( t h e  
s m a l l e s t  normal  subgroup  o f  V+ c o n t a i n i n g  u ) i s  g e n e r a t e d  by 
t h e  e l e m e n t s
-v ,+ u + v  , - v 0-ki-fv0 , . . .  , - v  +u+v
1 1 2  2 r  r
o f  U . S in c e  C l^ (u )  = U , U i s  a f i n i t e l y  g e n e r a t e d  a b e l i a n  
g roup  and t h e r e f o r e ,  by a v e r y  w e l l  known r e s u l t ,  U+ i s  a f i n i t e  
d i r e c t  sum o f  c y c l i c  g r o u p s .  None o f  t h e  c y c l i c  g roups  o f  any 
such d i r e c t  d e c o m p o s i t i o n  o f  U+ a r e  i n f i n i t e ,  o t h e r w i s e
{0} < 2U+ < U+ ,
where  2U+ i s  a c h a r a c t e r i s t i c  subgroup  o f  U+ and t h e r e f o r e  
no rmal  i n  V+ . Thus U+ must  be f i n i t e .
■f
Case 2 U i s  n o n - a b e l i a n .  Here ,  by min imal  c o n d i t i o n  i n  
N / a n d  t h e  n e x t  lemma, t h e  f i n i t e n e s s  o f  U+ f o l l o w s .
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Lemma 2.4 Let U be a non-abelian group and A a set of
automorphisms of U containing the inner automorphisms. Suppose 
U contains no non-trivial A-subgroups and the primitive near-ring 
N' , generated by A , has minimal condition. Then U is finite.
To prove this lemma we require certain results, the first 
two of which are essentially due to Fröhlich [15].
Lemma 2.5 Let U be a non-abelian group and A a set of
automorphisms of U containing the inner automorphisms. Let N' 
be the near-ring generated by A . If U contains no non-trivial 
#A-subgroups, then the only N'-isomorphism of U onto U is the 
identity.
Proof: Let 5 be an N'-isomorphism of U onto U . For u'
in U , there exists p in N' such that -u'+u+u' = up for all 
u in U . We have
(up)5 = (uö)p = -u' + u5 + u'
= (-u'+u+u1)5 = -(u'5) + uö + u'S
for all u in U . Thus u'S-u' is in the centre C of U+ . 
Since C is an abelian A-subgroup of U+ , C = {0} and 
u'5 = u' for all u' in U .
Lemma 2.6 Let U , A and N' be as in lemma 2.5. Suppose 
u. , i = 1,2 , are non-zero elements of U . We have that thel
right annihilators  ^A of u , i = 1,2 , are maximal right
i
ideals of N' , and A = A implies u, = u« .u^  u2 1 2
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Proof g Suppose R is a right ideal of N' such that R > ^ A .
There exists p in R such that u^p  ^0 . Since U is irre­
ducible, u^pN' = U and there exists r] in N' such that 
u^ pr] = u^  . Thus pr)-1 is in  ^A and, since p-r) is in R ,
1 is in R .
Assume
u^N1 by setting
A and define a map 5 of u^N' into
( U^ T) ) S = U^ T)
for all t) in N' . 5 is well defined since, if u1<x = u ß for
for a and ß in N' , then a-ß is in A . Itu2
is easily
checked that 5 is an N1-homomorphism. Because U is irreduc-
ible, u^N' = u iiCM and Ker S = {0} . Hence & is an N'-
isomorphism of U onto U . By lemma 2. 5,
u i = (u1 . 1 )s = u2.1 = u2
Proposition 2.5 If U , A and N' are as in the statement of
lemma 2.4 then, by the corollary of theorem 4.1.1,
N' = R, ©  ••• ©
where R. , i = 1,...,k , are minimal right ideals of N' ,
N'-isomorphic to U . For i and j in {1,...,k) there exists 
a unique N' - isomorphism 5 of R_^ onto R .
Proof: There exist
which we denote by k©
N'-isomorphisms of R,
and k . , respectively.
and R . onto J




N'- isomorphism of onto .
Let e ^ and be N'- isomorphisms of R_^ onto R^  .
Now K i ^ e ]£ 2 ^ K i an N'-isomorphism of U onto U which, by
lemma 2.5, must be the identity on U . It is now readily checked 
that e 1 2 '
Lemma 2.7 If U , A and N' are as in the statement of lemma
2.4, then N' contains only a finite number of right ideals.
Proof: First we prove the result for minimal right ideals. Let
" = R, © • • •  ©  R,
where R^ , i = l,...,k , are minimal right ideals of N' . We
may assume that the number of minimal right ideals of N1 contained
in
R] ©  ... ©  R._, ©  R.+1 ©  ... ©  Rk (= R± say)
is, for each i in (l,...,k) , finite. Let this positive integer 
be n^ for each i in {l,...,k} . Suppose there exists some other 
minimal right ideal R of N' and, for each i in {l,...,k} ,
let T.i be the projection of R into h  • We have R77L  ^ (0}
for all i in {l,...,k} , otherwise R ^ R^ for some i . By
proposition 1.1.7, Rt7\ = R^ , and, since R is minimal,
Ker 7T. =l {0} for all i . Hence 7T.l is an N'-isomorphism of
R onto R. . For each p in Ri
P P7T (TTj V-j) + p7T1 (7T.J 17T2) + + P7T1 (7T1 V k)
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By proposition 2.5, 7T, "*TT. = 6, . for i = 2,...,k . Thus R
1 I j i-
consists of all elements of the form
P1 + pl51,2 + ••• + p]81,k
where comes from . Since R , if it exists, is clearly
unique, it follows that the number of minimal right ideals of N' 
is not greater than
kZ n. + 1 
i=i 1
Now [N']+ is a completely reducible N1-module and therefore, by 
lemma 4.3.2, any right ideal of N1 is completely reducible and 
can, by lemma 4.3.3, be expressed as a direct sum of, at most, k 
minimal right ideals of N1 . From above, the lemma follows.
We turn now to the proof of lemma 2.4. Suppose U+ 
need not be finite. By lemma 2.6, {^A : v e U - [0}} is an
infinite family of right ideals of N' which contradicts lemma 2.7. 
Lemma 2.4 is now established and theorem 2.6 follows.
Before leaving this section we complete the circle of 
ideas commenced by theorem 2.6.
Theorem 2.7 Let W be a group and N1 the near-ring generated
by the inner automorphisms of W . We have that N' has minimal 
condition if, and only if, W/C is finite and C has finite 
exponent ( C denotes the additive centre of W which in this 
case coincides with Z^(W) ).
Proof: Suppose N' has minimal condition, then it is finite
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and therefore so is W/C . Now N'/ A expresses the action of 
elements of N' on C . With 1 the identity of N'/ A , we
V.»
define a map \|f of the ring of integers Z into N*/ A by map- 
ping 0 in Z to 0 in N' / A ; n in Z to 1+1+. ..+1 ( n
times) for a positive integer n ; and n to -1-1-...-1 (|n|
times) if n is a negative integer. Because C is the centre 
of W , it is easily seen that any t] in N'/^A is such that
vt) = vn for some positive integer n and all v in C (where
C is regarded as a unique unitary Z-module). Thus \|r is a near
ring epimorphism of Z onto N'/^A . Since N'/pA has minimal
condition, Ker \jr /= {0} . Thus Ker \j/ = nZ for some positive
integer n , and therefore Cn = (0) .
Suppose W/C is finite and C has finite exponent. Let 
v^,...,v^ be a system of coset representatives of W/C in W . 
Define
' Vi s(i) + u'(i)
where s(i) is, for each i in (1,...,k) , a unique element of 
(l,...,r) , and u'(i) is a unique element of C . If tj is in 
N* , then
VT) = (-W^+VG^+W^) +  ... +
for all v in W , where w , . . .,w are elements of W ;
are either of the integers 1 or -1 ; and where W
is regarded as a unique unitary Z-module. Thus, if v = v'+v.
k J
where v 1 is in C ; and m = Z e. , then
i=l 1
VT) (-w +v. +w ) + 
J1
+ (-w, +v . -l-w, ) + u' + v' .m 
k Jk k
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where v. , i = 1 , . . . ,k , is either v. or v , .s ; and u1 isJ s(j)
an element of the subgroup C' of C generated by the u'(i) , 
i = 1,. . . , r . Define
- v. + v + v. = v + u"(i,p)l p L n(i,p)
where n(i,p) is, for each i and ^ in (1,...,r) , a unique
element of C . Set w. = v +x. where q. is, for each i ini q. i i
{1,...,r} , in (1,...,r) ; and x^ is in C . Thus
vn = (-v +V.+V ) + . . . + ( - v -H/.+v ) + u1 + v .m
qi Ji qi qk Jk qk
v , . v + . . . + v , . x + u " + u ' + v  .m
n(q-| > J -j ) n(qk,Jk>
where u" is in the subgroup C" of C generated by the u"(i,p) , 
where i and p range over (1,...,r) . Define
v. + v = v f v + u(i, p) l p a(i,p)
where a(i,p) is, for each i and p in (1,...,r) , a unique 
element of {1,...,r} ; and u(i,p) is a unique element of C . 
Thus
vt] = v t + u  + u" + u' + v'.m
where t is in {1,...,r} ; and u is in the subgroup C of
C generated by the u(i,p) , where i and p range over r}
Since the groups C', C" , and C are finitely generated abelian
groups of finite exponent, they are finite. Thus r) in N' maps
the coset C+v. into W in, at most,J
r + J CI + IC"I + IC I + exp C
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distinct ways. Taking into account the way t] acts on W/C , we 
see that t) cannot be one of more than
[r + ICI + IC"I + IC I + exp C]r_1
distinct maps of W into W . Thus N' is finite and the theorem 
is proved.
§3. Units of a Near-ring Generated by the Inner
Automorphisms of a Finite Group
We now introduce some well known definitions and results 
from the theory of formations. These results may be found in 
B. Huppert1s book, "Enliche Gruppen I".
When we talk of a class of groups 2s , we shall mean that 
if G is in 3 so are all isomorphic copies. A formation is a 
class 3 of finite soluble groups epimorphic image closed, and 
such that G/N^ D is in 2s whenever Nh , i = 1,2 , are normal
subgroups of a finite group G with the property that G/N^ , 
i = 1,2 , are in 2s . Any class of finite soluble groups which 
is subgroup, epimorphic image, and finite direct product closed, 
forms a formation.
The frattini subgroup 0(G) , of the finite group G , 
is the intersection of all maximal subgroups of G . A formation 
2s with the property that it contains any finite soluble group G , 
for which G/H is in 2s whenever H ^ 0(G) is normal in G , 
will be called saturated. One central result in the theory of
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formations asserts that a saturated formation is a local formation. 
Local formations are defined as follows:- Suppose, to each prime 
p , we assign a formation ft(p) , then all finite soluble groups G 
such that G/C (M/N) is in 2Kp) whenever M/N is a p-chief 
factor of G , form a formation and such a formation is called local 
( C (M/N) here denotes the group centralizer of M/N in G ).
Cj
Let (G,+) be a finite group, and R the near-ring
Cj
generated by the inner automorphisms of G . Let U be the groupG
of units of R . In this section we investigate the properties of G
the class U(S) of finite groups G for which U is soluble.G
Any G in U(S) is soluble, since, if C denotes the additive
centre of G , then G/C is isomorphic to a subgroup of U .G
Since the normal subgroups of G are just the R submodulesG
of G , we see, by theorem 1.2, that is an epimorphic image
of U if N is a normal subgroup of G . Thus U(S) is epi- 
morphic image closed. Is U(S) a formation? It is, in fact more 
is true. U(S) is closed under finite direct sums and subgroup 
closed. We deal with direct sums first.
Proposition 3.1 If G , i = 1,2 , are finite groups, then
Un n is isomorphic to a subgroup of U X U Gj^ ry Li2 G^  G2
For the proof see [17 or 24].
Corollary: If G^ , i = 1,2 , are in U(S) , then G^  (+) G^
is also in U(S) .
Theorem 3.1 U(S) is subgroup closed.
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Proof: Let G be in U(S) and let H be a subgroup of G .
By induction on |G| , it suffices to prove the theorem for H , a 
maximal subgroup of G . This is proved by induction on |G|
Case 1 Suppose core„H = {0} . In this case a fundamentalG
group theory result, the theorem of Ore, asserts that there exists 
a minimal normal subgroup of N of G such that G = N+H and 
N fl H = {0} . Since G/N is Isomorphic to H , the result follows.
Case 2 Suppose core^H ^ f0} , and let N be a minimal normalG
subgroup (a minimal submodule) of G contained in H . Since H/N
is maximal in G/N , we may assume, by induction, that UH/N is
soluble. Let A and B denote the annihilators of N in e g
and R , respectively. H Now, by theorem 1.3, the group ui of
units of R /A is soluble and therefore the group of units of G
R /B is soluble, since it is isomorphic to a subgroup of U .H I
Thus, by lemma 2.1, Ker Q is soluble where Q is an epimorphism 
of Ujj onto U ^ N . This completes the proof of the theorem.
Corollary: U(S) is a formation.
By proposition 5.1.3 and theorem 1.3, it follows that
V UG n (1+J(y )  = U! X U2 X . . .  x u.
where U. , j = 1,...,k , express the action of elements of U j ‘ G
on a complete system of mutually non G~isomorphic (equivalently
R -isomorphic.) chief factors of G . Now U. , j = 1,...,k , are G J
isomorphic to the groups of units of R /A. where A. , j = 1,...,k ,G J J
are the annihilators of the appropriate chief factors, say ftJ
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Thus, if G is soluble,
U.J = GL(n. ,K ) J
where GL(n ,K ) are finite general linear groups over finite i . i .J J
fields K. , whose characteristic is the prime divisor of |ß.|
Lj # J
for j = . Hence, by theorem 2.1, U is soluble if, andG
only if, U„,...,U are isomorphic to groups of the type GL(1,K) , 1 k
GL(2,2) or GL(2,3) where K is any finite field.
The thesis concludes by proving that U(S) is not a 
saturated formation. First we require a lemma, the proof of which 
is not difficult but technical.
Lemma 3.1 Let V(F) be a finite-dimensional vector space over
a field F . Let m,,...,m be a basis of V , and let y be the1 n
monomial representation of the symmetric group on this basis.
If y is the representation of over V/C ( C denotes the
centre of V under (S ) y ) induced from y , then all matricesn
in (S ) y can be taken as either n
(a) monomial matrices of degree n-1 , or
(b) matrices of the type (1-, -.) where, for1 j n-1
fixed j , 1 ^ j ^ n-1 ,
'-1 "  
-1
-1
for i ^ j , 1 ^ i ^ n-1 , and where |.
L1 12
for distinct i^  and i^ in {1,...,n-1} .
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Now f o r  t h e  f i n a l  theorem  o f  t h e  t h e s i s .
Theorem 3 .2  U(S) i s  n o t  a s a t u r a t e d  f o r m a t i o n .
P r o o f ; Throughout  t h i s  p r o o f  t h e  s t r u c t u r e  o f  c e r t a i n  f i n i t e
g r o u p s  w i l l  be assumed.
The symbols  S , A , C and V. a r e  used  t o  d e n o te  y n n n 4
t h e  symm etr ic  group  o f  d e g r e e  n , t h e  a l t e r n a t i n g  group o f  d e g r e e  
n , t h e  c y c l i c  group  o f  o r d e r  n , and t h e  g roup  (+) ,
r e s p e c t i v e l y .
Suppose U(S) can  be l o c a l l y  d e f i n e d ,  and l e t  F(p)  be 
t h e  f o r m a t i o n  a s s i g n e d  t o  t h e  p r im e  p . Now has  a c h i e f
s e r i e s
0 < V, < A, < S,
Let: U , U„ , and U be g roups  e x p r e s s i n g  t h e  a c t i o n  o f  U
on t h e  c h i e f  f a c t o r s  o f  S. . We ha v e  t h a t  U. i s  c o n t a i n e d  i n
4 1
GL(2 ,2 )  ; U2 i n GL(1 ,3 )  ; and in GL(1,2) . Thus S. i s  4
i n U(S) . S in c e VcsiV S S3 J we s e e t h a t S3 i s  i n  F(2)
S e t L = GL(2,3 )  . Now C(L) , t h e c e n t r e o f  L , i s  a t w o - c y c l e
and L/G(L) = S^ . Thus L i s  i n U(S) . Le t K be t h e  semi-
d i r e c t  e x t e n s i o n  o f  (+) (= A say)  by L , where  L works
on A as  a f u l l  m a t r i x  g roup .  The a c t i o n  o f  U on A i s  a group
K
i s o m o r p h ic  to  a  subgroup  o f  GL(2 ,3)  . Thus ,  s i n c e  U i s  s o l u b l e ,
L j
U i s  s o l u b l e .  T h e r e f o r e  L = K/C (A) must  be i n  F(3)  . S in c e
K K
F(3)  i s  e p im o rp h ic  image c l o s e d ,  S^ = L/C(L) i s  i n  F(3)  . Let  
7 be  t h e  r e p r e s e n t a t i o n  o f  SA o v e r  (+) (+) (= V) ,
c o n s t r u c t e d  as  i n  lemma 3 . 1 .  D e f i n e  G t o  be t h e  s e m i - d i r e c t
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extension of V by , where the elements of S, work on those
of V as the linear transformations in (S,)? . Any chief series
of G has factors isomorphic to V , and . But
G/C (V) = S4 since y is faithful, and also G/C^(V^) = .
Because S. is in F(3) and S_ is in F(2) , it follows that A 3
G is in U(S) . We shall now force the assumption that U(S) is
locally defined to a contradiction, by using lemma 3.1 to show that
G is not in U(S) . Let W be the group expressing the action of
elements of U on V . If we can show that |W| > |GL(2,3)| ,G
and that W is not cyclic, then, since W is a full linear group, 
it must be non-soluble. If B is some matrix in (S^)y , then 
2B is in W (identifying W with the obvious matrix group). All 
matrices B and 2B , with B in (S,)?' , are distinct by lemma 
3.1. Hence |W| §r 2|Sj . By lemma 3.1,
0 1 -1 '0 -1 1
1 0 -1 y and ci ■ 1 -1 00 0 -1 0 -1 0






is a matrix which is neither of the form B nor 2B , for B 
in (S,)y . Also det(D)- 1 and therefore
|W| > 21S4| = |GL<2,3)|
Because W has a subgroup isomorphic to S, , it is non-cyclic and 
hence non-soluble. This contradicts the assumption that U(S) is
locally defined.
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Note :  J u s t  a f t e r  t h i s  t h e s i s  had  been  t y p e d ,  i t  was d i s c o v e r e d
t h a t  ( i )  o f  t heo rem  6 . 2 . 2  i s  c o v e re d  by t h e  r e s u l t s  o f  Beid leman [3] 
on q u a s i - r e g u l a r  i d e a l s  o f  a n e a r - r i n g  w i t h  a n i l p o t e n t  a d d i t i v e  
group .
A l s o ,  i t  can  be p roved  t h a t  a p r i m i t i v e  n e a r - r i n g  w i th  
min imal  c o n d i t i o n  and n o n - a b e l i a n  a d d i t i v e  subgroup  h a s  o n l y  a 
f i n i t e  number o f  r i g h t  i d e a l s .  T h i s  f u r n i s h e s  us w i t h  an e a s i e r  
p r o o f  o f  lemma 6 . 2 . 7 .
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