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a b s t r a c t
This paper proposes a biparametric family of three-step eighth-order multipoint iterative
methods with optimal efficiency index in the sense of Kung-Traub for simple roots of
nonlinear equations. We employ their third-step weighting function decomposed into
King’s linear fractional function and a two-variable function to construct such a family
of optimal methods. Development and convergence analysis on the proposed methods is
fully described in addition to numerical experiments including comparison with existing
methods.
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1. Introduction
Numerical analysts are much interested in the development of high-order three-step methods. The second step of these
methods frequently adopts King’s fourth-order method [1], Jarratt’s fourth-order method [2] or their variants. Eighth-
order multipoint iterative methods for a nonlinear equation f (x) = 0 have been developed by many researchers. Bi et al.
[3,4] recently suggested eighth-order methods given by (1.1) and (1.2). These methods use forward divided differences to
approximate f ′(xn) in their third steps to be seen below:
yn = xn − f (xn)f ′(xn) ,
zn = yn − 2f (xn)− f (yn)2f (xn)− 5f (yn) ·
f (yn)
f ′(xn)
,
xn+1 = zn − h(wn) · f (zn)f [zn, yn] + f [zn, xn, xn](zn − yn) , wn =
f (zn)
f (xn)
,
(1.1)

yn = xn − f (xn)f ′(xn) ,
zn = yn − ρ(un) · f (yn)f ′(xn) , un =
f (yn)
f (xn)
,
xn+1 = zn − f (xn)+ (θ + 2)f (zn)f (xn)+ θ f (zn) ·
f (zn)
f [zn, yn] + f [zn, xn, xn](zn − yn) , θ ∈ R,
(1.2)
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where h, ρ are real-valued functions with h(0) = 1, h′(0) = 2, ρ(0) = 1, ρ ′(0) = 2, ρ ′′(0) = 10; f [z, y] = f (z)−f (y)z−y and
f [z, x, x] = f ′(x)−f [z,x]x−z are forward divided differences. Although not deteriorating the efficiency index [5], forward divided
differencesmay unwillingly occupymore computational time due to repeated usage of new or existing function values than
the single derivative itself. A comparison of computational times ofmethods considered here is given in Table 6 for reference.
To deal with complex as well as real zeros of nonlinear equations, we begin by letting f : C → C have a simple root α
and be analytic in a region containing α. Unlike methods (1.1)–(1.2), by maintaining the first derivative f ′(xn) throughout
all the steps, we propose here a new family of three-step iterative methods as follows: for n = 0, 1, . . . ,
yn = xn − f (xn)f ′(xn) ,
zn = yn − 1+ βun + λu
2
n
1+ (β − 2)un + µu2n
· f (yn)
f ′(xn)
, λ, µ, β ∈ R,
xn+1 = zn −Wf (un, vn, wn) · f (zn)f ′(xn) , Wf =
1+ aun
1+ (a− 2)un + H(vn, wn), a ∈ R,
(1.3)
where un = f (yn)f (xn) , vn = f (zn)f (yn) , wn = f (zn)f (xn) and H is an analytic complex-valued function of two complex variables.
Notice that the functionWf in the third step of (1.3) can be viewed as aweighting function for the error term xn+1− zn =
−Wf · f (zn)f ′(xn) . It is worth observing that Wf consists of a two-variable function and a linear fractional function which is the
sameweighting function as found for the error term occurring in the second step of King’s fourth-order method. One should
note that in (1.3) four new function evaluations for f (xn), f (yn), f (zn) and f ′(xn) are required per iteration. The primary
goal of this paper is to establish an optimal family of eighth-order methods, by seeking relationships among parameters
λ,µ, β, a and functionsH . Besides, deriving the asymptotic error constant or error equation is another goal of this paper. To
investigate convergence behaviorwithin a given error bound, the values of |xn−α| aswell as the computed asymptotic error
constant of proposed scheme (1.3) will be compared with those of iterative schemes (1.1) and (1.2). Presented in Section 3
are numerical examples for various test functions to confirm the underlying theory developed in this paper.
2. Convergence analysis
Convergence analysis on scheme (1.3) will be best characterized in Theorem 2.1:
Theorem 2.1. Suppose that f : C → C has a simple root α and is analytic [6] in a region containing α. Let cj = f (j)(α)j!f ′(α) for
j = 2, 3, . . . . Let x0 be an initial guess chosen in a sufficiently small neighborhood of α for scheme (1.3). Let H(v,w) be a
complex-valued function of two complex variables v,w with H(0, 0) = 0, ∂H
∂v
(0, 0) = 1, ∂H
∂w
(0, 0) = 4, and be analytic [7] in
a region containing (0, 0). Let τ = 12 ∂
2H
∂v2
(0, 0) and A = − 12 c2{2(1 + a)c22 − c3}φ ≠ 0, with φ = −2c2c4 + 2c23 (τ − 1) +
4c22c3{8+ a− 2(1+ a)τ } + c42 {−52+ 8τ + 3β + 2a(−26+ a+ 8τ + 4aτ + 2β)}. If relations λ = −(a+ 1)2 + β(a+ 1/2)
andµ = −3β/2+ a(β− a) hold, then iterative scheme (1.3) yields a biparametric family of eighth-order methods satisfying the
error equation below:
en+1 = Ae8n + O(e9n), (2.1)
where en = xn − α for n = 0, 1, 2, . . . .
Proof. Taylor series expansion of f (xn) about α up to eighth-order terms yields with f (α) = 0:
f (xn) = f ′(α)(en + c2e2n + c3e3n + c4e4n + c5e5n + c6e6n + c7e7n + c8e8n + O(e9n)). (2.2)
For ease of notation, en will be denoted by e for the time being. With the aid of symbolic computation of Mathematica, a
lengthy algebraic computation induces relations (2.3)–(2.8):
f ′(xn) = f ′(α)(1+ 2c2e+ 3c3e2 + 4c4e3 + 5c5e4 + 6c6e5 + 7c7e6 + 8c8e7 + O(e8)), (2.3)
f (xn)
f ′(xn)
= e− c2e2 − Y3e3 − Y4e4 − Y5e5 − Y6e6 − Y7e7 − Y8e8 + O(e9), (2.4)
where Y3 = −2(c22 − c3), Y4 = 4c32 −7c2c3+3c4, Y5 = −8c42 +20c22c3−6c23 −10c2c4+4c5, Y6 = 16c52 −52c32c3+33c2c23 −
28c22c4− 17c3c4− 13c2c5+ 5c6, Y7 = −2(16c62 − 64c42c3− 9c33 + 36c32c4+ 6c24 + 9c22 (7c23 − 2c5)+ 11c3c5+ c2(−46c3c4+
8c6) − 3c7), Y8 = 64c72 − 304c52c3 + 176c42c4 + 75c23c4 − 31c4c5 − c32 (−408c23 + 92c5) − 4c22 (87c3c4 − 11c6) − 27c3c6 −
c2(135c33 − 64c24 − 118c3c5 + 19c7)+ 7c8.
yn = xn − f (xn)f ′(xn) = α + c2e
2 + Y3e3 + Y4e4 + Y5e5 + Y6e6 + Y7e7 + Y8e8 + O(e9), (2.5)
f (yn) = f ′(α)(c2e2 + Y3e3 + (c32 + Y4)e4 + (2c22Y3 + Y5)e5 + θ6e6 + θ7e7 + θ8e8 + O(e9)), (2.6)
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where θ6 = c32c3 + c2(Y 23 + 2c2Y4) + Y6, θ7 = 2c2Y3Y4 + c22 (3c3Y3 + 2Y5) + Y7, θ8 = c42c4 + c2(3c3Y 23 + Y 24 + 2Y3Y5) +
c22 (3c3Y4 + 2Y6)+ Y8.
zn = yn − 1+ βun + λu
2
n
1+ (β − 2)un + µu2n
· f (yn)
f ′(xn)
= α + L4e4 + L5e5 + L6e6 + L7e7 + L8e8 + O(e9), (2.7)
where L4 = −c2c3+c32 (1+2β−λ+µ), L5 = −2c23−2c2c4+2c22c3(4+6β−3λ+3µ)−c42 (4+2β2−8λ+6µ+β(12−λ+
µ)), L6 = −7c3c4+3c22c4(4+6β−3λ+3µ)−2c32c3(15+8β2−29λ+21µ+β(42−4λ+4µ))+3c2(−c5+c23 (6+8β−4λ+
4µ))+c52 (10+2β3+λ(µ−40)+22µ−µ2+β2(14−λ+µ)+β(44−9λ+5µ)), L7 = −2(3c24+5c3c5−2c33 (3+4β−2λ+
2µ))−4c32c4(10+6β2−21λ+15µ+β(30−3λ+3µ))+4c2(−c6+c3c4(13+18β−9λ+9µ))+2c42c3(40+10β3+5λ(µ−34)+
88µ−5µ2+β2(62−5λ+5µ)+β(176−41λ+21µ))−4c22 (−c5(4+6β−3λ+3µ)+c23 (20+12β2−39λ−6β(−9+λ−µ)+
27µ))−c62 (2β4+β3(16−λ+µ)+β2(56−10λ+4µ)+2β(64+λ(µ−24)+4µ−µ2)+2(10+32µ−5µ2+λ(6µ−80))), L8 =
−17c4c5− 13c3c6+ 2c23c4(25+ 36β− 18λ+ 18µ)+ c42c4(101+ 30β3+ 245µ− 15µ2+ 3λ(5µ− 161)+β2(178− 15λ+
15µ)+β(490−119λ+59µ))+ c2(−5c7+4c3c5(17+24β−12λ+12µ)+ c24 (37+54β−27λ+27µ)− c33 (91+64β2−
184λ+ 120µ+ β(240− 32λ+ 32µ)))− c52c3(24β4− 4β3(−43+ 3λ− 3µ)+ β2(542− 110λ+ 38µ)+ β(1160+ 51µ−
24µ2+λ(24µ−491))+2(89+290µ−55µ2+λ(67µ−781)))+ c22 (5c6(4+6β−3λ+3µ)− c3c4(209+144β2−450λ+
306µ+ β(612− 72λ+ 72µ)))+ c32 (−c5(51+ 32β2 − 110λ− 4β(−39+ 4λ− 4µ)+ 78µ)+ c23 (252+ 80β3 − 1141λ−
8β2(5λ−5µ−54)+549µ+40λµ−40µ2+β(1098−296λ+136µ)))+ c72 (36+2β5+165µ−57µ2+µ3+β4(18−λ+
µ)+β3(70−11λ+3µ)+3β2(56+λ(µ−19)−3µ−µ2)−λ(561−83µ+µ2)+2β(λ(13µ−99)−5(2µ2+3µ−33))),
f (zn) = f ′(α)(L4e4 + L5e5 + L6e6 + L7e7 + (c2L24 + L8)e8 + O(e9)). (2.8)
Using relations (2.2)–(2.8), we can further express un, vn andwn in terms of λ, β, µ and cj (j = 2, 3, . . . , 8) by the aid of
symbolic computation ofMathematica to compute xn+1 in (1.3), although their results are not shown here due to the limited
space. To this end, we first expand H(v,w) by Taylor series about (0, 0) up to second-order terms in v and first-order terms
inw and obtain:
H(v,w) = H00 + wH01 + v(H10 + wH11)+ v2(H20 + wH21)+ O(v3), (2.9)
where Hij = 1i!j! ∂
i+j
∂vi∂wj
H(v,w)

(0,0)
.
Substituting relations (2.2)–(2.9), we can compute xn+1 in (1.3) in terms of β, λ, µ and cj (j = 2, 3, . . . , 8) by the aid of
symbolic computation of Mathematica:
xn+1 = α + S4e4 + S5e5 + S6e6 + S7e7 + Ae8 + O(e9), (2.10)
where Si (i = 4, 5, 6, 7) and A are multivariate polynomials in β, λ, µ and cj (j = 2, 3, . . . , 8); for instances,
S4 = c2H00{c3 − c22 (1+ 2β − λ+ µ)}. (2.11)
S5 = H00{c23 + 2c2c4 − 2c22c3(5+ 6β − 3λ+ 3µ)+ c42 (6+ 2β2 − 10λ+ 8µ+ β(16− λ+ µ))}. (2.12)
By requiring S4 = 0, S5 = 0 regardless of cj’s, we obtain:
H00 = 0. (2.13)
Applying (2.13) to S6 yields
S6 = −c2{−c3 + c22 (1+ 2β − λ+ µ)}{c3(1− H10)+ c22 (−2− 2a+ H10(1+ 2β − λ+ µ))}, (2.14)
from which we impose conditions S6 = 0 independently of cj’s to get
H10 = 1, λ = −1− 2a+ 2β + µ. (2.15)
Substituting (2.13) and (2.15) into S7 yields
− c22 {2(a+ 1)c22 − c3}{−c3(−4+ H01)+ c22 (−8+ 2a2 + 2H01 + 2a(−4+ H01 − β)+ 3β + 2µ)}, (2.16)
from which we impose conditions S7 = 0 independently of cj’s to get
H01 = 4, µ = −3β/2+ a(β − a). (2.17)
Substituting H00 = 0,H10 = 1,H01 = 4, µ = −3β/2+ a(β − a), λ = −(a+ 1)2 + β(a+ 1/2) from (2.13), (2.15) and
(2.17) into A after simplification yields
A = −1
2
c2[2(1+ a)c22 − c3]φ, (2.18)
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Table 1
Typical forms of H(un, vn) andWf (un, vn, wn).
Method H(vn, wn) Wf (un, vn, wn) = 1+aun1+(a−2)un + H(vn, wn)
W1 vn + 4wn 1+aun1+(a−2)un + vn + 4wn
W2 evn − 1+ 4wn 1+aun1+(a−2)un + evn − 1+ 4wn
W3 1− 14 (vn−2)
2
(1+4wn)
1+aun
1+(a−2)un + 1− 14 (vn−2)
2
(1+4wn)
W4 1− 4
(2+vn+4wn)2
1+aun
1+(a−2)un + 1− 4(2+vn+4wn)2
where φ = −2c2c4 + 2c23 (τ − 1)+ 4c22c3{8+ a− 2(1+ a)τ } + c42 {−52+ 8τ + 3β + 2a(−26+ a+ 8τ + 4aτ + 2β)} and
τ = 12 ∂
2H
∂v2
(0, 0).
Now restoring notation e back to en in (2.9) yields the error equation and the asymptotic error constant η with
convergence order of 8, respectively, as follows:
en+1 = Aen8 + O(en9), (2.19)
η = lim
n→∞
 en+1en8
 = |A|, (2.20)
yielding desired error Eq. (2.1). In view of the relationships of λ and µ between β , iteration scheme (1.3) clearly defines a
biparametric family of eighth-order methods, completing the proof. 
As a result of the above theorem, some interesting choices of H andWf are listed in Table 1.
3. Numerical examples and concluding remarks
According to the analysis in Section 2, we construct an algorithm implementable withMathematica [8]:
Algorithm 3.1 (Zero-Finding Algorithm).
Step1. Construct iterative scheme (1.3) with the given function f having a simple zero α for n ∈ N ∪ {0}.
Step2. Set the minimum number of precision digits. With exact or most accurate zero α, supply the theoretical asymptotic
error constant η, order of convergence p as well as c2, c3, c4, a, β stated in Section 2. Set the error bound ϵ, the
maximum iteration number nmax and the initial guess x0. Compute |f (x0)| and |x0 − α|.
Step3. Tabulate the computed values of n, xn, |f (xn)|, |en| = |xn − α|,
 enen−1p  and η.
All computationswere carried out on a PC equippedwith a 3.1 GHz dual-core CPU andWindowsXP operating system. The
current numerical experiments have been carried out with the error bound ϵ = 0.5 × 10−250 and the minimum number
of precision digits as 400, being large enough to minimize round-off errors as well as to clearly observe the computed
asymptotic error constants requiring small-number divisions. The approximate zero α, when not exact, was accurately
computed to have 450 significant digits. The initial guess x0 was selected closely to α for convergence. The computed
asymptotic error constant agrees up to 8 significant digits with the theoretical one. The computed zero is accurate up to 250
significant digits, although listed only up to 15 significant digits. Numerical results are summarized in Tables 2–5, where
boldface numbers refer to the least error of the listed methods.
Iterative methods W1, W2, W3, W4 for a = 0, β = 2, have been implemented with three test functions f (x) =
sin 1x + x3 − π, f (x) = (2x + 1) sin x2 − log(x2 + 1 − π) and f (x) = x3 − cos

2π
(x−√5)2

+ √5 − 1 − 13i√2. They
all undoubtedly illustrated eighth-order convergence and asymptotic error constants. Tables 2–4 list iteration indexes n,
approximate zeros xn, residual errors |f (xn)|, errors |en| = |xn − α| and computational asymptotic error constants
 enen−18 
plus the theoretical asymptotic error constants η.
Convergence behavior was further confirmed for the following additional test functions:
f1(x) = cos π2x2 − (x
2 + x+ 4)(1− ex2+2x+1), α = −1, x0 = −0.975
f2(x) = x5 − x3 cos2
[
1+ 1
x2
]
+ 7x2 − 5, α ≈ −0.857361818462305, x0 = −0.7
f3(x) = 1+ xex−1 + x sin x− 3x2 cos 1x2 , α ≈ −0.980682445128993, x0 = −1.12
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Table 2
Convergence for f (x) = sin 1x + x3 − π with α ≈ 1.35125947122575.
Method n xn |f (xn)| |en| = |xn − α|
 enen−18  η
0 1.4 0.257485 0.0487405
W1 1 1.35125947141532 9.61772× 10−10 1.89576× 10−10 5.95197165 9.46678535
2 1.35125947122575 8.01224× 10−77 1.57930× 10−77 9.46678534
3 1.35125947122575 0.0× 10−399 0.0× 10−399
0 1.4 0.257485 0.0487405
W2 1 1.35125947140112 8.89731× 10−10 1.75376× 10−10 5.50614263 8.70978375
2 1.35125947122575 3.95413× 10−77 7.79403× 10−78 8.70978373
3 1.35125947122575 0.0× 10−399 0.0× 10−399
0 1.4 0.257485 0.0487405
W3 1 1.35125947142724 1.02225× 10−09 2.01496× 10−10 6.32622899 9.84528616
2 1.35125947122575 1.35723× 10−76 2.67524× 10−77 9.84528614
3 1.35125947122575 0.0× 10−399 0.0× 10−399
0 1.4 0.257485 0.0487405
W4 1 1.35125947144333 1.10386× 10−09 2.17582× 10−10 6.83126186 10.6022877
2 1.35125947122575 2.70191× 10−76 5.32577× 10−77 10.6022877
3 1.35125947122575 0.0× 10−399 0.0× 10−399
Table 3
Convergence for f (x) = (2x+ 1) sin x2 − log(x2 + 1− π)with α = √π .
Method n xn |f (xn)| |en| = |xn − α|
 enen−18  η
0 1.7 1.38517 0.0724539
W1 1 1.77245385103518 2.54876× 10−9 1.29667× 10−10 0.1707409045 0.7686608342
2 1.77245385090552 1.20745× 10−78 6.14285× 10−80 0.7686608343
3 1.77245385090552 0.0× 10−398 0.0× 10−399
0 1.7 1.38517 0.0724539
W2 1 1.77245385093561 5.91443× 10−10 3.00894× 10−11 0.0396206489 0.4541051107
2 1.77245385090552 5.99739× 10−84 3.05115× 10−85 0.4541051107
3 1.77245385090552 0.0× 10−398 0.0× 10−399
0 1.7 1.38517 0.0724539
W3 1 1.77245385106247 3.08518× 10−9 1.56957× 10−10 0.206675644 0.925938696
2 1.77245385090552 6.70394× 10−78 3.41060× 10−79 0.925938696
3 1.77245385090552 0.0× 10−398 0.0× 10−399
0 1.7 1.38517 0.0724539
W4 1 1.77245385114788 4.76392× 10−9 2.42362× 10−10 0.319134371 1.240494419
2 1.77245385090552 2.90280× 10−76 1.47679× 10−77 1.240494420
3 1.77245385090552 0.0× 10−398 0.0× 10−399
f4(x) = cos
[
x+ π
2− x
]
+

4+ x2
1− x2 · log[1+ x
4], α = 0, x0 = 0.05
f5(x) =

x2 + 9
x4 + 1 + x · cos[(x+ 2)
4] + 2−

13
17
, α = −2, x0 = −1.8
f6(x) = 1− cos[(x− 1)2 + 2] + (x2 + x+ 1) log
[
2+ 2
(x− 1)2
]
, α = 1− i√2,
x0 = 0.98− 1.38i, i =
√−1
f7(x) = x3 + sin πx2 · log(x
2 − 2)− 3√3, α ≈ 1.73205080756888, x0 = 1.60,
with log z(z ∈ C) representing a principal analytic branch such that − π ≤ ℑ(log z) < π.
For the additional test functions, Table 5 lists the values of |xn − α| for various eighth-order methods BRW (1.1) with
h(t) = 1+3t1+t , BWR (1.2) with ρ(t) = (1 − 3t)−2/3, θ = 1 and W1, W2, W3, W4 with (1.3) a = 0, β = 2. With this
limited choice of test functions, most of proposed methodsW1,W2,W3,W4 present better performance as compared with
existing three-step methods BRW and BWR.
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Table 4
Convergence for f (x) = x3 − cos

2π
(x−√5)2

+√5− 1− 13i√2 with α = √5+ i√2 ≈ 2.236067977+ i1.414213562.
Method n xn |f (xn)| |en| = |xn − α|
 enen−18  η
0 2.18+ 1.38i 1.31050 0.0656825
W1 1

2.23606795247030
1.41421357977489

a 6.40172× 10−7 3.04844× 10−8 87.999861 31.175761
2

2.23606797749979
1.41421356237310

4.88265× 10−58 2.32507× 10−59 31.175755
3

2.23606797749979
1.41421356237310

0.0× 10−398 0.0× 10−399
0 2.18+ 1.38i 1.31050 0.0656825
W2 1

2.23606795501559
1.41421357703657

5.63707× 10−7 2.68432× 10−8 77.488736 27.778568
2

2.23606797749979
1.41421356237310

1.57254× 10−58 7.48828× 10−60 27.778564
3

2.23606797749979
1.41421356237310

0.0× 10−398 0.0× 10−399
0 2.18+ 1.38i 1.31050 0.0656825
W3 1

2.23606795174797
1.41421357969142

6.51704× 10−7 3.10335× 10−8 89.585121 32.884059
2

2.23606797749979
1.41421356237310

5.94094× 10−58 2.82902× 10−59 32.884054
3

2.23606797749979
1.41421356237310

0.0× 10−398 0.0× 10−399
0 2.18+ 1.38i 1.31050 0.0656825
W4 1

2.23606794932802
1.41421358131074

7.12851× 10−7 3.39453× 10−8 97.990520 36.315498
2

2.23606797749979
1.41421356237310

1.34446× 10−57 6.40218× 10−59 36.315491
3

2.23606797749979
1.41421356237310

0.0× 10−398 0.0× 10−399
a

2.23606795247030
1.41421357977489

= 2.23606795247030+ 1.41421357977489i, i = √−1.
Table 5
Comparison of |xn − α| for various eighth-order iterative methods.
f
x0

|xn − α| BRW BWR W1 W2 W3 W4
f1
−0.975

|x1 − α| 2.21e−14 2.20e−14 1.50e−14 1.52e−14 1.49e−14 1.47e−14
|x2 − α| 1.22e−110 1.19e−110 4.68e−112 5.86e−112 4.14e−112 3.22e−112
|x3 − α| 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400
f2
−0.7

|x1 − α| 1.47e−07 1.85e−07 1.21e−07 1.84e−07 3.95e−08 4.27e−08
|x2 − α| 1.45e−56 8.96e−56 3.30e−57 7.22e−56 4.63e−61 1.02e−60
|x3 − α| 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400
f3
−1.12

|x1 − α| 1.74e−10 1.76e−10 9.79e−11 9.11e−11 1.02e−10 1.09e−10
|x2 − α| 3.83e−82 4.36e−82 8.94e−84 4.95e−84 1.30e−83 2.29e−83
|x3 − α| 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400 0.0e−400
f4
0.05

|x1 − α| 7.10e−13 7.06e−13 1.41e−12 6.72e−13 1.83e−12 2.60e−12
|x2 − α| 1.67e−99 1.56e−99 4.50e−97 5.32e−100 4.60e−96 1.06e−94
|x3 − α| 5.74e−512 1.41.e−511 1.51e−512 4.82e−509 2.47e−502 3.93e−502
f5
−1.80

|x1 − α| 3.18e−09 1.99e−09 4.45e−11 4.49e−11 4.40e−11 4.35e−11
|x2 − α| 7.27e−72 1.04e−73 7.20e−89 7.80e−89 6.63e−89 6.01e−89
|x3 − α| 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399
f6
0.98−1.38i

|x1 − α| 1.71e−10 1.06e−10 5.96e−11 6.01e−11 5.95e−11 5.90e−11
|x2 − α| 1.36e−77 1.86e−79 2.27e−81 2.43e−81 2.23e−81 2.10e−81
|x3 − α| 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399
f7
1.60

|x1 − α| 2.15e−07 2.30e−07 7.25e−08 1.29e−08 1.72e−07 2.82e−07
|x2 − α| 9.11e−56 1.56e−55 9.30e−59 5.23e−65 1.17e−55 8.34e−54
|x3 − α| 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399 0.0e−399
Here 2.21e− 14 ≡ 2.21× 10−14, f ≡ f (x), fj = fj(x), (j = 1, 2, . . . , 7).
MethodW2 has shown best performance for f3, f4, f7,W3 for f2 andW4 for f1, f5, f6. Table 6 indicates that the proposed
methods consume less CPU time highlighted in boldface due to the direct use of f ′(xn) instead of forward divided differences,
as comparedwith other listedmethods. The efficiency index defined by EI = p1/d, with p as the convergence order and d the
number of new evaluations of f (x) plus its derivatives per iteration, is given by 81/4 ≈ 1.68179 better than√2, the efficiency
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Table 6
Comparison of CPU times for high-order methods.
f x0 CPU time (s)
BRW BWR W1 W2 W3 W4
f1 −0.975 0.469 0.343 0.266 0.266 0.265 0.250
f2 −0.7 0.531 0.375 0.266 0.281 0.282 0.281
f3 −1.12 2.188 1.516 1.219 1.187 1.250 1.203
f4 0.05 0.703 0.515 0.391 0.406 0.391 0.375
f5 −1.80 0.297 0.250 0.141 0.156 0.156 0.157
f6 0.98− 1.38i 0.859 0.609 0.468 0.454 0.437 0.453
f7 1.60 0.406 0.281 0.219 0.219 0.203 0.203
index of Newton’s method. It is optimal with convergence order of 8, as expected by the conjecture of Kung–Traub [9]. The
current approach can be extended to the future development of four-step higher-order methods.
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