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a b s t r a c t
The eddy current approximation of Maxwell’s equations is relevant for Magnetic Induction Tomography
(MIT), which is a practical system for the detection of conducting inclusions from measurements of
mutual inductance with both industrial and clinical applications. An MIT system produces a conductivity
image from the measured fields by solving an inverse problem computationally. This is typically an iter-
ative process, which requires the forward solution of a Maxwell’s equations for the electromagnetic fields
in and around conducting bodies at each iteration. As the (conductivity) images are typically described by
voxels, a hexahedral finite element grid is preferable for the forward solver. Low order Nédélec (edge ele-
ment) discretisations are generally applied, but these require dense meshes to ensure that skin effects are
properly captured. On the other hand, hp–Nédélec finite elements can ensure the skin effects in conduct-
ing components are accurately captured, without the need for dense meshes and, therefore, offer possible
advantages for MIT. Unfortunately, the hierarchic nature of hp–Nédélec basis functions introduces edge
and face parameterisations leading to sign conflict issues when enforcing tangential continuity between
elements. This work describes a procedure for addressing this issue on general conforming hexahedral
meshes and an implementation of a hierarchic hp–Nédélec finite element basis within the deal.II finite
element library. The resulting software is used to simulate Maxwell forward problems, including those
set on multiply connected domains, to demonstrate its potential as an MIT forward solver.
 2016 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Magnetic induction tomography (MIT) holds promise for the
detection of metallic objects and inclusions in industrial and clin-
ical imaging applications. For example, it has been proposed that
the medical diagnosis of cerebral haemorrhage can be assisted by
identifying the regions of higher conductivity associated with
bleeding [17]. Further potential applications include lung monitor-
ing, security screening, ensuring food safety and the monitoring of
molten metals. For an indepth review of MIT and its applications
we refer to [17,37,32]. In principle, an MIT system is capable of
determining the distributions of the three electromagnetic param-
eters, permittivity, permeability and conductivity, from measure-
ments of the electromagnetic fields exterior to the body of
interest, although conductivity is usually selected as being of pri-
mary importance for imaging purposes. An MIT system works by
first generating a sequence of background magnetic fields by excit-
ing a series of coils, and voltages are then measured in a second
array of coils. In the presence of a conducting body, the voltages
are perturbed due to the eddy currents generated when a low-
frequency magnetic field interacts with a conducting body. Finally,
in order to produce a voxelated MIT conductivity image from the
measured voltages, an inverse problem must be solved.
The computational solution of the MIT inverse problem is chal-
lenging due to its ill-posed nature and the noise in the measured
data. Common solution approaches include regularised linearised
single step algorithms [38] and Gauss-Newton based procedures
[31], see also [8,37] for further alternatives. In this work, our focus
is on the associated MIT forward problem, which also presents sig-
nificant challenges, and its efficient and accurate solution is
required at each iteration of the computational inverse solution
in order to compute sensitivity and voltage information.
An MIT forward problem is the boundary value problem that is
associated with the eddy current approximation of the time har-
monicMaxwell equations. It is set in a domain consisting of a collec-
tion of conducting bodies and current sources located in free space,
as illustrated in Fig. 1. Note that at each stage of the inverse solution
algorithm, the shape and conductivity values of the bodies change
and the MIT forward problem must be resolved until convergence
is achieved. For thepurposeof computation, thedomain is truncated
and, provided the boundary is placed sufficiently far from the bodies
and coils, the fields are assumed to vanish at this location. Toprovide
a simple description of the shape of the bodies, and to facilitate the
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change in their conductivity values in the MIT inverse solution, a
regular voexlatedgrid isusuallypreferred fordescribing the conduc-
tivity distribution across the domain, which, in turn, provides a nat-
ural conductivity image. Previous modelling attempts have focused
on low order Nédélec finite element discretisations (in our notation
p ¼ 0 (first, edge) or p ¼ 1 (second) order elements,where p refers to
the degree of approximation of the tangential component of the
field) [31,39,38] or finite difference approaches [24]. It is also not
uncommon to select the voxelated description of the conductivity
to be the sameas that used for computing thefields leading to coarse
grids. Unfortunately, even small inaccuracies in the simulated volt-
ages can have large effects on the conductivity reconstruction due to
the ill-posed nature of the MIT inverse problem. Furthermore, inac-
curacies in the sensitivity informationcanpointGauss–Newton iter-
ations in the wrong direction.
Conducting objects in the eddy current regime are characterised
by their skin depth, which describes the distance that induction
currents in a conductor decay to 1=e of their surface value. When
the skin depth is small, high gradients in the fields are experienced
close to the surface of the conductor leading to the requirement for
fine grids. Elsewhere the solution is smooth and can be well repre-
sented by high degree polynomials. hp–Finite elements combine
the ability to use local mesh (h–) refinement with polynomial (p–)
enrichment of the solution and are known to lead to exponential
convergence of the solution (using p–enrichment when the
solution is analytic and using hp–refinement when the solution
has singularities). In particular, high order and hp–Nédélec finite
element procedures have been shown to offer superior levels of
accuracy compared to low-order finite approaches for a variety of
problems in electromagnetism. For an in depth-review we refer to
[9,10] and references therein as well as to [21] for an application of
hp–finite elements to the solution of eddy current problems in
three–dimensions using unstructured tetrahedral meshes.
To facilitate code-reuse within an academic environment, we
have chosen to pursue our software developments within the con-
text of an open source finite element library. A number of open
source finite element libraries offer the possibility of applying
Nédélec elements to high polynomial degree. The Netgen unstruc-
tured mesh generator, combined with the NGsolve library [12], is
based on Schöberl and Zaglmayr’s basis function sets for the com-
plete DeRham sequence and can handle tetrahedral and hybrid/
hexahedral meshes [35]. Zaglmayr has also developed basis func-
tions for other element shapes [34]. The Hermes project [13] and
its accompanying documentation [25] offers adaptive hp finite ele-
ment approximation on structured meshes. However, to the best of
the authors’ knowledge, its Nédélec elements are currently limited
to two–dimensional problems. The FEniCS library [4] also supports
high order Nédélec elements on triangles and tetrahedra and a fur-
ther library that also supports higher order Nédélec elements on
unstructured meshes is GetDP [11]. The deal.II library [7] is
focused on quadrilateral and hexahedral meshes and can be
applied to the solution of a variety of problems including electro-
magnetism. Its built-in mesh generator allows for the generation
of meshes for simple geometrical configurations and the library
also allows meshes to be imported from external generators, such
as Cubit (known commercially as Trelis) [19].
Unstructured meshes have clear benefits of meshing complex
geometrical configurations; however, for the present application,
a structured mesh for the voxelated solution of the MIT inverse
problems is desired. Therefore, we have chosen to adopt the
deal.II finite element framework for our MIT forward solver. A
hierarchic Nédélec finite element basis is available within the
library, but unfortunately this has been found to have several
important limitations: In particular, in its handling of boundary
conditions and limitation to regular structured meshes consisting
of blocks. The former issue has been overcome by improved han-
dling of boundary conditions but the latter problem is more severe
and fails for meshes, which do not conform to deal.II’s pre-
scribed standard orientation of edges and faces. For example, the
relatively simple geometry of a cylinder, generated using deal.
II’s GridGenerator::cylinder(), results in a mesh which is
non-standard. The cause of the issue has been identified as being
due to the sign–conflict issue, which arises due to the mismatch
of local edge and face parameterisations on neighbouring ele-
ments. In two–dimensions this problem is easily overcome by a
simple sign-flip during element assembly. For three–dimensional
tetrahedral discretisations, a strategy for circumventing the sign–
conflict issue has been proposed by Ainsworth and Coyle [1] in
which each element is chosen to be one of two reference configu-
rations. The situation for hexahedral discretisations is much more
complex due to increased number of edge–face orientation permu-
tations and, if a similar strategy were to be adopted, would lead to
much larger number of reference configurations.
In this work, we describe an implementation of Nédélec ele-
ments on meshes comprised of either structured or unstructured
hexahedra using the hierarchic basis function set proposed by
Schöberl and Zaglmayr [35]. This choice offers added benefits as
the set lends itself to an efficient preconditioner for solving the dis-
cretised equations for the MIT problem. To circumvent the sign
conflict problem, we employ edge and face parameterisations
based on the specification of global, rather than local, orientations.
Consequently, the description of the basis function changes
between elements and, to address this, a strategy for their efficient
implementation is proposed. As illustrations of the success of the
approach we apply it to a series of three–dimensional eddy current
benchmark problems, relevant to our MIT application, using the
previously described regularised formulation of eddy current prob-
lems [21]. The novelty of this work is a detailed description of the
efficient implementation of the basis and resolution of the sign
conflict problem, which allows the deal.II library to be applied
to handle a much wider class of geometries for problems in elec-
tromagnetism. The description will be useful for users and devel-
opers of deal.II interested in the implementation of hierarchic
basis functions sets on hexahedral meshes and, furthermore, our
implementation offers wide reaching benefits to the software
library and its current and future users (e.g. in geophysics [16,15]).
The organisation of the paper is as follows: In Section 2 we
briefly summarise the MIT forward problem/eddy current model,
which will serve as an illustration of our deal.II Nédélec finite
element implementation. Then, in Section 3, we summarise the
construction and properties of the basis functions and discuss the
sign conflict issue and how it can be overcome by the use of global
rather than local edge and face orientations. Section 4 describes the
details of the deal.II implementation of the elements, and an
efficient preconditioning technique for the solution of eddy current
problems [21] is summarised in Section 5. Section 6 presents a ser-
ies of numerical examples and includes comparisons with the pre-
vious deal.II Nédélec element implementation. Finally, the steps
required to extend the implementation to non–uniform hp–refine-
ments on non–conforming meshes are presented in Section 7.
Fig. 1. An illustration of an eddy current problem showing conducting region XC
with a current source Js in the surrounding unbounded region R3 nXC .
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2. Eddy current model
We briefly review the time harmonic eddy current model,
which will serve as a basis for the numerical examples presented
later in this paper. In the following, we adopt the convention that
vectors valued quantities are written in bold face and matrices,
whose coefficients are independent of the choice of coordinate sys-
tem, are written in Roman italics. Let XC denote a conducting
object with uniform conductivity and permeability, which is
located in an unbounded free space region R3 nXC , as illustrated
in Fig. 1. The position dependent material parameters are
r ¼ r in XC
0 in R3 nXC

; l ¼ l in XC
l0 in R
3 nXC

;
where l0 :¼ 4p 107 H=m denotes the permeability of free space.
Given a time harmonic divergence free current source of amplitude
Js and frequency x, located away from XC , the interaction magnetic
and electric fields, H and E respectively, satisfy the eddy current
equations [5]
curl E ¼ ixlH; curl H ¼ rE þ Js: ð1Þ
The interaction fields decay at appropriate rates as jxj ! 1 [5],
which computationally allows us to truncate the unbounded
domain at a finite distance from the object and form the bounded
domain X :¼ XC [XNC , where XNC is the truncated part of R3 nXC .
On @X we apply simple zero Dirichlet boundary conditions.
Fig. 2. An ilustration of typical Nédélec edge– and face–based basis functions, restricted to a quadrilateral face. In (a)-(f) the edge–based functions are shown for two typical
edges and polynomial degrees p ¼ 0;1;2. In (g)-(i) typical face-based gradient functions are shown for p ¼ 1;2;3.
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Based on previous success in applying hp–finite elements to
eddy current problems on multiply connected domains, we adopt
an A-based regularised form of the eddy current model [21], which
has the associated weak form: Find A 2 V such thatZ
X
lrcurl A  curl wdXþ
Z
X
~jA wdX
¼ l0
Z
XNC
Js wdX 8w 2 V ; ð2Þ
where lr :¼ l=l0;A is a vector potential defined as
B :¼ lH ¼ curl A and is such that E ¼ ixA in XC . The parameter
~j is defined as
~j :¼ j in XC
ie in XNC

;
where e is a small regularisation parameter, j :¼ ixl0rand
V :¼ fA 2 HðcurlÞ : n A ¼ 0 on @Xg:
For a review and details of alternative eddy current formulations we
refer to [21,27,18] and references therein.
3. Basis functions and overcoming the sign conflict issue
We consider a hexahedral triangulation of X, which is described
by the sets of cells, H, faces, F , edges, E and vertices, V. On this tri-
angulation we choose to apply the Nédélec finite element basis of
Schöberl and Zaglmayr [29,34], which we denote as Vh;p where h
denotes the mesh width and p the polynomial degree. These basis
functions are hierarchic and can be decomposed as
Vh;p :¼ N 0 
X
E2E
VEp 
X
F2F
VFp 
X
I2H
V Ip  H curlð Þ; ð3Þ
whereN 0 denotes the set of lowest order basis functions, and VEp;VFp
and V Ip the enrichment through the sets of higher-order basis
functions associated with edges, faces and cell interiors, respec-
tively. The construction of the basis is such that VEp is comprised
entirely of gradient fields and VFp and V
I
p are comprised of both gra-
dients and additional non–gradients in order to complete the space.
The explicit definition of the basis functions can be found in [34]
and is not repeated here. Instead, we illustrate vector quiver plots
of sample basis functions in Fig. 2. In this figure we observe the
property that the tangential components of edge–based basis func-
tions vanish on all edges apart from the one with which they are
associated and that the corresponding basis functions associated
with a face vanish on all edges of the hexahedra, thus allowing tan-
gential continuity to be enforced between neighbouring elements.
Furthermore, considering a pth order edge–based basis function,
we see that its tangential component on the edge with which it is
associated is a polynomial of degree p. The lowest order case,
p ¼ 0, gives rise to a constant tangential component and this has
led to these elements been commonly called edge elements. Indeed,
for the specific choice of basis functions proposed in [34], the tan-
gential components of the higher order edge–based basis functions
(pP 1) reduce to
L1 nð Þ ¼ n; ð4aÞ
L2 nð Þ ¼ 12 n
2  1 ; ð4bÞ
Lp nð Þ ¼ 1p 2p 3ð ÞnLp1 nð Þ  p 3ð ÞLp2 nð Þ
 
for pP 2: ð4cÞ
In the above, LpðnÞ for pP 2 are the integrated Legendre polynomi-
als and n 2 ½1;1 denotes a parameterisation of the edge.
As outlined in the introduction, the practical implementation of
high order Nédélec elements requires the sign conflict problem to
be addressed. This issue stems from the required introduction of
edge and face parameterisations, as illustrated in Fig. 3. Note that
the chosen face orientation differs from that in [34] and has been
chosen to be consistent with that in deal.II. Given an edge
Em :¼ ½em1 ; em2 1 with vertex numbers em1 ; em2 the edge parameterisation
is defined as nmE :¼ rem2  rem1 2 ½1;1, where rem2 ;rem1 , denote the
barycentric coordinates of the two vertices, which make up the edge.
In a similar manner, the face parameterisation for a face
Fn :¼ ½f n1; f n2; f n3; f n4 is defined as ðnnF ;gnF Þ 2 ½1;12 where
nnF :¼ rf n2  rf n1 ;gnF :¼ rf n4  rf n1 . On an edge, the tangential compo-
nents of the basis reduce to polynomials in nmE and, on faces, polyno-
mials in nnF ;gnF . In order to apply tangential continuity between
elements it is essential that the resulting polynomials between edges
in neighbouring elements match. When a simple local edge and face
parameterisation is introduced this is no longer guaranteed to be the
case, as Fig. 4 illustrates.
1
3 4
1 2
1
2 4
3
3
2 4 6
5
E4Ω1 = [4, 2]
Ω1 Ω2
E2Ω2 = [2, 1]
(a) Edge orientation
4
7
5
2
f4
f1
f3
f2
(b) Face orientation
Fig. 3. Illustrations of the parameterisations for an edge Em ¼ ½em1 ; em2  and a face Fm ¼ ½f m1 ; f m2 ; f m3 ; f m4 . Edge: The local vertex numbers in elementsX1 and X2 are shown in black,
while possible global numberings are shown in blue. The standard deal.II edge orientations are shown by the green arrows and the globally defined edge orientations,
induced by the global node numbers, are shown by the black arrows. The shared edge’s orientation labelling is given in green for the two elements. Face: The global vertex
numberings are shown in blue and the globally defined face orientation is shown in black. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
1 We use Em to represent the mth edge and E for the electric field. From the context
it should clear as to which definition applies.
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Zaglmayr [34] has described a strategy for resolving the sign
conflict issue, which relies on Nédélec basis functions being
defined according to global edge and face parameterisation rather
than local parameterisations. We briefly summarise her strategy
for choosing these global edge and face parameterisations in Algo-
rithm 1, where VK #V; EK # E and F K #F denote the restriction of
the sets of vertices, edges and faces to a cell K. By adopting this
strategy in each element in the mesh the sign conflict problem is
addressed. This strategy can also be applied to two–dimensional
problems, but without the additional complexity of introducing
the global face parameterisations. An alternative strategy for
obtaining edge and face parameterisations for high order Nédélec
elements is presented in [22].
Algorithm 1. Zaglmayr’s algorithm [34] for choosing unique
global edge and face parameterisations in a element-face-edge-
vertex partitioning of X.
In cell, K, denote the global vertex index for local index a as
vKa 2 VK #V.
On each edge ‘ ¼ 1;    ;12 of cell K (with local vertices
aE‘i
n o2
i¼1
) we define the edge orientation E‘K ¼ e‘1; e‘2
  2 EK
such that
e‘1 :¼ argmaxa2 aE‘
i
 2
i¼1
vKa
 
; e‘2 :¼ arg mina2 aE‘1
 2
i¼1
vKa
 
On each face ‘ ¼ 1;    ;6 of cell K (with vertices aF‘i
n o4
i¼1
), we
define the face orientation F‘K ¼ f ‘1; f ‘2; f ‘3; f ‘4
h i
2 FK such
that
f ‘1 :¼ argmaxa2faF‘
i
g
4
i¼1
vKa
 
; f ‘3 opposite f
‘
1 on F
‘
K ; vKf ‘2 > v
K
f ‘4
Choosing E‘K and F
‘
K in this way then will ensure the
orientation matches on edges and faces on the
corresponding global edges and faces Em and Fn between
neighbouring elements for some m and n.
4. deal.II implementation
The most important part of the implementation of the Nédélec
basis of Schöberl and Zaglmayr [29] in the deal.II framework is
the generation of the global basis functions Ui required for the
evaluation of integrals over a cell K of the form
aeij lr
 
:¼
Z
K
l1r curl Ui  curl UjdX; meij ~jð Þ :
¼
Z
K
~jUi UjdX; ð5Þ
which, when suitably assembled, form the global curl–curl andmass
matrices, AðlrÞ and Mð~jÞ, respectively. Crucially, although Algo-
rithm 1 describes an approach for generation of global edge and
face parameterisations, the definition of their Nédélec type basis
function for a given cell K still remains on a standard reference
½0;13 cube with coordinates x^. Therefore, the first step is to map
typical local basis functions U^i to their corresponding global func-
tions and, by using standard transformations [23], this means that
aeij lr
  ¼ ZbR l
1
r
jJj
^curl U^i  ^curl U^jdX^; meij ~jð Þ
¼
Z
bR ~jJTU^i  JTU^jjJjdX^; ð6Þ
where J denotes the Jacobian of the transformation between K and
the reference cell bR and the superscript T denotes the transpose. To
numerically evaluate aeij lr
 
and meij ~jð Þ standard Gaussian quadra-
ture is applied, which requires the integrand to be evaluated at a
series of Gauss points and then the weighted sum is taken as the
integrals’ value. If the integrands in Eq. (6) are polynomials (i.e.
when the mapping is affine) the resulting weighted sums become
exact by choosing the correct number of Gauss points. However,
for other mappings the sums will always remain an approximation
to the integrals’ true value. The vector valued functions U^i and
^curl U^i are always polynomials, which are explicit functions of
(the derivatives of) the barycentric coordinates of the element, edge
extension parameters [34] and the Legendre polynomials, and can
be evaluated at Gauss points. A naive approach would be to recom-
pute all the basis functions at each Gauss point for each element,
but this would quickly become prohibitively expensive. To overcome
0
0.2
0.4
0.6
0.8
1
0
0.5
1
1.5
2
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
(a) Edge conflict
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
(b) Face conflict
Fig. 4. Illustrations of the sign conflict issue, which arises due to the introduction of local edge and face parameterisations. In (a) we show the tangential component of a p ¼ 3
edge–based basis function, when neighbouring elements have different edge orientations. In (b) we show the non-zero tangential component of a p ¼ 3 face–based function
for neighbouring elements with different face orientations.
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this, we make an effort to pre-compute as much information about
the possible edge and face parameterisations as possible. In the
context of deal.II, we must set out three main stages in the
construction of the basis functions. An overview of this process is
shown in Fig. 5.
Stage 1 is the constructor of the finite element object and here
we pre-compute data about the basis functions, which does not
rely on knowledge of local cell information or on the degree of
the quadrature rule to be applied. We also precompute the coeffi-
cients of integrated Legendre polynomials given in Eq. (4). These
will later be used to form the basis function set defined in [34]. This
information is then stored within the element’s internal data
structure.
In stage 2, an object, which provides access to the values of the
basis functions, is initialised, with knowledge of the quadrature
rule and the reference cell but not of the local cell (i.e. the orienta-
tion of its edges and faces is unknown at this point). The set of cell-
based basis functions are independent of the orientation of the
cell’s edges and faces, and therefore these functions and their
derivatives are evaluated at the quadrature points and stored
within the internal data structure. The edge- and face-based basis
functions depend on the orientation of the respective entities,
which prevents them from being computed at this stage. Nonethe-
less, we can compute information about the possible combinations
of edge and face parameterisations. The edge- and face-based basis
functions require the evaluation of the integrated Legendre poly-
nomials and their derivatives as well as the evaluation of barycen-
tric coordinates, edge extension parameters and their derivatives.
Therefore, we precompute these quantities at the quadrature
points on the reference cell and store them in the internal data
structure of the finite element.
Finally, in stage 3, an update call on a local cell is made once
cell-specific information is available. At this point, we combine
the precomputed data and local cell orientation in order to
evaluate the basis functions values, any requested derivatives,
the Jacobian values and quadrature weights. This may update val-
ues on a complete cell, or be restricted to a particular face or edge
of a cell. The aim here is to compute only information that relies on
knowledge of the local cell (i.e. a face or edge orientation) at this
point and to rely on information pre-computed in the previous
stages and access this information when required. We return these
values on the reference cell (with the relevant orientation), which
can then be transformed to the physical cell by mappings provided
by the library.
5. Preconditioning and linear algebra
We form the global linear system, Kx ¼ ðAþMÞx ¼ b, by sum-
ming and assembling contributions from the local cells. The soft-
ware library deal.II includes a range of direct solvers for the
solution of the assembled system, but such approaches become
prohibitively expensive for large problems. A range of precondi-
tioning techniques have previously been proposed for the iterative
solution of the linear system resulting from the discretisation of
eddy current problems using Nédélec elements (for a review see
[21] and references therein). In light of the previous success with
the reduced basis gauging and a preconditioning strategy [21],
which explicitly exploits the curl free nature of parts of the
Schöberl–Zaglmayr Nédélec basis functions, we choose to apply
the same approach here. The resulting preconditioning technique
is robust with respect to ~j, which is crucial given that its value is
small in XNC in order to provide regularisation to this region. We
remark that the recent preconditioning strategy proposed by Gray-
ver and Kolev [16] offers robustness with respect to h and oppor-
tunities may exist for further improvements by combining both
techniques. For completeness, we briefly summarise the precondi-
tioning strategy presented in [21] in the following.
Fig. 5. Schematic demonstrating the typical workflow for computing the basis functions at quadrature points on a given mesh in deal.II.
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The reduced gradient strategy involves skipping the gradient
functions in Eq. (3) for cells in XNC and only applying the regular-
isation term to the lowest order basis functions. Following the
notation in [21] we then have the block matrix
K ¼
KN 0N 0 KN 0G KN 0N
KGN 0 KGG KGN
KNN 0 KNG KNN
264
375 ¼ AN 0N 0 lr
 
0 AN 0N lr
 
0 0 0
ANN 0 lr
 
0 ANN lr
 
264
375
þ
MN 0N 0 ~jð Þ MN 0G jð Þ MN 0N jð Þ
MGN 0 jð Þ MGG jð Þ MGN jð Þ
MNN 0 jð Þ MNG jð Þ MNN jð Þ
264
375 ð7Þ
where the subscripts N 0;G and N are used to distinguish between
blocks derived from the lowest order Nédélec, gradient and non–
gradient basis functions, respectively. The matrix K is complex sym-
metric but, as A is real symmetric andM is purely imaginary, we can
recast Kx ¼ b as the real valued system
A Mi
Mi A
	 

xr
xi
	 

¼ br
bi
	 

;
where x ¼ xr þ ixi; b ¼ br þ ibi and M ¼ iMi, which is no longer a
symmetric system. Symmetry is regained by rewriting the system
as
A Mi
Mi A
	 

xr
xi
	 

¼ brbi
	 

;
Notice that each block within (7) may be rewritten in this way and,
with a slight abuse of notation, we henceforth denote this as Kx ¼ b.
We then adopt the block Jacobi preconditioner
D ¼
KN 0N 0 0 0
0 DGG 0
0 0 DNN
264
375; ð8Þ
advocated in [21] combined with the FGMRES iterative solver [28],
which is available in the deal.II library. Still following the defini-
tions in [21], note that the action of the inverse of this precondi-
tioner to a vector f :¼ f r  if i now involves
K1N 0N 0 fN 0 ¼
AN 0N 0 lr
  MN 0N 0 j~jjð Þ
MN 0N 0 j~jjð Þ AN 0N 0 lr
 " #1 fN 0 rfN 0 i
" #
;
D1GGf G ¼
0 block diagðMGGÞ jjjð Þ
block diagðMGGÞ jjjð Þ 0
	 
1 f Gr
f G i
	 

;
D1NNf N ¼
block diagðANN lr
 þMGG j~jjð ÞÞ 0
0 block diag ANN lr
 þMGG j~jjð Þ 
" #1
f N r
f N i
	 

:
In each case we employ a factorisation using a sparse direct solver
and use this to apply the action of the inverse of preconditioner to a
vector. However, for large problems, still further efficiencies can be
gained by using a conjugate gradient solver to apply the action of
the inverse.
6. Numerical examples
In order to establish that our method successfully overcomes
the sign conflict problem, we apply the method to a simple prob-
lem with a known solution and more complicated benchmarks
where comparison to derived values may be made. We begin with
a simple trigonometric model solution to a vector-wave equation.
This is done by comparison to the original deal.II implementa-
tion on a series of simple domains. To benchmark the method for
eddy current problems we consider a series of examples drawn
from the established TEAM (Testing of Electromagnetic Analysis
Methods) benchmark problems [33]. Specifically, we present a
conducting sphere in a uniform magnetic background field (TEAM
benchmark problem 6) and then a similar benchmark set on a
multiply-connected domain consisting of a conducting solid torus
in a uniform magnetic background field. Finally, we consider the
TEAM benchmark problem 7, which consists of an axisymmetric
conducting plate with a hole subject to a rotational background
field generated by a coil.
6.1. Trigonometric model solution
To illustrate the issues with the previous deal.II implementa-
tion, and establish that the sign conflict problem has been over-
come, we solve a simple model problem. Consider
curl curl E  p2E ¼ 0 in X; ð9aÞ
n E ¼ n Eexact; on @X; ð9bÞ
where we set
Eexact x1; x2ð Þ :¼ p
cosðpx1Þ sinðpx2Þ
 sinðpx1Þ cosðpx2Þ
0
0B@
1CA: ð10Þ
Although this is not an eddy current problem, the weak form of this
problem can be obtained by setting A ¼ E; Js ¼ 0;lr ¼ 1, fixing
~j ¼ p2 in Eq. (2) and modifying the boundary condition in V
accordingly.
Firstly, we consider X to be the rectangular domain ½0;13 and
then, secondly, the cylindrical domain ðx1;x2Þ :
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21þx22
q
60:5
n o

½0;1. Here we deliberately choose coarse discretisations: in the
case of rectangular domain, we construct a mesh R1 consisting of
a single element and then a mesh R2 consisting of 8 elements as
a result of 1 uniform refinement. For the cylindrical domain, we
construct a mesh C1 consisting of 10 elements and then perform
a single uniform refinement in order to generate a mesh C2
of 80 elements. In each case, we consider the application of
uniform p–refinements by the application of elements of order
p¼0;1;2;3;4, in turn, and measure the error e :¼EexactEhp in the
HðcurlÞ norm
kekHðcurlÞ :¼
Z
X
jej2 þ jcurl ej2dX
 1=2
;
on the rectangular and cylindrical domains using both the original
and the new Nédélec elements in deal.II where Ehp denotes the
approximate finite element solution. As the properties of the result-
ing linear system are different from the eddy current problem, but
are all of small computational size, we employ a simple direct solver
when solving the discretised version of Eq. (9).
The rectangular meshes R1;R2 have been constructed using
deal.II’s built-in GridGenerator functionality. This results in
elements whose orientation conforms to the standard expected
in deal.II. Therefore, we expect that performing p–refinement
on these meshes should produce a downward sloping curve indi-
cating that exponential convergence is being obtained. This is
indeed illustrated for both the original and new Nédélec elements
in Fig. 6(a) with curves for both elements being almost indistin-
guishable from each other on the chosen scale. However, although
the meshes C1;C2 are also constructed using deal.II’s in-built
GridGenerator functionality, they no longer conform to the stan-
dard expected in deal.II. The issue here is that by wrapping the
elements around a circular cylinder there is a sign-conflict for hor-
izontal edge–based and face–based basis functions, which is not
resolved by the software. On comparing the performance of p–re-
finement for the meshes C1;C2 shown in Fig. 6(b) we observe
how this issue translates into a lack of exponential convergence
for the old Nédélec element. However, the new Nédélec element,
in which the sign conflict issue has been addressed, exhibits the
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correct expected exponential convergence behaviour. Henceforth,
we employ the new Nédélec element for the remaining examples
presented in this work.
6.2. Conducting sphere in a uniform magnetic field
We next consider a conducting sphere of radius R ¼ 0:05 m
placed in a uniform background field with magnetic flux density
B0 ¼ l0H0 ¼ 0; 0; 1ð ÞT and angular frequency x ¼ 100p rad s1,
as defined by the TEAM benchmark problem 6 [33]. The sphere
has material parameters r ¼ 107 S m1;l ¼ 20l0 and is placed
in an unbounded region of free space. The corresponding solution
to this problem has a known analytical solution [30], which we
use for comparison in the following.
Computationally, we set up a domain X, which is truncated at a
radius of 1m and on @Xwe apply the known analytical solution. By
using deal.II’s GridGenerator tools, we generated the meshes
S1 and S2 consisting of 19 and 151 hexahedral elements, respec-
tively, to discretise the problem. On each of these meshes we
employ uniform p–refinement by considering elements of order
p ¼ 0;1;2;3;4;5, in turn, and consider the convergence history of
the preconditioned GMRES solver in Fig. 7 when a regularisation
parameter e ¼ 106 is employed. In this figure, we exhibit a fast
convergence of the preconditioned solver down to relative residual
of TOL ¼ 107, which is the specified tolerance for this problem.
The growth in number of iterations for increasing polynomial
degree is moderate. The convergence behaviour and number of
iterations is similar to that presented in [21].
Next, in Fig. 8, we show jðBhp  B0ÞðxÞj, where Bhp ¼ lHhp, along
a radial axis defined by 0 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22 þ x23
q
6 0:5m, computed on
the meshes S1 and S2 for p–refinement and make comparisons
with the known analytical solution. We obverse that, for low p
on these coarse meshes, the solution is inaccurate; however, by
increasing p, the solution rapidly converges towards the analytical
result. In the case of mesh S1, which is extremely coarse, there are
still some small differences between the numerical solution and
the analytical result, even at high p. This is due to the fact that
the sphere geometry has been represented approximately using
quadratic geometry interpolation functions, which prevents the
solution being captured more accurately with only 19 elements.
However, by increasing the number of elements to 151 for mesh
S2, the computed numerical result for pP 3 is indistinguishable
from the exact on this scale.
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Fig. 7. Conducting sphere in a uniform magnetic field (TEAM 6): comparison of the GMRES residual history.
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Fig. 6. Trigonometric model solution: comparison of the error measured in the HðcurlÞ-norm for p–refinement on (a) cubic and (b) cylindrical domains.
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6.3. Conducting solid torus in the presence of a uniform magnetic field
For the next eddy current example we consider a multiply con-
nected domain consisting of a conducting solid torus of minor and
major axes 0:01 m and 0:02 m, respectively, in the same uniform
background field, B0 as specified in Section 6.2 with angular fre-
quency x ¼ 133:5 rad s1. The torus has material parameters
r ¼ 5:96 107 S m1;l ¼ l0 and is placed in an unbounded
region of free space. Although this problem does not have an ana-
lytical solution, an asymptotic formula [6,20] is available for the
perturbed magnetic field ðH H0ÞðxÞ ¼ l10 ðB B0ÞðxÞ at positions
x away from small conducting objects, which permits us to make
comparisons.
We truncate the unbounded domain in the form of a cube
½0:25;0:253 m3 centred about the object and the origin. On @X
we use the aforementioned asymptotic formula to generate appro-
priate (approximate) boundary conditions for
n l1r curl Aj@X ¼ l0nHj@X. The commercial hexahedral mesh
generation tool Cubit is used to generate the meshes T1 and T2,
which consist of 1480 and 4600 elements, respectively. The gener-
ation of such meshes is a non–trivial task and requires careful
dividing of the domain using symmetry. We cut the domain along
all axes of symmetry and then work only with one corner of the
domain. In this corner, we cut through the centre radius of the
torus, in the x3–direction, with a cylinder to connect the surface
of the cylinder to the boundary. We then cut with another cylinder,
in the same direction, a distance away from the torus. The curved
surfaces of the cylinders are used to provide a grading outwards
towards the boundary by setting the target spacing lower on the
central cylinder, higher on the outer cylinder and highest on the
boundary surfaces. We employ Cubit’s polyhedral meshing
scheme across the entire volume and use smoothing to avoid
poorly formed elements (which typically lie within the region near
the inside of the torus). An illustration of the mesh T2 is shown in
Fig. 9. Note that aforementioned cuts are only for the purposes of
mesh generation and are not required as part of the hp–finite ele-
ment procedure for approximating A on multiply connected
geometries. On each of these meshes, we employ uniform p–refine-
ment by considering elements of order p ¼ 0;1;2;3;4, in turn, and
consider the convergence history of the preconditioned GMRES
solver in Fig. 10 when a regularisation parameter e ¼ 106 is
employed. The exhibited convergence behaviour is similar to that
shown in Fig. 8 and we again employ the same tolerance.
In Fig. 11, we show jðBhp  B0ÞðxÞj, along radial axis defined by
0 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22 þ x23
q
6 0:25 m for the meshes T1 and T2 and p–refine-
ment. In this figure, we also make comparisons with the asymp-
totic formula for small objects, denoted by PT, outside the object
(since it is only for points away from the object). By performing
p–refinement, we observe that the computed solution rapidly con-
verges towards the PT line. However, T1 does not converge fully to
the prediction of jðB B0ÞðxÞj from the asymptotic formula,
whereas T2 converges convincingly to the prediction. This can be
explained by the poor capture of the geometry in T1, with only 8
points capturing the circular boundary of the torus, whereas for
T2 there are 16. Moreover, on T2 for pP 2, the solution is almost
indistinguishable in both cases from the asymptotic formula on the
chosen scale.
6.4. Conducting plate with a hole in a rotational field
Finally, we consider the solution of the TEAM benchmark prob-
lem 7. This problem has a multiply connected domain consisting of
a conducting plate with a handle (hole), which is placed eccentri-
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Fig. 8. Conducting sphere in a uniform magnetic field (TEAM 6): comparison of the magnitude of the perturbed magnetic field, jðBhp  B0ÞðxÞj, along the radial axis
0 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22 þ x23
q
6 0:5 m for meshes S1 and S2 and p ¼ 0;1;2;3;4;5.
Fig. 9. Conducting solid torus in a uniform magnetic field: an illustration of the
mesh T2 with 4600 elements.
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cally and is set asymmetrically in a rotational magnetic field. The
plate dimensions have been previously quoted in the literature
[14] and has material parameters r ¼ 3:256 107 S m1 and
l ¼ l0. The rotational background field is generated with a coil
placed in an unbounded region of free space with Ampère turn
2742 and the frequencies of interest are x ¼ 100p rad s1 and
x ¼ 400p rad s1.
We create a computational domain X by truncating the
unbounded region of free space in the form of the rectangular
domain ½0:353;0:647  ½0:353;0:647  ½0:365; 0:384m3
with the plate centred inside. The commercial mesh generation
tool Cubit is then employed to generate a mesh P1 of 4815 hexa-
hedral elements for this complex multiply connected configura-
tion, as shown in Fig. 12(b). This requires some care in the
generation of the mesh and guidance for the mesher is required.
The domain is cut, by extruding the coil in the positive and nega-
tive x3-directions, cutting through the plate and imprinting onto
the boundaries of the domain. An illustration of this is shown in
Fig. 12(a). Additionally, we bound the plate by introducing cuts
through the entire volume along its top and bottom surfaces. This
then allows the use of the sweep scheme provided by Cubit. We
also grade the mesh by using a larger target spacing on the bound-
ary surfaces than that in the plate and coil volumes. We emphasise
that these cuts are only for the purpose of mesh generation. In a
similar manner to that previously described in [21], which used
an unstructured tetrahedral mesh, we employ uniform p–refine-
ment and consider elements of order p ¼ 0;1;2;3;4, in turn
(Fig. 13). In Fig. 14, we plot the quantity
v ¼ sign
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2R þ v2I
q
; ð11Þ
where vR;vI are applied to the real and imaginary parts of J
e
y ¼ rEy
and Bz, along the line defined by y ¼ 72 103 m; z ¼ 19 103 m.
This line lies on the surface of the conductor and allows us to make
comparisons with the measured values in the benchmark [14]. We
observe that increasing p leads to a rapid convergence of the solu-
tion towards the measured values and follows a similar trend to
that shown in [21] where the agreement of performing these refine-
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Fig. 10. Conducting torus in a uniform magnetic field: comparison of the GMRES residual history.
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Fig. 11. Conducting torus in a uniform magnetic field: comparison of the magnitude of the perturbed magnetic field, jðB B0ÞðxÞj, along the radial axis
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x21 þ x22 þ x23
q
6 0:25 m for meshes T1 and T2 and p ¼ 0;1;2;3;4.
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(a) Cuts (b) Mesh
Fig. 12. Conducting plate with a hole (TEAM 7): an illustration of the construction of mesh P1 with 4815 elements. (a) Shows the cuts required by Cubit. (b) Shows resulting
mesh with the plate displayed in grey, the coil in red and the background region in blue. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 13. Conducting plate with a hole (TEAM 7): convergence of Bz on the line y ¼ 72 103 m; z ¼ 34 103 m for increasing p. Comparison is made against reference
experimental values [14].
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Fig. 14. Conducting plate with a hole (TEAM 7): convergence of Jey on the line y ¼ 72 103 m;z ¼ 19 103 m for increasing p. Comparison is made against reference
experimental values [14].
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ments was also found to be excellent. For this example, we have
chosen not to show the convergence history for the preconditioned
GMRES solver as the behaviour is similar to the previous examples.
In particular, for the TEAM benchmark problem, a maximum of 375
iterations is required at 100p rad s1 and 1100 iterations at
400p rad s1 in order to reach the desired tolerance of TOL ¼ 107
for p ¼ 4 elements.
7. Extensions to non–uniform hp–refinement
Following a finite element analysis, an automated or user-
defined mesh refinement can be generated in order to provide an
improved discretisation for a future simulation. The automatic
(adaptive) selection of elements for refinement may be achieved
by applying error estimators (or error indicators) in order to iden-
tify suitable regions. In the context of the hp–finite elements
described in this work, possibilities exist for not only the subdivi-
sion (or h–refinement) of elements but also the for the local poly-
nomial (or p–) enrichment of elements. There is a large literature
on the development of error estimators, error indicators and proce-
dures for deciding whether either a h– or a p–refinement of a par-
ticular element should be performed: for further details see
[2,9,10] and references therein.
The use of hierarchic finite element basis functions offers
significant advantages for the treatment of local p–refinements
leading to the discretisations with non–uniform polynomial
degree. In such cases, once elements have been tagged for
polynomial enrichment, the minimum rule [3,25] can be applied
to restrict the polynomial degree associated with an edge or
face. This principle immediately carries over to the Nédélec
hp–finite element basis of Schöberl and Zaglmayr as well as
the edge and face parameterisation procedure described in
Section 3.
When elements are selected for h-refinement, the approach in
unstructured meshes is to also refine neighbouring elements to
eliminate any hanging nodes that have been introduced. This pro-
cess may, where appropriate, use a range of element shapes as well
as different splitting patterns to ensure the elements remain of
good quality and to minimise the number of elements subdivided
[36]. However, for structured hexahedral meshes, this is not prac-
tical since a single element subdivision would result in a uniform
global h–refinement. Instead, non-conforming meshes obtained
from the subdivision of a (parent) element into either 8;4 or 2
smaller hexahedra (called children), in three dimensions, without
the refinement of adjacent elements, are used.2 Constraints are
then introduced to deal with the hanging nodes, edges and faces that
are introduced as a result [3,25].
In Nédélec elements the constraints for non-conforming meshes
must be developed for matching the tangential components of the
basis functions. This means the tangential components of the edge
based basis functions associated with the hanging edges must be
matched with the edge based basis functions of the un-refined
neighbours. Similarly, the tangential components of the face based
basis functions on the hanging faces must be matched with the face
based basis functions of the un-refined neighbours [25,9,10]. We
illustrate this in Fig. 15 for the case of subdivision of a parent refer-
ence hexahedron into 8 children. By matching tangential con-
straints in a reference configuration, constraints containing
weights can be developed which can also be applied to more gen-
eral shaped hexahedra (or quadrilaterals) through an affine or
isoparametric coordinate transformation [26]. Note that it is neces-
sary to develop new sets of constraints depending on the type of
element subdivision in the reference configuration (eg subdivision
of a parent element into 8;4 or 2 children). The resulting constraints
then inform the assembly procedure of how to weight the degrees
of freedom in the sub-divided element. The previous Nédélec
implementation in deal.II constructed weights for meshes con-
sisting of rectangular blocks where the edge and face parameterisa-
tions can all be pre-assigned and the constraints pre-computed.
In the case of a general structured/unstructured hexahedral
mesh, the constraints will also depend on the edge and face orien-
tations. In Algorithm 2 we propose an extension to Algorithm 1 for
generating edge and face orientations in a general non-conforming
hexahedral mesh. This will ensure the edge and face orientations
on the exterior edges and faces of the children match those of
the parent’s neighbour, greatly simplifying the generation of the
constraints. We expect that the constraints for the edge-based
basis functions can be pre–computed (in a similar manner to that
detailed by [26]) for different configurations (up to some specified
p). The constraints for the face-based basis functions will depend
on the orientations of the (hanging) edges and so we anticipate
that it will be necessary to compute these at run-time.
(a) Inheritance of Edge Parameterisation (b) Inheritance of Face Parameterisation
Fig. 15. Mesh h–refinement resulting in a non-conforming discretisation: Inheritance of edge and face parameterisation from parent to child elements on exterior entities.
2 The splitting is performed on the (parent) reference hexahedron where we allow
at most one subdivision in each coordinate direction with 8;4 or 2 children resulting
from splitting in three, two or one coordinate direction, respectively. The split
reference element is then mapped to the (parent) physical element. In two
dimensions, a (parent) reference quadrilateral can similarly be refined into 4 or 2
smaller children by splitting in either both or one coordinate direction, respectively.
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Algorithm 2. An Algorithm for the construction of edge and face
parameterisations on a general non-conforming structured/
unstructured hexahedral mesh
1. Generate an initial conforming structured/unstructured
hexahedral mesh
2. Apply Algorithm 1 to generate a set of unique global edge
and face parameterisations for the conforming mesh
3. Use a user-defined (or automated) procedure to select
elements for h-refinement
4. Elements tagged for refinement are subdivided into (8, 4 or
2) children. Vertex numbers introduced for new hanging
nodes
5. The orientations of the exterior edge and faces of the
children are inherited from the parent as shown in Fig. 15
6. Interior edge and face parameterisations in the sub-divided
elements are chosen according to Algorithm 1 as shown in
Fig. 16
8. If further h-refinements are desired goto to step 3
Such an extension would represent a further significant amount
of implementation, which unfortunately is beyond the time con-
straints of the funding in our current project. We hope that the
summary included here will be beneficial to software developers
wishing to pursue full hp–refinement using Nédélec elements on
general structured and unstructured non-conforming hexahedral
meshes in deal.II.
8. Conclusions
This work has described an approach for resolving the sign con-
flict issue associated with hp–Nédélec finite element basis func-
tions on conforming meshes of hexahedra and presented an
implementation in the open source finite element library deal.
II. These additions greatly enhance the capability of the software
to solve electromagnetics problems on a wide class of geometries
and, as an illustrations of this, we have included the solution of a
series of eddy current benchmark problems including two taken
from the TEAM problem set. In each case, we are able to demon-
strate that the new Nédélec element implementation in deal.II
is able to achieve high levels of accuracy and overcome the limita-
tions of the old FE_NEDELEC class. Moreover, with the implemen-
tation of the preconditioner from [21], we are able to compute
solutions to these challenging problems rapidly in a small number
of iterations, comparable to the previous hp–Nédélec finite ele-
ment tetrahedral discretisation. The implementation will be made
publicly available as part of the deal.II library under the name of
FE_NedelecSZ in recognition of the efforts of Schöberl and Zagl-
mayr. Futhermore, we have set out how implementation can be
extended to non–uniform hp–refinements on non–conforming
meshes. It is hoped that this will be of use for researchers and users
of the software for applications in electromagnetism.
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