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Preface
The large volume of data from the large-scale computing platforms for high-fidelity
design and simulations and instrumentation for gathering scientific, as well as,
business data, and the huge information in the web, can be problematic if we
want to compute all concepts from huge incidence matrix. High complexity of
formal concept analysis algorithms and lattice construction algorithms are the main
problems today. If we want to compute all concepts from huge incidence matrix,
complexity plays a great role. In some cases, we do not need to compute all
concepts, but only some of them. This thesis proposed minimizing incidence matrix
using matrix decompositions (Singular Value Decomposition SVD and non-negative
matrix factorization NMF). Modified matrix has lower dimensions and acts as input
for some known algorithms for lattice construction. In this work, I would like to
describe methods for matrix decompositions and describe their influence on the
concept lattice.
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1 Introduction
The big progress in dealing with data such as storage and data transfer due
to the evolution of the World Wide Web, have increased the need for tools that
effectively support users in retrieving, understanding and mining information and
knowledge contained in these data.
Formal Concept Analysis play a very important role and help fill this gap
thanks to its simplicity, proficiency and versatility.
Concept lattice is used in conceptual data processing. Concept lattices is a
principled way of representing and visualizing the structure of symbolic data that
emerged from Rudolf Willes efforts to restructure lattice and order theory in the
1980s.
Formal Concept Analysis has become a standard technique in data and knowl-
edge processing that has given rise to applications in data visualization, data min-
ing, information retrieval and knowledge management.
Formal Concept Analysis is different from statistical data analysis in that the
emphasis is on preference structural similarities, such as extract relation from the
data description, and not on mathematical manipulations of probability distribu-
tions. By using Formal Concept Analysis one can turn any collection of objects
described by a set of attributes into a lattice of concepts, where each concept cov-
ers a subset of the objects contained in the given collection and is described by
the attributes shared by the objects relating to that concept. Such a conceptual
representation, termed Concept Lattice, can be extracted from different types of
data (e.g., text, structured data) and can then be used to support different kind of
content management task.
The general impression is that Formal Concept Analysis is a powerful tech-
nology for content processing, the potentials of which have not been fully exploited
to date. There are many interesting applications that could benefit from the kind
of content processing performed by Formal Concept Analysis.
A lot of studies suggest that graphical representation and display of searched
results can improve information retrieval performance [15, 16, 17, 18]. A graphical
information display can provide a broad and concise representation of the searched
results from which can quickly comprehend their relevance and importance. The
graphical information display can improve the low precision and low recall of the
searched results. Other similar findings have been found in a recent study [15], in
which a detailed survey is presented on how visualizations can enhance information
retrieval by allowing searchers to browse through a graphical representation of the
requested documents. It is therefore of utmost importance for an information
retrieval system to equip with a good graphical user interface that organizes the
1
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information into an effective visual structure for the searchers to browse through
during the information retrieval process.
Concept lattices have proved useful in many areas, such as knowledge repre-
sentation [1], information retrieval [2], web document management [3,4], software
engineering [5] and bioinformatics [6,11]. The structure of the lattice is of particu-
lar importance in these applications, i.e. the Hasse diagram of the concept lattices.
For example, the immediate predecessors and successors of a concept are used in
browsing web documents [4] or to infer the class hierarchy of a program [5]. The
edge information of Hasse diagrams can be used to compare two concept lattices
in which gene expression information has been coded [6].
A lot of researchers have proposed the use of formal concept analysis and con-
cept lattice as a way of how to organize, structure and visualize data in information
retrieval systems[7,8,9].
Using concept lattice for visualizing has its disadvantage called, dimension.
The computed lattices very often do not fit in the screen even for small input data.
To visualize large structures, researchers have developed interfaces that allow mul-
tiple local and global views [22]. However, the method has the disadvantage that
the searchers need to map different graphical representation extended the work
to adopt a variant of the Fisheye view technique to show individual nodes of the
lattice on a standalone symbolic lisp machine. Despite these many research efforts,
the display and comprehension of the lattice associated with a large database re-
mains an open problem. It was the reason why researchers have developed different
graphical representations [10, 11].
1.1 Goal of research
Using concept lattice for visualizing has negative points, the dimension of
the computed lattices very often do not fit in the screen even for small input data.
Many research have developed interfaces that allow multiple local and global views,
but this method consumes time and capacity.
In this work I deal with the possible usage of matrix decompositions to im-
prove concept lattice reduction.
The goals is:
- Minimize the input data before constructing the concept lattice.
The reduced input data has lower dimension than the original data and com-
puting the lattice leads to creating smaller graphic representation in less time.
- Use the matrix decompositions to improve concept lattice reduction.
Use two methods of matrix decomposition, Singular Value Decomposition
(SVD) and Non-Negative Matrix Factorization (NMF).
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- Show difference behavior of the concept lattice reduction.
Present the different behavior of concept lattice reduction before and after
using methods of matrix decompositions.
- Using matrix decomposition and concept lattice in search result clustering.
Presents and describe uses of matrix decomposition and concept lattice as a
mathematical method to reduce a big value of objects in search result clus-
tering by combining the attributes of these objects.
1.2 History of Formal Concept Analysis
1.2.1 The relationship of FCA notions to similar notions in
other fields
Formal Concept Analysis defined the Formal Concepts as tool that describe
a natural feature of information representation, which considered as basic elements
to hierarchal and object/attributes structures as set theory or relational algebra
are for relational databases. Earlier 1968 Gerard Saltons [70] mentioned that the
essential concepts of lattice in the sense of FCA are documents/terms lattices.
Galois Lattices which considered as equivalent to concept lattices described
by Barbut Monjardet (1970) [71].
In 2002 again independently discovered essentially concept lattices by Shrei-
der and (cf. Gusakova Kuznetsov)[72].
Feature structure lattices as used in linguistic componential analysis are very
similar to concept lattices (cf. Dyviks (1998) work)[73]. Last but not least, Barwise
Seligmans (1997)[74] classifications are also concept lattices.
Wille (1982) had developed concept lattice theory with many application show
the different between the independent discoveries and Formal Concept Analysis.
Wittgenstein, Rosch (1973) [75] and others says that Formal concepts in FCA
can be seen as a mathematical formalization of what has been called the classical
theory of concepts in psychology/philosophy, which states that a concept is formally
definable via its features.
Medin (1989, p. 1476) [76] states: despite the overwhelming evidence against
the classical view, there is something about it that is intuitively compelling. Even
though from a psychological viewpoint the classical view does not accurately rep-
resent human cognition, the classical theory nevertheless dominates the design of
computerized information systems because it is much easier to implement and to
manage in an electronic environment. The classical view implicitly underlies many
knowledge representation formalisms used in AI and in traditional information re-
trieval and library systems. Even if non-classical approaches are implemented (such
as cluster analysis or neural networks), the resulting concepts are still sometimes
represented in the classical manner.
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Formal Concepts is a concept in Formal Concept Analysis that used to avoid
the confusion with non-classical theories or non-mathematical versions of the clas-
sical theory, which is a mathematical entity. Formal concept Analysis is used in
a formal domain (such as in software engineering). But if FCA is to be used in
domains that are primarily concerned with human cognition, such as psychology or
linguistics, the same amount of careful modeling and caution is required for FCA
as is required for statistical methods in these domains.
According to FCA, Freges notions might be better translated as denotation
for Bedeutung and connotation for Sinn (cf. Priss (1998) [77] for a more detailed
discussion). Philosophers might disagree with these definitions but, in general,
mathematical formalizations as achieved by FCA always only approximate non-
formal notions held in non-mathematical disciplines. The advantage of formaliza-
tions, however, is that notions are defined with absolute precision within the formal
realm and that they therefore may be implementable in software.
1.2.2 FCA in Information Retrieva
In (1968) Salton [75] tries to use lattice for information retrieval with other
respect to document/ term lattices and lattices of Boolean query combinations (cf.
Priss (2000) [78] for a summary of these early attempts). But he did succeed.
Godin et al. (1989) [79] has developed an information retrieval system based
on document/term lattices, which was based on text without graphical represen-
tation of the lattice, he discusses Fisheye and other techniques suitable for vi-
sualizations. His group compared information retrieval based on concept lattices
to Boolean queries and to navigation in hierarchical classifications (Godin et al.
1993a) [80] and concluded that the performance between Boolean queries and lat-
tice navigation was similar and both better than the use of hierarchical classifica-
tion.
Some of the researchers shift from retrieval of software components rather
than information retrieval.
Mili et al. (1997) [81] discovered that the use of faceted classification is not
advisable for software component retrieval because the cost of developing such
classifications outweighs any benefits. Furthermore, according to them, controlled
vocabularies (as used in a faceted classification) may be too restrictive with respect
to programming languages. While these results are interesting, they should proba-
bly be considered with caution because, at least to our knowledge, no one outside
of Godins group ever tried to replicate any of these experiments.
Carpineto Romanos (1993)[82] research was initially influenced by Godins
work but has since then been independently advanced to a high level. Their Credo
engine (Carpineto Romano, 2004b) [83] facilitates a lattice-based meta-search of
Google results. An overview of their work and FCA applications in information
retrieval in general can be found in Carpineto Romano (2004b) [83].
Carpineto Romano argue that FCA can serve three purposes in information
retrieval: first, FCA can support query refinement. Because a document/term
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lattice structures a search space into clusters of related documents, lattices can be
used to make suggestions for query enlargement in cases where too few documents
are retrieved and for query refinement in cases where too many documents are
retrieved. Second, lattices can support an integration of querying and navigation
(or browsing). An initial query identifies a start node in a document/term lattice.
Users can then navigate to related nodes. Further queries are then used to prune
a document/term lattice to help users focus their search (Carpineto Romano,
1996a) [84]. Third, a thesaurus hierarchy can be integrated with a concept lattice
- an idea which was independently discussed by different researchers (Carpineto
Romano (1996b) [85], Skorsky (1997)[86] , Priss (1997))[87] but is probably still
not sufficiently resolved.
Apart from Credo, a second FCA application that has reached professional
quality is the Mail-Sleuth software (Eklund et al., 2004) [88]. The development
of this software is based on earlier research on retrieval of information from semi-
structured texts (Cole Eklund (2001) [89] and Cole Stumme (2000))[90].
In general, FCA software appears to show a promise for applications in in-
formation retrieval, however, with a few limitations. Similar to latent semantic
analysis, LSA (Dumais, 2004) [91], FCA is not suited for direct manipulation of
very large data sources. It is difficult to give precise upper limits because it depends
on the application. It also matters whether both the object and attribute sets are
large or only one of them. FCA has been applied to thousands of documents in a
small library (Rock Wille, 2000) [92]. But presumably, it would not be possible to
apply FCA (or LSA for that matter) directly to the complete Google database. But
either method can be applied as a secondary tool to reorganize a set of documents
resulting from a Google query (as demonstrated by the Credo engine). Since both
FCA and LSA employ matrices, although LSA matrices are many-valued contexts
in FCA terminology, it would be interesting to compare both methods more closely,
which, at least to our knowledge, has not yet been done. FCA technology claims
to be human-centered due to its philosophical basis but only few practical usability
studies exist (such as Eklund et al. (2004)) [88]. It is to be hoped that at least
Credo will be extensively tested for usability.
1.2.3 FCA as a tool for knowledge representation and
knowledge discovery
Formal Concept Analysis provides a contrast to some of the traditional, sta-
tistical means of data analysis and knowledge representation because of its focus
on human-centered approaches. Wille (1982)[93] explains that he was influenced
by H. von Hentigs (1972) [94] concerns about the status of sciences in the mod-
ern world. Hentigs idea was to restructure theoretical developments in order to
integrate, rationalize origins, connections, interpretations, and applications (Wille,
1982, p. 447) [93]. FCA was started as an attempt at restructuring mathematical
lattice theory in a manner that both facilitates communication about mathemat-
ical theory to a wider non-mathematical audience and facilitates exploitation of
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mathematical theory for a wide range of applications. The concept lattices of FCA
serve as a means for communication, exploration and discussion which compiles
both with Habermass Theory of Communicative Action and Peirces pragmatism
(cf. Wille, 1997a) [95].
They facilitate discussion and exploration of conceptual structures, concept
lattices can be characterized as a means of external cognition in the sense of Scaife
Rogers (1996) [96]. The use of diagrams for reasoning has been formally investi-
gated by Dau (2004) [97]. He observes that mathematicians often include diagrams
in their descriptions of mathematical facts but that normally such diagrams are not
permissible as arguments themselves. By formally distinguishing between a math-
ematical structure and its diagrammatic representation, Dau provides a framework
in which diagrams can be used for formal reasoning. Thus in addition to an intu-
itive notion of the importance of visualizations, such as concept lattices, Dau can
even formally evaluate their usefulness within a formal framework itself.
FCA has been examined with respect to principles of knowledge representa-
tion. Wille (1997a) [95] identifies ten functions of knowledge processing (exploring,
searching, recognizing, identifying, analyzing, investigating, deciding, improving,
restructuring and memorizing) and investigates how these are supported by FCA.
Stumme (2002) [98] analyses FCA with respect to Davis et al.s (1993) [99] five
principles of knowledge representation: knowledge representations as a medium of
human expression, a set of ontological commitments, a surrogate, a fragmentary
theory of intelligent reasoning, and a medium for pragmatically efficient computa-
tion.
Conceptual Knowledge Discovery (Hereth et al. (2000) [100] and Stumme et
al. (1998)) [101] is mainly supported by Toscana systems (Kollewe et al., 1994)
[102]. In contrast to statistical software, which attempts to provide probable an-
swers to narrow questions, Toscana systems facilitate browsing and interactive
exploration of implicit and explicit structures. Because the preparation of data for
input into a Toscana system is labor-intensive and requires substantial knowledge
of FCA, Toscana systems are usually compiled by an FCA expert in co-operation
with a domain expert. Wille (2001) [103] argues that this is an advantage be-
cause the processes involved in creating a conceptual representation (in the sense
of FCA) encourages the discovery of implicit information and facilitates the conver-
sion of information into knowledge. Nevertheless, the effort required for setting up
Toscana systems may be a reason why their use is not more wide-spread. It should
be emphasized, however, that only the preparation of a Toscana system requires
expertise. End-users can utilize such a system after reading a brief introduction. A
side effect of the careful set-up of a Toscana system is that it can be less error prone
than some statistical methods because a careful conceptual modeling prevents data
misrepresentation.
Other researchers focus on algorithmic issues (such as Kuznetsov Obied-
kov (2002)) [104] or abstract issues (such as Wille (2001)) [103]. These issues are
important but it would be more interesting to see more realistic applications. Fur-
thermore, it might be interesting to compare relational scaling as described by
Prediger Stumme (1999) [105] to methods employed in business intelligence and
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data warehousing because they appear to pursue similar goals.
1.2.4 Applications of FCA in logic and AI
Since about 1996, attempts have been made to combine FCA with other
formalisms of conceptual structures, such as Sowas (1984) [106] Conceptual Graphs.
Wille (1997b) [107] describes a translation of Conceptual Graphs into formal
contexts and concept lattices. Mineau et al. (1999) [108] investigate the common-
alities between both theories at a more general level. Conceptual Graphs (Sowa,
1984) [106] are formalism for knowledge representation, which is similar to seman-
tic networks, entity relationship diagrams and the Semantic Web standard RDF.
Sowa developed his Conceptual Graphs based on Peirces Existential Graphs, a
graphical, symbolic notation for reasoning which incorporates aspects of context
and modalities. In contrast to the hierarchical relations which are expressed in
concept lattices, Conceptual Graphs can be used to represent semantic relations,
such as part/whole, and linguistic case relations, such as Agent (or subject of a
sentence), Patient (or direct object of a sentence), and so on. Natural language sen-
tences can be translated more or less directly into conceptual graphs. A connection
with FCA is established via types: each concept of a Conceptual Graph contains
information about its type. The types form a hierarchy which can be modeled
with FCA. According to Wille (1997b) [107] a combination of FCA and Concep-
tual Graphs can facilitate a formalization of Elementary Logic and thus presents
a powerful formalism for the representation and analysis of human reasoning and
argumentation.
Apart from conceptual graphs, connections have been established between
FCA and Description Logics (Prediger Stumme, 1999) [105]. In contrast to Con-
ceptual Graphs and FCA, which primarily focus on representations, Description
Logics investigate expressivity and computability of logical representations.
A combination of FCA and Conceptual Graphs is not just ontology formalism
because of its philosophical foundation. Wille (2000a) [109] perceives logic (and
human reasoning and argumentation) as a Kantian triad of concepts, judgments
and conclusions. The goal is to use FCA to achieve a mathematician of these
three philosophical doctrines in a framework of contextual logic (Prediger, 1998)
[110]. While FCA is used to mathematize concepts, Conceptual Graphs are used
to mathematize judgments. A combination of Conceptual Graphs, FCA and De-
scription Logics can then be used to mathematize conclusions. Wille sees 15this
as a continuation of Booles logic of signs and classes (Wille (2000b) and (2004))
[111],[112]. But in contrast to Boole, who envisioned a Universal set or class, FCA
focuses on formal contexts, which are finite in most applications (Ganter Wille,
1999b) [113] and which avoid some of the confusion caused by the assumption of
universality.
A challenge for this kind of mathematization of logic is the treatment of
negation (cf. Wille (2000b) [111], Dau (2000) [114], Kwuida et al. (2004)) [115].
With respect to concept lattices it can occur that negations of formal concepts
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are not materialized as formal concepts themselves. This is due to the fact that
a formal context does not normally explicitly specify negation. If an object does
not have an attribute assigned, it can mean that the attribute is irrelevant, the
relationship is unknown or that the object does sometimes, usually or never have
the attribute (Burmeister Holzer, 2000) [116]. Therefore, adding negation to
a concept lattice requires considering so-called proto-concepts or semi-concepts
(Wille 2000b) [111], which are mathematical structures similar to formal concepts
but whose mathematical properties are more complex and more difficult to describe.
The study of the structures arising from such proto- or semi-concepts is on-going
(eg. Hereth Correia Klinger, 2004)[117]. Other aspects of contextual logic pertain
to implicit knowledge, incorporation of background knowledge (Hereth Correia
Klinger, 2004) and the incorporation of existential quantifiers (Wille, 2002)[118].
1.3 Thesis outline
CHAPTER TWO
Introduces the basic terms of Formal Concept Analysis (FCA), and serves as
an introduction to the theory of concept lattices. It formalize the notions of
concept, context and concept lattice.
CHAPTER THREE
Introduction to matrix decomposition and review how to use matrix decom-
position for data analysis and a large set of different decompositions.
CHAPTER FOUR
Describes how singular value decomposition used to transforms the data ma-
trix in a way that exposes the amount of variation in the data relative to a
set of latent features. Also present SVD and Principal Component Analysis.
CHAPTER FIVE
Describes non-negative matrix factorization and how we can use it for de-
composition of matrix.
CHAPTER SIX
Presents how I apply matrix decomposition in concept lattice, how it im-
proved factor to Concept lattice reduction. There are some examples to illus-
trate my approach. This show how we can use FCA on large data collections
and visualize data structure via concept lattice.
CHAPTER SEVEN
Presents and describe my uses of matrix decomposition and concept lattice
as a mathematical method to reduce a big value of objects in search result
clustering by combining the attributes of these objects.
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CHAPTER EIGHT
Contains a summary and conclusion of this work.
CHAPTER NINE
Present a publications of the author.
CHAPTER TEN
Present a references which used in this work.
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Formal Concept Analysis (FCA) is a general data analysis method based on
the lattice theory. FCA was introduced in 1982 by Wille [93]. The basic algorithms
for concept lattice computation where published by Ganter in 1984 [121]. Carpineto
and Romano summarized in [3] both the mathematical and computer scientific
(with focus on information retrieval) perspective of the FCA. Good overview of the
recent state was written also by Priss [122]. There has been several approaches for
the fuzzification of FCA. Belohlavek And Vychodil have reviewed and compared
these approaches in [123].
Since the beginning, the concept lattice can be visualized using so-called
Hasse diagram (originating back to Vogtin 1895). The automated drawing algo-
rithms are introduced in [30]. As it is a non-trivial procedure, many heuristics
addressing different a esthetic criteria can be applied [31]. Eklundet.al., using a
particular application, in [124] shows that such type of diagram can be (under Some
conditions) understood also by inexperienced users.
Applications of FCA covers a wide range of different fields, such as linguis-
tics[125], source code analysis [126], mail box navigation [8], image analysis [127],
blogosphere analysis [128] and recommendation system [129].
This part serves as an introduction to the theory of concept lattices. It
formalize the notions of concept, context and concept lattice. This text is quoted
from book Concept Data Analysis: Theory and Applications[3].
2.1 Basic notion of orders and lattices
A binary relation ≤ on set P is called Partial order relation on P if, for all
x, y, z ∈ P :
1. x ≤ x,
2. x ≤ y and y ≤ x imply x = y,
3. x ≤ y and y ≤ z imply x ≤ z.
A set P equipped with an order relation ≤, denoted by (P,≤) or just by P ,
is called an ordered set (or partially ordered set or simply order).
Examples of ordered sets are the power-set ρ(X) of all subsets of any set X
with set inclusion and the real numbers ℜ with the usual ≤ relation. The latter
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ordered set is a chain, because for all x, y ∈ ℜ, either x ≤ y or y ≤ x (i.e., any two
element of ℜ are comparable).
Let P be an ordered set and let x, y ∈ P . Element x is covered by y (or y
covered x) if
x < y and there is no z ∈ P such that x < z < y.
We write x ≺ y. We may also say that x is a lower neighbor of y, or that y
is an upper neighbor of x. If P is finite, x < y if and only if there exists a finite
sequence of covering relation between x and y.
Every finite ordered set (P,≤) can be drawn. We use small circles to repre-
sent the elements of P and interconnecting lines to indicate the covering relation.
The drawing is such that element x is placed below element y if x ≺ y. This
representation is called line diagram or Hasse diagram.
Cleary, the same ordered set may have many different diagrams, and the
notion of a good line diagram is difficult to formalize. Figure 2.1 show several
possible ways to draw the same ordered set.
From a line diagram we can easily tell whether one element is less then an-
other: x < y if and only if there is an ascending path from x to y. Figure 2.2
presents line diagram for all ordered sets with three elements.[19]
Figure 2.1: Alternative line diagram
Figure 2.2: Line diagram of all possible ordered sets with three elements
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The greatest element of P , is called the top element of P (
⊥
); the least ele-
ment of P , is called the bottom element of P (⊥). For instance, d and a are the
top and the bottom elements of the ordered set in Figure 2.3.
Figure 2.3: The top and the bottom elements of the ordered set
New ordered sets can be built from existing ones in several ways. Let (P1;≤)
and (P2;≤) be disjoint ordered sets. The cardinal sum of them is the ordered set
(P1
⋃
P2;≤), the order relation being defined as follows: x ≤ y if and only if either
x, y ∈ P1 and x ≤ y in P1 or x, y ∈ P2 and x ≤ y in P2.
A line diagram for the cardinal sum can be obtained by placing side by side
diagram for the summands. The linear sum of (P1;≤) and (P2;≤) is defined as
the cardinal sum except that x ≤ y holds if x ∈ P1, y ∈ P2. A diagram for the
linear sum is formed by placing a diagram for P2 directly above a diagram for P1
and then adding a line segment from each maximal element of P1 to each minimal
element of P2.
The direct product of two disjoint ordered sets (P1;≤) and (P2;≤) is the
ordered set (P1 × P2;≤), where (P1P2) is the Cartesian product of P1 and P2 and
the order relation on the product is as follows:
(x1, x2) ≤ (y1, y2)↔ x1 ≤ y1 and x2 ≤ y2
An example of a product of two ordered sets is shown in Figure 2.4.
These composition operators can be useful not only to join two or more
ordered sets, but also to analyze a given ordered set as if it consisted of simpler
part.
Introducing the notions of lattice and a complete lattice, which are two impor-
tant classes of ordered sets characterized by the existence of certain upper bounds
or lower bounds of their elements.
Let (P ;≤) be an ordered set and S a subset of P . An element x ∈ P is called
an upper bound of S if s ≤ x for all s ∈ S. A lower bound is defined dually. The
set of all upper bounds of S is denoted by Su and the set of all lower bounds by
Sl;Su is always an up-set and Sl a down-set [20].
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Figure 2.4: Example of a product of two ordered sets
If there is a least element Su, it is called the least upper bound or supremum
of S, denoted by sup S. Dually, a greatest element in Sl, is called the greatest
lower bound or infimum of S, denoted by inf S.
Supremum and infimum are frequently also called join and meet. It write
x ∨ y (’x join y’) instead of sup x, y and x ∧ y (’x meet y’) instead of inf x, y. It
also write ∨S (the ’join of S’) and ∧S (the ’meet of S’) instead of sup S and inf S.
In an ordered set P, x ∨ y may fail to exist either because x and y have no
upper bound or because they have no least upper bound. In figure 2.1, c ∨ d does
not exist because there is no common upper bound, while a ∨ b does not exist as
the set of upper bounds (c, d) does not have a least element.
An ordered set (P ;≤) is called a lattice if for any pair of elements x and y
in P the supremum x ∨ y and the infimum x ∧ y always exist. An ordered set
(P ;≤) is called a complete lattice if the supremum ∨S and the infimum ∧S exist
for any subset S of P . Every complete lattice has a top element, also called the
unit element of the lattice, and a bottom element, called the zero element [21].
A complete lattice can be characterized in other ways. Two useful propo-
sitions are that every non-empty finite lattice is complete and that a non-empty
ordered set in which the infimum exists for every subset is a complete lattice.
A complete lattice L is called distributive if the following distributive laws
hold for all x, y, z ∈ L:
x ∧ (y ∨ z) = (x ∧ y) ∨ (y ∧ z)
x ∨ (y ∧ z) = (x ∨ y) ∧ (y ∨ z)
2.2 Context, concept, and concept lattice
A context is a triple (G,M, I) consisting of two sets G and M and a relation
I between G and M . The elements of G are called the objects and the elements of
M are called the attributes. The relation I is also called the incidence relation of
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the context. It’s written as gIm or (g,m) ∈ I to mean that the object g has the
attribute m. We may think of the set of attributes associated with an object as a
bit vector; each bit corresponds to a possible attribute and is on or off depending
upon whether an object has that attribute [22,23].
In table 2.1 shown a context for some objects and the attributes are properties
describing the objects. A cross in the ij position of the table indicates that ob-
ject i is described by attribute j, or, equivalently, that attribute j describes object i.
Figure 2.5: A context for objects
For a set A ⊆ G of objects define:
A′ = (m ∈M |gIm for all g ∈ A)
Correspondingly, for a set B ⊆M of attributes define:
B′ = (g ∈ G|gIm for all m ∈ B)
In other words, A′ is the set of attributes common to the objects in A, while
B′ is the set of objects which have all attributes in B.
A concept of the context (G,M, I) is a pair (A,B) where
A ⊆ G, B ⊆M , A′ = B, and B′ = A.
A is the extent and B the intent of the concept (A,B). The set of all concepts
of the context (G,M, I) is denoted by C(G,M, I). Thus, a concept is considered to
be identified by its extent and its intent: the extent consists of all objects belong-
ing to the concept while the intent contains all attributes shared by the objects.
Essentially, it refers to the inverse relation between the number of attributes that
are necessary to describe a concept and the number of objects to which the concept
applies [24].
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The concepts of a context also permit a geometrical interpretation, because
they can be seen as maximal rectangles of the table representing the context. More
precisely, a maximal rectangle of the context (G,M, I) is a pair (A,B) where
A ⊆ G, B ⊆M , and such that
∀g ∈ G \ A, ∃m ∈M |(g,m) /∈ I
and
∀m ∈M \B, ∃g ∈ G||(g,m) /∈ I
The last two conditions require that for each object not included in the max-
imal rectangle there exists at least one attribute of the maximal rectangle that is
not shared by the object, and, correspondingly, that for each attribute not included
in the maximal rectangle there exists at least one object of the maximal rectangle
that does not share the attribute.
An order relation on the set of concepts of a context is defined in the following
way. If (A1, B1) and (A2, B2) are concepts in C(G,M, I), we say that (A1, B1) is
a subconcept of (A2, B2), or that (A2, B2) is a superconcept of (A1, B1), and we
write (A1, B1) ≤ (A2, B2), if A1 ⊆ A2 (which is equivalent to B1 ⊇ B2). We can
also say that (A1, B1) is smaller (or more specific) than (A2, B2), or that (A2, B2)
is larger (or more general) than (A1, B1). The relation ≤ is called the hierarchical
order (or simply order) of the concepts [25].
The ordered set C(G,M, I;≤) is called the concept lattice (or Galois lattice)
of the context (G,M, I). It can be characterized by the following theorem.
The Basic Theorem on Concept Lattices. Let (G,M, I) be a context. Then
C(G,M, I;≤) is a complete lattice in which join and meet are given by:
∨j∈J(Aj, Bj) = ((⋃j∈J Aj)”,
⋂
j∈J Bj),
∧j∈J(Aj, Bj) = (⋂j∈J Aj, (
⋃
j∈J Bj)
”).
Turning to non-mathematical examples, in figure 2.5 shows the concept lat-
tice of the objects context given in table 2.1. The concept lattice contains as many
as 16 concepts, including a top element with a non-empty intent (because all the
objects have the attributes number 4) and a bottom element with an empty extent
(because there is no object sharing all attributes).
In fact, as a concept lattice contains only the pairs that are complete with
respect to I according to the given definition, there are several subsets of properties
that cannot be admissible intents or extents for the given context.
The similarities and the diversities of the objects described in the context
are well represented in the concept lattice. On closer inspection, some concepts
in figure 2.5 correspond to well-known objects groups such as concept 3 (a group
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Figure 2.6: Concept lattice for the context of table
which attributes A4 and A5), concept 12 (a group which attributes A0, A4 and
A6).
In a concept lattice, it is as if many possible hierarchical classifications (com-
posed of overlapping data sets) existed in parallel with each other with no dupli-
cation of information (as opposed to decision trees, for instance, where the same
subtree may occur multiple times over the whole structure). The concept lattice
thus represents a formalism for exploring such hierarchies for correlations, similar-
ities, refinements, anomalies, or even inconsistencies.
2.3 Algorithms
This part presents the question of the efficient construction of concept lattices.
After analyzing the size of the lattice as a function of the input size, we will
present a number of algorithms catering for the most common situations that can
be encountered. More specifically, there are three main tasks: (i) determination of
the whole set of concepts; (ii) batch construction of the full concept lattice including
the Hasse diagram; and (iii) generation of partial concept lattices for tasks where
it is sufficient to generate a limited portion of the whole structure [26].
2.3.1 Computational space complexity of concept lattices
There are some theoretical upper bounds on the number of concepts present
in the lattice that depend on the size of the input context. If a context is described
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by |G| objects and |M | attributes, the corresponding lattice will contain at most
2|G| or 2|M | concepts, whichever is the largest.
It turns out that such high theoretical bounds can be reached for some actual
contexts. A well-known example is the (n×n)-dimensional context containing ones
in all positions, but zeros along the diagonal; the corresponding lattice contains
exactly 2n concepts [27].
This situation may occur on rare occasions. It is also often the case that
the number of attributes per object has upper bound given by a constant K. In
this case, since each new object can generate at most 2K concepts (i.e., all pos-
sible subsets of its intent), the number of concepts is bounded by |G|.2K . With
this assumption, the growth of the number of concepts is therefore linear with the
number of objects, but the factor may become very large even for relatively small
values of K.
2.3.2 Construction of the set of concepts
This part describe three basic algorithms for finding the set of concepts associ-
ated with a given context. Although they may not be the best available algorithms
from an application point of view, they very clearly illustrate some fundamental
computational problems presented by the task at hand. In addition, they may be
used as the building blocks for more powerful algorithms[28].
The Naive algorithm
A subset A of G is the extent of some concept if and only if A′′ = A, in which
case the unique concept of which A is an extent is (A,A′). Dually, a subset B of
M is the intent of some concept if and only if B′′ = B, the unique concept of which
B is an intent being (B′, B). Thus, the simplest algorithm for generating the set
of concepts of a formal context (G,M, I) would be to form (A′′, A′) for all A ⊆ G,
or (B′, B′′) for all B ⊆ M . This method is extremely inefficient as it requires
the consideration of all the subsets of G or M together with their corresponding
closures, regardless of the size of the concept lattice being generated.
Ordering subsets based on their closure
A better strategy for finding the set of concepts by using closures is based
on ordering the subsets of G in such a way that only some subsets need to be
examined.
After imposing a linear order, denoted by, (< G), on the elements of G, all
subsets of Gmay, in turn, be strictly ordered according to a particular lexicographic
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order () defined as follows. A subset A of G is smaller (according to ) than
a subset B of G if the smallest element which distinguishes A and B according
to (< G) belongs to B. Note that this is an order on bit strings, not on natural
numbers.
From a computational point of view, the lexicographic order can be generated
in the following way. The next subset is generated from the current subset in two
steps, i.e., by adding the maximum object of G that is not contained in the current
subset and then deleting all objects in the current subset that are greater than the
object just added.
This particular enumeration of subsets of G is well formed with respect to
the properties of closures. It turns out that, for any subset of objects A, if A′′ \ A
contains only elements that are greater (< G) than those in A, then all subsets
that follow A and precede A′′ in the lexicographic order  will produce a concept
extent that is either equal to A′′ or will be generated later by some subset following
A′′. Thus, in this case it is possible to skip examination of some of the subsets of
G. If the condition about the difference between A′′ and A is not satisfied, then
the creation of the concept with extent A′′ will be postponed until the subset A′′
is encountered, thus avoiding multiple generation of the same concept.
The algorithm considers one current subset A in the lexicographic order at
a time, until the last element of the order (i.e., the subset G) is generated. If A′′
does not contain objects that are smaller than those in A, which is trivially true
if A′′ = A, then the concept with extent A′′ is added to the set of concepts and
the next subset of G to be examined is set to the successor of A′′. If the condition
is not satisfied, the concept with extent A′′ is not added to the list of concepts
because it will at the latest be generated when examining the subset A′′, and the
next subset in the lexicographic order is generated.
The following algorithm illustrate the Next closure algorithm, as well as the
other algorithms which will be presented below, we will be using the context in
table 2.1[3].
Next Closure
Input: Context(G,M, I)
Output: The set C of all concepts of (G,M, I)
1. C := (M ′,M)
2. currSubset := max(g ∈ G)
3. nextObj := max(g ∈ G)
4. while currSubset 6= G
5. if there is no g ∈ currSubset′′ \ currSubset such that g < nextObj
6. then
7. C := C
⋃
(currSubset′′, currSubset′)
8. nextObj := max(g ∈ G \ currSubset′′)
9. currSubset := currSubset′′
10. else
11. nextObj := max(g ∈ G \ currSubset such that g < max(currSubset))
12. currSubset := currSubset
⋃
(nextObj)
13. currSubset := currSubset \ (g ∈ currSubset such that nextObj < g)
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The number of closures generated will therefore usually be greater than the
number of concepts and smaller than the number of subsets, although in the worst
case the algorithm may have to explore all subsets of G. An example is the con-
text where each object has the same description; the concept lattice consists of
the single element (G,M) and the Next Closure algorithm must generate all the
subsets preceding G. The worst case time complexity of the algorithm is thus
O(2|G||G||M |), where O(|G||M |) is the time required to compute the prime (′) and
double prime (′′) operators.
One advantage of this algorithm is that every concept is created only once,
and thus no extra space and time is needed to store and retrieve the generated
concepts. A main limitation, besides its relative efficiency, is that the algorithm
does not support the construction of the Hasse diagram, for there is no relationship
between the lexicographic order and the order defined over the concepts in the
lattice.
Computing intersections incrementally
A different solution to the problem of finding all the concepts is based on the
observation that every concept extent is the intersection of attribute extents and
every concept intent is the intersection of object intents.
To generate the set of concepts, it is therefore sufficient to form all possible
intersections between the sets of objects associated with each attribute and then
use the context to find the intent corresponding to each generated concept ex-
tent. Alternatively, we could calculate all intersections of object intents and then
determine the extent of each such concept intent.
In order to form all possible intersections, it is convenient to consider one at-
tribute (object) at a time and calculate the intersection between its extent (intent)
and each concept extent (intent) in the current set of concepts, where the current
set of concepts contains concepts generated by the attributes (objects) that have
already been examined.
The following algorithm is a pseudo-code for the determination of all concepts.
This version iterates over the set of objects; it is termed Object Intersections[3].
Object Intersections
Input: Context(G,M, I)
Output: The set C of all concepts of (G,M, I)
1. C := (M ′,M);
2. for each g ∈ G
3. for each (X,Y ) ∈ C
4. Inters := Y
⋂
g′;
5. if Inters is different from any concept intent in C then
6. C := C
⋃
(Inters′, Inters)
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The major drawbacks of the Object Intersections algorithm are that the same
concepts can be generated several times and no provision is made for generating
the concept lattice. The worst-case time complexity is as follows. Line 4 can be
done in O(|M |). Line 5 would take O(|M ||C|) time, but its cost can be significantly
reduced by maintaining a search tree or other data structure for set manipulation
problems. One very useful search structure, is a trie. A trie, pronounced ’try’, is
essentially an N-ary tree whose nodes are N-place vectors with components corre-
sponding to digits or characters. Each node on level l represents the set of all keys
that begin with a certain sequence of l characters and specifies an N-way branch,
depending on the (l + 1)th character [29].
2.3.3 Construction of concept lattices
The algorithms introduced in the previous section are able to determine the
set of concepts of a given context but they are unable to find the line diagram
at the same time. This section address the problem of building the full concept
lattice, which is a prerequisite for many applications.
Finding neighbors
One of the best-known and conceptually simplest algorithms to construct the
set of concepts along with the Hasse diagram is based on generating neighbors
iteratively, according to the ≺ relation.
Starting from the top element of the lattice (G,G′), the algorithm builds one
level at a time, where the next level contains the children of all concepts present in
the current level. More specifically, for each concept in the current level, a function
(described below) is invoked that calculates the lower neighbors of that concept;
then it is checked if each returned child has not been already generated, in which
case the concept is added to the lattice, and the concept is finally linked to its
parent.
The sequence of concepts generated this way corresponds to a top-down
breadth-first visit of the final lattice, although a depth-first implementation would
work equally well. The following algorithm is a pseudo-code of Next Neighbors.
For the sake of generality, the concept lattice is seen as a set of concepts C and of
a set of edges E, where the edges are ordered pairs of concepts (c1, c2) such that
c1 ≺ c2, i.e., c1 is a lower neighbor of c2. In practice, however, it is convenient to
implement each concept as a record with pointers to its neighbors[3].
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NextNeighbours
Input: Context (G, M, I)
Output: The concept lattice L = (C,E) of (G,M, I)
1. C := (G,G′)
2. E := ⊘;
3. currentLevel := (G,G′)
4. while currentLevel 6= 0
5. nextLevel := ⊘
6. for each (X,Y ) ∈ currentLevel
7. lowerNeighbors := FindLowerNeighbours(X,Y )
8. for each (Xl, Y 1) ∈ lowerNeighbours
9. if (Xl, Y 1) /∈ C then
10. C := C
⋃
(Xl, Y 1)
11. nextLevel := nextLevel
⋃
(Xl, Y 1)
12. add edge (Xl, Y1)→ (X,Y ) to E
13. currentLevel := nextLevel
function FindLowerNeighbours(X,Y )
/* Returns the lower Neighbors of a concept * /
1. candidates := ⊘
2. for each m ∈M \ Y
3. Xl := (Y
⋃
(m))′
4. Y1 := X
′
1
5. if (Xl, Y1) /∈ candidates then
6. candidates := candidates
⋃
(Xl, Y1)
7. return maximally general candidates
The calculation of the children of a given node is performed by the func-
tion FindLowerNeighbors. The implementation of this function is based on the
observation that all lower neighbors of a concept (X, Y ) are contained in a small
set of concepts, each of which is formed by adding just one new attribute m to
Y (Y1 = Y
⋃
(m)) and then by computing (Y
′
1 , Y
′′
1 ) . At this point, by comparing
the candidates generated, one could select only those with the largest Y
′
1 , thus
obtaining the actual set of lower neighbors.
If an auxiliary search tree is used to check whether a concept has already been
generated (line 9), the worst-case time complexity of the algorithm is obtained by
multiplying the number of invocations of the function FindLowerNeighbors (which
is equal to the total number of concepts) by the cost of computing the lower neigh-
bors of a given node. The latter requires the calculation of the prime operator for
generating the candidates (line 3 and 4 in function FindLowerNeighbors), which
takes O(|G||M |) time, for at most |M | times. As the final removal of non-maximal
candidates takes at most O(|G||M |2) time, the overall complexity of the algorithms
is still O(|C||G||M |2).
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Using the concepts to find the edges
In the Next Neighbors algorithm, concepts and edges are created simultane-
ously due to the construction strategy based on the ≺ relation; however, the search
for the neighbors of the current concept does not take advantage of the concepts
that have already been generated.
An alternative method to build the full concept lattice is to create the whole
set of concepts first, and then to set the edges. Although this method may seem
less efficient, it has the advantage that the generation of candidate neighbors may
be faster, provided that an efficient search structure is used to retrieve the concepts
that have been created in the first step[3].
Concepts Cover
Input: Context (G,M, I)
Output: The concept lattice L = (C,E) of (G,M, I)
1. find C with the Object Intersections algorithm
2. CoveringEdges(C, (G,M, I))
function CoveringEdges(C, (G,M, I))
/* Sets the covering edges between the concepts in C */
1. for each (X,Y ) ∈ C
2. set count of any concept in C to 0
3. for each m ∈M \ Y
4. inters := X
⋂
(m)′
5. find (X1, Y1) ∈ C such that X1 = inters
6. count(X1, Y1) := count(X1, Y1) + 1
7. if (|Y1| − |Y |) = count(X1, Y1) then
8. add edge (X1, Y1)→ (X,Y ) to E
The above algorithm is the pseudo-code of the Concepts Cover algorithm. The
top-level description consists of computing the set of concepts C, e.g., by using the
Object Intersections algorithm described earlier, followed by the determination of
its covering graph. The CoveringEdges function works as follows. One concept
(X, Y ) of C at a time is examined, and its lower neighbors are found. Similar to
function FindLowerNeighbors, the candidate neighbors are generated by consider-
ing, for each attribute m not contained in Y , the concept (X1, Y1), where X1 is the
set of objects containing both the attributes in X and the attribute m, and Y1 is
the intent of the concept having X1 as extent.
In this case, Xl is found by taking the intersection of X and the attribute
extent of m, which is faster than the corresponding operation on line 3 of function
FindLowerNeighbors. Furthermore, rather than computing Y1 from X1 via the
prime operator, Y1 is more efficiently retrieved from the concept trie using X1 as
the key.
The problem of selecting maximal candidates is also dealt with in a different
way. The algorithm maintains a counter for each concept in C. At the outset each
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counter is initialized to zero. The counter of a concept (X1, Y1) increases whenever
that concept is retrieved as a candidate; as soon as the difference between the
cardinalities of Y1 and Y becomes equal to the counter of (X1, Y1), the concept
(X1, Y1) is a child of (X, Y ). This ensures that only maximal candidates are selected
and that each maximal candidate is taken exactly once.
The worst-case time complexity of the Concepts Cover algorithm is more
favorable than that of Next Neighbors. The complexity of step 1, using the Ob-
ject Intersections algorithm, is O(|G||C||M |). The complexity of CoveringEdges
is O(|C||M |(|G| + |M |)), as lines 4, 5 and 7, which take O(|G| + |M |) time, are
executed |C||M | times. The overall time complexity is thus O(|C||M |(|G|+ |M |)).
2.3.4 Visualization
Most of the applications based on concept lattices require some form of ex-
ploration of the graph diagram on the part of the user. However, forming useful
visualizations of graph structures is notoriously difficult due to the conflicting is-
sues of size, layout and legibility on limited screen area. Furthermore, visual edge
crossing may be detrimental to the comprehension of graph structures.
One main concern is thus the aesthetic of the graph layout. This objective is
usually pursued by reducing visual edge crossing or by promoting visual symmetry
when the graph itself has symmetrical properties; however, the final result can
be evaluated only by the user. Speed is another important criterion, but it may
conflict with the former because minimizing the number of edge crossings is usually
a time-consuming process. Concept lattices are no exception, although we can take
advantage of geometric representations of specific substructures of lattices such as
cubes and diamonds which may have some value for the overall structure ([30],
[31]).
Regardless of aesthetic and efficiency considerations, some graphs are just too
large to fit on a screen. This is typically the case for concept lattices: except for
toy databases, we cannot look at the complete set of concepts and edges on one
static display. Interactive or incremental or scaling techniques are necessary.
The common approach is to let the user examine a subset of concepts and
edges based on the specific task being performed and on the past interaction with
the system. In the concept lattice scenario, the system should be able to show or
hide parts of the lattice via interactive specification manipulation of concepts, or
relationships between concepts, or even subsets of attributes.
This part present three different ways of visualizing a concept lattice that
have been implemented with some variants in several system prototypes.
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Hierarchical folders
Because of the difficulties associated with visualizing its graph structure, one
approach is to reduce the concept lattice to a simpler structure that lends itself to
more understandable visual layouts. A tree is the most obvious choice.
A concept lattice can be easily represented as a tree by taking advantage of
the subsumption relation that holds between the concepts. The top element of
the lattice becomes the root of the hierarchy and each sequence of concepts in the
lattice is associated with a path in the tree. This representation is also called a
tree widget.
The tree representation has several advantages. As the metaphor of hierar-
chical folders is used for storing and retrieving files, bookmarks, menus items, etc.,
most users are familiar with it and hence no training on the part of the user is
required. Furthermore, it takes little space on the screen and it may be drawn
efficiently. The main disadvantage, as seen in the example above, is that there may
be a considerable amount of duplication of information when the concepts have
multiple parents. On the other hand, this is not very likely to happen if only some
levels of the hierarchy are visualized, as frequently happens in many applications.
Nested line diagrams
Sometimes it is helpful to split a complex visualization into more individually
comprehensible, multiple displays. This is the main rationale behind the technique
now described, called nested line diagrams. It consists of four main steps:
1. Partition the set of attributes describing a given context in two subsets (for
the sake of simplicity we refer to only two subsets, the generalization to more
subsets being straightforward).
2. Find concept lattices Ll and L2 of the subcontexts identified by the attribute
subsets of step 1.
3. Place a copy of L2 in each node of Ll.
4. Mark with filled circles the elements in each copy of L2 that belong to the
full lattice.
In other words, Ll is used as an outer frame in which to embed L2, the copies
of which act as a background structure. Mathematically, the full concept lattice is
embedded in the direct product of the lattices of subcontexts as a join semilattice.
As a result, the concepts and the edges of the full lattice are not directly represented
in a nested line diagram. Instead, they can be derived by combining the information
associated with the various levels of nesting.
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Focus and context views
Unlike nested line diagrams, in which only one or more subsets of the original
attributes are used at a time, the techniques discussed in this subsection consider
the concept lattice to be built from the whole set of attributes. However, the lattice
is not displayed in full, and not all displayed parts are rendered in the same way.
Greater prominence is given to a certain area of the visualization space where
information of interest to the user is presumably located. In other terms, it is
assumed that there is a current focus of interest in the lattice to be displayed.
Such a focus usually corresponds to a certain concept, which may be identified in
different ways depending on the application at hand.
The main feature of focus+context techniques is the smooth integration of
the focus with the surrounding context. In contrast to other approaches based on
multiple views such as local and global views, the disadvantage of which is that
the user must map different graphical representations, the transition from focus to
context is made more continuous by allowing for variable magnification of graphic
displays.
In essence, the information contained in the graph is shown at varying levels
of detail depending on the distance from the focus; the amount of information at
the focal point is increased, whereas information placed further away is reduced in
quantity.
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Matrix decompositions have been used for almost a century for data analysis
and a large set of different decompositions are known. This text is quoted from book
Understanding Complex datasets: data mining with matrix decompositions[37].
Recall that we consider a dataset as a matrix, with n rows, each of which
represents an object, and m columns, each of which represents an attribute. The
ijth entry of a dataset matrix is the value of attribute j for object i. Each family
of matrix decompositions is a way of expressing a dataset matrix A, as the prod-
uct of a set of new matrices, usually simpler in some way, that shed light on the
structures or relationships implicit in A. Different matrix decompositions reveal
different kinds of underlying structure.
Figure 3.1: A basic matrix decomposition
More formally, a matrix decomposition can be described by an equation of
this form
A = CWF ]
where the sizes of the matrices are as follows:
A is n×m; C is n× r for some r that is usually smaller than m; W is r× r,
and F is r ×m; figure 3.1 illustrates a matrix decomposition.
From this equation, an element of A, say a11, arises from the multiplication
of the first row of C, the top left element ofW , and the first column of F , as shown
infFigure 3.2. If we think of the rows of F as parts or pieces, then the product
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Figure 3.2: Each element of A is expressed as a product of a row of
WF weights each of the rows by the corresponding diagonal element of W . The
matrix C then takes something from each part and combines them in a weighted
way. Hence each entry of A is a kind of combination of parts from F , combined in
ways described by C and W .
The matrix C has the same number of rows as A. Each row of C gives a
different view of the object described by the corresponding row of A. In other
words, the ith row of C provides r pieces of information that together are a new
view of the ith object; while A provides m pieces of information about the ith
object.
The matrix F has the same number of columns as A. Each column of F gives
a different view of the attribute described by the corresponding column of A, in
terms of r pieces of information, rather than the n pieces of information in A.
The role of r is to force a representation for the data that is more compact
than its original form. Choosing r = m still gives a sensible decomposition, but it is
usually the case that r is chosen to be smaller than m. We are implicitly assuming
that a more compact representation will capture underlying or latent regularities
in the data that might be obscured by the form in which the data is found in A,
usually because A expresses the data in a way that contains redundancies.
The particular dataset A, being studied is always considered to be a sample
from a larger set of data that could have been collected. The use of a limited
representational form prevents the matrix decomposition from over fitting the data,
that is learning the precise properties of this particular dataset, rather than the
properties of the larger system from which it came.
The matrix W has entries that reflect connections among the different latent
or implicit regularities or latent factors - the ijth entry provides the relationship
between the latent factor captured by the ith column of C (a kind of latent at-
tribute) and latent factor captured by the jth row of F (a kind of latent object).
For us, W will always be a diagonal matrix (that is, its off-diagonal elements are
zero), in which case the latent factors for the objects and attributes are the same,
and each entry can be interpreted as providing information about the relative im-
portance of each underlying factor. Some decompositions do not create this middle
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matrix, but we can always imagine that it is there as the r × r identity matrix.
We will consider many different kinds of matrix decompositions. These dif-
fer from each other in the assumptions they make about the kind of underlying
structure that can be present in the data. In practice, this means that different
matrix decompositions have different requirements for the entries of the matrices
into which the dataset is decomposed, different relationships among the rows and
columns, and different algorithms to compute each decomposition. Nevertheless,
there are deep connections among the matrix decompositions we will consider.
Most can be expressed as constrained optimization problems; and all are a form
of Expectation-Maximization with stringent requirements on the distributions as-
sumed[32].
3.1 Symmetry between objects and attributes
There is always a kind of symmetry between the objects and the attributes in
a dataset because the matrix decomposition on the objects, as we have described
it, can also be turned into a matrix decomposition on the attributes. For if
A = CWF
then
A′ = F ′W ′C ′
The dash indicates the transpose of the matrix, that is the matrix obtained
by flipping the original matrix across its main diagonal, making rows into columns,
and columns into rows. A′ reverses the roles of objects and attributes, so the
attributes are now the rows. On the right-hand side, F ′ plays the role originally
played by C, and C ′ plays the role originally played by F .
For any matrix decomposition, whatever can be done with the objects in the
dataset can also be done with the attributes, and vice versa[33].
3.2 Normalization
Because matrix decompositions are numerical computations, the magnitudes
of the values in different columns (different attributes) must be comparable, or else
the large magnitudes will have a greater influence on the result than the smaller
ones. However, requires some care because it amounts to making assumptions,
perhaps quite strong ones, about the data. Although matrix decompositions are
usually characterized as non-parametric methods, the choice of normalization is
really a parameter.
One standard way to adjust attribute values is to subtract the mean from
the entries in each column, which centers the values around zero; and then divide
each entry in each column by the standard deviation of the column mean. This
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makes the values in different columns roughly similar in magnitude, but implicitly
assumes that the values of each attribute are normally distributed.
When it is not clear how to normalize values in the dataset, as for example
when the distribution of values is very different for different attributes, it can often
be useful to replace the values in each column by their ranks. A common way to
do this is to use the Spearman rank. The values are numbered in increasing order,
except that when there are ties, the rank associated with the tied elements is the
average of the ranks that those elements would have had if they had been different.
3.3 Degenerate decompositions
Many decompositions, in their simple forms, can be degenerate. Given an
invertible m ×m matrix X, it is often possible to insert XX−1 in the right hand
side of a decomposition, rearrange, and get a new right-hand side that is another
example of the same decomposition.
if
A = CF
then
A = C(XX−1)F = (CX)(X−1F )
The parenthesized terms on the right-hand side are a new C and a new F ,
and so a different decomposition of A. Most matrix decompositions impose some
further condition to specify which, of all these related decompositions, is ’the’
decomposition[34].
3.4 Correlation matrices
Given a matrix A, we can form the matrices AA′ and A′A, where the dash
indicates the transpose of A. The matrix AA′ is the correlation matrix of the ob-
jects. The magnitude of the ijth entry indicates the amount of correlation between
the ith and the jth object. Similarly, the matrix A′A is the correlation matrix of
the attributes, and its entries indicate the amount of correlation between pairs of
attributes. Both of these matrices are symmetric.
The correlation matrices can also be decomposed, and the resulting matrices
analyzed to give new insights into the structures present in the data. However,
this is often not as helpful as it seems, for three reasons. First, the correlation
matrices are n × n and m ×m respectively, so that at least the first can be very
large. Second, calculating a decomposition for such a matrix can often be difficult
because of numerical instability. Third, each decomposition of a correlation matrix
provides information about the structure of the objects or about the structure of
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the attributes, but not both at once. This can lose information implicit in their
interactions.
3.5 Similarity and clustering
3.5.1 Geometric clustering
The rows of C can provide a clearer view of the properties of objects than
the rows of A. Any data-mining clustering technique can be applied to the data
as described by the rows of C and we might expect that the result will be a better
clustering than a direct clustering of the data. However, this process assumes
that the entries of C can properly be treated as coordinates, and that distances
behave as expected. If the axes corresponding to the r rows of F are, for example,
not orthogonal, then these assumptions are not correct. This does not mean that
clustering will not be effective, but it should be done with some caution and with
awareness of F .
3.5.2 Decomposition-based clustering; similarity clustering
All clustering depends on some measure of similarity between objects, or
between attributes. We have seen that different interpretations correspond to dif-
ferent views of such measures: the geometric view corresponds to a metric such
as Euclidean distance, while the component view corresponds to the element wise
difference.
These interpretations therefore provide either hints or methods for clustering
that exploit properties of the decomposition. For example, suppose that a dataset
about customers contains details of their purchasing behavior, but also a customer
number. It would be silly to use differences in this customer number as part of a
distance measure. On the other hand, it might not be sensible to discard it from
the dataset, since customer numbers are usually allocated sequentially in time, and
this temporal information often has some predictive power.
3.5.3 Graph-based clustering
The similarities among objects in a geometric model are qualitatively different
from the similarities in a graph model. For some datasets, it may be more suitable
to cluster based on a pair wise affinity relationship between objects than to cluster
geometrically.
The difference between the two views is the difference between a global view
of similarity and a local view of similarity. In a geometric model, the distance
between any two objects can be computed, and it stays the same regardless of
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whether other objects are present or not. On the other hand, in a graph model, the
distance between any two objects depends on which other objects are present and
how they are arranged because the distance depends on a path or paths involving
all of these objects.
In a larger sense, a geometric space has an existence on its own, and does not
depend on the presence of objects. The shape of a graph space is not like this at all,
all of the distances can be changed by the addition or removal of a single object.
This suggests that care is needed with techniques that try to embed a graph space
into a geometric one.
3.6 Finding local relationships
Although matrix decompositions do not look for local patterns in data in the
same way as association rules, they can still be used to look more deeply at certain
parts of the data. All rows of the dataset matrix are treated equally by a matrix
decomposition but, as it is a numerical technique, it can be guided by changing the
magnitudes of some rows compared to others. For example, if the entries in a row
of the matrix are multiplied by two, then this will change the decomposition in a
way whose effect is to consider that row as more important than the other rows
(twice as important, in fact).
If we know that an object, or for that matter an attribute, is more important,
then this information can be conveyed indirectly to the matrix decomposition using
multiplication of a row or column by a scalar greater than one. In the same way,
the effect of a row or column can be discounted by multiplying it by a scalar less
than one.
This technique can be used to check whether a group of objects or attributes
really are similar to each other, and to decide which of them might make a good
pathfinder. Increasing the importance of one member of the group should have the
effect of increasing the importance of the other members of the group in a coupled
and visible way in the resulting decomposition.
This technique can also be used to look for clusters that are completely con-
tained within other clusters. Such hidden clusters may sometimes be detected
directly by density-based clustering but, even when detected, it may be difficult to
find their boundaries. Increasing the importance of one or more objects suspected
to be in the subcluster can have the effect of moving the entire subcluster, relative
to the cluster that overlaps it, and so making the subcluster easier to see.
3.7 Sparse representations
A matrix is called sparse if most of its entries are zero. A decomposition that
results in either C or F being sparse is of interest from the point of view of both
analysis and practicality.
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If the ith row of the matrix C is sparse, it means that the representation
of object i in the transformed space is a particularly simple combination of the
underlying parts. Sparse representations for the objects are attractive because they
increase our confidence that the set of factors captures deeper realities underlying
the dataset, and they allow more comprehensible explanations for the data. For
example, some kinds of sparse independent component analysis seem to correspond
to early-stage mammalian vision, where the input resources are well understood
because they correspond to neurons. Sparse representations are also useful because
they reduce the amount of space required to store representations of large datasets.
In the factor interpretation, a sparse row of C means that an object is made
up of only a few of the factors. In the geometric interpretation, a sparse row
means that each object has an extent in only a few dimensions. In the component
interpretation, a sparse row means that each object merges values from only a few
processes. In the graph interpretation, a sparse row means that paths from that
object to the points corresponding to attributes pass through only a small number
of way stations. These statements are all saying the same thing in a different way,
but they once again illustrate the power of looking at properties of the data from
different perspectives.
The F matrix can also be sparse. When this happens, it suggests that the
parts are themselves particularly simple, requiring only a small amount of infor-
mation, and that the parts are quite decoupled from each other.
We have pointed out that any matrix decomposition remains unchanged if the
factor matrix is multiplied by an arbitrary invertible matrix, and the coordinate
matrix is multiplied by its inverse. This corresponds to a rotation of the axes of
the new space. It is sometimes useful to apply such a rotation at the end, after
the decomposition has been computed, with the goal of making the representation
more sparse. This reduces the optimality of the solution with respect to whatever
criterion was used by the particular decomposition, but it may nevertheless increase
the explanatory power of the result.
3.8 Algorithms and complexity
The matrices used for data analysis are often very large, so it is useful to
have some sense of the complexity of computing matrix decompositions. Because
matrix decompositions are numerical algorithms, it is also important to be aware of
how numerical magnitudes affect results; this can sometimes cause computational
problems such as instability, but can also be exploited to discover finer details of
the structure present in the data.
Even looking at all of the elements of A has complexity Θ(nm), and it is
hard to see how a useful matrix decomposition could avoid complexity Ω(nmr). In
practice, most matrix decompositions are much more expensive, perhaps quadratic
in one or both of n andm. Although quadratic complexity does not sound alarming,
n can be extremely large so the execution time to compute a matrix decomposition
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is often a limitation in practice.
Because n is often so large in real-world applications, matrix decompositions
may not even be compute-bound. The performance bottleneck may actually be the
time required to fetch the entries of A from the bottom of the memory hierarchy.
This requires Θ(nm) operations, but the constants required in modern architectures
are very large, typically comparable in size to m. Hence memory access times can
be as bad as computation times.
For these reasons, there is a great deal of ongoing research aimed at exploiting
sparse matrix algorithms; computing approximate matrix decompositions, for ex-
ample low-rank approximations; and exploiting quantization of the matrix entries.
Many datasets have attributes that are categorical, that is they have values
for which no natural ordering exists [23, 24, 25, 26, 27].
A lot of information about matrix decomposition are taken from more then
one references like ”Latent Semantic Indexing Via a SemiDiscrete Matrix Decompo-
sition” [35], ”Independent component analysis: Algorithms and applications” [36]
and ”Understanding Complex datasets: data mining with matrix decompositions”
[37].
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(SVD)
The singular value decomposition (SVD) transforms the data matrix in a way
that exposes the amount of variation in the data relative to a set of latent features.
The most natural interpretation is geometric: given a set of data in m-dimensional
space, transform it to a new geometric space in which as much variation as possible
is expressed along a new axis, as much variation independent of that is expressed
along an axis orthogonal to the first, and so on. In particular, if the data is not
inherently m-dimensional, its actual dimensionality the rank of the data matrix A
is also exposed.
Singular value decomposition is well-known because of its application in infor-
mation retrieval as LSI. SVD is especially suitable in its variant for sparse matrices
[38][39][40].
This text is quoted from book Understanding Complex datasets: data mining
with matrix decompositions[37].
The singular value decomposition of a matrix A with n rows andm columns is
A = USV ′
where the superscript dash indicates the transpose of matrix V .
If A has rank r, that is r columns of A are linearly independent, then U
is n × r, S is an r × r diagonal matrix with non-negative, non-increasing entries
σ1, σ2, ..., σr (the singular values), and V
′ is r ×m. In addition, both U and V are
orthogonal, so that U ′U = I and V ′V = I. This is actually the so-called ’thin’ SVD.
If all of the singular values are different, the SVD is unique up to multiplication
of a column of U and the matching row of V ′ by -1. In most practical datasets,
r = m, since even if several attributes (that is, columns) are really measurements
of the same thing, which is the commonest way in which the rank of A would be
less than m, they are typically not exactly correlated.
By convention, the third matrix in the decomposition is written as a trans-
pose. This emphasizes the duality between objects and attributes because both U
and V are matrices whose rows correspond to objects and attributes respectively,
and whose columns correspond to the r new parts. Unfortunately, this makes it
easy to make mistakes about which way round V is considered, and which are its
rows and columns.
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The natural interpretation for an SVD is geometric, but the component in-
terpretation is also useful [41].
4.1 SVD and Principal Component Analysis (PCA)
SVD is intimately connected with eigenvectors and eigenvalues. Principal
component analysis (PCA) is another way to understand data, and there is con-
siderable disagreement about the differences between the two techniques. Some
authors consider them to be identical, others to differ in normalization strategies,
and still others consider them to be completely distinct.
Theorem. (Singular Value Decomposition) Let A be an m × n with rank-r
matrix. Be σ1, σ2, ..., σr eigenvalues of a matrix
√
AAT . There exist orthogonal
matrices U = (u1, u2, ..., ur) and V = (v1, v2, ..., vr), whose column vectors are
orthonormal, and diagonal matrix S = diag(σ1, σ2, ..., σr). The decomposition A =
USV T is called singular value decomposition of matrix A and numbers σ1, σ2, ..., σr
are singular values of the matrix A. Columns of U (or V ) are called left (or right)
singular vectors of matrix A.
Now we have a decomposition of original matrix A. It is not needed to say,
that the left and right singular vectors are not sparse. We have at most r nonzero
singular numbers, where rank-r is the smaller of the two matrix dimensions. Be-
cause the singular values usually fall quickly, we can take only k greatest singular
values and corresponding singular vector coordinates and create a k-reduced sin-
gular decomposition of matrix A.
Definition. Let us have k, 0 < k < r and singular value decomposition of A
A = UkSkV
T
k
is called a k-reduced singular value decomposition (k-rank SVD).
Theorem. (Eckart-Young)[42]. Among allm× n matrices C of rank at most
k, Ak is the one that minimizes
||Ak − A||2F =
∑
(Ai,j − Cw,j)2
Because k-rank SVD is the best k-rank approximation of original matrix A,
any other decomposition will increase the sum of squares of matrix A− Ak.
The SVD is hard to compute and once computed, it reflects only the decom-
position of original matrix. The recalculation of the SVD is expensive, so it is
impossible to recalculate the SVD every time new rows or columns are inserted.
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Figure 4.1: k-reduced singular value decomposition
SVD-Updating is a partial solution, but since the error slightly increases with in-
serted rows and columns, if the updates happen frequently, the recalculation of the
SVD may be needed soon or later [43].
Most versions of principal component analysis find the eigenvectors and eigen-
vectors of either the matrix AA′, which describes the correlation among the objects,
or the matrix A′A, which describes the correlation among the attributes.
PCA is limited in at least the following two ways: first, it analyzes either the
objects or the attributes independently, whereas SVD analyzes both together; and
second, the correlation matrices are expensive to form (AA′ is n× n which makes
it difficult to handle) and often ill-conditioned, for the reason that computing the
eigenvectors is problematic.
4.2 Normalization
Because SVD is a numerical algorithm, it is important to ensure that the
magnitudes of the entries in the dataset matrix are appropriate, so that properties
are compared in a way that accords with comparisons in the real world.
For example, height and weight are roughly correlated in humans. However,
if height is measured in miles, and weight in grams, then weight is going to seem
much more important during the decomposition.
In general we don’t know what the ’right’ units are for each attribute. In the
absence of better information, the only sensible thing to do is to scale all of the
attribute values into roughly the same range. This encodes an assumption that all
attributes are of about the same importance. This is quite a strong assumption,
but it is hard to see how to do better.
If the values in the data matrix A are all positive, the first component of
the decomposition will capture the rather trivial variation along the axis that joins
the origin to the centered of the data (in m-dimensional space). We could, of
course, ignore this component in subsequent analysis. The problem is that the
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new axes are forced to be orthogonal to each other, so that the second axis points
in a distorted direction. This is illustrates in figure 4.1, where the top ellipse
shows what happens when positive data is transformed. The second axis does not
properly capture variation in the data because of the existence of the first axis.
The bottom ellipse shows what happens when the data is zero centered, that is, for
each column, the mean of that column is subtracted from each entry. This moves
the data ’cloud’ so that it is centered at the origin. Now the new axes correctly
capture the directions of variation in the data [44].
4.3 Interpreting an SVD
The geometric interpretation is most natural for an SVD, there is something
to be learned from the other interpretations.
4.3.1 Factor interpretation
Interpreting the rows of V ′ (the columns of V ) as underlying factors is per-
haps the oldest way of understanding an SVD. For example, suppose we want
to understand what makes people happy. We might suspect that factors such as
income, education, family life, marital status, and a satisfying job might all be rel-
evant, but we couldn’t be sure that these were all the factors, and we might not be
sure precisely how to measure them. Designing a questionnaire to ask about such
factors, and also about degree of happiness, might need questions directly about
income, but also questions about home ownership, pension plan, and medical in-
surance. It might turn out that all of these correlate strongly with income, but it
might not, and the differences in correlation may provide insight into the contribu-
tion of a more general concept such as ’prosperity’ to happiness. The survey data
can be put into a matrix with one row for each respondent, and one column for the
response each question.
An SVD of this matrix can help to find the latent factors behind the explicit
factors that each question and response is addressing.
For datasets of modest size, where the attributes exhibit strong correlations,
this can work well. For example, figure 4.2 is derived from a dataset in which 78
people were asked to rank 14 wines, from 1 to 14, although many did not carry out
a strict ranking. So the attributes in this dataset are wines, and the entries are
indications of how much each wine was liked by each person[45].
The figure shows a plot along the first two axes of the transformed space, cor-
responding to the two most important factors. Some further analysis is required,
but the first factor turns out to be liking for wine - those respondents at the left
end of the plot are those who like wine, that is who had many low numbers in their
’ranking’, while those at the right end liked wine less across the board. This factor
corresponds to something which could have been seen in the data relatively easily
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Figure 4.2: The first two new axes when the data values are positive (top) and
zero-centered (bottom)
since it correlates strongly with the sum of the ’rankings’. For example, the outlier
at the right end corresponds to someone who rated every wine 14.
The second factor turns out to indicate preference for red versus white wine
- those respondents at the top of the plot prefer red wine over white, while those
at the bottom of the plot prefer white over red. This factor is much less easy to
see directly in the data. Notice also that the matrix decomposition does not know
the ’meaning’ of any column of the dataset. It discovers this pattern by noticing
that certain rankings are correlated with other rankings.
One obvious conclusion that can be drawn just from seeing the triangular
shape of the plot in the figure is that those who like wine a lot do not have strong
preferences for red versus white; it is those who like wine less who tend to have
such a preference. These simple results have immediate implications for marketing
wine.
However, for large complex datasets, the factors tend to be linear combi-
nations of all or most of the attributes in the dataset because each attribute is
partially correlated with many of the others in subtle ways. Hence, it is often
difficult to interpret the factors and relate them to the application domain, from
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Figure 4.3: The first two factors for a dataset ranking wines
which the original attributes come[46].
4.3.2 Geometric interpretation
The geometric interpretation of an SVD is to regard the rows of V (columns
of V1) as defining new axes, the rows of U as coordinates of the objects in the
space spanned by these new axes, and S as a scaling factor indicating the relative
importance (or stretching) of each new axis. Note that the possible non-uniqueness
of the decomposition means that an axis can be flipped without changing anything
fundamental.
Because the SVD is symmetric with respect to rows and columns, it can also
be regarded as defining a new space spanned by the rows of U and mapping the
attributes from coordinates in an original n-dimensional space into this new space.
The maximum variation among the attributes is captured in the first dimension,
and so on.
The most useful property of the SVD is that the axes in the new space, which
represent new pseudo attributes, are orthogonal. Hence the explicit properties of
each object as characterized by the original attributes are expressed in terms of
new attributes that are independent of each other. As we saw in figure 4.2, the
orthogonality of the new axes means that the rows of the C matrix can be plotted
in space in a way that accurately reflects their relationships [46].
4.3.3 Rotation and stretching
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There are several intuitive ways to understand how an SVD is transforming
the original data.
First, notice that when we interpret the rows of A as coordinates in an m-
dimensional space, the axes of this space can be made explicit by writing A as AI,
where I is the m-dimensional identity matrix. These axes are just the ordinary
Cartesian axes. The matrix decomposition is asserting the equivalence of these
coordinates and ordinary axes to new coordinates (the rows of U) and a new set of
axes described by the product SV ′. The matrix V ′ is a rotation, and the matrix S
is a stretching of the axes. However, these axes are not arbitrary; rather they have
been computed based on the data itself.
Imagine the unit sphere in m dimensions. Then V ′ followed by S rotates and
stretches this unit sphere so that it fits ’over’ the data. This fitting guarantees
that the coordinates required to describe each object will be as simple as possible.
figure 4.3 illustrates the process. The gray ellipse represents the raw data. First
the axes are rotated to align with the axes of the rough ellipse formed by the data.
Then the axes are stretched so that they better fit the extents of the data. Relative
to these new axes, the coordinates of each data point are simpler [46].
Figure 4.4: One intuition about SVD: rotating and scaling the axes
This intuition also shows clearly the effect of normalization on the SVD. Zero
centering places the rough ellipse corresponding to the data close to the origin.
Dividing the entries in each column by their standard deviation from the mean
makes the structure of the data as close to a sphere as possible - so that the
rotation and scaling can concentrate on the distribution or density of the objects
in each direction.
A special case that can also be understood from this intuitive point of view
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is when the raw data appears to have dimensionality m but is actually a lower-
dimensional manifold. This situation is shown in figure 4.4. Here the raw data
seems to have dimension two - each data point requires an x and y coordinate to
describe its position (or the value of two attributes). However, the rotation shows
that only one new axis and one stretch factor are required to fully describe the
dataset.
Figure 4.5: Data appears 2-dimensional but can be seen to be 1-dimensional after
rotation
4.3.4 Springs
Another helpful way to think about the transformation that SVD does is
the following. Suppose we place points corresponding to both the objects and the
attributes in the same m-dimensional space. Now connect the ith object to the
jth attribute by a spring whose tension corresponds to the magnitude of the ijth
entry of the matrix A. (If the entry is negative, then the spring is repulsive rather
than attractive.) Then the stable positions where each point is at rest correspond
to the locations described by the U matrix, for objects, and the V matrix, for
attributes. Actually, to get the scaling right, these locations correspond to locations
described by US1/2 and V S1/2 because the singular values describe the scaling of
each dimension relative to the others.
This view of SVD illustrates the symmetry between objects and attributes.
It also shows how SVD makes use of the indirect and higher-order relationships
among object and attributes. If we assume that all entries of the matrix are non-
zero, then the relative position of two objects depends on the positions of all of the
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attributes; but these, in turn, depend on the position of these two objects, but also
of all of the other objects. The position of these objects depends on the strength of
their connection to the attributes, and so on. The SVD represents the fixed point
of this reasoning (the stable positions into which the points settle) and so takes
into account all of the correlation information between objects and attributes.
4.3.5 Component interpretation
Let ui be the ith column of U , si the ith singular value of S and vi the ith
row of V . Then
A =
m∑
i=1
Ai
where Ai = uisiv
′
i. This sum tells us that we can think of each entry of A as
the sum of the corresponding entries in each of the Ai, and of A as the point wise
sum of the Ai. In other words, the Ai form layers that together recreate A.
This view is exactly what we hypothesized was true for many real-world
datasets: the value of a particular entry in the dataset is the result of the superpo-
sition of a number of processes, only some of which are of interest. For SVD, the
layers represent independently varying values [46].
Of course, there is no necessary reason why the decomposition into layers
that an SVD provides should correspond to the set of underlying processes that
were at work when the dataset was collected, but a correspondence can often be
found in practice, at least in the earlier dimensions.
4.3.6 Graph interpretation
The graph interpretation of SVD takes a bipartite graph, whose two kinds of
objects correspond to objects and to attributes, and whose edges are weighted by
the entries of the matrix, and expands it to a tripartite graph. In this tripartite
graph, there is a third set of r way station vertices corresponding to the ’middle’
dimension of the SVD. The vertices corresponding to the objects are fully connected
to the way station vertices that are created by the decomposition; and these in turn
are fully connected to the vertices corresponding to the attributes.
Each edge in the tripartite graph has an associated weight. Those connecting
objects to way stations get their weights from the entries of the matrix US1/2, and
those connecting way stations to attributes get their weights from the entries of
the matrix V S1/2. The fact that the product of these matrices is A means that
these weights fit together properly. The sum of the weights along all of the paths
between a particular object i and an attribute j is the ijth entry of A, as long as
the weights along a path are accumulated by multiplication. These weights can
be understood as capturing the similarity between the vertices they connect; or
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equivalently the permeability of the connection between them, or how easy it is to
travel from one end to the other.
The intuition here is that an SVD allocates capacity to each edge to optimize
the total permeability of all paths. The weight associated with an edge from, say,
an object to a way station must be assigned so that it fits with the paths from that
object to all of the attributes, since this path makes a contribution to all of them.
4.4 Applying SVD
4.4.1 Selecting factors, dimensions, components, and way
stations
The main distinguishing feature of an SVD is that it concentrates variation
into early dimensions. This means that the natural way to select parts of the
structure inside the dataset is to select, from the r components, the first k.
We have suggested that there are two main reasons to select and retain only
some parts of a decomposition: because the discarded parts are considered noise; or
because the discarded parts represent some process that we do not wish to model.
Given the ordering of the parts by an SVD, these decisions are much the same.
The only difference is that we might use slightly different criteria to choose how
many parts to retain and how many to discard.
Suppose that we want to represent the dataset properties in a space of dimen-
sion k (where k ≤ r), that is we want to retain only k parts of the decomposition.
The first k rows of V ′ define the axes of a k-dimensional space. Surprisingly good
representations of spaces with many hundreds of dimensions can be achieved by
quite small values of k, perhaps less than 10.
4.4.2 Selecting objects and/or attributes with special properties
The correlation matrices AA′ (for the objects) and A′A (for the attributes)
provide information about the relationships in the dataset. However, the equivalent
truncated correlation matrices provide even better information, and in a way that
can be related to the SVD [47,48].
Let Ak be a matrix obtained by multiplying together some k rows of U , the
matching elements of S, and the matching rows of V . Consider the correlation
matrix AkA
′
k , which we might expect to tell us something about the correlation
among objects due to the k subprocess(es) that remain. Expanding Ak using the
SVD we find that
AkA
′
k = (UkSkV
′
k )(UkSkV
′
k )
′
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= UkSkV
′
kVkSkU
′
k
= UkS
2
kU
′
k
since V
′
kVk = I and S
′
k = Sk. So the ijth entry of AkA
′
k is the dot product
of the ith and jth rows of Uk, weighted by the squares of the singular values. (In
exactly the same way, the entries of AkA
′
k are weighted dot products of the rows
of Vk).
The magnitudes of the entries in the correlation matrix obtained by truncat-
ing after the first few singular values provide a good estimate of the correlation
between objects and/or attributes for the process represented by the choice of k.
Unlike the direct correlation matrix of A, the correlation matrix after trunca-
tion reflects both the absence of correlations in the processes that have been ignored
(the lost information due to truncation), and higher-order truncation information.
For example, two objects with no direct correlation may have indirect correlations
via some other object, and their mutual correlations with some of the attributes.
Matrices such as AkA
′
k may be useful inputs to other analysis techniques since they
encapsulate information neatly.
4.4.3 Denoising
A dataset that contains noise may appear to be of much higher dimensional-
ity than it really is. figure 4.6 shows, as a dark line, a 1-dimensional dataset with
two (perfectly correlated) attributes, and so appearing 2-dimensional. SVD will
quickly detect that the data is actually 1-dimensional. The dashed ellipse shows
what happens when noise is added to the dataset. The data now has an apparent
extent in the second direction.
After the SVD transformation the data will appear to be 2-dimensional - but
the extent, and so the amount of stretching, required in the second dimension will
be small. This is the clue that this dimension does not contain real structure.
Because an SVD arranges the dimensions in decreasing order of the magnitude of
the singular values, the later dimensions with little or no structure will appear at
the end.
An appropriate choice for k is made by considering the magnitude of the
singular values, which provide a measure of how much variation is being captured
in each dimension. There are two standard ways to make this choice, and at least
two other, more sophisticated, methods that are beginning to be used.
The first standard approach is to plot the singular values using a scree plot,
a plot of the magnitudes of the singular values in order. Since these are non-
increasing, and often decrease quite quickly, they resemble the side of a mountain,
which is the origin of the name. A suitable cutoff is a value of k where this slope
seems to flatten or when there is a detectable elbow or knee in the curve.
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Figure 4.6: The effect of noise on the dimensionality of a dataset
The second considers the contribution of each singular value to the whole in a
slightly more formal way. The contribution of each singular value can be computed
by
fk = S
2
k/
r∑
i=1
S2i
and then the entropy of the dataset calculated as
entropy = −1
logr
r∑
k=1
fk log(fk)
Entropy measures the amount of disorder in a set of objects; in this case, it
has a value between 0 (all variation is captured in the first dimension) and 1 (all
dimensions are equally important) [49]. The magnitude of the entropy indicates
how many dimensions need to be retained.
The third method is to use the technique of Zhu and Ghodsi [50] which
is based on the assumption that the singular values are drawn from two different
distributions, one for the significant components and the other for the noise compo-
nents. An expression for the profile log-likelihood of the choice of k is constructed
from the combination of these distributions, and the maximum log-likelihood is
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determined empirically. This maximum corresponds to the best choice of k.
A fourth method is to choose k such that the residual matrix of the k +1
to m components appears to be a random matrix. Suppose a matrix is multiplied
pointwise by a random -1,+1 matrix. Its Frobenius norm does not change. If it is
a random matrix, that is it contains no structure, only noise, its 2-norm will not
change either. However, if it contains structure, altering the signs of its entries will
change the 2-norm by an amount that reflects the amount of structure present.
Hence the difference of the 2-norms of the residual matrix and the matrix obtained
from it by pointwise multiplication by a random -1,+1 matrix, divided by the
Frobenius norm should become small as soon as the residual matrix contains only
noise [51].
The truncated SVD is the best representation of the data in the sense of
capturing the variation among the objects and attributes. The matrix Ak that
results from remultiplying the truncated matrices on the right hand side of the
decomposition is the best approximation to A in both the 2-norm and Frobenius
norm. A truncated SVD is the best minimum variance estimation of the random
variable corresponding to the rows; in fact truncation corresponds to minimum
variance estimation. Hence an SVD provides the best representation of the data in
a statistical sense as well[52].
4.4.4 Similarity and clustering
The main advantage of an SVD is that, under the geometric interpretation,
truncating the U and V matrices avoids the difficulties of working with metrics
in high-dimensional spaces, while preserving as accurate a representation in low
dimension as possible.
The two commonest measures of similarity among objects or attributes are:
• Euclidean distance. Computing the Euclidean distance between a pair of
points is cheaper and more effective than computing the distance between
them in the original space.
• Cosine similarity. This measures the closeness of the two vectors from the
origin to each of the points and is useful when the appropriate rows or columns
of A have been normalized so that the points are effectively on the surface
of a unit sphere; or when the entries in the matrix are sparse and sparsity
would be destroyed by normalization. This happens, for example, in word-
document matrices which are sparse because most words occur in only a few
documents, and where the fact that a word occurs at all in a document is
more interesting than its frequency.
A vast number of clustering techniques based on SVD have been developed.
Often this has happened in particular problem domains, and many of them are
not well known outside of these domains. Several have been reinvented repeatedly.
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They all rely on taking some subset of the singular vectors: the columns of U for
clustering objects and the columns of V for clustering attributes.
Here are some techniques for clustering:
• Use an ordinary clustering technique on the singular vectors, for example
k-means. Applying such a technique to the rows of U (especially after trun-
cation) rather than the rows of A exploits the fact that ’noise’ has been
removed from the dataset and its dimensionality reduced. So the ordinary
clustering technique should produce a better result and also run faster.
• Treat the new axes (the right singular vectors) as cluster centroids and allo-
cate each object to the appropriate cluster, giving priority to the right singular
vectors in order (and the converse for clustering attributes). In other words,
the first cluster contains all of those points that fall within a 45◦ cone around
the first new axis, the second cluster contains all points that fall within a
cone around the second new axis, and so on. The points that fall in the
cone around the kth new axis can be treated as a cluster in the same way
as the others, or could be considered as the ’everything else’ cluster, in other
words as a set of outliers. Each cone is really two cones, one consisting of
vectors positively correlated with the axis, and the other consisting of vec-
tors negatively correlated with it. In some applications, it might be sensible
to consider objects in both cones as forming a single cluster; in others they
might be considered as forming two different clusters.
• Look for ’plateaus’ in the first left singular vectors: either by sorting the val-
ues from a column of U (usually the first column) and plotting them directly
[53], or by histogramming their values. This approach has considerable the-
oretical support, but it is hard to use in practice because (a) clear plateaus
and steps between them do not tend to appear in real datasets, and (b) in
any case the boundaries between such structures tend to require subjective
choice[54].
There are also ways to consider the entries in a matrix as defining the edges
of a graph, and then partitioning this graph to cluster the data.
4.4.5 Finding local relationships
Normalization of datasets for an SVD means that their data values are of
similar magnitude. Multiplying row(s) or column(s) of the dataset by a scalar
effectively changes their influence on the entire decomposition. If the scalar is
greater than one, the effect is to move the points corresponding to these rows or
columns further from the origin. However, this also has the useful side-effect of
’pulling’ points that are correlated with the upweighted points further from the
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origin as well. Furthermore, increasing the weight on some objects also moves the
points corresponding to attributes that are correlated with these objects.
This property can be used to see clusters of correlated objects and attributes
that would otherwise be hidden inside larger clusters, provided at least one such
object is known. If this known object is upweighted, then it will move, and also
change the position of correlated objects. All of these objects can then be up-
weighted and the SVD repeated. When new points stop being moved outwards,
the current set of upweighted objects probably represents a well-defined cluster.
The same process can be used to determine roughly which attributes account
for membership of a cluster of objects (and vice versa). For if increasing the weight
on the objects in the cluster has the effect of moving some set of attributes, then
increasing the weight on those attributes should have the effect of moving the
cluster of objects - and this can be checked by the appropriate SVDs.
One of the weaknesses of SVD is that the pseudoattributes or dimensions
of the transformed spaces cannot be easily understood because they are linear
combinations of all of the original attributes. However, the significance of the first
few dimensions can sometimes be discovered by adding extra artificial objects to the
dataset representing extremal examples of some property of interest. For example,
if we suspect that the first transformed dimension is capturing the total magnitude
of the attributes associated with each object, then we can add artificial objects
whose total magnitudes are larger than, and smaller than, those of any normal
object in the dataset. If the points corresponding to the artificial objects are at
the extremes of one dimension in the transformed space, then we can be confident
that this dimension is capturing total magnitude. For example, recall the first
dimension of the transformed wine dataset, with one person who had given all of
the wines low scores.
Matrix decompositions are usually applied to datasets that do not have a
target attribute. However, if a target attribute is known, or if we are interested
in investigating how one particular attribute is affected by the others, SVD can
provide some insight.
If the target attribute takes two values (a situation we can create for an
arbitrary attribute by choosing a midpoint value), then the matrix can be divided
into two parts: one associated with one value of the target attribute, and the other
with the other value. The SVD of each of these matrices produces two V matrices,
say V1 and V2. If the points from these matrices are plotted in the same space,
then the different positions of each attribute in V1 and V2 give an indication of how
the attribute interacts with the two values of the target attribute. Attributes that
move a long distance from one plot to the other tend to be good predictors of the
target attribute.
This technique implicitly assumes that the two submatrices are reasonable
samples from some larger universe of data and so their SVDs can be plotted in the
same space. This assumption may not be valid for particular datasets.
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4.5 Algorithm issues
4.5.1 Algorithms and complexity
The complexity of SVD is
n2m+ nm2 (in [3])
Since m is typically much smaller than n in data mining algorithms, the
complexity is usually taken to be O(n2m). In data-mining applications, n is often
large, so computing the SVD is expensive.
Many computational packages (for example, Matlab [119], Octave[120]) con-
tain a command to compute an SVD. Standalone software in most programming
languages is also readily available.
4.5.2 Updating an SVD
An SVD can be updated in two senses. The first is that the matrix A remains
the same size, but has had some of its values changed. In this case, it is straightfor-
ward to recompute the SVD incrementally [55, 56]. The time complexity is linear
in n provided that the magnitude of the changes are small.
An SVD can also be updated in the sense that new rows or columns are
added. Rearranging the SVD equation we see that
U = AV S−1
Hence given a new row of A, whose shape is l×m, this equation can be applied
to transform it to a new row of U , whose shape is l×r. A similar procedure can be
used to update V. This computation is not a true update since it does not preserve
orthogonalities, but it is cheap. If desired, the previous incremental algorithm can
be run on the new matrices to reinforce the orthogonality.
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Non-negative matrix factorization is really a class of decompositions whose
members are not necessarily closely related to each other. They share the property
that they are designed for datasets in which the attribute values are never negative
- and it does not make sense for the decomposition matrices to contain negative
attribute values either. Such datasets have attributes that count things, or mea-
sure quantities, or measure intensities. For example, documents cannot contain
negative occurrences of words; images cannot contain negative amounts of each
color; chemical reactions cannot involve negative amounts of each reagent, and so
on. This text is quoted from book Understanding Complex datasets: data mining
with matrix decompositions[37].
A side-effect of this non-negativity property is that the mixing of components
that we have seen is one way to understand decompositions can only be additive.
In other words, a decomposition can only add together components, not subtract
them. And the pieces themselves do not have any negative structure, so the com-
bining really is additive - including a new component cannot decrease the size of
any matrix entry. It is natural to think of the factors or components as parts that
are put together additively.
The matrix decompositions we have seen so far will potentially decompose
a non-negative matrix in such a way that either the factors or the mixing involve
negative values. If there are negative values in the factor matrix, then the factors
must somehow describe the absence of something. If there are negative values in the
mixing matrix, then constructing the data matrix must require subtracting some
components. In the kind of settings mentioned above, neither of these possibilities
has a natural interpretation, so the non-negativity constraint seems appropriate
(although it should be kept in mind that imaginary numbers have similar draw-
backs, but have turned out to be useful in constructing solutions to a wide variety
of problems).
Non-negative matrix factorization (NMF) was developed to address settings
where negative values in the component matrices do not seem appropriate. One of
the first efficient algorithms that computed an NMF, also had the property that
the decomposition was sparse, that is each entry in the dataset matrix is expressed
as the sum of a small number of factors; in other words, the mixing matrix contains
many zeroes[57].
NMF (Non-negative Matrix Factorization) called also PMF (Positive Matrix
Factorization) is an emerging technique for data mining, dimensionality re-diction,
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pattern recognition, object detection, classification, gene clustering, sparse non-
negative representation and coding, and blind source separation (BSS) [57, 58,
59, 60, 61, 62]. The NMF, first introduced by Paatero and Trapper, and further
investigated by many researchers [63, 64, 65, 66], does not assume explicitly or
implicitly sparseness, smoothness or mutual statistical independence of hidden (la-
tent) components, however it usually provides quite a sparse decomposition [57,
61, 65]. NMF has already found a wide spectrum of applications in PET, spec-
troscopy, chemo metrics and environmental science where the matrices have clear
physical meanings and some normalization or constraints are imposed on them (for
example, the matrix A has columns normalized to unit length) [58, 59, 61, 63].
Recently, we have applied NMF with temporal smoothness and spatial constraints
to improve the analysis of EEG data for early detection of Alzheimer’s disease. A
NMF approach is promising in many applications from engineering to neuroscience
since it is designed to capture alternative structures inherent in data and possibly
to provide more biological insight. Lee and Seung introduced NMF in its modern
formulation as a method to decompose patterns or images [57].
Nonnegative matrix factorization differs from other rank reduction methods
for vector space models in text mining by using constraints that produce nonnega-
tive basis vectors, which makes the concept of a parts-based representation possible.
Basis vectors contain no negative entries. This allows only additive combinations of
the vectors to reproduce the original. The perception of the whole becomes a com-
bination of its parts represented by these basis vectors. In text mining, the vectors
represent or identify semantic features, i.e., a set of words denoting a particular
concept or topic. If a document is viewed as a combination of basis vectors, then
it can be categorized as belonging to the topic represented by its principal vector.
Thus, NMF can be used to organize text collections into partitioned structures or
clusters directly derived from the nonnegative factors.
The standard definition for non-negative matrix factorization (NMF) of the
matrix A is
V = WH
where V is n ×m, W is n × k and H is k ×m, and k ≤ n. Both W and H
must contain only non-negative entries. W is the matrix of factors and H is the
mixing matrix.
The NMF problem is defined as finding a low rank approximation of V in
terms of some metric (e.g., the norm) by factoring V into the product (WH)
of two reduced-dimensional matrices W and H. Each column of W is a basis
vector, i.e., it contains an encoding of a semantic space or concept from V and each
column of H contains an encoding of the linear combination of the basis vectors
that approximates the corresponding column of V . Dimensions of W and H are
(n× k) and (k ×m) respectively, where k is the reduced rank or selected number
of topics. Usually k is chosen to be much smaller than m, but more accurately,
k << min(n,m). Finding the appropriate value of k depends on the application
and is also influenced by the nature of the collection itself.
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Common approaches to NMF obtain an approximation of V by comput-
ing a (W,H) pair to minimize the Frobenius norm of the difference V − WH.
Let V ∈ Rn×m be a nonnegative matrix and W ∈ Rn×k and H ∈ Rk×m for
0 < k << min(n,m). Then, the objective function or minimization problem can
be stated as:
min||V −WH||2F
with Wij > 0 and Hij > 0 for each i and j.
The matricesW and H are not unique. Usually H is initialized to zero andW
to a randomly generated matrix where each Wij > 0 and these initial estimates are
improved or updated with alternating iterations of the algorithm. In the following
subsections some existing NMF techniques are discussed[67].
Figure 5.1: k-reduced Nonnegative Matrix Factorization (NMF)
5.1 Factor interpretation
The natural way to interpret an NMF is as defining a set of factors, and a
mixing of those factors to produce the observed data. Because of the non-negativity,
the factors can be interpreted as parts, and the mixing as addition of parts. In both
ways, NMF has attractive simplicity. The factor interpretation has been successful
when the underlying data are images or signals.
However, this is not automatically the case, and the factors produced are not
always easy to interpret in the context of other problem domains.
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5.2 Geometric interpretation
Since the rows of H have no natural interpretation as axes, there is no natu-
ral interpretation of NMF geometrically. Nevertheless, it can be useful to plot the
entries of either matrix as if they were coordinates. Two points that are located far
apart must be dissimilar, but two points located close together are not necessarily
similar. Because of the additive nature of the model, distance from the origin is
important, because the only way for a point to be far from the origin is either to
use parts with large magnitude entries, or to use large mixing coefficients or both.
Conversely, a point can be close to the origin only if both the entries of its parts
are small, and its mixing coefficients are small.
5.3 Graph interpretation
The graph interpretation of an NMF is a tripartite graph, with one set of
nodes corresponding to objects, a second set corresponding to the r components,
and a third set corresponding to the attributes. The differences in this case are
that the graph is sparse because the two decomposition matrices are sparse; and
that the constraints on the weights of edges are all based on sums of non-negative
quantities, so they can be bounded more easily. Graphs whose edges have only
positive weights are also inherently easier to understand.
5.4 Applying an NNMF
5.4.1 Selecting factors
NMF does not order components in any particular order, so it is not trivial
to select ’interesting’ or ’important’ factors. When the rows of H are normalized
so that the row sums are unity, the norms of the columns of W can be used as
one way to order the components. These norms represent the extent to which each
particular factor plays a role in the description of all of the objects. While this is a
sensible measure, it is not clear that it captures the real property of interest, since
we expect most parts to play a role in representing only a few objects. Another
possibility is to use the Frobenius norm of each component, that is the product of
the ith column of W and the ith row of H. This represents the mass of the ith
bicluster, which should be meaningful in most contexts.
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5.4.2 Denoising
Little attention has been paid to the effects of noise in NMF, partly because
many applications start from integral, non-negative data, where noise is easy to
see and remove in the raw data. If noise is widespread in the data, that is most
values in the dataset have been slightly altered as the result of noise, then it is
not clear what happens in the decomposition. Especially for those algorithms that
enforce sparsity, it seems unlikely that noise will appear in one or a few components.
Instead, it may be spread throughout the other, meaningful components.
Simple experiments suggest that NMF is sensitive to noise, especially to small
but widely distributed noise, so that the biclustering structure changes substan-
tially when only modest Gaussian distributed noise is introduced. This issue needs
further research.
5.4.3 Similarity and clustering
The rows of W can be used as the basis of clustering the objects. This would
be expected to perform better than clustering directly on the rows of V both be-
cause the rows of W are of length k rather than n, and because the sparsification
of both W and H should make it easier to find meaningful boundaries within the
geometric space containing the rows of W . Similarity is now based on the similar-
ity of mixture coefficients rather than similarity of properties of the objects. Of
course, this assumes implicitly that the parts have been properly discovered.
5.5 Algorithm issues
Because of the relatively large number of algorithms proposed to compute the
NMF, little can be said in general about complexity. Lin [81] makes the point that
algorithms seem to exist on a continuum, one end of which contains algorithms for
which the cost of each step of the minimization is high but which require few steps;
and the other end of which contains algorithms for which the step cost is small,
but which require many steps. The constants may be large, and memory hierarchy
effects may become significant for large matrices since the access pattern does not
have spatial locality.
The NMF method proposed by Lee and Seung [67] is based on multiplicative
update rules of W and H. This scheme is referred to as the multiplicative method
(MM).
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MM Algorithm
(1) Initialize W and H with nonnegative values.
(2) Iterate for each c, j and i until convergence or after l iterations:
(a) Hcj ← Hcj
(WTV )cj
(WTWH)cj+ε
(b) Wic ← Wic
(V HT )ic
(WHHT )ic+ε
In steps 2 (a) and (b), ε small positive parameter, is added to avoid division by
zero. As observed from the MM Algorithm, W and H remain nonnegative during
the updates. Simultaneous updating ofW andH generally yield better results than
updating each matrix factor fully before the other. In the algorithm, the columns
of W or the basis vectors are normalized at each iteration; in case of W , the
optimization is performed on a unit hypersphere with the columns of W effectively
being mapped to the surface of the hypersphere by repeated normalization [68].
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Concept Lattice
In this part I will use matrix decompositions for improve concept lattice
reduction. The goal is to minimize input data before constructing the concept
lattice. The reduced input data has lower dimension than the original data and
computing the lattice leads in creating smaller graphic representation in less time.
My idea is to use matrix decompositions as improved factor to concept lat-
tice reduction. I will prove that the conflation between SVD or NMF with Concept
lattice, will decrease the reduction of concept lattice.
Figure 6.1: Using SVD and NMF as improved factor to Concept Lattice reduction
56
6 Using Matrix decomposition in Concept Lattice
In this experiment I can show the behavior difference of the concept lattice
reduction after using various methods of matrix decompositions. In this case I am
using two methods for matrix decomposition, singular value decomposition (SVD)
and Non-negative Matrix Factorization (NMF).
This experiment contain a several steps:
6.1 Computing concept lattices from the original
data
In this step of experiment used a sample random data. This data do not
conform to reality and was created randomly for this experiment. The best way to
represent input data is to write them like a matrix A with 20 rows and 6 columns.
It is not hard to imagine them like adjacency matrix of 20 documents and 6 terms.
Each Ai,j denotes that the term i is present in document j.
Figure 6.2: Formal context from the original data
57
6 Using Matrix decomposition in Concept Lattice
Figure 6.2 shows the context input data for concept lattice, where the rows
show the objects and the columns show the attributes for these objects. The values
1 and 0 tell us if this attribute is exist in this object or not.
Figure 6.3: Nodes content in Concept Lattice
All the matrixes passed as input for Concept Lattice software which was
developed at VSB-TU Ostrava. The Concept Lattice software produced a concept
lattice. The view of these concept lattices was completed with GraphPlace software.
The output of GraphPlace is a Postscript file that can be viewed in any postscript
viewer.
Figure 6.4 shows the concept lattice computed from the context for objects
and attributes in figure 6.2. We can see the difficulty for reading this concept lat-
tice. In this example I use only 20× 6 matrix like input data, we can imagine the
difficulty and the complexity if the input data are bigger.
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Figure 6.4: Concept lattice computed from simplified formal context (Figure 6.2)
6.2 Computing SVD
SVD computations were made by SVDLIBC-fix software. This software is
free and is written in C language. An incidence matrix acts as the input. Software
can compute all three matrixes: U , S and V T . k - rank was chosen k = 4.
Figure 6.5: k-rank for singular value decomposition
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After using SVD with good choice k-rank, we can see that the output data
from the SVD method are changed and brewed new attributes combinations in the
objects, these combinations repeated in more than one object (figure 6.6). When
discovering output after using SVD, we have found changes in the objects content
(SVD method adds and removes some attributes).
Figure 6.6: Simplified formal context after using SVD with k-rank
Some attributes are added and removed in some objects to be similar with an-
other objects. We see that attributeA0 is added to the objects (O1, O2, O3, O7, O15)
and removed from the objects (O5, o17, O19), attributes A1 is added to the objects
(O10, O15) and removed from object (O14), attribute A2 is added to the objects
(O9, O13) and removed from the object (O16), attribute A3 is added to the objects
(O8, O11, O14, O16, O18, O19) and removed from the objects (O2, O3, O4, O7, O17),
attribute A4 is added to the objects (O4, O5, O19) and removed from the objects
(O11, O14, O16) and attributes A5 is added to the objects (O3, O15) and removed
from the objects (O1, O18, O19).
Adding and deleting these attributes in objects brewed new attributes combi-
nations in the objects, and these combination are repeated in more than one objects.
We can see that the objects (O0, O2, O3) have the same attributes (A0, A5), objects
(O4, O7) have the same attributes (A0, A4), objects (O5, O17) have the same at-
tribute (A4), objects (O6, O9, O10, O19) have the same attributes (A1, A2, A3, A4),
objects (O8, O11, O12, O13, O18) have the same attributes (A1, A2, A3), objects
60
6 Using Matrix decomposition in Concept Lattice
(O14, O16) have the same attribute (A3).
From this repeating of attributes combination in the objects, which is not
needed to represent all the objects with the same attributes, we can only represent
the objects that have peculiar combinations of attributes (figure 6.7).
This process minimizes the representing data to 40% from the original data
with saving the primary attributes in the objects.
Figure 6.7: Representing data after combining the similar Objects
Where the A, B, C, D, E, F, G and H are groups of the same objects after
using SVD on the original data:
Figure 6.8: Groups content
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6.3 Computing concept lattices from data after
using SVD
Minimizing the representing data of the original data in the simplified formal
context after using SVD with k-rank, give us minimizing of view presenting the
concept lattice which present those data (see figure 6.9).
After using the SVD, the concept lattice is reduced and the number of nodes
in the concept lattice after using SVD is less then the number of nodes in the
concept lattice before using SVD. The original concept lattice has 26 nodes, while
the concept lattice after using SVD has only 11 nodes. This decrease of nodes come
from the combining of similar objects in the simplified formal context after using
SVD.
Figure 6.10. shows the nodes content in concept lattice after using Singular
Value decomposition (SVD).
Figure 6.9: Concept lattice computed from simplified formal context after using
SVD with k-rank (figure 6.6)
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Figure 6.10: Nodes content in concept lattice after using Singular Value decompo-
sition (SVD)
The upper node (node 25) in the original concept lattice has 6 sub-nodes
(nodes 0, 1, 2, 5, 9, 18), but in concept lattice after using SVD the upper node
(node 10) has only 3 sub-nodes (nods 0, 1, 4),(see figures 6.11 and 6.12).
Figure 6.11: The upper node in the original concept lattice before using SVD
The reason for the decrease in the number of nodes after using SVD due to
growth new combination of objects contains the same attributes.
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Figure 6.12: The upper node in the concept lattice after using SVD
The attribute A3 added to the objects (O8, O11, O14, O16, O18, O19) and
deleted from the objects (O2, O3, O4, O7, O17), this change gives us that the node
2 in the original lattice has a new combination of objects in the lattice after using
SVD (O1, O6, O8, O9, O10, O11, O12, O13, O14, O15, O16, O18, O19).
Figure 6.13: Nodes 2, 5 and 9 in the original concept lattice come under nod 1 in
the new lattice after using SVD
The combination of objects in the node 5 in the original lattice has changed
to (O6, O8, O9, O10, O11, O12, O13, O15, O18, O19) and the combination of objects
in the node 9 to (O6, O8, O9, O10, O11, O12, O13, O15, O18, O19). Therefore, the
nodes 2, 5 and 9 in the original lattice come under node 1 in the lattice after using
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SVD, that’s content the combination of these nodes (see figur 6.13).
After using SVD, attribute A0 is added to the objects (O0, O2, O3, O7, O15)
and deleted from the objects (O5, O17, O19), this change gives us that the node
18 in the original lattice (concept lattice before using SVD) has a new combina-
tion of objects in the lattice after using SVD (O0, O1, O2, O3, O4, O7, O15). And
the combination of objects in the node 0 in the original lattice has changed to
(O0, O2, O3, O15). For that the nodes 0 and 18 in the original lattice come un-
der node 4 in the lattice after using SVD, that’s content the combination of these
nodes(see figure 6.14).
Figure 6.14: Nodes 0 and 18 in the original concept lattice come under node 4 in
the new lattice after using SVD
We can see that the node 3 from the original concept lattice was deleted,
because the attributes composition (A3 and A5) in the objects (O1, O2) is not
available because after using SVD the attribute A5 was deleted from the object O1
and the attribute A3 was deleted from the object O2.
We also can see that after using SVD, some attributes are removed and added,
and more objects have the same compositions of attributes. The node 11 has a
composition of attributes (A1 and A3) in the objects (O6, O9, O12, O13), these
composition of attributes (A1, A3) existed in the objects (O8, O10, O11, O18, O19)
too. For that the nodes 4, 7 and 11 in the original lattice come under the node 2
in the new lattice after using SVD (see figure 6.15).
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Figure 6.15: Node 3 is deleted. Nodes 4, 7 and 11 in the original concept lattice
come under node 4 in the new lattice after using SVD
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6.4 Computing NMF
NMF computations were done by a software developed on VSB-TU Ostrava
for this concept lattices research. The software is using multiplicative method
proposed by Lee and Seung. The goal is to find a low rank approximation of V
in terms of some matrix by factoring V into product of two reduced-dimensional
matrixes W and H. Dimensions of W and H are n × k and k × m, where k is
reduced rank.
Figure 6.16: k-reduced Nonnegative Matrix Factorization (NMF)
After using NMF with good choice k-rank, we can see that the output data
from the NMF method are changed and brewed new attributes combinations in the
objects, these combinations repeated in more than one object (figure 6.17). When
discovering the output after using NMF, we have found that objects has in average
more attributes (NMF method adds some attributes to the objects).
Some attributes are added to some objects to be similar with another ob-
jects, we can see that attribute A0 is added in the objects (O0, O2, O18), at-
tribute A1 is added in the objects (O7, O10, O16), attribute A3 is added in the
objects (O14, O16). we can see also that the attribute A4 is added in the ob-
jects (O1, O2, O3, O4, O8, O12, O13, O15, O18, O19) and attribute A5 is added in
the objects (O4, O5, O17).
Added to these attributes in objects produced new attributes combinations in
the objects. These combinations repeated in more than one object. We can see that
the objects (O0, O5) have the same attributes (A0, A5), objects (O1, O2, O4, O17)
have the same attributes (A0, A6, A7, A9), objects (O6, O10, O12, O16) have the
same attributes (A1A2, A3, A4), objects (O7, O9, O13, O14) have the same at-
tributes (A1, A3, A4), objects (O8, O11) have the same attribute (A1, A2, A4), ob-
jects (O18, O19) have the same attributes (A0, A1, A2, A4, A5).
From this repetition of attributes combination in the objects, not which not
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Figure 6.17: Simplified formal context after using NMF with k-rank
required to represent all the objects with the same attributes, we can only represent
the objects that have peculiar combinations of attributes (see figure 6.18).
This process minimizes the representing data to 40% from the original data
with saving the primary attributes in the objects.
Figure 6.18: representing data after combining the similar objects
Where the A, B, C, D, E, F, G and H are a groups of some objects after using
NMF on the original data:
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Figure 6.19: Groups of content
6.5 Computing concept lattices from data after
using NMF
Minimizing the representing data of the original data in the simplified formal
context after using NMF with k-rank, give us minimizing of view presenting the
concept lattice which present those data (see figure 6.20).
Figure 6.20: Concept lattice computed from simplified formal context after using
NMF with k-rank (figure 6.17)
After using NMF the concept lattice is reduced, and the number of nodes
in the concept lattice after using NMF is less then the number of nodes in the
69
6 Using Matrix decomposition in Concept Lattice
concept lattice before using NMF. The original concept lattice has 26 nodes, while
the concept lattice after using NMF has only 14 nodes. This decrease of node come
from the combining of similar objects in the Simplified formal context after using
NMF.
In figure 6.21, we see the nodes content in Concept Lattice after using Non-
negative Matrix Factorization (NMF).
Figure 6.21: Nodes content in Concept Lattice after using Nonnegative Matrix Fac-
torization (NMF)
The upper node (node 25) in the original concept lattice has 6 sub-nodes
(nodes 0, 1, 2, 5, 9, 18), but in concept lattice after using NMF the upper node
(node 13) has only 2 sub-nodes ( nods 0, 8), (see figures 6.22 and 6.23).
Figure 6.22: The upper node in the original concept lattice before using NMF
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Figure 6.23: The upper node in the concept lattice after using NMF
The reason for the decrease in the number of nodes after using NMF is the
growth the new combinations of objects contains the same attributes.
Figure 6.24: Nodes 2, 5, 9 and 1 in the original concept lattice came under node 0
in the new lattice after using NMF
The attribute A4 added to all of these objects in the data after using NMF
(O1, O2, O3, O4, O8, O12, O13, O15, O18, O19). And the node 0 in the new lattice
(concept lattice after using NMF) contains all the objects that contains the at-
tribute A4 in (O1, O2, O3, O4, O6, O7, O8, O9, O10, O11, O12, O13, O14, O15, O16)
and objects (O17, O18, O19). For that the nodes 2, 5 and 9 in the original concept
lattice came under node 0 in the new lattice (concept lattice after using NMF) that
contains the components of these nodes (figure 6.24).
71
6 Using Matrix decomposition in Concept Lattice
After using NMF on the original lattice, the attribute A5 is added to the
objects (O4, O5, O17) and the attribute A0 is added to the objects (O0, O2, O18).
After this addition, the node 0 with attribute A5 in the original concept lattice
contains the objects (O0, O1, O2, O4, O5, O17, O18, O19).
The node 18 with attribute A0 in the original lattice contains the objects
(O0, O1, O2, O4, O5, O17, O18, O19). The two nodes contains the same object, for
that the two nodes come under the node 8 in the new lattice (concept lattice after
using NMF) that contains the obecjts with attributes A0 and A5 (figure 6.25).
In another case of decreasing in the number of nodes after using NMF, that
the nodes 3, 14, 19 and 20 in the original concept lattice come under node 9 in the
new lattice (concept lattice after using NMF), (see figure 6.27).
In the original concept lattice node 3 with attributes (A3, A5) in objects
(O1, O2), the node 14 with attributes (A1, A2, A5) in the objects (O18, O19), node
19 with attributes (A0, A5) in the objects (O1, O19) and node 20 with attributes
(A0, A3) in the objects (O1, O4, O17).
Figure 6.25: Nodes 0 and 18 in the original concept lattice came under node 8 in
the new lattice after using NMF
After using NMF, the attribute A0 is added to the objects (O2, O18), the
attribute A4 is added to the objects (O1, O2, O4, O18, O19) and the attribute A5
is added to the objects (O4, O17).
After using NMF the objects that make up the nodes 3, 14, 19 and 20 in the
original concept lattice, contains new combinations of attributes.
From the figure 6.26 we can see, that all the objects have the same combi-
nation of attributes (A0, A4, A5), and the attribute (A1, A2, A3) were lost when
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Figure 6.26: combination of attributes
nodes 2, 5 and 9 in the original concept lattice came under node 0 in the new lattice
(concept lattice after using NMF).
Figure 6.27: Nodes 3, 14, 19 and 20 in the original concept lattice came under node
9 in the new lattice
Every node in concept lattice has a distinct set of attributes. This means that
there can not be found two nodes with the same set of attributes. The experiment
consist in finding and describing changes of concepts after using NMF. It’s found
that NMF has added some attributes into concept’s set of attributes. Thanks
to this adding of attributes, we have different collections of concepts with same
attributes.
73
6 Using Matrix decomposition in Concept Lattice
6.6 Behavior of the Concept Lattice Reduction to
visualizing data after Using Matrix
Decompositions
After using SVD and NMF on the data, every method has different way to
decompose the data.
The Singular Value Decomposition (SVD) depends on deleting and adding
the secondary attributes from the objects in the original data. This way can give
us minimum primary attributes to collect more objects has the same composition
of attributes. On the other hand, the Nonnegative Matrix Factorization (NMF)
depends on adding some secondary attributes to the objects in the original data to
equalize the attributes between some of the objects so to collect more objects that
have the same composition of attributes.
From the experiment, we can see the behavior of the Concept Lattice Reduc-
tion to visualizing data after Using Matrix Decompositions in the two methods.
when using the SVD, the Concept Lattice delete the nodes, because the SVD delete
and add attributes from the objects, and not existing relation between the deleted
nodes with the another’s nodes.
But when using the NMF, the concept lattice collects some nodes in one node,
because the NMF add some attributes to some objects.
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Figure 6.28: behavior of the Concept Lattice Reduction to visualizing data after
Using Matrix Decompositions methods
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decomposition in Search Results
Clustering
In the last years, the search result clustering has attracted a substantial
amount of research (e.g., information retrieval, machine learning, human-computer
interaction, computational linguistics, data mining, formal concept analysis, graph
drawing).
Search result clustering groups search results by topic. Thus provides us
with complementary view to the information returned by big documents ranking
systems. This approach is especially useful when document ranking fails to give
us a precise result. This method allows a direct access to a subtopic; search result
clustering reduces the information, helps filtering out irrelevant items, and favors
exploration of unknown or dynamic domains. Search result clustering is different
from the conventional document clustering. When clustering takes place as a post-
processing step on the set of results retrieved by an information retrieval system on
a query, it may be both more efficient, because the input consists of few hundred
of snippets, and more effective, because query-specific text features are used. On
the other hand, search result clustering must fulfill a number of more stringent
requirements raised by the nature of the application in which it is embedded[69].
In this part, I will present the concept lattice with matrix decomposition
(Singular Value Decomposition SVD) to be used in the search result clustering. I
will use the Singular Value Decomposition as a mathematical method to reduce a
big value of objects by combining the attributes of these objects.
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7.1 Problem formalization and algorithm
The distinctive characteristic of the algorithm is that it identifies meaningful
cluster labels and only then assigns search results to these labels to build proper
clusters. The algorithm consists of five steps:
1. Pre-processing the input snippets, which includes tokenization, stemming and
stop-word marking.
2. Identifies words and sequences of words frequently appearing in the input
snippets.
3. Concept Lattice and Matrix decomposition is used to induce cluster labels.
4. Snippets are assigned to each of these labels to form proper clusters.
5. Post-processing, which includes cluster merging and pruning.
The step 3 is the core of the algorithm, because this step relies on the Vector
Space Model and a term-document matrix A having n rows, where n is the number
of input snippets, and m columns, where m is the distinct words found in the input
snippets. Each element Anm of A numerically represents the relationship between
word m and snippet n.
The concept lattice and matrix decomposition may be applied on the binary
matrix A which created from the step 2, where the rows of the matrix are the
input snippets (objects), and the columns are the distinct words found in the input
snippets (attributes), presented as 0 and 1.(0 - the distinct word not found in the
input snippet, 1 - the distinct word found in the input snippet).
Since the rank-k in SVD is known to remove noise by ignoring small differences
between row and column vectors of A (they will correspond to small singular values,
which we drop by the choice of k), it can be used in our algorithm because SVD
creates equivalence classes of data from the original data through deleting and
adding some no primary attributes in the objects, this process leads the objects
to have similarity in their attributes. From this similarity the algorithm combines
these objects that have the same attributes and presents them like one object.
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Figure 7.1: Steps of the algorithm process
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7.2 Using Singular Value Decomposition SVD
I applied my experiment on data created from Google search engine contained
from 1000 snippets with 20 distinct different words, but for easy explanation how
the algorithm works, I deduct a small part from these data.
The new object created from this process represent a group of snippets has
a similar distinct word. That means that the algorithm can minimize the huge
volume of snippets received as a result from the searching in the web.
The data which I deducted from the result of Google search engine (figure
7.3) are 36 objects (snippets) with 9 attributes (distinct words). These data have
peculiar combination in every object.
From the data in the table 7.3, I computed concept lattice to show the relation
between the objects and there attributes. we can see the difficulty for reading this
concept lattice (figure 7.1).
After using SVD with good choice k-rank, we can see that the output data
from the SVD method are changed and brewed new attributes combinations in the
objects. These combinations are repeated in more than one object (figure 7.4).
Some attributes are added and removed in some objects to be similar with
another objects. Adding and deleting these attributes in objects brewed new at-
tributes combinations in the objects, and these combination are repeated in more
than one objects. From this repeating of attributes combination in the objects,
that are not necessary to represent all the objects with the same attributes, we
can only represent the objects that have peculiar combinations of attributes (figure
7.5).
Figure 7.2: The concept lattice computed from the table 7.1
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Figure 7.3: Data deducted from the result of Google search engine
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Figure 7.4: Data after using SVD with k-rank
This process minimizes the representing data to 36% from the original data
with saving the primary attributes in the objects.
Minimizing the representing data after using SVD with k-rank, give us min-
imizing of view presenting the concept lattice which present those data.
After using the SVD the concept lattice is reduced and the number of nodes
in the concept lattice after using SVD is less then the number of nodes in the
concept lattice before using SVD. This decrease of nodes come from the combining
of similar objects in the simplified formal context after using SVD (see figure 7.6).
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Figure 7.5: Representing data after combining the similar Objects
Figure 7.6: The concept lattice computed from the table 7.2
The activity of this method is shown clearly on the huge data with big quan-
tity of attributes, and for a good choice k-rank from the diagonal matrix when
applying SVD. Figure 7.7 shows how the k-rank value plays role in the number of
attributes combination.
Figure 7.8 shows us the new combinations of objects and their content. We
can see that, the 36 objects in the original data can showed like 13 groups after
using SVD. For example group A content 3 objects (O17, O28, O30) which the
attribute 5 is the common factor among them. And the group E content 6 objects
(O1, O5, O14, O20, O26, O29) which the attributes 2 and 6 are the common factor
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Figure 7.7: Relationship between value of k-rank and number of combination
among them.
Figure 7.8: content of the groups
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Figure 7.9: Map of the groups and their content
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Using concept lattice for visualizing has negative points, the dimension of the
computed lattices very often do not fit in the screen even for small input data.
Many researchers have developed interfaces that allow multiple local and global
views, but these methods consume time and capacity.
In this work I deal with the possible usage of matrix decompositions to im-
prove concept lattice reduction where there are some goals of this work. These goals
compose the main ideas to be solved by this thesis. One of these ideas has to do
with minimizing the input data before constructing the concept lattice. This work
also aims at using the matrix decompositions to improve concept lattice reduction,
as well as, using two methods of matrix decomposition, Singular Value Decompo-
sition (SVD) and Non-Negative Matrix Factorization (NMF). Another goal set for
this work is to show the different behavior of the concept lattice reduction before
and after using methods of matrix decompositions. One of the important aims
set by this research is to use matrix decomposition and concept lattice in search
result clustering. Eventually, presenting and describing the different uses of matrix
decomposition and concept lattice as a mathematical method to reduce a big value
of objects in search result clustering by combining the attributes of these objects.
Concept lattice is computed from context data which is represented by the
relationship between the objects and their attributes. When the objects does not
have a similarity in their attributes, drawing the relationship edge between the
nodes is very difficult and complicated.
The difficulty lies in the overlapping lines on each other, and this causes
blurred vision in the normal size of the screen. For that reason, I proposed to
minimize the context data before computing the concept lattice. To minimize the
context data before computing the concept lattice, I used the matrix decomposition
as a mathematical method to transform the data in a way that exposes the amount
of variation in the data relative to a set of latent features. In this case, I used two
methods of matrix decomposition: singular value decomposition SVD and Non-
negative Matrix Factorization (NMF).
Every method has a different way to minimize data, the singular value decom-
position (SVD) adds and deletes some non-essential attributes from the objects.
This adding and deleting of the attributes leads to attributes’ similarity in some
objects. This similarity gives us matching in some objects that have a similarity
in their attributes.
On the other hand, the Non-negative Matrix Factorization (NMF) adds some
non-essential attributes to the objects. Adding of these attributes gives us at-
tributes similarity in some objects. This similarity gives us matching in some
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objects that have a similarity in their attributes.
As a result, this matching in the objects do not necessarily represent all the
objects, but represents only non similar objects. Thus, every object will represent
a group of objects. This means the objects will cluster into some groups.
When calculating the concept lattice from these clustered objects in groups,
the concept lattice will be minimized and clearer.
A few steps were executed to perform this experiment as explained below.
The first step is to prepare the data, which will be the input data for this
experiment. The format of this data is binary matrix. The content of this matrix
is 1 and 0, when 1 means that the object has the attribute and 0 means that the
object has no attribute.
The second step is to compute the concept lattice from the input data, to see
the difficulty of understanding the relationship between the nodes representing the
objects. This difficulty of understanding the relationship between the nodes comes
because of the lack of clarity of concept lattice.
The third step is to pass the input data to the software of singular value
decomposition (SVD) to cluster these data. This step changes the original data to
be clustered in groups because of the deletion and addition of some non-essential
attributes in some objects.
The fourth step is to compute the concept lattice from the data after using
singular value decomposition (SVD), and analyze the content of the nodes in the
concept lattice. This step shows the difference between the original lattice and the
lattice after using singular value decomposition (SVD). We can see that the lattice
after using singular value decomposition (SVD) has fewer nodes than the original
lattice. This decrease in the nodes comes as a result of the clustering data done by
singular value decomposition (SVD).
The third and fourth steps are proved in the following papers authored by
me: [1][3][4][5][7][13].
The fifth step is to pass the original input data to the software of Non-negative
Matrix Factorization (NMF) to cluster these data. This step changes the original
data to be clustered in groups as a result of the addition of some non-essential
attributes in some objects.
The sixth step is to compute the concept lattice from the data after using
Non-negative Matrix Factorization (NMF), and analyze the content of the nodes
in the concept lattice. This step shows us the difference between the original
lattice and the lattice after using Non-negative Matrix Factorization (NMF). We
can see that the lattice after using Non-negative Matrix Factorization (NMF) has
less nodes then the original lattice, this decrease in the nodes comes as a result of
the clustering data done by Non-negative Matrix Factorization (NMF).
The fifth and sixth steps are proved in the following papers authored by me
[5][7][8][11].
The seventh step is to study the behavior of concept lattice after using both
methods of matrix decomposition (singular value decomposition (SVD) and Non-
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negative Matrix Factorization (NMF).
The seventh step is proved in the following paper authored by me [2]
This experiment has been proved highly successful, and the objectives of this
work has been achieved.
After the success of the experiment, I have applied it on search result clus-
tering because of its importance and because of the large number of data resulting
from it. We can use the concept lattice to represent the document resulting from
the search Engine and use the matrix decomposition to improve the concept lattice
reduction.
For this experiment, I used real data taken from Google search engine and
applied the steps of the previous experiment on these data.
This experiment shows us clearly the success of this method to improve the
concept lattice as a tools in search result clustering.
This experiment is proved in the following papers authored by me [6][9][10].
This work deals with possible usage of matrix decompositions to improve
concept lattice reduction. For the purpose of this study, this work uses two methods
for matrix decomposition, singular value decomposition (SVD) and Non-negative
Matrix Factorization (NMF).
In this thesis, I applied these methods in the area of formal concept analysis
(FCA). After applying the above-mentioned methods, the aim of this study, which
has to do with minimizing the input data before constructing the concept lattice,
was attained.
This study has come to a few other conclusions, one of which has to do
with the reduction of the input data. The reduction of the input data has lower
dimension than the original data. This leads to another conclusion which is that
computing the lattice leads in creating smaller graphic representation in less time,
which was also the aim of this thesis.
Another major conclusion that this study has arrived to is that this work has
presented the difference in the behavior of the concept lattice reduction after using
various methods of matrix decompositions.
In addition to that, this study has come to the conclusion that by applying
these methods on Search Result Clustering, the results proved to be very positive
and proved the feasibility of the methods used.
8.1 Future work
As was mentioned above, the area of using concept lattice and matrix de-
composition for clustering and viewing data is a very important topic, because the
amount of data that we get from technological advances is growing every day.
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Trying different other types of matrix decomposition unused in this work will
give us a wider field of research and may enable us to obtain outstanding results
so to enable us to improve this method.
Recently, I am working on other methods such as, Semi Discrete matrix de-
composition SDD, Eigen matrix decomposition, Hessenberg matrix decomposition
and Jordan matrix decomposition.
The method I used in this thesis can be applicable on process-structured
data, where each part has different contents. An example of these data is the
data applicable on emails. Contents of the emails have huge amount of topics, and
clustering these emails by concept lattice will be very useful. This will be one of
the important future topics.
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