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Abstract 
Picardello, M.A., M.H. Taibleson and W. Woess, Harmonic measure of the phmar Cantor set 
from the viewpoint of graph theory, Discrete Mathematics 109 (1992) 193-202. 
This paper outlines Q ,+tpi-+ theoretical approach to the study of the harmonic measure on 
the two-dimensional Canto: set. The Cantor set is regarded as the space of ends of a 
(nonplanar) graph with d t:ee-like structure. The method is based upon the combinatorics of 
the random walk with internal states induced on this graph by Brownian motion, and it could 
be used for numerical approximation. 
1. The planar Cantor set 
The purpose of this paper is to shed some light upon the graph-theoretical 
aspects of a hard problem in potential and probability theory: the computation of 
the harmonic measure of a two-dimensional Cantor set. This is the set J obtained 
as follows. Start with the square Jo = [0, l] x [0, 11. Let J, be what is left of Jo 
after splitting each side into five equal segments and removing the points which 
have at least one coordinate in an odd numbered segment: that is, J1 is the union 
of 4 disjoint squares Qi (i = 0, 1,2, 3) of side f , as in Fig. 1. 
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Fig. 1. 
Now continue this way, and define .J2 as the union of 16 squares QtH, . . . , Qs3 
of side A, where Qij (i = 0, 1 , 2, 3) are contained in Qi, and the relative positions 
of the sets { (21; Qio, - - . , Qi4) are obtained by shrinking {Jo; Q(,, . . . Q4} by a 
factor of 5. Recursively, we obtain a decreasing sequence of sets J,,, and 
J = n=,,J,. Thus, J is the set of all (g, r]) E J,, whose base 5 expGnsion contains 
only the digits 1 and 3. 
Let us now start a Brownian motion at some point z in the plane, for instance 
z E i3J,,. The reader not familiar with Brownian motion may think of it as a 
continuous (in space and time) version in the plane of the simple random walk on 
the square grid. Many textbooks in probability give a good introduction to 
Brownian motion , see, e.g., [3,1]. With probability one, the Brownian motion 
hits J (because J has positive capacity, see [63). The hitting distribution (I) of the 
Brownian motion on J is called the harmonic measure. That is, for a Bore1 subset 
B of J, o(B) = w(z, B) is the probability that the first visit of J of the Brownian 
motion occurs at some point of B. It depends on the choice of the starting point 
z, but o(z, -) and fu(w, -) are mutually absolutely continuous for every z, w I$ J. 
We want to know (or estimate) how o is distributed. For this purpose, it is 
convenient to introduce the notion of Hausdorff dimension of o. For a set B in 
the plane, dim(B) is its usual Hausdorff dimension (see [6]), and 
dim(w) = inf{dim(B) 1 w(B) = 1). 
It is known that dim(w) d 1 for the harmonic measure on any compact planar 
set [S]. On the other hand, it has been proved in [2] that for the planar Cantor set 
J, dim(w) < 1 strictly. This means that the hitting distribution of Brownian 
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motion on J is highly nonuniform. Indeed, let us compare the entropy of w, given 
bY 
with the entropy of the equidistributed probability Y on J such that 
Y(J Cl Qi,...in) = $ * 
Now, the reiative entropy is 
h(w) I -=-h(w) = dim(w) < I 
h(v) log4 
(see [9]). The planar Cantor set and fractals constructed similarly are the only 
known examples of sets with positive capacity and dim(o) < I. A challenging task 
is to get more precise estimates for dim(o) [9]. Is it possible to give a numerical 
estimate for h(w) or dim(m), respectivciy? Or even better, consider the 
conditional expectation o (“) of o with respect the squares of the nth generation, 
given by 
W’“‘(B) = $ . 2 w(J n Qi ,... in)m(B n Qi ,... in), 
rl.....in=O 
where m denotes Lebesgue measure and B c Jo is a Bore1 set. Note that 
1/52n = m(Qi,...i,), and that w(“)(B)+ w(B) for every Bore1 subset B of Jo. HOW 
can we numerically approximate fti’“‘(Qi,...i.)? Our aim is to rephras, this problem 
in terms of combinatorics on graphs. 
We conclude this introductory section with a remark aimed to shed light upon 
the connection between computing harmonic measure and studying certain spaces 
of functions on trees and graphs related tg random walks. The interested reader is 
referred to [7] for more details. Harmonic measure is connected to functions on a 
tree T which are harmonic with respect to a transition operator. In this context, 
harmonic measure is the reproducing measure on the space of ends of 7’ of the 
constant function 1. The transition operator gives rise to a random walk on T, 
starting at some reference vertex o. It turns out that the reproducing measure on 
the space of ends of every harmonic function on T can be realized as a 
martingale: this is a measure-theorethical structure that can be regarded as 
another function on ‘-r, harmonic with respect to a related transition operator 
which is forward only. In this way, in [7] and its appendix Adam Mor5nyi and the 
authors of this paper studied Hardy spaces on a tree as spaces of martingales (a 
theory that is highly developed). In the present setting, the graphs that we are 
going to consider i; qre not trees, but they admit uniformly spanning trees. The 
combinatorial algorithms that we shall develop can be thought of as generaliza- 
tions (in a considerably different terminology) of the approach followed in [7]. 
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2. The graph associated with the planar Cantor set 
It is convenient to identify the square Qi,...i,, with w = il l l - in. More precisely, 
each square is associated with a word in the free monoid Z* generated by the 
alphabet ;I: = (0, 1,2,3}. The initial square, JU, corresponds to the empty word o. 
If 1y E C* corresponds to a square Q,, then ~0, wl, w2 and w3 correspond to the 
consecutive subsquares in the northwest, southwest, southeast and northeast 
comer of Qw respectively. We identify w with Q,,.. We can associate a graph r to 
the Cantor set as follows: the set of vertices V(T) is C*, and two vertices (i.e., 
squares) u, w are adjacent if u = wi, or if rv = vi, or if u = u-i and w = u-j for 
i,jEC, i#j and U-EC*. That is, the neighbours of a given square u are: its 
pareut u- (Le., the square of the preceding generation containing u, if u # o), 
the siblings of u (Le., the other three squares of the same generation having the 
same parent as u, if u # o), and the offspring of u (the squares of which u is 
parent). The graph r is rooted at o and made up of pyramidal cells of square 
base, including the diagonals. Each cell is a complete subgraph on 5 vertices, 
corresponding to a family (parent and offspring): see Fig. 2 (where the cells are 
shadowed and their back faces and diagonals are omitted). 
We shall write u-u when u and u are neighbours in r. Observe that the 
Cantor set is one-to-one correspondence with the set c” of one-sided infinite 
words over C, or equivalently, with the space of ends of r. If C* U C” is 
equipped with the end topology (see [4,5]), then the correspondence is a 
homoemorphism. This topology is discrete on C* = V(T), while a typical open 
neighbourhood of o E c” is given by C,,. = (x E C* U 2’ 1 x starts with w}, where 
Fig. 2. 
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w is some initial word of cr. This is the cone C, of all elements of 2* u 2”, which 
lie ‘behind’ w as seen from root o in r. Thus, C, n G” corrc qonds to Q,, n J. 
3. The combinatorics of the harmonic measure 
We shall outline how the computation of o can be based upon combinatorial 
ingredients arising from the rules of path composition. Denote by X, the random 
position of Brownian motion at time t 2 0. 
We parametrize the boundary au of each square u by the torus [O, 11, 1 = 0, in 
the obvious way, such that the northwestern, southwestern, southeastern and 
northeastern corner correspond to 0, b, 4 and $, respectively. Thus, au = 
{u} x [0, 11. Furthermore, we write a*u = U,,._?, aw and aC* = lJvEro Su. For an 
arbitrary starting point z E az*, consider the stopping times 
ro = 0, 
=rl = min{t > z,_~ 1 X, E a*u, where X,_, E au). 
By recurrence of Brownian motion, rf: is finite almost surely, and we may 
consider Zn =Xrn. This is the Browian motion observed each time when it 
reaches the boundary of a square in C* which is different from the last one 
visited. Thus, (Zn)nerm,, is a discrete-time Markov chain with state space aC*, 
which we call the Brownian random walk on l-l (In view of our parametrization of 
the squares’ boundaries, the s+cite space becomes V(T) x [0, l] = aC*. Such 
random walks, where one vertex of the graph corresponds tc more than one 
possible state, are sometimes called ‘random walks with internal states’.) Its 
transition rules are given by kernels defined on [0, l] x [0, 11, as follows: if 
u, w E C*, z E au and B c aw (a Bore1 set), then we set 
&,,.(z, B) = Pr[Z,+, E B 1 Z,, = z]. 
Note that the Brownian walk is ‘nearest neighbour’: the kernel ?“,,, is nontrivial if 
and only if u - w. 
If we set 
Kc =nin{r>O( X,EJ}, 
then rn < r, < OCR almost surely for every n, if (XJ starts at z E a2*. Thus, the 
Brownian walk on r is transient: with probability one, each vertex u of r (= set 
au) is visited only finitely many times by (Z,,). If we set Z, = X,,, then Z, can be 
considered as a random variable taking values in the space of ends of r, and 
Zn + Z, almost surely r ;= the end topLogy of r. Thus, for z c. aC*, o(z, .) is the .*A 
distribution of Z, on C”, given that Z0 = z. 
The invariance properties of Brownian motion yield the following invariance 
rules for the kernels P”,,,: 
(ij Pvi.v = c depends only on i E 2 and not on u E C*, 
(ii) Pvi,“j = 4.j depends only on i, i E 2, i #i, 
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(iii) PVt mk = cmrk depends only on i, k E 2’. . 
Finally, we also need the kernels 
(iv) PoSi, i E C. 
Several additional invariance properties hold (for example, with respect to 
rotating the squares by 90 degrees). 
There is an easy but not very effective procedure to numerically approximate 
the Hausdorff measure (or more precisely, its expectation w(“) at the squares of 
the nth generation). This procedure, called the Monte Carlo method, consists of 
generating a discrete-time approximation of Brownian motion by means of the 
random number generator of a computer, and counting the number of hits on the 
target set as time grows. However, in order to approximate o, we need a(‘*) for 
larger and larger values of n. The Monte Carlo method then becomes very 
time-consuming. We would like to sketch a way to use the Monte Carlo method 
only at the first step. relying instead on the combinatorial properties of the 
Brownian random wr?‘,k in rgenerated by the kernels Pt,.W. 
The kernels c, P,,, e.iA and P0.i are not known explicitly. These are the initial 
data which are to be numerically approximated by computer simulation based 
upon the Monte Carlo method. We now explain how the harmonic measure can 
be obtained from these initial data via finitely many algebraic equations involving 
a finite number of continuous kernels on [0, l] x [0, 11. By this we mean kernels 
K such that K(z, -) is a Bore1 measure on the torus, K(-, B) is a Bore1 
measurable function for every Bore1 subset of [0, 11, and for a continuous 
function f on the torus, K *f(z) = s K(z, du)f (u) is continuous. (Note that by 
wel!-known properties of Brownian motion, the kernels given by (i)-(iv) satisfy 
these pro&erties.) If K, and K2 are two such kernels, then we write 
K, * K,(z, -) = 
I 
K&z, du)K,(u, -) 
for their product. 
In the sequel, we shall introduce several auxiliary kernels and derive equations 
between them. All of these kernels can be interpreted as weights of certain 
families of paths in r. By a path of length n we mean a finite sequence 
Jr= [ U[,, VI,. . . , un] of successively adjacent vertices, possibly with repetitions. 
The weight of n is not a number, but a kernel: 
Wn) = k,.“, * P”,._ * - - - * Pv, ,.t,“; 
the weight of the empty path (of length zero) is I, the identity kernel (i.e., 1(z, B) 
is the Lebesgue measure of B c [0, I]). F or a set n of paths, its weight IV(n) is 
the sum of all W(n), where n E f7. In what follows, we shall introduce such 
kernels in probabilistic terms. 
For u, w E V(f), not necessarily adjacent, define the kernel &I.,# by 
F,.,(z, B) = Pr[3n ~O:Z,EB,Zk~awtlk(nIZ,,=zj, 
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where z E &J and B c aw. This is the probability that the first visit to aw of the 
Brownian walk starting at z occurs at a point of B. Observe that F,Jz, B) > 0 for 
every segment B of positive length, and that F,,, is the weight of the family of all 
paths starting at u which visit w at the last step but not earlier. 
The combinatorics of the random walk is ruled by the Markov property: the 
future depends only on the present state and not on the past. Observe that, in 
order to reach a vertex w from u, the random walk must visit every intermediate 
vertex o: then, by stopping at the first visit to au and restarting from there, we 
derive the following property. 
Whenever u lies on the shortest path from u to w in F, 
F U.W = FU.” * F”. W’ 
In particular, when starting at vertex i E 2 of I-‘, we write 4 = .F;:,O. We can 
regroup the terms according to the neighbour of i visited first to obtain 
j#i k 
and Fik.0 = &k-i* I$. Making use of the parametrization described above and the 
scale invariance of Brownian motion we obtain 
F vi.v = F;- is indepedent of u E C*. (I) 
rndeed, before reaching au from vi, the Brownian random walk on r stays inside 
the cone Cvi: now, all the cones C, are isomorphic as subgraphs of r, and the 
isomorphisms preserve the transition rules of the Brownian random walk inside 
C, (with the only exception w = o, where the transition rules goir g out of o are 
different). Thus we get a finite system of second-order equations for the kernels 
c,iEC: 
jti k 
(2) 
We write A, = {u, ~0, u I, ~2, ~3) for the pyramidal cell in r with top vertex II, 
and 3% = UweA,, aw. If we define for z E hi, B c auj 
H”i,“j(Z, B) = Pr[the first return of Z, to aA, occurs in B 1 Zo = z], 
then once more 
Hvi,vj = 4.j 
is independent of u E C*, and 
Hi.j = 
C.j if jfi; 
c& Pi,i& * Fk if j = i. 
(3) 
For u E X* and z E aC* we write z < u if z E aw, and w has u as a proper prefix, 
i.e., z lies below vertex u. We define 
L&z, B) = 5 Pr[Z, E B, Z& < u for k = 1, . . . , n 1 Z. = z], 
I1 =o 
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where z E au and B c &~i (a Bore1 set). This is the expected numb*:r of visits to B 
of the Brownian walk starting at z before it possibly returns to au. The kernel 
L,.,j is the weight of the family of all paths which start at u, never return to u and 
end up at vi. If we factor with respect to the last but one visit to A,, we obtain 
Once more by the same arguments as above. Lvi.vik = Li.ik is independent of 
u E C*. We obtain two systems of operator equations: 
Lo.k = Po.k + z Lo,j * Hj.k 9 
i 
Lt.ik = e.ik + C Li.ij 4 Hi-k- 
(4) 
Also, by Go.0 we denote the weight of the family of all paths starting and ending 
ato:forzEao, Bdo, 
G_(z, B) = 5 Pr[Z, E B I&, = z] 
ft=O 
is the expected number of visits to B of the Brownian walk starting at z. Splitting 
with respect to the first return visit to ao yields 
G 0.0 = I + C P0.i * I;I- * Go.0. (5) 
Finally, for u E C* and z E au we define 
b,(z)=Pr[Z,-QV~>O]Z,,=z]. 
We have 
b&z) = 1 - Pvi.” - C Hvi.vj(z, auj). 
Thus, also bvi = bi is independent of u E C', and 
bi=l-e*l-C H,,j*l, (6) 
where 1 is the function on [0, 11 with constant value one. 
We can now reconstruct the harmonic measure in terms of the above 
‘ingredients’. If z E i30 and u E 2* then let w”(z) denote the probability that the 
Brownian walk starting at :! hits the space of ends 2” of r (= the Cantor set) 
below u (= inside the sqL , ,iresponding to u). That is, 
o,(z) = Pr[3,,: 2, < u vn 3 n,, 1 z,, = z]. 
Ifu=i,--- i,(r>O)andwesetuk=i,---ikfork=l,...,r, theninorderto 
each u, the Brownian walk starting from z E as must pass through all the vertices 
&, k = 1, . . . , r. After reaching u, Zn must eventually stay below u. If we split 
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according to the last visit to (the boundaries of) o, ul, . . . , u,, successively, then 
we obtain 
Thus 
w” (2) = Go.0 *L,i, * Li,.i,i, * . . . * Li,_l,i, i, * b,(z). 
As the measures of the sets Cv n C” determine the harmonic measure, we see 
that the latter can be obtained on the basis of finitely many a!gebraic equations 
(3, (4) and (5) involving continuous kernels over [0, l] x [0, 11. Indeed, the 
numbers w”(z), where u runs through words of length n, are the data for 
calculating the conditional expectation o(“) of the introduction. 
4. Numerical approximations of the harmonic measure 
We now propose a method for numerical calculation of w,. Let us discretize by 
choosing a finite closely spaced set of points D in [0, 11. We carry this 
discretization over to all the squares’ boundaries. Now use Monte Carlo 
simulation to approximate the one-step transition kernels in (i-iv). The kernels in 
(i-iii) can be approximated simultaneously by choosing i = 0, simulating Brow- 
nian motion until it first hits one of the neighbours and add one to the number of 
visi:s of the point of the discretization closest to the actual hitting point. Thus, 
in,tead of the kernels, we obtain square matrices which approximate e:,, P,,,j and 
&lk * The analogous matrices when starting at square i = 1, 2, 3 instead of square 
0 can be obtained by conjugating the above matrices b;r the obvious permutaion 
matrices which describe rotations by multiples of 90 degrees. The matrices 
approximating P0.i have to be determined separately, but in the analogous way. 
Thus the Brownian walk is replaced by a random walk with discrete state 
space, where instead of the sets &J = (u} x [0, l] one has to consider {u} x D. 
The kernels in (l-5) also become square matrices, while the functions in (6) 
become vectors. The algebraic equations in (2), (4) and (5) can be numerically 
well approximated by the fixed point metiiod, using the right-hand side as the 
iteration rule. 
The discrete approximation of the harmonic measure is now obtained from (7) 
in vectorial form (indexed by the different starting points in {o} x D j. 
The reader should be aware of the fact that, to approximate o, within a chosen 
precision, this algorithm must compute n + 1 matrix products, where n is the 
length of u. Therefore numerical errors in computing the matrices L,,, could 
affect exponentially the precision of the result. Hence, these matrices should be 
computed with very high precision. This requires very fine grids in the 
discretization process, which is considerably time-consuming. 
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We have not yet tested the actual effectivity of this numerical approach. 
However, numerical approximations based solely on Monte Carlo simulations are 
likely to be even more time-consuming. These methods consist of discretizing 
Brownian motion. But the sizes of the cubes Q,,...,. decay exponentially when n 
grow, and this requires correspondingly small discretization steps. 
On the other hand, we believe that the approximation method presented here 
is the natural approach within graph-theory toward harmonic measure of 
fractals. Finally, even regardless of numerical questions, it will be of interest to 
carry out a theoretical study of discrete versions of the Brownian walk on r, 
where the sets &J are replaced by finite sets as above. 
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