In this paper, we document a positive effect of supplier-customer geographic proximity on supplier innovation.
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Introduction
A growing literature has examined various effects of supplier-customer relationships on corporate decisions.
1 While most existing studies highlight the importance of the interactions between suppliers and customers along the supply chain in corporate finance, these studies mainly focus on how supplier-customer relationships affect financial decisions. The existing literature has largely overlooked an important impact of supplier-customer relationships: their real effects on corporate investment decisions. In this paper, we focus on a special type of corporate investment -technological innovation, which is critical for a firm's long-term competitive advantages and sustainable growth (Porter 1992) . Specifically, we study how geographic proximity between a supplier and its customer (i.e., supplier-customer proximity) affects the supplier's innovation outputs.
Supplier-customer proximity could affect the supplier's innovation through a few plausible channels. First, in a seminal paper, Manso (2011) constructs a principal-agent model and proposes that timely feedback from the principal to the agent enhances the agent's innovation. In our setting, timely feedback from customers makes possible more prompt adjustment by their suppliers in the intermediate stages of R&D, which is crucial to the ultimate success of the suppliers' innovation.
Proximity between the customer and the supplier can capture timely feedback, because a short distance facilitates soft information exchange between the two parties. Despite the rapid development of transportation and communication tools, supplier-customer proximity remains important as feedback from customers often involves soft information production and transmission. Soft information, by definition, is difficult to put down on paper, store electronically, or transfer to others (Petersen and Rajan 2002) . Hence, obtaining timely feedback from customers requires the supplier's frequent, on-site, and, in many cases, face-to-face interactions with customers. In recent decades, the contribution of customer feedback becomes even more pivotal, because more and more firms engage their customers in the innovation process (Chesbrough 2006 , Prahalad and Ramaswamy 2013 , Von Hippel 2005 . We term this channel as the feedback channel.
The second plausible channel through which supplier-customer proximity affects supplier innovation is suggested by a few theoretical models on innovation (e.g., d'Aspremont and Jacquemin 1988, Kamien et al. 1992, Leahy and Neary 1997) . In these models, innovation contributes to the production process by reducing the marginal cost, and thus a supplier's incentive to innovate for its customer is closely linked to the quantity of the products (services) it produces (provides) for 1 These effects include, for example, financing cost (Cen et al. 2015a) , capital structure decisions (Kale and Shahrur 2007 , Banerjee et al. 2008 , Chu 2012 , relationship-specific investments (Kale et al. 2011) , cross-ownership (Fee et al. 2006 ), mergers and acquisitions (Fee and Thomas 2004 , Shahrur 2005 , Ahern and Harford 2014 , and financial distress (Hertzel et al. 2008) .
the customer. A short distance between a supplier and its customer reduces transportation costs and could increase the demand from the customer. Therefore, these theories predict that suppliercustomer proximity motivates supplier innovation through increased demand from the customer.
We term this channel as the demand channel.
The third plausible channel is related to the agglomeration effect documented in the literature.
Suppliers and customers, when they locate close to each other, may share important factors in the production process, such as intermediate inputs, talent pools, and natural resources (e.g., Orlando 2004) . Numerous studies have shown that the agglomeration effect has important implications for industrial organization and can, under certain circumstances, generate equilibrium growth paths for the economy as a whole. The agglomeration effect could enhance suppliers' innovation and it diminishes with distance, which may make supplier-customer proximity an important determinant of supplier innovation. We term this channel as the agglomeration channel.
There are also other channels at play. For example, a recent study by Dasgupta et al. (2015) documents that a tight social connection between managers in the supplier and customer firms helps mitigate hold-up problems and improves supplier innovation. Since managers located in proximate regions have more opportunities to communicate, a short distance between a supplier and its customer can create a tight social connection, which in turn enhances supplier innovation.
We term this channel as the connection channel.
Identifying a causal effect of supplier-customer proximity on supplier innovation is challenging.
The location choices of suppliers and customers are likely endogenous and are affected by unobservable firm characteristics and economic conditions. Hence, a correlation between supplier-customer proximity and supplier innovation may tell us little about causality. We overcome this identification challenge by exploiting plausibly exogenous shocks caused by customer relocations. Specifically, we notice that, in the Compustat segment customer database, customers are much larger than their suppliers (often more than 100 times larger). Hence, it is reasonable to believe that large customers are unlikely to change their locations in response to factors related to their suppliers that are much smaller. This feature allows us to use customer firm relocations as plausibly exogenous shocks to the geographic proximity between suppliers and customers.
Using a generalized difference-in-differences method, we find that the geographic proximity between the supplier and its major customer has a positive effect on the quantity, quality, and efficiency of supplier innovation, measured by patent counts, the number of citations per patent, and the ratio of patent counts to the R&D investment accumulated (and depreciated) over the last five years, respectively. We verify that our baseline results are robust to using alternative proximity measures, such as the inventor-location based distance (Lychagin et al. 2016) , the shortest point-to-point traveling time (Catalini et al. 2016 , Giroud 2013 , and a binary distance measure which is designed to capture the possible non-linear effect of proximity on innovation (e.g., Alam et al. 2014 , Knyazeva et al. 2013 , Malloy 2005 . We also confirm that about 70% of firm inventors in our sample work in corporate headquarters that are affected by relocations, and therefore the exogenous shocks we employ are likely to result in substantial relocations of these key innovation employees as well.
To further establish causality, we address various concerns of our baseline identification strategy.
First, while customers are much larger than their suppliers and hence customers are unlikely to relocate simply for reasons related to the innovation of suppliers, we cannot completely rule out this possibility if we do not exactly observe customer relocation reasons. To address this concern, we manually collect exact reasons of customer relocations. We exclude customer relocations caused by reasons that are potentially related to suppliers. Our main results remain similar for the sample of exogenous relocations.
Second, one potential concern is that customer relocations could be correlated with local economic or social conditions that affect supplier innovation, which may not be stated in customers' public announcements and hence cannot be captured by our tests above. To address this possibility, we add state-year fixed effects in our baseline regressions. Including state-year fixed effects control for any time-varying, state-level confounding factors. The baseline results remain robust to the inclusion of state-year fixed effects.
Third, customers that change their locations may also experience structural changes, which can potentially affect their business with suppliers. If such structural changes correlate with changes in proximity caused by relocations, they may bias our results. We calculate partial correlations between distance and lagged, contemporaneous, and lead customer characteristics. We find that the partial correlations are all economically small and statistically insignificant, suggesting that the structural changes, if ever exist, are unlikely to be correlated with the changes in proximity and bias our results.
We do further identification attempts through three falsification tests. In the first two falsification tests, for each pair of supplier and customer in our sample, we create a fictitious customer (supplier) by finding a matched non-customer (non-supplier) firm. We find that the effect of proximity between a supplier (customer) and the fictitious customer (supplier) on innovation is mixed and statistically insignificant. We conduct a third falsification test based on the timing of exogenous shocks. Specifically, we obtain the empirical distribution of customer relocation time in our sample and then randomly assign the relocation time (without replacement) to each customer that relocates in our sample period. This approach maintains the distribution of relocation time but disrupts the proper assignment of customer relocation time. We find that these falsely assumed customer relocations have no effect on supplier innovation.
All these findings suggest that there exists a positive, causal effect of supplier-customer proximity on supplier innovation. Next, we examine plausible underlying channels through which customersupplier proximity affects supplier innovation we proposed above. We first examine the feedback channel. Since customer feedback is difficult to measure directly from the data, we perform three tests that are closely linked to the feedback channel. In particular, if customer feedback is truly one of the underlying driving forces, we expect geographic proximity to have a more pronounced effect on supplier innovation when the customer itself is more innovative and when the customer and its supplier are closer in technological space. This is because customer feedback is more relevant and informative in such circumstances. Consistent with our conjecture, we find that the effect of geographic proximity on supplier innovation is stronger when customers have larger R&D expenditures and innovation output. We also find that the effect of proximity on supplier innovation is stronger when the supplier and the customer are closer in technological space. Meanwhile, if customer feedback enhances supplier innovation, it could also lead to more frequent citations of customer patents by the supplier. Indeed, we find that when a customer relocates closer to (away from) a supplier, the supplier's citations to this customer's patents increase (drop) while its citations to other patents remain unaffected. These findings provide evidence that is consistent with the feedback channel.
We next examine the demand channel. We create a measure, customer share, that is defined as a supplier's sales to a given customer divided by the supplier's total sales in the same year. A higher customer share therefore implies a stronger demand from the customer. We include customer share and its interaction with the proximity measure in the baseline regression. We find that the loadings on the interaction term are highly significant and economically large, suggesting that our results are much stronger for customers whose demand constitutes a larger fraction of the supplier's total sales. This evidence is consistent with our conjecture that supplier-customer proximity facilitates innovation through enhanced demand from the customer.
Then, we test the agglomeration channel by exploring a unique feature of the agglomeration effect. Specifically, agglomeration is a local effect and it mainly affects firms in the same area. As a result, if agglomeration channel is driving our findings, then our results should become much weaker if we drop the customer relocations in which the customer is either moving to or moving away from the metropolitan areas where the supplier locates. In contrast, we find that our results remain unchanged after these observations are excluded from the baseline regression. This evidence suggests that the positive effect of geographic proximity on supplier innovation is unlikely driven by the agglomeration channel.
Finally, we control for the social connection measure constructed by Dasgupta et al. (2015) in our baseline regression and our results remain robust to the inclusion of the measure that captures social connections between supplier and customer managers, suggesting that the connection channel is not driving our findings.
This paper contributes to three strands of literature. First, it is related to the literature that examines the effect of geographic proximity on productivity and innovation. Eaton and Kortum (1996) construct and estimate a model of how innovation affects economic growth. In their model, geographic proximity affects the diffusion of ideas. Adams and Jaffe (1996) , Lychagin et al. (2016) , and Keller (2002) investigate how R&D spillovers affect productivity at the plant-level, firm-level, and country-level, respectively. Orlando (2004) provides evidence that geographic localization of R&D spillovers may be partially driven by other agglomerative forces. These studies focus on how innovation spurs productivity through the channel of R&D spillover and the geographic proximity facilitates the spillover. Our paper contributes to this literature by documenting how geographic proximity enhances firm innovation. To this end, our paper is closely related to Catalini et al.
(2016) who document that a reduction in travel cost significantly enhances scientific collaboration and innovation. Our paper, however, focuses more on how the effects of geographic proximity on innovation take place through the supply chain.
Second, our paper contributes to the emerging literature on finance and innovation. The theoretical work by Ferreira et al. (2014) (Acharya et al. 2013 ,Bradley et al. 2017 , stock liquidity (Fang et al. 2014) , banking competition (Cornaggia et al. 2015) , firm boundaries (Bena and Li 2014, Seru 2014), management compensation (Baranchuk et al. 2014) , financial development (Hsu et al. 2014) , governance (Chemmanur and Tian 2017) , non-executive compensation (Chang et al. 2015) , Brav et al. (2017) , and analyst coverage (He and Tian 2013) . However, the existing literature has ignored the important role played by timely feedback in motivating innovation, as discussed in Manso (2011) . Our paper provides the first empirical analysis of the feedback mechanism and highlights the importance of timely feedback and intensive interactions and collaborations between customers and suppliers in enhancing innovation.
Third, our paper contributes to a broader literature on the role of supply chain relationships in corporate finance. One group of this literature examines how corporate financing and investment decisions affect supply-chain relationships, such as anti-takeover measures (Cen et al. 2015b ), mergers and acquisitions Thomas 2004, Shahrur 2005) , cross ownership (Fee et al. 2006) , and financial distress (Hertzel et al. 2008) . The other group of literature examines how suppliercustomer relationships may affect corporate financing decisions, for example, capital structure (Banerjee et al. 2008 , Kale and Shahrur 2007 , Chu 2012 ) and the cost of debt (Cen et al. 2015a ).
However, the impacts of supplier-customer relationships on corporate real decisions are not well explored, with the only exception of Kale et al. (2011) , who investigate how CEO risk-taking incentives affect the motives of customers and suppliers to engage in relationship-specific investments.
Our paper tries to fill the gap by examining how supplier-customer proximity affects corporate innovation, an important real decision a firm has to make to keep its competitive advantages.
The rest of the paper is organized as follows. Section 2 describes the data and sample construction. Section 3 presents the baseline results with various tests to address the endogeneity problems.
Section 4 examines possible underlying mechanisms, and Section 5 concludes.
Data and Sample Construction
The sample
Our sample consists of all supplier-customer pairs that can be identified in Compustat between 1976 and 2009. We exclude utility firms (SIC code from 4900 to 4999) and financial firms (SIC code from 6000 to 6999) from our sample because these two industries are highly regulated. We also exclude non-innovative firms that file zero patents throughout our sample period. According to the FASB 14 (1976) and 131 (1997) , public firms are required to disclose customers who account for at least 10% of total sales, which allows us to identify major customers for a given firm.
A practical difficulty is that, while these disclosures are available in the Compustat segment files, the primary customers are only reported with abbreviated names without any other identifiers.
To address this problem, we use a method similar to that of Fee and Thomas (2004) Table 2 , the number of relocations is almost evenly distributed over time, and does not appear to exhibit a strong correlation with business cycles or other economic conditions. The relocations are not clustered geographically either, so firms in our sample are not moving into or out of some specific areas.
We use the relocation data constructed above to test the effect of supplier-customer proximity on supplier innovation in our baseline regressions. A common concern of this identification strategy is that customers' relocations may be endogenous and be possibly related to their suppliers. Therefore, it is important to understand the exact reasons for corporate relocations. To this end, we search news from Factiva, LexisNexis, and corporate websites for the exact reasons of customer relocations.
2 Since within-city relocations do not create meaningful changes in distance, we use them as a falsification test reported in Panel A of Table 8 . As expected, the within-city relocations which do not create significant changes in distance have no effect on supplier innovation.
Among all the relocation cases, we are able to find relocation reasons for 45 cases. We summarize these relocation reasons into 9 main categories in Based on the augmented patent database, we construct two measures for innovation output. The first measure is the number of patent applications filed in a year that are eventually granted. This measure captures the quantity of innovation output. To capture the quality of innovation output, we construct a second measure by counting the total number of future citations a patent receives in subsequent years.
Following the existing literature, we adjust the output measures for two types of truncation problems. The first truncation problem arises as patents appear in the database only after they are granted and it may take several years for the USPTO to approve a patent. For example, if one firm files a patent application in 2009 and it is approved in 2011, the patent will not be included in our measure of patent output in 2009. To adjust this truncation bias, we follow Hall et al. (2001) to use the "weight factors" computed from the application-grant empirical distribution to adjust patent counts. The second truncation problem arises as patents keep receiving citations over a long period, but we only observe the citations received up to 2010. We follow Hall et al. (2001) to adjust the truncation bias in citation counts by using the citation-lag distribution.
In addition to the two innovation output measures described above, we construct an innovation efficiency measure, which captures innovation output per unit of input, in which the innovation input is measured by R&D capital accumulated over the previous five years. Specifically, we follow Hirshleifer et al. (2013) to define accumulated R&D capital as the sum of R&D investment that is depreciated by an annual rate of 20% in the previous five years.
Finally, as previous literature shows, patent counts and citation counts are right skewed. We therefore use the natural logarithm of one plus patent counts (LnPatents), one plus citation counts (LnCites), and one plus innovation efficiency (LnIE ) as the innovation measures in our analysis. Though it is common in the literature to use corporate headquarters as the main location of firm production and operation (e.g., Barrot and Sauvagnat 2016), one potential concern is that not all firm activities are concentrated at the headquarters locations. To address this concern, we check whether innovation activities are concentrated at the firm's headquarters. We collect individual inventor data, especially the inventor location information, from the HBS patent and inventor database, and then calculate the distance from an inventor's location to the firm headquarters location. We find that: (1) the median inventor-to-headquarters distance for supplier firms is about 22 miles, and about 70% of supplier inventors live within 120 miles (about two hours' drive) to supplier headquarters. (2) the median inventor-to-headquarters distance for customer firms is about 30
miles, and about 60% of customer inventors live within 120 miles to customer headquarters. These results suggest that most innovation activities do concentrate at firm headquarters, and therefore it is reasonable to use the distance between the headquarters of supplier firms and customer firms to measure the ease of timely feedback from customers to suppliers.
As additional robustness checks, we construct three alternative measures of geographic proximity.
The first alternative proximity measure follows Lychagin et al. (2016) which explicitly takes into account the distribution of inventor locations. We retrieve inventor address information from the HBS patent database and use those addresses to compute a weighted average distance among inventors in the supplier firm and those in the customer firm. The advantage of this measure is that 3 We describe the details of distance calculation in the Appendix it captures the effect of proximity at the inventor level instead of the corporate headquarters level.
The second alternative measure follows Catalini et al. (2016) and Giroud (2013) that consider the ease of traveling. For example, due to direct flights among large cities, traveling between large cities takes less time than traveling between small cities, even if the geographic distance between large cities may be longer than that between small cities. Using data from the Bureau of Transportation Statistics T-100 Form, we define a minimum point-to-point traveling time as the shortest duration of traveling between the headquarters of the supplier and that of the customer among all possible routes, including local travel time from/to the airport and flight duration. This measure allows us to gauge the actual cost of distance more accurately. The third alternative proximity measure we use acknowledges that the effect of proximity might be non-linear. Hence, following Alam et al.
(2014) among others, we define a dummy variable that equals one if the supplier is more than 200 miles away from the customer and zero otherwise. We use these alternative proximity measures in the baseline regressions to check the robustness of our main findings.
We follow the existing literature and control for a vector of firm characteristics that may affect a firm's innovation output. The control variables include R&D (R&D expenditure divided by total assets), LnAssets (natural logarithm of total assets), ROA (operating income divided by total assets), Q (market value of assets divided by book value of total assets), Leverage (total debt divided by market value of assets), Sales Growth (growth rate of sales), Cash (cash holdings divided by total assets), Tangibility (total property, plant, and equipment divided by total assets),
Cap Ex (capital expenditures divided by total assets), LnAge (natural logarithm of years listed in Compustat). In some specifications we also include customer characteristics, which are similarly defined as the supplier variables. To gauge the strength of the supplier-customer relationship, we also control for a pair-specific variable, customer share (the customer's demand of the supplier's output divided by the supplier's total sales). We report all variable definitions in Table 1 . Table 3 provides summary statistics of the variables used in this study. An average supplier produces about 14 patents a year, and each patent receives 9 future citations. These numbers are higher than those typically reported in previous innovation studies using Compustat firms for two possible reasons. First, we focus only on innovative suppliers, i.e., suppliers produced at least one patent over the sample period. Second, by construction, suppliers in our sample have large customers and are more likely to make relationship-specific investment (Kale and Shahrur 2007 , Banerjee et al. 2008 , Chu 2012 , which results in a higher level of innovation output.
Summary statistics
The average distance between a supplier and its customer is 912 miles with a standard deviation of 897 miles. Customer relocations lead to significant changes in the proximity between customers and their suppliers: In the subsample of relocations in which customers move closer to their suppliers, average distance reduces by 460 miles, and in the subsample of relocations in which customers move away from their suppliers, average distance increases by 250 miles. Both of them are sizable compared with the average distance between suppliers and customers in our sample.
All firm characteristics are comparable to those reported in existing studies. Comparing the summary statistics of variables of suppliers with those of customers, one observation stands out -customer firms are much larger than supplier firms, and in fact they are about 120 times larger than supplier firms on average. This feature of the data is critical for our identification strategy because these large customers are unlikely to change headquarters locations simply due to factors related to their much smaller suppliers.
Empirical Results
In this section, we first discuss our baseline specifications and present the baseline results in a general difference-in-differences framework. We then address some potential concerns regarding our identification strategy. We also conduct a variety of falsification tests, lending strong support to our baseline results.
Baseline specifications and results
Identifying the causal effect of supplier-customer proximity on supplier innovation is challenging, because geographic concentration and economic outcomes are often jointly determined. Specifically, in our setting, location choices of suppliers or customers and innovation activities could be simultaneously determined by some unobservables, leading to biased inferences from the standard Ordinary Least Squares (OLS) regressions in which innovation measures are regressed on proximity measures.
To help establish causality, our baseline identification uses a difference-in-differences approach that explores customer headquarters relocations as a plausibly exogenous shock to the geographic proximity between suppliers and their major customers. Our identification strategy relies on one critical feature of the US supplier-customer relationships observed in the Compustat segment customer database, that is, customers in our sample are much larger than their suppliers (more than 100 times larger on average). Arguably, headquarters relocation decisions made by those large customers are unlikely to be driven by their suppliers that are much smaller in size.
Specifically, we estimate the following model:
where i indexes supplier firm, j indexes customer firm, and t indexes time. The dependent variable in this model is our measure of the supplier's innovation quantity (LnPatents), quality (LnCites), or efficiency (LnIE ), measured at τ = t + 1, t + 2, or t + 3. X ijt is a vector of supplier and customer characteristics. We include both the year fixed effects, Y ear t , and supplier-customer pair fixed effects, P air ij , in our regressions. This specification is a generalized difference-in-differences specification because the variation in LnDistance ijt only comes from the supplier-customer pairs in which customer headquarters relocations occur. For supplier-customer pairs in which customers' headquarters locations remain unchanged in our sample period, LnDistance ijt is time-invariant.
We report the regression results estimating Equation 1 in Table 4 . Columns (1)- (3) show the regression results for innovation quantity, LnPatents, in years t + 1 to t + 3. The coefficient estimates on LnDistance are all negative and statistically significant, suggesting a negative effect of the geographic distance between the supplier and its major customers on the supplier's future innovation patent counts. The economic effect is sizeable: a one standard deviation increase in distance from its mean leads to a 7% decrease in the number of patents filed in the next year. The results in column (2) and (3) suggest that the effects extend to patent filings in the next two years.
Columns (4)- (6) show the results for innovation quality measured by patent citations (LnCites).
Since the dependent variable is only well defined if the supplier produces at least one patent in the corresponding year, we therefore exclude all firm-year observations in which the supplier does not produce any patent. The coefficient estimates on LnDistance are again negative and statistically significant in all three columns, suggesting that a long distance between a supplier and its major customer negatively affects the quality of its patents generated in the subsequent years. The effect is also economically large: a one standard deviation increase in the distance from its mean leads to a 12.5% decrease in the number of citations per patent in the following year.
Lastly, columns (7)- (9) report the results for innovation efficiency, which is measured by innovation output (patents) per unit of innovation input (R&D stock). We exclude all firm-year observations in which the supplier has zero total R&D expenses over the last five years because the accumulated R&D expenses appears on the denominator of the innovation efficiency measure. The coefficient estimates on LnDistance are negative in all three columns and are statistically significant in columns (8) and (9). The evidence suggests that a supplier's distance from its major customers negatively affects the supplier's innovation efficiency, especially in two and three years.
Overall, our baseline results show that the distance between a supplier and its major customer has a significant effect on the supplier's innovation output. Suppliers' innovation quantity, quality, and efficiency all rise significantly after their major customers relocate closer to them. The effect is persistent in the next three years following the relocation, suggesting that the effect of changes in supplier-customer proximity on supplier innovation activities and output is long-lasting.
Alternative proximity measures
In our baseline results, we use the geographic distance between a supplier and its major customer as the main variable of interest. In this section, we construct three alternative proximity measures and examine whether our findings are robust to these alternative measures.
3.2.1. Inventor-distribution based proximity measure We construct the first alternative measure following the idea proposed in Lychagin et al. (2016) . The intuition is that some plausible channels we discuss before (e.g., feedback channel and agglomeration channel) rely on the proximity between inventors rather than corporate headquarters. Hence, it is important to consider inventor locations. We retrieve inventors' address information from the HBS patent database and create the measure as follows. Suppose that there are K geographic regions, k = 1, 2, ..., K. Let F G ik be the fraction of firm i's inventors that are located in region k. We define the inventor-distribution based distance between firm i and firm j as:
where d kl is the Euclidean distance between regions k and l, and the weight w ijkl is a function depending on the F G ik 's:
This measure computes a weighted average of geographic distance based on the distribution of inventors in the supplier and customer firms.
To show that the inventor-distribution based distance measure in fact affects supplier innovation, we run regressions of the innovation measures on LnInvDist. The results are presented in Panel A of Table 5 . 4 The coefficient estimates on LnInvDist are all negative and statistically significant, which is consistent with our baseline results. This test suggests that our main results are robust to an alternative inventor-distribution based distance measure.
Minimum point-to-point traveling time
Given that the average distance between a supplier and its customer in our sample is about 900 miles, one may argue that the minimum point-to-point traveling time is a better measure of the cost or friction induced by geographic distance (see e.g., Catalini et al. 2016 , Giroud 2013 . We therefore compute the minimum pointto-point traveling duration between the supplier and the customer and use it as an alternative measure of geographic distance.
We construct this alternative measure using data from the US Department of Transportation's Bureau of Transportation Statistics T-100 Form. We define minimum point-to-point traveling time
as the shortest duration of traveling between the headquarters of the supplier and that of the customer among all possible routes, including local travel time from/to the airport and flight duration.
Not surprisingly, the minimum point-to-point traveling duration is highly correlated with geographic distance, with a correlation of 0.93 in our sample. The average minimum point-to-point traveling duration is 182 minutes (i.e., about 3 hours) with a standard deviation of 96 minutes.
The median is slightly lower at 153 minutes.
We then rerun our baseline regression, replacing the geographic distance with the minimum point-to-point traveling duration. We report the results in Panel B of Table 5 . The main variables of interest, the coefficients on the logarithm of minimum point-to-point traveling time, are all negative and statistically significant. This finding confirms that our baseline results are robust to the distance measure constructed based on the minimum point-to-point traveling time. To test whether our findings are robust to the discretized measure of distance, we define a dummy variable to indicate whether the distance between a supplier and its customer allows for easy face-to-face soft information production. We define the dummy variable to be one if the distance is larger than 200 miles and zero otherwise. Panel C of Table 5 presents the results. Consistent with our main findings, when customers relocate into (out of) the soft information production zone of their suppliers, suppliers' innovation activities and output increase (decrease).
Distance dummy measure
Overall, the above tests confirm that our baseline results are robust to alternative proximity measures that meant to capture the distribution of inventors, the actual cost of traveling, and the non-linearity effect of proximity, respectively.
Additional identification attempts
In this subsection, we undertake additional analyses to address several potential concerns regarding the identification strategy adopted in our baseline regressions.
We first show that our baseline results continue to hold when we restrict our analysis to a subsample in which the reasons of customer relocations can be clearly identified as exogenous. We then control for local economic conditions that can possibly create spurious correlations between the supplier-customer distance and suppliers' innovation. We also show that the results are unlikely driven by structural changes of the customers accompanying headquarters relocations.
Next, we conduct three falsification tests to demonstrate that the positive effect of suppliercustomer proximity on supplier innovation identified in the baseline analysis is absent when we artificially assign supplier-customer pairs or artificially assign customer relocation years.
Finally, we adopt an independent identification strategy to verify our main results. We follow Catalini et al. (2016) and Giroud (2013) and use the addition of airline routes between the supplier and customer headquarters as plausibly exogenous shocks to supplier-customer proximity. This identification strategy delivers consistent findings to our baseline results.
3.3.1. Addressing endogenous customer relocations The key identification assumption in our baseline tests is that customers' relocation decisions are uncorrelated with factors that may potentially affect a supplier's innovation activities. Though the large discrepancy in size between the customers and their suppliers helps mitigate this concern, we cannot completely rule out this possibility without knowing the exact reasons of customer relocations. We thus search through different sources such as Compact Disclosure, Corporate Library, and the Fortune Magazine to manually collect the reasons of corporate headquarters relocations of customer firms. As discussed in Section 2.1, we are able to find relocation reasons for 45 cases, and we summarize the relocation reasons into 9 main categories in Table 2 . Among these categories, three categories-moving close to suppliers, local government incentives, and reducing travel cost-are potentially related to supplier unobservable characteristics. We exclude the relocation cases falling into these three categories and the relocation cases for which we cannot clearly identify their moving reasons.
We then re-estimate Equation 1 in this restricted sample and report the results in Panel A of Table 6 . Similar to Table 4 , we report results for innovation quantity (LnPatents) in columns (1)-(3), innovation quality (LnCites) in columns (4)-(6), and innovation efficiency (LnIE ) in columns (7)-(9). The coefficient estimates on LnDistance are negative and significant at the 5% or 1% level in all regressions, and their magnitudes remain similar and economically sounded. This finding suggests that our baseline results are unlikely driven by customer relocation decisions that are correlated with supplier innovation activities.
One remaining concern is that even if we exclude customer relocations for stated reasons that are likely to be correlated with supplier innovation activities, customers may still move due to reasons that are not publicly stated but are related to supplier innovation. Local economic conditions, for example, could be such an unstated relocation reason.
To address this concern, we add State × Year fixed effects in our baseline regressions. Including Table 4 , although we lose statistical significance in three out of 9 specifications.
Customer structural changes accompanying headquarters relocations
Although we argue that customer headquarters relocation decisions are unlikely to be directly related to their suppliers, it is possible that customer headquarters relocations are accompanied with structural changes in customer characteristics. These structural changes can potentially affect supplier innovation through changes in the customers' demands for suppliers' output. If these structural changes are meanwhile correlated with customer headquarters relocations, they may raise a concern on our identification strategy. We therefore first examine whether customer headquarters relocations are possibly accompanied with customer firm structural changes. We then examine whether the structural changes, if exist, are likely to be correlated with changes in distance.
We first compare key customer firm characteristics one year before and one year after headquarters relocations to examine whether headquarters relocations are possibly accompanied with structural changes. We present the results in Panel A of Table 7 . Except for return on assets (ROA) and capital expenditures (Cap Ex ), other customer characteristics do not change significantly after headquarters relocations. The results appear to suggest that most relocations are not accompanied with firm structural changes. Though the drops in ROA and investment could be temporary (i.e., caused by the interruption to operation during the process of headquarters relocation), they can still pose a challenge to our identification if decreasing operating performance and capital expenditure or other unobservable changes are correlated with supplier-customer proximity.
To examine whether potential structural changes accompanying customer relocations are likely to be correlated with the distance between suppliers and customers, we calculate the partial correlation of the distance with lagged, contemporaneous, and lead customer characteristics using a similar regression framework as in our baseline analyses. Specifically, we run regressions as follows:
where Y jτ is a vector of customer characteristics measured at τ , and τ takes the value of t − 1, t, t + 1, t + 2, or t + 3. The specification also includes the year fixed effects and pair fixed effects, which ensures that we are calculating the partial correlation between customer characteristics and relocation-induced distance changes. Notice that we are only looking for partial correlation but not causality. Therefore we are not concerned about look-ahead bias when we put lead variables on the right hand side.
We present the results in Panel B of Table 7 . None of the coefficient estimates are statistically significant. The results suggest that even if customer headquarters relocations are accompanied with some structural changes, these structural changes are unlikely to be correlated with changes in distance. Therefore, our baseline estimates are not biased by these structural changes.
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Finally, to further address the potential effects of structural changes, we add a broad set of customer characteristics to our baseline regressions. If the structural changes are captured by these customer characteristics, controlling for these characteristics should mitigate the confounding effect of structural changes. The results are presented in Panel C of Table 7 . With additional customer characteristics, the coefficients on LnDistance remain negative and statistically significant, which further suggests that the baseline results are unlikely driven by customer structural changes accompanying with their headquarters relocations.
Falsification tests
In this subsection, we conduct three sets of falsification tests to provide further evidence to support our main findings.
First, in our regressions above, we exclude all within-city relocation cases and only keep cross-city relocation cases. Our argument is that only cross-city relocations create meaningful changes in the distance between suppliers and customers and therefore affect supplier innovation. This rationale constructs the first set of falsification test for our baseline results. That is, our results should not hold for the subsample of within-city relocations because these relocation cases do not change the supplier-customer distance significantly. We rerun our baseline regressions using within-city relocation cases and report the results in Panel A of Table 8 . As expected, none of the coefficients are significant, suggesting that it is the change in distance rather than the relocations per se that affects supplier innovation.
Second, if supplier-customer proximity truly affects the suppliers' innovation, this effect has to take place through the real supplier-customer pairs. In other words, we shall not expect to observe any correlation between a firm's innovation output and its distance from another firm that is not its customer. We conduct the second set of falsification tests with two exercises to verify this conjecture. In the first exercise, for each supplier-customer pair observed in data, we take the customer as given and artificially assign a supplier for it. We select the fictitious supplier from the firms that are in the same state, in the same 3-digit SIC industry, and have the closest total assets as the real supplier. The match is performed at the time when the real supplier and its customer first report their supplier-customer relationship. We then follow the fictitious supplier-customer pair for the same number of years of the real supplier-customer relationship. We re-estimate Equation 1 for the sample of fictitious supplier-customer pairs. Because the fictitious supplier is in the same state as the real supplier, if our main results are driven by local economic conditions, we should still observe the effects on this falsification test. We report the results in Panel B of Table 8 . In all columns, the coefficient estimates on LnDistance have mixed signs and almost all of them are insignificant.
In the second exercise, we take the supplier as given and artificially assign a customer for it.
The fictitious customer matches the real customer observed in data in the same industry and have the closest total assets. We rerun the regressions estimating Equation 1 using the geographic distance between the supplier and the fictitious customer firm. We report the results in Panel C of Table 8 . In all columns, the coefficient estimates on LnDistance have mixed signs and none of them is statistically significant. These two exercises suggest that our baseline results are absent in artificially assigned supplier-customer pairs, supporting our argument that it is the timely feedback provided by customers to their suppliers that drive our baseline results.
Finally, there still exists a potential concern that an omitted variable coinciding with customer relocations could be the true underlying cause of changes in supplier innovation. If this is the case, then the changes in supplier innovation we attribute to customer headquarters relocations reflect merely an associations rather than a causal effect. Our baseline identification strategy employs shocks (customer relocations) that affect different firms at different times. Hence, it is unlikely that an omitted variable unrelated to customer relocations would fluctuate every time (or even most of the times) customer relocation occurs. Therefore, our strategy of using multiple shocks due to customer relocations over time mitigates this concern. To further rule out this possibility, we conduct the third set of falsification test.
Specifically, we begin by obtaining an empirical distribution of the relocation timing of customers in our sample. Next, we randomly assign the customer relocation timing (without replacement) to the customers that actually relocate their headquarters during our sample period. This approach maintains the distribution of customer relocation years from our baseline specification, but disrupts the proper assignment of customer relocation years. Therefore, if an unobservable shock occurs at approximately the same time as the customer relocation years, it should still reside in the testing framework, and thus have an opportunity to drive the results. However, if no such shock exists, then our incorrect assignments of customer relocation years should weaken our results when we re-estimate the baseline tests, because intuitively the changes in supplier innovation well before or well after the year of customer relocations should not be systematically correlated with the changes in the distance occurred at the year of relocations.
We report the results in Panel D of Table 8 . Almost all of the coefficient estimates on LnDistance are statistically insignificant and the magnitudes of coefficient estimates are also small. These nonresults corroborate the notion that our paper's main results are not driven by the omitted variable problem.
In addition to the falsification tests above, our results remain robust if we control for additional supplier and customer characteristics in the regressions. In fact, the magnitudes of the coefficients on LnDistance do not change much when we use different sets of control variables. However, standard errors do change when we increase or decrease the number of control variables, which further suggests that customer relocation decisions are likely exogenous (Roberts and Whited 2013).
3.3.4. Additional identification attempt Our main identification strategy relies on the exogenous shocks to supplier-customer proximity caused by customer relocations. Customer relocations change the geographic distance between a supplier and its customer. In this subsection, we explore another identification strategy following Catalini et al. (2016) and Giroud (2013) . Specifically, we examine how the addition of a new airline route that reduces the traveling time between the supplier and its customer affects the supplier's innovation. In this setting, the geographic distance between a supplier and its customer does not change, but the effective cost and friction caused by distance changes when traveling by air becomes more convenient after a new airline route between the supplier and its customer is added.
We collect airline route data from the T-100 Domestic Segment Database and the ER-586 Service Segment Data. We then identify the introduction of new airline routes that reduces traveling time between headquarters of the supplier-customer pairs. We are able to identify 104 cases, which reduce the travel time between the supplier-customer pairs significantly.
We then undertake a difference-in-differences regression analysis:
where the independent variable T reatment equals one if a new airline route that reduces the traveling time between the supplier and the customer is added, and zero otherwise. Table 9 reports the results estimating Equation 3. Consistent with our baseline results, the difference-in-differences estimates (i.e., the coefficients on T reatment) are all positive and statistically significant, suggesting that reducing air travel time between suppliers and customers enhances supplier innovation.
Possible Mechanisms
In this section, we explore possible economic mechanisms through which the geographic distance between a supplier and its major customers affects supplier innovation. We examine four plausible channels, namely, the feedback channel, the demand channel, the agglomeration channel, and the social connection channel.
Investigating economic channels is challenging in our setting, because not all channels are easily observable and measurable in the data. Hence, our goal in this section is to provide suggestive evidence that could help advance our understandings of these channels.
The feedback channel
Feedback from customers is unobservable in the data, so we cannot create a direct measure to capture feedback and investigate its effect in our setting. In this section, we explore the feedback channel by performing a few tests that are closely related to the quality and relevance of customer feedback, trying to provide some supporting evidence of this channel.
If it is the feedback from customers that drives our findings, we should expect to observe significant cross-sectional heterogeneity in the results when the importance of customers' feedback varies across firms. In particular, we expect the results to be stronger if
(1) The customers are more innovative by themselves; or (2) The customers and suppliers employ closely related technologies.
Conjecture (1) is intuitive as illustrated in a simple example: though both general retailers and auto producers could be big customers of tire producers, feedback provided by auto producers will be more valuable in improving the tire producers' innovation than that provided by general retailers. This is because auto producers, who are presumably more innovative than general retailers, know much better what improvement in tires will enhance the performance of autos given their own experiences in producing and improving autos.
The importance of conjecture (2) is motivated by Jaffe (1986) , who shows that the effect of knowledge spillovers is stronger between firms that are close in technological space. In our context, if the distance affects supplier innovation through the customers' timely feedback (i.e., more knowledge spillovers from customers to suppliers), the effect should be stronger if the supplier and the customer are close in technological space.
To test the first conjecture, we add two interaction terms in our baseline regressions: the interaction between LnDistance and customer R&D expenditures and the interaction between LnDistance and the number of patents the customer has. We use customers' R&D expenditure and their patent counts to capture their own innovation intensity.
We present the results in Panel A of Table 10 . The coefficient estimates on the interaction terms are negative in all columns and statistically significant mainly in regressions in which innovation efficiency is examined. These results suggest that the effect of LnDistance on supplier innovation efficiency is stronger when the customers themselves spend more on R&D or produce more innovation output. The evidence is consistent with the argument that timely feedback from the customer affects supplier innovation more when timely feedback is more important.
To test the second conjecture, we construct a measure of technological proximity following Bloom et al. (2013) . They propose a Mahalanobis measure to capture the technological proximity, which is defined as follows:
where S is a column vector, and each element of S is the ratio of the number of supplier's patents granted in the last three year in a patent class to the total number of supplier's patents granted in the last three years. The column vector C is similarly defined for customer's patents. Ω is a weighting matrix (See the online appendix of Bloom et al. (2013) The Mahalanobis measure improves the Jaffe's measure (Jaffe 1986 ) by allowing for spillovers across technology fields. We then add the interaction term between LnDistance and Technology Proximity to our baseline regressions, and present the results in Panel B of Table 10 . The coefficient estimates on the interaction term are negative and are statistically significant in most specifications.
Theses results suggest that the effect of LnDistance on supplier innovation is more pronounced if the supplier and the customer are closer in technological space. Together with the notion that technological proximity facilitates knowledge spillovers (Jaffe 1986 ), this evidence is consistent with the argument that timely feedback from customers to suppliers has a larger effect on supplier innovation when such feedback is more relevant and of high quality.
The last test we conduct is related to the patent citation. Intuitively, customer feedback is likely to be related to the customers' own patents. This is especially true when customers guide their suppliers in the innovation process and rely on the suppliers to innovate and create new intermediate inputs for their production needs. For example, when Boeings' suppliers follow Boeing's feedback to conduct R&D and innovate, they have to abide with Boeing's standards, most of which are patented. Therefore, as more customer feedback gets incorporated into the supplier's innovation process, we expect to see the supplier to cite more frequently the customer's patents in its own patents. Feedback from one customer, however, should not affect the supplier's citation to other patents that are not generated by the customer.
To test this prediction, for each supplier-customer pair, we classify the supplier's patents into two categories: citing patents that include the supplier's patents that cite its customer's patents, and non-citing patents that include the supplier's patents that do not cite its customer's patents. The first type of patents, as we discussed above, are influenced by the customer's feedback to a large extent while the second type of patents are less sensitive to the feedback channel, ceteris paribus.
We use the two types of patents as the dependent variable and rerun the baseline regressions. The results are reported in Pane D of Table 10 . Consistent with the feedback channel, we find a negative, significant effect of distance on the supplier's number of citing patents, but not the number of non-citing patents. The difference between the two groups of patent citations is economically large and statistically significant.
Overall, these tests provide suggestive evidence that is consistent with the feedback channel.
Though we cannot draw a conclusive inference from these tests, they lend support to the feedback effect as a plausible underlying economic channel through which proximity affects supplier innovation.
The demand channel
Models of innovation and strategic competition (e.g., d'Aspremont and Jacquemin 1988, Kamien et al. 1992, Leahy and Neary 1997) posit that a firm's incentive to innovate is proportional to its production quantity. More specifically, a supplier's incentive to innovate for a given customer may be proportional to its sales to the customer (i.e., the demand channel). Proximity reduces transportation costs and for a given price plausibly increases the demand from the customer. This, in turn, motivates supplier innovation. To test this demand channel, we construct a measure, customer share, to measure a supplier i's sales to its major customer j:
where Sales ijt is supplier i's dollar value of sales to its customer firm j at year t, and Sales it is the total sales of supplier i at year t. customer share therefore measures the fraction of the supplier's sales to customer j. For a supplier-customer pair, a larger customer share represents a customer of greater importance.
To test the demand channel, we include customer share and its interaction with the main independent variable LnDistance in the baseline model. If the demand channel plays an important role in explaining the negative effect of distance on supplier innovation, it would subsume the prediction power of the distance variable, LnDistance.
The results are reported in Table 11 . After controlling for the demand channel, the coefficient estimates on LnDistance remain negative in all columns but become statistically insignificant. The coefficient estimates on the interaction term, however, are negative and significant in all columns.
These findings suggest that the positive effect of supplier-customer proximity on supplier innovation is much more pronounced when the customer demand accounts for a significant fraction of the supplier's total sales and therefore the customer is of great importance to the supplier. The demand channel, therefore, indeed has an important impact on supplier innovation.
The agglomeration channel
A few previous studies document the effect of geographic proximity on productivity and innovation (e.g., Adams and Jaffe 1996, Lychagin et al. 2016 , Keller 2002 ). Suppliers and customers, when they locate close to each other, may share important factors in the production process, such as intermediate input, talent pool, and natural resources (e.g., Orlando 2004), which could enhance suppliers' innovation. Hence, it is important to examine whether our findings in this paper are driven by the agglomeration effect.
It is difficult to directly measure agglomeration because we cannot observe whether the supplier and customer share the same intermediate inputs, the talent pool, or the natural resources, etc.
However, for the agglomeration channel to play a role that explains our main results, the distance between the supplier and the customer cannot be too long. This is because, apparently, two firms locating far away, such as in different states, cannot benefit from shared inputs or skilled labor forces. As a result, agglomeration, if it is an important underlying channel, should play a much less important role in these observations. However, if proximity still plays an important role in determining supplier innovation output in these observations, agglomeration may not be an important channel that drives our results.
Following this intuition, we exclude customer headquarters relocations in which the customer either moves away from or moves to the same state as the supplier. Dropping these observations from our sample allows us to repeat our main tests only for the pairs of suppliers and customers that locate in different states, and therefore are less subject to the agglomeration effect. We repeat our analysis by estimating Equation 1 in this restricted sample and report the results in Table 12 .
The coefficient estimates on LnDistance are negative and statistically significant in all columns for innovation quantity, quality, and efficiency. In an untabulated analysis, we repeat the analysis in a sample in which we exclude customer headquarters relocations in which the customer either moves away from or moves to the same city as the supplier. The results continue to hold. These findings suggest that the negative effect of geographic distance on supplier innovation is unlikely driven by the agglomeration channel.
The social connection channel
A contemporaneous paper by Dasgupta et al. (2015) examines how supplier-customer relationships affect corporate innovation through the social connections between managers or board members in the customer and supplier firms. They find that a tight social connection helps mitigate hold-up problems and thus encourages supplier innovation.
The distance measure we use in this paper might be correlated with the social connection measure used in Dasgupta et al. (2015) , because a short distance between a supplier and its customer facilitates more interactions between the managers of the supplier and the customer, which, in turn, leads to tight social connections.
To test whether social connections between managers of suppliers and customers play an important role in explaining our main findings, we explicitly control for the social connection measures used in Dasgupta et al. (2015) in our baseline regression. 6 Table 13 reports the results. Our baseline results remain similar after controlling for the social connection measures. Hence, the social connection channel does not appear to drive the positive effect of supplier-customer proximity on supplier innovation documented in this paper.
Conclusion
In this paper, we examine the effect of supplier-customer geographic proximity on supplier innovation. To establish causality, we explore plausibly exogenous variation in proximity caused by customer headquarters relocations. In a difference-in-differences framework, we show that geographic proximity between a supplier and its major customer has a positive, causal effect on supplier innovation. The effect is stronger when the customer is more innovative itself, when the supplier and customer are closer in technology space, and when the customer's demand accounts for a larger fraction of the supplier's total sales. Our findings are consistent with the feedback effect proposed in Manso (2011) and the demand channel proposed in a few innovation models. Our paper sheds new light on the real effect of supplier-customer relationship on corporate innovation.
6 We thank Sudipto Dasgupta, Kuo Zhang, and Chenqi Zhu for providing us the social connection measures used in Dasgupta et al. (2015) )
Appendix
We convert latitude or longitude from decimal degrees to radians by dividing the latitude and longitude values by 180/n, or approximately 57.296. Because the radius of the Earth is assumed to be 6,378.8 kilometers, or 3,963 miles, we use the Great Circle Distance Formula to calculate mileage between two pairs of latitudes and longitudes:
where Lat 1 and Lat 2 (Long 1 and Long 2 ) represent the latitudes (longitudes) of two points respectively. 
Variable Definition
LnPatents Natural logarithm of one plus the number of patents filed (and eventually granted) of the supplier LnCites Natural logarithm of one plus the number of citations received on the supplier's patents filed (and eventually granted) LnIE Natural logarithm of one plus the ratio of number of patents to accumulated R&D expense (xrd+0.8 xrd (t-1)+0.6 xrd (t-2) +0.4 xrd (t-3)+0.2 xrd (t-4)) LnDistance Natural logarithm of the geographic distance between the headquarters of the supplier and its customer
Technology Proximity
, where S and C are vectors of the ratios of patents awarded in patent classes to total patents R&D R&D expense divided by total assets Q Market value of total assets to book value of total assets
ROA
Net income divided by total assets
Leverage Book value of total debt divided by market value of total assets Ln Assets Natural logarithm of total assets
Sale Growth
The growth rate of sales Cash Cash holding divided by total assets Tangibility Total property, plant, and equipment divided by total assets
Cap Ex
Capital expenditure divided by total assets
Ln Age Natural logarithm of the number of years in Compustat
Asset Turnover Sales divided by total assets
Profit Margins
Net income divided by total sales customer share The customer's demand of the supplier's output divided by the supplier's total sales.
LnConnection
Natural logarithm of one plus the social connection measure This table reports the summary statistics for variables used in this paper. Patent is the number of patents filed (and eventually granted), Cite is the number of citations received on the patents filed, Innovation Efficiency is the ratio of number of patents to accumulated R&D expense (xrd+0.8 xrd (t-1)+0.6 xrd (t-2) +0.4 xrd (t-3)+0.2 xrd (t-4)), Q is market value of total assets to book value of total assets, R&D is R&D expense divided by total assets, ROA is the operating income divided by total assets, Leverage is the book value of total debt divided by market value of total assets, Sales
Growth is the growth rate of sales, Cash is the cash holding divided by total assets, Tangibility is total property, plant, and equipment divided by total assets, Cap Ex is the capital expenditure divided by total assets, Ln Age is the natural logarithm of the number of years in Compustat,
Distance is the geographic distance (in miles) between the headquarters of the supplier and its customer, and Technology Proximity is the Mahalanobis measure computed as
, where S and C are vectors of the ratios of patents awarded in patent classes to total patents for suppliers and customers. Customer Share is the customer's demand of the supplier's products divided by the supplier's total sales. (1)- (3), LnCites in Columns (4)- (6), and LnIE in Columns (7)- (9). Control variables are the same as in Table 4 , but are omitted for brevity. Relevant control variables, year fixed effects and supplier-customer pair fixed effects are included in all regressions.
Robust standard errors are reported in parentheses below coefficient estimates. Significance levels at 10%, 5%, and 1% levels are denoted by *, **, and ***, respectively. (4)- (6), and LnIE in Columns (7) LnIE  t+1  t+2  t+3  t+1  t+2  t+3  t+1  t+2  t+3  (1) (2) (3) (4) (5) (6) (7) (8) (1)- (4) (2)- (5) (3)- (6) (1) (4)- (6), and LnIE in Columns (7)- (9). Control variables are the same as in Table 4 , year fixed effects and supplier-customer pair fixed effects are included in all regressions.
Robust standard errors are reported in parentheses below coefficient estimates. Significance levels at 10%, 5%, and 1% levels are denoted by *, **, and ***, respectively. 
