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Abstract—This paper studies the problem of recursively esti-
mating the weighted adjacency matrix of a network out of a tem-
poral sequence of binary-valued observations. The observation se-
quence is generated from nonlinear networked dynamics in which
agents exchange and display binary outputs. Sufficient conditions
are given to ensure stability of the observation sequence and
identifiability of the system parameters. It is shown that stability
and identifiability can be guaranteed under the assumption of
independent standard Gaussian disturbances. Via a maximum
likelihood approach, the estimation problem is transformed into
an optimization problem, and it is verified that its solution is the
true parameter vector under the independent standard Gaussian
assumption. A recursive algorithm for the estimation problem is
then proposed based on stochastic approximation techniques. Its
strong consistency is established and convergence rate analyzed.
Finally, numerical simulations are conducted to illustrate the
results and to show that the proposed algorithm is insensitive to
small unmodeled factors.
Index Terms—network estimation, binary-valued observation,
stochastic approximation, quantized identification, identifiability
I. INTRODUCTION
In multiple scientific disciplines, network estimation, i.e.,
inferring underlying relationships between entities from static
or dynamical data, is of great significance. For example, by
estimating traffic volume between all pairs of nodes in a net-
work from traffic flow, known as network tomography, traffic
engineers can design new links to avoid network congestion
[41]. Theoretical modeling and empirical verification of gene
regulatory networks can enhance our understanding of diseases
and development [2]. Lastly, inferring social structures such
as friendship and influence can help to analyze and predict
collective behaviors in complex social networks [10].
An open problem in network estimation is to recursively
estimate underlying networks based on quantized observations,
despite extensive research efforts on how to reconstruct un-
derlying networks from observing ordinary states or outputs,
such as in graph signal processing [35] and network inference
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for nonlinear systems [39]. Recursive algorithms [27] are
of great importance for identification of networked systems.
They can be used for online tasks, such as adaptive control
and decision-making, and thus have attracted much interest
in the control community. More attention has been paid,
however, on batch algorithms for network estimation, e.g.,
[31], [35]. Quantized data are ubiquitous across domains, for
example, active/inactive states of a gene [2], ordinal rating of
an individual [16], and failure conditions of an infrastructure
[5]. Network estimation problems based on quantized time-
series data need to be investigated in more depth with rigorous
performance analysis [2], [31].
The area of quantized identification, i.e., parameter estima-
tion based on quantized data, has developed rapidly for the
last decades [9], [29], [42]. Many methods require either the
design of input signals [42] or of quantizers [29], [47]. But
these are different from our setting, because when estimating
adjacency matrices from networked dynamics, there may be
no possibility for imposing control inputs, and quantizers may
be unknown components that cannot be designed.
This paper studies a recursive network estimation problem
based on binary-valued data, which is a special but crucial case
of general quantized data. The binary data are generated from
nonlinear networked dynamics, in which agents only exchange
and display binary outputs. The nonlinear dynamics and
limited observation information make the estimation problem
hard. In order to solve the network estimation problem, we
follow a maximum likelihood approach and propose a novel
asymptotically consistent recursive algorithm.
A. Motivating Examples
Dynamics with binary-valued observations can be encoun-
tered in a variety of domains. Here we present two motivating
examples.
Example 1. (Boolean Networks with Perturbation):
Boolean networks (BNs), first proposed by Kauffman [23],
have been extensively studied in many disciplines, including
system biology [2], physics [4], and control theory [12]. BNs,
where nodes have two states, representing active/inactive or
ON/OFF, can be used to describe genetic regulatory networks,
neural networks, disordered systems in statistical mechanics,
and so on. To capture the intrinsic stochastic properties of
these dynamics, researchers proposed various random versions
of BNs [2]. Among these models, a particular one for net-
work dynamics analyzed in [4], [21], can be mathematically
described as follows.
Consider a network consisting of n nodes, V = {1, . . . , n},
with an adjacency matrix A = (aij) capturing their relation-
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2ships. Let S¯k be the state vector at time k ≥ 0. Node i has
state S¯k,i ∈ {1,−1}, i ∈ V , and updates according to the
averaged sum of its neighbors:
S¯k+1,i =
f
(∑K
j=1 ai,ij S¯k,ij
)
with probability 1− η,
−f
(∑K
j=1 ai,ij S¯k,ij
)
with probability η,
(1)
where for x ∈ R, f(x) = 1 if x ≥ 0 and f(x) = −1 otherwise,
ij is a neighbor of i, K is the total number of neighbors for
every node, and η ∈ (0, 1/2) is a constant. System (1) is an
example of a BN with perturbation (BNp), where η measures
the intensity of the perturbation. Note that the function f(·) in
(1) is a special case of Boolean threshold functions, which can
be used to represent many Boolean functions [2]. Note also
that (1) is related to another class of BNs called restricted BNs
[36].
The identification of BNs is a significant issue, because un-
derlying relations between nodes, either logical or parametric
representations of the BNs. can be used for prediction and
decision-making. For (1), the question is whether it is possible
to estimate the adjacency matrix A = (aij) out of a temporal
sequence of observation data {S¯k}.
Example 2. (Binary Choice Models of Social Interactions):
Social interactions shape behaviors of individuals. Numer-
ous interactive decisions are binary, for example, voting and
striking. As a result, lots of mathematical models have been
proposed in order to analyze individual binary choices in social
interactions [16]. A binary-choice population process, whose
update rule is related to a threshold function as in (1), was
studied in [7] and described next.
Each agent i ∈ {1, . . . , n} has a binary state at time k ≥ 0,
S¯k,i ∈ {1,−1}, and updates to maximize a random utility
function Vk,i, which depends on its neighbors’ states:
Vk,i(s) := his−
n∑
j=1
aij(s− S¯k,j)2 + εk,i(s)
= his+ 2s
n∑
j=1
aijS¯k,j + εk,i(s)− 2
n∑
j=1
aij ,
where s takes value in {1,−1}, hi is a private preference,
aij is the conformity effect of j on i, which can be either
positive or negative, and {εk,i(1), k ≥ 0, 1 ≤ i ≤ n},
{εk,i(−1), k ≥ 0, 1 ≤ i ≤ n} are mutually independent ran-
dom sequences, both independent and identically distributed
(i.i.d.). Hence according to this utility function, the probability
that agent i takes choice 1 at time k + 1 is
P{S¯k+1,i = 1}
= P{Vk,i(1)− Vk,i(−1) ≥ 0}
= P{εk,i(1)− εk,i(−1) ≥ −2hi − 4
n∑
j=1
aijS¯k,j}
= 1− F (−2hi − 4
n∑
j=1
aijS¯k,j), (2)
where F (·) is the cumulative distribution function of εk,i(1)−
εk,i(−1). It is of interest whether we can recover conformity
relationships between agents based on observed binary actions.
B. Related Work
For the identification of BNs, most work has been on
estimating logical interrelations or Boolean functions of de-
terministic BNs [2], [13]. The problem considered in this
paper, however, is on estimating the adjacency matrix and
determining the Boolean threshold functions in a BNp. In
[30], an estimation procedure for BNps from temporal data
sequence was proposed based on a transition counting matrix
and the optimal selection of input nodes. The authors studied
the estimation problem of restricted BNs in [20], [36], but did
not present a rigorous performance analysis. Additionally, [3],
[32] investigated the inferring of Boolean threshold functions
for probabilistic BNs, but data samples were assumed to be
independent instead of taken from a time series.
Results on identification for binary choice models in the
field of econometrics can be found in [8], which estab-
lished sufficient conditions for identifiability. Many estimation
methods and their asymptotic properties have, however, been
considered under static games and by letting the network size
tend to infinity [33], [46].
A related class of binary state models is cascading dy-
namics, where node states are interpreted as functioning or
failing, and the failure condition is assumed to be absorbing.
Research on estimating networks from cascading dynamics
can be found in [5]. Besides, the authors of [44] studied the
network estimation problem for a discuss-then-vote model, in
which individuals display a discrete voting choice at the end
of each discussion, but they still exchange continuous states
during the discussion.
In the literature of quantized identification, there are multi-
ple methods not relying on the design of inputs or quantizers.
For example, the maximum likelihood method was used
in [1], [19], [29], [37]. An online algorithm based on the
expectation-maximization (EM) algorithm and quasi-Newton
method for autoregressive moving average (ARMA) models
with quantized outputs was studied in [29]. To achieve the
best performance, quantizers need to be known and adaptive.
In [1], [19], the EM algorithm was used to optimize the
likelihood function, while in [37] a variational approximation
approach was utilized. Additionally, Bayesian frameworks
were applied in, e.g., [9]. The authors of [43] proposed an
algorithm based on the recursive prediction error method to
estimate the linear part of Wiener systems, which can be used
to deal with quantized output models, but both quantizers
and the range of parameters were assumed to be known. A
least-squares algorithm was developed in [22] to recursively
estimate finite impulse response systems. For the theoretical
results the authors assumed that the inputs have a positive-
measure support and that the threshold is known.
C. Contributions
This paper studies a recursive network estimation problem
based on binary data. More specifically, we recursively es-
timate the weighted adjacency matrix of a network out of
a temporal sequence of binary observations. The observation
sequence is generated from nonlinear networked dynamics in
which agents exchange and display binary outputs.
3Our contributions are summed up as follows.
1. We tackle the recursive network estimation problem
for a nonlinear dynamic network based on binary data, by
proposing a strongly consistent estimation algorithm. Different
from existing batch algorithms, the recursive algorithm can be
applied to online tasks.
2. We show stability of the observation sequence and
investigate identifiability under different disturbance assump-
tions. Stability and identifiability can be guaranteed under the
assumption of independent standard Gaussian disturbances.
In addition, it is shown that the Gaussian assumption can
be relaxed if more conditions are imposed on the adjacency
matrix, and that identifiability may not hold if the disturbances
are discrete random variables.
3. We propose an optimization function based on the max-
imum likelihood estimators. It is verified that under the as-
sumption of independent standard Gaussian disturbances that
function is strictly concave and has the true parameter vector as
its unique maximum. Our recursive algorithm is shown to seek
this maximum, by using stochastic approximation techniques.
The algorithm is verified to be strongly consistent, and its
convergence rate is estimated.
The differences of this paper from the conference version
[45] are that we present motivating examples, give rigorous
proofs of the theorems, analyze the convergence rate of the
algorithm, and show numerical simulations to demonstrate
properties of the algorithm.
D. Outline
The remainder of this paper is organized as follows. In
Section II, the network estimation problem is formulated.
Stability of the observation sequence and identifiability of
the system parameters are studied in Section III. In Section
IV, we propose the network estimation algorithm, and then
analyze its strong consistency and convergence rate. Section
V presents numerical simulations showing that the proposed
algorithm is robust to small unmodeled dynamics, and Section
VI concludes the paper. To keep the paper fluent, some proofs
are postponed to appendices.
By boldfaced lower-case or Greek letters we denote column
vectors, and by upper-case letters we denote matrices and
random vectors. We use R, Rn, Rn×m, and ‖ · ‖ to represent
the set of real numbers, the n-dimensional Euclidean space,
the set of n ×m real matrices, and the Euclidean norm of a
vector, respectively. Let 0n, 1n, and ei be the n-dimensional
all-zero vector, the n-dimensional all-one vector, and the unit
vector with i-th entry being one.
By ai and ai:j we denote the i-th entry of vector a
and its sub-vector (ai, ai+1, . . . , aj)T . For a matrix A ∈
Rn×m, aij , Ai, and AT are used to represent its en-
try (i, j), i-th row, and transpose. Define vec(A) :=
(a11 a12 · · · a1n a21 · · · a2m · · · anm)T . Denote the
absolute value of x ∈ R by |x|, |a| := (|a1|, . . . , |an|)T , and
|A| := (|aij |). A matrix A ∈ Rn×n is called stochastic if
A1n = 1n, and called absolutely stochastic if |A|1n = 1n.
Let E{Xk}, Xk,i, and Xk,i:j be the expectation, the i-
th entry, and the sub-vector (Xk,i, Xk,i+1, . . . , Xk,j)T of a
random vector Xk, k ≥ 0. For a, b ∈ R, denote a ∨ b :=
max{a, b} and a∧b := min{a, b}. Define Sn as the Descartes
product ×ni=1Ui, where Ui = {1, 0}, 1 ≤ i ≤ n. I[inequality]
is the indicator function equal to 1, if the inequality holds,
and equal to 0 otherwise. The gradient and the Hessian of
f(x) with respect to x are denoted by ∇xf(x) and ∇2xf(x),
respectively. For two sequences {ak} and {bk} with bk 6= 0,
k ≥ 1, ak = O(bk) means that limk→∞ |ak/bk| ≤ C
for some positive number C, and ak = o(bk) means that
limk→∞ |ak/bk| = 0.
For a homogeneous and finite-state Markov chain {Xk}
in a state space Ω, the transition probability from x to y is
P (x, y) := P{X1 = y|X0 = x}, and the k-step transition
probability from x to y is P k(x, y) := P{Xk = y|X0 = x},
∀x, y ∈ Ω. We say that y is reachable from x, if there exists
k ≥ 1 such that P k(x, y) > 0. The Markov chain is said to
be irreducible, if y is reachable from x for all x, y ∈ Ω. The
greatest common divisor of set {k ≥ 1 : P k(x, x) > 0} is
called the period of x, denoted by d(x). The Markov chain is
aperiodic if d(x) = 1 for all x ∈ Ω. A probability distribution
pi on Ω is referred to as a stationary distribution of {Xk}, if
∀y ∈ Ω, pi(y) = ∑x∈Ω pi(x)P (x, y).
II. PROBLEM FORMULATION
A. Problem
In the sequel, suppose that the network size n ≥ 2. The
considered dynamics with binary observations in this paper is
as follows:
Yk+1 = ASk +Dk,
Sk = Q(Yk, c),
(3)
where k ≥ 0, Yk = (Yk,1, . . . , Yk,n)T , Dk = (Dk,1, . . . ,
Dk,n)
T , Sk = (Sk,1, . . . , Sk,n)T are the inner state, the
disturbance, and the observation vector at time k, respec-
tively. A ∈ Rn×n is the weighted adjacency matrix, and
c = (c1, . . . , cn)
T ∈ Rn is the unknown quantization thresh-
old vector. Q(Yk, c) := (I[Yk,1≥c1], . . . , I[Yk,n≥cn])T is the
quantizer. See Fig. 1 for an illustration of this system.
For the weighted adjacency matrix A, we do not assume
that it is strongly connected or that its row sums are equal to
one. Negative weights, representing antagonistic relationships,
are also permitted. A detailed discussion on assumptions for
A is in Section III-B.
The problem considered in this paper is to recursively
estimate the weighted adjacency matrix A and the quantization
threshold vector c out of the observation sequence {Sk}. This
problem actually consists of two key questions: is it possible to
estimate the parameters only from binary-valued observations?
If so, how to recursively estimate the parameters? We inves-
tigate these two questions in Section III and IV, respectively.
B. Motivating Examples Revisited
We briefly revisit the motivating examples to show that they
fit into the model (3).
For Example 1, note that although we follow the convention
of Boolean networks in (3) and define the states as {1, 0},
4◦ + + I[·≥c1]
Sk,1
n∑
i=1
a1iSk,i
Yk+1,1 Sk+1,1
Dk,1
◦ + + I[·≥c2]
Sk,2
n∑
i=1
a2iSk,i
Yk+1,2 Sk+1,2
Dk,2
...
...
...
...
...
...
...
...
◦ + + I[·≥cn]
Sk,n
n∑
i=1
aniSk,i
Yk+1,n Sk+1,n
Dk,n
a11
a21
an1
a12
a22
an2
a1n
a2n
ann
Fig. 1. The problem considered in this paper is how to recursively estimate
the weighted adjacency matrix A = (aij) and the quantization threshold c
out of observations {Sk}.
it can be transformed to a system with observation states
{1,−1}: S¯k = 2Sk − 1n, and
Y¯k+1 = AS¯k + D¯k,
S¯k = Q¯(Y¯k, c¯),
(4)
where Y¯k = 2Yk − A1n, D¯k = 2Dk, c¯ = 2c − A1n, and
Q¯(Y¯k, c¯) = 2Q(Y¯k, c¯) − 1n = 2Q(Yk, c) − 1n. In (4), Yk,
Dk, and c have been changed accordingly to the observation
transformation. Hence, (1) is equivalent to (4) with disturbance
D¯k,i and threshold c¯i such that P{D¯k,i ≥ c¯i − Ais¯} =
(1 − η)I[Ais¯≥0] + ηI[Ais¯<0] for s¯ ∈ {1,−1}n, 1 ≤ i ≤ n,
and k ≥ 0. As a matter of fact, as discussed in Section III
(Assumption 1′′), {D¯k,i} can be a sequence of i.i.d. discrete
random variables satisfying
D¯k,i =

d¯i1 with probability η,
d¯i2 with probability 1− 2η,
d¯i3 with probability η,
with η ∈ (0, 1/2), d¯i1 < c¯i − Ais¯, d¯i3 ≥ c¯i − Ais¯, for all
s¯ ∈ {1,−1}n, and d¯i2 = c¯i. In this way, for s¯ such that
Ais¯ ≥ 0, it holds that c¯i−Ais¯ ≤ c¯i = d¯i2 ≤ d¯i3, so P{D¯k,i ≥
c¯i−Ais¯} = 1−η. On the other hand, P{D¯k,i ≥ c¯i−Ais¯} = η
for s¯ such that Ais¯ < 0. It can also be observed that if η = 0,
then (4) is deterministic.
We have the same state-space transformation for Example
2 as above, so (2) is equivalent to (4) with c¯i = − 12hi and
D¯k,i =
1
4 (εk,i(1)− εk,i(−1)), for 1 ≤ i ≤ n, k ≥ 0.
III. MODEL ANALYSIS
In this section, we study stability of the observation se-
quence and identifiability of the system parameters, and pro-
vide sufficient conditions such that the network estimation
problem is well-posed.
A. Stability of Observation Sequences
As in (3), the observation sequence {Sk, k ≥ 0} is a
Markov chain with finite states. The existence of stationary
distributions is a significant aspect of stochastic stability of
Markov chains [34], and we have a straightforward result
under the following assumption.
Assumption 1. (Disturbance) The disturbances of (3) satisfy
that
i) {Dk,i, k ≥ 0} are sequences of i.i.d. random variables,
mutually independent, and independent of S0, 1 ≤ i ≤ n;
ii) both P{Dk,i ≥ ci + |Ai|1n} > 0 and P{Dk,i < ci −
|Ai|1n} > 0 hold for 1 ≤ i ≤ n, k ≥ 0.
Theorem 1. (Stability)
Suppose that Assumption 1 holds, then Markov chain {Sk} is
irreducible and aperiodic. Moreover, P (u, s) > 0 holds for
any u, s ∈ Sn. Hence, {Sk} converges in distribution, from
any initial condition, to a unique stationary distribution pi on
Sn with pi(s) > 0, ∀s ∈ Sn.
Proof . The conclusion follows from directly computing the
transition probabilities of {Sk}, which is similar to the proof
of Theorem 1 in the conference version of this paper [45]. 
Remark 1. Theorem 1 provides a sufficient condition for the
irreducible and aperiodic properties of {Sk}, and Assumption
1 is strong enough so that we do not need extra assumptions
for the weighted adjacency matrix A. In fact, the behaviors of
System (3) and related models have been extensively studied
in different disciplines, including stability, attractor analysis,
and so on (see e.g. [4], [7], [20], [21]). Nevertheless, we
present this theorem to show that the observation sequence
can exhibit sufficient diversity, as long as the disturbance
can surpass the influence of others on an agent, making
this agent display a different action from its previous one.
The diversity is necessary for a successful estimation of the
weighted adjacency matrix, playing a crucial role as persistent
excitement does [26].
Define S˜k := (STk S
T
k−1)
T , k ≥ 1. This auxiliary chain is
critical for our estimation. Note that {S˜k} taking values in S2n
is also a Markov chain. For k ≥ 1 and sk−1, sk, sk+1 ∈ Sn,
it holds that
P
{
S˜k+1 =
(
sk+1
sk
) ∣∣∣S˜k = ( sksk−1
)}
= P{Sk+1 = sk+1|Sk = sk}.
(5)
So {S˜k} is aperiodic. For states (sT uT )T , (xT yT )T ∈ S2n,
since {Sk} is irreducible, there exists k ≥ 1 such that
P k(x,u) > 0. Moreover, from Theorem 1, P (u, s) > 0 holds.
Hence it follows from (5) that
P
{
S˜k+1 =
(
s
u
) ∣∣∣S˜0 = (xy
)}
> 0,
which implies that {S˜k} is also irreducible, and further we
have the following result:
Theorem 2. (Stability of the auxiliary chain)
Suppose that Assumption 1 holds, then Markov chain {S˜k} is
irreducible and aperiodic. Hence, it converges in distribution,
from any initial condition, to a unique stationary distribution
p˜i on S2n with p˜i(s˜) > 0, ∀s˜ ∈ S2n.
5The next lemma illustrates the relation between {Sk} and
the stationary distribution of {S˜k}, which is crucial for our
theoretical results but also has its own intuitive meaning.
Lemma 1. Suppose that Assumption 1 holds, and S˜ is subject
to the stationary distribution of {S˜k}. Then
P{S˜1:n = s˜1:n|S˜n+1:2n = s˜n+1:2n} = P (s˜n+1:2n, s˜1:n),
∀s˜ ∈ S2n, where P (·, ·) is the probability transition matrix of
{Sk}.
Proof. See Appendix A.
Remark 2. This lemma indicates that the conditional proba-
bility of the event {S˜1:n = s˜1:n} given {S˜n+1:2n = s˜n+1:2n}
is the same as the transition probability of {Sk} from s˜n+1:2n
to s˜1:n, ∀s˜ ∈ S2n. This accords with the definition of {S˜k}.
In most parts of this paper, we adopt the following standard
Gaussian assumption for disturbances, since a maximum like-
lihood approach is utilized. The reason for fixing the variance
to be one is discussed in the next section.
Assumption 1′. The disturbances of (3) satisfy that
i) {Dk,i, k ≥ 0} are sequences of i.i.d. random variables,
mutually independent, and independent of S0, 1 ≤ i ≤ n;
ii) Dk,i ∼ N (0, 1), for 1 ≤ i ≤ n, k ≥ 0, where N (0, 1)
represents the standard Gaussian distribution.
Remark 3. Since the probability density function of the stan-
dard Gaussian distribution is positive on R, ii) of Assumption
1′ implies ii) of Assumption 1. Thus Theorems 1, 2, and Lemma
1 still hold under Assumption 1′. But to avoid repetition,
we summarize them as Theorems 1′, 2′, and Lemma 1′ in
Appendix A.
B. Identifiability
We have shown in the preceding subsection that certain con-
ditions ensure diverse information for estimation, but before
proposing the estimation algorithm, we need to study identi-
fiability of the parameters of (3). This is because consistent
estimators cannot exist if the parameters are not identifiable.
For (3), since the only available observation is {Sk} with
Markov property, we define the identifiability from a statistical
perspective. Because a finite-state Markov chain is uniquely
defined by its transition probability matrix, the following
definition is introduced, where we denote the parameter vector
by θ := vec
{
(A c)
}
with (A c) ∈ Rn×(n+1) and the transition
probability matrix of {Sk} by Pθ, emphasizing the dependence
of {Sk} on θ.
Definition 1. The parameters of (3) are identifiable, if Pθ =
Pθˆ implies θ = θˆ, ∀θ, θˆ ∈ Rn·(n+1).
Remark 4. The identifiability is defined differently in various
disciplines, for example, in the sense of input-output sequences
in the control community [26], in a combinatorial way in
system biology [2], and in terms of distributions in statistics
[40]. Our definition follows the last one because time-series
data with Markov property is of consideration and there is no
explicit input-output relations. These definitions, however, all
demonstrate the same idea that if a system is uniquely defined
by parameters, then it will generate distinctive observations.
Under Assumption 1′ we have the following identifiability
result for (3).
Theorem 3. (Identifiability) Suppose that Assumption 1′
holds, then parameters of (3) are identifiable.
Proof. See the proof of Theorem 3 in the conference version
of this paper [45].
Remark 5. This theorem shows that under Assumption 1′
the parameter vector θ can be uniquely determined if the
probability transition matrix of {Sk} is known. On the other
hand, in order to tackle the estimation problem, sufficiently
abundant observations are guaranteed by Theorem 1.
This conclusion is similar to well-known ones in system
identification with the presence of binary sensors (e.g. [19]).
In fact, it is easy to observe that when the variances of the
Gaussian disturbances are not fixed, there exist a set of systems
that define an identical observation process:
Proposition 1. Suppose that Assumption 1′ holds, then the
following system defines the same transition probability matrix
of the observation process as that of {Sk} in (3) ,
Y˜k+1 = A˜Sk + D˜k,
Sk = Q(Y˜k, c˜),
(6)
where for B = diag(b1, . . . , bn), a diagonal matrix with non-
zero diagonal entries, A˜ = B−1A, D˜k = B−1Dk, Q(Y˜k, c˜) =
(I[Y˜k,1>c˜1], . . . , I[Y˜k,n>c˜n])
T , and c˜i = b−1i ci, for k ≥ 0, 1 ≤
i ≤ n.
Remark 6. If ∀1 ≤ i ≤ n, ∃j 6= i, aij 6= 0, then let
bi = |Ai|1n 6= 0, 1 ≤ i ≤ n. Hence A˜ is absolutely row
stochastic, and D˜k,i, 1 ≤ i ≤ n, become Gaussian random
variables with different variances. That is to say, if A is
assumed to be absolutely stochastic, then the variances of D˜k,i
are unnecessarily assumed to be one and known.
Another interesting question is whether parameters of (3)
are identifiable under discrete disturbances as in Example 1.
Assumption 1′′. The disturbances of (3) satisfy that
i) {Dk,i, k ≥ 0} are sequences of i.i.d. random variables,
mutually independent, and independent of S0, 1 ≤ i ≤ n;
ii) for 1 ≤ i ≤ n and k ≥ 0,
Dk,i =

di1 with probability η,
di2 with probability 1− 2η,
di3 with probability η,
where η ∈ (0, 1/2), and di1, di2, di3 ∈ R are such that di1 <
ci−Ais and di3 ≥ ci−Ais, ∀s ∈ Sn, and di2 = ci− 12Ai1n.
Remark 7. Note that ii) of Assumption 1′′ in this case is
a weaker condition than that in Assumption 1. Also, ii) of
Assumption 1′′ guarantees the condition of disturbances for
Example 1 by noticing the transformation used to obtain (4).
Under Assumption 1′′, unfortunately, parameters of (3) are
not identifiable, if they take real numbers. This can be seen
6from an intuitive observation that discrete random variables
are not that “sensitive”, so slightly modifying Ai does not
change the transition probability of (3).
Theorem 3′. Suppose that Assumption 1′′ holds. If ∀1 ≤ i ≤
n, ∃j 6= i, aij 6= 0, then parameters of (3) are not identifiable.
Proof. See Appendix B.
Remark 8. For the weighted adjacency matrix A, entry (i, j)
represents the influence of j on i, so the assumption for A in
this theorem means that every agent has certain connections
with others, but the graph may not necessarily be strongly
connected. It can be seen that this result still holds for
parameters taking rational numbers, but it does not contradict
with some existing identifiability results, since they assume that
the adjacency matrix is integer-valued [2]. In fact, it again
indicates that restricting assumptions are needed to establish
well-posed identifiability, because of the limited binary-valued
information.
IV. NETWORK ESTIMATION
In this section, in order to tackle the recursive network esti-
mation problem, first we prove that it is equivalent to seeking a
unique maximum of an objective function, which is related to
the stationary distribution of the observation sequence, under
the assumption of independent standard Gaussian disturbances.
The objective function, however, cannot be obtained directly,
so an online algorithm based on stochastic approximation
techniques is developed to solve the optimization task. Finally,
asymptotic properties of the proposed algorithm are studied,
including strong consistency and convergence rate.
A. An Objective Function and Its Concavity
Recall that θ = vec
{
(A c)
}
is the parameter vector to be
estimated, and further denote θ(i) = (Ai ci)T . To avoid ambi-
guity, θ∗ := vec
{
(A∗ c∗)
}
= (((θ∗)(1))T , . . . , (θ∗)(n))T )T is
used to represent the true parameters. Given observation data
{sk, 0 ≤ k ≤ T}, the log likelihood function is
l(T ; θ)
= logP{Sk = sk, 0 ≤ k ≤ T}
= logP{S0 = s0}+
∑
1≤k≤T
logP{Sk = sk|Sk−1 = sk−1}
= logP{S0 = s0}+
∑
1≤k≤T
∑
1≤i≤n
log gi(s˜
k|θ(i)), (7)
where (s˜k)T := ((sk)T (sk−1)T ), and
gi(s˜|θ(i)) := (1−Φ(ci−Ais˜n+1:2n))s˜iΦ(ci−Ais˜n+1:2n)1−s˜i ,
(8)
for s˜ ∈ S2n and 1 ≤ i ≤ n. Here Φ(x) represents
the cumulative density function of the standard Gaussian
distribution.
For fixed θ, gi(s˜|θ(i)) and ∇θ(i)gi(s˜|θ(i)) are bounded since
s˜ takes values in S2n. Thus, by ergodic properties of Markov
chains (Theorem 17.1.7 in [34]), the following equations hold
for the chain {S˜k} and fixed θ a.s.:
lim
T→∞
1
T
∑
1≤k≤T
∑
1≤i≤n log gi(S˜k|θ
(i))
= E
{∑
1≤i≤n log gi(S˜|θ
(i))
}
,
lim
T→∞
1
T
∑
1≤k≤T
∑
1≤i≤n∇θ(i) log gi(S˜k|θ
(i))
= E
{∑
1≤i≤n∇θ(i) log gi(S˜|θ
(i))
}
,
where S˜ is subject to the stationary distribution of {S˜k}.
Therefore, the function of θ
E
{∑
1≤i≤n log gi(S˜|θ
(i))
}
(9)
will be used as an objective function to fulfill the estimation
of θ∗. It has a good property:
Theorem 4. (Strict concavity of (9))
Under Assumption 1′, the function (9) of θ is strictly concave
over Rn·(n+1), and the true parameter vector θ∗ is its unique
maximum point.
Proof. See Appendix C
Remark 9. This theorem is the key to establish the consistent
estimation of the weighted adjacency matrix A∗, since it shows
that θ∗ = vec
{
(A∗ c∗)
}
can be obtained by optimizing (9).
Because of its significance, one of the future works of this
paper is to generalize the disturbance assumption.
Therefore, our estimation task turns to seeking the unique
maximum point of this function. However, S˜ cannot be directly
obtained, so the observations {S˜k} are used to replace it. A
stochastic approximation (SA) algorithm is introduced in next
subsection, and it is verified that the true network can indeed
be estimated by using the observation sequence.
B. Network Estimation Algorithm
We use the SA algorithm to deal with the estimation
problem. For 1 ≤ i ≤ n and k ≥ 1, denote
Ki(θ
(i), S˜k) := ∇θ(i) log gi(S˜k|θ(i)), (10)
K(θ, S˜k) := (K1(θ
(1), S˜k), . . . ,Kn(θ
(n), S˜k))
T , (11)
where θT = ((θ(1))T , . . . , (θ(n))T ), and gi is defined in (8).
The estimation algorithm is as follows:
θk+1 = θk + akK(θk, S˜k+1), (12)
where θTk = ((θ
(1)
k )
T , . . . , (θ
(n)
k )
T ) is the estimate of θ∗ at
time k, and ak is the step size.
Remark 10. In this algorithm, we assume that θk is bounded.
If this assumption does not hold, one can apply stochastic
approximation algorithms with expanding truncations (see
Appendix D or [11]). It is verified that the number of trunca-
tions is finite a.s., so estimate θk is also bounded because of
truncations.
7C. Asymptotic Properties
In this subsection we provide the results on asymptotic prop-
erties of the proposed algorithm, including strong consistency
and convergence rate. First, we introduce the following step
size condition, which is standard for SA algorithms.
Assumption 2. Let ak be the step size in (12), satisfying ak >
0,
∑∞
k=1 ak =∞, and
∑∞
k=1 a
2
k <∞.
Under Assumptions 1′ and 2, we have the following strong
consistency result, indicating that Algorithm (12) converges to
the true parameter vector θ∗.
Theorem 5. (Strong consistency)
Suppose that Assumptions 1′ and 2 hold, then estimates θk of
Algorithm (12) converge to θ∗ a.s., that is,
P{ lim
k→∞
θk = θ
∗} = 1,
from any fixed initial value, where θ∗ is the true parameter
vector.
Proof. See Appendix D.
Remark 11. Theorem 5 establishes a theoretical guarantee
for Algorithm (12), showing that the estimation problem
of the weighted adjacency matrix can be solved under the
independent standard Gaussian assumption.
For convergence rate, we prove that by choosing an ap-
propriate step size, our proposed algorithm can have a con-
vergence rate arbitrarily close to O(1/
√
k) a.s. Three hyper-
parameters are given in the step size, which can be tuned to
promote the performance of the algorithm in practice.
Assumption 2′. Let ak be the step size in (12), satisfying
ak =
a
k1−β+γ with a, γ > 0 and β ∈ (0, 1/3).
Theorem 6. (Convergence rate) Suppose that Assumption 1′
holds. If Assumption 2′ holds, then for θk in Algorithm (12),
‖θk − θ∗‖ = o(k−δ), ∀δ ∈ (0, 1
2
− β), a.s. (13)
If Assumption 2′ holds but with β = 0, then there exists δ′ ∈
(0, 1/2] such that
‖θk − θ∗‖ = o(k−δ), ∀δ ∈ (0, δ′), a.s., (14)
where δ′ depends on the true parameter vector θ∗.
Proof. See Appendix E.
Remark 12. Theorem 6 further characterizes the performance
of (12), whose convergence rate can be arbitrarily close to
the fastest rate of SA algorithms, i.e. O(1/
√
k), [11]. In
Theorem 6, when the step size is selected as the order O(1/k),
the convergence rate may slow down, similar to a result on
estimation for unknown thresholds of quantized output systems
[38]. The bound δ′ is related to the parameters to be estimated
(and may not be a sharp bound), which is demonstrated in
Section V-A. Since ak in Assumption 2′ is a slowly decreasing
step size [11], applying the averaging technique may lead to
the asymptotic efficiency of the algorithm, which will be a
future work.
V. NUMERICAL SIMULATIONS
In this section, we first demonstrate the asymptotic proper-
ties of the proposed algorithm, then apply it to an estimation
problem of a Boolean network, and finally investigate the
sensitivity of the algorithm under three unmodeled factors.
A. Consistency and Convergence Rate
This subsection illustrates asymptotic properties of Algo-
rithm (12). We set n = 2 and randomly generate A and c
as
A =
(
0.87 0.13
0.62 0.38
)
, c = (0.5 0.1)T .
The step size is set to be ak = 15/(k+100), and the algorithm
is run for 200 trials. Fig. 2 shows the strong consistency of
the algorithm. In both sub-figures, blue lines represent one
sample path, and red lines represent the true value. Gray areas
illustrate error bands for all 200 trials.
Illustrations of the convergence rate of the proposed al-
gorithm are shown in Fig. 3, where the mean square errors
(MSE) for different parameter settings are presented. The
MSE is defined as MSEk := 1N
∑N
i=1 ‖θ[i]k − θ∗‖2 with
N = 200 and θ[i]k being the i-th trial’s estimate at time
k. According to Theorem 6, the fastest speed of MSE is
approximately of order O(1/k), and the proposed algorithm
with step size ak = 15/(k+100) (β = 0 for ak in Assumption
2′) can actually achieve this speed for c1 = 0.5. But the
convergence rate under this step size may slow down as the
true parameter vector becoming “worse”, as shown in Fig.
3(a), where simulations are conducted with c1 to be 0.5, 1, 1.5,
and 2, and the step size ak = 15/(k + 100). This illustrates
(14) in Theorem 6.
For c1 = 2 and step size ak = 15/(k1−β + 100) with
β = 0, 0.01, 0.05, and 0.1, simulation results are presented
in Fig. 3(b). The convergence rate of the algorithm seems
to slow down as β decreasing to zero, but this does not
contradict with (13) of Theorem 6. This is because the latter
demonstrates an asymptotic behavior, and it can be observed
that the decreasing speed of MSEs under nonzero β is getting
larger as k increasing in Fig. 3(b). Moreover, as in the proof
of Theorem 6, the upper bound of δ depends on the limit of
a−1k+1−a−1k . For ak = 1k1−β , a−1k+1−a−1k = O( 1kβ ), indicating
that if β close to zero, then a−1k+1 − a−1k has an extremely
slow decreasing speed. This may result in a similar transient
behavior for the proposed algorithm with β close to zero and
β = 0.
The above simulations show that the best choice of β
for ak = ak1−β+γ may depend on data size and unknown
parameters. If data size is large enough, one can set β to
be or close to zero, in order to achieve a fast convergence
rate. But if data size is small and the unknown parameters are
not “good enough”, for example, the system providing less
diverse information, then one may obtain a better estimation
result with a relatively large β.
8(a) The estimation of A. (b) The estimation of c.
Fig. 2. Consistency of Algorithm (12). The dark (light) gray areas demonstrate
error bands with one (three) standard deviation.
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Fig. 3. Convergence rate of Algorithm (12).
B. Numerical Experiment
In this section we apply our algorithm to estimate a Boolean
network with perturbation. In the numerical experiment, a
yeast cell-cycle network [25] is used, shown in Fig. 4(a),
and a sequence of observation data of length 500 is generated
according to (1) in Example 1 with η = 0.05. In this system,
weights of activation (or inhibition) relationships between
different nodes are assumed to be 1 (or −1), and self weight
of an node i is taken to be −(dini + 1), representing self-
degradation [25], where dini is the in-degree of i. Although
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(a) The true yeast cell-cycle network.
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(b) The estimated yeast network.
Fig. 4. Numerical experiment for estimation of a yeast cell-cycle network
[25]. In both sub-figures, arrows indicate activation while dashed arrows
indicate inhibition. In (b), green means that an edge is correctly inferred,
red means that an edge exists but is not detected by Algorithm (12), and blue
means false detection.
Theorem 3′ indicates non-identifiability of the system, it could
be identifiable for integer-valued weights [2]. Thus, we simply
round the estimate of adjacency weights at the final step. The
structural estimation result, i.e., estimation of the existence and
sign of edges, is shown in Fig. 4(b). The result is relatively
good despite of small-sampled data, since most of the existing
edges are detected and there is few false detection.
C. Sensitivity
We now study the influence of three possible unmodeled
factors on the performance of our algorithm. An influence
weight matrix with four individuals from an empirical study
[18] is selected for investigation. The weighted adjacency
matrix A is given by
A =

0.44 0.12 0.36 0.3
0.147 0.215 0.344 0.294
0 0 1 0
0.09 0.178 0.446 0.286
 .
The disturbances are set to be independent standard Gaussian,
and c is randomly generated as (0.13 0.28 0.08 0.24)T .
The first disturbing factor of our concern is that agents
may update their outputs asynchronously, which is a common
phenomenon and considered, for instance, in the original paper
of Example 2 [7]. For simplicity, suppose that at each time
agents update their outputs mutually independently and with
probability p ∈ (0, 1]. When p = 1, the system becomes (3).
For different updating probability p, we compute the MSE
with the number of trials N = 200. The result is shown in
Fig. 5(a), and it can be found that the proposed algorithm only
performs well for p close to one. This indicates that estimating
adjacency matrix without update information is a relatively
tricky task, since one cannot know when an update happens
with the presence of random disturbance. But if updates are
known, then our algorithm can tackle this issue. This is
because Assumption 1′ decouples the estimation problem for
different agents.
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(c) The time-varying communication scenario.
Fig. 5. MSE illustrations for sensitivity investigation in Section V-C.
The second factor is that the disturbance occurs less fre-
quently; more specifically, for ζ ∈ [0, 1) and k ≥ 0, 1 ≤ i ≤ n,
set
D′k,i =
{
0 with probability ζ
Dk,i with probability 1− ζ,
(15)
and the true system is as follows
Yk+1 = ASk +D
′
k,
Sk = Q(Yk, c).
(16)
In other words, the agents are only affected by disturbances
occasionally. When ζ is large, the disturbance behaves more
like a step or pulse signal [26]. The MSEs with N = 200 for
different ζ in this case are illustrated in Fig. 5(b). If ζ = 0,
then (16) is the same as (3), and the MSE converges to zero
because of strong consistency. As ζ grows larger, the error
of the algorithm increases, but the MSE remains small for ζ
around 0.1.
The final scenario considered here is that the network is
time-varying because of environment randomness or commu-
nication outages. Let {uk,ij}, k ≥ 0, 1 ≤ i, j ≤ n, be a
sequence of i.i.d. Bernoulli random variables, taking value 0
with probability τ and value 1 with probability 1−τ . The true
dynamic for Yk is as below
Yk+1,i =
∑
j∈V
aijuk,ijSk,j +Dk,i,
which means that agent i does not receive the output of j with
probability τ . Similarly, the MSEs are demonstrated in Fig.
5(c). The case of τ = 0 represents the original system, so the
algorithm converges in the end. The estimation error becomes
greater for larger τ , but the algorithm performs better than the
two former cases. To sum up, our algorithm is insensitive to
small unmodeled factors.
VI. CONCLUSION
In this paper we studied a recursive adjacency matrix
estimation problem based on binary data. Stability of the ob-
servation sequence and identifiability of the model parameters
were studied. We followed a maximum likelihood approach
to address the network estimation issue, and developed a
recursive algorithm based on SA techniques to solve the
estimation problem. The strong consistency of the algorithm
was verified, and its convergence rate analyzed. Future work
includes investigation of asymptotical efficiency of the al-
gorithm, as well as generalization of the model and noise
conditions.
APPENDIX A
Proof of Lemma 1: Let P˜ be the transition probability matrix
of {S˜k}. From the definition of stationary distribution, we have
that
P{S˜ = s˜} =
∑
u˜∈S2n
P{S˜ = u˜}P˜ (u˜, s˜).
Define SF := {u˜ ∈ S2n : u˜1:n = s˜n+1:2n}, and it follows
from the definition of {S˜k} that P (u˜, s˜) = 0 for u˜ 6∈ SF .
Hence,
P{S˜ = s˜} =
∑
u˜∈SF
P{S˜ = u˜}P˜ (u˜, s˜). (17)
Similarly, we have that
P{S˜n+1:2n = s˜n+1:2n} =
∑
v˜∈SL
P{S˜ = v˜}
=
∑
u˜∈SF
∑
v˜∈SL
P{S˜ = u˜}P˜ (u˜, v˜),
(18)
where SL := {v˜ ∈ S2n : v˜n+1:2n = s˜n+1:2n}. Combining
(5) with (17) and (18) respectively, it holds that
P{S˜ = s˜} =
∑
u˜∈SF
P{S˜ = u˜}P (s˜n+1:2n, s˜1:n),
P{S˜n+1:2n = s˜n+1:2n}
=
∑
u˜∈SF
∑
v˜∈SL
P{S˜ = u˜}P (s˜n+1:2n, v˜1:n)
=
∑
u˜∈SF
∑
w∈Sn
P{S˜ = u˜}P (s˜n+1:2n,w)
=
∑
u˜∈SF
P{S˜ = u˜}.
Hence,
P{S˜1:n = s˜1:n|S˜n+1:2n = s˜n+1:2n}
=
P{S˜ = s˜}
P{S˜n+1:2n = s˜n+1:2n}
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=
∑
u˜∈SF P{S˜ = u˜}P (s˜n+1:2n, s˜1:n)∑
u˜∈SF P{S˜ = u˜}
= P (s˜n+1:2n, s˜1:n).

Theorem 1′. Suppose that Assumption 1′ holds, then Markov
chain {Sk} is irreducible and aperiodic. Hence, it converges in
distribution, from any initial condition, to a unique stationary
distribution pi on Sn with pi(s) > 0, ∀s ∈ Sn.
Theorem 2′. Suppose that Assumption 1′ holds, then Markov
chain {S˜k} is irreducible and aperiodic. Hence, it converges in
distribution, from any initial condition, to a unique stationary
distribution p˜i on S2n with p˜i(s˜) > 0, ∀s˜ ∈ S2n.
Lemma 1′. Suppose that Assumption 1′ holds, and S˜ is
subject to the stationary distribution of {S˜k}. Then
P{S˜1:n = s˜1:n|S˜n+1:2n = s˜n+1:2n} = P (s˜n+1:2n, s˜1:n),
∀s˜ ∈ S2n, where P (·, ·) is the probability transition matrix of
{Sk}.
APPENDIX B
Proof of Theorem 3′: Without loss of generality, suppose that
aij 6= 0 from the assumption for A. For Ai with Ai1n 6= 0,
either 0 < 12
∑n
j=1 aij <
∑n
j=1 aij or 0 >
1
2
∑n
j=1 aij >∑n
j=1 aij holds, so from ii) of Assumption 1
′′ it holds that
di3 ≥ (ci − Ai0n)∨(ci − Ai1n) > ci − 12Ai1n = di2 >
(ci−Ai0n)∧(ci−Ai1n) > di1. If Ai1n = 0, then there exists
aik < 0. Thus, di3 ≥ (ci − Aiek) > ci − 12Ai1n = di2 =
(ci −Ai0n) > di1. Therefore, we have di3 > di2 > di1.
Hence, under Assumption 1′′ we have the following prop-
erties for Dk,i, 1 ≤ i ≤ n, k ≥ 0:
P{Dk,i ≥ ci − Ais} = P{Dk,i = di2 or di3} = (1 − 2η) +
η = 1 − η for s ∈ Sn such that Ai(s − 121n) ≥ 0, and
P{Dk,i ≥ ci − Ais} = P{Dk,i = di3} = η for s ∈ Sn such
that Ai(s− 121n) < 0.
Since Sn is a finite set, there exists Aˆi 6= Ai such that
di1 < ci − Aˆis ≤ ci − Ais (implying Aˆis ≥ Ais) for all
s ∈ Sn, and Aˆis− 12Ai1n < 0 for s such that Ai(s− 121n) < 0
(if such s exists). This can be done by adding a sufficiently
small constant to one of the entries of Ai.
Hence, di2−(ci−Aˆis) = Aˆis− 12Ai1n ≥ Ais− 12Ai1n ≥ 0
for those s such that Ai(s − 121n) ≥ 0, implying P{Dk,i ≥
ci − Aˆis} = P{Dk,i = di2 or di3} = 1 − η for these s.
On the other hand, for those s such that Ai(s − 121n) < 0,
P{Dk,i ≥ ci − Aˆis} = P{Dk,i = di3} = η, because di2 −
(ci − Aˆis) = Aˆis− 12Ai1n < 0. Therefore, θ = vec
{
(A c)
}
and θˆ = vec
{
(Aˆ c)
}
, where Aˆ := (AT1 · · · ATn )T , define
the same transition probability for observations, even though
{Dk,i} is fixed. 
APPENDIX C
PROOF OF THEOREM 4
We first introduce the following two lemmas.
Lemma 2 ( [17], pp. 124). Let (Ω,F , P ) be a probability
space, and let f(·, ·) : S × Ω → R, where S is an open
interval, be a function satisfying:
(i) E{f(θ, ω)} exists, ∀θ ∈ S;
(ii) ∂∂θf(θ, ω) exists and is continuous in θ, ∀ω ∈ Ω;
(iii) there exists an integrable nonnegative function g such that∣∣ ∂
∂θf(θ, ω)
∣∣ ≤ g(ω), ∀(θ, ω) ∈ S × Ω.
Then
d
dθ
∫
Ω
f(θ, ω)dP (ω) =
∫
Ω
∂
∂θ
f(θ, ω)dP (ω).
Lemma 3.
G(x) :=
xφ(x)Φ(x) + φ2(x)
Φ2(x)
∈ (0, C), for x ∈ R, where
C is a positive constant, and φ(x) represents the probability
density function of the standard Gaussian distribution.
Proof. For x ≥ 0, G(x) > 0 by definition. For x < 0, from
the inequality (Lemma 2.3.3 in [14])
Φ(x) < − 1
x
φ(x), x < 0,
where Φ(x) represents the cumulative density function of the
standard Gaussian distribution, it holds that xφ(x)Φ(x) +
φ2(x) > −φ2(x) + φ2(x) = 0, and hence G(x) > 0. To
prove that G(x) has an upper bound, it suffices to note that
limx→−∞G(x) = 1, which follows from the L’Hoˆpital’s rule
and φ′(x) = −xφ(x), and limx→+∞G(x) = 0.
Proof of Theorem 4: We divide the proof into four steps.
Step 1. For ‖θ(i)‖ < M , where θ(i) = (Ai ci)T and M is
an arbitrary positive real number, we use Lemma 2 to show
that the derivative can be passed under the expectation for
functions E{log gi(S˜|θ(i))} with gi defined in (8), 1 ≤ i ≤ n.
That is to say, for 1 ≤ i ≤ n and ‖θ(i)‖ < M ,
∇θ(i)E{log gi(S˜|θ(i))} = E{∇θ(i) log gi(S˜|θ(i))}, (19)
∇2θ(i)E{log gi(S˜|θ(i))} = E{∇2θ(i) log gi(S˜|θ(i))}. (20)
From the definition of gi in (8) and Assumption 1′, it follows
that
log gi(S˜|θ(i)) = log
[
(1− Φ(ci −AiS))S˜iΦ(ci −AiS)1−S˜i
]
∈ [M1,M2],
where S := S˜n+1:2n hereafter, M1 = log(1 − Φ(ci +
|Ai|1n)) ∧ log Φ(ci − |Ai|1n), M2 = log(1 − Φ(ci −
|Ai|1n))∨ log Φ(ci+ |Ai|1n), and Φ(x) represents the cumu-
lative density function of the standard Gaussian distribution.
So E{| log gi(S˜|θ(i))|} <∞, and (i) of Lemma 2 holds.
Assumption 1′ guarantees that the continuous differentia-
bility of log gi(S˜(ω)|θ(i)), and hence (ii) of Lemma 2 holds.
Since S˜ ∈ S2n,
∂
∂aij
log gi(S˜|θ(i))
=
∂
∂aij
log
[
(1− Φ(ci −AiS))S˜iΦ(ci −AiS)1−S˜i
]
= Sj
(
S˜iφ(ci −AiS)
1− Φ(ci −AiS) −
(1− S˜i)φ(ci −AiS)
Φ(ci −AiS)
)
(21)
is also bounded in ‖θ(i)‖ < M by the assumption, where
φ(x) represents the probability density function of the standard
Gaussian distribution.
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Similarly,
∂
∂ci
log gi(S˜|θ(i))
=
∂
∂ci
log
[
(1− Φ(ci −AiS))S˜iΦ(ci −AiS)1−S˜i
]
= − S˜iφ(ci −AiS)
1− Φ(ci −AiS) +
(1− S˜i)φ(ci −AiS)
Φ(ci −AiS) (22)
is bounded in ‖θ(i)‖ < M . This verifies (iii) of Lemma 2,
which implies (19).
Analogously, Lemma 2(i), (ii) hold for ∇θ(i) log gi(S˜|θ(i)).
From (21) (22) we can obtain that
∂2
∂aij∂aik
log gi(S˜|θ(i))
= −SjSk
{
S˜iφ(ci −AiS)
(1− Φ(ci −AiS))2
× [φ(ci −AiS)− (ci −AiS)(1− Φ(ci −AiS))]
+
(1− S˜i)φ(ci −AiS)
Φ2(ci −AiS)
× [(ci −AiS)Φ(ci −AiS) + φ(ci −AiS)]},
= −SjSk[S˜iG(AiS − ci) + (1− S˜i)G(ci −AiS)], (23)
∂2
∂aij∂ci
log gi(S˜|θ(i))
= Sj [S˜iG(AiS − ci) + (1− S˜i)G(ci −AiS)], (24)
∂2
∂2ci
log gi(S˜|θ(i))
= −[S˜iG(AiS − ci) + (1− S˜i)G(ci −AiS)], (25)
where 1 ≤ i, j, k ≤ n, G(x) = xφ(x)Φ(x)+φ2(x)Φ2(x) . Lemma 3
and the boundedness of S˜ indicate that S˜iG(AiS− ci) + (1−
S˜i)G(ci − AiS) has the following bounds that depends only
on M
εM ≤ S˜iG(AiS − ci) + (1− S˜i)G(ci −AiS) ≤ ε′M ,
for all 1 ≤ i ≤ n, where 0 < εM < ε′M . So (23), (24), and
(25) are bounded, and (iii) of Lemma 2 holds. Consequently,
(20) is verified.
Step 2. Now we prove the Hessian of E{log gi(S˜|θ(i))} is
negative definite over Rn+1.
Step 1 indicates that (23), (24), and (25) have upper bounds
−ε′MSjSk, εMSj and −ε′M in ‖θ(i)‖ < M . Hence, setting
αT := (ST ,−1), it follows that
∇2θ(i)E{log gi(S˜|θ(i))} = E{∇2θ(i) log gi(S˜|θ(i))}
≤ −(εM ∧ ε′M )E{ααT }.
For x ∈ Rn+1,
xTE{ααT }x = E{xTααTx} = E{(αTx)2} ≥ 0.
Suppose that xn+1 6= 0. We know from Theorem 2′ that
P{S = 0n} > 0. Thus, E{(αTx)2} ≥ x2n+1P{S = 0n} > 0.
Now suppose that xn+1 = 0 but xi 6= 0 for some 1 ≤ i ≤ n.
Similarly, P{S = ei} > 0, and consequently E{(αTx)2} ≥
x2iP{S = ei} > 0. Therefore, the matrix E{ααT } is positive
definite for fixed θ(i) in ‖θ(i)‖ < M . Consequently, from the
arbitrariness of M , ∇2
θ(i)
E{log gi(S˜|θ(i))} is negative definite
over Rn+1.
Step 3. Note that
∇θE
{ ∑
1≤i≤n
log gi(S˜|θ(i))
}
= (∇θ(1)E{log g1(S˜|θ(1))}, . . . ,∇θ(n)E{log gn(S˜|θ(n))})T ,
and ∇2θE
{∑
1≤i≤n log gi(S˜|θ(i))
}
is a block diago-
nal matrix with matrices ∇2
θ(1)
E{log g1(S˜|θ(1))}, . . . ,
∇2
θ(n)
E{log gn(S˜|θ(n))} at the diagonal line.
So ∇2θE
{∑
1≤i≤n log gi(S˜|θ(i))
}
is negative definite over
Rn·(n+1), and E
{∑
1≤i≤n log gi(S˜|θ(i))
}
is strictly concave
from Propositions 1.2.6 and 2.1.2 in [6].
Step 4. Finally, we show that θ∗ is a root of equation
∇θE
{∑
1≤i≤n log gi(S˜|θ
(i))
}
= 0n·(n+1).
From Step 3, it suffices to show that (θ∗)(i) = (A∗i c
∗
i )
T is a
root of equation
∇θ(i)E{log gi(S˜|θ(i))} = 0n+1,
for 1 ≤ i ≤ n.
Compute
E
{
∂
∂aij
log gi(S˜|θ(i))
}
=
∑
s˜∈S2n
P{S˜ = s˜} ∂
∂aij
log gi(s˜|θ(i))
=
∑
s∈Sn,s˜i∈S
P{S = s, S˜i = s˜i}
× ∂
∂aij
log
[
(1− Φ(ci −Ais))s˜iΦ(ci −Ais)1−s˜i
]
=
∑
s∈Sn
∑
s˜i∈S
P{S = s}P{S˜i = s˜i|S = s}
× ∂
∂aij
log
[
(1− Φ(ci −Ais))s˜iΦ(ci −Ais)1−s˜i
]
=
∑
s∈Sn
P{S = s}
[
P{D1,i > c∗i −A∗i s} ·
sjφ(ci −Ais)
1− Φ(ci −Ais)
− P{D1,i ≤ c∗i −A∗i s} ·
sjφ(ci −Ais)
Φ(ci −Ais)
]
=
∑
s∈Sn
P{S = s}
[
(1− Φ(c∗i −A∗i s)) ·
sjφ(ci −Ais)
1− Φ(ci −Ais)
− Φ(c∗i −A∗i s) ·
sjφ(ci −Ais)
Φ(ci −Ais)
]
,
for 1 ≤ j ≤ n, where the penultimate equation follows
from Lemma 1 and S = {0, 1}. The above equation is
zero when θ(i) = (θ∗)(i). The argument is similar for
E{ ∂∂ci log gi(S˜|θ(i))}. From step 3, θ∗ is the unique global
maximum by Proposition 2.1.2 in [6]. 
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APPENDIX D
PROOF OF THEOREM 5
Instead of verifying the strong consistency of Algorithm
(12), we show the consistency of the more general algorithm
in Remark 10, i.e., Algorithm (26), which is equivalent to
Algorithm (12) by letting M0 = M , where M is the bound
of ‖θk‖ assumed in Remark 10.
θk+1 = (θk + akK(θk, S˜k+1))I[‖θk+akK(θk,S˜k+1)‖≤Mσk ],
σk =
k−1∑
i=1
I[‖θi+aiK(θi,S˜i+1)‖>Mσi ],
(26)
where θTk = ((θ
(1)
k )
T , . . . , (θ
(n)
k )
T ) is the estimate of θ∗ at
time step k, K(·, ·) is defined in (11), ak is the step size,
{Mk} is a sequence of positive numbers increasingly diverging
to +∞, and σ0 = 0.
We need the conditions below to ensure convergence.
A1. ak > 0,
∑∞
k=1 ak =∞,
∑∞
k=1 a
2
k <∞.
A2. There is a continuously differentiable function (not nec-
essarily being nonnegative) v(·) : Rn·(n+1) → R such that for
K(θ) := E{K(θ, S˜)}, where S˜ is subject to the stationary
distribution of {S˜k},
sup
d1≤d(θ,J)≤d2
KT (θ)vθ(θ) < 0
for any d2 > d1 > 0, and v(J) := {v(θ) : θ ∈ J} is nowhere
dense where J := {θ ∈ Rn·(n+1) : K(θ) = 0n·(n+1)},
d(θ, J) = infη{‖θ− η‖ : η ∈ J}, and vθ denotes the gradient
of v. Further, v(0) < inf‖θ‖=d0 v(θ) for some d0 > 0.
A3. K(·, ·) is locally Lipschitz-continuous in the first argu-
ment, i.e., for any fixed L > 0,
‖(K(θ, η)−K(κ, η))I[‖θ‖≤L,‖κ‖≤L]‖ ≤ cL‖θ−κ‖g(η), (27)
where cL is a constant depending on L, and g(η) is a
measurable function R2n → R.
A4. i) {S˜k} is a φ-mixing process, i.e., for
φk := sup
n≥1
sup
A∈Fn1 ,P (A)>0,B∈F∞n+k
|P (AB)− P (A)P (B)|
P (A)
,
φk → 0 as k → +∞, where F ji := σ(S˜k, i ≤ k ≤ j).
ii)
sup
k
E{(g2(S˜k+1) + ‖K(0, S˜k+1)‖2)|Fk1 } := µ2 <∞,
E{(g2(S˜) + ‖K(0, S˜)‖2)} := λ2 <∞,
and Eµ2 <∞, where g(·) is defined in (27).
iii) ψk := supA∈Bm
∣∣P (S˜k ∈ A)− P (S˜ ∈ A)| → 0, k →∞.
Lemma 4 (Theorem 2.5.1 in [11]). Assume that the above
A1-A4 hold. Then for {θk} generated by (26)
d(θk, J
∗)→ 0, as k →∞, a.s.,
where J∗ is a connected subset of the closure of J .
The strong consistency of (26), consequently (12), is verified
by validating the conditions A1-A4 of Lemma 4 above, and
we need the following lemma.
Lemma 5 (Proposition 7.8.3 in section I.7.8 of [28]). Let
(Ω,F , P ) be a probability space and Θ be a metric space, and
let f(·, ·) : Θ×Ω→ R be a function satisfying E|f(θ, ω)| <
∞, ∀θ ∈ Θ. Consider θ0 ∈ Θ such that f(θ, ω) is continuous
at θ0 for almost all ω ∈ Ω. Assume that there exists an
integrable nonnegative function g and a neighborhood N
of θ0 such that |f(θ, ω)| ≤ g(ω), ∀(θ, ω) ∈ N × Ω. Then∫
Ω
f(θ, ω)dP (ω) is continuous at θ0.
Proof of Theorem 5: Assumption A1 is the same as Assump-
tion 2.
Let v(θ) = −E{∑1≤i≤n log gi(S˜|θ(i))}, and it is non-
negative by the definition of gi in (8). From Step 1
in the proof of Theorem 4, vθ(θ) = −E{K(θ, S˜)} =
−E{∇θ
∑
1≤i≤n log gi(S˜|θ(i))} and E{‖K(θ, S˜)‖} < ∞,
∀θ ∈ Rn·(n+1). Assumption 1′ implies that −K(θ, S˜(ω)) is
continuous in Rn·(n+1). Hence, combining the local bounded-
ness of −K(θ, S˜), the continuity of vθ(θ) in Rn·(n+1) follows
from Lemma 5.
Also, note that J = {K(θ) = 0} = {θ∗} by Theorem 4,
and
sup
d1≤d(θ,J)≤d2
KT (θ)vθ(θ) = −‖E{K(θ, S˜)}‖2 < 0,
for any d2 > d1 > 0, because θ∗ is the only root of v(θ) from
Theorem 4.
From Theorem 2′, pi∗ := mins˜∈S2n
{
P{S˜ = s˜}} > 0.
For the CDF of the standard Gaussian random variable, Φ(·),
there exist constants M1 < 0 and M2 > 0 such that Φ(x) <
exp{−v(0)/pi∗} for x < M1 and 1−Φ(x) < exp{−v(0)/pi∗}
for x > M2. Let M = |M1|∨M2 and d0 =
√
4n2 + n(M+1).
Then for ‖θ0‖ = d0, if there exists cj such that |cj | ≥M + 1,
then supposing first cj ≥M + 1 > M , we have that
v(θ0) = −E{
∑
1≤i≤n
log gi(S˜|θ(i)0 )}
≥ −
∑
1≤i≤n log gi(u˜|θ
(i)
0 )P{S˜ = u˜}
≥ − log gj(u˜|θ(j)0 )P{S˜ = u˜}
= − log(1− Φ(ci))P{S˜ = u˜} > v(0)
pi∗
pi∗ = v(0),
where u˜ ∈ S2n is a vector with u˜j = 1 and u˜n+1:2n = 0n, the
first and the second inequalities follow from− log gi(S˜|θ(i)0 ) ≥
0, 1 ≤ i ≤ n, and the second equation follows from the
definition of gi and u˜. If cj < −(M +1), then choose u˜ such
that u˜j = 0. Hence, v(θ0) ≥ −pi∗ log Φ(ci) > v(0).
If |ci| < M + 1 for all 1 ≤ i ≤ n, then there must
exist aij such that |aij | ≥ 2(M + 1). Otherwise, ‖θ0‖2 <
n24(M + 1)2 + n(M + 1)2 = d20. Suppose that ‖a11‖ >
2(M + 1) for convenience, and as above suppose further that
a11 ≥ 2(M + 1). Then c1 − a11 ≤ −(M + 1) < −M since
|ci| < M + 1. Thus, selecting a vector w˜ ∈ S2n such that
w˜j = 0 and w˜n+1:2n = 1n, analogously we have that v(θ) ≥
−pi∗ log Φ(ci − a11) > v(0). Therefore, we have showed that
there exists d0 > 0 such that v(0) < inf‖θ0‖=d0 v(θ0) and
validated A2.
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Apropos of A3, for θ¯ and θˆ such that ‖θ¯‖, ‖θˆ‖ ≤ L with
L > 0 fixed and z˜ ∈ R2n,
‖K(θ¯, z˜)−K(θˆ, z˜)‖ ≤
n∑
i=1
‖Ki(θ¯(i), z˜)−Ki(θˆ(i), z˜)‖
≤
n∑
i=1
n+1∑
j=1
∥∥∥∥ ∂
∂θ
(i)
j
log gi(z˜|θ(i))
∣∣
θ(i)=θ¯(i)
− ∂
∂θ
(i)
j
log gi(z˜|θ(i))
∣∣
θ(i)=θˆ(i)
∥∥∥∥
≤
n∑
i=1
n+1∑
j=1
∥∥∥∥∇θ(i)( ∂
∂θ
(i)
j
log gi(z˜|θ(i))
)∣∣
θ(i)=θ˜(i)
∥∥∥∥
× ‖θ¯(i) − θˆ(i)‖
≤ εLh(z˜)
n∑
i=1
‖θ¯(i) − θˆ(i)‖
≤ εL ·
√
nh(z˜) · ‖θ¯ − θˆ‖ := εL · g(z˜) · ‖θ¯ − θˆ‖, (28)
where the third inequality follows from the mean value the-
orem, θ˜(i) = (1 − λ)θ¯(i) + λθˆ(i) for 1 ≤ i ≤ n and some
λ ∈ (0, 1), and the fourth inequality can be obtained from
the boundedness of (23)-(25) in ‖θ‖ ≤ L, for some bounded
function εLh(z˜), as in the proof of Theorem 4.
Since {S˜k} is an aperiodic irreducible finite-state Markov
chain from Theorem 2, it is φ-mixing [15]. We also have that
g2(S˜k+1) + ‖K(0, S˜k+1)‖2 and E{g2(S˜) + ‖K(0, S˜)‖2} are
bounded because S˜k takes value only in S2n. In addition,
Theorem 4.9 in [24] and Theorem 2 imply that ψk → 0 as
k →∞. Therefore, A4 holds, and the conclusion follows from
Lemma 4 by noticing that J = {θ∗}. 
APPENDIX E
PROOF OF THEOREM 6
Recall K(θ) = E{K(θ, S˜)}, where K(θ, S˜) is defined
in (10)-(11) and S˜ is subject to the stationary distribution
of {S˜k}. We know from Theorem 4 that K(θ) has a single
root θ∗. In addition, it is differentiable at θ∗, and its Taylor
expansion at θ∗ is K(θ) = F (θ−θ∗)+δ(θ), where δ(θ∗) = 0
and δ(θ) = o(‖θ − θ∗‖) as θ → θ∗.
Consider the following conditions.
A1’. ak > 0, ak → 0 as k →∞,
∑∞
k=1 ak =∞, and
ak − ak−1
akak−1
→ α ≥ 0, k →∞. (29)
A3’. K(θ) is measurable and locally bounded, and is differ-
entiable at θ∗ such that as θ → θ∗
K(θ) = F (θ − θ∗) + δ(θ), δ(θ∗) = 0, δ(θ) = o(‖θ − θ∗‖).
(30)
The matrix F is stable (All its eigenvalues are with negative
real parts). In addition, F + αδI is also stable, where α and
δ are given by (29) and (31), respectively.
A4’. For the sample path ω under consideration the observation
noise εk := K(θk−1, S˜k)−K(θk−1) can be decomposed into
two parts εk = ε′k + εk
′′ such that
∞∑
k=1
a1−δk ε
′
k <∞, ε′′k = O(aδk), (31)
for some δ ∈ (0, 1].
Lemma 6. (Theorem 3.1.1 in [11]) Assume A1’, A2, A3’, and
A4’ hold. Then for those sample paths for which (31) holds, θk
given by (12) converges to θ∗ with the following convergence
rate:
‖θk − θ∗‖ = o(aδk), (32)
where δ is the one given in (31).
We first prove a auxiliary lemma as follows.
Lemma 7. For fixed θ ∈ Rn·(n+1) and z ∈ S2n, the series
Kˆ(θ,z) =
∞∑
k=0
( ∑
z′∈S2n
K(θ,z′)P˜ k(z, z′)−K(θ)
)
(33)
converges, and it is a solution of the following Poisson
equation
K(θ,z)−K(θ) = Kˆ(θ,z)−
∑
z′∈S2n
Kˆ(θ,z′)P˜ (z, z′), (34)
where P˜ (·, ·) and P˜ k(·, ·) are the transition probability matrix
and k-step transition probability matrix of {S˜k} respectively,
and P˜ 0(z, z′) = 1 if z′ = z, P˜ 0(z, z′) = 0 otherwise.
Proof. Note that∥∥∥∥ ∑
z′∈S2n
K(θ,z′)P˜ k(z, z′)−K(θ)
∥∥∥∥
=
∥∥∥∥ ∑
z′∈S2n
K(θ,z′)P˜ k(z, z′)−K(θ,z′)pi(z′)
∥∥∥∥
≤
∑
z′∈S2n
‖K(θ,z′)‖ · |P˜ k(z, z′)− pi(z′)|
≤ max
z′∈S2n
‖K(θ,z′)‖ ·
∑
z′∈S2n
|P˜ k(z, z′)− pi(z′)|
≤ max
z′∈S2n
‖K(θ,z′)‖ · C1ρk,
where pi is the stationary distribution of {S˜k}, and the last
inequality follows from the convergence theorem of finite-state
Markov chains (Theorem 4.9 in [24]) for some C1 > 0, ρ ∈
(0, 1), and any z ∈ S2n. Hence,
‖Kˆ(θ,z)‖ ≤ max
z′∈S2n
‖K(θ,z′)‖ ·
∞∑
k=0
C1ρ
k
:= C2 · max
z′∈S2n
‖K(θ,z′)‖,
where C2 is a positive constant not relying on θ.
The equation (34) is obtained by noticing that∑
z′∈S2n
Kˆ(θ,z′)P˜ (z, z′)
=
∑
z′∈S2n
∞∑
k=0
∑
z′′∈S2n
(K(θ,z′′)P˜ k(z′, z′′)−K(θ))P˜ (z, z′)
=
∞∑
k=0
∑
z′′∈S2n
∑
z′∈S2n
(K(θ,z′′)P˜ k(z′, z′′)−K(θ))P˜ (z, z′)
=
∞∑
k=0
( ∑
z′′∈S2n
K(θ,z′′)P˜ k+1(z, z′′)−K(θ)
)
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= Kˆ(θ,z)− (K(θ,z)−K(θ)).
Proof of Theorem 6: First note that ak−ak−1akak−1 → 0 when
β ∈ (0, 1/3). Thus A1’ holds with α = 0. In addition,
K(θ) is the same for A2 as in Appendix D, which has been
verified in the proof of Theorem 5. From the definition of
K(θ), we know that F in (30) is in fact the Hessian of
E{∑1≤i≤n log gi(S˜|θ(i))} at θ∗. It follows that F is negative
definite and consequently stable from the proof of Theorem
4. Thus A3’ holds as α = 0 for β ∈ (0, 1/3).
Now we show that A4’ holds a.s. for δ ∈ (0, 1/2) by using
(34) and decomposing the noise into three parts:
εk = K(θk−1, S˜k)−K(θk−1)
= Kˆ(θk−1, S˜k)−
∑
z∈S2n Kˆ(θk−1, z)P˜ (S˜k, z)
= I
(1)
k + I
(2)
k + I
(3)
k ,
where for k ≥ 2,
I
(1)
k = Kˆ(θk−1, S˜k)−
∑
z∈S2n Kˆ(θk−1, z)P˜ (S˜k−1, z),
I
(2)
k =
∑
z∈S2n Kˆ(θk−1, z)P˜ (S˜k−1, z)
−
∑
z∈S2n Kˆ(θk−2, z)P˜ (S˜k−1, z),
I
(3)
k =
∑
z∈S2n Kˆ(θk−2, z)P˜ (S˜k−1, z)
−
∑
z∈S2n Kˆ(θk−1, z)P˜ (S˜k, z).
It follows that Kˆ(θk, S˜k+1)I[‖θk‖≤N ] is bounded a.s. for
fixed N > 0 from Lemma 7. Denote F ji := σ{S˜k, i ≤ k ≤ j},
it holds that for N > 0
E{Kˆ(θk, S˜k+1)I[‖θk‖≤N ]|Fk1 }(ω)
=
∫
Kˆ(θk(ω), z)I[‖θk‖≤N ]dF
ω
k+1(z;Fk1 )
=
∫
Kˆ(θk(ω), z)I[‖θk‖≤N ]dF
ω
k+1(z;Fkk )
=
∑
z∈S2n Kˆ(θk(ω), z)I[‖θk‖≤N ]P˜ (S˜k(ω), z),
where Fωk+1(·;Fk1 ) is the conditional distribution of S˜k+1
given Fk1 , and the second equality follows from the Markov
property of {S˜k}. Thus
I
(1,N)
k := Kˆ(θk−1, S˜k)I[‖θk−1‖≤N ]
−
∑
z∈S2n Kˆ(θk−1, z)I[‖θk−1‖≤N ]P˜ (S˜k−1, z)
is a martingale difference sequence for any N > 0. For δ ∈
(0, 1− 12(1−β) ) and β ∈ (0, 1/3),
2(1− β)(1− δ) ∈ (1, 2(1− β)),
so
∑∞
k=1 a
2(1−δ)
k < ∞ for ak = a/(k1−β + γ), and∑∞
k=1 a
1−δ
k I
(1,N)
k <∞ for N > 0 by Theorem B.6.1 in [11].
From Theorem 5, for a fixed sample path ω ∈ Ω0 with
P (Ω0) = 1, θk(ω) → θ∗ as k → ∞. So there exists an
integer L = L(ω) > 0 such that for all k ≥ 0, ‖θk(ω)‖ ≤ L.
Hence set N = L, we have that for δ ∈ (0, 1− 12(1−β) )
∞∑
k=1
a1−δk I
(1)
k (ω) =
∞∑
k=1
a1−δk I
(1,L)
k (ω) <∞.
To analyze I(2)k , first we have for θ¯, θˆ with ‖θ¯‖, ‖θˆ‖ ≤ L
‖Kˆ(θ¯,z)− Kˆ(θˆ,z)‖
=
∥∥∥∥ ∞∑
k=0
∑
z′∈S2n
(K(θ¯,z′)−K(θˆ,z′))(P˜ k(z, z′)− pi(z′))
∥∥∥∥
≤
∞∑
k=0
∑
z′∈S2n
‖K(θ¯,z′)−K(θˆ,z′)‖ · |P˜ k(z, z′)− pi(z′)|
≤
∞∑
k=0
∑
z′∈S2n
‖θ¯ − θˆ‖εL · g(z′) · |P˜ k(z, z′)− pi(z′)|
= εL · max
z∈S2n
g(z) · ‖θ¯ − θˆ‖ ·
∞∑
k=0
∑
z′∈S2n
|P˜ k(z, z′)− pi(z′)|
≤ εLC2 max
z∈S2n
g(z) · ‖θ¯ − θˆ‖,
where the second inequality follows from (28) in the proof of
A3 of Theorem 5, the last inequality is obtained as in Lemma
7 with the constant C2, and pi is the stationary distribution of
{S˜k}.
Hence, for the fixed sample path ω such that ‖θk(ω)‖ ≤ L,
∀k ≥ 0,∥∥∥∥ ∑
z∈S2n
Kˆ(θk, z)P˜ (S˜k, z)−
∑
z∈S2n Kˆ(θk−1, z)P˜ (S˜k, z)
∥∥∥∥
≤
∑
z∈S2n
‖Kˆ(θk, z)I[‖θk‖≤L] − Kˆ(θk−1, z)I[‖θk−1‖≤L]‖
× P˜ (S˜k, z)
≤ C2 · ‖θk − θk−1‖ · max
z∈S2n
g(z) ·
∑
z∈S2n
P˜ (S˜k, z)
= C2ak‖K(θk−1, S˜k)‖ · max
z∈S2n
g(z)
= C2ak‖K(θk−1, S˜k)I[‖θk−1‖≤L]‖ · max
z∈S2n
g(z) ≤ C3ak,
where the second inequality follows from the above assertion,
and C3 is a constant.
So noticing that (1−β)(2−δ) > 1 for β ∈ (0, 1/3) and δ ∈
(0, 1/2), we have that
∑∞
k=1 a
1−δ
k I
(2)
k (ω) ≤ C3
∑∞
k=1 a
2−δ
k <
∞ for δ ∈ (0, 1/2) and ak = a/(k1−β + γ).
As for I(3)k , rewrite
∑∞
k=1 a
1−δ
k I
(3)
k (ω) for the fixed sample
path ω such that ‖θk(ω)‖ < L, ∀k > 0, as∥∥∥∥ ∞∑
k=2
a1−δk I
(3)
k
∥∥∥∥
=
∥∥∥∥ ∞∑
k=0
(a1−δk+2 − a1−δk+1)
(∑
z∈S2n Kˆ(θk, z)P˜ (S˜k+1, z)
)∥∥∥∥
≤
∞∑
k=0
|a1−δk+2 − a1−δk+1|
(∑
z∈S2n ‖Kˆ(θk, z)‖P˜ (S˜k+1, z)
)
=
∞∑
k=0
|a1−δk+2 − a1−δk+1|
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×
(∑
z∈S2n ‖Kˆ(θk, z)I[‖θk‖≤L]‖P˜ (S˜k+1, z)
)
≤ C4
∞∑
k=1
|a1−δk − a1−δk+1| = O(
∞∑
k=1
1
k1+(1−β)(1−δ)
),
where the second inequality follows from the proof of Lemma
7 for a constant C4, and the last equation is obtained from the
fact that for δ ∈ (0, 1/2), ak = ak1−β+γ and β ∈ (0, 1/3)
a1−δk − a1−δk+1
= a1−δ
1
((k + 1)1−β + γ)1−δ
(( (k + 1)1−β + γ
k1−β + γ
)1−δ − 1)
∼ a1−δ 1
k(1−β)(1−δ)
((
1 +
1
k
)(1−β)(1−δ) − 1
)
= O(
1
k1+(1−β)(1−δ)
),
where for two sequences {αk} and {βk} with βk 6= 0, k ≥ 1,
αk ∼ βk means that limk→∞ αk/βk = 1.
To sum up, we have shown that
∑∞
k=1 a
1−δ
k εk(ω) <∞ for
δ ∈ (0, 1− 12(1−β) ) and β ∈ (0, 1/3). By Lemma 6, ‖θk(ω)−
θ∗‖ = o(aδk) = O(k−η), η = (1−β)δ. The conclusion follows
from η = (1− β)δ ∈ (0, 12 − β) for δ ∈ (0, 1− 12(1−β) ).
When β = 0, ak−ak−1akak−1 → 1a = α. Similar to the above
argument, we know that A4’ holds a.s. for δ ∈ (0, 1/2).
According to A3’, F + αδI has to be stable. But the
maximum eigenvalue of F depends on the parameter
vector θ∗. Nevertheless, from the negative definiteness of
F , there exists δ′ ∈ (0, 1/2) such that F + αδ′I < 0 for
fixed F . So for δ ∈ (0, δ′) we have that ‖θk−θ∗‖ = o(k−δ). 
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