Abstract. Let K be any field, let L n denote the Leavitt algebra of type ð1; n À 1Þ having coe‰cients in K, and let M d ðL n Þ denote the ring of d Â d matrices over L n . In our main result, we show that M d ðL n Þ G L n if and only if d and n À 1 are coprime. We use this isomorphism to answer a question posed in [14] regarding isomorphisms between various C Ã -algebras. Furthermore, our result demonstrates that data about the K 0 structure is sufficient to distinguish up to isomorphism the algebras in an important class of purely infinite simple K-algebras.
Introduction
Let K be any field, and let m < n be positive integers. The ring R is said to have invariant basis number (IBN) if no two free left R-modules of di¤ering rank over R are isomorphic. On the other hand, R is said to have module type ðm; n À mÞ in case for every pair of positive integers a and b, (1) if 1 e a < m then the free left R-modules R a and R i are not isomorphic for all positive integers i 3 a, and (2) if a; b f m, then the free left R-modules R a and R b are isomorphic precisely when a 1 b ðmod n À mÞ. It is not hard to show that any non-IBN ring has module type ðm; n À mÞ for some pair of positive integers m < n. (The notation used here is not completely universal: some authors refer to the module type of such an algebra as the pair ðm; nÞ. Our notation is consistent with that used in many of the algebra articles on this topic, and is also consistent with the C Ã -algebra usage as well.) As shown by Leavitt in [12] , for every such pair m, n there exists a K-algebra L K ðm; nÞ whose module type is ðm; n À mÞ. In particular, the module type of L K ð1; nÞ is ð1; n À 1Þ. We denote L K ð1; nÞ by L n . Various aspects of these algebras have been investigated, with an initial flurry of activity in the 1960's and early 1970's (e.g. [7] , [8] , and [13] ), and then again in a revival beginning at the start of the new millennium (e.g. [1] , [2] , and [6] ).
On the ''analytic'' side of the coin, Cuntz [9] in the 1970s investigated the C Ã -algebras fO n j 2 e n A Ng. There is an intimate connection between the Leavitt algebra L K ð1; nÞ and the Cuntz algebra O n . Specifically, for any field K, the elements of L K ð1; nÞ can be viewed as linear transformations on an infinite dimensional K-vector space in a natural way as a collection of shift operators. In particular, when K is the field of complex numbers, then L K ð1; nÞ can be viewed as acting on Hilbert space l 2 , and thereby inherits the operator norm. The Cuntz algebra O n is the completion of L C ð1; nÞ in the metric induced by this norm.
Since L n G L n n as free left L n -modules, by taking endomorphism rings we get immediately that there is a ring isomorphism between L n and M n ðL n Þ. The first two authors extended this type of isomorphism to additional matrix sizes in [2] , where they observe that L n G M d ðL n Þ whenever d divides n a for some positive integer a. In [12] Leavitt shows that for gcdðd; n À 1Þ > 1, the K-algebras L n and M d ðL n Þ cannot be isomorphic. Since d j n a implies gcdðd; n À 1Þ ¼ 1, these two results yield the following natural question, posed in [2] , page 362:
For gcdðd; n À 1Þ ¼ 1; are L n and M d ðL n Þ isomorphic?
In our main result, Theorem 4.14, we answer this question in the a‰rmative for all fields K. Theorem 4.14 has important consequences in the context of C Ã -algebras. First, we show in Section 5 that this result can be used to directly answer in the a‰rmative the following question, posed in [14] , page 8:
Are M m ðO n Þ and O n isomorphic whenever m and n À 1 are relatively prime?
While an a‰rmative answer to this question was provided for even n in [18] , Corollary 7.3, and subsequently shown for all n f 2 as a consequence of [15] , Theorem 4.3(1), the method we provide here is significantly more elementary. Indeed, the second important consequence of our result is that, unlike the current situation in the C Ã -algebra case, the isomorphisms we present between the indicated K-algebras are in fact explicitly given. Moreover, when K ¼ C, this explicit description carries over to an explicit description of the isomorphisms between the appropriately sized matrix rings over Cuntz algebras.
Finally, our result demonstrates that data about the K 0 structure is su‰cient to distinguish up to isomorphism the algebras in an important class of purely infinite simple Kalgebras, thus paving a path for subsequent work by the authors [3] towards an algebraic version of [16] , Theorem 4.2.4.
The authors thank the referee for an extremely careful review of this article.
Notation and basic concepts
We begin by explicitly defining the Leavitt algebras L K ð1; nÞ. For any positive integer n f 2, and field K, we denote L K ð1; nÞ by L K; n , and call it the Leavitt algebra of type ð1; n À 1Þ with coe‰cients in K. (When K is understood, we denote this algebra simply by L n .) Precisely, L K; n is the quotient of the free associative K-algebra in 2n variables: L K; n ¼ KhX 1 ; . . . ; X n ; Y 1 ; . . . ; Y n i=T;
where T is the ideal generated by the relations X i Y j À d ij 1 K (for 1 e i; j e n) and P n j¼1 Y j X j À 1 K . The images of X i , Y i in L K; n are denoted respectively by x i , y i . In particular, we have the equalities x i y j ¼ d ij 1 K and P n j¼1 y j x j ¼ 1 K in L n . The algebra L n was investigated originally by Leavitt in his seminal paper [12] . We now list various fundamental properties of L n , culminating in the property which will serve as the focus of our investigation.
Proposition 1.1. Let K be any field.
(1) ( [12] , Theorem 8) L n has module type ð1; n À 1Þ. In particular, if a 1 b ðmod n À 1Þ then L a n G L b n as free left L n -modules. Consequently, if a 1 b ðmod n À 1Þ, then there is an isomorphism of matrix rings M a ðL n Þ G M b ðL n Þ.
(2) Suppose R is a K-algebra which contains a subset fa 1 ; . . . ; a n ; b 1 ; . . . ; b n g for which a i b j ¼ d ij 1 R ( for 1 e i; j e n), and P n j¼1 b j a j ¼ 1 R . (For instance, any K-algebra having module type ð1; n À 1Þ has this property.) Then there exists a (unital) K-algebra homomorphism from L n to R extending the map x i 7 ! a i and y i 7 ! b i ( for 1 e i e n).
(3) ( [13] , Theorem 2) L n is a simple K-algebra. Corollary 1.2. Let I denote the identity matrix in M d ðL n Þ. To show L n G M d ðL n Þ it su‰ces to show that there is a set S ¼ fa 1 ; . . . ; a n ; b 1 ; . . . ; b n g L M d ðL n Þ such that:
P n j¼1 b j a j ¼ I; and S generates M d ðL n Þ as a K-algebra.
Proof. The existence of a nontrivial K-algebra homomorphism from L n to M d ðL n Þ follows from Proposition 1.1 (2) , while the injectivity of such a homomorphism follows from Proposition 1.1(3). Since fx 1 ; . . . ; x n ; y 1 ; . . . ; y n g generates L n as a K-algebra, the image of this homomorphism is generated by fa 1 ; . . . ; a n ;
For any unital ring R and i A f1; 2; . . . ; dg we denote the idempotent e i; i of the matrix ring M d ðRÞ simply by e i , and we define
In this notation E d ¼ I , the identity matrix in M d ðRÞ.
Definition 1.3. For any field K, the extension of the assignments x i 7 ! y i ¼ x Ã i and y i 7 ! x i ¼ y Ã i for 1 e i e n yields an involution Ã on L K ð1; nÞ. This involution on L K ð1; nÞ produces an involution on any sized matrix ring M m À L K ð1; nÞ Á over L K ð1; nÞ by setting
We note that if K is a field with involution (which we also denote by Ã), then a second involution on L K ð1; nÞ may be defined by extending the assignments
Of course in the case K ¼ C we have such an involution on K. Although it might be of interest to consider this second type of involution on L C ð1; nÞ in order to maintain some natural connection with the standard involution on the corresponding Cuntz algebra O n , we prefer to work with the involution on L K ð1; nÞ described in Definition 1.3 because it can be defined for any field K. All of the results presented in this article for involutions on L K ð1; nÞ and their matrix rings are valid using either type of involution.
We now set some notation which will be used throughout the remainder of the article. For positive integers d and n we write n ¼ qd þ r where 1 e r e d:
We assume throughout that gcdðd; n À 1Þ ¼ 1, and that d < n. (We will relax the hypothesis d < n in our main result.) Without loss of generality we will also assume that r f 2, since r ¼ 1 would yield n À 1 ¼ qd, which along with the hypothesis that gcdðd; n À 1Þ ¼ 1 would yield d ¼ 1, and the main result in this case is then the trivial statement L n G M 1 ðL n Þ. An important role will be played by the number s, defined as
Since gcdðd; n À 1Þ ¼ 1 we get also that gcdðs; dÞ ¼ 1. Definition 1.4. We consider the sequence fh i g d i¼1 of integers, whose i th entry is given by
The integers h i are understood to be taken from the set f1; 2; . . . ; dg. Rephrased, we define the sequence fh i g d i¼1 by setting h 1 ¼ 1, and, for 1 e i e d À 1,
Because gcdðd; sÞ ¼ 1 (so that s is invertible mod d), basic number theory yields the following Lemma 1.5. (1) The entries in the sequence h 1 ; h 2 ; . . . ; h d are distinct.
(2) The set of entries fh 1 ; h 2 ; . . . ; h d g equals the set f1; 2; . . . ; dg (in some order).
(3) The final entry in the sequence is r; that is, h d ¼ r.
Proof. The only non-standard statement is (3). Suppose r ¼ 1 þ ði À 1Þs ðmod dÞ. 
We denote by b S 2 S 2 the complement of b S 1 S 1 in f1; 2; . . . ; dg; in other words, 
. . . ; r À 1; rgj. So f 1 is the number of elements in b S 1 S 1 which are at most r. Similarly, let f 2 ¼ j b S 2 S 2 X f1; 2; . . . ; rgj. We get
Finally, by definition we have
Proof. By definition, each element of the sequence fh i g d i¼1 is the remainder of 1 þ ði À 1Þs modulo d. Now, we will show by induction on i that h i ¼ 1 þ ði À 1Þs À l i d where l i is the number of h j for which h j f r and j < i.
On the other hand, if h i e r À 1, then l iþ1 ¼ l i by definition. Also, the computation gives us
Thus, induction step works.
The previous assertion shows that
where t is the number of h j for which h j f r and j < d 1 
so that 
2. The search for appropriate matrices inside M d (L n )
We start this section by giving a plausibility argument for Theorem 4.14. In [12] , Theorem 5, Leavitt proves n À 1 gcdðd; n À 1Þ .
Since module type is an isomorphism invariant, this result immediately gives that L n and M d ðL n Þ are not isomorphic when gcdðd; n À 1Þ > 1.
On the other hand, in case gcdðd; n À 1Þ ¼ 1, Leavitt's proof of Proposition 2.1 gives an algorithm for finding specific elements fa 1 ; . . . ; a n ; b 1 ; . . . ; b n g inside M d ðL n Þ which satisfy the appropriate relations. So, by Corollary 1.2, we would be done if we could show that this set of elements generates M d ðL n Þ as a K-algebra.
However, this set of elements does NOT generate M d ðL n Þ in general. It is instructive here to look at a specific example. Because by [2] , Proposition 2.1, we know our main result is true when d divides some power of n, the smallest case of interest is the situation d ¼ 3, n ¼ 5, since then gcdðd; n À 1Þ ¼ 1 but d does not divide any power of n. Leavitt's proof (for general d, n) manifests in this specific case that M 3 ðL 5 Þ has module type ð1; 4Þ, and is based on an analysis of the n ¼ 5 elements in M 3 ðL 5 Þ: together with the five dual matrices Y i ¼ X Ã i for 1 e i e 5. While these ten matrices generate ''much of '' M 3 ðL 5 Þ, these matrices do not, for instance, generate the matrix unit e 1; 3 . In fact, we show below in Proposition 6.3 that whenever gcdðd; n À 1Þ ¼ 1 but d does not divide n a for any positive integer a, then the matrices in M d ðL n Þ which arise in the proof of [12] , Theorem 5, cannot generate M d ðL n Þ.
A breakthrough in this investigation was achieved when the authors were able to show that isomorphisms between more general structures (so-called ''Leavitt path algebras''; see e.g. [4] ), when interpreted in light of [5] , Proposition 13, in fact yield an isomorphism between L 5 and M 3 ðL 5 Þ. By tracing through the appropriate translation maps, the following subset of M 3 ðL 5 Þ emerges as the desired set of elements, elements which satisfy the appropriate relations and generate M 3 ðL 5 Þ as a K-algebra: (i) it might be useful to use 1 K as an entry (any number of times) in the generating matrices,
(ii) various nonlinear monomials might play a useful role in the generating matrices, and (iii) it might be of use to place elements in the matrices in some order other than lexicographic order.
With guidance provided by the above system of generators in M 3 ðL 5 Þ, one can easily check that the following set of matrices (together with the appropriate dual matrices) is also a set of generators of M 3 ðL 5 Þ which satisfies the conditions of Corollary 1.2, and hence provides an isomorphism between L 5 and M 3 ðL 5 Þ:
It is easy to show, and not at all unexpected, that for each n, the symmetric group S n acts as automorphisms on L n in the obvious way. Specifically, for s A S n we define a s : L n ! L n by setting a s ðx i Þ ¼ x sðiÞ for each 1 e i e n, and extending linearly. In fact, with s A S 5 given by sð2Þ ¼ 5, sð4Þ ¼ 2, and sð5Þ ¼ 4, it is straightforward to show that the corresponding a s transforms this last set of five matrices to the previously given set.
We close this section by giving three additional sets of generating matrices for M 3 ðL 5 Þ. First, consider the set fX 1 ; X 2 ; X 3 ; X 4 ; X 5 g of matrices presented directly above. It is relatively easy to show that by defining X 0 5 to be the matrix gotten by interchanging the entries x 5 and x 3 of X 5 , then the set fX 1 ; X 2 ; X 3 ; X 4 ; X 0 5 g (and their duals) provide a generating set for M 3 ðL 5 Þ. (We note for future reference that, in contrast, switching the entries x 5 and x 4 of X 5 would not provide a generating set.) Second, consider again the set fX 1 ; X 2 ; X 3 ; X 4 ; X 5 g of matrices presented directly above. It is not di‰cult to show that by defining X 00 4 and X 00 5 to be the matrices gotten by interchanging the entry x 2 of X 4 with the entry x 3 of X 5 , then the set fX 1 ; X 2 ; X 3 ; X In Section 4 we will generalize these first two observations, and show how each yields an action of various symmetric groups as automorphisms of M d ðL n Þ, and hence of L n , whenever gcdðd; n À 1Þ ¼ 1.
Third, and finally, it is somewhat less obvious that there are many other types of actions of various symmetric groups on M 3 ðL 5 Þ. To give one such example, here is yet an-other set of five matrices which, along with their duals, provides a set of generators for M 3 ðL 5 Þ. Loosely speaking, these are produced from the previous set fX 1 ; X 2 ; X 3 ; X 4 ; X 5 g by an appropriate permutation in S 5 together with an interchanging of the roles of the initial and final columns of M 3 ðL 5 Þ:
We will describe subsequent to the proof of Theorem 4.14 a number of additional, significantly di¤erent collections of generating matrices in M d ðL n Þ for gcdðd; n À 1Þ ¼ 1. Each of these collections gives rise to an automorphism of M d ðL n Þ. Because Theorem 4.14 will demonstrate that M d ðL n Þ G L n for gcdðd; n À 1Þ ¼ 1, each of these automorphisms of M d ðL n Þ will in turn induce an automorphism of L n .
The generators of M d (L n )
In this section we present the appropriate 2n matrices of M d ðL n Þ which generate M d ðL n Þ. We write n ¼ qd þ r with 2 e r e d. We assume d < n, so that q f 1. The matrices X 1 ; X 2 ; . . . ; X q are given as follows. For 1 e i e q we define
x ðiÀ1Þdþj e j; 1 :
The two matrices X qþ1 and X qþ2 play a pivotal role here. They are defined as follows:
x qdþt e t; 
(where the elements a qþ2; rÀ1 ; a qþ2; r ; . . . ; a qþ2; d A L n are monomials in x-variables which will be determined later). In case d À r ¼ 0 or r À 2 ¼ 0 we interpret the appropriate sums as zero.
The remaining matrices X qþ3 ; . . . ; X n will be explicitly specified later, but each of these will have the same general form. In particular, for q þ 3 e i e n,
(where the elements a i; 1 ; a i; 2 ; . . . ; a i; d A L n are monomials in the x-variables which will be determined later). In case q þ 3 > n then we understand that there are no matrices of this latter form in our set of 2n matrices. We note that we always have the matrices X qþ1 and
We define the matrices Y i for 1 e i e n by setting Y i ¼ X Ã i . Because they will play such an important role, we explicitly describe Y qþ1 and Y qþ2 . 
y qdþt e 1; t and
As above, in case d À r ¼ 0 or r À 2 ¼ 0 we interpret the corresponding sums as zero.
Definition 3.1. We denote by A the subalgebra of M d ðL n Þ generated by the matrices
That is,
So in order to achieve our main result, we seek to show that
Using the relation P n j¼1 y j x j ¼ 1 K , we immediately get
A similar computation yields Lemma 3.3.
(1) Assume the elements fa qþ2; rÀ1 ; . . . ; a qþ2; d g W fa i; j j q þ 3 e i e n; 1 e j e dg are chosen so that
(2) Assume the elements fa qþ2; rÀ1 ; . . . ; a qþ2; d g are chosen so that
Proof. The set of generators of A has this property, and the relations are self-dual, hence for any element a which can be generated by ring-theoretic operations we can also generate a Ã . r Definition 3.5. Recall the partition b
. . . ; dg described in Section 1. For i; j A f1; 2; . . . ; dg we write i @ j in case i, j are both in the same c
Our goal for the remainder of this section is to show that A contains all matrix units e i; j for i @ j. We begin by defining two monomorphisms of M d ðL n Þ which will be useful in this context. Assuming that we have chosen the elements fa qþ2; rÀ1 ; . . . ; a qþ2; d g as described in Lemma 3.3(2), we define the monomorphism f of M d ðL n Þ by setting
Since Y qþ2 and X qþ2 are each in A, then f in fact restricts to a monomorphism of A.
We begin by showing that all of the matrix idempotents fe i j 1 e i e dg are in A. The results presented in the next two lemmas follow directly from straightforward matrix computations, so we omit their proofs. It is instructive to note the following. In words, the previous two lemmas say that we can move matrix idempotents ''forward by s'' (if we start with an index less than r À 1), and ''backwards by r À 1'' (if we start with an index bigger than r). But even though it would make sense to move the specific idempotent e rÀ1 forward by s units (since ðr À 1Þ þ s ¼ d), or to move the specific idempotent e r backwards by r À 1 units, neither of these moves can be e¤ected by the matrix multiplications described in the lemmas. For instance, the entry in the ðd; dÞ coordinate of fðe rÀ1 Þ ¼ Y qþ2 e rÀ1 X qþ2 is a Ã qþ2; rÀ1 a qþ2; rÀ1 , which may or may not equal 1 depending on the choice of a qþ2; rÀ1 . (Indeed, we will see later that we will NOT choose a qþ2; rÀ1 having this property.) This observation is precisely the reason why we must expend so much e¤ort in analyzing the partition b
. . . ; dg described previously.
We consider the sequence fu i g d i¼1 of integers, whose i th entry is given by
The integers u i are understood to be taken from the set f1; 2; . . . ; dg. Rephrased, we define the sequence fu i g d i¼1 by setting u 1 ¼ s, and, for 1 e i e d À 1,
Of course, the u-sequence is closely related to the h-sequence described in Section 1. Thus it is not surprising that the following lemma closely resembles Lemma 1.5. Because gcdðd; sÞ ¼ 1 (so that s is invertible mod d), basic number theory yields the following Lemma 3.9.
(1) The entries in the sequence u 1 ; u 2 ; . . . ; u d are distinct.
(2) The set of entries fu 1 ; u 2 ; . . . ; u d g equals the set f1; 2; . . . ; dg (in some order).
(3) The penultimate entry in the sequence is r À 1; that is, u dÀ1 ¼ r À 1.
(4) The final entry in the sequence is d; that is, u d ¼ d.
Proof. The only non-standard statements are (3) and (4)
Proof. The key idea is to show that E j A A for all 1 e j e d. Since
We consider the sequence of matrices E u 1 ; E u 2 ; . . . ; E u d arising from the sequence fu i g d i¼1 described above. By induction on i, we show that each of E u 1 ; E u 2 ; . . . ; E u dÀ1 A A. For i ¼ 1 we have E u 1 ¼ E s A A by Lemma 3.2. Now we assume that E u i A A for i e d À 2, and show that E u iþ1 A A. By Lemma 3.9(3), i e d À 2 gives that u i 3 r À 1. There are two cases.
Case 1: u i e r À 2. Then by definition u iþ1 ¼ u i þ s. Since E u i A A by hypothesis, we have fðE u i Þ A A, which then gives
But since u i e r À 2, Lemma 3.7 applies to give
so that
so that E u iþ1 A A, and Case 1 is shown.
Case
e j , and u i þ 1 > r, so Lemma 3.8 applies to give
e jÀðrÀ1Þ :
Thus we get that
Now the desired result follows easily from the observation that e 1 ¼ E 1 A A, while e j ¼ E j À E jÀ1 A A for all 2 e j e d. r
We remark that we need not modify the proof of Proposition 3.10 at all in case r ¼ 2 (resp. r ¼ d). This is because even though we would not have the matrix X qþ2 (resp. X qþ1 ) containing 1 in the appropriate entries, in the case r ¼ 2 (resp. r ¼ d) we would have s ¼ d À 1 (resp. s ¼ 1), so that we would only be using multiplication by X qþ1 (resp. X qþ2 ) in the proof. Now that we have established that all of the matrix idempotents e i ð1 e i e dÞ are in A, we use them to generate all of the matrix units e i; j . Lemma 3.11. (1) Suppose 1 þ s < d. Then e 1 X qþ2 e 1þs ¼ e 1; 1þs , and e 1; 1þs A A.
Proof 
, and the result follows. r
The next proposition provides a link between the matrix units e i; j A A and the partition b
Proposition 3.13. Consider the sequence fh i g d i¼1 described in Section 1. Let h i , h iþ1 , h iþ2 be three consecutive elements of the sequence, where h i 3 r; r À 1 and h iþ1 3 r; r À 1. (In other words, consider three consecutive elements h i , h iþ1 , h iþ2 so that all three are in b S 1 S 1 or all three are in b S 2 S 2 .) Then there exists X A fX qþ1 ; X qþ2 g and Y A fY qþ1 ; Y qþ2 g so that
In particular, in this situation, if e h i ; h iþ1 A A then also e h iþ1 ; h iþ2 A A.
Proof. There are four cases to consider, depending on whether we use the ''plus s'' or ''minus r À 1'' operation to get from one element of the sequence to the next.
In this situation we have h i e r À 1 because h iþ1 e d ¼ s þ ðr À 1Þ and h iþ1 ¼ h i þ s. But h i 3 r À 1 by hypothesis. Thus we have in fact h i e r À 2. In an exactly analogous way we also have h iþ1 e r À 2. Using that each of h i and h iþ1 is less than r À 1, we get Y qþ2 e h i ; h iþ1 X qþ2 ¼ e h iþ1 ; h iþ2 : Case 2: h iþ1 ¼ h i þ s and h iþ2 ¼ h iþ1 À ðr À 1Þ. As in Case 1 we have h i < r À 1. Also, h iþ1 f r because 1 e h iþ2 ¼ h iþ1 À ðr À 1Þ. But h iþ1 3 r by hypothesis. Thus we have in fact h iþ1 > r. Using both that h i < r À 1 and h iþ1 > r, we get Y qþ2 e h i ; h iþ1 X qþ1 ¼ e h iþ1 ; h iþ2 : Case 3: h iþ1 ¼ h i À ðr À 1Þ and h iþ2 ¼ h iþ1 þ s. As shown above, the hypotheses yield h i > r and h iþ1 < r À 1, from which we get Y qþ1 e h i ; h iþ1 X qþ2 ¼ e h iþ1 ; h iþ2 : Case 4: h iþ1 ¼ h i À ðr À 1Þ and h iþ2 ¼ h iþ1 À ðr À 1Þ. As shown above, the hypotheses yield h i > r and h iþ1 > r, from which we get Y qþ1 e h i ; h iþ1 X qþ1 ¼ e h iþ1 ; h iþ2 ; and the result is established. r
We now establish the relationship between the partition b
. . . ; dg and the matrix units e i; j A A. Intuitively, the idea is this. Suppose for instance that a; b A b S 1 S 1 . We seek to show that e a; b A A. There is a sequence of elements in b S 1 S 1 which starts at a (resp. b) and ends at r À 1. By the previous result, this will imply that e a; rÀ1 A A (resp. e b; rÀ1 A A). But then by duality e rÀ1; b A A, so that e a; rÀ1 e rÀ1; b ¼ e a; b A A. Here are the formal details. Proof. We start by proving the result for b S 1 S 1 . Suppose first that we are in a situation for which 1 þ s < d. Then Lemma 3.11 (1) yields that e 1; 1þs A A. Since in this situation the integers 1, 1 þ s are the first two elements of the sequence fh i g d i¼1 , and both are in b S 1 S 1 , repeated applications of Proposition 3. 13 give that e h i ; h iþ1 A A for any two consecutive elements h i , h iþ1 of b S 1 S 1 . By matrix multiplication this then gives e h i ; h j A A whenever i < j and both h i , h j are in b S 1 S 1 . By Lemma 3.4 this gives that e h i ; h j A A whenever i 3 j and both h i , h j are in b S 1 S 1 . This together with Proposition 3.10 yields that e h i ; h j A A whenever both
On the other hand, if we are in a situation for which 1 þ s ¼ d, then by Lemma 3.11 (2) we have that b S 1 S 1 ¼ f1g, and the result follows immediately from Proposition 3.10.
The result for b S 2 S 2 is established in a similar manner, using Lemma 3.12 and Propositions 3.10 and 3.13, along with the fact that whenever n is not a multiple of d, then the first two elements of b S 2 S 2 in the sequence fh i g 
The main theorem
With the results of Section 3 in hand, we now show how the partition b
. . . ; dg can be used to specify the elements of X qþ2 ; . . . ; X n in such a way that the set fX 1 ; . . . ; X n ; Y 1 ; . . . ; Y n g generates M d ðL n Þ. Definition 4.1. We define a partition S 1 W S 2 of f1; 2; . . . ; ng as follows: For w A f1; 2; . . . ; ng, write w ¼ q w d þŵ w with 1 eŵ w e d. We then define w A S k (for k ¼ 1; 2) if and only ifŵ w A c S k S k .
So we are 'enlarging' the partition of f1; 2; . . .
to a partition of f1; 2; . . . ; ng ¼ S 1 W S 2 by extending modulo d. Now consider this set, which we will call ''The List'':
; . . . ; x n x dÀ3 1 . . . Proof. We note that
By induction we continue in a similar way to get . . . ; a qþ2; d g W fa i; j j q þ 3 e i e n; 1 e j e dg which must be specified to form the matrices X qþ2 ; X qþ3 ; . . . ; X n is ðs þ 1Þ þ d½n À ðq þ 2Þ:
Proof. The elements fa qþ2; j j r À 1 e j e dg needed to complete X qþ2 are a list containing d À ðr À 1Þ þ 1 ¼ s þ 1 entries. There are n À ðq þ 2Þ matrices in the list X qþ3 ; . . . ; X n , and each of these matrices will contain exactly d nonzero entries. r Lemma 4.5. The number of entries which must be specified to form the matrices X qþ2 ; X qþ3 ; . . . ; X n is equal to the number of entries in The List.
Proof. By Lemmas 4.3 and 4.4, we must show
The following result describes exactly how many of the entries to be specified in X qþ2 ; . . . ; X n correspond to the subset b
Lemma 4.6. Consider the set of matrices X qþ3 ; . . . ; X n , together with the last s þ 1 rows of X qþ2 . Then the number of nonzero entries corresponding to rows indexed by elements of b S 1 S 1 equals
Proof. This follows directly by an argument analogous to that given in the proof of . r
Before we get to the main proposition, we need a computational lemma.
Lemma 4.8.
Proof. Using the equations d 1 ¼ 1 þ b þ t and ð1 þ tÞðr À 1Þ ¼ 1 þ bs from Proposition 1.7, we get
an easy computationÞ: r
We are now ready to prove the key algorithmic tool which will provide the vehicle for our main result. Proposition 4.9. Consider the set of matrices X qþ3 ; . . . ; X n , together with the last s þ 1 rows of X qþ2 . Then the number of nonzero entries corresponding to rows indexed by elements of b S 1 S 1 equals the number of entries on The List of the form x u x t 1 for which u A S 1 .
Rephrased: It is possible to place the elements of The List in the ''to be specified'' entries of the matrices X qþ2 ; X qþ3 ; . . . ; X n in such a way that each entry of the form x u x t 1 for u A S k ðk ¼ 1; 2Þ is placed in a row indexed byû u whereû u A c S k S k ðk ¼ 1; 2Þ.
Proof. By Lemmas 4.6 and 4.7 it su‰ces to show that
and we are done. r
In other words, Proposition 4.9 implies that it is possible to place the entries of The List in the empty ''boxes'' of the matrices X qþ2 ; X qþ3 ; . . . ; X n in such a way that each entry of the form x u x t 1 for u A S k ðk ¼ 1; 2Þ is placed in a row indexed byû u wherê u u A c S k S k ðk ¼ 1; 2Þ.
We assume for the remainder of this article that we have made such a placement. To help the reader clarify the process, a specific example appears below. However, the reader should keep in mind that in fact there are many possible such placements.
Once such a placement has been made, we can immediately deduce various properties of the matrices fX 1 ; . . . ; X n ; Y 1 ; . . . ; Y n g. For instance, Lemma 4.10. For all 1 e i; j e n we have
Proof. By definition of the matrices X i , Y j it su‰ces to show that
for all 1 e i; j e n and 1 e u; t e d À 2. But this follows easily by the definition of multiplication in L n . r In order to show that all the matrix units fe i; j j 1 e i; j e dg are in A, we need to provide a ''bridge'' between these two subsets of matrix units. That connection is made in the following proposition, which provides the last major piece of the puzzle. Proof. Because we have assumed that we have placed the elements from The List in a manner ensured by Proposition 4.9, there exists M A fX qþ2 ; X qþ3 ; . . . ; X n g and an integer l A f1; 2; . . . ; dg for which l @ 1, and for which the ðl; dÞ entry of M is x We have y 1 e 1 ¼ e 1 Y 1 e 1 A A, so that
Now choose any w with 2 e w e n. Again using the hypothesis that we have placed the elements from The List in a manner ensured by Proposition 4.9, there exists M A fX qþ2 ; X qþ3 ; . . . ; X n g and w 0 A f1; . . . ; dg for which w 0 @ w, and
Write w ¼ q w d þŵ w with 1 eŵ w e d. Then w @ŵ w by definition, and so we get w 0 @ŵ w. So by Proposition 3.14, eŵ w; w 0 A A. In addition, e 1 Y q w eŵ w ¼ y w e 1;ŵ w A A. So we get 
By a procedure analogous to the one we have just completed, which shows how to obtain For the final property, we must show that A ¼ hfX 1 ; . . . ; X n ;
It su‰ces to show that x w e i; j A A for all 1 e w e n and all i; j A f1; 2; . . . ; dg, since by Lemma 3.4 this will yield y w e i; j A A for all 1 e w e n and all i; j A f1; 2; . . . ; dg, and these two collections together clearly generate all of M d ðL n Þ.
By Proposition 4.9 we may assume that the elements from The List have been placed appropriately in the matrices X qþ2 ; . . . ; X n . Now let i; j A f1; 2; . . . ; dg. If i @ j then e i; j A A by Proposition 3.14. So suppose i A b The situation where i A b S 2 S 2 and j A b S 1 S 1 is identical, and thus yields e i; j A A for all i; j A f1; 2; . . . ; dg. Finally, since each of the elements fx w j 1 e w e ng is contained as an entry in one of the matrices X 1 ; . . . ; X qþ1 , we can indeed generate all elements of the desired form in A. Thus we have shown that for gcdðd; n À 1Þ ¼ 1 and d < n we have
To finish the proof of our main result we only need to show that the desired isomorphism holds in case d f n.
and we are done. r Notice that Theorem 4.14 does not depend on the choice of the positions of the elements from The List in the non-specified entries of the matrices X qþ2 ; . . . ; X n , other than that the positions are consistent with the condition allowed by Proposition 4.9.
Example 4.15. We indicated in Section 2 that L 5 G M 3 ðL 5 Þ; in fact, we provided there five di¤erent sets of appropriate generating matrices of M 3 ðL 5 Þ. Here is yet another set, built by using the recipe provided in Theorem 4.14. In this case we have
The List consists of the ðn À 1Þðd À 1Þ þ 1 ¼ 9 elements fx 2 1 ; x 2 x 1 ; x 3 x 1 ; x 4 x 1 ; x 5 x 1 ; x 2 ; x 3 ; x 4 ; x 5 g. The point to be made here is that only the elements x We finish this section by describing some automorphisms of L n which arise as a consequence of Theorem 4.14. There are many possible assignments of the elements on The List to the ''boxes'' of the matrices X qþ2 ; X qþ3 ; . . . ; X n consistent with the method described in Proposition 4.9. In particular, this freedom of assignment a¤ords an action of the bisymmetric group S d 1 Â S d 2 on each of the matrices X qþ3 ; . . . ; X n by permuting the entries inside b S 1 S 1 and b S 2 S 2 . Similarly, we have an action of S e 1 Â S e 2 on X qþ2 . This freedom of assignment also allows an action on each of the d rows in the generating matrices. Specifically, for each row i ð1 e i e dÞ, we can permute the ði; dÞ-entries of the n À ðq þ 2Þ matrices X qþ3 ; . . . ; X n ; each of the d Á À n À ðq þ 2Þ Á ! such permutations will yield a di¤erent set of generators for M d ðL n Þ. Thus we have described
permutations on the entries of the matrices X qþ2 ; X qþ3 ; . . . ; X n , each of which induces a distinct automorphism of M d ðL n Þ. In turn, by Theorem 4.14, each then induces an automorphism of L n whenever gcdðd; n À 1Þ ¼ 1. These permutations yield automorphisms on L n which generalize the specific automorphisms of M 3 ðL 5 Þ described in Section 2.
Intriguingly, the types of automorphisms described here and in Section 2 still do not in general completely describe all the automorphisms of L n which arise from producing appropriate sets of generators in M d ðL n Þ. We present here two additional specific examples of generating sets inside various-sized matrix rings. In both cases, the entries used to build the generating matrices X 1 ; . . . ; X n , Y 1 ; . . . ; Y n are monomials of degree at most 2. In contrast to the previously presented examples, because The List contains monomials of degree up to and including d À 1, the examples given here cannot be realized as arising from automorphisms induced by permutations of the entries of a specific set of generators as constructed in Theorem 4.14. As mentioned in the Introduction, one consequence of our main result is that we are able to directly and explicitly establish an a‰rmative answer to the question posed in [14] , page 8, regarding isomorphisms between matrix rings over Cuntz algebras. So suppose conversely that gcdðd; n À 1Þ ¼ 1. Let fs 1 ; . . . ; s n g H O n be the orthogonal isometries generating O n . These satisfy:
(i) For every 1 e i; j e n, s
Now consider the complex Leavitt algebra L C; n , and notice that by Proposition 1.1(2) there exists a (unique) C-algebra morphism
given by the extension of the assignment x i 7 ! s Ã i and y i 7 ! s i for 1 e i e n. Since L C; n is a simple algebra, L C; n G jðL C; n Þ. But P n ¼ jðL C; n Þ is the complex dense Ã-subalgebra of O n generated by fs 1 ; . . . ; s n g (as a complex algebra). Now consider the morphism . Hence, by [9] , Theorem 1.12, there exists an isomorphism
defined by the rule Fðs i Þ ¼ S i for every 1 e i e n. Now, applying Theorem 4.14 to P n and M d ðP n Þ (via j), for every 1 e i; j e d and for every 1 e k e n we have
so that the generators of
As mentioned previously, the a‰rmative answer to the isomorphism question for matrix rings over Cuntz algebras provided in Theorem 5.1 is indeed already known, a byproduct of [15] , Theorem 4.3 (1) . However, the method we have provided in Theorem 5.1 is significantly more elementary, and provides an explicit description of the germane isomorphisms (such an explicit description has previously not been known).
A second interesting consequence of Theorem 4.14 is that the class of matrices over Leavitt algebras is classifiable using K-theoretic invariants. (For additional information about purely infinite simple algebras and their K-theory, see [6] .) Proof. It is well known (see e.g. [19] , page 5) that any unital isomorphism
To see the converse, first notice that, for any
(see e.g. [7] or [6] ). Hence, if B 0 ¼ M k ðL m Þ for suitable k; m A N, then the existence of an isomorphism f : K 0 ðBÞ ! K 0 ðB 0 Þ forces that n ¼ m.
Now, since every automorphism of Z=ðn À 1ÞZ is given by multiplication by an element 1 e l e n À 1 such that gcdðl; n À 1Þ ¼ 1, the hypothesis fð½1 B Þ ¼ ½1 B 0 yields that ½k ¼ ½dl A Z=ðn À 1ÞZ, i.e., that k 1 dl ðmod n À 1Þ. So Proposition 1.1 (1) gives that Lemma 6.1. Suppose R is a unital direct limit of rings R ¼ lim À! t A N ðR t Þ (so we are assuming that the connecting homomorphism R t ! R tþ1 is unital for each t A N). Suppose R contains a complete orthogonal pairwise isomorphic set of p idempotents. Then there exists m A N so that R m contains a complete orthogonal pairwise isomorphic set of p idempotents.
Proof. Let E ¼ fe 1 ; . . . ; e p g denote the indicated set in R. It is well known (see e.g. [10] , Proposition III.7.4) that for idempotents e and f in any ring R, Re G Rf as left Rmodules if and only if there exist elements x, y in R such that x ¼ exf , y ¼ fye, xy ¼ e, and yx ¼ f . For each two-element subset fe i ; e j g of E let fx i; j ; y i; j g denote a pair of associated elements whose existence is ensured by the supposed isomorphism Re i G Re j . Now pick m A N with the property that R m contains the finite set fx i; j ; y i; j j 1 e i; j e pg; such m exists by definition of direct limit. Then necessarily R m contains E, as x i; j y i; j ¼ e i for each 1 e i e p. Now invoking the previously cited result from [10] , and using the hypothesis that the direct limit has unital connecting homomorphisms, we conclude that E is a complete orthogonal pairwise isomorphic set of p idempotents in R m . r Lemma 6.2. Let S be any unital ring, let K be a field, and let p be any positive integer. produces such a set, where we take E to be the set of p matrix idempotents in M p À M q ðSÞ Á .
For (2), let E be such a set. The ring T ¼ M d ðKÞ is semisimple artinian, with composition length d. As the left T-modules Te i generated by the elements of E are pairwise isomorphic, each must have the same composition length, which we denote by q. But
Te i , which yields that pq ¼ d. r
With these two lemmas in hand, we are ready to prove the main result of this section. Proof. First suppose there exists a A N such that d j n a . Then the explicit isomorphism provided in [14] , Proposition 2.5, between the indicated matrix rings over Cuntz algebras is easily seen to restrict to an isomorphism of the analogously-sized matrix rings over Leavitt algebras. Furthermore, the isomorphism preserves the appropriate grading on these algebras, thus yielding the first implication. (For clarity, an explicit example of this isomorphism in a particular case is given below.)
Conversely, suppose the algebras L n and M d ðL n Þ are isomorphic as Z-graded algebras. Then necessarily the 0-components of these algebras are isomorphic. It is easy to u so that the matrix ring M n u ðKÞ contains a complete orthogonal pairwise isomorphic set of p idempotents. By Lemma 6.2(2) this implies that p j n u , so that p j n as p is prime. Thus we have shown that any prime p which divides d also necessarily divides n, so that d indeed divides some power of n as desired. r Corollary 6.4. Suppose gcdðd; n À 1Þ ¼ 1. Suppose W ¼ fX 1 ; . . . ; X n ; Y 1 ; . . . ; Y n g is a set of 2n matrices in M d ðL n Þ which satisfy the conditions of Proposition 1.1 (2) . Suppose further that each entry of X i (resp. Y i ) is either 0 or a monomial of degree 1 (resp. degree À1). If W generates M d ðL n Þ as a K-algebra, then d j n a for some positive integer a.
In particular, let W be the set of 2n matrices fX 1 ; . . . ; X n ; Y 1 ; . . . ; Y n g constructed in [12] , Theorem 5. Then W generates M d ðL n Þ as a K-algebra if and only if d j n a for some positive integer a.
Proof. If W satisfies the indicated conditions, then the homomorphism from L n to M d ðL n Þ induced by the assignment x i 7 ! X i and y i 7 ! Y i in fact would be a graded isomorphism, and the result follows from Proposition 6.3.
In the specific case of the 2n matrices described in [12] , Theorem 5, the matrices are of the indicated type, and were shown in [14] to generate M d ðL n Þ. r It is instructive to compare and contrast the two types of generating sets of M d ðL n Þ which can be constructed in case d j n a for some a. Let d ¼ 3, n ¼ 6. Here are the six matrices fX 1 ; . . . ; X 6 g which arise in the aforementioned construction presented in [14] : In particular, all of these are of degree 1 in the Z-grading, so that the assignment x i 7 ! X i (and x Ã i 7 ! X Ã i ) from L 6 to M 3 ðL 6 Þ extends to a graded homomorphism, which can be shown in a straightforward way (using the argument given in [14] ) to be a graded isomorphism.
In contrast, we now present one (of many) sets of generators for M 3 ðL 6 Þ which arises from our construction. When n ¼ 6, d ¼ 3 then the appropriate data from our main result are as follows: We close this article by providing a brief historical perspective on this question. As mentioned earlier, Leavitt showed in [12] that if R has module type ð1; n À 1Þ, then M d ðRÞ has module type 1; n À 1 gcdðd; n À 1Þ
. The validity of this result is justified by the presentation of an appropriate set of elements inside M d ðRÞ. In the situation where R ¼ L n and gcdðd; n À 1Þ ¼ 1, it turns out that the appropriate set of elements inside M d ðRÞ is simply a lexicographic ordering of the variables fx 1 ; . . . ; x n ; y 1 ; . . . ; y n g, using a straightforward algorithm. (An example of this process was given in Section 2.) In the particular case when d j n a , the set of elements so constructed coincides with the set of elements analyzed by Paschke and Salinas in [14] ; furthermore, this set just happens to generate all of M d ðL n Þ. However, as noted in Corollary 6.4, the analogous set of elements cannot generate all of M d ðL n Þ when d is not a divisor of some power of n. Thus, in order to establish our main result (Theorem 4.14), it was necessary to build a completely di¤erent set of tools than those which had already been used in this arena.
Corollary 6.4 shows that in general we cannot find generating sets of size 2n inside M d ðL n Þ in which each of the entries in the n matrices has degree 1 (resp., each of the entries in the n dual matrices has degree À1). In our main result we have shown that we can find generating sets of size 2n inside M d ðL n Þ in which each of the entries in the n matrices has degree less than or equal to d À 1 (resp., each of the entries in the n dual matrices has degree greater than or equal to 1 À d). Reflecting on the examples given at the end of Section 4, it would be interesting to know whether in general it is possible to find generating sets of size 2n inside M d ðL n Þ in which each of the entries in the n matrices has degree less than or equal to 2 (resp. each of the entries in the n dual matrices has degree greater than or equal to À2).
