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Summary 
Multiple input multiple output orthogonal frequency division multiplexing (MIMO-
OFDM) schemes have recently drawn wide interests due to their capability of high data 
rate transmission over multipath fading channels. In this thesis, signal detection and 
adaptive channel estimation methods are investigated for a space-time block coded 
(STBC) MIMO-OFDM scheme. At the receiver, signals from different co-channel users 
are detected using minimum mean squared error (MMSE) interference cancellation (IC) 
followed by maximum likelihood (ML) decoding. It is shown that the signal detection 
scheme could be used to increase the system capacity (in terms of number of users or data 
rates) while improving the error rate performance for each user with some additional 
decoding complexity. The above STBC MIMO-OFDM scheme and the signal detection 
methods are applied to enhance the performance of OFDM based WLAN systems. A Zero 
forcing (ZF)-IC and ML decoding method also used for signal detection. The 
performances of the two different IC methods are compared on the system performance. 
Simulation results are compared with theoretical error bounds.  
 An adaptive channel estimation method based on recursive least square (RLS) 
algorithm is proposed for MIMO-OFDM scheme. It is shown that the proposed channel 
estimation method is efficient in terms of complexity and bandwidth requirement. The 
complexity is reduced by adaptively estimating the time domain channel parameter matrix 
without using any matrix inversion. The proposed channel estimator uses only a portion of 
the OFDM block as training symbols. The adaptive channel estimator is shown to perform 
quite close to the system where ideal channel state information is available.   
 v
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Chapter 1 
 
Introduction 
 
 
 
 
Wireless communications is an emerging field, which has seen enormous growth in the 
last two decades. The next generation of broadband wireless communication systems is 
expected to provide users with wireless multimedia services such as high speed internet 
access, wireless television and mobile computing. The rapidly growing demand for theses 
services is driving the communication technology towards high data rates, higher 
mobility, and higher carrier frequencies that are needed to enable reliable transmissions 
over mobile radio channels.  
 Since 1980s, the wireless evolution has so far gone through two generations. First-
generation (1G) wireless systems (e.g., AMPS, TACS and NMT) use analog transmission 
and support voice services only. Second generation systems (e.g., GSM, IS-95) upgrade to 
digital technologies and cover services such as facsimile and low data rate (up to 9.6 
kbps), in addition to voice.  The enhanced version of  2G systems (e.g., GPRS, HDR), 
sometimes referred to as 2.5G systems, support more advanced services like medium rate 
(up to 100kbps) circuit or packet switched data. Third generation(3G)  systems  (e.g., 
UMTS, CDMA 2000) will provide  significantly higher data rates (64kbps-2Mbps) than 
2.0G systems. OFDM and Space-time (ST) coding are potential candidates for the 
physical layer of fourth generation (4G) mobile systems. 
 Orthogonal frequency division multiplexing (OFDM) is a high spectral efficiency 
type of multi carrier modulation systems, which have many advantages over single carrier 
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systems, especially for high data rate transmission in time dispersive channels. In OFDM, 
the entire channel is divided into many narrow parallel sub channels, thereby increasing 
the symbol duration and reducing or eliminating the inter symbol interference (ISI) caused 
by the multipath environments [1]. OFDM modulation is adapted for many Wireless LAN 
(e.g., IEEE 802.11, HIPERLAN/2) and digital video/audio broadcasting standards. 
 Among various transmit-antenna diversity schemes, very popular one is the ST 
coding that relies on multiple antenna transmissions and appropriate signal 
processing at the receiver to provide diversity and coding gains over uncoded single 
antenna transmissions. ST coding has been recently adopted in 3G cellular standards such 
as WCDMA and CDMA 2000 [49]. 
 In order to incorporate the advantages ST coding and OFDM, ST coded OFDM 
systems have been proposed for broadband wireless communications over frequency 
selective fading channels. Space time coded OFDM systems promises an enhanced 
performance in terms of power and spectral efficiency. A multiple input multiple output 
(MIMO) system provides multiple independent transmission channels, thus, under certain 
conditions, leading to a channel capacity that increases linearly with the number of 
antenna elements [2]. The capacity of the ST coded OFDM system (in terms of number of 
users or data rate) can be increased by increasing the number of ST coded OFDM 
terminals at the transmitter. We call this ST coded multiple transmit and multiple receive 
antenna OFDM system as ST coded MIMO-OFDM system. In this thesis signal detection 
and channel estimation methods for ST block coded (STBC) MIMO-OFDM systems are 
proposed. In the next section of this chapter, a background on previous work of ST 
 3
coding, ST coded OFDM systems and the channel estimation methods for ST coded 
OFDM systems are presented. 
1.1 Background 
 
 
Space-time trellis code achieves the maximum diversity gain and the maximum coding 
gain [3]. However, for a fixed number of transmit antennas, its decoding complexity 
increases exponentially with the transmission rate. Alamouti discovered a remarkable ST 
block coding scheme with two transmit-antennas [4]. This scheme supports maximum 
likelihood detection which only uses a linear processing at the receiver. This scheme was 
later generalized to an arbitrary number of antennas [5]. One property of ST block codes is 
its decoding simplicity which makes it attractive especially when receiver complexity is at 
a premium. Like ST trellis codes, ST block codes also achieve maximum diversity gain. 
However, ST block codes does not necessarily maximize the coding gain as ST trellis 
codes do, and loses bandwidth efficiency when more than two transmit-antennas are 
deployed [5]. To compensate for this loss, one method is to increase the constellation size 
at the expense of coding gain. The other way to preserve the bandwidth efficiency and to 
increase the capacity of the ST block coded systems is to use interference cancellation 
(IC) methods [6, 7].  
 Most of the work on ST coding assumes frequency flat fading channels. This 
assumption is not true for most of the future broadband communications systems. The 
effects of frequency selectivity on ST coding designs have been investigated in [8]. In 
order to maintain the decoding simplicity and take advantage of existing ST coding 
designs for flat fading channels, most work on ST coding designs pursues two step 
approaches. The first step is to mitigate the ISI and convert frequency selective channels 
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into flat fading ones. The second step is to design ST coders and decoders for the resulting 
flat fading channels. One approach to mitigate the ISI is to employ equalization at the 
receiver. ST block code was combined with MIMO equalizer in [9]. One drawback of this 
approach is high receiver complexity because a MIMO equalizer has to be used at the 
receiver. In order to maintain receiver simplicity, most work on ST coding for frequency 
selective channels employs OFDM modulation with a long enough symbol interval to 
eliminate the need for equalization at the receiver [10, 11, 12, 13]. With transmit-antenna 
diversity, ST-OFDM can ameliorate deep fading effects caused by channel nulls. When 
the transmit antennas are not well separated, the multiple channels become correlated and 
symbol recovery is not assured because nulls, common to the multiple channels, are 
possible to occur. One possible solution is to use error correction code across different 
subcarriers. An alternative is to use redundant precoding [14]. Reed Solomon (RS) codes 
[15] are good in correcting burst errors. Performances of the concatenated RS and ST 
coded OFDM systems are presented in [10, 16].   
 Multiple transmit antennas can be used to obtain transmit diversity and to form 
MIMO channels. Compared to single input single output systems in flat fading channels 
MIMO systems can improve the capacity by a factor of minimum number of transmit or 
receive antennas [2]. Fourth generation MIMO-OFDM systems are proved to provide 
increased capacity, coverage and reliability over multipath fading channels [17]. A 
MIMO-OFDM system with ST trellis coding is reported in [18]. An improved ST coding 
is proposed in [19] for the MIMO-OFDM scheme given in [18]. The MIMO-OFDM 
scheme reported in [18, 19] uses spatial prewhitening and successive interference 
cancellation methods for the signal detection. The complexity of decoding in this scheme 
is higher due to successive interference cancellation and space time trellis decoding. The 
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spatial prewhitening signal detection method is less complex, but this method of signal 
detection shows significant performance loss. This MIMO-OFDM scheme requires 
minimum four receive antennas to suppress the interference form two users.  
 A MIMO-OFDM scheme which uses STBC at the transmitter and minimum mean 
squared (MMSE) IC and maximum likelihood (ML) decoding [6] method to detect the 
signals from different users at the receiver is investigated in this thesis and part of the 
results have been published in [20]. An OFDM modulation is used to convert frequency 
selective channels into multiple flat fading channels in order for us to apply the MMSE-IC 
algorithm which is originally proposed for a ST block coded scheme in a flat fading 
environment. The performance of the proposed ST block coded MIMO-OFDM scheme 
with zero forcing (ZF) IC [7] method is also evaluated in the thesis. The analytical error 
bound for the MIMO-OFDM system with the two different IC methods (MMSE and ZF) 
are also derived in this thesis. The pair wise error probability [21] is used to find an upper 
bound for the bit error rate (BER) of the system.  This ST block coded MIMO-OFDM 
scheme requires only two receive antennas to detect the signals from two users whereas 
the MIMO-OFDM scheme in [18] requires four receive antennas. The proposed scheme 
maintains the decoding simplicity of ST block codes. Our proposed scheme is also applied 
to a SF MIMO-OFDM system and the performance is investigated.  
 Wireless LANs supporting broadband multimedia communications are being 
developed and standardized around the world [22]. A comparison between two popular 
OFDM based WLAN standards such as HIPERLAN/2 and IEEE 802.11a is discussed in 
[23]. Several suggestions are made in the literature to enhance the performances of these 
WLAN standards using ST coding techniques [24-26]. However, most of these 
performance enhancement methods are designed only for single user ST coding systems. 
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In this thesis we investigate the joint MMSE-IC and ML decoding algorithm to enhance 
the performance of the OFDM based WLAN systems. Part of the performance results are 
presented in [27]. 
 To eliminate the need for channel estimation and tracking, differential 
demodulation can be used in OFDM systems at the expense of 3-4 dB loss in SNR [28, 
29]. Accurate channel estimation is important for OFDM systems to improve their 
performance using coherent demodulation. A robust channel estimation scheme that 
makes use of the time and frequency correlations of the rapid dispersive fading wireless 
channels is presented for OFDM systems [30].  In space time coded MIMO-OFDM 
systems, the channel parameter estimation is crucial in the decoding process.  Most of the 
channel estimation methods proposed for the OFDM systems are for a single transmit and 
receive antenna case, where there is no interference [31-33]. In ST coded MIMO-OFDM 
systems, the received signal at a receive antenna is a superposition of signals from 
multiple antennas. The signals from other antennas act as co- channel interference, which 
gives rise to challenges for channel estimation.  For OFDM system with multiple 
antennas, several channel estimation methods have been developed in [34, 35]. The 
channel estimation method given in [34] uses the MMSE approach to get the temporal 
estimation of the channel parameters. However these methods require the inversion of 
large matrices, which is computationally intensive. Several methods are suggested in [36-
38] to reduce the complexity of the channel estimation presented in [34]. An optimum 
training sequence design method and a simplified channel estimation method are proposed 
in [36] to reduce the complexity in the channel estimation method in [34]. However, the 
optimum training sequence design method is not applicable for decision directed (DD) 
approach (when the system is in data transmission mode). The simplified channel 
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estimation method proposed in [36] shows some performance degradation. A complexity 
reduction method for the channel estimation method proposed in [34] is presented in [37]. 
The size of the inverse matrix and FFTs required in the channel estimation are reduced by 
half by exploiting the correlation of the subcarrier responses. The complexity reduction is 
achieved at the expense of some performance degradation. By assuming that the channel 
delay profile can be estimated accurately, a novel method is suggested in [38] to improve 
the channel estimation method proposed in [34]. However the performance results show 
that the improvement obtained is marginal. The other problem with this improved method 
is that the known channel delay profile assumption is not valid in most practical 
applications. Channel estimation for ST coded OFDM using Least squares (LS) and 
MMSE criteria are presented in [35]. Again the complexity in these estimation methods is 
very high due to the large matrix inverse operation. In [35], Yi Gong et. al proposes  a 
scheme that uses two training blocks and assumes the channel is not changing for two 
consecutive OFDM blocks to avoid the matrix inversion.  
 The existing channel estimation methods for MIMO-OFDM systems require one 
or two full OFDM blocks as training symbols irrespective of the number of multipaths in 
the channel profile. Most of these methods require the inversion of a large matrix to 
estimate the channels from multiple antennas. In this thesis we propose a RLS based 
adaptive channel estimation method. The performance of this channel estimation method 
with the STBC MIMO-OFDM scheme is presented in [39, 40]. This method estimates all 
the channel parameters in the time domain without any matrix inversion by adaptively 
decoupling the inter-antenna interference. The number of training symbols required in the 
proposed channel estimation method is proportional to the number of channel taps from 
all transmit antennas to each receive antenna (around 4 times). Hence for most of the cases 
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this channel estimation method is bandwidth efficient than the previously proposed 
channel estimation methods. A novel training symbol placement scheme is also proposed 
to further reduce the estimation complexity and the required number of training symbols.  
 
1.2 Contribution of the Thesis 
 
The Contributions of this research programme are 
1. To increase the capacity of an OFDM wireless communications system over 
frequency selective fading channels. Multiple transmit and multiple receive 
antennas are used to increase the capacity of the wireless channels. Signals from 
deferent co-channel users are detected by using interference cancellation [6, 7] and 
maximum likelihood decoding schemes.  
2. To apply the above interference cancellation and decoding schemes to enhance the 
performance of the OFDM based next generation wireless LAN systems such as 
IEEE 802.11a and HIPERLAN2.  
3. To develop a RLS based adaptive channel estimation scheme for MIMO-OFDM 
systems and to estimate the channel adaptively without any matrix inversion. This 
proposed scheme is less complex and more bandwidth efficient than the channel 
estimation schemes proposed in the literature for MIMO-OFDM systems. 
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1.3 Organization of the Thesis 
 
 
This thesis is organized in the following way: 
 
Chapter 1 gives an introduction to the thesis; a background on previous work on ST coded 
OFDM systems and the channel estimation methods. It also summarizes the work done in 
my MEng studies. 
Chapter 2 gives an overview of the OFDM system and the channel model. The channel is 
modeled as a frequency and time selective channel. Jakes channel model is adapted in the 
simulations. The OFDM system model used in the simulations is described. OFDM based 
WLAN schemes and their physical layers are analyzed.  
Chapter 3 gives an overview of Space-Time Coded OFDM systems.  Diversity 
techniques, space-time trellis codes and space-time block codes are analyzed. The STBC-
OFDM and space-frequency block coded (SFBC) OFDM schemes are explained.  
Chapter 4 presents the STBC MIMO-OFDM system model. The different signal detection 
schemes for the MIMO-OFDM system based on MMSE and ZF interference cancellation 
methods are presented. Simulation results are given to compare the performance of the 
schemes. Performance of the MIMO-OFDM scheme with SFBC is also presented. Part of 
the work presented in this chapter has been presented in [20]. The MMSE interference 
cancellation and ML decoding scheme is applied to IEEE 802.11a OFDM based WLAN 
system. The performance of the WLAN with the interference cancellation scheme is 
analyzed for different IEEE 802.11a physical layer modes.  The part of the work on 
WLAN is presented in [27].   
Chapter 5 presents adaptive channel estimation method for MIMO-OFDM systems. A 
RLS based adaptive channel estimation scheme is proposed. It is shown that the proposed 
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scheme outperforms the channel estimation schemes proposed in the literature in terms of 
complexity and bandwidth efficiency. Simulation results are given. Part of the work 
presented in this chapter has been presented in [39]. 
Chapter 6 concludes the work done and gives some suggestion for future research on this 
topic. 
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Chapter 2 
 
Overview of OFDM systems  
 
 
2.1 Introduction 
Orthogonal Frequency Division Multiplexing is a scheme used in the area of high-data-
rate mobile wireless communications such as cellular phones, satellite communications, 
wireless LANs and digital video/audio broadcasting. This technique is mainly utilized to 
combat ISI. The OFDM technology was first conceived in the 1960s and 1970s during the 
research in minimizing ISI [1], due to multipath. OFDM is a special form of Multi Carrier 
Modulation with densely spaced subcarriers with overlapping spectra, thus allowing for 
multiple-access. These multiple subcarriers overlap in the frequency domain, but do not 
cause Inter-Carrier Interference due to the orthogonal nature of the modulation.  Multi 
Carrier Modulation is the principle of transmitting data by dividing the stream into several 
bit streams, each of which has a much lower bit rate, and by using these sub-streams to 
modulate several carriers. This technique is being investigated as the next generation 
transmission scheme for mobile wireless communications networks. This chapter presents 
the OFDM system model, the OFDM based WLAN system and the characteristics of 
multipath channels. 
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2.2 Multipath Channel Model 
2.2.1 Channel Characteristics 
It is known that the performance of any wireless system is affected by the medium of 
propagation, namely the characteristics of the channel [41]. In telecommunications, a 
channel is a separate path through which signals can flow. In the ideal situation, a direct 
line of sight between the transmitter and receiver is desired. Usually, the received signal is 
a combination of attenuated, reflected, refracted, and diffracted replicas of the transmitted 
signal. To top it off, the channel adds noise and if the receiver is in motion, then the 
Doppler effect has to be taken into consideration. Some of these are illustrated in Figure 
2.1 
 
 
Figure 2.1:  Some channel characteristics 
 
Some of these characteristics are as follows: 
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Attenuation: This is the drop in the signal power when transmitting from one point to 
another and it can be caused by the transmission path length, obstructions in the signal 
path, and multipath effects. 
 
Multipath Effects: As the name implies, multipath is the result of the original signal 
reaching the receiver at different times within a specific transmission time slot. The 
transmitted signal can take several paths to reach the receiver, that is, directly, after being 
diffracted or after it had been reflected off of another object. In order to simplify things, 
assume that the reflected and diffracted signal undergo no phase changes upon contact 
with the objects blocking their paths. Now the receiver will pick up the line of sight signal, 
and then shortly after that the diffracted signal and then the reflected signal. These are the 
original signals, but are delayed bit when it encountered the obstructions. This can be 
visualized as the original signal shifted a few times. Now each signal adds on to each 
other, linearly or non-linearly, and this is what the receiver picks up. Frequency selective 
fading occurs when reflections cause the cancellation of certain frequencies at the receiver 
so there may be a dip or a faded signal at the receiver. 
 
Delay Spread: Delay spread is the time spread between the arrival of the first and last 
multipath signal seen by the receiver. In a digital system, the delay spread can lead to 
inter-symbol interference (ISI). This is due to the delayed multipath signal overlapping 
with the following symbols. 
 
Doppler Shift: When a wave source and a receiver are moving relative to one another the 
frequency of the received signal will not be the same as the source. When they are moving 
toward each other the frequency of the received signal is higher than the source, and when 
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they are moving away form each other the frequency decreases. Doppler shift can cause 
significant problems if the transmission technique is sensitive to carrier frequency offsets 
(for example COFDM) or the relative speed is higher (for example in low earth orbiting 
satellites). 
 
2.2.2 Frequency Selective Channel 
In this section, we develop a statistical multipath scalar channel model for wireless 
communication systems. The received signal is considered to be the sum of a large 
number of non-lines of sight propagation paths due to local scatterers, which is also 
known as Jake’s model. Let the lth  path be the resultant path received by the receiver with 
a delay time lτ  and a complex attenuation or distortion lγ . The L path time invariant 
channel impulse response can be expressed as 
1
( ) ( )
L
l l
l
h τ γ δ τ τ
=
= −∑              (2.1) 
The complex attenuation lγ  can be considered to be the resultant signal of M fading paths 
arriving together at time lτ within a time period ( ,l lτ τ ε+ ), where ε <<1/2W and W being 
the bandwidth of the signal. Let each scattered signal suffered a time delay lτ , and an 
amplitude distortion iα  and a phase distortion iθ . The lγ can be expressed as 
2
1
i
M
j
l i
i
e πθγ α
=
=∑                  (2.2) 
Making the simplification that iα α= for all i, and iθ is randomly (but identically and 
independently) distributed, the real and imaginary parts of 2 ijie
πθα can be considered as 
independent random process for 1, 2,...,i M= on the interval [0, 1]. When M is large, we 
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can invoke the central limit theorem to justify that lγ is a complex Gaussian random 
process. Hence, the amplitude of lγ has a Reyleigh distribution and the phase of lγ has a 
uniform distribution. 
 The complex base band received signal ( )y t (for simplicity, we ignore the impact 
of white Gaussian noise) can be expressed as  
( ) ( ) ( )y t h t x t= ∗              (2.3) 
1
( ) ( )
L
l l
l
y t x tγ τ
=
= −∑              (2.4) 
where ( )x t  is the complex baseband model of the transmitted signal with bandwidth W, 
the symbol ‘∗ ’ denotes the convolution operation. The coherence bandwidth measures the 
frequency range over which the fading process is correlated. It can be expressed as [21] 
1/c mB T    
where mT  is called the delay spread of the channel. If cB W< , the fading is defined as 
frequency selective. This means that the two pure tones with same amplitude and phase 
but at different frequency will suffer different amplitude and phase when transmitted 
through the channel.  
  
2.2.3 Frequency and Time Selective Channel 
A channel is said to be doubly dispersive if it is dispersive in time and dispersive in 
frequency. The presence of mobile scatterers and the relative movement between the 
transmitter and receiver introduces time selectivity and signal fading. Time selectivity 
means that the signal sent at t= t1 will be received differently from the signal sent at         
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t= t2.The attenuation lγ and time delay lτ are now functions of time and the channel 
transfer function (2.1) becomes 
1
( , ) ( ) ( ( ))
L
l l
l
h t t tτ γ δ τ τ
=
= −∑               (2.5) 
Using the Jakes spectrum, the attenuation at time t t tδ= + for the lth propagation path can 
be shown to be[42] 
1
2 ( cos( ) )
( )
M i c i c
l
i
tvj tf f
ct t e
δπ θ φ
γ δ α
=
− +
+ = ∑           (2.6) 
where iφ is uniformly distributed random variable between [0,2π ], v is the speed of the 
vehicle, c is the speed of light, cf   is the carrier frequency and tδ represents a small 
change of time t. The Doppler frequency df  and maximum Doppler frequency ,maxdf are 
defined as 
cos( )d c
vf f
c
φ=               (2.7) 
,maxd c
vf f
c
=                (2.8) 
The Doppler frequency gives an indication of how fast the signal changes with time. The 
normalized Doppler frequency is calculated as ,maxd sf T , where sT  is the OFDM symbol 
period. ,maxd sf T  indicates the maximum number of cycles the signal changes during the 
symbol period.  
 For different paths, ( )l tγ ’s are independent and the average power of the lth path 
is 2 2[| ( ) | ]l lE tγ σ= . The channel power is normalized by letting 2llσ∑ =1. For OFDM 
systems, with tolerable leakage, the channel frequency response can be expressed as [34],       
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[ , ] [ , ].
L
kl
N
l
H n k h n l W
−
=
=∑                                                           (2.9)        
where [ , ] ( , ( / ))f sh n l h nT k T N  , exp( 2 / )NW j Nπ= − , L is the number of nonzero taps of 
the channel impulse response sampled at a rate N f∆ , and N is the number of subcarriers in 
the OFDM symbol. Tf , Ts and f∆  in the above expression are the block length, symbol 
duration and tone spacing respectively. They are related by 1/sT f= ∆ and Tf= Ts+Tg, 
where Tg is the duration of cyclic extension. To avoid inter block interference, the cyclic 
prefix Tg is chosen to satisfy ( / )g sT L N T> . 
2.3 OFDM Structure 
All communication systems are, in its simplest form, composed of a transmitter, receiver 
and a channel. However, an OFDM system is more complicated. The OFDM system is 
shown in Figure 2.2. A brief description of the model is provided below. 
 
Figure 2.2: OFDM Model used for simulations 
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The principle of any Frequency Division Multiplexing (FDM) system is to split the 
information to be transmitted into N parallel streams, each of which modulates a carrier 
using an arbitrary modulation technique. The total signal bandwidth is therefore, N⋅∆f, 
where ∆f is the frequency spacing between adjacent carriers. In order to implement an 
FDM system, N independent transmitter and receiver pairs have to be realized in the form 
of sinusoidal generators, making the system very complex and equally costly. However, 
the advent of the Discrete Fourier Transform (DFT) made this transmission scheme more 
plausible. The Fast Fourier Transform (FFT) and the Inverse Fast Fourier Transform 
(IFFT) are the more efficient implementations of the DFT, are utilized for the baseband 
OFDM modulation and demodulation process as indicated in Figure 2.2. OFDM time 
domain waveforms are chosen such that mutual orthogonality is ensured even though sub-
carrier spectra may overlap. To prevent ISI, the individual blocks are separated by guard 
intervals wherein the blocks are periodically extended.  
 As mentioned above, the transmission is generated in such a way that the carriers 
used are orthogonal to one another, thus allowing them to be packed together much closer 
than standard FDM. OFDM signal requires less bandwidth as the number of carriers is 
increased. This means that OFDM also has a high spectral efficiency. Figure 2.3 shows 
the FDM and OFDM subcarriers in the frequency domain. The associated harmonically 
related frequencies can be used as the set of sub channel carriers as required by an OFDM 
system. Now all sub channels are modulated in one IFFT step.  
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Figure 2.3: OFDM and FDM subcarriers in the frequency domain 
 
 
With respect to the block diagram of Figure 2.2, the serial data stream is mapped to data 
symbols with a symbol rate of N/Ts, employing a general phase and modulation scheme. 
The resulting symbol stream is collected into a length N vector [ ](0) , ( 1) TC C N= −C LL . In 
fact, N  is often chosen to be powers of two to take the advantage of the efficiency of the 
FFT in the modulation and demodulation process. The parallel symbol duration Ts is N 
times longer than the serial symbol duration. Hence the disperse channel becomes less 
damaging, affecting only a fraction of the extended signaling pulse duration.  The IFFT of 
the data symbol vector is computed and its coefficients, c( ) n for n=1….N, constitute an 
OFDM symbol. 
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= ∑               (2.10) 
 The IFFT is used to realize the harmonically related and the modulated individual OFDM 
subcarriers, in order to transform the signal’s spectrum to the time domain for 
transmission over the channel. A length P cyclic prefix of the modulator output is added 
as guard interval. The resulting sequence with the cyclic prefix becomes. 
[ ]c( ),..., c( 1),c(0) ,c( 1)P TN P N N= − − −c LL . 
The sequence Pc  is transmitted through a frequency selective channel of order L , i.e., the 
channel impulse response ( , ) 0h n τ =  for L>τ . To avoid ISI, the guard interval P is 
chosen to satisfy P L> . Assume that the channel impulse response remains constant 
during the entire block interval, the channel impulse response vector can be given 
as [ ]( ) ( ,1), ( , 2),......, ( , )n h n h n h n L=h . The received signal is the convolution of 
Pc and ( )nh , which in the absence of noise is ( )P P n= ∗r c h . At the receiver, after cyclic 
prefix removal, the received signal vector is [ ]r(0), r(1),......, r( 1)N= −r . The demodulator 
performs an N-tap FFT,  
21
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= ∑               (2.11) 
 A well-known property of the discrete Fourier transform is that the cyclic convolution in 
the time domain results in multiplication in the frequency domain. Thus, the demodulated 
signal at the kth subcarrier is given by  
( ) ( ) ( ) ( )r k H k C k kη= +            (2.12) 
where ( )H k is the channel frequency response of ( )nh  at the thk  tone; ( )kη   represents the 
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FFT of the channel noise. It is modeled as complex Gaussian random variables with zero 
mean and power spectral density 2/0N per dimension. 
 
2.4 OFDM based Wireless LANs 
Due to its spectral efficiency and robustness against fading, OFDM technology has been 
widely adopted as a modulation scheme for WLAN standards such as IEEE 802.11a, 
defined by the IEEE, HIPERLAN2, defined by ETSI BRAN and HiSWANa defined by 
MMAC [22]. These standards are operating at the unlicensed 5 GHz band. The physical 
(PHY) layers of these various WLAN standards are broadly harmonized. As a result, all 
standards have received considerable industrial backing and look set to dominate the 
future of WLAN technology in the 5 GHz band.   
2.4.1 IEEE 802.11a Physical Layer 
 
 
 
 
  
 
 
 
Figure 2.4: Block diagram of IEEE 802.11a and HIPERLAN/2 transmitter and receiver 
 
Figure 2.4 shows the block diagram of IEEE 802.11a WLAN transmitter and receiver. The 
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the modulation process. The scrambler data is input to a convolutional encoder. The 
encoder consists of a 1/2 rate mother code and subsequent puncturing. The puncturing 
scheme facilitates the use of other code rates. The coded data is interleaved in order to 
prevent error bursts from being input to the convolutional decoding process in the 
receiver. The interleaved data is subsequently mapped to data symbols according to either 
a BPSK, QPSK, 16-QAM, or 64-QAM constellation. The OFDM modulation as described 
in section 2.3 is implemented. 48 data symbols and 4 pilot symbols are transmitted in 
parallel in the form of one OFDM symbol. 
 
2.4.2 Convolutional coding  
The data shall be coded with a convolutional encoder [43] of coding rate R = 1/2, 2/3, or 
3/4, corresponding to the desired data rate. The convolutional encoding can be 
implemented by simple shift registers and modulo-2 adders. Figure 2.5 shows the encoder 
for rate 1/2 code which is one of the most frequently applied convolutional codes. The bit 
denoted as ‘A’ shall be output from the encoder before the bit denoted as ‘B’. Each pair of 
output bits {A, B} depends the current input bit plus 6 previous input bits that are stored in 
the length 6 shift register. This value of 7, the shift registers length plus 1, is called the 
constraint length. The shift register taps are often specified by the corresponding generator 
polynomials or generator vectors. The generator vectors for the encoder in Figure 2.5 are 
{1011011, 1111001} in binary or {133,171} in octal. The ones in the generator vectors 
correspond with taps on the shift register. Higher coding rates (2/3, 3/4) are derived from 
the rate 1/2 encoder by employing “puncturing.” Puncturing is a procedure for omitting 
some of the encoded bits in the transmitter (thus reducing the number of transmitted bits 
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and increasing the coding rate) and inserting a dummy “zero” metric into the 
convolutional decoder on the receive side in place of the omitted bits. 
  Decoding of the convolutional code is performed by Viterbi algorithm. Soft 
decision Viterbi decoding is an efficient way to obtain the optimal maximum likelihood 
estimate of the encoded sequence. The complexity of the Viterbi decoding grows 
exponentially with the constraint length. However, the complexity of the decoding 
operation can be reduced by using hard decision decoding at the expense of some 
performance degradation. 
 
Figure 2.5: Block diagram of a constraint length 7 convolutional encoder 
2.4.3 Interleaving 
Because of the frequency selective fading of typical radio channels, the OFDM subcarriers 
generally have different amplitudes. Deep fades in the frequency spectrum may cause 
groups of subcarriers to be faded, thereby causing bit errors to occur on bursts rather than 
being randomly scattered. Therefore interleaving is applied to randomize the occurrence 
of bit errors. All encoded data bits shall be interleaved by a block interleaver [44] with a 
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block size corresponding to the number of bits in a single OFDM symbol. At the 
transmitter, the coded bits are permuted in a certain way, which makes sure the adjacent 
bits are separated by several bits after interleaving. At the receiver, the reverse 
permutation is performed before decoding. A commonly used interleaving scheme is the 
block interleaver, where input bits are written in a matrix column by column and read out 
row by row.  
 
2.5 Conclusions 
The multipath channel characteristics and the channel model used in the simulations are 
presented. The jakes model is adapted to model the frequency and time selective channel. 
Some basic concepts of the OFDM system are presented. The OFDM system model used 
in the simulations is also presented. The OFDM based WLAN standards and the PHY 
layer of these standards are presented. 
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Chapter 3 
 
Overview of Space-Time Coded OFDM systems  
 
   
 
3.1 Introduction 
 
In order to maintain the receiver simplicity, most work on ST coding for frequency 
selective channels employs OFDM modulation with a long enough symbol interval to 
eliminate the need for equalization at the receiver. Space time coded OFDM systems 
promises an enhanced performance in terms of power and spectral efficiency. This chapter 
describes diversity techniques and space time coding in wireless communication systems. 
This chapter also presents the STBC and SFBC OFDM systems. 
 
 
1.1 Space-Time Coding 
 
Diversity techniques are used in today’s communication systems to improve performance. 
The idea behind diversity is to collect as many copies of the transmitted signals as 
possible. For an optimal performance the different copies should be exposed to 
independent channels. The idea is that at least one copy has enough quality for correct 
detection and with the proper combination of the received copies; the effect of fading can 
be reduced. There are several diversity methods each based on frequency, time, space or a 
combination of these.  
Frequency diversity: With frequency diversity the signal is transmitted with several 
frequencies. For channels to be independent the frequencies must be separated with a 
certain frequency band. An example is WCDMA where the broad band signal will resolve 
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the multipath components and thus provide the receiver with several independently fading 
signals. This may be viewed as another method of obtaining frequency diversity. 
Time diversity: For time diversity the information is sent in different time slots, separated 
in some time interval t∆ , sufficient for independent channels. In GSM, a time diversity 
gain is achieved by introducing an error correcting code and interleaving. A transmission 
sequence, with error correcting code is sensitive to burst errors due to dependencies in the 
sequence and by interleaving; this dependency is spread in time to achieve time diversity.  
Spatial diversity: The spatial diversity method achieves independent channels by receiving 
or transmitting the same signal on different antennas, separated by some optimum 
distance. This distance is usually determined by factors including the wavelength of 
incoming signals and the anticipated angle of signal arrival. The classical approach is to 
use multiple antennas at the base station for receive diversity and to use some combination 
techniques to improve capacity. It is difficult, however, to have more than one or two 
antennas at the portable unit due to size limitations and cost of multiple chain of RF down 
conversion. Therefore, for commercial reasons, multiple antennas are preferred at the base 
stations, and transmit diversity schemes are growing increasingly popular as they promise 
high data rate transmission over wireless fading channels in both the uplink and downlink 
while putting the diversity burden on the base station.  
 Transmit diversity techniques combined with error control coding have resulted in 
a coding technique for multiple transmit antennas called ST coding.  ST Codes were first 
introduced by Tarokh et al. [3] to provide transmit diversity in wireless fading channels 
using multiple transmit antennas. Two outstanding examples of ST codes are ST trellis 
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codes (STTC) [3] and STBC [4, 5]. The space-time coding scheme by Tarokh et al. [3] is 
essentially a joint design of coding, modulation, transmit and receive diversity.  
          Space-time block codes operate on a block of input symbols, producing a matrix 
output whose columns represent time and rows represent antennas. In contrast to single-
antenna block codes for the AWGN channel, STBC do not generally provide coding gain, 
unless concatenated with an outer code. Their main feature is the provision of full 
diversity with a very simple decoding scheme. On the other hand, STTC operate on one 
input symbol at a time, producing a sequence of vector symbols whose length represents 
antennas. Like traditional trellis coded modulation for a single-antenna channel, STTC 
provide coding gain. Since they also provide full diversity gain, their key advantage over 
STBC is the provision of coding gain. Their disadvantage is that they are extremely hard 
to design and generally require high complexity encoders and decoders.  
 
3.3 Transmitter diversity techniques for OFDM  
Space-time codes are mainly designed for flat fading channels. The large delay spreads in 
frequency selective fading channels destroy the orthogonality of the received signals, 
which is crucial for the operation of the diversity system. It is shown in [11] that, by using 
OFDM modulation with a cyclic prefix, frequency selective fading channels can be 
transformed into multiple flat fading sub channels; thereby ST codes could be effectively 
applied to improve system performance, even over channels with large delay spread. So 
far, most of the work on ST coded OFDM dealt with ST trellis coding, ST block coding or 
combination of both. The complexity of those ST trellis coded OFDM schemes is higher 
than that of the STBC-OFDM schemes. The application of STBC [4] across OFDM 
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subcarriers (SFBC-OFDM) and across OFDM blocks (STBC-OFDM) are described in the 
subsequent sections.  
3.3.1 Space-Time Block Coded OFDM 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Block diagram of STBC-OFDM transmitter  
and receiver  
 
 
An OFDM communication system can be considered as a block or vector transmission 
system. A serial to parallel converter collects N serial data symbols and form a data block 
or vector of length N . Let the two consecutive block vectors 1C  and 2C  
are [ ]1 1 1 ,(0) ( 1) TC C N= −C LL , [ ]2 2 2(0) , ( 1) TNC C= −C LL . Figure 3.1 shows the block 
diagram of the STBC-OFDM system. If we adapt the STBC proposed in [4] for two 
transmit and one receive antenna for OFDM system, the coded signal from two 
transmitters at two consecutive block intervals could be written in matrix form as follows, 
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                                                                   (3.1) 
where ∗  is the complex conjugate operation. At a given block interval, the signal 
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the next block interval 2( )
∗−C  is transmitted from transmitter one and 1( )∗C  is transmitted 
from transmitter two where (.)∗  is the complex conjugate operation. The output of the 
space-time encoder is then modulated by an IFFT into an OFDM symbol sequence as 
described in section 2.3. Half of the total power is transmitted from each antenna to 
maintain the total transmitted power equal to a single antenna system. Let 1( )H k and 
2 ( )H k be the channel frequency response of the 
thk  tone of the OFDM block 
corresponding to thi ( 1,2i = )transmit antenna and the receive antenna. We assume that the 
channel responses are constant during two consecutive OFDM block periods. If we 
consider the outputs of the OFDM demodulator after cyclic prefix removal, over two 
consecutive OFDM block periods, the received signals are given by 1( )r k and 2 ( )r k   
for 0,1,.... 1k N= − . 
1 1 1 2 2 1( ) ( ) ( ) ( ) ( ) ( )r k H k C k H k C k kη= + +                    (3.2)  
* *
2 1 2 2 1 2( ) ( ) ( ) ( ) ( ) ( )r k H k C k H k C k kη= − + +                      (3.3)  
where 1( )kη  and 2 ( )kη  represents the FFT of the channel noise. They are modeled as 
complex Gaussian random variables with zero mean and power spectral density 2/0N per 
dimension.  For simplicity of notations, let us define 1 2
*[ ]Tr r=r , 1 2[ ]TC C=c  
and *1 2[ ]
Tη η=η . We can rewrite (3.2) and (3.3) in a matrix form as 
= ⋅ +r H c η                                                    (3.4) 
where the channel matrix H  is defined as 1 2* *
2 1
H H
H H
 =  − 
H .    
 30
By realizing that the channel matrix Η is orthogonal, the modified signal vector is given 
by  
( )2 21 2 .H H η= = + +*r H ×r c                                                (3.5) 
where *η = ⋅H η . These combined signals are sent to optimum maximum likelihood 
detector. The decoding rule for equal energy (PSK) signal constellation becomes [4], 
( ) 22 21 2ˆ ˆarg min .
ˆ
H H
C
= − +∈c r cc                                 (3.6)  
The decoding rule for unequal (QAM) energy signal constellation becomes [4], 
( ) 22 21 2ˆ ˆarg min
ˆ
( ) ( ) .
C
H k H k=
∈
 − + +c cc r ( ) }2 21 2 ˆ( ) ( ) 1 .H k H k+ − c                   (3.7) 
where C  is the set of all possible symbol pairs. 
 
3.3.2 Space-Frequency Block Coded OFDM 
The data symbol vector [ ](0) , ( 1) TC C N= −C LL is coded into two vectors 1C and 2C  
by the space frequency encoder as.                             
1 , ,(0) (1),  ( 2) ( 1)
T
C C C N C N∗ ∗=  − − LLC ,  
2 , ,(1) (0),  ( 1) ( 2)
T
C C C N C N∗ ∗=  − − LLC                           
During the same block instant, 1C  is transmitted from transmitter one while 2C  is 
transmitted simultaneously from transmitter two. If we take two consecutive components 
of 1C and 2C over two consecutive sub carriers, we can form it in a matrix for the two 
antenna transmission. 
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( ) ( 1)
( 1) ( )
C k C k
C k C k∗ ∗
+  − +              (3.8) 
Half of the total power is transmitted from each antenna to maintain the total transmitted 
power equal to a single antenna system. Let 1( )H k and 2 ( )H k are the channel frequency 
response of the thk  tone of the OFDM block corresponding to first and second transmit 
antenna and the receive antenna respectively. Assuming the complex channel gains 
between adjacent carriers are approximately constant, the output of the OFDM 
demodulator after cyclic prefix removal, over two consecutive OFDM subcarriers, ( )r k  
and ( 1)r k + , for k=1,….,N can be given as  
1 2( ) ( ) ( ) ( ) ( 1) ( )r k H k C k H k C k kη= + ++  ,                              (3.9) 
1 2( 1) ( ) ( 1) ( ) ( ) ( 1)r k H k C k H k C k kη∗ ∗= − + ++ + + ,                (3.10) 
where ( )kη  and ( 1)kη +  represent the FFT of the channel noise. They are modeled as 
complex Gaussian random variables with zero mean and power spectral density 0 / 2N per 
dimension. For simplicity of notations, let us define 
( ) ( 1)
T
r k r k∗= +  r , [ ]( ) ( 1) TC k C k= +c , ( ) ( 1) Tk kη η∗= +  η , 1 2
2 1
( ) ( )
( ) ( )
H k H k
H k H k∗ ∗
= −
   
H . 
We can rewrite (3.9) and (3.10) in a matrix form as  
.r = H c + η .                                                                     (3.11) 
By realizing the orthogonality of channel matrix H , the modified signal vector is given by  
( )2 2* 1 2( ) ( ) .H k H k η= ⋅ = + +r H r c ,                          (3.12) 
where ηH ⋅= *η . These combined signals are sent to optimum maximum likelihood 
detector. The same decoding rules (3.6) and (3.7) are applicable to (3.12) also. 
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3.4 Conclusions 
 
The diversity techniques and space time coding concepts are given. The system model and 
the procedure to apply the well known STBC [4] across OFDM blocks in the form of 
STBC-OFDM and across OFDM subcarriers in the form SFBC-OFDM are given. The 
decoding methods for these ST coded-OFDM systems also presented. 
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Chapter 4 
 
Space-Time Coded MIMO-OFDM Systems 
 
 
 
4.1 Introduction 
 
Space-time coding for multiple transmit and multiple receive antenna systems has recently 
attracted considerable attention in the wireless communications area. It has been shown 
theoretically that for certain channels, the capacity of a multiple antenna system increases 
linearly with the number of antennas [2], which implies that multiple antenna systems 
have huge potential applications in broadband wireless communications. In a multiple 
antenna system, a key building block is multiple antenna coding and modulation, called 
space-time coding [3, 4]. In single antenna systems, the coding and modulation only deals 
with one-by-one complex symbols or symbol sequences. However, in multiple antenna 
systems, the space-time coding deals with complex symbol matrices or matrix sequences.  
 Unlike the conventional single antenna AWGN channel, the multiple antenna 
channel transfer function is a matrix instead of a scalar, even in the simplest propagation 
scenario. Since the channel is a complex matrix, signal processing may play an even more 
important role than it does in a single antenna system. When we deal with space-time 
matrices, the code size may be huge and therefore fast decoding algorithms are critically 
important. As a result, space-time coding has become one of the most active research 
areas in wireless communications. By exploiting the orthogonal structure of STBC on flat 
fading channels efficient interference cancellation techniques are developed in [6, 7]. 
Large delay spreads in frequency selective fading channels destroy the orthogonal 
structure of STBC. Therefore interference cancellation and signal detection techniques are 
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challenging tasks in a MIMO system which operates in a frequency selective channel 
environment. 
 OFDM modulation with a cyclic prefix, transform frequency selective fading 
channel into multiple flat fading sub channels [11]. It allows us to effectively apply these 
IC techniques to a multi-user STBC-OFDM system to increase the capacity of the system 
in terms of number of users or data rate even over channels with large delay spreads. In 
this chapter, we generalize the MMSE interference suppression algorithm given in [6] for 
arbitrary number of users and receive antennas. The generalized algorithm is used for 
signal detection in a STBC MIMO-OFDM scheme. We consider a multi-user environment 
with K synchronous co-channel users, each is equipped with two transmit antennas and 
uses STBC-OFDM scheme described in section 3.3.1. The receiver is equipped with m 
(≥K) receive antennas.  
 The above system combines MIMO system, space-time coding and OFDM to 
provide spectrally efficient and high data rate transmission over a frequency selective 
fading channel. Unlike the conventional schemes, the proposed scheme requires only K  
receive antennas to suppress the interference from 1−K  interfering co-channel users and to 
decode the signal from the desired user. This MIMO-OFDM scheme requires less number 
of receive antennas for signal detection than the space time trellis coded MIMO-OFDM 
scheme proposed in [18]. For a system with two co-channel users, scheme given in [18] 
requires a minimum of four receive antennas to suppress the interference and decode the 
signals, whereas our proposed scheme requires only two receive antennas. The 
performance of the MIMO-OFDM scheme with ZF interference cancellation method also 
investigated. The performance of the scheme with SFBC-OFDM described in section 
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3.3.2 also investigated. The performances of the interference cancellation and signal 
detection methods for the STBC MIMO-OFDM scheme are compared. The MIMO-
OFDM scheme and the interference cancellation methods are applied to enhance the 
performance of OFDM based WLAN systems.   
 
4.2 System description 
4.2.1 Space-Time Block Coded MIMO-OFDM 
A MIMO-OFDM transmitter and receiver for K synchronous co-channel terminals are 
shown in Figure 4.1 and Figure 4.2 respectively. Synchronous co-channel terminals means 
all the terminals transmits different signals at the same time using the same frequency.   
Each terminal uses the STBC-OFDM described in section 3.3.1. The receiver is equipped 
with m receive antennas. Let, 1, ( )
i
jH k , 2, ( )
i
jH k denote the channel frequency responses of 
the thk tone of the OFDM block, corresponding to the channel between the 1st and 2nd 
transmit antennas of the thi user and the thj receive antenna respectively, where 
1,..., ; 1,...,i K j m= = . Let 1, 2,[ ( ),  ( )]i iC k C k  be the two symbols at thk  tone from the ith 
terminal. The output of the OFDM demodulator over two consecutive OFDM block 
periods at the jth receive antenna, 1, ( )jr k and 2, ( )jr k , for 1,2....,k N= could be written as, 
1, 1, 1, 2, 2, 1,
1
( ) { ( ) ( ) ( ) ( )} ( )
K
i i
j j i j i j
i
r k H k C k H k C k kη
=
= + +∑                                (4.1) 
2, 2, 1, 1, 2, 2,
1
( ) { ( ) ( ) ( ) ( )} ( )
K
i i
j j i j i j
i
r k H k C k H k C k kη∗ ∗
=
= − +∑                                            (4.2) 
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where 1, ( )j kη  and 2, ( )j kη  represent the FFT of the channel noise. They are modeled as 
complex Gaussian random variables with zero mean and variance 0 / 2N  per dimension. 
Define
2,1,
( ) [ ( ), ( )]
j
T
j jk r k r k
∗=r , 1, 2,( ) [ ( ), ( )]Ti i ik C k C k=c , 1, 2,( ) [ ( ), ( )]Tj j jk k kη η∗=η ,
1, 2,
2, 1,
( ) ( )
( )
( ) ( )j
i i
j ji
i i
j j
H k H k
k
H k H k∗ ∗
 =  −  
H .   The received signals from all receive antennas at kth tone 
can be written in a matrix form as 
( ) ( ) ( ) ( )k k k k= +r H c η                                    (4.3) 
where [ ]1 2( ) ( ), ( ),......, ( ) Tmk k k k=r r r r ,
1 2
1 1 1
1 2
2 2 2
1 2
( ) ( ) ........ ( )
( ) ( ) ........ ( )
( )
( ) ( ) ........ ( )
K
K
K
m m m
k k k
k k k
k
k k k
   =     
M M M M
H H H
H H H
H
H H H
, 
[ ]1 2( ) ( ), ( ),......, ( ) TKk k k k=c c c c and [ ]1 2( ) ( ), ( ),....., ( ) Tmk k k k=η η η η . 
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Figure 4.1: Space-time block coded MIMO-OFDM transmitter 
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Figure 4.2: Space-time block coded MIMO-OFDM receiver 
 
 
 
4.2.2 Space-Frequency Block Coded MIMO-OFDM 
The use of OFDM offers the possibility of applying the STBC [4] in frequency dimension 
(across OFDM sub carriers) in a form of SFBC-OFDM [13] as described in section 3.3.2. 
We consider the same transmitter and receiver model as in Figure 4.1 and Figure 4.2 with 
space-time block encoder and decoder replaced with space-frequency block encoder and 
decoder respectively. Let [ ( ),  ( 1)]i iC k C k +  are the two symbols over two consecutive 
tones from the ith terminal. Assuming the complex channel gains between adjacent carriers 
are approximately constant, after removing the cyclic prefix, the output of the OFDM 
demodulator over two consecutive OFDM tones at the jth receive antenna, ( )jr k  and 
( 1)jr k +  could be written as, 
1, 2,
1
( ) ( ) ( ) ( ) ( 1) ( )
K
i i
j j i j i j
i
r k H k C k H k C k kη
=
= + + +∑                     (4.4)     
2, 1,
1
( 1) ( ) ( ) ( ) ( 1) ( 1)
K
i i
j j i j i j
i
r k H k C k H k C k kη∗ ∗
=
+ = − + + +∑                         (4.5) 
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where ( )j kη  and ( 1)j kη +  represent the FFT of the channel noise. They are modeled as 
complex Gaussian random variables with zero mean and power spectral density 0 / 2N per 
dimension.   
Define [ ( ), ( 1)]
j
T
j jr k r k
∗= +r , [ ( ), ( 1)]Ti i iC k C k= +c , [ ( ), ( 1)]Tj j jk kη η∗= +η                
We can   write the equations (4.4) and (4.5) in a matrix form as 
= ⋅ +r H c η                           (4.6) 
where the received signal vector [ ]1 2, ,......., Tm=r r r r , the transmitted signal vector                                         
[ ]1 2, ,......, TK=c c c c , and the noise vector 1 2[ , ,......, ]Tm=η η η η . 
The channel vector H  has the same form as the channel vector defined in (4.3). 
  
4.3 Signal detection 
4.3.1 MMSE Interference Cancellation and ML Decoding 
Let us redefine the received signal vector ( )kr  given by (4.3) for the kth OFDM tone as, 
1,1 2,1 1, 2, 1 2 2 1 2
[ ( ), ( ),..... ( ), ( )] [ , ,....., ]T Tm m m mr k r k r k r k r r r r
∗ ∗
−= =r                                     (4.7) 
Similarly (4.6) can be defined as,  
1 1 1 2 2 1 2[ ( ), ( 1),..... ( ), ( 1)] [ , ,....., ]
T T
m m m mr k r k r k r k r r r r
∗ ∗
−= + + =r  
The implicit dependency on the kth tone has been omitted for simplicity.  Assume that we 
want to decode the signal from the ith terminal. The received signals ,  1,.....2qr q m= are 
combined linearly, such that the mean squared error due to co-channel interference and 
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noise in the decoded symbols 1,iC and 2,iC is minimized. The error cost function is defined 
as [6]. 
( ) ( ) 22 2* * * *1 1, 2 2,
1
, ( )
m
T
q q i i i
q
J r C Cβ α β ∗
=
= − + = −∑α β α r β c                                           (4.8) 
where the weights [ ]1 2 2m, ,......, Tα α α=α  and [ ]1 2β β=β  are chosen such that [ ( , )]E J βα  
is minimized, where E denotes the expectation operator.  However, one of the coefficients 
1β or 2β  should be set equal to one, otherwise   the   optimal weights will be all zero. If 
we set 1 1β = , the error criteria to be minimized is 
( )
2
2
* *
1 1 2 1, 2 2, 1,
1
,
m
q q i i
q
J r C Cβ α β
=
= − −∑α  
                 
2
1 1 1, 1 1ˆ( ) . ( )
T
iC J
∗= − =α r α                                                                       
(4.9) 
where 1 1 2[ , - ]
T Tβ=α α , 1 1,1 1,2 1,2m[ , ,......, ]Tα α α=α and 1 2,ˆ [ , C ]Ti= Tr r . We can write 1ˆr  as 
2
1 1
2,2
ˆ .
1 0
m
T
iK C
    = + = +        
cH 0 η
r ψ d η
0
                                    (4.10) 
where 2
2 1
m
T
K
 =   
H 0
ψ
0
, 1
2iC
 =   
c
d  and, 2K0 and 2m0  are two null column vectors,  
containing 2K and 2m elements respectively. We need to select  1α  such that 1 1[ ( )]E J α is 
minimized. 
*
1 1 1 1, 1 1,ˆ ˆ[ ( )] [(( ) . )(( ) . ) ]
T T
i iE J E C C
∗ ∗= − −1 1α α r α r                          (4.11) 
Setting the partial derivative of (4.11) with respect to 1α to zero, we obtain 
1 1 1 1 1,ˆ ˆ ˆ[ . ]. [ . ]iE E C
∗ ∗=r r α r                                                               (4.12) 
 40
From (4.10) and (4.12) we can show that 
1 1ˆ ˆ[ . ] [ . ] [ . ]E E E
∗ ∗ ∗ ∗= +1 1r r ψ d d ψ ηη  
2 2 2 2
0
2 21 0
K i m m
s T
i m
E N∗
   = +      
I v I 0
ψ ψ
v 0
 
*
2 2
2
. (1/ )
1
m i
s
i
E ∗
Γ +=   
H H I H
H
 
2
2 1
i
s
i
E ∗
 =   
M H
H
                                                       (4.13) 
where * * 2[ . ] . (1/ ) mE Γ= = +M r r H H I , 0/sE NΓ =  where sE  is the symbol energy and 
2iH is the 2i
th  column of H , 2iv is a column vector of length 2K with ‘1’ as 2i
th element 
and all the other elements are zero, 2KI  is an identity matrix. From (4.10) and (4.12) we 
can also show that 
2 1
1ˆ[ . ] 0
i
i sE C E
−∗  =   1
H
r                                     (4.14) 
where 2 1i−H is the (2i -1)
th  column of H . From (4.12) and (4.13), we can write (4.14) as 
2 2 1
2 2
.
1 0
i i
i β
−
∗
     =     −    
1M H α H
H
                                                          (4.15) 
It follows that 
1
1 2 2 2 1( )i i i
∗ −
−= −α M H H H                                                               (4.16) 
1
2 2 2 2 1( )i i iβ ∗ − −= −H M H H                                  (4.17) 
Now, using the matrix inversion lemma, and the fact that 2iH and 2 1i−H are orthogonal, it 
can be shown that.  
2 0β =                                              (4.18) 
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1
1 2 1i
−
−=α M H                                      (4.19) 
Hence, by minimizing the MSE criterion 1 1[ ( )]E J α , the resulting MMSE interference 
canceller will minimize the mean squared error in 1,iC  without any regard to 2,iC .  
We now set 2 1β = in (4.8) to obtain the error cost function 2 2( )J α  to decode 2,iC .  In a 
similar fashion by minimizing the MSE criterion 2 2[ ( )]E J α , the resulting MMSE 
interference canceller will minimize the mean square error in 2,iC  without any regard 
to 1,iC . We can show that the corresponding weights to decode 2,iC  as  
1 0β =                                        (4.20)                  
1
2 2i
−=α M H                                        (4.21) 
 where 2iH is the 2i
th column of H . We have two weights 1α  and 2α , hence the decoding 
simplicity of the STBC is still maintained. Finally, the ML decoding rule reduces to 
{ }* *1 1, 2 2,
1, 2,
2 2
arg min
  [
ˆ ˆˆ
ˆ ˆ ]
i i
i i
C C
C C C
= − + −
∈
c α r α r                                    (4.22) 
where 1, 2,ˆ ˆ[ ]i iC C includes all possible symbol pairs. 
 
4.3.2 ZF Interference Cancellation and Decoding 
 
Signals from each user is detected iteratively starting from the Kth user, proceeding to the 
(K-1)th user, and eventually to the first user. This method requires the number of receive 
antennas m=K. To detect the signals of the Kth user, the channel matrix H  is partitioned as 
[7],        
 =   
A B
H
C D
                                                  (4.23) 
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where A, B, C and D are defined as the 2(K-1)* 2(K-1) upper-left, 2(K-1)*2 upper-right, 
2*2(K-1) lower- left and 2*2 lower-right sub matrices of H . The implicit dependency on 
the kth tone has been omitted for simplicity.   A linear filter W is defined as [7] 
1
2( 1)
1
2
.K
−
−
−
 −=  − 
I B D
W
C.A I
                                    (4.24) 
The receiver decodes information symbols in two steps. First a linear filter W  is applied 
to r  to produce interference free symbols of Kth user, Kr .  Second, the symbols of K
th user 
are recovered from Kr .  
.=r W r                                                        (4.25)                         
( 1) ( 1) ( 1) ( 1)K K K K− − − −= +r ∆ c w η                                                     (4.26) 
K K K K= +r ∆ c w η                              (4.27) 
where ( 1)[ , ]
T
K K−= rr r , ( 1) 1 2 1[ , ......, ]TK K− −=c c c c , 1( 1) ( )K −− = −∆ A BD C , 1( )K −= −∆ D CA B , 
1
( 1) 2( 1)[ . ]K K
−
− −= −w I B D and 1 2[ ]K −= −w C.A I .      
K∆ (or ( 1)K−∆ ) can be given in a form similar to the orthogonal channel matrix  as [9] 
1 2
2 1
K ∗ ∗
∆ ∆ =  ∆ −∆ 
∆                                                     (4.28) 
Similar steps can be applied iteratively on the vector ( 1)K−r  as r  to decode the signals of 
users (K-1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅1; whereas the signals of the Kth  user will be decoded from Kr . Consider 
the modified signal vector K
)r given by 
K
)r = K∗∆ . Kr = 2 21 2 ˆ(| | | | ) K K∆ + ∆ +c η                          (4.29) 
where ˆ . .K K K
∗=η ∆ w η . Vector K)r  can be split into its component signals as 
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1 1 1K Kr C= ∆ +) λ η                                                      (4.30) 
2 2 2K Kr C= ∆ +) λ η                                                                                (4.31) 
where 2 21 2(| | | | )∆ = ∆ + ∆ and 1 2,λ λ  are the first and second  rows of matrix ( .K K∗∆ w ) 
respectively.  In this case ML decoding rule to decode symbols from Kth user becomes  
{ }1 1 2 2
1 2
2 2
arg min  
 [ ]
ˆ ˆ ˆˆ ˆ
ˆ ˆ,
K K K K
K K
C r C r C
C C C
=
∈
−∆ + −∆                        (4.32) 
where 1 2ˆ ˆ[ , ]K KC C  includes all possible symbol pairs. Hence, the symbols can be retrieved 
with space-time diversity gains. 
 
4.4 Error probability analysis 
This section provides an analytical upper bound for the bit error probability of the MMSE 
and the ZF interference cancellation and ML decoding schemes. The implicit dependency 
on the kth tone has been omitted for simplicity.  
4.4.1 Error Probability for MMSE Interference Cancellation and Decoding 
 The probability that the receiver chooses symbol jS  instead of actually transmitted 
symbol iC  (pairwise error probability) can be expressed as 
2 2
1 1( / ) (| | | | / )i j i jP C S P C S
∗ ∗→ = − > −H α r α r H .                        (4.33)  
We can substitute = ⋅ +r H c η  from (4.3).  Now (4.33) can be simplified to  
( / ) ( 0)i jP C S P zν→ = + <H ,                                                                  (4.34) 
 where, 2 212Re{( ) . (| | | | )}i j j iz C S S C
∗= − + −α H c , 1 1( ) ( )i j i jC S C Sν ∗ ∗ ∗= − + −α η η α . 
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We can show that E[ν ] =0, 2 2 21 1var[ ] 2 . | |i jC Sην σ σ ∗= = −α α , where 2 var[ ]ησ = η . Since 
“η” is Gaussian random variable “ν ” also is a Gaussian random variable with mean zero 
and variance 2σ . Therefore the pairwise error probability is  
2 2
1
2 2
1 1
Re{ 2( ) . (| | | | )}
( / )
| | .
i j j i
i j
i j
C S S C
P C S Q
C S ησ
∗
∗
 − + − → =  − 
α H c
H
α α .             (4.35) 
where     
2
21( )
2
x
a
Q a e dxπ
−∞= ∫  
The weighting vector 1α depends on the fading channel parameters of the channel 
matrix H . By averaging the conditional probability over all possible fading coefficients, 
we have the following pair wise error probability. 
2 2
1
2 2
1 1
Re{ 2( ) . (| | | | )}
( )
| | .
i j j i
i j MMSE
i j
C S S C
P C S E Q
C S ησ
∗
∗
  − + −  → =   −  
H
α H c
α α
              (4.36) 
 
4.4.2 Error Probability for ZF Interference Cancellation and Decoding 
The probability that the receiver chooses symbol jS  instead of actually transmitted 
symbol iC (pair wise error probability) [21] can be expressed as  
2 2
1 1( / ) (| | | | / )i j K i K jP C S P r C r S→ = −∆ > −∆) )H H                (4.37) 
By using equation (4.30), equation (4.37) can be simplified to 
( / ) ( 0)s si jP C S P z µ→ = + <H                                      (4.38) 
where 2| |i jz C S= ∆ − , *1 1( ) ( )i j i jC S C Sµ ∗ ∗= − − −η λ λ η .  
 45
We can show that E[ µ ] =0 and 2 2 2 1 1var[ ] 2 | |i jC Sµ σ σ ∗= = −η λ λ , where 2 var[ ]σ =η η . 
Since “η” is Gaussian random variable   “ µ ” also is a Gaussian random variable with 
mean zero and variance 2σ . Therefore the pairwise error probability is 
( / ) ( / )s i jP C S Q z σ→ =H                  (4.39) 
The weights ∆ and 1λ  depends on the fading channel parameters of the channel matrix H . 
By averaging the conditional probability over all possible fading channel coefficients, we 
have the following pair wise error probability for ZF-IC and ML decoding. 
ZF 2
1 1
| |
( )
2
i j
s i j
C S
P C S E Q
ησ ∗
  ∆ −  → =      
H
λ λ                                   (4.40) 
  
 Assuming that all the symbols are equiprobable, symbol error probability union 
bound can be found from the pair wise error probabilities (4.36) and (4.40) as 
1 1,
1 ( )
M M
e i j
i j j i
P P C S
M= = ≠
≤ →∑ ∑ ,                                               (4.41) 
where M is the number of all possible symbols. The union bound for the bit error 
probability can be given as  
,
1 1, 2
1 ( )
log ( )
M M
i j
b i j
i j j i
n
P P C S
M M= = ≠
≤ →∑ ∑ ,                                                        (4.42) 
where ,i jn is the number of data bits which differ between symbols iC and jS . 
        Since a multi-dimensional integration is required over the probability distribution of 
channel coefficients. We compute the expectation value (4.36) and (4.40) by using the 
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Monte Carlo method. Figure 4.3 compares the theoretical and simulation performance of 
MMSE and ZF IC and decoding with two users.  
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Figure 4.3: Simulation and theoretical Performance of the MMSE and ZF based signal 
detection methods with two users  
 
4.5 Simulation Results 
 This section provides simulation results for the ST block coded MIMO-OFDM scheme. 
The available bandwidth is assumed to be 1.25MHz, which is divided into N=256 sub-
carriers. The two sub channels on each end are used as guard tones, and the rest (252 sub 
channels) are used to transmit data.  To make the tones orthogonal to each other, the block 
duration is chosen to be 204.8µs. An additional 20.2µs cyclic prefix is used as guard 
interval. These results in a total block length T=225µs. We assume a QPSK signal 
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constellation in these simulations. We also assume signals from all terminals arrive at the 
receiver with the same power levels. A two ray channel model [34] is used for the 
simulations. We assume slow fading channel with maximum Doppler frequency Df =20 
Hz (Normalized Doppler frequency, Df T =0.0045). We also assume that perfect channel 
state information is available at the receiver.  
 
Performance with MMSE-IC and ML decoding: Figure 4.4 compares the frame error 
rate (FER) performance of the MIMO-OFDM scheme with two users and two receive 
antennas with some other schemes. The results shows that MMSE interference 
cancellation and ML decoding rule given in [6] for flat fading channel works equally well 
for frequency selective fading channel with MIMO-OFDM scheme.  The FER 
performance of the proposed scheme is almost the same as a single user STBC-OFDM 
system, with two transmits and one receive antenna. However the proposed scheme with 
two users doubles the system capacity while maintaining the FER performance with some 
additional decoding complexity. Concatenating space-time block code with the Reed 
Solomon (RS) code can further enhance the performance. In the presence of multipaths, 
frequency selectivity of the channel is exploited by applying the Reed Solomon codes 
across OFDM tones [10]. The (72, 64, 9) RS code over GF (27) is used for outer code 
across OFDM tones.  
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Figure 4.4:  Performance comparison of STBC MIMO-OFDM with other schemes 
 
 Figure 4.5 and Figure 4.6 shows the BER and FER performances of the MIMO-
OFDM scheme for different number of users respectively. It should be noted that the 
minimum number of receive antennas should be equal to the number users for the MMSE-
IC scheme to suppress the interferences and detect the signals.  MMSE-IC and ML 
decoding method shows slight performance improvement with the increase in number of 
users. This is due to the additional spatial diversity offered by the increasing number of 
receive antennas to each user. However in practice increase in the number of users is 
limited by the corresponding increase in the complexity of the signal detection. Figure 4.7 
shows the performance improvement with the number of users for some SNR values. 
 Figure 4.8 shows the performance of the scheme with two users for different 
number of receive antennas. When the number of receive antennas are more than the 
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number of users, the diversity order is increased further. It shows significant performance 
improvement for three and four receive antennas.  
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Figure 4.5: BER Performance with different number of users 
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Figure 4.6: FER Performance with different number of users 
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Figure 4.7: BER/FER Performance with different number of users for some SNR values 
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Figure 4.8: Performance with two users for different number of receive antennas 
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Figure 4.9 shows the effect of fading rate on the performance of the system. With 
increasing maximum Doppler frequency the performance degrades at higher SNR values. 
But the performance in fast fading environments may be improved to some extent by 
adjusting the bock size and symbol rate to keep the normalized Doppler frequency  Df T  
small.  
 Figure 4.10 compares the performance of the STBC MIMO-OFDM scheme with 
the SFBC MIMO-OFDM scheme. Simulation results show that SFBC MIMO-OFDM 
significantly outperforms STBC MIMO-OFDM when the normalized Doppler frequency 
is large. The decision variables for ST coded MIMO-OFDM scheme are computed over 
two OFDM blocks, whereas for SF coded scheme decision variables are computed 
between sub carriers within one block [13]. Channel gain variation over two OFDM 
blocks is higher than that between sub carriers within one block. So it is reasonable to 
expect SF coded scheme to perform better than ST coded scheme in a fast fading 
environment where Df T   is large. SF coded MIMO-OFDM scheme has an implementation 
advantage over ST coded scheme. The decoding delay for ST coded scheme is two OFDM 
block periods, whereas for SF coded scheme only one block period. However, to apply 
SFBC, the block size (number of subcarriers) should be large enough for the channel 
responses over consecutive subcarriers to be assumed equal.  
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Figure 4.9: Performance comparison with different maximum Doppler frequencies 
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Figure 4.10: Performance comparison of STBC MIMO-OFDM and SFBC MIMO-
OFDM schemes with different maximum Doppler frequencies 
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Performance with ZF-IC and ML decoding: Figure 4.11 shows the performance of the 
STBC MIMO-OFDM scheme with ZF-IC and ML decoding scheme. It shows slight 
performance degradation with the number of users.  Also the performance with ZF-IC 
scheme is slightly worse than MMSE-IC scheme. This is due to the fact that the ZF-IC 
scheme reduces the SNR by a factor 1−−CA B  (4.27) and also in the ML decoding the 
noise term ˆ Kη (4.29) becomes colored. Figure 4.12 compares the performance of the 
MMSE and ZF interference cancellation and ML decoding with different number of users.  
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Figure 4.11:  Performance of the MIMO-OFDM scheme with ZF-IC for different number 
of users 
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Figure 4.12: Performance comparison of the MMSE-IC and ZF-IC methods for the  
MIMO-OFDM scheme with different number of users  
 
 
 
 
4.6 Application of the STBC MIMO-OFDM Scheme For the OFDM                  
Based WLAN Systems  
 
4.6.1 Introduction 
Wireless Local Area Networks (WLANs) have emerged as a powerful architecture 
capable of supporting the requirements of broadband wireless communications. WLANs 
provide wideband wireless connectivity between PCs and other consumer electronic 
devices as well as access to the core network and other equipment in corporate, public, 
and home environments. WLANs also offer an easy way to configure computer networks 
by avoiding the need for cable installation. Another potential application of WLANs is a 
high speed extension to cellular radio networks. 
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 Due to its spectral efficiency and robustness against fading, OFDM technology has 
been widely adopted as a modulation scheme for WLAN standards. One way of meeting 
the demands for increased system capacity in the WLANs is to provide the transmitter and 
receiver with multiple antennas. It has been shown that for certain channels the capacity of 
a multiple antenna system increases linearly with the number of antennas [2]. Space-time 
coding has been previously adapted to enhance the performance of WLAN systems [3, 4]. 
But all these previous works consider only a single user system where the capacity 
enhancement is limited. In this chapter, a WLAN system with arbitrary number of co-
channel users is considered. The MMSE-IC and ML decoding scheme which is 
investigated for MIMO-OFDM scheme in section 4.3.1 is adapted for the proposed multi 
user WLAN scheme.  This scheme is referred as STBC MIMO-OFDM based WLAN 
scheme. The IEEE 802.11a PHY layer described in chapter 2 is used for the proposed 
scheme.  
4.6.2 System Model 
A MIMO-OFDM based WLAN transmitter for K synchronous co-channel terminals is 
shown in Figure 4.13. Each terminal uses the space-time block-coding scheme for OFDM. 
The receiver is shown in Figure 4.14. The receiver is equipped with m receive antennas. 
The MMSE-IC and ML decoding described in section 4.3.1 is used for signal detection. 
 
 
 
 
 56
 
1st terminal 
   
  
 
                                    2nd terminal 
    
      
 
                     :       :  : : 
       :   :  : : 
        :   :  : : 
              Kth terminal 
   
 
 
 
Figure 4.13: Space-time block coded MIMO-OFDM based WLAN transmitter 
 
 
Figure 4.14: Space-Time block coded MIMO-OFDM based WLAN receiver 
 
4.6.3 Simulation Results 
This section provides the simulation results. The IEEE 802.11a physical layer parameters 
given in Table 4.1 are employed for the simulation. The OFDM block duration was 
chosen to be 3.2µs. This determined the subcarrier spacing of 312.5 KHz to make the 
tones orthogonal to each other. An additional 800 ns cyclic prefix is used as guard 
interval. These result in total symbol duration of 4µs. Each OFDM symbol contains 48 
data subcarriers and an additional four pilot subcarriers.  In order to correct the subcarriers 
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in deep fades, forward error correction and bit interleaving are used across the subcarriers. 
A standard rate ½ and constraint length 7 code with generator polynomials (133,171) is 
used. Higher coding rates can be obtained by puncturing the rate 1/2 code. In all the 
simulations, hard decision Viterbi decoding is used. Multipath in indoor environments is 
characterized by Rayleigh fading paths with an exponentially decaying power delay 
profile [22]. The root means squared (rms) delay spread of the channels is chosen to be 
100 ns.   We assume perfect knowledge of the channel state at the receiver or the channel 
can be estimated. The packet length is chosen to be 384 bits. We assume signals from all 
terminals arrive at the same power level. 
 The performance of the scheme is evaluated for two different physical layer modes 
of IEEE 802.11a with different modulation schemes. The first mode is selected with 
QPSK and rate ½ code (12Mbps/user) and the second mode with 16-QAM and rate ½ 
code (24Mbps/user). Figure 4.15 shows the packet error rate (PER) performance of the 
scheme for the two modes with different number of co-channel users. The performance of 
the single user space-time block coded OFDM based WLAN is almost the same as the 
proposed scheme with two users. It can be observed that when the number of receive 
antennas are equal to the number of users, the joint IC and decoding scheme perfectly 
suppress the interference from other users thus detecting the signal from the desired user 
without any performance loss. Also the scheme shows slight performance improvement, 
with the increase in number of users. When the number of users are increased, the MMSE-
IC and ML decoding scheme utilize the corresponding increase in number of receive 
antennas not only to suppress the interference from other users but also to offer some 
additional spatial diversity to each user. When the number of receive antennas are more 
than the number of users, the receive diversity order is increased further. Figure 4.16 
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shows significant performance improvement for the scheme with two users and three or 
four receives antennas. Figure 4.17 compares the simulation and theoretical results. The 
performance with both simulation and theoretical results match well. 
 Figure 4.18 shows the performance of the scheme for the estimated and ideal 
channel parameters with two users. We adapt the channel estimation technique developed 
in [34] for a multiple transmit and receive antenna OFDM system. The performance with 
estimated channel parameters is found to be around 1.5 dB worse than the performance 
with known channel parameters.    
 
Table 4.1: Main parameters of IEEE 802.11a physical layer 
Data rates 6,9,12,18,24,36,48,54 Mb/s 
Coding rates 1/2, 2/3, 3/4 
Modulation Schemes BPSK, QPSK, 16-QAM,  
64-QAM 
Subcarriers 52  (48 Data+ 4 Pilots) 
OFDM symbol duration 4 µs 
Guard interval 800 ns 
Subcarrier spacing 312.5 kHz 
Channel spacing 20 MHz 
Carrier frequency ~5 GHz 
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Figure 4.15: Performance comparison with different number of users 
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Figure 4.16: Performance comparison of the scheme with two users for different 
number of Rx antennas 
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Figure 4.17: Theoretical and simulation results with two users 
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Figure 4.18: Performance with estimated and ideal channel Parameters 
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4.7 Conclusions 
In this chapter, two interference cancellation techniques have been investigated for a 
STBC MIMO-OFDM scheme. It has been shown that with the MMSE interference 
cancellation based signal detection method the capacity of the MIMO-OFDM scheme can 
be increased with slight performance improvement to each user with some additional 
decoding complexity and receive antennas. Theoretical error probability bounds are 
derived for the MMSE and ZF interference cancellation and decoding schemes. 
Theoretical results support the simulation results. The performance of the MMSE-IC 
scheme is also investigated for STBC OFDM based WLAN scheme with arbitrary number 
of users to increase the system capacity of a WLAN. It has been shown that the STBC 
MIMO-OFDM scheme is a promising technique to increase the capacity of a wireless 
system in a frequency selective fading channel without performance loss.  
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Chapter 5 
 
Adaptive Channel estimation for MIMO-OFDM systems 
 
 
 
5.1 Introduction 
 
In space time coded MIMO-OFDM systems, the channel parameter estimation is crucial 
in the decoding process.  Most of the channel estimation methods proposed for the OFDM 
systems are for the single transmit and receive antenna case, where there is no interference 
[30-33]. In space-time coded MIMO-OFDM systems, the received signal at a receive 
antenna is a superposition of signals from multiple antennas. The signals from other 
antennas act as co- channel interference, which gives rise to challenges for channel 
estimation.  Hence, novel channel parameter estimation methods are required for MIMO-
OFDM systems. For OFDM system with multiple antennas, channel estimation methods 
have been developed in [34, 35]. However these methods require the inversion of large 
matrices, which is computationally intensive. Also these methods require a full OFDM 
block as training symbols irrespective of the number of multipaths in the channel profile.  
 In this chapter we propose a less complex and bandwidth efficient adaptive 
channel estimation method for multi-antenna space time coded OFDM systems. This 
scheme uses the RLS algorithm to recursively decouple the inter antenna interference and 
estimate the channel parameter matrix in the time domain without any matrix inversion. 
The number of training symbols required in this method is proportional to the number of 
none zero multipath taps from all transmit antennas. Hence, for most of the cases, the 
proposed scheme is bandwidth efficient. The channel estimation technique proposed in 
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this chapter can be directly applied to any OFDM systems with multiple transmit and 
receive antennas. 
 This chapter is organized as follows. The MIMO-OFDM system model with the 
adaptive channel estimator at the receiver is described in section 5.2. In section 5.3, the 
adaptive channel estimation algorithm is derived for the general MIMO-OFDM system. In 
section 5.4, the channel estimator is applied for a STBC OFDM system with two transmits 
and one receive antenna and the performance is evaluated. Section 5.5 gives the 
performance of the channel estimation algorithm for the STBC MIMO-OFDM scheme 
proposed in chapter 4. 
 
5.2 System Model 
 
A MIMO-OFDM system with x transmit and m receive antennas is considered as shown in 
Figure 5.1. Let the symbol from the thi  transmit antenna at the kth tone of the nth OFDM 
blocks is ( , )iC n k , where 0,1,....., 1k N= − . Let ( , )ijH n k is the channel frequency response 
of the thk  tone of the OFDM block corresponding to the thi  transmit antenna and the thj the 
receive antenna. The output of the OFDM demodulator, after cyclic prefix removal, at the 
kth tone and the thj receive antenna can be expressed as,  
1
( , ) ( , ) ( , ) ( , )
x
j ij i j
i
r n k H n k C n k n kη
=
= +∑                                  (5.1)                         
where  ( , )j n kη  represents the frequency domain additive white Gaussian noise.  
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Figure 5.1: MIMO-OFDM system with the Adaptive Channel estimator 
 
5.3 Adaptive Channel Estimator 
 
In this section, we present the proposed adaptive channel estimator which can be used for 
any MIMO-OFDM systems. Since we assume that the channel is time invariant for one 
OFDM block and the channel estimator works within one OFDM block, hereafter we can 
omit the time index n. For all receive antennas the received signal (5.1) can be written in a 
matrix form as 
( ) ( ) ( ) ( )k k k k= ⋅ +r H c η                     (5.2) 
where 1 2( ) [ ( ), ( ),........, ( )]
T
mk r k r k r k=r , 
1,1 2,1 ,1
1,2 2,2 ,2
1, 2, ,
( ) ( ) ( )
( ) ( ) ( )
( )
( ) ( ) ( )
x
x
m m x m
H k H k H k
H k H k H k
k
H k H k H k
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L
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M M O M
L
H , 
1 2( ) [ ( ), ( ),......., ( )]
T
xk C k C k C k=c  and 1 2( ) [ ( ), ( ),........, ( )]Tmk k k kη η η=η . 
For OFDM systems, with tolerable leakage, the channel frequency response can be 
expressed as given in [34], 
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1
1
( ) [ ].
L
kl
ij ij N
l
H k h l W
−
=
=∑                  (5.3) 
where [ ]ijh l  is the complex channel impulse response of the l
th path, L is the number of 
nonzero taps of the channel impulse response and exp( 2 / )NW j Nπ= − . We can write the 
channel frequency response (5.3) as a product of two vectors i.e. 
( )ij ij kH k = h f                                                   (5.4) 
where [ ], [1],......., [ 1]ij ij ij ijh o h h L = − h  and .1 .( 1)[1, ,......., ]k k L Tk N NW W −=f . The channel 
matrix ( )kH can be represented by 
( ) kk =H hF                                               (5.5) 
where 
1,1 2,1 ,1
1,2 2,2 ,2
1, 2, ,
x
x
m m x m
.....
.....
.....
   =     
M M M M
h h h
h h h
h
h h h
, 
k L L
L k L
k
L L k
   =     
L
L
M O M
L
f 0 0
0 f 0
F
0 0 f
 is (xL)xM matrix and L0 is a 
column vector consisting of L zeros.  Nc (= xL) is the number of multipath channel taps 
from all transmit antennas to each receive antenna. From (5.5), the received signal matrix 
(5.2) can be written as 
( ) ( ) ( )kk k k= +r hF c η                                   (5.6) 
( ) ( ) ( )k k k= +r hX η                                                                                       (5.7) 
where ( ) ( )kk k=X F c , which is formed by combining the Fourier transform part of the 
channel frequency response with the input signal vector. We can rearrange (5.7) to apply 
the RLS algorithm as,      
ˆ( ') ( ') ( ')Hk k k= −η r h X                                                                     (5.8) 
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where ˆ H=h h  is the tap weight matrix, ( ')kX is the known input signal vector at the 
receiver when ( ')kc is the training symbol vector, ' 1, 2,..... trk N=  is an index used to 
denote the tones with training symbols and trN is the number of training symbols. If we use 
( ')kX  as the input signal vector and the corresponding received signal vector ( ')kr as the 
desired signal vector in an exponentially weighted RLS algorithm [45], we can adaptively 
estimate the channel impulse response matrix h  from the RLS algorithm tap weight hˆ . 
Initialize the algorithm by setting 1(0) δ −=P I , whereδ is a small positive constant; 
ˆ (0) 0=h . For each input ( '), ' 1, 2,..... trk k N=X compute        
1
1
( ' 1) ( ')( ')
1 ( ') ( ' 1) ( ')H
k kk
k k k
λ
λ
−
−
−= + −
P XG
X P X
                                                                (5.9) 
ˆ( ') ( ') ( ' 1) ( ')Hk k k k= − −e r h X                                                                  (5.10) 
ˆ ˆ( ') ( ' 1) ( ') ( ')Hk k k k= − +h h G e                                                                  (5.11) 
1 1( ') ( ' 1) ( ') ( ') ( ' 1)Hk k k k kλ λ− −= − − −P P G X P                                                               (5.12) 
where ( ')kG , ( ')kP and ( ')ke are the gain vector, inverse correlation matrix and a priori 
error at step 'k respectively, λ is the forgetting factor (0<λ ≤ 1). It is found from the 
simulation results that we need around 3Nc -4Nc training symbols (Ntr) to estimate the 
channel with reasonable accuracy. For most of the cases, Ntr is only a small portion of the 
OFDM block. Hence, this proposed channel estimation is more bandwidth efficient than 
the channel estimation methods which use a full OFDM block as training symbols [34, 
35]. It should be indicated that this channel estimation technique is applicable for systems 
with the number of tones, trN N> . The channel estimation method proposed in [34] 
requires the inversion of an NcxNc matrix to decouple the inter antenna interference. The 
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complexity reduction in the proposed method is obtained by avoiding the matrix inversion 
and by estimating the channel parameters from all transmit antennas to all receive 
antennas from a single RLS weight matrix hˆ . After obtaining hˆ  the estimated channel 
frequency response matrix can be written as  
ˆ ˆ( ) . kk =H h F                                                                                     (5.13) 
The mean squared error (MSE) of the channel estimation is given by 
MSE= 21 ˆ{|| ( ) ( ) || }
( )
E k k
xm
−H H                                                 (5.14) 
       The input vectors '( ') ( '), ' 1, 2,.....k trk k k N= =X F c are formed by the training 
symbols in the training mode operation and by the decoded data at the corresponding 
tones in the decision directed (DD) mode operation. Most of the wireless channels are 
characterized by discrete multipath arrivals. The magnitude of [ ]ijh l ’s for most of the l’s 
are zero or very small. Hence, we can further reduce the complexity and the number of 
training symbols of the proposed scheme by identifying significant taps during the training 
mode as suggested in [34]. 
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5.4 Adaptive Channel Estimator for STBC-OFDM Systems 
 
5.4.1 System Model 
       
 
 
 
 
           
 
 
 
  
           
 
 
 
 
 
 
Figure 5.2: Block diagram of STBC-OFDM transmitter  
and receiver with adaptive channel estimator 
 
In this section, we apply the adaptive channel estimator for STBC-OFDM system. Figure 
5.2 shows the system model with channel estimator. The OFDM demodulated (FFT) 
received signal at the nth block instant for the kth tone at the receive antenna from the 1st 
and 2nd transmit antennas can be expressed as 
1 1 2 2[ , ] [ , ] [ , ] [ , ] [ , ] [ , ]r n k H n k C n k H n k C n k n kη= + +                 (5.15)    
We can omit the time index n. Now (5.15) can be written as,  
[ ] 11 2
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( ) ( ) ( ) ( )
( )
C k
r k H k H k k
C k
η = +            (5.16) 
( ) ( ) ( ) ( )r k k k kη= ⋅ +H c                                                                                                 (5.17)                    
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We can write the channel frequency response same as (5.4) as a product of two vectors i.e. 
( )i i kH k = h f                                     (5.18) 
The channel matrix ( )kH can be represented by 
( ) kk =H hF                                      (5.19) 
where 1 2 =  h h h  and  k Lk
L k
 =   
f 0
F
0 f
 is 2L x 2 matrix. The received signal (5.17) can 
be written as 
( ) ( ) ( )kr k k kη= +hF c                      (5.20) 
( ) ( ) ( )r k k kη= +hX                   (5.21) 
where ( ) ( )kk k=X F c . Similar to (5.8), we can rearrange (5.21) to apply the RLS channel 
estimation algorithm given in the section 5.3 as 
ˆ( ') ( ') ( ')Hk r k kη = −h X            (5.22) 
If we apply the RLS channel estimation algorithm given by (5.9) to (5.12), the estimated 
channel frequency response vector can be obtained from the RLS tap weight as, 
ˆ ˆ( ) . kk =H h F              (5.23) 
 
5.4.2 Simulation Results 
 
This section provides simulation results for the space-time block coded OFDM scheme 
with the proposed adaptive channel estimator. The available bandwidth is assumed to be 
1.25MHz, which is divided into N=256 sub-carriers. The two sub channels on each end 
are used as guard tones, and the rest (252 sub channels) are used to transmit data.  To 
make the tones orthogonal to each other, the block duration is 204.8µs. An additional 
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20.2µs cyclic prefix is used as guard interval. These results in a total block length Tf = 
225µs. In our simulation, we use four rays and exponential delay profile channels with 
sample spaced taps with maximum delay spread of 4.8µs. We assume a QPSK signal 
constellation in these simulations. The RLS parameters δ and λ are taken as 0.0001 and 
0.99 respectively. The number of significant taps used in all channel estimation is 7 (with 
two transmit antennas, Nc =14) [34]. To suppress the error propagation, training symbols 
are periodically inserted in the data stream after every 10 OFDM blocks. The training 
symbols are placed in equal spacing across the OFDM block to improve the rate of 
convergence of the estimation algorithm.  
  Figure 5.3 compares the performance of the channel estimator in slow fading 
channels. Compared to the scheme where perfect channel state information (CSI) is 
assumed, our proposed scheme shows a performance degradation of around 1dB. Figure 
5.4 shows the MSE of the channel estimator with four ray channel. The estimation error 
can be reduced by increasing the number of training symbols.  
              A slow convergence is observed, when the training symbols are placed in the 
consecutive tones of the OFDM block. This slow convergence problem was more 
significant for channels with closely spaced multipath taps. The properties of the input that 
are required for a recursive method to work well are analyzed in [46, 47]. By placing the 
training symbols in equal spacing across the OFDM block, the input vectors 
( ')kX become rich enough (persistently exciting input). Figure 5.5 shows the performance 
of the channel estimator with different number of training symbols with different number 
of tone spacing between the training symbols for four ray channel. It should be noted that 
the performance with 4Nc and 3Nc training symbols are almost same when the spacing 
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between the training symbols is 4 and 6 tones respectively.  Figure 5.6 shows the learning 
curve of the RLS channel estimation algorithm at SNR value of 24dB with four-ray 
channel model. When the spacing between the training symbols is increased, the algorithm 
reaches its steady state error (mean square a priori error, 2[| ( ') | ]E e k ) with less number of 
iterations and training symbols. Convergence rate of the RLS algorithm can be improved 
by placing the training symbols in equal spacing across the OFDM block. However, the 
spacing between the training symbols is limited by the corresponding number of training 
symbols required to reach the minimum steady state error.  
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Figure 5.3:  Performance comparison of the channel estimator with different channel 
models 
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Figure 5.4:  MSE performance of the channel estimation method 
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Figure 5.5:  Performance comparison with different number of training symbols with 
different tone spacing  
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Figure 5.6: Learning curve of the RLS channel estimation  
 
5.5 Adaptive Channel Estimator for STBC MIMO-OFDM Systems 
5.5.1 System Model 
 
 
Figure 5.7 STBC MIMO-OFDM system with adaptive channel estimator 
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Figure 5.7 shows the STBC MIMO-OFDM system with RLS adaptive channel estimator 
block in the receiver side to estimate the channel. Apart from the adaptive channel 
estimator part all the other specifications of the system model are same as the one 
described in Figure 4.1 in chapter 4. 
 The OFDM demodulated (FFT) received signal at the nth block instant for the kth 
tone at the  jth receive antenna from the 1st and 2nd transmit antennas of all users can be 
expressed as 
1 1 2 2
1
[ , ] { [ , ] [ , ] [ , ] [ , ]} [ , ]
K
i i
j j i j i j
i
r n k H n k C n k H n k C n k n kη
=
= + +∑                       (5.24) 
Hereafter we can omit the time index n. The received signal at all receive antennas can be 
given in a matrix form as 
1 1
1,1 11,1 2,1 2,1
1 1
2,1 21,2 2,2 2,2
1 1
1, 2, 2, 2,
( )( ) ( )( ) ( ) ( )
( )( ) ( )( ) ( ) ( )
( ) ( ) ( )( ) ( )( )
K
1
K
2
K
m m mm mK
C kr k kH k H k H k
C kr k kH k H k H k
= +
H k H k H kr k kC k
η
η
η
                                    
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L
M M O MM MM
L
 
( ) ( ) ( ) ( )k k k k= ⋅ +%% %r H c η                                                             (5.25) 
It should be noted that ( )k%r in (5.25) is formed by the received signals at a block instant, 
whereas ( )kr in (4.3) is formed by considering the received signals over two consecutive 
OFDM block periods. Similar to (5.5), the channel matrix ( )k%H can be represented by 
                    ( ) . kk =%H h F                                                                   (5.26) 
where;
1 1
1,1 2,1 2,1
1 1
1,2 2,2 2,2
1 1
1, 2, 2,
K
K
K
m m m
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   =     
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k L L
L k L
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L L k
   =     
L
L
M O M
L
f 0 0
0 f 0
F
0 0 f
 is (2KL)x(2K) matrix, where 
L0 is a column vector consisting of L zeros. where Nc (=2KL) is the number of multipath 
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channel taps from all transmit antennas to each receive antenna. The received signal 
matrix (5.25) can be written as 
( ) ( ) ( )kk k k= +% %r hF c η                                                                           (5.27) 
( ) ( ) ( )k k k= +% %r hX η                                                                         (5.28) 
where ( ) ( )kk k=X F c , We can rearrange (5.28) as,      
ˆ( ') ( ') ( ')Hk k k= −% %η r h X                                                                                 (5.29) 
If we apply the RLS channel estimation algorithm given by (5.9) to (5.12), the estimated 
channel frequency response matrix can be obtained from the RLS tap weight as, 
ˆ ˆ( ') . kk =H h F              (5.30) 
 
 
5.5.2 Simulation Results 
 
This section provides simulation results for the space-time block coded MIMO-OFDM 
scheme and the proposed channel estimator. The same OFDM parameters, channel model 
and the modulation scheme as given in section 5.4.2 are used for the simulation. We 
assume signals from all terminals arrive at the receiver with the same power levels. The 
number of significant taps used in all channel estimation is 7 (L=7). We assume two co-
channel users with two receive antennas (K=2, Nc=28) in all channel estimations. 
 Figure 5.8 and Figure 5.9 show the performance of the adaptive channel estimator 
with four-ray and exponential static channels respectively. Compared to the scheme where 
perfect channel state information (CSI) is assumed, our proposed scheme shows a 
performance degradation of around 1 dB with 4Nc training symbols. The number of 
training symbols can be adjusted according to the required accuracy of estimation and 
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computational complexity. With 3Nc and 2Nc number of training symbols the performance 
degradation is around 1.5dB and 2dB respectively.  
       Figure 5.10 shows the learning curve of the RLS channel estimation algorithm at SNR 
value of 24dB with four-ray channel model. As explained in section 5.4.2 when the 
spacing between the training symbols is increased, the algorithm reaches its steady state 
error (mean square a priori error, 2[| ( ') | ]E e k ) with less number of iterations and training 
symbols.  
        The channel estimation methods proposed in [34, 35] for multi antenna OFDM 
systems require the inversion of a large matrix which increases the complexity of the 
channel estimation. An optimum training sequence design method and a simplified 
channel estimation method are proposed in [36] to reduce the complexity in the channel 
estimation method in [34]. However, the optimum training sequence design method is not 
applicable for decision directed (DD) approach (When the system is in data transmission 
mode). The simplified channel estimation method shows some performance degradation. 
A low rank channel estimation method is suggested to avoid the matrix inversion to the 
channel estimation method in [35]. But this method requires two OFDM training blocks. 
The proposed channel estimation method avoids matrix inversion and is applicable for DD 
approach. Also the required number of training symbols in the proposed channel 
estimation method is less than the conventional channel estimation methods. Hence, our 
proposed adaptive channel estimation method outperforms the previously reported 
channel estimation methods for multi antenna OFDM systems. 
        For time varying channels, the DD approach is used to equip the proposed channel 
estimation method with channel tracking capability. During a symbol duration channel 
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parameters are updated by using the data symbols which are detected by using the 
previously estimated channel parameters. For the DD approach, the RLS algorithm shows 
better performance for the channel variation up to 60Hz when we initialize (0)P and ˆ (0)h  
by using the values obtained for the corresponding parameters from the last iteration in the 
previous estimate. Convergence behavior of the RLS algorithm is almost independent of 
the eigenvalue spread of the input process. Hence, the proposed channel estimator needs 
no special training sequence design and therefore this is a better method for DD approach. 
The performances for different Doppler frequencies are shown in Figure 5.11. The 
corresponding MSE of the channel estimator is shown in Figure 5.12. The channel 
estimation method performs reasonably well at small SNR values. It shows performance 
degradation at higher SNR values for higher Doppler frequencies.  
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Figure 5.8:  Performance comparison of the channel estimator for four-ray channel 
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Figure 5.9:  Performance comparison of the channel estimator for exponential channel 
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Figure 5.10:  Learning curve of the RLS channel estimation  
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Figure 5.11: Performance of the channel estimation for different Doppler frequencies. 
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Figure 5.12:  MSE of the channel estimation scheme. 
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5.6 Conclusions 
 In this chapter, a RLS based adaptive channel estimation method is proposed for MIMO-
OFDM scheme. The proposed channel estimation method is less complex and bandwidth 
efficient while estimating the time domain channel with reasonable accuracy for a 
multiple antenna OFDM system. The complexity is reduced by avoiding the matrix 
inversion problem associated with the channel estimation for multi-antenna OFDM 
systems. The number of training symbols and the number of iterations needed to estimate 
the channel taps are proportional to the number of nonzero multipaths from all transmit 
antennas. Hence, for most of the cases this method is bandwidth efficient. It is shown that 
the proposed RLS scheme in conjunction with DD approach is more suitable even in a 
relatively fast fading environment. It is shown that the STBC MIMO-OFDM system with 
the proposed channel estimation and signal detection is a promising technique to increase 
the capacity of a wireless system.  
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Chapter 6 
 
Conclusions and future works 
 
 
 
6.1 Conclusions 
 
In this research work, we have investigated the performance a STBC MIMO-OFDM 
system. The signal detection for the proposed MIMO-OFDM scheme is based on MMSE 
and ZF interference cancellation methods followed by ML decoding. The performance of 
the MIMO-OFDM scheme has been investigated with different number of users and 
receives antennas over multipath fading channels. The performance of the MIMO-OFDM 
scheme with ST and SF block codes are also analyzed. The above MMSE interference 
cancellation and ML decoding method has been applied to OFDM based next generation 
WLAN systems to increase the capacity of the WLAN systems. The performance is 
evaluated on IEEE 802.11a WLAN physical layer. A RLS based adaptive channel 
estimation method is proposed for MIMO-OFDM systems. The proposed channel 
estimation method is less complex and more bandwidth efficient than the previously 
proposed channel estimation methods. 
 The simulation results shows that with the MMSE-IC and ML decoding the 
capacity (in terms of number of users or data rate) of the STBC MIMO-OFDM system 
increases with the number of users with slight performance improvement to each user. 
This is due to the fact that the number of receive antennas increases proportional with the 
users, thereby offering additional spatial diversity. However in practice increase in the 
number of users is limited by the corresponding increase in the complexity of the signal 
detection. The ZF-IC and ML decoding signal detection method shows slight performance 
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degradation with the increase in number of users. The joint MMSE-IC and ML decoding 
scheme’s performance for the IEEE 802.11a WLAN system is investigated. Simulation 
results show that the capacity of the WLAN system with this signal detection method 
increases linearly with the number of users. When compared to the ST trellis coded 
MIMO-OFDM scheme proposed in [18], the proposed STBC MIMO-OFDM scheme 
requires less number of receive antennas for decoding. The complexity of the signal 
detection also less than the method proposed in [18]. 
 The proposed adaptive channel estimation scheme for MIMO-OFDM scheme 
estimates the time domain channel parameter matrix by using the RLS algorithm without 
any matrix inversion. Therefore the complexity of the channel estimation is significantly 
reduced compared to the channel estimation methods which require a large matrix 
inversion to estimate the channel.  From the simulation results we found that that the 
required number of training symbols is around four times the number none zero 
multipaths from all transmit antennas. Therefore for most of the MIMO-OFDM systems 
this channel estimation method requires only a small portion of OFDM block as training 
symbols. In contrast all the previously proposed channel estimation method requires a full 
OFDM block or two as training symbols. A training symbol placement method is 
suggested to improve the rate of convergence of the RLS algorithm. The channel 
estimation with equally spaced training symbols across OFDM block further reduces the 
number of training symbols and complexity. 
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6.2 Future Works 
 
The main disadvantages of OFDM are inter carrier interference (ICI) and high peak to 
average power ratio (PAPR). So far in this thesis, ICI and PAPR have not been considered 
in the simulations.  The performance of the signal detection methods for STBC MIMO-
OFDM in the presence of ICI can be analyzed. Most of the previously reported techniques 
to reduce ICI and PAPR consider a single-antenna OFDM system, there is a need to 
extend previous techniques and develop new techniques for multiple-antenna OFDM 
systems.  
 The performance of the ST block coded MIMO-OFDM scheme in this thesis is 
evaluated under the assumption that the channels parameters from different antennas are 
uncorrelated to each other. However in practice this assumption becomes invalid when the 
antennas are placed closer to each other.  Future work on this ST coded MIMO-OFDM 
scheme can be extended with correlated channels. When we assume that the channels are 
uncorrelated and there is no ICI, slight performance improvement is observed when we 
increase the number of users in the STBC MIMO-OFDM systems. In the presence of ICI 
and correlated channels, the performance improvement may reach a saturation point. 
Future works can be extended to find such performance limit with correlated channels and 
ICI for STBC MIMO-OFDM scheme. Capacity of the system (in terms of number of users 
or data rate) in the presence of correlated channels is an other area we can look into in the 
future. The other possible future work is to apply the interference cancellation schemes 
used in this thesis for other OFDM based systems like MC-CDMA and WOFDM. 
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 The proposed adaptive channel estimation method can be improved to track the 
channel variation in a fast fading environment. The proposed RLS channel estimation 
method in this thesis uses the decision directed approach to track the channel time 
variation. However for fast fading cases, decision directed approach shows an error floor 
in the estimation. A channel tracking method using Kalman filtering for fast fading time 
selective channel is proposed in [48] for a ST coded system. The possibility of adapting 
this channel tracking method with proposed RLS based channel estimation for the MIMO-
OFDM can be investigated in the future works.  
 The performance of the channel estimator with different RLS initialization 
parameters can be analyzed and the optimum parameters for different channel conditions 
can be obtained. A time varying forgetting factor according to the fading rate can be found 
for the decision directed RLS channel estimation. The performance of the channel 
estimator will be analyzed for space frequency coded and space time trellis coded multi 
antenna OFDM systems.   
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Appendix A 
RLS Algorithm 
 
The adaptive channel estimation algorithm proposed in this thesis is based on the RLS 
algorithm. In this appendix, we present some basics and derivation of the RLS algorithm.  
 
A.1 Introduction 
RLS is an adaptive algorithm. This algorithm is based on the method of the Least Squares 
(LS) and on the theory of Kalman filters. The main difference, when compared to the 
family of LMS algorithms, is the inherent statistical conception. Here we work with time-
based averages calculated from different samples of the same random process. In contrary, 
in LMS algorithms, averaging (ensemble averaging) involves values acquired from certain 
time but from different realizations of one random process. Linear least-squares problem 
was probably first developed and solved by Gauss (1795) in his work on mechanics. LS 
solutions have attractive properties  
– can be explicitly evaluated in closed forms 
– can be recursively updated as more input data is made available 
– are maximum likelihood estimators in the presence of Gaussian measurement noise 
 
A.2 Least-Squares problem 
We consider an additive noise model. The cost function for the least square solution with 
exponential weighting factors is given by normal equations 
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where ( ) [ ( ), ( 1),......., ( 1)]Ti x i x i x i M= − − +X   is the input signal vector and λ (0<λ <1)  is 
the forgetting factor.  The weight vector W is an Mx1 vector. The estimate of the desired 
signal ( )d i  is ( ) ( )Hy i i= W X . The optimum value for the tap weight vector is defined by 
the normal equations 
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Where the autocorrelation matrix and the cross correlation vector are given by 
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A.3 Derivation of the RLS Algorithm 
In this section we consider an adaptive implementation of the LS estimation (A.3). This is 
motivated by the complexity required in computing the LS solution in (A.3). Notice that 
(A.3) requires all past samples of ( )iX and ( )d i  to be available at every iteration n. 
Furthermore finding the inverse is computationally intensive. Equations (A.4) and (A.5) 
can be written an 
( ) ( 1) ( ) ( )Hn n n nλ= − +R R X X           (A.6) 
( ) ( 1) ( ) ( )d dn n n d nλ ∗= − +R R X           (A.7) 
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The matrix inversion lemma can be used to make it possible to invert correlation matrix 
recursively. After some calculation, we get the following equations 
1 1( ) ( 1) ( ) ( ) ( 1)Hn n n n nλ λ− −= − − −P P G X P          (A.8) 
 where 1( ) ( )n n−=P R  
1
1
( 1) ( )( ) ( ) ( )
1 ( ) ( 1) ( )H
n nn n n
n n n
λ
λ
−
−
−= =+ −
P XG P X
X P X
        (A.9) 
Now we have recursive solution to the inverse of correlation matrix. Next we need update 
method for the tap-weight vector. For developing a recursive equation for the tap-weight 
vector, we use equations (A.3) and (A.5) 
1( ) ( ) ( )dn n n
−=W R R  
          ( ) ( )dn n= P R  
          ( ) ( 1) ( ) ( ) ( )dn n n n d nλ ∗= − +P R P X                      (A.10) 
By substituting (A.6) in (A.7) and by using the fact that ( ) ( ) ( )n n n=G P X  we can get the 
updating equation to the tap weight vector 
 ( ) ( 1) ( ){ ( ) ( ) ( 1)}Hn n n d i i n∗= − + − −W W G X W  
 ( ) ( 1) ( ) ( )n n n e n∗= − +W W G         (A.11) 
Where ( )e n is referred to as the a priori estimation error. Now the RLS algorithm can be 
summarized as  
Initialize the algorithm by setting 1(0) δ −=P I , whereδ is a small positive constant; 
(0) 0=W . For each input ( ), 1,2,....n n =X ,compute  
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( ) ( ) ( ) ( )He n d n n n= −W X               (A.13) 
( ) ( 1) ( ) ( )n n n e n∗= − +W W G                    (A.14) 
1 1( ) ( 1) ( ) ( ) ( 1)Hn n n n nλ λ− −= − − −P P G X P                          (A.15) 
 
 
Fig A.1: Block diagram of RLS algorithm 
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Appendix B 
Reed-Solomon Codes 
 
Reed-Solomon (RS) codes are block-based error correcting codes with a wide range of 
applications in digital communications and storage. RS codes are used to correct burst 
errors in OFDM systems. In chapter 4, RS codes are concatenated with ST block codes 
and used in the MIMO-OFDM scheme. In this appendix, we present some details about 
RS codes and we also present the method to form a RS code word. 
  RS codes are used to correct errors in many systems including Storage devices 
(tape, CD, DVD, barcodes, etc), Cellular telephones, Microwave links, Satellite 
communications, Digital television / DVB and High-speed modems such as ADSL, xDSL. 
The RS encoder takes a block of digital data and adds extra "redundant" bits. Errors occur 
during transmission or storage for a number of reasons (for example noise or interference, 
scratches on a CD, etc). The RS decoder processes each block and attempts to correct 
errors and recover the original data. The number and type of errors that can be corrected 
depends on the characteristics of the RS code. RS codes are a subset of BCH codes and 
are linear block codes. RS codes are based on a specialist area of mathematics known as 
Galois fields (GF) or finite fields.  A RS code is specified as RS(n,k,d) code over GF(2s) 
with s-bit symbols. This means that the encoder takes k data symbols of s bits each and 
adds parity symbols to make an n symbol codeword.  
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 n = 2s – 1    (block size) 
            2t = n-k        (parity check size) 
 d= 2t+1   (minimum distance) 
The following diagram shows a typical RS codeword (this is known as a systematic code 
because the data is left unchanged and the parity symbols are appended): 
 
Fig B.1: Format of the RS codeword 
 
Example: RS (127,119) with 7-bit symbols. Each codeword contains 127 symbols code 
word, of which 119 symbols are data and 8 symbols are parity. For this code: 
n = 127, k = 119, s =7, t = 4, d = 9 
The decoder can correct any 4 symbol errors in the code word. RS codes may be shortened 
by (conceptually) making a number of data symbols zero at the encoder, not transmitting 
them, and then re-inserting them at the decoder.  
 The (127,119) code described above can be shortened to (72, 64). The encoder 
takes a block of 64 data symbols, adds 55 zero symbols, creates a (127,119) codeword and 
transmits only the 64 data symbols and 8 parity symbols. Decoder adds 55 zero symbols 
before decoding. 
 The amount of processing power required to encode and decode RS codes is 
related to the number of parity symbols per codeword. A large value of t means that a 
large number of errors can be corrected but requires more computational power than a 
small value of t. RS codes are particularly well suited to correcting burst errors (where a 
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series of bits in the codeword are received in error). Concatenating space-time block code 
with the RS code can further enhance the performance. In the presence of multipaths, 
frequency selectivity of the channel is exploited by applying the Reed Solomon codes 
across OFDM tones [6]. The (72, 64, 9) RS code over GF (27) is used for outer code 
across OFDM tones. 
 
 
 
 
 
