Abstract
Introduction 2 A General Class of Random Fields

1
For ease of notation, we present the definition of a TGRF and a TGMRF in the context of finite 2 dimension n in the sequel. For random fields indexed by elements in some space, the definition 3 applies to n-dimensional marginal distributions for any n.
4
Suppose that ε = (ε 1 , . . . , ε n ) is n-dimensional standard multivariate normal with mean 0 5 and correlation matrix, Ψ, denoted as N n (0, Ψ). Define a random vector Z = (Z 1 , . . . , Z n ) 6 through 7 Z i = F −1 i {Φ (ε i ))} , i = 1, . . . , n,
where F i is the distribution function of an absolutely continuous variable and Φ is the distribution where F = (F 1 , . . . , F n ). The joint density of Z can be easily shown to be 11 h(x) = (2π)
where f i is the density corresponding to F i with parameters θ i , i = 1, . . . , n, φ is the density of 12 N (0, 1), and ε = Φ −1 F 1 (x 1 ) , . . . , Φ −1 F n (x n ) .
Spatial Generalized Linear Mixed Models
1
The TGRF and TGMRF open a new avenue of random field models such as gamma field, beta field, 2 and their Markov versions, which can be incorporated into the GLMM framework for modeling 3 spatial dependence. Our departure point is the traditional GLMM with spatial random effects.
4
Suppose that we observe (Y i , X i ) at sites i = 1, . . . , n, where Y i is the response variable and X i 5 a q×1 vector of covariates that correspond to response Y i at site i. Let e = (e 1 , . . . , e n ) be a vector 6 of unobserved random effects with joint distribution H, which introduces spatial dependence. A   7 spatial GLMM assumes that, given (X i , e i ), i = 1, . . . , n, the observations Y i 's are independent 8 with a distribution from the exponential family. Let µ i = E(Y i |X, e), where X = (X 1 , . . . , X n ) 9 is the matrix of covariates. The conditional expectation µ i is connected to the covariate X i and 10 random effect e i through a fixed link function g:
where η i = X i β is the fixed effect, and β is a q × 1 vector of regression coefficients of covariates
12
X i . The dependence among random effects e determines the spatial dependence among condi-
13
tional means µ = (µ 1 , . . . , µ n ) . Therefore, to fully specify a spatial GLMM, it is necessary to 14 specify both the link function g and the joint distribution H of e. Commonly, H is chosen to be a 15 multivariate normal distribution with mean zero and covariance matrix Σ.
16
Instead of introducing dependence among µ through the joint distribution H of random effects 17 e, we propose to specify a random field directly for µ. Specifically, our model for µ is
where F = (F 1 , . . . , F n ), F i is the marginal distribution of µ i , and Ψ is the dispersion matrix 19 characterizing the dependence structure of the underlying Gaussian copula. For independent data,
20
in which case Ψ is the identity matrix, this specification reduces to a class of GLMMs where 21 the distribution of conditional mean µ i = g −1 (η i + e i ), instead of random effect e i , is specified.
Our specification here is more general in that it incorporates dependence among all or part of µ i 's 23 through Gaussian copulas.
24
The new model (4) specifies the distribution of µ through marginal distributions F and a Gaus-25 sian copula with dispersion matrix Ψ. It encompasses any model constructed from a link function 26 g and H = N n (0, Σ) as a special case where F i is the distribution function of µ i = g −1 (η i + e i ), 27 i = 1, . . . , n, and Ψ is the correlation matrix of Σ.
28
The TGRF model for µ provides a natural choice for the conditional means in hierarchical 
36
Replacing the TGRF in model (4) with a TGMRF, we model the conditional means µ by
where the spatial dependence is characterized by Q, the precision matrix of the Gaussian copula.
Since the copula is invariant to scale changes, we do not require that Q −1 is a correlation matrix 3 as long as Q is scale free, s.p.d. precision matrix.
4
Parameterization of Q is crucial and we propose to used the structure of the precision matrix 5 of a conditional autoregressive (CAR) model (Besag, 1974) . In a CAR model, the precision matrix 6 is defined as Q/ν, where Q determines the structure and ν is a scale parameter. The scale ν 7
is not needed in our TGMRF model in (5) . The structure Q is defined in such way that Q ij is definiteness, Q is defined as
where M −1 is a diagonal matrix whose ith diagonal elements equal to n i , the number of neigh-
11
bors of site i, I is the identity matrix, ρ is a spatial dependence parameter, and W is a weight 12 matrix providing contrasts of all neighbors to each site. Weight matrix W is determined by the 13 neighboring structure and is of the form
where i ∼ j indicates that site i is a neighbor of site j.
15
The proposed models fit naturally into the Bayesian framework. With carefully chosen priors
16
for the parameters, Markov chain Monte Carlo (MCMC) algorithms can be developed to draw 17 samples from the posterior distribution of the parameters of interests (e.g., Gelman et al., 2003) .
18
To compare different models for the same data, we propose to use the conditional predictive or- the right models will be studied through simulations. The deviance information criterion (DIC) 
TGMRF Models
5
A GLMM introduces spatial dependence through a spatial random effect. Conditioning on µ =
6
(µ 1 , . . . , µ n ) , the observed spatial count data Y i 's are assumed to be independent, and each Y i is
7
Poisson with mean µ i , i = 1, . . . , n. The most commonly used GLMM for spatial count data uses 8 the canonical log link on the Poisson intensities:
where β is a q ×1 regression coefficient vector, e = (e 1 , . . . , e n ) follows a GMRF with mean zero 10 and a s.p.d. precision matrix Ω/ν, and ν > 0 is a parameter controlling the scale of the variance.
11
Let σ 2 i be the ith diagonal element of
where LN(a, b) denotes a log-normal distribution with mean a and variance b on the log scale. It is 14 clear that model (7) is a special case of model (5) with
15
The TGMRF framework provides a new way to construct models for µ that incorporate spatial 
The gamma shape model, hereafter the GSH model, incorporates covariates into the shape param-
26
eter and defines the marginal distribution F i as
Under both models, the expectation of µ i is the same, exp(X i β), but the parameter ν has dif-28 ferent interpretations and should not be compared directly. TGMRF models with other marginal 29 distribution for µ i s can be constructed similarly.
30
There is a subtle difference between the log-normal model (8) , hereafter the LN model, and the 31 two gamma models (9) and (10). Unlike the gamma models, where the dependence structure does 
The variance parameter ν could even incorporate covariates. These model could be used as alter-4 natives to the commonly used LN model (8) in the TGMRF framework. We fitted Poisson regressions to the abundance data of N. tridens with three TGMRF models:
1 LN, GSC, and GSH. For each model, the precision matrix Q of the Gaussian copula was specified 2 with (6) from the CAR model. The prior distributions of regression coefficients β i , i = 1, . . . , q, is specified as Γ(κ 1 , κ 2 ), with κ 1 = 0.01 and κ 2 = 100. These priors are set to be proper but vague 5 to allow the posterior estimates to be mainly data driven. Because we expected positive spatial 6 dependence, a U (0, 1) prior is put on the spatial dependence parameter, ρ for the CAR model.
7
The GSH model had the largest LPML, −482.12, followed by the GSC model (−483.90) and of the two LN models considered, however, this rate became 0 out of 100.
18
The posterior point estimates and 95% highest posterior density (HPD) credible intervals of the 
Simulation Study
3
To assess the fitting capacity of the TGMRF models, the properties of the Bayesian inferences, 4 and the effectiveness of LPML as a model comparison criterion in this context, we conducted a 5 simulation study using the lattice and neighbor structure in Figure 1(a) . Each of the three models 6 was used as data generating models. In addition to the intercept, one covariate was generated from to the variance in all models, was set at ν = 2, although it has completely different meanings.
10
With ν = 2, the gamma scale model and the gamma shape model appeared to be more similar to each other than to the log-normal model. To make a more interesting comparison, a second 12 log-normal model was also used to generate data, where ν = 6.5 was chosen because it provides 13 good approximation to the gamma scale model with ν = 2. In summary, we had a total of four 14 data generating models: two LN models LN1 and LN2, one GSC model, and one GSH model.
15
For each data generating model, we generated 100 datasets, and fit each dataset with all three 16 proposed TGMRF models. In each fitting process, a vague prior, Γ(0.01, 100), was set for the 17 dispersion parameter ν, and an uninformative U (0, 1) prior was set for the spatial dependence pa-18 rameter ρ. Independent N (0, 100) priors were set on regression coefficients β. When the model was correctly specified, the true values of the regression coefficients were 3 recovered very well. The estimates seems to be upward biased for the dispersion parameter ν but 4 downward biased for the dependence parameter ρ, suggesting that spatial dependence and spatial 5 heterogeneity are hard to identify. When the model was misspecified, the regression coefficient 6 estimates were still recovered reasonably well, especially in the GSC model and the GSH model, probably because the mean of µ was still correctly specified, regardless of the misspecified model.
8
In all cases, the average of the LPML statistic was higher for correctly specified models than for 9 the misspecified models, with similar variation under different models.
10
To gain a clearer picture on model comparison using LPML, we summarize the frequencies of 11 the models selected with the highest LPML from all 100 replicates under each of the four models 12 ( Table 3 ). The criterion seems to be very effective when the true model was the GSH model, covariates and spatial concerns; a large sample would be necessary to distinguish them effectively.
7
With our sample size, when the true model was LN2, the LPML was able to differentiate the Consider presence/absence data at n sites in a spatial domain. Let Y i be 1 if presence is observed 10 and 0 otherwise at site i, with a q × 1 covariate vector X i , i = 1, . . . , n. 
TGMRF Models
12
Conditioning on µ = (µ 1 , . . . , µ n ) , the observed data Y i 's are assumed to be independent, and 13 each Y i is Bernoulli with mean µ i , i = 1, . . . , n. The traditional spatial GLMM for binary data is
where β is a q × 1 regression coefficient vector, e = (e 1 , . . . , e n ) follows a GMRF with mean 15 zero and precision matrix Ω/ν, and ν > 0 is a parameter controlling the scale of the variance.
16
Let σ dependence is modeled through the Gaussian copula with dispersion matrix Ω −1 .
22
The beta distribution is a natural choice for the margins. Let Beta(νp, ν(1−p)) represent a beta 23 distribution with mean parameter p and dispersion parameter ν. Covariates can be incorporated into 24 the mean parameter p using any transformation function from to (0,1) (e.g., Ferrari and Cribari-
25
Neto, 2004). We propose a beta-logit model that incorporates covariates into the mean parameter 26 p using a inverse logit transformation and defines marginal distribution F i as
There is again a subtle difference between the logit model (12) in comparison with the beta-28 logit model (13) . In the logit model (12), parameters in the dependence structure Q enters the 29 marginal distribution, whereas it does not do so in the beta model. distributions is believed to be associated with the abundance of live sierra palms, its preferred sub-4 strate. Generally, Gaeotis nigrolineata is less abundant than is N. tridens. It often occurs in low 5 numbers, and is characteristically absent from a significant proportion of the sites across the LFDP.
6
Therefore, it is more suitable to analyze the presence/absence data for this taxon.
7
The presence/absence data were obtained by dichotomizing the abundance of G. nigrolineata, 8 which were determined in the same manner as described for N. tridens (Section 4.2). In particular, 9 we have one for presence and zero for absence at each site. The distribution of incidences for G. of litter was not included as a covariate in its analysis.
14
We fitted Bernoulli regressions for presence/absence data of G. nigrolineata with two TGMRF 15 models: logit and beta-logit with precision matrix of the CAR model. Prior distributions for the 16 models parameters were selected the same as those described in Section 4.2.
17
The LPML values were −99.31 and −103.51 for the beta-logit model and the logit model,
18
respectively. Therefore, using a CAR dependence structure, the beta-logit model fits better than and the fitted logit model, but the rate was 1 or 0 out 100 when the true model was a logit model.
24
The posterior point estimates and 95% HPD credible intervals for parameters in both models 25 are summarized in Table 4 . The conclusions of the two models are virtually the same. Neither 26 elevation nor slope had a significant effect on the incidence of G. nigrolineata, as in the case for N.
27
tridens. Of the habitat characteristics, only plant apparency had a significantly negative effect on and can provide close approximation to the logit model; with the sample size in our simulation, 4 they are hard to distinguish.
5 Table 6 summarizes the frequencies of the models selected with the highest LPML from all 6 100 datasets generated under each scenario. When the true model was the beta-logit model, the In geostatistics, the trans-Gaussian kriging approach if often used to transform the responses to 21 achieve joint normality (Cressie, 1993) . Although the dependence structure in a trans-Gaussian
22
kriging approach is also a Gaussian copula, our approach is different in several aspects. Our trans-
23
formation is not to Gaussian but from Gaussian, and our model is directly built for the variable 24 of interest, rather than on some power transformation of it, which may be hard to interpret. Even 
29
The proposed models are highly likely to be favored by the LPML model selection criterion under practical sample size. The gamma shape model provides another way to improve data fitting.
6
For the abundance date of N. tridens, the GSH model provided the best fit and sheds light on 7 important predictors. In the simulation of the spatial Bernoulli regression, the beta-logit model 8 appeared to be as good as the logit model in terms LPML even when the data were generated by 9 the logit model, but the opposite was not true. For the presence of G. nigrolineata, the beta-logit 10 improved the fitting with narrower HPD credible intervals. In real world applications, where the 11 true model is unknown, the class of our proposed models may be useful in approximating the 12 unknown truth. 
