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Introduccio´n
La presente Memoria tiene como marco la Teor´ıa de Ret´ıculos de Banach y Operadores
Positivos que se encuadra en esa extensa rama de las Matema´ticas que es el Ana´lisis
Funcional y la Teor´ıa de Operadores. La Teor´ıa de Operadores Positivos es un campo
ampliamente estudiado y con notables aplicaciones como puede apreciarse en las memorias
de Aliprantis y Burkinshaw ([4]), Meyer-Nieberg ([50]), Schaefer ([65]) y Zaanen ([80]).
Un aspecto central de dicha teor´ıa es el problema de mayoracio´n de operadores positivos.
En general, dados dos ret´ıculos de Banach E y F y una clase de operadores I entre E y
F , surge el siguiente problema de mayoracio´n: ¿que´ condiciones sobre los ret´ıculos E y F
hacen que todo operador positivo dominado por un operador de la clase I deba pertenecer
a I? En otras palabras, ¿es cierto que si 0 ≤ S ≤ T : E → F son operadores positivos y
T ∈ I, se deduce que S ∈ I?
Varios autores han tratado el problema de mayoracio´n en distintas clases de ope-
radores. Por ejemplo, la importante caracterizacio´n de operadores integrales dada por
Bukhvalov ([9]) proporciona para dicha clase un resultado de mayoracio´n (ver tambie´n
([46], [66]). Cabe notar que en la clase de los operadores pseudo-integrales introducida
por Sourour, que generaliza a la de los integrales, se ha obtenido tambie´n un resultado de
mayoracio´n ([67], [68], [71], [23]).
Es quiza´s en la clase de los operadores compactos en la que se ha dado el resultado
de mayoracio´n ma´s celebrado por sus aplicaciones. En concreto Dodds y Fremlin ([17])
probaron el siguiente:
Teorema 0.1. Sean E y F dos ret´ıculos de Banach tales que E ′ y F son orden
continuos, y sean 0 ≤ S ≤ T : E → F dos operadores positivos. Si T es compacto
entonces S es compacto.
iii
iv INTRODUCCIO´N
El intere´s del teorema de Dodds-Fremlin va ma´s alla´ de su valor intr´ınseco que es
innegable, de hecho viene a dar una prueba rigurosa de un resultado que desde el mundo
de la F´ısica Teo´rica se conjeturaba (ver [4, pa´g. 279] para un enfoque histo´rico del proble-
ma). Su demostracio´n es consecuencia de la elaboracio´n de una teor´ıa ma´s amplia ([17]),
importante por s´ı misma, adecuada a un enunciado de cara´cter tan general que extiende
notablemente la versio´n paralela que dio Pitt ([59]) para operadores entre espacios Lp(µ).
En cuanto a la clase de los operadores de´bilmente compactos, Abramovich dio en [1]
un resultado parcial de mayoracio´n en dicha clase que posteriormente fue mejorado por
Wickstead ([74]) por medio del siguiente:
Teorema 0.2. Sean E y F ret´ıculos de Banach y 0 ≤ S ≤ T : E → F operado-
res positivos. Si F o E ′ es orden continuo y T es de´bilmente compacto, entonces S es
de´bilmente compacto.
Por su parte Kalton y Saab ([39]) han considerado el problema de mayoracio´n para
operadores Dunford-Pettis obteniendo el siguiente:
Teorema 0.3. Sean E y F ret´ıculos de Banach y 0 ≤ S ≤ T : E → F operadores
positivos. Si F es orden continuo y T es Dunford-Pettis, entonces S es Dunford-Pettis.
Es de destacar que Wickstead [75] ha dado resultados rec´ıprocos de los Teoremas
de Dodds-Fremlin y Kalton-Saab identificando las condiciones que permiten enunciar
resultados de mayoracio´n en dichas clases.
Merece la pena observar que en algunas clases de operadores el problema de mayora-
cio´n tiene siempre una repuesta positiva independiente de los espacios considerados. Por
ejemplo las clases de los operadores M-de´bilmente compactos, semicompactos, L-de´bil-
mente compactos ([4]) o la de los operadores integrales ([9]).
Por otra parte el problema de mayoracio´n para endomorfismos, es decir E = F , ha
sido ampliamente estudiado por Aliprantis y Burkinshaw ([2], [3]). En concreto probaron
que si 0 ≤ S ≤ T : E → E son operadores positivos y T es compacto, entonces S2 es
compacto si E o E ′ son orden continuos, y S3 es compacto sin condiciones sobre E o E ′.
Tambie´n probaron que S2 es de´bilmente compacto si T lo es.
El objeto fundamental de esta Memoria es estudiar el problema de mayoracio´n en
ciertas clases de operadores positivos, as´ı como establecer relaciones entre esas clases,
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todas ellas pro´ximas a la de los operadores compactos. En concreto y desde un punto de
vista cronolo´gico el origen de nuestra investigacio´n se remonta a la siguiente pregunta:
¿existe un resultado de mayoracio´n para la clase de operadores estrictamente singulares
entre dos ret´ıculos de Banach?
Recordemos que un operador T entre dos espacios de Banach X e Y es estrictamente
singular, o Kato, (abrev. SS) si no preserva ningu´n subespacio cerrado de dimensio´n infi-
nita, en otras palabras si la restriccio´n de T a cualquier subespacio cerrado de dimensio´n
infinita de X no es un isomorfismo sobre su imagen. Esta clase fue introducida por Kato
([42]) en 1958 en relacio´n con problemas de perturbacio´n de operadores semi-Fredholm
y ha sido bastante estudiada por varios autores. En particular en la Teor´ıa de espacios
de Banach proporciona un modo de comparar la estructura de dos espacios. En los libros
de Goldberg ([31]), Lindenstrauss-Tzafriri ([44]) y Rolewicz ([61]) se pueden consultar
varias de las propiedades generales de estos operadores.
El hecho de que la clase de los operadores SS contiene y es pro´xima a la de operadores
compactos hac´ıa presagiar la existencia de una respuesta positiva a nuestra pregunta si
ten´ıamos en cuenta el teorema de Dodds-Fremlin. Por otra parte un examen atento de
la prueba de dicho teorema manifestaba diferencias insalvables entre ambas clases de
operadores que no nos permit´ıan trasladar los argumentos usados en la demostracio´n de
una clase a otra.
A lo largo de la investigacio´n que nos ha ocupado surgieron como herramienta ba´si-
ca de estudio los operadores disjuntamente estrictamente singulares, introducidos por
Herna´ndez y Rodr´ıguez-Salinas en [34] en relacio´n con la existencia de copias singulares
complementadas de lp en ret´ıculos de Banach de funciones. Un operador definido en un
ret´ıculo de Banach E y con valores en un espacio de Banach es disjuntamente estricta-
mente singular (abrev. DSS) si no preserva ningu´n subespacio generado por una sucesio´n
disjunta de vectores en E. Claramente todo operador SS es DSS. En general estas clases
son distintas pudiendo coincidir en casos particulares. As´ı ocurre cuando E tiene base
de Schauder de vectores disjuntos ([33]). De este modo el problema original se relaciona
con el problema de mayoracio´n en la clase de los operadores disjuntamente estrictamente
singulares. De hecho e´ste u´ltimo es interesante por s´ı mismo ya que toda una serie de
problemas cercanos aparecen naturalmente. As´ı el Cap´ıtulo segundo de este trabajo se
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dedica a estudiar varios aspectos de esta clase de operadores, obtenie´ndose en particular
el siguiente resultado de mayoracio´n (cf. Teorema 2.14):
Teorema 0.4. Sean E y F ret´ıculos de Banach, con F orden continuo, y sean
0 ≤ S ≤ T : E → F operadores positivos. Si T es DSS entonces S es DSS.
Ma´s au´n, en el Corolario 2.19 se prueba que la clase de los operadores disjuntamente
estrictamente singulares entre dos ret´ıculos de Banach E y F es un orden ideal en la clase
de los operadores regulares entre E y F cuando F es orden continuo. En contraste se
proporcionan ejemplos (cf. Ejemplo 2.15) que muestran que en general el problema de
mayoracio´n en esta clase de operadores tiene respuesta negativa.
En dicho cap´ıtulo se estudian as´ı mismo los operadores reticularmente estrictamente
singulares que fueron introducidos en la Tesis Doctoral de Garc´ıa del Amo ([26]). Decimos
que un operador T entre un ret´ıculo de Banach E y un espacio de Banach es reticularmente
estrictamente singular si la restriccio´n de T a cualquier subret´ıculo de dimensio´n infinita de
E no es un isomorfismo. Claramente todo operador disjuntamente estrictamente singular
es reticularmente estrictamente singular; en este cap´ıtulo probamos que para un operador
regular entre dos ret´ıculos de Banach E y F ambos conceptos son equivalentes cuando
F es orden continuo (cf. Proposicio´n 2.13). Este resultado es esencial para la prueba que
damos del Teorema 0.4. Tambie´n damos un resultado que caracteriza v´ıa compacidad
ambas clases de operadores cuando se imponen condiciones de orden continuidad sobre
E ′ y F (cf. Proposicio´n 2.29 y Corolario 2.30). Por u´ltimo se estudia el problema de
mayoracio´n en el caso E = F en ambas clases de operadores. En concreto probamos que
si 0 ≤ S ≤ T : E → E son dos operadores y T es disjuntamente estrictamente singular,
entonces S2 es disjuntamente estrictamente singular, todo ello sin condiciones sobre E, a
la vez que por medio de un ejemplo mostramos que este resultado es el mejor posible.
A continuacio´n consideramos una cuestio´n de autodualidad en la clase de operado-
res disjuntamente estrictamente singulares. En general el hecho de que un operador sea
disjuntamente estrictamente singular no implica que el operador traspuesto lo sea, ni
rec´ıprocamente. Sin embargo probamos que si (Ω,Σ, µ) es un espacio de medida finita,
E es un ret´ıculo de Banach con dual orden continuo y T : E → Lp(µ), 1 ≤ p < ∞, es
un operador regular, entonces T es disjuntamente estrictamente singular si el operador
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traspuesto T ′ lo es (cf. Proposicio´n 2.36). Tambie´n probamos el resultado dual (cf. Coro-
lario 2.38). Concluimos el cap´ıtulo con el estudio del problema de mayoracio´n para una
clase “dual”de los operadores reticularmente estrictamente singulares, la de los operadores
reticularmente estrictamente cosingulares estudiada por Garc´ıa del Amo en [26].
Como hemos comentado anteriormente, existe una relacio´n intr´ınseca entre el problema
de mayoracio´n en la clase de operadores estrictamente singulares, punto de partida de este
trabajo, con el problema correspondiente para operadores disjuntamente estrictamente
singulares. El Cap´ıtulo tercero de esta memoria se dedica en su mayor parte a estudiar tal
relacio´n, haciendo un uso sistema´tico del me´todo de disjuntificacio´n introducido por Kadec
y Pelczynski ([37],[45]). Dicho me´todo junto con otros ingredientes de gran importancia
como el Teorema de Freudenthal ([25]) o el propio Teorema de mayoracio´n para operadores
disjuntamente estrictamente singulares (cf. Teorema 2.14), permiten probar uno de los
resultados principales de esta Memoria (cf. Teorema 3.15):
Teorema 0.5. Sean E y F ret´ıculos de Banach tales que E, F y E ′ son orden
continuos. Supongamos adema´s que E satisface la propiedad de la divisio´n subsecuencial.
Si 0 ≤ S ≤ T : E → F son operadores positivos y T es estrictamente singular, entonces
S es tambie´n estrictamente singular.
La propiedad de la divisio´n subsecuencial fue observada por Kadec y Pelczynski para
los espacios Lp(µ) ([37]) y generalizada por Figiel, Johnson y Tzafriri ([22]) a ret´ıculos de
funciones, y Weis ([72]). De hecho cualquier ret´ıculo p-co´ncavo y q-convexo, 1 < q, p <∞
satiface las hipo´tesis del Teorema 0.5 as´ı como cualquier espacio de funciones invariante
por reordenamiento que no contenga copias isomorfas de c0 ([72],[36], [21]). Los Corolarios
3.18 y 3.19 recogen estas y otras condiciones concretas para las que se puede aplicar el
Teorema anterior.
En el mismo cap´ıtulo se dan ejemplos que ponen de manifiesto que el problema de
mayoracio´n tiene en general una respuesta negativa, y se recalca la importancia que tiene
la condicio´n de orden continuidad del ret´ıculo de llegada F (cf. Ejemplo 3.22).
Tambie´n consideramos el caso E = F de los endomorfismos obteniendo un resultado
en el que suprimimos la propiedad de la subdivisio´n secuencial de entre las hipo´tesis (cf.
Proposicio´n 3.26).
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Parte del trabajo realizado tiene como consecuencia un resultado curioso que en prin-
cipio no parece estar muy relacionado con los problemas de mayoracio´n (cf. Proposicio´n
3.23): la no existencia de isomorfismos regulares entre los espacios l2 y L2[0, 1], extendiendo
as´ı el hecho conocido de que l2 y L2[0, 1] no son reticularmente isomorfos.
El estudio del problema de mayoracio´n en la clase de los operadores estrictamente sin-
gulares tiene su aplicacio´n al considerar el problema similar en la clase de los operadores
estrictamente cosingulares introducida por Pelczynski en [57] que, bajo algunas condi-
ciones, se comporta como la clase dual de la de los operadores estrictamente singulares.
Recordamos que un operador T entre dos espacios de BanachX e Y es estrictamente cosin-
gular si para todo subespacioM de Y de codimensio´n infinita el operador piT : X → Y/M
no es sobreyectivo, donde pi es la aplicacio´n cociente de Y sobre Y/M . As´ı, y v´ıa dualidad,
obtenemos un resultado de mayoracio´n para esta clase de operadores que constituye el
contenido del Teorema 3.29 del cap´ıtulo tercero.
El Cap´ıtulo cuarto estudia los operadores delgados (“thin”) introducidos por Neidinger
([52], [53]) en relacio´n con la factorizacio´n de operadores por espacios lp-hereditarios. Si
X e Y son dos espacios de Banach, se dice que un operador T : X → Y es delgado
(“thin”) si la bola unidad BM de cualquier subespacio M de Y de dimensio´n infinita no
es casi absorbida por TBX , es decir si existe un ε > 0 tal que para todo λ > 0 se tiene
que BM * λTBX + εBY .
Esta clase de operadores esta´ situada entre la clase de los operadores compactos y la de
los estrictamente singulares, es decir, todo operador compacto es delgado y todo operador
delgado es estrictamente singular; sin embargo las tres clases son en general distintas. El
cap´ıtulo se dedica fundamentalmente a estudiar la relacio´n de los operadores delgados
con los operadores estrictamente singulares, y se prueba la igualdad de ambas clases en
casos concretos (cf. Corolario 4.19). Los resultados obtenidos se refieren mayormente a
operadores regulares con valores en espacios Lp(µ). Relacionado con esto cabe recordar
el siguiente resultado de Caselles y Gonza´lez ([11, Prop. 1]): Si T : Lp(µ) → Lq(µ),
1 < q ≤ p <∞, es un operador regular, entonces T es estrictamente singular si y so´lo si
T es compacto. En el Teorema 4.8 mostramos que esta equivalencia se mantiene en el caso
p < q cuando sustituimos la clase de los operadores compactos por la de los operadores
delgados.
INTRODUCCIO´N ix
En el Cap´ıtulo cuarto tambie´n se considera el problema de autodualidad en la clase de
los operadores estrictamente singulares. En general esta clase no es autodual, a diferencia
de lo que ocurre para operadores compactos o de´bilmente compactos, pero se obtienen
resultados positivos interesantes en el marco de los operadores integrales entre espacios
de Ko¨the de funciones que incluyen a los espacios Lp(µ). Tambie´n probamos que para un
endomorfismo regular e integral de Lp(µ), 1 < p < ∞, ser disjuntamente estrictamente
singular, ser estrictamente singular, ser delgado y ser compacto son condiciones equiva-
lentes. Vale la pena observar que los endomorfismos de Lp(µ), 1 < p <∞, que son SS han
sido caracterizados por Weis en [70] como aquellos que son simulta´neamente l2-singulares
y lp-singulares (un operador es lp-singular si no preserva ninguna copia isomorfa de lp).
Concluimos el cap´ıtulo con un resultado de mayoracio´n (cf. Corolario 4.20) que se deri-
va de una extensio´n de la equivalencia anterior y del Teorema dado de mayoracio´n para
operadores estrictamente singulares.
El quinto y u´ltimo Cap´ıtulo se dedica a considerar la clase de los operadores estrechos
(“narrow”) estudiada por Plichko y Popov en [60]. Si E denota un espacio de Ko¨the sobre
un espacio de probabilidad (Ω,Σ, µ) donde µ es una medida sin a´tomos e Y es un espacio
de Banach, se dice que un operador T : E → Y es estrecho si para todo conjunto A ∈ Σ
y para todo ε > 0 existe una particio´n {A1, A2} del conjunto A, con µ(A1) = µ(A2) tal
que ‖T (χA1 −χA2)‖ < ε. Los operadores estrechos son u´tiles en el estudio de propiedades
geome´tricas como la propiedad de Daugavet o en el estudio de subespacios ricos ([60],
[38]).
La clase de los operadores estrechos ha sido considerada por varios autores. Por ejemplo
Ghoussoub y Rosenthal estudian en [30] los operadores en L1[0, 1] que preservan norma-
signo (“norm-sign-preserving operators”) que son precisamente la clase complementaria de
la de los operadores estrechos. Por otra parte es conocido que todo operador T : Lp(µ)→
Lp(ν) que es Lp[0, 1]-singular (es decir que no preserva copia de Lp[0, 1]) es estrecho si
1 ≤ p ≤ 2. Esto ha sido probado para p = 1 por Enflo y Starbird ([20]) y para 1 < p < 2
por Johnson, Maurey, Schechtman y Tzafriri ([36]). Relacionado con esto Plichko y Popov
plantean en [60] la siguiente pregunta: si 1 ≤ p < ∞ y T : Lp[0, 1] → Y es un operador
l2-singular, ¿es T necesariamente estrecho?
x INTRODUCCIO´N
La primera parte del Cap´ıtulo quinto se dedica a dar una respuesta parcial a esta
cuestio´n. As´ı obtenemos la siguiente:
Proposicio´n 0.6. Sea F un ret´ıculo de Banach orden continuo y T : Lp[0, 1] → F ,
1 ≤ p <∞, un operador regular. Si T es l2-singular entonces T es estrecho. En particular,
si T es SS entonces T es estrecho.
La prueba usa el conocido resultado de Rosenthal de que todo operador en L1[0, 1]
que es l2-singular es Dunford-Pettis ([62]). Tambie´n damos condiciones suficientes para
que un operador definido en L1[0, 1] sea estrecho distintas de las dadas por Bourgain y
Rosenthal en [8].
La segunda parte del cap´ıtulo quinto se dedica (como no pod´ıa ser de otro modo) al
problema de mayoracio´n en la clase de los operadores estrechos. Dicho problema tiene en
general una respuesta negativa como se muestra en el Ejemplo 5.16, pero obtenemos el
siguiente resultado general:
Teorema 0.7. Sea E un espacio de Ko¨the de funciones sobre un espacio de probabili-
dad (Ω,Σ, µ) sin µ-a´tomos, F un ret´ıculo de Banach orden continuo y 0 ≤ S ≤ T : E → F
operadores positivos. Si T es estrecho entonces S es estrecho.
Subrayamos el hecho de que las te´cnicas empleadas en la demostracio´n eluden el in-
conveniente que representa la ausencia de estructura vectorial en la clase de los operadores
estrechos.
Finalmente sen˜alemos que el Cap´ıtulo primero ha sido reservado para exponer con-
ceptos y resultados de cara´cter general que son usados en el resto de los cap´ıtulos, y a
ello debe su extensio´n. Algunos de estos resultados son bien conocidos, mientras que otros
son versiones mejoradas de resultados anteriores (p.e. Lema 1.10, Proposicio´n 1.59), o
novedosos (p.e. Proposicio´n 1.46 b)). Hemos pretendido as´ı presentar esta Memoria del
modo ma´s autocontenido posible, facilitando con ello su lectura. No obstante referimos al
lector a las monograf´ıas de Aliprantis y Burkinshaw ([4]), Lindenstrauss y Tzafriri ([45]),
Meyer-Nieberg ([50]), Schaefer ([65]) y Zaanen ([80]) para consultar cualquier te´rmino
o resultado de teor´ıa de ret´ıculos de Banach y operadores regulares que hayamos podido
emplear sin hacer referencia expl´ıcita del mismo.
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CAP´ıTULO 1
Preliminares
El objeto de este primer cap´ıtulo es presentar varios resultados de cara´cter general
que se empleara´n a la largo de la memoria. Algunos de ellos forman parte de la teor´ıa
ba´sica de espacios y ret´ıculos de Banach y nos limitamos a dar referencias precisas de los
mismos. Otros, sin embargo, son novedosos o han precisado modificaciones o mejoras para
adaptarlos a nuestras necesidades, e incluimos demostraciones expl´ıcitas de los mismos.
En cuanto a la notacio´n hemos procurado que sea esta´ndar, as´ı si X es un espacio de
Banach denotaremos por BX al conjunto {x ∈ X : ‖x‖ ≤ 1}. Si (xn)n es una sucesio´n
en X, entonces [xn] denotara´ el subespacio (cerrado) generado por dicha sucesio´n. Los
subespacios se sobreentendera´n siempre cerrados. El espacio dual de X se denotara´ por
X ′ y la topolog´ıa de´bil sobre X por σ(X,X ′). El te´rmino operador se referira´ a cualquier
aplicacio´n lineal acotada entre dos espacios de Banach X e Y . El operador traspuesto de
un operador T : X → Y se denotara´ por T ′ : Y ′ → X ′.
1. Operadores regulares entre ret´ıculos vectoriales
Definicio´n 1.1. Sea E un espacio vectorial sobre el cuerpo de los reales. Se dice que
E es un ret´ıculo vectorial si esta´ parcialmente ordenado con un orden, ≤, que cumple:
a) Si x ≤ y, entonces x+ z ≤ y + z para x, y, z ∈ E cualesquiera.
b) Si x ≤ y, entonces ax ≤ ay para todo a ≥ 0.
c) Para todo par de elementos x, y de E existen el supremo x ∨ y y el ı´nfimo x ∧ y.
Dado un ret´ıculo vectorial E se define el cono positivo E+ = {x ∈ E : x ≥ 0}, la parte
positiva x+ = x ∨ 0 y la parte negativa x− = (−x) ∧ 0 de un elemento x de E, as´ı como
su mo´dulo |x| = x ∨ (−x). Dos elementos x e y de E son disjuntos si |x| ∧ |y| = 0, y se
denota por x⊥y. Si A es un subconjunto de E se llama complemento ortogonal de A, y se
denota por A⊥, al conjunto A⊥ = {x ∈ E : x⊥y para todo y ∈ A}.
1
2 1. PRELIMINARES
Se llama orden-intervalo de extremos a y b pertenecientes a E al conjunto [a, b] =
{x ∈ E : a ≤ x ≤ b}, y se dice que un subconjunto A de E es orden-acotado si existen
a y b en E tales que A ⊂ [a, b]. De modo obvio se definen la orden-acotacio´n superior
e inferior. Un ret´ıculo vectorial E es Dedekind completo si todo conjunto no vac´ıo orden
acotado tiene supremo e ı´nfimo en E. E es σ-Dedekind completo si toda sucesio´n orden
acotada tiene supremo e ı´nfimo en E. Ret´ıculos Dedekind completos son los Lp(µ), con
p ∈ [1,∞), L∞(µ), con µ σ-finita y c0. Un ejemplo de ret´ıculo no Dedekind completo es
C[0, 1].
Se dice que una red (xi)i∈∆ en un ret´ıculo E es creciente (resp. decreciente) si xi ≤ xj
(resp. xi ≥ xj) para todo i ≤ j. Si (xi)i∈∆ es una red creciente (resp. decreciente) y
x = sup {xi : i ∈ ∆} (resp. x = ı´nf {xi : i ∈ ∆}), entonces se escribe xi ↑ x (resp. xi ↓ x).
Ana´logamente se definen las sucesiones crecientes y decrecientes. Una red (yi)i∈∆ en un
ret´ıculo vectorial E converge en orden a y ∈ E si existe una red (xi)i∈∆ tal que xi ↓ 0 y
|yi− y| ≤ xi para todo i ∈ ∆. Ana´logamente se definen las sucesiones orden convergentes
en E.
Un subespacio U de E es un subret´ıculo si x∨ y y x∧ y esta´n en U para cualesquiera
dos elementos x, y de U , es decir, si es cerrado para las operaciones de ret´ıculo. Igualmente
un subconjunto A de E es so´lido si |x| ≤ |y| con y ∈ A implica x ∈ A. Un subconjunto
I ⊂ E se llama ideal si es un subret´ıculo so´lido, y un subconjunto B ⊂ E se llama
banda si es un ideal que cumple que para todo suconjunto A ⊂ B con supremo en E se
tiene sup(A) ∈ B. Diremos que una banda B de E es banda de proyeccio´n si existe una
proyeccio´n P : E → B tal que 0 ≤ P (x) ≤ x para todo x ∈ E+.
Definicio´n 1.2. Un elemento e ∈ E+ es una unidad fuerte (resp. unidad de´bil ) si
Ee = E (resp. Be = E), donde Ee = ∪
n∈N
{n[−e, e]} es el ideal generado por e (resp. Be
es la banda generada por e). Un ideal (resp. banda) se llama principal si esta´ generado
(resp. generada) por un solo elemento. E satisface la propiedad de la proyeccio´n principal
si toda banda principal es de proyeccio´n.
Un operador lineal T entre dos ret´ıculos vectoriales E y F es orden acotado si trans-
forma conjuntos orden acotados en conjuntos orden acotados. Un operador T : E → F
es positivo, y se escribe T ≥ 0, si TE+ ⊂ F+, y T es regular si es la diferencia de dos
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operadores positivos definidos en E y con valores en F . Las clases de operadores orden
acotados, positivos y regulares de E en F se denotara´n respectivamente por Lb(E,F ),
L(E,F )+ y L
r(E,F ).
En Lr(E,F ) se define el siguiente orden: S ≤ T si y so´lo si T − S ≥ 0. Se tiene la
relacio´n inmediata:
L(E,F )+ ⊂ Lr(E,F ) ⊂ Lb(E,F ).
Proposicio´n 1.3. Si F es un ret´ıculo Dedekind completo entonces Lr(E,F ) es un
ret´ıculo Dedekind completo. Adema´s Lr(E,F ) = Lb(E,F ) y para T, S ∈ Lr(E,F ) se
cumple que:
T+(x) = sup {Ty : 0 ≤ y ≤ x}
T−(x) = − ı´nf {Ty : 0 ≤ y ≤ x}
|T |(x) = sup {|Ty| : |y| ≤ x}
(T ∨ S)(x) = sup {T (x− y) + Sy : y ∈ [0, x]}
(T ∧ S)(x) = ı´nf {T (x− y) + Sy : y ∈ [0, x]}
|Tz| ≤ |T |(|z|),
para todo x ∈ E+ y todo z ∈ E.
Si A ⊂ Lr(E,F ) es orden acotado y dirigido superiormente entonces (sup A)(x) =
sup {Tx : T ∈ A} para todo x ∈ E+.
Demostracio´n. La primera parte se debe a Riesz-Kantorovic ([40], [41]), en cuanto
a la u´ltima ver [50, Thm. 1.14]. ¤
Se define el orden dual de E como E∼ = Lr(E,R) y se tiene que E∼ es Dedekind
completo.
Definicio´n 1.4. Un operador T ∈ Lr(E,F ) es orden continuo (resp. σ- orden con-
tinuo) si preserva las redes orden convergentes a cero (resp. las sucesiones orden conver-
gentes a cero).
Denotaremos por Lrn(E,F ) el conjunto de operadores de L
r(E,F ) que son orden con-
tinuos, y por Lrc(E,F ) el conjunto de operadores de L
r(E,F ) que son σ-orden continuos.
Igualmente denotaremos E∼n = L
r
n(E,R) y E∼c = Lrc(E,R).
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Definicio´n 1.5. Sean E y F ret´ıculos vectoriales y T : E → F un operador lineal.
Se dice que T es un homomorfismo de Riesz (o de ret´ıculos) si T (x ∨ y) = Tx ∨ Ty para
cualesquiera x, y ∈ E. Claramente todo homomorfismo de Riesz es positivo.
Proposicio´n 1.6. (cf. [50, Prop. 1.3.11]) Sean E y F ret´ıculos vectoriales y T :
E → F un operador lineal. Son equivalentes: (a) T es un homomorfismo de Riesz. (b)
T (x∧y) = Tx∧Ty ∀ x, y ∈ E. (c) |Tx| = T |x| ∀x ∈ E. (d) Tx+∧Tx− = 0 ∀x ∈ E.
Definicio´n 1.7. Sea E un ret´ıculo vectorial y T : E → E un operador lineal. Se dice
que T preserva bandas si T (B) ⊂ B para toda banda B de E, y que T es un ortomorfismo
en E si T : E → E es orden acotado y preserva bandas.
Proposicio´n 1.8. Sea T : E → F un operador positivo entre dos ret´ıculos vectoriales
con F Dedekind completo. Si S y R son dos ortomorfismos positivos en F entonces (R ∨
S)T = RT ∨ ST .
Demostracio´n. La desigualdad (R ∨ S)T ≥ RT ∨ ST es trivial. Para probar la
opuesta tomemos x ∈ E+ arbitrario y notemos que (R∨ S)Tx = RTx∨ STx por ser R y
S ortomorfismos (cf. [4, Thm. 8.9]), as´ı como que RTx ∨ STx ≤ (RT ∨ ST )x. ¤
2. Componentes de un operador positivo: Teorema de Freudenthal
Un resultado ba´sico en la teor´ıa de ret´ıculos vectoriales es el teorema de Freudenthal
([25]). Dicho teorema extiende a ret´ıculos σ-Dedekind completos con unidad fuerte el
resultado de que las funciones simples son densas en L∞(µ) (cf. [13, Prop. 3.4.2]). Para una
presentacio´n del mismo adecuada a nuestras necesidades requerimos varias definiciones
previas:
Definicio´n 1.9. Si T : E → F es un operador positivo entre ret´ıculos vectoriales E
y F con F Dedekind completo, se llama componente de T a cualquier operador positivo
S : E → F tal que S ∧ (T −S) = 0 en Lr(E,F ). Los operadores de la forma QTP , donde
P y Q son proyecciones de banda en E y F respectivamente, se llaman componentes
elementales de T . Una componente simple de T es una componente de la forma
n∨
i=1
QiTPi,
es decir supremo finito de componentes elementales. Denotaremos la coleccio´n de todas
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las componentes simples de T por ST , mientras que la coleccio´n de todas las componentes
de T se denotara´ por CT .
Un operador regular S : E → F se llama T -escalonado si existen componentes de T
disjuntas dos a dos T1, . . . , Tn satisfaciendo T1+ · · ·+Tn = T , y nu´meros reales α1, . . . , αn
tales que S =
n∑
i=1
αiTi.
Damos a continuacio´n un lema muy u´til que permite sustituir el supremo en la defi-
nicio´n de componente simple por una suma finita; esto tiene intere´s cuando manejemos
ideales de operadores. El lema extiende el resultado dado en [4, Chap. 2, sec. 6, Ex. 5].
Lema 1.10. Sean E y F ret´ıculos vectoriales con F Dedekind completo y T ∈ L(E,F )+.
Para toda componente simple S ∈ ST existe un conjunto de componentes elementales de
T disjuntas dos a dos, Q1TP1, · · · , QnTPn, tales que S =
n∑
i=1
QiTPi. Ma´s au´n las proyec-
ciones P1, . . . Pn se pueden tomar disjuntas dos a dos.
Demostracio´n. La prueba se hace por induccio´n sobre el nu´mero de componentes
elementales que intervienen en la definicio´n de S. As´ı para m = 1 es trivialmente cierto
pues S = Q1TP1.
Sea m = n − 1 y S =
n−1∨
i=1
QiTPi. Denotemos por Cn−1,k el conjunto de todas las
combinaciones de orden k tomadas en el conjunto {1, . . . , n − 1} y consideremos para
cualquier combinacio´n {i1, . . . , ik} ∈ Cn−1,k la banda
B
j1,...,jn−1−k
i1,...,ik
=
( k⋂
s=1
Pis(E)
) ⋂ (n−1−k⋂
l=1
Pjl(E)
⊥
)
,
donde {j1, . . . , jn−1−k} es el conjunto complementario de {i1, . . . , ik} en {1, . . . , n−1}. Por
convenio escribimos B1,...,n−1 =
n−1⋂
l=1
Pl(E)
⊥. Claramente el nu´mero de bandas obtenidas de
ese modo es
(
n−1
0
)
+
(
n−1
1
)
+ · · ·+ (n−1
n−1
)
= 2n−1 siendo
(
n−1
k
)
el nu´mero de combinaciones
de orden k tomadas de entre n − 1 elementos. Adema´s las bandas son disjuntas entre
s´ı y E es la suma directa de todas ellas. Por tanto cada x ∈ E se expresa como x =
x1,...,n−1+
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
x
j1,...,jn−1−k
i1,...,ik
donde x1,...,n−1 ∈ B1,...,n−1 y xj1,...,jn−1−ki1,...,ik ∈ B
j1,...,jn−1−k
i1,...,ik
.
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Supongamos que el lema es cierto para m = n−1, en concreto supongamos que hemos
probado que la restriccio´n de S a la banda B
j1,...,jn−1−k
i1,...,ik
es
S|
B
j1,...,jn−1−k
i1,...,ik
=
( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k
i1,...,ik
.
Entonces por linealidad se obtiene
S =0TPB1,...,n−1 +
∑
i1∈Cn−1,1
Qi1TPBj1,...,jn−2i1
+
∑
i1,i2∈Cn−1,2
(Qi1T ∨Qi2T )PBj1,...,jn−3i1,i2 +
+
∑
i1,i2,i3∈Cn−1,3
(Qi1T ∨Qi2T ∨Qi3T )PBj1,...,jn−4i1,i2,i3 + · · ·+
(n−1∨
i=1
QiT
)
PB1,...,n−1
Probaremos a continuacio´n que el lema sigue siendo cierto para m = n. En efecto sea
S =
n∨
i=1
QiTPi. Consideremos para cada combinacio´n {i1, . . . , ik} ∈ Cn−1,k las bandas
B
j1,...,jn−1−k
i1,...,ik,n
= B
j1,...,jn−1−k
i1,...,ik
⋂
Pn(E) y B
j1,...,jn−1−k,n
i1,...,ik
= B
j1,...,jn−1−k
i1,...,ik
⋂
Pn(E)
⊥,
as´ı como las bandas B1,...,n−1,n = B1,...,n−1 ∩ Pn(E)⊥ y B1,...,n−1n = B1,...,n−1 ∩ Pn(E).
El nu´mero de bandas obtenido es
(
n
0
)
+ · · · + (n
n
)
= 2n y E se expresa como suma
directa de todas ellas. As´ı para cada x ∈ E+ existe una u´nica descomposicio´n
x = x1,...,n−1,n + x1,...,n−1n +
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
x
j1,...,jn−1−k
i1,...,ik,n
+
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
x
j1,...,jn−1−k,n
i1,...,ik
con x
j1,...,jn−1−k
i1,...,ik,n
∈ Bj1,...,jn−1−ki1,...,ik,n y x
j1,...,jn−1−k,n
i1,...,ik
∈ Bj1,...,jn−1−k,ni1,...,ik .
Consideremos primeramente una banda del tipo B
j1,...,jn−1−k
i1,...,ik,n
y notemos que
S|
B
j1,...,jn−1−k
i1,...,ik,n
=
(( k∨
l=1
QilT
)
∨QnT
)
P
B
j1,...,jn−1−k
i1,...,ik,n
.
En efecto, si z ∈ Bj1,...,jn−1−ki1,...,ik,n es un elemento positivo arbitrario, entonces de la Proposicio´n
1.3, de la hipo´tesis de induccio´n y de la inclusio´n B
j1,...,jn−1−k
i1,...,ik,n
⊂ Bj1,...,jn−1−ki1,...,ik ∩ Pn(E) se
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obtiene
S(z) = sup
{(n−1∨
i=1
QiTPi
)
(y) ∨QnTPn(z − y) : 0 ≤ y ≤ z
}
= sup
{( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k
i1,...,ik
(y) +QnTPn(z − y) : 0 ≤ y ≤ z
}
= sup
{( k∨
l=1
QilT
)
(y) +QnT (z − y) : 0 ≤ y ≤ z
}
=
(( k∨
l=1
QilT
)
∨QnT
)
(z) =
(( k∨
l=1
QilT
)
∨QnT
)
P
B
j1,...,jn−1−k
i1,...,ik,n
(z).
Igualmente si consideramos una banda del tipo B
j1,...,jn−1−k,n
i1,...,ik
y un elemento positivo z en
dicha banda, entonces
S(z) = sup
{(n−1∨
i=1
QiTPi
)
(y) ∨QnTPn(z − y) : 0 ≤ y ≤ z
}
= sup
{( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k
i1,...,ik
(y) + 0 : 0 ≤ y ≤ z
}
=
( k∨
l=1
QilT
)
(z) =
( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k,n
i1,...,ik
(z).
Ana´logamente se obtiene que S|B1,...,n−1n = QnTPB1,...,n−1n y que S|B1,...,n = 0.
As´ı para un elemento de E positivo y arbitario
x = x1,...,n−1,n +
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
x
j1,...,jn−1−k
i1,...,ik,n
+
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
x
j1,...,jn−1−k,n
i1,...,ik
+ x1,...,n−1n
se tiene por linealidad la siguiente igualdad
S(x) =0 +
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
(( k∨
l=1
QilT
)
∨QnT
)
P
B
j1,...,jn−1−k
i1,...,ik,n
(x
j1,...,jn−1−k
i1,...,ik,n
)
+
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k,n
i1,...,ik
(x
j1,...,jn−1−k,n
i1,...,ik
) +QnTPB1,...,n−1n (x
1,...,n−1
n )
=
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
(( k∨
l=1
QilT
)
∨QnT
)
P
B
j1,...,jn−1−k
i1,...,ik,n
(x)
+
n−1∑
k=1
∑
i1,...,ik∈Cn−1,k
( k∨
l=1
QilT
)
P
B
j1,...,jn−1−k,n
i1,...,ik
(x) +QnTPB1,...,n−1n (x).
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Renombrando podemos escribir
S =0TPB1,...,n +
∑
i1∈Cn,1
Qi1TPBj1,...,jn−1i1
+
∑
i1,i2∈Cn,2
(Qi1T ∨Qi2T )PBj1,...,jn−2i1,i2 +
+
∑
i1,i2,i3∈Cn,3
(Qi1T ∨Qi2T ∨Qi3T )PBj1,...,jn−3i1,i2,i3 + · · ·+
( n∨
i=1
QiT
)
PB1,...,n
Para concluir notemos que para todo k ∈ {1, . . . , n} el operador
(
k∨
l=1
QilT
)
P
B
j1,...,jn−k
i1,...,ik
es
una componente simple de T . En efecto, las proyecciones de banda Qi son ortomorfis-
mos positivos, por tanto aplicando la Proposicio´n 1.8 se tiene
(
k∨
l=1
QilT
)
=
(
k∨
l=1
Qil
)
T
y se sigue entonces que
(
k∨
l=1
QilT
)
P
B
j1,...,jn−k
i1,...,ik
=
(
k∨
l=1
Qil
)
TP
B
j1,...,jn−k
i1,...,ik
. Adema´s usando
repetidamente el Teorema 8.9 de [4] se deriva facilmente que
k∨
l=1
Qil es una proyeccio´n de
banda. As´ı toda componente simple de T se expresa como suma finita de componentes
elementales de T . Notemos por u´ltimo que dichas componentes elementales son disjuntas
dos a dos por serlo las proyecciones P
B
j1,...,jn−k
i1,...,ik
. ¤
Enunciamos seguidamente el Teorema espectral de Freudenthal en una versio´n para
operadores adecuada a nuestras necesidades (cf. [4, 2. Thm. 6.9]):
Teorema 1.11 (Freudenthal). Sean 0 ≤ S ≤ T : E → F operadores positivos entre
dos ret´ıculos vectoriales E y F con F Dedekind completo. Entonces existe una sucesio´n
(Sn)n de operadores T -escalonados satisfaciendo
0 ≤ S − Sn ≤ n−1T para todo natural n y 0 ≤ Sn ↑ S.
Sea A un subconjunto de un ret´ıculo vectorial E y denotemos:
A» = {x ∈ E : ∃ una sucesio´n (xn)n ⊂ A con xn ↑ x},
A↑ = {x ∈ E : ∃ una red (xα)α ⊂ A con xα ↑ x},
(A¼ y A↓ se definen sime´tricamente). El siguiente resultado se debe a de Pagter ([15]),
ver [4, Thm. 6.6] para una prueba del mismo.
Proposicio´n 1.12. Sean E y F ret´ıculos vectoriales tales que E satisface la propiedad
de la proyeccio´n principal, F es Dedekind completo y F∼n separa los puntos de F . Entonces
CT = (ST )»↓↑ = (ST )¼↑↓.
3. RETI´CULOS VECTORIALES NORMADOS. M-ESPACIOS Y L-ESPACIOS 9
3. Ret´ıculos vectoriales normados. M-espacios y L-espacios
Definicio´n 1.13. Sea E un ret´ıculo vectorial; una norma || · || sobre E es reticular si
para cualquier par de elementos x, y ∈ E con |x| ≤ |y| se tiene ||x|| ≤ ||y||. Un ret´ıculo es
normado si esta´ dotado de una norma reticular. Un ret´ıculo de Banach E es un ret´ıculo
vectorial normado que es completo respecto a la me´trica derivada de su norma.
Notemos que todo ret´ıculo de Banach σ-Dedekind completo satisface la propiedad de
la proyeccio´n principal (cf. [50, Prop. 1.2.11]).
Si E y F son dos ret´ıculos normados denotaremos por L(E,F ) al conjunto de los
operadores continuos de E en F . As´ımismo denotaremos por Lr(E,F ) (resp. L(E,F )+)
a los elementos de L(E,F ) que son regulares (resp. positivos).
Proposicio´n 1.14. (cf. [50, Prop. 1.3.5]) Sean E y F ret´ıculos normados y sea
T : E → F un operador positivo. Entonces ‖T‖ = sup {‖Tx‖ : x ∈ BE ∩ E+}. Si
adema´s E es ret´ıculo de Banach entonces L(E,F )+ ⊂ L(E,F ) y se tienen las igualdades
Lr(E,F ) = Lr(E,F ) y L(E,F )+ = L(E,F )+.
Proposicio´n 1.15. Si E es un ret´ıculo normado entonces el espacio dual E ′ es un
ret´ıculo de Banach. Adema´s si E es un ret´ıculo Banach entonces E ′ coincide con el orden
dual de E, es decir E ′ = E∼.
Demostracio´n. Ver [50, Prop. 1.3.7] y Proposicio´n 1.14. ¤
Dados dos ret´ıculos de Banach E y F se define en Lr(E,F ) la norma regular, ‖ · ‖r,
mediante la igualdad ‖T‖r = ı´nf{‖S‖ : S ∈ L(E,F )+ y |Tx| ≤ S|x| ∀x ∈ E}.
Proposicio´n 1.16. (cf. [50, Prop. 1.3.6])
(Lr(E,F ), ‖ ‖r) es un espacio de Banach
con ‖T‖ ≤ ‖T‖r para todo T ∈ Lr(E,F ). Adema´s si F es Dedekind completo entonces(Lr(E,F ), ‖ ‖r) es un ret´ıculo de Banach y ‖T‖r = ‖ |T | ‖.
Definicio´n 1.17. Un operador T entre dos ret´ıculos vectoriales normados E y F se
dice que preserva intervalos si T [0, x] = [0, Tx] para todo x ∈ E+. Decimos que T casi
preserva intervalos si T [0, x] = [0, Tx]
Proposicio´n 1.18. (cf. [50, Thm. 1.4.19]) Sean E y F ret´ıculos de Banach y T :
E → F un operador.
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i) T es homomorfismo de Riesz si y so´lo T ′ casi preserva intervalos.
ii) T casi preserva intervalos si y so´lo si T ′ es homomorfismo de Riesz.
Definicio´n 1.19. Sea E un ret´ıculo vectorial. Se dice que una norma ‖ ‖ sobre E es
una L-norma si ‖ ‖ es aditiva en E+. Se dice que ‖ ‖ es una M-norma si
‖x ∨ y‖ = ma´x{‖x‖ , ‖y‖} ∀x, y ∈ E+.
Un L-espacio (resp. M-espacio) es un ret´ıculo de Banach respecto a una L-norma (resp.
M-norma).
Ejemplos de L-espacios son L1(µ) y bvca(Σ), y de M-espacios L∞(µ) y C(K). Si bien
L∞(µ) tiene unidad fuerte (χΩ) hay M-espacios sin unidad fuerte: c0.
Proposicio´n 1.20. Sean E y F ret´ıculos de Banach. Entonces Lr(E,F ) = L(E,F ) y
‖T‖ = ‖T‖r para cualquier T ∈ L(E,F ) si se satisface una de las siguientes condiciones:
i) F es un M-espacio Dedekind completo con unidad fuerte e y con la norma dada por
‖x‖ = ı´nf{λ : x ∈ [−λe, λe]}.
ii) E es un L-espacio y F es un espacio KB.
Demostracio´n. Ver [50, 1.5.11]. Para la definicio´n de espacio KB ver Definicio´n
1.26. ¤
Proposicio´n 1.21. (cf. [50, Prop. 1.4.7]) Sea E un ret´ıculo normado.
i) La norma de E es un M-norma si y so´lo si E ′ es un L-espacio.
ii) La norma de E es una L-norma si y so´lo si E ′ es un M-espacio. En tal caso E ′ tiene
una unidad fuerte e tal que [−e, e] = BE′.
Definicio´n 1.22. Un ret´ıculo de Banach E tiene la propiedad de Schur positiva si
toda sucesio´n de´bilmente nula de vectores positivos en E es convergente a cero.
Claramente todo espacio E con la propiedad de Schur (i.e. toda sucesio´n de´bilmente
nula en E converge a cero en norma) tiene la propiedad de Schur positiva.
Proposicio´n 1.23. Todo L-espacio E satisface la propiedad de Schur positiva.
Demostracio´n. Notemos que E ′ es un M -espacio con unidad fuerte e ∈ E ′+ tal
que BE′ = [−e, e] (cf. Proposicio´n 1.21). Sea (xn)n una sucesio´n de´bilmente nula de
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vectores positivos. Por el teorema de Hahn-Banach existe una sucesio´n (x′n)n en BE′ tal
que x′n(xn) = ‖xn‖ para todo n. Como BE′ = [−e, e] resulta que e ≥ |x′n| para todo n.
Por u´ltimo de la desigualdad ‖xn‖ = x′n(xn) ≤ e(xn) y del hecho de que la sucesio´n (xn)n
es de´bilmente nula se obtiene la convergencia en norma a cero de (xn)n. ¤
Observacio´n 1.24. El rec´ıproco de la Proposicio´n 1.23 no es cierto. Para una sucesio´n
de nu´meros positivos (pn)n ↘ 1 el espacio de sucesiones de Nakano l(pn) = {(xn)n :∞∑
n=1
|rxn|pn < ∞ para algu´n r > 0} tiene la propiedad de Schur ([32]) y por tanto la
propiedad de Schur positiva. Si tomamos adema´s la sucesio´n (pn)n tal que 1 < pn < ∞
y pn((pn − 1)ln n)−1 → 0, entonces l(pn) no es isomorfo a l1 ([76]). Para ma´s ejemplos de
espacios con la propiedad de Schur positiva remitimos a [77].
4. Ret´ıculos orden continuos
Definicio´n 1.25. Un ret´ıculo de Banach E es orden continuo, o tiene norma orden
continua, si ı´nf
x∈A
{‖x‖} = 0 para todo A ⊂ E con ı´nf(A) = 0. E es σ-orden continuo si se
tiene lo mismo para sucesiones.
Ejemplos de ret´ıculos orden continuos son los Lp(µ), p ∈ [1,+∞). Si E es orden
continuo entonces es Dedekind completo (la afirmacio´n rec´ıproca no es cierta, considerar
por ejemplo l∞).
Definicio´n 1.26. Un ret´ıculo de Banach E se llama espacio KB (Kantorovic-Banach)
si toda sucesio´n mono´tona acotada en norma es convergente.
Los siguientes resultados proporcionan caracterizaciones muy u´tiles de ret´ıculos con
norma orden continua y de espacios KB (para ma´s caracterizaciones ver [78])
Proposicio´n 1.27. Sea E ret´ıculo de Banach. Son equivalentes:
1. E es orden continuo.
2. E es Dedekind completo y σ-orden continuo.
3. Si (xn)n ⊂ E+ es orden acotada y disjunta entonces (xn)n es convergente a cero.
4. Toda sucesio´n mono´tona orden acotada es convergente.
5. Todo ideal cerrado de E es una banda de proyeccio´n.
6. (xn)n es σ(E
′, E)-nula para cualquier sucesio´n disjunta (xn)n ⊂ BE′ .
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7. E ′ = E ′n.
8. E es σ-Dedekind completo y no contiene copia reticular de l∞.
Demostracio´n. Ver [50, Prop. 2.4.2, 2.4.3 y 2.4.4]. La equivalencia entre (1) y (8)
es el Teorema cla´sico de Lozanovski-Mekler ([47]). ¤
Todo espacio KB tiene norma orden continua. Sin embargo el rec´ıproco no es en general
cierto (conside´rese c0).
Proposicio´n 1.28. (cf. [4, Thm 14.12]) Sea E ret´ıculo de Banach. Son equivalentes:
1. E es KB.
2. E es de´bilmente secuencialmente completo.
3. E no contiene copia isomorfa de c0.
4. E no contiene copia reticular de c0.
Observacio´n 1.29. Claramente un ret´ıculo de Banach con la propiedad de Schur
positiva no contiene una copia reticular de c0 (conside´rese la sucesio´n (en)n); se obtiene
entonces como consecuencia de la Proposicio´n 1.28 que todo ret´ıculo de Banach con la
propiedad de Schur positiva es un espacio KB y por tanto tiene norma orden continua.
En particular todo L-espacio es un espacio KB.
Cuando el ret´ıculo de Banach E tiene predual entonces ser espacio KB es equivalente
a ser orden continuo (no´tese que c0 no es dual):
Proposicio´n 1.30. Sea E ret´ıculo de Banach. Son equivalentes:
1. E ′ es orden continuo.
2. (xn)n converge de´bilmente a cero para cualquier sucesio´n disjunta (xn)n ⊂ BE.
3. E ′ es un espacio KB.
4. E no contiene copia reticular de l1.
5. E no contiene copia reticular de l1 complementada por una proyeccio´n positiva.
6. E no contiene copia isomorfa complementada de l1.
7. E ′ no contiene copia reticular de l∞.
8. E ′ no contiene copia reticular de c0.
Demostracio´n. Ver [4, Thm. 14.21 y Prop. 2.3.11]. ¤
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El siguiente resultado sera´ de utilidad ma´s adelante.
Proposicio´n 1.31. Sean E y F dos ret´ıculos de Banach con F orden continuo y sea
T ∈ Lr(E,F ). Entonces |T ′| = |T |′, (T+)′ = (T ′)+ y (T−)′ = (T ′)−.
Demostracio´n. Para la primera igualdad usar [4, Thm. 5.11] y el hecho de que
F ′ = F ′n = F
∼
n por ser F orden continuo (cf. Proposicio´n 1.27). Las otras dos igualdades
son consecuencia de la primera. ¤
5. Algunas clases de operadores entre ret´ıculos de Banach
Introducimos ahora algunas clases de operadores distinguidos (cf. [4], [50]).
Definicio´n 1.32. Sean E un ret´ıculo de Banach y X e Y espacios de Banach.
a) Un operador T : E → Y es orden de´bilmente compacto (abrev. o-de´bilmente compacto)
si T [−x, x] es relativamente de´bilmente compacto para todo x ∈ E+.
b) T : E → Y es AM-compacto si T [−x, x] es relativamente compacto para todo x ∈ E+.
c) T : E → Y es M-de´bilmente compacto si transforma sucesiones disjuntas acotadas en
norma en sucesiones convergentes a cero.
d) T : X → Y es Dunford-Pettis si transforma sucesiones de´bilmente nulas en sucesiones
convergentes a cero.
e) T : X → Y es de´bilmente secuencialmente precompacto si para cualquier sucesio´n (xn)n
en BX existe (nj)j tal que (Txnj)j es de´bilmente convergente.
Si T : E → Y es AM-compacto entonces es o-de´bilmente compacto, y si T : E → Y
es Dunford-Pettis y adema´s E es orden continuo entonces T es AM-compacto (cf. [50,
Prop. 3.7.11]). No´tese que si T : E → Y es compacto y E ′ es orden continuo entonces T
es M-de´bilmente compacto (cf. Proposicio´n 1.30).
Proposicio´n 1.33. Sea T : E → F un operador orden acotado entre dos ret´ıculos de
Banach E y F . Son equivalentes:
i) T es o-de´bilmente compacto.
ii) ‖Txn‖ → 0 para toda sucesio´n disjunta y orden acotada (xn)n ⊂ E+.
iii) T no preserva un subret´ıculo isomorfo a c0 con una bola unidad orden acotada en E.
Demostracio´n. Ver [50, Thm. 3.4.4 y Cor. 3.4.5]. ¤
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De la Proposicio´n 1.33 se sigue que todo operador Dunford-Pettis es o-de´bilmente
compacto. Otra consecuencia es el siguiente:
Corolario 1.34. Sea T : E → F un operador regular entre dos ret´ıculos de Banach
E y F . Si |T | es o-de´bilmente compacto entonces T es o-de´bilmente compacto.
Definicio´n 1.35. Sea T un operador entre dos espacios de Banach X e Y y sea Z
otro espacio de Banach. Decimos que T preserva una copia isomorfa de Z si existe un
subespacio N ⊂ X isomorfo a Z tal que T es un isomorfismo entre N y T (N). Decimos que
T preserva una copia complementada de Z si adema´s N y T (N) esta´n complementados
en X e Y respectivamente. Si E y R son dos ret´ıculos de Banach decimos que T : E → Y
preserva una copia reticular de R si existe un subret´ıculo S ⊂ E isomorfo reticularmente
a R tal que S y T (S) son isomorfos como espacios de Banach.
Los resultados que siguen a continuacio´n sera´n usados a menudo. Comenzamos con
un teorema debido a Ghoussoub y Johnson ([29]) (cf. [50, Thm. 3.4.11]).
Teorema 1.36 (Ghoussoub-Johnson). Sean E y X ret´ıculo y espacio de Banach
respectivamente y un operador T : E → X. Son equivalentes:
i) T no preserva una copia isomorfa de c0.
ii) T no preserva una copia reticular de c0.
iii) (Txn)
∞
n=1 es convergente si (xn)
∞
n=1 es creciente y acotada en norma.
Proposicio´n 1.37. (cf. [50, Cor. 3.4.14]) Sea X un espacio de Banach, F un ret´ıculo
de Banach orden continuo y un operador T : X → F . Son equivalentes:
i) T preserva una copia isomorfa de l1.
ii) T preserva una copia complementada de l1.
iii) T ′ no es o-de´bilmente compacto.
iv) T ′ preserva una copia reticular de c0 (o l∞).
v) T no es de´bilmente secuencialmente precompacto.
Cuando el operador T es positivo se tiene algo ma´s:
Proposicio´n 1.38. (cf. [50, Thm 3.4.17]) Sean E y F ret´ıculos de Banach con F or-
den continuo. Si T : E → F es un operador positivo que no es de´bilmente secuencialmente
precompacto, entonces T preserva una copia reticular de l1.
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Como consecuencia de los dos resultados previos se obtiene el siguiente resultado de
Niculescu ([54]).
Corolario 1.39. Sean E y F ret´ıculos de Banach con F orden continuo y un operador
positivo T : E → F . Entonces T preserva una copia isomorfa de l1 si y so´lo si T preserva
una copia reticular de l1.
Tambie´n se tiene la siguiente caracterizacio´n (cf. [50, Thm. 3.4.18])
Proposicio´n 1.40. Sea E un ret´ıculo de Banach. Son equivalentes:
i) La norma dual de E ′ es orden continua.
ii) Si X es un espacio de Banach, entonces todo operador o-de´bilmente compacto T : E →
X es de´bilmente secuencialmente precompacto.
6. Estimaciones superiores e inferiores. p-convexidad y q-concavidad
Definicio´n 1.41. Sea E un ret´ıculo de Banach y 1 < q <∞. Decimos que E satisface
una q-estimacio´n superior (resp. inferior) si existe una constante M > 0 tal que∥∥∥∥ n∑
i=1
xi
∥∥∥∥ ≤M( n∑
i=1
‖xi‖q
)1
q
( resp.
∥∥∥∥ n∑
i=1
xi
∥∥∥∥ ≥M( n∑
i=1
‖xi‖q
)1
q
)
para toda sucesio´n disjunta (xi)
n
i=1 en E.
Se define el ı´ndice inferior (resp. superior) de E como
s(E) = sup{q > 1 : E satisface una q-estimacio´n superior}
(resp. σ(E) = ı´nf{q > 1 : E satisface una q-estimacio´n inferior}).
La siguiente caracterizacio´n de q-estimaciones inferiores nos permite no limitarnos a
vectores disjuntos (cf. [45, Prop. 1.f.6.]).
Proposicio´n 1.42. Un ret´ıculo de Banach E satisface una q-estimacio´n inferior,
1 < q <∞, si y so´lo si
∥∥∥∥ n∑
i=1
|xi|
∥∥∥∥ ≥M( n∑
i=1
‖xi‖q
)1
q
para cualesquiera (xi)
n
i=1 en E.
Proposicio´n 1.43. Si un ret´ıculo de Banach E satisface una q-estimacio´n inferior,
q < ∞, entonces E es orden continuo. Si E satisface una q-estimacio´n superior, q > 1,
entonces E ′ es orden continuo. Adema´s se tienen las igualdades [s(E)]−1 + [σ(E ′)]−1 =
1 = [σ(E)]−1 + [s(E ′)]−1.
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Demostracio´n. E es σ-completo y σ-orden continuo por [45, Thm. 1.a.5 y Prop.
1.a.7], y por tanto orden continuo (cf. [45, Prop. 1.a.8]). Por otra parte, si E satisface una
q-estimacio´n superior entonces E ′ satisface una p-estimacio´n inferior siendo 1/p+1/q = 1
(cf. [45, Prop. 1.f.5]). Usar ahora la primera parte. ¤
Conceptos pro´ximos a las p-estimaciones superiores e inferiores son la p-convexidad y
q-concavidad de un ret´ıculo de Banach.
Definicio´n 1.44. Un ret´ıculo de Banach E es p-convexo si existe una constante M <
∞ tal que∥∥∥∥( n∑
i=1
|xi|p
)1
p
∥∥∥∥ ≤M( n∑
i=1
‖xi‖p
)1
p
, si 1 < p <∞ o´
∥∥∥∥ n∨
i=1
|xi|
∥∥∥∥ ≤M ma´x1≤i≤n‖xi‖, si p =∞,
para vectores cualesquiera (xi)
n
i=1 en E.
E es q-co´ncavo si existe M <∞ tal que( n∑
i=1
‖xi‖q
)1
q ≤M
∥∥∥∥( n∑
i=1
|xi|q
)1
q
∥∥∥∥, si 1 < q <∞ o´ ma´x1≤i≤n‖xi‖ ≤M
∥∥∥∥ n∨
i=1
|xi|
∥∥∥∥, si q =∞,
para vectores cualesquiera (xi)
n
i=1 en E.
Todo ret´ıculo p-convexo (resp. q-co´ncavo) satisface una p-estimacio´n superior (resp.
q-estimacio´n inferior). Con cara´cter rec´ıproco tenemos el siguiente resultado de Maurey
(cf. [45, Thm. 1.f.7])
Proposicio´n 1.45. Si un ret´ıculo de Banach E satisface una r-estimacio´n superior
(resp. inferior) para algu´n 1 < r < ∞, entonces E es p-convexo (resp. q-co´ncavo) para
todo 1 ≤ p < r < q ≤ ∞. Por tanto E es q-co´ncavo para algu´n q < ∞ (resp. p-convexo
para algu´n p > 1) si y so´lo si σ(E) <∞ (resp. s(E) > 1).
Pasamos a aislar en forma de proposicio´n dos condiciones sobre los ret´ıculos E y F que
garantizan que la clase de los operadores M-de´bilmente compactos entre E y F coincide
con Lr(E,F ). La primera de ellas se debe a Zaanen (cf [80, Thm. 129.7]):
Proposicio´n 1.46. Sean E y F ret´ıculos de Banach satisfaciendo una de las dos
condiciones siguientes:
a) σ(F ) < s(E)
7. ESPACIOS DE KO¨THE. EQUI-INTEGRABILIDAD 17
b) E ′ es orden continuo y F tiene la propiedad de Schur positiva.
Entonces todo operador regular de E en F es M-de´bilmente compacto.
Demostracio´n. Tomando sus partes positiva y negativa podemos asumir que T es
positivo. Comencemos con a). Sea (xn)n una sucesio´n disjunta de vectores positivos en
BE. Por hipo´tesis podemos tomar p y q tales que σ(F ) < p < q < s(E). Elijamos un
vector positivo (an)n en la bola unidad de l
q. Como q < s(E), existe K > 0 tal que∥∥∥∥ m∑
n=1
anxn
∥∥∥∥ ≤ K( m∑
n=1
|an|q
)1
q ≤ K‖(an)‖q ≤ K,
para todo m. Esto implica que x =
∞∑
n=1
anxn ∈ KBE. Por otra parte, como σ(F ) < p
podemos usar la Proposicio´n 1.42 para encontrar una constante M > 0 tal que
Kp‖T‖p ≥ ‖Tx‖p ≥
∥∥∥∥ m∑
n=1
anTxn
∥∥∥∥p ≥M m∑
n=1
|an|p ‖Txn‖p
para todo m. Supongamos ahora que (Txn)n no tiende a cero; entonces, pasando a una
subsucesio´n si es necesario, podemos asumir que ‖Txn‖ ≥ α para todo n y un cierto
α > 0. De la desigualdad previa obtenemos
M−1(K/α)p‖T‖p ≥
m∑
n=1
|an|p
para todo m, es decir, (an)n ∈ η Blp donde η = M−1(K/α)p‖T‖p. Llegamos as´ı a una
contradiccio´n con el hecho de que p < q y de que (an)n fue tomado arbitrariamente.
En cuanto a b), tomemos una sucesio´n disjunta acotada en norma (xn)n en E+. Dicha
sucesio´n es de´bilmente nula ya que E ′ es orden continuo (cf. Proposicio´n 1.30); como T
es positivo la sucesio´n (Txn)n es de´bilmente nula en F+, y por tanto convergente a cero
en norma. ¤
7. Espacios de Ko¨the. Equi-integrabilidad
Una clase muy importante de ret´ıculos de Banach es la de los espacios de Ko¨the de
funciones medibles.
Definicio´n 1.47. Sea (Ω,Σ, µ) un espacio de medida σ-finito y completo. Un espacio
de Banach (E, ‖ ‖) de clases de equivalencia (mo´dulo igualdad en casi todo punto) de
funciones reales localmente integrables sobre Σ se llama espacio de Ko¨the de funciones si
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se cumple:
1) Si f es medible, g ∈ E y |f(ω)| ≤ |g(ω)| a.e en Ω, entonces f ∈ E y ‖f‖ ≤ ‖g‖.
2) χA ∈ E para todo medible A ∈ Σ con µ(A) <∞.
Si E es un espacio de Ko¨the se define el dual de Ko¨the de E como
E× = {f Σ-medible :
∫
|fg| <∞ para toda g ∈ E}.
Claramente E× ⊂ E ′. Adema´s si E es orden continuo entonces E× = E ′ (cf. [45, pag.
29]).
Observacio´n 1.48. Dado un espacio de Ko¨the E sobre un espacio de medida finita
(Ω,Σ, µ) se tienen las inclusiones cano´nicas L∞(µ) ↪→ E ↪→ L1(µ), que son continuas por
ser operadores positivos (cf. Proposicio´n 1.14). Observemos igualmente que todo espacio
de Ko¨the es Dedekind-completo por ser un ideal de L1(µ).
Aparte del hecho de que muchos de los ret´ıculos cla´sicos son espacios de Ko¨the, la
importancia an˜adida de estos radica en que son el prototipo, v´ıa representacio´n, de los
ret´ıculos de Banach orden continuos con unidad de´bil. De forma precisa, todo ret´ıculo
de Banach orden continuo con unidad de´bil E es reticularmente isome´trico a un espacio
de Ko¨the de funciones sobre un cierto espacio de probabilidad (este hecho sera´ usado
repetidamente a lo largo de esta memoria):
Teorema 1.49. (cf. [45, Thm. 1.b.14]) Sea E un ret´ıculo de Banach orden continuo
con unidad de´bil. Entonces existe un espacio de probabilidad completo (Ω,Σ, µ), un ideal
X de L1(Ω,Σ, µ), en general no ‖ · ‖1-cerrado, y una norma reticular ‖ · ‖X en X tales
que:
i) E es reticularmente isome´trico a (X, ‖ · ‖X).
ii) X es denso en L1(Ω,Σ, µ) y L∞(Ω,Σ, µ) es denso en X.
iii) ‖f‖1 ≤ ‖f‖X ≤ 2‖f‖∞ para toda f ∈ L∞(Ω,Σ, µ).
La existencia de unidad de´bil en el Teorema 1.49 no es necesaria en el caso en que
el ret´ıculo sea separable. Ma´s au´n, si manejamos subespacios separables de un ret´ıculo
orden continuo arbitrario, que sera´ en la pra´ctica lo usual, siempre podremos asumir la
existencia de la unidad de´bil como el siguiente resultado muestra.
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Teorema 1.50. (cf. [45, Prop. 1.a.9]) Todo ret´ıculo de Banach E orden continuo
se puede descomponer como suma directa incondicional de una familia (en general no
contable) {Xα}α∈A de ideales disjuntos dos a dos, cada uno de los cuales tiene una unidad
de´bil xα > 0. Ma´s concretamente, cada y ∈ E tiene una u´nica representacio´n de la forma
y =
∑
α∈A
yα donde yα ∈ Xα, la convergencia de la serie es incondicional y el cardinal de
{α : yα 6= 0} es numerable. Adema´s, si Z es un subespacio separable de E entonces existe
α0 ∈ A tal que Z ⊂ Xα0.
El siguiente resultado conocido ([49, Ex. 22.11]) caracteriza las bandas en un espacio
de Ko¨the de funciones
Proposicio´n 1.51. Sea I un ideal de un espacio de Ko¨the de funciones E sobre un
espacio de probabilidad (Ω,Σ, µ); entonces existe un conjunto medible C ∈ Σ tal que I⊥⊥ =
{fχC : f ∈ E}. En particular, si I es una banda entonces I = {fχC : f ∈ E} ≡ E(C).
Demostracio´n. Damos los pasos a seguir de modo esquema´tico. Comencemos lla-
mando Γ = {A ∈ Σ : f|A = 0, µ−a.e. para toda f ∈ I}, donde el conjunto de µ-medida
cero var´ıa con cada f , y consideremos α = sup {µ(A) : A ∈ Γ}.
Aserto 1: Existe A0 ∈ Γ tal que µ(A0) = α.
Ahora para todo C ∈ Σ con µ(C) > 0 y tal que C ⊂ Ω\A0 se tiene C /∈ Γ. En efecto,
basta observar que C ∪ A0 ∈ Γ y que µ(C ∪ A0) > α, lo cual no es posible.
Aserto 2: A0 esta´ u´nicamente determinado, salvo un conjunto de medida cero, por las
condiciones (1) A0 ∈ Γ y (2) Para todo C ∈ Σ con µ(C) > 0 y tal que C ⊂ Ω\A0 se tiene
C /∈ Γ.
Siendo A0 como arriba se define el “carrier” de I como el conjunto Ω\A0
Aserto 3: A0 es el carrier de I
⊥.
Volvamos ahora al Aserto 1. Si suponemos que α = 0 entonces se tiene equivalente-
mente la condicio´n: Para todo C ∈ Σ con µ(C) > 0 existe f ∈ I tal que f |C 6= 0 µ−a.e.
Como A0 es tal que µ(A0) = 0 = α, resulta que f |A0 = 0 µ−a.e. para toda f ∈ I. Segu´n el
Aserto 3 A0 es el carrier de I
⊥, lo que implica que I⊥ = {0}; por tanto I⊥⊥ = {0}⊥ = E.
En particular, si I es una banda, la igualdad I = B(I) = I⊥⊥ (cf. [50, Prop. 1.2.7])
justifica que I = E y por tanto que f = fχΩ para toda f ∈ I.
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Supongamos ahora que α > 0 y consideremos la banda M = {χΩ\A0f : f ∈ E}.
Claramente I ⊂ M . Sea Γˆ = {C ∈ ΣΩ\A0 : f |C = 0 µ − a.e. para toda f ∈ I}, donde
ΣΩ\A0 = {C ∩ (Ω\A0) : C ∈ Σ}, y sea αˆ = sup{µ(C) : C ∈ Γˆ}. Sea C ⊂ Ω\A0 tal que
µ(C) > 0. Como A0 satisface (2) resulta que existe f ∈ I ⊂M tal que f |C 6= 0 µ−.a.e. lo
cual implica que Γˆ = ∅ y por tanto que αˆ = 0. As´ı, si Aˆ0 denota el u´nico conjunto que,
salvo un conjunto de µ-medida nula, satisface las condiciones
(1) Aˆ0 ∈ Γˆ y (2) ∀C ∈ ΣΩ\A0 con µ(C) > 0 y tal que C ⊂ (Ω\A0)\Aˆ0 se tiene C /∈ Γˆ,
resulta que µ(Aˆ0) = 0 y que Aˆ0 es el carrier de I
⊥ por el Aserto 3). Por tanto I⊥ = {0}
y I⊥⊥ =M . Como antes, si I es banda se concluye que I =M = {χΩ\A0f : f ∈ E}. ¤
Definicio´n 1.52. Sea E un espacio de Ko¨the sobre un espacio de medida finita
(Ω,Σ, µ). Un conjunto B en E es equi-integrable si l´ım
µ(A)→0
sup{‖χAf‖ : f ∈ B} = 0.
La siguiente definicio´n es una versio´n abstracta del concepto de equi-integrabilidad
para ret´ıculos de Banach (cf. Lema 1.54)
Definicio´n 1.53. Un subconjunto A de un ret´ıculo de Banach E es L-de´bilmente
compacto si ‖xn‖ → 0 para toda sucesio´n disjunta (xn)n contenida en la envoltura so´lida
de A.
Notemos que si Ea denota el ideal maximal en E sobre el que la norma inducida es
orden continua, entonces un conjunto A de E es L-de´bilmente compacto si y so´lo si para
todo ε > 0 existe un x ∈ Ea+ tal que A ⊂ [−x, x] + εBE (cf. [50, Cor. 3.6.2]).
Lema 1.54. Sea E un espacio de Ko¨the orden continuo sobre un espacio de medida
finita (Ω,Σ, µ), y A ⊂ E acotado en norma. Entonces A es equi-integrable si y so´lo si es
L-de´bilmente compacto.
Demostracio´n. Para probar la implicacio´n directa sea ε > 0; por hipo´tesis existe
δ > 0 tal que ‖fχB‖ < ε para toda f ∈ A y para todo B ∈ Σ con µ(B) < δ. Siendo
A acotado en norma existe m > 0 tal que µ(Af ) < δ para toda f ∈ A donde Af =
{ω : |f(ω)| ≥ m}. Notemos que x = mχΩ es un elemento de Ea+ puesto que E es orden
continuo. Si denotamos por Acf al complementario en Ω del conjunto Af , es claro que
fχAcf ∈ [−x, x]; adema´s la hipo´tesis inicial y el hecho de que µ(Af ) < δ para toda f ∈ A
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implican que ‖fχAf‖ < ε para todo f ∈ A. Por u´ltimo no´tese f = fχAcf + fχAf . En
cuanto a la implicacio´n contraria tomemos ε > 0. Por hipo´tesis existe x ∈ Ea+ tal que
A ⊂ [−x, x] + ε
2
BE. As´ı, si f ∈ A es arbitraria podemos tomar g ∈ [−x, x] y h ∈ BE tales
que f = g +
ε
2
h. Como x ∈ Ea existe un δ > 0 tal que ‖xχB‖ < ε
2
si µ(B) < δ. Sea
B ∈ Σ con µ(B) < δ, entonces ‖fχB‖ ≤ ‖gχB‖ + ε
2
‖hχB‖ ≤ ‖xχB‖ + ε
2
‖h‖ < ε. Como
f era arbitraria se concluye la prueba. ¤
No´tese que E es orden continuo si BE es L-de´bilmente compacto (cf. [50, Thm. 2.4.2
y Prop. 3.6.5]). La definicio´n siguiente se debe a Weis:
Definicio´n 1.55. ([72]) Un ret´ıculo de Banach orden continuo E satisface la propiedad
de la divisio´n subsequencial (“subsequence splitting property ”) si para toda sucesio´n
acotada en norma (fn)n ⊂ E existe una subsuesio´n (nk)k y sucesiones (gk)k, (hk)k con
|gk| ∧ |hk| = 0 y fnk = gk + hk tales que
i) (gk)k es L-de´bilmente compacto.
ii) |hk| ∧ |hl| = 0 si k 6= l.
Observemos que c0 no satisface la propiedad de la divisio´n subsecuencial (basta con-
siderar la sucesio´n xn =
n∑
i=1
en) y que todo ret´ıculo de Banach que no es orden continuo
tampoco es un espacio KB y por tanto contiene una copia reticular de c0 (cf. Proposicio´n
1.28). Estos dos hechos explican porque´ se incluye la condicio´n de orden continuidad en
la definicio´n de la propiedad de la divisio´n subsecuencial.
Los siguientes resultados sera´n u´tiles en los cap´ıtulos posteriores y especialmente en
la prueba del resultado principal del Cap´ıtulo tres (cf. Teorema 3.15).
Lema 1.56. Sean E y F ret´ıculos de Banach con F orden continuo y sea S ∈ Lr(E,F ).
Si A ⊂ E es L-de´bilmente compacto entonces S(A) es L-de´bilmente compacto.
Demostracio´n. Sea ε > 0. Por hipo´tesis existe x ∈ Ea+ tal que A ⊂ [−x, x]+
ε
‖S‖ BE.
Notemos que F es Dedekind-completo por ser orden continuo; por tanto Lr(E,F ) es
un ret´ıculo vectorial Dedekind-completo (cf. Proposicio´n 1.16) y en particular existe el
mo´dulo |S|. Claramente S(A) ⊂ [−|S|x, |S|x ] + εBF y |S|x ∈ F a+ = F+. ¤
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Corolario 1.57. Sean E y F espacios de Ko¨the orden continuos sobre espacios de
medida (Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente y sea S ∈ Lr(E,F ). Si A ⊂ BE es un
conjunto equi-integrable entonces SA es equi-integrable en F .
Demostracio´n. Ver el Lema 1.54. ¤
Lema 1.58. Sea (Ω,Σ, µ) un espacio de medida finita y sea (fn)n ⊂ L1(Ω,Σ, µ) una
sucesio´n de funciones de´bilmente convergente. Si (fn)n tiende en µ-medida a cero entonces
(fn)n tiende a cero en norma.
Demostracio´n. Podemos asumir sin pe´rdida de generalidad que µ(Ω) = 1. La suce-
sio´n (fn)n es equi-integrable puesto que es de´bilmente convergente (cf. [19, Cor. IV.8.11]).
Por tanto para todo ε > 0 existe un δ > 0 tal que ‖χBfn‖1 < ε/2 para todo natural n y
todo B ∈ Σ con µ(B) < δ.
Consideremos Bn = {t ∈ Ω : |fn(t)| > ε/2}. Como (fn)n converge a cero en medida existe
un natural n0 tal que µ(Bn) < δ para n ≥ n0. As´ı para n ≥ n0 se tiene
‖fn‖1 =
∫
Bn
|fn|+
∫
Bcn
|fn| ≤ ‖χBnfn‖1 + ε/2 < ε.
¤
Proposicio´n 1.59. Sea E un espacio de Ko¨the orden continuo sobre un espacio de
medida finita (Ω,Σ, µ) y (gn)n una sucesio´n de E acotada en norma. Entonces (gn)n es
convergente a cero si y so´lo si (gn)n es equi-integrable y convergente a cero en medida.
Demostracio´n. La implicacio´n directa es clara por ser E ↪→ L1(µ) continua. En
cuanto a la contraria, sea (gn)n una sucesio´n equi-integrable y convergente a cero en
medida y tomemos una subsucesio´n arbitraria (gnk)k. Si (gnk)k converge a cero en norma
no hay nada que probar. Supongamos alternativamente que (gnk)k no converge a cero.
Entonces existe una subsucesio´n (que denotamos igual) (nk)k tal que ‖gnk‖ ≥ β para
todo k y un cierto β > 0. Claramente (gnk)k es un conjunto equi-integrable en L
1(µ) o
equivalentemente de´bilmente compacto en L1(µ) (cf. [19, Cor. IV.8.11]). Por tanto existe
una subsucesio´n, que denotamos igual, de´bilmente convergente. Por el Lema 1.58 se tiene
‖gnk‖1 → 0 cuando k tiende a infinito. Tomemos ε ∈ (0, β); por hipo´tesis existe δ0 > 0
tal que ‖χAgnk‖ < ε/2 para todo k y para todo A ∈ Σ con µ(A) < δ0. Igualmente
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podemos encontrar una constante M < ∞ tal que ‖gnk‖ ≤ M para todo k, y por tanto
una constante α > 0 tal que µ{s : |gnk(s)| > α} < δ0 para todo k. Resulta entonces
que ‖χAnkgnk‖ < ε/2 para todo nk, donde Ank = {s : |gnk(s)| > α}. Por otra parte,
la sucesio´n (χAcnkgnk)k esta´ acotada en orden por αχΩ. Como ‖gnk‖1 → 0, existe una
subsucesio´n (nkj)j tal que gnkj → 0 µ-a.e y as´ı (χAcnkj gnkj )j → 0 µ-a.e. Consideremos
hj = sup
l≥j
∣∣χAcnkl gnkl ∣∣. Claramente (hj)j es una sucesio´n orden acotada tal que hj ↓ 0 µ-a.e;
adema´s ‖hj‖ → 0 ya que la norma de E es orden continua. Por tanto ‖χAcnkj gnkj ‖ → 0 y
as´ı existe j0 tal que ‖χAcnkj gnkj ‖ < ε/2 para todo j ≥ j0. Por u´ltimo ‖gnkj ‖ ≤ ‖gnkjχAnkj ‖+
‖χAcnkj gnkj ‖ < ε para todo j ≥ j0, y llegamos as´ı a una contradiccio´n con el hecho de que
‖gnk‖ ≥ β > ε. ¤
Concluimos esta seccio´n con un conocido resultado relativo a la equi-integrabilidad en
Lp[0, 1], 1 ≤ p < ∞, que se prueba a partir de la desigualdad de Ho¨lder (cf. [13, Prop.
3.3.2]). Para la definicio´n de las funciones de Rademacher sobre [0, 1] ver [16, pag. 203].
Proposicio´n 1.60. Sea (Ω,Σ, µ) un espacio de medida finita sin a´tomos y 1 ≤ p <
q ≤ ∞. Entonces todo conjunto acotado de Lq(µ) es equi-integrable en Lp(µ).
Corolario 1.61. Si 1 ≤ p < ∞ y [rn]p es el subespacio de Lp[0, 1] generado por las
funciones de Rademacher, entonces la bola unidad de [rn]p es equi-integrable en L
p[0, 1].
Demostracio´n. Es consecuencia de la Proposicio´n anterior puesto que la bola uni-
dad de [rn]p es acotada en L
q[0, 1], con q > p, por las desigualdades de Khintchine (cf.
[44, Thm. 2.b.3]). ¤
8. Algunos resultados ba´sicos de espacios de Banach
En esta breve seccio´n enunciamos algunos resultados ba´sicos de la teor´ıa de espacios de
Banach que sera´n usados frecuentemente. Comenzamos con un par de resultados referentes
a operadores. El primero es una caracterizacio´n de continuidad.
Proposicio´n 1.62. (cf. [16, II. Thm. 5]) Sea T : X → Y un operador entre dos
espacios de Banach X e Y . Entonces T es continuo si y so´lo si es σ(X,X ′)-σ(Y, Y ′)
continuo. En particular si (xn)n ⊂ X y (zn)n ⊂ Y son dos sucesiones ba´sicas equivalentes,
entonces la convergencia de´bil de una de ellas implica la de la otra.
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Proposicio´n 1.63. (cf. [31, Thm. II.4.4]) Sea T : X → Y un operador entre dos
espacios de Banach X e Y . i) T es sobreyectivo si y so´lo si T ′ es un isomorfismo sobre
su imagen. ii) T es un isomorfismo sobre su imagen si y so´lo si T ′ es sobreyectivo.
Continuamos con un bien conocido argumento de perturbacio´n (cf. [44, Prop.1.a.9])
Proposicio´n 1.64. Sea (xn)n una sucesio´n ba´sica normalizada de un espacio de Ba-
nach X con constante ba´sica K.
i) Si (yn)n es una sucesio´n en X que satisface la desigualdad
∞∑
n=1
‖xn − yn‖ < 1/2K, en-
tonces (yn)n es una sucesio´n ba´sica equivalente a (xn)n.
ii) Si el subespacio [xn] esta´ complementado en X por una proyeccio´n P e (yn)n es una
sucesio´n en X satisfaciendo
∞∑
n=1
‖xn − yn‖ < 1/8K‖P‖, entonces (yn)n es una sucesio´n
ba´sica equivalente a (xn)n y el subespacio [yn] esta´ complementado en X.
Un tercer resultado que se empleara´ sistema´ticamente se refiere a las sucesiones ba´sicas
incondicionales en un espacio de Banach (cf. [44, Prop. 1.c.7])
Proposicio´n 1.65. Sea (xn)n una sucesio´n basica incondicional en un espacio de
Banach X con constante incondicional K. Entonces para toda sucesio´n (an)n de nu´meros
reales tal que la serie
∞∑
n=1
anxn es convergente, y para toda sucesio´n acotada (λn)n de
nu´meros reales, se tiene la desigualdad∥∥∥∥ ∞∑
n=1
λnanxn
∥∥∥∥ ≤ K sup
n
|λn|
∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥
La conocida disyuntiva de H.P. Rosenthal (cf. [44, Thm. 2.e.5]) tambie´n sera´ de uti-
lidad:
Teorema 1.66 (Rosenthal). Sea (xn)n una sucesio´n acotada en un espacio de Banach
X. Entonces (xn)n tiene una subsucesio´n (xni)i que satisface una y so´lo una de las dos
condiciones siguientes:
i) (xni)i es equivalente a la base cano´nica de l
1.
ii) (xni)i es una sucesio´n de´bilmente Cauchy.
Corolario 1.67. Sea X un espacio de Banach de dimensio´n infinita que satisface la
propiedad de Schur. Entonces
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a) X es de´bilmente secuencialmente completo.
b) X contiene una copia isomorfa de l1.
Demostracio´n. Notemos que una sucesio´n (xn)n en el espacio de Banach X es
de´bilmente Cauchy si y so´lo si existe x′′ en el bidual X ′′ tal que J(xn)
ω∗→ x′′, donde
J es la inclusio´n cano´nica de X en X ′′. Consecuentemente el espacio de Banach X es
de´bilmente secuencialmente completo si y so´lo si para toda sucesio´n (xn)n en X tal que
J(xn)
ω∗→ x′′ se tiene x′′ ∈ X.
Sea pues (xn)n una sucesio´n en X tal que J(xn)
ω∗→ x′′ para algu´n x′′ ∈ X ′′. Claramente
la sucesio´n (xn − xn+1)n converge a cero en la topolog´ıa de´bil y consecuentemente en
norma puesto que X satisface la propiedad de Schur. En ese caso existe una subsucesio´n
(xnj−xnj+1)j tal que la serie
∞∑
j=1
‖xnj−xnj+1‖ es convergente; de la desigualdad triangular
se sigue que la sucesio´n (xnj)j es de Cauchy y por tanto convergente a un cierto x ∈ X.
Notemos que la sucesio´n (Jxnj)j converge en la topolog´ıa ω∗ al elemento J(x) por ser
dicha topolog´ıa menos fina que la topolog´ıa de la norma. Como adema´s la topolog´ıa
ω∗ es Hausdorff se obtiene que J(x) = x′′, con lo que x′′ ∈ X. As´ı X es de´bilmente
secuencialmente completo.
b) Sea (xn)n una sucesio´n de la bola unidad de X. Por el Teorema 1.66 existe una
subsucesio´n (xnj)j tal que: i) (xnj)j es de´bilmente Cauchy, o bien ii) (xnj)j es equivalente a
la base cano´nica de l1. La opcio´n ii) pone fin a la prueba. En cuanto a la opcio´n i) notemos
que en ese caso la subsucesio´n (xnj)j es de´bilmente convergente por el apartado a) y en
consecuencia convergente en norma ya que X satisface la propiedad de Schur. Llegamos
as´ı a que toda sucesio´n de la bola unidad de X contiene una subsucesio´n convergente, lo
cual es una contradiccio´n con el hecho de que X tiene dimensio´n infinita. ¤
Concluimos esta seccio´n recordando una propiedad espec´ıfica de los espacios Lp(µ),
1 ≤ p <∞ (cf. [45, Lemma 1.b.9])
Proposicio´n 1.68. Sea 1 ≤ p <∞ y (Ω,Σ, µ) un espacio de medida. Si (fn)n es una
sucesio´n de funciones no nulas con soportes mutuamente disjuntos en Lp(µ), entonces
[fn] es isome´trico a l
p y existe una proyeccio´n de norma uno P : Lp(µ)→ [fn]. Si adema´s
fn ≥ 0 para todo n entonces P ≥ 0.
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9. El me´todo de disjuntificacio´n de Kadec-Pelczynski
Concluimos este cap´ıtulo con una exposicio´n detallada del me´todo de disjuntificacio´n
de Kadec-Pelczynski ([37]) y su generalizacio´n (cf. [45, Prop. 1.c.8]). Esto se justifica por
la importancia que tiene en las demostraciones de varios resultados de la memoria.
Sea E un ret´ıculo de Banach orden continuo y sea (xn)n una sucesio´n en E. Consi-
derando el subespacio separable [xn] podemos asumir que [xn] esta´ incluido en un orden
ideal I de E dotado de unidad de´bil (cf. Teorema 1.50), y por tanto que el propio E es
orden continuo con unidad de´bil. El Teorema 1.49 permite entonces ver E como un espa-
cio de Ko¨the sobre un espacio de probabilidad (Ω,Σ, µ) que esta´ continuamente incluido
en L1(µ).
Para un ε > 0 consideremos los conjuntos σ(x, ε) = {t ∈ Ω : |x(t)| ≥ ε‖x‖E} y
ME(ε) = {x ∈ E : µ(σ(x, ε)) ≥ ε}. Notemos que se pueden dar los dos siguientes casos
(excluyentes): a) (xn)n ⊂ ME(ε) para algu´n ε > 0, o bien b) (xn)n * ME(ε) para todo
ε > 0.
En el caso a) notemos que se tiene
‖xn‖E ≥ ‖xn‖1 =
∫
Ω
|xn(t)|dµ ≥
∫
σ(xn,ε)
|xn(t)|dµ ≥ ε2‖xn‖E, n ∈ N,
es decir, (xn)n es convergente a cero si y so´lo si (xn)n es ‖ · ‖1-convergente a cero.
En cuanto al caso b) supongamos para simplificar la notacio´n que la sucesio´n (xn)n
esta´ normalizada. Claramente existe n1 tal que xn1 /∈ ME(4−2) (j1 = 2). Entonces se
tiene µ(σ(xn1 , 4
−2)) < 4−2 y ‖χσ(xn1 ,4−2)cxn1‖ ≤ 4−2. Como E es orden continuo, existe
δ1 > 0 tal que ‖χAxn1‖ < 4−(j1+1) = 4−3, si µ(A) < δ1. Tomemos j2 > j1 tal que 4−j2 < δ1.
De nuevo existe n2 > n1 tal que xn2 /∈ME(4−j2), con lo que µ(σ(xn2 , 4−j2)) < 4−j2 < δ1, y
as´ı ‖χσ(xn2 ,4−j2 )cxn1‖ ≤ 4−(j1+1). Adema´s ‖χσ(xn2 ,4−j2+1)cxn2‖ ≤ ‖4−j2χσ(xn2 ,4−j2 )c‖ ≤ 4−j2 .
Tomando ahora ε = 4−(j2+1), podemos encontrar, por la orden continuidad de E, un
δ2 > 0 tal que ‖χAxn1‖, ‖χAxn2‖ < 4−(j2+1), si µ(A) < δ2. Sea entonces j3 > j2 tal que
4−j3 < δ2. De nuevo existe n3 > n2 > n1 tal que xn3 /∈ ME(4−j3). Como en los casos pre-
vios se obtiene µ(σ(xn3 , 4
−j3)) < 4−j3 < δ2, ‖χσ(xn3 ,4−j3)xn1‖, ‖χσ(xn3 ,4−j3 )xn2‖ ≤ 4−(j2+1)
y ‖χσ(xn3 ,4−j3 )cxn3‖ ≤ 4−j3 .
Prosiguiendo del mismo modo obtenemos dos sucesiones (xnk)k y (σ(xnk , 4
−jk))k cum-
pliendo
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1) µ(σ(xnk , 4
−jk)) < 4−jk
2) ‖χσ(xnk ,4−jk )cxnk‖ ≤ 4−jk
3) ‖χσ(xnk ,4−jk )xni‖ ≤ 4−(jk−1+1) i = 1 . . . k − 1.
A continuacio´n procedemos a disjuntificar considerando
σk = σ(xnk , 4
−jk)−
∞⋃
i=k+1
σ(xni , 4
−ji)
Claramente σk ∩ σl = ∅ si k 6= l; adema´s σck = σ(xnk , 4−jk)c
⋃ ∞⋃
i=k+1
σ(xni , 4
−ji).
Definiendo zk = χσkxnk tenemos
‖xnk − zk‖ = ‖χσckxnk‖ ≤ ‖χσ(xnk ,4−jk )cxnk‖+ ‖χ ∞⋃
i=k+1
σ(xni , 4
−ji)xnk‖ ≤
≤ 4jk +
∞∑
i=k+1
‖χσ(xni ,4−ji )xnk‖ ≤ 4
−jk +
∞∑
i=k+1
4−(ji−1+1) =
= 4−jk +
4−(jk+1)
1− 1/4 = 4
−jk +
1
3
4−jk =
1
3
4−(jk−1)
y por tanto ‖xnk − zk‖ → 0 cuando k → ∞. Notemos que la sucesio´n seminormalizada
(zk)k es una sucesio´n ba´sica incondicional de elementos disjuntos dos a dos. As´ı, pasando
a subsucesio´n si es necesario, podemos suponer por la Proposicio´n 1.64 que (xnk)k y (zk)k
son sucesiones ba´sicas incondicionales equivalentes.
Se observa que si en lugar de una sucesio´n consideramos un subespacio separable X en
E, la disyuntiva X ⊂ME(ε) para algu´n ε > 0 o X *ME(ε) para todo ε > 0 nos lleva por
un lado a que la normas ‖ · ‖E y ‖ · ‖1 son equivalentes sobre X, o bien por otro lado a la
existencia de una sucesio´n normalizada (yk)k en X y una sucesio´n de elementos disjuntos
dos a dos (zk)k en E tales que (yk)k y (zk)k son equivalentes; ma´s au´n ‖yk − zk‖E → 0
cuando k →∞. Podemos pues enunciar la siguiente
Proposicio´n 1.69. Sea E un espacio de Ko¨the orden continuo sobre un espacio de
medida finita (Ω,Σ, µ) y sea (xn)n una sucesio´n en E.
a) Si (xn)n ⊂ ME(ε) para algu´n ε > 0, entonces (xn)n converge a cero en E si y so´lo si
(xn)n converge a cero en L
1(µ).
b) Si (xn)n * ME(ε) para ningu´n ε > 0 entonces existe una subsucesio´n (nk)k y una
sucesio´n en E de elementos disjuntos dos a dos, (zk)k, con |zk| ≤ |xnk | para todo k,
tales que (xnk)k y (zk)k son sucesiones ba´sicas incondicionales equivalentes. Ma´s au´n
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‖xnk − zk‖ →
k
0.
c) Si X es un subespacio separable de E entonces, o bien X es isomorfo a un subespacio
de L1(µ), o bien existe una sucesio´n normalizada (yk)k en X y una sucesio´n disjunta
(zk)k en E, con |zk| ≤ |yk| para todo k, tales que (yk)k y (zk)k son sucesiones ba´sicas
incondicionales equivalentes. Ma´s au´n ‖yk − zk‖ →
k
0.
CAP´ıTULO 2
Operadores disjuntamente estrictamente singulares. Problema
de mayoracio´n
En este cap´ıtulo estudiamos la clase de los operadores disjuntamente estrictamente
singulares introducidos por Herna´ndez y Rodr´ıguez-Salinas en [34]. La primera parte del
mismo se dedica a presentar resultados generales y condiciones para que un operador sea
disjuntamente estrictamente singular en algunos casos concretos. Las partes segunda y
tercera tratan el problema de mayoracio´n en dicha clase, incluyendo tambie´n el caso de
endomorfismos E = F . Caracterizaciones de estos operadores se dan en la seccio´n cuarta
mientras que la quinta se concentra en cuestiones de autodualidad de operadores disjun-
tamente estrictamente singulares definidos o con valores en espacios Lp(µ). Concluimos
con la mayoracio´n en la clase de los operadores reticularmente estrictamente cosingulares
introducidos por Garc´ıa del Amo en [26], que bajo ciertas condiciones es la clase “dual”de
la de los operadores disjuntamente estrictamente singulares.
1. Propiedades ba´sicas
Definicio´n 2.1. Un operador T : E → Y definido en un ret´ıculo de Banach E y con
valores en un espacio de Banach Y es disjuntamente estrictamente singular (abrev. DSS)
si para cualquier sucesio´n disjunta (xn)n en E la restriccio´n de T al subespacio [xn] no es
un isomorfismo.
Esta clase es una generalizacio´n de la conocida clase de los operadores estrictamente
singulares que sera´ considerada en el cap´ıtulo tercero. Los operadores DSS, introducidos
en relacio´n con la existencia de copias singulares complementadas de lp en ret´ıculos de
Banach de funciones, son una herramienta u´til para comparar la estructura reticular de
los mismos ([33], [27]). Recientemente varios autores han estudiado dichos operadores en
distintos contextos: Astashkin ([6]), Cobos et. al ([12]), Novikov ([55], [56]), Semenov et.
al ([28]),... La clase de los operadores DSS entre E e Y se denotara´ por DSS(E, Y ).
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Del hecho de que todo operador compacto y sobreyectivo tiene rango de dimensio´n
finita se deriva que todo operador compacto es DSS. Ma´s au´n todo operadorM -de´bilmente
compacto es evidentemente DSS. Los rec´ıprocos no son ciertos: el operador inclusio´n
J : Lp[0, 1] ↪→ Lq[0, 1] con 1 ≤ q < p es M-de´bilmente compacto (cf. Proposicio´n 1.46)
pero no es DSS ya que el subespacio generado por cualquier sucesio´n disjunta en Lp[0, 1]
es isomorfo a lp (cf. Proposicio´n 1.68), y lp y lq no son isomorfos cuando p 6= q. Por otra
parte la inclusio´n cano´nica J : lp ↪→ lq con 1 ≤ p < q < ∞ es DSS porque lp y lq no
comparten subespacios pero claramente no es M -de´bilmente compacta.
La siguiente caracterizacio´n esta´ probada en [27] usando la te´cnica de la joroba des-
lizante y el hecho de que el l´ımite en norma de operadores de rango finito es un operador
compacto.
Proposicio´n 2.2. Sea un operador T : E → Y con E ret´ıculo de Banach e Y espacio
de Banach. Entonces T es DSS si y so´lo si para toda sucesio´n disjunta (xn)n en E existe
una sucesio´n bloque normalizada (wj)j, con wj =
nj+1∑
k=nj+1
akxk para todo j, tal que ‖Twj‖ →
j
0 y la restriccio´n de T al subespacio [wj] es compacta.
Las siguientes propiedades de la clase DSS han sido dadas en [33]:
Proposicio´n 2.3. Sean E y F ret´ıculos de Banach y Z e Y espacios de Banach, y
operadores T : E → Y , S : Y → Z y U : F → E. Se tiene que
i) La clase DSS(E, Y ) es un espacio vectorial.
ii) Si T es DSS entonces ST es DSS.
iii) Si T es DSS y U es un homomorfismo de Riesz entonces TU es DSS.
En general DSS(E, Y ) no es estable por la composicio´n por la derecha. En efecto, sea
J : L2[0, 1] → L1[0, 1] la inclusio´n cano´nica y T : l2 → L2[0, 1] el operador definido por
Ten = rn donde rn es la n-e´sima funcio´n de Rademacher. El operador J es DSS y sin
embargo el operador JT es un isomorfismo sobre su imagen. Tambie´n existen operadores
DSS cuyos operadores traspuestos no lo son, ni rec´ıprocamente. En otras palabras, ser
DSS no es una propiedad autodual como el siguiente ejemplo muestra
Ejemplo 2.4. La inclusio´n J : Lr[0,∞)+Ls[0,∞) ↪→ Lp[0,∞)+Lq[0,∞), 1 < p < r <
s < q <∞ no es DSS ([27, Prop. 2.6]). Sin embargo si r′, s′, p′ y q′ denotan los conjugados
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de r, s, p y q respectivamente, entonces el operador inclusio´n G : Lp
′
[0,∞)∩Lq′ [0,∞) ↪→
Lr
′
[0,∞) ∩ Ls′ [0,∞) es DSS ([27, Ex. 4.9]).
En algunos casos la clase de los operadores DSS es bastante grande:
Proposicio´n 2.5. Sean E y F ret´ıculos de Banach tales que E ′ y F son orden con-
tinuos. Supongamos adema´s que [s(E), σ(E)]∩ [s(F ), σ(F )] = ∅. Entonces todo operador
regular de E en F es DSS.
Demostracio´n. Supongamos lo contrario; entonces existe T : E → F regular que no
es DSS. En ese caso existe una sucesio´n disjunta normalizada (xn)n ⊂ E y una constante
α > 0 tal que ‖Tx‖ ≥ α‖x‖ para todo x ∈ [xn]. Como el espacio [Txn] es separable
existe un ideal cerrado J en F con unidad de´bil que contiene a [Txn] (cf. Teorema 1.50);
adema´s al ser F orden continuo dicho ideal esta´ complementado en F por una proyec-
cio´n positiva P (cf. Proposicio´n 1.27). Claramente PT es regular y no es DSS; adema´s
[s(E), σ(E)] ∩ [s(J), σ(J)] = ∅. Por tanto podemos suponer que el propio F tiene uni-
dad de´bil y as´ı suponer por el Teorema 1.49 que es un ideal, en general no cerrado, de
L1(Ω,Σ, µ) para algu´n espacio de probabilidad (Ω,Σ, µ) tal que F esta´ incluido continua-
memte en L1(µ).
Notemos que el operador T : E → L1(µ) es M-de´bilmente compacto (cf. Proposicio´n
1.46) y por tanto que ‖Txn‖1 → 0. Supongamos ahora que (Txn)n ⊂ MF (ε) para algu´n
ε > 0, donde MF (ε) denota un conjunto de Kadec-Pelczynski (cf. Cap. 1 §11), entonces
‖Txn‖1 ≥ ε2‖Txn‖F (cf. Proposicio´n 1.69); de ah´ı se sigue que ‖Txn‖F → 0, lo cual es
una contradiccio´n con el hecho de que ‖xn‖ = 1 para todo n y de que T es invertible en
[xn]. As´ı pues podemos suponer que [Txn] * MF (ε) para todo ε > 0. En tal caso existe
(nj)j y una sucesio´n disjunta (zj)j ⊂ F tales que (Txnj)j y (zj)j son sucesiones ba´sicas
equivalentes (cf. Proposicio´n 1.69). Sin embargo la equivalencia entre (xnj)j y (Txnj)j
implica que las sucesiones disjuntas (xnj)j ⊂ E y (zj)j ⊂ F son equivalentes. Llegamos
as´ı a una contradiccio´n con la hipo´tesis [s(E), σ(E)] ∩ [s(F ), σ(F )] = ∅. ¤
Antes de presentar una caracterizacio´n para operadores DSS en un caso particular
necesitamos la siguiente:
Proposicio´n 2.6. (cf. [50, Cor. 2.3.5]) Sea E un ret´ıculo de Banach. Sea (vn)n ⊆ E+
una sucesio´n de´bilmente nula tal que ‖vn‖ ≥ 1 para todo n. Entonces para toda constante
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0 < C < 1 existe una subsucesio´n (vnj)j y una sucesio´n disjunta (yj)j ⊆ E+ tales que
para todo j se tiene yj ≤ vnj y ‖yj‖ ≥ C.
Proposicio´n 2.7. Sea E ret´ıculo de Banach con E ′ orden continuo, F un M-espacio
y T : E → F un operador que preserva intervalos. Entonces T es DSS si y so´lo si T no
preserva copia isomorfa de c0.
Demostracio´n. La implicacio´n directa es inmediata a partir del hecho de que todo
operador que preserva una copia isomorfa de c0 preserva una copia reticular de c0 (cf.
Teorema 1.36).
Para probar el rec´ıproco supongamos que T no es DSS; entonces existe una sucesio´n
disjunta (zn)n ⊂ E y α > 0 tales que
∥∥∥∥T(∑∞n=1 anzn)∥∥∥∥ ≥ α∥∥∥∥∑∞n=1 anzn∥∥∥∥. Sea una
sucesio´n bloque (disjunta) normalizada wj =
nj+1∑
k=nj+1
akzk tal que para todo j se tiene
‖T‖ ≥ ‖Twj‖ ≥ α. La sucesio´n acotada disjunta (|wj|/α)j es de´bilmente nula por ser E ′
orden continuo (cf. Proposicio´n 1.30) y lo mismo se puede decir de la sucesio´n
(
T (|wj|/α)
)
j
por ser T continuo. Aplicando la Proposicio´n 2.6 a la sucesio´n
(
T (|wj|/α)
)
j
se obtiene
una subsucesio´n (jk)k y una sucesio´n disjunta (yk)k ⊂ F+ tales que para todo k se tiene
0 ≤ yk ≤ T (|wjk |/α) y ‖yk‖ ≥
‖T‖
Kα
donde K es una constante tal que 0 <
‖T‖
Kα
< 1. Como
T preseva intervalos (cf. Definicio´n 1.17) existe para todo k un elemento 0 ≤ tk ≤ |wjk |/α
tal que T (tk) = yk (notemos que (tk)k es seminormalizada por la eleccio´n de (yk)k). Ahora
del hecho de que (yk)k y (tk)k son disjuntas en el M-espacio F y en E, y de que T es
positivo se obtiene∥∥∥∥T( ∞∑
j=1
ajtj
)∥∥∥∥ = ∥∥∥∥ ∞∑
j=1
ajyj
∥∥∥∥ = ∞∑
j=1
|aj|‖yj‖
≥ 1/K
∞∑
j=1
|aj|‖T‖
α
≥ 1/K
∞∑
j=1
|aj|‖T |wj|‖
α
≥ 1/K
∥∥∥∥ ∞∑
j=1
|aj|T
( |wj|
α
)∥∥∥∥ ≥ 1/K∥∥∥∥ ∞∑
j=1
|aj|T
(
wj
α
)∥∥∥∥
≥ α
K
∥∥∥∥ ∞∑
j=1
|aj|wj
α
∥∥∥∥ = αK
∥∥∥∥ ∞∑
j=1
|aj| |wj|
α
∥∥∥∥ ≥ αK
∥∥∥∥ ∞∑
j=1
|aj|tj
∥∥∥∥ = αK
∥∥∥∥ ∞∑
j=1
ajtj
∥∥∥∥,
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es decir T preserva una copia del subespacio [tj]. Por u´ltimo, como (yj)j es disjunta en
el M-espacio F resulta que [yj] es isomorfo a c0 y se concluye que T preserva una copia
isomorfa de c0. Contradiccio´n. ¤
Como consecuencia de la Proposicio´n 2.6 y del hecho de que todo ret´ıculo reflexivo es
un espacio KB con dual orden continuo (cf. [50, Thm. 2.4.15]) se obtiene:
Corolario 2.8. Sean E un espacio reflexivo, F un M-espacio y T : E → F un
operador positivo. Si T preserva intervalos entonces T es DSS.
Tambie´n usando la dualidad entre los homomorfismos de Riesz y los operadores que
preservan intervalos se tiene el siguiente:
Corolario 2.9. Sea T : E → F un operador entre un L-espacio E y un ret´ıculo de
Banach reflexivo F . Si T es homomorfismo de ret´ıculos entonces T ′ es DSS.
2. Mayoracio´n de operadores disjuntamente estrictamente singulares
Comencemos introduciendo unos operadores que sera´n u´tiles en el estudio del problema
de mayoracio´n en la clase de los operadores DSS:
Definicio´n 2.10. Un operador T : E → Y entre un ret´ıculo de Banach E y un espacio
de Banach Y es reticularmente estrictamente singular (abrev. RSS) si la restriccio´n de
T a cualquier subret´ıculo (cerrado) de E de dimensio´n infinita no es un isomorfismo.
Denotaremos la clase de tales operadores por RSS(E, Y ).
La siguiente proposicio´n es evidente teniendo en cuenta que en todo ret´ıculo de Banach
de dimensio´n infinita existe una sucesio´n de vectores no nulos mutuamente disjuntos (cf.
[49, Thm. 28.5]).
Proposicio´n 2.11. Sea T : E → Y un operador definido en un ret´ıculo de Banach E
y con valores en un espacio de Banach Y . Se cumple que:
a) Si T es DSS entonces T es RSS.
b) T es RSS si y so´lo si T no es invertible en el subespacio cerrado generado por cualquier
sucesio´n de vectores positivos y disjuntos de E.
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Notemos que en principio la implicacio´n rec´ıproca de a) no tiene porque´ ser cierta ya
que el subespacio generado por una sucesio´n de vectores mutuamente disjuntos en E no
es en general un subret´ıculo de E (por supuesto dicho subespacio puede ser dotado de
una estructura reticular a partir de la incondicionalidad de su base, pero en general el
orden definido no sera´ el heredado como subconjunto de E).
De nuevo [49, Thm. 28.5] permite trasladar la prueba de la Proposicio´n 2.2 y obtener
la siguiente:
Proposicio´n 2.12. Sea T : E → Y un operador definido en un ret´ıculo de Banach E y
con valores en un espacio de Banach Y . Entonces T es RSS si y so´lo si para toda sucesio´n
disjunta (xn)n en E+ existe una sucesio´n bloque normalizada (wj)j, con wj =
nj+1∑
k=nj+1
akxk
para todo j, tal que ‖Twj‖ →
j
0 y tal que la restriccio´n de T al subespacio [wj] es compacta.
Garc´ıa del Amo ([26]) ha probado que si T : E → F es un homomorfismo de Riesz
entre ret´ıculos de Banach E y F , entonces T es DSS si y so´lo si T es RSS. Sin embargo no
sabemos si en general las clases de todos los operadores DSS y RSS, entre un ret´ıculo de
Banach E y un espacio de Banach Y , son iguales. Esta cuestio´n es claramente de intere´s
porque una respuesta afirmativa mostrar´ıa que el hecho de que el subespacio generado
por una sucesio´n de vectores disjuntos en E no sea un subret´ıculo de E no influye en
la definicio´n de operador DSS. Los resultados siguientes esta´n encaminados a establecer
relaciones entre ambas definiciones. As´ı en el marco de los operadores positivos y regulares
obtendremos resultados positivos.
Proposicio´n 2.13. Sea T : E → F un operador positivo entre dos ret´ıculos de Banach
E y F con F orden continuo. Entonces T es RSS si y so´lo si T es DSS.
Demostracio´n. Veamos la implicacio´n no trivial. Supongamos que T no es DSS;
entonces existe una sucesio´n disjunta (normalizada) en E, (xn)n, y un α > 0 tal que para
toda sucesio´n de escalares (an)n se tiene
(∗)
∥∥∥∥T( ∞∑
n=1
anxn
)∥∥∥∥ ≥ α∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥.
Como el subespacio [Txn] es separable y el ret´ıculo F es orden continuo podemos encontrar
un ideal cerrado J de F con unidad de´bil que contiene a [Txn] (cf. Proposicio´n 1.50).
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Adema´s J esta´ complementado en F por una poyeccio´n positiva P (cf. Proposicio´n 1.27).
Consideremos el operador PT : E → J . Claramente la restriccio´n de PT al subespacio
[xn] es un isomorfismo y por tanto PT no es DSS. Por otra parte es igualmente claro
que el operador PT no puede ser invertible en el subespacio generado por una sucesio´n
disjunta de vectores no nulos positivos porque T no lo es. As´ı no es restriccio´n suponer
que el propio F tiene unidad de´bil. En tal caso podemos ver a F como un orden ideal (en
general no cerrado) de L1(Ω,Σ, µ) para algu´n espacio de probabilidad (Ω,Σ, µ) tal que
F esta´ incluido continuamente en L1(µ) (cf. Teorema 1.49). Consideremos el subret´ıculo
[ |xn| ].
Aserto : [ |xn| ] no contiene copia reticular de c0.
En efecto, de lo contrario existira´ una sucesio´n seminormalizada (zk)k ⊂ [ |xn| ]+ de
elementos disjuntos dos a dos y una constante M > 0 tales que
∥∥∥∥ n∑
i=1
zi
∥∥∥∥ ≤M para todo n.
Adema´s (zk)k sera´ equivalente a la base cano´nica (ek)k de c0. Sea zk =
∞∑
j=1
akj |xj| con akj ≥ 0
para todo j. Si ‖T (zkl)‖ → 0 para alguna subsucesio´n (kl)l, entonces de la monoton´ıa de
la norma se obtiene que
∥∥∥∥T( ∞∑
j=1
aklj xj
)∥∥∥∥ → 0 y por tanto que ‖zkl‖ = ∥∥∥∥ ∞∑
j=1
aklj xj
∥∥∥∥ → 0,
pues T es isomorfismo en [xn]; sin embargo eso contradice que (zk)k es seminormalizada.
Por tanto podemos asumir que ı´nfk ‖T zk‖ ≥ δ > 0 para algu´n δ > 0.
Notemos que (zk)k es σ([zk], [zk]
′)-nula siendo equivalente a la base cano´nica de c0. Por
tanto (Tzk)k es σ(F, F
′)-nula y ma´s au´n σ(L1(µ), L∞(µ))-nula ya que la inclusio´n de F en
L1(Ω,Σ, µ) es continua (cf. Proposicio´n 1.62. Adema´s como Tzk ≥ 0 para todo k, resulta
que ‖T zk‖1 → 0 dado que L1(µ) tiene la propiedad de Schur positiva (cf. Proposicio´n
1.23).
Supongamos ahora que (Tzk)k ⊂ MF (ε) para algu´n ε > 0 donde MF (ε) es un conjunto
de Kadec-Pelczynski. Entonces ‖T zk‖1 → 0 implica que ‖T zk‖F → 0 y por tanto que∥∥∥∥T( ∞∑
j=1
aklj xj
)∥∥∥∥→ 0, lo cual contradice como antes que (zk)k es seminormalizada.
Por tanto podemos asumir que (Tzk)k * MF (ε) para todo ε > 0. En tal caso existe
una subsucesio´n (kj)j tal que (Tzkj)j es equivalente a una sucesio´n disjunta de F (cf.
Proposicio´n 1.69); as´ı (Tzkj)j es sucesio´n ba´sica incondicional y por la Proposicio´n 1.65
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existe β > 0 tal que∥∥∥∥ ∞∑
j=1
aj T zkj
∥∥∥∥ ≥ β∥∥∥∥ ∞∑
j=1
|aj|T zkj
∥∥∥∥ ≥ β|aj| ‖T zkj‖ ≥ β|aj|δ
para todo j (en la penu´ltima desigualdad se usa que Tzkj ≥ 0 para todo j). En definitiva,
se obtiene ∥∥∥∥T( ∞∑
j=1
ajzkj
)∥∥∥∥ ≥ βδ( ∞∨
j=1
|aj|
)
≥ K
∥∥∥∥ ∞∑
j=1
ajzkj
∥∥∥∥,
donde K > 0 es una constante que engloba las constantes β, δ y la constante de equi-
valencia entre (zk)k y la base cano´nica de c0. Llegamos as´ı a que T preserva una copia
reticular de c0 y por tanto a que T no es RSS. Contradiccio´n.
Una vez probado el aserto podemos concluir que [|xn|] es un espacio KB y por tanto
de´bilmente secuencialmente completo (cf. Proposicio´n 1.28). Aplicando a continuacio´n la
disyuntiva de Rosenthal (cf. Teorema 1.66) a la sucesio´n (|xn|)n, podemos encontrar una
subsucesio´n (|xnj |)j que satisface una y so´lo una de las dos condiciones siguientes:
1) (|xnj |)j es equivalente a la base cano´nica de l1.
2) (|xnj |)j es de´bilmente Cauchy.
Supongamos en primer lugar que se tiene 1). En tal caso, y usando que (xnj)j es una
sucesio´n disjunta, se tiene∑
j
ajxnj <∞⇔
∑
j
aj|xnj | <∞⇔
∑
j
|aj| <∞,
y de ah´ı se concluye que T preserva una copia isomorfa de l1 (ver desigualdad (∗)). Eso
implica a su vez que T preserva una copia reticular de l1 por ser T positivo y F orden
continuo (cf. Corolario 1.39). Contradiccio´n.
Podemos asumir entonces que se tiene 2). Como [|xn|] es de´bilmente secuencialmente com-
pleto, necesariamente la sucesio´n (|xnj |)j converge de´bilmente. Por otra parte, siendo [|xn|]
separable y orden continuo, podemos representarlo como un orden ideal de L1(Ω′,Σ′, µ′)
para algu´n espacio de probabilidad (Ω′,Σ′, µ′) (cf. Proposicio´n 1.49); como la inclusio´n
cano´nica de [|xn|] en L1(µ′) es continua resulta que (|xnj |)j es tambie´n convergente para
la topolog´ıa de´bil de L1(µ′) (cf. Proposicio´n 1.62).
Notemos que la sucesio´n (|xnj |)j tiende a cero en µ′-medida siendo disjunta; entonces por
el Lema 1.58 obtenemos que ‖xnj‖1 → 0 y en particular que |xnj | →
j
0 en la topolog´ıa
de´bil de L1(µ′); por tanto (|xnj |)j converge a cero en la topolog´ıa de´bil de [|xn|], siendo
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esta u´ltima ma´s fina que la anterior.
La restriccio´n de T al subret´ıculo [|xn|] es positiva y por tanto (T |xnj |)j es una suce-
sio´n de elementos positivos de´bilmente nula en F . Como la inclusio´n de F en L1(Ω,Σ, µ)
es continua, obtenemos que (T |xnj |)j es de´bilmente nula en L1(µ) o equivalentemente
convergente a cero en ‖ · ‖1 ya que L1(µ) satisface la propiedad de Schur positiva (cf.
Proposicio´n 1.23).
Planteamos a continuacio´n la disyuntiva de Kadec-Pelczynski (ver Proposicio´n 1.69): si
(T |xnj |)j ⊂MF (ε) para algu´n ε > 0, entonces ‖T |xnj | ‖1 → 0 implica que ‖T |xnj | ‖F → 0
y consecuentemente que ‖xnj‖ → 0, lo cual es una contradiccio´n con la eleccio´n de (xn)n.
Si por el contrario (T |xnj |)j *MF (ε) para todo ε > 0, entonces pasando a una subsuce-
sio´n si es necesario, podemos asegurar que (T |xnj |)j es sucesio´n ba´sica incondicional. As´ı,
por la Proposicio´n 1.65 existe una constante K > 0 tal que∥∥∥∥ ∞∑
j=1
aj T |xnj |
∥∥∥∥ ≥ K−1∥∥∥∥ ∞∑
j=1
|aj| T |xnj |
∥∥∥∥.
La situacio´n a la que hemos llegado es
α
∥∥∥∥ ∞∑
j=1
aj|xnj |
∥∥∥∥ = α∥∥∥∥ ∞∑
j=1
ajxnj
∥∥∥∥ ≤ ∥∥∥∥ ∞∑
j=1
aj T xnj
∥∥∥∥ ≤ ∥∥∥∥ ∞∑
j=1
|aj|T |xnj |
∥∥∥∥
≤ K
∥∥∥∥ ∞∑
j=1
aj T |xnj |
∥∥∥∥ = K ∥∥∥∥T ( ∞∑
j=1
aj|xnj |
)∥∥∥∥,
es decir, T es invertible en el subret´ıculo [ |xnj | ] o equivalentemente T no es reticularmente
singular. Contradiccio´n. ¤
Notemos que si E ′ y F son orden continuos, entonces la demostracio´n anterior se
abrevia pues en ese caso la sucesio´n (|xn|)n es de´bilmente nula de modo automa´tico
(cf. Proposicio´n 1.30). La Proposicio´n 2.13 nos permite pasar a demostrar el resultado
principal del cap´ıtulo sobre mayoracio´n de operadores DSS:
Teorema 2.14. Sean E y F ret´ıculos de Banach con F orden continuo y operadores
positivos 0 ≤ S ≤ T : E → F . Si T es DSS entonces S es DSS.
Demostracio´n. Comencemos probando el resultado en el caso en que la norma en
F y la norma dual en E ′ sean orden continuas simulta´neamente. Supongamos que S
no es DSS o equivalentemente que S no es RSS (cf. Proposicio´n 2.13). Entonces por la
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Proposicio´n 2.11 b), existe una sucesio´n (normalizada) de vectores positivos mutuamente
disjuntos, (xn)n, y un α > 0 tales que ‖Sx‖ ≥ α‖x‖ para todo x ∈ [xn].
El subespacio separable [Sxn] esta´ incluido en un ideal cerrado J ⊆ F con unidad
de´bil (cf. Teorema 1.50). Adema´s J es el rango de una proyeccio´n positiva P de F en
J (cf. Proposicio´n 1.27). Claramente PT es DSS mientras que PS no lo es; por tanto el
problema se puede reducir al caso en F es orden continuo con unidad de´bil. El teorema
de representacio´n 1.49 proporciona un espacio de probabilidad (Ω,Σ, µ), un orden ideal
I de L1(Ω,Σ, µ), una norma reticular ‖ · ‖I en I y una isometr´ıa reticular ψ entre F y
(I, ‖ ‖I), tal que la inclusio´n cano´nica de I en L1(Ω,Σ, µ) es continua con ‖f‖1 ≤ ‖f‖I .
As´ı, si L1(Ω,Σ, µ), (I, ‖ ‖I) y ψ tienen el significado previo, entonces es claro que probar
que T DSS implica S DSS es equivalente a probar que ψT : E → I DSS implica ψS DSS
(notemos que ψ es positivo por ser isometr´ıa reticular). En resumen, se puede asumir
sin pe´rdida de generalidad que F es un orden ideal de L1(Ω,Σ, µ) para algu´n espacio de
probabilidad (Ω,Σ, µ).
Aserto : (Txn) *MF (ε) para todo ε > 0, donde MF (ε) denota un conjunto de Kadec-
Pelczynski.
En efecto, de lo contrario existe ε > 0 tal que ‖Txn‖1 ≥ ε2‖Txn‖ ≥ ε2‖Sxn‖ (cf. demos-
tracio´n de la Proposicio´n 1.69). La sucesio´n (xn)n converge de´bilmente a cero por ser E
′
orden continuo (cf. Proposicio´n 1.30). De ah´ı se sigue que (Txn)n converge a cero en la
topolog´ıa de´bil de L1(µ) por ser T : E → L1(µ) un operador acotado (cf. Proposicio´n
1.62). Ma´s au´n, (Txn)n converge a cero en L
1(µ) dado que Txn ≥ 0 para todo n y que
L1(µ) satisface la propiedad de Schur positiva (cf. Proposicio´n 1.23). Usando la desigual-
dad anterior se obtiene que (Sxn)n converge a cero en F . Como la restriccio´n de S al
subret´ıculo [xn] es un isomorfismo se concluye que (xn)n converge a cero en E, lo cual es
una contradiccio´n con la eleccio´n inicial de la sucesio´n (xn)n.
Una vez que el aserto ha sido probado podemos usar la Proposicio´n 1.69 para seleccio-
nar una subsucesio´n de (Txn)n, que seguimos denotando igual, que es equivalente a una
sucesio´n disjunta de F y por tanto sucesio´n ba´sica incondicional. Por la Proposicio´n 1.65
existe una constante K > 0 tal que
∥∥∥∥ ∞∑
n=1
anTxn
∥∥∥∥ ≥ K−1∥∥∥∥ ∞∑
n=1
|an|Txn
∥∥∥∥.
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Entonces∥∥∥∥T( ∞∑
n=1
anxn
)∥∥∥∥ = ∥∥∥∥ ∞∑
n=1
anTxn
∥∥∥∥ ≥ K−1∥∥∥∥ ∞∑
n=1
|an|Txn
∥∥∥∥
≥ K−1
∥∥∥∥ ∞∑
n=1
|an|Sxn
∥∥∥∥ ≥ αK−1∥∥∥∥ ∞∑
n=1
|an|xn
∥∥∥∥ = αK−1∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥,
es decir, T es invertible en el subespacio [xn], lo cual es una contradiccio´n con la hipo´tesis
inicial.
Probemos a continuacio´n el caso en que u´nicamente la norma de F es orden continua.
Supongamos como antes lo contrario; entonces existe una sucesio´n (xn)n en E de vectores
positivos mutuamente disjuntos y de norma uno tales que la restriccio´n de S al subespacio
[xn] es un isomorfismo. Por lo visto previamente, podemos asumir que la norma dual del
subret´ıculo [xn]
′ no es orden continua. En ese caso [xn] contiene una copia reticular de
l1 (cf. Proposicio´n 1.30) y por tanto S preserva una copia de l1. De ah´ı se sigue que el
operador adjunto S ′ no es orden de´bilmente compacto (cf. Proposicio´n 1.37) y lo mismo
se puede decir de T ′ por la Proposicio´n 1.33; de nuevo la Proposicio´n 1.37 concluye que T
preserva una copia isomorfa de l1 o equivalentemente una copia reticular de l1 dado que
F es orden continuo y T es positivo (cf. Corolario 1.39). Resulta entonces que T no es
RSS lo cual es una contradiccio´n con lo obtenido en la Proposicio´n 2.13. ¤
En general el problema de mayoracio´n en la clase de los operadores DSS tiene una
respuesta negativa:
Ejemplo 2.15. Sea S : l1 → L∞[0, 1] la isometr´ıa que lleva el elemento ene´simo de la
base cano´nica de l1 a la ene´sima funcio´n de Rademacher, rn, sobre [0, 1] (cf. [16, pg. 203]),
i.e. S(
∞∑
n=1
anen) =
∞∑
n=1
anrn. Consideremos los operadores positivos S1, S2 : l
1 → L∞[0, 1]
definidos como S1(en) = r
+
n y S2(en) = r
−
n respectivamente, donde r
+
n y r
−
n denotan
respectivamente la parte positiva y negativa de rn. Claramente S = S1 − S2. Adema´s
0 ≤ S1, S2 ≤ T donde T es el operador de rango uno T (x) =
( ∞∑
n=1
xn
)
χ[0,1]. T es DSS por
ser compacto y sin embargo ni S1 ni S2 son DSS porque de lo contrario las igualdades
T = S1 + S2 y S = S1 − S2 implicar´ıan que S es un operador DSS, lo cual no es cierto.
Proposicio´n 2.16. Sean E y F ret´ıculos de Banach con F orden continuo y sea
T : E → F un operador regular. Si T es RSS entonces |T | es RSS.
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Demostracio´n. Si |T | no es RSS entonces |T | no es DSS. Por tanto tiene que ocurrir
una de las dos opciones siguientes: a) T+ no es DSS, o bien, b) T− no es DSS. Por la
Proposicio´n 2.13 la disyuntiva anterior es equivalente a esta otra: a) T+ no es RSS, o bien
T− no es RSS.
Comencemos con a). En tal caso existe una sucesio´n normalizada de elementos po-
sitivos y disjuntos, (xn)n, tal que
∥∥∥∥T+( ∞∑
n=1
anxn
)∥∥∥∥ ≥ α∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥ para algu´n α > 0 y
para toda sucesio´n (an)n. Notemos que T
+xn = sup {Ty : 0 ≤ y ≤ xn} (cf. Proposi-
cio´n 1.3). Como F es orden continuo podemos elegir para cada n un yn ∈ [0, xn] tal que
‖Tyn − T+xn‖ ≤ α/2n+1. As´ı∥∥∥∥T( ∞∑
n=1
anyn
)∥∥∥∥ ≥ ∥∥∥∥ ∞∑
n=1
anT
+xn
∥∥∥∥− ∥∥∥∥ ∞∑
n=1
an(T
+xn − Tyn)
∥∥∥∥
≥ α
∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥− ∞∑
n=1
|an|
∥∥T+xn − Tyn∥∥
≥ α
∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥− α/2∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥ = α/2∥∥∥∥ ∞∑
n=1
anxn
∥∥∥∥
= α/2
∥∥∥∥ ∞∑
n=1
|an|xn
∥∥∥∥ ≥ α/2∥∥∥∥ ∞∑
n=1
|an|yn
∥∥∥∥ = α/2∥∥∥∥ ∞∑
n=1
anyn
∥∥∥∥.
As´ı pues llegamos a que T es invertible en el subret´ıculo [yn] lo cual es una contradiccio´n
con la hipo´tesis inicial.
Supongamos a continuacio´n b), es decir T− no es RSS. En tal caso la igualdad T− =
(−T )+ implica segu´n la primera parte que −T no es RSS, o equivalentemente que T no
es RSS. Contradiccio´n. ¤
Notemos que la Proposicio´n 2.13 es un caso particular de la Proposicio´n 2.16; no
obstante este hecho lo conocemos a posteriori ya que la prueba de la Proposicio´n 2.16
depende del Teorema 2.14, el cual se demuestra a su vez gracias a la Proposicio´n 2.13.
Corolario 2.17. Sean E y F ret´ıculos de Banach con F orden continuo y T : E → F
un operador regular. Son equivalentes:
i) T es DSS. ii) T es RSS. iii) |T | es RSS. iv) |T | es DSS.
Demostracio´n. La implicacio´n i)⇒ ii) siempre es cierta. La implicacio´n ii)⇒ iii)
es la Proposicio´n 2.16. Por otra parte la implicacio´n iii)⇒ iv) se deriva de la Proposicio´n
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2.13. Por u´ltimo la desiguadad |T | ≥ T+, T− junto con el Teorema 2.14 muestran que
T = T+ − T− es DSS. Eso prueba la implicacio´n iv)⇒ i). ¤
Observacio´n 2.18. El Corolario 2.17 no es cierto en general si prescindimos de la
hipo´tesis de orden continuidad sobre F (ver la Observacio´n 2.22).
Usando el Corolario 2.17 podemos ir un poco ma´s alla´ en el estudio de la estructura
de la clase de los operadores disjuntamente singulares:
Corolario 2.19. Sean E y F ret´ıculos de Banach con F orden continuo. Entonces
las clases RSS(E,F ) ∩ Lr(E,F ) y DSS(E,F ) ∩ Lr(E,F ) coinciden y son orden ideales
de Lr(E,F ).
Demostracio´n. Por el Corolario previo tenemos la igualdadRSS(E,F )∩Lr(E,F ) =
DSS(E,F ) ∩ Lr(E,F ), lo que prueba que RSS(E,F ) ∩ Lr(E,F ) es un subret´ıculo de
Lr(E,F ). Adema´s, si 0 ≤ |S| ≤ |T | y T es RSS (DSS), entonces S es RSS (DSS) por el
Corolario 2.17 y el Teorema 2.14. ¤
No sabemos si la condicion de orden continuidad sobre la norma dual de E ′ es suficiente
por s´ı sola para establecer el Teorema de mayoracio´n 2.14. Al menos podemos dar la
siguiente:
Proposicio´n 2.20. Sean E y F ret´ıculos de Banach y 0 ≤ S ≤ T : E → F operadores.
Si T es M-de´bilmente compacto entonces S es DSS. En particular si E ′ es orden continuo
y T es compacto entonces S es DSS.
Demostracio´n. Es inmediato comprobar que cualquier operador dominado por un
operador M -de´bilmente compacto es M -de´bilmente compacto (cf. Definicio´n 1.32). Por
otra parte ya hemos notado que todo operadorM -de´bilmente compacto es DSS. En cuan-
to a la segunda parte basta notar que si E ′ es orden continuo entonces todo operador
compacto es M -de´bilmente compacto (cf. Proposicio´n 1.30). Usar ahora la primera parte.
¤
En cualquier caso la condicio´n de orden continuidad sobre la norma dual de E ′ juega
un papel importante en el problema de mayoracio´n como queda reflejado a continuacio´n:
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Proposicio´n 2.21. Sean E y F ret´ıculos de Banach, F σ-Dedekind completo. Supon-
gamos que todo operador positivo de E en F dominado por otro operador DSS es tambie´n
DSS. Entonces debe ocurrir al menos una de las dos condiciones siguientes:
i) La norma dual de E ′ es orden continua.
ii) La norma de F es orden continua.
Demostracio´n. Supongamos que i) y ii) no se cumplen, esto es que E ′ y F no son
orden continuos. En tal caso E contiene una copia reticular de l1 que esta´ complementada
por una proyeccio´n positiva (cf. Proposicio´n 1.30); llamemos H1 al subret´ıculo de E reti-
cularmente isomorfo a l1, φ1 al isomorfismo de Riesz entre H1 y l
1, y P1 a la proyeccio´n
positiva de E sobre H1. Por otra parte, como la norma de F no es orden continua y F es
σ-Dedekind completo, existe un subret´ıculo H2 de F y un isomorfismo de Riesz φ2 entre
H2 y l
∞ (cf. Proposicio´n 1.27). Consideremos los operadores de l1 en l∞ definidos como
sigue
T (a = (an)) =
( ∞∑
n=1
an
)
(1, 1, · · · ) y S(a = (an)) =
(
(
∞∑
n=1
xk,nan)
∞
k=1
)
,
donde S ≡ (xk,n) es la matriz infinita con valores en {0, 1,−1} dada a continuacio´n
S ≡ (xk,n) =

1 0 0 0 0 0 . . .
−1 0 0 0 0 0 . . .
1 1 0 0 0 0 . . .
1 −1 0 0 0 0 . . .
−1 1 0 0 0 0 . . .
−1 −1 0 0 0 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

Notemos que para un a ∈ l1 dado existe un entero k tal que 2 + 22 + · · · + 2n−1 < k ≤
2 + 22 + · · ·+ 2n, y satisfaciendo ∑nm=1 |am| =∑nj=1 xk,jaj.
Claramente S es una isometr´ıa lineal de l1 en l∞. En efecto,
‖S(a)‖∞ = sup
k
(∣∣∣∣ ∞∑
n=1
xk,nan
∣∣∣∣) ≤ ∞∑
n=1
|an| = ‖a‖1
Por otra parte, para un ε > 0 dado, existe un entero n tal que
n∑
m=1
|am| ≥ (‖a‖1 − ε);
por tanto existe un entero k satisfaciendo
n∑
j=1
xk,jaj =
n∑
m=1
|am| ≥ (‖a‖1 − ε) con lo que
‖Sa‖∞ ≥ ‖a‖1 − ε. As´ı ‖Sa‖∞ = ‖a‖1.
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Consideremos ahora los operadores S+ y S− definidos por medio de las sucesiones
(x′k,n) y (x
′′
k,n), donde
x′k,n =
{
xk,n si xk,n > 0,
0 si xk,n ≤ 0.
x′′k,n =
{
−xk,n si xk,n < 0,
0 si xk,n ≥ 0.
El operador S˜(a) = (
∑∞
j=1 |xk,j|aj)∞k=1 de l1 en l∞ claramente factoriza a trave´s del espacio
c de las sucesiones convergentes con la norma usual (que es isomorfo a c0). As´ı S˜ es DSS
pues l1 y c0 no comparten subespacios. Adema´s las igualdades S˜ = S
++S− y S = S+−S−
implican S = 2S+ − S˜; por tanto, si S+ es DSS lo mismo se puede decir de S, lo cual es
una contradiccio´n con el hecho de que S es una isometr´ıa. Consecuentemente S+ no es
DSS; de hecho la desigualdad ‖S+a‖ ≥ 1/2‖a‖1 es cierta para todo a ∈ l1. Finalmente es
claro que S+ ≤ T y que T es DSS siendo un operador de rango uno.
Consideremos los operadores S ′ = φ2S+φ1P1 y T ′ = φ2Tφ1P1 definidos en E y con
valores en F . Claramente 0 ≤ S ′ ≤ T ′; adema´s φ2S+φ1 no es DSS puesto que φ1 y φ2 son
isomorfismos y S+ no es DSS. Las desigualdades
m‖h‖E ≤ ‖S+φ1(h)‖l∞ ≤ ‖φ2S+φ1(h)‖F ≤M‖h‖H
muestran que S ′ es invertible en H, y por tanto que S ′ no es DSS. ¤
Observacio´n 2.22. Notemos que en el ejemplo previo se tiene la igualdad |S| = T
y que por tanto el operador |S| es DSS mientras que el operador S no es DSS. As´ı el
Corolario 2.17 no es en general cierto.
3. El caso de endomorfismos (E = F )
Pasamos a continuacio´n a considerar el caso en que E = F y a estudiar, dados 0 ≤
S ≤ T : E → E con T DSS, cual es el mı´nimo exponente n para el que Sn es DSS,
todo ello sin imponer condiciones a E. Este problema ha sido considerado por Aliprantis
y Burkinshaw para las clases de operadores compactos y de´bilmente compactos, en [2] y
[3] respectivamente (ver introduccio´n).
Necesitamos recordar el siguiente resultado de factorizacio´n relativo a operadores o-
de´bilmente compactos (cf. Definicio´n 1.32)
Proposicio´n 2.23. Sean E e Y un ret´ıculo de Banach y un espacio de Banach respec-
tivamente y T : E → Y un operador o-de´bilmente compacto. Entonces existe un ret´ıculo
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de Banach orden continuo F , un homomorfismo de Riesz Q de E en F y un operador aco-
tado S de F en Y tal que T = SQ. Adema´s, si Y es un ret´ıculo de Banach y 0 ≤ T1 ≤ T
entonces 0 ≤ S1 ≤ S.
Demostracio´n. Ver [50, Thm. 3.4.6 ]. ¤
Proposicio´n 2.24. Sean Ei, i = 1, 2, 3, ret´ıculos de Banach y 0 ≤ Si ≤ Ti operadores
definidos en Ei y con valores en Ei+1 para i = 1, 2. Si T1 es DSS (resp. RSS) y T2 es
o-de´bilmente compacto, entonces S2S1 es DSS (resp. RSS).
Demostracio´n. Dados los operadores 0 ≤ S2 ≤ T2 : E2 → E3, podemos encontrar
por la Proposicio´n 2.23 un ret´ıculo de Banach G con norma orden continua, un homo-
morfismo de Riesz Q de E2 en G y dos operadores positivos S˜2 ≤ T˜2 de G en E3 tales que
T2 = T˜2Q y S2 = S˜2Q.
Consideremos los operadores S = QS1 y T = QT1 de E1 en G. Notemos que T es DSS
(resp. RSS) porque T1 lo es y estamos componiendo por la izquierda; como la norma de
G es orden continua, el Teorema 2.14 implica que S es tambie´n DSS (resp. RSS) y por
tanto que S˜2S es DSS (resp. RSS). Finalmente la igualdad S2S1 = S˜2S concluye que S2S1
es DSS (resp. RSS). ¤
Corolario 2.25. Sean 0 ≤ S ≤ T operadores positivos en un ret´ıculo de Banach E.
Si T es DSS (resp. RSS) entonces S2 is DSS (resp. RSS).
Observacio´n 2.26. El Corolario 2.25 da lo mejor posible. En efecto, consideremos el
ret´ıculo E = l1 ⊕ l∞ y los operadores 0 ≤ S˜ ≤ T˜ en E definidos v´ıa las matrices
S˜ =
(
0 0
S+ 0
)
T˜ =
(
0 0
T 0
)
donde S+ y T son los operadores definidos en la prueba de la Proposicio´n 2.21. Claramente
T˜ es DSS (resp. RSS) mientras que S˜ no lo es.
Corolario 2.27. Sean E ret´ıculo de Banach Dedekind completo y 0 ≤ S ≤ T : E →
E operadores positivos. Si T es DSS (resp. RSS) y S es un ortomorfismo entonces S es
DSS (resp. RSS). En particular el operador identidad de E no esta´ mayorado por ningu´n
operador DSS (resp. RSS).
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Demostracio´n. Notemos que si una proyeccio´n de banda P satisface 0 ≤ P ≤ Q,
siendo Q DSS (resp RSS), entonces P es DSS (resp RSS). En efecto, so´lo hay que observar
que P 2 = P y usar el Corolario 2.25.
Como S es un ortomorfismo, existe λ > 0 tal que 0 ≤ S ≤ λI, donde I denota la
identidad en E (cf. [4, Thm. 15.5]). Por el Teorema 1.11 (Freudenthal) existe una sucesio´n
(Sn)n de operadores I-escalonados tales que 0 ≤ Sn ≤ S y
S − Sn ≤ n−1I
para todo n. Notemos ahora que cada componente de I es una proyeccio´n de banda con
lo que, por lo observado previamente, cada Sn es un operador DSS (resp. RSS). Como
‖S − Sn‖ ≤ n−1 para todo n es claro que S es DSS (resp. RSS). ¤
Aunque no sabemos si todo operador RSS es DSS s´ı que podemos afirmar la siguiente:
Proposicio´n 2.28. Sea E un ret´ıculo de Banach y T : E → E un operador regular.
Si T es RSS entonces T 2 es DSS.
Demostracio´n. Notemos que T es o-de´bilmente compacto por la Proposicio´n 1.33.
En tal caso por la Proposicio´n 2.23 existe un ret´ıculo orden continuo G, un homomorfismo
de Riesz Q : E → G y un operador continuo S : G→ E tales que T = SQ. Notemos que
el operador QT : E → G es RSS por serlo T y por tanto DSS segu´n el Corolario 2.17. A
partir de aqu´ı se obtiene que el operador T 2 = SQT es DSS. ¤
4. Caracterizaciones de operadores DSS y RSS
Los resultados que siguen tratan de dar caracterizaciones de los operadores reticular-
mente estrictamente singulares y disjuntamente estrictamente singulares que extiendan
las dadas en las Proposiciones 2.2 y 2.12. En concreto estamos interesados en estudiar si
es cierto que un operador T : E → F es RSS si y so´lo si para cualquier subret´ıculo S
de E existe otro subret´ıculo R ⊂ S tal que la restriccio´n de T a R es compacta. Esta
caracterizacio´n estar´ıa en l´ınea con la conocida para operadores estrictamente singulares
(cf. Proposicio´n 3.2). Obtenemos con cara´cter parcial la siguiente:
Proposicio´n 2.29. Sea T : E → F un operador regular entre dos ret´ıculos de Banach
E y F tales que E ′ y F son orden continuos. Son equivalentes:
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i) T es RSS.
ii) Para todo subret´ıculo H de dimensio´n infinita de E existe un subret´ıculo R ⊂ H de
dimensio´n infinita tal que la restriccio´n de T a R es un operador compacto.
Demostracio´n. ii)⇒ i)
Si T no es RSS existe un subret´ıculo de dimensio´n infinita H en E tal que T (H) y H
son isomorfos. Por hipo´tesis existe R ⊂ H subret´ıculo de dimensio´n infinita tal que la
restriccio´n T : R→ F es compacta, lo que contradice que T (R) es isomorfo a R (notemos
que ni la orden continuidad de E ′ ni la de F se necesitan).
i)⇒ ii)
Sea S ⊂ E un subret´ıculo cerrado de dimensio´n infinita. Tomemos en S una sucesio´n
normalizada (xn)n de vectores positivos y mutuamente disjuntos (cf. [49, Thm. 28.5]). La
sucesio´n (xn)n es de´bilmente nula por ser E
′ orden continuo (cf. Proposicio´n 1.30). Como el
subespacio generado por la sucesio´n (Txn)n es separable y el ret´ıculo F es orden continuo,
podemos encontrar un ideal cerrado J de F con unidad de´bil que contiene a [Txn] (cf.
Proposicio´n 1.50). Adema´s J esta´ complementado en F por una proyeccio´n positiva P
(cf. Proposicio´n 1.27). Consideremos el operador PT : E → J . Claramente la restriccio´n
de PT al subret´ıculo [xn] es RSS. Si suponemos la implicacio´n probada en el caso en
que el ret´ıculo de llegada tenga unidad de´bil, entonces existir´ıa un subret´ıculo R ⊂ [xn]
tal que la restriccio´n de PT a R ser´ıa compacta. Es claro entonces que la restriccio´n de
T a R tambie´n debe ser compacta. As´ı pues no hay pe´rdida de generalidad en suponer
que el propio F tiene una unidad de´bil. En tal caso, podemos ver a F como un orden
ideal de L1(Ω,Σ, µ) para algu´n espacio de probabilidad (Ω,Σ, µ), tal que F esta´ incluido
continuamente en L1(µ) (cf. Teorema 1.49).
Como (|T |xn)n converge de´bilmente a cero, tambie´n es convergente a cero para la
toplog´ıa de´bil de L1(µ) y por tanto convergente a cero con la norma ‖ · ‖1 (cf. Proposicio´n
1.62 y 1.23). Consiguientemente (Txn)n converge a cero en norma ‖·‖1. Supongamos ahora
que (Txn)n ⊂MF (ε) para algu´n ε, donde MF (ε) es un conjunto de Kadec-Pelczynski; en
tal caso ‖Txn‖1 → 0 implica ‖Txn‖F → 0. Definiendo para todo m el operador de rango
finito Tm(x) =
m∑
n=1
anTxn, x =
∞∑
n=1
anxn ∈ [xn], es inmediato ver que existe (mj)j tal que
‖T |[xn] − Tmj‖ < 1/j, con lo que la restriccio´n de T al subret´ıculo [xn] es un operador
compacto.
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Si por el contrario suponemos que (Txn)n *MF (ε) para todo ε > 0, entonces existe una
subsucesio´n (nj)j tal que (Txnj)j es sucesio´n ba´sica incondicional (cf. Proposicio´n 1.69).
Entonces, por la Proposicio´n 1.65 existe K > 0 tal que∥∥∥∥ ∞∑
j=1
ajTxnj
∥∥∥∥ ≥ K−1∥∥∥∥ ∞∑
j=1
|aj| Txnj
∥∥∥∥.
Como T es RSS, existe una sucesio´n bloque normalizada de vectores mutuamente disjuntos
(no necesariamente positivos), wl =
jl+1∑
k=jl+1
akxnk , tal que ‖Twl‖ → 0 (cf. Proposicio´n 2.2).
Tenemos
‖T |wl| ‖ =
∥∥∥∥ jl+1∑
k=jl+1
|ak|Txnk
∥∥∥∥ ≤ K∥∥∥∥ jl+1∑
k=jl+1
akTxnk
∥∥∥∥ = K‖Twl‖,
con lo que ‖T |wl| ‖ →
l
0. Como antes, la restriccio´n de T al subret´ıculo [ |wl| ] se puede
poner como l´ımite en norma de operadores de rango finito y por tanto es compacta. Esto
concluye la demostracio´n. ¤
Corolario 2.30. Sea T : E → F un operador regular entre dos ret´ıculos de Banach
E y F tales que E ′ y F son orden continuos. Son equivalentes
i) T es DSS.
ii) Para todo subret´ıculo H de dimensio´n infinita existe un subret´ıculo R ⊂ H de dimen-
sio´n infinita tal que la restriccio´n de T a R es un operador compacto.
Demostracio´n. Basta usar el Corolario 2.17 y la Proposicio´n 2.29. Hacemos notar
que la implicacio´n ii)⇒ i) no requiere la orden continuidad de E ′. ¤
Observacio´n 2.31. El Corolario previo junto con el Teorema de Dodds-Fremlin (in-
troduccio´n) permite dar una demostracio´n trivial del Teorema 2.14 cuando an˜adimos la
hipo´tesis de orden continudad a la norma dual de E ′.
El ejemplo siguiente muestra que el Corolario 2.30 no es en general cierto.
Ejemplo 2.32. El operador T : l1 → l∞ definido como T (an) =
(
m∑
k=1
ak
)∞
m=1
es DSS
pero la restriccio´n de T a cualquier subret´ıculo de l1 nunca es compacta.
En efecto, el operador T es positivo y por tanto continuo, y como para todo n se tiene
T (en) = (0, . . . , 0, 1
n
, 1, 1, 1, . . . ) es claro que T toma los valores en el ret´ıculo de Banach
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c de las sucesiones convergentes. Como l1 y c no comparten subespacios resulta que T es
estrictamente singular y por tanto DSS y RSS.
Tomemos en l1 un subret´ıculo arbitrario de dimensio´n infinita M .
“Aserto”: T :M → c no es compacto.
En efecto, de lo contrario podemos tomar en M una sucesio´n normalizada de vectores
positivos disjuntos (wn)n tal que (Twn)n es convergente. Consideremos para todo n un
truncamiento finito w˜n de wn tal que ‖w˜n −wn‖1 ≤ ‖T‖−12−n. Ahora como wm ∧wn = 0
si n 6= m, es claro que, pasando a subsucesio´n si es necesario, podemos asumir que (w˜n)n
esta´ formada por bloques y es seminormalizada, es decir w˜n =
jn+1∑
k=jn+1
ankek con a
n
k ≥ 0 para
todos n, k y ‖w˜n‖1 ≥ α > 0 para todo n y para algu´n α > 0.
La desigualdad ‖Tw˜n − Tw˜m‖ ≤ ‖Twn − Twm‖ + ‖Twn − Tw˜n‖ + ‖Tw˜m − Twm‖
junto con las l´ıneas previas muestran que la sucesio´n (Tw˜n)n es de Cauchy y por tanto
convergente. Por otra parte notemos que para m > n se tiene
T (w˜n − w˜m) =
(
0, . . . , 0, anjn+1, . . . ,
jn+1∑
jn+1
ank ,
jn+1∑
jn+1
ank − amjm+1, . . . ,
( jn+1∑
jn+1
ank −
jm+1∑
jm+1
amk
)
, . . .
)
.
As´ı ‖Tw˜n − Tw˜m‖∞ ≥
∣∣∣∣jn+1∑
jn+1
ank
∣∣∣∣ = jn+1∑
jn+1
ank = ‖w˜n‖1 ≥ α. Contradiccio´n. Notemos que no
se satisface ninguna de las hipo´tesis de orden continuidad del Corolario 2.30 pues ni c ni
(l1)′ = l∞ son orden continuos.
Un razonamiento ana´logo al empleado en el Ejemplo 2.32 se puede emplear para
construir el siguiente ejemplo que muestra como la hipo´tesis de orden continuidad sobre
F tampoco es suficiente para establecer el Corolario 2.29
Ejemplo 2.33. El operador T : l1 → c0 definido como T (an) =
( ∞∑
k=m
ak
)∞
m=1
es DSS
pero la restriccio´n del mismo a cualquier subret´ıculo de l1 nunca es compacta.
Observacio´n 2.34. A la vista de los ejemplos precedentes surge de modo natural
la pregunta ¿Es la condicio´n de orden continuidad sobre E ′ suficiente por s´ı sola para
que el Corolario 2.29 sea cierto? Notemos que una respuesta afirmativa supondr´ıa que el
problema de mayoracio´n en RSS(E,F ), con E ′ orden continuo, ser´ıa cierto. En efecto,
supongamos que S, T ∈ Lr(E,F ) con 0 ≤ S ≤ T y T RSS, y tomemos un subret´ıculo M .
Por hipo´tesis existe N subret´ıculo de M tal que T : N → F es compacto. Como N ′ es
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orden continuo el operador T : N → F es M-de´bilmente compacto y lo mismo se puede
decir de S : N → F . En tal caso la restriccio´n S : N → F es RSS y lo mismo se puede
decir del operador S puesto que M fue tomado arbitrariamente.
Desde el punto de vista opuesto, si el problema de mayoracio´n no fuera cierto enRSS(E,F )
con E ′ orden continuo, entonces la condicio´n de orden continuidad de F ser´ıa imprescin-
dible en el Corolario 2.29.
5. Operadores disjuntamente estrictamente singulares y dualidad
Al comienzo del cap´ıtulo vimos por medio del Ejemplo 2.4 que la clase de operadores
DSS no es autodual. En esta seccio´n pretendemos probar que hay resultados positivos en el
marco de los espacios Lp(Ω,Σ, µ) sobre un espacio de probabilidad (Ω,Σ, µ) . Comenzamos
con la siguiente:
Proposicio´n 2.35. Sea E un ret´ıculo de Banach, (Ω,Σ, µ) un espacio de probabilidad
y T : E → Lp(µ) un operador positivo, p ∈ [1,∞); supongamos que E ′ es orden continuo.
Si el operador T ′ es DSS entonces el operador T es DSS.
Demostracio´n. Supongamos que el operador T no es DSS; entonces existe una suce-
sio´n (seminormalizada) (zn)n en E de elementos disjuntos que adema´s pueden suponerse
positivos por la Proposicio´n 2.13 tal que T es invertible sobre el subespacio [zn]. Notemos
que el operador T : E → L1(µ) es M -de´bilmente compacto por la Proposicio´n 1.46; por
tanto ‖Tzn‖1 → 0.
Supongamos que (Tzn)n ⊂ MF (δ) para algu´n δ > 0, donde MF (δ) es un conjunto de
Kadec-Pelczynski. Entonces ‖Tzn‖1 ≥ δ2‖Tzn‖ para todo n, lo que implica que ‖Tzn‖ → 0
y por tanto que (zn)n converge a cero. Contradiccio´n.
Podemos suponer entonces que (Tzn)n * MF (δ) para todo δ > 0 y por tanto (cf.
Proposicio´n 1.69) que existe una subsucesio´n, que seguimos denotando igual, (Tzn)n, y
una sucesio´n disjunta (wn)n en L
p(µ) tales que
∞∑
n=1
‖Tzn − wn‖ <∞.
Los elementos de la sucesio´n (Tzn)n son positivos por ser T positivo; notemos ahora
que en la prueba de la Proposicio´n 1.69 cada wn se obtiene como el producto de Tzn
por una cierta funcio´n caracter´ıstica, lo que implica que wn tambie´n es positivo para
todo n. Notemos tambie´n que las sucesiones (zn)n, (Tzn)n y (wn)n son sucesiones ba´sicas
equivalentes (cf. Proposicio´n 1.64).
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Como la sucesio´n (wn)n es disjunta, el subespacio [wn] esta´ complementado en L
p(µ)
por una proyecio´n positiva P de norma uno que viene dada por la expresio´n
Pf =
∞∑
n=1
(
∫
An
fwp−1n ) · wn,
donde el conjunto An es el soporte de wn para todo n (Proposicio´n 1.68). Notemos adema´s
que la sucesio´n (wn)n es seminormalizada por serlo la sucesio´n (zn)n y ma´s au´n que
podemos suponer sin pe´rdida de generalidad que ‖wn‖ = 1 para todo n; de nuevo por
la Proposicio´n 1.68 existe una isometr´ıa entre [wn] y l
p que lleva cada wn al elemento en
de la base cano´nica de lp. Del hecho de que el subespacio [wn] es reflexivo se deriva que
[wn]
′ = [w′n], donde w
′
n(wm) = δnm (cf. [44, Prop. 1.b.4 y Thm. 1.b.5]).
Observemos que la aplicacio´n φ(y′) = y′P define una isometr´ıa del espacio [wn]′ sobre
el subespacio G de Lq(µ) definido como G = {y′P : y′ ∈ [w′n]}, donde 1/p+ 1/q = 1.
Consideremos el subespacio K = {x′ ∈ Lq(µ) : x′(x) = x′(Px)}. Notemos que G
esta´ incluido en K ya que y′P (x) = y′(P 2x) = y′P (Px) para todo y′ ∈ [w′n].
Aserto: El operador T ′ es invertible sobre K y por tanto sobre [w′nP ].
En efecto, como la sucesio´n (wn)n es disjunta y normalizada se tiene que |ak| ≤∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ para todo k. Por otra parte, pasando a una subsucesio´n si es necesario, pode-
mos suponer que
∞∑
n=1
‖Tzn − wn‖ < ε < M1
2M2
, donde M1 y M2 son tales que
M1
∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ ∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ ≤M2∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥.
As´ı, si y′ ∈ K se tiene
‖T ′y′‖ = sup{|T ′y′(x)| : x ∈ BE} = sup{|y′(Tx)| : x ∈ BE}
≥ sup{|y′(Tx)| : x ∈ B[zn]} = sup
{ ∣∣∣∣y′( ∞∑
n=1
anTzn
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ 1}
= sup
{ ∣∣∣∣y′( ∞∑
n=1
anwn
)
− y′
( ∞∑
n=1
anwn −
∞∑
n=1
anTzn
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ 1}
≥ sup
{∣∣∣∣y′( ∞∑
n=1
anwn
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ 1}
− sup
{∣∣∣∣y′( ∞∑
n=1
an(wn − Tzn)
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ 1}
5. OPERADORES DSS Y DUALIDAD 51
≥ sup
{∣∣∣∣y′( ∞∑
n=1
anwn
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ ≤M1}
− sup
{∣∣∣∣y′( ∞∑
n=1
an(wn − Tzn)
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ ≤M2}
≥ sup
{
|y′(Py)| : ‖y‖ ≤M1
}
− sup
{∣∣∣∣y′( ∞∑
n=1
an(wn − Tzn)
)∣∣∣∣ : ∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ ≤M2}
≥M1‖y′P‖ − sup
{
‖y′‖
∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥( ∞∑
n=1
‖Tzn − wn‖
)
:
∥∥∥∥ ∞∑
n=1
anwn
∥∥∥∥ ≤M2}
≥M1‖y′P‖ −M2‖y′‖ε > M1‖y′‖ − M1
2
‖y′‖ = M1
2
‖y′‖.
Por u´ltimo que la sucesio´n (w′nP )n ⊂ G ⊂ K es de elementos disjuntos es consecuencia
de que w′n = w
p−1
n para todo n. ¤
Proposicio´n 2.36. Sea E un ret´ıculo de Banach y T : E → Lp(µ) un operador
regular, p ∈ [1,∞); supongamos que E ′ es orden continuo. Si T ′ es DSS entonces T es
DSS.
Demostracio´n. Si T ′ es DSS entonces |T ′| es DSS por el Corolario 2.17. Por la
Proposicio´n 1.31 se tiene la igualdad |T |′ = |T ′| con lo que |T |′ es DSS. Se sigue entonces
que |T | es DSS por la Proposicio´n 2.35 o equivalentemente que T es DSS de nuevo por el
Corolario 2.17. ¤
Observacio´n 2.37. La regularidad de T en la Proposicio´n 2.36 es imprescindible. En
efecto, sea φ : l2 → Lp[0, 1], 1 < p < 2 el operador (no regular) que transforma cada en de
la base cano´nica de l2 en la n-e´sima funcio´n de Rademacher, rn, sobre [0, 1]. Claramente
φ es un isomorfismo sobre su imagen y por tanto no es DSS; sin embargo el operador
φ′ : Lp
′
[0, 1]→ l2, p−1 + p′−1 = 1, s´ı lo es.
Corolario 2.38. Sea F un ret´ıculo de Banach y T : Lp(µ)→ F un operador regular,
1 < p <∞. Supongamos que F ′′ es orden continuo. Si T es DSS entonces T ′ es DSS.
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6. Operadores reticularmente estrictamente cosingulares. Mayoracio´n
En esta seccio´n presentamos un resultado de mayoracio´n para la clase de los operado-
res reticularmente estrictamente cosingulares introducida por Garc´ıa del Amo ([26]). Esta
clase es la versio´n reticular de la clase de los operadores estrictamente cosingulares intro-
ducida por Pelczynski en [57] (ver introduccio´n). El resultado de mayoracio´n se prueba
v´ıa dualidad a partir de los obtenidos en las secciones precedentes. Tambie´n damos una
caracterizacio´n de los operadores reticularmente estrictamente cosingulares (Proposicio´n
2.42) bajo ciertas condiciones.
Antes de introducir la definicio´n de operador reticularmente estrictamente cosingular
vamos a motivarla. Notemos que un operador T entre un ret´ıculo de Banach E y un espacio
de Banach Y es reticularmente estrictamente singular si y so´lo si para ningu´n ret´ıculo de
Banach G de dimensio´n infinita existen iE : G → E e iY : G → Y isomorfismos sobre
sus ima´genes, con iE homomorfismo de Riesz, tal que TiE = iY . Queremos considerar la
situacio´n dual, para ello tendremos en cuenta la Proposicio´n 1.18 y la Proposicio´n 1.63
Definicio´n 2.39. Sea X espacio de Banach y E un ret´ıculo de Banach. Un operador
T : X → E es reticularmente estrictamente cosingular (RSCS) si para ningu´n ret´ıculo
de Banach G de dimensio´n infinita existen pX : X → G y pE : E → G operadores
sobreyectivos con pE : E → G preservando intervalos tales que pET = pX .
Todo operador RSCS es estrictamente cosingular pero el rec´ıoco no es cierto (con-
side´rese el operador inclusio´n J : Lp[0, 1] → Lq[0, 1], con 1 < q < p < ∞). Tambie´n si X
es un espacio de Banach e Y es un ret´ıculo de Banach entonces todo operador T : X → F
que sea L-de´bilmente compacto (es decir tal que T (BX) sea L-de´bilmente compacto en F )
es RSCS. En contraste ningu´n operador sobreyectivo es RSCS. La clase de los operadores
RSCS es estable bajo la composicio´n por la derecha; si adema´s componemos un operador
RSCS por la izquierda con un operador sobreyectivo que preserva intervalos entonces la
composicio´n tambie´n es RSCS ([26, Prop. 4.15]).
El siguiente resultado tambie´n se debe a Garc´ıa del Amo ([26, Cor. 4.10]) y muestra
que la clase de los operadores RSCS es la “dual” de la de los operadores reticularmente
estrictamente singulares bajo ciertas condiciones:
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Proposicio´n 2.40. i) Sea E un ret´ıculo de Banach reflexivo, Y un espacio de Banach
y T : E → Y un operador. Entonces T es RSS si y so´lo si T ′ es RSCS.
ii) Sea X un espacio de Banach reflexivo, F un ret´ıculo de Banach orden continuo y
T : X → F un operador. Entonces T es RSCS si y so´lo si T ′ es RSS.
Usando el Teorema de mayoracio´n de operadores RSS (cf. Teorema 2.14) se obtiene el
siguiente:
Teorema 2.41. Sean E y F ret´ıculos de Banach tales que E es reflexivo y F es
orden continuo. Sean 0 ≤ S ≤ T : E → F operadores positivos. Si T es RSCS entonces
S es tambie´n RSCS.
Demostracio´n. Notemos que el operador T ′ : F ′ → E ′ es RSS por la Proposicio´n
2.40. Adema´s como 0 ≤ S ′ ≤ T ′ resulta que S ′ es RSS sin ma´s que usar el Teorema 2.14;
de nuevo la Proposicio´n 2.40 concluye que S es RSCS. ¤
A continuacio´n damos una caracterizacio´n (parcial) de operadores RSCS similar a la
dada por Vladimirski (cf. [61, C.II.Thm. 6.1]) para operadores estrictamente cosingulares
Proposicio´n 2.42. Sean E y F dos ret´ıculos de Banach, E reflexivo y F ′′ orden
continuo. Sea T : E → F un operador regular. Son equivalentes:
i) T es RSCS.
ii) Para todo ret´ıculo reflexivo de dimensio´n infinita, R, y para todo operador sobreyectivo
que preserva intervalos, Q1 : F → R, existe un ret´ıculo reflexivo de dimensio´n infinita,
S, y un operador sobreyectivo que preserva intervalos, Q2 : R→ S, tales que el operador
composicio´n Q2Q1T : E → S es compacto.
Demostracio´n. Comencemos con i) ⇒ ii). Sean R y Q1 como en el enunciado.
Notemos que el operador T ′ : F ′ → E ′ es RSS (cf. Proposicio´n 2.40). Por la Proposicio´n
2.29 existe un ret´ıculo de Banach de dimensio´n infinita, Z, y un isomorfismo reticular
sobre su imagen hZ : Z → R′ tales que T ′Q′1hZ : Z → E ′ es un operador compacto.
Notemos que Z es reflexivo por serlo R y ser hZ un isomorfismo; entonces existe un
operador g : R→ Z ′ tal que g′ = hZ (cf. [14, VI §2 Ex. 11]). Adema´s g es sobreyectivo y
preserva intervalos (cf. Proposiciones 1.63 y 1.18). Por el Teorema de Schauder el operador
gQ1T : E → Z ′ es compacto; basta llamar ahora Q2 = g y S = Z ′.
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Probemos ahora ii) ⇒ i). Supongamos que T no es RSCS; entonces existe un ret´ıculo
de Banach de dimensio´n infinita R y un operador sobreyectivo que preserva intervalos
Q1 : F → R tales que el operador composicio´n Q1T : E → R es sobreyectivo. Notemos
que el ret´ıculo R es reflexivo por serlo E. Por hipo´tesis existe un ret´ıculo reflexivo de
dimensio´n infinita, S, y un operador sobreyectivo que preseva intervalos Q2 : R→ S tales
que Q2Q1T : E → S es compacto. Sin embargo eso es una contradiccio´n con el hecho de
que Q2Q1T es sobreyectivo y que S es de dimensio´n infinita. ¤
Parte de este cap´ıtulo fue presentado en una comunicacio´n en la Conferencia: “Posi-
tivity and its applications. In memoriam of C.B. Huijsmansc¸elebrada en Ankara (Junio
1998). Tambie´n parte de este cap´ıtulo sera´ publicado en [24].
CAP´ıTULO 3
Operadores estrictamente singulares. Problema de mayoracio´n
Los resultados obtenidos en el cap´ıtulo segundo sobre mayoracio´n de operadores DSS
nos ayudara´n ahora a estudiar el problema de mayoracio´n en la clase de los operadores
estrictamente singulares. El trabajo realizado esta´ centrado en torno al Teorema 3.15 y
sus Corolarios. Damos tambie´n aplicacio´n a los operadores estrictamente cosingulares (o
de Pelczynski).
1. Propiedades ba´sicas
Definicio´n 3.1. Un operador T ∈ L(X, Y ) entre dos espacios de Banach X e Y es
estrictamente singular (abrev. SS), o de Kato, si la restriccio´n de T a cualquier subes-
pacio (cerrado) de dimensio´n infinita no es un isomorfismo. La clase de los operadores
estrictamente singulares entre X e Y se denotara´ por SS(X, Y ).
Exposiciones de las propiedades de los operadores estrictamente singulares se pueden
encontrar en las referencias [31], [44], [58] y [61]. Recordemos que SS(X, Y ) es un subes-
pacio vectorial cerrado del espacio de operadores acotados entre X e Y ; adema´s SS(X,Y )
es estable por la composicio´n a derecha e izquierda, es decir, es un ideal de operadores.
Especialmente interesante es la siguiente caracterizacio´n (cf. [44, Prop. 2.c.4]) que subraya
la relacio´n de los operadores SS con los compactos
Proposicio´n 3.2. Sea un operador T : X → Y entre dos espacios de Banach X e Y .
Son equivalentes
i) T es estrictamente singular.
ii) Para cualquier subespacio cerrado de de dimensio´n infinitaM ⊂ X existe un subespacio
cerrado de dimensio´n infinta N ⊂M tal que la restriccio´n de T a N es compacta.
A la vista de la Proposicio´n 3.2 es claro que todo operador compacto es SS; sin embargo
el rec´ıproco no es cierto. En efecto, cualquier operador T : lp → lq con 1 ≤ p, q <∞ y p 6= q
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es SS ya que lp y lq no comparten subespacios si p 6= q, sin embargo no todo operador de
lp en lq es compacto si p < q (por ejemplo la inclusio´n cano´nica). Recurriremos a menudo
al siguiente hecho conocido:
Proposicio´n 3.3. Sea T : X → Y un operador de´bilmente compacto y Dunford-
Pettis. Entonces T es SS.
Demostracio´n. Si T no es SS entonces preserva un subespacio N ⊂ X de dimensio´n
infinita. Tomemos en N una sucesio´n (xn)n sin subsucesiones convergentes. Por hipo´tesis
existe una subsucesio´n (nj)j tal que (Txnj)j converge de´bilmente. Como N es isomorfo a
T (N) se sigue por la Proposicio´n 1.62 que la propia (xnj)j es de´bilmente convergente. En
ese caso la sucesio´n (Txnj)j es convergente por ser T Dunford-Pettis y lo mismo se puede
decir de (xnj)j de nuevo por ser T invertible en N . Contradiccio´n. ¤
Si E es un ret´ıculo de Banach es claro que SS(E, Y ) ⊂ DSS(E, Y ) mientras que la
inclusio´n rec´ıproca no es cierta en general: conside´rese la inclusio´n cano´nica J : Lp[0, 1]→
Lq[0, 1], 1 ≤ q < p <∞. El operador J preserva el subespacio engendrado por la sucesio´n
de las funciones Rademacher, que es isomorfo a l2, y por tanto no es SS; no obstante
s´ı es DSS por ser M-de´bilmente compacto (cf. Proposicio´n 1.46). Se tienen sin embargo
los siguientes resultados:
Proposicio´n 3.4. [33] Sea E un ret´ıculo de Banach con una base de Schauder
formada por vectores disjuntos y sea Y un espacio de Banach. Entonces SS(E, Y ) =
DSS(E, Y ).
Proposicio´n 3.5. Sea E = C(K) para algu´n espacio compacto Hausdorff K, Y un
espacio de Banach y un operador T : E → Y . Son equivalentes: i) T es SS. ii) T es DSS.
iii) T es de´bilmente compacto. iv) T es M-de´bilmente compacto. v) T es o-de´bilmente
compacto.
Demostracio´n. Para la equivalencia de iii) y iv) ver p.e. [50, pag. 214]. Que iii) y v)
son equivalentes se prueba en [50, pag. 192]. La equivalencia entre i) y iii) es consecuencia
de que E tiene la propiedad de Dunford-Pettis ([57]) . Por u´ltimo que ii) implica v) es
consecuencia de la Proposicio´n 1.33. ¤
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Ser estrictamente singular no es una propiedad autodual (p.e. la isometr´ıa que sumerge
l2 como espacio separable en l∞ es el operador traspuesto de un operador T : l1 → l2 que
es SS por ser de´bilmente compacto y Dunford-Pettis). Sin embargo se tienen resultados
positivos en algunos casos particulares. Recordemos previamente la siguiente definicio´n
de Whitley ([73]):
Definicio´n 3.6. Un espacio de Banach X es subproyectivo si cualquier subespacio de
dimensio´n infinita M ⊂ X contiene otro subespacio de dimensio´n infinita N ⊂ M que
esta´ complementado en X.
Ejemplos de espacios subproyectivos son lp, 1 ≤ p <∞, c0 y Lp[0, 1] si 2 ≤ p <∞.
Proposicio´n 3.7 ([73]). Sean X e Y espacios de Banach y T : X → Y un operador.
i) Si Y es subproyectivo y T ′ : Y ′ → X ′ es SS, entonces T es SS.
ii) Si X es reflexivo, X ′ es subproyectivo y T es SS, entonces T ′ : Y ′ → X ′ es SS.
La siguiente versio´n reticular de espacio subproyectivo es ma´s de´bil:
Definicio´n 3.8. Un ret´ıculo de Banach E es disjuntamente subproyectivo si para
toda sucesio´n disjunta (xn)n ⊂ E existe una subsucesio´n (nj)j tal que el subespacio [xnj ]
esta´ complementado en E.
Los espacios lp y Lp[0, 1], 1 ≤ p <∞ son disjuntamente subproyectivos y los espacios
de Lorentz Lp,q[0, 1], 1 < p <∞, 1 ≤ q <∞ ([10]) y d(ω, p). Tambie´n lo son los espacios
de Orlicz del tipo Lx
plogq(1+x)([0, 1]) con 1 < p <∞, −∞ < q <∞.
La siguiente proposicio´n proporciona otra condicio´n suficiente para que un operador
sea SS sabiendo que su operador traspuesto lo es (sera´ utilizada ma´s adelante).
Proposicio´n 3.9. Sea E un ret´ıculo de Banach y F un espacio de Ko¨the orden
continuo sobre un espacio de medida finita (Ω,Σ, µ) que es disjuntamente subproyectivo.
Sea T : E → F un operador regular tal que T ′ es SS. Entonces T es SS si ocurre una de
las siguientes condiciones:
a) T : E → L1(µ) es SS.
b) E ′ es orden continuo y T es compacto en medida, i.e. T transforma sucesiones acotadas
en norma en sucesiones que tienen alguna subsucesio´n convergente en medida.
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Demostracio´n. Supongamos que T no es SS; entonces existe un subespacio (sepa-
rable) N ⊂ E isomorfo a T (N). Supongamos que T (N) ⊂MF (ε) para algu´n ε > 0, donde
MF (ε) es un conjunto de Kadec-Pelczynski. En tal caso T (N) es un subespacio de L
1(µ)
(cf. Proposicio´n 1.69) y por tanto el operador T : E → L1(µ) no es SS, lo cual es una con-
tradiccio´n si estamos suponiendo la hipo´tesis a). Si por el contrario estamos suponiendo
la hipo´tesis b), entonces el teorema de la convergencia dominada prueba que T [−x, x] es
relativamente compacto en L1(µ) para todo x ∈ E+ y por tanto T es orden de´bilmente
compacto. En ese caso T no preserva copia isomorfa de l1 (cf. Proposiciones 1.40 y 1.37).
As´ı podemos suponer que N no contiene copia isomorfa de l1 y consecuentemente que
existe una sucesio´n normalizada (xn)n ⊂ N que es de´bilmente nula (cf. Corolario 1.67).
Entonces (Txn)n converge a cero para la topolog´ıa de´bil de L
1(µ) (cf. Proposicio´n 1.62) y
pasando a subsucesio´n si es necesario podemos asumir por la hipo´tesis b) y por el Lema
1.58 que la sucesio´n (Txn)n converge a cero en µ-medida. Como estamos suponiendo que
T (N) ⊂MF (ε), se obtiene que (Txn)n converge a cero en F , lo cual es una contradiccio´n
con el hecho de que (xn)n es normalizada y de que T (N) y N son isomorfos. Resumiendo,
cuando suponemos que T (N) ⊂ MF (ε) para algu´n ε > 0, las hipo´tesis a) y b) nos llevan
a contradiccio´n.
Podemos suponer pues que T (N) * MF (ε) para ningu´n ε > 0. En tal caso exis-
te una sucesio´n normalizada (yn)n ⊂ T (N) y una sucesio´n disjunta (zn)n en F tales que
‖Tyn−zn‖ → 0 (cf. Proposicio´n 1.69). El hecho de que F sea disjuntamente subproyectivo
junto con la Proposicio´n 1.64 garantizan la existencia de una proyeccio´n P que complemen-
ta [Tynj ] en F para alguna subsucesio´n (nj)j. A partir de aqu´ı se prueba como en la Propo-
sicio´n 2.35 que el operador T ′ es invertible en el subespacioK = {y′ ∈ F ′ : y′(y) = y′(Py)}
y consecuentemente que T ′ no es SS. Contradiccio´n. ¤
2. Mayoracio´n en ideales de operadores arbitrarios
En esta seccio´n, dados E y F ret´ıculos de Banach e = un ideal de operadores arbitrario,
damos un resultado de mayoracio´n en =(E,F ) imponiendo condiciones sobre E y F . Es
de esperar que un resultado tan general precise de hipo´tesis muy restrictivas sobre E y
F . Au´n as´ı la informacio´n obtenida sera´ u´til para establecer el resultado de mayoracio´n
en la clase SS(E,F ).
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Recordemos (cf. Definicio´n 1.9) que si T : E → F es un operador positivo, el conjunto
de las componentes simples de T se simboliza por ST y el de las componentes de T por
CT .
Lema 3.10. Sean = un ideal de operadores, E y F ret´ıculos de Banach con F Dedekind
completo y T : E → F un operador positivo perteneciente a =(E,F ). Entonces se tiene
la inclusio´n ST ⊂ =(E,F ).
Demostracio´n. Es consecuencia inmediata del Lema 1.10. ¤
Supongamos que T , E y F son como en el Lema 3.10. Supongamos adema´s por un
momento que el conjunto de todas las componentes de T , CT , es un subconjunto de
=(E,F ). En ese caso todo operador T -escalonado pertenecera´ a =(E,F ) y el Teorema
de Freudenthal 1.11 concluira´ que el orden-intervalo [0, T ] esta´ incluido en =(E,F ) sin
ma´s que observar que =(E,F ) es cerrado en el espacio de todos los operadores acotados
L(E,F ). Por tanto parece razonable fijarnos en las clases de operadores T : E → F para
las que se tiene CT ⊂ =(E,F ). Una de esas clases es la formada por los operadores M-
de´bilmente compactos (cf. Definicio´n 1.32) pero una justificacio´n de este hecho requiere
previamente la siguiente caracterizacio´n debida a Dodds y Fremlin:
Proposicio´n 3.11. ([17]) Sean E y F ret´ıculos de Banach con F orden continuo y
T : E → F un operador positivo. Son equivalentes:
a) T es M-de´bilmente compacto.
b) La norma operador es orden continua en el intervalo [0, T ] ⊂ Lr(E,F ).
Proposicio´n 3.12. Sea E un ret´ıculo de Banach σ-Dedekind completo y F un ret´ıculo
de Banach orden continuo. Sea = un ideal de operadores y T : E → F un operador positivo
M-de´bilmente compacto. Si T ∈ =(E,F ) entonces se tiene la inclusio´n CT ⊂ =(E,F ).
Demostracio´n. Tomemos R ∈ (ST )» (ver cap´ıtulo 1); entonces existe una sucesio´n
(Rn)n ⊂ ST ⊂ [0, T ] tal que Rn ↑ R (cf. Proposicio´n 1.12). Por la Proposicio´n 1.3 podemos
escribir 0 ≤ R(x) = supn{Rn(x)} ≤ T (x) para cada x ∈ E+, es decir, R ∈ [0, T ]; adema´s
‖Rn −R‖ → 0 por la Proposicio´n 3.11. Como Rn ∈ =(E,F ) para todo n (cf. Lema 3.10)
y =(E,F ) es cerrado en L(E,F ) resulta que R ∈ =(E,F ); sin embargo R fue tomado
arbitrariamente y por tanto (ST )» ⊂ [0, T ] ∩ =(E,F ). Tomemos ahora arbitrariamente
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un operador R ∈ (ST )»↓ y una red (Rα)α ⊂ (ST )» tal que Rα ↓ R; entonces Rα − R ↓ 0
y por tanto (Rα − R)(x) ↓ 0 para todo x ∈ E+ (cf. [4, Thm. 1.13]). De ah´ı se tiene
que 0 ≤ R(x) ≤ Rα(x) ≤ T (x) para todo x ∈ E+, es decir, R ∈ [0, T ]. Por el pa´rrafo
anterior sabemos que Rα ∈ =(E,F ) para todo α; de nuevo la Proposicio´n 3.11 muestra
que R ∈ =(E,F ). As´ı (ST )»↓ ⊂ [0, T ] ∩ =(E,F ). A partir de aqu´ı se obtiene de forma
similar la inclusio´n (ST )»↓↑ ⊂ [0, T ] ∩ =(E,F ), y la demostracio´n se concluye usando la
Proposicio´n 1.12. ¤
Notemos que la Proposicio´n 3.12 no es cierta en general; para verlo basta considerar
los operadores S1, S2 y T del Ejemplo 2.15 y observar que S1 y S2 son componentes de T .
Una vez probada la Proposicio´n 3.12 parece lo´gico enfocar nuestra atencio´n en aquellas
condiciones sobre los ret´ıculos E y F que hagan que todo operador regular entre E y F sea
M-de´bilmente compacto. La Proposicio´n 1.46 a´ısla dos de esas condiciones lo que permite
resumir las ideas anteriores en la siguiente
Proposicio´n 3.13. Sean E y F ret´ıculos de Banach con E σ-Dedekind completo e
= un ideal de operadores arbitrario. Sea T : E → F un operador positivo T ∈ =(E,F ).
Supongamos que ocurre una de las dos condiciones siguientes:
a) s(E) > σ(F ).
b) E ′ es orden continuo y F tiene la propiedad de Schur positiva.
Entonces [0, T ] ⊆ =(E,F ).
Demostracio´n. Tomemos un operador arbitrario S ∈ [0, T ]. El operador T es M-
de´bilmente compacto por la Proposicio´n 1.46. Por otra parte, el Teorema de Freudenthal
1.11 garantiza la existencia de una sucesio´n (Sn)n de operadores T -escalonados satisfa-
ciendo 0 ≤ Sn ↑ S y 0 ≤ S − Sn ≤ T/n para todo n. Ahora, de la definicio´n de operador
T -escalonado, del hecho de que =(E,F ) es espacio vectorial y de que CT ⊂ =(E,F ) (cf.
Proposicio´n 3.12) obtenemos que Sn ∈ =(E,F ) para todo n. Finalmente notemos que de
la desigualdad 0 ≤ S − Sn ≤ T/n resulta (cf. Proposicio´n 1.14) que ‖Sn − S‖ → 0; para
concluir usamos que =(E,F ) es cerrado. ¤
Observacio´n 3.14. En especial usaremos la Proposicio´n 3.13 cuando =(E,F ) =
SS(E,F ).
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3. Mayoracio´n de operadores estrictamente singulares
Claramente la te´cnica que da lugar a la Proposicio´n 3.13 no puede ser extendida a
ret´ıculos con ı´ndices arbitrarios. No obstante parte del trabajo hecho sera´ ba´sico para
probar el Teorema principal de este cap´ıtulo. Antes de enunciarlo recordamos (cf. De-
finicio´n 1.55) que un ret´ıculo de Banach orden continuo E satisface la propiedad de la
divisio´n subsequencial (subsequence splitting property ) si para toda sucesio´n acotada en
norma (fn)n ⊂ E existe una subsuesio´n (nk)k y sucesiones (gk)k, (hk)k con |gk| ∧ |hk| = 0
y fnk = gk + hk tales que i) (gk)k es L-de´bilmente compacto y ii) |hk| ∧ |hl| = 0 si k 6= l.
Teorema 3.15. Sean E y F ret´ıculos de Banach tales que E, F y E ′ son orden
continuos. Supongamos adema´s que E satisface la propiedad de la divisio´n subsecuencial.
Si 0 ≤ T : E → F es un operador SS entonces se tiene la inclusio´n [0, T ] ⊂ SS(E,F ).
Demostracio´n. Supongamos que existe un operador S ∈ [0, T ] que no es SS. Note-
mos en primer lugar que S es DSS por el Teorema 2.14. Queremos llegar a una contra-
diccio´n probando que existe una sucesio´n disjunta en E tal que la restriccio´n de S al
subespacio generado por dicha sucesio´n es un isomorfismo. Hacemos hincapie´ en que este
planteamiento justifica todas las aseveraciones que aparecen a lo largo de la demostracio´n
cuya veracidad depende del “paso a una subsucesio´n si fuese necesario”.
Como S no es SS existe un subespacio cerrado de dimensio´n infinita M ⊆ E y una
constante α > 0 tal que ‖S(x)‖ ≥ α‖x‖ para todo x ∈ M . Claramente no hay pe´rdida
de generalidad en asumir que M es separable. Por la Proposicio´n 1.50 existe un ideal I,
cerrado en E y con unidad de´bil, que contiene aM . As´ı, si i denota la inclusio´n cano´nica de
I en E, es claro que el operador Ti mayora al operador positivo Si y que Ti es SS mientras
que Si no lo es. Por tanto podemos asumir que el propio E tiene unidad de´bil. Como el
subespacio S(M) es separable por ser isomorfo aM , existe de nuevo un ideal J cerrado en
F y con unidad de´bil que contiene a S(M). Notemos que dicho ideal esta´ complementado
en F por una proyeccio´n positiva P (cf. Proposicio´n 1.27). Claramente el operador PT
es SS mientras que PS no lo es, adema´s 0 ≤ PS ≤ PT . Concluimos entonces que no
hay pe´rdida de generalidad en asumir que el propio F tiene unidad de´bil. Por el Teorema
1.49 existen espacios de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′), ideales I y J (en general no
cerrados) de L1(Ω,Σ, µ) y L1(Ω′,Σ′, µ′) respectivamente, normas reticulares ‖ ‖I y ‖ ‖J en
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I y J respectivamente, e isometr´ıas reticulares ψ1 y ψ2 definidas entre E y (I, ‖ ‖I) y entre
F y (J, ‖ ‖J) respectivamente, tales que las inclusiones naturales de I en L1(µ) y de J en
L1(µ′) son continuas y satisfaciendo ‖f‖1 ≤ ‖f‖I y ‖f‖1 ≤ ‖f‖J respectivamente. As´ı, si
0 ≤ S ≤ T : E → F son dos operadores positivos es claro que probar que T es SS implica
S es SS es equivalente a probar que ψ2Tψ
−1
1 : I → J SS implica ψ2Sψ−11 SS (notemos
que ψ1,ψ2 y ψ
−1
1 son operadores positivos por ser isometr´ıas reticulares y que por tanto
se tiene 0 ≤ ψ2Sψ−11 ≤ ψ2Tψ−11 ). Resumiendo, podemos asumir que tanto E como F son
ideales de los espacios L1(Ω,Σ, µ) y L1(Ω′,Σ′, µ′) respectivamente para ciertos espacios
de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′).
Notemos que el operador composicio´n jT : E → L1(µ′) es SS siendo j la inclusio´n
cano´nica de F en L1(µ′). La Proposicio´n 3.13 garantiza entonces que el operador jS
tambie´n es SS puesto que la norma dual de E ′ es orden continua y L1(µ′) satisface la
propiedad de Schur positiva (cf. Proposicio´n 1.23). Por la Proposicio´n 3.2 existe un sub-
espacio cerrado de dimensio´n infinita N ⊂ M tal que jS|N : N → L1(µ′) es un operador
compacto; notemos sin embargo que la restriccio´n S|N : N → F es un isomorfismo.
Aserto: N contiene una sucesio´n normalizada de´bilmente nula.
Si este no fuera el caso el espacio N tendr´ıa la propiedad de Schur y por tanto contendr´ıa
una copia isomorfa de l1 (cf. Corolario 1.67); por consiguiente el operador S preservar´ıa
una copia isomorfa de l1 o equivalentemente una copia reticular de l1 por ser F orden
continuo y ser S positivo (cf. Corolario 1.39). Sin embargo eso no es posible porque S es
DSS. Es interesante hacer notar que el subespacio N , y por tanto el subespacio S(N),
son reflexivos. En efecto, acabamos de ver que N no puede contener copia isomorfa de
l1. Por otro lado, si N contuviese una copia isomorfa de c0 entonces S preservar´ıa una
copia isomorfa de c0 o equivalentemente una copia reticular de c0 (cf. Teorema 1.36).
Sin embargo esto no es posible ya que S es DSS. Finalmente la orden continuidad de E
junto con [45, Thm. 1.c.5] implican que N es reflexivo (tambie´n se puede usar la orden
continuidad de F para probar que S(N) es reflexivo).
As´ı pues, podemos tomar en N una sucesio´n normalizada y de´bilmente nula, (fn)n.
Probemos a continuacio´n varias propiedades relativas a la sucesio´n (fn)n que nos llevara´n
a una contradiccio´n con el hecho de que S es DSS.
(1) ‖Sfn‖1 → 0.
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En efecto, como jS : N → L1(µ′) es un operador compacto existe una subsucesio´n
(nk)k tal que (Sfnk)k converge en la norma ‖ ‖1 a alguna g ∈ L1(µ′). Notemos ahora que
g = 0 puesto que (fnk)k es de´bilmente nula y S es continuo (cf. Proposicio´n 1.62).
(2) (S(fn))n * MF (ε) para ningu´n ε > 0 donde MF (ε) es un conjunto de Kadec-
Pelczynski.
En efecto, si (S(fn))n ⊆ MF (ε) para algu´n ε > 0, entonces ‖Sfn‖1 ≥ ε2‖Sfn‖ (ver
Proposicio´n 1.69), y as´ı ‖Sfn‖ → 0 por (1); esto a su vez implica que ‖fn‖ → 0 puesto que
S es un isomorfismo sobre el subespacio [fn], lo cual es una contradiccio´n con la eleccio´n
inicial de (fn)n.
As´ı por el me´todo de disjuntificacio´n de Kadec-Pelczynski (cf. Proposicio´n 1.69) existe
una subsucesio´n (nj)j y una sucesio´n disjunta (zj)j ⊂ F tales que
∞∑
j=1
‖zj − Sfnj‖ < ∞;
por tanto, pasando a una subsucesio´n si necesario podemos asumir que (fn)n, (Sfn)n y
(zn)n son sucesiones ba´sicas incondicionales equivalentes (la incondicionalidad se deriva
del hecho de que (zn)n es disjunta y de la Proposicio´n 1.64).
(3) Existe δ > 0 tal que N ⊆ME(δ).
De lo contrario podemos usar la Proposicio´n 1.69 para encontrar una sucesio´n disjunta
(wj)j en E y una sucesio´n normalizada (rj) ⊆ N que son equivalentes, ma´s au´n tales que
la serie
∞∑
j=1
‖rj − wj‖ es convergente. Como S es invertible en el subespacio N tenemos∥∥∥∥S( ∞∑
j=1
ajrj
)∥∥∥∥ ≥ α∥∥∥∥ ∞∑
j=1
ajrj
∥∥∥∥; adema´s, dado que (wj)j es disjunta y seminormalizada existe
una constante β <∞ tal que |al| ≤ β
∥∥∥∥ ∞∑
j=1
ajwj
∥∥∥∥ para todo natural l. Notemos que existe
una subsucesio´n (jk)k tal que
∞∑
k=1
‖rjk − wjk‖ < ε/2C, donde C es la constante ba´sica de
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(rj)j y ε < min
{
1,
α
2‖S‖β
}
. As´ı
∥∥∥∥S( ∞∑
k=1
ajkwjk
)∥∥∥∥ ≥ ∥∥∥∥S( ∞∑
k=1
ajkrjk
)∥∥∥∥− ∥∥∥∥S( ∞∑
k=1
ajkrjk −
∞∑
k=1
ajkwjk
)∥∥∥∥
≥ α
∥∥∥∥ ∞∑
k=1
ajkrjk
∥∥∥∥− ‖S‖ β∥∥∥∥ ∞∑
k=1
ajkwjk
∥∥∥∥ ( ∞∑
k=1
‖rjk − wjk‖
)
≥ αK−1
∥∥∥∥ ∞∑
k=1
ajkwjk
∥∥∥∥− ε ‖S‖β ∥∥∥∥ ∞∑
k=1
ajkwjk
∥∥∥∥
≥
(
αK−1 − ε‖S‖β
) ∥∥∥∥ ∞∑
k=1
ajkwjk
∥∥∥∥,
donde K = (1 + ε) es la constante de equivalencia entre (rj)j y (wj)j. Consecuentemente
el operador S no es DSS, contradiccio´n.
(4) Como por hipo´tesis E satisface la propiedad de la divisio´n subsecuencial podemos
asumir, pasando a una subsucesio´n si es necesario, que existen sucesiones (gn)n y (hn)n en
E tales que (hn)n es disjunta, (gn)n es equi-integrable, y fn = hn + gn con |hn| ∧ |gn| = 0
para todo n (notemos que se usa impl´ıcitamente el Lema 1.54).
(5) ‖hn‖1 → 0 y ‖Shn‖1 → 0.
En efecto, la sucesio´n (hn)n es acotada en norma por ser |hn| ≤ |fn| para todo n; ma´s
au´n es de´bilmente convergente a cero por ser la norma de E ′ orden continua (cf. Propo-
sicio´n 1.30). Se sigue que (|hn|)n converge a cero para la topolog´ıa de´bil de L1(µ) puesto
que la inclusio´n de E en L1(µ) es continua para las topolog´ıas de´biles (cf. Proposicio´n
1.62). Finalmente ‖hn‖1 → 0 por la Proposicio´n 1.23. Ahora que la sucesio´n (S|hn|)n es
de´bilmente nula se sigue del hecho de que (|hn|)n es de´bilmente nula y S es un operador
continuo (cf. Proposicio´n 1.62), y considerando la inclusio´n continua de F en L1(µ′) y
argumentando como antes se concluye que ‖Shn‖1 → 0.
(6) La serie
∞∑
n=1
anfn es ‖ ‖1-convergente si y so´lo si es convergente en E.
En efecto, esto es consecuencia inmediata de (3).
(7) (fn)n y (gn)n son sucesiones ba´sicas equivalentes con la norma ‖ ‖1 y por tanto
equivalentes cuando (fn)n se considera como una sucesio´n en E y (gn)n como una sucesio´n
en L1(µ).
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En efecto, notemos que ‖fn − gn‖1 = ‖hn‖1 → 0 por (5). As´ı, pasando a una subsu-
cesio´n si es necesario, podemos suponer que
∞∑
n=1
‖fn − gn‖1 es convergente. El resultado
de perturbacio´n (cf. Proposicio´n 1.64) prueba la primera parte. En cuanto a la segunda
basta usar (6) y la primera parte.
(8) (Sfn)n y (Shn)n son sucesiones ba´sicas equivalentes en F .
La sucesio´n (gn)n es acotada en norma ya que |gn| ≤ |fn| para todo n, adema´s es
equi-integrable por (4); por tanto S(gn) es equi-integrable (cf. Lema 1.56). Por otro lado
la igualdad Sgn = Sfn − Shn junto con (1) y (5) implica que ‖Sgn‖1 → 0. De ambas
cosas se deduce que ‖Sgn‖ → 0 sin ma´s que usar el Lema 1.59. Por tanto, pasando a una
subsucesio´n si es necesario, podemos asumir que
∞∑
n=1
‖Sfn−Shn‖ es una serie convergente.
Se concluye usando el resultado de perturbacio´n 1.64.
(9) (hn)n y (gn)n son sucesiones ba´sicas incondicionales equivalentes; adema´s la con-
vergencia de la serie
∞∑
n=1
anhn implica la convergencia de la serie
∞∑
n=1
anfn.
Para probar esto notemos primeramente que la sucesio´n (hn)n es seminormalizada; en
efecto, de lo contrario existir´ıa una subsucesio´n (hnk = fnk − gnk)k convergente a cero.
Es fa´cil ver que en ese caso la equi-integrabilidad de (gnk)k es heredada por (fnk)k y por
tanto por (Sfnk)k (cf. Lema 1.56); usando (1) y el Lema 1.59 se obtiene que ‖S(fnk)‖ → 0
o equivalentemente que ‖fnk‖ → 0, lo cual es imposible. Por consiguiente (hn)n es una
sucesio´n ba´sica seminormalizada y adema´s incondicional por ser disjunta.
Igualmente la sucesio´n (gn)n es seminormalizada porque de lo contrario existir´ıa una sub-
sucesio´n (nk)k tal que
∞∑
k=1
‖fnk−hnk‖ ser´ıa convergente. Razonando como en (3) llegar´ıamos
a poder invertir el operador S en el subespacio [hnk ], lo cual es imposible ya que S es DSS.
Por otro lado (gn)n es de´bilmente nula porque (fn)n y (hn)n lo son, as´ı, por el principio
de seleccio´n de Bessaga-Pelczynski (cf. [44, Lem. 1.a.6]) podemos asumir que, pasando a
una subsucesio´n si es necesario, la sucesio´n (gn)n es ba´sica.
Probemos a continuacio´n que ambas sucesiones ba´sicas son equivalentes. Para ello
supongamos primero que
∞∑
n=1
angn es una serie convergente en E; entonces es convergente
con la norma ‖ ‖1 y la serie
∞∑
n=1
anfn es convergente en E por (7). La igualdad hn = fn−gn
para todo n implica que la serie
∞∑
n=1
anhn es tambie´n convergente. Rec´ıprocamente, si la
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serie
∞∑
n=1
anhn converge en E tambie´n lo hace la serie
∞∑
n=1
anShn puesto que S continuo;
usando (8) se obtiene que
∞∑
n=1
anSfn es convergente y lo mismo se puede decir de
∞∑
n=1
anfn
dado que S es invertible en el subespacio [fn]. De nuevo la igualdad gn = fn − hn para
todo n muestra que
∞∑
n=1
angn es convergente en E.
(10) Existe una constante λ > 0 tal que para todo entero n y para toda sucesio´n finita
(ai)
n
i=1 de nu´meros reales se tiene
∥∥∥∥∑ni=1 aifi∥∥∥∥ ≥ λ∥∥∥∥∑ni=1 aihi∥∥∥∥
En efecto, tomemos arbitrariamente un entero n y una sucesio´n finita (ai)
n
i=1 de nu´me-
ros reales. La sucesio´n (fn)n es una sucesio´n ba´sica incondicional por (2), llamemos K
a su constante incondicional. Para toda sucesio´n finita (εi)
n
i=1 con valores en {−1, 1} se
cumple la desigualdad
∥∥∥∥ n∑
i=1
εiaifi
∥∥∥∥ ≤ K∥∥∥∥ n∑
i=1
aifi
∥∥∥∥ (cf. Proposicio´n 1.65). Por tanto
∥∥∥∥ n∑
i=1
aifi
∥∥∥∥ ≥ K−1 Average
ε=±1
∥∥∥∥ n∑
i=1
εiaifi
∥∥∥∥ = K−1 2−n ∑
εi=±1
∥∥∥∥ n∑
i=1
εiaifi
∥∥∥∥
= K−1
∫ 1
0
∥∥∥∥ n∑
i=1
aifiri(t)
∥∥∥∥dt ≥ K−1∥∥∥∥∫ 1
0
∣∣∣∣ n∑
i=1
aifiri(t)
∣∣∣∣dt∥∥∥∥
donde la u´ltima desigualdad se debe a que E es 1-convexo y (ri)i es la sucesio´n de las
funciones Rademacher en [0, 1]. Adema´s, por la desigualdad de Khintchine (cf. [45, Thm.
1.d.6]), tenemos
C
( n∑
i=1
∣∣aifi∣∣2)12 ≤ ∫ 1
0
∣∣∣∣ n∑
i=1
aifiri(t)
∣∣∣∣dt,
para alguna constante C > 0.
Usando ahora la monoton´ıa de la norma de E, que |fn| ≥ |hn| para todo n y que (hn)n
es disjunta se obtiene
∫ 1
0
∥∥∥∥ n∑
i=1
aifiri(t)
∥∥∥∥dt ≥ ∥∥∥∥ ∫ 1
0
∣∣∣∣ n∑
i=1
aifiri(t)
∣∣∣∣dt∥∥∥∥ ≥ C∥∥∥∥( n∑
i=1
∣∣aifi∣∣2)12∥∥∥∥
= C
∥∥∥∥( n∑
i=1
∣∣ai∣∣2∣∣fi∣∣2)12∥∥∥∥ ≥ C∥∥∥∥( n∑
i=1
∣∣ai∣∣2∣∣hi∣∣2)12∥∥∥∥
= C
∥∥∥∥ n∑
i=1
|ai||hi|
∥∥∥∥ = C∥∥∥∥ n∑
i=1
aihi
∥∥∥∥.
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Finalmente tomando λ = CK−1 concluimos que∥∥∥∥ n∑
i=1
aifi
∥∥∥∥ ≥ λ∥∥∥∥ n∑
i=1
aihi
∥∥∥∥,
para toda sucesio´n finita de nu´meros reales (ai)
n
i=1.
(11) (hn)n y (fn)n son sucesiones ba´sicas equivalentes en E.
En efecto, sea λ la constante en (10); si la serie
∞∑
n=1
anfn converge, entonces para un
ε > 0 dado existe un entero m tal que
∥∥∥∥ n∑
k=p
akfk
∥∥∥∥ ≤ λ ε para n ≥ p ≥ m. Adema´s la
desigualdad en (10) muestra que
(
n∑
k=1
akhk
)
n
es una sucesio´n de Cauchy y por tanto
convergente en E. Por otra parte, si la serie
∞∑
n=1
anhn converge entonces
∞∑
n=1
anfn converge
por (9).
(12) La restriccio´n de S al subespacio [hn] es un isomorfismo y por tanto S no es DSS.
En efecto, si β1 y β2 son las constantes de equivalencia en (8) y (11) respectivamente,
entonces ∥∥∥∥S( ∞∑
n=1
anhn
)∥∥∥∥ = ∥∥∥∥ ∞∑
n=1
anShn
∥∥∥∥ ≥ β1∥∥∥∥ ∞∑
n=1
anSfn
∥∥∥∥
≥ αβ1
∥∥∥∥ ∞∑
n=1
anfn
∥∥∥∥ ≥ αβ1β2∥∥∥∥ ∞∑
n=1
anhn
∥∥∥∥.
As´ı hemos llegado a una contradiccio´n con el hecho de que el operador S es disjuntamente
singular, y dicha contradiccio´n concluye la prueba. ¤
Es interesante notar que la demostracio´n del Teorema 3.15 se abrevia bastante si en
la misma podemos garantizar que no solo es de´bilmente continua la sucesio´n (fn)n sino
que tambie´n lo es la sucesio´n de valores absolutos (|fn|)n (en general las operaciones de
ret´ıculo no son de´bilmente secuencialmente continuas, por ejemplo, la sucesio´n (rn)n de
las funciones de Rademacher en Lp[0, 1], 1 ≤ p < ∞ es de´bilmente nula mientras que la
sucesio´n (|rn|)n no lo es):
Proposicio´n 3.16. Sean E y F ret´ıculos de Banach orden continuos con E ato´mico
y sea T : E → F un operador positivo y SS. Entonces [0, T ] ⊂ SS(E,F ).
Demostracio´n. Exactamente igual que en la demostracio´n del Teorema 3.15 pode-
mos suponer que E y F son ideales de L1(Ω,Σ, µ) y L1(Ω′,Σ′, µ′) respectivamente para
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ciertos espacios de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′).
Supongamos que existe un operador S ∈ [0, T ] tal que S no es SS. Entonces S es inver-
tible en un subespacio cerrado M ⊂ E de dimensio´n infinita. Al igual que en la prueba
del Teorema 3.15 podemos suponer que enM existen sucesiones normalizadas de´bilmente
nulas. Sea pues (fn)n ⊂M una de esas sucesiones. Como E es ato´mico y orden continuo,
podemos asegurar que la sucesio´n (|fn|)n es de´bilmente nula (cf. [50, Prop. 2.5.23]) y por
tanto convergente a cero para la topolog´ıa de´bil de L1(µ) (cf. Proposicio´n 1.62). Esto a su
vez implica que ‖fn‖1 → 0 sin ma´s que usar la Proposicio´n 1.23. Supongamos ahora que
(fn)n *ME(ε) para ningu´n ε > 0, dondeME(ε) denota un conjunto de Kadec-Pelczynski.
Entonces el mismo razonamiento que usa´bamos en la prueba del Teorema 3.15 nos lle-
var´ıa a concluir que el operador S no es DSS, lo cual no es posible. Por otro lado, si existe
ε > 0 tal que (fn)n ⊂ME(ε) entonces (fn)n converger´ıa a cero puesto que ‖fn‖1 → 0; sin
embargo eso no es posible segu´n se ha elegido (fn)n. De ambas contradicciones se deduce
que S debe ser SS. ¤
Observacio´n 3.17. En la Proposicio´n 3.16 no es necesaria la hipo´tesis de orden
continuidad para la norma dual de E ′.
Corolario 3.18. Sean E y F ret´ıculos de Banach con F orden continuo y sea
T : E → F un operador positivo SS. Entonces [0, T ] ⊂ SS(E,F ) si se cumple una
de las siguientes condiciones:
a) E es ato´mico y orden continuo.
b) E tiene la propiedad de la divisio´n subsecuencial y E ′ es orden continuo.
Demostracio´n. La suficiencia de las condiciones a) y b) se ha visto en la Proposicio´n
3.16 y el Teorema 3.15 respectivamente. ¤
Corolario 3.19. Sean E y F ret´ıculos de Banach con F orden continuo y sea T :
E → F un operador positivo SS. Entonces [0, T ] ⊂ SS(E,F ) si se cumple alguna de las
condiciones siguientes:
(i) σ(E) <∞ y E ′ es orden continuo.
(ii) 1 < s(E) ≤ σ(E) <∞.
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(iii) E es un espacio de funciones invariante por reordenamiento que no contiene copia
de c0 y E
′ es orden continuo.
Demostracio´n. Para probar (i) obse´rvese que la condicio´n σ(E) < ∞ implica que
E es q-co´ncavo para algu´n q <∞ (cf. Prop. 1.45) y por tanto que E satisface la propiedad
de la divisio´n subsecuencial ([21]); usar ahora el apartado b) del Corolario 3.18. A partir
de aqu´ı se sigue la suficiencia de la condicio´n (ii) observando que s(E) > 1 implica E ′
orden continuo (cf. Proposicio´n 1.43). Que todo espacio de funciones de reordenamiento
invariante que no contiene copia de c0 satisface la propiedad de la divisio´n subsecuencial
se establece en [72, Cor. 2.6], esto prueba (iii). ¤
Observemos que en el caso [s(E), σ(E)]∩ [s(F ), σ(F )] = ∅ con 1 < s(E) y σ(F ) <∞
se tiene la inclusio´n [0, T ] ⊂ SS(E,F ) cuando T es SS. En efecto, so´lo puede ocurrir una
de estas dos posibilidades: a) σ(F ) < s(E) o b) σ(E) < s(F ). El caso a) se resuelve con
la ayuda de la Proposicio´n 3.13 mientras que para el caso b) basta usar el apartado i) del
Corolario 3.19.
Observacio´n 3.20. En el caso especial en que E sea un ret´ıculo de Banach con la
propiedad de Dunford-Pettis y la propiedad (V) de Pelczynski (cf. [50, Defn. 5.3.1]),
el problema de mayoracio´n por operadores SS tiene siempre una respuesta positiva. En
efecto, en este caso la clase de los operadores SS definidos en E y con valores en F coincide
con la clase de los operadores de´bilmente compactos y con la clase de los operadores c0-
singulares (i.e. los operadores que no son invertibles en ningu´n subespacio de E isomorfo a
c0). Esta equivalencia se obtiene fa´cilmente de resultados conocidos (cf. [50, Prop. 5.3.2]).
Ahora el resultado de dominacio´n para operadors SS se deriva del correspondiente debido
a Wickstead para operadores de´bilmente compactos (cf. [4, Thm. 17.10]). No´tese que por
el Teorema 1.36 un operador preserva una copia de c0 si y so´lo si preserva una copia
reticular de c0.
La clase de los ret´ıculos de Banach que satisfacen simulta´neamente las propiedades
(V) y de Dunford-Pettis contiene todos los espacios C(K) y los M-espacios (cf. [50,
Prop. 3.5.6]). Cabe destacar que otros ret´ıculos de Banach como el de Talagrand ([69])
pertenecen a esta clase.
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Es natural plantearse cua´les son las mı´nimas condiciones que hay que imponer a los
ret´ıculos E y F en el Teorema 3.15 para que la conclusio´n siga siendo cierta. Sabemos que
para ret´ıculos de Banach arbitrarios el problema de mayoracio´n tiene respuesta negativa
sin ma´s que usar los operadores del Ejemplo 2.15 y la Proposicio´n 3.4. Ma´s au´n, se tiene
el siguiente resultado ana´logo al que se dio para operadores DSS (cf. Proposicio´n 2.21)
Proposicio´n 3.21. Sean E y F dos ret´ıculos de Banach, F σ-Dedekind completo.
Supongamos que todo operador positivo de E en F dominado por un operador SS es
tambie´n SS. Entonces debe ocurrir al menos una de las dos condiciones siguientes:
i) La norma dual de E ′ es orden continua.
ii) La norma de F es orden continua.
En otras palabras, si tanto E ′ como F no son orden continuos entonces es posible
encontrar dos operadores 0 ≤ S ≤ T : E → F tales que T es SS pero S no lo es.
Observemos que en los ejemplos previos los ret´ıculos E y F distan mucho de cumplir
las condiciones del Teorema 3.15. Ma´s interesante resulta el siguiente:
Ejemplo 3.22. Existen operadores 0 ≤ R ≤ P : L2[0, 1]→ l∞ tales que P es SS y R
no lo es.
En efecto, consideremos el operador compacto positivo T : L1[0, 1] → l∞ definido
por Tf = (
∫
f)(1, 1, 1, . . . ). Siendo L1[0, 1] separable existe una sucesio´n densa (hn)n
en BL1[0,1] y una sucesio´n de funcionales (h
′
n)n en BL∞[0,1] satisfaciendo h
′
n(hn) = ‖hn‖
para todo n, tales que el operador S : L1[0, 1] → l∞ definido por Sf = (h′n(f))n es una
isometr´ıa lineal (cf. [50, Thm. 2.1.14]). Notemos que L(L1[0, 1], l∞) = Lr(L1[0, 1], l∞)
es un ret´ıculo vectorial Dedekind-completo (cf. Proposiciones 1.20 y 1.16); en particular
existen las partes positiva y negativa S+, S− de S as´ı como el mo´dulo |S|. Adema´s
0 ≤ S+, S− ≤ |S|. Para un n fijo y una g ∈ L1[0, 1] tenemos la siguiente fo´rmula (cf.
Proposicio´n 1.3)
< |h′n|, |g| > = sup {|h′n(r)| : 0 ≤ |r| ≤ |g|} ≤ sup{‖Sr‖ : 0 ≤ |r| ≤ |g|} =
= sup {‖r‖1 : 0 ≤ |r| ≤ |g|} ≤ ‖g‖1 =
∫
|g|,
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as´ı (< |h′n|, |g| >)n ≤ (
∫ |g|)(1, 1, 1, . . . ) = T (|g|).
Por tanto para un elemento positivo f ∈ E tenemos
|S|f = sup {|Sg| : 0 ≤ |g| ≤ f} = sup {|(h′n(g))n| : 0 ≤ |g| ≤ f} ≤
≤ sup {(< |h′n|, |g| >)n : 0 ≤ |g| ≤ f} ≤ sup {T |g| : 0 ≤ |g| ≤ f} ≤ Tf.
En consecuencia se tiene 0 ≤ S+, S− ≤ |S| ≤ T . Si i denota la inclusion cano´nica de
L2[0, 1] en L1[0, 1] y (rn)n es la sucesio´n de las funciones Rademacher, entonces el operador
Si no es SS puesto que S es una isometr´ıa y la inclusio´n i no es SS. Se sigue que (Si)+
y (Si)− no pueden ser simulta´neamente SS. Por otra parte el operador Ti es compacto
y claramente 0 ≤ (Si)+, (Si)− ≤ |Si| ≤ |S|i ≤ Ti. Para concluir tomemos P = Ti y
R = (Si)+ (no´tese que L2[0, 1] = E satisface todas las condiciones del Teorema 3.15).
Es bien sabido que L2[0, 1] y l2 no son reticularmente isomorfos, en otras palabras no
existe un isomorfismo de ret´ıculos entre ambos ret´ıculos de Banach (no´tese por ejemplo
que en L2[0, 1] las operaciones de ret´ıculo no son de´bilmente secuencialmente continuas
mientras que en l2 s´ı lo son). Es interesante que el Ejemplo 3.22 nos permite afirmar algo
ma´s, en concreto se tiene la siguiente:
Proposicio´n 3.23. No existe ningu´n isomorfismo regular entre l2 y L2[0, 1].
Demostracio´n. Supongamos lo contrario, es decir que existe un isomorfismo regular
φ : l2 → L2[0, 1]. Entonces existe |φ| (cf. Proposicio´n 1.3). Sean T y S los operadores
definidos en el Ejemplo 3.22 y sea i la inclusio´n cano´nica de L2[0, 1] en L1[0, 1]. Clara-
mente el operador Ti|φ| : l2 → l∞ es compacto y el operador Siφ : l2 → l∞ preserva
una copia de l2. Notemos que el mo´dulo |Siφ| existe por las Proposiciones 1.20 y 1.3;
adema´s |Siφ| ≤ |Si||φ| ≤ (|S|)i(|φ|) ≤ Ti|φ|. Los operadores (Siφ)+ y (Siφ)− no pueden
ser simulta´namente SS porque Siφ no lo es, por tanto los operadores (Siφ)+ y (Siφ)− no
pueden ser simulta´neamente DSS por la Proposicio´n 3.4. Por otra parte el operador Ti|φ|
es M-de´bilmente compacto por ser compacto y ser (l2)′ = l2 orden continuo (cf. Proposi-
cio´n 1.30); se sigue entonces que tanto (Siφ)+ como (Siφ)− son M-de´bilmente compactos
y por tanto DSS. Llegamos as´ı a una contradiccio´n. ¤
A la vista del Ejemplo 3.22 es claro que cualquier mejora del Teorema 3.15 pasa necesa-
riamente por debilitar las hipo´tesis sobre E, no sobre F . Por otro lado que dichas hipo´tesis
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no son necesarias es claro: basta tomar un L-espacio E y un ret´ıculo reflexivo F para ver
que el problema se resuelve trivialmente puesto que en ese caso todo operador acotado
es Dunford-Pettis y de´bilmente compacto, y por consiguiente estrictamente singular (cf.
Proposicio´n 3.3). En cuanto a la condicio´n de la propiedad de la divisio´n subsecuencial
no sabemos si es superflua o no en general, aunque s´ı lo es en alguna situacio´n particular:
Proposicio´n 3.24. Sean E y F ret´ıculos de Banach tales que las normas de E, E ′
y F son orden continuas. Supongamos que E ↪→ F y denotemos la inclusio´n por J . Sea
T : E → F un operador positivo tal que 0 ≤ J ≤ T. Si T es SS entonces J es SS.
Demostracio´n. Asumimos todas las reducciones hechas en el Teorema 3.15. Si J no
es SS podemos encontrar un subespacio cerrado M ⊂ E de dimensio´n infinta tal que J es
invertible en M , es decir, tal que la norma de E y la norma de F son equivalentes en M .
Como en la prueba del Teorema 3.15 podemos encontrar un subespacio cerrado N ⊂ M
de dimensio´n infinita tal que J : N → L1(Ω′,Σ′, µ′) es compacto. Tomemos una sucesio´n
normalizada de´bilmente nula (tn)n en N . Podemos asumir que (tn)n * ME(δ) para todo
δ > 0. En efecto, de otro modo tendr´ıamos ‖tn‖1 ≥ δ2‖tn‖E y por tanto ‖tn‖1 ≥ δ2K‖tn‖F
ya que la inclusio´n J es continua por ser positiva (cf. Proposicio´n 1.14) y donde K es
la constante de equivalencia entre las normas de E y F sobre M . La compacidad de
J : N → L1(µ′) junto con la equivalencia de normas en N lleva a contradiccio´n con la
eleccio´n inicial de (tn)n. Una vez asumido que (tn)n *ME(δ) para todo δ > 0, el proceso
de disjuntificacio´n de Kadec-Pelczynski (cf. Proposicio´n 1.69) nos lleva como en la prueba
del Teorema 3.15 a concluir que el operador J no es DSS. Contradiccio´n. ¤
Al igual que hicimos en el cap´ıtulo 2 con los operadores DSS, pasamos a considerar el
caso E = F y a estudiar cual es el mı´nimo exponente n para el cual un operador positivo
S dominado por otro operador T que sea SS cumple que Sn es SS, todo ello rebajando
respecto al Teorema 3.15 las condiciones sobre E. El resultado obtenido es ma´s de´bil que
los obtenidos para los operadores DSS. Comenzamos con el siguiente:
Ejemplo 3.25. Existe un espacio de Banach E tal que E ′ es orden continuo y dos
operadores positivos 0 ≤ R˜ ≤ P˜ : E → E tales que R˜ es SS y P˜ no lo es.
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En efecto, consideremos E = L2[0, 1] ⊕ l∞ y los operadores 0 ≤ R˜ ≤ P˜ : E → E
definidos via las matrices
S˜ =
(
0 0
R 0
)
T˜ =
(
0 0
P 0
)
donde R y P son los operadores definidos en el Ejemplo 3.22. Claramente P˜ es SS y R˜
no lo es.
No´tese que en el ejemplo previo R˜2 es SS puesto que es el operador cero. En general
podemos dar el siguiente resultado en el que la propiedad de la divisio´n subsequencial es
eliminada.
Proposicio´n 3.26. Sea E un ret´ıculo de Banach orden continuo con dual E ′ orden
continuo y sean 0 ≤ S ≤ T : E → E. Si T es SS entonces S2 es SS.
Demostracio´n. Asumimos las reducciones hechas en la prueba del Teorema 3.15.
Sea M un subespacio cerrado de E de dimensio´n infinita elegido arbitrariamente. Necesa-
riamente se tiene que verificar una de las dos condiciones excluyentes dadas a continuacio´n:
a) S es invertible en M , o b) S no es invertible en M .
Comencemos por b); en ese caso podemos elegir una sucesio´n normalizada (tn)n tal que
‖Stn‖ → 0, y por tanto tal que ‖S2(tn)‖ → 0. Es claro entonces que S2 no puede ser inver-
tible en M ya que ‖tn‖ = 1 para todo n. Supongamos ahora que se verifica a); como en la
demostracio´n del Teorema 3.15, podemos tomar una sucesio´n normalizada y de´bilmente
nula en M , (tn)n, tal que (tn), (Stn)n y (zn) son sucesiones ba´sicas incondicionales equi-
valentes, donde (zn) es una sucesio´n disjunta en E satisfaciendo
∞∑
n=1
‖Stn − zn‖ <∞. Por
otro lado S es un operador DSS por serlo T (cf. Teorema 2.14), y as´ı por la Proposicio´n
2.2 podemos encontrar una sucesio´n bloque normalizada de (zn)n que denotamos (wn)n
tal que la restriccio´n S|[wn] : [wn]→ E es compacta, de hecho ‖S(wn)‖ → 0. Denotemos
wj =
nj+1∑
k=nj+1
ajkzk y pj =
nj+1∑
k=nj+1
ajktk.
Claramente
nj+1∑
k=nj+1
‖Stk − zk‖ →
j
0 ya que
∞∑
n=1
‖Stn − zn‖ <∞.
Por otra parte, de la equivalencia entre (tn), (Stn) y (zn) se obtiene que ı´nfj ‖pj‖ > 0 y
que ı´nfn ‖zn‖ > 0, y de ah´ı que supj{|ak| : nj + 1 ≤ k ≤ nj+1} < ∞ gracias a que la
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sucesio´n (wn)n es normalizada. Llamemos a dicho supremo β. A partir de la desigualdad
‖S2(pj)‖ =
∥∥∥∥S( nj+1∑
k=nj+1
ajkStk
)∥∥∥∥ ≤ ∥∥∥∥S( nj+1∑
k=nj+1
ajk(Stk − zk)
)∥∥∥∥+ ∥∥∥∥S( nj+1∑
k=nj+1
ajkzk
)∥∥∥∥
≤ ‖S‖β
( nj+1∑
k=nj+1
‖Stk − zk‖
)
+ ‖Swj‖,
se obtiene que ‖S2(pj)‖ →
j
0 y por tanto que el operador S2 no es un isomorfismo cuando se
restringe aM . Como tanto a) como b) implican que S2 no es invertible sobre el subespacio
M , que fue tomado arbitrariamente, se concluye que S2 es SS. ¤
4. Operadores estrictamente cosingulares. Mayoracio´n
En el Cap´ıtulo segundo hemos considerado la clase “dual”de los operadores RSS y el
problema de mayoracio´n en la misma. A continuacio´n vamos a considerar el problema de
mayoracio´n en la clase “dual”de la de los operadores estrictamente singulares, es decir
la formada por los operadores estrictamente cosingulares (o de Pelczynski) que fueron
introducidos por Pelczynski en [57].
Para justifiacar la definicio´n de operador estrictamente cosingular recordemos que un
operador T entre dos espacios de Banach X e Y es estrictamente singular si y so´lo si para
ningu´n espacio de Banach W de dimensio´n infinita existen iX : W → X e iY : W → Y
isomorfismos sobre sus ima´genes tales que TiX = iY . Usando dualidad y la Proposicio´n
1.63 se tiene la siguiente:
Definicio´n 3.27. Sean X e Y espacios de Banach. Un operador T : X → Y es
estrictamente cosingular si para ningu´n espacio de BanachW de dimensio´n infinita existen
pX : X → W y pY : Y → W operadores sobreyectivos tales que pY T = pX .
En otras palabras, T : X → Y es estrictamente cosingular si para todo subespacio Z
de Y de codimensio´n infinita la composicio´n piZT : X → Y/Z no es sobreyectiva.
Ejemplo cla´sico de operador estrictamente cosingular es la inclusio´n cano´nica J : c0 →
l∞ ([57]). La clase de los operadores estrictamente cosingulares entre dos espacios de
Banach X e Y se denotara´ por SCS(X,Y ). Dicha clase es un ideal de operadores (cf. [61,
Thm. 6.5 y 6.6]) que contiene a los operadores compactos. Propiedades de SCS(X,Y ) se
pueden encontrar en [57], [58] y [61]. Ejemplos de operadores estrictamente consingulares
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que no sean compactos son todos los operadores T : X → L1(µ) que sean de´bilmente
compactos y no compactos (en particular las inclusiones Lp[0, 1] ↪→ L1[0, 1] con p > 1).
Proposicio´n 3.28. (cf. [57, I.2.Prop.3]) Sean X e Y espacios de Banach y un ope-
rador T : X → Y .
i) Si T ′ es estrictamente cosingular entonces T es SS.
ii) Si T ′ es SS entonces T es estrictamente cosingular.
iii) Supongamos que T es de´bilmente compacto. Si T es estrictamente cosingular entonces
T ′ es SS.
iv) Supongamos que X es reflexivo. Si T es SS entonces T ′ es estrictamente cosingular.
En general el problema de mayoracio´n de operadores estrictamente cosingulares entre
dos ret´ıculos de Banach tiene respuesta negativa. En efecto, si S1, S2 : l
1 → L∞[0, 1]
y T : l1 → L∞[0, 1] son los operadores definidos en el Ejemplo 2.15, entonces T ′ es
compacto y por tanto estrictamente cosingular; por otra parte los operadores S ′1 y S
′
2 no
pueden ser simulta´neamente estrictamente cosingulares porque de lo contrario el operador
sobreyectivo S ′ ser´ıa estrictamente cosingular lo cual implicar´ıa que S ser´ıa SS, y eso es
imposible. No´tese que 0 ≤ S ′1, S ′2 ≤ T ′.
Teorema 3.29. Sean E y F ret´ıculos de Banach tales que E ′ es orden continuo. Sea
T ∈ SCS(E,F ) un operador positivo. Entonces se tiene la inclusio´n [0, T ] ⊂ SCS(E,F )
si ocurre alguna de las siguientes condiciones:
a) F ′ es ato´mico con norma dual orden continua y F ′′ es un espacio KB.
b) F y F ′ son espacios KB y F ′ satisface la propiedad de la divisio´n subsecuencial.
Demostracio´n. Sea S : E → F un operador positivo dominado por T . Notemos
que basta probar que T es de´bilmente compacto. En efecto, en tal caso el uso conjunto
de la Proposicio´n 3.28, la Proposicio´n 1.43 y el Teorema 3.18 da por resultado que S es
estrictamente cosingular. Notemos tambie´n que para que T sea de´bilmente compacto basta
con que E ′ sea orden continuo y F sea un espacio KB (cf. [4, Thm. 17.6]). Obviamente
e´sta es la situacio´n en los apartados a) y b). ¤
Corolario 3.30. Sean E y F ret´ıculos de Banach con E ′ orden continuo, y un
operador positivo 0 ≤ T : E → F estrictamente cosingular. Entonces se tiene la inclusio´n
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[0, T ] ⊂ SCS(E,F ) si ocurre alguna de las siguientes condiciones:
i) σ(F ′) <∞ y F ′′ es un espacio KB.
ii) 1 < s(F ) ≤ σ(F ) <∞.
iii) F ′ es un espacio de funciones de reordenamiento invariante que no contiene copia de
c0 y F
′′ es un espacio KB.
iv) F ′ es un espacio C(K).
Demostracio´n. Al igual que en el Teorema 3.29 basta con probar que T es de´bil-
mente compacto y aplicar el Corolario 3.19. Eso es inmediato en los casos i) y iii). En
cuanto a ii) no´tese que F ′′ es un espacio KB por ser σ(F ′′) < ∞ (cf. Proposicio´n 1.43 y
Proposicio´n 1.30). Por u´ltimo en el caso iv) no´tese que F ′′ es un L-espacio (cf. Proposicio´n
1.21) y por tanto un espacio KB (cf. Observacio´n 1.29). ¤
Observamos que la orden continuidad de E ′ es esencial en el Teorema 3.29. En efecto, si
T, S : L1[0, 1]→ l∞ son los operadores definidos en el Ejemplo 3.22 y J denota la inclusio´n
cano´nica de L2[0, 1] en L1[0, 1], entonces el operador traspuesto (TJ)′ : (l∞)′ → L2[0, 1] es
compacto y por tanto estrictamente cosingular; por otro lado el operador (SJ)′ no puede
ser estrictamente cosingular puesto que SJ no es SS (cf. Proposicio´n 3.28). Se sigue
entonces que los operadores (SJ)+ y (SJ)− no pueden ser simulta´neamente estrictamente
cosingulares; sin embargo 0 ≤ (SJ)+, (SJ)− ≤ (TJ)′ (por supuesto (l∞)′′ no es orden
continuo).
Parte de este cap´ıtulo tercero ha sido presentado en una comunicacio´n en el Congreso
Internacional de Ana´lisis Funcional celebrado en Valencia (Julio de 2000), en homenaje
al Profesor Valdivia.
CAP´ıTULO 4
Operadores delgados. Mayoracio´n
En este cap´ıtulo consideramos la clase de los operadores delgados (“thin”) introducidos
por Neidinger en [51] y [52] en relacio´n con el estudio de factorizacio´n de operadores a
trave´s de espacios lp-saturados. Los operadores delgados constituyen una clase localizada
dentro de la de los operadores estrictamente singulares y conteniendo a la de los opera-
dores compactos. La motivacio´n que nos ha gu´ıado en este cap´ıtulo ha sido el intentar
dar condiciones suficientes para establecer la coincidencia de estas clases cuando traba-
jamos con operadores regulares para extender resultados de Caselles y Gonza´lez en [11].
De ese modo podemos enunciar algu´n resultado de mayoracio´n para operadores delgados
definidos entre espacios concretos. En la segunda parte del cap´ıtulo consideramos opera-
dores regulares integrales y mostramos la igualdad de las clases anteriores con la de los
operadores disjuntamente estrictamente singulares en ciertos espacios.
1. Propiedades ba´sicas
Definicio´n 4.1. Sean W y V subconjuntos de un espacio de Banach X. Decimos que
W absorbe a V si existe λ > 0 tal que V ⊂ λW y que W casi absorbe V si para todo
ε > 0 existe λ > 0 tal que V ⊂ λW + εBX .
Definicio´n 4.2. ([52]) Sean X e Y espacios de Banach y un operador T : X → Y . Se
dice que T es delgado (“thin”) si la bola unidad de cualquier subespacio de Y de dimensio´n
infinita no es casi absorbida por TBX .
Es fa´cil ver, razonando al absurdo, que todo operador delgado es SS. Por otra parte
que todo operador compacto es delgado es consecuencia de que en un espacio de Banach X
todo conjunto V ⊂ X casi-absorbido por un conjunto W ⊂ X relativamente compacto es
relativamente compacto ([52, Thm. 1.3]). Esta propiedad tambie´n es cierta para conjuntos
de´bilmente relativamente compactos. Consecuencia de esto es que para un espacio de
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Banach Y sin subespacios reflexivos todo operador T : X → Y que sea de´bilmente
compacto es delgado ([52, Prop. 2.3]) ( Por ejemplo las inclusiones lp ↪→ c0, con p > 1).
Proposicio´n 4.3. ([52]) Sea un operador T : X → Y . Son equivalentes:
i) TBX absorbe BY . ii) TBX casi absorbe BY . iii) T es sobreyectivo.
Se sigue de la proposicio´n previa que ningu´n operador sobreyectivo es delgado. Por
tanto cualquier operador T : l1 → l2 que sea sobreyectivo es SS pero no es delgado.
Tambie´n se deduce de lo anterior que todo operador T : lp → lq, 1 < p 6= q < ∞ es
delgado, usando que todo subespacio de lq contiene otro subespacio complementado e
isomorfo a lq. Si adema´s p < q entonces se puede tomar T : lp → lq que no sea compacto.
La clase de los operadores delgados es cerrada; adema´s se tiene la siguiente proposicio´n:
Proposicio´n 4.4. Sean X, Y y Z espacios de Banach y los operadores X
T→ Y S→ Z.
Si S es delgado entonces ST es delgado.
Demostracio´n. De lo contrario existe un subespacio de dimensio´n infinita N ⊂ Z
tal que para todo ε > 0 existe λ > 0 satisfaciendo BN ⊂ λS(T (BX)) + εBZ . Por otra
parte, como T (BX) ⊂ ‖T‖BY , resulta que BN ⊂ λS(‖T‖BY )+ εBZ = λ‖T‖S(BY )+ εBZ
y por tanto que S no es delgado. Contradiccio´n. ¤
Proposicio´n 4.5. Sea un operador T : X → Y y M un subespacio complementado en
Y (de dimensio´n infinita) por una proyeccio´n P : Y →M . Si (PT )′ no es un isomorfismo
sobre su imagen entonces BM no es casi absorbida por T (BX).
Demostracio´n. Supongamos lo contrario y sea ε > 0 arbitrario. Tomemos ε′ =
ε
‖P‖ ; entonces existe λ > 0 tal que BM ⊂ λTBX +
ε
‖P‖BY . Como PBM = BM y
PBY ⊂ ‖P‖BM , resulta que BM ⊂ λPTBX + εBM . As´ı el operador PT : X → M es
sobreyectivo (cf. Proposicio´n 4.3) y por tanto el operador traspuesto (PT )′ :M ′ → X ′ es
un isomorfismo sobre su imagen (cf. Proposicio´n 1.63). Contradiccio´n. ¤
2. Relacio´n entre operadores delgados y SS
En esta seccio´n consideramos operadores regulares entre espacios Lp(µ) y espacios de
Ko¨the estudiando condiciones para la equivalencia entre ser delgado y ser SS. Uno de los
objetivos es extender el siguiente resultado de Caselles y Gonza´lez:
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Proposicio´n 4.6. ([11]) Sean (Ω,Σ, µ) y (Ω′,Σ′, µ′) espacios de probabilidad con
1 ≤ q ≤ p <∞ y p 6= 1, y T : Lp(µ)→ Lq(µ′) un operador regular. Entonces T es SS si
y so´lo si T es compacto.
Observacio´n 4.7. La Proposicio´n 4.6 no es cierta si 1 ≤ p < q < ∞: conside´rese
una sucesio´n disjunta normalizada de vectores positivos, (xn)n, en L
p[0, 1] y la proyeccio´n
ortogonal P : Lp[0, 1] → [xn] (cf. Proposicio´n 1.68). Sea tambie´n (yn)n una sucesio´n
disjunta normalizada de vectores positivos en Lq[0, 1]. Si ϕ1 : [xn] → lp es la isometr´ıa
positiva que lleva cada xn al elemento en de la base cano´nica de l
p, ϕ2 : l
q → [yn] es la
isometr´ıa positiva que lleva cada en al elemento yn y J : l
p → lq es el operador inclusio´n,
entonces el operador positivo T = ϕ2Jϕ1P : L
p[0, 1] → Lq[0, 1] es SS por serlo J pero
no es compacto porque la sucesio´n (xn)n es de´bilmente nula, mientras que la sucesio´n
(Txn = yn)n es normalizada.
La Proposicio´n 4.6 tampoco es cierta si el operador T no es regular: conside´rense
2 < q <∞, (yn)n ⊂ Lq[0, 1] y ϕ2 como antes. Sea P : Lq[0, 1]→ [rn] la proyeccio´n sobre
el subespacio generado por las funciones de Rademacher y ϕ1 : [rn] → l2 el isomorfismo
que lleva cada rn al elemento en de la base de l
2. Si J : l2 ↪→ lq es la inclusio´n cano´nica
entonces el operador T : ϕ2Jϕ1P : L
q[0, 1]→ Lq[0, 1] es SS pero no es compacto.
Teorema 4.8. Sean (Ω,Σ, µ) y (Ω′,Σ′, µ′) espacios de probabilidad y 1 < p < ∞,
1 ≤ q < ∞. Si T : Lp(µ) → Lq(µ′) es un operador regular, entonces T es SS si y so´lo si
T es delgado.
Demostracio´n. Dividiremos la prueba en distintos casos.
1) 1 < p = q o´ 1 ≤ q < p <∞. Basta tener en cuenta la Proposicio´n 4.6.
2) 1 < p < q <∞ y q 6= 2.
Supongamos que T : Lp(µ) → Lq(µ′) es SS pero no es delgado; entonces el operador
regular T : Lp(µ) → Lp(µ′) es SS o equivalentemente delgado por el caso anterior. Por
otra parte existe un subespacio de dimensio´n infinita M ⊂ Lq(µ′) tal que para todo
ε > 0 existe λε > 0 con BM ⊂ λεT (BLp(µ)) + εBLq(µ′). Supongamos que M ⊂Mq(δ) para
algu´n δ > 0, donde Mq(δ) es un conjunto de Kadec-Pelczynski. En tal caso se obtiene
‖x‖p ≥ ‖x‖1 ≥ δ2‖x‖q ≥ δ2‖x‖p para todo x ∈ M , es decir M es tambie´n un subespacio
de Lp(µ′). La relacio´n BM ⊂ λεT (BLp(µ))+ εBLq(µ′) implica BM ⊂ λεT (BLp(µ))+ εBLp(µ′),
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de donde se deduce que el operador T : Lp(µ) → Lp(µ′) no es delgado lo cual es una
contradiccio´n.
Supongamos alternativamente que M *Mq(δ) para ningu´n δ > 0. En tal caso, existe
una sucesio´n normalizada (yn)n ⊂ M y una sucesio´n disjunta (zn)n ⊂ Lq(µ′) tales que∞∑
n=1
‖zn − yn‖q < ∞ y satisfaciendo |zn| ≤ |yn| para todo n (cf. Proposicio´n 1.69). El
subespacio [zn] es isomorfo a l
q y adema´s esta´ complementado en Lq(µ′) (cf. Proposicio´n
1.68), de ah´ı se sigue que el subespacio [yn] tambie´n es isomorfo a l
q y esta´ complementado
en Lq(µ′) por una proyeccio´n P (cf. Proposicio´n 1.64). Asumamos que p < 2. Si p′ y q′
denotan respectivamente el conjugado de p y de q, entonces p′ > 2 y por tanto Lp
′
(µ) no
contiene copia de lq
′
(2 6= q′ 6= p′). Si por el contrario suponemos que p ≥ 2, entonces la
desigualdad q > p ≥ 2 implica 2 ≥ p′ > q′ y por tanto Lp′(µ) no contiene copia de lq′ (cf.
[79, pag. 105]). As´ı, en cualquiera de los dos casos llegamos a que (PT )′ : [yn]′ → Lp(µ)′
no es un isomorfismo sobre su imagen. Ahora de la Proposicio´n 4.5 deducimos que B[yn]
no es casi absorbida por PTBLp(µ) , contradiccio´n.
3) 1 < p < q = 2
Supongamos que T : Lp(µ)→ L2(µ′) es SS y no es delgado. Como Lp′(µ) es subproyectivo
y reflexivo el operador traspuesto T ′ : L2(µ′) → Lp′(µ) es SS (Proposicio´n 3.7); y como
T no es delgado existe un subespacio de dimensio´n infinita M ⊂ L2(µ′) tal que T (BLp(µ))
casi absorbe BM . Sea P la proyeccio´n de L
2(µ′) enM . El operador (PT )′ :M ′ → Lp′(µ) es
SS por serlo T ′ y de la Proposicio´n 4.5 se sigue que BM no es casi absorbida por T (BLp(µ)),
lo que es una contradiccio´n. ¤
Damos a continuacio´n varios ejemplos que complementan el resultado anterior:
Ejemplo 4.9. Un operador T : L∞[0, 1]→ L∞[0, 1] que es SS pero no es delgado.
Sea Q : L∞[0, 1] → L2[0, 1] un operador sobreyectivo. Para ver que tal operador
existe consideremos un isomorfismo ϕ : L2[0, 1] → l2 y la inclusio´n cano´nica J : [rn] →
L1[0, 1], donde [rn] es el subespacio engendrado por las funciones Rademacher en L
1[0, 1].
Consideremos as´ımismo el isomorfismo cla´sico ψ : l2 → [rn] (cf. [44, Thm. 2.b.3]) y la
composicio´n Jψϕ : L2[0, 1] → L1[0, 1] que es un isomorfismo sobre su imagen. Tomemos
Q = (Jψϕ)′ : L∞[0, 1] → L2[0, 1] y usemos la Proposicio´n 1.63. El operador Q es SS por
ser de´bilmente compacto y Dunford-Pettis (cf. Proposicio´n 3.3).
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Consideremos tambie´n un operador ϕ : L2[0, 1] → L∞[0, 1] que sumerge isomo´rfica-
mente L2[0, 1] en L∞[0, 1] (tal operador existe por ser L2[0, 1] separable y ser L∞[0, 1]
isomorfo a l∞) y la composicio´n T = ϕQ : L∞[0, 1]→ L∞[0, 1]. Si tomamos un subespacio
M de L∞[0, 1] incluido en la imagen del operador ϕ es claro que la bola unidad BM es
casi absorbida por ϕQ(BL∞[0,1]). Por tanto T no es delgado y sin embargo es SS por serlo
Q. Notemos que T es trivialmente regular por la Proposicio´n 1.20.
En [52, Prop. 2.6] se muestra que la inclusio´n cano´nica I : L∞[0, 1] → L1[0, 1] es
un ejemplo de operador que no es delgado y sin embargo es SS (por ser M-de´bilmente
compacto (cf. Proposiciones 1.46 y 3.5)). De hecho podemos extender este resultado:
Ejemplo 4.10. El operador inclusio´n I : L∞[0, 1] → Lp[0, 1], 1 ≤ p < ∞ no es
delgado pero es SS.
El razonamiento es ana´logo al que se da en [51] para la inclusio´n de L∞[0, 1] en L1[0, 1].
Notemos que si N es un subespacio de Lp[0, 1] tal que la bola unidad BN es equi-integrable
entonces BN es casi absorbida por BL∞[0,1]. En efecto, dado ε > 0 existe δ > 0 tal que
‖fχB‖p < ε para toda f ∈ BN y todo Boreliano B tal que µ(B) < δ. Notemos que
fijado ese δ > 0 existe una constante λ = δ
−1
p > 0 tal que µ{t : |f(t)| > λ} < δ para toda
f ∈ BN . Llamemos Bf = {t : |f(t)| > λ} para toda f ∈ BN . Claramente fχBcf ∈ λBL∞[0,1]
para toda f ∈ BN y ‖f − fχBcf‖p = ‖fχBf‖p < ε. Por tanto BN ⊂ λBL∞[0,1] + εBLp[0,1].
As´ı pues todo se reduce a probar que en Lp[0, 1] existe un subespacio M cuya bola
unidad es equi-integrable para la norma ‖ ‖p. El Corolario 1.61 nos asegura la existencia
de tal subespacio, precisamente el generado por las funciones Rademacher en [0, 1].
Ejemplo 4.11. Sea 1 ≤ p ≤ ∞. Existe un operador regular T : L1[0, 1]→ Lp[0, 1] que
es SS pero no es delgado.
En efecto, consideremos primeramente el caso 1 < p < ∞ y tomemos una proyec-
cio´n positiva P : L1[0, 1] → M , donde M es un subret´ıculo de L1[0, 1] reticularmente e
isome´tricamente isomorfo a l1 (cf. Proposicio´n 1.68). Consideremos un operador sobre-
yectivo Q : M → Lp[0, 1]; no´tese que un tal Q existe porque Lp[0, 1] es separable y por
tanto isomorfo a un cociente de l1 (cf. [44, pg. 108]). Tomemos a continuacio´n la com-
posicio´n T = QP : L1[0, 1] → Lp[0, 1]. Claramente T es SS por ser de´bilmente compacto
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y Dunford-Pettis (cf. Proposicio´n 3.3). Adema´s T es regular por estar definido en un L-
espacio y tomar valores en un espacio KB (cf. Proposicio´n 1.20). Que T no es delgado es
consecuencia de ser sobreyectivo.
Consideremos ahora p = 1. Sea T : L1[0, 1] → Lq[0, 1] como en las lineas previas con
1 < q <∞ y compongamos con la inclusio´n cano´nica J : Lq[0, 1]→ L1[0, 1]. El operador
JT : L1[0, 1] → L1[0, 1] es SS por serlo T . Sin embargo no es delgado. En efecto, la
inclusio´n J no es SS pues preserva el subespacio generado por las funciones Rademacher
y por tanto no es delgado. Sea pues N un subespacio de L1[0, 1] cuya bola unidad BN sea
casi absorbida por J(BLq [0,1]). Basta notar que T es sobreyectivo para obtener que BN
tambie´n es casi absorbida por JT (BL1[0,1]).
Por u´ltimo consideremos el caso p = ∞. Sea Q : L1[0, 1] → L2[0, 1] un operador
sobreyectivo, considerado en los pa´rrafos anteriores, que es SS y regular (cf. Proposicio´n
1.20), y la isometr´ıa cano´nica ϕ : L2[0, 1] → L∞[0, 1]. Si M es un subespacio de L∞[0, 1]
contenido en la imagen de ϕ, entonces BM es casi absorbida por ϕQ(BL1[0,1]) con lo que
el operador ϕQ : L1[0, 1]→ L∞[0, 1] no es delgado. Sin embargo es ϕQ es SS por serlo Q.
No´tese que ϕQ es regular (cf. Proposicio´n 1.20).
Cuestio´n: ¿Existe un operador T : Lp[0, 1]→ L∞[0, 1], 1 < p <∞, que sea SS pero no
sea delgado?
A partir de los Teoremas 3.15 y 4.8 se obtiene el siguiente resultado de mayoracio´n
Corolario 4.12. Sean (Ω,Σ, µ) y (Ω,Σ′, µ′) espacios de probabilidad y 1 < p < ∞,
1 ≤ q < ∞. Sean 0 ≤ S ≤ T : Lp(µ) → Lq(µ′) operadores positivos. Si T es delgado
entonces S es delgado.
Pretendemos a continuacio´n extender el Teorema 4.8 a otros espacios de Ko¨the de
funciones. Recordemos que dado (Ω,Σ, µ) espacio de probabilidad, una sucesio´n (hn)n ⊂
L1(µ) se llama sistema de Rademacher si existe A ∈ Σ, con µ(A) > 0, tal que el soporte
de hn esta´ en A para todo n, y que (hn)n, como subconjunto de L
1(A, µ), es una suce-
sio´n de variables aleatorias {−1, 1}-valoradas, independientes, sime´tricas e ide´nticamente
distribuidas.
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Definicio´n 4.13. Un espacio E de Ko¨the de funciones sobre un espacio de probabili-
dad (Ω,Σ, µ) satisface la R-condicio´n si todo sistema de Rademacher en E es equivalente
a la base cano´nica de l2.
Los espacios invariantes por reordenamiento, E, sobre [0, 1] que satisfacen la R-condicio´n
han sido caracterizados por Rodin-Semenov (cf. [45, Thm. 2.b.4]). Entre ellos se encuen-
tran los Lp[0, 1], con 1 ≤ p < ∞. Ejemplos de espacios que no satisfacen la R-condicio´n
son L∞[0, 1] o´ el espacio de Orlicz Lexp(x
3)[0, 1].
Usaremos el siguiente resultado dado en [11, Prop.3]
Proposicio´n 4.14. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente, tales que E y F son orden continuos y E satisface
la R-condicio´n. Sea T : E → F un operador regular. Si T es l2-singular entonces T es
AM-compacto.
Proposicio´n 4.15. Sean E y F espacios de Ko¨the de funciones sobre espacios de
probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente tales que E y E ′ son orden continuos
y E satisface la R-condicio´n. Para un operador regular T : E → F son equivalentes:
i) T es SS. ii) T es compacto. iii) T es delgado,
si se satisface una de las siguientes condiciones:
a) E ′ es orden continuo y F tiene la propiedad de Schur positiva.
b) σ(F ) < s(E).
Demostracio´n. Tanto a) como b) implican que el operador T es M-de´bilmente com-
pacto (cf. Proposicio´n 1.46). Ahora si T es SS entonces T es AM-compacto por la Propo-
sicio´n 4.14, y usando [50, Prop. 3.7.5] resulta que T es compacto. ¤
Observaciones 4.16. 1) La equivalencia anterior se mantiene en el caso s(E) ≤ σ(F )
siempre que exista q con s(E) ≤ q ≤ σ(F ) tal que toda sucesio´n disjunta en F contenga
una subsucesio´n con una q-estimacio´n inferior, y toda sucesio´n disjunta en E contenga
una subsucesio´n con una q-estimacio´n superior (en particular cuando E es q-convexo y F
es q-co´ncavo). En efecto, basta razonar como antes y usar ahora que si T es SS entonces
T es M-de´bilmente compacto (cf. [11, Prop. 2]).
2) En las condiciones de la Proposicio´n 4.15 se tiene para el operador T que ser l2-
singular es equivalente a ser SS, delgado o compacto.
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3) En la Proposicio´n 4.15 es esencial la hipo´tesis de que E cumpla la R-condicio´n: sea
E = (Lexp(x
3))0[0, 1] la parte orden continua del espacio de Orlicz L
exp(x3)[0, 1]. Entonces
E ′ = Lxlog
1/3(1+x)[0, 1] es orden continuo y el operador inclusio´n J : E[0, 1] ↪→ L1[0, 1] es
SS pero no es delgado. En efecto, el operador J es SS por [55, Thm. 2], y que no es delgado
se sigue del Ejemplo 4.10 y la Proposicio´n 4.4 usando un argumento de factorizacio´n.
Para extender este resultado necesitamos el lema y la proposicio´n que siguen:
Lema 4.17. Sean E y F espacios de Ko¨the sobre espacios de probabilidad (Ω,Σ, µ) y
(Ω′,Σ′, µ′) tales que E, E ′ y F son orden continuos y E satisface la R-condicio´n. Sea un
operador regular T : E → F tal que T : E → L1(µ′) es SS. Si T : E → F no es delgado
entonces existe una sucesio´n (vn)n ⊂ F de vectores normalizados disjuntos tal que B[vn]
es casi absorbida por T (BE).
Demostracio´n. Como T : E → F no es delgado existe un subespacio M ⊂ F de
dimensio´n infinita tal que BM es casi absorbida por T (BE). Consideremos T : E → L1(µ′).
Si M ⊂ MF (δ) para algu´n δ > 0, donde MF (δ) es un conjunto de Kadec-Pelczynski,
entonces M es un subespacio de L1(µ′) (cf. Proposicio´n 1.69). Como BF ⊂ BL1(µ′) resulta
que T : E → L1(µ′) no es delgado, lo cual es una contradiccio´n con la Proposicio´n
4.15. Supongamos pues que M * MF (δ) para ningu´n δ > 0. Ahora, fijado un ε >
0, existe por la Proposicio´n 1.69 una sucesio´n normalizada (yn)n ⊂ M y una sucesio´n
disjunta (seminormalizada) (zn)n ⊂ F satisfaciendo |zn| ≤ |yn| para todo n y tales que
∞∑
n=1
‖zn − yn‖ < ∞; ma´s au´n existen K1, K2 > 0 tales que K2
∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥ ≤ ∥∥∥∥ ∞∑
n=1
anyn
∥∥∥∥ ≤
K1
∥∥∥∥ ∞∑
n=1
anzn
∥∥∥∥. Por la hipo´tesis existe λ > 0 tal que B[yn] ⊂ BM ⊂ λT (BE) + ε3K1BF .
Pasando a subsucesio´n si es necesario podemos suponer
∞∑
n=1
‖zn − yn‖ < ε
3K1
. Sea (an)n
tal que ‖
∞∑
n=1
anzn‖ < 1; entonces ‖
∞∑
n=1
anyn‖ < K1. Por hipo´tesis existen x ∈ BE y w ∈ BF
tales que
∞∑
n=1
anyn = λK1T (x) +
ε
3
w. Tenemos
∞∑
n=1
anzn =
∞∑
n=1
anyn −
∞∑
n=1
an(yn − zn) = λK1T (x) + ε
3
w −
∞∑
n=1
an(yn − zn).
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Como
∥∥∥∥ ∞∑
n=1
an(yn − zn)
∥∥∥∥ ≤ ∞∑
n=1
|an| ‖yn − zn‖ ≤ K1
∞∑
n=1
‖yn − zn‖ ≤ K1 ε
3K1
= ε/3, resulta∥∥∥∥ε3w −
∞∑
n=1
an(yn − zn)
∥∥∥∥ ≤ ε/3 + ε/3 < ε,
y por tanto B[zn] ⊂ λK1T (BE) + εBF . ¤
Proposicio´n 4.18. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente tales que E, E ′ y F son orden continuos, E satisfa-
ce la R-condicio´n y F es disjuntamente subproyectivo. Sea un operador regular T : E → F
tal que T ′ es DSS. Son equivalentes i) T es SS. ii) T es delgado. iii) T : E → L1(µ′) es
SS.
Demostracio´n. Basta probar la implicacio´n iii) ⇒ ii). Supongamos que T no del-
gado; entonces por el Lema 4.17 existe una sucesio´n disjunta normalizada (yn)n ⊂ F tal
que B[yn] es casi absorbida por T (BE). Como F es disjuntamente subproyectivo podemos
asumir, pasando a una subsucesio´n si es necesario, que el subespacio [yn] esta´ complemen-
tado en F por una proyeccio´n P de norma 1. Consideremos el operador PT : E → [yn];
claramente PB[yn] = B[yn] es casi absorbida por PT (BE), y por tanto PT es sobreyec-
tivo (cf. Proposicio´n 4.3). As´ı el operador T ′P ′ es un isomorfismo sobre su imagen (cf.
Proposicio´n 1.63). Consideremos los elementos disjuntos dos a dos P ′y′n ∈ F ′, donde para
todo n y′n ∈ [yn]′ = [y′n] es el funcional ortogonal asociado a yn (y′n(ym) = δnm). Por tanto
existe α > 0 tal que ‖T ′P ′x‖ ≥ α‖x‖ para todo x ∈ [yn]′. Adema´s siendo P ′ tambie´n
isomorfismo sobre su imagen se tiene∥∥∥∥T ′( ∞∑
n=1
anP
′y′n
)∥∥∥∥ = ∥∥∥∥T ′P ′( ∞∑
n=1
any
′
n
)∥∥∥∥ ≥ α∥∥∥∥ ∞∑
n=1
any
′
n
∥∥∥∥ ≥
≥ α‖P ′‖
∥∥∥∥P ′( ∞∑
n=1
any
′
n
)∥∥∥∥ = α‖P ′‖
∥∥∥∥ ∞∑
n=1
anP
′y′n
∥∥∥∥ = α∥∥∥∥ ∞∑
n=1
anP
′y′n
∥∥∥∥.
Se concluye que T ′ es invertible en el subespacio generado por la sucesio´n disjunta (P ′y′n)n,
lo cual es una contradiccio´n. ¤
Corolario 4.19. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente tales que E, E ′ y F son orden continuos, E satis-
face la R-condicio´n, F es disjuntamente subproyectivo y [s(E), σ(E)]∩ [s(F ), σ(F )] = ∅.
Sea un operador regular T : E → F . Entonces T es SS si y so´lo si T es delgado.
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Demostracio´n. El caso σ(F ) < s(E) esta´ ya visto en la Proposicio´n 4.15. Supon-
gamos pues que σ(E) < s(F ). Entonces usando las Proposiciones 1.43 y 2.5 se tiene que
T ′ : F ′ → E ′ es DSS y se concluye empleando la Proposicio´n 4.18. ¤
Corolario 4.20. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente tales que E, E ′ y F son orden continuos, E satis-
face la R-condicio´n, F es disjuntamente subproyectivo y [s(E), σ(E)]∩ [s(F ), σ(F )] = ∅.
Sean 0 ≤ S ≤ T : E → F operadores positivos . Si T es delgado entonces S es delgado.
Demostracio´n. T es SS por ser delgado. Si σ(F ) < s(E), entonces S es SS por la
Proposicio´n 3.13. Si por el contrario σ(E) < s(F ), entonces S es SS por el Corolario 3.19.
En ambos casos se concluye usando el Corolario 4.19. ¤
3. Operadores integrales estrictamente singulares
Concluimos este cap´ıtulo extendiendo las equivalencias de la primera parte a la clase de
los operadores disjuntamente estrictamente singulares cuando trabajamos con operadores
regulares e integrales entre espacios Lp(µ). Recordemos algunas definiciones y resultados:
Definicio´n 4.21. (cf. [50, 3.3]) Sean E y F espacios de Ko¨the sobre dos espacios
de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente, y sea T : E → F un operador.
Decimos que T es integral si existe una funcio´n real K (nu´cleo) sobre Ω × Ω′ que es
Σ× Σ′-medible, tal que
Tf(t) =
∫
Ω
K(s, t)f(s)µ(ds)
para toda f ∈ E y casi todo t ∈ Ω′.
Proposicio´n 4.22. (cf. [50, Thm. 3.3.5]) Sea T : E → F un operador regular e
integral con nu´cleo K. Entonces el operador |T | es integral y tiene por nu´cleo |K|.
De la proposicio´n precedente se sigue la siguiente:
Proposicio´n 4.23. (cf. [50, Prop. 3.3.2]) Sean E y F espacios de Ko¨the orden
continuos sobre dos espacios de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente, y sea
T : E → F un operador regular e integral con nu´cleo K. Entonces el operador traspuesto
T ′ : F ′ → E ′ es integral con nu´cleo K ′(t, s) = K(s, t) para todo punto (s, t) ∈ Ω× Ω′.
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Damos un par de proposiciones que utilizadas simulta´neamente proporcionara´n ejem-
plos de operadores estrictamente singulares. La primera se refiere a operadores integrales
entre espacios de Ko¨the de funciones y se debe a Dodds y Schep ([18]); extiende resultados
previos de Krasnoselski para Lp(µ) (cf. [43]) y de Luxemburg-Zaanen ([48]) y Andoˆ ([5]).
Proposicio´n 4.24. Sean E y F espacios de Ko¨the sobre dos espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente, y sea T : E → F un operador regular e integral.
Entonces T es compacto si ocurre una de las siguientes condiciones:
i) E ′ es orden continuo y F = L1(µ′).
ii) E y F son orden continuos y σ(F ) < s(E).
Demostracio´n. Para la parte i) ver [18, Thm. 2.3 (ii)] y para la ii) usar [18, Thm.
2.7 (iii)] junto con la Proposicio´n 4.23. ¤
Notemos que si T no es regular entonces el apartado ii) de la Proposicio´n 4.24 no es
cierto ([18, Ex. 2.10]), mientras que el apartado i) s´ı lo es.
El segundo resultado es de factorizacio´n y se debe a Johnson ([35]):
Proposicio´n 4.25. Sea (Ω,Σ, µ) espacio de probabilidad sin a´tomos y separable, y X
espacio de Banach.
a) Sea un operador T : X → Lq(µ), 2 < q < ∞; entonces T factoriza a trave´s de lq si y
so´lo si T : X → L2(µ) es compacto.
b) Sea un operador T : Lp(µ) → X, 1 < p < 2; entonces T factoriza a trave´s de lp si y
so´lo si el operador restriccio´n T : L2(µ)→ X es compacto.
Combinando ambas proposiciones obtenemos la siguiente:
Proposicio´n 4.26. Sea (Ω,Σ, µ) espacio de probabilidad sin a´tomos y separable, y
E(µ′) espacio de Ko¨the de funciones sobre un espacio de probabilidad (Ω′,Σ′, µ′).
(i) Si 1 < p < s(E) ≤ σ(E) < 2 y T : Lp(µ) → E(µ′) es un operador regular e
integral, entonces T es SS.
(ii) Si 2 < s(E) ≤ σ(E) < p < ∞ y T : E(µ′) → Lp(µ) es un operador regular e
integral, entonces T es SS.
Demostracio´n. Consideremos el operador restriccio´n T : L2(µ) → E, que es com-
pacto por ser σ(E) < 2 (cf. Proposicio´n 4.24 ii)). Se sigue, usando la Proposicio´n 4.25,
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que el operador T : Lp(µ)→ E factoriza a trave´s de lp, es decir existen T1 : Lp(µ)→ lp y
T2 : l
p → E tales que T = T2T1. El operador T2 : lp → E es SS por ser p < s(E) (cf. [45,
Thm. 1.d.7]). Por tanto T : Lp(µ)→ E(µ′) es tambie´n SS.
(ii) El operador T : E → L2(µ) es compacto por ser s(E) > 2 (cf. Proposicio´n 4.24).
Se sigue, usando la Proposicio´n 4.25, que el operador T : E → Lp(µ) factoriza a trave´s de
T1 : E → lp y T2 : lp → Lp(µ). Ahora el operador T : E → lp es SS por ser 2 < σ(E) < p
(cf. [45, Thm. 1.d.7]). Por tanto T : E → Lp(µ) es tambie´n SS. ¤
Corolario 4.27. Sean (Ω,Σ, µ) y (Ω′,Σ′, µ′) espacios de probabilidad sin a´tomos y
separables, y 1 < p <∞, 1 ≤ q <∞ con p 6= q. Entonces todo operador regular e integral
T : Lp(µ)→ Lq(µ′) es SS.
Demostracio´n. El caso 1 ≤ q < p se deduce de la Proposicio´n 4.24 i). En cuanto al
caso 1 < p < q podemos limitarnos, por la Proposicio´n 4.26, a probar las casos 1 < p ≤
2 < q y 1 < p < q = 2.
(i) Si 1 < p ≤ 2 < q consideremos el operador T : Lp(µ)→ L1(µ′) que es compacto por
la Proposicio´n 4.24 ii). Supongamos que T : Lp(µ)→ Lq(µ′) no es SS; entonces existe un
subespacio N de Lp(µ) tal que T es invertible en N . Sea T (N) ⊂ Lq(µ′). Si T (N) ⊂Mq(ε)
para algu´n conjunto de Kadec-Pelczynski entonces T (N) ser´ıa un subespacio cerrado de
L1(µ′) (cf. Proposicio´n 1.69), lo que contradice que T : Lp(µ)→ L1(µ′) es compacto.
Supongamos por el contrario que T (N) no esta´ contenido en ningu´n conjunto Mq(ε)
de Kadec-Pelczynski; entonces por la Proposicio´n 1.69 existe una sucesio´n normalizada
(yn)n en T (N) y una sucesio´n disjunta (zn)n en L
q(µ′) tales que son sucesiones ba´sicas
equivalentes. Se sigue que [zn] es isomorfo a l
q y por tanto que Lp(µ) contiene una copia
isomorfa de lq, lo cual es una contradiccio´n (cf. [79, pag. 105]).
(ii) Si 1 < p < q = 2, entonces el operador T ′ : L2(µ′) → Lp′(µ), con 2 < p′ <
∞, es tambie´n regular e integral, y por tanto SS por el apartado (i). Como L2(µ′) es
subproyectivo se deduce que el propio T : Lp(µ)→ L2(µ′) es SS (cf. Proposicio´n 3.7). ¤
El hecho de que para un operador regular entre espacios de Ko¨the orden continuos ser
integral es una propiedad autodual (cf. Proposicio´n 4.23) justifica la Proposicio´n que sigue.
Recordemos que un ret´ıculo de Banach E es disjuntamente subproyectivo si para toda
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sucesio´n disjunta (xn)n ⊂ E existe una subsucesio´n (nj)j tal que [xnj ] esta´ complementado
en E (cf. Definicio´n 3.8).
Proposicio´n 4.28. Sean E y F espacios de Ko¨the orden continuos sobre espacios
de probabilidad (Ω,Σ, µ) y (Ω′,Σ′, µ′). Supongamos que E es reflexivo y que E y F son
disjuntamente subproyectivos. Sea T : E → F un operador regular e integral, entonces T
es SS si y so´lo si T ′ es SS. (En particular si E = Lp(µ), 1 < p < ∞, y F = Lq(µ′),
1 ≤ q <∞).
Demostracio´n. Si T es SS, entonces T ′′ es SS por ser E reflexivo. Como T ′ : F ′ → E ′
es integral y regular resulta que T ′ : F ′ → L1(Ω,Σ, µ) es compacto (cf. Proposicio´n 4.24).
Basta usar ahora la Proposicio´n 3.9 para concluir que T ′ es SS. Igualmente si T ′ es SS,
entonces T es SS gracias a la Proposicio´n 3.9 y al hecho de que T : E → L1(Ω′,Σ′, µ′) es
compacto por ser T integral (cf. Proposicio´n 4.24). ¤
De la Proposicio´n 4.6 se deduce que no es posible dar la Proposicio´n 4.26 en el caso
p = q porque, de lo contrario, todo operador regular e integral de Lp(µ) en s´ı mismo ser´ıa
compacto, lo cual no es cierto: conside´rense los operadores de tipo potencial estudiados
por Krasnoselski et. al. (cf. [43, Pag. 84]).
Proposicio´n 4.29. Sean E y F espacios de Ko¨the orden continuos sobre espacios
de probabilidad (Ω,Σ, µ), y (Ω′,Σ′, µ′), tales que E ′ es orden continuo y E satisface la
propiedad de la divisio´n subsecuencial. Si T : E → F es un operador regular e integral,
entonces T es DSS si y so´lo si T es SS.
Demostracio´n. El operador T : E → L1(µ′) es compacto por la Proposicio´n 4.24. Si
suponemos que T : E → F no es SS, entonces un razonamiento ana´logo a la demostracio´n
del Teorema 3.15 nos llevar´ıa a que T : E → F no ser´ıa DSS, lo cual es una contradiccio´n.
¤
Concluimos el cap´ıtulo con un par de consecuencias de la Proposicio´n 4.29. En primer
lugar y usando el Corolario 4.19 se obtiene el siguiente:
Corolario 4.30. Sean (Ω,Σ, µ) espacio de probabilidad, E(µ) un espacio de Ko¨the
orden continuo que satisface la R-condicio´n, la propiedad de la divisio´n subsecuencial, y
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tal que E ′ es orden continuo, y F un ret´ıculo de Banach orden continuo y disjuntamente
subproyectivo tal que [s(E), σ(E)] ∩ [s(F ), σ(F )] = ∅. Si T : E → F es un operador
regular e integral, entonces T es SS si y so´lo si T es delgado si y so´lo si T es DSS.
Tambie´n usando la Proposicio´n 4.6 se deduce el siguiente:
Corolario 4.31. Sean (Ω,Σ, µ) y (Ω′,Σ′, µ′) espacios de probabilidad, 1 < p <∞ y
T : Lp(µ) → Lp(µ′) un operador regular e integral. Son equivalentes: i) T es DSS. ii) T
es compacto. iii) T es SS. iv) T es delgado.
Observacio´n 4.32. Si p = 1 existen operadores regulares e integrales que son SS y
no son compactos (cf. [31, III Prop. 3.10]).
CAP´ıTULO 5
Operadores estrechos. Problema de mayoracio´n
En este cap´ıtulo consideramos la clase de los operadores estrechos (“narrow”) sobre
espacios de Ko¨the de funciones, estudiada por Plichko y Popov en [60], y el problema de
mayoracio´n en la misma. Si E denota un espacio de Ko¨the sobre un espacio de probabilidad
(Ω,Σ, µ) donde µ es una medida sin a´tomos e Y es un espacio de Banach, se dice que un
operador T : E → Y es estrecho si para todo conjunto A ∈ Σ y para todo ε > 0 existe una
particio´n {A1, A2} del conjunto A, con µ(A1) = µ(A2) tal que ‖T (χA1 − χA2)‖ < ε. Los
operadores estrechos o sus complementarios han sido estudiados por varios autores desde
distintos puntos de vista. Por ejemplo Ghoussoub y Rosenthal ([30]) han considerado los
operadores en L1[0, 1] que preservan norma-signo (“norm-sign-preserving operators”), y
que son precisamente el conjunto complementario de los operadores estrechos en L1[0, 1]
(ve´ase [7], [63], [64]). Tambie´n Enflo y Starbird ([20]) han probado que si T : L1(µ) →
L1(ν) es L1-complementablemente singular (i.e. tal que la restriccio´n de T a cualquier
subespacio complementado de L1(µ) e isomorfo a L1(µ) no es un isomorfismo), entonces
T : L1(µ) → L1(ν) es estrecho. Igualmente Johnson, Maurey, Schechtman y Tzafriri
([36]) han probado que los operadores T : Lp(µ) → Lp(ν), 1 ≤ p < 2 que son Lp-
complementablemente singulares son estrechos. Para p = 2 el problema es trivialmente
cierto pues en ese caso todo operador L2-singular es SS y compacto y por tanto estrecho
(cf. Lema 5.2). Para p > 2 el resultado ya no es cierto: conside´rese el operador inclusio´n
J : Lp[0, 1]→ L2[0, 1] y φ : L2[0, 1]→ Lp[0, 1] un isomorfismo sobre su imagen. Entonces
el operador composicio´n T = φJ : Lp[0, 1]→ Lp[0, 1] es claramente Lp[0, 1]-singular y sin
embargo no es estrecho (to´mese la sucesio´n (rn)n de las funciones Rademacher en L
p[0, 1]).
Los operadores estrechos son adema´s una herramienta para definir “subespacios ri-
cos”de espacios de funciones E(µ), precisamente como aquellos subespacios X ⊂ E(µ)
tales que el operador cociente T : E → E/X es estrecho.
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A la vista de los resultados precedentes cabe plantearse la relacio´n entre los operadores
estrechos y los estrictamente singulares. En general ser SS no implica ser estrecho (basta
considerar la inclusio´n cano´nica J : L∞[0, 1] → Lp[0, 1], 1 ≤ p < ∞) y el rec´ıproco
tampoco se tiene. Sin embargo en [60] se plantea esta otra cuestio´n: si T es un operador
SS definido en E = Lp[0, 1], 1 ≤ p < ∞, y con valores en un espacio de Banach Y , ¿es
T necesariamente estrecho? En la primera parte del cap´ıtulo contestamos positivamente
a esta pregunta (cf. Proposicio´n 5.9), si bien imponemos ciertas condiciones como que
Y sea un ret´ıculo de Banach orden continuo y T sea regular. Bourgain y Rosenthal han
probado en [8] que si T : L1[0, 1] → Y un operador l1-singular (i.e T no preserva copia
de l1), entonces T es estrecho. Nosotros obtenemos una condicio´n suficiente distinta de
la de Bourgain y Rosenthal para el caso en que E = L1[0, 1] e Y sea un espacio KB (cf.
Corolario 5.12).
La segunda parte del cap´ıtulo se dedica a probar un resultado de mayoracio´n para
la clase de los operadores estrechos positivos entre ret´ıculos de Banach: el Teorema 5.22.
Notamos que la falta de estructura vectorial de los operadores estrechos impide usar en la
prueba me´todos lineales. Tambie´n damos un contraejemplo que muestra que no se tiene
resultado de mayoracio´n en general.
1. Propiedades ba´sicas
A lo largo de este cap´ıtulo E ≡ E(µ) denotara´ siempre un espacio de Ko¨the de
funciones sobre un espacio de probabilidad (Ω,Σ, µ) donde µ es una medida sin a´tomos.
Recordemos que se tienen las inclusiones cano´nicas L∞(µ) ↪→ E ↪→ L1(µ).
Definicio´n 5.1. Sea Y un espacio de Banach. Un operador T : E → Y es estrecho
(“narrow”) si para todo conjunto A ∈ Σ y para todo ε > 0 existe una particio´n {A1, A2}
del conjunto A, con µ(A1) = µ(A2) = µ(A)/2 y tal que ‖T (χA1 − χA2)‖ < ε.
Denotaremos la clase de los operadores estrechos entre E e Y por N (E, Y ).
Lema 5.2. ([60, §8 Prop. 2]) Sea E(µ) un espacio invariante por reordenamiento
distinto de L∞(µ) e Y espacio de Banach. Si T : E(µ) → Y es compacto, entonces T es
estrecho.
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Demostracio´n. Sea A ∈ Σ con µ(A) > 0. El sistema de Rademacher {rn(A)}n es
de´bilmente nulo en {x ∈ E(µ) : sopx ⊂ A} (cf. [45, Prop. 2.c.10]). Por tanto T (rn(A))→
n
0. ¤
La clase de los operadores estrechos se comporta de modo menos estable que la de
los compactos respecto a las operaciones usuales entre operadores. De hecho la clase de
los operadores estrechos no tiene en general estructura vectorial: en [60, § 8. Ex.2] se
muestra que si E es un espacio invariante por reordenamiento en [0, 1] con la medida de
Lebesgue, y con base incondicional, entonces el operador identidad en E (que claramente
no es estrecho) es suma de dos operadores estrechos.
La clase de los operadores estrechos es estable bajo la composicio´n por la izquierda
con operadores acotados pero no lo es por la derecha ([60, §8 Ex. 3]). Al menos se tiene
la siguiente proposicio´n:
Proposicio´n 5.3. Sea Y un espacio de Banach y T : E → Y un operador estrecho.
Si P es una proyeccio´n de banda en E entonces TP : E → Y es estrecho.
Demostracio´n. Sea C ∈ Σ tal que P (f) = fχC para toda f ∈ E (cf. Proposicio´n
1.51). Sean A ∈ Σ y ε > 0 y supongamos que µ(A ∩ C) > 0 (si no es trivial). Como T
es estrecho existen A1, A2 ∈ Σ con A ∩ C = A1 ∪ A2 y µ(A1) = µ(A2) = µ(A ∩ C)/2
tales que ‖T (χA1 − χA2)‖ < ε. Tomemos A ∩ Cc y supongamos que µ(A ∩ Cc) > 0 (si
no, es trivial). Sea B1, B2 una particio´n tal que µ(B1) = µ(B2) = µ(A ∩ Cc)/2. Ahora
A11 = A1 ∪ B1, A12 = A2 ∪ B2 es una particio´n de A y µ(A11) = µ(A12) = µ(A)/2. Adema´s
‖TP (χA11−χA12)‖ = ‖T
(
(χA11−χA12)χC
)‖ = ‖T (χA1−χA2)‖ < ε. As´ı TP es estrecho. ¤
La clase de los operadores estrechos tampoco es estable por dualidad ([60, §8 Ex. 4]).
Sin embargo es estable bajo la convergencia en norma:
Proposicio´n 5.4. N (E, Y ) es cerrado en L(E, Y ) para la norma operador.
Demostracio´n. Sea (Tn)n una sucesio´n enN (E, Y ) convergente a un cierto operador
T ∈ L(E, Y ). Sea ε > 0 y n0 tal que 1/n0 < ε/2. Para todo natural n > n0 existe una
particio´n {A1n, A2n} del conjunto A, con µ(A1n) = µ(A2n) tal que ‖Tn(χAn1 − χAn2 )‖ < 1/n;
adema´s existe un natural m > n0 tal que para todo n ≥ m se tiene ‖T − Tn‖ < ε
2‖χΩ‖ .
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De ambas cosas se obtiene para n > m
‖T (χA1n − χA2n)‖ ≤ ‖T − Tn‖ ‖χA1n − χA2n‖+ ‖Tn(χA1n − χA2n)‖ ≤
≤ ε
2‖χΩ‖‖χA‖+ ε/2 < ε,
y por tanto el operador T es estrecho. ¤
La siguiente caracterizacio´n esta´ probada en [60, § 8 Prop. 1]
Proposicio´n 5.5. Sea E espacio de Ko¨the orden continuo e Y espacio de Banach.
Un operador T : E → Y es estrecho si y so´lo si para todo conjunto A ∈ Σ y para todo
ε > 0 existe B ⊂ A, con µ(B) ≥ µ(A)/2, y una particio´n {B1, B2} del conjunto B tal que
‖T (χB1 − χB2)‖ < ε.
El siguiente resultado, cuya prueba es muy simple, permite pasar a estudiar operadores
regulares estrechos con valores en L-espacios:
Proposicio´n 5.6. Sea F un ret´ıculo de Banach orden continuo que es un orden-
ideal de L1(Ω′,Σ′, µ′) para algu´n espacio de probabilidad (Ω′,Σ′, µ′) y sea T : E → F un
operador regular. Entonces T es estrecho si y so´lo si T : E → L1(Ω′,Σ′, µ′) es estrecho.
Demostracio´n. La implicacio´n i)⇒ ii) es trivial. Veamos ii)⇒ i). Sea A ∈ Σ y n un
natural. Por hipo´tesis existe una particio´n {An1 , An2} del conjunto A, con µ(An1 ) = µ(An2 ),
tal que ‖T (χAn1 − χAn2 )‖1 < 1/n. Claramente la sucesio´n (χAn1 − χAn2 )n esta´ acotada en
orden y lo mismo se puede decir de la sucesio´n (TχAn1 − TχAn2 )n por ser T regular. En
ese caso la sucesio´n (TχAn1 − TχAn2 )n es equi-integrable por ser F orden continuo. Como
adema´s converge a cero en medida por hacerlo en la norma ‖ ‖1, resulta de ambas cosas
que ‖T (χAn1 − χAn2 )‖F → 0 (cf. Lema 1.59); por tanto el operador T es estrecho. ¤
Claramente las isometr´ıas no son operadores estrechos; en general se tiene:
Proposicio´n 5.7. Sean E un espacio de Ko¨the sobre un espacio de probabilidad y F
un ret´ıculo de Banach. Si un operador T : E → F preserva elementos disjuntos, entonces
T no es estrecho. En particular los homomorfismos de Riesz no son estrechos.
Demostracio´n. Sea A ∈ Σ con µ(A) > 0 y sea δ = ‖TχA‖. Tomemos una particio´n
{A1, A2} del conjunto A con µ(A1) = µ(A2) = µ(A)/2. Entonces
δ = ‖TχA‖ = ‖TχA1 + TχA2‖ = ‖T (χA1 − χA2)‖,
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donde se ha usado que χA1⊥χA2 implica TχA1⊥TχA2 . Como la particio´n era arbitraria se
concluye que T no es estrecho. ¤
2. Operadores estrechos y operadores estrictamente singulares
Hemos visto que la clase de los operadores estrechos contiene a la de los compac-
tos cuando E(µ) es un espacio invariante por reordenamiento orden continuo (cf. Lema
5.2). Sin embargo no contiene a la de los operadores DSS (conside´rese p.e. la incusio´n
J : Lp[0, 1] ↪→ Lq[0, 1], p > q ≥ 1) y por tanto no contiene a la de los operadores SS.
Recordemos que un operador T entre dos espacios de Banach es lp-singular si no preserva
ninguna copia isomorfa de lp. Bourgain y Rosenthal hab´ıan estudiado en [8] si todo ope-
rador T : L1[0, 1]→ Y l1-singular era estrecho, dando una respuesta afirmativa. Plichko y
Popov plantean en [60, pg. 64] las siguientes preguntas: en primer lugar, si 1 < p 6= 2 <∞
y T : Lp[0, 1]→ Y es un operador SS, es necesariamente T un operador estrecho? La se-
gunda pregunta es: si 1 < p 6= 2 < ∞ y T : Lp[0, 1] → Y es un operador l2-singular,
es necesariamente T un operador estrecho? Antes de dar una respuesta parcial a estas
preguntas recordamos el siguiente resultado de Rosenthal ([62])
Teorema 5.8. Sean (Ω,Σ, µ) y (Ω′,Σ′, µ′) espacios de medida finita y un operador
T : L1(µ)→ L1(µ′). Si T es l2-singular entonces T es Dunford-Pettis.
Proposicio´n 5.9. Sea 1 ≤ p <∞, F un ret´ıculo de Banach orden continuo, ([0, 1],Σ, µ)
el espacio de Borel y T : Lp[0, 1] → F un operador regular. Si T es l2-singular entonces
T es estrecho. En particular si T es SS entonces T es estrecho.
Demostracio´n. Supongamos que T no es estrecho. Como T (Lp[0, 1]) es un subespa-
cio separable de F existe un ideal cerrado J en F que contiene a T (Lp[0, 1]) (cf. Teorema
1.50), adema´s dicho ideal esta´ complementado en F por una proyeccio´n positiva P (cf.
Proposicio´n 1.27). Claramente el operador PT no es estrecho pero s´ı es l2-singular. Por
tanto podemos suponer sin pe´rdida de generalidad que el propio F tiene una unidad de´bil.
En ese caso F se puede considerar como un ideal (en general no cerrado) de L1(Ω,Σ, µ)
para un cierto espacio de probabilidad (Ω,Σ, µ).
Consideremos las funciones χΩ y χ[0,1] que son las unidades fuertes de L
∞(µ) y de
L∞[0, 1] ( notemos tambie´n que χΩ ∈ F ′ y que χ[0,1] ∈ (Lp[0, 1])′). Como T no es estrecho
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existe A ∈ Σ, µ(A) > 0 y 0 < ε < µ(A)/4 tal que para todo B ⊂ A con µ(B) ≥ µ(A)/2 y
para toda particio´n {B1, B2} del conjunto B se tiene ‖T (χB1−χB2)‖ ≥ ε (cf. Proposicio´n
5.5). Pretendemos probar que para ese ε > 0 existe un Boreliano B ∈ Σ, B ⊂ A con
µ(Bc) < ε y M > 0 tal que ‖TPBg‖1 ≤ M‖g‖1 para toda g ∈ Lp[0, 1], donde PB denota
la proyeccio´n de banda asociada a B. Notemos que en lo que sigue se puede asumir sin
pe´rdida de generalidad que T ≥ 0. As´ı pues, dado ε > 0 existen B ∈ Σ, B ⊂ A con
µ(Bc) < ε y M > 0 tales que χB · (T ′χΩ) ≤Mχ[0,1]. Ahora dada g ∈ Lp[0, 1]+ se tiene
‖TPB(g)‖1 =
∫
Ω
TPB(g) dµ = (TPB)
′(χΩ)(g) = (P ′BT
′(χΩ))(g)
= (χB · T ′(χΩ))(g) ≤Mχ[0,1](g) =M‖g‖1,
lo que prueba que TPB es ‖ ‖1-‖ ‖1 continuo.
Notemos ahora que como Lp[0, 1] es ‖ · ‖1-denso en L1[0, 1] el operador TPB admite
una extensio´n continua T˜PB : L
1[0, 1] → L1(µ). Como µ(Bc) < ε < µ(A)/4, se sigue
necesariamente que µ(B) ≥ µ(A)/2. En tal caso existe un sistema de Rademacher en B,
(rBn )n, de variables aleatorias independientes y sime´tricas tales que
µ{t ∈ B : rBn (t) = 1} = µ{t ∈ B : rBn (t) = −1} = µ(B)/2
rBn (t) = 0 si t /∈ B.
Notemos que (rBn )n es de´bilmente nula y que el subespacio [r
B
n ] en L
p[0, 1] es isomorfo a
l2. Adema´s ‖TrBn ‖ ≥ ε para todo n porque estamos asumiendo que T : Lp[0, 1] → F no
es estrecho.
Veamos a continuacio´n que el operador T˜PB : L
1(B) → L1(µ) no es Dunford-Pettis.
Si lo fuese, entonces la igualdad TrBn = TPBr
B
n = T˜PBr
B
n para todo n implicar´ıa que la
sucesio´n (TrBn )n converge a cero en norma ‖ · ‖1. Supongamos que (TrBn )n ⊂MF (δ) para
algu´n δ > 0, donde MF (δ) es un conjunto de Kadec-Pelczynski; en tal caso ‖TrBn ‖1 ≥
δ2‖TrBn ‖ para todo n, y de ah´ı se obtiene que ‖TrBn ‖ → 0 lo cual es una contradiccio´n.
Supongamos alternativamente que (TrBn )n * MF (δ) para ningu´n δ > 0; entonces existe
una subsucesio´n (nj)j y una sucesio´n disjunta (zj)j en F tales que |zj| ≤ |TrBnj | para
todo j y cumpliendo ‖zj − TrBnj‖ → 0 (cf. Proposicio´n 1.69). Notemos que (TrBnj)j es
orden acotada por ser T regular y lo mismo se puede decir de (|zj|)j por la desigualdad
previa; por tanto al ser F orden continuo (zj)j es equi-integrable y adema´s convergente
a cero en medida por ser una sucesio´n disjunta. Esto implica que (zj)j es convergente a
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cero (cf. Proposicio´n 1.59) y lo mismo se puede decir de (TrBnj)j, lo cual es de nuevo una
contradiccio´n.
Se tiene pues que el operador T˜PB : L
1(B) → L1(µ) no es Dunford-Pettis. En tal caso,
por el resultado anterior de Rosenthal (Teorema 5.8), el operador T˜PB no es l
2-singular
y lo mismo se puede decir del operador TPB : L
p[0, 1] → L1(µ). Sin embargo eso no es
posible pues el operador T : Lp[0, 1]→ F es l2-singular por hipo´tesis. ¤
Observacio´n 5.10. Notemos que la Proposicio´n 5.9 se puede extender para opera-
dores regulares T : E → F donde E es un espacio de Ko¨the orden continuo que satisface
la R-condicio´n (cf. Definicio´n 4.13).
Hacemos notar que el rec´ıproco en la Proposicio´n 5.9 no es cierto:
Ejemplo 5.11. Sea P : L2[0, 1] → L2[0, 1] la proyeccio´n “en media”positiva definida
como Pf =
∞∑
n=1
(
1
µ(An)
∫
An
f
)
χAn , donde (An)n una sucesio´n de Borelianos disjuntos dos a
dos del intervalo [0, 1] tales que
∞∪
n=1
An = [0, 1]. Entonces el operador positivo P es estrecho
pero no es l2-singular.
En efecto, es claro que el operador P preserva una copia isomorfa de l2. Para ver que
P es estrecho tomemos arbitrariamente un Boreliano A ⊂ [0, 1] de medida mayor que
cero y un ε > 0. Consideremos para todo natural la interseccio´n Bn = A ∩ An y elijamos
para todo natural n tal que µ(Bn) > 0 una particio´n {Cn,1, Cn,2} de Bn con µ(Cn,1) =
µ(Cn,2) = µ(Bn)/2. Claramente A =
∞∪
n=1
Bn. Llamemos C1 =
∞∪
n=1
Cn,1 y C2 =
∞∪
n=1
Cn,2.
Claramente C1 y C2 son disjuntos y µ(C1) = µ(C2). Por u´ltimo es inmediato que
P (χC1 − χC2) =
∞∑
n=1
(
1
µ(An)
∫
An
χCn,1 − χCn,2
)
χAn = 0,
y por tanto que P es estrecho.
Notemos que el mismo operador proyeccio´n en media P : Lp[0, 1] → Lp[0, 1] propor-
ciona un ejemplo de que ser estrecho no implica ser SS ni tampoco DSS (ni compacto).
Corolario 5.12. Sea F un espacio KB y un operador T : L1[0, 1] → F . Si T es
l2-singular entonces T estrecho.
Demostracio´n. Basta notar que se tiene la igualdad L(L1[0, 1], F ) = Lr(L1[0, 1], F )
(cf. Proposicio´n 1.20 y Proposicio´n 1.27) y usar la Proposicio´n 5.9. ¤
98 5. OPERADORES ESTRECHOS. PROBLEMA DE MAYORACIO´N
Observacio´n 5.13. Notemos que el Corolario 5.12 difiere esencialmente del resultado
de Bourgain-Rosenthal ([8]) que establece que todo operador T : L1[0, 1] → Y que sea
l1-singular es estrecho.
3. Mayoracio´n de operadores estrechos
En la presente seccio´n consideramos el problema de mayoracio´n en la clase de los
operadores estrechos (cf. Teorema 5.22). En general dicho problema tiene una respuesta
negativa (cf. Ejemplo 5.16). Antes de presentar dicho ejemplo necesitamos hacer algunas
observaciones previas.
Comencemos considerando el operador S : L1[0, 1]→ l∞ definido por Sx = (h′n(x))n,
que es una isometr´ıa lineal, donde (hn)n es una sucesio´n densa en la bola unidad de L
1[0, 1]
y (h′n)n es una sucesio´n de funcionales en BL∞[0,1] satisfaciendo h
′
n(hn) = ‖hn‖ para todo
n (cf. Ejemplo 3.22 y [50, Thm. 2.1.14]).
Lema 5.14. Sea la isometr´ıa S : L1[0, 1] → l∞ definida por Sx = (h′nx)n. Entonces
para todo x ∈ L1[0, 1] se tiene S+x = (h′n+x)n, S−x = (h′n−x)n, |S|x = (|h′n|x)n.
Demostracio´n. Observemos que los operadores S+, S− y |S| esta´n bien definidos
(cf. Proposiciones 1.16 y 1.20). Sea x ∈ L1[0, 1], su parte positiva x+ y consideremos el
conjunto A = {Sy : 0 ≤ y ≤ x+}. Notemos que para y ∈ [0, x+] arbitrario se tiene
Sy = (h′ny)n ≤ (h′n+x+)n con lo que (h′n+x+)n es una cota superior de A. Para ver que
(h′n
+x+)n es el supremo de A consideremos (αn)n, otra cota superior de A. Se tiene que
(h′n
+x+)n ≤ (αn)n. En efecto, si y ∈ [0, x+], entonces (Sy) = (h′ny)n ≤ (αn)n, y por tanto
h′ny ≤ αn para todo n. Se deduce que sup{h′ny : 0 ≤ y ≤ x+} ≤ αn para todo n puesto que
y fue tomado arbitrariamente. Notemos por u´ltimo que sup{h′ny : 0 ≤ y ≤ x+} = h′n+x+
(cf. Proposicio´n 1.3). Por tanto S+x+ = sup{Sy : 0 ≤ y ≤ x+} = (h′n+x+)n, donde
la primera igualdad es cierta de nuevo por la Proposicio´n 1.3. Adema´s como S+x− =
(h′n
+x−)n, tambie´n se concluye que S+x = (h′n
+x)n para todo x ∈ L1[0, 1]. Las otras dos
igualdades se obtienen a partir de aqu´ı inmediatamente. ¤
El siguiente resultado es bien conocido y se deriva de la regularidad de la medida de
Lebesgue; aqu´ı 4 denota la diferencia sime´trica (cf. [13, Prop. 1.4.1]).
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Lema 5.15. Sea ([0, 1],Σ, µ) el espacio de Borel con la medida de Lebesgue. Para todo
Boreliano B ∈ Σ y ε > 0 existen un nu´mero finito de intervalos disjuntos de extremos
racionales {(pi, qi)}ki=1 tales que µ
(
B4
k⋃
i=1
(pi, qi)
)
< ε.
Consideremos para todo natural k la familia numerable Fk =
{
k∑
i=1
χ(pi,qi)
}
donde pi, qi
son racionales de [0, 1] con pi < qi para todo i = 1, . . . , k y tales que (pi, qi)∩ (pj, qj) = ∅
si i 6= j. Sea F =
∞⋃
k=1
Fk, numerable. Se tiene ‖x‖1 ≤ ‖x‖∞ ≤ 1 para todo x ∈ F . Puesto
que (pi, qi) ∩ (pj, qj) = ∅ para i 6= j, no es ninguna restriccio´n suponer que la familia F
forma parte de la sucesio´n densa (hn)n que interviene en la definicio´n de la isometr´ıa S
definida en el Lema 5.14.
Ejemplo 5.16. Si E es espacio de Ko¨the sobre [0, 1] con la σ-a´lgebra de Borel y la
medida de Lebesgue, entonces existen operadores 0 ≤ R ≤ P : E → l∞ tales que P es
estrecho y R no lo es.
El operador 0 ≤ T : L1[0, 1] → l∞ definido por Tf = (∫ f)(1, 1, . . . , ) es claramente
estrecho. Sea (hn)n una sucesio´n densa en BL1[0,1] que contiene a la familia F y (h′n)n la
sucesio´n de funcionales asociados tales que h′nhn = ‖hn‖ para todo n. Si S : L1[0, 1]→ l∞
es la isometr´ıa definida por Sf = (h′nf)n, entonces el operador S
+ no es estrecho.
En efecto, de lo contrario, dado A = [0, 1] y ε = 1/8 existir´ıa una particio´n {A1, A2}
de A con µ(A1) = µ(A2) = 1/2 y tal que ‖S+(χA1 − χA2)‖∞ < 1/8. Por el Lema 5.15,
dado 1/16 > 0 y A1, existen p1, . . . , pk, q1, . . . , qk racionales en [0, 1] con pi < qi tales que
(pi, qi) ∩ (pj, qj) = ∅ para i 6= j y satisfaciendo µ
(
A14
k⋃
i=1
(pi, qi)
)
< 1/16. Denotemos
Gi = (pi, qi) y consideremos el elemento
k∑
i=1
χGi ∈ Fk ⊆ BL1[0,1] as´ı como su funcional
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asociado
k∑
i=1
χGi ∈ BL∞[0,1]. Se tiene
〈 k∑
i=1
χGi , (χA1 − χA2)
〉
=
〈
χ k∪
i=1
Gi
, χA1
〉
−
〈
χ k∪
i=1
Gi
, χA2
〉
= µ
(( k∪
i=1
Gi
) ∩ A1)− µ(( k∪
i=1
Gi
) ∩ A2)
= µ(A1)− µ
(( k∪
i=1
Gi
)c ∩ A1)− µ(( k∪
i=1
Gi
) ∩ A2)
≥ µ(A1)− µ
(( k∪
i=1
Gi
)c ∩ A1)− µ(( k∪
i=1
Gi
)4A1)
≥ µ(A1)− 2µ
(( k∪
i=1
Gi
)4A1) ≥ µ(A1)− 1/8 = 3/8.
Llegamos as´ı a que
∣∣∣∣〈 k∑
i=1
χGi , (χA1 −χA2)
〉∣∣∣∣ ≥ 3/8. Si usamos ahora el Lema 5.14 resulta
que∥∥∥∥S+(χA1 − χA2)∥∥∥∥
∞
=
∥∥∥∥(h′n+(χA1 − χA2))
n
∥∥∥∥
∞
≥
∣∣∣∣〈 k∑
i=1
χGi , (χA1 − χA2)
〉∣∣∣∣ ≥ 3/8,
ya que
(
k∑
i=1
χGi
)+
=
k∑
i=1
χGi es un elemento de (h
′
n)n. Sin embargo esto es una contradiccio´n
con la hipo´tesis inicial.
Notemos que de modo ana´logo se obtiene que los operadores S− y |S| tampoco son
estrechos. Por u´ltimo notemos que se probo´ en el Ejemplo 3.22 que se tienen las desigual-
dades 0 ≤ S+, S− ≤ |S| ≤ T, con lo que se concluye que el problema de dominacio´n en la
clase N (L1[0, 1], l∞) tiene respuesta negativa en general.
Considerando ahora la inclusio´n cano´nica J : E → L1[0, 1] se obtiene inmediatamente
que el operador TJ : E → l∞ es estrecho mientras que el operador S+J no lo es por lo
anterior; adema´s se tiene la desigualdad 0 ≤ S+J ≤ TJ . Basta llamar P = TJ y R = S+J
para concluir el resultado.
Antes de presentar el teorema de mayoracio´n para operadores estrechos recordemos
que dado un operador positivo T : G → F entre dos ret´ıculos vectoriales G y F , con
F Dedekind completo, una componente de T (cf. Definicio´n 1.9) es cualquier operador
positivo S : G → F tal que S ∧ (T − S) = 0 en Lr(G,F ). Los operadores de la forma
QTP , donde P y Q son proyecciones de banda en G y F respectivamente, se llaman
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componentes elementales de T mientras que una componente de la forma
n∨
i=1
QiTPi se
llama componente simple de T . Denotamos por ST las componentes simples de T y por
CT las componentes de T . Usando la Proposicio´n 5.3 se tiene el siguiente:
Corolario 5.17. Sea F un ret´ıculo normado Dedekind completo y T : E → F un
operador estrecho positivo. Entonces toda componente elemental de T es estrecha.
Como la clase de los operadores estrechos no tiene estructura vectorial en general, el
siguiente resultado no puede derivarse directamente del Corolario 5.17:
Proposicio´n 5.18. Sea F un ret´ıculo normado Dedekind completo y T : E → F un
operador estrecho positivo. Entonces ST ⊂ N (E,F ).
Demostracio´n. Sea S una componente simple de T . Por el Lema 1.10 existe un
conjunto de componentes elementales de T disjuntas dos a dos, Q1TP1, · · · , QnTPn, tales
que S =
n∑
i=1
QiTPi; ma´s au´n, las proyecciones P1, . . . Pn se pueden tomar disjuntas dos a
dos. Dado 1 ≤ i ≤ n tomemos Ci ∈ Σ, µ(Ci) > 0, tal que Pi(f) = fχCi para toda f ∈ E
(cf. Proposicio´n 1.51). Adema´s como Pi⊥Pj para i 6= j, resulta que µ(Ci ∩ Cj) = 0 si
i 6= j.
Sea A ∈ Σ, µ(A) > 0 y ε > 0. Si µ(A ∩ Ci) = 0 para todo i = 1, . . . , n la conclusio´n es
trivial. Supongamos pues que existe 1 ≤ k ≤ n tal que existen i1, . . . , ik ∈ {1, . . . , n} con{
µ(A ∩ Cij) > 0 si j = 1, . . . , k,
µ(A ∩ Cij) = 0 si j = k + 1, . . . , n.
Los operadores Qi1T, . . . , QikT son estrechos por serlo T ; as´ı para todo j = 1, . . . , k
existe {Aij1 , Aij2 } particio´n de A ∩ Cij con µ(Aij1 ) = µ(Aij2 ) =
µ(A ∩ Cij)
2
, y tal que
‖QijT (χAij1 − χAij2 )‖ < ε/n. Supongamos que A ∩
k∪
j=1
Cij = A y definamos A1 =
k∪
j=1
A
ij
1 y
A2 =
k∪
j=1
A
ij
2 . Claramente
µ(A) =
k∑
j=1
µ(A ∩ Cij) =
k∑
j=1
µ(A
ij
1 ) +
k∑
j=1
µ(A
ij
2 ) = µ(A1) + µ(A2),
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y A1 ∩ A2 = ∅ con µ(A1) = µ(A2) = µ(A)/2. Adema´s
‖S(χA1 − χA2)‖ =
∥∥∥∥ k∑
j=1
QijTPij(χA1 − χA2)
∥∥∥∥ ≤ k∑
j=1
‖QijT (χAij1 − χAij2 )‖
≤
k∑
j=1
ε/n = kε/n < ε.
Para finalizar basta observar que el caso A ∩ k∪
j=1
Cij * A se puede reducir al caso previo
considerando dos conjuntos medibles disjuntos B1 y B2 de igual medida y cumpliendo
B1 ∪B2 = A∩ (
k∪
j=1
Cij)
c, y definir A1 =
( k∪
j=1
A
ij
1
)∪B1 y A2 = ( k∪
j=1
A
ij
2
)∪B2. Se concluye
entonces que el operador S es estrecho. ¤
Proposicio´n 5.19. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente. Si E ′ y F son orden continuos y T : E → F es un
operador estrecho positivo entonces CT ⊂ N (E,F ).
Demostracio´n. Sea R : E → F una componente del operador T . Notemos que
el operador T : E → L1(Ω′,Σ′, µ′) es M-de´bilmente compacto por la Proposicio´n 1.46.
Equivalentemente se obtiene que la norma operador es orden continua en el intervalo
[0, T ] (cf. Proposicio´n 3.11). De ah´ı se obtiene que el operador R : E → L1(µ′) es l´ımite en
norma de una red de componentes simples de T . En efecto, fijemos un natural n. Notemos
que el espacio E es σ-Dedekind completo por ser un espacio de Ko¨the (cf. Observacio´n
1.48); podemos aplicar entonces la igualdad CT = (ST )»↓↑ ⊂ [0, T ] (cf. Proposicio´n 1.12) y
obtener una red (Rα)α ⊂ (ST )»↓ tal que Rα ↑ R. As´ı R−Rα ↓ 0 y por tanto (R−Rα)(x) ↓ 0
para todo x ∈ E+ (cf. [4, Thm. 1.13]). De ah´ı se tiene que 0 ≤ Rα(x) ≤ R(x) ≤ T (x)
para todo x ∈ E+, es decir, Rα ∈ [0, T ]. Como la norma operador es orden continua en
[0, T ] resulta que ‖R − Rα‖ → 0. Sea pues α1 tal que ‖R − Rα1‖ ≤ (3n)−1. Para ese
Rα1 existe una red (Qβ)β ⊂ (ST )» ⊂ [0, T ] tal que Qβ ↓ Rα1 . De modo similar se obtiene
que Qβ ∈ [0, T ] para todo β y de nuevo la orden continuidad de la norma operador en
[0, T ] implica que ‖Qβ − Rα1‖ →
β
0. Sea β1 tal que ‖Qβ1 − Rα1‖ ≤ (3n)−1. Para ese β1
existe una sucesio´n (Pk)k ⊂ ST tal que Pk ↑ Qβ1 . Como antes se obtiene un kn tal que
‖Pkn −Qβ1‖ ≤ (3n)−1. Ahora de la desiguadad triangular se sigue que ‖R− Pkn‖ ≤ n−1,
en otras palabras, existe una sucesio´n (Pn)n de componentes simples que tiende en norma
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a R. Las Proposiciones 5.18 y 5.4 concluyen que R : E → L1(Ω′,Σ′, µ′) es estrecho.
Finalmente R : E → F es tambie´n estrecho por la Proposicio´n 5.6. ¤
Proposicio´n 5.20. Sean E y F espacios de Ko¨the sobre espacios de probabilidad
(Ω,Σ, µ) y (Ω′,Σ′, µ′) respectivamente. Si E ′ y F son orden continuous y T : E → F es
un operador estrecho positivo, entonces todo operador T -escalonado positivo es estrecho.
Demostracio´n. Por la Proposicio´n 5.6 podemos suponer que F = L1(Ω′,Σ′, µ′).
Tomemos un operador T -escalonado positivo arbitrario S =
n∑
i=1
αiRi, donde αi > 0 para
todo i = 1, . . . , n y R1, . . . , Rn son componentes de T disjuntas dos a dos y tales que
n∑
i=1
Ri = T . Notemos que el operador T : E → L1(µ′) es M-de´bilmente compacto por la
Proposicio´n 1.46 y consecuentemente la norma operador es orden continua en el intervalo
[0, T ] (cf. Proposicio´n 3.11). Como en la prueba de la Proposicio´n 5.19 existen n sucesiones
(P ik)k, i = 1, . . . , n de componentes simples de T que tienden respectivamente en norma a
cada Ri. Como las operaciones de ret´ıculo son continuas en un ret´ıculo de Banach (cf. [50,
Prop. 1.1.6]) resulta que la sucesio´n (
n∨
i=1
αiP
i
k)k converge en norma a
n∨
i=1
αiRi =
n∑
i=1
αiRi = S
cuando k tiende a infinito. Notemos por u´ltimo que el supremo de un nu´mero finito de
componentes simples es una componente simple (cf. [4, Cap. 2]) y por tanto que
n∨
i=1
αiP
i
k
es estrecho para cada k (cf. Proposicio´n 5.18). Ahora el l´ımite en norma de operadores
estrechos es estrecho la Proposicio´n 5.4. ¤
Proposicio´n 5.21. Sea E un espacio de Ko¨the sobre un espacio de probabilidad
(Ω,Σ, µ) tal que E ′ es orden continuo y sea F un ret´ıculo de Banach orden continuo.
Si T : E → F es un operador estrecho positivo, entonces [0, T ] ⊂ N (E,F ).
Demostracio´n. Supongamos lo contrario, es decir que existe S ∈ [0, T ] tal que S
no es estrecho. Entonces existe A ∈ Σ, µ(A) > 0, y ε > 0 tal que para toda particio´n
{A1, A2} del conjunto A, con µ(A1) = µ(A2), se tiene ‖S(χA1 − χA2)‖F ≥ ε.
Aserto: podemos asumir que F tiene una unidad de´bil.
En efecto, consideremos la σ-algebra ΣA = {A ∩ B : B ∈ Σ} y una sub σ-algebra,
Σ˜A de ΣA, separable. Consideremos los operadores S˜ ≤ T˜ : E(A, Σ˜A, µ) → F definidos
como S˜x = Sx y T˜ x = Tx respectivamente para todo x ∈ E(A, Σ˜A, µ). La adherencia
del subespacio imagen del operador S˜ es separable ya que E(A, Σ˜A, µ) es un espacio
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separable; por tanto la adherencia del subespacio imagen del operador S˜ esta´ incluida en
algu´n orden ideal J con unidad de´bil del ret´ıculo orden continuo F (cf. Teorema 1.50).
Adema´s el ideal J esta´ complementado por una proyeccio´n positiva P : F → J (cf.
Proposicio´n 1.27). Notemos que el operador PT˜ es estrecho mientras que el operador PS˜
no lo es, por tanto podemos asumir sin pe´rdida de generalidad que el propio F tiene
unidad de´bil. Existe entonces (cf. Teorema 1.49) un espacio de probabilidad (Ω′,Σ′, µ′),
un orden-ideal J , en general no cerrado, de L1(Ω′,Σ′, µ′), una norma reticular ‖·‖J y una
isometr´ıa de Riesz ϕ : F → (J, ‖ · ‖J), tales que la inclusio´n natural i : J → L1(Ω′,Σ′, µ′)
es continua y satisfaciendo ‖f‖1 ≤ ‖f‖J para todo f ∈ J . Claramente el operador ϕT
es estrecho por serlo T (cf. Proposicio´n 5.3); adema´s 0 ≤ ϕS ≤ ϕT por ser ϕ ≥ 0. Por
u´ltimo, como ϕ es una isometr´ıa se tiene ‖ϕS(χA1 − χA2)‖J = ‖S(χA1 − χA2)‖F ≥ ε, es
decir ϕS no es estrecho.
Todo lo anterior permite reducir la demostracio´n del teorema al caso en que el pro-
pio F sea un orden-ideal, en general no cerrado, de L1(Ω′,Σ′, µ′) para algu´n espacio de
probabilidad (Ω′,Σ′, µ′). Una vez hecha esta reduccio´n existe, por el Teorema de Freu-
denthal 1.11, una sucesio´n (Sn)n ⊂ [0, T ] de operadores T -escalonados positivos tales que
‖Sn − S‖ →
n
0. Para concluir so´lo necesitamos usar las Proposiciones 5.20 y 5.4. ¤
Como consecuencia de los resultados precedentes llegamos al resultado principal de la
seccio´n: el teorema de mayoracio´n para operadores estrechos.
Teorema 5.22. Sea E un espacio de Ko¨the sobre un espacio de probabilidad (Ω,Σ, µ),
F un ret´ıculo de Banach orden continuo y T : E → F un operador estrecho positivo.
Entonces [0, T ] ⊂ N (E,F ).
Demostracio´n. Sea S ∈ [0, T ]. El operador restriccio´n T |L∞(µ) : L∞(µ) → F es
estrecho por serlo el operador T . Notemos que L∞(µ)′ tiene norma orden continua por ser
un L-espacio; por tanto el operador S|L∞(µ) : L∞(µ) → F es estrecho por la Proposicio´n
5.21, y lo mismo se puede decir del propio operador S : E → F . ¤
Observacio´n 5.23. Si F no es orden continuo el Teorema 5.22 no es cierto: ve´ase el
Ejemplo 5.16.
Concluimos esta seccio´n relacionando los operadores estrechos y los homomorfismos
de Riesz desde el punto de vista de la mayoracio´n:
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Corolario 5.24. Sean E un espacio de Ko¨the sobre un espacio de probabilidad y
F un ret´ıculo de Banach orden continuo. Si T : E → F es un homomorfismo de Riesz
entonces T no esta´ mayorado por ningu´n operador estrecho.
Demostracio´n. Es consecuencia del Teorema 5.22 y la Proposicio´n 5.7. ¤
Corolario 5.25. Sea 1 ≤ p < ∞ y F un ret´ıculo de Banach orden continuo. Sea
T : Lp[0, 1] → F un homomorfismo de Riesz. Entonces T no esta´ mayorado por ningu´n
operador l2-singular.
Demostracio´n. Basta usar el Corolario 5.24 y la Proposicio´n 5.9. ¤
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