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Introduction
Let π be a SL(3, Z) Hecke-Maass cusp form, f a SL(2, Z) holomorphic Hecke cusp form and χ any dirichlet character mod p. The L-function associated to this triplet is given by
λ π (r, n)λ f (n)χ(n) (nr 2 ) s which converges absolutely for ℜ(s) > 1. The series extends to a entire function and satisfies functional equation of the Reimman type. Consequently, the Phragmen-Lindelof principle yeilds the convexity bound
The Lindelf hypothesis asserts that the exponent 3/2 + ǫ can be replaced any positive number. In this article we prove the following subconvex bound Theorem 1.1. Let π a SL(3, Z) Hecke Maass-cusp form, f a SL(2, Z) holomorphic Hecke cusp form and χ be any character mod p, then
The first subconvex bound (t-aspect) for the Reimman Zeta function was obtained by G.H. Hardy and J.E. Littlewood based on the work of Weyl [16] . The q-aspect subconvexity was first proved by D.A. Burgess. Using cancellation in character sums in short interval, he proved that L 1 2 , χ ≪ ǫ q 3 16 D.R. Heath-Brown [18] proved the the hybrid subconvexity for Dirichlet L-functions. Since then several improvements has been done to the above subconvex bounds. For GL(2) L-functions, t-aspect subconvexity was first proved by A. Good [19] for holomorphic forms using spectral theory of automorphic forms. T. Meurman [20] then proved the result for Maass cusp forms. The q-aspect subconvexity for GL(2) L functions was first obtained by Duke-Freidlander-Iwaniec using a new form of circle method. Assuming χ to be primitive modulo q and ℜs = 1/2 they obtained L(f × χ, s) ≪ f |s| 2 q 5/11 τ 2 (q) log q V. Blomer and G. Harcos [21] obtanied the Burgess exponent 3/8 for a more general holomorphic or a Maass cusp form.
For degree three L-functions, it was initially solved for several special cases in [22] , [4] , [5] , [6] ( See [13] for t-aspect). However those only dealt with forms which are lifts of GL(2) forms. In his series of papers [2] , [7] , [8] , [9] , [10] , Munshi introduced a different approach to subconvexity through which he obtained subconvexity for more general degree three L-functions.
Recently, using his new approach, t aspect subconvexity for GL(3) × GL(2) L functions was obtained in [1] . We closely follow that paper. We use the 'conductor lowering' trick as a device for separation of oscillations in the circle method as introduced in [2] . After a final application of Cauchy followed by Poisson summation we observe that there is not enough savings in the 'zero frequency' and too much saving in the 'non zero frequency'. To optimise this, we use the 'Mass transform' trick introduced in [3] which essentially decreases the length of summation where there is no cancellations (the zero frequency) at the cost an increase in the length of non zero frequencies. We proceed our proof for f holomorphic eigenform and note that the same proof goes through for Maass forms with mild alterations ( in a place or two).
Acknowledgement. I would like thank Prof. Munshi for sharing his ideas and suggestions. This paper is essentially an adaptation of his methods.
The set up
Let λ π (r, n) and λ(m) denote the fourier coefficients of π and f respectively. Then by the approximate functional equation [11] we have
where S(N ) is given by a sum
where V is a smooth function supported in [1, 2] and satisfies V (j) (x) ≪ j 1.
Remark 2.1 (Notation). In this paper the notation α ≪ A will mean that for any ǫ > 0, there exist a constant c such that |α| ≤ cAp ǫ . The dependence of the constant on π, f and ǫ, will be ignored.
Using the Ramanujan bound on average
one can further conclude
λ π (r, n)λ(n)χ(n)V n N 2.1. The delta method. We now separate oscillations from λ π (r, n) and λ(n)χ(n) using a version of the delta method due to Duke, Freidlander and Iwaniec. More specifically we will use the expansion (20.157) given in Chapter 20 of [11] . Let δ : Z → {0, 1} be defined by
where Q = 2M 1/2 . The function g satisfies the following property (see (20.158 ) and (20.159) of [11] ).
In particular the second property imples that the effective range of integral in
2.2. The mass transform. From above discussion, it suffices study the sums S r (N ). Let L be the set of primes in [L, 2L]. Using Hecke relations and the fact that
where U is any smooth function supported in [1/2, 5/2] and equals 1 on [1, 2] . To complete the separation, we use the delta expansion in (2.3) with Q = (N L/p) 1/2 and pick up p|(m − nl) to see that S r (N ) is
Sketch of the proof. For simplicity assume the generic case N ∼ p 3 , q ∼ Q = p √ L and r = 1. After applying circle method and the conductor lowering trick by Munshi , our main object of study becomes of the form,
Trivially estimating at this stage gives S(N ) ≪ N 2 . So we want to save N plus a little more in the above sum. We apply Voronoi summation formulae to both n and m sums. In the GL(2) Voronoi we save N/pq ∼ p/ √ L with the dual length ∼ pL and in the GL(3) voronoi we save N L/(pq) 3/2 ∼ L 1/4 with the dual length ∼ p 3 √ L. We also save √ Q is a sum and √ p in the u sum. Hence in total we have saved p 2 and at this stage trivial estimation gives
So we need to save p and a little more in the tranformed sum
We next apply Cauchy inequality to arrive at
Opening the absolute value square we apply Poisson summation formula on the m sum. In the diagonal (zero frequency) we save (LQpL) 1/2 ∼ pL 5/4 and the contribution of the diagonal becomes p 4 L × 1/pl 5/4 = p 3 /L 1/4 and in the off diagonal we save p 3/2 L 1/4 /p 1/4 = p 5/4 L 1/4 and its contribution to S(N ) is bounded by
. With the optimal choice for L = p 1/4 we get the claimed bound. Note that in the off diagonal we should usually save p 3/2 L 1/4 /(pQ 2 ) 1/2 but we save more due the reduction to the additive characters( savings using congruence conditions).
3. Voronoi summation formulae
be Langlands parameters for π. Let g be a compactly supported smooth function on (0, ∞). We define for l = 0, 1
Voronoi summation formula (see [12] ) is given by
λ π (n 1 , n 2 ) n 1 n 2 S(rd, ±n 2 ; cr/n 1 )G ± n 2 1 n 2 c 3 r .
In our case we have c = pq, d = ap + uq and g(n) = e(nx/pqQ)V (n/lN ). Extracting the oscillation of the integral transform (see Lemma 2.1 of [13] ), we essentially arrive at (3.1)
By repeated integration by parts wee see that the integral is negligibly small if n 2 1 n 2 ≫ M (q) = (pq) 3 /N L .
GL(2)
Voronoi. The n sum in (2.5) equals
For simplicity we assume (pl, q) = 1 (other cases can be dealt similarly and gives us a better bound). GL(2) voronoi gives
Extracting the oscillation out of the Bessel function we see that the above sum is essentially the sum to two sums (3.4 )
By repeated integration by parts its seen that the integral is negligibly small if n ≫ N (q) = (pq) 2 /N .
Cauchy and Poisson
Rearranging (3.4) we get 
Ramanujan bound and Cauchy Schwartz yields
Opening the absolute value square
(λ π (1, l) and λ(n) behaves like 1 on average). Poisson on n 2 gives (4.9) Ω ≪ M (C)
|C||J |
where the character sum C is given by (4.10)
and the integral transform J is given by It can be seen that there is no oscillation in the integral and hence we trivially bound the integral in the upcoming calculations. It remains to estimate the character sum C. The cases n 2 = 0 mod p and n 2 = 0 mod p has to be dealt separately.
(n 2 = 0 mod p)
The character sum C can be dominated by product of three sums C 1 C 2 C 3 where (5.1)
Note that since the dual length n 2 is < p , n 2 = 0 implies n 2 = 0 mod p. Changing variables γ = q 2 +n 2 α ′ and solving the congruence mod p we get α ′ =n 2 (γ − q 2 ) and α = q ′ 2n2 (1 −γq 2 ) Substituting we get
where h(γ, u, u ′ , m, m ′ ) = nmq 2 l − n ′ m ′ q ′2 l ′ + n 1 q ′ 2 n 2 q 2 (1 −γq 2 )u − n 1 n 2 q ′2 (γ − q 2 )u ′ Note that the contribution of γ = q 2 is just zero and hence we can add that. We further detect m = (u − b) and m ′ = (u ′ − b ′ ) using exponenetials to get
So C 1 is of the form
f 1 := x 1 , f 2 := x 2 , g := g(x 1 , x 2 , · · · , x 9 ) are Laurent polynomials in F p [x 1 , x 2 , · · · , x 9 , (x 1 x 2 · · · x 9 ) −1 ] and
Such mixed character sums have studied in [15] (following the method of [14] ). In particular one has squareroot cancellation once the Laurent polynomial F (x 1 , x 2 , · · · , x 11 ) = g(x 1 , x 2 , · · · , x 9 ) + x 10 f 1 (x 1 , x 2 , · · · , x 9 ) + x 11 f 2 (x 1 , x 2 , · · · , x 9 )
is non-degenarate with respect to its Newton polyhedra ∆ ∞ (F ). One can check that the non degeneracy holds in our case. Hence
In C 2 , α ′ is determined uniquely in terms of α and hence (5.7)
In C 3 since (n 1 , q 2 q ′ 2 ) = 1, we get α = −nln 1 mod d 2 and α ′ = −n ′ l ′ n 1 mod d ′ 2 . Then using the congruence relation modulo q 2 q ′ 2 we conclude (5.8)
Substituting in (4.9) , we see that the contribution of non zero frequencies in Ω is
Counting the number of (n, n ′ ) using the congruence in (5.9) we get (5.10)
Summing over n 2 and q 2 we arrive at (5.11) p 5/2 |J |M (C)q 2 1 rCN 2
Next summing over d 2 we get (5.12) p 5/2 |J |M (C)q 2 1 rCN 2
Executing the remaining sum we get (5.13 )
Substituting the value of N 2 and the bound for J , we see that the contribution of non zero frequency in (4.6) is dominated by (5.14) N 3/4 p 1/2 L 3/4 r 1/2 6. (n 2 = 0 mod p) 6.1. The zero frequency (n 2 = 0). 6.1.1. p|(nl − n ′l′ ). From the congruence relation, n 2 = 0 implies q 2 = q ′ 2 , α = α ′ . Further summing the exponentials in mod α we get the condition u = u ′ (other term vanishes). Assuming the above conditions, the character sum becomes
Following the same arguments to show (5.6) one can show that there is square root cancellation in the sum over b and b ′ for each u. Hence
Substituting and rearranging we see that the contribution of this part in Ω is dominated by (6.5) p 2 |J |M (C)
|J |M (C)
Substituting, we see that the contribution of this case in (4.6) is
With this change of bound in (d, d ′ ), this case contributes (6.9) ≪ N 3/4 p 1/4 Lr 1/2
For the last case p(d, d) ≫ N 1 L we must have nl ′ − n ′ l = 0 . There are atmost ≪ N 1 (l, l ′ )/L solutions. Hence the contribution from this case is (6.10) ≪ |J |M (C)
≪ |J |M (C)
Substituting we see that the above case contributes (6.11) ≪ N 3/4 p 3/4 r 1/2 /L 1/4 6.1.2. p ∤ (nl − n ′l′ ). In this case we have
In this case the non degeneracy holds for all the three variable and hence we have So the contribution of this case towards Ω is p 5 2 qr|J |M (C)
Substituting in (4.6), we get a better bound than (5.14). 
For the same reasons as in (6.3) we have (6.17)
Now doing the same calculation we did in (5.9) with the above change in bound for C 1 and N/p in place of N 2 , we arrive at a bound better than (5.14).
Optimal choice for L and r
Combining (6.7), (6.9),(6.11) and (5.14) we conclude Using the upper bound N ≪ p 3+ǫ /r 2 , we see that the optimal choice for L = p 1/4 in which case (7.2) S r (N ) ≪ p 3− 1 16 r and hence we conclude which the optimal choice for θ = 1/16.
