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ABSTRACT OF DISSERTATION

Neutron Spectroscopy of the Parity-Violating 0.734 eV Neutron Resonance in
Lanthanum-139 in Preparation for the NOPTREX Time Reversal Violation
Experiment
One of the most outstanding questions in physics is the matter-antimatter asymmetry of the Universe, resulting from excess baryogenesis processes during the early
moments of the formation of the Universe. At present, the types of processes needed
to explain this matter excess, so-called ‘CP-violating processes’ are known to exist
within the present framework of the Standard Model of particle physics. However,
decades of research has shown that our understanding of the origin of these processes is
incomplete, as we do not presently know of enough sources of CP-violating processes
to account for the large baryon asymmetry that we observe. The Neutron Optics
Time Reversal EXperiment (NOPTREX) collaboration was formed to investigate the
existence of possible CP-violating processes in compound neutron-nuclear resonance
scattering reactions in which large parity-violating effects are observed. One of the
most crucial elements of the NOPTREX experiments is defining the optimal nuclear
scattering target material. This work centers on the characterization of the most
promising candidate nucleus for such an investigation, 139 La; in particular, we focus
on the experimental efforts to measure the longitudinal parity violation present in
the 0.734 eV neutron resonance that took place at Flight Path 12 at the Los Alamos
Neutron Science Center (LANSCE) from 2017-2020.
KEYWORDS: NOPTREX, time reversal, parity violation, weak interaction physics,
neutron scattering, resonance spectroscopy
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The rotation of a square is a discrete symmetry. The square only looks
identical to its original θ = 0 orientation for increments of 90◦ . Anything
in between 90◦ increments is not identical. . . . . . . . . . . . . . . . . .
Any arbitrary rotation through any angle leaves a circle looking the same
as the original θ = 0 orientation. . . . . . . . . . . . . . . . . . . . . . .
Parity inversion can be confusing at times. In the cult classic film Mean
Girls, there is a scene where one of the main characters, Karen, is getting
ready for a school dance. In Fig. 1.3a, we see that she has adorned
herself with a sequined letter ‘K’ on her chest. However, when she turns
away from the mirror and faces the viewer, the letter ‘K’ is seen to be
reversed, much to the audience’s bemusement (this joke of course only
works because K is a chiral letter). It is worth noting that the handedness
is reversed between the ‘real-world’ and the ‘mirror-world.’ In particular,
note in Fig. 1.3b that ‘real-world’ Karen has her right hand raised, while
her ‘mirror-world’ self is raising her left hand. Images courtesy of [1]. . .
The definition of helicity relates a particle’s direction of spin to the direction of the particle’s momentum. Here we relate this idea to a clock
traveling in a straight line through space. In both cases above, the hands
on the clocks are moving in a clockwise direction. However, in the top case,
(a), the clock has positive momentum (traveling from left to right). If one
were to track the location of the tip of the clock’s hand in 3-dimensional
space (shown by the orange lines above), one would see that a helical pattern emerges. Similarly, if the clock has negative momentum (as seen in
(b)) but the hands are still rotating in the clockwise direction, we still trace
out a helix, albeit this second helix is ‘twisted’ in the opposite direction.
The direction of this ‘twisting’ is helicity. . . . . . . . . . . . . . . . . . .
To help visualize helicity physically, start by orienting your pointer finger
with the clock face in the top diagram (a) and move your finger in circles
in a clockwise direction. Now, move your hand (with your finger still
spinning) from the left of the page to the right of the page. Your fingertip
will trace out a (right-handed) helix in 3-dimensions. Now, starting with
the bottom figure, (b), do the same thing; orient the same finger with the
clock face and spin your finger in a clockwise direction. Now, move your
hand (with your finger still spinning) from the right of the page to the
left of the page (to mimic negative momentum). Do you notice that your
finger ‘twists’ out a different path in the two scenarios? . . . . . . . . . .
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In the figure above, we have two staircases with opposite helicities. Staircase (a) has left-handed helicity whereas (b) has right-handed helicity.
The direction of ‘rotation’ about the central axis can be defined by the
direction one would have to turn in order to ascend the staircase. For the
left-handed staircase, (a), one would need to always be turning to their
left to go up the stairs; meanwhile, someone turning continuously to their
left on staircase (b) would be descending. If an observer were looking
down the shaft of the staircase, someone ascending staircase (a) would be
circulating (to the observer) in a counterclockwise direction, while someone ascending staircase (b) would be circulating clockwise. In the image
above, the two female figures at the top of the staircase are turning to
their left; one is ascending while the other descends. The same is true for
the male figures mid-way up the staircase. Both are turning continuously
to their right, yet one is running up the stairs while the other is running
down. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Notice that even though the direction of the ‘real world’ z-axis is flipped
in the mirror image (z 0 -axis), the rotation of the particle (shown in yellow)
is clockwise in both the ‘real’ world (left) and in the mirror world (right).
The mirror world coordinates are written with primed notation. . . . . .
The 60 Co nucleus (shown right) has a total nuclear spin of 5~. Both the
electron and the antineutrino are spin- 21 particles. After β-decay, they
each carry away ~2 units of angular momentum, leaving the resulting 60 Ni
nucleus (shown left) with 4~. To conserve momentum, this means that the
antineutrino spin and the electron spins must be in the same direction. The
above figure shows how the angular momentum is distributed among the
nuclei and particles by projecting the z-component of the spins onto the
axis in the center. Cones are shown here to represent the uncertain nature
of spin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
If the direction of the emitted electrons shows no preference to the direction
of emission, the results of the ‘real world’ experiment and the ‘mirror
world’ experiment coincide and the two experiments are indistinguishable.
In this situation, the direction of the z-axis is reversed, but the direction
~ and L
~ 0 ) are still pointing in the
of the particles’ spin vectors (denoted as L
same direction. However, in order to properly ‘reflect’ in the mirror, the
direction of the electron momenta will have to be opposite one another. .
In this CP-transformed situation, the direction of the z-axis is reversed,
~ and L
~ 0 )are still
but the direction of the particles’ spin vectors (denoted as L
pointing in the same direction. Two right-handed particles are produced
in this situation, meaning that the physics is once again sound. . . . . .
Neutral kaons (K0 ) and neutral anti-kaons (K̄0 ) are eigenstates of the
strong interaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
One of the mysteries of the K0 /K̄0 particles was that, although they were
antiparticles of each other, they both had access to the same decay channels.
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1.14 If kaons/antikaons are produced in a beam source and time-of-flight measurements are available, it becomes readily apparent that there are two
distinct decay lifetimes. It was determined that the initial K0 and K̄0
states could be decomposed into a two-state basis of short-lived kaons and
long-lived kaons, denoted KS and KL . In the figure above, proton spallation produces the K0 and K̄0 particles, when each have access to the 2π
and 3π decay modes (as seen via the thin, wavy lines connecting the particles to the possible decay modes). If one were to start a timer (shown at
the bottom of the figure) the moment that the kaons were generated, one
would see an abundance of 2π decays at a detector position corresponding
to a time-of-flight τS and 3π decays at τL . . . . . . . . . . . . . . . . . .
1.15 Because it was initially observed that the 2π and 3π decays were sharply
segregated by these lifetimes, it was determined that the KS and KL states
were eigenstates of the weak interaction (K1 and K2 ), each with definite
CP symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.16 The (rare) occurrences of short-lived 3π decays and of long-lived 2π decays
necessitated the mixture of the K1 and K2 weak states. This indirectly
implied the presence of CP violation in the weak interaction. . . . . . . .
1.17 The 1964 experiment by Christenson, Cronin, Fitch, and Turlay indirectly
measured the existence of CP violation in the weak interaction, as 2π
decays were observed at the end of the 17.4 meter beamline, long after all
KS particles would have decayed. For perspective, the probability of such
a decay occurring at the end of the beamline (including relativistic timedilation adjustments for beam particles traveling at 0.98c) is expected to
be approximately 1 out of 1054 decay events. In reality, a 2π decay event
was observed in about 1 out of every 500 decays. This meant that there
must be some small CP-even K1 component in the KL weak eigenstate. .
1.18 The anisotropic particle-antiparticle oscillations between the kaon and
anti-kaon is how CP violation can be interpreted as T violation, assuming
CPT conservation. One would be able to tell the ‘normal world’ from the
‘time-reversed world’ because of these oscillations. Since the semileptonic
decay products of the kaon produce electrons, whereas the anti-kaons produce positrons, you would begin to detect anti-kaon decay positrons in the
time-reversed world long before you would detect them in the non-timereversed world. Thus, you would be able to differentiate the two scenarios
with a time measurement. . . . . . . . . . . . . . . . . . . . . . . . . . .
1.19 The oscillating K0 -K̄0 system under a CP transformation. Please note
that the spatial axes are inverted with respect to each other, while the
direction of time (denoted by the arrows at the bottom) is the same in
both situations. These two systems are physically distinguishable, as it can
be seen that a decay is occurring at time t = t2 , while no such analogous
decay is observed in the CP-conjugated world at time t0 = t02 . . . . . . . .
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1.20 The oscillating K0 -K̄0 system under a CPT transformation. Please note
that the direction of the time axis was inverted, so the system on the left
should be ‘read’ left-to-right, while the CPT-conjugated system (right)
should be read right-to-left. This was done to avoid confusion with the
inversion of the spatial axes. With all three (C, P, T ) symmetries inverted,
we recover the same physical phenomenon in each system. Specifically, it
is seen that the expected decay lifetimes for each system now coincide, in
contrast to the (CP )-only reversed system seen in Fig. 1.19. . . . . . . .
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The ratio of the rate of expansion of the Universe, H, to the rate of nucleonantinucleon annihilation, A. The temperature at which freeze-out occurs
as a function of
is when this ratio is ≈ 1. This plot shows the ratio H
A
temperature (in units of kB T in MeV) over the range 15-22 MeV in order
to show how quickly the value of H
drops. Below 15 MeV, the scale of the
A
≈ 1013 ; at 5 MeV, H
≈ 1030 ; at
y-axis becomes unwieldy: at 10 MeV, H
A
A
H
63
1 MeV, A ≈ 10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The ratio of the rate of expansion of the Universe, H, to the rate of nucleonoccurs is approximately
antinucleon annihilation, A. The point at which H
A
20 MeV. Fig. 2.1 was included to illustrate how quickly this ratio blow up
as kB T → 1, so the rounding of 19.57 ≈ 20 MeV is reasonable. . . . . . .
For the K0 → K̄0 neutral meson oscillation, the lowest-order interaction
diagram is the second order box diagram depicted here, showing the exchange of two virtual up-type quarks (in this case, the exchange of virtual
top and up quarks). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
For the K̄0 → K0 neutral meson oscillation, the lowest-order interaction
diagram is the second order box diagram depicted here, showing the exchange of two virtual up-type quarks (in this case, the exchange of virtual
top and up quarks). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The figures above depict the reaction K + → π 0 π + and its mirror reaction,
K − → π 0 π − . As seen in Eq. 3.21, one can calculate the difference of the
decay width of particle to a specified final state with that of its mirror
counterpart. The decay widths are calculated using the sum over the different amplitudes. The inclusion of the strong phase in these interactions
will allow for an interference term. Note that these are ∆F = 1 reactions
(strangeness changes by one unit). . . . . . . . . . . . . . . . . . . . . .
A side-by-side comparison of a direct and indirect CP-violating process.
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The above diagram shows the relationships between the CP-violating couplings posited in BSM theory (the 12 Wilson coefficients + the QCD θ̄ coupling), with the energy scale decreasing from left to right. The purpose of
this diagram is to visualize a ‘roadmap’ which connects the experimentallyinaccessible high-energy coupling constants (e.g. the fermion EDMs or
four-quark couplings which exist at energies higher than the electroweak
symmetry breaking regime) to lower-energy observables which we can
access in the laboratory. This illustrates how different experimental efforts which seek to measure BSM CP-violation can be complementary;
for example, the long-standing neutron EDM measurements constrain dn ,
whereas NOPTREX probes gπ1 . Both are searching for CP violation, just
in different sectors of BSM theory. This figure is courtesy of [2]. . . . .
This Feynman diagram shows the one-loop leading order nonzero term for
the nEDM, depicting the exchange of a kaon between two nucleons. . . .
Pictoral representation of the three necessary sets of quantum numbers
needed for the neutron-nucleus reaction. The incident neutron will have
~ the target nucleus will have nuclear spin I,
~ and the composite
spin S,
~ By the time
system will have the combined angular momentum, J~ = I~+ S.
reversal invariance present in this two-body system, these labels could also
be for the reversed reaction to describe the 1) exiting neutron 2) residual
target nucleus and 3) relative motions between the two bodies (e.g. the
compound nucleus state). . . . . . . . . . . . . . . . . . . . . . . . . . .
Using the displacement of a piston as an analog to the amount of excitation
energy available to a compound nucleus, we can see that the water in the
tube corresponding to a high-energy state (bottom illustration) has access
to more holes than does its lower-energy counterpart (top illustration).
In this way, we can intuit that the rate at which water leaks out of the
system is greater for the high-energy state than for the low-energy state
(here we neglect effects such as the pressure differentials due to the the
water column itself for the sake of illustration). . . . . . . . . . . . . . .
In the real ‘Double Lanthanum’ parity violation experiment (schematic
shown on the left), pulsed neutrons from the LANSCE spallation source
scatter off of a ∼ 5 cm-thick lanthanum disk which is encased in aluminum
and contained in an evacuated cryostat. on the right, we have the ‘toy
model’ of this system. We can model this as a continuous, uniform neutron
beam scattering from a thin, uniform disk of lanthanum of radius R. We
take R to be much larger than the radius of the incident beam so that we
can have a uniform interaction region and can neglect any edge effects from
the beam scattering off of the target edges. We also neglect any effects
from neutrons scattering on the cryostat assembly. The blue arrows denote
the direction of the beam momentum. . . . . . . . . . . . . . . . . . . .
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The above images show the coordinate system that is being used in this
discussion of scattering. The image on the left shows a sidelong view of
the coordinates while the right image shows the same coordinate system
from a head-on perspective, looking upstream at the particle beam. Due
to the cylindrical symmetry of the system, ~r represents a point along the
radius of the circular (geometric) cross-section of the beam. The radius of
the beam is given by R. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
The above figure shows a wave packet incident on our cylindrical target.
~r describes the wave packet’s radial displacement from the ẑ-axis, dΩ
represents an infinitesimal solid angle into which the wave packet may
scatter, and êΩ is the unit vector in the direction of scattering. êΩ is
normal to the surface subtended by dΩ. . . . . . . . . . . . . . . . . . . . 79
This figure shows a particle beam (depicted by the blue cylinder) moving
from left to right incident on our target disk. We take the radius of
the beam to be smaller than the radius of the target so that we may
ignore interference due to edge effect interactions. This means that the
maximum displacement that any wave packet can have is |~r|, which is
smaller than the value of R, the target radius. Edge effects do exist in our
real scattering experiment, but they have to be empirically determined via
direct measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
This flowchart is meant to serve as a map of the concepts that I will go
through so that it is clearer why and how I am relating these concepts to
the optical theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Ducking behind a tree to avoid being hit by rocks thrown from one direction is a sensible tactic; since rocks cannot penetrate the tree trunk, there
is a ‘shadow’ behind the tree where you would be safe. . . . . . . . . . . 97
In the classical case of scattering BBs at a hard sphere, BBs can ricochet
in many different directions depending on their impact parameter, but if
one were to hang a ‘screen’ behind the sphere, there will be a circular
shadow (of area πR2 ) behind the sphere where no BBs would be able to
strike. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
This diagram shows a plane wave incident from the left (traveling in the
n̂inc direction) impinging on a spherical point particle and the resulting
spherical waves. The dashed lines represent the maxima of a wave while
the solid lines represent the minima. The scattered wavefunction is a result
of the interference of these two wavefunctions. . . . . . . . . . . . . . . 98
The Morse potential, shown here in blue, is commonly used to describe the
molecular potential that an electron bound to a molecule
experiences. It is

−a(r−r0 )
described by the equation V (r) = V0 1 − e
. We can see that for
very small displacements, the Morse potential can be approximated as a
harmonic oscillator, shown in orange. (Of course, for larger displacements,
this quickly becomes an anharmonic oscillator.) . . . . . . . . . . . . . . 101
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4.12 As a conceptual example, the plot above shows a two-lobed p-orbital electron cloud at different points in time. For an electrically neutral atom,
as the probability of the electron position oscillates with time, the charge
density of the orbitals also oscillates. The position of the electron carries the negative charge density with it, and the positive charge density is
caused by the unshielded nucleus. The charge density of the lobes oscillates with time, as shown in the plot above. If the frequency (and phase)
of an incident photon happens to match the frequency with which this
charge density oscillation occurs, a resonance effect can occur. . . . . . .
4.13 An incident photon whose frequency fγ matches that of the electronic
oscillations in an atomic system, fe , can result in a resonance effect in
which the atomic system absorbs energy (and angular momentum) from
the photon and is driven to an excited state. In this case, we see the
p-orbital is excited to a d-orbital. . . . . . . . . . . . . . . . . . . . . . .
4.14 The above figures show the real and imaginary parts of the complex function, r̃0 . The axes of these graphs are all in arbitrary units, though the
plots shown in figures (a) and (b) are scaled to one another, and the two
functions shown in (d) are scaled to each other. . . . . . . . . . . . . . .
4.15 The left figure shows the incident plane wave, traveling from left to right,
whereas the right figure shows the superposition of the incident plane wave
with the resulting scattered wave after scattering from an object located
in the center of the image. The light and dark regions represent maxima
and minima, respectively. Images courtesy of [3] . . . . . . . . . . . . . .
4.16 This figure shows a comparison between a classical hard-sphere scattering
system and a quantum mechanical scattering system. Assuming the incident BBs/particles come from the left, if one were to put a screen behind
the scattering objects, one would see a corresponding ‘shadow’ cast in the
forward scattering direction on both screens. Second image courtesy of [3]
4.17 In this diagram, the peaks and troughs of both the incident plane wave
and of the scattered spherical wave are shown. Along four different angles,
θi , the intersections of the scattering angle vector and the extrema of a
wave is marked: the intersections with the incident plane wave extrema
are marked with white dots, while the intersections with the spherical
wave extrema are marked with red dots. Notice that this illustrates the
constant relative phase in the forward scattering direction, θ0 = 0. This
is the only direction in which the relative phase is constant and nonzero.
Also note that an example of the ‘negative group velocity’ phenomenon
of the interference pattern can be seen by observing the relative phases
along the θ1 direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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This figure shows how the absolute value of κ(J) depends on the measured
mixing angle, φ. Shown here is a comparison of four nuclei encompassing
three different nuclear spin values, I: 117 Sn (I=1/2), 81 Br (I=3/2), 131 Xe
(I=3/2), and 139 La (I=7/2). Because a T-violating signal is expected to be
proportional to κ(J), the larger the value of κ(J), the more sensitive a
particular target nuclei may be to these processes. Figure courtesy of [4].
The sum of the x-component of the analyzing power, Ax , and the xcomponent of the polarization, Px , gives the largest signal proportional
to the desired D coefficient. . . . . . . . . . . . . . . . . . . . . . . . . .
The difference of the y-component of the analyzing power, Ay , and the
y-component of the polarization, Py , gives a signal proportional to the
desired D coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The difference of the z-component of the analyzing power, Az , and the
z-component of the polarization, Pz , gives a signal proportional to the
desired D coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The difference of the evolution of the x-components of the neutron polarization after the neutron passes through a y-polarized target gives a signal
proportional to the desired D coefficient. . . . . . . . . . . . . . . . . . .
The difference of the evolution of the y-components of the neutron polarization after the neutron passes through a y-polarized target gives a signal
proportional to the desired D coefficient. . . . . . . . . . . . . . . . . . .
The difference of the evolution of the z-components of the neutron polarization after the neutron passes through a y-polarized target gives a signal
proportional to the desired D coefficient. . . . . . . . . . . . . . . . . . .
A simplified schematic of the NOPTREX time-reversal search experiment
showing how the order of the components through which neutrons pass
is reversed. Before the apparatus is rotated, the order that the neutron
passes through the experimental components is 1) the 3 He polarizer, 2) the
neutron spin flipper, 3) the polarized nuclear target, before being detected
in a standalone polarization-insensitive detector (not shown). After rotation, the order is reversed, with the neutron first passing through 1) the
polarized nuclear target, then 2) the neutron spin flipper, and finally 3) the
3
He polarizer. This rotation effectively reverses the neutron momentum,
~kn → −~kn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A neutron passing through a thin slab of the polarized target which has
an inhomogeneity or defect present. Subfigure (a) shows this scenario in
the same spatial orientation (to the reader) as seen in Fig. 5.8, whereas
subfigure (b) shows the location and orientation of the inhomogeneity from
the perspective of a neutron in the beam. . . . . . . . . . . . . . . . . . .

xx

144

146

147

147

148

148

148

153

154

5.10 A neutron passing through a thin slab of the polarized target which has an
inhomogeneity or defect present in the case where the momentum of the
neutron was reversed relative to the slab. Subfigure (a) shows this scenario
in the same spatial orientation (to the reader) as seen in Fig. 5.8, whereas
subfigure (b) shows the location and orientation of the inhomogeneity
from the perspective of a neutron in the beam. Note that the location
and handedness of the defect as seen from the perspective of the neutron
is now opposite that which is seen in Fig. 5.8(b). . . . . . . . . . . . . .
5.11 A neutron passing through a thin slab of the polarized target which has an
inhomogeneity or defect present in the case where the orientation of the
slab was rotated 180◦ while the neutron momentum remains unchanged.
Subfigure (a) shows this scenario in the same spatial orientation (to the
reader) as seen in Fig. 5.8, whereas subfigure (b) shows the location and
orientation of the inhomogeneity from the perspective of a neutron in the
beam. Note that the location and handedness of the defect as seen from
the perspective of the neutron is now opposite that which is seen in Fig.
5.9(b), but coincides with what is observed in Fig. 5.10(b) in the case
where the neutron momentum is reversed. . . . . . . . . . . . . . . . . .
5.12 This figure shows how the relevant vector observables and source currents
are reversed (relative to the static lab-frame coordinate system, shown at
the top and bottom of the figure for easy reference) in the time-forward and
time-reversed cases. In the time-forwards (unrotated) case, the neutron
spin flipper is in the OFF configuration, whereas in the time-reversed
mode, it is in the ON state. . . . . . . . . . . . . . . . . . . . . . . . . .
5.13 This figure shows the two modes in which the spin flipper will need to be
operated in order to cancel out magnetic-field induced systematic effects.
Both of these modes correspond to the time-reversed state of the experiment; the only difference is the direction of the currents in the neutron
spin flipper coils which produce the transverse field component responsible
for the adiabatic neutron spin flips. . . . . . . . . . . . . . . . . . . . . .
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Initially unpolarized light (incident from the left) is transmitted through
a polarizer, which selects out linearly polarized light along the z-axis via
what are illustrated here as exaggerated slit gratings. The analyzer, consisting of an identical optical component, is oriented in the same direction
(relative to the z-axis) as the polarizer, thus allowing all of the linearlypolarized light to pass through without further attenuation. . . . . . . . 164
Initially unpolarized light (incident from the left) is transmitted through
a polarizer, which selects out linearly polarized light along the z-axis via
what are illustrated here as exaggerated slit gratings. The analyzer, consisting of an identical optical component, is now rotated approximately 45◦
(relative to the z-axis), allowing only a portion (∼ 50%) of the linearlypolarized light through. . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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Initially unpolarized light (incident from the left) is transmitted through
a polarizer, which selects out linearly polarized light along the z-axis
via what are illustrated here as exaggerated slit gratings. The analyzer,
consisting of an identical optical component, has been rotated approximately 90◦ (now perpendicular to the z-axis), allowing none of the linearlypolarized light to be transmitted. The beam is fully extinguished. . . . .
In this scenario, we can see that our initial beam (incident from the left)
is composed of 50% right-handed neutrons (shown in red) and 50% lefthanded neutrons (shown in yellow). The polarizing component shows an
asymmetry in its preference for allowing right- or left-handed particles
through (illustrated by the hand-shaped ‘gratings’ which will allow particles of like handedness to transmit, much like the physical slits in the
traditional optics analogy). However, here we have an analyzer which
will only allow the passage of left-handed particles. What a polarizationinsensitive (i.e. helicity-insensitive) detector will measure is simply the raw
number (yield) of neutrons. If we know our filter only allows left-handed
neutrons through, we know this yield will be the left-handed yield, YL . .
In this scenario, we can see that our initial beam (incident from the left)
is composed of 50% right-handed neutrons (shown in red) and 50% lefthanded neutrons (shown in yellow). The polarizing component shows an
asymmetry in its preference for allowing right- or left-handed particles
through (illustrated by the hand-shaped ‘gratings’ which will allow particles of like handedness to transmit, much like the physical slits in the
traditional optics analogy). However, here we have an analyzer which will
only allow the passage of right-handed particles. What a polarizationinsensitive (i.e. helicity-insensitive) detector will measure is simply the
raw number (yield) of neutrons. If we know our filter only allows righthanded neutrons through, we know this yield will be the right-handed
yield, YR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
In reality, we do not get to choose the properties of the analyzer—the
innate properties of the weak interaction causing the polarization—in our
parity violation experiment. Instead, we can choose to change the predominant helicity of the neutron beam incident on the analyzer using a
magnetic spin flipper. We now can break our neutron trajectory into four
‘regions’: 1) unpolarized neutrons produced by the Lujan spallation facility 2) the neutron beam after it has left the first lanthanum target and has
acquired a slight polarization 3) after the slightly-polarized neutron beam
has passed through the spin-flipper but before striking the second target
4) after the beam has passed through the second target (i.e. the beam
that is detected). This figure shows the evolution of the neutron beam in
the case where the spin flipper is in the OFF (no-flip) state. . . . . . . .
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An initially unpolarized neutron beam (n+ = n− = N20 ) passes through
a 3 He polarizer, where the highly spin-dependent absorption cross section
absorbs nearly all of the neutrons whose spins are antiparallel to the spin
of the 3 He. This absorption results in a significant (almost half) reduction
in beam intensity, with only a small residual fraction of the anti-parallel
spin states. The transmitted beam, T0 , therefore has less neutrons that
the initial beam before pasing through the polarizer, i.e. T0 < N0 , though
it has a significantly nonzero polarization. In the above figure, the neutron
beam (shown in green) passes through the 3 He polarizer. The pie charts
above the beam show the relative amounts of the different spin states
of the neutrons in the beam. The pie charts below the beam show the
effective (net) polarization of the beam. The checker-patterned section of
the pie chart shows where neutrons are present, but their spins cancel out,
whereas the gray represents the fraction of the beam that was lost. . . .
6.8 For the completely unpolarized case,the difference between the paralleland anti-parallel spin states divided by the sum yields a net polarization
of zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.9 For the polarized case (e.g. after the initially unpolarized beam has passed
through the 3 He polarizer), one can assume that the 3 He polarizer was not
perfect, leaving a residual amount of neutrons whose spins are anti-parallel
to those of the 3 He. In this case, the spin of the residual portion of the
beam effectively nullifies the contribution to the overall polarization given
by the same fraction of opposite-spin neutrons. However, these neutrons
still exist in the total number of neutrons, giving us polarizations on the
order of ∼ 95%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.10 Regardless of the exact mechanics of how the weak interaction treats the
two different helicity states, we define the convention that the helicityindependent cross-section (σ0 ) as the midpoint average between the positivehelicity cross section (σ+ ) and the negative-helicity cross section (σ− ), as
seen in the left figure above. The amount by which σ± differ from σ0
is quantified by Aw , the parity-violating asymmetry resulting from the
−
. In contrast, the rightmost figure
weak interaction. That is, Aw = σ+ −σ
2
shows another way that we could define this asymmetry. Another way
of parametrizing this would be to effectively shift the baseline interaction
so that all of the parity-violating effects were restricted to the negativehelicity particles. In this convention, we would have Aw = σ+ − σ− .
However, as we will see shortly, symmetrizing the definition of Aw is very
useful mathematically. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6.11 As a reminder, right-handed particles are particles whose spin is predominantly aligned with the direction of the particle momentum, whereas lefthanded particles have spin which is predominantly anti-aligned with the
spin. The following few figures will make use of this convention for the
helicity of a particle: right-handed particles are red, left-handed particles
are yellow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6.7

xxiii

169

169

170

172

172

6.12 This figure shows the passage of an initially-unpolarized (depicted as gray)
neutron beam through both unpolarized 139 La targets. After passing
through the first target, the beam has acquired some small polarization
(denoted as blue) due to the weak interaction preferentially attenuating
neutrons in a given helicity state. Helicity states are denoted here generally as helicity states #1 and #2. The beam then passes through the spin
flipper (simplistically shown here as two sets of coils). In this scenario,
the spin flipper is in the OFF state; assuming no stray fields which cause
unwanted spin flips, the polarization of the beam is preserved until it is
incident on the second unpolarized 139 target. With the spin flipper OFF,
we are ‘selecting’ the polarization state of the beam incident on the second
target to be the state which corresponds to a preponderance of neutrons
in helicity state #1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.13 This figure shows the passage of an initially-unpolarized (depicted as gray)
neutron beam through both unpolarized 139 La targets. After passing
through the first target, the beam has acquired some small polarization
(denoted as blue) due to the weak interaction preferentially attenuating
neutrons in a given helicity state. Helicity states are denoted here generally as helicity states #1 and #2. The beam then passes through the spin
flipper, simplistically shown here as two sets of coils. In this scenario, the
spin flipper is in the ON state; assuming a perfect spin flipper efficiency
which flips 100% of the neutron spins passing through it, the polarization
of the beam is inverted and is then incident on the second unpolarized 139
target. With the spin flipper ON, we are selecting the polarization state of
the beam incident on the second target to be the state which corresponds
to a preponderance of neutrons in helicity state #2. . . . . . . . . . . . . 173
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Elevation view of the FP12 geometry as implemented in the MCNPX model.186
An MCNPX calculation of the neutron energy spectrum for FP12, normalized to the peak flux intensity. This was generated using MCNPX
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The main apparatus in the Double Lanthanum experimental setup as configured with two cryogenic 139 La targets installed. The lefthand diagram
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Components of the magnetic field in the a) spin-flip and b) no-spin-flip
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3
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We have a physics ‘signal’ that we care about, such as a resonance, on top
of a slowly varying background. We don’t need a million data points to fit
a low-order polynomial. However, if we keep this low sampling rate across
the resonance, we will not be able to accurately recreate the resonance
feature that we care about. Instead, we change the decimation factor for
different parts of the waveform so that we can preserve the physics but also
not take up a ton of memory. Less samples = less memory/storage used!
These sections of a waveform with different decimation factors are what
we are referring to as ‘windows.’ We do this to strike a balance between
getting the data we need to accurately reconstruct things, without needing
a gazillion terabytes of storage for hundreds of hours of data. . . . . . . .
Shown in subfigure (a) is the CAEN V1734 digitizer model that was used
for the 139 La parity-violation experiment. Subfigure (b) shows the CAEN
A3813 card that was used to connect the digitizer to the server via an
optical link connection. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A schematic of the entire Double Lanthanum experiment which shows the
paths of all of the signals in the experiment. The experimental components
contained within the dashed yellow-line box were located inside of the
FP12 experimental cave; everything else was located outside of the cave.
The three circuits which composed the neutron spin-flipper are shown
individually: the longitudinal coils (blue), transverse coils (yellow), and
shunt coils (red). The brain icon on the arduino is to denote that it was
locally programmed to control the spin flipper as a standalone controller
(without being controlled by an external computer). . . . . . . . . . . . .
The leftmost plot shows an example of a detector output voltage signal
one could expect if there were no state-synchronized detector gain effects
and all asymmetry present was the result of the parity violating weak
interaction in the region of a p-wave resonance. The rightmost plot shows
the residual of these two signals, with a significant asymmetry only seen
in the region of the p-wave resonance. Note: residual plot (right) is not
to scale; it has been magnified to show the behavior of the function. . . .
The leftmost plot shows an example of a detector output voltage signal one
could expect if there were state-synchronized detector gain effects present
in addition to the underlying parity violation. The rightmost plot shows
the residual of these two signals, with a significant nonzero asymmetry seen
in both the region of the s-wave and p-wave resonances. Note: residual
plot (right) is not to scale; it has been magnified to show the behavior of
the function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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The residual of the asymmetries seen in Figs. 8.4 and 8.5. If statesynchronized gain issues had no effect on the measured asymmetry, this
residual which quantifies the ‘extra’ asymmetry present in the measurement would have a constant value of zero. However, we see that this is
not the case, with a large unwanted asymmetry in the region of the s-wave
resonance as well as contributing a significant false asymmetry in the region of the p-wave resonance. Note: while the residuals shown in Figs. 8.4
and 8.5 are not to scale with their respective gain fluctuation plots, they
are all on the same scale in this figure. . . . . . . . . . . . . . . . . . . .
In the above array of plots which show detector voltage signal as a function
of neutron energy in the region of a resonance feature. Figure a) shows
a possible constant baseline offset, b) shows a resonance which is affected
by different gains in each spin flipper state, and c) shows the combination
of these effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
This figure shows the averaged detector response in the region of a generic
resonance feature for cases of the SFof f state (solid black curve) and the
SFon states (dashed cyan curve). The SFof f state only has one magnetic
field configuration (transverse coils off), whereas the two different magnetic field configurations for the SFon state are included in the average for
the SFon state (g(BON ) in the plot above. It can be seen here that the
zeroth order (constant baseline shift) and first order (multiplicative gain
factor) effects cancel out as expected, resulting in (in the absence of parity
violating effects) coinciding resonance lineshapes for the two spin-flipper
states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The base 8-step sequence . . . . . . . . . . . . . . . . . . . . . . . . . . .
The base 8-step sequence, with the (+) transverse field in pink, the (-)
field in cyan, and the (0) state in gray. . . . . . . . . . . . . . . . . . . .
This figure shows the schematic structure of the eight-step spin sequence
and the relationship of this sequence to the actual DAQ samples collected.
A single step in the sequence consists of 43 spallation events (pulses);
one can think of this as each step having 43 bins, with the numbers 0-42
corresponding to the pulse number of a given pulse within a step. For
a given window, each of these 43 bins contains experimental data which
has been binned into Ni bins (where the value of Ni is determined by
the window) corresponding to the DAQ sample number/neutron time of
flight. This example shows a signal from window w[7], in which the 0.734
eV 139 La resonance is clearly visible. . . . . . . . . . . . . . . . . . . . .
During the data cleaning/selection process, the first three pulses in each
step (pulse numbers 0, 1, and 2) are discarded from the asymmetry calculation, as these pulses correspond to spin flipper state transitions and the
~
currents/ B-fields
were still stabilizing. . . . . . . . . . . . . . . . . . . .
After each pulse (and therefore, step) in the sequence was tagged, the
pulses which corresponded to the SFon and SFof f states were respectively
aggregated into the appropriate yield histograms. . . . . . . . . . . . . .
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8.14 It is important to note that the summation occurring in these histograms
was performed over pulses, not TOF/sample number, which is why the
resulting asymmetry histogram still retains the TOF information. This is
a critical point, as we want to measure the amount of asymmetry in the
resonance region as a function of neutron time of flight (neutron energy). 230
8.15 This pseudocode diagram shows the overall structure of the asym.c code
which calculates, fills, and draws asymmetry histograms. This diagram
primarily shows the process by which valid (complete) eight-step sequences
are identified The main analysis loop (shown in yellow) is where the detailed histogram filling occurs, and is expanded in Fig. 8.16. . . . . . . . 234
8.16 This pseudocode diagram shows how individual pulses were used to construct the asymmetry histogram (‘profile˙asym’ in the code). After a valid
sequence is identified and the main analysis loop has been initiated, data
is sorted (by sequence, step, and pulse into histograms). These histograms
can later be used to perform important cross-checks (e.g. investigating potential asymmetries between two different steps in a sequence but which
both correspond to the same spin flipper state). After all pulses in a valid
sequence have been sorted, the histograms containing the information for
that sequence are added to the aggregate ‘final result’ asymmetry histogram.235
8.17 This plot shows the ‘raw’ asymmetry observed in the region of the 0.734
eV p-wave resonance in 139 La with both lanthanum targets installed. This
asymmetry was calculated using 887 hours of data, or approximately 107
spallation pulses. A distinct resonance-lineshape feature is seen here,
which is what one would expect in the presence of parity-violation in only
the resonance region. The red line is not a true ‘fit,’ but was included in
the plot to emphasize the lineshape. This asymmetry was calculated using
the data in Window 7 (as described in Table 8.2). . . . . . . . . . . . . . 236
8.18 This plot shows the ‘raw’ asymmetry observed in the region of the 0.734
eV p-wave resonance in 139 La with no targets installed. The resonancelineshape feature observed in Fig. 8.17 is no longer present, which strongly
indicates that the asymmetry seen in the targets-installed case is a true
parity-violating asymmetry. This asymmetry was calculated using 203
hours of data, or approximately 106 spallation pulses. . . . . . . . . . . . 237
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Introduction
Motivation
The first question that one should ask themselves when starting to compose any
substantial piece of writing or when drafting a talk is: “who is my intended audience?”
This can be especially tricky the further entangled one becomes in academia, and is
even more so the case with a thesis, the alleged primary goal of which is to convince a
panel of experts in the field that you yourself also deserve the title of ‘expert.’ Trying
to balance the accessibility of intrinsically complex material while not appearing as
though you have only a puerile grasp of the content is an art, one that I feel takes
many years to hone, well beyond the tenure spent as a PhD student.
My intended audience for this work is myself. More specifically, myself circa 2015,
at the beginning of my graduate research career. By definition, the further one
delves into a specialized field, the more highly specialized the available literature
becomes, and a young graduate student often has the unfortunate position of not yet
being an expert in their own field—yet all of the existing papers, talks, and review
articles related to their work are written by experts, for experts. The accumulation
of knowledge is exponential, and I found that it became much easier to read and
understand these materials as time went on. However, I felt that an inordinate
amount of my time was spent searching for obscure references in papers just to be
able to understand how an author jumped from one line of math to a seemingly
disparate line of math in the middle of a complicated derivation (and on more than
one occasion did the reference turn out to be long-gone “private communications” that
were originally in Russian anyways) or trying to figure out the physical implications
that were obscured behind pages and pages of raw mathematical acrobatics.
My goal here is to prepare a cohesive, stand-alone (as possible) document that emphasizes the physical concepts and processes at every step and how these are realized
in experiment rather than hide behind complicated mathematical expressions in the
hopes that no one will ask questions. I am of the very strong opinion that a strong
ability to crank through mathematics is not the same thing as a strong understanding
of the underlying physics, which is partly why I have organized my work here in the
way that I have, because this is how I find that I naturally process: I do a lot of
‘calculations’ pictorially or visually (not unlike visually evaluating the integral of an
odd function over even bounds to be zero just by looking at a plot of the function.
No pencil, paper, or ‘calculations’ necessary). However, don’t get me wrong: the
mathematics are important, and I will do my best not to shy away from necessary
(sometimes complicated) derivations. My goal is to present them as clearly as I can.
It is also important to me to include the relevant history behind many of these
concepts/measurements, as physics does not happen in a vacuum. In my opinion, the
process of trial-and-error is often forgotten in the narrative we tell ourselves about
how we, as a scientific machine with many, many cogs, have arrived at the complex
theories and incredible conclusions that we have today. Young scientists are often
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overwhelmed by the prowess and expertise of the older generations–much of this, in
my opinion, results from only seeing the polished, finished results and thinking that
their struggle is due to their inability, not due to their inexperience. It is in these
lights that I intend to frame this work, and I hope that future readers find it to be
useful. I know I would have, five years ago.
One last note: as I have been writing this dissertation, I have tried my best to
collect and address as many of the issues as I can that I found to be confusing
(to the point of causing especial hindrance in my work over the years, e.g. subtle
notational inconsistencies between different authors or even the occasional mistake
in a publication) over the years, as well as resources I have found to be particularly
helpful. My goal is for future students to not have to spend their time on these same
obstacles by unashamedly ‘doing the work for them.’ I see no point in other students
spending their time reinventing an unnecessary wheel when I can try to pass along
what I have learned so that they have more free time to tackle new problems–and
then, ideally, teach me!
Organization of this Dissertation
Although the fields of nuclear and particle physics have made incredible progress over
the last few decades, one of the reasons that these searches have not happened yet
is that some of the technology required to be able to perform certain classes of experiments has only recently become available. Notably, accelerator technology has
advanced significantly over the last 30 years. In order to perform an energy-resolved,
high-statistics, neutron scattering experiment like the one proposed by NOPTREX,
high-flux neutron sources are needed in order to complete such measurements on a
reasonable timescale. The Spallation Neutron Source (SNS) at Oak Ridge National
Laboratory (ORNL) was the first facility to achieve 1 Megawatt capabilities in 2009,
followed by the Japan Spallation Neutron Source (JSNS) at J-PARC achieving this
same milestone in 2011. The NOPTREX Collaboration formed in 2015, not long
after these resources became available. Because the collaboration is so young, there
is not yet a centralized resource which summarizes a lot of the existing theory and
motivation behind the NOPTREX experiment. The work covered in this dissertation
spans the experimental efforts to measure the parity violation in 139La from 20162019, though a large amount of background theory and motivation was included to
help contextualize this measurement in the greater scheme of the NOPTREX experiment, especially for the other NOPTREX students who will also have to work on
parity violation measurements and the analyses surrounding these measurements in
the coming years.
The organization of this work is as follows:

Chapter 1 presents a background on the ideas of fundamentality, what it means for
something to be ‘fundamental,’ and the concept of symmetry as it applies to physics.
The material in this chapter is technically not necessary to include in a dissertation
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and may not be as useful to those who are further along in their research career,
but I wanted to help make important concepts and connections which are critical
to understanding of the NOPTREX experiment (e.g. how does CP violation have
anything to do with the lifetime of a particle? Shouldn’t that be somehow related
to T-symmetry violation instead?) more obvious to future graduate students than
they were to me when I first started. It is intended to serve as a sort of conceptual
prologue to the rest of the work.
In Chapter 2, I motivate the need for experimental searches for CP violation Beyond the Standard Model by introducing the open problem of the matter-antimatter
asymmetry and the large discrepancy between the theoretically predicted value of the
asymmetry and that which has been extracted from observational data. This leads to
a discussion of baryogenesis and the three Sakharov conditions which need to be met
in order for baryogenesis to occur. The second Sakharov condition (that CP-violating
processes must exist) directly motivates the NOPTREX experiment.
Chapter 3 discusses the concept of CP violation in more detail with the intent
to elucidate how theoretical predictions can be connected to experiment, and how
different factors can influence design choices when designing a CP-violation experiment. This includes discussing the known Standard Model CP violation encoded in
the CKM matrix, the ‘missing’ Standard Model CP violation in the strong sector
(known as the strong CP problem), and the extension of CP-violating observables
as seen in the Beyond the Standard Model Lagrangian couplings, the Wilson coefficients. By understanding the ‘signatures’ of CP violation (and how they manifest
in experimentally-accessible systems) in tandem with the present-day landscape of
experimental searches (as mapped out by the BSM Lagrangian and its couplings),
the reader will hopefully come to have a deeper understanding and appreciation of
the theory behind the NOPTREX T-violation search and why certain experimental
design choices were made.
Chapters 4 and 5 funnel the focus of the narrative into much more NOPTREX-specific
theory. Chapter 4 does a lot of the heavy lifting, discussing the compound nuclear
system, the mixing of nuclear resonance states, the manifestation of parity-violating
effects in the mixing of these states, and the advantages of using a many-body system
to perform these searches. The dynamical and kinematic enhancement factors which
make NOPTREX attractive are discussed with regards to both P- and TP-violating
signal enhancement. Additionally, to reflect the nature of the NOPTREX measurement, these topics are all contextualized within the framework of neutron scattering
theory. A very detailed discussion of the Optical Theorem is included in this chapter.
Chapter 5 outlines the theory of the NOPTREX measurement itself. The relationships between the TP-violating cross-section, the P-violating cross-section, and the
κ(J) angular momentum factor are described, as well as the decomposition of the
forward-scattering amplitude into terms grouped by their symmetry properties (and
the choice of observables used to construct the forward-scattering amplitude). A very
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important description about how this theory can be physically realized in a laboratory experiment—specifically, how one can ‘rewind time’ by reversing the relevant
dynamics of the experimental system–is also presented here.
Chapters 5, 6, and 7 focus on the measurement of the parity violation present in the
0.734 eV p-wave resonance in 139 La using two (unpolarized) 139 La targets, known as
the Double Lanthanum method. The eventual NOPTREX time-reversal experiment
requires the polarized target to consist of a species of nucleus which exhibits large
parity-violating effects, and investigating and quantifying these effects in promising
nuclear candidates is needed in order to choose a suitable target material. Chapter
6 builds a conceptual scaffolding behind polarization measurements, starting with an
analogy to classical optical systems and using polarizer/analyzer pairs to quantify
the polarization of a beam of light. This concept is then extended to the helicitydependent system of neutron beam polarization through a polarized 3 He spin filter.
The Double Lanthanum experiment is then examined from the perspective of the
propagation of a beam of neutrons through the experimental setup and the total,
expected, helicity-dependent neutron yields are derived in detail. This leads to a
discussion on how the parity-violating asymmetry parameter, Aw , can be extracted.
Chapter 7 describes the experimental setup of the Double Lanthanum experiment
which was constructed on Flight Path 12 (FP12) at the Los Alamos Neutron Science
CEnter (LANSCE) in Los Alamos, NM. Finally, Chapter 8 describes the preliminary
analysis which was done on the lanthanum datasets taken in 2018-2019, including a
description of the data acquisition system, the logic underpinning the eight-step spin
sequence of the neutron spin flipper, the preliminary cuts made to the dataset, and
the calculation of a ‘raw’ preliminary asymmetry. Unfortunately, the timescale of the
full analysis process required to produce a final result (compounded by unforeseen
delays due to the global COVID-19 pandemic) was longer than the timespan of my
graduate student career; at the time of writing, the full analysis of the Double Lanthanum experimental datasets is still underway by the NOPTREX collaboration.
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Chapter 1 Symmetry: Putting the ‘Fun’ in Fundamental
“It is only slightly overstating the case that physics is the study of symmetry.”
— Philip W. Anderson, More is Different
1.1

Fundamentality

What does it mean to be ‘fundamental?’ No discussion of scientific efforts to define
fundamentality is complete without a hat-tip to Leucippus and his protégé Democritus, who proposed the early theory of atomism. It had been observed that one of
the ‘laws’ of Nature was that matter was apparently conserved. Chopping firewood
into smaller pieces still resulted in the same amount of wood as one started with,
and burning this firewood simply transmuted the wood into ash and soot. It made
perfectly logical sense, then, that there had to be a stopping point after which matter
could be divided no more. This philosophy gave birth to the idea of the atom and the
void, the is and the is-not: there must exist ‘atoms,’ the smallest, indissoluble unit of
matter of which all known materials must be composed, and surrounding ‘void,’ or the
completely empty space between atoms. These atoms ‘interacted’ mechanically with
one another: for example, liquids were perceived as small, slippery spheres, allowing
them to flow against one another; rigid materials such as stone were thought to have
Velcro-like hooks attached to their surfaces; and more flexible materials such as wood
interconnected via ball-and-socket joints. If one were to attempt to divide these units
of matter, it would be assumed that the smaller particles would still be able to interact with one another. If this was the case and one could divide matter infinitely, over
and over, then philosophically one would reach a point where the ‘matter’ part of the
atom effectively ceased to be, yet the interactions remained. This was incongruous
with the observation that matter was conserved and appeared to blur the ideological
line between substance and void. In fact, as we have come to understand a few millennia later, this is exactly what our modern field theories of physics have shown to
be true. We now know that the atom is not the smallest unit of substance. There
is no real, concrete delineation between matter and void. The ‘void,’ known today
as the vacuum, is not a matterless lacuna but is instead a bustling sea of liminal activity, with highly-energetic field fluctuations and particle-antiparticle pairs weaving
interjacently into and out of existence. Matter (mass) is not conserved, as the Greeks
thought, but mass-energy is. So while the Greeks didn’t quite figure it all out, they
did get one thing right: to understand the world around us we have to understand
its most fundamental properties and it seems like this has something to do with the
idea of conservation.
We still haven’t answered our original question, though: what does it mean to be
fundamental?
Fundamentality is often conflated with the notion of simplicity. As we think of com1

plex systems being broken down into smaller components, it seems that by definition
each constituent should be simpler than the sum of their parts. This isn’t necessarily
true (if it were, then any course in quantum field theory should be a breeze). If multiple phenomena are found to really be the products of one underlying phenomenon,
then the underlying phenomenon is the more fundamental.
To illustrate this, take the history of explaining gravitational effects and planetary
motion. For millennia, many great minds had grappled with the enigmatic movement of the planets. It wasn’t until the early 17th century when Johannes Kepler
began combing through the late Tycho Brahe’s meticulously-recorded astronomical
data that he managed to tease out three principles, today known as Kepler’s Laws of
Planetary Motion, which appeared to perfectly recreate the observational data. Because these postulates were the first set of scientific principles that could account for
almost all of the outstanding astronomical puzzles such as the retrograde motion of
Mercury, they were thought to be fundamental [5]. Subsequently, they were quickly
promoted to the status of ‘law.’
A few decades later, in 1687, Isaac Newton published his Principia Mathematica, in
which he famously laid out what later became known as his Three Laws of Motion.
Less-often mentioned is that this work also included the first formal description of his
universal law of gravitation. Newton’s formulation of an inverse-square gravitational
force was not only able to describe gravity as it was experienced on Earth, but also
the mechanics of the heavens. Newton found that with this description of gravity, he
was able to derive all three of Kepler’s laws. With Kepler’s laws no longer seen as
three standalone principles but really just three consequences of the inverse-square
nature of gravity, they were still considered valid, though their status as fundamental
had been usurped by Newton’s work.
Two centuries later, Newton’s universal law of gravitation was found to be not-souniversal as it was swept aside for Albert Einstein’s theory of general relativity, where
the gravitational interaction was found to be the consequence of the curvature of
spacetime itself in the presence of massive bodies. In the Einstein framework, with
the simplifying assumptions that spacetime is nearly flat and that the massive bodies
at hand are traveling at nonrelativistic speeds (v  c), one can recover the Newtonian
gravitational potential [6]. This means that Newton’s picture was really just a special
case of general relativity, and given that Kepler’s laws were explainable by Newton’s
gravity, then general relativity was really the fundamental explanation behind the
motion of the planets! In fact, one of the first widely-accepted successes of Einstein’s theory was that it predicted the anomalous 43 arcseconds/century perihelion
precession of Mercury’s orbit for which Newton’s models could not account.
So now we know what it means to be fundamental, but what actually is fundamental
when it comes to physics? Students in a high school physics class and even intro-level
college courses are taught that there are sacred ‘fundamental concepts’ in physics,
namely the conservation of a few select quantities: energy, linear momentum, and
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angular momentum are usually the first to be encountered. These conservation laws
are often stated so absolutely by professors and textbooks as to seem axiomatic. And
well they were taken to be, until 1918, when the prodigious German mathematician
Emmy Noether proved otherwise.
1.2

Noether’s Theorem and the Idea of Symmetry

Prior to 1918, conservation laws were determined empirically. In fact, nearly all of
physics was determined in this way: experiment first, mathematical formulation later.
This method makes sense, as the purpose of physics is to take in information about
the world around us and figure out the patterns that we see. Would it be arrogance,
then, to assume we could know the pattern first, before even making an observation?
Noether’s Theorem1 was revolutionary because it built the bridge between physics
and mathematics. In it, she stated that if a system has a continuous symmetry, then
there must be some quantity that is conserved in time.
Noether’s Theorem
Formally stated: Given a Lie group G whose most general transform depends
on ρ parameters, under the action of which I, an integral, is invariant, there
are ρ linearly independent combinations of the Lagrange expressions which
become divergences. The converse also holds true; the existence of ρ Lagrange
expressions which are divergences implies invariance of I under the action of a
transform in G.
More simply: To every differential symmetry generated by local actions there corresponds a conserved current.
The simplest: If a system has a continuous symmetry then there are
corresponding quantities whose values are conserved in time.

But what do we mean by a continuous symmetry? What is a symmetry in the first
place, and how can it be applied to physics? In the words of Richard Feynman
interpreting Hermann Weyl: a thing is symmetrical if one can subject it to a certain
operation and it appears exactly the same after the operation [9].
There are two primary types of symmetries: discrete and continuous. When we
think of symmetry, we often picture the same thing that the ancient Greeks did:
mirror symmetry, something with an axis of symmetry. This usually depicts a discrete
symmetry. Continuous symmetry may be less intuitive.
1

For a good conceptual introduction to Noether’s Theorem, I highly recommend the PBS Space
Time episode titled “Noether’s Theorem and the Symmetries of Reality,” hosted by astrophysicist
Matt O’Dowd [7]. For a more technical treatment, please see Chapter 22 of Srednicki [8]. I have
found this to be the most satisfying and complete mathematical treatment of the topic.
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To highlight the differences in these two types of symmetry, let’s take the simplest
visual example: the rotation of a square and a circle.
The rotation of a square (about an axis passing through its center) is a discrete
symmetry. Rotations in multiples of 90◦ leave the orientation of the square looking
exactly the same as before the rotation; however, rotation by any angle except right
angles will leave the square looking sort of ‘askew’ from its initial orientation.

Figure 1.1: The rotation of a square is a discrete symmetry. The square only looks identical to its original
θ = 0 orientation for increments of 90◦ . Anything in between 90◦ increments is not identical.

Now, if we look at the rotation of a circle (about an axis passing through its center),
we notice that the orientation of the circle, much like the square, is identical to its
initial orientation if it is rotated in increments of 90◦ . However, unlike the square,
this also holds true for increments of 10◦ , 15◦ , 45◦ , 26.337◦ , etc. In fact, any arbitrary
rotation about the central axis will leave the circle unchanged. It’s this arbitrary,
smooth nature of this transform, rather than the sudden, disjointed jumps seen for the
square that defines the difference between continuous and discrete transformations.

Figure 1.2: Any arbitrary rotation through any angle leaves a circle looking the same as the original θ = 0
orientation.

Now how do we apply this to a physical system? Noether’s theorem is a statement
about calculus of variations. In physics, the most well-known example of minimization
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may be the principle of least action. Action in physics, often denoted as S, is the
time-integral over the Lagrangian of a system, given by
Z

t

S[qi (t)] =

L(qi , q˙i )dt

(1.1)

t0

where qi , q˙i are generalized coordinates.
This makes a statement about what we can do to our Lagrangian to keep the action
minimized. If we perform some operation on our Lagrangian so that the Lagrangian
remains invariant2 , then we know that our action and equations of motion will be
the same (meaning that the physical behavior of the system won’t change). In other
words, a symmetry is a coordinate transformation that preserves the equations of
motion.
Let us take an example. Let’s look at a Lagrangian for a particle moving in 3D in an
external potential V that depends on only one coordinate (z):
1
L = m(ẋ2 + ẏ 2 + ż 2 ) − V (z)
2

(1.2)

Recall Lagrange’s Equations, which we use to get the equations of motion for this
system:
 
d ∂L
∂L
=0
(1.3)
−
dt ∂ q˙i
∂qi
We find that our equations of motion are
mẍ = 0
mÿ = 0
mz̈ = −V (z)

(1.4a)
(1.4b)
(1.4c)

We notice that the equations of motion in the x and y directions mean that the
quantities mẋ and mẏ (the linear momenta in the x and y directions, respectively)
are constant. Now, let us subject our Lagrangian to a coordinate transform such that
we translate our coordinates in space as given by
x0 = x + a
y0 = y + b
z0 = z + c
2

Invariant up to a total time derivative, that is. This is because when we vary the action, we do
not vary the endpoints, and the surface terms vanish. For a proof of this, please see Appendix A
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Here we note that
0
da
+  =
dt

dx
dx
d
(x + a) =
= ẋ
(1.5)
dt
dt
dt
where da
= 0 because a is a constant. The same holds true for ẏ and ż, where a, b,
dt
and c are all constants. Let us plug our new coordinates into our Lagrangian:
ẋ0 =

1
L = m(ẋ02 + ẏ 02 + ż 02 ) − V (z 0 )
2

(1.6)

And we see that we can write this as
1
L = m(ẋ2 + ẏ 2 + ż 2 ) − V (z + c)
2

(1.7)

Using Eq. 1.3, we find the equations of motion to be
mẍ = 0
mÿ = 0
mz̈ = −V (z + c)

(1.8a)
(1.8b)
(1.8c)

Again, we see that the equations of motion for the x and y direction admit the
solutions that px = mẋ and py = mẏ are constant. However, we notice that our
equation for the z direction is no longer the same due to the spatial shift in our
potential. To intuit this, we can insert the classic gravitational potential, V (z) = mgz.
If we start out with a particle that has an initial velocity in the y, z plane and drop
it from some height z0 above a perfectly hard floor, we know that its momentum
in x, y will remain unchanged but its momentum in the z-direction will not, as the
particle will bounce up and down across the floor. It turns out that the associated
conserved quantity (or ‘Noether’s charge’) associated with translational invariance is
conservation of linear momentum. In the same vein, rotational invariance about some
axis implies conservation of angular momentum about the same axis, and invariance
to translations in time leads to conservation of energy of a system. These conserved
quantities, associated symmetries, and form of the forces acting on the system are
tabulated below3 :

1.2.1

Example: Charged Particle in an EM Field

So now, let’s try to find the relationships between these three symmetries and associated conserved quantities with a more thorough physics example. An illuminating
3

I don’t mention invariance under Galilean boosts in detail because it is slightly more abstract;
they can be thought of as translations in momentum space and imply conservation of the center-ofmass frame.
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Table 1.1: Symmetries of Forces Related to Conservation Laws
Conservation Law
Energy

Assume that
~
F ({~r}) is time-independent

Symmetry Present
time translations

Momentum

P~
F~i ({~r}) =
Fji (~ri − ~rj )

space translations

i6=j

Angular Momentum

P~
P ~ ext
Fji (|~ri − ~rj |)
F~i ({~r}) =
Fi (|~ri |) =

rotations

i6=j

i6=j

Here we show a few examples of conservation laws and the types of symmetries that an associated force
must exhibit to uphold these conservations.

~
example is a charged particle moving in a uniform electric field, E.
First, we will need to write down our Lagrangian. I shall define the electric field
~ = Eı̂. Therefore, our
to be in the x-direction, so our electric field is defined as E
scalar potential, φ can be defined as φ = −E · x. Our potential energy will be
V = eφ = −eEx, and our kinetic energy will be the standard T = 12 m~r˙ 2 .
So then our Lagrangian would be
1
L = m~r˙ 2 + eEx
2

(1.9)

1
L = m(~x˙ 2 + ~y˙ 2 + ~z˙ 2 ) + eEx
2

(1.10)

or explicitly,

Now we will find the equations of motion using Eq. 1.3. In the x-direction:


∂L
∂ 1
2
2
2
˙
˙
˙
=
m(~x + ~y + ~z ) + eEx = eE
∂x
∂x 2

(1.11)

and

∂L
2
d ∂L
= mẋ −→
= mẍ
∂ ẋ
2
dt ∂ ẋ
So for the x-direction, our EOM is

(1.12)

mẍ = eE

(1.13)

∂L
=0
∂y

(1.14)

For the y-direction:

and

2
d ∂L
∂L
= mẏ −→
= mÿ
∂ ẏ
2
dt ∂ ẏ
So our EOM in the y-direction is
mÿ = 0
7

(1.15)
(1.16)

And similarly for the z-direction:
mz̈ = 0

(1.17)

Now, what we want is the actual general trajectory that our particle will take, ~r(t).
To do this, we first note that since our force lies along the x̂ direction, it is equivalent
to choose our coordinates such that r̂ = x̂:
m
Z
m

d2~r
~
= eE
dt2

d2 r
dt =
dt2

Z

(1.18)
~
eEdt

(1.19)

~ + ~v0
m~r˙ = eEt

(1.20)

1 ~ 2
+ ~v0 t + ~r0
m~r(t) = eEt
2

(1.21)

And our general solution is

Now, for the special case when our initial velocity v~0 is parallel to the electric field,
we get the simple result:
~r(t) =

e ~ 2
Et + (v0 ı̂)t + r~0
2m

(1.22)

And for the case where v0 is perpendicular to the electric field:
~r(t) =

e ~ 2
Et + (vy ̂ + vz k̂)t + ~r0
2m

(1.23)

Now, let us obtain the canonical momenta for each direction. Defining r̂ = x̂, we in
the x-direction, we have:
∂L
= px
(1.24)
∂ ẋ



∂L
∂ 1
2
2
2
~ ·ı̂)x = mẋ
=
m ẋ + ẏ + ż + e(E
(1.25)
∂ ẋ
∂ ẋ 2
But we know from Eq.?? that
~ ·ı̂)t + (v~o ·ı̂)
mẋ = e(E

(1.26)

Now, if we want to see if it is conserved, we can take the derivative with respect to
time:
d ∂L
~ ·ı̂)
= e(E
(1.27)
dt ∂ ẋ
This quantity is nonzero, so momentum in the x-direction, px , is not conserved!
Similarly, for y and z:
∂L
= mẏ
(1.28)
∂ ẏ
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But we know that mÿ = 0, so therefore mẏ = c, where c is a constant. This means
that if we look at the time derivative of the canonical momentum, we see
d ∂L
d
= c=0
dt ∂ ẏ
dt

(1.29)

The same holds true in the z-direction.
So now if we stop to think about these results, we see that the canonical momentum
in the x-direction is not conserved, but it is conserved in the y and z directions. This
makes sense, as electric fields do work on a charged particle, which accelerates the
charged particle and changes the classical linear momentum of the particle.
Now, if we look for other symmetry transformations that leave our Lagrangian invariant, we should be able to recover other conserved physical quantities. Let us next
look at a 2D rotation in the y, z plane. For 2D rotations, we can write a rotation
matrix
 
 0 
cos θ sin θ
y
y
=
(1.30)
z0
− sin θ cos θ
z
So our rotated y, z coordinates would be
y 0 = cos (θ)y + sin (θ)z

(1.31a)

z 0 = − sin (θ)y + cos (θ)z

(1.31b)

Now, let’s insert these transformed coordinates into our Lagrangian from Eq. 1.10 to
find the transformed Lagrangian, L0 :

1 
L0 = m ẋ2 + (cos (θ)ẏ + sin (θ)ż)2 + (− sin (θ)ẏ + cos (θ)ż)2 + eEx
2

(1.32)


1 
L0 = m ẋ2 + (cos (θ)ẏ + sin (θ)ż)2 + (− sin (θ)ẏ + cos (θ)ż)2 + eEx
2

(1.33)


1
L0 = m(ẋ2 + cos 2 (θ)ẏ 2 + sin 2 (θ)ż + 2 sin (θ) cos (θ)ẏ ż
2
+ sin 2 (θ)ẏ + cos 2 (θ)ż − 2 sin (θ) cos (θ)ẏ ż]) + eEx

(1.34)

Now let’s collect terms inside of the square brackets:
:1
:1



2
2
2
2




[sin (θ)
(θ) + cos (θ)]ż 2 + 2 sin (θ) cos (θ)ẏ ż
 + cos (θ)]ẏ + [(sin




2
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− 2 sin (θ) cos (θ)ẏ ż
= ẏ 2 + ż 2
(1.35)

So we can see that our Lagrangian is invariant under a rotation in the y, z plane.
This implies conservation of angular momentum in the x-direction, Lx . We note that
the same does not hold true for Ly and Lz due to the ‘eEx’ term in the Lagrangian.
Finally, the last symmetry of importance that I would like to note here is an invariance to translations in time, i.e. t −→ t0 = t + t0 . Now, this may seem like a
cheat, as this Lagrangian does not explicitly depend on time, but that’s exactly the
point; the conserved quantity associated with time-translational invariance is energy,
and energy is conserved in this system. But wait! There is a force being applied in
~
the x direction due to the E-field
that is doing work on the particle, so our particle is
gaining energy. How can energy possibly be conserved? The subtlety that is often not
talked about in physics courses is that the particle is also doing work on the field. We
often treat electromagnetic fields as ex nihilo, self-existent quantities, but in reality
there must be a source which produces the field, and our charged particle is pushing
back on the field source just as much as the source is pushing on the particle. Taking
this into account, energy actually is conserved!
Noether’s Theorem is arguably one of the most important mathematical discoveries
in the history of physics because it took so much of the guesswork out of constructing
theories. Before, most scientific conclusions were the results of desultory experimental
methods; these important conservation laws were purely empirical, and each thought
to be fundamental. However, Noether’s acuity brought about a new era in physics:
if the underlying symmetry for a given conservation law could be determined, then
theorists could construct theories obeying that symmetry and disregard ones that
did not! In this way, because conservation laws were found to be the product of
intrinsic symmetries in physical systems (much like Kepler’s laws were found to be
consequences of Newton’s law of universal gravitation) Noether’s Theorem connected
these seemingly disjointed conservation laws; thus, the intertwinement of conservation
and symmetry was deemed deeply fundamental. Consequently, as the field of ‘fundamental symmetries’ was born and newly-bounded physical theories were developed,
the next few decades saw the unfurling of the Standard Model, thanks in a large part
to Noether’s insight.
1.3

Discrete Symmetries and the Standard Model

I hope that by now I have convinced the reader that symmetries are an important
and central theme in physics. Until now, we have mainly discussed continuous symmetries, as they are the symmetries that underlie our precious energy/momentum
conservation laws. Discrete symmetries do not usually get the same fanfare that continuous ones do, though their invariances (and violations) play an equally relevant
role in theory development.
In my experience, discrete symmetries are often discussed in courses as a standalone
phenomenon, separately from continuous symmetries. This rift, in my opinion, leads
to an underappreciation for the paralleled insight that discrete symmetries can pro10

vide to a physical system.
Discrete, finite4 transformations such as parity (mirror symmetry) can also have conserved quantities, though the conserved quantities are themselves discrete and must
be seen as global; they cannot be considered local because the conserved quantities
cannot vary continuously in space. However, these symmetries lead to conserved
charges that are also discrete, which we can then use as ‘selection rules’ to place constraints on physical processes. The electromagnetic interaction respects parity, so we
can define ‘allowed’ and ‘forbidden’ electromagnetic transitions based on whether or
not the parity of the transition is conserved. For example, a dipole transition between
two states can only connect states of opposite parity, as the dipole operator is odd
under parity inversion and parity must be conserved.
For many years, the assumption that all of the fundamental physical interactions
respected parity was the commonly held belief, and physicists naturally applied the
resulting selection rules to their theories without much second-guessing. That is,
until 1953, when the conservation of parity in the weak interaction was called into
question: the famous τ − θ puzzle.
1.4

What is Parity?

Given that this work centers on the idea of parity and its violations, a solid definition
of the parity symmetry seems necessary. Parity is oftentimes referred to and illustrated as “mirror symmetry,” though conceptualizing it in this manner can lead to
(in my opinion) an incorrect intuition.

4

A well-studied area of physics specializing in discrete symmetries is crystallography, where a
crystal lattice is defined to be a symmetric, ordered arrangement of particles that repeat periodically
along principle axes in three-dimensional space. In a crystal, this repetition can be considered
infinite, which means that we can consider the transformation of translating by a unit cell to be an
infinite discrete symmetry. This translational symmetry leads to a continuous conserved momentum
charge that can be treated as locally-conserved quantity (however, for a crystal, this would mean
the conserved quantity occurs in the reciprocal lattice, in momentum space).
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Parity
Parity, sometimes called “mirror symmetry,” is perhaps better referred to as
“space inversion,” as it corresponds to the reversal of the three spatial directions
with respect to their origin: x → −x; y → −y; z → −z. In operator form, we
can define the parity operator as
P|xi = |−xi

(1.36)

The parity operator is its own inverse:
PP|xi = P |−xi = |xi
It is also Hermitian:
hx|P|x0 i = hx|−x0 i = δ(x + x0 )
hx0 |P|xi∗ = hx0 |−xi = δ(x + x0 )
Because P is a Hermitian operator and is its own inverse (P2 = I), it is therefore
also a unitary operator.

Did you ever stop to notice that when you look in a mirror, your right and left are
reversed as well as your forward/backwards? But, for a true parity transformation, a
mirror should also flip you vertically (hence why I feel that this description sometimes
breaks down intuitively). Let’s think about this for a moment:
When we say that a parity transformation sends x → −x; y → −y; z → −z,
we are defining these ‘negative’ directions using our original coordinate system. Let’s
say that you are standing in front of a mirror. You extend your right arm out to your
side and say “I define the +x direction to be in the direction that my right hand is
pointing.” If you look at your reflection, your mirror-self will have raised their left
hand to point with! However, you defined the +x direction to be the direction in
which your right hand is pointed. If your reflection raises their right hand it is, by
your definition, in the −x direction!
Now, you take a few steps towards the mirror, in the direction that you have defined as +y. As you step towards (into) the mirror surface, you are traveling in the
+y direction. However, your reflection is walking towards you! By your definition of
coordinates, your reflection is traveling in your −y direction!
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(a) Karen, as she perceives herself in the mirror.

(b) Karen, as an external viewer perceives her.

Figure 1.3: Parity inversion can be confusing at times. In the cult classic film Mean Girls, there is a scene
where one of the main characters, Karen, is getting ready for a school dance. In Fig. 1.3a, we see that she
has adorned herself with a sequined letter ‘K’ on her chest. However, when she turns away from the mirror
and faces the viewer, the letter ‘K’ is seen to be reversed, much to the audience’s bemusement (this joke of
course only works because K is a chiral letter). It is worth noting that the handedness is reversed between
the ‘real-world’ and the ‘mirror-world.’ In particular, note in Fig. 1.3b that ‘real-world’ Karen has her right
hand raised, while her ‘mirror-world’ self is raising her left hand. Images courtesy of [1].

And this is where the analogy with a mirror ends; for a true parity inversion, your
reflection should also be rotated upside down (formally, a rotation by π about the
axis perpendicular to the mirror surface) to invert the z coordinate, so that your eyes
are level with your reflection’s feet! But conventional mirrors don’t do this, which is
why this analogy is incomplete and can lead to some confusion in conceptualization.
This will be revisited in Section 1.5.
Mathematically, this is actually a fairly important point: while the parity operator commutes with rotations, it is a fundamentally different transformation than a
rotation. Formally, for any vector v ∈ R3 there exists some rotation for which v 7→ −v;
however, there is no rotation which can map every vector v 7→ −v. By this, I mean
that you cannot achieve a complete parity inversion of all three spatial axes using
any combination of rotations due to the odd number of spatial dimensions (three).5
However, a combination of two reflections and a rotation can produce a 3D inversion.
We have talked about vectors under parity transformations. The next important
item to discuss is how different mathematical quantities transform. In physics, there
are four types of quantities with which we are usually concerned: scalars, vectors
(also called polar vectors), pseudovectors (axial vectors), and pseudoscalars. The table below summarizes these transformations:

5

This is because the determinant of a parity transformation matrix is (-1), while it is (+1) for
rotation matrices. Recall that both parity and rotation operations are unitary transformations, and
that the determinant of a matrix is a property which is invariant under unitary transformations;
as such, their determinants can never coincide. What does this mean, physically? See a detailed
explanation in the supplementary calculations chapter, Section 8), titled ”Geometrical Interpretation
of Rotation and Reflection Transformations.”
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Table 1.2: Transformations of (Pseudo)Scalars and (Pseudo)Vectors Under Parity
Quantity

Parity Transformation

Examples

Scalar
Vector (Polar Vector)
Axial Vector (Pseudovector)
Pseudoscalar

P† s P = s
P†~v P = −~v
~
~
P† (A)P
=A
†
P (p)P = −p

Qe , mass, φe
~ A(~
~ r, t)
p~, E,
~ ~σ , B
~
L,
helicity, ΦB

Transformations of different mathematical quantities under the 3D parity operator and examples of physical
quantities of each type. For symbol meanings, see the Nomenclature list in the frontmatter.

1.5

The Discovery of Parity Violation

In 1953, Richard Dalitz published a paper titled “On the analysis of τ -meson data
and the nature of the τ -meson,” which called into question the anomalous behavior of
a particle known as the τ -meson. This charged meson would decay into three pions,
whereas a second particle known as the θ-meson, identical in mass, spin, and lifetime
to the τ -meson, decayed into only two pions6 . These decay modes were the only
property of these particles that differed between them, shown below:
τ ± −→ π ± + π + + π −
τ ± −→ π ± + π 0 + π 0
θ± −→ π ± + π 0
However, the usual selection rules surrounding parity in particle decays did not seem
to hold here. This conundrum quickly became known as the τ − θ puzzle.
The issue facing physicists at the time was this: the parity of a system of two particles
with intrinsic parities P1 and P2 with relative orbital angular momentum `1,2 is given
by:
P1,2 = P1 P2 (−1)`1,2
(1.37)
For a system of three particles, we can simplify this system by considering two particles as a single particle in the center-of-mass frame with parity P1,2 as calculated in
Eq. 1.37. Then, denoting the relative orbital angular momentum of the two-particle
system and the third particle as `(1,2)3 we simply treat the addition of the third particle in the exact same way we did in Eq. 1.37. So for three particles, we have:
P1,2,3 = P1,2 P3 (−1)`(1,2)3

6

(1.38)

It was odd that two particles with such similar masses had such different decay modes, as this
would correspond to different virtual interactions with other particles.
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The intrinsic parity of the pion was determined experimentally to be (-1) via the
π − + d → 2n reaction [10], and the angular momentum was determined to be ` = 0
using π + + d
p + p reactions [11]. Therefore, the parity of the τ -meson’s three-pion
decays had to be (-1), while the θ-meson’s two-pion decay had to be (+1). There
were only two logical conclusions: either the τ - and θ-mesons were separate, distinct
particles, or parity conservation was somehow violated in the weak interaction.
T.D. Lee and C. N. Yang were the first to propose that perhaps the weak interaction
did not respect parity symmetry [12], very unlike the well-studied electromagnetic
interaction. This hypothesis was passed on to C. S. Wu and her team (Ambler, Hayward, Hoppes and Hudson), who designed an experiment to test parity violation in
the β-decay process of polarized 60 Co.

1.5.1

Definitions of Helicity and Polarization

Before we proceed, though, I think a thorough conceptual discussion of helicity and
polarization is crucial, seeing as how much of this body of work will rely on these
two quantities. When I was first introduced to the idea of helicity, it was in my
introductory nuclear physics class during my first year of graduate school. It took
me much longer to understand this concept than probably necessary, because it turns
out that it is oftentimes easier to understand a tangible version of a concept (if it
exists) before moving on to the quantum mechanical abstraction. It wasn’t until
I was repairing my bike about a year after that class that I made the connection
between particle helicity and the threads on my bike pedals. On a bike, the right and
left pedals are oppositely threaded; the right-side pedal has a ‘right-handed’ thread,
whereas the left-side pedal has a ‘left-handed’ (i.e. reverse) thread. This is done
deliberately so that your bike pedals don’t come unscrewed as you ride your bike.
Holding my left bike pedal in my hand, looking at the twists of the inner threading,
is when the concept of particle helicity ‘clicked’ for me.
‘Twisting’ is the act of turning something so that it moves in relation to something
stationary. It can also be used to describe a forward motion combined with rotation
about an axis. Helicity is the directionality of the ‘twistiness’ of an object or a
spiral. In physics, helicity is used to describe the intrinsic ‘right-handedness’ or ‘lefthandedness’ of a particle. It is defined as
h=

~σ · p~
|~σ · p~|

(1.39)

where ~σ is the spin of the particle and p~ is its momentum. What this is describing is
the projection of the particle’s spin in the direction of its momentum (and it is also
worth noting that it is a pseudoscalar quantity). Picture it this way: the spin of a a
spin-1⁄2 particle can be thought of not as an arrow in space, but as a spread-out cone.
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This cone can be thought of as ‘precessing, but with zero frequency.7 ’ As the particle
travels through space, the combination of its spin precession as it moves through
space traces out a helix. The ‘right’ and ‘left’ handed nature can be thought of with
the mechanical analog of right- and left- handed screws, as shown in Fig. ??. If one
were to twist a right-handed screw clockwise, the screw head moves away from the
observer. On a left-handed screw, a clockwise rotation would cause the screw head
to move towards the observer.

Figure 1.4: The definition of helicity relates a particle’s direction of spin to the direction of the particle’s
momentum. Here we relate this idea to a clock traveling in a straight line through space. In both cases
above, the hands on the clocks are moving in a clockwise direction. However, in the top case, (a), the clock
has positive momentum (traveling from left to right). If one were to track the location of the tip of the
clock’s hand in 3-dimensional space (shown by the orange lines above), one would see that a helical pattern
emerges. Similarly, if the clock has negative momentum (as seen in (b)) but the hands are still rotating in
the clockwise direction, we still trace out a helix, albeit this second helix is ‘twisted’ in the opposite direction.
The direction of this ‘twisting’ is helicity.

7

This description came from my graduate atomic theory professor, Dr. Brill, and it was one of
the most memorable ‘lightbulb’ moments for me.
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Figure 1.5: To help visualize helicity physically, start by orienting your pointer finger with the clock face
in the top diagram (a) and move your finger in circles in a clockwise direction. Now, move your hand (with
your finger still spinning) from the left of the page to the right of the page. Your fingertip will trace out a
(right-handed) helix in 3-dimensions. Now, starting with the bottom figure, (b), do the same thing; orient
the same finger with the clock face and spin your finger in a clockwise direction. Now, move your hand (with
your finger still spinning) from the right of the page to the left of the page (to mimic negative momentum).
Do you notice that your finger ‘twists’ out a different path in the two scenarios?

Figure 1.6: In the figure above, we have two staircases with opposite helicities. Staircase (a) has lefthanded helicity whereas (b) has right-handed helicity. The direction of ‘rotation’ about the central axis
can be defined by the direction one would have to turn in order to ascend the staircase. For the lefthanded staircase, (a), one would need to always be turning to their left to go up the stairs; meanwhile,
someone turning continuously to their left on staircase (b) would be descending. If an observer were looking
down the shaft of the staircase, someone ascending staircase (a) would be circulating (to the observer) in
a counterclockwise direction, while someone ascending staircase (b) would be circulating clockwise. In the
image above, the two female figures at the top of the staircase are turning to their left; one is ascending
while the other descends. The same is true for the male figures mid-way up the staircase. Both are turning
continuously to their right, yet one is running up the stairs while the other is running down.
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Therefore, when we talk about the handedness of a particle, we are really describing
the correlation between its spin and momentum vectors. An interaction (such as the
weak interaction) which favors one handedness over the other is essentially favoring
a particular parallel/antiparallel correlation.
It is also worth noting that helicity is not a Lorentz-invariant quantity unless the
particle is massless.8 This can be conceptualized in the following way: it is known
that only massless particles can travel at the speed of light. Therefore, for any massive
particle with some classical momentum p~ = m~v which cannot travel at the speed of
light, it is always possible to boost to a frame of reference with a velocity greater
than that of the particle (even if only slightly); for the sake of simplicity, assume
the boost is in the same direction as ~v . In this new frame, the particle now has a
‘smaller’ momentum vector, though its spin is unchanged. Thus, by definition, the
helicity must be different in this new frame.
Polarization is an ensemble phenomenon, where the spins of a beam of particles are
aligned along a single axis, either parallel to the direction of motion (positive helicity)
or antiparallel (negative helicity). The polarization P is defined as
P =

N+ − N−
N+ + N−

(1.40)

where N+ is the number of positive-helicity particles and N− is the number of negative
helicity particles. Polarization is often expressed as a percentage of the total beam.
We will discuss this topic in more detail in section 6.1.1.
1.6

Experimental Confirmation of Parity Violation

Before proposing the outlandish idea that the weak interaction did not conserve parity, Lee and Yang carefully scrutinized the previous experimental work on the weak
interaction, which was primarily focused on β-decay measurements. However, it just
so happened to be the case that none of these experiments had measured physical observables which could definitively confirm or deny the existence of parity violation. If
one writes a decay amplitude as A = C +C 0 , where C, C 0 are the parity-conserving and
parity-violating coupling constants, respectively, all previous experiments had measured observables which were proportional to |C|2 +|C 0 |2 , which does not allow one to
distinguish the individual contributions from the two constituent amplitudes9 . This
8

At which point helicity and chirality coincide, and chirality is Lorentz-invariant.
It is natural to wonder why the 2CC 0 cross-term is missing. Given that C is parity-conserving
while C 0 is parity-violating, this interference term will only be nonzero for pseudoscalar observables constructed out of experimentally-measured quantities. For example, the (pseudo)scalar triple
product of three experimentally measured momenta (e.g. p~1 × (~
p2 · p~3 )) would give rise to such
an interference term, as would the measurement of a particle’s helicity (h = ~σ · p~). This is what
informed Lee, Yang, Wu, et al. to devise a helicity-based measurement; up until that point, no
previously-conducted β-decay experiments had measured the ‘right’ observables needed to construct
such a pseudoscalar term [12]. Confident in their conclusions, Lee and Yang then proposed possible
experimental tests of parity conservation, one of which was by studying the β-decays of oriented
nuclei [12]
9
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idea had been given to Lee by Wu, who had not only extensive experience in β-decay
measurements, but who had recently developed an interest in nuclear polarization
using hyperfine structure polarization techniques. It was the perfect combination to
develop what would be known as the famous “60 Co Experiment.”
Wu et al.’s experiment measured the decay products of the
60
27 Co

−
−→60
28 Ni + e + ν¯e + 2γ

60

Co β-decay reaction
(1.41)

While the question of parity conservation was under investigation, there were still
a few sacred conserved quantities, chiefly among them conservation of momentum.
Because the 60 Co nucleus has a nonzero spin, Wu was able to polarize the nuclear spins
using an external magnetic field such that the spins were aligned with the magnetic
field. A small anthracene scintillating crystal was then placed above the polarized
nuclear target and the number of emitted electrons was measured. If parity is not
assumed to be conserved, the electron angular decay distribution in β-decay is given
by
ve
dΓ
∝ 1 + aP cos(θe )
(1.42)
dΩ
c
where P is the magnitude of the nuclear polarization vector, θe is the angle between
the nuclear polarization vector and the direction of electron emission, and ve is the
electron velocity ( vce is known to be, on average, ∼ 0.6 for this particular decay). a
is an asymmetry coefficient quantifying how much left-right asymmetry is present; if
a 6= 0, one can see that this distribution will produce an asymmetry between θe and
180◦ − θe .
The direction of the magnetic field (and consequently, the polarizaton vector of the
60
Co nuclei) was then reversed (θ −→ 180◦ − θ). If parity were to be conserved,
then equal numbers of electrons should be emitted parallel and antiparallel to the
nuclear spin. If different values were measured for these two configurations, then that
meant that the weak interaction has a favored handedness. However, Wu et al. also
chose to measure the two γ-rays produced as the excited 60 Ni nucleus decayed to its
ground state using two NaI detectors, one placed at the equatorial plane and the
other placed close to the anthracene scintillator. As mentioned previously, because
the electromagnetic interaction was known to respect parity symmetry, the angular
distribution of the γ-rays from the excited 60 Ni nucleus would not be susceptible to
any parity-violating effects (because nuclear energy levels have definite states of parity
and the emitted photons carry away definite parities, thus it cannot contribute to a
pseudoscalar quantity necessary to test parity conservation [12]). However, there existed a slight, known anisotropy of the γ-ray distribution that was both well-measured
and fortuitous; it could be used advantageously to measure the polarization of the
60
Co nuclei, and it was able to provide an experimental check that the emitted electron distribution was also sensible.
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Now let’s think about this experiment conceptually: let’s imagine holding a spinning ball up to a mirror, as shown in Fig. 1.7. Let us say that the ‘real’ ball is
spinning in the direction we define as clockwise; we can see in our illustration that
the mirror image ball is also spinning clockwise. Consequentially, their respective
~ and L
~ 0 are pointing in the same direction.
angular momentum vectors, L

Figure 1.7: Notice that even though the direction of the ‘real world’ z-axis is flipped in the mirror image
(z 0 -axis), the rotation of the particle (shown in yellow) is clockwise in both the ‘real’ world (left) and in the
mirror world (right). The mirror world coordinates are written with primed notation.

Now, replace the concept of the spinning ball with a spinning 60 Co nucleus. Even
though the nucleus is not literally spinning in space, its quantum-mechanical angular
momentum still obeys the same conservation laws and physical interactions as its
classical counterpart, so we can rely on this visualization for now.10
In Wu’s experiment these 60 Co nuclei underwent the beta decay process (Eq. 1.41),
spitting out an electron and an electron antineutrino. For all intents and purposes,
the antineutrinos were effectively undetectable11 , though their spins were tied to the
spins of the electrons through the conservation of angular momentum.
10

The most important contrast between classical angular momentum and quantum mechanical
angular momentum is that the latter cannot be completely determined: only its magnitude and one
of its components can be simultaneously observed, leaving its exact position in space unknowable
due to the uncertainty principle.
11
Goldhaber et al. indirectly measured the helicity of the neutrino in an experiment that studied
the β decay of 152 Eu into 152 Sm. See M. Goldhaber, L. Grodzins, A.W. Sunyar: Phys. Rev. 109,
1015 (1958).
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Figure 1.8: The 60 Co nucleus (shown right) has a total nuclear spin of 5~. Both the electron and the
antineutrino are spin- 21 particles. After β-decay, they each carry away ~2 units of angular momentum,
leaving the resulting 60 Ni nucleus (shown left) with 4~. To conserve momentum, this means that the
antineutrino spin and the electron spins must be in the same direction. The above figure shows how the
angular momentum is distributed among the nuclei and particles by projecting the z-component of the spins
onto the axis in the center. Cones are shown here to represent the uncertain nature of spin.


is a spin-5 nucleus and has positive parity J P= 5+ and its daughter nucleus,
is spin-4 and also of positive parity J P = 4+ . During the decay process, the
nuclear spin changes by one unit. To conserve angular momentum, both the spins of
the resulting electron and antineutrino must be in the same direction, aligned with the
spin of the 60 Co nucleus. Now, the question became: was there a favored direction of
electron emission (i.e. electron momentum), which, by the definition of helicity seen
in Eq.1.39 would determine a favored handedness?
60
27 Co
60
28 Ni,

If the β-decay electrons were emitted in equal amounts in both the direction parallel
and antiparallel to the nuclear spin, then one would not be able to distinguish a ‘real
world’ experiment from a ‘mirror world’ experiment, as shown in Fig. 1.9, meaning
that a parity transformation has no effect on the system. In this way, parity would
be conserved and would be a good symmetry of the system. It would also mean that
positive- and negative-helicity electrons were produced in equal amounts in the decay
process. This would indicate that the weak interaction did not prefer one handedness
over the other.
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Figure 1.9: If the direction of the emitted electrons shows no preference to the direction of emission, the
results of the ‘real world’ experiment and the ‘mirror world’ experiment coincide and the two experiments
are indistinguishable.

However, if electrons were emitted primarily in one direction, because their spins had
to be aligned with the initial nuclear spin, then this would mean that the direction
of the electron momentum relative to the nucleus would determine its helicity. Fig.
1.10 shows this situation. To measure this, one could simply polarize the 60 Co nuclei,
and then place a detector in ‘front’ of the nuclei (spins pointing towards the detector)
and measure the number of decay electrons emitted parallel to the spin. Then, pick
up the detector, move it so that it is facing the ‘back’ of the nuclei (spins pointing
away from the detector) and query the system again. However, it is not really simple
or really even feasible to move the detector itself in such an experiment. So, instead
of moving the detector relative to the polarized nuclei, Wu changed the direction of
the polarizing magnetic field to flip the nuclei relative to the detector. This is an
equivalent transformation.
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Figure 1.10: In this situation, the direction of the z-axis is reversed, but the direction of the particles’ spin
~ and L
~ 0 ) are still pointing in the same direction. However, in order to properly ‘reflect’
vectors (denoted as L
in the mirror, the direction of the electron momenta will have to be opposite one another.

When the measurement was carried out in December of 1957, it was found that
electrons were predominantly emitted opposite the direction of nuclear spin, meaning
that the weak interaction favored interactions with left-handed electrons. As a double
check, it was seen that the γ-rays were in agreement with parity conservation (as
expected of the electromagnetic interaction). Thus, parity was violated in the weak
interaction! In fact, it was found to be the case that parity was actually maximally
violated, meaning that the weak interaction essentially only interacted with lefthanded electrons (and consequentially, only with right-handed antineutrinos). This
meant that parity was not a good symmetry of the weak interaction.
Therefore, the τ − θ puzzle had a solution: because the weak interaction did not
respect parity, there was nothing forbidding the same particle from decaying into 2π
or 3π modes. τ ± and θ± were the same particle. This particle is known today as the
K ± ‘kaon’.
However, it was noted that if not only a parity (P) operation were performed on
this experiment, but also a charge conjugation (C) operation, then under such a
“CP” transformation, the results of the experiment would again coincide. This is because the weak interaction only interacts with left-handed particles and right handedantiparticles. Under charge conjugation, an electron is transformed into a positron.
Because the spin of the emitted positron must be in the same direction as the nuclear
spin, the only way to have a right-handed positron is to have its momentum parallel
to the nuclear spin. Thus, in the parity- and charge- transformed case, all particles
are emitted parallel to the nuclear spin and the symmetry of the experiment is restored, as illustrated in Fig 1.11.
So why all of the focus on the CP symmetry instead of the individual C and P
symmetries? As mentioned before, the mere existence of mirror symmetry allows ob23

jects or systems which have different handedness/chirality to be clearly differentiated;
however, the definition of which is which – e.g. which handedness is ’left’ and which is
‘right’ – is purely conventional. That is, until the principle of parity violation was discovered. In much the same way, the existence of C violation would tell us that matter
and antimatter are different and behave differently, but the actual labels themselves
would be arbitrary, unless one can also distinguish an absolute, non-conventional difference between handednesses...thus, by referring to our definition of fundamentality
from 1.1 the combination of the two symmetries, CP, is considered more fundamental
than both C and P individually.12

Figure 1.11: In this CP-transformed situation, the direction of the z-axis is reversed, but the direction of
~ and L
~ 0 )are still pointing in the same direction. Two right-handed
the particles’ spin vectors (denoted as L
particles are produced in this situation, meaning that the physics is once again sound.

12

“If multiple phenomena are found to really be the products of one underlying phenomenon,
then the underlying phenomenon is the more fundamental.” CP violation encapsulates the explanations needed for non-conventional definitions of both left-right symmetry and matter-antimatter
symmetry.
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Charge Conjugation
The charge conjugation operator is often described as taking a particle and
replacing it with its antiparticle. More specifically, C, is defined as a full
switch in sign of all of the discrete, additive quantum numbers of a system,
such as baryon number, lepton number, isospin, electric charge, etc. It does
not affect space-time quantities like momentum, mass, spin, and it does not
affect multiplicative quantum numbers (for example, the parity of a particle).
Mathematically, its effect on a state with definite momentum p~, spin s and
some charge q is:
C|~p, s, qi = φ|~p, s, −qi
(1.43)
with φ = eiα (α ∈ R) some phase factor such that |φ|2 = 1. The eigenstates of
the C operator are particles/objects that are completely neutral, i.e. having
no baryon number, no isospin, no electric charge, etc., such as (q q̄) mesons like
the neutral pion, π 0 , or the J/ψ meson. Systems of particle-antiparticle pairs,
such as (e− e+ ), are also eigenstates.
C2 is a unitary operator which, by construction, commutes with all operators. Since the phase factors associated with the charge conjugation
transformation of a field and its Hermitian conjugatea are related by complex
conjugation, one has C2 = 1 by construction.[13]
Therefore, C is Hermitian with eigenvalues of φ = ±1.
a

In QFT, charged particles are described by non-Hermitian field operators (required to
allow a non-vanishing interaction with the electromagnetic field). C should transform the
field into its Hermitian conjugate.

1.7

Kaons: To Make a Long Story Short

Meanwhile, in the decade before Wu’s experiment took place, the enigmatic kaon
decay issue had been (unwittingly) under examination for a different reason. In 1944,
an unusual cosmic ray decay event had been observed in a cloud chamber in France
[14] that suggested a new particle of mass ∼ 500 MeV/c2 . In 1946-47, across the
channel in England, another cloud chamber captured two cosmic ray decay events of
particles also around ∼ 500 MeV/c2 in mass (later identified as the decays of the neutral K 0 particle and the positively-charged K + mesons, known collectively as ‘kaons’)
[15]. Again, much like the τ − θ puzzle, there was something odd about these decays
that captured the attention of physicists; it was not until the idea of another additive
quantum number, strangeness13 , was introduced that theorists began to gain traction
13

We will not go into detail about strangeness here. For the sake of brevity, strangeness was the
new particle property that allowed physicists to begin to distinguish strong- and weak-interactionspecific processes, like why kaons were always produced in pairs (strangeness conserved in the stronginteraction facilitated production process) but could live for wildly different lifetimes and decay into
different final states. The K0 and K̄0 are strangeness eigenstates. For more information, please refer
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Table 1.3: Summary of Important Kaon Classifications
Kaon Species
K0
K̄ 0
K+
K−

Composition
ds̄
sd¯
us̄
sū

Why do we care enough to distinguish it?
Neutral (flavor) eigenstate of the strong interaction
Neutral (flavor) eigenstate of the strong interaction (antiparticle of K 0 )
Charged (flavor) eigenstate of the strong interaction
Charged (flavor) eigenstate of the strong interaction (antiparticle of K + )

KS

¯
ds̄+s
√ d
2
¯
ds̄−s
√ d
2

Weak eigenstate. Decays primarily to 2π. (Mean τKS ≈ 9 × 10−11 s)

K1
K2

KS = K1 + K2
KL = K2 + K1

CP eigenstate (decays to 2π). CP= +1
CP eigenstate (decays into 3π) CP= −1

KL

Weak eigenstate. Decays primarily to 3π. (Mean τKL ≈ 5 × 10−8 s)

This table provides a summary of the important kaon classifications. These are not all independent particles;
for example, the KL and KS particles are admixtures of the K1 and K2 CP eigenstates. It is also important
to note that K1 and K2 are simply two states of the weak interaction and are NOT a particle-antiparticle
pair. Thus, they are not constrained (via CPT) to have the same masses and lifetimes. Note the bold on
the K1 and K2 entry is because it was more sensible to describe the KL and KS in terms of K1 and K2
than the other way around (since KL and KS are the lab-distinguishable states). Mean lifetimes are given
in the laboratory frame.

with the anomalous kaon decay problem.
Kaons fell into an odd on-between due to their connection to both the strong and
weak interactions. Kaons are produced via the strong interaction but decay via the
weak interaction. The K 0 ‘neutral kaon’ was initially thought to be the fundamental particle state of this meson (along with the charged counterparts K + , K − ), with
¯ respeccorresponding antiparticle K̄ 0 , the quark contents of which are (ds̄) and (sd),
tively. Because these mesons contain strange quarks (the lightest second-generation
quark), they are only able to decay via the weak interaction as any decays/transmutations mediated by the strong interaction require higher energies/quark masses in
order to proceed. What baffled many scientists, though, was the indistinguishable
nature of the neutral kaon decays. This led M. Gell-Mann and A. Pais to postulate
that the K0 and K̄0 particles coupled through a second-order interaction via common
virtual decay states [16]. The nomenclature for all of the different kaon states can be
a little hairy, so I will try to elucidate here: in general, there is some reason why a
given kaon ‘variant’ was important enough to physicists to warrant distinguishing it.
I have summarized this information in Table 1.3.
1.7.1

The Kaon story: now, with pictures!

“We begin to die from the moment we are born, for birth is the cause of death. The nature
of decay is inherent in youth, the nature of sickness is inherent in health, in the midst of
life we are verily in death.” – a K0 meson, probably.14

The K0 , K̄0 , and K ± states are an important description for the kaon system, as they
are all eigenstates of the strong interaction; that is, they are all flavor eigenstates.
to 8.
14

This quote is attributed to Gautama Buddha.
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Because kaons are produced via the strong interaction, these are the initial states in
which they come into existence. In this way, it makes sense to label them using an
eigenbasis of the strong interaction. The moment after they are produced, though,
this basis is no longer an optimal description of the system; barring any interaction
with matter, the next event in each kaon’s life cycle is to decay via the weak interaction. Two distinct kaon particles were observed by Lederman, Bardon, Lande, and
Chinowsky in 1958 (fairly immediately after Dr. Wu’s discovery of parity violation in
the weak interaction), each having a definite decay lifetime in the laboratory, though
these lifetimes differed by a factor of nearly 600 [17]. These particles were called
the ‘K-Long’ and ‘K-Short’ kaons (abbreviated KL and KS , respectively), and are
eigenstates of the weak interaction due to their definite lifetimes. It was noted early
on that the shorter-lifetime decays seemed to produce 2π decay events whereas the
longer-lifetime produced 3π decays. If CP conjugation is a valid symmetry of this
system, then the two observed eigenstates of the weak interaction, KL and KS , should
both have definite CP values—and, as the τ − θ puzzle points out, one would expect
that such a symmetry would be reflected in the behavior of subsequent decay modes.
The truly bizarre part was that these two particles were identical in every way: mass,
charge, spin, quark composition. Everything, that is, except for their two distinctly
different lifetimes...and their confusingly entangled decay products.
In this section, I will outline the kaon system and how the anisotropic oscillations
observed in this situation lead to a violation of the CP symmetry. A solid, intuitive
understanding of CP violation is crucial for contextualizing the importance and necessity of Sakharov’s conditions which are outlined in the next chapter. The kaon
system in particular will help to elucidate the complex nature of CP violation in
Chapter 3, which will then continue on into our discussion of the NOPTREX-specific
theory in Chapters 4 and 5.
I am going to do this primarily with pictures as I have only ever seen this process discussed mathematically and, as seen in Table 1.3, there are so many kaons
involved that I always found it difficult to keep everything straight that way. I have
also worked through the calculations relating to these oscillations, which can be found
in Appendix 8.
Now:
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Figure 1.12: Neutral kaons (K0 ) and neutral anti-kaons (K̄0 ) are eigenstates of the strong interaction.

Neutral kaons (K0 ) and neutral anti-kaons (K̄0 ) are eigenstates of the strong interaction, and are often created by colliding high-energy protons with a nuclear target
(often beryllium). This is why it is practical to describe their initial state using a
strong eigenbasis. Once K0 , K̄0 particles are produced, they eventually decay via the
weak interaction.
One of the mysteries of the kaon/anti-kaon was that, although they were antiparticles of each other, they both had access to the same decay channels–in particular,
both decayed into 2π and 3π events (states of opposite parity). The only difference in
their decay products was in the particle/antiparticle conjugations in the semileptonic
decay processes:
K 0 → νe + e + + π −
K̄0 → ν̄e + e− + π +

Figure 1.13: One of the mysteries of the K0 /K̄0 particles was that, although they were antiparticles of
each other, they both had access to the same decay channels.
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Now, here is where the beauty of particle beam measurements comes into play: by
producing kaons at an accelerator facility, one gains access to time-of-flight information. Lederman and his colleagues were able to do this at the newly-commissioned
Brookhaven Synchrotron in 1956; K0 /K̄0 particles can be produced by colliding high
energy protons into a copper target, producing a forward-directed beam. By measuring decays along the length of the beam trajectory, it was found that there were
two distinct decay lifetimes, though they differed by more than three orders of magnitude. The short-lived kaon was coined the KS (“K-Short”) and the longer-lived,
the KL (“K-Long”) [17].
Now, the simple existence of these two distinct decay lifetimes doesn’t by itself pose
a threat to CP symmetry. This phenomenon can be explained by understanding
that the initial neutral K0 /K̄0 particles are created via strong interaction processes.
However, once they come into existence, it is the weak interaction that effectively determines the ‘expiration date’ for these particles. This means that the optimal choice
of eigenbasis to describe this system shifts from a strong interaction description (with
K0 /K̄0 as the ‘good’ eigenstates) to a weak interaction one, where KL and KS seem
to be the appropriate eigenstates. This concept is shown in Fig. 1.14.

Figure 1.14: If kaons/antikaons are produced in a beam source and time-of-flight measurements are available, it becomes readily apparent that there are two distinct decay lifetimes. It was determined that the
initial K0 and K̄0 states could be decomposed into a two-state basis of short-lived kaons and long-lived
kaons, denoted KS and KL . In the figure above, proton spallation produces the K0 and K̄0 particles, when
each have access to the 2π and 3π decay modes (as seen via the thin, wavy lines connecting the particles to
the possible decay modes). If one were to start a timer (shown at the bottom of the figure) the moment that
the kaons were generated, one would see an abundance of 2π decays at a detector position corresponding to
a time-of-flight τS and 3π decays at τL .

When measurements returned two distinct lifetimes, each of which seemed to directly
correspond to either the 2π or 3π decay mode, these two states were determined to be
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weak interaction eigenstates. These eigenstates of the weak interaction were called K1
and K2 , and so the assignment was made (at the time) that KS ≡ K1 and KL ≡ K2 .

Figure 1.15: Because it was initially observed that the 2π and 3π decays were sharply segregated by these
lifetimes, it was determined that the KS and KL states were eigenstates of the weak interaction (K1 and
K2 ), each with definite CP symmetry.

This assignment is not quite right though, but close. When Cronin and Fitch measured the kaon system in 1964, it was found that about 1 out of every 500 decays
of the KL (i.e. at the time, K1 ) particle produced a 2π decay. After accounting for
relativistic time dilation, it was found that the odds of such a decay were closer to
10−54 .
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Figure 1.16: The (rare) occurrences of short-lived 3π decays and of long-lived 2π decays necessitated the
mixture of the K1 and K2 weak states. This indirectly implied the presence of CP violation in the weak
interaction.

Figure 1.17: The 1964 experiment by Christenson, Cronin, Fitch, and Turlay indirectly measured the
existence of CP violation in the weak interaction, as 2π decays were observed at the end of the 17.4 meter
beamline, long after all KS particles would have decayed. For perspective, the probability of such a decay
occurring at the end of the beamline (including relativistic time-dilation adjustments for beam particles
traveling at 0.98c) is expected to be approximately 1 out of 1054 decay events. In reality, a 2π decay event
was observed in about 1 out of every 500 decays. This meant that there must be some small CP-even K1
component in the KL weak eigenstate.

1.8

Time Reversal and the CPT Theorem

Following the same logic as we did when remedying the broken physics of the parityviolating 60 Co experiment by extending it to include C-symmetry, we can examine the
CP-violating kaon system under a time-reversal transformation, where the dynamics
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of the experiment are reversed as though a universal rewind button were pressed and
time began to run backwards.
Time Reversal
The time-reversal operator, T, is often described as reversing the ‘direction’ of
time t, such that (t → −t). For some quantum state, |ψ(x, t)i, we have:
T|ψ(x, t)i = |ψ(x, −t)i

(1.45)

It is perhaps a more apt description to say that time reversal is really a reversal
of the dynamics of a system; it leaves the position operator unchanged, but
reverses the momentum of a system. In operator notation, this can be written:
T−1 x̂T = x̂
T−1 p̂T = −p̂
The time-reversal operator is antiunitary, meaning that:
T−1 T = −1

(1.46)

and is often represented in operator form as T = UK, where U is a unitary
operator and K is the complex conjugation operator (such that K−1 K = −1).

Figure 1.18: The anisotropic particle-antiparticle oscillations between the kaon and anti-kaon is how CP
violation can be interpreted as T violation, assuming CPT conservation. One would be able to tell the
‘normal world’ from the ‘time-reversed world’ because of these oscillations. Since the semileptonic decay
products of the kaon produce electrons, whereas the anti-kaons produce positrons, you would begin to detect
anti-kaon decay positrons in the time-reversed world long before you would detect them in the non-timereversed world. Thus, you would be able to differentiate the two scenarios with a time measurement.
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Figure 1.19: The oscillating K0 -K̄0 system under a CP transformation. Please note that the spatial axes
are inverted with respect to each other, while the direction of time (denoted by the arrows at the bottom)
is the same in both situations. These two systems are physically distinguishable, as it can be seen that a
decay is occurring at time t = t2 , while no such analogous decay is observed in the CP-conjugated world at
time t0 = t02 .

Figure 1.20: The oscillating K0 -K̄0 system under a CPT transformation. Please note that the direction of
the time axis was inverted, so the system on the left should be ‘read’ left-to-right, while the CPT-conjugated
system (right) should be read right-to-left. This was done to avoid confusion with the inversion of the
spatial axes. With all three (C, P, T ) symmetries inverted, we recover the same physical phenomenon
in each system. Specifically, it is seen that the expected decay lifetimes for each system now coincide, in
contrast to the (CP )-only reversed system seen in Fig. 1.19.

When all three symmetry transformations (charge conjugation; parity inversion; and
time reversal; known collectively as a CPT symmetry transformation) are performed
on the neutral kaon system, the laws of physics governing the initial system and the
CPT-transformed system once again coincide. This is known as CPT invariance.
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CPT invariance
Any ‘good’ quantum field theory based on a Hermitian, local (no action at a
distance), normal-ordered Lagrangian which is invariant under Lorentz transformations and for which the usual field commutation or anti-commutation
rules hold, is also invariant to the transformation of C, P, and T, taken in any
order, irrespectively of its symmetry under the three inversions separately [13].

The concept illustrated in Fig. 1.20 is critical to understand, as the relationship
between CP violation and time-reversal violation may not always be apparent at first.
The physical consequence of CPT symmetry invariance is that it places the constraint
that the masses and decay widths of a particle and its corresponding antiparticles must
be equal. CPT symmetry is presently believed to be one of the most fundamental laws
of nature—an axiom of the Standard Model—and is one of the most rigorously tested
and highly-constrained physical laws. In fact, the neutral kaon system presently sets
the most constraining experimental limits on this, with the mass difference between
the K0 and K0̄ found to be
2

mK0 − mK0̄
< 6 × 10−19
(mK0 − mK0̄ )

(1.47)

A similarly tight constraint has been measured for the difference in decay widths:
2

ΓK0 − ΓK0̄
< (8 ± 8) × 10−18 .
(ΓK0 − ΓK0̄ )

(1.48)

It is important to recognize the following implication of CPT invariance: if a physical
system must be invariant under a the product of all three symmetry transformations,
a violation of any individual symmetry (or pair of symmetries) implies a compensating
violation in the remaining symmetry such that invariance is maintained.15
Germane to this body of work is the specific implication of CPT invariance
that a violation of CP symmetry indicates a violation of T symmetry. This
will be further explored in Chapter 2, where the role of CP violation in the baryogenesis process (as posited by Sakharov) is outlined, and again in Chapter 5 where we
will discuss how CPT invariance allows us to consider a time-reversal measurement
to be an equivalently valid probe for processes which violate CP.

15

In fact, an example of this compensation is the 60 Co experiment: P symmetry was seen to be
violated in the weak decay process, but the composite CP symmetry was not. This means that (in
this particular scenario) the violation present in the individual P symmetry was exactly compensated
for by the violation in the C symmetry.
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1.9

Exercise for Chapter 1

After such a thorough introduction to the notion and importance of symmetries in the Standard Model and the effectiveness of Noether’s Theorem, the following is left as an exercise
to the reader.
Given locality, causality, Lorentz invariance, and all known physical data since 1860, show
that the Standard Model Lagrangian, LSM , which describes all observed physical processes
(excluding gravity) can be written as:16
a ∂ g a − g f abc ∂ g a g b g c − 1 g 2 f abc f ade g b g c g d g e + 1 ig 2 (q̄ σ γ µ q σ )g a + Ḡa ∂ 2 Ga + g f abc ∂ Ḡa Gb g c −
LSM = − 12 ∂ν gµ
ν µ
s
µ ν µ ν
s
µ
µ ν µ ν
µ
µ
j
4 s
2 s i

∂ν Wµ+ ∂ν Wµ− − M 2 Wµ+ Wµ− − 21 ∂ν Zµ0 ∂ν Zµ0 −

1
2c2
w

M 2 Zµ0 Zµ0 − 21 ∂µ Aν ∂µ Aν − 12 ∂µ H∂µ H − 21 m2h H 2 − ∂µ φ+ ∂µ φ− −

2

4

H + 12 (H 2 + φ0 φ0 + 2φ+ φ− )] + 2M
M 2 φ+ φ− − 21 ∂µ φ0 ∂µ φ0 − 2c12 M φ0 φ0 − βh [ 2M
+ 2M
αh − igcw [∂ν Zµ0 (Wµ+ Wν− −
g
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w

Wν+ Wµ− ) − Zν0 (Wµ+ ∂ν Wµ− − Wµ− ∂ν Wµ+ ) + Zµ0 (Wν+ ∂ν Wµ− − Wν− ∂ν Wµ+ )] − igsw [∂ν Aµ (Wµ+ Wν− − Wν+ Wµ− ) −
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This particular formulation includes a model-specific description of the Higgs fields and the
Faddeev-Popov ghosts; it also assumes neutrinos are massless which, as a few recent Nobel laureates
can tell you, is not the case. Also, credit where credit is due: this equation was extracted and typeset
by T.D. Gutierrez from Diagrammatica by Martinus Veltman [18].
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Chapter 2 In The Beginning
“In the beginning the Universe was created. This has made a lot of people
very angry and has been widely regarded as a bad move.”
— Douglas Adams, The Restaurant at the End of the Universe
2.1

Motivation: The Matter-Antimatter Asymmetry of the Universe

The 2012 discovery of the Higgs boson heralded not only the Nobel Prize for Peter
Higgs, but also the long-awaited completion of the Standard Model (SM) of particle
physics with all of its predicted fundamental particles having been officially confirmed
via experimental observation. The Standard Model of physics is the most complete,
robust, and tested theory in perhaps all of human history. It is a description of
(almost!) all of the known laws of physics, and has served to both corroborate and
unify what we had already known, as well as to predict many physical phenomena
that were later tested and found to be true with unparalleled precision. And yet,
even with such a glowing reputation, we know the Standard Model to be very much
incomplete. For one, it doesn’t include gravity, which the physics community as a
whole is pretty sure is a real thing. In addition, there are still several (well, many)
outstanding questions that physicists haven’t been able to answer. For one,while it
was extraordinary enough that the Higgs boson was confirmed to exist, its mass was
found to be much smaller than was required in order to support existing weak-scale
supersymmetry (SUSY) theories [19], a discrepancy which is known as the hierarchy
problem.
Secondly, if the Standard Model as we presently know it, in conjunction with the
theory of General Relativity (GR), were used to model the evolution of the early
Universe moments after the Big Bang to the present, the Universe as we have come
to know it would be completely unrecognizable. For example, it would be nearly
devoid of matter; because Nature likes symmetry, we observe in the laboratory that
particles and antiparticles are created in particle-antiparticle pairs in a process known
as pair production. In the same vein, particle-antiparticle pairs also recombine to form
bursts of pure energy, a process known as annihilation. If matter and antimatter were
created in exactly equal amounts during the Big Bang, we would expect that most
particles would eventually meet and annihilate with their antiparticle counterparts,
resulting in a rather boring Universe consisting of little more than a slowly-cooling
bag of radiation gas. Even if this weren’t the case and we did manage to squeeze out
a slightly significant matter abundance, we still wouldn’t be able to account for the
presently-not-understood dark matter/dark energy that is thought to be the cause of
the larger-scale structures that we observe in the Universe.
And yet, we do live in a Universe that has a preponderance of matter. Where did it
come from? Where is the antimatter? How much ‘extra’ matter is there?
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2.2

Calculated of the Expected Baryon Asymmetry at Freeze-Out

The parameter most often used to quantify how much ‘extra’ matter exists is η,
a dimensionless measurement of the baryon-to-photon ratio and referred to as the
Baryon Asymmetry of the Universe (BAU). η is defined as
η≡

nB
,
nγ

(2.1)

where nB and nγ are the baryon and photon densities, respectively.
Data from the Wilkinson Microwave Anisotropy Probe (WMAP), which measured the
post-Inflation era ‘afterglow’ light pattern that remained some 375,000 years after the
Big Bang, revealed that the Cosmic Microwave Background Radiation (CMBR) was
largely uniform (within 10−5 ). Small temperature fluctuations in the CMBR allow us
to put a bound on the value of η as [20]:
η = (6.19 ± 0.14) × 10−10 ,

(2.2)

Of course, this number means nothing unless we know what sort of value we should
expect. If matter and antimatter were produced in exactly equal amounts in the
early Universe and then proceeded to pairwise annihilate, it seems reasonable at
first glance that there should be no leftover baryons or antibaryons, meaning that
the value of present-day η should be identically 0. However, because the immediately
post-Big Bang Universe was expanding and cooling–and therefore not yet in a state of
thermal equilibrium–early baryon/antibaryon populations would not have completely
annihilated; the expected leftover amounts of matter and antimatter can be estimated
by calculating the proton-antiproton annihilation cross-section.
So let’s do this calculation! Let’s calculate the residual baryon-photon ratio for an
expanding Universe after all annihilation processes have occurred, and we shall do
it like experimentalists, keeping all constants in our calculation1 . In particular, let
us look at the residual proton-photon ratio (or antiproton-photon, you can pick your
poison). The only assumptions that we shall make are:
1. Assume initial baryon-antibaryon equality; that is, the initial proton density,
np , is equal to the initial antiproton density, np̄ .
2. Assume conservation of baryon number throughout these processes.
We would expect the ‘freeze-out’ point (at which effectively no more matter/antimatter annihilations occur) to be when the rate of proton-antiproton annihilations is
1

You theorists can have your fun setting ~ = c = kB = 1, but at the end of the day we want an
actual number to compare to actual experiments, so I am keeping them here.
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approximately equal to the rate of expansion of the Universe, because at this point it
is just too difficult for a matter particle to find its antimatter counterpart to annihilate
with.
The annihilation rate, A, is proportional to the density of nucleons/antinucleons and
how quickly they are moving towards/away from each other. We can estimate it as
A = hnp σvi

(2.3)

where σ is the pp̄ annihilation cross-section and v is the relative velocity between two
particles. For the energies we will be looking at (up to tens of MeVs), we can estimate
the value of hσv/ci on the order of 80-100 mb [21].
In the nonrelativistic limit (meaning that the thermal energy per particle kB T  mp c.
For protons, this is taken to be when T ≤ mp ∼ 1 GeV), the equilibrium proton
(antiproton) number density np (np̄ ) can be calculated by [22]:

np = np̄ =

(kB T )3
π 2 (~c)3

Z

∞



0

pc
kB T

2 

pc
d kB T

e(E/kB T ) + 1

(2.4)

where p is 3-momentum, E is the total energy given by E = p2 c2 + m2p c4 , and mp is
the proton mass. Using the limitation that kB T  mp c, we can integrate the above
expression to find:

np = gp

2πmp kB T
h2

3/2
e



mp c2 −µ
−
k T
B

(2.5)

where gp = 2 is a factor that accounts for the two different spin substates of the
proton and µ is the chemical potential.
Now, let’s take a look at the expansion rate of the Universe, denoted by H, the Hubble
expansion parameter2 :
√ 2π(kB T )2
H = 1.66 g ∗
.
MP L ~c2

(2.6)

Here, MP L is the Planck mass and g ∗ is a factor encompassing the total number of
spin substates for the particle species that existed at the freeze-out temperature, Tf .
2

The derivation of this expression is too long for the scope of this work, but can be derived
following the method detailed in Chapter 5 of [22].
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Explicitly,
∗

g =

X

 X
7
gf
gb +
8

(2.7)

where gb and gf account
for the spin substates all viable bosons and fermions at Tf ,

7
respectively, and 8 is the Fermi/Bose factor for fermions (it is ‘1’ for photons).
Because we know this temperature to be below the strong QCD-scale energy regime
(∼ 200 MeV), pretty much all hadrons besides protons and neutrons would decay almost immediately once the Universe cooled to ∼ Tf . The only boson left at this temperature would be the photon, which has 2 polarization states, thus gb = 2. The allowed fermions would be the e, νe , νµ , ντ and their respective antiparticles e+ , ν¯e , ν¯µ , ν¯τ .
The electron and positron
substates, and each neutrino/antineuP each have two spin
trino has one, meaning
gf = 10. Thus g ∗ = 2 + 78 · 10 = 43/4. I shall therefore take
the liberty of approximating g ∗ ∼ 10.
Now, if we want to find the temperature at which freeze-out occurred, this will be
the temperature at which the expansion rate of the Universe, H, approaches the rate
of annihilation, A. We can find this temperature by taking the ratio of these two
≈ 1. Taking the ratio, we get:
quantities and finding the temperature at which H
A
 
 
2π(kB T )2
√ ∗
2
MP L ~c2
H
1.66 g 
 + mkBp cT
=
e
(2.8)

3/2 
A
σvgf
2πmp kB T
h2

√
m c2
H
1.66 g ∗
2πh2
(kB T )2
+ kpT
=
·
·e B
√
3/2
3/2
A
σvgf
2πmp MP L c2 (kB T )

(2.9)

Even though there are a lot of constants in here, the overall structure of this function
simplifies to:
1
H
= cst · x1/2 e+α/x
(2.10)
A
α
where x = kB T and α = mp c2 . Evaluating the large constant term, we get:
√
1.66 g ∗
2πh2
= 3.2 × 10−19
√
1/2
σvgf
2πmp MP L
And so our ratio is:
mp c 2
H
1 p
kB T
= 3.2 × 10−19
k
T
e
B
A
m p c2

(2.11)

To find the freeze out temperature in units of kB T in MeV, recall that the proton mass
can be expressed as mp c2 ≈ 938.272 MeV; set the ratio H
= 1 and solve for kB T . We
A
find that
H
= 1 when kB T ≈ 19.6 MeV
(2.12)
A
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To see this, the ratio
the function is 1:

H
A

is shown below, along with the point at which the value of

Figure 2.1: The ratio of the rate of expansion of the Universe, H, to the rate of nucleon-antinucleon
annihilation, A. The temperature at which freeze-out occurs is when this ratio is ≈ 1. This plot shows the
ratio H
as a function of temperature (in units of kB T in MeV) over the range 15-22 MeV in order to show
A
how quickly the value of H
drops. Below 15 MeV, the scale of the y-axis becomes unwieldy: at 10 MeV,
A
13
30
H
H
≈
10
;
at
5
MeV,
≈
10
; at 1 MeV, H
≈ 1063 .
A
A
A
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Figure 2.2: The ratio of the rate of expansion of the Universe, H, to the rate of nucleon-antinucleon
occurs is approximately 20 MeV. Fig. 2.1 was included to illustrate
annihilation, A. The point at which H
A
how quickly this ratio blow up as kB T → 1, so the rounding of 19.57 ≈ 20 MeV is reasonable.

Now that we know the freeze-out temperature, we can calculate the expected baryonto-photon ratio, η, at Tf = 20 MeV.
Recall the definition of η from Eq. 2.1. Here we will replace the generic baryon
density nB with the proton density np . The photon density, nγ , can be calculated
using the expression (from [23] [22]):
nγ =

2.404(kB T )3
π 2 (~c)3

(2.13)

(Note that the
factor of 2.404 comes from integrating the Bose-Einstein
R ∞recognizable
x2 dx
distribution 0 ex −1 , an integral that appears commonly in thermodynamics courses.)
Taking the ratio of Eq. 2.5 and Eq. 2.13, we get:



3/2
m c2
− k pT
np
gp π 1/2 mp c2
B f
η=
=
e
(2.14)
nγ
2.404 2kB Tf
Plugging in the values for all of these constants and using kB Tf = 20 MeV, mp c2 =
938.272 MeV, and gp = 2, we arrive at a value for the baryon asymmetry as:
η=

np
= 7 × 10−19 ≈ 10−18
nγ
41

(2.15)

This is a discrepancy of nearly 9 orders of magnitude from the observationally determined value of 6 × 10−10 . Such a large discrepancy is a strong indication that there
is still some part of the bigger puzzle that we do not know.

But wait–what if antimatter was produced, but instead of most of it annihilating in
the early ages of the Universe, some of it somehow managed to escape and formed
clumps of antimatter that exist out there in the Universe? Is it possible that we are
just living in a small bubble of matter?

This is where our observations come into play again. For example, if large, localized clumps of antimatter were to exist, one would expect to see signatures from
electron-positron or proton-antiproton annihilation processes [24]. pp̄ annihilation is
an energetic enough process that it often produces secondary mesons, including neutral π 0 mesons (mπ0 = 135.0MeV/c2 ), which decay ∼ 98% of the time via the π 0 → 2γ
process [25]. These gamma ray energies would be distributed in the signature ‘pion
bump’ centered around (in the lab frame) mπ0 /2 = 67.5MeV/c2 with energies up to
the order of 100 MeV/c2 [26]. The measured uniformity of the CMBR along with
the absence of signatures such as these indicate that there are no possible antimatter
structures larger than the ∼Mpc scale [27]. Complemetary measurements to WMPS
and Planck such as those done by the Alpha Magnetic Spectrometer (AMS) [28],
which measures the positron fraction in cosmic rays, and the multi-purpose Payload
for Antimatter-Matter Exploration Light-nuclei Astrophysics (PAMELA) [29] probes
have continued to push these limits even further, placing stringent constraints on the
antimatter fraction that seem to be in good agreement with previous experiments
and theory.

So then, what? If experimemts have determined that the matter fraction is much
higher than theory predicts, and it also seems like there aren’t large chunks of antimatter or antimatter structures floating around out there in the Universe, the natural
conclusion is that our theory is incomplete.

This leads us to baryogenesis, a widely studied and widely debated topic in physics.
2.3

Sakharov’s Conditions for Baryogenesis

As we saw in the previous section, starting with symmetric amounts of matter and
antimatter (nB = nB̄ ) and following the expansion of the Universe results in a baryon
excess that is much too small. It is therefore tempting to think that perhaps the
Universe started with an asymmetry (that is, nB B̄ was an initial condition) and just
went from there and that this initial asymmetry is the excess matter that we see
today. That’s just the way things are. It’s all one big “because I said so” from
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Mother Nature. Problem solved. We can all go home.
But of course life can’t be so easy.3 It was Andrei Sakharov who first proposed
that perhaps the matter excess was not an initial condition of the Universe, but
could instead be the result of microphysical processses occurring after the initial
Big Band which created–generated –baryons in unequal amounts: a process known as
baryogenesis. In order for such processes to occur, he laid out three stipulations that
had to be fulfilled, which are known today as Sakharov’s Conditions [30]:
1. Violation of baryon number. This one seems rather obvious, doesn’t it? If
the Universe started with a zero-valued baryon asymmetry, then baryon number
violating processes absolutely must occur at the fundamental level in order to
end up with a nonzero asymmetry. However, while obvious that this must
be the case, it should be mentioned in fairness that physicists have also not
yet found a deeper, fundamental connection to a global symmetry that would
indicate that baryon number is a fundamentally conserved quantity (unlike,
for example, the global U (1) gauge symmetry underlying the electromagnetic
interaction which was found to be responsible for the conservation of electric
charge). Experimentally, though, there has been no indication to the contrary;
one of the most compelling pieces of evidence is the stability of the proton, the
lightest of the baryons. With a lower bound on its lifetime as ∼ τp > 1034
years (from a 2017 analysis of the Super-Kamiokande data [31]), it appears to
be stable on timescales far greater than the age of the Universe (∼ 1010 years).
2. Violation of C- and CP- symmetries. “The occurrence of C asymmetry is
the consequence of violation of CP invariance in the nonstationary expansion
of the hot universe during the super-dense stage, as manifest in the difference
between the partial probabilities of the charge-conjugate reactions [30].” In other
words, if for every reaction that occurs which produces a particle, a reaction
that produces an antiparticle occurred at the same rate, that is, if CP symmetry
were to be conserved, then these processes would produce a net zero baryon
number. As shown in detail in Chapter 1 with the neutral kaon system, CP
violation allowed for anisotropic oscillations in the K0 −→ K0̄ → K0 process,
which weighted the probability of decay into a given final state. If these same
anisotropic oscillations were to occur in the early Universe and change the weight
of the decay probability of a particle/antiparticle system such that it slightly
favored a decay product which produced excess baryons, then this could produce
the matter excess. Let us take an example and look at this from a proof-bycontradiction standpoint:
Suppose that there is a baryon-violating reaction that can be represented schematically as
X −→ Y + Z ∗
(2.16)
3

And if it were, a great deal of physicists would be out of a job, so maybe this isn’t such a bad
thing.
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where particles X and Y have a baryon number of zero (B = 0) and Z ∗ has a
nonzero baryon number (denoted by the asterisk), generating an excess baryon.
The corresponding C-conjugated reaction would then be
X̄ −→ Ȳ + Z¯∗

(2.17)

The issue then becomes whether or not the rates of these processes are the
same. If C is conserved, then there would be no reason why the rates of these
reactions would be any different, that is:
Γ(X −→ Y + Z ∗ ) = Γ(X̄ −→ Ȳ + Z¯∗ )

(2.18)

And if these rates are the same, we would eventually find that baryon number
B is conserved. This implies that C-violation must have occurred. However,
C-violation alone cannot produce the baryon excess that we see, so we look to
CP-violation.
CP-violation is important as well, because it is not just the particles produced
that matter, but the helicities of those particles also plays a role. The decay
widths of particles P and antiparticles A with different helicities h are related
by:
Γ(Pi (h) −→ Pf ) = Γ(Ai (−h) −→ Af ).

(2.19)

Let us look at this in a little more detail. Suppose a particle P decays into
two right-handed or two left-handed daughter particles, p (subscripts denote
helicity):
Pi −→ pR pR ; Pi −→ pL pL .
(2.20)
and similarly, its antiparticle P̄ decays into two right- or left-handed daughter
antiparticles:
P̄i −→ p̄R p̄R ; P̄i −→ p̄L p̄L .
(2.21)
If CP were conserved, then the rates of these reactions must also be the same.
Our earlier statement in Eq. (2.19) shows that if C-symmetry were conserved,
then these rates would be equal. Because it is not, we know that the rates of
these particle and antiparticle decays would not be the same, that is:
Γ(Pi −→ pR pR ) 6= Γ(P̄i −→ p̄L p̄L ).

(2.22)

But, if we now take the helicities into account and assume that CP-symmetry is
conserved while C-symmetry is not, we can relate the helicity-dependent rates
by:
Γ(Pi −→ pR pR ) = Γ(P̄i −→ p̄L p̄L )
Γ(Pi −→ pR pR ) = Γ(P̄i −→ p̄L p̄L ).
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(2.23)

If one sums the helicity-dependent decay widths, we would get
Γ(Pi −→ pR pR ) + Γ(Pi −→ pL pL ) = Γ(P̄i −→ p̄R p̄R ) + Γ(P̄i −→ p̄L p̄L ). (2.24)
which means that the sum of the decay widths for both baryon and antibaryon
would have to be equal, unless CP-symmetry is also violated. Thus, we can see
that both C- and CP-symmetries cannot be conserved in processes that would
generate excess baryons.
3. Departure from thermal equilibrium. Nature likes to be in equilibrium;
the CMBR is the most exemplary blackbody spectrum ever measured, meaning
that the Universe has been in thermal equilibrium since ∼ 375, 000 years after
the Big Bang. However, since baryon number, B, is odd under CPT, this means
that its thermal average vanishes at equilibrium. Let us take a look at this [32]:
Knowing that B is odd under a CP T transformation (that is, Θ̂B Θ̂−1 = −B)
and assuming (as we do in the Standard Model) that the Hamiltonian, H, commutes with the Θ̂ operator, we can calculate the thermal average of B(t) for
some temperature T = 1/β at some time t (which, for convenience’s sake we
shall define as t = 0, and defining B0 = B(t = 0)) Recalling the thermodynamical definition of an equilibrium (thermalized) average for some observable (here
we want B):
hB(t)i = Tr(eiHt/~ B0 e−iHt/~ e−βH ) = Tr(B0 e−βH )

(2.25)

From here, we can include the CPT transformation:
hB0 i = Tr(ΘΘ† B0 e−βH )

(2.26)

Using the property that Θ commutes with H, we can reorder:
hB0 i = Tr(Θ† B0 Θe−βH ) = −hB0 i

(2.27)

And so we see that we are led to the equivalence that hB0 i = −hB0 i, which can
only be true if hB0 i is identically zero.
This goes to show that no, we cannot generate a nonzero baryon number in
thermal equilibrium; therefore, any baryon-generating processes must happen
out of thermal equilibrium. In other words, we must thermodynamically have
an “arrow of time.”
So to briefly recap, the three Sakharov conditions are necessary because: in order to
have a baryon excess, one must first of course have processes which violate baryon
number. Secondly, the CPT theorem guarantees that particles and their respective
antiparticles have identical masses and lifetimes. Because, in thermal equilibrium,
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the particle density depends only on the particle/antiparticle masses and the temperature, no asymmetry could develop since the masses are identical, guaranteeing equal
densities. This, combined with the violation of C and CP symmetries ensures that
any process which increases baryon number would be exactly balanced by a process
which decreases it–thus, all three conditions must be met to generate excess baryons.
Sahkarov’s ideas were met with a great deal of skepticism at the time; however, the
later models of inflationary theory drove his presuppositions back into the spotlight,
and present experimental results (namely, the isotropy of the CMBR) have come to
show (indirect) evidence that we absolutely need the Sakharov mechanism. However,
the details of the processes by which baryogenesis could occur are the subject of many
ongoing areas of research in both theoretical and experimental physics. In particular, Sakharov’s second condition that C- and CP-violating processes must exist is
the motivation for a host of experimental searches for CP violation. As discussed in
Chapter 1, we have seen evidence of CP violation in the neutral kaon system. However, Sakharov’s second condition is not quite met, because even with the inclusion
of the CP violation observed in the neutral kaon system4 , the Standard Model still
does not contain enough CP violation to account for the discrepancy between the
theoretically predicted and the observed value of η. This motivates the subset of
physics which seeks to understand phenomena which occur outside of the framework
of the present-day Standard Model, which is why these efforts are known as searches
for physics Beyond the Standard Model (BSM).
The Neutron OPtical Time Reversal EXperiment (NOPTREX) is motivated by this
need to uncover additional sources of CP violation which may be hiding in previously
unexplored physical systems. There exists a large sector of medium- and low-energy
systems which have not been studied in the context of CP violation searches, with
low-energy nuclear systems among them. NOPTREX is searching for signatures of
CP violation in low-energy (∼ 1 − 10 eV) nuclear resonances in compound nuclei.
The compound nucleus is a metastable system which is formed when an incident
neutron is captured by a nucleus. These capture events occur at specific, quantummechanically determined energies and angular momenta, manifesting as a resonances
in a neutron transmission measurement. During the lifetime of this compound system, the captured neutron then interacts with the nucleons via the weak interaction,
causing mixing to occur between the nuclear resonance states. This mixing of states
causes distortions in the resonances observed in the neutron transmission spectrum;
by measuring and characterizing these distortions, we can better understand the nature of the weak interactions (and the potential CP violation they may cause) present
in the nucleus. These ideas are discussed more in depth later in this work: Chapter 4
discusses the compound nuclear system and the mixing of nuclear resonance states in
detail, and Chapter 5 delves into the theory underlying the NOPTREX time-reversal
experiment and how the possible T (and therefore CP) violating observables in the
theory can be translated into a realizable experiment.
4

and in the neutral B0 meson system, which we will mention in Chapter 3
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Chapter 3 CP Violation
“I cannot be right all the time. Quite often I is left instead of right.”
— the BFG
3.1
3.1.1

CP Violation: What does it mean?
The CKM matrix

The Cabibbo-Kobayashi-Maskawa matrix (or CKM matrix) is the mathematical representation of the quark-mixing phenomenon present in weak W ± interactions. Shown
in Eq. 3.1, it is a unitary matrix which is often described as quantifying the incongruities between the (mass) eigenstates of the strong interaction (i.e. the quantum
states of freely-propagating quark states) and the eigenstates of the weak interaction,
as exemplified by the K0 , K̄0 neutral meson oscillations. The anisotropy in these oscillations, though, is due to the CP violation present in the Standard Model, which
is encoded in the CKM matrix.


Vud Vus Vub
V =  Vcd Vcs Vcb 
Vtd Vts Vtb


(3.1)

By convention, the CKM matrix is written using the three down-type quark species,
d, s, b. Shown below in Eq. 3.2 is the CKM matrix contextualized in its role of
relating the mass eigenstates of the down-type quarks (rightmost vector) and the
weak interaction eigenstates, constructed from a mixture of the mass eigenstates.

d0
 s0 
b0
| {z }





Vud Vus Vub
=  Vcd Vcs Vcb 
Vtd Vts Vtb

down-type weak
interaction doublet
partners




d
 s 
b
| {z }

(3.2)

down-type mass
eigenstates

The CKM matrix is described by four parameters: three rotation angles θ12 , θ13 , θ23 ,
and one complex phase, which we shall denote in-text as δ CKM (but as δ in matrices
and equations for the sake of cleanliness). In Eq. 3.1.1, the decomposed structure of
the CKM matrix in terms of these parameters is shown (note that cij = cos θij and
sij = sin θij ). Eq. 3.4 shows the composite form of the CKM matrix in terms of these
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4 parameters. There is a 1:1 correspondence between the matrix elements of Eq. 3.1
and Eq. 3.4 (e.g. Vub = s13 e−iδ ).



Vud
V = Vcd
Vtd

Vus
Vcs
Vts

 
Vub
1
Vcb  =  0
Vtb
0

0
c23
−s23


0
c13
s23  
0
c23
−s13 e−iδ

0
1
0


s13 e−iδ
c12
  −s12
0
0
c13

s12
c12
0


c12 c13
s12 c13
s13 e−iδ
s23 c13 
V =  −s12 c23 − c12 s23 s13 eiδ c12 c23 − s12 s23 s13 eiδ
iδ
iδ
−c12 s23 − s12 c23 s13 e
c23 s13
s12 s23 − c12 c23 s13 e


0
0  (3.3)
1



(3.4)

Weak charged current vertices, jijµ , between quark species qi , qj (where i = u, c, t, and
j = d, s, b) can be calculated as
 

d
Vud Vus Vub
gW
µ
µ1
5 


s
jij = −i √ (ū, c̄, t̄)γ (1 − γ ) Vcd Vcs Vcb
2
2
b
Vtd Vts Vtb

(3.5)

where ū, c̄, t̄ are the up-, charm-, and top-quark adjoint spinors and d, s, b are the
down-, strange-, and bottom-quark spinors.
The CKM matrix is defined such that the each vertex factor Vij is associated with the
reaction between two quarks qi , qj , where i = u, c, t and j = d, s, b. If the down-type
quark carrying an electric charge of − 13 e (the d, s, b quarks—not their corresponding
antiquarks!) is represented in the weak current equation as a spinor, the CKM matrix
element vertex factor will be Vij , whereas if the d, s, or b quark enters into the equation
as an adjoint spinor (q¯j = qj† γ 0 ), the vertex factor will be Vij∗ .
3.1.2

Where do we find CP violation in the Standard Model? Our familiar friend: the kaon!

The Standard Model, as it is presently written, contains two possible sources of
CP violation. These are: the complex phase of the CKM matrix (δCKM ) and the
QCD vacuum angle, θ̄QCD , also known as the ‘strong CP angle.’ However, it has
been well-established that the glaring matter-antimatter asymmetry we observe cannot be explained using only these two sources of CP violation, thus pushing us to
look for additional CP violation Beyond the Standard Model (BSM). An important
point, though: why do we expect it to be more likely that it is unaccounted-for
BSM physics and not that we simply missed a term in the very long, very complicated SM Lagrangian? Again, this highlights the importance of Noether’s Theorem
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in fundamental physics: given that physicists have been able to pair known conserved
quantities with their respective (mathematical) symmetries, theorists have been able
to exhaust the SM Lagrangian of all possible terms exhibiting these symmetries.
We’ve already discussed the CP violation exhibited by the kaon system, which is a
result of the complex CKM mixing parameter, δCKM . Let’s take a little bit of a closer
look at the properties of δCKM ; in particular, why do we know it must be complex?
First, recall: to calculate the quantum-mechanical transition rate/decay width from
some initial state to some final state, Γf i , we can use Fermi’s Golden Rule:
Γf i = 2π|Tf i |2 ρ(Ei )

(3.6)

where Tf i is the transition matrix element and ρ(Ei ) is the density of states, dn
dEf

.
Ei

The Lorentz-invariant matrix element, Mf i , involves the scalar products of all of the
initial and final states of all of the particles involved in the decay reaction:
0
Mf i = hψ10 ψ20 . . . ψn0 |Ĥ 0 |ψa0 ψb0 . . . ψm
i

(3.7)

where n and m are indices describing the number of initial and final particles, respectively. Mf i is related to the transition matrix element, Tf i , which one can calculate
via the relationship
Mf i =

p
2E1 · 2E2 . . . 2En · 2Ea · 2Eb . . . · 2Em × Tf i

(3.8)

(Note that the RHS is a product of all of the initial and final state particles in the
reaction.)
So, let’s look at the transition rates for the particle oscillations Γ(K0 → K̄0 ) and the
opposite reaction, Γ(K̄0 → K0 ). If, as seen in 1.7, CP violation is present, this means
that
Γ(K0 → K̄0 ) 6= Γ(K̄0 → K0 )
(3.9)
For the K0 → K̄0 neutral meson oscillations, the lowest-order interaction is the
second-order box diagram, depicting the exchange of two virtual up-type quarks,
u, c, t.
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Figure 3.1: For the K0 → K̄0 neutral meson oscillation, the lowest-order interaction diagram is the second
order box diagram depicted here, showing the exchange of two virtual up-type quarks (in this case, the
exchange of virtual top and up quarks).

The magnitude of the Lorentz-invariant matrix element, Mf i , will be proportional to
a quartic product of CKM matrix elements. Since the K0 → K̄0 involves d, s̄ quarks
being connected to s, d¯ quarks via two virtual quarks, Mf i will be proportional to
Mqq0 ∝ Vq∗i s Vqj d Vqi0 d Vq∗j0 s

(3.10)

where i, j = u, c, t. There are nine possible box diagrams (from the nine combinations
of u, c, t two-quark couplings) and while the total matrix element Mf i will include a
sum over all of these diagrams, we can make our intended point by just looking at a
single one of these nine terms.
Figure 3.1 shows the case for the exchange of a virtual top quark and a virtual
up quark (two different species were chosen to make the components of the matrix
elements easier to relate to the diagram by avoiding identical indices). If we write
down the matrix element for this transition, we will see (specifically for Figure 3.1:
∗
0 →K̄0
MK
∝ Vts∗ Vud Vtd Vus
fi

(3.11)

Now, if we look at the opposite oscillation transition width K̄0 → K0 , looking again
at the matrix element term for the virtual t, u coupling quarks as seen in Figure 3.2,
we see that we will have a matrix element of:
∗
0 →K0
MK̄
∝ Vts Vud
Vtd∗ Vus
fi

(3.12)

Taking the difference of these two terms, one gets:
∗
∗
0 →K̄0
0 →K0
(MK
− MK̄
) ∝ Vts∗ Vud Vtd Vus
− Vts Vud
Vtd∗ Vus
fi
fi
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(3.13)

Figure 3.2: For the K̄0 → K0 neutral meson oscillation, the lowest-order interaction diagram is the second
order box diagram depicted here, showing the exchange of two virtual up-type quarks (in this case, the
exchange of virtual top and up quarks).

0 →K̄0
And noticing that (MK
) = (MfK̄i 0 →K0 )∗ , the difference between these two terms
fi
will be

0 →K̄0
0 →K̄0
0 →K̄0
0 →K0 ∗
(MK
− MK
) ∝ (MK
) − (MK̄
) = 2 · Im(MfKi0 →K̄0 )
fi
fi
fi
fi

(3.14)

We can see that the only way for this quantity to be nonzero is if there is an imaginary
component to Mf i , which would come from the CKM matrix elements! In other
words, the only way that the K0 → K̄0 and the K̄0 → K0 lifetimes can be different
is if there is a complex component to the CKM matrix! Therefore, the CP violating
terms in the Standard Model must be found in the imaginary component.

Assuming CPT symmetry, this also implies that any T-violation will also be found
in the complex phase, δ, of the CKM matrix!
The present value for δCKM is proportional to what is known as the Jarlskog invariant,
J
, which is an invariant quantity constructed out of special cases of quartic products
CP
of CKM elements. The Jarlskog invariant is defined as (with no sum over i, j, k, l;
they are just indices for different quark species):
∗ ∗
∗ ∗
J
 ≡ |Im(Vij Vkl Vil Vkj )| → Im(Vij Vkl Vil Vkj ) = J

CP
CP

X

ikm ijn

(3.15)

m,n

We can first note from this expression that in order for there to be CP violation
present in the SM, at least four different quarks must be involved in the process,
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which agrees with the kaon oscillation processes seen in Figs. 3.1 and 3.2. Also, that
any CP violation in the CKM matrix must be proportional to the Jarlskog invariant is
a statement about how all of the CKM-originated CP violation must be contained in a
single complex parameter of the CKM matrix, which is δCKM . The presently accepted
+0.15
−5
[33], and is
value of the Jarlskog invariant is reported to be J
 = 3.00−0.09 × 10
CP
determined using the results from many experimental efforts which measure different
matrix1 elements of the CKM matrix. The value of δCKM is reported as
δCKM = 1.196+0.045
−0.043

(3.16)

Therefore, the ‘true’ magnitude of the CP violating phase in the CKM matrix is
δCKM ∗ J
.
CP
Now, let’s move on to the second source of CP violation, the QCD vacuum angle,
θ̄QCD .
The θ̄ operator is an allowed term in the effective CP-odd, flavor-diagonal Standard
Model Lagrangian which is normalized at 1 GeV (the lowest perturbative quarkgluon scale). The reason for this normalization is because this is the energy scale at
which many of the postulated BSM coupling coefficients (known as Wilson coefficients,
described later in this chapter) become experimentally accessible - the hadronic scale.
The QCD θ̄ term appears at the dimension four level, and can be written as
gs2
θ̄Ga G̃µν,a
(3.17)
32π 2 µν
where gs is the strong coupling constant, Gµν and G̃µν represent the gluon field and
its dual, respectively, and θ̄ is the QCD vacuum angle2 . The tightest constraint on the
upper bound of θ̄ is set by experimental measurements of the neutron electric dipole
moment; in 2015, Shindler et al. devised a new method to compute the strength
of nucleon EDMs induced by the strong QCD θ̄ term in the SM Lagrangian using
the gradient flow of gauge fields in pure Yang-Mills theory [36]. Their calculations
resulted in the following relationship between the measurable nEDM observable, dn ,
and θ, reported as:
Lθ =

= −0.9(15) × 10−3 · θ e fm
dphys
n
1

(3.18)

For a detailed description of these measurements, please refer to [33], Section 2.2; Section 2.4
describes the fitting process used to extract J
.
CP
2
Regarding common notation for the QCD vacuum angle: θ̄ is often used differently than θ in
that θ̄ represents the physical value of the more general θ. Due to the axial U(1) anomaly (also known
as the Adler-Bell-Jackiw anomaly) of chiral mixing, the value of θ̄ is not completely independent of
the overall phase of Mq , the quark mass matrix. The contribution of this term can slosh between
θ and imaginary quark masses, but only rotating θ by the particular phase θ̄ = θ + arg(det(Mq ))
gives a physical result (where, for some complex number z, arg(z) is the angle between the positive
real axis and the line extending from the origin to z in the complex plane)[34][35].
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At the time of writing, the most precise measurement of dn reported was performed in
2020 by researchers at the Paul Scherrer Institut (PSI). Using the Ramsey method of
separated oscillating magnetic fields on ultracold neutrons, Abel et al. [37] reported
an nEDM value of:
dn < 1.8 × 10−26 e cm

(3.19)

Using this measured value in tandem with Shindler’s relation (equating Eq. 3.18 and
Eq. 3.19 and solving for θ), one can set an upper bound on the value of θ as:

|θ|=

1.8 × 10−26 e cm
dn
≈
→ θ ≈ 10−10
0.9 × 10−16 e cm
0.9 × 10−16 e cm

There is presently no known reason why the value of θ is so small; this gross mismatch
between the expected value and the experimentally extracted value is known as the
Strong CP Problem, and is currently one of the more haunting unsolved mysteries
in physics. Just as there was no theoretical foreshadowing that the weak interaction
would break chiral symmetry - we had to discover that phenomenon empirically after
exhausting all other ideas - there is no reason why the strong interaction should obey
it.
This leads us to the main task for physicists: figuring out how to connect theory
to experiment while wading through the unknown. In my mind, I often picture this
endeavor not unlike the construction of the Channel Tunnel in Europe; the French
engineers boring from one end, the English from the other, with the intent that their
trajectories are not so misaligned that they fail to connect in the middle. A reasonable
compromise is to construct an ‘effective’ Lagrangian to describe all of the CP violation
present in Nature. Such a Lagrangian can be decomposed into its constituent parts.
At present, we know that we have a contribution from the CKM matrix, a possible
contribution from the QCD sector...and then the contributions from unaccounted-for
effects from ‘new’ (unknown) Beyond the Standard Model physics. We can group the
ef f
latter into one term, and then write an effective CP-violating Lagrangian, L
, as:
CP
ef f
L
 = LCKM + LQCD + LBSM
CP

(3.20)

While the LCKM term has CP violating contributions which have been measured,
the remaining two terms are what drive many experimental searches today. The
BSM Lagrangian term is decomposed into different sectors where CP violation could
possibly be present, and is parameterized by coupling constants known as the Wilson
coefficients. Connecting the theory to experiment is the goal; section 3.2 will describe
the signatures of CP violation that manifest in theory and in the laboratory, followed
by a breakdown of the Wilson coefficients in section 3.3. These discussions will then
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be used to contextualize the NOPTREX experiment in the greater landscape of CP
violation searches.
3.2

Signatures of CP Violation

Understanding how CP violation is encrypted into the Standard Model is the first
step to being able to measure it experimentally. We know that the Standard Model
is incomplete, or at least we very well know that we do not presently have enough
CP violation to account for the matter asymmetry. This means that much of the CP
violation that we are searching for is likely contained in Beyond the Standard Model
theory. In order to design experiments that can most effectively probe the haze of the
unknown, it is advantageous to first identify the kinds of physical consequences–or
signatures–that CP-violating interactions might leave behind.
3.2.1

Direct vs. Indirect CP Violation

Before we discuss specific CP violating signatures, it would be prudent to first discuss
the two primary classifications of CP violation: direct and indirect CP violation. CP
violation can occur either via the mixing of CP eigenstates (indirect), through the
interference of amplitudes with different isospins3 (direct), or through a combination
of the two. At the time of writing, all of the physical systems in which CP violation
has been experimentally observed have been in flavored neutral mesons. As we have
also discussed, all presently measured CP violation enters into the Standard Model
via a complex phase in the CKM matrix. The distinction between direct and indirect
manifestations of CP violation depends on where complex phases appear in the system
being probed. In other words, if the CP violation appears in states of definite isospin,
it is appearing in the strong eigenspace and mixing strong eigenstates since the strong
interaction conserves isospin; this is direct CP violation. If the CP violation occurs in
the mixing of CP eigenstates, it is indirect.4 These different forms of CP violation are
quantified in the Standard Model using the parameters  and 0 . And, as luck would
have it, our old friend the kaon is susceptible to both modes, providing a convenient
setting to examine them in tandem.

3

N.B.: It is important to understand that, despite its name, isospin is not spin as we usually
understand it in quantum mechanics. It is not a quantity of angular momentum at all. It is a
dimensionless quantum number that describes the up- and down- type quark content of a particle.
It was only given the ‘-spin’ suffix because it behaves mathematically like traditional quantum
mechanical spin; in particular, isospin states couple in much the same way as angular momentum
states do.
4
A mnemonic for me is that the direct CP violation occurs in mass eigenstates, and mass
eigenstates correspond to ‘real’ particles we can directly measure in the laboratory. CP eigenstates
are a bit more abstract, so CP violation occurring between CP eigenstates cannot be accessed directly
in the lab–therefore, they are indirect.
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3.2.1.1

Direct CP Violation

As the name might imply, measurements of direct CP violation are often the less
complicated of the two, both experimentally and conceptually. Direct processes are
related to tree-level Standard Model processes, and describe an interaction with a
flavor change of (almost always; there are a few exceptions involving excited states)
∆F = 1. The complex phases appear in the physical decay amplitudes for the
processes P 0 , P̄ 0 → f , where P 0 (P̄ 0 ) is a generic flavored neutral meson particle
(antiparticle) and f is a CP eigenstate. Direct processes are described by penguin
diagrams and are usually quantified using a dimensionless parameter 0 . We can find
at least one example of direct CP violation in the familiar kaon system.
Consider the CP mirror processes K → f and K̄ → f¯, where K is a species of kaon
and K̄ its antiparticle. We can then define the CP asymmetry as the difference in
the decay widths over the sum:

ACP ≡

Γ(K → f ) − Γ(K̄ → f¯)
Γ(K → f ) + Γ(K̄ → f¯)

(3.21)

If we consider both the weak and strong interactions in our particle decays, we can
write our decay amplitudes as the product of a (normalized) amplitude, a phase introduced by the weak interaction (φw ), and a phase introduced by the strong interaction
(φs ) This means that the decay amplitudes are given by:
Af = |Af |eiφw eiφs

(3.22)

Af¯ = |Af¯|e−iφw eiφs

(3.23)

and

Note that the sign of the weak phase (φw ) is opposite for the two amplitudes but not
for the strong; this is due to the actual decay taking place via the weak interaction,
so the mirror reaction would involve conjugating the weak phase without altering
the strong. However, an actual measurement relies on the absolute squares of these
amplitudes, which eliminates the sign difference in the phases and gives us identical
decay widths for the two processes:
|Af |2 = |Af¯|2 ∴ Γf = Γf¯

(3.24)

This means that even though the weak interaction not only violates CP symmetry,
but maximally violates it, we are unable to measure any effects by just measuring
and comparing the two decay widths. This is, in fact, the same issue that Lee and
Yang identified during their survey of available β-decay experimental literature (as
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discussed in Section 1.6). To remedy this, we need an interference term. An interference can be generated by considering more than one amplitude at a time. So, rather
than considering the K → f and K̄ → f¯ processes independently, let’s take a look at
the sum of these two amplitudes. To give a specific example, let’s look at the process
K + → π 0 π + and its mirror process, K − → π 0 π − . Feynman diagrams for the two
processes are shown below, in Fig. ??.
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(b) Diagram describing the K − → π 0 π − decay

(a) Diagram describing the K + → π 0 π + decay

Figure 3.3: The figures above depict the reaction K + → π 0 π + and its mirror reaction, K − → π 0 π − . As
seen in Eq. 3.21, one can calculate the difference of the decay width of particle to a specified final state with
that of its mirror counterpart. The decay widths are calculated using the sum over the different amplitudes.
The inclusion of the strong phase in these interactions will allow for an interference term. Note that these
are ∆F = 1 reactions (strangeness changes by one unit).

Now let’s see how our amplitudes change with by considering the sum of the two
processes instead of the individual amplitudes.
Af = |A1 |eiφw1 eiφs1 + |A2 |eiφw2 eiφs2

(3.25)

Af¯ = |A1 |e−iφw1 eiφs1 + |A2 |e−iφw2 eiφs2

(3.26)

Now, in order to calculate the decay widths, we look at the square of the amplitudes:
Γf ∝ A∗f Af = |A1 |1 +|A2 |2 +2|A1 ||A2 |cos(∆φw +∆φs )

(3.27)

Γf¯ ∝ A∗f¯Af¯ = |A1 |1 +|A2 |2 +2|A1 ||A2 |cos(∆φw −∆φs )

(3.28)

And, looking at Eq. 3.21, we can see that detecting a nonzero difference in the decay
amplitudes would be possible in this scheme! Let us construct an asymmetry out of
these two quantities:

ACP ≡

−2A1 A2 sin (φw1 − φw2 ) sin (φs1 − φs2 )
Γ(K → f ) − Γ(K̄ → f¯)
=
1
¯
|A1 | +|A2 |2 +2|A1 ||A2 |cos(∆φw1 − ∆φw2 ) cos(∆φs1 − ∆φs2 )
Γ(K → f ) + Γ(K̄ → f )
(3.29)
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There are disadvantages, however, to using direct CP violating processes. One of the
reasons is that such interferences are extremely sensitive to the individual amplitudes
of the processes, which can place somewhat stringent experimental limits on which
systems can be measured, as one would want a system in which not only are there (at
least) two amplitudes of comparable size, but also that these amplitudes themselves
are individually large (a similar issue is faced in the NOPTREX experiment, discussed
in Section 4.3.1.1). Additionally, while lattice QCD calculations have made significant
advances in recent years, the strong phase is still not very well understood. This makes
it all the more complicated to distill the weak phase contributions of interest.
3.2.1.2

Indirect CP Violation

Indirect processes are related to Standard Model loop processes and often, contrary to
what the name might suggest, provide much more easily accessible signatures of CP
violation. These are second-order interactions in which the complex phases appear
in the P 0 − P̄ 0 mixing, not in the decay amplitudes. These processes are also flavor
changing, with ∆F = 2; as such, they are described (in the one-loop approximation)
by box diagrams. So, let us look at the indirect CP violation in the neutral kaon
system, present in the particle-antiparticle oscillations.
As mentioned in Chapter 1, kaons are produced via the strong interaction. However,
once produced, they are at the mercy of the weak interaction, which does not conserve
flavor quantum numbers; in the case of the kaon, it is the strangeness quantum number
that changes. Because flavor is not conserved, the K0 can transform into a K̄0 . We
can describe the mixing of these two states via a simple 2 × 2 matrix:

MKmix =

M M12
∗
M
M12



i
−
2



Γ Γ12
Γ∗12 Γ


(3.30)

where the diagonal elements M and Γ ate real parameters. If CP were conserved,
M12 and Γ12 would also be real. The physical eigenstates of M are

|KS,L i =


1
p|K
i
∓
q|
K̄
i
0
0
(|p|2 +|q|2 )1/2

(3.31)

where
q
1 − ¯
≡
=
p
1 + ¯



∗
M12
− 2i Γ∗12
M12 − 2i Γ12

1/2
(3.32)

Clearly, if M12 and Γ12 were real, then pq = 1 and |KS,L i would correspond to the CPeven (K1) and CP-odd (K2) states described in Chapter 1. Note that if the K0 − K̄0
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mixing violates CP, the two mass eigenstates are no longer orthogonal.

hKL |KS i =

|p|2 −|q|2
≈ 2Re(¯)
|p|2 +|q|2

(3.33)

The departure of | pq | from unity can be measured by looking to a CP-violating asymmetry in a flavor-specific decay, i.e. a decay into a final state which can only be
reached from an initial K0 or K̄, but not from both, e.g.:
K̄0 → π − l+ νl

(3.34)

K0 → π + l− ν̄l

(3.35)

In the SM, |A(K0 → π − l+ νl )|= |A(K̄0 → π + l− ν̄l )|; therefore,

A≡

|p|2 −|q|2
2Re(¯)
Γ(KL → π − l+ νl ) − Γ(KL → π + l− ν̄l )
=
=
−
+
+
−
2
2
Γ(KL → π l νl ) + Γ(KL → π l ν̄l )
|p| +|q|
1 + |¯|2

(3.36)

We can now examine the neutral kaon system and see examples of both indirect and
direct CP violation signatures in this system. The direct CP violation is seen in the
mixing of the decay amplitudes; that a K0 , for example, has the possibility to decay
into either 2π or 3π state is the direct CP violation. The indirect CP violation in the
system is the anisotropic mixing of the K0 and K0̄ states. In other words, the fact
that a K0 does not have a ‘single’ lifetime but instead has ‘two’ lifetimes (τL and τS )
is the indirect CPV, while the intrinsic difference in the decay widths for the 2π and
3π states is the direct CP violation.
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Figure 3.4: A side-by-side comparison of a direct and indirect CP-violating process.
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𝑑̅

3.2.2

Signatures of CP Violation

The following section is borrowed heavily from Sozzi’s wonderfully thorough work,
Discrete Symmetries and CP Violation, Chapter 6 [13].
1. Decay selection rules
CP symmetry is clearly violated in a system wherein a particle, initially in a
CP eigenstate, decays into a final state with a different CP eigenvalue – such
was the case with the KL → 2π and KL → 3π decays observed which led to the
solution of the τ − θ puzzle. Decay processes are often used for these probes of
CP symmetry, as the CP number for a given particle state is usually determined
according to the allowed decay modes. Finding a system in which the initial
particle can decay into at least two final states with differing (opposite) CP
eigenvalues is a definitive signature that CP violation is present in the decay
reaction.
2. Partial decay widths
CP symmetry exacts the equality of the partial decay widths of a particle and
its antiparticle; that is, for a given reaction where some particle, pi , decays to a
final state f , the probability of the antiparticle decaying to the relevant ‘same’
final state, f¯ must be the same. If one were to consider a decay process in which
a single decay state (or a subset of states) is not completely independent of other
states via the strong or electromagnetic interactions, CP violation will allow for
the two partial decay rates Γ(pi → f ) and Γ(p̄i → f¯) to differ, even if CPT
symmetry is assumed to be a valid symmetry of the system. The K + → π 0 π +
and K − → π 0 π − example discussed in the above Direct CP Violation subsection
showed the decay widths differing due to the interference effect resulting from
the inclusion of the strong interaction (as the strong interaction mixes isospin
eigenstates). These types of final state interactions (FSI) are required for a rate
difference (e.g. Γ(K + → π 0 π + ) 6= Γ(K − → π 0 π − ))to be detected, elsewise the
CP-conjugate decay amplitudes only differ by a phase (as seen in Eqs. 3.22 and
3.23) which cannot be detected in a physical measurement.
3. Decay differences
Differences in the decay energy spectra for decays into more than two particles
or in the angular distribution for a particle and its antiparticle indicates the
presence of CP violation in a given system. These types of CP violation signatures (much like the partial decay width signatures discussed above) are only
possible with the presence of FSI, elsewise only non-observable phases appear
in the decay amplitudes.
4. Decay asymmetries/particle production asymmetries
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Differences in the energy spectra or distributions in the decay of a self-CPconjugate state5 are an indicator of CP violation; these effects can also be
present in the absence of FSI. Similarly, statistically-significant asymmetries
between the production rates or the distributions of particle/antiparticle production reactions (given an initial state of definite angular momentum) is also
a harbinger for CP violation effects. This could manifest, for example, by measuring a difference in the energy spectra of the π + and π − produced in the
KL → π + π − γ reaction. This signature is also philosophically significant/analogous to the anisotropic γ-ray distribution measurements conducted on the
ANNRI beamline (BL04) at JPARC (which we discuss later in Section 5.1.1).
5. Interference effects
Interference effects are the manifestation of the CP violation which underpins
the well-studied particle-antiparticle oscillation phenomena in the K- and Bmeson systems. For a particle-antiparticle system consisting of the coherent
superposition of physical (mass) eigenstates, the time-dependent amplitude of
the decay into a final state includes an interference term which is proportional
to the product of the individual decay amplitudes for the two initial states
decaying to the same final state (i.e. i1 → f and i2 → f , where ii is some initial
state). If the final state in question is a CP eigenstate, then the non-exponential
behavior of the decay rate is an indicator of CP violation. Such an oscillating
amplitude term can be found in Eq. 3.2.1.1 and in the derivation of the kaon
decay amplitudes in Appendix A.
6. Static properties of elementary systems
If CPT symmetry is assumed to be valid, the existence of nonzero values of
T-odd quantities for nondegenerate systems translates into nonzero values of
CP violation; for example, the existence of a nonzero electric dipole moments
in static systems (such as the neutron electric dipole moment, nEDM) would
herald the existence of CP violation.
7. Triple products
T-odd ‘triple product’ quantities can be constructed out of trios of experimentally measurable physical observables; any difference in the magnitude of such
a measured triple product for a particle and its antiparticle is the result of a
CP violating process – or, by extension of CPT symmetry, T-violation. For example, in reactions involving either three distinguishable particles and relevant
polarization variables OR four distinguishable particles, T-odd triple products
such as the product of three momenta (~p1 · (~p2 × p~3 )) or the product of a spin
and two momenta (~σ1 · (~p1 × p~2 )) are examples of such triple product constructions. A triple product of the second form is the observable to which NOPTREX
5

The photon is a self-CP-conjugate particle. Strictly speaking, we cannot assign a parity value
to the photon as a whole since it can never be at rest, so we conventionally assign parity values
to the fundamental types of radiation transition involved: electric dipole transitions are assigned a
parity of +1, magnetic dipole transitions have a parity of −1.
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is sensitive; see Section 5.1 (specifically, the discussion surrounding Eq. 5.2).
However, it is clearly quite impossible to re-create such an experiment out of
antimatter and measure the CP-conjugated scenario to compare; thankfully,
due to the analogous extension of CPT theorem relating CP-violation and Tviolation, we can measure the ‘time-reversed’ situation by reversing all of the
relevant dynamical variables in the experiment.
It is important to note that spurious nonzero values for these types of correlations can be induced (even in the absence of any T-violation) by FSI; again,
another important aspect of the NOPTREX experiment is the absence of any
FSI [38].
3.3

Wilson Coefficients

There are 12 CP-violating effective operators (coupling coefficients) which appear at
the nuclear and hadronic scale. These operators are found in the Beyond the Standard Model (BSM) Lagrangian. Many of these coupling coefficients have been/can
be constrained by experiment, and knowing which potential CP-violating coupling
coefficient a given experiment is attempting to measure helps to contextualize these
different CP-violation efforts in the larger experimental landscape. One of the important features of the NOPTREX experiment is that it is probing a different potentiallyCP-violating BSM coupling coefficient than other well-known experiments such as the
neutron electric dipole moment (nEDM) measurements. In this way, a nonzero result
in either measurement would be important, because it indicates the presence of CP
violation in that sector, but doesn’t rule out additional CP-violating contributions
from other sectors. Here, I will attempt to briefly describe these 12 coupling coefficients (known as Wilson Coefficients, due to being calculated via Wilson loops) and
how they are measured.
3.3.1

Electron and muon EDMs, de , dµ

Electric dipole moments show up a lot in the CP-violating BSM Lagrangian, and
for good reason: they are extremely valuable probes of CP violation. The EDMs of
leptons are of particular interest, though the EDMs of the electron (de ) and of the
muon (dµ ) are distinguished from those of quarks due to their nonparticipation in
the strong interaction. One of the attractive features of the eEDM and µEDM is
that these measurements can be done to a very high precision[39]. Measurements of
eEDMs have been performed by measuring the EDM of entire atoms or molecules,
such as the work done by the ACME (Advanced Cold Molecule eEDM) collaboration,
which searched for minute shifts in the molecular energy levels of a cryogenic beam of
thorium monoxide molecules that would be the consequences of an eEDM [40]. The
µEDM, dµ , is able to be measured directly by searching for an additional precession
frequency due to the interaction of the µEDM with an external electric field, and is
searched for in tandem with experiments seeking to measure the anomalous magnetic
moment of the muon, aµ [41][42].
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Figure 3.5: The above diagram shows the relationships between the CP-violating couplings posited in BSM
theory (the 12 Wilson coefficients + the QCD θ̄ coupling), with the energy scale decreasing from left to right.
The purpose of this diagram is to visualize a ‘roadmap’ which connects the experimentally-inaccessible highenergy coupling constants (e.g. the fermion EDMs or four-quark couplings which exist at energies higher
than the electroweak symmetry breaking regime) to lower-energy observables which we can access in the
laboratory. This illustrates how different experimental efforts which seek to measure BSM CP-violation
can be complementary; for example, the long-standing neutron EDM measurements constrain dn , whereas
NOPTREX probes gπ1 . Both are searching for CP violation, just in different sectors of BSM theory. This
figure is courtesy of [2].

3.3.2

Quark EDMs, du , dd

V
LCP
ef f =

gs2
i
θ̄Gaµν G̃µν,a + 13 wf abc Gaµν G̃νβ,b Gµ,c
β −2
32π 2

P
i=e,u,d,s

di ψ̄i (F~ ·~σ )γ5 ψ− 2i

P ˜
~
di ψ̄i gs (G·
i=u,d,s

~σ )γ5 ψ + ...
The expression above shows the terms in the CP-violating effective Lagrangian which
involve quark EDM couplings; the first term is the QCD θ̄ term, the second second
term is the Weinberg 3-gluon form, the third is the electron and quark electric-EDM
term, and the fourth term is the quark chromo-EDM term. Only the actual electricEDMs of the quarks can be measured directly, while the chromo-EDMs cannot be.
However, the chromo-EDMs are encapsulated in the EFT framework of the BSM
Lagrangian and contribute to the effective couplings such as the CP-violating pionnucleon couplings and the nucleon EDMs (e.g. dn , dp ). See [34] for a very thorough
treatment of this topic.
3.3.3

CP-violating electron-nucleon couplings, Cs , CT

Scalar-pseudoscalar interactions between electrons and nucleons can be attributed to
CP-violating BSM particle exchanges which occur between an electron and quark-
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s/gluons. Because both electrons and hadronic material are needed for such a measurement, these couplings are investigated using molecular systems such as the previouslymentioned ThO (thorium monoxide) molecule, or in paramagnetic atomic systems
such as 210 Fr [43]. In addition, these couplings have a dependence on the many-body
nature of the nucleus, with the scalar-pseudoscalar interaction scaling as Z 3 (where
Z is the atomic number). This provides a dynamical enhancement factor for these
measurements, much like the CP-violating pion-nucleon couplings that NOPTREX
plumbs.
3.3.4

(0)

(1)

(2)

CP-violating pion-nucleon couplings, gπ , gπ , gπ

Sitting at the boundary of the quark-gluon sector and the hadronic sector are the
(i)
effective pion-nucleon coupling coefficients gπ , where i = 1, 2, 3 denotes the isospin, I,
of the operator6 . These constants describe the strength of long-range contributions to
the EDMs of nucleons (dn , dp ) as well as the overall EDM of atoms. These interactions
violate both parity and time reversal, and can be effectively modeled as pion exchange
[45]. The only P-violating πN N coupling occurs in the ∆I = 1 channel, which is the
coupling with which NOPTREX is primarily concerned. In particular, there is the
purely ∆I = 1 parity-violating γπN N vertex given by

Lpv
ππN N

ie
= −√
2fπ



4 2
0
hν + hν π + p̄Aµ γ µ n + h. c.
3

(3.37)

which is of especial interest and relevance to the NOPTREX collaboration as it can
contribute to various processes of interest, such as the parity-violating emission of
circularly-polarized γ-rays in the decay of excited nuclear states; the ∆I = 1 nature
of Eq. 3.37 is due to the isospin violation in the coupling of the photon [44] (and it
is this parity asymmetry that is measured in the (n, γ) reactions at BL04 ANNRI at
J-PARC). One important consideration for experimental work is that there does not
appear to be a singular approach for all nuclear systems one may wish to investigate.
As discussed above, each isospin component may be particularly sensitive to a subset
of the possible CP-violating interactions. For example, the QCD parameter θ̄ con(0)
tributes most strongly to ḡπ , while the effect of WL − WR mixing in the Left-Right
(1)
Symmetric Model shows up most strongly in ḡπ
At present, lattice QCD calculations performed by Wasem [46] have rendered a value
for the leading-order, momentum-independent
parity-violating pion-nucleon coupling

−7
h1πN N = 1.099 ± 0.505+0.058
×
10
.
As
discussed
in [38], this value is significant
−0.064
as it allows us to quantify the discovery potential of the NOPTREX T-violation
experiment.
6

After searching through the literature, I came to notice that quite often (but not always) the
notation is used for the parity-conserving coupling constants whereas hiπ is used to denote the
parity-violating couplings, specifically. Ref. [44] confirmed my suspicion that this is convention.
Fig. 3.5 shows only g notation, but includes the h couplings in these terms.
gπi
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3.3.5

Nucleon EDMs, dn , dp

The neutron electric dipole moment (nEDM) coupling coefficient, dn , is one of the
most well-known experimental searches in fundamental symmetry research. It provides one of the tightest constraints on new CP-violating physics. One of the appeals
of pursuing the nEDM is that isolated neutrons can be produced at ‘ultracold’ energy
scales (on the order of ∼ 10−9 eV). Being able to isolate the neutron means that one
doesn’t have to deal with additional complications that could arise from a composite system, such as nuclear or atomic effects; such isolation means that CP-violating
contributions to dn must be calculated at the quark-gluon scale. Classically, EDMs
arise from the separation of positive and negative electric charge; the expected SM
contribution to the nEDM from the presence of the dipole moments of the electricallycharged up- and down- valence quarks is extremely small, weighing in at a miniscule
dCKM
≈ −0.9 × 10−34 e cm [47]. A much more pronounced contribution is expected
n
to come from the longer-range meson (pion) exchange interactions in (direct) ∆S = 1
processes, an example of which is depicted in Fig. 3.6. The leading-order chiral
perturbation contribution to dn is


mN
gπN N ḡπN N
ln
≈ 5 × 10−16 θ e cm
(3.38)
dN =
4π 2 mN
mπ
where mN is the nucleon mass and gπN N (ḡπN N ) is the CP-violating pseudoscalar
coupling of the pion to the nucleon [48]. The bound on the QCD vacuum angle, θ,
is then extracted by experimentally measuring the value of dn and dividing by the
theoretically-calculated pion-nucleon coupling factor:
θ<
3.4

dn
5 × 10−16

(3.39)

The experimental landscape: where does NOPTREX fit in?

One of the attractive features of the NOPTREX exeriment is the amplification mechanism due to dynamic effects. My current plan is to, for each of the experiments
described/discussed below, list which BSM CP-violating couplings they are sensitive
to, as well as a order-of-magnitude sensitivity to these effects. These can be used to
then contextualize the NOPTREX experiment within this sampling of experiments.
I tried to find diverse systems.
3.4.1

Comparison: Searching for the neutron electric dipole moment
(nEDM)

Neutron EDM (nEDM) searches have been happening for many years, so there have
been multiple setups and experiments conducted. Since this is one of the more recent (contemporary, even) experimental efforts, this paper was chosen to examine.
Much like the eEDM, the nEDM can only exist as a consequence of CP violation
present in the Standard Model, which has two explicit CP-violating parameters: the
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CP-violating phase present in the CKM matrix and the θ̄ parameter describing a possible CP-violation in the QCD Lagrangian. The leading contributions to the neutron
EDM comes from a combination of hadronic one-loop and resonance contributions.
The CP-violating = 1 vertex is itself a one-loop effect, resulting from the QCD penguin process shown in Fig. ??.
The estimate for the corresponding nEDM is ∼ 10−32 e-cm. The Standard Model
CKM contribution lies several orders of magnitude below the sensitivities of recent/nextgeneration EDM searches. The CP violating penguin process in Fig. 3.6 shows the
exchange of a kaon between two nucleons (and kaons, as we have seen, are known to be
very closely related to CP-violating processes!). However, it has been demonstrated
that these contributions are also many orders of magnitude smaller than experimental sensitivities for EDM measurements performed with diamagnetic atomic systems.
nEDM and atomic EDMs can also constrain θ̄, which would set the scale for strong
CP violation.
However, the nEDM can also be cast within a ‘complementary, model-independent’
effective field theory (EFT) framework which assumes that the BSM particles of interest are very (sufficiently) massive that their effects can be treated as a clump
of residual weak-scale, non-renormalizable operators including only Standard Model
v
, where
fields. These operators are of dimension six and effectively depend on Higgs
Λ
vHiggs = 246 GeV is the Higgs vacuum expectation value and Λ is the energy scale
of the BSM physics for which we are searching. Along with θ̄, there are 12 Wilson
coefficients that characterize the dimension-six operators; these are parameters that
are experimentally determined, such as the electron dipole moment, u and d quark
EDMs/CEDMs (chromoelectric dipole moments), a CP-violating 3-gluon operator,
five four-fermion operators, and one quark-Higgs boson interaction operator.

This is the distinction between what sector nEDM is probing versus NOPTREX.
nEDM measures the dn Wilson coefficient, whereas NOPTREX is probing the gπ
Wilson coefficients.
What nEDM measures is a difference in Larmor precession or energy splittings when
an E-field is reversed parallel/antiparallel to a B-field. A nonzero permanent EDM
can be written as d~ = e~x (where e is the elementary charge and ~x is the characteristic
~ where E
~ is an
displacement), and presents a term in the Hamiltonian H = −e~x · E,
external electric field.
For a system with fixed spin ~s, the matrix elements for any vector operator are
d~s
proportional to the spin, e.g. d = |~
, giving us (for a system with |~s|= ~2
s|
2ex  ~ 
H=−
~s · E
~
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(3.40)

Figure 3.6: This Feynman diagram shows the one-loop leading order nonzero term for the nEDM, depicting
the exchange of a kaon between two nucleons.

Here, we notice that the Hamiltonian violates parity (~x → −~x) and time reversal
(t → −t) due to the parity-odd nature of the electric field and the time-odd nature of
the spin (angular momentum). In addition, neutrons have a magnetic dipole moment,
so a magnetic interaction term needs to be added into the Hamiltonian:

H=−



2ex  ~ 
~
~s · E + γn ~s · B
~

(3.41)

where γn is the gyromagnetic ratio of the neutron, and µ~n = γn~s is the magnetic
moment. This results in a magnetic torque that causes the spin to precess with the
angular Larmor frequency given by
ωEB = −

2ex ~
~
|E|+γn |B|
~

(3.42)

~ B
~ parallel.
for E,
~
~
Experimentally, the direction of the E-field,
while keeping the direction of the B-field
in the same orientation, a nonzero permanent EDM would lead to minute energy level
splittings and a shift in the Larmor precession frequency. This shift is

ωEB − ωEB



2ex ~
2ex ~
4ex ~
~
~
=
|E|+γn |B|− −
|E|+γn |B| =
|E|
~
~
~

(3.43)

Since the dipole moment dn = ex, we can solve for the dipole moment to get

∆ω =

4dn
~∆ω
→ dn =
~
~
4|E|
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(3.44)

The measured observable is the frequency shift in the Larmor precession, and dn is the
Wilson coefficient that is extracted from this measurement7 . The important takeaway
is that the nEDM measurement probes the strong sector in a way that NOPTREX
does not, and is thus a very complementary measurement of CP violation!
This brief description of the nEDM measurement was provided here as a comparison
for the NOPTREX theory discussed later in Chapter 5 as it is one of the most established and highly visible BSM searches in the physics community. There are many
other searches for CP violation which have focused on different Wilson coefficients
than NOPTREX, though we will not discuss them here. For the curious reader, a
brief (but by no means comprehensive) list of examples is given here:
• Photons and polaritons in a broken-time-reversal nonplanar resonator (Ninguan
et al., 2018) [49]
• Induced time-reversal-symmetry breaking observed in microwave billiards (Dietz
et al., 2007) [50]
• Mossbauer test of T invariance in
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Yb (Tsinoev et al., 2007) [51]

• A new concept for searching for time-reversal symmetry violation using
atoms trapped in optical crystals (Singh, 2019) [52]

229

Pa

• Atoms and molecules in the search for time reversal symmetry violation 8 (Cairncross, 2019) [2]
• Observation of time-reversal violation in the B 0 meson system (BABAR Collaboration, 2010) [53]
• Search for the electric dipole moment of the electron (Vutha et al., 2010)
• A new cryogenic apparatus to search for the neutron electric dipole moment
(nEDM@SNS Collaboration, 2019) [54]
• Constraint on the matter-antimatter symmetry violating-phase in neutrino oscillations (T2K Collaboration, 2020) [55]

7

This simple math to derive the experimental equation is not too bad, obviously. The nastiness
comes from how one interprets dn : in the EFT framework? Hadronic one-loop/resonance effects?
Etc.
8
This paper is by far the most well-illustrated paper I’ve ever seen on this topic, and possibly
the most well-illustrated paper I have yet encountered in my career. It is a must-read.
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Chapter 4 The Compound Nucleus: Scattering Theory, Resonance
Effects, and Discrete Symmetries

4.1

The Compound Nucleus

In previous chapters, we have discussed the importance of symmetry to our understanding of physical laws, the specific relevance of CP symmetry violation to the
matter-antimatter asymmetry problem, and ways in which CP violation can manifest experimentally. In this chapter, we shall begin to discuss the particular physical
system that NOPTREX is investigating: the compound nuclear system.
When discussing the philosophies of nuclear structure and the interactions of a nuclei’s constituent particles, there is a spectrum of methodologies to approach such a
complex system. On one end of the spectrum, the nucleus can be thought of as a large
collection of individual particles and described using simpler single-particle potentials
and single-particle interactions. On the other end, the nucleus can be viewed as a
more cohesive collection of highly-interacting particles which exhibits more emergent
behaviors and can be described using collective degrees of freedom. The interactions
of an incident neutron interacting with a heavy1 nucleus can be viewed through a similar lens: in examining the system of a projectile neutron striking a nuclear target (of
nuclear mass A), we can describe two analogous approaches. In the ‘direct reaction’
approach, the incident neutron is treated as though it only interacts with a single
nucleon (or a single cluster of nucleons, e.g. a tightly-bound α-particle, as described
in some models of nuclear structure) in the target nucleus without exciting any of the
internal degrees of freedom in either the struck nucleon/cluster, neighboring clusters,
or the nucleus as a whole. In the ‘compound nucleus’ approach, the incident neutron
can be thought of as being briefly bound to the target nucleus, creating an intermediate, metastable nuclear state which can be thought of as an excited nucleus of
mass (A + 1). Which approach one decides to use often depends on the energy of the
incident neutron. For high-energy neutrons (En & 1 MeV), the direct reaction model
is usually appropriate. At these kinetic energies, it takes approximately ∼ 10−22 seconds for the neutron to traverse a distance on the order of (10−14 ∼ 10−15 ) meters,
which is about the diameter of a nucleus. As understood within the framework of
basic scattering theory, the probability of the incident particle interacting with the
scattering potential—in our case, the nuclear potential of the target nucleus—in such
a short amount of transit time is quite small; the probability of interacting more than
once is even smaller. Slower neutrons (e.g. En ∼ 1 eV, in the epithermal regime)
spend many orders of magnitude longer in the interaction region of the target nucleus,
allowing for it to interact numerous times with the constituent nucleons. After enough
interactions, the incident neutron loses sufficient kinetic energy so that it is ‘bound’
1

This doesn’t apply to only heavy nuclei; I just mention this here to imply that we are examining
a many-body system and because heavier nuclei are the subject of this work.

68

to the nucleus for a relatively long time, creating the metastable compound nucleus.
These metastable states can exist for much longer than single-scattering events, on
the order of ∼ 10−14 seconds. Such long lifetimes for these compound states are what
make the compound nucleus an attractive system to explore experimentally.
Since the compound nucleus model treats these reactions as occurring between a
neutron and an effectively single-particle nucleus2 , we can view these reactions as
microscopic systems. As such, basic thermodynamics tells us that time-reversal invariance would hold in such a two-body system. Let us take the following reaction as
an example [56]:
p +137 Ba → n +137 La

(4.1)

If a proton scattering on a 137 Ba nucleus is absorbed and manages to knock out a
neutron in the process, we are left with a 137 La nucleus and a free neutron. However,
the same final state (137 La + n) could be achieved via the elastic scattering of a
neutron on a 137 La target. We can call this final n+137 La state an ‘exit channel’, and
we can refer to the two possible initial states (p +137 Ba, or n +137 La) in this scenario
as ‘entrance channels.’ However, because of the time reversal symmetry, we can also
think of reversing the ‘direction’ of time and imagining an incident neutron on a 137 La
nucleus producing either a simple scattering reaction which results in the n+137 La
final state, or knocking out a proton and producing the (137 Ba + free proton) final
state. Because the terms ‘entrance’ and ‘exit’ channels imply a specific time ordering
of a given reaction, yet the existence of time reversal invariance in these reactions can
scramble the order, it can make more sense to just think of these states not as ‘initial’
or ‘final,’ but rather just as ‘reaction channels.’ This can make it conceptually easier
to relate these transitions within the framework of time reversal invariance studies.

2

The reason why we can effectively treat the target nucleus as a single body is because the de
Broglie wavelength of a low-energy neutron is much greater than the diameter of the nucleus. As we
recall from basic scattering or diffraction theory, if the de Broglie wavelength of an incident particle
differs greatly from the physical size of the target object or slit it is scattering from, the resulting
scattering effects will not be very sensitive to the detailed structure of the scattering object. This is
why humans don’t have to worry about diffracting when they walk through a doorway!
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The Bohr Independence Hypothesis
In his 1936 paper titled “Neutron Capture and Nuclear Constitution” (Nature),
Niels Bohr wrote:
“The possible later breaking up of this intermediate system by the ejection of
a material particle, or its passing with emission of radiation to a final stable
state, must in fact be considered as separate competing processes, which have
no immediate connexion [sic] with the first stage of the encounter.”
This observation became known as The Bohr Independence Hypothesis
(sometimes more precisely referred to as the Independence Postulate in the
Bohr Theory of Compound-Nucleus Decay). This is the critical statement
that the compound nucleus retains no ‘memory’ of how it formed, allowing
one to treat the exit channels as independent processes. In other words,
the compound nucleus’s eventual ‘choice’ of decay mode can be viewed as
uninfluenced by the specific entrance channel which created the compound
state.
This loss of information stems from the large number of collisions that
the incident neutron experiences in the nucleus. This causes the incident
neutron to thermalize with the nucleus, rendering them indistinguishable
entities.
So, if such a compound nuclear system can be thought of as an effectively two-body
reaction, invariant with respect to time reversal symmetry, how can we expect this
system to provide a viable test of time reversal violation? The key lies in that, while
we can view this system as a reversible two-body system, it is not as simple as a
classical collision/scattering process between two objects. While we are not privy to
the details of the nuclear substructure at low neutron energies, that doesn’t mean
that the neutron is immune to its effects. During the lifetime of the compound nuclear state, the neutron that is briefly ‘bound’ to the nucleus interacts many, many
times with the constituent nucleons. In this way, we can treat the nucleus as a sort
of ‘black box.’ Because of the very large number of interactions/collisions between
the incident neutron and the nucleons, the neutron eventually reaches thermal equilibrium with the nucleus. This means that the information about the initial state
of the neutron and of the nucleus is scrambled and that the individual identities of
the neutron and the nucleus can no longer be distinguished; they exists only as the
composite compound nucleus system. In addition, the information about the specific
‘entrance’ channel that formed the compound state is lost in the chaos. Given that
we are now dealing with a compound object with no memory of what it is (or how
it got there), these factors can no longer play a part in the evolution of the system;
we have to work with what we have. And what we do have is the amount of excitation energy available to the system. During the thermalization process, the incident
neutron deposits energy into the nucleus via the transference of its kinetic energy as
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well as the contribution from the nuclear binding energy. Let’s look at how we can
use this feature to our advantage.

In order to identify a two-body particle reaction channel in a definite way, we will need
a minimum of three sets of quantum numbers. For example, if we are to look at one of
the ‘entrance’ channels in the p +137 Ba reaction, we would need: 1) a set of quantum
numbers to describe the state of the incident particle (in this case, the proton), 2) a
set of quantum numbers to label the state of the nucleus before interaction, and 3) a
set of quantum numbers to describe the relative motions between the incident proton
and the nucleus. Looking at the p +137 Ba → n +137 La reaction, there is actually
yet another possible outcome: the resulting 137 La nucleus can be left in an excited
state; as mentioned in the first paragraph of this chapter, the incident neutron can
excite some of the internal degrees of freedom in the nucleus.

1)
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Initial target nucleus

Excited compound nucleus
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Figure 4.1: Pictoral representation of the three necessary sets of quantum numbers needed for the neutron~ the target nucleus will have nuclear spin I,
~ and the
nucleus reaction. The incident neutron will have spin S,
~ By the time reversal invariance
composite system will have the combined angular momentum, J~ = I~ + S.
present in this two-body system, these labels could also be for the reversed reaction to describe the 1) exiting
neutron 2) residual target nucleus and 3) relative motions between the two bodies (e.g. the compound nucleus
state).

The wavefunction for an excited nuclear state is of course not the same as the groundstate wavefunction. Because of this, an excited nucleus may have access to a larger set
of exit channels than it would in the ground state, which is why these higher-energy
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excited states have much shorter lifetimes than their lower-energy counterparts. Picture a long, cylindrical tube with uniformly-spaced holes drilled on the bottom (much
like a sieve), as seen in Fig. 4.2. If one were to fill this cylinder with water, the further displaced the piston is (causing the space available to the water to increase), the
more holes the water has access to escape through, meaning that the rate of leakage
is higher than when the piston is less displaced. For an excited nucleus, having a
small number of exit channels available is synonymous with saying that that state
has a narrow width, Γ, and therefore a long lifetime. Insert statement about these
exit channels available to us are not influenced by the entrance channel due to all the
info being scrambled up.

Rate of water flow out of cylinder
analogous to decay rate of excited
nuclear state

excited state

highly excited state

Figure 4.2: Using the displacement of a piston as an analog to the amount of excitation energy available
to a compound nucleus, we can see that the water in the tube corresponding to a high-energy state (bottom
illustration) has access to more holes than does its lower-energy counterpart (top illustration). In this way,
we can intuit that the rate at which water leaks out of the system is greater for the high-energy state than
for the low-energy state (here we neglect effects such as the pressure differentials due to the the water column
itself for the sake of illustration).

In scattering theory, it is often taught that decomposing the incident and scattered
wavefunction in terms of an angular momentum basis, `, is an appropriate and convenient choice of coordinates. This is often justified because most simple scattering
scenarios (e.g. what one would see in the classroom) exhibit either spherical or cylindrical symmetry, lending themselves to be well-described by the spherical harmonics
or the Legendre polynomials3 . Orbital angular momentum, `, is a good quantity
3

These two families of functions are related by: Y`m (θ, φ) = (−1)m
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q

(2`+1)(`−m)! m
imp
.
4π(`+m)! P` (cos θ)e

over which to index these functions because it is 1) discrete and 2) nicely obeys a
well-defined relationship with the parity operator. Since we are looking at a two-body
scattering system, decomposing the scattering functions in terms of the relative orbital
angular momentum of the two bodies (as seen in Fig. 4.1) is a sensible choice; such a
decomposition is known as the method of partial waves. We can usually attribute a
different reaction channel to a given value of `. This is not only mathematically tidy,
but follows quite physically from the fact that these quantum-mechanical neutronnucleus reactions occur in states of definite angular momentum. However, from a
less-tidy practical standpoint, we often aren’t able to measure the actual orbital angular momentum between the neutron and nucleus, as our detectors are made to
detect the post-nuclear-interaction scattered particles. For this reason, we often describe reaction channels not in terms of a pure value of ` but as a summation of all of
the partial waves instead. And, to make things even messier, it turns out that real-life
experimental scattering situations are not usually the neatly cylindrical or spherical
situations presented in most introductory textbooks. To address these issues within
the context of understanding our model, I would like to present:
4.2

(Somewhat Actually Applicable) Scattering Theory

Because nuclei and subatomic particles are much too small to be observed directly,
the most effective way to gain a deeper understanding of their structure and properties is to scatter them off of one another and examine the aftermath4 . In 1909, the
Geiger-Marsden experiment (also known as Rutherford’s gold foil experiment) deduced the existence of the highly-localized, positively-charged nucleus by measuring
the scattering angles of α-particles from a thin gold foil target [57]. A few years later
in 1914, the Franck-Hertz experiment verified the discrete nature of atomic energy
levels (and validated early quantum theories) by scattering electrons off of mercury
atoms. Nowadays, experiments are reaching higher energies and smaller length scales,
requiring larger accelerators and larger collaborations. Scattering experiments are the
linchpin of nuclear and particle physics, and a thorough understanding of the basics
is critical.
Here I will attempt to discuss the mechanics of scattering in a slightly more realistic (e.g. applicable to the Double Lanthanum experiment) way than what is often
seen in the classroom in a general quantum mechanics course. The first difference that
I want to emphasize is that most discussions of scattering (that I have encountered, at
least) seem to employ a ‘simplified’ picture of scattering, in which the wavefunctions
for the incident and scattered particles are described in terms of plane waves. This
may be a mathematically convenient description, but plane waves are technically unphysical, since they assume a perfectly-defined momentum for a particle. Given that
This is a quick reminder that this relationship is because spherical symmetry is a special case of
cylindrical symmetry.
4
I one heard proton-proton scattering described as ‘like throwing two garbage cans at each other
and seeing what comes out.’
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the Heisenberg uncertainty principle expressly forbids this5 , it seems as though one
might have to spend equal time justifying why this approach is acceptable as it would
take to use a wave-packet approach6
4.2.1

The Scattering (S) Matrix

Given some physical system, the scattering matrix, S, is the operator which contains
the probability amplitudes for different scattering processes the system may undergo.
It relates the initial and final states of a system of two (or more) particles scattering
off of one another.

5

Recall that a plane wave is a completely spatially-delocalized particle, meaning that its Fourier
transform is a δ-function in momentum space. The second that there is any width to that δ-function,
the spatial portion is no longer infinitely delocalized. In my mind, I always see this as the ends of
the infinite plane wave being ‘pinched off,’ forming a more-localized wave packet.
6
There is an nice justification of this in Principles of Quantum Mechanics (2nd Ed.) by R.
Shankar, Section 19.2.
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Properties of the Scattering Matrix
The scattering matrix encodes all of the dynamics involved in a scattering
process. It describes the relationship between an initial-state wavefunction,
ψi , and a final-state, ψf , after having undergone the scattering process. The
scattering matrix operator is square, symmetric, and unitary;

i) [S]n

ii) Sij = Sji

iii) S† S = I

The unitarity of the scattering matrix is a result of the conservation of
probability. The symmetry of the matrix stems from scattering processes being
time-reversal invariant.

It can be expressed in terms of an integral transformation:
Z ∞
ψf (~x) =
S(~x, ~x0 )ψi (~x0 )d3 (~x0 )
−∞

The bounds of integration show that we are interested in the behavior of the
scattered wave far away from the interaction region. This is known as the
asymptotic limit.
We can define the scattered wavefunction, φ(~p) in terms of the incident
and final wavefunctions:
φs (~p) = φf (~p) − φi (~p)

(4.2)

Using the S-matrix operator notation, we can also write this as
|φs i = (S − I)|φi i

(4.3)

When we solve a scattering problem, what we are really doing is determining the
possible outgoing, scattered wavefunction, ψf , given the initial wavefunction incident
on the scatterer, ψi . However, it is often much more convenient to cast a scattering
problem in terms of momentum-space wavefunctions, φ(~p), since spatial wavefunctions often become very diffused at long times. So, let us define a (normalized)
wavefunction, φ(~p, t) such that
hφ(~p, t)|φ(~p, t)i = 1
The scattering process is a linear, unitary transformation. This preserves the normalization of the incident particle wavefunction, which means simply that probability is
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conserved in scattering reactions. The S matrix contains all of the details about the
scattering process. Since what we want is to determine the final state, φf (~p, t), in
terms of the initial state, φi (~p, t), we want to fully determine
|φf (~p, t)i = S|φi (~p, t)i
4.2.2

(4.4)

The Differential Cross Section

In a scattering experiment, there are many factors that can affect the number of particles ultimately detected. These include, but are not limited to: the characteristics of
the scattered particles; the flux of the incident particles; the nature of the interaction
(strong, weak, electromagnetic, gravity); the statistical probability that the particle
will interact with the scattering potential, and then of course, the chance that your
detector will ‘catch’ the scattered particle.
In scattering theory, a differential cross section is defined as “the probability to observe a scattered particle in a given quantum state per unit solid angle, such as within
a given cone of observation, if the target is irradiated by a flux of one particle per
unit surface area. A cross section is therefore a measure of the effective surface area
seen by the impinging particles, and as such is expressed in units of area”[58]. The
differential cross section takes all of this into consideration. The primary difference
between it and the standard cross section is that the region of interest for scattered
particles is (usually) reduced to the regions covered by active detector material. In
other words, instead of integrating over all space or all momenta, we reduce our integral to the relevant solid angle(s) subtending the detector(s) or the interaction area
of interest. As an example, we can look at a simplified version of what we encounter
in the parity violation experiment described later in this thesis. In our experiment,
we scatter a pulsed beam of neutrons through a thick 139 La target sealed in an evacuated cryostat, shown on the left of Fig. 4.3. To begin building an understanding
of scattering in our experiment, let us construct a ‘toy model’ version of the setup.
First, to avoid complications such as complex neutron scattering events caused by
the geometry of the surrounding materials, we shall neglect the cryostat assembly
and the aluminum/indium casing surrounding the lanthanum target. We shall model
our lanthanum target as a thin disk of radius R. This allows us to ignore effects like
attenuation and multiple scattering processes. Instead of a pulsed neutron source, we
shall approximate our neutron beam to be continuous and spatially (radially) uniform.
We are not assuming the beam to be monoenergetic, but composed of a spectrum
of energies and momenta, like what one would see at a pulsed source accelerator. In
addition, we shall take the diameter of the neutron beam to be much smaller than
the diameter of the target, ensuring that the interaction region is uniform.
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side view of
cylindrical !"#La target

thin, uniform disk of
!"#L a
continuous, uniform
neutron beam

R

pulsed neutron source

toy model of
experimental setup

simplified experimental
setup

Figure 4.3: In the real ‘Double Lanthanum’ parity violation experiment (schematic shown on the left),
pulsed neutrons from the LANSCE spallation source scatter off of a ∼ 5 cm-thick lanthanum disk which
is encased in aluminum and contained in an evacuated cryostat. on the right, we have the ‘toy model’ of
this system. We can model this as a continuous, uniform neutron beam scattering from a thin, uniform
disk of lanthanum of radius R. We take R to be much larger than the radius of the incident beam so that
we can have a uniform interaction region and can neglect any edge effects from the beam scattering off of
the target edges. We also neglect any effects from neutrons scattering on the cryostat assembly. The blue
arrows denote the direction of the beam momentum.

To start, let us first examine a scenario of a particle scattering from a stationary,
infinitely heavy scattering site. In this limit, no kinetic energy is transferred between
the incident particle and the scatterer during the interaction. That is,
S(~p, p~0 ) − δ (3) (~p − p~0 ) = δ(|~p|−|~p0 |)T(~p, p~0 )

(4.5)

where T is the transfer matrix. The δ-function on the RHS comes from integrating the
S−I matrix as seen in Eq. 4.2.1. This results in T(~p, p~0 ) only being physically realistic
when we are on energy shell (|~p|= |~p0 |). In addition, we will (for now) treat the neutrons in the beam as non-interacting and the atoms in the target as uncorrelated. This
allows us to ignore higher-order effects such as neutron-neutron interactions in the
beam or lattice-driven bulk property effects in the target such as Doppler broadening.
Let us define our incident particle wavefunctions as a set of normalized wave packets
in 3-dimensional momentum space φ(~p). It will be convenient to think of the particles
in a coordinate system relative to the beam characteristics. That is, we will assume
that all particles have roughly the same momentum, p~0 , and any small deviations
from this will be denoted p~i . Because our neutron beam has a finite width, we also
need to define an appropriate coordinate system. We shall define the beam axis to be
in the ẑ direction, and, due to axial symmetry, we shall refer to the radial direction
(transverse to the beam) as r̂. Fig. 4.4 shows these coordinates.
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𝑟̂

R
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𝑧̂

𝑧̂

(beam axis)

𝑟̂

R

(out of page)

head-on view
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Figure 4.4: The above images show the coordinate system that is being used in this discussion of scattering.
The image on the left shows a sidelong view of the coordinates while the right image shows the same
coordinate system from a head-on perspective, looking upstream at the particle beam. Due to the cylindrical
symmetry of the system, ~r represents a point along the radius of the circular (geometric) cross-section of
the beam. The radius of the beam is given by R.

So now, we can describe a particle wave packet with these two parameters. For the
ith particle we can denote its 3-dimensional momentum as p~i and its radial position
in the beam, ~ri .
Starting with a wave packet located at the center of the beam, we can generate a
spatial translation by some displacement ~r as
φ(~p; ~r = 0) → φ0 (~p) · e−i~r·~p

(4.6)

This gives us a general expression for a wave packet with momentum p~ and in-beam
position of ~r. Let us write our incident wave in this form and use it to calculate the
scattered wave. We wish to calculate the integral
Z

∞

δ(~p − p~0 )T(~p, p~0 )φi (~p0 )d3 (~p0 )

φs (~p; ~r) =
−∞

Z

∞

φs (~p; ~r) =

δ(~p − p~0 )T(~p, p~0 )φ0 (~p0 )e−i~r·~p d3 (~p0 )

−∞
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(4.7)
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Figure 4.5: The above figure shows a wave packet incident on our cylindrical target. ~r describes the wave
packet’s radial displacement from the ẑ-axis, dΩ represents an infinitesimal solid angle into which the wave
packet may scatter, and êΩ is the unit vector in the direction of scattering. êΩ is normal to the surface
subtended by dΩ.

The region of interest for the scattered wave packet is defined by dΩ, a small solid
angle.7 We define the unit vector êΩ to be normal to the surface subtended by
dΩ. These coordinates are illustrated in Fig. 4.5. What we wish to calculate is
the probability that a given wave packet (particle) will scatter through dΩ. Using
our expression from Eq. 4.2.2, we can calculate the probability that the scattered
particle’s momentum is contained in the region dΩ. We can write:
Z
P (êΩ ; ~r) =

∞

p2 |φs (pêΩ ; ~r)|2 dp

(4.8)

0

Note that p is the magnitude of momentum, and the bounds on our integral over
momentum go from 0 → ∞ because we are only considering right-moving incident
waves, therefore we would never have |~p|< 0 when integrating over the possible momenta for the incident particles. Expanding this integral expression in terms of the
transfer matrix:

Z
P (êΩ ; ~r) =

∞
2

Z

∞

p dp
0

3

0

Z

∞

d (~p )
−∞

d3 (~p00 )δ(p−p0 )δ(p−p00 )T(pêΩ , p~0 )T∗ (pêΩ , p~00 )|φs (pêΩ ; ~r)|2

−∞

(4.9)
7

From Wikipedia: “In geometry, a solid angle (symbol: Ω) is a measure of the amount of the
field of view from some particular point that a given object covers.” In particle scattering, the ‘given
object’ is oftentimes the active area of a detector.

79

∞

Z
P (êΩ ; ~r) =

∞

Z

2

3

p dp
0

×

0

Z

∞

δ(p − p0 )δ(p − p00 )T(pêΩ , p~0 )T∗ (pêΩ , p~00 )

d (~p )

−∞
−∞
−i~
r·(~
p0 −~
p00 ) 3 00
∗ ~00
0
~
d (~p )
φ0 (p )φ0 (p )e

(4.10)

Now, performing these integrals, the δ-functions impose strict values on p~0 and p~00 ,
namely that |~p0 |= |~p00 |. So, performing the first integration over p, we have

Z

∞

P (êΩ ; ~r) =

3

0

Z

∞

d (~p )
−∞

0
00
(p0 )2 δ(p0 −p00 )T(p0 êΩ , p~0 )T∗ (p00 êΩ , p~00 )φ∗0 (~p00 )φ0 (p~0 )e−i~r·(~p −~p ) d3 (~p00 )

−∞

(4.11)
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|𝑟⃗| ≤ 𝑅
Figure 4.6: This figure shows a particle beam (depicted by the blue cylinder) moving from left to right
incident on our target disk. We take the radius of the beam to be smaller than the radius of the target so
that we may ignore interference due to edge effect interactions. This means that the maximum displacement
that any wave packet can have is |~r|, which is smaller than the value of R, the target radius. Edge effects do
exist in our real scattering experiment, but they have to be empirically determined via direct measurement.

As mentioned before, we assume that the interaction probability is uniform across
the entire target. If we want to calculate the probability of a wave packet (particle)
scattering into dΩ in the êΩ direction, we simply average the probability P over
the interaction probability distribution. Since we are taking this distribution to be
uniform, we can perform the surface integral:
Z

|~
r|≤R

P (êΩ ) =
0
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P (êΩ ; ~r) 2
d (~r)
πR2

(4.12)

And now we can define a differential cross section for this scenario. To calculate the
probability for a particle in the beam (where the beam radius rb < R) to strike the
target and be scattered into dΩ is quite intuitive:
dσ(êΩ ) = πR2 P (êΩ )dΩ

(4.13)

This formulation makes sense, considering that the average probability P across the
surface of the target was uniform; we therefore have the average probability per unit
area, multiplied by the total area (which should give us 1 if |~r|= R; everything else is
just a fractional probability), then multiplied by an infinitesimal solid angle. So for
the case of a uniform beam impinging on a uniform target and covering the whole
target (i.e. |~r|= R), the probability that a particle would scatter through dΩ should
be proportional to dΩ.
However. As we know, experimental physics is not so clean-cut. As mentioned
before, the differential cross section is a measure of the probability of a scattered
particle to scatter through a given solid angle if the target is irradiated with a flux
of one particle per unit surface area. However, there are many factors that can affect
the number of particles per unit surface ares. Some of these include:
• The neutron flux has a spatial dependency. Many neutron beams have a
nearly-gaussian neutron spatial distribution, with more neutrons concentrated
at the center of the beam than near the edges of the beamspot.
• The biggest time-dependent effect in the experiment: stability of
beam delivery. The flux of the neutron beam produced by the facility can
sometimes vary wildly for reasons beyond the control of the individual experimenter. Accelerator components can fail, e.g. one of the large magnets that
deflects the accelerated protons into the spallation target might have an electrical issue arise and is not able to produce its usual fields, delivering less protons
to the spallation target until the magnet can be repaired. Sometimes, the accelerator is struck by lightning. Other times, it spontaneously catches on fire.
Sometimes the beam shutter gets stuck while opening/closing. Sometimes the
accelerator operators can’t access the control room because there is a mountain
lion blocking the building entrance. And, if you’re really lucky, a mouse might
even make its nest upstream in the beam pipe.8 These kinds of effects not often
described in textbooks can drastically affect the number of neutrons delivered
in a period of time.
• The neutron flux has a non-uniform temporal distribution. In other
words, we don’t have an ideal uniform, constant neutron beam. At spallation
sources, neutrons are delivered in pulses, which is already not a uniform distribution in time. In addition, each pulse has within it a time-of-flight dependent
8

Yes, all of these things happened during my time working at the beamline.
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neutron distribution. The shape of this distribution varies from neutron source
to neutron source because it is usually caused by the moderator viewed by the
beamline. As neutrons thermalize in the moderator, one often sees a Maxwellian
distribution (or something similar) in the neutron velocity distribution. For
more detail, see Ref. [59]
• Spatial imperfections in the target. Any sort of irregularities in the nuclear
target such as imperfections in the crystal lattice, voids in the material, or even
just geometric imperfections (such as incorrectly cutting the target material)
add an additional layer of confusion.
• Other time-dependent effects in the experiment. Time-dependent temperature drifts can have an effect on the neutron interactions as well. For example. if the moderator temperature fluctuates significantly during the experiment
or if the temperature of the target changes (recall our lanthanum targets are
encased in cryostats and chilled) causes the areal density to chance, these can
change .
In light of this, we can also define an effective differential cross-section which takes
these effects into account. An intuitive approach would be to modify Eq. 4.12 by
including these other probability distributions:
Z

tend

Z

T

β(t)dt

P (êΩ ) =
tstart

Z
µ(ttof )dttof

t0

|~
r|≤R

ρb (~r)ρt (~r)
0

P (êΩ ; ~r) 2
d (~r)
πR2

(4.14)

Here we include probability distribution functions that describe (from right to left):
• ρt (~r): represents variations in interaction probability in the target due to effects
such as impurities in the material.
• ρb(~r) : describes variations in the neutron density in the beam.
• µ(ttof ) is the moderator function, which describes the shape of the neutron
distribution as a function of neutron time of flight. It is also sometimes called
a time emission distribution. The bounds on the integral go from the moment
the protons strike the spallation target (t0 ) to the end of one neutron pulse, T .
For the 20 Hz neutron source at LANSCE, T = 50 ms.
• β(t) is a function that describes the behavior of the neutron beam current as a
function of time. The bounds of integration span the length of the experiment,
with tstart and tend the points when the data acquisition was stopped/started.
It is important to note that all of these probability distributions are normalized:
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Z

tend

Z
β(t)dt = 1

i)

T

ii)

Z
µ(ttof )dttof = 1

tstart

|~
r|≤R

Z

|~
r|≤R

iii)

t0

0

ρb (~r)ρt (~r)d2 (~r)d2 (~r0 ) = 1

0

With this modified, more inclusive expression for the probability P , we can now write
an expression for our effective differential cross section (per scattering center), which
depends on the specific properties of the experimental beam used for our experiment.
It describes the dΩ.
dσef f (êΩ ) = πR2 P (êΩ )dΩ

Z

Z

Z

Z

P (êΩ ; ~r; r~0 ; tof; t)dΩ d2 (~r0 )d2 (~r)

dσef f (êΩ ) =
{t}

{tof}

{|~
r|≤R}

(4.15)

{|~
r0 |≤R}

In general, though, all of the effects that we have specified earlier are so highly
convoluted with one another in the data that multiple effects are sometimes lumped
together in data analysis. So for now, let’s simplify our effective differential cross
section by combining all of the ‘experiment-specific’ effects into one function, f (),
where  is a general parameter for this function. So we can write:
Z

Z

dσef f (êΩ ) =
{}

|~
r|≤R

f ()P (êΩ ; ~r; )d2 (~r), d

(4.16)

0

Now, what we would like to do is to calculate the fundamental cross section. The
effective differential cross section is highly dependent upon the specific characteristics
of our beam, whereas the fundamental cross section ignores all ‘experimental’ effects
and depends only on the nature of the scattering interaction itself. Let us take Eq.
4.16 and evaluate it in terms of the following limits: if the size of the target is much,
much larger than the beam spot, there will be no dependence on the specific geometry
of the target-beam interaction. We can do this by taking the limit as R → ∞. In
addition, while there is a momentum dependence in the scattering process, we will
restrict ourselves to looking at a ‘single,’ yet general momentum. We shall do this not
by choosing a specific momentum, but by eliminating the distribution of momenta
and simply saying that the momentum of our beam is very well-defined. We shall
align this well-defined momentum in the direction of interest, êΩ . We can state
φ0 (~p) 6= 0 ⇐⇒ p~i ≈ |pi |êΩ
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(4.17)

This should rid us of all of our ‘distributional’ dependencies and start distilling out
the fundamental interaction.
Z

2

Z

dσef f (êΩ ) = πR P (êΩ )dΩ =
{}

f ()P (êΩ ; ~r; )d2 (~r)d

(4.18)

(∞)

Let us write out our probability explicitly in terms of the wave packet formulation
(Eq. 4.6) and the transfer matrix (Eq. 4.7):

Z

Z

Z

Z

f ()p2 δ(p − p0 )T(pêΩ , p~)T∗ (p0 êΩ )φ0 (~p; )φ∗0 (~p0 ; )

dσef f (êΩ ) =
{}

(∞)

(∞)

(∞)

−i~
r·(~
p−~
p0 ) 3

d (~p0 )d3 (~p)d2 (~r)d

×e

(4.19)
Where the δ-function represents our sharply-defined momentum. Recognizing that
the only part of this integral that depends on ~r is the exponential, we can single out
that integral and conveniently write it in terms of δ-functions as well.
Given the property of a gaussian function as the argument in the exponential blows
up (Ref: http://hitoshi.berkeley.edu/221a/delta.pdf), we can write (we have a 2D
function here):
∞

Z

0

e−i~r·(~p−~p ) d2 (~r) = (2π)2 δ(p1 − p01 )δ(p2 − p02 )

(4.20)

−∞

This function is only in 2D because we are describing the interaction at the surface
(and because ~r is defined to be 2D).
So now, let us perform this integral and plug this result into Eq. 4.25:

Z

Z

Z

dσef f (êΩ ) =
{}

(∞)

f ()p2 δ(p − p0 )T(pêΩ , p~)T∗ (p0 êΩ )φ0 (~p; )φ∗0 (~p0 ; )

(∞)

× (2π) δ(p1 − p01 )δ(p2 − p02 ) d3 (~p0 )d3 (~p)d
{z
}
|
2

(4.21)

We can see that we have a triple product of δ-functions:
δ(p1 − p01 )δ(p2 − p02 )δ(p − p0 ) =


p  (3)
δ (~p − p~0 ) + δ(p1 − p01 )δ(p2 − p02 )δ(p3 +p03 )
|p3 |
(4.22)

Now, there are two major parts to this equation that could possibly result in the
function output to be zero. These are: the product of the two wavefunctions, and
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our large string of δ-functions. Inserting in the above expression for our δ-function
triple product and invoking the statement that φ0 (~pi ) ≈ pi êΩ (Eq. 4.17), we can see
that the product:

Z

Z

Z

f ()p2 T(pêΩ , p~)T∗ (p0 êΩ ) φ0 (~p; )φ∗0 (~p0 ; )
|
{z
}
{} (∞) (∞)

p  (3)
×
δ (~p − p~0 ) + δ(p1 − p01 )δ(p2 − p02 )δ(p3 +p03 ) d3 (~p0 )d3 (~p)d
|p3 |
(4.23)
2

dσef f (êΩ ) = (2π)

will be zero unless p~ ≈ p~0 . And, since the equivalence of two vectors means that
they must be equivalent component-by-component, the possibly-problematic δ(p1 −
p01 )δ(p2 − p02 )δ(p3 + p03 ) term will be suppressed by the δ(p3 + p03 ) → δ(2q3 ) ≡ 0
component. So, this means that we have:

2

Z

Z

Z

dσef f (êΩ ) = (2π)



f ()
{}
(3)

(∞)
0

(∞)
 3

0

p3
T(pêΩ , p~)T∗ (p0 êΩ ) φ0 (~p; )φ∗0 (~p0 ; )
|
{z
}
|p3 |

(4.24)

3

× δ (~p − p~ ) d (~p )d (~p)d
Performing the integral over p~0 , the δ-function picks out the case that p~ = p~0 :

2

Z

Z

dσef f (êΩ ) = (2π)

f ()
{}

(∞)

p3
T(pêΩ , p~)T∗ (pêΩ )φ0 (~p; )φ∗0 (~p; )d3 (~p)d
|p3 |

p3
f ()
|T(pêΩ , p~)|2 |φ0 (~p; )|2 d3 (~p)d
|p
|
3
{} (∞)
Z
Z
2
2
f ()d
p2 |φ0 (~p; )|2 d3 (~p)
= (2π) |T(pêΩ , p~)|
Z{}
Z(∞)
= (2πp)2 |T(pêΩ , p~)|2
f ()d
|φ0 (~p; )|2 d3 (~p)
2

Z

Z

= (2π)

{}

(4.25)

(∞)

And, recognizing that the second half of this equation is simply the integral of a
normalized wavefunction and its distribution over all values, these integrals evaluate
to 1:
Z
Z
2
2
dσef f (êΩ ) = (2πp) |T(pêΩ , p~)|
f ()d
|φ0 (~p; )|2 d3 (~p)
(4.26)
{}
(∞)
|
{z
}
fancy way of writing “1”

Therefore:
dσef f (êΩ ) = dσ(êΩ ) = (2πp)2 |T(pêΩ , p~|2 )
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(4.27)

This is the fundamental cross-section. Now, our goal was to relate this to the scattering matrix, S. From Eq. 4.5, which I shall rewrite here, we solve for S:
S(~p, p~0 ) − δ (3) (~p − p~0 ) = δ(|~p|−|~p0 |)T(~p, p~0 )

S(~p, p~0 ) = δ (3) (~p − p~0 ) + δ(|~p|−|~p0 |)T(~p, p~0 )
| {z } |
{z
}
initial wave

(4.28)

scattered wave

Looking at it written this way, we can see that the two terms can be interpreted as:
the total number of particles scattered must be equal to the sum of the initial, incident
wave and the outgoing wave which is scattered into êΩ . dσ(êΩ ) is a measure of these
particles. The cross-section is proportional to the square of the forward scattering
amplitude:
dσ = (2πp)2 |T(pêΩ ), p~|2 ∝ |f (pêΩ ), p~0 |2
(4.29)
Now, let us express T(pêΩ ), p~ in terms of f :
T(pêΩ ), p~ ∝

1
(f (pêΩ ), p~0 )
2πp

(4.30)

However, we know that particles which are scattered out of the beam into our detector
located at êΩ are ‘lost’ or ‘deducted’ from the initial total. This means that the square
of the transfer matrix must be negative. Using this heuristic argument, we can infer
a factor of ‘i’ in Eq. 4.30:

T(pêΩ ), p~ ∝

i
(f (pêΩ ), p~0 )
2πp

(4.31)

So if we know that the the particles scattered out of the beam in the direction of
interest can be described by Eq. 4.27 is exactly what the second term is describing,
then we can relate the two:
dσ = δ(|~p|−|~p0 |)T(~p, p~0 ) = (2πp)2 |T(pêΩ , p~|2 )
|
{z
}
scattered wave

dσ = δ(|~p|−|~p0 |) = (2πp)2 T(pêΩ , p~)
| {z }
scattered wave

Inserting this back into Eq. 4.28, we can express the scattering matrix in terms of
the forward scattering amplitude:
S(~p, p~0 ) = δ (3) (~p − p~0 ) + δ(|~p|−|~p0 |)
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i
f (~p, p~0 )
2πp

(4.32)

Now, we have arrived at two important relationships:
1. dσ = |f |2
The differential cross section is equal to the square of the forward scattering
amplitude. This is a crucial relationship, as it allows us to relate a physicallyaccessible quantity in the lab (the cross section) directly to our quantum mechanical theory.
2. S(~p, p~0 ) = δ (3) (~p − p~0 ) + δ(|~p|−|~p0 |)

i
f (~p, p~0 )
2πp

The scattering matrix can be be related to the forward scattering amplitude
in this way. Interpreting the second term: the factor of i is due to the dissipative nature of this term, since these particles leave the direction of the initial
beam momentum. The factor of p in the denominator is also reasonable; seeing
a decrease in the differential cross section as the momentum of the incident
particle increases can be attributed to a higher-momentum particle spending
less time in the region of interaction, therefore being less likely to be deflected
into êΩ .
4.2.3

Method of Partial Wave Decomposition

Because our experiment centers around the concept of parity and handedness, we
should begin to incorporate these ideas into our theoretical formulation. Even though
these topics are covered in most graduate quantum mechanics courses9 , I will here
briefly walk through the method of partial wave expansion in order to arrive at the
optical theorem and the Born approximation, as these are central ideas to the NOPTREX formulation. I will, however, restrict the mathematical treatment to the case
of two spinless particles, as it turns out that the underlying concepts do not change
in the presence of spin. The mathematics just become more complicated.
The method of partial wave expansion is useful for real-world scattering applications because we are decomposing our scattering wavefunction into a well-known,
well-defined set of basis functions. The choice of basis function and the quantity
over which it is indexed is determined by exploiting known symmetries and known
conserved quantities: in particular, the spherical symmetry of a spinless two-particle
scattering process (such as an incident particle on a nucleus) exhibits the rotational
invariance that we associate with the conservation of angular momentum. As we have
seen, angular momentum is a desirable and natural variable to use in the compound
nuclear system:
• Angular momentum has a well-established conservation law
9

Again, I am including this for the students who may not have taken this course quite yet.
However, it is also why I am keeping it brief.
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• Angular momentum has a well-established relationship with parity, which we
wish to exploit to understand the weak interaction
• Angular momentum is a discretized quantity in quantum mechanics
• Compound nuclear states are states of definite angular momentum
• Because of the low energies at which we are probing this system, we only have
to take into consideration very low values of `
As seen in Table 1.1, a rotationally invariant force (which implies a rotationally invariant potential) will conserve angular momentum. Because quantum mechanical
angular momentum is a discretized quantity, has a well-understood relationship with
parity (even values of ` are even under parity; odd values of ` are odd under parity), and because our scattering situation has rotational symmetry thus conserving
angular momentum, it is unquestionably advantageous to break our wavefunctions
down into an angular momentum basis. And, to make our eventual calculations even
more tractable, it turns out that for low-energy scattering scenarios we only have to
take into account very low values of `, meaning that we will only have to handle the
lowest-order basis functions.
Let’s start: because our particle-nucleus scattering situation exhibits cylindrical symmetry, it will be natural to decompose our wave packets into Legendre polynomials,
which can be conveniently defined using the Rodrigues formula:
n
1 dn
2
x
−
1
Pn (x) = n
2 n! dxn

(4.33)

While the scattering potential may be spherically symmetric, the moment that we
introduce an incident particle/beam, we break the spherical symmetry and are left
with cylindrical symmetry10 :

Note that if an equation has some symmetry, like rotational invariance, it means only that rotationally invariant solutions exist, and
not that all solutions are rotationally invariant. For example, the
hydrogen atom Hamiltonian is rotationally invariant, but the eigenfunctions are not in general. But there are some (with ` = m = 0)
which are.
From Principles of Quantum Mechanics (2nd Ed.) by R. Shankar (Chapter 19.4)

10

This will come in handy when having to take spin into account.
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By cylindrical symmetry, our scattering matrix can only depend on quantities which
are rotationally invariant about the cylindrical axis of symmetry, which we shall
default to calling the z-axis. Since we want to derive the partial wave form for the
scattering matrix, we will assume that the scattering is perfectly elastic, so that no
momentum is lost. This means that the magnitude of the initial momentum is equal
to the outgoing momentum, though the directions may be different after scattering.
That is, |~p|= |~p0 |. From this, we are able to construct two unique invariant quantities:
p~ · p~ and p~ · p~0 (We don’t count p~0 · p~0 because it is degenerate with p~ · p~). We want to be
able to relate the direction of the initial momentum to that of the final momentum.
To make this simpler, we will assume that our initial particle momentum is aligned
in the z-direction. We shall define the angle θ such that
p~ · p~0
= êz · ês = cos(θ)
|~p||~p0 |

(4.34)

where êz is the unit vector along the axis of symmetry and ês is the direction in which
the scattered wave travels.
Let us write the scattering matrix in the following way:
S(~p, p~0 ) =

1
δ(p − p0 ) × F (p; cos θ)
|~p||~p0 |

(4.35)

where F (p; cos θ) is the function that will describe our scattering matrix in terms of
partial waves. We want to determine the functional form of F .
We shall describe our wavefunctions in terms of the Legendre polynomials, with
` = 0, 1, 2, 3... indexing over angular momentum. Take φ` to be an eigenstate along
the z-axis, with known eigenvalues of `(` + 1). We write:
φ` (~p) = φ(p)P` (cos θ)

(4.36)

where P` is a Legendre polynomial. We are effectively separating our function into
a ‘radial’ (p) part and an angular part in momentum space. Let’s calculate the
scattered wave, φ0` , assuming the magnitude of its momentum does not change, only
its direction:
Z
0
φ` = S(~p, p~0 )φ` (~p0 )d3 (~p0 )
(4.37)
Inserting in the expression for S from Eq. 4.35:
Z
1
0
δ(p − p0 )F (p; cos θ)φ` (~p0 )d3 (~p0 )
φ` =
|~p||~p0 |
φ0`

Z
=

1
δ(p − p0 )F (p; cos θ)[φ` (p0 )P` (~p0 · êz )]d3 (~p0 )
|~p||~p0 |

89

(4.38)

(4.39)

Performing the integral over the radial part (leaving the angular integral undone),
the δ-function restricts our value of p0 to that of p:
Z
1
0
δ(p − p0 )F (p; cos θ)[φ` (p0 )P` (~p0 · êz )]p02 dp0 d2 Ωs
(4.40)
φ` =
0
|~p||~p |
Z
0
(4.41)
φ` = φ(p) (p; cos θ)[P` (ês · êz )]d2 Ωs
Recalling from Eq. 4.34 that cos θ results from ês · êz , we can actually see that we
have
Z
0
φ` = φ(p) F (p; cos θ)P` (cos θ)d2 Ωs
(4.42)
Doing the angular part of the integral:
Z 2π Z π
0
φ` = φ(p)
F (p; cos θ)P` (cos θ) sin θdθdφ
0

φ0`

(4.43)

0

Z

π

F (p; cos θ)P` (cos θ) sin θdθ

= 2πφ(p)

(4.44)

0

Changing the variable of integration to cos θ:
Z −1
0
φ` = 2πφ(p)
F (p; cos θ)P` (cos θ)d(cos θ)

(4.45)

1

The Legendre polynomials are a complete set, and have the following orthogonality
property:
Z 1
2
Pj (x)Pk (x) =
δjk
(4.46)
2j + 1
−1
This relationship allows us to determine the form of F :
F (p; cos θ) =

∞
X
2` + 1
`=0

4π

P` (cos θ)

(4.47)

And inserting this form for F into Eq. 4.35, our expression for the scattering matrix,
S, is:
∞
X
1
2` + 1
0
0
(3)
0
S(~p, p~ ) − δ (~p − p~ ) =
δ(p − p )
P` (cos θ)
(4.48)
0
|~p||~p |
4π
`=0
Now, there is one small but very important part that I have so far neglected. Because
our initial wave, φ` , is an eigenstate, by conservation of angular momentum, so too,
will the scattered state, φ0` be. Since the scattering matrix is unitary, this means that
the norm of the Rwavefunction will not change, i.e. if for our initial wavefunction is
normalized (i.e. |φ` |2 d3 (x) = 1), the same is true for φ0` . This means that these two
wavefunctions can be related by a complex phase shift:
φ0` (~p) = φ` (~p)e2iδ` (p)
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(4.49)

This gives us
∞
X
2` + 1
1
0
δ(p − p )
P` (cos θ)e2iδ` (p)
S(~p, p~ ) − δ (~p − p~ ) =
0
|~p||~p |
4π
`=0
0

(3)

0

(4.50)

However, we need to make one slight adjustment. Since we know that in the limit
that no scattering occurs, i.e. when δ` = 0, we need to ensure that the scattered
portion of the scattering matrix (the ‘transferred’ part in Eq. 4.28) is zero. We can
simply shift the initial phase such that this is the case:
S(~p, p~0 ) − δ (3) (~p − p~0 ) =

∞
X

2` + 1
1
0
2iδ` (p)
δ(p
−
p
)
P
(cos
θ)
e
−
1
`
|~p||~p0 |
4π
`=0

(4.51)

This is our final expression for the scattering matrix in terms of an angular momentum
basis! We can see that when there is no scattering, i.e. θ = 0 and δ` = 0, S =
δ (3) (~p − p~0 ), which is effectively the identity matrix.11
We can now proceed to our final goal, which is to express the forward scattering
amplitude in terms of our angular momentum partial wave decomposition. Equating
the RHS of Eq. 4.32 to the RHS of Eq. 4.51 and solving for f :
∞
X

i
1
2` + 1
0
0
δ(|~p|−|~p |)
f (~p, p~ ) =
δ(p − p )
P` (cos θ) e2iδ` (p) − 1
0
2πp
|~p||~p |
4π
`=0
0

Integrating over both sides and using the |~p0 |= |~p| constraint from the Dirac δfunction, we can see factors of |~p| cancel:

f (~p, cos θ) =

∞

1 X
(2` + 1)P` (cos θ) e2iδ` (p) − 1
2ip `=0

(4.52)

(A good note on this expression from Shankar: The effect of the potential is to attach a
phase factor e2iδ` (p) to the outgoing wave. This factor does not change the probability
current associated with it and the balance between the total incoming and outgoing
11

This equivalence may seem a little sketchy, and that is because it is. It is worth mentioning
that the Dirac δ-function is not a matrix; it is a distributional so these things cannot be completely
equivalent. However, the notion of an integral kernel between function spaces can be generalized
by allowing the kernel to be a distribution; in this sense, the kernel of the identity transformation
(on various spaces) is δ(x − y), which can be viewed as a continuous version of the identity matrix
[60]. The Fourier transform is another example of such an integral kernel with which the reader is
undoubtedly familiar.
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currents is preserved. This does not mean there is no scattering, since the angular
distribution is altered by this phase shift.[61])
Low-` Scattering at Low Energies
In the NOPTREX experiment, we will only have to consider effects from ` = 0, 1 resonance
states. Why are we allowed to neglect resonances with ` ≥ 2? Exercise 19.5.1 in [61]
elucidates exactly this concept:
Show that for a 100 MeV neutron incident on a fixed nucleus, Imax ' 2. (Hint:
The range of the nuclear force is roughly 1 Fermi =10−5 Å. Also ~c ' 200 MeV·F is a more
useful mnemonic for nuclear physics.)
Angular momentum can be written as
` = kr0
where r0 is the nuclear radius and k is related to the neutron momentum, p , via p = ~k.
That means ` = ~p r0 . Starting with the known neutron (kinetic) energy, Tn , let us calculate
the neutron momentum:
p2
Tn =
= 100 MeV
2mn
mn = 939 MeV/c2
p
p = 2mn T
√
2mn T
`max =
r0
~
A reasonable estimate for a nuclear radius is one fermi:
r0 = 10−15 m = (1 Fermi (F))
We can simplify the algebra by using convenient units and the quantity ~c = 200 MeV F to
arrive at a dimensionless result:
p
2(939 MeV)(100 MeV)
r0
`max =
~c
p
2(939 MeV)(100 MeV)
`max =
(1F)
(200 MeV F)
`max =

433.5 MeV
(1F)
(200 MeV F)

`max = 2.165 ≈ 2
In the NOPTREX experiment, we are dealing with neutron energies very far below 100 MeV.
Our epithermal neutrons of interest are on the order of 1 eV, meaning that we don’t even
have to take ` = 2 into consideration. This is why we can truncate our discussions to sand p-wave (` = 0, 1) contributions—just enough to wring out the parity-violating physics of
interest, while still keeping the calculations much simpler than they otherwise could be.

4.2.4

The Optical Theorem

Now, let’s see what we can learn about our actual measurable, the cross-section!
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∞

1 X
f (~p, cos θ) =
(2` + 1)P` (cos θ) e2iδ` (p) − 1
2ip `=0

Factor out eiδ` (p) and push the factor of
more recognizable:

1
2i

inside of the summation to make things
sin(δ` (p))

z

}|
{
∞
iδ` (p)
−iδ` (p)
X
e
−
e
1
f (~p, cos θ) =
(2` + 1)P` (cos θ)eiδ` (p)
p `=0
2i
∞

1X
f (~p, cos θ) =
(2` + 1)P` (cos θ)eiδ` (p) sin δ` (p)
p `=0
Note that we have two different indices on the Legendre polynomials because we have
to include them in the summation:
∞
: 1(due to complex conjugation)

1 X
` (p)
2
2iδ`
(p)−2iδ
(2` + 1) P` (cos θ)P`0 (cos θ)
e e
sin2 δ` (p)
|f (~p, cos θ)| = 2
p `=0
2

To get the cross section, we integrate over all angles:
Z
σ=

Z
∞
1 X
2
2
(2` + 1) sin δ` (p) P` (cos θ)P`0 (cos θ)dΩ
|f (~p, cos θ)| dΩ = 2
p `=0
2

Z 2π Z 1
∞
1 X
2
2
σ= 2
(2` + 1) sin δ` (p)
P` (cos θ)P`0 (cos θ) sin θdθdφ
p `=0
0
−1
Performing the integral over φ, then substituting sin θdθ = d(cos θ):
Z 1
∞
2π X
2
2
σ= 2
(2` + 1) sin δ` (p)
P` (cos θ)P`0 (cos θ)d(cos θ)
p `=0
−1
Recall the orthogonality relationship for the Legendre polynomials (Eq. 4.46), which
2
gives us a factor of 2`+1
:


∞
1 X
2
2
σ= 2
(2` + 1)
sin2 δ` (p)
p `=0
(2` + 1)
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This is actually the differential cross section in terms of our angular momentum
decomposition!
∞
∞
X
4π X
σtot =
(4.53)
σ` = 2
(2` + 1) sin2 δ` (p)
p
`=0
`=0
Now, let us look at the special case of forward scattering with θ = 0, meaning
cos θ = 1. Our forward scattering amplitude is:
∞

1X
(2` + 1)P` (cos θ)eiδ` (p) sin δ` (p)
f (~p, cos θ) =
p `=0
And our cross section is
σtot

∞
4π X
(2` + 1) sin2 δ` (p)
= 2
p `=0

(4.54)

When θ = 0, cos θ = 1, so looking at our scattering amplitude:
∞

f (~p, 1) =

∞

1X
1X
(2` + 1) P` (1) eiδ` (p) sin δ` (p) =
(2` + 1)eiδ` (p) sin δ` (p)
|
{z
}
p `=0
p `=0
P` (1)=1

Now, let us expand the imaginary exponential using Euler’s formula:
∞

1X
f (~p, 1) =
(2` + 1) [cos (δ` (p)) + i sin (δ` (p))] sin δ` (p)
p `=0
We begin to see the similarity to the expression that we have for the cross section.
In particular:
∞
4π 1 X
(2` + 1) sin2 δ` (p)
(4.55)
σtot =
p p `=0
∞

1X
f (~p, 1) =
(2` + 1) [cos (δ` (p)) + isin (δ` (p))] sin δ` (p)
p `=0
Because we don’t see a cos δ` (p) term in the cross section, we can isolate the sin2 (δ` (p))
term by looking at only the imaginary part of f :
∞

Im(f (p, 1)) =

1X
(2` + 1) sin2 δ` (p)
p `=0
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(4.56)

And we see that this is exactly the portion of Eq. 4.55 highlighted in red. This means
that we can make the equivalence
σtot =

4π
Imf (θ = 0)
p

(4.57)

This is the Optical Theorem! But, what does it mean?
The optical theorem describes the special case of forward scattering when we are able
to directly relate the total scattering cross section—a quantity that we can actually
physically measure in the laboratory!—to the forward scattering amplitude. The reason that this is critically important is that we can choose to encode ‘whatever physics
we want’ in the forward scattering amplitude, so being able to simply relate a physically measurable quantity to the intangible theoretical structure is a strong draw
for an experiment that can do that (this is discussed more in Chapter 5.1 when we
describe the symmetry considerations in the construction of the forward scattering
amplitude).
I would like to stop right here and delve into a detailed discussion of what the optical
theorem actually means. “But what about the NOPTREX-specific theory?” you may
be asking. “When are we going to get to that?”
While it is tempting to assume that the reader knows all of these basics and therefore
I can jump straight into the NOPTREX-specific theory, the truth is that so much
of the theory relies so heavily on these more general, foundational concepts that by
discussing these concepts we are in fact discussing the NOPTREX theory. While
topics such as the optical theorem are often brushed over in coursework, having a
thorough physical intuition of what it actually means is not usually covered to the
extent that is needed for specializing in scattering experiments which are centered
around this concept. What I will do in this section is attempt to build an intuitive
physical picture for the reader of what partial-wave-decomposed scattering is, how
the optical theorem manifests within this scattering framework, and how we can use
it to investigate our specific physics of interest. In my opinion, there are two very
important concepts to understand in order to appreciate the optical theorem: 1) recognizing partial wave decomposition as a dispersion relation and 2) understanding the
direction of the flow of probability of the particle wavefunction to address questions
such as ‘why does the optical theorem not seemingly take absorption into account?’
I will do this by first discussing a few other systems. First, I would like to discuss the macroscopic idea of light traveling in a medium with a complex index of
refraction, which describes how light is both refracted and attenuated as it passes
through the medium. This will address the idea of dispersion as well as introduce
group and phase velocity as a function of the frequency of the light. Then, I would like
to look at this system at the molecular level, investigating how an electron bound in
a molecule reacts to an external oscillating electric field (such as an incident photon).
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This will lead us to a discussion of the forced, driven, damped harmonic oscillator
(FDDHO) and dispersion relations, which naturally introduces the idea of resonances
in physical systems. Resonance phenomenon can be related to the idea of absorption
in a system, which I will then tie back to the ideas of the complex index of refraction,
anomalous dispersion, and group velocity. I have included a flowchart to illustrate
these relations, as seen below in Fig. 4.7
Understanding the Optical Theorem
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Figure 4.7: This flowchart is meant to serve as a map of the concepts that I will go through so that it is
clearer why and how I am relating these concepts to the optical theorem.

So, let’s begin with a seemingly unrelated question: imagine that you are a child,
walking home from school one day, when suddenly some neighborhood bullies start
throwing rocks at you. What would you do? Most people’s first instinct would be
to duck behind something: a car, a fence, a tree; as long as it is solid and at least
the same size as you, it will do. Why is this instinctual? We know that the solid
object—say, a tree— will block the projectile rocks. They will either bounce off of
the trunk of the tree and ricochet off in many directions, or, if the thrower’s aim
is bad enough, they will go sailing by the sides of the tree. What they cannot do,
however, is pass through the tree. In classical scattering, such as shooting a bunch of
BB pellets at a hard sphere, we expect to see a ‘shadow’ behind the scatterer because
it is classically forbidden for particles to pass through the object.
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R
“shadow”
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Figure 4.8: Ducking behind a tree
to avoid being hit by rocks thrown
from one direction is a sensible tactic; since rocks cannot penetrate the
tree trunk, there is a ‘shadow’ behind the tree where you would be
safe.

Figure 4.9: In the classical case of scattering BBs at a hard
sphere, BBs can ricochet in many different directions depending
on their impact parameter, but if one were to hang a ‘screen’
behind the sphere, there will be a circular shadow (of area πR2 )
behind the sphere where no BBs would be able to strike.

However, with quantum mechanical scattering, there is always the chance that an
incident particle will not interact with the scattering object, which means that there
are two possibilities for what can happen: Either an incident particle interacts with
the potential and is scattered (its phase is shifted, including phase shifts in the forward
(θ = 0) direction), or it is transmitted through the scatterer without being affected.
It is the interference of these two phenomena which produces the equivalent ‘shadow’
in quantum scattering. By conservation of probability, the sum of the scattered wave
and the transmitted wave must be 1.
There is a good reason to refer to this phenomenon as the optical theorem, as it has
many analogs with electromagnetic (photonic) scattering. We can impose causality
on a scattering process by making the claim that a particle cannot be scattered until
it interacts with the scatterer. If we define the time at which the scattering interaction happens to be t0 = 0, then the trajectories of the ‘scattered’ particles only exist
for t > 0. The transformation from the trajectory of the incident particle to the scattered particle’s trajectory is the ‘response function’ of this system. It describes the
response of the particle to the interaction/impulse imparted on it by the scattering
potential. If such a response function is defined only for positive time (t > 0), then its
Fourier transform exists only in the upper-half plane in frequency space. This means
that the Fourier transform satisfies the Cauchy-Riemann conditions and is therefore
analytical; being analytical in the upper-half plane means that the Cauchy-Riemann
conditions coincide with the Kramers-Kronig relations, given below (following notational convention from Jackson’s Classical Electrodynamics [62], Ch. 7):
Z ∞
Im((ω 0 )/0 ) 0
1
dω
(4.58)
Re((ω)/0 ) = 1 + P
π
ω0 − ω
−∞
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Figure 4.10: This diagram shows a plane wave incident from the left (traveling in the n̂inc direction)
impinging on a spherical point particle and the resulting spherical waves. The dashed lines represent the
maxima of a wave while the solid lines represent the minima. The scattered wavefunction is a result of the
interference of these two wavefunctions.

1
Im((ω)/0 ) = − P
π

∞

Z

−∞

Re((ω 0 )/0 ) − 1 0
dω
ω0 − ω

Which can be rewritten to span only positive frequencies:
Z ∞ 0
2
ω Im((ω 0 )/0 ) 0
Re((ω)/0 ) = 1 + P
dω
π
ω 02 − ω 2
0
2ω
Im((ω)/0 ) = − P
π

Z

∞

0

Re((ω 0 )/0 ) − 1 0
dω
ω 02 − ω 2

(4.59)

(4.60)

(4.61)

This is where the analogy with photonic (optical) scattering congeals. In optics, the
Kramers-Kronig relations can be used to relate the real and imaginary portions of a
complex index of refraction, ñ, which can be decomposed into a real and imaginary
part: ñ = n + iκ. n is the usual index of refraction, which is related to the phase
velocity of the propagating wave in a given medium (normalized to the speed of
light, c). κ is known as the attenuation coefficient (sometimes also referred to as the
absorption or extinction coefficient) and describes the portion of the wave that is lost
by dissipation in the medium.
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I would like to point out the similarity in two equations that we have seen so far:
the complex index of refraction and the expression of S formulated in terms of the
scattering amplitude, f :

ñ = n + iκ
S = δ (3) (~p − p~0 ) + δ(|~p|−|~p0 |)

i
f (~p, p~0 )
2πp

Recasting this expression for S (and admitting a very liberal usage of the equals sign):


f (~p, p~0 )
S = I+i
liberally
2πp
These two expressions bear striking resemblance to one another. From this, we can
conceptually relate the scattering amplitude, f , to the attenuation coefficient, κ.
Again, this makes sense, since the scattered portions of the wavefunctions are ‘lost’
from the direction of the incident beam (the portion described by I matrix), creating
a ‘shadow’ in the forward scattering direction due to the interference of the unaffected
incident wave and the scattered (phase shifted) wave.
However, this raises an extremely important question: What about absorption? In
our neutron-nucleus scattering experiments, we know that some portion of the neutron beam is lost to absorption by the target nuclei. So, the particles that ‘disappear’
in the θ = 0 forward scattering direction actually have two places where they can go
missing. They can be scattered out of the forward scattering direction, or they can
be absorbed by the nucleus. The optical theorem only seems to take into account the
scattering amplitude–is it glaringly incomplete? Why does the optical theorem
not take the possible absorption of a particle into account?
Ah, but it does. It is just somewhat sneaky about it. Going back to the idea of
actual photonic (electromagnetic) wave interference, we recall the principles of phase
vs. group velocity. For a given wave packet made from the superposition of many
individual waves, the group velocity is the speed at which the wave packet (i.e. the
‘envelope’) propagates through a medium; the phase velocity is the rate at which any
one of the constituent waves of a given frequency propagates through the medium.
It turns out that, if the conditions are just right, one can actually have a negative
group velocity. We define the group velocity of a wave packet as:
vg ≡

c
ng

(4.62)

where c is the speed of light in a vacuum and ng is the group index. Because the
wave packet is comprised of many waves of varying angular frequencies, ω, the group
index describes the effective index of refraction for the wave packet. We write this
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as:

dn
(4.63)
dω
This equation makes sense: the index of refraction for the group is the baseline index
of refraction, n, with small corrections to the index of refraction being made as the
dn
term.
frequency varies. These small corrections are provided by the ω dω
ng = n + ω

As we can see from the equations above, if somehow the group index were to become negative, then the group velocity would also be negative, meaning that our
signal wave packet would travel backwards. From Eq. 4.63, we see that one way
dn
term is negative (and
that a negative group index could be achieved is if the ω dω
overpowers n). What could cause this to be negative?
Because only positive frequencies make physical sense (i.e. ω cannot be negative), the
dn
dn
dn
can only be negative if dω
is negative. dω
is describing the how the index
term ω dω
of refraction is changing as a function of frequency. The index of refraction is a description of how quickly light travels in a given medium in comparison to the speed of
light in a vacuum. The more difficult it is for light to pass through something means
that the light is interacting more with the medium surrounding it.12 When would
we expect the interaction as a function of frequency to be changing very rapidly? In
the region of a resonance phenomenon! But how can we relate the passage of light
through a medium to resonance phenomenon? Let us think about this system on a
smaller, more molecular scale...
4.2.5

A Brief Foray into Dispersion Relations: Example of a Dipole
~ Field
Molecule in an External E

Again, one of the reasons that I wanted to take this detour into slightly more classical physics is to provide an intuition for what is happening in our quantum nuclear
scattering situation. Dispersion relations are descriptions of how waves of different
frequencies or wavelengths will propagate through a given medium. They are often
encountered for the first time in an introductory mechanics course when describing
a system such as a network of masses connected by springs. Such a system is very
helpful in being able to picture the physical phenomenon of waves of different frequencies propagating through the system. Dispersion relations are then revisited in
an electrodynamics course when talking about how electromagnetic waves propagate
through media such as dielectrics or conductors. Because classical electromagnetism
is a little bit closer in nature to quantum systems, I will briefly give an example which
I find to be particularly illustrative because it straddles the line between classical and
quantum: the excitation of a dipolar molecule in an external, oscillating electric field.
The reason that I am choosing this particular system is because the bonds between
12

I have a tendency to simplistically think of how much a particle wants to interact with the
medium as how ‘sticky’ the scatterer/scattering media is. The larger the cross-section, the ‘stickier’
something is. To me, this helps rid one of the misinterpretation of the cross-section as a geometric
area and more about the nature of the interaction itself.
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atoms in a molecule provide important restoring and damping forces relevant to our
discussion. That’s right, we are revisiting our old friend from undergrad: the forcedriven damped harmonic oscillator (FDDHO).

Figure 4.11: The Morse potential, shown here in blue, is commonly used to describe the molecular
potential


that an electron bound to a molecule experiences. It is described by the equation V (r) = V0 1 − e−a(r−r0 ) .
We can see that for very small displacements, the Morse potential can be approximated as a harmonic
oscillator, shown in orange. (Of course, for larger displacements, this quickly becomes an anharmonic
oscillator.)

Let us begin with the very basic: a harmonic potential V (~r) which creates a linear
restoring force, Frestore . For notational simplicity, let us look at this in one dimension
so that ~r → r. In addition, the restoring force (and the other forces involved) will
depend only on the displacement from the center of the potential, (r − r0 ). For now,
I will choose r0 ≡ 0 (but the problem could be equivalently written with a variable
such as r0 = r − r0 . I just don’t want to write all of that out to keep the mathematics
cleaner. The one-dimensional nature also means that I can write partial derivatives as
total derivatives, but I shall keep the partial derivative notation). Such an interaction
is often modeled using the Morse potential:

V (r) = V0 1 − e−k(r−r0 )
(4.64)
where V0 is the depth of the potential well, r0 is the (RMS) distance of the electron
from the bonding site, and k is a parameter that describes the ‘stiffness’ of the bond,
much like the usual spring constant.13
The situation that I want to examine is that of a particle in a harmonic potential
which is experiencing both an external damping force and an external driving force.
I will write this in the form of Newton’s Second Law as:
13

Recall that one can perform a Taylor expansion on a potential such as this to find what is an
analog to an effective spring constant.
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F~ = m~a
With our three contributions from the harmonic restoring force, the velocity-dependent
damping force, and the external driving force (due to an oscillating electric field), we
have:
 2 
∂ ~r
~
~
~
(4.65)
Frestore + Fdamp + Fext = m
∂t2
Let’s start with the simplest case first, and solve for the motion of an undamped (free)
harmonic oscillator. Then we shall add in a damping force, see how the resulting
motion changes, and then finally, include the external driving force and solve for the
complete system. We can write our simple harmonic potential, V (r), as
1
V (r) =
2



∂ 2V
∂r2



1
(r − r0 )2 = kr2
2

(4.66)

where k quantifies the ‘stiffness’ of the restoring force. Such a potential leads to a
restoring force of:


∂V
F~restore = −
= −kr
(4.67)
∂r
In the absence of a damping force and external force, we will have the simple differential equation of motion:
 2 
∂ ~r
m
= −kr
(4.68)
∂t2
Writing this in the homogeneous form, we have:
 2 
∂ ~r
+ kr = 0
m
∂t2

(4.69)

Which has a general solution of

r(t) = A sin


 
k
k
t + B cos
t
m
m

(4.70)

k
The quantity m
has dimensions of s−1 two properties intrinsic to this system, so we
often write this as ω0 , the fundamental frequency of the harmonic system. To simplify
our solution in Eq. 4.70 , we choose the convention that F~restore (t = 0) = 0, meaning
that we can choose B = 0 without any loss of information, leaving us with the very
familiar solution to the simple harmonic oscillator:

F~restore = A sin(ω0 t)
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(4.71)

Now, let us include a damping force which is proportional to the velocity of the
), where the constant b describes how much drag the damping
particle, F~damp = b( ∂r
∂t
force exerts. So now our equation of motion is
 2 
 
∂ ~r
∂r
m
=
−kr
−
b
(4.72)
∂t2
∂t
In the homogeneous form:

m

∂ 2~r
∂t2




+b

∂r
∂t


+ kr = 0

(4.73)

The solution to this differential equation can be found using exponential function.
The general solution is



2 !1/2
b
b
t
 e− 2m
r(t) = A sin  ω02 −
(4.74)
2m
This looks a little messy, so we can recast it a little more cleanly as:
r(t) = A sin(Ω0 t)e−γt

(4.75)

b
Where Ω0 = (ω02 −γ 2 )1/2 is known as the ‘reduced’ or ‘effective’ frequency and γ = 2m
is like the effective drag; the larger b is, the greater the drag, but conversely the larger
m is, the more inertia the particle will have, therefore being less affected by the drag
force.

The advantage of casting our equation in the form of Eq. 4.75 is that we can now
clearly see the behavior of the function as a sinusoidal oscillation enveloped by an
exponentially decaying envelope function. This solution is the response to giving an
initial brief impulse (I think of it as ‘punching’ the system) to the system and watching it return to rest at the equilibrium position.
But, what if instead of a single initial punch to the system, we now apply an external, oscillating force which ‘drives’ our system? In this example of an electron
in a molecular potential, we have an external oscillating electric field acting on our
electron. If, by convention, I choose to have Fext 6= 0 at t = 0, I can write my external
force as
Fext = eE0 cos(ωt)
(4.76)
Note that the lack of subscript on ω is because it is a variable, not a constant (unlike
ω0 ). ω represents the frequency of the external driving force. With the addition of
Fext , our differential equation is
 
 2 
∂r
∂ ~r
+b
+ kr = eE0 cos(ωt)
(4.77)
m
2
∂t
∂t
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Dividing out m and repackaging variables:
 
 2 
∂r
eE0
∂ ~r
+ 2γ
+ ω02 r =
cos(ωt)
2
∂t
∂t
m

(4.78)

A solution to this equation is
(eE0 /m) cos(ωt + φ)
r(t) = A cos(ωt + φ) = p 2
((ω0 − ω 2 )2 − 4γ 2 ω 2 )

(4.79)

This particular solution can be a little tricky to get to, but I wanted to work it
out explicitly here to ensure absolute internal consistency with notation and sneaky
factors of 2. You will see what I mean.

The following is the explicit work (including all algebra) to arrive at this
solution. You may not need this, but the discussions may be helpful. If
you want to skip, go to Eq. 4.93 (← click here if viewing as PDF)
r̈ + v ṙ + ω02 r = ω02 A cos(ωt)

(4.80)

We assume a solution of the form r = a cos(ωt − φ) where A, ω are the amplitude
and frequency of the external driving force, φ is the phase difference between the displacement of the particle and the direction of the driving force. This is also sometimes
referred to as the ‘phase lag‘ of the response. I will use the convention that A is the
amplitude of the external driving force and a is the amplitude of the system’s response
to the driving force. Given this form for r, we can calculate its time derivatives:
ṙ = aω(− sin(ωt − φ))

(4.81)

r̈ = aω 2 (− cos(ωt − φ))

(4.82)

Plug in these forms of ṙ and r̈ into Eq. 4.80:
−aω 2 cos(ωt − φ) − a2γω sin(ωt − φ) + ω02 a cos(ωt − φ) = ω02 A cos(ωt)

(4.83)

Group terms:
a(ω02 − ω 2 ) cos(ωt − φ) − a2γω sin(ωt − φ) = ω02 A cos(ωt)

(4.84)

Now, we want to be able to compare apples to apples, so we want to find a way to
write all of our oscillating terms in terms of ωt only–no φ in the arguments. We can
use the trigonometric identities:
cos(αx − β) = cos(αx) cos(β) + sin(αx) sin(β)
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sin(αx − β) = sin(αx) cos(β) − cos(αx) sin(β)
to rewrite Eq. 4.84:
sin(ωt−φ)

cos(ωt−φ)

z
z
}|
{
}|
{
a(ω02 −ω 2 ) [cos(ωt) cos φ + sin(ωt) sin φ] −a2γω [sin(ωt) cos φ − cos(ωt) sin φ] = ω02 A cos(ωt)
(4.85)
Grouping like terms again:




a(ω02 − ω 2 ) cos φ + a2γω sin φ − ω02 A cos(ωt)+a (ω02 − ω 2 ) sin φ − 2γω cos φ sin(ωt) = 0
|
|
{z
}
{z
}
coefficient 1

coefficient 2

(4.86)
In order for the above equality to be true, we require that both of the coefficients to
the sine and cosine terms are individually zero. In other words:


a(ω02 − ω 2 ) cos φ + a2γω sin φ − ω02 A = 0

(4.87)



a (ω02 − ω 2 ) sin −2γω cos φ = 0

(4.88)

Where do we go from here? Well, what are we trying to solve for, again?
The behavior of the particle in response to the external driving force! That means
we assume that A and ω will be given (i.e. ‘for a given driving force,’ which will be
parametrized by its amplitude and frequency (A, ω)). So we will want to know what
the amplitude of the particle oscillation is as a function of the driving force, and
we will want to know how out of phase the displacement of the particle is relative
to the direction of the driving force.14 So, we want to solve for a and φ!
We have two equations and two unknowns, so we can solve for both a and φ. We can
first use Eq. 4.88 to solve for the relative phase lag, φ. From the second equation,
a is an overall multiplier and cannot be zero, so we look at the term in the brackets
and solve for φ:

 2
(ω0 − ω 2 ) sin −2γω cos φ = 0

(ω02 − ω 2 ) sin φ = 2γω cos φ

14

At low frequencies, the driving force and the response of the system are in phase; at high
frequencies they are 180◦ out of phase. The most helpful physical demonstration of this phenomenon
that I have ever found was to loosely hold a pencil (or ruler) between my index finger and thumb,
then slowly move my hand back and forth in an oscillatory motion. At low frequencies, the end of
the pencil furthest from my hand was tilted in the same direction as the motion of my hand. At
high frequencies, the end of the pencil always swung out in the direction opposite of my hand.
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Divide both sides by cos φ:
(ω02 − ω 2 )

sin φ
= 2γω
cos φ

2γω
− ω2)
Which leads us to an expression for the phase lag, φ, as a function of the driving
frequency, ω.


2γω
φ = arctan
(ω02 − ω 2 )
tan φ =

(ω02

Now, we can turn to Eq. 4.87 and use the known expression for φ to solve for the
response amplitude of the particle, a. However, let’s take a quick aside for some
trigonometric identities:
Starting with the identity
sin2 (x) + cos2 (x) = 1
Factor out cos2 (x) from RHS:

cos2 (x) tan2 (x) + 1 = 1
cos2 (x) =

So

1
(tan2 (x) + 1)

1
cos(x) = p
2
(tan (x) + 1)

(4.89)

1
1
cos(arctan(x)) = p
=p
2
(x2 + 1)
(tan (arctan(x)) + 1)

(4.90)

And similarly, we will also find:
sin(arctan(x)) = √

x
1 + x2

(4.91)

I chose to solve for these identities because our phase is of the form φ = arctan(x),
and tan2 (arctan(x)) = x2 , which will make for convenient algebra in a moment.
So, let us use these identities (Eqs. 4.90 and 4.91) to help unpackage φ in Eq. 4.87,
noting x = ω22γω
. Plugging in and performing the algebraic simplification:
−ω 2
0



a(ω02 − ω 2 ) cos(arctan(x)) + a2γω sin(arctan(x)) − ω02 A = 0


a

(ω02


1
x
− ω )√
+ 2γω √
= ω02 A
2
2
1+x
1+x
2
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(4.92)

√


a (ω02 − ω 2 ) + 2γωx = ω02 A 1 + x2

√
2γω
a
+ 2γωx = ω02 A 1 + x2
x



√
1 + x2
= ω02 A 1 + x2
a2γω
x


√
ω02 A 1 + x2 x
a=
2γω(1 + x2 )

a= √

ω02 A
x
2
1 + x 2γω

ω2A
2γω
a= √ 0
2
1 + x2 (ω0 − ω 2 )2γω
a= √

ω02 A
1
2
1 + x2 (ω0 − ω 2 )

ω02 A
a= p 2
(ω0 − ω 2 )2 (1 + x2 )
a= r

ω02 A
(ω02 − ω 2 )2 + (ω02 − ω 2 )2



2γω
(ω02 −ω 2 )

2

Unpacking x and simplifying to get our final expression for the response amplitude,
a:
ω02 A
a= p 2
(ω0 − ω 2 )2 + (2γω)2
Yay!

So after all of that, our results for the FDDHO are:
ω02 A
a= p 2
(ω0 − ω 2 )2 + (2γω)2
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(4.93)


φ = arctan

r(t) = A cos(ωt + φ) = p

2γω
2
(ω0 − ω 2 )



ω02 (eE0 /m)
((ω02 − ω 2 )2 − 4γ 2 ω 2 )

(4.94)

cos(ωt + φ)

(4.95)

Let us look specifically at the weakly damped case, where the driving frequency of the
external force, ω, is approximately the same as the undamped resonant frequency, ω02 .
This means that the reduced drag coefficient will be much smaller than the resonant
frequency. So we are looking at the case where ω ≈ ω0 and γ << ω0 . Looking first
at the ω02 − ω 2 term in the denominator, we can write this as
(ω02 − ω 2 ) = (ω0 + ω)(ω0 − ω)

(4.96)

Because ω is very close to ω0 , we can write the first term approximately as ω0 + ω ≈
2ω0 . We don’t do this for the (ω0 − ω) term to avoid a trivial statement.
ω 2 (eE0 /m) cos(ωt + φ)
r(t) = p 0
(2ω0 (ω0 − ω))2 − 4γ 2 ω 2 )

(4.97)

Because ω ≈ ω0 and γ is not of comparable size to the value of ω0 , we can rewrite
γ 2 ω 2 → γ 2 ω02 and then factor out 4ω02 from underneath the radical:
ω 2 (eE0 /m) cos(ωt + φ)
ω02 (eE0 /m) cos(ωt + φ)
p
r(t) = p 0
→
2ω02 (ω0 − ω))2 − γ 2 )
(2ω0 (ω0 − ω))2 − 4γ 2 ω02 )

r(t) =

(eE0 /m) cos(ωt + φ)
p
2 (ω0 − ω)2 − γ 2 )

(4.98)

(4.99)

Was this derivation too easy? Should we make it more.....complex?
The answer to this question is yes, of course (and oxymoronically, the complex solution
is much simpler.)
Let’s return to the initial differential equation that we were trying to solve:


∂ 2~r
∂t2




+ 2γ

∂r
∂t



+ ω02 r =

eE0
cos(ωt)
m

(4.100)

Now, instead of assuming the oscillatory solution r(t) = A cos(ωt − φ), we shall write
this oscillation in terms of a complex exponential. So, we assume the solution:
r(t) = r0 ei(ωt−φ) = r0 e−iφ eiωt = r˜0 eiωt
| {z }
r̃0
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(4.101)

Where we note that r0 is a complex quantity because we have absorbed the imaginary
phase lag e−iφ into it.
Now, we compute the derivatives:
ṙ˜ = (iω)r˜0 eiωt
r̈˜ = (iω)2 r˜0 eiωt
Plugging these into our differential equation:
(iω)2 r˜0 eiωt + γ(iω)r˜0 eiωt + ω02 r˜0 eiωt =

eE0 iωt
e
m

(4.102)

Note that the eiωt factors cancel out from all terms, leaving us with:
r˜0 =

"

eE0
1
2
m ω0 − ω 2 + iγω

This is very important to note!

(4.103)

"

There are two common forms in which one often sees the
Lorentzian/Breit-Wigner lineshapes written. Both have been
derived above. The disctinction is that one of the solutions is
completely real, while the other is written in complex notation. This
is not always clearly mentioned in literature and can cause confusion
for some students when trying to compare expressions from different
resources.
ω 2 (eE0 /m)
cos(ωt + φ)
Real: r(t) = p 2 0
((ω0 − ω 2 )2 − 4γ 2 ω 2 )
Complex: r˜0 (t) =

eE0
1
eiωt
2
m ω0 − ω 2 + iγω

Important to note that the phase lag φ is explicitly written in the
real expression for r, whereas it is encoded in the complex quantity,
r̃0 . Note that if we take the real part of r˜0 (t) that it coincides with
the expression for r(t).

Going back to our initial system, we wanted to understand the motion of an electron bound in a molecule which is experiencing a force due to an external, oscillating
electric field. This sounds awfully familiar to our earlier situation of a photon (which
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is an oscillating electromagnetic field) propagating through a material with a complex index of refraction...a material which is made up of molecules. It is known from
classical electrodynamics that the propagation of (the electrical component of) an
electromagnetic wave through a medium is dictated by the electric permittivity of
the medium,  (where  = 0 in vacuum). Different materials exhibit different permittivities depending on their molecular makeup, as the permittivity is a measure of how
easily polarizable a material is. If we think about an electron bound in a molecule
in the material and how it will move when pushed on by the oscillating electric field,
we can think about the contribution that one electron makes to the permittivity of
the material. Since permittivity is a measure of polarizability, this suggests that we
calculate the electric dipole moment of a single electron. The dipole moment of an
electron bound in a molecular (e.g. Morse-like) potential in a time-varying external
~
electric field, E(t),
is
p~ = −e~r =

1
e2
~
E(t)
2
m ω0 − ω 2 − iωγ

(4.104)

where ω0 is the binding frequency (related to the binding energy) of the electron to
a given molecule15 . The complex nature of the dipole moment just means that there
is a phase lag (time delay) between the external field that is driving the system and
the response of the electron. The real part of this dipole moment corresponds to
the actual motion of the electron, while the imaginary component corresponds to the
field that is being absorbed by the electron–adding stored potential energy to the
electron–which can eventually be converted into the kinetic energy of the electron
motion and/or dissipated into the material. So where does the resonance effect come
into play for our complex index of refraction scenario?
It seems that the large majority of physicists picture the Bohr model of the atom
in their minds when discussing photon absorption/emission.16 This toy model is very
useful and intuitive in picturing energy level transitions, as it is relatively straightforward to imagine an incoming photon (either as a particle or as a little wiggly
sinusoidal energy wave) ‘hit’ a localized electron in one of the concentric orbitals and
kick it up into the next excited state. This model is robust enough for most purposes,
but it does obfuscate the underlying resonance phenomenon at work. Instead, if we
were to think of the electron not as a small particle but as diffuse, oscillating clouds
of probability surrounding a nucleus, this effect becomes more evident. For example,
the position of an electron in an ` = 1 p-orbital exhibits multiple lobes of probability;
as the electron’s probabilistic position oscillates in time, each lobe oscillates between
positive and negative charge with some frequency, fe . The charge of a lobe is more
negative when the position of the electron is more likely to be measured there, and
15

This makes sense that the permittivity would blow up at the binding frequency ω0 = 0, because
this is when the electron essentially becomes a free electron in that it can move in such a way relative
to the external electric field that it would have a ‘shielding’ effect at that particular frequency—much
like free electrons on the surface of a conductor.
16
I canvassed about 20 people and the results were unanimous (in my sample group, at least).
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𝛾! amplitude

more positive when it is likely not. To illustrate this, Fig. 4.2.5 shows a simple porbital at different points in time. Superimposed on this plot is the amplitude of the
electric field component of an incident photon.

𝑓=

_
+

+
_

𝑐
𝜆

_
+

+
_

𝛾𝐸

time
Figure 4.12: As a conceptual example, the plot above shows a two-lobed p-orbital electron cloud at different
points in time. For an electrically neutral atom, as the probability of the electron position oscillates with
time, the charge density of the orbitals also oscillates. The position of the electron carries the negative charge
density with it, and the positive charge density is caused by the unshielded nucleus. The charge density
of the lobes oscillates with time, as shown in the plot above. If the frequency (and phase) of an incident
photon happens to match the frequency with which this charge density oscillation occurs, a resonance effect
can occur.

If the frequency of the photon oscillations matches the natural frequency with which
the electron probability oscillates, ω0 , this causes a resonance effect where the energy
of the electric field is imparted into the electron field itself and excites the electron
to the next energy level. This is seen in Fig. 4.13, where the incident photon excites
an electron in a p-orbital energy level to a d-orbital (e.g. 2 p →3 d).
If 𝑓! = 𝑓" , resonance absorption will excite the electron

𝛾#

Figure 4.13: An incident photon whose frequency fγ matches that of the electronic oscillations in an
atomic system, fe , can result in a resonance effect in which the atomic system absorbs energy (and angular
momentum) from the photon and is driven to an excited state. In this case, we see the p-orbital is excited
to a d-orbital.
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Now, another reason that I chose this system is because we can extend the idea
from the microscopic ‘one electron in a molecular potential’ to the idea of many
electrons bound to many molecules in the bulk material. This introduces the concept
of the oscillator strength, a dimensionless quantity which describes the probability of
a given quantum mechanical transition occurring. The ability for a quantum system
to transition from one state to another not only depends on the amount of energy
required to make the transition but also on the quantum-mechanically determined
probability of the specific transition. These probabilities are influenced by factors
such as The oscillator strength is defined as (following notational convention of [63]):
2mωij
|~rij |2
(4.105)
3~
where ωij = (Ei − Ej )/~ and ~rij is the expectation value of the overlap of two states
(given by hψi |r̂|ψj i). Note that ωij can be either positive or negative, signifying
absorption and emission processes, respectively. The oscillator strengths obey the
sum rule:
X
fij = 1
(4.106)
fij =

i

where the sum is performed over all states, including the continuum. Oscillator
strength as a measure of the relative likeliness of a transition encodes the idea that
when an electron is bound to a molecule and acts as ideal harmonic oscillator that the
probability of the electron transition would have an oscillator strength of 1. We will
find these properties to be highly relevant to the nuclear resonance state description.
The concept of the oscillator strength and of the relative strengths of certain resonance
peaks can also be thought of as a description of the number of ‘types’ of particles in a
given state, as this would affect the likelihood or ratio of seeing a particular transition.
So we can introduce a simplified notion of the oscillator strength, which relies solely
on the number of electrons of a given ‘type’ in a molecule/unit volume. By ‘type’
of electron, I mean that given a molecule’s particular bond structure and electronic
configuration, one would observe electrons with different ground state energies and
resonant energies. So the oscillator strength for a given ‘type’ of electron is a measure
of the fraction of that type of electron in the bulk material:
fi =

Ni
Ntot

(4.107)

Because the oscillator strength acts as a scaling factor for the relative strengths of
different resonances, we can write our full expression for the total dipole moment as:
p~ =

e2 X
fi
~
E(t)
2
m i ω0 − ω 2 − iωγ

(4.108)

Plotting the complex function r̃0 (recalling that our dipole p~ ∝ r̃0 ), we can examine
the behavior of the electron/molecular potential system on resonance.
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(a) The real part of r̃0 with 5 different values of the damping constant, γ.

(b) The imaginary part of r̃0 with 5 different values of
the damping constant, γ.

(c) The real part of r̃0 (with constant γ = 0.1), but with (d) A qualitative example of a region of resonances, each
5 different values of the oscillator strength, f .
resonance having different values of ω0 , γ, and f . The two
plots here have been offset for readability.

Figure 4.14: The above figures show the real and imaginary parts of the complex function, r̃0 . The axes
of these graphs are all in arbitrary units, though the plots shown in figures (a) and (b) are scaled to one
another, and the two functions shown in (d) are scaled to each other.

The real part of the function shows the amplitude of the electron’s motion as a function of frequency as seen in Fig. 4.14a This is not to be confused with the absolute
motion of the electron, as the actual motion of the electron is the product of this
amplitude and a sinusoidal function, as seen in Eq. 4.98. The complex nature of the
motion is encoded in the abrupt switch from a positive to negative amplitude, as this
is when the electron displacement is out of phase with the direction of the driving
force (Fig. 4.14b). The imaginary part of the electron ‘motion’ describes the energy
deposited into the electron that does not immediately go towards displacement. This
absorbed energy can go towards electronic excitations or, in an atom that is not free,
(e.g. bound in a solid) this energy can go into excitations in the lattice and dissipate
into heat released in the material, which of course makes sense; we can all picture
a windowpane becoming warm to the touch if the sun has been shining on it. Fig.
4.14c shows a single resonance with a fixed value of the damping coefficient but for
four different oscillator strengths. This demonstrates how a given resonance could
appear larger or smaller due to the number of electrons in a given resonance state
interfering constructively and amplifying the observed response. Note that this does
not affect the overall shape of the resonance as does varying the damping coefficient,
as seen in Fig. 4.14b. And finally, Fig. 4.14d shows the real and imaginary parts of
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(a) The incident plane wave, moving from left to right.

(b) Superposition of the incident and scattered waves.

Figure 4.15: The left figure shows the incident plane wave, traveling from left to right, whereas the right
figure shows the superposition of the incident plane wave with the resulting scattered wave after scattering
from an object located in the center of the image. The light and dark regions represent maxima and minima,
respectively. Images courtesy of [3]

the resonance phenomenon superimposed on the same graph for a resonance region
exhibiting four resonances at different resonant frequencies and with different damping coefficients and oscillator strengths.
Now, I know that it has been quite a detour, but returning to our discussion of
the complex index of refraction and its relationship to the group and phase velocity
of the electromagnetic waves passing through a dissipative medium, we will begin to
see the correlations between this system and our nuclear scattering system. Recall
from Eq. 4.63 that the definition of the group velocity includes a term proportional
dn
to dω
:
−1

dn
νg = c n + ω
dω
This means that in a region where the index of refraction is changing very rapidly as
a function of frequency, the second term in the above equation can dominate, leading
to a negative group velocity. Given that the more light is absorbed by a material,
the harder it is for light to pass through the material and therefore the greater the
opacity of the material. This means that the index of refraction changes quickly
in the region where more light is dissipated into the material. This is a resonance!
Looking at Fig. 4.14b, we can see that the rate at which energy is absorbed (i.e. the
index of refraction is changing) changes drastically as a function of frequency. We
can therefore see that the phenomena of absorption and negative group
velocity are extremely correlated!
This gets us back to our original question: does the optical theorem take absorption
into account? The answer is encoded in the complex forward scattering amplitude.
The imaginary portion of f includes the ‘dissipative’ terms, i.e. the incident scattering particles that are absorbed by the target nucleus. Let’s look at this phenomenon
graphically:
What I would like to emphasize in Fig. 4.15b is the blurry, cone-shaped region on the
right-hand side of the image, centered around the θ = 0 forward-scattering direction.
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We can see that this region is somewhat ‘dimmer’ than the rest of the region beyond
the scattering site (i.e. the right half of the image), with the exception of a few stripes
of interference—for example, the two stripes located at roughly θ = ±30◦ . These
regions are of critical importance in our scattering theory. The dim region directly in
the forward scattering region is the quantum mechanical analog of a ‘shadow.’ This
effect is also known as ‘extinction.’ Fig. 4.16 shows the juxtaposition of the classical
hard sphere scattering system and the quantum mechanical scattering system. The
region behind the sphere where no BBs would be able to strike is like a shadow being
cast by the sphere and it is straightforward to see how the dimmed region in front
of the quantum scatterer can be considered to be a shadow cast by the scatterer—
of course, the probability of a particle to strike the shadowed region in the forward
direction is nonzero, unlike its classical counterpart.

“shadow”
cast on
screen

Figure 4.16: This figure shows a comparison between a classical hard-sphere scattering system and a
quantum mechanical scattering system. Assuming the incident BBs/particles come from the left, if one were
to put a screen behind the scattering objects, one would see a corresponding ‘shadow’ cast in the forward
scattering direction on both screens. Second image courtesy of [3]

It is often tempting to chalk this extinction up to solely interference effects scattering
particles out of the beam, but this is not quite correct. This is where we return
to our discussion of group and phase velocity and the importance of the dimmed
‘stripes’ of probability we see in our quantum scattering system. These stripes are
where the absorption effect is hidden, as they are in fact small, inwardly-directed
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streams of probability. This can be demonstrated graphically. Fig. 4.17 below shows
the quantum scattering system overlaid with a phase diagram. For both the incident
plane wave and the spherical scattered wave, the maxima of each wave is denoted
with a dotted line while the minima are denoted with a solid line. A line has been
drawn for a few different scattering angles, labeled θ1 , θ2 , θ3 . The forward scattering
angle is denoted θ0 = 0◦ . For a given scattering angle, θ, a line has been drawn
in the direction of that angle. At each point where the maxima or minima of the
incident plane wave intersects this line a white dot is shown, whereas a red dot marks
the intersection of the maxima and minima of the spherical scattered wave with the
scattering angle direction.

Figure 4.17: In this diagram, the peaks and troughs of both the incident plane wave and of the scattered
spherical wave are shown. Along four different angles, θi , the intersections of the scattering angle vector
and the extrema of a wave is marked: the intersections with the incident plane wave extrema are marked
with white dots, while the intersections with the spherical wave extrema are marked with red dots. Notice
that this illustrates the constant relative phase in the forward scattering direction, θ0 = 0. This is the only
direction in which the relative phase is constant and nonzero. Also note that an example of the ‘negative
group velocity’ phenomenon of the interference pattern can be seen by observing the relative phases along
the θ1 direction.

There are two important effects happening that I would like to highlight. First,
please note that in the θ = 0◦ direction that this is the only direction in which the
phase difference between the incident wave and the scattered wave is constant (and
nonzero—we can see that at θ = 90◦ that the phase difference is also constant, but
is zero); graphically, this is shown in Figure 4.17 by the equidistant spacing between
the red and white dots along the θ = 0◦ line. As stated rather succinctly by M. Berg
et al.:
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Only in the forward direction is the relative phase between the
incident and the scattered waves constant in r, and it is this
behavior of the relative phase and the planar surfaces of constant
phase of the incident wave that give the optical theorem its
unidirectional character.
From Extinction and the optical theorem. Part I. Single particles by M. Berg, C.
Sorensen, and A. Chakrabarti

The second effect is the visual representation of the negative group velocity. Looking
at the phase differences along the θ1 direction, we can see that the phase difference
is not constant, but rather it appears that as one travels along the radially-outward
direction that while the first white dot is ‘trailing’ behind the first red dot (i.e. the
first extremum of the plane wave is initially behind the first extremum of the spherical
wave), as we travel along the θ1 direction the red dot is ‘overtaken’ by the white dot.
Now, note that the θ1 direction happens to lie along one of the dimmed stripes in
our interference pattern. This is one of the inwardly-directed streams of probability,
and by seeing how the relative phases of the two waves change, we can begin to
visualize this inward negative group velocity. Physically, what does this mean? Well,
if the probability of a scattering particle is directed inwards towards the scatterer,
this represents absorption by the scatterer! Figures ??, ??, and ?? on the next page
show examples of plane waves scattering from three different scattering geometries:
a circular scatterer, a diamond-shaped scatterer, and a bar-shaped scatterer. Notice
that the shadow cast in the forward direction by each scatterer is different. This
is a visual example of how we can glean information about the properties of the
scattering site based on its shadow. In this way, we see that the optical theorem is
incredibly rich; even though its formulation appears simple, there is a lot of physics
hiding within it. In addition, it is critical to remember that the special properties
of the forward-scattering direction allows us to relate our measurements directly to
the quantum mechanical forward scattering amplitude itself, which we can choose to
express in terms of whatever physical processes we so choose.
4.3

Origin of Parity Violation in Compound Nuclei

In a reaction which includes both parity-conserving (PC) and parity-violating (PV)
interaction components, the quantum mechanical amplitude of such a process can be
written as the decomposition of these two types of interactions (note: this section
closely follows the notation and conventions used in [64]):
f = fP C + fP V

(4.109)

It is worth noting that the fP C term is a scalar quantity and fP V is a pseudoscalar.
Given the amplitude above, the probability of such a process is given by the square
of the amplitude:
Af = |f |2 = |fP C + fP V |= |fP C |2 +|fP V |2 +2Re(fP C fP∗ V )
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(4.110)

Notice the interference term, which should be familiar from our discussions in Section
1.6 and Section 3.2, as it is necessary for such a term to be present in order to
measure a violation effect. Because the parity-violating term |fP V |2 is due to the weak
interaction, it must be proportional to the square of the weak coupling constant, αw .
Normalised to the strong interaction coupling constant, αs = 1, the weak interaction
has a relative strength of
αw
≈ 10−7
(4.111)
αs
Therefore, the square of a term proportional to αw will be negligible. This allows us
to disregard the second term in Eq. 4.3, which leaves us with
Af = |fP C |2 +2Re(fP C fP∗ V )

(4.112)

This means that we can write the ratio of the parity violation to the parity conserving
probability as proportional to the amplitudes themselves:
RPV

PC

f ∗ )
2 ∗ Re(
fP
|fP V |
2 ∗ Re(fP C fP∗ V )
C PV
≈
≈
=
2
2
|fP C |
|fP C |
|fP C |

(4.113)

However, even though we expect the weak interaction to be on the order of αw ∼ 10−7
or so, experimental measurements revealed parity-violating effects many orders of
magnitude larger. The first experiment that observed these anomalously large effects
was conducted in the Soviet Union in 1964-1968 by Abov et al., who measured the
(n, γ) reaction in 114 Cd using polarized neutrons. This measurement uncovered parityviolating effects on the order of 10−4 , much larger than the naive prediction of 10−7 one
might assume from the weak interaction. Over the next couple of decades, many different nuclear systems were probed for these parity-violating effects in neutron induced
reactions, namely the (n, γ) reaction and (n, n) neutron transmission measurements.
Observations of these unusually large parity-violating effects in neutron-nucleus reactions were were confirmed again and again. In 1977, the theoretical formulation
involving compound nuclear resonances began to crystallize, with work by Karl and
Tadic̆ describing the scattering of fermions from parity-violating potentials, paying
especial attention to the enhancement effects one might see from the interference of
s- and p-wave states.
In 1989, Masuda et al. measured a parity-violating effect in 139 La on the order
of 10−1 —that’s a 10% effect! In particular, they noticed that this huge effect was
present in the region immediately surrounding an epithermal nuclear resonance with
energy E = 0.734 eV. We will discuss these enhancements in Section 4.3.1. With access to such large signals, exploring the compound nucleus became a very attractive
laboratory for studies of symmetry violations; in particular, P and T symmetries.
But first, we need to discuss how this parity violation comes about in our resonant
nuclear systems.
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4.3.0.1

Mixology 101: Parity Violation in s- and p-Wave Interference

How does one measure parity violation in the laboratory? Well, how does anyone
measure anything when it comes to particle reactions? Using the cross section! For
an initially unpolarized neutron beam (which is what we are measuring specifically for
this dissertation work), the quantity that is measured is the longitudinal polarization,
P:
σ− − σ+
(4.114)
P =
σ− + σ+
where σ± are the total cross sections for neutrons with positive (+) or negative (−)
helicities. This expression for P gives us the fractional polarization of the beam, since
the (signed) difference in the numerator will describe in which helicity state there is
a preponderance of neutrons, and the denominator will normalize this difference to
the total beam.
Now, let’s begin to formalize how parity violation can manifest in our scattering
system. To do this, we will look to R matrix theory, which was originally developed
(by Wigner and Eisenbud [65]) to model resonance systems in nuclei. The R matrix
is defined as (up to a sign convention):
R = 2πiT = S − I

(4.115)

where S and T are the familiar scattering and transfer matrices, respectively. The
purpose of the R matrix is to connect initial and final scattering states. Let us look
at a simple example (from [66]) of a spin- 21 particle interacting with a spin-0 nucleus
(we do this simple case for illustrative purposes because it rids us of calculationallyand-typographically-noisome spin factors. These factors are irrelevant to the parity
violation phenomenon). Defining the an element of the R matrix as
1 1
1
R``0 ≡ ( `|R 2 | `)
2
2

(4.116)

where the initial and final states of the system are represented by the unprimed and
primed indices, respectively. The longitudinal polarization (the parity violation that
manifests in a system of unpolarized neutrons) can be expressed using elements of
the R matrix as:
Im(R10 − R01 )
P =
(4.117)
Re(R00 + R11 )

Similar to how we calculated the weak-interaction-mediated mixing of neutral kaons
(see Appendix A), we will discuss the energy dependence of the wavefunctions and
amplitudes in the compound neutron-nucleus resonant system.
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Symbol References for Parity Violation Derivationa
Before I delve into this derivation, I will define quantities here for a centralized
reference. Symbols are in order of introduction in the derivation:
χE is the wavefunction of the neutron potential scattering in the average field
of the nucleus
φi is the wavefunction of the bound states embedded in the continuum (BSEC)
Γi is the total width of the ith compound resonance
Γn
i is the neutron contribution (caused by residual interactions) to the total width:
Γni = 2π|hχE |V |φi i|2

(4.118)

±
ψE
is the scattering wavefunction for a positive or negative helicity neutron at some
energy E:
Z
X
±
±
±
0
ψE =
ai (E)φi + b± (E, E 0 )χ±
(4.119)
E 0 dE
i

a±
i is the coefficient which describes the basic form of the resonance lineshape (Ei is
the resonance energy and δ is the relevant phase shift):
p n
Γi
1
±
ai = √
· e±iδ
(4.120)
(E
−
E
)
±
iΓ
/2
2π
i
i
b± is a parameter describing the contribution of the nonresonant background to the
phase shift (which is why it depends on the energy region over which the resonance
spans and the neutron helicity) in the region where |(E − E 0 )|> Γi :
b± (E, E 0 ) ' e±iδ δ(E − E 0 )

(4.121)

And lastly, Rba is a matrix element of the R matrix defined in relation to the S and
T matrices in Eq. 4.3.0.1, which can be calculated by:
Rba = 2πihψb− |W |ψa+ i

(4.122)

where W is the weak interaction potential.
a

I am using the notation found in Ref [66] for the sake of consistency.

As with the kaon system, we will decompose our total Hamiltonian by interactions
which conserve parity and those which do not. In the neutron-nucleus compound
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system, the only two interactions at play are the strong and the weak:
Htotal = HS + HW = H0 + HW

(4.123)

Where we have generalized the strong interaction Hamiltonian, HS , to encompass
all of the parity-conserving interactions; we denote this as H0 . Using the Born Approximation, we can write the parity-violating amplitude (a matrix element of the R
matrix as
Rab = 2πihψb− |HW |ψa+ i
(4.124)
Using a simple shell-model approach (found in [67]), the scattering wavefunctions can
be written in the form
Z
X
±
± ±
0
(4.125)
ψE =
ai φi + b± (E, E 0 )χ±
E 0 dE
i

where φi are the wavefunctions of the bound states embedded in continuum (‘BSEC’).
These are more familiarly known as the resonance lineshape wavefunction, because
the resonant-specific coefficients ai are given by:
p n
Γi
1
±
· e±iδ
(4.126)
ai = √
(E
−
E
)
±
iΓ
/2
2π
i
i
where Ei denotes the energy about which the ith resonance is centered (a ‘resonance
energy’) and δ the corresponding phase shift from the scattering interaction. Note the
distinction between the two widths in this expression: Γi is the corresponding total
width of the ith resonance, while Γni is the contribution from the residual interaction
of the neutron with the continuum portion of the nuclear potential, V . We can write
this as the overlap between the φi states and χE states connected by V , where χE
represents the neutron potential scattering wavefunctions in the average (effective)
field of the nucleus:
(4.127)
Γni = 2π|hχE |V |φi i|2
Further away from the resonance region, i.e. (|E−Ei |> Γi ), the b± coefficient describes
the phase shift experienced by the wave (here, the bolded δ denotes the Kroenecker
δ-function, not to be confused with the phase shift, δ) :
b± (E, E 0 ) ' e±iδ δ(E − E 0 )

(4.128)

Using this expression for b± and performing the integral in Eq. 4.125, we can express
our total wavefunction, ψE± , in the simpler form:
X
±
±iδ ±
ψE± '
a±
χE
(4.129)
i (E)φi + e
i

Now, let us calculate the amplitude in Eq. 4.124, hψa− |W |ψb+ i. If we want to determine
how much of a p-wave resonance state (` = 1) is mixing with an s-wave resonance state
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(` = 0) via the weak interaction, we will calculate hψs− |W |ψp+ i. Limiting ourselves
to only one resonance state for each of the s- and p-wave channels for mathematical
succinctness (including any more would just add messy cross-terms into the mix
without providing any additional insight):


∗−
+iδs ∗−
+
+iδp +
hψs− |W |ψp+ i = a∗−
χs W a+
χp
(4.130)
s φs + e
p φp + e
where the asterisks (*) denote the complex conjugate. Multiplying out:
iδs ∗−
iδp +
+ +
iδs ∗−
+
∗− ∗− iδp
+ +
∗−
hψs− |W |ψp+ i = a∗−
s φs W ap φp + as φs e W χp + e χs W ap φp + e χs W e χp
(4.131)
Factor out constant coefficients to the front of each term:





+
∗−
+
∗− iδp
+
+ iδs
+
iδs +δp
+
hψs− |W |ψp+ i = a∗−
φ∗−
χ∗−
χ∗−
s ap φs W φp + as e
s W χp + ap e
s W φp + e
s W χp
(4.132)

Now, we recall that the complex conjugate of a wavefunction is its time-reversed
form, so each complex-conjugated wavefunction in the above equation, we can simply
+
change their helicities, (e.g. a∗−
s → as ):

 + iδp +
 + iδs +
 iδs +δp +

+
+
+
hψs− |W |ψp+ i = a+
φs W χ+
χs W φ+
χs W χ+
s ap φs W φp +as e
p +ap e
p +e
p
(4.133)
Now, let us look at each term in this equation and interpret them physically. The
reason that I have written the parenthetical portion in each term is to separate those
pieces from the typographical “noise” of the rest of the equation so that it is easier
to understand what is going on. For further simplicity, I am going to momentarily
repackage the coefficients of each term with the generic symbols A, B, C, D:

hψs− |W |ψp+ i =


+
A φ+
s W φp
{z
}
|

mixing of
compound nuclear states



+
+
+
+ B φ+
s W χp + C χs W φp +
{z
}
|
transitions of resonant states
to/from nuclear continuum states


+
D χ+
s W χp
|
{z
}

mixing of
continuum wavefunctions

(4.134)
In regions where the energies of neighboring resonances are not very far apart, the
term proportional to A, which describes the mixing of the compound nuclear states,
will dominate—an effect that we will describe in more detail in a moment. This
means that we can neglect the latter three terms and, to good approximation, then
evaluate our expression for R01 to be:
Z
−
+
−
+
R01 = 2πihψ0 |W |ψ1 i = 2πihψs |W |ψp i = 2πiA φs W φp dτ
(4.135)
Looking at R10 , we see

R10 =

2πihψ1− |W |ψ0+ i

=

2πihψp− |W |ψs+ i
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Z
= 2πiA

φp W φs dτ = −R01

(4.136)

We note that the expression for R10 is essentially the time-reversed process from
R01 ; whereas R01 is calculating the probability of a p-wave mixing with an s-wave,
whereas R10 is calculating the probability of an s-wave mixing with a p-wave. These
two probabilities are symmetric in time; the same amount of mixing is present in
both the s- and p-wave resonances, though it is really only measurable in the pwave resonance because of the relative size of the parity-violating contribution to the
fundamentalRresonance amplitude. In this way, R01 = −R10 . By convention17 , since
the integral φs W φp dτ is purely imaginary, we can repackage it as
Z
φs W φp dτ ≡ ihvi
(4.137)
where hvi is the expectation value of the weak interaction mixing of s- and p-wave
states. This means that fully expanding the coefficients, we can write:
p n n
Γs Γp
+ +

 · hvi
(4.138)
R01 = −2πas ap hvi =

(E − Es ) + iΓ2s ) (E − Ep ) + iΓ2p )
Then, we can also write
R00 =

iΓns e2iδs
(E − Es ) +

iΓs
2

− 2ieiδs sin (δs )

(4.139)

− 2ieiδp sin (δp )

(4.140)

Then, we can also write
R11 =

iΓns e2iδp
(E − Ep ) +

iΓp
2

Recalling from Eq. 4.117 the definition of the longitudinal polarization, P , in terms of
the matrix elements of the R-matrix, we now have all of the pieces needed to calculate
P:
Im(2R01 )
(4.141)
P =
Re(R11 + R00 )
Expanding the R-matrix elements:
q
n
P = −2hvi Γn
s Γp ·
Γs Γn
s



(E − Ep )2 +

Γ2
p
4



(E − Es )Γp + (E − Ep )Γs



Γ2
s
2
+ Γp Γn
+ 4(kR)2 (E − Es )2 +
p (E − Es ) + 4

Γ2
s
4



(E − Ep )2 +

Γ2
p
4

(4.142)


Repackaging this such that [s]= (E − Es )2 +
write this in a more succinct form:

q
P = −2hvi Γns Γnp ·

Γ2s
4




and [p]= (E − Ep )2 +

(E − Es )Γp + (E − Ep )Γs
Γs Γns [p] + Γp Γnp [s] + 4(kR)2 [s][p]

17

Γ2p
4



, we can

(4.143)

as defined in the derivation of Eq. 3.7 in Section 3B of Ref. [?]), which seems to be the
convention of choice for theorists since then.
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And here we have arrived at the expression for the parity violation that arises from
the mixing of the s- and p-wave resonances in terms of the respective resonance
parameters.
4.3.1

Enhancement of P-Violating Effects

As alluded to previously, the compound nuclear system is a particularly attractive
system to probe, due to a fortuitous combination of amplification effects whic arise
from the complex, many-body nature of the compound nucleus as well as the simple
kinematics of scattering. These two enhancement factors are typically classified as
the ‘dynamical’ and ‘kinematic’ enhancement factors. We will discuss the origins of
both in this section.
4.3.1.1

Dynamical Enhancement

Now, as promised before, we shall discuss the reasoning for our previous assumption
that the first term (proportional to A) in Eq. 4.134 will dominate in a region of high
resonance density, allowing the other three terms to be considered negligible. The
physical reasoning lies in the coefficient, A:
p
p n
n
Γp
Γ
1
s
+
· ei(δs +δp )
(4.144)
A = a+
a
=
s p
2π (E − Es ) + iΓs /2 (E − Ep ) + iΓp /2
The bolded quantities in the denominator are where one can begin to see this term
dominate. If the resonance density is high, then the spacings (E − Es ) and (E − Ep )
become very small. As the density increases, these two quantities effectively go to
zero, leaving:
ei(δs +δp )
A=
2π

!
p
Γns
0 + iΓs /2

p

Γnp
0 + iΓp /2

!

p n n
Γs Γp
→−
Γs Γp /4

(4.145)

It is worth noting that the amplitude of this term is negative. It is a reasonable
estimate18 that the widths Γs and Γp can be taken to be of order 0.1 eV.
Let us estimate the size of the weak-interaction matrix element, hvi. Recalling that
this element is a measure of the overlap of initial and final states connected by the
weak interaction potential, W :
hvi = hφs |HW |φp i

(4.146)

Because we know that the wavefunctions φi must be normalized, we can say the
following: let φs , φp be complicated wavefunctions with N states. Then, we can
18

Which agrees with the earlier statement at the beginning of this chapter with the observed
lifetime of compound resonant states on the order of τ ≈ 10−14 s. Using ∆E∆τ = ~2 and ~ ≈
4 × 10−15 eV Hz−1 , we deduce that ∆E ∼ 0.1eV.
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choose to express these wavefunction in the following way:
φs =

N
X

αi |ψi i

φp =

i=1

N
X

αj |ψj i

j=1

where ψi , ψj are complete bases. By normalization, we require that, on average,
ai ∼ √1N and b∼ √1N . This gives us:
1
1
hvi = √ · √ hψi |HW |ψj i
N
N

(4.147)

Consider hψi |HW |ψj i; picture the basis vectors in terms of a Fock space representation.
Since HW is a two-body operator, it connects an initial state with two particles to a
final state with two particles. Of the N 2 terms in the expectation value
N X
N
X

a∗i bj hψi |HW |ψj i

(4.148)

i=1 j=1

the great majority of the matrix elements are zero because HW cannot connect the
states which do not simply involve two particles in the Fock state basis. Nearly all of
the nonzero terms are ‘near’ the diagonal, so there are approximately ∼ N of them.
Of these nonzero terms, there are terms of differing signs, since the coefficients of the
states are complex (this is why I wanted you to note that the coefficient A in Eq.
4.145 could approach a negative value!). Now, if we apply that this sum is random, we
know that a random sum of N terms which are all roughly the same size (magnitude),
√
but which are equally likely to be positive or negative is on the order of N ; this is
just like a random walk!

hvi =

‘random walk’
√factor

1
1
1
N × √ · √ hψi |HW |ψj i = √ v0
N N
N

(4.149)

normalization

Since we have performed the summation over all of the states and coaxed out our
statistical factors, we are left with the average value of the weak interaction matrix
element, which we call v0 . N is the number of states, which, by viewing the nucleus
as a ‘black box,’ can be effectively expressed as
N'

D̄0
D̄

(4.150)

where D̄0 and D̄ are the average level spacing of single particle resonance states
and the corresponding spacing of the compound nucleus levels, respectively. In heavy
nuclei, typical ground state spacings are on the order of ∼ 100keV; typical epithermal
regime resonances have spacings on the order of ∼ 10 eV. This gives us a value of
N'

D̄0
106 eV
≈
' somewhere on the order of 104 − 105
10 eV
D̄
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√
Taking the more conservative estimate of N = 104 , this means that N = 100. So
we already see an amplification in possible parity violating effects in compound nuclear resonance states. The most amazing part is that the N dependence (and
therefore the amplification) didn’t depend at all on the P-odd nature of
the weak interaction HW , but rather on the fact that HW is a two-body
operator which gives us N nonzero matrix elements in Fock space. Because
of the intrinsic nature of this amplification, we also expect a TP-odd operator to
experience the same effect!

So now, let us return to our total expression for the longitudinal parity violation, P .
We have uncovered the amplification factor of ∼ 100 hiding in the hvi factor; now,
let us take a look at the term within the square brackets.

q
n
n
P = −2hvi Γs Γp ·

(E − Es )Γp + (E − Ep )Γs
Γs Γns [p] + Γp Γnp [s] + 4(kR)2 [s][p]


(4.151)

Looking at how the quantity ∆E = (E1 − E2 ) scales with energy, we actually find
that we can relate the ground state energy spacings and the excited state spacings
as:
(E1 −E2 ) ≈ N (E1 −E2 )∗
ground
states

(4.152)

excited
states

The above relationship comes from Wigner’s Semicircle Theorem.
So then, if we are to think about the scaling of this expression in the excited state:




N (E − Es )∗ Γp + N (E − Ep )∗ Γs
(E − Es )Γp + (E − Ep )Γs
−→
Γs Γns [p] + Γp Γnp [s] + 4(kR)2 [s][p] excited Γs Γns N [p∗ ] + Γp Γnp N [s∗ ] + 4(kR)2 N 2 [s∗ ][p∗ ]
(4.153)
The two terms in the denominator which are proportional to the product of resonance
widths (Γi Γni ) are negligible. This reduces our expression to:




N





(E − Es )∗ Γp + (E − Ep )∗ Γs
((E − Es )∗ Γp + (E − Ep )∗ Γs )
1
=
4N (kR)2
[s∗ ][p∗ ]
N 2 4(kR)2 [s∗ ][p∗ ]
(4.154)

4.3.1.2

Kinematic Enhancement

Let us look at this denominator. We have seen that N ≈ 104 . This leaves the ‘kinematic’ enhancement factor, kR. For this system, kR ' 10−3 . This can be estimated
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by the following:
Recall that k is our wavenumber, as given
by the energy of a particle (in our case, a
√
2mn En
~2 k2
neutron): En = 2mn . Therefore, k =
~c
p
2 ∗ (9.4 × 108 eV) ∗ 1 eV
k=
≈ 2 × 102 nm−1
200 eV · nm

(4.155)

Now, to estimate R, the radius of the scattering object (in this case, a nucleus), we
can use the crude estimation
R ≈ R0 A1/3
(4.156)
where R0 = 1.2 × 10−15 m and A is the number of nucleons in the nucleus. Since 139 La
is a favorite of ours, we shall use A = 139:
R139 La ≈ (1.2 × 10−15 m) ∗ 1391/3 ≈ 6 × 10−15 m.

(4.157)

2

2×10
−13
· 109 ≈ 10−3 This
Therefore, kR ≈ (6 × 10−15 m) · ( 1nm ·10
−9 m/nm ) ≈ 12 × 10
means that we can look at the prefactor in Eq. 4.153 that results from statistics and
kinematic effects:
1
106
1
≈
≈
= 102
(4.158)
N (kR)2
104 · (10−3 )2
104

And so we see that we get an additional factor of 102 from the simple kinematics of
the scattering system alone!
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What is “Kinematic” Enhancement?
The reason that this is referred to as the kinematic enhancement is because the
neutron widths are proportional to the centrifugal potential. Physically, why
are these two quantities related? The penetration factor for a given value of
angular momentum, ξ` , is given by
ξ` = ρ · p`

(4.159)

where ρ = kR and p` is the probability that the neutron will be able to pass the
potential barrier (recall the concept of the centrifugal barrier in classical orbital
mechanics!). This suggests that the neutron width, Γni , is inversely proportional
to ξ` ; that is, the higher the penetration factor, the narrower the neutron width,
meaning a lower chance that the compound nucleus state will form.a
`
0 (s-wave)
1 (p-wave)

δ`
ρ

ξ`
ρ

ρ − tan−1 (ρ)

ρ3
1+ρ2

S`
0
1
− 1+ρ
2

This table shows the values of the phase shift (δ` ), penetration factor (ξ` ), and energy shift factor (S` ) as a
function of the angular momentum of the resonance, `. Here we show these values only for the ` = 0, 1 cases.
Note that S` is zero for ` = 0 and negative for higher order partial waves (for more information, please see
Ref. [68].)

This means that the kinematic enhancement factor can be estimated as:
s
s
r
s
Γns
ξ0
ρ
ρ
1
1
∼
=  3 ∼
= →
= 103
(4.160)
n
3
ρ
Γp
ξ1
ρ
ρ
kR
1+ρ2

The resonance enhancement of the wavefunction amplitude in the region of the
interaction makes perfect sense: in the resonance state, the neutron remains
within the nucleus for a longer time (on the order of the resonance lifetime,
τ ∼ Γ1i . More time spent within the nucleus means likely more (parity-violating)
interactions with the nucleons, which would accumulate the parity-violating
effect.
a
k is the neutron wavenumber and R is the ‘channel radius at which the neutron wave
function vanishes for the reaction channel.’

So, in summary:
q
1 (E − Es )∗ Γp + (E − Ep )∗ Γs
1
Γns Γnp · [ (kR)
·
]
2
N
4[s∗ ][p∗ ]
−−−→

−→

P = −2 hvi

102 amplification (dynamic enhancement)

103 amplification (kinematic enhancement)
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(4.161)

4.4

Transforming from P-Violation to T-Violation

It’s all good and well that we can see amplifications in the parity-violating weak interaction processes, but can we assume that that same fortune will translate directly
to any potentially time-violating processes? We could, but I choose not to assume.
So, let us see if these same amplification effects hold true for time-violating processes.
Firstly, how would one translate this system into one that is sensitive to time-reversal?
For parity measurements, helicity was enough. Recalling our definition of helicity (Eq.
1.39):
~σ · p~
(4.162)
h=
|~σ · p~|
As we recall, applying the parity operator on h introduces an overall negative sign;
this is due to the pseudovectorial nature of spin causing it to remain unaffected under
parity and the polar vector nature of momentum. Now, if we look at this same
quantity under a time-reversal operation:

h=
h=

~σ · p~
|~σ · p~|

~σ · p~
|~σ · p~|

−→

under parity

−→

under T-reversal

~σ · (−~p)
= −h
|~σ · (−~p)|

(4.163)

(−~σ ) · (−~p)
= +h
|(−~σ ) · (−~p)|

(4.164)

That helicity is a quantity which is even under time-reversal means that it is not an
observable that would be useful to us in a search for T-violation, as one would not see
the necessary difference in signal needed to cause an interference term. This means
that we need to construct a new measurable observable which will be odd under
time-reversal. One way to do this is to include another quantity which is also odd
under time-reversal; let us do this by introducing another (stationary) particle (with
nonzero spin, which we shall call I~ for now) to the system with which our neutron can
interact—we shall call this second particle the ‘target’ particle. Having two spins (the
neutron spin and the spin of the target particle) and one momentum (the neutron
momentum) available to us, we can construct a so-called ‘triple-product’ quantity,
~
m = ~σn · (k~n × I):
~
m = ~σn · (k~n × I)
~
m = ~σn · (k~n × I)

~ = −m
(~σn ) · ((−k~n ) × (I))

(4.165)

~ = −m
(−~σn ) · ((−k~n ) × (−I))

(4.166)

−→

under parity

−→

under T-reversal

This quantity is odd under both parity and time-reversal. In order to incorporate this
into our parity-violation-via-resonance-state-interference framework, this is where we
begin to think about how one could go about creating these observables in the lab. In
order for us two have two spins which can interfere in any sort of (statistically) meaningful way, we need to be able to control the direction of those spins. This means that
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our incident neutron and our target particle will have well-defined spins in relation
to one another; this can be done by polarizing the neutron and the target particle.
Much like our parity-violating experiment where we aim to measure the difference
in the total cross-section (using our beloved Optical Theorem) for the ‘normal’ and
‘parity-reversed’ system, we can attempt to search for a measurable difference in the
cross-section for the ‘normal’ and ‘time-reversed’ experimental configurations. So, for
our parity-only-violating search, we seek to measure the quantity:
∆σ
P =

4π
Im(f− − f+ )
k

(4.167)

where f± are the forward-scattering amplitudes for neutrons of positive and negative
helicity, respectively. For the time-and -parity-violating search, we wish to measure:
∆σ
T
P =

4π
Im(f↑ − f↓ )
k

(4.168)

where f↑↓ are the forward-scattering amplitudes for the two different polarization
configurations of the system: that is, for neutrons polarized parallel and anti-parallel
~ Thus, by transforming from a helicity
to the axis defined in the direction of (~k × I).
experiment to a polarization experiment, we are able to conceptually graduate from
a parity-violation to a time-and-parity-violation search.
4.5

Enhancement of T-Violating Effects

Now, to address our original question: will we see the same amplification effects
present in the parity-violation cross-section in the cross-section for our potentially
time-and-parity-violating measurement?
Let us begin by following the same treatment that we did when calculating the longitudinal polarization induced by parity-violating effects. Starting from Eq. 4.124, we
are going to perform one small tweak: we shall choose to express our weak-interaction
Hamiltonian operator as
ĤW = v̂ + iŵ
(4.169)
where v̂ is the parity-violating portion of the weak interaction and w is the timeand -parity-violating portion (recall this parameterization from the discussion of the
CKM matrix in Chapter 3). That is, the matrix elements hvi and hwi are the real
and imaginary parts of the same ‘total weak interaction’ matrix element which are
calculated in exactly the same way, using exactly the same wavefunctions.
Rab = 2πihψb+ |ĤW |ψa− i = 2πihψb+ |v̂ + iŵ|ψa− i
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(4.170)

Important Identity to Remember
Hey, kids! This may seem trivial, but it is the kind of little detail I needed to
double-check when doing these calculations to make sure ALL of my complex
conjugations were consistently correct!
hΩ† u|vi = hu|Ωvi
Flipping the order on the left side, we get:
hv|Ω† ui∗ = hu|Ωvi
hv|Ω† |ui = hu|Ω|vi ∀ u, v
hv|Ω† |ui = hΩv|ui
From which we learn that
hv|Ω† ≡ hΩv|
Specifically to our situation here, that means that
†
hp|ĤW |si → hp|ĤW si = hĤW
p|si

(4.171)

So, explicitly (recall that a ket is a row vector, so Ω is transposed):
hp|(v + iw)si = h(v + iw)∗ p|si

(4.172)

In explicit vector/matrix notation:
p̂T (v̂ + iŵ)ŝ = (v̂ T + iŵT )∗ p̂T ŝ = (v̂ T − iŵT )p̂T ŝ
(v̂ T − iŵT )p̂T ŝ = (v̂ T p̂T − iŵT p̂T )ŝ = (p̂v̂)T ŝ − i(p̂ŵ)T ŝ
R
since the integral φs W φp dτ is purely imaginary, we can repackage it as
Z
Z
Z
φs ĤW φp dτ = φs v̂φp dτ + i φs ŵφp dτ ≡ i (hvi + ihwi)
So therefore

(4.173)

Z
φs ĤW φp dτ = ihvi − hwi

(4.174)

where hvi is the expectation value of the weak interaction mixing of s- and p-wave
states. This means that fully expanding the coefficients, we can write:
p n n
Γs Γp (hvi + ihwi)
+
 ei(δs +δp )
R01 = −2πa+

s ap (hvi + ihwi) =
iΓp
iΓs
(E − Es ) + 2 ) (E − Ep ) + 2 )
(4.175)
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R01 = 2πihψb+ |ĤW |ψa− i = 2πihψb+ |v̂ + iŵ|ψa− i = 2πi (ihvi − hwi) = −2π (hvi + ihwi)
(4.176)
Recalling (from purple box above) that
hψa |M̂ |ψb i = hψb |M̂ |ψa i∗
So:
hφs |M̂ |ψp i = hφp |M̂ |φs i∗
This means that we can complex conjugate our final result that we obtained before
(note that the phases δs + δp are from the i = (as ap ) coefficient), which is why its
sign does not change under complex conjugation. It is not contained in the matrix
elements whose CC have been taken.

Recall the definition from Eq. 4.124
Rab ≡ 2πihψb− |HW |ψa+ i

(4.177)

Employing the simplified form of the wavefunction as we did with the parity-violating
case:
X
±
±iδ ±
ψE± '
a±
χE
(4.178)
i (E)φi + e
i

Now, let us again calculate the amplitude that appears in Rab , hψb− |HW |ψa+ i. One
thing that I did on purpose earlier in the derivation of the parity-violating derivation
is that I did not insert the explicit form of the weak interaction Hamiltonian, HW ,
until near the very end. So, everything from the previous derivation (Eq. 4.124
through Eq. 4.3.0.1) is still valid. So, we can jump to where we actually do insert
the explicit form of HW , while calculating the term which describes the mixing of the
compound nuclear states via the weak interaction (the term proportional to A in Eq.
4.134) and insert HW = v + iw:
Z
Z
φs HW φp dτ = φs (v + iw)φp dτ
(4.179)
IMPORTANT: recall the convention referenced earlier in Eq. 4.3.0.1 which incorporated a factor of i into our expectation value (this convention is explained in the
note on the next page). We will now replace the expectation value we saw before,
hvi, with what we shall now expect, hvi + ihwi:
Z
φs (v + iw)φp dτ ≡ i (hvi + ihwi) = ihvi − hwi
(4.180)
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Therefore:
Z
φs (v + iw)φp dτ = ihvi − hwi

R01

(4.181)

p n n
(ihvi
+
hwi)
Γs Γp
+

= 2πia+

s ap (ihvi + hwi) = i ·
(E − Es ) + iΓ2s ) (E − Ep ) +

R01

R01

p
(−hvi + ihwi) Γns Γnp
=

iΓs
(E − Es ) + 2 ) (E − Ep ) +

p
(hvi − ihwi) Γns Γnp
=−

iΓs
(E − Es ) + 2 ) (E − Ep ) +
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iΓp
)
2



iΓp
)
2



iΓp
)
2

(4.182)

(4.183)

(4.184)

"

This is very important to note!

"

Depending on which paper you are reading, there is an important factor of i
hiding in the convention that the author is using. In the NOPTREX theory
paper by J.D. Bowman and V. Gudkov (2014), they calculate the expectation
of the weak interaction mixing of s- and p- states with:
p
(hvi − ihwi) Γns Γnp
hs|t|pi = −

(E − Es ) + iΓ2s ) (E − Ep ) +



iΓp
)
2

(4.185)

Whereas the paper by V. Bunakov and V. Gudkov (1981) calculates the
expectation value of the R̂-matrix:
Rab = 2πihψb+ |ĤW |ψa− i = 2πihψb+ |v̂ + iŵ|ψa− i

(4.186)

which differs from the Bowman and Gudkov paper by a factor of 2πi.

This is because the Bunakov paper is using the R̂-matrix formalism, whereas
the Bowman paper is working within the T̂ -matrix formalism. These
formalisms are related by:
R̂ = 2πiT̂
(4.187)
A very, very subtle difference—I mean, it’s just a tiny factor, right?—but that
factor of i is critically important once the Hamiltonian is expanded to include
the imaginary CP-violating phase (if you want all of the signs to agree between
references, that is!). The factor of i in the Bunakov paper is compensated by
the fact that they use a phase convention defined by Muskalev (1976) which
specifies the weak interaction matrix element as purely imaginary, whereas
Bowman does not. That is,
Z
Z
Bunakov:
φs HW φp dτ = φs vφp dτ ≡ ihvi
Z
Bowman:

Z
φs HW φp dτ =

φs (v + iw)φp dτ ≡ hvi + ihwi

In fact, we can perform a quick sanity check to ensure that the result we see here
agrees with our previous calculation of the longitudinal polarization, P , as defined in
Eq. 4.117. The only subtlety is that the argument previously made in Eq. 4.136 is
no longer completely true, as R01 and R10 are now related by a negative sign AND a
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complex conjugation. That is,
∗
R01 6= −R10 −→ R01 = −R10

(4.188)

however, the definition of P only cares about the real part of these matrix elements,
and it is true for the real part:
Re(R01 ) = −Re(R10 )

(4.189)

This means that we would, in fact, recover the same expression for the amount of
parity violation due to weak interaction mixing of s- and p-wave resonance states!
While this may seem trivial, it is a good check to see that no part of the hwi matrix
element leaked in anywhere that it shouldn’t be.
Now, let us refer back to the quantities that we actually want to measure: the crosssectional differences for the parity and time-and-parity violating interactions. Looking
at our expressions for
p
(hvi − ihwi) Γns Γnp
1

hφs |T |φp i = −
2π (E − E ) + iΓs ) (E − E ) +
p
s
2

iΓp
)
2

p
(hvi + ihwi) Γns Γnp
1

hφp |T |φs i = −
2π (E − E ) + iΓs ) (E − E ) +
s
p
2

iΓp
)
2

 ei(δs +δp )

(4.190)

 ei(δs +δp )

(4.191)

Now, even though these expressions look complex, the terms (hvi ± ihwi) are both
proportional to the same large coefficient. This means that we can isolate either the
parity-violating matrix element, hvi, or the time-and-parity-violating element, hwi,
by a sum or difference of the forward-scattering amplitude. Recall from much earlier
in the chapter (Section 4.2.2) when we were relating the differential cross section to
the scattering amplitude that the amplitude of the transfer matrix connecting two
states is directly proportional to the scattering amplitude (Eq. 4.31). This means that
our expressions hφp |T |φs i and hφs |T |φp i can be thought of as our forward scattering
amplitudes:
i
(f− − f+ )
(4.192)
hφp |T |φs i + hφs |T |φp i =
2πk
Now, to include the optical theorem:

∆σ
P = σ− − σ+ =

4π
Im(f− − f+ )
k

In the two-resonance approximation:
"
#
p
hvi Γs Γp
4π
∆σ
Im
P = σ− − σ+ =
k
(E − Es + 2i Γs )(E − Ep + 2i Γp )
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(4.193)

(4.194)

∆σ
T
P = σ↑ − σ↓ =

4π
Im(f↑ − f↓ )
k

(4.195)

And we’ve calculated:
p
(hvi + ihwi) Γs Γp
1
ei(δs +δp )
hp|t|si = −
2π (E − Es + 2i Γs )(E − Ep + 2i Γp )

(4.196)

p
(hvi − ihwi) Γs Γp
1
hs|t|pi = −
ei(δs +δp )
2π (E − Es + 2i Γs )(E − Ep + 2i Γp )

(4.197)

At this point, an approximation is made that is not explicitly discussed in many of
the papers on this subject, so it is worth highlighting here. These phase shifts for
slow neutrons (δ`n ∼ (kR)2`+1 ) are negligibly small and should be retained only in
parity-conserving matrix elements of neutron elastic scattering. This is because, for
the majority of charged-particle final interactions, the neutron resonances of interest
lie deep below the Coulomb barrier; therefore, the phase shifts in these channels are
practically of Coulomb origin. In this case, the contribution to our parity violating
expressions is negligible19 , so we can ignore the factors of ei(δs +δp ) . This has the
fortunate advantage of making the math simpler when isolating the imaginary part
of the amplitude for the optical theorem.
Repackaging the common coefficient between these two terms as A, then taking the
difference of these two expressions:
p
Γs Γp
1
(4.198)
A=+
2π (E − Es + 2i Γs )(E − Ep + 2i Γp )
hp|t|si − hs|t|pi = −A(hvi + ihwi) − (−Ahvi − ihwi)

(4.199)

hp|t|si − hs|t|pi = −A(hvi + ihwi) − (−A(hvi − ihwi))

(4.200)

hp|t|si − hs|t|pi = −A(hvi + ihwi) − (A(−hvi + ihwi))

(4.201)

hp|t|si − hs|t|pi = A (−hvi − ihwi + hvi − ihwi)) = −2iAhwi

(4.202)

To get the forward scattering amplitude from this:

f =−
19

(2π)2
T̂
k

This is discussed in (and is shown explicitly in the appendix of) [69].
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(4.203)



(2π)2
4π
Im −
(−2Aihwi)
∆σ
T
P = σ↑ − σ↓ =
k
k

(4.204)

p
Γs Γp hwi
(4π)2
(4π)2 2
∆σ
(2Ahwi)
=
T
P =
i
k2
k 2 2π (E − Es + 2 Γs )(E − Ep + 2i Γp )

(4.205)

p
Γs Γp · hwi
(4π)2
·
k 2 (E − Es + 2i Γs )(E − Ep + 2i Γp )

(4.206)

p
2
Γs Γp · hvi
(4π)
P
∆σ
P = GJ ·
i
2
k (E − Es + 2 Γs )(E − Ep + 2i Γp )

(4.207)

σ
hwi
GT hwi
T
P
≡ κ(J)
= PJ
σ
hvi
GJ hvi
P

(4.208)

∆σ
T
P =

GTJ

σT P =κ(J )




hwi
hvi

σP

(4.209)

This result is the cornerstone of the NOPTREX experimental search for time-reversal
violation. It is the crucial statement that a potentially time (and parity)-violating signal could be measured as directly proportional to a parity-violating signal. Of course,
in order to perform such a measurement, one must construct an experimental setup
that not only can probe the correct physical effects, but is also physically realizable
in the laboratory. How this theory is connected to and manifested in experiment is
the subject of the following chapter.
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Chapter 5 The Theory Behind NOPTREX

5.1

NOPTREX Theory

We begin this chapter with the final expression from Chapter 4:
=κ(J )
σTP

hwi
hvi

σP

(5.1)

This expression underpins the concept of the NOPTREX theory. As shown in the
previous chapter (as predicted by Gudkov [64]), what is so remarkable about this
prediction is that possible CP-violation occurring in the compound nuclear system is
expected to obey the same enhancement factors as seen with P-violating processes.
What we wish to do now is to explain how one can connect this theoretical prediction with a real-world experimental setup with measurable observables and verifiable
predictions.
As discussed previously, the beauty of symmetry in physics is that, thanks to Noether’s
insight, we are able to link theory to experiment by our knowledge of the symmetries
of the system. For example, measurements which probe parity can be conducted using neutron transmission through a target, where the incident neutrons have different
helicities. However, such a setup is ill-equipped to study time reversal effects, as
helicity is a quantity that is invariant under time reversal. This means, as we have
seen, that we must introduce at least one other variable to the equation (which we
will find to be a relative polarization between the incident neutrons and the spin of
the nuclei in the scattering target).
So, the first question that must be raised is: how do we reverse time in the laboratory? Unfortunately, most standard laboratories do not come equipped with a
large red REWIND button installed on the wall somewhere which can conveniently
reverse the flow of time. That would be too easy, right? So, what we must do
instead—and what lies at the heart of all physics experimental design—is first determine what symmetries we wish to observe, then assess what experimental quantities
we have realistic access to (and which we can realistically control in the laboratory),
and then construct observables which obey the symmetries that we require. Time
reversal of a physical system is really another way of saying that the dynamics of
a system have been reversed. In other words, if the dynamics of a physical system
are thought of as moving forward in time from an initial state to a final state, timereversal violation can be tested by reversing the dynamical conditions of the final
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state and seeing if the time-evolved, dynamically-reversed system returns to the same
initial state. Therefore, by judiciously choosing experimental observables that 1) we
know how they transform under time reversal and 2) we can easily control in the
laboratory, we can construct an experiment in which we can effectively mimic ‘time
reversal’ by appropriately modifying all relevant observables (for example, reversing
~
linear momenta and particle spins, or the direction of relevant B-fields)
and performing the experiment in a ‘time-reversed’ configuration to see if we measure the same
result.
Three unique observables are needed to be able to test a time-reversal phenomenon.
The NOPTREX experiment, formally proposed in 2014 by J. D. Bowman and V. P.
Gudkov in [38], relies on the correlation of observables that one can find (and control!)
in the compound nuclear system. This can be realized by impinging spin-polarized
neutrons onto a spin-polarized target, resulting in the formation of the compound
nucleus. The resulting neutron transmission is then measured. In this experiment,
the three observables of interest are:
• ~kn , the linear momentum of the neutron
• ~σn , the spin of the neutron
~ the spin (polarization) of the target nuclei
• I,
Now, as mentioned in Chapter 4, one of the reasons why such special attention was
paid to the concept of the forward scattering amplitude is because this is where we
have the freedom to mathematically incorporate the physics that we are searching
for.1 Given the three observables mentioned above, the forward scattering amplitude
for a neutron that has interacted with the target nuclei can be expressed as2 :






ˆ
f = A + B ~σ · Iˆ + C ~σ · k̂ + D ~σ · (k̂ × I)
(5.2)
where each term is proportional to a different symmetry and parametrized by the
coefficients A, B, C, D. These terms physically describe:
• A: spin independent interactions
• B: strong spin-spin (pseudomagnetic) interactions
1

Does this sound like cheating in that we can just ‘insert the physics that we want to see’
here? This is not unlike looking at a physical system and setting up a Hamiltonian that describes
the system. Ideally, the proposed Hamiltonian captures all of the relevant physics; if experiment
determines this to be untrue, then the formulation of the Hamiltonian needs to be revisited and
modified. This is, of course, the foundation of the scientific method.
2
ˆ whereas others have D(~σ ·
Note: some literature has the fourth term written as D(~σ · (k̂ × I))
ˆ
(I × k̂)). This negative sign resulting from the reversal of k and I is simply absorbed into the D
coefficient. Just a small detail to look out for when comparing papers.
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• C: parity-violating interactions
• D: time- and -parity violating interactions
NOPTREX wants to determine the value of D. More importantly, we want to know
if it even exists! In order to do so, we of course need to know the physics underlying
these coefficients. We’ve talked about the resonance phenomenon and how it manifests in the compound nuclear system; now, we must incorporate spin. This means
that before we can begin to dissect these coefficients, we need to take a short detour
to understand the spin proportionality factor κ(J).

5.1.1

κ(J): You Spin Me Right Round (Like A Record)

The dynamical enhancement factor present in the parity-violating processes is highly
spin dependent, as the angular momentum of the system determines which states
are available to the system and which resonances can interfere. This dependence on
angular momentum was neatly packaged away (in Eq. 5.1) as κ(J). We will now
begin to break this down.
For a neutron incident on a nuclear target, the total angular momentum of the neutron
is the sum of its orbital angular momentum and spin:
~j = ~` + ~s
(5.3)
s-wave resonances are only allowed to occur for j = 1/2, meaning that ` ≡ 0, whereas
a p-wave resonance can occur for either j = 1/2 or j = 3/2 (the cases where ` = 0, 1,
respectively). This means that we can decompose the neutron partial widths Γni into
their respective j components:
Γns = Γns(j=1/2)

(5.4a)

Γnp = Γnp(j=1/2) + Γnp(j=3/2)

(5.4b)

~ is the same for
Now, when the total angular momentum of the compound nucleus, J,
an s-wave and a p-wave state, the components of the resonance states with j = 1/2
can interfere.
Γns = Γns(j=1/2)
↑

Γnp = Γns(j=1/2) + Γnp(j=3/2)
↑
mixes with this component of the p-wave resonance

This component of the s-wave resonance

In the s, p-wave resonance mixing model, the observed longitudinal asymmetry in the
region of the p-wave resonance is given by:
s
2hvix
Γns
AL '
·
(5.5)
(Es − Ep )
Γnp
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But, because only the j = 1/2 component of the p-wave resonance is interfering with
the s-wave resonance, it is interesting to try and isolate this phenomenon. Starting
with Eq. 5.4b, we can parameterize this relationship in polar coordinates. Because
of the always-true relationship
Γnp = Γnp(j=1/2) + Γnp(j=3/2)
we can first normalize the LHS of the equation by dividing both sides by the total
p-wave partial width:
Γnp(j=1/2) Γnp(j=3/2)
1=
+
(5.6)
Γnp
Γnp
and then recognize this as an equation which can be described by a unit circle, with
x2 + y 2 = 1

(5.7)

meaning we can define
s
x=

Γnp(j=1/2)
Γnp

s
y=

Γnp(j=3/2)
Γnp

≡ cos(φ)

(5.8a)

≡ sin(φ)

(5.8b)

where φ is a mixing angle describing the amount of interference between the s- and
p-wave resonance states. Now, where it starts to get tricky is that there are actually
two different angular momentum bases in which this system can (and should) be
described. These are
• In terms of the total angular momentum of the neutron resonance, j (what
we are referring to as the ‘s, p-mixing model’). This model is focused at the
individual-resonance level of the system.
• In terms of the channel spin, S, which relates the nuclear spin, I, to the two
possible total spin states of the compound nucleus, S = I ± 1/2. This description
looks at the compound nuclear state as a whole.
In the channel spin basis, our mixing angles now depend explicitly on the total spin
of the compound nucleus, not on the spin of the individual resonance states:
s
Γnp(S=I−1/2)
≡ sin(φS )
(5.9a)
xS =
Γnp
s
yS =

Γnp(S=I+1/2)
Γnp
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≡ cos(φS )

(5.9b)

The reason why these two bases matter is that, while the enhanced parity-violating
processes in the region of the p-wave resonance are directly proportional to xhvi (Eq.
5.5), the same is not true for the time-violating processes, which only display a direct
proportionality to xS (in the channel spin basis.) That is, in terms of what we would
observe in the laboratory (our experimental cross-sections):
∆σ
P ∝ xhvi

(5.10a)

∆σ
T
P ∝ xS hwi

(5.10b)

xS hwi
∆σT P
=
∆σP
x hvi

(5.11)

This means that we can write

Since direct proportionality to the symmetry violation of interest is a nice feature, it
is often easiest to treat each quantity in their respective eigenbases and then translate
from one basis to the other.

Note:
We choose to express everything in terms of the s, p-mixing basis because at the
end of the day, the information that we experimentally have access to is the
asymmetries occurring in specific resonances at specific resonance energies (e.g.
asymmetries in the total neutron transmission or asymmetries in the angular
distribution of the γ-rays in (n, γ) reactions). We don’t have access to the
compound nucleus in either its J = I + 1/2 or J = I − 1/2 states, so while it is
mathematically equivalent to describe the system in this way, it is not
experimentally relevant.

So, we will need to translate our xS quantity from the channel spin basis to the
s, p-mixing basis. That is, we want:
∆σ
hSy |w|Sy0 i
hs|w|pi
T
P
=
≡ κ(J)
∆σ
hs|v|pi
hs|v|pi
P
∆σ
T
P ∆σ
P =

hSy |w|Sy0 i
hs|v|pi

≡ κ(J) hs|w|pi
hs|v|pi

=

κ(J)

(5.12)

hwi
hvi

(5.13)

Where κ(J) a spin-dependent proportionality constant resulting from this basis transformation.
Now, to get an explicit expression for κ(J):
The relationship between these bases is given by the linear transformation:
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xS
yS


=




1


 √3(2I+1)


1


 √3(2I+1)

!
!
√
√
− 2I − 1 2 I + 1
x
√
√
(for J = I − 12 )
2I − 1
2 I +1
y
!
!
√
√
− 2I
2I + 3
x
√
√
(for J = I − 12 )
2I + 3 2 2I
y

After a fairly tedious transformation using the above relationship, we find that we
can express κ(J) fully in the s, p-mixing basis as:

q


(−1)2I 1 + 1 2I−1 · y (for J = I − 1 )
2
2
 I+1 qx

κ(J) =
(−1)(2I+1) I 1 − 1 2I+3 · y (for J = I − 1 )
I+1
2
I
x
2

(5.14)

Knowing the general dependency of κ(J) on the value of the mixing angle, φ, is
important. At present,there are no theoretical predictions as to the ‘true’ values of φ
(and therefore on κ(J)) may be for different nuclei; it must be determined empirically,
using angular correlations in the γ-ray distributions from the (n, γ) reaction. The first
measurement and extraction of κ(J) for any nucleus (which happened to be for the
compound 140 La nucleus) was performed by Takuya Okudaira in 2017. The specifics
of this measurement and the extraction of κ(J) are beyond the scope of this work,
but are described well in Refs.[4], [70], [71]. The figure below shows a plot of the
absolute value of κ(J) as a function of mixing angle, φ, for four species of nuclei with
different values of nuclear spin.
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Figure 5.1: This figure shows how the absolute value of κ(J) depends on the measured mixing angle, φ.
Shown here is a comparison of four nuclei encompassing three different nuclear spin values, I: 117 Sn (I=1/2),
81
Br (I=3/2), 131 Xe (I=3/2), and 139 La (I=7/2). Because a T-violating signal is expected to be proportional
to κ(J), the larger the value of κ(J), the more sensitive a particular target nuclei may be to these processes.
Figure courtesy of [4].

5.2

The ABCs (and Ds) of f

Now, back to the form of the forward scattering amplitude, f . As we saw in Eq.
5.2, we can express our forward scattering amplitude in terms of combinations of
observables which obey our symmetries of interest:






ˆ
f = A + B ~σ · Iˆ + C ~σ · k̂ + D ~σ · (k̂ × I)
These terms physically describe:
• A (P-even, T-even): describes spin independent interactions such as neutron
capture; |A|2 describes the neutron transmission through the target.
• B (P-even, T-even): describes strong spin-spin (pseudomagnetic) interactions
between the neutron and the polarized nucleus, which manifests as a slight
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neutron-spin rotation effect that must be taken into account as an important
systematic3 .
• C (P-odd, T-even): describes the (enhanced) parity-violating interactions due
to resonance mixing in the compound nuclear state.
• D (P-odd, T-odd): describes the potential time- and -parity violating interactions that may arise due to resonance mixing in the compound nuclear states.
This effect is expected to benefit from the same enhancement effects that the C
term experiences. We seek to determine if this term is nonzero.
The spin of the neutron is always σn = 1/2. Thus, for the (simplest) case of the nuclear
spin I = 1/2 (and assuming that the target polarization is a purely vector polarization;
that is, no higher-order moments), we will have a system with total J = 1. In such a
case, the coefficients (as a function of energy, E) can be expressed as:


Γnp
Γns
3
3
+
(5.15a)
+ a
A=−
i
i
8k E − Es + 2 Γs E − Ep + 2 Γp
4


x2S Γnp
M
M
Γns
B=+
+3
+ a
−
i
i
4k
2
E − Es + 2 Γs
E − Ep + 2 Γp
!
p
√
√
hvi Γns Γnp
3
C=+
·
(x
−
2 yS )
S
4k (E − Es + 2i Γs )(E − Ep + 2i Γp )
!
p
√
hwi Γns Γnp
3M
D=−
· xs
4k
(E − Es + 2i Γs )(E − Ep + 2i Γp )

(5.15b)

(5.15c)

(5.15d)

Here, a is the potential scattering length of the neutron interacting in the nuclear
potential and M = ±1/2 is the spin projection. Note that xS and yS are explicitly
written in the channel-spin basis here; that is because that is the easiest way in
which to calculate these quantities theoretically. As mentioned before, only the term
proportional to D contains the T-violating matrix element. We want the D; the trick
is extracting it experimentally.
5.2.1

We want the D: 6 possible ways to get it

I would first like to take a quick aside to mention that the variables used in this
subsection are not the exact same A, B, C, D as seen previously in Sec. 5.1 and Sec.
5.2. In truth, there are some transformations and repackaging of variables that must
be done to arrive at the relatively tidy expressions seen here, but it is my opinion that
putting that repackaging here is disruptive to the experimental narrative; therefore,
please see [4],[38] for the specifics of these transformations.
3

This effect was measured by (and is currently under analysis by) fellow NOPTREX PhD student
Hao Lu.
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We define a repackaged forward scattering matrix, F̂:






ˆ
ˆ
F̂ = A + B ~σ · I + C ~σ · k̂ + D ~σ · (k̂ × I)

(5.16)

which describes how the initial neutron spin state of the incident neutron is transformed to the final spin state of the outgoing neutron. That is:
Uf = F̂Ui

(5.17)

The term proportional to D is experimentally the most sensitive to measurements
of 1) the analyzing power, A⊥ , and 2) the polarization, P⊥ , each measured in
the direction perpendicularto both the neutron momentum k̂ and target polarization
ˆ i.e. Aˆ⊥ = Pˆ⊥ = (Iˆ × k̂) .
I,
The analyzing power is defined as the efficiency with which a given component of
the neutron spin is preserved after being transmitted through a (in our case, perpendicularly) polarized nuclear target.


Ai ≡ Tr F † σi F

(5.18)



Ax ≡ Tr F † σx F = 4 (Re(A · D) + Im(B · C))

(5.19)

The polarization is defined as the increase in the given component of neutron spin
after a beam of initially unpolarized neutrons is transmitted through a (in our case,
perpendicularly) polarized target.


Pi ≡ Tr σi F † F
(5.20)


Px ≡ Tr σx F † F = 4 (Re(A · D) − Im(B · C))

(5.21)

This means that one could experimentally measure the analyzing power and the
polarization in a given direction and then take the sum of the two, giving
Ax + Px = 8Re = 8Re(A · D)
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Figure 5.2: The sum of the x-component of the analyzing power, Ax , and the x-component of the polarization, Px , gives the largest signal proportional to the desired D coefficient.
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Figure 5.3: The difference of the y-component of the analyzing power, Ay , and the y-component of the
polarization, Py , gives a signal proportional to the desired D coefficient.
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Figure 5.4: The difference of the z-component of the analyzing power, Az , and the z-component of the
polarization, Pz , gives a signal proportional to the desired D coefficient.

Another quantity that can be useful to possibly extract D is Kii , which can be thought
of as the evolution of the ith component of the neutron spin after passing through the
nuclear target, which is always polarized in the y-direction. K is defined as:


1 + σi † 1 + σi
i
Ki ≡
F
F
(5.23)
2
2
−i
K−i



1 − σi † 1 − σi
≡
F
F
2
2



So, for example, in the x-direction:


1 + σx † 1 + σx
x
Kx =
F
F = |A|2 +2 · Re(AD) + |D|2
2
2
−x
K−x


1 − σx † 1 − σx
=
F
F = |A|2 −2 · Re(AD) + |D|2
2
2

(5.24)

(5.25)



(5.26)

So we can see that taking the difference of the two will isolate the interference term
that we care about!
−x
kxx − K−x
= 4 · Re(AD)
(5.27)
The three possible combinations are shown below:
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Figure 5.5: The difference of the evolution of the x-components of the neutron polarization after the
neutron passes through a y-polarized target gives a signal proportional to the desired D coefficient.
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Figure 5.6: The difference of the evolution of the y-components of the neutron polarization after the
neutron passes through a y-polarized target gives a signal proportional to the desired D coefficient.
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Figure 5.7: The difference of the evolution of the z-components of the neutron polarization after the
neutron passes through a y-polarized target gives a signal proportional to the desired D coefficient.

Table 5.1: Observables Proportional to D
Diagram No.
1
2
3
4
5
6

Observable
Ax + Px
Ay + Py
Az + Pz
−x
Kxx + K−x
y
K−y
+ Ky−y
z
K−z
+ Kz−z

Relationship to D
8 · Re(AD)
8 · Im(CD)
8 · Im(DB)
4 · Re(AD)
4 · Im(CD)
4 · Im(DB)

A summary of the six combinations of observables (shown in the six diagrams above) that will allow one to
measure a signal proportional to D, the potential time-violating amplitude of interest.
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Table 5.2: Summary of Relationships Between Analyzing Power, Polarization Components, and Coefficients in f
Variable

Expression in terms of A, B, C, D

Ax

1
|A|2

· 4[Re(AD) + Im(BC)]

Ay

1
|A|2

· 4[Re(AB) + Im(CD)]

Az

1
|A|2

· 4[Re(AC) + Im(DB)]

Px

1
|A|2

· 4[Re(AD) − Im(BC)]

Py

1
|A|2

· 4[Re(AB) − Im(CD)]

Pz

1
|A|2

· 4[Re(AC) − Im(DB)]

A summary table of the relationships between the analyzing power and polarization components and the
coefficients in the forward scattering amplitude, f . Note the factor of 1/|A|2 which appears in each expression;
this is because |A|2 is related to the total neutron transmission.

5.3

Absence (of Final State Interactions) Makes the Heart Grow Fonder

One of the greatest selling points of searching for T-violating processes in neutronnucleus forward elastic scattering is that this particular experiment is a good null
test. That is, it is formulated in such a way that any statistically significant nonzero
measurement of a time-violating process will allow us to reject the null hypothesis,
i.e. that any deviation from the expected value (zero, in the absence of time-violating
processes) was not necessarily the result of time violating processes, but could rather
have occurred due to statistical chance.
The feature that allows the NOPTREX experiment to make such a strong claim is
that the experiment was engineered in such a way as to take advantage of the absence
of final-state interactions4 that could possibly mimic a time-violating signal. This is
due to capitalizing upon properties of neutron optical effects and zero-angle (forward)
elastic scattering which, up to the first Born approximation, allow us to correlate
time-violating processes to T-odd correlations. As we have discussed previously (in
Chapters 1 and 4), the T operator is distinct from its sibling symmetries, not only
because of its antiunitary property, but also because unlike the C- and P- operators,
the T-operator does not have proper eigenvalues or eigenstates; the T-operator acts
to provide a relationship between two different processes. In other words, the T4

For an example of FSI affecting a physical process, see Quantum theory of post-collision interaction in inner-shell photoionization: Final-state interaction between two continuum electrons (Armen
et al., 1987) [72].
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operator cannot place a restriction or constraint on a single amplitude for a process.
It only relates amplitudes of processes, e.g. direct and inverse channels of reactions.
However, if certain conditions are met, one can effectively write these relationships in
such a way that additional properties (not usually valid for the T-operator) can be
briefly ‘attributed’ to it. As an example, consider the binary process a+A → b+B as
well as the reverse process, b + B → a + A. These two different processes are related
through the condition of time-reversal invariance with reversed
momenta and spins
P
th
(here mi is the spin projection of the i particle and ν = i (|σi |−mi ):
hpf , mb , mB |T̂ |pi , ma , mA i = (−1)ν h−pi , −ma , −mA |T̂ |−pf , −mb , −mB i

(5.28)

This is simply a more formal way of stating that time-reversal invariance does not
place any constraints on the amplitudes of a reaction, but simply relates the amplitudes for different processes.
To begin, we first start with the unitarity condition of the scattering matrix, Ŝ, in
terms of the reaction matrix, T̂ . Recalling from the introduction to scattering theory
in Chapter 4 that T̂ ∝ Ŝ, we can write:
T̂ † − T̂ = iT̂ T̂ †

(5.29)

If we are able to describe some physical process in the first-order Born approximation,
then we are able to obtain the hermiticity condition for the reaction matrix:
hi|T |f i = hf |T ∗ |ii

(5.30)

Now, applying the same principle from the definition in Eq. 5.28 (using the shorthand
notation that |−ii|= |ii (with all spins and momenta reversed)):
hf |T |ii = h−f |T |−ii∗

(5.31)

And squaring this amplitude shows that the probability of these two processes is an
even function of time:
|hf |T |ii|2 = |h−f |T |−ii|2
(5.32)
Any T-violation that would arise in this process must be due to a T-violating interaction of some sort. This is only the case when the process in question can be described
in the first Born approximation.
For a forward elastic scattering process, the initial and final states coincide, since
an elastic process is one in which the kinetic energy of the scattered particle is unchanged and it is the case for forward scattering when the particle’s trajectory is
undeflected. This means that the vector momenta of the scattered particle is unchanged. Thus, we can actually still arrive at the same conclusion (Eq. 5.32) without
requiring the hermiticity condition and without violating unitarity. This leads to
a powerful blanket statement: for forward elastic scattering (in the first Born approximation, any T-odd correlation must be connected to a T-violating interaction
or process taking place. There is no way in which any final state interactions can
mimic a time-reversal violating signal, thus allowing searches for time-reversal violating processes in neutron-(heavy) nucleus scattering to provide a strong test of the
null hypothesis.
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5.4

Be Kind, Please Rewind: Connecting Theory to Experiment

Now, as mentioned before, the ‘time reversal’ of a system is really a reversal of the
dynamics of the system. As discussed explicitly in [38], the Time Reversal Invariance
Violation Transmission Theorem (TRIV Transmission Theorem) predicts that one
would observe a difference in the total neutron transmission only in the presence of a
nonzero D term in the forward scattering amplitude. The TRIV Transmission Theorem does not make any assumptions about the geometrical symmetry of any part
~
of the experiment, e.g. B-fields,
the spatial distribution of the neutron beam, any
inhomogeneities in the nuclear target (such as imperfections in the crystal lattice or
the distribution of the polarization of the nuclei). Therefore, we have a great deal of
freedom in how a T-violation experiment can be designed; our only responsibility is to
ensure that we are able to appropriately reverse the relevant observables in such a way
that the experimentally-reversed states coincide as exactly as possible with what we
should expect from the ideal-case reversal of the experimentally-prepared initial state.
The NOPTREX time-reversal experiment as proposed by [38] will consist of a beam
of initially unpolarized neutrons which will propagate through three components or
‘stages’ of the apparatus: A 3 He polarizer, a neutron spin flipper, and a polarized
nuclear target. Recall that the potential time-reversal violating term in
 the forward
scattering amplitude is proportional to the triple product ~σn · ~kn × I~ constructed
from the neutron momentum ~kn , the neutron spin ~σn , and the (nuclear) polarization
~ The neutron momentum is determined by the neutron source
of the nuclear target, I.
(a neutron beamline at a high-flux spallation source), the neutron spin state will be
determined by the combination of the 3 He spin and the neutron spin flipper, and the
nuclear polarization is induced in the nuclear target.5 Each of these three components
has its own set of physical observables which must all be reversed, as well. For example, the 3 He polarizer requires a magnetic field in order to preserve the polarization
~ pol , the neutron spin flipper interacts with the
of the 3 He gas which we shall call B
~ SF , and the polarized nuclear target will have an
neutron spins via a magnetic field B
~
associated holding field, Bhold . Each of these magnetic fields must be produced by a
source current, and the direction of these source currents must also be appropriately
reversed.
The most effective way to accomplish all of these reversals as exactly as possible
is by constructing an apparatus with all of the experimental component mounted to
it and which can rotate horizontally about a central axis. The way in which this
reverses all of the relevant observables in this system is subtle, and the final diagram
5

The method by which the polarization of the nuclear target is achieved will depend on the
eventual material that is chosen for the target. This is another reason why 139 La is such a strong
candidate nucleus; it has a well-understood polarization process using dynamic nuclear polarization
techniques [73] and is currently being further studied by the NOPTREX collaboration to better
understand its specific properties as they would apply to the NOPTREX time-reversal experiment
[74].
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depicting this (5.12) is complicated to take in all at once, so I will explain it here in
stages.
There are two factors which strongly influence the experimental design choice to
construct an apparatus which rotates:
1. There is a nice mathematical relationship in Euclidean plane geometry which
states that a rotation can be seen as a composition of two non-parallel reflections. In particular, in 3D space, the composition of two reflections about two
different (orthogonal) axes is equivalent to a 180◦ rotation about the third axis.
In other words, by rotating our experimental apparatus by 180◦ , we are effectively reflecting (inverting) two of our spatial axes (and therefore all vectors
which lie along those two axes).
2. There is the much less mathematical and much more practical issue of reversing
the momentum of the neutron source: it is not terribly convenient to pick up
an entire accelerator facility and rotate it by 180◦ so that we can reverse the
direction of the neutrons passing through our experiment...rotating a tabletop
experiment sounds much more feasible!
Now, I want to briefly remind the reader of the concept of ‘active’ versus ‘passive’
transformations. Recall that (in the case of spatial transformations) an active transformation is where the physical position of a point/object changes, whereas a passive
transformation is a change in the coordinate system being used to describe the system.6 There is a subtlety in that, when observing an active transformation, it is understood that everything is being observed from within the same frame of reference.
I am going to explicitly frame the majority of this discussion as an active
rotation of the experimental apparatus and all associated experimental
observables while keeping the reference coordinate system constant. I shall
refer to this coordinate system as the ‘lab frame.’ It can be thought of as viewing the
experiment as a bystander in the same room with a large, static coordinate system
painted on the wall.
First, let us understand how the rotation will reverse the neutron momentum. Fig.
5.8 shows a block diagram schematic of the experimental apparatus before and after
it has been rotated. The 3 He polarizer is shown in pink, the neutron spin flipper is
shown in green, and the polarized nuclear target is shown in blue. The directional
lines on the individual components are current-carrying wires (the wires that will be
used to produce the magnetic fields in the experiment); we will address them in more
detail in a moment, but I wanted to introduce them here. The two sets of coils on
the neutron spin flipper are the coils which, when turned on/off, will produce a field
6

I mention this because I have seen a great deal of confusion while trying to explain this rotation
aspect of NOPTREX, and I have come to realize that it often boils down to people having a ‘default’
interpretation of this rotation as either an active or passive one.
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that will flip the neutron spins. In Fig. 5.8, these coils are turned off in both the
unrotated/rotated cases.

Figure 5.8: A simplified schematic of the NOPTREX time-reversal search experiment showing how the
order of the components through which neutrons pass is reversed. Before the apparatus is rotated, the
order that the neutron passes through the experimental components is 1) the 3 He polarizer, 2) the neutron
spin flipper, 3) the polarized nuclear target, before being detected in a standalone polarization-insensitive
detector (not shown). After rotation, the order is reversed, with the neutron first passing through 1) the
polarized nuclear target, then 2) the neutron spin flipper, and finally 3) the 3 He polarizer. This rotation
effectively reverses the neutron momentum, ~kn → −~kn .

The incident neutron is shown as coming from the left in both cases since the direction
of the neutron momentum in defined by the neutron beamline. Let understand how
the rotation will reverse the neutron momentum; for this discussion, let us think of
the reversal of the neutron momentum as the reversal of the order and orientation in
which the neutron experiences the experiment. In Fig. 5.8, the incident neutron first
passes through the 3 He polarizer, then the spin flipper, and then the polarized nuclear
target, before being detected in a polarization-insensitive detector (not shown). After
the apparatus is rotated, we can see that the order of these components is reversed
from the perspective of the neutron: it will pass through the polarized nuclear target,
the neutron spin flipper, and the 3 He polarizer, in that order.
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Not only will the order of the components be reversed for the neutron, but this
rotation also ensures that the neutron will interact appropriately with any anomalies
or inhomogeneities in the system. What I mean by this is: let us take an specific
example of an imperfection in the crystal lattice of the polarized nuclear target which
causes an area of the target to not polarize as uniformly as the rest of the target.7
Any portion of the neutron beam which passes through this inhomogeneity will interact differently than the rest of the beam. To show how rotating the apparatus will
also ensure that any physical effects due to geometric asymmetries are accounted for,
let us picture the neutron propagation from the perspective of the neutron. In the
unrotated configuration, let us say that the inhomogeneity occurs on the right side
of the target, as seen in Fig. 5.9.

Figure 5.9: A neutron passing through a thin slab of the polarized target which has an inhomogeneity or
defect present. Subfigure (a) shows this scenario in the same spatial orientation (to the reader) as seen in
Fig. 5.8, whereas subfigure (b) shows the location and orientation of the inhomogeneity from the perspective
of a neutron in the beam.

If, after the neutron were to pass through the target, we were to push a ‘rewind’
button in the laboratory and reverse the direction of the flow of time, the neutron
would now be incident on the target from the opposite direction. This is shown in Fig.
5.10. From the perspective of the neutron, the inhomogeneity would now appear on
the left hand side of the target (this is analogous to if we were able to physically move
the neutron beamline around 180◦ ). Note that the ‘handedness’ of the inhomogeneity
has also changed (from the neutron perspective) in the time-reversed scenario.

7

It could also cause other effects, such as the imperfection being a large crystal domain which
could cause localized scattering effects, e.g. scattering neutrons out of the beam via diffraction. This
may not be a relevant effect for ∼1 eV neutrons, but they are the kinds of effects to keep in mind.
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Figure 5.10: A neutron passing through a thin slab of the polarized target which has an inhomogeneity or
defect present in the case where the momentum of the neutron was reversed relative to the slab. Subfigure
(a) shows this scenario in the same spatial orientation (to the reader) as seen in Fig. 5.8, whereas subfigure
(b) shows the location and orientation of the inhomogeneity from the perspective of a neutron in the beam.
Note that the location and handedness of the defect as seen from the perspective of the neutron is now
opposite that which is seen in Fig. 5.8(b).

Now, start again with our neutron beam incident from the same direction as in the
initial time-forward case shown in Fig. 5.9. Instead of pressing a magic ‘rewind’
button (or equivalently, instead of moving our neutron source), we rotate the target
180◦ . This is the case shown in Fig. 5.11. From the perspective of the neutron, the
target that it will encounter and interact with is identical to that which is seen in Fig.
5.10; the inhomogeneity appears on the left side of the target and the handedness also
matches that which is seen in 5.10. In this way, we have demonstrated that rotating
the target by 180◦ will produce the same effect as reversing the neutron momentum,
as well as showing that any spatial nonuniformities/asymmetries will be appropriately
transformed.8 This is a large reason why the TRIV Transmission Theorem did not
have to assert any assumptions about the geometrical symmetry of the experiment
in order to be true.

8

While the specific example shown here was a defect in the polarized target, this principle extends
to include any similar asymmetries that might exist in the experiment, such as a defect in a coil
winding somewhere which produces an asymmetric stray magnetic field.
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Figure 5.11: A neutron passing through a thin slab of the polarized target which has an inhomogeneity or
defect present in the case where the orientation of the slab was rotated 180◦ while the neutron momentum
remains unchanged. Subfigure (a) shows this scenario in the same spatial orientation (to the reader) as
seen in Fig. 5.8, whereas subfigure (b) shows the location and orientation of the inhomogeneity from the
perspective of a neutron in the beam. Note that the location and handedness of the defect as seen from
the perspective of the neutron is now opposite that which is seen in Fig. 5.9(b), but coincides with what is
observed in Fig. 5.10(b) in the case where the neutron momentum is reversed.

Now let us look at the rotation of the apparatus again and how it manifests as a
dynamical reversal of the experiment, but now with more of the experimental observables included. From here on out, I will refer to the unrotated/rotated states of
the experimental apparatus as synonymous with the direction of the flow of time:
‘unrotated/before rotation’ = ‘time forward’ and ‘rotated/after rotation’ = ‘time reversed,’ respectively. Fig. 5.12 shows the exact same scenario as Fig. 5.8, except for
two differences: 1) We are now including all of the relevant experimental observables
~ pol , B
~ SF , B
~ hold , and all of the source currents for these
in this diagram (~kn , I~nuc , B
magnetic fields), and 2) The neutron spin flipper is now shown in the OFF state in
the unrotated (time forward) case and ON in the rotated (time reversed) case. I will
discuss the reason behind this second point in a moment.
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Figure 5.12: This figure shows how the relevant vector observables and source currents are reversed (relative
to the static lab-frame coordinate system, shown at the top and bottom of the figure for easy reference) in
the time-forward and time-reversed cases. In the time-forwards (unrotated) case, the neutron spin flipper is
in the OFF configuration, whereas in the time-reversed mode, it is in the ON state.

Fig. 5.12 shows the experimental apparatus in both the time-forward and timereversed configurations. The ‘lab frame’ coordinates are shown at the top and bottom of the figure for reference. Because we are discussing this rotation as an active
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transformation, the lab-frame axes are to be interpreted as static coordinates that do
not change when the apparatus is rotated. For convenience, the axis of rotation of
the apparatus has been chosen to be collinear with the ŷlab -axis.
Table 5.4 shows how the the direction of each observable in the experiment transforms relative to the lab frame coordinates in the ‘time forward’ (unrotated) and ‘time
reversed’ (rotated) configurations. Looking at Fig. 5.12, we can see how vector observables which lie in the x̂lab and ẑlab directions are reversed after rotation (with the
exception of the neutron momentum ~kn , since it is not a quantity that is ‘attached’ to
the apparatus). In addition, the source currents which produce the magnetic fields in
the experiment have also been illustrated. Unlike the linear vector quantities such as
I~nuc , these source current are quantities which have a direction of circulation associated with them. This rotation also reverses the direction of circulation for quantities
which circulate in a plane orthogonal to the plane of rotation–here, the plane of rotation is the (x, z)lab plane. Therefore, from Fig. 5.12 and Table 5.4 we can see
that a 180◦ rotation of the experimental apparatus will have the same effect on the
dynamics of the system as if one were able to physically reverse the direction of the
flow of time. Note that the neutron momentum ~kn is not reversed via this rotation;
however, the previous discussion regarding inhomogeneities in the neutron trajectory
showed us that this rotation satisfies the same effect. This effect manifests in Table
5.4, where one can see that the relative directions between the neutron momentum
vector and all of the other observables (excepting those relating to the spin flipper)
have been inverted.
Table 5.3: Transformation of Observables Under Reversal of Dynamics in NOPTREX T-Violation Experiment (Before and After Rotation)
Observable
~kn
I~nuc
~ pol
B
~ hold
B
~ SF
B
~ pol source current
B
~ hold source current
B
~ SF source current
B

Time Forward
+ẑ
+x̂
+ẑ
+x̂
OFF∗
CCW around +ẑ
CCW around +x̂
OFF∗

Time Reversed
+ẑ
−x̂
−ẑ
−x̂
ON∗
CW around +ẑ
CW around +x̂
ON∗

The table above shows how the direction of experimental observables change relative to the lab frame
coordinate system. Note that the source currents which are used to produce the various magnetic fields are
included as well, as it serves to illustrate how the direction of circulation changes under this transformation.
The spin flipper fields are listed here as either ‘ON’ or ‘OFF’ because they are a special case and are addressed
specifically in the next table. All coordinates in this table refer to the lab frame, e.g. x̂ = x̂lab .

However, there is a third experimental configuration that is necessary for this T158

violation measurement. I have not yet discussed the neutron spin flipper or how
~ SF and currents transform under rotation; this is beits associated magnetic field B
cause the spin flipper is only in the ON state when the time-reversed measurement
is being performed. Under a time reversal transformation, the direction of particle
spin is also inverted–in this case, the spin of the neutron. Rotating the apparatus
effectively reverses the dynamics of all of the other experimental observables, but it
does not reverse the spin of the neutron. The neutron spin reversal must be done
‘manually’ using a spin flipper. This means that the spin flipper is only ON in the
time-reversed state. This leads to a glaring issue: if the spin flipper is OFF in the
time forward configuration but is ON in the time-reversed configuration, then that
means that our neutron isn’t truly experiencing the ‘same’ system in the time-forward
and time-reversed measurements. While the TRIV Transmission Theorem made no
assumptions about the spatial symmetry of the fields in the experiment, it did at least
assume that no new fields appeared between the forwards and backwards scenarios.
If, for example, the ON state of the spin flipper produced stray magnetic fields which
caused the neutron beam to slightly depolarize, this depolarization effect would not
exist in the time-forward, spin flipper OFF state. This would therefore cause an
asymmetry in the time-forward and time-reversed measurements simply because the
polarization of the neutrons was affected by the presence of the spin flipper fields.
These kinds of effects can be corrected for by performing the time-reversed measurement a second time, except with the polarities of all spin flipper currents and
magnetic fields reversed. Fig. 5.13 shows the two time-reversed cases. Note that the
direction of the current flow in the spin flipper coils is reversed, as is the direction
~ SF . By taking data in both of the experimental modes shown in Fig. 5.13, one
of B
can correct for any spin flipper induced asymmetry effects by taking the difference
of the results in the two modes9 . For now, it suffices to state that there must be
three experimental configurations in which data must be taken in order to perform
the eventual time-reversal measurement; the important takeaway from this discussion
is to understand how a dynamics reversal is realized experimentally.

9

This technique is discussed in detail in Chapter 8, Section 8.4.
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Figure 5.13: This figure shows the two modes in which the spin flipper will need to be operated in order to
cancel out magnetic-field induced systematic effects. Both of these modes correspond to the time-reversed
state of the experiment; the only difference is the direction of the currents in the neutron spin flipper coils
which produce the transverse field component responsible for the adiabatic neutron spin flips.
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Table 5.4: Transformation of Observables Under Reversal of Dynamics in NOPTREX T-Violation Experiment (Both SF Polarity Cases)
Observable
~kn
I~nuc
~ pol
B
~ hold
B
~ SF
B
~ pol source current
B
~ hold source current
B
~ SF source current
B

Time Forward
+ẑ
+x̂
+ẑ
+x̂
OFF
CCW around +ẑ
CCW around +x̂
OFF

Time Reversed (A)
+ẑ
−x̂
−ẑ
−x̂
+ŷ
CW around +ẑ
CW around +x̂
CCW around +ŷ

Time Reversed (B)
+ẑ
−x̂
−ẑ
−ẑ
−ŷ
CW around +ẑ
CW around +x̂
CW around +ŷ

The table above shows how the direction of experimental observables change relative to the lab frame
coordinate system. we now account for the two different ‘time reversed’ states; for each time reversed
configuration (denoted as A and B) the transverse field of the spin flipper must be reversed, along with the
direction of the current in the spin flipper coils which produces the transverse field. All coordinates in this
table refer to the lab frame, e.g. x̂ = x̂lab .
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Chapter 6 Parity Violation in
Method to Measure ∆σP

139

La: using the ‘Double Lanthanum’

“When Dr. Wu knocked out that principle of parity, she established the
principle of parity between men and women.”
— Clare Booth Luce
6.1

Experimental Principle: Original 1991 Measurement by V. Yuan et
al.

The longitudinal parity violation in the 0.734 eV p-wave resonance was first reported
in 1982 by Alfimenkov et al [75]. While it wasn’t until the 1991 measurement by
V. Yuan et al. that the present-day value of the asymmetry was determined, it was
known that the parity-violating effects were quite large, on the order of ∼ 10%.
To settle on the value of the asymmetry, Yuan et al. designed an experiment to
measure the asymmetry using two different methods and compare the results. The
basic principle of both measurements was the same, relying heavily on the concept
of polarizer-analyzer pairs in traditional optics: longitudinally-polarized epithermal
neutrons passed through a solid 139 La target, which would then act as an analyzer,
treating the two neutron helicities differently. This analogy with optics is actually
rather enlightening (pun only somewhat intended), so I think it is worth it to stop
and discuss for a moment.

6.1.1

Analogy with a Traditional Optical Polarizer-Analyzer Pair

In traditional optics, a polarizer-analyzer pair is a common setup used to determine
the degree to which a beam of light is polarized. It is comprised of two polarizers1
arranged in series along an optical axis. In optics, much as its name implies, a polarizer is used to polarize light waves. Polarizers aren’t able to change the direction
of polarization of incident light; they work by scattering or absorbing the unwanted
light out of the incident beam direction, leaving the light of the desired polarization
traveling in the beam direction. The analyzer is placed between the polarizer and the
detector being used to measure the transmitted light (e.g. a camera, an eye, etc.). If
one were to rotate the orientation of the analyzer about the optical axis (as seen in
Fig. 6.2), any variations (or lack thereof) in the intensity of light transmitted give
information about the polarization of the light that left the polarizer. If there is no
variation in the intensity, then the light is completely polarized. If there is variation,
1

Just as a side note, there is no difference between a polarizer and an analyzer in terms of actual
optical hardware. An analyzer is a polarizer. It is just called an analyzer when it is the second
component in the series.
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then the light has some nonzero amount of polarization.
If light is passed through only the polarizer before it is detected, one would see
what is assumed to be a ‘normal’ image. It is only with the addition of the analyzer
that we are able to tell if light is polarized or not2 . Because a polarizer (analyzer)
cannot change the direction of the incident light, only the remove unwanted light,
changing the angle of the analyzer with respect to the photon polarization is essentially like choosing a filter and asking the incident light: “hey there, beam of light.
What fraction of your polarization is in this direction?” The analyzer will then filter
out all of the light except for the component of the light in the direction of inquiry.
By rotating the analyzer and taking measurements of the light intensity at different
angles, the polarization of the light can be fully characterized.
This is shown in the following illustrations (Figs. 6.1, 6.2, and 6.3). In all three
figures, a beam of completely unpolarized light is incident on the polarizer, which
selects out linearly polarized light along the z-axis. This is depicted as exaggerated
grating slits in the illustration. In Fig. 6.1, this linearly polarized light then passes
through the analyzer, which happens to also have the same polarization orientation
(relative to the z-axis) as the polarizer. Because the analyzer is oriented in the exact
same direction as the polarizer, no additional light is attenuated. Now, in Fig. 6.2,
the analyzer is rotated with respect to the z-axis, meaning that only a portion of the
linearly-polarized light can pass through. In Fig. 6.3, the analyzer is oriented completely orthogonally to the z-axis (and therefore also orthogonally to the polarizer)
and no light is allowed to pass.
However, we do not always know the physical details of what is polarizing the light.
So, it may be more appropriate to say that we are adjusting the angle of the analyzer
with respect to the polarization of the beam, not the other analyzer.
While light is attenuated from the initial, unpolarized beam after passing through
the polarizer (thus decreasing the number of photons incident on the analyzer than
were incident on the polarizer), we don’t get information about the total amount of
light (i.e. exact number of photons) that existed in the beam before passing through
the polarizer; the only information that we know is that it was unpolarized, meaning
that the components of opposite polarizations had to be equal in magnitude.

2

Case in point: is the light coming from your cell phone screen polarized? Many modern
smartphone screens produce polarized light. However, this doesn’t usually affect the image that
we see when we use our phone. Rotate your phone screen 360◦ while looking at an image on the
screen. The image stays just as viewable the entire time. However, if you are using your phone while
wearing polarized sunglasses, you will notice that the screen may go dark or dim at certain angles
of rotation. This tells us that the light produced by the phone screen is polarized. Not all screens
produce polarized light, but without the sunglasses, we would never be able to tell the difference
with just our standard-issued optical detectors eyes!
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Figure 6.1: Initially unpolarized light (incident from the left) is transmitted through a polarizer, which
selects out linearly polarized light along the z-axis via what are illustrated here as exaggerated slit gratings.
The analyzer, consisting of an identical optical component, is oriented in the same direction (relative to
the z-axis) as the polarizer, thus allowing all of the linearly-polarized light to pass through without further
attenuation.

Figure 6.2: Initially unpolarized light (incident from the left) is transmitted through a polarizer, which
selects out linearly polarized light along the z-axis via what are illustrated here as exaggerated slit gratings.
The analyzer, consisting of an identical optical component, is now rotated approximately 45◦ (relative to
the z-axis), allowing only a portion (∼ 50%) of the linearly-polarized light through.
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Figure 6.3: Initially unpolarized light (incident from the left) is transmitted through a polarizer, which
selects out linearly polarized light along the z-axis via what are illustrated here as exaggerated slit gratings.
The analyzer, consisting of an identical optical component, has been rotated approximately 90◦ (now perpendicular to the z-axis), allowing none of the linearly-polarized light to be transmitted. The beam is fully
extinguished.

Now, to translate this analogy to our parity violation experiment, we need to abstract
ourselves from this example just a little bit. The first thing we must do is realize that
while I have been describing the polarization of the light and the orientation of the
optical components (polarizer/analyzer) with respect to the z-axis (and while such
a coordinate description is useful), what really matters is the relative orientation of
the light and the analyzer3 . This relative orientation (between the direction of the
polarization of the light and the analyzer) is where the physics is embedded. This
means: the biggest ideological shift is that in the above example, one would set up
such an experiment in an optics lab using optical components (whose properties/characteristics are known) to measure the polarization of a beam of light. That is, we
likely knew information about the properties of the polarizer and analyzer (e.g. the
specifications from the manufacturer) and we used this information, along with our
ability to manipulate the geometric angle of the analyzer, to characterize the polarization of the light beam. Now, in the parity violation experiment this methodology
is reversed: we are using what we know about the beam to characterize the
polarizing properties of the analyzer, not the other way around.
Once our originally unpolarized neutron beam is polarized (and attenuated) by the
first 139 La target, it is incident on the second 139 La target. As I mentioned before, the
physics of interest (the answer to the question “how polarized is our neutron beam?”)
is contained in the relative ‘angle’ between the polarized beam and the second lanthanum target. However, unlike in the optics example, the polarization that we are
3

The relative orientation of the beam with the polarizer doesn’t matter so much because the
beam is unpolarized when it strikes the polarizer, after which the light acquires some polarization. It
is the relative angle between the polarization of the light (after it has passed through the polarizer)
and the analyzer that determines how much of the beam is transmitted. Therefore, we can just take
the polarized beam as the ‘definition’ of our incident beam and more or less treat the polarizer as a
‘black box’ that causes polarization.
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interested in is not simply spatially geometric, as the weak interaction does not discern between geometric polarizations, but rather between helicities 4 . Therefore, also
unlike the optics example, physically rotating the analyzer in this situation will not
affect the number of neutrons transmitted because the angle of importance here is
the angle between the helicity state of the beam and the preferred helicity state of
the weak interaction. What we can rotate however (using a neutron spin flipper), is
the helicity state of our neutron beam.
This brings us back to our analogy, except this time, the characteristic that our
polarizer-analyzer pair differentiates on is the helicity of the neutrons passing through
it. In the case of the traditional optics setup, the orientation of the first polarizer
breaks the initially-present rotational symmetry of the beam, defining a preferred
direction of polarization for the transmitted photon beam. In the case of the weak
interaction present in the 139 La target, the weak interaction interacts preferentially
with left-handed neutrons, which defines a preferred handedness for the transmitted
neutron beam. Figs. 6.4 and 6.5 depict homologous scenarios to those seen in Figs.
6.1 and 6.3, except now our beam is filtered based on the handedness of the incident
neutrons.

Figure 6.4: In this scenario, we can see that our initial beam (incident from the left) is composed of
50% right-handed neutrons (shown in red) and 50% left-handed neutrons (shown in yellow). The polarizing
component shows an asymmetry in its preference for allowing right- or left-handed particles through (illustrated by the hand-shaped ‘gratings’ which will allow particles of like handedness to transmit, much like the
physical slits in the traditional optics analogy). However, here we have an analyzer which will only allow
the passage of left-handed particles. What a polarization-insensitive (i.e. helicity-insensitive) detector will
measure is simply the raw number (yield) of neutrons. If we know our filter only allows left-handed neutrons
through, we know this yield will be the left-handed yield, YL .

4

As mentioned before, in a unidirectional beam experiment the term helicity is often misleadingly
and sloppily conflated with the terms ‘spin’ or ‘the polarization of’ the neutron, since all of the
neutrons have momenta in effectively the same direction.
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Figure 6.5: In this scenario, we can see that our initial beam (incident from the left) is composed of 50%
right-handed neutrons (shown in red) and 50% left-handed neutrons (shown in yellow). The polarizing component shows an asymmetry in its preference for allowing right- or left-handed particles through (illustrated
by the hand-shaped ‘gratings’ which will allow particles of like handedness to transmit, much like the physical
slits in the traditional optics analogy). However, here we have an analyzer which will only allow the passage
of right-handed particles. What a polarization-insensitive (i.e. helicity-insensitive) detector will measure is
simply the raw number (yield) of neutrons. If we know our filter only allows right-handed neutrons through,
we know this yield will be the right-handed yield, YR .

Figure 6.6: In reality, we do not get to choose the properties of the analyzer—the innate properties of
the weak interaction causing the polarization—in our parity violation experiment. Instead, we can choose
to change the predominant helicity of the neutron beam incident on the analyzer using a magnetic spin
flipper. We now can break our neutron trajectory into four ‘regions’: 1) unpolarized neutrons produced by
the Lujan spallation facility 2) the neutron beam after it has left the first lanthanum target and has acquired
a slight polarization 3) after the slightly-polarized neutron beam has passed through the spin-flipper but
before striking the second target 4) after the beam has passed through the second target (i.e. the beam that
is detected). This figure shows the evolution of the neutron beam in the case where the spin flipper is in the
OFF (no-flip) state.
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6.2

Case of Neutrons being Polarized Using a 3 He Polarizer

Here I would like to introduce the beginning of the mathematical formalism for how
the asymmetry of interest, Aw , will be extracted from the yields in the doublelanthanum parity violation experiment. We can begin by examining a somewhat
simpler system: that of a neutron beam interacting with a polarized 3 He spin filter.5
One of the most effective ways to polarize epithermal neutrons is with a 3 He polarizer using spin-exchange optical pumping (SEOP) techniques (discussed more in
7.8). 3 He has a highly spin-dependent capture cross-section. This strong spin dependence arises because the ground state of the 3 He nucleus contains two protons (with
opposite spins) and one neutron; due to the Pauli Exclusion Principle, only a neutron whose spin is opposite that of the neutron already contained in the 3 He nucleus
can be captured6 . Thus, if all of the spins of the 3 He atoms are aligned using an
external magnetic field, rotational invariance (and therefore the parity of the system)
is broken, allowing the 3 He polarizer to effectively filter out all neutrons with spins
anti-parallel to the spin of the neutrons in the 3 He. This is shown in Fig. 6.7.

5

Note: this subsection follows the method by Musgrave et al. [76] in an attempt to use the same
notation throughout the following discussions of neutron polarization.
6
It is worth noting that parity-violating effects are not completely absent from this interaction,
but exist on the order of ∼ 10−8 . This was the subject of the n3 He (pronounced ‘N-helium-three’)
collaboration measurement [77]. For the sake of the parity violation measurements needed for
NOPTREX–all of which benefit from the amplification effects discussed in Chapter 4–the parity
violation present in the n-3 He reaction is many orders of magnitude smaller, and therefore we may
neglect this effect.
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Figure 6.7: An initially unpolarized neutron beam (n+ = n− = N20 ) passes through a 3 He polarizer,
where the highly spin-dependent absorption cross section absorbs nearly all of the neutrons whose spins are
antiparallel to the spin of the 3 He. This absorption results in a significant (almost half) reduction in beam
intensity, with only a small residual fraction of the anti-parallel spin states. The transmitted beam, T0 ,
therefore has less neutrons that the initial beam before pasing through the polarizer, i.e. T0 < N0 , though
it has a significantly nonzero polarization. In the above figure, the neutron beam (shown in green) passes
through the 3 He polarizer. The pie charts above the beam show the relative amounts of the different spin
states of the neutrons in the beam. The pie charts below the beam show the effective (net) polarization of
the beam. The checker-patterned section of the pie chart shows where neutrons are present, but their spins
cancel out, whereas the gray represents the fraction of the beam that was lost.

zero

= 0%

polarization

Figure 6.8: For the completely unpolarized case,the difference between the parallel- and anti-parallel spin
states divided by the sum yields a net polarization of zero.
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= 95%

polarization

Figure 6.9: For the polarized case (e.g. after the initially unpolarized beam has passed through the 3 He
polarizer), one can assume that the 3 He polarizer was not perfect, leaving a residual amount of neutrons
whose spins are anti-parallel to those of the 3 He. In this case, the spin of the residual portion of the beam
effectively nullifies the contribution to the overall polarization given by the same fraction of opposite-spin
neutrons. However, these neutrons still exist in the total number of neutrons, giving us polarizations on the
order of ∼ 95%.

At low neutron energies [78], the capture cross section is proportional to the neutron
wavelength, λ. For an unpolarized He3 target, the neutron transmission T0 of an
initial (unpolarized) beam of neutrons is
−ρ`σ0 λλ

T0 = N0 e

0

(6.1)

where N0 is the number of neutrons, ` is the thickness of the target and σ0 is the
capture cross-section at λn ≡ λ0 .
Now, decomposing our transmissions and cross-sections by spin state (denoted as ↑
and ↓), the transmission of an initially-unpolarized neutron beam through polarized
He3 is (for ↑ and ↓ spin states):
−ρ`σ0 λλ (1−A)

T↑ = N↑,0 e

0

−ρ`σ0 λλ (1+A)

T↓ = N↓,0 e

0

(6.2a)
(6.2b)

Where A is the asymmetry introduced by the polarization of the the He3 (and in
the complete absence of parity violation, A is actually exactly the polarization of the
3
He), and the initial number of neutrons in the ↑ or ↓ states are N↑,0 = N↓,0 = N20
(for an initially unpolarized beam). The reason that we write the spin-dependent
cross sections as σ↓,↑ = σ0 (1 ± A) is a convention which simplifes mathematics; this
principle is illustrated in Fig. 6.10. Let us also recast λ0 = λλ0 for notational simplicity.
The total transmission, T , is the sum of the individual transmissions for each spin
state:
N0 −ρ`σ0 λλ (1−A) N0 −ρ`σ0 λλ (1+A)
0
0
T = T↑ + T↓ =
e
+
e
(6.3)
2
2
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i
N0 −ρ`σ0 λ0 h +ρ`σ0 λ0 A
−ρ`σ0 λ0 A
e
+e
T =
e
2
x
−x
Recall the exponential definition of cosh (x) = e +e
, we can rewrite this as:
2
T = N0 cosh (ρ`σ0 λ0 A)

(6.4)

(6.5)

Now, let’s look at the transmission for a polarized beam of neutrons (this concept
will be echoed in our following discussion of the double lanthanum formalism, when
we are looking at how the slightly-polarized neutron beam will interact in the second
lanthanum target). To start, we assume our incident beam is slightly polarized, with
polarization Pn :

T↑ =

N0
0
(1 + Pn ) e−ρ`σ0 λ (1−A)
2

(6.6a)

T↓ =

N0
0
(1 − Pn ) e−ρ`σ0 λ (1+A)
2

(6.6b)

Again, the total transmission is the sum of the two state transmissions:
T = T↑ + T↓ =

N0
N0
0
0
(1 + Pn ) e−ρ`σ0 λ (1−A) +
(1 − Pn ) e−ρ`σ0 λ (1+A)
2
2

(6.7)

Again, factor out common factors:
i
N0 −ρ`σ0 λ0 h
+ρ`σ0 λ0 A
−ρ`σ0 λ0 A
T =
e
(1 + Pn )e
+ (1 − Pn )e
2

(6.8)

Rearrange by separating terms out into those proportional to Pn and those that are
not:

i
N0 −ρ`σ0 λ0 h +ρ`σ0 λ0 A
−ρ`σ0 λ0 A
+ρ`σ0 λ0 A
−ρ`σ0 λ0 A
e
T =
e
+e
+ Pn e
−e
2

(6.9)

Recognize the cosh(x) and sinh(x) terms:
N0 −ρ`σ0 λ0
e
[2 cosh (ρ`σ0 λA) + 2Pn sinh (ρ`σ0 λ0 A)]
2
And to simplify, we can factor out cosh(x) from both terms:
T =

0

T = N0 e−ρ`σ0 λ A cosh (ρ`σ0 λ0 A) [1 + Pn tanh (ρ`σ0 λ0 A)]
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(6.10)

(6.11)

A quick sanity check: if the 3 He polarization is zero (i.e. A = 0), then this transmission is found to be independent of the neutron polarization, Pn !
The difference between 3 He and 139 La is that the polarization effect in lanthanum
occurs with an unpolarized target (since 3 He must be polarized to be an effective spin
filter).
The helicity dependent cross-section for lanthanum can be written as σ± = σ0 (1±Aw ),
where Aw is the asymmetry induced by the weak interaction.

Figure 6.10: Regardless of the exact mechanics of how the weak interaction treats the two different
helicity states, we define the convention that the helicity-independent cross-section (σ0 ) as the midpoint
average between the positive-helicity cross section (σ+ ) and the negative-helicity cross section (σ− ), as seen
in the left figure above. The amount by which σ± differ from σ0 is quantified by Aw , the parity-violating
σ −σ
asymmetry resulting from the weak interaction. That is, Aw = + 2 − . In contrast, the rightmost figure
shows another way that we could define this asymmetry. Another way of parametrizing this would be
to effectively shift the baseline interaction so that all of the parity-violating effects were restricted to the
negative-helicity particles. In this convention, we would have Aw = σ+ −σ− . However, as we will see shortly,
symmetrizing the definition of Aw is very useful mathematically.

6.3

Helicity-Based Polarization

Figure 6.11: As a reminder, right-handed particles are particles whose spin is predominantly aligned with
the direction of the particle momentum, whereas left-handed particles have spin which is predominantly
anti-aligned with the spin. The following few figures will make use of this convention for the helicity of a
particle: right-handed particles are red, left-handed particles are yellow.

172

Figure 6.12: This figure shows the passage of an initially-unpolarized (depicted as gray) neutron beam
through both unpolarized 139 La targets. After passing through the first target, the beam has acquired some
small polarization (denoted as blue) due to the weak interaction preferentially attenuating neutrons in a
given helicity state. Helicity states are denoted here generally as helicity states #1 and #2. The beam then
passes through the spin flipper (simplistically shown here as two sets of coils). In this scenario, the spin
flipper is in the OFF state; assuming no stray fields which cause unwanted spin flips, the polarization of
the beam is preserved until it is incident on the second unpolarized 139 target. With the spin flipper OFF,
we are ‘selecting’ the polarization state of the beam incident on the second target to be the state which
corresponds to a preponderance of neutrons in helicity state #1.

Figure 6.13: This figure shows the passage of an initially-unpolarized (depicted as gray) neutron beam
through both unpolarized 139 La targets. After passing through the first target, the beam has acquired some
small polarization (denoted as blue) due to the weak interaction preferentially attenuating neutrons in a
given helicity state. Helicity states are denoted here generally as helicity states #1 and #2. The beam
then passes through the spin flipper, simplistically shown here as two sets of coils. In this scenario, the spin
flipper is in the ON state; assuming a perfect spin flipper efficiency which flips 100% of the neutron spins
passing through it, the polarization of the beam is inverted and is then incident on the second unpolarized
139
target. With the spin flipper ON, we are selecting the polarization state of the beam incident on the
second target to be the state which corresponds to a preponderance of neutrons in helicity state #2.
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6.4

Yield Calculation

When calculating the number of neutrons which reach the detector after propagating
through the double lanthanum system, a sensible approach is to start at the beginning of the neutron trajectory and see how the probability for a neutron’s arrival
evolves as it interacts with the different components of the experiment. It turns out
that there are two different bases in which it makes sense to work in, depending on
which element of the experiment the neutron beam is interacting with. For example, because the weak interaction present in the nuclear target treats positive and
negative-helicity neutrons differently, it makes sense to decompose our neutron beam
into a helicity basis. In such a scheme, the basis vectors are the two neutron helicity
states (ĥ+ , ĥ− ). The number of neutrons in a given helicity state will be denoted by
the scalar quantities n+ and n− . To clarify my notation for the following derivation,
the number of neutrons in the different helicity states will be written as a two-element
column vector, notated:
 
 
 
n+
1
0
= n+
+ n−
(6.12)
n−
0
1
 
 
1
0
Where the basis vectors
and
relate to the positive and negative helicity
0
1
states:


1 0
(ĥ+ , ĥ− ) =
(6.13)
0 1
The spin flipper, however, does not discriminate based on handedness and will not
fundamentally treat a left-handed neutron any differently than a right-handed one.
It only works to flip the spin of a neutron, whatever that spin may be. What is more
relevant to the spin flipper is the net polarization of the beam, P . A perfectly efficient
spin flipper will reverse 100% of the neutron spins passing through it (regardless of the
spin state they were in) thus preserving the incident polarization of the beam. If the
spin flipper is not perfectly efficient, then it will affect the polarization by including
some small contribution of spins which were not flipped from their initial state. In
ˆ , where n is the total number of neutrons
this description, the basis vectors are n̂, nP
and P is the polarization.7
For the derivation below, we will need to transform between the helicity description
and the polarization description; we shall approach this incrementally by defining a
few important quantities, examining the relationships between them, and then use
these to relationships to transform between them.

7

In the (n, nP ) basis, the quantity n can of course be factored out since it is common to both,
leaving us with a basis of (1, P ). This perhaps elucidates that P is a description of the ‘excess’ spin
state above the ‘background’ of net-zero spin, but given that the connection between the (n, nP )
basis and the (n+ , n− ) basis is that n = n+ + n− , I wanted to leave the factor here.

174

6.5

Transforming from n+ , n− basis to n, nP basis

As we have mentioned previously: in the case of a beam experiment where all of the
neutron momenta (to zeroth order) have the same direction, the spin and handedness of a neutron are often conflated, but it is an important distinction here when
discussing this yield calculation, as it clarifies why the two different bases (and the
transformations between them) are needed. First, some definitions of important quantities:

Important Definitions
Before I delve into this derivation, I will define three interrelated quantities here for
reference purposes:
1
n± = n(1 ± P )
2

n = n+ + n−

P =

n+ − n−
n+ + n−

These are defined as:
n ≡ n+ + n− : The total number of neutrons, n, can be expressed as the sum
of the number of positive- and negative-helicity neutrons, n±
n± ≡ 21 n(1 ± P ): the number of neutrons in a given helicity state. n is the total
number of neutrons in the beam and P is the net polarization of the beam.
−
: the polarization of the beam, which can be expressed as the (signed)
P ≡ nn++ −n
+n−
fraction of the total number of neutrons in the beam. The magnitude of P quantifies
the excess fraction of neutrons which favors a given helicity (in this case, we are
conflating helicity = spin) state; the sign (±) of P indicates which state is favored.
Please see Fig. 6.9 for a visual example.

In addition, the quantity N0 will appear, and refers to the initial number of neutrons
which are produced in the beam. N0 is also a function of neutron energy, En , but as
we shall see later (Eq. 6.5.1), this quantity will be factored out in the ratio of the
yields and so we write N0 instead of N0 (En ) because it is tidier.
We can take the statements in the box to always be true. They are definitions. The
total number of neutrons in the beam will change as the beam interacts with the
different parts of the experiment (e.g. as the neutrons are attenuated through the
lanthanum targets), but then the relationship would just relate the changed total to
the changed individual helicity states, e.g. n0 = n0+ + n0− . At that point, the task
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would just become to relate n to n0 .
−
,
Starting with the definitions in the box above: given that n+ + n− and P ≡ nn++ −n
+n−
we can then see that the product of these two quantities is nP = n+ − n− . So by
working in the (n, nP ) basis, we are really working in a basis of the sums
and differences of helicity states, (n+ + n− , n+ − n− ), but it winds up being much
less messy than attempting the entire calculation using a basis of pure helicity states.

So first, by knowing the relationships between the (n, nP ) basis and the (n+ , n− )
basis (referred to hereafter as the ‘polarization’ and ‘helicity’ bases, respectively):
n = n+ + n−

(6.14a)

nP = n+ − n−

(6.14b)

we can write these out in matrix form. To convert from helicity basis (RHS) to the
polarization basis (LHS), we write:


n
nP




=

n+ + n−
n+ − n−




=

1 1
1 −1



n+
n−


(6.15)

And if we want to transform from the polarization basis back to the helicity basis,
we can simply invert the transformation matrix:


n+
n−



1
=
2



nP + n
−nP + n



1
=
2



1 1
1 −1



n
nP


(6.16)

The factor of 21 comes from nP + n = (n+ − n− + n+ + n− ) = 2n+ and −nP + n =
(−n+ + n− + n+ n− ) = 2n− . This prevents overcounting, since we went from having
two distinct neutron states (helicities) to lumping them all together as n.
Now, we will need to write out the matrix operator forms for 1) the interactions that
will happen in the lanthanum targets and 2) the spin flipper. Going in order, let
us first look at the interaction of the neutron beam in the target. When neutrons
pass through the thick lanthanum target, some fraction will be attenuated. Such an
attenuation typically takes the form of an exponential decay:
I = I0 e−ρ`σ

(6.17)

where ρ is the density of the material, ` is the thickness of the material, and σ is the
scattering cross section.
Now, we need to write out the matrix operator form of the spin flipper. We will
actually have two matrices to describe the spin flipper: one for the SF-on state and
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one for the SF-off state. If our spin flipper were perfectly efficient, then these matrices
would be (note that I am using square brackets for the SF operator matrices):

SFof f =

1 0
0 1




SFon =

0 1
1 0


(6.18)

This makes sense because in the ideal, perfectly-efficient case, the spin flipper in the
off state would not affect the spin states of the neutrons passing through it at all.
Therefore, it is the identity matrix. In the same vein, a perfectly efficient spin flipper
in the on state would flip the spins of 100% of the neutrons passing through it, so it
would simply swap the two states (a completely off-diagonal matrix). However, we
DO have to deal with efficiency issues in our spin flipper. We shall incorporate that
using the parameter , which is a measure of the inefficiency of the spin flipper.8 We
can essentially normalize the performance of the spin flipper in either the on/off state
to one of the states, meaning that it would effectively appear as though all of the
inefficiency were contained in one of the states. I shall choose to have the SF-off state
be the state in which the inefficiency is present. In this way, the SF matrices will be
written as:




(1 − )

0 1
SFof f =
SFon =
(6.19)

(1 − )
1 0
This makes sense because the small mixing of the states would look like this (Note:
 is bolded only for readability):
 


 0  
(1 − )n+ + n−
(1 − )

n+
n+
=
=
(6.20)
n0−
n+ + (1 − )n−

(1 − )
n−
This means that the primed helicity coordinates, (n0+ , n0− ), are the number of positive
and negative helicity neutrons leaving the spin flipper. It is (n0+ , n0− ) that will be
incident on the second lanthanum target. But, like I mentioned before, I would
rather work in the (n, nP ) polarization basis, so let’s figure out the transformation
from the (n+ , n− ) basis to the (n0+ , n0− ) basis, then transform this to a primed (n0 , nP 0 )
basis. From Eq. ??, we can write


n0
nP 0




=

n0+ + n0−
n0+ − n0−




=

1 1
1 −1



n0+
n0−


(6.21)

Now, after working through this part of the calculation a few times and having to
deal with somewhat painful algebra, I decided to look at what the spin flipper matrix
operator would look like if I used the polarization basis to describe the neutrons
8

This is chosen simply because it is natural (at least for me) to write (1 − ) as a multiplicative
factor to a neutron state and see it as (the total minus a small missing part) than to have just  for
the efficiency and have to remember that  will be less than 1.
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entering the spin flipper. In order to do this, we can use the helicity-to-polarization
similarity transform in to rotate our SFof f matrix seen in Eq. 6.159 :


SFof f =

1
0
0 (1 − 2)



1
=
2
|






1 1
(1 − )

1 1
(6.22)
1 −1

(1 − )
1 −1
{z
}
|
{z
}

From P to H

From H to P

Yay! The nicety here is that it turns out that the spin flipper operation is actually
diagonal in the polarization basis! This simplifies the mathematics a lot, as we will
see in a bit. We also see the factor of (1 − 2) that appears in [79].
NOW! Let’s start putting calculable variables in here! We will do this by expressing
our (n+ , n− ) states in terms of the physical processes (attenuation, polarization, etc)
happening to them.
After the first target, the number of neutrons in each helicity state will be:

n+ =

N0
(1 + P )e−ρ`σ0 (1+Aw )
2

(6.23a)

n− =

N0
(1 − P )e−ρ`σ0 (1−Aw )
2

(6.23b)

Since the transformation to the (n, nP ) basis relates the sum and difference of the
helicity states, let’s go ahead and calculate the sum and difference in terms of the
exponential forms.

n = n+ + n− =


N0 
(1 + P )e−ρ`σ0 (1+Aw ) + (1 − P )e−ρ`σ0 (1−Aw )
2

nP = n+ − n− =


N0 
(1 + P )e−ρ`σ0 (1+Aw ) − (1 − P )e−ρ`σ0 (1−Aw )
2

(6.24a)
(6.24b)

Factoring out the common exponential decay terms10 :
n = n+ + n− =
nP = n+ − n− =


N0 −ρ`σ0 
e
(1 + P )e−ρ`σ0 Aw + (1 − P )e+ρ`σ0 Aw
2

N0 −ρ`σ0 
e
(1 + P )e−ρ`σ0 Aw − (1 − P )e+ρ`σ0 Aw
2

(6.25a)

(6.25b)

Recalling again that we can perform a unitary rotation of a matrix M as M 0 = U † M U
You can also choose to factor out e+ρ`σ0 , but you will change the signs on your sinh function
since this is effectively a 180 degree rotation. I prefer the decay as an overall factor because it is
much more visually appealing in terms of the neutron attenuation taking place.
9

10
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Here, for the sake of tidiness, I will recast χ = ρ`σ0 .

n = n+ + n− =
nP = n+ − n− =


N0 −χ 
e
(1 + P )e+χAw + (1 − P )e−χAw
2

(6.26a)


N0 −χ 
e
(1 + P )e+χAw + (P − 1)e−χAw
2

(6.26b)

Now, let’s rearrange the terms inside of the square brackets by those which are proportional to P and those which are not.

n = n+ + n− =



N0 −χ  +χAw
e
+ e−χAw + P e+χAw − e−χAw
e
2

(6.27a)



N0 −χ  χAw
e
e
− e−χAw + P e+χAw + e−χAw
2

(6.27b)

nP = n+ − n− =

Recognizing the exponential definitions of the hyperbolic trigonometric functions,
x
−x
x
−x
and sinh(x) = e −e
, we can write:
cosh(x) = e +e
2
2
n = n+ + n− =

N0 −χ
e [2 cosh(χAw ) + P (2 sinh(χAw ))]
2

(6.28a)

N0 −χ
e [2 sinh(χAw ) + P (2 cosh(χAw ))]
(6.28b)
2
So, now we can see that we could write our polarization basis vector in terms of the
hyperbolic physics expressions of the (n+ , n− ) basis!
nP = n+ − n− =





n
nP



n0
nP 0

−χ



= N0 e




=

n+ + n−
n+ − n−



cosh(χAw ) + P sinh(χAw )
sinh(χAw ) + P cosh(χAw )



cosh(χAw ) + P sinh(χAw )
sinh(χAw ) + P cosh(χAw )

n0+ + n0−
n0+ − n0−



−χ

= ne






=

(6.29)

(6.30)

Which, by reading off from the rightmost matrix, we can write this in the (n, nP )
basis as


n0
nP 0



−χ

=e



cosh(χAw ) sinh(χAw )
sinh(χAw ) cosh(χAw )
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n
nP


(6.31)

If we look at this carefully, one way to interpret this is as a small, hyperbolic rotation11 in polarization space (times a decay due to the attenuation)!
We can now dissect this rotation to be able to write down an ‘operator’ for what
happens in the target. We can express the hyperbolic rotation matrix as

R(θ) = cosh(θ)

1 0
0 1




+ sinh(θ)

0 1
1 0


(6.32)

Where we shall notice that the first matrix on the RHS is the identity matrix; we shall
call the second matrix on the RHS M. In this way, we can write the transformation
from (n, nP ) to (n0 , nP 0 ) as
e−χ(I+M A) = e−χ e−M Aχ

(6.33)

If we want to solve for the new polarization P 0 that occurs after the second target,
we can use our (n0 , nP 0 ) basis in terms of (n, nP ) and look at the ratio nP 0 /n0 . I am
keeping the n distributed so that the (n, nP ) basis is more obvious.


n0
nP 0



−χ

=e



cosh(χAw ) sinh(χAw )
sinh(χAw ) cosh(χAw )



n
nP

e−χ [n cosh(χAw ) + nP sinh(χAw )]
nP 0
=
n0
e−χ [n sinh(χAw ) + nP cosh(χAw )]


(6.34)

(6.35)

Factor out cosh(χAw ) from both the numerator and denominator:
ne−χ cosh(χAw ) [1 + P tanh(χAw )]
nP 0
=
n0
ne−χ cosh(χAw ) [tanh(χAw ) + P ]

(6.36)

nP 0
[1 + P tanh(χAw )]
=
0
n
[tanh(χAw ) + P ]

(6.37)

Leaving us with

11

A rotation is something which preserves the distance to a given central point. The definition of
‘distance’ is flexible, depending on what coordinate system you are choosing to use; For Euclidean
distances, you get the usual rotation matrix with sines and cosines. For other distance measures
(such as the Minkowski metric in special relativity) you get a hyperbolic rotation. It preserves a
distance to a center, just not the obvious Euclidean one. A hyperbolic rotation should correspond
to sliding points along an hyperbola instead of a circle!
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NOW we can do the entire neutron beam propagation through our apparatus using
matrices!!

Recall from linear algebra that for a Hermitian matrix Ω, there exists a unitary matrix
U built out of the eigenvectors of Ω such that U † ΩU is diagonal. For the (Hermitian)
matrix


cosh(χAw ) sinh(χAw )
Ω̂ =
(6.38)
sinh(χAw ) cosh(χAw )
The associated (normalized) eigenvectors are
 


1
1
1
1
Ω̂1 = √
Ω̂2 = √
2 1
2 −1

(6.39)

with corresponding eigenvalues
Ω1 = e−χA , Ω2 = e+χA

(6.40)




1 1
Constructing a unitary matrix U =
from these eigenvectors gives us the
1 −1
ability to diagonalize our hyperbolic rotation matrix:
1
Ω = U ΩU =
2
0

†



1 1
1 −1



cosh(χAw ) sinh(χAw )
sinh(χAw ) cosh(χAw )



1 1
1 −1


(6.41)

Which gives us the matrix:

0



Ω̂ =

0
e−χAw
0
e+χAw


(6.42)

This is diagonal in the helicity basis! Now, reincorporating in the overall attenuation
factor, e−χ , the matrix that describes the interaction of the helicity states in the
lanthanum target is

e

−χ

0

Ω̂ =



e−χ(1+Aw )
0
0
e−χ(1−Aw )

So, the total operation that we will have is:


nf
= Û † T̂2 Û Ŝ Û † T̂1 V~h
nPf
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(6.43)

(6.44)

where Ŝ is the spin flipper operator matrix, either SFon or SFof f . Written out
explicitly in matrices, the full propagation (for the SFof f state) is:

Calculating the final number of neutrons (yield) for the SF-off state, nf , we have:

nf =


N0 −2χ(1+A) 
e
1 − e4Aχ ( − 1) −  + 2e2Aχ
2

(6.45)

Distribute e−2Aχ through:

N0 −2χ  −2Aχ
e
e
− e2Aχ ( − 1) − e−2Aχ + 2
2

(6.46)

nf =


N0 −2χ  −2Aχ
e
e
− e2Aχ + e−2Aχ − e−2Aχ + 2
2

(6.47)

nf =


N0 −2χ  −2Aχ
e
e
− e2Aχ + e−2Aχ − e−2Aχ + 2
2

(6.48)

nf =


N0 −2χ  −2Aχ
e
e
+ e−2Aχ − (e2Aχ + e−2Aχ ) + 2
2

(6.49)

N0 −2χ
e
[2 cosh (2Aχ) − (2 cosh(2Aχ)) + 2]
2

(6.50)

nf =

nf =

nf = N0 e−2χ [cosh (2Aχ) − (cosh(2Aχ)) + ]

(6.51)

So our final yield for the SF-off state is:
Yof f = N0 e−2χ [(1 − ) cosh (2Aw χ) + ]
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(6.52)

Similarly, for the SFon state, the full matrix expression for the propagation of the
neutron beam through the system is:

Performing the matrix multiplication results in the final yield for the SFon state as:
Yon = N0 e−2χ

(6.53)

This means that the final yields for the two states are

Yof f
6.5.1

Yon = N0e−2χ
= N0e−2χ [(1 − ) cosh (2Aw χ) + ]

Extraction of the Parity Violation Parameter, Aw

The next step is to look at our expressions for the yields and devise a method to
extract the parameter of interest, Aw . While an asymmetry is often calculated by
taking a difference over a sum of the yields, the nature of the expressions is what
ultimately dictates how one goes about extracting Aw . Given the expressions for our
two yields, Yof f and Yon , one can see that the common factor of N20 e−2χ suggests that
a ratio of the expressions could help simplify the extraction procedure. By taking the
ratio of the yield with the spin flipper in the off state to the yield in the on state, we
get:
Yof f
N0 e−2χ [(1 − ) cosh(2χAw ) + ]
=
Yon
N0 e−2χ

(6.54)

Yof f
= (1 − ) cosh(2χAw ) + 
Yon

(6.55)

Which gives us
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Following the prescription of [79], we can then take the series expansion of cosh(x) to
order O(x2 ):


Yof f
1
2
4
= (1 − ) 1 + (2χAw ) + O(x ) + ... + 
Yon
2

(6.56)



Yof f
= (1 − ) 1 + 2χ2 A2w + 
Yon

(6.57)

Now, recall that χ = ρ`σ0 , where ρ is the areal density of the lanthanum targets. `
is the thickness of the lanthanum targets, and σ0 is the energy-dependent neutron
cross section. The determination of σ0 depends on parameters that must be extracted
from the pulse-counting mode data. ρ and ` are measured/known, though must be
corrected for changes due to low temperature. After these parameters are known,
we will need the value of , the spin flipper inefficiency, to be able to get a final,
normalized result. If the true value of  is not known durnig the analysis process, we
can set  = 0 for the ‘idealized’ result and then adjust the preliminary result later
once this value is known.


Yof f
= (1 − ) 1 + 2(ρ`σ0 )2 A2w + 
Yon

(6.58)

At this point, all values will be known except for Aw . We can then fit to this curve,
using A2w as the fitting variable.12 This fit is not done in this body of work because it
requires corrections to the dataset which are not yet available at the time of writing,
but the theory was important to include for completeness.
This result was derived completely independently from the expression found in the
1991 measurement paper by V. Yuan et al. [79]; a comparison of how this expression
compares to the final expression in [79] can be found in Appendix A.

12

As pointed out in [79], this expansion is performed instead of fitting directly to a cosh(x)
function because the range of the cosh(x) function is constrained to be always positive, therefore
resulting in incorrect fits to the data.
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Chapter 7 Double Lanthanum Design and Setup
“It’s a manic-depressive life. You run in here . . . your experiment makes
no sense, you think, ‘I hate this job.’ Then ten minutes later you think,
‘Well, now, maybe I’ll try this or I’ll try that.’ You do it because you know
there will be an ‘a-ha!’ day. Those a-ha! days make it all worthwhile and
they have to last you a long time.”
— Dr. Bonnie Bassler, microbiologist, in an interview with TED
The following chapter contains a reprint of material originally published in Nuclear
Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment, July 2020. Reference: [80]
7.1
7.1.1

Experimental Setup
The FP12 neutron beam facility at LANSCE

The apparatus described in this paper was located in an experimental hutch on Flight
Path 12 (FP12) at LANSCE. Neutrons which are delivered to FP12 are produced
by the 1L Lujan Target-Moderator-Reflector-Shield (TMRS) Mark-III assembly and
are moderated by a partially-coupled cold hydrogen moderator. The flight path is
equipped with an m = 3, 10 cm×10 cm supermirror neutron guide designed to transport a large fraction of cold neutrons to the experimental hutch [81]. The neutron
flux and spectrum in the slow neutron regime between 1-80 meV was already measured in the past and described in the literature [82]. MCNPX simulations of FP12
were performed to extract the energy spectrum and emission time distributions of
0.7 eV neutrons. The detailed 3D geometry as implemented in the MCNPX model
is shown in Figure 7.1. The model included a detailed implementation of the TMRS
Mark-III surrounded by the Bulk Shielding. The neutron guide is surrounded with
concrete/steel/polyethylene shielding and the experimental hutch is shielded with borated polyethylene clad in 3/8” thick steel. The neutron beam terminates in a beam
stop made of steel and borated polyethylene.
The calculations of the time-emission spectra followed the methodology outlined
in [83]. The TMRS model used in these simulations was based on the as-built engineering design. The thermal neutron scattering kernels that were used are for hydrogen and deuterium in water, ortho- and para-hydrogen in liquid hydrogen, aluminum
in alloys, and iron in steel. All calculations utilized the next-event-estimator (point
detector) variance reduction technique [84] to ensure efficient convergence of all extracted observables. The relatively sharp proton pulse (270 ns pulse width) incident
on the spallation target at a short-pulsed spallation neutron source like LANSCE
is a very valuable feature for precision measurements of parity violation and time
reversal violation on neutron-nucleus resonances as it greatly improves the time reso-
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lution of the neutron time-of-flight measurements necessary to accurately determine
the neutron energy.

Figure 7.1: Elevation view of the FP12 geometry as implemented in the MCNPX model.
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Figure 7.2: An MCNPX calculation of the neutron energy spectrum for FP12, normalized to the peak flux
intensity. This was generated using MCNPX simulations with the most recent FP12 geometry.
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Figure 7.3: A calculation of the time emission spectra for neutrons of energy 0.7 eV, normalized to the
peak intensity.

The FP12 hutch is a steel enclosure shaped like a trapezoid, as seen in Figure 7.4.
It is approximately 4.73 m long in the beam direction, 2.74 m tall, and 4.61 to 6.22
meters in the transverse direction. The beam pipe is centered 1.37 meters above the
floor. The most upstream components are collimators that scrape the neutron beam
to a 10 cm diameter and a 3 He-4 He ion chamber to measure the neutron flux. Next
downstream is the first cryogenically cooled 139 La target, an adiabatic spin flipper,
and a second 139 La target. The furthest downstream component is a shielded 6 Li-rich
scintillator neutron detector buried in shielding designed to attenuate both neutrons
and gamma rays to reduce background noise. Figure 7.5 shows a detailed view of
these components and their placement.
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Figure 7.4: Top-down view of the FP12 hutch at LANSCE showing the hutch dimensions and general
position of the experimental setup.
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Figure 7.5: A cross-section view of the experimental setup in FP12 at LANSCE as viewed from the side.
The three components are the collimator stand, the main apparatus containing the cryostats and the spin
flipper coil assembly, and the detector/shieldhouse assembly.

7.1.2

Mechanical Apparatus Components

Previous experiments have measured P on the 0.7 eV resonance in 139 La to ∼ 4%
accuracy [?]. In order to achieve a measurement with 1% accuracy as needed for the
future time reversal and neutron polarimetry physics, we decided to use cryogenic
targets to minimize the Doppler broadening of the transmitted resonance profile. To
prepare for the future NOPTREX time reversal search experiment described in [38],
we mounted these cryostats on a rotating turntable and chose a 3 He neutron spin
filter polarized by spin-exchange optical pumping (SEOP) methods which can later
be placed in the position of the upstream cryostat. These decisions strongly influenced
the apparatus design, which otherwise possesses several components very similar to
an earlier instrument built by the TRIPLE Collaboration [85].
The apparatus can be divided into three major beamline components; the collimator
stand; the main apparatus stand (mounted on the rotation stage); and the detector
stand/shieldhouse. One key feature of almost all components is the use of nonmagnetic materials. Due to the oscillating magnetic fields produced by the neutron
spin-flip coils, any magnetic material could be magnetized, leading to stray fields that
could affect the neutron spin-flip efficiency as well as cause magnetic-field dependent
gain shifts in our detector electronics. Therefore much of the apparatus is constructed
from aluminum, brass, and plastic.
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7.1.3

Collimators and Stand

The collimator stand, located furthest upstream at the exit of the beam pipe, supports
interchangeable collimators and the 3 He-4 He beam monitor. The stand is made from
aluminum held together with brass screws and bolts. A 96 cm long rectangular
aluminum channel provides a reliable way to interchange up to 16 collimators and
ensures that all collimators are coaxial with the beam. Adjustable feet allow for
precision alignment of the collimators to the beam axis using a theodolite. The beam
monitor rests at the downstream end of the stand and is electrically isolated from
the rest of the stand via a polycarbonate plastic base. The collimators define the
neutron beam and minimize the contribution of fast neutrons and gamma rays to the
radiation backgrounds in the hutch. 5.01 cm thick borated polyethylene collimators
attenuate fast neutrons outside of the desired beam profile. The borated polyethylene
collimator located the furthest upstream has an additional 1 mm layer of 6 Li-loaded
fluorinated plastic which collimates slow neutrons and produces a very small number
of gamma rays per absorbed neutron. After the borated polyethylene collimators, 3.65
cm thick brass collimators attenuate gamma rays produced both by the ‘gamma flash’
characteristic of spallation targets as well as any gamma rays produced by neutrons
absorbing in the borated polyethylene collimators. The collimator collection is also
draped with 6 Li fluorinated plastic to absorb high energy neutrons scattered by the
hydrogen but not absorbed by the boron in the fast neutron collimators before they
can create additional neutron and gamma ray backgrounds signals in the detector.
Collimators made of 10 B-loaded plastic are also placed outside the upstream ends
of the cryostat vacuum flanges to sharply define the beam that passes through the
targets. The stand is stable enough to also support a calibration resonance target
wheel and a local neutron chopper if needed.
We measure the neutron time-of-flight spectrum on a pulse-by-pulse basis using a
beam monitor, which is a low efficiency ion chamber with 3 He and 4 He gas chambers
located back-to-back along the neutron beam and operated in current mode. Since
the neutron absorption cross section in 3 He is very large (of order kilobarns) and
well known [86], the neutron absorption cross section in 4 He is extremely small, and
the gamma interactions of these two isotopes are essentially identical, the difference
signal from these two chambers is directly proportional to the instantaneous neutron
flux. We do not elaborate any more on the details of the design for this device as it
is identical to the one used by the TRIPLE collaboration and is already described in
great detail in the scientific literature [87].
7.1.4

Main Apparatus and Rotation Stage

The main apparatus frame is constructed from extruded aluminum profiles (manufactured by 80/20 Inc, hereafter referred to as “8020”) mounted to a large rotation
stage with adjustable feet. The base of the main apparatus is a large aluminum table
with large 8020 support legs. On top of this table sits a Franke TSD-830M rotation
stage, labeled in Figure 7.6. The rotation stage has a 57,000 N load rating and allows
for 360 degree rotation of the main apparatus. The rotation stage is mounted to ad190

justable feet which allow for fine-tuned adjustments to center the targets on the beam
axis. A large (1.22 m diameter and 2.54 cm thick) circular aluminum plate rests on
the rotation stage and supports the main rectangular frame constructed from 8020.
The frame supports the cryostat/cryogenic target assemblies, adiabatic spin-flipper
coils, and can be modified to include additional equipment such as a 3 He polarizer
(described in further detail in Section 7.8). The spin-flipper coils are affixed directly
to the 8020 aluminum frame using specially-designed plastic clamps.
The aluminum housing for the cryostats are supported from the top of the 8020
frame on sliding rails, allowing for easy adjustment of the target location along the
neutron beam. The maximum distance between the two targets is 152 cm. The
cryogenic housing is mounted to the sliding rails by three V-groove-and-ball kinematic
mounts. This allows for reproducible, precision placement of the targets when moving
or replacing the cryogenic housing during a target change. In this modular design
other components such as a large 3 He polarizer can also couple to the sliding rails
or the 8020 frame. One nice feature of using 8020 for the frame is the ease with
which components can be precisely and repeatably aligned using mechanically-defined
reference points. The aluminum table was aligned to the beam using a theodolite.
All other components used mechanically-defined reference points to define alignment.

Figure 7.6: The main apparatus in the Double Lanthanum experimental setup as configured with two
cryogenic 139 La targets installed. The lefthand diagram shows a downstream view of the apparatus (i.e.
looking down the axis of the neutron trajectory) whereas the righthand shows a sidelong, cross-section view.

7.1.5

Target Environment

Cryo-Torr 8 cryopumps were stripped of their internal cryopumping surfaces and
used as mechanical refrigerators to cool the targets to ∼15 K. The cryopumps couple
to the aluminum housing and then to an aluminum vacuum chamber below. The
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neutron beam passes through 1.27 mm thick aluminum vacuum windows centered on
the beam. Inside the cryostat vacuum chamber, the target cell is thermally coupled
to the 15 K stage of the cold head, while a surrounding radiation shield is coupled
to the 80 K stage of the cold head. The target cells are contained in 12.03 cm
diameter aluminum cans, filled in an inert argon atmosphere in a glovebox and sealed
with indium o-rings. This prevents potential oxidation of sensitive or reactive target
materials such as lanthanum to preserve the integrity of the target and to promote
the safe handling of activated targets. To monitor the temperatures inside of the
cryostats, four silicon diode temperature sensors were placed at different stages of
the cryostat; one on the radiation shield, one on the coldhead, one at the top of the
cell clamp, and one at the bottom of the cell clamp. The temperatures measured
by diode thermometers were read using a Lakeshore 218 temperature monitor. The
temperature distribution in the cryogenic system under steady state operation was
stable at the level of 0.2 K.
7.1.6

Detector and Shieldhouse

Located furthest downstream from the beam pipe entrance to the hutch is the detector stand and shielding assembly, known as the shieldhouse. The purpose of this
shieldhouse is to protect the 6 Li neutron detector from any neutrons and gamma rays
originating from outside the defined neutron beam (e.g. multiply-scattered neutrons
from the hutch or gamma rays produced in neutron capture reactions on materials
in the hutch). The support structure frame is made of 8020 and sheets of borated
polyethylene. The outermost layer of shielding consists of 15 cm of borated polyethylene, followed by 10 cm of lead bricks and 5 cm of lithium carbonate powder as seen
in Figure 7.5. The detector sits in an aluminum tube and was aligned to the neutron
beam axis using a theodolite and crosshairs of fishing line anchored to the aluminum
tube using offset set screws.
7.2

Magnetic Field Mapper

In order to successfully make a precision measurement of the parity violation in the
target nuclei, it is critical to understand the dynamics of the neutron spin motion
in the fields and determine the spin-flip efficiency. To do so, detailed maps of the
magnetic fields produced by the spin flipper array (discussed in more detail in Section
7.3) were needed.
One of the challenges presented with the design of the spin flipper coils was a difficulty in mapping the magnetic field. Mounting a magnetic probe to a motorized
mapper system was very difficult due to spatial constraints enforced by the coils,
their supports, and lead wires. A simple mapping system was constructed by mounting a Lakeshore 460 triple axis probe to a three-dimensional, manually translatable
apparatus. Continuous translational range of motion was possible in the xy plane
perpendicular to the direction of the neutron beam. In the longitudinal z direction,
pairs of threaded holes were machined into a long, metal plank; pairs of screws were
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then placed in each set of holes and by laying the y-directional translation stage such
that an edge was laid flush to both screws, unique points along the z axis were defined. Cross-sectional x, y slices of the magnetic field were then mapped for each of
the points defined along the z-axis. 12 planar maps were taken for each configuration
of the spin flip field. This data, shown in Figure 7.10, was then reconstructed and
interpolated using COMSOL and used in calculating the neutron spin flip efficiency
as discussed further in Section 7.3.

Figure 7.7: CAD drawing of the mapper used to map the B-field. Note the pairs of holes machined into
the longitudinal plank; these were used to uniquely define points along the z-axis for maps to be taken.

7.3

Adiabatic Spin Flipper for eV Neutrons

Following the design of Roberson et al. [85], we simulated and built a neutron Adiabatic Spin Flipper (ASF) based on adiabatic spin motion in static magnetic fields.
This spin flipper is mounted and aligned to the 8020 frame, ensuring that the ASF
longitudinal coils shown in Figure 7.6 are coaxial with both the lanthanum targets
and the neutron beam. The coil geometry and currents were optimized for neutron
energies near 1 eV as needed for the Double Lanthanum experiment, though the adiabatic condition can be met for a broad range of neutron energies. As in the TRIPLE
apparatus, the neutron spin flipper consists of longitudinal and transverse coils that
produce static gradient magnetic fields. The combination of these fields produces a
total field with approximately constant amplitude B0 that turns the neutron spin over
the distance L on the z-axis over which the spin rotation occurs. The spin flipper
operates in two field configurations, which we shall call the no-flip and flip configurations. For the no-flip configuration, only the longitudinal Bz coils are turned on.
If the direction of the neutron beam is along the z-axis and x = y = z = 0 is taken
to be the center of the spin flipper as shown in Figure 7.8, then the magnetic field
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produced by the longitudinal coils in the no-flip state can be approximated as


if z < −L/2
B0
Bz = −B0 sin (πz/L) if −L/2 ≤ z ≤ L/2
(7.1)


−B0
if z > L/2
Recall that the magnetic torque ~τ experienced by a particle with a magnetic moment
~ is
µ
~ in an external magnetic field B
~
~τ = µ
~ ×B

(7.2)

For the flip configuration, the transverse By coils are turned on (in addition to the
Bz coils). The component produced by the transverse coils is given by

By =

±B0 cos(πz/L) if − L/2 ≤ z ≤ L/2
0
otherwise

(7.3)

The ± sign indicates that the By component can be either parallel or anti-parallel
to the y-axis, depending on the direction of the current in the transverse coils. The
~ total that is constant in magnisuperposition of the Bz and By fields produces a field B
tude but rotates by 180◦ in the zy plane over the length L. A positive By component
will produce a counter-clockwise rotation of the total field in the zy plane, while a
negative By component produces a clockwise rotation.
As the neutron magnetic moment µ
~ n is related to the neutron spin ~σ by the gyromagnetic ratio γn , one can construct the Hamiltonian of the magnetic interaction with an
~ Substituting this Hamiltonian into the Schrödinger equaexternal magnetic field B.
~ field, the Larmor equation for the spin can be obtained
tion for a time dependent B
[88]:

d
~
~σ (t) = γn~σ (t) × B(t)
dt

(7.4)

~ and ~σ at any given time.
The change in the neutron spin direction is normal to both B
For the no-flip state there should not be a change in the neutron spin as the spin and
the magnetic field are parallel. If the field as seen in the rest frame of the neutron
varies slowly enough (i.e. adiabatically), the neutron spin will precess about the field
direction with the Larmor frequency ωL = γn B and will “follow” the direction of the
external field from its initial direction +z to the opposite direction −z at the end of
the flipper. The rotation frequency ωB of the magnetic field as seen in the rest frame
of the neutron is given by
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ωB =

π
π
=
t
L/v

(7.5)

where t is the time the neutron spends in the spin flipper and is given by L/v, where
v is the neutron speed and L is the length of the spin flip region. The ratio of the field
rotation frequency ωB and the Larmor frequency ωL , is defined as the adiabaticity
parameter for this system:
ωB
πv
γ=
=
(7.6)
ωL
γn LB
~ direction for
If γ << 1 the spin direction will undergo several rotations around the B
every small variation of the field, keeping its precession axis approximately aligned
~ at any given time. In other words, as long as the neutron speed v is below a
with B
certain limit, the transport of the spin will be adiabatic.
Figure 7.8 shows the magnetic field configuration for the flip and no-flip states of the
spin flipper, as well as the total magnetic field and neutron spin projection along the
field direction as neutrons propagate across the spin flipper length.
x

a) Spin-flip configuration

b) No-spin-flip configuration

z

y⊙

Transverse

Longitudinal
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!
Beff, flip

!
Beff, no-flip

y

σ
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σ

no-flip
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Figure 7.8: Components of the magnetic field in the a) spin-flip and b) no-spin-flip configurations. The
elements of the apparatus producing each component of the magnetic field (longitudinal -red- coils and
~ total and the projection of the neutron
transverse -blue- coils) are highlighted. Also the total magnetic field B
spin h~σ i along its axis of precession are shown in the zy plane for each case.

This simplified description assumes that all of the neutrons travel directly down the
longitudinal axis of the coils. Realistic spin flipper efficiency calculations must account
195

for the finite radius of the beam as well as deviations away from the on-axis magnetic
field. Bowman, Penttilä, and Tippens [89] investigated these effects for neutrons
whose trajectories deviate slightly from the axis of symmetry. One must consider not
only the efficiency of the spin flipper in the flip configuration but the efficiency in
the no-flip configuration. The total efficiency of the spin flipper is the average of the
efficiencies for the flip state and the no-flip state:
i
h
 p
1
1 − cos π γ −2 + 1 ,
flip = 1 − p
1 + γ −2

(7.7)

and the spin-preserving efficiency in the no-flip state is

no-flip

π 3 r2
=1−
,
8γL2

(7.8)

with r the distance of the neutron trajectory from the spin flipper axis. It can be
seen that flip → 1 when γ → 0; the smaller the adiabaticity parameter, the higher
the spin-flip efficiency. Also, no-flip = 1 when r = 0; if all neutrons travel over the
beam axis every spin remains unchanged in the no-flip state.
It now makes sense to define a ‘total’ efficiency, tot , as a figure of merit for the design
which describes both how well the flip configuration flips the spin and how well the
no-flip configuration preserves the spin. We therefore define
total =

flip + no-flip
2

(7.9)

For an ideal spin flipper that flips all neutron spins in the flip configuration and leaves
all neutron spins unchanged in the no-flip configuration, we see tot = 1.
To define the optimum parameters for our spin flipper, we calculated the flip, no-flip
and total efficiency for different values of magnetic field amplitude B0 and spin flipper
length L using equations 7.7-7.9. We assumed p
a 10 cm diameter neutron beam and
2
used the square root of the average value of r , hr2 i=3.54 cm to calculate the spinpreserving efficiency. Figure 7.9 shows these calculations. Considering the constraints
in length for the Double Lanthanum experiment at FP12, we chose L = 120 cm for
the flipping length, the maximum allowed in the apparatus. From z = −60 cm to
~ has the described form for the flip and no-flip states (equations
z = 60 cm the field B
7.1 and 7.3). For 60 cm < |z| < 75 cm we aimed to produce a longitudinal constant
field of amplitude ±B0 , providing a uniform field in the region of the La targets (see
Figure 7.10). The choice of B0 values were constrained by practical experimental
and safety reasons: it has to be generated by reasonably attainable electric currents
and voltages, yet also has to be large enough to assure a good efficiency. We found
that for L = 120 cm, a magnetic field amplitude of B0 =16-17 G can produce a total
efficiency between 92%-98%, as seen in Figure 7.9.
196

b) No-spin-flip

a) Spin-flip

𝜖 no-flip

𝜖 flip

L (m)
L (m)

B0 (G)
B0 (G)

c) Total

𝜖total

d) Total

𝜖 total

L (m)
B0 (G)

Figure 7.9: Calculations of the a) spin flipper efficiency and b) spin preserving
efficiency as functions of
p
the parameters B0 and L for 1 eV neutrons at r = 3.54 cm, the value of hr2 i over a 10 cm diameter beam.
The total efficiency is shown in c) and d).

To establish the position along z and the parameter N I (number of turns of a particular coil multiplied by the current) for each of the coils comprising the longitudinal
field array (see Figure 7.10), we considered the current I to be fixed, and in an iterative process of varying the position and obtaining the number of turns by the Single
Value Decomposition (SVD) method, we obtained the optimum coil configuration.
With I = 15 A and a maximum number of turns that vary from 1-2 turns for the
small coils to ∼80 for the large coils, the voltage requirement using 10 AWG copper
wire is close to 40 V, which is achievable with the system described in Section 7.1.2.
The field maps of the actual spin flipper that was constructed on FP12 were obtained
using the mapper described in Section 7.2. A total of 14 xy planes of 11 cm × 11 cm of
cross section around the SF axis were scanned in steps of 5 mm. The field maps span
the region between -50 to 50 cm in the z-axis, as shown in Figure 7.10a. A comparison
of the measured magnetic fields and the initially calculated magnetic fields along the
spin flipper axis is shown in figure 7.10b; a good agreement is observed in general,
however it is important to point out that the longitudinal magnetic field (pictured
in red), has a higher amplitude than the transverse magnetic field, producing a total
magnetic field that, although performing the desired rotation by 180◦ in the yz plane,
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B (G)

a)
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Bz (longitudinal)

By (transverse)
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y

Figure 7.10: a) Field maps for the longitudinal and transverse components of the spin flipper; 14 xy planes
were scanned at positions between -50 to 50 cm along the z-axis. b) Measured magnetic field components
along the z-axis and their comparison with the design model fields.

does not maintain a constant amplitude. The field map was obtained in the middle
of the experimental run; therefore the spin flipper was operated with the magnetic
fields configuration shown in figure 7.10.
These field maps, in combination with the images of the neutron beam profile and
data from a Monte Carlo neutron spin transport simulation, can be used to estimate
the actual spin flipper efficiency 0.7 eV neutrons.
7.4

Neutron Beam Intensity Maps

(a)

(b)

Figure 7.11: The image on the left shows the neutron beam spot as imaged on a Gd-doped image plate.
The neutron beam intensity distribution was extracted using ImageJ software.

The radial dependence of the neutron beam intensity must be mapped to sufficient
accuracy that it can be included with the magnetic field map to calculate the neutron
spin flipper efficiency. We determined that an intensity map with a few mm spatial
resolution over the 10 cm diameter beam would suffice to determine the spin flip
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efficiency with an accuracy more than one order of magnitude better than our statistical accuracy goal. This measurement was performed with a commercial imaging
plate using a neutron-sensitive Gd-doped film. Its spatial resolution is one order of
magnitude better than required for our purposes. Figure 7.11a shows an example of
such a map. The neutron imaging plate technology used to produce these intensity
maps has been demonstrated to possess a linear response over a dynamic range of
about 4 orders of magnitude as determined in the course of careful studies conducted
at NIST for a Penning-trap-based neutron lifetime experiment [90].
7.5

Mechanical Design of the Adiabatic Spin Flipper and Controls

The spin flipper consists of twelve axially concentric longitudinal coils of different radii
and winding numbers connected in series to produce the sinusoidally varying longitudinal field along the z-axis (Eq. 7.1) and one pair of axially concentric Helmholtz
coils that produce the cosinusoidally varying transverse field along the y-axis (Eq.
7.3). The coils were designed using COMSOL to determine the coil parameters (coil
dimensions, number of turns, positions, and necessary currents) needed to produce
the desired fields. In addition, one pair of ‘shunt’ coils was constructed, consisting
of two coils identical in construction to the transverse field coils. Because of the
relatively large (∼ 15 A) currents needed to produce these fields and the relatively
short timescales (∼100 ms) needed for the transverse field on/off transitions, the
shunt coils were introduced to the circuit so that instead of turning the current in the
transverse coils on and off and potentially producing electronic crosstalk, the current
was instead diverted to the shunt coils via a switch box module. The longitudinal
and transverse coils were mounted to the frame of the apparatus and the shunt coils
were placed in a corner of the experimental hutch as far away as possible from the
spin-flip region of interest, approximately 3 meters from the center of the spin flipper.
The field produced by the shunt coils at the center of the spin flipper was measured
and determined to be negligible.
7.5.1

Switch Box Design

To control the neutron spin flip coils, we designed a switch box containing an array
of FET switches with opto-isolated gate drivers controlled by TTL signals sent from
an Arduino Mega 2560 board. The switch box was designed to be able to handle a
maximum current of 20 A and to react quickly enough during a change of state that
viable neutron pulses were not lost due to a slow slew time for the switch box. The
limiting factor for the switching rate was found to be the intrinsic 120 ms settling time
that it took for the currents to achieve a steady state in the coils. This characteristic
time was due to the large inductance of the coils and the settling time of the eddy
currents in the aluminum coil frames.
The switch box allowed complete control over the state of the spin flipper. By sending
the appropriate logic signal from the Arduino board to the switch box, current to the
coils could be turned on/off, reversed in polarity, or diverted to/from the shunt coils.
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The Arduino board was connected to the external Lujan Center t0 signal as a trigger
source, and its output 5 V logic signals were sent through a simple conditioning circuit
before entering the switch box. Three LEDs were included in the conditioning circuit
to visually confirm that the state of the Arduino and that the states were changing
as expected.

Figure 7.12: A simplified schematic of the spin flipper circuit including the primary transverse coils and
the shunt transverse coils. The circuit was controlled by an Arduino Mega 2560 board.

7.5.2

Neutron Spin Flip Sequencing

The choice of neutron spin flip sequencing is a critical factor in avoiding systematic
errors that would create a false asymmetry and compromise the validity of this experiment. For example, the gain of the detector may drift linearly in time due to
effects such as temperature-dependence of the detector electronics. Even more dangerous are gain effects that correlate directly to the absolute spin state of the neutron;
stray magnetic fields produced by the spin flipper may influence the gain of the PMT
dynode chain and cause the detector to have a different gain for each neutron spin
state. An important feature of the spin flipper is that it works equally well for both
configurations (±) of the field produced by the transverse coils. Therefore, a careful
choice of the pattern with which the neutron spins are flipped can cancel systematic
effects. Following the prescription by Roberson et al [85], the base spin sequence
pattern F N N F N F F N was chosen, where N and F denote the no-flip and flip
states, respectively. A discussion of how the spin state was determined during the
data analysis process is discussed in section 7.7.2.
Because the neutron spin flip behavior is identical for the cases where the transverse
field is aligned (+) or anti-aligned (−) with the y-axis and recalling that the transverse
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field off (0) is the no-flip state, we can additionally alternate the polarity of the field
used to produce the flip states, making our spin flip sequence + 0 0 - 0 - + 0. One
can write the change in the neutron yield as a function of the stray field produced by
the spin flipper, Bs , as
1 ∂ 2Y 2
∂Y
Bs +
Y (Bs ) = Y (B0 ) +
B + ...
∂B
2 ∂B 2 s

(7.10)

then the difference in the neutron yields for the flip and no-flip states, ∆Y , is found
to be [?]:
1 ∂ 2Y 2
(7.11)
B + ...
2 ∂B 2 s
~s vanishes, leaving us to
We can see here that the dependence on a term linear in B
only have to measure the change in the gain of the magnetic field at the detector
location to estimate the quadratic term.
∆Y = Y (F ) − Y (N ) =

7.6

Fast-Response Current Mode 6 Li Glass Scintillator Detector

The current mode detector used in our apparatus was designed to be identical to
one used by the TRIPLE Collaboration [91]. The reasons for this design choice
were the similarities in neutron flux and the sensitivities achieved in the TRIPLE
Collaboration’s previous experiments [92, 79]. The main goal of the design is to
convert the neutron flux in a neutron-absorbing scintillator detector into an output
current as a function of neutron time-of-flight. When the neutron rate is low, the
detector can also resolve individual pulses in pulse counting mode.
7.6.1

Scintillator Characteristics

The neutron detector shown in Fig. 1 contains a 13.3 cm diameter × 1 cm thick
cylinder of Scintacor GS20 6 Li loaded glass optically coupled to a photomultiplier
tube (PMT). The GS20 6 Li loaded glass has a density of 2.5 g/cm3 . The reaction n +
6
Li → 7 Li* → 4 He + 3 H + 4.8 MeV is used to detect neutrons. The GS20 glass is 6.6%
lithium by weight, enriched to 95% 6 Li. The 1 cm thickness of lithium glass gives a
neutron absorption efficiency of 90% for 1 eV neutrons. Due to the 1/vn dependence
of the n + 6 Li → 4 He + 3 H reaction cross section, the efficiency is lower at higher
energies. The cross section of this reaction at 1 eV neutron energy is approximately
147 b. The scintillation light from neutron capture in GS20 glass has a fast 18 ns
component, a slower 57 ns component, and a 98 ns rise time for the signal to rise from
10% to 90% of its full value. The scintillation light produced by the energy deposited
by the 4 He and 3 H ions is detected in the PMT.
An otherwise identical detector/PMT combination was constructed which uses glass
depleted in 6 Li so that it is very insensitive to neutrons but has an almost identical
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response to gammas. The attenuation of gammas in the materials used in the scintillator/PMT is low enough that one can place the 7 Li-rich detector directly behind
the 6 Li-rich detector to measure and subtract out the signal from the gammas in the
beam if needed. Based on the high signal/background ratio of our signal at neutron
time of flights corresponding to the 1 eV region, we decided not to install the 7 Li-rich
backing detector for the double lanthanum measurements.

Figure 7.13: Side view of the detector design. From left to right: an aluminum window 18 cm in diameter,
the 6 Li glass scintillator, the Hamamatsu R1513 PMT with its µ-metal magnetic shield, the PCB, and the
exit window with electrical feedthroughs. Not shown in this cutaway is the LED installed to produce pulsed
light used for calibration purposes.

7.6.2

PMT and Analog Electronics

We chose a Hamamatsu R1513 PMT with a S-20 photocathode for its low photocathode resistivity and corresponding superior performance in current mode [91]. The
maximum gain for this PMT is around 3.3 ×105 . A single photoelectron pulse at the
anode of the PMT has a rise-time of around 7 ns. The PMT base circuitry is shown
in Figure 7.14. The photocathode current was specified to output 2 µA with a full
scale of 2 mA. The full scale current requires a gain of 1000 within the dynode chain.
This gain was achieved with a 1050 V input. The 2 µA current enables the detector
to handle an instantaneous rate of 1011 neutrons/s striking the detector given that
there are typically 100 photoelectrons produced in the PMT when a single neutron is
captured. The cathode within the PMT was grounded to ensure stable, low-noise operation of the PMT. The baseline level was designed to be 0.0 V which corresponded
to 0 µA. A 2 µA current in the PMT produced an output voltage of -2.0 V. The PMT
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uses an active voltage divider so that the divider ratio is unaffected by load currents
from the PMT. A light emitting diode was also included in the design of the PMT
assembly so that testing could be performed with a internal LED. In addition to the
high voltage supply needed to run the PMT, a +8V/-8V supply powers a buffering
stage operational amplifier. All output signal cables are LEMO connections.

Figure 7.14: A simplified schematic of the PMT assembly.

7.7

Data Acquisition

This setup was designed to measure the total neutron transmission through matched
disks of 139 La. Because of the high instantaneous flux rates needed for such a transmission measurement, it is not feasible to count individual neutron pulses; instead,
the total integrated current output of the detector is measured. Our data acquisition
system, like our detector, must be designed to handle the output signal in real time.
We used a CAEN V1724 8-channel, 14-bit digitizer with a maximum sampling rate
of 100 MS/s to record the signals from the 3 He ion chamber, current-mode neutron
detector, and 3 Faraday pickup loops (5 signals in total). The facility t0 signal from the
20 Hz Lujan Center accelerator proton current pickup coil was used to simultaneously
trigger the spin-flipper controller and the data acquisition. Upon receiving a t0 trigger,
75000 2-byte samples were recorded for each of the 5 input voltage signals and stored
in the onboard memory buffers where it was read out via an optical link to the data
acquisition computer. In order to reduce the data file size, the respective waveforms
were then decimated in software before being written to long-term storage. All further
data manipulation and analysis was handled offline.
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7.7.1

Signal processing

Higher-resolution spectroscopy of the 0.7 eV resonance was desired in order to increase
the precision with which we could measure the Doppler-narrowed 0.7 eV resonance
peak. To do so, each of the 5 signals were sampled every 10 ns by the V1724 digitizer
and then decimated on-board by a factor of 26 = 64. After being read out by the
CAEN board to the data acquisition desktop computer, the data underwent further
decimation where it was structured into ‘windows,’ i.e. different regions of the waveform were decimated by different factors in order to keep the data files at a reasonable
size. The total data set for the Double Lanthanum experiment was ∼ 4 TB. If such a
decimation scheme had not been implemented, the data set was expected to be well
over 400 TB, which is unwieldy in terms of data storage and manipulation during the
analysis process.
7.7.2

Determination of Spin State

Extreme caution must be exercised when deciding how to record the spin state of the
flipper in the datastream. If one chooses to measure a signal that correlates directly
with the absolute spin state of the flipper (e.g. using a magnetic field probe to moni~ field in real time), then it is possible that nonzero false
tor the actual value of the B
asymmetries may creep into the data via insidious means such as electronic cross-talk
between channels on the data acquisition modules. Although data acquisition modules are designed to minimize cross-talk, we did not want to risk such an occurrence in
a high-statistics, precision experiment. Systematic ucertainties that effectively mimic
a physics asymmetry completely compromise the validity of such an experiment.
To monitor the spin flipping process, each of the three coil sets (longitudinal, transverse, and shunt) had a respective lead wire threaded through its own pickup coil.
Each pickup coil consisted of a toroidal solenoid wrapped around an iron core. The
ferromagnetic core ensured that maximal magnetic flux was captured. Because the
state of the flipper is determined by the direction of the current through the coils,
any change in current will induce a voltage in the pickup coil. We measured these
induced voltages to determine spin state transitions, from which the preceding and
succeeding spin states could be determined.
Because the longitudinal spin transport field is always on, our spin flipper state can
be defined by the state of the transverse field coil, of which there are three: off, no
transverse field (0); on, positive transverse field (+); on, negative transverse field
(-). For some early test runs, a Lakeshore 460 triple axis magnetic field probe was
placed at the center of the spin flipper to record the absolute state of the transverse
field to be used to test our sorting algorithm (this probe was later removed so that
there was no chance of interference with our dataset). Figure 7.15 shows the overlaid
field probe readings of a few thousand pulses. We can see that there are three stable
magnetic field states, indicated by the three distinct levels in Figure 7.15, as well as
the transitions happening between them. We have developed a method to sort the
spins by identifying the pickup coil voltage signature for each transition and used this
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information to tag each pulse as either flip or no-flip, described below.
Given our spin flip pattern of (+00 − 0 − +0), we can see that we should have six
unique transitions between states: (+ → 0), (0 → 0), (0 → −), (− → 0), (− → +),
and (0 → +). Figure 7.16 shows a few examples of these voltage signatures that
were produced when the spin flipper transitioned states, and Figure 7.17 shows these
same traces superimposed on one another to show relative lineshapes and amplitudes.
However, we have found that all eight transitions (the six unique transitions and the
two degenerate (0 → −) and (+ →) transitions)
between states can be uniquely identified by the pickup loop signature–this is due
to the small differences in the placement of the pickup coils in relation to the spin
flipper, allowing each to capture dissimilar enough magnetic flux changes to produce
distinct voltage signatures.

Figure 7.15: This figure shows the pulses that were identified using the cuts made on the histograms of
integrated voltage signals. Note all eight transitions are present, including the ‘no change in state’ transition,
shown in yellow.
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Figure 7.16: Voltage signals were produced in the pickup coils by changing the currents flowing through
the spin flipper coils. Here we see examples of 6 different spin state transitions.

Figure 7.17: Induced voltage signals for all 6 spin state transitions, superimposed to allow for comparison.

To sort the data pulses by spin state, each voltage signal for a given pickup coil
was integrated over the 50 ms pulse to return a single value for each pulse. These
values were then histogrammed and clear peaks emerged for each spin state transition.
By defining the upper and lower bounds for each peak on the histogram, we were
able to determine and sort each spin state by understanding which transition was
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happening for each pulse and tagging the preceding spin states appropriately. Figure
7.18 shows a sample of some of the peaks, though it is worth noting that there were
more than 8 peaks due to the summation of the pulses immediately preceding the
initial transitional pulses causing small peaks very near the ‘no spin state change’
peak.

Figure 7.18: A histogram showing the summation of each voltage signal produced by a spin state transition
shows unique values for each of the states. These values were then used to sort pulses into their appropriate
spin states.

7.8

3

He Spin Filter Apparatus and Design

A polarized 3 He gas neutron spin-filter works by utilizing the spin dependent neutron absorption cross section of polarized 3 He. Neutrons with their spins parallel
to that of the 3 He gas will be transmitted while neutrons with anti-parallel spins
will be absorbed. A polarized 3 He neutron spin filter of sufficient thickness and 3 He
polarization can polarize the neutron energies of interest between 0.1-10 eV with
neutron polarization and transmission high enough to conduct several interesting experiments. The efficient removal of the antiparallel spins by absorption rather than
scattering as in a neutron spin filter based on polarized proton scattering, combined
with the spatial uniformity of the 3 He gas polarization in the cell, makes the polarized
neutron beam phase space highly uniform, This is an advantageous property for an
eventual time reversal violation experiment as it suppresses possible sources of systematic error associated with neutron small angle scattering in the polarized target.
The energy-dependent neutron transmission measurements possible at a pulsed spallation neutron source like LANSCE allow the neutron beam polarization produced
by such a neutron spin filter to be determined to high accuracy by comparing the
relative neutron transmission intensity for the 3 He in the spin filter polarized versus
unpolarized [76]. Polarized 3 He gas is produced using spin-exchange optical pumping
(SEOP) [93]. SEOP refers to the process of using optical pumping to polarize rubid207

ium vapor and allowing the spin polarization of the Rb electrons to be transferred
to 3 He nuclei via spin exchange during gas-phase collisions. This spin-exchange is
mediated by the hyperfine interaction between the Rb valence electron and the 3 He
nucleus. Below we include a brief description of the physics behind this process and
our design of the system. Extensive references to previous work on polarized 3 He
neutron spin filters can be found in a recent review [94].
7.8.1
7.8.1.1

Spin Exchange Optical Pumping (SEOP) Theory
Rubidium Optical Pumping

Optical pumping describes the process by which photons are used to redistribute the
occupied states of some collection of atoms. Resonant absorption of light stimulates
these states out of thermodynamic equilibrium toward a single desired state. Rubidium, as an alkali metal, is hydrogen-like because its outermost electron is shielded
by complete inner shells. The Hamiltonian for the ground state of Rb in a static
magnetic field B0 ẑ is:
~ + gs µB Sz B0 − µI Iz B0
H = Ag I~ · S
I

(7.12)

~ is the electron spin, Ag is the isotropic magnetic
where I~ is the Rb nuclear spin, S
dipole coupling coefficient, gs is the electron g-factor, µB is the Bohr magneton, and
µI is the nuclear magnetic moment. The first term in the Hamiltonian is the hyperfine
interaction between the nucleus and electron, while the second and third terms are the
Zeeman interactions of the electron and nucleus with the external magnetic field. In
the weak-field limit, the hyperfine interaction is larger than the Zeeman interaction,
producing hyperfine splitting on the order of GHz and Zeeman splitting on the order
of MHz. The total angular momentum of the atom is then F~ = I~ + J~ with its
projection mF onto the the z-axis.
For rubidium, the ground state 2 S1/2 and excited state 2 P1/2 have an energy separation
corresponding to a light wavelength of λ = 794.8 nm. These states are separated
further into two F states due to hyperfine splitting. Increasing the B-field further
separates the F -states into 2F + 1 subdivisions. In the 3 He gas cell there are two
isotopes of Rubidium: 85 Rb with nuclear spin I = 5/2 and hyperfine levels F = 3, 2
and 87 Rb with nuclear spin I = 3/2 and hyperfine levels F = 2, 1. An unpolarized
794.8 nm photon will cause a 2 S1/2 → 2 P1/2 transition according to the selection rules:
∆F = 0, ±1 and ∆mF = 0, ±1. However, if said photon is circularly polarized with
angular momentum pointing in the direction of the static magnetic field, this further
restricts the allowed transition. The new selection rules are then: ∆F = 0, ±1 and
∆mF = ±1. The excited state will then spontaneously decay back into the ground
state by emission of a photon with arbitrary polarization and ∆mF = 0, ±1 selection
rules. Given sufficient time, nearly all the Rb atoms will migrate to the highest
mF value possible because there is no transition out of this state. This mF value
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corresponds to a situation where the electron and nuclear magnetic moments point in
the same direction as the static magnetic field. The Rb atoms are therefore polarized
and in the ground state.
To improve the efficiency of this process a small amount of N2 gas is added to the cell.
When an excited Rb atom spontaneously decays the emitted photon has a random
polarization and can re-excite another Rb atom. Because the photon is not circularly
polarized, this allows for ∆mF = 0, ±1 transitions. This in turn will slow down the
polarization of the Rb atoms. The N2 in the cell circumvents this bottleneck by
allowing the Rb atoms to de-excite before they spontaneously decay. This relaxation
is achieved by transferring the energy to the rotational and vibrational states of
the N2 molecules. This is made possible by the large quenching cross section of
5.8 × 10−15 cm−2 for N2 gas [95]. The relaxation takes place ∼10 times faster than
the spontaneous decay.
7.8.1.2

Spin-Exchange

The next stage in polarization of 3 He is the spin-exchange between the Rb valence
electron and the 3 He nucleus. From the perspective of the spins, the collision is
dominated by two interactions:
~ ·S
~ + αK
~ ·S
~
V = γN

(7.13)

~ and the rotational
The first interaction is between the Rb valence electron spin S
3
~ of the Rb and He pair. The second interaction is the hyperfine
angular momentum N
~ and the nuclear spin K
~ of the 3 He
coupling between the Rb valence electron spin S
atom. The constants γ and α are functions of the separation distance R and determine
the interaction strength. Spin relaxation of the Rb electron is from the spin-rotation
interaction while the spin-exchange is caused by the hyperfine interaction. During
a collision, the spin angular momentum of the Rb electron is transferred to the 3 He
nucleus. Because this spin exchange is a slow processes, acquiring maximally polarized
3
He gas takes on the order of 10 hours.
7.8.1.3

Cell and Oven

The 3 He gas cell, shown in Figure 7.19, is 12.1 cm in diameter and 10.8 cm thick in
the longitudinal direction. The cell contains 3 He gas at 2 bar pressure, 0.09 bar of
N2 gas, and solid Rb inside. To turn the solid Rb into a vapor, the cell needs to be
heated to an ambient temperature of about 200 ◦ C. The cell is held in place with
a Teflon holder and high temperature polyimide tape. Teflon is used because of its
high heat-resistant properties and flexibility. Additionally, the Teflon holder supports
two coils used for free induction decay (FID) NMR. The purpose of FID NMR is to
measure the 3 He polarization in a non-destructive way.
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Figure 7.19:

3

He gas cell in its Teflon holder.

The oven used to heat the cell is a 26.7 × 26.7 × 63.5 cm3 rectangular box with 3
layers. The first layer is made of 1.27 cm Garolite “G7” and supports the gas cell and
adiabatic fast passage (AFP) NMR coil. The AFP NMR coil is used to flip the 3 He
polarization direction. The second layer is made of aluminum and holds six 7.6 cm
electrical heating cartridges (Omega: CSH 103220). The third layer is also made of
1.9 cm G7, supports the first two layers and provides insulation. The end caps, also
made of 1.27 cm G7, hold sapphire glass windows. G7 is a glass-silicon laminate, has
a density of 4.57 g/cm3 , tensile strength of 20,000 PSI, and a maximum continuous
operating temperature of 221◦ C. These properties make it especially appropriate as
a support and as an insulator for an oven with a target temperature of 200◦ C. The
purpose of the aluminum layer is to better distribute the heat created by the cartridge
heaters. The outermost layer is supported by an adjustable support to better align
the 3 He gas cell to the neutron beam. Almost all oven components are made with
non-magnetic material such as aluminum and brass. Figure 7.20 shows the 3 He cell
situated inside of the oven.
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Figure 7.20: Picture of oven with 3 He gas cell and cartridges heaters installed.

7.8.1.4

Laser Optics

To excite the Rb atoms, a 50 W fiber-coupled 795 nm laser is used. Circularly
polarized light is created by passing linearly polarized light through a quarter wave
plate at a 45◦ angle. First, the laser fiber is coupled to a beam collimator (ThorLabs:
F220SMA-780) that focuses and reduces the spread of the beam. The laser is then
incident on a polarizing cube beam-splitter (Edmund Optics: 49-872) that linearly
polarizes and splits the beam 90◦ into two paths. Both paths are then incident on
a 2.54 cm diameter, 795 nm quarter wave plate (QWP). Each QWP is mounted on
a precision motorized rotation device (ThorLabs: K10CR1). These devices allow for
remote flipping of the direction of circular polarization by rotating the QWPs by 90◦ .
One path is then reflected by 90◦ using a 50 mm diameter dielectric mirror (Edmund
Optics: 33-189). Finally, both paths are reflected in the oven with large 8 inch
diameter dielectric coated silicon mirrors. The mirrors reflect the laser light, but are
nearly transparent to neutrons. The laser light then passes through the sapphire glass
windows and into the the 3 He gas cell. Figure 7.21 shows a schematic of the optical
layout. All optical components and oven are mounted on to a 48.2 × 119.3 × 1.27
cm (19 × 47 × 0.5 inch) optical breadboard. Additionally, the breadboard and optics
are enclosed in a black-anodized light tight box, shown in Figure 7.22. All optical
components are made as non-magnetic as possible by using brass and aluminum parts.
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Figure 7.21: Diagram showing the optics layout for creating circularly polarized light.

Figure 7.22: Picture of optics setup in black-anodized light tight box.

7.8.1.5

µ-Metal Solenoid and Support

A µ-metal shielded solenoid provides the uniform magnetic field required for the
SEOP process. The µ-metal shielded solenoid is approximately 61 cm × 61 cm ×
122 cm in size. The internal structure of of the µ-metal shield is made of an 8020
frame of 2.5 cm ×2.5 cm profiles. The light tight box (with the optical components
and oven mounted to the optical bread board) slides into the µ-metal shield on a
Teflon sheet. Figure 7.23 shows the shieldhouse that surrounds the solenoid, light
tight box, and oven assembly. The µ-metal shield is critical due to the 3 He spinfilter’s close proximity to the adiabatic spin-flipper. Because a very small magnetic
field gradient is needed over the length of the 3 He gas cell, it is crucial to shield
it from external magnetic fields; µ-metal works well as a magnetic shield due to
its high magnetic permeability. Stray, slowly-varying magnetic fields are distributed
around the shielding and away from the center where the 3 He cell is located. The
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solenoid enclosed in the µ-metal shield produces a magnetic field along the neutron
beam direction that holds the polarization of 3 He atoms. In the central 7 cm × 16
cm region where the 3 He cell is located, the magnetic field has an average gradient
x
i = 5.55 × 10−4 ± 2.66 × 10−4 cm−1 along the longitudinal polarization direction,
h ∇B
Bi
y
and an average gradient h ∇B
i = 6.03 × 10−4 ± 1.68 × 10−4 cm−1 in the transverse
Bi
direction. Based on these measurements, the expected relaxation time of the 3 He is
100 − 200 hours. The solenoid has a resistance of R = 25.8 Ω, and is driven at 1.00 A
with a current stability of 0.1%. At this current, the solenoid produces a holding field
of 9.26 gauss at its center which, along with an 30 kHz NMR pickup coil, is tuned to
the 3.24 kHz/gauss gyromagnetic ratio of 3 He[96]. The NMR signal is then used to
determine the polarization of the 3 He gas.
Due to the modular nature of the apparatus, this polarized 3 He neutron spin filter can
be installed at the location of the first cryostat (upon removal of the cryostat from
the apparatus). It can then be operated continuously on-line during measurements,
as was successfully done several years ago using a similar apparatus [97] for the first
phase of the NPDGamma neutron-proton weak interaction experiment [98].

Figure 7.23: Picture of µ-metal shielded solenoid.
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Chapter 8 Data Analysis

8.1

Data Acquisition and Analysis: Necessary Vocabulary

Here I will introduce some vocabulary used within the context of discussion the data
acquisition and analysis.

• Channel
A data stream corresponding to a specific experimental signal input, e.g. a
detector, a timing reference signal, a thermocouple, etc.
• Sample
The input voltage signals entering the CAEN digitizer (also known as an analog to digital converter (ADC)) in this experiment were all analog. However,
losslessly storing an analog signal would require infinite precision. Instead, the
signal is converted from an analog signal to a digital one by ‘checking’ and
recording the instantaneous voltage at discrete time intervals. Each time the
ADC checks and records the voltage signal is a sample.
• Least Significant Bit (LSB)
Information is stored digitally in units of bits in computers, which can have
either a value of 0 or 1 (a base-2 system). The more bits that are used to
store a number, the more precisely that number may be described. The least
significant bit (LSB) is analogous to the least significant digit in a number and
is effectively one ‘unit’ in binary.
• Decimation
It has come to my attention over the last few years that there is not a universallyagreed upon definition for the term ‘decimation,’ as it is often used interchangeably with the term ‘downsampling.’ However, to make it even more confusing,
there are two completely different processes that are often what are being described by these terms, and there seems to be no pattern as to which is intended.
I shall explicitly describe the differences here and state the definitions that I
am using for the rest of this discussion:
Downsampling is when the actual sampling rate is lowered by simply recording less samples (i.e. longer intervals between samples). Decimation is when
some number of samples are collected, averaged, and then the average value is

214

recorded. Two different methods, the same number of data points stored, but
the information retention is not the same.
• Window
At times, different decimations are required for different regions of a particular signal in a specific channel. For example, the features of interest in the
signal from the current-mode 6 Li scintillator detector are: the signal from the
γ-flash (for timing purposes), the 0.734 eV parity-violating resonance of interest, and the nearby 72.3 eV s-wave resonance. For these particular features,
we will want a high density of samples so that they can be faithfully reconstructed in our digitized data. However, these features are superimposed on a
slowly-varying background which do not require nearly as many data points to
be able to reconstruct. Because of the particular scintillator crystal geometry
and the integrating current-mode electronics in the detector, there is no way
to perform a ‘pulse-counting mode’ form of data acquisition with this detector;
in addition, the CAEN digitizer board can only have a universal decimation
factor set which affects all channels. Thus, if one were to record the entire 50
ms spallation pulse waveform with the same high sampling rate (very low decimation factor) as needed to resolve a finer feature such as the parity-violating
p-wave resonance, data files would quickly become absolutely unwieldy in terms
of storage. To remedy this, the universal decimation factor on the board is set
to the accommodate the highest sampling rate required, then the rest of the
decimation takes place in software, after the digitizer has read out the data but
before being written to disk.

Window 1

(a)

(b)

(c)

Window 2

Window 1

(d)

Figure 8.1: We have a physics ‘signal’ that we care about, such as a resonance, on top of a slowly varying
background. We don’t need a million data points to fit a low-order polynomial. However, if we keep this
low sampling rate across the resonance, we will not be able to accurately recreate the resonance feature that
we care about. Instead, we change the decimation factor for different parts of the waveform so that we can
preserve the physics but also not take up a ton of memory. Less samples = less memory/storage used! These
sections of a waveform with different decimation factors are what we are referring to as ‘windows.’ We do
this to strike a balance between getting the data we need to accurately reconstruct things, without needing
a gazillion terabytes of storage for hundreds of hours of data.

• Pulse
A single neutron spallation event, triggered by the Lujan facility T0 and lasting
50 ms.
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• Step
A group of 43 pulses (with the same current configuration in the spin flipper
coils). As referred to in ‘8-step spin sequence.’
• Sequence
A complete, 8-step group of pulses (8 steps×43 pulses/step = 344 pulses per
complete sequence—about 17 seconds total).
• Run
A set of 6000 pulses (5 minutes worth of data) which is written into a single
binary data file.
• Batch
A set of all runs/spin sequences defined by a start and stop of the DAQ software,
i.e. subtended by one ‘runlog’ metadata file.
8.2

Data Acquisition System

Fortunately, the number of signals that needed to be recorded for this parity-violation
experiment was very small: we only had five (5) signals that needed to be continuously
recorded for each pulse: the current-mode 6 Li glass scintillator detector, the 3 He
ion chamber, and the three (3) Faraday pickup coils that were used to monitor the
transitions of the three separate circuits composing the spin flipper (the transverse,
longitudinal, and shunt coils). All 5 data streams were handled by a CAEN V1724
digitizer card connected to a Dell T300(?) server via a CAEN A3818 CONET2
Optical Link PCI x8 card.
The CAEN V1724 that was used had the following properties:
• 8 channels
• 14-bit sample resolution (though samples are stored in 16-bits (2 byte) of memory)
• Maximum sampling rate of 100 MS/s (108 samples/sec) (10 ns between each
sample) with a maximum on-board decimation factor of up to 128. For the
double lanthanum experiment, we set the on-board decimation factor to 64.
• Able to handle a range of 2.25 peak-to-peak voltage input range (with programmable DC offset of up to ±1.125 V
• Each channel has a static random-access memory (SRAM) multi-event buffer
which is divisible into 1 to 1024 buffers of customizable, programmable size,
capable of storing 512 kS/channel divided into (up to) 1024 events (i.e. 1024
neutron spallation source pulses)
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(a)

(b)

Figure 8.2: Shown in subfigure (a) is the CAEN V1734 digitizer model that was used for the 139 La parityviolation experiment. Subfigure (b) shows the CAEN A3813 card that was used to connect the digitizer to
the server via an optical link connection.

• Individual trigger events are timestamped with reference to an on-board clock
• The firmware that was installed on the V1724 board used in the parity-violation
experiment was not the default firmware which came with the board. The V1724
digitizer board contains two different kinds of FPGA devices, both of which are
configured with a single firmware file. The ROC (Readout Controller) FPGA
is the mainboard FPGA for the communication and trigger handling features,
while the eight on-board AMC (Advanced Mezzanine Chip) FPGAs handle
the ADC and channel memory management. The firmware version that was
installed on the V1724 digitizer card was Firmware Release 4.12 0.14. (Release
numbers are in the form X.X Y.Y, where X.X is the motherboard FPGA release,
while Y.Y is the channel mezzanine FPGA release.)
The CAEN A3818 card that we used had the following properties:
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Table 8.1: Bit-Level Structure of Data Headers
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 13 12 11 10 9 8 7 6 5 4 3 2 1 0
1 0 1 0
Event Size
Board-ID RES 0
Pattern
Channel Mask
reserved
Event Counter
Trigger Time Tag
Unix Time Stamp
• Utilizes PCI Express x8 bus architecture
• Able to transfer data between the digitizer and the server via a CAEN optical
link, which has a channel bandwidth of 1.25 GB/s and a data transfer rate
(between digitizer and server) of 85 MB/s.1
8.2.1

Data Structure and Description of Windows

The completely unprocessed data files that exist for the Double Lanthanum experiment are raw binary files. In order to understand the data structure, there are two
terms of particular importance here: ‘header’ and ‘waveform.’ A header is a set of
metadata about the data that was taken and is called a header because it appears at
the ‘head’ of a file, preceding the actual physics data. The header can contain information such as the timestamp when the data was taken, the particular settings of the
hardware used to record the data, etc. The waveform is what we call the portion(s)
of a datafile that is the physics data, i.e. the digitized samples of the voltage signal
from the detector(s)/instruments.
Below is a table that gives the bit-by-bit structure of the header. To read this table,
read each line (‘row’) from right to left—notice that the top (slightly separated) line
contains the numbers 0-31. These represent individual bits. Each of the following 5
lines (‘rows’) represents a 32-bit ‘word’ of data. Our header is 5 words long, meaning
that when you first open a raw binary file of our data, the first 160 bits of data (5
words×32 bits/word = 160 bits) are the header (metadata).

This table is read right-to-left, top-to-bottom. We have:
1

During the development phase, prior to the CAEN A3818, earlier versions of the data acquisition
system used a CAEN V1718 (VME→USB 2.0) bridge to communicate with the digitizer using the
VME bus. This meant that data from the digitizer was passed from the digitizer, over the VME
bus, through the V1718 bridge, then transferred from the V1718 bridge to the server via a USB
2.0 port. We ran into issues with the USB 2.0 protocol having a bandwidth limitation of 30 MB/s,
which was insufficient for our data rates and causing the digitizer’s memory buffers to lock up. We
therefore chose to use the optical link CONET interface instead.
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• The first 28 bits is the binary representation of the event size (how many events
contained in this clump of data)
• A 4-bit pattern ‘0101’
• 8 bits that describe the Channel Mask of the ADC board (i.e. which channels
were actively taking data when this file was being written)
• A 17-bit ‘pattern’ (we don’t have to worry about this)
• A single ‘0,’ followed by 2 ‘reserved’ bits (we also don’t worry about these)
• 5 bits that give the ID of the CAEN board that took this particular data
(important if you have multiple boards daisy-chained together for larger detector
arrays)
• 24 bits used to ‘tag’ each event with a number as an ID
• A 32-bit CAEN-generated timestamp
• A 32-bit timestamp that pulls the UNIX Epoch Time from the computer system,
ensuring that each event has a truly unique timestamp that doesn’t rely on any
potential instabilities/resets on the CAEN board. This timestamp is inserted
into the data stream manually in software (in the lala daq.c code), after the data
has been read out by the CAEN digitizer but before being saved to long-term
memory.
This header structure occurs every time the DAQ is triggered to record a neutron
pulse event, and is then followed by the actual data, the waveform. When we say
‘waveform,’ this waveform is further broken up into ‘windows,’ which are segments
of differently-decimated data. These windows are written to disk sequentially, so that
a given ‘pulse’ of the data acquisition has the structure shown in Table 8.2.

219

Table 8.2: Bit-Level Structure of Data Files
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 13 12 11 10 9 8 7 6 5 4 3 2 1 0
1 0 1 0
Event Size
Board-ID RES 0
Pattern
Channel Mask
reserved
Event Counter
Trigger Time Tag
Unix Time Stamp
0 0
Window 0, Sample 1
0 0
Window 0, Sample 0
0 0
Window 0, Sample 3
0 0
Window 0, Sample 2
0 0
Window 0, Sample 5
0 0
Window 0, Sample 4
0 0
Window 0, Sample 7
0 0
Window 0, Sample 6
..
.
0
0
0
0

0
0
0
0

Window 0, Sample N0
Window 1, Sample 1
Window 1, Sample 3
Window 1, Sample 5

0
0
0
0

0
0
0
0

Window 0, Sample N0 -1
Window 1, Sample 0
Window 1, Sample 2
Window 1, Sample 4

0 0
0 0
0 0

Window 1, Sample N1 -1
Window 2, Sample 0
Window 2, Sample 2

0 0
0 0

Window 8, Sample 0
Window 8, Sample N8 -1

..
.
0 0
0 0
0 0

Window 1, Sample N1
Window 2, Sample 1
Window 2, Sample 3
..
.
..
.

0 0
0 0

Window 8, Sample 1
Window 8, Sample N8

We stop here at 9 windows because in real life, that was the maximum number of windows we ever had.
Please note that each window can have a different number of samples, denoted here as Ni , where i = 0...8
is the window number. Please note that this table is also read right-to-left, top-to-bottom.

The data collected during a neutron spallation event is broken down into a data
structure consisting of a header and waveform, with the waveform consisting of a
series of different windows (as defined in the previous section) which appear in the
parsed data stream as the objects ‘w[0]’ through ‘w[8].’
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Table 8.3: Summary of Data Windowing Structure

Window Descriptions for Double Lanthanum Experimental Dataset (2018-2019)
Window Number

Channel (Detector) Decimation Factor

Content

w[0]

0 (6 Li PMT)

64

Full 50 ms
waveform

w[1]

0 (6 Li PMT)

64

72 eV s-wave
resonance

w[2]

0 (6 Li PMT)

2048

Full 50 ms
waveform

w[3]

1 (3 He IC)

2048

3

w[4]

2 (Faraday Loop)

2048

Pickup Loop #1

w[5]

3 (Faraday Loop)

2048

Pickup Loop #2

w[6]

4 (Faraday Loop)

2048

Pickup Loop #3

w[7]

0 (6 Li PMT)

64

0.734 eV p-wave
resonance

w[8]

0 (6 Li PMT)

1024

γ-flash and
high-energy
resonances

He ion chamber
flux monitor

This table gives a list of the nine different windows that were implemented in the data acquisition scheme
for the Double Lanthanum parity-violation experiment. Each window is designated by a number 0-8. Each
window corresponds to a specific channel in the data stream. Any particular channel can have more than
one window, as this is how we can reconstruct a given detector signal with more than one decimation
factor (as described in Fig. 8.1.) The decimation factor is the number of samples which were averaged
together (including on-board decimation AND any additional decimation done in software processing before
being saved to disk). Window w[7] (shown in bold) is the window which contains the high-resolution 0.734
lanthanum resonance which is used to produce the preliminary asymmetries seen in Figs. 8.17 and 8.18 in
this work.

8.3

Schematic of Signals for the Double Lanthanum Experiment

A block diagram of the components involved in both the processes of acquiring data
and controlling our system is shown in Figure 8.3. The components contained within
the dashed yellow-line box were all located inside of the FP12 experimental cave,
whereas everything else was located outside of the experimental cave. Components
that needed to be accessed during the experimental run (such as the computer) or
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which needed to be kept out of the beamline to avoid radiation damage (e.g. the
CAEN digitizer) were purposefully located outside of the cave.

Figure 8.3: A schematic of the entire Double Lanthanum experiment which shows the paths of all of
the signals in the experiment. The experimental components contained within the dashed yellow-line box
were located inside of the FP12 experimental cave; everything else was located outside of the cave. The
three circuits which composed the neutron spin-flipper are shown individually: the longitudinal coils (blue),
transverse coils (yellow), and shunt coils (red). The brain icon on the arduino is to denote that it was locally
programmed to control the spin flipper as a standalone controller (without being controlled by an external
computer).

The components in Fig. 8.3 are connected by arrows which show the flow of signals/information between parts. The computer and V1724 digitizer communicate via the
A3818 PCI card, sending/receiving commands and handling data through this link.
The T0 timing signal which was used to trigger both the digitizer and the Arduino
spin-state controller was provided by the Lujan center facility. This signal is produced
when a proton bunch is incident on the tungsten spallation target; when the proton
pulse is about to strike the tungsten, it passes through a pickup coil which produces
an induced voltage (via the Faraday-Lenz law). This is an extremely useful way to
trigger our system, as we will only receive trigger signals when the beam is operational. This means that if there is, for example, an issue causing intermittent beam,
we are only acquiring data/changing the spin flipper state when we definitely have a
neutron beam signal. However, the original signal provided by the Lujan center was
found to be very messy, causing unwanted signal reflections in the cable system or
random, transient spikes in the voltage which would surpass the triggering threshold
conditions. This lead to anomalous, asynchronous triggering events between the digitizer and the Arduino spin-state controller. To rectify this, the facility T0 signal was
fed into a series of NIM modules (including a fan-in fan-out (FIFO) module, a level
adapter, and a delay generator) to perform some basic pulse shaping to the trigger
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signal so that a clean TTL signal could be used to trigger the digitizer and spin-state
controller. This is also why the FIFO component was crucial, as splitting the outgoing trigger signal using a FIFO (instead of splitting the signal using something like a
T-adapter) ensured the independence of the outgoing trigger signals by eliminating
the possibility of trigger signal reflections/ringing at the cable-adapter interfaces.
The Arduino spin-state controller board was programmed to cycle through the eightstep spin sequence pattern in synchrony with the trigger singnal. The spin-state
controller would advance to the next pulse state in the pattern (consisting of 344
pulses) with each trigger signal it received. This means that if the facility dropped
beam for some reason, the spin state controller board would not change the current
flowing through the spin-flipper coils until the beam cam back online. This was one
safety which ensured that we did not accidentally create an asymmetry in our data by
unintentionally recording more events from one spin state than another. The Arduino
would receive the TTL trigger signal, then produce the appropriate high/low TTL
output voltages which controlled the logic chip in the switchbox2 . As described in
Section 7.5.1, this chip controlled a set of optocoupled gates which were able to shunt
the required 15 A current between the three sets of coils (the longitudinal, transverse,
and shunt) which composed the spin flipper. One lead wire from each of the three
independent coil circuits were each threaded through their own iron-core Farday-Lenz
pickup coil (which are denoted with ‘PL’ for ‘pickup loop’ in Fig. 8.3). The induced
voltage signals from these pickup coils were recorded by the V1724 digitizer.
In addition, the digitizer also recorded the voltage signals produced by the 3 He ion
chamber beam monitor and the 6 Li glass current-mode detector. Therefore, in Fig.
8.3, we see how our initial facility T0 signal helps to control the digitizer and the spinstate controller, we see the origins of the 5 signals (3 pickup loops, 3 He ion chamber,
and 6 Li current mode detector) that go into the digitizer, and how the digitizer is
controlled by (and read out to long-term storage on) the server.
8.4

Correcting for Possible Spin Flipper-Induced Effects

For an experiment which aims to measure an asymmetry effect between two different
states, one of the greatest concerns is the presence of a systematic effect which is
synchronized with the two different states. Such an effect can cause a false asymmetry; that is, an asymmetry resulting not from the physics of interest–in this case, the
weak interaction–but from an experimental oversight which could be as mundane as
electronic cross-talk present in the system. Eliminating or suppressing such effects is
crucial to the success of an asymmetry experiment, as state-synchronized false effects
are oftentimes very difficult (if not impossible) to separate from the real asymmetry of interest and can completely compromise the validity of the measured physics
An onsemi™ MC14555BDG decoder/demultiplexer chip was what was used. The chip-specific
logic truth table was needed to program the Arduino. The manufacturer datasheet can be found
online here.
2
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asymmetry.
In the double lanthanum experiment, the most concerning effect which could produce a state-synchronized asymmetry is the influence of the magnetic fields produced
by the spin flipper on the 6 Li current-mode detector. Stray magnetic fields can affect
the output of a detector by influencing the electron current passing through the dynode chain in the PMT; this can cause effects such as an overall change in the gain (an
overall multiplicative factor for the signal) or an offset in the baseline voltage. Let us
look at these effects pictorially.
First, let us take a look at the ideal case, where all asymmetry effects present are
due to the parity violation in the weak interaction. Fig. 8.4 shows the case of a
smaller p-wave resonance located on the tail of a larger s-wave resonance (scales are
exaggerated to show effects). The vertical axis is shown in terms of voltage, as we are
discussing what the actual detector readout would be. As mentioned in in Chapter
5.1, only the amplitude of the p-wave resonance is affected by the parity violating
effects of the weak interaction. The difference of the voltage curves measured for the
spin flipper off and spin flipper on states (VOF F and VON , respectively) are shown
on the left. On the rightmost plot of Fig. 8.4 the difference of the two voltages is
given, which shows a large asymmetry in the region of the p-wave resonance and no
significant asymmetry near the s-wave. This is what one should expect in the ideal
case.

Figure 8.4: The leftmost plot shows an example of a detector output voltage signal one could expect
if there were no state-synchronized detector gain effects and all asymmetry present was the result of the
parity violating weak interaction in the region of a p-wave resonance. The rightmost plot shows the residual
of these two signals, with a significant asymmetry only seen in the region of the p-wave resonance. Note:
residual plot (right) is not to scale; it has been magnified to show the behavior of the function.

Now, assume that there are effects present which cause the gain of the detector to
vary synchronously with the state of the spin flipper (such as the magnetic field effects
mentioned before). This would mean that in addition to the parity violation effects
present in the region of the p-wave resonance that there is an overall multiplicative
factor present in the detector output which differs between the two states. This is
shown in the rightmost plot in Fig. 8.5. The residual of the VOF F and VON signals is
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shown to the left in the same figure. Whereas there was not previously any asymmetry
present near the s-wave resonance, we now see an asymmetry there which is a large
(relative) fraction of the asymmetry seen in the p-wave resonance. This shows that a
state-synchronized difference in gain can alter the behavior of the asymmetry signal
in a significant way which would result in an incorrectly-reported value. However,
such effects can be mitigated by implementing a carefully-chosen spin flip pattern.
This is discussed in the following section.

Figure 8.5: The leftmost plot shows an example of a detector output voltage signal one could expect if
there were state-synchronized detector gain effects present in addition to the underlying parity violation.
The rightmost plot shows the residual of these two signals, with a significant nonzero asymmetry seen in
both the region of the s-wave and p-wave resonances. Note: residual plot (right) is not to scale; it has been
magnified to show the behavior of the function.

Figure 8.6: The residual of the asymmetries seen in Figs. 8.4 and 8.5. If state-synchronized gain issues
had no effect on the measured asymmetry, this residual which quantifies the ‘extra’ asymmetry present in
the measurement would have a constant value of zero. However, we see that this is not the case, with a
large unwanted asymmetry in the region of the s-wave resonance as well as contributing a significant false
asymmetry in the region of the p-wave resonance. Note: while the residuals shown in Figs. 8.4 and 8.5 are
not to scale with their respective gain fluctuation plots, they are all on the same scale in this figure.

8.4.1

False Asymmetry Suppression Using an Eight-Step Spin Sequence

The discussion in the preceding section only took into account the two base states of
the spin flipper: on, and off. However, recall that there is a degeneracy of the SFON
state, as the same neutron spin flip effects can be achieved with a transverse field
component which is either aligned (+) or anti-aligned (-) with the transverse axis.
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Because the neutron spin flip behavior is identical for the cases where the transverse
field is aligned (+) or anti-aligned (−) with the y-axis and recalling that the transverse field off (0) is the no-flip state, we can additionally alternate the polarity of the
field used to produce the flip states without having any effect on the neutron spin
flip efficiency. This can be used to construct a pattern in the neutron spin flipping
sequence which will cancel out potential effects from detector gain changes.
To see this, one can write the change in the detector gain as a function of the stray
field produced by the spin flipper, Bs , as a Taylor expansion:

 2 

1
∂ g
∂g
~ s |+
~s · B
~ s |+...
|B
|B
(8.1)
g(Bs ) = g(B0 ) +
~
~2
2 ∂B
∂B
When the current in the transverse coils is reversed, then (by time reversal symmetry)
the direction of any stray fields produced by that current which could affect the gain
~s (SFof f ) = −B
~s (SFon ). This
of the detector are also (vectorially) reversed, i.e. B
means that we can calculate the expected difference in the gain of the SF-off and
SF-on states as:
1
∆g = g(SFon ) − g(SFof f ) =
2



∂ 2g
~2
∂B



~s · B
~ s |+...
|B

(8.2)

This result illustrates that if one were to utilize both magnetic field/current configurations for the SFON state that field-induced effects up to second order will cancel
out completely. This can be seen in Fig. 8.7. Fig. 8.7a shows a symmetric constant
offset to a given baseline voltage, Fig. 8.7b shows how a resonance feature is affected
by different gains in the two polarity states, and Fig. 8.7c shows what a resonance
feature on a constant background would look like with both of these effects present.
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Figure 8.7: In the above array of plots which show detector voltage signal as a function of neutron energy
in the region of a resonance feature. Figure a) shows a possible constant baseline offset, b) shows a resonance
which is affected by different gains in each spin flipper state, and c) shows the combination of these effects.

Figure 8.8: This figure shows the averaged detector response in the region of a generic resonance feature
for cases of the SFof f state (solid black curve) and the SFon states (dashed cyan curve). The SFof f state
only has one magnetic field configuration (transverse coils off), whereas the two different magnetic field
configurations for the SFon state are included in the average for the SFon state (g(BON ) in the plot above.
It can be seen here that the zeroth order (constant baseline shift) and first order (multiplicative gain factor)
effects cancel out as expected, resulting in (in the absence of parity violating effects) coinciding resonance
lineshapes for the two spin-flipper states.

In order to limit systematic effects due to magnetic field interference, we have chosen
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an eight-step spin sequence as described by [89]. The sequence that we chose is +000-+0, where ‘0’ means that the spin flipper transverse coils are off (no-flip state) and
+(-) means that the transverse coils are turned on (flip state) and the +(-) denote
the direction of the transverse magnetic field (i.e. if the current flowing through the
transverse coils is clockwise or counterclockwise). If we (arbitrarily) denote a flipstate with an ‘up’ arrow and a no-flip state with a ‘down’ arrow, we can pictorially
represent the neutron spin sequence as

Figure 8.9: The base 8-step sequence

The third-order symmetry of this pattern allows us to eliminate many potential effects
including zeroth-order and first-order slow drifts in the detector gain due to external
effects such as changes in the ambient temperature.3 Superimposed upon the base
flip/no-flip pattern, we also have a second-order symmetry pattern in the field direction of the transverse field, -++-.4 Denoting the (-) polarity flip-states in cyan, the
(+) polarity flip-states in pink, and the no-flip states in gray, we can superimpose
this pattern onto the base 8-step spin sequence pattern seen in Figure 8.9 to get:

Figure 8.10: The base 8-step sequence, with the (+) transverse field in pink, the (-) field in cyan, and the
(0) state in gray.

By implementing such an eight-step spin sequence which exhibits symmetries in both
the spin state and in the field polarities, we are able to preempt the mitigation of
very critical systematic effects before post-acquisition data processing. In addition,
tagging each of the 8 spin states with a unique identifier (described in the next section), allows for valuable cross-checks during the analysis process such as constructing
3

Zeroth-order symmetry would be a dataset which only measured one spin state: (↑); A firstorder symmetry would alternate these states: (↑↓); A second-order symmetry would alternate the
pattern seen in the first-order symmetry (↑↓↓↑); A third-order symmetry would alternate the pattern
seen in the second-order symmetry: (↑↓↓↑↓↑↑↓).
4
Zeroth-order symmetry would be a dataset which only measured one polarity of the transverse
field when the spin fipper was on: (-); A first-order symmetry would alternate the polarity of the
field each time the spin flipper was switched to the SFon state: (-+); a second-order symmetry
would alternate the pattern seen in the first-order symmetry: (-++-).
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pairwise asymmetries between different steps in the sequence to determine if there
are any unexpected effects which could cause an unwanted asymmetry in the final
result.

8.5

Asymmetry Calculation

The asymmetry calculation and result presented here (which was performed on the
data sets spanning 2018-2020) is a preliminary, ‘proof-of-concept’ result. This is because the final, fully-quantified asymmetry result requires many constituent analyses
be done to remove various systematics, and these analyses are split among the collaboration. Therefore, what I shall present here is what is referred to as the ‘raw
asymmetry’: the asymmetry observed in our signal due to the presence of parity
violating effects, which has been extracted from the data set using the minimal, necessary data-cleaning and analysis procedures needed to convince oneself that this is a
true asymmetry signal. In addition, I will provide an aggregation of the sub-analyses
as they exist at present and discuss the remaining analysis that needs to be done to
produce a final result.

Figure 8.11: This figure shows the schematic structure of the eight-step spin sequence and the relationship
of this sequence to the actual DAQ samples collected. A single step in the sequence consists of 43 spallation
events (pulses); one can think of this as each step having 43 bins, with the numbers 0-42 corresponding
to the pulse number of a given pulse within a step. For a given window, each of these 43 bins contains
experimental data which has been binned into Ni bins (where the value of Ni is determined by the window)
corresponding to the DAQ sample number/neutron time of flight. This example shows a signal from window
w[7], in which the 0.734 eV 139 La resonance is clearly visible.
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Figure 8.12: During the data cleaning/selection process, the first three pulses in each step (pulse numbers
0, 1, and 2) are discarded from the asymmetry calculation, as these pulses correspond to spin flipper state
~
transitions and the currents/ B-fields
were still stabilizing.

Figure 8.13: After each pulse (and therefore, step) in the sequence was tagged, the pulses which corresponded to the SFon and SFof f states were respectively aggregated into the appropriate yield histograms.

Figure 8.14: It is important to note that the summation occurring in these histograms was performed over
pulses, not TOF/sample number, which is why the resulting asymmetry histogram still retains the TOF
information. This is a critical point, as we want to measure the amount of asymmetry in the resonance
region as a function of neutron time of flight (neutron energy).
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8.5.1

Raw Asymmetry Result

The current-mode data that was taken in 2018 and 2019 that was used in this analysis
(after appropriate data cuts were made) consisted of 887 ‘hours’ of current-mode
data with the chilled lanthanum targets installed and 203 ‘hours’ of target-empty
(lanthanum targets completely removed), open-beam data. Because of the nature of
the triggering system, data was only collected when a neutron pulse arrived. This
means that any dead time between neutron pulses or times when the beam was down
is not represented in this data. So, while the Double Lanthanum setup was physically
installed on the FP12 beamline for 3 calendar years, the term ‘hours of data’ refers to
the total time subtended by recorded neutrons pulses which were used in the analysis.
This means that 887 hours corresponds to
887 hours × 60

sec
ms
pulse
min
× 60
× 103
×1
≈ 6.39 × 107 spallation pulses
hr
min
sec
50ms

And likewise we have ∼ 1.46 × 107 spallation pulses which comprise our target-empty
analysis data set.
The data was minimally cleaned by making only the most minimal cuts necessary to
ensure that any resulting observed asymmetry effect would be due to the weak interaction physics at hand and not from a potentially insidious, asymmetry-mimicking
effect. After processing all of the data with the code written to sort and tag the spin
states, the criteria that we used to determine what data was used in the analysis was:
• First, briefly recall that any slow drifts in detector gain from effects like ambient
temperature drifts as well as systematic, spin-state correlated fluctuations in
detector gain (from spin-flipper induced magnetic field effects) are already taken
care of by the symmetry of the eight-step spin sequence.
• Coarse cuts were manually made to the data by identifying any data runs that
were taken outside of optimal operating conditions and excluding these runs.
For example, the cryostat compressor failed overnight in Nov. 2018; this failure
wasn’t recognized until the next day, during which time the lanthanum targets had warmed up to room temperature (300 K). This was noted in the lab
notebook and the data runs subtending this event were not used.5
5

In fact, much of the data from the first few months on the beamline had to be discarded, mostly
due to issues with triggering that took a lot of time and effort to find. The messy, unstable nature of
the facility T0 signal was causing the anomalous triggering issue that was causing the arduino and
digitizer to trigger asynchronously; a bad barrel connector was found to be inconsistently reflecting
the trigger signal back down the BNC lines; a timing issue caused by an inaccurately-reported flight
path length caused a time-of-flight misidentification of the 72.3 eV s-wave resonance, mistaking it for
the 0.734 eV resonance and not taking sufficiently high-resolution samples of the 0.734 eV resonance,
etc. Regardless, we were still able to record many orders of magnitude more spallation pulses than
originally estimated in 2017 from the initial beam time award.
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• For a given eight-step spin sequence, the spin state for each of the 344 pulses
contained in the sequence was unambiguously determined. If the spin state of
even a single pulse in a sequence was not able to be definitively identified, then
all 344 pulses from that sequence were thrown out. This was done to ensure
that no asymmetry could creep into the analysis if, for example, bad luck would
have it that the majority of unidentified pulses were of the same spin state. If
only individual unidentified pulses were cut from the analysis, this could lead
to accidentally throwing out more data from one spin state than another, which
would create a nonphysical asymmetry. This was achieved by:
– When the data files are processed using the spin-tagging code (see ‘spinsort.c’ in Appendix D), each triggered event (corresponding to the data
recorded by the digitizer for a specific spallation pulse) is given an array of
tags which serve to characterize the event: p, s, q, r, which stand for [pulse,
step, sequence, run], respectively. The ranges for the values each tag can
have is:
∗ 0 ≤ p ≤ 42 (number of pulses in a step)
∗ 0 ≤ s ≤ 7 (number of steps in a sequence)
∗ 0 ≤ q ≤ N where the maximum possible value of N is the total number
of sequences in a given set of datafiles being processed. If a pulse in a
sequence was unable to be identified during the spin-tagging process,
this tag will be given a value of q = −1 to signify an invalid sequence
and will be thrown out in the later asymmetry calculation analysis.
∗ 0 ≤ r ≤ R where R is the number of runs in a set of data files being
processed.
– In the asymmetry calculation code (see ‘asym.c’ in Appendix D), all of the
data files that are being processed in a given session are read in sequentially,
interpreted by the code as one continuous stream of data. For each neutron
spallation event, the tags are systematically checked (see Fig. ??) to ensure
that all of the data is valid. That is, that all time of flight bins are present
for every pulse, each step has all 43 pulses present (and discarding the 3
pulses corresponding to the transient spin-flipper fields), each sequence has
all eight steps, and that no pulses were dropped between runs (while the
computer was cycling to a new binary file).
– All spallation events which pass these checks are then binned into the
proper yield histograms. Different asymmetries can be calculated depending on the specified values of the spin-state tags. For example, the raw
asymmetries presented here are calculated by segregating the yields corresponding to the spin-flipper ON and OF F states, as depicted in Fig.
8.14. it is important to note that when these yield histograms are calculated, the summation is performed over the spallation events, not over the
−YOF F
is
time-of-flight bins. That is, the resulting calculated quantity YYON
ON +YOF F
actually a function of time-of-flight (which is often referred to confusingly
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as ‘the asymmetry’ still has the time-of-flight structure intact. The quantified value of Aw that will be the eventual reported value will be obtained
by performing a rigorous fit to this asymmetry function.) In addition, one
can construct asymmetries based on the location of an event in a sequence
(i.e. by cutting on the value of the step tag, s.) or find asymmetries between the location of specific pulses within a step by selecting the relevant
pulse p tag values.
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Figure 8.15: This pseudocode diagram shows the overall structure of the asym.c code which calculates,
fills, and draws asymmetry histograms. This diagram primarily shows the process by which valid (complete)
eight-step sequences are identified The main analysis loop (shown in yellow) is where the detailed histogram
filling occurs, and is expanded in Fig. 8.16.
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Figure 8.16: This pseudocode diagram shows how individual pulses were used to construct the asymmetry
histogram (‘profile˙asym’ in the code). After a valid sequence is identified and the main analysis loop has
been initiated, data is sorted (by sequence, step, and pulse into histograms). These histograms can later
be used to perform important cross-checks (e.g. investigating potential asymmetries between two different
steps in a sequence but which both correspond to the same spin flipper state). After all pulses in a valid
sequence have been sorted, the histograms containing the information for that sequence are added to the
aggregate ‘final result’ asymmetry histogram.

With these procedures in place, the following raw asymmetries were calculated:
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Figure 8.17: This plot shows the ‘raw’ asymmetry observed in the region of the 0.734 eV p-wave resonance
in 139 La with both lanthanum targets installed. This asymmetry was calculated using 887 hours of data, or
approximately 107 spallation pulses. A distinct resonance-lineshape feature is seen here, which is what one
would expect in the presence of parity-violation in only the resonance region. The red line is not a true ‘fit,’
but was included in the plot to emphasize the lineshape. This asymmetry was calculated using the data in
Window 7 (as described in Table 8.2).
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Figure 8.18: This plot shows the ‘raw’ asymmetry observed in the region of the 0.734 eV p-wave resonance
in 139 La with no targets installed. The resonance-lineshape feature observed in Fig. 8.17 is no longer present,
which strongly indicates that the asymmetry seen in the targets-installed case is a true parity-violating
asymmetry. This asymmetry was calculated using 203 hours of data, or approximately 106 spallation pulses.

This is still a rather nontrivial result, though, as the entire experiment that has been
described in this work—from the design of the apparatus frame, the detector circuitry,
the writing of the data acquisition system, everything—was designed, built, tested,
modified, etc., within the span of about 4 years. This is an impressive feat, especially
when considering this was the product of dozens individuals collaborating. While the
idea that ‘many hands make work light’ is true, it is also a known phenomenon with
larger collaborative efforts that there comes a certain amount of associated inertia; as
more bodies (and expertise) are added to a project, so is more time spent discussing
ideas, coordinating schedules, etc. That the US NOPTREX collaboration was able to
succeed in designing and performing a valid parity-violation measurement is in itself
a very exciting result, though the eventual, final result will no doubt be even more
rewarding.
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Appendix A: Supplementary Calculations

Proof of Noether’s Theorem
Suppose that a coordinate transform
qi −→ qi + ∆qi

(3)

leaves L(q, q̇) invariant up to a total time derivative. That is,

L(q 0 , q̇ 0 ) = L(qi , q̇) +

dF (qi , q̇i )
dt

(4)

where F is some generic function (not a force!). Then we can construct a quantity, known as a Noether charge, Q:
Q=

X ∂L
i

∂ q̇i

∆qi − F

(5)

such that it is a conserved quantity. Let us prove this!
Proof:
Under the transformations
qi −→ qi + ∆qi
q̇i −→ q̇i + ∆q̇i

(6a)
(6b)

L(qi , q̇i ) −→ L(qi + ∆qi , q̇i + ∆q̇i )

(7)

Our Lagrangian becomes

Now we Taylor expand (taking only the linear term in the expansion)
 X
X  ∂L

∂L
:0
2
∆qi +
∆q̇i +
O(∆q
L(qi , q̇i ) =
 i )
∂qi
∂ q̇i
i
i

(8)

Let’s call ∆qi = δqi , ∆q̇i = δ q̇i , and δL = ∆L. So then the change in our
Lagrangian is

X  ∂L
∂L
δL =
δqi +
δ q̇i
(9)
∂q
∂
q̇
i
i
i
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Notice that  factors out:
L(qi , q̇i ) = 

X  ∂L

∂L
∆qi +
∆q̇i
∂qi
∂ q̇i

i


(10)

We recognize that the term inside of the sum is a total derivative expressed in terms
of its partial derivatives! And so
δL = 

dF
dt

(11)

which means that the actual change in our Lagrangian can be recognized as
δL = ∆F = 

dF
dt

(12)

Meaning that
X
dF
∆L =
=
dt
i



∂L
∂L
∆qi +
∆q̇i
∂qi
∂ q̇i


(13)

But we claimed that the Noether charge, Q, defined in Eq.5, is conserved. To verify
this, let’s calculate Q̇. If Q is conserved, then Q̇ should necessarily be zero.
So let’s check that Q̇ = 0:
d
dQ
=
dt
dt

dQ X
=
dt
i
From Eq. 13, we recognize
as (below, in red):



dF
dt

d ∂L
dt ∂ q̇i

X ∂L
i



∂ q̇i

!
∆qi − F

∂L
∆qi +
∂ q̇i



(14)

d
∆qi
dt


−

dF
dt

(15)

= ∆L, so we can recast our last term (above, in red)

dQ X
=
dt
i



∂L
∂L
∆qi +
∆q̇i
∂qi
∂ q̇i


− ∆L

(16)

But! Taking a look at the last equivalency in Eq. 13, we also realize that the first
term on the RHS of the equation (shown below, in blue) is also ∆L!


dQ X ∂L
∂L
=
∆qi +
∆q̇i − ∆L = ∆L − ∆L = 0
(17)
dt
∂q
∂
q̇
i
i
i
And so we can see that our charge Q does not change with time, and is therefore
conserved!
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Geometrical Interpretation of Rotation and Reflection Transformations
As brought up in Section 1.4, the determinant of a matrix which describes a rotation
in 3-dimensional space is (+1), while the determinant of a matrix which describes
a reflection in 3-dimensional space is (−1). Recall that both parity (reflection) and
rotation operations are unitary transformations, and that the determinant of a matrix
is a property which is invariant under unitary transformations; as such, their determinants can never coincide. This made me stop and ask the question: but what does
that physically mean? The determinant of a matrix is often geometrically related to
the ‘signed’ volume of a unit cube in 3-dimensional space, but what does it mean to
have a negative volume? At, least, that was the question I was trying to answer when
I started thinking about this.
First, let us look at the matrices which would perform these transformations in 3dimensional space. For rotations, the matrices Ri (θ) each describe a rotation about
the ith axis through some angle θ.


1
Rotx (θ) =0
0


0
0
cos(θ) − sin(θ)
sin(θ) cos(θ)



cos(θ)
Roty (θ) = 0
− sin(θ)


0 sin(θ)
1
0 
0 cos(θ)


cos(θ)
Rotz (θ) = sin(θ)
0


0
0
1

cos(θ)
0

And for reflections, the following matrices Rij (k → −k) describe a reflection through
the ij-plane, which would then send the k th coordinate of a point to −k.


−1
0
Ryz (x → −x)=
0
0


0 0 0
1 0 0

0 1 0
0 0 1


1
0
Rxz (y → −y)=
0
0

0
−1
0
0


0 0
0 0

1 0
0 1


1
0
Rxy (z → −z)=
0
0

0
1
0
0

0
0
−1
0


0
0

0
1

I was particularly interested in the statement that their determinants can never coincide, because an important concept that comes up in the NOPTREX time-reversal
experiment is the crucial property that there exists the isometry by which two subsequent reflections about two axes can be equivalent to a rotation about the third
axis. I wanted to look at this carefully; if I were to look at a simple, single ‘point’ in
space, the important property that the negative sign brings into play doesn’t show
up intuitively. So, I am going to demonstrate this with a set of four points (ABCD)
which are located at the corners of a unit square.
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Important Isometry
The composition of reflections over two intersecting lines is equivalent to a
rotation, with the center of rotation being the intersection point between the
two lines.
If we are in a 3-dimensional space whose unit vectors are orthogonal
(e.g. cartesian), then we can write the explicit case that the composition
of two reflections about two different axes is equivalent to a 180◦
rotation about the third axis. That is:
Vˆ 0 = R̂yz R̂xz V̂ = R̂otz (180◦ )V̂
 
 
1
1
Will send the vector V =1→ V 0 = 1 .
1
−1

Defining a convention such that, starting with the upper-left point and reading clockwise, I have a square which I shall refer to as ABCD . Now, I am going to subject to
a handful of rotation and reflection transformation and compare the results. I have
colored the different vertices in addition to labeling them so that it is easier to keep
track of their movements.
First, let us subject ABCD to a 180◦ rotation. We see that this has the following effect:

Figure 1: Locations of coordinates after a counter-clockwise rotation of 180◦ about the axis passing through
the center of the square. We see that A
C and B
D. This results in CDAB .

We see that the points A and C have swapped locations, and points B and D have as
well. Using the same naming convention, we can define this result as CDAB . Now,
let us start again with our original ABCD . First, we shall reflect it vertically (as seen
going from 1 → 2 in Fig. 2), followed by a horizontal reflection (2 → 3 in Fig. 2).
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Figure 2: Reflecting ABCD about a horizontal line (1 → 2) and then about a vertical line (2 → 3)
produces the same result as the rotation seen in Fig. 1. That is, after both reflections, ABCD → CDAB .

Okay, so, we have seen graphically that two reflections can be equivalent to one rotation. However, no number of rotations can produce the same result as a single
reflection. I want to be able to explore this graphically, so now: let’s introduce the
concept of winding directions.
I am going to define the winding direction of a given square as starting at point
A and traveling along the path A → B → C → D. This should return a diagnosis of
either a clockwise (CW) or counter-clockwise (CCW) winding direction (as observed
by the reader). Let us revisit our two transformation scenarios again, but this time
with the winding direction included.
Looking at Fig. 3, we see that the winding direction of ABCD is clockwise. Then,
after applying the same 180◦ rotation as before, we see that the winding direction of
the resultant CDAB is also clockwise.
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Figure 3: Locations of coordinates after a counter-clockwise rotation of 180◦ about the axis passing through
the center of the square, except now we are also taking into account the ‘winding direction’ of the square
before and after the transformation. We see that while the points A
C and B
D have interchanged, both
the initial square ABCD and the transformed square CDAB have the same clockwise winding directions.

If, after rotating by 180◦ , we apply another rotation of 90◦ , we can again trace out
our winding direction and again see that we return a clockwise winding direction.
From here, it is straightforward to see how no matter what rotation is applied to the
square - any rotation by any angle in either direction - the winding direction will
always remain counterclockwise.

Figure 4: Locations of coordinates and winding directions after two counter-clockwise rotations totalling
270◦ . We see that the winding direction remains unchanged at each step shown above; that is, the initial
square ABCD and the transformed squares CDAB and BCDA have the same clockwise winding directions.

However, if we now label our winding directions for the reflection transformations,
we see that after the first reflection the winding direction of the intermediate result,
DCBA , is counter -clockwise. After the second reflection, it is once again clockwise.
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Figure 5: Locations of coordinates and winding directions after two successive reflections. We see that the
winding direction does change after each reflection transformation, as shown above.

So we can see that in this way – with the inclusion of the winding direction property –
that reflection and rotation transformations affect a system in a fundamentally different manner6 . This is why I though it was valuable to also discuss what is happening
in the intermediate steps, as we are often just taught to examine the final result. And,
while this example was shown using a simple square and a simple spatially-geometric
interpretation of these transformations, this principle of trying to visualize what is
happening is a very valuable skill which can be applied to more complicated systems
such as how higher-order observables (e.g. quantum spin or hypervolumetric thermodynamic quantities) may change for different determinants of a transformation matrix.
N.B.: if you are the kind of person who does prefer to stare at the mathematics,
you’ll notice that this property does show up implicitly in how the indices ijkl
are arranged before/after a transformation. For rotations, the indices will always
move cyclically (e.g. ABCD → DABC ). For reflections, indices are permuted (e.g.
ABCD → DBCA ). Multiple permutations of indices can result in an index ordering
which could be achieved by cyclic reordering, but no amount of cyclic reordering will
ever cause two indices to ‘swap places.7 ’
6

I bring this up because while it is easy to say ‘well, mathematically we already knew this,
Danielle, because (−1) · (−1) = +1, but no amount of multiplying together (+1) can give us a
negative result,’ I am not personally satisfied with such an explanation. This is the difference (when
it comes to me gauging my own understanding, at least) in being able to ‘understand’ a physics
problem by looking at just the math versus actually understanding what is happening.
7
For more on this topic, see the idea(s) of permutation cycles and cyclic no-

244

Kaon Oscillations
I often found the discussion of kaon oscillations difficult to keep straight, so I hope to
discuss the concept here in a manner that will hopefully make sense to the reader.
Kaons are produced via the strong interaction, though they decay through the weak
interaction. While strong interactions preserve the strangeness quantum number, the
weak interaction does not. There are four ‘real-world’ kaons that we see in the laboratory. These are the charged kaon, K + , the neutral kaon, K 0 , and their respective
antiparticles, K − and K̄ 0 . Once produced, the charged kaons (K ± ) remain in their
initial state until they eventually decay. The neutral K 0 , however, oscillates between
itself and its antiparticle, K̄ 0 . Because the quark content of the K 0 is ds̄ (with a
¯ (with a strangeness of +1), these two
strangeness of -1) and that of the K̄ 0 is ds
states must be coupled by the weak interaction, as both the strong and electromagnetic interactions preserve strangeness.
What we want to do is write down the interaction Hamiltonian for this system and
find its eigenstates. Because of the quark content, the strong interaction is present;
because of the electric charge of the quarks, the electromagnetic interaction is present,
and because of the violation of strangeness, the weak interaction must be present. So,
we can write our total Hamiltonian as
Htotal = H = HS + HEM + HW

(18)

Because of the comparatively small strength of the weak interaction, we can treat the
weak portion of the interaction Hamiltonian perturbatively. Let us recast our total
Hamiltonian as
H = H0 + HW
(19)
where H0 = HS + HEM . Now, let us find eigenstates for the unperturbed portion of
the Hamiltonian, H0 . If we want CP to be a ‘good’ symmetry of this Hamiltonian,
that means that the eigenstates for this Hamiltonian operator must also be eigenstates
of the CP operator. Thus, we expect the usual commutation relation of [H, CP ] = 0
As we do in our introductory quantum mechanics courses with a two-state eigenvalue
problem, let us write our original K 0 and K̄ 0 states in terms of two (normalized)
eigenstates, φ1 and φ2 :
1
|K 0 i = √ (|φ1 i + |φ2 i)
2

(20)

1
|K̄ 0 i = √ (|φ2 i − |φ1 i)
2

(21)

tation, often addressed in abstract algebra texts.
https://mathworld.wolfram.com/PermutationCycle.html
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There

is

a

good

example

at

Solving for these eigenstates in terms of our original K 0 , K̄ 0 states:

1
|φ1 i = √ |K 0 i − |K̄ 0 i
2

(22)


1
|φ2 i = √ |K 0 i + |K̄ 0 i
2

(23)

Now, let us check to see that these constructed states are truly eigenstates of the CP
operator8 .
First, we will operate on the right with the P operator, then the C operator:



1
1
1
CP|φ1 i = √ CP |K 0 i − |K̄ 0 i = √ C −|K 0 i + |K̄ 0 i = √ −|K̄ 0 i + |K 0 i = |φ1 i
2
2
2
(24)
Then,

 −1

1
1
CP|φ2 i = √ CP |K 0 i + |K̄ 0 i = √ C −|K 0 i − |K̄ 0 i = √ |K̄ 0 i + |K 0 i = −|φ2 i
2
2
2
(25)
So we have CP|φ1 i = |φ1 i and CP|φ2 i = −|φ2 i. These are eigenstates! Now, as
stated before, if we assume CP to be a good symmetry, meaning that we assume
[HW , CP ] = 0, then let us check that the perturbative addition of the weak interaction, HW , does not connect the |φ1 i, |φ2 i states under a CP transformation.
hK 0 |HW |K 0 i = −hK 0 |HW CP|K̄ 0 i

(26)

Where we have introduced the negative sign due to the P operator and conjugated
K 0 −→ K̄ 0 due to the C operator. With [HW , CP ] = 0, we can swap the order of
the operators, then act to the left with the CP operator:
−hK 0 |(CP)† HW |K̄ 0 i = hK̄ 0 |HW |K̄ 0 i

(27)

Thus, we know how the states |K 0 i, |K̄ 0 i (eigenstates of H0 ) behave under HW . Let
us see how |φ1 i, |φ2 i interact via the HW operator.
hφ2 |HW |φ1 i = hφ2 |HW CP|φ1 i

(28)

Recall that CP|φ1 i = |φ1 i, and if we assume [H, CP ] = 0, then we can swap the
order without consequence and act to the left on hφ2 |, which introduces a negative
sign (because CP|φ2 i = −|φ2 i):
hφ2 |(CP)† HW |φ1 i = hφ2 |HW |φ1 i = 0 (identically)
8

(29)

The intrinsic parity of the neutral/charged kaons is (-1). An operation by P on these states
will introduce a negative sign.
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So we can see that the weak part of the Hamiltonian does not mix the |φ1 i and |φ2 i
states if [HW , CP ] = 0, as expected. As mentioned before, we know that the strong
and electromagnetic interactions do respect CP symmetry, so then |φ1 i, |φ2 i are in
fact good eigenstates of the total H operator.
Now, let’s see how the K 0 and K̄ 0 states oscillate between themselves. As we have
come to understand, these states are coupled by the weak interaction and are described by the mixtures of the weak eigenstates |φ1 i, |φ2 i. The strength of this oscillation will be given by the magnitude of the coupling between these states. To find
this oscillation between K 0 , K̄ 0 , we will need to calculate the expectation value of the
Hamiltonian for the weak interaction eigenstate basis, find this coupling term, then
express these results in the ‘real world’ K 0 , K̄ 0 basis.
First, let us calculate the expectation value of hφ1 |H|φ1 i ≡ E1 :
E1 = hφ1 |H|φ1 i = hφ1 |H0 |φ1 i + hφ1 |HW |φ1 i

(30)

Because we have stated that CP is a good symmetry for |φ1 i, |φ2 i as well as the strong
and weak interactions and H0 = HS + HEM , we define E0 as:
E0 ≡ hφ1 |H0 |φ1 i = hφ2 |H0 |φ2 i

(31)

So now let us calculate the second term in Eq. 30. Let’s express this in terms of our
‘real world’ K 0 , K̄ 0 states using the definitions from Eqs. 22 and 23 :

hφ1 |HW |φ1 i =

hφ1 |HW |φ1 i =



1
hK 0 |−hK̄ 0 | HW |K 0 i − |K̄ 0 i
2

(32)


1
hK 0 |HW |K 0 i − hK 0 |HW |K̄ 0 i − hK̄ 0 |HW |K 0 i + hK̄ 0 |HW |K̄ 0 i
2
(33)

Notice that the two central terms on the RHS of the above equation are the terms
that will describe the ‘mixing’ of the K 0 , K̄ 0 states. These two terms will produce
the same energy eigenvalues:


hφ1 |HW |φ1 i =



−2Emix

z
}|
{
1 0
0
0
0
0
0
0 
hK |HW |K i −hK |HW |K̄ 0 i − hK̄ |HW |K i + hK̄ |HW |K̄ i
{z
}
|
{z
}
2 |
E0

E 0 (by CPT)

(34)

hφ1 |HW |φ1 i =

1
(2EK 0 − 2Emix ) = E 0 − Emix
2
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(35)

Therefore, we have E1 = E0 + E 0 − Emix
Similarly, for hφ2 |H|φ2 i ≡ E2 :

hφ2 |HW |φ2 i =



1
hK 0 |+hK̄ 0 | HW |K 0 i + |K̄ 0 i
2

(36)

+2Emix




hφ2 |HW |φ2 i =

}|
{
z
1 0
0
0
0 i + hK̄ 0 |H |K 0 i + hK̄ 0 |H |K̄ 0 i
hK
|H
|K
i
+hK
|H
|
K̄


W
W
W
W
|
{z
}
{z
}
2 |
E0

E 0 (by CPT)

(37)
Giving us
E2 = E0 + E 0 + Emix
Therefore, these weak interaction eigenstates have different values of CP and different
energies (meaning different lifetimes). This means that |φ1 i and |φ2 i states cannot
be related by charge conjugation and are in fact considered to be independent particles, more fundamental than the K 0 , K̄ 0 particles! As the state |φ1 i is CP-even (as
evidenced in Eq.24), this means that only the |φ1 i state can decay via the 2π decay
channel, while only the CP-odd |φ2 i state (Eq.25) can decay via the 3π channel. This
is because
CP (π + π − ) = CP (π 0 π 0 ) = +1
(38)

CP (π 0 π 0 π 0 ) = CP (π + π 0 π − ) = −1

(39)

Experimentally, the mass of the neutral kaon has been found to be almost identical
to that of the |φ1 i, |φ2 i states, at ∼ 497 MeV/c2 . Because the |φ1 i state decays into
2 pions while the |φ2 i decays into 3 pions, yet they have almost the same rest mass,
these states have energy deficits of


mφ1 − (mπ+ + mπ− ) ≈ 497 MeV/c2 − 2 139.57 MeV/c2 ≈ 218 MeV/c2

(40)


mφ2 −(mπ+ + mπ0 + mπ− ) ≈ 497 MeV/c2 −2 139.57 MeV/c2 + 134.97 MeV/c2 ≈ 83 MeV/c2
(41)
Because the energy difference in the initial state and that of its decay products is
greater for the 2π decays, this means that the |φ1 i state should exist for a shorter
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amount of time before decaying than the |φ2 i, i.e. τφ1 < τφ2 . And in fact, this is what
we readily measure in the laboratory: these two decay modes have wildly different
lifetimes! These modes are often referred to as the KS and KL kaon states (for ‘long’
and ‘short’ lifetimes, respectively). The lifetimes of these states have been measured
to be [25]:
τKS = (0.8954 ± 0.0004) × 10−10 s
(42)

τKL = (5.116 ± 0.021) × 10−8 s

(43)

If CP were to be conserved in the weak interaction, as this discussion assumed, then
there would be a 1:1 correlation between the eigenstates of the weak interaction and
the KL , KS states, namely that
KS ≡ |φ1 i
(44)
KL ≡ |φ2 i

(45)

However, as discussed in Chapter 1.1, this is not what Christenson, Cronin, Fitch,
and Turley observed in their 1964 paper. They found that the KS and KL states were
actually admixtures of the |φ1 i and |φ2 i weak eigenstates, and that the neutral kaon
could be expressed as a linear system of the two, truly more fundamental particles,
KS andKL , as given by9 :
1
[|φ1 i + |φ2 i] e−iλS t
|KS i = p
2
(1 + || )

(46)

1
|KL i = p
[|φ2 i + |φ1 i] e−iλL t
2
(1 + || )

(47)

where
∆m
|∆Γ|
−Γ−
2
2
∆m
|∆Γ|
λL = M −
−Γ+
2
2
and  is a small, complex parameter related to the small nature of the CP-violation
effects in the weak interaction. ∆m ≈ 3.5 × 10−13 MeV/c2 and ∆Γ are the minute
differences in mass and decay widths of the KS , KL states, respectively10 . Because
λS = M −

9
For a wonderfully thorough, clear derivation of these expressions for |KS i and |KL i, please
see Chapter 14.4.3: The Quantum Mechanics of Kaon Mixing in Modern Particle Physics by M.
Thomson (2013).
~
10
∆m = mKL − mKS ≈ 3.5 × 10−12 MeV/c2 and ∆Γ ≈ 2∆τ
= 2(τL~−τS ) ≈ 1 × 10−13 MeV/c2
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these two states (which were constructed under the assumption that CP was a good
symmetry) with distinct masses and lifetimes are mixtures of the weak eigenstates
|φ1 i, |φ2 i, this means CP must be violated in the weak interaction.
N.B.: The notation |φ1 i, |φ2 i for the weak eigenstates is my own convention. Most
texts use |K1 i, |K2 i, but I find that to be horribly confusing with all of the K’s floating
around. I set these two apart because they are good states in weak space, whereas the
rest are ‘good’ states in the laboratory, i.e. strong (mass) eigenstates. I do, however,
use the |K1 i, |K2 i notation in Table 1.3 for consistency.
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Charge Conjugation of Fermionic Fields
Let’s look at how a fermionic field transforms under the charge-conjugation operation,
denoted by the Ĉ operator.
The fermion field operator can be expressed as:

Z
ψ(~x) =


d3 p X 1  s s
i~
p·~
x
s s
−i~
p·~
x
p
u
(~
p
)e
+
a
v
(~
p
)e
b
p
~
p
~
(2π 3 ) s
2Ep

(48)

where u(~p) and v(~p) are the Dirac spinors, defined by:
√

√

p · σξ
p · σξ
√
; v(~p) =
u(~p) = √
p · σ̄ξ
− p · σ̄ξ

(49)

Now we shall calculate CψC † . (Note that C is a linear unitary operator, even though
it takes ψ → ψ ∗ ).

Z

i
d3 p
1 Xh
2 s
s
∗ −i~
p·~
x
2 s†
s
∗ i~
p·~
x
p
−iγ
b
(v
(~
p
))
e
−
iγ
a
(u
(~
p
))
e
= −iγ 2 ψ ∗
p
~
p
~
(2π 3 ) 2Ep s
(50)
† T
∗
Recall that (ψ ) = ψ , so we can write:

CψC −1 =

−iγ 2 ψ ∗ = −iγ 2 (ψ † )T = −i(ψ̄γ 0 γ 2 )

(51)

So we can determine the form of the C operator as11 :
C ψ̄C † = Cψ † Cγ 0 = (−iγψ)T = (−iγ 0 γ 2 ψ)T

(52)

Now, we know that quark fields transform as vectors, which is represented mathematically by the bilinear quantity ψ̄γ µ ψ. Let us first calculate how the simplest
bilinear, the scalar ψ̄ψ, transforms under charge conjugation:
C ψ̄ψC † = (−iγ 0 γ 2 ψ)T (−iψ̄γ 0 γ 2 )T
11

(53)

It is worth mentioning that the form of the C operator does depend on which representation
one chooses; here we are using the Weyl representation (as opposed to Majorana)
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Recall that the fermion fields ψ and ψ̄ anticommute, so swapping their order for
the conventional normal ordering introduces a negative sign (noted in red and blue):
(−iγ 0 γ 2 ψ)T (−iψ̄γ 0 γ 2 )T = −γ 0 γ 2 ψ ψ̄γ 0 γ 2 = +ψ̄γ 0 γ 2 γ 0 γ 2 ψ

(54)

Now also recall that the γ 0 and γ 2 matrices anticommute ({γ 0 , γ 2 } = 0), so swapping
the order of these matrices in our expression also introduces another negative sign:
+ψ̄γ 0 γ 2 γ 0 γ 2 ψ = −ψ̄γ 2 γ 0 γ 0 γ 2 ψ

(55)

Recall that γ 0 γ 0 = 1 (the identity matrix) and γ 2 γ 2 = −1:
* −1

*1

γ 0
γ 0 γ 2 ψ = −ψ̄
γ 2
γ 2 ψ = +ψ̄ψ
−ψ̄γ 2

(56)

In fact, it is a simple extension of this calculation to state that any Dirac bilinear
which can be expressed as ψ̄χψ (where χ is one of the 16 unique 4x4 matrices formed
from a linear combination of the 1, γ 0 , 21 γ [µ γ ν] , γ 5 γ µ , γ 5 matrices12 ) and is acted upon
by the charge conjugation operation will have the form
C ψ̄χψC † = ψ̄γ 0 γ 2 χT γ 0 γ 2 ψ

(57)

Specifically, this is because one can write the charge-conjugated ‘transformed’ fields
as
ψ̄ → ψ̄ 0 = ±ψ̄ ∗ γ 2 = ±ψ T γ 0 γ 2 = ∓ψ T γ 2 γ 0

(58)

ψ → ψ 0 = ±γ 2 ψ ∗ = ±γ 2 (ψ † )T

(59)

And then, we can see that for any bilinear quantity of the form ψ̄χψ which has
been charge conjugated, we can write:
ψ̄ 0 χψ 0 = (−ψ T γ 2 γ 0 )χ(+γ 2 (ψ † )T )

12

See page 50 of Peskin and Schroeder for an explanation of these matrices
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(60)

Taking the transpose of this expression (which, as mentioned before, introduces a
negative sign because the fermionic fields anticommute), we get
= −ψ T γ 2 γ 0 χγ 2 (ψ † )T = +ψ † (γ 2 γ 0 χγ 2 )T ψ

(61)

Recalling the symmetric nature of the γ 0 and γ 2 matrices, we know that (γ 0 )T = γ 0
and (γ 2 )T = γ 2 . We also know that ψ † = ψ̄γ 0 . Using these identities, we therefore
end at the result:
ψ̄ 0 χψ = +ψ̄γ 0 γ 2 χT γ 0 γ 2 ψ
(62)
Now, since this is the general result for any bilinear ψ̄χψ, let us now take χ = γ µ and
calculate how this vector bilinear transforms under charge conjugation symmetry:
C ψ̄γ µ ψC † = ψ̄γ 0 γ 2 (γ µ )T γ 0 γ 2
Let us look at γ µ term by term. The product γ 0 γ 2 is explicitly:




−σ2 0
0 −i
0 2
γ γ =
where σ2 =
0 σ2
i 0

(63)

(64)

Looking at the explicit form of γ 0 γ 2 , we can see that because γ 0 and γ 2 are symmetric,
they will anticommute with the product γ 0 γ 2 . However, γ 1 and γ 3 are antisymmetric and would normally commute with γ 0 γ 2 , but because we have their transposes,
(γ 1 )T = −γ 1 and (γ 3 )T = −γ 3 , we get an additional negative sign if we permute
them with γ 0 γ 2 . So we get an additional negative sign for all 4 terms (µ = 0, 1, 2, 3),
meaning that
(65)
C ψ̄γ µ ψC † = −ψ̄γ µ ψ
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What is the difference between Hilbert space and Fock space?
An important feature underlying the amplification effect in the compound nuclear
system manifests in the Fock space representation of this system. Thus, it seems
important to quickly summarize what Fock space is, and how it differs from the much
more commonly-encountered (in the classroom) Hilbert space.
The primary difference between Fock space and Hilbert space lies in the type of
system that we want to describe. Hilbert space is valid for a system of N particles,
where N is a fixed number. However, what if one has a system where the number of
(or species of) particles is not static, e.g. a high-energy system that involves pair production processes? In such a case as this, Fock space would be the appropriate choice.
The Fock space allows you to superimpose such states and allows you to have a
state on which for every N = N you have probabilities for the number of particles in
the system being N . In other words, you are allowed to describe states on which the
very number of particles is uncertain and becomes and observable with probabilities
and mean (expectation) values like any other quantum observable.
As an example, the Hilbert space for a system of 3 particles could be written as:
H(3 particles) = H0 ⊗ H0 ⊗ H0

(66)

So, a system of N particles would be:
H(N

particles)

= H0 ⊗ H0 ⊗ · · · ⊗ H0

(67)

These Hilbert spaces are subspaces of a Fock space. To construct a Fock space, one
would take the direct sum over such subspaces:

F± (H0 ) =

∞
O

(Sν H0⊗n )

(68)

n=0

where Sν is simply an operator which symmetrizes (ν = +1) or anti-symmetrizes
(ν = −1) the tensor on which it is acting. The construction is to form the direct sum
of all symmetric or anti-symmetric tensor powers of H0 to yield either a bosonic or
fermionic Fock space. The above equation can be read as taking the tensor product
of a single-particle Hilbert space n times with itself and then symmetrize or antisymmetrize for bosons or fermions, respectively.
Why is this useful for our compound nuclear system? Well, as one can see, treating
the incident neutron and the nucleus as two distinct particles, but then considering
the compound nucleus to be a single particle, we are faced with a situation where
the number of particles is not constant (two particles in, one particle out). So we
would have to construct a space that would work for a reaction in which the number
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of particles is not constant (as well as for those reaction in which N is constant), e.g.:


|ai + |bi ⊗ |ci
(69)
or



or



 

|ai + |bi ⊗ |ci + |di

(70)

 

|ai + |bi ⊗ |ci + |di + |ei

(71)

with |ai, |bi, |ci all single-particle states. This extends to include all of the possible
outcomes from the neutron-nucleus scattering system, such as (to name only a very
small subset of examples):
• (n + N ) → N ∗
• (n + N ) → n + N
• (n + N ) → n + N + γ
• (n + NA ) → NA+1 + γ
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Comparison of yield expressions from this work and the 1991 Yuan et al.
measurement
Because the expression derived in the preceding sections differs from that found in
[79] and no immediate rearrangement of the expressions leads to explicit agreement,
it is a worthwhile exercise to plot both expressions and see by how much they differ.13
In [79], the ratio of the yields is given as:
Ryuan =

Yof f
= cosh[2χAw (1 − /2)]
Yon

(72)

Yof f
= (1 − ) cosh (2Aw χ) + 
(73)
Yon
The simplest way to compare these two expressions is to plot them. This is done in
Fig. 6.
Rschaper =

Comparison of Yield Ratios

Yuan: Cosh[2χA(1-ϵ/2)

Value of Ratio

60

Schaper: (1-ϵ)Cosh[2χA]+ϵ

40

20

0
0

1

2

3

4

5

Value of 2 χA
Figure 6

13

After thoroughly studying and considering the derivation of the yield expressions in Yuan et
al.’s paper, I came to the conclusion that there was an approximation that was done somewhere
that was not readily apparent, especially with regards to where the spin flipper inefficiency, , was
appearing in the expressions (inside of the cosh(x) function in [79] as opposed to being an overall
multiplicative factor). This discrepancy is what prompted a comparison.

256

Discrepancy in Yield Ratios

8. × 10-7

Ryuan - Rsch

6. × 10-7

4. × 10-7

2. × 10-7

0
0.00

0.05

0.10

0.15

0.20

0.25

Value of 2 χA
Figure 7: The above figure shows the output of the ratio of the yields, as derived by V. Yuan and in this
writeup (Schaper) as a function of the value of the argument 2χAw for an estimated SF inefficiency, of 5%
( = 0.05). Note: Yuan = cosh[2χAw (1 − 2 )] and Schaper = (1 − ) cosh[2χAw ] + .

Y

f
Figure 8: The above figure shows the discrepancy in the yield ratio quantity (RY = Yof
) as derived by
on
Yuan et al. and as derived in this writeup for four different values of the spin flipper inefficiency, . Shown
here are curves for values of  = 2%, 5%, 10%, and an egregious value of 50%. Solid lines represent the
expression from Yuan et al. while the dashed lines represent the expression derived in this work. Note:
Yuan = cosh[2χAw (1 − 2 )] and Schaper = (1 − ) cosh[2χAw ] + .
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Quick Numerical Estimation
To estimate the argument of the cosh function for the quantity
Y ieldof f
= (1 − ) cosh[2ρ`σ0 Aw ] + 
Y ieldon
, we need approximate quantities for all of these parameters. We know:
• ρ(La139 ) = 6.15 g · cm−3 ≈ 2.66 × 1022 atoms · cm−3
• ` = 5 cm (thickness of one lanthanum target)
• σ0 (En = 0.7eV) = 1.3 × 10−24 cm2 (seen in Fig. 9).
• Aw ≈ 0.0955 (from Yuan 1991 measurement)

Figure 9: National Nuclear Data Center (NNDC) Sigma cross-sectional data for the 0.7 eV resonance in
139
La shows a cross section of about 1.3 barns, or 1.3 × 1024 cm2 [99].

So, the argument x of the cosh(x) is approximately:
x = 2ρ`σ0 Aw ≈ 2·(2.66×1022 atoms·cm−3 )·(5 cm)·(1.3×10−24 cm2 )·(0.0955) ≈ 0.033
Looking at the difference in the argument of cosh(x) for the yield derived here and
the yield in the 1991 Yuan paper, we have (for  = 0.02):
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Y uan(x) = cosh[x(1 − )]
2
Schaper(x) = (1 − ) cosh[x] + .

Y uan(0.033)
≈ 1.000000338 ≈ 1 + 3.38 × 10−7
Schaper(0.033)

(74)

This is extremely small and can be considered negligible when compared to the ∼ 10−1
magnitude of the parity violation effect.
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Higher-order tensor terms in the NOPTREX forward-scattering amplitude
A more robust form of the forward scattering amplitude for neutron transmission
through a polarized nuclear target, f , with I > 1/2 was derived by V.P. Gudkov and
H. M. Shimizu [100]. The four-term scattering amplitude seen in Eq. 5.2 is only
valid for the simplest case, where the spin of the nuclear target is I = 1/2; for nuclei
with spin I > 1/2, there are non-negligible, higher-order tensor terms that must be
taken into consideration. I have included this expression here in the appendix for
reference/completeness.
(Note: I have denoted the P-violating-only terms in red font, the T-violating-only
term in blue font, and the only P-and-T-violating term in purple font.)

~ + C 0 (~σ · k̂) + D0 (~σ · [k̂ × I])
~ + (k̂ · I)
~ + K 0 (~σ · k̂)(k̂ · I)
~
f = A0 + B 0 (~σ · I)
i
h
i
h
~ k̂ · I)
~ − 1 (k̂ · k̂)(I~ · I)
~ + F 0 (~σ · I)(
~ k̂ · I)
~ − 1 (~σ · k̂)(I~ · I)
~
+ E 0 (k̂ · I)(
3
3
i
h
1
~ + ...
~ k̂ · I)
~ + B 0 (~σ · I)
~ (k̂ · I)(
~ k̂ · I)
~ − (k̂ · k̂)(I~ · I)
+ G0 (~σ · [k̂ × I])(
3
3
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• The terms A0 and C 0 are independent of the target spin;
• The terms B 0 , D0 , H 0 , and K 0 are proportional to the vector polarization of the
target;
• The E 0 , F 0 , and G0 terms are proportional to the second-rank tensor polarization;
• B30 is proportional to the third-rank tensor polarization.
For the case of 139 La (I = 7/2), the p-wave resonance of interest (exhibiting the
enhanced P-violating effects) at Ep = 0.734 eV is actually rather near two large swave resonances: one lies at Es0 = −48.63 eV and a second at Es1 = 72.3 eV. The
spins of these resonances are:
Ei (eV)
-48.63
0.734
72.3

`
0 (s-wave)
1 (p-wave)
0 (s-wave)

J (of resonance)
4
4
3

By the law of conservation of angular momentum, the 0.734 p-wave resonance with
total spin J = 4 can only mix with the −48.63 eV s-wave resonance, also of spin
J = 4. Thus, we can ignore mixing with the nearby 72.3 s-wave resonance.
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The explicitly calculated expression for the neutron forward scattering amplitude
from a target with (I = 7/2) such as 139 La is:

n
o
f7/2 = P0 A0 + C 0 (~σ · k̂)
n
o
0
0
0
0
~
~
~
~
+ P1 B (~σ · I) + D (~σ · [k̂ × I]) + H (k̂ · I) + K (σ · k̂)(k̂ · I)
 h
i
h
i
~ k̂ · I)
~ − 1 (k̂ · k̂)(I~ · I)
~ + F 0 (~σ · I)(
~ k̂ · I)
~ − 1 (~σ · k̂)(I~ · I)
~
+ P2 E 0 (k̂ · I)(
3
3

~ k̂ · I)
~
+ G0 (~σ · [k̂ × I])(
 
h
i
h
i
~ (k̂ · I)(
~ k̂ · I)
~ − 1 (k̂ · k̂)(I~ · I)
~ + 2 (k̂ · I)
~ (~σ · I)(
~ k̂ · I)
~ + 1 (~σ · k̂(I ~· I))
~
+ P3 B30 (~σ · I)
3
5
3


4
~ (~σ · I)(
~ k̂ · I)
~ − 1 (~σ · k̂)(I~ · I)
~
− (k̂ · I)
5
3
(76)
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Appendix B: Code Appendix

Data Parser Code (trex.c)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

// trex.C by Christopher Crawford <c.crawford@uky.edu>
// load TTreeBinary and optionally plot V:TOF
// paths
// #define CONF "/home/noptrex/LaLa_DAQ/meta/run%05d.conf"
// #define RUN "/home/noptrex/LaLa_DAQ/data/run%05d.bin"
#define CONF "./meta/run%05d.conf"
#define RUN "./data/run%05d.bin"
#define SPIN "./spin/run%05d.spin"
#define MAXCH 256
#define MAXB 4096
#include "TBranchBinary.h"
#include "TString.h"
#include "TCanvas.h"
#include "TLeaf.h"
#include "TH2F.h"
#include <sys/stat.h>
#include <iostream>

int window_length;
unsigned int *h;
short *d[MAXCH];
short *w[MAXCH];
int *p;
int trex_last_run=-1;
int window_number;
int wbeg_global[MAXB];
int wend_global[MAXB];

// raw header
// raw data
// raw windows
// raw spin [p,s,q,r]

TTreeBinary* trex(int run=-1, int verbose=0, int win_num=4, TString opt=" ")
{
window_number=win_num;
// cache trees
static TTreeBinary *tc[100000]={0};
if (run<0) run = trex_last_run;
else trex_last_run = run;
if (run<0) exit(0);
//if (tc[run] && !verbose) return tc[run];
//if (tc[run]) return tc[run];
// parse config file to environment variables with same name
//#define MAXB 4096 // max number of characters per input line, max length of
,→ option array
char charbuf[MAXB], *strptr; // general purpose strings for parsing
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FILE* fp=fopen(Form(CONF,run),"r"); if (fp) while (fgets(charbuf,MAXB,fp)) {
if ((strptr=strchr(charbuf,'#'))) *strptr='\0'; // get rid of comments
if ((strptr=strchr(charbuf,'='))) *strptr='\0', setenv(charbuf,strptr+1,1);
} else {
printf("Config file %s not found\n", Form(CONF,run)); exit(0);
} fclose(fp);
// macros for parsing option variables from environment
#define INTOPT(NAME,DEF) NAME = getenv((#NAME)) ? atoi(getenv((#NAME))) : DEF
#define STROPT(NAME,DEF) NAME[MAXB]=""; strcpy(NAME, getenv(#NAME) ?
,→ getenv(#NAME) : DEF)
#define ARROPT(NAME,DEF) NAME[MAXB]={0}; int NAME##_n=0;
\
strcpy(charbuf, getenv(#NAME)?getenv(#NAME):DEF ); strptr=strtok(charbuf,"
,→ "); \
while (strptr) NAME[NAME##_n++]=atoi(strptr), strptr=strtok(0," ");
// option variables, set from the environment by above macros
int INTOPT(decimation, 6);
// decimation setting in hardware
int INTOPT(raw, 0);
// 1:record the raw waveforms before the
,→ windows, 0: record only windows
int INTOPT(nwin, 2 );
// number of decimation windows
int ARROPT(wchn, "1 1");
// channel number of each window
int ARROPT(wbeg, "100 1000"); // first sample
of each window
int ARROPT(wend, "200 2000"); // last sample+1
of each window
int ARROPT(wsum, "10 100");
// #samples to add in each window
int ARROPT(wdec, "2 5");
// #bits decimated in each window
uint32_t INTOPT(mask, 15);
// LSB (rightmost bit) is channel zero, followed
,→ by channel 1, 2..7, read right to left.
uint32_t INTOPT(reclength, 4096);
uint32_t INTOPT(posttrig, 80);
uint32_t ARROPT(DCoffset, "32768 32768 32768 32768 32768 32768 32768 32768");
window_length = (wend[win_num]-wbeg[win_num])/wsum[win_num]; //this is passed
,→ to the asymmetry code for histogram binning
int nchan=0; for (int i=0;i<32;++i) nchan+= (mask>>i)&1;
int record_size = 16 + 2*nchan*reclength; // header + short/sample
memcpy(wbeg_global,wbeg,sizeof(wbeg_global));
memcpy(wend_global,wend,sizeof(wend_global));
// calculate the leaf list form the run configuration and create tree
TString leaflist("h[5]/i"); bool uniform=true; // Nth window as w[N] not wN
if (raw) leaflist.Append(Form(":d[%d][%d]/s", nchan, reclength));
if (nwin) {
for (int w=1; w<nwin; ++w) {
if (wbeg[w]!=wbeg[0] || wend[w]!=wend[0] || wsum[w]!=wsum[0] ||
,→ wdec[w]!=wdec[0]) uniform=false;
}
if (uniform) leaflist.Append(Form(":w[%d][%d]/s", nwin,
,→ (wend[0]-wbeg[0])/wsum[0]));
else for (int w=0; w<nwin; ++w) {
leaflist.Append(Form(":w%d[%d]/s", w, (wend[w]-wbeg[w])/wsum[w]));
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}
}
TTreeBinary* t = tc[run] = new TTreeBinary( Form(RUN,run), leaflist );
char buf[256]; sprintf(buf,SPIN,run);
// raw variables
TBranch* br = t->GetBranch("TBranchBinary");
char* addr = br->GetAddress();
h=(unsigned int*)(addr + br->GetLeaf("h")->GetOffset());
for (int ch=0; ch<MAXCH; ++ch) { d[ch]=0; w[ch]=0; }
if (raw) for (int ch=0; ch<nchan; ++ch) {
d[ch]=(short*)(addr + br->GetLeaf("h")->GetOffset()) + ch*reclength;
}
for (int ch=0; ch<nwin; ++ch) {
if (uniform) w[ch]=(short*)(addr + br->GetLeaf("w")->GetOffset()) +
,→ ch*((wend[0]-wbeg[0])/wsum[0]);
else
w[ch]=(short*)(addr + br->GetLeaf(Form("w%d",ch))->GetOffset());
}
// add auxiliary file
struct stat sb;
if (!stat(buf,&sb)) {
t->GetListOfBranches()->Add(br=new TBranchBinary(t,
,→ Form(SPIN,run),"p/I:s:q:r","spin")); //pulse,state,seq,series
t->SetEntries();
p=(int*)br->GetAddress();
}

// print leaflist
if (verbose>=1) {
printf("TTreeBinary(\"" RUN "\", \"%s\")\n", run, leaflist.Data());
t->Print();
printf(" Check file headers:\n");
t->Scan("h[0]:h[1]:h[2]:h[3]:h[4]","","",3);
}
// plot all channel V vs TOF waveforms including windows
if (verbose>=2) {
for (int ch=0; ch<nchan; ++ch) {
if (verbose>9 && verbose-10!=ch) continue; // 10+ch: only channel 'ch'
// TOF and Voltage ranges
int ntof=reclength; while (ntof>1000)
double dt=10e-6*(1<<decimation);
double thi=(2*posttrig+56561)*10e-6;
double tlo=thi-reclength*dt;

ntof>>=1;
// time between raw samples [ms]
// end of daq window [ms]
// beginning of daq window [ms]

double dv=2.25/(1<<14);
// LSV voltage
double vlo=2.25*(0-DCoffset[ch]*1./(1<<16)); // voltage ADC=0
double vhi=2.25*(1-DCoffset[ch]*1./(1<<16)); // voltage ADC=2^14
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// plots
gStyle->SetOptStat(0);
if (verbose<10) new TCanvas;
TH2F* h=new TH2F(Form("run%d_ch%d",run,ch),
Form("Channel %d Waveform;TOF [ms];Voltage [V]",ch),
ntof,tlo,thi, 256,vlo,vhi );
h->Draw(); opt.Append("same"); int color=1;
if (raw) t->Draw(Form("d[%d]*%f+%f:Iteration$*%f+%f", ch, dv,vlo, dt,tlo),
,→ "");
for (int w=0; w<nwin; ++w) {
if (wchn[w]==ch) {
t->SetMarkerColor(++color);
t->Draw(Form("w%s%d%s*%.10f+%.10f:Iteration$*%.10f+%.10f",
,→ uniform?"[":"", w, uniform?"]":"",
(1<<wdec[w])*dv/wsum[w],vlo, wsum[w]*dt,tlo+wbeg[w]*dt),"", opt);
}
}
t->SetMarkerColor(kBlack);

144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164

}
}
return t;
}
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Spin Tagging Code (spinsort.c)
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//
//
//
//
//

£Id:£
-*-c++-*by Chris Crawford <crawford@pa.uky.edu> 2018-08-29
£ root -l spinsort.C
£ g++ -g -o spinsort spinsort.C `root-config --cflags --glibs` && spinsort 5100

#include "TRint.h"
#include "TBranchBinary.h"
#include "TTreeFormula.h"
#include <stdio.h>
#include <iostream>
#define CONF "./meta/run%05d.conf"
#define RUN "./data/run%05d.bin"
#define SPIN "./spin/run%05d.spin"
#define DT 5000000
#define ET 10000
using namespace std;
TTree* t;
int reserve[]={-1,-1,-1,-1};
int states[100000][4];

// pulse, state, sequence, series
// buffered output to revise before writing

int spinsort(int run , int* state=0, unsigned int* clock=0)
{
// creates an auxilliary TTreeBinary with three values per pulse
// state[0] pulse = number of pulses since last pickup coil signal
// state[1] spin state as determined by last pickup coil signal
// state[2] spin sequence number, -1 until first full sequence
// state[3] counts spin sequence resets
// clock stores h[3], must reset sequence if does not increase
// by 5000000+/-1000
// parse config file to environment variables with same name
#define MAXB 4096 // max number of characters per input line, max length of
,→ option array
char charbuf[MAXB], *strptr; // general purpose strings for parsing
FILE* fp=fopen(Form(CONF,run),"r"); if (fp) while (fgets(charbuf,MAXB,fp)) {
if ((strptr=strchr(charbuf,'#'))) *strptr='\0'; // get rid of comments
if ((strptr=strchr(charbuf,'='))) *strptr='\0', setenv(charbuf,strptr+1,1);
} else {
printf("Config file %s not found\n", Form(CONF,run)); return 0;
}
fclose(fp);
#define INTOPT(NAME,DEF) NAME = getenv((#NAME)) ? atoi(getenv((#NAME))) : DEF
#define STROPT(NAME,DEF) NAME[MAXB]=""; strcpy(NAME, getenv(#NAME) ?
,→ getenv(#NAME) : DEF)
#define ARROPT(NAME,DEF) NAME[MAXB]={0}; int NAME##_n=0;
\
strcpy(charbuf, getenv(#NAME)?getenv(#NAME):DEF ); strptr=strtok(charbuf," "); \
while (strptr) NAME[NAME##_n++]=atoi(strptr), strptr=strtok(0," ");
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int
int
int
int
int

ARROPT(wsum, "10 100");
// #samples to add in each window
ARROPT(wdec, "2 5");
// #bits decimated in each window
ARROPT(chsf,"4 5");
// window numbers
ARROPT(tlosf,"0 0");
// range of pickup loops to integrate
ARROPT(thisf,"750 750");
ARROPT(vlosf,"8590 8420 8525 8700 8540 7900 8100 8240 8590 8700 8505 8200
,→ 8900 8375 8505 7900 8540 8375"); // vlosf[nseq+1][chsf_n] range of
,→ thresholds for each spin state in groups of (chsf), last group is
,→ continuation thresholds (no pickup loop signal)
int ARROPT(vhisf,"8625 8520 8540 8840 8590 8100 8300 8520 8625 8840 8525 8375
,→ 9100 8420 8525 8100 8590 8420");
int INTOPT(nsettle,3);
// pulses dropped after change in spin state

unsigned int rclock=0;
// clock
if (!state) state=reserve; if (!clock) clock=&rclock;
t=trex(run);
if (!t) { printf("Can't open run %d\n",run); return -1; }
TTreeFormula *th=new TTreeFormula("","h",t), *tf[chsf_n];
for (int ch=0; ch<chsf_n; ++ch) {
tf[ch]=new TTreeFormula("",Form("w%d",chsf[ch]),t);
}
long int* signal=new long int[chsf_n];
//printf("run%d\nevent

w4

w5

state

pulse\n",run);

for (int ev=0; ev < t->GetEntries(); ++ev) {
// average signals over specified ranges
t->GetEntry(ev); unsigned int tclock=th->EvalInstance(3);
if (abs(int(tclock-*clock)-DT)>ET && abs(int((1<<31)-(*clock-tclock))-DT)>ET)
,→ {
if (state[2]>=0) for (int rev=ev; states[--rev][2]==state[2]; )
,→ states[rev][2]=-1;
state[0]=-1; state[1]=-1; state[2]=-1; state[3]++;
if (state[3]) printf("skip ");
}
*clock = tclock;
for (int ch=0; ch<chsf_n; ++ch) {
signal[ch]=0;
for (int t=tlosf[ch]; t<thisf[ch]; ++t) {
signal[ch]+=tf[ch]->EvalInstance(t);
}
signal[ch] *= ( (1<<wdec[chsf[ch]]) / float(thisf[ch]-tlosf[ch]) /
,→ wsum[chsf[ch]] );
}
// match average signals to thresholds
int seq=vlosf_n/chsf_n;
while (--seq>=0) {
bool check=true;
for (int ch=0; ch<chsf_n; ++ch) {
if ( signal[ch]<vlosf[seq*2+ch] ||
signal[ch]>vhisf[seq*2+ch] ) check=false;
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}
if (check) break;
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}
if (seq==vlosf_n/chsf_n-1) state[0]++;
else state[0]=0, state[1]=seq, state[2]+=!seq;
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}
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fp=fopen(Form(SPIN,run),"w");
if (!fp) { printf("Can't write '" SPIN "'\n",run); return -1; }
fwrite(states,4,4*t->GetEntries(),fp);
fclose(fp);
return 0;
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for (int i=0; i<4; ++i) states[ev][i]=state[i];

}
void spinsort(int start , int end)
{
int state[]={-1,-1,-1,-1};
unsigned int clock=0;
for (int run=start; run<=end; ++run) {
spinsort(run, state, &clock);
}
}
#ifndef __CINT__
int main(int argc, char** argv)
{
gApplication = new TRint("spinsort", &argc, argv);
if (argc>2) spinsort(atoi(argv[1]),atoi(argv[2]));
if (argc>1) spinsort(atoi(argv[1]));
gApplication->Run();
}
#endif
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Asymmetry Calculation Code (asym.c)
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// £Id:£
-*-c++-*// Chris Crawford <crawford@pa.uky.edu> 2018-08-30
// Danielle Schaper <dcsc225@g.uky.edu>
// £ root -l asym.C(9500)
// £ g++ -g -o asym asym.C `root-config --cflags --glibs` && asym 14209 15010
//R__LOAD_LIBRARY(/usr/include/c++/7/vector)
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include
#include

"TTree.h"
"TProfile3D.h"
"TProfile2D.h"
"TH2D.h"
"TH1D.h"
"TCanvas.h"
"TRint.h"
"TBranchBinary.h"
<cstdlib>
<vector>
<float.h>

using namespace std;
#define MAXCH 256 //the maximum number of channels that will be analyzed
#define NUM_STEPS 8 //we have an 8-step spin sequence
#define NUM_PULSES_STEP 43 //each step consists of 43 pulses (meaning neutron
,→ spallation pulses)
#define NUM_PULSES_SEQ 344 //each sequence of 8 steps has 344 pulses total
#define SETTLING_TIME_PULSES 2 //(if we throw out N pulses at the beginning
,→ of each step, this number should be N-1 to account for starting at 0)

TTree *t;
TProfile3D *profile_tof; //profile of the time-of-flight data
TProfile2D *profile_pulse; //profile of the spin state pulses versus
,→ time-of-flight
TH2D *profile_asym;//scatter profile of the values of the yields used to
,→ calculate the fit asymmetry
TH1D *profile_asym_1; //this has to be named this specifically because the
,→ FitSlicesY() function names the parameters after the original fitted
,→ histogram
TCanvas *canvas_PulseAsymFit;
vector<vector<vector<double> > > yield = vector<vector<vector<double> > >( 5,
,→ vector<vector<double> >(3, vector<double>(2, 4)));

36
37
38
39
40
41
42
43
44

extern
extern
extern
extern
extern
extern

int window_length;
unsigned int *h; // raw header in datafile, defined in trex.C
short *d[MAXCH]; // raw data in data, defined in trex.C
short *w[MAXCH]; // raw windows, defined in trex.C
int *p;
//raw spin [p, s, q, r]-->[pulse, step, sequence, run]
int window_number;
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TTreeBinary* trex(int run=-1, int verbose=0, int win_num = 7, TString opt="
,→ "); //trex() will return a TTreeBinary data type
TFile *MyFile = new TFile("lala_asym.root","RECREATE");
void asym(double start=4655, double end=-1, int windoh_numbah = 7)
{
if (MyFile->IsOpen() ) printf("File opened successfully!\n");
if( end<0 ) end=start;
int
int
int
int
int

count= 0;
good_sequences = 0;
bad_sequences = 0;
bad_pulses=0;
spin[NUM_STEPS] = {1, -1, -1, 1, -1, 1, 1, -1}; //the 8-step spin
,→ sequence by spin flipper on/off
int spin_3states [NUM_STEPS] = {1, 0, 0, 2, 0, 2, 1, 0};
,→ //{+,0,0,-,0,-,+,0}; the 8-step spin sequence by state: 0= trans coil
,→ off;
double progress = 0;
for( int run=start; run<=end; ++run)
{
progress = (run-start)/(end-start+1)*100;
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t=trex(run,0,windoh_numbah);
printf("Processing run %d. Current progress: %.2f%% complete.\n ",run,
,→ progress); fflush(stdout);
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if(run==start)
{
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profile_tof=new TProfile3D("profile_tof",";TOF;Pulse;State",
,→ window_length,0,window_length, NUM_PULSES_STEP,0,NUM_PULSES_STEP,
,→ NUM_STEPS,0,NUM_STEPS);
profile_pulse=new TProfile2D("profile_pulse",";TOF;Pulse",
,→ window_length,0,window_length, NUM_PULSES_STEP,0,NUM_PULSES_STEP );
profile_asym=new TH2D
("profile_asym",";TOF;Asym",
,→ window_length,0,window_length, 1000,-.1,.1 );
profile_asym_1=new TH1D("profile_asym_1",";TOF;Asym Mean
,→ Values",100000,-1,1);
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yield.resize(window_length);
for(int i=0;i<window_length;i++)
{
yield[i].resize(NUM_PULSES_STEP);
for(int j=0;j<NUM_PULSES_STEP;j++)
{
yield[i][j].resize(NUM_STEPS, 0);
}
}
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}
// draw the yields
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t->Draw(Form("w%d+10*s:s:p:Iteration$>>+profile_tof",windoh_numbah),
,→ "q>=0", "goff");
//t->Draw("w2+10*s:spin2[s]:p:Iteration£>>+profile_tof", "q>=0", "goff");
// fill the asymmetries, working our way down from sequences to pulses
int current_sequence=-1; // current sequence
for( int event=0; t->GetEntry(event); ++event )
{
// harvest asymmetry at end of the current sequence
if( p[2]!=current_sequence ) //if there is a bad sequence identified
,→ in the spinsort code, it is labeled with a -1. This is how we
,→ know what to throw out
{
if( current_sequence>=0 && count==NUM_PULSES_SEQ ) //this is a
,→ valid sequence (no unidentified pulses)
{good_sequences++; //tally this sequence as a 'good' sequence
for(int tof_bin=0; tof_bin<window_length; ++tof_bin) //for the
,→ whole sequence
{
double numerator_sequence=0;
double denominator_sequence=0; // for whole seq
for(int pulse=0; pulse<NUM_PULSES_STEP; ++pulse )
{
double numerator_pulse=0, denominator_pulse=0; // for each
,→ pulse--ALL pulses
for( int step=0; step<NUM_STEPS; ++step )
{
numerator_pulse +=yield[tof_bin][pulse][step]*spin[step];
denominator_pulse += yield[tof_bin][pulse][step];
}
profile_pulse->Fill( tof_bin, pulse,
,→ numerator_pulse/denominator_pulse );
if (pulse>SETTLING_TIME_PULSES) //this throws out our 3
,→ settling-time pulses
{
numerator_sequence+=numerator_pulse; //pulses we WANT in
,→ the asymmetry (i.e. no settling time pulses)
denominator_sequence+=denominator_pulse;
}
}
profile_asym->Fill(tof_bin,
,→ numerator_sequence/denominator_sequence);
}
} else { bad_sequences++; bad_pulses+=count; }
// reset counters
current_sequence = p[2]; count=0;
yield = vector<vector<vector<double> > >( window_length,
,→ vector<vector<double> >(NUM_PULSES_STEP,
,→ vector<double>(NUM_STEPS, 0))); //effectively zeroing
,→ out the yield vector
}//end of 344 pulse sequence
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// count yields in current sequence
int normalization_0=0, normalization_1=0;
for( int t=0; t<75; ++t ) normalization_0+= w[windoh_numbah][t];
for( int t=265;t<384; ++t ) normalization_1+= w[0][t];
float offset_0=normalization_0/75.,
,→ offset_1=normalization_1*(1<<5)/((384-265)/100.);
if( p[1]>=0 ) {
for( int tof=0; tof<window_length; ++tof )
{
yield[tof][p[0]][p[1]] +=
,→ (offset_0-w[windoh_numbah][tof])/(offset_1-offset_0);
}
count++;
}
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}
if(run!=end)
{
t->Delete(); //prevents memory leaks but still allows draw statements
,→ using last tree
}
}
printf("good sequences: %d, bad sequences: %d (%d bad
,→ pulses)\n",good_sequences,bad_sequences,bad_pulses);
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canvas_PulseAsymFit=new TCanvas;
canvas_PulseAsymFit->Divide(1,3);
canvas_PulseAsymFit->cd(1);
profile_pulse->Draw("colz");
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canvas_PulseAsymFit->cd(2);
profile_asym->Draw("colz");
t->Draw("(w7-26000)/5000:Iteration$>>h(window_length,0,window_length,100,-1 c
,→ ,1)","","same");
profile_asym->FitSlicesY();
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canvas_PulseAsymFit->cd(3);
profile_asym_1->SetTitle("Mean Asymmetry value per TOF bin");
profile_asym_1->Draw();
t->Draw("(w7-26000)/5000:Iteration$>>h2(window_length,0,window_length)","", c
,→ "l
,→ same");
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MyFile->Write();
}

#ifndef __CINT__
int main(int argc, char** argv)
{
gApplication = new TRint("asym", &argc, argv);
asym(atoi(argv[1]), argc<2 ? -1 : atoi(argv[2]) );
gApplication->Run();
}
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#endif
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Arduino Spin Sequencer Code (sequencer.c)
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int T0=-1;
// T0 counter
int next=0;
// index to next change
int nseq=344;
// number of pulses in sequence
int data=0;
// read state
int i=0;
// counter
int pulse[]={0, 43, 86, 129, 172, 215, 258, 301, 344, 9999}; // pulse number to
,→ make change
char state[]={0x07, 0x05, 0x04, 0x06, 0x05, 0x06, 0x07, 0x04}; // state to
,→ change to that pulse
void setup() {
pinMode(2, INPUT);
// read T0
for (i=3; i<13;++i) {
// initialize outputs
pinMode(i, OUTPUT);
digitalWrite(i, LOW);
}
Serial.begin(9600);
}
void loop() {
//Serial.println("looking for low");
while (digitalRead(2)==HIGH) {}; // wait
//Serial.println("looking for high");
while (digitalRead(2)==LOW) {};
T0=T0+1;
// advance T0
// Serial.print(T0);
//
Serial.print('\n');
if (T0==nseq) {
// wrap around
T0=0;
next=pulse[0];
};
//Serial.println(T0);
if (T0==pulse[next]) {
// next step of
data=state[next];
// read new state
// Serial.print(next);
//Serial.println(data);
for (i=3; i<13;++i) {
digitalWrite(i, data&1);// write each
data=data>>1;
// push next bit to
// Serial.println(data);
}
next=next+1;
}
//Serial.println("before delay");
delay(2);
// prevent bouncing
//Serial.println("after delay");
}
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for rising edge

sequence

led
front

Explanation of the Arduino Spin Sequencer
An Arduino Mega 2560 board was used to control the spin flipper by sending the
appropriate high- and low- voltages (corresponding to a Boolean 1 or 0) to the
MC14555BDG decoder chip housed in the switchbox. This chip then controlled a
series of optocoupled gates which shunted the 15 A current produced by the power
supplies to the appropriate set of coils. The direction of the current in the coils was
also controlled in this way.
The Arduino board was programmed to cycle through the appropriate combinations
of the three TTL signals needed to produce the desired spin-flipper pattern. In
order to correctly program the Arduino, the external information which was needed
is 1) the identity of the logic chip that was used in the switchbox, 2) the chipspecific truth table which relates the input lines to the output lines (found usually
in the manufacturer’s datasheet), and 3) the switchbox-specific relationship between
the output signal and the spin-flipper states (contained in the switchbox schematic
designed by Gerard Visser, shown on the next two pages).

Figure 10: This figure shows a schematic of the onsemi™ MC14555BDG Decoder chip chip (top left), a summary table showing which output line needed to be ‘true’ for a desired spin-flipper coil/current configuration
(top right), and the full truth table corresponding to this chip (bottom).

The Arduino spin sequencer code (sequencer.c) was used to control the spin flipper
switchbox, which worked by controlling the voltage inputs on a MC14555BDG decoder
chip. When converted to binary, the values (in hexadecimal) seen in the ‘state[]’ array
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(in the sequencer.c code) correspond to the necessary high (1) and low (0) input values
seen in the truth table in Fig. 10. When expressed in three-bit binary notation, each
bit can be thought of as controlling one characteristic of the spin flipper:
• The leftmost bit controls whether the chip is enabled/disabled. It is always
enabled.
• The middle bit controls which set of transverse coils the current is flowing
through: the ‘real’ transverse coils (the ones mounted to the apparatus) or the
shunt coils. When current is flowing through the ‘real’ coils, the spin flipper is
considered to be in the ON state. When current is flowing to the shunt coils, the
spin flipper is in the OFF state. To keep this discussion more general, here we
call the coils ‘ Coil A’ and ‘Coil B’ instead of specifying the ‘real’ or ‘shunt’ coils,
as this designation may change depending on the specific electrical connections
made when setting up the switchbox/spin flipper.
• The rightmost bit controls the direction of the current flow. This dictates the
(+/-) polarity of the transverse field. Here we simply refer to the two current
directions as ‘forward’ and ‘reverse.’ All that matters is to understand that the
direction of current flow is opposite in these two states.
So, for example, the (hexadecimal) value 0x05 = 0b101 (in binary). The three bits
‘1, 0, 1’ would then set the switchbox to the ‘system enabled (1), current flowing
through coil B (0), current direction is REVERSED (1).’ Given that the leftmost bit
is always set to 1, the four unique combinations are:
• 0x07=0b111 (enabled, Coil A, REVERSED)
• 0x05=0b101 (enabled, Coil B, REVERSED)
• 0x06=0b110 (enabled, Coil A, FORWARD)
• 0x04=0b100 (enabled, Coil B, FORWARD)
For the Double Lanthanum experiment, the specific assignments were: ‘Coil A’ corresponded to the ‘real’ transverse coils and ‘Coil B’ corresponded to the shunt coils.
The ‘current direction is FORWARD’ state corresponded to the (+) field polarity and
the ‘current direction is REVERSED’ state corresponded to the (-) field polarity.
If we disregard the polarity of the shunt coil, we can refer to all of the Coil B/shunt
coil states as the spin flipper OFF state. Therefore, the specific spin flipper states
that these values corresponded to in the Double Lanthanum experiment described in
this work were:
• 0x07=0b111 (ON, (+) polarity)
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• 0x05=0b101 (OFF)
• 0x06=0b110 (ON, (+) polarity)
• 0x04=0b100 (OFF)
(Because the leftmost bit is always 1, the ‘enabled’ state is implied in all cases above.)
Writing the sequence of states seen in the ‘state[]’ array in the sequencer.c code, we
can then determine the pattern of real-life spin flipper states this pattern represents.
This is shown in Fig. 11.

Figure 11: This figure shows the sequence of hexadecimal numbers which is contained in the ‘state[]’ array
in the sequencer.c code, in table format. The top row shows the sequence as it appears in the sequencer.c code
in hexadecimal values, the middle row shows the hexadecimal values converted to 3-bit binary numbers, and
the bottom row shows the real-life spin flipper state that each set of 3 bits corresponds to. We see that the
sequence ‘0x07, 0x05, 0x04, 0x06, 0x05, 0x06, 0x07, 0x04’ corresponds to the same eight-step spin sequence
discussed in Chapter 8.
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[14] Leprince-Ringuet, L. and Lhéritier, M. Existence probable d’une particule de
masse (990 ± 12 pour 100) m0 dans le rayonnement cosmique. J. Phys. Radium,
7(3):65–69, 1946.
[15] Rochester, G. and Butler, C. Evidence for the existence of new unstable elementary particles. Nature, 160:855–857, 1947.

280

[16] M. Gell-Mann and A. Pais. Behavior of neutral particles under charge conjugation. Phys. Rev., 97:1387–1389, Mar 1955.
[17] Bardon, M., Lande, K., Lederman, L., and Chinowsky, W. Long-lived neutral
k mesons.
[18] T. D. Gutierrez and M. Veltman. Standard Model Lagrangian. http:
//nuclear.ucdavis.edu/~tgutierr/files/stmL1.html. Accessed: 2021-0425.
[19] Jonathan L. Feng. Naturalness and the status of supersymmetry. Annual Review
of Nuclear and Particle Science, 63(1):351–382, 2013.
[20] C. L. Bennett et al. Nine Year Wilkinson Microwave Anisotropy Probe
(WMAP) Observations: Final Maps and Results. Astrophysical Journal Supplement Series, 208:20, Oct 2013.
[21] Jean-Marc Richard. Antiproton physics. Frontiers in Physics, 8:6, 2020.
[22] Donald Perkins. Particle Astrophysics. Oxford University Press, 2 edition, 2009.
[23] R.K. Pathria and Paul D. Beale. Statistical Mechanics. Elsevier, 3 edition,
2011.
[24] Hong-Yee Chiu. Symmetry between particle and antiparticle populations of the
universe. Physical Review Letters, 17, 1966.
[25] K.A. Olive et al. (Particle Data Group). Light unflavored mesons (summary
table). Retrieved from http://pdg.lbl.gov/2015/tables/rpp2015-tab-mesonslight.pdf, 2015.
[26] Claus Grupen. Astroparticle Physics. Springer, 1 edition, 2005.
[27] Gary Steigman. When clusters collide: constraints on antimatter on the largest
scales. Journal of Cosmology and Astroparticle Physics, 2008(10):001, oct 2008.
[28] M. Aguilar et al. First Result from the Alpha Magnetic Spectrometer on the
International Space Station: Precision Measurement of the Positron Fraction in
Primary Cosmic Rays of 0.5–350 GeV. Phys. Rev. Lett., 110:141102, Apr 2013.
[29] A M Galper and R Sparvoli et al. The PAMELA experiment: a decade of cosmic
ray physics in space. Journal of Physics: Conference Series, 798:012033, Jan
2017.
[30] A.D. Sakharov. Violation of CP Invariance, C asymmetry, and baryon asymmetry of the universe. JETP Letters, (5):24–27, 1967.
[31] K. Abe et al. Search for proton decay via p → e+ π 0 and p → µ+ π 0 in
0.31 megaton · years exposure of the Super-Kamiokande water Cherenkov detector. Phys. Rev. D, 95:012004, Jan 2017.
281

[32] Pran Nath. Supersymmetry, Supergravity, and Unification. Cambridge University Press, 1 edition, 2016.
[33] M. Tanabashi et al. (Particle Data Group). Ckm quark mixing matrix, 2018
(and 2019 update). Retrieved from https://pdg.lbl.gov/2019/reviews/rpp2019rev-ckm-matrix.pdf, 2019.
[34] M. Pospelov and A. Ritz. Electric dipole moments as probes of new physics,.
Annals of Physics, 318(1):119–161, 2005.
[35] Rohit Verma. Quark mass matrices, textures and CKM precision measurements.
International Journal of Modern Physics A, 32(25), 2017.
[36] Andrea Shindler, Thomas Luu, and Jordy de Vries. Nucleon electric dipole moment with the gradient flow: The θ-term contribution. Phys. Rev. D, 92:094518,
Nov 2015.
[37] C. Abel et al. Measurement of the permanent electric dipole moment of the
neutron. Phys. Rev. Lett., 124:081803, Feb 2020.
[38] J. David Bowman and Vladimir Gudkov. Search for time reversal invariance
violation in neutron transmission. Phys. Rev. C, 90:065503, Dec 2014.
[39] D. Ghosh and R. Sato. Lepton electric dipole moment and strong cp violation.
Phys. Lett. B, 777:335–339, 2018.
[40] C. Cesarotti, Q. Lu, Y. Nakai, A. Parikh, and M. Reece. Interpreting the
electron edm constraint. J. High Energy Phys., May 2019.
[41] H. Iinuma. New approach to the muon g-2 and edm experiment at j-parc. J.
Phys.: Conf. Ser., 295:012032, Nov 2010.
[42] R. Chislett. The muon edm in the g-2 experiment at fermilab. EPJ Web of
Conferences, 118:6, Apr 2016.
[43] N. Shitara, N. Yamanaka, B. Kumar Sahoo, T. Watanabe, and B. Pratap Das.
CP violating effects in 210 Fr and prospects for new physics beyond the Standard
Model. J. High Energy Phys., Feb 2021.
[44] David B. Kaplan and Martin J Savage. An analysis of parity-violating pionnucleon couplings. Nucl. Phys. A, 556:653–671, 1993.
[45] Chien-Yeah Seng and Michael Ramsey-Musolf. Parity-violating and timereversal-violating pion-nucleon couplings: Higher order chiral matching relations. Phys. Rev. C, 96:065204, Dec 2017.
[46] Joseph Wasem. Lattice qcd calculation of nuclear parity violation. Phys. Rev.
C, 85:022501, Feb 2012.

282

[47] Andrzej Czarnecki and Bernd Krause. Neutron electric dipole moment in the
standard model: Complete three-loop calculation of the valence quark contributions. Phys. Rev. Lett., 78:4339–4342, Jun 1997.
[48] R.J. Crewther, P. Di Vecchia, G. Veneziano, and E. Witten. Chiral estimate of
the electric dipole moment of the neutron in quantum chromodynamics. Phys.
Rev. Lett. B, 88:123–127, 1979.
[49] Ningyuan Jia, Nathan Schine, Alexandros Georgakopoulos, Albert Ryou, Ariel
Sommer, and Jonathan Simon. Photons and polaritons in a broken-timereversal nonplanar resonator. Phys. Rev. A, 97:013802, Jan 2018.
[50] B. Dietz, T. Friedrich, H. L. Harney, M. Miski-Oglu, A. Richter, F. Schäfer,
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