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The saddle points of a conventional Feynman path integral are not entangled, since they comprise a
sequence of classical field configurations. We combine insights from field theory and tensor networks
by constructing a Feynman path integral over a sequence of matrix product states. The paths that
dominate this path integral include some degree of entanglement. This new feature allows several
insights and applications: i. A Ginzburg-Landau description of deconfined phase transitions. ii.
The emergence of new classical collective variables in states that are not adiabatically continuous
with product states. iii. Features that are captured in product-state field theories by proliferation of
instantons are encoded in perturbative fluctuations about entangled saddles. We develop a general
formalism for such path integrals and a couple of simple examples to illustrate their utility.
Feynman’s path integral formulation1,2 of quantum
mechanics constructs a description of a system through
a weighted sum over classical trajectories — sequences
of classical configurations. Because of this manner of
construction, it is particularly useful for understanding
the emergence of classical behaviour. Extremal classi-
cal trajectories satisfying the Euler-Lagrange equations
dominate the path integral. These trajectories may be
understood as proxies for the dynamics of a pure quan-
tum system through its Hilbert space, obtained by con-
tinually projecting this dynamics onto a sub-manifold of
classical states. Quantum corrections to these classical
paths can be found in two ways: by expanding in small
fluctuations using a Feynman diagrammatic expansion;
or by allowing imaginary-time excursions, or instantons,
of the dynamics to describe tunnelling processes. Both
introduce quantum entanglement into the path integral.
Entanglement is a defining feature of quantum sys-
tems. Focussing upon its structure has led to a new clar-
ity in our understanding of many-body states3–5. This
is perhaps most dramatic in the success of the density
matrix renormalisation group4 (DMRG) and its various
developments6. An important message of DMRG is that
the spectrum of entanglement is often the best way to
decide which information to retain for an efficient de-
scription of a quantum state. Such states may be far
from product states and, without this guide, apparently
require a large amount of information to describe them.
Quantifying the amount of entanglement is, then, very
important. One approach is to use variational states
with a bounded degree of entanglement. Matrix prod-
uct states (MPS) and their higher dimensional analogues
do just this7, with the amount of entanglement being
bounded by the rank of the tensors. These states are a
very direct realisation of the insights of DMRG8. They
are restricted superpositions of product (i.e. classical)
states. Although entanglement has been determined
from field theories, by evaluating correlation functions in
space times with non-trivial geometries9, path integrals
are generally not well-suited to this, since they are typi-
cally formed from coherent states that are not entangled.
Our aim here is to combine the utility of Feynman path
integrals with that of tensor network states. In order to
do this, we construct a path integral as a weighted sum
of entangled trajectories — trajectories consisting of se-
quences of weakly entangled, tensor network states. We
will refer to these as semi-classical trajectories. The re-
sulting field integral over tensor network states affords
several insights. The extremal trajectories that domi-
nate the path integral correspond to the projection of
the Hamiltonian motion through Hilbert space onto the
restricted manifold formed by the tensor network states,
i.e. they correspond to the time-dependent variational
principle (TDVP) on this manifold10. These trajecto-
ries are semi-classical in two senses. Firstly, they are de-
scribed by a number of parameters that scales in a classi-
cal, polynomial manner with the size of the system. Sec-
ondly, the manifold of tensor network states forms a per-
fectly good classical phase space and the TDVP can be
identified with a classical Hamiltonian dynamics through
this phase space10,11. As a result, this field integral can
be used to determine when the quantum mechanical de-
grees of freedom of a complex system conspire to produce
emergent semi-classical coordinates. We show how this
can be used to provide a complementary picture of decon-
fined quantum critical points12,13. Generally, since the
tensor network states are restricted summations of prod-
uct states, the saddle point of a field integral at a given
bond order corresponds to a restricted re-summation of
instanton configurations at lower bond order.
The entangled path integral should not be confused
with continuum tensor networks. Continuum tensor
networks11,14 realise an aim of Richard Feynman to con-
struct variational states for quantum fields. They pro-
vide a complementary way to combine notions of field
theory and tensor networks. The construction is quite
different from our entangled path integral, however. The
static continuum MPS can be interpreted as a path inte-
gral where the direction along the chain is interpreted
as a time-like direction — a holographic dimensional
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2reduction15. We construct a path integral over matrix
product states16 with a genuine time coordinate and no
dimensional reduction.
The outline of this paper is as follows: In Section I, we
review the construction of the usual product state path
integral and follow with a formal construction of the en-
tangled path integral. Sections II and III contain formal
considerations of the MPS path integral and Section IV
gives some examples. Depending upon taste, the reader
may choose to read Section IV before Sections II and III.
In Section II, we discuss a geometrical interpretation of
the dynamical terms in the MPS action. In Section III,
we give physical interpretations of the main features of
our results, emphasising the emergent semi-classical co-
ordinates of the saddle points, the connection between
the locality of the field theory and efficiency with which
the tensor network that describes it can be contracted,
and the role of instantons. In Section IV we give an ex-
plicit parametrisation of the field integral and apply it to
two examples — the one-dimensional J1-J2 model, and a
two-dimensional model of a transition from a columnar
valence bond solid to a Néel state. Finally, we discuss
the broader implications of our work in Section V.
I. CONSTRUCTING A PATH INTEGRAL OVER
ENTANGLED STATES
The conventional Feynman path integral is constructed
by following the system through a sequence of product-
state field configurations17–19. These configurations are
classical in that they harbour no entanglement; they may
be, for example, coherent state configurations of the lo-
cal fields. The sole requirement is that they are dense
on Hilbert space, so that any state can be written as
a superposition of them and so that a classical limit of
smooth trajectories may be taken.
The field integral — for example for the partition func-
tion — is constructed by dividing the (imaginary) time
evolution operator into many infinitesimal slices and us-
ing the over-completeness of the product states to insert
resolutions of the identity in the form 1 =
∫
dψ|ψ〉〈ψ|,
where |ψ〉 indicates some product state and dψ a gauge
invariant measure over its parameters. In this prescrip-
tion, the quantum mechanical structure enters through
the overlap of quantum states from one instant to the
next20. The partition function is given by21,22
Z = Tr e−βH =
∫
Dψ(τ)e−S[ψ]. (1)
The trajectories are weighted with an action composed
of a dynamical (or Berry phase23) term describing this
overlap and the expectation of the Hamiltonian; S[ψ] =∫ β
0
dτ
[
〈ψ|ψ˙〉 − 〈ψ|Hˆ|ψ〉
]
. The crucial point in this con-
struction is that the states over which we resolve the
identity should be over-complete, so that an unbiased
measure may be written over them and a classical limit
of smooth trajectories taken.
We extend the Feynman path integral construction in
one dimension by following the system through a se-
quence of entangled states. For these, we choose MPS
states. These are an extension of product states where
the local coefficients are endowed with auxiliary indices
that are contracted on the spatial network — a line in
the case of MPS states:
|ψA〉 =
∑
{σi},{ai},...
V La0 ...A
σi−1
ai−2ai−1A
σi
ai−1aiA
σi+1
aiai+1 ...V
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A
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A
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V
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iσ0σ σ0σN
(2)
Here, {|σi〉} form a basis of spin states (we consider only
the spin half case) on the site i. The tensors Aσab have
dimension d × D × D, where d is the dimension of the
local Hilbert space (2 in the case of spin half) and D is
the dimension of the auxiliary indices — often called the
bond dimension. The auxiliary vectors V La and V Ra ter-
minate the chain. Often the state is independent of them
in the thermodynamic limit, although when translational
invariance is broken (e.g. by different dimer coverings)
there may be residual dependence. Eq.(2) also shows a
common graphical representation of this state.
The entangled field integral can be constructed by ex-
panding the time evolution operator with the insertion
of resolutions of the identity over MPS states at succes-
sive times: 1 =
∫
DA|ψA〉〈ψA|. That such a resolution
of the identity can be made is guaranteed by the over-
completeness of the MPS states24. We shall discuss an
appropriate choice of the measure, indicated symbolically
byDA, presently. Armed with this resolution of the iden-
tity over weakly-entangled states, we can construct a field
integral for the partition function precisely as before, by
inserting resolutions of the identity between infinitesimal
time evolutions. The resulting expression for the parti-
tion function is identical to Eq.(1) with |ψ〉 → |ψA〉, and
the measure represented by DA.
A gauge invariant measure for the MPS field integral
can be constructed in the following manner: First we
write the MPS as a matrix product operator (MPO) act-
ing on some reference state — a product state over spin-
up states say. To achieve this we write Aσab = Aσδabvδ,
where vδ are the spinor components of the reference
state: |v〉 = vδ|δ〉. Next, we pair the indices of each
D×d×D×d-dimensional tensor of this MPO according to
A(a,σ)(b,δ) . Written in this way, the tensor can be interpreted
as a quantum circuit that, moving from right to left
along the chain, sequentially makes unitary maps from
the combined reference spin-space and auxiliary space to
the physical spin-space and auxiliary space at the next
site. A(a,σ)(b,δ) is therefore an element of SU(dD) for which
we can construct a Haar measure25. Without loss of gen-
erality, we may choose v so that only its first component
is non-zero and we shall do this from now on.
3The locality of the field integral is an important re-
quirement if it is to be useful. This is guaranteed for
product states, for which expectations of local operators
are local. For MPSs, the expectation of a local operator
requires a contraction along the whole chain. A priori,
then, the MPS action is not local. This can be readily
circumvented by introducing additional local degrees of
freedom into the field integral that describe the contrac-
tion of the MPS to the left and right of any local operator
[see Fig. 1]. In fact, we have already made an implicit
choice of gauge for our MPO tensors so all we have to
keep track of is the contraction (or environment) to the
right of a given point in the chain. This is a D × D-
dimensional tensor, Λi, given by the equation
Λi−1 =
∑
σ
Aσ,1i ΛiA1,σi
†
or z) =
Aσi
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where we have suppressed auxiliary indices for clarity;
each term is a matrix in auxiliary indices and the contrac-
tion is simply that of usual matrix multiplication. With
this definition of the environment, the field integral may
be written as
Z =
∫
DADΛ δ
[
Λi−1 −
∑
σ
Aσ,1i ΛiA1,σi
†
]
e−S[A].(4)
The integral over the environment, Λ, may be con-
structed freely over its components, imposing the addi-
tional normalisation constraint TrΛ = 1 on the first link
of the chain. Eq.(3) guarantees that this constraint is
satisfied on all other sites due to the unitarity of A. This
is now a conventional — though complicated — path in-
tegral that may be manipulated by standard means.
II. THE GEOMETRY OF THE BERRY PHASE
The dynamical Berry phase23 encodes the role of quan-
tum mechanics in the Feynman path integral. It is deter-
mined by the overlap of infinitesimally separated points
on the variational manifold. In the case of a single spin
half, or a product state of spins-half coherent states, it
has an appealing geometrical interpretation. One famil-
iar form is26,27
SB = 1
2
∫
dtA[n].n˙, (5)
where n is an O(3) vector parametrising the spin coher-
ent state, and A[n] is the vector potential for a monopole
placed at the centre of the O(3) sphere. For periodic
paths in real time it is proportional to the solid angle
swept out by the spin on the Bloch sphere. This geomet-
rical interpretation is very powerful, leading ultimately
to a geometrical picture of the quantisation of spin. The
Berry phase for MPS has a similar geometrical interpre-
tation. In order to reveal this, we build up gradually to
a general expression.
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FIG. 1. Graphical representation of the non-locality of MPS
expectations and definition of the environment tensor. a) The
expectation of a local operator is generally non-local for an
MPS because of entanglement. It is local when expressed in
terms of both the tensor Aσab and the environment Λab. b)
The environment at the site i is given by the contraction of
the tensor network to the right of that site. It is also useful
to define the square root of this. We choose a gauge in which
the contraction to the left gives the identity.
Berry Phase for Small Paths: The first case is that
of trajectories that deviate only slightly from some ref-
erence point on the variational manifold. As a warm
up to this, consider the case of a product state over
spin coherent states, |N〉 = |n1,n2, ...〉. A trajectory
that deviates only slightly from some particular prod-
uct state can be followed by expanding on each site ac-
cording to n = n0(1 − l2)1/2 + l, with n0.l = 0. The
rotation from |n0〉 to |n〉 can be achieved using the oper-
ator exp[ i2n0 × l ·σ], which rotates by an angle |l| about
the axis n0 × l. To leading order in l, we may write
|n〉 = |n0〉+ |dn0〉, with |dn0〉 = i2 (n0× l ·σ)|n0〉 so that〈n0|dn0〉 = 0. The small change |dn0〉 in the state |n0〉 is
a tangent to the manifold of coherent states. The Berry
phase in this case takes the rather simple form
SB =
∫
dt〈N|N˙〉 =
∑
i
∫
dt l∗(i) l˙(i), (6)
where l = l1 + il2, and l1 and l2 are two components of l
for each site.
The analogous case for MPS states takes a similar
form. We consider small paths about some reference
state, the tensor on the site i being given by Aσab(i)(x) =
Aσab(i) + dA
σ
ab(i)(x). A tangent vector is obtained by re-
placing Aσab at the site i in Eq.(2) by dA
σ
ab(i), where
dAσab(i) is chosen so that the resulting state is orthogo-
nal to the original MPS. The dAσab(i) satisfying this con-
straint can be parametrised by D × (d − 1) ×D tensors
xσ 6=1ab(i)at each site
10 — these play an analogous role to
l(i). The variations of the tensor at a particular site (we
suppress the site index for clarity) are given explicitly in
4terms of the MPO by
dAσad(x) = Aσ,δ 6=1ab xδ 6=1bc Λ−1/2cd ,
=
Aσ,
σ,δ ̸=1x
Aab abx
̸
bc
Λ
−1/−
cd
=1x (7)
where the graphical representation has the interpretation
laid out in Eq.(2) and Fig.1. Notice that the MPO con-
tains both the reference MPS and the structure of the
tangent space. The Berry phase for such a trajectory
can be written as
SB =
∑
i
∫
dt
∑
σ 6=1
Tr [xσ(i)
†x˙σ(i)]. (8)
Auxiliary indices of xσab have been suppressed in favour
of a matrix notation. This construction builds upon
the time-dependent variation principle, introduced in the
context of MPS states by Verstraete et al.10. Amongst
the insights of Ref. 10 was a choice of gauge for the tan-
gent vectors such that their overlaps are zero for vari-
ations on spatially separated sites and, moreover, such
that the tangent vectors form an orthonormal set for vari-
ations on the same site28. The essence of this is similar
to the spin-wave expansion where the Bloch sphere is
treated as locally flat.
A general expression for the MPS Berry phase can
be constructed using an explicit parametrization of the
full MPS manifold. Wouters et al.29 obtained a com-
pact parametrization by using the Thouless theorem to
effectively exponentiate Eq.(7). We use an equivalent
parametrization that emphasises a connection with the
spinor representation of spin coherent states [see Ap-
pendix A]:
Aσad(i)(z) = Aσδab(i)zδbc(i)Λ−1/2cd(i) =
Aσ,
σ,δ=1
Aab abx
6
bc
Λ
−1/−
cd
i)z
δ
bc
z) =
6
bc
−zδ
dX, (9)
with consistency
d∑
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Tr [zσ†zσ] =
6
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The first of these imposes normalisation of the MPS state
and the second encodes consistency between contracting
the transfer matrix to the left or right. We have sup-
pressed auxiliary indices for clarity, and the subscripts
indicate the lattice site.
The form of Eq.(9) suggests an intriguing interpreta-
tion. We have already commented that the MPO con-
tains both the MPS in its components Aσ,1ab and the tan-
gent vectors at this point in its other components. In
fact, the MPO encodes d orthonormal MPSs in the set of
tensors {Aσ,1ab , Aσ,2ab ... Aσ,dab }. Eq.(9) is a generalisation
of the spinor representation of a spin coherent state, with
the d×D×D tensors zσab the generalised spinor compo-
nents weighting these orthogonal states. In the case of
D = 1, Eq.(9) reduces to the CP1 representation of the
spin coherent state on the site i.
Using Eq.(9), a trajectory on the MPS manifold may
be followed by a time-dependent set of parameters, zσab(t),
together with a static reference MPO Aσ,δab . The Berry
phase of a trajectory described in this way is given by
SB =
∑
i
∑
σ
∫
dt Tr [zσ(i)
†z˙σ(i)], (11)
which for bond order, D = 1, reduces to the spinor repre-
sentation of the coherent state Berry phase Eq.(5), with
z is related to n by a Hopf map; n = z†σz. Eq.(11) gives
an appealing local construction of the Berry phase.
III. INTERPRETING THE ENTANGLED PATH
INTEGRAL
Restricted paths are classical: A finite bond-order MPS
forms a classical representation of a quantum state, in
the sense that it requires an amount of information that
scales linearly with the length of the system rather than
exponentially. This interpretation of the MPS as a semi-
classical state can be taken further by noting that the
dynamics projected onto the manifold of such states can
be associated with a classical Hamiltonian dynamics10,30.
Introducing the entanglement variables of the MPS into
a field integral can be interpreted as the emergence of a
new set of semi-classical, collective coordinates. We use
the term semi-classical to distinguish this from products
of coherent states, which have no entanglement and are
more conventionally referred to as classical.
Adiabatic Continuity: In what circumstances is it nec-
essary to use a higher bond-order field theory to describe
a system? If our analysis is to be perturbative, the
saddle point of the low bond order field theory should
be adiabatically continuous with the actual saddle-point
configuration. This concept is familiar in Fermi liquid
theory where it refers to the preservation of the quan-
tum numbers of a state — the number of quasi-particles
etc. — while its qualitative features may be changed
markedly. This may be translated to the language of
variational manifolds as follows: an arbitrary state in the
Hilbert space can be represented as a sum of states, or
wavepacket, on the variational manifold (the variational
manifold is given by the states of the Fermi gas in the
case of Fermi liquid theory). If this wavepacket forms
a connected region then it may be constructed by per-
turbative corrections from a representative point in the
5region — albeit possibly requiring a very high order. If
the wavepacket is disconnected, however, it cannot be
constructed perturbatively and requires tunnelling be-
tween the patches to capture its physical effects. The
simplest example of this is the triplet state formed by
anti-symmetric superposition of states |l,−l〉 and | − l, l〉
— states that are diametrically opposite on the varia-
tional manifold of product states. In extreme cases, the
different patches that comprise the wavepacket may har-
bour topological differences in the states that they de-
scribe.
Remarkably, even in situations where entanglement di-
verges — such as at a quantum critical point31 — a
product state saddle point provides an adequate start-
ing point for a field theoretical analysis. When this is
not the case, such as at deconfined critical points and
cases where the physics is driven by non-perturbative ef-
fects, a higher bond-order field theory may be required as
a good starting point. The spirit here is to find the low-
est bond order that adiabatically connects the saddle to
the actual groundstate. This is slightly different from the
usual spirit of MPS, where bond order is increased until
a required degree of numerical convergence is achieved.
In many cases, the required bond order might turn out
to be rather low32.
Instantons and entangled paths: The idea of adiabatic
continuity is related to potentially one of the most useful
features of the entangled path integral. Tunnelling in-
volves a system passing through an intermediate superpo-
sition of two or more classical states. Such configurations
are not represented by real-time saddle point configura-
tions of a product state field theory. Instead, imaginary
time excursions or instantons are required. However,
since MPSs are constructed explicitly as a (restricted)
sum of product states, real time trajectories that transfer
weight from one classical trajectory to another are pos-
sible. In this way, a field integral constructed at a given
bond order resums instantons of the lower bond order or
product state theory. We give an explicit example below
where key physics is driven by the proliferation of instan-
tons in the product state theory — the same physics is
captured in the bare saddle point of the bond order three
theory. It is intriguing to speculate that this may be re-
lated to the observation of resurgence in field theory33–35
— a connection between perturbative and instanton con-
tributions to certain field integrals.
Efficient contractability vs locality of field integral: In
Sec. I, we showed that the construction of a local path
integral with a finite number of fields at each point places
important constraints upon the class of entangled states
over which the field integral can be constructed. In par-
ticular, we require that the result of contracting the ten-
sor network in the region surrounding the support of
some local operator — the environment of this region
— can be summarised by a finite amount of data. This
is always the case for MPS states. Extensions to higher
dimensions are trickier5 — though possible.
IV. AN EXPLICIT PARAMETRIZATION AND
SOME SIMPLE EXAMPLES
After the formal construction of the entangled path in-
tegral in Sec. I, II and III, we now apply it to two simple
examples chosen to illustrate the new features highlighted
in Sec. III. We show how fluctuations about a low bond
order saddle point generate physics that cannot be cap-
tured in either a product state field theory or in the low
bond order saddle point equations. Indeed, any entan-
glement in the path integral enables new physics to be
captured beyond that of the conventional path integral.
Therefore, in order to keep the analytical complexities to
a minimum whilst retaining key physics, we consider the
following restricted bond-order three MPS state:
|Ai〉 =
∑
σ
Aσi |σ〉 =
 0 |li〉 | − li〉n1,i−1|li〉 0 0
n2,i−1| − li〉 0 0
(12)
which parametrizes magnetic and local singlet order in
a similar manner to the bond operators of Ref.36, but
without breaking translational symmetry. In Eq.(12), |li〉
is a spin coherent state on site i parametrised by the O(3)
vector li, and |− li〉 is orthogonal to it. ni = (n1,i, n2,i) is
an SU(2) spinor satisfying the relation n†ini = |n1,i|2 +
|n2,i|2 = 1, which characterises entanglement across the
bond between site i and site i−1. This is revealed by the
environment tensor - the result of contracting the MPS
to the right37 of a site i;
Λi = diag
[
λi+1, λi|n1,i|2, λi|n2,i|2
]
, (13)
where λi = λ for i even and λi = 1 − λ for i odd. The
additional global parameter λ gives the relative weight of
the two different singlet coverings of the line38.
The Berry phase for such states is given by
SB =
∑
i
∫
dt
[
λi〈ni|n˙i〉+ (λi−1nzi−1 + λinzi )〈li|l˙i〉
]
,
(14)
where 〈li|l˙i〉 indicates the usual Berry phase for a spin
coherent state. 〈ni|n˙i〉 indicates the same for the spinor
n, expressed in terms of the O(3) vector n obtained from
n by a Hopf map [we use the same symbol for the spinor
and O(3) vector - it being clear from context which is in-
tended; e.g. nx and nz indicate the x- and z-components
of the O(3) field n].
This form of the Berry phase can be deduced by first
constructing the z-tensors from Eq.(12). Using Eq.(9)
with the trivial choice of reference MPO Aσδab = δσδδab,
we write zσac = AσabΛ
1/2
bc . This satisfies the consistency
equations (10) with the environment given by Eq.(13).
The Berry phase is then obtained using Eq.(11) [see Ap-
pendix A]. Finally, the path integral Eq.(4) may be con-
structed with the usual Haar measures for n and l, and
an integration over the global parameter λ. Note that no
integration over the environment tensor nor functional
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IV. AN EXPLICIT PARAMETRIZATION AND
SOME SIMPLE EXAMPLES
After the formal construction presented in Sec. ?? and
abstract discussion of its implications in Sec. ??, we now
give an explicit parametrisation and application to two
simple problems.
A particular parametrization: It is very useful to separate
spin and auxilliary degrees of freedom of the MPS fields.
It is shown in the appendix that the following decompo-
sition of the MPS tensor can be used to parametrise an
arbitrary MPS state:
A  = V N  U  ,
where V is an SU(D) matrix in the auxiliary space and
U  is an SU(D) matrix in the auxiliary space and diag-
onal in the physical/spin space. Finally, N   is a unitary
(SU(d)) in spin space and diagonal in auxiliary space.
Its action on the reference state, |vi = | "i, is to pro-
duce a matrix, N , that is diagonal in auxililary space
and whose spin components are the spinor representation
of D spin coherent states. The role of the matrices U 
and V is to stitch these spin coherent states to form the
weakly entangled MPS state.
The measure for the field integral can readily be con-
structed in this parametrisation. In general - and as dis-
cussed in the appendix - U  and V may be decomposed
into their SU(2) subgroups. One may also develop an ex-
pression for the Berry phase in terms of this decomposi-
tion. The resulting action is rather complicated. At bond
order D = 2 and for a spin-half chain, the parametrisa-
tion consists of five SU(2) fields, three in auxiliary space
and two in spin space. Restrictions on MPS states can be
very useful, retaining key physical features, but reducing
the analytical complexity of the field integral. We make
such restrictions in the examples that we consider below.
A. Columnar VBS to Neel transition
Columnar VBS to Neel transition: The first case that
we consider concerns a model of a transition between a
columnar valence bond solid and Néel order. It was origi-
nally posited as possessing a deconfined quantum critical
point? , although evolving understanding showed that it
differs from such critical points in crucial ways. Never-
theless, it is a revealing, simple example of the type of
insight that may be gained from the MPS path integral.
The Hamiltonian is simply an antiferromagnetic Heisen-
berg model H =Phiji Jhiji i. j with different strength
of coupling on two sub-lattices. As shown in Fig. ??,
these sub-lattices correspond to the legs and rungs of
a series of parallel ladders — sub-lattice A — and ad-
ditional rungs that pair these ladders — sub-lattice B.
The system undergoes a quantum phase transition as
JA is varied relative to JB between a Néel state when
JA > 0.3JB and a valence bond solid of singlets on the
B lattice when 0.3JB > JA.
Examples 
A! B!
FIG. 1: Anisotropic antiferromagnetic couplings on a square
lattice: The couplings on the sub-lattices A (red) ad B (blue)
are different. The system displays a phase transition at from a
columnar lattice of singlets on the B lattice when 0.3JB > JA
to a Néel state when 0.3JB ⇡< JA.
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2
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Hamiltonian independent of l in any case.
Environment equations
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z
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⇤ =
I+ d⇤⌧z
2
The final forms follow from noting that nzA 1
is small.
• Energy of Uniform State
JB   3JA JB  3JA
FIG. 2. Aniso ropic antiferromagnetic couplings on a square
lattice: The couplings on the sub-lattices A (red) and B (blue)
are different. The system displays a phase transition from a
columnar lattice of singlets on the B lattice when JB & 3JA
to a Néel state when JB . 3JA.
delta function is required, since Eq.(12) allows us to con-
struct the environment tensor, Eq.(13), without further
restriction.
A. Columnar VBS to Neel transition
The first application that we consider concerns a tran-
sition between a columnar valence bond solid and Néel
order. This transition has o conve tional Ginzburg-
Landau description and displays some of the key features
of a deconfined quantum critical point12, although the
model that we consider explicitly breaks translational
symmetry. It is a revealing, simple example of the in-
sights that may be gained from the MPS path integral.
he Hamiltonian is simply an antiferromagnetic Heisen-
berg model, H = ∑〈ij〉 Jijσi.σj , with different coupling
strengths on two sub-lattices. As shown in Fig. 2, these
sub-lattices correspond to the legs and rungs of a series of
parallel ladders — sub-lattice A — and additional rungs
that connect them — sub-lattice B. The system under-
goes a quantum phase transition as JA/JB is varied be-
tween a Néel state, when 3JA & JB , and a valence bond
solid of singlets on the B lattice, when 3JA . JB .
Since this is a two-dimensional lattice, we must use a
two dimensional tensor network to describe it. However,
as the singlet correlations develop preferentially in the
x-direction, we may take a two-dimensional PEPS with
bond order 1 in the vertical direction as a leading approx-
imation; i.e. a state consisting of MPS in the x-direction
and no entanglement in the vertical direction.
The simple bond-order 3 parametrisation of Eq.(12)
captures the key physics of the two phases: the Neél state
is obtained with λ = 0 or 1, nz = 1 and li = −li+1; the
singlet phase by λ = 1, n1 = n2 = 1/
√
2 and li = −li+1.
In general, we expect a mixture of singlet and triplet
configurations, as well as singlets on the A-legs that are
not described by the states Eq.(12). Notice that the spin
coherent state parts of the tensors for the two phases are
the same. Evidently, the critical point between the two is
a transition in entanglement, hence the usual description
in terms of an emergent gauge field. Here we construct
a field theory for the critical region explicitly in terms of
an entanglement field n.
The saddle point of our MPS path integral is found by
optimising the expectation of the Hamiltonian with the
state given by Eq.(12) over its various parameters. This
optimisation fixes λ = 1 and li,j = −li+1,j = −li,j+1 (i
labelling the direction along the MPS and j perpendicu-
lar to it) ∀JA [see Appendix C]. The residual dependence
upon n is given by
H/N = −3JA(nz)2 − 2JBnx − JB ,
which has minima at
nz = 0 for JB > 3JA
nz =
√
1− J2B/(9J2A) for JB < 3JA.
These results suggest a continuous transition in the en-
tanglement structure at JB = 3JA.
Critical fluctuations involve going beyond the saddle
point MPS to determine the effective theory for fluctua-
tions about it. Since the transition is a transition in the
entanglement structure, the important fluctuations are
entanglement fluctuations. These can be captured from
the effective theory of the field n. To leading approxima-
tion this is given by the two-dimensional transverse-field
Ising model with easy axis anisotropy:
H = −JA
∑
i′,j
[
nzi′,jn
z
i′+2,j + n
z
i′,jn
z
i′,j+1 + (n
z
i′,j)
2
]
+2JB
∑
i′j
nxi′j ,
where i′ = 2i labels even sites only - the spinor n on odd
sites of the lattice drops out of the Hamiltonian for λ = 1.
This Hamiltonian will be substantially renormalised by
fluctuations of the Neél order, which diverge as nz → 0
at the critical point [see Appendix C] and ultimately may
drive the transition first order39–41.
The lesson of this simple model is that an MPS field
can provide an order parameter for unconventional phase
transitions. The transition is one of entanglement struc-
ture, whose usual description is of a non-Ginzburg-
Landau type in terms of an emergent gauge field. The
dual description provided here is of Ginzburg-Landau
type in terms of the MPS field and critical fluctuations
are explicitly fluctuations of entanglement structure.
The possibilities are wider. In more conventional situ-
ations, fluctuations may drive transitions to new phases
that would not be found in a mean field analysis. Next,
we will study a situation in which fluctuations drive a
change in entanglement structure by a mechanism akin
to Villain’s order-by-disorder; an effect that would re-
quire a condensation of instantons in the conventional
theory.
7B. J1-J2 Model
As argued above, an MPS field theory can capture pro-
cesses in its saddle point configurations that require a
proliferation of instantons in a conventional field theory.
Our next example concerns a model in which a quali-
tative change in behaviour is driven by precisely such
processes. In the MPS field theory, the same effect is
driven by a Villain order-by-disorder mechanism where
quantum fluctuations favour a change in entanglement
structure. Consider the J1-J2-model42
H = J1
∑
i
σi · σi+1 + J2
∑
i
σi · σi+2. (15)
Identifying Ψ = arctan(J2/J1), the optimal coher-
ent state for this Hamiltonian is ferromagnetic for
arctan(−1/4) < Ψ < 3pi/2, antiferromagnetic for
arctan(1/4) > Ψ > −pi/2. Between arctan(−1/4) and
arctan(1/4), the optimal coherent state is a spiral that
winds up from infinite pitch in the ferromagnet, to pitch
given by twice the lattice constant in the antiferro-
manget. At the Majumdar-Ghosh point, J2 = J1/2, the
exact groundstate is given by the equal superposition of
the two singlet decorations of the line. These states are
all captured by the simplified ansatz of (12): magnetic
states by nz = 1 and |l〉 the appropriate spin coherent
state; the Majumdar-Ghosh state by n1 = −n2 = 1/
√
2
and |l〉 alternating between |↑〉 and |↓〉.
The saddle-point of Eq.(15) over the ansatz (12) is
given by λ = 1/2, uniform n, and a spiral configura-
tion of the vectors l, rotating by an angle ψi between site
i and site i + 1. Taking l to lie in the xy-plane and a
uniform rotation, the expectation of the Hamiltonian is
H/N = J1
2
(
(nz)2 + 1 + nx
)
cosψ + J2(n
z)2 cos 2ψ − J1
2
nx.
The optimal n and ψ are shown in Fig. 3. Note the
importance of the points J1 = 0 and the Majumdar-
Ghosh point, J1 = 2J2. Allowing for quantum fluc-
tuations about the saddle-point configurations reveals a
phase transition at J1 = 0, where zero-point fluctuations
favour λ away from 1/2. To demonstrate this, we calcu-
late the expectation of the Hamiltonian and zero-point
fluctuations about it for an arbitrary value of λ. The
result is to be considered an effective potential for λ.
The saddle-point equations with λ 6= 1/2 lead to a
staggered spiral with both ni and ψi alternating between
two values from site to site: nxi → nxe , nxo and ψi →
ψe, ψo on even and odd sites, respectively. To leading
order in X = J12J2 , the solutions can be expanded as
nxe/o =
X
2
(
1 +
X
2
)
∓X(λ− 1/2)
δψe/o =
X
2
(
1 +
X
4
)
∓ (2−X)(λ− 1/2)
The expectation of the Hamiltonian is then given by
H/N = J2
[
−1− 3
4
X2 − 1
4
X3 +X2(λ− 1/2)2
]
.
FIG. 3. Spiral and Entanglement Structure of J1-J2 model:
Properties of the J1-J2 model plotted as a function of the an-
gle arctan(J1/J2)/pi. The pitch angle ψ denotes the rotation
of the local spin basis from one site to the next. nx provides
a measure of entanglement - nx = 0 corresponding to zero
entanglement. The pitch follows roughly the behaviour of the
optimum coherent state except that the spiral region does not
extend quite as far towards low J1. There is a change in entan-
glement structure at the point J1 = 0 which is driven further
by the inclusion of the effects of zero-point fluctuations.
Beyond Mean-field Theory: Our analysis so far is a
mean-field theory over the restricted bond-order 3 ansatz
of Eq.(12). Even with the minimal entanglement that it
embodies, qualitatively new features emerge if we con-
sider an expansion in fluctuations about this state. This
may be acheived by considering the effect of a restricted
set of local unitaries Um = exp[im ·σ/2], with m · l = 0
so that m = m1θ + m2φ, where θ and φ are unit vec-
tors perpendicular to l and proportional to ∂θl and ∂φl,
respectively [see Appendix C]. After transforming to the
Fourier components of the fields on odd and even sites,
me,α =
∑
p
eipαme,p and mo,α =
∑
p
eip(α+1/2)mo,p,
the spin-wave Hamiltonian can be written as
H =
∑
k
 m1e,km1o,km2e,k
m2o,k

T  A B 0 0B¯ A 0 00 0 C D
0 0 D¯ C

 m1e,−km1o,−km2e,−k
m2o,−k

A ≈ J2 [1 + cos k]
B ≈ 2J2X cos(k/2)
C ≈ J2 [1− cos k]
D ≈ −4J2Xi(λ− 1/2) sin(k/2), (16)
where the approximate equalities apply to leading order
in X [see Appendix D]. The Berry phase calculated in the
same limit is given by the usual spin-wave Berry phase.
Expressing the Hamiltonian in terms of the bosonic fields
a = a1 + ia2 = m1e + im2e and b = b1 + ib2 = m1o +
im2o, it can be diagonalised with a combined unitary and
8Bogoliubov transformation. After these manipulations
[see Appendix C], we find that the zero point energy in
limit of small k , but still with k  X is given by
Ezero = J2
∑
k
[
k√
2
− 1− 8X(λ− 1/2)
2
k
√
2
]
. (17)
Notice that the zero-point energy at λ = 1/2 is negative.
This is the same as the case of the antiferromanget where
quantum fluctuations lower the energy of the classical
antiferromangetic groundstate. The λ-dependent correc-
tion to this goes as −8(λ − 1/2)2/√2J1 log |J1/J2|. The
important point about this is that for negative J1/J2,
the potential for λ favours λ = 1/2. For positive J1/J2,
the potential favours λ = 0 or 1. In fact, in the latter
case, the change in entanglement structure takes us away
from the regime of validity of our expansions. However,
this simple calculation serves to demonstrate that zero-
point fluctuations can drive a change in the entanglement
structure by an order-by-disorder mechanism. Note that
this behaviour could not have been found from the coher-
ent state path integral (without an instanton expansion)
nor could it have been seen from the bond order 3 MPS
ansatz of Eq.(12). This illustrates the power of the MPS
field theory.
C. Antiferromagnetic Chain
Similar effects occur in the antiferromanget at J2 = 0.
The physics embodied in the spatially-dependent θ-terms
first identified by Haldane43 is already contained in the
fluctuation-corrected saddle point recovering the large-N
results of Read and Sachdev44,45. The expectation of the
antiferromagnetic Hamiltonian with the state Eq.(12) is
independent of λ and optimised by an antiferromagnetic
configuration of l. The dependence upon n is given by
H = −J
∑
i
(
1 + (nz)2 + 2nx
)
,
which is minimised by nz = 0, nx = 1 (and is extremely
flat, ∝ (nz)4/4 near nz=0). Allowing the zero-point en-
ergy of fluctuations breaks the degeneracy in λ.
The effective Hamiltonian for fluctuations in l is
that of an antiferromagnet with alternating coupling
strength. The resulting zero-point energy is proportional
to
√
λ(1− λ)√(1 + nx)/(1− nx) near nz = 046. This
residual dependence upon n together with the zero-point
energy favours nx = 1 and λ = 0 or 1 - that is it picks
out one of the two singlet patternings of the chain. This
is just what Read and Sachdev found by including the
Haldane θ-terms in a large-N expansion. The precise
situation in our case is delicate; the coefficient of the
Berry phase for l strictly goes to zero in the limit the
nz → 0. However, n is strongly fluctuating and our ex-
pansion about a translationally invariant saddle point has
neglected this. The essence of our result is that fluctu-
ations have picked out an entanglement structure by an
order-by-disorder mechanism.
V. CONCLUSIONS AND OUTLOOK
We have extended the Feynman path integral to en-
compass entangled paths, i.e. sequences of matrix prod-
uct states rather than the un-entangled product states of
the usual Feynman path integral. By conjoining methods
from tensor networks and field theory, this affords both
conceptual and analytical insights.
Amongst its conceptual advantages, the Feynman path
integral demonstrates very succinctly how the classical
limit emerges through the dominance of saddle-point con-
figurations in the path integral. These saddle point con-
figurations obey the classical dynamical equations. In
the present generalisation, the equations of motion of
the saddles are the quantum dynamics projected onto the
variational manifold of the matrix product states. This
is the time-dependent variational principle. The varia-
tional manifold can in fact be interpreted as a new emer-
gent semi-classical phase space;10,30 and the variables of
the matrix product state as emergent semi-classical col-
lective coordinates of the system. Field theoretical con-
siderations allow us to understand when these additional
variables are necessary to describe the system.
The central notion is that of adiabatic continuity. Fa-
miliar in the context of Fermi liquid theory - where the
Fermi liquid is adiabatically continuous with the Fermi
gas - a low-bond-order saddle point is said to be adia-
batically continuous with the full saddle point if the lat-
ter may be obtained by a perturbative (though possibly
large) dressing of the low bond order saddle. Remark-
ably, even in situations in which entanglement diverges
- such as at a quantum critical point - we can often use
a product state field theory to good effect. The critical
state is adiabatically connected to a state without any
entanglement!47
This is not the case for unconventional phase transi-
tions, such as deconfined quantum critical points. The
critical state is not adiabatically connected to a prod-
uct state and this is intimately related to the inability
to describe the transition with a conventional Ginzburg-
Landau theory. Typically, such systems are described
using emergent gauge fields. We have shown that a path
integral over a low bond-order MPS provides an alter-
native (in one dimension). The MPS tensors become an
effective Ginzburg-Landau order parameter for the tran-
sition and the path integral is dual to the emergent gauge
description. The spirit of the MPS path integral is dif-
ferent from the conventional manner in which MPS are
used; usually bond-order is increased to obtain numerical
convergence. Here, the bond-order is increased until the
mean-field saddle-point is adiabatically connected to the
full saddle-point. We have illustrated this with a simple
model of a valence-bond solid to Neél transition. We used
a simple restriction of bond-order three MPS and showed
that the transition is explicitly a transition in entangle-
ment structure and that, moreover, the critical theory of
the transition is approximately captured by a transverse
field Ising model with easy axis anisotropy.
9An intriguing feature of the MPS path integral is its
ability to capture in its saddle point (and possibly per-
turbative fluctuations about it) physical features that can
only be found in the conventional field theory by a prolif-
eration of instantons. Being a (restricted) sum of prod-
uct states, the MPS can describe tunneling trajectories
in real time. We illustrated this in the one-dimensional
J1-J2-model where a transition in the mean-field spiral
phase - driven in the product state field theory by a pro-
liferation of instantons - was revealed to be a change
in entanglement structure driven through an order-by-
disorder effect of spin-wave excitations.
The results presented here scratch the surface of what
might be achieved with such path integrals over entangled
states. For example, in Section IVB, we calculated fluc-
tuation corrections to an analytically determined saddle-
point over a restricted class of bond-order three MPS.
One may also envisage using this same approach to im-
prove low-bond order numerically optimised MPS states,
just as fluctuation corrections are used to improve prod-
uct state/mean field approximations48. As emphasised
above, an MPS is a restricted sum of product states. As
bond-order is increased, the number of product states
that are summed over is increased and the approxima-
tion converges, since any point in Hilbert space may be
constructed as a sum of product states. At low-bond or-
der, the product states added together in this way will
be substantially different. At some bond-order (say D∗),
however, the additional product states added are only
small(-ish) deformations of those already included. This
is the point at which the MPS saddle point is adiabati-
cally continuous with the actual saddle point. Increasing
bond-order is a relatively cumbersome way of allowing for
the fact that the saddle is captured by a sum of states
that deviate only slightly from a point on the variational
manifold of bond-dimension D∗. A field theoretical ex-
pansion in fluctuations [viewed either as a correction to
the state or to the Hamiltonian acting on the variational
manifold] may, in some circumstances, be a more con-
venient way of proceeding beyond the bond dimension
D∗49.
Another potential application of the machinery of MPS
path integrals is to the study of open quantum systems.
It is widely understood that coupling to the environment
degrades and constrains the amount of entanglement that
is usefully preserved in a quantum system32. Construct-
ing a Keldysh field theory over MPS states has the po-
tential to reveal how this proceeds through the effects of
the environment on quantum trajectories.
Beyond these immediate applications, there are some
more challenging directions in which the MPS path inte-
gral warrants development. Foremost amongst these are
the renormalization of the MPS path integral and its ex-
tension to higher dimensions. The path integrals that we
have constructed in this work, though having an unusual
origin, are rather conventional in structure and ought to
be amenable to taking continuum limits and renormal-
ization in the usual way. The interpretation of such a
scheme is interesting; many of the fields that are to be
renormalized describe entanglement structure. How the
results of such an analysis relate to the many insights on
the renormalization of tensor networks5,50–53 remains to
be determined, as does the relationship to the quantum
renormalization group54.
Extension of the entangled path integral to higher di-
mensions will open up a broader range of potential ap-
plications. In the case of the MPS field integral, the
finite amount of data required to parametrize the envi-
ronment of a local operator allowed us to construct a
spatially local field integral. The most natural extension
of MPS states to higher dimensions, projected entangled
pair states (PEPS), require an infinite amount of data
to describe the environment in the thermodynamic limit.
This prevents the construction of a spatially local path
integral55. Luckily there are potentially several ways to
circumvent this difficulty. Firstly, explicit restrictions of
PEPS akin to that imposed on MPS in Sec. IV may
render the PEPS efficiently contractible; the restricted
MPS of Eq.(12) has a natural extension to higher dimen-
sions. An alternative approach is to construct the path
integral over a set of states described by finite depth cir-
cuits. Such states are by design local and finitely con-
tractable in any dimension, although this is at the ex-
pense of breaking explicit translational invariance in the
description. Finding an appropriate measure is straight-
forward; it is the Haar measure over each of the unitary
elements of the circuit. A field theoretical renormalisa-
tion of this path integral will bear interesting relation to a
path integral over hierarchical networks such as the mul-
tiscale entanglement renormalization ansatz (MERA)56
. MERA is also efficiently contractible by design and so
leads naturally to spatially local path integrals. Identify-
ing tractable problems for the use of such path integrals
is a fascinating direction for future study.
Moreover, a path integral constructed over MERA
points towards some longer-term goals. One of the ad-
vantages of the Feynman path integral is the way in
which it emphasises the importance of classical config-
urations. Perhaps ultimately a Feynman path integral
over entangled paths can motivate the emergence of a hi-
erarchical network — and the geometry that it implies57
— as semi-classical collective coordinates of many-body
quantum systems. This would help formalise several
suggestive links: between the ideas of tensor networks
and AdS/CFT57, between conventional renormalization
and entanglement based schemes5,50–53, and the quantum
renormalisation group54,58,59.
Theoretical physics has benefited of late from a re-
markable confluence of ideas. Diverse sub-disciplines
from quantum information and condensed matter, to
string theory and gravitation have been addressing over-
lapping questions. A new language is evolving to express
the resulting insights. Here we have combined ideas from
field theory with those from tensor networks, melding the
facility of field theory in understanding the emergence of
classicality with that of tensor networks in encoding sub-
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tle aspects of classicality in quantum systems. The result
has the potential to shed light upon a range of problems.
Appendix A: Parametrising the MPS manifold
In Ref.(29), Wouters et al. provide a compact
parametrization of the entire MPS manifold. In essence,
these authors use the Thouless theorem to exponentiate
Eq.(7). In this Appendix, we demonstrate the equiva-
lence of Eq.(9) to the expression provided in Ref.(29).
Using a Dirac notation for the spin indices and a matrix
notation for the auxiliary indices, |Aab〉 =
∑
σ A
σ
ab|σ〉,
〈Aab| =
∑
σ A
σ
ab
†〈σ|. the general parametrization of the
MPS tensor on a particular site is given by
|A(x)〉 = exp [|dA(x)〉〈A| − |A〉〈dA(x)|]|A〉, (A1)
where site and auxilliary indices have been suppressed for
clarity - the definitions of x and dA are given in the main
text. The relationship of this to Eq.(9) is readily demon-
strated by expanding Eq.(A1) using the orthogonality of
|dA〉 and |A〉 (〈dA|A〉 = 0) and the normalization of the
reference MPS (〈A|A〉 = 1, i.e. Aσba∗Aσbc = δac);
|A(x)〉 = |A〉 cosM + |dA(x)〉M−1 sinM ,
with M =
√
Λ−1/2xσ 6=1†xσ 6=1Λ−1/2
a matrix in auxiliary space. Finally, by writing dA in
terms of the MPO, Eq.(7), we identify
z1ab = cos(M)acΛ
1/2
cb
zδ 6=1ab = x
δ 6=1
ac Λ
−1/2
cd
(
M−1 sinM
)
de
Λ
1/2
eb ,
which automatically satisfy the constraints in Eq.(9).
The simplest example of this parametrisation is that
found for spin 1/2 when taking the reference MPO
Aσ,δa,b = δσ,δδa,b. In this case, the spinor representation
of the MPS reduces to a simple rescaling by the environ-
ment tensor; Aσab(z) = z
σ
acΛ
−1/2
cb . The representation of
Wouters et al. can be written in this case as
|A(x)〉 = exp
[
x↓Λ−1/2σˆ+ − Λ−1/2x↓†σˆ−
]
| ↑〉,
where we have explicitly written the spin structure in
Dirac notation and used an implicit matrix structure in
auxiliary space with indices suppressed for clarity.
As emphasised in Section II, the MPS (??) can be con-
sidered a subset of the components of a time-dependent
unitary matrix Aσab = Aσ,δ=1ab . Again using a mixed no-
tation in which the spin structure is indicated by Dirac
notation and the auxilliary structure through an explicit
matrix form, we may write |A(z)ab〉 = Aˆab(z)| ↑〉, with
Aˆi(z) =
 0 |li〉〈↑ | | − li〉〈↑ |n1,i−1|li〉〈↑ | 0 0
n2,i−1| − li〉〈↑ | 0 0

+
 0 0 0n˜1,i−1|li〉〈↓ | 0 | − li〉〈↓ |
n˜2,i−1| − li〉〈↓ | |li〉〈↓ | 0
 ,
(A2)
where z ≡ z(n, l) and n˜ = (n˜1, n˜2) is an SU(2) spinor
that is orthogonal to the spinor n = (n1, n2). The mixed
notation emphasises both the factorisation between aux-
iliary and spin structure in the simple ansatz Eq.(12)and
also the relative sparsity of the auxiliary structure.
Finally, there are several ways of determining the Berry
phase for the simple ansatz of Eq.(12). One way —
as discussed in the main body of the text — is to ex-
plicitly identify the tensors z in terms of n and l. An
alternative is to use Eq.(12) directly and to evaluate
the Berry phase from Eq.(A2) using the form SB =∑
i
∫
dt
∑
σ Tr
[
A˙σi ΛiA
σ
i
†
]
.
Appendix B: Manipulating Simple MPS
In order to help manipulate the simple MPS state that
we define in Eq.(12), we note a couple of useful relations.
i. We use the gauge
|l〉 = cos θ2e−iφ/2| ↑〉+ sin θ2eiφ/2| ↓〉,
| − l〉 = − sin θ2e−iφ/2| ↑〉+ cos θ2eiφ/2| ↓〉.
In this gauge, 〈l|σ| − l〉 = θl − iφl, where θˆ and φˆ are
unit vectors in the directions of ∂θl and ∂φl respectively;
θ = (cos θ cosφ, cos θ sinφ, sin θ),
φ = (− sinφ, cosφ, 0).
ii. The following expectation appears in the various
Hamiltonians that we consider:
〈l,m|σ.σ| − l,−m〉 = θl.θm − φl.φm − i(θl.φm + φl.θm).
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Appendix C: Columnar VBS to Neel Transition
The expectation of the VBS-Neél Hamiltonian with the
ansatz state Eq.(12) is given by
H = JA
∑
ij
(
λnz2i−2,jn
z
2i,j + (1− λ)
)
l2i−1,j · l2i,j
−JA
∑
ij
(1− λ)n
x
2i−1,j + in
y
2i−1,j
2
×〈l2i−1,j , l2i,j |σ · σ| − l2i−1,j ,−l2i,j〉+ c.c.
+JB
∑
ij
(
(1− λ)nz2i−2,jnz2i,j + λ
)
l2i,j · l2i+1,j
−JB
∑
ij
λ
nx2i + in
y
2i
2
×〈l2i,j , l2i+1,j |σ · σ| − l2i,j ,−l2i+1,j〉+ c.c
+JA
∑
ij
(
(1− λ)nz2i+1,j + λnz2i,j
)
× ((1− λ)nz2i+1,j+1 + λnz2i,j) l2i+1,j · l2i+1,j+1
+JA
∑
ij
(
λnz2i,j + (1− λ)nz2i−1,j
)
× (λnz2i,j+1 + (1− λ)nz2i−1,j+1) l2i,j · l2i,j+1
The saddle point of this Hamiltonian is given in the main
body of the text.
Fluctuation Corrections in the approximation where l is
fixed and n allowed to vary are given in the main text. In
the alternative approximation, where n is fixed and uni-
form, l is allowed to vary, and taking λ = 1, the Hamil-
tonian expectation reduces to
H = JA
∑
i′j
nz2l2i′−1,j · l2i′,j + JA
∑
ij
nz2li,j · li,j+1
+JB
∑
i′j
l2i′,j · l2i′+1,j
−JB
∑
i′j
nx(θ2i′,j · θ2i′+1,j − φ2i′,j · φ2i′+1,j)
with a Berry phase given by SB =
∑
i
∫
dtnz〈li|l˙i〉. A
Neél transformation [which changes the sign of all terms
and replaces the relative minus sign in the final term by
a plus signs ] and the spin-wave expansion
l→ l′ ≈ l (1−m2/2)−m× l,
θ → θ′ ≈ θ (1−m22/2)+m2l+m1m2φ/2,
φ→ φ′ ≈ φ (1−m21/2)−m1l+m1m2θ/2, (C1)
[which follow from the action of the unitary operator
Um = exp[im · σ/2] with m · l = 0; m = m1θ + m2φ]
results in the spin-wave Hamiltonian
H = JAnz2
∑
i′j
(m2i′−1,j −m2i′,j)2/2
+JAn
z2
∑
ij
(mi,j+1 −mi,j)2/2
+JB(1 + n
x)
∑
i′j
(m2i′,j −m2i′+1,j)2/2.
This is basically as one would obtain for a two-
dimensional antiferromanget, except that the coupling
constants along the rungs alternate between JAnz2 and
JB(1 + n
x). Long wavelength fluctuations average this
to −[JAnz2 + JB(1 + nx)]/2. Finally, using the Haldane
map and taking a continuum limit yields
S = 1
2
∫
dtdx
[
χ0|∂tm|2 + ρx(∇xm)2 + ρy(∇ym)2
]
with ρx = [JAnz2 + JB(1 + n⊥)]/2 and ρy = JAnz2,
and χ0 =
[
2a2[3JAn
z2 + JB(1 + n⊥)]
]−1
,
from which one obtains zero-point correction to l as
〈|l|2〉 = 1− Λ
2pi
1√
χ0
√
ρxρy
.
These corrections diverge as the VBS-Neél transition is
approached, since nz → 0 and ρy → 0. Self-consistent
treatment of these fluctuations alongside those in n likely
leads to a significant renormalisation of the critical theory
presented in the main text.
Appendix D: J1-J2 model
The expectation of the J1-J2 Hamiltonian, Eq.(15),
with the ansatz Eq.(12) is given by
H = J1
∑
i
(
λi−1nzi−1n
z
i+1 + λi
)
li · li+1
+ J1
∑
i
λi
nxi + in
y
i
2
(θi + iφi) · (θi+1 + iφi+1) + c.c.
+ J2
∑
i
(
λin
z
in
z
i+2 + λi−1n
z
i−1n
z
i+1
)
li · li+2.
The bare saddle points of this Hamiltonian have λ = 1/2
and consist of a uniform n and a spiral configuration of
l. It is argued in the main text that allowing for zero-
point fluctuations can favour a value of λ 6= 1/2 and a
consequent staggering of n and of the spiral in l. The
saddle point equations for an arbitrary λ, labelling ni →
no, ne, θi → θo, θe on odd and even sites, reduce to
∂θeH/N = −
J1
2
(λe + λon
z
o
2) sin θe +
J1
2
λen
x
e sin θe
−J2(λonzo2 + λenze2) sin(θo + θe) = 0,
∂nxeH/N = −J1λe
(
nxe cos θo +
1
2
(cos θe − 1)
)
−2J2λenxe cos(θo + θe) = 0,
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with similar equations replacing e ←→ o. Noting that
λe = λ and λo = 1−λ, there is also an equation obtained
by optimising λ. This is solved by λ = 1/2. We will show
that quantum fluctuations can favour a different saddle
point and so keep λ as a free parameter for now. We
interpret the result as an effective potential for λ.
We focus upon the region of the phase diagram near
J1 = 0. Around this ψ = pi/2 + δψ, λ = 1/2 + µ, with
δψ, µ, J1/2J2 = X all assumed small. The saddle point
equations can then be reduced to
∂θeH/N = −
J1
2
(λe + λon
z
o
2) +
J1
2
λen
x
e
+J2(λon
z
o
2 + λen
z
e
2)(δθo + δθe) = 0,
∂nxeH/N = +J1λe
(
nxeδθo +
1
2
(1 + δθe)
)
+2J2λen
x
e
(
1− (δθo + δθe)2/2
)
= 0,
e←→ o
whose solutions is as given in the main body of the text.
The Spin-wave Expansion of this Hamiltonian is
acheived as in Appendix C through the action of lo-
cal unitaries Um = exp[im · σ/2] with m · l = 0 and
m = m1θ +m2φ. An explicit unitary transformation of
σ to quadratic order in m gives
U†σU = σ(1−m2/2)−m× σ +m(σ ·m)/2.
Using 〈l|σ| − l〉 = θ − iφ one finds after a bit of re-
arranging that 〈l|U†σU | − l〉 = θ′ − iφ′ with θ′ and φ′
given by Eq.(C1).
We can use these results to perform a spin-wave ex-
pansion about the staggered spiral state;
H =
∑
i
[J˜1,i −Ki] cos θi +
∑
i
Ki(cos θi − 1)
+J˜2
∑
i
cos(θi+1 + θi)
−
∑
i
J˜1,i cos θi
(
m21,i +m
2
1,i+1
)
/2
+
∑
i
J˜1,im1,im1,i+1
+
∑
i
Ki(1 + cos θi)(m1,i −m1,i+1)2/2
−J˜2
∑
i
cos(θi+1 + θi)
(
m21,i +m
2
1,i+2
)
/2
+J˜2
∑
i
m1,im1,i+1
−
∑
i
J˜1,i cos θi (m2,i −m2,i+1)2 /2
−J˜2
∑
i
cos(θi+1 + θi) (m2,i −m2,i+2)2 /2,
where we have defined
J˜2 = J2(λen
z
e
2 + λon
z
0
2),
J˜1,i = J1
(
λi−1nzi−1n
z
i+1 + λi(1 + n
x
i )
)
,
Ki = J1λin
x
i .
After Fourier transforming, this can be reduced to
H =
∑
k
(m1e,k,m1o,k,m2e,k,m2o,k)
×
 A B 0 0B¯ A 0 00 0 C D
0 0 D¯ C

 m1e,−km1o,−km2e,−k
m2o,−k

with
A = −1
2
[
J˜1eθ + J˜1oθ −K(cos θe + cos θo)
]
+K − J˜2θ + J˜2 cos k,
B = J˜1 cos(k/2)
−1
2
K
[
(1 + cos θe)e
−ik/2 + (1 + cos θo)eik/2
]
,
C = −1
2
[
J˜1eθ + J˜1oθ + 2J˜2θ − 2J˜2θ cos k
]
,
D =
1
2
[
J˜1eθe
−ik/2 + J˜1oθeik/2
]
,
and where
J˜1eθ = J˜1 cos θe, J˜1oθ = J˜1 cos θo, J˜2θ = J˜2 cos(θe + θo).
Expanding near to J1 = 0 we find to order X2 that
J˜2 = J2
[
1− λ(1− λ)X2]
Ke = Ko = 2J2X
2λ(1− λ)
J˜1,e = J˜1,o = 2J2X [1 +Xλ(1− λ)] ,
where the equality between J1,e and J1,o is true to order
µX5. Using these expansions [and δψe/o = X/2 ± (λ −
1/2)(2−X)], we obtain
A ≈ J2
[
1 + cos k −X2(5 + cos k)/4] ,
B ≈ J22X [cos(k/2 + iX(λ− 1/2) sin(k/2)/2)] ,
C ≈ −J2
[
cos k − 1−X2] ,
D ≈ J2X [X cos(k/2)− 4i(λ− 1/2) sin(k/2)] .
These reduce to the forms given in Eq.(16) to leading
order in X. Notice that the only linear dependence upon
λ comes from the terms B and D - and indeed only from
the latter to linear order in X.
The Berry Phase in the same limit is given by
S =
∫
dt
∑
i
(
λi−1nzi−1 + λin
z
i
) 〈li|l˙i〉
=
[
1− 1
2
X2
(
1
4
− µ2
)]
︸ ︷︷ ︸
#
∫
dt
∑
i
〈li|l˙i〉.
In principle, the normalization # modifies the relation-
ship between the spin-wave vector m and the bosonic
fields used to diagonalize the spin-wave Hamiltonian:
a = a1 + ia2 =
√
#(m1e + im2e),
b = b1 + ib2 =
√
#(m1o + im2o).
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However, near to J1 = 0, # = 1+O(X2) and the bosonic
mapping reduces to the usual form used in the main text.
Expressed in terms of the bosonic fields a and b, the
Hamiltonian takes the form
H =
∑
k
(
a†k, b
†
k, a−k, b−k
)(
α β
β¯ α
)
ak
bk
a†−k
b†−k
−∑
k
Trα
with
α =
1
4#
(
A+ C B +D
B¯ + D¯ A+ C
)
,
β =
1
4#
(
A− C B −D
B¯ − D¯ A− C
)
.
Diagonalising: The bosonic Hamiltonian can be diag-
onalised with a combined unitary and Bogoliubov trans-
formation of the form
αk
βk
α†−k
β†−k
 = ( M1 M2M2 M1
)
ak
bk
a†−k
b†−k

In order to preserve the bosonic commutation relations,
we require
M1M
†
1 −M2M†2 = 1, M2M†1 = M1M†2 .
These conditions are solved by the choice
M1 = WUZ
†, M2 = WV Z†
with WW † = ZZ† = 1, U and V diagonal, and
U2 − V 2 = 1. Requiring that the Hamiltonian is diag-
onalised gives the following condition and diagonalized
Hamiltonian:
Uα˜V + V α˜U = V β˜V + U β˜U
 = W
(
Uα˜U −V β˜U
−U β˜V V α˜V
)
W †
with α˜ = Z†αZ, β˜ = Z†βZ. These conditions are
equivalent to α˜ = U˜U + V ˜V and β˜ = U˜V + V ˜U . In
order to find the eigen-energies and zero-point energy, it
is convenient to note that
Tr[2] = 21 + 
2
2 = Tr[α˜
2 − β2] = 8AC,
det[2] = 21
2
2 = det[(α+ β)(α− β)]
= 16(A2 −B2)(C2 −D2),
from which we deduce that
21/2 =
1
4#2
[
C(A±B)± A
2 −B2
2BC
D2
]
.
Approximating A, B, C and D using Eq.(16), we find
21/2 =
J22
4#2
[
2(1 + cos k +X cos(k/2))(1− cos k +X2)
− 2(1 + cos k)
2
2X cos(k/2)(1− cos k +X2)16X
2µ2 sin2(k/2)
]
≈ J22
[
(k2/2 +X2)− 4Xµ
2k2
k2/2 +X2
]
.
The zero point energy given by Eq.(17) is obtained after
subtracting
− 1
2#
(A+ C) = − 1
2#
J2[1 + cos k + 1− cos k] = − 1
#
J2.
Appendix E: Antiferromagnet
The expectation of the antiferromangentic Hamilto-
nian with the ansatz Eq.(12) is given by
H = J
∑
i
(
λi + λi−1nzi−1n
z
i+1
)
li.li+1
−J
∑
i
λi
nxi + in
y
i
2
〈li, li+1|σ.σ| − li,−li+1〉+ c.c.
Its saddle point is described in the main text. An ex-
pansion about this saddle point is most easily achieved
by first making a transformation to Neél order parame-
ter - changing the sign of l on alternate sites. The result
(allowing for ny = 0 at the saddle point) is
H = −J
∑
i
(
λi + λi−1nzi−1n
z
i+1
)
li.li+1
−J
∑
i
λin
x
i (θi · θi+1 + φi · φi+1) .
Fixing l, we find a resultant transverse-field Ising Hamil-
tonian for n . This is away from criticality. We focus,
therefore, on the fluctuations of l about its saddle point
value, keeping n fixed. Using the spin-wave expansions
Eq.(C1), we find
H = −J
2
∑
i
(
λi(1 + n
x
i ) + λi−1n
z
i−1n
z
i+1
)
(mi −mi+1)2 .
This is identical to the usual ferromagnet with coupling
constant that alternates in strength between bonds. Care
must be taken with the Berry phase which takes the usual
spin-wave form in l with a prefactor of nz2. Unlike the
situation near J1 = 0, considered in Sec. IVB and Ap-
pendix D, this prefactor cannot be ignored and changes
the mapping to bosonic modes. After such a mapping
and diagonalization of the resulting bosonic Hamiltonian
by a Bogoliubov transofrmation, we find the dispersion
ωl ∝
√
[(1− λ)(1 + nx) + λnz2] [λ(1 + nx) + (1− λ)nz2]
nz
,
which reduces to the form given in the main text near
the saddle point value of nz.
14
1 R. P. Feynman, Reviews of Modern Physics 20, 367 (1948).
2 R. P. Feynman, A. R. Hibbs, and D. Styer, Quantum
Mechanics and Path Integrals (Dover Publications).
3 M. Fannes, B. Nachtergaele, and R. Werner, Comm. Math.
Phys. 144, 443 (1992).
4 S. R. White, Physical Review Letters 69, 2863 (1992).
5 F. Verstraete, V. Murg, and J. Cirac, Advances in Physics
57, 143 (2008).
6 U. Schollwöck, Reviews of Modern Physics 77, 259 (2005).
7 G. Vidal, Phys. Rev. Lett. 98, 070201 (2007).
8 U. Schollwöck, Annals of Physics 326, 96 (2011).
9 P. Calabrese and J. Cardy, Journal of Statistical Mechan-
ics: Theory and Experiment 2004, P06002 (2004).
10 J. Haegeman, J. Cirac, T. Osborne, I. Pižorn, H. Ver-
schelde, and F. Verstraete, Physical Review Letters 107,
070601 (2011).
11 J. Haegeman, J. Cirac, T. Osborne, and F. Verstraete,
ArXiv e-prints (2012), arXiv:1211.3935 [quant-ph].
12 T. Senthil, A. Vishwanath, L. Balents, S. Sachdev, and
M. Fisher, Science 303, 1490 (2004).
13 T. Senthil, L. Balents, S. Sachdev, A. Vishwanath,
and M. P. A. Fisher, Physical Review B 70 (2004),
10.1103/PhysRevB.70.144407.
14 F. Verstraete and J. Cirac, Phys. Rev. Lett. 104, 190405
(2010).
15 As opposed to increase as in MERA or AdS/CFT.
16 As opposed to for the matrix product state in the case of
continuum tensor networks.
17 S. Weinberg, The quantum theory of fields, Vol. 2 (Cam-
bridge university press, 1996).
18 A. Altland and B. D. Simons, Condensed matter field the-
ory (Cambridge University Press, 2010).
19 A. Zee, Quantum field theory in a nutshell (Princeton Uni-
versity Press, 2010).
20 The states over which the resolution of the identity is con-
structed must be sufficiently over-complete that the dom-
inant paths can be treated as continuous in time. This is
not the case for example if coherent states are restricted to
a great circle of the Bloch sphere. The states that we use
satisfy this requirement.
21 R. P. Feynman, Statistical Mechanics: A Set of Lectures
(Advanced Book Classics) (Westview Press Incorporated,
1998).
22 N. Nagaosa, Quantum field theory in condensed matter
physics (Springer Science &amp; Business Media, 2013).
23 M. Berry, Journal of Physics A: Mathematical and General
18, 15 (1985).
24 This over-completeness itself follows from the fact that
the MPS states determined by Eq.(2) are restricted sum-
mations over product state, which are themselves over-
complete.
25 Pairing the indices in this way, and interpreting the MPO
as a circuit that contracts from right to left, is a gauge
choice. We could have made the opposite choice A(b,σ)(a,δ)
which would have led to an interpretation as a circuit act-
ing from left to right along the chain. The gauge choice
that does not change the physical state.
26 A. Auerbach, Interacting electrons and quantum mag-
netism (Springer Science & Business Media, 2012).
27 A. M. Tsvelik, Quantum field theory in condensed matter
physics (Cambridge University Press, 2007).
28 The details of this are best found in Ref.10. In the gauge
chosen in Ref.10 and the notation that we have adopted
here, the variation of the MPS tensor on a given site is
Eq.(7). In the notation of Haegemann et al., V (σa)β≡(δ,c) =
Λ
1/2
L ab
Aσ,δ 6=1bc is a matrix constructed from the D(d − 1),
dD-dimensional null-vectors of the matrix (Aσ†Λ1/2L )ab [af-
ter reshaping the latter to form a D×dD-dimensional ma-
trix by regrouping the indicies as (A†Λ1/2L )a,(σ,b)].
Although apparently complicated, this prescription for
constructing the tangent vectors leads to a dramatic sim-
plification. The tangent vectors have zero overlap if they
correspond to variations on different sites, and form an or-
thonormal set on site. The overlap or Gramm matrix of
two tangent vectors parametrised by variations, dAσab(x)
and dAσab(y), of MPS the tensors on the same site is given
by
∑
σ 6=1 Tr[x
σ†yσ].
29 S. Wouters, N. Nakatani, D. Van Neck, and G. K.-L. Chan,
Physical Review B 88, 075122 (2013).
30 J. Haegeman, M. Mariën, T. J. Osborne, and F. Ver-
straete, ArXiv e-prints (2012), arXiv:1210.7710 [quant-
ph].
31 S. Sachdev, Quantum phase transitions (Cambridge Uni-
versity Press, 2011).
32 P. Crowley, T. Ðurić, W. Vinci, P. Warburton, and
A. Green, Physical Review A 90, 042317 (2014).
33 G. V. Dunne and M. Ünsal, Journal of High Energy Physics
2012, 1 (2012).
34 G. V. Dunne and M. Ünsal, Physical Review D 87, 025015
(2013).
35 G. V. Dunne and M. Ünsal, Physical Review D 89, 041701
(2014).
36 S. Sachdev and R. Bhatt, Physical Review B 41, 9323
(1990).
37 The contraction to the left gives the identity.
38 And summarises a residual dependence upon the terminat-
ing auxiliary vectors VL and VR mentioned after Eq.(2).
39 A. Kuklov, M. Matsumoto, N. Prokof’Ev, B. Svistunov,
and M. Troyer, Physical Review Letters 101, 050405
(2008).
40 J. Lou, A. W. Sandvik, and N. Kawashima, Physical Re-
view B 80, 180414 (2009).
41 A. W. Sandvik, Physical review letters 104, 177201 (2010).
42 A. A. Nersesyan, A. O. Gogolin, and F. H. Eßler, Physical
review letters 81, 910 (1998).
43 F. Haldane, Physical Review Letters 61, 1029 (1988).
44 N. Read and S. Sachdev, Physical Review Letters 62, 1694
(1989).
45 N. Read and S. Sachdev, Physical Review Letters 66, 1773
(1991).
46 To a first approximation, the Berry phase for l is zero (since
nz = 0). However, if we keep n general and expand about
the antiferromagnetic saddle-point for l, fluctuations in l
change effective potential for n and λ.
47 I include formally non-perturbative ways of controlling the
interactions, such as - and 1/N -expansions as perturbative
corrections here.
48 Albeit, the correction is usually applied to the Hamiltonian
rather than the state.
15
49 We will communicate results for the transverse field Ising
model in a forthcoming work.
50 Z. Xie, H. Jiang, Q. Chen, Z. Weng, and T. Xi-
ang, Physical Review Letters 103 (2009), 10.1103/Phys-
RevLett.103.160601.
51 Z. Xie, J. Chen, M. Qin, J. Zhu, L. Yang, and T. Xiang,
Physical Review B 86, 045139 (2012).
52 X.-L. Qi, arXiv preprint arXiv:1309.6282 (2013).
53 R. Pfeifer, G. Evenbly, and G. Vidal, Physical Review A
79, 040301 (2009), arXiv:0810.0580.
54 S.-S. Lee, (2013), arXiv:1305.3908.
55 The usual numerical approach is to introduce additional
refinement parameters — for example truncating the bond-
order of an MPS? or corner transfer matrix? description
of the environment. This truncation effectively projects the
PEPS states to a more restricted sub-manifold? ? . This
implicit identification of the variational manifold makes it
much trickier to construct a higher dimensional field inte-
gral.
56 G. Vidal, Physical Review Letters 99, 220405 (2007),
arXiv:cond-mat/0512165.
57 B. Swingle, Physical Review D 86 (2012), 10.1103/Phys-
RevD.86.065007.
58 S.-S. Lee, Nuclear Physics B 832, 567 (2010).
59 S.-S. Lee, Nuclear Physics B 851, 143 (2011).
