Abstract: This paper presents a global optimization method for structural design optimization, which integrates subset simulation optimization (SSO) and the dynamic augmented Lagrangian multiplier method (DALMM). The proposed method formulates the structural design optimization as a series of unconstrained optimization sub-problems using DALMM and makes use of SSO to find the global optimum. The combined strategy guarantees that the proposed method can automatically detect active constraints and provide global optimal solutions with finite penalty parameters. The accuracy and robustness of the proposed method are demonstrated by four classical truss sizing problems. The results are compared with those reported in the literature, and show a remarkable statistical performance based on 30 independent runs.
Introduction
In modern design practice, structural engineers are often faced with structural optimization problems, which aim to find an optimal structure with minimum weight (or cost) under multiple general constraints, e.g., displacement, stress, or bulking limits, etc. It is theoretically straightforward to formulate the structural optimization problem as a constrained optimization problem in terms of equations under the framework of mathematical programming. This, however, is very challenging to accomplish in practice, at least, due to three reasons: (a) the number of design variables is large; (b) the feasible region is highly irregular; and (c) the number of design constraints is large.
Flexible optimization methods, which are able to deal with multiple general constraints that may have non-linear, multimodal, or even discontinuous behaviors, are desirable to explore complex design spaces and find the global optimal design. Optimization methods can be roughly classified into two groups: gradient-based methods and gradient-free methods. Gradient-based methods use the gradient information to search the optimal design starting from an initial point [1] . Although these methods have been often employed to solve structural optimization problems, solutions may not be good if the optimization problem is complex, particularly when the abovementioned major difficulties are involved. An alternative could be the deterministic global optimization methods, e.g., the widely used DIRECT method [2, 3] , which is a branch of gradient-free methods. Recently, Kvasov and his colleagues provided a good guide on the deterministic global optimization methods [4] and carried out a comprehensive comparison study between the deterministic and stochastic global optimization methods for one-dimensional problems [5] . One of the main disadvantages of the deterministic global optimization methods is the high-dimensionality issue caused by the larger number of design variables [3] or constraints. In contrast, another branch of gradient-free methods (or stochastic optimization methods), such as Genetic Algorithms (GA) [6] [7] [8] [9] [10] [11] [12] , Simulated Annealing (SA) [13] [14] [15] ,
Subset Simulation Optimization (SSO)

Rationale of SSO
Subset simulation is a well-known, efficient Monte Carlo technique for variance reduction in the structural reliability community. It exploits the concept of conditional probability and an advanced Markov Chain Monte Carlo technique by Au and Beck [48] . It should be noted that subset simulation was originally developed for solving reliability analysis problems, rather than optimization design problems. The studies carried out by Li and Au [45] , Li [44] , and Li and Ma [46] -in addition to the current one-aim to apply subset simulation in optimization problems. Previous studies [44] [45] [46] have shown that optimization problems can be considered as reliability problems by treating the design variables as the random ones. Then, along a similar idea of Monte Carlo Simulation for reliability problems [51] , one can construct an artificial reliability problem from its associated optimization problem. As a result, SS can be extended to solve optimization problems as a stochastic search and optimization algorithm. The gist of this idea is based on a conceptual link between a reliability problem and an optimization problem.
Consider the following constrained optimization problem
where W(x) is the objective function at hand, x is the design variable vector, g i (x) is the ith inequality constraint, h j (x) is the jth equality constraint, n i is the number of inequality constraints, n e is the number of equality constraints, and x L and x U are the lower bounds and upper bounds for the design vector. Here, only the continuous design variables are considered in Equation (1) . The following artificial reliability problem is formulated through randomizing the design vector and applying the conceptual link between a reliability problem and an optimization problem:
where W opt is the minimum value of the objective function, F = W(x) ≤ W opt is the artificial failure event, and P F is its corresponding failure probability. As suggested by Li and Au [45] , there is no special treatment process for the design vector except for using truncated normal distributions to characterize the design vector and capture its corresponding bounds. The conversion given by Equation (2) maps the objective function W(x) into a real-valued random variable W. According to the definition of random variable, a random variable is a real function and its cumulative distribution function (CDF) is a monotonically non-decreasing and right-continuous function. Thus, it is obvious that the CDF value at W opt is 0. This indicates that the failure probability P F in Equation (2) is 0, too. However, of actual interest are the regions or points of x where the objective function acquires this zero failure probability, rather than the P F itself. In addition, based on the conversion in Equation (2), it is worthy of note that local optima can be avoided, at least from a theoretical point of view. The governing equation for subset simulation optimization is still given by [48]
where F i (i = 1, . . . , m) are the intermediate failure events and are nested, satisfying
The nesting feature of all intermediate events introduces a decomposition of a small probability. Then, searching for W opt in an optimization problem is converted to exploring the failure region in a reliability problem. The most important key step for a successful implementation of subset simulation 
Implementation Procedure of SSO
Based on subset simulation, an optimization algorithm is proposed that generally comprises 6 steps:
1.
Initialization. Define the distributional parameters for the design vector x and determine the level probability ρ and the number of samples at a simulation level (i.e., N).
is a function that rounds the number in the bracket down to the nearest integer. Set iteration counter K = 1.
2.
Monte Carlo simulation. Generate a set of random samples {x i , i = 1, 2, . . . N} according to the truncated normal distribution.
3.
Selection. Calculate the objective function W(x i ) for the N random samples, and sort them in ascending order, i.e., W (1) ≤ · · · ≤ W (N) . Obtain the first N S samples from the ascending sequence. Let the sample ρ-quantile of the objective function beŴ (1) , and set
, and then define the first intermediate event
4.
Generation. Generate conditional samples using the MMH algorithm from the sample {x 1 , . . . , x N S }, and set K = K + 1.
5.
Selection. Repeat the same implementation as in Step 3. 6.
Convergence. If the convergence criterion is met, the optimization is terminated; otherwise, return to Step 4.
In this study, the stopping criterion is defined as [44, 45] 
where ε is the user-specified tolerance andσ k is the standard deviation estimator of the samples at the kth simulation level. Numerical studies [44] [45] [46] suggest that this stopping criterion is preferable to those defined only using a maximum number of function evaluations or by comparing the objective function value difference with a specified tolerance between two consecutive iterations, although the latter ones are frequently used in other stochastic optimization methods. Thus, Equation (4) is adopted in this study.
The Augmented Lagrangian Subset Simulation Optimization
In this study, we propose a new SSO method for constrained optimization problems. It combines DALMM with SSO and is referred to as "augmented Lagrangian subset simulation optimization (ALSSO)". The proposed method converts the original constrained optimization problem into a series of unconstrained optimization sub-problems sequentially, which are formulated using the augmented Lagrangian multiplier method. Since the exact values of Lagrangian multipliers and penalty parameters at the optimal solution are unknown at the beginning of the current iteration, they are adaptively updated in the sequence of unconstrained optimization sub-problems. The term "dynamic" in DALMM refers to the automatic updating of the Lagrange multipliers and penalty parameters and indicates the difference between the conventional augmented Lagrangian multiplier method and DALMM.
The Augmented Lagrangian Multiplier Method
Dealing with multiple constraints is pivotal to applying SSO in a nonlinear constrained optimization. Although the basic idea of SSO is highly different from other stochastic optimization algorithms, one can still make use of the constraint-handling strategies used in them. Substantial research studies have been devoted to GA, PSO, etc. In our previous study [45, 46] , a modified feasibility-based rule motivated by Dong et al. [24] in PSO was proposed to handle multiple constraints for SSO, which incorporates the effect of constraints during the generation process of random samples of design variables. By this method, the feasible domain is properly depicted by the population of random samples. However, this rule fails to detect the active constraints directly.
The purpose of this paper is to present an alternative strategy to deal with multiple constraints in SSO for constrained optimization problems, which makes use of the augmented Lagrangian multiplier method. Consider, for example, a nonlinear constrained optimization problem with equality and inequality constraints. It can be converted into an unconstrained optimization problem by introducing Lagrange multiplier vector λ and penalty parameter vector σ [43] through the Lagrangian multiplier method. Then, the unconstrained optimization problem is given by
where L(x, λ, σ) is the following augmented Lagrangian function [25, 26, 50] :
The advantages of this augmented Lagrangian function in Equation (6) lie in bypassing the ill-conditioning caused by the need for infinite penalty parameters and transforming a stationary point in an ordinary Lagrangian function into a minimum point. It can be easily proved that the Karush-Kuhn-Tucker solution (x * , λ * ) of the problem in Equation (6) is a solution to the problem in Equation (1) [26, 43] . As a result, SSO for unconstrained optimization [44] can be applied to the problem in Equation (1) after it has been converted into the problem in Equation (6) . It is also well-known that if the magnitude of penalty parameters is larger than a positive real value, the solution to the unconstrained problem is identical to that of the original constrained problem [43] . Figure 1 shows a flowchart of the proposed method that contains an outer loop and inner loop. The outer loop is performed to formulate the augmented Lagrangian function, update the Lagrange multipliers and penalty parameters, and check the convergence. For the kth outer loop, the Lagrange multipliers λ k and penalty parameters σ k are considered as constant in the inner loop. Then, SSO is applied to solve the global minimum design of the augmented Lagrangian function L x, λ k , σ k with the given set of λ k and σ k in the kth outer loop. This also means that the Lagrange multipliers and penalty parameters are held at a fixed value in the inner loop. 
Initialization and Updating
The solution of the Lagrange multipliers are set to zero, as suggested by previous studies [25, 26, 50] . At the kth iteration, the update scheme of the Lagrange multipliers is given by σ . This updating scheme is based on the first optimality condition of the kth sub-problem [25, 26] 
The solution x * cannot be obtained from a single unconstrained optimization since the correct Lagrange multipliers and penalty parameter are unknown and problem-dependent. Initial guesses for λ 0 and σ 0 are required, and these are updated in the subsequent iterations. The initial values of the Lagrange multipliers are set to zero, as suggested by previous studies [25, 26, 50] . At the kth iteration, the update scheme of the Lagrange multipliers is given by
where θ i (x) are calculated from the solution x = x * k to the sub-problem in Equation (6) with the given Lagrange multipliers λ k and penalty parameters σ k . This updating scheme is based on the first optimality condition of the kth sub-problem [25, 26] , i.e.,
∂W(x) ∂x
The penalty parameters are arbitrarily initialized with 1, i.e., σ 0 = {1, . . . , 1} T . Sedlaczek and
Eberhard [26] have proposed a heuristic updating scheme for the penalty parameters. In their scheme, the penalty parameter of the ith constraint will be doubled when the constraint violation increases, reduced by half when the constraint violation decreases, or left unchanged when the constraint violation lies within the same order of the previous iteration. This updating scheme is applicable to both equality constraints and inequality constraints. For the determination of constraint violation, user-defined tolerances of acceptable constraint violation for equality constraints and inequality constraints are required to be specified before starting to solve the problem. It is noted that this updating scheme often leads to different values of a penalty parameter for a constraint in different iterations. Based on the authors' experience, the variation in the penalty parameters may cause instability in the convergence of the Lagrange multipliers and increase the computational efforts. In this study, we prefer to use a modified updating scheme that excludes the reduction part for penalty parameters. The updating scheme is
where g i x * k is the unified constraint violation measure. For equality constraints, g i x * k = h i x * k , and for inequality constraints g i x * k = g i x * k . Instead of changing the value of a penalty parameter in each iteration, they are increased only if the search process remains far from the optimum region.
In the updating scheme, the penalty parameter remains equal to 1 when the solution x * k of the current sub-problem is feasible. It should be pointed out that one can specify different tolerances for equality and inequality constraints if necessary. In order to assign an effective change to the Lagrange multipliers, a lower limit is imposed to all penalty parameters [25, 26] :
This special updating rule is extremely effective for early iterations, where the penalty parameters may be too small to provide a sufficient change. The automatic update of penalty parameters is an important feature of the proposed method.
Convergence Criterion for the Outer Loop
This subsection defines the convergence criterion for the outer loop. It has been suggested that if the absolute difference between λ k+1 and λ k is less than or equal to a pre-specified tolerance ε, then the optimization is considered to have converged. However, when this stopping criterion was checked for active constraints, both the authors and Jansen and Perez [25] experienced instability on the convergence properties of the Lagrange multipliers and penalty parameters. Jansen and Perez [25] proposed a hybrid convergence criterion by combining the absolute difference between the Lagrange multipliers with that of the objective function. In this study, we add a new convergence standard to the convergence criterion of Lagrange multipliers or the objective functions. In the new convergence standard, a feasible design is always preferable, and it possesses a higher priority than the other two criteria, i.e., the absolute difference criterion or the hybrid one. Suppose that x * k is the global minimum obtained from the kth sub-problem in Equation (6) using SSO; the process is terminated if
where ε is the user-defined tolerance for feasibility and g x * k 2 is the feasibility norm defined by
Combining the above three convergence criteria, the proposed ALSSO produces comparable optimal solutions in most cases. In some cases, however, a maximum number of iterations must be included in the convergence criterion because the instability of Lagrange multipliers is encountered even if using all three convergence criteria. If the iterative procedure does not meet the convergence criteria even at the maximum iteration number, the optimal solution obtained by the proposed ALSSO shall be considered as an approximate solution to the constrained optimization problem.
Test Problems and Optimization Results
The proposed method was tested in four classical truss sizing optimization problems. The level sample size was set to N = 100, 200, and 500 with a level probability of 0.1. The maximum number of simulation levels is set to 20 for the inner loop, while the maximum number of iterations is set to 50 for the outer loop. The selection of N and level probability has been discussed in the previous studies related to SSO and SS for reliability assessment. The numbers of iterations of inner and outer optimization loops are new parameters for the new framework of the structural optimization problem. We selected their values based on both our implementation experience and the experience of the other stochastic methods combined with DALMM, e.g., GA and PSO. The stopping tolerance in SSO and all the constraint tolerances are set to a user-defined tolerance of ε = 10 −4 . Since the present method is a stochastic one, 30 independent runs with different initial populations are performed to investigate the statistical performance of the proposed method, including several measures of the quality of the optimal results, e.g., the best, mean, and worst optimal weight as well as robustness (in terms of coefficient of variation, COV) for each optimization case. It should be pointed out that the total number of samples in the SSO stage (i.e., the inner loop) varies from iteration to iteration, as does the total number of samples for each structural optimization design case.
The proposed method was implemented in Matlab R2009, and all the optimizations were performed on a desktop PC with an Intel Core2 CPU@2.83 GHz and 8.0 GB RAM.
Planar 10-Bar Truss Structure
The first test problem regards the well-known 10-bar truss structure (see Figure 2) , which was previously used as a test problem in many studies. The modulus of elasticity is 10 Msi and the mass density is 0.1 lb/inch 3 . The truss structure is designed to resist a single loading condition with 100 kips acting on nodes 2 and 4. Allowable stresses are tensile stress σ U = +25 kip and compressive stress σ L = −25 kip. Displacement constraints are also imposed with an allowable displacement of 2 inch for all nodes. There is a total of 22 inequality constraints. The cross-sectional areas A 1 , . . . , A 10 are defined as the design variables with minimum size limit of 0.1 inch 2 and maximum size limit of 35.0 inch 2 .
The optimization results of ALSSO are compared with those available in the literature in Table 1 , including optimal design variables and minimal weight. It should be pointed out that the maximum displacements evaluated from GA, HA, HPSACO, HPSSO, SAHS, and PSO at the optimum designs exceed the displacement limits of 2.0 inch. Furthermore, the GA solution also violates the stress limits. The proposed method and ALPSO converged to fully feasible designs. The present results are in good agreement with those obtained using PSO and DALMM (i.e., ALPSO) by Jansen and Perez [25] . The optimized design obtained by ALSSO is competitive with the feasible designs from ABC-AP, TLBO, MSPSO, and WEO. The statistical performance of the proposed algorithm is evaluated in Table 2 . The reported results were obtained from 30 independent optimization runs each including 100, 200, and 500 samples at each simulation level. The "SD" column refers to the standard deviation on optimized weights, while the "NSA" column refers to the number of structural analyses. The number in parentheses is the NSA required by the proposed method for the best design run. It appears that the proposed approach is very robust for this test problem by checking the SD column. The statistical performance of the proposed algorithm is evaluated in Table 2 . The reported results were obtained from 30 independent optimization runs each including 100, 200, and 500 samples at each simulation level. The "SD" column refers to the standard deviation on optimized weights, while the "NSA" column refers to the number of structural analyses. The number in parentheses is the NSA required by the proposed method for the best design run. It appears that the proposed approach is very robust for this test problem by checking the SD column. Figure 3 shows the convergence curve obtained for the last optimization run with N = 500. ALSSO automatically detects the active constraints by checking values of Lagrange multipliers. This design problem was dominated by two active displacement constraints. This information can be utilized to explain why some optimization results reported in the literature tended to violate displacement constraints. Figure 3 shows the convergence curve obtained for the last optimization run with N = 500. ALSSO automatically detects the active constraints by checking values of Lagrange multipliers. This design problem was dominated by two active displacement constraints. This information can be utilized to explain why some optimization results reported in the literature tended to violate displacement constraints. 
Spatial 25-Bar Truss Structure
The second test problem regards the spatial 25-bar truss shown in Figure 4 . The modulus of elasticity and material density are the same as in the previous test case. The 25 truss members are organized into 8 groups, as follows:
A18-A21, and (8) A22-A25. The cross-sectional areas of the bars are defined as the design variables and vary between 0.01 inch 2 and 3.5 inch 2 . The weight of the structure is minimized, subject to all members satisfying the stress limits in Table 3 and nodal displacement limits in three directions of ±0.35 inch. There is a total of 110 inequality constraints. The truss is subject to the two independent loading conditions listed in Table 4 , where x P , y P and z P are the loads along x-, y-and z-axis, respectively. 
The second test problem regards the spatial 25-bar truss shown in Figure 4 . The modulus of elasticity and material density are the same as in the previous test case. The 25 truss members are organized into 8 groups, as follows: (1) A 1 , (2) A 2 -A 5 , (3) A 6 -A 9 , (4) A 10 -A 11 , (5) A 12 -A 13 , (6) A 14 -A 17 , (7) A 18 -A 21 , and (8) A 22 -A 25 . The cross-sectional areas of the bars are defined as the design variables and vary between 0.01 inch 2 and 3.5 inch 2 . The weight of the structure is minimized, subject to all members satisfying the stress limits in Table 3 and nodal displacement limits in three directions of ±0.35 inch. There is a total of 110 inequality constraints. The truss is subject to the two independent loading conditions listed in Table 4 , where P x , P y and P z are the loads along x-, y-and z-axis, respectively. Table 4 . Loading conditions acting on the 25-bar truss. This truss problem has been previously studied by using deterministic global methods [3] and many stochastic optimization methods [21, 27, 28, 31, [34] [35] [36] [37] [38] [39] 41, 45] . Table 5 compares the best designs found by ALSSO and the above-mentioned stochastic methods. Among the deterministic global methods, the Pareto-Lipschitzian Optimization with Reduced-set (PLOR) algorithm is better than the three DIRECT-type algorithms [3] . Therefore, only the optimized result obtained by PLOR is listed in Table 5 . All the published results satisfy the limits on the stress. To the best of our knowledge, CA [37] generated the best design for this test problem. The best designs from HM, HPSSO, improved TLBO, FPA, and WEO slightly violated the nodal displacement constraints. It can be seen from Table  5 that the proposed algorithm produced better designs than PLOR, HS, HPSO, SSO ABC-AP, SAHB, and MSPSO, and comparable with TLBO. Table 4 . Loading conditions acting on the 25-bar truss.
Load Cases Nodes Loads
Load Cases Nodes
Loads P x (kips) P y (kips) P z (kips) This truss problem has been previously studied by using deterministic global methods [3] and many stochastic optimization methods [21, 27, 28, 31, [34] [35] [36] [37] [38] [39] 41, 45] . Table 5 compares the best designs found by ALSSO and the above-mentioned stochastic methods. Among the deterministic global methods, the Pareto-Lipschitzian Optimization with Reduced-set (PLOR) algorithm is better than the three DIRECT-type algorithms [3] . Therefore, only the optimized result obtained by PLOR is listed in Table 5 . All the published results satisfy the limits on the stress. To the best of our knowledge, CA [37] generated the best design for this test problem. The best designs from HM, HPSSO, improved TLBO, FPA, and WEO slightly violated the nodal displacement constraints. It can be seen from Table 5 that the proposed algorithm produced better designs than PLOR, HS, HPSO, SSO ABC-AP, SAHB, and MSPSO, and comparable with TLBO. Statistical data listed in Table 6 prove that the present algorithm was also very robust for this test problem. Figure 5 shows the convergence curve obtained for the last optimization run with N = 500. For both load cases, ALSSO detected the y-displacement constraints of top nodes as active. Statistical data listed in Table 6 prove that the present algorithm was also very robust for this test problem. Figure 5 shows the convergence curve obtained for the last optimization run with N = 500. For both load cases, ALSSO detected the y-displacement constraints of top nodes as active. 
Spatial 72-Bar Truss Structure
The third test example regards the optimal design of the spatial 72-bar truss structure shown in Figure 6 . The modulus of elasticity and material density are the same as in the previous test cases. The 72 members are organized into 16 groups, as follows: (14) A59-A66, (15) A67-A70, and (16) A71-A72. The truss structure is subject to 160 constraints on stress and displacement. A displacement limit within ±0.25 inch is imposed on the top nodes in both x and y directions, and all truss elements have an axial stress limit within ±25 ksi. The truss is subject to the two independent loading conditions listed in Table 7 . 
The third test example regards the optimal design of the spatial 72-bar truss structure shown in Figure 6 The truss structure is subject to 160 constraints on stress and displacement. A displacement limit within ±0.25 inch is imposed on the top nodes in both x and y directions, and all truss elements have an axial stress limit within ±25 ksi. The truss is subject to the two independent loading conditions listed in Table 7 . This truss problem has been previously studied using deterministic global methods [3] , a GAbased method [9] , HS [28] , ACO [16] , PSO [23] , ALPSO [25] , BB-BC [33] , SAHS [27] , TLBO [34] , CA [37] , and WEO [39] . Their best designs are compared against that obtained by the proposed method, and are shown in Table 8 . The proposed method produced a new best design with a weight of 379.5922 lb. Among the deterministic global methods, the DIRECT-l algorithm found the best design for this test case (Table 8) . However, the corresponding structural weight is larger than the structural weight obtained by the proposed method. It should be noted that the maximum displacements of GA, HS, ALPSO, BB-BC, and FPA exceed the x-and y-displacement limits on node 17. In particular, the optimum design found by HS also violates the compressive stress limits of bar members 55, 56, 57, and 58 under load case 2. The optimum design found by the proposed method satisfies both stress limits and displacement limits and is better than SAHS, TLBO, and CA. Element and node numbering system Figure 6 . Schematic of the spatial 72-bar truss structure. Table 7 . Loading conditions acting on the 72-bar truss.
Node
Case 1 (kips) Case 2 (kips) P x P y P z P x P y P z This truss problem has been previously studied using deterministic global methods [3] , a GA-based method [9] , HS [28] , ACO [16] , PSO [23] , ALPSO [25] , BB-BC [33] , SAHS [27] , TLBO [34] , CA [37] , and WEO [39] . Their best designs are compared against that obtained by the proposed method, and are shown in Table 8 . The proposed method produced a new best design with a weight of 379.5922 lb. Among the deterministic global methods, the DIRECT-l algorithm found the best design for this test case (Table 8) . However, the corresponding structural weight is larger than the structural weight obtained by the proposed method. It should be noted that the maximum displacements of GA, HS, ALPSO, BB-BC, and FPA exceed the x-and y-displacement limits on node 17. In particular, the optimum design found by HS also violates the compressive stress limits of bar members 55, 56, 57, and 58 under load case 2. The optimum design found by the proposed method satisfies both stress limits and displacement limits and is better than SAHS, TLBO, and CA. Statistical data listed in Table 9 prove that the present algorithm was also very robust for this test problem. Figure 7 shows the convergence curve obtained for the last optimization run with N = 500. ALSSO detected the x-and y-displacement constraints of node 17 for load case 1 as active. Statistical data listed in Table 9 prove that the present algorithm was also very robust for this test problem. Figure 7 shows the convergence curve obtained for the last optimization run with N = 500. ALSSO detected the x-and y-displacement constraints of node 17 for load case 1 as active. 
Planar 200-Bar Truss Structure
The last test example regards the optimal design of the planar 200-bar truss structure shown in Figure 8 . The modulus of elasticity is 30 Msi and the mass density is 0.283 lb/inch 3 . The stress limit on all elements is ±10 ksi. There are no displacement constraints. The structural elements are divided into 29 groups as shown in Figure 8 . The minimum cross-sectional area of all design variables is 0.1 inch 2 . The structure is designed against three independent loading conditions: (1) 1.0 kip acting in the positive x-direction at nodes 1, 6, 15, 20, 29, 34, 43, 48, 57, 62 , and 71; (2) 10.0 kips acting in the negative y-direction at nodes 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 15, 16, 17, 18, 19, 20, 22, 24, 26, 28, 29, 30, 31, 32, 33, 34, 36, 38, 40, 42, 43, 44, 45, 46, 47, 48, 50, 52, 54, 56, 57, 58, 59, 60, 61, 62, 64, 66, 68, 70, 71, 72, 73, 74 , and 75; (3) loading conditions (1) and (2) acting together.
This truss problem has been previously studied using SAHS [27] , TLBO [34] , ABC-AP [36] , WEO [39] , FPA [38] , HPSACO [40] , and HPSSO [41] . The optimized designs are compared in Table 10 . SAHS, TLBO, HPSSO, and WEO generated feasible designs while HPSACO, ABC-AP, FPA, and ALSSO slightly violated the constraints. TLBO produced the best design for this test problem. 
The last test example regards the optimal design of the planar 200-bar truss structure shown in Figure 8 . The modulus of elasticity is 30 Msi and the mass density is 0.283 lb/inch 3 . The stress limit on all elements is ±10 ksi. There are no displacement constraints. The structural elements are divided into 29 groups as shown in Figure 8 . The minimum cross-sectional area of all design variables is 0.1 inch 2 . The structure is designed against three independent loading conditions: (1) 1.0 kip acting in the positive x-direction at nodes 1, 6, 15, 20, 29, 34, 43, 48, 57, 62 , and 71; (2) 10.0 kips acting in the negative y-direction at nodes 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 15, 16, 17, 18, 19, 20, 22, 24, 26, 28, 29,30, 31, 32, 33, 34, 36, 38, 40, 42, 43, 44, 45, 46, 47, This truss problem has been previously studied using SAHS [27] , TLBO [34] , ABC-AP [36] , WEO [39] , FPA [38] , HPSACO [40] , and HPSSO [41] . The optimized designs are compared in Table 10 . SAHS, TLBO, HPSSO, and WEO generated feasible designs while HPSACO, ABC-AP, FPA, and ALSSO slightly violated the constraints. TLBO produced the best design for this test problem. Statistical data listed in Table 11 prove that the present algorithm was also robust for this test problem. Figure 9 shows the convergence curve obtained for the last optimization run with N = 500. Statistical data listed in Table 11 prove that the present algorithm was also robust for this test problem. Figure 5 shows the convergence curve obtained for the last optimization run with N = 500. 
Conclusions
This paper presented a hybrid algorithm for structural optimization, named ALSSO, which combines subset simulation optimization (SSO) with the dynamic augmented Lagrangian multiplier method (DALMM). The performance of SSO is comparable to other stochastic optimization methods. ALSSO employs DALMM to decompose the original constrained problem into a series of unconstrained optimization sub-problems, and uses SSO to solve each unconstrained optimization sub-problem. By adaptively updating the Lagrangian multipliers and penalty parameters, the proposed method can automatically detect active constraints and provide the globally optimal solution to the problem at hand. 
This paper presented a hybrid algorithm for structural optimization, named ALSSO, which combines subset simulation optimization (SSO) with the dynamic augmented Lagrangian multiplier method (DALMM). The performance of SSO is comparable to other stochastic optimization methods. ALSSO employs DALMM to decompose the original constrained problem into a series of unconstrained optimization sub-problems, and uses SSO to solve each unconstrained optimization sub-problem. By adaptively updating the Lagrangian multipliers and penalty parameters, the proposed method can automatically detect active constraints and provide the globally optimal solution to the problem at hand.
Four classical truss sizing problems were used to verify the accuracy and robustness of ALSSO. Compared to the results published in the literature, it is found that the proposed method is able to produce equivalent solutions. It also shows a remarkable statistical performance based on 30 independent runs. A potential drawback of ALSSO at present is that its convergence rate will slow down when the search process approaches the active constraints. In the future, we will introduce a local search strategy into ALSSO to further improve its efficiency and apply ALSSO to various real-life problems.
