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Abstract
The author applies Pohozaev identity to research the quantization for a Ginzburg–Landau type functional
related to superconductivity with normal impurity inclusion. Under the different assumptions, the author
obtains the quantization results by dealing with the defect on the junction.
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1. Introduction
In [3] and [7], the authors have studied the quantization effects for the system
−u = u(1 − |u|2) in R2,
which is associated with the Ginzburg–Landau functional
G(u) =
∫
Ω
[
1
2
|∇u|2 + 1
4ε2
(
1 − |u|2)2
]
dx,
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(cf. [1] and [2]). Afterwards, S.J. Ding, Z.H. Liu and W.H. Yu have investigated the asymptotic
behavior of minimizers uε ∈ H 1g (B1,R2) of the Ginzburg–Landau type energy
Eε(u,B1) = 12
∫
B1
|∇u|2 dx + 1
4ε2
∫
B1\Bρ
(
1 − |u|2)2 dx + 1
2ε2
∫
Bρ
|u|2 dx,
when ε and ρ → 0, where Br = B(0, r) for r > 0, and g : ∂B1 → S1 is a smooth map (cf. [5]).
This functional is related to the model of superconductivity with normal impurity inclusion, such
as superconducting-normal junctions (cf. [4,6]). B1 \Bρ and Bρ represent the domains occupied
by superconducting materials and normal conducting materials, respectively. In view of (2.1)
and (2.2) in [5], the Euler–Lagrange system of the minimizer uε is
−u = 1
ε2
u
(
1 − |u|2) in B1 \Bρ,
−u = − 1
ε2
u in Bρ.
In a natural way, we are concerned with the system
−u = u(1 − |u|2) in Br \Brρ, (1.1)
−u = −u in Brρ (1.2)
with 0 < r = ε−1. In this paper, we investigate the quantization of the energy functional
Eε(u,B1), by an argument in [3] for the systems (1.1) and (1.2). Different from the case in [3],
we need to handle the defect on the junction ∂Brρ , since u is not in C2 across the junction now.
Consider two cases as follows:
Case I: rρ → 0, when (ρ, r) → (0,∞);
Case II: rρ → ∞, when (ρ, r) → (0,∞).
From (2.12) and (2.13) in [5], we can find C > 0 such that for any r > 0,
|u| 1 in Br, (1.3)
‖∇u‖L∞(Br ) C. (1.4)
Corresponding with the boundary condition uε|∂B1 = g, we assume that∣∣u(x)∣∣→ 1 as rρ < |x| → ∞. (1.5)
Then, deg(u, ∂Br) is well defined for a sufficiently large r (cf. [3]). Write d = |deg(u, ∂Br)|.
In view of (1.5), there exists R0 > 0, such that
∣∣u(x)∣∣ 1
2
for |x| = R R0. (1.6)
This implies that there is a smooth single-valued function ψ(x), defined for |x|R0, such that
u(x) = (x)ei(dθ+ψ(x)), (1.7)
where  = |u|. If we write φ(x) = dθ + ψ , then it is well defined and smooth locally on the set
|x|R0.
Y.T. Lei / J. Math. Anal. Appl. 335 (2007) 243–259 245Theorem 1.1. Assume u solves (1.1), (1.2) and satisfies (1.5). If the energy satisfies the logarith-
mic growth condition, namely, there exists an absolute constant C > 0, such that for any r > 1,
ρ ∈ (0,1),∫
Br
|∇u|2 dx +
∫
Br\Brρ
(
1 − |u|2)2 dx  C(ln r + 1), (1.8)
∫
Brρ
|u|2 dx  C(| ln rρ| + 1), (1.9)
then, we have in Case I,∫
Brρ
|u|2 dx  o(1), (1.10)
∫
R2
(
1 − |u|2)2 dx = 2πd2; (1.11)
and in Case II,∫
Br\Brρ
(
1 − |u|2)2 dx  o(1), (1.12)
∫
R2
|u|2 dx = πd2. (1.13)
If the solution u of (1.1), (1.2) satisfies the stronger condition∫
R2
|∇u|2 dx < +∞, (1.14)
instead of (1.5), (1.8) and (1.9), then there holds the following stronger conclusion.
Theorem 1.2. Assume that u solves (1.1), (1.2), and satisfies (1.14), then either u(x) ≡ 0 or
|u(x)| ≡ 1 when x is not on ∂Brρ . Moreover, in Case I, then either u ≡ 0 or u ≡ C with |C| = 1
on R2.
Remark 1. We can investigate the limit of u(x) when |x| → +∞. In fact, in Case I, according
to Lemma 3.3 in [5], the energy is locally bounded. By this and a result in [1], we can deduce the
Ckloc-convergence of u. Thus, similar to the argument of Theorem 1 in [7], we also find a positive
constant θ0, such that lims→∞ u(s, θ) = ei(dθ+θ0) in H 1. In Case II, if u is uniformly continuous
on Brρ and 0 < d < +∞, then (1.13) implies that limrρ>|x|→∞ u(x) = 0. This conforms to the
defect appearing on the junction, where the normal conducting state arises.
Remark 2. Comparing with Cases I and II, the case of rρ = O(1) is more complicated when
we deal with the degree around ∂Brρ . The idea of applying Pohozaev’s identity to study the
quantization may be no more valid. It seems difficult to study the quantization of the energy now.
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Proposition 2.1 (Pohozaev’s identity). Assume u solves (1.1) and (1.2). Then there hold∫
Br\Brρ
(
1 − |u|2)2 dx = 1
2
∫
∂(Br\Brρ)
(
1 − |u|2)2|x|ds
+
∫
∂(Br\Brρ)
|x|(|∂τ u|2 − |∂νu|2)ds, (2.1)
2
∫
Brρ
|u|2 dx =
∫
∂Brρ
|u|2|x|ds +
∫
∂Brρ
|x|(|∂τ u|2 − |∂νu|2)ds. (2.2)
Proof. Multiply (1.1), (1.2) with (x · ∇u), and integrate over a bounded domain Ω with smooth
boundary. Noting∫
Ω
(x · ∇u)udx =
∫
∂Ω
∂νu(x · ∇u)ds −
∫
Ω
∇(x · ∇u)∇udx
=
∫
∂Ω
(x · ν)|∂νu|2 ds − 12
∫
Ω
x · ∇(|∇u|2)dx −
∫
Ω
|∇u|2 dx
=
∫
∂Ω
(x · ν)|∂νu|2 ds − 12
∫
∂Ω
(x · ν)|∇u|2 ds (2.3)
and ∫
Ω
(x · ∇u)u(1 − |u|2)dx = 1
2
∫
Ω
(
1 − |u|2)2 dx − 1
4
∫
Ω
div
[
x
(
1 − |u|2)2]dx
= 1
2
∫
Ω
(
1 − |u|2)2 dx dy − 1
4
∫
∂Ω
(
1 − |u|2)2(x · ν)ds,
∫
Ω
(x · ∇u)udx = 1
2
∫
Ω
div
(
x|u|2)dx −
∫
Ω
|u|2 dx
= 1
2
∫
∂Ω
(x · ν)|u|2 ds −
∫
Ω
|u|2 dx,
we obtain∫
Ω
(
1 − |u|2)2 dx = 1
2
∫
∂Ω
(
1 − |u|2)2(x · ν)ds +
∫
∂Ω
(x · ν)|∇u|2 ds − 2
∫
∂Ω
(x · ν)|∂νu|2 ds,
2
∫
Ω
|u|2 dx =
∫
∂Ω
|u|2(x · ν)ds +
∫
∂Ω
(x · ν)|∇u|2 ds − 2
∫
∂Ω
(x · ν)|∂νu|2 ds. (2.4)
(2.1) and (2.2) can be seen by taking Ω = Br \Brρ and Brρ in two identities above, respectively.
The proposition is proved. 
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Bt2\Bt1
g(x)dx C for 0 < t1 < t2, (2.5)
where C > 0 is independent of t1 and t2, then, for f (t) =
∫
∂Bt
g(x) ds, there holds
inf
{
tf (t); t ∈ [t1, t2]
}
 C
(
ln
t2
t1
)−1
. (2.6)
Proof. From (2.5), we can deduce that
inf
{
tf (t); t ∈ [t1, t2]
}
ln
t2
t1

t2∫
t1
tf (t)
t
dt =
∫
Bt2\Bt1
g(x)dx G.
It is easy to see the conclusion. 
Proposition 2.3. Let g > 0 be a positive function on R2. If g satisfies∫
BR
g(x) dx  C, ∀R > 0, (2.7)
with the constant C > 0 independent of R > 0, then for 0 < t < R,∫
BR
g(x)|x||∇ηt |dx  o(1), when R → ∞.
Here ηt (x) = η(xt ), where η ∈ C∞(R2, [0,1]) satisfies η(x) = 1 for |x| 1/2, and η(x) = 0 for|x| 1.
Proof. Clearly, ∇ηt (x) = 0 when |x| > t or |x| < t/2, and |∇ηt |Ct−1. Then, we have∫
BR
g(x)|x||∇ηt |dx  Ct−1
∫
t
2|x|t
|x|g(x)dx  C
∫
t
2|x|t
g(x) dx.
Using the mean value theorem, we may find some ξ ∈ [1/2,1], such that∫
BR
g(x)|x||∇ηt |dx  C t2
∫
∂Bξt
g(x) ds  C
(
ξ t
∫
∂Bξt
g(x) ds
)
.
Taking t = tj ∈ [
√
R,R] in (2.6), and applying Proposition 2.2 and (2.7), we can see the conclu-
sion by letting R → ∞. 
3. Proof of Theorem 1.1
Proposition 3.1. Assume that u solves (1.1) and (1.2). If u satisfies (1.5) and (1.8), (1.9), then
for some (ρj , rj ) → (0,∞),
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∫
Brj \Brj ρj
(
1 − |u|2)2 dx + 2
∫
Brj ρj
|u|2 dx O(1). (3.1)
Proof. Combining (2.1) with (2.2) yields∫
Br\Brρ
(
1 − |u|2)2 dx + 2
∫
Brρ
|u|2 dx
= 1
2
∫
∂(Br\Brρ)
(
1 − |u|2)2|x|ds +
∫
∂Brρ
|u|2|x|ds +
∫
∂Br
|x|(|∂τ u|2 − |∂νu|2)ds. (3.2)
Hence, ∫
Br\Brρ
(
1 − |u|2)2 dx + 2
∫
Brρ
|u|2 dx + 1
2
∫
∂Brρ
(
1 + |u|4)|x|ds
= 1
2
∫
∂Br
(
1 − |u|2)2|x|ds + 2
∫
∂Brρ
|u|2|x|ds +
∫
∂Br
|x|(|∂τ u|2 − |∂νu|2)ds. (3.3)
Write f (t) = ∫
∂Bt
[|∇u|2 + (1 − |u|2)2]ds. Applying Proposition 2.2, from (1.8) we can deduce
that
1
2
inf
{
tf (t); t ∈ [√r, r]} ln r 
r∫
√
r
tf (t)
t
dt E(u,Br)C ln r,
which means inf{tf (t); t ∈ [√r, r]} C. Thus, there exists tm → ∞ such that
tmf (tm)O(1). (3.4)
When rρ O(1) as (ρ, r) → (0,∞), it is easy to see from (1.3) that∫
∂Brρ
|u|2|x|ds O(1). (3.5)
In Case II, similar to the derivation of (3.4), using Proposition 2.2 and (1.9), we may also find
a subsequence tj of tm, such that as (ρj , tj ) → (0,∞),
tj ρj
∫
∂Btj ρj
|u|2 ds O(1). (3.6)
Taking (ρ, r) = (ρj , tj ) → (0,∞) in (3.3), and substituting (3.4)–(3.6) into it, we can obtain the
conclusion of the proposition. 
Proposition 3.2. Under the assumption of Proposition 3.1, we have that, for any given large
constant R0 > 0, there exists a constant C > 0 such that∫
R2\BR0
[|∇|2 + |∇ψ |2]dx  C. (3.7)
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− + |∇φ|2 = (1 − 2) in Br \ (Brρ ∪BR0), (3.8)
 − |∇φ|2 =  in Brρ \BR0 , (3.9)
div
(
2∇φ)= 0 in Br \BR0 . (3.10)
Let R0 > 0 be a fixed large constant such that (1.6) holds. By using (1.7), ∂νθ = 0, (1.1) and (1.2),
we can deduce that∫
∂Br
2∂νψ ds =
∫
∂Br
u∧ ∂νuds =
∫
Br
div(u∧ ux1 , u∧ ux2) dx =
∫
Br
u∧udx = 0
for any r  R0. Therefore, if we write ψR = 12πR
∫
∂BR
ψ ds, then by virtue of (1.4) it follows
that ∫
∂BR0
2(d∂νθ + ∂νψ)(ψ −ψR)ds =
∫
∂BR0
2ψ∂νψ ds − 0 = C1,
where C1 = C(R0) only depends on R0. From this and (3.10) we can deduce that∫
BR\BR0
2∇φ∇ψ dx =
∫
BR\BR0
div
(
ψ2∇φ)dx =
∫
∂(BR\BR0 )
2ψ∂νφ ds
=
∫
∂BR
2∂νψ(ψ −ψR)ds −C1, ∀R >R0. (3.11)
In virtue of (1.3) and ∫
BR\BR0 ∇θ∇ψ dx = 0 (which is implied by [3, (2.28)]), we get from (3.11)
that ∫
BR\BR0
2|∇ψ |2 dx 
∫
∂BR
|∂νψ ||ψ −ψR|ds +C. (3.12)
Using Hölder’s and Poincaré’s inequalities, we have
∫
∂BR
|∂νψ ||ψ −ψR|ds 
( ∫
∂BR
|∂νψ |2 ds
)1/2(
R2
∫
∂BR
|∂τψ |2 ds
)1/2
 R
2
∫
∂BR
|∇ψ |2 ds.
Substituting this into (3.12), and noticing (1.6), we obtain∫
BR\BR0
|∇ψ |2 dx  CR
∫
∂BR
|∇ψ |2 ds +C. (3.13)
From (1.6) and (1.8), it follows that∫
Br\BR0
|∇ψ |2 dx  C ln r.
Thus, if we write f (r) = ∫ |∇ψ |2 ds, then, by using Proposition 2.2, we get
∂Br
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2
inf
{
tf (t); t ∈ [√r, r]}
r∫
√
r
tf (t)
t
dt 
r∫
R0
f (t) dt  C ln r.
This means that for any r  R0, inf{tf (t); t ∈ [√r, r]}  C. Hence, there exists a sequence
rj → ∞ such that rjf (rj ) C. Taking R = rj in (3.13), we have∫
R2\BR0
|∇ψ |2 dx  C. (3.14)
Step 2. When rρ  O(1) as (ρ, r) → (0,∞), we can choose R0 > 4rρ. Then (3.8) holds
on Br \BR0 . Similar to the derivation of (2.39) in [3], applying (3.14) we also obtain∫
R2\BR0
|∇|2 dx  C. (3.15)
Thus, (3.7) is proved.
Step 3. In Case II, we can choose R0 < rρ/4. Then, (3.8) holds on Br \Brρ , and (3.9) holds on
Brρ \ BR0 . Let η ∈ C∞(R2, [0,1]) satisfy η(x) = 1 for |x| 1/2, and η(x) = 0 for |x| 1. Set
ηt (x) = η(xt ) for t < r . Multiplying (3.8) and (3.9) by (1 − )η2t , and integrating over Br \ Brρ
and Brρ \BR0 , respectively, we obtain∫
Br\Brρ

(
1 − 2)(1 − )η2t dx
=
∫
∂Brρ
(1 − )η2t ∂ν ds −
∫
Br\Brρ
|∇|2η2t dx
− 1
2
∫
Br\Brρ
∇(1 − )2∇η2t dx +
∫
Br\Brρ
|∇φ|2(1 − )η2t dx,
∫
Brρ\BR0
(1 − )η2t dx
=
∫
∂(Brρ\BR0 )
(1 − )η2t ∂ν ds +
∫
Brρ\BR0
|∇|2η2t dx
+ 1
2
∫
Brρ\BR0
∇(1 − )2∇η2t dx −
∫
Brρ\BR0
|∇φ|2(1 − )η2t dx.
Subtracting one by another, we have∫
Br\BR0
|∇|2η2t dx +
∫
Br\Brρ

(
1 − 2)(1 − )η2t dx
= −
∫
∂BR
(1 − )η2t ∂ν ds −
1
2
∫
Br\BR
∇(1 − )2∇η2t dx
0 0
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∫
Br\BR0
|∇φ|2(1 − )η2t dx +
∫
Brρ\BR0
(1 − )η2t dx. (3.16)
Clearly, (1.4) leads to∫
∂BR0
|∂ν|ds  C(R0) = C. (3.17)
In addition, in view of Proposition 3.1, it follows that∣∣∣∣
∫
Br\BR0
∇(1 − )2∇η2t dx
∣∣∣∣

∣∣∣∣
∫
∂BR0
(1 − )2∂νη2t ds
∣∣∣∣+
∣∣∣∣
∫
Br\Brρ
(1 − )2η2t dx
∣∣∣∣+
∣∣∣∣
∫
Brρ\BR0
(1 − )2η2t dx
∣∣∣∣
C(R0)+Ct−2
(
1 + π(rρ)2) C, ∀t > rρ. (3.18)
Using Hölder’s inequality, from Proposition 3.1 and (3.14), we deduce that∫
Br\BR0
|∇φ|2(1 − )η2t dx

∫
Br\Brρ
(1 − )|∇φ|2 dx +
∫
Brρ\BR0
|∇φ|2 dx

( ∫
Br\BR0
d4
t4
dt
)1/2[( ∫
Br\Brρ
(1 − )2 dx
)1/2
+
( ∫
Brρ\BR0
2 dx
)1/2]
+
∫
Br\BR0
|∇ψ |2 dx C. (3.19)
Next, multiplying (3.9) by η2t with any t < rρ, we have∫
Brρ\BR0
η2t dx = −
∫
∂BR0
η2t ∂ν ds −
∫
Brρ\BR0
∇∇η2t dx −
∫
Brρ\BR0
|∇φ|2η2t dx. (3.20)
Similar to the derivation of (3.17)–(3.19), using Proposition 3.1 we also obtain∣∣∣∣
∫
∂BR0
ηt∂ν ds
∣∣∣∣+
∣∣∣∣
∫
Brρ\BR0
∇∇η2t dx
∣∣∣∣+
∫
Brρ\BR0
|∇φ|2 dx  C.
Substituting this into (3.20) and letting t → rρ, we see that∫
Brρ\BR
 dx  C.0
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The proposition is complete. 
Proof of Theorem 1.1. In Case I, from (1.3) we see that∫
Brρ
[(
1 − |u|2)2 + |u|2]dx C|Brρ | → 0,
as (ρ, r) → (0,∞), then (1.10) is obtained. Similarly,∫
∂Brρ
(
1 − |u|2)2|x|ds +
∫
∂Brρ
|u|2|x|ds → 0.
Thus, (3.2) becomes∫
Br
(
1 − |u|2)2 dx =
∫
∂Br
[
1
2
(
1 − |u|2)2 + (|∂τ u|2 − |∂νu|2)
]
|x|ds + o(1). (3.21)
Obviously, Propositions 3.1 and 3.2 imply
∫
Br\BR0
[(
1 − |u|2)2 + |∂τ |2 + (1 − 2) d
2
|x|2 + 2
2 d
|x| |∂τψ | + 
2|∂τψ |2 + |∂νu|2
]
dx
 C.
Similar to the derivation of (3.4), by using Proposition 2.2, we get
inf
{
F(rj ); rj ∈ [
√
r, r]} C(ln r)−1,
where
F(rj ) := rj
∫
∂(Brj \BR0 )
[(
1 − |u|2)2 + |∂τ |2 + (1 − 2) d
2
|x|2 + 2
2 d
|x| |∂τψ |
+ 2|∂τψ |2 + |∂νu|2
]
ds.
Thus, there exists rj → ∞, such that
F(rj ) o(1). (3.22)
Combining this with (3.21) and
|∂τ u|2 = |∂τ |2 + 2
(
d
|x| + ∂τψ
)2
= d
2
|x|2 + |∂τ |
2 + (2 − 1) d2|x|2 + 22
d
|x|∂τψ + 
2|∂τψ |2, (3.23)
we can see (1.11) since ∫
∂Br
|x| d2|x|2 ds = 2πd2.
In Case II: take R0 < t < T , such that rρ < t < (rρ)1+γ1 and r1−γ2 < T < r , where γ1 =
(rρ)−1, γ2 = r−1. Letting Ω = BT \Bt in (2.4), we also get
Y.T. Lei / J. Math. Anal. Appl. 335 (2007) 243–259 253
∫
BT \Bt
(
1 − |u|2)2 dx = 1
2
∫
∂(BT \Bt )
(
1 − |u|2)2|x|ds
+
∫
∂(BT \Bt )
|x|(|∂τ u|2 − |∂νu|2)ds. (3.24)
Similar to the derivation of (3.22), applying Propositions 2.2, 3.1 and 3.2, we may find Tj ∈
[r1−γ2 , r] and tj ∈ [rρ, (rρ)1+γ1 ], such that as (ρ, r) → (0,∞),
F(Tj )+ F(tj ) o(1). (3.25)
On the other hand, by (1.6), there is no any zero point of |u| in BT \Bt . Therefore,∫
∂(BT \Bt )
|x| d
2
|x|2 ds = 0. (3.26)
Letting (ρ, r) → (0,∞) in (3.24), and substituting (3.25) and (3.26) into the result, we see (1.12)
easily.
By Propositions 2.2 and 3.1, there exists a subsequence of tj in [rρ, (rρ)1+γ1 ], which can be
denoted by itself, such that as (ρ, r) → (0,∞),
tj
∫
∂Btj
|u|2 ds  o(1). (3.27)
Letting (ρ, r) → (0,∞) in (3.2), and applying (1.12), (3.23), (3.25) and (3.27), we can de-
duce (1.13). 
Remark. If rρ = O(1) when (ρ, r) → (0,∞), the results of Theorem 1.1 may be not deduced.
However, we can obtain that, from (2.1) and (2.2),∫
Br\Brρ
(
1 − |u|2)2 dx + 2
∫
Brρ
|u|2 dx
= 1
2
∫
∂(Br\Brρ)
(
1 − |u|2)2|x|ds +
∫
∂Brρ
|u|2|x|ds +
∫
∂Br
|x|(|∂τ u|2 − |∂νu|2)ds. (3.28)
If noting rρ < R0 (since maybe there exist zeros of u in Br \Brρ ), and letting r → ∞, we have∫
∂Br
(
1 − |u|2)2|x|ds +
∫
∂Br
|x||∂νu|2 ds  o(1),
∫
∂Br
|x||∂τ u|2 ds = 2πd2 + o(1)
by the results in the argument above. Substituting these into (3.28) with r → ∞, we get∫
R2\BR1
(
1 − |u|2)2 dx + 2
∫
BR1
|u|2 dx + R1
2
∫
∂BR1
(
1 + |u|4)ds − 2R1
∫
∂BR1
|u|2 ds = 2πd2.
Here R1 = lim(ρ,r)→(0,∞) rρ.
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Step 1. From (1.1) and (1.2) it is easy to obtain that
|u|2 = 2|∇u|2 + 2|u|2(|u|2 − 1) on Br \Brρ, (4.1)
|u|2 = 2|∇u|2 + 2|u|2 on Brρ. (4.2)
Multiplying (4.1) with ηt and integrating over Br \Brρ , we have∫
Br\Brρ
|u|2(1 − |u|2)ηt dx =
∫
Br\Brρ
|∇u|2ηt dx − 12
∫
∂(Br\Brρ)
ηt ∂ν |u|2 ds
+
∫
Br\Brρ
u∇u∇ηt dx. (4.3)
Similarly, multiplying (4.2) with ηt and (1 − |u|2)ηt , respectively, we get∫
Brρ
|u|2ηt dx = 12
∫
∂Brρ
ηt ∂ν |u|2 ds −
∫
Brρ
u∇u∇ηt dx −
∫
Brρ
|∇u|2ηt dx (4.4)
and ∫
Brρ
|u|2(1 − |u|2)ηt dx = 12
∫
∂Brρ
ηt
(
1 − |u|2)∂ν |u|2 ds + 12
∫
Brρ
∣∣∇|u|2∣∣ηt dx
−
∫
Brρ
u∇u∇ηt
(
1 − |u|2)dx −
∫
Br\Brρ
|∇u|2ηt dx. (4.5)
Step 2. If rρ  O(1) when (ρ, r) → (0,∞), from (4.3) with t < r (which implies ηt = 0
on ∂Br ) and (1.14), it is not difficult to deduce that∫
Br\Brρ
|u|2(1 − |u|2)ηt dx O(1).
Letting t → ∞, and combining this result with∫
Brρ
|u|2(1 − |u|2)dx  |Brρ |O(1),
we can see that∫
R2
|u|2(1 − |u|2)dx  C. (4.6)
In Case II, by taking t ∈ [(rρ)1−γ1 , rρ] with γ1 = (rρ)−1 in (4.4), and noticing that∣∣∣∣
∫
Brρ
u∇u∇ηt dx
∣∣∣∣= 12
∣∣∣∣
∫
Brρ
|u|2ηt dx
∣∣∣∣ Ct2
∫
t/2|x|<t
|u|2 dx, (4.7)
from (1.14) we can deduce that
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∫
Brρ
|u|2 dx O(1), (4.8)
when (ρ, r) → (0,∞). Choosing t > rρ in (4.4), and using (1.14), (4.7) and (4.8) we obtain∫
∂Brρ
ηt ∂ν |u|2 ds O(1). (4.9)
From (4.3) and (4.5) we also see (4.6) by applying (1.3), (1.14), (4.7) and (4.9).
Once (4.6) holds, by the same argument of Step 2 in [3, p. 46], we can derive that either∫
R2
|u|2 dx C (4.10)
or ∫
R2
(
1 − |u|2)dx C. (4.11)
Step 3. Similar to the calculation in the proof of (2.3), we have that for t < r ,∫
Br\Brρ
u(x · ∇u)ηt dx = −
∫
∂Brρ
|x||∂νu|2ηt ds + 12
∫
∂Brρ
|x||∇u|2ηt ds
−
∫
Br\Brρ
(x · ∇u)∇u∇ηt dx, (4.12)
∫
Brρ
u(x · ∇u)ηt dx =
∫
∂Brρ
|x||∂νu|2ηt ds − 12
∫
∂Brρ
|x||∇u|2ηt ds
−
∫
Brρ
(x · ∇u)∇u∇ηt dx. (4.13)
Take
√
r < t < r and let r → ∞. Then, by Proposition 2.3, from (1.14) it is deduced that∣∣∣∣
∫
Br\Brρ
(x · ∇u)∇u∇ηt dx
∣∣∣∣+
∣∣∣∣
∫
Brρ
(x · ∇u)∇u∇ηt dx
∣∣∣∣ C
∫
t/2|x|t
|∇u|2  o(1). (4.14)
In Case I, it is easy to see that∣∣∣∣
∫
∂Brρ
|x||∂νu|2ηt ds
∣∣∣∣+
∣∣∣∣
∫
∂Brρ
|x||∇u|2ηt ds
∣∣∣∣ o(1). (4.15)
In Case II, by using Proposition 2.2 and (1.14), we can also get (4.15). Substituting (4.14)
and (4.15) into (4.12) and (4.13), we obtain that as (ρ, r) → (0,∞),∣∣∣∣
∫
Br\Brρ
u(x · ∇u)ηt dx
∣∣∣∣ o(1), (4.16)
∣∣∣∣
∫
B
u(x · ∇u)ηt dx
∣∣∣∣ o(1). (4.17)rρ
256 Y.T. Lei / J. Math. Anal. Appl. 335 (2007) 243–259Step 4. If (4.10) is true, by virtue of (1.1) and (1.2), we obtain∫
Br\Brρ
u(x · ∇u)ηt dx = 12
∫
Br\Brρ
x · ∇
(
|u|2 − |u|
4
2
)
ηt dx
= 1
2
∫
∂(Br\Brρ)
|x|
(
|u|2 − |u|
4
2
)
ηt ds −
∫
Br\Brρ
(
|u|2 − |u|
4
2
)
ηt dx
− 1
2
∫
Br\Brρ
(
|u|2 − |u|
4
2
)
x · ∇ηt dx, (4.18)
∫
Brρ
u(x · ∇u)ηt dx = 12
∫
Brρ
x · ∇(|u|2)ηt dx
= 1
2
∫
∂Brρ
|x||u|2ηt ds −
∫
Brρ
|u|2ηt dx − 12
∫
Brρ
|u|2x · ∇ηt dx. (4.19)
In Case I, since t < r and rρ  o(1), it follows∣∣∣∣
∫
∂(Br\Brρ)
|x|
(
|u|2 − |u|
4
2
)
ηt ds
∣∣∣∣ o(1). (4.20)
Furthermore, by using Proposition 2.3 and (4.10), we have∫
Br\Brρ
(
|u|2 − |u|
4
2
)
x · ∇ηt dx  o(1). (4.21)
Substituting (4.20), (4.21) and (4.16) into (4.18) yields∫
Br\Brρ
(
|u|2 − |u|
4
2
)
ηt dx  o(1).
Combining with∫
Brρ
(
|u|2 − |u|
4
2
)
ηt dx  C|Brρ | o(1),
we have∫
Br
(
|u|2 − |u|
4
2
)
ηt dx  o(1).
Letting t ∈ (√r, r), and (ρ, r) → (0,∞), we get∫
R2
(
|u|2 − |u|
4
2
)
dx = 0,
which implies u ≡ 0.
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also derive (4.20), (4.21) and∫
∂Brρ
|x||u|2ηt ds +
∣∣∣∣
∫
Brρ
|u|2x · ∇ηt dx
∣∣∣∣ o(1).
Substituting these estimations and (4.16), (4.17) into (4.18) and (4.19), respectively, we also
derive that∫
Br\Brρ
(
|u|2 − |u|
4
2
)
dx  o(1),
∫
Brρ
|u|2 dx  o(1).
This means u(x) ≡ 0 if x is not on ∂Brρ .
Step 5. If (4.11) is true, by virtue of (1.1) and (1.2), we obtain that for t < r ,∫
Br\Brρ
u(x · ∇u)ηt dx = −14
∫
Br\Brρ
x · ∇(|u|2 − 1)2ηt dx
= 1
4
∫
∂Brρ
|x|(|u|2 − 1)2ηt ds + 12
∫
Br\Brρ
(|u|2 − 1)2ηt dx
+ 1
4
∫
Br\Brρ
(|u|2 − 1)2x · ∇ηt dx, (4.22)
∫
Brρ
u(x · ∇u)ηt dx = 12
∫
Brρ
x · ∇(|u|2 − 1)ηt dx
= 1
2
∫
∂Brρ
|x|(|u|2 − 1)ηt ds −
∫
Brρ
(|u|2 − 1)ηt dx
− 1
2
∫
Brρ
(|u|2 − 1)x · ∇ηt dx. (4.23)
In Case I, clearly, when (ρ, r) → (0,∞),∫
∂Brρ
|x|(|u|2 − 1)2ηt ds  o(1).
Using Proposition 2.3 and (4.11), we have∣∣∣∣
∫
Br\Brρ
(|u|2 − 1)2x · ∇ηt dx
∣∣∣∣ o(1).
Substituting these estimations and (4.16) into (4.22), we obtain
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∫
Br\Brρ
(
1 − |u|2)2 dx  o(1).
This, together with
∫
Brρ
(|u|2 − 1)2ηt dx  |Brρ | o(1), implies
∫
Br
(|u|2 − 1)2 dx  o(1),
which means |u| ≡ 1 on R2.
Integrating by parts over Br \Brρ and Brρ , respectively, we can deduce that for t ∈ (√r, r),∫
Br\Brρ
ηt|u|2 dx = −
∫
∂Brρ
ηt ∂ν |u|2 ds −
∫
Br\Brρ
∇ηt∇|u|2 dx,
∫
Brρ
ηt|u|2 dx =
∫
∂Brρ
ηt ∂ν |u|2 ds −
∫
Brρ
∇ηt∇|u|2 dx.
Adding one to another, we get∣∣∣∣
∫
Br
ηt|u|2 dx
∣∣∣∣=
∣∣∣∣
∫
Br
∇ηt∇|u|2 dx
∣∣∣∣ Ct
∫
t/2|x|t
∣∣∇|u|2∣∣dx.
Letting t → ∞, from (1.14) we see that∣∣∣∣
∫
Br
|u|2 dx
∣∣∣∣ o(1). (4.24)
On the other hand, (4.2) leads to∣∣∣∣
∫
Brρ
|u|2 dx
∣∣∣∣= 2
∫
Brρ
(|∇u|2 + |u|2)dx  2(‖∇u‖2L∞(Brρ) + 1
)|Brρ | o(1)
in view of (1.4). Combining this with (4.24) we have∣∣∣∣
∫
Br\Brρ
|u|2 dx
∣∣∣∣
∣∣∣∣
∫
Br
|u|2 dx
∣∣∣∣+
∣∣∣∣
∫
Brρ
|u|2 dx
∣∣∣∣ o(1). (4.25)
In virtue of (4.1), it follows that∫
Br\Brρ
|u|2 dx = 2
∫
Br\Brρ
[|∇u|2 + |u|2(|u|2 − 1)]dx.
Substituting (4.25) and |u| ≡ 1 into it, we obtain∫
Br\Brρ
|∇u|2 dx  o(1).
This, together with
∫ |∇u|2 dx  ‖∇u‖2 ∞ |Brρ | o(1), impliesBrρ L (Brρ)
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∫
Br
|∇u|2 dx  o(1).
Letting r → ∞, yields ∫R2 |∇u|2 dx = 0. Then, u ≡ C with |C| = 1 on R2.
In Case II, by applying Propositions 2.2, 2.3 and (4.11), we have∫
∂Brρ
|x|[(1 − |u|2)2 + (1 − |u|2)]ds +
∣∣∣∣
∫
Br\Brρ
(
1 − |u|2)2x · ∇ηt dx
∣∣∣∣
+
∣∣∣∣
∫
Brρ
(
1 − |u|2)2x · ∇ηt dx
∣∣∣∣ o(1).
Substituting this and (4.16), (4.17) into (4.22) and (4.23), respectively, we get∫
Br\Brρ
(
1 − |u|2)2 dx  o(1),
∫
Brρ
(
1 − |u|2)2 dx  o(1).
This means |u(x)| ≡ 1 if x is not on ∂Brρ . Theorem 1.2 is proved.
Remark. When (4.11) holds, |u| ≡ 1 on ∂Brρ is not true. Otherwise, by the result of Step 5, we
see |u| ≡ 1 on R2. Then, there must be ∫
∂Brρ
∂ν |u|2 ds = 0. On the other hand, (4.2) implies
∫
∂Brρ
∂ν |u|2 ds =
∫
Brρ
|u|2 dx = 2
∫
Brρ
(|∇u|2 + |u|2)dx > 0.
This leads to a contradiction.
Acknowledgments
The author is grateful to the referees for their helpful suggestions.
References
[1] F. Bethuel, H. Brezis, F. Helein, Asymptotics for the minimization of a Ginzburg–Landau functional, Calc. Var.
Partial Differential Equations 1 (1993) 123–148.
[2] F. Bethuel, H. Brezis, F. Helein, Ginzburg–Landau Vortices, Birkhäuser, Berlin, 1994.
[3] H. Brezis, F. Merle, T. Riviere, Quantization effects for −u = u(1 − |u|2) in R2, Arch. Ration. Mech. Anal. 126
(1994) 35–58.
[4] S.J. Chapman, Q. Du, M.D. Gungzburger, A Ginzburg–Landau type model of superconducting normal junctions
including Josephson junction, European J. Appl. Math. 6 (1995) 97–144.
[5] S.J. Ding, Z.H. Liu, W.H. Yu, A variational problem related to the Ginzburg–Landau model of superconductivity
with normal impurity inclusion, SIAM J. Math. Anal. 29 (1998) 48–68.
[6] Y.T. Lei, Asymptotic estimation for a p-Ginzburg–Landau type minimizer in higher dimensions, Pacific J. Math. 226
(2006) 103–135.
[7] I. Shafrir, Remarks on solutions of −u = u(1 − |u|2) in R2, C. R. Acad. Sci. Paris 318 (1994) 327–331.
