ABSTRACT
Introduction
Prediction of weather parameters such as soil temperature, air temperature, wind speed, relative humidity and rainfall have been shown to be useful for agricultural purposes. These weather parameters have also been found to be highly correlated to solar energy (George, 2001 ). Among these parameters, soil temperature is one of the most important factor that affects agricultural processes. However, obtaining accurate measurements of soil temperature are very expensive. Therefore, the development of predictive models to predict soil temperature without using historical soil temperature data is essential. However, it is a challenging task.
Soil temperature is an important meteorological parameter, especially for ground source heat pump applications, solar energy applications such as the passive heating and cooling of buildings, frost prediction and other agricultural applications (Mihalakakou, 2002) . It plays an important role in adjusting and controlling the interactive processes between the ground and the atmosphere. Soil temperature determines the type and rate of different physical and chemical reactions in the soil. It also affects diffusion of nutrients in soil and their uptake by plants. Furthermore , it has been shown that determination of ground surface temperature and ground temperature at different depths is very important for agricultural industries (Yılmaz, 2009 ). However, prediction of soil temperature is rather difficult, especially near the ground surface where the soil temperature variations are the highest (Mihalakakou, 2002) .
In recent years, there have been several studies concerning the determination of soil temperatures using traditional statistical models, other mathematical models and experimental methods (Tenge et Droulia et al., 2009; Prangnell and McGowan, 2009 ). In addition, models based Artificial Neural Networks (ANN) have also been developed. Traditional statistical models have limitations as forecasting models for soil temperature since they require historical soil temperature data for forecasting and it is very expensive to measure soil temperature. On the other hand, ANNs have been used in several studies to estimate meteorological variables.
Soil temperature and other agro-climatic variables involved may have complex inter-relationships. Such problems can be efficiently solved using ANNs. ANN have been found to provide better solutions than traditional statistical methods when applied to poorly defined and poorly understood complex systems. Various ANN models such as, Radial Basis Neural Networks and Feedforward Neural Networks (FNN) have been employed to model various meteorological variables (Chun-Chieh et al., 1997; Felker & Han, 1997; Mehmet, 2010) . In past studies (for instance, George, 2001; Mihalakakou, 2002 ) the potential of ANNs as alternatives to traditional statistical models for predicting soil temperature was evaluated. ANN models adopt approaches that can handle non linear and complex data and these approaches can be used without prior assumptions about the data. Due to difficulties and high costs associated with direct measurements of soil temperatures, ANN models provide an alternative to traditional statistical models for forecasting soil temperature.
Among the many structures of ANN that have been studied, the most widely used network structures for soil temperatures are the FNN models. Although FNNs have been employed to forecast soil temperature models in literature, they have all used past soil temperature data along with other environmental and physical factors such as, soil moisture, soil surface temperature etc as input variables. In contrast to the other studies, Yang et. al (1997) developed a FNN model to simulate the soil temperature at different depths (100, 500 and 1500 mm) by considering readily available meteorological parameters. As input variables, they used a few meteorological variables which measured at a weather station at central experimental farm in Canada, for five years. The model input variables consisted of daily rainfall, evaporation and the day of the year. Hayati and Mohebi (2008) explored the application of FNNs to study the design of short-term temperature forecasting (STTF) systems in Iran. However, none of the methods found in literature have focused on forecasting soil temperature using a large number of other agro-climatic variables.
Nonlinear Auto Regressive neural network with exogenous input model (NARX) was rarely employed in past studies to forecast soil temperature. However, NARX has the ability to build non linear autoregressive model and hence it is suitable to identify non linear dependencies among soil temperature and other climatic variables. Shahlla et.al (2011) developed ANN models to estimate soil temperature for any day by using historical data related to various meteorological variables between the years of 1980 and 1984 in Iraq. Soil temperature at depths of 5, 10, 20, 50 and 100cm within the time 9, 12 and 15 hours were used. They have constructed three ANN models: (1) FNN trained with a Back propagation algorithm (BP) (2) FNN trained with Cascade-Forward algorithm, and, (3) NARX. Their results indicated that NARX model, consisting of five input variables: previous day's minimum and maximum atmospheric temperature, sunshine hours, time and day of the year, was the best model for forecasting the soil temperature for targeted depths of the city of Nineveh in Iraq.
The main objective of our study is to propose a better approach to forecast morning and evening soil temperature at depths 5cm and 10cm, at Bathalagoda area. Our attempt was to develop models to forecast soil temperature with the minimum use past soil temperature data, because obtaining such measures is very expensive. Therefore, we attempted to develop forecasting models mainly based on other agro-climatic variables. This study may be the first study in Sri Lankan context that applies an ANN approach to build forecasting models for soil temperature. Furthermore, it differs from Shahlla et.al (2011) in the sense that the selection of potential input variables in this study is based on statistical techniques rather than selecting them arbitrarily. Moreover, we paid attention to the variation of soil temperature during a day and hence considered morning and evening soil temperature separately rather than considering an average value.
The rest of this paper is organized as follows: first the theoretical background of the ANN models and different network parameters are explained. Then a subsequent section describes the experiments carried out. This section is followed by results and discussion. The conclusions are drawn up in the final section.
Methods and Experiments
Traditional statistical techniques, such as time series and Markov chain models, are inappropriate for building forecasting models in this case, as the aim of this study is to propose a model which has ability to forecast soil temperature with the minimum use of its historical data. Multiple regressions models also have limitations due to presence of autocorrelations of observation of the response variables used in this study. Therefore, as with the past studies, this study also adopted two ANN models, namely FNN and NARX as forecasting models. The techniques behind these two modeling approaches are briefly discussed in this section. The experiments carried out to achieve the objective are also presented at the later part.
Feedforward Neural Network (FNN) model
In a FNN each neuron in a layer is connected to all the neurons of the next layer and the neurons in one layer are not connected among themselves. All the nodes within a layer act simultaneously. The data passing through the connections from one neuron to another are multiplied by weights that control the strength of a passing signal. When these weights are modified, the data transferred through the network changes consequently, the network output also changes. The signal emanating from the output node is the network's solution to the input problem. An example of FNN model is shown in Figure 01 .
Each neuron multiplies every input by its interconnection weight, sums the product and then passes the sum through a transfer function to produce its result.
The following equation gives the net input to the j th neuron of the current hidden layer,
where l i is the output of the i th neuron of the input layer or the previous hidden layer, w i j is the weight of the link connecting i th neuron of the previous layer to j th neuron of the current hidden layer, and b j is the bias associated with the j th neuron of the current hidden layer.
The output of the j th neuron of the current hidden layer is given by,
where f is the transfer function associated with the hidden layer neurons. The Logistic-sigmoid function, which is usually a nonlinear function, was used in this study. Logistic-sigmoid is the most commonly used activation function in feedforward neural networks. The input to and the output of the k th neuron in the output layer can be defined similarly. Equations (3) and (4) give the input to and the output of the k th neuron of the output layer respectively. (3) where l j is the output of the j th neuron of the previous hidden layer, w jk is the weight of the link connecting j h neuron of the previous layer to k th neuron of the output layer, and b k is the bias associated with the k th neuron of the output layer.
where f ′ is the transfer function associated with the output layer neurons. Usually, ) (x f ′ = x is sufficient. The 'purelin' function represents the data in a broader range, which may have positive effect in the performance of the network.
An input vector is presented to the input layer, and then the network computes the output for the non-input units (Tilakaratne, 2004) .
Nonlinear Auto Regressive neural network with exogenous inputs (NARX) model
The 
The output of an NARX model, y(n), is related to a finite number of past outputs and exogenous inputs (
) as shown in (5) . In this equation, u i (n-1) represents value of the i th exogenous input variable at time n-1, y (n) is the output of the network which represents the value of the endogenous variable at time n, and f is a nonlinear function. The NARX model can be implemented by using a FNN to approximate the function, f, where the next value of the dependent output variable, that is, y (n) is regressed on current values of the output variable as well as the current values of exogenous input variables. A diagram of the resulting network is shown in Figure 02 .
The output of a NARX network is an estimation based on a nonlinear dynamic system that fits the given model. The output is fed back as input to the feedforward neural network according to the standard NARX architecture. The main advantage of this architecture is that at the beginning of training only the actual values of y(n-1) is needed to forecast y(n). Therefore, minimum historical values are used as input variables to forecast future values of y.
There are many applications for the NARX network. It can be used as a predictor, to predict the next value of the input variable. It can also be used for nonlinear filtering, in which the target output is a noise-free version of the input variables. 
Experiments
The weekly agro-climatic data (weekly average minimum air temperature, weekly average maximum air temperature, weekly aggregate rainfall, weekly average sun shine hours, weekly average relative humidity (morning and evening) , weekly average pan evaporation , weekly average wind velocity) from 1990 to 2010 provided by the Rice Research and Development Institutes (RRDI) located in Bathalagoda, were used for this study. Weekly average morning and evening soil temperature data at depths of 5cm, 10cm measured during the same period were also used. The aim was to identify four models to forecast morning and evening temperature at two depths concerned.
The data set was separated into training set, validation set and test sets. The most recent data (from 2009-10) consisting of 9% of total data (93 observations) was included in the test set. Data from 2006-08 periods, amounting to 14% of total data (156 observations) was selected for the validation set. The rest of data (832 observations) was used as the training set.
Input variables were added according to the strength of cross-correlations between the response variable and the predicted variables. First, crosscorrelations between input and output variables and autocorrelations for each response variable at different lags were calculated to determine the potential input variables. Next, all possible input variable combinations were evaluated and the most suitable set of input variables were selected based on the performance of the neural network models.
After experimenting with several combinations of transfer functions, it was identified log sigmoid and linear functions are the best choice for the transfer functions between input -hidden layers and hidden-output layers, respectively. Several single hidden layer architectures were implemented, where the numbers of neurons in the hidden layer were varied. The artificial neural networks used in this analysis were fully connected, feedforward networks with a single input layer consisting of two to eight input neurons, a single hidden layer with three to ten hidden neurons and a single output layer with one output neuron. In addition, the input and hidden layer had a bias neuron feeding a continuously 'on' signal to each neuron in the layer. These networks were trained with the LevenbergMarquardt algorithm (Haykin, 1999) . This algorithm appears to be the fastest method for training moderate-sized feedforward neural networks (Demuth et.al., 2006) . Apart from this, it is well known as a robust algorithm.
Learning parameters such as learning rate and momentum can be more effective if they can be changed dynamically during the course of training. The value of the learning rate (α) has a great impact on the success of ANN applications (Haykin, 1999) . If it is increased too much, learning becomes unstable and the neural network could oscillate back and forth across the error minimum or could wander aimlessly around the error landscape. If the learning rate is too small, then the search process for the minimum error will be slow, leading to long computation times.
The addition of a momentum term to the training law generally results in faster training. The weight changes continue in the direction it was heading with the introduction of a momentum term. This weight change would be a constant multiple of the previous weight change in the absence of an error. The momentum term makes the weight updating process faster making convergence faster. The whole training process has also been found to be more stable with the introduction of a momentum term (Haykin, 1999) . The equation for momentum (Δw(n) ) is given below:
where Δw(n) is the n th change in weight w and the momentum term λΔw(n−1) is the momentum constant λ multiplied by the previous weight change. The momentum constant λ must be greater than zero and, to ensure convergence, should also be less than 1. It is possible to express Δw(n) as a sum of gradient estimates evaluated at the current and previous training steps by expressing this relationship recursively (Haykin, 1999) .
Number of layers, and nodes in each layer of the NARX network as same as those of the FNN. Additionally, it was trained with the same training algorithm used to train the FNN network. When training NARX network, the input vector needs the actual average soil temperature only at the beginning of the period, while for later weeks it uses the respective predicted value as an input soil temperature. In this sense, although NARX requires previous week's average soil temperature data, the use of historical data is a minimum. Four FNN models and four NARX models were identified as the better models to forecast morning and evening soil temperature at two depths.
Results and Discussion
Selection of the input variables is very important for satisfactory forecasting models. Cross-correlations between lag input variables and output variables as well as the autocorrelation coefficient of the output variables were employed to determine the potential input variables. The correlation coefficients related to the four output variables are shown in Table 1 .
According Table 1 , weekly average minimum and maximum temperature of previous week and present week, weekly average morning and evening relative humidity of previous week and present week, weekly average sun shine hours of previous week and present week and weekly average pan evaporation of previous week and present week are significantly correlated with current week's average morning soil temperature at depth 5cm. All of these variables, except weekly average sun shine hours of previous week and present week, are significantly correlated with the current week's average morning soil temperature at depth 10cm.
Weekly average minimum and maximum temperature of previous week and present week, weekly average morning and evening relative humidity of previous week and present week, weekly average wind velocity of previous week and present week, weekly average sunshine hours of previous week and present week, and weekly average pan evaporation of previous week and present week are significantly related with current week's average evening soil temperature at depth 5cm. All these variables, except weekly average wind velocity of previous week and present week, are significantly correlated with current week's average evening soil temperature at depth 10 cm. As the autocorrelation coefficient at lag one of average morning soil temperature at depth 5 cm is highly significant, previous week's average morning soil temperature at the same depth was considered as an input variable when building the respective forecasting models. Similarly, the autocorrelation coefficients at lag one of the average morning soil temperature at depth 10 cm as well as those of average evening soil temperature at two depths suggested considering their own previous week's value as a potential input variable.
Based on MSE and R 2 of the model of predicted values on actual values of soil temperature data, better FNN models and better NARX models which forecast morning and evening soil temperatures at two depths were selected. A summary of these eight models are given in Table 2 and Table 3 .
Among the models considered, FNN and NARX models with architectures 6-8-1, 7-8-1, 5-8-1 and 6-7-1 were identified as the best models to forecast soil temperature at 5cm and 10cm depths in morning and in evening, respectively.
As shown in Table 2 and Table 3 , best set of input variables for the model to forecast average morning soil temperature of present week at depth of 5cm were average minimum and average maximum temperature, average pan evaporation, average relative humidity in the evening, average sun shine hours of previous week and average relative humidity in the morning of present week. All of the above mentioned variables other than sun shine hours were found to the best set of input variables for the model to forecast average morning soil temperature of present week at depth of 10cm. All of the above mentioned variables pertaining to the current week were in the best set of input variables for the models forecasting average evening temperature of present week at depth of 10cm.
In addition to the above mentioned variables and wind velocity of present week were found to be the best set of input variables to forecast average evening temperature of present week at depth of 5cm. The best sets of input variables for the four NARX models were as same as those of the respective FNN models. Input variables to the forecasting models depend on the depths as well as the time of the day.
In the NARX networks model, the soil temperature data at two different depths depends not only on the metrological data of the current week, but also on the soil temperatures data at depths of 5 cm and 10 cm in the previous week.
The weights ( ij w , jk w ) and bias ( j b , k b ) of the FNN and NARX models are shown in Table 4 and Table 5 (see Apendix) respectively.
The estimated soil temperatures for the morning and evening at two different depths were calculated to substitute weights and bias in (5). The FNN model for morning soil temperature at 5cm is enumerated as an example in (8) Scatter plots of measured soil temperature against predicted for the test data set are shown in Figure 03 and Figure 04 for the FNN models and Figure 05 and Figure 06 for the NARX models. These figures depict that FNN and NARX models predict soil temperature with reasonably high accuracy.
The predicted values are very similar to the actual values in all cases. As shown in Table 2 and Table 3 The results indicate the suitability of FNN and NARX models for prediction of soil temperature at morning and evening at different depths. Since NARX models result in lower MSE and higher R 2 , it can be proposed that NARX models perform better than their FNN counterparts in forecasting morning and evening soil temperature at different depths. Furthermore, NARX model is faster than the FNN model with respect to time taken for training, validation and testing. The comparisons of Central Processing unit Time (CPU) between four models for all cases are shown in Table 6 in Appendix. The results represent the CPU time of FNN and NARX models for selection of fastest models for forecasting soil temperature in the morning and evening at different depths. NARX models incurred lower CPU times. Finally, it can be inferred that NARX models are more efficient than FNN models. 
Model

Conclusions and Further Research
The results exemplify that FNN and NARX based models produce reasonably high prediction accuracy for forecasting morning and evening soil temperature at depths 5cm and 10cm at the Bathalagoda area. Results also indicate that soil temperature can be written as a non linear function of the selected weather variables. Comparison of results from the two ANN models reveals that the NARX model is the better model to forecast morning and evening soil temperature at two depths at Bathalagoda area. However, researches can choose the model to predict the morning and evening soil temperatures at two different depths according to their requirements.
Minimum and maximum temperature, pan evaporation, relative humidity in the morning and evening during the previous week and present week were found to affect morning and evening soil temperature models at depths of 5cm and 10cm at the study area. Sun shine hours during the previous week and present week were found to affect the soil temperature both in the morning and evening at 5cm depth. However, the effect of sunshine hours during current week at depth of 10cm was found only in the evening. Wind velocity during current week was affected soil temperature at depth 5cm only in the evening.
Further research needs to be carried out in order to generalize the findings from this study. Similar studies can be carried out on weekly data collected from different geographical areas. Data collected on a daily basis would be more appropriate and more accurate in developing forecasting model(s) for morning and evening soil temperature at different depths. 
