We show (a) that any entire graphic self-shrinking solution to the Lagrangian mean curvature flow in C n with the Euclidean metric is flat; (b) that any space-like entire graphic self-shrinking solution to the Lagrangian mean curvature flow in C n with the pseudo-Euclidean metric is flat if the Hessian of the potential is bounded below quadratically; and (c) the Hermitian counterpart of (b) for the Kähler Ricci flow.
Introduction
Self-similar solutions to curvature flows play an important role in understanding the general behavior of the flow and the types of singularities that can develop. For mean curvature flow, self-shrinking solutions arise naturally at a type-I singularity from Huisken's monotonicity formula [7] . More precisely, these are ancient families of immersions F ðx; tÞ : S Â ðÀy; 0Þ ! R N of some manifold S into R N which solve the mean curvature flow equation 
Conversely, if an embedding F satisfies (2) then the corresponding solution to the mean curvature flow will be a self-shrinking solution. If a Lagrangian graph ÈÀ x; DuðxÞ Á :
x A R n É
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in R 2n satisfies (2) , then up to an additive constant the potential function u solves arctan l 1 ðxÞ þ Á Á Á þ arctan l n ðxÞ ¼ 1 2
x Á DuðxÞ À uðxÞ ð3Þ where l 1 ðxÞ; . . . ; l n ðxÞ are the eigenvalues of the Hessian D 2 u of u at x A R n . The first main result in this note is the following Bernstein type rigidity for entire self-shrinking solutions for Lagrangian mean curvature flow: Theorem 1.1. If uðxÞ is an entire smooth solution to equation (3) in R n , then uðxÞ is the quadratic polynomial uð0Þ þ 1 2 hD 2 uð0Þx; xi.
When R 2n ¼ fðx; yÞ : x; y A R n g is equipped with the indefinite metric P n i¼1 dx i dy i , if a space-like gradient graph ÈÀ x; DuðxÞ Á : x A R n É satisfies (2) then up to an additive constant the potential u is convex and satisfies the elliptic equation
We have Theorem 1.2. If uðxÞ is an entire smooth convex solution to (4) in R n , then uðxÞ is the quadratic polynomial uð0Þ þ 1 2 hD 2 uð0Þx; xi, provided either (i) D 2 uðxÞ f 2ðn À 1 þ dÞ jxj 2 I for any d > 0 as jxj ! y or (ii) u is radially symmetric.
Finally, we also consider the Hermitian analog of (4) and Theorem 1.2. Namely we consider real valued functions v : C m ! R satisfying ln det qqvðxÞ ¼ 1 2
x Á DvðxÞ À vðxÞ ð5Þ on C m . This is closely related to the Kähler Ricci flow as we describe in Section 4. We prove Theorem 1.3. If vðxÞ is an entire smooth pluri-subharmonic solution to (5) in C m , then vðxÞ is the quadratic polynomial vð0Þ þ 1 2 hD 2 vð0Þx; xi R 2m , provided either (i) qqvðxÞ f 2m À 1 þ d 2jxj 2 I for any d > 0 as jxj ! y or (ii) v is radially symmetric.
By using existence [1] and uniqueness [3] results for the Lagrangian mean curvature flow, the rigidity of self-expanding, self-shrinking and translating solutions for the Lagrangian mean curvature flow was studied in [2] when the Hessian of the potential function is uniformly bounded between À1 and 1. The same rigidity for self-shrinking and translating solutions with arbitrarily bounded Hessian was derived from a Liouville type property for ancient solutions to parabolic equations in [8] (for self-shrinking solutions, a special case of [8] was treated recently in [6] ). Theorem 1.1 improves the previous results on self-shrinking solutions by dropping the assumption on Hessian completely. For the pseudo-Euclidean case, under a similar assumption on the Hessian as in Theorem 1.2, namely quadratically decaying lower bound, the Bernstein type result was obtained in [6] . However, our method is completely di¤erent and much simpler, and further, gives a slightly sharper constant in the assumption on the Hessian (when scaling to the same equation (4)). Recently, it was shown in [10] that any entire graphic hypersurface solution to (2) must be flat, hence generalizing an earlier result in [4] .
A key ingredient in our arguments, for each of the three cases above, is that a natural geometric quantity, involving second order derivatives of the potential function, obeys a second order elliptic equation with an ''amplifying force''. We then construct a barrier function to show that the quantity is constant via the maximum principle. Finally, the homogeneity of the lower order terms in the equations implies the potentials are quadratic polynomials.
Proof of Theorem 1.1
We point out that if u satisfies (3) then vðx; tÞ ¼ Àtu
on R n Â ðÀy; 0Þ and the family of embeddings F ðx; tÞ ¼ À x; Dvðx; tÞ Á from R n into R 2n solves the mean curvature flow (1) (cf. [9] ). While this connection is our main motivation to study (3), we will not use (6) explicitly in our following proof of Theorem 1.1.
(cf. [5] ). For simplicity, for a function f , we denote
Observe that
Then we can di¤erentiate (9) as follows:
where we used the symmetry of B.
Di¤erentiating equation (3), and using (7) we have
and
Note that B is just the induced metric g of S n in C n with the Euclidean metric. It follows from (12) and (10) that Y satisfies the following elliptic equation of non-divergence form:
with the ''amplifying force'' 1 2
x Á DYðxÞ.
Next, we construct a barrier to show Y attains its global maximum at an interior point. Take a radially symmetric function
where e is any positive constant and B r 0 is the ball in R n centered at the origin with radius
where
Also for each x 3 0, we can find a rotation of coordinates in R n so that we have the following similarity of matrices:
Thus we have trðg À1 D 2 wÞ e trðID 2 wÞ: ð17Þ
Hence, when jxj f r 0 we have P n i; j¼1
where D is the Euclidean Laplacian on R n and we have used (15) in the last inequality.
So far we have
with comparison along the boundaries:
and wðjxjÞ > YðxÞ when jxj ! y; ð21Þ since Y is bounded while wðjxjÞ ! y as jxj ! y. By the weak maximum principle, we get
for all jxj f r 0 . By letting e go to zero, we then conclude that Y achieves its global maximum on R n in the closure of the ball B r 0 . Applying the strong maximum principle to (13), we immediately see that Y is a constant. Now from (12), for any i, j we have
Euler's homogeneous function theorem asserts that u ij is homogeneous of degree 0. Moreover, the function u ij is smooth at the origin, therefore u ij is constant. It follows from (11) that u is the quadratic polynomial in the claimed form. This completes the proof of Theorem 1.1. 
Remark. DenoteF
It is known that if F ðx; tÞ satisfies the mean curvature flow equation F t ¼ HðF Þ and F is Lagrangian, then its phase function Y satisfies
where D g is the Laplace operator of the induced metric g on the time slice F ðÁ; tÞ. The non-divergence structure of (24) is due to the fact thatF F satisfies the mean curvature flow equation up to tangential di¤eomorphisms.
Proof of Theorem 1.2
We note that if u satisfies (4) then vðx; tÞ ¼ Àtu x ffiffiffiffiffi ffi Àt p verifies
on R n Â ðÀy; 0Þ and the family of embeddings F ðx; tÞ ¼ À x; Dvðx; tÞ Á from R n into R 2n solves the mean curvature flow (1) with respect to the pseudo-Euclidean background metric
dx i dy i on R 2n (cf. [6] ). Again, while this connection is our main motivation to study (4), we will not use (25) explicitly in our following proof of Theorem 1.2.
From (4), we see that D 2 u > 0. Set C ¼ ln det D 2 u. We have
where g À1 is the inverse of the induced metric g of the graph À x; DuðxÞ Á in R 2n with the pseudo-Euclidean metric above. On the other hand, by di¤erentiating equation (4) twice we obtain C ij ðxÞ ¼ 1 2
x Á Du ij ðxÞ and hence,
Next, as in the previous section, for any e > 0 we take a radially symmetric function w defined by
It is clear that for r positive
where D is the Euclidean Laplacian on R n and D 2 w > 0:
By assumption (i) in Theorem 1.2, we have
Here we assume D 2 u f 2ðn À 1 þ dÞ jxj 2 I for jxj > 1 instead of jxj being greater than a large number as in the assumption for simplicity. Otherwise, we just replace 1 by the large number, and our arguments go through as well. Thus trðg À1 D 2 wÞ e r 2 2ðn À 1Þ þ 2d trðID 2 wÞ ð30Þ and it follows that P n i; j¼1
where we have used (28) to conclude the last equality.
Thus far, we have P n i; j¼1 g ij w ij À 1 2
x Á Dw e P n i; j¼1
Also, we have that along the boundaries Letting e ! 0, we obtain max qB 1 fÀCg f ÀCðxÞ for any x A R n nB 1 :
So C attains its global minimum on R n in the closure of B 1 . Hence C is a constant by applying the strong maximum principle to equation (26). Now as in the proof of Theorem 1.1, we conclude that u must be the quadratic polynomial in the desired form by di¤erentiating equation (4) . Part (i) of Theorem 1.2 is proved.
If instead of assumption (i) in Theorem 1.2 we assume that u is radially symmetric, then C is also radially symmetric and depends only on jxj. It follows that C must then attain either a local maximum or a local minimum over any open ball B in R n . The strong maximum principle then implies C is constant in B, and hence in R n . As before, we conclude that u is quadratic. Part (ii) of Theorem 1.2 is proved.
Proof of Theorem 1.3
Equation (5) is in fact closely related to the Kähler Ricci flow equation
Indeed, if v is a strictly-plurisubharmonic solution to (5) fÀFg as in the previous section. Then we have jxj 2 2ð2m À 1 þ dÞ DwðjxjÞ À 1 2
x Á DwðjxjÞ ¼ 0:
Moreover, the assumption on the complex Hessian qqv implies g À1 e 2r 2 2m À 1 þ d I :
Here we assume qqv f ð2m À 1 þ dÞ 2jxj 2 I for jxj > 1 instead of jxj being greater than a large number as in the assumption for simplicity. Otherwise, we just replace 1 by the large number, and our arguments go through as well. Note that qqw > 0; it follows that P m i; j¼1 g ij w ij À 1 2
x Á Dw e 2jxj 2 ð2m À 1 þ dÞ 1 4
Dw À 1 2
x Á Dw ¼ 0:
Then as in the proof of Theorem 1.2, the weak maximum principle implies the smooth function ÀF achieves its global maximum in the closure of B 1 and the strong maximum principle asserts F is constant. In turn, we conclude that v is the quadratic polynomial in the claimed form by di¤erentiating equation (5) . Part (i) of Theorem 1.3 is proved.
The radially symmetric case part (ii) follows exactly as in the proof of Theorem 1.2.
