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We consider a gated one-dimensional (1D) quantum wire disturbed in a contactless manner by an alternat-
ing electric field produced by a tip of a scanning probe microscope. In this schematic 1D electrons are driven
not by a pulling electric field but rather by a non-stationary spin-orbit interaction (SOI) created by the tip.
We show that a charge current appears in the wire in the presence of the Rashba SOI produced by the gate
net charge and image charges of 1D electrons induced on the gate (iSOI). The iSOI contributes to the charge
susceptibility by breaking the spin-charge separation between the charge- and spin collective excitations,
generated by the probe. The velocity of the excitations is strongly renormalized by SOI, which opens a way to
fine-tune the charge and spin response of 1D electrons by changing the gate potential. One of the modes
softens upon increasing the gate potential to enhance the current response as well as the power dissipated in
the system.
Introduction.—Today we are witnessing the burst of inter-
est in the ballistic electron transport in quantum wires [1–
5]. For the last three decades the quantum wires formed
by electrostatic gating of a high-mobility two-dimensional
(2D) electron gas have been the favorite playground to study
quantum many-body effects in one-dimensional (1D) elec-
tron systems [6], where a strongly correlated state known
as the Tomonaga-Luttinger liquid emerges as a result of the
electron-electron (e-e) interaction [7]. The dynamic trans-
port experiments are the most subtle and precise methods
to extract the many-body physics [8].
Currently of most interest are the group III-V semiconduc-
tor nanowires as they represent basic building blocks for the
topological quantum computing [9] and spintronics [10]. In
particular, InAs and InSb nanowires are promising systems
for the creation of helical states and as a host for Majorana
fermions [11–13]. The fundamental reason behind these
properties is the strong Rashba spin-orbit interaction (RSOI)
in these materials [14].
Recently we have found that RSOI is created by the electric
field of the image charges that electrons induce on a nearby
gate [15]. A sufficiently strong image-potential-induced spin-
orbit interaction (iSOI) leads to highly non-trivial effects such
as the collective mode softening and subsequent loss of sta-
bility of the elementary excitations, which appear because of
a positive feedback between the density of electrons and the
iSOI magnitude.
By producing a spin-dependent contribution to the e-e
interaction Hamiltonian of 1D electron systems, the iSOI
breaks the spin-charge separation (SCS), the hallmark of
the Tomonaga-Luttinger liquid [7]. As a result, the spin and
charge degrees of freedom are intertwined in the collective
excitations, which both convey an electric charge and thus
both contribute to the system electric response, in contrast
to a common case of a purely plasmon-related ballistic con-
ductivity. In addition, the iSOI renormalizes the velocities of
the collective excitations. An attractive feature of the iSOI is
that the spin-charge structure of the collective excitations in
1D electron systems and their velocities can be tuned by the
gate potential.
The iSOI signatures in the dynamics of a 1D electron sys-
tem were studied in Ref. [16] in the absence of the RSOI
owing to the external electric fields to show that the spin-
charge structure of the excitations as well as their velocities
can be determined from the Fabry-Pérot resonances in the
frequency-dependent conductance of a 1D quantum wire
coupled to leads.
The goal of the present paper is to investigate the inter-
play of the iSOI and RSOI in the dynamic charge- and spin
response of a 1D electron system without contacts that may
dramatically affect the system response [6].
The search for non-invasive methods to excite the electron
system and measure the response is actively pursued nowa-
days, especially in plasmonics. The tools currently used in-
clude the nanoantennas and electron probe techniques [17],
and even the Kelvin probe force microscopy [18].
We consider a single-mode 1D quantum wire subject to
an alternating electric field produced by the conducting tip
of the scanning probe microscope, as shown in Fig. 1. Such
schematic was discussed in Ref. [19] in the context of local
disturbance of the charge subsystem [20]. We emphasize
that the probe electric field, which grows even faster than
the potential as the probe approaches the wire, also gives an
essential contribution to RSOI thereby disturbing the spin
subsystem, too [21].
The quantum wire is supposed to be placed directly on a
conductive gate [22], so that the electron image charges on
the interface become the source of the iSOI. Since the po-
tential difference between the wire and the gate is negligible,
the probe electric field screened by the gate has no pulling
component along the wire. However, the probe electric field
perpendicular to the wire is the source of the time-dependent
RSOI.
We show that in response to this, the charge current does
appear in the wire in the presence of iSOI and/or RSOI
caused by the gate net charge. The RSOI gives rise to an
interesting mechanism of electric conductivity. Since the
RSOI magnitude is getting modulated along the wire by the
non-stationary tip-induced RSOI, there appears a modula-
tion of the bottom of the conduction band that results in the
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2FIG. 1. Electrons in a 1D quantum wire with their image charges
induced on a gate. Electric field lines from the charged tip acting
on the electrons are perpendicular to the wire.
charge current. The process is illustrated by the inset in Fig. 1.
The iSOI produces a complementary conductivity mecha-
nism by mixing the charge- and spin collective excitations,
generated by the probe.
We also find an unusual dependence of the dissipative
conductivity on the gate potential. As the potential increases,
one out of two collective modes softens, with its amplitude
growing. This enhances the current response and the system
conductivity as determined from the dissipated power.
The model.—We start by formulating the Hamiltonian,
H =Hkin+He−e+HSOI+Hext . (1)
The kinetic energy is Hkin =
∑
s
∫
ψ+s (x)(pˆ2x/2m)ψs(x)dx,
with the electron field operator ψs(x), the momentum pˆx ,
the spin index s. The x axis is directed along the wire, and y
axis is directed normally towards the gate, which is separated
by a distance of a/2 from the wire.
The e-e interaction operator reads as
He−e =1
2
∑
s1s2
∫
ψ+s1 (x1)ψ
+
s2 (x2)U (x1−x2)
×ψs2 (x2)ψs1 (x1)dx1dx2 ,
(2)
whereU (x)= e2p
x2+d2 −
e2p
x2+a2 is the e-e interaction potential
screened by the image charges, d being the quantum wire di-
ameter. Its Fourier transform isUq = 2e2
[
K0(qd)−K0(qa)
]
,
with K0 being the modified Bessel function [23].
A two-particle contribution to the SOI Hamiltonian
equals [15]
HiSOI = α
2ħ
∑
s1s2
∫
ψ+s1 (x1)ψ
+
s2 (x2) [E(x1−x2)S12
+ S12E(x1−x2)]ψs2 (x2)ψs1 (x1)dx1dx2 .
(3)
Here α is a material-dependent SOI constant, E(xi − x j ) =
−ea[(xi −x j )2+a2]− 32 is the y component of the electric
field acting on an electron at point x2 from the electron im-
age charge at point x1, and S12 = (pˆx1 s1+ pˆx2 s2)/2. Eq. (3)
and Eq. (2) together represent a spin-dependent pair interac-
tion Hamiltonian.
A single-particle contribution to the SOI Hamiltonian
comes from the image of the positive background charge
density nion in the wire, the charge density ng in the gate,
and the field of the electron’s own image E(0) to give
HRSOI = αħ
∑
s
∫
ψ+s (x)E pˆx sψs(x)dx , (4)
with E = E(0)−nionE0 − 2ping, where E0 is the q = 0 com-
ponent of the Fourier-transform Eq =−2e|q |K1(|q|a) of the
field E(x) [23].
Denote the y-component of the non-uniform ac-field pro-
duced by the probe and screened by the gate by Fy = F (x, t ).
Then the external perturbation can be written as
Hext = α
2ħ
∑
s
∫
dxψ+s (x)[Fy pˆx + pˆxFy ]sψs(x)
=−αm
eħ
∫
F (x, t ) jσ(x)dx ,
(5)
where jσ(x)=∑s s j (s)(x) stands for the spin current, with
j (s)(x)=− i eħ
2m
[
∂xψ
+
s ψs(x)−ψ+s (x)∂xψs
]
, (6)
being the s-spin component of the electron current operator.
In order to find a linear response of the system to Hext we
employ the equation of motion for the Wigner distribution
function (WDF) defined as
f (s)(x,p, t )= 1
2pi
∫
e i pη
〈
ψ+s (x+
η
2
, t )ψs(x− η
2
, t )
〉
dη . (7)
This technique is particularly well-suited for the problem
at hand, since the lack of contacts in the system relieves us
from non-trivial problems with the boundary conditions for
the WDF [24].
Results.—Following Ref. [15], we obtain the following equa-
tion for the WDF Fourier transform in the random-phase
approximation,
ħω f (s)1 (q,p,ω)=
(ħ2pq
m
+αqsE
)
f (s)1 (q,p,ω)
−
[
f (s)0 (p+
q
2
)− f (s)0 (p−
q
2
)
]
× (8){
αpsFqω−mα
eħ Eq
∑
ς
ς j (ς)qω+ (Uq +αpsEq )
∑
ς
n(ς)qω
}
.
Here f (s)1 (q,p,ω) stands for the deviation of f
(s)(q,p,ω) from
its equilibrium value f (s)0 (p) as a result of the external per-
turbation Hext. Then, n
(s)
qω and j
(s)
qω are, respectively, the
electron density and current response, related to the WDF
by n(s)qω =
∫
f (s)1 (q,p,ω)dp and j
(s)
qω = − eħm
∫
p f (s)1 (q,p,ω)dp.
The mean electric field is E = E+ n0E0. The mean elec-
tron density n0 is kept fixed, so the Fermi momentum is
k(s)F = −skso ± kF , where kso = αmE/ħ2 and kF stands for
pin0/2.
3To derive the closed equations for n(s)qω, first integrate
Eq. (8) with respect to p:
ωen(s)qω+q j (s)qω =
α
2ħqsen0Fqω (9)
+ αqse
2ħ
[
2En(s)qω+Eqn0
∑
ς
n(ς)qω
]
.
Substitute j (s)qω from Eq. (9) to Eq. (8), express f
(s)
1 (q,p,ω),
and integrate the latter with respect to p to get n(s)qω.
Further notations will be simplified by introducing the
dimensionless variables as α˜= 2
pi
αn0
eaB
, Uq =
Uq
piħvF
, E= E
en20
,
Eq =
Eq
en0
,Fqω =
Fqω
en0
, and vq = ω
vF q
, with vF = ħkF
m
and aB
being the Bohr radius in the material.
The system response to the external perturbation is gov-
erned by the following equations (s =±1),
n(s)qω
(
(E+Eq/2)Eq α˜2− Uq + v2q −1− α˜svqEq
)
+n(−s)qω
(
(E+Eq/2)Eq α˜2− Uq
)=ϕ(s)qω , (10)
with the spin-dependent perturbation
ϕ(s)qω =
α˜s
2
Fqωvq − α˜
2
2
Fqω(E+Eq ) . (11)
The first term on the right hand side of Eq. (11) is a pertur-
bation in the spin sector caused directly by the SOI produced
by the probe. This term is linear in α˜. The second term
describes an indirect perturbation of the charge sector that
appears because of the SOI present in the system. Its magni-
tude is, correspondingly, proportional to α˜2.
The normalized phase velocities of the collective excita-
tions v =ω/qvF , obtained from Eq. (10) by setting the deter-
minant to zero, are given by
v2± = 1+ Uq − α˜2EEq ±
√(
Uq − α˜2EEq
)2+ α˜2E2q . (12)
The evolution of the excitation velocities v± and the spin-
charge separation parameter of the modes that depends on
the velocities as ξ± = (v±− v−1± )/α˜Eq with the change in the
iSOI magnitude is analyzed in detail in Refs. [15, 16]. Here we
would like to stress that in the presence of iSOI (Eq 6= 0) both
v± and ξ± can be controlled via the mean electric field Eby
tuning the gate potential. Thus, v− goes to zero as Egrows,
i.e. the corresponding mode softens. The possibility of tuning
the plasmon velocity via the RSOI magnitude was discussed
for 2D systems [25]. An important difference from the 2D
case is that without iSOI, Ehas no effect on the excitation
velocities nor does it violate the SCS between the modes. This
is related to the fact that a constant SOI can be completely
eliminated in 1D by a unitary transformation [26].
The charge and spin susceptibilities defined by χρqω =
(n(+)qω +n(−)qω)/Fqω and χσqω = (n(+)qω −n(−)qω)/Fqω are equal to
χ
ρ
qω = α˜2
Eq +E(1− v2q )
(v2q − v2+)(v2q − v2−)
(13)
and
χσqω = α˜vq
v2q −1−2Uq + α˜2EEq
(v2q − v2+)(v2q − v2−)
. (14)
Their dependence on α˜ is explained similarly to Eq. (11).
According to Eq. (5), the power fed to the system is given
by
P (ω)=−αm
eħ
∫
∂F
∂t
〈 jσ(x)〉dx
= α˜ħ
4e
∫ ∞
0
ωImχ
jσ
qω|Fqω|2dq .
(15)
The spin current susceptibility χ jσqω =
∑
s s j
(s)
qω/Fqω can be
determined from Eq. (9), which represents a continuity equa-
tion for a system with SOI. It is seen that the separate flow
of the spin and charge is violated by the second term on the
right hand side that refers to inherent mechanisms of mixing
the spin and charge degrees of freedom by SOI. Using Eq. (9),
we obtain
χ
jσ
qω = α˜evF
(1+ α˜2E2)(1− v2q )+2Uq
(v2q − v2+)(v2q − v2−)
. (16)
The imaginary part of the susceptibility for ω> 0 equals
Imχ
jσ
qω =
[
(1− v2−)(1+ α˜2E2)+2Uq
2v−(v2+− v2−)
δ(ω−qv−vF )
+ (v
2+−1)(1+ α˜2E2)+2Uq
2v+(v2+− v2−)
δ(ω−qv+vF )
]
piα˜ev2F q .
(17)
The leading contribution to the dissipated power comes from
the first δ-function,
P (ω)= α˜2hω2|Fqω|2
(1− v2−)(1+ α˜2E2)+2Uq
16v3−(v2+− v2−)(1+ ωv2−vF
∂v−
∂q )
, (18)
with q determined from ω= qv−(q)vF . The dependence of
the excitation velocity v−(E) on the electric field of the gate
results in a sharp peak in P (ω,E), as illustrated by Fig. 2.
The dissipated heat could be measured by the scanning
thermal microscopy [27], but a detailed consideration of the
heat release involving the kinetics of the phonon subsystem
is beyond the scope of the present letter.
Conclusion.—To summarize, the dynamic charge and spin
response of a 1D electron system to an alternating electric
field of the charged probe was investigated in the presence
of the SOI. The electric response to the probe-induced non-
stationary SOI appears because of the RSOI and iSOI present
in the system. As a result of the interplay between the iSOI
and RSOI, the velocities of the collective excitations and their
spin-charge structure become tunable via the electric field
of the gate, and so does the system conductivity determined
from the dissipated power.
I am grateful to Vladimir Sablikov for helpful discussions.
This work was partially supported by Russian Foundation
4ℰ
FIG. 2. Dissipated power vs. perturbation frequency and the ex-
ternal electric field. A tip is modeled by a time-dependent point
charge Q lifted by a height L above the wire. Variables are normal-
ized at ω0 = vF kF and P0 = hω20Q2/e2. The system parameters are
taken as follows: kF aB = 1.27, d = 0.078aB , a = 0.39aB , L = 3.9aB ,
α˜= 0.1.
for Basic Research (Grant No 17–02–00309) and Russian
Academy of Sciences.
[1] S. Heedt, N. Traverso Ziani, F. Crépin, W. Prost, S. Trellenkamp,
J. Schubert, D. Grützmacher, B. Trauzettel, and T. Schäpers,
Nature Physics 13, 563 (2017).
[2] J. Gooth, V. Schaller, S. Wirths, H. Schmid, M. Borg, N. Bologna,
S. Karg, and H. Riel, Applied Physics Letters 110, 083105
(2017).
[3] S. Heedt, W. Prost, J. Schubert, D. Grützmacher, and
T. Schäpers, Nano Letters 16, 3116 (2016).
[4] Önder Gül, D. J. van Woerkom, I. van Weperen, D. Car, S. R.
Plissard, E. P. A. M. Bakkers, and L. P. Kouwenhoven, Nanotech-
nology 26, 215202 (2015).
[5] I. van Weperen, S. R. Plissard, E. P. A. M. Bakkers, S. M. Frolov,
and L. P. Kouwenhoven, Nano Letters 13, 387 (2013).
[6] W. Clarke, M. Simmons, C.-T. Liang, and G. Sujan, in Refer-
ence Module in Materials Science and Materials Engineering
(Elsevier, 2016) pp. –, current as of 28 June 2017.
[7] J. Voit, Reports on Progress in Physics 58, 977 (1995).
[8] O. M. Auslaender, H. Steinberg, A. Yacoby, Y. Tserkovnyak, B. I.
Halperin, K. W. Baldwin, L. N. Pfeiffer, and K. W. West, Science
308, 88 (2005).
[9] J. Alicea, Y. Oreg, G. Refael, F. Von Oppen, and M. P. Fisher,
Nature Physics 7, 412 (2011).
[10] S. Bandyopadhyay and M. Cahay, Introduction to spintronics
(CRC presss, Boca Raton, FL, 2015).
[11] T. D. Stanescu and S. Tewari, Journal of Physics: Condensed
Matter 25, 233201 (2013).
[12] J. Alicea, Reports on Progress in Physics 75, 076501 (2012).
[13] C. Beenakker, Annual Review of Condensed Matter Physics 4,
113 (2013).
[14] A. Manchon, H. C. Koo, J. Nitta, S. M. Frolov, and R. A. Duine,
Nature materials 14, 871 (2015).
[15] Y. Gindikin and V. A. Sablikov, Phys. Rev. B 95, 045138 (2017).
[16] Y. Gindikin and V. A. Sablikov, Phys. Status Solidi RRL , 1700313
(2017).
[17] D. Rossouw, M. Couillard, J. Vickery, E. Kumacheva, and G. A.
Botton, Nano Letters 11, 1499 (2011).
[18] M. Cohen, R. Shavit, and Z. Zalevsky, Scientific Reports 4, 4096
(2014).
[19] V. A. Sablikov and Y. Gindikin, Phys. Rev. B 61, 12766 (2000).
[20] G. Cuniberti, M. Sassetti, and B. Kramer, Phys. Rev. B 57, 1515
(1998).
[21] Y. Gindikin and V. A. Sablikov, Physica Status Solidi (RRL) –
Rapid Research Letters 9, 366 (2015).
[22] A. Bachtold, P. Hadley, T. Nakanishi, and C. Dekker, Science
294, 1317 (2001).
[23] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, NIST
Handbook of Mathematical Functions (Cambridge University
Press, 2010).
[24] R. Rosati, F. Dolcini, R. C. Iotti, and F. Rossi, Phys. Rev. B 88,
035401 (2013).
[25] C. Li and X. G. Wu, Applied Physics Letters 93, 251501 (2008).
[26] O. A. Tretiakov, K. S. Tikhonov, and V. L. Pokrovsky, Phys. Rev.
B 88, 125143 (2013).
[27] W. Lee, K. Kim, W. Jeong, L. A. Zotti, F. Pauly, J. C. Cuevas, and
P. Reddy, Nature 498, 209 (2013).
