We present a new matrix-free method for the large-scale trust-region subproblem, assuming that the approximate Hessian is updated by the L-BFGS formula with m = 1 or 2. We determine via simple formulas the eigenvalues of these matrices and, at each iteration, we construct a positive definite matrix whose inverse can be expressed analytically, without using factorization. Consequently, a direction of negative curvature can be computed immediately by applying the inverse power method. The computation of the trial step is obtained by performing a sequence of inner products and vector summations. Furthermore, it immediately follows that the strong convergence properties of trust region methods are preserved. Numerical results are also presented.
Introduction
An important class of methods for solving both convex and nonconvex nonlinear optimization problems is the trust-region algorithms [9, 11, 19, 31] . They are popular due to their strong convergence and robustness [9] . Under some mild conditions, it can be proved that the sequence of points {x k } generated by a trust region algorithm converges to a point which satisfies both the first-and the second-order necessary conditions [19, 31] . At each iteration x k of a trust-region algorithm, a trial step d k is usually obtained by solving the following quadratic subproblem
where φ k (d) is an approximation to the objective function f , g k = ∇f (x k ), B k ∈ R n×n is a positive definite or indefinite approximate Hessian of f at x k , · is the Euclidean norm, and k > 0 is
The above result provides the theoretical basis for our step computing function d, and it can be analysed in the following cases: † g + τ u 1 = and u 1 is an eigenvector that corresponds to λ 1 , such that u 1 = 1.
Moré and Sorensen [19] have shown that the choice of τ that ensures d = is
where p = −(B − λ 1 I ) † g. The case 3(b) occurs when B is indefinite and g is orthogonal to every eigenvector corresponding to the most negative eigenvalue λ 1 of the matrix. This case is known as the hard case. In this case λ * = −λ 1 , (B − λ 1 I ) is singular, and a direction of negative curvature must be produced in order to ensure that d = . When λ * ∈ (−λ 1 , ∞) (the standard case) and λ * = 0, the TRS (1) has a solution on the boundary of its constraint set, i.e. d * = , and the given n-dimensional constrained optimization problem is reduced into a zero-finding problem in a single scalar variable λ, namely, d(λ) − = 0, where d(λ) is a solution of (B + λI )d = −g. Moré and Sorensen [19] have proved that it is more convenient to solve the equivalent equation 
where the derivative of d(λ) is of the form
An important ingredient of Newton's iteration (3) is the safeguarding required to ensure that a solution is found. The safeguarding depends on the fact that ψ is convex and strictly decreasing in (−λ 1 , ∞). It ensures that −λ 1 ≤ λ , and therefore B + λ I is always semipositive definite [19] . Initial bounds for λ have also been proposed by Nocedal and Yuan [22] . The following lemma gives the bounds of λ, when the TRS (1) is solved exactly. For an approximate solution to Equation (1) , B + (1 + ) g / forms another upper bound for λ, where > 0 is a small number that ensures that B + λI is positive definite [22] . Therefore, λ can be bounded as
The updated matrix
The computation of the matrix B ≈ ∇ 2 f (x) in the quadratic model (1) is accomplished using the L-BFGS philosophy [16, 20] with m = 1 or 2. More analytically, B k is updated by means of the BFGS formula
using information from the previous (m = 1) or the last two previous (m = 2) iterations. Also, it is known that the inverse of B k+1 is given by the expression
We consider the diagonal matrix B (0) k = (1/θ k )I , θ k ∈ R, as the initial matrix B (0) k . Motivated by the work of Barzilai and Borwein [4] and Birgin and Martínez [5] , we use the spectral parameter θ k defined as [6, 26, 27] 
The above parameter is actually the inverse of the Rayleigh quotient s T Gs/s T s, which lies between the largest and the smallest eigenvalues of the average Hessian G.
Observing the updating scheme, we can see that B k is updated by the addition of two rank-one matrices. The following lemma, due to Wilkinson [33, pp. 94-98] , states that the eigenvalues of a matrix which is updated by a rank-one matrix interlace with the eigenvalues of the original matrix. 
Moreover, it is known that the trace and the determinant of the BFGS matrices are given by the formulas [8, 21] 
respectively. Based on both Lemma 3.1 and relations (7), we are able to analyse the eigenstructure of the L-BFGS matrices for m = 1 and 2. For the remaining of the paper we assume that B is invertible.
1BFGS update
We consider the case where the BFGS matrix is updated using information from the previous iteration (m = 1). Relation (5) yields
where has the general form
where
where λ 1 and λ n are the smallest and largest eigenvalues of B (1) k+1 , respectively.
Proof First we show that B (1) k+1 has at most two distinct eigenvalues. To this end, we consider the
with rank (n − 1). Using Lemma 3.1, it is easy to see thatB, besides the zero eigenvalue, has one more eigenvalue equals to 1/θ k+1 of multiplicity (n − 1). If B (0) k+1 is positive definite, then the addition of the term y k y
where λ B (1) i denotes the eigenvalues of B (1) k+1 , otherwise,
1 .
In both cases, it is obvious that λ
n−1 = 1/θ k+1 , and
n .
Relation (10) implies that B (1) k+1 has at most two distinct eigenvalues and one eigenvalue equal to 1/θ k+1 of multiplicity at least (n − 2). Denoting by λ 1 and λ 2 the two unknown distinct eigenvalues, the characteristic polynomial of B (1) k+1 has the form p 1 
, from Equation (7) we obtain λ 1 + λ 2 = a k + 2/θ k+1 , while λ 1 λ 2 = 1/θ 2 k+1 . Consequently, relation (9) follows immediately.
Note that the parameter a k is bounded from below by two, since
where φ is the angle between s k and y k . If a k = 2, then the characteristic polynomial is reduced to
k+1 . In the different case (when a k > 2), the characteristic polynomial becomes
, where the
LEMMA 3.3 Let be the set of eigenvalues of B (1) k+1 with opposite signs. Then, for any λ ∈ R \ , the matrix (B (1) k+1 + λI ) is invertible and its inverse can be expressed by the following closed-form (B (1) 
where the quantities
Proof Let λ i , i = 1, . . . , n be the eigenvalues of B (1) k+1 and λ ∈ R. If λ ∈ , obviously the matrix B (1) k+1 + λI = B (1) k+1 − λ i I is singular. Hence, for B (1) k+1 + λI being invertible, relation λ ∈ R \ must hold. Without loss of generality, we assume that B (1) k+1 has two distinct eigenvalues λ 1 and λ 2 . Consequently, (B (1) k+1 + λI ) has also two distinct eigenvalues, λ 1 + λ and λ 2 + λ. Using Lemma 3.2, after some algebraic calculations, we obtain the characteristic polynomial of (B (1) k+1 + λI ), which is
. From the Caley-Hamilton theorem, we have that q m (B (1) k+1 + λI ) = 0.
Multiplying both sides of the above equation with (B (1) k+1 + λI ) −1 , after some calculations, we obtain relation (12) .
It is easy to see that in the special case where a k = 2, Equation (12) is reduced to (B (1) k+1
2BFGS update
When m = 2, the matrix B (2) (2) k+1 has the general form
where the coefficients β i , i = 0, . . . , 3 are
with
Proof We first show that B (2) k+1 has at most four distinct eigenvalues. Without loss of generality, we assume that B ( 
1) k
and B (2) k+1 are positive definite matrices (in the different case, the proof (1) n−1 = 1/θ k , by Lemma 3.1 we have that
The addition of the term y k y
where λ B (2) i are the eigenvalues of B (2) k+1 . The above inequalities imply that
and thus, the matrix B (2) k+1 has at most four distinct eigenvalues. If we denote by λ 1 , λ 2 , λ 3 , and λ 4 the four unknown eigenvalues, the characteristic polynomial of B (2) k+1 takes the form
k+1 ) − ((n − 4)/θ k ). Utilizing Equation (7), after some algebraic manipulations, we yield the expression in Equation (13) with the parameters in Equation (14) .
In case where B (2) k+1 has four distinct eigenvalues, these can be computed analytically by solving the quartic equation [7, 10] . However, the exact number of the distinct eigenvalues is strongly depends on the way the vector pairs {s i , y i } (2) k+1 . PROPOSITION 3.5 Let the symmetric matrix B (2) k+1 ∈ R n×n . Then,
k+1 has at most two distinct eigenvalues. Moreover, Proof Assume that a k−1 = 2. From Lemma 3.2 we have that B (1) 
In this case the characteristic polynomial of B (2) k+1 becomes
In view of Equation (16), it follows immediately that B (2) k+1 has at most two distinct eigenvalues. Consider now the quadratic equation
which has the following two solutions
Let a k > 2 and suppose that either λ 1 or λ 2 equals to 1/θ k . Solving the equations λ i − 1/θ k = 0 with respect to a k , we obtain a k = 2, which is a contradiction. Thus, when a k > 2 the matrix has exactly two distinct eigenvalues. When a k = 2, the characteristic polynomial becomes p 2 (λ)
Therefore, in the case where θ k = θ k+1 , the only distinct eigenvalue is 1/θ k+1 ; otherwise B (2) k+1 does not have distinct eigenvalues. Assume now that a k−1 > 2. In Lemma 3.2 we have proved that in this case, B (1) k has two distinct eigenvalues. Thus, the matrixB = B (1) (1) k s k ), besides the zero eigenvalue, has two more distinct eigenvalues. Consequently, B (2) k+1 has at least three distinct eigenvalues. If a k = 2, then s k = θ k+1 y k and B (2) k+1 becomes
k y k ), and therefore, the addition of y k y T k /(θ k+1 y T k y k ) changes the zero eigenvalue ofB to 1/θ k+1 and leaves the others unchanged. Thus, B (2) k+1 has as many distinct eigenvalues asB, i.e. three. Since one of them is 1/θ k+1 , utilizing Lemma 3.4, the characteristic polynomial of B (2) k+1 becomes
k y k ). By solving the quadratic equation λ 2 − c 1 λ + c 2 = 0, we obtain the other two distinct eigenvalues. Finally, if a k > 2, then y k is not an eigenvector ofB = B (1) 
Hence, the addition of the term y k y T k /s T k y k results one more distinct eigenvalue for B (2) k+1 . LEMMA 3.6 If B (2) k+1 has at least two distinct eigenvalues, then
where λ 1 and λ n are the smallest and largest eigenvalues of B (2) k+1 , respectively.
Proof When B (2) k+1 has at least three distinct eigenvalues, from relation (15) it is evident that Equation (17) holds. Now, if B (2) k+1 has two distinct eigenvalues, then one pair of the vector set {(s k−1 , y k−1 ), (s k , y k )} must be collinear. Due to Proposition 3.5, these two vectors are s k−1 and y k−1 , which implies that B (1) k has no distinct eigenvalues. Under these circumstances, Lemma 3.1 implies relation (17) , which completes the proof. LEMMA 3.7 Let be the set of eigenvalues of B (2) k+1 with opposite signs. For any λ ∈ R \ , the matrix (B (2) k+1 + λI ) is invertible, and its inverse can be expressed by the following closed-form (B (2) k+1 + λI )
where Proof Obviously, as in the proof of Lemma 3.3, for B (2) k+1 + λI being invertible, relation λ ∈ R \ must hold. From Proposition 3.5, we know that B (2) k+1 has at most four distinct eigenvalues, λ i , i = 1, . . . , 4. Thus, (B (2) k+1 + λI ) has also at most four distinct eigenvalues, λ i + λ. Utilizing Lemma 3.4, the characteristic polynomial of (B (2) k+1 + λI ) takes the form
where c = θ
where the constants β i are defined in Lemma 3.4. In the general case, its minimal polynomial is
Using the Caley-Hamilton theorem, we have that q m (B (2) k+1 + λI ) = 0.
Multiplying both sides of the above equation with B (2) k+1 + λI , after some calculations, we obtain Equation (18).
The step computing function
In Section 2 we have seen that when the Lagrange multiplier λ ∈ (−λ 1 , ∞) (standard case), then d(λ) = −(B + λI ) −1 g. In the hard case, a negative curvature direction must be computed in order to ensure that d = . In the case where λ 1 is a multiple eigenvalue, due to the structure of B, this computation is achieved by simple algebraic computation. In the different case, we are able to find an analytical expression for the desirable eigenvector using the inverse power iteration method [3, pp. 611] .
Given a nonzero starting vector u (0) , inverse iteration generates a sequence of vectors u (i) , generated recursively by the formula [15] , providing a closed form for the corresponding eigenvector.
Computation of the step using the 1BFGS update

The standard case
First we consider the standard case, where λ ∈ (−λ 1 , ∞). When a k > 2, the trial step is computed using Equation (12), which yields
k+1 g k+1 and (B (1) k+1 ) 2 g k+1 are computed by the iterative scheme
with v 0 = g k+1 . After some calculations, we obtain the general form of the trial step:
When a k = 2, from Lemma 3.2 we have that B (1) 
For the computation of the Lagrange multiplier λ we can follow the ideas described in Moré and Sorensen [19] by applying Newton's method as given in Equation (3). It can be easily verified that the resulting iteration is
k+1 + λI ) −1 d(λ) the denominator in (23), using Equation (12) we yield
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Since B (1) k+1 d k+1 (λ) = −[λd k+1 (λ) + g k+1 ] holds, the above relation can be written as
In the special case where a k = 2, utilizing Equation (22), relation (24) is reduced to
The hard case
We recall that in the hard case, g is perpendicular to all eigenvectors corresponding to λ 1 , λ * = −λ 1 , and a direction of negative curvature must be produced. When a k > 2, from Lemma 3.2 we know that λ 1 is a distinct eigenvalue. In this case, using the inverse iteration along with Equation (12) we have that
Therefore, u 1 =û 1 / û 1 and the trial step is computed by the formula
where τ is obtained by Equation (2) . In case where a k = 2, using the eigendecomposition of B (1) we have that B (1) = U U T , where U = I and = diag(λ 1 , λ 1 , . . . , λ 1 ). Easily can be verified that an eigenvector corresponding to λ 1 is u 1 = e 1 = (1, 0, . . . , 0) T .
Computation of the step using the 2BFGS update
The standard case
When λ ∈ (λ 1 , ∞) and the 2BFGS update is performed, the trial step d(λ) = −(B + λI ) −1 g can be computed from Equation (18) , using the following procedure:
The vector v ∈ R n is computed by the formula
while the vectors B (1) k d (j ) and B (1) k s k are computed by means of (19) , substituting v i with d (j ) and s k , respectively. In case where λ = 0, then
k+1 takes the form
and the trial step is obtained by the following equation:
.
Using the 2BFGS update, the expression
When a k−1 = a k = 2, the above equation yields (1/θ k+1 ) ] .
The hard case
Proposition 3.5 along with Lemma 3.6 reveals that if λ 1 is a distinct eigenvalue of B (2) , then either B (2) has at least two distinct eigenvalues or it has exactly one equals to λ 1 = 1/θ k+1 . In the first case (at least two distinct eigenvalues), we can find the eigenvector corresponds to λ 1 by applying the inverse iteration. The resulting eigenvector is u 1 =û 1 / û 1 , wherê and u = (1, . . . , 1) T / u . The computation ofû 1 can be obtained using Procedure 4.1. In the latter case (one distinct eigenvalue), from Equation (28) it is straightforward to see that u 1 = y k / y k .
When λ 1 is a multiple eigenvalue, then a k−1 = a k = 2 and λ 1 = 1/θ k . If θ k = θ k+1 , from Equation (28) easily can be verified that the resulting eigenvector is of the form u 1 =û 1 / û 1 , whereû
and y (i) k denotes the ith component of y k . In contrast, if θ k = θ k+1 , then u 1 = e 1 = (1, 0, . . . , 0) T .
The trial step algorithm
In the previous section we have discussed how Newton's method can be applied for solving the TRS (1), when the approximate Hessian is computed by the L-BFGS formula for m = 1 or 2. The following algorithm is a unified algorithm that incorporates both the standard and the hard case and computes an approximate solution of the subproblem (1). The safeguarding scheme required for Newton's iteration (23) uses the parameters λ L and λ U such that [λ L , λ U ] is an interval of uncertainty which contains the optimal λ * . From Equation (4) we have that λ L = max(0, −λ 1 + ), and λ U = max 1≤i≤n |λ i | + (1 + ) g / . Clearly, the lower bound λ L is greater than −λ 1 , which ensures that B (m) + λI is always positive definite.
ALGORITHM 1 Computation of the trial step.
Step 1 : Given m ∈ {1, 2}, compute the eigenvalues λ i of B (m) ; given → 0 + , set λ L := max(0, −λ 1 + ) and λ U := max |λ i | + (1 + ) g / . When m = 1, the eigenvalues in Step 1 of Algorithm 1 can be computed by Equation (9) . In
Step 2, the trial step is obtained by Equation (21) , while in Steps 3 and 4, by means of Equation (20) . In Step 3(c) the computation of τ is obtained from Equation (2), while if a k > 2, u 1 is obtained using Equation (26), otherwise we set u 1 = e 1 .
When m = 2, the eigenvalues can be computed by means of Equation (13). The computation of d in Step 2 is done using Equation (27) , while in Steps 3 and 4 by means of Procedure 4.1.
In
Step 3(c), τ is obtained from Equation (2) . Moreover, if a k−1 > 2 or a k > 2, then u 1 is computed using Equation (29) , along with Procedure 4.1. In the different case, i.e. if a k−1 = a k = 2, then:
(1) u 1 = y k / y k , if λ 1 is distinct eigenvalue, (2) u 1 =û 1 / û 1 , whereû 1 is defined in Equation (30), if λ 1 has multiplicity n − 1, (3) u 1 = e 1 , if λ 1 has multiplicity n.
As we can see, the computation of the step does not require the Cholesky factorization of B (m) + λ ( ) I . Thus, Algorithm 1 can solve inexpensively the subproblem, and therefore it can be iterate until convergence to the optimal λ is obtained with high accuracy. Moreover, the knowledge of the extreme eigenvalues, along with Lemma 2.2, results in a straightforward safeguarding procedure for λ.
The following lemma is established by Powell [25] and gives a lower bound for the maximum reduction φ(0) − φ(d * ) of the quadratic model within the trust region d ≤ .
Global convergence theory of trust region algorithms requires that the trial step d k must satisfy the inequality
for all k, where c is a positive constant (see [9, 21] ). The following theorem shows that relation (31) is satisfied if the trial step is computed by Algorithm 1. 
Proof We recall that at each iteration k, the quadratic model is of the form
We consider the following two cases:
Step 2, we have that if λ = 0 and d k ≤ k , the algorithm stops. In this case,
Then, from (33) and (34) we have that 
we have that
Thus, the reduction of the model yields
Step 3(a) along with Steps 4 and 5 we have thatλ ≤ λ ≤ λ U , and d k (λ) ≤ k , whereλ = −λ 1 + . Therefore, using relation (36), for the reduction of the model we obtain
Finally, in Step 3(c), taking into account that λ =λ, u
, where λ n is the largest eigenvalue of B k , we obtain
Therefore, using relation (39) we have that
Combining relations (35), (37), (38) and (40), relation (32) follows immediately.
Numerical results
In the first part of this section, we use randomly generated instances of TRS to show both the efficacy and accuracy of our method on problems that have dimensions from 100 up to 100,000 variables. Then, we employ numerical examples to demonstrate the feasibility of the proposed method within a trust-region framework for unconstrained optimization.
For the numerical testing we implemented two versions of Algorithm 1, the first for m = 1 (1BFGS), and the second for m = 2 (2BFGS). The algorithms were coded in MATLAB 7.3, and all numerical experiments were performed on a Pentium 1.86 GHz personal computer with 2 GB of RAM running Linux operating system. Double precision IEEE floating point arithmetic with machine precision approximately 2.2 × 10 −16 was employed. We compared our method with the GQTPAR [1] and LSTRS algorithm [30] . The GQTPAR algorithm is a MATLAB version of the subroutine GQTPAR.f from the MINPACK package, based on the ideas described in Moré and Sorensen [19] , which uses the Cholesky factorization for the solution of the TRS. The LSTRS algorithm proposed by Rojas et al. [29] , remodels the TRS as a parameterized eigenvalue problem, and relies on matrix-vector products, since it computes the smallest eigenvalue and the corresponding eigenvector using a block Lanczos routine.
Note that for large dimensions (n ≥ 1000) results are reported only for the 1BFGS, 2BFGS and LSTRS algorithm, since the GQTPAR algorithm requires the factorization of B (m) .
Random instances of TRS
In this subsection, we present a summary of our random instances. For each dimension n, 100 random instances of TRS were generated as follows. The coordinates of the vectors g, s m , and y m (m = 1, 2) were chosen independently from uniform distributions in the interval (−10 5 , +10 5 ). As a total, we have 3200 different instances, divided into two groups of medium-size (with n = 100, 200, 300, 400, 500) and larger-size (n = 10 3 , 10 4 , 10 5 ) problems. In addition, half of the instances illustrate the behaviour of the proposed method in the standard case, and the rest of them in the hard case. Note that the same set of random instances was used throughout for each algorithm. We consider a TRS instance successfully solved, if a solution satisfying |( d − )/ | ≤ tol was computed for both the standard and the hard case. In all algorithms, the tolerance tol was set to 10 −8 . The maximum number of Newton's iterations allowed was 200 and the trust region radius was fixed as = 10.
In order to create instances for the hard case, when n ≤ 500, MATLAB's eigs routine was used to compute the smallest eigenvalue λ 1 and the corresponding eigenvector u of the reconstructed matrix B (m) from the vector pairs. For the 1BFGS, 2BFGS and GQTPAR algorithms we initialized the trust-region radius by = 10.0 hc , where hc = (B − λ 1 I ) † g , while the vector of the gradient was computed as g = (−u(n)/u(1), 0, . . . , 0, 1) T . For the LSTRS algorithm, we set = 2.0 hc and g = g − u(g T u). When n ≥ 1000, we set hc = (B +λI ) −1 g , wherê λ = −λ 1 + tol and (B +λI ) −1 g were computed using the analytical formulas presented in Section 3.
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1BFGS GQTPAR LSTRS 2BFGS GQTPAR LSTRS 1BFGS GQTPAR LSTRS 2BFGS GQTPAR LSTRS
The results of all tables show that the performance of our approach is promising. It can handle both the standard and the hard case relatively fast, providing solutions with high accuracy and small number of iterations. All of the TRS instances considered in our experiments were successfully solved by the 1BFGS and 2BFGS algorithm. In contrast, the other two algorithms in some instances did not achieve the prescribed tolerance, especially in the hard case. In general, one may observe that in the standard case all algorithms behaved similarly, while in the hard case the performance of our approach is very encouraging, showing a great deal of promise for its practical applications.
Solving unconstrained optimization problems
All algorithms were embedded in a trust-region framework for solving large scale unconstrained optimization problems, where the core problem is to solve the TRS (at least once) at each iteration of a trust region algorithm. We used the same main trust region algorithm, where the L-BFGS formula with m = 1 and 2 was used to update B For each test function, five numerical experiments were conducted with number of variables n = 100, 500 (medium-size problems), 10 3 , 10 4 and 10 5 (larger-size problems), respectively. The initial trust region radius 0 was set 0 = 10, for n = 100 and 500, and 0 = 100 for the largersize problems. For n = 10 3 , 10 4 and 10 5 , we compared our method only with LSTRS, due to the Tables 7-10 . The reported parameters are: the number of iterations (it) of the trust-region algorithm, which equals the number of function and gradient evaluations per iteration, and the CPU time (cpu) in seconds. In all tables, the symbol '-' is used to indicate that a problem failed to converge with the prescribed accuracy, i.e. g k ≤ 10
−5 , within a maximum number of iterations (maxiter = 2000). Table 7 summarizes the results for n = 100,500. In this table we report, for each method, only the number of iterations. Tables 8-10 summarize the results for the rest of the dimensions. Figure 1 illustrates the results of Table 7 , and shows the mean iterations of each method. The numerical results of Tables 8-10 can be summarized in Figures 2 and 3 , which show the mean iterations and sum CPU time, respectively, for the 1BFGS, 2BFGS and LSTRS algorithms. For calculating both the average iterations and sum CPU time, we considered in all algorithms only the problems that solved with the prescribed accuracy within the iteration limit.
From Table 7 and Figure 1 , one can notice that the proposed algorithm solved 100% of the medium-size test problems. Moreover, it has the best performance among the other two approaches, since it exhibits the lowest average by means of iterations, for both m = 1 and 2.
The results in Tables 8-10 along with Figure 2 show that for m = 1, the trust-region algorithms that use 1BFGS and LSTRS algorithms for solving the TRS, behaved similarly in terms of iterations. However, 1BFGS solved all test problems in all three dimensions, while LSTRS presented some failures. For m = 2, the 2BFGS algorithm has the lowest mean iteration, although it presented one failure. Finally, according to Figure 3 , we can see that our approach needs the smallest amount of CPU time for solving large-size problems. Based on the above comparisons, we can observe that our method presented less failures, number of iterations and CPU time for solving the test problems, in all dimensions, than the other approaches. As a consequence, we can conclude that the proposed method is promising for solving large-scale unconstrained problems, within a trust-region framework. 
Conclusions
We have shown how the 1BFGS and 2BFGS methods can be applied for solving the TRS. Our results have been based on the properties of the L-BFGS matrices for m = 1 or 2. The eigenvalues can immediately be computed with high accuracy, while the inverse of B (m) + λI can be expressed in a closed form. Hence, the linear system which has to be solved for the computation of the trial step does not require the use of factorization. Finally, the negative curvature direction can be computed either by applying one step of the power inverse method or by making some simple algebraic computations. Thus, the proposed method can completely avoid the Cholesky factorization and handle easily both the standard and the hard case. It turns out that the main advantages of the proposed method are higher solution accuracy compared to other approaches, small running time, and the efficiency for solving large instances of the TRS since the amount of memory needed is negligible.
