Abstract. Liquid-crystal arrays represents one of the first practical technologies capable of steering light by electronic control only. We use such a device to steer the field of view of a broadband imaging sensor. Unfortunately, dispersion degrades the image quality by smearing out details in the image and by introducing multiple diffraction orders (echoes) at the detector plane. We present a method to compensate for these unwanted effects and thus restore the broadband images obtained with the beam steerer. We use the beam-propagation method to find the wavelength-dependent impulse response, from which we determine the appropriate Wiener filter. When training data are available, we improve the filter with the adaptive least mean square algorithm. We present restored images that demonstrate the capabilities of this technique. 3138-3145 (November 1995).
Introduction
Optical beam steering has many interesting industrial and military applications, including laser radar, laser beam scanning, pointing stabilization, and microscanning. 1 -4 Mechanical beam-steering technology (based on mirrors) allows rapid, large-angle deflection and scanning of optical beams, but fails to meet high-resolution performance requirements. 1 Liquid-crystal beam-steering devices represent the first practical technology capable of providing accurate, agile, and inertialess beam steering using electronic control only. Such devices eliminate the need for bulky, complex mechanical systems, thus reducing weight and increasing reliability. The liquid-crystal beam steerer borrows microwave-radar concepts to implement random-access, nonmechanical beam steering with optical phased arrays. 5 If a beam-steering device provides a linearly increasing optical phase delay (OPD) across its aperture, it will steer light just like a prism. The outgoing beam tilts because its phase front is advanced on one side of the aperture and delayed on the opposite side. In a liquid-crystal beam steerer, the applied electric field realigns birefringent liquid crystals and so controls the OPD. By altering the voltage applied to a series of electrodes, we manipulate the spatial variation of the OPD. Monotonically increasing the voltages across the device aperture creates a phase profile resembling that of a prism. Instead of the thickness T varying linearly across the aperture (direction x) as prism:
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the differential refractive index 8n(x) = ne-n(x) varies linearly (ne is the extraordinary refractive index):
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The differential index 8n varies nonlinearly with the control voltage and is at most equal to the birefringence !l.n of the liquid crystal (=0.2 in the midvisible for E7). 6 A prismlike phase profile steers all the incident energy at the design wavelength Adesign to the desired angle. However, as the wavelength shifts away from X.design• the steering angle changes according to prism:
for small steering angles. Material dispersion alters the steering angle for wavelengths other than Actesign· Unfortunately, devices with prismlike OPD profiles cannot be used, because they are too thick and therefore too slow. The liquid-crystal realignment time is proportional to the square of the layer thickness. 1 A linearly increasing phase ramp across a 4-cm device aperture requires an = 112-j.Lmthick layer to steer to 0.024 deg. Such a device will be impractically slow for laser radar applications. 1 -3 The thickness of the liquid-crystal layer is greatly reduced by subtracting out regions of 211' phase from the original profile. Multiples of 211' are indistinguishable and do not affect the propagation of the beam at the design wavelength. The new phase profile resembles a blazed diffraction grating, as shown in Fig. 1(c) . This phase-reset profile reduces the thickness of the crystal layer to =7 fLm and gives fast switching times (4 to 5 ms). We use these fast devices to rapidly steer the field of view of a broadband optical sensor. Unfortunately, the phase structure described above significantly degrades broadband images.
The grating nature of the phase profile introduces trouble when steering broadband radiation because the 211' phase resets are correct at only one wavelength. (4) where A is the phase ramp reset distance. Restoration of the image is difficult due to the combination of degradation mechanisms.
Restoration Algorithms
Image restoration is the process of minimizing the known degradations in an image. 7 For the beam-steering apparatus the worst degradations are blurring, caused by material and grating dispersion, and echoing, caused by multiple diffraction orders. To undo these image degradations, we first developed a beam-propagation model (BPM) that provides a good estimate of the beam-steerer impulse response as a function of wavelength. Based on this, we then find the Wiener filter for image restoration. The Wiener filter 7 gives the best mean-square estimate of the original object and can accommodate the presence of additive noise in images. Unfortunately, we must know or estimate the noise and signal statistics, because the optimal Wiener filter requires the noiseto-signal power spectral density ratio. This information is often difficult to obtain a priori, and we therefore resort to a spectrally flat noise-to-signal ratio in our Wiener filter. In addition, when we have the luxury of ''training data'' for the device (knowledge of the steered and unsteered images), then we use a least mean square (LMS) adaptive algorithm to improve the image restoration filter. The LMS algorithm is the simplest and most widely used algorithm for adjusting the weights in a linear adaptive system. 8 Our application makes efficient use of a train of standard algorithms: BPM ~Wiener filter~ LMS, as summarized in Table I . We describe each algorithm before presenting narrow-and broadband image restoration results.
Beam-Propagation Method
One of the most robust and efficient methods for analyzing diffraction problems is the well-known BPM. 9 -11 The BPM is quite general and can model optical beam propagation through scattering and distorting media such as the atmosphere, optical fibers, volume holographic elements, grating lenses, spatial light modulators, etc. The BPM simplifies the actual propagation problem by splitting it into two parts: propagation and modulation. First we decompose the optical beam into its spatial frequencies, 12 and then we propagate them by adjusting their relative phases. For a beam traveling in the z direction, the slowly varying envelope functionA(x,z) is written as
Xmax (5) where we assume that the slowly varying envelope was sampled at NX points over a spatial domain of extent Xmax and that only one transverse coordinate (x) is needed to describe the problem. This is equivalent to decomposing the amplitude into plane waves traveling at angles (6) The spatial frequencies propagate according to (7) In the absence of modulation effects we simply Fouriertransform the slowly varying amplitude function at its current position z, multiply the transform by a complex phase factor, and then transform back to get the amplitude at the new plane z + Llz. Each plane-wave component travels at a slightly different angle [Eq. (6)], so that after traversing a slice of material Llz thick the angular components accumulate different optical phases [Eq. (7)]. The BPM is computationally efficient because it involves only two FFT operations and one complex multiplication per slice.
We handle the modulation aspect of the problem by imagining that we slice our medium into many thin pieces. If the slices are thin enough, then the beam shape will not change much in crossing them. We allow the beam to cross the first half of our slice without modulation effects, using Eq. (7). Over the next half slice we ignore the diffraction problem and allow only modulation effects via the following simple multiplication:
where a(x) is the intensity attenuation coefficient and n(x) is the refractive index. The full BPM solution consists in alternating between Eq. (7) (diffraction) and Eq. (8) (modulation). Note that the two effects are concurrent in the actual propagation, but we separate them within our thin slices for tractable calculation. The BPM model will closely approximate the actual solution as the slices are made thin enough. The phase profile across the beam-steering device is ideally composed of a set of linear phase ramps climbing to 2'1T OPD and then resetting to zero. We insert this spatially dependent phase profile into the modulate function of the BPM. Phase ramps designed to give 2'1T resets at >..design are altered at other wavelengths >..probe according to where the dispersion of Lln in the visible is approximated by
with A entered in nanometers (for E7 we have G = 3.06 X w- 6 and A*= 250 nm). 6 The phase resets occur at the same transverse locations x, but now the OPD is not necessarily 2'1T there, so we have diffraction-grating dispersion for wavelengths other than >..design· We found that this simple BPM model of the beam steering device accurately predicts the impulse response throughout the visible. 13 
Wiener Filtering Algorithm
We model the imaging device as a linear system, so that the steered image is expressed as a linear convolution (12) which when multiplied by the transform of the degraded image, G(w), returns the transform of the object, F(w). A simple inverse filter, however, is very sensitive to noise. Since noise cannot be avoided, an alternative filterin$ method must be employed: the Wiener filter. An estimate f (m) of the objectf(m) is desired such that the expectation value (E{ }) of the mean squared error,
is minimized. This estimate is given by a convolution of the blurred image with the inverse Fourier transform of the inverse filter H 1 (w) (given by h 1 below):
I= -oc A more accurate model for this system includes additive noise such that 
IMAGE RESTORATION OF DISPERSION-DEGRADED IMAGES
where S.uand s..,.., are the power spectral densities of the object and noise, respectively, and His the frequency response of the beam steerer. Since it is difficult to estimate the power spectrum of the noise and signal, a constant r that represents an average noise-to-signal ratio is often substituted. This simplification gives the form of the Wiener filter used in calculations7·8·14·15:
To accommodate effects that contribute to the steering behavior but are not taken into account by the first two steps of our model, we utilize the LMS algorithm. The LMS adapts to specific signal and noise statistics in a training sequence.
LMS Algorithm
The LMS algorithm applies a finite-impulse-response linear filter to the degraded image and adjusts the filter weights to produce an image that best approximates the desired image under the mean squared error (MSE) criterion. 8 · 14 · 15 Note that the desired response must also be supplied. Therefore, we can only utilize the LMS algorithm when we have the luxury of the appropriate training data. The improved filter can then be used to restore other statistically similar degraded images.
Let us consider the input sequence {g(m)} and the desired sequence {(f(m)} consisting of N + 1 samples from the detector array. Let g(m) be an observation vector containing samples spanned by a moving window that passes across the input sequence. Specifically, this vector is denoted
Note that the steered sequence {g(m)} is padded with L zeros at each end. We express the filter output at each position m as the product of the observation vector and the filter weights:
where W is a 2L + 1 length vector of filter weights. From this expression, the error between the filter output and the desired signalf(m) is
Since the MSE ' e is a quadratic function of the filter weights [Eq. (13)] with a single fixed minimum point, that point can be readily found using gradient descent techniques. 8 The gradient descent method adapts the weight vector to seek the minimum MSE and thus give the optimal filter weights. The gradient is found by differentiating the MSE with respect to the filter weights. Assuming the square of the error, ~2, is an estimate of the MSE, a gradient estimate can be found at each position m. Differentiating e with respect to the filter weights yields the gradient estimate vector
The LMS adaptive algorithm uses this estimate of the gradient to adjust the weights according to
which then reduces to the applicable form 8
where J. . L regulates the speed and stability of the adaptation process. Using Eq. (23), the LMS algorithm is implemented without squaring, averaging, and differentiation. The BPM provides an estimate of the beam steerer's finite impulse response (FIR). The discrete Fourier transform of h(m) yields samples of H(w), which when used in Eq. (17) give samples of Hw(w). We then apply inverse discrete Fourier transformation to find the spatial-domain filter coefficients. These filter coefficients are the initial weights for the LMS algorithm and reduce the adaptation steps necessary to achieve minimum-mean-square error. The LMS algorithm requires a desired and an observed sequence for adapting W. For the small steer angles studied here, the steered and unsteered images contain common information that is used for the training data. Note that we utilize the steered image as our input sequence and a shifted version of the unsteered image as our desired sequence. We now demonstrate the characteristics and restoration ability of this filter design.
Experimental Results
To characterize the beam-steering device, we constructed an imaging system with which we measure both steered and unsteered targets using either narrow-or broadband illumination (Fig. 2) . To acquire the narrowband images we use a circular variable interference filter as the spectral filter in the figure. Rotating this filter tunes its passband over the entire visible spectrum with a bandwidth of ± 1 nm. The spectral filter for the broadband images consisted of a low-pass and a high-pass filter, producing a bandpass filter of 400 to 700nm.
Narrowband Steering: Experimental Versus Theoretical
Initial measurements were obtained using a 25-J..Lm singleslit target. The steered image of the slit (for a given steer angle and spectral band) approximates the impulse response of the beam-steering device. Figure 3 shows the result of steering 682-nm light with a phase profile designed for steering to 0.024 deg at 543 nm. Figures 3(a) and 3(b) show a single horizontal slice taken out of the original twodimensional unsteered and steered image, respectively. The steered signal shows grating-order echoes because the phase profile was blazed for 543 nm and not 682 nm. Material dispersion is absent because the radiation is narrowband. The low steering efficiency (=62%) and multiple echoes at this wavelength require the restoration process to place the echoed energy back in the main steered peak. The LMS filtering algorithm uses the unsteered image as the desired result and minimizes the error between it and the restored image. To make the filter robust, we increase the amount of training data by forming long vectors from multiple 1-D slices of the steered and unsteered images. These vectors represent a larger sample from which the filter coefficients adapt in the presence of statistical variations such as detector nonlinearities and noise. Restored versions of the single slit are presented in Figs. 3(c) and 3(d) . The MSE between the Wiener-filter estimate [ Fig. 3(d) ] and the unsteered image is 1.1 X 10-3 , which is a reduction from the Detector Pixel # initial MSE (between the steered and unsteered) of 3.9 X 10-3 . The LMS filter gives a better restoration by further reducing the MSE to 9.02 X 10-5 . Figure 4 shows the similarities between the Wiener-filter coefficients derived from the BPM model and the optimal LMS filter found with the experimental training data. The BPM-derived filter gives a good starting point for the LMS algorithm, thus reducing the number of adaptation steps.
To further test our ability to predict the behavior of the beam-steering device, we used the BPM to compute the steering of 682-nm light with phase ramps optimized to steer 543-nm light to different steer angles (0.002 to 0.024 deg). The Wiener-filter coefficients were calculated from the impulse response at each steer angle and then compared with LMS-filter coefficients computed using measured data. Note that the primary features of the filter coefficients displayed in Fig. 4 are a central lobe corresponding to the main steered peak and two negative lobes corresponding to the largest undesired echoes [see Fig. 3(b) ]. When we steer to smaller angles, the reset spacing A increases and Eq. (4) implies that the angular spacing between grating orders will decrease and thus reduce the peak-to-echo separation in the far field. We therefore expect reduced spacing between the filter peak and each of the two main negative bumps. Figure 5 (a) shows excellent agreement between the peak-to-sidelobe separation distance in the BPM-derived Wiener coefficients and the experimentally determined LMS coefficients. If we now measure the sidelobe-to-peak magnitude ratio, we get reasonable agreement between theoretical and experimental results. These results demonstrate the accuracy of the BPM in computing the impulse response of the beam steerer for different phase ramps. The accuracy is similar when we use a single phase ramp (optimized at 543 nm) and probe at different wavelengths.
Broadband Steering: Filter Generalizability
What will happen when we optimize a restoration filter with an impulse response measured in the lab and then apply this filter to an image acquired in the real world? To test the generalizability of our image restoration filter we acquired images of both a single slit and a military bar target with a broadband (400 to 700 nm) white light source. Since the design wavelength was 543 nm, this passband represents =20% bandwidth. An optimal filter was calculated from the steered and unsteered images of the single slit, and this filter was then applied to the steered image of the military bar target. The unsteered, steered, and restored images of the bar target are shown in Fig. 6 . By creating an optimal filter using an approximate impulse response, complicated images can be successfully restored with limited prior knowledge of the original scene. The importance of this discovery becomes obvious when considering the use of the liquid-crystal steering device in a realworld application, where it may be difficult to measure an impulse response in the field or calculate an optimal restoration filter for any given field of view.
As a final demonstration, a steered spoke-target image was restored using LMS filter coefficients derived directly from steered and unsteered image data. Filter coefficients were calculated for two different spoke-target images captured under the same conditions (one as in Fig. 7 and one with higher spoke density). The coefficients for the two targets were found to be nearly identical, thus presenting another example of filter generalizability. The unsteered, steered, and restored images of one spoke target are shown in Fig. 7 . The restored image represents a reduction in the MSE from 1.56 X 10-2 to 1.60X 10-3 .
Conclusion
We have demonstrated the image restoration ability of the BPM ~ Wiener filter ~ LMS adaptive filtering algorithm chain. Our procedure successfully removed much of the material and grating dispersion introduced when steering the field of view with a liquid-crystal beam-steering device. We also confirmed the generalizability of the image restoration algorithm with filters derived from impulselike images applied to bar targets. In the ideal case, we can compute a filter based solely on the BPM ~Wiener filter chain that can then partially restore any image with the corresponding steer angle and wavelength (passband). When we have experimental training data we can further refine our filter with the LMS algorithm. For an operational system we can train our LMS filters with impulse responses measured beforehand and then apply the filters to newly acquired images. Unfortunately, changing the steer angle or wavelength by increments as small as 0.001 deg or 4 nm requires a new filter for successful restoration. A new filter can be readily calculated with BPM, but knowledge of the spectral structure of the image is required. The spectral sensitivity of the restoration process is especially disturbing because the spectral characteristics of the imaged object may be unknown. Future analysis will concentrate on testing the restoration ability of our filters when the imaged scene is spectrally diverse (spectral content varies spatially). Russell C. Hardie: Biography and photograph appear with the paper "Aliasing reduction in staring infrared imagers utilizing subpixel techniques" in this issue.
