Abstract-We propose a branch flow model for the analysis and optimization of mesh as well as radial networks. The model leads to a new approach to solving optimal power flow (OPF) problems that consists of two relaxation steps. The first step eliminates the voltage and current angles and the second step approximates the resulting problem by a conic program that can be solved efficiently. For radial networks, we prove that both relaxation steps are always exact, provided there are no upper bounds on loads. For mesh networks, the conic relaxation is always exact and we characterize when the angle relaxation may fail. We propose a simple method to convexify a mesh network using phase shifters so that both relaxation steps are always exact and OPF for the convexified network can always be solved efficiently for a globally optimal solution. We prove that convexification requires phase shifters only outside a spanning tree of the network graph and their placement depends only on network topology, not on power flows, generation, loads, or operating constraints. Since power networks are sparse, the number of required phase shifters may be relatively small.
I. INTRODUCTION A. Motivation
The bus injection model is the standard model for power flow analysis and optimization. It focuses on nodal variables such as voltages, current and power injections and does not directly deal with power flows on individual branches. A key advantage is the simple linear relationship I = Y V between the nodal current injections I and the bus voltages V through the admittance matrix Y . Instead of nodal variables, the branch flow model focuses on currents and powers on the branches. It has been used mainly for modeling distribution circuits which tend to be radial, but has received far less attention. In this paper, we advocate the use of branch flow model for both radial and mesh networks, and demonstrate how it can be used for optimizing the design and operation of power systems.
There has been a great deal of research on OPF since Carpentier's first formulation in 1962 [1] ; surveys can be found in, e.g., [2] - [6] . OPF is generally nonconvex and NPhard, and a large number of optimization algorithms and relaxations have been proposed. An important observation was made in [7] , [8] that the full AC OPF can be formulated as a quadratically constrained quadratic program and therefore can be approximated by a semidefinite program. Instead of solving the OPF problem directly, [9] proposes to solve its convex Lagrangian dual problem and provides a sufficient condition that must be satisfied by a dual solution for the duality gap to be zero and for an optimal OPF solution to be recoverable. See [10] - [14] for various extensions and [15] for limitations of semidefinite relaxation for OPF.
These papers are all based on the bus injection model. In this paper, we introduce a branch flow model on which OPF and its relaxations can also be defined. Our model is motivated by a model first proposed by Baran and Wu in [16] , [17] for the optimal placement and sizing of switched capacitors in distribution circuits for Volt/VAR control. By recasting their model as a set of linear and quadratic equality constraints, [18] , [19] observes that relaxing the quadratic equality constraints to inequality constraints yields a secondorder cone program (SOCP). It proves that the SOCP relaxation is exact, when there are no upper bounds on the loads. This result is extended here to mesh networks and convex, as opposed to linear, objective functions (Theorem 1). See also [20] , [21] for various convex relaxations of approximations of the Baran-Wu model and [22] - [25] for other branch flow models. In this paper we extend the Baran-Wu model from radial to mesh networks and use it to develop a solution strategy for OPF for mesh as well as radial networks, as we now summarize.
B. Summary
We first formulate in Section II the OPF problem using branch flow equations involving complex bus voltages and complex branch current and power flows. In Section III we describe our solution approach that consists of two relaxation steps:
• Angle relaxation: relax OPF by eliminating voltage and current angles from the branch flow equations. This yields the (extended) Baran-Wu model and a relaxed problem OPF-ar which is still nonconvex.
• Conic relaxation: relax OPF-ar to a cone program OPFcr that is convex and hence can be solved efficiently.
We prove that the conic relaxation OPF-cr is always exact even for mesh networks, provided there are no upper bounds on real and reactive loads, i.e., an optimal solution of OPFcr is also optimal for OPF-ar. Given an optimal solution of OPF-ar, whether we can derive an optimal solution to the original OPF depends on whether we can recover the voltage and current angles correctly from the given OPFar solution. We characterize the exact condition (the angle recovery condition) under which this is possible, and present two angle recovery algorithms. It turns out that the angle recovery condition always holds for a radial network and hence solving OPF-cr always produces an optimal solution for OPF. For a mesh network, the angle recovery condition may not hold, and our characterization can be used to check if a relaxed solution yields an optimal solution for OPF.
In Section IV we prove that, by placing phase shifters on some of the branches, any relaxed solution of OPF-ar can be mapped to an optimal solution of OPF for the convexified network, with an optimal cost that is no higher than that of the original network. Phase shifters thus convert an NP-hard problem into a simple problem. Our result implies that when the angle recovery condition holds for a relaxed branch flow solution, not only is the solution optimal for the OPF without phase shifters, but the addition of phase shifters cannot further reduce the optimal cost. On the other hand, when the angle recovery condition is violated, then the convexified network may have a strictly lower optimal cost. Moreover, this benefit can be attained by placing phase shifters only outside an arbitrary spanning tree of the network graph.
These results suggest an algorithm for solving OPF (11)-(12) as summarized in Figure 1 . 
II. BRANCH FLOW MODEL
Let R denote the set of real numbers and C denote the set of complex numbers. A variable without a subscript usually denotes a vector with appropriate components, e.g., s := (s i , i = 1, . . . , n), S := (S ij , (i, j) ∈ E). For a complex scalar or vector a, a * denotes its complex conjugate. For a matrix A, A t denotes its transpose and A * its complex conjugate transpose.
A. Branch flow model
Let G = (N, E) be a connected graph representing a power network, where each node in N represents a bus and each link in E represents a line (condition A1). We index the nodes by i = 0, 1, . . . , n. The power network is called radial if its graph G is a tree. For a distribution network, which is typically radial, the root of the tree (node 0) represents the substation bus. For a (generally meshed) transmission network, node 0 represents the slack bus. We use node n to represent ground so that if bus i has a shunt impedance, then node i is connected to node n, i.e., (i, n) ∈ E.
We regard G as a directed graph and adopt the following orientation for convenience. Pick any spanning tree T := (N, E T ) of G rooted at node 0, i.e., T is connected and E T ⊆ E has n links. All links in E T point away from the root. For any link in E \ E T that is not in the spanning tree T , pick an arbitrary direction. Denote a link by (i, j) if it points from node i to node j. We will use e and (i, j) interchangeably to refer to a link in E. We write i ∼ j if i and j are connected, i.e., if either (i, j) ∈ E or (j, i) ∈ E (but not both). For each link (i, j) ∈ E, we will call node i the parent of node j and j the child of i. Let π(j) ⊆ N be the set of all parents of node j and δ(i) ⊆ N the set of all children of node i. Henceforth we will assume without loss of generality that G and T are directed graphs as described above.
The basic variables of interest can be defined in terms of G. For each (i, j) ∈ E, let I ij be the complex current from buses i to j and S ij = P ij + iQ ij be the sending-end complex power from buses i to j. For each node i ∈ N , let V i be the complex voltage on bus i. Let s i be the net complex power, which is load minus generation on bus i. For power flow analysis, we assume s i are given. For optimal power flow, VAR control, or demand response, s i are control variables. We use s i to denote both the complex number p i +iq i and the pair (p i , q i ) depending on the context. Finally, let z ij = r ij + ix ij be the complex impedance on the line connecting buses i and j. Recall that z in represents the shunt impedance on bus i.
Then these quantities satisfy the Ohm's law:
the definition of branch power flow:
and power balance at each bus:
We will refer to (1)- (3) as the branch flow model/equations. As customary, we assume that the complex voltage V 0 is given and the corresponding complex net load s 0 is a variable.
We will call a solution of (1)- (3) a branch flow solution with respect to a given s, and denote it by x(s) := (S, I, V, s 0 ). Let X(s) ⊆ C 2m+n+1 be the set of all branch flow solutions with respect to a given s: (1)- (3) given s} (4) and let X be the set of all branch flow solutions:
For simplicity of exposition, we will often abuse notation and use X to denote either the set defined in (4) or that in (5), depending on the context. For instance, X is used to denote the set in (4) for a fixed s for power flow analysis, and to denote the set in (5) for optimal power flow where s itself is also an optimization variable. Similarly for other variables such as x for x(s), etc.
B. Optimal power flow
Consider the optimal power flow problem where, in addition to (S, I, V, s 0 ), each s i = (p i , q i ), i = 1, . . . , n, is also an optimization variable. Let p i := p (1)- (3), we impose the following constraints on power generation: for i = 0, 1, . . . , n,
In particular, any of p ) i.e., there cannot be upper bounds on p c i , q c i for our proof below to work. The voltage magnitudes must be maintained in a tight range: for i = 1, . . . , n,
Finally, we impose line flow limits: for all (i, j) ∈ E,
We allow any objective function that is convex and does not depend on the angles ∠V i , ∠I ij of voltages and currents nor on consumptions p c i , q c i . For instance, suppose we aim to minimize real power losses r ij |I ij | 2 , minimize real power generation costs c i p g i , and maximize energy savings through conservation voltage reduction (CVR). Then the objective function takes the form (see [18] )
for some given constants c i , α i ≥ 0.
To simplify notation, let ij := |I ij | 2 and denote the projection of x that have phase angles ∠V i , ∠I ij eliminated. This defines a projection functionĥ such that y =ĥ(x), to which we will return in Section III. Then our objective function is f ĥ (x), s g . We assume f (ŷ, s g ) is convex (condition A2); in addition, we assume f is strictly increasing in ij , (i, j) ∈ E (condition A3). Finally, let
All quantities are optimization variables, except V 0 which is given. The optimal power flow problem is OPF:
where X is defined in (5) . To avoid triviality, we assume the problem is feasible (condition A4).
The feasible set is specified by the nonlinear branch flow equations and hence OPF (11)- (12) is in general nonconvex and hard to solve. The goal of this paper is to propose an efficient way to solve OPF by exploiting the structure of the branch flow model.
The main assumptions are summarized here for ease of reference: A1 The network graph G is connected. A2 The cost function f (ŷ, s g ) for optimal power flow is convex. A3 The cost function f (ŷ, s g ) is strictly increasing in ij , (i, j) ∈ E. A4 The optimal power flow problem OPF (11)- (12) is feasible.
III. RELAXATIONS AND OPTIMALITY CONDITION
We now our relaxation steps and explain the condition under which the relaxations are exact. Due to space limit, all proofs are omitted and can be found in the full version of this paper [26] .
A. Relaxed branch flow model
The relaxed (branch flow) model/equations are:
It was first proposed in [16] , [17] to model radial distribution circuits. They define a system of equations in the variables We often use (S, , v, s 0 ) :
. . , n, p 0 , q 0 ) to denote the variables. One may consider (S, , v, s 0 ) as a projection of (S, I, V, s 0 ) where each variable I ij or V i is relaxed from a point in the complex plane to a circle with a radius equal to the distance of the point from the origin. To understand the relationship between the branch flow model and the relaxed model and formulate our relaxations precisely, we need some notations. Fix an s. Given a vector (S, I, V, s 0 ) ∈ C 2m+n+1 , define its projectionĥ : C 2m+n+1 → R 3m+n+2 byĥ(S, I, V, s 0 ) = (P, Q, , v, p 0 , q 0 ) where
Let Y ⊆ C 2m+n+1 denote the set of all y := (S, I, V, s 0 ) Fig. 2 : X is the set of branch flow solutions andŶ =ĥ(Y) is the set of relaxed solutions. The inverse projection h θ is defined in Section V.
whose projections are the relaxed solutions:
Y := y := (S, I, V, s 0 )|ĥ(y) solves (13)- (16) 
Define the projectionŶ :=ĥ(Y) of Y onto the space R 2m+n+1 aŝ
Their relationship is illustrated in Figure 2 .
B. Two relaxations
Consider the OPF with angles relaxed: OPF-ar:
Clearly, this problem provides a lower bound to the original OPF problem since Y ⊇ X. Since neitherĥ(x) nor the constraints in Y involves angles ∠V i , ∠I ij , this problem is equivalent to the following OPF-ar:
The feasible set of OPF-ar is specified by a system of linear-quadratic equations. Hence OPF-ar is in general still nonconvex and hard to solve directly. The key to our solution is the observation that the only source of nonconvexity is the quadratic equalities in (16) . Relax them to inequalities:
and define the set Y ⊆ R 2m+n+1 as Y := {ŷ := (S, , v, s 0 ) |ŷ solves (13)- (15) and (24)} Consider the following relaxation of OPF-ar: OPF-cr:
Clearly OPF-cr provides a lower bound to OPF-ar since Y ⊇ Y.
C. Exact conic relaxation
Our first key result says that OPF-cr is exact. Theorem 1: OPF-cr is convex. Moreover, it is exact, i.e., any optimal solution of OPF-cr is also optimal for OPF-ar.
Remark 1:
In [27] , we prove a variety of sufficient conditions under which the conic relaxation proposed here is exact for radial networks. The main difference from Theorem 1 is that [27] allows upper bounds on the loads, i.e., it replaces the load over-satisfaction assumption in this paper with a different set of assumptions.
D. Angle recovery condition
Theorem 1 justifies solving the convex problem OPF-cr for an optimal solution of OPF-ar. Given a solution (ŷ, s) of OPF-ar, when and how can we recover a solution (x, s) of the original OPF (11)-(12)? The issue boils down to whether we can recover a solution x to the branch flow equations (1)-(3) fromŷ, given any nodal power injections s.
Fix a relaxed solutionŷ := (S, , v, s 0 ) ∈Ŷ. Define the (n + 1) × m incidence matrix C of G by
if link e leaves node i −1 if link e enters node i 0 otherwise (27) The first row of C corresponds to node 0, the reference bus with a given V 0 = |V 0 |e iθ0 . In this section we will only work with the m×n reduced incidence matrix B obtained from C by removing the first row (corresponding to V 0 ) and taking the transpose, i.e., for e ∈ E, i = 1, . . . , n,
if link e leaves node i −1 if link e enters node i 0 otherwise , Since G is connected, m ≥ n and rank(B) = n. Fix any spanning tree T = (N, E T ) of G. We can assume without loss of generality (possibly after re-labeling some of the links) that E T consists of links e = 1, . . . , n. Then B can be partitioned into
where the n × n submatrix B T corresponds to links in T and the (m − n) × n submatrix B ⊥ corresponds to links in
m be defined in terms of the givenŷ by
Write β as
where β T is n × 1 and β ⊥ is (m − n) × 1.
Recall the projection mappingĥ :
where
These mappings are illustrated in Figure 2 . Our next key result characterizes the exact condition under which an inverse projection exists, and provides an explicit expression for recovering the phase angles ∠V i , ∠I ij from the givenŷ. A cycle c in G is a set {i 1 , . . . , i k } of nodes in V such that i j ∼ i j+1 and i k ∼ i 1 , i.e., nodes i j , i j+1 is in c if either (i j , i j+1 ) ∈ E or (i j+1 , i j ) ∈ E (but not both). We write e ∈ c when e = (i j ∼ i j+1 ) or e = (i k ∼ i 1 ). Letβ be the extension of β from directed links to undirected links: if (i, j) ∈ E thenβ ij := β ij andβ ji := −β ij .
Theorem 2: Let T be any spanning tree of G. Consider a relaxed solutionŷ ∈Ŷ and the corresponding β defined by (29)-(30) in terms ofŷ.
1) There exists a unique θ * ∈ [−π, π] n such that h θ * (ŷ) is a branch flow solution in X if and only if
2) The angle recovery condition (35) holds if and only if for every cycle c in G
3) If (35) holds then θ * = B −1
Remark 2: Given a relaxed solutionŷ := (S, , v, s 0 ), Theorem 2 prescribes a way to check if a branch flow solution can be recovered from it, and if so, the required computation. The angle recovery condition (35) is a condition onŷ and depends only on the network topology through the reduced incidence matrix B. The choice of spanning tree T corresponds to choosing n linearly independent rows of B to form B T and does not affect the conclusion of the theorem.
Remark 3: When it holds, the angle recovery condition (36) has a familiar interpretation: the voltage angle differences (implied byŷ) sum to zero around any cycle.
Remark 4: A direct consequence of Theorem 2 is that the relaxed branch flow model (13)- (16) together with the angle recovery condition (35) is equivalent to the original branch flow model (1)-(3) . That is, x satisfies (1)- (3) if and only if y =ĥ(x) satisfies (13)- (16) and (35).
E. Radial networks
Recall that all relaxed solutions inŶ \ĥ(X) are spurious. Our next key result shows that, for radial network,ĥ(X) = Y and hence angle relaxation is always exact in the sense that there is always a unique inverse projection that maps any relaxed solutionŷ to a branch flow solution in X (even though X = Y).
Theorem 3: Suppose G = T is a tree. Then 1)ĥ(X) =Ŷ.
2) given anyŷ, θ * := B −1 β always exists and is the unique phase angle vector such that h θ * (ŷ) ∈ X.
A direct consequence of Theorem 1 and Theorem 3 is that, for a radial network, OPF is equivalent to the convex problem OPF-cr in the sense that we can obtain an optimal solution of one problem from that of the other.
Corollary 4: Suppose G is a tree. Given an optimal solution (ŷ * , s * ) of OPF-cr, there exists a unique θ * such that (h θ * (ŷ * ), s * ) is an optimal solution of the original OPF.
IV. CONVEXIFICATION OF MESH NETWORK
For mesh networks a relaxed solution may be spurious if it does not satisfy the angle recovery condition in Theorem 2. In this section, we explain how to use phase shifters to convexify a mesh network so that any relaxed solution can be mapped to a valid branch flow solution of the convexified network. As a consequence, the OPF for the convexified network can always be solved efficiently (in polynomial time).
A. Branch flow model with phase shifters
We consider an idealized phase shifter that only shifts the phase angles of the sending-end voltage and current across a line, and has no impedance nor limits on the shifted angles. Specifically, consider an idealized phase shifter parametrized by φ ij across line (i, j), as shown in Figure 3 . As before, let V i denote the sending-end voltage. Define I ij to be the sending-end current leaving node i towards node j. Let k be the point between the phase shifter φ ij and line impedance z ij . Let V k and I k be the voltage at k and current from k to j respectively. Then the effect of the idealized phase shifter is summarized by the following modeling assumption:
The power transferred from nodes i to j is still (defined to be) S ij := V i I * ij which, as expected, is equal to the power V k I * k from nodes k to j since the phase shifter is assumed to be lossless. Applying Ohm's law across z ij , we define the branch flow model with phase shifters as the following set of equations:
Without phase shifter (φ ij = 0), (37) reduces to (1) . Recall the set X of branch flow solutions defined in (4) (and (5)). The inclusion of phase shifters modifies the network and enlargers the solution set of the (new) branch flow equations. Formally, let X := {x | x solves (37)-(39) for some φ}
Here and henceforth, φ ∈ [−π, π] m . For any spanning tree T of G, let "φ ∈ T ⊥ " stands for "φ ij = 0 for all (i, j) ∈ T ", i.e., φ involves only phase shifters in branches not in the spanning tree T . Define
Since (37) reduces to (1) when φ = 0, X ⊆ X T ⊆ X.
From (37) and (38), we have
This changes the angle recovery condition from whether there exists θ that solves Bθ = β to whether there exists (θ, φ) that solves
The voltage angles are θ = B −1
T (β T − φ T ), and the angle recovery condition (35) becomes
which can always be satisfied by appropriate (nonunique) choices of φ.
Our next key result implies that, given a relaxed solution y := (S, , v, s 0 ) ∈Ŷ, we can always recover a branch flow solution x := (S, I, V, s 0 ) ∈ X of the convexified network. Moreover it suffices to use phase shifters in branches only outside a spanning tree. It extends Theorem 2 to the case with phase shifters.
Theorem 5: Let T be any spanning tree of G. Consider a relaxed solutionŷ ∈Ŷ and the corresponding β defined by (29)-(30) in terms ofŷ.
1) There exists a unique solution (θ * , φ * ) of (42) with φ * ∈ T ⊥ . Specifically
e., h θ * (ŷ) is a branch flow solution of the convexified network. 3) Y = X = X T and henceŶ =ĥ(X) =ĥ(X T ).
B. Optimal power flow
Theorem 5 suggests using phase shifters to convexify a mesh network so that any solution of OPF-ar can be mapped into an optimal solution of OPF of the convexified network. Convexification thus modifies a NP-hard problem into a simple problem without loss in optimality; moreover this requires an one-time deployment cost for subsequent operational simplicity, as we now show.
We will compare four OPF problems: the original OPF Corollary 6 has several important implications: 1) Theorem 1 implies that we can solve OPF-ar efficiently through conic relaxation to obtain a relaxed solution (ŷ ar , s ar ). An optimal solution of OPF may or may not be recovered from it. Ifŷ ar satisfies the angle recovery condition (35) with respect to s ar , then Theorem 2 guarantees a unique θ * such that the inverse projection (ĥ θ * (ŷ ar ), s ar ) is indeed optimal for OPF. 2) In this case, Corollary 6 implies that adding any phase shifters to the network cannot further reduce the cost since f * = f ar = f ps . 3) If (35) is not satisfied, thenŷ ar ∈ĥ(X) and there is no inverse projection that can recover an optimal solution of OPF from (ŷ ar , s ar ). In this case, f * ≥ f ar . Theorem 5 implies that if we allow phase shifters, we can always attain f ar = f ps with the relaxed solution (ŷ ar , s ar ), with potentially strict improvement over the network without phase shifters (when f * > f ar ). 4) Moreover, Corollary 6 implies that such benefit can be achieved with phase shifters only in branches outside an arbitrary spanning tree T .
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