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Let the random variable X denote the lifetime (X> 0, with
probability one) of a unit, having an absolutely continuous dis-
tribution function F, survival function F ¼ 1 F and density
function f. Let the random variable XðtÞ ¼ ½t X X 6 tj  denote; fax: +20 13 323 0860.
com.bu.edu.eg, mervat_em@
Production and hosting by
o University.
lsevierthe time elapsed after failure till time t, given that the unit has
already failed at time t, for t> 0. The random variable X(t) is
known as the inactivity time of a unit at time t. Recently, the
random variable X(t) has received considerable attention in the
literature, see Ahmad and Kayid [1], Li and Xu [2], Lai and
Xie [3], Mahdy [4], and Nair and Sudheesh [5].
In the literature, the function ~rFðxÞ ¼ fðxÞ=FðxÞ is known as
the reversed (or retro or backward) hazard rate function (cf.
Shaked and Shanthikumar [6]). In the analysis of left-censored
data, the reversed hazard rate function plays the same role as
that of the hazard rate function in the analysis of right-cen-
sored data (cf. Anderson et al. [7]). The reversed hazard rate
ordering is related to the random variable X(t). Ahmad and
Kayid [1] characterized the decreasing reversed hazard rate
(DRHR) based on variability ordering of the inactivity time
of k-out-of-n system given that the time of the (n  k + 1)th
failure occurs at or sometimes before time tP 0.
In this paper, we focus our attention on nonparametric
classes of life distributions deﬁned in terms of the variance
30 M. Mahdyof X(t).These classes are the increasing variance inactivity time
(IVIT) and inactivity coefﬁcient of variation time (ICV). Sec-
tion ‘preliminaries’ contains deﬁnitions, notation and basic
properties used through the paper. In this section, we study
some properties of the IVIT class and the ICV class. The main
results and their proofs are provided in Section ‘preservation
properties’, where we establish closure properties of the classes
under relevant reliability operations such as mixing, convolu-
tion and formation of coherent systems; we show, for example,
that the class IVIT is closed under convolution, mixing and the
formation of coherent systems. The variance inactivity time of
parallel systems is provided in Section ‘variance inactivity time
of parallel systems’.
Preliminaries
Let X be a random variable with distribution function F(t),
survival function F ¼ 1 F, mean life l ¼ R1
0
FðuÞdu and var-
iance r2 = Var(X). So the mean inactivity time (MIT), mF(t),
and variance inactivity time, r2FðtÞ, respectively, can be deﬁned
as follows:
mFðtÞ ¼ Eðt X X 6 tj Þ;
¼
R t
0
FðuÞdu
FðtÞ ; 0 6 X 6 t; tP 0;
ð2:1Þ
and
r2FðtÞ ¼ Var½t X X 6 tj : ð2:2Þ
Note that
r2FðtÞ ¼ E½ðt XÞ2 X 6 tj   ½mFðtÞ2:
Clearly
r2FðtÞ ¼ 2tmFðtÞ m2FðtÞ 
2
FðtÞ
Z t
0
xFðxÞdx:
Consider E½U2 tj  ¼ R1
0
u2dF½u tj dt, using integration by parts
one has
r2FðtÞ þm2FðtÞ ¼
2
FðtÞ
Z t
0
Z y
0
FðxÞdxdy;
so, Eq. (2.2) is equivalent to
r2FðtÞ ¼
2
FðtÞ
Z t
0
Z y
0
FðxÞdxdym2FðtÞ:
Let uðyÞ ¼ R y
0
FðxÞdx, then
r2FðtÞ þm2FðtÞ ¼
2
FðtÞ
Z t
0
uðyÞdy; ð2:3Þ
and from (2.1), we get
mFðtÞ ¼ uðtÞ
FðtÞ ; ð2:4Þ
also from (2.4), we get
m0FðtÞ ¼ 1 ~rðtÞmFðtÞ: ð2:5Þ
Differentiating (2.2) with respect to t, we have
d
dt
½r2FðtÞ ¼
2½uðtÞFðtÞ  fðtÞ R t
0
uðyÞdy
F2ðtÞ  2mFðtÞm
n
FðtÞ: ð2:6Þ
and using (2.3)–(2.5) in (2.6), we obtain thatd
dt
½r2FðtÞ ¼ ~rðtÞ½m2FðtÞ  r2FðtÞ:
The following deﬁnition is essential to our work:
Deﬁnition 2.1. A random variable X having distribution
function F has increasing variance inactivity time life, which
we denote as IVIT, if
1
FðtÞ
Z t
0
uðyÞdy 6 m2FðtÞ;
where uðyÞ ¼ R y
0
FðxÞdx.Equivalently, X 2 IVIT if, and only if,
FðtÞ
Z t
0
uðyÞdy 6 u2ðtÞ:
The following deﬁnitions extend the increasing mean inactivity
time, IMIT, and IVIT classes into the orderings between
variables.
Let X and Y be two non-negative and absolutely continu-
ous random variables, having distribution functions F and G,
reversed hazard rate functions ~rF and ~rG, the mean inactivity
time functions mF(t) and mG(t), and the variance inactivity
time functions r2FðtÞ and r2GðtÞ, respectively. The mean and
the variance inactivity time orderings can be deﬁned as follows:
Deﬁnition 2.2. X is said to be smaller than or equal to Y in
mean inactivity time ordering (X 6mitY) if
R t
0
FðuÞdu
FðtÞ P
R t
0
GðuÞdu
GðtÞ ; for all tP 0:
It can be written asR t
0
FðuÞduR t
0
GðuÞdu is increasing in tP 0:Deﬁnition 2.3. X is said to be smaller than or equal to Y in
variance inactivity time ordering (X 6vit Y) if
R t
0
R x
0
FðuÞdudx
FðtÞ P
R t
0
R x
0
GðuÞdudx
GðtÞ ; for all tP 0:
It can be written as
R t
0
R x
0
FðuÞdudxR t
0
R x
0
GðuÞdudx is increasing in tP 0:
In probability theory and statistics, the coefﬁcient of variation
(CV) is a normalized measure of dispersion of a probability
distribution. It is deﬁned as the ratio of the standard deviation
r to the mean l:
CV ¼ r
l
:
This is only deﬁned for a non-zero mean, and it is most useful
for variables that are always positive. It is also known as unit-
ized risk, also it is used in some applied probability ﬁelds such
as renewal theory, queueing theory, and reliability theory.
Now, we can deﬁne the coefﬁcient of variation of the ran-
dom variable X(t) as follows:
Characterization of variance inactivity time 31cFðtÞ ¼
rFðtÞ
mFðtÞ :
The Erlang distribution is a continuous probability distribu-
tion with wide applicability primarily due to its relation to
the Exponential and Gamma distributions. The distribution
is used in the ﬁeld of stochastic processes. The probability den-
sity function of the Erlang distribution is
fðx; k; kÞ ¼ k
kxk1 expðkxÞ
ðk 1Þ! ; for x; kP 0:
where ‘‘exp’’ is the base of the natural logarithm and ‘‘!’’ is the
factorial function. The parameter k is called the shape param-
eter and the parameter k is called the rate (scale) parameter.
The cumulative distribution function of the Erlang distribution
can be expressed as
Fðx; k; kÞ ¼ 1
Xk1
n¼0
ðkxÞn
n!
expðkxÞ: ð2:7Þ
Now, we can discuss the behavior of ICV in the Erlang
distribution.
Proposition 2.1. If X is a non-negative random variable having
the Erlang distribution with scale parameter k, and shape
parameter k. Then(i) The mean inactivity lifetime function is given by:
mFðtÞ ¼
t k1k þ expðktÞ
Pk
i¼1
ðkiÞ
ði1Þ! k
i2ti1
h i
1Pk1n¼0 ðktÞnn! expðktÞ ; ð2:8Þ
(ii) An approximation of the variance inactivity lifetime
function is given by:
r2FðtÞ 
t2  2t k1k þ
Pk
i¼1
ðkiÞ
ði1Þ! k
i2Bi
1Pk1n¼0 ðktÞnn! expðktÞ m
2
FðtÞ;
where
Bi ¼ 512
45
e
1
4kt
t
4
 i
þ 96
45
e
1
2kt
t
2
 i
þ 512
135
e
3
4kt
3t
4
 i
þ 28
45
ektti:
(iii) The inactivity coefﬁcient of variation of the random var-
iable X(t) is greater than 1.
Proof. When X has the Erlang distribution and using Eq.
(2.4), we can show that
mFðtÞ ¼
R t
0
1Pk1n¼0 ðkxÞnn! expðkxÞdx
1Pk1n¼0 ðktÞnn! expðktÞ ;
¼
t k1k þ expðktÞ
Pk
i¼1
ki
ði1Þ! k
i2ti1
h i
1Pk1n¼0 ðktÞnn! expðktÞ ; tP 0;
whereZ t
0
1
Xk1
n¼0
ðkxÞn
n!
expðkxÞdx
¼ t k 1
k
þ expðktÞ
Xk
i¼1
k i
ði 1Þ! k
i2ti1
" #
:
Hence from Eq. (2.7) the result follows.By using Bool’s rule (Mathews and Fink [8]), we can show
that
Z t
0
Z y
0
FðxÞdxdy  t2  2t k 1
k
þ
Xk
i¼1
k i
ði 1Þ! k
i2Bi;
where
Bi ¼ 512
45
e
1
4kt
t
4
 i
þ 96
45
e
1
2kt
t
2
 i
þ 512
135
e
3
4kt
3t
4
 i
þ 28
45
ektti:
From (2.2), (2.7), and (2.8), we get the complete proof of
(ii).
Also, by using (i) and (ii), we get the complete proof (iii).
A hyper-exponential distribution is a continuous distribu-
tion with the probability density function as follows:
fX ¼
Xn
i¼1
fYiðyÞpi; ð2:9Þ
where Yi is an exponentially distributed random variable with
rate parameter ki, and pi is the probability that X will take on
the form of the exponential distribution with rate ki. Now, we
can study some of properties of hyper-exponential distribu-
tions in terms of the following propositions:
Proposition 2.2.
If X has a hyper-exponential distribution, then
(i) The mean inactivity time function is given byn o
mFðtÞ ¼
Pn
i¼1pi tþ 1ki expðkitÞ  1kiPn
i¼1pif1 expðkitÞg
; ð2:10Þ(ii) The variance inactivity time function is given byn o
r2FðtÞ ¼
2
Pn
i¼1pi
t2
2
 tki 
expðki tÞ
k2i
þ 1
k2iPn
i¼1pi 1 expðkitÞf g

Pn
i¼1pi tþ 1ki expðkitÞ  1ki
n o
Pn
i¼1pif1 expðkitÞg
2
4
3
5
2
;(iii) The coefﬁcient of variation of X(t) is less than 1.
Proof. By the expression followed from (2.4) for the distribu-
tion function given in (2.9), (i) is satisﬁed. Also, by using (2.2)
and (2.10) we get the complete the proof of (ii). It is easy to
check that maximum value of the inactivity coefﬁcient of var-
iation of the random variable X(t) is less than one; this is the
complete proof of (iii). hPreservation properties
This section will develop some preservation of VIT order and
IVIT.
Theorem 3.1. X is IVIT if and only if X6vitXþ Y for any Y
independent of X.
32 M. MahdyProof. Necessity: If r2FðtÞ is increasing in tP 0, then by Fubin-
i’s theorem, we have for any tP 0,
r2ðXþYÞðtÞþm2ðXþYÞðtÞ¼
2
R t
0
R y
0
R x
0
FðxuÞdGðuÞdxdyR t
0
FðtuÞdGðuÞ ;
¼ 2
R t
0
R tu
0
R yu
0
FðxÞdxdydGðuÞR t
0
FðtuÞdGðuÞ ;
¼
R t
0
FðtuÞ½r2ðXÞðtuÞþm2ðXÞðtuÞdGðuÞR t
0
FðtuÞdGðuÞ
6 r2ðXÞðtÞþm2ðXÞðtÞ:
By Proposition 2.3 in Li and Xu [2] we get that
m2ðXþYÞðtÞ 6 m2ðXÞðtÞ:
Thus
X 6vit Xþ Y:
Theorem 3.2. Assume that / is strictly increasing and concave
/ð0Þ ¼ 0:
If X 6vit Y then /ðXÞ 6vit uðYÞ.
Proof. Without loss of generality, assume that / is differentia-
ble with derivative /n. Thus X 6vit Y implies that for any
tP 0,
Z /1ðtÞ
0
Z /1ðx:Þ
0
FðuÞ
Fð/1ðtÞÞ 
GðuÞ
Gð/1ðtÞÞ
 
dudxP 0:
Since /nðtÞ is non-negative and decreasing, by Theorem 3.1 of
Li and Xu [2] it holds that
Z /1ðtÞ
0
Z /1ðx:Þ
0
/nðtÞ FðuÞ
Fð/1ðtÞÞ 
GðuÞ
Gð/1ðtÞÞ
 
dudx
P 0; for any t > 0:
Equivalently,
Z /1ðtÞ
0
Z /1ðxÞ
0
/nðtÞFðuÞ
Fð/1ðtÞÞ dudx
P
Z /1ðtÞ
0
Z /1ðxÞ
0
/nðtÞGðuÞ
Gð/1ðtÞÞ dudx;
that is, for any t > 0,
Z t
0
Z x
0
Fð/1ðuÞÞ
Fð/1ðtÞÞ dudxP
Z t
0
Z x
0
Gð/1ðuÞÞ
Gð/1ðtÞÞ dudx;
which shows for any tP 0 that /ðXÞ 6vit uðYÞ. h
Theorem 3.3. Let X1, . . ., Xn and Y1, . . ., Yn be independent
and identically distributed (i.i.d) copies of X and Y, respec-
tively. If maxfX1; . . . ; Xng 6vit maxfY1; . . . ; Yng then X 6vit Y.
Proof. maxfX1; . . . ; Xng6vitmaxfY1; . . . ; Yng implies that
R t
0
R x
0
FnðuÞdudx
FnðtÞ P
R t
0
R x
0
GnðuÞdudx
GnðtÞ for any t > 0;
that isZ t
0
Z x
0
GnðtÞFnðuÞdudx
Z t
0
Z x
0
FnðtÞGnðuÞdudxP 0:
Since, for any tP 0,
kðuÞ ¼
Xn
i¼1
½GniðtÞFniðuÞ½Fi1ðtÞGi1ðuÞ
" #1
;
is non-negative and decreasing in uP 0, by Theorem 3.1 of Li
and Xu [2] we have,Z t
0
Z x
0
½GðtÞFðuÞ  FðtÞGðuÞdudx
¼
Z t
0
Z x
0
kðuÞ½GnðtÞFnðuÞ  FnðtÞGnðuÞdudxP 0;
which states that X 6vit Y. hVariance inactivity time of parallel systems
We consider a parallel system consisting of n identical compo-
nents with independent lifetimes having a common distribu-
tion function F. It is assumed that at time t the system
failed. Under these conditions, Asadi [9], Asadi and Bayramo-
glu [10] and Bairamov et al. [11] introduced MIT of the com-
ponents of this system. Also, they mention some of its
properties such as recovered distribution function by applica-
tion of MIT, and comparison between MITs of two parallel
systems.
On the basic of the structure of parallel systems, when a
component with lifetime Tr:n = r= 1, 2, . . ., n  1 fails the
system is continuing to work until Tn:n fails. In fact, the system
can be considered as a black box in the sense that the exact
failure time of Tr:n is unknown. Motivated by this, we assume
that at time t the system is not working and in fact, it has failed
at time t or sometime before time t.
Let
ITr:n;ðtÞ ¼ ½t Tr:n Tn:n 6 tj ; t > 0; r ¼ 1; 2; . . . ; n:
where ITr:n,(t) shows, in fact, the time that has passed from the
failure of the component with lifetime Tr:n in the system given
that the system has failed at or before time t. If we denote the
expectation of ITr:n,(t) by M
r
nðtÞ and variance of ITr:n,(t) by
VrnðtÞ, i.e.
MrnðtÞ ¼ EðITr:n;ðtÞÞ; t > 0; r ¼ 1; 2; . . . ; n;
and
VrnðtÞ ¼ VarðITr:n;ðtÞÞ; t > 0; r ¼ 1; 2; . . . ; n:
Then MrnðtÞ measures the MIT from the failure of the compo-
nent with lifetime Tr:n given that the system has a lifetime less
than or equal to t. Also, VrnðtÞ measures the VIT from the fail-
ure of the component with lifetime Tr:n given that the system
has a lifetime less than or equal to t.
Let a parallel system with n non-negative independent com-
ponents having a common continuous distribution function F
with left extremity a= inf {t:F(t) > 0} and right extremity
b= sup {t:F(t) < 1}. In the following, we derive the distribu-
tion of ITr:n,(t). Let Rðx tj Þ denote the reliability function of
ITr:n,(t), for x< t and x, t 2 (a, b). Then
Characterization of variance inactivity time 33Rðx tj Þ ¼PrðITr:n;ðtÞP xÞ;
¼
Pn
i¼r
n
i
 
FiðtxÞðFðtÞFðtxÞÞni
FnðtÞ ; ð4:1Þ
¼
Xn
i¼r
n
i
 Xni
j¼0
ð1Þjðn i
j
Þ FðtxÞ
FðtÞ
 iþj
; for r¼ 1; . . . ; n:
Using the survival function given in (4.1), Asadi [9] obtains the
MIT of Tk:k as follows:
MkðtÞ ¼ E½t Tk:k P x Tk:k 6 tj ; k ¼ 1; 2; . . . ;
¼
R t
0
FkðuÞdu
FkðtÞ :
Now, let us deﬁne the second non-central moment of the par-
allel system lifetime, which is denoted by Sk(t) as follows:
SkðtÞ ¼
2
R t
0
R x
0
FkðuÞdudx
FkðtÞ ;
¼ 2tMkðtÞ 
2
R t
0
uFkðuÞdu
FkðtÞ ; ð4:2Þ
¼ 2tMkðtÞ UkðtÞ;
where
UkðtÞ ¼
2
R t
0
uFkðuÞdu
FkðtÞ :
Also, by using (4.2), we get the VIT of Tk:k as follows:
VkðtÞ ¼ Var½t Tk:k P x Tk:k 6 tj ; k ¼ 1; 2; . . . ;
¼ 2tMkðtÞ M2kðtÞ UkðtÞ:
Furthermore, Asadi [9] mentioned that MIT of Tr:n is
MrnðtÞ ¼
Z t
0
Rðx tj Þdx;
¼
Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 
MiþjðtÞ:
Now, we can obtain the VIT of Tr:n as follows:
VrnðtÞ ¼ 2
Z t
0
ðt xÞRðx tj Þdx ½MrnðtÞ2:
But note that
UrnðtÞ ¼ 2
Z t
0
xRðx tj Þdx;
¼
Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 
UiþjðtÞ;
so we can deﬁne the second non-central moment of Tr:n as
follows:
SrnðtÞ ¼ 2tMrnðtÞ UrnðtÞ:
Consequently
VrnðtÞ ¼ 2tMrnðtÞ UrnðtÞ  ½MrnðtÞ2:Example. Let T0is, i ¼ 1; . . . ; n, nP 1, be an independent
exponential with mean 1. ThenRðx tj Þ ¼
Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 
et  ex
et  1
 iþj
;
x < t; t > 0:
By Asadi [4], we get that:
SiþjðtÞ ¼ 2tMiþjðtÞ 
2
R t
0
uFiþjðuÞdu
FiþjðtÞ ;
¼
2t
Piþj
k¼0
ð1Þk iþ j
k
 
1
k
ð1 ektÞ  2 R t
0
uFiþjðuÞdu
ð1 etÞiþj :
Since
Z t
0
uFiþjðuÞdu ¼
Xiþj
k¼0
ð1Þk iþ j
k
 
1
k2
½1 ektðtkþ 1Þ;
so that
SiþjðtÞ ¼
Piþj
k¼0ð1Þk
iþ j
k
 
1
k
ð1 ektÞ
ð1 etÞiþj UiþjðtÞ;
whereas
UiþjðtÞ ¼
2
Piþj
k¼0ð1Þk
iþ j
k
 
1
k2
½1 ektðtkþ 1Þ
ð1 etÞiþj :
So, we can show that for r= 1, . . ., n,
VrnðtÞ¼ 2t
Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 Piþjk¼0ð1Þk iþ jk
 
1
k
½1ekt
ð1 etÞiþj
2
Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 

Piþj
k¼0ð1Þk
iþ j
k
 
1
k2
½1ektðtkþ1Þ
ð1 etÞiþj

Xn
i¼r
n
i
 Xni
j¼0
ð1Þj n i
j
 Piþjk¼0ð1Þk iþ jk
 
1
k
½1ekt
ð1etÞiþj
2
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