Via an encoding of the Modified Post's Correspondence Problem, this paper shows that it is undecidable whether an automatic semigroup is cancellative.
Introduction
Campbell et al. [4] generalized the concept of an automatic structure from groups [6] to semigroups. Epstein et al. [6] asked whether the conjugacy and isomorphism problems were soluble for automatic groups. (These problems are known to be undecidable for general finitely presented groups [9, p. 89] ; however, the proofs of these facts rely on the word problem being undecidable in general, which is not the case in automatic groups and semigroups [4, Corollary 3.7] .) For automatic semigroups, one can ask many more questions: Is a given automatic semigroup cancellative, a monoid, a group, inverse, free, completely simple, completely 0-simple or a Clifford semigroup? Does a given element in an automatic monoid have a right or left inverse?
There are known algorithms to determine whether an automatic semigroup is a monoid or group [2, section 3.4]; whether it is free on some generating set [2, section 3.3] ; whether it is completely simple or completely 0-simple [8, section 6] and whether it is a Clifford semigroup [3] . It is not yet known whether one can decide if an automatic semigroup is inverse. It is undecidable whether a given element of an automatic semigroup has a right inverse [8, Theorem 5.1] ; it is decidable whether it has a left inverse [8, Proposition 4.4] .
Given an automatic structure for a semigroup, one can decide algorithmically whether that semigroup is right-cancellative (see section 3). The purpose of this paper is to show that both left-cancellativity and cancellativity are undecidable for automatic semigroups: THEOREM 1.
(1) There is no algorithm that takes as input an automatic structure for a semigroup and decides whether that semigroup is left-cancellative. (2) There is no algorithm that takes as input an automatic structure for a semigroup and decides whether that semigroup is cancellative.
This theorem is arguably the first known undecidability result for an algebraic property of an automatic semigroup.
The final section of the paper shows that the question of whether the group-embeddability of an automatic semigroup can be determined algorithmically remains open.
(This paper is based on part of the author's Ph.D. Thesis [2, Section 3.5].)
Preliminaries

Words, prefixes and suffixes
Following [6] , the notation used in this paper distinguishes a word from the element of the semigroup it represents. Let A be an alphabet representing a set of generators for a semigroup S. For any word w ∈ A + , denote by w the element of S represented by w. For any set of words W , W is the set of all elements of S represented by at least one word in W .
Denote the identity of A * -the empty word-by ε. Denote the length of u ∈ A * by |u|.
and let
So u(t) is the prefix of u up to and including the tth letter; u[t] is the suffix of u after and not including the tth letter. Observe that for all t ∈ N ∪ {0}, u = u(t)u [t] , and that if one formally assumes that
Presentations
The semigroup presentation Sg A | ρ , where A is an alphabet and ρ is a binary relation on A + , defines the factor semigroup A + /ρ # . (Recall that ρ # denotes the smallest congruence containing ρ.) Similarly, Gp A | ρ denotes the group presentation with the same set of generators and defining relations. Refer to [10] for further information on semigroup presentations; see [9] for group presentations.
Automatic semigroups
This subsection contains the information regarding automatic semigroups necessary for the remainder of the paper. It assumes familiarity with regular languages and finite automata; [6, sections 1.1 and 1.2] contains all the basic theory for automata needed hereafter. (For further information on automatic semigroups, see [4] .) 
is a regular language over A(2, $). An automatic semigroup is a semigroup that admits an automatic structure.
Post's Correspondence Problem
An instance of Post's Correspondence Problem (PCP) consists of two lists of non-empty words over an alphabet X:
A solution to this instance of PCP is a sequence i 1 , . . . , i k (with k > 0) drawn from the set {1, . . . , n} such that
An instance of the MPCP consists of two lists of words (1) (Some authors, including [7] , allow the words (1) to be empty. However, the proof of [7, Theorem 8.8] works with the more restricted version of PCP and MPCP used here.)
String rewriting systems
This subsection contains facts about string rewriting needed later in the paper. For further background information, see [1] . A word w ∈ A * is reducible if it contains a subword l that forms the left-hand side of a rewriting rule in R; it is otherwise called irreducible.
The string rewriting system (A, R) is noetherian if there is no infinite sequence Let (A, R) be a confluent noetherian string rewriting system. The set of irreducible words are said to be in normal form, and the unique normal form to which a word w can be reduced is denoted by NF(w). The semigroup presented by Sg A | R may be identified with the set of normal form words under the operation of 'concatenation plus reduction to normal form'.
Undecidability of left-cancellativity
Silva and Steinberg [11] observed that a semigroup with automatic structure This section is dedicated to proving part (1) of Theorem 1.1. The strategy is to encode an arbitrary instance of MPCP inside an automatic semigroup in such a way that the semigroup is left-cancellative if and only if that instance of MPCP has no solution.
Pick any instance (1) of MPCP. (Recall that the definition of MPCP requires the words u i and v i in (1) to be non-empty.) Define a semigroup as follows. Let
and the sets X, {O, U, V }, B, B , C, C and D are all pairwise disjoint. Let
Let S be the semigroup with presentation Sg A | R . The aim is to show the following.
(1) The semigroup S is automatic (Lemma 3.2). This will show that the left-cancellativity of the automatic semigroup S is equivalent to the instance of MPCP (1) having no solution. Let L be the language of all words over A that do not contain the left-hand side of an element of R. Then L is the regular language
The language L is the set of irreducible words for the rewriting system (A, R).
LEMMA 3.1 The rewriting system (A, R) is noetherian and confluent.
Proof . Noetherian. To show that reduction using the rewriting rules R must terminate, proceed as follows: for any w ∈ A + and t ∈ {1, . . . , |w|}, define ϑ(w, t) to be the number of letters from 
Define a partial order on A * as follows: for w, w ∈ A * ,
Now, reduction using rules of types (3), (4) and (5) strictly decreases the value of (w). A reduction step w ⇒ w using a rule of type (6) implies that (w ) = (w) and (w ) > (w): if the reduction step involves interchanging the tth and (t + 1)th letters of w , then ϑ(w , t) = ϑ(w, t + 1) + 1 and ϑ(w , t + 1) = 0 = ϑ(w, t). So reduction always strictly -decreases a word: thus the process of reduction must terminate. The rewriting system (A, R) is therefore noetherian.
Confluent.
As there are no overlaps between left-hand sides of rules in R, the rewriting system is confluent by Proposition 2.5.
Theorem 2.6 therefore shows that the language of irreducible words L is a set of unique normal forms for S. Identify S with this set of normal forms, so that w = NF(w) for all words w ∈ A + .
LEMMA 3.2 The semigroup S admits (A, L) as an automatic structure.
Proof . That L maps onto S has already been established. So let u, v ∈ L and a ∈ A and suppose that ua = v. The word v is in normal form, so NF(ua) = v. Since u is also in normal form, one of the following two possibilities holds:
Since no left-hand side of a rule in R ends with the letter a, the word ua is in normal form and so ua = v; (2) a ∈ B ∪ B ∪ C ∪ C . Let u = u u , where u is the longest suffix of u lying in D * . Then NF(ua) = NF(u u a) = NF(u au ). Noting that u does not end in a letter from D, if further reduction takes place, it must begin with an application of a rule of type (3), (4) or (5). This shows that NF(ua) = NF(u (|u | − 1)rT du ), where rT d is the right-hand side of a rewriting rule with r ∈ X * , T ∈ {U, V , ε}, d ∈ D. The word u (|u | − 1)rT du is in normal form, since u (|u | − 1) is in normal form, letters from X, such as those in r, do not appear on the left-hand side of any rule, T only appears on a left-hand side when followed by a letter from B ∪ B ∪ C ∪ C , and no rule can be applied to du ∈ D * . So either NF(ua) = u au or NF(ua) = u (|u | − 1)rT du .
Therefore, it is clear that a finite state automaton can keep track of these differences and so recognize the language L a δ A . Thus (A, L) is an automatic structure for the semigroup S.
LEMMA 3.3 In the semigroup S, all generators except O left-cancel. That is, for a ∈ A − {O},
(∀p, q ∈ S)(ap = aq =⇒ p = q).
Proof . Let a ∈ A − {O} and let p and q be elements of S, viewed as normal form words in L.
Suppose ap = aq. Distinguish the following cases.
(1) a ∈ X ∪ B ∪ B ∪ C ∪ C . No left-hand side of a relation in R begins with a letter a, so the words ap and aq are already in normal form. Therefore ap = aq and so p = q. (1) and (2)). The first step is to show that one can restrict to prefixes of p and q of a fairly simple form. First of all, eliminate a trivial possibility: if Up is in normal form, then Uq must be also, whence p = q. Therefore assume that neither ap nor aq is in normal form. Let p = p p and q =, where p and q are the longest prefixes of p and q over the alphabet B ∪ B ∪ C ∪ C . Assume without loss of generality that |p | ≤ |q |. Consider the first reduction steps of Up and Uq. These must use rules of type (4) or (5), which produce letters d and e of D which are moved to the end of p and q by reduction rules of type (6) . Subsequent reduction cannot affect dp or eq , since p and q are already in normal form and d and e only appear on the left-hand side of a rewriting rule when followed by a letter of B ∪ B ∪ C ∪ C . Therefore, since NF(Up) = NF(U q), and noting the assumption that |p | ≤ |q |, the suffix p must appear in q . Suppose q =qp for some wordq.
The reasoning thus far shows that NF(Up ) = NF(U) and thatq is not affected by reducing Uto normal form. Supposeq contains a letter x from X ∪ {O, U, V }. Then NF(U) contains the letter x to the right of the letter e ∈ D produced by the first reduction step. However, reduction of Up cannot yield a letter from X ∪ {O, U, V } to the right of a letter from D. Thereforeq is either empty or contains only letters from B ∪ B ∪ C ∪ C ∪ D. Furthermore, as q begins with a letter not in B ∪ B ∪ C ∪ C , the wordq-if it is non-empty-must begin with a letter of D. Since normal form words never have a letter of D immediately to the left of one from B ∪ B ∪ C ∪ C , the wordq must lie in D * . Each application of a rule of type (3), (4) or (5) introduces a letter from D which is moved to the right of letters from B ∪ B ∪ C ∪ C using type (6) 
Then the first l reduction steps of Up of types (3), (4) or (5) must produce these symbols: either
depending on whether the reduction step that produces d j l is of type (4) or (5). On the other hand,
* , and the letters from D yielded by any further reduction steps must match, the prefixes of p [l] and q involved in reduction using rules of type (4) A. J. CAIN or (5) must be the same length. Suppose this prefix of
(These letters must be drawn from B ∪ B since letters from C ∪ C do not appear alongside the letter U on the left-hand side of any relation in R.) This word b i 1 · · · b i k must also be a prefix of q to yield matching letters of D. Therefore
(The letter U is not present on the right-hand side if b i k ∈ B .) However,
(Again, the letter U is not present on the right-hand side if
are words over B ∪ B ∪ C ∪ C , and none of the words u i h is empty, this forces l = 0. So Proof . Let p and q be elements of S viewed as normal form words, and assume that Op = NF(Op) = NF(Oq) = Oq. By reasoning as in case (3) of the proof of Lemma 3.3, assume that p lies in
If one of the words Op and Oq is in normal form, the other must be also, and p = q. So suppose some reduction occurs. The first letters of p and q must be drawn from {b 1 , c 1 }, since reduction must start with applications of rewriting rules of type (3) . If these first letters are both b 1 or both c 1 , these first reduction steps both produce letters U or letters V and the reasoning reduces to cases (3) and (4) 
Therefore the prefixes 
Since i 1 , . . . , i k is a solution to (1), Op = NF(Op) = NF(Oq) = Oq. Yet the elements p = NF(p) = p and q = NF(q) = q are unequal. Therefore the generator O does not left-cancel.
Since the set A generates S, the upshot of Lemmata 3.3 and 3.4 is that S is left-cancellative if and only if the instance of MPCP (1) has no solution. The semigroup S is automatic by Lemma 3.2. Since there is no algorithm that determines whether an instance of MPCP has a solution (Theorem 2.3), the undecidability of left-cancellativity for automatic semigroups is established. Part (1) of Theorem 1.1 is thus proven.
(This encoding of MPCP into the left-cancellativity problem for an automatic semigroup is similar in spirit to the reduction of PCP to deciding the ambiguity of a particular context-free grammar; see [7, Theorem 8.9 ].)
Undecidability of cancellativity
It is easy to see that the semigroup S is always right-cancellative by analysing the rewriting that can occur upon right-multiplication by a single generator. (The possible rewriting after rightmultiplication by a generator is much more limited than that for left-multiplication. The necessary reasoning is therefore much simpler than the proofs of Lemmata 3.3 and 3.4.) Therefore the (twosided) cancellativity of S depends only on whether the generator O left-cancels, which in turn depends only on whether the instance of MPCP (1) has a solution (Lemma 3.4). This proves part (2) of Theorem 1.1.
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Further observations
The semigroup S is not group-embeddable, even when it is cancellative. To see this, observe that if S were group-embeddable, it would embed into its own universal group G = Gp A | R via an extension of the identity mapping on A [5 OPEN PROBLEM 5.1 Is there an algorithm that takes an automatic structure for a semigroup and decides whether that semigroup is group-embeddable?
