Abstract
2. Geometric-probabilistic description of global confinement data 20 
Probabilistic nature of global confinement data

21
Measurement uncertainty is a fundamental property, rather than a side-effect, of the measure-22 ment process, and it should be taken advantage of. As such, a measurement can be regarded as 23 a sample from a latent probability distribution. Here we employ measurements from the Inter-24 national Tokamak Physics Activity (ITPA) Global H-mode Confinement Database (DB3) [4, 5] .
25
The database lists typical error estimates of measurements for the various plasma and engineer-26 ing variables. It should be noted that this represents very limited information on the probability 27 distribution underlying each quantity. Furthermore, the interpretation of the error estimates is not Let us assume for now that the error bars pertain to a statistical uncertainty in the data, specif-31 ically that they represent a single standard deviation. According to the principle of maximum en-32 tropy the underlying probability distribution is Gaussian with mean the measurement itself and 33 standard deviation the error bar. Let us also suppose that, for stationary plasma conditions, all 34 variables are statistically independent and so the joint distribution factorizes. 
Geometry of the univariate Gaussian distribution
36
For the purpose of dimensionality reduction and classification of global confinement data, we need a notion of similarity between data points. In a probabilistic description this translates to a similarity measure between probability distributions. In the framework of information geometry a family of probability distributions forms a Riemannian manifold with the Fisher information playing the role of a unique metric tensor [6] . The coordinates on the manifold are the parameters of the distribution family. Given a metric, one can calculate geodesics and geodesic distances (GDs) on the manifold. For two univariate Gaussian distributions p 1 (X|µ 1 , σ 1 ) and p 2 (X|µ 2 , σ 2 ), parameterized by their mean µ i and standard deviation σ i (i = 1, 2), the GD is given by [7] GD(p 1 ||p 2 ) =
An (approximately) isometric embedding of the Gaussian manifold in three-dimensional Eu-
37
clidean space is shown in Figure 1a , with an example geodesic drawn between two arbitrary
38
Gaussians. The evolution of the distribution along the geodesic is visualized in Figure 1b . Finally, in the case of multiple independent Gaussian variables it is easy to prove that the 40 square GD between two sets of products of distributions is given by the sum of the squared GDs 41 between corresponding individual distributions [7] . and RI were assigned to the non-H-mode class, or L-mode for brevity. 
Data visualization
56
A first step towards the identification of patterns in the DB3 database consists of the vi-57 sualization of the data through a scatter plot in the natural two-dimensional Euclidean space.
58
Since the original data dimensionality is eight, the data visualization involves a dimensional-59 ity reduction procedure. This is done using metric multidimensional scaling (MDS), searching which is another form of structure or pattern recognition. scaling laws for ITER that respect the inherent probabilistic nature of the data.
