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ABSTRACT
We develop the theory of transformation semigroups that have degree 2, that is,
act by partial functions on a finite set such that the inverse image of points have
at most two elements. We show that the graph of fibers of such an action gives
a deep connection between semigroup theory and graph theory. It is known that
the Krohn-Rhodes complexity of a degree 2 action is at most 2. We show that the
monoid of continuous maps on a graph is the translational hull of an appropriate
0-simple semigroup. We show how group mapping semigroups can be considered as
regular covers of their right letter mapping image and relate this to their graph of
fibers.
1 Introduction
A transformation semigroup (ts) is a pair X = (Q,S), where Q is a finite set and S is a subsemigroup
of the monoid PFR(Q) of all partial functions on Q, where composition is from left to right. A
transformation monoid (tm) is a transformation semigroupX = (Q,S) such that the identity function
on Q is in S. Equivalently, a ts is a faithful right action of a semigroup S on a finite set Q by partial
functions and a tm is a faithful right action of a monoid on Q. If f : Q→ Q is a partial function, then
ker(f) is the equivalence relation on the domain of f that identifies two elements x, y if xf = yf . We
call an equivalence class of ker(f) a fiber of f . The degree, deg(f) of f is the maximal cardinality
of a fiber and the degree, deg(X) of a ts X = (Q,S) is the maximum of the degrees of all elements
of S. We write Xd for the degree of a ts.
Thus a ts has degree 0 if and only if its semigroup consists of the empty function. We assume
from hereon that every ts has a non-empty transformation, so that its degree is a positive integer.
A ts X = (Q,S) has degree 1 if and only if S is a subsemigroup of the symmetric inverse monoid
I(Q) on Q, consisting of all partial bijections on Q. If deg(X)=1 and S contains the inverse partial
function f−1 for every f ∈ S, then S is an inverse semigroup [10, 18]. The theory of representation
of inverse semigroups by partial 1-1 functions, that is, by degree 1 ts, is a central part of the theory
of inverse semigroups and its applications [18, Chapter 4].
It is straightforward to see that if f, g ∈ PFR(Q), then deg(fg) ≤ deg(f)deg(g). Also the
collection of all partial functions of degree k form a subsemigroup of PFR(Q) if and only if k ≤ 1.
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Therefore studying ts of degree greater than 1 involves restrictions on the functions that appear in
its semigroup. A result in [15] is that these restrictions can be encoded by the incidence structure
whose blocks are the subsets of the fibers of the ts. The ts acts on the left by inverse image on this
set and this embeds the semigroup S into the translational hull [19] of the 0-simple semigroup whose
structure matrix is the incidence matrix of the aforementioned incidence structure. The connection
between the algebra of the ts and the geometry and combinatorics of the incidence structure gives a
rich interaction between semigroup theory and incidence structures [16, 2, 1, 14].
The main purpose of this paper is to initiate a study of ts of a fixed degree k > 1 and we
concentrate in this paper on ts of degree 2. In this case, the fibers, being of size at most 2 have the
structure of a graph and the semigroup acts as partial functions on the vertices, such that the inverse
image of each edge is either empty, a point or an edge. This allows results from graph theory to be
used to understand the ts. We describe the structure of degree 2 ts in detail.
We recall the basics of the complexity theory of finite semigroups and ts here. See [19] for more
details. The complexity of a finite semigroup S is the least number of non-trivial groups needed
in order to represent S as a homomorphic image of a subsemigroup of a wreath product of groups
and semigroups whose maximal subgroups are trivial. Such a decomposition is guaranteed by the
Krohn-Rhodes Theorem. The complexity problem is to compute this minimal number. Of course,
any specific decomposition of S of this type gives an upper bound of the complexity of S. Since the
search space for all shortest decompositions is infinite, there is no a priori reason that the complexity
of S is computable. We write Xc for the complexity of a transformation semigroup X = (Q.S).
As far as we know, the only papers that study finite ts from the point of view of their degree are
[15, 17]. Both of these relate degree to the Krohn-Rhodes complexity of a ts [19]. The main result
of [15] shows that Xc ≤ Xd, that is the degree of a ts X is an upper bound for the complexity of X.
In particular, since a ts X = (Q,S) has complexity 0 if and only if every subgroup of S is trivial, the
complexity problem for transformation semigroups of degree 2 comes down to distinguishing between
degree 2 ts of complexity 1 and those of complexity 2. We will explicate the structure of semigroups
of degree 2. We then apply the topology of graphs and to study the topological relationship between
group mapping semigroups and right letter mapping semigroups [19, Section 4.6].
We remark that some examples of ts with degree 2 have sophisticated structure from the point
of view of complexity theory. This begins with the so called Tall Fork Semigroup [19, Section
4.14], which has been used as a counterexample to a number of conjectures in complexity theory.
In the continuation of this paper [13], we go well beyond the Tall Fork by giving examples that
illustrate deeper aspects of complexity theory of degree 2 transformation semigroups and discuss the
decidability question for transformation semigroups of degree 2 using the tools developed in [7].
2 Transformation Semigroups of Degree 2 as Continuous Maps on
Graphs
All structures in this paper will be finite. As mentioned in the introduction, one must have some
restrictions on a collection of partial functions of degree at most 2 to generate a semigroup of degree
2. Indeed it is well known that the monoid of all partial functions PFR(X) is generated by its group
of units, that is the symmetric group on X and by its elements of rank |X| − 1 which are clearly
of degree at most 2. In fact, PFR(X) is generated by the symmetric group plus one idempotent of
degree 2 and another of degree 1, both of rank |X| − 1. Thus adding one element of degree 2 to the
symmetric inverse semigroup, which consists of all the partial functions of degree at most 1, gives
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enough power to generate all partial functions. Thus, on the one hand ts of degree 2 must have a
restricted structure and on the other hand, we will provide sophisticated examples of such ts.
We will show how to represent all transformation semigroups of degree 2 by the monoid of
continuous partial functions in the sense of [16, 2, 14] on a graph. In this paper a graph is a pair
(V,E) where V is a finite set and E is a subset of the set of elements of cardinality of size 2. So
these are simple graphs, there are no multiple edges nor loops. For ease of reading we write uv
if {u, v} ∈ E. When we need to look at structures with multiple edges between vertices, we will
explicitly use the term multigraph.
We will also consider a graph (V,E) as a simplicial complex of dimension one, whose faces are
V ∪E. In particular, we assume that each element of V is a face. Recall that a simplicial complex is
a pair (V,H) where V is a non-empty set and H is a collection of non-empty subsets of V such that
if Y ∈ H and X 6= ∅ ⊆ Y , then X ∈ H.
Let Γ = (V,E) and Γ′ = (V ′, E′) be graphs. A partial function f : V → V ′ is continuous if for
all X ∈ V ′ ∪ E′, either Xf−1 is empty or Xf−1 ∈ V ∪ E. It is easy to prove that the composition
of continuous functions is continuous as is the identity function. Thus we have a category CG whose
objects are all finite graphs and whose morphisms are all continuous maps.
We also define a stricter form of continuity of partial functions on graphs. Let Γ = (V,E)
and Γ′ = (V ′, E′) be graphs with no isolated vertices.; A partial function f : V → V ′ is a strict
continuous function if for all uv ∈ E′, either (uv)f−1 is empty or (uv)f−1 ∈ E. That is, for strict
partial functions, we do not allow (uv)f−1 to be a an element of V . Strict functions, treat continuity
in terms of the graph structure of Γ whereas arbitrary continuity uses the simplicial complex structure
of Γ. In an obvious way, we get the category SCG of strict continuous functions on graphs. We discuss
the connection between continuous and strict continuous functions below.
We first contrast these notions with the usual definition of a morphism between graphs. Recall
that a morphism from Γ to Γ′ is a (total) function f : V → V ′ such that if uv ∈ E, then (uf)(vf) ∈ E′.
The category G whose objects are all finite graphs and morphisms are all graph morphisms is one of
the most extensively studied categories in mathematics. See for example, [6].
Let Γ = ({1, 2, 3}, {12, 23}) be a path of length 2 and let Γ′ = ({1, 2}, {12}) be a path of
length 1. Then the function f : {1, 2, 3} → {1, 2} defined by 1f = 1, 2f = 2, 3f = 1 is a graph
morphism, but it is not continuous since (12)f−1 = {1, 2, 3} is not an edge. Now consider the function
g : {1, 2, 3} → {1, 2, 3} defined by 1g = 1, 2g = 1, 3g = 3 is continuous on Γ, since (12)g−1 = 12 and
(23)g−1 = 3, but is not a graph morphism since (23)g = 13. Also, g is continuous, but not strictly
continuous.
The importance of continuous functions on graphs in our sense is that it gives us a way to describe
all ts of degree at most 2. Let M(Γ) denote the collection of all continuous partial functions from a
graph Γ to itself. This is the endomorphism monoid of Γ in the category CG. The following result
shows that these give examples of ts of degree 2.
Lemma 2.1 Let Γ = (V,E) be a graph. Then (V,M(Γ)) is a tm of degree at most 2.
Proof. Clearly M(Γ) is a submonoid of PFR(V ). Therefore, (V,M(Γ)) is a tm. For all v ∈ V and
all f ∈M(Γ), if vf−1 is non-empty, then vf−1 ∈ V ∪E and thus has cardinality at most 2. 
We will give a number of examples of tm of the form (V,M(Γ)) for various graphs Γ, but first
we prove a partial converse to Lemma 2.1. We prove that every ts X = (V, S) of degree at most 2
embeds into (V,M(Γ(X))) where Γ(X) = (V,E) is the graph whose edges are are the fibers of X of
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size 2. We call Γ(X) the graph of fibers of X. This is a special case of [15, Theorem 3] which gives
an analogous result for all degrees.
Lemma 2.2 Let X = (V, S) be a ts of degree at most 2. Then S is a subsemigroup of M(Γ(X)) and
thus X embeds into (V,M(Γ(X))).
Proof. Let X = (V, S) and let Γ(X) = (V,E). If f ∈ S and v ∈ V , then |vf−1| ≤ 2 by assumption.
In the case that |vf−1| = 2, then vf−1 ∈ E by definition. If xy ∈ E, then there is a w ∈ V and g ∈ S
such that xy = wg−1. Then (xy)f−1 = (wg−1)f−1 = w(fg)−1 is empty or a fiber of X and thus if
non-empty belongs to V ∪ E by definition. Therefore f ∈M(Γ) and the Lemma is proved. 
Even though Lemma 2.1 and Lemma 2.2 are straightforward to prove, they provide a bridge
between semigroup theory and graph theory that we will exposit in the rest of the paper.
We look a bit further at strict continuous functions. Let Γ = (V,E) be a graph with no isolated
vertices, so that for each v ∈ V , there is a w ∈ V such that vw ∈ E. As above a partial function
f : V → V is a strict continuous function if for all uv ∈ E, either (uv)f−1 is empty or (uv)f−1 ∈ E.
We let SM(Γ) denote the collection of all strict continuous functions on Γ. Clearly, SM(Γ) is a
submonoid of PFR(V ) and (V, SM(Γ)) is a tm.
Lemma 2.3 Let Γ = (V,E) be a graph with no isolated vertices. Then (V, SM(Γ)) is a tm of degree
2. Furthermore, every strict continuous function is continuous.
Proof. Clearly (V, SM(Γ)) is a tm. We now show that its degree is 2.
Since Γ has no isolated vertices, |V | ≥ 2 and there is at least one edge uv ∈ E. Consider the
partial function f : V → V with domain {u, v} and such that uf = vf = u. Let xy ∈ E. If u ∈ {x, y}
then (xy)f−1 = uv ∈ E. Otherwise, (xy)f−1 = ∅. Therefore, f ∈ S(Γ) and the degree of (V, SM(Γ))
is at least 2.
Now let f ∈ S(Γ). If f is the empty function, then the degree of f is 0. Otherwise, let v ∈ Im(f).
There is an edge vw for some w ∈ V . Then (vw)f−1 ∈ E and thus |(vw)f−1| = 2. Therefore,
|vf−1| ≤ 2 and thus deg(f) ≤ 2 so the degree of (V, SM(Γ)) is 2.
Finally, if f ∈ S(Γ), we know that if the inverse image of an edge of Γ under f is non-empty,
then it is an edge and thus has cardinality 2. Since every vertex is contained in some edge, it follows
that the inverse image of any vertex is size at most 2. Assume that the inverse image |vf−1| = 2 so
that vf−1 = {x, y} for some x 6= y ∈ V . Let w be such that vw ∈ E. Since the degree of f is 2, it
follows that (vw)f−1 = {x, y} and thus {x, y} ∈ E. Therefore f is continuous. 
As an example of a partial function that is continuous and not strict continuous consider the
complete graph Kn, where n > 1. Then the partial function that is the identity on {1} is continuous,
but not strict continuous. We also note that the assumption that the graph Γ has no isolated vertices
is crucial in Lemma 2.3. Consider the graph with no edges on a set V with at least 2 elements. Then
a partial function is continuous if and only if it is a partial bijection, whereas any partial function is
strict continuous.
2.1 The structure of continuous maps on graphs
Let Γ = (V,E) be a graph and M = M(Γ) be the monoid of continuous functions on Γ. If W ⊆ V ,
let Γ(W ) be the subgraph induced by W , which is the graph with vertices W and all edges both of
whose vertices belong to W . We first look at the structure of Γ(Im(f)), where f ∈M .
4
The following lemma, showing that fibers are either vertices or edges is straightforward, but
important.
Lemma 2.4 Let f ∈M and let v ∈ Im(f) be such that |vf−1| = 2. Then vf−1 ∈ E.
Proof. By definition of continuous function, vf−1 ∈ V ∪E and thus must be in E if |vf−1| = 2. 
Notice that M is an ordered monoid with respect to restriction of partial functions. That is, if
f ∈M and g = f |Dom(g), then g ∈M , since if X ∈ V ∪ E, then Xg
−1 ⊆ Xf−1. But Xf−1 ∈ V ∪ E
and thus if Xg−1 is either empty or belongs to V ∪ E. This means by results of Stein [21] that the
algebra of M over a field is the same as a certain subcategory of the category of epimorphisms on V .
This category is a so called EI-category. This allows for efficient calculation of the representation
theory of M , a topic we will look at in a future paper.
We define Sing(f), the singular part of f , to be the restriction of f to the set M(f) = {v ∈
Dom(f)|∃w 6= v,wf = vf}. That is, M(f) is the union of all fibers of f of size 2. Recall that a
matching in a graph is a collection of edges such that two distinct edges have no common vertex.
An anti-clique, also called an independent set of vertices is a set of vertices W of V such that Γ(W )
is the empty graph, that is, there are no edges between members of W .
Lemma 2.5 (i) Let f ∈ M . Then the fibers of Sing(f) form a matching of Γ and the image of
Sing(f) is an anti-clique. Furthermore, Sing(f) is strict continuous.
(ii) Conversely, let M = {e1, . . . em} be a matching of Γ of size m and let X = {x1, . . . , xm} be
an anti-clique of size m in Γ. Then the partial function f that sends ei to xi, i = 1, . . . m is a
strict continuous function and f = Sing(f).
Proof. Let f ∈M . Since Sing(f) is a restriction of f , it follows that Sing(f) ∈M . By definition,
every fiber of Sing(f) is of size 2 and thus is an edge of Γ by Lemma 2.4. Thus, the fibers, forming
a partition of the domain M(f) of Sing(f) is a matching of Γ. If there were an edge vw between
two distinct vertices v,w of the image of Sing(f), then |(vw)Sing(f)−1| = 4, a contradiction.
Let uv ∈ E. Since the image, Im(Sing(f)) of Sing(f) is an anti-clique, |uv ∩ Im(Sing(f))| ≤ 1.
Therefore, either (uv)(Sing(f))−1 is the empty set or (uv)(Sing(f))−1 is a fiber of f and thus an
edge of Γ by definition. Therefore, Sing(f) is a strict continuous function. This proves item (i).
Let M , X and f be as in item (ii) and let uv ∈ E. Then |uv ∩X| ≤ 1 since X is an anti-clique.
Therefore, (uv)f−1 is either the empty set or (uv)f−1 is a fiber of f and thus an edge of Γ by
definition. Therefore, f is strict continuous. Clearly, f = Sing(f). 
Let f ∈ M . We define the injective part of f to be the restriction of f to Dom(f) −M(f)
and denote this by Inj(f). If f and g are partial functions on the same set with disjoint domains,
then their join f ∨ g is the partial function whose domain is the union of the domains of f and
g and such that x(f ∨ g) = xf if x ∈ Dom(f) and x(f ∨ g) = xg if x ∈ Dom(g). In particular,
f = Sing(f) ∨ Inj(f) is the join decomposition of f into its singular and injective parts. We now
characterize which functions can serve as Sing(f) and Inj(f) for an arbitrary continuous function
f . Let k(f) = {v ∈ Im(f)|∃w ∈ Im(f), vw ∈ E}. Thus k(f) is the largest subgraph of Γ(Im(f))
with no isolated vertices.
Lemma 2.6 (i) Let f be a continuous partial function on a graph Γ. Then the partition ker(Sing(f))
is a matching of Γ and the image Im(Sing(f)) is an anti-clique in Γ. Moreover, Im(Sing(f))∩
Im(Inj(f)) = ∅, the inverse partial function of Inj(f) is a bijective graph morphism onto its
image, and there are no edges between a vertex in Im(Sing(f)) and a vertex in Im(Inj(f)).
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(ii) Conversely, let g be a partial function such that ker(g) is a matching in Γ and Im(g) is an
anti-clique in Γ. Let h be a partial bijection such that h−1 is a bijective graph morphism onto
its image. Assume further that Dom(g)∩Dom(h) = Im(g)∩ Im(h) = ∅ and that there are no
edges between Im(g) and Im(h). Then f = g ∨ h is continuous and g = Sing(f), h = Inj(f).
Proof. By Lemma 2.5, ker(Sing(f)) is a matching and Im(Sing(f)) is an anti-clique in Γ. Assume
that v ∈ Im(Sing(f)) ∩ Im(Inj(f)). Since Dom(Sing(f)) ∩ Dom(Inj(f)) = ∅, it follows that
|vf−1| = 3 contradicting the continuity of f . Therefore Im(Sing(f)) ∩ Im(Inj(f)) = ∅. The
subgraph Γ(Inj(f)) consists of the subgraph k(f) of Γ together with the collection of isolated vertices
Im(Inj(f))\k(f). We now claim that Inj(f)−1 is a bijective graph morphism onto its image. Indeed,
Inj(f)−1 is a bijection onto its image and if uv is an edge of Im(Inj(f)), then (uv)Inj(f)−1 is an
edge by the definition of continuity. This proves item (i).
Now let g and h be as in item (ii) and let f = g ∨ h. Let v ∈ V . If vf−1 is not empty
then either v ∈ Im(h) and |vf−1| = 1 or v ∈ Im(g), whence vf−1 ∈ E, since each fiber is an
edge in a matching of Γ. Assume that uv ∈ E and that (uv)f−1 is non-empty. If uv ⊆ Im(h),
then (uv)f−1 = (uv)h−1 ∈ E, since h−1 is a bijective graph morphism onto its image. Otherwise,
the assumptions imply that uv intersects exactly one of Im(g) or Im(h) in exactly one vertex. If
(uv) ∩ Im(h) is a vertex, then |(uv)|f−1 = 1 since h is injective. If (uv) ∩ Im(g) is a vertex, then
(uv)f−1 ∈ E, since each fiber of g is an edge. Therefore, f is continuous. Finally, since each fiber of
g has exactly two elements and each fiber of h has exactly one element, it follows that g = Sing(f)
and h = Inj(f). 
Before continuing, a few examples are useful. We will look at the structures of these monoids
later in the paper.
Example 2.7 Empty Graphs
Let V be a non-empty set and let N(V ) be the graph with no edges on V . Then a function is
continuous if and only if it is a partial bijection, that is, |vf−1| = 1 for all v ∈ Im(f). Therefore
M(N(V )) is the symmetric inverse monoid on V consisting of all partial bijections on V .
Example 2.8 Complete Graphs
Let n > 0 and let Kn be the complete graph on n vertices Vn = {1, . . . n}. Let f be a continuous
function on Kn. By Lemma 2.5, the image of Sing(f) is an anti-clique and thus |Im(Sing(f))| ≤
1. If Im(Sing(f)) is empty, then f is a partial bijection on Vn. Clearly any partial bijection is
continuous on Kn. Assume then that Im(Sing(f)) = {v} for some v ∈ Vn. Then by Lemma
2.6 for all w ∈ Im(Inj(f)), vw is not an edge. Therefore, Inj(f) is the empty function and f
is a partial constant function with domain an edge e. Let e ∈ E, v ∈ V . Define fe,v : V → V
be the partial constant function with domain e that sends both vertices of e to v. Then fe,v is
continuous by the above. Conversely, any partial constant function with domain two elements is
continuous. Therefore M(Kn) consists of the symmetric inverse monoid on V together with the
collection {fe,v|e ∈ E, v ∈ V }.
The following Lemma will determine strict continuous functions on connected graphs.
Lemma 2.9 Let Γ = (V,E) be a connected graph with |V | > 1 and let f be a strict continuous
non-empty partial function on Γ. Suppose that there is a v ∈ V such that |vf−1| = 1. Then f is an
automorphism of Γ.
Proof. Let v ∈ V be such that |vf−1| = 1 and let w be a neighbor of v, which exists since Γ is
connected. (vw)f−1 ∈ E, since it is non-empty and f is strict continuous. It follows that |wf−1| = 1.
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Therefore, f−1 is defined on every vertex in the neighborhood of v and the inverse image of each
neighbor of v has cardinality 1. By a straightforward induction on the distance of a vertex x from
v in Γ, f−1 is defined on all of V and is a bijection. Clearly a continuous bijection of Γ is an
automorphism of Γ and we are done. 
The following corollary follows immediately from this Lemma.
Corollary 2.10 Let Γ = (V,E) be a connected graph with |V | > 1. Then the monoid SM(Γ) of all
strict continuous functions on Γ consists of the empty function, the group of automorphisms and all
continuous functions on Γ of the form f = Sing(f). The latter are precisely the continuous functions
such that every fiber has exactly two elements.
We note by Example 2.8 that every partial bijection of Vn is continuous on the complete graph
Kn. It follows from Lemma 2.9 that if n > 1 that there are injective continuous functions on Kn
that are not strict. It is easy to see that the strict continuous functions of Kn consist of the empty
function, the partial constant functions fe,v that are defined on the edge e and sends both elements
of e to v ∈ V together with the symmetric group Sn which is the automorphism group of Kn.
Let Γ be a non-connected graph with no isolated vertices and let C be a connected component
of Γ. Clearly, the identity function restricted to C is a non-empty strict continuous function that is
not an automorphism of Γ. Thus the assumption that Γ is connected is necessary in Lemma 2.9. An
easy modification of Lemma 2.9 shows that the domain of a strict continuous injective function on
an arbitrary graph is a union of connected components.
Example 2.11 Let Γ = Kn,n, the complete bipartite graph on 2n vertices, with bipartition Vn =
Bn∪˙Wn where Bn = {b1 . . . , bn} andWn = {w1, . . . wn}. We compute the monoid of strict continuous
functions SM(Kn,n). By Corollary 2.10, we need to compute the singular functions, that is, those
continuous functions of the form f = Sing(f) and all automorphisms of Kn,n. It is well known
that the automorphism group of Kn,n is the group of the permutation group Z2 ≀ ({1, . . . , n}, Sym(n))
where Z2 is the group of order 2 and Sym(n) is the symmetric group on n elements. Thus the group
of units has 2nn! elements.
A singular function on Kn,n has a matching as its domain. It is clear that a matching in Kn,n can
be identified with a partial bijection M : Bn → Wn. The range of a singular function is an anti-clique
and thus lies wholly in either Bn or Wn. Thus a singular continuous function of rank k is given by a
partial bijection M : Bn → Wn with a set of of cardinality k as domain. The corresponding matching
is the set of all edges of the form bM(b), where b ∈ Dom(M). There are (
(
n
k
)
)2k! partial bijections
of rank k, since we can choose any k-set of Bn as domain and any k-set of Wn as range and we can
permute the range as we please for each such choice of set in Wn. For each such partial bijection
M we have a unique singular function on Kn,n by using the associated matching of M as fibers and
sending them arbitrarily to either a k-set in Bn or a k-set in Wn. Thus each such M give 2(
(
n
k
)
)k!
singular functions, since we can permute the image at will. Therefore there are 2(
(
n
k
)
)3(k!)2 singular
functions of rank k. Call this number Sk. Therefore the number of singular functions is
∑n
k=0 Sk.
Thus, SM(Kn,n) is a rather large semigroup from the point of view of cardinality. It also has
a rich ideal structure as will be discussed in the next section. Despite this, the complexity of every
monoid of continuous functions on any graph has complexity at most 2, as we will now show.
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3 On the complexity of degree 2 transformation semigroups
The main result of [15] is that the degree of a transformation semigroup is an upper bound to its
complexity. We adapt the proof in that paper to the case of transformation semigroups of degree 2.
We recall the basics of the complexity theory of finite semigroups and ts here. See [19] for more
details. The complexity of a finite semigroup S is the least number of non-trivial groups needed
in order to represent S as a homomorphic image of a subsemigroup of a wreath product of groups
and semigroups whose maximal subgroups are trivial. Such a decomposition is guaranteed by the
Krohn-Rhodes Theorem. The complexity problem is to compute this minimal number. Of course,
any specific decomposition of S of this type gives an upper bound of the complexity of S. Since the
search space for all shortest decompositions is infinite, there is no a priori reason that the complexity
of S is computable. We write Xc for the complexity of a transformation semigroup X = (Q.S).
We need some further concepts from the complexity theory of finite transformation semigroups.
See [19] for more details. In this paper, a relation ϕ : U → V between sets U and V is a function
U → 2V , from U to the power set 2V of V . The graph of ϕ denoted #ϕ is the usual subset of
U × V,#ϕ = {(u, v)|v ∈ uϕ}.
Let X = (Q,S) and Y = (P, T ) be transformation semigroups. Following [19, Section 4.14], a
relation φ : Q→ P is called a relational morphism of transformation semigroups, written X ⊳φ Y if
(1) φ is fully defined. That is, for all q ∈ Q, qϕ 6= ∅.
(2) For every s ∈ S, there is an element s ∈ T such that for all p ∈ P , (pφ−1)s ⊆ (ps)φ−1. That
is, for all q ∈ Q, s ∈ S such that qs is defined and for all p ∈ P with p ∈ qφ, ys is defined and
belongs to xsϕ. In this case we say that s covers s.
We remark that relational morphisms of ts are the inverse of what are called relational covers in
[3]. We use the notion of relational morphism as we are following the presentation in Chapter 4 of
[19].
A relational morphism is called a division if φ−1 is a partial function. In this case we write
X ≺ Y . Clearly if X ≺ Y , then Xc ≤ Y c. The companion relation of ϕ is the relation fϕ : S → T
defined by sfϕ = {t ∈ T |t covers s}. Recall that a relational morphism between semigroups is a fully
defined relation f : S → T such that (s1)f(s2)f ⊆ (s1s2)f for all s1, s2 ∈ S. Equivalently, #f is a
subsemigroup of S × T that projects onto S. It is easy to prove that if ϕ is a relational morphism
of ts, then fϕ : S → T is a relational morphism of semigroups. A parametrized relational morphism
between ts Φ : (Q,S) → Y = (P, T ) is a pair Φ = (ϕ1, ϕ2) consisting of a relational morphism of ts
ϕ1 : X → Y and a relational morphism of semigroups ϕ2 : S → T , such that #ϕ2 is contained in
the graph of the companion relation #fϕ1 . The canonical paratmetrization of a relational morphism
ϕ1 : X → Y is the pair Φ = (φ1, fϕ1).
By an automaton we mean a pair A = (Q,Σ) where Q (the states) and Σ (the alphabet) are
finite sets together with a partial function δ : Q×Σ→ Q. As usual, we denote the image of (q, x) by
qx for all q ∈ Q,x ∈ Σ such that δ(q, x) is defined. This is the usual notion of a deterministic partial
automaton without initial nor terminal states. Thus each x ∈ Σ defines a partial function from Q to
itself. The transformation semigroup defined by A is the ts (Q,S), where S is the subsemigroup of
the monoid of partial functions on Q generated by all x ∈ Σ.
The derived automaton AΦ = (QΦ,ΣΦ) of a relational morphism Φ : (Q,S)→ (P, T ) parametrized
by (φ1, ϕ2) is the automaton DΦ = (QΦ,ΣΦ) where QΦ = {(q, p)|p ∈ qφ1}, the graph of φ1 and
ΣΦ = {(p, (s, t)) ∈ P ×#ϕ2|pt 6= ∅}. The action on QΦ is given by defining:
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(q, p)(p′, (s, t)) =
{
(qs, pt) p = p′ and qs is defined
undefined otherwise
The derived ts DΦ = (QΦ, SΦ) is the transformation semigroup of AΦ. The importance of the
derived transformation semigroup is given by the following theorem of Tilson. See [3, Chapter 3,
Section 8] for a proof. We emphasize that opposed to this paper, which follows [19, Section 4.14],
[3] uses relational covers of ts, which are the inverse relation of our relational morphism of ts. It is
straightforward to translate from one of these notions to the other.
Theorem 3.1 Let X⊳ΦY be a parametrized relational morphism of transformation semigroup. Then
X ≺ DΦ ≀ Y .
Let Γ = (V,E) be a graph and let M(Γ) = (V,M(Γ)) be its transformation monoid of continuous
functions. Let P be the set of anti-cliques of Γ.
Lemma 3.2 Let Y be an anti-clique in Γ and let f ∈M(Γ). Then Y (Inj(f)) ∪ Im(Sing(f)) is an
anti-clique.
Proof. Assume that uv is an edge that belongs to (Y (Inj(f)) ∪ Im(Sing(f))). If uv ∈ Y (Inj(f)),
then (uv)f−1 ⊆ Y is an edge by continuity of f . But Y is an anti-clique, so this is not possible. We
have seen in Lemma 2.6 that Im(Sing(f)) is an anti-clique, so uv is not contained in Im(Sing(f)).
Therefore, the only possibility left is that (without loss of generality) u ∈ Im(Sing(f)) and v ∈
Im(Inj(f)). But then |(uv)f−1| = 3 contradicting continuity. 
Now consider the symmetric inverse monoid S = SIS(V ). Then S acts on the right of the power
set 2V by total functions by sending X ⊆ V to its image Xs for s ∈ S. We can thus construct
the semidirect product, S ⋊ 2V of S with the semilattice of subsets 2V under union by defining
(s,X)(t, Y ) = (st,Xt ∪ Y ), where s, t ∈ S and X,Y ⊆ V .
The next lemma requires the Fundamental Lemma of Complexity [19, Section 4.9]. This states
that if R : S → T is a surjective morphism, such that the inverse image of each idempotent of T has
only trivial subgroups, then the complexity of S is equal to the complexity of T . Furthermore, it is
known that the symmetric inverse monoid on V has complexity 0 if |V | ≤ 1 and has complexity 1
otherwise. See Chapter 4 of [19] for more details.
Lemma 3.3 The complexity of S ⋊ 2V is 0 if |V | ≤ 1 and is 1 otherwise.
Proof. Consider the projection morphism P : (S⋊2V )→ S sending (s,X) to s. Idempotents in S are
restictions of the identity function to subsets of V . Let X ⊆ V . Then (1|X)P−1 = {(1X , Y )|Y ⊆ V }.
A direct calculation shows that every element in this set is itself an idempotent. Therefore, the
Fundamental Lemma of Complexity implies that the complexity of S ⋊ 2V is the same as that of S
and the lemma is proved. 
Result 3.4 One can check that the inverse image of an idempotent of the projection morphism
P : (S ⋊ 2V ) → S is actually an L-trivial band. That is, every L-class is trivial, or equivalently it
satisfies the identity yx = xyx along with x2 = x. This gives a tighter decomposition result, but is
not necessary for the purposes of this paper.
The semigroup (S⋊2V ) acts on the right of 2V by definingX(s, Y ) = Xs∪Y for s ∈ S,X, Y ⊆ V .
Let T ′ denote the subsemigroup of (S⋊ 2V ) generated by {(Inj(f), Im(Sing(f)))|f ∈M(Γ)}. Then
by Lemma 3.2, the subset P = {X ⊆ V |X is an anti-clique} is invariant under this action. Let T be
the faithful image of T ′ under this action. Then we have the transformation semigroup Y = (P, T ).
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Theorem 3.5 Let (Q,S) be a transformation semigroup of degree 2. Then the complexity of (Q,S)
is at most 2.
Proof. By Lemma 2.2 it is enough to prove the assertion for (V,M(Γ)), the transformation semi-
group of continuous maps for some graph Γ = (V,E). Consider the transformation semigroup
Y = (P, T ) we defined above, where P = {X ⊆ V |X is an anti-clique}.
We define a relation φ1 : V → P by sending v ∈ V to {A|v ∈ A}. Since every singleton set
is an anti-clique, φ1 is a fully defined relation. Let s ∈ M(Γ). We claim that s is covered by
(Inj(s), Im(Sing(s))) ∈ T (or more precisely, the element of T represented by this pair). Indeed, if
A is an anti-clique, then (Aφ−11 ) = {v|v ∈ A} = A so that (Aφ
−1
1 )s = As = A(Inj(s)) ∨ Sing(s)) ⊆
(A(Inj(s)) ∪ Im(Sing(s)) = (A(Inj(s)), Im(Sing(s)))φ−11 . Therefore, (V,M(Γ)) ⊳φ1 (P, T ) is a
relational morphism of transformation semigroups.
We let Φ be the canonical parametrization Φ = (φ1, fφ1). Consider the derived transforma-
tion semigroup DΦ relative to this parametrization. A non-empty function in DΦ is of the form
(A, s,A(Inj(s)) ∪ Im(Sing(s))), where A is an anti-clique. We claim that s acts as a partial one-to-
one map on A. Indeed, assume that u 6= v ∈ A and that us = vs = x ∈ V . Then by continuity it
follows that xs−1 = {u, v} is an edge, contradicting that A is an anti-clique. Therefore, DΦ divides
the symmetric inverse monoid acting on the states of DΦ. As mentioned above, this implies that
DΦc ≤ 1. Finally, by Theorem 3.1, (V,M(Γ)) ≺ DΦ ≀ (P, T ). We have seen that both DΦc ≤ 1 and
(P, T )c ≤ 1 and therefore (V,M(Γ))c ≤ 2 as desired. 
This theorem gives another big difference between the category G of graphs and graph morphisms
and the category CG of graphs and continuous functions. The well known theorem of Frucht that every
finite group is the automorphism group of a finite graph can be extended to prove that every finite
monoid is the endomorphism morphism of a finite graph in G [6, Theorem 1.35]. In contrast to this,
it is known that there are monoids of arbitrary complexity and thus the collection of finite monoids
that have faithful representations by ts of degree at most 2, that is the collection of submonoids
of endomorphism monoids in CG is a proper collection of monoids. For example, the monoid of all
partial functions on a finite set X has complexity |X| − 1 [19, Chapter 4]. Theorem 3.5 also shows
that any monoid of complexity strictly greater than 2, has no faithful representation by a ts of degree
2.
Example 3.6 We construct the smallest transformation semigroup of degree 2 and complexity 2. Let
Γ = ({1, 2, 3, 4}, {12, 23, 34, 41}) be a 4-cycle. There are two perfect matchings, namely, 12|34 and
14|23 and two maximal anti-cliques, 13 and 24. All 8 possibilities of assigning a perfect matching to a
maximal anti-clique defines a singular continuous map. Thus, for example, sending 12 7→ 3, 34 7→ 1
defines a continuous function and all 7 other possibilities do as well. We add the permutation with
cycle decomposition z = (12)(34) which is an automorphism of Γ and thus an invertible continuous
map. A straightforward calculation shows that the semigroup generated by the 8 singular maps of rank
2 and z is a monoid of order 10. One can check that this monoid is precisely the 10 element monoid
of [19, Example 4.10.12], which is known to be the unique semigroup of order 10 of complexity 2 and
that all semigroups of order at most 9, have complexity at most 1.
As a corollary to the proof of Theorem 3.5 we get the following result. By a singular transfor-
mation semigroup of degree 2, we mean a ts (Q,S) such that each s ∈ S acts as a singular partial
function on Q. That is, for all q ∈ Im(s), |qs−1| = 2.
Corollary 3.7 Let Γ = (V,E) be a graph and let X = (V, S) be a singular transformation semigroup
of continuous functions on Γ. Then the complexity of X is at most one.
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Proof. In the proof of Theorem 3.5, every singular function s is covered by the element (θ, Im(s)) ∈
(S ⋊ 2V ), where θ is the empty function on V . Since for all X,Y ⊆ V , we have (θ,X)(θ, Y ) =
(θ, Y ), the semigroup T in the relational morphism of ts constructed in the Theorem is a right-zero
semigroup. Since we proved that X ≺ (Dφ) ≀ T , it follows that the complexity of X is at most 1. 
Corollary 3.8 Let V = (G,E) be a connected graph with trivial automorphism group. Then the
monoid SM(Γ) of strict continuous functions has complexity at most 1.
Proof. It follows from Corollary 2.10 that SM(Γ) consists of the singular continuous functions and
the identity transformation. By the previous corollary, the singular part has complexity 1. Since
adding an identity to a semigroup is easily seen to preserve its complexity, we are done. 
Remark 3.9 It follows from Example 3.6 that the monoid of strict continuous functions on a 4-cycle
has complexity 2, so the assumption that the automorphism group of the graph is trivial is necessary
in Corollary 3.8.
It is known that asymptotically, almost all graphs have trivial automorphism groups (and even
trivial endomorphism monoids in the category G of graph morphisms) [6, Theorem 4.7] and thus
asymptotically almost all graphs have strict monoids of complexity at most 1.
Despite having complexity at most 2, the ideal structure of monoids of continuous and strict
continuous maps can be intricate. If S is a semigroup, define Sδ to be the longest chain of regular
J -classes of S. It is well known that Sc ≤ Sδ. In fact, the Depth Decomposition Theorem [19,
Theorem 4.9.15] shows that the longest chain of regular J -classes that contain non-trivial groups is
an upper bound to complexity, but we don’t need that result for this discussion. It is a well known
fact that Sδ is equal to the longest chain of idempotents of S in the usual idempotent order. Recall
that if e, f are idempotents of S, then e ≤ f if and only if e = ef = fe gives this order. Also, it is easy
to prove, since idempotents and J -classes lift under morphisms of finite semigroups that if S ≺ T ,
then Sδ ≤ Tδ. Therefore, if (V, S) is a transformation semigroup, then Sδ ≤ (PTRV )δ ≤ (|V |+ 1).
The next Lemma shows that the monoid M(Γ) of continuous functions on a graph Γ = (V,E) always
attains this bound.
Lemma 3.10 Let Γ = (V,E) be a graph and let M(Γ) be its monoid of continuous functions. Then
M(Γ)δ = |V |+ 1.
Proof. Let V = {v1 . . . , vn}. It is clear that for every subset X of V the identity restricted to X,
1X , is a continuous function. Therefore, taking Xi = {v1, . . . , vi}, 0 ≤ i ≤ |V |, we have a chain of
idempotents 1X0 < . . . < 1 = 1X|V | and the result is proved. 
For the monoid of strict continuous functions SC(Γ), the situation is different. It follows from
the discussion following Corollary 2.10 that for all n > 1 the depth of SM(Kn) is 3 where Kn is the
complete graph on n vertices. More generally, we have the following result. Recall that if Γ = (V,E)
is a graph, then its matching number Γν is the size of a maximal matching of Γ. The independence
number of Γ, Γα is the size of a maximal anti-clique in Γ.
Lemma 3.11 Let Γ = (V,E) be a connected graph and let SM(Γ) be its monoid of strict continuous
function. Then SM(Γ)δ ≤ min{Γν,Γα} + 2.
Proof. By Corollary 2.10 a strict continuous function on Γ is either the empty function, an auto-
morphism or a singular function. We have seen that the partition of every singular function is a
matching of Γ and the corresponding image is an anti-clique. The result follows. 
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We see now why SM(Kn)δ = 3, since Knν =
⌊
n
2
⌋
and Knα = 1. On the other hand, for the
complete bipartite graph Kn,n, we have Kn,nν = Kn,nα = n and thus SM(Kn,n)δ = n+2. We don’t
know if there are results which connect the matching number and independence number of a graph.
It is known that the matching number of a graph Γ is equal to the independence number of its line
graph  L(Γ). Recall that the line graph has the edges of Γ as vertices and has an edge for each pair
of edges of Γ that have a vertex in common.
4 Semilocal Theory and Translational Hulls
We now give a connection between the monoids we have been studying with the classical notions of
translational hulls of 0-simple semigroups and the semilocal theory of finite semigroups. Thus this
section enters coordinates into the coordinate-free approach we’ve taken up to now. We refer the
reader to [19, Chapter 4.6, Chapter 5.5] for background details on these ideas. We recall some of
these notions and fix some notation.
A finite semigroup S, possibly with a 0-element is 0-simple, if S2 6= {0} and every two-sided
ideal of S is either S or {0}. By the Rees Theorem [19, Appendix A.4], these are isomorphic to
Regular Rees matrix semigroups M0(G,A,B,C) where G is a finite group, A and B are sets and
C : B × A → G0. Regularity means that for every b ∈ B there is an a ∈ A with C(b, a) 6= 0 and
dually, for every a ∈ A, there is a b ∈ B with C(b, a) 6= 0. The underlying set is (A×G× B) ∪ {0}
and multiplication is such that 0 is the zero-element and (a, g, b)(a′, g′, b′) = (a, gC(b, a′)g′, b′) if
C(b, a′) 6= 0 and to 0 otherwise.
We can view the function C as a matrix with rows labeled by B and columns labeled by A.
Regularity then means that each row and column have at least one non-zero element. It will be
convenient for us to sometimes use “inner product” notation. We write < b, a >C= C(b, a).
We can view the monoid PFR(X)(PFL(X)) as the monoid of |X| × |X| row monomial (column
monomial) matrices over {0, 1}. Row monomial (column monomial) means that each row (column)
of the matrix has at most one non-zero element. We identify f ∈ PFR(X) with the matrix Xf with
Xf (x, xf) = 1 for each x ∈ Dom(f) and 0 otherwise. More generally, if G is a finite group, then the
wreath product G ≀ PFR(X) can be identified with the monoid of row monomial matrices over G
0
and the reverse wreath product PFL(X) ≀r G with the monoid of column monomial matrices over
G. More explicitly, if (ϕ, f) ∈ G ≀ PFR(X), where f ∈ PFR(X), ϕ : Dom(f)→ G is identified with
the row monomial matrix X(ϕ,f) where X(ϕ,f)(x, xf) = xϕ if x ∈ Dom(f) and 0 otherwise. A dual
definition gives the connection between column monomial matrices over G and the reverse wreath
product PFL(X) ≀r G. See [19, Section 5.5] for more details.
Given this identification, we define the translational hull Ω(M0(G,A,B,C)) of a zero simple
semigroupM0(G,A,B,C) to be the set of pairs (X,Y ) where X is a |B|× |B| row monomial matrix
over G (that is, a member of G ≀PFR(B)) and Y is a |A|× |A| column monomial matrix over G (that
is, a member of PFL(X) ≀r G) such that XC = CY . It is easy to check that Ω(M
0(G,A,B,C))
is a monoid containing an isomorphic copy of M0(G,A,B,C) as its unique 0-minimal ideal. An
important property of M0(G,A,B,C) is that if S is any semigroup that has M0(G,A,B,C) as its
unique 0-minimal ideal and S acts faithfully on either the right or the left of M0(G,A,B,C), then
there is an embedding of S into Ω(M0(G,A,B,C)) that is an isomorphism on M0(G,A,B,C).
We translate the matrix equation XC = CY into wreath product notation. Then X = X(ϕ,f) for
a unique element (ϕ, f) ∈ G ≀PFR(X) and Y = Y(f∗,ϕ∗) for a unique element (f
∗, ϕ∗) ∈ PFL(X) ≀rG.
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Direct matrix multiplication gives
bϕ < bf, a >C=< b, f
∗a >C ϕ
∗a (1)
for all b ∈ B, a ∈ A in inner product notation. These are called the linked equations.
Let’s specialize the above to the case thatG = {1}, the trivial group. Let (X,Y ) ∈ Ω(M0({1}, A,B,C)).
Then X is the row monomial matrix of a unique partial function f ∈ PFR(B) and Y is the column
monomial matrix of a unique partial function f∗ ∈ PFL(A). Then XC = CY translates into
< bf, a >C=< b, f
∗a >C (2)
for all b ∈ B, a ∈ A in inner product notation. Thus f and f∗ are adjoint with respect to <,>C . We
write <,>: B ×A→ {0, 1} instead of <,>C if C is understood and fixed.
If G is the trivial group, we can view C as the incidence matrix of an incidence system with
points B and blocks given by considering the row of a ∈ A as the subset a = {b ∈ B| < b, a >= 1}.
Then membership in the translational hull, < bf, a >=< b, f∗a > means that for all b ∈ B, a ∈ A,
bf ∈ a if and only if b ∈ f∗(a). That is, f∗(a) is the inverse image f−1(a). Thus the blocks of the
incidence system corresponding to C is closed under inverse image with respect to f . This connection
clearly motivates our monoids of continuous and strict continuous monoids on a graph. We make
this connection precise below. Viewing the translational hull of 0-simple semigroups over the trivial
group as “continuous” partial maps on the corresponding incidence system has proved to be a fruitful
connection between semigroup theory and combinatorics [16, 2, 1, 14].
Let Γ = (V,E) be a graph. The graph incidence matrix of V is the |V | × |E| matrix S = S(Γ)
whose entry in position (v, e) is 1 if v is a vertex of e and 0 otherwise. Note that every column of S
has exactly two non-zero entries. The row sum of row v is the degree of v in Γ, where here, degree
is used as in graph theory as the number of edges on which v is a vertex. Thus there is a row of all
zeros if and only if there is an isolated vertex in Γ. We will assume when talking about the graph
incidence matrix that the graph has no isolated vertices. Since we are working with simple graphs
(no loops nor multiple edges) all columns of S are distinct. Two rows v,w of S are the same if and
only if vw is a connected component of Γ.
If we view Γ as a simplicial complex, we have the simplicial incidence matrix, which is the
|V | × |V ∪E| matrix C = C(Γ) with entries C(v,w) = 1 if and only if v = w, v,w ∈ V and as above,
C(v, e) = 1 if and only if v is a vertex of e. As matrices, the relationship between C and S is that
C = [S|IV ], where IV is the |V | × |V | identity matrix. That is, we add |V | columns to S which
contain the identity matrix in order to build C from S. It is clear then that distinct columns and
rows of C are not equal to one another.
We use these matrices as the structure matrices of the following Rees matrix semigroups over
the trivial group: M0(1, E, V, S) and M0(1, V ∪ E,V,C). Assuming that Γ has no isolated vertices
means that these are regular Rees matrix semigroups and thus 0-simple semigroups. The discussion
above leads immediately to the following result.
Lemma 4.1 Let Γ = (V,E) be a graph. Then the translational hull of M0(1, V ∪ E,V,C) is iso-
morphic to the monoid M(Γ) of all continuous partial functions on Γ. If Γ has no isolated vertices,
then the translational hull of M0(1, E, V, S) is isomorphic to the monoid SM(Γ) of strict continuous
partial functions on Γ.
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5 Group Mapping Semigroups as Regular Covering Spaces Over
Right Letter Mapping Semigroups
In this section we look at coverings of graphs and their relation to the semi-local theory of semigroups.
See [19, Chapter 4.6] and [9, Chapters 7,8] for background material. Here we allow graphs with
multiple edges and loops as is usual in the topology of graphs. To distinguish between simple
graphs, that we’ve used up to now, we will use the term multigraph when wanting to emphasize that
multiple edges and loops are possible. We note that the definition of continuous functions makes
sense for multigraphs as well.
By Lemma 4.1 we can view both the monoid of continuous functions and the monoid of strict
continuous functions of a graph as the translational hull of 0-simple semigroups over the trivial group.
Recall [19, Section 4.6] that a Group-Mapping (GM) semigroup S has a unique 0-minimal minimal
regular ideal with a non-trivial maximal subgroup on which S acts faithfully on both the left and
right. Equivalently, S is a subsemigroup of the translational hull of a 0-simple semigroup I(S) with
non-trivial maximal subgroup, containing I(S) and such that no rows or columns of the structure
matrix of I(S) are proportional.
A Right Letter Mapping (RLM) semigroup is a semigroup that acts faithfully on the right of a
unique 0-minimal ideal, that has a trivial maximal subgroup. Every GM semigroup S acts on the
L-classes of I(S) by right multiplication by sending for s ∈ S the L-class L to Ls, which is also
an L-class of S. The image of this representation is an RLM semigroup denoted by RLM(S). An
important fact is that the complexity of S is at most one more than the complexity of RLM(S).
Furthermore the problem of deciding the complexity of an arbitrary finite semigroup can be reduced
to deciding whether the complexity of a GM semigroup S is equal to that of RLM(S) or not. See
Section 4.6 of [19] for details.
In this section we look at the graph of fibers of GM semigroups of degree 2 as regular covering
spaces over the free action by the maximal subgroup of its 0-minimal ideal. In the second part of this
paper [13] we use this to describe examples of GM semigroups of degree 2 that need the sophisticated
tools from [7] to compute their complexity. The main tool are graphs whose edges are labeled by
elements of a group G. These go by a surprisingly large number of names: gain graphs (sign graphs
when the group is cyclic of order 2), voltage graphs [5], G-labeled graph [19, Chapter 4.13] and more.
They are related to torsors and to principal G-bundles over a group G as well [12]. We will use the
term gain graph in this paper. There is a very extensive literature on these structures. See Thomas
Zaslavsky’s 550 page (and growing) bibliography on gain graphs and related structures obtainable
at http://people.math.binghamton.edu/zaslav/Bsg/index.html.
We emphasize the connection between gain graphs, GM semigroups, their RLM image and
wreath products. A GM semigroup S with maximal subgroup G in I(S) acts by continuous functions
on the derived graph (defined below) of a gain graph over its maximal subgroup G. The derived graph
turns out to be the graph of fibers of S. This gives a topological interpretation of the embedding
of S into G ≀ RLM(S) as embedding S into the wreath product of G and the monoid of continuous
functions on the graph of fibers of RLM(S).
Let Γ = (V,E) be a multigraph. Choose an orientation e+ for each e ∈ E. If the orientation e+
starts at v and ends at w for e = vw, then we define the opposite edge to be e− that starts at w
and ends at v. A more precise version of this would be to define graphs in the sense of Serre [20]
but this description suits our needs in this paper. There is an evident notion of oriented path in a
graph. When we write path, we mean oriented path. Each path p = eǫ11 . . . e
ǫn
n has an opposite path
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p−1 = e−ǫnn . . . e
−ǫ1
1 . Here, ǫi ∈ {+,−} and −ǫ is the opposite sign to that of ǫ. The collection of all
paths under concatenation of paths and opposite is then the free category with involution P (Γ) on
Γ.
Two oriented paths p1 and p2 are elementary homotopic if p2 is obtained from p1 by insertion
or deletion of an oriented path of the form e+e− or e−e+ into p1. Two paths are homotopic if there
is a finite sequence of elementary homotopies starting with p and ending with q. It is easy to see
that homotopy is a congruence on the category P (Γ). The quotient is easily seen to be a groupoid, a
category in which each morphism is an isomorphism. This is the free groupoid P1(Γ) on Γ, sometimes
called the fundamental groupoid of Γ. If v ∈ V , then the collection P1(Γ, v) of all (congruence classes
) of paths beginning and ending at v is a group called the fundamental group of Γ at v. It is well
known [11] that each element of P1(Γ) is represented by a unique reduced path, that is, a path having
no path of length two of the form e+e− or e−e+ and that P1(Γ, v) is a free group for all v ∈ V . All of
this is a combinatorial version of the fact that the fundamental groupoid of the geometric realization
of a graph is a free groupoid and that the fundamental group at a vertex v is a free group.
Let G be a group. A G-labeling of a graph Γ with an orientation is a map l : E+ → G from the
set of positively oriented edges to G. We define l(e−) = l(e+)−1. Clearly we can extend l to a map
from P1(Γ) to G and thus consider l to be a functor from P1(Γ) to G, considered as a one-object
groupoid. We call a graph with a G-labeling, Γ(l) = (V,E, l) a gain graph over G.
Let Γ(l) = (V,E, l) be a gain graph over G. The derived graph ∆((Γ(l)) is the ordinary graph
with vertex set G× V and edge set G×E. If the directed edge e+ runs from v to w in the graph Γ
and if l(e+) = h, then the directed edge (g, e)+ runs from (g, v) to (gh,w).
Gain graphs are essentially the same as regular covering projections of graphs. They are usually
called voltage graphs in this context. We recall the basics. See [5, Chapters 1 and 2] for details. Let
Γ′ = (V ′, E′) be a graph. Let G be a group that acts freely (that is, without fixed points) on the left
by graph automorphisms on the vertices and edges of Γ′. Then the vertex and edge orbits of G are
easily seen to form a graph Γ′/G. The natural projection from Γ′ to Γ′/G is called a regular covering
projection. They are the combinatorial version of regular coverings of graphs in the topological sense.
More generally, a graph morphism between graphs Γ′ = (V ′, E′) and Γ = (V,E) is called a regular
covering if it is equivalent to a regular projection. See [5, Section 1.3.8] for details.
Let Γ(l) be a gain graph over the group G and graph Γ. Then G acts freely on the vertices (edges)
of the derived graph ∆(Γ(l)) by g(h, v) = (gh, v) (g(h, e) = (gh, e)), where g, h ∈ G, v ∈ V, e ∈ E. It
is clear from the definitions that the quotient of ∆(Γ(l)) by this action of G is isomorphic to Γ and is
a regular covering projection. The following Theorem [5, Theorem 2.2.2] of Gross and Tucker gives
the converse of this result. Section [5, Section 2.4] treats the case of arbitrary covering projections,
but we do not need these results in this paper.
Theorem 5.1 Let G be a group acting freely on the graph Γ′ and let Γ be the resulting quotient
graph. Then there is a gain graph Γ(l) with labels from G and underlying graph Γ such that the
derived graph of Γ(l) is isomorphic to Γ′ and the projection from this derived graph to Γ is equivalent
to the regular covering projection from Γ′ to Γ.
We now look at regular coverings in the case of graphs of fibers of transformation semigroups
of degree 2. We then relate this to the projection from a GM semigroup to its RLM image. Let
X = (V, S) be a transformation semigroup of degree 2 and let Γ = (V,E) be its graph of fibers. Let
G be a group and let l : E+ → G for some fixed orientation of the edges of Γ. Then the regular cover
Γ′ of Γ has vertices G× V and edges the collection of all pairs (g, v)(g(l(v,w)), w) for each oriented
edge (v,w) of Γ and each g ∈ G.
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We now show that Γ′ is also the graph of fibers of a ts of degree 2. Let T be the 0-simple
semigroup M0(G,V ∪ E,V,C), where C is the V × (V ∪ E) matrix over G defined as follows. The
V × V submatrix of C is the identity matrix on V . If (v,w) is an oriented edge of Γ, then in column
vw of C, C(v, vw) = 1, C(w, vw) = l(v,w)−1 and all other entries are 0. It is not difficult to check
that C has no distinct rows (columns) that are left (right) multiples of each other by an element of
G. Thus S is a GM semigroup and by semi-local theory [19, Section 4.6] we obtain a ts (G× V, T ).
Lemma 5.2 With definitions as above, (G× V, T ) is a ts of degree at most 2 and its fiber graph is
the regular cover Γ′ of Γ.
Proof. Since we assume that the degree of (V, S) is 2, E is non-empty. Let (a, h, b) ∈ T , where
a ∈ V ∪ E, h ∈ G, b ∈ V . Let (g, u) ∈ G × V . If a ∈ V , then (g, u)(a, h, b) is defined if and only
if u = a. In this case, (g, u)(a, h, b) = (gh, b) and it follows that the degree of (a, h, b) is 1. Let
a = vw ∈ E, with (v,w) ∈ E+. Then (g, u)(a, h, b) is defined if and only if u = v or u = w and
we have (g, v)(a, h, b) = (gh, b) and (g,w)(a, h, b) = (g(l(v,w))−1h, b). It follows that the fibers of
(a, h, b) are all sets of the form {(g, v), (g(l(v,w)), w)}. This both proves that the degree of (G×V, T )
is 2 and that its graph of fibers is Γ′. 
We now look at more detail at the graph of fibers of a GM semigroup of degree at most 2 and the
relationship to that of its RLM image. Let S be a GM semigroup and let I(S) ≈ M0(G,A,B,C)
be its distinguished 0-minimal ideal. Then we obtain a ts (G × B,S) which for simplicity’s sake,
we identify with S throughout this discussion. Semi-local theory [19, Section 4.6] tells us that
S induces a transformation semigroup (B,RLM(S)) and that S embeds into the wreath product
G ≀ (B,RLM(S)). It follows that the complexity of S is less than or equal to 1 plus the complexity
of RLM(S). Deciding whether the complexity of S is equal or greater by 1 than that of RLM(S) is
the central problem of Krohn-Rhodes complexity theory as the computation of the complexity of an
arbitrary semigroup can be reduced to this question [19, Chapter 4].
The following Lemma is useful for us.
Lemma 5.3 Let X = (Q,S) be a ts and G a group. Then deg(G ≀X)=deg(X).
Proof. Let (f, s) be a transformation ofG≀X and let Y = {(g1, q1), . . . , (gk, qk)} ⊆ G×Q be such that
Y (f, s) = {(g, q)} for some (g, q) ∈ (G ×Q). Then qis = q, i = 1, . . . , k and gi(qi)f = g, i = 1, . . . , k.
It follows that if qi = qj, then gi = gj . Therefore, |Y | ≤ deg(X) and thus, deg(G ≀ X) ≤ deg(X).
Let s ∈ S be such that deg(s)=deg(X) and let Y ⊆ Q be a fiber of s of cardinality deg(s). Let
f : Q → G be the constant function to the identity element 1 of G. Then ({1} × Y )(f, s) is a fiber
of G ≀X and therefore deg(X) ≤ deg(G ≀X) and the result follows. 
If S is a GM semigroup then the embedding of S into G ≀ (B,RLM(S)) immediately implies the
following corollary.
Corollary 5.4 Let S be a GM semigroup. Then deg(G ×B,S) = deg(B,RLM(S)).
We will now give a necessary and sufficient condition that deg(G×B,S) ≤ 2 for a GM semigroup
S with distinguished ideal I(S) ≈M0(G,A,B,C). Note that I(S) is also a GM semigroup and thus
we have the ts (G×B, I(S)). The following easy Lemma is useful.
Lemma 5.5 Let S be a GM semigroup with distinguished ideal I(S). If F ⊆ (G × B) is a fiber of
some element of S then it is a subset of a fiber of some element of I(S). Therefore deg(G×B,S) =
deg(G×B, I(S))
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Proof.
Let s ∈ S and (g, b) ∈ (G × B) be such that F = (g, b)s−1. (g, b) belongs to the distinguished
R-class of I(S) and therefore, there is an idempotent e in the L-class of (g, b) and thus (g, b)e = (g, b).
Therefore, F = (g, b)s−1 ⊆ (g, b)e−1s−1 = (g, b)(se)−1 and thus F is contained in a fiber of se ∈ I(S).
Since I(S) ⊆ S it easily follows that deg(G×B,S) = deg(G ×B, I(S)). 
Corollary 5.6 Let (G × B,S) be a GM semigroup of degree 2 and let F be a fiber of size 2 of X.
Then there is an idempotent e ∈ I(S) such that F is a fiber of e. The same assertion holds for
(B,RLM(S)).
Proof.
By Lemma 5.5, F is contained in a fiber of some element s ∈ I(S). Since maximal fibers of X
have 2 elements, it follows that F is a fiber of s. Since I(S) is a regular semigroup, there is an
idempotent e ∈ I(S) and an element x ∈ I(S) such that sxs = es = s. It easily follows that the
partition ker(s) = ker(e) and in particular, F is a fiber of e. A similar proof proves the assertion
for (B,RLM(S)). 
The next corollary follows immediately.
Corollary 5.7 Let S be a GM semigroup with distinguished ideal I(S). Then the fiber graph of
(G ×B,S) is equal to the fiber graph of (G× B, I(S)). The same result holds for RLM(S) relative
to its distinguished ideal.
We can use the preceding corollary to completely describe the fibers of a GM semigroup of degree
2 in terms of its RLM image. This is related to the “Tie-Your-Shoes” Lemma [19, 4.14.29].
Proposition 5.8 Let X = (G×B,S) be a GM semigroup of degree 2. Then F = {(g′, b′), (g, b)} is
a fiber of size 2 if and only if {b′, b} is a fiber of size 2 of RLM(S) and there is an a ∈ A, such that
g′C(b′, a)C(b, a)−1 = g.
Proof.
Assume that F is a fiber of size 2 of S. By Corollary 5.5, we can assume that F is the fiber of
an idempotent e ∈ I(S). As is well known, the image of an idempotent partial function is a system
of distinct representatives of its kernel. Therefore we can assume that (g, b) ∈ Im(e) and thus that
(g, b)e = (g, b). It follows that e = (a,C(b, a)−1, b) for some a ∈ A. Since (g′, b′)e = (g, b), it follows
that C(b′, a) 6= 0 and that g′C(b′, a)C(b, a)−1 = g. Clearly, the image of e in RLM(S) shows that
{b, b′} is a fiber of size 2 of RLM(S). This proves the assertion in one direction.
Assume that {b, b′} is a fiber of size 2 ofRLM(S) and there is an a ∈ A, such that g′C(b′, a)C(b, a)−1 =
g. By Corollary 5.5, there is an idempotent f ∈ RLM(I(S)) such that (without loss of generality),
b′f = bf = b. As is well known, there is an idempotent e ∈ S whose image in RLM(I(S)) is equal to
f . It follows that e = (a,C(b, a)−1, b) and by the assumption, it follows that (g′, b′)e = (g, b)e = (g, b).
Therefore, {(g, b), (g′ , b′)} is a fiber of size 2. 
The next proposition relates the graph of fibers of a GM semigroup S of degree 2 to that of its
RLM image. It summarizes the discussion above. If Γ is a multigraph then its simplification is the
simple graph one obtains by removing all loops from Γ and replacing all multiple edges by a single
edge.
Proposition 5.9 Let S be a GM semigroup of degree 2 and let I(S) ≈ M0(G,A,B,C) be its
distinguished 0-minimal ideal. Let Γ = (B,E) be the graph of fibers of (B,RLM(S)) and let Γ′ be
the graph of fibers of (G×B,S). Then the following holds.
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(i) Γ′ = (G×B,E′) where E′ = {{(g′, b′), (g, b)}|{b′ , b} ∈ E and g′C(b′, a)C(b, a)−1 = g}.
(ii) G acts freely on Γ′ by h(g, b) = (hg, b), h{(g′ , b′), (g, b)} = {(hg′, b′), (hg, b)}.
(iii) The gain graph corresponding to the regular covering Γ′ → Γ′/G is the multigraph with vertices
B and labelled edges (b′, C(b′, a)C(b, a)−1, b), where C(b, a), C(b′, a) are not 0 and (b′b) is an
edge of Γ.
(iv) The simplification of the regular covering Γ′/G is isomorphic to Γ.
Proof.
Item (i) follows immediately from Proposition 5.8. Items (ii) and (iii) are clear from the definitions
and item (i). Item (iv) follows from items (i),(ii) and (iii) and the definitions. 
Another important gain graph associated to a 0-simple semigroup S ≈ M0(G,A,B,C) is its
Graham-Houghton graph, GH(S). This graph appeared independently in the papers of Graham [4]
and Houghton [8] and plays an important role in understanding various subsemigroups of 0-simple
semigroups and their topology. See [19, Section 4.13] where it is called the incidence graph of a Rees
matrix semigroup. GH(S) has vertices A∪B (where we assume that A and B are disjoint) and edges
E = {ba|C(b, a) 6= 0}. We take oriented edges E+ = {(b, a)|ba ∈ E} and label (b, a) with C(b, a).
We see then that the graph of fibers Γ′ of S as in Proposition 5.9 is the derived graph of the gain
graph that has edges the labeled paths of length 2 in GH(S) that begin at some b′ ∈ B.
Regular covers with group G as defined in this section are the combinatorial analogue of principal
G-bundles. In this analogy, if G is a group and Γ is a graph with vertices V and edges E, then the
trivial G-cover is the graph with vertices G× V and edges G×E together with the projections to V
and E respectively. Γ is recovered by the obvious free actions of G on G×V and G×E. The trivial
cover corresponds to the gain graph over Γ and G all of whose labels are the identity element of G.
Houghton [8] defined a cohomology theory for gain graphs and applies it to the theory of 0-simple
semigroups. See also [19, Section 4.13]. What Houghton defines are known as switching functions
in the theory of gain graphs. We give brief details. Let Γ = (V,E) be a graph. We define the
group B(Γ, G) of all functions δ : V → G with pointwise multiplication. Two gain graphs Γ(l) and
Γ(l′) over G are cohomologous if there is a δ ∈ B(Γ, G) such that for all oriented edges e = (v,w),
l′(e) = δ(v)l(e)δ(w)−1 . Such δ are called switching functions in the theory of gain graphs. Γ(l) is
called G-acyclic, if the label on any cycle in Γ, that is the product in G of the values on each edge of
the cycle, is the identity element of G. Then Γ(l) is G-acyclic if and only if l is cohomologous to the
trivial labeling of G [8] or Proposition 4.13.14 of [19]. It is not hard to see that if Γ(l) is cohomologous
to Γ(l′), then the corresponding regular covers of Γ are isomorphic. Furthermore, cohomologous gain
graphs give isomorphic Rees matrix semigroups. See Section 4.13 of [19].
An important theorem combining work of [4] and [8] states that if S ≈ M0(G,A,B,C) is a
0-simple semigroup, then its Graham-Houghton graph is G-acyclic if and only if S is isomorphic to
a Rees matrix semigroup M0(G,A,B,C ′) in which all the elements of C ′ are 0 or 1. This latter
condition is equivalent to having the subsemigroup of S generated by its idempotents having only
trivial subgroups. See Proposition 4.13.30 of [19].
We apply these ideas to the relationship between the graph of fibers of a GM semigroup and its
RLM image. Regular covers with group G as defined in this section are the combinatorial analogue
of principal G-bundles [12]. In this analogy, if G is a group and Γ is a graph with vertices V and
edges E, then the trivial G-cover is the graph with vertices G × V and edges G × E together with
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the projections to V and E respectively. Γ is recovered by the obvious free actions of G on G × V
and G × E. The trivial cover corresponds to the cohomology class of the gain graph over Γ and G
all of whose labels are the identity element of G. Combining this with the discussion above, we have
the following lovely connection between the topology and algebra of GM semigroups of degree 2 and
their RLM image.
Theorem 5.10 Let S be a GM semigroup of degree 2. The following conditions are equivalent.
(1) The graph of fibers Γ of S is the trivial cover of the graph of fibers of RLM(S).
(ii) I(S) is isomorphic to a Rees matrix semigroup whose structure matrix has entries in {0, 1}.
(iii) The idempotent generated subsemigroup of I(S) has only trivial subgroups.
Proof.
By Corollary 5.7 we can assume that S = I(S) is a 0-simple semigroup. Assume (i). If Γ is the
trivial cover over the graph of fibers of RLM(S), then by the aforementioned connection between Γ
and the Graham-Houghton graph GH(S), it follows that GH(S) is G-acyclic. Therefore by Graham’s
theorem, S is isomorphic to a Rees matrix semigroup whose structure matrix has entries in {0, 1}.
Thus (ii) holds.
Graham’s theorem states that (ii) and (iii) are equivalent. So assume (ii). By Proposition 5.9 (i)
it follows that the graph of fibers of S is the trivial cover over RLM(S). 
We give some examples of fiber graphs of GM and RLM semigroups.
Example 5.11 Let S ≈M0(Z2, {a1, a2}, {b1, b2}, C) where C =
[
1 1
1−1
]
. One sees that RLM(S) is
the two element right zero semigroup with elements the constant functions to b1 and b2. The Graham-
Houghton graph GH(S) has underlying graph the complete bipartite graph K(2, 2) all labels are 1
except for the label from b2 to a2 which is -1. The graph of fibers of S is the 4-cycle: (1, b1)—(1, b2)—
(−1, b1)—(−1, b2)—(1, b1). The quotient of this graph by the free action of Z2 is the multigraph with
two vertices and two edges between them. The fiber graph of RLM(S) is the simplification of this
graph, namely the path of length 1 with vertices b1 and b2.
We note that if we adjoin the identity element and the permutation that sends (z, bi) to (z, bi+1(mod2)), z =
±1, i = 1, 2 we obtain the semigroup discussed in Example 3.6. The fact that the graph of fibers of
this semigroup is a 4-cycle explains why this semigroup embeds into the monoid of continuous maps
on a 4-cycle.
Example 5.12 Let S ≈M0(Z2, {a1, a2, a3, a4}, {b1, b2, b3, b4}, C) where C =


1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1

. Then RLM(S) ≈
M0({a1, a2, a3, a4}, 1, {b1, b2, b3, b4}, C) and its graph of fibers is the 4 cycle bi—bi+1, i(mod4). By
Theorem 5.10, the graph of fibers of S is the trivial cover of the 4-cycle relative to Z2, that is, two
disjoint copies of a 4-cycle. GH(S) is the 8-cycle b1a1b2a2b3a3b4a4b1 with all edges labeled by 1.
Now let T ≈M0(Z2, {a1, a2, a3, a4}, {b1, b2, b3, b4}, C) where C =


1 1 0 0
0 1 1 0
0 0 1 1
1 0 0−1

. Then RLM(T ) ≈
RLM(S). The graph of fibers of T is the 8-cycle (1, b1)—(1, b2)—(1, b3)—(1, b4)—(−1, b1)—(−1, b2)—
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(−1, b3)—(−1, b4)—(1, b1). GH(S) is the gain graph, b1
1
→ a2
1
→ b2
1
→ a3
1
→ b3
1
→ a4
−1
→ b4
1
→ a1
1
→
b1.
The preceding two examples show how both regular covers of degree 2 over a 4-cycle arise semi-
group theoretically.
The results of this paper can easily be generalized to ts of arbitrary degree k > 2. The fibers
then have the structure of a hypergraph or an incidence system. Most of the basic theorems in this
paper on ts of degree 2 can be suitably generalized to the case of arbitrary degree. We note that the
complexity of a ts of degree k is at most k [15].
As a special case, we have the problems considered in this paper for degree 2 GM semigroups. As
mentioned previously, every such semigroup has complexity either 1 or 2. This leads to the following
problem.
Problem 5.13 Let S be a GM semigroup of degree 2. Is there an algorithm to decide if the com-
plexity of S is 1?
In the continuation of this paper [13], we will give a number of illuminating examples of GM
semigroups of degree 2 and study in depth the problem above. In particular, we study the problem
of whether the lower bound described in [7] is an upper bound as well in the case of ts of degree 2.
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