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Abstract
Let X ∈ Rp and Y ∈ R. In this paper we propose an estimator of the
conditional covariance matrix, Cov(E[X |Y ]), in an inverse regression set-
ting. Based on the estimation of a quadratic functional, this methodology
provides an efficient estimator from a semi parametric point of view. We
consider a functional Taylor expansion of Cov(E[X |Y ]) under some mild
conditions and the effect of using an estimate of the unknown joint dis-
tribution. The asymptotic properties of this estimator are also provided.
1 Introduction
Consider the nonparametric regression
Y = ϕ(X) + ǫ
where X ∈ Rp, Y ∈ R, ϕ is a unknown function from Rp to R, and ǫ is
random noise with E[ǫ] = 0.
Assume we observe an independent identically distributed sample, Xk =
(X1k, . . . , Xpk) and Yk for k = 1, . . . , n. If we face a model with more variables
than observed data (i.e., p ≫ n), the high-dimensional setting blurs the rela-
tionship between X and Y . The literature calls this phenomenon the curse of
dimensionality.
Many methods have been developed to overcome this issue. In particular,
in Li (1991a) the sliced inverse regression method is proposed.
1Institut Français du Pétrole, Paris, France.
2Institut de Mathématiques de Toulouse, Universit Paul Sabatier, Toulouse, France.
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The authors considered the following model
Y = φ(υ⊤1 X, . . . , υ
⊤
KX, ǫ) (1)
where the υ’s are unknown vectors in Rp, the ǫk’s are independent of Xk,
and φ is an arbitrary function in RK+1.
This model gathers all the relevant information about the variable, Y , with
only a projection onto the K ≪ p dimensional subspace, (υ⊤1 X, . . . , υ⊤KX). If
K is small, this method reduces the dimension by estimating the υ’s efficiently.
We call the υ’s effective dimension reduction directions. This method is a
semi parametric method since the unknown density blurs the estimation of the
parameters υ’s which are the projection directions.
For a review on sliced inverse regression methods, we refer to Li (1991a,b),
Duan and Li (1991) Hardle and Tsybakov (1991), and references therein. In
short, the eigenvectors associated with the largest eigenvalues of Cov(E[X|Y ])
are the model (1) effective dimension reduction directions. Therefore, if we
better estimate the conditional covariance, Cov(E[X|Y ]), then we will better
approximate the reduction dimension space. This conditional covariance can be
written as
Σ = Cov(E[X|Y ]) = E[E[X|Y ]E[X|Y ]⊤]− E[X]E[X]⊤.
where A⊤ denotes the transpose of A. Since E[X]E[X]⊤ can be estimated
easily, we point out that the estimation of the matrix, E[E[X|Y ]E[X|Y ]⊤], is
the part that we should focus on.
Therefore, we refer for instance to Zhu and Fang (1996) and Ferré and Yao
(2003, 2005) who used kernel estimators. Also, we refer to Hsing (1999) who
combined the nearest neighbor and the sliced inverse regression and to Bura and Cook
(2001) who assumed a parametric form for the conditional vector, E[X|Y ].
Lastly, we refer to Setodji and Cook (2004) who used a k-means method and
to Cook and Ni (2005) who rewrote the sliced inverse regression as a least
square minimization.
The estimation of each element of Σ = (σij) for i, j = 1, . . . , p depends on the
joint distribution of (X, Y ). Therefore, we propose a plug-in estimator for each
parameter, σij . The quadratic functional estimator of E[E[X|Y ]E[X|Y ]⊤] is
obtained using a Taylor expansion based on the ideas of Da Veiga and Gamboa
(2013). The first order term drives the asymptotic convergence while the higher
order terms will be shown to be negligible. These ideas are driven by previous
studies from Laurent (1996) on the estimation of quadratic integrals. Finally, we
obtain a semi parametric estimate which is shown to be efficient. This estima-
tor offers an alternative method for plug-in methods for conditional covariance
matrices with minimum variance properties.
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The organization of this paper is as follows. Section 2 motivates our inves-
tigation of Cov(E[X|Y ]) using a Taylor approximation. In Section 3.1 the no-
tations and hypotheses are set up. We demonstrate, in Section 3.2, the efficient
convergence of each coordinate for our estimator. We also state the asymptotic
normality for the whole matrix. For the quadratic term of the Taylor expansion
of Cov(E[X|Y ]), we find an asymptotic bound for the variance in Section 4. All
of the technical Lemmas and related proofs will be found in Sections 6.2 and
6.1, respectively.
2 Methodology
Let X ∈ Rp be a squared integrable random vector with p ≥ 1 and let Y ∈ R be
a random variable. We will denote Xi and Xj as the i-th and j-th coordinates
of X, respectively. We denote by fij(xi, xj , y) the joint density of the vector,
(Xi, Xj , Y ) for i, j = 1 . . . p. Recall that the density function, fij , depends on
the indices, i and j, namely for each triplet (Xi, Xj, Y ) there exists a joint
density function called fij(xi, xj , y). For the sake of simplicity, we will denote
fij only by f to avoid cumbersome notation. When i is equal to j, we will call
the joint density of (Xi, Y ) by fi(xi, y), for i = 1, . . . , p. When the context is
clear, we can name fi simply by f . Finally, let fY (·) =
´
R
f(xi, xj , ·) dxi dxj be
the marginal density function with respect to Y . Also, without loss of generality,
we assume that the variables, X are centered, i.e., E[X] = 0.
Given a sample of (X, Y ), we aimed to study the asymptotic and efficiency
properties of σij . Then we will obtain similar results for the whole matrix Σ.
The work of Laurent (1996) and Da Veiga and Gamboa (2013) already deals
with the estimation of the diagonal of Cov(E[X|Y ]). In this work, we shall
extend their methodologies to the case i 6= j in order to find an alternative
estimator for the sliced inverse regression directions.
Recall that
Σ = Cov(E[X|Y ]) = E[E[X|Y ]E[X|Y ]⊤].
We then defined each entry of the conditional covariance matrix, Σ as
σij = E[E[Xi|Y ]E[Xj |Y ]⊤] i, j = 1, . . . , p.
Notice that we can write each σij for i 6= j as
Tij(f) = σij =
ˆ (´
xif(xi, xj , y) dxi dxj
fY (y)
)
(´
xjf(xi, xj , y) dxi dxj
fY (y)
)
f(xi, xj , y) dxi dxj dy. (2)
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where
Tij(ψ) =
ˆ (´
xiψ(xi, xj , y) dxi dxj´
ψ(xi, xj , y) dxi dxj
)
(´
xjψ(xi, xj , y) dxi dxj´
ψ(xi, xj , y) dxi dxj
)
ψ(xi, xj , y) dxi dxj dy. (3)
and ψ is a square, integrable function in Ł2(dxi dxj , dy).
The functional, Tij(ψ), is defined for any square integrable, ψ. If we take
specifically ψ = f , then the functional, Tij(f), is equal to the parameter σij
defined in equation 2.
In order to obtain an estimator for σij , we used a non parametric esti-
mator of f and computed the estimation error. Suppose that we observe
(Xik, Xjk, Yk), k = 1, . . . , n as an independent and identically distributed sam-
ple of (Xi, Xj , Y ). To get rid of any dependency issues, we split this sample
into two independent subsamples of size n1 and n2 = n = n1. The first sample
is used to build fˆ as a preliminary estimator of f . The other subsample will be
used to estimate the parameters of the conditional covariance matrix, σij . The
main idea is to expand Tij(f) in a Taylor series around a neighborhood of fˆ .
More precisely, we defined an auxiliar function, F : [0, 1]→ R;
F (u) = Tij(uf + (1− u)fˆ)
with u ∈ [0, 1].
The Taylor expansion of F between 0 and 1 up to the third order is
F (1) = F (0) + F ′(0) +
1
2
F ′′(0) +
1
6
F ′′′(ξ)(1 − ξ)3 (4)
for some ξ ∈ [0, 1].
Moreover, we have
F (1) = Tij(f)
F (0) = Tij(fˆ)
To simplify the notation set
mi(fu, y) =
´
xifu(xi, xj , y) dxi dxj´
fu(xi, xj , y) dxi dxj
,
where fu = uf +(1−u)fˆ , for all u belonging to [0, 1]. Notice that if u = 0 then
mi(f0, y) = mi(fˆ , y).
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We can rewrite F (u) as
F (u) =
ˆ
mi(fu, y)mj(fu, y)fu(xi, xj , y) dxi dxj dy.
The next Proposition provides the Tij(f) of the Taylor expansion.
Proposition 1 (Linearization of the operator T ). For the functional Tij(f)
defined in Equation (3), the following decomposition holds
Tij(f) =
ˆ
H1(fˆ , xi, xj , y)f(xi, xj , y) dxi dxj dy
+
ˆ
H2(fˆ , xi1, xj2, y)f(xi1, xj1, y)f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
+ Γn (5)
where
H1(fˆ , xi, xj , y) = ximj(fˆ , y) + xjmi(fˆ , y)−mi(fˆ , y)mj(fˆ , y)
H2(fˆ , xi1, xj2, y) =
1´
fˆ(xi, xj , y) dxi dxj
(xi1 −mi(fˆ , y))(xj2 −mj(fˆ , y))
Γn =
1
6
F ′′′(ξ)(1 − ξ)3, (6)
for some ξ ∈]0, 1[.
This decomposition splits Tij(f) into three parts. A linear functional of f ,
which is easily estimated, a quadratic functional, and an error term, Γn. The
main part of this work was to control the quadratic term of Equation (5). Since
we used n1 < n to build a preliminary approximation, fˆ , we then used a sample
of size n2 = n− n1 to estimate σij . Note that the first term in Equation (5) is
a linear functional in f , therefore its empirical estimator is
1
n2
n2∑
k=1
H1(fˆ , Xik, Xjk, Yk). (7)
Conversely, the second term is a nonlinear functional of f . It is a particular
part of the issue of the estimation of general quadractic functionals.
θ(f) =
ˆ
η(xi1, xj2, y)f(xi1, xj1, y)f(xi2, xj2, y)dxi1dxj1dxi2dxj2dy
for η : R3 → R is a bounded function. A general estimation procedure will be
given in Section 4, extending the method developed by Da Veiga and Gamboa
(2013).
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The estimation of this term suggests to plug-in a preliminar estimator of f ,
namely fˆ (built on an independent sample of size n1), then an estimator of the
quadratic functional. We chose to consider projection type estimators onto a
finite subset, Mn, of functional basis, pl(xi, xj , y), for l ≥ 1. This leads to the
final estimator that will be studied in this paper
σˆij =
1
n2
n2∑
k=1
H1
(
fˆ , Xik, Xjk, Yk
)
+
1
n2(n2 − 1)
∑
l∈Mn
n2∑
k 6=k′=1
pl
(
Xik, Xjk, Yk
)
ˆ
pl
(
xi, xj , Yk′
)
H3
(
fˆ , xi, xj , Xik′ , Xjk′ , Yk′
)
dxi dxj
− 1
n2(n2 − 1)
∑
l,l′∈Mn
n2∑
k 6=k′=1
pl
(
Xik, Xjk, Yk
)
pl′
(
Xik′ , Xjk′ , Yk′
)
ˆ
pl
(
xi1, xj1, y
)
pl′
(
xi2, xj2, y
)
H2
(
fˆ , xi1, xj2, y
)
dxi1 dxj1 dxi2 dxj2dy. (8)
where H3(f, xi1, xj1, xi2, xj2, y) = H2(f, xi1, xj2, y) + H2(f, xi2, xj1, y) and
n2 = n− n1. Note that the term, Γn, of Equation (5) is a remaining term that
will be shown to be negligible compared to the other terms.
We will prove that under some smoothness conditions, the only term that
drives the asymptotic properties of this estimator is H1, which will ensure the
efficiency of the estimation procedure.
3 Main Results
In this section we provide the asymptotic behavior of the estimator for σij .
Recall that in Section 2 we constructed the functional operator, Tij(f), by
plugging-in a preliminary estimator of the joint density, f(xi, xj , y), into Equa-
tion (5). However, in Equation (8), we have introduced the functional basis,
pl(xi, xj , y), which allows an estimate of σij using a projection onto a finite
subset, Mn.
In the next Subsection, we will describe some regularity conditions on these
components in order to ensure the convergence of our estimator. Moreover, in
Subsection 3.2 we shall prove the asymptotic normality and efficiency of σˆij .
3.1 Notations and Assumptions
Consider the following notations. Let a and b be real numbers where a < b.
Let, for a fixed i and j, L2( dxi dxj dy) be the squar integrable functions in
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the cube, [a, b]3. Moreover, let (pl(xi, xj , y))l∈N be an orthonormal basis of
L
2( dxi dxj dy). Let us denote al =
´
plf as the scalar product of f with pl.
Moreover, we can decompose the basis, pl(xi, xj , y), as αlα(xi, xj)βlβ (y) with
lα, lβ ∈ N. The set of functions, αlα(xi, xj) and βlβ (y), are orthonormal bases
in L2(dxi dxj) and L
2(dy), respectively.
We considered the following subset of L2( dxi dxj dy)
E =
{∑
l∈N
elpl, such as (el)l∈N satisfies
∑
l∈N
∣∣∣∣elcl
∣∣∣∣2 < 1
}
where (cl)l∈N is a decreasing fixed sequence.
Assume that the triplet, (Xi, Xj, Y ), has a bounded joint density, f , on
[a, b]3. Moreover, we suppose that f belongs to the ellipsoid, E .
Furthermore, Xn
D−→X (resp. Xn P−→X) denotes the convergence in dis-
tribution or weak convergence (resp. convergence in probability) of Xn to X .
Additionally, we denote the support of f as supp f .
For a fixed n, we chose a finite subset of indices belonging to N called
(Mn)n≥1. This sequence of indices, Mn, increases as n increases. Also, |Mn|
will represent the cardinal of Mn.
We define the partial projection of f into the basis, pl, with onlyMn elements
as SMnf =
∑
l∈Mn
alpl.
We shall make three main assumptions:
Assumption 1. For all n ≥ 1 there is a finite subset, Mn ⊂ N, such that
sup
l/∈Mn
|cl|2 ≈
√
|Mn|/n
(An ≈ B means λ1 ≤ An/Bn ≤ λ2 for some positives constants λ1 and λ2).
Assumption 2. We assume that supp f ⊂ [a, b]3 and for all (x, y, z) ∈ supp f ,
0 < c1 ≤ f(x, y, z) ≤ c2 with c1, c2 ∈ R.
Assumption 3. It is possible to find an estimator fˆ of f built with n1 ≈
n/ log (n) observations, such that for ǫ > 0,
∀(x, y, z) ∈ supp f, 0 < c1 − ǫ ≤ fˆ(x, y, z) ≤ c2 + ǫ
and,
Ef‖fˆ − f‖63 ≤ Cn−6λ1
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for some λ > 1/6 and some constant C, not depending on f belonging to the
ellipsoid E.
Assumption 1 is necessary to bound the bias and variance of θˆn. This condi-
tion allows us to control the mean square error of the queue when we estimate
f by SMnf . In other words, Assumption 1 balances the growing size of the set,
Mn, with the decay rate of the sequence, cl. This behavior is strongly related
to the smoothness of the density function, f , and the size of the coefficients, cl.
One can find examples of a functional basis that satisfies Assumption 1. For
instance, we used the Example 2 from Laurent (1996) and its notation. Assume
that f belongs to some Hölder space with an index greater than s. If a wavelet
basis, ψ˜, has regularity, r > s, then f ∈ E where
E =
∑
j≥0
∑
λ∈Λj
a(λ)ψ˜λ : where
∑
j≥0
∑
λ∈Λj
22js|a(λ)|2 ≤ 1
 .
See Meyer and Salinger (1993) for further details.
Moreover, if s > p/4 and
Mn =
{
λ ∈ Λj, j ≤ j0, 2j0 = n2/(p+4s)
}
then supl/∈Mn |cl|2 ≈
√|Mn|/n. Also, |Mn|/n→ 0 with
|Mn| ≈ n2p/(d+4s), sup
l/∈Mn
|cl|2 ≈ 2−2j20 = n−4s/(p+4s).
Assumption 2 and 3 help to establish that Γn = O(1/n), i.e. the error term
in Equation (5) is negligible.
Notice that in Assumption 3, the function, fˆ , converges to f faster than
some given rates. This property is strongly related to the fact that the joint
density function, f , is regular enough.
For instance, for x = (x1, x2, x3) ∈ R3, s > 0 and L > 0 we defined the
Nikol’skii class of functions, H3(s, L), as the set of functions, f : R3 → R,
whose partials derivatives up to order r = ⌊s⌋ inclusive exist and for l = 1, 2, 3
satisfy ∥∥∥∥∂rf(x+ h)∂xrl − ∂
rf(x)
∂xrl
∥∥∥∥
3
≤ L|hs−r| where h = (h, h, h) ∀h ∈ R.
Therefore, if f belongs to H3(s, L) with s > 3/4 then Assumption 3 is satis-
fied. The proof of this assertion can be found in the work of Ibragimov and Khas’ minskii
(1983, 1984). We refer the reader to Laurent-Bonneau (1993) for more examples
on a regular class of functions that satisfy Assumptions 1, 2, and 3.
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3.2 Asymptotic behavior of the estimator of σij and of the
conditional covariance matrix
We have two separate asymptotics with respect to n1 and n2. Both are allowed
to grow to infinity as the the size of the sample, n, grows larger. Therefore in
the theorems, the asymptotics will be given with respect to n.
The following theorem provides the asymptotic behavior of σˆij for i and j.
Theorem 1. Let Assumptions 1-3 hold and |Mn|/n→ 0 when n→∞. Then,
√
n
(
σˆij − σij
) D−→ N (0, Cij(f)), (9)
and
lim
n→∞
nE[σˆij − σij ]2 = Cij(f), (10)
where
Cij(f) = Var(H1(f,Xi, Xj , Y ))
We can see that the asymptotic variance of σij depends only onH1(f,Xi, Xj , Y ).
In other words, the linear part of Equation (5) controls the asymptotic normality
of σij . This property entails the natural efficiency of σˆij .
The next theorem produces the σij ’s semi parametric Cramér-Rao bound.
Theorem 2 (Semiparametric Cramér Rao bound). Consider the estimation of
σij = E[E[Xi|Y ]E[Xj |Y ]⊤]
for a random vector, (Xi, Xj , Y ), with joint density, f ∈ E.
Let f0 ∈ E be a density verifying the assumptions of Theorem 1. Then, for
any estimator, σˆij , of σij and every family, {Vr(f0)}r>0, of neighborhoods of f0
we have
inf
{Vr(f0)}r>0
lim inf
n→∞
sup
f∈Vr(f0)
nEf
[
σˆij − σij
]2 ≥ Cij(f0)
where Vr(f0) = {f : ‖f − f0‖2 < r} for r > 0.
Theorems 1 and 2 establish the asymptotic efficiency of the estimator, σˆij ,
defined in Equation (8) which we summarize in the next Corollary.
Corollary 1. Let the assumptions of Theorem 1 and 2 hold. Then, the estima-
tor, σˆij , defined in Equation (8) is asymptotically efficient.
We have proved asymptotic normality entry by entry of the matrix, Σ =
(σij)p×p, using the estimator, Σ̂ = (σˆij)p×p, defined in Equation (8). To extend
the result to the whole matrix, we introduce the half-vectorization operator,
vech. This operator stacks only the columns from the principal diagonal of a
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square matrix downwards in a column vector. Formally, for a p × p matrix,
A = (aij),
vech(A) = [a11, · · · , ap1, a22, · · · , ap2, · · · , a33, · · · , app]⊤ .
Let H1(f) be the matrix with entries defined by (H1(fij , xi, xj , y))i,j if i is
different from j and (H1(fi, xi, xi, y))i,i when i is equal to j and i, j = 1, . . . , p.
Corollary 2 generalizes our previous results to the vectorial case.
Corollary 2. Let Assumptions 1-3 hold and |Mn|/n → 0 when n → ∞. Then
T̂n has the following properties:
√
n vech
(
Σ̂− Σ
)
D−→ N (0,C(f)),
lim
n→∞
nE
[
vech
(
Σ̂− Σ
)
vech
(
Σ̂− Σ
)⊤]
= C(f)
where the limit is taking element-wise and
C(f) = Cov(vech(H1(f))).
The estimator, σˆij , is asymptotically normal with a variance depending on
the linear term of the Taylor development. Given this particular nature, it was
possible to show the asymptotic efficiency of σˆij . Therefore, among all of the
estimators of σij , the estimator defined in Equation (8) has the lowest variance.
The conclusions in Theorems 1 and 2 depend on a precise estimation of the
quadratic term of σˆij , which is handled in the following section.
4 Estimation of quadratic functionals
We have proved, in Section 3.2, the asymptotic normality and found an efficient
semi parametric Cramér-Rao bound of the estimator, σˆij defined in Equation
(8). We used the Taylor decomposition (5) to construct the estimator σˆij . In
the present section, we will build an estimator for the quadratic term
ˆ
H2(fˆ , xi1, xj2, y)f(xi1, xj1, y)f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
To this end, we built a general estimator of the parameter with the form:
θ =
ˆ
η(xi1, xj2, y)f(xi1, xj1, y)f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy,
for f ∈ E and η : R3 → R is a bounded function.
Given M =Mn, a subset of N, consider the estimator
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θˆn =
1
n(n− 1)
∑
l∈M
n∑
k 6=k′=1
pl(Xik, Xjk, Yk)
ˆ
pl(xi, xj , Yk′) (η(xi, Xjk′ , Yk′ ) + η(Xik′ , xj , Yk′)) dxi dxj
− 1
n(n− 1)
∑
l,l′∈M
n∑
k 6=k′=1
pl(Xik, Xjk, Yk)pl′(Xik′ , Xjk′ , Yk′ )
ˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy. (11)
To simplify the presentation of Theorem 1, we write ψ(xi1, xj1, xi1, xj2, y) =
η(xi1, xj2, y) + η(xi2, xj1, y) verifying
ˆ
ψ(xi1, xj1, xi2, xj2, y) dxi1 dxj1 dxi2 dxj2dy
=
ˆ
ψ(xi2, xj2, xi1, xj1, y) dxi1 dxj1 dxi2 dxj2 dy.
With this notation we can simplify Equation (11) into
θˆn =
1
n(n− 1)
∑
l∈M
n∑
k 6=k′=1
pl(Xik, Xjk, Yk)
ˆ
pl(xi, xj , Yk′)ψ(xi, xj , Xik′ , Xjk′ , Yk′ ) dxi dxj
− 1
n(n− 1)
∑
l,l′∈M
n∑
k 6=k′=1
pl(Xik, Xjk, Yk)pl′(Xik′ , Xjk′ , Yk′ )
ˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy. (12)
The bias of θˆ is equal to
−
ˆ
(SMf(xi1, xj1, y)− f(xi1, xj1, y))(SMf(xi2, xj2, y)− f(xi2, xj2, y))
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
The following Theorem gives an explicit bound for the θˆn variance.
Theorem 3. Let Assumption 1 hold. Then, if |Mn|/n→ 0 when n→∞, then
θˆn has the following property
∣∣∣nE[(θˆn − θ)2]− Λ(f, η)∣∣∣ ≤ γ [ |Mn|
n
+ ‖SMnf − f‖2 + ‖SMng − g‖2
]
,
11
where g(xi, xj , y) =
´
f(xi2, xj2, y)ψ(xi, xj , xi2, xj2, y) dxi2 dxj2, and
Λ(f, η) =
ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
−
(ˆ
g(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
,
where γ is a constant depending only on ‖f‖∞, ‖η‖∞ and ∆ = (b− a)2. More-
over, this constant is an increasing function of these quantities.
Note that Equation (3) implies that
lim
n→∞
nE
[(
θˆn − θ
)2]
= Λ(f, η).
We can control the quadratic term of σˆij , which is a particular case of θ
choosing η(xi1, xj2, y) = H2(fˆ , xi1, xj2, y).
We will show, in Proof 6.1, that Λ(f, η)→ 0 when n→∞. Consequently, the
linear part of σˆij governs its asymptotic variance, which also yields asymptotic
efficiency.
5 Conclusion
In this paper, we proposed a new way to estimate Cov(E[X|Y ]), which is dif-
ferent from the usual plug-in type of estimators. We used a general functional,
Tij(f), depending on the joint density function, f , of (Xi, Xj , Y ). In particular,
we chose a suitable approximation, fˆ , of f and constructed a coordinate-wise
Taylor expansion around it up to the third order. We call this estimator σˆij .
This expansion serves to estimate Cov(E[X|Y ]) using an orthonormal base of
L
2( dxi dxj dy).
We highlighted that σˆij is asymptoticly normal with a variance lead by the
first order term. This behavior also causes efficiency from the Cramér-Rao’s
point of view. Again, the Cramér-Rao bound depends only on the linear part
of the Taylor series.
With the help of the vech operator, we expanded our results to the matrix
estimator, Σ̂, formed with the entries, σˆij . We showed that the T (f)’s linear
term guides the variance for the Σ̂’s asymptotic normality.
Even if we had principally aimed to study a new class of estimators for
Cov(E[X|Y ]), we referred to Da Veiga and Gamboa (2013) for some simula-
tions in a context similar to ours. In general, their numerical result behaves
reasonably well despite the complexity of its implementation. These results
could also work in our framework and we will consider them in a future article.
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The estimator, Σ̂, could have negative eigenvalues, violating the semi positive
definiteness of the covariance. From a practical point of view, we could project
Σ̂ into the space of positive semi definite matrices. Therefore, we would first di-
agonalize Σ̂ and then replace negative eigenvalues by 0. The resulting estimator
is then semi positive definite. The works of Bickel and Levina (2008a,b) and
Cai et al. (2010), present an extended discussion about techniques on matrix
regularization.
This research constitutes a first step in the study of estimators based on a
Taylor series with minimum variance. To simplify the complex implementation
of this estimator, we will explore another kind of technique like nonparametric
methods for example.
6 Appendix
6.1 Proofs
Proof of Proposition 1.
We need to calculate the first three derivatives of F (u). To ease the calcu-
lations, notice first that
d
du
mi(fu, y)u =
´ (
xi −mi(fu, y)
)(
f(xi, xj , y)− fˆ(xi, xj , y)
)
dxi dxj´
fu(xi, xj , y) dxi dxj
. (13)
It is possible to interchange the derivate with the integral sign because f
and fˆ are bounded. Now, using Equation (13) and taking u = 0 we have
F ′(0) =
ˆ [
ximj(fˆ , y) + xjmi(fˆ , y)−mi(fˆ , y)mj(fˆ , y)
]
(
f(xi, xj , y)− fˆ(xi, xj , y)
)
dxi dxj dy. (14)
Deriving mi(fu, y)mj(fu, y) using the same arguments as in Equation (13)
and again taking u = 0 we get,
F ′′(0) =
ˆ
2´
fˆ(xi, xj , y) dxi dxj
(
xi1 −mi(fˆ , y))(xj2 −mj(fˆ , y)
)
(
f(xi1, xj1, y)− fˆ(xi1, xj1, y)
)
(
f(xi2, xj2, y)− fˆ(xi2, xj2, y)
)
dxi1 dxj1 dxi2 dxj2 dy. (15)
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Using the previous arguments we also find that
F ′′′(u) =
ˆ −6´
fu(xi, xj , y)dxidxj
(
xi1 −mj(fu, y)
)(
xj2 −mj(fu, y)
)
(
f(xi1, xj1, y)− fˆ(xi1, xj1, y)
)(
f(xi2, xj2, y)− fˆ(xi2, xj2, y)
)
(
f(xi3, xj3, y)− fˆ(xi3, xj3, y)
)
dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dy (16)
Replacing Equation (14), (15), and (16) into Equation (4) we get the desired
decomposition.
Proof of Theorem 1. We will first control the remaining term of Equation
(6),
Γn =
1
6
F ′′′(ξ)(1 − ξ)3.
Remember that
F ′′′(ξ) = − 6
ˆ (xi1 −mi(fξ, y))(xj2 −mj(fξ, y))(´
fξ(xi, xj , y) dxi dxj
)2
(
f(xi1, xj1, y)− fˆ(xi1, xj1, y)
)(
f(xi2, xj2, y)− fˆ(xi2, xj2, y)
)
(
f(xi3, xj3, y)− fˆ(xi3, xj3, y)
)
dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dy,
Assumptions 1 and 2 ensure that the first part of the integrand is bounded by
a constant, µ. Furthermore,
|Γn| ≤ µ
ˆ ∣∣∣f(xi1, xj1, y)− fˆ(xi1, xj1, y)∣∣∣ ∣∣∣f(xi2, xj2, y)− fˆ(xi2, xj2, y)∣∣∣∣∣∣f(xi3, xj3, y)− fˆ(xi3, xj3, y)∣∣∣ dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dy
= µ
ˆ (ˆ ∣∣∣f(xi, xj , y)− fˆ(xi, xj , y)∣∣∣ dxi dxj)3 dy
≤ µ∆3
ˆ ∣∣∣f(xi, xj , y)− fˆ(xi, xj , y)∣∣∣3 dxi dxj dy
by the Hölder inequality. Then, E[Γ2n] is equal to O(E‖f − fˆ‖63). Since fˆ verifies
Assumption 3, this quantity is of order O(n−6λ1 ). We also assume n1 ≈ n/ log(n)
and λ > 1/6, then n−6λ1 = o (1/n). Therefore, we get E[Γ
2
n] = o(1/n) which
implies that the remaining term, Γn, is negligible.
To prove the asymptotic normality of σˆij , we shall show that
√
n(σˆij − Tij(f))
and
Z
(n)
ij =
1
n2
n2∑
k=1
H1
(
f,Xik, Xjk, Yk
)
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−
ˆ
H1(f, xi, xj , y)f(xi, xj , y)) dxi dxj dy (17)
have the same asymptotic behavior. We can get for Z
(n)
ij a classic central limit
theorem with variance
Cij(f) = Var(H1(f, xi, xj , y))
=
ˆ
H1(f, xi, xj , y)
2f(xi, xj , y)) dxi dxj dy
−
(ˆ
H1(f, xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
which implies Equation (9) and (10). In order to establish our claim, we will
show that
R
(n)
ij =
√
n
[
σˆij − Tij(f)− Z(n)ij
]
(18)
has a second-order moment converging to 0.
Define Ẑ
(n)
ij as Z
(n)
ij with f replaced by fˆ . Let us note that R
(n)
ij = R1 +R2
where
R1 =
√
n
[
σˆij − Tij(f)− Ẑ(n)ij
]
R2 =
√
n
[
Ẑ
(n)
ij − Z(n)ij
]
.
It only remains to state that E[R21] and E[R
2
2] converges to 0. We can rewrite
R1 as
R1 = −
√
n
[
Q̂−Q+ Γn
]
with
Q =
ˆ
H2(fˆ , xi1, xj2, y)f(xi1, xj1, y)f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
H2(fˆ , xi1, xj2, y) =
1´
fˆ(xi, xj , y) dxi dxj
(
xi1 −mi(fˆ , y)
)(
xj2 −mj(fˆ , y)
)
.
We can estimate H2(fˆ , xi1, xj2, y) = η(xi1, xj2, y) as done in Section 4. Let
Q̂ be the estimator of Q. Since E[Γ2n] = o(1/n), we only have to control the
Term,
√
n(Q̂ −Q), such that limn→∞ nE[Q̂−Q]2 = 0 by Lemma 7 in Section
6.2. This Lemma implies that E[R21]→ 0 as n→∞. For R2 we have
E[R22] =
n
n2
[ˆ (
H1(f, xi, xj , y)−H1(fˆ , xi, xj , y)
)2
f(xi, xj , y)) dxi dxj dy
]
− n
n2
[ˆ
H1(f, xi, xj , y)f(xi, xj , y)) dxi dxj dy
−
ˆ
H1(fˆ , xi, xj , y)
2f(xi, xj , y)) dxi dxj dy
]
2.
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The same arguments as the ones of Lemma 7 (Mean Value Theorem and
Assumptions 2 and 3) show that E[R22]→ 0.
Proof of Theorem 2 . To prove the inequality we will use the usual frame-
work described in Ibragimov and Khas’Minskii (1991). The first step is to cal-
culate the Fréchet derivative of Tij(f) at some point f0 ∈ E . Assumptions 2
and 3 and Equation (5), imply that
Tij(f)− Tij(f0) =
ˆ (
ximj(f0, y) + xjmi(f0, y)−mi(f0, y)mj(f0, y)
)
(
f(xi, xj , y)− f0(xi, xj , y)
)
dxi dxj dy +O
(ˆ
(f − f0)2
)
where mi(f0, y) =
´
xif0(xi, xj , y) dxi dxj dy/
´
f0(xi, xj , y) dxi dxj dy. There-
fore, the Fréchet derivative of Tij(f) at f0 is T
′
ij(f0) · h = 〈H1(f0, ·), h〉 with
H1(f0, xi, xj , y) = ximj(f0, y) + xjmi(f0, y)−mi(f0, y)mj(f0, y).
Using the results of Ibragimov and Khas’Minskii (1991), we denote the set of
functions in L2( dxi dxj dy) orthogonal to
√
f0 as
H(f0) =
{
u ∈ L2( dxi dxj dy),
ˆ
u(xi, xj , y)
√
f0(xi, xj , y)dxi dxj dy = 0
}
.
Naming PH(f0) as the projection onto H(f0), An(t) =
(√
f0
)
t/
√
n and P
(n)
f0
is the joint distribution of
(
Xik, Xjk
)
k = 1, . . . , n under f0. Since
(
Xik, Xjk
)
k =
1, . . . , n are i.i.d., the family,
{
P
(n)
f0
, f ∈ E}, is differentiable in a quadratic
mean at f0 and therefore locally asymptotically normal at all points, f0 ∈
E , in the H(f0) direction with a normalizing factor An(f0) (see the details
in Van der Vaart (2000)). Then, by the results of Ibragimov and Khas’Minskii
(1991), we say that under these conditions, denoting Kn = Bnθ
′(f0)AnPH(f0)
with Bn =
√
nu, if Kn
D−→ K and if K(u) = 〈t, u〉, then for every estimator,
σˆij , of Tij(f) and every family, V(f0), of vicinities of f0, we have
inf
{V(f0)}
lim inf
n→∞
sup
f∈V(f0)
nE[σˆij − Tij(f0)]2 ≥ ‖tL2( dxi dxj dy)‖2.
Here,
Kn(u) =
√
nT ′(f0) ·
√
f0√
n
PH(f0)(u) = T
′(f0)
(√
f0
(
u−
√
f0
ˆ
u
√
f0
))
,
since for any u ∈ L2( dxi dxj dy) we can write it as u =
√
f0
〈√
f0, u
〉
+PH(f0)(u).
In this case Kn(u) does not depend on n and
K(h) = T ′(f0) ·
(√
f0
(
u−
√
f0
ˆ
h
√
f0
))
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=ˆ
H1(f0, ·)
√
f0u−
ˆ
H1(f0, ·)
√
f0
ˆ
u
√
f0
= 〈t, u〉
with
t(xi, xj , y) = H1(f0, xi, xj , y)
√
f0 −
(ˆ
H1(f0, xi, xj , y)f0
)√
f0.
The semi parametric Cramér-Rao bound for this problem is thus
‖tL2( dxi, dxj, dy)‖ =
ˆ
H1(f0, xi, xj , y)
2f0 dxi dxj dy
−
(ˆ
H1(f0, xi, xj , y)f0 dxi dxj dy
)2
and we recognize the expression, Cij(f0), found in Theorem 1.
Proof of Corollary 2. This proof is based on the following observation. Em-
ploying Equation (18) we have
T̂n − T (f) = Zn(f) + Rn√
n
where Zn(f) and Rn are matrices with elements Z
(n)
ij and R
(n)
ij , defined in
Equation (17) and (18), respectively.
Hence we have,
nE
[∥∥∥vech(T̂n − T (f)−Zn(f))∥∥∥2] = E [‖vech (Rn)‖2] =∑
i≤j
E
[(
R
(n)
ij
)2]
.
We see by Lemma 7 that E[R2ij ]→ 0 as n→ 0. It follows that
nE
[∥∥∥vech(T̂n − T (f)−Zn(f))∥∥∥2]→ 0 as n→ 0.
We know that if Xn, X and Yn are random variables, then if Xn
D−→ X and
(Xn − Yn) P−→ 0, it follows that Yn D−→ X .
Remember also that the convergence in L2 implies convergence in the prob-
ability, therefore
√
n vech
(
T̂n − T (f)−Zn(f)
)
P−→ 0.
By the Multivariate Central Limit Theorem we have that
√
n vech (Zn(f))
D−→
N (0,C(f)). Therefore, √n vech
(
Tˆn − T (f)
)
D−→ N (0,C(f)).
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Proof of Theorem 3. For abbreviation, we write M instead of Mn and set
m = |Mn|. We first compute the mean squared error of θˆn as
E
[
θˆn − θ
]2
= Bias2(θˆn) + Var(θˆn)
where Bias(θˆn) = E[θˆn]− θ.
We begin the proof by bounding Var(θˆn). Let A and B be m × 1 vectors
with components
al =
ˆ
pl(xi, xj , y)f(xi, xj , y) dxi dxj dy l = 1, . . . ,m,
bl =
ˆ
pl(xi1, xj1, y)f(xi2, xj2, y)ψ(xi1, xj1, xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
ˆ
pl(xi, xj , y)g(xi, xj , y) dxi dxj dy l = 1, . . . ,m
where g(xi, xj , y) =
´
f(xi2, xj2, y)ψ(xi, xj , xi2, xj2, y) dxi2 dxj2. Let Q and R
be m× 1 vectors of centered functions
ql(xi, xj , y) = pl(xi, xj , y)− al
rl(xi, xj , y) =
ˆ
pl(xi2, xj2, y)ψ(xi, xj , xi2, xj2, y) dxi2 dxj2 − bl
for l = 1, . . . ,m. Let C be an m × m matrix of constants with indices l, l′ =
1, . . . ,m defined by
cll′ =
ˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
Let us denote Un by the process
Unh =
1
n(n− 1)
n∑
k 6=k′=1
h
(
Xik, Xjk, Yk, Xik′ , Xjk′ , Yk′
)
and Pn by the empirical measure
Pnh =
1
n
n∑
k=1
h
(
Xik, Xjk, Yk
)
for some h in L2( dxi, dxj , dy). With these notations, θˆn has the Hoeffding’s
decomposition
θˆn
=
1
n(n− 1)
∑
l∈M
n∑
k 6=k′=1
(
ql(Xik, Xjk, Yk) + al
)(
rl(Xik′ , Xjk′ , Yk′ ) + bl
)
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− 1
n(n− 1)
∑
l,l′∈M
n∑
k 6=k′=1
(
ql(Xik, Xjk, Yk) + al
)(
ql′(Xik′ , Xjk′ , Yk′) + al′
)
cll′
= UnK + PnL+A
⊤B −A⊤CA
where
K (xi1, xj1, y1, xi2, xj2, y2) = Q
⊤(xi1, xj1, y1)R(xi2, xj2, y2)
−Q⊤(xi1, xj1, y1)CQ(xi2, xj2, y2)
L(xi, xj , y) = A
⊤R(xi, xj , y) +BQ(xi, xj , y)
− 2A⊤CQ(xi, xj , y).
Therefore, Var(θˆn) = Var(UnK) + Var(PnL) − 2Cov(UnK,PnL). These three
terms are bounded in Lemmas 2 - 4, which gives
Var(θˆn) ≤ 20
n(n− 1)‖η‖
2
∞‖f‖2∞∆2(m+ 1) +
12
n
‖η‖2∞‖f‖2∞∆2.
For n large enough and a constant γ ∈ R,
Var(θˆn) ≤ γ‖η‖2∞‖f‖2∞∆2
(
m
n2
+
1
n
)
.
The term Bias(θˆn) is easily computed, as proven in Lemma 5, and is equal
to
−
ˆ
(SMf(xi1, xj1, y)− f(xi1, xj1, y)) (SMf(xi2, xj2, y)− f(xi2, xj2, y))
η(xi1, xj1, xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
From Lemma 5, we bound the bias of θˆn by
|Bias(θˆn)| ≤ ∆‖η‖∞ sup
l/∈M
|cl|2.
The assumption of
(
supl/∈M |ci|2
)2 ≈ m/n2 and since m/n→ 0, we deduce that
E[θˆn − θ]2 has a parametric rate of convergence, O (1/n).
Finally to prove Equation (3), note that
nE
[
θˆn − θ
]2
= nBias2(θˆn) + nVar(θˆn)
= nBias2(θˆn) + nVar(UnK) + nVar(PnL).
We previously proved that for some λ1, λ2 ∈ R
nBias2(θˆn) ≤ λ1∆2‖η‖2∞
m
n
19
nVar(UnK) ≤ λ2∆2‖f‖2∞‖η‖2∞
m
n
.
Thus, Lemma 6 implies∣∣∣nVar(PnL)− Λ(f, η)∣∣∣ ≤ λ[‖SMf − f‖2 + ‖SMg − g‖2],
where λ is an increasing function of ‖f‖2∞, ‖η‖2∞ and ∆. Based on all of this
we find Equation (3) which ends the proof of Theorem 3.
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6.2 Technical Results
Lemma 1 (Bias of θˆn). The estimator θˆn defined in (12) estimates θ with bias
equal to
−
ˆ (
SMf(xi1, xj1, y)− f(xi1, xj1, y)
)(
SMf(xi2, xj2, y)− f(xi2, xj2, y)
)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
Proof of Lemma 1. Let θˆn = θˆ
1
n − θˆ2n where
θˆ1n =
1
n(n− 1)
∑
l∈M
∑
k 6=k′=1
pl(Xik, Xjk, Yk)
ˆ
pl(xi, xj , Yk′ )ψ(xi, xj , Xik′ , Xjk′ , Yk′)dxidxj
θˆ2n = −
1
n(n− 1)
∑
l,l′∈M
n∑
k 6=k′=1
pl(Xik, Xjk, Yk)pl′(Xik′ , Xjk′ , Yk′)
ˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
Let us first compute E[θˆ1n].
E[θˆ1n] =
∑
l∈M
ˆ
pl(xi1, xj1, y)f(xi1, xj1, y) dxi1 dxj1 dy
ˆ
pl(xi1, xj1, y)ψ(xi1, xj1, xi2, xj2, y)
f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
∑
l∈M
al
ˆ
pl(xi1, xj1, y)ψ(xi1, xj1, xi2, xj2, y)
f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
ˆ (∑
l∈M
alpl(xi2, xj2, y)
)
ψ(xi1, xj1, xi2, xj2, y)
f(xi2, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
ˆ
SMf(xi1, xj1, y)f(xi2, xj2, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
+
ˆ
SMf(xi2, xj2, y)f(xi1, xj1, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
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Now for θˆ2n, we get
E[θˆ2n] =
∑
l,l′∈M
ˆ
pl(xi, xj , y)f(xi, xj , y) dxi dxj dy
ˆ
pl′(xi, xj , y)f(xi, xj , y) dxi dxj dyˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
∑
l,l′∈M
alal′
ˆ
pl(xi1, xj1, y)pl′(xi2, xj2, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
ˆ (∑
l∈M
alpl(xi1, xj1, y)
)(∑
l′∈M
al′pl′(xi2, xj2, y)
)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
=
ˆ
SMf(xi1, xj1, y)SMf(xi2, xj2, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy.
Arranging these terms and using
Bias(θˆn) = E[θˆn]− θ = E[θˆ1n]− E[θˆ2n]− θ
we obtain the desire bias.
Lemma 2 (Bound of Var(UnK)). Under the assumptions of Theorem 3, we
have
Var(UnK) ≤ 20
n(n− 1)‖η‖
2
∞‖f‖2∞∆2(m+ 1)
Proof of Lemma 2. Note that UnK is centered because Q and R are centered
and (Xik, Xjk, Yk), k = 1, . . . , n is an independent sample. So Var(UnK) is equal
to
E[UnK]
2 = E
(
1
(n(n− 1))2
n∑
k1 6=k′1=1
n∑
k2 6=k′2=1
K
(
Xik1 , Xjk1 , Yk1 , Xik′1 , Xjk′1 , Yk′1
)
K
(
Xik2 , Xjk2 , Yk2 , Xik′2 , Xjk′2 , Yk′2
))
=
1
n(n− 1)E
(
K2
(
Xi1, Xj1, Y1, Xi2, Xj2, Y2
)
+K
(
Xi1, Xj1, Y1, Xi2, Xj2, Y2
)
K
(
Xi2, Xj2, Y2, Xi1, Xj1, Y1
))
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By the Cauchy-Schwarz inequality, we get
Var(UnK) ≤ 2
n(n− 1)E
[
K2 (Xi1, Xj1, Y1, Xi2, Xj2, Y2)
]
.
Moreover, using the fact that 2|E[XY ]| ≤ E[X2] + E[Y 2], we obtain
E[K2 (Xi1, Xj1, Y1, Xi2, Xj2, Y2)]
≤ 2
[
E[
(
Q⊤(Xi1, Xj1, Y1)R(Xi2, Xj2, Y2)
)2
]
+ E[
(
Q⊤(Xi1, Xj1, Y1)CQ(Xi2, Xj2, Y2)
)2
]
]
.
We will bound these two terms. The first one is
E
[(
Q⊤(Xi1, Xj1, Y1)R(Xi2, Xj2, Y2)
)2]
=
∑
l,l′∈M
(ˆ
pl(xi, xj , y)pl′(xi, xj , y)f(xi, xj , y) dxi dxj dy − alal′
)
(ˆ
pl(xi2, xj2, y)pl′(xi3, xj3, y)ψ(xi1, xj1, xi2, xj2, y)
ψ(xi1, xj1, xi3, xj3, y)f(xi1, xj1, y) dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dy − blbl′
)
= W1 −W2 −W3 +W4
where
W1 =
ˆ ∑
l,l′∈M
pl(xi1, xj1, y)pl′(xi1, xj1, y)pl(xi2, xj2, y
′)pl′(xi3, xj3, y
′)
ψ(xi4, xj4, xi2, xj2, y
′)ψ(xi4, xj4, xi3, xj3, y
′)
f(xi1, xj1, y)f(xi4, xj4, y
′) dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dxi4 dxj4 dy dy
′
W2 =
ˆ ∑
l,l′∈M
blbl′pl(xi1, xj1, y)pl′(xi1, xj1, y)f(xi1, xj1, y) dxi1 dxj1dy
W3 =
ˆ ∑
l,l′∈M
alal′pl(xi2, xj2, y
′)pl′(xi3, xj3, y
′)
ψ(xi4, xj4, xi2, xj2, y
′)ψ(xi4, xj4, xi3, xj3, y
′)
f(xi4, xj4, y
′) dxi2 dxj2 dxi3 dxj3 dxi4 dxj4 dy
′
W4 =
∑
l,l′∈M
alal′blbl′ .
W2 and W3 are positive, hence
E
[(
2Q⊤(Xi1, Xj1, Y1)R(Xi2, Xj2, Y2)
)2]
≤W1 +W4.
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W1 =
ˆ ∑
l,l′∈M
pl(xi1, xj1, y)pl′(xi1, xj1, y)(ˆ
pl(xi2, xj2, y
′)ψ(xi4, xj4, xi2, xj2, y
′) dxi2 dxj2
)
(ˆ
pl′(xi3, xj3, y
′)ψ(xi4, xj4, xi3, xj3, y
′) dxi3 dxj3
)
f(xi1, xj1, y)f(xi4, xj4, y
′) dxi1 dxj1 dxi4 dxj4 dy dy
′
≤ ‖f‖2∞
∑
l,l′∈M
ˆ
pl(xi1, xj1, y)pl′(xi1, xj1, y) dxi1 dxj1dy
ˆ (ˆ
pl(xi2, xj2, y
′)ψ(xi4, xj4, xi2, xj2, y
′) dxi2 dxj2
)
(ˆ
pl′(xi3, xj3, y
′)ψ(xi4, xj4, xi3, xj3, y
′) dxi3 dxj3
)
dxi2 dxj2 dxi4 dxj4 dy
′
Since pl’s are orhonormal we have
W1 ≤ ‖f‖2∞
∑
l∈M
ˆ (ˆ
pl(xi2, xj2, y
′)
ψ(xi4, xj4, xi2, xj2, y
′) dxi2 dxj2
)2
dxi4 dxj4 dy
′.
Moreover by the Cauchy-Schwarz inequality and ‖ψ‖∞ ≤ 2‖η‖∞(ˆ
pl(xi2, xj2, y
′)ψ(xi4, xj4, xi2, xj2, y
′) dxi2 dxj2
)2
≤
ˆ
pl(xi2, xj2, y
′)2 dxi2 dxj2
ˆ
ψ(xi4, xj4, xi2, xj2, y
′)2 dxi2 dxj2
≤ ‖ψ‖2∞∆
ˆ
pl(xi2, xj2, y
′)2 dxi2 dxj2
≤ 4‖η‖2∞∆
ˆ
pl(xi2, xj2, y
′)2 dxi2 dxj2,
and thenˆ (ˆ
pl(xi2, xj2, y
′)ψ(xi4, xj4, xi2, xj2, y
′) dxi2 dxj2
)2
dxi4 dxj4 dy
′
≤ 4‖η‖2∞∆2
ˆ
pl(xi2, xj2, y
′)2 dxi2 dxj2 dy
′
= 4‖η‖2∞∆2.
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Finally,
W1 ≤ 4‖η‖2∞‖f‖2∞∆2m.
For the term W4 using the facts that SMf and SMg are projection and that´
f = 1, we have
W4 =
(∑
l∈M
albl
)2
≤
∑
l∈M
a2l
∑
l∈M
b2l ≤ ‖f‖22‖g‖22 ≤ ‖f‖∞‖g‖22.
By the Cauchy-Schwartz inequality we have ‖g‖22 ≤ 4‖η‖2∞‖f‖∞∆2 and then
W4 ≤ 4‖η‖2∞‖f‖2∞∆2
which leads to
E
[(
Q⊤(Xi1, Xj1, Y1)R(Xi2, Xj2, Y2)
)2]
≤ 4‖η‖2∞‖f‖2∞∆2(m+ 1). (19)
The second term is
E
[(
Q⊤(Xi1, Xj1, Y1CQ(Xi2, Xj2, Y2)
)]
=W5 − 2W6 +W7
where
W5 =
ˆ ∑
l1,l′1
∑
l2,l′2
cl1l′1cl2l′2pl1(xi1, xj1, y)pl2(xi1, xj1, y)
pl′
1
(xi2, xj2, y
′)pl′
2
(xi2, xj2, y
′)
f(xi1, xj1, y)f(xi2, xj2, y
′) dxi1 dxj1 dxi2 dxj2 dy
′ dy
W6 =
ˆ ∑
l1,l′1
∑
l2,l′2
cl1l′1cl2l′2al1al2pl′1(xi, xj , y)
pl′
2
(xi, xj , y) dxi dxj dy
W7 =
∑
l1,l′1
∑
l2,l′2
cl1l′1cl2l′2al1al′1al2al′2 .
Using the previous manipulation, we show that W6 ≥ 0. Thus
E
[(
Q⊤(Xi1, Xj1, Y1)CQ(Xi2, Xj2, Y2)
)]≤W5 +W7.
First, observe that
W5 =
∑
l1,l′1
∑
l2,l′2
cl1l′1cl2l′2(ˆ
pl1(xi1, xj1, y)pl2(xi1, xj1, y)f(xi1, xj1, y) dxi1 dxj1 dy
)
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(ˆ
pl′
1
(xi2, xj2, y
′)pl′
2
(xi2, xj2, y
′)f(xi2, xj2, y
′) dxi2 dxj2 dy
′
)
≤ ‖f‖2∞
∑
l1,l′1
∑
l2,l′2
cl1l′1cl2l′2
(ˆ
pl1(xi1, xj1, y)pl2(xi1, xj1, y) dxi1 dxj1 dy
)
(ˆ
pl′
1
(xi2, xj2, y
′)pl′
2
(xi2, xj2, y
′) dxi2 dxj2 dy
′
)
= ‖f‖2∞
∑
l,l′
c2ll′
again using the orthonormality of the pl’s.
Therefore, given the decomposition pl(xi, xj , y) = αlα(xi, xj)βlβ (y),∑
l,l′
c2ll′ =
ˆ ∑
lβ ,l′β
βlβ (y)βl′β (y)βlβ (y
′)βl′
β
(y′)
∑
lα,l′α
(ˆ
αlα(xi1, xj1)αl′α(xi2, xj2)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2
)
(ˆ
αlα(xi3, xj3)αl′α(xi4, xj4)η(xi3, xj4, y
′) dxi3 dxj3 dxi4 dxj4
)
dydy′
But ∑
lα,l′α
(ˆ
αlα(xi1, xj1)αl′α(xi2, xj2)η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2
)
(ˆ
αlα(xi3, xj3)αl′α(xi4, xj4)η(xi3, xj4, y
′) dxi3 dxj3 dxi4 dxj4
)
=
∑
lα,l′α
ˆ
αlα(xi1, xj1)αl′α(xi2, xj2)η(xi1, xj2, y)αlα(xi3, xj3)
αl′α(xi4, xj4)η(xi3, xj4, y
′) dxi1 dxj1 dxi2 dxj2 dxi3 dxj3 dxi4 dxj4
=
ˆ ∑
lα
(ˆ
αlα(xi1, xj1)η(xi1, xj2, y) dxi1 dxj1
)
αlα(xi3, xj3)
∑
l′α
(ˆ
αl′α(xi4, xj4)η(xi3, xj4, y
′) dxi4 dxj4
)
αl′α(xi2, xj2) dxi2 dxj2 dxi3 dxj3
≤
ˆ
η(xi3, xj3, xi2, xj2, y)η(xi3, xj2, y
′) dxi2 dxj2 dxi3 dxj3
≤ = ∆2‖η‖2∞
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using the orthonormality of the basis αlα . Then we get
∑
l,l′
c2ll′ ≤ ∆2‖η‖2∞
ˆ ∑
lβ ,l′β
βlβ (y)βl′β (y)βlβ (y
′)βl′
β
(y′) dy dy′

= ∆2‖η‖2∞
∑
lβ ,l′β
(ˆ
βlβ (y)βl′β (y) dy
)2
≤ ∆2‖η‖2∞
∑
lβ
(ˆ
β2lβ (y) dy
)2
≤ ∆2‖η‖2∞m
since the βlβ are orthonormal. Finally
W5 ≤ ‖f‖2∞‖η‖2∞∆2m.
Now for W7 we first will bound,∣∣∣∣∣∣
∑
l,l′
cll′alal′
∣∣∣∣∣∣
=
∣∣∣∣∣
ˆ ∑
l,l′∈M
alal′pl2(xi1, xj1, y)pl′1(xi2, xj2, y)
η(xi1, xj2, y) dxi1 dxj1 dxi2 dxj2 dy
∣∣∣∣∣
≤
ˆ ∣∣∣SM (xi1, xj1, y)SM (xi2, xj2, y)
η(xi1, xj2, y)
∣∣∣ dxi1 dxj1 dxi2 dxj2 dy
≤ ‖η‖∞
ˆ (ˆ
|SM (xi1, xj1, y)SM (xi2, xj2, y)| dy
)
dxi1 dxj1 dxi2 dxj2.
Taking squares in both sides and using the Cauchy-Schwartz inequality twice,
we get∑
l,l′
cll′alal′
2
= ‖η‖2∞
(ˆ (ˆ
|SM (xi1, xj1, y)SM (xi2, xj2, y)| dy
)
dxi1 dxj1 dxi2 dxj2
)2
≤ ‖η‖2∞∆2
ˆ (ˆ
|SM (xi1, xj1, y)SM (xi2, xj2, y)| dy
)2
dxi1 dxj1 dxi2 dxj2
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≤ ‖η‖2∞∆2
ˆ (ˆ
SM (xi1, xj1, y)
2 dy
)
(ˆ
SM (xi2, xj2, y
′)2 dy′
)
dxi1 dxj1 dxi2 dxj2
= ‖η‖2∞∆2
ˆ
SM (xi1, xj1, y)
2
SM (xi1, xj1, y
′)2 dxi1 dxj1 dxi2dxj2 dy dy
′
= ‖η‖2∞∆2
(ˆ
SM (xi, xj , y)
2 dxi dxj dy
)
≤ ‖η‖2∞∆2‖f‖2∞.
Finally,
E[
(
Q⊤(Xi1, Xj1, Y1)CQ(Xi2, Xj2, Y2)
)2
] ≤ ‖η‖2∞‖f‖2∞∆2(m+ 1). (20)
Collecting (19) and (20), we obtain
Var(UnK) ≤ 20
n(n− 1)‖η‖
2
∞‖f‖2∞∆2(m+ 1)
which concludes the proof of Lemma 2.
Lemma 3 (Bound for Var(PnL)). Under the assumptions of Theorem 3, we
have
Var(PnL) ≤ 12
n
‖η‖2∞‖f‖2∞∆2.
Proof of Lemma 3. First note that given the independence of
(
Xik, Xjk, Yk
)
for k = 1, . . . , n we have
Var(PnL) =
1
n
Var(L
(
Xi1, Xj1, Y1
)
)
we can write L
(
Xi1, Xj1, Y1
)
as
A⊤R (Xi1, Xj1, Y1) + B
⊤Q (Xi1, Xj1, Y1)− 2A⊤CQ (Xi1, Xj1, Y1)
=
∑
l∈M
al
(ˆ
pl(xi, xj , Y1)ψ(xi, xj , Xi1, Xj1, Y1) dxi dxj − bl
)
+
∑
l∈M
bl (pl(Xi1, Xj1, Y1)− al)− 2
∑
l,l′∈M
cll′al′ (pl(Xi1, Xj1, Y1)− al)
=
ˆ ∑
l∈M
alpl(xi, xj , Y1)ψ(xi, xj , Xi1, Xj1, Y1) dxi dxj
+
∑
l∈M
blpl(Xi1, Xj1, Y1)
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− 2
∑
l,l′∈M
cll′al′pl(Xi1, Xj1, Y1)− 2AtB − 2AtCA.
=
ˆ
SMf(xi, xj , Y1)ψ(xi, xj , Xi1, Xj1, Y1) dxi dxj + SMg(Xi1, Xj1, Y1)
− 2
∑
l,l′∈M
cll′al′pl(Xi1, Xj1, Y1)− 2A⊤B − 2A⊤CA.
Let h(xi, xj , y) =
´
SMf(xi2, xj2, y)ψ(xi, xj , xi2, xj2, y) dxi2 dxj2, we have
SMh(xi, xj , y)
=
∑
l∈M
(ˆ
h(xi2, xj2, y)pl(xi2, xj2, y) dxi2 dxj2 dy
)
pl(xi, xj , y)
=
∑
l∈M
( ˆ
SMf(xi3, xj3, y)ψ(xi2, xj2, xi3, xj3, y)
pl(xi2, xj2, y) dxi2 dxj2 dxi3 dxj3 dy
)
pl(xi, xj , y)
=
∑
l,l′∈M
( ˆ
al′pl′(xi3, xj3, y)ψ(xi2, xj2, xi3, xj3, y)
pl(xi2, xj2, y) dxi2 dxj2 dxi3 dxj3 dy
)
pl(xi, xj , y)
= 2
∑
l,l′∈M
( ˆ
al′pl′(xi3, xj3, y)η(xi2, xj3, y)
pl(xi2, xj2, y) dxi2 dxj2 dxi3 dxj3 dy
)
pl(xi, xj , y)
= 2
∑
l,l′∈M
al′cll′pl(xi, xj , y)
and we can write
L
(
Xi1, Xj1, Y1
)
= h
(
Xi1, Xj1, Y1
)
+ SMg
(
Xi1, Xj1, Y1
)
− SMh
(
Xi1, Xj1, Y1
)− 2A⊤B − 2A⊤CA.
Thus,
Var(L
(
Xi1, Xj1, Y1
)
)
= Var(h
(
Xi1, Xj1, Y1
)
+ SMg
(
Xi1, Xj1, Y1
)
+ SMh
(
Xi1, Xj1, Y1
)
)
≤ E[(h(Xi1, Xj1, Y1)+ SMg(Xi1, Xj1, Y1)+ SMh(Xi1, Xj1, Y1))2]
≤ E[(h(Xi1, Xj1, Y1))2 + (SMg(Xi1, Xj1, Y1))2 + (SMh(Xi1, Xj1, Y1))2].
Each of these terms can be bounded
E[
(
h
(
Xi1, Xj1, Y1
))2
]
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=ˆ (ˆ
SMf(xi2, xj2, y)ψ(xi1xj2, xi2, xj2, y) dxi2 dxj2
)2
f(xi1, xj1, y) dxi1 dxj1 dy
≤ ∆
ˆ
SMf(xi2, xj2, y)
2ψ(xi1xj2, xi2, xj2, y)
2
f(xi1, xj1, y) dxi1 dxj1 dxi2 dxj2 dy
≤ 4∆2‖f‖∞‖η‖2∞
ˆ
SMf(xi, xj , y)
2 dxi dxj dy
= 4∆2‖f‖∞‖η‖2∞‖SMf‖22
≤ 4∆2‖f‖∞‖η‖2∞‖f‖22
≤ 4∆2‖f‖2∞‖η‖2∞
and similar calculations are valid for the others two terms,
E[
(
SMg
(
Xi1, Xj1, Y1
))2
] ≤ ‖f‖∞‖SMg‖22 ≤ ‖f‖∞‖g‖22 ≤ 4∆2‖f‖2∞‖η‖2∞
E[
(
SMh
(
Xi1, Xj1, Y1
))2
] ≤ ‖f‖∞‖SMh‖22 ≤ ‖f‖∞‖h‖22 ≤ 4∆2‖f‖2∞‖η‖2∞.
Finally we get,
Var(PnL) ≤ 12
n
‖η‖2∞‖f‖2∞∆2.
Lemma 4 (Computation of Cov(UnK,PnL)). Under the assumptions of The-
orem 3, we have
Cov(UnK,PnL) = 0.
Proof of Lemma 4. Since UnK and PnL are centered, we have
Cov(UnK,PnL)
= E[UnKPnL]
= E
 1
n2(n− 1)
n∑
k 6=k′=1
K
(
Xik, Xjk, Yk, Xik′ , Xjk′ , Yk′
) n∑
k=1
L
(
Xik, Xjk, Yk
)
=
1
n
E[K
(
Xi1, Xj1, Y1, Xi2, Xj2, Y2
)(
L
(
Xi1, Xj1, Y1
)
+ L
(
Xi2, Xj2, Y2
))
]
=
1
n
E
[(
Q⊤(Xi1, Xj1, Y1)R(Xi2, Xj2, Y2)−Q⊤(Xi1, Xj1, Y1)CQ(Xi2, Xj2, Y2)
)
(
A⊤R(Xi1, Xj1, Y1) +B
⊤Q(Xi1, Xj1, Y1)− 2A⊤CQ(Xi1, Xj1, Y1)
+A⊤R(Xi2, Xj2, Y2) +B
⊤QXi2, Xj2, Y2)− 2A⊤CQ(Xi2, Xj2, Y2)
)]
= 0.
Since K, L, Q and R are centered.
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Lemma 5 (Bound of Bias(θˆn)). Under the assumptions of Theorem 3, we have
|Bias(θˆn)| ≤ ∆‖η‖∞ sup
l/∈M
|cl|2.
Proof of Lemma 5.
|Bias θˆn| ≤ ‖η‖∞
ˆ (ˆ
|SMf(xi1, xj1, y)− f(xi1, xj1, y)| dxi1 dxj1
)
(ˆ
|SMf(xi2, xj2, y)− f(xi2, xj2, y)| dxi2 dxj2
)
dy
= ‖η‖∞
ˆ (ˆ
|SMf(xi, xj , y)− f(xi, xj , y)| dxi dxj
)2
dy
≤ ∆‖η‖∞
ˆ
(SMf(xi, xj , y)− f(xi, xj , y))2 dxi dxj dy
= ∆‖η‖∞
∑
l,l′ /∈M
alal′
ˆ
pl(xi, xj , y)pl′(xi, xj , y) dxi dxj dy
= ∆‖η‖∞
∑
l/∈M
|al|2 ≤ ∆‖η‖∞ sup
l/∈M
|cl|2.
We use the Hölder’s inequality and the fact that f ∈ E then∑
l/∈M
|al|2 ≤ sup
l/∈M
|cl|2.
Lemma 6 (Asymptotic variance of
√
n
(
PnL
)
.). Under the assumptions of The-
orem 3, we have
n Var(PnL)→ Λ(f, η)
where
Λ(f, η) =
ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
−
(ˆ
g(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
.
Proof of Lemma 6. We proved in Lemma 3 that
Var(L
(
Xi1, Xj1, Y1
)
)
= Var(h
(
Xi1, Xj1, Y1
)
+ SMg
(
Xi1, Xj1, Y1
)
+ SMh
(
Xi1, Xj1, Y1
)
)
= Var(A1 +A2 +A3)
=
3∑
k,l=1
Cov(Ak, Al).
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We claim that ∀k, l ∈ {1, 2, 3}2, we have∣∣∣∣∣Cov(Ak, Al)
− ǫkl
[ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
−
(ˆ
g(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2 ]∣∣∣∣∣
≤ λ [‖SMf − f‖2 + ‖SMg − g‖2]
(21)
where
ǫkl =
{
−1 if k = 3 or l = 3 and k 6= l
1 otherwise
,
and λ depends only on ‖f‖∞, ‖η‖∞ and ∆. We will do the details only for the
case k = l = 3 since the calculations are similar for others configurations,
Var(A3) =
ˆ
S2Mh (xi, xj , y) f(xi, xj , y) dxi dxj dy
−
(ˆ
SMh (xi, xj , y) f(xi, xj , y) dxi dxj dy
)2
.
The computation will be done in two steps. We first bound the quantity by
the Cauchy-Schwartz inequality∣∣∣∣∣
ˆ
S2Mh(xi, xj , y)f(xi, xj , y) dxi dxj dy
−
ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
∣∣∣∣∣
≤
ˆ
|S2Mh(xi, xj , y)f(xi, xj , y)− S2Mg(xi, xj , y)f(xi, xj , y)| dxi dxj dy
+
ˆ
|S2Mg(xi, xj , y)f(xi, xj , y)− g(xi, xj , y)2f(xi, xj , y)| dxi dxj dy
≤ ‖f‖∞‖SMh+ SMg‖2‖SMh− SMg‖2 + ‖f‖∞‖SMg + g‖2‖SMg − g‖2.
Using several times the fact that since SM is a projection, ‖SMg‖2 ≤ ‖g‖2, the
sum is bounded by
‖f‖∞‖h+ g‖2‖h− g‖2 + 2‖f‖∞‖g‖2‖SMg − g‖2
≤ ‖f‖∞ (‖h‖2 + ‖g‖2) ‖h− g‖2 + 2‖f‖∞‖g‖2‖SMg − g‖2.
We saw previously that ‖g‖2 ≤ 2∆‖f‖1/2∞ ‖η‖∞ and ‖h‖2 ≤ 2∆‖f‖1/2∞ ‖η‖∞.
The sum is then bound by
4∆‖f‖3/2∞ ‖η‖∞‖h− g‖2 + 4∆‖f‖3/2∞ ‖η‖∞‖SMg − g‖2.
33
We now have to deal with ‖h− g‖2:
‖h− g‖22
=
ˆ (ˆ (
SMf(xi2, xj2, y)− f(xi2, xj2, y)
)
ψ(xi1, xj1, xi2, xj2, y)dxi2dxj2
)2
dxi1 dxj1 dy
≤
ˆ (ˆ
(SMf(xi2, xj2, y)− f(xi2, xj2, y))2 dxi2 dxj2
)
(ˆ
ψ2(xi1, xj1, xi2, xj2, y) dxi2 dxj2
)
dxi1 dxj1 dy
≤ 4∆2‖η‖2∞‖SMf − f‖22.
Finally this first part is bounded by∣∣∣∣∣
ˆ
S2Mh (xi, xj , y) f(xi, xj , y) dxi dxj dy
−
ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
∣∣∣∣∣
≤ 4∆‖f‖3/2∞ ‖η‖∞ (2∆‖η‖∞‖SMf − f‖2 + ‖SMg − g‖2) .
Following with the second quantity∣∣∣∣∣
(ˆ
SMh(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
−
(ˆ
g(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2∣∣∣∣∣
=
∣∣∣∣∣
(ˆ
(SMh(xi, xj , y)− g(xi, xj , y)) f(xi, xj , y) dxi dxj dy
)
(ˆ
(SMh(xi, xj , y) + g(xi, xj , y)) f(xi, xj , y) dxi dxj dy
)∣∣∣∣∣.
By using the Cauchy-Schwartz inequality, it is bounded by
‖f‖2‖SMh− g‖2‖f‖2‖SMh+ g‖2
≤ ‖f‖22 (‖h‖2 + ‖g‖2) (‖SMh− SMg‖2 + ‖SMg − g‖2)
≤ 4∆‖f‖3/2∞ ‖η‖∞ (‖h− g‖2 + ‖SMg − g‖2)
≤ 4∆‖f‖3/2∞ ‖η‖∞ (2∆‖η‖∞‖SMf − f‖2 + ‖SMg − g‖2)
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using the previous calculations. Collecting the two inequalities gives (21) for
k = l = 3. Finally, since by assumption ∀t ∈ L2(dµ), ‖SM t− t‖2 → 0 when
n→∞ a direct consequence of (21) is
lim
n→∞
Var(L
(
Xi1, Xj1, Y1
)
)
=
ˆ
g2(xi, xj , y)f(xi, xj , y) dxi dxj dy
−
(ˆ
g(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
= Λ(f, η).
We conclude by noticing that Var(
√
n
(
PnL
)
) = Var(L
(
Xi1, Xj1, Y1
)
).
Lemma 7 (Asymptotics for
√
n(Qˆ−Q) ). Under the assumptions of Theorem
1, we have
lim
n→∞
nE[Qˆ−Q]2 = 0.
Proof of Lemma 7. The bound given in (3) states that if |Mn|/n → 0 we
have ∣∣∣∣∣nE[(Q̂−Q)2|fˆ ]−
[ˆ
gˆ(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
−
(ˆ
gˆ(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2]∣∣∣∣∣
≤ γ(‖f‖∞, ‖η‖∞,∆) [ |Mn|
n
+ ‖SMf − f‖2 + ‖SM gˆ − gˆ‖2
]
where
gˆ(xi, xj , y) =
ˆ
H3(fˆ , xi, xj , xi2, xj2, y)f(xi2, xj2, y) dxi2 dxj2,
where we recall that
H3(f, xi1, xj1, xi2, xj2, y) = H2(f, xi1, xj2, y) +H2(f, xi2, xj1, y)
with
H2(fˆ , xi1, xj2, y) =
(
xi1 −mi(fˆ , y)
)(
xj2 −mj(fˆ , y)
)
´
fˆ(xi, xj , y) dxi dxj
.
By deconditioning we get∣∣∣∣∣nE[(Q̂−Q)2]− E
[ˆ
gˆ(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
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−
(ˆ
gˆ(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2]∣∣∣∣∣
≤ γ(‖f‖∞, ‖η‖∞,∆) [ |Mn|
n
+ ‖SMf − f‖2 + E[‖SM gˆ − gˆ‖2]
]
Note that
E[‖SMn gˆ − gˆ‖2] ≤E[‖SM gˆ − SMg‖2] + E[‖gˆ − g‖2] + E[‖SMng − g‖2]
≤ 2E[‖gˆ − g‖2] + E[‖SMng − g‖2]
where g(xi, xj , y) =
´
H3(f, xi, xj , xi2, xj2, y)f(xi2, xj2, y) dxi2 dxj2.
The second term converges to 0 since g ∈ L2( dx dy dz) and for all t belonging
to L2( dx dy dz),
´
(SM t− t)2 dx dy dz → 0. Moreover
‖gˆ − g‖22
=
ˆ
[gˆ(xi, xj , y)− g(xi, xj , y)]2 dxi dxj dy
=
ˆ [ˆ (
H3(fˆ , xi, xj , xi2, xj2, y)
−H3(f, xi, xj , xi2, xj2, y)
)
f(xi2, xj2, y) dxi2 dxj2
]2
dxi dxj dy
≤
ˆ [ˆ (
H3(fˆ , xi, xj , xi2, xj2, y)
−H3(f, xi, xj , xi2, xj2, y)
)2
dxi2 dxj2
]
[ˆ
f(xi2, xj2, y)
2 dxi2 dxj2
]
dxi dxj dy
≤ ∆‖f‖2∞
ˆ (
H2(fˆ , xi, xj , xi2, xj2, y)
−H2(f, xi, xj , xi2, xj2, y)
)2
dxi dxj dxi2 dxj2 dy
≤ δ∆2‖f‖2∞
ˆ (
fˆ(xi, xj , y)− f(xi, xj , y)
)2
dxi dxj dy
for some constant δ that comes out of applying the mean value theorem to
H3(fˆ , xi, xj , xi2, xj2, y)−H3(f, xi, xj , xi2, xj2, y). The constant δ was taken un-
der Assumptions 1-3. Since E[‖f − fˆ‖2] → 0 then E[‖g − gˆ‖2] → 0. Now show
that the expectation of
ˆ
gˆ(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
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−
(ˆ
gˆ(xi, xj , y)f(xi, xj , y) dxi dxj dy
)2
converges to 0. We develop the proof for only the first term. We get∣∣∣∣∣
ˆ
gˆ(xi, xj , y)
2f(xi, xj , y) dxi dxj dy −
ˆ
g(xi, xj , y)
2f(xi, xj , y) dxi dxj dy
∣∣∣∣∣
≤
ˆ ∣∣∣gˆ(xi, xj , y)2 − g(xi, xj , y)2∣∣∣f(xi, xj , y) dxi dxj dy
≤ λ
ˆ
(gˆ(xi, xj , y)− g(xi, xj , y))2 dxi dxj dy
= λ‖gˆ − g‖22
for some constant λ. By taking the both sides expectation, we see it is enough
to show that E[‖gˆ − g‖22]→ 0. Besides, we can verify
g(xi, xj , y) =
ˆ
H3(f, xi, xj , xi2, xj2, y)f(xi2, xj2, y) dxi2 dxj2
=
2´
f(xi, xj , y) dxi dxj
(xi − mˆi(y))(ˆ
xj2f(xi2, xj2, y) dxi2 dxj2 − mˆj(y)
ˆ
f(xi2, xj2, y) dxi2 dxj2
)
= 0
which proves that the expectation of
´
gˆ(xi, xj , y)
2f(xi, xj , y) dxi dxj converges
to 0. Similar computations shows that the expectation of(ˆ
gˆ(xi, xj , y)f(xi, xj , y) dxi dxj
)2
also converges to 0.
Finally we have
lim
n→∞
nE
[
Q̂−Q]2 = 0.
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