The automatic recognition of symbols can be used to automatically convert scanned drawings into digital representations compatible with computer aided design software. We propose a novel approach to automatically recognize architectural and electrical symbols. The proposed method extends the existing trainable COSFIRE approach by adding an inhibition mechanism that is inspired by shape-selective TEO neurons in visual cortex. A COSFIRE filter with inhibition takes as input excitatory and inhibitory responses from line and edge detectors. The type (excitatory or inhibitory) and the spatial arrangement of low level features are determined in an automatic configuration step that analyzes two types of prototype pattern called positive and negative. Excitatory features are extracted from a positive pattern and inhibitory features are extracted from one or more negative patterns. In our experiments we use four subsets of images with different noise levels from the Graphics Recognition data set (GREC 2011) and demonstrate that the inhibition mechanism that we introduce improves the effectiveness of recognition substantially.
Recognition of architectural and electrical symbols by COSFIRE filters with inhibition 1 Introduction
The recognition of symbols in sketches or scanned documents facilitates the automatic conversion to digital representations that can be processed by computer aided design software. Examples of applications are the recognition of architectural and electrical symbols, optical music notes, document analysis, logo and mathematical expressions [13] [14] [15] 18] . In such applications, it is common to find that a symbol is contained within another symbol that has a different meaning. Fig. 1 shows four patterns presented in the top images that are contained in the corresponding bottom images. The addition of extra strokes can radically change the meaning of a symbol.
Existing symbol recognition algorithms can be categorized into statistical and structural-based approaches. The former methods extract hand-crafted features from symbols and use them to form feature vectors and train classification models [19] . While such methods may be effective, they require large numbers of training examples. Moreover, the selection of features is specific to the application at hand and typically requires domain knowledge. The structural-based approaches, which usually describe symbols by the geometrical relation between their constituent parts [9] , are not suitable to distinguish symbols with similar shapes [17] .
In this paper, we use inspiration from the function of shape-selective neurons in area TEO in visual cortex to develop an inhibitory mechanism that we add to the COSFIRE filters introduced in [3] . By means of single cell recordings on macaque monkeys, Connor et al. [4] discovered that such a neuron responds strongly for a certain arrangement of curvatures ( Fig. 2a ), but its response is suppressed by the presence of a specific curvature element (Fig. 2b) . The effectiveness of COSFIRE filters have already been shown in various applications including detection of vascular bifurcations in retinal images [2] , classification of handwritten digits [1] and localization and recognition of traffic signs [3] . A COSFIRE filter, as published in [3] , can be configured to be selective for one of the symbols in the top row of Fig. 1 . It will, however, also respond to the symbol underneath it, and thus it is not suitable to distinguish between such patterns.
The response of a COSFIRE filter with inhibition that we propose is computed by subtracting a fraction of the combined responses of inhibitory part detectors from the combined responses of excitatory part detectors. The excitatory and inhibitory parts together with their spatial arrangement are determined in an automatic configuration procedure. A strong response by a COSFIRE filter indicates that the input pattern is similar to the positive prototype used to configure that filter.
The rest of the paper is organized as follows. In Section 2 we explain how a COSFIRE with inhibition is configured and applied. In Section 3 we describe our experiments on four subsets of images from the Graphics Recognition (GREC 2011) data set [16] . We provide a discussion in Section 4 and draw conclusions in Section 5. 
Method
Let us consider the two symbols shown in Fig. 3a and Fig. 3b , which we refer to as a positive and a negative prototype, respectively. The configuration procedure, that we explain below, automatically determines the excitatory and inhibitory parts, and results in a filter which is able to respond selectively only to patterns similar to Fig. 3a and not to Fig. 3b .
(a) (b) Fig. 3 . Example of (a) a symbol that is contained within (b) another one. We use the former pattern as a positive example and the latter one as a negative example.
Configuration of a COSFIRE filter with inhibition
First, we use the publicly available implementation 1 to configure two COSFIRE filters of the type proposed in [3] , one to be selective for the positive pattern in Fig. 3a and the other for the negative pattern in Fig. 3b . Such a filter uses a representation of the line segments and their mutual geometrical arrangement. A line segment i is described by the preferred scale λ i and preferred orientation θ i of a symmetric Gabor filter together with the polar coordinates (ρ i , φ i ) of the position of the segment with respect to the center of the concerned COSFIRE filter. We denote by
. . n 2 } the configured COSFIRE filters for the positive and negative prototypes, respectively. The parameters n 1 and n 2 denote the number of tuples in the corresponding sets. Fig. 4a and Fig. 4b show the structures of the resulting two COSFIRE filters. For more technical details about the Gabor filters and the COSFIRE configuration method, we refer the reader to [3, [5] [6] [7] [8] [10] [11] [12] and to an online implementation 2 . We only mention that the configuration of a COSFIRE filter takes as input three parameters, a set of wavelengths λ and a set of orientations θ that characterize a bank of Gabor filters, together with a set of radius values ρ that represent a number of concentric circles around the center of the filter along which the Gabor filter responses are considered. Fig. 4 illustrates the structure of the COSFIRE filter with inhibition that is configured by the positive and negative images in Fig. 3 .
. Second, we form a new set S f by taking tuples from the two sets P f and N f and marking them with tags that represent the type of contribution (i.e. excitatory or inhibitory). We include all the tuples in P f into the set S f and mark them with a tag δ = +1 to indicate that the involved Gabor responses provide excitatory input to the resulting filter. Then we compute the minimum distance d(N j f , P f ) between the spatial coordinates of one tuple from N f and the spatial coordinates of all the tuples from P f :
If this distance d(N j f , P f ) is larger than a threshold ζ, we conclude that the tuple N j f is sufficiently different from the tuples in P f and we include the tuple N j f into the new set S f and mark it with a tag δ = −1 indicating that the corresponding Gabor response provides inhibitory input. We repeat this procedure for each tuple in set N f . In this way we obtain a new set S f = {(λ k , θ k , ρ k , φ k , δ k ) | k ∈ 1 . . . n 3 } of labeled excitatory and inhibitory tuples. The parameter n 3 denotes the number of tuples in set S f . In Section 3, we provide the value of the parameter ζ that we use in our experiments. With this procedure we ensure that a line segment that is present in both the positive and negative prototypes in roughly the same positions is considered to give excitatory input. On the other hand, a line segment that is only present in the negative prototype is considered to give inhibitory input. Fig. 4c shows the structure of the resulting COSFIRE filter with inhibition. The white ellipses indicate the line segments that provide excitatory input and the black ellipses indicate the ones that provide inhibitory input.
In order to extract as much detail as possible from a given prototype symbol, in our experiments we use a large set of radii values (ρ = {i | i = 0, 1, ..., 362}) 3 . Subsequently, we remove any redundant tuples from the resulting filter by computing the distances between the spatial coordinates of all pairs of tuples. For any pair that has a distance lower than 12 pixels we delete one of the tuples randomly. This configuration procedure is also applicable when multiple negative examples are used. In that case we have one COSFIRE filter P f selective for the positive prototype and a number of COSFIRE filters (N f1 , N f2 , . . . ) selective for the negative prototypes. Then we apply the above procedure to determine the inhibitory tuples from each of the N fi sets. Each set of inhibitory tuples has a unique tag. For instance, the inhibitory tuples determined from the set N f1 are assigned a tag δ = −1, the inhibitory tuples determined from the set N f2 are assigned the tag δ = −2, and so forth.
Response of a COSFIRE filter with inhibition
The response of a COSFIRE filter with inhibition is computed as follows. First we compute the weighted geometric mean as defined in [3] for each group of tuples that share the same tag value. The intermediate representation defined by a tuple (λ i , θ i , ρ i , φ i , δ i ) is computed by blurring the response map obtained by a Gabor filter (with parameter values λ i and θ i ) with a Gaussian function 4 . The blurred response is then shifted by ρ i pixels in the direction opposite to φ i . In this way, all the Gabor responses described by different tuples meet at the same location. We denote by r S + f (x, y) the output of the group of excitatory tuples with tag δ = +1. Similarly, we denote by r S −1 f (x, y) the output of the group of inhibitory tuples with tag δ = −1.
Finally, we denote by r S f (x, y) the filter response, which we compute by subtracting a factor of the maximum response of all groups of inhibitory tuples from the response of the group of excitatory tuples:
where
is a coefficient that we call inhibition factor and |.| t3 represents the thresholding operation of the response at a fraction t 3 of its maximum across all image coordinates (x, y).
Tolerance to geometric transformations
The proposed COSFIRE filters with inhibition can achieve tolerance to scale, rotation and reflection by similar manipulation of parameters as proposed for the original COSFIRE filters [3] . We do not elaborate on these aspects here as we do not use them in our experiments. We refer the reader to [3] for a thorough explanation.
Experiments

Data sets
We use the GREC 2011 data set [16] that contains 150 model architectural and electrical symbols, and three data sets (called NoiseA, NoiseB and NoiseE) of images with different levels of degradation. In each of the three noisy data sets, there are 25 degraded images for every symbol class.
We configure 150 COSFIRE filters to be selective for the 150 models. Subsequently, we apply each resulting filter to the remaining 149 symbols that have different meaning than the symbol used for its configuration. It turns out that 26 COSFIRE filters give strong responses also to non-preferred symbols. In our experiments we only use test images that come from the 26 problematic symbol classes, Fig. 5 . In practice, we form three subsets of test images, namely sub-NoiseA, sub-NoiseB and sub-NoiseE of (25 × 26 =) 650 images each. The model symbol images are of size 512 × 512 pixels, while the noisy images in the subsets are of size 256 × 256 pixels. The lines in the ideal models have a thickness of 9 or 18 pixels. Fig. 6a shows a model symbol and Fig. 6(c-d) show three symbols of the same class from the subsets sub-NoiseA, sub-NoiseB and sub-NoiseE, respectively.
Pre-processing
We resize by a factor of 2 the degraded images in the sets sub-NoiseA, sub-NoiseB and sub-NoiseE in order to bring them to the same size of the model images. For the images in sub-NoiseA and sub-NoiseB we apply some morphological operations, which we explain below, so that the thickness of their lines becomes similar to those of the model symbols. Since the images in sub-NoiseE have roughly the preferred line thicknesses, we do not apply any pre-processing. For the images in sub-NoiseA, we first dilate them by six line-shaped structuring elements of 6 pixel length with different orientations ({0, π 6 , π 3 , . . . , 5π 6 }). After that, we take the maximum value in every location across these six dilation maps. Then we perform a thinning operation followed by six dilations using line-shaped structuring elements of 4 pixel length with equidistant orientations. The final preprocessed image is obtained by taking the maximum value in every pixel location among the resulting dilation maps.
For the images in sub-NoiseB, we perform opening and thinning followed by a dilation operation using a series of line-shaped structuring elements of 4 pixels length in six orientations. Finally, we superimpose these six dilation maps by taking the maximum value in each location. Fig. 7a and Fig. 7b show the preprocessed images corresponding to the noisy images in Fig. 6b and Fig. 6c .
Implementation
We configure 26 COSFIRE filters with inhibition to be exclusively selective for the 26 model symbols. For the configuration we apply the following approach. We configure a COSFIRE filter without inhibition for a given model symbol, apply the resulting filter to the remaining 25 model symbols and threshold the maximum values of each response map at a given threshold ε. The value of the threshold parameter ε is a fraction of the maximum response that the filter achieves when it is applied to its preferred model symbol. The symbol images that evoke responses greater than (ε =) 0.3 are considered as negative prototype patterns. Then we use these automatically selected negative patterns to determine the inhibitory line segments and configure a COSFIRE filter with inhibition (ζ = 12 pixels) that is exclusively selective for patterns similar to the positive prototype symbol (of size 512 × 512 pixels). We perform this procedure for each of the 26 symbols. Next, we apply the 26 filters with inhibition to each model symbol by using the method in Section 2.3. We investigate the inhibition factor by systematically varying the value of parameter η between 0 and 3 in intervals of 0.2. For η = 1.4 the filters give responses only to the preferred positive prototype patterns.
Then we apply these 26 inhibition-based COSFIRE filters with η = 1.4 to the preprocessed images in sets sub-NoiseA and sub-NoiseB and to the non preprocessed images of sub-NoiseE.
Evaluation and results
In the first experiment we only use the 26 model images. Fig. 8 shows a comparison between the results obtained by the COSFIRE filters in their basic form and COSFIRE filters with the proposed inhibition mechanism. The results are shown in the form of a confusion matrix where the value at location (i, j) is the maximum response of the filter S fi (that was configured by model i) to a model image j. Fig. 8a shows the results of the COSFIRE filters without inhibition, the matrix of which is less sparse than that in Fig. 8b that is achieved by COS-FIRE filters with inhibition. The off-diagonal non-zero elements in the left panel indicate that the corresponding COSFIRE filters without inhibition respond to more than one symbol. The absence of such elements in the right pannel means that each of the COSFIRE filters with inhibition responds only to one symbol, the positive pattern with which it was configured.
A given image is classified to the class of the positive prototype symbol by which the inhibition-based COSFIRE filter that achieves the maximum response was configured. The proposed inhibition-based approach achieves 100% accuracy while the one without inhibition achieves 97.78% accuracy. In Table. 1 we report the results that we achieve for the three noisy subsets of test images. 
Discussion
We propose an inhibition mechanism to the COSFIRE filters in order to increase their discimination ability. The inhibition mechanism involves the determination of line segments from training examples whose presence is used to suppress the response of the filter. This was inspired by the functionality of shape-selective TEO neurons in visual cortex. The firing rate of such a neuron can be suppressed by certain contour parts in specific positions within its receptive field [4] . The way we perform classification follows what is known as the grandmother cell hypothesis in neuroscience, in that the label of an input image is determined from one filter, the one that gives the strongest response. As already shown in [3] , COSFIRE filters can be used in what is known as population coding in neuroscience, whereby a feature vector is formed by their maximum responses to an input image. In this technique COSFIRE filters are configured with small parts of patterns of interest and it is suitable for applications where the involved patterns are more deformable, such as handwritten digits [1] . In future work we aim to investigate the effectiveness of feature vectors formed by the responses of the proposed COSFIRE filters with inhibition in classification tasks. Our speculation is that the resulting sparser vectors will improve the discriminating power. In principle, sparseness is a desirable feature as it increases storage capacity and allows the discrimination of more patterns.
Besides the recognition of architectural and electrical symbols the proposed methodology can be considered as a general framework for the classification of any sketched symbols. It first configures a number of COSFIRE filters, then it learns inhibitory input for each filter. At application stage it applies them simultaneously to a test image and classifies the image with the label of the filter that achieves the maximum response.
Conclusions
The proposed COSFIRE filters with inhibition mechanism are highly effective. In our experiments on architectural and electrical symbols we demonstrated that COSFIRE filters with inhibition improve the classification performance significantly on symbol classes that are contained within other classes. We achieve a recognition rate of 100% for the subset of 26 models and an average rate of 99.71% for the three subsets of noisy images.
