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A LOCAL INVERSION PRINCIPLE OF THE NASH–MOSER TYPE∗
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Abstract. We prove an inverse function theorem of the Nash–Moser type. The main diﬀerence
between our method and that of [J. Moser, Proc. Nat. Acad. Sci. USA, 47 (1961), pp. 1824–1831]
is that we use continuous steepest descent while Moser uses a combination of Newton-type iterations
and approximate inverses. We bypass the loss of derivatives problem by working on ﬁnite dimensional
subspaces of inﬁnitely diﬀerentiable functions.
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1. Introduction. Inverse function theorems are fundamental tools for the study
of solutions to nonlinear equations. Proofs depend on iteration arguments. When a
nonlinear equation comes from a partial diﬀerential equation, it often happens that
the operators under consideration do not have enough regularity and the iteration
process is deﬁned only for a few steps. This is known as loss of derivatives. In
order to overcome this diﬃculty, iteration techniques have been designed to allow the
iteration to lead to a limit. These are known as generalized inverse function theorems.
They generally depend on having a scale of intermediate spaces between the domain
and the range of the nonlinear operator under consideration. Most notable of such
results is the one proven by J. Moser in [5] and [6] (see also [2]). The reader is referred
to [3] for a sharper version of the results of [5].
Here we prove an inverse function theorem (Theorem 2.1 below) using ﬁnite
dimensional subspaces of inﬁnitely diﬀerentiable functions, which makes the phe-
nomenon of loss of derivatives immaterial. In addition we only assume the operators
to have a ﬁrst order derivative. This is in contrast with the results of [5] and [3]
where Newton-like iteration techniques require extensive use of the properties of the
quadratic remainder (see (10)). In [12] another inverse function theorem is proven
without assumptions on the quadratic remainder. Our use of continuous steepest de-
scent has roots in [1], [7], [8], and [9]. For applications of generalized inverse function
theorems to elliptic systems the reader is referred to [4] and [11].
2. Main result. For the sake of simplicity we present our main result in the
context of a particular class of Sobolev spaces. However, the general principle applies
to many other scales of spaces sharing the general properties of the Sobolev spaces
that are deﬁned in the next paragraph. The reader is referred to [2] for various other
scales of spaces.
Let each of m and n denote a positive integer. For each nonnegative integer ρ let
Cρ denote the set of ρ-diﬀerentiable functions u : Rn → Rm that are 2π-periodic in
each of its n independent real variables. The norm in Cρ is given by
|u|ρ = max{|u(x)|;x ∈ Rn}+max{|Dαu(x)|;x ∈ Rn, |α| = ρ};(1)
∗Received by the editors June 23, 1999; accepted for publication (in revised form) June 7, 2001;
published electronically December 28, 2001.
http://www.siam.org/journals/sima/33-4/35769.html
†Division of Mathematics and Statistics, University of Texas at San Antonio, San Antonio, TX
78249-0664 (acastro@utsa.edu).
‡Department of Mathematics, University of North Texas, Denton, TX 76203 (jwn@unt.edu).
989
D
ow
nl
oa
de
d 
06
/0
3/
13
 to
 1
34
.1
73
.1
30
.4
6.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
990 ALFONSO CASTRO AND J. W. NEUBERGER
here, α = (α1, . . . , αn) is an n-tuple of nonnegative integers and |α| = α1 + · · ·+ αn.
Similarly for r ≥ 0 we deﬁne Hr as the Sobolev space of functions u : Rn → Rm of
the form
u(x) =
∑
j∈Zn
cje
ij·x(2)
such that
‖u‖2r ≡
∑
j∈Zn
|cj |2 +
∑
j∈Zn
|j|2r|cj |2 <∞,(3)
where |(j1, . . . , jn)|2 = j21 + · · · + j2n. Actually Hr is also deﬁned for r < 0 provided
that the expression in (2) is understood in the sense of distributions and
‖u‖2r ≡ |c0|2 +
∑
j∈Zn−{0}
|j|2r|cj |2 <∞.(4)
For r ≥ 0 the inner product in Hr is given by〈∑
j∈Zn
cje
ij·x,
∑
j∈Zn
dje
ij·x
〉
r
=
∑
j∈Zn
(1 + |j|2r)cj d¯j .(5)
Let  > 0 and F : {x ∈ C1; |x|1 < } → C0 be a continuous function such that
F (0) = 0. Typically F is a ﬁrst order diﬀerential operator. We assume that for
u, v ∈ C1, with |u|1 < , the limit
lim
t→0
F (u+ tv)− F (u)
t
≡ F ′(u)v(6)
exists and is a continuous function of v and that F ′(·)v deﬁnes a continuous function
from C1 into C0, for each v ∈ C1. We also assume that there exist λ ∈ R, positive
constants k1, k2, k3, and l > (n/2) + 1 with
〈F ′(u)v, v〉0 ≥ k1‖v‖20(7)
for all u, v ∈ C1;
〈F ′(u)v, v〉l ≥ k2‖v‖2λ − k3‖v‖20(8)
for u ∈ C1, |u|l ≤ , v ∈ H l; and for each positive integer ρ there exists Mρ such that
‖F (u)‖ρ ≤Mρ‖u‖ρ+1 for |u|1 < .(9)
Without loss of generality we may assume that k1 < k2.
In [6], it is shown that the equation F (u) = g has a solution when the operators
F ′(u) have approximate inverses, and
‖F (u+ v)− F (u)− F ′(u)v‖0 ≤M‖v‖2−β0 ‖v‖βl for |u|1 < , |u+ v|1 < ,(10)
where M is a constant independent of u, v and 0 ≤ β < 1. In addition, it is shown
that (7) and (8) with l = λ are suﬃcient for F ′(u) to have an approximate inverse.
Here we prove the following theorem.
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LOCAL INVERSION PRINCIPLE OF THE NASH–MOSER TYPE 991
Theorem 2.1. If (6)–(9) hold and l > (n/2) + 1, then there exist δ > 0 such
that, if ‖g‖l < δ, then the equation
F (y) = g(11)
has a solution.
Proof. For each positive integer k, let Xk denote the linear subspace of H
l of
functions of the form
u(x) =
∑
‖j‖2≤k2
cje
ij·x.(12)
Let Pk ≡ P denote the orthogonal projection of H l onto Xk. An elementary Fourier
series argument shows that P is also an orthogonal projection of H0 onto Xk and
〈Pu, v〉0 = 〈u, Pv〉0 for all u, v ∈ H l.(13)
Now let Λ ∈ (n/2+1, l). Since Xk is ﬁnite dimensional and a subset of C1, by (6)
there exists a bounded diﬀerentiable function F˜ : Xk → Xk such that PF (u) = F˜ (u)
if ‖u‖Λ < /2, u ∈ Xk. Hence the initial value problem
z′(t) = −F˜ (z(t)) + P (g), t ≥ 0, z(0) = 0,(14)
has a solution deﬁned on [0,∞).
Let us see that, for ‖g‖l small enough, |z(t)|1 < /2 for all t ≥ 0. In fact, let
w(t) = P (F˜ (z(t))− g). Thus
(‖w(t)‖20)′ = 2〈w(t), P F˜ ′(z(t))z′(t)〉0
= −2〈Pw(t), F˜ ′(z(t))(P (w(t))〉0
≤ −2k1‖w(t)‖20.
(15)
In particular we see that the quantity ‖w(t)‖0 is a decreasing function of t. In
addition, from (15) we have
‖w(t)‖0 ≤ ‖w(0)‖0e−k1t = ‖g‖0e−k1t.(16)
Now we estimate the H l norm of w(t). In order to do so we observe that for each
(k, λ) there exists a positive constant C(k, λ) such that
‖x‖2λ ≥ C(k, λ)‖x‖2l for all x ∈ Xk.(17)
We note that C(k, λ) → 0 as k → ∞ when λ < l; otherwise C(k, λ) can be taken to
be equal to 1. From now on we restrict ourselves to the case λ < l; the case λ ≥ l is
simpler. Thus we may assume that
C(k, λ)→ 0 as k →∞.(18)
From (8), (13), (16), (17), and (18) we infer that for k suﬃciently large
(‖w(t)‖2l )′ = 2〈w(t), P F˜ ′(z(t))z′(t)〉l
= −2〈Pw(t), F˜ ′(z(t))(P (w(t))〉l
≤ −2(k2‖w(t)‖2λ − k3‖w(t)‖20)
≤ −2(k2C(k, λ)‖w(t)‖2l − k3‖g‖20e−2k1t).
(19)
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Thus for k suﬃciently large
‖w(t)‖2l ≤ (‖g‖2l + k3‖g‖20/(k1 − k2C(k, λ)))e−2k2C(k,λ)t
≤ (‖g‖2l + 2k3‖g‖20/k1)e−2k2C(k,λ)t
≡M(‖g‖l)e−2k2C(k,λ)t,
(20)
where M(‖g‖l) → 0 as ‖g‖l → 0. By interpolation properties of Sobolev space (see
section I.2 in [6]) one has
‖w(t)‖Λ ≤ ‖w(t)‖(1−Λ/l)0 ‖w(t)‖Λ/ll ≤M(‖g‖l)Λ/(2l)‖g‖(1−Λ/l)0 e−k1(1−Λ/l)t.(21)
Integrating (14) by (20) and (21), we see that there exist δ > 0 such that if ‖g‖l ≤ δ,
then
‖z(t)‖Λ < /3 for all t ≥ 0.(22)
Now letting xk ∈ Xk be an element in the w-limit set of the orbit deﬁned by z,
we see that ‖xk‖Λ ≤ /3 and F˜ (xk) = PF (xk) = P (g). Therefore by the Sobolev
imbedding theorem we may assume that it converges to some element x ∈ Hλ1 , with
λ1 ∈ ((N/2) + 1, l). By (9), F (xk) is bounded in Hλ1−1. Using again that bounded
sequences in Hs have converging subsequences in Ht if s > t, we may further assume
that {F (xk)} converges in Hλ2 with λ2 ∈ (n/2, λ1− 1). Recalling that, by Poincare´’s
inequality,
‖z‖λ2−1 ≤ Ck‖z‖λ2 for all z ∈ X⊥k ,(23)
with Ck converging to zero as k →∞, we conclude that ‖(I − P )F (xk)‖λ2−1 → 0 as
k → ∞. This and the fact that {F (xk)} converges to F (x) imply that {P (F (xk))}
converges to F (x) in Hλ2 . Hence in Hλ2 we have
g = limPk(g) = limPk(F (xk)) = F (x),(24)
and this proves the theorem.
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