Introduction
A key challenge facing electronic manufacturers today is that as feature sizes continuously decrease and component counts increase, maintaining or boosting production rates requires improvement in both the speed and precision of the manufacturing equipment. However, improving both of these performance criteria simultaneously is difficult because higher speeds and accelerations tend to excite structural modes in the systems, which are typically lightly damped. For electronic memory repair ͓1͔ and microvia drilling applications ͓2͔, these unwanted vibrations reduce accuracy and detrimentally affect settling times. Consequently, feedforward compensation schemes to augment the feedback controller are becoming an increasingly critical component of the overall control architecture to achieve today's demanding performance requirements.
Various feedforward control schemes have been proposed to suppress undesired vibration. The simplest is to generate a smooth trajectory with bounded velocity, acceleration, and possibly even higher motion derivatives ͑e.g., trapezoidal and S-curve velocity profiles are available in most industrial motion controllers͒ ͓3͔. This approach simply limits the bandwidth of the input trajectory and does not take any model information into account. When an analytic model ͑linear or nonlinear͒ is available, various model inversion techniques have been proposed ͓4-8͔. When the model is nonminimum-phase ͑i.e., the zero dynamics are unstable͒, the causal inverse is unstable. A noncausal stable inverse may be used, but the output would be phase shifted with respect to the desired output, resulting in added motion time or tracking error.
The inverse dynamics approach requires a high fidelity nonlinear model, which is usually unavailable in practice. Furthermore, if nonlinearity is present, the computation could also be quite demanding. A similar model inversion approach for nonminimumphase discrete time linear time invariant ͑LTI͒ systems has also been proposed to achieve the overall zero phase shift ͓9-11͔. However, it is not possible to simultaneously achieve zero phase as well as unity gain ͑since that would require causal inversion of a nonminimum-phase transfer function͒. To avoid explicit model inversion, an H ϱ model matching approach ͓12,13͔ may be used to find the feedforward controller. As the bandwidth of the weighting functions in the objective function increases, the solution converges to the causal inversion. If the system has a few dominant vibrational modes at known frequencies, then a finite impulse response ͑FIR͒ filter may be designed to cancel vibration after a finite period of time ͓14-18͔. However, the approach does not generalize to more complex systems or nonlinear systems.
In this paper, we develop and demonstrate an adaptive feedforward control approach to significantly improve the tracking performance of a modern and state of the art electronics processing machine used for microvia laser drilling operations. The plant is a single-input/single-output ͑SISO͒ positioning system and we assume that a suitable feedback controller has already been implemented, as shown in Fig. 1 . This controller has been carefully designed to ensure stability even in the presence of slight plant variations with the remaining design freedom used to achieve good tracking and settling performance. However, the performance of the production feedback controller alone was not acceptable, which motivated this study of adaptive feedforward compensation.
The laser scanning configuration used in the production machine and the experimental testbed in our laboratory are shown in Fig. 2 . In the machine, a beam steering mirror redirects a collimated laser beam toward a scan lens, which collects the laser light and focuses the beam onto the working area. This scan lens obeys an f-relationship between the angle of the incoming light beam and the position of the focused spot on the surface to be processed ͑i.e., the position of the spot in x or y coordinates is directly proportional to the angle of the associated beam steering mirror, , not the tangent of as is usually the case͒ ͓19͔. For reference, the transformation to convert between rotary joint angle and linear spot position is given by
The angular position of the beam steering mirror is measured through a high resolution rotary joint encoder and, in actuality, the controller acts to direct the angle of the steering mirror. However, we have chosen to perform all calculations with respect to the projected laser spot coordinate system as this is the true critical dimension of interest during the laser processing operation and to be consistent with the existing production closed loop controller specifications.
The existing closed loop control system and the data acquisition system operate at a sampling frequency of 200 kHz, which was chosen to effectively address the high frequency oscillatory modes of the system. To avoid internal saturation within the feedback controller and electronics of the servo amplifier, the trajectory must obey certain velocity and acceleration constraints. A maximum velocity v max = 5 m / s and maximum acceleration a max = 1000g = 9800 m / s 2 were chosen based on the thermal/electronic limitations of the hardware and the requirements of the electronic manufacturing process. A high fidelity model that includes these effects has been considered, but the approach was rejected due to the model complexity. Note that these values are associated with the trajectory of the projected laser spot on the working surface and the transformation back to the rotary coordinate system is given by Eq. ͑1͒. The motion range varies from 200 m to 5000 m and the motion objective is to minimize the settling time in point-to-point motion subject to the velocity and acceleration constraints. We transform the problem into a trajectory tracking problem by generating a desired output trajectory that satisfies the velocity and acceleration constraints, and then designing the feedforward controller to track this desired trajectory as closely as possible. If only velocity and acceleration bounds are imposed, the minimum time trajectory would be of a trapezoidal velocity ͑rectangular acceleration͒ profile. If additional jerk bounds are also required, the acceleration profile is trapezoidal ͑this is the so-called S-curve velocity profile͒. In our experimental study, we have found that a half-sine acceleration profile gives the best performance. All the experimental data presented in the paper are based on this trajectory profile.
Our design approach starts by identifying a LTI model by choosing the input amplitude in the linear regime. The LTI model is then used in two ways: first generate a nominal feedforward based on its approximate inverse, and then use it as the gradient in the iterative learning control ͑ILC͒ algorithm to obtain the small additional corrections for a set of motion trajectories covering the range of move lengths expected during operation. The corrective input generation is encoded in a FIR filter ͑for computational efficiency͒ with the nominal values of the coefficient obtained based on the learning results. The FIR coefficients are adaptively updated in run time using the least-mean-square ͑LMS͒ algorithm based on the position, velocity, and acceleration tracking errors. The use of inverse dynamics for the nominal feedforward allows ILC and adaptive LMS to provide only a small correction. This is important for the convergence of ILC, since only the approximate gradient ͑the LTI model instead of the true linear time varying ͑LTV͒ , gradient͒ is used, and adaptive for LMS, since the corrective signal is assumed to be linear in the FIR coefficients.
Iterative learning was first proposed for robot tracking control in Ref. ͓20͔ , and has been extensively applied to motion control problems ͑see Ref. ͓21͔ for a survey and references therein͒. We have chosen the gradient algorithm ͓22-25͔, which is similar to the Newton algorithm based ILC in Refs. ͓8,26,27͔. We use the identified LTI model in the gradient update rather than the true LTV gradient. The LTI model is a reasonable approximation for two reasons: The desired trajectory is chosen ͑with velocity and acceleration bounds͒ to avoid thermal/electronic saturation of the system, and the required correction by ILC is of very small amplitude. Using the LTI model to approximate the true LTV gradient has also been used in Ref. ͓27͔ . Adaptive feedforward control has also been extensively applied to motion control and vibration suppression ͓28-30͔. We apply adaptation to the FIR coefficients for the desired position, velocity, and acceleration separately, and show that the position adaptation loop reduces steady state errors, velocity adaptation reduces tracking error in the high velocity zero acceleration regions, and acceleration adaptation reduces tracking error in high acceleration/deceleration regions. Transactions of the ASME The contribution of this work is to systematically integrate existing techniques in system identification, inverse dynamics control, gradient based ILC, and adaptive LMS to achieve rapid and precise motion in an industry control system. The novelty in our approach includes the use of the identified LTI model for both inverse dynamics and gradient based learning control, the use of ILC result to initialize the adaptive LMS algorithm, and the use of position, velocity, and acceleration feedforward filter adaptation to specifically target steady state, high velocity, and high acceleration/deceleration regions. Experimental results based on an industrial strength controller are also included to show the results and effectiveness of this approach.
The rest of this paper is organized as follows. Section 2 presents our methods for system identification and our identified model. Section 3 shows the result of applying an inverse filter based on the identified system as the first component of the feedforward controller. Section 4 presents an iterative refinement ͑i.e., ILC͒ based approach for producing a corrective input to the feedforward controller using a model-based gradient descent algorithm. Section 5 generates a FIR approximation to the iterative refinement corrective input that facilitates real-time corrections for arbitrary move lengths. Section 6 shows how we adapt the FIR coefficients during run time using position, velocity, and acceleration tracking errors and a gradient update algorithm. The final experimental results for tracking a random move length trajectory are shown and summarized in Sec. 7. Conclusions and future work are presented in Sec. 8.
Identification
LTI model identification based on input/output responses may be performed in either the time or frequency domains. An approximately 50 KHz noise signal was present in the position measurement that adversely affected the effectiveness of the time domain approach. Therefore, we decided to use the frequency domain subspace identification method ͓31,32͔. By weighting the frequencies appropriately, we were able to emphasize the frequency band of interest while rejecting the noise in our identification process.
We first obtained the experimental frequency response of the system by stimulating the hardware with a known input signal then collecting and processing the experimental response. Input excitation is an important consideration in system identification. Common choices include impulse ͑could be approximately generated through an impact hammer͒, pulse train, sine sweep, pseudorandom binary sequence ͑PRBS͒, and Schroeder-phase signal ͓33͔. Important attributes of a good excitation signal include excitation of the frequencies of interest, small enough amplitude to avoid saturation and other nonlinear effects, and large enough amplitude for good signal-to-noise ratio ͑SNR͒.
Working with production hardware that had limited communications ability, we were forced to implement within the memory and storage constraints of the digital signal processor ͑DSP͒ based closed loop controller board. The operating frequency of 200 kHz with only 20,000 data points available for the arbitrary input wave form and response wave form limited the complete excitation and response signals to 0.1 s in duration. Note, however, that the index into the wave form could be reset to the start of the signal upon reaching the end, which allowed for the signal to be repeated indefinitely. This capability suggested that signals that are continuous across the wraparound would be particularly desirable in order to allow for the initial transients to decay and the system to reach a steady state. A sinusoidal signal with a period equal to 0.1 s ͑frequency of 10 Hz͒ satisfies these criteria, as well as all higher order harmonics. These limitations discouraged the use of a sine sweep as the rate of frequency change was too rapid for the system to reach steady state and the signal is not continuous across the wraparound.
Both applying a series of single frequency sinusoidal signals at a time and applying a Schroeder-phase excitation gave particularly useful frequency response results when using multiples of the fundamental 10 Hz frequency and allowing the system to reach a steady state through several repetitions of the signal. The single frequency sinusoidal signal approach provided a much better SNR but was time consuming as a separate experiment was performed for every frequency of interest. The Schroeder-phase signal was attractive since it could excite multiple frequencies while satisfying a specified time domain amplitude bound. We found that the single frequency sinusoidal approach provided an excellent experimental frequency response, while the Schroederphase approach proved most useful for obtaining a very quick and sometimes noisy snapshot of the frequency response. For this reason, we chose the single frequency sinusoidal approach to generate the experimental frequency response used for system identification and we gathered data at 20 Hz intervals from 0 Hz to 20 kHz.
In system identification, it is important to consider possible input/output delays. If the experimental system contains a pure delay, direct application of finite dimensional LTI identification will often approximate the delay with nonminimum-phase zeros and additional poles ͑as in the Padé approximation of the delay͒. The approximation can be avoided by including a pure time delay in the identification procedure by time shifting the output signal relative to the input signal before performing the identification. Including the delay in this manner can result in identified models of lower order and better agreement between simulated and experimental responses ͑no artificial undershoot͒. Ultimately, when we implement the inverse dynamics controller, the nonminimumphase zeros can compromise the tracking performance, while the pure delay simply leads to a time shift in the response.
The production controller did include a pure digital delay for internal signal synchronization and explicitly including the delay in our identification procedure was critical for obtaining the desired performance results. Notice how the identified plant model exhibits significant nonminimum phase-zero behavior when identified with no delay, while including a delay of 16 samples ͑at 5 s sampling period͒ shows minimal nonminimum-phase zero contribution ͑see Fig. 3 for comparison͒. For the final identified model used in the controller design, we included a 16-sample delay pure delay and identified a 16th order model, Ĝ . The identified model is compared to the experimental response with respect to the frequency response in Fig. 4 . We verified the model by returning to the time domain and comparing simulated and experimental step responses, as shown in Fig. 5. 
Inverse Dynamics Control
The next step is to use the identified model Ĝ to construct an approximate inverse dynamics filter Ĝ † . Two aspects of this procedure need to be treated with care. First, if Ĝ is strictly proper, its inverse is improper. Therefore, higher order derivatives of y des would be needed to implement Ĝ † y des in practice. In our case, this is not a problem because the identified model has the same number of poles and zeros. However, Ĝ has a few nonminimum-phase zeros with small real parts and therefore a stable causal inverse does not exist. There are several alternative approaches. One could apply the noncausal ͑but stable͒ inverse of Ĝ to y des ͓5͔. This would effectively delay the output response by shifting the time origin. Since the real part of the zero is small, this delay could be significant. The zero phase error tracking control method was proposed in Ref. ͓9͔, which multiplies the nonminimumphase zeros by its mirror image to achieve the zero overall phase shift. The gain, however, would deviate from 1, which would then require further compensation. We have chosen to replace the unstable zeros by their stable mirror images, and then invert the resulting minimum-phase transfer function ͑a similar method has also been suggested in Ref. ͓34͔͒. The approximate inverse, Ĝ † , is then applied to the desired output y des to generate the command input u, as shown in Fig. 6 . The transfer function from y des to y is an all pass function, which consists of a pair of high frequency ͑about 7 KHz͒ lightly damped poles and their mirror image zeros. As a result, the phase delay of the output with respect to the desired trajectory ͑based on the half-sine acceleration profile͒ is almost negligible. In simulation, the output tracks the desired trajectory as expected. However, when this controller was implemented on the physical experiment, large tracking errors near the entry into and inside the settling zone ͑low velocity and high acceleration͒ are observed. Since this occurs in the low velocity region, the cause is likely the nonlinear friction in the positioner. The experimental result of the 500 m move is shown in Fig. 7 . A±1 m band is shown in this figure and represents the maximum acceptable settling specification. We concluded that though the model matches the linear ͑small amplitude͒ behavior well, it is not good enough to meet the desired performance specification in practice.
Iterative Refinement
The discrepancy between the experimental and simulated responses is due to the mismatch between the model and the physical system. To correct for this mismatch, we modify the input to be u = Ĝ † y des + ⌬u, where ⌬u is obtained iteratively based on the output tracking error. We use the gradient ILC algorithm ͓22-25͔ to generate ⌬u with the identified LTI system Ĝ to approximate the gradient operator ͑as in Ref. ͓27͔͒. The derivation of the algorithm and its convergence property are given in Appendix A.1.
The overall control architecture is shown in Fig. 8 . Note that y des is delayed to match with the pure delay in the actual plant. The basic algorithm that we have implemented is summarized below: 
where Ĝ * is the adjoint of Ĝ , and ␣ may be set as a sufficiently small constant or found by using a line search ͑which would require additional runs͒. Ĝ ͒, and then reverse the result in time again. The procedure is illustrated in Fig. 9 . As suggested by our industrial collaborators and also independently published by other researchers ͓36͔, the forward filtering part may be performed using the actual system ͑by feeding the time reversed error signal into the plant as the input͒, thus avoiding using the analytic gradient altogether.
The result of iterative refinement for the move lengths of 500 m and 1000 m is shown in Fig. 10 . In both cases, the output tracking error essentially converged after eight iterations. The very high frequency oscillation ͑around 50 kHz͒ in the output signal does not correspond to mirror movement but to a repeatable electrical coupling effect between the sensor and actuator electronics and other noises.
Finite Impulse Response Approximation
Excellent tracking performance is obtained by using iterative refinement, but the update process is nonreal time, i.e., the output error of a complete run is needed to update the input at any given time. To allow for the real-time trajectory tracking, we use the results from iterative refinement to train a filter that maps y des to the corrective input, ⌬u. Many filter parametrizations are possible; we decided on the FIR filter structure due to its efficient real-time implementation in the DSP real-time controller, its guaranteed stability ͑adaptation of IIR filters can be dangerous because adaptation of the coefficients can result in an unstable filter͒, and the ease for finding the filter coefficients. The overall control architecture is shown in Fig. 11 . In principle, it is possible to approximate the inverse dynamics portion by a FIR filter as well. However, since this approximation needs to hold for a much larger input range, a high order FIR filter and higher real-time computational load would be required. In the adaptive case, as in the next section, there may be additional convergence issues associated with the update of a large number of coefficients and the possible nonlinear effect due to the large input range.
We parametrize the corrective input by the following FIR filter: 
͑3͒
where n = n 1 + n 2 is the order of the filter and n 1 is the look-ahead horizon. The filter coefficients, ͕w i , i =1, . . . ,n͖, may be obtained through a least-squares fit to the ͑y des , ⌬u͒ data obtained from iterative refinement. The idea is to choose a sufficiently rich set of y des so that the FIR filter is applicable to the set of desire trajectories and move lengths of interest. To find the filter coefficients, where ͑k 1 , k 2 ͒ ͑range of data used for the fit͒, n ͑order of FIR͒, and n 1 ͑look-ahead horizon͒ are parameters to be chosen. The leastsquares solution of the filter coefficients, w, are given by
where Y † is the Moore-Penrose pseudoinverse of Y. Note that U and Y contain the iteratively refined results of a wide range of move lengths that are concatenated together. Thus, a single FIR filter is generated to work well in a least-squares sense over the complete range of expected move lengths.
Through experimentation, we decided on a 100-tap ͑n = 100͒ FIR filter with 1 look-ahead step ͑n 1 =1͒. For real-time implementation, the FIR runs at 20 kHz and is upsampled to 200 kHz through sample and hold ͑the inverse dynamics filter runs at the full 200 kHz͒. The iterative refinement data for move lengths from 200 m to 700 m at 100 m increments were used to fit the FIR filter coefficients. The comparison between ⌬u for the iterative refinement case and FIR filter case for a 500 m move is shown in Fig. 12 , where the FIR reproduces the iterative refinement inputs very well. Also note that the high frequency noise generated by the iterative refinement has been eliminated by the least-squares fit operation. The output response for the 500 m move is shown in Fig. 13 . The use of an FIR approximation does an overall good job at reproducing the iterative refinement results, but does result in slightly larger errors, especially in terms of the steady state value.
Adaptive Finite Impulse Response Filter
The FIR approach as described requires fitting the filter coefficients to the ideal input/output responses pregenerated by the iterative refinement process applied to a range of move lengths. This presents two drawbacks: ͑1͒ As seen in the previous section, the FIR fit is not perfect, which results in a larger output tracking error; ͑2͒ when the system changes over time, the performance of the FIR filter will likely degrade. To address these issues, we include velocity and acceleration feedforward terms and apply the adaptive LMS controller ͓37͔ to adjust the FIR filter coefficients based on the output tracking error in real time. This adaptive Transactions of the ASME approach is equivalent to the standard gradient parameter estimation algorithm, as shown in Appendix B. The resulting overall controller architecture is shown in Fig. 14 . We investigated an adaptive LMS architecture involving three FIR filters, with the corresponding inputs being the desired position, velocity, and acceleration:
where
The coefficient update using adaptive LMS is given by
where Ĝ d is the identified LTI system represented in discrete time, y * is the delayed y des ͑by 16 samples͒, and ͑y គ * , y គ * , y គ * ͒ are the delayed version of the output position, velocity, and acceleration time sequences. Through some initial experimentation, we decide to use 100 taps for the position portion of FIR, and 4 taps each for the velocity and acceleration portion. The FIR filter and adaptive LMS are both implemented at 20 kHz. Figure 15 in the top panel shows a desired motion trajectory with a 1000 m up and a 500 m down movement. The performance of the fixed coefficient FIR described in Sec. 5 is shown in the next panel. Note the presence of steady state error as well as large tracking error in the high velocity and acceleration regions ͑highlighted in the figure͒. Using this filter as a starting point, we first apply adaptive LMS to only the position part of the filter in Eq. ͑5͒ ͑i.e., w x is updated by the first equation in Eq. ͑9͒, w v and w a remain zero͒. The result after 330 repeated runs ͑to allow the coefficients to reach steady state͒ is shown in the third panel. The steady state error is reduced since the position error strongly affects the update of w x . However, the transient error in the high velocity region remains.
We next add the velocity feedforward filter and apply adaptive LMS to the position and velocity portions of the FIR filter ͑5͒ ͑i.e., w x and w v are updated by the first two equations in Eq. ͑9͒ with w v initially set at zero, w a remains zero͒. The tracking error is shown in the fourth panel. Compare the fourth panel to the third panel. The result is quite striking: the peak tracking error in the high velocity range is reduced by about 2 / 3. This is a direct result of using w v to reduce the velocity tracking error. The steady state error also remains small due to w x .
Lastly, we use all three portions ͑position, velocity, acceleration͒ of the FIR filter in Eq. ͑5͒ and update them using the adaptive LMS rule ͑9͒. The result is shown in the last panel of 15.
There is some improvement in the 1000-0 m transition region, but the improvement is inconclusive in other high acceleration regions. This may be due to the fact that the tracking error is already quite small ͑less than 2 m throughout the move͒. Thus the coefficient update is very slow. Another factor is the presence of noise, which limits the amount of achievable tracking performance.
Random Move Result
To compare the performance of the various approaches described so far, we used a random motion profile as a test case. The desired trajectory is shown in Fig. 16 . A FIR filter was trained using the results of move lengths 200-700 m at 100 m intervals as was described in Sec. 5. The comparison between the tracking errors for the inverse dynamics filter and fixed-coefficient FIR filter are shown in Fig. 17 . As expected, the tracking error is significantly and uniformly reduced in the fixed FIR case. The addition of the adaptive LMS filters further improves the response, as shown in Fig. 18 . The adaptive filter clearly shows an improvement over the FIR filter with the xv and xva filters demonstrating the best performance. A quantitative comparison between these different controllers is summarized in Table 1 . The adaptive xv-filter gives the best performance in terms of rms, mean, and standard deviation of the trajectory tracking error. The adaptive xva-filter is slightly better in terms of the peak error. Based on this result, the adaptive xv-filter appears to be the best overall choice in terms of performance and algorithm complexity.
Conclusion
This paper presents the experimental results of a high performance feedforward controller for a positioning system used in modern electronics processing equipment. A LTI model is first identified by using the frequency domain subspace identification method. The identified model is used in an inverse dynamics approach to generate the nominal feedforward control, but significant tracking error still remains due to model nonlinearity. By applying the gradient based ILC using the identified model as an approximate gradient, a corrective input is generated to reduce the tracking error to about 1 m. The ILC results are next used to train an FIR filter to allow for real-time trajectory tracking. Finally, the FIR filter coefficients are updated by using an adaptive LMS scheme. It is critical to combine the inverse dynamics with ILC and adaptive LMS: the corrective input is sufficiently small so that ILC and adaptive LMS may be effectively applied. Application to the tracking of a random motion profile shows excellent trajectory tracking capability by using the proposed method. A variation of this work has been implemented in the production machine and our current focus is on extending this approach to motion system containing a significant amount of Coulomb friction and other nonsmooth nonlinearities.
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A.1 Convergence Property
We first show that an iterative gradient update scheme of the input will lead the output tracking error to converge to zero, provided that the gradient is full rank. Consider a nonlinear dynamical system H : L 2 m ͓0,T͔ → L 2 p ͓0,T͔ that is initially at rest:
͑A2͒
Note that a positive time dependent weighting may be used in the above norm with obvious modifications in the subsequent update law. The variation of V due to a variation in y is 
͑A9͒
The actual implementation of Eq. ͑A7͒ would be the following iteration:
where ␣ k is found through a line search to ensure V k+1 ͑V with u k+1 ͒ is strictly smaller than V k . Such ␣ k can always be found provided that ٌ u H͑u k ͒ is onto, i.e., ٌ u H͑u k ٌ͒ u H * ͑u k ͒ is positive definite. In this case, V k converges to zero as k → ϱ.
A.2 Computation of the Gradient Operator
We The state space representation of ٌ u H * is then given by the mapping from ␦v to w as follows:
Equation ͑A14͒ needs to be integrated backward in time. Through a change of variable, z 1 ͑t͒ = z͑T − t͒, we can instead use the forward solution. The adjoint system in this case is then ͑with z 1 ͑0͒ = 0 and ␦v 1 ͑t͒ ª ␦v͑T − t͒͒:
This can be implemented by reversing ␦v backward in time, filtering it through Eq. ͑A15͒, and then reversing the result in time again.
Appendix B: Adaptive Finite Impulse Response Algorithm
Consider a SISO discrete time LTI system, y = Hu. Choose
where y គ des is a vector of the delayed desired output, w is the weighting vector, and u * is a feedforward control that depends on y des only. Then the output is y = ͑Hy គ des ͒ T w + Hu *
͑B2͒
Assume that there exists a constant weighting vector w o such that the desired output could be tracked exactly: 
͑B3͒
Our goal is to choose an update law for w so that y → y des even though w o is unknown. To simplify notation, let a = Hy គ des , and write Eq. ͑B3͒ in discrete time as
where the left hand side and a͑t −1͒ are known. The problem then becomes a standard least-squares parameter estimation problem of estimating w o based on the output error y des ͑t͒ − ͑Hu * ͒͑t͒ − a T ͑t −1͒w͑t −1͒, where w͑t −1͒ is the estimate of w o at time t −1 ͓38͔ ͑Sec. 3.3͒. Various algorithms, ranging from projection to least squares with covariance resetting may be used. To reduce the real-time computation load, we use the gradient update law: w͑t͒ = w͑t − 1͒ + ⑀a͑t − 1͒͑y des ͑t͒ − ͑Hu * ͒͑t͒ − a T ͑t − 1͒w͑t − 1͒͒
͑B5͒
Substituting Eq. ͑B2͒ into Eq. ͑B5͒, we obtain the following update law for w͑t͒, which may be efficiently implemented in real time: w͑t͒ = w͑t − 1͒ − ⑀a͑t − 1͒͑y͑t͒ − y des ͑t͒͒. ͑B6͒
Other types of parameter estimation algorithms with more relaxed convergence conditions may be used ͑e.g., projection, least square with covariance reset, etc.͒. However, the real-time computation load would be more demanding.
