Zigzag and armchair nanotubes in external fields by Korotyaev, E. L. & Kutsenko, A. A.
ar
X
iv
:0
90
6.
40
18
v1
  [
ma
th-
ph
]  
22
 Ju
n 2
00
9
Zigzag and armchair nanotubes in external fields
Evgeny Korotyaev ∗ Anton Kutsenko †
November 1, 2018
Abstract
We consider the Schro¨dinger operator on the zigzag and armchair nanotubes (tight-
binding models) in a uniform magnetic field B and in an external periodic electric
potential. The magnetic and electric fields are parallel to the axis of the nanotube. We
show that this operator is unitarily equivalent to the finite orthogonal sum of Jacobi
operators. We describe all spectral bands and all eigenvalues (with infinite multiplicity,
i.e., flat bands). Moreover, we determine the asymptotics of the spectral bands both
for small and large potentials. We describe the spectrum as a function of |B|. For
example, if |B| → 163 (π2 − πkN + pis) tan π2N , k = 1, 2, .., N, s ∈ Z, then some spectral
band for zigzag nanotube shrinks into a flat band and the corresponding asymptotics
are determined.
1 Introduction.
After their discovery [Ii], carbon nanotubes remain in both theoretical and applied research
[SDD]. Structure of nanotubes are formed by rolling up a graphene sheet into a cylinder.
Such nanomodels were introduced by Pauling [Pa] in 1936 to simulate aromatic molecules.
They were described in more detail by Ruedenberg and Scherr [RS1] in 1953. Various physical
properties of carbon nanotubes can be found in [SDD].
There are mathematical results about Schro¨dinger operators on carbon nanotubes (zigzag,
armchair and chiral) (see [BK], [KL], [KL1], [K1], [KuP], [Pk]). All these papers consider the
so called continuous models. But in the physical literature the most commonly used model
is the tight-binding model.(”In solid state physics, the tight binding model is an approach
to the electronic band structure from the atomic limit case. In the tight binding model, it
is assumed that the Fourier transform of the Bloch function can be approximated by the
Linear Combination of Atomic Orbital(LCAO). Starting from the Hamiltonian of an isolated
atom centered at each lattice point, the band structure of solids can be investigated.”) For
applications of our models see ref. in [ARZ], [SDD], [Ha].
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In this paper we concentrate on carbon nanotubes which arise from graphene: zigzag
and armchair nanotubes (see physical propereties in [SDD]). We will study and compare
spectral properties of Shro¨dinger operator on zigzag and armchair nanotubes. We will show
that these operators have different spectral properties.
For example:
1) The Shro¨dinger operator Hzi on the zigzag nanotube is unitarily equivalent to the
direct sum of scalar Jacobi matrices (see Theorem 2.1). But the Shro¨dinger operator on
armchair nanotube Har is unitarily equivalent to the direct sum of Jacobi matrices with
2×2 matrix valued coefficients (see Theorem 6.1). Then the spectral analysis of Har is more
difficult.
2) For some amplitude of the constant magnetic field the spectrum of Hzi has absolutely
continuous part and eigenvalues (flat bands, see Theorem 2.2). But the spectrum of Har is
purely absolutely continuous for any amplitude of the magnetic field.
3) The spectral bands of operators Hzi and Har are different. But in some cases the
spectra of these operators has the same part (see Theorem 6.2).
4) In the simple case, when the magnetic field is absent and external electric potential has
minimal period 2 the spectrum of Hzi and Har are coincide. Remark that the multiplicity
of some spectral zones is different (see Sect 4 and Sect. 6.2).
5) The structure of spectral zones of Har and Hzi for large electric potentials is similar,
since the spectrum is a union of small clusters, but asymptotics of this clusters are different
(see Theorem 2.6 and Theorem 6.5). Moreover, we have similar situation for small potentials.
In the proof of our theorems we determine various asymptotics for periodic Jacobi op-
erators with specific coefficients see (2.5). Note that there exist a lot of papers devoted to
asymptotics and estimates both for periodic Jacobi operators and Schro¨dinger operators see
e.g. [KKu1], [La], [vMou], [S1], [S2].
2 Zigzag nanotube.
In this Section we consider the Schro¨dinger operator Hb on the zigzag nanotube Γ ⊂ R3 (1D
models tight-binding model of zigzag single-wall nanotubes, see [SDD], [N]) in a uniform
magnetic field B = |B|e0, e0 = (0, 0, 1) ∈ R3 and in an external electric potential. Our
model nanotube Γ is a graph (see Fig. 2 and 2) embedded in R3 oriented in the z-direction
e0 with unit edge length. Γ is a set of vertices (atoms) rω connecting by bonds (edges) Γn,k,j
and
Γ = ∪ω∈Zrω, rn,0,k = κn+2k + 3n
2
e0, rn,1,k = rn,0,k + e0, ω = (n, j, k) ∈ Z,
Z = Z× {0, 1} × ZN , ZN = Z/(NZ), κk = R(cos πk
N
, sin
πk
N
, 0), R =
√
3
4 sin π
2N
. (2.1)
Our carbon model nanotube is the honeycomb lattice of a graphene sheet rolled into a
cylinder. This nanotube Γ has N hexagons around the cylinder embedded in R3. Here
n ∈ Z labels the position in the axial direction of the tube, j = 0, 1 is a label for the two
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Fig 1. A piece of zigzag nanotube.
types of vertices (atoms) (see Fig. 2), and k ∈ ZN labels the position around the cylinder.
The points r0,1,k, k ∈ ZN are vertices of the regular N-gon P0 and r1,0,k are the vertices of
the regular N-gon P1. P1 arises from P0 by combination of the rotation around the axis
of the cylinder C by the angle π
N
and of the translation by 1
2
e0. Repeating this procedure we
obtain Γ.
Introduce the Hilbert space ℓ2(Γ) of functions f = (fω)ω∈Z on Γ equipped with the norm
‖f‖2
ℓ2(Γ) =
∑
ω∈Z |fω|2. The tight-binding Hamiltonian Hb on the nanotube Γ has the form
Hb = Hb0 + V on ℓ
2(Γ), where Hb0 is the Hamiltonian of the nanotube in the magnetic field
and is given by
(Hb0f)n,0,k = e
ib2fn−1,1,k + e
ib1fn−1,1,k−1 + e
ib3fn,1,k,
(Hb0f)n,1,k = e
−ib1fn+1,0,k+1 + e
−ib2fn+1,0,k + e
−ib3fn,0,k, f = (fω)ω∈Z ,
ω = (n, j, k) ∈ Z× {0, 1} × ZN , b3 = 0, b1 = −b2 = b = 3|B|
16
cot
π
2N
, (2.2)
(the last line in (2.2) was obtained in [KL1]) and the operator V corresponding to the external
electric potential is given by
(V f)ω = Vωfω, where Vn−1,1,k = v2n, Vn,0,k = v2n+1, v = (vn)n∈Z ∈ ℓ∞. (2.3)
Such potentials can be realized using optical methods, by gating, or by an acoustic field (see
[N]). For example, if an external potential is given by A0 cos(ξ0z + β0) for some constant
A0, ξ0, β0, then we obtain
v2n = A cos(2πξ(n− 1
3
) + β), v2n+1 = A cos(2πξn+ β), n ∈ Z, (2.4)
for some constant A, ξ, β. If ξ is rational, then the sequence vn, n ∈ Z is periodic. If ξ is
irrational, then the sequence vn, n ∈ Z is almost periodic.
Below we use notation Nj for the set {1, .., j}, j > 1.
3
Fig 2. Nanotube in the magnetic field.
Theorem 2.1. i) Let v = (vn)n∈Z ∈ ℓ∞. Then each operator Hb, b ∈ R is unitarily equivalent
to the operator ⊕N1 J bk, where J bk is a Jacobi operator, acting on ℓ2(Z) and given by
(J bky)n = an−1yn−1 + anyn+1 + vnyn, y = (yn)n∈Z ∈ ℓ2,
a2n ≡ ak,2n = 2|ck|, a2n+1 ≡ ak,2n+1 = 1, ck = cos(b+ πk
N
), n ∈ Z, (2.5)
and J
b+ pi
N
k = J
b
k+1, J
−b
k = J
b
N−k for all (k, b) ∈ ZN × R. Moreover, the operators H±b and
Hb+
pi
N are unitarily equivalent for all b ∈ R.
ii) Let, in addition, ck = cos(b+
πk
N
) = 0 for some (k, b) ∈ ZN × R. Then
σ(J bk) = σpp(J
b
k) =
{
zn,j = v
+
n + (−1)j |v−n 2 + 1|
1
2 , v±n =
v2n−1 ± v2n
2
, (n, j) ∈ Z× N2
}
.
(2.6)
Remark. 1) The matrix of the operator J bk is given by
J bk =

... ... ... ... ... ... ...
... 2|ck| v1 1 0 0 ...
... 0 1 v2 2|ck| 0 ...
... 0 0 2|ck| v3 1 ...
... 0 0 0 1 v4 ...
... 0 0 0 0 2|ck| ...
... . ... ... ... ... ...

. (2.7)
2) If |ck| = 12 , then J bk is the Schro¨dinger operator with an = 1 for all n ∈ Z. In particular,
if b = 0, N
3
∈ N, then J0N
3
is the Schro¨dinger operator.
3) In the continuous models similar results were obtained in [KL], [KL1].
4) Exner [Ex] obtained a duality between Schro¨dinger operators on graphs and certain Jacobi
matrices, which depend on energy. In our case the Jacobi matrices do not depend on energy.
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1. Periodic electric potentials v. Introduce the class ℓpers of real s-periodic sequences
v = (vn)n∈Z ∈ ℓ∞ and vn+s = vn, for all n ∈ Z. If v ∈ ℓperp∗ , p∗ > 1, then J bk is 2p-periodic
matrix where
p =
{
p∗
2
if p∗ is even
p∗ if p∗ is odd
. (2.8)
If ck 6= 0 for some (k, b) ∈ ZN × R, then the spectrum of J bk has the form
σ(J bk) = σac(J
b
k) = ∪2p1 σbk,n, σbk,n = [zb,+k,n−1, zb,−k,n ], n ∈ N2p,
zb,+k,0 < z
b,−
k,1 6 z
b,+
k,1 < z
b,−
k,2 6 z
b,+
k,2 < ... < z
b,−
k,2p, (2.9)
see [vM], where zb,±k,n are 4p-periodic eigenvalues for the equation an−1yn−1+anyn+1+ vnyn =
zyn, y = (yn)n∈Z. The intervals σ
b
k,n, σ
b
k,n+1 are separated by a gap γ
b
k,n = (z
b,−
k,n , z
b,+
k,n) of
length |γbk,n| > 0. If a gap γbk,n is degenerate, i.e., |γbk,n| = 0, then the corresponding segments
σbk,n, σ
b
k,n+1 merge.
If ck = 0 for some (k, b) ∈ ZN × R, then (2.6) gives σ(J bk) = σpp(J bk), where
σpp(J
b
k) =
{
zn,j = v
+
n + (−1)j
√
v−n
2 + 1, v±n =
v2n−1 ± v2n
2
, (n, j) ∈ Np × N2
}
, (2.10)
and each eigenvalue of J bk is a flat band, i.e. it has infinite multiplicity. In Theorem 2.2
we show that the spectral band σbk,n shrinks to the flat band {λn} as ck → 0 and the
corresponding asymptotics are determined.
Each operator J bk is unitarily equivalent to the operator
∫ ⊕
[0,2π)
K(eit, a) dt
2π
, a = 2|ck|, where
2p× 2p matrix K(τ, a) ≡ K(τ, a, v) is a Jacobi operator, acting on C2p and given by
K(τ, a) = K0(τ, a) +B, K0(τ, a) =

0 1 0 ... a
τ
1 0 a ... 0
0 a 0 ... 0
... ... ... ... ...
τa 0 ... 1 0
 , B = diag(vn)2p1 , (2.11)
where τ ∈ S1 = {τ ∈ C : |τ | = 1}. Let µ1(τ, a) 6 µ2(τ, a) 6 µ3(τ, a) 6 .... 6 µ2p(τ, a)
be eigenvalues of K(τ, a), τ ∈ S1, here µn(·, a) is analytic function in τ ∈ S1. Note that
µn(S
1, a) = σbk,n for all (k, n) ∈ ZN × N2p. If ck 6= 0, then each µn(·, a), n ∈ N2p is not a
constant and |σbk,n| > 0. If ck = 0 for some k ∈ ZN , then each µn(·, 0) = const = λn, n ∈ N2p
and σbk,n = {λn} is a flat band.
2. The case B = 0. Consider the Schro¨dinger operator H0 at B = 0. By Theorem 2.1,
the operator H0 is unitarily equivalent to the operator ⊕N1 J0k , where J0k is a Jacobi operator
J bk at b = 0 and here a2n = 2| cos πkN |, a2n+1 = 1. Note that if k 6= N2 , then σ(J0k) = σac(J0k)
and if k = N
2
, then σ(J0k) = σpp(J
0
k ).
3. Example of simple periodic potentials v. Consider the potential v = v2k+1 = −v2k ∈
R, k ∈ Z. In Section 4 we will show that
σ(J bk) = [z
b,+
k,0 , z
b,−
k,0 ] \ γbk,1, γbk,1 = (zb,−k,1 , zb,+k,1 ),
5
zb,∓k,0 = ±
√
v2 + (2|ck|+ 1)2, zb,±k,1 = ±
√
v2 + (2|ck| − 1)2, k ∈ ZN ,
where γbk,1 is the gap in the spectrum of J
b
k. This gives
σ(J bk) = σac(J
b
k) ∪ σpp(J bk), σpp(J bk) =
{
∅ if ck 6= 0,
{±√1 + v2} if ck = 0,
,
and then we deduce that the spectrum of Hb is given by
σ(Hb) = σac(H
b) ∪ σpp(Hb), σpp(Hb) =
{
∅ if ck 6= 0, any k ∈ ZN
{±√1 + v2} if ck = 0, some k ∈ ZN
, (2.12)
σac(H
b) = [zb,+0 , z
b,−
0 ] \ γ(Hb), γ(Hb) = (zb,−1 , zb,+1 ), (2.13)
where γ(Hb) is the gap in the spectrum of Hb. Note that if ck = 0 for some k ∈ ZN then
σpp(H
b) = {±√1 + v2} ⊂ γ(Hb). Theorem 2.1.i yields σ(Hb+ piN ) = σ(Hb) for all b ∈ R.
Then we need to consider only the case b ∈ [0, π
N
) and in this case we get
zb,+0 =
{
zb,+0,0 if b 6
π
2N
zb,+N−1,0 if b >
π
2N
. (2.14)
Moreover, in particular case B = 0 we obtain
γ(H0) = (−|v|, |v|), if N
3
∈ N, b = 0. (2.15)
Now we return to the general case of periodic potentials. First theorem is devoted to the
asymptotics of small spectral bands that degenerate to the flat band.
Theorem 2.2. Let v ∈ ℓperp∗ , p∗ > 1 and ck → 0 as b → b0 = π2 − πkN for some k ∈ ZN and
let λ1 6 λ2 6 .. 6 λ2p be eigenvalues of K(1, 0, v). Then the endpoints z
b,+
k,s−1, z
b,−
k,s , s ∈ N2p
of the spectral bands σbk,s = [z
b,+
k,s−1, z
b,−
k,s ] are analytic functions in b ∈ {|b− b0| < ε} for some
ε > 0 and satisfy
zb,+k,s−1 = λs +O(c
2
k), z
b,−
k,s = λs +O(c
2
k) as ck → 0. (2.16)
Let in addition λs−1 < λs < λs+1 for some s ∈ N2p, where λ0 = −∞, λ2p+1 = +∞. Then
zb,−k,s = λs −
2
Λs
|2ck|p +
∑
262n6p
Ck,n(2ck)
2n +O(cp+1k ), Λs =
2p∏
n=1, n 6=s
|λs − λn|, (2.17)
|σbk,s| = zb,−k,s − zb,+k,s−1 =
4|2ck|p
Λs
+O(cp+1k ) (2.18)
as ck → 0 for some constants Ck,n, which depend only on v.
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Remark. By (2.16), each spectral band σbk,n, n ∈ N2p shrinks to the flat band {λn} as
ck → 0.
We consider the nanotube in weak electric fields. Our operator has the form Hb(t) =
Hb0 + tV , where a coupling constant t → 0. In this case the corresponding Jacobi operator
depend on t and is given by
(J bk(t)y)n = an−1yn−1 + anyn+1 + tvnyn, y = (yn)n∈Z ∈ ℓ2, n ∈ Z, (2.19)
and a2n = 2|ck|, a2n+1 = 1. We study how the spectral bands σbk,n(t) = [zb,+k,n−1(t), zb,−k,n(t)],
n ∈ N2p of the operator J bk(t) depend on the couple constant t→ 0.
For v ∈ ℓperp∗ we define two vectors v0 = (v2n)p1, v1 = (v2n−1)p1 ∈ Rp and
uˆn = 〈u, en〉, u ∈ Cp, en = 1
2p
(τ 2jn )
p
j=1 ∈ Cp, τn = ei
pin
p , uˆp+n = uˆp−n, n ∈ Np. (2.20)
Here en, n ∈ Np is a basis in Cp and 〈u, en〉 is the scalar product in Cp. Define ℓper0,p∗ = {v ∈
ℓperp∗ :
∑2p
1 vn = 0} and the sets Nk,p =
{
N2p−1 if 2|ck| = 1
N2p−1 \ {p} if 2|ck| 6= 1
.
Theorem 2.3. Let ck 6= 0 for some (k, b) ∈ ZN ×R. Let v ∈ ℓper0,p∗ and let v0 = (v2n)p1, v1 =
(v2n−1)
p
1 ∈ Rp. Then the asymptotic of the spectral bands σbk,n(t) = [zb,+k,n−1(t), zb,−k,n(t)], n ∈ N2p
of the operator J bk(t) hold true
zb,±k,n(t) = z
±
n,k(0)± tψk,n(v) +O(t2), n ∈ Nk,p,
ψk,n(v) =
{
|vˆ0n + e2i arg(2|ck|+τn)vˆ1n|, n 6= p
|vˆ0p − vˆ1p |, 2|ck| = 1, n = p
, (2.21)
zb,+k,0 (t) = z
b,+
k,0 (0) +O(t
2), zb,−k,2p(t) = z
b,−
k,2p(0) +O(t
2),
and if 2|ck| 6= 1 ⇒ zb,±k,p (t) = zb,±k,p (0) +O(t2), (2.22)
zb,±k,n(0) = |2|ck|+ τn| sign(n− p), n ∈ N2p−1 \ {p}, zb,±k,p (0) = ±|2|ck| − 1|, (2.23)
as t ↓ 0. Moreover, if p∗ is odd, then for all n ∈ Nk,p the following identities hold true
vˆ0n = τ
p+1
n vˆ
1
n, ψk,n(v) = |vˆ0n|ρk,n,
ρk,n =
{
|(−1)nτn + e2i arg(2|ck|+τn)|, n 6= p
0, if 2|ck| = 1 and n = p
,

ρk,n 6= 0, if |ck| 6= 12 ,
ρk,n 6= 0, if |ck| = 12 , even n
ρk,n = 0, if |ck| = 12 , odd n
. (2.24)
To describe some examples of external fields which create the open gaps we define the set
Xp∗ =
{
v ∈ ℓper0,p∗ :
{
vˆ0n + vˆ
1
n 6= 0, vˆ0nvˆ1n = 0, all n ∈ Np−1, vˆ0p 6= 0, p∗ ∈ 2N
vˆ0n 6= 0, all n ∈ Np−1, p∗ is odd
}}
. (2.25)
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Proposition 2.4. i) The set Xp∗ 6= ∅ for any p∗ > 2.
ii) If v ∈ Xp∗, p∗ ∈ 2N, then
zb,±k,n (t) = z
±
k,n(0)± tξn +O(t2), ξn = |vˆ1n + vˆ0n| > 0 as t ↓ 0, all n ∈ Nk,p. (2.26)
iii) If v ∈ Xp∗ is sufficiently small and p∗ is odd, then
If 2|ck| 6= 1, then each ψk,n(v) 6= 0, n ∈ N2p−1 \ {p} and γbk,n 6= 0.
If 2|ck| = 1, then each ψk,n(v) =
{
6= 0 all even n ∈ N2p−1
0 all odd n ∈ N2p−1
and γk,n 6= 0 for any even
n ∈ N2p−1.
Remark. (2.26) gives the asymptotics of the gap length zb,+k,n (t)− zb,−k,n (t) = t2|vˆjn|+O(t2) as
t → 0 where j = 0 or j = 1. Note that the first term does not depend on k ∈ ZN . If p∗ is
even, then for large class of potentials v ∈ Xp all gaps (zb,−k,n (t), zb,+k,n(t)) are open.
We formulate the theorem, motivated by the physical paper of Novikov [N].
Theorem 2.5. Let v ∈ ℓperp∗ and let t > 0, b ∈ R be sufficiently small.
i) Let b = 0. If N ∈ 2N and p are coprime numbers, then σpp(H0(t)) ⊂ ∩N−1n=1 σ(J0k (t)).
ii) If p > 2N , then the spectrum of Hb(t) on the set σ(Hb(t)) ∩ ([−ρ,−r] ∪ [r, ρ]) has
multiplicity 2 and satisfies
σ(Hb(t))∩ [r, ρ] = σ(J bN(t))∩ [r, ρ] = [r, ρ] \
2p−1⋃
2p−1− p
N
γbN,n(t), r = |2+ e
ipi
N |, ρ = 3 + |2 + e
ipi
p |
2
,
σ(Hb(t)) ∩ [−ρ,−r] = σ(J bN(t)) ∩ [−ρ,−r] = [−ρ,−r] \
p
N⋃
1
γbN,n(t). (2.27)
Moreover, if v ∈ Xp∗, then each |γN,n(t)| > 0, n ∈ N2p−1.
iii) If N 6∈ 3N, then σ(Hb(t)) ∩ [−r, r] = ∅ for some r > 0.
iv) If N ∈ 3N and p > 2N , then the spectrum of Hb(t) on the set σ(Hb(t)) ∩ [−r, r] has
multiplicity 2 and satisfies
σ(Hb(t)) ∩ [−r, r] = σ(J bN
3
(t)) ∩ [−r, r] = [−r, r] \
p(1+ 1
N
)⋃
p(1− 1
N
)
γbN
3
,n
(t), r = |1− e ipiN |, (2.28)
|γN
3
,n(t)| > 0 if
{
p∗ ∈ 2N, n ∈ N2p−1
p∗ is odd, even n ∈ N2p−1
, v ∈ Xp∗ . (2.29)
Remark. 1) The gaps γbN,n(t) in (2.27) and γ
b
N
3
,n
(t) in (2.28) are also the gaps in the
spectrum of Hb(t). Then we may choose the potentials v such that all these gaps are open
(for wide set of potentials). 2) Due to iii) σ(Hb) has a gap contained the interval [−r, r]
We consider the nanotube in strong electric fields. Our operator has the form Hb(t) =
Hb0+tV , where a coupling constant t→∞. For each (vn)2p1 ∈ R2p there exists a permutation
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α : N2p → N2p such that hn = vα(n) and h1 6 h2 6 ... 6 h2p. Let vn 6= vj for all n 6= j,
n, j ∈ N2p. Defining disjoint intervals Cn = [th0n−1, th0n), h0n = hn+hn+12 , n ∈ N2p, h00 =
−∞, h02p+1 = ∞, we obtain the inclusion σ(Hb(t)) ⊂ ∪2pn=0Cn = R. We shall call the set
σ(Hb(t))∩Cn the n’th spectral bands cluster. Our goal is to study the asymptotic distribution
of eigenvalues in the n’th cluster as t→∞.
Theorem 2.6. Let v ∈ ℓperp∗ , vn 6= vj for all n 6= j, n, j ∈ N2p and let ck = cos(b+ πkN ) 6= 0 for
some (k, b) ∈ NN × R. Let vα(n) < vα(j) for all n < j and some permutation α : N2p → N2p.
If n˜ = α−1(n) for some n ∈ N2p, then the spectral bands σbk,n(t) = [zb,+k,n−1(t), zb,−k,n (t)] satisfy
zb,+k,en−1(t) = tvn −
Cn +O(t
−1)
t
, Cn =
a2k,n−1
vn−1 − vn +
a2k,n
vn+1 − vn , (2.30)
zb,−k,en(t)− zb,+k,en−1(t) =
1 +O(t−1)
Ent2p−1
, En =
1
2|2ck|p
∏
j 6=n
|vn − vj|, (2.31)
as t→∞. Moreover,
σ(Hb(t)) ∩ Cen(t) =
N⋃
k=1
σbk,en(t) ⊂
(
vnt− δ
t
, vnt+
δ
t
)
, δ = max
n
2
|vn − vn+1| , (2.32)
σbk,n(t) ∩ σbk′,n(t) = ∅, if
{
k 6= k′, b /∈ π
2N
N
|ck| 6= |ck′|, b ∈ π2NN
, (2.33)
where the spectrum of Hb(t) on σbk,en(t) has multiplicity 2 if ck 6= 0 and σbk,en(t) is a flat band
if ck = 0.
Remark. 1) Theorems 2.3, 1.4 describe the case t → 0 and Theorem 2.6 describe the
case t→∞. These two cases are quite different, see Fig. 3 and Fig 4.
0−3 3
Fig. 3. Open spectral small gaps for the potential tV as t→ 0.
Fig. 4. Spectral clasters for the potential tV as t→∞ for the case N = 4.
2) The spectral bands cluster σ(J b(t)) ∩ Cen(t) is a union of N non overlapping bands
σbk,en(t), k ∈ NN , see (2.32). Recall that if |ck| = |ck′|, then J bk(t) = J bk′(t).
We present the plan of our paper. In Sect. 2 we prove Theorem 2.1 and 2.2. In the
proof Theorem 2.1 we use arguments from [KL], [KL1]. In the proof Theorem 2.2 we use
arguments from [KKu1]. In Sect. 3 we consider the simple examples for the case p = 1, in
fact, we study unperturbed Hamiltonians. In Sect. 4 we prove Theorem 2.3 -2.6. In Sect.
6 we apply some of these methods to analyze the spectral properties of Shro¨dinger operator
on armchair nanotubes.
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3 Proof of Theorems 2.1 and 2.2
Proof of Theorem 2.1. i) Define an operator J b : (ℓ2)N → (ℓ2)N acting on a vector-valued
function ψ = (ψn)n∈Z ∈ (ℓ2)N , ψ2n+1 = (fn,0,k)k∈ZN , ψ2n = (fn−1,1,k)k∈ZN ∈ CN , by
(J bψ)2n = ((H
bf)n,0,k)k∈ZN , (J
bψ)2n+1 = ((H
bf)n,1,k)k∈ZN . (3.1)
Define a matrix-valued operators Pn : C
N → CN by
P2n+1h = (Vn,0,khk)k∈ZN , P2nh = (Vn,1,khk)k∈ZN , h = (hk)k∈ZN . (3.2)
Define the operator S in CN by Su = (uN , u1, . . . , uN−1)⊤, u = (un)N1 ∈ CN . Using (3.1),
(2.2), (2.3),(3.2) and S∗ = S−1, A = eibIN + e−ibS∗ we obtain
(J bψ)2n+1 = (e
ibS + e−ib)ψ2n + ψ2n+2 + P2n+1ψ2n+1 = A∗ψ2n + ψ2n+2 + P2n+1ψ2n+1,
(J bψ)2n = ψ2n−1 + (e
ib + e−ibS∗)ψ2n+1 + P2nψ2n = ψ2n−1 + Aψ2n+1 + P2nψ2n.
Finally we rewrite the operator J b : (ℓ2)N → (ℓ2)N in the form of the operator Jacobi by
(J bψ)n = A
∗
n−1ψn−1 + Anψn+1 + Pnψn, A2n = A = e
ibIN + e
−ibS∗, A2n+1 = IN , (3.3)
n ∈ Z, and then
J b =

... ... ... ... ... ... ...
... A∗ P1 IN 0 0 ...
... 0 IN P2 A 0 ...
... 0 0 A∗ P3 IN ...
... 0 0 0 IN P4 ...
... 0 0 0 0 A∗ ...
... . ... ... ... ... ...

. (3.4)
The matrix-valued function Pn is 2p-periodic. Then the operator J
b is a 2p-periodic Jacobi
operator with N ×N matrix -valued coefficients. Note that such operators were considered
in [KKu2].
The unitary operator S has the form S = ∑N1 skPk, where Se˜k = ske˜k and e˜k =
1
N
1
2
(1, s−k, s−2k, ..., s−kN+k)⊤ is an eigenvector (recall that s = ei
2pi
N ); Pku = e˜k(u, e˜k), u =
(un)
N
1 ∈ CN is a projector. Define the operators S˜ψ = (Sψn)n∈Z and P˜kψ = (Pkψn)n∈Z.
The operators S˜ and J b commute, then J b = ⊕N1 (J bP˜k). Using (3.3), (3.4) we deduce
that J bP˜k is unitarily equivalent to the operator J bk given by
(J bk y)n = a˜
∗
k,n−1yn−1 + a˜k,nyn+1 + vnyn, y = (yn)n∈Z ∈ ℓ2,
ck = cos(b+
πk
N
), a˜k,2n = e
ib + e−ibs−k = 2e−i
pik
N ck, s = e
i 2pi
N , a˜k,2n+1 = 1, (3.5)
and using Lemma 3.1 we obtain (2.5).
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ii) If ck = 0, then the Jacobi operator J
b
k has the form
J bk =

... ... ... ... ... ... ...
... 0 v1 1 0 0 ...
... 0 1 v2 0 0 ...
... 0 0 0 v3 1 ...
... 0 0 0 1 v4 ...
... 0 0 0 0 0 ...
... . ... ... ... ... ...

= ⊕n∈ZJn, Jn =
(
v2n−1 1
1 v2n
)
. (3.6)
The eigenvalues of Jn are given by zn,j = v+n + (−1)j
√
v−n
2 + 1, v±n =
v2n−1±v2n
2
for (n, j) ∈
Z× N2, which yields (2.6).
Recall results from [vM] about our 2p-periodic Jacobi operator J(a) : ℓ2 → ℓ2 given by
(J(a)y)n = an−1yn−1+anyn+1+ vnyn, a2n = a > 0, a2n+1 = 1, n ∈ Z, y = (yn)n∈Z. (3.7)
Note that J bk = J(a), where a = 2|ck|, ck = cos(πkn + b). Introduce fundamental solutions
ϕ = (ϕn(z, a))n∈Z and ϑ = (ϑn(z, a))n∈Z for the equation
an−1yn−1 + anyn+1 + vnyn = zyn, (z, n) ∈ C× Z, a2n+1 = 1, a2n = a, (3.8)
with initial conditions ϕ0 ≡ ϑ1 ≡ 0, ϕ1 ≡ ϑ0 ≡ 1. The function ∆ = 12(ϕ2p+1 + ϑ2p) is
called the Lyapunov function for the operator J(a). The functions ∆, ϕn and ϑn, n > 1 are
polynomials of (z, a, v) ∈ C2p+2. It is well known that σ(J(a)) = σac(J(a)), where
σac(J(a)) = {z ∈ R : ∆(z, a) ∈ [−1, 1]} = ∪2p1 σn(a), σn(a) = [z+n−1(a), z−n (a)], (3.9)
and z+0 < z
−
1 6 z
+
1 < .. 6 z
−
2p, where z
±
n = z
±
n (a). Note that ∆(z
±
n , a) = (−1)p−n for all
n = 0, .., p. Below we will sometimes write σ(a, v), J(a, v), .., instead of σ(a), J(a), .., when
several potentials are being dealt with. Recall that the 2p× 2p matrix K(τ, a) is given by
K(τ, a) = K0(τ, a) +B, K0(τ, a) =

0 1 0 ... a
τ
1 0 a ... 0
0 a 0 ... 0
... ... ... ... ...
τa 0 ... 1 0
 , B = diag(vn)2p1 , (3.10)
where τ ∈ S1 = {τ ∈ C : |τ | = 1}. Fix a, φ ∈ [0, 2π], then eigenvalues of K(eiφ, a) are
all zeros of the polynomial ∆(z, a) − cosφ. Then the fundamental solutions ϕk,n, ϑk,n, the
Lyapunov function and the spectral bands σbk,n for the operator J
b
k satisfy (see also (2.9))
ϕk,n = ϕn(z, a), ϑk,n = ϑn(z, a), ∆k = ∆(z, a) z
b,±
k,n = z
±
n (a), (3.11)
σ(J bk) = σac(J
b
k) = {z ∈ R : ∆k(z) ∈ [−1, 1]} = ∪2p1 σbk,n, σbk,n = [zb,+k,n−1, zb,−k,n ], (3.12)
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Proof of Theorem 2.2. Let a = 2|ck| → 0. We consider the matrix K(τ, a) as a→ 0, τ ∈
S1 = {τ ∈ C : |τ | = 1}. If a = 0, then we getK(τ, 0) = ⊕p1Jn, where Jn is given by (3.6). Let
λ1 6 λ2 6 ....λ2p be the eigenvalues of K(τ, 0). The endpoints z
+
n−1(a), z
−
n (a) of the spectral
bands σn(a) = [z
+
n−1(a), z
−
n (a)] of the operator J(a) are the eigenvalues of K(±1, a, v). By
the perturbation theory [RS], they are analytic function from a and if a → 0, then the
spectral bands converge to the set {λ1, λ2, ....λ2p}. The number of spectral bands converging
to λn coincides with the multiplicity of λn as a → 0. In particular, if some λn, n ∈ N2p is
simple, then σn(a)→ {λn}.
Recall that the monodromy matrix M2p for the operator J(a) is given by
M2p(z) =
(
ϑ2p ϕ2p
ϑ2p+1 ϕ2p+1
)
= Tp..T2T1,
Tn =
1
a
(
0 a
−1 z − v2n+1
)(
0 1
−a z − v2n
)
=
( −a z − v2n−1
v2n − z φn/a
)
, (3.13)
where φn = (z − v2n)(z − v2n−1)− 1. Let
Xn = ETnE1 =
(
φn v2n − z
z − v2n−1 −1
)
, E =
(
0 a
1 0
)
, E1 =
(
0 1
a
1 0
)
,
A = (EE1)
−1 =
(
a 0
0 1
a
)
=
1
a
A1, A1 =
(
a2 0
0 1
)
.
Then M2p = E
−1XpAXp−1A..AX1E
−1
1 , which yields the Lyapunov function ∆ given by
2∆ = TrM2p = TrXpAXp−1A..AX1A =
1
ap
TrXpA1Xp−1A1..AX1A1 =
1
ap
p∑
n=0
a2nΦn(z),
and
∆(z, a) =
Φ0(z) + a
2Φ(z, a2)
2ap
, Φ0 =
2p∏
n=1
(z − λn), Φ(z, t) =
p∑
n=1
tn−1Φn(z), (3.14)
for some polynomials Φn. By the perturbation theory (see [RS]), the endpoints z+, z− of
the spectral band σs(a) = [z
+
s−1(a), z
−
s (a)] = [z+, z−] are analytic functions in some disk
{a ∈ C : |a| < ε}, ε > 0 and satisfy the equation ∆(z±, a) = ∓(−1)s, which has the form
Φ0(z±) + a
2Φ(z±, a
2) = ∓(−1)s2ap. (3.15)
Moreover, they satisfy z±(a) = λs+O(a
2) as a→ 0 at p > 2 (see the case p = 1 in Sect. 3).
Let λs be a simple eigenvalue for some s ∈ N2p. The differentiation of (3.15) yields
z′±(a)Ω + ∂a(a
2Φ(z±, a
2)) = ∓p(−1)s2ap−1, Ω(z, a) = ∂z(Φ0(z) + a2Φ(z, a2)). (3.16)
The differentiation of (3.15) r ∈ [1, p] times yields
z
(r)
± Ω(z±) +Gr(z
(r−1)
± , ..., z±, a) = ∓
p!
(p− r)!(−1)
s2ap−r, (3.17)
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for some polynomial Gr. Then at a = 0 this gives
z
(r)
± (0)(−1)sΛs +Gr(z(r−1)± (0), ..., z±(0), 0) = ∓
p!
(p− r)!(−1)
s2ap−r|a=0. (3.18)
Thus we obtain z
(2r+1)
± (0) = 0 for all 2r+1 < p, since the polynomial Φ = Φ(z, a
2). Moreover,
using z−(0) = z+(0) we obtain z
(r)
− (0) = z
(r)
+ (0) for all r < p.
Consider the case r = p. Identity (3.17) implies
z
(p)
± (0)(−1)sΛs +Gp(z(p−1)+ (0), ..., z+(0), 0) = ∓p!2(−1)s, (3.19)
which yields z
(p)
± (0) =
p!
Λs
(Cp ∓ 2) for some constant Cp ∈ R. Using this and σs(a) =
[z+s−1(a), z
−
s (a)] = [z+, z−] and (3.9), (3.11) we obtain (2.17), (2.18).
Lemma 3.1. Let a Jacobi operator J : ℓ2 → ℓ2 is given by
(Jy)n = a
∗
n−1yn−1 + anyn+1 + vnyn, y = (yn)n∈Z ∈ ℓ2, an+p = an ∈ C, vn ∈ R, (3.20)
n ∈ Z, for some p > 1. Then
Ψ∗JΨ = J+, (J+y)n = |an−1|yn−1 + |an|yn+1 + vnyn, (3.21)
where the unitary diagonal operator Ψ is given by
Ψy = (unyn)n∈Z, un =
n∏
1
εj , n > 0, un =
n∏
1
εj, n < 0, εn =
{
an
|an|
if an 6= 0
1 if an = 0
. (3.22)
Proof. Direct calculations give (3.21).
4 Example for the case p = 1
In this section we consider the Jacobi operator J bk, k ∈ ZN given by
J bk =

... ... ... ... ... ... ...
... a v 1 0 0 ...
... 0 1 −v a 0 ...
... 0 0 a v 1 ...
... 0 0 0 1 −v ...
... 0 0 0 0 a ...
... . ... ... ... ... ...

, a = 2|ck|, v = v2n+1 = −v2n ∈ R, n ∈ Z, (4.1)
i.e., the case p = 1. The monodromy matrix M2 satisfies (see (3.13))
M2(z) =
(
ϑ2 ϕ2
ϑ3 ϕ3
)
=
(
0 1
− 1
a
z+v
a
)(
0 1
−a z − v
)
=
( −a z − v
−z − v z2−v2−1
a
)
. (4.2)
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Let ∆0 = TrM2
2
= z
2−v2−5
4
be the Lyapunov function for the case a = 1. This yields
∆k =
TrM2
2
=
z2 − v2 − 4c2k − 1
4|ck| =
∆0 + s2k
|ck| , ck = cos(b+
πk
N
). (4.3)
The periodic eigenvalues zb,±k,0 satisfy the equation ∆k(z) = 1 and anti-periodic eigenvalues
zb,±k,1 satisfy the equation ∆k(z) = −1 and they are given by
zb,∓k,0 = ±
√
v2 + (2|ck|+ 1)2, zb,±k,1 = ±
√
v2 + (2|ck| − 1)2. (4.4)
The spectrum of J bk has the form
σ(J bk) = [z
b,+
k,0 , z
b,−
k,1 ] ∪ [zb,+k,1 , zb,−k,0 ] = [zb,+k,0 , zb,−k,1 ] \ γk,1, (4.5)
where γbk,1 = (z
b,−
k,1 , z
b,+
k,1 ) is a gap. Note that
γbk,1 = (z
b,−
k,1 , z
b,+
k,1 ) 6= ∅, if |ck| 6=
1
2
. (4.6)
Let ck → 0. Then (2.17),(2.18) yield
|sb1| = zb,−k,1 − zb,+k,0 = −
4|ck|
w
+O(c2k), w =
√
1 + v2,
zb,−k,1 = −w +
2|ck|
w
+O(c2k), z
b,+
k,0 = −w −
2|ck|
w
+O(c2k). (4.7)
1. The operator H0, no magnetic field, b = 0. In this case using (4.4), (4.5), we obtain
z0,+k,0 < z
0,+
0,0 , z
0,±
0,0 = ±
√
v2 + 9, γk,1 = (z
0,−
k,1 , z
0,+
k,1 )
{
= ∅ if k ∈ {N
3
, 2N
3
}
6= ∅ if k /∈ {N
3
, 2N
3
} , (4.8)
and then
σ(H0) = σac(H
0) ∪ σpp(H0), σpp(H0) =
{
∅ if N
2
/∈ N
{±√1 + v2} if N
2
∈ N , (4.9)
σac(H
0) = [z0,+0,0 , z
0,−
0,0 ] \ γ(H0), γ(H0) =
{
∅ if N
3
∈ N
(z0,−m,0, z
0,+
m,0) 6= ∅ if N3 /∈ N
, (4.10)
for some m ∈ ZN , where roughly speaking m ∼ N3 .
2. Magnetic field, b 6= 0. Using i) of Theorem 2.1 we obtain σ(Hb+ piN ) = σ(Hb), b ∈ R.
Then we need to consider only the case b ∈ (0, π
N
). Using 2.1 we obtain
σ(Hb) = σac(H
b) ∪ σpp(Hb), σpp(Hb) =
{
∅ if ck 6= 0, all k ∈ ZN
{±√1 + v2} if ck 6= 0, some k ∈ ZN
, (4.11)
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σac(H
b) = [zb,+0 , z
b,−
0 ] \ γ(Hb), γ(Hb) = (zb,−1 , zb,+1 ), (4.12)
where γ(Hb) is the gap in the spectrum of Hb and
zb,+0 =
{
zb,+0,0 if b 6
π
2N
zb,+N−1,0 if b >
π
2N
, (4.13)
and
γ(Hb) = (zb,−1 , z
b,+
1 ), z
b,±
1 = ±
√
v2 + (2|ck| − 1)2, for some k ∈ ZN , (4.14)
where roughly speaking 2|ck| ∼ 1.
5 Proof of Theorems 2.3-2.6.
Proof of Theorem 2.3. In order to determine the asymptotics (2.21) we need the following
fact from the perturbation theory [RS]: Let A(t) = A0+tA1, t ∈ R, where A0 = A∗0, A1 = A∗1
are operators in C2p. Let µ be an eigenvalue of A0 of multiplicity 2 and let h
± be the
corresponding orthonormalized eigenvectors. Then there are 2 functions µ±(t) analytic in a
neighborhood of 0, which are all the eigenvalues. Moreover, µ±(t) = µ + µ
′
±(0)t + O(t
2) as
t→ 0, where µ′±(0) are the eigenvalues of P ∗A1P and P = (h−, h+) is the 2p× 2 matrix.
We determine the asymptotics (2.21) of zb,±k,n(t) for k ∈ Np, n 6= 0, p, 2p, the proof of
other cases is similar. We apply the perturbation theory to the operator K(±1, a, tv) =
K0(τ, a) + tB as t → 0, where K is given by (3.10) and a = 2|ck|. Recall that zb,±k,n(t)
are eigenvalues of K(±1, a, tv), (see (3.7)-(3.11)). The operators K0(±1, a) has eigenvalues
zb,+k,n(0) = z
b,−
k,n (0) = λ
±
n (a) (with multiplicity 2) and the corresponding eigenvectors
Z±k,n = Z
±
n (a), n ∈ Z2p−1, (5.1)
see Corollary 7.2 and (3.11), Then by this fact, the derivatives (z±k,n)
′(0) are eigenvalues of
the 2× 2-matrix P ∗k,nBPk,n, where Pk,n = (Z+k,n, Z−k,n) is the p× 2-matrix. Define the vectors
Fn = (2p)
−1(fj)
2p
1 , f2j+1 = τ
2j
n e
2i arg(2|ck|+τn), f2j = τ
2j
n , τn = e
ipin
p , j ∈ Np. (5.2)
Let v˜n = 〈v, Fn〉, n ∈ Np and v˜p+n = v˜p−n, n ∈ Np−1. Using (5.1), Corollary 7.2, (7.6) we
obtain
P ∗k,nBPk,n =
(
TrB 〈b, Fn〉
〈Fn, b〉 TrB
)
=
(
0 v˜n
v˜n 0
)
, where B = diag(vj)
2p
1 .
The eigenvalues of the last matrix have the form ±|v˜n|, which yields (z±k,n)′(0) = ±|v˜n|.
Recall that the orthogonal basis in Cp is given by en =
1
2p
(τ 2jn )
p
j=1, n ∈ Np, where τn = ei
pin
p
and the vectors v0 = (v2n)
p
n=1 and v
1 = (v2n−1)
p
n=1, vˆ
j
n = 〈vj, en〉, n ∈ Np, j = 0, 1. Then
(5.2) gives v˜n = vˆ
0
n + e
2i arg(a+τn)vˆ1n and we obtain (2.21).
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Let S(u1, .., up) = (up, u1, .., up−1) be a shift operator. If p∗ is odd, then p = p∗ and
v1 = S
p+1
2 v0 and using (2.20), we obtain
vˆ1n = 〈v1, en〉 = 〈S
p+1
2 v0, en〉 = 〈v0, S−
p+1
2 en〉 = 〈v0, τ p+1n en〉 = τ−p−1n vˆ0n = τ p−1n vˆ0n,
since τ pn = τ
−p
n . Then we get
vˆ0n + e
2i arg(2|ck|+τn)vˆ1n = vˆ
0
n(1 + τ
p−1
n e
2i arg(2|ck|+τn)).
Simple calculations gives: if 2|ck| 6= 1 and n ∈ Nk,p, then 1 + τ p−1n e2i arg(2|ck|+τn) 6= 0, and if
2|ck| = 1, then 1 + τ p−1n e2i arg(2|ck|+τn) =
{
6= 0 n is even
0, n is odd
.
Proof of Proposition 2.4. i) Consider the case p∗ is even. Denote z = (zn)
p
1 for z =
(zn)
p
1 ∈ Cp. Using (2.20), we obtain ep−n = en, n ∈ Np−1 and ep = (2p)−1(1, .., 1)⊤ ∈ Rp.
If v1 =
∑p−1
n=1 αnen + αpep, αn = αp−n 6= 0, n ∈ Np−1, 0 6= αp ∈ R, then v1 ∈ Rp
and vˆ1n = αn 6= 0, n ∈ Np, since {en}p1 is orthogonal basis in Cp. Consider v0 = −vˆ1pep,
then v0 ∈ Rp, since ep ∈ Rp and vˆ1p = αp ∈ R. Also vˆ0p = −αp 6= 0. Then the vector
v = (v01, v
1
1, .., v
0
p, v
1
p) ∈ Xp∗, since
∑p
n=1(v
1
n + v
0
n) = vˆ
0
p + vˆ
1
p = 0. Then Xp∗ 6= ∅. The proof of
the case of odd p∗ is similar. The statements ii) and iii) follows from Theorem 2.3, (2.24).
Proof of Theorem 2.5. i) Using (5.4), we obtain that (1− δ, 1 + δ) ∪ (−1 − δ,−1 + δ) ⊂
σ(J0k(0)) for any k ∈ NN−1 \ {N2 } and for some δ > 0. If k = N2 then we obtain σ(J0k(t)) =
σpp(H
b(t). Moreover, we have that σpp(H
b(t)) ∈ ((1− δ, 1 + δ) ∪ (−1− δ,−1 + δ)) for small
t, then in order to prove i) we have to show that there are no gaps in small neighborhood of
{±1}, i.e. we need to show that zb,±k,n 6∈ {±1}, i.e.
|2|ck|+ τn| 6= 1, n ∈ Np
or ∣∣∣∣2 cos kπN + cos nπp + i sin nπp
∣∣∣∣ = 1 + 4 cos kπN
(
cos
nπ
p
+ cos
kπ
N
)
6= 1
or
cos
nπ
p
+ cos
kπ
N
6= 0, (5.3)
since cos kπ
N
6= 0 for k 6= N
2
. The identity (5.3) holds true, since p and N are coprime.
ii) Consider the case σ(Hb(t))∩ [−ρ,−r] the proof of other cases is similar. Theorem 2.3
gives
σ(J0k (0)) = [−2|ck| − 1,−|2|ck| − 1|] ∪ [|2|ck| − 1|, 2|ck|+ 1], k ∈ ZN , (5.4)
which yields σ(J0N(0)) = [−3,−1] ∪ [1, 3] and
[−ρ− δ,−r + δ] ⊂ J0N(0), [−ρ− δ,−r + δ] ∩ J0n(0) = ∅, k ∈ NN−1
for some small δ > 0 (see (2.5) and before (2.27)). Then the spectrum in σ(J b(t))∩ [−ρ,−r]
has multiplicity 2 for all sufficiently small t and b. Also, using (2.23), we obtain z0N,n(0) ∈
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[−ρ,−r], 1 6 n 6 p
N
and z0N,n(0) 6∈ [−ρ,−r] for n > pN , which yield(2.27). The inequality|γN,n(t)| > 0 follows from Proposition 2.4.
iii) follows from (5.4), since σ(J0k (0)) ∩ [−r, r] = ∅ for any k and sufficiently small r > 0.
The proof of iv) is similar to the proof of ii).
Proof of Theorem 2.6. Recall that (J bk(t)y)n = an−1yn−1+ anyn+1+ tvnyn, y = (yn)n∈Z ∈
ℓ2, n ∈ Z, where a2n = 2|ck|, a2n+1 = 1. Using (3.10) we obtain
Kk(τ, a, tv) = t(B + εK
0(τ, a)), B = diag(vj)
2p
1 as ε =
1
t
→ 0, a = 2|ck|.
Then the perturbation theory [RS] for B + εK0(τ, a) gives
λn(t) = t(vn + εun,n + αnε
2 +O(ε3)), αn = −
∑
j 6=n
un,juj,n
vj − vn , uj,n = (e
0
j , K
0(τ)e0n),
where Be0j = vje
0
j and the vector e
0
j = (δj,n)
2p
n=1 ∈ C2p. The definition of uj,n yields
un−1,n = un,n−1 = an−1, un+1,n = un,n+1 = an, and un,j = 0 if |j − n| 6= 1.
These imply (2.30), since zb,±k,n(t) are eigenvalues of Kk(±1, a, tv).
We show (2.31) for the case v1 < .. < v2p, the proof of other cases is similar. Using the
identity 2∆k(z, t) ≡ 2∆(z, a, tv) = w−1 det(zI2p − K(i, a, tv)) (see reasoning between (3.7)
and (3.12)), where w =
∏2p
1 an = |2ck|pε2p, we obtain
2∆k(z, t) = w
−1 det(zεI2p − B + εK0(i, a)) = F0(λ) + εF (λ, ε)|2ck|p ε2p , λ =
z
t
= zε, (5.5)
where F0(λ) = det(λI2p−B) =
∏2p
j=1(λ−vj) and F is some polynomial of two variables λ, ε.
Let λ+(ε) = z
b,+
k,n−1(t)/t, λ−(ε) = z
b,−
k,n (t)/t for some n ∈ N2p. These λ±(ε) are the solutions
of the equation F (λ±, ε) = ±1, where F (λ, ε) = ∆k(z, t) and (2.30) yields λ±(ε) = vn+O(ε2)
as ε → 0. By the perturbation theory [RS], the functions λ±(ε) are analytic in some disk
{|ε| < r}, r > 0. Now we repeat the arguments from the proof of Theorem 2.2 after (3.15).
Differentiating (5.5) 2p times we obtain
(λ+)
(j)(0) = (λ−)
(j)(0), j < 2p, (λ+)
(2p)(0)− (λ−)(2p)(0) = (2p)!
En
,
i.e.,
|λ+(ε)− λ−(ε)| = ε
2p
En
+O(ε2p+1) as ε→ 0, En = 1
2|2ck|p
∏
j 6=n
(vn − vj),
which yields (2.31), since λ+(ε) = z
b,+
k,n−1(t)/t, λ−(ε) = z
b,−
k,n (t)/t. Using (2.30), we obtain
(2.32).
If |ck| 6= |ck′|, then (2.31) implies
σbk,n(t) ∩ σbk′,n(t) = [zb,+k,n−1(t), zb,−k,n (t)] ∩ [zb,+k′,n−1(t), zb,−k′,n(t)] = ∅
for sufficiently large t. This yields (2.33) for the second case. If k 6= k′ for k, k′ ∈ NN and
b /∈ π
2N
N, then |ck| 6= |ck′| and we obtain (2.33) for the first case.
Using (2.33), we obtain σ(J bk(t)) ∩ σ(J bk′(t)) = ∅, k 6= k′. Then σ(J bk(t)) has multiplicity
2 and σbk,n(t) has multiplicity 2.
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6 Armchair nanotube.
(3,1,0)
(3,0,1)
(3,1,1)
(3,0,2)
(2,1,0)
(2,0,1)
(2,1,1)
(2,0,2)
(1,1,0)
(1,0,1)
(1,1,1)
(0,1,0)
(0,0,1)
(−1,1,0)
b1
b2
b3
b1
b2
Fig 3. A piece of armchair nanotube.
Fig 4. 3D model of armchair nanotube.
We consider the Schro¨dinger operator Hb(v) with a real periodic potential v on the
armchair nanotube Γ ⊂ R3 in a uniform magnetic field B = B(0, 0, 1) ∈ R3, B ∈ R. Our
model armchair nanotube Γ is a graph (see Fig. 6) embedded in R3 oriented in the z-direction
e0. Γ is a set of vertices (atoms) rω connecting by bonds (edges) and
Γ = ∪ω∈Zrω, ω = (n, j, k) ∈ Z = Z× {0, 1} × ZN , ZN = Z/(NZ), (6.1)
where N is a number of vertices in any ring of nanotube. The detail information about 3D
coordinates of rω and about constants bj see in Appendix.
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Introduce the Hilbert space ℓ2(Γ) of functions f = (fω)ω∈Z on Γ equipped with the
norm ‖f‖2
ℓ2(Γ) =
∑
ω∈Z |fω|2. The tight-binding Hamiltonian Hb (where b = (b1, b2, b3)) on
the nanotube Γ has the form Hb = Hb0 + V on ℓ
2(Γ), where Hb0 is the Hamiltonian of the
nanotube in the magnetic field and is given by
(Hb0f)n,0,k = e
ib2fn+1,1,k + e
ib1fn−1,1,k−1 + e
ib3fn,1,k,
(Hb0f)n,1,k = e
−ib1fn+1,0,k+1 + e
−ib2fn−1,0,k + e
−ib3fn,0,k, f = (fω)ω∈Z ,
ω = (n, j, k) ∈ Z× {0, 1} × ZN (6.2)
and the operator V corresponding to the external electric potential is given by
(V f)ω = Vωfω, where Vn,0,k = v2n, Vn,1,k = v2n+1, k ∈ ZN , v = (vn)n∈Z ∈ ℓ∞.
(6.3)
1. The operator Hb is an orthogonal sum of Jacobi operators.
Theorem 6.1. Let v = (vn)n∈Z ∈ ℓ∞. Then the operator Hb is unitarily equivalent to the
operator ⊕N1 J bk, where J bk is a Jacobi operator, acting on ℓ2(Z)⊕ ℓ2(Z) and given by
(J bky)n = ayn−1 + a
∗yn+1 + dnyn, y = (yn)n∈Z ∈ ℓ2 ⊕ ℓ2,
a ≡ ak =
(
0 eib1sk
e−ib2 0
)
, s = e
2pii
N , dn ≡
(
v2n e
ib3
e−ib3 v2n+1
)
, n ∈ Z. (6.4)
Each J bk has absolutely continuous spectrum.
Proof of Theorem 6.1. We give compressed Proof because this one is similar to the Proof
of Theorem 2.1. Define the operator J b : (ℓ2)2N → (ℓ2)2N acting on a vector-valued function
ψ = (ψn)n∈Z ∈ (ℓ2)2N , ψn = (fn,0,k, fn,1,k)⊤k∈ZN ∈ C2N , by
(J bψ)n = ((H
bf)n,0,k, (H
bf)n,1,k)
⊤
k∈ZN
. (6.5)
Define the operator S in CN by Su = (uN , u1, . . . , uN−1)⊤, u = (un)N1 ∈ CN . Using (6.5),
(6.2), (6.3) and S∗ = S−1 we obtain
(J bψ)n = Aψn−1 + A
∗ψn+1 + Cnψn, where (6.6)
A =
(
0 eib1S
e−ib2IN 0
)
, Cn =
(
v2nIN e
ib3IN
e−ib3IN v2n+1IN
)
. (6.7)
The unitary operator S has the form S =∑N1 skPk, where
Se˜k = ske˜k, e˜k = 1
N
1
2
(1, s−k, s−2k, ..., s−kN+k)⊤
is an eigenvector (recall that s = ei
2pi
N ); Pku = e˜k(u, e˜k), u = (un)N1 ∈ CN is a projector.
Define the operators S˜ψ = (Sψn)n∈Z and P˜kψ = (Pkψn)n∈Z. The operators S˜ and J b
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commute, then J b = ⊕N1 (J bP˜k). Using (6.6), (6.7) we deduce that J bP˜k is unitarily
equivalent to the operator J bk.
Below we use notation a ≡ a(b, v) and dn = dn(b, v).
2. The spectrum of unperturbed operator H0.
We consider the case when all v2n+1 = −v2n = v˜ and b = 0, i.e. all Jk are 1-periodic
Jacobi matrices. For this case we denote a˜ = a(0, v), d˜ = dn(0, v). The monodromy matrix
for Jk is
Mk(z) =
(
0 I2
−(a˜)2 a˜(z − d˜)
)
=

0 0 1 0
0 0 0 1
−sk 0 −sk (z − v˜)sk
0 −sk z + v˜ −1
 .
The determinant is
Dk(z, τ) = det(Mk(z)− τI4) = τ 4 + τ 3(sk + 1) + τ 2sk(3 + v˜2 − z2) + τsk(sk + 1) + s2k
= s2k
(
τ˜ 4 + τ˜ 32ck + τ˜
2(3 + v˜2 − z2) + τ˜2ck + 1
)
= s2kτ˜ 2
(
(τ˜ + τ˜−1)2 + 2ck(τ˜ + τ˜
−1) + 1 + v˜2 − z2
)
=
= s2kτ˜ 2(τ˜ + τ˜−1 −∆−k (z))(τ˜ + τ˜−1 −∆+k (z)), where τ˜ = s−
k
2 τ and
∆±k (z) = ±
√
z2 − v˜2 − s2k − ck, where ck = cos
πk
N
, sk = sin
πk
N
. (6.8)
The spectrum of Jk is
σ(J0k ) = {z ∈ R : Dk(z, τ) = 0 for some τ ∈ S1} = (6.9)
= {z ∈ R : −2 6 ∆±k (z) 6 2} = (−σ1k) ∪ (−σ2k) ∪ (σ2k) ∪ (σ1k), where
σ1k = [
√
v˜2 + s2k,
√
5 + v˜2 + 4ck], σ
2
k = [
√
v˜2 + s2k,
√
5 + v˜2 − 4ck].
The spectrum of H is
σ(H) =
N⋃
k=1
σ(Jk) = [−
√
9 + v˜2,
√
9 + v˜2] \ (−|v˜|, |v˜|). (6.10)
In particular case, if v˜ = 0, then σ(H0) = [−3, 3].
3. Small 2p-periodic real potentials. We consider the case b = 0. Firstly let J ≡ J(q) :
ℓ2(Z)→ ℓ2(Z) is a p-periodic Shro¨dinger operator, i.e
(Jf)n = fn−1 + fn+1 + qnfn, f = (fn)n∈Z ∈ ℓ2(Z),
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where q = (qn)
p
n=1 ∈ ℓ∞R (Z) and qn+p = qn for all n ∈ Z. It is well known (see [KKu1]), that
the spectrum of this operator is absolutely continuous and has a form
σ(J) = σac(J) = ∪p1σn, σn = [z+n−1, z−n ], n ∈ Np, (6.11)
z+0 < z
−
1 6 z
+
1 < z
−
2 6 z
+
2 < ... < z
−
p . (6.12)
We denote z±n (q) ≡ z±n . Also we introduce spectral gaps γn ≡ γn(q) as
γn = (z
−
n , z
+
n ), n ∈ Np−1. (6.13)
If q = 0 then
z±n (0) = −2 cos
πn
p
, n ∈ Np−1, −z+0 (0) = z−p (0) = 2. (6.14)
For sufficiently small q we have (see [KKu1])
z±n (q) = −2 cos
πn
p
+ qˆ0 ± |qˆn|+O(‖q‖2), q → 0, n ∈ Np−1, (6.15)
z+0 (q) = −2 + qˆ0 +O(‖q‖2), z−p (q) = 2 + qˆ0 +O(‖q‖2), q → 0, (6.16)
where we denote qˆn = (q, eˆn), eˆn = p
−1(τ 2jn )
p−1
j=0, τn = e
ipin
p .
Introduce the set Ξp ⊂ Rp by
Ξp = {
∑
n6
p
2
αn(eˆn + eˆp−n), all αn 6= 0}. (6.17)
Now we compare the spectrum of H0zi(v) (zigzag) and H
0
ar(v) (armchair).
Theorem 6.2. i) Let v2n = v2n+1, vn+2p = vn for all n ∈ Z. Let vev = (v2n)p1 and J ≡ J(vev),
then
(σ(J) + 1) ∪ (σ(J)− 1) ⊂ σ(H0ar). (6.18)
ii) Let N ∈ 3Z and vn+p = vn for all n ∈ Z. Let v = (vn)p1 and J ≡ J(v), then
σ(J) ⊂ σ(H0zi). (6.19)
Proof of Theorem 6.2. i) In our case (see (6.4)) we have
aN(0, v) =
(
0 1
1 0
)
= C
( −1 0
0 1
)
C∗,
dn(0, v) =
(
v2n 1
1 v2n
)
= C
(
v2n − 1 0
0 v2n + 1
)
C∗
for some unitary matrix C (CC∗ = I2). Then J
0
N (see (6.4)) unitarily equivalent to (J(v
ev)−
I) ⊕ (J(vev) + I), where I is identity operator on ℓ2(Z). The statement ii) was proved in
Theorem 2.3 (see also Remark 2) on page 5).
For example we describe the spectrum of H0(v) (armchair) near z = 0 and near z = ±3
for small potentials v (recall that σ(H0(0)) = [−3, 3]).
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Theorem 6.3. Let v2n = v2n+1, vn+2p = vn for all n ∈ Z and denote vev = (v2n)p1. Let
p > 2N > 4 and r± = 2 cos
(
π
3
∓ 1
2N
∓ 1
6p
)
− 1. Then for sufficiently small v we have
σ(H0) ∩ [r−, r+] =
(
[r−, r+] \
⋃
|n− p
3
|6 p
2N
(γn + 1)
)
∪
(
[r−, r+] \
⋃
|n− 2p
3
|6 p
2N
(γn − 1)
)
, (6.20)
where first set and second set in the union has multiplicity 2. Also let
r˜− = 1 + 2 cos
(
π
2N
+
1
6p
)
, r˜+ = 1 + 2 cos
1
6p
.
Then for sufficiently small v we have
σ(H0) ∩ [−r˜+,−r˜−] = [−r˜+,−r˜−] \
⋃
16n6 p
2N
(γn − 1), (6.21)
σ(H0) ∩ [r˜−, r˜+] = [r˜−, r˜+] \
⋃
p− p
2N
6n6p−1
(γn + 1), (6.22)
where set on the right side has multiplicity 2. Moreover if vev ∈ Ξp then all |γn| 6= 0 in
(6.20)-(6.22).
Proof of Theorem 6.3. We consider only the statement (6.21), the proof of other
statements is similar. We have (see (6.14))
−3 > −r˜+ > z−1 (0)− 1 > z+[ p
2N
]
(0)− 1 > −r˜− > z+[ p
2N
]+1
(0)− 1 > (5 + 4c1) 12 > −1.
This inequalities shows (see (6.18)) that for sufficiently small v we have
σ(H0) ∩ [−r˜+,−r˜−] = σ(J0N) ∩ [−r˜+,−r˜−] = (σ(J)− 1) ∩ [−r˜+,−r˜−], (6.23)
since [−r˜+,−r˜−] ∩ J0k = ∅, k ∈ NN−1 (see (6.4), (6.9)). Using identities (6.23) and (6.11)-
(6.15) we obtain (6.21).
Let v be sufficiently small. We denote by Gar, Gzi is a maximal possible number of
the open gaps on the edge of spectrum, i.e. in the set σ(H0ar) ∩ [−3,−3 + α] and σ(H0zi) ∩
[−3,−3 + α] respectively, where α is a some sufficiently small value. Now we estimate Gar,
Gzi for sufficiently large period 2p.
Corollary 6.4. For sufficiently large p we have
Gar =
p
π
arccos
(
1− α
2
)
+ o(p),
Gzi =
p
π
arccos
(
1− 6α− α
2
4
)
+ o(p)
as p→∞.
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4. Large 4p-periodic real potentials. Now we consider Shro¨dinger operator H on
armchair nanotube with large periodic potentials. We show that in this case the structure
of the spectrum is the same in the essential as for zigzag nanotube (see Theorem 2.6), but
the Proofs are different.
Theorem 6.5. i) Let v = (vn)
+∞
−∞ be a 4p-periodic (p > 2) real potential such that vi 6= vj,
1 6 i 6= j 6 4p. Let σ(t) = σ(Hb(tv)) and σk(t) = σ(Jk(tv)). Then
σ(t) =
N⋃
k=1
σk(t), σk(t) =
4p⋃
j=1
σk,j(t), (6.24)
where intervals σk,j(t) satisfy
|σk,j| = 4
t2p−1
∏
n∈(Qi\j)
(vj − vn) +O(t
−2p), |σk,j − λ˜j| = O(t−3), t→∞, j ∈ Qi. (6.25)
Here λ˜j are defined in (6.44) and Qi are defined in (6.31).
Moreover, if v11 < v
1
2 < .. < v
1
4p and b is sufficiently small, then all intervals σk,j(t) are
disjoint for sufficiently large t.
Proof of Theorem 6.5. Recall that
a ≡ ak =
(
0 eib1sk
e−ib2 0
)
, s = e
2pii
N , dn ≡
(
v2n e
ib3
e−ib3 v2n+1
)
, n ∈ Z, aa∗ = I4.
(6.26)
Also we use notation dn ≡ dn(v), where v = (v1, .., v4p). The monodromy matrix for operator
Jk(v) is
Mk ≡Mk(z) ≡Mk(z, v) =M2p..M1, Mn =
(
0 I2
−a2k ak(z − dn)
)
. (6.27)
It is well known that
σ(J bk) = {z : det(Mk(z)− τ) = 0 for some τ ∈ S1}. (6.28)
Using (6.27) we obtain
Mk =
(
0 0
0 a2p(z − d2p)..a1(z − d1)
)
+
(
P1 P2
P3 P4
)
, (6.29)
where Pj ≡ Pj(z − d2p, .., z − d1) is a 2 × 2 matrix polynomial and degPj < 2p for all
j = 1, .., 4. Also, using (6.26) and periodicity of v, we deduce that
a2p(z − d2p)..a1(z − d1) = (det ak)p
( ∏
n∈Q1
(z − vn) 0
0
∏
n∈Q2
(z − vn)
)
+
(
Q1 Q2
Q3 Q4
)
,
(6.30)
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where Qj ≡ Qj(z − v4p, .., z − v1) are polynomials and degQj < 2p, sets Qj are
Q1 = ∪p−1j=0{4j + 1, 4j + 2}, Q2 = N4p \ Q1 = ∪p−1j=0{4j + 3, 4j + 4}. (6.31)
Let Dk(z, τ) ≡ Dk(z, τ, v) = det(Mk − τI2). Using (6.29)-(6.31) we get
Dk(z, τ) = τ
4+det apkτ
3(
∏
n∈Q1
(z−vn)+
∏
n∈Q2
(z−vn)+R1)+det a2pk τ 2(
4p∏
n=1
(z−vn)+R2) (6.32)
+τR˜1 + R˜2,
where polynomials
R1 ≡ R1(z− v4p, .., z− v1), degR1 < 2p, R2 ≡ R2(z− v4p, .., z− v1), degR2 < 4p, (6.33)
R˜1 ≡ R˜1(z − v4p, .., z − v1), R˜2 ≡ R2(z − v4p, .., z − v1). (6.34)
are not depended on τ . Let τ ∈ S1, z ∈ R, then it is well known, that the polynomial
D˜k(z) ≡ D˜k(z, τ) ≡ D˜k(z, τ, v) = (det a−2pk )τ−2Dk(z, τ) =
4p∏
n=1
(z − vn) +O(z4p−1), z →∞.
(6.35)
is real, since it has only real zeroes, because the spectrum of Jk is real. Let τ ∈ S1, z ∈ R,
then using (6.35), (6.32) and D˜k(z, τ) ≡ D˜k(z, τ), a∗k = a−1k we deduce that
R˜1 = det a
3p
k (
∏
n∈Q1
(z − vn) +
∏
n∈Q2
(z − vn) +R1), R˜2 = det a4pk . (6.36)
Substituting (6.36) into (6.32) and using (6.35) we deduce that
D˜k(z) =
4p∏
n=1
(z − vn) +R2 + 2Re(τ det a−pk )(
∏
n∈Q1
(z − vn) +
∏
n∈Q2
(z − vn)) (6.37)
+2Re(τ det a−pk R1) + 2Re(τ
2 det a−2pk ).
Now we denote a = 1
t
, λ = z
t
and Fk(λ) ≡ Fk(λ, a) ≡ Fk(λ, τ, a) = t−4pD˜k(z, τ, tv). Then,
using (6.37), (6.33), we deduce that
Fk =
4p∏
n=1
(λ−vn)+aG1(λ, a)+a2p2Re(τ det a−pk )(
∏
n∈Q1
(z−vn)+
∏
n∈Q2
(z−vn))+a2p+1G2(λ, a),
(6.38)
where G1, G2 are polynomials and G1 is not depended on τ . Let λj(a) ≡ λj(a, τ) be zeroes
of Fk(λ) such that λj(0) = v
1
j , these are analytic functions. Using similar arguments as in
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”zigzag case”, we deduce that derivatives (λj)
(r)(0) are not depended on τ for all j ∈ N4p,
r ∈ N2p−1 and
(λj)
(2p)(0) =
−2Re(τ det a−pk )∏
n∈(Qi\j)
(vj − vn) , where j ∈ Qi for some i = 1, 2. (6.39)
These yield
|λj(a, S1)| = 4a
2p∏
n∈(Qi\j)
(vj − vn) +O(a
p+1), a→ 0, (6.40)
where j ∈ Qi for some i = 1, 2. Let zj(t) ≡ zj(t, τ), j ∈ N4p be zeroes of Dk(z, τ, tv), then
zj = tλj and
|σk,j(t)| = |zj(t, S1)| = 4
t2p−1
∏
n∈(Qi\j)
(vj − vn) +O(t
−2p), t→∞, (6.41)
where the spectrum σ(Jk(tv)) = ∪4p1 σk,j(t). Introduce the C4p×4p matrices Lk(τ) ≡ Lk(τ, t)
and Bk(τ) ≡ Bk(τ, t) by
Lk = Bk + diag(tv) =

d a∗k 0 ...
ak
τ
ak d a
∗
k ... 0
0 ak d ... 0
... ... ... ... ...
τa∗k 0 ... ak d
+ diag(tv), (6.42)
where
d =
(
0 eib3
e−ib3 0
)
. (6.43)
Let λ˜j(t) ≡ λ˜j(t, τ) be eigenvalues of Lk, it is well known, that σk,j(t) = λj(t, S1). Then
perturbation theory gives us
λ˜j = vjt+ (Bkej, ej)− 1
t
∑
n∈N4p\j
(vn − vj)|(Bkej , en)|2 + ... = (6.44)
=
{
vjt− Vj,−1+Vj,1+Vj,3t − esk(Vj,−2Vj,−1Vj,1+Vj,1Vj,2Vj,3)t2 +O(t−3) j ∈ 2N
v1j t− Vj,−3+Vj,−1+Vj,1t − esk(Vj,−3Vj,−2Vj,−1+Vj,−1Vj,1Vj,2)t2 +O(t−3) j ∈ 2N+ 1
, t→∞,
where Vj,k = (vj+k − vj)−1, s˜k = 2Re(skei(b1+b2−2b3)).
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7 Appendix
Below we consider the unperturbed Jacobi operator J0(a) = J(a, 0) given by (see (3.7))
(J0(a)y)n = an−1yn−1 + anyn+1, a2n = a > 0, a2n+1 = 1, n ∈ Z, y = (yn)n∈Z. (7.1)
Lemma 7.1. The eigenvalues zsn and the eigenvectors e
s
n, (n, s) ∈ Np × N2 of the matrix
K0(eiφ, a), φ ∈ R ( given by (3.10)) have the forms:
if εn = a + e
irn 6= 0, rn = φ+2πnp , then
zsn = (−1)s|εn|, esn = (2p)−
1
2 (esn,j)
2p
j=1 ∈ C2p, esn,2j = (−1)seijrn, en,2j+1 = eijrn
εn
|εn| . (7.2)
If εn = 0, then the eigenvalue z
1
n = z
2
n = 0 has the multiplicity two and the corresponding
orthogonal eigenvectors are given by
e1n = (1, 1,−1,−1, 1, 1, ..)⊤, e2n = (1,−1,−1, 1, 1,−1, ..)⊤ ∈ C2p.
Proof. We need the simple fact. Let K0(τ)e = ze for some z, τ and the eigenvector
e = (fn)
2p
1 . Introduce two numbers f0 = τ
−1f2p, f2p+1 = τf1. Then
M2(z)(fn−1, fn)
⊤ = (fn+1, fn+2)
⊤, M2(z)
p(f0, f1)
⊤ = (f2p, f2p+1)
⊤ = τ(f0, f1)
⊤,
and (f0, f1)
⊤ is the eigenvector of the monodromy matrix M2 given by (4.2) at v = 0.
Conversely, let M2(z1)(f0, f1)
⊤ = τ(f0, f1)
⊤ for some τ, z1. We introduce the vectors
(fn+1, fn+2)
⊤ = M2(z1)(fn−1, fn)
⊤, n ∈ N2p−2. Then
K0(τ, a)e1 = z1e1, where e1 = (fn)
2p
1 . (7.3)
Recall that (see (4.3)) the Lyapunov function ∆2 (corresponding to M2) is given by ∆ =
1
2
TrM2(z) =
1
2a
(z2 − a2 − 1). Using these arguments we will determine the eigenvalues and
the eigenvectors of the matrix K0(τ, a). Firstly, let zs = zs(r) be solutions of the equation
∆(z) = cos r for fixed r ∈ R. Then (zs)2 = a2+2a cos r+1 = |ε|2, ε = a+ eir, which yields
z1 = −|ε|, z2 = |ε|.
We will determine the eigenvectors of the monodromy matrix M2(zs), s = 1, 2 for the eigen-
value τ = eir, since ∆(zs) = cos r. Firstly, if ε 6= 0, then we obtain
M2(zs)− eirI2 =
( −a− eir zs
−zs a + 2 cos r − eir
)
=
( −ε (−1)s|ε|
(−1)s+1|ε| ε
)
,
and the corresponding eigenvectors are given by
ηs =
(
ηs1
ηs2
)
=
(
(−1)s
ε
|ε|
)
, s = 1, 2. (7.4)
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Define the vectors es = (esn)
2p
1 by(
es0
es1
)
= ηs(r),
(
es2j
es2j+1
)
= M j2 (zs)
(
es0
es1
)
= eijrηs(r). (7.5)
Then using (7.3) we deduce that K0(eipr, a)es = zse
s, where identities (7.4), (7.5) give the
components of es by
es = (esj)
2p
j=1, e
s
2j = (−1)seijr, es2j−1 = eijr
ε
|ε| ,
which yields (7.2), since solutions of the equation eipr = eiφ has the form rn =
φ
p
+ 2πn
p
,
n ∈ Np.
Secondly, if ε = a+ eir = 0, then we deduce that a = 1, eir = −1, zs = 0, s = 1, 2 and the
matrix M2(zs) − eirI2 = 0. The corresponding eigenvectors have the forms η1 = (−1, 1)⊤,
η2 = (1, 1)⊤ and using arguments as above, we obtain the proof of the case ε = 0.
Corollary 7.2. The spectrum of the operator J0(a) given by (7.1) has the form
σ(J0(a)) = ∪2pn=1σ0n, σ0n = [λ+n−1, λ−n ], λ±n ≡ λ±n (a) = z±n (a, 0), λ−2p = −λ+0 = a+ 1,
λ±n = ν
±
n |a+ ei
pin
p |, ν±n = (±1)δn,p sign(n− p), n ∈ N2p−1, sign(0) = 1,
where λ±2n (and λ
±
2n+1) are all eigenvalue of the matrix K
0(1, a) (and K0(−1, a)) given by
(3.10). Corresponding eigenvectors of K0(1, a) (and K0(−1, a)) are given by
Z±n ≡ Z±n (a) =
1
(2p)
1
2
(f±j,n)
2p
j=1, f
±
2j,n = ν
±
n τ
±j
n , f
±
2j+1,n = τ
±j
n e
±i arg(a+τn),
τn = e
ipin
p , j ∈ Np, a+ τn 6= 0, (7.6)
and
Z+n = (2p)
− 1
2 (1, 1,−1,−1, 1, 1, ..)⊤, Z−n = (2p)−
1
2 (1,−1,−1, 1, 1,−1, ..)⊤, a+ τn = 0,
and λ−n (a) = λ
+
n (a), n ∈ N2p−1 \ {p} has multiplicity two. Also λ−p (a) < λ+p (a), a 6= 1 and
λ−p (1) = λ
+
p (1). The vectors Z
+
n and Z
−
n , n ∈ N2p−1 are orthogonal.
Proof follows from Lemma 7.1. In particular, we have the following identity (2p)〈Z+n , Z−n 〉 =
(1 + e2i arg(a+τn))
∑p
j=1 τ
2j
n = 0.
3D coordinates of rω and bj in the case of armchair nanotube. We rewrite similar
formulas from [BK] adapted for our case
rn,j,k = (R cosαn,j,k, R sinαn,j,k, nh), n ∈ Z, j ∈ {0, 1}, k ∈ ZN , (7.7)
where
α2n,j,k =
2π(k − n)
N
+ α0,j, α2n+1,j,k =
2π(k − n)
N
+ α1,j,
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α0,0 = 2β˜, α0,1 =
2π
N
, α1,0 = β˜ − α˜, α1,1 = π
N
,
sin α˜ =
1
2R
, sin β˜ =
1
R
, R =
√
cos π
N
+ 5
4
sin π
N
,
h =
√
2 +R1R2 − 2R2, Rej =
√
(j˜R)2 − 1, j˜ = 1, 2,
and the magnetic constants are
b1 = b2 =
B(R2 − R1)
4
, b3 = −BR2
4
. (7.8)
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