Automatic terminology processing appeared 10 years ago when electronic corpora became widely available. Such processing may be statistically or linguistically based and produces terminology resources that can be used in a number of applications : indexing, information retrieval, technology watch, etc. We present the tools that have been developed in the IRIN Institute. They all take as input texts (or collection of texts) and reflect different states of terminology processing: term acquisition, term recognition and term structuring.
INTRODUCTION
The terminology of a domain is an important resource for researchers from different areas: lexicographers, translators, and also domain specialists (engineers, technicians, redactors of technical documentation, etc.). In addition, specialists in Natural Language Processing have realized that this knowledge could be useful for a numbes of other applications, such as indexing, automatic or machine-aided translation, text generation, semi-automatic abstraction, edition of hypertext systems, ontology building, etc. However, collections of terms are rare because they are difficult to constitute: terminologists have to study large amounts of documentation about the targeted domain to extract the terms, give their definition, and structure them following a hierarchical classification. In the 90's, the compilation of large electronic corpora made it possible to build systems to carry out different tasks in terminology processing automatically, especially terminology acquisition, terminology recognition, and terminology structuring. We present three tools which can assist in these different terminology processing tasks, and we observe their capability of multilingual terminology processing.
TERM ACQUISITION
Many different professional groups are interested in the automatic acquisition of terminology through corpus exploitation to achieve a number of goals: building of glossaries, vocabularies and terminological dictionaries, text indexing, automatic translation, building of knowledge databases, edition of hypertext systems, etc. The appearance of large electronic corpora in the 90s rendered the development of terminology extractors which can assist terminological work. The systems we present analyse electronic texts issued from a specialised domain and produce a list of candidate-terms. These candidate-terms have to be validated by a terminologist or a specialist of the domain). These systems are especially designed for two tasks:
Terminology mining
Terminology mining refers to several functionalities:  To propose a list of candidate-terms ranked from the most representative of the corpus to the least. This list could be used to build specialised dictionaries relative to a new domain;  To propose a list of candidate-terms for which a morphological variation has been encountered and thus reflect a more advance lexicalisation. This list could be added to update an existing reference list.
Automatic Indexing
Automatic Indexing is a subtask of information retrieval which assigns an indexing language to texts (ref. 
ACABIT
ACABIT is a term extractor which takes as input a tagged corpus with part of speech and lemma which has been structured with XML tags to identify the main parts of the text: title, abstract and sentences. ACABIT proposes as output a rank list of multi-word terms for each text. Candidate-terms which are extracted from the corpus belong to a special type of co-occurrence:  the co-occurrence is oriented and follows the linear order of the text;  it is composed of two lexical units which do not belong to the class of functional words such as prepositions, articles, etc.;  it matches one of the morphosyntactic patterns of what we will call ''base terms'', or one of their possible variations.
The patterns for base terms are: The program scans the corpus, counts and extracts collocations whose syntax characterizes base-terms or one of their variants. This is done with shallow parsing using local grammars based on regular expressions (ref. 10) . These grammars use the morphosyntactic information associated with the words of the corpus after tagging. The different occurrences are grouped as pairs formed by lemmas or morphologically derived lemmas obtained though a morphological analysis of the candidate-term.
These pairs are sorted following an association measure which takes into account the frequence of the co-occurrences. In addition, ACABIT proposes semantic classes of candidate-terms based on the study of relational adjectives.
ANA
ANA is a term extractor which takes as input a raw data corpus and proposes as output a rank list of terms for each text or for the entire corpus. This system has been specially design to treat bad quality corpora (for instance written in telegraphic style) which can not be tagged. It does not make any hypothesis on the form of terms.
This incremental system uses a bootstrap (a few frequent terms), a list of functional words, and a list of lexical scheme words. The system 1. recognises the terms in the texts (and the candidate-terms) included in the bootstrap, 2. collects the context of these recognized terms (through a window of n words), 3. studies these contexts to infer some candidate-terms which will be included in the bootstrap, 4. returns to step 1 unless a stop condition is filled (for instance, there is no more discovery of candidate-terms).
The inference of new candidate-terms follows three patterns. We illustrate their presentation by examples where terms are written in capital letters, functional words belong to the set {"a" "any" "for" "in" "is" "may" "of" "or" "the" "this" "to"}, there is one lexical scheme: "of", and six terms constitute the bootstrap: "WOOD" "COLOUR" "BEECH" "TIMBER", "DIESEL", "ENGINE". 1. Two terms (or candidate-terms) of the bootstrap appear in the same window A candidate-term is qualified when two existing terms (or candidate-terms) of the bootstrap appear frequently with almost the same arrangement. The most frequent arrangement becomes a candidate-term Example : ... "the" "DIESEL", "ENGINE" "is" ... … "this" "DIESEL", "ENGINE" "has" ... ... "a" "DIESEL", "ENGINE" "never" ... The study of these three contexts of "DIESEL" and "ENGINE" will qualify "DIESEL ENGINE" as a candidate-term. 2. A term (or candidate-term) of the bootstrap and a lexical scheme word appear in the same window A candidate-term is qualified when a term (or candidate-term) of the bootstrap appears frequently with a lexical scheme word and with a word. This word then becomes a new candidate-term. .. The study of these contexts will qualify "SHADE" as candidate-term. 3. A term (or candidate-terms) of the bootstrap without any lexical scheme nor second term A candidate-term is qualified when a term (or candidate-terms) of the bootstrap appears frequently with a word without any lexical scheme word nor second term.. This word then becomes a new candidate-term. Example : ... "use" "any" "soft" "WOODS" "to" "make" "this" ... ... "buy" "this" "soft" "WOODS" "or" "plastic" "for" ... ... "cheapest" "soft" "WOODS" "comes" "from" ...
The study of these contexts will qualify "SOFT WOODS" as a candidate-term.
Thus, the ANA system is capable of extracting single-word terms and multi-word terms. It can also enrich an existing terminology. The adaptiveness of the system to the corpus (and to the language of the corpus) is improved by the possible inference of the lexical scheme words as has been suggested in previous work (ref. 11).
TERM RECOGNITION
In a corpus, terms do not always appear with the reference form. For instance, we can meet some slight variations due to diacritic signs (accent, hyphenation) or in the plural, but also some deep variations are not so rare as the transformation of a compound word into a verbal form.
It is now admitted that variations represent 25% of the occurrences of terms. It is especially important to identify them for indexing, or for text mining.
Surprisingly, research especially dedicated to this area had been rare over the last 20 years. We can cite Jacquemin who worked specifically on the recognition of terms and their variations and built the FASTR system based on a fine linguistic study (ref. 12) . In English, in addition to common linguistic variations (singular/plural for instance), four types of term variations can be recognized: coordinations (recognition of simple and complex terms is the coordination of recognition of simple terms and recognition of complex terms), modifications/substitutions (book on heart malformations and book on malformations), permutations (blood flow or flow of blood), and morphosyntactic variations (colourless eyes, eyes without colour). . The FASTR system uses the formalism of unification grammar in which lexical rules are composed of lists of constraints on features and of a structure on categories which is out of context. The rules impose some constraints that must be respected, for example, genre and number. In addition to this basic formalism, meta-rules allow the manipulation of the lexical rules.
Flexible-equality of terms
The flexible-equality of terms (ref. 13 ) is a mathematical operator which determines if two terms should be considered as equivalent. This operator uses a list of functional words (empty words) and depends on a parameter : k.
Flexible-equality of strings
The flexible-equality of two strings w and w' is based on the calculus of the minimum editing distance (ref. 14) .
with  w n,m being the sub-string beginning at the nth letter and finishing after the mth letter of the word w.  dist(x, y) = 1 if x = y = 0 otherwise  q : cost of the insertion / deletion of one letter,  p : cost of the substitution of one letter by another. Generally, a substitution is considered as a deletion followed by an insertion, thus p=2q. This algorithm has a high complexity: (n 3 ). It can be easily transformed into another algorithm with a (n 2 ) complexity by using a vector to memorize intermediary results (ref. 15 ).
We define the weighted distance (WD) of two words w and w' as the minimum editing distance weighted by the sum of the length of the two words.
WD(w, w') = dist(w, w') /(|w| + |w'|) with  |w| the length of the word w (in number of letters)
Segmentation of the strings into words
The segmentation of a string into words is processed through the definition of a list of symbols which can be encountered in a string. This list includes all the letters of the considered alphabet (minuscules, majuscules and accentuated ones), the digits, and sometimes the minus charactere '-'. A term X is defined as an ordered list of words x i : X = x i,n . example: "colour of a hammer" is considered as the ordered list ("colour", "of", "a", "hammer")
Deletion of the functional words
Functional words (empty words) are defined in the list. In English we would find in this list articles ("a", "the", "this", etc.), prepositions ("of", "through", etc.), pronouns ("they", "who', etc.), etc. We call restriction of a string X, and note R(X), the ordered list of words of X which are not functional words. example: X = "colour of a hammer" R(X) = ("colour", "hammer") "of" and "a" being functional words.
Respective comparisons of the words
Two strings are flexible-equal (noted '||~') if the words of their restriction are flexible-equal. example: Here there is an m forgotten in hamer in the string Y X = "colour of a hammer" R(X) = ("colour", "hammer") Y = "colour of any hamer" R(Y) = ("colour", "hamer") ("colour" |~ "colour" and "hammer" |~ "hamer")
We define the distance (D) between two terms X and Y as the average of the distances between their restriction, words being compared respectively to their rank. This definition is useful when several candidates are flexible-equal. In such a case the one with the smallest distance will be chosen. In the field of terminology structuring, the main direction of research is the semantic classification from distributional analysis. Generally speaking, these methods are robust to extract classes between words, but have some disadvantages:
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