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ABSTRACT 
A graph-theoretic approach is used to characterize (O,l)-matrices which are 
inverses of M-matrices. Our main results show that a (0, 1)-matrix is an iDverse of an 
M-matrix if and only if its graph induces a partial order on its set of vertices and does 
not contain a certain specific subgraph. 
1. INTRODUCTION AND NOTATION 
Let R WI denote the set of all real n x n matrices, and let Z”*” denote the 
subset of R WI defined by 
Z”*n=(A=(a,i)ER”*“~a,i<Ofori#i). 
A matrix in Z”*” is said to be an M-matrix if A can be represented as 
A=sZ-B, 
where B is a nonnegative matrix and s 3 p(B), p the spectral radius of B. For 
a nonsingular M-matrix A it follows from the Perron-Frobenius theory that 
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necessarily s > p(B). Fan [Z] has shown that a matrix A in Z”*” is a 
nonsingular M-matrix if and only If A is a nonsingular and A - ’ is nonnega- 
tive, This characterization is often used in the literature as the definition of 
nonsingular M-matrices. 
It is well known that tie set of all lonsinguls M-matrices forms a proper 
subset of the set of ;;pll ~mnkotone mattices, that IS, the set of all nonsingular 
matrices in R”?” wl 0s~ il verses are nonnegative. Nonsingular M-matrices 
have been extensiveiv .,tu*Aied because of their importance in a variet;y of 
disciplines. A recent stitvey article by Plernrllons [lo] reflects this situation. 
Much less is knowta ai!out the problem of identifying those nonnegative 
matrices whose inverses are M-matrices. For special classes of matrices this 
problem has been studied by Markham [8], Willoughby [13] and recently by 
Johnson et al. [5]. In th- is paper we propose to study and characterize the 
(0, 1)-matrices whose inverses are M-matrices. Most our results are obtained 
by graph-theoretic methods. 
We shall adopt the standard notation of matrix theory as employed by 
Marcus and Mint [fl. Let A = (n,). Then A,, is the cofactor corresponding to 
(i, ijth entry. Thus if A is a nonsingular M-matrix, so that all its principal 
minors are positive (e.g. [3]), it follows that the (i, j)th element of A -I is 
positive if and only if A,, > 0. For an integer p,al;p) will denote the (i, i)th 
entry of AP, where A E R”*“, while for a reaf vector x, x > 0(x 2 0) will 
denote a real n-vector whose components are all positive (nonnegative), and 
(x)~ will denote the k-th component of x. The number of elements of a set S 
is denoted by 1 S 1. 
DEFINITION. A matrix A E R”*” is essentiully triungulur if for some 
permutation matrix Y, P - 'AP is a triangular matrix. 
Graph-theoretic terms are taken from [l]. In particular a l-graph is 
defined in [l, p. 41. Let H be a subgraph of a complete l-graph G. Then the 
transitive closure @ of H is the intersection of all transitive subgraphs of G 
containing H. Thus H is transitive if and only if it equals its transitive 
closure. 
Let A be a matrix. Its associated graph G(A) is a l-graph such that 
(i,i) E G(A) = G if and only if ,u,~#O. A path of length s, s being the number 
of directed edges in the path [a path from vertex i to vertex i; a path of 
length s from i to i] will be called respectively an s-path [(i,i)-puth,(i,i(s)- 
path]. For G = G(A),E = E(G) denotes the set of edges of G, and G denotes 
the graph G minus its loops. 
Finally let o be a permutation function on a set of objects X. Then for 
XEX, 
%(x)=Q(o(x)),..., %(X1 = &- 1(x))* 
THE INVERSE M-MATRIX PROBLEM 43 
2. SOME GENERAL RESULTS 
THEOREM 1. Let A be an M-matrix of order n with all its principal 
minors of order n - 1 positive. Then A, > 0 if and only if (i,i) belongs to the 
transitive closure of G(A). 
Proof. Case 1: A is nonsingular. Then the following expansion of A -I 
is valid (see for example [ll, p. 831): 
A-1=:(s&B)-1= g B’, 
y=(J sy+l 
Then A, > 0 for i #j if and only if b$) > 0 for some 9. Let now 9 be such that 
b/P’ >O. The graph-theoretic interpretation of this is that G(B), and hence 
also G(A), contains an (i, j]9)-path, or equivalently (i, j) E E 
Case 2: A is singular. Suppose A reducible. Let A = P - ‘CP, with 
C= 
Al A2 1 1 4 4 ’ A,=0 and O=]A(=]C(=]A,((A,], 
so that ]A, I =O or ]A41 = 0. Without loss of generality we may assume 
I4l =a Then lAlll = IO%1 IA.4 =Oy a contradiction, so that A is irreduc- 
ible. Since A is a singular M-matrix, we have A = sl- B with B nonnegative 
irreducible and s =p(B). By a result of Frobenius [4, p, 4601 we have 
adjA > 0, so that G(adj A) is the complete l-graph of order n. But A is 
irreducible. Then G(A) is strongly connected. The transitive closure of a 
strongly connected graph is a complete l-graph. This proves case 2 and 
completes the proof of the theorem. ID 
In the sequel, with the exception of Corollary 3, (which could be proved 
under more general assumptions), only the nonsingular case of Theorem 1 
will be used. 
COROLLAR\ 1. Let A be J nonsingular M-matrix. Then a!,- ‘) > 0 if and 
only if (i,i) belongs to the transitive closure of G(A). 
The following corollary to Theorem 1 is implicit in a result of Frobenius 
[4, Sec. 41. We think it worth the while to state it explicitly. 
COROLLARY 2. Let A be a nonsingular M-matrix. lkm A-’ is either 
pmitive or reducible. 
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COROLLARY 3. Let A satify the conditions of Theorem 1. T&n A hi a 
positive diagmd. 
Proof. Consider qi. We have 
&se 1. a&= 0 for all k, k=l,..., 7t. Then adjA cannot have a positive 
diagonal, a contradiction. 
Case 2. a,k= Ofor some k(). If k,= i, there is nothing to prove. If k,#i, 
then we have that 
5 aikAkok =O. 
k=l 
Since C&Ak& < 0 for all k fi, and since for k = b, a,,A@ <O, we must have 
that UiiAkQ > 0, so that ai, > 0. I 
The folIowing lemma, which served in the original proof of Theorem 1, 
might stilI be worth mentioning, since it is of a more general nature and 
since it leads to a characterization for a matrix in Z”-” to be a nonsingular 
M-matrix. 
LEMMA 0. Let A be an n x n matrix over the complex field, and bt 
%i #O fop some integers i, i, i #i. Then there is a sequence i = 
q’&...,x+~,31, = i such that a,,,+, #Ofmall k, l<k<r. 
Proof. The element 4i, i #j, is built from the minor whose products are 
of the form (- l)‘+$a,, with u#j and u#i. Since %#O, there is at least 
one product that does not vanish. Choose such a product. There are n - 1 
factors. By inserting a factor Git = 1, Aif is not affected. 0n the other hand the 
particular product defines a permutation o on { 1,. . . , n}. In this permutation 
i and i are in the same orbit and henoe at(i) = i for some t, so that 
Q1.o(l),a~(,),aor;i)y.‘. ‘%,_,(1)&(i) are all different from zero, and hence the theo- 
rem. 
COROLLARY 4. Let A E Z”>“. Then A is a nonsingular M-matrix if and 
only if there exist-s a vector x > 0 such that: 
(a) Ax>Oand 
(b) Whenever (Ax),=0 for some index iE(l,2,...,n}, there exists an 
index ibid Such that pi >O. 
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Proof. The proof follows by simple considerations involving Lemma 0, 
Theorem 1 (case 1) and condition & of Theorem 1 in [lOJ (see also [12]). 
3. (0, I)-MATRICES 
Let S be a set. A partial or& defined on the set S will mean a binary 
relation which is transitive and reflexive and such that if (x, y) and ( y,x) are 
both elements of the relation where x, y E S, then x= y. 
It follows from Corollary 1 that if A is an essentially triangular nonsingu- 
lar M-matrix, then G(A -‘) is a partial order defined on its set of vertices. 
Reverting the problem, we may say that a necessary condition for a nonnega- 
tive, essentially triangular matrix to be an inverse of an I%&matrix is that the 
graph associated with the given matrix is a partiaI order defined on the 
vertices of the graph. This necessary condition turns out not to be sufficient 
even if we restrict ourselves to (0, I)-matrices, as the following matrix 
reveals: 
G(A)= 
If however we agree to ban such a (4,5)-graph (see [6, p. 228, No. 34]), with 
loops attached to all vertices, as a “forbidden” subgraph, then such a 
modified condition becomes both necessary and sufficient. We shall refer to 
this forbidden subgraph as a bu&k. We then have 
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THEOREM 2. An essentially triangular (O,l)-matrix is r,n inverse of an 
M-matrix if and only if the associated graph is a partial order containing no 
buckle CIS an induced subgraph. 
We first prove a lemma. 
LEMMA 1. Let N=={l,..., n> be a totally ordered set, and let s,t be 
elements of N with at least one element between them. Then the number of 
odd (s, Q-paths equals the number of euen (s, Q-paths. 
Proof We may assume the order to be the natural order. Let d = t - s 
> 0. By assumption d > 1. The number of (s, tlk)-paths is clearly 
is well known that 
which proves the lemma. Is 
We now turn to the proof of Theorem 2. Let F be an essentially 
triangular (0, 1)-matrix. 
Without loss of generality we may assume F to be strictly lower triangu- 
lar. [Otherwise relabel the vertices of G(F).] We may write F = I+ B, where 
B is a nilpotent (0, l)-matrix, Then 
so that F - ’ is an N-matrix if and only if 
0) 
The graph-theoretic interpretagon of (1) is that J:,‘)< 0 if and only if the 
number of odd (i, i)-paths in G(B) and hence in G(F) is greater than the 
number of even (i, j)-paths. Let G(F) be a partial order without a buckle. 
Suppose there are more even than o_dd (i, j)-paths. Let i = x0,x1,x2,. . . ,x, = j 
be a maximal (longest) (i, j)-path in G(F). Then x,,, . . . ,xk is a totally ordered 
subset, and by assumption we have k > 1. By Lemma 1 the number of even 
(i, j)-paths within the totally ordered subset equals the number of odd paths 
within the same subset. Then there is an even (i, j)-path (and hence a path of 
length 2) not involving any of the xv, B = 1,2,. . . , k - 1. Let (i, y, j) be such a 
path. If y is not adjacent to some 5, Y = 1,2, _. . , k - 1, then (i, xy, y,i} forms a 
buckle in G, a contradiction, so that y is adjacent to xV for evt:ry Y, 
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V= 1 , . . . , k - 1. Thus either ( y, x,) E E or (x,, y) E E for v = 1,. . , , k - 1. Since 
( y,xk) E E, there is a smalles; integer p (1 < p G k) such that ( y. x,) E E, Put 
i=x,.Since(x,,y)fE,(x,,...,x,_,,y,x, ,..., ~,Jisapathoflengthk+linG,, 
a contradiction. It follows that there are no more even than odd (i, j)-paths, 
and hence F-i is an M-matrix. 
Suppose that either G(F) is not a partial order or G(F) has a buckle. In 
the first case, by Corollary 1, since F - ’ is essentially triangular, it is not an 
M-matrix. We now assume that G(F) contains a buckle. Define W(i, j) = {v/i 
>u >i}. Two disjoint (i, j)-paths are called unrelated if except for the end 
vertices no element of one path rbelonging to W(i, i)] is related to any 
element of the other path. Choose i, i such that i, i,x, y form a buckle a,nd 
1 W( i, i)l is minimal in G(F). Let p and 9 be maximal (i, j)-paths containing x 
and y respectively. Suppose p and 4 are not unrelated. Let a E p, b E q and 
Q > b. If x >a, y > b, then replace i by b and 1 W(i, b)l < 1 W( i, i)l, a contradic- 
tion. Every other situation will similarly lead to a contradiction, so that we 
deduce that p and q are unrelated. It follows that if i >i are such that W(i, i) 
is minimal with a buckle, then all the distinct maximal (i, /)-paths are 
mutually unrelated. Now choose i, i such that W( i, i) contain a buckle and be 
minimal. Let pl,p2,. . ., pk be the distinct maximal (i, j)-paths. W&n p,, the 
number of even (i, j)-paths equals the number of odd (i, $-paths. However, 
each of them contains the (i,i(l)-path (i,i). That means that all in all the 
number of even (i, j)-paths exceeds the number of odd (i,i)-paths by pre- 
cisely k - 1. Then A- ‘) > 0, and so F -i is not an M-matrix. This proves the 
theorem. 
Theorem 2 may be restated in the form of 
THEOREM 2’. An essentially triangular (0, I)-matrix F is an inverse of an 
M-matrix if and only if the associated graph is a partial or&r and for every 
i,i,k if an (i,ilk)-path in G(F) is a maximal (i,j)-path, then it is a unique 
k-path. 
THEOREM 3. If F is an essentially triangular (0, I)-matrix whose inverse 
is an M-matrix, then A, (-‘I<0 if and only if (i,ij is an edge of G(F) 
belunging to a maximal path. 
Proof. As in the proof of Theorem 2, we write F= Z+ B. The condition 
for F - ’ being an M-matrix is (I), which may be written as 
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Equality for som3 off-diagonal element (1, j) implies j$- I) = 0, whereas strict 
inequality implies fi:- ‘) < 0. 
Case 1. The edge (i, 1) 4 G(F). Then, since F is I b partial order, there is no 
(i, j)-path in G(F), anc’l hence b(F) =0 for every k, SG that equality prevails in 
(2) and so $-‘)==O. 
‘1 
Case 2. The edge (i, j) E G(F) but the edgt does rmt belimg to a maximal 
path. Then there is a maximal (i, jlr)-path. It ‘e%ows that r > 1. Then by the 
prc&of of Theorem 2, the number of even (i,i)-paths equals the number of 
odd (i, j)-paths, so that we get equality in (2) and hence fr:-r) ==O. 
Care 3. (it{) f G(F) belongs to a maximal path in G(F). Then (i, j) is the 
unique (i, j)-path and is of length one, which is odd, and hence f;‘i- I)< 0. This 
proves the theorem. m 
COOLLY 5. Zf F is ma essentially ttiflgular (O,l)-matix whose 
inuerse is an M-matrix, then the off-diagonal nonzero elements of the 
M-matrix are all eqwll to - 1. 
Proof, Since F is a (0, l)-matrix, we have fir- ‘) fctr i #i equal to the 
number of even minus the number of odd (i, /)-paths. The proof is now 
inherent in case 3 of the proof of Theorem 3. n 
Let !& denote the set of essentially triangular M-matrices with diagonal 
entries equal to 1 and off-diagonal entries equal to 0 or - 1. WC now have 
THEOREM 4. A t essentially triang#ut M-ma&ix A is the inverse of a 
(0, I)-matrix if an: r aly_if A E C, and G(A) regarded as an, undirected graph 
is a forest. The grtip G(A) is then a spanning forest of G(A-‘). 
Proof. Let A -’ be a (0, l)-matrix. Then for i#/ we ha\e arr equal to the 
number of even minus the number of odd (i, j)-paths in G(A -I). Applying 
case 3 of the proof of Theorem 3, we deduce aii = - 1 if uii#O, so that 
AE&. Then we may write A= I- B, where B is a nilpotent (0, l)-matrix. 
We have 
A-‘=(z-B)-‘=z+B+B2+.‘.. (3) 
But A- I too is a (0, l)-matrix. Then G(A) has the unique path property and 
hence is a forest, 
Now let A E q, be such that e(A) is a forest. Then e(A’ has the 
unique-path property. Since we may apply (3), it follows that A -’ is a 
(0, l)-matrix. This completes the proof of Theorem 4. 
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Can a (0, Ij-matrix which is not essentially triangular be the inverse of an 
M-matrix? The amwer is negative, as the following theorem states. 
THEOREM 5. If F is a (0, I)-matrix whose inverse is an M-nmtdx, then F 
is essentially tiangular. 
Proof. We may assume F to be of order greater than one. By Corollary 
2, F is either positive or reducible. If I; is positive, then it is singula, since it 
is a (0, I)-matrix. If it is reducible, then by Theorem 1 it is permutationally 
equivalent to a direct sum of complete blocks of ones, the blocks being 
either square or triangular. 11’ no square block is of order at least 2, then F is 
essentially triangular. If there is a square block of order at least 2, then F is 
singular. This proves the theorem. e 
We can in fact prove more. L.et 2, be the set of all A = (a,J E ST”*” wi& 
u,, = 1 and Ui,=O or ail= - 1 for i #i. 
THEOREM 8. If A E &_,, then A is a nonsingular M-matrix if and only if 
it is essentially triangular. 
Proof. If A is essentially triangular, the theorem follows immediately 
from [9] (see also [lo, Condition A,]). Suppose A is not essentially triangular. 
Then G(A) has circuits of length at least 2. Assume that A is a nonsingular 
M-matrix. Since A is nonsingular and A E Z,, we may write A = I - B. Then 
p(B) < 1 and hence 
A-& 2 Bk_ 
k-0 
Except for loops, G(B) has the same circuits as G(A). Therefore B is not 
nilpotent. Since the entries of B k are either zeros or natural numbers with at 
least two of them different from zero, some of the entries of the ir&nite sum 
will become infinite, a contradiction, so that A is not an M-matrix. This 
proves Theorem 6. 
We are now able tc extend the result of Theorem 2 as follows: 
THEOREM 7. (i) A (& 1) matrix F is an inverse of an M-matrix if and 
only if G(F) induces a partiul order on its mdces containing m buckles as 
induced subgraphs. 
1 
(ii) If F is a (0, l)-~~~~ttix such that F -’ is an V-matrix, then F - 1 E 2,. 
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Proof. (i) Let F be a nonsingular (0, 1)-matrix. If F is essentially triangu- 
lar, then this is Theorem 2. If F is not essentially triangular, then it follows 
from Theorem 5 tiiat F is not an M-matrix. 
(ii) Let F be a (0, I)- matrix which is an inverse of an _&f-matrix. Then by 
(i), F is essentially triangular, Applying now Corollary .i, we obtain (ii). 
In conclusion it should be pointed out that the results obtained here 
apply also to any nonnegative matrix which is a product of a (0, I)-matrix and 
a positive diagonal matrix. 
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