ABSTRACT This paper presents the near-IR imaging observations of CB 107, a small dark globule projected against a rich stellar background. By means of accurate photometry, the near-IR two-color diagram J À H versus H À K was obtained for the stellar background. This information was used to estimate the color excesses of the detected stars so that, given the reddening curve, it was possible to derive the extinction map of the cloud. The structural properties of the dark globule were investigated by plotting the extinction dispersion A V , obtained in a given spatial box, as a function of the mean extinction A V . This relationship has shown quite a definite linear behavior, with the slope increasing with the box size. The results of the present analysis, compared with those obtained by other authors on larger dark clouds, suggest that for a given spatial scale the slope of the A V versus A V relation is greater in CB 107 than in larger clouds. The so-called Á-variance method was also used to investigate the structure of the dark globule by evaluating the drift behavior of its extinction map. In this way, we have found that the power spectrum of the extinction map is characterized by a power law with exponent $ 2:7. This value is lower than expected, for the same range of spatial scales, on the basis of previous work on large molecular clouds.
INTRODUCTION
It is commonly recognized that molecular clouds are the favorite sites for active star formation in our Galaxy and that the generation of new stars out of these clouds is a complex process involving turbulence, shocks, and density waves, as well as gravity. The star formation mechanism consists of the condensation of diffuse matter in the Galactic disk driven by gravity in competition with counteracting forces related to angular momentum and magnetic flux conservation, as well as to the energy dissipation that is necessary to allow the gravitational collapse to proceed. This competition gives rise to the rich phenomenology associated with the regions in which protostellar clusters are formed, including the diffuse infrared emission and energetic outflows that have been detected from the optical region to radio wavelengths.
In principle, the boundary conditions favoring the star formation mechanism should be naturally associated with the physical status of the parent cloud at the onset of the gravitational instability. Because of this, many observational and theoretical efforts have been made in recent years to better understand the relationships between the physical conditions in the molecular clouds and the characteristics of the star formation process such as the initial mass function of the stellar products (see, e.g., Williams et al. 2000) .
One of the most obvious properties characterizing a molecular cloud is its own structure, i.e., the internal mass distribution. Intuitively, one expects that the masses of the stellar objects generated in a molecular cloud could be related in some way to the internal structure of the parent cloud, and in this perspective it is quite interesting to ask ourselves whether the interstellar (IS) clouds are structurally similar or not. Of course such an investigation is meaningful only if we are able to quantitatively distinguish structures with a certain degree of sensitivity.
Both observational and theoretical studies of molecular clouds are frequent in the literature, and among these, many systematic works have investigated their internal structure (see, e.g., Padoan et al. 2003; Ostriker et al. 2001; Bergin et al. 1996) . Two main approaches have been adopted so far. One is hierarchical and considers the clouds as containing clumps that, in turn, can contain cores in a sequence of increasing density and decreasing mass and size, until the protostellar scale is reached (see, e.g., Elmegreen 1993) . In the other approach, molecular clouds are fractal objects in which the distribution of mass within a certain range of spatial scales follows a power law. These two points of view are exemplified by the works of Bazell & Desert (1988) and Blitz & Williams (1997) , which favor the fractal and the hierarchical view, respectively.
Recently, Padoan et al. (2003) , using a fluidodynamic approach, showed that many observational aspects of molecular clouds can be coherently understood by using the hypothesis that the gas in these objects is maintained in a turbulent regime. This conjecture is supported by the observation of the ubiquity of molecular emission lines whose widths and profiles often correspond to radial velocity dispersions that imply supersonic velocities (see, e.g., Schneider et al. 1996) . The evidence of supersonic gas in these clouds suggests, as a natural consequence, that shocks should be a common occurrence in these objects, contributing, together with Galactic rotation, to turbulence. In this case, by analogy with laboratory studies, one can expect that the energy is transferred by turbulence from larger to smaller scales, inducing in the molecular gas an internal velocity and density structure resembling a fractal distribution.
The spatial scales involved in this energy cascade should be those at which the energy dissipation is not an important ingredient in determining the flow dynamics. Of course, when the energy is dissipated, e.g., assuming the star formation mechanism is activated, the gas begins to obey other driving mechanisms, such as gravity, and the fractal scaling of both density and velocity is broken at the corresponding spatial scale.
These considerations point to the necessity of investigating observationally the internal structure of molecular clouds, even if this necessarily implies an indirect approach. In fact, what we can directly observe are only the two-dimensional projections of IS clouds on the plane of the sky, which suggests some degree of uncertainty in inferring their three-dimensional characteristics.
The most natural way to derive the mass distribution inside a molecular cloud is to observe its main constituent, i.e., the hydrogen molecule, H 2 . This, however, is not an easy task because of two main difficulties: the rotational transitions of this homonuclear molecule are forbidden, and typical temperatures of the clouds are too low for the lowest rotational levels of H 2 to be collisionally populated.
This limitation forces observers to use other, more radiatively efficient molecular constituents to trace the matter distribution inside an IS cloud. A useful alternative to molecular spectroscopy is offered by the dust residing in these clouds, which appears to be well mixed with the gaseous component (Bohlin et al. 1978; Kim & Martin 1996) and is responsible for the continuum emission in the far-infrared, as well as for the extinction and reddening of starlight in the optical and near-infrared (NIR) spectral regions.
These observational effects due to the dust component were exploited in a previous investigation of CB 107 (Clemens & Barvainis 1988 ) by means of optical imaging (Strafella et al. 2001) . Their method is based on the proportionality between the extinction suffered by the background stars and the amount of dust along the corresponding lines of sight, so we can probe the structure of the molecular clouds by studying the modifications induced by the dust component on the light of the stellar background.
We started a study of the internal structure of the dark globule CB 107 based on imaging at NIR wavelengths. Observations in this spectral region offer the advantage of conjugating the sensitivity of the NIR detectors with the lower dust extinction that characterizes these wavelengths with respect to the optical region. In this way, the number of stars detected in the stellar background can be significantly increased, allowing us to make a more accurate map of the projected mass distribution in the darkest regions of the IS clouds.
In what follows, we adopt the dust extinction law A k =A V as given by Rieke & Lebofsky (1985) . In x 2 we illustrate the ways in which an extinction map can be derived by observing at NIR wavelengths, while in x 3 we describe the acquisition, reduction, and analysis of the observational data. In x 4 the results obtained are presented, and in x 5 we discuss the structure of the globule CB 107 in the light of the extinction map and of the Á-variance analysis, introduced by Stutzki et al. (1998) to characterize molecular cloud images. Finally, in x 6 the conclusions are presented.
METHOD
The method adopted here to map the mass distribution in a molecular cloud is essentially based on the effects produced by dust grains on the light of the background stars. The observable we determine is the extinction of the stellar light that can be conveniently quantified by means of images of the stellar field taken at different wavelengths. In general, because the extinction efficiency of the IS dust decreases with increasing wavelength, the images taken in the optical region are better suited to reveal IS structures involving relatively low column densities. On the other hand, for the same reason, the NIR images are more suited for studying higher column density regions that cause an almost complete absorption of the visible light of the background stars.
In a previous paper (Strafella et al. 2001) , the optical observations of the southern dark cloud CB 107 were discussed with the aim of detecting the possible spatial variations of the total-to-selective extinction ratio R V , which is a signature of the mean size variation of the dust grains. Here we complement the optical study of this object with the analysis of a set of NIR images taken to improve the mapping accuracy of the mass distribution in the innermost dark regions of the cloud.
Two methods are commonly used to obtain an extinction map in the NIR. The first method counts the stars revealed in each box of a superposed spatial grid. The stellar surface density is then evaluated and, in turn, related to the amount of extinction A k , expressed in magnitudes. This method was first proposed by Wolf (1923) , was refined and applied by Bok and coworkers (Bok 1956; Bok & Cordwell 1973) , and is still widely used (see, e.g., Lada et al. 1994; Cambrésy 1999; Kandori et al. 2003) . It consists of comparing the stellar densities observed in the obscured regions with a reference density determined in a nearby, presumably unobscured, comparison field (Dickman 1978) . In this way, by using the known luminosity function of the field stars, the ratio of the stellar densities on and off the cloud can be easily converted to extinction. This method implies the definition of a regular spatial grid whose step size is a compromise dictated by the need to obtain statistical significance, i.e., a reasonable number of stars, in the most obscured areas. More recently, Cambrésy et al. (1997) proposed to improve this method by replacing the regular grid with an adaptive grid, obtaining a clear advantage in the analysis of images with large extinction gradients.
Another valuable method for obtaining the extinction is based on the determination of the stellar colors, which are modified (reddened) by differential extinction. This reddening is proportional to the projected column density of dust and is quantified by the color excess,
We remark that observing at NIR wavelengths not only offers the advantage of detecting more background stars but is also convenient because in this spectral region the IS extinction curve shows a universal shape. In the optical region in fact the color excesses cannot be unambiguously used to derive the total extinction because the extinction curve depends on the parameter R V ¼ A V =E(B À V ), the total-to-selective extinction ratio that, in turn, depends on the environment crossed by the line of sight. Because there is clear evidence for an increase in R V when the line of sight crosses the most extinguished regions of a cloud (Landini et al. 1984; Cardelli et al. 1989; excesses to get rid of this dependence in mapping the mass distribution in a dark cloud.
Historically, the use of the NIR color excess method has been restricted to small, dense regions mainly because of limited instrumental sensitivity and field of view (Jones et al. 1980 (Jones et al. , 1984 . With the development of large-format array cameras, interest in this technique has been renewed so that it is now largely applied to the study of IS dark clouds (Lada et al. 1994 Alves et al. 1998 Alves et al. , 1999 Alves et al. , 2001 Lombardi & Alves 2001; Padoan et al. 2002) .
The determination of the color excesses of the background stars is quite straightforward once we know their spectral type, a characteristic that is generally unknown, in particular for faint stars. However, by dealing with large astronomical images and exploiting the characteristics of the NIR colors of the stars, statistical studies become possible, so knowledge of the spectral type of a single star can be replaced by the determination of the mean color of the stars projected in an unobscured direction.
OBSERVATIONS AND DATA ANALYSIS
CB 107 is a small molecular cloud located at 180 pc (Launhardt & Henning 1997) and projected against the Galactic center, with Galactic coordinates l ¼ 2N8528; b ¼ À2N7538. The images of CB 107 were obtained using the SOFI camera, equipped with a 1024 ; 1024 pixel array, at the ESO New Technology Telescope (NTT) during the nights of 2000 May 29 and 30. The field of view spanned by a single frame was approximately 4A9 ; 4A9, with a scale of 0A29 pixel À1 , and the images were obtained with three filters, namely, J (k eA ¼ 1:247 m), H (k eA ¼ 1:653 m), and K s (k eA ¼ 2:162 m). Since the angular dimension of the dark globule is approximately 5 0 we used a mosaicking technique to fully cover the object along with the near neighborhood. Consequently, the final images we obtained are the composition of four parts partially overlapping by 0A5 in both right ascension and declination. Each of these parts is, in turn, the result of 9, 24, and 36 dithered frames in the J, H, and K s bands, respectively. The total effective integration time accumulated by these exposures was t J ¼ 180 s, t H ¼ 120 s, and t K ¼ 216 s in the J, H, and K s bands, respectively.
For calibration purposes, we also acquired, during each night, a set of images of five standard-star fields, selected from the list of Persson et al. (1998) . As usual, bias and dark frames, as well as flat-field images, were also taken to correct our images for systematic errors.
Data Reduction
The raw frames obtained during the observations were, first of all, corrected for the dark contribution. With this aim, we subtracted from the acquired frames a median dark obtained from the many dark frames taken before and after the observing nights. Then, the dark-subtracted frames were divided by the flat-field image that was obtained in each photometric band by taking the median of many dark-subtracted flat-field frames. The subsequent canonical reduction step is the determination of the background to be subtracted from the image to minimize the sky contribution to the stellar photometry. However, because regions with a high surface stellar density were present in the observed field, it was difficult to accurately estimate the sky brightness everywhere.
This limitation could, in principle, introduce an additional source of photometric uncertainty because the sky brightness level can vary significantly across an image. However, this problem is significantly alleviated if the photometric algorithms are designed to consider the presence of a local sky background, even when this is produced by the wings of nearby stellar images. To quantify this problem in our images, we compared the photometry obtained with and without sky subtraction in the inner region of the globule. In this region, in fact, the lower stellar density allows us to make an accurate estimate and subtract the sky brightness by means of dithered frames. The results of this comparison show that the magnitudes obtained in the two cases are the same within the statistical uncertainties of the photometry; therefore, in this sense, we are confident that the obtained photometry is not severely affected by the sky-subtraction problem.
For registering the dithered images obtained in each filter and in each sky position, we selected approximately 100 bright and relatively isolated stars whose centroids were determined to subpixel accuracy by using the procedures of the DAO-PHOT package (Stetson 1987) . The coordinates obtained in this way were then used to derive the parameters of the affine transformations mapping the dithered images on a given reference image arbitrarily chosen among them. This means that each dithered frame is translated, rotated, scaled, and sheared in such a way that it is accurately aligned on the reference image. In this way, we obtained four final images for each filter, spatially overlapping (overlap region $0A5) in both right ascension and declination. This allowed us to compose the four images in a single larger mosaicked image in each filter. In this way, three final images, one for each filter, were obtained and subsequently registered on a common reference frame. To illustrate the result of the mosaicking procedure, we show in Figure 1 the final image obtained in the J band.
Stellar Photometry
The photometry of the stellar objects detected in our images was performed by appropriate procedures implemented in the DAOPHOT package. The images were initially scanned with a star-finding algorithm based on a wavelet-like function whose size was ''tuned'' on the seeing disk so that the brightness enhancements above the background were detected and subsequently discerned as pointlike (stellar) or extended objects. This procedure proved to be very effective in separating true stellar images from random noise, extended objects, cosmic-ray events, and cosmetic defects of the detector. In this way, a first list of positions for candidate stars was generated and then used to fit an analytic Gaussian profile to the brightness values. This fit, involving a subarray of pixels surrounding each position in the list, allows us to make a first estimate of the instrumental magnitudes by means of a simple aperture photometry.
As a further step to improve the photometric accuracy, we also selected a number of relatively isolated stars in each image to generate a model point-spread function (PSF) representing the true stellar profile of the stars. Once the PSF was derived, it was used to fit the observed stellar profiles by a procedure that, starting from the rough estimate of the magnitude provided by the previous aperture photometry, iteratively determines the rescaling of the model PSF that best fits the stellar profiles. This procedure improves the accuracy of the photometry because it also takes into account the possible presence of nearby stars influencing the brightness and the shape of the local background, particularly in crowded stellar fields. As a final result, for each filter used we obtained a list of centroids and magnitude values from which we discarded the ''bad'' stars, i.e., those with an exceedingly large uncertainty in the PSF fit. In this way, at the end of this process the number of recognized stars was approximately 51,000, 42,000, and 46,000, in the J, H, and K bands, respectively.
The histograms of the photometric uncertainty in the three bands are shown in Figure 2 , from which we derive a mean (1 ) error of 0.09, 0.09, and 0.11 mag in the J, H, and K bands, respectively. Finally, the conversion of the instrumental magnitudes in a calibrated system was obtained by using the list of standard stars in Persson et al. (1998) . Three standards were repeatedly observed during the observing nights, allowing us to establish both the photometric zero points for the three filters and the atmospheric extinction. The latter was subsequently used to compensate for the differential extinction among frames obtained at different air masses.
RESULTS
The circumstance that the NIR colors JÀH and HÀK of the stars are restricted to quite a small range of values (with respect to the optical colors) can be usefully exploited to evaluate the reddening without knowing the spectral types of the background stars. The corresponding two-color diagram has proved, in fact, to be quite effective in probing dark clouds. This was shown in particular by Lada et al. (1994) , who suggested the NIR Color Excess (NICE) method to exploit the measurements of the NIR color excesses of the background stars.
Two-Color NIR Diagg ram
The photometric information obtained on the objects detected in the J, H, and K images of CB 107 allows us to obtain both JÀH and HÀK colors for the subset of stars whose magnitudes have been determined with good accuracy. This subset is easily determined by exploiting the positional coincidence of the three stellar ensembles obtained with the alignment of the J, H, and K images. In this way, the two colors were obtained for approximately $22,000 objects, and in Figure 3 we show the JÀH versus HÀK diagram for the CB 107 field shown in Figure 1 and for a control field that is a small region located outside the cloud in Figure 1 , with pixels in the ranges 1300 x 1600 and 1700 y 2000. This location was chosen because it lies in the proximity of our globule but is distant enough to be as free as possible from the cloud's extinction.
In Figure 3 only the stars with photometric uncertainties less than 0.1 mag in each band are reported and the loci of the unreddened giant (triangles) and dwarf stars (squares) are superposed (Bessel & Brett 1988) . These loci show the characteristic behavior of the NIR colors of the normal and giant stars, namely, their relatively small range of values, 0 P J À H P 0:9 and 0 P H À K P 0:4. To correctly place in this plot the locus of the unreddened stars, we also applied small corrections to the values quoted in Bessel & Brett (1988) to take into account the different photometric system used (see Persson et al. 1998) .
The two parallel solid lines in Figure 3 define the reddening region for main-sequence and giant stars, according to the standard IS extinction law of Rieke & Lebofsky (1985) . In these diagrams, the effect of the IS reddening is represented by the arrow shown at top left, which corresponds to the displacement produced by a visual extinction of A V ¼ 5 mag. In particular, in the control field (Fig. 3, right) a total of 1060 sources were detected with mean colors and dispersions given by J À H h i¼ 0:57 AE 0:15 and H À K h i¼ 0:22 AE 0:10. Although the control field was chosen to be as free as possible from extinction, the corresponding ensemble of stars seems to be slightly reddened with respect to the main-sequence objects in Figure 3 (right), which agrees with the fact that CB 107 appears to be located on a plateau of background extinction (Strafella et al. 2001 ).
NIR Color Excess Method
The visual extinction produced by the dust grains along the line of sight toward a given star can be determined once both the stellar color excess and the dust extinction law are known. In practice, the color excess for a star is obtained by comparing its intrinsic color with the observed color, and the total visual extinction is derived by using the shape of the dust-reddening law.
In the case of the J, H, and K bands, assuming a normal IS reddening (Rieke & Lebofsky 1985) , the excesses and the visual extinction are related by
where the color excesses and the subscripts ''obs'' and ''int'' denote observed and intrinsic quantities, respectively. This direct method, however, cannot be easily applied because the intrinsic colors of the background stars are usually unknown, so that in general we are forced to determine the color excesses indirectly. To do this, a statistical approach can be adopted on the basis of both the large number of stars detected in the investigated region and the universality of the reddening law at NIR wavelengths. In fact, if we assume that the stellar background population is homogeneous across the observed field, it is possible to replace the intrinsic color of a single star in the preceding relations with the mean color observed in an unobscured nearby field.
In this essentially lies the NICE method, introduced by Lada et al. (1994) , who derived the first deep extinction map of a dark molecular cloud. To apply this method to CB 107, we adopted the H À K color to derive the extinction (eq. [2]) simply because this color shows a smaller intrinsic dispersion with respect to J À H.
To obtain a well-sampled map, we scanned the image with a square spatial box of size L $ 30 00 in steps of ÁL $ 15 00 , a choice corresponding to the Nyquist spatial sampling. This box size is a trade-off between the highest possible spatial resolution and the need to have a statistically significant number of stars contained in each box, including the obscured regions. We discarded from further consideration two positions containing fewer than five stars that correspond to the blank (undetermined) pixels around the position (10, 24) in Figure 4 . In this way the minimum, maximum, and average number of stars per pixel is 5, 75, and 50, respectively. The resulting map of 39 ; 39 pixels is shown in Figure 4 . Our control field, i.e., the region with the smallest extinction, was chosen in the top rightmost part because this is the region showing the lower value for the observed mean color H À K.
Note that instead of the mean colors we preferred to characterize the extinction in each box by means of the median colors because, particularly in regions of low stellar surface density, these are more robust estimators when the presence of foreground stars could strongly bias the derived extinction (Lada et al. 1994; Cambrésy 1999) . To further prevent this effect, we also examined the individual colors of the stars projected against the more extinguished regions, i.e., in the boxes with an extinction of A V > 1 mag. The objects showing both a color excess and a magnitude lower than the corresponding median values minus 3 times the standard deviations were selected as suspected foreground stars. The magnitude criterion was adopted to prevent true background objects that accidentally fall on a particularly transparent line of sight with a low color excess from being excluded from further analysis. Applying these criteria to our images, once the saturated stars were masked, we found no stars to reject. We thus conclude that the contribution of foreground stars in the investigated field is negligible even in the most extinguished regions.
An Alternativv e Method
The previous method is based on the determination of the median color in each box, followed by a comparison with the median color obtained in an unreddened control box. Alternatively, the color excess of a given star can be determined by comparing its position in the JÀH versus HÀK diagram with the locus of the unreddened stars. This is marked in Figure 3 with loci of squares and triangles to denote dwarf and giant stars, respectively (Bessel & Brett 1988) . Note that the dwarf locus is an almost vertical line starting with the spectral type A0 V at coordinates (0, 0) and turning to the right near the point (0.15, 0.55), which corresponds to the M0 V stars. Note also that the locus of the unreddened giant stars (triangles) appears as a prolongation of the dwarf line (squares) and that the two parallel segments (solid lines) are drawn to delimit the area in which the unreddened stars can be moved by an amount of extinction that can be estimated by comparison with the reddening arrow. This is reported in Figure 3 (top left) for a visual extinction of A V ¼ 5 mag.
Because of this, if the representative point of a star falls in the reddened area, we can use its distance from the unreddened locus to infer both the extinction and the color excess. In fact, the components of the segment parallel to the reddening vector and connecting the stellar position to the unreddened locus are just the color excesses. A slight complication is due to the M-type branch of the dwarf locus, which, as it turns toward higher HÀK, makes the distance of the observed points from the unreddened locus not always unambiguous, so that a brief discussion is in order.
An example is given in Figure 3 (bottom right), in which we see that the starred symbol can be interpreted either as a reddened M star (spectral type 1) or as a more reddened earlier type star (spectral type 2). To quantify this effect, we can calculate the expected number of detected dwarf stars of two given spectral types in a magnitude-limited image, in particular of the pairs of spectral types intercepted by the reddening line in Figure 3 (dashed line). This can be done once we take into account the effects of the different absolute magnitudes for the different spectral types, as well as the shape of the stellar mass function. Adopting the main-sequence luminosity-mass relation and the standard stellar mass function (Cox 2000) , we computed the ratio between the number of stars detected, in a magnitude-limited sample, for pairs of different spectral types. In Table 1 we present these ratios for the spectral types of interest. The fraction of stars of spectral type 1 (col.
[1]) with respect to spectral type 2 (col. [2] ) is reported as N 1 /N 2 (col. [3] ). This corresponds to the fraction of objects for which the method described in the text overestimates the color excess of amounts Á H À K ð Þindicated in column (4). From Table 1 we conclude that if the M branch in the dwarf locus is neglected, the color excess Á(H À K ) ¼ 0:37 is overestimated in the 25% of cases that are taken as A0 instead of M6. This fraction decreases significantly for earlier M types until, at the spectral type M2, it increases again even if Á(HÀ K ) is strongly decreasing. This problem is alleviated if we also consider that the stars involved in this kind of uncertainty are only the most reddened objects, because all those falling below the M-type branch can be unambiguously interpreted as stars earlier than M0.
Because of these considerations, we neglected the M branch and used a polynomial approximation to the points of both the rising dwarf branch and the giant locus to determine the color excesses of the stars falling in the reddened region of the diagram (see Fig. 3 ). In this way, we obtained the color excesses for 16,171 stars out of 21,690 objects present in our field; the remaining stars fall outside the reddened region in Figure 3 . The large scatter observed in the stellar colors reminds us that the dwarf and giant loci must be regarded as the best fit to the colors of the true stellar population that, intrinsically, already show a certain amount of spread (see, e.g., Ducati et al. 2001 ). This fact, together with the influence of the photometric errors, is reflected in our diagram as a scattered distribution of points around the unreddened locus. The color excesses, determined in this way, were then used to obtain an extinction map by means of equation (1). To allow us to make a direct comparison with the map previously determined with the NICE method, we scanned our image with the same square box so that each point of the resulting map corresponded to the median value of the extinctions determined with this method.
As for the NICE method, we discarded the positions (three cases) containing less than five stars [see the blank pixels around the position (10, 24) in Fig. 5 ]. The minimum, maximum, and average number of stars per cell was 5, 59, and 37, respectively. Note that these are lower numbers with respect to the previous case because the stars used here are only those falling in the reddened area delimited by the two parallel lines in Figure 3 . A total of four suspected foreground stars were also found and rejected at the positions (3, 38), (7, 28), (32, 2), and (34, 2), according to the criteria adopted in x 4.2.
In Figure 5 we show the extinction map obtained, with the isoextinction contour levels superposed. A visual inspection of the two maps obtained with the two methods shows that their appearance is very similar. In fact, even if the extinctions obtained with the NICE method (Fig. 4) are generally lower, the contour levels are similar and are also consistent with the contour levels obtained in the optical region by means of stellar counts (see Strafella et al. 2001) .
To summarize, the NICE method exploits the fact that the unreddened colors of the stars are concentrated in a small region of the JÀH versus HÀK diagram. Consequently, the mean colors determined in a control region, supposedly unobscured, are used as a reference to obtain the color excesses of all the stars contained in the investigated field. The alternative method we used, instead of adopting a single reference point in the JÀH versus HÀK diagram, considers a reference curve, namely, the locus of the unreddened stars. This is done at the cost of using a reduced number of objects (only those falling in the reddened region of the two-color diagram) and of overestimating the color excess in a small fraction of cases (see Table 1 ). However, despite these limitations, this method produces a map similar to that obtained with the NICE method, with the additional advantage of being unbiased toward the presence of a background extinction that also veils the control field. Finally, we emphasize that the spatial distribution of the reddened stars is quite spread out over the observed field and is not associated with only the dark globule. This corroborates the suggestion coming from the optical observations of the globule CB 107, which appears clearly superposed on a plateau of background extinction.
DISCUSSION
The interest in studying the structure of IS clouds has certainly grown in recent years. This is certainly because of the important connections expected between the dominant physical processes and the internal structure of the IS clouds but also because of improved observational capabilities that make possible detailed observational tests of the model predictions of cloud structure. The present investigation is focused on the NIR photometry of the dark globule CB 107 that, in the line of the work of Lada et al. (1994 Lada et al. ( , 1999 , allows us to infer the internal structure of a dark cloud. Here we apply two different and complementary methods potentially capable of highlighting the structural characteristics of our cloud.
The A V vv ersus A V Relation
The pixels shown in Figures 4 and 5 contain the information on the median extinction A V obtained at each spatial point after a Nyquist sampling with a square box of size L $ 30 00 . However, the observational data contain much more information because, for each position of the sampling box, we have the distribution of the color excesses of the detected stars. This fact suggested to Lada et al. (1994) that they exploit higher moments of the distribution, e.g., the variance. In this respect, we note that a uniform slab of dust should produce a constant color excess in the sampling box and, consequently, a simple shift of the distribution of the intrinsic stellar colors toward higher values. On the other hand, a highly structured dust cloud, in which the column density can significantly vary among different lines of sight, should give rise to a variable extinction and then to a more scattered distribution of the color excesses of the background stars. In this case, an increase of the variance of the stellar color distribution is clearly expected.
These considerations naturally suggest that we characterize observationally the amount of nonuniformity of the extinction by means of a convenient measure of this effect, such as A V , the dispersion of the extinction of the background stars. The determination of this parameter and the study of its behavior as a function of the mean extinction A V is an appropriate tool for the present investigation of the cloud structure. A physical interpretation of the A V versus A V relation has been proposed by Padoan et al. (1997) , who showed that the Lada et al. (1994) A V versus A V scatter plot can be a natural consequence of the three-dimensional density field produced by supersonic turbulence. In their work, the slope of this relation is related to both the three-dimensional dispersion 3D and exponent of the power spectrum P(k) / k À . However, because comparing the observations with the simulations requires that both be sampled in the same way, we cannot easily compare our results with their simulations.
Note that the relation between these two quantities is actually determined by the structure of the cloud at angular scales much smaller than the resolution used to obtain the extinction map in Figure 5 . In this respect, Lada et al. (1994) have shown that if the dust is distributed in discrete, high-extinction clumps, the dispersion of the extinction A V increases with the mean extinction A V until a maximun value is reached. After this maximum, a further increase in the number of clumps is accompanied by a decrease in the extinction dispersion due to the homogenizing effect of the projection, in each line of sight, of a very large number of clumps. In this case, whatever the line of sight, the number of intercepted clumps becomes statistically constant so that the cloud practically behaves as a uniform slab.
In Figure 6 we show the A V versus A V scatter plot for CB 107 obtained by using the NICE method (Fig. 6, top) and the alternative method (Fig. 6, bottom) described in x 4.3. It is evident that in both cases the dispersion increases systematically with the extinction, a trend similar to that observed in the dark clouds IC 5146 (Lada et al. 1994 ) and L977 (Alves et al. 1998) . A linear fit to the data gives A V ¼ 1:20 þ 0:25A V for Figure 6 (top), obtained with the NICE method, and A V ¼ 0:38 þ 0:31A V with the alternative method for Figure 6 (bottom). Because the points are largely clustered at lower extinction values, the fitting procedure is dominated by these points, so the uncertainty obtained for the slope is approximately the same (AE0.01) in all cases. We recall that our alternative method for obtaining the color excesses from the color-color diagram uses the loci of the unreddened stars instead of the mean colors of a reference region. This produces systematically larger extinction values with respect to the NICE method because the chosen reference region in turn can be affected by a small amount of extinction. By comparing the results obtained with these two methods in Figure 6 , we note that the NICE method seems to produce a more scattered plot (bottom) with respect to the alternative method (top), suggesting that our approach can be more profitably exploited for this kind of investigation. For comparison, we also show in Figure 6 (middle) the scatter plot obtained with the NICE method using only the stars selected for the alternative method. The points now show a lower scatter, but the extinction values remain underestimated with respect to the alternative method.
A comparison of the slopes in Figure 6 with those found for IC 5146 and L977 shows that the latter are steeper, even if these values cannot be directly compared because they were obtained with different angular resolutions. While our maps were obtained with a square box of size L ¼ 30 00 , the results of Lada et al. (1994) and Alves et al. (1999) were obtained by sampling the dark clouds IC 5146 and L977 with a spatial resolution of L ¼ 90 00 . However, the high stellar density in the field of CB 107 allows us to extend this analysis to a range of angular scales to ascertain whether the A V versus A V relation changes its slope accordingly. Our interest in this is related to our expectation that a structured object will show the highest nonhomogeneity at just the spatial scales typical of the structure itself. The observed field of CB 107 then was scanned with different box sizes at the Nyquist frequency, and in this way a scatter plot of the kind shown in Figure 6 was obtained for each spatial scale. Once the slopes of the scatter plots were determined, they were reported in Figure 7 to show graphically the result of this analysis.
Note that to evaluate the noise due to the arbitrary choice in the first positioning of the sampling box in the field, we repeated the same analysis many times by varying at random the starting point of the scanning. This procedure allowed us to estimate the statistical error reported, along with the mean slope, in Figure 7 . As can be seen, the largest investigated scale corresponds to a square box of size $4 0 , while the smallest scale, $15 00 , was established by decreasing the box size until, in the darkest region of the globule, the number of detected stars per box becomes too low to be statistically meaningful. From Figure 7 we see that the slope of the A V versus A V relation decreases with increasing angular resolution, pointing out that CB 107 appears more structured toward the larger than the smaller scales. Similar evidence for a decreasing slope with increasing angular resolution was given by Lada et al. (1999) , and in Table 2 we list the values taken from the literature along with the present results. The values reported in Table 2 suggest that, although the A V versus A V relation in CB 107 is qualitatively similar to that found in the larger clouds, the slope of this relation appears to be steeper, for a given spatial scale, in our globule. Of course it would be interesting to ascertain whether this is a trend, but this clearly requires investigating a larger sample of clouds and globules. Another consideration is also related to the possibility that the difference we note in the slopes is a natural consequence of the differences in the internal dynamics of the large and the small clouds, respectively, even if this kind of study is beyond the scope of this work.
The Á-Variance Method
A promising tool for investigating the structure of the IS clouds is the so-called Á-variance method, originally proposed by Stutzki et al. (1998) as a two-dimensional generalization of the Allan variance method, traditionally used in the stability and drift analysis of instruments and electronic devices. This method aims to detect the drift behavior of the two-dimensional signal contained in the cloud images, which, in specific circumstances, can be related to the possible fractal structure underlying the mass distribution of the IS clouds. The essential point of the method is the determination of the slope of the power spectrum of the cloud image. This approach is particularly attractive, especially for relatively small maps, because the Á-variance method does not imply image transformations in the Fourier domain, thus avoiding the drawbacks related to the finiteness and sampling of the image. A further advantage is that the method can easily separate the small-scale noise from the structural signal (Bensch et al. 2001) . In this line, the analysis of the extinction map of CB 107 was made by convolving the cloud image with an appropriate filter, which can be essentially seen as a wavelet (Zielinsky & Stutzki 1999) whose characteristics are such that the drift of the variance, obtained by sequentially scanning the image with different filter sizes, is ultimately related to the power spectrum of the image. This filter is practically defined by choosing a size L and considering two concentric circles with radii of L=2 and 3L=2 for the inner and outer circle, respectively. These circles naturally divide the image plane in three different regions: the innermost area where the filter weight is w ¼ 1=½ (L=2) 2 , the area between the inner and the outer circle, with weight w ¼ À1=½8(L=2) 2 , and the external region, with weight zero. Note that the adopted weights are such that the total volume covered by the filter is zero, as is usual in dealing with wavelets.
The advantages of this method are partially offset because it works accurately only for a special class of images, the socalled f Bm (fractional Brownian motion) images, characterized in the Fourier domain by both a power-law spectrum and random phases. In this respect, the fact that some CO and H i maps of IS clouds are found to be similar to fBm images (Stutzki et al. 1998 ) speaks in favor of this method. We note that the f Bm assumption should be regarded only as a first approximation because the IS clouds are very probably more complex objects (e.g., multifractal; see Chappel & Scalo 2001). In this line, further indication of their complexity was recently found by Padoan et al. (2003) , who, studying the structure of the Taurus and Perseus molecular cloud complexes, found highly nonGaussian high-order scalings of the density structure functions. With this caution in mind, we use the Á-variance as a good method to investigate the power spectrum of the IS cloud images. To ascertain how much our extinction map in Figure 5 also possesses the characteristics of the f Bm images, we show in Figure 8 its Fourier transform in terms of both the power spectrum and the image of the phases. The global trend of the power spectrum appears quite similar to a power law, and the image of the phases seems also to be featureless, justifying the use of the Á-variance method to obtain information even on the fractal dimension of the imaged cloud structure.
The results obtained for the extinction map of Figure 5 are presented in Figure 9 , which shows the drift behavior of the variance versus size for two cases with different spatial resolution. In the same figure, we also draw the best-fit line to the obtained points, which clearly shows the power-law character of the Á-variance over a range of spatial scales. Note that the slope ' 2:7 of the linear part is practically the same as that of the power spectrum shown in Figure 8 , supporting our assumption that our extinction map is similar to an f Bm image. Translating these results of the Á-variance analysis in terms of fractal dimension for the cloud structure, we obtain D fr ¼ (3E þ 2 À )=2 $ 2:6 (see Stutzki et al. 1998) , where E ¼ 2 represents the Euclidean dimension of the image. Note that this value is derived using the reasonable hypothesis that we are dealing with isotropic objects (isotropic fractals). To estimate the uncertainty, we repeated the same analysis for a set of simulated f Bm cloud images with the same image size and fractal dimension. In this way, we estimated the statistical error of our procedure, ÁD fr ¼ 0:1, a value that was also found to be independent of the fractal dimension.
It is worth noting that the drift behavior of the extinction map shown in Figure 9 is practically the same within the uncertainty as that found by Stutzki et al. (1998) , who investigated the CO integrated maps of the Polaris flare, a high Galactic latitude cloud, and a subset of the FCRAO CO survey of the outer Galaxy. When we take into account the distance estimated for CB 107 (180 pc), the range of spatial scales involved in our study is 0:1 pc P L P 0:3 pc, while the spatial scales for the Polaris flare and the FCRAO CO survey were significantly larger, 1 pc P L P 5 pc and 2 pc P L P 15 pc, respectively.
More heterogeneous results on the -index were obtained by Bensch et al. (2001) , who analyzed CO integrated maps of different clouds, suggesting that at the spatial scales L k 0:5 pc the index remains remarkably constant around values 2:5 < < 2:8, while for smaller scales its value shows a tendency to increase, reaching the value $3.3 for scales 0:02 pc < L < 0:07 pc investigated in a high-resolution map of 48 ; 64 pixels in the region of the Polaris flare. In this respect we note that, at the spatial scales investigated, the extinction map of the small cloud CB 107 is characterized by a lower value of the -index, compared with that determined on the same scales for the CO maps of larger clouds. However, Padoan et al. (2004) have recently found that the power spectrum of their Perseus complex 13 CO map is characterized by the value ¼ 2:74 down to scales smaller than 0.5 pc, very close to the scales sampled in CB 107.
Whether these differences correspond to a trend and whether they can be related to different internal dynamics characterizing small and large clouds are clearly interesting questions whose answers are beyond the scope of this work. We, however, are convinced that increasing the number of investigated objects will give us new important information about the physics of clouds and a new perception of the importance of the structural properties of these objects.
Finally, we note that the present investigation spans quite a limited range of scales and that the structure information obtained by applying the Á-variance method should be seen as a first characterization of the cloud in terms of a monofractal. In a more general approach, one should indeed consider the possibility that the clouds are structured as multifractal objects in the sense discussed by Halsey et al. (1986) and applied to IS clouds by Chappel & Scalo (2001).
CONCLUSIONS
In this work the NIR images of the dark globule CB 107 were used to obtain a sensitive extinction map probing the more extinguished internal regions. We found that using the loci of unreddened stars in the JÀH versus HÀK diagram instead of using the mean representative point adopted in the NICE method allows us to make a more accurate determination of the stellar color excesses. This is reflected in a tighter distribution of the points in Figure 6 . The correlation between the extinction dispersion and its mean value in CB 107 is qualitatively similar to that found by Lada et al. (1994) and Alves et al. (1998) for larger dark clouds, suggesting that even in small clouds the internal structure is complex. For a given spatial scale, the slope of this relation is significantly steeper in CB 107, suggesting that the mass distribution in this cloud is more structured than in the larger dark clouds. Our Á-variance analysis of the extinction map was compared with the same analysis made by Stutzki et al. (1998) and Bensch et al. (2001) for CO integrated maps of larger molecular clouds. We found that the drift of the signal in the range of spatial scales investigated is similar to that found in larger clouds at larger spatial scales (see Table 2 ). The slope of the power spectrum we find with the Á-variance method is in good agreement with the value found by Padoan et al. (2004) when investigating the Perseus molecular complex in a range of spatial scales extending down to the scales considered for CB 107.
The authors are grateful to all the people operating the ESO NTT telescope at La Silla and to the referee, P. Padoan, for helpful comments and suggestions. We are also indebted to E. Fasanelli, P. L. Santo, and F. Ricciardi for their help in solving computational problems. This work is financially supported by MIUR (Italian Ministry for University and Research) through the Programmi di Ricerca di Interesse Nazionale. 
