Summary: Two-photon microscopy (TPM) has become an increasingly important tool for imaging the structure and function of brain cells in living animals. TPM imaging studies of neuronal structures over intervals ranging from seconds to years have begun to provide important insights into the structural plasticity of synapses and the modulating effects of experience in the intact brain. TPM has also started to reveal how neuronal connections are altered in animal models of neurodegeneration, acute brain injury, and cerebrovascular disease.
INTRODUCTION
Changes in synaptic connections occur throughout the life of an animal. During development, synaptic connections are rapidly formed and eliminated to establish a functional brain that in part reflects the experience of early life. [1] [2] [3] [4] [5] In adulthood, the nervous system retains some capacity to reorganize its connections following peripheral and central alterations of inputs. [6] [7] [8] [9] [10] [11] [12] Such rearrangements of neuronal connections are likely to be essential for the rehabilitation of the central nervous system (CNS) following acute and chronic injury. 13 Until recently, much of our knowledge about synaptic structural alterations in the intact brain had been inferred from single-time-point observations using fixed preparations. Due to the complexity and variability of the CNS, it is often difficult, if not impossible, to extrapolate from studies in fixed preparation the degree of structural change of synapses, especially when little or no net change in the number or size of synapses occurs. It is evident that the best way to examine structural plasticity of synapses is by following individual synapses over time in living animals. Such an approach has revealed fundamental insights into the plasticity of synapses in the peripheral nervous system and their sculpting over development. [14] [15] [16] Technical advances have recently made it feasible to image individual synapses over extended periods of time in the CNS. In particular, the advent of Green Flourescent Protein (GFP) and its spectral variants and the ability to generate transgenic mice or viral vectors to drive the expression of such proteins in specific cell types in the nervous system [17] [18] [19] are allowing for long-term imaging of individual synaptic structures at high resolution in living animals. 18, [20] [21] [22] [23] The other major technical advance relates to better instrumentation for optical imaging of living tissues. Specifically, two-photon microscopy (TPM) has dra-matically enhanced the ability of deep tissue imaging. 24 Unlike one-photon excitation in confocal microscopy, two-photon excitation depends on nearly simultaneous absorption of two photons by a single fluorophore. For thick specimens and vital imaging, TPM has several advantages over confocal laser scanning microscopy. Two-photon microscopy significantly reduces light absorption and scattering within biological specimens due to the use of far-or infra-red photons for the excitation of fluorophores. In addition, the absence of excitation out of the plane of focus in TPM minimizes both photobleaching and photodamage. This is very important for monitoring living cells because prolonged light exposures often cause significant photo-toxicity. Moreover, because a confocal pinhole is no longer needed and the emission fluorescence is not required to pass back through the scanning mechanism as in the confocal microscope, the detection of emitted light can be more efficient in TPM. Thus, TPM allows imaging of thick biological specimens such as brain slices, intact embryos, and brains up to ϳ800 m deep into the tissues. 25, 26 Rather than reviewing the extensive field of structural synaptic plasticity on which there are many excellent imaging studies and reviews, 3, 18, 23, [27] [28] [29] in this paper we will mainly focus on recent findings obtained by TPM in living mice that relate to structural changes of synapses in the normal and degenerating brain. Because live imaging of synapses is a relatively new field, there is still no consensus regarding the degree of synaptic dynamism at baseline and in response to experience. Many of these discrepancies between studies are likely to be explained by methodological differences. We, therefore, also discuss technical issues and considerations that are critical for the acquisition and interpretation of TPM data in the cortex of living mice.
IMAGING SYNAPTIC STRUCTURAL PLASTICITY IN THE YOUNG AND ADULT MOUSE BRAIN
Plasticity of postsynaptic dendritic spines under laboratory housing conditions Dendritic spines are the postsynaptic sites of excitatory axo-dendritic synapses in the CNS and their structural changes therefore serve as a good indicator of synaptic plasticity. 30 In vivo TPM imaging studies so far have mainly focused on examining the degree of dendritic spine elimination and formation. In the adult mouse primary visual cortex (Ͼ 4 months of age), repeated imaging over days to months showed that spines in apical dendrites from layer V pyramidal neurons are remarkably stable with ϳ4% turnover per month and a half-life Ͼ 13 months (FIG. 1) . 21 In addition, this study also showed that in mice between 1 to 3 months of age, the rate of spine elimination is significantly higher than that of spine formation, leading to a net loss of spines during young adolescence. These results suggest that a significant percentage of spines in the mature adult mouse primary visual cortex can last throughout the lifespan of an animal and thus could provide a structural basis for lifelong information storage. 21 A different study of TPM imaging in adult mouse barrel cortex, however, suggested that spines are highly plastic in the adult brain: ϳ20% of spines turn over within one day and ϳ40% of spines turn over within a week. 22 Thus, the first two studies using in vivo imaging of GFP expressing dendritic spines generated fundamentally different views on the stability of synapses in the adult nervous system. 31, 32 Follow-up studies continue to show substantial differences in spine dynamics. Holtmaat et al. 33 found that the high spine turnover rate previously reported in barrel cortex 22 is partly due to the use of young adult mice (6 to 10 weeks of age) instead of mature adults. Although this newer study showed the majority of adult spines can be stable over weeks, more than 20% of total spines in 6-months-old mice are still considered transient and persist less than 4 days. 33 On the other hand, Zuo et al. 34 showed that in adults (Ͼ 4 months old), spines exhibited similar low rates of elimination and formation in barrel, primary motor, and frontal cortices as their previously reported low turnover rates in the primary visual cortex. They also showed that in adult barrel cortex, Ͼ70% of spines are persistent over an 18-month interval, underscoring the remarkable stability of dendritic spines in adulthood and their potential role in long-term information storage. 34 A recent study examining spine dynamics in the visual, somatosensory, and auditory cortices in ϳ2 month-old mice found that Ͼ80% of spines are stable over 3 weeks, 35 in agreement with the view that adult spines are largely stable.
It is important to note that the above studies mainly imaged spines in apical dendrites of layer V pyramidal neurons. Studies in other brain areas such as the hippocampus and the olfactory bulb have demonstrated high levels of stability of adult dendritic branches and spines over hours to days. 36, 37 Recently, a study of aspiny interneurons in adult mouse visual cortex showed that while few branches demonstrated a relatively high degree of dynamism, the majority of dendritic branches were stable over weeks. 38 Thus, despite the differences in the various studies, it can be concluded that under laboratory housing conditions, a large percentage of dendritic branches and spines are highly stable in adulthood and likely able to persist for the duration of a mouse's life.
Experience-dependent plasticity of dendritic spines
It is well established that experience profoundly influences synaptic connectivity and behavior throughout life. [1] [2] [3] 6, 39 In the developing nervous system, for example, experience-dependent competition among axonal inputs plays an important role in eliminating some connections while expanding others. 2, 3, 6 Recently, TPM has been used to examine the long-term effect of sensory experience on the rates of dendritic spine elimination and formation in mouse barrel cortex, a cortical region in which sensory input can be easily manipulated. By trimming all the whiskers on one side of the mouse facial pad daily, Zuo et al. 40 showed that during the second postnatal month when extensive spine loss occurs, sensory deprivation preferentially reduces the rate of spine elimination but not formation. In contrast, no significant difference in spine elimination was found in adult mice over two weeks, suggesting that the impact of sensory deprivation on spine elimination diminishes as animals reach adulthood.
The effect of sensory experience on spine elimination and formation has also been examined by trimming every other whisker in a chessboard pattern on one side of the facial pad. Unlike trimming all the whiskers which deprives all sensory inputs, chessboard deprivation removes only half of the sensory inputs and increases the difference in sensory experience coming from adjacent whiskers. Trachtenberg et al. 22 tested the effect of 4-day chessboard deprivation on spine dynamics and found that overall spine density was not affected but spine turnover increased significantly in 5 to 10 week-old mice. This suggests that chessboard deprivation leads to rapid increase in both elimination and formation of dendritic spines in young adult mice. In another study, Zuo et al. 40 found that similar to all-whisker trimming, chessboard trimming over two weeks preferentially reduces spine elimination without effect on spine formation in young adolescent mice. The effect of chessboard trimming, however, is less robust with all-whisker trimming. Importantly, chessboard trimming over 2 weeks had no significant impact on spine dynamics in adult mice. Together, these studies suggest that sensory deprivation has profound effects in synapse structural plasticity in young somatosensory cortex but plays a limited role in modifying spine turnover in adulthood. Consistent with this view, manipulation of neuronal activity in olfactory bulb and sensory inputs to auditory cortex have little or no effects on the stability of adult dendritic branches and spines over hours to days. 35, 37 The limited role of experience in modifying the turnover of stably connected adult synapses may have important implications in the slow rehabilitation of the adult CNS following injury.
IMAGING STRUCTURAL PLASTICITY OF SYNAPSES IN MOUSE MODELS OF ALZHEIMER'S AND CEREBROVASCULAR DISEASES
TPM imaging of synaptic pathology in mouse models of Alzheimer's disease Functional and structural changes of synapses are thought to occur early in the pathogenesis of several neurodegenerative diseases. This is especially true in Alzheimer's disease where the best correlate of cognitive dysfunction is thought to be the loss of synapses as seen by immunohistochemistry and electron microscopy in post mortem tissue. Fibrillar amyloid (A␤) deposition, one of the hallmarks of AD, is commonly associated with dystrophic neurites [41] [42] [43] and aberrant sprouting, [44] [45] [46] [47] as well as increased curvature of dendritic processes. [48] [49] [50] However, only A␤ deposition in certain areas but not others correlates well with the degree of cognitive dysfunction. 46, [51] [52] [53] [54] [55] Furthermore, in transgenic mouse models of AD it has been shown that cognitive dysfunction may occur even before plaque deposition. 56 This and other findings have raised the possibility that soluble forms of amyloid oligomers can have an important role in initiating the disease possibly by targeting synapses. 57 With the advent of TPM, it is now possible to monitor directly in living mice the disruption of neuronal circuits in the progression of AD neuropathology. By crossbreeding a transgenic mouse model of AD with mice expressing GFP in subsets of neurons, Tsai et al. 58 studied the degree and time course of synaptic disruption associated with fibrillar amyloid deposits in vivo with TPM. They monitored dendrites passing through, or in the vicinity of amyloid deposits and found that these dendrites exhibit spine loss and shaft atrophy whereas nearby axons develop large varicosities. Time-lapse imaging over days to weeks revealed extensive formation and elimination of dendritic spines and axonal varicosities within a radius of ϳ15 m from the periphery of the fibrillar deposit, suggesting that amyloid deposition triggers continuous remodeling of nearby neuronal structures (FIG. 2) . Furthermore, local neuritic abnormalities associated with amyloid deposits result in eventual breakage of dendrites and axons, leading to large-scale and permanent disruption of neuronal connections. A similar study 59 using in vivo imaging of neurons labeled by viral vector expression of GFP in a different transgenic AD mouse model also found extensive synaptic abnormalities associated with dense core amyloid plaques. These studies indicate that the accumulation of fibrillar amyloid is far more detrimental to neuronal circuitry than previously thought, and underscore the importance of therapies aimed at early plaque clearance or preventing amyloid deposition.
As active and passive immunization involving antibodies against A␤ peptides have been proposed as a potential therapeutic modality for AD, many studies have investigated the effects of immunotherapy on amyloid plaques and the effects of plaque removal on the surrounding neuronal structures using fixed preparations. A recent study has used TPM to follow the dynamics of axonal and dendritic varicosities around amyloid plaques before and after immunotherapy. 43 They found that exposure of the mouse cortex to anti-A␤ antibodies lead to the disappearance of some of the varicosities. It remains to be explored whether this result implies that the therapy was beneficial in that it presumably lead to a reversal in the process of varicosity formation or instead varicosities disappeared more rapidly because the treatment accelerated the process of neuritic disruption.
It is worth noting that amyloid plaques are typically surrounded by activated microglia and astrocytes. The role of these cells in the disease process remains controversial. Some studies have suggested that microglia have protective roles while others suggest that microlgia may have a role in causing secondary neuronal injury. 60 Furthermore, it is not known what role they play in the process of amyloid deposition. With the availability of mice that express fluorescence in microglia 61 or astrocytes, 62 it should be possible to simultaneously image with TPM amyloid plaques, microglia, and neuronal structures. 63 These types of studies are likely to provide a wealth of information regarding the spatio-temporal relation between plaque formation, microglia migration around plaques, and the resulting synaptic pathology.
In vivo imaging studies of neuronal circuit disruption in models of cerebral ischemia
Cerebral ischemia is a prevalent clinical entity with devastating consequences. However, despite the poor long-term outcomes following stroke, a significant proportion of patients experience spontaneous neurological improvement. The cellular mechanisms that underlie the neurological dysfunction and recovery following ischemia are poorly understood. Resolution of neurological deficits after stroke might occur . (a, b) . In vivo time-lapse imaging of cortical dendrites and axons (green) near an A␤ deposit (red) in cortical layer 1 of PSAPP/YFP mice at 6 months of age. While the majority of spines (arrowheads) and varicosities (asterisks) were stable over 2 days, some structural changes (e.g., spine loss (arrows) and varicosity formation (double arrows)) did occur. Scale bar ϭ 5 m. Data from Tsai et al. 58 with permission.
through changes in the structure and function of surviving neurons including synaptic reorganization, axonal sprouting, and neurogenesis. The study of such complex cellular processes has been limited by our inability to repeatedly imaging neuronal structures at high resolution in living animals receiving stroke models. Two-photon microscopy has now partially resolved these obstacles by allowing the acquisition of time lapse images of the same cellular structures over intervals of up to months in living mice.
Focal stroke is known to produce a central area of cell death, surrounded by areas with different degrees of neuronal injury due to variable reduction in blood flow as a result of collateral circulation (Penumbra). It is thought that in the "Penumbra" cells may undergo delayed cell death and significant changes in neuronal connectivity that may be partially responsible for the functional recovery seen after cerebral ischemia. Several studies have recently found changes in neuronal structures in particular dendritic spines following different models of cerebral ischemia. 64, 65 Zhang et al. 64 used several models of stroke in which different degrees of blood flow reduction were observed. A severe blood flow reduction with a photothrombosis stroke model leads to a very rapid spine and dendritic disruption. In contrast, with moderate blood flow reduction by administration of the vasoconstrictor endothelin no changes in dendritic spine structure were observed over 5 hours suggesting that minimal neuronal circuit disruption took place. This could potentially explain why therapeutic reperfusion using thrombolytic agents results in significant functional recovery if given early after stroke.
Vascular occlusion by photothrombosis has also recently been used to study flow changes in microcirculation following single vessel obstruction opening the door to studying cerebral hemodynamics in the living mouse cortex. 66 In addition to studying how neurons and their connections change in response to restricted blood flow, it is now also possible to examine other cell types that are likely to be involved in cerebrovascular regulation such as astrocytes and neuroinflammation such as microglia. Furthermore, crossbreeding mice that express different fluorescent proteins in specific cell types (neurons, astrocytes, and microglia) would allow imaging of cell-cell interactions in vivo. This is likely to be very important for studying the role of microglia in secondary neuronal damage following CNS injury. Finally, neurogenesis and migration of newly born neurons into an area of injury could also constitute a significant mechanism of neural repair following cerebral ischemia. 67, 68 In vivo imaging could provide a useful tool to better understand how these migrating neuroblasts mature and integrate into functional neuronal circuits.
Technical considerations and data interpretation for in vivo imaging of synapses
Although most recent results on the degree of postsynaptic dendritic spine plasticity converge towards the view that the vast majority of spines are stable over months to years, significant discrepancies still exist. In the future, it will be important to resolve these differences because they lead to different interpretations on how information is processed and stored in the brain. Accurate measurement of spine turnover rates is also important for studying synaptic pathology in CNS diseases. Below we discuss several factors such as different imaging approaches and data interpretation that are likely to affect measurements of dendritic spine stability in living animals:
Thin-skull versus cranial window approaches. Methodological differences in the skull preparation could have a major impact on the structural stability of synapses. In general, studies that used a minimally invasive method consisting of imaging through a thinned skull preparation tended to show very low degree of dendritic spine plasticity. 21, 34 In contrast, studies imaging through a cranial window, which involves removal of a piece of skull ϳ5 mm in diameter, and covering the exposed brain with agarose and a glass coverslip 22, 33 showed much greater degrees of dendritic dynamism. In the latter case, imaging usually starts 7 to 10 days after placing the cranial window. Presumably, this waiting period plus the administration of systemic corticosteroids are required for the resolution of an initial inflammatory reaction, which impedes imaging within the first weeks after craniotomy. 22, 33 This neuroinflammatory reaction and the unavoidable meningeal vascular injury associated with skull removal are likely to induce significant cortical injury and enhance the degree of spine plasticity.
The limitations of the thin-skull technique are mainly related to the fact that skull thickness is critical for image quality and it takes a lot of practice to consistently obtain a preparation of the optimal thickness for spine imaging. In the authors' experience, to obtain high-resolution images of dendritic spines, the skull must be less than 30 m thick. It is worth noting that over-thinning the skull can also lead to cortical injury, presumably due to deformation of the skull under the pressure of the blade. In such cases, the thinning process generally leads to mild neuronal injury, mainly manifested by axonal and dendritic blebbing, and eventual disappearance of fluorescent structures. 21, 34 For easy detection of neuronal injury during the thinning process or cranial window implantation, it is therefore helpful to use transgenic mice in which neurons are densely labeled (YFP-H line 17 ) rather than mice with low neuronal labeling density (GFP-M line 17 ). Animal age. Imaging through thinned-skull showed that in the first few postnatal months, the rate of spine elimination is significantly higher than that of spine formation, resulting in a concurrent net loss of spines in layer 5 pyramidal neurons of various cortical regions. These studies showed that adult spine stability is achieved after four months of age. 21, 34 These observations are consistent with previous studies from fixed tissue showing that synaptic density in the mammalian cortex decreases substantially from infancy until puberty and becomes stabilized in adulthood. 5, 69, 70 In agreement with this age-dependent spine stabilization, Holtmaat et al. 33 found that spine turnover in the barrel cortex of mice at six months of age is significantly lower than that in mice at 6 to 10 weeks of age. 22 These studies underscore the importance of considering the precise age of the animal when studying structural synaptic changes.
Classification of dendritic protrusions. The third factor that partially contributes to differences in measurements of spine stability relates to the distinction between filopodia-like structures and dendritic spines. Many lines of evidence indicate that filopodia and spines, although related, are structurally and functionally different entities. Filopodia are thin and long protrusions without a bulbous head. Unlike spines, filopodia contain little or no AMPA receptors that are important for synaptic transmission. 71 The lifetime of filopodia in both young and adult cortex is on the order of hours whereas spines have a lifetime of many months. In vitro studies have suggested that filopodia are highly dynamic and are precursors of spines. [72] [73] [74] Consistent with this view, the vast majority of filopodia in vivo were found to undergo rapid turnover within hours and only a small percentage of them are converted to spines, which then last for more than 1 to 2 days. 21, 34 Because filopodia are fundamentally different from spines in structure and function, it is important to measure and quantify their dynamics separately with appropriate temporal resolutions, particularly in young animals in which filopodia are highly abundant. For example, because ϳ15% of dendritic protrusions are filopodia and more than 50% of filopodia turn over within 4 hours in young adolescent barrel cortex, 34 the total number of filopodia eliminated and formed within 3 days is comparable to the total number of spines. Including filopodia in the same category as spines in the quantification of spine dynamics would suggest that at least 50% of spines turn over within 3 days. Such a high turnover rate would be an overestimation of the dynamism of the majority of spines. In summary, it is possible that the discrepancy over spine dynamics in the previous studies results from a combination of factors including different imaging techniques and animal ages as well as mixing filopodia and spines in data quantification. Future studies are required to further address the contribution of these various factors to spine dynamics. As pointed out by others, 75 "the ability to induce structural plasticity in many mechanisms (phototoxicity, injury, anesthesia/activity) lead to an interesting situation in which data supporting synaptic changes was more susceptible to artifact than was data supporting stability. Thus, the observation of no change in time-lapse imaging might still be easier to interpret than the evidence supporting dynamism." We agree with this statement and suggest it as a guideline for in vivo imaging and data interpretation. With the development of transgenic mouse models of various neurological diseases and the progress made in the field of in vivo TPM imaging, the time is ripe for answering long-standing questions with regards to structural changes in the process of learning and memory formation as well as in the recovery of function and rehabilitation following CNS injury.
