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Abstract—An accurate extrinsic information transfer (EXIT)
analysis is developed for protograph low-density parity-check
(LDPC) codes over the block fading channel (BFC). The analysis
is thus exploited for analyzing the behavior of distributed
protograph LDPC ensembles over block fading relay channels. A
novel protograph-based construction of low-density parity-check
(LDPC) codes for the relay channel is proposed, which provides
an enhanced unequal error protection (named unequal diversity,
UD) property. The focus is on quasi-static fading channels and
on the high-code-rate (푅 > 1/2) regimes, for which (according
to the Singleton bound) no full diversity can be achieved. In
the proposed construction, some nodes (and the corresponding
codeword fragments) associated with the code graph enjoy the
diversity provided by the relay, whereas the remaining nodes do
not experience any diversity. The proposed approach can be thus
tailored to transmit information blocks with different priority
levels.
I. INTRODUCTION
Renewed interest in low-density parity-check (LDPC) codes
[1] stems from the application of coding techniques to wireless
block-fading and relay channels [2]–[10].
In this paper, we introduce a simple yet accurate extrinsic
information transfer (EXIT) analysis for protograph-based
LDPC codes [11], [12] over the block fading channel (BFC).
The proposed analysis is an extension of the protograph
extrinsic information transfer (PEXIT) analysis of [13]. The
proposed approach simplifies the density evolution (DE) anal-
ysis of [7] for protograph LDPC ensembles, allowing a fast
and accurate evaluation of the outage behavior of protograph
LDPC ensembles. Additionally, it allows discriminating the
behavior of the different protograph variable nodes.
We adopt the developed tools to design and analyze some
distributed protograph ensembles in the framework of a single-
relay communication system operating in quasi-static Rayleigh
fading. High-rate (푅 > 1/2) distributed LDPC coded schemes
are introduced. The peculiarity of the proposed schemes re-
sides in the so-called unequal diversity (UD) achieved by the
different codeword fragments. More specifically, we design
distributed LDPC codes which allow achieving diversity-2 for
some codeword fragments, whereas the remaining codeword
fragments do not enjoy diversity. The proposed scheme thus
trades diversity with coding rate (in fact, diversity-2 cannot be
achieved by any scheme with 푅 > 1/2 over a 2-levels BFC)
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by re-encoding at the relay a subset of the information bits en-
coded at the source. The proposed scheme is hence of interest
for any communication system for which the unequal error
protection (UEP) concept is relevant. Note that the PEXIT
analysis has been previously adopted to design bilayer [5]
protographs for the relay channel [10]. Nevertheless, in [10]
the authors derive via PEXIT analysis the iterative decoding
threshold over additive white Gaussian noise (AWGN) channel
only for the designed protographs, focusing on the different
point-to-point links and hence without any modification of the
original analysis of [12], [13]. We extend the definition of
outage regions of a code ensemble [4] to distributed protograph
ensembles and to protograph variable nodes. An example of
a distributed protograph ensemble is provided, targeting the
high coding rate regime (푅 > 1/2). Via PEXIT analysis, we
develop simple tight bounds on the fragment error probability
(FEP) associated with different codeword fragments. Numeri-
cal results confirm the accuracy of the proposed analysis.
The rest of the paper is organized as follows. The PEXIT
ensemble analysis is described in Section II. In Section III we
review the considered relay transmission scheme and unequal
diversity protographs. The PEXIT analysis is exploited to
characterize the relay scheme performance in Section IV.
Conclusions follow in Section V.
II. PROTOGRAPH EXIT ANALYSIS OVER BLOCK FADING
CHANNELS
A protograph [11], [12], [14] is a Tanner graph [15] with
a relatively small number of nodes. A protograph 풢 =
(V ,C , E ) consists of a set of 푁 variable nodes V , a set of
푀 check nodes C , and a set of edges E . Each edge 푒푖,푗 ∈ E
connects a variable node 푉푗 ∈ V to a check node 퐶푖 ∈ C .
Multiple parallel edges are permitted. A larger graph can be
obtained by a copy-and-permute procedure: the protograph is
copied 푞 times, and then the edges of the individual replicas
are permuted among the 푞 replicas. The derived graph will
consist of 푛 = 푁푞 variable nodes and 푚 = 푀푞 check nodes.
A protograph can be described by a base matrix B of size
푀×푁 . The element 푏푖,푗 of B represents the number of edges
connecting the variable node 푉푗 to the check node 퐶푖.
In the following, we will consider protograph ensembles
over non-ergodic BFCs. More specifically, we will consider
a BFC with 푁 fading levels, one for each protograph vari-
able node (VN). Roughly speaking, the protograph VNs will
see independent channels with different signal-to-noise ratios
(SNRs), distributed as
푓훾(훾) =
1
훾
푒−
훾
훾 ,
for 훾 ≥ 0, while 푓훾(훾) = 0 for 훾 < 0. We will first modify
the PEXIT of [12], [13] to handle the BFC setting. Then,
outage regions will be defined and the asymptotic ensemble
error probability will be analyzed.
A. Protograph EXIT Analysis
We focus on the case in which each variable node is allowed
to see a different channel. Define 퐼(푗)푐ℎ the channel mutual
information (MI) at the input of the 푗-th node. Define:
퐼퐸푣(푖, 푗): the MI between the message sent by 푉푗 to 퐶푖
and the associated codeword bit, on one of the 푏푖,푗 edges
connecting 푉푗 to 퐶푖. (퐼퐸푣(푖, 푗) = 0 if 푏푖,푗 = 0)
퐼퐸푐(푖, 푗): the MI between the message sent by 퐶푖 to 푉푗
and the associated codeword bit, on one of the 푏푖,푗 edges
connecting 퐶푖 to 푉푗 . (퐼퐸푐(푖, 푗) = 0 if 푏푖,푗 = 0)
퐼퐴푃푃 (푗): the MI between the a-posteriori probability (APP)
log-likelihood ratio (LLR) (modeled as a random variable)
퐿(푗) = ln
푃푟(푥푗 = +1∣y)
푃푟(푥푗 = −1∣y) , (1)
evaluated by 푉푗 and the associated codeword bit 푥푗 .
Suppose a variable node 푉푗 connected to 퐶푖 (i.e., 푏푖,푗 ∕= 0).
The mutual information between the message sent by 푉푗 to
퐶푖 and the associated codeword bit, over one of the 푏푖,푗 edges
connecting the nodes, will be a function of
∙ the channel MI 퐼(푗)푐ℎ ;
∙ the a priori MI received by 푉푗 on each of the 푏푠,푗 edges
connecting 푉푗 to 퐶푠, with 푠 ∕= 푖, weighted by 푏푠,푗 ;
∙ the a priori MI received by 푉푗 on each of the (푏푖,푗 − 1)
edges connecting 푉푗 to 퐶푖, weighted by (푏푖,푗 − 1).
The MI between the message sent by 퐶푖 to 푉푗 and codeword
bit associated to 푉푗 , over one of the 푏푖,푗 edges connecting the
nodes, will be a function of
∙ the a priori MI received by 퐶푖 on each of the 푏푖,푠 edges
connecting 퐶푖 to 푉푠, with 푠 ∕= 푖, weighted by 푏푖,푠;
∙ the a priori MI received by 퐶푖 on each of the (푏푖,푗 − 1)
edges connecting 퐶푖 to 푉푗 , weighted by (푏푖,푗 − 1).
The MI between the a posteriori probability log-likelihood
ratio 퐿(푗) evaluated by 푉푗 and the associated codeword bit
will depend on the MI of all the incoming messages of 푉푗 .
Once the above-mentioned functions have been obtained for
a generic channel, and once the channel nuisance parameter
has been fixed, the MI evolution along the edges of the graph
can be computed iteratively, recalling that the MI on an edge
connecting 푉푗 and 퐶푖, at the output of the variable node, is
the a priori MI for 퐶푖, i.e., 퐼퐸푣(푖, 푗) = 퐼퐴푐(푖, 푗). Similarly,
퐼퐸푐(푖, 푗) = 퐼퐴푣(푖, 푗). At each iteration a set of 퐼퐴푃푃 (푗), with
푖 = 0 . . .푁 − 1, is produced.
The EXIT functions for variable/check nodes on the AWGN
channel have been introduced in [16]. We denote with 퐽(휎)
the MI between a binary random variable 푋 , with 푃푟(푋 =
+휇) = 1/2 and 푃푟(푋 = −휇) = 1/2, and a continuous
Gaussian-distributed random variable 푌 with mean 푋 and
variance 휎2 = 2휇 (symmetry condition). 퐽(휎) represents the
capacity of a binary-input additive Gaussian noise channel,
and it is given by [17]
퐽(휎) = 1−
∫ +∞
−∞
1√
2휋휎2
푒−
(푦−휎2/2)
2
2휎2 ⋅ log2
(
1 + 푒−푦
)
푑푦.
(2)
Simple approximations of the functions 퐽(⋅) and 퐽−1(⋅) can
be found in [16]. The PEXIT analysis proceeds as follows.
1) Initialization
Initialize 퐼(푗)푐ℎ = 퐽 (휎푐ℎ,푗), ∀푗 = 0 . . .푁 − 1, with
휎2푐ℎ,푗 = 8훾
(푗)
where 훾(푗) represents the signal-to-noise ratio associated
to the channel input to the 푗-th variable node. We define
the channel profile as the vector of instantaneous SNRs
휸 =
[
훾(0), 훾(1), . . . , 훾(푁−1)
]
.
2) Variable to check update
For 푗 = 0, . . . , 푁 − 1 and 푖 = 0, . . . ,푀 − 1, if 푏푖,푗 ∕= 0,
퐼퐸푣(푖, 푗) ≈
퐽
(√∑
푠∕=푖
푏푠,푗 [퐽−1 (퐼퐴푣(푠, 푗))]
2
+
+(푏푖,푗 − 1) [퐽−1 (퐼퐴푣(푖, 푗))]2 +
[
퐽−1
(
퐼
(푗)
푐ℎ
)]2)
.
If 푏푖,푗 = 0, 퐼퐸푣(푖, 푗) = 0.
3) For 푗 = 0, . . . , 푁 − 1 and 푖 = 0, . . . ,푀 − 1, set
퐼퐴푐(푖, 푗) = 퐼퐸푣(푖, 푗).
4) Check to variable update
For 푗 = 0, . . . , 푁 − 1 and 푖 = 0, . . . ,푀 − 1, if 푏푖,푗 ∕= 0,
퐼퐸푐(푖, 푗) ≈
1− 퐽
(√∑
푠∕=푗
푏푖,푠 [퐽−1 (1− 퐼퐴푐(푖, 푠))]2+
+(푏푖,푗 − 1)
[
퐽−1 (1− 퐼퐴푐(푖, 푗))
]2)
.
If 푏푖,푗 = 0, 퐼퐸푐(푖, 푗) = 0.
5) For 푗 = 0, . . . , 푁 − 1 and 푖 = 0, . . . ,푀 − 1, set
퐼퐴푣(푖, 푗) = 퐼퐸푐(푖, 푗).
6) APP-LLR mutual information evaluation
For 푗 = 0, . . . , 푁 − 1,
퐼퐴푃푃 (푗) ≈
퐽
(√∑
푠
푏푠,푗 [퐽−1 (퐼퐴푣(푖, 푗))]
2 +
[
퐽−1
(
퐼
(푗)
푐ℎ
)]2)
.
The steps 2-6 are iterated until 퐼퐴푃푃 (푗) = 1, ∀푗, or
a maximum number of iterations (퐼푚푎푥) is reached. For a
given channel profile 휸 the convergence of a VN 푉푗 APP to
퐼퐴푃푃 (푗) = 1 means that, for the codeword bits associated with
the 푗-th VN type, a vanishing error probability is achieved in
the asymptotic setting.
B. Outage Regions and Asymptotic Error Probability
We shall adapt next the definition outage region for a code
ensemble introduced in [4] to protograph ensembles. More
specifically, we will introduce the concept of outage regions
for the protograph nodes.
Definition 1 (Convergence region of a protograph VN). We
identify by
풟(푗) = {휸 ∈ ℝ푁+ ∣퐼퐴푃푃 (푗) = 1, 퐼푚푎푥 →∞}
as the 푁 -dimensional convergence region of the VN 푉푗 .
Definition 2 (Outage region of a protograph VN). We identify
by
풟(푗) = {휸 ∈ ℝ푁+ ∣퐼퐴푃푃 (푗) < 1, 퐼푚푎푥 →∞}
the 푁 -dimensional outage region of the VN 푉푗 .
Definition 3 (Convergence region of a protograph 풢). We
identify by
풟풢 = {휸 ∈ ℝ푁+ ∣퐼퐴푃푃 (푗) = 1, ∀푗, 퐼푚푎푥 →∞}
the 푁 -dimensional convergence region of 풢.
Definition 4 (Outage region of a protograph 풢). We identify
by
풟풢 = {휸 ∈ ℝ푁+ ∣∃푗 s.t. 퐼퐴푃푃 (푗) < 1, 퐼푚푎푥 →∞}
the 푁 -dimensional outage region of 풢.
Under actual density evolution, the average ensemble block
error probability can be lower-bounded as [7]1
푃퐵 ≥
∫
풟풢
푁−1∏
푖=0
푓훾
(
훾(푖)
)
푑훾(푖), (3)
while the average ensemble bit error probability is
푃푏 = 피휸 [푃푏 (휸)] (4)
=
∫ ∞
0
∫ ∞
0
. . .
∫ ∞
0
푃푏 (휸)
푁−1∏
푖=0
푓훾
(
훾(푖)
)
푑훾(푖) (5)
where 푃푏 (휸) is the bit error probability averaged over the
different protograph VNs for a given channel profile 휸,
푃푏 (휸) =
1
푁
푁−1∑
푖=0
푃
(푖)
푏 (휸) .
The bit error probability associated with the 푖-th VN is
obtained as
푃
(푖)
푏 (휸) ≈
1
2
erfc
(
1
2
√
2
퐽−1 (퐼퐴푃푃 (푖))
)
.
1The convergence to a vanishing bit error probability does not represent
always a sufficient condition for the convergence to a vanishing block error
probability [18], [19]. Nevertheless, often the right-hand side of (3) can be
confidently used to estimate the block error probability of finite length LDPC
codes [7].
Since 푃 (푖)푏 vanishes outside 풟
(푖)
, we have that
푃푏 =
1
푁
푁−1∑
푖=0
∫
풟
(푖)
푃
(푖)
푏 (휸)
푁−1∏
푗=0
푓훾
(
훾(푗)
)
푑훾(푗). (6)
We remark that (3)-(6) hold in an approximate sense due to
the Gaussian approximation which is inherent to the EXIT
analysis. Thus, all the bounds and equalities based on EXIT
analysis have to be considered as approximations.
Definition 5 (Diversity of a protograph). The diversity
achieved by a protograph is finally defined as [20]
푑 = lim
훾→∞
− log푃푏
log 훾
.
Definition 6 (Diversity of a protograph VN). Extending the
definition above , the diversity of the 푖-th VN is defined as
푑푖 = lim
훾→∞
− log푃
(푖)
푏
log 훾
.
The UEP property of the protographs presented in this
paper resides in assigning the high-priority fragments to the
nodes with largest diversity. In the following, a cooperative
transmission scheme is introduced, whose performance can be
conveniently characterized by means of the proposed PEXIT
analysis.
III. AN UNEQUAL DIVERSITY COOPERATIVE
TRANSMISSION SCHEME
Following Figures 1(a) and 1(b), a rate-푅푆 code 풞푆 is
employed at the source to encode a length-푘 message vector
u which can be split into two sub-blocks (fragments, in the
following) as u = [uℎ∣u푙], where uℎ represents the 푘ℎ bits
long high-priority fragment and u푙 represents the 푘푙 bits long
low-priority fragment. The length-푛푆 coded block is given by
c푆 = [u∣p푆 ], where p푆 is the 푚푆 = 푛푆 − 푘 bits parity
vector. The coded block is then BPSK modulated, resulting
in the modulated sequence x푆 (with x푆 ∈ {−1,+1}푛푆), and
transmitted over the first time slot. A corrupted version of x푆
is received at the destination as
y푆 = 훼푆x푆 + n푆 ,
where 훼푆 follows a Rayleigh distribution with 피[훼2푆 ] = 1, and
where the elements n푆 are i.i.d. Gaussian random variables
with variance 휎2푛 = 푁0/2. The instantaneous SNR is given
by 훾푆 = 훼2푆/2휎2푛.
The same sequence x푆 is received at the relay. We will
make use of a simplified assumption, i.e. we will consider the
link between source and relay as reliable [8]. The assumption
is justified by considering the case where the relay is selected
among a set of candidate nodes in such a way the SNR
on the S-R link is large enough to achieve negligible error
S D
R
Time Frame 1
Time Frame 2
훼푆, 훾푆
훼푅, 훾푅
(a) Relay transmission scheme.
x푆 x푅
(channel coeﬃcient 훼푆 , SNR 훾푆) (channel coeﬃcient 훼푅, SNR 훾푅)
Time Frame 1 Time Frame 2
u푙 p푅uℎ
p푆
푘ℎ bits 푘푙 bits 푚푆 bits 푛푅 bits
Source codeword, c푆 Relay codeword, c푅
(b) Frame structure
Fig. 1. Overview of the transmission scheme and of the frame structure.
probabilities after decoding.2 In this sense, the introduction of
coding at the source (through 풞푆) is essential to permit the
selection of the relaying partner in a suitably-large area in the
neighborhood of the source terminal. Note moreover that under
the simplified condition the challenges in the code design
remain substantially unchanged [8]. After decoding of the
block u, the relay extracts the high-priority fragment uℎ and
performs encoding with a rate-푅푅 non-systematic code 풞푅,
producing the code block c푅 = [p푅], where p푅 is a 푛푅 bits
vector. The coded block is then BPSK modulated, resulting
in the modulated sequence x푅 (with x푅 ∈ {−1,+1}푛푅), and
transmitted over the second time slot. A corrupted version of
x푅 is received at the destination as
y푅 = 훼푅x푅 + n푅,
where 훼푅 follows a Rayleigh distribution with 피[훼2푅] = 1, and
where the elements n푅 are i.i.d. Gaussian random variables
with variance 휎2푛 = 푁0/2. The instantaneous SNR is given by
훾푅 = 훼
2
푅/2휎
2
푛.
At the receiver side, the joint observation y = [y푆 ∣y푅] is
formed and it is input to the decoder for the joint code 풞
whose task if to retrieve the code word x = [x푆 ∣x푅], where
the two blocks x푆 ,x푅 experience to two independent fading
levels 훼푆 , 훼푅.
A. Parity-Check Matrix Structure and Diversity
The overall 풞 code parity-check matrix will have form
H =
[
H푆 0
M 0 P
]
,
where the H푆 is the 푚푆×푛푆 parity-check matrix of the code
풞푆 and where 풞푅 has extended 푛푅× (푘ℎ+푛푅) matrix in the
form3 H푒푅 = [M∣P] where M is a 푛푅 × 푘ℎ associated with
2This assumption is realistic in many cases. As an example, the aeronautical
(in-airport) communications represent an ideal candidate application for the
technique proposed in this paper. The airport communication channel [21]
confirms the hypothesis considered in our analysis (i.e., slow Rayleigh fading),
especially for scenarios where the vehicles on the airport surface are moving at
moderate speeds or are in parking position. Indeed, the relay terminal (which
is an aircraft) may be easily chosen in order to guarantee a very high SNR
between source and relay, since often there is the possibility of selecting
a relay that are standing close to the transmitting aircraft. Furthermore, the
traffic profiles considered for aeronautical applications, which are defined by
[22], includes three different classes of messages with different requirements.
Hence, the use of a method which implicity provides different protection for
different information constitutes a valuable feature.
3We have that H푒
푅
[uℎ,p푅]
푇 = 0푇 , i.e. H푒
푅
is the parity-check matrix
of the augmented code obtained by concatenating uℎ and p푅.
the information bits in uℎ (which are not transmitted by the
relay), and P is the 푛푅×푛푅 matrix associated with the parity
vector p푅. Note that the final code length is 푛 = 푛푆 + 푛푅,
and the overall code rate is 푅 = 푘/(푛푆 + 푛푅).
Among the possible decoding strategies, two possibilities
deserve particular interest. A first (optimum) approach deals
with joint decoding of the two codes 풞푆 , 풞푅 composing the
distributed code 풞. A low-complexity alternative is represented
by a scheme which decodes 풞푆 and 풞푅 separately,4 and
depending on the decoders outcome delivers either 푢ℎ or 푢푙, or
both (or none of them, if none of the decoders is successful).5
Note that in both cases the high-priority fragment achieves
diversity of order 2 if rankM = 푘ℎ, i.e. if each non-zero
codeword of the augmented code having parity-check matrix
H푒푅 has its support spread over uℎ and p푅.
This behavior can be achieved by a distributed LDPC
scheme under joint iterative decoding of 풞. Consider the
parity-check matrix H푆 of the code 풞푆 , where 풞푆 is a low-
density parity-check code. Moreover, we assume 풞푅 to be a
non-systematic low-density parity-check code with extended
low-density parity-check matrix in the form H푒푅 = [M∣P].
The overall 풞 code parity-check matrix will be low density.
Decoding can thus be performed on the Tanner graph associ-
ated with H.
B. Unequal Diversity Protographs
The code structure presented above can be suitably real-
ized by means of protograph LDPC code constructions. We
introduce the concepts of source protograph 풢푆 , by which we
denote the protograph for the (high-rate) code employed at the
source, and of relay protograph 풢푅, which refers to the code
employed at the relay. The two protographs are connected via
the VNs associated with the bits of uℎ. The union of the two
protographs gives rise to the distributed protograph 풢, which
defines the distributed LDPC code ensemble employed by the
cooperative scheme. The scheme can be seen as a distributed
parallel concatenation of two block codes [23] where the
concatenation involves only a fraction of the information bits.
Example 1 - Rate 7/10 protograph. An first protograph ex-
ample is depicted in Figure 2. The protograph relates to a rate
4Alternatively, one may consider forwarding the decision of the decoder
associated with 풞푅 (if successful) to the decoder associated with 풞푆 . This
has the effect of shortening 풞푆 thus facilitating the recovery of 푢푙
5We assume that an error detection mechanism provides a validation of the
decoders output.
푅 = 7/10 ensemble and consists of a parallel concatenation of
a rate 푅푆 = 7/8 irregular repeat accumulate (IRA) protograph
풢푆 with base matrix
B푆 = [ 4 4 4 4 4 4 4 2 ]
and a rate 푅푅 = 1/2 non-systematic repeat accumulate (RA)
protograph 풢푅 with base matrix
B푅 =
[
1 1 1
1 1 1
]
,
The overall distributed protograph 풢 possesses a base matrix
B =
⎡
⎣ 4 4 4 4 4 4 4 2 0 01 0 0 0 0 0 0 0 1 1
1 0 0 0 0 0 0 0 1 1
⎤
⎦ .
4 4 4 4 4 4 4 2
Protograph 풢푆 (rate 7/8 IRA)
Protograph 풢푅 (rate 1/2 non-systematic RA)
푉0 푉1 푉2 푉3 푉4 푉5 푉6 푉7
푉8 푉9
퐶0
퐶1 퐶2
Fig. 2. Protograph from the Example 1. The IRA code is adopted at the
source, whereas the RA is used for encoding the high-priority fragment at
the relay. The first column of B푅 is hence associated with the high-priority
fragment (VN 푉0 in the protograph), which is not transmitted by the relay.
IV. ANALYSIS FOR THE RELAY CHANNEL
The analysis presented in Section II can be easily adapted
to the case of the relay channel with quasi-static fading. More
specifically, we shall set to 훾(푗) = 훾푆 for all the protograph
VNs associated with fragments transmitted over the source-
destination channel. For the protograph VNs associated with
fragments transmitted over the relay-destination channel we
shall set 훾(푗) = 훾푅. We denote by 풱ℎ as the set of protograph
VNs associated with high-priority fragments (thus, having the
largest diversity), and by 풱푙 as the set of protograph VNs as-
sociated with low-priority fragments. The convergence/outage
regions of the variable nodes in 풱ℎ, 풱푙 depend on 훾푆 and
훾푅 only. Thus, they can be conveniently represented on the
2-dimensional 훾푆 × 훾푅 plane.
Definition 7 (Convergence region of high-priority fragments
for a protograph 풢). We identify by
풟ℎ = {훾푆, 훾푅∣퐼퐴푃푃 (푗) = 1, ∀푉푗 ∈ 풱ℎ, 퐼푚푎푥 →∞}
the 2-dimensional convergence region of the high-priority
fragments for the 풢.
Definition 8 (Convergence region of low-priority fragments
for a protograph 풢). We identify by
풟푙 = {훾푆, 훾푅∣퐼퐴푃푃 (푗) = 1, ∀푉푗 ∈ 풱푙, 퐼푚푎푥 →∞}
the 2-dimensional convergence region of the low-priority frag-
ments for the 풢.
The corresponding complementary non-convergence (out-
age) regions are given by 풟ℎ and 풟푙.
The asymptotic (in the block length) FEPs associated with
high and low-priority fragments can be bounded by
푃
(ℎ)
퐹 ≥
∫
풟ℎ
푓훾(훾푆)푓훾(훾푅)푑훾푆푑훾푅, (7)
푃
(푙)
퐹 ≥
∫
풟푙
푓훾(훾푆)푓훾(훾푅)푑훾푆푑훾푅. (8)
Example 1 - Rate 7/10 protograph. Figure 3(a) depicts
the convergence regions for the high- and the low-priority
fragments associated with the protograph of Figure 2 on the
훾푆 × 훾푅 plane (linear scale). A few observations follow.
A. When fixing 훾푆 = 0, the border of the convergence region
of the high priority fragment is at 훾푅 = 훾∗푅 ≃ 1.03 (0.142
dB, point A in the chart), which is the decoding threshold
over the AWGN channel for the protograph associated
with the base matrix B푅.
B. When fixing 훾푅 = 0, the border of the two convergence
regions is given by 훾푆 = 훾∗푆 ≃ 1.86 (2.709 dB, point B
in the chart), which is the decoding threshold over the
AWGN channel for the protograph associated with the
base matrix B푆 .
C. For increasing 훾푅, the border of the convergence region
of the low priority fragments moves leftwards, and for
sufficiently large 훾푅 it achieves the value 훾푆 = 훾′푆 ≃
1.74 (2.42 dB, point C in the chart), which is the decoding
threshold over the AWGN channel for the protograph
associated with the base matrix B푆′ = [ 4 4 4 4 4 4 2 ],
i.e. with a shortened version of the base matrixB푆 , where
the first column (VN 푉0 in the protograph) is removed
due to the infinite reliability associated with the extrinsic
information provided by the RA adopted at the relay
(operated in its convergence region).
The evaluation of Eqs. (7) and (8) is provided in Figure 3(b)
vs. the average SNR 훾, together with simulation results for the
FER of a 푛 = 2560 code obtained by a 256-fold expansion of
the protograph of Figure 2. The expansion has been performed
in 2 steps via a circulant version of the progressive edge
growth (PEG) algorithm [24], leading to structured (quasi-
cyclic) IRA [25] and RA [26] codes at the source and at the
relay respectively. The accuracy of the analysis is evident down
to the simulated FERs (10−5), and confirms the different levels
of diversity attained by the different node types.
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Fig. 3. Outage regions and FEP (푃퐹 ) for the protograph of Example 1.
V. CONCLUSION
In this paper, an accurate PEXIT analysis for the BFC has
been introduced. The proposed analysis has been exploited
to analyze the behavior of distributed protograph LDPC en-
sembles over the quasi-static relay fading channel. Protograph
ensemble exhibiting the UD feature has been proposed, which
are obtained via simple (parallel) concatenation of IRA/RA
protographs. The proposed schemes allow combining coding
efficiency (through high coding rates) with diversity for the
high-priority parts of the source messages.
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