In this paper we introduce three natural``score statistics" for testing the hypothesis that F(t_0)takes on a fixed value in the context of nonparametric inference with current status data. These three new test statistics have natural interpretations in terms of certain (weighted) L_2 distances, and are also connected to natural``one-sided" scores. We compare these new test statistics with the analogue of the classical Wald statistic and the likelihood ratio statistic introduced in Banerjee and Wellner (2001) for the same testing problem. Under classical`r egular" statistical problems the likelihood ratio, score, and Wald statistics all have the same chisquared limiting distribution under the null hypothesis. In sharp contrast, in this non-regular problem all three statistics have different limiting distributions under the null hypothesis. Thus we begin by establishing the limit distribution theory of the statistics under the null hypothesis, and discuss calculation of the relevant critical points for the test statistics. Once the null distribution theory is known, the immediate question becomes that of power. We establish the limiting behavior of the three types of statistics under local alternatives. We have also compared the power of these five different statistics via a limited Monte-Carlo study. Our conclusions are: (a) the Wald statistic is less powerful than the likelihood ratio and score statistics; and (b) one of the score statistics may have more power than the likelihood ratio statistic for some alternatives.
Introduction
The problem of estimating a monotone function arises frequently in statistics. In what follows we study a very particular example of this class of problems, the case of "current status data". Current Status Data: Let (X 1 , T 1 ), (X 2 , T 2 ), . . . , (X n , T n ) be n i.i.d. pairs of random variables. For each i, X i ∼ F , T i ∼ G and X i is independent of T i . Here F and G are continuous distributions concentrated on the positive half-line. In the interval censoring model, we do not observe the actual failure times, the X i 's. All that we observe for the i'th individual is the vector (∆ i , T i ) where ∆ i = 1{X i ≤T i } is the indicator of a failure. We are interested in inference about F , based on the "current status" data {(∆ i , T i ), i = 1, . . . , n}. More specifically, here we focus on inference for F (t 0 ), the value of F at a fixed point t 0 .
For applications involving current status data see Keiding et al. (1996) . In this paper we introduce a natural "score (or Rao) statistic" for testing F (t 0 ) =θ 0 and study several variants of this statistic. We derive the asymptotic distribution of the new statistics under the null hypothesis and local alternatives, and give some results concerning the power of these statistics relative to the likelihood ratio statistic studied in Banerjee and Wellner (2001) and a natural "Wald" type statistic. The three types of statistics are introduced in section 2. Behavior of the statistics under the null hypothesis and local alternatives is discussed in sections 3 and 4; first order behavior of the statistics under fixed alternatives is given in section 5. Section 6 summarizes the results of the theory presented together with preliminary Monte-Carlo studies. One definite conclusion is that the Wald test is dominated by the likelihood ratio and score tests. Proofs of the results in sections 2-5 are sketched in section 7. More detailed proofs are given in the companion technical report, Banerjee and Wellner (2003) .
The Likelihood Ratio, Score and Wald Statistics
In this section we introduce the new "score statistics" for testing here 0 < t 0 < ∞ and 0 <θ 0 < 1 are both fixed. We denote the distribution of (∆, T ) under (F, G) by P F,G . We assume throughout that the following assumption holds: Assumption A: Both F and G are continuously differentiable in a neighborhood of t 0 with Lebesgue densities f and g respectively; also 0 < f(t 0 ), g(t 0 ) and 0 < F (t 0 ) < 1. The log-likelihood log L n (F ) based on n i.i.d. observations (∆ 1 , T 1 ), (∆ 2 , T 2 ), . . . , (∆ n , T n ) is then given by log L n (F ) = nP n (∆ log F (T ) + (1 −∆) log(1 − F (T ))) , (2.1)
where P n is the empirical measure of the observations {(∆ i , T i ) n i=1 }. The likelihood ratio statistic for testing F (t 0 ) =θ 0 is given by 2 log(λ n ) = 2 log L n (F n ) − log L n (F 0 n ) = 2nP n ∆log F n (T ) F 0 n (T ) + (1 −∆) log 1 − F n (T ) 1 − F 0 n (T ) where F n is the unconstrained MLE and F 0 n is the constrained MLE under the null hypothesis (based on the interval censored data). The behavior of the likelihood ratio statistic under the null hypothesis and local alternatives was derived in Banerjee and Wellner (2001) and will be compared here to the new score statistics.
A natural and very intuitive way of measuring the distance between F n , the unconstrained MLE of F and F 0 n , the constrained MLE of F is to compute
2 . Since F n and F 0 n only differ in shrinking (n −1/3 ) neighborhoods of the point of interest t 0 , it is only observation times T i in those neighborhoods that contribute to the sum. Thus, one could propose a test based on Diff n . Note that Diff n = n (F n (t) − F 0 n (t)) 2 dG n (t) where G n is the empirical distribution function of the observation times and hence measures the square of the L 2 distance between F n and F 0 n with respect to the empirical measure of the observation times. We will use scaled/weighted versions of Diff n to form our test statistics for testing H 0 against H 1 . These are of the following types:
We will show that these three score statistics T n,j , j = 1, 2, 3, are asymptotically equivalent under both the null hypothesis and under local alternatives. Under the null hypothesis, these three score statistics have the same limiting null distribution (which is independent of the underlying parameters in the problem). On the other hand, unlike the situation in regular statistical problems in which the likelihood ratio, score (or Rao), and Wald statistics all have the same asymptotic chi-square distribution under the null hypothesis and the same non-central chi-square distribution under local alternatives, here the score statistics, Wald statistic, and likelihood ratio statistic all have different limiting distribution under the null hypothesis, and these differences persist in the limiting distributions under local alternatives. While each of the score statistics can be regarded as an L 2 statistic, our reason for calling them "score statistics" is explained below.
The L 2 statistics as score statistics: The log-likelihood, based on n i.i.d. observations in the current status model, is given by (2.1) where F is the survival time distribution. Now consider the following perturbation of F in the direction of some other distribution function H on [0, ∞):
where ≥0. This gives a one-dimensional parametric submodel of the original non-parametric model, passing through F and the (one-sided) score at F is then given by
Our score statistics in the interval censoring problem arise from suitable choices of H and F : we obtain S n,1 , our first score statistic, by setting F = F n , and H = F 0 n ; and S n,2 , our second score statistic, by taking F = F 0 n , and H = F n . Thus, with S n,1 , we perturb the unconstrained MLE in the direction of the constrained MLE, and for S n,2 we do the reverse. Since F n maximizes the log-likelihood it is easy to see that S n,1 ≤0. Thus
and
(In the context of regular parametric models S n,1 is usually zero.) The following proposition connects S n,1 and S n,2 to both T n,2 and 2 log λ n : in a sense the scores S n,1 and S n,2 are the building blocks behind both these statistics.
Proposition 2.1 Let S n,1 and S n,2 be defined as above and let the survival time distribution F belong to H 0 . Then
Thus T n,2 , which is one of the versions of the L 2 statistic, is asymptotically equivalent, under the null, to the sum of two one-sided score statistics, and the likelihood ratio statistic is asymptotically equivalent to the difference of these same two one-sided score statistics. We therefore refer to T n,2 as a "score statistic". Since T n,1 and T n,3 are versions of the L 2 statistic which are asymptotically equivalent to T n,2 we shall also regard them as "score statistics". The behavior of the one-sided score statistics under both the null hypothesis and contiguous alternatives will be discussed elsewhere.
The Wald statistic: It is known that
where Z = argmin{W (t) + t 2 } and W is a two-sided Brownian motion process starting from 0; see e.g. Groeneboom and Wellner (1992) , Theorem 5.1, page 89. Thus a natural analogue W n of the classical Wald statistic is defined by
whereˆf n (t 0 ) andĝ n (t 0 ) are consistent estimators of f(t 0 ) and g(t 0 ) respectively. Thus the Wald statistic is simply a scaled version of the squared distance between the MLE of F at the point t 0 and the true value F (t 0 ). The scaling ensures that the limit distribution of the Wald statistic is free of underlying parameters. Note that, as opposed to the likelihood ratio and the score statistics, the Wald statistic requires explicit estimation of the (nuisance) parameters f(t 0 ) and g(t 0 ).
Limit Theory Under the Null Hypothesis
In this section we focus on the asymptotic behavior of the likelihood ratio, score, and Wald statistics under the null hypothesis H 0 : F (t 0 ) =θ 0 . We now introduce some notation: For constants a, b > 0 and t ∈ R, let X a,b (t)≡ aW (t) + bt 2 , where W (t) is standard two-sided Brownian motion starting from 0. Let G a,b denote the Greatest Convex Minorant (GCM) of the process aW (t) + bt 2 . The GCM G a,b is well-characterized: it is a piecewise linear function that touches the paths of the process X a,b at the points where G a,b changes slope; furthermore the number of changes of slope of G a,b in any compact interval is finite. The right derivative process of G a,b is denoted by g a,b . On the other hand g 0 a,b is the process of right derivatives of G 0 a,b , the process of the constrained one-sided GCMs of X a,b (t). In other words, G 0 a,b is the process, which for t≥0 is the GCM of X a,b (t) for t≥0, but subject to the constraint that its slopes do not fall below 0, and for t < 0 is the GCM of X a,b (t) for t < 0 but subject to the constraint that its slopes stay less than or equal to 0. See Groeneboom (1985) , Groeneboom (1989) , Banerjee (2000) , Banerjee and Wellner (2001) , and Wellner (2003) for more detailed descriptions of these processes.
Theorem 3.1 Under the null hypothesis F (t 0 ) =θ 0 and under assumption A
Furthermore T n,1 and T n,3 are asymptotically equivalent to T n,2 under H 0 .
The proof of Theorem 3.1 is sketched in Section 5. We now briefly discuss the distributions of D, T, and 4Z 2 . Although the distributions of D and T are not yet known analytically, they can easily be estimated by Monte-Carlo methods. We have computed approximations to the distributions of D and T by constructing discrete approximations to Brownian motion on [−3, 3] with a mesh size of .0002. For a discussion of this method, see Banerjee (2000) or Banerjee and Wellner (2001) . Estimates of selected quantiles of the distribution of D based on a sample size of 3 × 10 4 along with the associated variability are provided in Banerjee and Wellner (2001) .
The distribution of Z has been characterized analytically by Groeneboom (1985) , Groeneboom (1989) . The distribution function and quantiles of the distribution of Z have been computed by Groeneboom and Wellner (2001) . Table 1 gives quantiles of 4Z 2 = g 1,1 (0) 2 computed numerically from the density of Z along with the estimated quantiles of D and T obtained via discrete approximations to Brownian motion and Monte-Carlo. Even though the distributions of D and T are not analytically characterized, we do have a stochastic ordering result -namely that D is stochastically larger than T.
Proposition 3.1 2 . In fact this crossing occurs somewhat before the .99 quantile as can be seen from Table 1 
Limit Theory Under Local Alternatives
Our next theorem concerns the behavior of the three statistics under contiguous alternatives. Suppose that {F n } is a sequence of continuous distribution functions satisfying the following conditions: B(1). For some c > 0, F n (t) = F (t) for all t with |t − t 0 |≥cn −1/3 . B(2). The functions A n (t) = n 1/3 (F n (t) − F (t)) satisfy
Thus B is a continuous function on [−c, c] and B vanishes on (−c, c) c . It is shown in Theorem 2.6 of Banerjee and Wellner (2001) that {P n Fn,G } and {P n F,G } are mutually contiguous through a LAN (Local Asymptotic Normality) result for the local log-likelihood ratio log(
and let φ be defined by
where a and b are given by
Finally define the process g a,b,Ψ as the slope process of G a,b,Ψ , the greatest convex minorant of X a,b,Ψ , and the process g Theorem 4.1 Suppose that the distribution functions F , G satisfy assumption A, and the sequence of distribution functions {F n } satisfies B(1) and B(2). Then, under the local alternatives {P n Fn,G },
where φ is as defined in (4.2). Furthermore, T n,1 and T n,3 are asymptotically equivalent to T n,2 under the given sequence of contiguous alternatives and hence have the same asymptotic distribution.
Theorem 4.1 yields the limiting power of the tests under sequences {F n } satisfying B(1) and B(2). We conjecture that the distributions of D φ , Z 2 φ , and T φ are continuous under the hypotheses of Theorem 4.1. We also conjecture that the limiting power of all three tests is strictly greater than the level (or size) αwhen φ (0) = 0: with α∈ (0, 1), if d α , t α , and
Unfortunately we have not succeeded in proving these conjectures, and furthermore the expressions for the limit variables D φ , T φ , and Z 2 φ do not (yet) seem to yield insight into the comparative behavior of the power of the three tests. For this reason, we also consider the behavior of the tests under fixed alternatives and describe some preliminary Monte-Carlo studies.
Limit Theory Under Fixed Alternatives
The following theorem summarizes the behavior of the likelihood ratio, score, and Wald statistics under a fixed alternative.
Theorem 5.1 Suppose that F (t 0 ) =θ 0 , that there is a unique point t 1 satisfying F (t 1 ) =θ 0 , and there is a neighborhood N of t 0 such that F and G are continuously differentiable on N with densities f and g respectively, and f(t 0 ) and g(t 0 ) are both positive. Moreover, suppose that there is some open
Then the following hold:
is the Kullback-Leibler discrepancy between P and Q.
(ii) Both n −1 T n,1 and n −1 T n,3 converge in probability to the positive constant
(iii) n −1 T n,2 converges in probability to
(v) The constants 2K(P F,G , P H,F ) and B i (F, G, θ 0 ), i = 1, 2, satisfy the following inequalities:
Note that (i) -(iv) of Theorem 5.1 imply that the Wald statistic diverges to infinity in probability at a slower rate (n 2/3 ) than the rate at which the likelihood ratio and score statistics converge to infinity. This leads us to conclude that the power of the Wald test is typically dominated by the power of the likelihood ratio and score tests, and this matches with our preliminary Monte Carlo studies. Parts (v)(a) and (b) of Theorem 5.1 lead us to suspect that the test based on the score statistic T n,2 has higher power than the other score statistics and the likelihood ratio statistics when θ 0 = 1/2 or when 1/2≥θ 0 = H(t) > F (t) for t ∈ [t 0 , t 1 ) or when 1/2≤θ 0 = H(t) < F (t) for t ∈ (t 1 , t 0 ], and this is also borne out by the preliminary Monte Carlo work.
Monte Carlo study of the Power of the Tests
Simulation studies: We now study the rejection probabilities of the likelihood ratio test, the three (asymptotically equivalent) score statistics and the Wald statistic, for different values of the constants a, b and c, at different sample sizes n via Monte Carlo, and compare with the limiting power predicted by theory. Since our proposed tests are based on asymptotic critical points, there are obvious difficulties in interpretation of the rejection probabilities as "power" since the finite sample type I rejection probabilities differ from the nominal (asymptotic) values. Thus we have also carried out comparisons based on finite-sample Monte-Carlo critical values for a subset of the particular situations used in the Monte-Carlo study. It should be understood that these latter comparisons also suffer from the difficulty that such critical points are not available in practice. [Potential ways of solving the problem of accurate finite sample critical points might involve bootstrap methods or other resampling strategies, but we have not explored such methods here.]
One natural type of local alternatives {F n } to consider are of the form
where B(z) =ηf(t 0 )(c − |z|)1 [−c,c] (z) and t 0 , c, and ηare fixed positive numbers. The difficulty with this sequence {F n } for Monte-Carlo experiments is that F −1 n , does not have a closed form, so that generating (pseudo-) random variables from the distribution function F n is complicated. It is, however, relatively easy to simulate from the distributions which are piecewise linear on [t 0 − cn −1/3 , t 0 + cn −1/3 ] and agree with the distribution functions F n at the points t 0 − cn −1/3 , t 0 , and t 0 + cn −1/3 . Thus we simulated from the sequence of distribution functions G n defined by
with inverses given by
The distribution function G n agrees with F (and F n ) on the complement of the interval [t 0 − cn −1/3 , t 0 + cn −1/3 ]. Note that it is quite easy to generate observations from the sequence G n , since there is an explicit expression for G −1 n (so long as we have an explicit expression for F −1 ). We have the following proposition.
Consequently, the alternatives {G n } are contiguous.
The straightforward proof is omitted.
We proceeded to generate the likelihood ratio statistic for contiguous alternatives of the above kind, at different settings of the underlying parameters and for different values of n. We also generated all three score statistics and the Wald statistic. Recall that by contiguity, the three different versions of the score statistic are all asymptotically equivalent. The actual values, f(t 0 ) and g(t 0 ), of the densities (which were known) were used to compute the Wald statistic; note that in a real life situation these would need to be estimated. Thus, the Wald statistic that we computed is in some sense an "ideal" version. The asymptotic distribution of the likelihood ratio statistic under the sequence of contiguous alternatives F n (and also G n ) is that of the random variable,
the asymptotic distribution of each of the score statistics is
and the asymptotic distribution of the Wald statistic is that of g 1,1,φ (0) 2 . Recall that φ(t) = (b/a) 4/3 Ψ((b/a) −2/3 t) and Ψ is as defined in (4.1).
The parameter settings are as follows:
• F ∼ U(0, 1), G ∼ U(0, 1), t 0 = 0.5, so that F (t 0 ) = 0.5. The value of b/a in this situation is 1. The values of c chosen were 0, 0.5, 1 and 2. The value of ηwas taken to be 0.9.
The sample sizes chosen were n = 100, 300, 500, 800, 1000, 2000, 4000, 8000. For each value of n and each setting of the parameter c (there are four settings considered here), a sample of size 2000 (for c > 0)/ 5000 (for c = 0) was generated from the distributions of the likelihood ratio statistic, the three different versions of the score statistic and the Wald statistic. The rejection probability for each of these statistics was then computed at the nominal level α= 0.05 by computing the proportion of values that exceeded the 1 − α'th quantile of the corresponding limit distribution under the null. Finally, the asymptotic rejection probability of each statistic was obtained under each parameter setting with c = 0 (c = 0 corresponds to the null hypothesis case) by generating a sample of size 2000 from (discrete approximations to) the limit distribution under that parameter setting. Thus, these samples were obtained by generating discrete approximations to two-sided Brownian motion on a grid over the interval [−3, 3] with a grid size of .0002, adding on the function t 2 + φ(t) to the Brownian motion path and subsequently differentiating the unconstrained and constrained minorants. The results from these simulations are presented below; these allow us to compare the rejection probabilities of the three competing statistics under this particular sequence of contiguous alternatives. Finally, we also carried out a set of experiments in which we first determined finite sample critical points for the various statistics, and then used these critical points to determine the corresponding rejection probabilities. We first did this for the same alternatives as used before, (with F uniform(0, 1), G uniform(0, 1), θ 0 = t 0 = 1/2, 10000 Monte Carlo replicates), and then for a new situation with F uniform(0, 1), G uniform(0, 1), θ 0 = t 0 = 2/3, 2000 Monte Carlo replicates), Table 6 presents ideal 95% quantiles for the situation with F uniform(0, 1), G uniform(0, 1), θ 0 = t 0 = 1/2: The resulting rejection probabilities (based on 10000 Monte Carlo replicates) for the contiguous alternatives with c = 1, c = 2, and η= .9 are given as follows: Table 7 : Rejection probabilities based on (ideal) finite sample critical points, θ 0 = t 0 = 1/2, c = 1 Table 8 : Rejection probabilities based on (ideal) finite sample critical points, θ 0 = t 0 = 1/2, c = 2 Table 9 presents "ideal" 95% quantiles under the null hypothesis in the new situation with F uniform(0, 1), G uniform(0, 1), θ 0 = t 0 = 2/3, 2000 Monte Carlo replicates). The resulting rejection probabilities (based on 2000 Monte Carlo replicates) for the contiguous alternative with c = 1 and η= .9 are given as follows: Table 10 : Rejection probabilities based on (ideal) finite sample critical points, Similarly, but now for the situation of θ 0 = t 0 = .8, η= .9, and c = 1 (but now not showing the finite-sample critical points), we find the following rejection probabilities based on 2000 Monte Carlo replications: Table 11 : Rejection probabilities based on (ideal) finite sample critical points, The asymptotic theory for the five statistics under the null hypothesis and local and fixed alternatives together with preliminary Monte Carlo studies given in section 7 (and some not shown here) lead to the following conclusions: (i) The score test T n,2 and the Wald test based on the asymptotic critical points are both anti-conservative for moderate samples sizes. (ii) On the other hand, the likelihood ratio test and the score tests based on T n,1 and T n,3 and the asymptotic critical points have size quite close to the nominal one for moderate sample sizes. (iii) The rejection probabilities of the likelihood ratio test and the score tests dominate those of the Wald test. This is consistent with the fact that the Wald statistic grows at rate n 2/3 under fixed alternatives, while the likelihood ratio and score statistics grow at rate n under such alternatives. (iv) Among the three score statistics, T n,2 seems to have slightly higher rejection probabilities under alternatives than the other two score statistics or the likelihood ratio statistic. This is consistent with the limit theory under fixed alternatives in view of (v)(b) of Theorem 5.1. Further study of the power behavior of these statistics is needed. Pointwise confidence intervals based on the likelihood ratio statistics are compared to confidence sets based on the Wald statistics and other competitors in Banerjee and Wellner (2005) .
Proofs
To prepare for the proof of Proposition 2.1 and Theorems 3.1 and 4.1, we define the processes X n and Y n (as in Banerjee and Wellner (2001) ) by
We will need the following result concerning the behavior of the processes X n and Y n under a sequence of contiguous alternatives.
Theorem 8.1 Suppose that the distribution functions F , G satisfy assumption A, and the sequence of distribution functions {F n } satisfies B(1) and B(2). Then the finite dimensional marginals of the process (X n (z), Y n (z)), considered as a process in the space
converge to the finite dimensional marginals of the process (1/g(t 0 )) (g a,b,Ψ (z), g 0 a,b,Ψ (z)) under the sequence of (contiguous) alternatives {P n Fn,G }, where Furthermore it is also the case that under this sequence, for any p≥1 ,
For a sketch of the proof of Theorem 7.1 see Banerjee and Wellner (2001) . Theorem 8.1 will be used in characterizing the behavior of the three types of test statistics under alternatives {F n }.
Proof of Proposition 2.1. First, note that T n,2 can be written as
.
On the other hand, by straightforward algebra we find that
where r n = r n (∆, T ) is the random function given by
, and˜r n = n 2/3 r n . It can be shown, by writing n 1/3 P n˜rn as n 1/3 (P n − P )r n + n 1/3 Pr n , that n 1/3 (P n − P )r n = O p (n −1/6 ) whereas n 1/3 Pr n = O p (n −1/3 ), showing that n 1/3 P n˜rn = O p (n −1/6 ). This yields the first equality of the proposition. Now we prove the second equality. By standard preservation properties for Donsker classes of functions and using the facts that F n and F 0 n are monotone and eventually bounded away from 0 and 1 on the difference set with arbitrarily high probability and that n 1/3 (F n − F 0 n ) is eventually bounded with arbitrarily high probability, it can be shown thatr n eventually lies in a uniformly bounded Donsker class of functions with arbitrarily high probability, and hence it follows that √ n(P n − P )r n is O p (1); consequently, n 1/3 (P n − P )r n is O p (n −1/6 ). Let D n again denote the set where F n and F 0 n differ,˜D n = n 1/3 (D n − t 0 ), and t n (z) = t 0 + z n −1/3 , X n (z) = n 1/3 (F n (t n (z)) − F (t 0 )) and Y n (z) = n 1/3 (F 0 n (t n (z)) − F (t 0 )). Thus n 1/3 Pr n can be rewritten as
where the o(1) term converges to 0 uniformly in z ∈ [−K, K] for any K > 0. By Proposition 8.1 and the fact that F n (t n (z)) and F 0 n (t n (z)) are eventually bounded away from 0 and 1 with arbitrarily high probability for z in a compact set, it follows that the integral in the last expression of the above display is O p (1) and hence n −1/3 times the integral is O p (n −1/3 ). To prove the second claim of Proposition 2.1, we proceed as in the proof of Theorem 3.1 to show that
by the proof of Theorem 2.5, Banerjee and Wellner (2001) . 2 Proof of Proposition 3.1. Since S n,1 ≤0 (as noted above (2.2)), the claim follows from Proposition 2.1 and Theorem 3.1. 2
Before proving Theorems 3.1, 4.1, and 5.1, we state two useful lemmas.
Lemma 8.1 Suppose that {U n }, {V n }, and {U } are three sets of random variables such that
Lemma 7.1 is Lemma 4.2 in Prakasa Rao (1969) , page 30. The next lemma is a consequence of Brownian scaling arguments.
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where φ is as defined in (4.2).
Proof of Lemma 7.2. This is a straightforward extension of the equality in law under the the null hypothesis extablished in Banerjee and Wellner (2001) , (6.8), page 1724, upon using (4.2) and the definitions. 2
Proof of Theorem 3.1. The first assertion, 2 log λ n → d D, is proved in Banerjee and Wellner (2001) , Theorem 2.5. Convergence in distribution of W n to 4Z 2 follows immediately from (2.4) via continuous mapping and Slutsky's theorem.
It remains to deal with T n,2 . Denote the set where F n and F 0 n differ by D n and the transformed difference set corresponding to the local variable, z = n 1/3 (T − t 0 ), by˜D n . We also denote t 0 + n −1/3 z by t n (z). Now,
and this is o p (1) since the (random) function within the curly brackets can be shown to eventually lie in a uniformly bounded Donkser class of functions with arbitrarily high probability. Thus we only need to deal with T n,2,2 . Now,
The last step in the above string of equalities follows from the one above it using the continuity of g in a neighborhood of t 0 , the almost sure uniform convergence of F n to F in a neighborhood of t 0 and the continuity of F , the fact that˜D n is with arbitrarily high probability contained in a compact set around 0, eventually and the fact that the processes X n (z) and Y n (z) are bounded in probability on compact sets. Thus,
It can be shown by similar steps that the same representation holds for T n,1 and T n,3 under the null hypothesis, showing that all the three statistics are asymptotically equivalent to one another and to T n . We will now deduce the limit distribution of T n . To this end we will use Lemma 7.1. Now, for each >0 we can find an interval [−K , K ] such that lim inf
Here D a,b is the set on which the processes g a,b and g 0 a,b differ. See the following Proposition 8.1 for proofs of these claims. Now let
Set V n = T n . Since [−K , K ] contains˜D n with probability greater than 1 − eventually (˜D n is the left-closed, right-open interval over which the processes
for every fixed . This is so because by Theorem 8.1 with Ψ = 0,
, c] for every c > 0 (with a and b as defined in Theorem 8.1) and because
, c] to the reals. Thus all conditions of Lemma 8.1 are satisfied, leading to the conclusion that V n → d V . We now establish that the limiting distribution is actually independent of the constants a and b, thereby showing universality. We shall show that
Now, by Lemma 8.2 with Ψ = 0 (and hence also φ = 0) or by (6.9), Banerjee and Wellner (2001) , page 1724, we have 
We prove the first of these; the second is argued similarly. Note that˜B n > K implies that t 0 +Kn −1/3 is in the difference set D n , and this implies that either
) from the definitions of the constrained and unconstrained estimators. In terms of the processes X n and Y n this can be rewritten as
By Theorem 4.1 with φ≡0, and with D R (aW (h) + bh 2 ) denoting the right derivative of the greatest convex minorant of the process aW (h) + bh 2 on [0, ∞), P (Y n (K) = 0) → P (g 0 1,1 (K)/g(t 0 ) = 0) = P (D R (aW (h) + bh 2 )(K)/g(t 0 )≤0) .
By choosing K large enough we can make the probability on the right side of the last display less than (say) /4. Similarly, since (X n (0), after plugging in the values of a and b. It follows that n 1/3 (F n (t 0 ) − F (t 0 )) (F (t 0 ) (1 − F (t 0 )) f(t 0 )/2 g(t 0 )) 1/3 → d g 1,1,φ (0) . Now, since F n (t 0 ) (1 − F n (t 0 ))ˆf n (t 0 )/2ĝ n (t 0 ) is a consistent estimator of F (t 0 ) (1 − F (t 0 )) f(t 0 )/2 g(t 0 ) under the null hypothesis, it continues to stay consistent under any sequence of contiguous alternatives, and it follows from Slutsky's theorem that n 1/3 (F n (t 0 ) − F (t 0 )) (F n (t 0 )(1 − F n (t 0 ))ˆf n (t 0 )/2ĝ n (t 0 )) 1/3 → d g 1,1,φ (0) .
The desired distributional convergence now follows as under the null by the continuous mapping theorem. It remains to find the limiting distribution of the score statistic. Since T n,1 , T n,2 , and T n,3 are all asymptotically equivalent to the sequence T n defined in (8.1) in the proof of Theorem 3.1 under the null hypothesis, they are also asymptotically equivalent to T n under a sequence of contiguous alternatives; it therefore suffices to find the asymptotic distribution of T n under the given sequence. Recall, from the proof of Theorem 3.1, that T n = g(t 0 ) F (t 0 ) (1 − F (t 0 )) ˜D n (X n (z) − Y n (z)) 2 dz .
By Theorem 8.1 and Lemma 8.2 we have (X n (z), Y n (z)) This convergence, coupled with the fact that˜D n , the set on which X n and Y n differ, is contained in a compact set for sufficiently large n with arbitrarily high probability, and the fact that D a,b,Ψ is also contained in a compact set with arbitrarily high probability, yields
through an application of Lemma 8.1 as in the proof of Theorem 3.1. That the right side in (8.4) has the same distribution as the random variable on the right side of (4.5) in the statement of the theorem follows from Lemma 7.2. 2
Proof of Theorem 5.1. Part (i) was proved in Banerjee and Wellner (2001) where it was also shown that F 0 n (t) → p H(t) on (c, d). Parts (ii) and (iii) follow from this together with consistency of F n . The latter consistency also yields part (iv) via Slutsky's theorem. Part (v) follows from the following inequalities: for 0 < x≤y≤1/2, and for 1/2≤y≤x < 1, (x − y) 2 y(1 − y) ≤2 x log x y + (1 − x) log 1 − x 1 − y ≤ (x − y) 2 x(1 − x) .
For 0 < y≤x≤1/2, and for 1/2≤x≤y < 1,
