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We consider the role of subclasses of the recursive functions in proving nonexistence 
of certain numerical methods. In particular, an initial value problem is treated. 
INTRODUCTION 
The distinction between "computable" and "computable in a practical sense" 
arises often when one attempts to prove unsolvability of specific problems of numerical 
analysis. Thus if we wish to apply recursive function theory to numerical problems, 
we are forced to make use of proper subclasses of the class of recursive functions. 
The purpose of this paper is to show how the above distinction manifests itself in the 
consideration of a simple initial value problem. 
Before we can outline our attack we need the 
DEFINITION. Suppose f :  [0, 1] • [--1, 1]--~ [--1, 1] is continuous. Then a 
function m from the positive reals to the positive reals is a modulus for f (i.e., a uniform 
modulus of continuity for f )  if If(a, b) - - f (c ,  d)[ ~<, whenever ,  > 0, a and c are 
in [0, 1], b and dare in [--1, 1], r a -- c I ~< m(~), and [ b --  d l ~ m(c). 
Below we will give an argument for 
PROPOSITION I. Let f : [0, 1] • [--1, 1] ~ [--1, 1] be continuous, and let m be a 
modulus for f. Also assume that 
there is a unique r :[0, 1] --* [--1, 1] such that ~o(0) = 0 and 
~o'(x) = f(x,  ~o(x)) for all x in [0, 1]. (o.1) 
l f  f and m are computable, then ~0(1) is also computable. 




It turns out that Proposition 1 is true if "computable" is interpreted as meaning 
(general) recursive. It is well-known that if the condition (0.1) is strengthened to
Of is continuous on [0, 1] • [--1, 1], (0.2) ey 
then Proposition 1 is true with "computable" replaced by "computable in a practical 
sense" (see Refs. [1] and [2]). 
Informally speaking the main result of this paper is that Proposition 1 is false if 
"computable" is changed to "easily computable." That is, we produce asily comput- 
able f and m satisfying the hypotheses of Proposition 1, such that ~0(1) is hard to 
compute. 
In Section 1 we discuss Proposition 1. Using some elementary esults from Section 2, 
we make precise and prove our main theorem in Section 3. 
There are two reasons for our considering the distinction between computable and 
easily computable in the context of an initial value problem, instead of some simpler 
context. First is the extreme importance ofdifferential equations for numerical nalysis. 
Secondly we wish to invite comparison of our Theorem 1 with papers [1] and [3]. 
In Ref. [3] we treat essentially the same questions as in this paper, but we do so 
without recourse to recursive function theory. 
We assume knowledge of the first ten pages of Coddington and Levinson, Ref. [4], 
as well as a familiarity with the nature of recursive function theory. The reader who 
knows the first chapter of Rogers, Ref. [5] should be able to get the drift of the paper. 
Full comprehension requires, however, mastery of some technical details. Throughout 
we have denoted the nonnegative integers, positive integers, rationals, and reals by 
N, N +, Q, and R, respectively. 
Theorem 1 was contained in our dissertation [6], which was written under the 
supervision of Robert W. Ritchie. 
I. DISCUSSION OF PROPOSITION 1 
There are many ways of applying recursive function theory to analysis o as to 
define recursive real numbers and recursive real functions. In this section we give an 
informal argument which we hope will convince the reader that, under any plausible 
definition of (general) recursive functions f and m, Proposition 1is true if computable 
is understood tomean recursive. 
We assume that given rationals x in [0, 1], y in [--1, 1] and E > 0 we can effectively 
find a number within r of f(x, y). Then using values of f and m we can compute 
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sequences {uj} and {/s} of polygonal functions defined on [0, 1] such that for each j, 
us(0 ) ---- Is(0) = 0 and, for all but finitely many x in [0, 1], 
f (x,  us(x)) + 1/j ~ us'(x) <f (x ,  us(x)) + 2/j, 
and 
f (x,  ls(x)) -- 2[j <. l i(x ) <<. f (x,  Is(x)) -- l[j. 
It follows readily that for each j,/s(1) < ~o(1) < us(l). Since 9 is unique lim~/s(1) = 
lira s us(1 ) = ~o(1) (see the remark in Ref. [4] p. 7). Thus given any E > 0 we need only 
compute us(1 ) and/s(1) until we find a j* such that us.(1) --/s*(1) < ~. This shows 
that we can compute ~o(I) to as close as is desired. 
2. MISCELLANEOUS FACTS 
The purpose of this section is to gather together some simple facts about recursive 
functions and differential equations. None of this is new, but it must be mentioned, 
and mentioning it now will avoid delays in Section 3. 
Recursive functions are number-theoretic, i.e., functions from N k to N. We wish to 
speak of recursive functions with rational arguments and values. This is done in the 
obvious way: Fix an effective numeration fQ, and identify, e.g., a function from Q 
to Q with the corresponding function from N to N. Similarly we can speak of, e. g., 
recursive functions with domain N +. 
A real number x is (primitive) recursive if there is a (primitive) recursive r : N + --, Q 
such that [ r(k) -- x t <~ 1/k for all k in N +. The recursive reals which are not primitive 
recursive are a dense subset of R. Simple facts about (primitive) recursive reals can 
be found in Refs. [7] and [8]. 
PROPOSITION 2. Suppose q <~ a ~ r, where q and r are rational and a is a recursive 
real. Then there exist primitive recursive functions m : N --* Q and M : N --~ Q such 
that q<~m(O) ~<m(1) ~" -  ~<a~<.. .  ~<M(1) ~<M(0) ~<r and limm(k) = 
lira M(k) = a. 
This fact is closely related to results in Ref. [8], so we will limit ourselves to an 
informal argument. It is easy to see that there exist recursive functions m' and M' 
with the stated properties. We will show how to construct m from m', the construction 
of M being similar. 
Set m(0) = m'(0). Do one step in the computation of m'(1). If m'(1) is not found, 
set re(l) = m'(0) and do the second step in the computation of m'(1). Continue, 
setting re(k) = m'(0) for k < sl, where s x is the number of steps required to compute 
m'(1). Set m(sl) = m'(1). Do one step in the computation of m'(2), setting m(h + 1) 
equal to m'(2) or m'(1) depending upon whether or not m'(2) is found. Continue this 
process in such a way that m' is a subsequence of m and lim m = lim m'. Intuitively 
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re(k) is easy to compute in the sense that we can limit ahead of time the number of 
operations needed. The reader familiar with the Kleene T predicate (or the functions 
p and t of Ref. [5], Theorem X, p. 29) should see how to formalize the argument. 
We now turn our attention to differential equations. For the rest of this section 
let f be any fixed function, continuous and bounded by 1 on [0, 1] • R. Our reason 
for choosing this domain is to allow us to assume that all solutions and approximate 
solutions of 
=f(x ,  9(0) =0 (2.1) 
are defined on all of [0, 1]. 
We are assuming knowledge of the first ten pages of Ref. [4], so the reader should 
already know 
PROPOSITION 3. Assume that for each k 9k is an ok-approximate solution of(2.1), 
where E~ -+ O. Then the following hold: 
(a) l f  gk -~ ~o uniformly on [0, 1], then ~ is a solution o]'(2.1). 
(b) I f  9 is the only solution of (2.1), then 9k --* cP uniformly on [0, 1]. 
Now suppose that for each j >~ 1% is a solution of 
rp'(x) = f(x, r + I/j, r = O. 
Then for any solution ~b of (2.1) and any x in [0, 1] we have ~b(x) ~< %-(x). Some 
subsequence of {~} has a uniform limit M(x) on [0, 1], by the Ascoli Lemma, and M 
is a solution of (2.1) by Proposition 3a. Note that in fact %- ~ M uniformly. Clearly M 
is maximal in the sense that M >~ ~b for any solution ~b of (2.1) Similarly there is a 
minimal solution m of (2.1). 
LEMMA 4. For fixed k let fk be a continuous and bounded function on [0, 1] • R, 
and let M~ and m~ be the maximal and the minimal solutions of 
= o. 
Also assume that for any x in [0, 1] f(x, y) ~ fk(x, y) ify >1 Mk(x), andf(x, y) >/f~(x, y) 
if y <~ ink(x). Then for any solution ~b of (2.1) we have mk <~ ~ <~ Mk . 
Proof. We will only show that ~b ~< M~. Forj  >~ 1 let %. be a solution of 
= A(x,  oCx)) + l/j, = o. 
It is easy to see that ~ ~< ~pj. But % ~ Mk, so ~b ~< Mk. 
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PROPOSITION 5. Let {fk} be a sequence ofbounded, continuous functions on [0, 1] • R 
which converges uniformly to f. For each k let M~(x) and m~(x) be the maximal and the 
minimal solutions of 
9'(x) = A(x,  9(0) = o. 
Also assume 
(i) m o <~ m 1~ ... <~ M t <~ M o on [O,1], 
(ii) limk max[0.,](Mk(x) -- mk(x)) : O, 
(iii) For each k in N and x in [0, 1] f (x ,y)  <~ fk(x,y) if y ~ Mk(x), and 
f(x, y) >~ fk(x, y) if y <~ m~(x). Then 9(x) ----- limk M~(x) is the only solution of (2.1). 
Proof. Proposition 3a implies that 9 is a solution of (2.1) since M~ ~ 9 uniformly. 
Using (iii) and Lemma 4 we see that if ~b is a solution of (2.1), then mk ~< ~b ~ M~, 
whence ~b = 9. 
3. THE MAIN RESULT 
In this section we prove, roughly, that Proposition 1 is false if one replaces 
"computable" by "computable in a practical sense." More precisely we prove 
THEOREM 1. Let a be any recursive real between 1/6 and 1/3. There exists a continuous 
f : [0, 1] • [--1, 1] ~ [--1, 1] such that 9(x) = ax ~ is the only solution of 
9'(x) = f (x ,  9(x)), 9(0) = 0. (3.1) 
Furthermore f can be chosen so that (i) if x and y are rational, then f(x, y) is rational 
and the restriction 
f : ( [o ,  1]nQ) •  
is primitive recursive, and (ii) m(e) = E2/4 is a (primitive recursive) modulus for f. 
Picking a to be nonprimitive recursive, we have a function f which is, in a very 
strong sense, primitive recursive, such that the unique solution 9 of (3.1) is not 
primitive recursive. It should be remarked that the primitive recursive functions play 
no unique role in this theorem. There is a subclass 8 ~ of the primitive recursive 
functions whose members deserve to be called very easily computable (see Refs. [9] 
and [10]). Our construction actually shows that f (or rather its restriction to rational 
arguments) and m can be chosen to be in ~2. The only tricky part is showing that 
the predicate P(k, x) defined for k in N and x in Q by 
P(k, x) *-~ 2 -~ <~ x 
is in #~. Details follow from Smullyan (Ref. [11], pp. 77-92). 
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We begin the proof of Theorem 1 by defining f. The proof will be carried out in a 
sequence of lemmas. We will support our claims with actual formulas only when we 
think they will not confuse the issue. 
According to Proposition 2 there exist primitive recursive sequences mR and MR 
of rationals with 
1/6 ~< m o ~< m I ~< "'" ~< a ~< ' "  ~ M 1 ~< M o ~ 1/3 
such that m~ and M~ approach a. Our intention is to construct a sequencefk satisfying 
the hypotheses of Proposition 5, where ink(x) = m~ 2 and Mk(x) = Mkx 2. 
We definefo(x,y ) for 0 ~< x ~< 1 to be 2mox , 2y/x, or 2Mo x according asy  ~< mox 2, 
mox 2 < y < Mox 2, or Mox 2 ~< y. Given fk-1, assume that if 0 ~< x ~< 2 l-k, then fk- i  
is 2rnk_lx, 2y/x, or 2Mk_lx according as y <~ rn~_lx 2, rn~_lx2 < y < Mk_lx 2, or 
Mk_xx ~ ~ y. Define fR(x, y) to agree with fR_I(X, y) unless 0 ~< x ~< 21-R. For x in 
[0, 2-k], define f~(x,y) to be 2mkx, 2y/x, or 2M~x according as y ~< m~ 2, 
m~x ~ <y < Mkx 2, or y ~> M~x ~. This guarantees that our induction hypothesis 
holds with k replacing k -  1. Lastly if 2 -R< x ~ 2 z-R, define fk(x, y) to be 
2(2mk_1 --  m~)x + 22-R(mk -- mR-a), 2y/x, or 2(2M~_ z -- Mk)x + 22-R(MR --  MR_z) 
according as y ~ (2mR_l - -  mR)x ~ + 21-k(m~ -- mR_l)x --= bk(x), bk(x) < y < cR(x), or 
y >~ cR(x) ----- (2M~_1 -- MR)x 2 + 21-~(mk --  Mk_,) (see Fig. 1). 
F k = 2 M k X [Fw= 2(2Mk-I -Mk)X+2= "(Mk'Mw-I) y= MW_I x2  
i! 
~v=M, .X  2 
J 
F = 2m k X 
/ 
/ :::,~ y= mk X z 
,X z 
I F k : 2(2mk_i-m k ) X +22"k(mk -ink_ I) I 
X = 2 -k X= 2 l-k 
FIC. ~ 1. The  def in i t ion o f f , .  
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It is simple to check that each f~ is continuous and bounded by 1 on [0, 1] • R. 
For fixed (x,y) in [0, 1] • R, fk(x,y) = fj(x,y) for large k, j ,  so thefk have a point- 
wise limit f .  Little effort is need to show that f~ --~ f uniformly. 
LEMMA 6. Fix k in N. Mkx ~ and mkx 2 are the maximal and the minimal solutions of 
= f (x, 9,(o) = o. (3.2) 
Proof. It is easy to see that fk(x, M~x ~) = 2Mkx for all x in [0, 1], so that M~x 2 is a 
solution of (3.2). Suppose that r is defined on [0, 1], ~b'(x) = fk(x, r for all x in 
[0, 1], and ~b(x0) > Mkxo ~ for some x0, 0 ~ x 0 ~< 1. We will show that ~b(0) > 0, from 
which it follows that Mkx 2 is the maximal solution of (3.2). 
First assume that 2 -k < x 0 ~ 1. It is clear from Fig. 1 that if 2 -k < x ~< 1 andy, z 
are in R, then I f~(x, y) -- fk(x, z)[ ~< 2 ~+l [ y -- z I. Then it follows that 
~b(2 -k) > Mk2 -2k. 
Thus we may assume 0 < x o ~< 2-L But then for all x in [0, xo] we have r = 
A(x, r = 2Mkx = (M~x2) ', so $(0) = $(xo) -- M,  xo ~ > O. 
That hypotheses (i) and (ii) of Proposition 5 are satisfied is obvious. A study of 
Fig. 1 should convince the reader of (iii). It then follows from Proposition 5 and our 
choice of the M~ and m k that ax ~ is the only solution of (3.1). 
LEMMA 7. f is primitive recursive. 
Proof. For rationals x andy with x in [0, 1],f(x, y) is rational and can be computed 
as follows. If x = 0 ,  then f (x,  y) = 0. Otherwise find k such that 2 -k ~< x ~ 2 t-k. 
Thenf (x ,  y) is easy to compute from the definition offk.  
All that remains is to show that e2/4 is a primitive recursive modulus for f. 
L~MA 8. Fix w in [0, 1] and ~ > O. I f  l y -- z [ <~ E~, then If(w, y) -- f (w, z)l ~< ~. 
Proof. First suppose that 0 ~< w ~ 3e. It is clear that w/3 <~fo(w, u) <~ 2w/3 for 
all (w, u) in [0, 1] • R. In fact this inequality holds for each fk ,  hence for f itself. 
Since w ~< 3E, If(w, y) - - f (w,  z)l <~ w/3 <~ E. 
Now suppose that 3c < w <~ 1. On [3~, 1] x R, f satisfies a Lipschitz condition 
with constant 2/3E. So if l Y -- z I ~< E2 and E ~< 1, then 
I f (w,y) - - f (w,  z)l ~< (2/3E)lY -- z[  ~< (2E)/3 ~< ~. 
If ~ >/1, then the result follows since 0 ~<f ~< 1. 
LEMMA 9. Fix z in R and E > O. I f  zo and x are in [0, 1], and [ w -- x I <~ ~, then 
If(w, z) - - f (x ,  z)l ~< ~. 
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Proof. Fix k. It is enough to prove Lemma 9 withfk replacingf. We will show that 
g : [0, 1] ~ R defined by g(t) = fk(t, z) is piecewise differentiable with derivative 
bounded by 1. Thus ]g(w) -- g(x)[ ~< [ w -- x 1. 
Let I = {t in [0, 1] : g(t) = 2z/t}. From the fact that the functions bk and ck used 
in the definition of fk are strictly increasing it is easy to see that I is either void or 
consists of a single interval. Furthermore if t is in I, then z <~ #/3. For t not in Ig(t) 
is polygonal: g(t) is one of 2mkt, 2M~t, 2(2m~. 1 - -mi)t  + 2~-J(m~- mi_l), or 
2(2M~_ 1 -- Mj)t + 2z-J(Mj -- M~_x). From our choice of mj and M~ it follows that 
mk, Mk, (2mj_x -- m~), and 2(2Mj_ 1 -- Ms) are all positive and ~<1. We need only 
look at g(t) for t in I to complete the proof. On I we have g'(t) = - 2z/#. Since 
t2/3 >1 z we conclude that 0 >/g'(t) >/--2/3. 
LEMMA 10. Let Q+ be the set of positive rationals. Define m : Q~ --+ Q+ by 
m(~) = ~[4. Then m is primitive recursive and a modulus for f. 
Proof. Clearly m is primitive recursive. Suppose (w,y) and (x, z) are in 
[0,1] • [--1,11, ~ is in Q+, and [w-x[ ,  [y - - z [  ~<d/4. Then if ~ ~< 1, 
]f(w,y) - - f (x,  z)[ ~< I f(w,y) - - f (w,  z)l + If(w, z) - - f (x,  z)l ~< r + E2/4 < r If 
r >/1, then the desired result is immediate. 
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