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Available online 3 December 2015For baselining and to assess changes in soil organic carbon (C) we need efﬁcient soil sampling designs and
methods for measuring C stocks. Conventional analytical methods are time-consuming, expensive and impracti-
cal, particularly for measuring at depth. Here we demonstrate the use of proximal soil sensors for estimating the
total soil organic C stocks and their accuracies in the 0–10 cm, 0–30 cmand 0–100 cm layers, and formapping the
stocks in each of the three depth layers across 2837 ha of grazing land. Sampling locationswere selected by prob-
ability sampling, which allowed design-based, model-assisted andmodel-based estimation of the total organic C
stock in the study area. We show that spectroscopic and gamma attenuation sensors can produce accurate
measures of soil organic C and bulk density at the sampling locations, in this case every 5 cm to a depth of
1 m. Interpolated data from a mobile multisensor platform were used as covariates in Cubist to map soil organic
C. The Cubistmapwas subsequently used as a covariate in themodel-assisted andmodel-based estimation of the
total organic C stock. The design-based,model-assisted andmodel-based estimates of the total organic C stocks in
the study area were similar. However, the variances of the model-assisted and model-based estimates were
smaller compared to those of the design-based method. The model-based method produced the smallest vari-
ances for all three depth layers.Maps helped to assess variability in the C stock of the study area. The contribution
of the spectroscopic model prediction error to our uncertainty about the total soil organic C stocks was relatively
small. We found that in soil under unimproved pastures, remnant vegetation and forests there is good rationale
for measuring soil organic C beyond the commonly recommended depth of 0–30 cm.
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Soil organic carbon (C) helps to maintain soil health and productiv-
ity. It provides a primary source of nutrients for plants, helps to aggre-
gate particles and develop soil structure, increases water storage
capacity and availability for plants, protects soil from eroding and pro-
vides a habitat for soil biota. Capturing and retaining additional C in
soil can improve the quality and productivity of the soil to sustain
food production and simultaneously also mitigate the emissions of
greenhouse gases (GHG).
Thoughtful landuse andmanagement practices, such asmanagement-
intensive grazing, can help storemore soil organic C and offer good poten-
tial to improve soil quality, enable proﬁtable food production and reduce
net GHG emissions (Machmuller et al., 2015). For baselining and to assess
the success of such practices, however, we need to accurately quantify the
variability of soil organic C stock in both space and time. Importantly, weViscarra Rossel).
r B.V. This is an open access article ushould aim to characterize its short range spatial variation, which can be
signiﬁcant, and to monitor over time intervals that enable detection of
relatively small changes in C stocks.
Soil sampling protocols and conventional laboratory analyses can be
used to directly measure organic C stocks. The protocols typically in-
volve designing a sampling strategy, sampling the 0–30 cm soil layer
and measuring the organic C concentration, bulk density and gravel
content to derive the organic C stock of the soil in this layer. The
methods are time-consuming, expensive, involve much sample han-
dling and preparation and use complex procedures, which can be
prone to analytical inaccuracies. The complexity and expense of the
conventional approach are greater when there is a need to monitor
the organic C stock of deeper soil layers or entire proﬁles. There is evi-
dence that plants and cultivars with deeper and thicker root systems
can input stable forms of organic matter deeper in the soil proﬁle
(Jobbágy and Jackson, 2000; Lorenz and Lal, 2005).
Conventionalmethods formeasuring changes in the organic C stocks
of soil are therefore impractical. If we are to increase our ability to
characterize and monitor changes in soil organic C stocks, we need tonder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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(Izaurralde et al., 2013). Proximal soil sensing provides a range of
tools that can be used to develop a multi-sensor system to efﬁciently
measure the organic C stock of soil proﬁles (Viscarra Rossel et al.,
2011). For example, electromagnetic induction sensors, gamma radiom-
eters and precise global navigation systems can produce multivariate
secondary information to help design sampling strategies and to map
soil C (e.g. Simbahan and Dobermann, 2006; Miklos et al., 2010). Soil
visible–near infrared (vis–NIR) spectroscopy can be used to measure
soil organic C in the laboratory and in situ in the ﬁeld (Stenberg et al.,
2010).
Before we can start measuring with sensors however, we need to
know where to sample. Locations can be selected by probability sam-
pling (random sampling with known inclusion probabilities) or by
non-probability sampling, giving rise to two widely used philosophies:
the design- and the model-based approaches (de Gruijter and ter
Braak, 1990; Brus and de Gruijter, 1993; Papritz and Webster, 1995;
de Gruijter et al., 2006). In the design-based approach, the source of ran-
domness of an observation is the random selection of the sampling sites.
In the model-based approach, randomness originates from a random
term in the model of the spatial variation, which is added to the
model because our knowledge of the spatial variation is imperfect.
Thus, probability sampling is a requirement for the design-based ap-
proach, whereas it is not for the model-based.
Choosing the most suitable approach depends, amongst other, on
the motivation (Brus and de Gruijter, 1997). For example, the design-
based approach might be more suitable if the aim is to obtain estimates
of the ‘global’mean or total stock and their accuracies for an area, whose
quality is not dependent on the correctness of modelling assumptions.
The model-based approach might be preferable if we want to produce
a ‘local’ map of the soil organic C stock in the area. However, deciding
which approach to use is often more complicated because the design-
based approach can also be used for estimation of local means, and
the model-based approach can be used for global estimation. Further
discussion on the merits and disadvantages of each method can be
found in de Gruijter and ter Braak (1990), Papritz and Webster
(1995), Brus and De Gruijter (1997) and de Gruijter et al. (2006).
The possibility of using a regression model to assist with design-
based inference, in a model-assisted approach, was discussed by
Särndal et al. (1992) and Brus (2000). The approach uses auxiliary infor-
mation, captured in a regression model, to improve the accuracy of
design-based estimates of means and totals. There are fundamental
differences between a model-based and a model-assisted approach.
Signiﬁcantly, the variance of a model-assisted estimate of the mean is
a sampling variance, not a model-variance. Unlike the estimates of the
model-based variance, the model-assisted estimates of the variance do
not rely on the correctness of the model's assumptions. That is, if the
assumptions underlying the regression model are violated, the
model-assisted approach can still produce an unbiased estimate of the
sampling variance (Brus, 2000).
Our aims here are to: (i) demonstrate the use of proximal soil
sensors to measure the soil organic C stock of grazing land to a depth
of 1 m, (ii) to compare the use of design-based, model-assisted and
model-based methods to derive baseline estimates of the mean and
total soil organic C stocks and their accuracies in the 0–10 cm,
0–30 cm and 0–100 cm layers, and (iii) to derive maps of soil organic
C stocks and their uncertainties for each of the three depth layers.
2. Methods
2.1. Study site
The study area is 2837 ha and is located in the Upper Hunter Valley
region, New SouthWales, Australia, south ofWollar. It is approximately
300 km northwest of Sydney and 50 km northeast of Mudgee, near the
Goulburn River National Park. The region has a temperate climate withan average annual rainfall of approximately 600 mm. Geology consists
of shale, sandstone, mudstone conglomerates and coal. Landforms at
the site consist of gently sloping colluvium and undulating foothills ad-
jacent to north-ﬂowing tributary creeks that are part of the Goulburn
River Catchment. There are steep timbered ridges that surround on
the south, west and east. The study area is usedmostly for cattle grazing
for beef production on rain-fed unimproved pastures, with remnant
vegetation and surrounding forests on higher elevations. The soil there
belongs to mostly the Dermosol and Kurosol orders in the Australian
soil classiﬁcation (Isbell, 2002), approximately equivalent to Planosols,
Phaeozems and Acrisols in the World Reference Base system (IUSS
Working Group WRB, 2006).
2.2. Proximal soil multi-sensor survey and data preprocessing
A mobile multi-sensor platform (MMSP) was used to survey the
study area. The proximal sensors on the platform were an electromag-
netic induction sensor, the EM-38 Mk2 (Geonics, Canada), a gamma ra-
diometer with a 4.2 L NaI crystal detector (Radiation solutions, Canada),
and a real-time kinetic global navigation system (RTK-GNS) (Trimble,
USA).
TheMMSPwas driven between 10 to 20 kmh−1 and the sensor data
were recorded at a frequency of 1 Hz on parallel line transects with line
spacing between 20 and 60 m. Both the speed and the line spacing
depended on the navigability of the terrain. A map of the MMSP tracks
is show in Fig. 1a. Using each sensor, the data recorded were: electrical
conductivity andmagnetic susceptibility recorded from the0–0.5mand
0–1 m depths, (EC0.5, EC1, MS0.5 and MS1), respectively; gamma radio-
metrics total dose, potassium (K), uranium (U) and thorium (Th), re-
corded from around the top 0.5 m of soil (Cook et al., 1996) and
elevation with the RTK-GNS.
We checked the histograms of each sensor's data and checked for
outliers using the Mahalanobis distance on their correlations. These
and other spurious measurements were removed before proceeding
with our analysis.
The gamma U and Th bands possessed signiﬁcant random noise be-
cause of the short integration time that we used for the mobile mea-
surements (i.e. 1 Hz). To improve the signal-to-noise ratio of these
data, we aggregated each channel spatially using a moving average
and using pointswithin a 20m radius. Thus, the gamma countswere in-
tegrated in space rather than in time (Viscarra Rossel et al., 2007).
We derived variograms for each of the sensor data and interpolated
them onto a 5 m grid with ordinary block kriging (Webster and Oliver,
2007). The digital elevation map (DEM), produced by kriging, was used
to derive terrain attributes that were thought to help describe the vari-
ation in soil organic C across the landscape. To derive the terrain attri-
butes, we used the Geographic Resources Analysis Support System
(GRASS) geographic information system (GIS) (GRASS Development
Team, 2012). The attributeswere slope, aspect, tangential, plan and pro-
ﬁle curvatures, ﬂow accumulation and the topographic convergence
index (TCI) (GRASS Development Team, 2012).
The maps of the sensor data and the terrain attributes are shown in
Fig. 1b–o. Elevation in the study area ranges from 360 m in the north to
485 m on ridges to the south (Fig. 1b). The soil has small electrical con-
ductivity across the site but particularly on the ridges to the west
(Fig. 1j). The gamma K counts were generally greater at higher eleva-
tions along the ridges (Fig. 1l) and suggest the occurrence of soil derived
from parent material that contains K-bearing silicates.
2.3. Soil sampling
We selected sampling locations by probability sampling using a
stratiﬁed simple random design (de Gruijter et al., 2006). We used the
interpolated soil sensor data as the variates in the stratiﬁcation, but
we ﬁrst reduced dimensionality and eliminated multicollinearity be-
tween them, using a principal component analysis (PCA). The PCA was
Fig. 1.Maps derived from themobilemulti-sensor platform (MMSP). (a)MMSP tracks over the study area, and (b–o) sensor covariates derived by interpolation of the data recordedby the
MMSP.
Table 1
Principal component analysis of the sensor covariates (Fig. 1b–o).
Component Eigenvalue Eigenvalue
(%) total
Eigenvalue
cumulative (%)
1 1.96 38.4 38.4
2 1.48 21.9 60.3
3 1.13 12.8 73.1
4 0.98 9.5 82.6
5 0.88 7.7 90.3
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1989). The PCA algorithm produces a set of scores that condense the in-
formation content in the samples and a set of eigenvectors which show
the variables that load heavily on the particular component. The ﬁrst
principal component accounts for the largest variance, while subse-
quent components account for decreasingly smaller portions (Table 1).
To derive the stratiﬁcation across the study area on the 5 m grid, we
implemented a k-means clustering (MacQueen, 1967) using the PCA
scores maps of the ﬁrst four components (Fig. 2a–d), which accounted
for 83% of the variance in the covariates (Table 1).
We could afford to collect soil core samples at 150 sites. After com-
paring a number of candidate designs that used different number of
strata and sampling points per stratum, we decided to use 75 strata
with two sampling units within each stratum (Fig. 2e, f), because it pro-
duced the best compromise between good sample coverage in feature
and geographic spaces. To quantify their performance we used the O1
criterion (Minasny and McBratney, 2006) to assess coverage in feature
space, and the mean squared shortest distance (MSSD) to assess spatial
coverage (Walvoort et al., 2010).
We used a Geoprobe DT22 soil sampling system to sample the soil
cores from the top 1 m of soil, or shallower if bedrock was present.The sampled cores were 50 mm in diameter and were collected in
PVC tubes for measurement and storage.
2.4. Proximal multi-sensor measurements on the soil cores
The soil coresweremeasured atﬁeld condition using a vis–NIR spec-
trometer to infer estimates of soil organic C and soil water, and an active
gamma attenuation sensor to measure soil bulk density. We measured
simultaneously with each of these sensors at 5 cm intervals down the
length of the cores. The ﬁrst measurement was made at 3 cm from the
Fig. 2-. (a–d) Maps of the ﬁrst four principal components of the sensor covariates (shown in Fig. 1b–o), (e) the 75 k-means strata and (f) the soil sampling locations.
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measurements from each sensor.
2.4.1. Spectroscopic measurements
The vis–NIR spectrometer was a Labspec (PANalytical, Boulder, Col-
orado, USA), with a spectral range of 350–2500 nm and spectral resolu-
tion of 3 nm at 700 nm and 10 nm at 1400 nm and 2100 nm.We used a
modiﬁed high-intensity contact probe (also from PANalytical) with a
halogen bulb (2901 ± 10 K) for illumination. The contact probe mea-
sures a spot of diameter 10mm, and it is designed tominimize errors as-
sociated with stray light. The sensor was calibrated with a Spectralon
white reference panel at the start of every core. For each soil measure-
ment 30 spectra were averaged to minimize noise and so to maximize
the signal-to-noise ratio. At each measurement depth on the soil core,
spectra were recorded with a sampling resolution of 1 nm so that
each spectrum comprised reﬂectances at 2151 wavelengths. To stan-
dardize the soil core spectra, we ﬁrst subtracted the reﬂectance of the
ﬁrst wavelength (with the minimum reﬂectance value) to correct for
potential baseline shifts between the measurements. Because the spec-
tra are highly collinear, we retained only every tenth wavelength from
350 to 2500 nm, inclusive. This left 216 wavelengths for the analysis.
The average spectrum of each depth over all cores is shown in Fig. 3a.2.4.2. Gamma attenuation measurements
The active gamma sensor (LB444, Berthold technologies, Germany)
measured the density of the soil cores. The approach is described in
Lobsey and Viscarra Rossel (in press). Brieﬂy, when a gamma-ray
beam passes through the soil cores, photons are transmitted following
Beer–Lambert's law:
I ¼ I0 exp−x μsρs þ μwθð Þ½  ð1Þ
where I and I0 are the emerging and the incident photon beams, x is the
thickness of the soil sample, μs and μw are the soil andwater mass atten-
uation coefﬁcients (cm2 g−1), ρs is the soil bulk density (g cm−3) and θ
is the soil water content (cm3 cm−3). If the parameters I0, μs and μw are
known and we can independently measure the soil water content (θ),
then we can determine the bulk density of the soil. In our case, as in
Lobsey and Viscarra Rossel (in press), we estimated the water content
of the soil core samples using the vis–NIR spectra.
2.4.3. Laboratory analysis and vis–NIR estimates of soil organic C
For the spectroscopic modelling, once the sensor measurements
were completed, we selected 50 soil samples from the cores at speciﬁc
Fig. 3.Visible–near infrared spectroscopy. (a) Average spectrum of each depth over all soil cores, (b) ﬁrst two principal component scores of the spectra from all of the soil cores (light grey
points) showing the 50 samples selected for LECO soil organic C analysis (black points), (c) 10-fold cross validation of the spectroscopicmodel and (d) spatial cumulative distribution func-
tions of the spectroscopic predictions by depth.
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bustion using a LECO carbon analyser (Rayment and Lyons, 2011).
To select the 50 samples, we used the spectra from the soil cores as
follows. The measured reﬂectances, R, were ﬁrst converted to apparent
absorbance as log10(1/R) and then preprocessed with the Savitzky–
Golay smoothing (with a second-order polynomial and window size
of 10 wavelengths) and ﬁrst derivatives (Savitzky and Golay, 1964).
These spectra were compressed using a PCA, and we used the ﬁrst
two scores, which accounted for 84% of the variance in the spectra, in
the Kennard–Stone algorithm (Kennard and Stone, 1967) to select the
samples. The algorithm is commonly used in spectroscopy to select rep-
resentative sets of data for training and validating spectroscopicmodels.
Fig. 3b shows the PCA scores plot of the spectra from all of the soil
cores, and highlights the 50 samples that were selected.
For the LECO analysis, subsamples were taken from the cores,
centred on the exact locations where we had measured a spectrum.
These subsamples were ground to a particle size ≤0.5 mm, any roots
presentwere removed and the subsamples were homogenized by thor-
ough end-over-end mixing. They were tested for the presence of
carbonates with a 0.01MHCl solution and those that contained carbon-
ate, were pre-treated with sulphurous acid H2SO3, as a 5–6 wt.% SO2solution. Thus the analysis of the 50 subsamples produced data on the
total soil organic C content in the sample.2.4.3.1. Spectroscopic modelling to estimate soil organic C.We modelled
the 50measurements of soil organic C content with their corresponding
preprocessed ﬁrst derivative spectra using the decision trees algorithm
Cubist (Quinlan, 1992), which is a formof piecewise linear decision tree,
whichpartitions the response data into subsetswithinwhich their char-
acteristics are similar with respect to the predictors. We have already
reported the algorithm and its use with soil spectra (Viscarra Rossel
and Webster, 2012).
The inaccuracy of the spectroscopic models was assessed by 10-fold
cross validations (Fig. 3c) and using the root mean squared error
(RMSE), which encompasses bias and imprecision. We also recorded
the coefﬁcient of determination R2 between the observed and predicted
values of soil organic C.
The resulting spectroscopic model was used to predict the soil
organic C content of the soil cores at the depthswherewehadmeasured
spectra (Fig. 3d). Thus, wemade a total of 2780 estimates of soil organic
C. At each depth, the bulk densities and soil organic C content data
Fig. 4. Pooled 1-dimensional vertical experimental variogram of the spectroscopic model
prediction residuals in the soil proﬁles.
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of g 100 cm−3.
2.5. Estimation of soil organic C stocks at the sampling locations
The ﬁrst step in estimating the soil organic C stock in the study area
was to estimate the stocks in each proﬁle at the sampling locations. As
we described earlier, for each soil proﬁle we have measurements of volu-
metric soil organic C at multiple depths. These measurements in a sam-
pled soil proﬁle i at depth j, denoted hereafter as yi,j, are predictions
made with the spectroscopic model, not errorless volumetric soil organic
C values. The true volumetric soil organic C value of proﬁle i at depth j is
the sumof the spectroscopicmodel prediction and its error: zi ,j=yi ,j+εi,j.
For each core, we have model predictions of volumetric soil organic
C at regular 5 cm intervals, so they form a 1-dimensional centred sys-
tematic sample. Assuming that the spectroscopic model predictions
are unbiased, the 1-dimensional systematic sample average
bzi ¼ 1mi
Xmi
j¼1
yi; j ð2Þ
is an approximately unbiased estimate of the mean volumetric soil or-
ganic C content in soil proﬁle i. In this equationmi is the number of sam-
pled depths in soil proﬁle i. The aeric soil organic C stock in a sampled
soil proﬁle i to a given depth in units of t ha−1, can then be estimated
by multiplying this estimated mean volumetric soil organic C content
by the thickness of the soil layer of interest, di, in units of cm:
t^i ¼ bzi  di: ð3Þ
In all of the sampled proﬁles, the thickness di is constant for the
0–10 cm and 0–30 cm layers, but varies for the 0–100 cm layer because
of the occurrence of bedrock and shallower soil.
There are two sources of error contributing to the inaccuracy about the
estimated soil proﬁle mean volumetric organic C content. The ﬁrst is the
1-dimensional sampling error down the proﬁles (we do not have a contin-
uous registration of the spectrometer down the proﬁle), and the second is
the inaccuracy about the spectroscopic model predictions. The variance
of the total error equals the sum of the variances of these two errors:
V bzi
 
¼ Vp byi
 
þ Vm bϵi
 
: ð4Þ
In this equation, VpðbyiÞ represents the sampling variance of the esti-
mated mean volumetric organic C content of the soil proﬁle, and VmðbϵiÞ
represents the variance of the average spectroscopic model prediction
error at the sampled depths.
The sampling variance of the estimated soil proﬁle mean, VpðbyiÞ,
does not need to be explicitly quantiﬁed in the design-based, model-
assisted or model-based estimation of the soil organic C stock in the
study area. Inmodel-based prediction, the variogram is derived fromes-
timates of the soil proﬁle C stocks that already include the 1-D sampling
error. In design-based and model-assisted estimation the 1-D sampling
error is accounted for in the estimator of the sampling variance of the
estimated soil organic C stock in the study area (see next section). In
our case for the 0–10 cm and 0–30 cm depth layers, the thickness di is
constant so that for these two layers the primary units had equal size,
implying that within strata the soil organic C proﬁles were selected
with probabilities that were proportional to their size. For the
0–100 cm depth layer, the thickness varied and thus the sizes of the
soil organic C proﬁles were different. We ignored these different sizes
of the soil organic C proﬁles in the 0–100 cm layer and assumed that
the effect on the ﬁnal results would be small.
The variance of the average spectroscopic model prediction error,
VmðbϵiÞ, however, must be quantiﬁed. Spectroscopic ‘measurements’ of
the soil organic C content at the sampled depths down the proﬁle arenot direct measurements, but are predictions from a spectroscopic
model, i.e. expectations given the vis–NIR spectra in the model (see
Section 2.4.3). Therefore, the smoothing of the variation in the predic-
tions of organic C content between locations is not accounted for in the
sampling or kriging variances, and must be quantiﬁed separately.
The variance of the average spectroscopic model prediction error,
VmðbϵiÞ, at a single new location is approximately equal to the residual
variance of the spectroscopic model. In each soil proﬁle we have multi-
ple predictions, one per sampled depth. To estimate the variance of the
average prediction error, averaged over all sampling depths, we needed
to account for possible autocorrelation in the spectroscopic model
prediction errors. Therefore we estimated the pooled 1-dimensional
vertical experimental variogram of the spectroscopic model prediction
residuals for each sampled soil proﬁle with laboratory measurements
of organic C, and computed the weighted average of the semivariances
per lag, using the numbers of pairs of points as weights (Fig. 4).
This experimental variogram shows that there was no spatial struc-
ture in the spectroscopic model prediction errors and thus no evidence
that the prediction errors at the sampled depths in a given soil proﬁle
were autocorrelated. Thus, the variance of the average prediction error
can be estimated by the residual variance Vm(ϵ) divided by the number
of predictionsmi:
Vm ^ϵi
  ¼ Vm ϵð Þ
mi
: ð5Þ
By multiplying this variance by di2 we obtain the variance of the
model prediction error in the estimated aeric soil organic C stock in
soil proﬁle i:
Vm t^i
  ¼ Vm bϵi
 
 d2i : ð6Þ2.6. Estimation of soil organic C stocks in the study area and its accuracy
Weuseddesign-based,model-assisted andmodel-basedmethods to
estimate the total soil organic C stocks and their accuracies for each of
the 0–10 cm, 0–30 cm and 0–100 cm soil layers in the study area. We
describe the methods below, but note that in the model-assisted and
model-based approaches we used predictions of the soil organic C
Fig. 5.Maps. (a–c) Soil organic C covariates derived using Cubist, (d–f) krigingwith external driftmaps of soil organic C stocks and (g–i) their prediction standarddeviations, for eachof the
0–10 cm, 0–30 cm and 0–100 cm soil layers, respectively. The colour scales for maps in (a–c) are the same as those in (d–f).
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mation. For this, we set up a Cubist model at the sampling sites for
whichwehaddata on the aeric soil organic C stock and also interpolated
data from theMMSP (Fig. 1) so that we could use themodel to predict it
elsewhere. The use of Cubist for spatial data analysis has been reported
bymany others, for example (Henderson et al., 2005). The soil organic C
covariates for each depth layer derived from Cubist are shown in
Fig. 5a–c.2.6.1. Design-based estimation
Thedesign-based estimator of themean for stratiﬁed simple random
sampling is:
btπ ¼X
H
h¼1
wh
bth ð7Þ
where H is the number of strata,wh is the weight of stratum hwhich is
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h
Ah , and
bth is the estimated mean
soil organic C stock of stratum h. Within a stratum a simple random
sample is selected, so an unbiased estimate of the stratum mean can
be obtained by the sample average:
bth ¼ 1nh
Xnh
i¼1
t^hi ð8Þ
with nh the number of sampling points in stratum h. The estimator of
Eqs. (7) and (8) is theHorvitz–Thompson estimator for stratiﬁed simple
random sampling.
The sampling variance of the estimated mean is estimated by
Vˆp btπ
 
¼
XH
h¼1
w2h
bS2h t^ 
nh
ð9Þ
where bS2h ð^tÞ is the estimated spatial variance of the estimated soil
organic C stock per soil proﬁle in stratum h:
bS2h t^  ¼ 1nh−1
Xnh
i¼1
t^hi−bth
 2
: ð10Þ
The sampling variance (Eq. (9)) already accounts for the sampling
variance of the estimated soil organic C stocks per soil proﬁle, because
the spatial variance (Eq. (10)) is the variance of the estimated soil organ-
ic C stocks per soil proﬁle, not of the true soil organic C stocks per soil
proﬁle.
However, the sampling variance does not account for the variance of
the spectroscopic model prediction error (Eq. (5)), so we estimated this
variance by:
Vˆm btπ
 
¼
XH
h¼1
w2h
Xnh
i¼1 Vm t^hi
 
n2h
ð11Þ
For the 0–10 cm and 0–30 cm layers, Vm ð^thiÞ is constant for all soil
proﬁles in a stratum, so that∑nhhi¼1Vm ð^thiÞ=n2h ¼ Vm ð^thiÞ=nh:
To obtain the total variance of the estimated mean of aeric soil or-
ganic C stock in the study area we ﬁrst added the spectroscopic model
variance, Vˆ mðbtπÞ, to the sampling variance, Vˆ pðbtπÞ, as we describe in
(Eq. (4)), and multiplied the total variance of the estimated mean by
the squared area in ha.
2.6.2. Model-assisted estimation
As mentioned previously, we used the Cubist predictions of soil or-
ganic C stock at point locations as a covariate in the regression estimator
to increase the precision of the estimated mean and total C stock for
each depth layer in the study area (Cochran, 1977; Brus, 2000):
btregr ¼ btπ þ B^1 tcub−btcub;π
 
ð12Þ
wherebtπ is the Horvitz–Thompson estimator of the mean soil organic C
stock in the study area (see previous section), B^1 is the estimated regres-
sion coefﬁcient (slope), tcub is the true mean of the Cubist organic C
stock predictions, and btcub;π is the Horvitz–Thompson estimator of the
mean of the Cubist predictions.
We estimated the regression coefﬁcient B1 using (Cochran, 1977):
B^1 ¼
X
h
w2h
1
nh nh−1ð Þ
X
i
t^hi−bth
 
t^cub;hi−btcub;h
 
X
h
w2h
1
nh nh−1ð Þ
X
i
t^cub;hi−btcub;h
 2 : ð13Þ
This is the combined regression estimator because data from all stra-
ta are combined to estimate the regression coefﬁcient B1. To estimatethe variance of the combined regression estimator, we ﬁrst needed to
estimate the intercept:
B^0 ¼ btπ−B^1 btcub;π ; ð14Þ
and compute the residuals:
e^i ¼ t^i− B^0 þ B^1  t^cub;i
 
; ð15Þ
where t^cub;i is the Cubist prediction of the soil organic C stock for
sampling location i. Then, we estimated the variance of btregr using:
Vˆ btregr
 
¼
XH
h¼1
w2h
bS2h e^ið Þ
nh
0
@
1
A: ð16Þ
As for the design-based approach, to obtain the total variance of the
estimated mean aeric soil organic C stock in the study area, we ﬁrst add
the sampling variance (Eq. (16)) to the variance of the spectroscopic
model prediction error (Eq. (11)) and multiply the total variance by
the squared area in ha.
2.6.3. Model-based estimation
Model-based estimation of the total soil organic C stocks in the study
area were obtained by block kriging with an external drift (KED)
(Webster and Oliver, 2007), based on the linear mixed model:
t sð Þ ¼ β0 þ β1tcub sð Þ þ η sð Þ þ δ sð Þ; ð17Þ
where β0 and β1 are regression coefﬁcients, tcub(s) is the ﬁeldwith Cub-
ist predictions of the soil organic C stock, η(s) a random ﬁeld of residuals
with zeromean and covariance C(h), in which h is the distance between
two locations, and δ(s) is a random ﬁeld with the spectroscopic model
prediction errors in the soil organic C stocks at the sampling locations,
with zero means and variances Vm ð^tiÞ (Eq. (6)). We assumed that
these spectroscopic model prediction errors δ(s) were spatially inde-
pendent (Fig. 4).
Using Eq. (17), we estimated the mean soil organic C stock in the
study area using (Diggle and Ribeiro, 2007):
btKED ¼ d0β þ c0C−1 t−Dβ^
 
ð18Þ
where d is the vector with the mean values of the Cubist predictor, d ¼
ð1; tcubÞ0 , with tcub being the average of the Cubist predictions over all
prediction nodes, c is the vector with meanmodel covariances between
the soil organic C stocks at the sampling locations and the study area, C
is the matrix with covariances between the sampling locations, t is the
vector with the soil organic C stocks at the sampling locations, t^i; i ¼ 1⋯
n (Eq. (3)), D is the matrix containing ones in the ﬁrst column and the
Cubist predictions at the sampling locations in the second, and β^ is the
vector with the two estimated regression coefﬁcients.
The inaccuracy of t^i due to spectroscopy modelling error was
accounted for by adding the estimated variance (Eq. (6)) to the diagonal
of thematrix C (deMarsily, 1986; Knotters et al., 1995). The two regres-
sion coefﬁcients and variogram parameters were estimated by restrict-
ed maximum likelihood (REML) (Lark et al., 2006) and ﬁtted by
minimizing the negative loglikelihood using the differential evolution
algorithm (Price et al., 2006).
The variance of themodel-based estimate of themean soil organic C
stock in the study area was computed using (Corsten, 1989):
V btKED
 
¼ cA−c0C−1cþ d0a D0C−1D
 −1
da; ð19Þ
Fig. 6. (a) Spectroscopic model predictions of soil organic C, (b) gamma attenuationmeasurements of bulk density and (c) volumetric soil organic C at the proximally sensed locations on
the 1 m soil cores. The thick (red) lines down the proﬁles represent the median values of the sensor measurements.
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d−D0C−1c.2.6.4. Model-based prediction of soil organic C stock at points–mapping
The linear mixed model in Eq. (17) was also used to predict the soil
organic C stocks at the nodes of a 5 m grid discretizing the study area.
These predictions at pointswere obtained by replacing themean covari-
ances in the vector c by covariances between the sampling points and
the prediction node.
We used cross validation to assess performance of the KED predic-
tions, where an observation is removed in turn from the dataset and
the remaining observations are used to predict at the site of the re-
moved observation. In the assessmentwe used the linear correlation co-
efﬁcient ρ between the observed and predicted values, the mean error
(ME) to assess bias and the root mean squared error (RMSE) to assess
inaccuracy. We evaluate the performance of the prediction variances
by computing the mean ðθpÞ and median ð~θpÞ of the standardized
squared prediction errors (Voltz and Webster, 1990), θp to assess the
goodness of the estimate and~θp as amore robust estimate of the predic-
tion variance (Lark, 2000). When the ﬁtted KED model is accurate and
the uncertainty is well characterized, assuming normally distributed
prediction errors, the expected value for θp should be 1 and ~θp should
be 0.455.Table 2
Statistical summary of the soil organic C stock estimates t ̂ i for each depth layer, in t ha
−1.
Depth
(cm)
Mean St.
dev.
Coeff.
var.
Min. 1st
qu.
Median 3rd
qu.
Max.
0–10 11.45 4.65 0.41 2.49 7.90 11.15 14.57 23.63
0–30 27.31 12.14 0.44 8.25 18.81 24.47 33.51 81.87
0–100 66.43 34.51 0.52 25.64 46.77 56.51 71.01 244.403. Results
3.1. Soil sampling design
The maps of the ﬁrst four principal components of the sensor covar-
iates (Fig. 2a–d) have captured themain patterns of the spatial variation
in the soil and landscape of the study area that is represented by the
sensors (Fig. 1).
The map of the 75 k-means strata is shown in Fig. 2e, and the loca-
tions of the sampling units are shown in Fig. 2f. In Fig. 2f, with few ex-
ceptions, the target locations of the sampling units from our design
(crosses) are the same as the actual locations from where the soil sam-
pleswere taken (circles). Thedifferences between the two sets is caused
by inaccessibility of the target locations due to either rough terrain or
wet conditions at the time of sampling. For those inaccessible locations,
alternate randomly selected sampling locations within each stratum
were provided to the surveyors. There were two sites in thesouthernmost region of the study site that were not sampled because
the sites were inaccessible.3.2. Sensor measurements of soil organic C stocks
The vis–NIR reﬂectance of the soil cores decreased steadily from the
surface to the deepest layer. The spectra of soil that is near the surface is
clearly different to spectra from deeper in the soil, they have less pro-
nounced absorptions that are due tominerals and a smoothly increasing
shape in the visible range up to around 1000 nm, which is characteristic
of soil with more organic matter. Absorptions from iron oxides near
800–1000 nm and those from clay minerals near 1450 nm, 1900 nm,
2160 nmand 2200 nm, aremore prominent in the spectra of the deeper
layers (Fig. 3a).
Fig. 3c shows a plot of the observed versus predicted values of soil
organic C from the 10-fold cross validation of the spectroscopic model
that we used to estimate the soil organic C contents of the soil cores at
depths where we had only spectra. The RMSE of prediction was 0.27%
organic C, ranging from 0.25–0.31% organic C, and the R2 was 0.86, rang-
ing from 0.8–0.89. The cumulative distribution functions (CDF) of the
predictions we made with the spectroscopic model for each depth sep-
arately is shown in Fig. 3d. The estimates produced a skewed distribu-
tion of soil organic C content, with a mean of 0.53% and median of
0.33% organic C (Fig. 3d). The soil organic C, bulk density and organic
C stocks proﬁles are shown in Fig. 6.
Generally, soil organic C content decreased with depth (Fig. 6a, c),
while the bulk density of the soil proﬁles increased with depth
(Fig. 6b). The sensor measurements of bulk density and soil organic C
content were skewed. The median bulk density was 1.51 g cm−3 and
the median volumetric soil organic C content of the proﬁles was
0.50 g 100 cm−3. In Fig. 6, the thick lines down the proﬁles represent
the median values of the sensor measurements.
Table 4
Model parameters.
Regression Variogram
Estimator Depth (cm) B^0 B^1 Model C0 C r (m)
Model assisted combined regression estimator 0–10 1.10 −1.56
0–30 0.74 5.44
0–100 0.94 −17.30
Model-based KED 0–10 −3.95 1.31 Spherical 7.96 3.31 817.38
0–30 −7.42 1.13 Spherical 68.32 28.78 1161.85
0–100 −44.53 1.25 Spherical 407.82 204.74 1209.10
Table 3
Design-based, model-assisted and model-based estimates of mean and total soil organic C stocks, and their variances and standard errors.
Estimator Depth (cm) tcub (t ha
−1) bt (t ha−1) Vˆ ðbtÞ t^A(t) Vˆ ðt^AÞ Sˆðt^AÞ(t) Vˆ p Vˆm S^p (t) Sˆ m (t)
Design-based Horvitz–Thompson 0–10 11.44 0.18 31,909.25 1,357,431.06 1165.09 1,323,220.21 34,210.85 1150.31 184.96
0–30 28.08 1.11 78,324.52 8,625,077.77 2936.85 8,590,866.93 34,210.85 2931.02 184.96
0–100 62.55 6.22 174,446.26 48,406,856.19 6957.50 48,373,420.60 33,435.59 6955.10 182.85
Model-assisted regression estimator 0–10 11.77 11.38 0.15 31,740.51 1,154,660.82 1074.55 1,120,449.97 34,210.85 1058.51 184.96
0–30 30.72 28.13 1.01 78,444.98 7,868,329.11 2805.05 7,834,118.26 34,210.85 2798.95 184.96
0–100 85.60 63.05 5.25 175,850.13 40,791,389.83 6386.81 40,757,954.24 33,435.59 6384.20 182.85
Model-based KED 0–10 11.77 11.43 0.11 31,886.18 846,339.57 919.97
0–30 30.72 27.30 0.75 76,146.16 5,864,005.72 2421.57
0–100 85.60 61.94 4.69 172,748.75 36,492,213.61 6040.88
Table 5
Comparison of design-based, model-assisted and model-based estimates of the total or-
ganic C stocks, and conﬁdence limits (CL).
Estimator Depth
(cm)
t ̂A (Gg) Lower
95% CL
Upper
95% CL
Width
CL
Design-based
Horvitz–Thompson
0–10 31.9092 29.6257 34.1928 4.6
0–30 78.3245 72.5683 84.0807 11.5
0–100 174.4463 160.8096 188.0830 27.3
Model-assisted
regression estimator
0–10 31.7405 29.6344 33.8466 4.2
0–30 78.4450 72.9471 83.9429 11.0
0–100 175.8501 163.3320 188.3683 25.0
Model-based KED 0–10 31.8862 30.0830 33.6893 3.6
0–30 76.1462 71.3999 80.8924 9.5
0–100 172.7487 160.9086 184.5889 23.7
161R.A. Viscarra Rossel et al. / Geoderma 265 (2016) 152–1633.3. Estimates of the soil organic C stocks at the sampling locations
Table 2 summarizes the statistics of the estimated soil organic C
stocks at the sampling locations for the 0–10 cm, 0–30 cm and
0–100 cm layers.
The average soil organic C stocks in the 0–10 cm layer is 11.45 t ha−1,
it ranged from 2.49 t ha−1 to 23.63 t ha−1 (Table 2). In the 0–30 cm layer
the average stockwas 27.31 t ha−1 and the rangewas 8.25–81.87 t ha−1.
On average, there is more than twice as much carbon in the 0–100 cm
layer compared to the 0–30 cm layer. The average in the 0–100 cm
layer is 66.43 t ha−1 and the range is 25.64–244.40 t ha−1 (Table 2).
The frequency distribution of the stocks in the 0–100 cm layer is more
skewed than those of the 0–30 cm and 0–10 cm layers, and the data in
this layer are also more variable (Table 2).
3.4. Design-based, model-assisted and model-based estimates of soil
organic C stocks
The design-based, model-assisted andmodel-based estimates of the
mean and total soil organic C stock and their inaccuracies for each of the
three depth layers in the study area are shown in Table 3.
The design-based estimate of the total soil organic C stock, t^A, in the
0–10 cm layer was 31.909 Gg (1 gigagram (Gg) = 109g = 1 kilotonne),
in the 0–30 cm it was 78.325 Gg and in the 0–100 cm layer it was
174.446 Gg organic C. For each depth layer, the overall inaccuracy of
the total soil organic C stocks, presented as their standard errors, S^ð^tAÞ,
were 1.165 Gg, 2.936 Gg and 6.957 Gg organic C (Table 3).
Using the Cubist predictions of carbon stock at point locations as a
covariate in the combined regression estimator of the model-assisted
approach produced similar estimates of t^A compared to the design-
based estimates at each of the three depth layers (Table 3). However,
the inaccuracies of these model-assisted estimates were smaller,
with S^ð^tAÞ values of 1.075 Gg for the 0–10 cm, 2.805 Gg for the
0–30 cm and 6.387 Gg organic C for the 0–100 cm layers (Table 3).
The linear regression coefﬁcients used in the combined regression
estimator are shown in Table 4.
The estimated slopes, B^1, of all three layers had negative values, sug-
gesting that the Cubist predictions alone overestimated the soil organicC stocks of the soil proﬁles. This is particularly evident in the estimate of
the 0–100 cm layer where the mean of the Cubist predictions is larger
than the design-based estimates of the mean (Table 3). The model-
assisted estimator corrected for bias in the Cubist predictions.
For each depth layer, the sampling variance, Vˆ p, in the design-based
andmodel-assisted estimators accounted for more than 98% of the total
inaccuracy in our estimates (Table 3). The contribution to the total inac-
curacy of the errors due to the spectroscopic modelling Vˆm was only 2%
and almost negligible.
Themodel-based estimates of the total soil organic C stock, t^A, in the
study area for each of the three depth layers, and their inaccuracies, are
shown in Table 3 (bottom block). Themodel-based estimate of t^A in the
0–10 cm layer was 31.886 Gg, in the 0–30 cm it was 76.146 Gg and in
the 0–100 cm layer it was 172.749 Gg organic C. The inaccuracies of
our estimates, which account for both the sampling error down the pro-
ﬁles and the spectroscopic model errors were 0.920 Gg, 2.422 Gg and
6.041 Gg organic C, for each of the three depth layers, respectively
(Table 3). Not accounting for the two sources of error produced smaller
inaccuracies with values of 0.770 Gg for the 0–10 cm layer, 2.259 Gg for
the 0–30 cm layer and 5.856 Gg for the 0–100 cm layer.
The variance of the model-based estimate of soil organic C stock in
the study area is smaller than the variance of themodel-assisted regres-
sion estimator. Like in the model-assisted method, the model-based
Table 6
Quality indices of KEDpredictions of soil organic C obtained by leave-one-out cross-valida-
tion: correlation between the observed and predicted values (ρ), mean error (ME), root
mean squared error (RMSE) and themean (θp) andmedian (~θp) values of the standardized
squared prediction errors.
Depth layer (cm)
Statistic 0–10 0–30 0–100
ρ 0.715 0.633 0.640
ME (t ha−1) −0.002 0.005 −0.004
RMSE (t ha−1) 3.268 9.446 25.240
θp 0.971 0.969 0.958
~θp 0.445 0.396 0.290
162 R.A. Viscarra Rossel et al. / Geoderma 265 (2016) 152–163estimator proﬁted from the relation between the Cubist predictions of
the organic C stock and the observed organic C stock per soil proﬁle
(to the particular depth), but the former did not exploit the spatial cor-
relation in the models' residuals.
In Table 5we compare the design-based,model-assisted andmodel-
based estimates of the total organic C stocks in the study area and their
conﬁdence intervals.
The widths of the 95% conﬁdence limits of the model-based esti-
mates were narrower than those of the model-assisted and the
design-based approaches (Table 5).
3.5. Model-based prediction of soil organic C stock at points—mapping
The REML estimates of the KED model parameters are shown in
Table 4. They show that the proportion of the variation that is explained
by the regression part of the KED model decreases with depth. There is
less spatially correlated variance in the variogram of the 0–10 cm layer
compared to the 0–30 cm and 0–100 cm layers (Table 4).
Fig. 5d–f are themaps of soil organic C stocks for the three soil layers
and Fig. 5g–iare their prediction standard deviations. In the map of the
0–10 cm layer (Fig. 5d), values range from negligible amounts of soil or-
ganic C in the north–northeast, and generally increase towards the
south, to around 23 t ha−1 in lower and wetter portions of the land-
scape. Spatial patterns are similar for the deeper layers. In the
0–30 cm layer (Fig. 5e), C stocks range from around 1 t ha−1 to
70 t ha−1, and in the 0–100 cm layer (Fig. 5f), from around 1 t ha−1 to
220 t ha−1.
The quality indices of the KED predictions of the soil organic C stocks
at points for the three layers as obtained by leave-one-out cross-
validation are shown in Table 6.
The spatial estimates were relatively unbiased (small ME) so that
the primary contributions to their inaccuracies, represented by their
RMSE, was from their imprecision. The RMSE and the mean organic C
stock estimates (Table 2) increased with the thickness of the soil layer.
For all three layers the RMSEs were somewhat smaller than the stan-
dard deviations of the soil organic C stocks in the sampled soil proﬁles
(Table 2). The ratio of the standard deviation to the RMSE varied from
1.3–1.4. For each layer, the values of θp are all close to 1 (Table 6), sug-
gesting that the estimates of the kriging prediction error variance were
unbiased and reliable. However, values of ~θp were smaller than the ex-
pected value of 0.455,which indicates an overestimation of the variance
of the prediction errors, particularly in the0–30 cmand0–100 cm layers
(Table 6).
3.6. Discussion and conclusions
We have shown that data from proximal soil sensors can be used to
effectively and efﬁciently measure soil organic C stocks. The MSSP pro-
duced data to inform both the sampling and the estimation of organic C
stocks. The soil proﬁle datawe usedwasmeasured using amulti-sensor
system with spectroscopic and gamma attenuation sensors, whichproduced accurate measures of soil organic C and bulk density at the
sampling locations, every 5 cm to a depth of 1 m.
The stratiﬁed simple random sampling design allowed design-
based, model-assisted and model-based estimation of the total organic
C stocks in the study area. If the sampling locations had not been
selected by probability sampling, design-based and model-assisted
estimation would have been impossible. This ﬂexibility in statistical
inference is an advantage of probability sampling.
We chose a sampling design that produced fair coverage in both
feature and geographical spaces, so that we could also use the sam-
ple for model-based prediction by KED and using the Cubist predic-
tions as the external drift. We do not claim that the design we
implemented is optimal, and we welcome research into the design
of probability samples that are efﬁcient both in design- and model-
based inference.
We did not ﬁnd published literature on sampling methods that are
designed for both design- and model-based estimation. There are efﬁ-
cient designs to construct optimal strata for design-based inference
when there is adequate prior information on the target variable, e.g.
the cum
ﬃﬃﬃ
f
p
(Cochran, 1977) and the Ospats (de Gruijter et al., 2015)
methods. There are sampling designs that are useful for mapping (e.g.
Simbahan and Dobermann, 2006), but they do not use probability sam-
pling and thus cannot be used for design-based estimation. Balanced
samplingwith geographic spreading of sampling locationsmight be po-
tentially useful for achieving this dual aim (Grafström and Tillé, 2013;
Brus, 2015).
The design-based, model-assisted and model-based estimates of
total soil organic C stock in our study area were very similar for all
three depth layers. However, the variances of the model-assisted and
model-based estimates were smaller compared to those of the design-
based method. Evidently, the Cubist-derived covariate helped to im-
prove the accuracy of their estimates. At all depths, the model-based
method produced the smallest variances. The reason is that the ap-
proach is able to use the spatial correlation in the KEDmodel's residuals
to improve the accuracy of the estimates.
Baseline estimateswith the smallest variances are attractive because
they allow future changes in organic C to bemore easily detected. How-
ever, we note that these estimates of the variance rely on the validity of
the KEDmodel assumptions and do not account for inaccuracy in the re-
sidual variogram parameters. To explore the sensitivity of the model-
based variance to themodel parameters, we also ﬁtted double spherical
models without nugget. The block-kriging variances were almost the
same as the variances that we report in Table 3, obtained with the
spherical model with nugget.
An advantage of the design-based andmodel-assisted approaches is
that their estimates of the baseline soil organic C stocks and their vari-
ances do not rely on the assumptions of a model, that is, estimation is
model-free.
An advantage of themodel-based approach is that it can also be used
tomap the soil organic C stocks.Wenote that although themodel-based
approach produced the smallest variance of the predicted total soil or-
ganic C stocks, the results cannot be generalized to other sample sizes
and types of sampling designs. For smaller sample sizes and conse-
quently lower sampling densities we expect the proﬁt from the spatial
autocorrelation of the residuals to become smaller, so that the model-
assisted estimates may become as precise.
In our implementation of the design-based, model-assisted andmodel-
basedmethods,weaccounted for the errors due to the regular 5 cm interval
sampling down the proﬁles where the spectroscopic predictions were
made as well as the spectroscopic model prediction errors. The variance
of the average spectroscopic model prediction error was relatively small.
We did not account for the errors of the measurements of bulk density,
however, these are likely to be signiﬁcantly smaller than the error from
the spectroscopic modelling (Lobsey and Viscarra Rossel, in press).
We found that, on average, there was more than twice as much or-
ganic C in the 0–30 cm layer than in the 0–10 cm, and more than
163R.A. Viscarra Rossel et al. / Geoderma 265 (2016) 152–163twice asmuch in the 0–100 cm layer than in the 0–30 cm layer, suggest-
ing that in soil under unimproved pastures, remnant vegetation and for-
ests there is good rationale for measuring soil organic C beyond the
commonly recommended depth of 0–30 cm.
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