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Abstract
Gronwall area formula can be used to express the area of the filled
Julia set of connected quadratic Julia sets. Using parabolic enrichment,
it is shown that there cannot be a nice approximation of this formula by
partial sums which is uniform along the boundary of the main cardioid of
the Mandelbrot set.
1 Introduction
One important aspect of the study of the iteration of holomorphic functions
is the study of the Julia set. The Julia set of a holomorphic mapping corre-
sponds to the chaotic part of the dynamical system consisting in iterating the
corresponding mapping.
The question of the measure of Julia sets is a very natural question, already
raised by Fatou in his memoir [7], p.243. For some time it has been possible
to conjecture that all of the Julia sets of quadratic polynomials have zero area.
Indeed this is the case in many situations (see, for example [5], [15], [18]) and,
if this conjecture were true, it would have implied the conjecture stating that
hyperbolic dynamical systems are dense in the family of complex quadratic
polynomials 1. No proof of the latter conjecture has been published yet, except
for real polynomials ([9] or [10]), but in their paper [3], Buff and Che´ritat showed
the existence of quadratic polynomials for which the Julia set has positive area.
Hence the proof of the hyperbolicity density conjecture cannot relies on this
argument.
Interestingly, some of those examples are period one Cremer parameters.
Recall that, in the quadratic family, a period one Cremer parameter is a value
of c ∈ C such that the polynomial Pc(z) = z2 + c has a non hyperbolic fixed
point 2 on the neighbourhood of which Pc cannot be conjugated to its linear
part and such that the linear part is not periodic. Those parameters lie in the
boundary of the main cardioid of the Mandelbrot set. An equivalent definition
of Cremer parameters is the following. If z0 denotes the corresponding fixed
1 This conjecture could, in some way, be dated back to Fatou’s discussion [8], p.73. Nev-
ertheless, a likely interpretation of his discussion would lead to a slightly different conjecture,
which has been proven false. On this matter, compare McMuller [16], chapter 4.
2Which means, here, by a slight abuse of terminology, that the derivative has modulus one.
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point, |P ′c(z0)| = 1, P ′c(z0) is not a root of unity and Pc is not linearisable
around z0. The point z0 is called a (period one) Cremer point and one can also
talk about periodic Cremer point in a simliar way for any period 3.
For polynomials, one can define the filled Julia set which is the union of
the Julia set and all the bounded component of its complement in the complex
plane. The filled Julia sets of other parameters such as Siegel parameters and
parabolic parameters have positive area. The Siegel parameters correspond to
the linearisable case of a non hyperbolic fixed (or periodic) point and parabolic
parameters are the values of c such that Pc has a periodic point z0 for which
(P ◦pc )
′
(z0) is a root of unity where p denotes the period of z0. In both case, the
filled Julia set has non empty interior.
As the boundary of the main cardioid correponds to the set of quadratic
polynomials having a non hyperbolic fixed point, Hubbard asked whether there
would be a lower bound on the area of the filled Julia set along the boundary of
the main cardioid. For example, the question is stated for the Cremer param-
eters in [2]. The question is more critical for Cremer parameters as we do not
know if some of them have a Julia set with zero area. Indeed, the complexity
of the situation is reflected by the fact that, due to the “close proximity” of
Cremer parameters to parabolic parameters, standard algorithms cannot dis-
tinguish between Cremer parameters and parabolic parameters, see for example
figure 1.
It is well known that Cremer parameters are generic on the boundary of
a hyperbolic component of the Mandelbrot set [17]. Moreover Lyubich proved
that for generic parameters (in the sense of Baire) on the boundary of the
Mandelbrot set the area of the Julia set is zero [14]. Unfortunately this is
insufficient to prove that some of this Cremer Julia set have zero area, as the
complement of the union of the boundaries of hyperbolic components is a generic
subset of the boundary of the Mandelbrot set.
This article concerns the Gronwall area formula applied to the area of
quadratic filled Julia sets. Let’s recall its content.
For a closed subset of the Riemann sphere Ĉ containing at least two points
and whose complement is simply connected and contains ∞, the Gronwall area
formula provides a way to compute its area, that is its Lebesgue two dimensional
measure. Namely[11], if ψ(w) =
∑
n≤1
bnw
n is the Laurent series of a conformal
isomorphism between the complement of the disk of radius r0 ≥ 1 centred at 0
in Ĉ and the complement of the compact set K ⊂ C, then, for any r ≥ r0,
Area
({
z : |ψ−1(z)| ≤ r}) = pi∑
n≤1
n|bn|2r2n. (1)
Gronwall area formula is essentially a consequence of Green’s theorem.
As a consequence, this result yields an expression for the area of the filled
Julia set of any polynomial map with connected Julia set. Indeed, by a classical
3And also the fact that the function is a quadratic polynomial has nothing to do with the
general definition, valid for any holomoprhic function around z0.
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Figure 1: Computer representations of the filled Julia sets of λz + z2 for the
parameter λ = e2pii/3 of the fat Douady’s rabbit on the left and, on the right,
for the Cremer parameter λ = e2piiθ, with θ =
[
0, 3, 1016, a3, . . . , an, . . .
]
where
[a0, a1, a2, . . .] is the notation for the continued fraction a0+1/(a1+1/(a2+. . . ))
with coefficients an, and an satisfies, for n ≥ 2, an+1 = 2qn , where qn is the
denominator of the nth convergent.
theorem of Bo¨ttcher (compare for example [17]), the dynamics of any polynomial
of degree d is conjugated to the dynamics of w 7→ wd near ∞. This provides a
natural isomorphism between the basin of attraction of ∞ and the complement
of the unit disk.
It is possible to explicitly compute the coefficients of the Laurent series of
the inverse of the Bo¨ttcher map of a polynomial and then use them in order to
numerically evaluate an approximation of the formula (1) via a finite summation.
We are particularly interested in the case of quadratic polynomials. If we
denote by Gλ the Green function, i.e. the logarithm of the modulus of the
Bo¨ttcher map of the quadratic polynomial Qλ(z) = λz + z
2, we can define an
approximation of the area of the sublevel set {z ∈ C : Gλ(z) ≤ log r} by a finite
sum with
A(λ, r,N) = pi
1∑
n=−N
n|bn|2r2n. (2)
It is natural to ask how close the value of A(λ, r,N) is to the actual area of
the sublevel set of the Green function, and, more interestingly, how close is the
value of A(λ, 1, N) to the area of the filled Julia set?
An example of a numerical computation using the Gronwall area formula
is given in the figure 2 (see also [17], appendix A). This example shows, for
quadratic polynomials in the form Pc(z) = z
2+c, the value of the approximation
when the parameter c varies on the upper half of the boundary of the main
cardioid of the Mandelbrot set. Similar methods can be applied to compute an
estimate of the area of the Mandelbrot set, see, for example, the work of Ewing
and Schober [6] where they also compare the result with pixel counting methods
and lower bounds using the area of the biggest hyperbolic components.
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Figure 2: Plot of computed values of the truncated area formula for filled Julia
sets (r = 1) along the upper boundary of the main cardioid. The different
graphs represents different level of truncations: 1, 20, 200, 2000, 20000 and
200000 terms (due to the definition of Bc, half of the terms are 0). The result of
the computations decreases as the level increases. The values on the horizontal
axis represent the rotation number.
Testing the lower bound hypothesis with numerical experiments requires to
know the answer to the previous questions. While it can give the impression
of a lower bound, the figure 2 gives some hint of slow convergence of the terms
appearing in the sum for some parameters, for example on the side of the 1/2
hill on the right. This could be an indication that one cannot relies on such
numerical experiments for investigating the existence of a lower bound on the
area.
Indeed, the theorem below states that the area of the filled Julia set is discon-
tinuous near the parabolic parameter 1. This prevents a uniform approximation
of the area by the formula.
In the following statement, mappings on the form Qλ(z) = λz + z
2 are
considered with λ ∈ C. Those are conjugated to the family of mappings Pc(z) =
z2 + c by affine maps, the correpondance between the two parameters being
c = λ2
(
1− λ2
)
. The connectedness locus of the family (Pc)c is the Mandelbrot
set, its counterpart for the family (Qλ)λ, called the double Mandelbrot set ([17],
figure 29), is represented on figure 3.
Theorem 1.1. Let Kλ denote the filled Julia set of the quadratic polynomial
Qλ(z) = λz + z
2.
Then
lim sup
λ→1,|λ|=1
Area(Kλ) < Area(K1),
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In a more precise way, the theorem below shows that approximation of the
area using a truncated Gronwall area formula fails to provide insight into the
complexity of the variation of the filled Julia set. Even if the number of terms
used in finite sum approximations increases at a very fast rate as the parameter
approaches 1, there will be a definite discrepancy between the numerical result
and the actual value of the area.
In what follows, we use the notation A(λ, r,N) for the approximation of the
area of Green sublevels given by (2) and {x} denotes the fractional part of the
real number x, that is, {x} = x− n where n is the largest integer smaller than
or equal to x.
Theorem 1.2. If (Nn)n is a sequence of natural numbers converging to +∞
such that Nn ∈ o
(
21/αn
)
, then
A(λn, 1, Nn)→ Area(K1).
Theorem 1.3. For any γ > 0 and τ ∈ [0, 1], there exists C > 0 satisfying the
following.
Let (αn)n be a sequence of positive real numbers converging to 0 and such that¶
1
αn
©
→ τ , and let (Nn)n be a sequence of natural numbers. Define λn = e2ipiαn
and suppose that logNn ≤ γαn .
Then, there exists n0 ∈ N such that, for all n ≥ n0,
A(λn, 1, Nn) ≥ C + AreaKλn .
Suppose we are to compute an approximation of the area of the filled Julia set
of a parameter close to 1. The above means that, in order to see any difference
with the area of K1, it requires a number of terms which increases at least as
fast as the exponential of the inverse of the distance of the parameter to 1.
Thanks to the continuity of the straightening map of Mandelbrot-like family
and to the uniform estimate on area distortion by quasiconformal maps in [1],
the theorems 1.2 and 1.3 are also true for the cusp and the boundary of the
main component of any Mandelbrot-like families and in particular of primitve
copy of the Mandelbrot set itself.
Finally, techniques similar to those used in the proofs allow, with some
minor modifications, the extension of those results to the root of any hyperbolic
components of the Mandelbrot set. See, e.g. [19], section 7.
The theory of perturbed Fatou coordinates ([5], [19]) plays an essential role
in the proof of this theorem. The proof relies on the fact that, truncating the
series amounts essentially to compute the area of points that spend a long time
in a bounded domain close to the filled Julia set. For parameters close to the
cusp of M, this set can contain many points in the basin of infinity.
The article is organised as follows. Section 2 contains preliminary materials,
including some results based on the bifurcation of parabolic fixed points and
near parabolic fixed point theory. Section 3 contains the main argument of the
proof of theorem 1.1 and theorem 1.3.
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Figure 3: The double Mandelbrot set. The big disk on the left is the unit disk.
The point of tangency of the two big disks is the point λ = 1.
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2 Preliminaries
2.1 Some notations
The following introduces some notations and basic facts. For r > 0, Dr denotes
the disk of centre 0 and radius r.
Let Qλ(z) = λz + z
2 and DM = {λ ∈ C : Jλ is connected} be the double
Mandelbrot set.
The Bo¨ttcher isomorphism of Qλ is denoted by Bλ : Uλ → C\Dλ. It is
defined in a neighbourhood Uλ of ∞ in the Riemann sphere Ĉ onto the com-
plementary of a closed disk Dλ with centre at 0. Its inverse will be denoted ψλ
and Gλ will denote the Green function.
The notation Ng = {λ ∈ C, Gλ(cλ) ≤ g} will be used. Thus DM = N0.
For λ ∈ DM, Vλ(g) will be the set {z : Gλ(z) ≤ g}. The mapping g ∈ R+ 7→
Vλ(g) is continuous with respect to the Hausdorff metric and Vλ(0) = Kλ.
It is well known that the mapping λ 7→ Kλ is upper semi-continuous. As a
consequence, lim sup
λ→1
AreaKλ ≤ AreaK1 (see also ??).
Given x ∈ R, let’s denote by {x} the fractional part of x, that is {x} = x−bxc
where bxc = max{n ∈ Z : n ≤ x} is the integer part of x. We will also need a
notation for dxe = min{n ∈ Z : n ≥ x}.
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2.2 Estimates on the Green function
This section contains some elementary yet usefull estimates on the Green func-
tion.
Lemma 2.1. For all λ such that |λ| ≤ 5 and all ξ ∈ C,
log |ξ| − log 6 ≤ Gλ(ξ) ≤ max{log 11, log |ξ|+ log 11/6}.
Proof. For |ξ| ≥ 6, the value of |Q◦pλ (ξ)| increases and tends to ∞ as p → ∞.
For such ξ, we have |ξ|2
(
1 +
∣∣∣λξ ∣∣∣) ≤ Qλ(ξ) ≤ |ξ|2 (1− ∣∣∣λξ ∣∣∣). Hence,
log |ξ| − log 6
Å
1− 1
2p
ã
≤ log |Q
◦p
λ (ξ)|
2p
≤ log |ξ| − log 11/6
Å
1− 1
2p
ã
.
This solve the case |ξ| ≤ 6. In the case where |ξ| ≤ 6, the result follows from
maximum principle for harmonic functions.
Lemma 2.2. Let R > 6, g > 0 and λ ∈ C such that |λ| ≤ 5.
If p =
†
log log 11R/6−log g
log 2
£
≥ 0 and if z ∈ C is such that |Q◦pλ (z)| ≤ R then
|Gλ(z)| ≤ g.
Proof. Using lemma 2.1 with ξ = Q◦pλ (z) and the fact that Gλ ◦Qλ = 2Gλ, we
get Gλ(z) ≤ 12p max {log 11, log 11R/6}. The results then follows from the fact
that R > 6 and the definition of p.
2.3 The area formula
In the present situation, the area formula (1) can be restated as
AreaVλ(log r) = pi
(
r2 −
∞∑
k=1
k
|bλk |2
r2k
)
, (3)
where ψλ(w) = w +
∞∑
k=1
bλk
wk
, r ≥ 1 and λ ∈ Nlog r = {λ ∈ C, Gλ(cλ) ≤ log r}.
Define, for λ ∈ C, r > 1 and N ∈ N∗,
A(λ, r,N) = pi
(
r2 −
N∑
k=1
|bλk |2
r2k
)
(4)
and
A(λ, r,∞) = AreaVλ(log r).
Moreover, the following mappings are continuous:
• For λ ∈ DM, g ∈ R+ 7→ A(λ, eg,∞),
• For g > 0, λ ∈ N˚g 7→ A(λ, eg,∞),
7
• For N ∈ N∗, (λ, g) ∈ C× R 7→ A(λ, eg, N).
The following lemmas will allow us to relate truncated approximations (4)
with sublevel sets of the Green function.
Lemma 2.3. Let N ∈ N∗, r > 1 and λ ∈ C such that λ ∈ Nlog r, then
A(λ, 1, N) ≥ pi(1− r2N+2) + r2NA(λ, r,∞).
Proof. Recall that A(λ, 1, N) = pi
(
1−
N∑
k=1
k|bλk |2
)
. From
N∑
k=1
k|bλk |2 ≤ r2N
N∑
k=1
k
|bλk |2
r2k
≤ r2N
∞∑
k=1
k
|bλk |2
r2k
,
it follows that A(λ, 1, N) ≥ pi
(
1− r2N
∞∑
k=1
k
|bλk|2
r2k
)
, which is equivalent to the
statement of the lemma.
Lemma 2.4. Let R > 6, N ∈ N∗, r ∈ ]1, 11R/6[ and λ ∈ C. Suppose that
|λ| < 5 and λ ∈ Nlog r. Define p =
†
log log 11R/6−log log r
log 2
£
.
Then p ≥ 0 and
A(λ, 1, N) ≥ pi(1− r2N+2) + r2N Area ({z : |Q◦pλ (z)| ≤ R}) .
Proof. This lemma is a direct consequence of lemmas 2.2 and 2.3.
Lemma 2.5. Let N ∈ N∗, r > 1 and λ ∈ Nlog r. Then,
A(λ, 1, N) ≤ Area (Vlog r) + pir2N+2. (5)
Proof. Indeed, for any r > 1,
pi
(
1−
N∑
k=1
k|bλk |2
)
≤ pi
(
r −
N∑
k=1
k|bλk |2
r2k
)
.
But, since
∞∑
k=1
k|bk|2 ≤ 1,
∑
k≥N+1
k|bλk |2
r2k
≤ 1
r2(N+1)
.
2.4 Bifurcation of parabolic fixed points
We recall some results that appear in [5], [4] and [19]. A good introduction to
the classical part of the theory can also be found in [21]. See also [3] for the
Inou-Shishikura part.
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2.4.1 Convergence with domain
We consider families of analytic maps ϕλ : D (ϕλ) → C defined on some open
subsets D (ϕλ) of a Riemann surface S, where λ belongs to a subset Λ of a
metric topological space. Let λ0 be in the closure of Λ.
Let ψ : D (ψ) → C be a holomorphic mapping and let U an open subset of
the domain D (ψ) of the mapping ψ.
In what follow we will say that a family of mappings ϕλ : D (ϕλ) → C
converge to ψ on U when λ → λ0 if, for all compact subset K of U , there is a
neighbourhood N of λ0 in Λ∪{λ0} such that, for all λ ∈ N\{λ0}, K ⊂ D (ϕλ),
and ϕλ converges uniformly on K to ψ when λ → λ0 inside N\{λ0}, see also
[19].
Note that, if (ϕλ)λ converges to a non constant ψ on U as λ→ λ0, then for
any non empty open subset V ⊂ U , and for λ close enough to λ0 (depending on
V ), the intersection ψ(V ) ∩ ϕλ(V ) has non empty interior.
We will use the following elementary lemma in conjunction with the above
local uniform convergence.
Lemma 2.6. Let X be a compact metric space and Y a metric space. Let
f : X → Y be a continuous mapping. Suppose that there is a compact K of Y
with non empty interior, such that f(X) ⊂ K and denote by d the distance on
Y .
Then, there exists an ε0 > 0 such that, for all ε ∈ ]0, ε0[, there is a compact
set Xε with non empty interior such that for any mapping g : X → Y such that
sup{d(g(x), f(x)), x ∈ X} ≤ ε, we have g(Xε) ⊂ K.
Proof. For ε > 0, denote by Kε the compact set {y ∈ K : d(y, ∂K) ≥ ε}. Let
ε0 be the supremum of ε > 0 for which the set Kε has non empty interior.
Let ε ∈ ]0, ε0[. Pick ε′ ∈ ]ε, ε0[ and let Xε = f−1(Kε′). Since f is continuous,
Xε has non empty interior.
Moreover, if g : Xε → Y is such that sup{d(g(x), f(x)), x ∈ Xε} ≤ ε, then,
for all x ∈ Xε, d(g(x),K ′ε) ≤ ε. But if x ∈ Xε were such that g(x) /∈ K, we
would have d(g(x),K ′ε) ≥ ε′ > ε.
2.4.2 Fatou coordinates for parabolic and near parabolic mappings
In this section we recall some important well known results on Fatou coordinates.
The following theorem is classical. The bulk of these results can be found in
[20].
In the present section, unless otherwise specified, phrases such as “open
sets”, “Jordan domains”, etc. will refer to subsets of the complex plane.
Theorem 2.7 (Extended fatou coordinates). Let Q1(z) = z + z
2, and let K1
be its filled Julia set.
Then, there exist an open set Br1 , Jordan domains Ω
a
1, Ω
r
1, points z
a, zr, a
simply connected domain Ω1, holomorphic mappings Φ
a
1 : K˚1 → C, Φr1 : Br1 →
C, ϕ1 : C → C, simple arcs `a1, `r1, and closed Jordan domains Sa1 and Sr1 ,
satisfying the following properties.
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1. (Petals)
(a) za ∈ Ωa1,
(b) zr ∈ Ωr1 and Q1(zr) ∈ Ωr1,
(c) Ωa1 ⊂ K˚1,
(d) Ω1 = Ω
a
1 ∪ Ωr1 ∪ {0} is a neighbourhood of 0,
(e) Br1 =
⋃
n≥0
Q−n1 (Ω
r
1).
2. (Properties of the mapping on the petals)
(a) The mapping Q1 is univalent on Ω1,
(b) Q1 (Ω
a
1) ⊂ Ωa1,
(c) Ωr1 ⊂ Q1 (Ωr1),
(d) For all z ∈ K˚1, there is an n ∈ N such that Q◦n1 (z) ∈ Ωa1.
3. (Fatou coordinates)
(a) The mapping Φa1 is univalent on Ω
a
1,
(b) The mapping Φr1 is univalent on Ω
r
1,
(c) The mapping ϕ1 : C → ϕ1 (C) coincides with the inverse of Φr1 on
Φr1(Ω
r
1) ∩ C,
(d) Φa1(K1) = C,
(e) ϕ1(C) = C.
4. (Semi-conjugacy)
(a) Φa1 ◦Q1 = Φa1 + 1,
(b) Φr1 ◦Q1 = Φr1 + 1 on Q−11 (Ωr1) ∩ Ωr1.
5. (Normalisation)
(a) Φa1(z)− Φr1(z)→ 0 as z → 0 with z ∈ Ωa1 ∩ Ωr1 and Im −1/z → +∞.
6. (Crescents)
(a) Sa1 = (Φ
a
1)
−1
({w : Re w ∈ [Re Φa1(za),Re Φa1(za) + 1]}),
(b) Sr1 = ϕ1 ({w : Re w ∈ [Re Φr1(zr),Re Φr1(zr) + 1]}),
(c) Sa1 ⊂ Ωa1 ∪ {0},
(d) Sr1 ⊂ Ωr1 ∪ {0},
(e) The arcs `a1 and `
r
1 join 0 to itself,
(f) The closed domain Sa1 is bounded by `
a
1 and its image Q1 (`
a
1),
(g) The closed domain Sr1 is bounded by `
r
1 and its image Q1 (`
r
1),
(h) Sa1 ∩ Sr1 = {0}.
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Proof. From section 2.1 and propositions 2.21 and 3.2.3 of [20], there exists
ξ > 0, such that we have domains Ωa1 and Ω
r
1 and mappings Φ
a
1 : Ω
a
1 → C and
Φr1 : Ω
r
1 → C satisfying 1c, 1d, 2a, 2b, 2c, 3a, 3b, 4 and 5a.
Moreover we may suppose that
Ωa1 = Φ
a
1
Åß
w : | arg(w − ξ)| < 2pi
3
™ã
, (6)
Ωr1 = Φ
r
1
({
w : | arg(w + ξ)| > pi
3
})
, (7)
where arg denotes the argument in ]−pi, pi].
Since vertical lines in (Φa1)
−1
(Ωa1) are perpendicular to orbits, and since the
basin of attraction of the parabolic fixed point 1 consists of points converging
to 0 from the direction −1 (compare [17]), any orbit converging non trivially to
0 must intersect Ωa1 . This shows 2d.
We can use a similar procedure as in section 4.2.3 of [20] to extend the
domain of the mappings Φa1 : Ω
a
1 → C and Φr1 : Ωr1 → C, respectively on K˚1 and
Br1 . These extended mappings still satisfy 4.
Let w ∈ C. From equation (6), it follows that there exists an n ≥ 0 such
that w + n ∈ Φa1 (Ωa1). Let z′ ∈ Ωa1 such that Φa1(z′) = w + n. Pick z ∈ C such
that Q◦n1 (z) = z
′. Then, z ∈ K1 and w = Φa1(z′)− n = Φa1(z). Thus 3d.
Let’s define ϕ1 = (Φ
r
1)
−1
|Ωa1 . The domain of the mapping ϕ1 can be extended to
C (compare section 4.2.2 of Shishikura’s article [20]). The mapping ϕ1 : C→ C
is onto since the mapping Q1 is well defined from C to C.
We can fix za ∈ Ωa1 and zr ∈ Ωr1 so that points 1a and 1b are verified. Let’s
define Sa1 and S
r
1 as in 6a and 6b. As in [20], it is possible to choose z
a and zr
so that all the properties of item 6 are satisfied.
The following can be found in [19] and has its origin in works of E´calle,
Lavaurs, Sentenac or Douady. The modern version of this is at the basis of
Inou-Shishikura near parabolic renormalisation theory [12].
Theorem 2.8 (Perturbed Fatou coordinates). Let Qλ(z) = λz + z
2 and, for
λ 6= 1, denote by {0, σ} the set of fixed points of Qλ. We will only consider
λ such that λ 6= 1 and such that there is α ∈ C satisfying | argα| ≤ pi/4 and
λ = e2ipiα.
Then, there exist a positive real number ξ and points za and zr such that the
conclusions of the theorem 2.7 hold and such that we have the following.
There exists a positive real number α0, such that if λ and α are as above with
|α| ≤ α0, there exist open sets Baλ, Brλ, simply connected domains Ωλ and Hλ,
Jordan domains Ωaλ, Ω
r
λ, holomorphic mappings Φ
a
λ : B
a
λ → C, Φrλ : Brλ → C,
ϕλ : Hλ → C, simple arcs `aλ, `rλ and closed Jordan domains Saλ and Srλ satisfying
the following.
1. (Petals)
(a) za ∈ Ωaλ,
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(b) zr ∈ Ωrλ and Qλ(zr) ∈ Ωrλ,
(c) The set Ωλ = Ω
a
λ ∪ Ωrλ ∪ {0, σ} is a simply connected neighbourhood
of {0, σ},
(d) Baλ =
⋃
n≥0
Q−nλ (Ω
a
λ),
(e) Brλ =
⋃
n≥0
Q−nλ (Ω
r
λ),
(f) Hλ =
{
w : Re w > ξ − Re 1α
}
.
2. (a) The mapping Qλ is univalent on Ω
a
λ and on Ω
r
λ.
3. (Perturbed Fatou coordinates)
(a) The mapping Φaλ is univalent on Ω
a
λ,
(b) The mapping Φrλ is univalent on Ω
r
λ,
(c) The restriction of the mapping ϕλ on
{
w : Re w ∈ ]− 12α − ξ,−ξ[}
coincides with the inverse of Φrλ on its image.
4. (Semi-conjugacy)
(a) If z ∈ Ωaλ is such that Qλ(z) ∈ Ωaλ, then Φaλ(Qλ(z)) = Φaλ(z) + 1,
(b) If z ∈ Ωrλ is such that Qλ(z) ∈ Ωrλ, then Φrλ(Qλ(z)) = Φrλ(z) + 1.
5. (Normalisation)
(a) There exists lifts ›Φaλ and ›Φrλ of Φaλ and Φrλ by w 7→ σ1−e−2ipiαw such
that, ›Φrλ ◦ Tα = Tα ◦›Φaλ,
where Tα denotes the translation by −1/α.
6. (Crescents)
(a) Saλ = (Φ
a
λ)
−1
({w : Re w ∈ [Re Φaλ(za),Re Φaλ(za) + 1]}),
(b) Srλ = ϕλ ({w : Re w ∈ [Re Φrλ(zr),Re Φrλ(zr) + 1]}),
(c) Saλ ⊂ Ωaλ ∪ {0, σ},
(d) Srλ ⊂ Ωrλ ∪ {0, σ},
(e) Both arcs `aλ and `
r
λ join 0 to σ,
(f) The closed domain Saλ is bounded by `
a
λ and its image Qλ (`
a
λ),
(g) The closed domain Srλ is bounded by `
r
λ and its image Qλ (`
r
λ),
(h) Saλ ∩ Srλ = {0, σ}.
12
7. For all z ∈ Saλ, there is a p ≥ 1 such that Q◦pλ (z) ∈ Srλ, and for the smallest
such p we have:
Φrλ
(
Q◦pλ (ζ)
)
= Φaλ(ζ)−
1
α
+ p, (8)
for all ζ in (Φaλ)
−1 ({
w : Re w ∈ ]ξ − p, ξ + Re 12α[}) ⊃ Ωaλ.
8. When λ → 1 with λ and α satisfying the above hypothesis, then we have
the following convergences.
(a) With respect to Hausdorff metric:
i. `aλ → `a1,
ii. `rλ → `r1,
iii. Saλ → Sa1 ,
iv. Srλ → Sr1 .
(b) With respect to Hausdorff pseudometric:
i. Ωaλ → Ωa1,
ii. Ωrλ → Ωr1,
iii. Ωλ → Ω1.
(c) As mappings with domains (compare section 2.4.1):
i. Φaλ → Φa1 on Ωa1,
ii. Φrλ → Φr1 on Ωr1,
iii. ϕλ → ϕ1 on C.
The perturbed Fatou coordinates is also called Fatou-Douady coordinates.
Proof. Let ξ be as in theorem 2.7. One may increase the value of ξ if neces-
sary without changing the final conclusions. Let τλ(w) =
σ
1−e−2ipiαw and let
τaλ and τ
r
λ be the restrictions of the mapping τλ on the respective domains{
w : Re w ∈ ]−Re 12α + ξ,Re 12α + ξ[} and {w : Re w ∈ ]−Re 12α − ξ,Re 12α − ξ[}.
The mappings τaλ and τ
r
λ are analytic diffeomorphisms onto their respective
images.
Let Ωaλ be the image of {w : Re (w − ξ) > −|Im w|} by τaλ and Ωrλ the image
of {w : Re (w + ξ) < |Im w|} by τ rλ.
Then, as in [20] (see proposition 3.2.2 and sections 3.4.1, 3.4.3 and 4.2.3), the
perturbed Fatou coordinates Φaλ and Φ
r
λ are defined on Ω
a
λ and Ω
r
λ respectively.
One can also define ϕλ the same way as before.
One can easily check that the domain of these mappings can be extended so
that items 1, 2, 3 and 4 are true.
The item 5 follows from 3.4.3 of [20].
And the construction of crescents satisfying item 6 is similar to the proof of
theorem 2.7.
Remark 2.9. One can choose ξ > 0 so that Ωa1 ⊂ D6 and Ωaλ ⊂ D6 for all λ
close enough to 1.
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2.4.3 Lavaurs maps
The following result comes mainly from the work of Lavaurs [13] and can be
found in Douady’s paper [4].
Due to our purpose, the statement is only given with α real.
Lemma 2.10 ([4], section 1.8). Let αn → 0 be a sequence of positive real
numbers. Suppose that the fractional part
¶
1
αn
©
converges to τ . Let λn = e
2ipiαn
and pn =
1
αn
−
¶
1
αn
©
.
Then Q◦pnλn converges on compact subsets of K˚1 to the mapping
Lτ = ϕ1 (Φ
a
1 − τ) : K˚1 → C.
Moreover, Lτ commutes with Q1 and Lτ (Ω
a
1) = C.
In [4], a mapping Lτ of the form Lτ = ϕ1 (Φ
a
1 − τ) is called a Lavaurs map.
The above proposition can be proven by using theorem 2.8.
Proof. Let λ be as in theorem 2.8 and let zλ ∈ Saλ\{0, σ}. Then, from item 7 of
that theorem, there exists p′ = p′(λ, zλ) ≥ 1 minimal such that Q◦p
′
λ (zλ) ∈ Srλ.
Moreover, for this p′, the identity Q◦p
′
λ (z) = ϕλ
(
Φaλ(z)− 1α + p′
)
is true for all
z in a domain that converges to K˚1 as λ→ 1.
For λ fixed and z close to 0, the mapping Q◦kλ (z) is close to z 7→ λkz. Since
the closed sets Saλ and S
r
λ converge respectively to S
a
1 and S
r
1 as λ → 1, it
follows that if zλ ∈ Saλ is close enough to 0, and if p′ ≥ 1 is minimal such that
Q◦p
′
λ (zλ) ∈ Srλ, then, p′ < 1α .
Moreover, for this p′(λ), equation (8) is verified. Since p′(λ) does not depend
on z, it follows from the convergence part of theorem 2.8 that 1α−p′ is bounded.
Now, consider the sequence of λn and suppose that zλn is chosen so that
p′(λn, zλn) <
1
αn
. Then pn = p
′
n + kn with p
′
n = p
′(λn, zλn) and kn ≥ 0. Since
the sequence (kn)n is bounded, let kmax be an upper bound for kn.
Let z ∈ K˚1. Then, for n large enough, z,Qλn(z), . . . , Q◦kmaxλn (z) all belong
to
(
Φaλn
)−1 Ä¶
w : Re w ∈
ó
ξ − p′n, ξ + 12αn
î©ä
. Then,
Q◦pnλn (z) = ϕλn
Å
Φaλn
Ä
Q◦knλn (z)
ä
− 1
αn
+ p′n
ã
= ϕλn
Å
Φaλn(z)−
1
αn
+ pn
ã
.
Finally, the last part follows from the fact that Φa1 and ϕ1 are onto.
Lemma 2.11. There exists C > 0 and P > 0 such that the following holds.
1. Let R > 6 and let (αn)n be a sequence of real numbers such that αn → 0.
Then
Area(K1) > Area(Kαn) + C.
14
2. More precisely, if the fractional part
¶
1
αn
©
converges as n → ∞, then
there exists a non empty open set V , relatively compact in K˚1, an integer
n0 and a sequence of whole numbers (pn)n≥n0 such that for all n ≥ n0,
(a) the set V is a subset of the basin of attraction of ∞ of Qe2ipiαn ,
(b) Q◦pne2ipiαn (V ) ⊂ DR,
(c)
∣∣∣pn − 1αn ∣∣∣ < P ,
(d) Area(V ) ≥ C.
Proof. Choose a non empty open subset Ω, relatively compact in the intersection
of the basin of attraction of ∞ of Q1 with the disk of radius R centered at 0.
Let τ ∈ [0, 1] and let’s first suppose that the sequence of fractional parts¶
1
αn
©
converges to τ .
Let V = L−1τ (Ω). By definition V is a non empty open subset relatively
compact in K˚1.
The point 2a follows from the fact that αn → 0. The two following points
then follow from lemma 2.10 by letting pn =
1
αn
−
¶
1
αn
©
and P = 2.
Finally the uniform lower bound 2d on the area comes form the continuity
of the mapping τ 7→ Area(V ). And the first statement of the lemma follows
from this estimate.
Theorem 1.1 is simply a corollary of the previous lemma.
Lemma 2.12. Let τ ∈ [0, 1]. Let U be a compact set with non empty interior
included in the domain of attraction of ∞ of Q1 and such that U ⊂ Sr1 . Then,
there exists a sequence of compacts sets U j with U0 = U and such that the
following is true for all j ≥ 1,
1. U˚ j 6= ∅,
2. U j ⊂ K1,
3. Lτ (U
j) ⊂ U j−1,
where Lτ = ϕ1 (Φ
a
1 − τ) is a Lavaurs map.
Proof. Let, for j ≥ 0, U j+1 = L−1τ (U j). By construction, U j+1 ⊂ K˚1. More-
over, since Lτ is onto, U
j+1 has non empty interior whenever U j has non empty
interior.
Lemma 2.13. Let τ ∈ [0, 1] and γ ≥ 0.
Let U ⊂ Sr1 be a compact set with non empty interior contained in the basin
of attraction of ∞ of Q1.
Then, there exists α0 > 0 and a finite sequence (U
j)j≤γ of compact sets
U j ⊂ K˚1 with non empty interior, such that U0 = U and satisfying the following.
For all sequence of λn = e
2ipiαn with αn ∈ ]0, α0], such that {1/αn} converges
to τ , there exists a n0 ≥ 0 such that, for all n ≥ n0 and all j ∈ {1, . . . , dγe},
Q◦pnλn (U
j) ⊂ U j−1.
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Proof. This follows from lemmas 2.12, 2.10 and 2.6.
3 Convergence properties of the approximation
of the area
Theorem 1.1 is a direct consequence of propositions 3.1 and 3.2 below.
Proposition 3.1. There exists a constant C > 0 satisfying the following.
Let (αn)n be a sequence of positive real numbers converging to 0 and (Nn)n
be a sequence of whole numbers. Let λn = e
2ipiαn .
Suppose that Nn = o
(
21/αn
)
, then there exists n0 ∈ N such that, for all
n ≥ n0,
A(λn, 1, Nn) ≥ C + AreaKλn .
Proof. One must notice first that λn is such that |λn| < 5 and belongs to
Ng = {λ ∈ C, Gλ(cλ) ≤ g} for any g ≥ 0.
For any subsequence (αnj )j such that
{
1
αnj
}
converges, let V and P be the
open set and positive constant defined by lemma 2.11. Let R > 6. According
lemma 2.11, V does not intersect the filled Julia set Kλn and there is a sequence
(pn)n of natural numbers converging to ∞ such that, for all n ≥ n0 big enough,
Q◦pnλn (V ) ⊂ DR.
For n ≥ n0, let gn =
(
log 11R6
)
2−pn and rn = egn . By lemma 2.4,
A(λn, 1, Nn) ≥ pi
(
1− r2Nn+2n
)
+ r2Nnn (AreaKλn + AreaV ) .
By lemma 2.11, pn is at a bounded distance from
1
αn
, and since
Nn = o
(
21/αn
)
, r2pnn = exp
(
2−pn+1Nn
)
tends to 1. This implies the proposi-
tion.
Proposition 3.2. If Nn = o
(
21/αn
)
, then
A(λn, 1, Nn)→ Area(K1).
Proof. For N fixed, A(λn, 1, N) converges to A(1, 1, N) when n→∞. Moreover
A(1, 1, N) converges to Area(K1) when N grows, thus
lim sup
n→∞
A(λn, 1, Nn) ≤ Area(K1).
Now we show that lim inf
n→∞ A(λn, 1, Nn) ≥ Area(K1). Let, for ε > 0, K
ε
1 =
{z ∈ K1 : d(z, ∂K1) ≥ ε}. Since, for ε small enough, Kε1 is a compact subset
of the interior of K1, there exists m ∈ N such that Q◦m1 (Kε1) ⊂ Ωa1 . Moreover
there exists χ > 0 such that
max {|Re (Φaλ(z))− Re (Φaλ(za))| , z ∈ Q◦m1 (Kε1)} ≤ χ.
We may increase the value of m and χ so that the above is true also for Qλn
for all n big enough.
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From point 7 of theorem 2.8, it follows that there exists a constant P inde-
pendent of n such that for all p ≤ 1αn − P , Q
◦p
λn
(Kε1) ⊂ D6.
As previously one concludes that, if rn =
(
11R
6
)2− 1αn −P
, then
A(λn, 1, Nn) ≥ pi
(
1− r2Nn+2n
)
+ r2Nnn AreaK
ε
1 .
Hence lim infA(λn, 1, Nn) ≥ AreaKε1 for any ε > 0.
Proposition 3.3. Let γ > 0 and τ ∈ [0, 1]. Then there exists C > 0 satisfying
the following.
Let (αn)n be a sequence of positive real numbers converging to 0 and such thatö
1
αn
ù
→ τ , and let (Nn)n be a sequence of whole numbers. Define λn = e2ipiαn .
Suppose that logNn ≤ γαn .
Then, there exists n0 ∈ N such that, for all n ≥ n0,
A(λn, 1, Nn) ≥ C + AreaKλn .
Proof. Define γ′ = dγe + 1. According to lemma 2.13, there exists a finite
sequence (U j)j≤γ′ of compact sets U j ⊂ K˚1 with non empty interior, such that
U0 is a subset of D6 (see remark 2.9) and of the basin of attraction of∞ of Qλn ,
for all n ≥ n0 (for some n0), and such that Q◦pnλn (U j) ⊂ U j−1, for j = 1, . . . , γ′.
Then, from lemma 2.4, it follows that
A(λn, 1, Nn) ≥ pi
(
1− r2Nn+2n
)
+ r2Nnn
Ä
AreaKλn + AreaU
γ′
ä
,
with log rn = log
11R
6 · 2−pnγ
′
and pn =
ö
1
αn
ù
.
Since
logNn − pnγ′ ≤ γ
Å
1
αn
−
õ
1
αn
ûã
−
õ
1
αn
û
→ −∞,
the above inequality implies the proposition.
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