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Quantization of Polysymplectic Manifolds
Casey Blacker
Abstract
We adapt the framework of geometric quantization to the polysymplectic setting.
Considering prequantization as the extension of symmetries from an underlying polysym-
plectic manifold to the space of sections of a Hermitian vector bundle, a natural defini-
tion of prequantum vector bundle is obtained which incorporates in an essential way the
action of the space of coefficients. We define quantization with respect to a polarization
and to a spinc structure. In the presence of a complex polarization, it is shown that
the polysymplectic Guillemin-Sternberg conjecture is false. We conclude with potential
extensions and applications.
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1 Introduction
Geometric quantization encompasses a range of techniques which, broadly speaking, take a
symplectic manifold and return a complex Hilbert space. While these methods were inspired
by the relation between classical and quantum physics, they are by no means constrained
by this interpretation and enjoy a range of applications from representation theory [46] to
computational geometry [76]. A polysymplectic manifold is a smooth manifold equipped
with a closed and nondegenerate 2-form taking values in a fixed vector space. The aim of
this paper is to adapt the methods of geometric quantization to the setting of polysymplectic
manifolds.
The original aim of polysymplectic geometry was to furnish a general mathematical
framework for relativistic field theory [11, 15, 33]. In this setting, the traditional Hamil-
tonian formalism exhibits two defects. First, it requires a continuum degrees of freedom;
second, it enforces an artificial distinction between space and time. In response to these
complication, the physical de Donder-Weyl formalism [18,80] was developed, and multisym-
plectic geometry arose as the corresponding mathematical framework. See [35, Subsection
1.8] for a historical discussion. Motivated by the same considerations, Gu¨nther [33, 34]
later introduced the polysymplectic formalism as an alternative to the multisymplectic ap-
proach. Accommodating a wide degree of variation, both approaches remain current in
their application to relativistic field theory today.
Beyond physics, the idea of a vector-valued symplectic structure, or its equivalent,
has arisen independently on multiple occasions in the literature. Most prominent is the
k-symplectic formalism of Awane [1], according to which a k-symplectic structure on a
smooth manifold M , chosen so that k + 1 divides dimM , is defined to be a collection of
k presymplectic structures (ω1, . . . , ωk), which are collectively nondegenerate in the sense
that ∩i kerωi vanishes as a distribution on TM . Similar ideas have appeared in the theories
of k-almost cotangent structures [19], generalized symplectic geometry [56] and n-symplectic
geometry [57], and have found applications in, for example, Lie group thermodynamics [5].
While the quantization of polysymplectic field theories has been the subject of extensive
research, see for example [7,8,42–45,70], the problem of quantizing general polysymplectic
manifolds has received little attention. In this regard, Awane and Goze [4] have introduced
a notion of k-symplectic geometric prequantization. We compare their construction with
our own in Section 4.
We now outline the contents of this paper.
In Section 2 we review the basic constructions of geometric quantization in such a way
as to clarify our later approach in the polysymplectic context. Specifically, we consider
geometric quantization as a means of extending the symmetries of a symplectic manifold
(M,ω) to the space of sections a Hermitian line bundle L → M , subject to a constraint
that we identify with the Heisenberg uncertainty principle.
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In Section 3 we review polysymplectic geometry from the V -symplectic standpoint. We
introduce the technical condition of transitivity, later to play an essential role in establishing
the connection between prequantizations and prequantum vector bundles. We also introduce
the notion of a local polysymplectic structure, that is, a polysymplectic structure with local
coefficients, and compare it with the more familiar multisymplectic structure.
Section 4 is the heart of the paper. Working by analogy with the symplectic context, we
define a prequantization to be an admissible extension of the Hamiltonian dynamics on an
underlying V -symplectic manifold (M,ω) to a Hermitian vector bundle E → M . We note
that this approach is similar to the original perspective of [74]. In the case that (M,ω) is
transitive and connected, there is a natural equivalence between this construction and that
of a prequantum vector bundle, defined below.
Definition 4.6. A prequantum vector bundle on (M,ω) consists of a faithful Hermitian
V -module bundle E →M with a V -linear unitary connection ∇ satisfying F∇ = −ω.
A comparison of the symplectic and polysymplectic situations is given as follows. We
make use of the fact that the space of coefficients V inherits the structure of an abelian Lie
algebra when identified with the space of constant Hamiltonian functions on (M,ω).
symplectic V -symplectic
prequantum line bundle (L,∇) prequantum vector bundle (E,∇, A)
scalar multiplication m effective unitary representation A : V → EndE
Planck’s constant ~ > 0 weights of A
prequantum operator Qf = ∇Xf+ i~mf Qf = ∇Xf +Af
curvature condition F∇ = −i~ω F∇ = −Aω
We obtain a very strong result on the global structure of prequantum vector bundles.
Theorem 4.8. Every prequantum vector bundle (E,∇, A) splits as the sum of weight bun-
dles ⊕λ∈w(A)(Eλ,∇|Eλ , λ).
Given the minimal nature of our initial construction of a prequantization, it is notable
that we obtain such a strong result. A slightly weaker version holds in the local polysym-
plectic setting.
Theorem 4.23. If (M,ω) is a transitive and connected local V -symplectic manifold with
prequantum vector bundle (E,∇, A), then the action of the holonomy group Hol∇x preserves
the weight-space decomposition Ex = ⊕λ∈w(Ax)(Ex)λ up to permutation of the factors.
We define a prequantum lattice associated to (M,ω) to be a full sublattice I ⊆ V such
that ω lies in the image of H2(M, I) →֒ H2(M,V ). In terms of this construction, we obtain
the following result on the existence and classification of prequantum vector bundles.
Theorem 4.13. If (M,ω) is transitive and connected, then there is a bijection between
equivalence classes of minimal rank prequantizations (E,∇, A) on (M,ω) and bases B =
1
2πiw(A) of prequantum lattices I ⊆ V .
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In the symplectic setting, the discreteness of the image of the natural pairing 〈ω, · 〉 :
H2(M,Z) → R is the source of the term quantum [22, V.III.A.2]. In light of this, we may
take Theorem 4.13 as further evidence for the aptness of our use of this terminology.
In Section 5 we incorporate polarizations into our quantization scheme. As in the
symplectic case, a polarization is defined to be an integrable Lagrangian distribution of
TCM . Examples of polysymplectic manifolds quantized with respect to a polarization
include the following.
classical states prequantum states polarization quantum states
G XC(G) translates of max. torus T ⊆ G XC(G)T
Hom(TQ, V ) C∞
(
Hom(TQ, V ), V C
)
vertical foliation of Hom(TQ, V ) C∞(Q,V C)
Here G is a compact semisimple Lie group and Q is a smooth manifold, as reviewed in
Section 3. By XC(G)T we denote the space of T -invariant complex vector fields on G. The
main result of this section is that the Guillemin-Sternberg conjecture does not obtain in the
polysymplectic context.
Theorem 5.16. Let (E,∇, A) be a positive definite prequantum vector bundle on (M,ω, J,G, µ)
and suppose that (M0, ω0) is nonempty and V -symplectic, and inherits a complex structure
J0 and prequantum vector bundle E0. It is not generally the case that HJ(M)G ∼= HJ0(M0).
In Section 6 we observe that the formalism of spinc quantization admits a natural ex-
tension to the local polysymplectic setting. In particular, we define the spinc quantization
of a polysymplectic manifold, with respect to a given prequantum vector bundle, to be the
index space of an associated spinc Dirac operator.
We conclude in Section 7 with a discussion of potential interactions with Chern-Simons
theory, multisymplectic quantization, and quantum field theory.
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2 Review of Geometric Quantization
We first review geometric quantization in the symplectic setting. In this section, we consider
quantization with respect to a polarization; spinc quantization is reserved for Section 6.
This formalism is attributed by Weinstein [78] to Souriau [74] and Kostant [47]. We refer
to [23,50,82] for modern treatments, and to [9] for a discussion of alternative approaches.
2.1 Prequantization
Symplectic geometry arose as a framework for classical mechanics. In modern language,
the possible states of a given mechanical system form the points of a configuration manifold
Q. The space TQ of infinitesimal state transitions is called the (generalized) velocity phase
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space. Conceptually, the momentum associated to a velocity X ∈ TqQ is a measure of the
sensitivity of the kinetic energy k : TQ → R to variations in X. Formally, we identify the
associated momentum with the linear map Y 7→ ddt k(X+tY ) |t=0 on TqQ. This establishes a
bundle morphism TQ→ T ∗Q, the Legendre transformation associated to k, which identifies
T ∗Q as the (generalized) momentum phase space of the underlying mechanical system. It
is often convenient to work with the cotangent bundle T ∗Q since it possesses a canonical
symplectic structure in terms of which the mechanical symmetries of the underlying system
are easily expressed. See [53] for a review of classical mechanics from this perspective.
An application of Darboux’s theorem thus provides that every symplectic manifold
(M,ω) is locally equivalent to the momentum phase space of a mechanical system. The
unattainable goal of geometric quantization is to assign to (M,ω) a unique corresponding
space of quantum states H, in such a manner that encodes the relation between physical
classical systems and the quantum systems from which they arise. In particular, we aim to
adapt (M,ω) to incorporate what we may heuristically associate with the following three
physical properties:
1. Superposition: Quantum states may be superposed, that is, combined additively.
2. Phase: Quantum states exhibit the presence of an unphysical periodic degree of free-
dom, known as phase, associated to the states of the corresponding classical system.
Under superposition, quantum states of identical phase combine constructively, while
those of opposite phase combine destructively.
3. Uncertainty: Quantum states may not be simultaneously characterized in terms of
a pair of conjugate coordinates. If (xi, yi)i≤n is a system of symplectic coordinates on
the classical phase space, and if we associate to the quantum state ψ a definite value
of xi, then we may not associate to ψ any value of the conjugate coordinate yi.
With this in mind, we define H to be the space of smooth sections of a Hermitian line
bundle L → M . Note that we do not impose the usual L2 condition on the members of
H. Superposition of quantum states corresponds to addition of sections, and pointwise
phase differences between quantum states are naturally described by means of the angular
coordinate on the complex fibers of L.
In prequantization, we postpone considerations of uncertainty. Inspired by physical
systems, we associate to each classical observable f ∈ C∞(M) an infinitesimal symmetry
Qf ∈ EndH extending the classical symmetry Xf ∈ X(M) in such a way that the action of
f on the phase of ψ ∈ H is proportional at each point to the value of f by a fixed constant
~ > 0. That is, we define Qf = ∇Xf +i~f , where ∇ is a connection on L. See the beginning
of Subsection 4.1 for a discussion of our use of the term extension. We remark that our
definition of Qf differs from the usual conventions of the physics literature by a factor of
i~. Adopting the requirement that Q : C∞(M) → EndH be a map of Lie algebras, a
necessary and sufficient condition for the existence of (L,∇)→M , and hence of Q, is that
F∇ = −i~ω.
Observe that, while we have described an assignment Q of quantum symmetries, we have
not proposed any identification between classical and quantum states. Indeed, any such
effort must take care to not violate uncertainty principle, and leads to the consideration
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of coherent states. However, in light of the uncertainty principle, it is the Lagrangian
submanifolds of (M,ω), known in this context as semiclassical states, which are more readily
associated with the elements of H. These considerations, however, will not play a role in
this paper.
2.2 Polarized Quantization
To incorporate the uncertainty principle, we consider only those quantum states ψ ∈ H
which are parallel along a polarization P, that is, an integrable Lagrangian distribution of
the complexified tangent bundle TCM . Such states ψ ∈ HP are said to be polarized. We
note that while the uncertainty principle applies to every system of symplectic coordinates
(xi, yi)i≤n, our choice of polarization P is fixed. As a partial solution, we note that in various
situations it is possible to canonically identify HP and HP ′ for distinct P and P
′ [82].
There are multiple ways to address the fact that the symmetries Qf do not generally
preserve HP . We will take the mathematically convenient approach and simply restrict the
representation Q : C∞(M) → EndH to the subalgebra of classical observables C∞(M)P
which do preserve HP . The quantization of (M,ω) with respect to P is defined to be the
restricted representation Q : C∞(M)P → EndHP .
If M is a Ka¨hler manifold, then the antiholomorphic tangent bundle T 0,1M ⊆ TCM
forms a polarization on M , and the identity ω = −i~F∇ implies that L→M is a holomor-
phic line bundle. In this case, the Ka¨hler quantization ofM is defined to be the quantization
of M with respect to P = T 0,1M . In other words, HP is the space of holomorphic sections
of L→M . Note that if M is compact, then HP is a finite dimensional Hilbert space.
3 The Polysymplectic Formalism
This section serves two purposes. First, we provide a review of the fundamental aspects of
polysymplectic geometry. Second, we introduce for the first time certain “classical” notions
which we will utilize in the quantum material to follow.
3.1 V -Hamiltonian Systems
Let us briefly review the V -Hamiltonian formalism. The following conventions, terminology,
and notation are broadly consistent with the more comprehensive presentation in our earlier
work [12].
Definition 3.1. Let M be a smooth manifold and V a real vector space. For simplicity,
we will assume that V is finite-dimensional. A V -symplectic structure on M is a closed,
nondegenerate 2-form ω with values in V . The Hamiltonian vector field associated to a
function f ∈ C∞(M,V ) is the unique vector Xf ∈ X(M) satisfying df = −ιXfω. In this
case, we call f a Hamiltonian function associated to Xf . We denote the vector space
of Hamiltonian functions by C∞H (M,V ). Finally, the bracket of two observables f, h ∈
C∞H (M,V ) is defined to be {f, h} = ω(Xf ,Xh) = Xfh ∈ C
∞
H (M,V ). We define the
component of ω with respect to the dual coefficient λ ∈ V ∗ to be the real-valued 2-form
ωλ = λ ◦ ω.
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Note that our definition of the bracket differs by a factor of −1 from our convention
in [12].
In contrast with the symplectic situation, it is not the case that every V -valued function
possesses an associated Hamiltonian vector field. Indeed, the condition for f ∈ C∞(M,V )
to be a Hamiltonian function is that df ∈ Ω1(M,V ) lies in the image of the map ιω :
X(M)→ Ω1(M,V ) given by X 7→ ιXω.
Example 3.2. i. If θ ∈ Ω1(G, g) is the Cartan 1-form on the centerless Lie group G,
then ω = −dθ is a g-symplectic structure on G. The local model is (g, [ , ]), where the
Lie bracket [ , ] represents a linear g-symplectic structure on g.
ii. Consider a smooth manifold Q and a vector space V . The fundamental 1-form θ ∈
Ω1
(
Hom(TQ, V ), V
)
on π : Hom(TQ, V ) → Q is given by θ(X) = φ(π∗X) for X ∈
TφHom(TQ, V ), and the canonical V -symplectic structure on Hom(TQ, V ) is ω =
−dθ. The local model consists of the vector space U ⊕ Hom(U, V ) and the product
(u+ φ, u′ + φ′) 7→ φ′(u)− φ(u′), where U is the linear space on which Q is modeled.
Definition 3.3. Let (M,ω) be a V -symplectic manifold equipped with the action of a
Lie group G. We will define a comoment map for the action of G to be a Lie algebra
antihomomorphism µ˜ : g → C∞H (M,V ) such that µ˜(ξ) = Xξ, where ξ ∈ X(M) is the
fundamental vector field of ξ ∈ g. Explicitly, ξ
x
7→ ddte
tξx
∣∣
t=0
for every x ∈ M . The
associated moment map µ :M → Hom(g, V ), where Hom(g, V ) denotes the space of linear
maps from g to V , is defined by the formula µ(x)(ξ) = µ˜(ξ)(x), for all x ∈ M and ξ ∈ g.
The tuple (M,ω,G, µ) is called a V -Hamiltonian system. The reduction of (M,ω,G, µ) at
0 ∈ Hom(g, V ) is defined to be the pair (M0, ω0) consisting of the set M0 = µ
−1(0)/G and
the unique V -valued 2-form ω0 on the regular part of M0 that satisfies i
∗ω = π∗ω0, where
i : µ−1(0)→M is the inclusion and π : µ−1(0)→M0 the projection.
The polysymplectic reduction theorem, which guarantees the existence and uniqueness of
the reduced 2-form ω0, was first proved in [51] and constitutes the polysymplectic analogue
of the celebrated symplectic reduction theorem of Marsden and Weinstein [52]. We refer
to [12] for a statement and proof in the V -symplectic setting.
The comoment map µ˜ is a lift of the assignment f 7→ Xf of Hamiltonian vector fields.
That is,
C∞(M)
g X(M)
X
µ˜
λ∗
where λ∗ denotes the assignment ξ 7→ ξ of fundamental vector fields. With our conventions,
X is a Lie algebra homomorphism, while µ˜ and λ∗ are antihomomorphisms.
Example 3.4. i. The left regular action of G on (G,−dθ) is Hamiltonian with moment
map Ad : G → End(g). In particular, for each ξ ∈ g, the function g 7→ Adg ξ is
Hamiltonian, with associated Hamiltonian vector field the right-invariant vector field
ξ ∈ X(G).
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ii. A right action of G on Q induces a Hamiltonian left action of G on Hom(TQ, V ) with
moment map given by µ(φ)(ξ) = φ(ξ
Q
). If the quotient Q/G is a manifold, then the re-
duction of Hom(TQ, V ) at 0 ∈ Hom(g, V ) is naturally isomorphic to Hom(T (Q/G), V )
with its canonical symplectic structure.
3.2 Dynamics and Invariant Measures
Let (M,ω) be a V -symplectic manifold.
Definition 3.5. We say that (M,ω) is transitive at x ∈ M if every tangent vector Xx ∈
TxM extends to a Hamiltonian vector field X ∈ X(M). We say that (M,ω) is transitive if
it is transitive at every point of M .
If (M,ω) is transitive and connected, then for any two points x, y ∈ M there is a time
dependent Hamiltonian vector field Xt ∈ R × X(M) with flow φt satisfying φ1(x) = y.
See [67] for a similar condition in the multisymplectic setting.
Definition 3.6. An invariant measure on (M,ω) is a section of the density bundle η ∈
|Λ|(M) which is preserved by every Hamiltonian vector field on M .
When Mn is orientable, we often identify η with a representative from Ωn(M).
Lemma 3.7. If (Mn, ω) is a transitive, connected V -symplectic manifold, and if η ∈ |Λ|(M)
is a nonzero invariant measure, then η is nonvanishing and unique up to rescaling.
Proof. Suppose for a contradiction that η vanishes at some point x ∈M . Transitivity and
invariance imply that η = 0 on a neighborhood of x, and consequently that the vanishing
set of η is open and nontrivial. Since M is connected and the vanishing set is closed, we
obtain the desired contradiction that η = 0. Therefore, η is nonvanishing.
We now prove uniqueness up to rescaling. Since η is nonvanishing, it follows that that
every smooth measure on M is of the form sη for some positive s ∈ C∞(M). If sη is
invariant, then
0 = LX(sη) = (Xs)η, X ∈ XH(M),
from which obtain Xs = 0 for every local Hamiltonian vector field X. Since (M,ω) is
transitive and connected, we conclude that s is constant.
In contrast to the symplectic case, not every polysymplectic manifold admits a nonzero
invariant measure.
Example 3.8. i. Suppose the manifold Q is modeled on the vector space U . Every
constant vector field on U⊕Hom(U, V ) preserves the constant V -symplectic structure
ω(u+φ, u′+φ′) = φ′(u)−φ(u′), and is thus locally Hamiltonian. Since every coordinate
chart φ : O ⊆ Q→ U determines a local V -symplectomorphism from U ⊕Hom(U, V )
to Hom(TQ, V ), it follows that Hom(TQ, V ) is transitive.
The space U⊕Hom(U, V ) possesses a nonzero invariant measure only if every linear V -
symplectomorphism has determinant±1. However, for α > 1, the V -symplectomorphism
(u+ φ) 7→ (αu+ α−1φ) has determinant 0 < αk(1−ℓ) < 1. Therefore, U ⊕Hom(U, V )
does not admit a nonzero invariant measure.
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ii. Consider S2 as the unit sphere in R3 and let ω¯ ∈ Ω2(S2,R) be any symplectic struc-
ture. Define the R3-symplectic form ω ∈ Ω2(S2,R3) by ω(X,Y ) = ω¯(X,Y ) · p for
X,Y ∈ TpS
2. Since the only nontrivial R3-symplectomorphism of (S2, ω) is reflection
through the origin, it follows that ω is not preserved by any nontrivial local vector
field. Therefore, (S2, ω) is nowhere transitive and every measure on S2 is an invariant
measure.
We circumvent this difficulty by restricting the space of admissible Hamiltonian vector
fields to those associated to a distinguished class of classical observables, defined as follows.
Definition 3.9. An algebra of (classical) observables O is any Lie subalgebra of C∞H (M,V ).
Throughout this paper, we will assume that O contains the constant functions V ⊆
C∞H (M,ω).
We say that (M,V ) is transitive with respect to O, or that η ∈ |Λ|(M) is invariant with
respect to O, when the indicated condition obtains with respect to the image of O under
the map X : C∞H (M,V )→ X(M).
Example 3.10. Let O ⊆ C∞H (G, g) consist of those functions of the form g 7→ Adg ξ
for ξ ∈ g. Since the right-invariant vector fields g ⊆ X(G) are Hamiltonian, it follows
that (G,−dθ) is transitive with respect to O, and that the O-invariant measures on G are
precisely the left Haar measures.
3.3 Local Polysymplectic Manifolds
We now describe a natural extension of the V -symplectic formalism to the setting of local
coefficients.
Definition 3.11. A local V -symplectic manifold consists of a smooth manifold M , a flat
vector bundle (V˜ ,∇) → M modeled on V , and a d∇-closed nondegenerate 2-form ω ∈
Ω2(M, V˜ ). A Hamiltonian section f ∈ Γ(M, V˜ ) is one for which there exists a Hamiltonian
vector field X ∈ X(M) with d∇f = −ιXω.
By trivializing V˜ → M over a neighborhood O ⊆ M , a local V -Hamiltonian manifold
is identified with to a V -Hamiltonian manifold on O in the natural way. It is interesting to
compare this construction with the multisymplectic formalism.
Definition 3.12. A multisymplectic structure on M is a closed nondegenerate differential
form Ω ∈ Ω∗(M). More specifically, Ω is said to be k-plectic if Ω ∈ Ωk+1(M). A Hamiltonian
form α ∈ Ωk−1(M) is one for which there exists a Hamiltonian vector field X ∈ X(M) with
dα = −ιXΩ.
Remark 3.1. In fact, the multisymplectic formalism is occasionally more general than what
we have just defined. We refer to [15,68] for relevant introductions.
If Λk−1T ∗M admits a flat connection, then the map
·¯ : Ωℓ(M)→ Ω2(M,Λℓ−2T ∗M)
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given by
α¯(X,Y ) = ιY ιXα ∈ Ω
ℓ−2(M), X, Y ∈ X(M),
takes a k-plectic structure Ω ∈ Ωk+1(M) to a local polysymplectic structure Ω¯ ∈ Ω2(M,Λk−1T ∗M).
However, this transformation does not preserve Hamiltonian dynamics. In particular, it is
not true that dα = ιXΩ implies d
∇α¯ = −ιX Ω¯, for α ∈ Ω
k−1(M) and X ∈ X(M). We note
that the assignment Ω 7→ Ω¯ is the symbol map of [26].
4 Prequantization
Our aim in this section is to extend the theory of symplectic prequantization to the polysym-
plectic setting. Specifically, we aim to extend the Hamiltonian symmetries of an algebra
of classical observables O ⊆ C∞H (M,V ) to an algebra of symmetries of the sections of a
Hermitian vector bundle E → M , in such a way that the nonzero values of an observable
f ∈ O at the points of M generate nontrivial unitary transformations of the corresponding
fibers of E. When (M,ω,O, η) is transitive, and η is a nonvanishing invariant measure, we
arrive at an equivalent theory of prequantum vector bundles. After investigating the con-
sequences of these definitions, including classification schemes and conditions for existence,
we touch on some differences that are encountered in the local polysymplectic setting.
4.1 Construction of Prequantizations
Fix a V -symplectic manifold (M,ω), an algebra of classical observables O ⊆ C∞H (M,V ),
and an invariant measure η on M .
Definition 4.1. A prequantization of (M,ω,O, η) consists of a Hermitian vector bundle
E →M and a faithful first-order Lie algebra representation
Q : O → EndΓ(M,E),
which preserves the inner product on the subspace of smooth L2 sections of Γ(M,E) with
respect to η, and which extends the Hamiltonian vector fields on M in the sense that
Qf (sψ) = (Xfs)ψ + sQfψ,
for all f ∈ O, s ∈ C∞(M), and ψ ∈ Γ(E). By first-order, we mean that if f vanishes to first
order at x ∈M then (Qfψ)x = 0 for all ψ ∈ H. The operator Qf is the quantum observable
corresponding to f ∈ O. We call H = Γ(M,E) the space of prequantum states, and we say
that (M,ω,O, η) is quantizable if it admits a prequantization.
For any connection ∇′ on E, we have (Q−∇′X)f sψ = s(Q−∇
′
X)fψ for all s ∈ C
∞(M)
and f ∈ O, s ∈ C∞(M), and ψ ∈ H, so that A′ = Q − ∇′X is tensorial, and thus Qf =
∇′Xf + A
′
f is a first-order differential operator on E for every f ∈ O. The Hamiltonian
extension property of Q is thus expressed diagrammatically as
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OD1(M,E)0
X(M),
Q
X
σ
where D1(M,E)0 is the space of first-order operators D on E whose principal symbol σ(D)
involves only scalar multiplication on the fibers of E, so that in particular we may identify
σ(D) with a vector field on M . See, for example, [10, Section 2.1] for a reference on the
symbol map σ which corresponds with our use here.
Further observe that the Hamiltonian extension property is equivalent to the condition
that Qfms = mXfs, where ms denotes multiplication by s ∈ C
∞(M), and where the
application of Qf on the operator ms is given by (Qfms)ψ = [Qf ,ms]ψ for all ψ ∈ H.
Definition 4.2. Amorphism of prequantizations φ˜ from a prequantization (E,Q) of (M,ω,O, η)
to a prequantization (E′, Q′) of (M ′, ω′,O′, η′) consists of a V -symplectomorphism φ :
(M,ω) → (M ′, ω′) and a lift φ˜ : E → E′ such that φ∗O′ ⊆ O and φ˜∗(Q′f ′ ψ
′) = Qφ∗f ′ φ˜
∗ψ′,
for all f ′ ∈ O′ and ψ′ ∈ H′. We call φ˜ an automorphism when (M,ω,O, η) = (M ′, ω′,O′, η′)
and when φ is the identity on M .
Henceforth, we shall write (M,ω) for (M,ω,O, η) and take O and η to be understood.
Note that E is naturally a bundle of V -modules, as the Hamiltonian extension property
implies that Qv is tensorial for each v ∈ V , which we identify with the corresponding
constant function on M . We will denote the fiber action by A, so that Av(ψx) = (Qvψ)x.
Proposition 4.3. If (M,ω) is transitive, then ∇Xψ = (Q − A)fXψ defines a V -linear
connection on E, where X ∈ XH(M) is a Hamiltonian vector field, and where (Afψ)x =
Af(x)ψx for all x ∈M .
Proof. Transitivity guarantees the existence of fX . Since the difference of two Hamiltonian
functions fX−f
′
X is constant, (Q−A)fX−f ′X = 0 and thus ∇ is well-defined. If X ∈ XH(M)
extends the zero vector at a point x ∈ M , then dfX vanishes at x. Since Q is first-order,
∇Xf = QfX−fX(x)ψ vanishes at x, so that ∇Xψ is tensorial in X. The Leibniz property
follows as
(Q−A)fX (sψ) = (XfX s)ψ + sQfXψ − sAfXψ = (Xs)ψ + s(Q−A)fXψ.
Linearity and unitarity follow from the respective properties of Q and A. Finally, since Q
is a morphism of Lie algebras,
0 = Q{f,v} = [∇Xf +Af , Av ] = [∇Xf , Av ],
for all f ∈ O and v ∈ V , from which [∇, A] = 0. That is, ∇ preserves the V -module
structure of E.
We have shown that Qf = ∇Xf +Af splits naturally into a first-order component ∇Xf
and a tensorial component Af . Note that the V -linearity of ∇ is equivalent to the property
that A is a parallel section of the bundle Hom(V,EndE)→M with respect to the∇-induced
connection.
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Lemma 4.4. The V -module structure A is parallel if and only if [∇Xf , Ah] = A{f,h}.
Proof. If sv ∈ O for s ∈ C∞(M) and v ∈ V , then
∇XfAsv = ∇Xf sAv = (Xfs)Av + s∇XfAv = AXf (sv) = A{f,sv}.
The forward implication follows by linearity in h. The converse follows as { · , v} = 0 for all
v ∈ V .
Lemma 4.5. The curvature F∇ ∈ Ω2(M,EndE) is given by
F∇(X,Y )ψ = −ω(X,Y ) · ψ,
where · denotes the action of V on E.
Proof. Invoking Proposition 4.3 and Lemma 4.4, we obtain
[Qf , Qh] = [∇Xf +Af ,∇Xh +Ah] = [∇Xf ,∇Xh ] + 2A{f,h},
so that
∇X{f,h} +A{f,h} = Q{f,h} = [∇Xf ,∇Xh ] + 2A{f,h},
and thus
−Aω(Xf ,Xh) = [∇Xf ,∇Xh ]−∇[Xf ,Xh] = F
∇(Xf ,Xh).
Here we have used the identities {f, h} = ω(Xf ,Xh) and X{f,h} = [Xf ,Xh].
Definition 4.6. A prequantum vector bundle on (M,ω) consists of a faithful Hermitian
V -module bundle E →M with a compatible unitary connection ∇ satisfying F∇ = −ω.
By a V -module, we mean a linear representation of the abelian Lie algebra V .
As with the case of prequantizations, we will denote the space of smooth sections
Γ(M,E) by H and the faithful V -module structure on E by A.
Theorem 4.7. If (M,ω) is transitive and connected, then there is a natural correspondence
between prequantizations (E,∇X +A) and prequantum vector bundles (E,∇, A) on (M,ω).
Proof. We have shown in Proposition 4.3 and Lemma 4.5 that every prequantization (E,Q)
of (M,ω) satisfies Q = ∇X+A for a V -module structure A on the fibers of E and a unitary
V -linear connection ∇ on E with curvature F∇ = −ω. It remains only to show that A is
faithful on fibers. Fix x ∈M and v ∈ V and suppose Av vanishes at x. Since Av is parallel,
it follows that Av vanishes on the connected component M of x so that Qvψ = Avψ = 0
for all ψ ∈ H. Thus, v = 0 and we conclude that A is faithful.
Now suppose that (E,∇, A) is a prequantum vector bundle. The curvature condition
ω = −F∇ implies that
A{f,h} = −F
∇(Xf ,Xh) = ∇X{f,h} − [∇Xf ,∇Xh ].
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An application of Lemma 4.4 yields
[∇Xf +Af ,∇Xh +Ah] = [∇Xf ,∇Xh ] + [∇Xf , Ah] + [Af ,∇Xh ] + [Af , Ah]
= [∇Xf ,∇Xh ] + 2A{f,h}
= ∇X{f,h} +A{f,h}.
Consequently, Qf = ∇Xf + Af defines a representation of O on Γ(M,E). If f vanishes
to first order at x ∈ M , then Xf = 0 and Af = 0 at x, and thus (Qfψ)x = 0 for all
ψ ∈ Γ(M,E) so that Q is first-order. The Hamiltonian extension property of Q is an
immediate consequence of the Leibniz property of ∇ and the tensoriality of A. If f ∈ O is
in the kernel of Q, then ∇Xf = −Af is tensorial, so that Xf = 0, from which Af = 0, and
thus f = 0 and Q is faithful. Therefore, (E,∇X +A) is a prequantization of (M,ω).
Remark 4.1. Under this correspondence, an automorphism of (E,∇, A) is naturally identi-
fied with a parallel V -linear vector bundle automorphism φ˜0 ∈ AutE. If M is connected,
then the parallelism of A implies that φ˜0 is determined by its value at any point x ∈M .
Let λ : V → C be an R-linear map and recall that the λ-weight space of the representa-
tion Ax at the fiber Ex is the subspace
(Ex)λ = {σ ∈ Ex | (Ax)vσ = λvσ for all v ∈ V },
The form λ is said to be a weight of Ax if (Ex)λ is nonzero. We will denote the set of
weights of Ax by w(Ax). Since the abelian Lie algebra action Ax is unitary, Ex splits as the
sum of weight spaces and w(A) ⊆ iV ∗.
Theorem 4.8. Every prequantum vector bundle (E,∇, A) splits as the sum of weight bun-
dles ⊕λ∈w(A)(Eλ,∇|Eλ , λ).
Proof. Fix a point x ∈M and let τγ : Ex → Ey denote the parallel transport along a path
γ : I →M from x to y ∈M . Since Av is parallel, we have
Av(τγσ) = τγ(Avσ) = λv(τγσ),
for every weight λ : V → C, λ-weight vector σ ∈ Ex, and v ∈ V . It follows that τγ establishes
a bijection between the weight spaces (Ex)λ and (Ey)λ. Thus, the weights w(A) = w(Ax)
are independent of x ∈ M . Furthermore, taking x = y shows that Hol∇x preserves (Ex)λ
and consequently that the parallel transport of (Ex)λ over M describes a vector subbundle
Eλ with connection ∇|Eλ . Since parallel transport preserves weight spaces, the distribution
of V -modules (Eλ, λ) is the V -linear subbundle of λ-weight spaces of (E,A). The result
follows since the fiber (Ex, Ax) splits as ⊕λ∈w(Ax)((Ex)λ, λ) at x.
As a consequence, the holonomy group Hol∇x ⊆ EndTxM homomorphically embeds in
the torus U(1)dimV .
Remark 4.2. If each weight bundle Eλ is a line bundle, then our approach to prequantization
is essentially equivalent to a procedure for k-symplectic prequantization due to Awane
and Goze [4], in which a distinguished vector bundle (L,∇) is defined on a k-symplectic
manifold (M,ω1, . . . , ωk) to be the sum of the prequantum line bundles (Li,∇
Li) for each
presymplectic manifold (M,ωi) whenever the prequantum line bundles exists.
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Corollary 4.9. Two prequantum vector bundles (E,∇, A) and (E′,∇′, A′) on (M,ω) are
equivalent if and only if w(A) = w(A′), where we consider w(A) as a multiset in which the
multiplicity of λ ∈ w(A) is equal to its multiplicity as a weight of A.
Proposition 4.10. If (E,∇, A) is a prequantum vector bundle on (M,ω), then rankE ≥
dimV . In the case of equality, w(A) is a basis of iV ∗.
Proof. Since E = ⊕λ∈w(A)Eλ, we have rankE ≥ |w(A)|. Observe that w(A) spans iV
∗,
since otherwise there is a v ∈ V with λv = 0 for each λ ∈ w(A), so that v · E = 0 in
violation of the faithfulness of (E,A). Thus |w(A)| ≥ dimV .
Note that we consider the complex rank of E and the real dimension of V . We will say
that (E,∇X +A) is a minimal rank prequantization when rankE = dimV .
4.2 Prequantum Lattices
We turn now to the questions of existence and classification of prequantizations.
Definition 4.11. We say that a full lattice I ⊆ V is a prequantum lattice for (M,ω)
if [ω]H2(M,V ) lies in the image of H
2(M, I) →֒ H2(M,V ), that is, if the pairing 〈ω, ·〉 :
H2(M,Z) → V takes values in I. We say that I is principal if it is minimal among
prequantum lattices for (M,ω).
Note that I ⊆ V is a principal prequantum lattice precisely when I is a sublattice of
every prequantum lattice for (M,ω). We will denote by Iω ⊆ V the image of the pairing
〈ω, ·〉 : H2(M,Z)→ V .
Lemma 4.12. A lattice I ⊆ V is a prequantum lattice for (M,ω) if and only if Iω ⊆ I. In
this case, Iω is a principal prequantum lattice for (M,ω).
Proof. The first claim is a restatement of the condition for I ⊆ V to be a prequantum
lattice. If I ⊆ V is a prequantum lattice, then since Iω ⊆ I the additive subgroup Iω ⊆ V
is a lattice. The first claim implies that Iω is a prequantum lattice and that Iω contains
every prequantum lattice for (M,ω).
Theorem 4.13. If (M,ω) is transitive and connected, then there is a bijection between
equivalence classes of minimal rank prequantizations (E,∇, A) on (M,ω) and bases B =
1
2πiw(A) of prequantum lattices I ⊆ V .
Proof. If (E,∇, A) is a minimal rank prequantum vector bundle on (M,ω), then Proposition
4.10 provides that B∗ = 12πi w(A) is a basis of V
∗. For each λ ∈ w(A), Theorem 4.8 implies
that ωλ = λ ◦ω ∈ H
2(M,C) represents the action of the curvature F∇|Eλ ∈ Ω2(M,EndEλ)
of the λ-weight bundle Eλ, and thus 〈ωλ,Σ〉 ∈ 2πiZ for all Σ ∈ H2(M,Z), so that
〈w(A), Iω〉 ⊆ 2πiZ. If I is the lattice generated by the dual basis B ⊆ V , then it fol-
lows that Iω is a sublattice of I, and consequently that I is a prequantum lattice by Lemma
4.12. Since E = ⊕λ∈w(A)Eλ has minimal rank, the factors (Eλ,∇|Eλ) are necessarily line
bundles (Lλ,∇
Lλ).
Now suppose B is a basis of a prequantum lattice I ⊆ V . If λ ∈ 2πiB∗, then Iω ⊆
I implies that 〈ωλ,Σ〉 ∈ 2πiZ for all Σ ∈ H2(M,Z), and thus there is a line bundle
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(Lλ,∇
Lλ) → M with curvature F∇
Lλ = −ωλ. The sum (E,∇, A) = ⊕λ∈2πiB∗(Lλ,∇
Lλ , λ)
is a minimal rank prequantum vector bundle on (M,ω) with w(A) = 2πiB∗.
Remark 4.3. In the symplectic setting, we usually take V = R, I = ~Z, and B = {~} for
some ~ > 0. Note that the semiclassical limit ~→ 0 is equivalent to ~Z→ R.
Corollary 4.14. If (M,ω) is transitive and connected, then the following are equivalent:
i. There is a minimal rank prequantization on (M,ω),
ii. (M,ω) admits a prequantum lattice I ⊆ V ,
iii. Iω is a principal prequantum lattice for (M,ω),
iv. Iω is a lattice.
Corollary 4.15. If (M,ω) is transitive and exact, then every lattice I ⊆ V is a prequantum
lattice for (M,ω). In particular, (M,ω) possesses a minimal rank prequantization.
Proof. This follows as Iω = 0 and by considering the connected components of M . Specif-
ically, if ω = −dθ, then a minimal rank prequantum vector is given by E = M × V C,
∇X = LX + θ, and any faithful action of V on V
C, where we equip V C with a compatible
Hermitian structure.
Example 4.16. Consider a semisimple Lie group G with its standard g-symplectic structure
−dθ, algebra of observables O ⊆ C∞(G, g) ∼= X(G) given by the right-invariant vector fields
on G, and Haar measure η. The complexified tangent bundle TCG ∼= G× gC equipped with
the connection ∇ induced by the Killing metric, and with the adjoint action AξX = adξX,
is a prequantum vector bundle for (G,−dθ).
Example 4.17. Fix a smooth manifoldQ and a vector space V , and let θ ∈ Ω1
(
Hom(TQ, V ), V
)
be given by θ(X) = φ(π∗X) for X ∈ TφHom(TQ, V ). Then ω = −dθ is a V -symplectic
form on Hom(TQ, V ). Since ω is exact, the trivial bundle E = Hom(TQ, V ) × V C is a
prequantum vector bundle.
4.3 Products
Since the Lie algebra V is abelian, every left V -module U is naturally a right V -module
and we may form the tensor product U ⊗V U
′. Explicitly, v · (u⊗ u′) = vu⊗ u′ = u⊗ vu′.
Let (E,∇, A) and (E′,∇′, A′) be prequantum vector bundles on (M,ω) and (M ′, ω′),
respectively.
Definition 4.18. We define the product of (E,∇, A) and (E′,∇′, A′) to consist of the
V -module bundle
E ⊠V E
′ = π∗E ⊗V π
′∗E′ −→M ×M ′,
equipped with the connection ∇E⊠V E
′
= ∇π
∗E ⊗V ∇
π′∗E′ .
Lemma 4.19. We have w(A ⊠V A
′) = w(A) ∩ w(A′).
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Proof. Since
λv σ ⊗ σ
′ = v · (σ ⊗ σ′) = λ′v σ ⊗ σ
′,
for all v ∈ V , λ ∈ w(A), λ′ ∈ w(A′), σ ∈ π∗(Ex)λ, and σ
′ ∈ π′∗(E′x)λ′ , it follows that
E ⊠V E
′ =
⊕
λ∈w(A)
λ′∈w(A′)
Eλ ⊠V E
′
λ′ =
⊕
λ∈w(A)∩w(A′)
Eλ ⊠V E
′
λ.
Proposition 4.20. If (E,∇, A) and (E′,∇′, A) have minimal rank, then E ⊠V E
′ is a
prequantum vector bundle on (M ×M ′, ω + ω′) if and only if w(A) = w(A′). In this case,
E ⊠V E
′ has minimal rank.
Proof. If E ⊠V E
′ is a prequantum vector bundle, then Lemma 4.19 implies that |w(A) ∩
w(A′)| = |w(A ⊠V A
′)| ≥ dimV . Since |w(A)| = |w(A′)| = dimV , it follows that w(A) =
w(A′).
Conversely, if w(A) = w(A′), then Lemma 4.19 yields that w(A⊠V A
′) = w(A) is a basis
of V ∗, from which it readily follows that the action A ⊠V A
′ is faithful, and consequently
that E ⊠V E
′ is a prequantum vector bundle.
In either case, dimE ⊠V E
′ = |w(A) ∩ w(A′)| = dimV , so that E ⊠V E
′ has minimal
rank.
We obtain an important corollary.
Corollary 4.21. The k-fold V -linear tensor bundle E⊗k is a prequantum vector bundle for
(M,kω) for each integer k > 0.
Proof. This follows by identifying (M,kω) as the diagonal of the k-fold product of (M,ω)
with itself.
Definition 4.22. We call the collection w(A) ⊆ V ∗ the type of (E,∇, A), and we say that
(E,∇X +A) and (E
′,∇′X +A
′) are simultaneous prequantizations when w(A) = w(A′).
Remark 4.4. The type of a prequantization generalizes the constant ~ > 0 in the symplectic
setting.
4.4 The Local Polysymplectic Case
The definitions of prequantization and prequantum vector bundle extend naturally to the
context of local V -symplectic manifolds. Fix a local V -symplectic manifold (M,ω) with
bundle of coefficients (V˜ ,∇′). Since Q is first-order, there is a natural and well-defined
action of Vx on Ex given by
v · ψx = (Qfψ)x
for v ∈ V˜x, ψ ∈ H, and f ∈ O with f(x) = v and (d
∇′f)x = 0.
The results of Subsection 4.1 which precede Theorem 4.8 extend without modification
to the local context. However, we have only a local splitting theorem for the prequantum
vector bundle (E,∇, A). In the absence of a fiber basis of parallel sections of V˜ → M ,
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a role played by the constant functions in the global polysymplectic context, the factors
of the splitting Ex = ⊕λ∈w(Ax)(Ex)λ may be rearranged under parallel translation along
nontrivial loops.
Theorem 4.23. If (M,ω) is a transitive and connected local V -symplectic manifold with
prequantum vector bundle (E,∇, A), then the action of the holonomy group Hol∇x preserves
the weight-space decomposition Ex = ⊕λ∈w(Ax)(Ex)λ up to permutation of the factors.
Proof. The proof is similar to that of Theorem 4.8. Let γ : I → M be a loop based
at x, λ ∈ w(Ax) a weight of Ax, and σ ∈ Ex a λ-weight vector. The parallelism of
A ∈ Hom(V˜ ,EndE) implies that
Av(τγσ) = τγ(Aτ−1γ vσ) = λτ−1γ v(τγσ),
so that τγσ is a (τ
−1
γ )
∗λ-weight vector for Ax. In particular, γ induces a permutation of the
weights λ ∈ w(Ax) and a corresponding permutation of the weight spaces (Ex)λ.
Corollary 4.24. The fundamental group π1(M,x) acts naturally on the set of weights
w(Ax).
5 Polarized Quantization
In this section, we address quantization with respect to real and complex polarizations, and
conclude with an investigation of the interaction between quantization and reduction.
Let (M,ω) be a V -symplectic manifold. Since our focus is on the geometry of prequan-
tum vector bundles, we will not assume that (M,ω) is transitive, nor that it possesses an
invariant measure.
Definition 5.1. A polarization of (M,ω) is an integrable Lagrangian distribution of the
complexified tangent bundle P ⊆ TCM . We say that P is real when P = P , and complex
when P ∩ P = 0.
In the presence of a prequantum vector bundle (E,∇, A) on (M,ω), we make the fol-
lowing definition.
Definition 5.2. The space of P-polarized quantum states HP consists of those sections
ψ ∈ H which are parallel along P. That is, HP = {ψ ∈ H |∇Xψ = 0 for all X ∈ P}.
Throughout this section, we frequently extend R-linear V -symplectic structures on a
vector space U to C-linear V -symplectic structures on the complexification UC = U ⊗R C
in the natural way without comment.
5.1 Real Polarizations
Let us briefly consider a real polarization P ⊆ TCM arising from Lagrangian foliations F
of (M,ω). The space of quantum states HF is in bijective correspondence with the space
of sections of L/P over the leaf space M/F . We will denote HP by HF .
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Example 5.3. Let T be a maximal torus of the compact semisimple Lie group G with Lie
algebra t ⊆ g. Thus, T is a Lagrangian submanifold of G. Since the left regular representa-
tion of G on itself is g-symplectic, it follows that F = (gT )g∈G defines a Lagrangian foliation
of (G,−dθ), with associated polarization G · t ⊆ TG, and leaf space T\G. It follows that
HF is isomorphic to the space of T -invariant complex vector fields X
C(G)T .
Example 5.4. The fibers of Hom(TQ, V )→ Q define a Lagrangian foliation F of Hom(TQ, V )
with leaf space isomorphic to Q. Thus, HF is naturally isomorphic to C
∞(Q,V C).
Remark 5.1. We note that real polarizations have appeared previously in the context of the
k-symplectic formalism [2,3].
5.2 Complex Polarizations
Let us now equip (M,ω) with a compatible almost complex structure J ∈ EndTM . That
is, J2 = −1 on fibers and J∗ω = ω.
Definition 5.5. A linear complex structure J ∈ EndU is said to be compatible with (U,ω)
when J is a linear V -symplectomorphism of (U,ω), and we extend this language in the
natural way to a V -symplectic manifold (M,ω) with almost complex structure J ∈ EndTM .
Lemma 5.6. The ±i-eigenspaces U± of J are Lagrangian subspaces of U
C.
Proof. If u, u′ ∈ U±, then ω(u, u
′) = ω(Ju, Ju′) = −ω(u, u′), so U± ⊆ U
ω
±. It follows that
both Uω+ ∩U− and U+ ∩U
ω
− are subspaces of U
ω
+ ∩U
ω
− = (U++U−)
ω = 0, and consequently
that U± = U
ω
±.
Corollary 5.7. If (E,∇, A) is a prequantum vector bundle on (M,ω), and if J is a com-
patible complex structure on (M,ω), then
i. T 0,1M is a polarization of (M,ω),
ii. E is holomorphic and ∇ is the Chern connection.
Proof. i. Lemma 5.6 implies that T 0,1M is a Lagrangian distribution. Integrability fol-
lows by the Newlander-Nirenberg theorem.
ii. Since ∇2 = −Aω ∈ Ω
2(M,EndE) vanishes when restricted to the Lagrangian distri-
bution T 0,1M , it follows that ∇0,1 is a holomorphic structure on E.
The T 0,1M -polarized sections of H are precisely the holomorphic sections of (H,∇). We
will write (M,ω, J,G, µ) to refer to a V -Hamiltonian system with G-invariant compatible
complex structure, and we will denote HT 0,1M by HJ .
Example 5.8. Every linear complex structure JU on a vector space U determines a
compatible linear complex structure J = JU ⊕ (J
−1
U )
∗ on the V -symplectic vector space
U ⊕ Hom(U, V ). Since J preserves the Lagrangian subspaces U and Hom(U, V ), it follows
that J is indefinite. Thus, every almost complex structure JQ on the smooth manifold Q
induces a compatible indefinite almost complex structure J on Hom(TQ, V ).
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Definition 5.9. We will say that a linear complex structure J on a V -symplectic vector
space (U,ω) is definite if the V -valued symmetric bilinear form 〈u, u′〉 = ω(u, Ju′) is definite.
We apply this language in the natural way to almost complex V -symplectic manifolds
(M,ω, J).
Proposition 5.10. The linear complex structure J is definite on (U,ω) if and only if the
quadratic form u 7→ ω(u, u¯) is definite on the ±i-eigenspaces U± ⊆ U
C of J .
Proof. If J is definite, then for every u ∈ U ,
ω(Ju+ iu, Ju − iu) = −2iω(u, Ju) 6= 0.
The forward implication follows since every member of U± is of the form Ju ± iu. The
reverse implication is similar.
Definition 5.11. Let (E,∇, A) be a prequantum vector bundle on the V -symplectic man-
ifold (M2n, ω). We define the adapted volume of (M,ω) to be
vol(M,ω,A) =
1
(2π)nn!
∑
λ∈w(A)
∫
M
ωnλ .
Definition 5.12. We will say that the prequantum vector bundle (E,∇, A) on (M,ω, J)
is definite if J is definite with respect to F∇ = ω, positive if λ 〈X,X〉 = ωλ(X,JX) ≥ 0 for
each X ∈ TM and λ ∈ w(A), and strongly positive if it splits as the sum of positive line
bundles ⊕λ∈w(A)(Eλ,∇|Eλ).
Using these definitions, we extend a well-known result from the symplectic setting.
Proposition 5.13. If (E,∇, A) is a strongly positive prequantum vector bundle on (M,ω, J),
then
dimHJ(M,kω) = vol(M,ω,A) k
n +O(kn−1)
as k →∞, where HJ(M,kω) denotes holomorphic sections of the tensor bundle E
⊗k →M .
Proof. Since E splits as the sum of line bundles ⊕λ∈w(A)Eλ, the Riemann-Roch theorem
implies that
dimZ2 H
∗(∂ + ∂¯) =
1
(2π)n
∫
M
chE ∧TdM
=
1
(2π)n
∑
λ∈w(A)
∫
M
ekωλ ∧ TdM
= vol(M,kω,A) + O(kn−1).
Since (Eλ,∇|Eλ) is positive for each λ ∈ w(A), we have dimZ2 H
∗(∂ + ∂¯) = dimHJ(M,kω)
for sufficiently large k by an application of the Kodaira vanishing theorem [79].
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5.3 Quantization and Reduction
We now turn to the interaction between quantization and V -Hamiltonian reduction. In
particular, we will show that the original Guillemin-Sternberg conjecture does not extend
to the polysymplectic setting.
If (M,ω,G, µ) is a V -Hamiltonian system and (E,∇, A) is a prequantum vector bundle
on (M,ω), then there is an induced right action of g on H, given by ξ 7→ Qµ˜(ξ). Diagram-
matically, we have
C∞(M) EndH
g X(M)
Q
X σ
µ˜
λ∗
where we note that σ, as defined in Subsection 4.1, is only a partial map. We will assume
that Qµ˜ determines a right action of G on H, as obtains, for example, when G is compact
and semisimple. We will also assume that the action of G on µ−1(0) is free and that the
reduction (M0, ω0) is smooth.
In [32], Guillemin and Sternberg established the following seminal result.
Theorem 5.14 (Ka¨hler Quantization Commutes with Reduction). Let (L,∇) be a positive
prequantum line bundle on a Ka¨hler manifold (M,ω, J), let G be a compact connected Lie
group acting on (M,ω, J) in a Hamiltonian fashion with moment map µ :M → g∗, and let
HJ(M)G be the subspace of G-fixed members of HJ(M). Then,
i. The reduced space at 0 ∈ g∗ is naturally a Ka¨hler manifold (M0, ω0, J0) with reduced
prequantum line bundle L0,
ii. There is a natural isomorphism HJ(M)G ∼= HJ0(M0).
There was a significant amount of activity involved in generalizing this result, known
as the Guillemin-Sternberg conjecture or the [Q,R] = 0 conjecture, the latter notation
expressing the commutation of quantization and reduction. It was first proved in a more
general setting, in which H is defined to be the index space of a particular Dirac operator
on the spinc spinor bundle Λ0,∗T ∗M ⊗ L, by Vergne [77] in the case that G is a torus,
by Meinrenken [54], Paradan [58], and [75] in the general case, and by Meinrenken and
Sjamaar [55] for singular reduced spaces. The setting of these results agrees with Ka¨hler
quantization in the presence of a positive prequantum line bundle, so that these results
extend those of Guillemin and Sternberg [32]. The [Q,R] = 0 conjecture has also been
proved in the context of spinc quantization [59,60] and for certain presymplectic manifolds
[14,39].
We will show that the Guillemin-Sternberg conjecture is false in the V -symplectic set-
ting.
Theorem 5.15. The presence of a positive definite prequantum vector bundle on (M,ω, J,G, µ)
does not imply that the reduced space (M0, ω0) inherits a complex structure J0.
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Proof. Let (L,∇) be a prequantum line bundle on the Hamiltonian system (M,ω, J,G, µ),
and suppose that 0 ∈ g∗ is a regular value of µ, that M0 = µ
−1(0)/G is a point, and that
G does not admit a complex structure. For example, we may take rotations of the complex
sphere. Define the R2-Hamiltonian system (M2, ω˜, J,G, µ˜) so that J is the product complex
structure,
ω˜(X1 +X2, Y1 + Y2) = ω(X1, Y1)⊕ ω(X2, Y2) ∈ R
2, Xi, Yi ∈ TxiM, xi ∈M,
µ˜(x1, x2) = µ(x1)⊕ µ(x2),
and G acts simultaneously on each factor of M2. Note that L˜ = π∗1L + π
∗
2L → M
2 is a
positive definite prequantum vector bundle on (M2, ω˜, J), that 0 ∈ Hom(g,R2) is a regular
value of µ˜, and that µ˜−1(0) = µ−1(0) × µ−1(0). We conclude that the reduced space
(M2)0 ∼= G does not admit a complex structure.
Theorem 5.16. Let (E,∇, A) be a positive definite prequantum vector bundle on (M,ω, J,G, µ)
and suppose that (M0, ω0) is nonempty and V -symplectic, and inherits a complex structure
J0 and prequantum vector bundle E0. It is not generally the case that HJ(M)G ∼= HJ0(M0).
Proof. Let (M,ωi, J)i=1,2 be positive Ka¨hler manifolds with prequantum line bundles (Li,∇
Li),
each equipped with the structure of a Hamiltonian system (M,ωi, G, µi) for a fixed action
of G in such a way that M1 ∩ M2 ⊆ M1 is a proper holomorphic inclusion of complex
manifolds, for Mi = µ
−1
i (0)/G ⊆ M/G. This condition is achieved, for example, by ob-
taining (M,ω2, J) from (M,ω1, J) via a smooth isotopy of M preserving J and the action
of G. In the extreme case, M1 ∩ M2 is a point and the intersection is transverse. Put
ω = ω1 ⊕ ω2, µ = µ1 ⊕ µ2, and observe that (L1 ⊕ L2,∇
L1 + ∇L2) is a strongly posi-
tive prequantum vector bundle on the R2-Hamiltonian system (M,ω,G, µ) with reduced
space at 0 ∈ Hom(g,R2) given by M0 = M1 ∩ M2. In particular, M0 inherits a com-
plex structure J0 and the reduced vector bundle L0 is Ka¨hler in each factor and thus
strongly positive. From Theorem 5.14, we have HJ(M)G ∼= HJ(M,ω1)G ⊕ HJ(M,ω2)G ∼=
HJ1(M1)⊕HJ2(M2), so that dimHJ(M)G ≥ dimHJ1(M1). Since dimM1 > dimM0, The-
orem 5.13 yields dimHJ(M,kω)G > dimHJ0(M0, kω0) for k > 0 sufficiently large. In
particular, HJ(M,kω) 6∼= HJ0(M0, kω0).
6 Spinc Quantization
In this section, we observe that there is a natural definition of spinc quantization in the
local polysymplectic setting.
6.1 Review of Spinc Dirac Operators
Let us briefly review spinc quantization in the usual symplectic context. We refer to [49,
Appendix D] for spinc geometry and to [10,28,49] for Clifford modules and Dirac operators.
The Clifford algebra Cℓ(U) of a vector space U with positive-definite inner product
〈 , 〉 is the quotient of the tensor algebra T(U) by the ideal I generated by the relation
u⊗ u = −〈u, u〉. The Clifford bundle Cℓ(M) = Cℓ(T ∗M) of a Riemannian manifold M is
the bundle of Clifford algebras associated to the cotangent fibers T ∗M .
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The spin group Spin(n) is the simply connected double cover of the special orthogonal
group SO(n) = SO(Rn), which we identify as a subgroup of Cℓ(n) by means of the following
two constructions. First, under the linear isomorphism cℓ(n)× ∼= Cℓ(n), where cℓ(n)× is the
Lie algebra of the group of units Cℓ(n)×, the development of the Lie subalgebra Rn ⊆ Cℓ(n)
yields a subgroup Pin(n) which acts on Rn by the adjoint action. Second, as the ideal I
contains only even elements of the Z-graded tensor algebra T(Rn), the quotient Cℓ(n)
inherits a Z2-grading, Cℓ(n)
±. The restriction of the adjoint action of Pin(n) on Rn realizes
the subgroup Pin(n) ∩ Cℓ(n)+ as the connected double cover Spin(n) of SO(n).
The spinc group is defined to be
Spinc(n) = Spin(n)×Z2 U(1),
where Z2 acts on Spin(n) by deck transformations of the coving map Spin(n)→ SO(n), and
on U(1) by ±1. A spinc structure on a Riemannian manifold Mn is a Spinc(n)-equivariant
double cover PSpinc(n) → SO(M) × PU(1), where Spin
c(M) is a Spinc(n)-principal bundle,
SO(M) is the SO(n)-principal bundle of orthonormal cotangent frames, and PU(1) is a U(1)-
principal bundle onM . We will assume that PU(1) is equipped with a principal connection so
that, in conjunction with the Levi-Civita connection on M , there is an induced connection
on PSpinc(n).
From this point forward we specialize to the case in which n is even. The Clifford
algebra Cℓ(n) = Cℓ(Rn) has a distinguished complex representation c : Cℓ(n)→ EndCS(n)
satisfying Cℓ(n) ∼= EndCS(n), known as Clifford multiplication. Combining this with the
action eit · σ = e2itσ of U(1) on S(n), we obtain the spinor bundle
S(M) = Cℓ(M)×Spinc(n) S(n),
a bundle of Clifford modules on the Riemannian manifold Mn. A consequence of the
inclusion Spin(n) ⊆ Cℓ(n) is that S(n) is naturally a representation of Spinc(n), called the
spinor representation. It can be shown that S(n) splits as the sum of two subrepresentations
S(n)±, called the positive and negative half-spinor representations, and we likewise obtain
the half-spinor bundles S(M)± on M . The Dirac operator D : Γ(S) → Γ(S) on the
spinor bundle S = S(M) is defined to be the composition c ◦ ∇S of the connection ∇S :
Γ(S) → Γ(T ∗M ⊗ S), induced by the principal connection on Spinc(M), and the Clifford
multiplication c : Γ(T ∗M ⊗ S) → Γ(S). The operator D splits into positive and negative
components D± : Γ(S±) → Γ(S∓). When M is compact, the Dirac operator has finite-
dimensional kernel and we define the index space to be the Z2-graded vector space
HD = kerD
+ ⊖ kerD−.
6.2 Application to Quantization
Consider a prequantum vector bundle (E,∇, A) on a Riemannian local V -symplectic man-
ifold (M2n, ω), and suppose that PSpinc(n) → SO(M) × U(det
2E) is a spinc structure on
M , where U(det2E) denotes the bundle of unitary frames on the square of the determinant
bundle (detE)2. As above, the connection ∇ on E and the Levi-Civita connection on M
together yield a principal connection on PSpinc(n), and thus a Dirac operator D on a spinor
bundle S associated to PSpinc(n).
In this situation, we make the following definition.
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Definition 6.1. The spinc quantization of (M,ω) with respect to (E,∇, A) is defined to
be the index space HD = kerD
+ ⊖ kerD−.
If (M,ω) is globally V -symplectic and E = ⊕λ∈w(A)Eλ splits as the sum of line bundles,
then detE ∼= ⊗λ∈w(A)Eλ. In particular, when (M,ω) is a symplectic manifold and (E,∇) is
a prequantum line bundle, this definition coincides with the usual spinc quantization [29,38].
Remark 6.1. In the symplectic setting, the spinc structure employed in the results of Vergne
[77], Meinrenken [54], Tian-Zhang [75], and Paradan [58], described following Theorem 5.14,
is typically distinct to that of spinc quantization. While the determinant line bundle of the
spinc spinor bundle Λ0,∗T ∗M ⊗ L is isomorphic to κ∗ ⊗ L2 [31, Proposition D.50], where
κ∗ is the anticanonical line bundle associated to the underlying almost complex structure
J , the corresponding determinant line bundle is isomorphic to L2 in the context of spinc
quantization. Indeed, the [Q,R] = 0 conjecture constitutes a distinct question in each
setting.
We conclude this section by noting that the polysymplectic spinc [Q,R] = 0 conjecture
remains open.
7 Outlook
We consider three directions in which the material may be developed or applied.
1. Chern-Simons theory. Let M be a smooth manifold of dimension at least 3 and
let P be a G-principle bundle on M . In an earlier work [12], we show that the reg-
ular part of the moduli space of flat connections M(P ) possesses a natural H2(M)-
valued presymplectic form ωM(P ), obtained as the reduced 2-form of a canonical
Ω2(M)/B2(M)-symplectic structure ωA(P ) on the space of connections A(P ). This
generalizes the situation in which M is a surface and ωM(P ) is a symplectic struc-
ture. In the surface case, the prequantum line bundle on (M, ωM) constitutes the
Chern-Simons line bundle. The associated quantization theory has been the subject
of much independent interest [17, 40, 48, 61, 72]. We refer to [27, 81] for background
on Chern-Simons theory more generally. It would be interesting to investigate the
corresponding Chern-Simons vector bundle on the moduli space M(P ) in the case of
a higher dimensional base space M , and to compare this approach with similar work
in this direction [16,25].
2. Multisymplectic geometry. There is active interest in clarifying the status of
symplectic constructions in the multisymplectic setting, particularly in respect to the
notion of the moment map and reduction [24,36,37,67,69].
See [15, 68] for general background on multisymplectic geometry. Methods of mul-
tisymplectic quantization have recently appeared by Rogers [62–64], Serajelahi [73],
Barron and Seralejahi [6], and others [20,21,71]. It is possible that there is an approach
to multisymplectic quantization which resembles our method in Section 4. The ques-
tion likewise stands for the more general construction of higher Dirac structures [13].
3. Quantum Field Theory. Polysymplectic geometry is a natural framework for clas-
sical field theory [30,41,65,66], and in this context various approaches to quantization
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have been effected [7, 8, 42–45, 70]. In the symplectic setting, following a metaplectic
correction, the predictions of polarized quantization are expected to conform with
experimental results [82]. It would be interesting to determine whether there exists
an analogous modification by which our quantization formalism may be brought to
describe actual physics systems.
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