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We establish the existence and the uniqueness of the weak solution of a linear
time-fractional advection diffusion equation, more precisely, for a time-fractional
Fokker-Planck model problem. We study the behavior of the time derivatives
of the continuous solution which is important for the numerical error analysis.
We propose and analyze a numerical solution based on a time stepping Crank-
Nicolson combined with finite elements in space. We also investigate a time-
stepping L1 approximation scheme. The well-posedness and error analyses of
both computational schemes are studied. Some numerical results are delivered at
the end to confirm the theoretical convergence results. We use MATLAB in order





In this chapter we give some background of the model problem under consideration
follows by the literature review on the numerical contribution. An outline of the
thesis is explained in the last section.
1.1 Background of the model problem
Over the past few decades there has been an enormous growth in the number of
papers devoted to experimental and theoretical aspects of anomalous diffusion.
The landmark review by Metzler and Klafter in 2000 [39] has been particularly
influential, promoting the description of anomalous diffusion within the framework
of continuous time random walks and fractional calculus. There are now numerous
applications utilizing this approach in physics, chemistry, biology and finance





κ∇∂1−αt u− ~F∂1−αt u
)
= g for x ∈ Ω and 0 < t ≤ T , (1.1.1)
to describe the evolution of the probability density function u(x, t) for subdiffusion
in an external space-time dependent force field F (x, t). The Riemann-Liouville
fractional derivative of order 1− α is defined by
∂1−αt v(x, t) = ∂tIαv(x, t),











xt−1e−x dx is the standard gamma function.
Since ωα ∈ L1(0, T ),
Iµ : Lp
(




(0, T ), L2(Ω)
)
for 1 ≤ p ≤ ∞, (1.1.2)
is a bounded linear operator.
The authors in [18] derived the time-fractional Fokker-Planck equation in (1.1.1)
from power law waiting time continuous time random walks biased by Boltzmann
weights. The governing equation was derived from a generalized master equation
and was shown to be equivalent to a subordinated stochastic Langevin equation.
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In this thesis, the existence and uniqueness of the model problem (1.1.1) is
investigated. Furthermore the behavior of the time derivatives of the weak solution
is studied, proving estimates that play an important role in the error analysis of
the numerical schemes. For the numerical solution of the model problem (1.1.1),
the generalized Crank-Nicolson scheme for the time discretization is investigated.
Formally, such a scheme is second-order accurate. However, it seems that, in
the presence of a weakly singular kernel and the fractional derivative operator
∂1−αt , we could prove only an O(k
1+α) convergence for 0 < α < 1 over non-
uniform time meshes, where k denotes the maximum time step size. A fully
discrete scheme based on combining finite elements in space and Crank-Nicolson
in time is developed. The existence and uniqueness of the numerical solution
of the fully discrete scheme is proved. Another numerical scheme that based on
L1 approximation in time and finite elements in space is investigated. The error
results of the second fully discrete scheme shows some advantages over the first
one. Convergence rate of order O(k2) is shown.
1.2 Literature review
• When F = 0, numerical methods for (1.1.1) were proposed and analyzed by
several authors. For time-stepping methods, Langlands [28] proposed backward
Euler scheme for discretization the fractional derivative. Mclean and Mustapha
[35] applied finite-difference time discretization combined with finite elements
in space. For the discontinuous Galerkin in time and finite elements in space,
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we refer to Mclean and Mustapha [36]. Mustapha [41] investigated an implicit
finite-difference Crank-Nicolson scheme combined with finite elements in space.
For piecewise constant discontinuous Galerkin method to discretize the time, see
McLean and Mustapha [38]. Later on Mustapha et al. [42] proposed and analyzed
a time-stepping Petrov–Galerkin method combined with the continuous conform-
ing finite elements method in space. Sweilan et al. [50] proposed a Crank-Nicolson
finite difference method to solve the linear time-fractional diffusion equation, for-
mulated with Caputo’s fractional derivative. Zeng et al. [55] developed a new
Crank–Nicolson finite elements method in which a novel time discretization called
the modified L1 method was used to discretize the Riemann–Liouville fractional
derivative.
For space discretization, Zhang et al. [56] considered a standard central dif-
ference approximation for the spatial discretization, for the time stepping, two
new alternating direction implicit schemes based on the L1 approximation and
backward Euler method were proposed to solve a two-dimensional anomalous sub-
diffusion equation with time fractional derivative. For semidiscrete spatial finite
volume method to approximate solutions of anomalous subdiffusion equations in
a two-dimensional convex domain, we refer to Karaa et al. [22]. Jin et al. [20]
applied Galerkin finite elements method and lumped mass Galerkin, using piece-
wise linear functions to solve initial boundary value problem for a homogeneous
time-fractional diffusion equation in a bounded convex polygonal domain. Karaa
et al. [23] applied a piecewise-linear finite elements method to approximate the
4
solution of time-fractional diffusion equations on bounded convex domains.
Indeed, L1 approximation scheme is one of the most popular techniques to
approximate the time fractional derivative and it was proposed by many authors
to solve various types of fractional diffusion problems [54, 31, 57, 10, 46, 53, 33, 44].
Various numerical methods have been presented for solving (1.1.1), usually for
F assumed to be a function of x only. The starting point by rewriting it in the
form
I1−α(u′)− καuxx + µ−1α (Fu)x = 0, (1.2.1)
where the first term is a Caputo fractional derivative. Deng [12] transformed the
equation into a system of fractional ODEs by dicretizing the spatial derivatives
and using the properties of Riemann-Liouville and Caputo fractional derivatives
and then applying a predictor–corrector approach combined with the method
of lines. The authors in [7] adopted a similar approach for (1.1.1) and solved
the resulting system of fractional ODEs using a second-order scheme. Chen et
al. [8] studied the stability and convergence properties of three implicit finite
difference techniques, in each of which uxx was approximated by the standard
second-order difference approximation at the advanced time level. Regarding the
investigating of a collocation method based on shifted Legendre polynomials in
time and sinc functions in space, we refer to Saadmandin et al. [47]. Jiang [19]
established monotonicity properties of the numerical solutions obtained by using
these schemes and showed that the time-stepping preserves nonnegativity of the
solution. Fairweather et al. [14] investigated the stability and convergence of an
5
orthogonal spline collocation method in space with the backward Euler method
in time, based on the L1 approximation of the Caputo derivative. Vong and
Wang [52] analyzed a high order compact scheme for (1.2.1).
For general fractional convection-diffusion equation,
I1−αu′ − (aux)x + bux + cu = f, (1.2.2)
with coefficients a, b, c that may depend on x and t, Cui [11] investigated a high-
order approximation for the time-fractional derivative combined with a compact
exponential finite difference scheme for approximating the convection and diffu-
sion terms.
Recently, Gracia et al. [15] applied a standard finite difference method on a
uniform mesh to solve (1.2.2). They proved that the rate of convergence of the
maximum nodal error on any subdomain that is bounded away from t = 0 is
higher than the rate obtained when the maximum nodal error is measured over
the entire space-time domain.
• Case of space-time dependent forcing F in one space dimension. Le et al. [29]
proposed and analyzed piecewise-linear Galerkin finite elements method in space
and implicit Euler method for time to solve (1.1.1).
• For the case of the space-time dependent forcing F in multi-dimension space.
Le et al. [30] presented a new stability and convergence analysis for the spa-
tial discretization of (1.1.1) in a convex polyhedral domain, using continuous,
piecewise-linear, finite elements. Their analysis used a novel sequence of energy
6
arguments in combination with a generalized Gronwall inequality.
1.3 Thesis outline
In chapter 2 we show the existence and uniqueness of the weak solution for the
model prolem (1.1.1). The regularity properties for the higher order time deriva-
tive of the weak solution is proved in chapter 3. In chapter 4, we propose and an-
alyze a numerical solution for the model problem (1.1.1). We use Crank-Nicolson
scheme in time and finite elements in space. The stability of the numerical scheme
is shown and also the error bound is derived. Then, we develop a fully discrete
scheme using finite elements in space and Crank-Nicolson in time. Existence and
uniqueness of the solution of the fully discrete scheme is studied. In chapter 5, we
develop another numerical scheme that based on L1 approximation in time and
finite elements in space. We perform the error analysis for the new fully discrete
scheme.
Some numerical results will be delivered in chapter 6 to illustrate the theoretical
finding. We demonstrate the convergences of the numerical schemes under con-
sideration for different values of the fractional exponent α as well as for different






In the section 1 we state some definitions of spaces. Section 2 contained some
classical inequalities that will be used in our analysis. The last section is devoted
for fractional inequalities which will be used to prove our results.
2.1 Spaces
Definition 2.1 (L2 Space) We denote by L2(Ω) the space of all Lebesgue real-
valued measurable functions v defined on a bounded, convex domain Ω ⊆ Rn for
which ‖v‖ <∞, where











Definition 2.2 (Weak Solution) We define the weak solution of a partial dif-
ferential equation to be the solution u that satisfies the weak formulation of the
partial differential equation for any test function v ∈ H10 (Ω).
Definition 2.3 (Weak Derivative) Assume that v ∈ L1,loc(Ω) and let α ∈ Nn
be a multi-index. Then v ∈ L1,loc(Ω) is the α−th weak partial derivative of u,
written Dαu = v if
∫
Ω
uDαφ dx = (−1)|α|
∫
Ω





Definition 2.4 We define Hr(Ω) , r ≥ 0, to be the space of all functions whose
weak derivatives of order ≤ r belong to L2(Ω), i.e.,
Hr(Ω) = {v ∈ L2(Ω) : Dmv ∈ L2(Ω) for |m| ≤ r}.
The space Hr(Ω) can be equipped with the norm





Definition 2.5 (Sobolev Space) We define W kp (Ω) to be the usual Sobolev
space of functions that belong to Lp(Ω), and also the weak partial derivatives of
order k or less belong to Lp(Ω).
Definition 2.6 (H10 Space) We define the space H
1
0 by
H10 (Ω) = {v ∈ H1 : trace(v) = 0}
where trace(v(x)) = v(x) for x ∈ ∂Ω
Definition 2.7 The associated function space Ḣr(Ω) = { v ∈ L2(Ω) : ‖v‖r <
∞} is a subspace of the usual Sobolev space Hr(Ω) for 0 ≤ r ≤ 2; in particular,
Ḣ0(Ω) = L2(Ω) and Ḣ
1(Ω) = H10 (Ω). Also, Ḣ
2(Ω) = H2(Ω) ∩H10 (Ω) provided Ω
is convex.
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Definition 2.8 ( Semi Group Property) If α > 0 and β > 0 , then
Iα+βv = IαIβv, (2.1.1)
is satisfied at almost every point in [0, T ] for v ∈ Lp(0, T ) , 1 ≤ p <∞.
Definition 2.9 (Equicontinuity) Let X, Y be two metric spaces, and F is a
family of functions from X to Y . Then F is equicontinuous at x0 ∈ X, if for
every ε > 0 there exist a δ > 0 such that if d(x, x0) < δ implies d(f(x), f(x0)) < ε
for all x, x0 ∈ X and for all f ∈ F .
2.2 Classical inequalities
In this section, we display some inequalities that we will use in the next chapters.
• (Cauchy-Schwarz Inequality) If v, w ∈ L2(0, T ), then vw ∈ L1(0, T )
and
|〈v, w〉| ≤ ‖v‖‖w‖.
• (Geometric Arithmetic Mean Inequality) If a, b ∈ R, then for any
ε > 0,








Definition 2.10 (Poincare’s Inequality) If Ω is a bounded domain in Rd,
then there exist a constant C = C(Ω) such that
‖v‖ ≤ C‖∇v‖, for all v ∈ H10 (Ω) (2.2.1)
Theorem 2.1 Let f : [a, b] → R be a continuous function. Then f is differen-




f ′(x) dx+ f(a) for t ∈ (a, b)
holds if and only if f is absolutely continuous.














= n.∇u is the exterior normal derivative of u on Γ.
2.3 Fractional inequalities
For convenience we introduce the following notations, for µ ≥ 0, for φ ∈
L2
(
(0, T ), L2(Ω)
)









These operators coincide when µ = 0 because I0φ = φ, so we writeQ0 = Q01 = Q02.
The operator Qµ1 is non-negative, that is,
Qµ1(φ, T ) ≥ 0, (2.3.1)
assuming that φ is real-valued [43, Lemma 3.2]. The next four lemmas establish
key inequalities satisfied by Qµ1 and Q
µ
2 .
Lemma 2.1 ([30], Lemma 3.2) If 0 < α < 1 and ε > 0, and for φ, ψ ∈
L2
(
(0, T ), L2(Ω)
)




∣∣∣∣ ≤ Qα1 (φ, t)4ε(1− α)2 + εQα1 (ψ, t), (2.3.2)
Qα2 (φ, t) ≤
2tα
1− α
Qα1 (φ, t), (2.3.3)
Qα1 (φ, t) ≤ 2tαQ0(φ, t), (2.3.4)∣∣∣∣∫ t
0
〈φ, Iαψ〉 ds
∣∣∣∣ ≤ tαQ0(φ, t)2ε(1− α)2 + εQα1 (ψ, t). (2.3.5)
From [24] we have the following identity, for m ≥ 1,
∂mt Iµφ(t) = Iµ∂mt φ(t) +
m−1∑
j=0









for a normed space X, then
φ : [0, T ]→ X is absolutely continuous.
13





Qα2 (φ, t) ≤ 2
∫ t
0
ωα(t− s)Qα1 (φ, s) ds.
Proof. Let ψ = Iαφ (ψ is absolutely continuous). Since ψ(0) = 0, the Caputo
fractional derivative of ψ is
C∂αt ψ = I1−α(ψ′) = (I1−αψ)′ − ψ(0)ω1−α = (I1φ)′ = φ.












































, which is equivalent to the desired inequality.
Now let φ ∈ L2
(
(0, T ), L2(Ω)
)
, and choose a sequence φn ∈ W 11
(
(0, T ), L2(Ω)
)
such that ∫ T
0
‖φn(t)− φ(t)‖2 dt→ 0 as n→∞.
Using (1.1.2) with µ = α and p = 2, it follows that using the estimates (2.3.3),
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(2.3.4)
Qα1 (φn, t)−Qα1 (φ, t) ≤
∫ t
0
〈φn − φ, Iα(φn − φ)〉 ≤ 2tα
∫ t
0
‖φn − φ‖2 ds→ 0
and










‖Iαφn − Iαφ‖2 ds =
∫ t
0




‖φn − φ‖2 ds→ 0
Therefore
Qα1 (φn, t)→ Qα1 (φ, t) and Qα2 (φn, t)→ Qα2 (φ, t),
uniformly for t ∈ [0, T ].




will be proved next.




. If φ is absolutely contin-
uous, then
‖φ(t)‖2 ≤ 2ω2−α(t)Qα1 (φ′, t).
Proof. Applying the operator I1 to both sides of (2.3.7) with φ′ in place of φ,





(t) ≤ 2Qα1 (φ′, t). (2.3.8)
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and hence, the desired result follows immediately after using (2.3.8).
Lemma 2.4 ([30], Lemma 3.1) If 0 ≤ µ ≤ ν ≤ 1, then
Qν2(φ, t) ≤ 2t2(ν−µ)Q
µ
2(φ, t).
Lemma 2.5 ([13], Theorem 3.1) Let β > 0 and T > 0. Assume that a and b
are non-negative and non-decreasing functions on the interval [0, T ].
If q : [0, T ]→ R is an integrable function satisfying
0 ≤ q(t) ≤ a(t) + b(t)
∫ t
0






for 0 ≤ t ≤ T .
Lemma 2.6 ([26], Lemma 6.4) Assume that 0 < α < 1, K ≥ 0, φN , aN ≥
16
0, aN ≤ aN+1 for N ≥ 1, and δ = Kkα/α. If,










(tN − t)α−1 dt for tN ∈ (0, T ],
then






In the first section of this chapter we recall the time-fractional model problem,
define the weak formulation follows by giving some definitions and notations that
will be used later. In section two we consider the projected equation to our model
problem (3.1.1) to prove some results that are needed in section three to show
existence and uniqueness for the weak solution. In the last section we prove the
well-posedness of the weak formulation of our model problem.
3.1 Introduction
Recall that our fractional PDE is of the form:
∂tu−∇ ·
(
κ∇∂1−αt u− F∂1−αt u
)
= g for x ∈ Ω and 0 < t ≤ T . (3.1.1)
for x ∈ Ω and 0 < t ≤ T . The spatial domain Ω ⊆ Rd (d ≥ 1) is bounded and
convex. The driving force F , as well as the the source term g, are assumed to be
known functions of x and t, while the generalized diffusivity κ = κ(x) ≥ c0 > 0
may depend only on x. We consider homogeneous Dirichlet boundary condition,
u(x, t) = 0 for x ∈ ∂Ω and 0 ≤ t ≤ T , (3.1.2)
and the initial condition
u(x, 0) = u0(x) for x ∈ Ω. (3.1.3)
19
For an integer m ≥ 1, the following regularity assumptions on the coefficients will
be used:
κ ∈ L∞(Ω), F ∈ Cm+1
(




When κ = 1, F = 0, and g = 0, problem (3.1.1) reduces to the fractional subdif-
fusion equation:
∂tu−∇2∂1−αt u = 0.










and λm > 0 and ϕm are the eigenvalues and the eigenfunctions associated with
the operator ∆ subject to the homogeneous Drichlet boundary conditions. This
allows us to extend the classical method of separation of variables for the heat
equation to construct an explicit solution for any initial data u0 ∈ L2(Ω). In our
case such an explicit construction is no longer possible for the solution of (3.1.1).
Therefore we proceed formally by integrating (3.1.1) in time, multiplying both
sides by a test function v, and applying the first Green identity over Ω to arrive
20











〈g(s), v〉 ds for all v ∈ H10 (Ω), (3.1.5)
Due to complexity, the well-posedness as well as the regularity analysis of the
continuous solution was not investigated despite its importance, apart from the
case [37] when F = 0.
In order to write the weak formulation (3.1.5) as a Volterra integral equation,





〈K1(t)v, w〉 = 〈κ∇v,∇w〉 − 〈F (t)v,∇w〉 for v, w ∈ H10 (Ω),










ds = f(t) (3.1.6)
with





















ωα(z − s)K ′1(z) dz
)
u(s) ds,
with K ′1(t) : H
1
0 (Ω)→ H−1(Ω) given by
〈K ′1(t)v, w〉 = −〈F ′(t)v,∇w〉,





K(t, s)u(s) ds = f(t) for 0 ≤ t ≤ T , (3.1.7)
where the kernel K(t, s) : H10 (Ω)→ H−1(Ω) given by
K(t, s) = ωα(t− s)K1(t)−
∫ t
s
ωα(z − s)K ′1(z) dz for 0 ≤ s < t ≤ T . (3.1.8)
We apply the Galerkin method in Section 3.2 to project the problem (3.1.7)
to a finite dimensional subspace X ⊆ H10 (Ω), obtaining an approximate solu-
tion uX : [0, T ] → X. By using delicate energy arguments and a fractional
Gronwall inequality, we establish a priori estimates for uX that are uniform with
respect to the dimension of X, allowing us in Section 3.3 ((3.4) and (3.6)) to
prove the existence and uniqueness of a weak solution u to the model problem
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(3.1.1)–(3.1.3) assuming that (3.1.4) holds true for m = 1.
In the remaining part of this section, we introduce some notations and state
some technical results that will be used later. Let
(Mjφ)(t) = tjφ(t),





t , ∂tMj−Mj∂t = jMj−1, MIµ−IµM = µIµ+1. (3.1.9)
The following identities then follow by induction on m.
Lemma 3.1 For 0 ≤ q ≤ m and µ > 0, there exist constant coefficients am,qj ,
bm,qj , c
















































Given a real number µ ≥ 0, let




ψ′(s) Iµφ(s) ds. (3.1.10)









there exists a constant C (depending only on ψ, µ and T ) such that for 0 ≤ t ≤ T ,















+ CQµ2(Mφ, t) + CQ
µ
2(φ, t). (3.1.13)
Proof. The assumption on ψ implies that
‖(Bµψφ)(t)‖
































Thus, noting that (IµMφ)′ = Iµ(Mφ)′ by (2.3.6), with
‖Iµ+1φ(t)‖2 = ‖I1(Iµφ)(t)‖2 ≤ tQµ2(φ, t)
and
‖I1(ψ′Iµφ)(t)‖2 ≤ CtQµ2(φ, t),
we have
‖(MBµψφ)
′(t)‖2 ≤C‖Iµ(Mφ)(t)‖2 + C‖Iµ(Mφ)′(t)‖2
+ C‖(Iµφ)(t)‖2 + CtQµ2(φ, t),
so (3.1.13) follows after integrating in time.
3.2 The projected equation
Suppose that X is a finite-dimensional subspace of H10 (Ω), equipped with the
induced norm: ‖v‖X = ‖v‖H10 (Ω). We define a bounded linear operator
KX(t, s) : X → X
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by
〈KX(t, s)v, w〉 = 〈K(t, s)v, w〉 for v, w ∈ X and 0 ≤ s ≤ t ≤ T ,
and let fX(t) denote the L2-projection of f(t) onto X, that is,
〈fX(t), w〉 = 〈f(t), w〉 for w ∈ X and 0 ≤ t ≤ T .





KX(t, s)uX(s) ds = fX(t) for 0 ≤ t ≤ T . (3.2.1)
In the next theorem, we outline a self-contained proof of existence and uniqueness
under relaxed assumptions on the coefficients in the fractional PDE (3.1.1). Such
as results for scalar-valued kernels are proved by Linz [32, §3.4], Becker [3], and
Brunner [6].
We assume Y = C([0, T ];X), equipped with the norm ‖v‖Y = max0≤t≤T ‖v(t)‖X .
For the remaining part of this chapter, C denotes a generic constant that may
depend on the coefficients in (3.1.1): Ω, α, η and the integer m in (3.1.4). However,
any dependence on the subspace X is indicated explicitly by writing CX .
Theorem 3.1 Assume that the coefficients in (3.1.1) satisfy







Assume, in addition, that the source term g : (0, T ]→ L2(Ω) satisfies
‖g(t)‖ ≤Mtη−1 for 0 < t ≤ T , (3.2.2)
where M and η are positive constants, and that the initial data u0 ∈ L2(Ω). Then,
the weakly-singular Volterra integral equation (3.2.1) has a unique solution uX ∈
Y . Moreover,
‖uX‖Y ≤ CX‖fX‖Y ≤ CX(‖u0‖+M).
Proof. Our assumptions on u0 and g ensure that fX ∈ Y . The kernel (3.1.8)
has the form
K(t, s) = ωα(t− s)G(t, s),
where for 0 ≤ s ≤ t ≤ T










Our assumptions on the coefficients ensure that G is continuous mappings from
the closed triangle
4 = { (t, s) : 0 ≤ s ≤ t ≤ T }
into the space of bounded linear operators H10 (Ω)→ H−1(Ω). Likewise,
KX(t, s) = ωα(t− s)GX(t, s),
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where GX(t, s) : X → X is defined for (t, s) ∈ 4 by
〈GX(t, s)v, w〉 = 〈G(t, s)v, w〉 and for v, w ∈ X.
Since X is finite dimensional, GX is continuous function from 4 into the space
of bounded linear operators X → X. Hence, there is a positive constant γX such
that
‖KX(t, s)v‖X ≤ γXωα(t− s)‖v‖X for (t, s) ∈ 4 and v ∈ X,




KX(t, s)v(s) ds for 0 ≤ t ≤ T and v ∈ Y .
We see that ‖KXv‖Y ≤ γXω1+α(T )‖v‖Y . In fact, using the semigroup property
(2.1.1), we obtain the following estimate for the operator norm of the nth power
of KX ,




ωnα(t− s) ds = γnXω1+nα(T ) for n = 1, 2, 3, . . . .














This operator is the resolvent for KX , that is,
uX +KXuX = fX if and only if uX = fX −RXfX ,
implying the existence and uniqueness of uX ∈ Y , [32], as well as the a priori
estimate.
For second-kind Volterra equation, it is known that if fX admits an expansion
in powers of t and tα, then so does uX ; see Lubich [34, Corollary 3], and also
Brunner, Pedas and Vainikko [5, Theorem 2.1] (with ν = 1 − α). In order to







to be the space of continuous functions v : [0, T ] → X that
are Cm on the half-open interval (0, T ] and for which the seminorm
|v|j,α = sup
0<t≤T
tj−α‖v(j)(t)‖X is finite for 1 ≤ j ≤ m.
We define Cmα into a Banach space by defining the norm




Theorem 3.2 Assume that (3.1.4) holds for some integer m ≥ 1. If the initial
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data u0 ∈ L2(Ω) and the source term g : (0, T ]→ X is Cm with
‖g(i−1)(t)‖ ≤Mtα−i for 1 ≤ i ≤ m,
then uX ∈ Cmα and
‖uX‖m,α ≤ CX‖fX‖m,α ≤ CX(‖u0‖+M).
Proof. Our assumptions on u0 and g imply that fX ∈ Cmα . The substitution
z = s+ (t− s)y
in (3.1.8) shows that if j + k ≤ m and 0 ≤ s < t ≤ T , then
∥∥∂kt (∂t + ∂s)jK(t, s)v∥∥H−1(Ω) ≤ CX(t− s)α−1−k‖v‖H10 (Ω) for v ∈ H10 (Ω),
and, since X is finite dimensional,
∥∥∂kt (∂t + ∂s)jKX(t, s)v∥∥X ≤ CX(t− s)α−1−k‖v‖X for v ∈ X.
It follows that the Volterra operator KX : Cmα → Cmα is compact [51, Theorem 6.1],
and by 3.1 the homogeneous equation
uX +KXuX = 0
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has only the trivial solution uX = 0. Hence, the inhomogeneous equation
uX +KXuX = fX
is well-posed not only in Y but also in Cmα .
In the preceding theorem, u
(i)
X (t) is bounded in H
1
0 (Ω), however these bounds
depend on X. As a result, the aim is to obtain bound of ‖uX(t)‖ and of ‖∇uX(t)‖
independently of X. Our proof relies on a sequence of technical lemmas. For
convenience we rescale the time variable, if necessary, so that
κ(x) ≥ 1 for x ∈ Ω. (3.2.3)
In this way, 〈κ∇v,∇v〉 ≥ ‖∇v‖2 for v ∈ H10 (Ω), and we see that for (real-valued)
φ ∈ C
(







〈Iµ∇φ,∇φ〉 ds = Qµ1(∇φ, t), (3.2.4)
see [35].
Since (3.1.6) is equivalent to (3.1.7), if v ∈ X then
〈∫ t
0

































, and integrating by parts and use the nota-




Thus, the solution of (3.2.1) satisfies




= 〈fX(t), v〉 (3.2.7)
for v ∈ X, which yields the following estimates (with C independent of X).
Lemma 3.3 For 0 ≤ t ≤ T , the solution uX of the Volterra equation (3.2.1)
satisfies the a priori estimates
Qα1 (uX , t) +Qα2 (∇uX , t) ≤ CtαQ0(fX , t)
and















Choosing v = IαuX(t), and using
〈κ∇IαuX(t),∇v〉 = 〈κ∇v,∇v〉 ≥ ‖∇v‖2,
after canceling the term 1
2
‖∇v‖2 and integrating in time, we see that
Qα1 (uX , t) + 12Q
α
2 (∇uX , t) ≤ 12Q
0(B1uX , t) +
1
2








Using the representation (3.2.6) and the inequality in (3.1.11),
Q0( ~B1uX , t) ≤ 2Q0(BαFuX , t) ≤ CQα2 (uX , t) + CQ12(uX , t) ≤ CQα2 (uX , t),
where, in the final step, we used Lemma 2.4.
Using (2.3.5) with φ = fX , ψ = uX and ε = 1/2, we deduce that
Qα1 (uX , t) + 12Q
α
2 (∇uX , t) ≤ CQα2 (uX , t) + CtαQ0(fX , t) + 12Q
α
1 (uX , t).
Hence, applying Lemma 2.2 with φ = uX , the function
q(t) = Qα1 (uX , t) +Qα2 (∇uX , t)
satisfies
q(t) ≤ CtαQ0(fX , t) + C
∫ t
0
ωα(t− s)Qα1 (uX , s) ds.
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Since Qα1 (uX , s) ≤ q(s), Lemma 2.5 implies the first estimate.


















‖∇ · (B1uX)(t)‖2 + 32‖fX(t)‖
2.
Choosing v = uX(t), integrating in time, and using (3.2.4), we have
1
2
Q0(uX , t) +Qα1 (∇uX , t) ≤ CQ0(∇ ·B1uX , t) + CQ0(fX , t).
Since
∇ · (BαFuX)(t) =
(
∇ · F (t)
)





∇ · F ′(s)
)




‖∇ · (BαFuX)(t)‖2 ≤ C‖IαuX(t)‖2









Q0(∇ ·BαFuX , t) ≤ CQα2 (uX , t) + CQα2 (∇uX , t)
and therefore, by Lemma 2.4,
Q0(∇ ·B1uX , t) ≤ CQα2 (uX , t) + CQα2 (∇uX , t).
Now letting
q(t) = Q0(uX , t) +Qα1 (∇uX , t),
it follows using Lemma 2.2 and (2.3.4) that
q(t) ≤ CQα2 (uX , t) + CQα2 (∇uX , t) + CQ0(fX , t)





Qα1 (uX , s) +Qα1 (∇uX , s)
)
ds
≤ CQ0(fX , t) + CtαIαq(t).
We may now apply Lemma 2.5 to complete the proof.
The function MuX(t) = tuX(t) satisfies a similar estimate to the first one in
Lemma 3.3, but with an additional factor t2 on the right-hand side.
Lemma 3.4 The solution uX of (3.2.1) satisfies
Qα1 (MuX , t) +Qα2 (M∇uX , t) ≤ Ct2+αQ0(fX , t) for 0 ≤ t ≤ T .
35
Proof. Multiplying both sides of (3.2.7) by t, and applying the third identity






+ 〈M(fX), v〉, (3.2.10)
whereas integrating (3.2.7) in time gives
〈κIα+1∇uX ,∇v〉 = 〈I1B1uX ,∇v〉+
〈
I1(fX − uX), v
〉
,
so, after eliminating 〈κIα+1∇uX ,∇v〉,
〈MuX , v〉+ 〈κIαM∇uX ,∇v〉 =








(M− αI1)fX + αI1uX , v
〉
,
where B2φ = (M− αI1)B1φ.
Choosing v = IαMuX , we have
〈κIαM∇uX ,∇v〉 = 〈κ∇v,∇v〉 ≥ ‖∇v‖2
36
so, after canceling the term 1
2
‖∇v‖2 and integrating in time,
Qα1 (MuX , t) + 12Q
α
2 (M∇uX , t) ≤ 12Q
0(B2uX , t) +
1
2























(M− αI1)fX , t) + 14Q
α






ds ≤ CtαQ0(I1uX , t) + 14Q
α
1 (MuX , t),
so
Qα1 (MuX , t) +Qα2 (M∇uX , t) ≤ Q0(B2uX , t)
+ CtαQ0
(
(M− αI1)fX , t) + CtαQ0(I1uX , t).
Since B2 = (M− αI1)BαF the estimate (3.1.12) gives
Q0(B2uX , t) ≤ Ct2Qα2 (uX , t)





(M− αI1)fX , t) ≤ Ct2Q0(fX , t),
and by Lemma 2.4 with µ = 0 and ν = 1,
Q0(I1uX , t) = Q12(uX , t) ≤ t2Q0(uX , t).
Thus, the function
q(t) = Qα1 (MuX , t) +Qα2 (M∇uX , t)
satisfies
q(t) ≤ Ct2Qα2 (uX , t) + 2Qα2 (MuX , t) + Ct2+αQ0(fX , t) + Ct2+αQ0(uX , t).
By (2.3.3) and Lemma 3.3,
t2Qα2 (uX , t) + t2+αQ0(uX , t) ≤ Ct2+αQ0(uX , t) ≤ Ct2+αQ(fX , t),
and therefore, using Lemma 2.2 with φ =MuX ,
q(t) ≤ Ct2+αQ0(fX , t) + CIαq(t).
The result now follows by applying Lemma 2.5.
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Putting v = Iα(MuX)′, we can cancel 12‖∇v‖
2 because v = (IαMuX)′ by (2.3.6).




































Since B5uX = (MBαFuX)′, it follows from (3.1.13) that





By Lemmas 2.4, 3.3 and 3.4,
Qα2 (MuX , t) +Qα2 (uX , t) ≤ CtαQα1 (MuX , t) + CtαQα1 (uX , t)
≤ C(t2+2α + t2α)Q0(fX , t)
































and the desired estimate follows by Lemma 2.5.
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‖v‖2 + 2‖∇ ·B5uX‖2
+ ‖(MfX)′‖2 − α〈κIα∇uX ,∇v〉.


























Recall from (3.2.9) that ∇ · BαFφ = Bα∇·Fφ + BαF∇φ, where we have used the
notation
BαF∇φ = F (t) · Iα∇φ−
∫ t
0
F ′(s) · Iα∇φ(s) ds.
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Thus,
































+ CQα1 (∇uX , t),


































+ CQ0(fX , t),
where, in the second step, Lemmas 2.2, 3.3, and 3.4 are used. A further application













































, which holds by Lemma 2.4.
Finally, we apply Lemma 2.5 to obtain the desired estimate.
Using the previous lemmas we are able to prove the main result of this section.
Theorem 3.3 Assume that the coefficients satisfy (3.1.4) for m = 1, that u0 ∈
L2(Ω) and that the source term g satisfies (3.2.2). Then, the solution uX of the
projected Volterra equation (3.2.1) satisfies (with C independent of X)




for 0 ≤ t ≤ T .
Proof. Applying Lemma 2.3 with φ =MuX , we see that Lemma 3.5 gives









Define gX : [0, T ]→ X by 〈gX(t), v〉 = 〈g(t), v〉 for v ∈ X, so that fX = u0 +I1gX
and (MfX)′ = fX +Mf ′X = fX +MgX . We find using (3.2.2) that


















so the estimate for the first term ‖uX(t)‖2 follows at once. Similarly, applying
Lemma 2.3 with φ = (M∇uX)′ followed by Lemma 3.6, we have









implying the estimate for the second term tα‖∇uX(t)‖2.
3.3 The weak solution
We will now prove that the model problem (3.1.1)–(3.1.3) is well-posed. In addi-
tion to the achieved estimates in section 3.2, the following local Hölder continuity
properties of uX is needed.
Lemma 3.7 If 0 < δ ≤ t1 < t2 ≤ T , then










δα−2(t2 − t1) + δ−α/2(t2 − t1)α
]
.
























































ωα(t2 − s)∇uX(s) ds,
and deduce from Theorem 3.3 that

















ωα(t1 − s)− ωα(t2 − s)
]
s−α/2 ds, I3 =
∫ t2
t1
ωα(t2 − s)s−α/2 ds.
Since
I1 + I2 + I3 ≤ C
(




the proof is completed.
The existence of the weak solution is proved in the next theorem. Furthermore, in
Theorem 4.4, we show that the solution u is continuous on the closed interval [0, T ]
provided u0 ∈ Ḣµ(Ω) for some µ > 0.
Theorem 3.4 Assume that the coefficients satisfy (3.1.4) for m = 1, the source
term satisfies (3.2.2), and that the initial data u0 ∈ L2(Ω). Then, problem (3.1.1)–
(3.1.3) has a weak solution u : [0, T ]→ L2(Ω) with the following properties.
1. The restriction u : (0, T ]→ L2(Ω) is continuous.





Proof. Let ψ1, ψ2, ψ3, . . . be a sequence of functions spanning a dense subspace
of H10 (Ω). For each integer n ≥ 1, let Xn = span{ψ1, ψ2, . . . , ψn} and for brevity
denote the solution of (3.2.7) with X = Xn by un = uX , and likewise write
fn = fX , so that
〈un(t), v〉+ 〈κ(Iα∇un)(t),∇v〉 − 〈(B1un)(t),∇v〉 = 〈fn(t), v〉 (3.3.1)
for v ∈ Xn and 0 < t ≤ T . From Theorem 3.3 and Lemma 3.7, the sequence





δ < T . By choosing a sequence of values of δ tending to zero we can select a
subsequence, and the resulting sequence is convergent since it is bounded and
equicontinuous [[40], Theorem 1.14], denote this sequence by un, such that un(t)
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converges in L2(Ω) for 0 < t ≤ T . We may therefore define
u(t) = lim
n→∞
un(t) for 0 < t ≤ T ,
and the resulting function satisfies property 1 because, given any fixed δ ∈ (0, T ),
the limit is uniform for t ∈ [δ, T ] since it is a limit of a sequence of equicontinuous






so Iα∇u : (0, T ] → L2(Ω)d is continuous. In
fact, it will follow from (3.3.2) below that ‖Iα∇u(t)‖ → 0 as t → 0, so Iα∇u :






for 0 < t ≤ T ,





0 < t ≤ T ,
|〈un(t), v〉| ≤ C‖un(t)‖H10 (Ω)‖v‖H−1(Ω) ≤ Ct
−α/2(‖u0‖+Mtη)‖v‖H−1(Ω)
taking the limit as n→∞ it follows that






for all v ∈ L2(Ω), so u(t) ∈ H10 (Ω) with





As a continuation of Theorem 3.4, in the next theorem we show some other prop-
erties of u.
Theorem 3.5 The function u in Theorem 3.4 satisfies the following additional
properties:
1. Iα∇u and B1u : [0, T ] −→ L2(Ω) are continuous.
2. Iαu(0) = 0, Iα∇u(0) = ~B1u(0) = 0 and u(0) = u0.
3. u(t) converges weakly to u(0) as t −→ 0.
4. For 0 ≤ t ≤ T and v ∈ H10 (Ω), u satisfies (3.1.5).





















Continuity of B1u follow from (3.1.10) and (3.2.6), completing the proof of prop-
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erty 1, with













Property 2 follows from Poincare’s inequality (2.2.1), and the estimates (3.3.2) and
(3.3.4).




















+ α−1(t− δ)α max
δ≤s≤t
‖un(s)− u(s)‖,
showing that Iαun(t) → Iαu(t) in L2(Ω), uniformly for t ∈ [δ, T ]. In fact, the
convergence is uniform for t ∈ [0, T ], owing to the estimate (3.3.3). Therefore, we









Since 〈fn, ψj〉 = 〈f, ψj〉 for j ≤ n, we have
lim
n→∞
〈fn(t), ψj〉 = 〈f(t), ψj〉 for all j ≥ 1 and 0 ≤ t ≤ T ,
Thus, by sending n → ∞ in (3.3.1), it follows that (3.2.7) holds for v ∈ H10 (Ω)
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and 0 < t ≤ T . In light of (3.3.4) and (3.3.2), the variational equation (3.1.5)
is satisfied when t = 0 if and only if 〈u(0), v〉 = 〈u0, v〉 for all v ∈ H10 (Ω), which
is the case if and only if we define u(0) = u0. Moreover, 〈u(t), v〉 → 〈f(0), v〉 =
〈u0, v〉 as t → 0, for each v ∈ H10 (Ω), and hence by density for each v ∈ L2(Ω),
establishing properties 3 and 4.
Theorem 3.6 The weak solution of the problem (3.1.1)–(3.1.3) is unique. More
precisely, under the same assumptions as theorem 3.4, there is at most one func-











Proof. Since the problem is linear, it suffices to show that if u0 = 0 and g(t) ≡ 0










for 0 ≤ t ≤ T and v ∈ H10 (Ω). Proceeding as in the proof of (3.2.8), we have
Qα1 (u, t) + 12Q
α




Qα2 (u, t) ≤ CQα2 (u, t),
where in the final step we use (3.1.10), (3.1.11) and Lemma 2.4. Thus, by
Lemma 2.2, the function q(t) = Qα1 (u, t) +Qα2 (∇u, t) satisfies
q(t) ≤ CQα2 (u, t) ≤ CIαq(t),
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and hence q(t) = 0 for 0 ≤ t ≤ T by Lemma 2.5. In particular, Qα1 (u, T ) = 0 and
therefore if we put u(t) = 0 for t > T then û(iy) = 0 for −∞ < y <∞ by (2.3.1),





In the section 1 we show some technical lemmas. The regularity properties of u
is studied in section 2. Section 3 is devoted to show H2(Ω)−regularity properties
of u.
4.1 Preliminaries
Lemma 4.1 Let µ > 0 and 1 ≤ q ≤ m. If, for m− q + 1 ≤ j ≤ m,



















If 0 ≤ j ≤ m− q, then m− q − j ≥ 0 so ∂qt Iµ+m−j = ∂
q








d̃m,µj Iµ+m−q−jMjφ for φ ∈ L1(0, T ).
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If m− q + 1 ≤ j ≤ m then j − (m− q) ≥ 1 so


























and our hypotheses on φ ensure that all terms in the sum over k vanish.
The next lemma will be used in the proof of Lemma 4.4.





for some m ≥ 1
and let µ ≥ 0. Then,
Q0,m(Bµψφ, t) ≤ C
m∑
j=0
Qµ,j2 (φ, t) for 0 ≤ t ≤ T and φ ∈ Cmα .






























for i = m.
If 0 ≤ i ≤ m− 1, then












so our assumption on ψ implies that





























ãj,qr Mj−q+r∂rt for 1 ≤ q ≤ j.
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Qµ,r2 (φ, t). (4.1.3)
Hence, recalling (4.1.2),










Qµ,r2 (φ, t) for 0 ≤ i ≤ m− 1.
(4.1.4)
It remains to estimate Bmmφ = ∂mt MmI1(ψ(m)Iµ+m−1φ). Taking q = m and µ = 1
in Lemma 4.1 gives










































≤ CtQµ+m−12 (φ, t)





≤ Ct2Qµ+m−12 (φ, t) ≤ Ct2mQ
µ
2(φ, t).
Finally, using (4.1.3) with m replaced by j and with i replaced by m− 1,
Q0(Bmmφ, t) ≤ Ct2mQ
µ













The result now follows from (4.1.1) and (4.1.4).






Mkφ ∈ W k1 (0, T ) for 0 ≤ k ≤ m+ 1,
with








‖sµ+1+jφ(j)(s)‖ for 0 < t ≤ T .
Proof. By Lemma 3.1,
















Since ∂jt Iµ+j+1−k = ∂
j
t (∂tI1)Iµ+j+1−k = ∂kt (∂
j+1−k
t Ij+1−k)Iµ+1 = ∂kt Iµ+1













where, in the last step, we used the fact that ∂qtMk(ψφ)(0) = 0 for 0 ≤ q ≤ k− 1.
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We have












































The result now follows from (4.1.5), (4.1.6), and (2.1.1)
4.2 Regularity in time
In this section, we estimate the time derivatives of u and ∇u. In Corollary 4.2.1
we show that if g(t) ≡ 0 then, with m ≥ 1 such that (3.1.4) holds,
‖u(m)(t)‖ ≤ Ct−m‖u0‖ and ‖∇u(m)(t)‖ ≤ Ct−m−α/2‖u0‖ for 0 < t ≤ T ,
where u(m) := ∂mt u. In contrast to classical parabolic PDEs, the fractional prob-
lem (3.1.1) exhibits only limited spatial smoothing for t > 0, because of the slow
decay of the Mittag-Leffler function. In section 3.2, we estimate u(t) in fractional
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Sobolev norms. For example, Theorem 4.5 shows that if u0 ∈ Ḣ2(Ω) and g(t) ≡ 0,
and if κ is Lipschitz and Ω is convex, then
‖u(m)(t)‖H2(Ω) ≤ Ct−m‖u0‖H2(Ω) for 0 < t ≤ T .
The above estimates is very important to perform the error analysis [38] of nu-
merical methods for fractional problems of the form (3.1.1).
In this section we aim to estimate higher-order time derivatives of u assuming
appropriate bounds on the higher-order time derivatives of g, and the smoothness
of the coefficients in (3.1.1) is required. Noting that, the existence of the higher-
order derivatives of u could be done using the same technique that used to establish
the wellposedness of the weak solution in the previous chapter.
To show our results we will assume in addition to (3.1.4) that ‖g(j−1)(t)‖ ≤ Ctα−j
for 1 ≤ j ≤ m. We introduce the following notations by extending them from
section 2.3, put




t φ) = (MjB
µ
ψφ)






for 0 ≤ µ ≤ 1, j ∈ {0, 1, 2, . . .}, 0 ≤ t ≤ T and i ∈ {1, 2}, with Q0,j = Q0,j1 = Q
0,j
2 .
The next result relies on Lemma 4.2 from section 2.3
Lemma 4.4 For 0 < t ≤ T and for m ≥ 1,
Qα,m1 (u, t) +Q
α,m






































= 〈MmBαFu,∇v〉+ 〈Mmf, v〉
for v ∈ H10 (Ω). We have




t Im−jIαMj∇u = ∂
j
t IαMj∇u = Iα∂
j
tMj∇u,
where the final step follows by Lemma 3.1 because ∂it(Mju)(0) = 0 for 0 ≤ i ≤
j−1 ≤ m−1. Likewise, ∂mt IαMm∇u = Iα∂mt Mm∇u because ∂
j
t (Mm∇u)(0) = 0
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for 0 ≤ j ≤ m− 1, and therefore








tMj∇u,∇v〉+ 〈∂mt Mmf, v〉. (4.2.1)
We let E(u) = 2‖Bα,m~F u‖
2. By the Cauchy–Schwarz inequality,








‖v‖2 + 〈∂mt Mmf, v〉.
Choosing v = Iα∂mt Mmu and integrating over the time interval (0, t), we have
Qα,m1 (u, t) + 12Q
α,m







+Qα,m2 (u, t) +
∫ t
0
〈∂mt Mmf, Iα∂mt Mmu〉 ds.




〈∂mt Mmf, Iα∂mt Mmu〉 ds ≤
∫ t
0




(t− s)α‖∂mt Mmf‖2 ds
)1/2(∫ t
0












Thus, the function qm(t) = Qα,m1 (u, t) +Q
α,m







Qα,j2 (∇u, t) + CtαQ0,m(f, t).
By Lemma 4.2,
Q0(Bα,m~F u, t) ≤ C
m∑
j=0
Qα,j2 (u, t) (4.2.2)
By combining the above estimates,





















Therefore, a repeated application of Lemma 2.5 yields the first desired estimate.
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To show the second estimate, choose v = ∂mt Mmu in (4.2.1) and obtain







+ 〈∂mt Mmf, ∂mt Mmu〉,
where Eu = ∇ · Bα,m~F u. The first and the last terms on the right-hand side are
bounded by
‖Eu‖2 + ‖∂mt Mmf‖2 + 12‖∂
m
t Mmu‖2
so, after integrating in time and applying (2.3.2) (for a sufficiently large η),
1
2










Since ∇ · (~F∂1−αt u) = (∇ · ~F )∂1−αt u+ ~F · ∇∂1−αt u, we see that









and therefore, applying Lemma 4.2 followed by Lemma 2.4,
∫ t
0
‖Eu(s)‖2 ds ≤ 4
(












Hence, the function qm(t) = Q0,m(u, t) +Qα,m1 (∇u, t) satisfies
qm(t) ≤ 2Q0,m(f, t) + C
m−1∑
j=0









and so, using (2.3.3) and (2.3.4), it follows that










By Lemma 2.2 and (2.3.4),
Qα,m2 (u, t) +Q
α,m
2 (∇u, t) ≤ CIαqm(s) ds,
and thus by Lemma 2.5,









which completes the proof.
In the next theorem we estimate the fractional time derivatives of u and ∇u. Such
estimates will help us in the study of properties of spatial regularity reflecting the
presence of the time derivative of (3.1.1).
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Theorem 4.1 For m ≥ 1 and 0 < t ≤ T ,




Proof. Since M∂mt = ∂mt M− m∂m−1t , we see using Lemma 3.1 (and setting
b̃m,m−1m = 0) that














Using Lemma 2.3 with φ = ∂j−1t Mju and the first bound in Lemma 4.4, we get
‖(∂j−1t Mju)(t)‖2 ≤ Ct1−αQα1 (∂
j









Applying the same argument to ∇u in place of u, and using the second bound in
Lemma 4.4, the result follows.
Next, we estimate fractional time derivatives of u and∇u. These bounds will later
help in our study of spatial regularity, reflecting the presence of the fractional time
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derivative in (3.1.1).
Theorem 4.2 For m ≥ 1 and 0 < t ≤ T ,




Proof. Using the inequality (4.2.3),




and using (3.1.9) and (2.3.6),




= (IαM+ αIα+1)∂tu+ u(0)Mωα




+ αu(0)ω1+α = Iα(Mu′ + αu).
Thus, by Lemma 3.1,











= ∂`tIαM`(Mu′ + αu) = Iα∂`tM`(Mu′ + αu),
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where we used the identity (2.3.6) and the fact that
∂itM`(Mu′ + αu)(0) = 0
for 0 ≤ i ≤ `− 1. Hence,




∥∥∥∥ ≤ C j−1∑
`=0
‖Iαφ`(t)‖
where φ` = ∂
`









M∂itu′ + i∂i−1t u′ + α∂itu
)















Since ‖φ`(t)‖ ≤ Cω1/2(t)ψ`(t) where ψ`(t) =
√∑`+2
r=0Q0,r(f, t) is nondecreasing,
we see that ‖Iαφ`(t)‖ ≤ Cωα+1/2(t)ψ`(t). Therefore,











and the desired bound for ‖(∂m−αt u)(t)‖2 follows at once from (4.2.4).
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Replacing u with ∇u in the preceding argument, we have
∥∥(Mm∂m−αt ∇u)(t)∥∥2 ≤ C m∑
j=1









and hence ‖φ`(t)‖ ≤ Cω(1−α)/2(t)ψ`(t). It follows that ‖Iαφ`‖ ≤ Cω(1+α)/2(t)ψ`(t)
and so tα













To summarize the previous bounds we can easily conclude the following result.
Corollary 4.2.1 Let m ≥ 1 and suppose that g : (0, T ]→ L2(Ω) is Cm with
‖g(j)(t)‖ ≤Mtη−1−j for 0 ≤ j ≤ m and some η > 0. (4.2.6)
Then
‖(∂mt u)(t)‖+ tα/2‖(∂mt ∇u)(t)‖ ≤ Ct−m(‖u0‖+Mtη)
and
‖(∂m−αt u)(t)‖+ tα/2‖(∂m−αt ∇u)(t)‖ ≤ Ctα−m(‖u0‖+Mtη).
Proof. Since ‖f (j)(t)‖ = ‖g(j−1)(t)‖ ≤ Mtη−j for 1 ≤ j ≤ m + 1, Lemma 3.1
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implies that
‖(Mjf)(j)(t)‖ ≤ CMtη for 1 ≤ j ≤ m+ 1, with ‖f(t)‖ ≤ ‖u0‖+Mη−1tη.
(4.2.7)
Thus,





Q0,j(f, t) ≤ Ct−2m(‖u0‖+Mtη)2
and the result follows from Theorem 4.1 and Theorem 4.2.
4.3 H2-regularity in space
In this section we will investigate further the relation between the regularity of u
and that of the initial data u0. As a result, Theorem 4.5 generalizes Corollary 4.2.1
which helps in studying the error analysis of a finite elements discretization of
the fractional Fokker–Planck equation [29]. The fractional PDE (3.1.1) can be
rewritten as
u′ −∇ · (κ∂1−αt ∇u) = ω for x ∈ Ω and 0 < t < T ,
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where





Now we are able to apply known results for the fractional diffusion equation to
establish the following bounds in the norm ‖v‖µ = ‖Aµ/2v‖ of the fractional
Sobolev space Ḣµ(Ω), where Aµ/2 is defined via the spectral representation of Av =
−∇·(κ∇v) using the Dirichlet eigenfunctions on Ω [37, 51]. Results of this section
require H2-regularity for the Poisson problem. To ensure this property we make
the following assumptions [16, Theorems 2.2.2.3 and 3.2.1.2]
κ is Lipschitz on Ω (4.3.1)
We also require that g satisfies (4.2.6). Next theorem result does not require any
additional smoothness of u0.
Theorem 4.3 Assume (4.3.1) and (4.2.6). If u0 ∈ L2(Ω), then
tm‖u(m)(t)‖µ ≤ C‖u0‖t−µα/2 + CMtη−µα/2 for 0 ≤ µ ≤ 2 and 0 < t ≤ T .
Proof. We have [37, Theorems 4.1 and 4.2, and the inequality stated after
Theorem 5.4]







for m ≥ 0 and for 0 ≤ µ ≤ 2, with













sα/2−`−1 + s−α/2−` + sα−`−1 + s−`
)
(‖u0‖+Msη)
so sj‖ω(j)(s)‖ ≤ C‖u0‖sα/2−1 +Msη−1 and hence
∫ t
0







The first estimate in our next result shows that u(t) → u0 in the L2(Ω)−norm
if we impose some additional spatial regularity on the initial data, namely if
u0 ∈ Ḣµ(Ω) for some µ > 0. The second and third estimates extend the results
of Corollary 4.2.1.
Theorem 4.4 Assume (4.3.1) and (4.2.6). If 0 ≤ µ ≤ 2 and u0 ∈ Ḣµ(Ω), then
‖u(t)− u0‖+ tα/2
∥∥∇(u(t)− u0)∥∥ ≤ C‖u0‖µtαµ/2 +Mtη,
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and, for m ≥ 1,










Proof. Introduce the solution operator u(t) = U(u0, g, t). By linearity, u =
u1 +u2 where u1(t) = U(u0, 0, t) and u2(t) = U(0, g, t). In view of Corollary 4.2.1,
it suffices to consider u1. Let w(t) = u1(t)− u0 so that w(0) = 0, and suppose to











ρ(t) = Iα∇ · (κ∇u0)−∇ ·B1u0.
Since (Iαu0)′(t) = u0ωα(t), and recalling the definitions (3.2.5), we have
ρ′(t) =
(
∇ · (κ∇u0)−∇ · (F (t)u0)
)
ωα(t)
so ‖ρ(j+1)(t)‖ ≤ C‖u0‖2tα−j. Therefore, by Corollary 4.2.1






which proves the result for integer-order time derivatives in the case µ = 2. Sim-
ilarly, for the fractional-order time derivatives,





completing the proof for µ = 2. Since Corollary 4.2.1 also implies the case µ = 0,
the result follows for 0 < µ < 2 by interpolation.





for 0 < t ≤ T .






Thus, by linearity, we may assume that g(t) ≡ 0 and so M = 0. Integrating (3.1.1)
in time, we see that
u−∇ · (κ∇Iαu) +∇ ·B1u = u0.
Applying the operator ∂tI1−α to both sides,
−∇ · (κ∇u) = ρ where ρ = ∂tI1−α
(
u0 − u−∇ ·B1u).
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Since −∇ · (κ∇u(m)) = ρ(m) in Ω, with u(m)(t) = 0 on ∂Ω for 0 ≤ t ≤ T , it follows
by H2-regularity for the Poisson problem that
‖u(m)(t)‖2 ≤ C‖ρ(m)(t)‖. (4.3.3)
Using the identity (2.3.6),
ρ = I1−α∂t
(
u0 − u−∇ ·B1u)
= −I1−αu′ − I1−α
(
∇ · (F∂1−αt u)
)
.
Lemma 4.3 and Theorem 4.4 imply that













∇ · (F∂1−αt u) = (∇ · F )∂1−αt u+ F · ∂1−αt ∇u,
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we see from Lemma 4.3 and Theorem 4.4 that
tm+1



























t+ t1+α/2 + t2−α
)
‖u0‖2,
showing that tm‖ω(m)(t)‖ ≤ C‖u0‖2 and therefore, by (4.3.2) and (4.3.3),
‖u(m)(t)‖2 ≤ t−m‖u0‖2,






In the next section we propose a time discretization scheme that based on
Crank-Nicolson method for the model problem (3.1.1). In section 2 we consider
finite elements to discretize the space. In section 3 we prove the stability of the
time discretization scheme. The error bound for the time discretization scheme
is derived in section 4. In the last section we combine the time-stepping Crank-
Nicolson scheme with the finite elements in space, this will define a fully discrete
scheme, we also prove the existence and uniqueness of the solution for the fully
discrete scheme.
5.1 An implicit Crank-Nicolson time-stepping
scheme
We discretize in time the model problem (5.3.2). To do so, we let 0 = t0 <
t1 < t2 < · · · < tN = T and we use a time graded mesh with the following
nodes ti = (i k)
γ for 0 ≤ i ≤ N with γ ≥ 1 and k = T 1/γ/N , where N is
the number of subintervals. Denote by kn = tn − tn−1 the length of the nth
subinterval In = (tn−1, tn), for 1 ≤ n ≤ N . In our notation, we will often suppress
the dependence on x and think of u = u(x, t) as a function of t taking values
in L2(Ω). Integrating the fractional Fokker–Planck equation (1.1.1) over the nth




∂1−αt Au dt =
∫
In
g(x, t) dt. (5.1.1)
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where
Au = −∇2u+∇ · (Fu)
We seek to compute Un(x) ≈ u(x, tn) for n = 1, 2, . . . , N by requiring that
Un − Un−1 +
∫
In
∂1−αt AŪ dt = knḡn (5.1.2)














The time stepping starts from the initial condition
U0(x) = u0(x) for 0 ≤ x ≤ L, (5.1.3)
and is subject to the boundary conditions Un(x) = 0 for x ∈ ∂Ω where 1 ≤ n ≤ N .
5.2 Stability of the numerical solution
In this section we show the stability of the semidiscrete approximate solution U
of (5.1.2) in the following theorem.
Theorem 5.1 Consider the implicit scheme (5.1.2). Assume that the driving
force ~F = ~F (x) satisfies that










Proof. Taking the inner product of (5.1.2) with Ūn,
〈Un − Un−1, Ūn〉+
∫
In
〈∂1−αt AŪ(t), Ū(t)〉 dt = 〈ḡn, Ūn〉
where
AŪ = −∇2Ū +∇ · (FŪ)
Now, using the given assumption on ~F
〈AŪ , Ū〉 = 〈−∇2Ū +∇ · (FŪ), Ū〉 = ‖∇Ū‖2 − 〈FŪ,∇Ū〉 ≥ 0. (5.2.1)
Let Un
∗
= max0≤n≤N ‖Un‖. Summing the above equation from n = 1 to n = n∗
gives
‖Un∗‖2 − ‖U0‖2 + 2
∫ tn∗
0
〈∂1−αt AŪ(t), Ū(t)〉 dt =
n∗∑
n=0
〈ḡn, Un + Un−1〉.
Using (5.2.1) it follows that










which implies the desired result.
81
5.3 Error bound from the time dicretization
In this section we estimate the error en = Un − u(tn) when Un is given by:
Un − Un−1 +
∫
In
∂1−αt (AŪ) dt = knḡn (5.3.1)











∂1−αt Au) dt = knḡn.
Comparing this with (5.3.1), we observe that the error en satisfies:
en − en−1 +
∫
In









since e0 = U0 − u0, the stability result in Theorem 5.1 implies that




In next theorem we estimate the error from the time discretization. Some impor-
tant results will be used from Mustapha [41].
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Theorem 5.2 (convergence Theorem) Let u be the solution of the initial-
value problem (5.3.2) and let Un be the solution of the discrete-time scheme (5.3.1).
Assume that the initial data u0 ∈ H2(Ω) and Assume that
tα‖u′(t)‖+ t1+α‖u′′(t)‖ ≤ Ctη−1 , 0 < η < α + 2, 0 < t < T.
Then, for 1 ≤ n ≤ N , we have
‖Unh −u(tn)‖ ≤ ‖U0h −u0‖+Ch2 +C×

kγα if 1 ≤ γ < α+1
α
kα+1 max(1, log(tn/t1)) if γ =
α+1
α
kα+1 if γ > α+1
α
Proof. By the achieved inequality in (5.3.5), the task reduces to estimate ‖ηj‖.

















kαj (kj − kj−1)‖Au′(tj−1)‖
)
(5.3.6)
From regularity properties of our solution u (see Theorem 4.5) we have the fol-
lowing:
‖Au′(t)‖+ t‖Au′′(t)‖ ≤ C(t−1 + tη−α−1). (5.3.7)
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(tα−1 + tη−1) dt ≤ C(tα1 + t
η
1) ≤ Ctα1 ≤ Ckγα.
Since kj ≤ γkt1−1/γj for j ≥ 1,
kα+1j ‖Au′(tj)‖ ≤ Ckα+1j (t−1j + t
η−α−1








Using kα+1j ≥ k1+αj−1 and





we get the following estimate


























































1 if α− α+1γ < 0





n if α− α+1γ > 0
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Regarding the term kα+1n ‖Au′(tn)‖, again by the regularity property in (5.3.7)




k1+α(nk)αγ−(1+α) ≤ kαγ if α− α+1
γ
< 0
kα+1 if α− α+1
γ
≥ 0
Inserting the above contribution in (5.3.6) will complete the proof.
5.4 Well-posedness of the fullydiscrete solution
In this section we show the existence and uniqueness of the solution of the fully
discrete scheme (5.4.1). Our discrete-time solution Un ∈ H10 (Ω) of (5.1.2) satisfies
〈Un − Un−1, v〉+
∫
In
〈∂1−αt ∇Ū ,∇v〉 dt−
∫
In




for all v ∈ H10 (Ω).
For the spatial discretization via the standard Galerkin finite elements method,
let Th be a family of regular triangulations (made of simplexes K) of the domain Ω
and let h = maxK∈Th(diamK), where hK denotes the diameter of the elements K.
Let Sh ⊂ H10 (Ω) denote the usual space of continuous, piecewise-linear functions
on Th that vanish on ∂Ω.
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We therefore seek a fully-discrete solution Unh ∈ Sh given by











for all v ∈ Sh
Theorem 5.3 For k sufficiently small, the solution Unh of the fully discrete
scheme in (5.4.1) exists and is unique.
Proof. We assume that (5.4.1) has two solutions Unh , and W
n
h . Then, Q
n
h :=
Unh −W nh satisfies






〈F̄ n∂1−αt Q̄h,∇v〉 dt = 0. (5.4.2)







ω11〈F̄Q1h,∇v〉 = 0 for n = 1,
where we used the fact that Q0h = 0.
















kα(1− ε)‖∇Q1h‖2 ≤ 0.
Therefore, for k sufficiently small, ‖Q1h‖2 ≤ 0. This implies that Q1h = 0 .
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In a similar fashion, we show that Q2h = 0 using Q
1
h = 0. Recursively, we can show





This chapter is devoted to discuss the time-stepping L1 numerical method com-
bined with the finite elements in space. As mentioned earlier, the time-stepping
L1 scheme has some advantages over the Crank-Nicolson scheme in terms of the
convergence rates. In section 1, we define the computational scheme. Then, the
error estimates are established in section 2.
6.1 L1 finite elements scheme
Recall that our time-fractional Fokker-Planck equation,
∂tu(x, t)−∇ · (∂1−αt κα(x)∇u(x, t)) +∇ · (F∂1−αt u(x, t)) = g(x, t), (6.1.1)
with initial condition u(x, 0) = v(x), and subject to homogeneous boundary
Dirichlet boundary conditions. The diffusivity coefficient 0 < c0 ≤ κα(x) ≤ c1 on
Ω for some positive constants c1 and c2.
For the error analysis part, we assume that
‖u′(t)‖H2(Ω)+t‖u′′(t)‖H2(Ω)+t2‖u′′′(t)‖H2(Ω) ≤ Ctσ−1, for some σ > 0. (6.1.2)
To define our schemes we introduce the following notations:
∂v(t) = ∂vn =
vn − vn−1
kn
for tn−1 < t < tn,
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and the piecewise-linear interpolation function
v̌(t) = vn−1 + (t− tn−1)∂vn for tn−1 < t < tn. (6.1.3)





〈A(∂1−αt u(t)), v〉 dt+
∫
In
〈∇ · (F∂1−αt u(t)), v〉 dt = 〈ḡn, v〉
(6.1.4)
for all v ∈ H10 (Ω), with ḡn =
∫
In
g(t) dt . For the fully discrete computational
solution, we seek unh ∈ Sh (see section 4.2 for the definition of Sh) approximates




〈∂1−αt A(ǔh(t), vh)〉 dt+
∫
In
〈∇ · (F∂1−αt ǔh(t)), vh〉 dt = 〈ḡn, vh〉
(6.1.5)
for all vh ∈ Sh, with u0h = Rhv, where Rh : H10 (Ω) → Sh is the Ritz projection
defined by
A(Rhw, φ) = A(w, φ), for all φ ∈ Sh.
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6.2 Error analysis
For the error analysis, we follow the approach in [Mustapha, [44]]. We start by
the following decomposition
unh − u(tn) = (unh −Rhu(tn)) + (Rhu(tn)− u(tn)) = θn + ρn, for 1 ≤ n ≤ N.
From the Ritz projector approximation property,
‖ρn‖ ≤ Ch2‖u(tn)‖H2(Ω) for 0 ≤ n ≤ N . (6.2.1)
Thus, the main task now is to bound the term θn. A preliminary estimate will be




∂1−αt A(u− ǔ)(t) dt and ηn2 = ρ(tn−1)− ρ(tn) .
Furthermore, for t ∈ In, let η1(t) = ηn1 and let η2(t) = ηn2 .





















(∇(F∂1−αt θ̌(t)), vh) dt = 〈ηn1 + ηn2 , vh〉,
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(F∂1−αt θ̌(t),∇∂tθ̌(t)) dt = 〈ηn1 + ηn2 , ∂θn〉.
(6.2.2)
Summing over n, we observe that
n∑
j=1
























F∂1−αt θ̌(t)∇∂tθ̌(t) dx dt








































































































































































and then inserting (6.2.6) and (6.2.7) in (6.2.3), give
∫ tn
0






























































ωα(tn − s) ds.
By the Gronwall inequality in Lemma 2.6, we get:















will complete the proof.
In the next theorem, the error bound for the fully discrete scheme is derived.
Theorem 6.1 (Convergence Theorem) Let u be the solution of problem
(6.1.1). Let unh ∈ Sh be the solution of the fully discrete scheme (6.1.5). Assume
the regularity properties in (6.1.2) with 1
2
< σ < 3 hold true. Then
‖unh−u(tn)‖ ≤ Ch2 +C×

kγ(α+σ−1/2) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k2 max(1,
√
log(tn/t2)) if γ = 2/
(
α + σ − 1/2)
k2 if γ > 2/(α + σ − 1/2)



























kj = tj − tj−1 = kγ(jγ − (j − 1)γ) = γkγ
∫ j
j−1





































































2 if 2(α + σ)− 2− 4/γ < −1
log(tn/t2) if 2(α + σ)− 2− 4/γ = −1
t
2(α+σ)−1−4/γ





2 if 1 ≤ γ < 2/
(
α + σ − 1/2
)
log(tn/t2) if γ = 2/
(




n if γ > 2/(α + σ − 1/2)
≤ C ×

kγ(2(α+σ)−1) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k4 log(tn/t2) if γ = 2/
(
α + σ − 1/2)
k4 if γ > 2/(α + σ − 1/2)





it converges only if 2 + γ − γ(α + σ) > 1 which implies

if α + σ < 1 =⇒ γ > 1/(α + σ − 1) which is true for any γ
if α + σ > 1 =⇒ 1 ≤ γ < 1/(α + σ − 1)
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kγ(2(α+σ)−1) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k4 log(tn/t2) if γ = 2/
(
α + σ − 1/2)
k4 if γ > 2/(α + σ − 1/2)
For the case (α + σ) < 1/2 it is contained by the first case since γ > 2
α+σ−1/2
become the right hand side is negative and γ ≥ 1. The first series on the left side









kγ(2(α+σ)−1) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k4 log(tn/t2) if γ = 2/
(
α + σ − 1/2)
k4 if γ > 2/(α + σ − 1/2)









































log(tn/t1) if σ = 1/2
t2σ−1n if σ > 1/2
















kγ(2(α+σ)−1) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k4 log(tn/t2) if γ = 2/
(
α + σ − 1/2)






kγ(α+σ−1/2) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k2 max(1,
√
log(tn/t2)) if γ = 2/
(
α + σ − 1/2)
k2 if γ > 2/(α + σ − 1/2)
.
99
Combining the above estimates,
‖unh − u(tn)‖ = ‖θn + ρn‖ ≤ Ch2 + ‖θn‖+ ‖ρn‖
≤ Ch2 + C ×

kγ(α+σ−1/2) if 1 ≤ γ < 2/
(
α + σ − 1/2)
k2 max(1,
√
log(tn/t2)) if γ = 2/
(
α + σ − 1/2)
k2 if γ > 2/(α + σ − 1/2)






In section 1 we discuss the implementation of the Crank-Nicolson finite ele-
ments scheme in one dimension. The implementation of the L1 approximation
scheme is discussed in section 2. The last section contained numerical experiments
that confirm our theoretical convergence results for both numerical schemes. Some
figures and numerical tables will be included.
7.1 Implementations of the Crank-Nicolson fi-
nite element scheme
Recall that, our fully-discrete solution Unh ∈ Sh is given by










for all v ∈ Sh and for 1 ≤ n ≤ N , with U0h = Rhu0. Explicitly, let φp ∈ Sh denote








h (xp) ≈ Un(xp) ≈ u(xp, tn).
Define the (P − 1)× (P − 1) tridiagonal matrices M and Bn with entries
Mpq = 〈φq, φp〉 and Bnpq = 〈φqx, φpx〉 − 〈F̄ nφq, φpx〉,
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〈g, φp〉 dt. We find that






































ωα(tn − s) ds = ω1+α(tn − tj−1)− ω1+α(tn − tj) for n ≥ 2.


































φ11 φ12 · · · 0 0






. . . 0
...
. . . φp−2,p−3 φp−2,p−2 φp−2,p−1






ψ11 ψ12 · · · 0 0




. . . 0
...
. . . ψp−2,p−3 ψp−2,p−2
...




ξ11 ξ12 · · · 0 0




. . . 0
...
. . . ξp−2,p−3 ξp−2,p−2
...
0 · · · 0 ξp−1,p−2 ξp−1,p−1





















7.2 Implementation of L1 approximation scheme
For the fully discrete computational solution, we seek unh ∈ Sh approximates u(tn) such




〈∂1−αt A(ǔh(t), vh)〉 dt+
∫
In
〈∇ · (F∂1−αt ǔh(t)), vh〉 dt = 〈ḡn, vh〉 (7.2.1)
for all vh ∈ Sh with u0h = Rhv. Following the notations of the previous section, the fully




























ω̂nj = ω2+α(tn − tj−1)− ω2+α(tn − tj)− kjω1+α(tn − tj)
7.3 Numerical convergence
The convergence of both numerical methods (Crank-Nicolson and L1) will be tested on
sample example below. Choose
F (x, t) = x+ sin t, T = 1, L = π, κα = µα = 1,
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where the source term g is chosen so that the exact solution u(x, t) = [1+ω1+α(t)] sinx.
In this example the solution u satisfies the following regularity properties:
tα‖u′(t)‖+ t1+α‖u′′(t)‖ ≤ Ct2α−1.
This valid for σ = 2α. Hence, from the error analysis in chapter 4 we expect the
convergence rate of the Crank-Nicolson finite elements scheme to be of order O(k2αγ)
for 1 ≤ γ < 1+α2α and O(k
1+α) for γ > 1+α2α .
Whereas for the L1 approximation scheme, the required regularity assumption is
‖u′(t)‖+ t2‖u′′(t)‖ ≤ tσ−1
This is valid for σ = α. Hence we expect O(kγ(2α−1/2)) rates of convergence for 1 ≤ γ <
2/(2α − 0.5) and O(k2) for γ > 2/(2α − 0.5). The numerical results in Table 6.1 show
a better convergence rate.
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α = 0.3
N γ = 1 γ = 2
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 6.87e-02 1.72e-02 1.52e-02 4.46e-03
40 4.96e-02 0.47 1.31e-02 0.39 7.22e-03 1.07 2.17e-03 1.03
80 3.53e-02 0.49 9.73e-03 0.43 3.34e-03 1.11 1.03e-03 1.08
160 2.48e-02 0.51 7.04e-03 0.47 1.52e-03 1.14 4.78e-04 1.11
320 1.73e-02 0.52 5.02e-03 0.49 6.79e-04 1.16 2.17e-04 1.14
640 1.2e-02 0.53 3.54e-03 0.51 3.01e-04 1.17 9.72e-05 1.16
Theory 0.6 0.1 1.2 0.2
α = 0.3
N γ = 3 γ = 3.3
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 9.279e-03 9.08e-04 1.204e-02 5.5e-04
40 4.067e-03 1.19 2.85e-04 1.67 4.493e-03 1.18 1.54e-04 1.83
80 1.74e-03 1.21 8.63e-05 1.72 1.95e-03 1.2 4.33e-05 1.83
160 7.51e-04 1.22 2.56e-05 1.75 8.4e-04 1.21 1.2e-05 1.85
320 3.19e-04 1.23 7.42e-06 1.78 3.55e-04 1.23 3.18e-06 1.92
640 1.34e-04 1.25 2.16e-06 1.78 1.5e-04 1.24 8.2e-07 1.96
Theory 1.3 0.3 1.3 2
Table 7.1: Errors and convergence rates for different mesh grading γ with α = 0.3.
We observe better order for L1 scheme. The errors and convergence rates for
Crank-Nicolson and L1 improved when the mesh is graded. We observe that
the numerical results of Crank-Nicolson are as expected in Theorems (6.1, 5.2).

















Figure 7.1: Surface error for α = 0.3 and γ = 1 in the spatial domain [0, π] using
L1 scheme
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Figure 7.2: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.



















Figure 7.3: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.
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Figure 7.4: Error in the spatial domain [0, π] for different time meshes using L1
scheme.





















Figure 7.5: Error in the spatial domain [0, π] for different time meshes using
Crank-Nicolson scheme.
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Figure 7.6: Exact solution in the spatial domain [0, π].
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Figure 7.7: Numerical solution in the spatial domain [0, π] using Crank-Nicolson
scheme.





































Figure 7.8: Numerical solution in the spatial domain [0, π] using L1 scheme.
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α = 0.5
N γ = 1 γ = 1.5
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 1.81e-02 6.32e-03 4.81e-03 1.85e-03
40 9.96e-03 0.86 3.65e-03 0.79 1.834e-03 1.39 7.2e-04 1.36
80 5.38e-03 0.89 2.04e-03 0.84 6.86e-04 1.42 2.76e-04 1.38
160 2.84e-03 0.92 1.1e-03 0.89 2.5e-04 1.45 1.02e-04 1.44
320 1.29e-03 0.94 5.88e-04 0.9 9.02e-05 1.47 3.71e-05 1.46
640 7.66e-04 0.95 3.07e-04 0.93 3.23e-05 1.48 1.33e-05 1.48
Theory 1 0.5 1.5 0.75
α = 0.5
N γ = 2 γ = 3
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 4.55e-03 4.74e-04 7.29e-03 2.66e-04
40 1.77e-03 1.37 1.33e-04 1.83 2.97e-03 1.3 8.96e-05 1.57
80 6.63e-04 1.41 3.7e-05 1.84 1.18e-03 1.33 2.9e-05 1.63
160 2.49e-04 1.41 1.02e-05 1.85 4.53e-04 1.38 8.02e-06 1.86
320 9.18e-05 1.43 2.71e-06 1.91 1.71e-04 1.41 2.12e-06 1.92
640 3.37e-05 1.45 7.05e-07 1.94 6.33e-05 1.43 5.4e-07 1.97
Theory 1.5 1 1.5 1.5
Table 7.2: Errors and convergence rates for different mesh grading γ with α = 0.5.
We observe better order for L1 scheme. The errors and convergence rates for
Crank-Nicolson and L1 improved when the mesh is graded. We observe that the
numerical results Crank-Nicolson scheme are as expected in Theorems (6.1, 5.2).
However, the numerical results of the L1 scheme shows that the theoretical results
are pessimistic.
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Figure 7.9: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.






















Figure 7.10: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.
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Figure 7.11: Numerical in the spatial domain [0, π] using Crank-Nicolson scheme.






































Figure 7.13: Error for α = 0.5 and γ = 2 in the spatial domain [0, π] using L1
scheme.
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Figure 7.14: Exact solution in the spatial domain [0, π].
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Figure 7.15: Error in the spatial domain [0, π] for different time meshes using
Crank-Nicolson scheme.


























N γ = 1 γ = 1.5
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 3.3e-03 1.38e-03 1.57e-03 1.08e-03
40 1.35e-03 1.29 5.631e-04 1.3 5e-04 1.65 2.8e-04 1.95
80 5.48e-04 1.31 2.34e-04 1.27 1.69e-04 1.56 7.1e-05 1.98
160 2.16e-04 1.34 9.39e-05 1.32 5.54e-05 1.61 1.78e-05 1.99
320 8.436e-05 1.36 3.71e-05 1.34 1.8e-05 1.62 4.45e-06 2
640 3.26e-05 1.37 1.45e-05 1.36 5.76e-06 1.64 1.11e-06 2
Theory 1.4 0.9 1.7 1.35
α = 0.7
N γ = 2 γ = 2.5
Crank −Nicolson L1 Crank −Nicolson L1
M.E. O.C. M.E. O.C. M.E. O.C. M.E. O.C.
20 2.35e-03 1.05e-03 3.27e-03 1.03e-03
40 8.1e-04 1.54 2.72e-04 1.95 1.17e-03 1.48 2.64e-04 1.96
80 2.75e-04 1.56 6.9e-05 1.97 4.13e-04 1.5 6.71e-05 1.97
160 9.2e-05 1.58 1.73e-05 1.99 1.4e-04 1.56 1.68e-05 1.99
320 3.01e-05 1.61 4.35e-06 1.99 4.6e-05 1.6 4.21e-06 1.99
640 9.7e-06 1.63 1.08e-06 2 1.48e-05 1.63 1.05e-06 2
Theory 1.7 1.8 1.7 2
Table 7.3: Errors and convergence rates for different mesh grading γ with α = 0.7.
We observe better order for L1 scheme. The errors and convergence rates for
Crank-Nicolson and L1 improved when the mesh is graded. We observe that the
numerical results of Crank-Nicolson schemes are as expected in Theorems (6.1,
5.2). However, the numerical results of the L1 scheme shows that the theoretical
results are pessimistic.
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Figure 7.17: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.





















Figure 7.18: Error in the spatial domain [0, π] using both L1 and Crank-Nicolson
schemes.
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Figure 7.19: Exact solution in the spatial domain [0, π].
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Figure 7.20: Error in the spatial domain [0, π] using Crank-Nicolson scheme.





































Figure 7.21: Error in the spatial domain [0, π] using L1 scheme.
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Figure 7.22: Error in the spatial domain [0, π] for different time meshes using L1
scheme.

























Figure 7.23: Error in the spatial domain [0, π] for different time meshes using
Crank-Nicolson scheme.
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7.4 Conclusions and future work
We established the existence and uniqueness of the weak solution for the general form
of the model problem (1.1.1) in the case of space-time dependent driving forcing via
Galerkin method. Furthermore the behavior of the time derivatives of the weak solution
was studied, proving estimates that play an important role in the error analysis of the
numerical schemes. For the numerical solution of the model problem (1.1.1), an implicit
Crank-Nicolson scheme to discretize in time was proposed such a scheme is formally
second-order accurate. However due to the presence of a weakly singular kernel and
the fractional derivative operator ∂1−αt , we only proved an O(k
1+α) convergence for
0 < α < 1 in the case of non-uniform time meshes, where k denotes the maximum
time step. A fully discrete scheme that combined finite elements in space with Crank-
Nicolson in time was proposed, and the existence and uniqueness of the solution of the
fully discrete scheme was proved. We introduced another numerical scheme based on L1
approximation in time and finite elements in space and we performed the error analysis
for the fully discrete scheme. We got results better than the first method, we got an
order of O(k2) convergence rate in the case of non-uniform time meshes.
In comparison of the previous work regarding the convergence rate we find that our
results is better than the work done by Le et al. [29] in their work they proved an
O(kα) order of convergence. However in our numerical methods we got O(kα+1) using
Crank-Nicolson method and O(k2) using L1 approximation scheme.
For the future work we will investigate the numerical solution of the time-fractional
Fokker-Planck equation in the case of non-smooth initial data.
124
REFERENCES
[1] Adams, R., A., and Fourier, J. J. (2003). Sobolev Spaces Vol. 140, Academic press.
[2] Alikhonov, A., A. (2010). A priori estimates for solutions of boundary value problems
for fractional-order equations, Differential equations, 46(5), 660-666.
[3] Becker, L., C. (2011). Resolvents and solutions of weakly singular linear Volterra
integral equations, Nonlinear Analysis: Theory, Methods and Applications, 74(5),
1892-1912.
[4] Berkowitz, B., Cortis, A., Dentz, M., and Scher, H. (2006). Modelling non-Fickian
transport in geological formations as a continuous time random walk. Reviews of
Geophysics, 44(2),.
[5] Brunner, H., Pedas, A. and Vainikko G. (1999). The piecewise polynomial collocation
method for nonlinear weakly singular Volterra equations, Mathematics of Computa-
tion of the American Mathematical Society , 68.227, 1079-1095.
[6] Brunner, H. (2017). Voltera Integral Equations: An Introduction to Theory and
Applications, Cambridge University Press., Vol. (30).
[7] Cao, X. N., FU J. L. and Huang, H. (2012). Numerical method for the time fractional
125
Fokker-Planck equation, Advances in Applied Mathematics and Mechanics 4(6), 848-
863.
[8] Chen, S., Ltu, F., Zhuang, P. and Anh, V. (2009). Finite difference approximations
for the fractional Fokker–Planck equation, Applied Mathematical Modelling 33(1),
256-273.
[9] Ciarlet, P., G., Kesavan, S., Ranjan, A., and Vanninathan, M. (1975). Lectures on
the finite elements method (Vol. 49). Bombay, India, Tata institute of fundamental
research.
[10] Cui, M. (2013). Convergence analysis of high-order compact alternating direction
implicit schemes for the two-dimensional time fractional diffusion equation, Numerical
Algorithms, 62(3), 383-409.
[11] Cui, M. (2005). Compact exponential scheme for the time fractional convec-
tion–diffusion reaction equation with variable coefficients, Journal of Computational
Physics, 280, 143-163.
[12] Deng, W. (2007). Numerical algorithm for the time fractional Fokker–Planck equa-
tion, Journal of Computational Physics, 227(2), 1510-1522.
[13] Dixon, J., and Mckee S. (1986). Weakly singular Grownall inequalities, ZAMM-
Journal of Applied Mathematics, 66(11), 535-544.
[14] Fairweather, G., Zhang, H., Yang, X. and Xu, D. (2015). A backward euler or-
thogonal spline collocation method for the time-fractional Fokker-Plank equation,
Numerical Methods for Partial Differential Equations, 31(5), 1534-1550.
126
[15] Gracia, J. L., Riordan, E., and Stynes, M. (2018). Convergence in positive time
for a finite difference method applied to a fractional convection-diffusion problem,
Computational Methods in Applied Mathematics, 18(1), 33-42.
[16] Grisvard, P. (2011). Elliptic problems in nonsmooth domains, SIAM JOURNAL,
(69).
[17] Heinsalu, E., Patriarca, M., Goychuk, I. and Hänggi, P. (2007). Use and abuse
of a fractional Fokker-Planck dynamics for time-dependent driving, Physical review
letters, 99(12), 120602.
[18] Henry, B. I., Laglands, T. A. M., and Straka, P. (2010). Fractional Fokker-Planck
equations for subdiffusion with space-and time-dependent forces, Physical review let-
ters, 105(17), 170602.
[19] Jiang, Y. (2015). A new analysis of stability and convergence for finite difference
schemes solving the time fractional Fokker–Planck equation, Applied Mathematical
Modelling, 39(3-4), 1163-1171.
[20] Jin, B., Lazarov, R., and Zhou, Z. (2013). Error estimates for a semidiscrete finite
elements method for fractional order parabolic equations, SIAM Journal on Numer-
ical Analysis, 51(1), 445-466.
[21] Jin, B., and Zhou, Z. (2017). An analysis of Galerkin proper orthogonal decomposi-
tion for subdiffusion, Mathematical Modelling and Numerical Analysis, 51(1), 89-113.
[22] Karaa, S., Mustapha, K., and Pani, A. K. (2016). Finite volume elements method
for two-dimensional fractional subdiffusion problems, IMA Journal of Numerical
Analysis , 37(2), 954-964.
127
[23] Karra, S., Mustapha, K., and Pani, A. K. (2018). Optimal error analysis of a
FEM for fractional diffusion problems by energy arguments, Journal of Scientific
Computing, 74(1), 519-535.
[24] Kilbas, A. A. A., Srivastava, H. M., and Trujillo, J. J. (2006). Theory and appli-
cations of fractional differential equations, Elsevier Science limited, ()Vol. 204).
[25] Kou, C., Zhou, H., and Li, C. (2012). Existence and continuation theorems of Rie-
mann–Liouville type fractional differential equations, International Journal of Bifur-
cation and Chaos, 22(04), 1250077.
[26] Larsson, S., Thomee, V., and Wahlbin, L. (1998). Numerical solution of parabolic
integro-differential equations by the discontinuous Galerkin method, Mathematics of
Computation of the American Mathematical Society, 67(221), 45-71.
[27] Larsson, S., and Thomee, V. (2003). Partial differential equations with numerical
methods (Vol. 45), Springer Science and Business Media.
[28] Langlands, T. A. M., and Henry, B. I. (2005). The accuracy and stability of an im-
plicit solution method for the fractional diffusion equation, Journal of Computational
Physics, 205(2), 719-736.
[29] Le N. K., McLean W., and Mustapha K. (2016). Numerical Solution of the Time-
Fractional Fokker–Planck Equation with General Forcing, Journal on Numerical
Analysis, 54(3), 1763-1784.
[30] Le N. K., Mclean W., and Mustapha K. (2018). A Semidiscrete Finite Element
Approximation of a Time-Fractional Fokker–Planck Equation with NonSmooth Initial
Data, SIAM Journal on Scientific Computing, 40(6), A3831-A3852.
128
[31] Li, C., Deng, W. , and Wu, Y. (2011). Numerical analysis and physical simulations
for the time fractional radial diffusion equation, Computers and Mathematics with
Applications, 62(3), 1024-1037.
[32] Linz, P. (1985). Analytical and numerical methods for Voltera equations, SIAM,
Vol. (7).
[33] Liu, L., Zheng, L., and Zhang, X. (2016). Fractional anomalous diffusion with Cat-
taneo–Christov flux effects in a comb-like structure, Applied Mathematical Modelling
, 40(13-14), 6663-6675.
[34] Lubich, C. (1983). Runge-Kutta theory for Voltera and Abel integral equations of
the second kind, Mathematics of computation, 41(163), 87-102.
[35] McLean, W., and Mustapha, K. (2007). A second-order accurate numerical method
for a fractional wave equation, Numerische Mathematik, 105(3), 481-510.
[36] Mclean, W., and Mustapha K. (2009). Convergence analysis of a discontinuous
Galerkin method for a sub-diffusion equation, Numerical Algorithms, 52(1), 69-88.
[37] Mclean, W. (2010). Regularity of solutions to a time-fractional diffusion equation,
ANZIAM J., 52(2), 123-138.
[38] Mclean, W., and Mustapha, K. (2015). Time-stepping error for fractional diffusion
problems with non-smooth initial data, Journal of Computational Physics, 293, 201-
217.
[39] Metzler, R., Barkai, E., and Klafter, J. (1999). Deriving fractional Fokker-Planck
equations from a generalised master equation, EPL (Europhysics Letters) 46(4), 431.
129
[40] Mazzeo, R. (2012). Real Analysis notes, Stanford University.
[41] Mustapha K. (2011). An implicit finite-difference time-stepping method for a sub-
diffusion equation with spatial discretization by finite elements, IMA Journal of Nu-
merical Analysis, 31(2), 719-739.
[42] Mustapha K., Abdallah, B., Furati K. M. (2014). A discontiuous Petrov-Galerkin
method for time-fractional diffusion equations, SIAM Journal on Numerical Analysis,
52(2), 2512-2529.
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