In this paper we look at ergodic BSDEs in the case where the forward dynamics are given by the solution to a non-autonomous (time-periodic coefficients) Ornstein-Uhlenbeck SDE with Lévy noise, taking values in a separable Hilbert space. We establish the existence of a unique bounded solution to an infinite horizon discounted BSDE. We then use the vanishing discount approach, together with coupling techniques, to obtain a Markovian solution to the EBSDE. We also prove uniqueness under certain growth conditions. Applications are then given, in particular to risk-averse ergodic optimal control and power plant evaluation under uncertainty.
Introduction
Over the past decade, a lot of work has gone into understanding optimal control over infinite horizons. Many results for discounted problems have been obtained using techniques from classical stochastic optimal control (see, for example, Bensoussan and Lions [4] ). Much less developed is the case of payoffs that value the future as much as the present, thereby being insensitive to short-term affects. One framework that has emerged is ergodic stochastic control, an area of optimal control theory that is trying to understand optimisation with an average cost criterion. However, most results in this area are focused on costs which depend only on the current state of an underlying controlled Markov process, and at the linear expectation of future costs. In other words the value functional takes the form
where X represents the forward dynamics, and the control {u t } t≥0 is an F tpredictable process taking values in a separable locally compact metric space U, and L is a bounded measurable cost function. It is clear that these methods are unable to deal adequately with risk-averse optimisation, since in that case a nonlinear dependence of the functional J on future costs would be required.
Since the early 90s, several papers have described the connection between Backward Stochastic Differential Equations (BSDEs), developed by Pardoux and Peng in [16] , and stochastic optimal control theory (for a survey of methods see, for example, [22] ). A strong link has also been established between BSDEs and the theory of 'nonlinear expectations', as defined by Peng in [12] (see Cohen [7] and Coquet et al. [9] for details). Therefore it is reasonable to expect that there exists a BSDE-based framework that would prove natural for understanding optimisation in nonlinear settings.
One such framework is based on Ergodic BSDEs, an extension of BSDEs which takes the form
where λ ∈ R is a part of the solution, first introduced by Furhman, Hu and Tessitore in [11] . Using their approach, it is relatively easy to consider nonlinear problems, for instance when the expectation E u in (1) is replaced by a dynamically consistent nonlinear expectation (in particular, a g -expectation in the terminology of [12] ).
The goal of present work is to extend the existing theory in two natural ways. The first generalisation is to add jumps to the diffusion setting of Furhman et al. in [10] . In other words, our aim is to be able to use an EBSDE-based approach to ergodic optimal control problems in the case where stochastic dynamics are given with reference to a Lévy process. Optimal control of jump diffusions has been of great interest recently, primarily due to its possible application to network control problems and hybrid stochastic systems. From the standpoint of finance, it allows us to factor shocks into the model. The corresponding EBSDE will take the form
where 0 ≤ t ≤ T < ∞. The second extension is to incorporate time-dependence. This will allow us to consider dynamics with seasonal components, such as business cycles. It is also worth noting that, since we look at EBSDEs in Markovian framework, they are related to IPDEs with nonlocal part and non-autonomous coefficients, namely      − ∂ ∂t u(t, x) − Lu(t, x) − f (x, ∇u(t, x)G(t), Φu(t, x)(·)) = λ; (t, x) ∈ R + × H,
where the second-order integro-differential operator L is of form
with M v(t, x) = 1 2 T r G(t)G * (t)∇ 2 v(t, x) + A(t)x + F t (x), ∇v(t, x) and Kv(t, x) = B {v(t, x + G(t)y) − v(t, x) − G(t)y, ∇u(t, x) }ν(dy).
Derivation of this connection in finite dimensions can be found, for example, in [2] . For equations of this type in infinite dimensional Hilbert spaces the theory is not well developed. EBSDEs provide a new way of looking at these problems.
Establishing results on the connection with IPDEs is beyond the scope of present work, but it constitutes an interesting direction for future research. The rest of the paper is organised as follows: in Section 2 we introduce the necessary notation and discuss the preliminaries; Section 3 is devoted to the results concerning solutions to the forward SDE; in Section 4 EBSDEs are introduced and main results are proven. Section 5 contains several examples of the application of EBSDEs to optimal ergodic control.
Notation and general assumptions
For the rest of the paper, let H be a separable real Hilbert space with scalar product ·, · H and norm · H . To simplify notation we will denote them respectively ·, · and · . Since we shall be working with general separable Hilbert spaces, we will require a number of extensions of classical results. The main purpose of this section is to state them. We start with a definition of Q-Wiener and Lévy processes on a general Hilbert space H:
, the process L is stochastically continuous, and it has stationary, independent increments, in the sense that the law L(L(t) − L(s)) depends only on the difference t − s. By stochastic continuity we mean that for every ǫ > 0 and t ≥ 0, lim s→t P(|L(s) − L(t)| > ǫ) = 0.
Remark 1.
A useful way of thinking about the Lévy process taking values in a Hilbert space is through the series expansion, i.e. assuming that {e n } n≥1 is an orthonormal basis of H, we have
where L n are real-valued càdlag Lévy processes.
• W has continuous trajectories,
• W has independent increments,
• the law of W t − W s is Gaussian with mean zero and covariance (t − s)Q, for all 0 ≤ s ≤ t in the sense that for any h ∈ H and 0 ≤ s ≤ t, the real-valued random variable h, W t − W s H is Gaussian with mean zero and variance (t − s) Qh, h H .
For a given process {L t } t≥0 and a set A ∈ H we denote by N (t, A) the (random) number of 'jumps of size A' up to time t, that is N (t, A) := card{s ∈ [0, t]|∆L s ∈ A}. Denoting B(H) the Borel σ-algebra, we say that A ∈ B(H) is bounded below if 0 / ∈Ā, whereĀ denotes the closure of A. Proof of the following result can be found, for example, in [1] :
We remark that since we assume H to be separable, it is also Polish, and therefore the space B = H\{0} endowed with its Borel σ-field B is a Blackwell space. We need this since stochastic integration with respect to Poisson measures is well defined on Blackwell spaces. Following [19] we adopt the definition of the Itô stochastic integral with respect toÑ as an isometry, which extends the classical isometry on simple predictable processes. That is if we define
As we shall see below, any Lévy martingale can be represented as a sum of a Wiener process and a compensated Poisson process. Therefore combining the above with the standard integration theory for Brownian motion we have a well defined stochastic integrand.
Remark 2.
As pointed out in [17] , in finite dimensional spaces any Lévy process has a càdlàg modification. However, in general this property fails in Banach spaces. But since we work with Lévy martingales, for the sequel we assume that it is true.
The following version of the celebrated Lévy-Itô decomposition for an H-valued Lévy process can be found, for example, in [13] :
there is a drift vector b ∈ H, a Q-Wiener process W on H and a random measure N , such that W is independent of N t (A) for any A that is bounded below, and we have
where ν is the Lévy measure, and N t is the corresponding Poisson random measure.
Remark 3. For the rest of the paper we will only be interested in the case of Lévy martingales, and therefore the decomposition above takes the following form
whereÑ (dt, dx) is the compensated Poisson random measure.
Assumption 1. Since we will mainly be dealing with square-integrable Lévy martingales we will require the following condition to hold:
Given the fact that our Lévy process is square integrable, this assumption says that there are not too many big jumps. It is not necessary in order to introduce stochastic integration with respect to Lévy processes in a separable Hilbert space, but it will prove crucial for the coupling argument in Section 3.3.
Throughout the paper we will be using a lot of methods involving measure change. To that end we need a version of the Girsanov theorem.
Theorem 2. Suppose we have uniformly bounded functions β :
where E denotes the Doléans-Dade exponential. Then Λ t := dQ dP Ft is a positive square integrable martingale, and under Q
is a Weiner process, where the integral is understood as a series (see Remark 1). The compensator of N under Q is given by
It is therefore possible to eliminate the drift by changing measure.
The forward SDE
In this section we study the properties of the 'forward' process, henceforth denoted {X} t≥τ , for some τ ≥ 0. Its role can be understood intuitively as a source of stochasticity in the driver of a BSDE. We first solve the dynamics of X in the forward way, and then plug the obtained values into the BSDE while running it backwards. In our case, we assume that X is a solution to an OrnsteinUhlenbeck type equation driven by Lévy noise on a separable Hilbert space H. We also assume that the coefficients are time periodic. This constitutes a natural way to extend the present theory and is of interest in various applications (see Chapter 6).
Context
We start this section by looking at a family {A t } t≥0 of linear operators on H with common domain D(A) dense in H, assuming that A : R + × D(A) → H generates an exponentially bounded evolution family according to the following definition (see [13] ): Definition 3. An exponential bounded evolution family on H is a two-parameter family {U (t, s)} t≥s of bounded linear operators on H such that • U (s, s) = I and U (t, s)U (s, r) = U (t, r) for r ≤ s ≤ t,
• for each x ∈ H, the map (t, s) → U (t, s)x is continuous on s ≤ t, and
• there exists M > 0 and µ > 0 such that ||U (t, s)|| op ≤ M e −µ(t−s) for s ≤ t.
Remark 4. By 'generates' we mean that for 0 ≤ s ≤ t we have
Remark 5. One way of thinking about exponential bounded evolution families is as a time-dependent infinite dimensional modification of the familiar case where A is a real d × d matrix, the eigenvalues of which have non-positive real parts. Then U takes the form e tA , and all conditions are satisfied.
We now consider the H-valued process X given by the following non-autonomous mild Itô SDE
which is a mild version of the following Cauchy problem,
Conditions for existence and uniqueness of the solution will be formulated in Theorem 3. For the rest of the paper we assume the following Assumption 2. (i) The family A t generates an exponentially bounded evolution family. Their adjoints A * (t) also have a common domain, which is dense in H.
(ii) F : R + × H → H is a uniformly bounded family of measurable maps with common domain D(F ), which is dense in H.
(iii) (Ω, F , P) is a complete probability space, and the pair (W,Ñ ) that comes from the Itô-Lévy decomposition of L has a predictable representation property in the filtration {F t } t≥0 .
(iv) {G t } t≥0 is a uniformly bounded family of linear operators in L(H, H) with common domain D(G) dense in H and with bounded inverses.
(v) The linear operator U (t, ·)G(·) is uniformly bounded in the Hilbert-Schmidt norm · t , defined as
where Q is the covariance operator of the Wiener part of L.
(vi) Coefficients A(t), F (t, ·) and G(t) are T * -periodic for some T * ≥ 0, that is A(t + T * ) = A(t), and similarly for F and G.
Remark 6. The norm · t defined above allows for the following isometry:
where W is a Q-Wiener process and Q is a trace class operator.
For the situation with autonomous coefficients, namely when A t = A, G(t) = G and F (t, ·) = F (·) ∀t ≥ 0, the following theorem is a direct corollary of Theorem 9.29 in [17] : Theorem 3. Suppose that A, F , G are time homogenous and assume that (i) F and G satisfy assumption (2),
(ii) F is Lipschitz-continuous.
Then for all τ ≥ 0, and any F τ -measurable square integrable random variablē X τ in H, the equation
has a unique (up to modification) mild solution with a càdlàg version. Moreover, ∀0 ≤ τ ≤ T < ∞, there exists C < ∞ such that, for all x, y ∈ H,
If F is not Lipschitz-continuous but can be approximated by a family of uniformly bounded Lipschitz functions, then there still exists a martingale solution in the sense of [10] . This solution is unique in law. We also note that in this case martingale representation still holds.
Remark 7. Theorem 3 can be extended to the non-autonomous case in a straightforward manner. The linear case has been treated in [13] . For semilinear equations of the form of (3), one can prove existence by the standard fixed-point argument, and uniqueness by Grönwall's lemma. Since this is not the primary interest of this work, we omit the proof.
To simplify notation we denote U s t = U (t, s) and U t = U (t, 0). Making sure that the stochastic convolutions in (3) exist in the sense of Böchner integral, the following result can be found, for example, in [13] : Theorem 4. If U is an exponentially bounded family and G satisfies Assumption 2, the stochastic convolution X U,G := t τ U (t, r)G(r)dL(r) exists in the following sense:
Definition 4. Whenever f : H → R is measurable and bounded, we call
the two-parameter transition semigroup associated with the solution X of (3).
To simplify notation, in the sequel we will be particularly interested in the case s = 0, and we write X x t := X(t, 0, x) and
However, all the results, including the coupling estimate, can be easily extended to the more general P (s, t)[f ](·).
Coupling estimate
The goal of this subsection is to obtain the exponential convergence of laws corresponding to two solutions of (3) with different initial conditions. We need this convergence to be uniform in the class of processes with bounded nonlinear part. In other words our aim is to prove the following theorem:
Theorem 5. Let F : R + × H → H be any Lipschitz function and {A t } t≥0 be fixed and generate an exponentially bounded evolution family. Then there exist constants C > 0 and ρ > 0 such that, for any bounded continuous function
where our constants C and ρ depend on sup u∈H F (u).
This will be crucial in the sequel when we show the existence of a solution to an EBSDE. In our proof, we follow the derivation of Theorem 2.4 in [10] and Theorem 2.8 in [18] . We require a number of results from the theory of coupling. A survey can be found in [14] . The rest of the section is organised as follows: we begin by stating the necessary facts from the theory of coupling (see ( [14] ) or more details). Having obtained the necessary machinery (most importantly Lemmas 2 and 3) we then prove Theorem 5.
Definition 5. Given two probability measures µ X and µ Y on measurable spaces R X and R Y , a coupling is a random variable (Z X , Z Y ) taking values in the product space R X × R Y , whose components have marginal distributions µ X and µ Y respectively.
Definition 6. Two processes X and Y are said to admit a successful coupling
For any two probability measures (µ 1 , µ 2 ) on a measurable space (E, E) there exists a coupling (Z, Z ′ ) such that
• Z and Z ′ are independent conditional on {Z = Z ′ }, provided that the latter event has positive probability.
•
where
is the standard total variation norm for measures on (E, E).
Remark 8. The lemma above shows a slightly different way of thinking about couplings. Given the marginal laws, we 'manually' construct random variables following them. In the process of this construction our goal is to tweak these variables in such a way as to maximise the probability of them meeting. In that case, by a coupling we mean the pair (X, X ′ ) of random variables constructed.
In the sequel we will require the following auxiliary lemma, where (in principle) we couple the terminal values of solutions to (3).
Lemma 2. We fixT > 0 and consider X x,k and X y,k the solutions (with τ = kT ) of (3) for k ≥ 0 with initial conditions x ∈ B R (0) and y ∈ B R (0),
and observe that the law of Y
Proof: Given that X y satisfies (4), we immediately notice that
We now define
By assumption, G is an invertible operator and there exists C 1 > 0 such that
where M comes from the definition of U . We define
Since b(·) is uniformly bounded, by Theorem 2, the process
, is a positive square integrable martingale and Q ∼ P.
ds is a Lévy process with the same triplet as L under P.
It is clear that Y (k+1)T has the law µ k x under Q and µ k y under P. We notice that
and the claim follows using that for every p > 1, the process E(
Remark 9. Since the coefficients in (3) depend on time, the laws of solutions with the same initial conditions on various time segments of lengthT are different. However, since the bound on b * (·) holds uniformly in time, the bound (7) does as well.
The following lemma can be found in [14] :
Lemma 3. Let µ 1 and µ 2 be two equivalent probability measures on some space E. If there exists a constant C > 0 and p > 1 such that
and hence in the notation of Lemma 1 we get
Proof: (Of Theorem 5) We concentrate on the case of τ = 0 for notational simplicity. As will be clear from the proof, the result can be easily extended to the general two-parameter semigroup. We fix the initial conditions x, y ∈ H. For any two processes X y and X x with laws corresponding to the solutions of (3) with initial conditions y and x respectively, we denote their respective laws µ x and µ y . We now consider the coupled process
s } is the first meeting time of X x and X y . We notice that Y and X y have the same law. Now, for any bounded φ : H → R,
and by Chernoff's inequality, for any ρ > 0
and therefore in order to arrive at our result, we will construct X x and X y , and then prove that there exist constantsC > 0 and ρ > 0, such that
Remark 10. One important thing to understand is what we mean by "construct". Since we are trying to prove the convergence of laws, we do not have to work with the original solutions to our forward equation, but can instead patch together the pieces constructed on various time intervals. On each such interval
) with the Lévy process L in (3) replaced byL, and X We proceed the following way:
• (Step 1) We start by showing that we can choose a time stepT > 0 and a radius R > 0, such that,x if we observe two independent solution processes X x and X y only at times {nT } n∈N , there is an exponential bound on the waiting time for both X y nT and X x nT to enter B R (0). The independence here is understood in the the sense that we take two independent copies (L andL) of the Lévy process L, as in Remark 10.
• (Step 2) Once X respectively. We then infer that, for the constructed solutions, the probability of them meeting on [kT , (k + 1)T ] is bounded from below uniformly in k.
• (Step 3) We then iterate these arguments to show that the probability that the two processes we are constructing have not met decays exponentially in time.
Step 1: We begin the formal derivation by showing that there exist constants c and
In order to proceed, we define
and
We notice that
and thus, by using the inequality (a + b)
Using isometries and independence of W andÑ , we also see that
for some constantC, whereD = B x 2 ν(dx), M comes from the definition of U , and · t is defined as in Assumption 2. We can now use the fact that
for some constants D and c. We remark that all the bounds above hold uniformly in time, that is even though we do not have the Markov property, we still obtain that for any two solutions X x and X y of (3),
2 )+ 2Dc, k ≥ 0 (12) for any fixedT . We now define, for fixed R > 0
And by Chebyshev's inequality and (12) we obtain
We now define the matrix
After multiplying (12) and (13) by 1 B k , taking expectation and noticing that
the inequality being componentwise. Thus, iterating this procedure we arrive at E X x kT 2 + X y kT
and premultiplying by the row vector (0, 1) on both sides we see that
The above discussion is true for any choice ofT and R, but now we want to obtain an exponential bound. The set of eigenvalues of C is {0, 2Dc R + De −2µT }, and we need them both to be smaller than one. Therefore, we choose R = 8Dc andT such that e −2µT ≤ 1 4D , so that
. Given the fact that the corresponding eigenvectors constitute a basis in R 2 , the vector (0, 1) can be represented in the eigenvector basis, and therefore there exists a constantC > 0 such that
We now define the first hitting time of B R (0) on our discretised timeline as
and then
Take a constantβ such thatβT < ln 2. Then
and therefore, for every γ ≤β, there exists a constant C 2 such that
The first step of the proof is now concluded.
Step 2: We use the notation introduced in the proof of Lemma 2.
• By Lemma 1, on the interval [kT , (k + 1)T ], there exists a pair of processes (X x,kT ,Ỹ kT ) with terminal time laws µ k x and µ k y respectively, such that
• We remember that we are in the case where x, y ∈ B R (0). Taking p = 3 in Lemma 2, and applying Lemma 3, we know that there exists a constant C, such that
and therefore
• We immediately see that the pair of processes defined as
, are successfully coupled with probability bounded from below, since
Thus the second step is complete.
Step 3: We are now ready to construct the processes X x , X y we used in (8) on individual time intervals of durationT and then patch them all together. Assume that we have constructed X y and X x on [0, kT ]. We now proceed in the following way:
• If X ,kT t whereX is the maximal coupling constructed in Step 2.
• If at least one process does not finish in the ball, we set X We have thus constructed X x and X y on the entire time line. We now proceed to prove an exponential bound on their first meeting time. For that, we define a family {z k } {k∈N} as follows: z 0 = 0 and z n+1 = inf{k > z n : k ∈ N, X x kT , X y kT ∈ B R (0)}. By (15) we get E e γz1T ≤ C 2 (1 + x 2 + y 2 ).
and thus
Since e −γznT is F znT -measurable and X
x,y znT ≤ R, we get
Since, for every k > 0, X x,y z kT ∈ B R (0), we have from (16)
We now choose 0 < α < γ such that
and then, using Hölder's inequality, we see that
for some constant C 3 . For each ρ ≤ α we get
Lemma 4. The estimate (6) can be extended to the case where F is bounded and measurable, and there exists a uniformly bounded sequence of Lipschitz (in the second argument) functions {F n } n≥1 such that
Proof: The proof uses standard Girsanov arguments and is identical to Corollary 2.5 in [10] .
Recurrence
This section is devoted to proving that under certain assumptions the forward process (3) eventually enters any open ball in H with probability one. We establish this for the case of time periodic coefficients and Lévy noise with nontrivial diffusion component. This is a natural extension of existing theory and interesting in its own right. In the sequel we will need a slightly weaker property, namely the eventual return to any open ball around zero, in order to prove the uniqueness of the Markovian solution to an EBSDE. We start by formulating an additional assumption:
Assumption 3. For notational simplicity suppose that in (3) τ = 0. Then we assume that the process Z A (t) defined by
spans the entire space H, that is, P(Z A (t) ∈ B) > 0 for all t > 0 and any open B ∈ H.
Remark 11. This assumption may seem overly restrictive, as one can think of many Lévy processes that do not span the entire space. For example, the case when one-dimensional components {L n (t)} are supported on the integers. Even in a more general case, one could think of a Lévy process L(t) supported on a subspace. However, since we focus our attention on the case where G(s) is invertible for every s ≥ 0, and L has a non-trivial diffusion component, the assumption is reasonable.
Lemma 5. If the process Z A (t) satisfies Assumption 3 for all t > 0, then process X x t satisfying (3) is irreducible. In other words
Remark 12. Here, and in the sequel, we denote by B R (x) the open ball of radius R around some x ∈ H.
Proof: We follow the proof of Proposition 3.3 in [18] . We fix T > 0, y ∈ H, ǫ > 0. For the rest of the proof we also denote X t = X x t . Then
Let z be any element in the support of the distribution of the random variable U s t+a X t . Then, by definition, the event
is of positive probability. Since F ∞ = sup t≥0,x∈H F t (x) < ∞, and using the definition of U , we have
for some c > 0. We then write
is of positive probability by Assumption 3. Since X t and the increments of L on [t, t + a] are independent, so are the events B and C. Therefore B ∩ C has positive probability. Given (17), we have shown that
with positive probability on B ∩ C. We now choose a so that ca < ǫ/3 and T − a ≥ 0. Setting t = T − a, we obtain
which is the result.
Theorem 6. For any x 0 , x ∈ H, s ≥ 0 and for any fixed ǫ > 0, we define τ := inf{t ≥ s :
Step 1 of the proof of Theorem 5 we know that we can find a radius R > 0, such that the probability that our process returns to the ballB R (0) is significant. We then discretise time with a stepT . We know that the discretised process will return toB R (0) infinitely often, and by Lemma 5 the probability of the jump fromB R (0) to any open ball is bounded form below. We then invoke a Borel-Cantelli type argument to demonstrate the claim.
(Formal proof ) We start by introducing a family of events {E n } n≥1 as
and immediately notice that
whereĒ denotes the compliment of E and X(t, s, x) is the value at time t of the solution to (3) starting at time τ = s with X τ = x. Therefore P(E n |Ē n−1 ) = P X(nT , (n − 1)T , X
Since coefficients in (3) are T * -periodic and B R (0) is compact (and therefore [0, T * ] × B R (0) is compact), and given the stability of solutions to (3) with respect to the initial value (as stated in (5)), there exists δ > 0 such that
In "Step 1" of the the proof of Theorem 5 we showed that
and therefore by Markov's inequality we have
It is clear that we can choose R so that
and thus by the counterpart of the Borel-Cantelli Lemma (see [5] ), we conclude that P(τ < ∞) = P(∪ n E n ) = 1, concluding the proof.
Backwards SDEs
We now move from the 'forward' process X to consider the 'backwards' part of our problem. This section is organised as follows: we start by introducing the class of discounted BSDEs in infinite horizon and proving that they admit a bounded solution. Then we use the coupling estimate obtained in the previous section to prove existence of a solution to our EBSDE. The next subsection is devoted to the uniqueness of the Markovian solution. We conclude by providing an alternative representation for the solution. Similarly to [20] we impose certain assumptions on the driver of our BSDE.
Definition 7.
Henceforth we assume that the driver of a BSDE with jumps is a function f :
Assumption 4. For all T we have the following conditions on our driver f (ω, t, y, z, u):
• f is predictable in (ω, t).
• f is continuous w.r.t y and there exists an R + -valued process (φ t ) 0≤t≤T
such that E T 0 φ 2 s ds < ∞ and
• f is "monotonic" w.r.t y, that is ∃α ∈ R such that ∀t ≥ 0, ∀y,
• f is Lipschitz w.r.t. z and u. In particular ∃K ≥ 0 :
In order to have a comparison theorem, we make the following further assumption.
Assumption 5. There exists −1 < C 1 ≤ 0 and C 2 ≥ 0 such that
we have
where γ ω,t,z,u,u ′ : Ω × B → R is measurable in all arguments and satisfies
The following existence theorem for finite horizon BSDEs with jumps can be found in [20] . In that paper the case of finite-dimensional Brownian motion is considered. The extension to the infinite dimensional case where W is a Q-Wiener processes is immediate.
Theorem 7. Under Assumption 4, there exists a unique solution
, to the equation
Lemma 6. For every Y, Z, U, U ′ under Assumption 5 there exists a process
Proof: We first notice that
Then there exists α t = α(t, ω, y, z, u, u ′ ) such that
and we immediately see that
noticing that if the denominator is zero then α t = 1 satisfies the claim. Now for each s ∈ [0, t] and v ∈ B we can explicitly define
and it is clear that γ t satisfies (18).
Infinite horizon BSDEs
In this section we show that there exists a unique bounded solution to the infinite-horizon BSDE with discounting, that is the equation
which will prove crucial to the study of Ergodic BSDEs in the next section. In order to proceed we will require Tanaka's formula for general semimartingales. The following version can be found, for example, in [21] . Here we use the convention that sign(x) = x/|x| for x = 0 and sign(0) = 0. Lemma 7. (Tanaka's formula) Let X be a semimartingale and a ∈ R. Then there exists a continuous increasing local time process L a and a pure jump process L X,a , such that L a (0) = 0(unique P − a.s.), such that X allows the following representation:
where ∆L X,a t
is a 'local-time' jump process.
Remark 13. If we consider the above process ∆L X , we notice that
• f satisfies Assumptions 5 and 4
• |f (w, t, 0, 0)| is uniformly bounded by C ∈ R Then there exists an adapted solution (Y, Z, U ), with Y càdlàg and Z ∈ L 2 (W ), U ∈ L 2 (Ñ )to the infinite horizon equation (19) for all 0 ≤ t ≤ T < ∞, satisfying |Y t | ≤ C/α, and this solution is unique among bounded adapted solutions.
Furthermore, if (Y T , Z T , U T ) denotes the (unique) adapted square integrable solution to
s., uniformly on compact sets in t.
Proof: We start by proving that if a bounded solution exists, it is unique. Suppose we have two bounded solutions (Y, Z, U ) and (Y ′ , Z ′ , U ′ ) to (19) . We denote δY := Y − Y ′ , δZ := Z − Z ′ and δU = U − U ′ . We also denote
′ is defined as in Lemma 6. Then we can use a general version of Girsanov's Theorem (see, for example, [21] ) to show that there exists a probability measure Q ∼ P such that under Q the process
is a martingale. We remark that in the case we consider H = R d , Q takes the form dQ := E T (M )dP, where E is a familiar Doléans-Dade exponential. We now apply Tanaka's formula and Remark 13 to see that for all s ≤ t ≤ T we have
and hence
for C a bound on |δY t |. This bound is independent of T and collapses as t → ∞. We now show that a bounded solution exists. We first notice that there indeed exists a unique solution to the T -horizon BSDE (20) . In order to see this, by a standard comparison argument it suffices to check that our new driver, namely F (ω, t, y, z, u) := −αy + f (ω, t, z, u) satisfies Assumption 4, provided that f doe. This is clear given that our additional term does not depend on (z, u), is continuous and monotonic. We denote the solution as (Y T , Z T , U T ). We now prove that Y T is bounded. Similar to above, we define
otherwise.
as in Lemma 6. Then, as above, there exists a probability measureQ ∼ P, under which the process
is a martingale, and therefore applying Tanaka's formula and Itô's formula to e −αt |Y T t | we see that
where C is the bound on |f (ω, t, 0, 0)|. Thus Y T is uniformly bounded. We now show that Y T forms a Cauchy sequence in T uniformly on compacts in t. For every T ′ ≥ T we define
Assumption 6. (Markovian structure) In the sequel we will assume that the driver f is Markovian, that is
for some measurablef . For convenience we simply write f forf . We further assume that the process γ = γ(X, Z, U, U ′ ) associated with f as defined in Assumption 5 is Lipschitz in the first argument.
) is a solution, and by uniqueness we also get that v α (s, x) is bounded. It is also not hard to see that processes Z and U are Markovian, in other words the solution triplet (Y t , Z t , U t ) can be represented as
for some deterministic v α , ξ α , ψ α .
We now establish continuity of the function v α . It will prove to be useful in its own right, and also ensures measurability required in Corollary 1.
Lemma 8. The function v α (s, x) defined as in Corollary 1 is continuous in (t, x).
Proof: We recall that v α (t, x) was constructed as the limit of solutions to discounted finite-horizon BSDEs with zero terminal conditions. For that type of equation, uniform continuity follows from Proposition 2.5 in [2] , since g(x) = 0 is uniformly continuous and f (X, Z, U ) − αY is uniformly continuous in (Y, Z, U ).
Since we obtain v α (t, x) as a limit uniformly on compacts, it is continuous.
Ergodic BSDEs
Now we use the same technique we employed in Theorem 8 to obtain a solution for the Ergodic BSDE
where 0 ≤ t ≤ T < ∞, and f : H × H * × R → R is a given function, Y is a realvalued càdlàg stochastic process, Z is a predictable process in H * . We change measure in such a way to get rid of the drift term, then take expectations, and then send T to infinity. In our case, the generator depends on ω through the forward process X(t, s, x), and we define measure Q x,α,T to be such that the processK
As |v α (t, X(t, s, x))| ≤ C/α for all 0 ≤ t ≤ T , letting T → ∞ we obtain
In order to proceed we notice that under the new measure our forward SDE takes the form
where F Q (·, ·) is the nonlinearity under measure Q that includes new drift terms.
Lemma 9. The map F Q (t, x) is bounded and can be represented as a pointwise limit of a uniformly bounded family of Lipschitz functions.
Proof: We know explicitly the structure of F Q . Define
where Z s = ξ α (s, X s ) and U s = ψ(s, X s ) as in Corollary 1. Using Lemma 6, define {γ s } s≥0 to be such that
for all t ≥ 0. Then we can write
The second argument is bounded due to the fact that f is Lipschitz in Z. By arguments identical to Lemma 3.4 in [10] , one can also show that it is a pointwise limit of Lipschitz functions. The last term is Lipschitz by Assumption 6.
Theorem 9. For v α defined as in Corollary 1, and for an arbitrary x 0 ∈ H, there exist bounds C ′ and C such that
uniformly in x, s and α. Hence, there exists a sequence α n → 0 such that
for all s ≥ 0, x ∈ H and for some bounded function v : R + × H → R and some λ ∈ R.
Proof: With Q x,α,T as above, we denote
, where X(t, s, x) is the mild solution to (25). Then we obtain
for every 0 ≤ t ≤ s, where C ′ and C ′′ are independent of α. For the last step we use the result of Theorem 5. We have just seen that v α is Lipschitz in time. The inequality α|v α (s, x)| < C follows from Theorem 8. Since H is a separable space, there exists a dense subset V ⊂ R + × H. On V we can use a diagonal procedure to construct a sequence α n ց 0 such that
for some function v : V → R and a real number λ. Now, given the fact that v α is continuous for all α > 0, we can extend v by continuity to the whole of
for all x ∈ H and s ≥ 0. We notice that, for t ≥ s,
We have thereby proven that λ is indeed a constant independent of time.
We now prove that the sequences Z α,x and U α,x are also Cauchy. Denotē
We then havē
). By standard arguments, we know that for any β ≥ 4K + 1/2, where K is the Lipschitz constant of f , and β > max(α n , α m ) we have
By Theorem 9 and using the bound on E[ X 
and hence we immediately see that sequences {Z αn,x } n≥1 and {U αn,x } n≥1 are Cauchy. Denoting Z x and U x their corresponding limits, we get the first part of the result. In order to prove uniqueness, suppose there exists another solution (
By the standard Girsanov's argument there exists a probability measure Q T ∼ P such that under Q T the process
is a martingale on [0, T ]. Then we see that
Given the growth condition (26) and the estimate (11), by sending T → ∞ we obtainλ = 0 and thus the uniqueness of λ is proven.
Alternative representation for λ
In this section we show the representation of λ as an integral with respect to a certain invariant measure. We start by considering the linear problem
which can be reduced to the autonomous case by the standard technique of enlarging the state space, i.e. by considering the evolution of the vector (X, y) ∈ H × R + given by
Following [13] we define a one-parameter semigroup as
meaning that we apply the two-parameter semigroup to u as a function of x only. It is clear from the definition that P τ is a Markovian semigroup, which gives us the opportunity to use the powerful existing theory. In order to establish existence and uniqueness of the invariant measure, we need to define the corresponding "periodic" L 2 -space on which the semigroup is a contraction. We denote
for some measure ν. It is clear that L 2 * is a Hilbert space. The following result was established in [13] . Proposition 2. There exists a unique invariant measure for the semigroup P . In other words for every bounded measurable function u such that u(t + T * , x) = u(t, x) for each t > 0 and x ∈ H we have:
Furthermore, on L 2 * (ν) the semigroup P s is a contraction.
We deduce that there also exists a unique invariant measure µ corresponding to the original semilinear problem
This can easily be shown by a change of measure to reduce to the linear case. We leave details to the reader. We recall that the Markovian solution to the EBSDE (10) constructed in Theorem 10 is T * -periodic, that is the quadruple (Y, Z, U, λ) has a representation (v, ξ, ψ, λ), where v, ξ and ψ are T * -periodic in time.
Theorem 12. The value λ in the EBSDE solution (v, ξ, ψ, λ) satisfies
where µ is the unique invariant measure.
Proof: The invariance of µ implies that for any fixed times T and s ≤ T , and any bounded measurable function u such that u(t + T * , x) = u(t, x) we have
We write
where the subscript (x, t) indicates that the forward equation was started at time t with the value x. Then by the invariance property, integrating both sides with respect to µ, we obtain the result.
Remark 14. The representation above gives us an intuitive idea of how to interpret λ. If one thinks about the driver f as a cost function of the optimally controlled dynamical system for the law of X, then λ is the cost of one cycle.
Applications

Classical Ergodic Control
In this section we show how general ergodic control problems can be seen in the framework of EBSDEs for the case of controlled drift. Denote by L : H × U → R a bounded measurable cost function such that
for some C > 0. We consider the problem of minimising
over the space U of controls, a separable metric space in which u t (ω) takes values. We further assume that under P u,T ∼ P the dynamics of the controlled process X on [0, T ] are given by
with X 0 = x 0 . We further assume that R(u) ≤ C ′ and γ(u(t), y) is a measurable function such that there exist a constant 0 ≤ C < 1 such that for every
for all ξ ∈ B. We define the Hamiltonian
where x ∈ H, z ∈ H and r : B → R. Immediately we notice that f (x, 0, 0) is bounded. It is also easy to check that f satisfies Assumptions 4 and 5. Therefore, the EBSDE with driver f (x, z, r) admits a unique (in the class of processes with polynomial growth) Markovian solution (Y, Z, U, λ). If the infimum in (29) is attained, then, by a well known result in [3] , there exists (assuming the continuum hypothesis) a measurable function κ :
Theorem 13. Let the quadruple (Y, Z, U, λ) be the unique Markovian solution satisfying |Y t | ≤ c(1 + X t 2 ) for all t ≥ 0 and some c > 0. Then the following hold:
(i) For an arbitrary control u ∈ U we have J(x 0 , u) = λ if and only if f (X t , Z t , U t ) = L(X t , u(t))+Z t R(u(t))+ (ii) If the infimum is attained in (29), then the controlū(t) = κ(X t , Z t , U t ) verifies J(x 0 ,ū) = λ.
Proof: Identical to the proof of Theorem 8 in [8] .
Power plant evaluation
In this section we present a model for power plant evaluation using Ergodic BSDEs. We show how due to the properties of gas and electricity the problem falls very naturally into the theoretical framework we have developed. We begin by defining the mathematical model of a power plant.
Definition 8. We denote by {E(t)} t≥0 and {G(t)} t≥0 the electricity and gas price processes respectively. We assume that a power plant allows its owner to convert gas into electricity instantaneously, generating profit if E(t)−cG(t) > 0, where c is some conversion constant. The quantity X(t) := E(t)−cG(t) is called the spark spread.
In existing literature (for an overview see, for example, [6] ) the value of a power plant is approximated as a sum of spread options on spot power with different maturities, namely european options with payoffs X + Tj , where {T j , j ∈ J} represent the future hours of production over the plant's lifetime. In other words V P t = j∈J exp(−r(T j − t))E Q (X Tj ) + F t .
A fundamental flaw of this approach is that it relies heavily on the current state of the world, characterised by the short term dynamics of the electricity and gas prices. However, it is clear that one might want to evaluate the power plant before investing into its construction, and by the time the plant begins operation all the short term parameters will have changed. In the rest of the section we provide an alternative method for evaluation, assuming only that the price processes follow ergodic behaviour. In terms of the problem in question, this means that the present state is not important for the calculation of the long term (ergodic) average. We develop a slightly simplified model, where we do not give the dynamics of electricity and gas prices separately, but instead assume that the evolution of the spark spread X is governed by the following equation:
where B = R\{0}, {θ t } t≥0 is a positive process that describes the rate of mean reversion, {κ t } t≥0 is a non-negative process of the mean andÑ is a compensated Poisson random measure on R + × B with the compensator η(dt, dx) = ν(dx)dt.
We also assume that all the processes are periodic in time with period T * = one year . The goal is to find the average yearly profit of the plant, namely
where (x) + := max(x, 0). It is important to notice that, in reality, the difficulty in finding λ comes from the fact that the vector of parameters (θ, κ, ν) is not known exactly. Therefore, we face the risk averse problem of determining the worst-case average under a range of plausible parameters, namely
where U denotes a space of possible values for u = (θ, κ, ν), and under P u ∼ P the dynamics of X are given by dX t = θ t (κ t − X t )dt + R(X t , u(t))dt + These parameters control the rate of mean reversion through R and the rate of spikes through γ. In order to make the model more realistic, without loss of clarity one can also consider the problem of minimising a generalised functional
where L(x, u) incorporates a penalty corresponding to the perceived likelihood of the parameters being realised. Following exactly the same logic as in the derivation of (29), we define the Hamiltonian where r(t) is a (deterministic) discount rate.
Remark 16. As we mentioned at the beginning of this section, imposing the Ornstein-Uhlenbeck dynamics on the spark spread is restrictive. Ideally one would like to model electricity and gas processes separately. If we assume that the marginal price processes follow sums of OU processes (as in [15] , where the authors focus mainly on the copula-based approach) we end up with a twodimensional problem, where the ergodicity required for the existence of a solution to EBSDE is obtained through the fact that the sum of ergodic processes is itself ergodic. The reason we chose the simplified version is simply because it naturally demonstrates the theoretical framework we developed in previous chapters, and gives a clear illustration of how EBSDEs can be applied to this class of problems.
