Abstract. In this paper a complete probabilistic description for the solution of random homogeneous linear second-order differential equations via the computation of its two first probability density functions is given. As a consequence, all unidimensional and two-dimensional statistical moments can be straightforwardly determined, in particular, mean, variance and covariance functions, as well as the first-order conditional law. With the aim of providing more generality, in a first step, all involved input parameters are assumed to be statistically dependent random variables having an arbitrary joint probability density function. Second, the particular case that just initial conditions are random variables is also analysed. Both problems have common and distinctive feature which are highlighted in our analysis. The study is based on random variable transformation method. As a consequence of our study, the well-known deterministic results are nicely generalized. Several illustrative examples are included.
Motivation
The quantification of uncertainty in dynamic models is currently playing an important role in many applied areas. Classical deterministic differential equations, which have demonstrated to be powerful tools for analysing problems that appear in areas such as physics, engineering, chemistry, epidemiology, etc., need to consider randomness in their formulation to account for measurement errors and inherent complexity of problems under study. It has motivated the development of two main classes of differential equations dealing with uncertainty, namely random differential equations (r.d.e.'s)
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, functions of the solution s.p. However, a more convenient goal is the determination of its first probability density function (1-p.d.f.), f 1 (z, t), since from it one can easily compute not just these two first statistical moments,
but also the one-dimensional statistical moment of any order
The 1-p.d.f. characterizes, from a probabilistic point of view, the solution s.p. Z(t) at every time instant t. In general, more challenging is the determination of the rest of the so-called fidis (finite-dimensional distributions), i.e., the n-dimensional p.d.f.'s of the solution s.p. for n ≥ 2, because it usually involves complex developments and computations. These higher p.d.f.'s account for important probabilistic information. For instance, the 2-p.d.f., f 2 (z 1 , t 1 ; z 2 , t 2 ), provides a complete probabilistic description of the solution s.p. at every arbitrary pair of times, say t 1 and t 2 . In particular, the 2-p.d.f. allows us to compute the correlation function Γ Z (t 1 , t 2 ) = E[Z(t 1 )Z(t 2 )] = ∞ −∞ ∞ −∞ z 1 z 2 f 2 (z 1 , t 1 ; z 2 , t 2 ) dz 1 dz 2 , (1.2) which is an important measure of linear statistical interdependence between Z(t 1 ) and Z(t 2 ). The determination of covariance function, C Z (t 1 , t 2 ), from
