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ABSTRACT
Adversarial robust models have been shown to learn more robust and interpretable
features than standard trained models. As shown in [Tsipras et al. (2018)], such
robust models inherit useful interpretable properties where the gradient aligns per-
ceptually well with images, and adding a large targeted adversarial perturbation
leads to an image resembling the target class. We perform experiments to show
that interpretable and perceptually aligned gradients are present even in models
that do not show high robustness to adversarial attacks. Specifically, we perform
adversarial training with attack for different max-perturbation bound. Adversarial
training with low max-perturbation bound results in models that have interpretable
features with only slight drop in performance over clean samples. In this paper, we
leverage models with interpretable perceptually-aligned features and show that ad-
versarial training with low max-perturbation bound can improve the performance
of models for zero-shot and weakly supervised localization tasks.
1 INTRODUCTION
Adversarial examples are crafted by adding visually imperceptible perturbation to clean inputs that
leads to a significant change in the network’s prediction [Szegedy et al. (2014); Goodfellow et al.
(2015)]. Adversarially trained classifiers are optimized using min-max objective to achieve high
accuracy on adversarially-perturbed training examples [Madry et al. (2018b)]. Recently, [Tsipras
et al. (2018); Santurkar et al. (2019)] demonstrated that adversarial trained robust networks have
gradients that are perceptually-aligned such that updating an image in the direction of the gradient
to maximize the score of target class changes the image to posses visual features of the target class.
Also, [Kaur et al. (2019)] extended the perceptually meaningful property to randomized smoothing
robust models and argued that the perceptually-aligned gradients might be a general property of
robust models.
In this paper, we show that even adversarially trained models on low max-perturbation bound have
perceptually-aligned interpretable features. Although these models don’t show high adversarial ro-
bustness but have comparable test accuracy to standard trained models unlike adversarially trained
models on high max-perturbation bound. We explore the advantages of these interpretable features
on downstream tasks and show improvements on zero-shot and weakly supervised localization tasks.
2 EXPERIMENTS AND RESULTS
In this section, we start with a brief description of the datasets and the model architecture used,
following up with details of the experiment.
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Model Adversarial Accuracy (10 step PGD attack)
 = 0.0/255.0  = 4.0/255.0  = 8.0/255.0
Natural 90.88 0.01 0.00
AT-1 90.95 34.33 4.53
AT-2 90.88 50.76 14.41
AT-4 89.79 61.28 27.30
AT-8 87.25 73.99 47.37
Table 1: Adversarial Robustness of different models on CIFAR-10
Figure 1: Visualization of image level gradients for CIFAR-10 and SVHN dataset. Column 1 denotes the
original image. Columns 2-7 denote the gradient from Natural, AT-1, AT-2, AT-4, AT-8 models respectively
Datasets We perform experiments on five standard datasets, USPS [Hull (1994)], MNIST [Le-
cun et al. (1989)], CIFAR-10[Krizhevsky et al. (2010)], SVHN[Netzer et al. (2011)] and Restricted
Imagenet[Tsipras et al. (2018)]. MNIST consists of grayscale handwritten images of digits of size
28 ∗ 28. We use the network architecture as described in Madry et al. (2018a). USPS, like MNIST,
has handwritten digits for 10 different classes. However, the image size is 16 × 16. MNIST and
USPS are subject to different data distributions and thus are often used to check zero-shot or transfer
learning performance of models. CIFAR-10 consists of RGB images of size 32× 32 for 10 different
classes. SVHN contains RGB images of streetview house numbers for 10 different classes. Re-
stricted ImageNet consists of a subset of ImageNet classes which have been grouped into 9 different
classes that has RGB images of dimension 224 × 224. We perform experiments over WRN-28-
10 model [Zagoruyko & Komodakis (2016)] for SVHN, CIFAR-10 and over ResNet50 [He et al.
(2016)] for Restricted ImageNet dataset.
Methodology We perform adversarial training (AT) using either FSGM [Goodfellow et al. (2015);
Wong et al. (2020)] or PGD [Madry et al. (2018b)]. We found similar results on the mentioned
downstream tasks for FGSM and PGD adversarially trained models.
Qualitative evaluation We perform adversarial training (AT) for CIFAR-10 and SVHN over
WRN-28-10 model under l∞ norm constraint, for a range of maximum perturbation bound(). Dif-
ferent models were trained for  ∈ [1.0/255.0, 2.0/255.0, 4.0/255.0, 8.0/255.0]with a batch size of
128 for 30, 000 and 5, 000 steps for CIFAR-10 and SVHN respectively. Let us denote the adversar-
ially trained model with l∞ perturbation bound() as AT- and standard trained models as Natural
that trains using the clean samples only.
The robustness of different models against a strong adversarial attack, PGD attack, for various values
of  over CIFAR-10 dataset have been mentioned in table 1. We find that models trained against
small  adversarial perturbations do not show high robustness against strong adversarial attacks.
The image level gradients for all the different models as done in Tsipras et al. (2018) have been
visualized in figure 1. As can be seen from the figure, that while the gradients of the natural model
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Figure 2: High  adversarial images. Column 1 denotes the original image. Columns 2-7 denote high 
adversarial images from Natural, AT-1, AT-2, AT-4, AT-8 models respectively
Figure 3: Example images generated by large  untargeted l2 attack using ResNet-50 model trained by adver-
sarial training with  = 2 on Restricted ImageNet. Top row denotes the original images while the bottom row
denotes the adversarial images.
looks like a noisy version of the original image, the gradients of the model trained via adversarial
training for different  align well with the original image. This is valid even for the adversarial
trained models with low value of .
We also perform non-targeted adversarial attack at a high value of  = 32.0/255.0. We use PGD
attack, with a learning rate of 1.6/255.0 and step size of 50 to compute the attack. Again we find
that, while such an attack induces random noise to the Natural model, for the other models such
adversarial images often resemble those belonging to different classes. The results are shown in
figure 2. We can see cat changing to dog, frog changing to deer and truck changing to car for
the different models over the CIFAR-10 dataset. We repeat this experiment over the Restricted
ImageNet dataset too. Figure 3 shows some of the images generated from a model trained via
adversarial training for  = 2 using ResNet50 model.
Interestingly both of the above phenomenons were shown to be property of adversarial robust models
in Tsipras et al. (2018). In contrast, we show that not so robust models, trained via adversarial
training for small values of  also exhibit such properties.
Zero shot learning Models that seem to learn more interpretable features should also perform
better against shifts in data distributions. We show the performance of adversarial trained models
for two zero-shot tasks, SVHN→MNIST and MNIST→USPS. For both of these tasks, the model
was trained over the source dataset and evaluated over the validation set of both source and target
datasets. We define sourceAcc. and targetAcc. as the validation accuracies over the source and target
datasets respectively.
SVHN→MNIST We perform adversarial training for  ∈ [1.0/255.0, 2.0/255.0, 4.0/255.0,
8.0/255.0] over the SVHN dataset. Again AT-1, AT-2, AT-4, AT-8 refer to the corresponding ad-
versarial trained models. As a baseline we also perform training of models with gaussian noise of
varying strength added to the inputs, as done in [Kaur et al. (2019)]. The corresponding models are
3
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Model sourceAcc. targetAcc.
Natural 94.72 53.98
AT-1/N-1 95.40/95.36 75.99/74.65
AT-2/N-2 94.73/94.93 75.73/72.14
AT-4/N-4 93.31/94.21 77.26/74.30
AT-8/N-8 90.02/90.68 69.25/58.20
Table 2: Zero-shot accuracy for SVHN→MNIST
Model sourceAcc. targetAcc.
Natural 99.17 75.14
AT-0.05/N-0.05 99.37/98.71 81.81/80.32
AT-0.1/N-0.1 99.23/99.1 82.41/81.81
AT-0.2/N-0.2 99.04/99.2 77.68/79.92
AT-0.3/N-0.3 98.4/99.19 73.99/81.22
Table 3: Zero-shot accuracy for MNIST→USPS
Figure 4: Examples of estimated bounding box and heatmap by adversarially ResNet50 model on randomly
chosen images of CUB dataset; Red bounding box is ground truth and green bounding box corresponds to the
estimated box
referred to as N-1, N-2, N-4, N-8. The source and target validation accuracies have been mentioned
in table 2.
MNIST→USPS We perform adversarial training for  ∈ [0.05,0,1,0.2,0.3] over the MNIST dataset
and then evaluate the performance of the trained model over the USPS dataset. The results have
been mentioned in table 3.
For both zero-shot tasks, we find that the adversarial trained models for low  often achieve higher
performance over the target dataset than the naturally trained models. Further, the performance of
AT models for low  often exceeds the AT models trained on high 
Weakly Supervised Object Localization (WSOL) aims to localize the object in the given image
through weak supervisory signals like image labels instead of rich annotation of bounding boxes.
Most of the prior techniques (Choe & Shim, 2019; Zhang et al., 2018a;b) exploit CAM (Zhou et al.,
2016) image interpretation technique for predicting the bounding box of the object using a trained
model. We hypothesize that models having perceptually aligned gradients with respect to image
and high test accuracy should prove useful in this domain. We show empirically that adversarially
trained model with low max-perturbation bound having perceptually aligned gradients performs
comparable to the state-of-the-art in WSOL on CUB (Wah et al., 2011) dataset in table 4. We
report on evaluation metrics used in Choe & Shim (2019) i.e. Top-1 classification accuracy (Top-
1 Acc); Localization accuracy when ground truth is known (GT-Known Loc), i.e when intersection
over union (IoU) of estimated box and ground truth bounding box>0.5; Top-1 localization accuracy,
i.e. when prediction is correct and IoU of bounding box>0.5 (Top-1 Loc). We show some sample
images and estimated bounding boxes in figure 4.
Model Method WSOL Top-1 Acc
GT-Known Loc Top-1 Loc
ResNet50-SE ADL(Choe & Shim, 2019) - 62.29 80.34
ResNet50
Natural 60.37 50.0 81.12
AT-0.5 77.93 61.03 78.69
AT-1 74.55 55.89 75.88
AT-2 69.93 50.10 70.02
Table 4: Weakly Supervised Localization on CUB dataset. Bold text refers to the best Top-1 Loc and underline
denotes the second best.
4
Published as a conference paper at ICLR 2020
3 CONCLUSION
We observe that adversarial training on low values of  also induces features that are perceptually-
aligned unlike standard trained model. While these models do not show strong robustness against
adversarial attacks, but performing adversarial attack of large magnitude often generates an image
belonging to a different class. We further show that such models outperform models trained naturally
and AT models with high value of , on two different zero-shot tasks and a weakly supervised
localization task. We hope that our findings will spur research aimed at harnessing the perceptually-
aligned model features to further generalize to additional downstream tasks.
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