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We study the organization and dynamics of growing directed networks. These networks are
built by adding nodes successively in such a way that each new node has K directed links to the
existing ones. The organization of a growing directed network is analyzed in terms of the number
of “descendants” of each node in the network. We show that the distribution P (S) of the size, S,
of the descendant cluster is described generically by a power-law, P (S) ∼ S−η, where the exponent
η depends on the value of K as well as the strength of preferential attachment. We determine that,
in the case of growing random directed networks without any preferential attachment, η is given
by 1 + 1/K. We also show that the Boolean dynamics of these networks is stable for any value of
K. However, with a small fraction of reversal in the direction of the links, the dynamics of growing
directed networks appears to operate on “the edge of chaos” with a power-law distribution of the
cycle lengths. We suggest that the growing directed network may serve as another paradigm for the
emergence of the scale-free features in network organization and dynamics.
PACS numbers: 89.75.Da, 89.75.Hc, 05.45.-a
The dynamics of complex adaptive systems is strongly
influenced by the way the elements of the network are
connected and the way these elements interact. The or-
ganization of real-world networks [1, 2, 3] has attracted
intensive interest following the seminal work of Baraba´si
and Albert [4] on scale-free networks. The degree distri-
bution P (k), which gives the probability that a randomly
selected node has exactly k edges, has been used as the
most important characterization of complex networks.
Power-law or scale-free degree distributions have been
found in many real-world complex networks, such as the
Internet, cellular metabolic networks, research collabora-
tion network, and the World Wide Web [4, 5]. Most stud-
ies of the network have been focused on network topology,
but there are also a few studies of dynamical processes
on these networks [6, 7, 8]. In particular, Aldana and
Cluzel demonstrated that the scale-free topology of the
network favors robust dynamics [9]. Nevertheless, much
work is still needed to characterize and classify network
dynamics and organization.
In this paper we study a generic class of growing
directed networks, which are grown by adding nodes
successively, just as in the well-known Baraba´si-Albert
model. But we consider the resulting network only as a
directed network, and we focus on the limiting case of a
citation-like network in which the new node is directed to
the existing nodes and not the other way around. Except
for the initial cluster of K +1 nodes, which are linked in
both directions, all other nodes added have K directed
links to the existing ones. In terms of dynamics the ex-
isting nodes are not controlled by the new node added,
thus the network can be viewed essentially as a hierarchi-
cal feed-forward network. To make our discussion rele-
vant to many real world networks which typically have a
fraction of feedback links, we also consider the modified
network that contain a small fraction of link reversals.
We investigate the global organization of these grow-
ing directed networks. Unlike the undirected version of
the network, the influence of a node on the others in the
directed network may be limited. For each node we can
define a descendant cluster consisting of all the nodes
that are linked to it directly or indirectly through inter-
mediate nodes. More precisely, the descendant cluster
of node v is the set of all nodes from which node v can
be reached by following a path of directed links. This is
the same as the in-component defined in Ref. [10]. The
possible impact of a given node on the others can be
characterized by the size of its descendant cluster. The
cluster size distribution gives an overall description of
the network organization in terms of the potential influ-
ence of one node on the others. It is a better measure
of the global organization of the directed network than
the degree distribution, which is essentially a measure of
local connectivity in the network. We show that, as far
as the cluster size distribution is concerned, growing di-
rected networks are generically scale-free, irrespective of
the strength of preferential attachment and the value of
K.
We also investigate the Boolean dynamics of these
growing networks. The study of the dynamics of Boolean
networks was pioneered by Kauffman [11, 12], who fo-
cused primarily on random directed networks. Kauff-
man’s NK model (Kauffman net) consists of N nodes and
K directed links per node such that each node is con-
trolled by K other nodes. The model has been used as a
prototypical model of gene regulation and control. Kauff-
man suggests that gene networks operate on the “edge of
chaos” (in a critical phase), as evolution demands that
there be sensitivity to perturbations and mutations. In
Kauffman’s NK model, the critical phase occurs only at
the specific parameter value K = 2 [11, 13]. For K > 2
the dynamics is chaotic. We show that, in contrast, the
dynamics of growing directed networks (with a small frac-
tion of link reversals) appears to operate on the “edge of
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FIG. 1: Model A: The descendant cluster size distribution
for α = 0, 0.5, 1. N = 200000 and K = 5 are used.
chaos” for a wide range of values of K.
Two models of growing directed networks are consid-
ered in our study. In Model A, the network is grown in
the same way as in the undirected version [14]. We start
with an initial cluster ofK+1 nodes, which are fully con-
nected (two directed links between each pairs of nodes).
At each stage, we add a new node with K links to K
of the nodes already present in the network. The link is
directed from the new node to an existing node, meaning
that the new node is a descendant of the existing one. We
assume that the probability of connecting a new node to
an existing one with degree k is proportional to kα, where
k is the total degree of the node: k = kin + kout (kin is
the number of incoming links and kout is the number of
outgoing links; for this model kout ≡ K). For α > 0,
we have preferential attachment. The undirected version
of the network with α = 1 corresponds to the Baraba´si-
Albert model. The power-law degree distribution can
only be observed for α = 1 [14, 15]. As far as the degree
distribution is concerned, the network is only scale-free
when α = 1. In contrast, we found that the power-law
distribution is in fact quite generic in the size distribution
of descendant clusters. Fig. 1 shows such size distribution
for α = 0, 0.5, 1.0 and K = 5. The degree distributions
are also shown in the figure for comparison. For α ≤ 1.0
the cluster size distribution can be described very well
by a power law P (S) ∼ S−η (The deviation is noticeable
only when S ∼ O(N)). For α = 0 and 0.5, we found
η ≈ 1.2, and for α = 1, η ≈ 1.3. We have checked that
the power laws exist for a wide range of values of K; the
exponent depends on both K and α. Even though α = 1
is a special case for the degree distribution (as can also
be seen from Fig. 1), it is not for the descendant cluster
distribution. The power-law distribution of descendant
cluster sizes is rather generic in growing directed network.
We also consider a variant of Model A, which we refer
to as Model B. In this model, we choose the growth rule
such that the probability of connecting to the node with
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FIG. 2: Model B: The descendant cluster size distribution
for α = 0, 0.5, 1. N = 200000 and K = 5 are used.
in-degree kin is proportional to k
α
in + 1. The constant 1
is added to give a nonzero starting weight to the nodes
that have not been connected to. Again we obtain power-
law cluster size distributions, which are plotted in Fig. 2.
The exponents obtained for the cluster distribution are
different from those of Model A. We obtained η ≈ 1.2 for
α = 0, η ≈ 1.3 for α = 0.5, and η ≈ 1.6 for α = 1.
Model A and B are the same model when α = 0 (no
preferential attachment). For this case we can write down
a Master equation for the cluster size distribution. Let
n(N,S) be the number of clusters of size S when N nodes
are present. Now we add a new node to the network.
For N ≫ K, n(N,S) evolves according to the following
equation:
n(N + 1, S + 1) = n(N,S)
[
1− (1 −
S
N
)K
]
+n(N,S + 1)(1−
S + 1
N
)K , (1)
where (1 − S
N
)K is the probability that the new node
added does not link to any of the S nodes in a given
cluster of size S. For 1 ≪ S ≪ N , n(N,S) can be
approximated as n(N,S) = N ∗ p(s), where s = S/N
and p(s) is the probability density function for the size
distribution. In addition, 1− (1 − S
N
)K ≈ KS/N = Ks.
In terms of p(s) the above equation can be rewritten as
p(s+
1
N
) = −N
[
K(s+
1
N
)p(s+
1
N
)−Ksp(s)
]
(2)
Neglecting the terms of order 1/N and higher, we have
Ks
dp
ds
= −(K + 1)p(s) (3)
This leads to p(s) ∝ s−η with η = 1 + 1/K. Fig. 3
shows the cluster size distribution for α = 0 and K =
1, 2, 3, 5, 8. The numerical values of the exponent η agree
very well with the analytical values.
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FIG. 3: The cluster size distribution for α = 0, K =
1, 2, 3, 5, 8, and N = 200000. The slopes of the lines drawn
are given by − 1+K
K
The cluster distribution for the special case of α = 0
and K = 1 was first obtained by Krapivsky and Redner
[10]. They obtained η = 2 in agreement with our analy-
sis. They also pointed out that the distribution for the
special case of α = 1 and K = 1 can also be obtained
analytically, and η is again equal to 2. This is not sur-
prising, for both cases, the probability that a new node
is added to a cluster of size S is simply S/N . This can
be seen from the fact that, for α = 1, this probability is
proportional to
∑
kin/N , which is the same as S/N , be-
cause
∑
kin =
∑
kout = S for the cluster. Thus exactly
same Master equation applies for both cases. We have
also checked, numerically, that η is in fact equal to 2 for
0 ≤ α ≤ 1.
We can also generalize the model to the case K < 1.
The meaning of K for this case is the probability that
the new node gets connected to a randomly chosen exist-
ing node (the resulting network consists of disconnected
components). Let us consider again the special case of
α = 0. It is easy to check that the same Master equation
(Eq. 2) can be used to determine p(s), leading again to
p(s) ∝ s−η with η = 1 + 1/K > 2. It is interesting to
note the component size distribution of growing (undi-
rected) networks in the subcritical regime follows exactly
the same scaling (see Eq. (31) of Ref. [16], which contains
a review of universal properties of growing networks and
earlier references on this subject). This is not surprising
as the same Master equation applies to both the distri-
bution of the descendant cluster and that of the compo-
nent size. However, there is no direct one-to-one mapping
which maps a descendant cluster to a component of the
network (each node has a descendant cluster, but the
number of connected components is typically much less
than the number of nodes).
We now turn to the Boolean dynamics of growing di-
rected networks. The study of the dynamics of Boolean
networks was pioneered by Kauffman, who used it as a
prototypical model of a genetic regulatory network. In
the Kauffman net, each node is controlled by K other
nodes chosen randomly. The dynamics of the Kauffman
net depends crucially on K. For K = 1 the dynamics
converges to a fixed point or a limit cycle (this is the or-
dered phase). For K = 2, the system is at the “edge of
chaos” where cycles of many different lengths can appear.
For K > 2, the system is in the chaotic phase.
The Boolean dynamics of our growing directed net-
work is always in the ordered phase with the maximum
period equal to 2K+1. This is due to the fact that, by
construction, the initial K + 1 nodes are mutually con-
nected; they are not controlled by the nodes added to
the network later. Thus the maximum period for the dy-
namics of this initial cluster is 2K+1. As the new nodes
are controlled only by the existing nodes in the cluster,
it is easy to show, by induction, that the period of the
dynamics of the entire system is the same as the period
of the dynamics of the initial cluster. Thus the dynamics
of the growing directed network is in the ordered phase
irrespective of the values of K and α.
Many real-world networks, with the possible exception
of citation-like networks, are not simple feed-forward di-
rected networks we considered above. There typically
exist a certain fraction of feedback links (the new node
controls the existing one). To model these networks, we
start with the original feed-forward network. Then, with
a probability q = p/K (Here p is the probability that
a node has a feedback link), reverse the direction of the
links. Here we focus on the case of α = 0 (growing ran-
dom directed networks). For sufficiently small value of
p, the Boolean dynamics of these modified networks is
similar to that of the Kauffman net when K=2 [17]: De-
pending on the initial conditions, cycles of a wide range
of lengths appear. We performed extensive simulation of
the Boolean dynamics of these networks for various val-
ues of α, K, and N . The length of the simulation is up
to 107 time steps so that we can detect the period of the
dynamics up to the order of 107. The statistical results
were obtained by averaging over 2000 to 200000 inde-
pendent runs. Fig. 4 shows the distribution of the cycle
length (period), which can be described as a power law
P (T ) ∼ T−θ, where the exponent increases as p increases.
We also found that there is a threshold value pc, which
depends on bothK andN . The power law distribution of
P (T ) occurs for p < pc, with the exponent θ approaches
1 as p→ pc. For p > pc, the fraction of chaotic dynamics
(numerically we classify the dynamics as chaotic if the
period is greater than 107) increases rapidly. There is
a clear transition from the “edge of chaos” regime to a
chaotic regime. Fig. 5 shows the fraction of chaotic dy-
namics as a function of p, for K = 4 and 6, N = 201, 401,
and 801. The transition is rather sharp for large N . We
have also checked that the same qualitative behaviors
can be observed for small α (α < 0.5). However, for
α close to 1, even though there is still a transition to a
chaotic regime, there is no “edge of chaos”’ regime for
p < pc (the distribution P (T ) is broad, but it cannot
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FIG. 4: The distribution of cycle lengths in growing random
directed networks (α = 0) for the cases: (a) K = 6, N =
401, (b) K = 6, N = 801, and (c) K = 4, N = 801. The
distribution (for 0 < p < pc) can be approximated by a power
law P (T ) ∼ T−θ
be described using a power law). This shows that the
dynamical properties of the network are not necessarily
correlated with the local degree distribution. It remains
a challenging task, however, to identify the key features
of the global organization of the networks that directly
affect the dynamics.
In conclusion, we have studied the organization and
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FIG. 5: The fraction of chaotic dynamics found in grow-
ing random directed networks as a function of p for N =
201, 401, 801, and (a) K = 4 and (b) K = 6.
Boolean dynamics of growing directed networks. In terms
of cluster of descendants, the size distribution exhibits a
robust power law for a wide range ofK and α values. The
Boolean dynamics of the networks is very stable with the
maximum period equal to 2K+1. However, with a small
fraction of link reversals, the dynamics appears to oper-
ate on the “edge of chaos” with a power-law distribution
of the cycle lengths. This critical regime is rather generic
and can be obtained without a fine tuning of the parame-
tersK and α, in contrast to the original Kauffman model.
With its generic scale-free features in the organization
and dynamics, the growing directed network serves as
another paradigm for the emergence of scale-free dynam-
ical and organizational properties as exhibited in many
real-world networks.
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