Intuitionistic first-order logic extended with a restricted form of Markov's principle is constructive and admits a Curry-Howard correspondence, as shown by Herbelin. We provide a simpler proof of that result and then we study intuitionistic first-order logic extended with unrestricted Markov's principle. Starting from classical natural deduction, we restrict the excluded middle and we obtain a natural deduction system and a parallel Curry-Howard isomorphism for the logic. We show that proof terms for existentially quantified formulas reduce to a list of individual terms representing all possible witnesses. As corollary, we derive that the logic is Herbrand constructive: whenever it proves any existential formula, it proves also an Herbrand disjunction for the formula. Finally, using the techniques just introduced, we also provide a new computational interpretation of Arithmetic with Markov's principle.
Introduction
Markov's Principle was introduced by Markov in the context of his theory of Constructive Recursive Mathematics (see [15] ). Its original formulation is tied to Arithmetic: it states that given a recursive function f : N → N, if it is impossible that for every natural number n, f (n) = 0, then there exists a n such that f (n) = 0. Markov's original argument for justifying it was simply the following: if it is not possible that for all n, f (n) = 0, then by computing in sequence f (0), f (1), f (2), . . ., one will eventually hit a number n such that f (n) = 0 and will effectively recognize it as a witness. Markov's principle is readily formalized in Heyting Arithmetic as the axiom scheme
where P is a primitive recursive predicate [14] . When added to Heyting Arithmetic, Markov's principle gives rise to a constructive system, that is, one enjoying the disjunction and the existential witness property [14] (if a disjunction is derivable, one of the disjoints is derivable
Restricted Excluded Middle
The Curry-Howard correspondence we present here is by no means an ad hoc construction, only tailored for Markov's principle. It is a simple restriction of the Curry-Howard correspondence for classical first-order logic introduced in [4] , where classical reasoning is formalized by the excluded middle inference rule:
Γ, a : ∀x Q u : C Γ, a : ∃x ¬Q v : C EM Γ u a v : C It is enough to restrict the conclusion C of this rule to be a simply existential statement and the Q in the premises ∀x Q, ∃x ¬Q to be propositional. We shall show that the rule is intuitionistically equivalent to MP. With our approach, strong normalization is just inherited and the transition from classical logic to intuitionistic logic with MP is smooth and natural.
Markov's Principle in Arithmetic
We shall also provide a computational interpretation of Heyting Arithmetic with MP. The system is constructive and witnesses for provable existential statements can be computed. This time, we shall restrict the excluded middle as formalized in [2] and we shall directly obtain the desired Curry-Howard correspondence. As a matter of fact, the interpretation of MP in Arithmetic ends up to be a simplification of the methods we use in first-order logic, because the decidability of atomic formulas greatly reduces parallelism and eliminates case distinction on the truth of atomic formulas.
Plan of the Paper
In Section §2, we provide a simple computational interpretation of first-order intuitionistic logic extended with Herbelin's restriction of Markov's principle. We also show that the full Markov principle MP cannot be proved in that system. In Section §3, we provide a Curry-Howard correspondence for intuitionistic logic with MP, by restricting the excluded middle, and show that the system is Herbrand constructive. In Section §4, we extend the Curry-Howard to Arithmetic with MP and show that the system becomes again constructive.
2

Herbelin's Restriction of Markov's Principle
In [8] Herbelin introduced a Curry-Howard isomorphism for an extended intuitionistic logic. By employing exception raising operators and new reduction rules, he proved that the logic is constructive and can derive the axiom scheme HMP : ¬¬∃α P → ∃α P (P propositional and → not occurring in P )
Actually, Herbelin allowed P also to contain existential quantifiers, but in that case the axiom scheme is intuitionistically equivalent to ¬¬∃α 1 . . . ∃α n P → ∃α 1 . . . ∃α n P , again with P propositional and → not occurring in P . All of the methods of our paper apply to this case as well, but for avoiding trivial details, we keep the present HMP.
Our first goal is to show that HMP has a simpler computational interpretation and to provide a straightforward proof that, when added on top of first-order intuitionistic logic, HMP gives rise to a constructive system. In particular, we show that the ordinary Prawitz reduction rules for intuitionistic logic and thus the standard Curry-Howard isomorphism [13] are enough for extracting witnesses for provable existential formulas. The crucial insight, as we shall see, is that HMP can never actually appear in the head of a closed proof term having existential type. It thus plays no computational role in computing witnesses; it plays rather a logical role, in that it may be used to prove the correctness of the witnesses.
To achieve our goal, we consider the usual natural deduction system for intuitionistic first-order logic [12, 13] , to which we add HMP. Accordingly, we add to the associated lambda calculus the constants M P : ¬¬∃α P → ∃α P . The resulting Curry-Howard system is called IL + HMP and is presented in fig. 1 . The reduction rules for IL + HMP presented in fig. 2 are just the ordinary ones of lambda calculus. On the other hand, M P has no computational content and thus no associated reduction rule. Of course, the strong normalization of IL + HMP holds by virtue of the result for standard intuitionistic Curry-Howard.
Theorem 1. The system IL + HMP is strongly normalizing
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where m ranges over terms of the first-order language of formulas L, x over proof-term variables, α over first-order variables.
Contexts With Γ we denote contexts of the form x1 : A1, . . . , xn : An, where each x i is a proof-term variable, and x i = x j for i = j.
where m is any term of the language L and α does not occur free in any formula B occurring in Γ.
Existential Quantification
where α is not free in C nor in any formula B occurring in Γ. As we shall see in Theorem 4, the reason why HMP cannot be appear in the head of a closed proof term having existential type is that its premise ¬¬∃α P is never classically valid, let alone provable in intuitionistic logic.
Proposition 2.
Assume that the symbol → does not occur in the propositional formula P . Then ¬¬∃α P is not classically provable.
Proof. We provide a semantical argument. ¬¬∃α P is classically provable if and only if it is classically valid and thus if and only if ∃α P is classically valid. For every such a formula, we shall exhibit a model falsifying it. Consider the model M where every n-ary predicate is interpreted as the empty n-ary relation. We show by induction on the complexity of the formula P that P M = ⊥ for every assignment of individuals to the free variables of P , and therefore (∃α P ) M = ⊥.
If P is atomic, then by definition of M, we have P M = ⊥ for every assignment of the variables.
In order to derive constructivity of IL + HMP, we shall just have to inspect the normal forms of proof terms. Our main argument, in particular, will use the following well-known syntactic characterization of the shape of proof terms. 
Proposition 3 (Head of a Proof Term
Proof. Standard.
We are now able to prove that IL + HMP is constructive.
Theorem 4 (Constructivity of IL + HMP).
If IL + HMP t : ∃α A, and t is in normal form, then t = (m, u) and IL + HMP
u : A[m/α].
If IL+HMP t : A∨B and t is in normal form, then either
Proof.
1. By Proposition 3, t must be of the form ru 1 . . . u k . Let us consider the possible forms of r.
Since t is closed, r cannot be a variable. We show that r cannot be M P . If r were M P : ¬¬∃x P → ∃α P for some P , then IL + MP u 1 : ¬¬∃α P . Since IL + HMP is contained in classical logic, we have that ¬¬∃α P is classically provable. However we know from Proposition 2 that this cannot be the case, which is a contradiction. We also show that r cannot be H ⊥→P . Indeed, if r were H ⊥→P for some P , then IL + MP u 1 : ⊥, which is a contradiction. The only possibility is thus that r is one among λx.t, λα.t, t 1 , t 2 , ι i (t), (m, t). In this case, k must be 0 as otherwise we would have a redex. This means that t = r and thus t = (m, u) with IL + HMP u : A(m).
2.
The proof goes along the same lines of case 1.
Finally, we prove that IL + HMP is not powerful enough to express full Markov's principle MP. Intuitively, the reason is that IL + HMP is a constructive system and thus cannot be strong enough to interpret classical reasoning. This would indeed be the case if IL + HMP proved MP, an axiom which complements very well negative translations.
Proposition 5. IL + HMP MP.
Proof. Suppose for the sake of contradiction that IL + HMP MP. Consider any proof in classical first-order logic of a simply existential statement ∃α P. By the Gödel-Gentzen negative translation (see [14] ), we can then obtain an intuitionistic proof of ¬¬∃α P N , where P N is the negative translation of P, and thus IL + HMP ∃α P N . By Theorem 4, there is a first-order term m such that
, we would have a single witness for every classically valid simply existential statement. But this is not possible: consider for example the first-order language L = {P, a, b} and the formula F = (P (a) ∨ P (b)) → P (α) where P is an atomic predicate. Then the formula ∃α F is classically provable, but there is no term m such that F [m/α] is valid, let alone provable:
it cannot be m = a, as it is shown by picking a model where P is interpreted as the set {a} it cannot be m = b, because we can interpret P as the set {b}.
Full Markov Principle and Restricted Excluded Middle in First-Order Logic
In this section we describe the natural deduction system and Curry-Howard correspondence IL + EM − 1 , which arise by restricting the excluded-middle in classical natural deduction [4] . This computational system is based on delimited exceptions and a parallel operator. We will show that on one hand full Markov principle MP is provable in IL + EM − 1 and, on the other hand, that IL + MP derives all of the restricted classical reasoning that can be expressed in IL + EM − 1 , so that the two systems are actually equivalent. Finally, we show that the system IL+EM − 1 is Herbrand constructive and that witnesses can effectively be computed.
All of the classical reasoning in IL + EM − 1 is formally restricted to negative formulas. Definition 6 (Negative, Simply Universal Formulas). We denote propositional formulas as P 1 , . . . P n , Q, R, . . . . We say that a propositional formula is negative whenever ∨ does not occur in it. Formulas of the form ∀α 1 . . . ∀α n P, with P negative, will be called simply universal.
In order to computationally interpret Markov's principle, we consider the rule EM − 1 , which is obtained by restricting the conclusion of the excluded middle EM 1 [4, 2] to be a simply existential formula, . In first-order logic, however, there is an issue: when should an exception be thrown? Since the truth of atomic predicates depends on models, one cannot know. Therefore, each time H ∀αP a is applied to a term m, a new pair of parallel independent computational paths is created, according as to whether P[m/α] is false or true. In one path the exception is thrown, in the other not, and the two computations will never join again. To render this computational behaviour, we add the rule EM 0 of propositional excluded middle over negative formulas
we also add the axiom Γ, a : P H P : P We call the resulting system IL + EM − 1 ( fig. 3 ) and present its reduction rules in fig. 4 ; they just form a restriction of the system IL + EM described in [4] . The reduction rules are in fig. 4 and are based on the following definition, which formalizes the raise and catch mechanism. As we anticipated, our system is capable of proving the full Markov Principle MP and thus its particular case HMP.
Definition 7 (Exception Substitution
)
Proposition 8 (Derivability of MP). IL + EM
− 1
MP
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where α is not free in C nor in any formula B occurring in Γ. Proof. First note that with the use of EM 0 , we obtain that IL+EM − 1 P ∨¬P for any atomic formula P . Therefore IL + EM − 1 can prove any propositional tautology, and in particular IL + EM − 1 P ∨ Q ↔ ¬(¬P ∧ ¬Q) for any propositional formulas P, Q, thus proving that each propositional formula is equivalent to a negative one.
Consider now any instance ¬¬∃α Q → ∃α Q of MP. Thanks to the previous observation, we obtain
¬¬∃α Q → ∃α Q ↔ ¬¬∃α P → ∃α P for some negative formula P logically equivalent to Q. The following formal proof shows that
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Reduction Rules for IL
x).w] → u[(α, x).w] | v[(α, x).w]
Reduction Rules for EM [∃α P] (1)
Conversely, everything which is provable within our system can be proven by means of first-order logic with full Markov principle.
Proof. We just need to show that IL + MP can prove the rules EM − 1 and EM 0 . For the case of EM 0 , note that IL + MP ¬¬P → P for all propositional formulas P, thanks to MP. Since for every propositional Q we have IL + MP ¬¬(Q ∨ ¬Q), we obtain IL + MP Q ∨ ¬Q, and therefore IL + MP can prove EM 0 by mean of an ordinary disjunction elimination.
In the case of EM [∀αP] (1) . . . (2) . . .
As in [4] , all of our main results about witness extraction are valid not only for closed terms, but also for quasi-closed ones, which are those containing only pure universal assumptions.
Definition 10 (Quasi-Closed terms
). An untyped proof term t is said to be quasi-closed, if it contains as free variables only hypothesis variables a 1 , . . . , a n , such that each occurrence of them is of the form H ∀ αPi ai , where ∀ α P i is simply universal.
with the reduction rules in figure fig. 4 enjoys the Subject Reduction Theorem, as a particular case of the Subject Reduction for IL + EM presented in [4] .
Theorem 11 (Subject Reduction). If Γ t : C and t → u, then Γ u : C.
No term of IL + EM − 1 gives rise to an infinite reduction sequence [4] .
Theorem 12 (Strong Normalization). Every term typable in IL+EM −
1 is strongly normalizing.
We now update the characterization of proof-terms heads given in Proposition 3 to the case of IL + EM − 1 . Proof. We prove 1. and 2. simultaneously and by induction on t. There are several cases, according to the shape of t: t = (m, u), Γ t : ∃α P and Γ u : P[m/α]. We immediately get 1. by induction hypothesis applied to u, while 2. is obviously verified. t = λx u, Γ t : P = Q → R and Γ, x : Q u : R. We immediately get 1. by induction hypothesis applied to u, while 2. is obviously verified. t = u, v , Γ t : P = Q ∧ R, Γ u : Q and Γ v : R. We immediately get 1. by induction hypothesis applied to u, while 2. is obviously verified. t = u | v, Γ, a : ¬Q u : ∃α P (resp. u : P) and Γ, a : Q v : ∃α P (resp. v : P). We immediately get the thesis by induction hypothesis applied to u and v, while 2. is obviously verified. t = u a v. We show that this is not possible. Note that a must occur free in u, otherwise t is not in normal form. Since Γ, a : ∀β A u : ∃α P, we can apply the induction hypothesis to u, and obtain that all occurrences of hypothetical terms must be active; in particular, this must be the case for the occurrences of H Notice that in this case r cannot correspond to an introduction rule neither be a term of the form u a v, because of the induction hypothesis, nor u | v, because of the permutation rules and t being in normal form; moreover, r cannot be W ∃αP b
Theorem 13 (Head of a Proof Term). Every proof term of IL + EM
, otherwise b would be free in t and b = a 1 , . . . , a n . We have now two remaining cases:
. Then, since Γ x i : P i (resp. Γ H P : P), we have that for each i, either t i is π j or Γ t i : Q, where Q is a negative propositional formula. By induction hypothesis, each t i satisfies 1. and also t. 2. is obviously verified.
r = H ∀αiAi ai
. Then, t 1 is m, for some closed term of L. Let A i = ∀γ 1 . . . ∀γ l Q, with Q propositional, we have that for each i, either t i is a closed term m i of L or t i is π j or Γ t i : R, where R is a negative propositional formula. By induction hypothesis, each t i satisfies 1. and thus also t, while 2. is obviously verified.
If we omit the parentheses, we will show that every normal proof-term having as type an existential formula can be written as Our last task is to prove that all quasi-closed proofs of any existential statement ∃α A include an exhaustive sequence m 1 , m 2 , . . . , m k of possible witnesses. This theorem is stronger than the usual Herbrand theorem for classical logic [4] , since we are stating it for any existential formula and not just for formulas with a single and existential quantifier. 
Theorem 16 (Herbrand Disjunction Extraction
Proof. By the Subject Reduction Theorem 11, Γ t : ∃α A. We proceed by induction on the structure of t . According to Theorem 13, we can write t as ru 1 
, otherwise t would not be quasi closed. r also cannot be of the shape u a v, otherwise Γ u a v : ∃α Q, for some negative propositional Q, but from Proposition 14 we know that this is not possible. By Theorem 13, we are now left with only two possibilities.
1. r is obtained by an introduction rule. Then n = 0, otherwise there is a redex, and thus the only possibility is t = r = (n, u) which is an Herbrand Normal Form. 2. r = u | v. Again n = 0, otherwise we could apply a permutation rule; then t = r = u | v, and the thesis follows by applying the induction hypothesis on u and v.
We have thus shown that t is an Herbrand normal form 
Markov's Principle in Arithmetic
The original statement of Markov's principle refers to Arithmetic and can be formulated in the system of Heyting Arithmetic HA as ¬¬∃α P → ∃α P, for P atomic By adapting IL + EM − 1 to Arithmetic, following [2] , we will now provide a new computational interpretation of Markov's principle. Note first of all that propositional formulas are decidable in intuitionistic Arithmetic HA: therefore we will not need the rule EM − 0 and the parallelism operator. For the very same reason, we can expect the system HA + EM − 1 to be constructive and the proof to be similar to the one of Herbrand constructivity for IL + EM − 1 . In this section indeed we will give such a syntactic proof. We could also have used the realizability interpretation for HA + EM 1 introduced in [2] (see [11] ).
The system HA
We will now introduce the system HA + EM A numeral is a term of the form S . . . S0.
2.
There is one symbol P for every primitive recursive relation over N; with P ⊥ we denote the symbol for the complement of the relation denoted by P. The atomic formulas of L are all the expressions of the form P(t 1 , . . . , t n ) such that t 1 , . . . , t n are terms of L and n is the arity of P. Atomic formulas will also be denoted as P, Q, P i , . . . and fig. 5 extends the usual Curry-Howard correspondence for HA with our rule EM − 1 and is a restriction of the system introduced in [2] . The purely universal arithmetical axioms are introduced by means of Post rules, as in Prawitz [12] .
As we anticipated, there is no need for a parallelism operator. Therefore EM − 1 introduces a pure delimited exception mechanism, explained by the reduction rules in fig. 6 : whenever we have a term u a v and H ∀αP a m appears inside u, we can recursively check whether P[m/α] holds, and switch to the exceptional path if it doesn't; alternatively, if it does hold we can remove the instance of the assumption. When there are no free assumptions relative to a left in u, we can forget about the exceptional path.
Similarly to the previous sections, we extend the characterization of the proof-term heads to take into account the new constructs. 
Theorem 18 (Head of a Proof Term
The new system proves exactly the same formulas that can be proven by making use of Markov's principle in Heyting Arithmetic. figure fig. 4 enjoys the Subject Reduction Theorem [2, 11] .
Theorem 20 (Subject Reduction). If Γ t : C and t → u, then Γ u : C.
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where m ranges over terms of L, x over variables of the lambda calculus and a over EM 1 hypothesis variables. Moreover, in terms of the form u a v there is a P such that all the free occurrences of a in u are of the form H 
where m is any term of the language L and α does not occur free in any formula B occurring in Γ. 
Existential Quantification
HA + EM −
is Constructive
We can now proceed to prove the constructivity of the system, that is the disjunction and existential properties. We will do this again by inspecting the normal forms of the proof terms; the first thing to do is adapting Proposition 14 to HA + EM − 1 . Proof. The proof is identical to the proof of Proposition 14. We just need to consider the following additional cases: t = rt 1 t 2 . . . t n . Then Γ t i : Q i for some atomic Q i and for i = 1 . . . n; 1. holds by applying the inductive hypothesis to the t i , while 2. is obviously verified. t = Rt 1 . . . t n . This case is not possible, otherwise since t 3 is a numeral and thus t would not be in normal form.
Proposition 22 (Normal Form Property
