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Abstract
In this paper, we consider NLC-width, NLCT-width, and linear NLC-width bounded graphs. We
show that the set of all complete binary trees has unbounded linear NLC-width and that the set of all
co-graphs has unbounded NLCT-width. Since trees have NLCT-width 3 and co-graphs have NLC-
width 1, it follows that the family of linear NLC-width bounded graph classes is a proper subfamily of
the family of NLCT-width bounded graph classes and that the family of NLCT-width bounded graph
classes is a proper subfamily of the family of NLC-width bounded graph classes.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The clique-width of a graph is deﬁned by a composition mechanism for vertex-labeled
graphs [7]. The operations are the vertex disjoint union, the addition of edges between
vertices controlled by a label pair, and the relabeling of vertices. The clique-width of a
graph is the minimum number of labels needed to deﬁne it. The NLC-width of a graph is
deﬁned by a composition mechanism similar to that for clique-width [23]. Every graph of
clique-width at most k has NLC-width at most k and every graph of NLC-width at most k
has clique-width at most 2k [13]. The only essential difference between the composition
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mechanisms of clique-width bounded graphs andNLC-width bounded graphs is the addition
of edges. In an NLC-width composition the addition of edges is combined with the disjoint
union operation. This union operation applied to two graphs G and J is controlled by a
set S of label pairs such that for every pair (a, b) ∈ S all vertices of G labeled by a will
be connected with all vertices of J labeled by b. Both concepts are useful, because it is
sometimes much more comfortable to use NLC-width expressions instead of clique-width
expressions and vice versa, respectively.
Clique-width and NLC-width bounded graphs are particularly interesting from an algo-
rithmic point of view. A lot of NP-complete graph problems can be solved in polynomial
time for graphs of bounded clique-width. For example, all graph properties which are ex-
pressible in monadic second order logic with quantiﬁcations over vertices and vertex sets
(MSO1-logic) are decidable in linear time on clique-width bounded graphs [6]. Furthermore,
there are also a lot of NP-complete graph problemswhich are not expressible inMSO1-logic
like Hamiltonicity, partition problems, and bounded degree subgraph problems which can
also be solved in polynomial time on clique-width bounded graphs [23,8,16,22].
In this paper, we analyze the relationship between certain NLC-width bounded graph
classes and between certain clique-width bounded graph classes.
A graph has linear NLC-width at most k if it can be deﬁned by anNLC-width k-expression
in that at least one argument of every union operation deﬁnes a single labeled vertex. An
extended form of linear NLC-width is the NLCT-width [23], where additionally the disjoint
union of two deﬁned graphs is permitted as an operation.
We show that the set of all complete binary trees has unbounded linear NLC-width and
that the set of all co-graphs has unbounded NLCT-width. Since trees have NLCT-width 3
and co-graphs haveNLC-width 1, it follows that the family of all linear NLC-width bounded
graph classes is a proper subfamily of the family of all NLCT-width bounded graph classes
and that the family of all NLCT-width bounded graph classes is a proper subfamily of the
family of all NLC-width bounded graph classes.
We also deﬁne the linear clique-width and clique-tree-width of a graph analogical to the
deﬁnition of linear NLC-width and NLCT-width of a graph and compare the relationship
between NLC-width, NLCT-width, linear NLC-width, and clique-width, clique-tree-width,
and linear clique-width bounded graphs.
2. Preliminaries
In this section, we recall the deﬁnitions of NLC-width, NLCT-width, linear NLC-width,
clique-width, clique-tree-width, and linear clique-width.
Let [k] := {1, . . . , k} be the set of all integers between 1 and k. We work with ﬁnite
undirected labeled graphs G = (VG,EG, labG), where VG is a ﬁnite set of vertices labeled
by some mapping labG : VG → [k] and EG ⊆ {{u, v} | u, v ∈ VG, u = v} is a ﬁnite set
of edges. A labeled graph J = (VJ , EJ , labJ ) is a subgraph of G if VJ ⊆ VG, EJ ⊆ EG
and labJ (u) = labG(u) for all u ∈ VJ . J is an induced subgraph of G if additionally
EJ = {{u, v} ∈ EG | u, v ∈ VJ }. The labeled graph consisting of a single vertex labeled
by a ∈ [k] is denoted by •a .
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The notion of NLC-width1 of labeled graphs is deﬁned in [23].
Deﬁnition 1 (NLCk , NLC-width, [23]). Let k be some positive integer. The class NLCk of
labeled graphs is recursively deﬁned as follows:
(1) The single vertex graph •a for some a ∈ [k] is in NLCk .
(2) Let G = (VG,EG, labG) ∈ NLCk and J = (VJ , EJ , labJ ) ∈ NLCk be two vertex
disjoint labeled graphs and S ⊆ [k]2 be a relation, then G ×S J := (V ′, E′, lab′)
deﬁned by V ′ := VG ∪ VJ ,
E′ := EG ∪ EJ ∪ {{u, v} | u ∈ VG, v ∈ VJ , (labG(u), labJ (v)) ∈ S},
and
lab′(u) :=
{
labG(u) if u ∈ VG,
labJ (u) if u ∈ VJ , ∀u ∈ V
′
is in NLCk .
(3) Let G = (VG,EG, labG) ∈ NLCk be a labeled graph and R : [k] → [k] be a function,
then ◦R(G) := (VG,EG, lab′) deﬁned by lab′(u):=R(labG(u)),∀u ∈ VG is in NLCk .
The NLC-width of a labeled graph G is the least integer k such that G ∈ NLCk .
In [23] the graph class NLCk is called the set of k-NLC graphs. Further in [23] the notion
of k-NLC trees is deﬁned. The only difference between k-NLC graphs and k-NLC trees is
that the union operation (×S-operation) of k-NLC trees prescribes that at least one of the
involved graphs consists of a single vertex if S is not empty. To use consistent notations we
will call the corresponding complexity measure NLCT-width, similar as in [13]. The formal
deﬁnition is as follows.
Deﬁnition 2 (NLCT k , NLCT-width, [23]). Let k be somepositive integer.The classNLCT k
of labeled graphs is recursively deﬁned as follows:
(1) The single vertex graph •a for some a ∈ [k] is in NLCT k .
(2) Let G = (VG,EG, labG) ∈ NLCT k and J = (VJ , EJ , labJ ) ∈ NLCT k be two vertex
disjoint labeled graphs, S ⊆ [k]2 be a relation, and a ∈ [k], then
(a) G ×∅ J is in NLCT k and
(b) G ×S •a is in NLCT k .
(3) LetG = (VG,EG, labG) ∈ NLCT k be a labeled graph andR : [k] → [k] be a function,
then ◦R(G) is in NLCT k .
The NLCT-width of a labeled graph G is the least integer k such that G ∈ NLCT k .
A further restriction of NLC-width and NLCT-width operations yields the deﬁnition of
linear NLC-width. A graph G has linear NLC-width at most k if it can be deﬁned by an
NLC-width k-expression in that at least one argument of every operation ×S deﬁnes a single
labeled vertex. The formal deﬁnition is as follows.
1 The abbreviation NLC results from the node label controlled embedding mechanism originally deﬁned for
graph grammars.
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Deﬁnition 3 (lin-NLCk , linear NLC-width). Let k be some positive integer. The class
lin-NLCk of labeled graphs is recursively deﬁned as follows:
(1) The single vertex graph •a for some a ∈ [k] is in lin-NLCk .
(2) Let G = (VG,EG, labG) ∈ lin-NLCk be a labeled graph, S ⊆ [k]2 be a relation, and
a ∈ [k], then G ×S •a is in lin-NLCk .
(3) Let G = (VG,EG, labG) ∈ lin-NLCk be a labeled graph and R : [k] → [k] be a
function, then ◦R(G) is in lin-NLCk .
The linear NLC-width of a labeled graph G is the least integer k such that G ∈ lin-NLCk .
The notion of clique-width for labeled graphs is deﬁned by Courcelle and Olariu in [7].
Deﬁnition 4 (CWk , clique-width, [7]). Let k be some positive integer. The class CWk of
labeled graphs is recursively deﬁned as follows:
(1) The single vertex graph •a for some a ∈ [k] is in CWk .
(2) Let G = (VG,EG, labG) ∈ CWk and J = (VJ , EJ , labJ ) ∈ CWk be two vertex
disjoint labeled graphs, then G ⊕ J := (V ′, E′, lab′) deﬁned by V ′ := VG ∪ VJ ,
E′ := EG ∪ EJ , and
lab′(u) :=
{
labG(u) if u ∈ VG,
labJ (u) if u ∈ VJ , ∀u ∈ V
′
is in CWk .
(3) Let a, b ∈ [k] be two distinct integers and G = (VG,EG, labG) ∈ CWk be a labeled
graph, then
(a) a→b(G) := (VG,EG, lab′) deﬁned by
lab′(u) :=
{
labG(u) if labG(u) = a,
b if labG(u) = a, ∀u ∈ VG
is in CWk and
(b) a,b(G) := (VG,E′, labG) deﬁned by
E′ := EG ∪ {{u, v} | u, v ∈ VG, lab(u) = a, lab(v) = b}
is in CWk .
The clique-width of a labeled graph G is the least integer k such that G ∈ CWk .
Next we deﬁne the clique-tree-width by a restriction of the operations of clique-width
in the same way as NLCT-width is deﬁned by a restrictions of the operations of
NLC-width.
Deﬁnition 5 (CWT k , clique-tree-width). Let k be some positive integer. The class CWT k
of labeled graphs is recursively deﬁned as follows:
(1) The single vertex graph •a for some a ∈ [k] is in CWT k .
(2) Let G = (VG,EG, labG) ∈ CWT k and J = (VJ , EJ , labJ ) ∈ CWT k be two vertex
disjoint labeled graphs and a, b1, . . . , bj ∈ [k], jk, be pairwise distinct integers, then
(a) G ⊕ J is in CWT k and
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(b) a,bj (. . . (a,b1(G⊕•a)) . . .) is inCWT k , if for all verticesu, v ∈ VG with labG(u) =
a, labG(v) = bi , 1 ij : {u, v} ∈ EG.
(3) Let G = (VG,EG, labG) ∈ CWT k be a labeled graph and a, b ∈ [k] be two distinct
integers, then a→b(G) is in CWT k .
The clique-tree-width of a labeled graph G is the least integer k such that G ∈ CWT k .
Last we deﬁne the linear clique-width for labeled graphs by a limitation of the operations
of clique-width, as already researched in [18].
Deﬁnition 6 (lin-CWk , linear clique-width). Let k be some positive integer. The class
lin-CWk of labeled graphs is recursively deﬁned as follows.
(1) The single vertex graph •a for some a ∈ [k] is in lin-CWk .
(2) Let G = (VG,EG, labG) ∈ lin-CWk be a labeled graph and a ∈ [k], then G ⊕ •a is in
lin-CWk .
(3) Let a, b ∈ [k] be two distinct integers andG = (VG,EG, labG) ∈ lin-CWk be a labeled
graph, then
(a) a→b(G) is in lin-CWk and
(b) a,b(G) is in lin-CWk .
The linear clique-width of a labeled graph G is the least integer k such that
G ∈ lin-CWk .
An expression X built with the operations •a,×S, ◦R for a ∈ [k], S ⊆ [k]2, and R :
[k] → [k] according to Deﬁnitions 1, 2, or 3 is called an NLC-width k-expression, NLCT-
width k-expression, or linear NLC-width k-expression, respectively. An expression X built
with the operations •a,⊕, a→b, a,b for integers a, b ∈ [k] according to Deﬁnitions
4, 5, or 6 is called a clique-width k-expression, clique-tree-width k-expression, or linear
clique-width k-expression, respectively. The NLC-width (NLCT-width, linear NLC-width,
clique-width, clique-tree-width, linear clique-width) of an unlabeled graph G = (V ,E)
is the smallest integer k, such that there is some mapping lab : V → [k] such that the
labeled graph (V ,E, lab) has NLC-width (NLCT-width, linear NLC-width, clique-width,
clique-tree-width, linear clique-width) at most k. The graph deﬁned by expression X is
denoted by val(X).
A class of graphsL has bounded NLC-width (bounded NLCT-width, bounded linear NLC-
width, bounded clique-width, bounded clique-tree-width, bounded linear clique-width) if
there is some integer k such that any graph in L has NLC-width (NLCT-width, linear
NLC-width, clique-width, clique-tree-width, linear clique-width, respectively) at most k,
i.e. there is some k such that L ⊆ NLCk (L ⊆ NLCT k , L ⊆ lin-NLCk , L ⊆ CWk ,
L ⊆ CWT k , L ⊆ lin-CWk , respectively). The minimal k, if exists, is deﬁned as NLC-width
(NLCT-width, linear NLC-width, clique-width, clique-tree-width, linear clique-width) of
class L. If there is no k ∈ N such that L ⊆ NLCk (L ⊆ NLCT k , L ⊆ lin-NLCk L ⊆
CWk , L ⊆ CWT k , L ⊆ lin-CWk), we say that L has unbounded NLC-width (unbounded
NLCT-width, unbounded linear NLC-width, unbounded clique-width, unbounded clique-
tree-width, unbounded linear clique-width, respectively).
By the deﬁnition of k-expressions it is easy to verify that the graphs deﬁned in Deﬁnitions
1–6 are closed under taking induced subgraphs.
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Fig. 1. Two labeled graphs G1 and G2 deﬁned by expressions X1 and X3 and by expressions X2 and X4,
respectively.
The following two NLC-width expressions X1 and X2 deﬁne the labeled graphs G1 and
G2 in Fig. 1.
X1 = (•1 ×{(1,1)} •1) ×{(1,2)} •2,
X2 = ◦{(1,2),(2,2),(3,3)}(((•1 ×{(1,2)} •2) ×∅ (•1 ×{(1,2)} •2)) ×{(2,3)} •3).
The following two clique-width expressions X3 and X4 also deﬁne the labeled graphs
G1 and G2 in Fig. 1.
X3 = 1,2((2→1(1,2(•1 ⊕ •2))) ⊕ •2),
X4 = 1→2(2,3(((1,2(•1 ⊕ •2)) ⊕ (1,2(•1 ⊕ •2))) ⊕ •3)).
It is easy to verify that expression X1 is also a linear NLC-width expression and X2 also
is an NLCT-width expression, but no linear NLC-width expression. Further, expression X3
is a linear clique-width expression and X4 is a clique-tree-width expression but no linear
clique-width expression.
The recognition problem for graphs of NLC-width, NLCT-width, or linear NLC-width
at most k is still open for k3, k1, and k1, respectively. NLC-width 1 is decidable in
linear time [5] and NLC-width of at most 2 is decidable in polynomial time [14].
The recognition problem for graphs of clique-width, clique-tree-width, or linear clique-
width at most k is still open for k4, k2, and k2, respectively. Clique-width of at most
2 is decidable in linear time [5] and clique-width of at most 3 is decidable in polynomial
time [3].
Every k-expression X has by its recursive deﬁnition a tree structure that is called the k-
expression-tree T for X. To distinguish between the vertices of (non-tree) graphs and trees,
we simply call the vertices of the trees nodes. T is an ordered rooted tree whose leaves
correspond to the vertices of graph val(X) and the inner nodes correspond to the operations
of X. The root ofT is labeled by the last operation of the k-expression. In the proof of Lemma
10 we need the NLCT-width k-expression-tree deﬁned as follows.
Deﬁnition 7 (NLCT-width k-expression tree). The NLCT-width k-expression-tree T for k-
expression •a consists of a single node r (the root of T) labeled by •a . The NLCT-width
k-expression-tree T for k-expression ◦R(X) consists of a copy T ′ of the k-expression-tree
for X, an additional node r (the root of T) labeled by ◦R , and an additional edge between the
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root of T ′ and r. The NLCT-width k-expression-tree T for k-expression X1 ×S X2 2 consists
of a copy T1 of the k-expression-tree for X1, a copy T2 of the k-expression-tree for X2, an
additional node r (the root of T) labeled by ×S and two additional edges between the roots
of T1 and T2 and node r. The root of T1 is the left child of r and the root of T2 is the right
child of r.
If integer k is known from the context or irrelevant for the discussion, then we sometimes
use the simpliﬁed notion expression-tree for the notion k-expression-tree.
For some node u of expression-tree T, let T (u) be the subtree of T rooted at u. Note
that tree T (u) is always an expression-tree. The subexpression X(u) of X deﬁned by T (u)
can simply be determined by traversing the tree T (u) starting from the root, where the left
children are visited ﬁrst. X(u) deﬁnes a (possibly) relabeled induced subgraph G(u) of G.
The vertices of G(u) are the vertices of G corresponding to the leaves of the subtree T (u).
The edges of G(u) and the labels of the vertices of G(u) are deﬁned by expression X(u).
The edges of G(u) are those edges of G for which both end vertices are in G(u). Two equal
labeled vertices in G(u) are also equal labeled in G but not necessarily vice versa, because
the vertices of G(u) can be relabeled by the operations of the nodes on the path from the
parent of u to the root of T.
3. Inclusions between graph classes
In this section, we summarize relations among the graph classes deﬁned in the previous
section.
First, we want to remember the normal form for clique-width expressions deﬁned in [9].
The proof of Theorem 4.2 in [9] shows that for some clique-width expression X, we can
assume that for any subexpression, after a disjoint union operation ﬁrst there is a sequence
of edge insertion operations followed by a sequence of relabeling operations, i.e. between
two disjoint union operations there is no relabeling before an edge insertion. Thus the order
of edge insertions and relabelings between two disjoint union operations is as follows:
in→jn(· · · i1→j1(i′n′ ,j ′n′ (· · · i′1,j ′1(X1 ⊕ X2) · · ·)) · · ·).
Further the proof of Theorem 4.2 in [9] shows that we can assume that for every subexpres-
sion (i′
n′′ ,j
′
n′′
(· · · i′1,j ′1(X1 ⊕ X2) · · ·)), 1n′′n′, of X the graphs deﬁned by expressions
X1 and X2 already contain all edges between vertices labeled by i′l and vertices labeled by
j ′l , 1 ln′′.
This normal form can be used to transform each clique-width k-expression into an equiv-
alent NLC-width k-expression [13]. Further, every NLC-width k-expression can be trans-
formed into an equivalent clique-width 2k-expression by k auxiliary labels [13]. In the same
way, one can easily show that each linear clique-width k-expression (each clique-tree-width
k-expression) can be transformed into an equivalent linear NLC-width k-expression
(NLCT-width k-expression) and each linear NLC-width k-expression (each NLCT-width
2 If S = ∅, then X1 or X2 deﬁnes a single vertex.
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Table 1
The considered complexity measures and their relations for some graph G
NLC-width(G)  clique-width(G)  2 · NLC-width(G)
NLCT-width(G)  clique-tree-width(G)  1 + NLCT-width(G)
linear NLC-width(G)  linear clique-width(G)  1 + linear NLC-width(G)
Table 2
Overview on the inclusions of graph classes
CWk ⊆ NLCk ⊆ CW2k
CWTk ⊆ NLCTk ⊆ CWTk+1
lin-CWk ⊆ lin-NLCk ⊆ lin-CWk+1
Table 3
Overview on the inclusions of graph families
F(TW)  F(NLC) = F(CW)
F(TW)  F(NLCT) = F(CWT)
F(PW)  F(lin-NLC) = F(lin-CW)
k-expression) can be transformed into an equivalent linear clique-width k + 1-expression
(clique-tree-width k + 1-expression). Since in these cases only one new vertex has to be
inserted in a deﬁned graph, we only need one auxiliary label. Table 1 summarizes these
results for some graph G.
The results stated in Table 1 imply the inclusions for the corresponding sets of graphs
shown in Table 2. In all results we assume k to be a positive integer.
Thus we know that any class of graphs of bounded NLC-width (bounded NLCT-width,
bounded linearNLC-width) has bounded clique-width (bounded clique-tree-width, bounded
linear clique-width), and vice versa.
Now we summarize relationships to path-width 3 and tree-width 4 . The results of [23]
imply that each graph class of bounded path-width has bounded linear NLC-width and that
each graph class of bounded tree-width has bounded NLCT-width.
Conversely, graphs of bounded linear NLC-width (bounded NLCT-width) do not have
bounded path-width (bounded tree-width) in general, e.g. complete graphs have linearNLC-
width 1 but unbounded tree-width. In [12], it is shown that every graph of NLC-width or
clique-width k which does not contain the complete bipartite graph Kn,n for some n > 1 as
a subgraph has tree-width at most 3k(n − 1) − 1.
3 See Robertson and Seymour [19] for a deﬁnition of path-width.
4 See Robertson and Seymour [20] for a deﬁnition of tree-width.
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Wewant to denote byF(NLC) (F(NLCT),F(lin-NLC),F(CW),F(CWT),F(lin-CW),
F(TW), F(PW)) the family of all graph classes of bounded NLC-width (NLCT-width,
linear NLC-width, clique-width, clique-tree-width, linear clique-width, tree-width, path-
width, respectively). Table 3 summarizes the relations between these families. The strict
inclusions of the second and third columns will be shown in Section 4.
Let us ﬁnally compare the NLC-width and linear NLC-width (clique-width and linear
clique-width) of a graph G = (V ,E) with the NLC-width and linear NLC-width (clique-
width and linear clique-width) of its edge complement graph G = (V , {{u, v} | u, v ∈
V, u = v, {u, v} ∈ E}).
From [23,7] we know that for any graph G
NLC-width(G) = NLC-width(G) and
clique-width(G)  2 · clique-width(G).
In the same way it follows that
linear NLC-width(G) = linear NLC-width(G) and
linear clique-width(G)  linear clique-width(G) + 1.
Graphs of bounded NLCT-width and graphs of bounded clique-tree-width are not closed
under edge complement, because there are graph classes C for which there is no integer c
such that for any graph G ∈ C holds NLCT-width(G)c ·NLCT-width(G). This holds e.g.
for C = co-graphs by Lemma 10 shown in the following section.
4. Main results
In this section, we show that the family of linear NLC-width bounded graph classes is a
proper subfamily of the family of NLCT-width bounded graph classes and that the family
of NLCT-width bounded graph classes is a proper subfamily of the family of NLC-width
bounded graph classes.
A graph G = (V ,E) has a min-cut linear arrangement of width at most w, if there is a
labeling f :V → [|V |] such that max1 i<|V | |{{u, v} ∈ E | f (u) i < f (v)}|w, see
[10,17] and Fig. 2.
Lemma 8. Let G be a graph of linear NLC-width at most k and maximum vertex degree d,
then G has a min-cut linear arrangement of width at most d · d · k.
Proof. Let G = (V ,E) be a graph of linear NLC-width at most k and maximum vertex
degree d. Let u1, . . . , un be an order of the n vertices of G in which they are inserted by
some linear NLC-width k-expression that deﬁnes G. Then for every i, 1 i < n, the number
of edges {uj , ur} ∈ EG with j i < r is at most d · d · k, because every vertex uj , j i,
is connected with at most d vertices ur , i < r , and for any label a ∈ [k] at most d vertices
uj , j i, are connected with a vertex ur , i < r . This follows by the fact that the vertices
are inserted step by step in a linear NLC-width expression, which is for example not given
by NLCT-width expressions. Thus, G has a min-cut linear arrangement of width at most
d · d · k. 
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Fig. 2. The min-cut linear arrangement problem searches for a labeling f :V → [|V |] such that
max1 i<|V | |{{u, v} ∈ E | f (u) i < f (v)}|w.
Let B be the set of all complete binary trees. Since complete binary trees of height h
have a min-cut linear arrangement of width h, see [17], the graphs of B have unbounded
linear NLC-width. Since binary trees have NLCT-width at most 3 [23], we have shown the
following theorem.
Theorem 9. The family F (lin-NLC) is a proper subfamily of F(NLCT ).
A co-graph is either a single vertex •, the disjoint union G1 ∪ G2 of two co-graphs
G1,G2, or the join G1 × G2 of two co-graphs G1,G2, which connects every vertex of G1
with every vertex of G2. Co-graphs are analyzed e.g. in [21,4,5,2].
Lemma 10. Let G1 = • and Gi+1 = (Gi ∪ Gi) × (Gi ∪ Gi) for i1, then Gi has
NLCT-width at least i (see Fig. 3).
Proof. It is easy to verify that NLCT-width(G1)=1 and NLCT-width(G2) = 2. For i1,
we have NLCT-width(Gi+1)NLCT-width(Gi), because Gi is an induced subgraph of
Gi+1. We now show by a contradiction, that NLCT-width(Gi+1) > NLCT-width(Gi) for
i > 1.
Assume Gi+1 and Gi have the same NLCT-width k > 1 for some i > 1. Let X be any
NLCT-width k-expression that deﬁnes Gi+1. Let T be the expression-tree of X. The leaves
of T correspond to the vertices of Gi+1 and represent operations •a , a ∈ [k]. The inner
nodes of T represent operations of the form ◦R(X′) for some relabeling R : [k] → [k],
X′ ×∅ X′′, or X′ ×S •a for some label a ∈ [k] and some relation S ⊆ [k]2. A node u of T
is called a predecessor of a node u′ of T if u′ is on a path from u to a leaf. A node u of T is
called the least common predecessor of two nodes u1 and u2 if u is a predecessor of both
nodes u1,u2, and no child of u is a predecessor of u1,u2.
Graph Gi+1 contains four copies G1i , G2i , G3i , G4i of Gi as vertex disjoint induced sub-
graphs, where all vertices of G1i and G
2
i are connected with all vertices of G
3
i and G
4
i ,
no vertex of G1i is connected with a vertex of G
2
i , and no vertex of G
3
i is connected with
a vertex of G4i . If Gi+1 and every G
j
i , j = 1, . . . , 4, has NLCT-width k, then for every
j ∈ {1, . . . , 4}, expression-tree T has a node uj such that for every label l ∈ [k], the graph
Gi+1(uj ) contains at least one vertex from copy Gji labeled by l. Let uj be that node
of T such that for every child of uj the property above does not hold. Then node uj of
expression-tree T represents an expression X(uj ) = X′ ×∅ X′′ or X(uj ) = X′ ×S •a for
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Gi+1
Gi
Gi
Gi
Gi
Fig. 3. The graph Gi+1 = (Gi ∪ Gi) × (Gi ∪ Gi) used in Lemma 10.
some label a ∈ [k] and some relation S ⊆ [k]2, because a relabeling either exchanges or
reduces the number of labels.
Let V1, V2, V3, V4 be the vertices of the copies G1i , G
2
i , G
3
i , G
4
i in the subgraphs deﬁned
by subexpression trees T (u1), T (u2), T (u3), T (u4), respectively. Then in Gi+1 all vertices
of V1 ∪ V2 are connected with all vertices of V3 ∪ V4, no vertex of V1 is connected with a
vertex of V2, and no vertex of V3 is connected with a vertex of V4, see Fig. 4.
Remark 11. Let uj1 , uj2 , uj3 be three distinct nodes of u1, u2, u3, u4 such that uj1 is a
predecessor of uj2 and uj2 is a predecessor of uj3 . Then every vertex of Vj1 is connected
with every vertex of Vj2 ∪ Vj3 .
Proof. If a vertex w1 of Vj1 is connected with a vertex w2 of Vj2 in Gi+1, then every vertex
of Vj1 is connected with every vertex of Vj2 in Gi+1. If w1 is connected with all vertices of
Vj2 in Gi+1 then it is connected with all vertices of Vj3 in Gi+1, because in val(X(uj2)) for
every label a used by a vertex of Vj3 there is a vertex of Vj2 labeled by a. On the other hand,
if a vertex w1 of Vj1 is connected with a vertex w3 of Vj3 in Gi+1 then it is also connected
with a vertex of Vj2 , because in val(X(uj2)) for every label a used by a vertex of Vj3 there
is a vertex of Vj2 labeled by a, and thus every vertex of Vj1 is connected with every vertex
of Vj2 and Vj3 in Gi+1. Since in Gi+1 every vertex of Vj1 is connected either with every
vertex of Vj2 or every vertex of Vj3 , the result follows. 
Let uj1 , uj2 be two of the nodes of u1, . . . , u4. If uj1 and uj2 are equal then this node
represents a disjoint union ×∅ and the vertices of Vj1 are not connected with the vertices
of Vj2 . If uj1 is not a predecessor of uj2 and uj2 is not a predecessor of uj1 , then the least
common predecessor in T represents a disjoint union ×∅ and the vertices of Vj1 are not
connected with the vertices of Vj2 . If a node u of T represents a disjoint union then each of
its two subtrees contains at most one of the four vertices u1, u2, u3, u4.
This implies that either all nodes u1, u2, u3, u4 are on one path from the root to a leaf
of T or two nodes of u1, u2, u3, u4 are on a path from the root to a node u of T that either
represents a disjoint union which is the least common predecessor of the remaining two
nodes or represents both nodes uj3 = uj4 , see also Fig. 5.
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Fig. 4. In graph Gi+1 in the proof of Lemma 10 all vertices of V1 ∪V2 are connected with all vertices of V3 ∪V4,
no vertex of V1 is connected with a vertex of V2, and no vertex of V3 is connected with a vertex of V4.
Fig. 5. The three possible arrangements of the four nodes uj1 , uj2 , uj3 , uj4 in expression-tree T in the proof of
Lemma 10.
In all three cases uj1 is a predecessor of uj2 and uj2 is a predecessor of uj3 and uj4 .
By Remark 11 all vertices of Vj1 are connected with all vertices of Vj2 ∪ Vj3 ∪ Vj4 which
contradicts the connectivity structure between these vertices in Gi+1.
This shows that Gi+1 and Gi cannot have the same NLCT-width k. 
It is easy to see that all graphs Gi of Lemma 10 are co-graphs. Thus the set of all co-
graphs has unbounded NLCT-width. Since co-graphs have NLC-width 1 [23], we get the
following theorem.
Theorem 12. The family F(NLCT) is a proper subfamily of F(NLC).
The example of Lemma 10 shows that there is no integer c such that for every graph
G, NLCT-width(G)cNLC-width(G). However, Johansson has shown in [15] that the
NLCT-width of a graph G with n vertices can be bounded by its NLC-width and a factor of
log(n).
NLCT-width(G) log(|VG|) · NLC-width(G)
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5. Conclusions
Examples for graph classes of bounded linear NLC-width and bounded linear clique-
width are complete graphs (linear NLC-width at most 1, linear clique-width at most 2),
complete bipartite graphs (linear NLC-width at most 2, linear clique-width at most 2),
paths (linear NLC-width at most 3, linear clique-width at most 3), cycles (linear NLC-
width at most 4, linear clique-width at most 4), caterpillars 5 (linear NLC-width at most 4,
linear clique-width at most 4), and graphs of bounded path-width.
Graph classes of bounded NLCT-width are all graph classes of bounded linear NLC-
width and additionally distance hereditary graphs (NLCT-width at most 3, follows by
proof of Theorem 1.1 of [11]), and graphs of bounded tree-width (NLCT-width at most
2tree-width+1 − 1 [23]).
As shown in [7,13], modular decomposition can be used to compute the NLC-width and
clique-width of a graph by the maximum NLC-width or clique-width of its prime subgraphs
appearing as quotient graphs in a modular decomposition. Since we have shown in Lemma
10 that co-graphs have unbounded NLCT-width and thus unbounded linear NLC-width, the
NLCT-width (linear NLC-width) of a graph cannot be computed by the maximum NLCT-
width (linear NLC-width) of its prime subgraphs appearing as quotient graphs in a modular
decomposition.
As stated in Section 3 the linear clique-width and the linear NLC-width of a graph can
differ at most by one, while the difference between clique-width and NLC-width cannot
be bounded by a constant [13]. A similar observation can be made for the relation of the
linear clique-width of a graph and the linear clique-width of its edge complement graph,
these values differ at most by one. For the corresponding values of clique-width there is no
known constant bound.
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