INTRODUCTION

60
Driver distraction represents a major safety problem in the U.S., contributing to 10 percent of 61 fatal crashes, 18 percent of injury crashes, and 16 percent of all crashes in 2012 (1) . The 62 explosion of web-based applications and connected vehicle information makes the issue even 63 more critical in the coming years. Naturalistic driving data, such as SHRP2 Naturalistic Driving 64 Study (NDS) data (2), provide a new window into driver behavior that promises a deeper 65 understanding than was ever possible with crash data, roadside observations, or driving simulator 66 experiments. The millions of hours of SHRP2 NDS data presents an unprecedented opportunity 67 to identify the factors contributing to distraction-related crashes. Although the SHRP2 NDS data 68 include detailed vehicle state data, the video record of the driver and surrounding road situation 69 often provide a more revealing account of driver behavior. Each frame of the NDS videos 70 consists of four views (clockwise from upper-left): forward roadway view, driver view (rotated), 71 rear roadway view, and downward steering wheel view as shown in FIGURE 1(a). videos is problematic because of low video quality (e.g., low resolution, low dynamic range, 86 compression artifacts), under-and over-exposure, occlusion, non-frontal faces, and unpredictable 87 and significant illumination changes as shown in FIGURE 1b. The eventual goal of this research 88 is to automatically quantify driver behavior, specifically distraction and engagement, by applying 89 video analytics to the SHRP2 NDS videos. With this 3-step approach, the driver's head can be tracked even when it is completely turned 148 around, without the need for multiple-view head detection algorithms. Each of the three steps are 149 elaborated below. 150 151
Step 1.1: Face Detection 152
During the first step, the OpenCV Viola-Jones (VJ) face detector (3) is applied to each frame 153 independently. In many frames, the VJ detector fails to detect any faces, while in others, 154 spurious faces are also detected, as shown in FIGURE 2(a). The output from this step serves as 155 the input for spurious face elimination. 
Step 1.2: Spurious Face Elimination 166
The VJ detector may detect one or more spurious faces in each frame. Depicted in FIGURE 2 (b) 167 are the true face positions (red) and spurious face positions (blue and green) of all faces detected 168 by the VJ algorithm in one video clip. Note that the cluster of red and green points has an 169 irregular shape due to the movement of the driver's head. Conventional clustering algorithms 170 such as k-means (24) implicitly assume each cluster has an elliptical shape. Hence it may not be 171 suitable for this kind of application. Instead, we employ a clustering method called density-based 172 spatial clustering of applications with noise (DBSCAN) (25) that makes no assumption regarding 173 the shape of the head location distribution. 174
With DBSCAN, for a given threshold ε, all data within the same cluster shall have at 175 least one nearest neighbor in the same cluster within distance ε. In FIGURE 2 (c), the histogram 176 of pairwise closest L2 distance between true detection positions of the driver's face, and the 177 closest distance between positions of a spurious face and a true face are plotted. FIGURE 2(c) 178
indicates that the choice of ε should be smaller than 20 and greater than 2. However, DBSCAN 179 by itself clusters some spurious detections (green) as true detections (red) because of their 180 proximity, as shown in FIGURE 2(b). Because of this, we need another parameter dM 181 (Mahalanobis distance threshold) to determine whether a position is too far from the mean 182 position of faces in the cluster and hence is more likely to be a spurious face. Letting µ and S be 183 the sample mean and covariance of the cluster obtained using DBSCAN, dM of a point p is given 184 by 185
Another parameter, nM (minimum number of points), determines how small a cluster can be. It is 188 of less importance here. The values of these parameters were chosen empirically from testing 189 video clips using three-fold cross validation: ε = 15, = 3 and nM ≤ 20 produced the best 190 results with precision = 100% and recall = 31.50% on the test data (described in the results 191 section). About 99% of spurious faces were eliminated. However, no faces were detected in 192 about 70% of frames, which is addressed by the head tracking step described next. 193 194
Step 1 Therefore, given the position of the driver's head in the current frame (xt-1), the position of the 205 driver's head in the next frame (xt) may be limited to a search region, S = {xτ | P(xt|xt-1) > 0}. In 206 practical implementation, S is approximated by a rectangular region and P(xt|xt-1) is 207 approximated by a uniform distribution over S. 208 We measure the similarity between a head template yt and a candidate head region at xt 209 using cross correlation. The similarity scores are likely to vary with time: larger when the 210
driver's head is stationary and smaller when the head is turning or the body is moving. By 211 tracking the trend of the similarity score, one may determine a similarity score threshold at the 212 current frame to determine the similarity of the templates. The computed similarity score is an 213 empirical estimate of the likelihood of the head template is observed at the position of the 214 candidate head region xt, i.e. P(yt|xt). The posterior probability P(xt|yt) then can be evaluated as 215 216
where the integration is over the search region S. The maximum posterior probability (MAP) 219 estimation of the position of the driver's head at the current frame t is then found by 220 221 * = argmax ( | ) 222
223
Results TN is the number of true negative detections, and FN is the number of false negative detections. 232
For each frame in these videos, the true head location was manually marked to define ground 233 truth for each step. The confusion matrices of the three steps are given in FIGURE 3. Precision is 234 high (about 99%) in Step 1, and does not decrease through Step 3. Recall is low (about 28%) in 235
Step 1, but increases significantly to about 88% after Step 3. 236 237 238
Step 1
Step 2
Step y-translation, absolute yaw angle, yaw sign, absolute pitch angle, pitch sign, and roll angle. The 311 yaw and pitch angles are ambiguous up to a sign change, but the roll angle is not. FIGURE 4 (a) 312
shows the three types of pose rotation angles. 313
Approximately 800 3D exemplar shapes were generated from sets of 2D landmarks. Each 314 3D shape was computed by a structure-from-motion (SfM) algorithm (31) applied to a set of 315 manually annotated 2D landmarks from the Multi-PIE Face Database; each set of 2D landmarks 316 depicted the same face from different viewpoints. Expectation maximization (EM) (32) and 317 principal component analysis (PCA) (33) are used to fill in missing points and reduce spatial 318 noise in the computed 3D exemplar shapes, as shown in FIGURE 4(b). The noisy raw points 319 from the SfM algorithm are shown in green. The EM+PCA results are shown in red. 320 321
Step 2.4: Head Pose Estimation 322 Each of the T = 100 top face shape hypotheses in the shape regularization step has an associated 323 weak perspective projection, which includes yaw, pitch, and roll angles. Head pose is expressed 324 using these three angles. The final yaw angle is computed by taking the median of the yaw 325 angles from the T=100 top weak perspective projections. The consensus of yaw angles among 326 the T = 100 top weak perspective projections is used to compute a confidence value. Specifically, 327 confidence = 1 -std((angle1, angle2, …, angle100))/M, where std is standard deviation and M is 328 set empirically. Pitch and roll angles are computed similarly. Experimentally, yaw angle 329 estimates were found to be consistently too small in magnitude. Therefore, the final yaw angle is 330 multiplied by 1.3, set by minimizing the error between estimated and ground truth yaw angles. 
345
Step 2.5: Eye and Mouth State Estimation 346
The eye and mouth state estimation module is executed after landmark localization is complete. 347 FIGURE 4(c) shows an example from one of the InSight SHRP2 NDS sample videos illustrating 348 the challenge with eye state detection. The two frames shown in FIGURE 4(c) are qualitatively 349 very similar to frames typically found in the much larger SHRP2 NDS dataset. For initial testing, the Annotated Faces in the Wild (AFW) dataset (15) was used, which includes 381 468 faces in a wide variety of real-world conditions. FIGURE 5(a) shows qualitative results from 382 the proposed algorithm on AFW faces. Although some mistakes are inevitable (bottom row), our 383 approach is robust to a wide variety of "in-the-wild" conditions. AFW faces include accurate 384 ground truth annotations: 68 landmarks and yaw, pitch, and roll head rotation angles for each 385 face. To minimize the differences between AFW images and SHRP2 video frames, all AFW 386 images were converted to grayscale and resized all faces to the typical size of SHRP2 faces pixel inter-ocular distance (IOD)) using the face detection result. Note that the results in 388 FIGURE 5(a) were computed on these more difficult, smaller grayscale faces; however, the 389 algorithm outputs landmark estimates that are rescaled to the original image resolution, and so 390 they are simply shown overlaid on the original images. 
