A large proportion of today's digital data has a spatial component. The storage and effective 10 management of such data poses particular challenges. Nowhere is this truer than with Light De-11 tection and Ranging (LiDAR), where datasets of even small geographic areas may contain sever-12 al hundred millions points. Currently available spatial information systems do not provide suita-13 ble support for 3D data. As a consequence, while a specific system can be used to store the data, 14 another has to be used to process it. Typically several software applications are used to analyze 15 and process LiDAR data, requiring multiple format transformations. Our work aims at providing 16 a more cost-effective way for managing LiDAR data that allows for the storage and manipulation 17 of these data within a single system. We achieve this by exploiting current Spatial Database
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row. However, the current version of Oracle Spatial offers only a limited amount of placeholders 5 for the storage of information alongside locational attributes, as only nine attributes can be stored 91 together in one element within SDO_PC (Murray, 2009 ). Another disadvantage is that Oracle 92 Spatial does not yet offer functionality to update SDO_PC objects. Consequently, the 93 SDO_GEOMETRY data type remains highly useful for the storage of any geometry type, includ-94 ing 3D data points. Particularly considering 3D point clouds, it is desirable to store the locational 95 information together with its attribute information (e.g. color, intensity) in the same table, as se-96 mantic information oftentimes directs feature recognition processes, which are typically applied 97 onto the data at a later stage in the work flow.
98
Indexes are employed in order to avoid traversing a complete table when performing spatial que- 
Indexing of 3D Point Cloud Data

105
Stanzione and Johnson (2007) argue that a tree structure is inherently more efficient due to its 106 binding with the internal data storage structure. In this spirit, various tree structures have been 107 explored for indexing vast point cloud data. One approach is based on combining R-trees with an 108 importance value (Oosterom, 1990) , which is called V-reactive tree (Li, 2001) . The V-reactive 109 tree is an R-tree structure in 4D, which is optimized for 3D visualization. However, to date, the 110 structure has not been tested for realistically large point cloud datasets. Hua et al. (2008) pro-111 posed a hybrid approach for visualization combining an octree with a k-d tree (Bentley, 1975) by 112 building a local k-d tree at each octree level node. This approach has only been evaluated for 6 visualization speed of 3D point clouds for up to 100,000 points (Hua, 2008). De Floriani et al.
Hierarchical space division based structures (e.g. octree) are critical for 3D surface representations and queries as they are purely volume based. Combined approaches, such as the Volume-Surface tree (V-S tree) aim to avoid a strong imbalance with regards to clustering of points by applying a 3D octree on a global level and a 2D quadtree on a local level (Boubekeur, 2006) . any spatial support. While MySQL Spatial offers rudimentary spatial support by providing spa-129 tial data types, functions and a spatial index. However, due to the limited amount of spatial func-130 tions, this database is best used for simple retrieval by bounding box operations.
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native approach is to map spatial objects onto one-dimensional space to enable the use of a 137 standard index, such as a B-tree (Bayer, 1971) .
138
In Oracle Spatial, only an R-tree index can be created in 3D on geometry columns; the R-tree 139 implementation is the successor for HHCode in Oracle Spatial (Murray, 2009 is a "template data structure for abstract data types" that offers more robust support for spatial 154 indexing.
155
Several strategies have been developed for efficient indexing of multi-dimensional data. Alt-156 hough there is limited vendor support for these, and true 3D index creation is still an ongoing 157 research problem (Schön, 2009b) . In most cases, indexes only support two-dimensionality with 158 8 simple 3D extensions (Arens, 2005 ). An octree offers an alternative, but currently no SDBMS 159 support octree indexing and to the best of the authors' knowledge no meaningful benchmarks 160 have been provided thus far on this approach. This is where this paper seeks to make a signifi- which reduces query efficiency in the case of the R-tree. Moreover, storing the logical tree struc-168 ture into a SDBMS is complex. The tree structure can be stored in a table where each node of the 169 tree structure corresponds to a row in the table. In that specific case, one column is needed to 170 store node identifiers (nodeID) and another to store the list of node identifiers (nodeIDs) as pointers to the child nodes. The node identifier of the root node can be stored in a table, called the metadata table for that index. Oracle Spatial's R-tree index implementation stores the tree structure in a table and selects a node using an internal SQL statement, as each node is visited (Kothuri, 2002) . Thus, query operations involve the processing of many recursive SQL statements, which consequently increases query processing times (Kothuri, 2002) . The octree, on the other hand, can be used to divide the entire space according to a specified tiling level. In this case, only the tiling level needs to be stored as the tree structure can be rebuilt during the query 178 processing; details are described subsequently.
179
A further advantage of the octree lies in its support for optimized 3D point cloud visualization 9 from an SDBMS causes further delays due to I/O operations on the DBMS. However, an octree 182 can be utilized to filter visible points for rendering according to a specific view frustum, instead 183 of rendering all points in the dataset at once. Nonetheless, the selection of an appropriate spatial 184 index depends on many factors, such as data distribution and data type. Octrees provide a more 185 specific approach applicable to all 3D point cloud object types. The following section outlines 186 how an octree index can be implemented in Oracle Spatial.
187
Design of an Octree Index atop Oracle Spatial 11g
188
Oracle's Extensibility Framework requires that a data cartridge be implemented, in order to pro-189 vide a new index structure (Belden, 2008) . Data cartridges are re-usable server based compo- An octree's structure dictates that each internal node contains exactly eight child nodes regard-205 less of its many variants (Samet, 2006) . This paper uses a region octree, where the space is de-206 composed into cubic blocks (or cells) through recursion, until a block is homogeneous. The ap-207 proach is oriented to interior-based representations for 3D region data, which permits further ag-208 gregation of identically valued cells.
209
MICHELA: add a sentence here about providing a compromise -the trick is to find a suitable 210 tiling level.
211
By definition, an octree can result in an unbalanced hierarchical tree when the data distribution is 212 not uniform. However, with regards to its implementation this harbors a distinct challenge, as it 213 would require storage of its logical tree structure in a SDBMS for reconstruction of the tree 214 structure during query processing. This could introduce inefficient query processing due to the tion. The approach presented in this paper resolves this issue by constructing a balanced tree 217 structure up to a fixed tiling level; an example is provided in the implemented approach and is 218 described further below. In this case, only the tiling level information (as opposed to the whole 219 tree) needs to be stored for tree reconstruction. The selection of an appropriate tiling level for a 220 specific dataset is a decisive factor, which involves the dataset's area and size. As such, this is a 221 drawback of this approach, as experimentation with different levels is needed in order to opti- Fig. 1 illustrates the decomposition of space on the example of a 2D 227 quadtree, as this is easier to illustrate graphically. The octree functions analogous in 3D. Fig. 1(a) 228 illustrates the 3D space decomposition and fig. 1(b 
240
The 3D query processing using this implementation is illustrated in fig. 2 . To generate the result 241 set for a spatial query, the octree index is used as the primary filter to find the area of interest or 242 candidate geometries for this query. Figure 3 illustrates the use of a primary and secondary filter 243 during the query process. The area of interest is the sum of the cells of the octree that interact 
Metadata methods
ODCIIndexGetMetadata() In order to write implementation-specific metadata into the export dump file using "Export" utility.
262
An implementation type is required to create the indextype OCTREEINDEX and must contain 263 the implementation of the ODCIIndex interface methods. An object type known as the imple-264 mentation type and named OCTREE_IM is defined to implement the ODCIIndex interface 265 methods (Belden, 2008) . It contains the signature and return type of the interface methods.
266
The body of OCTREE_IM contains the implementation of these, which can be implemented us- 
14
The process of index creation is outlined below. Other methods implemented for the prototype,
275
as explained in Table 1 , are created accordingly. Fig. 3 SDO_GEOMETRY objects as input. The first input is a 3D point geometry or a column of the 296 type SDO_GEOMETRY that contains a 3D point geometry on which the operator is applied.
297
The second input is a simple solid of type SDO_GEOMETRY, which specifies the query win- 
317
The OT_CLIP_3D operator is evaluated through the octree index. Figure 7 
363
The implemented octree index supports the operator OT_CLIP_3D, which performs a 3D win- 
373
This will in part be dependent upon the uniformity of the dataset. If terrestrial data is incorpo-374 rated selectively in a larger aerial set, the result may be highly non-uniform.
375
In this example, a fairly uniform aerial LiDAR dataset was used as it represents a portion of is the average of these queries. Fig. 8 and 9 illustrate the response times. The octree index nearly 390 consistently outperforms the R-tree index for all window sizes.
391
The dataset used in fig. 9 is about 23 times the size of the dataset in fig. 8 . In fig. 8 , the octree is 392 twice as fast as the R-tree for the small window of 25m 2 and 8 times faster for the large window 393 of 2,500m 2 in size. In fig. 9 , for the small window of 400m 2 size, the R-tree outperforms the oc-394 tree, but once the window reaches 1,600m 2 , the octree is better, with a six-fold improvement for 395 a 40,000m 2 window. analysis of point cloud data in order to enable the integration of multiple datasets. The intention is to significantly improving query capabilities for users from different discipline-based needs,
To this end, an operator using our octree index has been implemented to perform 3D window block, and an R-tree is applied as a higher level index to the block extents as polygons are better 433 indexed by R-tree. There may also be specific cases where the converse of ordering proves ad-434 vantageous with an octree over an R-tree. Future work will further evaluate these options.
435
Much need has been expressed for the web-dissemination of LiDAR data. The earlier mentioned
436
UCSD example provides non-raw data through a web interface. The hope is that through better 437 storage and indexing of 3D point cloud data, web dissemination of substantial raw LiDAR da-438 tasets will not remain a feature of the far future.
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