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Abstract
We show that for each integer n for which there is a Hadamard matrix of order 4n and 8n2 − 1 is a prime number, there is a
productive regular Hadamard matrix of order 16n2(8n2 − 1)2. As a corollary, by applying a recent result of Ionin, we get many
parametrically new classes of symmetric designs whenever either of 4n(8n2 − 1) − 1 or 4n(8n2 − 1) + 1 is a prime power.
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1. Introduction
Following Ionin [2] a regular Hadamard matrix with row sum 2h is called productive if there is a setH of matrices
with row sum 2h and a cyclic group G= ≺   where  :H→H is a bijection, such that
1. H ∈H,
2. For any H1, H2 ∈H, (H1)(H2)t = H1Ht2,
3. |G| = 4|h|,
4.
∑
∈G H = 2 h|h|J .
Ionin [2] proved that if there is a productive regular Hadamard matrix with row sum 2h and if q = (2h− 1)2 is a prime
power, then for each positive integer m there is an inﬁnite class of symmetric designs with parameters
(
4h2(qm+1 − 1)
q − 1 , (2h
2 − h)qm, (h2 − h)qm
)
.
 The results of this paper is contained in the M.S. dissertation of Majid Behbahani written under the direction of Hadi Kharaghani.
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In the same paper he also demonstrated that the Kronecker product of a Bush-type Hadamard matrix B and a productive
regular Hadamard matrix H, B ⊗ H , is a productive regular Hadamard matrix. Noting the abundance of Bush-type
Hadamard matrices, it is thus very important to produce all possible productive regular Hadamard matrices.
In this paper we introduce a large class of productive regular Hadamard matrices. For this purpose we make use of a
regular s-set of matrices originally introduced by Mathon [6] and subsequently generalised by Seberry and Whiteman
[7]. A regular s-set of matrices of order m2 is a set of ±1 matrices A1, A2, . . . , As such that AiAj = J for all i and j,
AiA
t
j = AtjAi = J , where J is the matrix of all ones, for all distinct i and j, AiJ = mJ for all i, and
s∑
i=1
(AiA
t
i + AtiAi) = 2sm2I .
It is shown in Seberry and Whiteman [7] that
Theorem 1 (Seberry-Whiteman [7]). If m ≡ 3 (mod 4) is a prime power, then there is a regular 12 (m + 1)-set of
matrices of order m2.
Throughout the paper we denote a circulant matrix with the ﬁrst row (a1, a2, . . . , an) by circ(a1, a2, . . . , an).
2. A regular class of Hadamard matrices
AHadamard matrix is a±1-square matrix with orthogonal rows.A Hadamard matrix with constant row sum is called
regular. A regular Hadamard matrix is necessarily of order 4n2 with constant row sum 2n. A Bush-type Hadamard
matrix is a block matrixH =[Hij ] of order 4n2 with block size 2n, such thatHii =J for all i andHijJ =JHij =0, for
all distinct i and j. Let K be a normalised Hamadard matrix of order 4n. Let r1, r2, . . . , r4n be the row vectors of K. Let
Ci = rti ri i = 1, . . . , 4n. It is easy to see that Cti =Ci , CiCj = 0, i = j , i, j = 1, 2, . . . , 4n, C1 = J ,
∑4n
i=1 C2i = 16n2I ,
where I denotes the identity matrix. These matrices can be used in any Latin square with constant diagonal to generate
a Bush–type Hadamard matrix of order 16n2, refer to [5] for details. For the matrices C = [cij ] and D = [dij ], we
denote the matrix [cij dij ] by C ∗ D, whenever the product cij dij is deﬁned.
We are now ready for the main result of this section.
Theorem 2. Let n be an integer for which there is a Hadamard matrix of order 4n and m= 8n2 − 1 ≡ 3 (mod 4) is a
prime power. Then there is a regular Hadamard matrix H of order 16n2m2.
Proof. Let Ai , i = 1, 2, . . . , 4n2, be the regular 4n2-set of matrices of order m2 from Theorem 1. Let
Li =
{
circ(A4(i−1)n+1, . . . , A4in) if 1 in,
circ(At4(i−n−1)n+1, . . . , A
t
4(i−n)n) if n + 1 i2n.
Let Cis be the matrices deﬁned above. Let Ki = Ci ∗ Li and K ′i = Ci+2n ∗ Li for 1 i2n. Using the properties of
the regular s-set of matrices, it is not hard to see that the matrices Ki and K ′i have the following properties for every
i and j:
1. KiKtj = K ′iK
′t
j = 0 if i = j ,
2. KiK
′t
j = K ′jKti = 0 if i = j ,
3. KiK
′t
i = K ′iKti .
Let M = circ(K1,K2, . . . , K2n) and M ′ = circ(K ′1,K ′2, . . . , K ′2n). Then the matrix
H =
[
M M ′
−M ′ M
]
is a regular Hadamard matrix of order 16n2m2. To see this, let e be the column vector of all ones (for simplicity we
have omitted the dimension of vectors). The fact that K1e = 4nme and Kie = 0 for all i, 2 i2n, we deduce that
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Me = 4nme. On the other hand, K ′ie = 0 for all i, 1 i2n, so M ′e = 0. This shows that H is a regular matrix. It
remains to show that H is a Hadamard matrix. Using properties 1 and 2 above it is not hard to see thatMMt andM ′M ′t
are both diagonal matrices. Furthermore, property 3 can be used to show that MM ′t =M ′Mt . It is easy now to see that
H is a Hadamard matrix. 
Example 1. For n = 1, m = 8n2 − 1 = 7 ≡ 3 (mod 4) is a prime number. Applying Theorem 2 we have
L1 =
⎡
⎢⎢⎢⎣
A1 A2 A3 A4
A4 A1 A2 A3
A3 A4 A1 A2
A2 A3 A4 A1
⎤
⎥⎥⎥⎦ ,
L2 =
⎡
⎢⎢⎢⎣
At1 A
t
2 A
t
3 A
t
4
At4 A
t
1 A
t
2 A
t
3
At3 A
t
4 A
t
1 A
t
2
At2 A
t
3 A
t
4 A
t
1
⎤
⎥⎥⎥⎦ ,
where {A1, A2, A3, A4} is a regular 4-set of matrices of order m2 = 49.
C1 =
⎡
⎢⎢⎢⎣
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
⎤
⎥⎥⎥⎦ ,
C2 =
⎡
⎢⎢⎢⎣
1 1 − −
1 1 − −
− − 1 1
− − 1 1
⎤
⎥⎥⎥⎦ ,
C3 =
⎡
⎢⎢⎢⎣
1 − 1 −
− 1 − 1
1 − 1 −
− 1 − 1
⎤
⎥⎥⎥⎦ ,
C4 =
⎡
⎢⎢⎢⎣
1 − − 1
− 1 1 −
− 1 1 −
1 − − 1
⎤
⎥⎥⎥⎦ .
We now superimpose the signs of entries of C1, C2, C3 and C4 over on the blocks of the matrices L1, L2, L1 and
L2, respectively, as follows:
K1 = C1 ∗ L1 =
⎡
⎢⎢⎢⎣
A1 A2 A3 A4
A4 A1 A2 A3
A3 A4 A1 A2
A2 A3 A4 A1
⎤
⎥⎥⎥⎦ ,
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K2 = C2 ∗ L2 =
⎡
⎢⎢⎢⎣
At1 A
t
2 −At3 −At4
At4 A
t
1 −At2 −At3
−At3 −At4 At1 At2
−At2 −At3 At4 At1
⎤
⎥⎥⎥⎦ ,
K ′1 = C3 ∗ L1 =
⎡
⎢⎢⎢⎣
A1 −A2 A3 −A4
−A4 A1 −A2 A3
A3 −A4 A1 −A2
−A2 A3 −A4 A1
⎤
⎥⎥⎥⎦ ,
K ′2 = C4 ∗ L2 =
⎡
⎢⎢⎢⎣
At1 −At2 −At3 At4
−At4 At1 At2 −At3
−At3 At4 At1 −At2
At2 −At3 −At4 At1
⎤
⎥⎥⎥⎦ .
The matrix
H =
⎡
⎢⎢⎢⎣
K1 K2 K ′1 K ′2
K2 K1 K ′2 K ′1
−K ′1 −K ′2 K1 K2
−K ′2 −K ′1 K2 K1
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 A2 A3 A4 At1 A
t
2 −At3 −At4 A1 −A2 A3 −A4 At1 −At2 −At3 At4
A4 A1 A2 A3 At4 A
t
1 −At2 −At3 −A4 A1 −A2 A3 −At4 At1 At2 −At3
A3 A4 A1 A2 −At3 −At4 At1 At2 A3 −A4 A1 −A2 −At3 At4 At1 −At2
A2 A3 A4 A1 −At2 −At3 At4 At1 −A2 A3 −A4 A1 At2 −At3 −At4 At1
At1 A
t
2 −At3 −At4 A1 A2 A3 A4 At1 −At2 −At3 At4 A1 −A2 A3 −A4
At4 A
t
1 −At2 −At3 A4 A1 A2 A3 −At4 At1 At2 −At3 −A4 A1 −A2 A3
−At3 −At4 At1 At2 A3 A4 A1 A2 −At3 At4 At1 −At2 A3 −A4 A1 −A2
−At2 −At3 At4 At1 A2 A3 A4 A1 At2 −At3 −At4 At1 −A2 A3 −A4 A1
−A1 A2 −A3 A4 −At1 At2 At3 −At4 A1 A2 A3 A4 At1 At2 −At3 −At4
A4 −A1 A2 −A3 At4 −At1 −At2 At3 A4 A1 A2 A3 At4 At1 −At2 −At3
−A3 A4 −A1 A2 At3 −At4 −At1 At2 A3 A4 A1 A2 −At3 −At4 At1 At2
A2 −A3 A4 −A1 −At2 At3 At4 −At1 A2 A3 A4 A1 −At2 −At3 At4 At1
−At1 At2 At3 −At4 −A1 A2 −A3 A4 At1 At2 −At3 −At4 A1 A2 A3 A4
At4 −At1 −At2 At3 A4 −A1 A2 −A3 At4 At1 −At2 −At3 A4 A1 A2 A3
At3 −At4 −At1 At2 −A3 A4 −A1 A2 −At3 −At4 At1 At2 A3 A4 A1 A2
−At2 At3 At4 −At1 A2 −A3 A4 −A1 −At2 −At3 At4 At1 A2 A3 A4 A1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is a regular Hadamard matrix of order 16(49).
3. A productive class of regular Hadamard matrices
In this section we show that many of the regular Hadamard matrices constructed in Section 2 are productive. We
begin by brieﬂy mentioning some of the properties of the class of regular 12 (m + 1)-set of matrices as given in [7].
Throughout the paper T denotes the circulant shift matrix and R the back diagonal identity matrix, both of order m.
Let  be the quadratic character in the ﬁnite ﬁeld GF(m). Let
W = [wij ] where wij = (j − i), for i, j = 0, . . . , m − 1.
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Let
M = I + W
with the ﬁrst row (b0, b1, . . . , bm−1). Deﬁne the matrix
N = et (b0, b1, . . . , bm−1)
=
⎡
⎢⎢⎢⎢⎣
b0 b1 · · · bm−1
b0 b1 · · · bm−1
...
...
. . .
...
b0 b1 · · · bm−1
⎤
⎥⎥⎥⎥⎦ .
Matrices M and N satisfy the following properties (refer to [7] for details):
MTk = T kM, MR = RMt = −RM,
MMt = (m + 1)I − J, MJ = J ,
NTkNt =
{
mJ for k = 0,
−J for 1km − 1.
NJ = J, JN = mN,MN = T kN = RkN = N ,
for every nonnegative integer k. We now deﬁne the matrices required in the sequel
Bj =
m−1∑
i=0
RTi ⊗ MTij , (j = 1, . . . , m − 1), (1)
C = N(I, T , T 2, . . . , T m−1)te =
⎡
⎢⎢⎢⎢⎣
N N · · · N
NT NT · · · NT
...
...
. . .
...
NT m−1 NT m−1 · · · NT m−1
⎤
⎥⎥⎥⎥⎦ . (2)
We refer the reader to [7] for a proof that the set {B1, B2, . . . , B1/2(m−1), C} form a regular 12 (m + 1)-set of matrices
of order m2 and thus can be used in the construction method of Theorem 2 to replace the matrices Ais. While the
construction method of Theorem 2 applies to any regular s-set of matrices we need matrices Ais replaced by these
matrices in order to show that the generated matrix H is a productive regular Hadamard matrix.
Deﬁnition 1. For any matrix E of order m2 and the identity matrix I of order m, let E = E(I ⊗ T ).
It is not hard to see that for all nonnegative integers  the following properties of the map  follow from deﬁnitions:
1. Bj = Bj (I ⊗ T ) =∑m−1i=0 RTi ⊗ MTij+.
2. C = C(I ⊗ T ) = NT(I, T , T 2, . . . , T m−1)te.
Lemma 1. LetF= {C,B1, . . . , B(m−1)/2}, and G= {C,Ct , B1, Bt1, . . . , B(m−1)/2, Bt(m−1)/2}. ThenF, G and  (as
deﬁned above) satisfy the following conditions:
(i) mX = X for all X inF,
(ii) (X)(Y )t = J for all X ∈F, Y ∈ G, X = Y and  ∈ {0, 1, . . . , m − 1},
(iii) ∑m−1i=0 iX = J for all X ∈F,
(iv) (X)(Y )t = XY t for all matrices X, Y of order m2.
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Proof. The proof of condition (i) follows from the fact that T m = I . To prove condition (ii) we have to consider the
following cases for all positive integers j, k not exceeding (m − 1)/2 and all positive integers :
(ii1) (Bj )(Btk)t = J ,
(ii2) (Bj )(Bk)t = J if (j = k),
(ii3) (Bk)(Ct )t = J ,
(ii4) (C)(Btk)t = J ,
(ii5) (C)(Bk)t = J ,
(ii6) (C)(Ct )t = J ,
We will only give a proof for (ii1), (ii3) and (ii6). The proof for other cases are similar.
(ii1):
(Bj )(Bk) =
m−1∑
i=0
m−1∑
h=0
RTiRTh ⊗ MTij+MThk =
m−1∑
h=0
m−1∑
i=0
T m+h−i ⊗ M2T ij+hk+
=
m−1∑
z=0
m−1∑
i=0
T z ⊗ M2T i(j+k)+(h−i)k+ =
m−1∑
z=0
T z ⊗ M2J = J ⊗ J ,
where z = h − i. Note that j + km − 1.
(ii3):
[(Bk)(C)]ij =
m−1∑
h=0
T (i+h)k(MT)NTh = MN
m−1∑
h=0
T h = MNJ = J .
(ii6):
[(C)(C)]ij = (NT)T iN
m−1∑
h=0
T h = NTi+NJ = NNJ = J .
To prove condition (iii) we have
m−1∑
=0
Bi =
m−1∑
=0
m−1∑
i=0
RTi ⊗ MTij+
=
m−1∑
i=0
RTi ⊗
(
m−1∑
=0
MTij+
)
=
m−1∑
i=0
RTi ⊗ (MJ) = J ⊗ J .
m−1∑
=0
C =
m−1∑
=0
(NT)(I, T , T 2, . . . , T m−1)te
= (NJ)(I, T , T 2, . . . , T m−1)te = J (I, T , T 2, . . . , T m−1)te = J ⊗ J .
To prove condition (iv) we have
(X)(Y )t = (X(I ⊗ T ))(Y (I ⊗ T ))t = X(I ⊗ T )(I ⊗ T n−1)Y t = X(I ⊗ I )Y t = XY t . 
Lemma 2. For each integer i, 2 i4n, there is a symmetric permutation matrix Pi such that CiPi = −Ci .
Proof. Recall that Ci = rti ri , as deﬁned in Section 2, where ri is the ith row of a normalised Hadamard matrix of order
4n. Since rirt1 = 0, there is a matching between ones and minus ones. Let Pi be the permutation matrix switching the
columns according to any matching of pairs of ones and minus ones. Noting that the matrices Cis are of rank one, Pis
satisfy the required conditions. 
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In the remainder of the paper we denote the matrix P2n+1 ⊗ Im2 by V and Kis and K ′is denote the matrices in the
proof of Theorem 2 in which the general regular 12 (m + 1)-set of matrices Ais are replaced by the special regular
1
2 (m + 1)-set of matrices {B1, B2, . . . , B(m−1)/2, C}.
Deﬁnition 2. For any matrix E of order 4nm2, let E = E(I ⊗ T )V , where I is the identity matrix of order 4nm.
Lemma 3. LetR={K1,K ′1} andS={K2, . . . , K2n,K ′2, . . . , K ′2n}.ThenS,R, and satisfy the following properties:
(i) 2mX = X for every matrix X of order 2nm2.
(ii) (X)Y t = 0 for all X ∈ R, Y ∈S,  = 0, . . . , 2m − 1.
(iii) (X)(Y )t = XY t for all matrices X, and Y of order 4nm2.
(iv) ∑2m−1i=0 iK1 = 2J and∑2m−1i=0 iK ′1 = 0.
Proof. It is easy to see the validity of properties (i) and (iii). The proof of (ii) is an immediate consequence of Lemma
1 and properties of Kis and K ′is.
To prove (iv), we use Lemma 1 part (iii) to get
m−1∑
i=0
L1(I ⊗ T i) = J ⊗ J .
2m−1∑
i=0
iK1 =
m−1∑
i=0
L1(I ⊗ T i) +
m−1∑
i=0
L1(I ⊗ T i)V
= J ⊗ J + (J ⊗ J )V = 2J ⊗ J .
2m−1∑
i=0
iK ′1 =
m−1∑
i=0
C2n+1 ∗ L1(I ⊗ T i) +
m−1∑
i=0
C2n+1 ∗ L1(I ⊗ T i)V
=C2n+1 ∗ (J ⊗ J ) + C2n+1 ∗ (J ⊗ J )V = C2n+1 ⊗ J + (C2n+1 ⊗ J )V
=C2n+1 ⊗ J + (C2n+1 ⊗ J )(P2n+1 ⊗ I ) = C2n+1 ⊗ J + (C2n+1P2n+1) ⊗ J
=C2n+1 ⊗ J − C2n+1 ⊗ J = 0. 
Following a notation of Ionin [1], letM be the set of block matrices D = [Dij ], i, j = 1, . . . , 4n, such that:
1. for each i = 1, . . . , 4n, there is a unique hi = hi(D) ∈ {1, . . . , 4n}, such that for j = hi , Dij = K1 for some
integer ,
2. for each i, i = 1, . . . , 4n, there is a unique h′i = h′i (D) ∈ {1, . . . , 4n}, h′i = hi such that for j = h′i , Dij =±K ′1
for some integer ,
3. for i = 1, . . . , 4n, and for j = hi and j = h′i , Dij = ±Kl or ±K ′l for l = 2, . . . , 2n.
Noting that H is an element ofM, we deﬁne the bijection  :M→M by D = D′ = [D′ij ], where
1. for i = 1, . . . , 4n, and j = 2, . . . , 4n, D′ij = Di,j−1,
2. for i = 1, . . . , 4n, if hi(D) = 4n or h′i (D) = 4n then D′i1 = Di,4n,
3. for i = 1, . . . , 4n, if hi(D) = 4n and h′i (D) = 4n then D′i1 = −Di,4n.
It follows from the fact that 2m = I and from the number of blocks of D that the order of the cyclic group G generated
by  is 8nm.
Lemma 4. For X, Y ∈M, (X)(Y )t = XY t .
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Proof. Let X, Y ∈M and let X′ = X and Y ′ = Y . It is sufﬁcient to show that, for i, i′ = 1, . . . , 4n,
X′i1Y ′
t
i′1 = Xi,4nY ti′,4n.
LetR′ = {K1,±K ′1|=0, . . . , 2m−1} and letS′ = {±Kl,±K ′l |l=2, . . . , 2n}. It is obvious thatXi,4n and Y ti′,4n
are either in R′ or inS′. We have to check the following cases:
• If Xi,4n ∈S′ and Yi′,4n ∈S′ then X′i1Y ′ti′1 = (−Xi,4n)(−Yi′,4n)t = Xi,4nY ti′,4n.
• If Xi,4n ∈ R′ and Yi′,4n ∈S′ then using Lemma 3 we can see that X′i1Y ′ti′1 = Xi,4nY ti′,4n = 0.
• The proof for the case Xi,4n ∈S′ and Yi′,4n ∈ R′ is similar and we omit it.
• If Xi,4n ∈ R′ and Yi′,4n ∈ R′ then X′i1Y ′ti′1 = (Xi,4n)(Yi′,4n)t = Xi,4nY ti′,4n. 
Lemma 5.
8nm−1∑
g=0
gH = 2J .
Proof. Using Lemma 3, for 1 i2n and all j, we see that[8nm−1∑
l=0
lH
]
ij
=
2m−1∑
=0
K1 +
2m−1∑
=0
K ′1 = 2J + 0 = 2J .
On the other hand, for every j and 2n< i4n, we have[8nm−1∑
l=0
lH
]
ij
=
2m−1∑
=0
K1 −
2m−1∑
=0
K ′1 = 2J − 0 = 2J .
So, we have the result. 
Theorem 3. There is an s-set of regular matrices for which the matrix H in the proof of Theorem 2 is productive.
Proof. Using Lemmas 4 and 5 we see that the set M and the bijections  satisfy all the conditions for H to be
productive 
We are now ready to apply a recent result of Ionin [2] to construct many new classes of symmetric designs. We start
with a deﬁnition.
Deﬁnition 3. Let G be a multiplicatively written group. A balanced generalised weighing matrix BGW(v, k, ) is a
matrix W = [wij ] of order v with wij ∈ G ∪ {0} such that each row and each column of W contains exactly k nonzero
entries and for any h = i, the multiset {whjw−1ij : 1jv,whj = 0, wij = 0} contains exactly /|G| copies of every
element of G.
We refer the reader to Jungnickel [3] and Jungnickel and Tonchev [4] for several existence results related to these
matrices.
Let m = 8n2 − 1 be a prime number. Then the matrix H above, and consequently the matrix −H , has a group of
symmetry. Let G be the group of symmetry deﬁned above. Upon applying Theorem 2.2 of Ionin [2], we have the
following corollary.
Corollary 1. Let 4n be the order of a Hadamard matrix and m = 8n2 − 1 a prime number.
• If p = (4nm − 1)2 is a prime power, then there is a symmetric design with parameters
(16n2m2(pl + pl−1 + · · · + 1), (8n2m2 − 2nm)pl, (4n2m2 − 2nm)pl),
for every nonnegative integer l.
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• If q = (4nm + 1)2 is a prime power then there is a symmetric design with parameters
(16n2m2(ql + ql−1 + · · · + 1), (8n2m2 + 2nm)ql, (4n2m2 + 2nm)ql),
for every nonnegative integer l.
Remark 1. For n = 18, m = 8n2 − 1 = 2591 which is a prime number ≡ 3 (mod 4) for which p = (4(18)(2591) −
1) = 186 551 is also a prime number. Thus, Corollary 1 applies and we have a productive regular Hadamard matrix
of order 26(23319)2. This shows that we have at least one parametrically new class of symmetric designs. Note that
the smallest known order of a Hadamard matrix of order 2(23 319) is  = 4 and thus the corresponding Bush-type
Hadamard matrix will be of order 28(23 319)2.
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