Introduction
As people perform repetitive movements over extended periods of time, they develop muscle fatigue, defined as a decrease in the force-generating output of a muscle after repeated use ͓1͔. When muscles are fatigued, people compensate by changing their movement biomechanics to limit the use of the specific fatigued muscle͑s͒ ͓2-7͔. It has been hypothesized that continuing deterioration of a fatigued muscle, or changes in biomechanics that lead to suboptimal movement patterns and possibly to maladaptive joint loading, can increase the risks of serious injury, including repetitive strain injuries ͓8,9͔. Alternatively, it is possible that continuing with the same movement pattern could, in some cases, lead to more repetitive strain injuries than shifting patterns. Increased popularization of both recreational and competitive cycling ͓10͔ has led to an increase in cycling-related repetitive strain injuries. Knee pain is the most common repetitive strain injury associated with cycling ͓10-12͔. Between 42-65% of recreational cyclists may experience overuse knee pain ͓13,14͔. The prevalence of all non-traumatic injuries among cyclists may be as high as 85% ͓15͔. Many of these injuries may result from biomechanical alterations associated with muscle fatigue.
The development of acute fatigue in cycling is a complex process involving energetic, cardiovascular, neuromuscular, biomechanical, and psychological factors ͓16,17͔. While several studies have measured fatigue-related changes in performance related to mechanical and cardiovascular outputs, biomechanical factors such as muscle activity and joint kinematics have been less studied. While very short ͑5-30 s͒ bouts of maximal effort cycling altered the torque produced by trained cyclists ͓10-12͔, links to changes in muscle activity or joint kinematics were not assessed. Moderate duration bouts ͑5-10 min͒ of exhaustive cycling caused declines in cardiac output, muscle blood flow, and oxygen uptake and delivery ͓18,19͔. However, changes in muscle activity or kinematics were not assessed. Long bouts ͑1-5 h͒ of submaximal cycling altered both neuromuscular central drive and peripheral muscular fatigue mechanisms ͓20-22͔. However, these authors did not examine how these physiological changes affected cycling kinematics. Optimization studies predict how muscle activations produce biomechanical movement patterns during nonfatigued cycling ͓23,24͔, but have not examined how fatigue affects cycling biomechanics. One study recently showed that both movement kinematics and muscle fatigue states fluctuate nonmonotonically over time as highly trained subjects fatigued during a maximal cycling task ͓25͔. Changes in muscle fatigue state generally preceded specific changes in movement kinematics, thus establishing a direct link between changes in muscle fatigue state and subsequent changes in movement kinematics during cycling. However, the analyses used in that study were not designed to directly track and/or predict each cyclist's level of fatigue directly from the changes observed in their pedaling kinematics.
The ability to identify early fatigue-related changes in easily recordable biomechanical measures could provide an important tool for early diagnosis and/or prevention of repetitive strain injuries. To acquire this ability, one needs to understand local individual muscle fatigue progression, as well as global ͑overall organism͒ physiologic fatigue dynamics. This includes the understanding of the coupling between these fatigue processes and biomechanics. There are two possible ways to acquire this information: ͑1͒ first-principles physics-based modeling and ͑2͒ phenomenological understanding based on experimental data analysis. The former is complicated by the complexity of the systems involved in physiologic fatigue processes and, even if successful, would still need to be confirmed by the latter. In this paper, we establish basic experimental evidence from a multivariate analysis of kinematics data that can be used to guide the development of, or confirm the validity of, theoretical fatigue models.
Surface electromyography ͑EMG͒ has been used extensively to quantify changes in muscle function during fatigue ͓26͔. In general, when a muscle becomes fatigued, the bandwidth of the EMG power spectrum compresses toward lower frequencies ͓26,27͔. In particular, the EMG of fatigued muscle exhibits a decrease in the mean and/or median frequency of the power spectrum due at least in part to decreases in motor unit firing rates, recruitment of additional slower motor units, and/or a reduction in muscle fiber action potential conduction velocity, among other factors ͓26͔. Thus, muscle fatigue can be identified by the decrease in the EMG center frequency. While the underlying causes of these shifts are still in debate, the phenomenon itself is highly robust, especially for sustained isometric contractions ͓26͔. Additionally, "shorttime" Fourier transform methods have been developed ͓28͔ and subsequently validated ͓29,30͔ which can accurately track slowly varying changes in muscle fatigue across multiple dynamic contractions. To date, only one study has attempted to correlate changes in EMG central frequencies with changes in coordination ͓25͔, and no studies have attempted to directly track changes in muscle fatigue state over time as fatigue sets in from kinematics data.
In the engineering field of structural health monitoring, many practical methods of damage identification have been developed ͓31͔, where a structural response is related to the underlying damage process. The physics community has also investigated nonstationary systems with drifting parameters. Some of these methods are independent of underlying nonstationarity or damage physics and use readily measurable time series for the analysis. Physiologic fatigue accumulation is in several ways similar to these problems, where nonstationarity/damage ͑fatigue͒ accumulates slowly over time in the system characterized by faster dynamics ͑motion͒. In this paper, methods used for identifying damage/ nonstationarity-causing processes in dynamical systems were applied to analyze human movement kinematics data. The purpose of the present study was to demonstrate that the fatigue information obtainable from standard EMG-based estimates was also independently present in the kinematics data. Furthermore, we wanted to determine if the kinematics-based analysis could be used to reconstruct the corresponding fatigue phase space trajectory, as well as individual ͑local͒ muscle fatigue trends described by the conventional EMG analysis.
Two philosophically different methods of characterizing the system dynamics were explored in this study: ͑1͒ a multivariate modification of the standard statistical metrics ͑SSM͒-based dynamical system's parameter space reconstruction proposed in Ref.
͓32͔ and ͑2͒ the phase space warping ͑PSW͒-based damage identification method described in Refs. ͓33,34͔. Both methods were chosen for their ability to reconstruct the dynamics of hidden slow processes using fast-time measurements. However, SSM uses an arbitrary ͑i.e., based on a heuristic "best guess" approach͒ collection of long-time standard metrics ͑i.e., statistical averages computed over relatively long-time windows͒ to identify underlying slowly evolving processes. Conversely, PSW computes a shorttime metric that is specifically derived based on fundamental dynamical principles. By using short-time metrics, the PSW method can better detect the desired slow-time-scale drift even in the presence of rather rapid changes in the fast-time-scale dynamics, which do occur in cycling ͓25͔. The performance and versatility of these two approaches in tracking physiologic fatigue were evaluated and contrasted. Specifically, this study tested the hypotheses ͑1͒ that contemporary dynamical-systems-based multivariate analyses of kinematics data would capture both the global and local muscle fatigue dynamics and ͑2͒ that, generically, PSWbased features would be superior to SSM-based features in tracking physiologic fatigue.
The study presented here is a natural extension of the work described in Ref. ͓35͔ , where a scalar version of PSW-based damage identification was used to track slowly varying changes in the treadmill inclination angle as five healthy adults walked on a motorized treadmill at their preferred speed. In Ref. ͓35͔, it was shown that PSW-based damage identification methods could successfully track an externally imposed slow-time scale mechanical process ͑i.e., increasing treadmill inclination angle͒ from the independently recorded human walking kinematics. The present study extends that work in three specific ways. First, this study examined a different task ͑i.e., cycling͒ to demonstrate that the previous results were not specific to the task being performed. Second, the present study tracked a slowly evolving physiological process ͑i.e., muscle fatigue͒ rather than a strictly mechanical process. Finally, the present study used vector-valued metrics rather than scalar metrics since physiologic fatigue was expected to be a more complex multidimensional/multiscale process.
Fatigue Identification Methodology
As in Refs. ͓33-35͔, muscle fatigue was viewed as evolving in a hierarchical dynamical system,
where the overdot denoted a time rate of change, x was a fast-time dynamic variable describing movement kinematics, was a slowtime variable describing muscle fatigue dynamics, which altered a parameter vector in the fast-time system, t was time, and was a small rate constant describing time scale separation. It was assumed that the fast-time dynamics can be measured through some scalar measurement function h generating scalar time series y. The objective was then to use these measured time series to identify or reconstruct the slow-time evolution of the fatigue variable . In what follows, the movement kinematics measurements were used as fast-time series. In addition, independent of kinematic analysis, standard EMG-based statistics, i.e., mean and median frequencies, were used as measures of local individual muscle fatigue dynamics for comparison purposes. The fatigue identification framework had two distinct stages: ͑1͒ selection and estimation of feature vectors from fast-time series at different stages of fatigue accumulation and ͑2͒ multivariate analysis of features to identify slow-time manifold of fatigue dynamics. The slow-time feature vectors were evaluated over the time windows corresponding to an intermediate-time scale, defined as a time scale over which the variations in the fatigue variables are negligible.
Feature Vector Construction

Long-Time SSM-Based
Features. The approach we adopted here was based on Güttler et al. ͓32͔ , where smooth parameter variations in the equations of motion of dynamical systems were identified by time series analysis. In particular, time series data were used to construct feature vectors by calculating some standard or common long-time statistical measures. The selection of particular statistical measures was arbitrary. However, if a large enough set of appropriate measures is considered, the feature space should provide an embedding for the smoothly varying parameters. The main drawback identified in the method is that singularities due to the bifurcations 2 in the deterministic dynamical system caused discontinuities in the embedding. These discontinuities were claimed to disappear for slightly noisy systems. However, other studies ͓36,34͔ show that these bifurcations can still cause discontinuities for real dynamical systems. Other methods for reconstructing drifting parameters ͓37,38͔ assumed that there was only one scalar parameter variation. Therefore, they cannot be used for our purposes, where multidimensional parameter variation is expected.
In the SSM-based method, feature vectors were composed of both linear and nonlinear long-time measures ͑i.e., statistical measures that are defined for infinite time, or as time approaches infinity͒. These statistics are obviously estimated using finite length time series but usually require a large number of sample points for accurate results. The choice of these metrics is somewhat arbitrary. While some metrics might work well for one application, different metrics might work better for another. Unfortunately, there is no systematic way to determine the optimal choice of metrics a priori.
In this study, a generic set of metrics was calculated from time series ͕y i ͖ i=1 N recorded during any given time window ͕j͖ j=1 M , where N is the total number of points in each time window and M is the total number of time windows. The linear part of the feature vectors
, and several points from power spectral density S yy ͑͒ ͓39͔, which exhibited large variations over the slow-time scale. The nonlinear part of the feature vector e j was composed of skewness
, and correlation sum 4 C͑⑀͒ ͓39͔. Please note that this choice of metrics might not be optimal, but it served the purpose of this paper. The arbitrariness of the selected metrics and the need for further extensive analysis to determine some "optimal" set of metrics for a particular application is one of the drawbacks of this method.
In Ref.
͓32͔, an arbitrary collection of measures ͑e.g., polynomial model coefficients, mean, standard deviation, and maximal Lyapunov exponent͒ was used to show the embedding of the parameter variations. It was not discussed how these measures were selected. In this paper, we use a new multivariate analysis of the features to identify the optimal embedding space ͑i.e., linear subspace of the feature space͒ for a given fatigue dynamics. The details of this analysis are exactly the same for both SSM-and PSW-based features and are given in Sec. 2.2.
Short-Time PSW-Based Features.
The PSW method was part of the dynamical systems approach to damage identification ͓34,33͔. Here the feature vectors were constructed by calculating PSW-based short-time statistics in the reconstructed phase space using measured time series ͓43͔. In this case, the choice of the metrics was not arbitrary since there was a strong a priori rationale for the selection of the metric. Due to this particular choice, the short-time measures were smooth functions of drifting variables even during bifurcations. Thus, the PSW-based analyses were expected to be insensitive to any sudden changes in cycling kinematics, whereas the SSM-based analyses were not. The approach used here was described in detail elsewhere ͓34,33͔ and had been successfully applied to different types of electromechanical systems all with different mechanisms of slow-time drifts ͓36,43,44͔.
Given a time series recorded over some intermediate-time window, ͕y i ͖ i=1 N , the corresponding phase space was reconstructed using delay coordinate embedding ͓45͔. In particular, a ddimensional vector time series ͕y͑i͖͒ i=1+͑d−1͒ N was generated as
where superscript T indicates matrix transpose, and embedding dimension d and delay time were estimated using false nearest neighbors and average mutual information methods described in detail in Ref. ͓39͔ . The embedded points in this space were governed by an as yet undetermined map of the form
where, generally, nonlinear map P was expected to change as the fatigue variable slowly drifts. The basic idea of PSW-based metrics was to characterize the deformation of the phase space trajectory by looking at the singletime-step reference model prediction error,
where was the current muscle fatigue state, R was the reference or unfatigued state, and ͉͑·͉͒ indicated ͑·͒ calculated for the particular value. In addition, ͉y͑i +1͉͒ did not need to be estimated since both ͉y͑i͉͒ and ͉y͑i +1͉͒ were reconstructed from the current window of measured time series. However, the reference reconstructed phase space does not have a particular point ͉y͉ R matching exactly ͉y͑i͉͒ . Therefore, the reference window of time series was used to develop a predictive model P͑y͑i͒ ; R ͒ and to estimate ͉y͑i +1͉͒ R .
Irrespective of the type of model used for the estimation of the reference model prediction error, it was expected to vary from point to point as a function of local trajectory curvature. In addition, the accuracy of the model was expected to be a function of the local probability density of the reference phase space points. Thus, some regions of the phase space have better models and/or more accurate estimates of the single-time-step reference model prediction error. To average out modeling errors and develop robust features, the reference phase space was partitioned into N e disjoint hypercuboids ͕B i ͖ i=1 N e that contained approximately the same number of reference points, and the expected value of ʈe R ͑y ; ͒ʈ was evaluated in each of them,
where N i was the number of points in B i . Then, for each time window j, all these averaged errors were assembled into an N e -dimensional feature vector as e j = ͓e 1 ͑͒,e 2 ͑͒, . . . ,e N e ͔͑͒ ͑6͒
Linear-Model-Based Features.
Assuming that measured time series originated from linear fast-time processes, autoregressive moving average models were used to describe them. The linear prediction model assumes that each output sample of a signal, y i , is a linear combination of the past p outputs ͑that is, it can be "linearly predicted" from these outputs͒ and that the coefficients are constant from sample to sample,
where p = d is the order of the prediction model, which is the same as embedding dimension, = 1, and a = ͓a 1 , . . . ,a p ͔. Here, the model P was scalar since y͑i +1͒ will have only the y i+1 coordinate that is uniquely new when compared to y͑i͒ due to =1. Once the model was built, the scalar single-time-step reference model prediction error was estimated as
where y i+1 = ͉y i+1 ͉ was the point ͑sample͒ in the current window of the time series and ͉y i+1 ͉ R was the predicted image for the reference window of the time series, as described by Eq. ͑7͒. Using one part of the reference time series to train the model and another part to validate the model, an optimized order of the linear model was obtained by minimizing the prediction error in the least-squares sense.
For the linear-model-based features, three middle coordinates ͑indexes m − l, m, and m + l͒ of the feature vector e j were selected for phase space partitioning. Here m = round͑p / 2͒, and the choice of l was somewhat arbitrary and did not alter results in a noticeable way. Each of these coordinates was used in sequence to section data into subspaces containing approximately the same number of points. If the numbers of divisions along these coordinates are m 1 , m 2 , and m 3 , then N e = m 1 m 2 m 3 .
Nonlinear-Model-Based Features.
Following the methodological approach outlined in Refs. ͓33-35͔, local linear models were used to model P͑y͑i͒ ; R ͒ in Eq. ͑3͒,
where the model parameter matrix A i and a parameter vector b i were determined for each point y͑i͒ separately ͓36͔. In particular, 16 nearest neighbors of y͑i͒ and their images one time step later in the reference reconstructed phase space were used to find the local model parameters in the least-squares sense.
For the nonlinear-model-based features, the phase space partitioning was done using equiprobable kd-tree-based partitioning of the reconstructed reference phase space points. As a result, the phase space was partitioned into N e disjoint hypercuboids containing approximately the same number of points.
Smooth Orthogonal
Decomposition. The feature vectors described in the previous section were evaluated in each of the consequent time windows, and were row-wise concatenated in time sequence into a tracking matrix Y for further analysis. If there were a total of M windows in the time series, then Y R MϫN e , where N e was the dimension of the features used. Güttler et al. ͓32͔ claimed that parameter variations were embedded into this feature space if N e was high enough. However, their work focused on ͑almost͒ noise free numerical models with unlimited amounts of data available for feature estimation. In realistic practical situations, one deals with limited amounts of data that are noisy. Furthermore, the features are also contaminated with bifurcation noise ͓36,34,33͔ that causes discontinuities in long-time SSM-based features and changes in the probability distributions in the reconstructed phase space for short-time PSWbased features. To deal with all of these variabilities, a multivariate analysis based on smooth orthogonal decomposition ͓46͔ was conducted.
The original idea of a smooth orthogonal decomposition was developed for extracting a smooth deterministic trend from damage tracking metrics ͓47͔. It was later extended for multivariate damage states ͓43͔ and applied in a vibration modal analysis ͓46͔. The basic idea of smooth orthogonal decomposition is to look for linear projections of matrix Y, which maximize both the overall smoothness of projection in time and its total variation. Mathematically, this translates into a generalized eigenvalue problem,
where D is a discrete differential operator that can be approximated by a ͑M −1͒ ϫ M matrix,
The solution to Eq. ͑10͒ is usually obtained using a generalized singular value decomposition of the matrix pair Y and DY, yielding
where I is the identity matrix, the matrices U and V are unitary, X is a square matrix, and C and S are non-negative diagonal matrices. ⌿ = ͓ 1 , 2 , . . . , N e ͔ = X −T is a matrix composed of eigenvectors or smooth orthogonal modes. The columns of matrix UC contain smooth orthogonal coordinates ͑SOCs͒, and the corresponding eigenvectors or smooth orthogonal values ͑SOVs͒ are given by term-by-term division of diag͑C
The higher the value of SOV, the smoother in time is the corresponding SOC. Therefore, the dominant deterministic ͑i.e., smooth͒ trends in the feature space will correspond to the SOCs of the dominant SOVs. Therefore, the fatigue-related trends are expected to be in SOCs with the largest SOVs.
Global and Local Fatigue Analysis.
Fatigue first affects the muscle groups that work the hardest relative to their level of conditioning. As fatigue accumulates, movement kinematics are altered to relieve the fatigued muscles and load other muscle groups. Systemic fatigue in the body should reflect the amalgamation of the local fatigue processes that occur across all individual muscles involved in executing the task as well as changes in the central nervous system drive going to those muscles ͓20-22͔. If there is no influx of new external energy ͑e.g., food, drinks, or other nutritional energy sources͒ introduced into the system and if the workload is not altered, then it is assumed that the entire body will become fatigued approximately monotonically ͑i.e., for constant power output and no energy input into the body, the systemic fatigue is expected to accumulate monotonically͒. If new external energy were added, or if the external workload changed, then this systemic whole-body fatigue could easily be nonmonotonic. However, in the present experiments, this was not the case, and monotonic global systemic fatigue was expected.
Conversely, the local fatigue dynamics of individual muscles can go through cycles of both accumulation and relief if the movement kinematics are allowed to change, and thus these local fatigue dynamics is expected to be nonmonotonic. By analyzing movement kinematics data as described in the previous sections, it was expected that global fatigue trend would be captured by the dominant SOC. Lower-order SOCs were expected to reflect local fatigue dynamics, which was estimated for individual muscles using a standard EMG analysis ͑e.g., mean and median frequency trends from EMG power spectra͒. The minimum number of SOCs that was sufficient to accurately describe all local muscle activities as measured by mean and median frequencies was expected to provide reconstruction of the fatigue trajectory.
To show that local muscle fatigue information was embedded into the dominant SOCs, mean and median frequency curves were compared with the best affine ͑linear͒ projections of the SOCs
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Transactions of the ASME onto those same curves. These projections were obtained by identifying linear combinations of SOCs that best fit the mean or median frequency curves in the least-squares sense. To indicate how well the projection matched the local trends, R 2 values were calculated between them.
Experimental Design and Data Analysis
Seven highly trained ͑U.S. Cycling Federation Category 3 or higher level of competition͒ male cyclists ͑Table 1͒ with no musculoskeletal or neurological deficits participated after providing written informed consent. First, each subject completed a V O 2 max test using open-circuit spirometry during a graded exercise protocol. Approximately one week later, each subject returned to the laboratory to complete the actual fatigue trial. During this trial, each subject cycled on a Lode Excalibur Sport bicycle ergometer ͑Lode Medical Technology, Groningen, The Netherlands͒ at 100% of their V O 2 max , until voluntary exhaustion ͓25͔, based on the protocol used in Refs. ͓18,19͔. Subjects were given vigorous verbal encouragement throughout the trials. Participants were instructed to maintain 90 rpm and were allowed to recover if their rpm fell below 90. Trials were terminated when cadence dropped below 70 rpm or when the subject felt they could no longer continue. Because all participants were highly trained competitive athletes, it is unlikely that these subjects gave submaximal effort and/or terminated participation prematurely. Nevertheless, there could still have been psychological variations in motivation between subjects. Thus, we could not experimentally guarantee that all subjects had reached precisely the same fatigue state at the termination of their trial. Additional details of the experimental design are given in Ref.
͓25͔.
Each subject was marked with reflective markers to record sagittal plane kinematics for the trunk, hip, knee, and ankle angles of the left leg. Kinematics data were sampled at 120 Hz continuously throughout each trial using an eight-camera Vicon motion analysis system ͑Oxford Metrics, Oxford, UK͒. Raw marker data were first filtered through a low-pass filter with a cutoff frequency of 15 Hz 5 . Movement kinematics were then calculated from the filtered marker data for the left side of the body ͓25͔.
Bipolar surface EMG electrodes ͑DE-2.1, Delsys Inc., Boston, MA͒ were placed on the left leg over biceps femoris, vastus lateralis, gastrocnemius, and the tibialis anterior muscles according to accepted recommendations ͓48͔. Although the tibialis anterior is not one of the major power producing muscles used during cycling, it was included in the present study to determine if the tracking methods adopted in the present study would still work for other muscles that play a supporting role in cycling. For example, while the tibialis anterior contributes only a small percentage of the power to the crank, this smaller muscle could still sustain significant fatigue ͓25͔, which could in turn affect how cyclists change their coordination strategies. EMG data for all muscles were sampled at 1080 Hz throughout the entire trial and were synchronized with the kinematics data. The raw EMG signals were first filtered through a digital bandpass filter with corner frequencies 1 = 30 Hz and 2 = 400 Hz to eliminate dc offset and high frequency noise. These EMG time series were then filtered through a digital notch filter with corner frequencies 1 =59 Hz and 2 = 61 Hz, as recommended in Ref. ͓49͔ . This was done to attenuate the small amounts of 60 Hz ac interference observed in the raw EMG signals, which was probably due to the electronics of the Lode Excalibur bicycle itself and/or other electronic devices in the laboratory at the time.
The recorded movement kinematics data were analyzed using both SSM-based and PSW-based features. Furthermore, complete feature sets, including both linear and nonlinear components, were compared to reduced feature sets containing only linear-modelbased features. These comparisons allowed us to determine the importance of including nonlinear statistics in these analyses. The size of the data sets varied from subject to subject due to different lengths of time of cycling ͑approximetely 5 -10 min͒. Therefore, for computing PSW-based features, each kinematic time series was partitioned into 60 disjoint windows of equal lengths, and the PSW-based features were analyzed within each window. The construction of the SSM-based features required a calculation of long-time statistical measures, which required longer time series. For these analyses, each kinematic time series was first partitioned into 30 disjoint windows of equal length. The variance of the estimated long-time measures scales as 1 / ͱ N, where N is the number of points used in estimation. Using 30 windows provided a sufficient number of data points in each window to calculate long-time statistics with approximately the same variance as the short-time metrics computed using 60 windows. This reflects the fact that the short-time ͑PSW͒ metrics are better suited for short time series and if we had less data available, the long-time ͑SSM͒ analysis might not have been possible. To enable direct comparisons between SSM-based features and PSW-based features, the PSW analyses were repeated using 30 disjoint windows.
The goal of these kinematic analyses was to determine if these features, extracted only from the kinematics data, contained information regarding the systemic and local fatigue dynamics of cycling. To obtain direct measures of localized muscle fatigue for each EMG time series that were independent of the SSM-and PSW-based features extracted from the kinematics, both mean and median frequencies were calculated from each EMG signal. Mean and median frequencies were computed for each EMG signal for each down stroke and each up stroke of the pedals and then averaged to yield a single mean and median frequency value for each crank revolution ͓25͔. The resulting mean and median frequency time series were then boxcar filtered, twice, with a moving window length of nine frames to further smooth the mean and median 5 It is often recommended not to filter nonlinear time series using linear filters. However, in our case the cutoff frequency was set well beyond the observed bandwidth to attenuate high frequency noise. frequency data. This "short-time Fourier transform" method was previously validated for tracking slowly varying changes in muscle fatigue across multiple dynamic contractions ͓28-30͔. Other potential biomarkers of fatigue, such as cortisol levels and/or lactic acid accumulation, were not considered here since they are not traceable to individual muscles and could not be obtained continuously throughout each trial. Finally, to compute direct correlations with the PSW-based tracking features, these smoothed mean and median frequency time series were partitioned into 60 disjoint windows of equal lengths, and single averaged values of the mean and median frequencies were calculated for each window. Dynamic contractions can also lead to variations in EMG center frequency due to changing muscle length ͓50͔. However, the decreases in EMG center frequency across time during a fatiguing dynamic activity are generally due to changes in factors within the muscle itself ͑e.g., decreases in conduction velocity and derecruitment of fast-twitch motor units͒ rather than changes in muscle length. Thus, the changes in EMG center frequency observed in this study were presumed to be due to changes in muscle fatigue and not to changes in muscle length ͓28-30͔.
Results
Time to fatigue varied from approximately 5 -10 min across subjects ͑Table 1͒. These time-to-fatigue results were also consistent with those obtained from two other recent studies using a very similar protocol in a similar population ͓18,19͔. Basic measures of body anthropometrics and training histories also varied considerably across subjects ͑Table 1͒. Of the variables listed in Table 1 , only body mass was weakly correlated to time to fatigue ͑R 2 = 0.526͒, but this correlation did not quite reach statistical significance ͑p = 0.0652͒. Despite these differences in time to fatigue, all subjects maintained both power output and cadence at approximately constant levels until the final 10% of the fatigue trial ͑Fig. 1͑a͒͒. The precipitous drop-off in both cadence and power output during the last ϳ10% of each trial indicates that these athletes had indeed reached their physical limits.
All subjects exhibited substantial nonmonotonic changes in their local muscle fatigue states ͑i.e., mean or median frequencies͒ during these trials ͑Fig. 1͑b͒͒. The individual fluctuation patterns varied between muscles and across subjects. However, the majority of all muscles examined exhibited muscle fatigue ͑i.e., decreasing mean and/or median frequency͒ that was sustained across the entire trial, as determined by findings of statistically significant negative slopes obtained from linear fits to these data ͑Fig. 1͑b͒͒. Moreover, all muscles in all subjects exhibited some evidence of at least transient fatigue ͑median frequency decline was followed by recovery͒ at some point during each trial.
Likewise, the joint kinematic patterns observed for each subject also exhibited substantial nonmonotonic changes over time during these trials ͑Fig. 1͑b͒͒. These changes were particularly apparent for shifts in trunk lean. Here again, the individual fluctuation patterns varied between joint angles and across subjects, indicating that each subject was continuously altering their movement coordination strategy to maintain performance in spite of progressing muscle fatigue. Additional detailed descriptions and analyses of these nonmonotonic EMG and kinematic trends are published in Ref. ͓25͔ . In particular, those previous analyses demonstrated that the fluctuations in local muscle fatigue states were correlated, on average, with subsequent alterations of movement kinematics ͓25͔. However, those analyses did not yield specific predictive models for individual subjects.
Linear Versus Nonlinear Features.
The SSM-based feature vector was composed of both linear and nonlinear statistics. The nonlinear components, which included skewness, kurtosis, correlation sum, and fractal dimension, were removed from the feature space and compared with the feature space containing both linear and nonlinear components ͑Fig. 2͒. The SOVs for both analyses were of approximately the same magnitude ͑Figs. 2͑a͒ and 2͑e͒͒. Corresponding SOCs also displayed similar smoothness. Note that in both examples, SOC 1 exhibits smooth monotonic change over time ͑Figs. 2͑b͒ and 2͑f͒͒ and that the mode shapes for the higher SOCs ͑SOC 2 , SOC 3 , etc.͒ become increasingly more complex. Thus, SOC 1 reflects the sustained and overall systemic fatigue dynamics, while the higher-order SOCs likely capture local transient ͑i.e., muscular͒ fatigue dynamics. However, there were clear differences in the shapes of these SOCs, which could have resulted from including nonlinear components. On the other hand, this could just be a result of including more statistics, and similar differences might be observable if other different linear measures are included in the feature vector, which was not done in this paper. The same comparisons were done for the PSW-based features, where the movement kinematics obtained from the joint angles were analyzed using linear-model-based features and compared with the nonlinear model results ͑see Sec. 2.1.2͒. In Fig. 3 , representative results for the knee angle data of subject 2 and the hip angle data of subject 6 are presented ͑note: values for variables are listed as subject 2 ͑subject 6͒͒. In the linear model, Eq. ͑7͒, the model order was p =9͑134͒, and for phase space partition l =1͑1͒ was used. For the nonlinear model, the embedding dimension was 4͑4͒, the delay time was 25͑30͒, and the phase space was partitioned into 20͑20͒ hypercuboids ͑five partitions in each dimension͒. The entire time series was divided into 60 disjoint windows of 970͑1144͒ samples each. Studying the SOVs ͑Fig. 3͒, it was apparent that the linear analysis showed only one dominant mode. On the other hand, the nonlinear analysis had three ͑four͒ dominant modes. Looking at corresponding SOCs, nonlinear coordinates are substantially smoother and do not exhibit local fluctuations ͑noise͒ observed in the corresponding linear coordinates. Therefore, nonlinear effects are substantial and cannot be ignored at least in the PSW-based analysis. As with the SSM-based analyses ͑Fig. 2͒, the SOC 1 s for the PSW-based analyses also exhibited smooth monotonic changes over time ͑Figs. 3͑b͒ and 3͑f͒͒, reflecting the sustained and overall systemic fatigue dynamics. Likewise, the mode shapes for the higher-order SOCs increased in complexity, likely reflecting the local transient fatigue dynamics.
SSM (Long-Time) Versus PSW (Short-Time) Features.
The complete ͑linear+ nonlinear features͒ SSM-based analyses were then directly compared to the complete PSW-based analyses ͑Fig. 4͒. The parameters used for the PSW analysis were the same as for results described in the previous section, except that all analyses were conducted using 30 disjoint windows to allow a direct comparison with the SSM analysis results. In these com- parisons, the PSW-based SOCs generally exhibited slightly smoother characteristics, as evidenced by the magnitude of the corresponding SOVs. However, general trends were very similar despite the more prominent local fluctuations in the SSM-based SOCs. While the importance of nonlinear metrics was not very clear in the SSM-based analysis ͑Fig. 3͒, these new results demonstrate that the variabilities observed in Fig. 3 were not just the result of using more features but were brought by the consideration of nonlinear features. Thus, nonlinearities are important in both SSM and PSW analyses since they provide additional information absent in the purely linear analysis. These results also illustrate the power of the PSW-based analysis as compared to the SSM-based analysis, for which the importance of nonlinear features was not apparent.
Local Fatigue Trends Embedded Into Global Systemic Fatigue Manifold.
The primary goal of the present study was to determine if the SOCs-identified using SSM-and PSW-based analyses of the kinematics data-carried the information about the local muscle fatigue processes occurring in individual muscles-as determined by the mean and median frequencies from the EMG data analysis. The EMG frequencies for individual muscles generically varied nonmonotonically over time ͑Figs. 5 and 6 ͓25͔͒. These shifts reflect that subjects varyingly altered their movement strategies to maintain overall task performance in the face of progressing muscle fatigue. In this study, the dominant kinematic SOCs were projected onto scaled mean and median frequency trends in the least-squares sense. The sample of results for the median frequency is shown in Fig. 5 from the SSM-and PSW-based analyses using ankle angles of subject 2 and in Fig. 6 
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, respectively, and ""e…-"h…… for subject 6 hip.
"a… and "e… show the first several SOVs, and "b…-"d… and "f…-"h… show corresponding first three SOCs, computed within 30 disjoint windows extracted from the original time series. Similar results were obtained from all other subjects and time series analyzed. for hip angles of subject 6. For these results only four SOCs were used, and these figures show the best-case scenario for the SSMbased features. In all other cases, PSW-based features provided a much better fit to the local trends when using the same number of SOCs, as shown in Figs. 5 and 6.
To determine if the trends observed in Figs. 5 and 6 were consistent across subjects, we computed linear least-squares fits ͑R 2 ͒ between the SOCs computed from the kinematics data and the mean and median frequency curves obtained from each subject. The results of these analyses are shown for ankle angles in Fig. 7 for the median frequency. For the mean frequency, the results were similar and are not shown here to save space. Similar results for hip angles are shown in Fig. 8 . Additionally, these analyses show how many SOCs need to be included before the R 2 values plateau. These findings tell us how many SOCs are required to adequately describe the local EMG trends.
Across all subjects and comparisons, the PSW-based SOCs consistently provided much better fits for nearly all comparisons, regardless of the number of SOCs included. The PSW-based SOC analyses were also much more consistent, exhibiting less between-subject variability. In addition, for all subjects, approximately four PSW-based SOCs were needed to fully recover mean frequency trends and possibly even fewer for the median frequency trends. Conversely, a much larger number of SOCs were needed from the SSM-based analyses to achieve the same correlations ͑R 2 ͒. These results demonstrate that the slow-time changes in human muscle fatigue are also fully represented in the changes that occur in movement kinematics.
Discussion
Repetitive strain injuries are highly prevalent among competitive and recreational cyclists ͓10-15͔. One possibility is that these cyclists become more prone to developing these injuries because they adopt nonoptimal motion kinematics in response to muscle fatigue ͑e.g., see Refs. ͓8,9,25͔͒. An alternative possibility is that cyclists develop these injuries because they do not adjust their kinematics properly in response to changes in muscle fatigue but instead continually load the same tissues in the same way beyond their threshold capacity. However, our group recently demonstrated that changes in muscle fatigue state were directly correlated with, and slightly preceded, specific changes in cycling kinematics ͓25͔, thus demonstrating that cyclists do change their kinematics in direct response to changes in localized muscle fatigue states. The purpose of this paper was to determine if there was a direct link between the muscle fatigue dynamics and changes in the kinematics of motion. To date, such links have not been established in the cycling literature. In the present paper, methods originally developed for fatigue identification in mechanical systems were adopted to analyze human cycling motion dynamics and to relate the observed kinematic changes to the local muscle fatigue as measured by EMG mean and median frequencies. The results of this study show that these approaches could directly predict each subject's level of fatigue based solely on his/her movement kinematics. The monotonic trends shown in the first SOC's ͑Figs. 2-4͒ followed the overall fatigue level exhibited by each subject. Furthermore, the projections of the dominant SOC's onto the EMG mean and median frequency results ͑Figs. 5 and 6 and Figs. 7 and 8͒ demonstrate that this approach also directly predicted the local muscle fatigue states of individual muscles from strictly kinematics data.
The representative results of detailed comparisons of linearand nonlinear-feature-based analyses were presented in Figs. 2 and 3. The SSM-based features ͑Fig. 2͒ showed some differences in the higher-order SOCs, which could not be definitely attributed to the new information provided by inclusion of nonlinear features. A more comprehensive analysis including more statistics in the SSM features could have provided a more definite answer to this question. However, these analyses were not necessary after observing the clear superiority of nonlinear PSW-based features over the equivalent linear features ͑Fig. 3͒. The PSW results showed three or four dominant eigenvalues for nonlinear features versus just one for linear features. Thus, nonlinear analysis was found to be essential for capturing additional ͑higher-order͒ information in the kinematic time series. This was not at all surprising as this was likely a logical result of the nonlinear coupling in the system between multiple joints and muscles.
A comparison of nonlinear SSM-based and PSW-based results ͑Fig. 4͒ showed that both methods provided highly correlated dominant SOCs that were attributed to the monotonic overall fatigue accumulation in the whole body. Higher-order SOCs were less correlated, and here PSW-based SOCs showed fewer local fluctuations as indicated by larger corresponding SOVs. All this illustrated the advantages of short-time features over the long-time features: ͑1͒ PSW-based features are not arbitrary-they are specifically designed to quantify slow-time changes caused by parameter drifts ͓36,43͔; ͑2͒ SSM-based features are prone to be contaminated by dynamic ͑bifurcation͒ noise while PSW-based features are not ͓34,33͔; and ͑3͒ there is no a priori way to determine the optimal set of SSM-based features. However, it should be mentioned that in some lucky cases SSM-based features are expected to work as well as PSW-based features and require a much less computational effort.
The main question of this study was to determine if information regarding local muscle fatigue could be identified from the SOCs derived from the kinematics data. While it seems logical that changes in muscle fatigue would cause people to alter their kinematics, there are also many reasons why this might not be the case. Shifts and/or changes in movements kinematics could alternatively be due to other factors ͑e.g., discomfort, pressure from the seat, and pain͒ not directly related to changes in central fatigue or in peripheral fatigue at the muscle level. Additionally, each muscle includes dozens of motor units, and there are dozens of muscles involved in accomplishing the considered cycling task, which is controlled by the central nervous system. All of this suggests a highly complex system operating across a wide range of both length and time scales. However, the results of linear projection of several SOCs down to local muscle fatigue trends ͑Figs. 5 and 6͒ showed fairly good matches across all subjects and all muscle groups if enough SOCs ͑about four for PSW features͒ were considered. This suggests that there exists some lowdimensional model that can be used to model systemic muscle fatigue dynamics for this particular task at least over slow-time scales.
6 To our knowledge, while many previous papers have speculated about such links, the present work is the first to directly quantify these links.
The finding that these SOCs do project so well onto the local muscle fatigue trends raises the question of exactly what kinematic information is being reflected onto these EMG frequency trends. To begin to get an idea of this, one could potentially look at the weightings of each SOC used in each projection. However, these weightings varied somewhat for each case ͑i.e., for each combination of joint angle and muscle for each subject͒. Likewise, the individual SOCs themselves are combinations of the joint angle states defined for each joint angle time series, and so these also varied for different subjects and different joint angles. This makes comparing and interpreting the quantitative contributions of the different individual SOCs across projections, and especially across subjects, rather complicated. While a full exploration of this issue is beyond the scope of the present paper, the strength of the findings presented here suggests that doing these analyses will be an important aspect of future research.
To get a better idea about cross-subject variability and performance of different features, a detailed R 2 analysis was conducted for all kinematic time series for all subjects ͑Figs. 7 and 8͒, where the quality of embedding local trends into global measures was evaluated by the average value of R 2 of the fits and corresponding standard deviation across all ten subjects. These results clearly showed that the PSW-based features consistently outperformed SSM-based features by providing considerably higher mean and lower standard deviation values for all possible combinations. In particular, only for the nonlinear PSW-based SOCs were all of the local trends recovered with the R 2 value of 0.8 or larger. On the other hand, for the SSM-based analyses, the fits still remained very poor for many EMG frequency statistics even if a large number of SOCs were included in the projections. By looking at all the R 2 results, it was possible to state that the four-dimensional SOC manifold provided a good representation of all local fatigue dynamics with 0.8 or better R 2 values. The analyses conducted in this paper showed that by analyzing fast-time kinematic time series using nonlinear PSW metrics and smooth orthogonal decomposition, one can identify lowdimensional slow-time fatigue manifolds that embedded all of the local muscle fatigue dynamics. Therefore, the direct one-to-one experimental link between the muscle fatigue accumulation and the subtle changes in motion dynamics was definitively established. The importance of this result is threefold. First, it provides experimental evidence that the systemic muscle fatigue process for this cycling task can be modeled by a low-dimensional dynamical system ͑i.e., very complex high-dimensional firstprinciples physics-based models may not be necessary͒. Second, the smooth orthogonal decomposition of nonlinear PSW metrics calculated from kinematic time series can be used to track and detect subtle changes in the physiological fatigue state. Finally, these changes in local muscle fatigue states can be detected by analyzing only motion kinematics data. This demonstrates that slowly evolving physiological processes such as muscle fatigue, which themselves are often not easy to measure and track directly, can still be extrapolated from easily observable biomechanical data. These findings provide a foundation for the development of procedures for tracking the progression or development of physiological fatigue and can potentially be extended for use in early identification or detection of repetitive strain injuries. These analytical approaches and results could also have broader potential impact for understanding the basic connections between muscle physiology and kinematics and/or for enhancing the performance for competition, etc.
Conclusion
In this paper a general dynamical-system-based framework for relating physiological fatigue processes to changes in motion kinematics was presented. It was demonstrated that the local slowtime changes in muscle fatigue dynamics were fully represented in the low-dimensional manifold identified through the analysis of fast-time motion kinematics. Thus, a direct one-to-one connection of muscle fatigue accumulation to the changes in motion coordination was experimentally demonstrated.
Ten highly trained competitive cyclists showed nonmonotonic changes in local muscle fatigue as measured by the EMG median frequency. However, the multivariate analysis of kinematic time series showed the existence of one dominant monotonic trend in the feature space. This was attributed to the cumulative ͑i.e., global͒ systemic fatigue occurring in the whole body. Additional analyses showed that nonlinear PSW-based kinematic features identified a four-dimensional smooth manifold ͑through smooth orthogonal decomposition͒ that embedded all of the localized muscle fatigue dynamics that occurred in individual muscles.
This study also showed the necessity of nonlinear analysis for capturing all localized muscle fatigue dynamics. In addition, the superiority of short-time PSW-based features over long-time SSM-based features was demonstrated in the R 2 analysis of linear fits across all subjects. PSW-based features require more computational resources, but they are specifically tailored to capture slow-time changes in dynamics and are insensitive to sudden changes in fast-time dynamics ͑e.g., bifurcations͒. It is true that SSM-based features are easier to compute and that in some cases they can yield results that are as good as PSW-based results. However, there is no a priori way to establish an optimal set of SSM metrics for a particular application that will work for all subjects. In contrast, PSW metrics consistently provide optimal results for all subjects and potentially for a variety of tasks. PSW-based methods therefore have great potential for tracking a variety of very important slow-time scale "hidden" ͑i.e., not easily directly observable͒ physiological processes ͑e.g., muscle fatigue or repetitive strain injury͒ from readily observable biomechanical measures.
