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Abstract
We generalise gauge theory on a graph so that the gauge group becomes a finite-dimensional
ribbon Hopf algebra, the graph becomes a ribbon graph, and gauge-theoretic concepts such
as connections, gauge transformations and observables are replaced by linearised analogues.
Starting from physical considerations, we derive an axiomatic definition of Hopf-algebra gauge
theory, including locality conditions under which the theory for a general ribbon graph can be
assembled from local data in the neighbourhood of each vertex. For a vertex neighbourhood
with n incoming edge ends, the algebra of non-commutative ‘functions’ of connections is dual
to a two-sided twist deformation of the n-fold tensor power of the gauge Hopf algebra. We
show these algebras assemble to give an algebra of functions and gauge-invariant subalgebra of
‘observables’ that coincide with those obtained in the combinatorial quantisation of Chern-Simons
theory, thus providing an axiomatic derivation of the latter. We then discuss holonomy in a Hopf
algebra gauge theory and show that for semisimple Hopf algebras this gives, for each path in the
embedded graph, a map from connections into the gauge Hopf algebra, depending functorially
on the path. Curvatures—holonomies around the faces canonically associated to the ribbon
graph—then correspond to central elements of the algebra of observables, and define a set of
commuting projectors onto the subalgebra of observables on flat connections. The algebras of
observables for all connections or for flat connections are topological invariants, depending only
on the topology, respectively, of the punctured or closed surface canonically obtained by gluing
annuli or discs along edges of the ribbon graph.
1 Introduction
The purpose of this article is to generalise lattice gauge theory from groups to Hopf algebras. Our
motivation stems from a variety of gauge theory-like models constructed from algebraic data assigned
to discretisations of oriented surfaces, many of which are based on Hopf algebras, their representation
categories or higher categorical analogues. Examples of recent interest include models in condensed
matter physics and quantum computation such as Kitaev [Ki, Ki2, BMCA] and Lewin-Wen models
[LW1, LW2], as well as models in non-commutative geometry [MS]. There are also older models
obtained from canonical quantisation of Chern-Simons theory [AGS1, AGS2, AS, BR, BR2, BFK]
and much work on related models in 3d quantum gravity—for an overview see [C].
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These models strongly resemble lattice gauge theories, exhibiting gauge-like symmetries, topologically
invariant subspaces of invariant states, and operators resembling Wilson loops. Some have been
related [KKR, BK, BA, AS] to 3d topological field theories of Turaev-Viro [TVi] or of Reshetikhin-
Turaev type [RT], which in turn arise from quantisation of BF and Chern-Simons gauge theories.
However, while their gauge theoretic features and origins suggest viewing these models as Hopf
algebraic generalisations lattice gauge theory, no precise concept of lattice gauge theory valued in
a Hopf algebra has so far been available. Neither the physical requirements nor the appropriate
mathematical structures for such a theory are obvious. Nor is it easy to conceptually unify the
would-be examples of Hopf algebra gauge theory, which are often formulated ad hoc for specific
graphs, specific bases, generators or relations, and in language that obscures the general mathematical
structures and their relation to classical gauge theoretic concepts such as gauge fields, connections,
and observables. With few exceptions, e.g. [FSV], little work has sought to physically motivate the
mathematical structures arising in such models.
The goal of this article is to address these issues. We provide a robust and physically-motivated
general definition of local Hopf algebra gauge theory on a ribbon graph, construct such gauge theories,
and relate them to established models arising from quantising Chern–Simons theory. We also clarify
the gauge theoretic structure of these theories, including holonomy, curvature, and observables.
To achieve this, we mimic group-based gauge theory and its physical interpretation as closely as
possible, linearising standard gauge theory concepts and generalising to accommodate Hopf algebras
not associated to a group. For gauge theory on a ribbon graph with edge set E and vertex set V , we
can summarise the key ingredients of our definition of Hopf algebra gauge theory (Def. 3.3) in a
table, which shows the comparison to the group case:3
group gauge theory Hopf algebra gauge theory
gauge group/algebra finite group G finite-dimensional Hopf algebra K
gauge transformations the group G = G×V the Hopf algebra G = K⊗V
connections the set A = G×E the vector space A = K⊗E
algebra of functions A
∗ = Fun(G×E) the vector space A∗ ∼= K∗⊗E
with canonical algebra structure with specified algebra structure
gauge action on
connections a G-set structure on A a G-module structure on A
gauge action on functions the dual G-set structure on A∗ the dual G-module structure, making A
∗
into a G module algebra.
observables the gauge-invariant the gauge-invariantsubalgebra of A∗ subalgebra of A∗
This table shows a strong parallel but also some complications on the Hopf algebra side. Most
importantly, for a general Hopf algebra, the algebra structure on A∗ is not the canonical one induced
by the multiplication in K∗, as one might naively expect from the group case, since this would not be
compatible with ‘gauge symmetry’ unless K is cocommutative. Rather, we must specify an algebra
structure on A∗ that makes it a module algebra for the gauge action. Physically speaking, this
amounts to the requirement that gauge invariant functions, or observables, should form a subalgebra.
It is also worth mentioning why a Hopf algebra gauge theory requires ribbon graphs rather than
ordinary graphs. Even for groups, ribbon graphs are natural for two-dimensional gauge theory, since
3Here, expressions such as K⊗E represent a tensor product K ⊗ · · · ⊗K with one copy of K for each element of E.
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embedding a graph in an oriented surface gives it a ribbon structure. However, for Hopf algebras,
this structure seems essential: if the algebra is non-cocommutative, we know of no sensible way to
get gauge transformations to act on connections without assuming a ribbon structure on our graphs.
We thus work with ribbon graphs throughout the article, reviewing their structure in Section 2.
Main Results
While our definition of Hopf algebra gauge theory is built up axiomatically, guided but the group
case, our main results in support of the quality of this definition are that we can build up Hopf
algebra gauge theories from local data, show topological invariance of their algebras of observables,
relate these algebras to existing work, and thus clarify the gauge-theoretic foundations of other
models. Here we outline these main results.
1. For a finite-dimensional ribbon Hopf algebra, gauge theory on a ‘vertex neighbour-
hood’ is essentially unique.
By a vertex neighbourhood, we simply mean a cyclically-ordered directed rooted tree of height one:
but our terminology emphasises that we think of these as obtained from a larger graph by cutting all
of the edges surrounding a single vertex, and gluing new vertices to the loose ends. Studying Hopf
algebra gauge theory on such simple graphs (§3.4) shows that allowing non-cocommutativity strongly
constrains our choice of gauge Hopf algebra K. However, we show that these constraints can be
satisfied—and in an essentially unique way determined by the ‘locality conditions’ in our definition—
provided we take the Hopf algebra to be quasitriangular. Moreover, considering consistency with
reversing the orientation of edges leads us to demand that our Hopf algebra has a ribbon element.
Theorem 1: A Hopf algebra gauge theory on a vertex neighbourhood is essentially unique. The
relevant K-module algebra structure on K⊗v is related to the braided tensor product of K-module
algebras and dual to a two-sided twist deformation of K⊗v with a cocycle involving multiple copies
of its universal R-matrix.
2. Hopf algebra gauge theories on the vertex neighbourhoods of a graph induce a Hopf
algebra gauge theory on the graph.
This result, found in §3.5, means Hopf algebra gauge theory can be built up from local data,
effectively reducing the construction of gauge theory for any ribbon graph to basic building blocks
constructed on the vertex neighbourhoods.
To show this, we split a ribbon graph into a disjoint union of vertex neighbourhoods and use
comultiplication to embed the copy of K∗ associated with a directed edge e in the original graph into
the two copies of K∗ associated with the two ends of e, each associated with a vertex neighbourhood:
→K∗ K∗ K∗
Doing this simultaneously for all edges in the ribbon graph yields an injective linear map
G∗ : A∗ →
⊗
v∈V
A∗v
where A∗v is the algebra of functions for the vertex neighbourhood at v.
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Theorem 2: The image of G∗ is a subalgebra and a K⊗V -submodule of ⊗vA∗v. Pulling back this
structure makes A∗ := K∗⊗E into the algebra of functions for a Hopf algebra gauge theory.
This algebra is analysed in §3.6 for concrete graphs; for a single loop it is related to Kop, and when
K = D(H) is a Drinfel’d double of a Hopf algebra H, the algebra for a single edge between distinct
vertices is isomorphic to the Heisenberg double of H.
3. Holonomy is functorial, and transforms nicely under graph operations.
In analogy to group gauge theory, we view holonomy as a functor
Hol : G(Γ)→ HomF(K⊗E ,K)
that assigns to each path in Γ—a morphism in the path groupoid G(Γ)—a linear map Holp : K⊗E → K
taking connections on Γ to element of the Hopf algebra K.
For this, the vector space HomF(K⊗E ,K) is given the structure of a category with one object and
with composition built from multiplication in K and comultiplication in K⊗E . In principle, there
are two choices of coalgebra structure on K⊗E , coming either from the tensor product Hopf algebra
structure or from the multiplication in the algebra of functions. However, we show in §5.1 that
only the former gives rise to a holonomy functor in the strict sense, and only under the additional
assumption that K is semisimple.
We also investigate the algebraic properties of the holonomies in §5.2 and derive a general formula
for the transformation of holonomies under graph operations and show that, for each path in Γ
that represents a simple curve on the associated surface, the holonomies form a subalgebra and a
submodule of the algebra of functions of the Hopf algebra gauge theory.
4. The algebra of observables is a topological invariant of surfaces with boundaries.
There is a well-known way of viewing any ribbon graph, defined by combinatorial data, as a surface
with boundary, unique up to homeomorphism. This is achieved by fattening out edges into ‘ribbons’,
as the name suggests, and vertices into discs, or equivalently by gluing annuli along edges according
to the combinatorial data. Moreover, ribbon graphs that induce the same surface with boundary
are related by certain graph operations, reviewed in §2.3. In Section 4, we show that these graph
operations induce isomorphisms of Hopf algebra gauge theories—in particular, the algebras of
functions and of observables depend on the choice of the ribbon graph only insofar as the ribbon
graphs induce homeomorphic surfaces in this way.
Theorem 3: If two ribbon graphs induce homeomorphic surfaces with boundary, then the algebras
of observables of the associated K-valued Hopf algebra gauge theories are isomorphic.
5. The algebra of observables on flat connections is a topological invariant.
Aside from viewing a ribbon graph as a surface with boundary, there is also a well-known way of
viewing any ribbon graph as a closed surface, by attaching discs, rather than annuli. By considering
holonomies around these discs—faces in the resulting CW complex—we arrive at a notion of curvature
in Hopf algebra gauge theory. We show the curvature at a face defines a central element of the
algebra of observables. We show that if K is semisimple, the Haar integral of K∗ gives rise to a
set of commuting projectors associated with faces, whose image can be viewed as the algebra of
observables on the set of flat connections.
Theorem 4: If two ribbon graphs induce homeomorphic closed surfaces, then their associated
algebras of observables on flat connections are isomorphic.
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6. Hopf algebra gauge theory provides an axiomatic derivation, and gauge-theoretic
interpretation of algebras from the combinatorial quantisation of Chern-Simons theory.
We prove that the algebra of functions obtained from our definition of Hopf algebra gauge theory
and the associated subalgebras of all observables and of observables on flat connections coincide with
the algebras obtained by Alekseev, Grosse and Schomerus [AGS1, AGS2, AS] and independently by
Buffenoir and Roche [BR, BR2] in the canonical quantisation of Chern-Simons gauge theory. The
description of this algebra was refined further in [BFK], where the authors developed a description
that is suitable for concrete computations and naturally fits into the framework of quantum topology.
In particular, the algebra of observables, the algebra of observables on flat connections and the results
of Theorems 3 and 4 above constitute a generalisation and simplification of topological invariance
results obtained earlier [AGS1, AGS2, BR, BR2, BFK] in a different framework and by different
methods. While the algebras themselves are thus not new, our approach adds several insights to the
picture.
First, the algebras were previously obtained by quantising the Poisson structures in [FR, AM] by
canonical quantisation, i.e. replacing classical r-matrices by R-matrices and Poisson brackets by
multiplication relations. While physically well-motivated, this leaves questions about uniqueness
of the quantisation procedure and of the resulting algebra, especially since the underlying Poisson
structure is non-canonical. Our approach addresses this by showing that the algebra can be derived
from simple axioms for a local Hopf algebra gauge theory in an essentially unique way.
Second, our formulation exhibits more clearly the essential mathematical ingredients, namely, module
algebras over Hopf algebras and their braided tensor products. These are physically motivated by
the requirement that the gauge invariant observables form an algebra. The resulting description is
close to the viewpoint of non-commutative geometry, in which a commutative algebra of classical
coordinate functions is deformed or replaced by a non-commutative analogue.
Moreover, these algebras are shown to be built up atomically from the algebras on vertex neighbour-
hoods, which are obtained from a two-sided twist-deformation of a Hopf algebra K⊗n. This reflects
the local nature of the Hopf algebra gauge theory and allows one to construct Hopf algebra gauge
theory on a surface by gluing discs around the vertices of a graph. (A similar decomposition was
also given in [BFK], but in a diagrammatic formulation. This has computational advantages, but
makes it difficult to interpret the results from a gauge theory perspective.)
This decomposition into vertex neighbourhoods leads to a direct and simple description of local
Hopf algebra gauge theory. While the formulation in [AGS1, AGS2, AS, BR, BR2] is highly
involved and relies on specific choices of a basis of K, namely matrix elements in the irreducible
representations, Clebsch-Gordan coefficients and intertwiners and mainly considers a fixed ribbon
graph, the description in terms of vertex neighbourhoods allows one to give a coordinate free
description for general ribbon graphs. In this description, the proof of topological invariance is much
simpler and more direct. Moreover, the concept of holonomy arises in a more conceptual way, as a
functor, and holonomies transform by simple and explicit rules under graph transformations. This
may also be helpful in generalising Hopf algebra gauge theory to include defects.
Organisation of the paper
Section 2 provides background material on graphs and their path categories (§2.1) and ribbon graphs
(§2.2) as well as describing the operations on ribbon graphs (§2.3) that leave preserve the topology
of the resulting surfaces.
In Section 3 we derive axioms for a Hopf algebra gauge theory on a ribbon graph. After establishing
conventions (§3.1) and reviewing group-based gauge theory (§3.2) we generalise it to finite-dimensional
Hopf algebras (§3.3) and give an axiomatic definition of a local Hopf algebra gauge theory. We then
construct such local Hopf algebra gauge theories, first on vertex neighbourhoods (§3.4) and then
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on general ribbon graphs (§3.5). For the latter we give an explicit description of the algebra the
algebra of functions (§3.6), and relate to it the ‘lattice algebras’ from the combinatorial quantisation
of Chern–Simons theory [AGS1, AGS2, BR, BR2].
Section 4 investigates the dependence of the algebra of functions and its subalgebra of observables
on the choice of the ribbon graph. It is shown that certain transformations of ribbon graphs induce
homomorphisms of module algebras between the algebras of functions of the associated Hopf algebra
gauge theories and algebra homomorphisms between their subalgebras of observables. This leads to
a topological invariance result for the latter.
In Section 5 we develop other essential gauge-theoretic concepts for Hopf algebra gauge theory,
namely holonomy and curvature. Following their definition (§5.1), we investigate the algebraic
properties of holonomies (§5.2) and of curvatures and flat connections (§5.3). We then show that
this defines a topologically invariant algebra of observables on flat connections.
Appendices A and B contain algebraic background material, including the required foundational
results on Hopf algebras and module algebras over Hopf algebras. Appendix C contains the proof of
a key result on twisted tensor products.
2 Geometrical background: graphs and paths
2.1 Graphs and paths
In the following, we consider finite directed graphs. Unless specified otherwise, we allow loops and
multiple edges, and vertices of valence ≥ 1. For a directed graph Γ, we denote by V (Γ) and E(Γ),
respectively, the sets of vertices and edges, and omit the argument Γ whenever this is unambiguous.
For an oriented edge e ∈ E(Γ), we denote by s(e) the starting vertex of e and by t(e) the target
vertex of e. An edge e ∈ E(Γ) is called a loop if s(e) = t(e). The edge e with the opposite
orientation is denoted e−1, and one has s(e−1) = t(e), t(e−1) = s(e).
Definition 2.1. Let Γ be a directed graph.
1. A subgraph of Γ is a graph Γ′ obtained from Γ by removing edges of Γ and any zero-valent
vertices arising in the process.
2. The edge subdivision of Γ is the directed graph Γ◦ obtained by placing a vertex on the middle
of each edge e ∈ E(Γ) and equipping the resulting edges with the induced orientation, as shown
in Figure 1 b).
3. For an edge e ∈ E(Γ), the two corresponding edges of Γ◦ are called edge ends of e. The edge
end of e that is connected to the starting vertex s(e) is called starting end of e and denoted
s(e). The one connected to the target vertex t(e) is called target end of e and denoted t(e).
4. The vertex neighbourhood Γv of a vertex v ∈ V (Γ) is the directed graph obtained by taking
the vertex v, all incident edge ends at v and placing a univalent vertex at the end of each edge
end, as shown in Figure 1 c).
By definition, the edge subdivision Γ◦ and any vertex neighbourhood Γv for v ∈ V (Γ) are directed
graphs without loops. They are bipartite since each edge of Γ◦ or Γv connects a vertex v ∈ V (Γ) with
a vertex of Γ◦ that is not contained in V (Γ). Note also that the second edge subdivision Γ◦◦ = (Γ◦)◦
of a directed graph Γ has neither loops nor multiple edges.
Paths in a directed graph Γ can be viewed as morphisms in the free groupoid generated by Γ. They are
described by words in E(Γ), which are either finite sequences of the form w = ((en, n), ..., (e1, 1))
with n ∈ N, ei ∈ E(Γ) and i ∈ {±1} or empty words ∅v for each vertex v ∈ V (Γ). In the following,
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a) b)
c)
Figure 1: a) Part of a directed graph Γ, b) its edge subdivision Γ◦, c) the associated disjoint union
of vertex neighbourhoods.
we write w = enn ◦ . . . ◦ e11 for the former. A word w in E(Γ) is called composable if it is empty
or if t(eii ) = s(e
i+1
i+1 ) for all i = 1, ..., n − 1. For a composable word w we set s(w) = s(e11 ) and
t(w) = t(enn ) if w is non-empty and s(w) = t(w) = v if w = ∅v. The number n ∈ N is called the
length of w, and one sets n = 0 for empty words ∅v. A word is called reduced if it is empty or if
it is of the form w = ((en, n), ..., (e1, 1)) with (ei, i) 6= (ei+1,−i+1) for all i ∈ {1, ..., n− 1}. It is
called cyclically reduced if it is reduced and (e1, 1) 6= (en,−n) if n ≥ 1.
Definition 2.2. Let Γ be a directed graph.
1. The path category C(Γ) is the free category generated by E(Γ)× {±1}. It has vertices of
Γ as objects. A morphism from u to v is a composable word w with s(w) = u and t(w) = v.
Identity morphisms are the trivial words ∅v, and the composition of morphisms is concatenation.
2. The path groupoid G(Γ) is the free groupoid generated by Γ. Its objects are the vertices of Γ.
A morphism from u to v is an equivalence class of composable words w with s(w) = u, t(w) = v
with respect to the equivalence relation e−1 ◦ e ∼ ∅s(e), e ◦ e−1 = ∅t(e) for all e ∈ E(Γ). Identity
morphisms are equivalence classes of trivial words ∅v, and the composition of morphisms is
induced by the concatenation.
3. A path p in Γ is a morphism in G(Γ). For a path p given by a reduced word w, the vertex
s(p) = s(w) the is called the starting vertex and the vertex t(p) = t(w) the target vertex of
p. We denote by p−1 the reversed path given by ∅−1v = ∅v and (enn ◦ . . .◦e11 )−1 = e−11 ◦ . . .◦e−nn .
We call the path p cyclically reduced if the associated reduced word w is cyclically reduced.
2.2 Ribbon graphs
In the article we consider directed graphs equipped with a cyclic ordering of edge ends at each
vertex. These are called ribbon graphs or fat graphs, since cyclically ordering edge ends can be seen
as fattening them out into ribbons; for an accessible introduction see [LZ, EM]. They can be viewed
as directed graphs embedded in oriented surfaces, and are thus sometimes called embedded graphs.
A graph embedded in an oriented surface inherits a cyclic ordering of the incident edge ends at each
vertex from the orientation of the surface. This cyclic ordering of the edge ends equips the graph
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with the notion of a face. We say that a path p = enn ◦ . . . ◦ e11 in Γ turns maximally right (left) at
the vertex vi = s(ei+1i+1 ) = t(e
i
i ) if the starting end of e
i+1
i+1 comes directly after (before) the target
end of eii with respect to the cyclic ordering at vi. If p is closed, we say p turns maximally right
(left) at vn = s(e11 ) = t(enn ) if the starting end of e
1
1 comes directly after (before) the target end of
enn with respect to the cyclic ordering at vn. A face is then defined as an equivalence class of closed
paths that turn maximally left at each vertex and pass any edge at most once in each direction.
Definition 2.3.
1. A ribbon graph is a directed graph with a cyclic ordering of the edge ends at each vertex.
2. A face path of a ribbon graph Γ is a closed path in Γ which turns maximally left at each
vertex, including the starting vertex, and traverses an edge at most once in each direction.
3. Two face paths f, f ′ are equivalent if their expressions as reduced words in E(Γ) are related
by cyclic permutations. A face is an equivalence class of face paths.
4. The valence |v| of a vertex v is the number of incident edge ends at v, and the valence |f |
of a face f is the length of its representatives as reduced words in E(Γ).
Here and in the following we denote by F (Γ) the set of faces of a ribbon graph Γ and omit the
argument whenever this is unambiguous. Given a directed graph Γ, understood as a combinatorial
graph, one obtains a graph in the topological sense, i.e. a 1-dimensional CW-complex, by gluing
intervals to the vertices according to the combinatorics specified by the edges. If additionally the
graph has a ribbon graph structure, one obtains an oriented surface ΣΓ by gluing a disc to each face.
If Γ is a directed graph embedded in an oriented surface Σ and equipped with the induced ribbon
graph structure, then the surface ΣΓ is homeomorphic to Σ if and only if each connected component
of Σ \ Γ is homeomorphic to a disc.
The gluing procedure extends to surfaces Σ˙ with a finite number of discs removed. In this case, one
requires that each connected component of Σ˙ \ Γ is homeomorphic to a disc or to an annulus, and
one glues annuli instead of discs to the faces of Γ. In both cases, the gluing procedure can be viewed
as a thickening of the edges of Γ, which motivates the term ribbon graph.
In fact, we will often need not just a cyclic ordering but a linear ordering of the incident edge ends
at each vertex of a ribbon graph. Given the cyclic order, a compatible linear order simply amounts
to choosing one edge end to be the least. We write e < f if e, f ∈ E(Γ◦) are edge ends incident at a
vertex v and e precedes f with respect to the linear ordering at v. We indicate this linear ordering
in figures by a cilium [FR]: a short dotted line between the greatest and least edge ends and call
the resulting graphs ‘ciliated’:
1
2
3
4
56
Definition 2.4. A ciliated ribbon graph Γ is a directed graph together with a linear ordering of
the incident edge ends at each vertex. Two edge ends e, f incident at a vertex v ∈ V (Γ) are called
adjacent if there is no edge end g incident at v with e < g < f or f < g < e.
Note that adjacency of edge ends depends on the ciliation and not just the ribbon graph structure.
In particular, the edge ends 1 and 6 in the figure above are not adjacent. Given a path in a ciliated
ribbon graph Γ, we may ask if this path is well-behaved with respect to the ciliation, i.e. if it is
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possible to thicken the graph Γ and to draw this path in such a way on the boundary of the thickened
graph that it avoids all cilia. If the path is a face path, it is sensible to impose that such a condition
is also satisfied at the starting vertex and that the path on the thickened graph always remains to
the left of the edges in Γ. These compatibility conditions can be characterised in terms of the linear
ordering at each vertex of Γ.
Definition 2.5. Let Γ be a ciliated ribbon graph.
1. If p = enn ◦ ... ◦ e11 is a path in Γ, we say that p does not traverse any cilia if for all
i ∈ {1, ..., n−1} the edge ends s(ei+1i+1 ) and t(eii ) are adjacent with respect to the linear ordering
at the vertex s(ei+1i+1 ) = t(e
i
i ).
2. If f = enn ◦ . . . ◦ ei1 ∈ G(Γ) is a face path , we say that f is compatible with the ciliation
if s(ei+1i+1 ) < t(e
i
i ) for all i ∈ {1, ..., n− 1} and s(e11 ) < t(enn )
Note that a face path that does not traverse any cilia is not necessarily compatible with the ciliation,
even if s(e11 ) < t(enn ). If a vertex s(e
i+1
i+1 ) = t(e
i
i ) in f = enn ◦ . . . ◦ e11 is bivalent, then the edge
ends s(ei+1i+1 ) and t(e
i
i ) are always adjacent, but the condition s(e
i+1
i+1 ) < t(e
i
i ) may be violated.
At vertices of valence ≥ 3 the condition that s(ei+1i+1 ) and t(eii ) are adjacent is equivalent to the
s(ei+1i+1 ) < t(e
i
i ) for any face path f = enn ◦ . . . ◦ e11 .
2.3 Operations on ribbon graphs
There are a number of operations on ciliated ribbon graphs that are compatible with the ciliated
ribbon graph structure. If Γ is a ciliated ribbon graph and Γ′ is obtained from Γ by applying one of
these operations, then Γ′ inherits a ciliated ribbon graph structure from Γ. In the context of gauge
theory these were first considered in [FR] but they are also well-known in other contexts.
Definition 2.6. Operations on ciliated ribbon graphs
a) Deleting an edge: The graph Γ′ is obtained from Γ by deleting an edge e ∈ E(Γ), as shown in
Figure 2 a). If the starting or target vertex of e is univalent or if e is a loop based at a bivalent
vertex, these vertices are also removed. The orientation of all edges e′ 6= e and the ordering at
each vertex v /∈ {s(e), t(e)} is preserved. The ordering at the vertices s(e), t(e) is modified as in
Figure 2 a).
b) Contracting an edge towards the starting vertex: Let e ∈ E(Γ) be an edge of Γ that is
not a loop. The graph Γ′ is obtained from Γ by deleting the edge e and its target vertex t(e) and
inserting the other edge ends incident at t(e) between the edge ends at s(e), as shown in Figure 2
b). The orientation of all other edges and the ordering at all other vertices stays the same. The
ordering at s(e) is modified as in Figure 2 b).
c) Contracting an edge towards the target vertex: Let e ∈ E(Γ) be an edge of Γ that is
not a loop. Then Γ′ is obtained from Γ by deleting the edge e and its starting vertex s(e) and
inserting the other edge ends at s(e) between the edge ends at t(e), as shown in Figure 2 c). The
orientation of all other edges and the ordering at all other vertices stays the same. The ordering
at the vertex t(e) is modified as in Figure 2 c).
d) Inserting a loop: The graph Γ′ is obtained from Γ by inserting a loop e′′ at a vertex v ∈ V (Γ)
in such a way that s(e′′) and t(e′′) are adjacent with t(e′′) < s(e′′), as shown in Figure 2 d). The
orientation of all edges and the ordering at all vertices w 6= v stays the same, and the ordering at
v is modified as in Figure 2 d).
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Figure 2: Operations on ciliated ribbon graphs: a) deleting an edge, b), c) contracting an edge
towards a vertex, d) inserting a loop, e) detaching adjacent edge ends from a vertex, f) doubling an
edge. The dashed lines indicate the cilia and the numbers the linear ordering of the incident edge
ends at the vertices.
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e) Detaching adjacent edge ends from a vertex: Let v be a vertex of Γ of valence |v| ≥ 3 and
e1, e2 two different edges of Γ with s(e2) = t(e1) = v such that the edge ends s(e2) and t(e1) are
adjacent at v. Then Γ′ is obtained from Γ by disconnecting the edge ends t(e1) and s(e2) from
v and combining the edges e2 and e1 into a single edge e′ with s(e′) = s(e1) and t(e′) = t(e2)
with the same orientation, as shown in Figure 2 e). The orientation of all other edges and the
ordering at all other vertices stays the same. The ordering at v is modified as in Figure 2 e).
f) Doubling an edge: Let e be an edge of Γ. Then Γ′ is obtained from Γ by replacing e with a
pair of edges e′, e′′ with the same orientation such that their edge ends are adjacent at the starting
and target vertex with t(e′) < t(e′′) and s(e′) > s(e′′), as shown in Figure 2 f). The ordering of
the edge ends at the starting and target vertex of e is modified as in Figure 2 f). The orientation
of all other edges and the ordering at all other vertices stays the same.
These graph operations give rise to functors between the path categories and path groupoids of the
associated graphs. If Γ′ is obtained from Γ by one of the graph operations from Definition 2.6, then
there is a canonical functor C(Γ′)→ C(Γ) associated with this transformation that induces a functor
G(Γ′)→ G(Γ).
For this, note that by definition a functor G : C(Γ′)→ C(Γ) that induces a functor G : G(Γ′)→ G(Γ)
is specified uniquely by a map gV : V (Γ′)→ V (Γ) and an assignment f ′ 7→ f of a morphism f ∈ C(Γ)
to each edge f ′ ∈ E(Γ′) such that s(f) = gV (s(f ′)), t(f) = gV (t(f ′)) and the edge f ′−1 with the
opposite orientation is assigned the reversed path f−1. Conversely, any such data gives rise to a
functor G : C(Γ′)→ C(Γ) that induces a functor G : G(Γ′)→ G(Γ).
To construct these functors for the graph operations in Definition 2.6, note these graph operations
induce canonical maps gV : V (Γ′)→ V (Γ). The map gV : V (Γ′)→ V (Γ) is a bijection or an inclusion
map in case (a) (the latter if and only if vertices are removed with the edge), an inclusion map in
cases (b), (c) and a bijection in cases (d)-(f). The associated functors G : C(Γ′) → C(Γ) are then
essentially determined by the conditions s(f) = gV (s(f ′)), t(f) = gV (t(f ′)) and the condition that
they map edges of Γ that are not affected by a graph operation to the corresponding edges of Γ′.
This leads to the following definition.
Definition 2.7. Suppose Γ′ is obtained from Γ by one of the graph operations in Definition 2.6.
Denote for each edge f ∈ E(Γ) that is not affected by the graph transformations by f ′ the associated
edge in Γ′ and label the remaining edges as in Figure 2. Then the associated functors C(Γ′)→ C(Γ)
and G(Γ′)→ G(Γ) are given by the following assignments of paths in Γ to edges f ′ ∈ E(Γ′):
(a) Deleting an edge e:
De : f ′ 7→ f ∀f ′ ∈ E(Γ′).
(b) Contracting an edge e towards s(e):
Cs(e) : f ′ 7→

f t(e) /∈ {s(f), t(f)}
f ◦ e s(f) = t(e) 6= t(f)
e−1 ◦ f t(f) = t(e) 6= s(f)
e−1 ◦ f ◦ e s(f) = t(f) = t(e), f 6= e.
(c) Contracting an edge e towards t(e):
Ct(e) : f ′ 7→

f s(e) /∈ {s(f), t(f)}
f ◦ e−1 s(f) = s(e) 6= t(f)
e ◦ f t(f) = s(e) 6= s(f)
e ◦ f ◦ e−1 s(f) = t(f) = s(e), f 6= e.
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(d) Adding a loop e′′ at v:
Av : f ′ 7→
{
f f ′ ∈ E(Γ′) \ {e′′}
∅v f ′′ = e′′
(e) Detaching adjacent edge ends from v:
We1e2 : f ′ 7→
{
f f ′ ∈ E(Γ′) \ {e′}
e2 ◦ e1 f ′ = e′
(f) Doubling the edge e:
Doe : f ′ 7→
{
f f ′ ∈ E(Γ′) \ {e′, e′′}
e f ′ ∈ {e′, e′′}
A certain composite of the graph transformation functors in Definition 2.7 will play a special role in
the following. This is the functor obtained by taking the edge subdivision Γ◦ of a ribbon graph Γ
and contracting for each edge e ∈ E(Γ) one of the associated edge ends s(e), t(e) ∈ E(Γ◦) towards a
vertex in Γ. The result of this contraction procedure is the graph Γ. It follows directly from Definition
2.7 that the resulting functor depends neither on the order in which these edge contractions are
performed nor on the choice of edge ends that are contracted. Hence, we obtain a unique functor
GΓ : C(Γ)→ C(Γ◦) that induces a functor GΓ : G(Γ)→ G(Γ◦).
Definition 2.8. Let Γ be a ribbon graph, Γ◦ its edge subdivision and denote for each edge e ∈ E(Γ) by
s(e), t(e) ∈ E(Γ◦) the associated edge ends in Γ◦. Then the edge subdivision functor GΓ : C(Γ)→ C(Γ◦)
is given by the inclusion map ιV : V (Γ)→ V (Γ◦), v 7→ v and the assignment e 7→ t(e) ◦ s(e) for all
e ∈ E(Γ). It induces a functor GΓ : G(Γ)→ G(Γ◦).
By making use of the functor GΓ : C(Γ)→ C(Γ◦), we can characterise the functors F : C(Γ)→ C(Γ′)
from Definition 2.7 in terms of functors F◦ : C(Γ′◦) → C(Γ◦) between the path categories of the
associated edge subdivisions.
Proposition 2.9. For each of the functors F : C(Γ)→ C(Γ′) from Definition 2.7 there is a functor
F◦ : C(Γ◦)→ C(Γ′◦) such that the following diagram commutes
C(Γ′) F //
GΓ′

C(Γ)
GΓ

C(Γ′◦) F◦ // C(Γ◦).
The functors F◦ are given by canonical maps gV ◦ : V (Γ′◦)→ V (Γ◦) and the following assignments of
paths in Γ◦ to edge ends in Γ′:
(a) Deleting an edge e:
De ◦ : f ′ 7→ f ∀f ′ ∈ E(Γ′◦).
(b) Contracting an edge e towards s(e):
Cs(e) ◦ : f ′ 7→

f t(e) /∈ {s(f), t(f)}
f ◦ t(e) ◦ s(e) f ∈ E(Γ◦) \ {t(e), s(e)}, s(f) = t(e)
s(e)−1 ◦ t(e)−1 ◦ f f ∈ E(Γ◦) \ {s(e), t(e)}, t(f) = t(e)
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(c) Contracting an edge e towards t(e):
Ct(e) ◦ : f ′ 7→

f s(e) /∈ {s(f), t(f)}
f ◦ s(e)−1 ◦ t(e)−1 f ∈ E(Γ◦) \ {t(e), s(e)}, s(f) = s(e)
t(e) ◦ s(e) ◦ f f ∈ E(Γ◦) \ {s(e), t(e)}, t(f) = s(e)
(d) Adding a loop e′′ at v:
Av ◦ : f ′ 7→
{
f f ′ ∈ E(Γ′◦) \ {s(e′′), t(e′′)}
∅v f ′ ∈ {s(e′′), t(e′′)}
(e) Detaching adjacent edge ends e1, e2 from v:
We1e2 ◦ : f ′ 7→
{
f f ′ ∈ E(Γ′) \ {s(e′)}
s(e2) ◦ t(e1) ◦ s(e1) f ′ = s(e′)
(f) Doubling the edge e:
Doe ◦ : f ′ 7→

f f ′ ∈ E(Γ′◦) \ {s(e′′), t(e′′), s(e′), t(e′)}
t(e) f ′ ∈ {t(e′′), t(e′)}
s(e) f ′ ∈ {s(e′′), s(e′)}
Proof. Let Γ′ be obtained from Γ by one of the graph operations in Definition 2.6 and denote for
each edge f ∈ E(Γ) or f ′ ∈ E(Γ′) by m(f) and m(f ′), respectively, the bivalent vertex of V (Γ◦)
or V (Γ′◦) at the midpoint of f or f ′. Define gV◦ : V (Γ′◦) → V (Γ◦) by gV (m(f ′)) = m(F (f ′)) for
all f ′ ∈ E(Γ′◦) and gV ◦(v′) = gV (v′) for all v′ ∈ V (Γ′), where F : C(Γ′) → C(Γ′) is the associated
functor from Definition 2.7. Then one has gV ◦|V (Γ′) = gV , and a short computation shows that the
expressions in Definition 2.7 and Proposition 2.9 imply F◦(t(f ′) ◦ s(f ′)) = t(F (f ′)) ◦ s(F (f ′)) for
each edge f ′ ∈ E(Γ′).
Note that some of the functors in Definition 2.7 have (strict) right or left inverses. The contraction
functors Cs(e) and Ct(e) from Definition 2.7 (b) and (c) have left inverses. For Cs(e), the left inverse
is given by g : V (Γ)→ V (Γ′), t(e) 7→ s(e), v 7→ v for v ∈ V (Γ) \ {t(e)} and the assignment f 7→ f ′
for all f ∈ E(Γ) \ {e}, e 7→ ∅s(e). For Ct(e), it is given by g : V (Γ)→ V (Γ′), s(e) 7→ t(e), v 7→ v for
v ∈ V (Γ) \ {s(e)} and the assignment f 7→ f ′ for all f ∈ E(Γ) \ {e}, e 7→ ∅t(e). The functors Av and
Doe from Definition 2.7 (d) and (f) have a right inverses. The right inverse of Av is the functor De′′
that deletes the loop e′′. The right inverses of the edge doubling functor Doe are the functors De′
and De′′ that delete the edges e′ or e′′. The functor De has a left inverse if and only if e is either a
loop or if e is part of an edge pair as in Figure 2 (f), namely the functors Av or Doe, respectively.
Otherwise it has neither a left nor a right inverse. The detaching functor We1e2 from Definition 2.7
(e) has neither a right nor a left inverse.
The graph operations in Definition 2.6 and the associated functors in Definition 2.7 are not indepen-
dent but exhibit relations. In addition to the relations involving their left or right inverses, these
include the relation depicted in Figure 3 that relates the detaching of adjacent edge ends from a
trivalent vertex, a contraction towards the starting vertex and the deleting of edges.
The graph operations in Definition 2.6 and the associated functors in Definition 2.7 commute in the
obvious way, whenever their composition is defined. For instance, by contracting several different
edges of Γ one obtains the same ribbon graph Γ′, independently of the order of the contractions.
Similarly, edges can be removed and loops can be added in any order, and these operations do not
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Figure 3: A relation between graph operations.
affect each other as long as their composition is possible. They are distinguished from other possible
operations insofar as they induce canonical functors between the path groupoids and that they are
compatible with the ciliated ribbon graph structure: if Γ′ is obtained from a ciliated ribbon graph Γ
by one of the graph operations in Definition 2.6, then Γ′ inherits a ciliated ribbon graph structure
from Γ, as indicated in Figure 2.
In Section 4 we will show that these graph operations give rise to homomorphisms of module algebras
between Hopf algebra gauge theories on Γ′ and Γ. This allows one to determine how the Hopf
algebra gauge theories depend on the choice of the ciliated ribbon graph. For this, it is important
to note that graph operations in Definition 2.6 are complete in the sense that they allow one to
relate any two ribbon graphs that can be embedded into a given surface, to describe connected sums
of surfaces and to describe simple paths on the surfaces associated with a ribbon graph Γ. More
specifically, the geometrical applications of these graph operations are the following:
The operation of deleting edges allows one to construct subgraphs of Γ. It is also related to the
connected sum of surfaces. Suppose Γ is a connected (ciliated) ribbon graph such that erasing an
edge e ∈ E(Γ) yields a (ciliated) ribbon graph that is the topological sum Γ′∐Γ′′ of two connected
components. Then the surface ΣΓ obtained by gluing discs to the faces of Γ is the connected sum
ΣΓ = ΣΓ′#ΣΓ′′ of the corresponding surfaces for Γ′ and Γ′′.
The operation of contracting edges reduces the number of vertices in a (ciliated) ribbon graph Γ.
Moreover, if Γ′ is obtained from Γ by an edge contraction, then the surfaces Σ˙Γ and Σ˙Γ′ obtained by
gluing annuli to all faces of Γ and Γ′ are homeomorphic. In particular, by selecting a rooted tree
T ⊂ Γ and contracting all edges of T , one can transform any connected (ciliated) ribbon graph Γ
into a bouquet, i.e. a (ciliated) ribbon graph with a single vertex. The loops of this bouquet are a set
of generators of the fundamental group pi1(Σ˙Γ). Moreover, by contracting for each edge e ∈ E(Γ) one
of the edge ends s(e), t(e) ∈ E(Γ◦) in the edge subdivision Γ◦ towards a vertex in Γ, one obtains the
graph Γ. Hence every (ciliated) ribbon graph Γ is obtained from a (ciliated) ribbon graph without
loops or multiple edges by a finite number of edge contractions.
Together, the operations of contracting edges and adding loops and their left and right inverses
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a)
b)
c)
d)
C C A
C C
C C
A C CA
Figure 4: Transforming a ribbon graph by graph transformations.
a) The 2-2 Pachner move, b) the 3-1 Pachner move, c) Splitting a vertex into 3-valent vertices, d)
Transforming an edge with a univalent vertex into a 3-valent graph without loops.
(a) (b)
(c) (d)
Figure 5: (a),(b) regular paths, (c),(d) non-regular paths in a ribbon graph Γ. Edge orientation is
omitted.
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(b),(c)
(e)
(f)(a)
Figure 6: Transforming a regular path into a path with only bivalent vertices in which each edge is
traversed exactly once. Edge orientation is omitted.
allow one to relate any two ribbon graphs that can be embedded into the same compact oriented
surface. This can be seen as follows. By applying these operations it is possible to transform every
ribbon graph Γ into a 3-valent ribbon graph without loops, as shown in Figure 4 c), d). A 3-valent
ribbon graph without loops is dual to a (degenerate) oriented triangulation of the associated compact
surface ΣΓ, and any two triangulations are related by a finite sequence of the Pachner moves shown
in Figure 4 a), b). The 2-2 Pachner move acts on the dual ribbon graph by contracting an edge
between two 3-valent vertices and then expanding the resulting vertex. The 3-1 Pachner move acts
on the dual ribbon graph by contracting edges and removing a loop. This shows that any two
ribbon graphs embedded into a given compact surface Σ can be related by a finite number of edge
contractions and adding or removing loops. In particular, if Γ′ is obtained from Γ by a finite number
of edge contractions and adding or removing loops, then the surfaces ΣΓ and ΣΓ′ obtained by gluing
discs to the faces of Γ and Γ′ are homeomorphic.
The operations of detaching adjacent edge ends from a vertex and doubling edges become important
when we consider paths on the associated surfaces ΣΓ and Σ˙Γ. They allow one to construct paths
in a (ciliated) ribbon graph Γ that represent simple paths on ΣΓ and Σ˙Γ. A closed path p ∈ G(Γ)
represents the free homotopy class of a simple path on Σ˙Γ, i.e. of an injective continuous map
γ : S1 → Σ˙Γ, if and only if it can be transformed into a path p′ ∈ G(Γ′) that traverses only bivalent
vertices of Γ′ and traverses each edge at most once by applying finitely many edge deletions, edge
doublings and detaching finitely many adjacent edge ends from vertices. This follows because any
simple path γ : S1 → Σ˙Γ can be transformed into a path that is homotopic to such a path p′ by
enlarging the holes in the annuli of ΣΓ and pushing γ towards Γ. Conversely, the procedures of
detaching edge pairs from a vertex and doubling edges that are traversed several times by a path
p ∈ G(Γ) associate to p ∈ G(Γ) a path p′ ∈ G(Γ′) that has the same homotopy class as p in pi1(Σ˙Γ). It
is also clear that a path in an embedded graph Γ′ that traverses only bivalent vertices and traverses
each edge at most once cannot have any self-intersections and hence is simple.
Definition 2.10. Let Γ be a ribbon graph. A path p in Γ is called regular if there is a ribbon graph
Γ′ such that each vertex of Γ′ is at most bivalent and a path p′ ∈ G(Γ′) with the following properties:
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(i) Γ′ is obtained from Γ by deleting edges that do not occur in p, doubling edges in p and detaching
adjacent edge ends in p.
(ii) F (p′) = p, where F : G(Γ′) → G(Γ) is the functor from Definition 2.7 associated with these
graph transformations and p′ traverses each edge of Γ′ exactly once.
Examples of regular and non-regular paths are shown in Figure 5. The transformation of a regular
path p ∈ G(Γ) into the associated path p′ ∈ G(Γ′) is shown in Figure 6. Note that any face path
f = enn ◦ . . . ◦ e11 in a ciliated ribbon graph Γ that is compatible with the ciliation is regular. If
one doubles each edge of f that is traversed twice and then selects a path f ′ in the resulting ribbon
graph that always traverses the left of the two resulting edges, viewed in the direction of f , then the
conditions s(ei+1i+1 ) < t(e
i
i ) and s(e
1
1 ) < t(enn ) in Definition 2.5 ensure that two consecutive edge
ends in f ′ can always be detached from their common vertex.
3 Hopf algebra gauge theory on a ciliated ribbon graph
In this section, we introduce local Hopf algebra gauge theories on (ciliated) ribbon graphs Γ with
values in a Hopf algebra K. We start by characterising Hopf algebra gauge theories in terms of
certain axioms. These axioms are sufficient to obtain (i) a notion of connection or gauge field, (ii)
a notion of an algebra of functions on connections, (iii) a notion of gauge transformations acting
on connections and by duality on functions, and (iv) an algebra of gauge invariant observables, all
subject to certain locality conditions. As these axioms generalise the axioms for lattice gauge theory
with values in a group, we start with a summary of the latter in Section 3.2 and then generalise this
description to Hopf algebras in Sections 3.3 to 3.6.
3.1 Notation and conventions
In the following, we consider finite-dimensional Hopf algebras over a field F of characteristic zero.
Some basic facts about Hopf algebras and about module algebras over Hopf algebras are collected in
appendices A and B. Throughout the article, we use Sweedler notation without summation signs,
writing ∆(h) = h(1) ⊗ h(2) for the comultiplication ∆ : H → H ⊗H of a Hopf algebra H. We also
use this notation for other elements of H ⊗H, e.g. R = R(1) ⊗R(2) for an R-matrix. We denote by
Hop and Hcop, respectively, the Hopf algebra with the opposite multiplication and comultiplication
and by H∗ the dual Hopf algebra. Unless specified otherwise, we use Latin letters for elements of H
and Greek letters for elements of H∗. The pairing between H and H∗ is denoted 〈 , 〉 : H∗⊗H → F,
α⊗ h 7→ α(h), and the same notation is used for the induced pairing on tensor products.
For a vector space V and n ∈ N we denote by V ⊗n the n-fold tensor product of V with itself. If V
is also an algebra with unit 1, then for i1, ..., ik ∈ {1, ..., n} pairwise distinct and v1, ..., vk ∈ V , we
denote by (v1 ⊗ v2 ⊗ ...⊗ vk)i1...ik the element of V ⊗n that has the entry vj in ijth component for
i ∈ {1, ..., k} and 1 in all other components. Similarly, we denote by ιi1...ik the injective linear map
ιi1...ik : V ⊗k → V ⊗n, v1 ⊗ . . .⊗ vk 7→ (v1 ⊗ . . .⊗ vk)i1...ik . In Section 3.2, we use analogous notation
for the n-fold direct product G×n of a group G with itself, writing (g1, g2, ..., gk)i1...ik for an element
of G×n with the entry gj ∈ G in the ijth position and the identity element in all other arguments
and consider the injective group homomorphisms ιi1...ik : G×k → G×n, (g1, ..., gk) 7→ (g1, ..., gk)i1...ik .
As an extension of this notation, when X is a set and |X| its cardinality, rather than writing V ⊗|X|
we simply write V ⊗X for the tensor power of V with one factor for each element of X. We do this
especially when X is the set E of edges or the set V of vertices in a ribbon graph. When v ∈ V (Γ)
is a vertex in a ribbon graph, we also write V ⊗v to denote the tensor power with factors indexed by
the edge ends at v. This notation is justified by identifying v with its set of edge ends.
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3.2 Graph gauge theory for a group
In its most basic version, a lattice gauge theory on a directed graph Γ with values in a group G
involves (i) a set of connections or gauge fields, (ii) an algebra of functions from set of connections
into a field F and (iii) a group of gauge transformations. Connections are assignments of a group
element ge ∈ G to each oriented edge e ∈ E and hence can be identified with elements of the set
G×E . Functions on connections are maps G×E → F. They form an algebra with respect to pointwise
multiplication. Gauge transformations are assignments of a group element gv ∈ G to each vertex
v ∈ V . Their composition is given by the multiplication of G at each vertex v ∈ V . Hence the group
of gauge transformations can be identified with the group G×V .
The action of gauge transformations on connections and functions is given by a left action B :
G×V ×G×E → G×E and the associated right action C∗ : Fun(G×E) ×G×V → Fun(G×E) defined
by (f C∗ h)(g) = f(hB g) for all h ∈ G×V , g ∈ G×E and f ∈ Fun(G×E). These group actions are
required to be local in the sense that a gauge transformation at a vertex v ∈ V acts non-trivially only
on the group elements of edges incident at v. It is given by left multiplication, right multiplication
with the inverse and conjugation, respectively, for incoming edges, outgoing edges and loops at v.
Note that these requirements are consistent with a reversal of the edge orientation if and only if one
assigns to the reversed edge the inverse group element. Hence the reversal of edge orientation is
implemented by taking the inverse in the group.
Their behaviour with respect to gauge transformations distinguishes certain functions f ∈ Fun(G×E),
namely the gauge invariant functions or observables of the theory. These are functions f ∈ Fun(G×E)
with fC∗h = f for all h ∈ G×V . As one has by definition (f ·f ′)C∗h = (fC∗h) · (f ′C∗h), the gauge
invariant functions form a subalgebra Funinv(G×E) ⊂ Fun(G×E). Summarising these considerations
and results, one obtains the following definition of a lattice gauge theory with values in a group G.
Definition 3.1. Let Γ be a directed graph, G a group. A G-valued gauge theory on Γ consists of:
1. The set G×E of connections.
2. The algebra Fun(G×E) of functions f : G×E → F with the pointwise multiplication.
3. The group G×V of gauge transformations.
4. A group action B : G×V ×G×E → G×E and the dual action C∗ : Fun(G×E)×G×V → Fun(G×E)
given by (f C∗ h)(g) = f(hB g) for all g ∈ G×E and h ∈ G×V such that:
(h)v B (g)e = (g)e v /∈ {s(e), t(e)}, (h)v B (g)e = (h · g · h−1)e for s(e) = t(e) = v
(h)t(e) B (g)e = (h · g)e, (h)s(e) B (g)e = (g · h−1)e for s(e) 6= t(e).
A function f : G×E → F is called gauge invariant if f C∗ h = f for all h ∈ G×V . The subalgebra
Funinv(G×E) ⊂ Fun(G×E) of gauge invariant functions is called algebra of observables.
In group-valued lattice gauge theory, the holonomy assigns to each path p ∈ G(Γ) a map Holp : G×E →
G taking connections to group elements. If p = enn ◦ ... ◦ e11 , then Holp(g1, ..., g|E|) = gnen ◦ ... ◦ g1e1
and if p = ∅v with v ∈ V , then Holp(g1, ..., g|E|) = 1. This assignment satisfies Holq◦p = Holq ·Holp,
Holp◦∅u = Hol∅v◦p = Holp and Holp−1◦p = Holp◦p−1 = 1 for all paths p from u to v and all paths q
from v to w. In other words, if we equip the set Fun(G×E , G) with a group structure by pointwise
multiplication and interpret it as a groupoid with a single object, then holonomy defines a functor
F : G(Γ)→ Fun(G×E , G).
While all structures so far are defined for directed graphs Γ, the notion of curvature requires additional
structure on Γ, namely the notion of a face. As explained in Section 2.1, faces are defined for ribbon
graphs as equivalence classes of closed paths that turn maximally left at all vertices, including its
starting vertex, and traverse each edge at most once in each direction. In the associated oriented
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surface ΣΓ, the faces of Γ represent paths that border a disc. This makes it natural to interpret the
holonomy around a face as the curvature of the connection inside this disc.
Definition 3.2. Let G be a group, Γ a ribbon graph and consider a G-valued gauge theory on Γ.
Then for each face path f ∈ G(Γ) and connection g ∈ G×E, the holonomy Holf (g) ∈ G is called the
curvature of g at f . A connection g ∈ G×E is called flat at a face if Holf (g) = 1 for all face
paths representing the face. It is called flat if it is flat at all faces of Γ.
Note that the flatness of a connection at a face does not depend on the choice of face path representing
the face. Note also that the action of a gauge transformation h = (h1, ..., h|V |) ∈ G×V on a holonomy
is given by Holp(h B g) = hv · Holp(g) · h−1u for all paths p from u to v and connections g ∈ G×E .
This implies in particular that the set of connections that are flat at a given face of Γ is invariant
under gauge transformations.
Definitions 3.1 and 3.2 can be modified to formulate lattice gauge theories for topological groups
or Lie groups. Connections are then identified, respectively, with the topological space G×E or
the smooth manifold G×E . Functions on connections are required to be continuous or smooth
and identified with the algebras C(G×E) or C∞(G×E). The action of gauge transformations on
connections and functions must be an action of topological groups or Lie groups. One can also
impose that the lattice gauge theory carries additional structures, such as a Poisson bracket in the
Lie group case. In this sense, Definitions 3.1 and 3.2 contain the minimum requirements for a lattice
gauge theory with values in a group. They define a lattice gauge theory for the category of groups,
while the latter define lattice gauge theories in the categories of topological groups or Lie groups.
3.3 Graph gauge theory for a Hopf algebra - the axioms
In this section, we introduce the axioms for a Hopf algebra gauge theory on a ribbon graph Γ in
analogy to the ones for a gauge theory with values in a group G. Let Γ be a ribbon graph and K
a finite-dimensional Hopf algebra over F with dual K∗ and pairing 〈 , 〉 : K∗ ⊗K → F. For tensor
powers of K or K∗ we use the notation introduced in Section 3.1. Following the discussion in the
preceding subsection, we then obtain the Hopf algebra counterparts of connections, functions on
connections and gauge transformations by linearising the corresponding structures for groups.
1. Connections: A connection with values in K should replace the assignment of a group
element to each edge of the graph. Hence it should be viewed as an element of the vector
space K⊗E . The transformation of a connection under orientation reversal for an edge e ∈ E
is implemented by applying an involution T : K → K to the copy of K associated with e.
2. The algebra of functions: The dual vector space K∗⊗E can be viewed as the Hopf algebra
counterpart of the set of functions f : G×E → F in a group gauge theory, and the pairing
〈 , 〉 : K∗⊗E ⊗ K⊗E → K⊗E takes the place the evaluation ev : Fun(G×E) × G×E → F,
(f, g) 7→ f(g). As the functions f : G×E → F form not only a set but an algebra with respect
to pointwise multiplication, we require that the vector space K∗⊗E is also equipped with
the structure of an associative unital algebra. Its unit should be viewed as the Hopf algebra
counterpart of the constant function f ≡ 1 on G×E and be given by the element 1⊗E ∈ K∗⊗E .
3. The Hopf algebra of gauge transformations: A gauge transformation with values in K
should generalise the assignment of a group element to each vertex of Γ and hence correspond
to an element of the vector space K⊗V . The linearised counterpart of the group structure on
G×V is a Hopf algebra structure on K⊗V .
4. The action of gauge transformations on connections and functions: Just as in group
gauge theory, gauge transformations should act on connections and thus by duality on functions.
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Hence, the vector space K⊗E must be a left module over the Hopf algebra K⊗V . This implies
that K∗⊗E becomes a K⊗V -right module with the dual K⊗V -module structure (see Remark
B.3). This is the Hopf algebra analogue of the identity (fC∗h∗)(g) = f(hBg) in the group case.
5. The subalgebra of observables: The Hopf algebra analogue of a gauge invariant function on
G×E is an invariant of the K⊗V -module K∗⊗E , i. e. an element α ∈ K∗⊗E with αC∗h = (h)α
for all h ∈ K⊗V . In the group case, the gauge invariant functions form a subalgebra of the
algebra Fun(G×E) with the pointwise multiplication. In the Hopf algebra case, this can only
be achieved if the K⊗V -module structure satisfies a certain compatibility condition with the
algebra structure on K∗⊗E . One must impose that K∗⊗E is not only a K⊗V -right module and
an associative algebra, but a K⊗V -right module algebra. With this additional assumptions
Lemma B.9 ensures that the submodule of invariants is a subalgebra of K∗⊗E .
6. Locality conditions: The locality conditions for the gauge transformations in a group gauge
theory and their actions on connections and functions have direct analogues for a Hopf algebra:
(i) The Hopf algebra structure on K⊗V should be local in the sense that gauge transforma-
tions at different vertices commute. In other words, as an algebra the Hopf algebra K⊗V
is the |V |-fold tensor product of the algebra K.
(ii) The action of gauge transformations on functions and connections must be local in the
sense that functions and connections of the form (α)e, (k)e with e ∈ E span a submodule
of K∗⊗E and are only affected by gauge transformations at the starting and target
vertex of e. For connections this amounts to the conditions K⊗V B ιe(K) ⊂ ιe(K) and
(h)v B (k)e = (h) (k)e for all h ∈ K, v ∈ V \ {s(e), t(e)}. The corresponding conditions
for functions are obtained by duality.
The conditions on the algebra of functions are less obvious. In a group gauge theory the
algebra Fun(G×E) is local in the sense that the product of two functions f, f ′ : G×E → F that
depend only on the copies of G associated with edges e, e′ ∈ E depends only on the copies
of G associated with e, e′. Moreover, the algebra Fun(G×E) is commutative. While the first
requirement can be formulated analogously for a Hopf algebra gauge theory, the second clearly
is too restrictive. In view of the locality conditions on gauge transformations it is natural to
weaken it by imposing commutativity only for functions associated with edges that have no
vertices in common. In other words:
(iii) The algebra structure on the algebra K∗⊗E of functions should be local in the sense that
(α)e ·(β)e ∈ ιe(K∗), (α)e ·(β)e ∈ ιee′(K∗⊗K∗) for all e, e′ ∈ E and (α)e ·(β)e′ = (β)e′ ·(α)e
for all edges e, e′ ∈ E that do not have a vertex in common.
These conditions impose restrictions on the Hopf algebra structure on K⊗V , the K⊗V -module
structures on K⊗E , K∗⊗E and on the algebra structure on K⊗E . The condition that K⊗V is a Hopf
algebra and isomorphic to K⊗V as an algebra restricts the possible coalgebra structures. In the
absence of additional data or requirements, the only natural choices for the Hopf algebra structure
on K⊗V are the |V |-fold tensor product of the Hopf algebra K or Kcop.
Moreover, for each edge e ∈ E with s(e) 6= t(e), the locality conditions (i) and (ii) imply that
the action of gauge transformations at s(e) and t(e) on connections (k)e define a (K,K)-bimodule
structure on K. In analogy to the group case it is then natural to impose that the action of these
gauge transformations at s(e) and t(e) is given by the left and right regular action of K on itself
from Example B.4. This implies by duality that the action of gauge transformations on functions
(α)e with α ∈ K∗ is given by the left and right regular action of K on K∗. Summarising these
conditions and conclusions, we obtain the following definition of a Hopf algebra gauge theory.
Definition 3.3. Let Γ be a ribbon graph with edge set E and vertex set V and K a Hopf algebra.
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A Hopf algebra gauge theory on Γ with values in K consists of the following data:
1. The vector space K⊗E and the Hopf algebra K⊗V .
2. An algebra structure on the vector space K∗⊗E with unit 1⊗E such that:
(i) (α)e · (β)e ∈ ιe(K∗), (α)e · (β)f ∈ ιef (K∗ ⊗K∗) for all α, β ∈ K∗ and e, f ∈ E.
(ii) For all α, β ∈ K∗ and edges e, f ∈ E with {s(e), t(e)} ∩ {s(f), t(f)} = ∅:
(α)e · (β)f = (β)f · (α)e = (α⊗ β)ef .
3. A K⊗V -left module structure B : K⊗V ⊗K⊗E → K⊗E and the dual K⊗V -right module struc-
ture C∗ : K∗⊗E ⊗K⊗V → K∗⊗E such that:
(i) C∗ gives K∗⊗E the structure of a K⊗V -right module algebra,
(ii) For any e ∈ E with s(e) 6= t(e), v ∈ V \ {s(e), t(e)} and h, k ∈ K
(h)v B (k)e = (h)(k)e (h)t(e) B (k)e = (hk)e (h)s(e) B (k)e = (kS(h))e. (1)
The vector space K∗⊗E with this algebra structure is denoted A∗Γ or A∗. Elements of K⊗E are called
connections or gauge fields, elements of the algebra A∗Γ are called functions and elements of
the Hopf algebra K⊗V are called gauge transformations. A function α ∈ A∗ is called gauge
invariant or observable if αC∗ h = (h)α for all h ∈ K⊗V .
By applying Lemma B.9 to the K⊗V -module algebra A∗ one finds that the observables of a Hopf
algebra gauge theory form a subalgebra A∗inv ⊂ A∗. Moreover, if ` ∈ K is a Haar integral for K,
then `⊗V is a Haar integral for K⊗V and defines a projector on A∗inv.
Corollary 3.4. In any Hopf algebra gauge theory, the linear subspace A∗inv ⊂ A∗ of gauge invariant
functions is a subalgebra. If K is equipped with a Haar integral ` ∈ K, then the projector on A∗inv is
given by Π : A∗ → A∗, α 7→ αC∗ `⊗V .
The locality conditions in the definition of a Hopf algebra gauge theory—i.e. that gauge transforma-
tions at different vertices commute, that gauge transformations at a vertex v act only on the edges
incident at v, and that functions of the form (α)e, (β)f for two edges e, f ∈ E commute if e and f
do not have a vertex in common—suggests that a Hopf algebra gauge theory could be built up from
Hopf algebra gauge theories on the vertex neighbourhoods Γv from Definition 2.1. Let v ∈ V be an
n-valent vertex. If one does not associate gauge transformations to the univalent vertices in Γv, a
Hopf algebra gauge theory on Γv is given by the vector space K⊗n of connections, the Hopf algebra
K of gauge transformations and a K-module algebra structure A∗v on K∗⊗n such that the axioms of
Definition 3.3 are satisfied.
From a collection of Hopf algebra gauge theories on the vertex neighbourhoods Γv one obtains a
Hopf algebra gauge theory on ∐v∈V Γv by taking as the algebra of functions the tensor product
⊗v∈VA∗v with the induced K⊗V -module structure. As the ribbon graph Γ is obtained by gluing the
vertex neighbourhoods Γv at their univalent vertices, one expects that connections on Γ are obtained
from connections on ∐v∈V Γv via a linear map G : ⊗v∈VK⊗v → K⊗E . This map should be a module
homomorphism with respect to the K⊗V -module structures on ⊗v∈VK⊗v and on K⊗E . It should
send a connection supported on the edge ends s(e), t(e) to a connection supported on e and hence take
the form G = ⊗e∈EGe with linear maps Ge : K ⊗K → K that satisfy Ge ◦ ιs(e)t(e)(K ⊗K) ⊂ ιe(K)
and are module maps with respect to gauge transformations at the vertices s(e) and t(e). From
condition 3. in Definition 3.3, applied to the edge ends s(e), t(e) in E(∐v∈V Γv) and to the edge
e ∈ E(Γ), one finds that the only natural candidate is Ge : K ⊗K → K, (k ⊗ k′)s(e)t(e) 7→ (k′k)e.
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This yields a pair of dual linear maps
G = ⊗e∈EGe : ⊗v∈VK⊗v → K⊗E , (k ⊗ k′)s(e)t(e) 7→ (k′k)e (2)
G∗ = ⊗e∈EG∗e : K∗⊗E → ⊗v∈VK∗⊗v, (α)e 7→ (α(2) ⊗ α(1))s(e)t(e).
Given a K-valued Hopf algebra gauge theory on Γ together with K-valued local Hopf algebra gauge
theory on each vertex neighbourhood Γv, it is then natural to demand that the maps in (2) are
module homomorphisms with respect to the K⊗V -module structures and that the linear map G∗ in
(2) is an injective algebra homomorphism.
Definition 3.5. Let Γ be a ribbon graph and K a finite-dimensional Hopf algebra. A K-valued Hopf
algebra gauge theory on Γ is called local if there are K-valued Hopf algebra gauge theories on each
vertex neighbourhood Γv such that the map G∗ : K∗⊗E → ⊗v∈VK∗⊗v from (2) is a homomorphism
of K⊗V -module algebras.
Definition 3.5 embeds the algebra A∗ of functions of a Hopf algebra gauge theory on Γ into the tensor
product ⊗v∈VA∗v of the algebras of functions on the vertex neighbourhoods Γv. If K is semisimple,
then its Haar integral defines a projector on the image of G∗.
Lemma 3.6. If K is semisimple with Haar integral ` ∈ K then a projector on the subalgebra
G∗(A∗) ⊂ ⊗v∈VA∗v is given by
Π : ⊗v∈VA∗v → ⊗v∈VA∗v, (α⊗ β)s(e)t(e) 7→ 〈S(α(1))β(2), `〉 (α(2) ⊗ β(1))s(e)t(e).
Proof. Applying the axioms in Definition 3.3 to each vertex neighbourhood Γv shows that the linear
map B : K⊗E ⊗ (⊗v∈VA∗v)→ ⊗v∈VA∗v given by
(x)e B (α⊗ β)s(e)t(e) = 〈S(α(1))β(2), x〉 (α(2) ⊗ β(1))s(e)t(e) (x)e B (α)f = (x) (α)f (3)
for all e, f ∈ E, e 6= f defines a K⊗E-left module structure on K∗⊗2E . Consequently, by Lemma
3.4, the map Π is a projector on K∗⊗2Einv . That G∗(A∗) ⊂ Im(Π) = K∗⊗Einv follows from the identity
(`) = 1 since for all e ∈ E
Π((α(2) ⊗ α(1))s(e)t(e)) = 〈S(α(2)(1))α(1)(2), `〉 (α(2)(2) ⊗ α(1)(1))s(e)t(e) = (`) (α(2) ⊗ α(1))s(e)t(e).
To show that Im(Π) = G∗(A∗), it is sufficient to consider a ribbon graph with a single edge
e ∈ E(Γ) and to show that in this case dim(Im(Π)) = dimK. For this, note that the linear map
(S ⊗ id) : K∗ ⊗ K∗ → K∗ ⊗ K∗ is a bijective K-left module homomorphism between the K-left
module structure in (3) and the K-module structure from Example B.10. The claim then follows
from Example B.10.
3.4 Hopf algebra gauge theory on a vertex neighbourhood
We can now investigate the implication of the axioms in Definition 3.3 and 3.5 and construct local
Hopf algebra gauge theories on a ribbon graph Γ. By Definition 3.5, such Hopf algebra gauge
theories are determined uniquely by a Hopf algebra gauge theory on each vertex neighbourhood
Γv. Hence, the first step is a construction of a Hopf algebra gauge theory on Γv. If we associate
gauge transformations only with the vertices of Γ, a K-valued Hopf algebra gauge theory on the
vertex neighbourhood Γv of an n-valent vertex v ∈ V involves the vector space K⊗n of connections,
the Hopf algebra K of gauge transformations at v and a K-module algebra structure on K∗⊗n
that satisfies the locality axioms in Definition 3.3. Note that the choice of a K-module algebra
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structure on K∗⊗n is equivalent to the choice of a K-module coalgebra structure on K⊗n and that it
is constrained by the locality requirements in equation (1), which imply
(α)e C∗ h = 〈α(1), h〉 (α(2))e if v = t(e), (α)e C∗ h = 〈α(2), S(h)〉 (α(1))e if v = s(e). (4)
If all edge ends at v are incoming, (4) coincides with the right regular action of K on K∗ from
Example B.4, 4. which defines a K-right module algebra structure on K∗. The construction of
a Hopf algebra gauge theory on the vertex neighbourhood Γv then amounts to construction of a
K-module algebra structure on the n-fold tensor product K∗⊗n that induces the K-right module
algebra structure from Example B.4, 4. on each copy of K∗.
The problem of defining a K-module algebra structure on the tensor product of two K-module
algebras is well-known4. If K is a Hopf algebra and A, B are K-right module algebras, then the
tensor product A⊗B has a canonical algebra structure and a canonical K-right module structure
C : A⊗B⊗K → A⊗B with (a⊗b)Ck = (aCAk(1))⊗(bCBk(2)). However, in general they do not define
a K-right module algebra structure on A⊗B since the identity a⊗ b = (a⊗ 1)(1⊗ b) = (1⊗ b)(a⊗ 1)
would imply (a⊗ b)C k = (aCA k(1))⊗ (bCB k(2)) = (aCA k(2))⊗ (bCB k(1)) for all k ∈ K, a ∈ A,
b ∈ B. This cannot not hold for general K-right module algebras A,B unless K is cocommutative.
To obtain a K-right module algebra structure on A ⊗ B for general K-right module algebras A,
B, one needs additional structure on K that relates the comultiplication of K to the opposite
comultiplication. A natural candidate for this is the R-matrix of a quasitriangular Hopf algebra,
which can be used to deform the multiplication relations of A⊗B. That this indeed yields a K-right
module algebra structure on the vector space A⊗B was first shown by Majid, who considered this
‘braided tensor product’ in the context of braided Hopf algebras [BM, Ma1]. Adapted to our setting
and notation, this K-right module algebra structure on A⊗B is given as follows.
Lemma 3.7. ([Ma1] Prop. 4.1.) Let (K,R) be a quasitriangular Hopf algebra and (A,CA), (B,CB)
K-right module algebras. Equip the vector space A⊗B with the multiplication
(a⊗ b) · (a′ ⊗ b′) = a(a′ CA R(1))⊗ (bCB R(2))b′
Then (A⊗B, ·) is a K-module algebra with respect to the induced K-right module structure on A⊗B.
This lemma allows one to define a K-module algebra structure on K∗⊗n as the n-fold braided tensor
product of the K-module algebra from Example B.4, 4. and will give rise to a Hopf algebra gauge
theory on Γv. Clearly, this algebra structure depends on the ordering of the factors in the tensor
product, which must reflect an ordering of the incident edge ends. As they are already equipped
with a cyclic ordering from the ribbon graph structure, this amounts to choosing a cilium at v. We
conclude that the natural data for a Hopf algebra gauge theory on a vertex neighbourhood of Γ is a
quasitriangular Hopf algebra K and a ciliated ribbon graph Γ.
For a vertex v ∈ V (Γ) with n incoming edge ends—ordered counterclockwise starting at the cilium
as shown on p. 8—we identify the edge ends with the different factors in the tensor product K∗⊗n
according to their ordering. To define a K-module algebra structure on Γv, we then apply Lemma
3.7 to the n-fold braided tensor product K∗⊗n. Note, however that in this case the algebra structure
from Lemma 3.7 is not unique. The product in Lemma 3.7 can be modified by letting the R-matrix
act on K∗⊗n via the left regular action from Example B.4, 3 and this yields another K-right module
algebra for the same module structure. It will turn out that this non-uniqueness disappears if one
requires that the Hopf algebra gauge theories on the vertex neighbourhoods induce a Hopf algebra
gauge theory on Γ (see Remark 3.15).
4C. M. thanks Simon Lentner, Hamburg University, for helpful remarks and discussions.
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Proposition 3.8. Let K be a finite-dimensional Hopf algebra and R an R-matrix for K. Then for
n ∈ N and any map σ : {1, ..., n} → {0, 1} the following defines an algebra structure on K∗⊗n:
(α)i · (β)i = 〈β(1) ⊗ α(1), R〉 (β(2)α(2))i σ(i) = 0 (5)
(α)i · (β)i = (αβ)i σ(i) = 1
(α)i · (β)j = (α⊗ β)ij i < j
(α)i · (β)j = 〈β(1) ⊗ α(1), R〉 (α(2) ⊗ β(2))ij i > j.
The linear map
C∗ : K∗⊗n ⊗K → K∗⊗n, (α1 ⊗ . . .⊗ αn)C∗ h = 〈α1(1) · · ·αn(1), h〉 α1(2) ⊗ . . .⊗ αn(2) (6)
equips this algebra with the structure of a K-right module algebra, and the dual K-module structure
on K⊗n satisfies the conditions in Definition 2.1, 3.
Proof. For n = 2 and σ(1) = σ(2) = 1 this follows by applying Lemma 3.7 to the algebra K∗
equipped with the right regular action. More precisely, the associativity for products of the form
(α)j · (β)i · (γ)i with i < j follows from the identity (∆⊗ id)(R) = R13R23
(α)j ·
(
(β)i · (γ)i
)
= (α)j · (βγ)i = 〈β(1)γ(1) ⊗ α(1), R〉(β(2)γ(2))i · (α(2))j
= 〈β(1) ⊗ γ(1) ⊗ α(1), (∆⊗ id)(R)〉 (β(2)γ(2))i · (α(2))j
= 〈β(1) ⊗ γ(1) ⊗ α(1), R13R23〉 (β(2)γ(2))i · (α(2))j
= 〈β(1) ⊗ α(1), R〉〈γ(1) ⊗ α(2), R〉 (β(2))i · (γ(2))i · (α(3))j
= 〈β(1) ⊗ α(1), R〉 (β(2))i · (α(2))j · (γ)i =
(
(α)j · (β)i
) · (γ)i.
Associativity for products of the form (α)j · (β)j · (γ)i with i < j follows analogously from the identity
(id⊗∆)(R) = R13R12. The identities (⊗ id)(R) = (id⊗ )(R) = 1 imply that 1⊗n is a unit for (5).
If σ(i) = 1 for all i ∈ {1, ..., n}, the only additional conditions to check is the associativity condition
for triple products (α)i · (β)j · (γ)k with i > j > k. This follows by an analogous computation as a
consequence of the QYBE (see Lemma A.9).
The corresponding conditions for σ(i) = 0 are satisfied because the identity R ·∆ ·R−1 = ∆op implies
〈α(1) ⊗ β(1), R〉α(2)β(2) = 〈α(2) ⊗ β(2), R〉β(1)α(1) for all α, β ∈ K∗ and the vector space isomorphism
ψ : K∗ ⊗K∗ → K∗ ⊗K∗, α ⊗ β 7→ 〈α(2) ⊗ β(2), R〉α(1) ⊗ β(1) is an algebra endomorphism of the
algebra structure for n = 2 and σ(1) = σ(2) = 0. This shows that (5) equips K∗⊗n with the structure
of an associative algebra.
It is clear that (6) gives K∗⊗n the structure of a K-right module with 1⊗n C∗ h = (h) 1⊗n and that
this module structure satisfies the axioms in Definition 2.1, 3. That (5) and (6) equip K∗⊗n with the
structure of a K-right module algebra is a consequence of the fact that the right regular action from
Example B.4, 4. defines a K-right module algebra structure on K∗, the properties of the product in
(5) and the identity R ·∆ ·R−1 = ∆op. Together, they imply for each i < j(
(α)i · (β)j
)
C∗ h = (α⊗ β)ij C∗ h = 〈α(1)β(1), h〉 (α(2) ⊗ β(2))ij = ((α)i C∗ h(1)) · ((β)j C∗ h(2))(
(β)j · (α)i
)
C∗ h = 〈α(1) ⊗ β(1), R〉 (α(2) ⊗ β(2))ij C∗ h = 〈α(1) ⊗ β(1), R〉〈α(2)β(2), h〉 (α(3) ⊗ β(3))ij
= 〈α(1) ⊗ β(1), R ·∆(h)〉 (α(2) ⊗ β(2))ij = 〈α(1) ⊗ β(1),∆op(h) ·R〉 (α(2) ⊗ β(2))ij
= 〈β(1)α(1), h〉〈α(2) ⊗ β(2), R〉 (α(3) ⊗ β(3))ij = ((β)j C∗ h(1)) · ((α)i C∗ h(2)).
There is another way to understand the algebra structure on K∗⊗n in Proposition 3.8, namely to
note that it is dual to a coalgebra structure on K⊗n obtained by twisting the comultiplication of the
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Hopf algebra K⊗n. Twists are known to give rise to module (co)algebra structures [AEGN, Section
4], and hence it is not surprising that the algebra associated to a vertex neighbourhood is of this
type. For the definition of a twist and its properties, see Definition A.6 and Lemma A.7.
Lemma 3.9. The algebra structure in (5) is dual to the comultiplication ∆F,G = F ·∆ ·G−1 obtained
by twisting K⊗n with G = Πσ−1(0)R−1(n+i)i and F = Π1≤i<j≤nR(n+i)j, where the ordering of the
factors in F is such that R(n+i)j is to the left of R(n+k)l if i < k, j = l or i = k, j > l.
Proof. Using (5) together with the relations 〈α(1) ⊗ β(1), R〉α(2)β(2) = 〈α(2) ⊗ β(2), R〉β(1)α(3), one
can rewrite the product (5) as
(α1 ⊗ . . .⊗ αn) · (β1 ⊗ . . .⊗ βn) (7)
= 〈α1(1) ⊗ . . .⊗ αn(1) ⊗ β1(1) ⊗ . . .⊗ βn(1),Πn1≤i<j≤nR(n+i)j〉
〈α1(3) ⊗ . . .⊗ αn(3) ⊗ β1(3) ⊗ . . .⊗ βn(3),Πi∈σ−1(0)R(n+i)i〉 (α1(2)β1(2))⊗ . . .⊗ (αn(2)βn(2))
= 〈β1(1) ⊗ . . .⊗ βn(1) ⊗ α1(1) ⊗ . . .⊗ αn(1),Πn1≤i<j≤nRi(n+j)〉
〈β1(3) ⊗ . . .⊗ βn(3) ⊗ α1(3) ⊗ . . .⊗ αn(3),Πi∈σ−1(0)Ri(n+i)〉 (α1(2)β1(2))⊗ . . .⊗ (αn(2)βn(2)),
where the factors are ordered such that R(n+i)j or Ri(n+j) is to the left of R(n+k)l or Rk(n+l) if i = k
and j > l or j = l and i < k. Hence the multiplication (5) on K∗⊗E is dual to ∆F,G. That this gives
rise to an algebra structure on K∗⊗E then follows from Lemma A.7, once it is established that F
and G are twists for K⊗n. The proof of this is straightforward and given in appendix C, Theorem
C.3 and Lemma C.4.
Corollary 3.10. Let K be a finite-dimensional semisimple quasitriangular Hopf algebra. Then for
any ciliated ribbon graph Γ and any choice of the R-matrices, the algebras A∗v and ⊗v∈VA∗v are
semisimple.
Proof. As char(F) = 0 and K is finite-dimensional, K is semisimple if and only if it is cosemisimple
if and only if S2 = id [LR], and semisimplicity implies unimodularity. As char(F) = 0 and tensor
products of semisimple Hopf algebras are semisimple (see for instance [Kn, Corollary 2.37]), it follows
that the Hopf algebra K⊗n is semisimple and cosemisimple for all n ∈ N. It is shown in [AEGN,
Theorem 3.13] that for a cosemisimple unimodular Hopf algebra H any two-sided twist deformation
HF,G obtained by replacing ∆ 7→ F ·∆ ·G−1,  7→  is a cosemisimple coalgebra. By Lemma 3.9 the
algebra A∗v for a vertex neighbourhood Γv is dual to such a two-sided twist of K⊗n and hence it is
semisimple. As char(F) = 0, the same holds for the tensor product ⊗v∈VA∗v.
As for any R-matrix R = R(1) ⊗R(2) the element R−121 = R(2) ⊗ S(R(1)) is another R-matrix for K,
it is natural to ask how the algebra structures from Proposition 3.8 for these R-matrices are related.
It turns out that replacing R→ R−121 corresponds to reversing the edge ordering at this vertex and
hence to reversing the orientation of the vertex neighbourhood. In particular, for triangular Hopf
algebras the algebra structure from Proposition 3.8 is orientation independent.
Remark 3.11. Replacing the R-matrix R in (5) by the opposite R-matrix R−121 yields an algebra
isomorphism to the algebra (5) with the opposite edge ordering. This follows because the algebra in
(5) is characterised uniquely up to isomorphism by the multiplication relations
(β)j · (α)i = 〈α(1) ⊗ β(1), R〉 (α(2))i · (β(2))j i < j
(β)i · (α)i = 〈α(1) ⊗ β(1), R〉〈α(3) ⊗ β(3), R−121 〉 (α(2))i · (β(2))i σ(i) = 0
(β)i · (α)i = 〈α(1) ⊗ β(1), R〉〈α(3) ⊗ β(3), R−1〉 (α(2))i · (β(2))i σ(i) = 1.
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Due to the identity ∆ = R ·∆ ·R−1 = R−121 ·∆ ·R21, the last two relations are invariant under the
substitution R→ R−121 . The first is mapped to (β)j · (α)i = 〈β(1)⊗α(1), R−1〉 (α(2))i · (β(2))i, which is
equivalent to the multiplication relation (α)i · (β)j = 〈β(1) ⊗ α(1), R〉 (β(2))j · (α(2))i for i < j.
Proposition 3.8 defines the algebra and module structure of a Hopf algebra gauge theory for a vertex
neighbourhood in which all edges are incoming. Generalising it to vertex neighbourhoods with
outgoing edges requires an involution T ∗ : K∗ → K∗ and its dual T : K → K. If the antipode of K
satisfies S2 = id, it is natural to choose T ∗ = S. More generally, for a finite-dimensional ribbon Hopf
algebra K one can consider the pair of dual involutions
T : K → K, k 7→ g · S(k), T ∗ : K∗ → K∗, α 7→ 〈α(1), g〉S(α(2)) (8)
where g is the grouplike element of K—see Remark A.11. Equivalently, one could work with the pair
of dual involutions T ′ : K → K, k 7→ S(k)g−1 and T ′∗ : α 7→ 〈α(2), g−1〉S(α(1)). If K is semisimple
and hence S2 = id, the grouplike element is given by g = 1 (see Lemma A.12) and the two involutions
T ∗, T ′∗ coincide with S.
To obtain the K-module algebra structure on a vertex neighbourhood with n incident edge ends of
general orientation, we define a map τ : {1, ..., n} → {0, 1} by τ(i) = 0 if the ith edge end is incoming
and τ(i) = 1 if it is outgoing. The algebra and module structure on K∗⊗n is then determined by the
condition that T ∗τ(1) ⊗ . . .⊗ T ∗τ(n) : K∗⊗n → K∗⊗n is a morphism of module algebras. With the
properties of the antipode, the identities (S ⊗ S)(R) = (S−1 ⊗ S−1)(R) = R and the properties of
the grouplike element g, one then obtains the following K-module algebra structure on K∗⊗n.
Corollary 3.12. Let (K,R) be a finite-dimensional ribbon Hopf algebra and τ, σ : {1, ..., n} → {0, 1}
arbitrary maps. Then the multiplication
(α)i · (β)i =

〈β(1) ⊗ α(1), R〉 (β(2)α(2))i σ(i) = τ(i) = 0
〈β(2) ⊗ α(2), R〉 (α(1)β(1))i σ(i) = 0, τ(i) = 1
(αβ)i σ(i) = 1, τ(i) = 0
(βα)i σ(i) = τ(i) = 1
(9)
(α)i · (β)j =
{
〈β(1+τ(j)) ⊗ α(1+τ(i)), (Sτ(i) ⊗ Sτ(j))(R)〉 (α(2−τ(i)) ⊗ β(2−τ(j)))ij i > j
(α⊗ β)ij i < j,
and the linear map C∗ : K∗⊗n ⊗K → K∗⊗n with
(α1 ⊗ ...⊗ αn)C∗ h = 〈Sτ(1)(α1(1+τ(1))) · · ·Sτ(n)(αn(n+τ(n))), h〉 α1(2−τ(1)) ⊗ . . . αn(2−τ(n)) (10)
define a K-right module algebra structure on K∗⊗n. The involution T ∗τ(1) ⊗ . . .⊗ T ∗τ(n) : K∗⊗n →
K∗⊗n is an algebra homomorphism from the algebra structure (9) to the one in (5) and a homo-
morphism of K-right modules from the module structure (10) to the one in (6). The dual K-module
structure on K⊗n satisfies the conditions in Definition 2.1, 3.
Theorem 3.13. Let (K,R) be a finite-dimensional ribbon Hopf algebra, Γ a ciliated ribbon graph
and v ∈ V a vertex with n incident edge ends, ordered with respect to the cilium at v. Define
τ : {1, ..., n} → {0, 1} by τ(i) = 0 if the ith edge end is incoming, τ(i) = 1 if it is outgoing and
choose an arbitrary map σ : {1, ..., n} → {0, 1}. Then the algebra structure and the K⊗(n+1)-right
module structure from Corollary 3.12 define a Hopf algebra gauge theory on Γv.
3.5 Hopf algebra gauge theory on a ribbon graph Γ
We will now combine the Hopf algebra gauge theories on the vertex neighbourhoods Γv into a local
Hopf algebra gauge theory on the ciliated ribbon graph Γ. We consider a finite-dimensional ribbon
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Hopf algebra K and assign to each vertex v ∈ V an R-matrix Rv and a map τv as in Corollary 3.12
and Theorem 3.13. We also introduce a map ρ : E(Γ)→ E(Γ◦) that selects for each edge e ∈ E(Γ)
one of the associated edge ends in E(Γ◦), i.e. either ρ(e) = s(e) or ρ(e) = t(e) for each edge e ∈ E(Γ).
For each vertex v ∈ V (Γ), we define the map σv : {1, ..., |v|} → {0, 1} from Corollary 3.12 by the
condition that σv(i) = 0 if the ith edge end at v is in the image of ρ and σv(i) = 1 else. This data
assigns to each vertex v ∈ V (Γ) a module algebra A∗v as in Corollary 3.12.
The action of gauge transformations at vertices v ∈ V equips the tensor product ⊗v∈VA∗v with the
structure of a K⊗V -right module algebra. By Definition 3.5, this data induces a local Hopf algebra
gauge theory on Γ via the map G∗ : K∗⊗E → ⊗v∈VA∗v from (2) if and only if
(i) G∗(K∗⊗E) is a subalgebra of the algebra ⊗v∈VA∗v,
(ii) G∗(K∗⊗E) is a K⊗V - submodule of the K⊗V -right module ⊗v∈VA∗v,
(iii) the induced K⊗V -module structure on G∗(K∗⊗E) satisfies axiom 3. in Definition 3.3.
The following two propositions show that these conditions are satisfied. Moreover, the resulting
algebra structure on K∗⊗E does not depend on the choice of the map ρ : E(Γ)→ E(Γ◦) if the same
R-matrix is assigned to all vertices v ∈ V .
Proposition 3.14. Let K be a finite-dimensional ribbon Hopf algebra and Γ a ciliated ribbon graph
equipped with the data above. Then:
1. The linear subspace G∗(K∗⊗E) ⊂ ⊗v∈VA∗v is a subalgebra of ⊗v∈VA∗v.
2. If Rv = R for all v ∈ V , the induced algebra structure on K∗⊗E does not depend on ρ.
3. If ` ∈ K is a Haar integral for K then the projector on G∗(K∗⊗E) ⊂ ⊗v∈VA∗v is given by
Π : ⊗v∈VA∗v → ⊗v∈VA∗v, (α⊗ β)s(e)t(e) 7→ 〈α(1)S(β(2)), `〉 (α(2) ⊗ β(1))s(e)t(e).
Proof. That G∗(K∗⊗E) is a subalgebra of ⊗v∈VA∗v follows with a direct computation from the
multiplication relations in (9) together with formula (2). For an edge e with s(e) 6= t(e) we obtain
G∗((α)e) ·G∗((β)e) = (α(1))t(e) · (β(1))t(e) · (α(2))s(e) · (β(2))s(e) (11)
=
{
〈β(1) ⊗ α(1), Rt〉 (β(2)α(2))t(e) · (β(3)α(3))s(e) ρ(e) = t(e)
〈β(3) ⊗ α(3), Rs〉 (α(2)β(2))s(e) · (α(1)β(1))t(e) ρ(e) = s(e)
=
{
〈β(1) ⊗ α(1), Rt〉G∗(β(2)α(2)) ρ(e) = t(e)
〈β(2) ⊗ α(2), Rs〉G∗(α(1)β(1)) ρ(e) = s(e),
where Rt and Rs are the R-matrices assigned to the target and starting vertex of e. Similarly, if e is
a loop with s(e) > t(e), we obtain from (9) and (2)
G∗((α)e) ·G∗((β)e) = (α(1))t(e) · (α(2))s(e) · (β(1))t(e) · (β(2))s(e) (12)
= 〈β(1) ⊗ S(α(3)), R〉 (α(1))t(e) · (β(2))t(e) · (α(2))s(e) · (β(3))s(e)
=
{
〈β(1) ⊗ S(α(3)), R〉〈β(2) ⊗ α(1), R〉 G∗(β(3)α(2)) ρ(e) = t(e)
〈β(1) ⊗ S(α(3)), R〉〈β(3) ⊗ α(2), R〉 G∗(α(1)β(2)) ρ(e) = s(e),
where R is the R-matrix assigned to s(e) = t(e). The corresponding expression for loops with
s(e) < t(e) is obtained by applying the involution T ∗ : K∗ → K∗, α 7→ 〈α(1), g〉S(α(2)) in (8) to
(12). The expressions for products involving variables for different edges e, f ∈ E are computed in
a similar manner, but this requires a case by case analysis, where each of the edge constellations
in Figure ?? is considered separately. The resulting expressions are given in Proposition 3.20. To
prove 2, suppose that the same R-matrix is assigned to each vertex of Γ and note that the identity
∆op = R ·∆ ·R−1 implies 〈α(1) ⊗ β(1), R〉α(2)β(2) = 〈α(2) ⊗ β(2), R〉β(1)α(1) for all α, β ∈ K∗. This
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shows that the expressions for ρ(e) = s(e) and ρ(e) = t(e) in equations (11) and (12) agree. That Π
is a projector on G∗(K∗⊗E) then follows from Lemma 3.6.
Remark 3.15. Proposition 3.14 motivates the introduction of the maps σ : {1, ..., n} → {0, 1}
in Proposition 3.8 and Corollary 3.12 and of the map ρ : E(Γ) → E(Γ◦) at the beginning of this
subsection. It is clear from equations (11) and (12) that without them, the image of G∗ would not be
a subalgebra of ⊗v∈VK∗⊗v. This is because edge orientation is reversed in Corollary 3.12 by applying
the involution T ∗ : K∗ → K∗, α 7→ 〈α(1), g〉S(α(2)), which is an algebra anti-homomorphism. Hence,
for each edge e the algebra structures for the starting end s(e) and the target end t(e) are opposite
if one sets σ(s(e)) = σ(t(e)). This mismatch between the two opposite algebras prevents the image
of G∗ from being a subalgebra. To make the algebra structures at the edge ends compatible, it
is necessary to modify the algebra structure at exactly one of these edge ends by introducing an
R-matrix. The identity 〈α(1) ⊗ β(1), R〉α(2)β(2) = 〈α(2) ⊗ β(2), R〉β(1)α(1) for α, β ∈ K∗ then ensures
the compatibility of the algebra structures at the edge ends s(e) and t(e).
Proposition 3.16. Let K be a finite-dimensional ribbon Hopf algebra and Γ a ciliated ribbon graph
equipped with the data above. Then:
1. G∗(K∗⊗E) ⊂ ⊗v∈VA∗v is a K⊗V -submodule.
2. The induced K⊗V -left module structure on K⊗E is given by
(h)v B (k)e = (h) (k)e for v /∈ {s(e), t(e)}, (13)
(h⊗ h′)s(e)t(e) B (k)e = (h′kS(h))e for s(e) 6= t(e),
(h)s(e) B (k)e = (h(1)kS(h(2)))e for t(e) < s(e),
(h)s(e) B (k)e = (h(2)kS(h(1)))e for s(e) < t(e).
Proof. That G∗(K∗⊗E) ⊂ ⊗v∈VA∗v is a K⊗V -submodule follows by a direct computation from
formulas (2) and (10). For each edge e ∈ E, they imply G∗((α)e) C∗ (h)u = (h) G∗((α)e) for all
u /∈ {s(e), t(e)}, h ∈ K, α ∈ K∗. If s(e) 6= t(e) one obtains
G∗((α)e)C∗ (h⊗ h′)s(e)t(e) = (α(2) ⊗ α(1))s(e)t(e) C∗ (h⊗ h′)s(e)t(e)
= 〈α(2)(2), S(h)〉〈α(1)(1), h′〉 (α(2)(1) ⊗ α(1)(2))s(e)t(e) = 〈α(3), S(h)〉〈α(1), h′〉 G∗((α(2))e).
For a loop e with t(e) > s(e) formulas (2) and (10) yield
G∗((α)e)C∗ (h)v = ((α(2))s(e) C∗ (h(1))v) · ((α(1))t(e) C∗ (h(2))v)
= 〈α(2)(2), S(h(1))〉〈α(1)(1), h(2)〉 (α(2)(1))s(e) · (α(1)(2))t(e) = 〈α(3), S(h(1))〉〈α(1), h(2)〉 G∗((α(2))e),
and the corresponding expression for a loop with t(e) < s(e) follows by applying the involution T ∗.
These identities imply (13) by duality.
Propositions 3.14 and 3.16 allow one to pull back the algebra structure and module structure on
⊗v∈VA∗v to K∗⊗E with the embedding G∗ from (2). Proposition 3.16 also shows that the resulting
structures on K∗⊗E satisfy the axioms in Definition 3.3. By combining these two lemmas one then
obtains a local K-valued local Hopf algebra gauge theory on Γ.
Theorem 3.17. Let K be a finite-dimensional ribbon Hopf algebra and Γ a ciliated ribbon graph.
Assign to each vertex v of Γ an R-matrix Rv, maps τv, σv : {1, ..., |v|} → {0, 1} as defined at the
beginning of this subsection and the associated algebra A∗v from Corollary 3.12. Then the K⊗V -module
algebra structure on ⊗v∈VA∗v defines a local K-valued Hopf algebra gauge theory on Γ via (2). This
algebra structure on K∗⊗E is denoted A∗ in the following.
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Clearly, the algebra A∗ from Theorem 3.17 depends on the choice of the cilium at each vertex of Γ.
However, one finds that the algebra of observables A∗inv ⊂ A∗ is largely independent of this choice
and fully independent of it in the semisimple case.
Proposition 3.18. Let Γ be a ciliated ribbon graph and Γ′ obtained from Γ by moving the cilium at
an n-valent vertex v ∈ V (Γ) over the nth edge end. Then the map
φτ(n) : K∗⊗n → K∗⊗n, α1 ⊗ ...⊗ αn = 〈g−1+2τ(n), αn(1)〉 α1 ⊗ ...⊗ αn−1 ⊗ αn(2)
induces an algebra isomorphism A∗inv → A′∗inv. If K is semisimple, then φτ(n) reduces to a cyclic
permutation of the tensor factors and A∗inv ⊂ A∗ is independent of the choice of cilia.
Proof. As T ∗ ◦ φ0 ◦ T ∗ = φ1, it is sufficient to consider the vertex neighbourhood of an n-valent
vertex v ∈ V at which all edges are incoming and to show that φ0 maps the algebra A∗v inv associated
with Γ to the algebra A′∗v inv associated with Γ′. As the action of a gauge transformation at v on A∗v
and A′∗v is given by
(α1 ⊗ ...⊗ αn)C∗ (h)v = 〈α1(1)α2(1) · · ·αn(1), h〉 α1(2) ⊗ ...⊗ αn(2)
(α1 ⊗ ...⊗ αn)C′∗ (h)v = 〈αn(1)α1(1) · · ·αn−1(1) , h〉 α1(2) ⊗ ...⊗ αn(2),
one obtains for all h ∈ K
φ0(α1 ⊗ ...⊗ αn)C′∗ (h)v = 〈αn(1), g−1〉 〈αn(2)α1(1) · · ·αn−1(1) , h〉 α1(2) ⊗ ...⊗ αn(3)
= 〈αn(3), g−1〉 〈αn(4)(α1(1) · · ·αn(1))S(αn(2)), h〉 α1(2) ⊗ ...⊗ αn−1(2) ⊗ αn(3)
= 〈α1(1) · · ·αn(1), h(2)〉〈αn(2), S(h(3))g−1h(1)〉 α1(2) ⊗ ...⊗ αn−1(2) ⊗ αn(3)
= 〈α1(1) · · ·αn(1), h(2)〉〈αn(2), g−1〉〈αn(3), S−1(h(3))h(1)〉 α1(2) ⊗ ...⊗ αn−1(2) ⊗ αn(4)
= φ0((α1 ⊗ ...⊗ αn)C∗ (h(2))v)Cn (S−1(h(3))h(1)),
where Cn : K∗⊗n ⊗K → K∗⊗n is the right regular action of K on the nth copy of K∗ in K∗⊗n.
For α ∈ A∗v inv this yields φ0(α)C′∗ (h)v = (h(2))φ0(α)Cn (S−1(h(3))h(1)) = (h) φ0(α) and hence
φ0(α) ∈ A′∗v inv. If K is semisimple then g = 1 and φ0 = id.
It is instructive to consider the case of a cocommutative Hopf algebra K. In this case K is trivially
ribbon with universal R-matrix R = 1⊗ 1, ribbon element ν = u = 1, grouplike element g = 1 and
satisfies S2 = id. The algebra structure on the vertex neighbourhood from Proposition 3.8 reduces
to the n-fold tensor product K∗⊗n of the commutative algebra K∗ with itself. Consequently, the
subalgebra A∗ ⊂ ⊗v∈VA∗v ∼= K∗⊗E is isomorphic as an algebra to K∗⊗E . As K is cocommutative,
the K-module structure on K∗⊗n does not depend on the cyclic ordering of the incident edges at v,
and the same holds for the K⊗V -module structures on K⊗E and K∗⊗E .
Another instructive example is the case where K is the group algebra F[G] of a finite group G. The
Hopf algebra structure of F[G] and its dual F[G]∗ = Fun(G) are given in Example A.5. By applying
the results and definitions above, one then finds that the K-valued Hopf algebra gauge theory on Γ
reduces to group gauge theory for G.
Example 3.19. Let G be a finite group and Γ a ribbon graph. Then the Hopf algebra gauge theory
on Γ with values in F[G] is given by the following:
1. The space of connections is the vector space F[G]⊗E ∼= F[G×E ].
2. The algebra A∗ of functions is the algebra Fun(G×E) with the pointwise multiplication.
3. The Hopf algebra of gauge transformations is the Hopf algebra F[G]⊗E ∼= F[G×E ].
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4. If all edge ends at v ∈ V are incoming, a gauge transformation at v is given by
C∗: Fun(G×v)⊗ F[G]→ Fun(G×v), (f C∗ h)(g1, ..., g|v|) = f(hg1, ..., hg|v|).
5. Its action on an outgoing edge end i is obtained by replacing hgi → gih−1.
6. The projector on the gauge invariant subalgebra A∗inv ⊂ A∗ is given by Π(f) = Σh∈G×V f C∗ h.
3.6 Explicit description of the algebra of functions
In this section, we derive an explicit description of the algebra A∗ for a Hopf algebra gauge theory on a
ciliated ribbon graph Γ in terms of multiplication relations. This allows us to relate it to the so-called
lattice algebra obtained in [AGS1, AGS2, BR] via the combinatorial quantisation of Chern-Simons
theory. From the discussion in the previous subsections, it is obvious that a presentation of the
algebra A∗ for any ribbon graph can be obtained from the multiplication relations in Corollary 3.12
together with formula (2). This requires a straightforward but lengthy computation which takes into
account the relative ordering and orientation of edge ends involved. Up to edge orientation, which
can be reversed with the involution T ∗ from (8), one has to distinguish twelve edge constellations.
For simplicity, we restrict attention to the case where each vertex neighbourhood is equipped with
the same R-matrix. The multiplication relations for the are then given by the following proposition.
Proposition 3.20. Let K be a finite-dimensional ribbon Hopf algebra. Consider the K-valued local
Hopf algebra gauge theory from Theorem 3.17 and suppose that each vertex is assigned the same
R-matrix R. Then the algebra A∗ is characterised by the following multiplication relations on K∗⊗E:
(a) For e ∈ E with s(e) 6= t(e):
(β)e · (α)e = 〈α(1) ⊗ β(1), R〉 (α(2)β(2))e
⇒ (β)e · (α)e = 〈α(1) ⊗ β(1), R〉〈β(3) ⊗ α(3), R−1〉 (α(2))e · (β(2))e.
(b) For a loop e ∈ E with t(e) < s(e):
1
2
(β)e · (α)e = 〈α(1) ⊗ S(β(3)), R〉 〈α(2) ⊗ β(1), R〉 (α(3)β(2))e.
⇒ (β)e · (α)e = 〈α(1) ⊗ S(β(5)), R〉〈α(2) ⊗ β(1), R〉〈β(4) ⊗ α(5), R−1〉〈β(2) ⊗ α(4), R〉 (α(3))e · (β(3))e.
(c) For e, f ∈ E with no common vertex:
(α)e · (β)f = (β)f · (α)e = (α⊗ β)ef .
(d) For e, f ∈ E with s(e) 6= t(e), s(f) 6= t(f), s(e) 6= s(f) and t(e) < t(f):
1
2
(β)f · (α)e = 〈α(1) ⊗ β(1), R〉 (α(2) ⊗ β(2))ef
(α)e · (β)f = (α⊗ β)ef
⇒ (β)f · (α)e = 〈α(1) ⊗ β(1), R〉 (α(2))e · (β(2))f .
(e) For e ∈ E with s(e) 6= t(e) and a loop f ∈ E with t(e) < t(f) < s(f):
1
3
2
(α)f · (β)e = 〈β(1) ⊗ S(α(3)), R〉 〈β(2) ⊗ α(1), R〉 (β(3) ⊗ α(2))ef
(β)e · (α)f = (β ⊗ α)ef
⇒ (α)f · (β)e = 〈β(1) ⊗ S(α(3)), R〉 〈β(2) ⊗ α(1), R〉 (β(3))e · (α(2))f .
(f) For e ∈ E with s(e) 6= t(e) and a loop f ∈ E with t(f) < t(e) < s(f):
1
3
2
(α)f · (β)e = 〈β(1) ⊗ S(α(2)), R〉 (β(2) ⊗ α(1))ef
(β)e · (α)f = 〈α(1) ⊗ β(1), R〉 (β(2) ⊗ α(2))ef
⇒ (α)f · (β)e = 〈β(1) ⊗ S(α(3)), R〉 〈α(1) ⊗ β(2), R−1〉 (β(3))e · (α(2))f .
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(g) For e ∈ E with s(e) 6= t(e) and a loop f ∈ E with t(f) < s(f) < t(e):
1
3
2
(α)f · (β)e = (β ⊗ α)ef
(β)e · (α)f = 〈α(1) ⊗ β(1), R〉〈S(α(3))⊗ β(2), R〉 (β(3) ⊗ α(2))ef .
⇒ (β)e · (α)f = 〈α(1) ⊗ β(1), R〉〈S(α(3))⊗ β(2), R〉 (α(2))f · (β(3))e.
(h) For two loops e, f ∈ E with t(e) < s(e) < t(f) < s(f):
1
3
2
4
(β)f · (α)e = 〈α(1) ⊗ S(β(5)), R〉〈α(2) ⊗ β(1), R〉〈α(5) ⊗ β(4), R〉〈α(4) ⊗ β(2), R−1〉 (α(3) ⊗ β(3))ef
(α)e · (β)f = (α⊗ β)ef
⇒ (β)f · (α)e = 〈α(1) ⊗ S(β(5)), R〉〈α(2) ⊗ β(1), R〉〈α(5) ⊗ β(4), R〉〈α(4) ⊗ β(2), R−1〉 (α(3))e · (β(3))f .
(i) For two loops e, f ∈ E with t(e) < t(f) < s(e) < s(f):
1
3
2
4(β)f · (α)e = 〈α(1) ⊗ S(β(4)), R〉〈α(2) ⊗ β(1), R〉〈α(4) ⊗ β(3), R〉 (α(3) ⊗ β(2))ef
(α)e · (β)f = 〈S(α(2))⊗ β(1), R21〉 (α(1) ⊗ β(2))ef
⇒ (β)f · (α)e = 〈α(1) ⊗ S(β(5)), R〉〈α(5) ⊗ β(4), R〉〈α(2) ⊗ β(1), R〉〈α(4) ⊗ β(2), R21〉 (α(3))e · (β(3))f .
(j) For two loops e, f ∈ E with t(e) < t(f) < s(f) < s(e):
1
3
2
4
(β)f · (α)e = 〈α(1) ⊗ S(β(3)), R〉〈α(2) ⊗ β(1), R〉 (α(3) ⊗ β(2))ef
(α)e · (β)f = 〈S(α(3))⊗ β(1), R21〉 〈α(2) ⊗ β(3), R21〉 (α(1) ⊗ β(2))ef
⇒ (β)f · (α)e = 〈α(1) ⊗ S(β(5)), R〉〈S(α(5))⊗ β(4), R21〉〈α(2) ⊗ β(1), R〉〈α(4) ⊗ β(2), R21〉 (α(3))e · (β(3))f .
(k) For e, f ∈ E with s(e) 6= t(e), s(f) 6= t(f), t(e) < t(f) and s(e) < s(f):
1 1
2 2
(β)f · (α)e = 〈α(1) ⊗ β(1), R〉〈α(3) ⊗ β(3), R〉 (α(2) ⊗ β(2))ef
(α)e · (β)f = (α⊗ β)ef
⇒ (β)f · (α)e = 〈α(1) ⊗ β(1), R〉〈α(3) ⊗ β(3), R〉 (α(2))e · (β(2))f .
(l) For e, f ∈ E with s(e) 6= t(e), s(f) 6= t(f), t(e) < t(f) and s(e) > s(f): 2
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1
(β)f · (α)e = 〈α(1) ⊗ β(1), R〉 (α(2) ⊗ β(2))ef
(α)e · (β)f = 〈α(2) ⊗ β(2), R21〉 (α(1) ⊗ β(1))ef
⇒ (β)f · (α)e = 〈α(1) ⊗ β(1), R〉 〈α(3) ⊗ β(3), R−121 〉 (α(2))e · (β(2))f .
The remaining cases differ from the ones above only by edge orientation. They are obtained from the
ones above by applying the involution T ∗ from (8).
Proof. For case (c) this holds by definition. For the remaining cases it follows by a direct computation
from (9) together with formula (2). Cases (a) and (b) were already treated in equations (11) and
(12). We illustrate the other cases by giving the computations for case (d), since cases (e) to (l) are
analogous. Let e, f ∈ E be edges with t(e) = t(f), s(e) 6= t(e), s(f) /∈ {s(e), t(e)} and suppose that
t(e) < t(f). Then one obtains from (9) and (2)
G∗((β)f ) ·G∗((α)e) = (β(2) ⊗ β(1))s(e)t(e) · (α(2) ⊗ α(1))s(e)t(e)
= (α(2) ⊗ β(2))s(e)s(f) · (β(2))t(f) · (α(1))t(e)
= 〈α(1)(1) ⊗ β(1)(1), R〉 (α(2) ⊗ β(2))s(e)s(f) · (α(1)(2))t(e) · (β(1)(2))t(f)
= 〈α(1) ⊗ β(1), R〉 (α(3) ⊗ β(3))s(e)t(f) · (α(2))t(e) · (β(2))t(f)
= 〈α(1) ⊗ β(2), R〉 ·G∗((α(2))e) ·G∗((β(2))f ).
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Proposition 3.20 gives an explicit description of the algebra structure that does not refer to the algebra
structure on the vertex neighbourhoods. In particular, the multiplication relations in Proposition
3.20 (a), (b) show that for each edge e ∈ E the variables (α)e with α ∈ K∗, form a subalgebra of A∗.
For a loop, this algebra is related to Kop.
Proposition 3.21. Let K be a finite-dimensional ribbon Hopf algebra and equip the vector space
K∗ with the algebra structure from Proposition 3.20 (b)
β ·′ α = 〈α(1) ⊗ S(β(3)), R〉〈α(2) ⊗ β(1), R〉β(2)α(3).
Then the linear map D : K∗ → K, D(α) = 〈S−1(α), Q(1)〉Q(2) with Q = R21R is an algebra
homomorphism from (K∗, ·′) to Kop. It is an isomorphism if and only if K is factorisable.
Proof. Note first that for all α, β ∈ K∗, one has by definition
〈D(α), β〉 = 〈α(2) ⊗ β(1), R−121 〉〈S−1(α(1))⊗ β(2), R〉 = 〈DR−121 (α(2))DR(S
−1(α(1))), β〉,
where DR : K∗ → K, α 7→ 〈α,R(1)〉R(2) and DR−121 : K
∗ → K, α 7→ 〈α, S−1(R(2))〉R(1) are the maps
from Lemma A.9. This implies D(α · β) = DR−121 (α(2)) ·D(β) ·DR(S
−1(α(1))) for all α, β ∈ K∗. As
∆op = R ·∆ ·R−1 = R−121 ·∆ ·R21, one has ∆ ·Q = Q ·∆ and therefore for all k ∈ K, α ∈ K∗
(S−1(k(1))⊗ 1) · (S−1 ⊗ id)(Q) · (1⊗ k(2)) = (1⊗ k(2)) · (S−1 ⊗ id)(Q) · (S−1(k(1))⊗ 1),
〈α(1), k(2)〉 D(α(2)) · S(k(1)) = 〈α(2), k(2)〉 S(k(1)) ·D(α(1)),
where the second identity follows from the first by duality. This yields
〈α(1) ⊗ β(1), R〉 D(α(2) · β(2)) = 〈α(1) ⊗ β(1), R〉 DR−121 (α(3)) ·D(β(2)) ·DR(S
−1(α(2)))
= 〈α(1) ⊗ β(2), R〉 DR−121 (α(3)) ·DR(S
−1(α(2))) ·D(β(1)) = 〈α(1) ⊗ β(2), R〉 D(α(2)) ·D(β(1)),
and it follows that D(α) ·D(β) = 〈α(1) ⊗ S(β(3)), R〉〈α(2) ⊗ β(1), R〉D(α(3)β(2)). A comparison with
Proposition 3.20 (b) proves that D : (K∗, ·′)→ K is an algebra homomorphism. By definition, the
Hopf algebra K is factorisable if and only if (S ⊗ id) ◦D : K∗ → K is a linear isomorphism, which is
the case if and only if this holds for D : K∗ → K.
For an edge e with s(e) 6= t(e), the characterisation of the algebra structure from Proposition 3.20
(a) is less immediate. If the Hopf algebra K is the Drinfel’d double D(H) of a finite-dimensional
Hopf algebra H, one can show that this algebra is related to the Heisenberg double HL(H) from
Definition B.7. Note that in this case, the algebra in Proposition 3.20 (b) is isomorphic to D(H)op
by Proposition 3.21 since the Drinfel’d double D(H) of a finite-dimensional Hopf algebra H is always
factorisable.
Proposition 3.22. Let K = D(H) be the Drinfel’d double of a finite-dimensional Hopf algebra H
and equip the vector space K∗ with the algebra structure from Proposition 3.20 (a)
β ·′ α = 〈α(1) ⊗ β(1), R〉 α(2)β(2) (14)
where · denotes the multiplication of K∗ = Hop ⊗H and R = Σi1⊗ xi ⊗ αi ⊗ 1 is the R-matrix of
D(H) from Theorem A.13. Then the algebra (K, ·′) is isomorphic to HL(H)op.
Proof. This follows by a direct computation. From (36), one finds that the comultiplication of
K∗ = D(H)∗ = Hop ⊗H∗ is given by ∆(x ⊗ α) = Σi,j x(1) ⊗ αiα(1)αj ⊗ S(xj)x(2)xi ⊗ α(2) for all
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x ∈ H, α ∈ H∗. Inserting this expression into (14) together with the expression for R, one obtains
for all x, y ∈ H and α, β ∈ H∗
(y ⊗ β) ·′ (x⊗ α)
= Σi,j,k,l,u 〈αu, y(1)〉〈αkα(1)αl, xu〉(αiβ(1)αj)(x(1)) (S(xl)x(2)xk ⊗ α(2)) · (S−1(xj)y(2)xi ⊗ β(2))
= Σk,l〈αkα(1)αl, y(1)〉 (S−1(xl)xxk ⊗ α(2)) · (y(2) ⊗ β)
= 〈α(1), y(2)〉 (S−1(y(3))xy(1) ⊗ α(2)) · (y(4) ⊗ β(2)) = 〈α(1), y(2)〉xy(1) ⊗ αβ(2).
Comparing the last expression with the first formula in Definition B.7, one finds that the flip map
H∗ ⊗H → H ⊗H∗, α⊗ x 7→ x⊗ α defines an anti-algebra isomorphism from the left Heisenberg
double HL(H) in to the algebra structure in Proposition 3.20 (a).
Finally, we can use Proposition 3.20 to show that a Hopf algebra gauge theory for a ribbon graph Γ
is related to the algebra obtained from the combinatorial quantisation formalism for Chern-Simons
gauge theory in [AGS1, AGS2, BR].
Proposition 3.23. Let K be a finite-dimensional ribbon Hopf algebra. Consider a K-valued Hopf
algebra gauge theory on a ciliated ribbon graph Γ in which each vertex v ∈ V is assigned the same
R-matrix. Then the K⊗V -right module algebra structure from Theorem 3.17 and Proposition 3.20
coincides with the one derived in [AGS1, AGS2, BR].
Proof. As the algebra structure in [AGS1, AGS2, BR] is given in terms of matrix elements of K
in its irreducible representations, we reformulate Proposition 3.20 in terms of matrix elements.
For an irreducible representation ρI : K → End(VI) of K on a finite-dimensional F-vector space
VI , the matrix elements in terms of a basis {vIa} of VI are given by ρI(k)vIa = ΣbMI(k)ba vIb . The
associated elements of K∗ are defined by 〈M bI a, k〉 = MI(k)ab for all k ∈ K, which implies ∆(M bI a) =
ΣcM cI a⊗M bI c. Similarly, the action of the R-matrix on the tensor product of two irreducible modules
VI , VJ is characterised in terms of matrix elements by (ρI ⊗ ρJ)(R)(vIa ⊗ vJb ) = Σc,dRcdIJ abvIc ⊗ vJc .
Using the notation MI [e]ba,MJ [f ]ba, ... for the elements (M bI a)e, (M bJ a)f , ... ∈ K∗⊗E and combining
the matrix elements into matrices, we can then rewrite the formulas from Proposition 3.20 in matrix
notation and obtain:
• For an edge e with s(e) 6= t(e), the expression in Proposition 3.20 (a) takes the form
MJ [e]MI [e] = RIJMI [e]MJ [e]R−1JI , which agrees with formula (2.46) in [AGS1], formula
(43) in [BR].
• For a loop e with t(e) < s(e) we derive from Proposition 3.20 (b) the relationMJ [e]RIJMI [e] =
RIJMI [e]RJIMJ [e]R−1JI . This is the formula obtained by combining (2.6), (2.7) and (2.17) in
[AGS2], see also the first three formulas in Definition 12 in [AGS2] and formula (46) in [BR].
• For two edges e, f which have nor vertex in common, Proposition 3.20 (c) reads in matrix
notation MI [e]MJ [f ] = MJ [f ]MI [e], which coincides with formula (2.45) in [AGS1], formula
(2.19) [AGS2] and formula (45) in [BR].
• For case (d) in Proposition 3.20, we obtain in matrix notation MJ [f ]MI [e] = RIJMI [e]MJ [f ],
which coincides with formula (2.47), (2.51) in [AGS1], formula (2.20) in [AGS2] and formulas
(40) to (42) in [BR] if the choice of orientation there is reversed.
• For two loops e, f with t(e) < s(e) < t(f) < s(f) we obtain from Proposition 3.20 (h) the rela-
tion R−1IJMJ [f ]RIJMI [e] = MI [e]R
−1
IJMJ [f ]RIJ . This coincides with the 5th to 11th equations
of Definition 12 in [AGS2] if the first and second argument there are replaced by e and f and
the choice of edge orientation there is taken into account.
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• For two loops e, f with t(e) < t(f) < s(e) < s(f) Proposition 3.20), (i) yields the relation
R−1IJMJ [f ]RIJMI [e] = MI [e]RJIMJ [f ]RIJ . This coincides with the 4th formula in Definition
12 [AGS2] if the arguments ai, bi are replaced by e and f and the choice of edge orientation
and ordering there is taken into account.
• The formulas for the action of gauge transformations on the edge variables in equation (1) and
Proposition 3.16 agree with the corresponding formulas (2.49) in [AGS1] and (2) in [BR].
The multiplication relations in Proposition 3.20 (h) and (i) are not described in [BR] because that
paper restrict attention to 3-valent graphs without loops. The remaining edge constellations in
Proposition 3.20 are not described explicitly in [AGS1, AGS2, BR], but the relations above are
sufficient to establish equivalence. This follows in particular from Corollary 4.11 which allows one to
restrict attention to bouquets or to ribbon graphs without loops or multiple edges.
Proposition 3.23 shows that the K⊗V -module algebra A∗Γ, the algebra of functions in a local Hopf
algebra gauge theory on Γ, agrees with the one obtained from the combinatorial quantisation
procedure in [AGS1, AGS2, BR]. The representation theory of the resulting algebra was investigated
further in [AS] and [BR2], which also relate this algebra to Reshetikhin-Turaev invariants [RT].
However, the two approaches that lead to this module algebra structure are very different. While
[AGS1, AGS2, BR] obtain it by canonically quantising the Poisson structure in [FR] and [AM] via
the correspondence between quasitriangular Hopf algebras and quasitriangular Poisson-Lie groups, in
the present article this algebra structure is derived from a number of simple axioms. This addresses
the question about the uniqueness of this algebra structure and quantisation approach.
It also exhibits clearly the mathematical structures associated with the notion of a Hopf algebra gauge
theory, namely module algebras over a Hopf algebra and their braided tensor products. Moreover,
it allows one to obtain the algebra structure in [AGS1, AGS2, BR] from a basic building block—
the Hopf algebra gauge theory on a vertex neighbourhood Γv—which arises from a simple twist
deformation of the Hopf algebra K⊗v.
4 Graph transformations and topological invariance
In this section, we prove that the operations on ciliated ribbon graphs from Section 2.1 give rise to
algebra and module homomorphisms between the associated Hopf algebra gauge theories. We also
show how these algebra and module homomorphisms can be described in terms of maps between the
Hopf algebra gauge theories on the vertex neighbourhoods.
In the following let K be a finite-dimensional ribbon algebra. Consider ciliated ribbon graphs Γ, Γ′
such that Γ′ is obtained from Γ by one of the graph transformations in Definition 2.6 and denote
by E,F, V and E′, F ′, V ′, respectively, their sets of edges, faces and vertices. Similarly, A∗Γ and
A∗Γ′ denote the the K⊗V - and K⊗V
′-module algebra structures on K∗⊗E and K∗⊗E′ from Theorem
3.17, A∗v and A′∗v the algebras for the vertex neighbourhood Γv from Corollary 3.12 and · and ·′
their multiplication maps. We suppose that all vertices v ∈ V and v′ ∈ V ′ are assigned the same
R-matrices and the maps σv from Corollary 3.12 coincide for all vertices of Γ and Γ′ that are
unaffected by the graph transformation. To each graph operation in Definition 2.6 we assign a linear
map f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v.
Definition 4.1. Let Γ′ be obtained from Γ by one of the graph operations from Definition 2.6.
Denote for each edge end f ∈ E(Γ◦) that is not affected by this operation by f ′ ∈ E(Γ′◦) the associated
edge end of Γ′ and label the remaining edges as in Figure 2.
Then the linear map f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v induced by this graph transformation is defined by
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the relations f∗((α)g′ ·′ (β)h′) = f∗((α)g′) · f∗((β)h′) for all edge ends g′, h′ ∈ E(Γ′◦) which have no
vertices in common or which satisfy g′ < h′ at a common vertex v ∈ V (Γ′) and by its value on the
variables (α)h′, h′ ∈ E(Γ′◦), as follows
(a) Deleting an edge e:
d∗e : (α)h′ 7→ (α)h ∀h′ ∈ E(Γ′◦). (15)
(b) Contracting an edge e towards s(e):
c∗s(e) : (α)h′ 7→

(α)h t(e) /∈ {s(h), t(h)}
(α(3) ⊗ α(2) ⊗ α(1))s(e)t(e)h s(h) = t(e), h < t(e)
〈g, α(2)〉(α(4) ⊗ α(3) ⊗ α(1))s(e)t(e)h s(h) = t(e), h > t(e)
(S−1(α(1))⊗ S−1(α(2))⊗ α(3))s(e)t(e)h t(h) = t(e), h < t(e)
〈g, α(3)〉(S−1(α(1))⊗ S−1(α(2))⊗ α(4))s(e)t(e)h t(h) = t(e), h > t(e).
(16)
(c) Contracting an edge e towards t(e):
c∗t(e) : (α)h′ 7→

(α)h s(e) /∈ {s(h), t(h)}
〈α(2), g−1〉 (S(α(4))⊗ S(α(3))⊗ α(1))s(e)t(e)h s(h) = s(e), h < s(e)
(S(α(2))⊗ S(α(3))⊗ α(1))s(e)t(e)h s(h) = s(e), h > s(e)
〈α(3), g−1〉 (α(2) ⊗ α(1) ⊗ α(4))s(e)t(e)h t(h) = s(e), h < s(e)
(α(2) ⊗ α(1) ⊗ α(3))s(e)t(e)h t(h) = s(e), h > s(e).
(17)
(d) Adding a loop e′′ at v:
a∗v : (α)h′ 7→
{
(α)h h′ /∈ {s(e′′), t(e′′)}
(α) 1⊗2E h′ ∈ {s(e′′), t(e′′)} (18)
(e) Detaching adjacent edge ends e1, e2 from v:
w∗e1e2 : (α)h′ 7→

(α)h h′ 6= s(e′)
(α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) h′ = s(e′), s(e2) < t(e1)
〈α(2), g−1〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) h′ = s(e′), s(e2) > t(e1)
(19)
(f) Doubling the edge e:
do∗e : (α)h′ 7→

(α)h h′ /∈ {s(e′), t(e′), s(e′′), t(e′′)}
(α)t(e) h′ ∈ {t(e′), t(e′′)}
(α)s(e) h′ ∈ {s(e′), s(e′′)}.
(20)
We will now show that the linear maps f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 induce linear
maps F ∗ : A∗Γ′ → A∗Γ that are algebra homomorphisms and module homomorphisms with respect to
the action of gauge transformations. As the K⊗V and K⊗V ′-module algebra structures on A∗Γ and
A∗Γ′ are obtained from the K⊗V and K⊗V
′-module algebra structures on ⊗v∈VA∗v and ⊗v∈V ′A′∗v via
the module algebra morphisms G∗Γ, G∗Γ′ from (2), it is natural to define the maps F ∗ : A∗Γ′ → A∗Γ in
terms of G∗Γ, G∗Γ′ and f∗ as follows.
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Proposition 4.2. Let Γ,Γ′ be ribbon graphs such that Γ′ is obtained from Γ by one of the graph
operations in Definition 2.6. Then each linear map f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from (15) to (20)
induces a unique linear map F ∗ : A∗Γ → A∗Γ′ such that the following diagram commutes
A∗Γ′
G∗Γ′

F ∗ // A∗Γ
G∗Γ

⊗v∈V ′A′∗v f∗ // ⊗v∈VA
∗
v.
(21)
Proof. As G∗Γ, G∗Γ′ are injective, it is sufficient to show that f∗ ◦ G∗Γ′(A∗Γ′) ⊂ G∗Γ(A∗Γ) to obtain a
unique linear map F ∗ that makes the diagram commute. For cases (a), (d) and (f) this is obvious
from formulas (15), (18), and (20). In case (c) it is obvious from formula (16) for edges h′ ∈ E′ with
s(e) /∈ {s(h), t(h)}. For h′ ∈ E′ with s(e) = t(h) 6= s(h), one obtains
c∗t(e) ◦G∗Γ′((α)h′) = c∗t(e)((α(2) ⊗ α(1))s(h′)t(h′))
=
{
(α(1) ⊗ α(2) ⊗ α(3) ⊗ α(4))t(e)s(e)t(h)s(h) t(h) > s(e)
〈α(3), g−1〉(α(1) ⊗ α(2) ⊗ α(4) ⊗ α(5))t(e)s(e)t(h)s(h) t(h) < s(e)
=
{
G∗Γ((α(1) ⊗ α(2))eh) t(h) > s(e)
G∗Γ(〈α(2), g−1〉 (α(1) ⊗ α(2))eh) t(h) < s(e),
and for h′ ∈ E′ with s(e) = s(h) 6= t(h)
c∗t(e) ◦G∗Γ′((α)h′) = c∗t(e)((α(2) ⊗ α(1))s(h′)t(h′))
=
{
(S(α(4))⊗ S(α(3))⊗ α(2) ⊗ α(1))t(e)s(e)s(h)t(h) s(h) > s(e)
〈α(3), g−1〉(S(α(5))⊗ S(α(4))⊗ α(2) ⊗ α(1))t(e)s(e)s(h)t(h) s(h) < s(e)
=
{
G∗Γ((S(α(2))⊗ α(1))he) s(h) > s(e)
G∗Γ(〈α(2), g−1〉 (S(α(3))⊗ α(1))he) s(h) < s(e).
The proofs for h′ ∈ E′ with t(h) = s(h) = s(e) and for case (b) are analogous. In case (e) it is
obvious from formula (19) for edges h′ ∈ E′ \ {e′}. For h′ = e′, one has
w∗e1e2 ◦G∗Γ′((α)e′) = w∗e1e2((α(2) ⊗ α(1))s(e′)t(e′))
=
{
(α(4) ⊗ α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2)t(e2) s(e2) < t(e1)
〈α(3), g−1〉 (α(5) ⊗ α(4) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2)t(e2) s(e2) > t(e1)
=
{
G∗Γ((α(2) ⊗ α(1))e1e2) s(e2) < t(e1)
G∗Γ(〈α(2), g−1〉 (α(3) ⊗ α(1))e1e2) s(e2) > t(e1).
Remark 4.3. As F ∗ : A∗Γ′ → A∗Γ is defined uniquely by f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v via (21), it
follows directly that the assignment f∗ → F ∗ is functorial, i.e. the following diagrams commute
A∗Γ′′ F
′∗
//
G∗Γ′′

A∗Γ′
G∗Γ′

F ∗ // A∗Γ
G∗Γ

⊗v∈V ′′A′′∗v f ′∗ // ⊗v∈V ′A
′∗
v f∗
// ⊗v∈VA∗v.
A∗Γ id //
G∗Γ

A∗Γ
G∗Γ

⊗v∈VA∗v id // ⊗v∈VA
∗
v.
This is explored in more depth in Section 5.2.
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We will now show that the maps F ∗ : A∗Γ′ → A∗Γ from Proposition 4.2 are algebra homomorphisms
and module homomorphisms with respect to the action of gauge transformations on A∗Γ and A∗Γ′ .
For the latter recall from Definition 2.7 and Proposition 2.9 that each of the graph transformations
in Definition 2.6 is associated with a map gV : V ′ → V , which are are inclusion maps or identity
maps. Consequently, they induce injective Hopf algebra homomorphisms K⊗V ′ → K⊗V and hence
a K⊗V ′-module algebra structure on the K⊗V -module algebra A∗Γ. Conversely, one obtains a
K⊗V -module structure on A∗Γ′ by setting αC′∗ (h)v = (h)α for all h ∈ K, α ∈ A∗Γ′ and v ∈ V ′ \ V .
Theorem 4.4.
1. For all edges e ∈ E(Γ) and vertices v ∈ V (Γ), the linear maps D∗e , A∗v and Do∗e from Definition
4.1 and Proposition 4.2 are algebra homomorphisms and module homomorphisms with respect
to the K⊗V -module structure of A∗Γ′ and A∗Γ.
2. For all edges e ∈ E(Γ) that are not loops the linear maps C∗t(e) and C∗s(e) from Definition 4.1
and Proposition 4.2 are algebra homomorphisms and module homomorphisms with respect to
the K⊗V -module structure of A∗Γ′ and A∗Γ.
3. For all edges e1, e2 ∈ E(Γ) that are adjacent at a vertex v ∈ V (Γ) with s(e2) = v = t(e1) the
linear map W ∗e1e2 from Definition 4.1 and Proposition 4.2 is an algebra homomorphism and a
module homomorphism with respect to the K⊗V -module structure of A∗Γ′ and A∗Γ.
Proof. 1. We show first that the maps F ∗ : A∗Γ′ → A∗Γ are algebra homomorphisms.
(a) For the map F ∗ = D∗e from Definition 4.1 (a) and Proposition 4.2, this follows directly from (15)
and the identities (⊗ id)(R) = (id⊗ )(R) = 1 = S(1).
(b) The maps c∗s(e) and c∗t(e) from Definition 4.1 (b), (c) and the associated maps C∗s(e) and C∗t(e)
from Proposition 4.2 are related by an orientation reversal of e with the involution from (8). It
is therefore sufficient to prove the claim for the maps c∗t(e) and C∗t(e) from Definition 4.1 (c) and
Proposition 4.2. The claim for c∗s(e) and C∗s(e) then follows.
(c) To show that C∗t(e) is an algebra homomorphism, it is sufficient to show that this holds for the
map c∗t(e) : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 (c). The claim for C∗t(e) then follows from
Proposition 4.2 because the mapsG∗Γ′ , G∗Γ in Proposition 4.2 are injective algebra homomorphisms.
To show that c∗t(e) is an algebra homomorphism, note that the identity c∗t(e)((α)f ′) · c∗t(e)((β)g′) =
c∗t(e)((α)f ′ ·′ (β)g′) holds by definition for all edge ends f ′, g′ ∈ E(Γ′◦) for which the associated
edge ends f, g ∈ E(Γ◦) are not incident at s(e). It also holds if one of the edge ends f, g is
incident at s(e) and the other is incident neither at s(e) nor at t(e).
The other cases require straightforward computations, which depend on the relative ordering of the
edges. In the following, we assume without loss of generality that σv(f) = 0 if f ∈ E(Γ◦)∪E(Γ′◦)
is incoming at v and that σv(f) = 1 if f ∈ E(Γ◦) ∪ E(Γ′◦) is outgoing at v. Moreover, we can
suppose without loss of generality that all edge ends in Γ that are incident at s(e) or t(e) except
the edge end s(e) are incoming since the corresponding expressions for outgoing edge ends are
obtained by reversing the orientation with the involution from (8).
It then remains to consider edge ends f ′, g′ ∈ E(Γ′◦) for which the associated edge ends
f, g ∈ E(Γ◦) are incoming at s(e) or t(e) and satisfy one of the following:
(i) f = g ∈ E(Γ◦) with f > s(e)
(ii) f = g ∈ E(Γ◦) with f < s(e)
(iii) f, g ∈ E(Γ◦) with g < t(e) and f > s(e)
(iv) f, g ∈ E(Γ◦) with g > t(e) and f > s(e)
(v) f, g ∈ E(Γ◦) with g < t(e) and f < s(e)
(vi) f, g ∈ E(Γ◦) with g > t(e) and f < s(e)
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(vii) f, g ∈ E(Γ◦) with s(e) < g < f
(viii) f, g ∈ E(Γ◦) with g < f < s(e)
(ix) f, g ∈ E(Γ◦) with g < s(e) < f
(i) If f ∈ E(Γ◦) is incoming at s(e) with f > s(e), then (α)t(e) commutes with (β)s(e) and (γ)f
for all α, β, γ ∈ K∗. Using the fact that t(e), and f are incoming while s(e) is outgoing one
obtains from (9) and (17)
c∗t(e)((β)f ′) · c∗t(e)((α)f ′) = (β(1) ⊗ β(2) ⊗ β(3))t(e)s(e)f · (α(1) ⊗ α(2) ⊗ α(3))t(e)s(e)f
= (β(1))t(e) · (α(1))t(e) · (β(2))s(e) · (β(3))f · (α(2))s(e) · (α(3))f
= 〈S(α(3))⊗ β(3), R〉 (β(1)α(1))t(e) · (β(2))s(e) · (α(2))s(e) · (β(4))f · (α(4))f
= 〈S(α(4))⊗ β(4), R〉〈α(3) ⊗ β(3), R〉 (β(1)α(1))t(e) · (β(2)α(2))s(e) · (β(5))f · (α(5))f
= (β(1)α(1))t(e) · (β(2)α(2))s(e) · (β(3))f · (α(3))f
= c∗t(e)((β)f ′ ·′ (α)f ′) =
〈α(1) ⊗ β(1), R〉 c∗t(e)((α(2)β(2))f ′) σ(f) = 0.c∗t(e)((βα)f ′) σ(f) = 1.
(ii) If f ∈ E(Γ◦) is incoming at s(e) with f < s(e), then by a similar computation one obtains
from from (9) and (17)
c∗t(e)((β)f ′) · c∗t(e)((α)f ′)
= 〈β(3), g−1〉〈α(3), g−1〉 (β(1) ⊗ β(2) ⊗ β(4))t(e)s(e)f · (α(1) ⊗ α(2) ⊗ α(4))t(e)s(e)f
= 〈β(3), g−1〉〈α(3), g−1〉 (β(1))t(e) · (α(1))t(e) · (β(4))f · (β(2))s(e) · (α(4))f · (α(2))s(e)
= 〈β(4), g−1〉〈α(3), g−1〉〈α(4) ⊗ S(β(3)), R〉 (β(1)α(1))t(e) · (β(5))f · (α(5))f · (β(2))s(e) · (α(2))s(e)
= 〈β(4), g−1〉〈α(4), g−1〉〈S(α(3))⊗ β(3), R〉 (β(1)α(1))t(e) · (β(5))f · (α(5))f · (β(2))s(e) · (α(2))s(e)
= 〈β(5)α(5), g−1〉〈S(α(4))⊗ β(4), R〉〈α(3) ⊗ β(3), R〉 (β(1)α(1))t(e) · (β(6))f · (α(6))f · (β(2)α(2))s(e)
= 〈β(3)α(3), g−1〉 (β(1)α(1))t(e) · (β(4))f · (α(4))f · (β(2)α(2))s(e)
= c∗t(e)((β)f ′ ·′ (α)f ′) =
〈α(1) ⊗ β(1), R〉 c∗t(e)((α(2)β(2))f ′) σ(f) = 0.c∗t(e)((βα)f ′) σ(f) = 1,
where we used the identities R(g−1⊗g−1) = (g−1⊗g−1)R, R·∆(k) = ∆op(k)·R and g ·S(k)g−1 =
S−1(k) · g for all k ∈ K.
(iii) If f, g ∈ E(Γ◦) satisfy g < t(e) and f > s(e), then g′ < f ′ in Γ′◦, and (α)g and (β)t(e)
commute with (γ)s(e) and (δ)f for all α, β, γ, δ ∈ K∗. By definition of c∗t(e), we then have
c∗t(e)((α⊗ β)g′f ′) = c∗t(e)((α)g′ ·′ (β)f ′) = c∗t(e)((α)g′) · c∗t(e)((β)f ′) = (α)g · (β(1))t(e) · (β(2) ⊗ β(3))s(e)f .
As s(e) is outgoing and g, f and t(e) are incoming, we obtain for the opposite product
c∗t(e)((β)f ′) · c∗t(e)((α)g′) = (β(1) ⊗ β(2) ⊗ β(3))t(e)s(e)f · (α)g
= (β(1))t(e) · (α)g · (β(2) ⊗ β(3))s(e)f = 〈α(1) ⊗ β(1), R〉 (α(1))g · (β(2))t(e) · (β(3) ⊗ β(4))s(e)f
= 〈α(1) ⊗ β(1), R〉 (α(2) ⊗ β(2) ⊗ β(3) ⊗ β(4))gt(e)s(e)f = 〈α(1) ⊗ β(1), R〉 c∗t(e)((α(2) ⊗ β(2))g′f ′)
= c∗t(e)((β)f ′ ·′ (α)g′).
(iv)-(vi): The proofs for the cases (iv)-(vi) are analogous to the one for (iii).
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(vii) For f, g ∈ E(Γ◦) with s(e) < g < f one has g′ < f ′ in Γ′◦, and (α)t(e) commutes with (β)g
and (γ)f for all α, β, γ ∈ K∗. By definition of c∗t(e) one obtains
c∗t(e)((α⊗ β)g′f ′) = c∗t(e)((α)g′ ·′ (β)f ′) = c∗t(e)((α)g′) · c∗t(e)((β)f ′)
= (α(1))t(e) · (β(1))t(e) · (α(2))s(e) · (α(3))g · (β(2))s(e) · (β(3))f
= (α(1)β(1))t(e) · (α(2)β(2))s(e) · (α(3))g · (β(3))f .
As s(e) is outgoing and g, f and t(e) are incoming, we obtain for the opposite product
c∗t(e)((β)f ′) · c∗t(e)((α)g′) = (β(1) ⊗ β(2) ⊗ β(3))t(e)s(e)f · (α(1) ⊗ α(2) ⊗ α(3))t(e)s(e)g
= (β(1))t(e) · (α(1))t(e) · (β(2))s(e) · (β(3))f · (α(2))s(e) · (α(3))g
= 〈S(α(3))⊗ β(3), R〉 (β(1)α(1))t(e) · (β(2))s(e) · (α(2))s(e) · (β(4))f · (α(4))g
= 〈S(α(4))⊗ β(4), R〉〈α(3) ⊗ β(3), R〉 (β(1)α(1))t(e) · (β(2)α(2))s(e) · (β(5))f · (α(5))g
= (β(1)α(1))t(e) · (β(2)α(2))s(e) · (β(3))f · (α(3))g
= 〈α(3) ⊗ β(3), R〉 (β(1)α(1))t(e) · (β(2)α(2))s(e) · (α(4))g · (β(4))f
= 〈α(1) ⊗ β(1), R〉 (α(2)β(2))t(e) · (α(3)β(3))s(e) · (α(4))g · (β(4))f
= 〈α(1) ⊗ β(1), R〉 c∗t(e)((α(2) ⊗ β(2))g′f ′) = c∗t(e)((β)f ′ ·′ (α)g′).
(viii) For f, g ∈ E(Γ◦) with g < f < s(e) one has again g′ < f ′ in Γ′◦, and (α)t(e) commutes with
(β)g, (γ)f for all α, β, γ ∈ K∗. This implies by definition of c∗t(e)
c∗t(e)((α⊗ β)g′f ′) = c∗t(e)((α)g′ ·′ (β)f ′) = c∗t(e)((α)g′) · c∗t(e)((β)f ′)
= 〈β(3)α(3), g−1〉(β(1)α(1))t(e) · (α(4))g · (β(4))f · (β(2)α(2))s(e).
As s(e) is outgoing, while g, f and t(e) are incoming, the opposite product satisfies
c∗t(e)((β)f ′) · c∗t(e)((α)g′)
= 〈β(3), g−1〉〈α(3), g−1〉(β(1))t(e) · (α(1))t(e) · (β(4))f · (β(2))s(e) · (α(4))g · (α(2))s(e)
= 〈β(3)α(4), g−1〉〈α(3) ⊗ S(β(4)), R〉 (β(1)α(1))t(e) · (β(5))f · (α(5))g · (β(2))s(e) · (α(2))s(e)
= 〈β(4)α(4), g−1〉〈S(α(3))⊗ β(3), R〉 (β(1)α(1))t(e) · (β(5))f · (α(5))g · (β(2))s(e) · (α(2))s(e)
= 〈β(5)α(5), g−1〉〈S(α(4))⊗ β(4), R〉〈α(3) ⊗ β(3), R〉 (β(1)α(1))t(e) · (β(6))f · (α(6))g · (β(2)α(2))s(e)
= 〈β(3)α(3), g−1〉(β(1)α(1))t(e) · (β(4))f · (α(4))g · (β(2)α(2))s(e)
= 〈β(3)α(3), g−1〉〈α(4) ⊗ β(4), R〉(β(1)α(1))t(e) · (α(5))g · (β(5))f · (β(2)α(2))s(e)
= 〈β(4)α(4), g−1〉〈α(1) ⊗ β(1), R〉(β(2)α(2))t(e) · (α(5))g · (β(5))f · (β(3)α(3))s(e)
= 〈α(1) ⊗ β(1), R〉 c∗t(e)((α(2) ⊗ β(2))g′f ′) = c∗t(e)((β)f ′ ·′ (α)g′).
(ix) For g < s(e) < f one has f ′ < g′ in Γ′◦, and (α)t(e) commutes with (β)g, (γ)f for all
α, β, γ ∈ K∗. This yields by definition of c∗t(e)
c∗t(e)((α⊗ β)g′f ′) = c∗t(e)((β)f ′ · (α)g′) = c∗t(e)((β)f ′) · c∗t(e)((α)g′)
= 〈α(3), g−1〉(β(1))t(e) · (α(1))t(e) · (β(2))s(e) · (β(3))f · (α(4))g · (α(2))s(e)
= 〈α(3), g−1〉〈α(1) ⊗ β(1), R〉 (α(2)β(2))t(e) · (α(4))g · (β(3))s(e) · (β(4))f · (α(3))s(e)
= 〈α(3), g−1〉〈α(1) ⊗ β(1), R〉〈S(α(4))⊗ β(4), R〉 (α(2)β(2))t(e) · (α(5))g · (α(3)β(3))s(e) · (β(5))f
= 〈α(3), g−1〉〈α(1) ⊗ β(1), R〉〈S(α(2))⊗ β(2), R〉 (β(3)α(3))t(e) · (α(5))g · (β(4)α(4))s(e) · (β(5))f
= 〈α(3), g−1〉(β(1)α(1))t(e) · (α(5))g · (β(2)α(2))s(e) · (β(5))f .
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The opposite product is given by
c∗t(e)((α)g′) · c∗t(e)((β)f ′) = 〈α(3), g−1〉(α(1))t(e) · (β(1))t(e) · (α(4))g · (α(2))s(e) · (β(2))s(e) · (β(3))f
= 〈α(3), g−1〉〈β(1) ⊗ α(1), R〉 (β(2)α(2))t(e) · (α(4))g · (β(3)α(3))s(e) · (β(4))f
= 〈β(1) ⊗ α(1), R〉 c∗t(e)((α(2) ⊗ β(2))g′f ′) = c∗t(e)((α)g′ ·′ (β)f ′).
This proves the claim for case (ix). By combining (i)-(ix) we obtain that c∗t(e) is an algebra
homomorphism.
(d) That the map A∗v from Definition 4.1 (d) and Proposition 4.2, is an algebra homomorphism
follows by applying the counit of K∗ to the multiplication relations in Proposition 3.20 (b), (e),
(g), (h) and (j) and using the identity 〈α(1) ⊗ S(β(2)), R〉〈α(2) ⊗ β(1), R〉 = (α)(β).
(e) To show that the map W ∗e1e2 is an algebra homomorphism, it is again sufficient to prove that
this holds for the associated map w∗e1e2 from Definition 4.1 (e). The claim then follows from
Proposition 4.2 because the mapsG∗Γ′ , G∗Γ in Proposition 4.2 are injective algebra homomorphisms.
From (19), it is clear that one has w∗e1e2((α)f ′) · w∗e1e2((β)g′) = w∗e1e2((α)f ′ ·′ (β)g′) if f ′, g′ ∈
E(Γ′◦) \ {s(e′)} or if one of the associated edge ends f, g ∈ E(Γ◦) is not incident at v.
It remains to consider the case g′ = s(e′) ∈ E(Γ′◦) and f ′ ∈ E(Γ′◦) incident at v. Without loss of
generality, we can suppose that f ′ is incoming at v if f ′ 6= s(e′) and that σ(s(e′)) = σ(s(e2)) = 1,
σ(t(e1)) = 0. As t(e1) and s(e2) are adjacent at v, any edge end f ∈ E(Γ◦) \ {s(e2), t(e1)} that
is incident at v satisfies either f < s(e2), t(e1) or f > s(e2), t(e1). If s(e2) < t(e1) one obtains
for an incoming edge end f ∈ E(Γ◦) at v with f < s(e2) < t(e1)
w∗e1e2((α⊗ β)s(e′)f ′) = w∗e1e2((α)s(e′)) · w∗e1e2((β)f ′) = (α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) · (β)f
= (α(3))s(e1) · (α(1))s(e2) · (α(2))t(e1) · (β)f
= 〈β(1) ⊗ α(3), R〉〈β(2) ⊗ S(α(2)), R〉(β(3))f · (α(5) ⊗ α(4) ⊗ α(1))s(e1)t(e1)s(e2)
= (β)f · (α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) = w∗e1e2((β)f ′) · w∗e1e2((α)s(e′))
and for an incoming edge end f at v with s(e2) < t(e1) < f
w∗e1e2((α⊗ β)s(e′)f ′) = w∗e1e2((β)f ′) · w∗e1e2((α)s(e′))
= (β)f · (α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) = (β)f · (α(3))s(e1) · (α(1))s(e2) · (α(2))t(e1)
= 〈S(α(2))⊗ β(1), R〉〈α(3) ⊗ β(2), R〉(α(5) ⊗ α(4) ⊗ α(1))s(e1)t(e1)s(e2) · (β(3))f
= (α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) · (β)f = w∗e1e2((α)s(e′)) · w∗e1e2((β)f ′).
If s(e2) > t(e1) one obtains for an incoming edge end f at v with f < t(e1) < s(e2)
w∗e1e2((α⊗ β)s(e′)f ′) = w∗e1e2((α)s(e′)) · w∗e1e2((β)f ′)
= 〈α(2), g−1〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) · (β)f
= 〈α(3), g−1〉 〈β(1) ⊗ S(α(2)), R〉〈β(2) ⊗ α(4), R〉(β(3))f · (α(6) ⊗ α(5) ⊗ α(1))s(e1)t(e1)s(e2)
= 〈α(2), g−1〉 (β)f · (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) = w∗e1e2((β)f ′) · w∗e1e2((α)s(e′))
and for an incoming edge end f at v with t(e1) < s(e2) < f
w∗e1e2((α⊗ β)s(e′)f ′) = w∗e1e2((β)f ′) · w∗e1e2((α)s(e′))
= 〈α(2), g−1〉 (β)f · (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2)
= 〈α(3), g−1〉 〈α(4) ⊗ β(1), R〉〈S(α(2))⊗ β(2), R〉(α(6) ⊗ α(5) ⊗ α(1))s(e1)t(e1)s(e2) · (β(3))f
= 〈α(2), g−1〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) · (β)f = w∗e1e2((α)s(e′)) · w∗e1e2((β)f ′).
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This shows in particular that for any edge end f ∈ E(Γ◦) \ {t(e1), s(e2)} that is incoming at v
and for any edge end f ∈ E(Γ◦) that is not incident at v, one has
(α)f · (β(2) ⊗ β(1))t(e1)s(e2) = (β(2) ⊗ β(1))t(e1)s(e2) · (α)f if s(e2) < t(e1) (22)
〈β(2), g−1〉 (α)f · (β(3) ⊗ β(1))t(e1)s(e2) = 〈β(2), g−1〉 (β(3) ⊗ β(1))t(e1)s(e2) · (α)f if s(e2) > t(e1).
If s(e2) < t(e1) and f ′ = g′ = s(e′), we obtain with (22) for f = s(e1)
w∗e1e2((α)s(e′)) · w∗e1e2((β)s(e′)) = (α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) · (β(3) ⊗ β(2) ⊗ α(1))s(e1)t(e1)s(e2)
= (α(3))s(e1) · (β(3))s(e1) · (α(1))s(e2) · (α(2))t(e1) · (β(1))s(e2) · (β(2))t(e1)
= 〈S(β(2))⊗ α(2), R〉〈β(3) ⊗ α(3), R〉 (β(3)α(3))s(e1) · (β(1)α(1))s(e2) · (β(4)α(4))t(e1)
= (β(2)α(2))s(e1) · (β(1)α(1))s(e2) · (β(3)α(3))t(e1) = w∗e1e2((βα)s(e′))
and for s(e2) > t(e1), again using (22) for f = s(e1)
w∗e1e2((α)s(e′)) · w∗e1e2((β)s(e′))
= 〈α(2), g−1〉〈β(2), g−1〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) · (β(4) ⊗ β(3) ⊗ α(1))s(e1)t(e1)s(e2)
= 〈α(2), g−1〉〈β(2), g−1〉(α(4))s(e1) · (β(4))s(e1) · (α(3))t(e1) · (α(1))s(e2) · (β(3))t(e1) · (β(1))s(e2)
= 〈α(3), g−1〉〈β(2), g−1〉 〈β(3) ⊗ S(α(2)), R〉〈β(4) ⊗ α(4), R〉 (β(6)α(6))s(e1) · (β(5)α(5))t(e1) · (β(1)α(1))s(e2)
= 〈α(2), g−1〉〈β(2), g−1〉 〈β(3) ⊗ α(3), R−1〉〈β(4) ⊗ α(4), R〉 (β(6)α(6))s(e1) · (β(5)α(5))t(e1) · (β(1)α(1))s(e2)
= 〈β(2)α(2), g−1〉 (β(4)α(4))s(e1) · (β(3)α(3))t(e1) · (β(1)α(1))s(e2) = w∗e1e2((βα)s(e′)).
This proves that w∗e1e2 is an algebra homomorphism.
(f) For the map Do∗v from Definition 4.1 (f) and Proposition 4.2, it follows directly from Definitions
2.6 and 4.1 and the edge ordering in Figure 2 that Do∗e((α)k′) ·Do∗e((β)h′) = Do∗e((α)k′ ·′ (β)h′),
Do∗e((α)h′) ·Do∗e((β)k′) = Do∗e((α)h′ ·′ (β)k′) and Do∗e((α)k′) ·Do∗e((β)k′) = Do∗e((α)k′ ·′ (β)k′)
for all edges h′ ∈ E(Γ′), k′ ∈ E(Γ′) \ {e′, e′′} and α, β ∈ K∗. As G∗Γ, G∗Γ′ are injective algebra
homomorphisms, it is then sufficient to show that
do∗e ◦G∗Γ′((α⊗ β)e′e′′) · do∗e ◦G∗Γ′((γ ⊗ δ)e′e′′) = do∗e ◦G∗Γ′((α⊗ β)e′e′′ ·′ (γ ⊗ δ)e′e′′)
for all α, β ∈ K∗. If e is an edge with s(e) 6= t(e), we have t(e′) < t(e′′) and s(e′) > s(e′′). From
Definition 4.1 (f) and Figure 2 we then obtain
do∗e ◦G∗Γ′((α⊗ β)e′e′′ ·′ (γ ⊗ δ)e′e′′)
= do∗e((α(2) ⊗ α(1) ⊗ β(2) ⊗ β(1))s(e′)t(e′)s(e′′)t(e′′) ·′ (γ(2) ⊗ γ(1) ⊗ δ(2) ⊗ δ(1))s(e′)t(e′)s(e′′)t(e′′)))
= do∗e((β(2))s(e′′) ·′ (α(2))s(e′) ·′ (δ(2))s(e′′) ·′ (γ(2))s(e′) ·′ (α(1))t(e′) ·′ (β(1))t(e′′) ·′ (γ(1))t(e′) ·′ (δ(1))t(e′′))
= 〈δ(4) ⊗ α(4), R〉〈γ(1) ⊗ β(1), R〉〈γ(2) ⊗ α(1), R〉〈δ(1) ⊗ β(2), R〉
do∗e((δ(3)β(4))s(e′′) ·′ (γ(4)α(3))s(e′) ·′ (γ(3)α(2))t(e′) ·′ (δ(2)β(3))t(e′′))
= 〈δ(4) ⊗ α(4), R〉〈γ(1) ⊗ β(1), R〉〈γ(2) ⊗ α(1), R〉〈δ(1) ⊗ β(2), R〉 (γ(4)α(3)δ(3)β(4))s(e) · (γ(3)α(2)δ(2)β(3))t(e)
= 〈δ(2) ⊗ α(2), R〉〈γ(1) ⊗ β(1), R〉〈γ(2) ⊗ α(1), R〉〈δ(1) ⊗ β(2), R〉 (γ(4)δ(4)α(4)β(4))s(e) · (γ(3)δ(3)α(3)β(3))t(e)
= 〈γ(1)δ(1) ⊗ α(1)β(1), R〉 (γ(3)δ(3)α(3)β(3))s(e) · (γ(2)δ(2)α(2)β(2))t(e)
= (α(2)β(2))s(e) · (γ(2)δ(2))s(e) · (α(1)β(1))t(e) · (γ(1)δ(1))t(e)
= (α(2)β(2) ⊗ α(1)β(1))s(e)t(e) · (γ(2)δ(2) ⊗ γ(1)δ(1))s(e)t(e)
= do∗e((α(2) ⊗ α(1) ⊗ β(2) ⊗ β(1))s(e′)t(e′)s(e′′)t(e′′)) · do∗e((γ(2) ⊗ γ(1) ⊗ δ(2) ⊗ δ(1))s(e′)t(e′)s(e′′)t(e′′))
= do∗e ◦G∗Γ′((α⊗ β)e′e′′) · do∗e ◦G∗Γ′((γ ⊗ δ)e′e′′)
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where we used the identities (id⊗∆)(R) = R13R12 und (∆⊗ id)(R) = R13R23. Similarly, if e is
a loop with s(e) < t(e), we have s(e′′) < s(e′) < t(e′) < t(e′′) and obtain
do∗e ◦G∗Γ′((α⊗ β)e′e′′ ·′ (γ ⊗ δ)e′e′′)
= do∗e((α(2) ⊗ α(1) ⊗ β(2) ⊗ β(1))s(e′)t(e′)s(e′′)t(e′′) ·′ (γ(2) ⊗ γ(1) ⊗ δ(2) ⊗ δ(1))s(e′)t(e′)s(e′′)t(e′′)))
= do∗e((β(2))s(e′′) ·′ (α(2))s(e′) ·′ (α(1))t(e′) ·′ (β(1))t(e′′) ·′ (δ(2))s(e′′) ·′ (γ(2))s(e′) ·′ (γ(1))t(e′) ·′ (δ(1))t(e′′))
= 〈δ(3)γ(3) ⊗ α(1)β(1), R〉
do∗e((β(3))s(e′′) ·′ (α(3))s(e′) ·′ (δ(2))s(e′′) ·′ (γ(2))s(e′) ·′ (α(2))t(e′) ·′ (β(2))t(e′′) ·′ (γ(1))t(e′) ·′ (δ(1))t(e′′))
= 〈δ(5)γ(5) ⊗ α(1)β(1), R〉〈δ(4) ⊗ α(5), R〉〈γ(1) ⊗ β(2), R〉〈γ(2) ⊗ α(2), R〉〈δ(1) ⊗ β(3), R〉
do∗e((δ(3)β(5))s(e′′) ·′ (γ(4)α(4))s(e′) ·′ (γ(3)α(3))t(e′) ·′ (δ(2)β(4))t(e′′))
= 〈δ(5)γ(5) ⊗ α(1)β(1), R〉〈δ(4) ⊗ α(5), R〉〈γ(1) ⊗ β(2), R〉〈γ(2) ⊗ α(2), R〉〈δ(1) ⊗ β(3), R〉
(γ(4)α(4)δ(3)β(5))s(e) · (γ(3)α(3)δ(2)β(4))t(e)
= 〈δ(5)γ(5) ⊗ α(1)β(1), R〉〈δ(2) ⊗ α(3), R〉〈γ(1) ⊗ β(2), R〉〈γ(2) ⊗ α(2), R〉〈δ(1) ⊗ β(3), R〉
(γ(4)δ(4)α(5)β(5))s(e) · (γ(3)δ(3)α(4)β(4))t(e)
= 〈δ(4)γ(4) ⊗ α(1)β(1), R〉〈γ(1)δ(1) ⊗ α(2)β(2), R〉 (γ(3)δ(3)α(4)β(4))s(e) · (γ(2)δ(2)α(3)β(3))t(e)
= 〈δ(3)γ(3) ⊗ α(1)β(1), R〉 (α(3)β(3))s(e) · (γ(2)δ(2))s(e) · (α(2)β(2))t(e) · (γ(1)δ(1))t(e)
= (α(2)β(2))s(e) · (α(1)β(1))t(e) · (γ(2)δ(2))s(e) · (γ(1)δ(1))t(e)
= do∗e((α(2) ⊗ α(1) ⊗ β(2) ⊗ β(1))s(e′)t(e′)s(e′′)t(e′′)) · do∗e((γ(2) ⊗ γ(1) ⊗ δ(2) ⊗ δ(1))s(e′)t(e′)s(e′′)t(e′′))
= do∗e ◦G∗Γ′((α⊗ β)e′e′′) · do∗e ◦G∗Γ′((γ ⊗ δ)e′e′′).
The computations for a loop with t(e) < s(e) are analogous. This proves the claim for case (f).
2. To prove that the induced maps F ∗ : A∗Γ′ → A∗Γ from Proposition 4.2 are module homomorphisms
with respect to theK⊗V -module structure onA∗Γ′ andA∗Γ, it is sufficient to show that F ∗((α)f ′C′∗h) =
F ∗((α)f ′)C∗ h for all f ′ ∈ E′, h ∈ K⊗V and α ∈ K∗. The claim then follows because A∗Γ′ and A∗Γ
are K⊗V -module algebras and A∗Γ′ is generated by the elements (α)f ′ with f ′ ∈ E′ and α ∈ K∗. To
prove this, we use formulas (15) to (19) for the graph operations in Definition 4.1:
(a) For the map d∗e : ⊗v∈V ′A′∗v → ⊗v∈VA∗v induced by Definition 4.1 (a) it follows directly from
expression (15) that it is a module homomorphism with respect to the K⊗V -module structure
on ⊗v∈V ′A′∗v and ⊗v∈VA∗v. The claim for D∗e then follows from Proposition 4.2 because G∗Γ and
G∗Γ′ are injective module homomorphisms.
(b) To show that the map C∗s(e) induced by Definition 4.1 (b) is a module homomorphism, it is
sufficient to prove that this holds for the map C∗t(e) induced by Definition 4.1 (c). The claim for
C∗s(e) then follows because C∗s(e) is obtained from C∗t(e) by reversing the orientation of the edge e
with the the involution (8).
(c) For the map c∗t(e) : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 (c) it is obvious from expression
(17) that c∗t(e)((α)g′ C′∗ (h)w) = c∗t(e)((α)g′) C∗ (h)w for w ∈ V \ {s(e)} and g′ ∈ E(Γ′◦) or for
w ∈ V and g′ ∈ E(Γ′◦) such that the associated edge end g ∈ E(Γ◦) is not incident at s(e). It
remains to show that for edge ends g′ ∈ E(Γ′◦) for which the associated edge end g ∈ E(Γ◦) is
incident at s(e) one has c∗t(e)((α)g′)C∗ (h)s(e) = (h) c∗t(e)((α)g′). If g ∈ E(Γ◦) is incoming at the
vertex s(e), we obtain with (17)
c∗t(e)((α)g′)C∗ (h)s(e) =
{
〈α(3), g−1〉 (α(4) ⊗ α(2) ⊗ α(1))gs(e)t(e) C∗ (h)s(e) g < s(e)
(α(3) ⊗ α(2) ⊗ α(1))gs(e)t(e) C∗ (h)s(e) g > s(e)
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=
{
〈α(3), g−1〉〈h, α(4)(1)S(α(2)(2))〉 (α(4)(2) ⊗ α(2)(1) ⊗ α(1))gs(e)t(e) g < s(e)
〈h, S(α(2)(2))α(3)(1)〉 (α(3)(1) ⊗ α(2)(1) ⊗ α(1))gs(e)t(e) g > s(e)
=
{
〈α(3), S(h(2))g−1h(1)〉 (α(4) ⊗ α(2) ⊗ α(1))gs(e)t(e) g < s(e)
(h) (α(3) ⊗ α(2) ⊗ α(1))gs(e)t(e) g > s(e)
=
{
〈α(3), g−1S−1(h(2))h(1)〉 (α(4) ⊗ α(2) ⊗ α(1))gs(e)t(e) g < s(e)
(h) (α(3) ⊗ α(2) ⊗ α(1))gs(e)t(e) g > s(e)
= (h) c∗t(e)((α)f ′),
where we used the identity g−1S(h) = S−1(h)g−1 for all h ∈ K. An analogous computation
shows that this identity also holds for edge ends g′ ∈ E(Γ′◦) for which the associated edge end
g ∈ E(Γ) is outgoing at s(e). This proves that c∗t(e) is a module homomorphism, and as G∗Γ and
G∗Γ′ are injective module homomorphisms, the claim for C∗t(e) follows.
(d) For the map a∗v : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 (d) it follows directly from expression
(18) that a∗v((α)g′ C′∗ (h)w) = a∗v((α)g′) C∗ (h)w for w ∈ V \ {v} and g′ ∈ E(Γ′◦) or for w ∈ V
and g′ ∈ E(Γ′◦) \ {s(e′′), t(e′′)}. This proves that A∗v((α)f ′ C′∗ (h)w) = A∗v((α)f ′) C∗ (h)w for
w ∈ V \ {v} and f ′ ∈ E(Γ′) or for w ∈ V and f ′ ∈ E(Γ′◦) \ {e′′}. It remains to show that the
claim holds for w = v and f ′ = e′′ ∈ E(Γ′). In this case, one has from (13) and t(e′′) < s(e′′)
G∗Γ ◦A∗v((α)e′′ C′∗ (h)v) = a∗v((α(2) ⊗ α(1))s(e′′)t(e′′) C′∗ (h)v)
= 〈α(1)S(α(4)), h〉 a∗v((α(3) ⊗ α(2))s(e′′)t(e′′)) = (α(2))(α(3))〈α(1)S(α(4)), h〉 1⊗2E
= (h)(α) 1⊗2E = (h)G∗Γ(A∗v((α)e′′)) = G∗Γ(A∗v((α)e′′)C∗ (h)v).
As G∗Γ is an injective module homomorphism, this proves the claim.
(e) For the map w∗e1e2 : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 (e) it is obvious from expression
(19) that w∗e1e2((α)g′ C′∗ (h)w) = w∗e1e2((α)g′) C∗ (h)w for w ∈ V \ {v} and g′ ∈ E(Γ′◦) or for
w ∈ V and g′ ∈ E(Γ′◦) \ {s(e′)}. For w = v and g′ = s(e′) one obtains
w∗e1e2((α(2) ⊗ α(1))s(e′))C∗ (h)v
=
{
(α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) C∗ (h)v s(e2) < t(e1)
〈α(2), g−1〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) C∗ (h)v s(e2) > t(e1)
=
{
〈S(α(2))α(3), h〉 (α(5) ⊗ α(4) ⊗ α(1))s(e1)t(e1)s(e2) s(e2) < t(e1)
〈α(3), g−1〉〈α(4)S(α(2)), h〉 (α(6) ⊗ α(5) ⊗ α(1))s(e1)t(e1)s(e2) s(e2) > t(e1)
=
{
(h)(α(4) ⊗ α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2)t(e2) s(e2) < t(e1)
〈α(3), S(h(2))g−1h(1)〉 (α(5) ⊗ α(4) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2)t(e2) s(e2) > t(e1)
=
{
(h)(α(3) ⊗ α(2) ⊗ α(1))s(e1)t(e1)s(e2) s(e2) < t(e1)
〈α(2), g−1S−1(h(2))h(1)〉 (α(4) ⊗ α(3) ⊗ α(1))s(e1)t(e1)s(e2) s(e2) > t(e1)
= (h)w∗e1e2((α)s(e′)),
where we used again the identity g−1S(h) = S−1(h)g−1 for all h ∈ K. As G∗Γ and G∗Γ′ are
injective module homomorphisms, this proves the claim for W ∗e1e2 .
(f) It is sufficient to show that the map do∗e : ⊗v∈V ′A′∗v → ⊗v∈VA∗v from Definition 4.1 (f) is a
module homomorphism with respect to the K⊗V -module structure of ⊗v∈V ′A′∗v and ⊗v∈VA∗v.
The claim for D∗e then follows from Proposition 4.2 because G∗Γ and G∗Γ′ are injective module
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homomorphisms. It follows directly from (20) that do∗e((α)f ′)C′∗ (h)w = do∗((α)f ′ C∗ (h)w) for
all w ∈ V and f ′ ∈ E(Γ′◦) \ {s(e′), s(e′′), t(e′), t(e′′)} or for w ∈ V \ {s(e), t(e)} and f ′ ∈ E(Γ′◦).
For the remaining cases we compute
do∗((α)f ′ C′∗ (h⊗ h′)s(e)t(e)) = (h′)〈S(α(2)), h〉 do∗e((α(1))f ′) = (h′)〈S(α(2)), h〉 (α(1))s(e)
= (h′)(α)s(e) C∗ (h)s(e) = do∗e((α)f ′)C∗ (h⊗ h′)s(e)t(e) for f ′ ∈ {s(e′), s(e′′)}
do∗((α)f ′ C′∗ (h⊗ h′)s(e)t(e)) = (h)〈α(1), h〉 do∗e((α(2))f ′) = (h)〈α(1), h〉 (α(2))t(e)
= (h)(α)t(e) C∗ (h′)t(e) = do∗e((α)f ′)C∗ (h⊗ h′)s(e)t(e) for f ′ ∈ {t(e′), t(e′′)}.
This proves the claim for Do∗e and concludes the proof.
Remark 4.5. From equations (15) to (20) in Definition 4.1, Proposition 4.2 and the proof of
Theorem 4.4 together with the fact that the maps G∗Γ, G∗Γ′ are injective, we also obtain:
1. The maps d∗e, c∗t(e), c∗s(e), do∗e, w∗e1e2 : ⊗v∈V ′A′∗v → ⊗v∈VA∗v are module homomorphisms with
respect to the K⊗V -module structure of ⊗v∈V ′A′∗v and ⊗v∈VA∗v, but this does not hold for the
map a∗v : ⊗v∈V ′A′∗v → ⊗v∈VA∗v.
2. The maps d∗e, c∗t(e), c∗s(e), w∗e1e2 : ⊗v∈V ′A′∗v → ⊗v∈VA∗v are algebra homomorphisms, but this
does not hold for the maps a∗v, do∗e : ⊗v∈V ′A′∗v → ⊗v∈VA∗v.
3. The maps d∗e, c∗t(e), c∗s(e), w∗e1e2 : ⊗v∈V ′A′∗v → ⊗v∈VA∗v and the maps D∗e , C∗t(e), C∗s(e),W ∗e1,e2 :
A∗Γ′ → A∗Γ are injective.
4. The maps a∗v, do∗e : ⊗v∈V ′A′∗v → ⊗v∈VA∗v and the maps A∗v, Do∗e : A∗Γ′ → A∗Γ are surjective.
Remark 4.6. The linear maps f∗ : ⊗v∈V ′A′∗v → ⊗v∈VA∗v defined by (15) to (20) and the associated
K⊗V -module algebra homomorphisms F ∗ : A∗Γ′ → A∗Γ induce linear maps f : ⊗v∈VK⊗v → ⊗v∈V ′K⊗v
with 〈f∗(α), k〉 = 〈α, f(k)〉 for all α ∈ K∗⊗2E′ and k ∈ K⊗E and linear maps F : K⊗E → K⊗E′
with 〈F ∗(α), k〉 = 〈α, F (k)〉 for all α ∈ A∗Γ′, k ∈ K⊗E. As the K⊗V -left module structures on K⊗E
and K⊗E′ are dual to the K⊗V -right module structures on A∗Γ and A∗Γ′ , it follows that the latter are
module homomorphisms with respect to the K⊗V -left module structure of K⊗E and K⊗E′.
Explicit expressions for the algebra homomorphisms F ∗ : A∗Γ′ → A∗Γ can be derived from Theorem
4.4, but these expressions depend on the edge orientations, and one has to distinguish the cases
s(g) = t(g) and s(g) 6= t(g) for all edges g at the relevant vertices. This requires a case by case
analysis and will not be considered here. However, it is instructive to consider two examples.
Example 4.7 (Contracting a bivalent vertex). Let e1, e2 ∈ E be edges that share a single bivalent
vertex v = s(e2) = t(e1). Let Γ′ be the ciliated ribbon graph obtained by contracting e2 towards t(e2)
or e1 towards s(e1) and denote by e′ the edge of Γ′ corresponding to the edge e1 or e2 that is not
contracted. If the cilium at v points to the right, viewed in the direction of e1 and e2, then we have
s(e2) > t(e1) and the contraction of e2 towards t(e2) is given by
ct(e2) : (k)f → (k)f , (k)s(e1) 7→ (k)s(e′), (k ⊗ k′ ⊗ k′′)t(e2)s(e2)t(e1) 7→ (kk′k′′)t(e′) (23)
c∗t(e2) : (α)g → (α)g, (α)s(e′) 7→ (α)s(e1), (α)t(e′) 7→ (α(1) ⊗ α(2) ⊗ α(3))t(e2)s(e2)t(e1).
If the cilium at v points to the left, viewed in the direction of e1 and e2, then we have s(e2) < t(e1)
and the contraction of e1 towards s(e1) acts on the vertex neighbourhoods of Γ and Γ′ by
cs(e1) : (k)f → (k)f , (k)t(e2) 7→ (k)t(e′), (k ⊗ k′ ⊗ k′′)s(e1)t(e1)s(e2) 7→ (kk′k′′)s(e′) (24)
c∗s(e1) : (α)g → (α)g, (α)t(e′) 7→ (α)t(e2) (α)s(e′) 7→ (α(1) ⊗ α(2) ⊗ α(3))s(e2)t(e1)s(e1).
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Figure 7: Contracting an edge e towards the target vertex. Action of the graph operation on the
vertex neighbourhoods Γs(e),Γt(e).
for all f ∈ E(Γ◦) \ {s(e1), t(e1), s(e2), t(e2)} and g ∈ E(Γ′◦) \ {s(e′), t(e′)}. In both cases, the
associated linear map A∗Γ′ → A∗Γ and its dual are given by
C∗t(e2) = C
∗
s(e1) : (α)e′ 7→ (α(2) ⊗ α(1))e1e2 (α)g′ 7→ (α)g ∀g′ ∈ E′ \ {e′}. (25)
Ct(e2) = Cs(e1) : (k ⊗ k′)e1e2 7→ (k′k)e′ (k)g 7→ (k)g′ ∀g ∈ E′ \ {e1, e2}.
If we consider the edge subdivision Γ◦ of Γ, we can perform an edge contraction as in Example
4.7 for each bivalent vertex v ∈ V (Γ◦) \ V (Γ). If the cilium at the bivalent vertex v points to the
right, we contract the outgoing edge at v towards its target vertex in V (Γ), otherwise the incoming
edge at v towards its starting vertex in V (Γ). It is then clear from Definition 4.1, Theorem 4.4 and
expression (25) that the resulting linear map C∗ : A∗Γ◦ → A∗Γ does not depend on the order in which
these edge contractions are performed and coincides with the map G∗ in (2).
Corollary 4.8. Let Γ be a ciliated ribbon graph and Γ◦ its edge subdivision. Then map C∗ : A∗Γ →
A∗Γ◦ obtained by contracting at each bivalent vertex v ∈ V (Γ◦) \ V (Γ) the outgoing (incoming) end
towards its target (starting) vertex if the cilium at v points to the right (left) is the map G∗ in (2).
Example 4.9 (Contracting an edge towards the target vertex). Let e ∈ E be an edge with s(e) 6= t(e).
Suppose that |s(e)| = n, |t(e)| = m, that all other edge ends at s(e) and t(e) are incoming and that
they are ordered as in Figure 7, where the numbers indicate the copy of K∗ in the tensor products
K∗⊗(n+m) and K∗⊗(n+m−2). Then the restriction to A′∗t(e) of the algebra homomorphism c∗t(e) from
Definition 4.1 (c) is the linear map c∗t(e) : K∗⊗(n+m−2) → K∗⊗(n+m) given by
c∗t(e) : α1 ⊗ ...⊗ αn+m−2 7→ 〈g−1, αe+u(3) · · ·αe+n−2(3) 〉 α1 ⊗ ...⊗ αe−1 ⊗ αe(1) · · ·αe+n−2(1) ⊗
⊗ αe(2) · · ·αe+n−2(2) ⊗ αe(3) ⊗ ...⊗ αe+u−1(3) ⊗ αe+u(4) ⊗ ...⊗ αe+n−2(4) ⊗ αe+n−1 ⊗ ...⊗ αn+m−2.
The dual map ct(e) : K⊗(n+m) → K⊗(n+m−2) is given by
ct(e) : k1 ⊗ ...⊗ kn+m 7→ k1 ⊗ ...⊗ ke−1 ⊗ ke(1)ke+1(1) ke+2 ⊗ ...⊗ ke(u)ke+1(u) ke+u+1⊗
⊗ ke(u+1)ke+1(u+1)g−1ke+u+2 ⊗ ...⊗ ke(n)ke+1(n) g−1ke+n ⊗ ke+n+1...⊗ kn+m.
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With the explicit expression for the contraction map in Example 4.9 we can show that the injective
algebra homomorphisms C∗t(e) : A∗Γ′ → A∗Γ, C∗t(e) : A∗Γ′ → A∗Γ from Theorem 4.4 restrict to algebra
isomorphisms between the algebras of gauge invariant functions for the ribbon graphs Γ′ and Γ.
Theorem 4.10. Let Γ′ be obtained from Γ by contracting an edge towards its starting or target
vertex. Then the associated K⊗V -module algebra homomorphism C∗s(e) or C∗t(e) from Definition 4.1
and Theorem 4.4 induces an isomorphism A∗Γ′ inv ∼−→ A∗Γ inv.
Proof. As C∗s(e) is obtained from C∗t(e) by reversing the orientation of e with the involution (8), it is
sufficient to prove this for C∗t(e). As all outgoing edge ends except s(e) at the starting vertex s(e)
can also be reversed by applying the involution (8) it is sufficient to consider the case where all other
edge ends at s(e) are incoming. This allows us to restrict attention to the edge configuration from
Example 4.9 and Figure 7. We show that every element θ ∈ K∗⊗(n+m) ∩G∗Γ(A∗Γ) that is invariant
under gauge transformations at s(e) is in the image of c∗s(e). For the vertex neighbourhood in Figure
7, one finds that any such element θ is of the form
θ = Σi γi ⊗ βi(1) ⊗ βi(2) ⊗ αe+2,i ⊗ ...⊗ αe+u+1,i ⊗ αe+u+2,i ⊗ ...⊗ αe+n,i ⊗ δi,
with βi, αe+2,i, ..., αe+n,i ∈ K∗, γi ∈ K∗⊗(e−1) and δi ∈ K∗⊗(m−e). Gauge invariance of θ under
gauge transformations at s(e) implies for all h ∈ K
(h) θ = (h) Σi γi ⊗ βi(1) ⊗ βi(2) ⊗ αe+2,i ⊗ ....⊗ αe+n,i ⊗ δi = θ C∗ (h)s(e)
= Σi 〈αe+u+2,i(1) · · ·αe+n,i(1) S(βi(3))αe+2,i(1) · · ·αe+u,i(1) , h〉 γi ⊗ βi(1) ⊗ βi(2) ⊗ αe+2,i(2) ⊗ ...αe+n,i(2) ⊗ δi.
By applying the counit of K∗ to this expression, one obtains
Σi αe+u+2,i(1) · · ·αe+n,i(1) S(βi)αe+2,i(1) · · ·αe+u,i(1) ⊗ αe+2,i(2) ⊗ ...⊗ αe+n,i(2) = Σi (βi) 1⊗ αe+2,i ⊗ ...⊗ αe+n,i
Σi βi ⊗ αe+2,i ⊗ ...⊗ αe+n,i = Σi (βi)αe+2,i(1) · · ·αe+u,i(1) S−2(αe+u+2,i(1) · · ·αe+n,i(1) )⊗ αe+2,i(2) ⊗ ...⊗ αe+n,i(2)
= Σi (βi)〈αe+u+2,i(1) · · ·αe+n,i(1) , g〉〈αe+u+2,i(3) · · ·αe+n,i(3) , g−1〉
αe+2,i(1) · · ·αe+u,i(1) αe+u+2,i(2) · · ·αe+n,i(2) ⊗ αe+2,i(2) ⊗ ...⊗ αe+u+1,i(2) ⊗ αe+u+2,i(4) ⊗ ...⊗ αe+n,i(4) .
This allows one to express θ as
θ =Σi (βi) 〈αe+u+2,i(1) · · ·αe+n,i(1) , g〉〈αe+u+2,i(4) · · ·αe+n,i(4) , g−1〉 γi ⊗ αe+2,i(1) · · ·αe+u,i(1) αe+u+2,i(2) · · ·αe+n,i(2)
⊗ αe+2,i(2) · · ·αe+u,i(2) αe+u+2,i(3) · · ·αe+n,i(3) ⊗ αe+2,i(3) ⊗ ...⊗ αe+u+1,i(3) ⊗ αe+u+2,i(5) ⊗ ...⊗ αe+n,i(5) ⊗ δi
=c∗t(e)(Σi (βi)〈αe+u+2,i(1) · · ·αe+n,i(1) , g〉 γi ⊗ αe+2,i ⊗ · · ·αe+u,iαe+u+2,i(2) · · ·αe+n,i(2) ⊗ δi).
Theorem 4.10 has important implications for topological invariance, i.e. how the algebra of observables
A∗Γ inv of a Hopf algebra gauge theory depends on the choice of the ciliated ribbon graph Γ.
Corollary 4.11. Let K be a finite-dimensional ribbon Hopf algebra. Then the associated K-valued
local Hopf algebra gauge theories have the following properties:
1. For each ribbon graph Γ, the algebras A∗Γ inv and A∗Γ◦ inv are isomorphic.
2. For each ribbon graph Γ, there is a ribbon graph Γ′ without loops or multiple edges such that
A∗Γ′ inv ∼= A∗Γ inv.
3. For a connected ribbon graph Γ, there is ribbon graph Γ′ with a single vertex such that
A∗Γ′ inv ∼= A∗Γ inv.
4. Let Γ, Γ′ be ribbon graphs and Σ, Σ′ the surfaces obtained by gluing annuli to each face of Γ
or Γ′. If Σ′ and Σ′ are homeomorphic, then A∗Γ inv ∼= A∗Γ′ inv.
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Proof. The ribbon graph Γ is obtained from Γ◦ by contracting for each edge e ∈ E(Γ) either the
edge end s(e) ∈ E(Γ◦) towards its starting vertex or the edge end t(e) ∈ E(Γ◦) towards its target
vertex. The associated linear map C∗ : A∗Γ → A∗Γ◦ is given in Example 4.7 and induces an algebra
isomorphism A∗Γ ∼−→ A∗Γ◦ inv by Theorem 4.10. The second claim follows since for each ribbon graph
Γ is double edge subdivision Γ◦◦ is a ribbon graph without loops or multiple edges. The third claim
holds because every connected ciliated ribbon graph Γ can be transformed into a ribbon graph with
a single vertex by contracting the edges of a maximal rooted tree T ⊂ Γ. By Corollary 4.8, this
algebra isomorphism does not depend on the order in which the edge contractions are performed,
and by Theorem 4.10 it induces an algebra isomorphism A∗Γ inv ∼−→ AΓ′ inv. For the fourth claim,
note that if Γ, Γ′ are ribbon graphs such that gluing annuli to their faces yields homeomorphic
surfaces Σ and Σ′, then Γ and Γ′ are related by a sequence of edge contractions. The claim then
follows from Theorem 4.10.
The graph transformations of contracting a bivalent vertex, contracting an edge towards its starting
or target vertex and erasing an edge were also considered in [AGS2]. In Propositions 8 to 10 in
[AGS2] it is shown that they give rise rise to algebra (iso)morphisms between the counterparts of the
algebras A∗Γ and A∗Γ′ considered there. The Poisson-Lie analogues of these graph transformations
were first considered in [FR], where it was shown that they give rise to Poisson maps between certain
Poisson algebras associated with the underlying ciliated ribbon graphs. However, both publications
consider only the counterparts of the maps D∗e , A∗v,i, C∗t(e), C∗s(e) : A∗Γ′ → A∗Γ induced by Lemma 4.4.
In contrast, this article, the maps D∗e , A∗v,i, C∗t(e), C∗s(e) : A∗Γ′ → A∗Γ are induced by the elementary
operations on vertex neighbourhoods in Definition 4.1 via Lemma 4.4. This simplifies their description
considerably. Note that some of these graph operations on vertex neighbourhoods were were also
considered in [BFK], where they were used to prove that the graphical calculus defined there gives
rise to topological invariants.
5 Holonomies and curvature
5.1 Holonomies and curvatures in a Hopf algebra gauge theory
In this section, we introduce a notion of holonomy for a Hopf algebra gauge theory with values in a
finite-dimensional semisimple quasitriangular Hopf algebra K. In analogy to lattice gauge theory for
a group, a holonomy in a Hopf algebra gauge theory should assign to each path p in Γ a linear map
K⊗E → K in such a way that this assignment is compatible with the composition of paths, trivial
paths, reversal of edge orientation and the defining relations of the path groupoid G(Γ). In other
words, one has to equip the vector space HomF(K⊗E ,K) with the structure of an F-linear category
with a single object and to construct a functor Hol : C(Γ)→ HomF(K⊗E ,K) that induces a functor
Hol : G(Γ)→ HomF(K⊗E ,K), where C(Γ) and G(Γ) are the path category and path groupoid of Γ
from Definition 2.2.
Giving HomF(K⊗E ,K) the structure of an F-linear category with a single object amounts to choosing
an associative, unital algebra structure on HomF(K⊗E ,K), where morphisms are the elements of
HomF(K⊗E ,K), the identity morphism is the unit and the composition of morphisms is given by
the multiplication. In a Hopf algebra gauge theory, it is natural to construct the multiplication of
HomF(K⊗E ,K) from two ingredients, namely an associative multiplication map m : K ⊗K → K
that allows one to compose the contributions of different edges e, f ∈ E in a path and a coassociative
comultiplication ∆⊗ : K⊗E → K⊗E ⊗K⊗E that allows one to distribute the variable (k)e for an
edge e ∈ E over the different occurrences of e in a path.
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Lemma 5.1. Let (A,m, 1) be an algebra and (C,∆, ) a coalgebra. Then
φ • ψ = m ◦ (φ⊗ ψ) ◦∆ (26)
gives HomF(C,A) the structure of an associative algebra with unit η =  1.
Proof. Equation (26) implies
(φ • ψ) • χ = m ◦ ((φ • ψ)⊗ χ) ◦∆ = m ◦ (m⊗ id) ◦ (φ⊗ ψ ⊗ χ) ◦ (∆⊗ id) ◦∆
φ • (ψ • χ) = m ◦ (φ⊗ (ψ • χ)) ◦∆ = m ◦ (id⊗m) ◦ (φ⊗ ψ ⊗ χ) ◦ (id⊗∆) ◦∆
φ • η = φ ◦ (id⊗ ) ◦∆ · 1 η • φ = 1 · φ ◦ (⊗ id) ◦∆.
The associativity of • then follows from the associativity of m and the coassociativity of ∆. That
η = 1 : C → A is a unit for • follows because  is a counit for ∆ and 1 a unit for m.
In the case at hand we have A = K and C = K⊗E . We choose for ∆ and  in Lemma 5.1 the
opposite comultiplication ∆op⊗ : K⊗E → K⊗E ⊗K⊗E and the counit ⊗E of the Hopf algebra K⊗E
and for m : K ⊗K → K the multiplication of K. Let now be HomF(K⊗E ,K) equipped with the
algebra structure from Lemma 5.1 for these choices and viewed as a category with a single object.
Then a functor Hol : G(Γ) → HomF(K⊗E ,K) satisfies F (∅v) = η for all v ∈ V and is determined
uniquely by the maps Hol(e±1) : K⊗E → K for e ∈ E, since G(Γ) is the free groupoid generated by
E(Γ). The maps Hol(e±1) : K⊗E → K should be local and compatible with the reversal of the edge
orientation via the involution T : K → K, k 7→ gS(k) from (8). Hence we impose
Hol(e)(k1 ⊗ ...⊗ kE) = Πf∈E\{e}(kf ) ke, Hol(e−1) = T ◦Hol(e). (27)
The linear maps Hol(e±1) : K⊗E → K then induce a functor Hol : G(Γ)→ HomF(K⊗E ,K) if and
only if they respect the defining relations of the path groupoid: for all e ∈ E
m ◦ (id⊗ T ) ◦ (Hol(e)⊗Hol(e)) ◦∆op⊗ = m ◦ (T ⊗ id) ◦ (Hol(e) ◦Hol(e)) ◦∆op⊗ = ⊗E 1. (28)
In a Hopf algebra gauge theory, the only canonical choice for the map m : K ⊗K → K in Lemma
5.1 is the multiplication of the algebra K. However, there are several candidates for the map
∆ : K⊗E → K⊗E ⊗K⊗E in Lemma 5.1, namely the comultiplication of the Hopf algebra K⊗E and
the comultiplication dual to the algebra structure on K∗⊗E . However, the choice is restricted by
(28). If one chooses the former, one obtains
Hol(e ◦ e−1) ◦ ιe(k) = k(2)S−1(k(1))g = (k) g, Hol(e−1 ◦ e) ◦ ιe(k) = gS(k(2))k(1), (29)
and if one chooses for ∆ the comultiplication dual to the opposite multiplication on K∗⊗E
Hol(e ◦ e−1) ◦ ιe(k) = (id⊗ g · S)(R21(k(2) ⊗ k(1))) = R(2)k(2)gS(k(1))S(R(1)) = (k)ug = (k)ν
Hol(e−1 ◦ e) ◦ ιe(k) = (g · S ⊗ id)(R21(k(2) ⊗ k(1))) = (g · S ⊗ id)((k(1) ⊗ k(2))R21)(k)gu = (k)ν,
where ν ∈ K is the ribbon element. If K is semisimple, then the expressions in (29) reduce to
gS(k(2))k(1) = (k) g = (k) 1. Hence if one takes for ∆ the comultiplication of the Hopf algebra
K⊗E , one obtains a functor Hol : G(Γ)→ HomF(K⊗E ,K), while the choice of comultiplication dual
to the multiplication of A∗ yields Hol(e ◦ e−1) ◦ ιe(k) = Hol(e−1 ◦ e) ◦ ιe(k) = (k)u.
If K is not semisimple, none of these relations is compatible with (28), unless one postulates
additional structure. This is the approach chosen in [AGS2], where the authors take for ∆op⊗ the
comultiplication dual to A∗. To satisfy the defining relations of the path groupoid, they postulate a
square root for the ribbon element in each irreducible representation of K and rescale the functors
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accordingly; see (2.7) and (3.1) in [AGS2]. However, as the resulting notion of holonomy is simpler
and has nice geometrical properties, we restrict attention to semisimple Hopf algebras K and define
the functor Hol : G(Γ)→ HomF(K⊗E ,K) by (27) and (26) with the comultiplication of K⊗E for ∆.
Note that a functor Hol : G(Γ) → HomF(K⊗E ,K) induces a contravariant functor Hol∗ : G(Γ) →
HomF(K∗,K∗⊗E), where HomF(K∗,K∗⊗E) is viewed as a category with a single object and equipped
with the algebra structure dual to the one in Lemma 5.1. This algebra structure is given by
(φ • ψ)∗ = ψ∗ • φ∗ = m∗ ◦ (ψ∗ ⊗ φ∗) ◦∆op∗ , where m∗ : K∗⊗E ⊗K∗⊗E → K∗⊗E is the multiplication
of the Hopf algebra K∗⊗E and ∆∗ : K∗ → K∗ ⊗K∗ the comultiplication of K∗. The contravariant
functor Hol∗ is then given by 〈Hol∗(p)(α), k〉 = 〈α,Hol(p)(k)〉 for all α ∈ K∗, k ∈ K⊗E . Combining
these results, we obtain the following definition of holonomy.
Definition 5.2. Let K be a finite-dimensional semisimple quasitriangular Hopf algebra and Γ a
ribbon graph. Equip HomF(K⊗E ,K) with the algebra structure (26) where m is the multiplication of
K and ∆⊗ the comultiplication of K⊗E. Then the holonomy functors of a K-valued Hopf algebra
gauge theory on Γ are the functor Hol : G(Γ)→ HomF(K⊗E ,K) defined by (27) and the associated
contravariant functor Hol∗ : G(Γ) → HomF(K∗,K∗⊗E). For a path p ∈ G(Γ) we use the notation
Holp := Hol(p) and Hol∗p := Hol∗(p).
In particular, we can consider the holonomies around faces of Γ. In a group-valued lattice gauge
theory, the holonomies around faces are interpreted as (group-valued) curvatures of the underlying
connection and a connection is called flat at a given face if the holonomy along the face is the unit
element. This has a direct analogue in a Hopf algebra gauge theory.
Definition 5.3. The holonomy map Holf : K⊗E → K of a face path f ∈ G(Γ) is called the
curvature of f . A connection k ∈ K⊗E is called flat at f if Holf (k) = ⊗E(k) 1 and flat if it is
flat for all face paths f ∈ G(Γ). We denote by Af ⊂ K⊗E the linear subspace of connections that are
flat at f and by Aflat the linear subspace of flat connections.
It is worth commenting on the notion of holonomy used in [AGS2] and [BR]. As explained above, the
authors in [AGS2] to choose for ∆op⊗ in (26) the comultiplication dual to A∗, postulate the existence
of square roots of the ribbon element in each irreducible representation of K and rescale the functor
Hol : C(Γ) → HomF(K⊗E ,K) to satisfy the defining relations of the path groupoid. In [BR], a
different notion of holonomy is used. It is defined in terms of the comultiplication dual to A∗ but the
resulting expression for the holonomy is modified by R-matrices inserted at each vertex, depending
on the relative ordering of the edge ends. The relevant expressions in Definition 5, formulas (40)
to (46), (60) and (61) in [BR] indicate that the resulting holonomies coincide with the ones from
Definition 5.2 if the choices of conventions are taken into account. However, these holonomies are
not defined as functors and the R-matrices in these formulas are introduced by hand.
Note also that choosing the comultiplication dual to A∗ for ∆op⊗ in Lemma 5.1 yields holonomies
that take a different form depending on whether a path turns left or right at a vertex. This follows
from formulas (9) for the multiplication of A∗v. However, for face paths that are compatible with the
ciliation (see Definition 2.5), the two notions of holonomy coincide.
Lemma 5.4. Let K be a finite-dimensional ribbon Hopf algebra. Let f be a face path of Γ that is
compatible with the ciliation. Then the holonomies of f from Definition 5.2 agree with the holonomies
obtained by taking for ∆op⊗ : K⊗E → K⊗E ⊗K⊗E the comultiplication dual to A∗.
Proof. This is most easily seen for the functors Hol∗ : G(Γ) → HomF(K∗,K∗⊗E) by applying the
formulas for the multiplication in A∗. Suppose that f = enn ◦ ... ◦ e11 satisfies the assumptions. Then
we have s(ei+1i+1 ) < t(e
i
i ) for all i ∈ {1, ..., n} and s(e11 ) < t(enn ). By Corollary 3.12 and Lemma
4.4 for each path s(ei+1i+1 ) ◦ t(eii ) in Γv, the holonomies from Definition 5.2 agree with the ones
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obtained by taking for ∆op⊗ : K⊗E → K⊗E ⊗K⊗E the comultiplication dual to A∗. Moreover, these
holonomies commute with each other and with the holonomies of s(e11 ) and t(enn ) with respect to
the multiplication of ⊗v∈VA∗v. This implies that the two notions of holonomy coincide.
Although the two notions of holonomy coincide for faces that are compatible with the ciliation, they
differ substantially for general paths. In the following, we will not consider the notion of holonomy
obtained from the comultiplication dual to A∗ further since the one in Definition 5.2 is more natural
in the semisimple case, and does not require any modifications or rescalings to define a functor.
5.2 Algebraic properties of the holonomies
In this section, we investigate the algebraic properties of the holonomy functor, focussing on the
contravariant functor Hol∗ : C(Γ) → HomF(K∗,K∗⊗E) and the associated linear maps Hol∗p =
Hol∗(p) : K∗ → A∗Γ for paths p ∈ G(Γ). As semisimplicity is required to obtain holonomies
that satisfy the defining relations of the path groupoid, we restrict attention to finite-dimensional
semisimple quasitriangular Hopf algebras K in the following. Recall that this implies that K is
ribbon with ribbon element ν = u and grouplike element g = 1. We start by analysing the behaviour
of the holonomies with respect to the graph operations.
Theorem 5.5. Let Γ′ be obtained from Γ by one of the graph operations in Definition 2.6. Then
the associated functors from Definition 2.7, Proposition 2.9, the associated algebra homomorphisms
from Definition 4.1, Theorem 4.4 and the holonomy functors are related by the commuting diagram
HomF(K∗,K∗⊗E
′)
Hom(−,G∗Γ′ )

Hom(−,F ∗) // HomF(K∗,K∗⊗E)
Hom(−,G∗Γ)

C(Γ′)
Hol∗Γ′
gg
GΓ′

F // C(Γ)
GΓ

Hol∗Γ
77
C(Γ′◦)
Hol∗Γ′◦
ww
F◦ // C(Γ◦)
Hol∗Γ
''
HomF(K∗,K∗⊗E
′) Hom(−,f
∗) // HomF(K∗,K∗⊗E)
(30)
Proof. That the inner rectangle commutes was already shown in Proposition 2.9 and that the outer
rectangle commutes was shown in Theorem 4.4. To show that the four quadrilaterals commute,
note that all of the functors in the diagram are determined uniquely by their values on the edges
of Γ, Γ′, Γ◦, Γ′◦ and extended to the reversed edges with the antipode. To show that the left and
right quadrilateral commute, note that for edges e ∈ E(Γ) and e′ ∈ E(Γ′) the associated morphisms
in C(Γ◦) and C(Γ′◦) are given by t(e) ◦ s(e) and t(e′) ◦ s(e′), respectively. That the left and right
quadrilateral commute then follows directly from (2), which implies
G∗Γ′((α)e′) = (α(2) ⊗ α(1))s(e′)t(e′) = Hol∗t(e′)◦s(e′)(α) = Hol∗GΓ′ (e′)(α) ∀e
′ ∈ E′
G∗Γ((α)e) = (α(2) ⊗ α(1))s(e)t(e) = Hol∗t(e)◦s(e)(α) = Hol∗GΓ(e)(α) ∀e ∈ E.
As G∗Γ and G∗Γ′ are injective, the commutativity of the outer rectangle, the left and right quadrilateral
and the lower quadrilateral implies the commutativity of the upper one. It is therefore sufficient to
show that the lower quadrilateral commutes, e. g. that f∗((α)g′) = Hol∗F◦(g′)(α) for each g
′ ∈ E(Γ′◦)
and each of the maps f∗ in (15) to (20). This identity follows directly from the expressions for the
maps f∗ in (15) to (20) with g = 1 and the expressions for the functors F◦ in Proposition 2.9.
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Remark 5.6. As each of the functors in the inner rectangle in diagram (30) induces a functor between
the associated path groupoids and the holonomies induce a functor HolΓ : G(Γ)→ HomF(K∗,K∗⊗E),
there is a counterpart of diagram (30), in which all path categories are replaced by path groupoids.
Theorem 5.5 then implies that for each path p′ ∈ G(Γ′) the following diagram commutes
A∗Γ′
G∗Γ′

F ∗ // A∗Γ
G∗Γ

K∗
Hol∗
G′(p′)
zz
Hol∗
p′
dd Hol∗
F (p′)
::
Hol∗
G(F (p′))
$$
⊗v∈V ′A′∗v f∗ // ⊗v∈VA
∗
v.
(31)
We will now consider the transformation of the holonomies under gauge transformations and show
that for certain paths p, the holonomies Hol∗p(α) form a subalgebra of A∗. By analogy with the group
case, one expects that the holonomies of a path p should be invariant under all gauge transformations
at vertices v ∈ V (Γ) \ {s(p), t(p)} and transform under gauge transformations at the vertices s(p)
and t(p) according to (13). Similarly, one expects that the holonomy variables of a path p with
s(p) 6= t(p) satisfy the multiplication relations in Proposition 3.20 (a) and the ones for a loop with
t(p) < s(p) the ones in Proposition 3.20 (b). Note, however, that this is unlikely to hold for paths
with essential self-intersection unless K is cocommutative. Hence, one should expect this only for
regular paths (see Definition 2.10) that are compatible with the ciliation.
As the formulas in equation (13) and in Proposition 3.20 depend on the relative ordering of the
edge ends at each vertex, this requires the definition of such an ordering for closed paths. For a
cyclically reduced closed path p = enn ◦ ... ◦ e11 we set s(p) < t(p) if s(e11 ) < t(enn ) and s(p) > t(p) if
s(e11 ) > t(enn ). A closed path p that is not cyclically reduced is of the form p = r ◦ q ◦ r−1 with a
unique cyclically reduced path q, and we set s(p) < t(p) if s(q) < t(q) and s(p) > t(p) if s(q) > t(q).
Theorem 5.7. Let K be a finite-dimensional semisimple Hopf algebra and p a regular path from u
to w that does not traverse any cilia. Then the holonomy of p satisfies
Hol∗p(β) ·Hol∗p(α) =

〈α(1) ⊗ β(1), R〉 Hol∗p(α(2)β(2)) u 6= w
〈α(1) ⊗ S(β(3)), R〉〈α(2) ⊗ β(1), R〉 Hol∗p(α(3)β(2)) u = w, t(p) < s(p),
〈α(3) ⊗ β(1), R−1〉〈α(1) ⊗ β(2), R〉 Hol∗p(α(2)β(3)) u = w, t(p) > s(p)
(32)
for all α, β ∈ K∗. For any gauge transformation h = h1 ⊗ . . .⊗ hV ∈ K⊗V and α ∈ K∗, one has
Hol∗p(αC∗ h) = Πi 6=u,w(hi)

〈α(1), hw〉〈α(3), S(hu)〉Hol∗p(α(2)) u 6= w
〈α(1)S(α(3)), hu〉Hol∗p(α(2)) u = w, t(p) < s(p)
〈S(α(3))α(1), hu〉Hol∗p(α(2)) u = w, t(p) > s(p).
(33)
Proof. We apply the graph operations from Definition 2.6 to simplify the path p. Let Γ′ be obtained
from Γ by a one of the graph operations in Definition 2.6, denote by F : G(Γ′)→ G(Γ) the associated
functor from Definition 2.7 and by F ∗ : A∗Γ′ → A∗Γ the associated algebra homomorphism from
Theorem 4.4. Then by Theorem 5.5 and (31) one has Hol∗F (p′) = F ∗ ◦Hol∗p′ for all paths p′ ∈ G(Γ′).
As F ∗ : A∗Γ′ → A∗Γ is an algebra homomorphism and a module homomorphism with respect to the
K⊗V -module structure of A∗Γ and A∗Γ′ , this implies
Hol∗F (p′)(α) ·Hol∗F (q′)(β) = F ∗(Hol∗p′(α) ·Hol∗q′(β)) ∀α, β ∈ K∗, p′, q′ ∈ G(Γ′)
Hol∗F (p′)(α)C∗ h = F ∗(Hol∗p′(α))C∗ h = F ∗(Hol∗p′(α)C′∗ h) ∀h ∈ K⊗V .
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It is therefore sufficient to show that by applying a finite sequence graph operations from Definition
2.6, one can transform Γ into a ciliated ribbon graph Γ′ with a single edge e′ such that p = F (e′),
where F : G(Γ′) → G(Γ) is the functor associated with the finite sequence graph operations. As
p is regular and does not traverse any cilia, we can construct such a ciliated ribbon graph Γ′ by
(i) deleting all edges that do not occur in p, (ii) doubling the edges that are traversed twice, (iii)
detaching adjacent edge ends from vertices in p and (iv) contracting the resulting ribbon graph to a
single edge. This yields a ribbon graph Γ′ with E(Γ′) = {e′} and F (e′) = p. The claim then follows
from Proposition 3.20 (a), (b) and Proposition 3.16.
Theorem 5.7 shows that the holonomies of a regular path that does not traverse any cilia form a
subalgebra of A∗ and transform under gauge transformations according to formula (33). Hence,
they behave in the same way as the holonomies of a single edge. More precisely, if p is a path
with s(p) 6= t(p), then the holonomy variables Hol∗p(α) form a (K,K)-bimodule subalgebra of A∗
isomorphic to the algebra in Proposition 3.20 (a). If p is closed with t(p) < s(p) or s(p) < t(p), then
they form a K-module subalgebra of A∗ that isomorphic to the algebra in Proposition 3.20 (b) or
its opposite.
This implies that for each closed regular path p that does not traverse any cilia, the holonomy map
Hol∗p is a module homomorphism with respect to the action of gauge transformations at v and the
right coadjoint action of K on K∗ or the left coadjoint action of Kop on K∗ from Example B.4:
Hol∗p(α)C∗ (h)v = Hol∗p(αC∗ad h) t(p) < s(p) Hol∗p(α)C∗ (h)v = Hol∗p(S(h)B∗ad α) t(p) > s(p).
A direct computation shows that for semisimple K one has S ◦C∗ad ◦ (S ⊗ id) = B∗ad ◦ (S ⊗ id) and
the submodules of invariants of the two module structures coincide. In both cases, the submodule of
invariants is the character algebra C(K) = {α ∈ K∗ : ∆(α) = ∆op(α)} from Example B.11. This
relates the projection of the holonomies on the gauge invariant subalgebra A∗inv to the character
algebra C(K). In particular, it shows that it is invariant under cyclic permutations of the path.
Lemma 5.8. Let K be finite-dimensional semisimple quasitriangular and p a closed regular path in
Γ. Denote by Π : A∗ → A∗ the projector on A∗inv and by pi : K∗ → K∗ the projector on C(K). Then:
1. Π ◦Hol∗p = Hol∗p ◦ pi is invariant under cyclic permutations of p.
2. For t(p) > s(p), Hol∗p : C(K)→ A∗inv is an algebra anti-homomorphism.
3. For t(p) < s(p), Hol∗p ◦ S : C(K)→ A∗inv is an algebra anti-homomorphism.
Proof. By Proposition 3.18 the map Π ◦ Hol∗p : K∗ → A∗inv is independent of the choice of the
cilia, and one can assume without loss of generality that p and its cyclic permutations satisfy the
assumptions of Theorem 5.7. That Π ◦Hol∗p = Hol∗p ◦ pi is invariant under cyclic permutations of p
follows from Definition 5.2 and the fact that ∆(n)(α) is invariant under cyclic permutations for any
α ∈ C(K) and n ∈ N. From this and equation (33), we obtain for t(p) > s(p) and α, β ∈ C(K)
Hol∗p(β) ·Hol∗p(α) = 〈α(3) ⊗ β(1), R−1〉〈α(1) ⊗ β(2), R〉Hol∗p(α(2)β(3)) (34)
= 〈α(1) ⊗ β(1), R−1〉〈α(2) ⊗ β(2), R〉Hol∗p(α(3)β(3)) = Hol∗(αβ),
The corresponding claim for s(p) > t(p) follows by applying the antipode.
Another important implication of Theorem 5.7 is that the linear subspace of connections that are flat
at a given face is invariant under gauge transformations. By dualising equations (32), one obtains for
any closed regular path p based at v that does not traverse any cilia Holp((h)v B k) = (h)Holp(k)
whenever Holp(k) is central in K. In particular, this holds for face paths that are compatible with
the ciliation and for connections that are flat at f .
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Corollary 5.9. Let K be finite-dimensional semisimple and quasitriangular and f ∈ G(Γ) a face
path that does not traverse any cilia. Then the linear subspace Af of connections that are flat at f
is invariant under gauge transformations: G BAf ⊂ Af .
5.3 Curvature and flatness
In this section, we focus on the curvatures of a Hopf algebra gauge theory for a finite-dimensional
semisimple quasitriangular Hopf algebra K. We will show that for a ribbon graph Γ that satisfies
certain mild regularity conditions, the projection of a curvature on the gauge invariant subalgebra
A∗inv is central in A∗inv. We then construct a subalgebra A∗flatinv which can be viewed as the Hopf
algebra analogue of the algebra of gauge invariant functions on the set of flat connections. This
requires some technical results that describe the commutation relations of the holonomies with
elements in A∗. The first step is to notice that the commutation relations of the holonomies Hol∗p(α)
and Hol∗q(β) for paths p, q ∈ G(Γ) take a particularly simple form if p and q have no vertices in
common or intersect only in their endpoints.
Lemma 5.10. Let K be a finite-dimensional, semisimple quasitriangular Hopf algebra and Γ a
ciliated ribbon graph. Then the holonomy functions of the local Hopf algebra gauge theory satisfy:
1. Hol∗p(α) ·Hol∗q(β) = Hol∗q(β) ·Hol∗p(α) for paths p, q ∈ G(Γ) with no common vertex.
2. If p, q ∈ G(Γ) intersect only in their endpoints, the multiplication relations of the holonomies
Hol∗p and Hol∗q are given by relations (c) to (l) in Proposition 3.20.
Proof. The identities in 1. follow from the fact that for a path p = enn ◦ ... ◦ e11 one has Hol∗p(K∗) ⊂
ιe1...en(K∗⊗n) together with the identities (α)e · (β)f = (β)f · (α)e for all edges e, f without a common
vertex. The claim 2. follows by induction over the length of the path. It holds by definition for all
paths p = e± and q = f±1 with e, f ∈ E. Suppose it holds for all paths of length ≤ n and let p, q be
paths of length ≤ n + 1. Then we can decompose p = p1 ◦ p2 and q = q1 ◦ q2 with paths pi, qi of
length ≤ n. Suppose at first that t(p) /∈ {s(p), s(q)}, s(q) 6∈ {t(q), s(p)} and t(p) < t(q). Then only
p1 and q1 have a vertices in common, namely their target vertices. Hence Hol∗p2(K
∗) commutes with
Hol∗q1(K
∗), Hol∗q2(K
∗) and Hol∗q2(K
∗) commutes with Hol∗p1(K
∗) in A∗ by 1. As t(p1) < t(q1), the
induction hypothesis implies Hol∗q1(β) ·Hol∗p1(α) = 〈α(1) ⊗ β(1), R〉Hol∗p1(α(2)) ·Hol∗q1(β(2)) and
Hol∗q(β) ·Hol∗p(α) = m∗(Hol∗q2(β(2))⊗Hol∗q1(β(1))) ·m∗(Hol∗p2(α(2))⊗Hol∗p1(α(1)))
= 〈α(1) ⊗ β(1), R〉m∗(Hol∗p2(α(3))⊗Hol∗p1(α(2))) ·m∗(Hol∗q2(β(3))⊗Hol∗q1(β(2)))
= 〈α(1) ⊗ β(1), R〉Hol∗p(α(2)) ·Hol∗q(β(2)),
where m∗ : K∗⊗E ⊗K∗⊗E → K∗⊗E is the multiplication of the algebra K∗⊗E . The claims for paths
p, q that share starting vertices, that are loops or have two common endpoints follow by analogous
computations.
We can now use Lemma 5.10 to explicitly determine the commutation relations of the holonomy
variables of a face path f with elements of the algebra A∗. In this, we restrict attention to face
paths that are compatible with the ciliation.
Lemma 5.11. Let K be finite-dimensional semisimple quasitriangular Hopf algebra and Γ a ciliated
a ribbon graph without univalent vertices. If f is a face path of Γ that is compatible with the ciliation,
then Hol∗f (α) · (β)e = (β)e ·Hol∗f (β) for all edges e with s(f) /∈ {s(e), t(e)} and α, β ∈ K∗. For edges
e with s(f) ∈ {s(e), t(e)} the commutation relations between the variables Hol∗f (α) and (β)e are
given by the expressions in Proposition 3.20 (b) and (e)-(j).
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Proof. The idea of the proof is to apply the graph operations from Definition 2.6 to simplify the
face path f . Let Γ′ be obtained from Γ by one of the graph operations in Definition 2.6, denote
by F : G(Γ′) → G(Γ) the associated functor from Definition 2.7 and by F ∗ : A∗Γ′ → A∗Γ the
associated algebra homomorphism from Theorem 4.4. Then by Theorem 5.5 and diagram (31) one
has Hol∗F (p′) = F ∗ ◦Hol∗p′ for all paths p′ ∈ G(Γ′) and as F ∗ is an algebra homomorphism, this implies
Hol∗F (p′)(α) ·Hol∗F (q′)(β) = F ∗(Hol∗p′(α) ·Hol∗q′(β)) ∀α, β ∈ K∗, p′, q′ ∈ G(Γ′)
It is therefore sufficient to show that by applying graph operations from Definition 2.6 one can
transform Γ into a ribbon graph Γ′ with face path f ′ ∈ G(Γ′) and an edge e′ ∈ E(Γ′) satisfying
f = F (f ′) and e = F (e′) such that Hol∗f ′(α) and (β)e′ satisfy the commutation relations in the
lemma. To construct such a graph Γ′, a face path f ′ ∈ G(Γ′) and an edge e′ ∈ E(Γ′), note that each
edge e ∈ E(Γ) satisfies exactly one of the following
(i) e and f have no vertex in common.
(ii) e is not contained in f , shares at least one vertex with f , but not the vertex s(f) = t(f).
(iii) e is not contained in f and shares the vertex s(f) = t(f) with f .
(iv) e is contained in f but does not coincide with the first or last edge of f .
(v) e is the first or last edge in f .
In case (i) the claim follows from Lemma 5.10, 1. So we suppose that e satisfies one of the assumptions
(ii)-(v). We first delete all edges in E(Γ) \ {e} that do not occur in f and double all edges that are
traversed twice by f . Denote by Γ′1 the resulting ciliated ribbon graph and by F1 : G(Γ′1)→ G(Γ)
the associated functor from Definition 2.7. As f is a face path that is compatible with the ciliation,
there is a face path f ′1 ∈ G(Γ′1) that is compatible with the ciliation and traverses each edge of Γ′1
at most once with F1(f ′1) = f . If e does not occur in f or is traversed only once by f , there is a
unique edge e′1 ∈ E(Γ′1) with F1(e′1) = e. If e is traversed twice by f , there are two distinct edges
e′1, e′′1 ∈ F (Γ′1) with F1(e′1) = F1(e′′1) = e. Suppose that f ′1 ∈ G(Γ′1) is given by f ′1 = enn ◦ . . . ◦ e11
with e1, .., en ∈ E(Γ′1). As each edge of Γ′1 is traversed at most once by f ′1 we can ensure that
1 = ... = n = 1 by reversing the edge orientation. As f ′1 is a face path that is compatible with the
ciliation, it follows that that any two consecutive edge ends s(ei+1) and t(ei) in the associated path
GΓ′1(f
′
1) = t(en) ◦ s(en) ◦ . . . ◦ t(e1) ◦ s(e1) are adjacent with s(ei+1) < t(ei). This allows us to apply
the operation of detaching adjacent edge ends to s(ei+1) and t(ei) whenever their shared vertex is
of valence ≥ 3. In case (ii) and (iii) we apply this detaching operation to all vertices s(ei) with
i ∈ {2, ..., n} that are of valence ≥ 3. In cases (iv) and (v) we apply them to all such vertices except
s(e′1) and t(e′1). This yields a ciliated ribbon graph Γ′2 in which every vertex is at most bivalent.
Denoting by F2 : G(Γ′2)→ G(Γ′1) the associated functor from Definition 2.7, we find that there is a
face path f ′2 ∈ G(Γ′2) that is compatible with the ciliation and an edge e′2 ∈ E(Γ′2) with f ′1 = F2(f ′2),
e′1 = F2(e′2) and such that every edge in f ′2 is traversed exactly once by f ′2.
In case (ii) f ′2 and e′2 have no vertices in common and hence Hol∗f ′2(α) ·Hol
∗
e′2
(β) = Hol∗e′2(β) ·Hol
∗
f ′2
(α)
for all α, β ∈ K∗ by Lemma 5.10, 1. This proves the claim in case (ii). In case (iii) the paths f ′2 and
e′2 intersect only in their starting or target vertices. By Lemma 5.10, 2. the commutation relations of
the elements Hol∗f ′2(α) and (β)e′2 in A
∗
Γ′ are then given by the expressions in Proposition 3.20 (e) to
(j), which proves the claim in case (iii). In case (iv) f ′2 traverses each edge of Γ′2 exactly once and e′2 is
not the first or last edge in f ′2. To compute the commutation relations of Hol∗f ′2(α) and (β)e′2 suppose
without restriction of generality that f ′2 = en ◦ ... ◦ e1 and e′2 = ei with ej ∈ E(Γ′2) for j ∈ {1, ..., n}
and i ∈ {2, ..., n− 1}. As f ′2 is a face path that is compatible with the ciliation, any two consecutive
edge ends s(ei+1) and t(ei) in the associated path GΓ′1(f
′
2) = t(en) ◦ s(en) ◦ . . . ◦ t(e1) ◦ s(e1) are
adjacent with s(ei+1) < t(ei). As the vertices t(ei) and s(ei) are bivalent and f ′2 traverses the edge ei
only once, it is then sufficient to consider the paths q◦ = s(ei+1)◦ t(ei)◦ s(ei)◦ t(ei−1) and t(ei)◦ s(ei)
in Γ′2 ◦ and to show that Hol∗q◦(α) ·Hol∗t(ei)◦s(ei)(β) = Hol∗t(ei)◦s(ei)(β) ·Hol∗q◦(α). As f ′2 is a face path
54
that is compatible with the ciliation, one has t(ei−1) > s(ei) and t(ei) > s(ei+1). If the vertices s(ei)
and t(ei) are distinct, we obtain with the convention σ(t(ei)) = 0, σ(s(ei)) = 1
Hol∗q◦(α) ·Hol∗t(ei)◦s(ei)(β) = (α(4) ⊗ α(3) ⊗ α(2) ⊗ α(1))t(ei−1)s(ei)t(ei)s(ei+1) · (β(2) ⊗ β(1))s(ei)t(ei)
= (α(4) ⊗ α(3))t(ei−1)s(ei) · (β(2))s(ei) · (α(2) ⊗ α(1))t(ei)s(ei+1) · (β(1))t(ei)
= (α(3))s(ei) · (α(4))t(ei−1) · (β(2))s(ei) · (α(1))s(ei+1) · (α(2))t(ei) · (β(1))t(ei)
= 〈S(β(4))⊗ α(5), R〉〈β(1) ⊗ α(2), R〉 (β(3)α(4))s(ei) · (α(6))t(ei−1) · (α(1))s(ei+1) · (β(2)α(3))t(ei)
= 〈S(β(3))⊗ α(4), R〉〈β(2) ⊗ α(3), R〉 (α(5)β(4))s(ei) · (α(6))t(ei−1) · (α(1))s(ei+1) · (α(2)β(1))t(ei)
= (α(3)β(2))s(ei) · (α(4))t(ei−1) · (α(1))s(ei+1) · (α(2)β(1))t(ei),
Hol∗t(ei)◦s(ei)(β) ·Hol∗q◦(α) = (β(2) ⊗ β(1))s(ei)t(ei) · (α(4) ⊗ α(3) ⊗ α(2) ⊗ α(1))t(ei−1)s(ei)t(ei)s(ei+1)
= (β(2))s(ei) · (α(4) ⊗ α(3))t(ei−1)s(ei) · (β(1))t(ei) · (α(2) ⊗ α(1))t(ei)s(ei+1)
= (β(2))s(ei) · (α(3))s(ei) · (α(4))t(ei−1) · (β(1))t(ei) · (α(1))s(ei+1) · (α(2))t(ei)
= 〈S(α(2))⊗ β(1), R〉〈α(3) ⊗ β(2), R〉 (α(5)β(4))s(ei) · (α(6))t(ei−1) · (α(4)β(3))t(ei) · (α(1))s(ei+1)
= (α(3)β(2))s(ei) · (α(4))t(ei−1) · (α(2)β(1))t(ei) · (α(1))s(ei+1) = Hol∗q◦(α) ·Hol∗t(ei)◦s(ei)(β).
If ei is a loop, then the fact that f ′2 is a face path implies that Hol∗s(ei+1)◦t(ei)(α) commutes with
(β)s(ei) and (β)t(ei−1) and Hol
∗
s(ei)◦t(ei−1)(α) commutes with (β)s(ei+1) and (β)t(ei). An analogous
computation then yields the same result, and this proves the claim in case (iv).
In case (v), the fact that f is compatible with the ciliation implies that f is cyclically reduced if Γ
does not have any univalent vertices. Hence f ′2 is either of the form (a) f ′2 = e′2
±1, (b) f ′2 = e′2
±1 ◦ q
or (c) f ′2 = q ◦ e′2±1 such that e′2 is not the first or last edge in q. In case (a) the claim follows directly
from Proposition 3.20 (b). In cases (b) and (c), we can assume for simplicity that f ′2 is of the form
(b) f ′2 = e′2 ◦ q or (c) f ′2 = q ◦ e′2 since the other cases are obtained by applying antipode to e′2. As f ′2
is compatible with the ciliation, the ordering of the edge ends is given by s(e′2) < t(q), s(q) < t(e′2)
in case (b) and by s(q) < t(e′2), s(e′2) < t(q) in case (c). To compute the commutation relations,
consider the elements Hol∗f ′◦(α) and Hol
∗
t(e′2)◦s(e′2)(β) in A
∗
Γ′2◦
with f ′◦ = t(e′2)◦ s(e′2)◦ t(q′)◦ s(q′) in (b)
and f ′◦ = t(q′) ◦ s(q′) ◦ t(e′2) ◦ s(e′2) in (c). In case (b), we obtain with σ(t(e′2)) = 0 and σ(s(e′2)) = 1
Hol∗f ′◦(α) ·Hol∗t(e′2)◦s(e′2)(β) = (α(1) ⊗ α(2) ⊗ α(3) ⊗ α(4))t(e′2)◦s(e′2)◦t(q′)◦s(q′) · (β(1) ⊗ β(2))t(e′2)◦s(e′2)
= (α(2))s(e′2) · (α(3))t(q′) · (β(2))s(e′2) · (α(4))s(q′) · (α(1))t(e′2) · (β(1))t(e′2)
= 〈β(1) ⊗ α(1), R〉〈S(β(4))⊗ α(4), R〉 (β(3)α(3))s(e′2) · (α(5))t(q′) · (α(6))s(q′) · (β(2)α(2))t(e′2)
= 〈β(2) ⊗ α(2), R〉〈S(β(3))⊗ α(3), R〉 (α(4)β(4))s(e′2) · (α(5))t(q′) · (α(6))s(q′) · (α(1)β(1))t(e′2)
= (α(2)β(2))s(e′2) · (α(3))t(q′) · (α(4))s(q′) · (α(1)β(1))t(e′2)
Hol∗t(e′2)◦s(e′2)(β) ·Hol
∗
f ′◦(α) = (β(1) ⊗ β(2))t(e′2)◦s(e′2) · (α(1) ⊗ α(2) ⊗ α(3) ⊗ α(4))t(e′2)◦s(e′2)◦t(q′)◦s(q′)
= (β(2))s(e′2) · (α(2))s(e′2) · (α(3))t(q′) · (β(1))t(e′2) · (α(4))s(q′) · (α(1))t(e′2)
= 〈S(α(6))⊗ β(1), R〉〈α(1) ⊗ β(2), R〉 (α(3)β(4))s(e′2) · (α(4))t(q′) · (α(5))s(q′) · (α(2)β(3))t(e′2)
= 〈S(α(3))⊗ β(1), R〉〈α(1) ⊗ β(2), R〉 Hol∗f ′◦(α(2)) ·Hol∗t(e′2)◦s(e′2)(β(3))
This agrees with the formula in Proposition 3.20 (g) if we apply the antipode to the element α in
the formula in Proposition 3.20 (g) to take into account that the loop f there has the opposite
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orientation. In case (c) we obtain with σ(t(e′2)) = 0, σ(s(e′2)) = 1
Hol∗t(e′2)◦s(e′2)(β) ·Hol
∗
f ′◦(α) = (β(1) ⊗ β(2))t(e′2)◦s(e′2) · (α(1) ⊗ α(2) ⊗ α(3) ⊗ α(4))t(q′)◦s(q′)◦t(e′2)◦s(e′2)
= (β(2))s(e′2) · (α(4))s(e′2) · (α(1))t(q′) · (β(1))t(e′2) · (α(2))s(q′) · (α(3))t(e′2)
= 〈β(1) ⊗ S(α(3)), R〉〈β(2) ⊗ α(4), R〉 (α(6)β(4))s(e′2) · (α(1))t(q′) · (α(2))s(q′) · (α(5)β(3))t(e′2)
= (α(4)β(2))s(e′2) · (α(1))t(q′) · (α(2))s(q′) · (α(3)β(1))t(e′2)
Hol∗f ′◦(α) ·Hol∗t(e′2)◦s(e′2)(β) = (α(1) ⊗ α(2) ⊗ α(3) ⊗ α(4))t(q′)◦s(q′)◦t(e′2)◦s(e′2) · (β(1) ⊗ β(2))t(e′2)◦s(e′2)
= (α(4))s(e′2) · (α(1))t(q′) · (β(2))s(e′2) · (α(2))s(q′) · (α(3))t(e′2) · (β(1))t(e′2)
= 〈β(1) ⊗ α(4), R〉〈S(β(4))⊗ α(1), R〉 (β(3)α(6))s(e′2) · (α(2))t(q′) · (α(3))s(q′) · (β(2)α(5))t(e′2)
= 〈β(3) ⊗ α(6), R〉〈S(β(4))⊗ α(1), R〉 (α(5)β(2))s(e′2) · (α(2))t(q′) · (α(3))s(q′) · (α(4)β(1))t(e′2)
= 〈β(2) ⊗ α(3), R〉〈S(β(3))⊗ α(1), R〉 Hol∗t(e′2)◦s(e′2)(β(1)) ·Hol
∗
f ′◦(α(2))
This agrees with Proposition 3.20 (e) if we apply the antipode to the elements α, β in formula in
Proposition 3.20 (e) to take into account that the loop f and the edge e in Proposition 3.20 (e) have
the opposite orientation. This proves the claim in case (v) and concludes the proof.
Lemma 5.11 states that the only variables (β)e which do not commute with the holonomy of the
face path f are those of edges e ∈ E incident at the vertex s(f) = t(f). This suggests that the
commutation relations simplify further if one imposes gauge invariance at this vertex. Indeed, one
finds that the projection of the holonomies of such face paths are central in A∗.
Proposition 5.12. Let f be a face path that is compatible with the ciliation. Then Π ◦Hol∗f (α) is
central in A∗ for all α ∈ K∗ and invariant under cyclic permutations of f . The map Hol∗f : K∗ → A∗
restricts to an algebra homomorphism Hol∗f : C(K)→ Z(A∗inv).
Proof. It follows with Lemma 5.11 that Π ◦ Hol∗f commutes with all edges e ∈ E with s(f) /∈
{s(e), t(e)}. If f is given by f = enn ◦ ... ◦ e11 , then s(11 ) < t(enn ) and the assumptions imply that
either t(e±1) < s(e11 ) or t(e±1) > t(enn ) for all other edges e incident at s(f). As f is compatible
with the ciliation, the assumptions of Lemma 5.11 and Theorem 5.7 are satisfied. From Theorem
5.7 one has Π ◦Hol∗f (α)C (h)s(f) = 〈S(α(3))α(1), h〉Π ◦Hol∗f (α(2)) = (h) Π ◦Hol∗f (α) for all α ∈ K∗,
h ∈ K. For incoming edges at s(f) that are not loops one then obtains from Lemma 5.11
(β)e ·Π ◦Hol∗f (α) =
{
〈β(1) ⊗ α(3), R〉〈β(2) ⊗ α(1), R−1〉Π ◦Hol∗f (α(2)) · (β(3))e t(e) ≤ s(e11 ) < t(enn )
〈α(3) ⊗ β(1), R−1〉〈α(1) ⊗ β(2), R〉Π ◦Hol∗f (α(2)) · (β(3))e s(e11 ) < t(enn ) ≤ t(e)
=
〈DR(S(β(1))), S(α(3))α(1)〉Π ◦Hol
∗
f (α(2)) · (β(2))e t(e) ≤ s(e11 ) < t(enn )
〈DR−121 (S(β(1))), S(α(3))α(1)〉Π ◦Hol
∗
f (α(2)) · (β(2))e s(e11 ) < t(enn ) ≤ t(e).
= (β(1)) Π ◦Hol∗f (α) · (β(2))e = Π ◦Hol∗f (α) · (β)e,
where DR : K∗ → K, α 7→ 〈α,R(1)〉R(2) is the map from Lemma A.9. The proofs for outgoing edges
e and loops are analogous. As the elements (β)e with e ∈ E, β ∈ K∗ generate A∗, this proves that
Π(Hol∗f (α)) is central in A∗. It then follows from Lemma 5.8 that Π ◦Hol∗f is invariant under cyclic
permutations of f and restricts to an algebra homomorphism C(K)→ Z(A∗inv).
Proposition 5.12 still relies on the assumption that the face path is compatible with the ciliation. If
every vertex of Γ is at least 3-valent and Γ has at least two faces, this can be achieved by adjusting the
cilia at the vertices in f . As this does not affect the algebra structure of the subalgebra A∗inv ⊂ A∗
by Proposition 3.18, we can then apply Lemma 5.8 and Proposition 5.12 to obtain the following
theorem.
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Theorem 5.13. Let Γ be a ribbon graph that satisfies the conditions above and let f be a face path
of Γ. Then Π ◦Hol∗f (α) ∈ A∗inv is central in A∗inv for all α ∈ K∗ and depends only on the associated
face. The map Hol∗f : K∗ → A∗ induces an algebra homomorphism Hol∗f : C(K)→ Z(A∗inv).
Proof. As the algebra structure of A∗inv does not depend on the choice of the cilia of the vertices
of Γ by Proposition 3.18, we can assume without restriction of generality that the cilia are chosen
in such a way that f satisfies the assumptions of Lemma 5.8 and Proposition 5.12. It then follows
from Lemma 5.8 that Π ◦Hol∗f is invariant under cyclic permutations of f and induces an algebra
anti-homomorphism C(K)→ A∗inv. Proposition 5.12 implies that it takes values in Z(A∗inv).
As K is finite-dimensional semisimple and char(F) = 0, the Hopf algebra K∗ is equipped with a
Haar integral η ∈ K∗. This allows one to associate a projector to each face f ∈ F that acts on A∗ by
multiplication with the curvature Hol∗f (η). For this, note that Hol∗f (η) ∈ Z(A∗) for any face f that
is compatible with the ciliation and that Hol∗f (η) ·Hol∗f (η) = Hol∗f (η). Hence, we obtain an algebra
homomorphism and projector
P ∗f : A∗ → A∗, α 7→ Hol∗f (η) · α (35)
that restricts to an algebra homomorphism and projector P ∗f : A∗inv → A∗inv. If f is not compatible
with the ciliation, it is not guaranteed that P ∗f : A∗ → A∗ is an algebra homomorphism, but this
still holds for the restriction P ∗f : A∗inv → A∗inv if Γ satisfies the assumptions before Theorem 5.13.
Lemma 5.14. If f is a face path that is compatible with the ciliation, then P ∗f : A∗ → A∗ from
(35) is a projector with P ∗f (Hol∗f (α)) = (α)P ∗f (1) for all α ∈ K∗. If Γ satisfies the assumptions
before Theorem 5.13, then for any face f , the restriction P ∗f : A∗inv → A∗inv is a projector with
P ∗f (Hol∗f (α)) = (α)P ∗f (1) for all α ∈ C(K).
Proof. Suppose that f is a face path that is compatible with the ciliation. Then it follows from
Proposition 5.12 that P ∗f is an algebra homomorphism and Hol∗f (η) is central in A∗ since η ∈ C(K).
That it is a projector follows from the properties of the Haar integral and equation (34) in the proof
of Lemma 5.8, which implies P ∗f ◦ P ∗f (β) = Hol∗f (η) ·Hol∗f (η) · β = Hol∗f (η2)β = Hol∗f (η) · β = P ∗f (β)
for all β ∈ A∗. To compute P ∗f (Hol∗f (α)) for α ∈ K∗, note that (34) holds already if one of the
two arguments α, β in (34) is contained in C(K). This yields P ∗f (Hol∗f (α)) = Hol∗f (η) · Hol∗f (α) =
Hol∗f (η · α) = (α)Hol∗f (η) = (α)P ∗f (1). If f is a general face and Γ satisfies the assumptions
in Theorem 5.13, then by Theorem 5.13 one has Hol∗f (η) ∈ Z(A∗inv) and hence the restriction of
P ∗f to A∗inv is an algebra homomorphism and a projector by the argument above. The identity
P ∗f (Hol∗f (α)) = (α)P ∗f (1) for α ∈ C(K) follows because Hol∗f (α) ∈ Z(A∗inv) for α ∈ C(K).
For a face path f that is compatible with the ciliation, by duality the projector in (35) induces a
projector Pf : K⊗E → K⊗E with 〈α, Pf (k)〉 = 〈P ∗f (α), k〉 for all α ∈ A∗, k ∈ K⊗E . The properties
of P ∗f then imply Holf (Pf (k)) = 〈η,Holf (k)〉 1 = ⊗E(Pf (k)) 1 and hence Pf (K⊗E) ⊂ Af . Hence,
Pf : K⊗E → K⊗E projects on a linear subspace of the space of connections that are flat at f . This
allows us to interpret P ∗f : A∗ → A∗ from (35) as a projector on its dual A∗f , i.e. as a projector onto
a certain quotient of the space of functions on Af .
If Γ satisfies the conditions before Theorem 5.13, then the projectors P ∗f , P ∗f ′ : A∗inv → A∗inv for
different faces f, f ′ commute since Hol∗f (η) ∈ Z(A∗inv) for all f ∈ F . Hence, one obtains a projector
P ∗flat = Πf∈FP ∗f : A∗inv → A∗inv. As all projectors P ∗f are algebra homomorphisms, this also holds for
P ∗flat. Consequently, the image of P ∗flat is a subalgebra of A∗inv and can be interpreted as a quotient
of the algebra of functions on the subspace Aflat = ∩f∈FAf of flat connections.
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Definition 5.15. Let Γ be a ribbon graph that satisfies the assumptions before Theorem 5.13. Then
the subalgebraMΓ = Im(P ∗flat) ⊂ A∗inv is called the quantum moduli algebra.
As this holds already for the algebra A∗inv and the projectors P ∗f , the quantum moduli algebra is
independent of the choice of cilia at the vertices of Γ. We will now show that it is also largely
independent of the choice of the ribbon graph Γ and depends only on the homeomorphism class
of the closed surface ΣΓ obtained by gluing discs to the faces of Γ. To prove this, recall from the
discussion following Definition 2.6 that any two ribbon graphs Γ and Γ′ for which the surfaces ΣΓ
and ΣΓ′ are homeomorphic can be transformed into each other by contracting and expanding finitely
many edges and adding and removing finitely many loops.
To describe the effect of these graph transformations on faces, note that if Γ′ is obtained from Γ by
contracting an edge, then the associated functor F : G(Γ′) → G(Γ) from Definition 2.7 induces a
bijection between the faces of Γ′ and of Γ. If Γ′ is obtained from Γ by adding a loop l at v ∈ V (Γ),
then Γ′ has one additional face, namely the added loop. In this case one has F (l) = ∅v and F induces
a bijection between F (Γ′) \ {l} and F (Γ). Taking into account this relation between the faces of Γ
and Γ′, we can prove that the moduli algebraMΓ is a topological invariant.
Theorem 5.16. Let Γ, Γ′ be ribbon graphs that satisfy the assumptions beforeTheorem 5.13. Let ΣΓ,
ΣΓ′ be the surfaces obtained by gluing discs to the faces of Γ and Γ′. If ΣΓ and ΣΓ′ are homeomorphic,
then the moduli algebrasMΓ andMΓ′ are isomorphic.
Proof. If ΣΓ and ΣΓ′ are homeomorphic, then Γ and Γ′ can be transformed into each other by the
contracting and expanding a finite number of edges and adding or removing a finite number of loops.
It is therefore sufficient to show that algebra homomorphisms C∗t(e), C∗s(e) and A∗v : A∗Γ′ → A∗Γ from
Definition 4.1 and Theorem 4.4 induce isomorphisms between the associated quantum moduli algebras.
By Theorem 4.4 and Remark 4.5 the contraction maps C∗t(e) and C∗s(e) induce algebra isomorphisms
between A∗Γ and A∗Γ′ and the maps A∗v : A∗Γ′ inv → A∗Γ inv are injective algebra homomorphisms.
Hence, it is sufficient to show that PΓflat ◦ F ∗ = F ∗ ◦ PΓ
′
flat for F ∗ ∈ {C∗t(e), C∗s(e), A∗v}. Theorem 4.4
and 5.5 and diagram (31) imply
F ∗ ◦ P ′f (α) = F ∗(Hol∗f ′(η) · α) = F ∗(Hol∗f ′(η)) · F ∗(α) = Hol∗f (η) · F ∗(α) = Pf ◦ F ∗(α)
for each face f ∈ F and α ∈ A∗Γ′ inv. This proves the claim for F ∗ = C∗t(e) and F ∗ = C∗s(e). If Γ′ is
obtained from Γ by adding a loop l, then (18) implies A∗v ◦ P ′l = (η)id = id. As PΓflat = Πf∈FPf
and PΓ′flat = P ′l ·Πf∈FP ′f , it follows that A∗v ◦ PΓ
′
flat = PΓflat ◦A∗v.
To conclude the discussion, we comment on the generalisation of the results on holonomies to the
case of a non-semisimple ribbon Hopf algebra:
• Theorem 5.7 holds for finite-dimensional ribbon Hopf algebras K that are not semisimple
under the additional assumption that the path p is a face path that is compatible with the
ciliation. This follows because the proof requires semisimplicity only insofar as it relies on
results about the transformations of holonomies under graph operations, while the graph
operations themselves are defined also in the non-semisimple case. As the two notions of
holonomy agree for face paths that are compatible with the ciliation, the results of Theorem
5.7 extend to the non-semisimple case. It is proven in [AGS2], Propositions 2 and 3, for the
holonomies based on the comultiplication dual to A∗ and with different methods, that the
holonomies of such face paths satisfy and (32).
• Similarly, Lemma 5.8 holds in the non-semisimple case if p is a face path that is compatible with
the ciliation. The latter is required since Proposition 3.18 does not imply full gauge invariance
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in the non-semisimple case and the invariants with respect to the left and right coadjoint
action no longer coincide. Corollary 5.9 and Lemma 5.10 also hold in the non-semisimple case
without any additional assumptions, see also Proposition 2 and 3 in [AGS2].
• Lemmas 5.10 and 5.11, Proposition 5.12 and Theorem 5.13 hold in the case of a non-semisimple
ribbon Hopf algebra, although more care is required in the proof since T ∗(C(K)) 6= C(K),
S2 6= id and the weaker result in Proposition 3.18. Results analogous to Lemma 5.11 and
Proposition 5.12 and Theorem 5.13 were also derived in Propositions 2, 3, 4 in [AGS2], for
the holonomies based on the comultiplication dual to the multiplication of A∗, but by very
different methods. That these results hold for both notions of holonomies is unsurprising, since
the holonomies from Definition 5.2 coincide with the ones based on the comultiplication dual
to the multiplication of A∗ for face paths that are compatible with the ciliation. Note also that
the proof of Lemma 5.11 is mainly based on graph transformations, which are also defined in
the non-semisimple case.
• The projectors P ∗f : A∗ → A∗ from (35) and Lemma 5.14 cannot be generalised directly to the
non-semisimple case since they require a Haar integral. However, it is still possible to define
the moduli algebra by invariance requirements (see [AGS2, BR]).
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A Some facts about Hopf algebras
In this appendix, we collect some definitions and results on Hopf algebras that are needed in the
article. Unless specific citations are given, these definitions and results are standard and can be found
in any textbook on Hopf algebras, for instance the books by Kassel [Ka], Majid [Ma], Montgomery
[Mo] or Radford [R2].
A.1 Semisimplicity and Haar integrals
We start with the notion of (semi)simplicity. Recall that a Hopf algebra H is (semi)simple if it is
semisimple as an algebra and it is co(semi)simple if H∗ is (semi)simple.
Theorem A.1 ( [LR]). Let H be a finite-dimensional Hopf algebra over a field F of characteristic
zero. Then H is semisimple if and only if H∗ is semisimple if and only if S2 = idH .
Definition A.2. Let H be a Hopf algebra. A (normalised) Haar integral in H is an element
` ∈ H with h · ` = ` · h = (h) ` for all h ∈ H and (`) = 1.
Lemma A.3. If H is finite-dimensional and semisimple, then H has a Haar integral.
Lemma A.4. Let H be a Hopf algebra.
1. If `, `′ ∈ H are Haar integrals, then ` = `′.
2. If ` ∈ H is a Haar integral, then ∆(n)(`) is invariant under cyclic permutations and S(`) = `.
3. If ` ∈ H is a Haar integral then the element e = (id⊗ S)(∆(`)) is a separability idempotent in
H, i.e. one has m(e) = `(1)S(`(2)) = 1, e · e = e and for all h ∈ H
(h⊗ 1) ·∆(`) = (1⊗ S(h)) ·∆(`) ∆(`)(h⊗ 1) = ∆(`)(1⊗ S(h)).
4. If ` ∈ H is a Haar integral, then κ : H∗ ⊗H∗ → F, κ(α⊗ β) = 〈α · β, `〉 is a Frobenius form.
5. If ` ∈ H is a Haar integral, then 〈α(1), `〉α(2) = 〈α(2), `〉α(1) = 〈`, α〉 1 for all α ∈ H∗.
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Example A.5. The Hopf algebra structure of the group algebra F[G] of a finite group G is given by
g · h = gh, 1 = e, ∆(g) = g ⊗ g, (g) = 1, S(g) = g−1
for all g ∈ G, where e ∈ G denotes the unit element. The dual Hopf algebra is the set Fun(G) of
functions f : G→ F with the Hopf algebra structure
δg · δh = δg(h) δh, 1 = Σg∈Gδg, ∆(δg) = Σuv=gδu ⊗ δv, (δg) = δg(e), S(δg) = δg−1 ,
where δg : G→ F is given by δg(g) = 1, δg(h) = 0 if g 6= h. The Hopf algebra F[G] is cocommutative
and semisimple with Haar integral ` = Σg∈G g. The Hopf algebra Fun(G) is commutative and
semisimple with Haar integral η = δe.
A.2 Twisting
Definition A.6. Let H be a bialgebra. A twist for H is an invertible element F ∈ H ⊗H that
satisfies the conditions
F12(∆⊗ id)(F ) = F23(id⊗∆(F )) (⊗ id)(F ) = (id⊗ )(F ) = 1.
Lemma A.7. Let (H,m, 1,∆, ) be a bialgebra and F,G twists for H. Then:
1. The comultiplication ∆F,G = F ·∆ ·G−1 and counit  define a coalgebra structure on H.
2. The comultiplication ∆F,F = F ·∆ ·F−1 and  equip (H,m, 1) with the structure of a bialgebra.
3. If S : H → H is an antipode for H, then an antipode for the bialgebra from 2. is given by
SF = νF · S · ν−1F with νF = m ◦ (id⊗ S)(F ), ν−1F = (S ⊗ id)(F−1).
A.3 Quasitriangular Hopf algebras and ribbon algebras
Definition A.8. A Hopf algebra H is called quasitriangular if there is an invertible element
R = R(1) ⊗ R(2) ∈ H ⊗ H, the R-matrix, that satisfies R · ∆(h) = ∆op(h) · R for all h ∈ H,
(∆⊗ id)(R) = R13 ·R23 and (id⊗∆)(R) = R13 ·R12. The element Q = R21 ·R ∈ H ⊗H is called the
monodromy element. H is triangular if it is quasitriangular and R−121 = R(2) ⊗ S(R(1)) = R.
Lemma A.9. Let H be a finite-dimensional quasitriangular Hopf algebra over a field F and R =
R(1) ⊗R(2) an R-matrix. Then:
1. (id⊗ )(R) = (⊗ id)(R) = 1, (S ⊗ id)(R) = (id⊗ S−1)(R) = R−1, (S ⊗ S)(R) = R.
2. R−121 = R(2) ⊗ S(R(1)) is another R-matrix for H.
3. R satisfies the Quantum Yang Baxter equation (QYBE) R12R13R23 = R23R13R12.
4. The linear map DR : K∗ → K, α 7→ 〈α,R(1)〉R(2) is an algebra isomorphism, an anti-coalgebra
isomorphism and satisfies DR ◦ S = S−1 ◦DR.
5. The Drinfel’d element u = m ◦ (S ⊗ id)(R21) = m(R−121 ) ∈ H is invertible and satisfies
(u) = 1, ∆(u) = (u⊗ u)R−1R−121 and S2(h) = u · h · u−1 for all h ∈ H [Dr].
6. If char(F) = 0, this implies by Theorem A.1 that H is semisimple if and only if u is central.
7. The element uS(u) is called the quantum Casimir. It is central and satisfies S(uS(u)) =
uS(u), (uS(u)) = 1 and ∆(uS(u)) = R−1R−121 (uS(u)⊗ uS(u)) [Dr].
Definition A.10. Let H be a finite-dimensional quasitriangular Hopf algebra with R-matrix R.
Then H is called ribbon, if there is a central invertible element ν ∈ H, the ribbon element, with
uS(u) = ν2, (ν) = 1, S(ν) = ν, ∆(ν) = R−1R−121 (ν ⊗ ν).
Remark A.11. If H is ribbon with Drinfel’d element u and ribbon element ν, then the element
g = u−1 · ν satisfies g−1 = S(g), ∆(g) = g ⊗ g and gS(h) = S−1(h)g for all h ∈ H. It is called the
grouplike element.
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Lemma A.12 ([EG]). Let H be a finite-dimensional semisimple quasitriangular Hopf algebra over
a field of characteristic zero. Then H is ribbon with ribbon element ν = u−1.
Theorem A.13 ([Dr]). Let H be a finite-dimensional Hopf algebra. Define for h, h′ ∈ H, α, α′ ∈ H∗
(α⊗ h) · (α′ ⊗ h′) = 〈α′(3), h(1)〉〈α′(1), S−1(h(3))〉 αα′(2) ⊗ h(2)h′ 1 = 1H∗ ⊗ 1H
∆(α⊗ h) = α(2) ⊗ h(1) ⊗ α(1) ⊗ h(2) (α⊗ h) = H∗(α)H(h)
S(α⊗ h) = (1H∗ ⊗ SH(h)) · (SH∗(α)⊗ 1H). (36)
Then (H∗ ⊗H, ·, 1,∆, , 1, S) is a quasitriangular Hopf algebra, the Drinfel’d double D(H) of H.
For any basis {xi} of H with associated dual basis {αi} of H∗, the standard R-matrix of D(H) is
given by R = Σi1⊗ xi ⊗ αi ⊗ 1.
Example A.14 (Finite group). If G is a finite group, it follows from Example A.5 that the
quasitriangular Hopf algebra structure of the Drinfel’d double D(F[G]) = Fun(G)⊗ F[G] is given by
(δh ⊗ g) · (δh′ ⊗ g′) = δhδgh′g−1 ⊗ gg′ = δg−1hg(h′) δh ⊗ gg′ 1 = 1⊗ e
∆(δh ⊗ g) = Σu,v∈G,uv=h δv ⊗ g ⊗ δu ⊗ g (δh ⊗ g) = δh(e)
S(δh ⊗ g) = (1⊗ g−1)(δh−1) = δgh−1g−1 ⊗ g−1 R = Σg∈G 1⊗ g ⊗ δg ⊗ e.
Lemma A.15. Let H be a finite-dimensional Hopf algebra over a field of characteristic zero. Then
H is semisimple if and only if H∗ is semisimple if and only if D(H) is semisimple [R]. If ` ∈ H
and η ∈ H∗ are Haar integrals then η ⊗ ` is a Haar integral for D(H).
Definition A.16. Let H be a finite-dimensional quasitriangular Hopf algebra with R-matrix R. H
is called factorisable, if the Drinfel’d map DQ : H∗ → H, α 7→ (id⊗ 〈α, ·〉)(Q) = Q(1)〈α,Q(2)〉
with Q = R21R is an isomorphism of vector spaces.
Lemma A.17 ([Dr]). Let H be a finite-dimensional quasitriangular Hopf algebra. Then the Drinfel’d
double D(H) is factorisable.
B Module algebras over Hopf algebras
In this section we summarise basic facts about module (co)algebras over Hopf algebras that are
needed in this article. A good reference on this topic is the textbook [Ma] by Majid.
Definition B.1. Let H,K be Hopf algebras over F.
• An H-left module algebra is an algebra object in the category H-Mod of left H-modules,
i.e. an associative, unital algebra (A, ·, 1) together with an H-left module structure B : H ⊗A→ A,
h⊗ a 7→ hB a such that for all h, h′ ∈ H, a, a′ ∈ A
hB (a · a′) = (h(1) B a) · (h(2) B a′) hB 1A = (h) 1.
An H-right module algebra is a Hop-left module algebra, i.e. an algebra object in the category
Mod-H=Hop-Mod of right H-modules.
• An H-left module coalgebra is a coalgebra object in H-Mod, i.e. a coassociative, counital
coalgebra (A,∆, ) together with an H left-module structure B : H ⊗ A → A, h ⊗ a 7→ h B a such
that for all h, h′ ∈ H, a ∈ A
∆(hB a) = (h(1) B a(1))⊗ (h(2) B a(2)) (hB a) = (h) (a).
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An H-right module coalgebra is a Hop-left module coalgebra, i.e. a coalgebra object in Mod-
H = Hop-Mod.
• A (H,K)-bimodule (co)algebra is a (H ⊗ Kop)-left module (co)algebra. This is equivalent
to a H-left module algebra structure B : H ⊗ A → A and an K-right module algebra structure
C : A⊗K → A such that hB (aC k) = (hB a)C k for all a ∈ A, h ∈ H, k ∈ K.
Remark B.2. Let H,K be Hopf algebras and A an (H,K)-bimodule (co)algebra. Then A(c)op
becomes a (K,H)-bimodule (co)algebra with module structure k B′ a J h := S(h) B a C S(k) for
all a ∈ A, k ∈ K, h ∈ H. If φ : A → A is an invertible (co)algebra anti-homomorphism, then A
becomes a (K,H)-bimodule algebra with module structure k B′ a J h := φ−1(S(h)B φ(a)C S(k)).
Remark B.3. Let K be a finite-dimensional Hopf algebra with dual K∗ and H a Hopf algebra.
Then a H-left module structure B : H ⊗ K → K on K induces a H-right module structure
C∗ : H ⊗K∗ → K∗ defined by 〈αC∗ h, k〉 = 〈α, hB k〉 for all k ∈ K, α ∈ K∗ and h ∈ H. We call
the H-right module structure C∗ the H-module structure dual to B.
Example B.4. Let H be a Hopf algebra and H∗ its dual. Then:
1. The left regular action of H on itself B : H ⊗H → H, h⊗ k 7→ h · k gives H the structure
of an H-left module coalgebra.
2. The right regular action of H on itself C : H ⊗H → H, k⊗h 7→ k ·h gives H the structure
of an H-right module coalgebra.
3. The left regular action of H on H∗ B∗ : H ⊗H∗ → H∗, h ⊗ α 7→ 〈α(2), h〉α(1) is dual to
the right regular action of H on itself and gives H∗ the structure of an left H-module algebra.
4. The right regular action of H on H∗ C∗ : H∗ ⊗H → H∗, α ⊗ h 7→ 〈α(1), h〉α2 is dual to
the left regular action of H on itself and gives H∗ the structure of an H-right module algebra.
5. The left adjoint action of H on itself Bad : H ⊗H → H, h⊗ k 7→ h(1) · k · S(h(2)) gives H
the structure of an H-left module algebra.
6. The right adjoint action of H on itself Cad : H ⊗H → H, k ⊗ h 7→ S(h(1)) · k · h(2) gives
H the structure of an H-right module algebra.
7. The left coadjoint action B∗ad : H ⊗H∗ → H∗, h⊗ α 7→ 〈S(α(1))α(3), h〉α(2) is dual to the
right adjoint action of H on itself and gives H∗ the structure of an H-left comodule algebra.
8. The right coadjoint action C∗ad : H∗⊗H → H∗, α⊗h 7→ 〈α(1)S(α(3)), h〉α(2) is dual to the
left adjoint action of H on itself and gives H∗ the structure of an H-right comodule algebra.
9. The left and right regular action of H on itself (on H∗) equip H (H∗) with the structure of a
(H,H)-bimodule algebra.
Example B.5 (Finite group). For a finite group G, the Hopf algebra structure of the group algebra
F[G] and its dual Fun(G) are given in Example A.5. In this case, the left and right regular action of
F[G] on itself are given by the left and right multiplication of G. The left and right adjoint action
correspond to the action of G on itself by conjugation. The left and right regular action and the left
coadjoint action of F[G] on its dual Fun(G) are given by
g B δh = δhg−1 δh C g = δg−1h g Bad∗ δh = δghg−1 ∀g, h ∈ G.
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Definition B.6. Let H be a Hopf algebra, A an H-left module algebra and B an H-right module
algebra. The left cross product or left smash product A#LH is the algebra (A⊗H, ·) with
(a⊗ h) · (a′ ⊗ h′) = a(h(1) B a′) · h(2)h′. (37)
The right cross product or right smash product H#RB is the algebra (H ⊗B, ·) with
(h⊗ b) · (h′ ⊗ b′) = hh′(1) ⊗ (bC h′(2))b′. (38)
Definition B.7. Let H be a finite-dimensional Hopf algebra with dual H∗. The left and right
Heisenberg double of H are the cross products HL(H) = H∗#LH, HR(H) = H#RH∗ for the
left and right regular action of H on H∗. Explicitly, their multiplication laws are given by:
HL(H) : (α⊗ h) · (α′ ⊗ h′) = 〈α′(2), h(1)〉 αα′(1) ⊗ h(2)h′
HR(H) : (h⊗ α) · (h′ ⊗ α′) = 〈α(1), h′(2)〉 hh′(1) ⊗ α(2)α′.
Example B.8 (Finite group). For a finite group G, the Hopf algebra structure of the group algebra
F[G] and its dual Fun(G) are given in Example A.5. The left and right Heisenberg double of the
group algebra F[G] are given by
HL(F[G]) = Fun(G)⊗ F[G] : (δh ⊗ g) · (δh′ ⊗ g′) = δhδh′g−1 ⊗ gg′ = δhg(h′) δh ⊗ gg′
HR(F[G]) = F[G]⊗ Fun(G) : (g ⊗ δh) · (g′ ⊗ δh′) = gg′ ⊗ δhδgh′ = δg−1h(h′) gg′ ⊗ δh.
An essential feature of module algebras over a Hopf algebra is that the submodule of invariants is a
subalgebra. This is well-known, but we include the proof for convenience.
Lemma B.9. Let H be a Hopf algebra, M a H-left module with respect to B : H ⊗M →M and
Minv = {m ∈M : hBm = (h)m ∀h ∈ H}.
1. If M is an H-module algebra, then Minv is a subalgebra of M .
2. If ` ∈ H is a Haar integral, then the projector on Minv is given by Π : M →M , m 7→ `Bm.
Proof. If M is a H-module algebra, the properties of the counit imply for m,m′ ∈Minv and h ∈ H
hB (m ·m′) = (h(1) Bm) · (h(2) Bm′) = (h(1))(h(2))m ·m′ = (h)m ·m′ and hence m ·m′ ∈Minv.
If ` ∈ H is a Haar integral, then the identity ` · ` = ` and the fact that M is an H-module ensure
that Π is a projector: (Π ◦ Π)(m) = ` B (` Bm) = (` · `) Bm = ` Bm = Π(m) for all m ∈ M .
The identity h · ` = (h) ` for all h ∈ H implies Π(M) ⊂ Minv since for all h ∈ H, m ∈ M
h B Π(m) = h B (` Bm) = (h · `) Bm = (h) ` Bm = (h) Π(m). The identity (`) = 1 implies
m = (`)m = `Bm = Π(m) for m ∈Minv and hence Minv = Π(M).
Example B.10. For the H-left module structure on H∗ ⊗H∗ induced by the left regular action
B : H ⊗H∗ ⊗H∗ → H∗ ⊗H∗, hB (α⊗ β) = 〈α(2)β(2), h〉α(1) ⊗ β(1)
one has (H∗ ⊗H∗)inv = (id⊗ S) ◦∆(H∗).
That (id⊗S)◦∆(H∗) ⊂ (H∗⊗H∗)inv follows by a direct computation. For the converse, note that this
H-module structure is dual to the H∗-right-comodule structure on H∗ ⊗H∗ with the comultiplication
∆ : H∗ → H∗ ⊗H∗ as a comodule map and hence (H∗ ⊗H∗)inv = (H∗ ⊗H∗)coinv; see for instance
[Mo, Lemma 1.7.1]. As the module map C : H∗ ⊗H∗ ⊗H∗ → H∗ ⊗H∗, (α ⊗ β) C γ = α ⊗ β · γ
gives H∗ the structure of a H∗-right Hopf module, it follows from the fundamental theorem of Hopf
modules—see for instance [Mo, Theorem 1.4.9]—that H∗ ⊗H∗ ∼= (H∗ ⊗H∗)coinv ⊗H∗ and hence
dim(H∗ ⊗ H∗)inv = dim(H∗ ⊗ H∗)coinv = dimH∗ As the map (id ⊗ S) ◦ ∆ : H∗ → H∗ ⊗ H∗ is
injective, this proves the claim.
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The left coadjoint action of H on H∗ do not equip H∗ with the structure of a left or right module
algebra. Nevertheless, the submodule of invariants is a subalgebra, namely the character algebra of
H. If H is finite-dimensional semisimple, then S2 = id, and the submodules of invariants for the left
and right coadjoint action coincide and are both given by the character algebra.
Example B.11. Let H be finite-dimensional semisimple. Then for the left and right coadjoint
action of H on H∗ from Example B.4 one has
H∗inv = C(H) = {α ∈ H∗ : ∆(α) = ∆op(α)} = {α ∈ H∗ : 〈α, hk〉 = 〈α, kh〉 ∀h, k ∈ H} (39)
If α ∈ C(H) then ∆(n)(α) is invariant under cyclic permutations for all n ∈ N, and one obtains
αC∗ad h = 〈α(1)S(α(3)), h〉α(2) = 〈α(2)S(α(1)), h〉α(3) = (α(2))(h)α(3) = (h)α
hB∗ad α = 〈S(α(1))α(3), h〉α(2) = 〈S(α(2))α(1), h〉α(3) = (α(1))(h)α(2) = (h)α
Conversely, if α ∈ H∗ is invariant under the left or right coadjoint action of H on H∗ one has
〈α, hk〉 = 〈α, h(1)kh(3)S(h(2))〉 = 〈α(1)S(α(3)), h(1)〉〈α(2), kh(2)〉 = (h(1))〈α(,)kh(2)〉 = 〈α, kh〉
〈α, hk〉 = 〈α, S(k(2))k(1)hk(3)〉 = 〈S(α(1))α(3), k(2)〉〈α(2), k(1)h〉 = (k(2))〈α, k(1)h〉 = 〈α, kh〉.
C Twisted tensor products of quasitriangular Hopf algebras
In this section, we show how the R-matrix of a quasitriangular Hopf algebra K gives rise to twists for
the Hopf algebra K⊗n. We consider the n-fold tensor product K⊗n of a quasitriangular Hopf algebra
K with itself. For M ∈ K ⊗K and i, j ∈ {1, ..., n} pairwise distinct, we set Mi,j = ιij(M) ∈ Kn.
Then for all M,N ∈ K ⊗K, one has Mi,j ·Nk,l = Nk,l ·Mi,j if {i, j} ∩ {k, l} = ∅.
For a collection of elements A(i, j) ∈ K⊗n with i ∈ I, j ∈ J and I, J ⊂ {1, ..., n} that satisfy the
condition A(i, j) · A(k, l) = A(k, l) · A(i, j) if {i, j} ∩ {k, l} = ∅, we consider products of the form
Πi∈I,j∈JA(i, j) and suppose that the factors are ordered in such a way that A(i, j) is to the left of
A(j, k) if if i < k and j = l or i = k and j > l.
The aim of this section is to prove that for any R-matrix R and I ⊂ {1, ..., n} the elements
F ′ = Π1≤i<j≤nRn+i,j and G′ = Πi∈IR−1n+i,i are twists for K⊗n. This is equivalent to the statement
that the elements F = Π1≤i<j≤nRi,n+j and G = Πi∈IR−1i,n+i are twists for (Kcop)⊗n. Tis requires
two auxiliary lemmas.
Lemma C.1. Let R be an R-matrix for K. Then for all s ∈ {2, ..., n} one has(
Πsj=2Rj+n,3n
)
R1,3n
(
Πsj=2R1,j+n
)
=
(
Πsj=2R1,j+n
)
R1,3n (Rj+n,3n) ∈ K⊗3n
Proof. For s = 2, this reduces to the QYBE
R2+n,3nR1,3nR1,2+n = ι1(2+n)(3n)(R23R13R12) = ι1(2+n)3n(R12R13R23) = R1,2+nR1,3nR2+n,3n.
Suppose the claim is proven for 2 ≤ s ≤ m− 1 ≤ n. Then(
Πmj=2Rj+n,3n
)
R1,3n
(
Πmj=2R1,j+n
)
=
(
Πm−1j=2 Rj+n,3n
)
Rm+n,3nR1,3nR1,n+m
(
Πm−1j=2 R1,j+n
)
=
(
Πm−1j=2 Rj+n,3n
)
R1,n+mR1,3nRm+n,3n
(
Πm−1j=2 R1,j+n
)
= R1,n+m
(
Πm−1j=2 Rj+n,3n
)
R1,3n
(
Πm−1j=2 R1,j+n
)
Rm+n,3n
= R1,n+m
(
Πm−1j=2 R1,j+n
)
R1,3n
(
Πm−1j=2 Rj+n,3n
)
Rm+n,3n =
(
Πmj=2R1,j+n
)
R1,3n
(
Πmj=2Rj+n,3n
)
,
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where we used the convention about the ordering of the factors in the first and the last line, the QYBE
to pass from the first to the second line, the fact that factors Ri,j and Rk,l with {i, j} ∩ {k, l} = ∅
commute to pass to the third line and the induction hypothesis to pass to the fourth line.
Lemma C.2. Let R be an R-matrix for K. Then for all n ∈ N, n ≥ 2, one has in K⊗3n
(Π2≤i<j≤nRi+n,j+2n)
(
Πnj=2R1,j+nR1,j+2n
)
=
(
Πnj=2R1,j+n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi+n,j+2n) .
Proof. For n = 2, this reduces to the identity R1,3R1,5 = R1,3R1,5. Suppose the claim is proven for
m ≤ n − 1. Taking into account the ordering of the factors and the fact that Ri,j and Rk,l with
{i, j} ∩ {k, l} = ∅ commute, we obtain
(Π2≤i<j≤nRi+n,j+2n)
(
Πnj=2R1,j+nR1,j+2n
)
=
(
Πn−1j=2Rj+n,3n
)
(Π2≤i<j≤n−1Ri+n,j+2n)R1,2nR1,3n
(
Πn−1j=2R1,j+nR1,j+2n
)
= R1,2n
(
Πn−1j=2Rj+n,3n
)
R1,3n (Π2≤i<j≤n−1Ri+n,j+2n)
(
Πn−1j=2R1,j+nR1,j+2n
)
The last two factors correspond to the term for n− 1, just that the indices are shifted to the right.
Hence the induction hypothesis implies
(Π2≤i<j≤nRi+n,j+2n)
(
Πnj=2R1,j+nR1,j+2n
)
= R1,2n
(
Πn−1j=2Rj+n,3n
)
R1,3n
(
Πn−1j=2R1,j+n
) (
Πn−1j=2R1,j+2n
)
(Π2≤i<j≤n−1Ri+n,j+2n)
= R1,2n
(
Πn−1j=2R1,j+n
)
R1,3n
(
Πn−1j=2Rj+n,3n
) (
Πn−1j=2R1,j+2n
)
(Π2≤i<j≤n−1Ri+n,j+2n)
= R1,2n
(
Πn−1j=2R1,j+n
)
R1,3n
(
Πn−1j=2R1,j+2n
) (
Πn−1j=2Rj+n,3n
)
(Π2≤i<j≤n−1Ri+n,j+2n)
=
(
Πnj=2R1,j+n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi+n,j+2n)
where we used the ordering of the factors and the fact that Ri,j and Rk,l with {i, j} ∩ {k, l} = ∅
commute for the second line, Lemma C.1 for the third line, again the fact that Ri,j and Rk,l with
{i, j} ∩ {k, l} = ∅ commute for the fourth and the ordering of the factors for the last line.
Theorem C.3. Let R be an R-matrix for K. Then for all n ∈ N the element Fn = Π1≤i<j≤nRi,n+j ∈
K⊗n ⊗K⊗n is a twist for the Hopf algebra (Kcop)⊗n:
Fn12 · (∆op ⊗ id)(Fn) = Fn23 · (id⊗∆op)(Fn) (⊗ id)(Fn) = (id⊗ (Fn)) = 1.
Proof. The identities (⊗ id)(Fn) = (id⊗ (Fn)) = 1 follow because Ri,j = ιij(R) and (⊗ id)(R) =
(id⊗ )(R) = 1. This yields
(⊗ id)(Fn) = Π1≤i<j≤n(⊗ id)(Ri,n+j) = Π1≤i<j≤n ιn+j((⊗ id)(R)) = 1
(id⊗ )(Fn) = Π1≤i<j≤n(id⊗ )(Ri,n+j) = Π1≤i<j≤n ιi((id⊗ )(R)) = 1.
The remaining equations are proven by induction over n. First, note that for n = 1, we have
F 1 = 1⊗ 1 ∈ K ⊗K and hence the equation F 112(∆op ⊗ id)(F 1) = F 123(id⊗∆op)(F 1) holds trivially.
Suppose now identity Fm12(∆op⊗ id)(Fm) = Fm23(id⊗∆op)(Fm) holds for all m ∈ {1, ..., n− 1}. With
the identities (∆op ⊗ id)(R) = R23R12 and (id⊗∆op)(R) = R12R13 one computes
(∆op ⊗ id)(Fn) = Π1≤i<j≤nRi+n,j+2nRi,j+2n (id⊗∆op)(Fn) = Π1≤i<j≤nRi,j+nRi,j+2n.
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This yields
Fn12(∆op ⊗ id)(Fn) = (Π1≤i<j≤nRi,n+j) (Π1≤i<j≤nRi+n,j+2nRi,j+2n) (40)
=
(
Πnj=2R1,j+n
)
(Π2≤i<j≤nRi,n+j)
(
Πnj=2R1+n,j+2n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi+n,j+2nRi,j+2n)
=
(
Πnj=2R1,j+n
) (
Πnj=2R1+n,j+2n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi,n+j) (Π2≤i<j≤nRi+n,j+2nRi,j+2n) ,
where we used the ordering of the factors and the fact that Ri,j and Rk,l with {i, j} ∩ {k, l} = ∅
commute. Similarly, we obtain
Fn23(id⊗∆op)(Fn) = (Π1≤i<j≤nRi+n,j+2n) (Π1≤i<j≤nRi,j+nRi,j+2n)
=
(
Πnj=2R1+n,j+2n
)
(Π2≤i<j≤nRi+n,j+2n)
(
Πnj=2R1,j+nR1,j+2n
)
(Π2≤i<j≤nRi,j+nRi,j+2n)
By applying Lemma C.2 to the second and third factor in this product and reordering factors that
commute, we obtain
Fn23(id⊗∆op)(Fn) (41)
=
(
Πnj=2R1+n,j+2n
) (
Πnj=2R1,j+n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi+n,j+2n) (Π2≤i<j≤nRi,j+nRi,j+2n)
=
(
Πnj=2R1,j+n
) (
Πnj=2R1+n,j+2n
) (
Πnj=2R1,j+2n
)
(Π2≤i<j≤nRi+n,j+2n) (Π2≤i<j≤nRi,j+nRi,j+2n) .
Now, note that the first three factors in the last line of (40) and of (41) agree. By comparing the
last two factors in the last line of (40) and of (41) with, respectively, the first line of (40) and (41),
one finds that they are given by Fn−112 (∆op ⊗ id)(Fn−1) and Fn−123 (id⊗∆op)(Fn−1) up to a trivial
shift of the factors in the tensor product, which is the same for both terms. Hence by induction
hypothesis, the claim holds for m = n.
Lemma C.4. Let R be an R-matrix for K. Then for all n ∈ N and I ⊂ {1, ..., n} the element
Fn = Πi∈IR−1i,n+i ∈ K⊗n ⊗K⊗n is an R-matrix for the Hopf algebra (Kcop)⊗n:
Fn12 · (∆op ⊗ id)(Fn) = Fn23 · (id⊗∆op)(F ′n) (⊗ id)(Fn) = (id⊗ (Fn)) = 1.
Proof. With (∆op ⊗ id)(R−1) = R−113 R−123 , (id ⊗ ∆op)(R−1) = R−113 R−112 and using the fact that
R−1i+kn,i+ln commutes with Rj+mn,j+on for all i, j ∈ I with i 6= j and l, k,m, o ∈ {0, 1, 2}, we obtain
(∆op ⊗ id)(Fn) =
(
Πi∈IR−1i,i+2nR−1i+n,i+2n
)
=
(
Πi∈IR−1i,i+2n
) (
Πi∈IR−1i+n,i+2n
)
= Fn13Fn23
(id⊗∆op)(Fn) =
(
Πi∈IR−1i,i+2nR−1i,i+n
)
=
(
Πi∈IR−1i,i+2n
) (
Πi∈IR−1i+n,i+n
)
= Fn13Fn12.
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