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Abstract
The QR iteration method for tridiagonal matrices is in the heart of one classical method
to solve the general eigenvalue problem. In this paper we consider the more general class
of quasiseparable matrices that includes not only tridiagonal but also companion, comrade,
unitary Hessenberg and semiseparble matrices. A fast QR iteration method exploiting the Her-
mitian quasiseparable structure (and thus generalizing the classical tridiagonal scheme) is pre-
sented. The algorithm is based on an earlier work [Y. Eidelman and I. Gohberg, A modification
of the Dewilde–van der Veen method for inversion of finite structured matrices, Linear Algebra
Appl. 343–344 (2002) 419–450], and it applies to the general case of Hermitian quasiseparable
matrices of an arbitrary order.
The algorithm operates on generators (i.e., a linear set of parameters defining the quasi-
separable matrix), and the storage and the cost of one iteration are only linear. The results of
some numerical experiments are presented.
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An application of this method to solve the general eigenvalue problem via quasiseparable
matrices will be analyzed separately elsewhere.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Tridiagonal, semiseparable and quasiseparable matrices
Tridiagonal matrices are instrumental in a number of classical methods for solv-
ing the general eigenvalue problem. It is well-known [12] that the inverses of tridiag-
onal matrices are not sparse, but they have a (1, 1)-semiseparable structure defined
next.
A matrix A is called order (nL, nU)-semiseparable if
A=D+ tril(AL)+ triu(AU), where rank AL = nL, rank AU = nU (1.1)
with some matrices AL, AU and a diagonal matrix D. Here tril(A) and triu(A) are
the standard MATLAB notations standing for the strictly lower and strictly upper
triangular parts of A, resp.
It is very easy to see that tridiagonal matrices are not semiseparable, we will
return to this observation in a moment. In fact, both belong to the more general
class of quasiseparable matrices defined next. Following [7] we refer to A as an
order-(nL, nU)-quasiseparable matrix if
nL = max rank A21, nU = max rank A12, (1.2)
where the maximum is taken over all symmetric partitions of the form A =[ ∗ A12
A21 ∗
]
. In case nU = nL = r one refers to A as an order-r-quasiseparable3
matrix.
1.2. Generators
A computationally important property of N × N quasiseparable matrices A is
(see [5, p. 55] and also [7]) that they can be represented by only O((nL + nU)N)
parameters via
3 Quasiseparable matrices are also known under different names such as matrices with a low Hankel
rank [5], or weakly semiseparable matrices [16].
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(1.3)
where a×ij = ai−1 · · · · · aj+1, b×ij = bi+1 · · · · · bj−1 with ai+1,i = bi,i+1 = 1.
Here pi (i = 2, . . . , N) are vector rows and qj (j = 1, . . . , N − 1) are vector
columns of sizes r ′i−1 and r ′j respectively, and ak (k = 2, . . . , N − 1) are matrices
of sizes r ′k × r ′k−1; these elements are said to be lower generators of the matrix A
with orders r ′k (k = 1, . . . , N − 1). The elements gi (i = 1, . . . , N − 1) are vector
rows and hj (j = 2, . . . , N) are vector columns of sizes r ′′i and r ′′j−1 respectively,
and bk (k = 2, . . . , N − 1) are matrices of sizes r ′′k−1 × r ′′k ; these elements are said
to be upper generators of the matrix A with orders r ′′k (k = 1, . . . , N − 1). The
numbers dk (k = 1, . . . , N) are the diagonal entries of the matrix A. Here nL =
max1kN−1 r ′k, nU = max1kN−1 r ′′k . Though we focus in this paper on algorithms
for matrices with scalar entries, block quasiseparable matrices are also used in our
proofs and computations.
Notice that for a given quasiseparable matrix generators are not unique. The
appropriate choice of generators could be important in particular applications since
it determines the numerical behaviour of the corresponding algorithms. Examples
of making good numerical choices for generators can be found in [6,8,18,17]. The
analysis of all possible choices of generators for a given quasiseparable matrix will
be presented elsewhere.
1.3. The tridiagonal and quasiseparable QR iteration
It is well known that the QR iteration can be implemented very efficiently for
tridiagonal A. The relevant facts are: (i) A = QR can be computed cheaply; (ii) the
next iterant A1 = RQ is also tridiagonal [15]. Both facts carry over to the more gen-
eral Hermitian quasiseparable case: (i) we can also compute A = QR fast (cf with
[9]); (ii) the next iterant A1 = RQ has the same order of quasiseparability (cf with
[7]). Moreover, as explained next the algorithms for computing Q, R, and A1 = RQ
can be constructed from building blocks that have already been used in [7,9] for
different purposes.
1.4. The structure of the Q and R factors
To compute the generators of the Q and R factors we adapt the algorithm of [9]
(derived there via applying the more general Dewilde–Van der Veen method [5] to
finite quasiseparable matrices). Specifically, given generators of an order (nL, nU)
quasiseparable matrix A, the algorithm of [9] computes
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A︸︷︷︸
(nL,nU)
= V︸︷︷︸
(nL,∗)
· U︸︷︷︸
(∗,nL)
· R︸︷︷︸
(0,nL+nU)
,
where the order of quasiseparability is shown in the bottom line. Here V,U are
unitary matrices and R is an upper triangular matrix.
Matrices V and U are quasiseparable, so it is not surprising that Q = VU has
some structure as well. It can be shown that the factor Q = VU is order (nL, nL)
quasiseparable. Hence in order to convert an algorithm of [9] into a form computing
the generators of Q and R one just needs to provide a structure-exploiting method for
multiplying V and U . A similar method for multiplication of quasiseparable matrices
has already been used in [7], and here we adapt the approach to produce an O(N)
algorithm for computing generators of the factors in
A︸︷︷︸
(nL,nU)
= Q︸︷︷︸
(nL,nL)
· R︸︷︷︸
(0,nL+nU)
. (1.4)
1.5. Quasiseparable QR iteration
If A is Hermitian, then (1.4) becomes
A︸︷︷︸
(n,n)
= Q︸︷︷︸
(n,n)
· R︸︷︷︸
(0,2n)
. (1.5)
Now, observe that the Hermitian quasiseparable structure is inherited under QR iter-
ation, i.e., that the order of quasiseparability of A1 is also n:
A1︸︷︷︸
(n,n)
= R︸︷︷︸
(0,2n)
· Q︸︷︷︸
(n,n)
. (1.6)
Though this fact follows from the multiplication algorithms of [7] (applied to the
particular patterns of Q and R shown in (1.6)), we provide here a different and a
more transparent explanation. Let us partition A and A1 as in
A =
[
A11 A12
A21 A22
]
=
[
Q11 Q12
Q21 Q22
]
·
[
R11 R12
0 R22
]
and
A1 =
[
A
(1)
11 A
(1)
12
A
(1)
21 A
(1)
22
]
=
[
R11 R12
0 R22
]
·
[
Q11 Q12
Q21 Q22
]
so that A21 = Q21R11 and A(1)21 = R22Q21. Assume, for simplicity, that R is invert-
ible (this assumption is not used in the paper). Then it is immediate to see that
rank A21 = rank A(1)21 . In the Hermitian case it means that A1 inherits the order of
quasiseparability of A. Again, the techniques of [7] for multiplication of quasisep-
arable matrices can be adapted to compute A1 = RQ, or A1 for the shifted QR
iteration method
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A − σI = QR,
A1 = σI + RQ.
Notice that the total complexity of one step of QR iteration is O(n3N) as it is shown
in Section 6.
1.6. The context and the structure of the paper
Various numerical methods for quasiseparable matrices are being suggested in
parallel papers [1–4,11,13,14,17]. Their QR-iteration methods were studied for sev-
eral special cases of quasiseparable matrices, mostly for the order-one matrices and
their derivatives. For example, a special perturbation of a symmetric order-one mat-
rix is considered in [2]. A symmetric matrix represented as a sum of a diagonal
matrix and a semiseparable of order one Green (Hessenberg like) matrix is stud-
ied in [17,18], in these works the implicit shift technique was applied. Some types
of quasiseparable matrices invariant under QR iterations were considered also in
[1,10]. Remark that tridiagonal matrices are not semiseparable and hence the semi-
separable algorithms are not generalizations of the classical methods rather their
alternatives.
The algorithms presented here differ from their in three aspects. First, they are
not limited to the low order of semiseparability. Secondly, they apply to the more
general (Hermitian) quasiseparable structure and hence generalize both classical tri-
diagonal and semi-separable methods. Finally, they are based on an the earlier work
and explicitly employ the ingredients available in the literature. An application of
our method to solve the general eigenvalue problem via quasiseparable matrices will
appear separately elsewhere.
The paper consists of seven sections. Section 1 is the introduction. Section 2
contains the definitions. In Section 3 we present without proof an algorithm which is
a modification of the Dewilde–van der Veen method and based on this algorithm
derive an algorithm for QR factorization of a quasiseparable matrix. In Section
4 we consider one step of QR iteration for quasiseparable matrices and derive an
algorithm to compute the lower generators and the diagonal entries of the next iter-
ant via the generators of the previous one. In Section 5 we consider the case of a
Hermitian quasiseparable matrix. Section 6 contains expressions for complexities
of the obtained algorithms. In Section 7 we presents results of numerical experi-
ments.
2. Definitions
Let {ak}, k = 1, . . . , N be a family of matrices of sizes rk × rk−1. For positive
integers i, j, i > j define the operation a×ij as follows: a
×
ij = ai−1 . . . aj+1 for i >
j + 1, a×j+1,j = Irj .
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Let {bk}, k = 1, . . . , N be a family of matrices of sizes rk−1 × rk . For positive
integers i, j, j > i define the operation b×ij as follows: b
×
ij = bi+1 . . . bj−1 for j >
i + 1, b×i,i+1 = Iri .
It is easy to see that
a×ik = a×ij a×j+1,k, i > j  k (2.1)
and
b×kj = b×k,i+1b×i,j , k  i < j. (2.2)
Let R = {Rij }Ni,j=1 be a matrix with block entries Rij of sizes mi × nj . Assume that
the entries of this matrix are represented in the form
Rij =


pia
×
ij qj , 1  j < i  N,
di, 1  i = j  N,
gib
×
ij hj , 1  i < j  N.
(2.3)
Here pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1) are matri-
ces of sizes mi × r ′i−1, r ′j × nj , r ′k × r ′k−1 respectively; these elements are said to be
lower generators of the matrix R with orders r ′k (k = 1, . . . , N − 1). The elements
gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1) are matrices of
sizes mi × r ′′i , r ′′j−1 × nj , r ′′k−1 × r ′′k respectively; these elements are said to be upper
generators of the matrix R with orders r ′′k (k = 1, . . . , N − 1). The matrices dk (k =
1, . . . , N) of sizes mk × nk are said to be diagonal entries of the matrix R. We define
also orders of generators r ′k , r ′′k for k = 0, N setting them to be zeros. For scalar
matrices the generators pi, gi and qj , hj are rows and columns of the correspond-
ing sizes. Set nL = max1kN−1 r ′k , nU = max1kN−1 r ′′k , the matrix R is said to
be order nL lower quasiseparable and order nU upper quasiseparable or (nL, nU)
quasiseparable.
Formally, we use some calculation rules with matrices that have blocks with
dimension zero. Aside from obvious rules, the product of an “empty” matrix of
dimension m × 0 and an empty matrix of dimension 0 × n is a matrix of dimension
m × n with all elements equal to 0. All further rules of block matrix multiplication
remain consistent. Such operations are used in MATLAB.
3. The QR factorization
Let R = {Rij }Ni,j=1 be a matrix with entries from C with given generators. We
present here an algorithm for computing generators and diagonal entries of unitary
matrix Q and upper triangular matrix S such that R = QS. The main part of the
algorithm is based on the following result from [9]. This algorithm from [9] yields the
factorization of the matrix R in the form R = VUS, where V , U are block unitary
matrices, V is block lower triangular, U is block upper triangular, S is an upper trian-
gular matrix. The matrices V , U , S are given by their generators which are computed
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using QR factorizations for the matrices of small sizes obtained via generators of the
original matrix.
Theorem 3.1. Let R = {Rij }Ni,j=1 be a scalar matrix with lower generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1) of orders r ′k (k = 1, . . . ,
N − 1), upper generators gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k = 2,
. . . , N − 1) of orders r ′′k (k = 1, . . . , N − 1) and diagonal entries dk (k = 1,
. . . , N). Let us define the numbers ρk via recursive relations ρN = 0, ρk−1 =
min{1 + ρk, r ′k−1}, k = N, . . . , 2, ρ0 = 0 and the numbers mk = 1, nk = 1, νk =
1 + ρk − ρk−1, ρ′k = r ′′k + ρk, k = 1, . . . , N.
The matrix R admits the factorization
R = VUS,
where V is a unitary matrix represented in the block lower triangular form with
blocks of sizes mi × νj (i, j = 1, . . . , N), lower generators (pV )i (i = 2, . . . , N),
(qV )j (j = 1, . . . , N − 1), (aV )k (k = 2, . . . , N − 1) of orders ρk (k = 1, . . . , N
−1) and diagonal entries (dV )k (k = 1, . . . , N), U is a unitary matrix represented
in the block upper triangular form with blocks of sizes νi × nj (i, j = 1, . . . , N),
upper generators (gU )i (i = 1, . . . , N − 1), (hU )j (j = 2, . . . , N), (bU )k(k = 2,
. . . , N − 1) of orders ρk (k = 1, . . . , N − 1) and diagonal entries (dU )k
(k = 1, . . . , N) and S is an upper triangular matrix with upper generators (gS)i (i =
1, . . . , N − 1), (hS)j (j = 2, . . . , N), (bS)k (k = 2, . . . , N − 1) of orders ρ′k (k =
1, . . . , N − 1) and diagonal entries (dS)k (k = 1, . . . , N).
The generators and the diagonal entries of the matrices V,U, S are determined
using the following algorithm.
1.1. If r ′N−1 > 0 set
XN = pN, (pV )N = 1, (hS)N =
[
hN
dN
]
,
(dV )N to be 1 × 0 empty matrix, N to be 0 × 1 empty matrix;
if r ′N−1 = 0 set XN to be 0 × 0 empty matrix, (pV )N to be 1 × 0 empty matrix,
(dV )N = 1, (hS)N = hN, N = dN .
1.2. For k = N − 1, . . . , 2 perform the following. Compute the QR factorization[
pk
Xk+1ak
]
= Vk
(
Xk
0
)
,
where Vk is a unitary matrix of sizes (1 + ρk) × (1 + ρk), Xk is a matrix of sizes
ρk−1 × r ′k−1. Determine matrices (pV )k, (aV )k, (dV )k, (qV )k of sizes 1 × ρk−1,
ρk × ρk−1, 1 × νk, ρk × νk from the partition
Vk =
[
(pV )k (dV )k
(aV )k (qV )k
]
.
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Compute
h′k =(pV )∗kdk + (aV )∗kXk+1qk, (hS)k =
[
hk
h′k
]
,
(bS)k =
(
bk 0
(p∗V )kgk (aV )∗k
)
,
k =
[
(dV )
∗
kgk (qV )
∗
k
]
,
k =(dV )∗kdk + (qV )∗kXk+1qk.
1.3. Set V1 = Iν1 and define matrices (dV )1, (qV )1 of sizes 1 × ν1, ρ1 × ν1 from
the partition
V1 =
[
(dV )1
(qV )1
]
;
compute
1 =
(
d1
X2q1
)
, 1 =
(
g1 0
0 Iρ1
)
.
Thus we have computed generators and diagonal entries of the matrix V and gener-
ators (bS)k, (hS)k of the matrix S.
2.1. Compute the QR factorization
[
1 1
] = U1 [(dS)1 (gS)10 Y1
]
,
where U1 is a unitary matrix of sizes ν1 × ν1, (dS)1 is a number, (gS)1 is a row of
size ρ′1, Y1 is a matrix of sizes ρ1 × ρ′1. Determine matrices (dU )1, (gU )1 of sizes
ν1 × 1, ν1 × ρ′1 from the partition
U1 =
[
(dU )1 (gU )1
]
.
2.2. For k = 2, . . . , N − 1 perform the following. Compute the QR factorization[
Yk−1(hS)k Yk−1(bS)k
k k
]
= Uk
[
(dS)k (gS)k
0 Yk
]
,
where Uk is a unitary matrix of sizes (1 + ρk) × (1 + ρk), (dS)k is a number, (gS)k
is a row of size ρ′k, Yk is a matrix of sizes ρk × ρ′k. Determine matrices (dU )k, (gU )k,
(hU )k, (bU )k of sizes (1 + ρk − ρk−1) × 1, (1 + ρk − ρk−1) × ρk, ρk−1 × 1,
ρk−1 × ρk from the partition
Uk =
[
(hU )k (bU )k
(dU )k (gU )k
]
.
2.3. If r ′N−1 > 0 set (hU )N = 1 and (dU )N to be 0 × 1 empty matrix;
if r ′N−1 = 0 set (dU )N = 1 and (hU )N to be 0 × 1 empty matrix;
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compute
(dS)N =
[
YN−1(hS)N
N
]
.
Thus we have computed generators and diagonal entries of the matrix U and gener-
ators (gS)k and diagonal entries (dS)k of the matrix S.
Theorem 3.1 yields the QR-factorization of the matrix R, i.e. representation of
R in the form R = QS with the unitary matrix Q = VU and the upper triangular
matrix S. For the next considerations we should obtain generators of the matrix Q
explicitly. To do it we should only compute generators of the product Q = VU of
two block triangular quasiseparable matrices.
Theorem 3.2. Let R = {Rij }Ni,j=1 be a scalar matrix with lower generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1) of orders r ′k (k = 1, . . . ,
N − 1), upper generators gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k =
2, . . . , N − 1) of orders r ′′k (k = 1, . . . , N − 1) and diagonal entries dk (k = 1, . . . ,
N). Let us define the numbers ρk via recursive relations ρN = 0, ρk−1 = min{1 +
ρk, r
′
k−1}, k = N, . . . , 2, ρ0 = 0 and the numbers ρ′k = r ′′k + ρk, k = 1, . . . , N.
The matrix R admits the factorization
R = QS,
where Q is a unitary matrix with lower generators (pQ)i (i = 2, . . . , N), (qQ)j
(j = 1, . . . , N − 1), (aQ)k (k = 2, . . . , N − 1) of orders ρk (k = 1, . . . , N − 1),
upper generators (gQ)i (i = 1, . . . , N − 1), (hQ)j (j = 2, . . . , N), (bQ)k (k = 2,
. . . , N − 1) of orders ρk (k = 1, . . . , N − 1) also and diagonal entries (dQ)k (k =
1, . . . , N) and S is an upper triangular matrix with upper generators (gS)i (i =
1, . . . , N − 1), (hS)j (j = 2, . . . , N), (bS)k (k = 2, . . . , N − 1) of orders ρ′k
(k = 1, . . . , N − 1) and diagonal entries (dS)k (k = 1, . . . , N).
The generators and the diagonal entries of the matrices Q and S are determined
using the following algorithm.
1. Using the algorithm from Theorem 3.1 compute generators and diagonal entries
of the upper triangular matrix S and of the unitary block triangular matrices V
and U such that R = VUS.
2. Compute generators and diagonal entries of the matrix Q = VU using genera-
tors and diagonal entries of the matrices V,U as follows.
2.1. Compute
z1 = (qV )1(gU )1,
(qQ)1 = (qV )1(dU )1, α1 = (aV )2z1, (3.1)
(dQ)1 = (dV )1(dU )1, β1 = z1, (3.2)
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(gQ)1 = (dV )1(gU )1, γ1 = z1(bU )2. (3.3)
Set (aV )N = 00×ρN−1 , (bV )N = 0ρN−1×0.
2.2. For i = 2, . . . , N − 1 perform the following. Set
(pQ)i = (pV )i, (aQ)i = (aV )i, (bQ)i = (bU )i, (hQ)i = (hU )i .
Compute
zi = (qV )i(gU )i, (3.4)
(qQ)i = (qV )i(dU )i + αi−1(hU )i, αi = (aV )i+1[zi + αi−1(bU )i], (3.5)
(dQ)i = (dV )i(dU )i + (pV )iβi−1(hU )i, βi = zi + (aV )iβi−1(bU )i, (3.6)
(gQ)i = (dV )i(gU )i + (pV )iγi−1, γi = [zi + (aV )iγi−1](bU )i+1. (3.7)
2.3. Set (pQ)N = (pV )N , (hQ)N = (hU )N . Compute
(dQ)N = (dV )N(dU )N + (pV )NβN−1(hU )N . (3.8)
Proof. We should justify the second stage of the algorithm. Let Q = {Qij }Ni,j=1,
V = {Vij }Ni,j=1, U = {Uij }Ni,j=1. For N  i > j  1 since U is an upper triangular
matrix and (pV )i (i = 2, . . . , N), (qV )j (j = 1, . . . , N − 1), (aV )k (k = 2, . . . ,
N − 1) are lower generators of the matrix V we have
Qij =
j∑
k=1
VikUkj =
j∑
k=1
(pV )i(aV )
×
ik(qV )kUkj .
Using the equality (2.1) we obtain
Qij = (pV )i(aV )×ij (qQ)j , 1  j < i  N,
where
(qQ)j =
j∑
k=1
(aV )
×
j+1,k(qV )kUkj , j = 1, . . . , N − 1. (3.9)
This implies that the matrix Q has the lower generators (pQ)i = (pV )i (i = 2, . . . ,
N), (aQ)k = (aV )k (k = 2, . . . , N − 1) and (qQ)j (j = 1, . . . , N − 1) defined in
(3.9). This in particular means that the orders ρk (k = 1, . . . , N − 1) of these gener-
ators are the same as for the matrix V . Now we must check that the generators (qQ)j
satisfy the relations (3.1), (3.5). Indeed for j = 1 we have
(qQ)1 = (aV )×2,1(qV )1U11 = (qV )1(dU )1
and for j = 2, . . . , N −1 using Ujj = (dU )j and the fact that (gU )i (i = 1, . . . , N −
1), (hU )j (j = 2, . . . , N), (bU )k (k = 2, . . . , N − 1) are the upper generators of
the matrix U we get
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(qQ)j =
j−1∑
k=1
(aV )
×
j+1,k(qV )k(gU )k(bU )
×
kj (hU )j + (aV )×j+1,j (qV )j (dU )j
= αj−1(hU )j + (qV )j (dU )j ,
where
αj−1 =
j−1∑
k=1
(aV )
×
j+1,k(qV )k(gU )k(bU )
×
kj .
We have
α1 = (aV )×3,1(qV )1(gU )1(bU )×2,1 = (aV )2(qV )1(gU )1
and using the relations (2.1) and (2.2) we obtain
αj =
j∑
k=1
(aV )
×
j+2,k(qV )k(gU )k(bU )
×
k,j+1
= (aV )×j+2,j (qV )j (gU )j (bU )×j,j+1
+(aV )j+1

j−1∑
k=1
(aV )
×
j+1,k(qV )k(gU )k(bU )
×
kj

 (bU )j
= (aV )j+1(qV )j (gU )j + (aV )j+1αj−1)(bU )j ,
which completes the proof of (3.1) and (3.5).
For diagonal entries of the matrix Q we have
(dQ)1 = Q11 = V11U11 = (dV )1(dU )1
and for i = 2, . . . , N
Qii =
i∑
k=1
VikUki = ViiUii +
i−1∑
k=1
VikUki = (dV )i(dU )i + (pV )iβi−1(hU )i,
where
βi−1 =
i−1∑
k=1
(aV )
×
ik(qV )k(gU )k(bU )
×
ki
We have β1 = (qV )1(gU )1 and using the relations (2.1) and (2.2) we obtain
βi =
i∑
k=1
(aV )
×
i+1,k(qV )k(gU )k(bU )
×
k,i+1
= (aV )×i+1,i (qV )i(gU )i(bU )×i,i+1
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+ (aV )i

j−1∑
k=1
(aV )
×
ik(qV )k(gU )k(bU )
×
ki

 (bU )i
= (qV )i(gU )i + (aV )iβi−1)(bU )i,
which completes the proof of (3.2), (3.6) and (3.8).
The proof of the relations (3.3) and (3.7) is performed in the same way as the
proof of (3.1) and (3.5). 
Corollary 1. Let R be a (nL, nU) quasiseparable matrix with scalar entries and
let R = QS be the factorization obtained in Theorem 3.2. Then the unitary matrix
Q is (nL, nL) quasiseparable and the upper triangular matrix S is nL + nU upper
quasiseparable.
Proof. By Theorem 3.2 the matrix Q has lower and upper generators of the orders
ρk (k = 1, . . . , N − 1) defined by the relations
ρN = 0, ρk−1 = min{1 + ρk, r ′k−1}, k = N, . . . , 2 (3.10)
and by Theorem 3.1 the matrix S has upper generators of orders
ρ′k = r ′′k + ρk, k = 1, . . . , N − 1. (3.11)
From the inequalities r ′k  nL (k = 1, . . . , N − 1) and the relations (3.10) it follows
that
ρk  r ′k  nL, k = 1, . . . , N − 1 (3.12)
and hence the maximal order of generators of the matrix Q is not greater than nL.
Next from (3.11) and (3.12) we conclude that the maximal order of upper generators
of the matrix S is not greater than nL + nU. 
4. The QR iteration
We consider the QR iteration algorithm for matrices defined via generators. In
each iteration step for a given matrix R and for a given real number σ the new iterant
R1 is obtained by the rule{
R − σI = QS,
R1 = σI + SQ,
where Q is a unitary matrix and S is an upper triangular matrix. We show that the
matrix R1 has lower generators with the same orders as for the lower generators
of the matrix Q and hence these orders are not greater than the orders of the cor-
responding generators of the matrix R and obtain an algorithm for computation of
these generators and the diagonal entries of the matrix R1.
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Theorem 4.1. Let R = {Rij }Ni,j=1 be a scalar matrix with lower generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1) of orders r ′k (k = 1,
. . . , N − 1), upper generators gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k =
2, . . . , N − 1) of orders r ′′k (k = 1, . . . , N − 1) and diagonal entries dk (k = 1, . . . ,
N) and σ be a real number. Let us define the numbers ρk via recursive relations
ρN = 0, ρk−1 = min{1 + ρk, r ′k−1}, k = N, . . . , 2, ρ0 = 0. Define the matrix R1
by the rule{
R − σI = QS,
R1 = σI + SQ,
where Q is a unitary matrix and S is an upper triangular matrix.
The matrix R1 has lower generators of orders ρk (k = 1, . . . , N − 1). These lower
generators p(1)i (i = 2, . . . , N), q(1)j (j = 1, . . . , N − 1), a(1)k (k = 2, . . . , N − 1)
and the diagonal entries d(1)k (k = 1, . . . , N) of the matrix R are determined using
the following algorithm.
1. Apply to the matrix R − σI, which has the same lower and upper generators as
the matrix R and the diagonal entries dk − σ (k = 1, . . . , N), the algorithm from
Theorem 3.2, to compute the lower generators (pQ)i (i = 2, . . . , N), (qQ)j (j =
1, . . . , N − 1), (aQ)k (k = 2, . . . , N − 1) and the diagonal entries (dQ)k (k =
1, . . . , N) of the matrix Q and the upper generators (gS)i (i = 1, . . . , N − 1),
(hS)j (j = 2, . . . , N), (bS)k (k = 2, . . . , N − 1) and the diagonal entries
(dS)k (k = 1, . . . , N) of the matrix S.
2. Compute the lower generators and the diagonal entries of the matrix R1 as fol-
lows.
2.1. Compute
zN = (hS)N(pQ)N,
p
(1)
N = (dS)N(pQ)N, αN = zN(aQ)N−1, (4.1)
d
(1)
N = (dS)N(dQ)N + σ, βN = zN . (4.2)
Set (aQ)1 = 0ρ1×0.
2.2. For i = N − 1, . . . , 2 perform the following. Set
q
(1)
i = (qQ)i, a(1)i = (aQ)i .
Compute
zi = (hS)i(pQ)i, (4.3)
p
(1)
i = (dS)i(pQ)i + (gS)iαi+1, αi = [zi + (bS)iαi+1](aQ)i−1, (4.4)
d
(1)
i = (dS)i(dQ)i + (gS)iβi+1(qQ)i +σ, βi = zi + (bS)iβi+1(aQ)i . (4.5)
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2.3. Set q(1)1 = (qQ)1. Compute
d
(1)
1 = (dS)1(dQ)1 + (gS)1β2(qQ)1 + σ. (4.6)
Proof. We should justify the second stage of the algorithm. Let Q = {Qij }Ni,j=1,
S = {Sij }Ni,j=1 and R1 = {R(1)ij }Ni,j=1. For N  i > j  1 using the fact S is an
upper triangular matrix and (pQ)i (i = 2, . . . , N), (qQ)j (j = 1, . . . , N − 1),
(aQ)k (k = 2, . . . , N − 1) are lower generators of the matrix Q we have
R
(1)
ij =
N∑
k=i
SikQkj =
N∑
k=i
Sik(pQ)k(aQ)
×
kj (qQ)j .
Using the equality (2.1) we obtain
R
(1)
ij = p(1)i (aQ)×ij (qQ)j , 1  j < i  N,
where
p
(1)
i =
N∑
k=i
Sik(pQ)k(aQ)
×
k,i−1, i = 2, . . . , N. (4.7)
This implies that the matrix R(1) has the lower generators a(1)k = (aQ)k (k = 2,
. . . , N − 1), q(1)j = (qQ)j (j = 1, . . . , N − 1) and p(1) (i = 2, . . . , N) defined in
(4.7). This in particular means that the orders ρk (k = 1, . . . , N − 1) of these gener-
ators are the same as for the matrix Q. Now we must check that the generators p(1)i
satisfy the relations (4.1) and (4.4). Indeed for i = N we have
p
(1)
N = SNN(pQ)N(aQ)×N,N−1 = (dS)N(pQ)N
and for i = N − 1, . . . , 2 using Sjj = (dS)j and the fact that (gS)i (i = 1, . . . , N −
1), (hS)j (j = 2, . . . , N), (bS)k (k = 2, . . . , N − 1) are the upper generators of
the matrix S we get
p
(1)
i =(gS)i
N∑
k=i+1
(bS)
×
ik(hS)k(pQ)k(aQ)
×
k,i−1 + (dS)i(pQ)i(aQ)×i,i−1
=(dS)i(pQ)i + (gS)iαi+1,
where
αi+1 =
N∑
k=i+1
(bS)
×
ik(hS)k(pQ)k(aQ)
×
k,i−1.
We have
αN = (bS)×N−1,N (hS)N(pQ)N(aQ)×N,N−2 = (hS)N(pQ)N(aQ)N−1
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and using the relations (2.1) and (2.2) we obtain
αi =
N∑
k=i
(bS)
×
i−1,k(hS)k(pQ)k(aQ)
×
k,i−2
= (bS)×i−1,i (hS)i(pQ)i(aQ)×i,i−2
+ (bS)i

 N∑
k=i+1
(bS)
×
ik(hS)k(pQ)k(aQ)
×
k,i−1

 (aQ)i−1
= [(hS)i(pQ)i + (bS)iαi+1](aQ)i−1,
which completes the proof of (4.1) and (4.4).
For diagonal entries of the matrix S we have
d
(1)
N = R(1)NN = SNNQNN = (dS)N(dQ)N
and for i = N − 1, . . . , 1
R
(1)
ii =
N∑
k=i
SikQki = SiiQii +
N∑
k=i+1
SikQki = (dS)i(dQ)i + (gS)iβi+1(hS)i,
where
βi+1 =
N∑
k=i+1
(bS)
×
ik(hS)k(pQ)k(aQ)
×
ki .
We have β1 = (qV )1(gU )1 and using the relations (2.1) and (2.2) we obtain
βi =
N∑
k=i
(bS)
×
i−1,k(hS)k(pQ)k(aQ)
×
k,i−1
= (bS)×i−1,i (hS)i(pQ)i(aQ)×i,i−1
+ (bS)i

 N∑
k=i+1
(bS)
×
ik(hS)k(pQ)k(aQ)
×
ki

 (aQ)i
= (hS)i(pQ)i + (bS)iβi+1)(aQ)i,
which completes the proof of (4.2), (4.5) and (4.6). 
Corollary 2. Let R be a lower nL quasiseparable matrix with scalar entries and
let R1 be the matrix obtained in Theorem 3.2. Then the unitary matrix Q is (nL, nL)
quasiseparable matrix and the upper triangular matrix S is nL + nU upper quasi-
separable.
Proof follows directly from Theorem 4.1 and Corollary 1.
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5. The eigenvalue computations for Hermitian matrices
Now assume that the matrix R is Hermitian. Then the new iterant R1 is a Hermi-
tian matrix which is quasiseparable of the same order as the matrix R. This means
that for a quasiseparable of a given order Hermitian matrix, the result of QR iteration
has the same structure as the original matrix. Moreover an algorithm for computation
of this structure is given.
Theorem 5.1. Let R = {Rij }Ni,j=1 be a scalar Hermitian (n, n) quasiseparable
matrix with lower generators pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k =
2, . . . , N − 1) of orders r ′k (k = 1, . . . , N − 1), upper generators q∗i (i = 1, . . . ,
N − 1), p∗j (j = 2, . . . , N), a∗k (k = 2, . . . , N − 1) and diagonal entries dk (k =
1, . . . , N) and σ be a real number. Define the matrix R1 by the rule{
R − σI = QS,
R1 = σI + SQ,
where Q is a unitary matrix and S is an upper triangular matrix.
Then R1 is a Hermitian (n, n) quasiseparable matrix and generators and diago-
nal entries of this matrix are obtained using the algorithm from Theorem 4.1.
Thus for a Hermitian quasiseparable matrices R we may apply the QR iterations
with shifts

R(0) = R,
R(k) − σkI = Q(k)S(k),
R(k+1) = σkI + S(k)Q(k), k = 0, 1, 2, . . . ,
(5.1)
where Q(k) is a unitary matrix and S(k) is an upper triangular matrix, in order to
compute the eigenvalues of the matrix R. Numerical examples of implementation of
this algorithm with the choosing of the corresponding shifts σk are discussed below.
6. Complexity
Now we consider the cost of computation of the matrix R1 in accordance with
Theorem 5.1. In [9] it was shown that the the number c1 of the flops, i.e. of arith-
metic operations of the form a ± bc, required for the algorithm from Theorem 3.1 is
estimated as follows:
c1  N(ϑ(1 + n, n) + ϑ(1 + n, 1 + 2n) + 5n3 + 4n2 + 2n + 1).
Here ϑ(m, r) means complexity of QR factorization for a matrix of sizes m × r .
Next in the second stage of the algorithm from Theorem 3.2 we deal with the gen-
erators (pV )i, (qV )i, (aV )i, (dV )i, (gU )i, (hU )i, (bU )i, (dU )i of sizes 1 × ρi−1, ρi ×
νi, ρi × ρi−1, 1 × νi, νi × ρi, ρi−1 × 1, ρi−1 × ρi, νi × 1 respectively and auxiliary
variables zi, αi, βi which are matrices of sizes ρi × ρi, ρi+1 × ρi, ρi × ρi . Hence
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from the formulas (3.4)–(3.6) we conclude that the computation of the elements
zi, (qQ)i, αi, (dQ)i, βi costs, respectively ρ2i νi , ρiνi + ρiρi−1, ρ2i ρi−1 + ρi+1ρ2i ,
νi + ρ2i−1 + ρi−1, ρiρ2i−1 + ρ2i ρi−1. Thus the total complexity of this stage
c2 =
N∑
i=1
(ρ2i νi + ρiνi + ρ2i−1 + ρi−1 + ρiρi−1 + 2ρ2i ρi−1
+ρi+1ρ2i + νi + ρiρ2i−1).
Similar in the second stage of the algorithm from Theorem 4.1 we deal with the gen-
erators (pQ)i, (qQ)i, (aQ)i, (dQ)i, (gS)i, (hS)i, (bS)i, (dS)i of sizes 1 × ρi−1, ρi ×
1, ρi × ρi−1, 1 × 1, 1 × ρ′i , ρ′i−1 × 1, ρ′i−1 × ρ′i , 1 × 1 respectively and auxiliary
variables zi, αi, βi which are matrices of sizes ρ′i−1 × ρi−1, ρ′i−1 × ρi−2, ρ′i−1 ×
ρi−1. Hence from the formulas (4.3)–(4.5) we conclude that the computation of the
elements zi, p(1)i , αi, d
(1)
i , βi costs, respectively ρ
′
i−1ρi−1, ρi−1 + ρ′iρ′i−1, (ρ′i−1)2
ρ′i + ρ′i−1ρi−1ρi−2, 1 + ρ′iρi + ρi, ρ′iρ′i−1ρi + ρ′i−1ρiρi−1. Thus the total complex-
ity of this stage
c3 =
N∑
i=1
(ρ′i−1ρi−1 + ρi−1 + ρ′iρ′i−1 + (ρ′i−1)2ρ′i + ρ′i−1ρi−1ρi−2 + 1
+ρ′iρi + ρi + ρ′iρ′i−1ρi + ρ′i−1ρiρi−1).
Now since the matrix R is (n, n) quasiseparable using (3.11) and (3.12) and the
definition of the sizes νk from Theorem 3.1 we have
ρi  n, ρ′i  2n,
N∑
i=1
νi = N.
Hence it follows that the complexities c2, c3 satisfy the inequalities
c2  N(4n3 + 3n2 + 2n + 1), c3  N(16n3 + 8n2 + 2n).
Thus the total complexity of the algorithm from Theorem 5.1 is estimated as follows:
c  N(ϑ(1 + n, n) + ϑ(1 + n, 1 + 2n) + 25n3 + 15n2 + 6n + 2).
Thus the algorithm of computation of the matrix R1 has a linear O(N) complexity.
7. Numerical tests
In this section we present the results of numerical tests to check the efficiency of
the QR iteration method (5.1) for symmetric quasiseparable matrices based on the
algorithm suggested in Theorem 4.1. Numerical tests were implemented in the sys-
tem MATLAB, version 6.5.1.199709 with unit round-off error υ = 2.2204 × 10−16.
In all experiments performed the input data were taken randomly using the builtin
rand function.
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The QR iteration procedure was performed using the standard shift strategy (see
for instance [15, p. 394]) with the use of quasiseparable structure in a similar way
as in [2]. More precisely we proceed as follows. In the first two iterations we take
the shift parameter σ is equal to zero. Next for the iterant R(s) = {R(s)ij }Ni,j=1 with
generators p(s)i (i = 2, . . . , N), q(s)j (j = 1, . . . , N − 1), a(s)k (k = 2, . . . , N − 1)
and the diagonal entries d(s)k (k = 1, . . . , N) we check the condition
|d(s)N − d(s−1)N |  0.1|d(s)N | (7.1)
and we set σ (s) = d(s)N if this is true and σ (s) = 0 otherwise. We say that d(s)N = R(s)NN
provides a numerical approximation of an eigenvalue λ of R whenever
‖p(s)N ‖ max{‖a(s)N−1‖, ‖q(s)N−1‖}  υ|d(s)N |.
If this condition is fulfilled, then we set λ = d(s)N and we deflate the matrix by
restarting the process with the initial matrix R(s)(1 : N − 1, 1 : N − 1), i.e. with the
leading principal submatrix of R(s) of order N − 1, with the choosing of the shifts
in accordance with (7.1). The maximal number of iteration for every eigenvalue in
our computations was limited by 35 but in all our experiments the maximal value
required for an eigenvalue turns out to be equal to 24. In the end of the algorithm
when we arrive to a 2 × 2 matrix we compute the two remaining eigenvalues using
the MATLAB function eig.
The accuracy of the algorithm is estimated by the relations
εr = max
i
minj |λi − λˆj |
|λi | , εn = maxi
minj |λi − λˆj |
‖R‖ ,
where λi is an eigenvalue obtained via the MATLAB function eig, every λi is as-
sumed to be exact, λˆj , j = 1, . . . , N are the approximations of eigenvalues obtained
by our algorithm and ‖R‖ is the Frobenius norm of the matrix R. In each case we
present also the total number of iterations n′ and the maximal number n′′ of iteration
required to compute a single eigenvalue.
1. The first series of experiments was performed for Hermitian quasiseparable of
order two matrices. The values of elements of p, q were chosen in the range
of 0–10, the values of the elements of a were in the range of 0–1 and the values
of the diagonal d were taken from the range of 0–100. The results of computations
are presented in Table 1.
2. The second series of experiments was performed for Hermitian diagonal plus
semiseparable of order one matrices. The values of elements of p, q were chosen
in the range of 0–10, the values of the elements of a were set to be equal one and
the values of the diagonal d were taken from the range of 0–100. The results of
computations are presented in Table 2.
Thus the results of numerical tests show that the total number of iteration to com-
pute the eigenvalues of an N × N quasiseparable matrix is about 3N .
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Table 1
nL = nU = 2
N ‖R‖ εr εn n′ n′′
20 1016 3e−14 2e−15 66 12
50 25,230 4e−14 1e−14 157 14
100 5085 1e−12 1e−14 304 14
150 126,810 6e−13 5e−14 498 23
200 58,649 1e−12 4e−14 576 9
500 78,596 1e−12 2e−14 1418 14
1000 156,390 1e−12 7e−14 3012 24
Table 2
nL = nU = 1, ak = bk = 1
N ‖R‖ εr εn n′ n′′
20 714.2 2e−14 2e−15 57 6
50 1311 2e−13 6e−15 144 10
100 3347 5e−14 9e−15 299 16
150 4469 4e−13 3e−15 438 15
200 6197 8e−13 1e−14 570 17
500 15,394 6e−13 4e−14 1341 12
1000 3070 1e−12 1e−13 2781 16
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