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Abstract
Sulfur chemistry at high-temperature processes is complex and poorly understood. 
This thesis seeks to use a multi-faceted approach to produce a comprehensive kinetic 
model for H2S oxidation. It includes elucidating the chemistry of important channels, 
conducting flow reactor experiments and validating the sulfur mechanism over a wide 
range o f conditions. The three areas of this project are interrelated and hence the 
development of sulfur mechanism has been undertaken iteratively, with experimental 
results and validation identifying reactions needing more detailed fundamental 
understanding, with model improvements pointing to areas where further experiment 
would be profitable.
Some reactions in the H2/S2 system have a powerful influence in the kinetic modelling 
of H2S oxidation. These have been characterized extensively at the MRCI level. This 
has revealed the presence of a low-energy intersystem crossing for the sulfur insertion 
reaction H2S + S, allowing the barrier of the direct abstraction channel for the 
formation of SH + SH to be bypassed. RRKM-based multiple-well calculations are 
used to predict the rate constants of most channels occurring in this system, showing 
that the formation of HSSH from reactions SH + SH and H2S + S has a rate 
comparable to that forming bimolecular products under atmospheric conditions.
The reactions of SH with O2, HO2, H2O2 and HSO are also characterized at the MRCI 
level. For the reaction SH + O2, two channels are found to be energetically accessible 
under combustion conditions of interest: while the products SO + OH are favoured 
energetically at room temperature, the formation of HSO + O has a comparable rate at 
high temperatures due to its relatively high pre-exponential factor. The exothermic 
reaction SH + HO2 may lead to either HSO + OH or H2S + O2. Although the former 
channel is barrierless and the latter has a small barrier (4 kJ mol'1), both product 
channels have the comparable rates at temperatures above 500 K owing to different 
entropy effects in the two channels. The reaction SH + H2O2 needs to surmount a 
substantial barrier of ~40 kJ mol' 1 for the formation of either H2S + HO2 via 
abstraction or HSOH + OH via insertion. In contrast, the reaction SH + HSO —► H2S
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+ SO is barrierless and fast with a weakly temperature-dependent rate constant ~1 x 
1014 cm3 mol"1 s'1.
Finally, the channel HSO + O2 and S2 reactions with H, O and O2 are studied using 
the G3 method. Among them, SH + S —> S2 + H and S2 + O —■> SO + O are barrierless 
and found to occur via chemical activation. Both channels behave as simple 
bimolecular reactions under conditions of interest, due to the negligible stabilization 
of the intermediates HSS and S2O, respectively. On the other hand, the reactions HSO 
+ O2 and S2 + O2 have substantial barriers (-40 kJ mol'1 and —130 kJ mol'1, 
respectively) and are likely to be important only when O2 is in large excess.
Fuel-lean oxidation of H2S (100 -  520 ppm in 200 - 5000 ppm O2; balance N2) has 
been studied experimentally in a flow reactor at atmospheric pressure, for 
temperatures in the range 800 - 1210 K. The presence of silica surface in the 
experimental reactor promotes the reaction of H2S in thermolysis and oxidation. 
Coating of the reactor with boric acid (which becomes B2O3 under reaction 
conditions) leads to much lower overall rates of reaction. The system is observably 
more gas-like in its behaviour in a B203-lined reactor. The overall oxidation of H2S is 
first-order with respect to H2S concentration when O2 is present in great excess, but at 
higher [H2S]/[C>2] ratios, an increase in the H2S initial concentration inhibits the 
overall reaction.
The observed stable products of reaction are SO2, H2O and H2; some S2 is also 
inferred to be formed under some conditions. Even under the leanest conditions 
studied, H2 formation is significant; the highest selectivity towards H2 is -40%. Probe 
sampling was used to resolve profiles along the length of the reactor and revealed the 
relatively low H2 selectivity apparent at high temperatures is more the result of 
secondary oxidation of H2 than of an intrinsic change in the selectivity towards H2 in 
the primary oxidation of H2S. The probe samples also revealed that significant 
ongoing oxidation of H2S reaction occurred in the cooling zone of the reactor, down 
to temperatures several hundred degrees below the nominal furnace temperature. This 
zone was therefore thermally well characterized in order to enable the reaction 
processes there to be modelled.
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In the kinetic modelling o f H2S oxidation, the model performance is very sensitive 
(logarithmic sensitivity coefficients > 1) to a number of reactions. Even for the 
reactions whose rates are considered to be known accurately, such high sensitivity 
coefficients imply that uncertainties in the rates could have a significant impact on the 
model predictions. The reactions SH + SH —► H2S + S and SH + HO2 —► H2S + O2 
have particularly high sensitivity coefficients (up to 5) and little or no experimental 
investigation of their rates has been reported, so their rates were perturbed in order to 
gauge the ability of the model to describe the experimental results. No single set of 
adjustments describes all the results but the relative adjustments needed to obtain a 
good fit o f the H2S disappearance profiles area are all within a factor o f 3 o f the base- 
case values. A  general observation is that the perturbed model describes the variation 
of H2 selectivity with temperature very well, but overpredicts the amounts of H2 by up 
to 50%, indicating the need for further improvement in both the experiments and the 
sulfur mechanism. Finally, sulfur-rich species, including HSSH, HSS and S2, are 
found to play a significant role under fuel-lean conditions. Notwithstanding the ability 
of the present model to describe both these conditions and 02-free H2S thermolysis 
and H2 sulfidation with only minor (two-fold) adjustments in the rates of reactions 
among these sulfur-rich species, it is anticipated that further study is likely to be 
needed before the model developed here can be validated for stoichiometric and fuel- 
rich oxidation conditions.
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Chapter 1:
Introduction and Literature Review
1.1 Introduction
Sulfur enters the atmosphere from a range of sources naturally and anthropogenically. 
The major natural sources come from oceanic and wetland emissions, volcanic 
eruptions and biomass burnings. Meanwhile, the combustion of fossil fuels accounts 
for the main anthropogenic emissions, especially in the form of sulfur dioxide. No 
matter in what form as sulfur is released into the atmosphere, it is eventually oxidized 
to sulfuric acid in the troposphere producing acidic rain droplets in nature. This poses 
drastic threat on the ecosystem with respect to the weathering of soil and the harm to 
plant and aquatic life.
Over last decades, the level of sulfur emission has been enormously enhanced, due to 
the increasing utilization of fossil fuels. According to the Fig. 1.1, the anthropogenic 
sulfur emission overwhelms the nature background.
180 120W 60W 0 60E 120E 180 180 120W 60W 0 60E 120E 180
0 20 50 100 500 2000 25297
F ig u r e  1.1 Global sulfur emission (mg S m'2 annually) to the atmosphere in 1990 from anthropogenic 
and natural sources (Chin et al. (2000)).
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The environmental concern on the sulfur impact leads to the preliminary research 
efforts being devoted into studying the chemistry of atmospheric sulfur oxidation 
sequence at room temperature which are predominantly summarized by International 
Union of Pure and Applied Chemistry (IUPAC). In addition, over the last decade, it 
has been recognized that the presence of sulfur in combustion system has great impact 
on the global kinetics. The sulfur species, even in trace quantity, may affect the 
radical pool and hence leads to complex chemistry in flames. Despite its importance, 
sulfur chemistry at high temperature processes is poorly understood, leading to 
uncertainties in the design of these processes and in the control of their emissions. In 
particular, new approaches to lowering greenhouse emissions which depend on the 
combustion and gasification of coal, biomass, or refuse-derived fuel, such as 
integrated gasification combined cycle processes, are especially affected by these 
uncertainties.
This chapter reviews the current progress in the understanding of sulfur chemistry 
with respect to elementary reactions as well as the development of sulfur mechanisms 
in a variety of combustion systems.
1.2 K inetics of Sulfur Species 
1.2.1 Introduction
A detailed chemical mechanism consists of a number of reversible elementary 
reactions expressed in Arrhenius forms to capture the temperature dependent rate 
coefficients. Improving a chemical kinetic mechanism involves introducing new 
significant channels on the one hand and reducing the uncertainties of rate coefficients 
for existing channels on the other. Experimental techniques, such as laser flash 
photolysis, discharge mass spectrometer and shock wave, have been developed to 
produce reliable kinetic measurements as a whole system, while computational 
chemistry methods enable specific kinetics for each elementary reaction involved to 
be determined from first-principles. In addition, theoretical study offers an alternative 
to gain kinetic parameters when direct measurements are inapplicable due to the 
difficulties in reactant preparation or technical issues in operation. In the following 
sessions, the current understanding of sulfur chemistry for the combustion conditions 
of interest is reviewed, especially focusing on the thermochemical properties and
2
temperature dependent rate coefficients of the major sulfur species, including H2S, SH, 
S, S2, SO, S02, S03, HSO, HSS, HSSH, and S20.
1.2.2 H2S Chemistry
The majority of natural hydrogen sulfide (H2S) occurs in natural gas, while smaller 
emissions arise from volcanoes, swamps and hot springs. Petroleum refinery 
operations and fossil fuel gasification processes, on the other hand, account for the 
largest emissions of H2S due to human activity. As a commonly present sulfur- 
containing compound, the thermochemical properties of H2S have been well 
determined. The enthalpy of formation A//f°298 of -20.502 kJ mol'1 is reported in 
NIST-JANAF 4th (Chase (1998)) with an uncertainty of ± 0.8 kJ mol'1. Thus, H2S is 
often selected as the reference species to evaluate the enthalpy of formation for other 
sulfur species.
The following sections first discus elementary reactions that play a central role in H2S 
thermal decomposition, including H2S unimolecular dissociation and reactions with H 
and S radicals, and then crucial reactions with O, OH and O2 for H2S oxidation are 
reviewed.
(1) H2S + M —► H2 + S +M (Rl.l)
The unimolecular dissociation channel producing SH + H was long assumed to be the 
initiation step in the thermal decomposition of H2S (Bowman and Dodge (1976), 
Higashihara et al. (1976), Roth et al. (1982)), although without theoretical 
justification. This assumption was however challenged by Woiki and Roth (1994) 
who reported that the rate of atomic S formation was an order of magnitude greater 
than that of atomic H formation, according to their shock tube studies. This 
observation indicates that it is not the spin-allowed channel yielding SH + H, but 
rather the energetically favoured spin-forbidden channel producing H2 + S that is 
responsible for the unimolecular decomposition of H2S due to the possibility of 
singlet-triplet intersystem crossing. The rate expression, derived on the basis of the 
formation profile for atomic S, agreed well with a contemporaneous measurement of 
H2S decomposition by Olschewski et al. (1994). Recent rate measurements performed 
by Shiina et al (1996), however, showed large discrepancies with those obtained by
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Woiki and Roth (1994) and Olschewski et al. (1994), although there was no apparent 
experimental failure in any of the three studies. Notwithstanding the differences in the 
rate, it is significant that all three studies revealed a nearly identical activation energy 
which was substantially lower than the endothermicity of the bond-cleavage channel 
producing SH + H. To confirm the occurrence of a possible intersystem crossing, 
theoretical calculations were performed at MRCI/cc-pVTZ level of theory (Shiina et 
al. (1996) and Shiina et al. (1998)), indicating that the surface crossing energy barrier 
is indeed 17 kJ mol"1 lower than the bond dissociation energy for SH + H.
Preferred rate expression of H2S + M —► H2 + S +M (Shiina et al. (1998)): 
k = 1.6 x 1024 T'2613 exp(-373 kJ mor'/RT) cm3 mol'1 s'1
(2) H2S + H —► SH + H2 (R1.2)
As one of the significant channel for the formation of H2 under fuel-rich condition in 
particular, this reaction was well reviewed by Hynes and Wine (2000) with the 
literature data prior to 1996. Recently, Peng et al. (1999) carried out the experimental 
measurement (298 - 598 K) by the flash-photolysis resonance fluorescence technique. 
The rate coefficient, together with literature data up to -1000 K, are in good 
agreement with their simultaneous theoretical calculation at the QCISD(T)/6- 
311+G(3df,2p) level of theory, showing the strong curvature in the Arrhenius plot 
towards high temperatures as first reported by Yoshimura et al. (1992). The non- 
Arrhenius temperature dependence is also supported by the contemporaneous 
theoretical study (Kurosaki and Takayanagi (1999)) at the PMP4(SDTQ,full)/cc- 
pVTZ level with further consideration of transmission probability taking the long- 
range weak-interaction effect and multidimensional tunnelling into account. This 
attempt avoids the artificial adjustment of barrier heights in previous work 
(Yoshimura et al. (1992) and Peng et al. (1999)).
Preferred rate expression of H2S + H —► SH + H2 (Peng et al. (1999)): 
k = 3.5 x 107 T194 exp(-4 kJ mof’/RT) cm3 mol'1 s'1
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(3) H2S + S — products (R1.3) 
This elementary reaction was initially investigated by Woiki and Roth (1994) 
indicating a significant activation barrier determined by means of monitoring S 
concentration both in pyrolysis experiments of H2S and in laser flash photolysis shock 
wave experiments. However, the use of CS2 photolysis at 193 nm as the source of S 
atoms in their experiments was criticised by Shiina et al. (1996) who found photolysis 
of the coreactant H2S was also significant at this wavelength. The generation of S 
atoms by photolysis of COS at 248 nm instead apparently avoids these problems. As a 
consequence, Shiina et al. (1996) found the reaction proceeding in absence of any 
barrier beyond its endothermicity by assuming the product channel to be SH + SH and 
hence suggested that this might be due to an intersystem crossing for sulfur insertion, 
in an analogous manner to H2S decomposition. Theoretical justification, with further 
consideration of other possible product channels such as HSSH, H2SS and H2 + S2, is 
performed in the present work. More details can be found in Chapter 4.
(4) H2S + O —► products (R1.4) 
As an analogous reaction of R1.3, this reaction has attracted extensive research 
interests since it was first studied by Harteck and Kopsch (1930). Substantial pioneer 
work was summarized in the critical review by Cullis and Mulcahy (1972), despite the 
fact that both stoichiometry and kinetics remained uncertain at that time. Subsequent 
experimental measurements indicate the activation energies for the overall reaction 
are 13.8 ± 0.4 kJ mol'1 (Whytock et al (1976)), 16.8 ± 0.3 kJ mol'1 (Slagle et al. 
(1978)) and 18.1 ± 1.7 kJ mol'1 (Singleton et al. (1979)) in the temperature ranges of 
263 - 495 K, 281 - 497 K and 297 - 502 K respectively. These rate expressions are in 
accordance with room temperature measurements (Agrawalla and Setser (1987) and 
Horie et al. (1991)).
Singleton et al. (1982) reported that the branching ratio for the abstraction channel SH 
+ OH was greater than 0.52, while the insertion channel forming HSO + H was less 
favored with the branching ratio no more than 0.2. Theoretical study (Goumri et al. 
(1995)) at the G2 level reported the barrier (23.4 kJ mol'1) for the abstraction channel 
was energetically favourable by 4.5 kJ mol'1 and supported the relatively slow 
reaction rate for HSO + H due to a tighter transition state than that leading to SH + 
OH.
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The high temperature shock wave measurement (1100 - 2000 K) carried out by 
Tsuchiya et al. (1994), however, suggested a substantially higher activation energy of 
32 ± 4 kJ mol'1, suggesting the non-Arrhenius temperature dependence of the reaction 
R1.4. This barrier height is supported by a more recent theoretical study (Wang et al. 
(2005)) at the QCISD(T)/6-311++G(2df,2dp) level of theory. As the non-Arrhenius 
temperature dependence appears to arise from the strong tunneling effect, Wang et al. 
(2005) developed the rate coefficients on the basis of improved canonical variational 
transition state theory with a small-curvature tunneling transmission correction. Thus, 
the Arrhenius plot, with the greater curvature than that of Goumri et al. (1995) who 
treated the tunneling effect in a simple way using the Wigner expression, shows good 
agreement with mentioned experimental measurements over a wide range of 
temperatures.
Preferred rate expression of H2S + O —► SH + OH (Wang et al. (2005)): 
k = 1.8 x 105 *T2 649 exp(-l 1 kJ mol'VRT) cm3 mol'1 s'1 *
Preferred rate expression of H2S + O —► HSO + H (Goumri et al. (1995)): 
k = 1.4 x 109 T1 065 exp(-21 kJ mor'/RT) cm3 mol'1 s'1
(5) H2S + OH —> SH + H20  (R1.5)
A value of ~2.7 x 10 cm' mol' s' was recommended as a temperature independent
rate constant after a critical review of several major low temperature measurements 
prior to 1986 (Tyndall and Ravishankara (1991)). Subsequently, Atkinson et al. (2001) 
suggested a rate expression 3.7x10 exp (-80/T) cm mol' s' by fitting to previous 
rate coefficients in the temperature range 220 - 520 K. It is relevant to note however 
that the low temperature rate coefficients together with the one observed by 
Westenberg and Dehaas (1973), for which the temperature range was extended to 885 
K, show an unusual curvature which leads to a strong temperature dependence of
activation energy for this reaction. This feature was elucidated theoretically by the
recent work of Ellingson and Truhlar (2007) at the M06-2X density functional level 
of theory using the MG3S basis set with the multiple-well torsion mode of transition 
state being treated by a reference-potential Pitzer-Gwinn-type method (Pitzer and 
Gwinn (1942), Ellingson et al. (2006)). According to calculated rates, the activation 
energy increases from -0.5 kJ mol'1 at 200 K to 41 kJ mol'1 at 2400 K.
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Preferred rate expression of H2S + OH —► SH + H2O (Ellingson and Truhlar (2007)): 
The sum of k = 8.7 x 1013 T'07 and k = 4.1 x 107 T177 cm3 mol'1 s'1
(6) H2S + 0 2 —► SH + H02 (R1.6)
This reaction is of paramount significance for the initiation step in H2S oxidation 
(Frenklach et al. (1981)). However, little effort had been devoted to this reaction, until 
a detailed theoretical study was performed recently by Montoya et al. (2005). The 
potential energy surface (PES) of the H2/O2/S system was characterized at the G2 and 
the B3LYP/6-311 +G(3df,2p) level of theory, indicating that the abstraction channel 
forming HO2 + SH is energetically favourable due to the absence of a chemical barrier 
beyond the endothermicity. The formation of less endothermic HSO + OH and 
exothermic SO + H2O and SO2 + H2 via a number of rearrangement steps was found 
to be associated with substantial barriers and hence they were kinetically negligible 
under conditions of interest. Since the energy of the transition state of R1.6 is found 
lower than that of HO2 + SH by a few kJ mol'1, this leads to the unusual temperature 
dependence for the reverse reaction, especially at low temperatures. The use of the 
single reference method is attributed to the uncertainty of the barrier height. Thus, this 
channel will be re-investigated using the high level multi-reference methods in this 
work. More details can be found in Chapter 4.
1.2.3 SH Chemistry
The SH radical plays a central role in sulfur atmospheric chemistry and under 
combustion conditions by offering a number of chain branching and chain termination 
channels which control the kinetics for the overall system. As a fundamental 
thermochemical property, enthalpy of formation at 298.15 K was recently revised to 
be 142.92 ± 0.78 kJ mol’1, on the basis of a critical review of bond dissociation energy 
measurements (Lodders (2004)). The selected value of D°(H-S,g) for SH bond 
dissociation energy, derived from H2S bond dissociation D°(H-SH,g) measurements 
(Wilson et al. (1996) and Shiell et al. (2000)), is in good agreement with a more 
recent direct D°(H-S,g) measurement conducted by Zhou et al. (2005). As the 
columns of A f H ° , A f G° and Kf  for SH remain erroneous in NIST-JANAF 4th
(Chase (1998)), these thermochemical properties has also been revised by Lodders 
(2004).
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The following sections focus on the SH oxidation kinetics with O and O2 , while other 
reactions with H2 , H and S for instance are discussed in 1.2.2 and 1.2.4.
(1) SH + O —* products (R1.7)
As a fast radical-radical interaction reaction, this reaction did not attract much 
research effort, as it proceeds so rapidly that it could not act as a rate controlling step. 
In a critical review of previous measurements, the rate coefficient of 1.4><1014 cm3 
mol'1 s'1 was recommended for the formation of SO + H at room temperature, while 
the less exothermic channel producing S + OH was estimated to be one order of 
magnitude slower (Singleton and Cvetanovic (1988)). Furthermore, the value of 7.8 x 
10 cm mol' s' was assigned as a temperature independent rate constant for SO + H 
formation to achieve the prediction of O radical profiles in the shock wave 
measurement using a simplified sulfur scheme (Tsuchiya et al. (1994)). Recently, a 
detailed theoretical study (Sendt and Haynes (2007)) at the MRCI/aug-cc-pV5Z level 
of theory revealed that SH + O can produce either SO + H or S + OH on the doublet 
surface in absence of a chemical barrier by going through one or both of intermediates 
HOS and HSO, while the direct H abstraction channel for S + OH formation on the 
quartet surface has a barrier of 24 kJ mol"1. RRKM based multiple-well analysis 
indicates that the reaction SH + O —> SO + H is the only dominant channel under 
conditions of interest, yielding the rate expression in good agreement with room 
temperature values. The formation of S + OH via direct abstraction becomes 
competitive at very high temperature (above 2000 K). In addition, the formation of 
stable HSO due to collisional stabilization is found to be at the low-pressure limit at 
10 atm. and hence it is the negligible product of SH + O.
Preferred rate expression of SH + O —► SO + H (Sendt and Haynes (2007)): 
k = 4.3 x 1011 T°724 exp(4 kJ moP'/RT) cm3 mol'1 s'1
Preferred rate expression of SH + O —► S + OH (Sendt and Haynes (2007)):
The sum of k = 1.8 x 1012and k = 4.3 x 106 T2'103 exp(-15 kJ mof'/RT) cm3 mol'1 s'1
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(2) SH + O2 —► products (R1.8)
The reaction SH + O2 is a significant channel for SH consumption. Two possible 
exothermic product channels (SO + OH and SO2 + H) with crude estimated rate 
expressions were first introduced in a complex sulfur mechanism to model the H2S 
oxidation profiles in a shock wave study (Frenklach et al. (1981)). Subsequently, 
Stachnik and Molina (1987) reported the room temperature upper limits of 2.4 * l(f 
cm3 mol'1 s'1 and ~6 x 105 cm3 mol'1 s"1 for SO + OH and SO2 + H respectively. 
Recently, another two endothermic product channels (HSO + O and S + HO2) were 
suggested by Tsuchiya et al. (1997) who carried out H2S oxidation measurements 
(1400 - 1850 K) by monitoring O and H atom decay profiles behind shock waves. 
While it is unlikely that the reaction R1.8 proceeds via the H abstraction channel (S + 
HO2) due to its high endothermicity, it is assumed that the O abstraction channel 
(HSO + O) dominates the overall reaction as a chain braining step in H2S oxidation. 
Thus, the rate expression 1.9 x 1013 exp(-75 kJ mof'/RT) cnTmol'1 s'1 was evaluated 
based upon model fitting to the O and H atom decay profiles using a simplified H2S 
oxidation scheme (Tsuchiya et al. (1997)). More recently, a comprehensive 
theoretical study (Goumri et al. (1999)) at the G2 level lends support for the dominant 
product being HSO + O, due to the lack of one-step elementary pathways for the 
formation of either SO + OH or SO2 + H. In addition, the formation of HSO + O was 
found to proceed not via direct O abstraction, but rather via an intermediate adduct 
(HSOO) which is exothermic by 20 kJ mol'1 relative to SH + O2. The rate expression 
is therefore derived by RRKM analysis on the basis of canonical variational transition 
state theory. Despite the relative good agreement with Tsuchiya et al. (1997) for the 
activation energy (85 kJ mol'1 vs 75 kJ mol'1), the derived pre-exponential factor of 
4.9xl014 cm3 mol'1 s'1 for the overall reaction R1.8 appears to be one order of 
magnitude higher than that evaluated by Tsuchiya et al. (1997). To elucidate the 
kinetics of R1.8, further efforts using high level theoretical methods are made in this 
work. More details can be found in Chapter 4.
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1.2.4 S Chemistry
The enthalpy of formation of sulfur atom is well determined from the bond 
dissociation energy of S2 in gas phase. The value A//f°298 of 276.98 ± 0.25 kJ mol'1 is 
adopted in NIST-JANAF 4th (Chase (1998)) without further revision since Ricks and 
Barrow (1969) reported the S-S bond dissociation energy of S2 in a spectroscopic 
study.
Of paramount importance to the sulfur mechanism is the presence of S atoms leading 
to strong chain branching, propagating and termination that subsequently occur in 
sulfur-containing systems. The following section focuses on reviewing the rate 
coefficients for reactions with H2, OH, SH and 0 2 which are essential for sulfur 
combustion.
(1)S + H2 — SH + H (R1.9)
Woiki and Roth (1995b) first carried out shock wave measurements for this hydrogen 
abstraction reaction in the high temperature range (1257 - 3137 K), indicating a 
barrier of ~16 kJ mol'1 beyond the endothermicity. In contrast, later measurements in 
shock tubes (Shiina et al. (1996) and Shiina et al. (1998)) with temperatures ranging 
from 900 K to 1660 K show that the activation energy is nearly identical to the 
endothermicity. The presence of an intersystem crossing, first identified by Shiina et 
al. (1996), enables the reaction to proceed without surmounting the triplet barrier and 
hence supports the experimental observation. Recently, the reaction R1.9 was studied 
by Maiti et al. (2004) who performed a detailed intersystem crossing study of atomic 
S insertion using a quantum trajectory surface-hopping method which considered 
spin-orbit coupling dynamics. This study manifests that the apparent products of the 
abstraction channel actually arise via the initial intersystem crossing and insertion 
undergoing on the same surface as H2S decomposition discussed early for channel 
Rl.l.
Preferred rate expression of S + H2 —► SH + H (Shiina et al. (1998)): 
k=  1.3 x 1014 exp(-81 kJ mof'/RT) cm3 mol'1 s'1
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(2 ) S + 0 H —>SO + H (R1.10)
The rate coefficient (~4 x 10 cm mol' s' ) at 298 K was first measured by Jourdain 
et al. (1979). It received no further update until recently Sendt and Haynes (2007) 
derived the rate expression for this reaction in the theoretical study of the H/S/O 
system mentioned earlier. According to the potential energy surface at the MRCI/aug- 
cc-pV5Z level of theory, the major product is SO + H, formed via dissociation from 
either excited intermediate HOS or excited isomer HSO, while the stabilization to 
HOS or HSO is negligible under pressures up to 10 atm. The predicted rate coefficient 
is approximately a factor of 10 larger than that measured. This discrepancy is 
attributed to the uncertainties of the PES at the larger S-0 separation. Nevertheless, 
the theoretical study confirms that this channel is very fast even at room temperature 
(Sendt and Haynes (2007)).
Preferred rate expression of S + OH —» SO + H (Sendt and Haynes (2007)): 
k=  1.5 x io13T0191 exp(6 kJ mor'/RT)cm3mol'1 s'1
(3) S + SH —> S2 + H (R l.ll)  
Since Mihelcic and Schindle (1970) first reported the rate coefficient (2.7 x 10 cm 
mol'1 s '1) at 300 K, little effort has been devoted to this channel. As a rapid chain 
termination step, theoretical calculations for this channel will be performed to gain a 
reliable rate expression for chemical modeling purpose. More details can be found in 
Chapter 4.
(3) S + 0 2 —► SO + O (R1.12)
This reaction is of paramount importance to the chain branching in sulfur combustion 
systems. Clyne and Whitefield (1979) carried out low temperature measurements 
from 296 K to 400 K, indicating slightly negative activation energy by a few kJ mol'1. 
Despite the good agreement with early room temperature measurements summarized 
by Clyne and Whitefield (1979), high temperature measurements conducted by 
Tsuchiya et al. (1997) (980 - 1610 K) and Woiki and Roth (1995a) (1220 - 3460 K) 
showed that this channel entails a substantial barrier with the activation energy being 
~15 kJ mol'1 and ~26 kJ mol'1 respectively. A recent measurement in the temperature 
range 298 - 878 K further confirms the non-Arrhenius behavior (Lu et al. (2004)). The 
strong temperature dependent activation energy implies the significance of tunneling
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contribution to this reaction similar to what occurs in abstraction reactions R1.2 and 
R1.4.
Preferred rate expression of S + O2 —> SO + O (Lu et al. (2004)): 
k = 5.4 x 105 T2“  exp(6 kJ mor'/RT) cm3 mol'1 s'1
1.2.5 S2 Chemistry
As another well known sulfur species, sulfur dimer (S2) plays a significant role in the 
fuel-rich combustion. Recent calculated dissociation energies (424.26 kJ mol'1, 
423.09 kJ mol'1 and 426.35 kJ mol'1) at CCSD(T) level with the complete basis set 
(CBS) limit extrapolated from various sequences of correlation consistent basis sets 
(Peterson et al. (2006) and Grant et al. (2007)) are in good agreement with 
spectroscopic measurement value of 421.28 kJ mol'1 (Ricks and Barrow (1969)). 
Despite the well established thermochemisty, the kinetics of S2 involved channels 
remain largely unclear and hence more effort is required to be devoted into the 
chemistry of this significant sulfur species under combustion conditions of interest.
( l )S2 + 0 - » S O  + S (R1.13)
This rapid chain branching channel is responsible for the majority of S2 consumption 
under oxidation conditions. A number of experimental measurements for the rate 
coefficient are available in literature. The rate values of 4.0 x 10 cm mol' s' (1050 
K) and 6.7 x 1012 cm"5 mol'1 s'1 (409 K) were reported from early discharge flow 
measurements (Homann et al. (1968) and Hills et al. (1987)). A subsequent quasi- 
classical trajectory study determined a rate coefficient in reasonable agreement with 
the experiments, indicating that the reaction is the chemically activated process via an 
excited intermediate S2O (Craven and Murrell (1987)). Based upon the measured rate 
coefficients, Schofield (2001) proposed a rate expression for this channel. In an effort 
to confirm its validity, QRRK analysis is performed in this work. More details can be 
found in Chapter 4.
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(2) S2 + OH —► SH + SO (R1.14)
A recent experimental and theoretical study by de Petris et al. (2007) shows that the 
addition of S2 and OH forms HOSS which undergoes H migration to less stable 
HSSO followed by the dissociation to products SH + SO. The two adducts were first 
detected experimentally by mass spectrometric techniques which supports the 
occurrence of the chemical activation sequence as showed in theoretical study. While 
the reaction R1.14 is found as a chemically activated process in the absence of a 
barrier, no rate coefficient has been reported yet.
1.2.6 SO Chemistry
As a vital sulfur-containing chain carrier in flames, the sulfur oxide radical (SO) is 
one of the most studied sulfur species. Norrish and Oldershaw (1959) first reported 
the reliable bond dissociation energy (516.7 kJ mol'1) after correction of early 
emission spectrum measurement for SO (Martin (1932)). This value was supported by 
the subsequent flash-photolysis study (McGarvey and McGrath (1964)) and the recent 
theoretical calculation (Reddy et al. (2000)). On the other hand, Okabe (1972) 
evaluated the enthalpy of formation at 0 K to be 5.4 ± 2.9 kJ mol'1 on the basis of the 
photo-dissociation of OSCl2 measurement.
( l)S 0  + 0 2-+ S 0 2 + 0  (R1.15)
As a significant channel responsible for the S02 formation in atmosphere and 
combustion systems, the rate coefficient has been well characterized for decades by a 
number research groups critically reviewed by Garland (1998). In addition, Garland 
(1998) carried out the photolysis measurement over temperature range of 450 - 585 K, 
showing good agreement with literature data and hence the rate expression was 
evaluated for a wide range of temperatures.
Preferred rate expression of SO + 0 2 —► S02 + O (Garland (1998)): 
k = 8.9 x 106 T14 exp(-16 kJ mok'/RT) cm3 mol'1 s'1
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(2) SO + OH —► S 0 2 + H (R1.16)
As the pioneering research efforts on this significant radical reaction in sulfur- 
containing flames, Fair and Thrush (1969) and Jourdain et al. (1979) carried out room 
temperature measurements in discharge flow reactors and reported the rate coefficient 
of 7 ± 3 x 1013 cm3 mol'1 s '1 and 5 ± 1 x 1013 cm3 mol'1 s '1, respectively. However, this 
rate coefficient was found to be too high for the correct prediction of the S 0 /S 0 2 ratio 
in fuel-rich flames (Zachariah and Smith (1987)), when it was extrapolated to high 
temperatures as a barrierless channel. This implies a negative temperature dependence 
for rate coefficient and this was confirmed by a recent work from Blitz et al. (2000) 
who carried out a laser flash photolysis measurement over the temperature range of 
295 - 703 K by means of monitoring the OH decay in the presence of excess SO. The 
rate coefficient was shown to decline from 4.76 x io  cm mol' s' at 295 K to 8.67 x 
1012 cm3 mol'1 s '1 at 703 K with an overall uncertainty of ± 20%. An RRKM 
calculation (Frank et al. (1997)) indicates that the reaction proceeds via the 
intermediate HOSO which undergoes H migration to the less stable H S02 and 
subsequently dissociates to products H + S 0 2. In addition, the formation of H + S 0 2 
from HOSO dissociation is kinetically unfavoured, despite the fact that its barrier is 
slightly lower than that of H-S bond cleavage in H S 02 (Goumri et al. (1999)). A 
pressure-independent microcanonical model analysis indicated that the competition 
between the isomerization leading to products and dissociation regenerating reactants 
from the energized HOSO may be responsible for the decrease of rate coefficient at 
high temperatures (Blitz et al. (2000)). For this H /S/02 system, more theoretical work 
has been done for the reverse reaction which will be reviewed in detail in next section.
1.2.7 S 02 Chemistry
Sulfur dioxide (S 02) naturally occurs in volcanic gases and hot springs while the 
combustion of sulfur-containing coal and petroleum in industrial processes accounts 
for the major anthropogenic emissions. In the presence of water vapor, further 
oxidation of S 0 2 leads to sulfuric acid which is the major component of acid rain. It is 
of significant environmental concern due to the corrosive properties.
The thermochemical properties of S 0 2 are well understood with the enthalpy of 
formation value A f H°299i lSK of -296.842 ± 0.21 kJ m ol'1 adopted in NIST-JANAF 4th
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(Chase (1998)). It is widely accepted that the presence of SO2 involves the sulfur 
catalyzed radical removal sequence via the following mechanism:
X + S02 + M —► XS02 + M 
Y + XS02 -> XY + S02
where X and Y may be O, H or OH. Therefore, in the following section, the kinetics 
of three significant channels that contribute to SO2 interaction with O, H, and OH 
radicals are reviewed.
(1) S02 + O + M —» SO3 + M (R1.17)
This channel plays a significant role not only in producing SO3 as the major pollutant 
in sulfur emission but also in catalyzing radical recombination via subsequent 
reactions with O, H and OH in flames which will be reviewed in the following section. 
The study of CO oxidation in presence of trace SO2 shows that the inclusion of 
pressure dependent expression for this channel enables better prediction of CO 
profiles under pressure range of 0.5-10 atm. (Mueller et al. (2000)). Recently, Naidoo 
et al. (2005) carried out a direct photolysis measurement in the temperature range 290 
- 880 K. The fall-off behavior was observed at pressures up to 880 mbar. Furthermore, 
the low pressure limit rate expression was extrapolated to a wide range of 
temperatures on the basis of RRKM analysis, revealing that the rate coefficient peaks 
at around 750 K due to the presence of a barrier for this spin-forbidden channel. The 
derived rate expression shows good agreement with previous low temperature 
measurements and also captures the negative temperature dependent rate coefficient 
profiles converted from the reverse reaction measured in shock waves (Astholz et al. 
(1979)) and flow reactor (Yilmaz et al. (2006)) at temperature ranges 1700 - 2500 K 
and 1273 - 1348 K respectively. For the high pressure limit rate coefficient, the low 
pre-exponential factor indicates the reaction undergoes via a tight transition state 
along with the low probability of an intersystem crossing.
Preferred rate expression of SO2 + O + Ar —> SO3 + Ar (Naidoo et al. (2005)): 
High-pressure limit: k = 3.7 x 1011 exp(-7 kJ mol'VRT) cm3 mol' 1 s' 1 
Low-pressure limit: k = 2.4 x 1027 T’3 6 exp(-22 kJ m of’/RT) cm6 mol' 2 s' 1 
Troe parameters: 0.442, 316, 7442 
Enhanced third-body efficiencies of 10 for H2O and SO2
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Preferred rate expression of SO2 + O + N2 —*■ SO3 + N2 (Yilmaz et al. (2006)): 
High-pressure limit: k = 3.7 x 1011 exp(-7 kJ mof'/RT) cm3 mol' 1 s’1 
Low-pressure limit: k = 2.9 x 1027 T' 3 58 exp(-22 kJ mof'/RT) cm6 mol' 2 s’1 
Troe parameters: 0.43, 371, 7442
(2) SO2 + H —► products (R1.18)
Fenimore and Jones (1965) first assumed this channel to be responsible for sulfur 
catalyzed H radical recombination with the formation of isomer adducts HOSO and/or 
HSO2 contributing to the H removal via subsequent reaction with H. A theoretical 
study has shown that HOSO is more stable than HSO2 by -100 kJ mol"1 and hence the 
formation of HOSO is thermodynamically preferable at high temperatures while 
HSO2 is kinetically favored at low temperatures due to a substantial lower barrier 
(Goumri et al. (1999)). Subsequently, Hughes et al. (2001) derived both low pressure 
and high pressure rate expressions for the formation of HOSO, HSO2 and SO + OH 
based upon a master equation analysis, indicating that SO + OH is the dominate 
product channel at temperatures above 1000 K. This was supported by a later shock 
tube measurement over the temperature range of 1400 - 2200 K (Murakami et al. 
(2004)). More recently, Blitz et al. (2006) carried out low temperature (295 - 423 K) 
photolysis measurement contributing to the refinement of the previous master 
equation model. The updated rate expressions confirm that HSO2 is predominantly 
produced at low temperatures while the energized HOSO simply falls apart to SO + 
OH at high temperatures and hence it is negligible under pressures below 1000 atm. 
Despite the good consistency in theoretical studies, the derived rate coefficient differs 
by near one order of magnitude from values deduced in the model predictions of the 
laminar flow and jet-stirred reactor experiments (Alzueta et al. (2001), Dagaut et al. 
(2003)). Hence, the fundamental chemistry of this channel still remains elusive.
Preferred rate expression of SO2 + H + M —► HSO2 + M (Blitz et al. (2006)): 
High-pressure limit: k = 5.3 x 10s T1 59 exp(-10 kJ mof'/RT) cm3 mol' 1 s' 1 
Low-pressure limit: k = 1.4 x 1031 T*5' 19 exp(-19 kJ mof'/RT) cm6 mol' 2 s' 1 
Troe parameters: 0.39, 167, 2191
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Preferred rate expression of SO2 + H + M —► HOSO + M (Blitz et al. (2006)): 
High-pressure limit: k = 2.4 x 108 T163 exp(-31 kJ mol^/RT) cm3 mol'1 s'1 
Low-pressure limit: k = 1.8 x 1037 T’6'14 exp(-46 kJ mol'VRT) cm6 mol'2 s'1 
Troe parameters: 0.283, 272, 3995
Preferred rate expression of SO2 + H —► SO + OH (Hughes et al. (2003)): 
k = 6.7 x 1021 T'222 exp(-129 kJ mol'VRT) cm3 mol'1 s'1
(3) S02 + OH + M -> HOSO2 + M (R1.19)
This recombination channel is of paramount importance in atmospheric oxidation of 
SO2 via subsequent reaction with O2 producing SO3 (Stockwell and Calvert (1983)). It 
also offers the sequence for the sulfur catalyzed radical recombination in flames 
(Wheeler (1968)). In addition to the early rate coefficient measurements at room 
temperature (Harris and Wayne (1975), Castleman and Tang (1977), Paraskevopoulos 
et al. (1983)), Wine et al. (1984) carried out flash photolysis measurement between 
260 K and 400 K and determined that the reaction was in the falloff region at 
pressures below atmospheric as previously observed by (Paraskevopoulos et al. 
(1983)). Recent flash photolysis measurements over a similar temperature range with 
extended pressures up to 96 bar confirmed the falloff behavior (Fulle et al. (1999)). 
However, the derived high-pressure limit rate expression with activation energy of ~3 
kJ mol'1 is a factor of 5 higher (at 400 K) than the negative temperature dependent 
expression evaluated by Wine et al. (1984). To resolve the contradiction, Blitz et al.
(2003) carried out direct high pressure limit measurements by monitoring the profile 
of vibrationally excited OH radical decay in a high excess of SO2 over the 
temperature range 295 - 673 K. The derived rate expression is in good agreement with 
that of Wine et al. (1984), suggesting that the reaction proceeds without a chemical 
barrier. In addition, for the first time, Blitz et al. (2003) observed chemical 
equilibrium for this reaction at temperatures from 523 K to 603 K, and hence the 
enthalpy of formation for HOSO2 was determined to be -373 ± 6 kJ mol'1 at 298 K. 
This value was supported by a subsequent theoretical study at G3 level by Somnitz
(2004) who also performed comprehensive calculations for the rate coefficients at a 
wide range of temperatures and pressures using RRKM theory in conjunction with 
master equation treatment. Despite the relatively good agreement with literature 
values in terms of the rate expression at the low-pressure limit and the falloff regime,
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the high-pressure limit rate coefficient is found significantly higher than other 
literature data at elevated temperatures. Since the discrepancy was attributed to the 
possible uncertainty in theoretical methods, further theoretical work at higher levels 
might be a necessity to elucidate the obscure rate coefficient at the high-pressure limit.
Preferred rate expression of SO2 + OH + M —► HOSO2 + M (Blitz et al. (2003)): 
High-pressure limit: k = 5.7 x 1012 T'0 27 cm3 mol' 1 s' 1 
Low-pressure limit: k = 1.7 * 1027 T 4'09 cm6 mol'2 s' 1 
Troe parameters: 0.1, 1 O'30, 103°
1.2.8 S03 Chemistry
Sulfur trioxide (SO3) is a significant pollutant, formed by the oxidation of SO2. In the 
presence of moisture, SO3 can be rapidly converted to sulfuric acid, leading to strong 
corrosion on metal surfaces. It is also the primary species in acid rain. Thus, the 
burning of sulfur-containing fuels and subsequent emissions to the atmosphere attract 
major environmental concerns. In combustion systems, it has been widely understood 
that the presence of trace SO3 may affect radical pools in flames (Glarborg et al. 
(1996), Mueller et al. (2000), Alzueta et al. (2001)) and hence the reactions associated 
with SO3 are of particular research interests in developing combustion models 
involving sulfur.
As a well known species with respect to thermochemical properties, the enthalpy of 
formation value A//f0298 of SO3 is determined to be -395.765 ± 0.71 kJ mol' 1 derived 
from equilibrium constant of SO2 oxidation reaction (Chase (1998)).
In combustion conditions, the majority of SO3 is formed from SO2 and atomic oxygen 
by reaction R1.17. Subsequent interactions with H, O and OH act as catalytic radical 
removal sequences via following reactions:
S03 + H —> S02 + OH 
SO3 + 0  —> SO2 + O2 
S03 + OH -> S02 + H 02
(R1.20)
(R1.21)
(R1.22)
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Hindiyarti et al. (2007) performed comprehensive theoretical studies on reactions 
R1.20 - R1.22, indicating that R1.20 is the dominant SO3 consumption channel, while 
the other two are too slow to be important in most combustion conditions of interest. 
The PES shows that the kinetically favoured pathway R1.20 undergoes the formation 
of adduct HSO3, followed by isomerisation to HOSO2 which subsequently dissociates 
to products SO2 + OH. With the barrierless steps for the addition and dissociation, the 
overall barrier of -20 kJ mol' 1 comes from the isomerisation step. However, this 
barrier height is still -25 kJ mol' 1 lower than that of the direct addition channel 
forming HOSO2.
For reaction R1.21, the PES shows that it has a substantial barrier o f-130 kJ mol' 1 via 
the direct O abstraction. Alternatively, it may prioceed via the formation of initial 
adduct SO4 on triplet surface which stabilizes to singlet SO4, followed by O2 
elimination from SO4 on singlet surface and the stabilization to products. However, 
this process entails a barrier with similar height to the direct abstraction channel. Due 
to the strong near degeneracy character on the singlet surface, the authors suggested 
multireference calculations may be required to gain a more reliable barrier height for 
this channel.
The reaction R1.22 is found to proceed via direct O abstraction with a barrier o f-120 
kJ mol'1. Due to the relatively low binding enthalpy for HOSO3 (-120 kJ mol'1), the 
formation of the adduct HOSO3 as a sink for SO3 is kinetically not important at 
combustion temperature of interest.
Preferred rate expression of SO3 + H —► SO2 + OH (Hindiyarti et al. (2007)): 
k = 8.4 x 1 0 9 T1 22 exp(-14 kJ mol'VRT) cm3 mol' 1 s' 1
Preferred rate expression of SO3 + O —► SO2 + O2 (Hindiyarti et al. (2007)): 
k = 2.8 x 1 0 4 T2 57 exp(-122 kJ moT'/RT) cm3 mol’1 s’1
Preferred rate expression of SO3 + OH —► SO2 + HO2 (Hindiyarti et al. (2007)): 
k = 4.8 x 1 0 4 T2'46 exp(-l 14 kJ mol'VRT) cm3 mol' 1 s' 1
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1.2.9 HSO Chemistry
The chemistry of HSO has received considerable research attentions since its potential 
role in catalytic sequence of atmospheric ozone destruction was proposed decades ago 
as follows (Friedl et al. (1985)):
SH + 0 3 —► HSO+ 0 2 (R1.23)
HSO + 0 3 SH+ 202 (R1.24)
In an effort to gain correct heats of reaction R1.23 and R1.24, early research mainly 
focused on the experimental and theoretical determination of enthalpy of formation of 
HSO. Schurath et al. (1977) first recommended an upper bound of 62 kJ m of1 for 
A//f°298 from a chemiluminescence spectrum study. This upper limit was significantly 
reduced to 11 kJ mol"1, according to the later mass spectrometric measurements 
(Slagle et al (1978)). Using a crossed beam technique, Davidson et al. (1982) 
estimated A//f°298 to be -6 ± 8 kJ mol'1. Using theoretical approaches, a number of 
early calculations were performed, predicting relatively low values in the range of -15 
kJ mol'1 to -31 kJ mol'1 (Xantheas and Dunning (1993a), Xantheas and Dunning 
(1993b), Esseffar et al. (1994), Wilson and Hirst (1994), Goumri et al. (1995)). In 
contrast to these theoretical values, Balucani et al. (2004) recommended the lower 
limit of A//f°298 to be -15 kJ mol'1 according to the crossed beam studies of channel 
R1.4 leading to HSO + O. However, this lower bound was challanged by recent work 
from Denis (2005) who determined A//f°298to be -22 ± 2 kJ mol'1 at CCSD(T) level of 
theory using large correlation consistent basis set. The author also noted that 
Balucani’s value may be affected by the uncertainty in the release of internal energy 
into HSO during the measurement (Quandt et al. (1997)). In this work, the preferred 
theoretical value of A//f°298 for HSO is from Denis (2005).
Despite considerable efforts devoted to studying the enthalpy of formation for HSO, 
limited kinetic resources can be found for the channels involving this species as a 
reactant. Among them, the majority of room temperature measurements are restricted 
to reactions of HSO with ozone (Wang and Howard (1990), Lee et al. (1994)) and 
nitric oxides (Bulatov et al. (1984), Bulatov et al. (1985), Lovejoy et al. (1987)), due 
to its significance in atmospheric chemistry. In theoretical studies, the PES for H/S/O
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system was initially characterized at the CASSCF level of theory, performed by 
Xantheas and Dunning (1993a). Recently, Marti nez-Nunez et al. (2002) carried out 
classical trajectory studies, using an H/S/O surface obtained by single-valued double 
many-body expansion at MRCI/aug-cc-pVTZ level (Martinez-Nunez and Varandas 
(2001)). In addition, Sendt and Haynes (2007) studied the same system at MRCI/aug- 
cc-pV5Z level. In conjunction with RRKM analysis and Multiwell calculations, the 
authors report that the formation of HSO by recombination reactions either SO + H or 
SH + O is at low pressure limit even at 10 atm.. However, the bimolecular reactions 
of HSO with major radicals, such as H, O, and OH, have attracted much less research 
interest. The rate coefficients of most channels had remained as crude estimates 
(Wendt et al. (1983)) until a set of updated values were proposed from theoretical 
calculations (Glarborg et al. (1996), Rasmussen et al. (2007)). For the potentially 
significant channels, theoretical work is performed for the reaction of HSO with OH, 
SH and O2. More details can be found in Chapter 4.
1.2.10 HSSH and HSS Chemistry
As an analogous sulfur species to hydrogen peroxide (H2O2), disulfane (HSSH) has a 
long history of research with respect to its preparation, structure and thermochemical 
properties. A comprehensive review of this species has been made by Steudel (2003). 
A//f°298 value of 15.2 ± 4.2 kJ mol'1 is determined from recent theoretical studies 
(Denis (2006)), which is in accordance with early measurement (Feher and Winkhaus 
(1957)). The thiosulfeno radical (HSS), however, attracted much less research interest 
since it was first detected by Porter (1950). Despite a few early works (reviewed by 
Denis (2006)) focusing on the determination of its geometry, the enthalpy of 
formation was first reported by Benson (1978) on the basis of the bond additivity 
estimation. The accuracy of A//f°298 for HSS was improved due to the recent 
measurement in conjunction with theoretical calculations carried out by Decker et al. 
(2000), yielding the value of 107.9 ± 10.5 kJ mol'1. This value is in good agreement 
with a contemporaneous theoretical prediction from Benassi and Taddei (2000) and a 
later one from Denis (2006).
Compared to the thermochemical properties, the reactivities of HSSH and HSS 
remain largely uncertain, probably due to their relatively insignificance in both
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atmospheric sulfur oxidation sequence and high temperature sulfur combustion 
systems. However, under reducing, sulfur rich and low temperature conditions, such 
as H2S decomposition and the reverse hydrogen sulfidation in particular, HSSH and 
HSS may be formed in large quantities and play a vital role in affecting the radical 
pool. In an effort to predict the kinetics of the H2-S2-H2S system under a wide range 
of conditions, a detailed kinetic model was constructed for the first time by Sendt et al. 
(2003), based upon a combination of literature values for reactions, such as R1.1-R1.3, 
R1.9 and R1.10, and comprehensive theoretical studies on many more unknown 
channels involving HSSH and HSS. The PES’s were characterized using the G2 
method with geometries and frequencies for most transition states determined at the 
CASSCF/6-31G(J) level. The rate expressions for unimolecular, bimolecular and 
chemically activated reactions were subsequently derived by means of master 
equation method, transition state theory and QRRK treatment respectively. Using this 
H/S subset, the model analysis reveals that three S-S bond forming and breaking 
channels are essential to correctly predict experimental profiles in H2S pyrolysis 
carried out by a variety of research groups (Darwent and Roberts (1953), Kaloidas 
and Papayannakos (1989), Tesner et al. (1990), Adesina et al. (1995), Hawboldt et al. 
(2000)). These channels are:
Despite the success in prediction of measurements above 900 K, the derived rate 
expressions (R1.25 and R1.26) for the H2/S2 system suffer from some shortcomings. 
First o f all, it appears that the QRRK treatment is inadequate to estimate the rate 
coefficient for the chemical activation reaction R1.25 via excited adduct HSSH. It was 
noted that the equilibrium constant reproduced by calculating the rate coefficients in 
both direction separately differs the one derived from thermodynamic values by a 
factor of 5 (Sendt et al. (2003)). In addition, the reverse rate coefficient for R1.26 
calculated from the equilibrium constant shows unusual temperature dependence at 
low temperatures (Cerru et al. (2006)). This is attributed to the change of the heat of 
reaction since the enthalpy of formation of SH from Chase (1998) was recently 
revised by a few kJ m ol'1 (Shiell et al. (2000)). In an effort to improve the predicted
HSSH + H <-> H2S + SH
HSS + H <-► SH + SH
HSSH + M <-► SH + SH + M
(R1.25)
(R1.26)
(R1.27)
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rate coefficient of R1.25 and R1.26, the present work will perform further theoretical 
studies on the H2/S2 system at a higher level of theory. More details can be found in 
Chapter 4.
1.3 Progress in the Sulfur Combustion Mechanism
1.3.1 Introduction
Sulfur combustion, characterized by its “blue flame”, has been familiar since ancient 
times. However, little research attention has been given to its underlying chemical 
nature until recent decades. As the major aspect for the mechanism development, t 
numerous research efforts focused on the impact of sulfur on radical pool in hydrogen 
or hydrocarbon flames. A sulfur compound, often in the form of H2S or SO2, was 
introduced as a trace species to study its influence on the overall combustion kinetics. 
The sulfur mechanism was therefore constructed to predict various measurements 
conducted in sulfur-doped flames or flow reactors. In addition to such indirect 
developments of sulfur combustion mechanism, some attention was turned to study 
the sulfur reaction mechanism directly. The thermal decomposition and oxidation of 
H2S, in particular, were often the choice of the reaction system to reveal fundamental 
insights into the sulfur chemistry as the main reactant.
1.3.2 Sulfur Interaction with Radicals
The impact of SO2 on flames was one of the earliest areas receiving attention in 
studying the kinetics of sulfur species. Fenimore and Jones (1965) first proposed a 
mechanism for S02-catalyzed radical removal (see section 1.2.7) in a fuel-rich 
H2/O2/AJ flame at 1500 K. Later flame studies (Kallend (1967), Halstead and Jenkins 
(1969), Kallend (1969)) confirmed that the presence of SO2 was responsible for the 
observed H atom decay. In addition, the measurements conducted by Durie et al. 
(1971) and Kallend (1972) indicated that the OH radical removal sequence was 
relatively insignificant compared to the H atom recombination cycle. Furthermore, the 
effect of SO2 on O atom recombination was studied by Smith and co-workers (Smith 
et al. (1982), Smith et al. (1983)) in a fuel-lean low pressure premixed CO/O2 flame 
doped with a small quantity of SO2. Given the use of a simplified combustion 
mechanism with only five sulfur channels, good model prediction was achieved with
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respect to all species profiles (including O, O2, CO, CO2), with the exception of SO3. 
Their model underpredicts the downstream profile for SO3. As noted by the authors 
(Smith et al. (1983)), this is because the predicted balance between SO2 and SO3 is 
largely affected by the underprediction of temperature profiles for the reaction system, 
due to the crude estimation on heat loss. Nevertheless, both measurements and 
predictions shows that the addition of SO2 cause an inhibition impact on the flames. 
Overall, these early efforts shed some light on the role of sulfur in combustion 
systems.
Another early research interest in sulfur kinetics was the sulfur-nitrogen interaction 
under various combustion conditions. The inhibition o f NO formation by seeded SO2 
or H2S in high concentration was first observed by Wendt and Ekmann (1975) in 
CHVAir flames. They attributed this kinetic behavior to the S02-catalyzed O atom 
recombination. Unexpectedly, a later CO/O2/AJ flame study showed that the doped 
sulfur species also produced an enhancement effect with respect to NO emission, 
provided that the introduced fuel sulfur was at a sufficiently low level (Wendt et al. 
(1979)). Direct sulfur-nitrogen interaction reactions were therefore postulated to 
account for the accelerating NO decay and N2 growth observed in moist CO/02/Ar 
flames seeded with both nitrogen and sulfur species (Wendt et al. (1983)). They are:
In hydrocarbon flames, on the other hand, it was suggested that indirect interactions 
with NHj species play a more important role in the enhancement of NO emission 
(Tseregounis and Smith (1983), Tseregounis and Smith (1984)). However, the limited 
study of sulfur-nitrogen interaction remains at experimental investigation. No detailed 
kinetic model has been released to date.
Notwithstanding the uncertainties in a number of sulfur channels, the sulfur scheme 
reported by Muller et al. (1979) could be considered as a start point that establishing a 
detailed sulfur combustion mechanism becomes the focus of extensive research work. 
This is attributed to the availability of the growing database for reliable
NO + S <-► NS + O
N + SO NO + S
NS + O <-► SO + N
(R1.28)
(R1.29)
(R1.30)
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thermodynamic and kinetic information as well as the increasing desire to improve the 
understanding of sulfur chemistry in combustion systems. Muller et al. (1979) carried 
out the stoichiometric and fuel-rich H2/O2/N2 flame studies at 1 0  atmospheres with 
temperatures varying from 1700 K to 2350 K. The gas mixture was seeded with a 
certain fraction of H2S (0.25% - 1%) A laser fluorescence monitoring technique was 
used to offer quantitative measurements of SH, S2, SO, SO2 and OH. The sulfur 
model proposed was based upon partial equilibrium hypothesis. The mechanism 
consisted of 36 reactions and 10 sulfur species, including S, S2, S4, SH, H2S SO, SO2, 
SO3, HSO2 and HSO3. According to the model analysis, quasi-equilibrium was found 
to be established for major sulfur species, governed by 8 rapid bimolecular reactions. 
It also showed that R1.17 was the predominant channel forming SO3 in fuel-rich 
flames. The presence of the S0 2 -catalyzed H recombination cycle was also confirmed, 
revealing that the formation of HSO2 represents the only significant third body 
recombination channel under studied conditions. It should be noted however that the 
comparison between model predictions and experimental measurements on the 
profiles sulfur species was not performed.
In an effort to extend the mechanism to lower pressures and temperatures, Zachariah 
and Smith (1987) conducted fuel-rich H2/O2/SO2 flame measurements at pressures of 
0.13-0.2 atm. and the temperature range 1450 - 1800 K. Using a molecular bean mass 
spectrometer, SO2 was found to be the dominant sulfur product, followed by S2 and 
H2S. A sulfur mechanism was constructed with 44 reversible reactions and 9 sulfur 
species: H2S, SH, S, SO, SO2 S2, HSO, HSO2 and S2O. Despite crude estimates on 
thermodynamics and rate coefficients for reactions involving HSO, HSO2 and S2O 
species, the simulation captured the profiles for major sulfur species except for H2S. 
The model underpredicted the substantially high H2S concentration observed 
experimentally. The authors attributed this discrepancy to their sampling method 
perturbing the radical pool which was fairly sensitive to H2S chemistry. Furthermore, 
the significance of S0 2 -catalyzed H and OH radical recombination in fuel-rich flames 
was highlighted, indicating that the H2 formation via H + HSO2 is the rate controlling 
step in the H atom removal cycle. In contrast to Muller’s high temperature study 
(Muller et al. (1979)), the model analysis indicated that the partial equilibrium 
hypothesis was no longer valid under low temperature flames. Despite the qualitative 
agreement with measurements, the proposed mechanism suffered from the lack of
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reliable thermodynamics and kinetics for intermediate sulfur species, such as HSO 
and HSO2. In addition, the kinetics for SO conversion to SO2 and the chemistry of 
S2O remained uncertain.
In hydrocarbon flames, Pauwels et al. (1992) studied the impact of doped H2S (1.2% - 
2.4%) on stoichiometric methanol combustion at 0.105 atm.. The use of gas 
chromatography and electron spin resonance enabled stable species and radicals to be 
measured separately. The kinetic model used for predicting experimental profiles was 
a combination of their previously developed methanol combustion mechanism 
(Pauwels et al. (1990)) and the reduced sulfur scheme extracted from Zachariah and 
Smith (1987), including 13 reversible reactions and 5 major sulfur species (H2S, SH, 
S, SO and SO2). Reaction flux analysis highlighted significant pathways responsible 
for the evolution of SO2 from H2S through SH, S and SO radicals. The mechanism 
was capable of qualitatively predicting most of measured stable species. However, it 
largely overpredicted the radical profiles, especially H atoms. In addition, 
fundamental questions on the role of sulfur chemistry in hydrocarbon flames 
remained unanswered, due to the absence of interaction channels between sulfur and 
hydrocarbon species.
Given previous mechanism developments suffered from the lack of reliable 
thermodynamic and kinetic information for a number of major sulfur species, the 
model established by Glarborg et al. (1996) can be considered as a remarkable 
foundation for a comprehensive sulfur combustion mechanism. This is attributed to 
their efforts on updating the thermodynamic properties and kinetics for HSO/HOS, 
HSO2/HOSO, HSOH/H2SO, HOSO2 intermediates. It was found that reactions 
involving these species are essential to correctly describe the SO2 catalytic effect on 
radical recombination. Flow reactor experiments were carried out for fuel-lean moist 
CO oxidation doped with NO and SO2 at moderate temperatures (800 - 1300 K) and 
atmospheric pressure. The model used for analyzing the SO2 and NO influence on CO 
oxidation consists of their previous developed CO/NOx subset (Glarborg et al. (1995)) 
and the updated sulfur mechanism, including 67 reversible reactions and 15 sulfur 
species. The model reasonably predicts the measured CO decay profiles and indicates 
that the presence of SO2 is responsible for O atom consumption via the O-cycle as 
suggested by Smith et al. (1982), leading to the inhibition of CO oxidation. This
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inhibition effect is significantly reduced by the addition of NO which may affect the 
radical pool more strongly than SO2. Despite the good agreement with the 
experiments conducted in the high level NO conditions, the model overpredicts the 
inhibition effect of SO2 when the presence of NO is relatively low. The discrepancy 
was attributed to the uncertainty in the chemistry of either the H-cycle or OH-cycle, 
which also leads to the poor prediction at the high moisture level. Although the 
chemistry of H2S, SH and S also remain uncertain in the model, it does not affect the 
good prediction of SO2/SO3 ratio under fuel-lean conditions. The authors (Glarborg et 
al. (1996)) noted however that further improvement was required to predict H2S 
oxidation in which H2S, SH and S govern the global kinetics.
Similar flow reactor experiments were conducted by Mueller et al. (2000) who also 
studied the dependence of pressure in the range of 0.5 to 10 atm. Measurements 
support previous observations (Glarborg et al. (1996)) that NO may diminish the 
ability of SO2 to inhibit CO oxidation. In an effort to reveal the chemistry in this 
system, a detailed chemical kinetic model was constructed by a combination of a 
CO/H2O/O2/NOX subset (Mueller et al. (1999)) and a sulfur subset (Glarborg et al. 
(1996)) with revised rate coefficients for the recombination channels of SO2, and/or 
SO3 with H, O and OH radicals. Of particular significance is the inclusion of a new 
product channel for H + SO2, forming the more stable adduct HOSO. When HOSO 
reacting with O2 producing SO2 + HO2, it offers S02-catalyzed HO2 formation route. 
The majority of HO2 was found to be subsequently converted to OH via reactions 
with H and O radicals. Overall, this sequence enhances radical propagation by 
converting H atoms into OH radicals, leading to the reduction of the termination H- 
cycle catalyzed by SO2. Furthermore, according to the model predictions, better 
agreement with the measurements of the SO2 inhibition effect on CO oxidation was 
achieved when the SO2 + O recombination reaction was treated as being in the fall-off 
regime. It should be noted however that the model significantly underpredicts the 
observed SO3 formation. This was attributed to the uncertainties in the major SO3 
consumption channels.
In contrast to the inhibition effect caused by doped SO2, Alzueta et al. (2001) 
observed that the addition of SO2 could also promote CO oxidation under slightly 
fuel-lean conditions. Using the sulfur mechanism mainly taken from Glarborg et al.
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(1996) with updated HOSO chemistry, model predictions qualitatively capture the 
SO2 sensitized CO oxidation profiles. On the other hand, the model also well predicts 
the inhibition extent for SO2 doped CO oxidation under extremely fuel-lean 
conditions, in agreement with what was previously observed (Glarborg et al. (1996) 
and Mueller et al. (2000)). However, only slight inhibition was observed 
experimentally under the fuel-rich condition which was significantly overpredicted by 
the model. The authors attributed this to the uncertainty in the chemistry of HOSO. In 
an attempt to achieve better agreement with experiments, a low rate coefficient for 
SO2 + H was suggested, leading to less H radical removal and hence moderating the 
inhibition effect. Against this, later experiments in jet-stirred and plug flow reactors 
showed a much stronger inhibition effect under fuel-rich conditions (Dagaut et al. 
(2003)). The authors noted that the much higher reactant level (by nearly two orders 
of magnitude) could be responsible for the discrepancy, due to the potential 
enhancement of radical loss on the silica surface. However, with the inclusion of an H 
atom loss channel to account for the radical removal by the surface, the model was 
still unable to predict the inhibition extent in CO oxidation under either stoichiometric 
or fuel-rich conditions, unless the rate coefficient for SO2 + H was artificially 
increased by a factor of 5 -10 from theoretical value (Goumri et al. (1999)). This 
problem was somewhat resolved due to the recent update on HOSO consumption 
channel by O2, competing with the H removal channel HOSO + H (Rasmussen et al. 
(2007)). A lower rate coefficient for HOSO + O2 effectively enhances the H-cycle, 
such that satisfactory agreement between model predications (Rasmussen et al. (2007)) 
and experiments (Dagaut et al. (2003)) was achieved using the updated theoretical 
value for SO2 + H (Blitz et al. (2006)). In addition, a theoretical study on HOSO + H 
reveals that the H-cycle is more complex than previously assumed (Fenimore and 
Jones (1965)). The formation of singlet SO and H2O rather than SO2 + H2 was 
proposed as the major product channel for reaction HOSO + H (Rasmussen et al. 
(2007)). Since singlet SO is even more reactive than ground state triplet SO, the new 
channel leads to chain propagation instead of termination in the H removal sequence, 
which significantly reduces the radical recombination rate under fuel-rich conditions. 
However, even though the impact of S02-catalyzed radical removal is reduced, the 
model still significantly overpredicts the weak inhibition observed experimentally 
(Alzueta et al. (2001)). Rasmussen et al. (2007) postulated the possibility that chain
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reactions may be initiated heterogeneously by the surface effect of silica wall in the 
experiment.
1.3.2 H2S Thermal Decomposition
The kinetics of H2S thermal decomposition has been extensively studied, due in part 
to the potential use as an H2 carrier and in part to the significance as a subset for the 
sulfur combustion mechanism. However, in a number of existing static or flow reactor 
measurements, there are contradictions with respect to the reaction order, apparent 
activation energy and surface effect.
Darwent and Roberts (1953) carried out H2S thermolysis in a quartz static reactor. 
The reaction was found to occur homogeneously with second-order dependence on 
the concentration of H2S over the temperature range 923 - 1196 K. By measuring the 
formation of H2, the apparent activation energy was determined to be 209 kJ mol'1. 
However, Tesner et al. (1990) reported a higher apparent activation energy of 277 ± 
14 kJ m of1 for the homogeneous reaction. In addition, H2S thermal decomposition 
was found to be near first-order over the temperature range 1073 - 1440 K. They 
attributed this to the contamination by the silica surface effect as previously reported 
by Darwent and Roberts (1953) for measurements at temperatures below 923 K.
In an attempt to eliminate the catalytic wall effect of silica, Kaloidas and 
Papayannakos (1989) carried out H2S thermolysis in an alumina flow reactor, 
suggesting that the reaction was first-order with a low apparent activation energy of 
196 kJ mof1. Since no apparent difference of H2S conversion was detected upon 
varying alumina surface area, they concluded that alumina was non-catalytic to the 
thermal decomposition of H2S. Against this, an obviously enhanced rate of H2S 
thermal decomposition by the additional alumina surface was observed by other 
research groups (Bandermann and Harder (1982), Kappauf and Fletcher (1989), 
Harvey et al. (1998)). In addition, Harvey et al. (1998) reported the activation energy 
for the surface reaction dominated H2S thermolysis to be 194 kJ mol'1 which was in 
accordance with that of Kaloidas and Papayannakos (1989). The undetected surface 
effect of alumina may have been obscured by the fact that the measurements carried
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out by Kaloidas and Papayannakos (1989) were under the reaction control rather than 
the diffusion control.
Since alumina was found to be catalytic for H2S thermolysis, the surface effect of 
silica was re-examined by Adesina et al. (1995) and Faraji et al. (1998). In line with 
early measurements performed by Darwent and Roberts (1953), silica was found to be 
inert for H2S thermolysis at high temperatures. While the undetected silica wall effect 
can be attributed to the fact that reaction is at the kinetic limit, experiments conducted 
in silica reactor should be no more affected by surface reactions than those using the 
alumina reactor. This is because the rate of H2S decomposition measured by Karan et 
al. (1999) was seven orders of magnitude lower than that obtained in alumina reactor 
(Kaloidas and Papayannakos (1989)) in the overlapping temperature range 1073 - 
1133 K. In good agreement with measurements conducted by Adesina et al. (1995) at 
lower temperatures (1030 - 1070 K), Karan et al. (1999) reported that the overall 
reaction was of first-order dependence on the concentration of H2S with the apparent 
activation energy being determined to be 241 kJ mol'1. This apparent activation 
energy supports the early measurements by Tesner et al. (1990) which is close to the 
value of ~270 kJ mol'1 for the activation energy of the spin-forbidden elementary 
channel Rl.l measured in shock tubes (Olschewski et al. (1994), Woiki and Roth 
(1994), Shiina et al. (1996)). Thus, it suggests that H2S thermolysis is initiated by the 
unimolecular dissociation of H2S forming H2 and S.
Despite the number of extensive early studies on H2S thermal decomposition as well 
as the reverse H2 sulfidation reaction (Dowling et al. (1990), Dowling and Clark 
(1999), Hawboldt et al. (2000)), the mechanism remains poorly understood due to the 
lack of reliable rate constants for significant channels involved. A detailed kinetic 
model was not established until the recent theoretical study performed by Sendt et al. 
(2003) as reviewed in section 1.2.10. In addition, Binoist et al. (2003) proposed a 
scheme to predict the H2S thermolysis conducted in a silica flow reactor over the 
temperature range 1073 - 1373 K. While reasonable agreement is achieved between 
model predictions and experimental profiles, including the sensitization effect by S2 in 
particular, the model suffers from a major deficiency in the rate coefficient of the 
primary step Rl.l for the H2S thermolysis. The unfeasible activation energy was 
lower than the endothermicity of Rl.l by ~38 kJ mol'1. While the authors provided no
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explanation on the choice of that value, the large reduction of activation energy for a 
significant ignition channel may be attributed to the need to shift the model’s 
predicted profiles to lower temperatures in order to fit the experiments. This implies 
that the measurements itself might also be contaminated by the catalytic effect of 
silica wall as previously observed.
1.3.3 H2S Oxidation
Compared to extensive studies on the sulfur interaction with radicals in various 
combustion systems, limited research efforts have been devoted into the direct 
investigation of sulfur combustion. Among them, H2S combustion is of particular 
interest, due to its practical application in Claus process. According to the brief 
review by Norrish and Zeelenberg (1957), the main focus of early studies was on 
identifying the appearance of major sulfur intermediates in H2S oxidation, such as SO, 
S2 and S2O2. Furthermore, Merryman and Levy (1972) reported the presence of S2O 
prior to the formation of SO. In an effort to interpret experimental observation, major 
sulfur channels in H2S oxidation were postulated by Norrish and Zeelenberg (1957). 
Using this scheme along with dominant channels for H2 oxidation and SO3 formation, 
rate coefficients for R 1.4, R 1.15 and R1.17 were estimated to achieve good agreement 
with the experimental measurements (Levy and Merryman (1965), Merryman and 
Levy (1967)). Bradley and Dobson (1967a) carried out H2S combustion in shock 
tubes at high temperatures (1623 - 2723 K), monitoring the appearance of OH and 
SO2. A chain branching sequence was proposed which may explain the observed 
sensitization of H2S oxidation by the addition of H2 (Bradley and Dobson (1967b)).
Despite the early efforts devoted to studying the kinetics of H2S oxidation, the first 
attempt to construct a detailed chemical kinetic model was made by Frenklach et al. 
(1981) who carried out ignition delay measurements in shock tubes. The experiment 
was conducted at atmospheric pressure and in the temperature range 950 - 1200 K, 
using gas mixture of 4% - 22% H2S in air with moisture level of 1.6% - 13%. The 
proposed mechanism for H2S oxidation consists of 17 species and 57 reversible 
elementary reactions, including the H2 oxidation subset taken from literature data. 
Notwithstanding the crude estimate of rate coefficients for most of sulfur involved 
channels, satisfactory agreement was achieved with respect to describing the ignition
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delay observed in their measurements as well as previous studies (Bradley and 
Dobson (1967a), Bradley and Dobson (1967b)). However, as noted by authors, the 
mechanism is fundamentally incomplete with respect to the availability of reliable 
kinetic data for significant channels in the H/O/S system.
The mechanism of H2S oxidation was largely extended by a later attempt from 
Chernysheva et al. (1990) who constructed a more detailed kinetic model consisting 
of 15 sulfur-containing specie and 164 reversible channels. Despite the satisfactory 
achievement in predicting experimental data at high temperatures, most of rate 
coefficients were estimated according to semi-empirical equations. The authors 
concluded that this scheme should only be considered as a first approximation, due to 
the lack of reliable thermodynamic and kinetic data for most sulfur reactions which 
potentially govern the overall kinetics.
Recently, Tsuchiya and co-workers (Tsuchiya et al. (1994), Tsuchiya et al. (1997)) 
carried out excimer laser photolysis combined with atomic resonance absorption 
spectrometry, allowing the measurements of significant channels in H2S oxidation. 
Compared to previous mechanisms (Frenklach et al. (1981), Chernysheva et al. 
(1990)), more reliable rate coefficients were determined in the shock tube 
measurements for the sulfur channels R1.4, R1.8, R1.12 and R1.15 which are of 
paramount importance in the accurate description of H2S oxidation sequence. In 
addition, the products of the SH + O2 reaction were found to be HSO + O rather than 
H + SO2 as previously suggested by Frenklach et al. (1981). Another vital 
improvement is the recognition of H2 + S as the products of the unimolecular H2S 
decomposition. Using the updated rate coefficients, a simplified H2S oxidation 
mechanism was proposed as a combination of a sulfur scheme (17 reactions) and the 
well established H2/O2 subset (13 reactions). Given the degree of simplification, this 
model showed good agreement in the prediction of ignition delay measured by 
Bradley and Dobson (1967a).
More recently, using the available literature data, Cerru and co-workers (Cerru et al. 
(2005), Cerru et al. (2006)) established a detailed chemical kinetic model (12 sulfur- 
containing and 70 reversible reactions), focusing on high temperature sulfur chemistry. 
While the mechanism was validated against measurements conducted in different
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types of reactors under a wide variety of conditions, the authors noted that the fate of 
the SH radical is still uncertain in H2S oxidation.
1.4 Conclusions
While Schofield (2001) claimed that the sulfur system may be accurately described by 
partial equilibrium, a review of current understanding of sulfur chemistry shows that 
the kinetics of most sulfur combustion remains largely uncertain. Despite the fact that 
a number of reliable kinetic data have been derived from high temperature studies 
over many years, little effort has been devoted to the study of low temperature sulfur 
combustion, as the mechanism is more complicated involving many additional 
channels which are difficult to measure experimentally at low temperatures. This 
thesis seeks to use quantum chemical methods in conjunction with experimental 
measurements to produce a detailed mechanistic model for the reactions of sulfur in 
H/O/S systems, focusing on fuel-lean H2S oxidation kinetics in particular. Such a 
model will not only provide fundamental insights into the sulfur chemistry in 
combustion processes, but also serve as a subset which can be extrapolated reliably to 
new systems over a wide range of conditions. To sum up by quoting Hynes and Wine 
(2000), “Until the H/O/S system is well understood, it will be difficult to have 
confidence in the interpretation of more complex systems involving hydrocarbons 
and/or sulfur-nitrogen interactions.”
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Chapter 2:
Experimental Setup and Calibration
2.1 Introduction
The objective of the experimental study is to carry out measurements of product 
concentrations from H2S oxidation under well-defined conditions for comparison with 
a detailed sulfur kinetic model. This chapter describes the experimental setup.
2.2 Experimental Setup
A schematic of H2S oxidation system used in this work is presented in Fig. 2.1. The 
system consists of three distinct sections:
2.2.1 Gas Supplies
The gases used in the experiments are N2 (99.9%, BOC Pty. Ltd.), H2S (0.51% in N2, 
Coregas Pty. Ltd.) and O2 (1.04% in N2, Coregas Pty. Ltd.). In case that requires 
higher O2 concentration, it is achieved by the use of C02-free dry air supplied from an 
FTIR purge-gas generator (Balston 75-62-12VDC). The reactants (H2S and O2) and 
carrier gas (N2) are metered with mass flow controllers (MFC), as listed in Table 2.1.
TABLE 2.1: List of the MFC Used in the Experiments
F lo w  R ange (seem ) B rand
MFC1 500 Ty lan
M FC2 100 Tylan
M FC3 1000 Unit
M FC4 100 B ronkhu rs t
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Figure 2.1 Schematic diagram of the experimental setup for H2S oxidation
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Each MFC is calibrated using the inert gas N2 and the mass flow calibrator (DryCal 
DC-Lite) with an accuracy of ± 1%. The flow rate is reported at standard conditions, 
automatically converted to the condition at 294 K and 1 atmospheric pressure. Given 
the gas mixtures are highly diluted in N2 , it is not necessary to scale the calibration 
expression by a conversion factor to account for the difference between N2 and the 
gas mixtures with respect to heat capacity and density. Figure 2.2 shows an example 
for the calibration of MFC1. The remaining calibration charts are presented in 
Appendix A.
Percentage of Full-scale
Figure 2.2 Calibration chart for MFC1 (500 seem) using N2. The line is a linear least-squares fit to the 
measured points
2.2.2 Reaction Section
A coannular countercurrent silica flow reactor (Fig. 2.1) is housed vertically in a 
temperature-controlled furnace (Lindberg/Blue Model: BF51766C equipped with a 
Yokogawa temperature controller UT150). The fuel and oxidizer streams are fed and 
preheated by flowing downwards through the outer annulus. They are mixed at the
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base of the central reaction tube and flow upwards through this tube which has an 
inner diameter of 0.7 cm. Typically, a total reactant flow rate of -420 cm3 min'1 (STP) 
is supplied to achieve residence times of 0.1 - 0.2 s, depending on actual reaction 
temperatures. At this flow rate, the hot gas stream leaving the furnace is found to be 
effectively cooled down to suitable temperatures for the subsequent sampling system 
by the surrounding air. A thermocouple (N-type, accuracy ±1 K) is used to measure 
temperatures at the outside wall of the reactor, avoiding any catalytic effect 
introduced by the alumina sheath of the thermocouple. Blank experiments showed 
that temperature of the reaction zone was <2 K lower than that of outside reactor wall. 
Detailed temperature profiles inside the reactor are presented in Chapter 5. The 
system pressure is indicated by pressure gauges (PI and P2) installed upstream and 
downstream of the reactor. To minimize the possibility of air penetration into the gas 
lines, all the tubing and fittings are made of stainless steel, except for the use of a few 
length (-5 cm) of Teflon tubing and fittings that provide a flexible connection 
between the stainless steel and silica inlet and outlet tubes of the reactor.
2.2.3 Sampling System
2.2.3.1 Analytical Instrumentation
The product stream exiting the reactor is delivered to a micro Gas Chromatogram 
(GC) (MTI M200) by which the concentrations of H2S, O2, H2 and SO2 are 
determined. The micro GC is equipped with two independent analysis modules. Each 
module extracts a small amount of sample flow using separate internal sample pumps. 
H2S and SO2 can be analyzed directly on an 8 m PoraPlot Q column. While one of the 
major products H2O is also detectable on this column, it is impossible to gain reliable 
measurement due to the asymmetric peak obtained. The measurements of O2 and H2 
are achieved on a 10 m Molecular Sieve 5A (MS-5A) column. Since the presence of 
H2S damages this type of column due to the permanent absorption, it needs to be 
removed completely from the gas stream by the use of a two-stage scrubber system 
described in detail later. Table 2.2 summarizes the column conditions used for the 
measurements in this work.
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TABLE 2.2: Colum Conditions Used for the Micro-GC Measurement
Column type MS-5A PoraPlot Q
Length (m) 10 8
Carrier gas Ar He
Tem perature (°C) 40 65
Pressure (psi) 29 40
Run tim e (s) 100 150
Sample time (s) 20 20
Injection time (ms) 100 150
Detector sensitivity High High
The retention times for H2S, O2, H2 and SO2 are found to be -63 s, -45 s, ~30 s and 
-143 s, respectively. While cylinder gas is used for the direct calibration of H2S, O2 
and H2, SO2 is calibrated by running the reactor under conditions that ensure complete 
oxidation of a known concentration of H2S. Figure 2.3 shows an example of micro 
GC calibration for H2S measurement, while the remaining is presented in Appendix 
A. The validity of H2S calibration was confirmed by sampling a gas stream with 
known concentration of H2S generated by G-Cal permeation device (Model: GC23- 
7003-C25). According to the average absolute discrepancy obtained in the calibration 
as well as the uncertainty of the gas cylinder (2%), MFC (1%) and micro GC (2%), a 
relative error <5% is estimated for the H2S, Fh and SO2 measurements. However, the 
O2 calibration measurements showed more variability, around -10% , suggesting that 
the micro GC is not ideal for O2 measurement at low concentrations (below 2000 
ppm). Nevertheless, given the experiments are performed with a significant 
stoichiometric excess of O2, the lack of reliable measurements of O2 does not affect 
the model validation in this work.
38
500
points
2.2.3.2 Scrubber System
The scrubber system consists of two consecutive Drechsel gas washers, a Perma pure 
dryer (Model: PD-50T-12MPS) and a U-tube. The gas stream is dispersed into a 1 M 
zinc acetate solution in the gas washers where H2S is converted to zinc sulfide (ZnS) 
which precipitates as a white solid. The F^S-free gas stream inevitably becomes 
saturated with H2O, which may affect the separation on Molecular Sieve 5A column. 
The Perma Pure dryer is therefore used to remove water without affecting other gas 
components. Finally, the dry gas stream passes through a U-tube packed with 
molecular sieve particles coated with lead acetate. As H2S reacts with lead acetate 
forming lead sulfide which is black in colour, it acts as an indicator to the presence of 
any remaining H2S due to the failure of trapping H2S in the gas washers. In this case, 
a replacement of zinc acetate solution is required. Since H2S is the minor component 
in the gas stream, the slight reduction of the total gas flow rate through the scrubber 
system is expected to have negligible effect on the concentration of other components.
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2.23.3 Pump-Probe Sampling
In an effort to measure species concentration profiles as a function of the distance 
above the mixing section (Fig. 2.1), a quench sampling system is established. A silica 
tube (3 mm O.D. x 1 mm I.D.) with an orifice nozzle on the one end is used as a 
probe and a diaphragm pump (KNF Model: N 813.5 ANE) generates the vacuum 
pressure required for the sampling. The quenched products are sampled on micro-GC 
as described earlier. The use of valves V2 - V4 in Fig. 2.1 allows the source of the 
sample gas stream to be switched between the reactor outlet and the pump outlet 
during the experiments. The reliability of this probe sampling is discussed in Chapter 
5.
2.3 Experimental Conditions
In this work, H2S oxidation is carried out under fuel-lean conditions at -1.05 bar 
pressure. As summarized in Table 2.3, the concentration of fuel (FES) and oxidizer 
(O2) varies in the range of 100 -  500 ppm and 200 -  5000 ppm respectively. 
Assuming adiabatic reaction, the upper-limit temperature rise of the gas mixture due 
to the exothermic oxidation of 100 ppm H2S is estimated to be in the range of 0.95 -  
1.78 K, for complete conversion to products SO2 + H2 or SO2 + H2O respectively. 
Adiabatic temperature rises in the oxidation of 300 ppm and 500 ppm H2S are <5 and 
<8 K, respectively. H2S oxidation under fuel-rich conditions is excluded in this work, 
as these conditions lead to excessive formation of poly-sulfur species which could not 
be determined in this work. At the same time, with the inclusion of the reactions of 
these species, the reaction mechanism becomes more complex involving more poly­
sulfur species which are poorly characterized in both thermodynamics and kinetics.
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TABLE 2.3: Summary of H2S Oxidation Experiments
ReactantConcentrations
0 2(ppm)
200400
600
10005000
H2S (ppm) 
100 300 500
#6#7 #9
#8 #10
Note: 1. Blue cells represent fuel-lean conditions, while red cells are fuel-rich conditions; 2. The 
concentrations are approximate, actual values are measured in the experiments.
2.4 Safety
According to material safety data, H2 S and SO2 are highly toxic gases even at a few 
ppm. Thus, regular check on the gas tightness of the system is performed to avoid the 
occurrence of gas leakage during the experiments. In addition, the experiments are 
conducted in the well ventilated area and the laboratory is protected with a gas alarm 
(DVK GG 2000 SV) fitted with an H2 S sensor (Figaro TGS 825).
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Chapter 3 :
Computational Chemistry Methods
3.1 Introduction
A variety of computational chemistry methods enables molecular properties, such as 
geometries, absolute and relative energies, vibrational frequencies, spectroscopic 
quantities and kinetic parameters to be calculated from first principles by solving the 
approximate solutions to the time independent electronic Schrodinger equation. 
Thanks to the increasing power of computers and the simultaneous development of 
reliable theoretical methods, computational chemistry provides researchers with an 
insight into chemical systems which may be unmeasurable using experimental 
techniques. This chapter first introduces the quantum chemical methods and strategies 
extensively used to study the reaction system of interest in this work. Subsequently, 
various theoretical approaches are presented which enable reliable thermodynamic 
properties and kinetic parameters, such as rate coefficients at the high pressure limit, 
low pressure limit and in the falloff regime to be derived for a wide range of 
temperatures.
3.2 Theory in Quantum  Chemistry 
3.2.1 Schrodinger Equation
For quantum mechanical systems, of central importance is the Schrodinger equation 
(Schrodinger (1926)) which is capable of describing systems at the atomic scale. As 
the basis for most quantum chemistry methods, the general form of the time 
independent, nonrelativistic Schrodinger equation is written as:
H X¥ = EV (E3.1)
A
where H is the Hamiltonian operator, and the solutions to this equation are the 
eigenfunctions (also termed wavefunctions) and energies E as a series of 
eigenvalues.
42
The Hamiltonian operator H in atomic units for n number of particles with mass mi 
and charge q, of the particle z is:
(E3.2)
(E3.3)
where is the distance between particles, and y t and z, are the coordinates of 
particle i.
The first term of equation (E3.2) represents the kinetic energy of particles and the 
second term is the potential energy introduced by Coulombic attraction or repulsion 
between particles.
For instance, the Hamiltonian operator for a hydrogen atom H with nucleus (of mass 
mi) and electron (of mass m2) separated at a distance of r is:
describes the probability of particles being in certain locations. A given molecular 
wavefunction is, therefore, a function of both nuclear and electronic coordinates. As 
the electrons are much lighter than nuclei and move three orders of magnitude faster, 
the Bom-Oppenheimer approximation (Bom and Oppenheimer (1927)) assumes that 
the electrons are able to adjust instantaneously to any change in the nuclei position. 
This leads to the decoupling of electronic and nuclear motions which means that the 
nuclei can be treated as stationary with electrons moving around them. The 
consequence of the Bom-Oppenheimer approximation is the significant simplification 
of the Schrôdinger equation - it only needs to be solved for electrons alone for a 
frozen nuclear separation. For a molecule with N atoms, there are 3N-6 (3N-5 in the 
case of a linear molecule) degrees of freedom for nuclear configuration. Thus, the 
corresponding electronic energies obtained form a 3N-6 dimensional surface for non-
(E3.4)
The wavefunction T in equation (E3.1) is a function of particle positions which
linear molecules and 3N-5 dimensional surface for linear molecules. This is known as 
Potential Energy Surface (PES).
The electronic Hamiltonian operator for a molecular with stationary nuclei is given by:
a electrons V7 2 nuclei electrons
H = -  X ^--X X; / A
y  electrons i' + x x - L-+nucleixx-
K J r, -  r, u j I Rj -  R
(E3.5)
where Ri and r, are the coordinates of nucleus I  and electron i respectively, and Zj is 
the charge on nucleus I  in atomic units.
The first term of equation (E3.5) represents the kinetic energy of electrons only while 
the second term is the attraction of electrons to the positive nuclei. The third and 
fourth terms represent the repulsion between electrons and nuclei respectively. As the 
nuclei are assumed to be stationary, the fourth term remains constant for a fixed 
nuclear geometry as the nuclear repulsion energy which is typically incorporated into 
the electronic energy.
Despite the well established theory, the fundamental difficulty in quantum mechanics 
is that the Schrodinger equation can be solved exactly for only the simplest systems 
containing no more than two interacting particles, such as a harmonic oscillator or 
hydrogen atom H. For instance, the energy obtained from the solution of Schrodinger 
equation for the ground state H atom is:
E = ----- ----- = -13.6 eV (E3.6)
AtTuna^
where h is Planck’s constant, m is the reduced mass of the proton and electron and ao 
is the Bohr radius.
The wavefunction corresponding to the Is orbital as a function of distance r between 
the proton and electron is given by:
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(E3.7)
The orbitals for excited states (higher energy solutions) are:
2s: xi'(r) =
2Pz: ^(r , e )  =
f  ì \
32ml )
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— e 2a° cos 9 
an
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where 6 and <j> are angles in spherical coordinates.
(E3.8)
(E3.9)
(E3.10)
Figure 3.1 shows the boundary surfaces of s and p orbitals which capture 95% 
probability of finding an electron, according to expressions E3.7- E3.10.
s Orbital p* Orbital py Orbital
p ; Orbital All p Orbitals full
Figure 3.1 Schematic diagram of s and p orbitals (Annenberg Media).
Under the Bom-Oppenheimer approximation, an exact analytical solution may be 
gained for molecular-ion with single electron, such as H2+. However, due to the 
presence of electron-electron interaction term in equation (E3.5), exact analytical 
solutions do not exist for atoms or molecules that consist of more than one electron.
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Thus, approximate methods are required and they fall into two broad categories: the 
variational method and the perturbation theory.
3.2.2 Quantum Chemical Methods
Before introducing the typical quantum chemical methods, it is valuable to define 
several useful concepts frequently mentioned throughout this thesis:
i. Spin: The internal angular momentum of the electron rotation above its own 
axis. The possible direction is either up or down.
ii. Pauli Exclusion Principle: It ensures that any occupied orbital accommodates 
either one electron or two paired electrons with opposite spin.
iii. Multiplicity: In quantum chemistry, a single electron has a spin quantum 
number s=V:2. Two unpaired electrons give a total spin angular momentum of 
5=25=1, while two paired electrons give a zero total spin angular momentum 
(5=0) due to the opposite spin. The multiplicity is given by the value of 25 + 1. 
For a closed shell configuration with 5=0, the multiplicity is 1 so that it is 
denoted as a singlet state. Similarly, the presence of one or two unpaired 
electrons leads to a doublet or triplet state, respectively.
iv. Ground/Excited State: For a given atom or molecule, the electrons may be 
distributed amongst the orbitals in a variety of possible occupations. A ground 
state is the configuration that has the lowest energy while the other 
configurations are called excited states. For instance, an excited state can be 
created by promoting one electron from a singlet ground state to one 
unoccupied orbital. The resulting excited state possessing two unpaired 
electrons is a triplet state.
v. Shell: All the orbitals with the same principal quantum number (n = 1, 2, 3, ...) 
form a single shell of the atom.
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vi. Valence/Core Orbital: For a many-electron atom, the orbitals belonging to the 
outermost shell are called the valence orbitals which accommodate the valence 
electrons. They are most likely responsible for the formation of chemical bond. 
The remaining occupied orbitals with lower energies are called the core 
orbitals and are found closer to the nucleus. They are usually considered to be 
inert to chemical reactions.
vii. Reaction Coordinate: An abstract geometric parameter that varies in the 
course of conversion of reactants into products. For instance, the reaction 
coordinate can be represented by the increase of the breaking bond length in a 
simple bond fission reaction.
viii. Size Consistency (Pople et al. (1978)): A size consistent method enables the 
energy calculated for a system with non-interacting fragments E(A + B + C 
+ ...) to be equal to the sum of energy of each fragment E(A) + E(B) + E(C) 
+ ... This property is vital to correctly describe chemical bond fission 
processes.
As the simplest and widely used size consistent method, Self Consistent Field (SCF) 
theory (also known as HF theory) was first introduced by Hartree (1928) and then 
modified by Fock (1930) and Slater (1930). According to the central field 
approximation in SCF theory, the treatment of explicit electron repulsion interaction 
is simplified as the average effect of repulsion. In other words, it assumes that each 
electron moves in the average field of nuclei and all other electrons. This leads to the 
decoupling of the many-electron Schrodinger equation into many simpler one- 
electron equations which can be solved numerically to generate one-electron 
wavefunctions (i.e. orbitals) and corresponding energies. Subsequently, the many- 
electron wavefunction is formed by a linear combination of these one-electron 
wavefuctions into a single Slater determinant (i.e. single configuration). In line with 
the demand of Pauli Exclusion Principle, the many-electron wavefunction is 
antisymmetric with respect to the interchange of any two electrons. According to the 
SCF procedure, the calculation starts with a set of trial wavefunctions for each 
electron then an improved set of wavefunctions is obtained after each iteration until 
all converge to a certain tolerance, known as self-consistence. Due to the central field
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approximation, SCF theory is a variational method which produces an upper bound to 
energy of the exact solution.
The obvious shortcoming of SCF theory is the lack of correlation of an electron’s 
motion with the instantaneous positions of all the other electrons. Various 
approximate methods were thus developed to correct the SCF energy by 
approximating the effect of this dynamic electron correlation.
One of the widely used methods is Moller-Plesset perturbation theory (MPn, where n 
is the order of correction) (Moller and Plesset (1934), Binkley and Pople (1975)) 
which formulates the electron correlation as a perturbation on the Hamiltonian, 
leading to a new wavefunction. Moller-Plesset theory is not variational, which means 
it is possible to converge to energies below the exact solution.
Another electron correlation method is Configuration Interaction (Cl) which expands 
the wavefunction from single Slater determinant to multiple-determinants. This is 
achieved by a linear combination of many determinants produced by promoting 
electrons from occupied orbitals to unoccupied orbitals (i.e. electronic excitation). 
When one electron excitation is used to form determinants, it is called Cl single­
excitation (CIS). Full Cl expansion takes all the possible configurations into account 
and hence it is variational and size consistent but computationally intensive. As the 
number of triple, quadruple and higher excitations is very large, full Cl is often 
truncated at double expansion to reduce the number of configurations for practical use. 
For instance, CISD indicates that single and double excitations are used to generate 
determinants. It should be noted however that the truncated Cl suffers from a serious 
defect in that it is no longer size consistent. To restore the property of size consistency 
for truncated Cl, Pople et al. (1987) developed Quadratic Cl (QCI). The QCISD(T) 
method, which includes additional perturbative correction to approximate the triple 
excitation, is one of the methods extensively used in this work.
While single-reference based SCF and Cl type methods are capable of producing 
potentially quite accurate energies for molecules at or near their equilibrium 
geometries, such methods fail to characterize the bond breaking processes in which 
orbital near-degeneracy effect, or non-dynamic electron correlation, is present. Taking
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the simple H2 dissociation for instance, two paired electrons occupy the valence 
bonding orbital 1er while the valence antibonding orbital 1 <7* remains unoccupied. This 
single electron configuration forms a singlet ground state for H2 molecule (Fig. 3.2a). 
In the course of the two H atoms falling apart, the valence orbital 1er and Ig* become 
degenerate. This allows valence electrons to occupy both 1 o  and 1 a *  such that 
additional configurations (Fig. 3.2b) make important contributions to describing the 
wavefimetion. After the product (two H atoms) is formed, the number of 
configurations required to describe the wavefunction is reduced to one per H atom, 
with each H atom effectively accommodating one electron.
A
la* (1) , (2) , (3) . (4)
Energy
H2 H...H H H
(a) (b) (c)
Figure 3.2 Molecular orbital diagram demonstrating orbital degeneracy for H-H bond fission process, 
(a) singlet H2 at ground state; (b) possible configurations required to describe breaking bond due to 
orbital degeneracy; (c) two separated doublet H atoms at ground state.
A method constructed to correctly describe wavefunctions in this situation is Multi 
Configurational SCF (MCSCF) (Roos and Taylor (1980)). In contrast to the single­
reference based methods that restrict the orbitals to be either unoccupied or occupied 
by one or two electrons, MCSCF method splits the orbital space into three categories. 
They are inactive orbitals (doubly occupied), active orbitals (partially occupied) and 
secondary orbitals (unoccupied). In the family of MCSCF method, Complete Active 
Space SCF (CASSCF) (Roos and Taylor (1980)) allows all possible configurations 
which meet the spin and symmetry requirements for a given active space. To treat the 
full valence space as an active space, all possible configurations are included to 
describe the distribution of full valence electrons among all valence orbitals. This
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method is therefore particularly useful to characterize transition states, especially 
those involving heavy atoms, such as sulfur in this work, which often possess strong 
near-degeneracy effect. In addition, it is possible to perform a second order 
perturbation theory or Cl calculation using the multi-reference MCSCF wavefunction. 
They are known as CASPT2 (Andersson et al. (1990), Andersson et al. (1992)) and 
multi-reference Cl (MRCI) (Siegbahn (1992)) methods which also account for the 
dynamic electron correlation as the conventional MP2 and Cl, respectively.
3.2.3 Basis Set
To start a quantum chemistry calculation, one requires a mathematical form of the 
wavefuction. This can be achieved by the use of a set of basis functions to resemble 
the atomic orbital (AO) centred on the nuclei. In an effort to recover the shape of 
wavefuntion with a ‘cusp’ at the nucleus and exponential decay behaviour in the 
asymptotic limit, the AO is often constructed by a linear combination of a series of
Gaussian-type orbitals (GTOs) for practical use:
c p ^ Y ^ C . R  (r),
i
(E3.11)
(E3.12)
J
where T/,w are the spherical harmonics to give the orbitals the correct angular
• —C  •dependence,symmetry and normalize the wavefunction, e iJ is 
with orbital exponent Q.
a primitive function
A sum of primitive functions gives a contraction known as contracted GTO (CGTO) 
R(r)i with coefficient Cy. A basis set is formed by a standard set of Q  and Cy. Both Q
and Cy can be read as input from predefined database and remain unchanged in the 
course of calculation. Thus, a theoretical calculation is essentially performed to 
determine the AO coefficient C;, using a particular method.
For a molecule, the shape of AO is often distorted to form chemical bonds such that a 
basis set with extra flexibility is required. This is achieved by adding more primitives 
and contractions to the basis set. For instance, polarization and diffusion functions are
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introduced to describe the situations when AO is strongly polarized by other atoms 
and when electron density is allowed to extend to long distances respectively.
As there are large number of types of basis set, notation schemes have been developed 
to identify them. For instance, a typical basis set used in this work is 6-31 G(d) which 
refers to the Pople basis set (Ditchfie.R et al. (1971), Frisch et al. (1984)) with six 
primitive functions forming one contracted core function, three primitives forming 
one contracted valence function and one remaining uncontracted. The d indicates that 
one d polarization function is added to atoms other than hydrogen. A larger Pople 
basis set can be 6-311 ++G(3df, 3pd). It indicates that one more primitive is added as 
valence function with d polarization functions increased to three as well as one set of 
additional /  functions on non-hydrogen atoms, three p  and one d polarization 
functions on hydrogen atoms. The sign *++’ refers to the inclusion of diffusion 
functions on atoms. Correlated consistent basis sets developed by Dunning and co­
workers (Dunning (1989), Woon and Dunning (1993), Woon and Dunning (1995)) 
have also been extensively used. aug-cc-pYTZ refers to the correlation consistent 
(‘cc’) basis with diffusion (aug) and polarization (p) functions on all atoms and three 
(T) contractions for valence functions. Table 3.1 presents a summary of the total 
number of contractions used in several basis sets to form the AO for H, O and S.
TABLE 3.1: Standard GTO Basis Set
Atom
6-31 G(d)
Num ber of contractions  
6-311++G(3df, 3pd) aug-cc-pVTZ aug-cc-pVQZ
H 2 19 25 55
0 15 45 55 105
S 19 53 59 109
While a larger and more flexible basis set produces results with higher accuracy, it 
also requires much more computational efforts in terms of CPU time, memory usage 
and disk storage. Under such circumstances, a compromise must be made between 
accuracy required and computational cost afforded. As a general rule for selecting a 
suitable basis set, small or medium size basis sets are often adequate to yield good 
estimates for geometries and harmonic frequencies which are relatively insensitive to 
the basis set variation. The reliability of an energy calculation, on the other hand, is
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more sensitive to the choice of basis set such that it requires a fairly large and 
polarized basis set with adequate correlation treatment.
In quantum chemical calculations, the use of finite basis sets to approximate the 
wavefunctions leads to an error, named the basis set superposition error (BSSE). It is 
particularly noticeable in a system contains weakly interacting molecules. The BSSE 
arises from the basis function overlap of one fragment acting as extra diffusion 
functions for a nearby fragment. This effectively increases the number of basis 
functions, leading to an artificial reduction of the system energy by a few kJ mol"1. 
Hence it is most significant when weak bonding is present. Thus, the presence of 
BSSE may introduce additional error in the energy calculation, causing, for example, 
a van der Waals complex to appear to more stable than it is. While BSSE may be 
improved by increasing the size of the basis set or introducing ‘ghost atoms’ (Boys 
and Bemardi (1970)), the increased accuracy and commensurate computational 
complexity are beyond the scope of this work.
3.2.4 Characterizing Potential Energy Surface
Before deriving the rate coefficients for a reaction system of interest, the PES must be 
well characterized. Figure 3.3 shows a typical slice of the PES along the reaction 
coordinate for an isomerisation reaction. The local minima represent the reactants and 
products which are separated by a first order saddle point known as a transition state. 
The transition state energy is a minimum in terms of all degrees of freedom, except 
for the reaction coordinate, with respect to which the energy is maximum. The 
reaction coordinate can also be considered as a mountain path, with the saddle point 
the pass which achieves the minimum barrier.
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Figure 3.3 Schematic diagram for a slice of the PES. The horizontal axis is the reaction coordinate and 
the vertical axis is potential energy. The transition state locates at the saddle point connecting two local 
minima.
As the PES is a function of internal coordinates, the gradient is a set of first order 
derivatives while the Hessian is a set of second order derivatives which are relatively 
more expensive to obtain. At equilibrium geometries, the gradient approaches zero 
with positive eigenvalues for the Hessian. Using the Hessian matrix, the solution of 
normal mode analysis yields 3N-6 (3N-5 for linear molecules) real vibrational 
frequencies using a simple harmonic oscillator approximation. Subsequently, zero 
point vibrational energy (ZPVE) can be evaluated as a correction added on the 
electronic energy to give the molecular energy at 0 K. While it is relatively easy to 
obtain an equilibrium geometry as long as the estimated starting point is placed 
reasonably close to the local minimum, more endeavours are required to locate a 
transition state. Here, the Hessian has one negative eigenvalue, with the eigenvector 
in the direction of the reaction coordinate and corresponding vibrational frequency is 
imaginary. In order to locate the transition state, the trial starting geometry not only 
has to be close to the saddle point, but an accurate starting Hessian is needed as well.
For a low level study in this work, geometry optimizations and frequency calculations 
for stable molecules are performed at the MP2/6-31G(i/) and HF/6-31G(i/) level of 
theory respectively, while the CASSCF/6-31G(d) level is typically used for transition
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states. Using these geometries, single point energy calculations are performed by a 
cost-effective Gaussian-3 (G3) approach (Curtiss et al. (1998)) via a combination of 
computationally less intensive quantum chemical methods and additive corrections as 
follows:
i. Base single point energy at the QCISD(T)/6-31 G(d) level
ii. A correction for diffuse functions:
AE(+) = E[MP4/6-31+G(i/)] -  E[MP4/6-31G(d)]
iii. A correction for the added polarization functions:
AE(2df, p) = E[MP4/6-31 G(2df, p)] -  E[MP4/6-31G(i/)]
iv. A correction for basis set enlargement, core-valence correlation and for the non­
additivity of the diffuse and higher polarization functions:
AE(G3large) = E[MP2(full)/G3large] - E[MP2/6-31 G(2df, p )]
- E[MP2/6-31+G(if)] + E[MP2/6-31G(J)]
v. A higher level correction (in millihartees) for atoms and molecules respectively:
HLCatom = -6.219np —1.185(na - np)
HLCatom = -6.386np -  2.977(na - np)
where na and np are the number of valence a and p electrons with na > np
vi. A spin-orbit correction (A(SO)) for atomic species summarized in Curtiss et al. 
(1998)
The single point G3 energy is obtained as:
E(G3) = E[QCISD(T)/6-31 G(d)] + AE(+) + AE(2df, p) + AE(G31arge) + HLC + A(SO)
It approximates the energy at the QCISD(T) level of theory with G3large basis set 
obtained by a modification of 6-?>\\+G(3df, 2p) basis set. It has been reported that 
this method produces enthalpies of formation with average absolute deviation of less 
than 5 kJ mol'1 from measured values for 148 species (Curtiss et al. (1998)).
However, as a single-reference based method, the G3 approach breaks down in the 
situation when strong near-degeneracy is present, which can often be indicated by the 
CASSCF calculation having more than one important configuration. In this case, the 
PES is characterized at the high level full active space MRCI method in conjunction 
with an augmented correlation-consistent polarized basis set. For the single point 
MRCI energy, the Davidson correction (Langhoff and Davidson (1974)) is used to
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approximate the energy of configuration interaction up to quadruple excitations 
(CISDTQ). It should be noted however that the computational expense grows rapidly 
both with the size of basis set as well as the number of electrons in the active space. 
Thus, when a system contains more than 22 valence electrons, the MRCI calculations 
were performed with a reduced active space which entails additional uncertainties as 
the cost. Table 3.2 summarizes the computational expenses and the corresponding 
uncertainties for several typical methods extensively used in this work.
TABLE 3.2: Comparison of Computational Expense and Accuracy in Single 
Point Energy Calculations for H2S Using Different Methods
L ev e l o f  th eo ry C P U  tim e  a /sec . A c c u r a c y  d /k J  m o l'1
HF/6-31G(d) 0.03b 127.5
M P2/6-31G(d) 1.20c 66.6
G3 12.20c 3.7
CASSCF/6-31G (d) 0.09b 84.5
CASSCF/aug-cc-pVTZ 1.79b 61.6
CASSCF/aug-cc-pVQ Z 20.01b 57.8
M RCI/aug-cc-pVTZ 4.19b 11.5
M RCI/aug-cc-pVQZ 48.84b 1.4
a Itanium2 1.6GHz; b performed by Molpro 2006 (Werner et al. (2006)); c performed by Gaussian 03 
(Frisch et al. (1998)) d geometry is optimized at the MP2/6-31 G(d) level; ZPVE is calculated at the 
HF/6-31G(gO level and scaled by a factor of 0.8929; accuracy of various methods for this particular 
system is determined by the comparison of calculated relative energies to H2 + S with those obtained 
from the enthalpies of formation (0 K) cited in Chase (1998).
For a much larger system, such as H3/O2/S (containing 21 valence electrons) studied 
in this work, it was found that a single point energy calculation at the MRCI/aug-cc- 
pVTZ level may cost ~300 CPU hours. This is a factor of 2.6 x l(f increase in 
computational expense compared to a single point calculation at the same level for 
H2S. Another computationally intensive work is to calculate the Hessian in order to 
obtain vibrational frequencies and ZPVE corrections. Taking the CASSCF 
characterization of the H2/S2 system for instance, the computational expense for a 
Hesian calculation is approximately a factor of 100 larger than that of a gradient 
calculation for a geometry optimization step which is similar to a single point energy 
calculation as the gradient is evaluated analytically at the CASSCF level.
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3.3 Statistical Thermodynamics
Quantum chemical methods produce fundamental molecular information, such as 
geometry and vibrational frequency, which can be used for subsequent calculations of 
thermodynamic properties and kinetic parameters. This is achieved by the use of the 
molecular partition function. In statistical mechanics, a molecular partition function q 
is defined as the sum of states that are thermally accessible for the molecule with 
energy e, for each individual state at a given temperature T:
4 = Xex PV kBT j (E3.13)
Thermodynamic properties such as entropy (S), heat capacity (Cv) and enthalpy (H) 
are computed by the use of the following equations:
S  = k BT
r d In q ^
Cy =2k BT
d T  
 ^d in  q^
+ k B \n q
d T
Jv
+ k BT
i  a 2
Jv
d In q \
d T
H ( t ) - H ( 6) = k BT ‘
r d in  q
V d T
+ k BT V
Jv
r d l n q ^
Jv \ d V J t
where kB is Boltzmann constant and V is the volume.
(E3.14)
(E3.15)
(E3.16)
• • • TThe molecular energy can be divided into the contributions from translational (£, ), 
rotational (ez ) and vibrational (e, ) modes of motion, in addition to the electronic 
energy (e,E). While the translational mode is separable from the other three modes, the 
separation of vibrational mode from electronic and rotational modes is valid on a 
basis of Bom-Oppenheimer approximation and rigid rotor assumption respectively. 
Thus, the partition function can be factorized into the contributions from each mode:
(
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y j
= q Tq Rd Vq E (E3.17)
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• Translational Contribution:
In order to derive the expression for translational partition function, one requires a 
further approximation that the translational energy levels are so close together that 
they can be treated as continuum. Thus, the translational partition function of a 
molecule of mass m in a unit volume is:
q
T r 2TtmkBT V
V h ~2 y
(E3.18)
The corresponding thermodynamic functions are:
(  T
In q
V
+ lnF + -
2 )
H T( T ) - H T(o)=^kBT
(E3.19)
(E3.20)
(E3.21)
• Rotational Contribution:
Under a similar continuum approximation, the rotational partition function is given by:
for a linear molecule, and:
q R =
k j
ohB (E3.22)
q R = — n
(j
1 k ( k aT'\
hA
(k„T\i(k„T'\
hB hC (E3.23)
for a non-linear molecule, with A, B, C being the rotational constant in the unit of Hz 
and o the rotational symmetry number.
The corresponding thermodynamic functions are:
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(E3.24)
2>
H R( T ) - H R(0) = ^ k BT
with n=2 for linear molecule and n=3 for non-linear molecule.
(E3.25)
(E3.26)
•  Vibrational Contribution:
For a polyatomic molecule with N number of atoms, in the harmonic approximation, 
each normal mode with its own partition function is independent and hence the 
overall vibrational partition function can be calculated as the product of partition 
functions of each normal mode:
v = n
1
1 -  exp hcvi
V kBT J
(E3.27)
where c is the speed of light and v* represents each of 3N-6 number of harmonic 
frequencies for molecule except for transition state whose number of harmonic 
frequencies is reduced to 3N-7 due to the presence of one imaginary frequency.
The corresponding thermodynamic functions are:
S v = k t
f
z hcv ■
exp hcvi
k BT J
t kJ1-exp hcvi
J j
- ^ l n  1 -exp ^  hcv; ^
V kBT j j (E3.28)
^  hcv, ^
V kbT J
exp^  hcv, ^
V kbT J
1-exp ^  hcv, ^
V kBT JJ
(E3.29)
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• Electronic Contribution:
For the electronic contribution, the partition function is taken as the number of 
electronically degenerate ground states, due to the fact that the excited states usually 
have much higher energy level than that of the ground state. Thus,
<iE =go (E3.31)
where go is the degeneracy of electronic ground state which is equivalent to the 
multiplicity of the ground state.
According to equation (E3.14 -  E3.16), a constant qE only has contribution to the 
entropy by:
S E =kB ln(g£) (E3.32)
Once detailed information of a molecule is obtained, the overall thermodynamic 
properties are therefore the sum of contributions from each mode.
3.4 Transition State Theory
For chemical kinetics, the establishment of Transition State Theory (TST) with the 
pioneering contributions from Evans and Polanyi (1935) and Eyring (1935) enabled 
reaction rate coefficients to be derived from first principles based upon molecular 
partition functions and energy barriers. In this theory, the transition state is defined as 
a critical configuration along the reaction coordinate which separates reactants and 
product. The crucial assumption is that once the reactant crosses this configuration it 
will irreversibly convert to the product. This leads to the approximate statistical 
expression for the rate coefficient k at temperature T:
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k = V Q l
h Q
(
(E3.33)exp
V
E c r i t
kBT
\
)
where h is Planck’s constant, Q and Q+ are the overall partition functions for reactants 
and the transition state respectively and Ecrit is the energy difference between the 
transition state and reactants including ZPVE corrections.
The overall partition function for reactants is the product of the contributions from 
individual reactants and hence it is given by:
Q = Y\<h (E3.34)
i
To calculate the rate coefficient for a reaction with a substantial barrier, an additional 
factor may be used to account for the tunnelling correction according to Wigner’s 
formulation (Wigner (1932)):
r = i _ L_
24
hcv+
V k BT j
(E3.35)
where v+ is the absolute value of the imaginary vibrational frequency corresponding 
to the reaction coordinate at the transition state.
For a reaction in the absence of a pronounced barrier, such as a simple bond fission 
reaction, there is no saddle point between reactants and products on the PES. The 
transition state is therefore selected variationally along the reaction coordinate to be 
the temperature-dependant point which gives the minimum rate coefficient. The 
variational approach is valid due to the transition state assumption which implies that 
the rate coefficient calculated by equation (E3.33) is the upper limit to the exact rate 
constant for a given PES.
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Once rate coefficients have been calculated for a range of temperatures, the more 
usual experimentally derived pre-exponential factor (A) and activation energy (Ea) can 
be obtained by performing a least-squares fit to the Arrhenius expression:
k = A • exp( _o
RT (E3.36)
However, the pre-exponential factor is often found to be dependent on temperature 
when fitted over a wide range. For kinetic modelling purpose, the rate coefficient is 
fitted to a three-parameter expression to capture the temperature dependence of the A 
factor:
k = A -T"-exp
3.5 Theory for Unimolecular Reactions
Despite its name, a “unimolecular” reaction is a process which actually proceeds via 
collisional activation by the bath-gas. Of paramount significance to the understanding 
of a unimolecular reaction is the separation of the collisional activation steps and 
subsequent reaction step:
E
RT (E3.37)
A + M  R'fe'E.) A*+M (collision step) (E3.38)
A* — > products (reaction step) (E3.39)
where R(Ej, E,) is the rate coefficient for collisional energy transfer from initial 
internal energy Ej to final internal energy Ej, while R ’(Ej, Et) is the corresponding 
reverse rate coefficient, k(Ej) is the rate coefficient of the excited molecule with active 
internal energy Ej.
As shown in Fig. 3.4, the basic principle underlying a unimolecular process is that the 
reactant needs to be prepared in terms of gaining sufficient internal energy from
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collisions with bath-gas before the effective reaction occurs. As a consequence, when 
the collisional activation is relatively slow at low pressures, the overall reaction rate is 
controlled by the collision steps, yielding the low pressure limit rate coefficient which 
is proportional to the bath-gas pressure. At high pressures, on the other hand, the 
reaction becomes the rate controlling step such that it approaches the high pressure 
limit with the overall rate coefficient independent of the pressure. The transition from 
one limit to the other is termed the falloff regime where both steps compete with each 
other to determine the overall reaction rate. Thus, in order to derive the rate 
coefficient for the unimolecular reaction over a range of pressures, suitable treatment 
is required to describe both steps together.
Figure 3.4 Schematic diagram of the PES for a typical unimolecular reaction. The bold solid line 
represents the energy level at the ground state. Solid lines stand for excited states with energies higher 
than the critical energy while dash lines are excited states with energies lower than the critical energy 
and hence their k{E) are zero.
Collisional activation is characterized by the rate coefficient of collisional energy 
transfer R(Ejy Ej). This rate coefficient can be obtained as the average of the energy
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transferred by sufficient classical trajectories. For each trajectory calculation with a 
given staring internal energy Eh the initial conditions, such as the orientation of the 
molecule and the energy distribution among each mode, are randomly selected by a 
Monte-Carlo approach. The resulting energy Ej is weighted as the probability of a 
collision staring from the same initial conditions. Using this procedure, a large 
number of trajectories are therefore required to reach convergence. However, in 
comparison with the calculation of energy transfer from exact classical trajectories, it 
has been shown that replacing the R(Ej, Ej)  with a mean energy transfer rate 
coefficient is capable of producing a description of energy transfer in collision process 
with acceptable accuracy (Lim and Gilbert (1990a), Lim and Gilbert (1990b)). Thus, 
to avoid computational expense of the classical trajectory calculation, various 
approximate collision models have been developed to treat the collision step 
occurring in unimolecular reactions. In this work, a widely used exponential-down 
model (Penner and Forst (1977)) is adopted using a temperature independent 
parameter <AEd0Wn> as the mean downward energy transferred per collision.
To understand the exact dynamics of the reaction step involved in unimolecular 
reactions, one requires a complete classical trajectory simulation. Consider the excited 
reactant with sufficient internal energy E (prepared by collisional activation) for the 
reaction taking place. There are a number of initial configurations with respect to the 
position and momentum of individual atoms. Starting with an initial configuration, a 
trajectory in a certain period t can be obtained exactly by solving Hamilton’s 
equations of motion. Once a sufficiently large number of trajectories with energy E 
are calculated, the time-dependent rate coefficient is thus:
^  _ the number of trajectories crossing to the product region per unit time at time t 
the number of trajectories remaining in the reactant region at time t
Such treatment, however, requires substantial computational expense. In an effort to 
avoid the exact trajectory calculation of k(E) for the reaction step, a widely used 
method is RRKM theory, developed by Rice and Ramsperger (1927), Kassel (1928) 
and Marcus (1952). In addition to the transition state assumption, a central 
approximation is the rapid randomization on the timescale of reaction for initial active 
energy distributed throughout all degrees of freedom of reactant. This means that
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regardless of the initial individual configuration, an equilibrium distribution of all 
trajectories is achieved in a much shorter time than that of the reaction. The situation 
is therefore significantly simplified by treating the reaction step statistically rather 
than considering each trajectory. In addition, the rapid randomization implies that the 
equilibrium distribution remains in place during the course of reaction, and hence it 
leads the rate coefficient to be independent of time. The RRKM result for the time- 
independent rate coefficient is thus:
E - E 0
\p{E, )dE+
k{E)= 0 , )----- , E> Ea (E3.40)
• • # ♦ where Eo is the critical energy along the reaction coordinate, p(E) and p (E+) are the
number of states per unit of energy (known as density of states) for reactant and
transition state respectively.
It is important to note that special care should be taken for unimolecular dissociation 
reactions. As the two fragments separate in the course of approaching to the transition 
state, a certain amount of external inactive rotational energy is released into the active 
degrees of freedom. This rotational energy is not included for the randomization of 
active energy in reactant, but it may become available at the transition state. Thus, 
treating this rotational energy as active energy is necessary to achieve angular 
momentum conservation in such situation, leading to a better prediction of rate 
coefficient. As illustrated in Fig. 3.5, the consequence of taking extra rotational 
energy into consideration is a small increase in the potential energy. While the 
inclusion of rotational energy does not affect the location of the transition state for 
reactions proceeding via a chemical barrier, it leads to an additional centrifugal barrier 
formed for reactions without a chemical barrier. This centrifugal barrier therefore may 
determine the location of the transition state for barrierless reactions.
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Figure 3.5 Schematic diagram demonstrating the modification of the PES by the inclusion of rotational 
energy for a reaction with a chemical barrier (left-hand side) and a reaction without a chemical barrier 
(right-hand side).
Once the mean energy transfer rate coefficient and k(E) are available, the pressure 
dependent apparent rate coefficient for unimolcular reaction can be derived based 
upon the combination of collisional step and subsequent reaction step. This is 
achieved by solving the master equation (Gilbert and Smith (1990)).
Some bimolecular reactions undergo the formation of an excited intermediate adduct 
before subsequent dissociation to products. This type of reaction is termed a chemical 
activation reaction. In contrast to the usual bimolecular reaction which is independent 
of pressure, chemically activated reactions may show pressure dependence due to the 
collisional stabilization of intermediates at high pressures. As shown in Fig. 3.6, 
chemically activated reactions start with a recombination channel and hence can be 
characterized by an analogous mechanism to unimolecular reactions:
3.6 Methods for Chemical Activation and
Multiple Intermediate Reactions
(E3.41)
K\m ]
A +M  r i A + M
(  k - s W \ (E3.42)
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p + p ' (E3.43)z4*
where kj(E), k.i(E) and are energy dependent rate coefficients for each reaction 
channels, ks is the rate coefficient for collisional stabilization.
Figure 3.6 Schematic diagram of the PES for a chemical activation process. E] and E2 are critical 
energies for dissociation channels to reactants and products respectively. Solid lines are energy levels 
above Ei while dash lines are those below E[.
The activated intermediate A* produced by process (E3.41) can either be collisionally 
stabilized (E3.42) or dissociate to reactant (E3.41) or products (E3.43). In an effort to 
estimate the branching ratio between stabilization and dissociation channels, Dean 
(1985) developed a simplified quantum RRK (QRRK) approach, in which the 
excitation collision step is assumed to have negligible effect on the rate of reaction. In 
this approach, the individual vibrational frequencies for the intermediate are replaced 
by a single geometric mean value v and the energy levels are subsequently quantized 
as:
E
n = ---- (E3.44)
hv
Based upon the quantum version Kassel’s theory, the energy dependent rate 
coefficient is determined by:
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*,(£) = A, n \(n -m i + s - l)l n > m. (E3.45)(n -  ml ).(n + s -1 )
where At and w, are the pre-exponential factor and quantized critical energy 
respectively for each channel and s is the number of vibrational degrees of freedom of 
the intermediate.
For the collisional stabilization rate coefficient ks, the Lennard-Jones collision 
frequency is employed to calculate strong collision rate coefficient which was 
subsequently corrected to weak collision rate coefficient by introducing the collision 
efficiency /?, obtained using Troe’s approximate expression (Troe (1977)):
P
i_
x - p 1
-  <  AE > 
F e^bT
(E3.46)
where <AE> stands for mean energy transfer per collision and Fe is a factor that 
accounts for the energy dependence of the density of states.
The obvious shortcoming of QRRK treatment is that it introduces uncertainty due to 
the following aspects: first of all, the replacement of detailed vibrational frequencies 
with a single mean value is clearly a crude approximation, especially in the situation 
that the intermediate possesses very low frequencies; secondly QRRK method is 
unable to treat such frequencies as internal rotations for better prediction; thirdly, 
QRRK method neglects the effect of angular momentum conservation which has been 
shown to be important in RRKM theory; and finally, in contrast to RRKM theory that 
employs approximate models to estimate the rate coefficient of collisional energy 
transfer for specific energy levels, QRRK describes the collision using a global rate 
coefficient which is weakly dependent on energy through the factor Fe.
Nevertheless, QRRK is still a fast and efficient method to provide a semi-quantitative 
description for chemical activation reactions. In this work, QRRK analysis is carried 
out to gain preliminary estimation of stabilization and reactive rate constants. To 
improve the accuracy, a more sophisticated Multiwell program (Barker (2001)) is 
used as an alternative. It is particularly useful to tackle the reaction system in the 
presence of multiple intermediate species as shown in Fig. 3.7. With the
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implementation of RRKM theory, the Multiwell program calculates the energy 
dependent rate coefficient by an exact-count procedure for sums and densities of 
states. It also provides various models for selection to treat the collisional activation. 
The interaction between collisional energy transfer and chemical reaction is described 
by the solution of a one-dimensional hybrid master equation scheme with energy­
grained equation for low energies and continuum equation at high energies.
Figure 3.7 Schematic diagram of the PES for a chemical activation multi-well process. Ei and E2 are 
critical energies for dissociation channels to reactants and products respectively. Two intermediates (A 
and B) are separated by a transition state (TS). Solid lines are energy levels above the critical energy 
while dash lines are those below the critical energy.
3.7 Computational Packages
The PES characterization is performed using Gaussian 98 (Frisch et al. (1998)), 
Dalton (Helgaker et al. (2000)), and Molpro (Werner et al. (2006)) packages, while 
Unimol (Gilbert et al. (1990)) and Multiwell programs are used to carry out RRKM 
and Multiwell calculations for unimolecular and multiple intermediate involved 
chemical activated reactions, respectively. Also, MATLAB based codes, which can be 
found in Appendix B, were written to perform QRRK calculations and the 
computation of thermodynamic properties and high pressure rate coefficients 
according to transition state theory.
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Chapter 4:
Theoretical Results
4.1 Introduction
The kinetic modelling shows a number of reactions to be sensitive, and those with 
uncertainties in the rate constants needed to be better characterized. This chapter 
presents theoretical results for a range of sulfur reactions found to be important to 
improving the prediction of H2S oxidation. Rate expressions are evaluated for 
reactions summarized in Table 4.1.1.
TABLE 4.1.1: Summary of Reactions Studied in Section 4.2 -  4.7
Section Reactions Spin Multiplicity Theory Method Index
4.2 H2S + S —► SH + SH trip le t M RCI TS T 3
4.2 H2S + S —► SH + SH intersystem  crossing N.A. fitted to experim ents 4
4.3 SH + SH —  H2S + S in tersystem  crossing M RCI RRKM N.A.
4.3 SH + SH + M —  HSSH + M sing le t M RCI RRKM 10
4.3 H2S + S + M - *  H SSH + M intersystem  crossing M RCI RRKM 24
4.3 HSS + H —► SH + SH sing le t M RCI RRKM 9
4.3 HSS + H —► H2S + S in tersystem  crossing M RCI RRKM 15
4.3 HSS + H —► H2S + S trip le t M RCI T S T 14
4.3 HSS + H —► S2 + H2 in tersystem  crossing M RCI RRKM 13
4.3 HSS + H —► S2 + H2 trip le t MRCI RRKM 12
4.4 SH + 0 2 —► SO + OH doublet C AS S C F//M R C I TS T 40
4.4 SH + 0 2 -♦  HSO + 0 doublet C AS S C F//M R C I TS T 39
4.4 SH + 0 2 —► S + H 0 2 quarte t C AS S C F//M R C I TS T 38
4.5 SH + H 0 2 H2S + 0 2 trip le t C A S S C F//M R C I T S T 25
4.5 SH + H 0 2 HSO + OH sing le t C A S S C F//M R C I T S T 47
4.6 SH + S —  S 2 + H double t C A S S C F//G 3 Q R R K 6
4.6 s2 + 0  —► s o  + s sing le t C A S S C F//G 3 Q R R K 173
4.6 S2 + 0 2 —► s o  + s o sing le t C A S S C F//G 3 T S T 176
4.6 S2 + 0 2 —► S20  + 0 trip le t C A S S C F//G 3 T S T 175
4.7 SH + H20 2 —  H2S + H 0 2 double t C A S S C F//M R C I TS T 31
4.7 SH + H20 2 -»  HSO H + OH doublet C A S S C F//M R C I T S T 32
4.7 HSO  + SH —  H2S + SO trip le t C A S SC F//M R C I T S T 36
4.7 HSO  + 0 2 -»  SO + H 0 2 quarte t C A S S C F//G 3 T S T 69
4.7 HSO  + 0 2 -+  S 0 2 + OH double t C A S S C F//G 3 T S T 71
4.7 SO  + SO + M ->  O SSO  +M sing le t C A S S C F//M R C I RRKM 118
Index: reaction number in the mechanism (Appendix F) with recommended kinetic parameters.
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4.2 The Reaction of H2S + S 
4.2.1 Introduction
It has long been recognised that the presence of sulfur species in fossil fuels leads to 
complex chemistry in combustion systems. As noted in a recent review by Schofield 
(2001), although a satisfactory mechanism has been developed to describe sulfur 
chemistry as trace species in high temperature flames, fundamental insight into sulfur 
behaviour at significant concentrations remains elusive.
The kinetics of H2S thermolysis has been the focus of extensive experimental studies 
in flow reactors (Darwent and Roberts (1953), Kaloidas and Papayannakos (1989), 
Tesner et al. (1990), Adesina et al. (1995), Hawboldt et al. (2000), Binoist et al. 
(2003)) and shock tubes (Bowman and Dodge (1976), Higashihara et al. (1976), Roth 
et al. (1982), Olschewski et al. (1994), Woiki and Roth (1994), Shiina et al. (1996)) 
for decades and has recently been the subject of detailed chemical kinetic modelling 
studies (Binoist et al. (2003), Sendt et al. (2003)). The unimolecular dissociation 
channel (R4.2.1) was long assumed to be the initiation step in the thermal 
decomposition of H2S (Bowman and Dodge (1976), Higashihara et al. (1976), Roth et 
al. (1982)), although without theoretical justification.
H2S + M —»SH + H + M AHok = 375 kJ mol'1 (R4.2.1)
This assumption was however challenged by Woiki and Roth (1994) who reported 
that the rate of atomic S formation was an order of magnitude greater than that of 
atomic H formation, according to their shock tube studies. This observation indicates 
that, due to the possibility of singlet-triplet intersystem crossing, it is not the spin- 
allowed channel R4.2.1 but rather the energetically favoured spin-forbidden channel 
R4.2.2 that is responsible for the unimolecular decomposition of H2S.
H2S + M —> S(3P) + H2 + M AHok = 291 kJ mol'1 (R4.2.2)
The rate expression for R4.2.2, based upon the formation profile for atomic S, agreed 
well with a contemporaneous measurement of H2S decomposition by Olschewski et al. 
(1994) In addition to the experimental measurements, Olschewski et al. (1994)
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reported a crossing energy similar to the endothermicity of R4.2.2, based upon a 
simplified unimolecular rate analysis, the simplifications being necessitated by lack of 
geometries of crossing intermediates and corresponding potential surfaces.
Recent rate measurements performed by Shiina et al. (1996) showed large 
discrepancies with those obtained by Woiki and Roth (1994) and Olschewski et al. 
(1994) although there was no apparent experimental failure in any of the three studies. 
Shiina et al. (1998) investigated the discrepancy between their rates for R4.2.2 and 
those obtained by Woiki and Roth (1994) and Olschewski et al. (1994) through 
measurements of the rate of the reaction, S + H2. They could find no significant 
pressure dependence at 900 -  1050 K and pressures up to 4 bar and concluded that the 
reverse of R4.2.2 must be much slower than the direct abstraction channel to SH + H, 
and hence that the rate of R4.2.2 could not be as high as suggested by the earlier 
investigators (Olschewski et al. (1994), Woiki and Roth (1994)).
Notwithstanding the differences in the rate, it is significant that all three studies 
(Olschewski et al. (1994), Woiki and Roth (1994), Shiina et al. (1996)) revealed a 
nearly identical activation energy which was substantially lower than the 
endothermicity of the bond-cleavage channel R4.2.1. As a consequence, Shiina et al. 
(1996) performed quantum chemical calculations to investigate the energy barrier for 
potential surface crossing in R4.2.2. The lowest singlet surface and the three lowest 
triplet surfaces were calculated at MRCI/cc-pVTZ level of theory, taking the 
reference energies from state-averaged CASSCF calculations. They reported that the 
surface crossing energy barrier was 65.4 kJ mol'1 higher than the endothermicity of 
R4.2.2 but still 17.4 kJ mol'1 lower than the bond dissociation energy of channel 
R4.2.1.
More recently, the reverse channel of R4.2.2 was investigated by Maiti et al. (2004) 
who carried out a detailed intersystem crossing study of atomic S insertion using a 
quantum trajectory surface-hopping method which considered spin-orbit coupling 
dynamics. The various reaction channels considered are:
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S(3P) + H2 — products (R4.2.3)
— SH + H AHok = 84 kJ mol'1 (R4.2.3a)
— H2S* — SH + H AHok= 84 kJ mol'1 (R4.2.3b)
— H2S A H ok = -291 kJ m ol'1 (R4.2.3c)
In agreement with the study of Shiina et al. (1996) the crossing energy, corresponding 
to the intermediate complex (H2S*), is between the reactant and product asymptotes of 
R4.2.3. In contrast to the analogous reaction with atomic O, intersystem crossing 
occurs on the reactant side of channel R4.2.3, so bypassing the H abstraction channel 
(R4.2.3a) with its triplet barrier. The relative ease with which system-crossing occurs 
with S is due in part to more significant spin-orbit coupling in S than in O (Maiti et al. 
(2004)). This study found that the apparent products of the abstraction channel 
actually arise via the initial intersystem crossing and insertion.
The occurrence of intersystem crossings in other reactions of S has also been 
suspected, for example by Tsuchiya et al. (1996) who found no barrier for the reaction 
of atomic S with a wide range of hydrocarbon species, distinct from the analogous 
reactions with O, and consistent with the crossing mechanism described above for 
R4.2.3. Similarly, Shiina et al. (1996) found reaction R4.2.4 to proceed without any 
barrier beyond its endothermicity and suggested that this might be due to crossing and 
insertion. This possibility opens up a number of interconnected product channels, 
some of which have been shown to be important in the overall mechanism of H2S 
thermolysis (Binoist et al. (2003), Sendt et al. (2003)), for example:
H2S + S(3P) products 
SH + SH
H2S2* —»SH + SH 
—> HSSH
- + h 2s s
—» HSS + H
(R4.2.4)
AH ok = 27 kJ mol'1 (R4.2.4a) 
AH ok = 27 kJ mol'1 (R4.4.4b) 
AHok = -235 kJ mol'1 (R4.2.4c) 
AHok =  -120 kJ mol'1 (R4.2.4d) 
AH ok = 70 kJ mol'1 (R4.2.4e)
S2( ‘Ag) + H2 — S2(3Ig )  + H2 AHok= -128 kJ mol'1 (R4.2.4f)
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R4.2.4a represents H abstraction on the triplet surface, while other possible channels 
(R4.2.4b-R4.2.4f), proceeding via the energized complex (H2S2*) on the singlet 
surface, are analogous with R4.2.3, due to the possibility of intersystem crossing.
Here it should be noted that Woiki and Roth (1994) did find a significant activation 
barrier for R4.2.4, which would appear to argue against the system-crossing channels. 
However, the use of CS2 photolysis at 193 nm as the source of S atoms in the Woiki 
and Roth (1994) experiments has been criticised by Shiina et al. (1996) who found 
photolysis of the coreactant H2S was also significant at this wavelength. The 
generation of S atoms by photolysis of COS at 248 nm apparently avoids these 
problems (Shiina et al. (1996)).
The present study, therefore, aims to elucidate the chemistry of channel R4.2.4, using 
computational chemistry. First of all, the energy barrier of H abstraction on the triplet 
surface is characterised and the corresponding rate constant evaluated. The 
contribution of the spin-forbidden S insertion channels in R4.2.4 are then considered 
by means of characterizing the PES of the H2/S2 system at high levels of theory.
4.2.2 Computational Methods
4.2.2.1 Geometry Optimization -minima and saddle points
The equilibrium geometries of stable molecules as well as transition states were 
optimized at a full valence active space multi-reference configuration interaction 
(MRCI) level of theory, using augmented correlation-consistent polarized valence 
triple-^ basis set (aug-cc-pVTZ). Subsequently, single-point energy calculations using 
a higher level basis set were performed at the MRCI/aug-cc-pV(Q+i/)Z level of theory 
with the Davidson correction (Langhoff and Davidson (1974)) to approximate the 
energy of configuration interaction up to quadruple excitations (CISDTQ). The use of 
the more balanced ¿/-function basis set modified by Dunning et al. (2001) is necessary 
to describe molecules containing second row atoms. The energy sets of reactants and 
products were calculated for stable molecules separated by a distance of 50 A. By 
doing so, care was taken to ensure the MRCI calculation starts with the correct 
reference wavefunction. This was achieved by comparing the energy of the super­
adduct and the sum of those calculated separately for corresponding moieties at the
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same CASSCF level, and ensuring that the discrepancy was within 0.01 kJ mol'1, 
largely arising from the convergence criteria of the program. To reduce the 
computational expense, harmonic vibrational frequencies of stable molecules and 
transition states were calculated analytically at the CASSCF/aug-cc-pVTZ level of 
theory using geometries optimized at the CASSCF level. Sendt and Haynes (2007) 
reported previously that this approximation introduced a discrepancy from MRCI 
frequency of less than 2%.
4.2.2.2 Potential Energy Surfaces -  locating surface crossings
To study the possibility of intersystem crossing in atomic S insertion, two- 
dimensional PES slices were characterized at the MRCI+Davidson/aug-cc-pV(Q+i/)Z 
level of theory, using intermediate geometries partially optimized at MRCI/aug-cc- 
pVTZ level on both singlet and triplet surfaces. In this way, the intersystem crossing 
region was determined, showing the minimum crossing energy on both surfaces.
Detailed geometry parameters are included in the Appendix C. The quantum 
chemistry calculations were performed using Molpro 2006 (Werner et al. (2006)), 
Dalton (Helgaker et al. (2000)) and Gaussian 98 (Frisch et al. (1998)) packages.
4.2.3 Results and Discussion
4.2.3.1 The Potential Energy Surface
Geometry parameters of stable species, transition state and approximate crossing 
points involved in R4.2.4 are shown in Figure 4.2.1 -  4.2.3 respectively.
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Figure 4.2.1 Equilibrium geometry parameters of stable species which were optimized at the 
MRCI/aug-cc-pVTZ level of theory. Experimental values (Herzberg (1966), Huber and Herzberg 
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and degrees respectively.
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Table 4.2.1 lists vibrational frequencies and energies relative to the product asymptote 
of SH + SH for which the singlet and triplet states are energetically degenerate. A 
comparison with G3 energies and reported heats of formation of stable species shows 
that the current computational method has an estimated error of ~10 kJ mol'1.
TABLE 4.2.1: Electronic Energies, Vibrational Frequencies and Relative 
Energies (inc. ZPVE corrections) of the Optimized reactants, Products and
Transition States in the H2/S2 System
Species
Electronic 
Energies a 
(a u .)
Vibrational F requenciesb
(c m 1)
Relative energies (0 K) to SH+SH  
(kJ mol'1)
M R C Ia G3 lit. values
1h 2 4225
3s 2 677
1s2 643
2s h 2590
1h 2s 2628, 2603, 1176
2h s s 2483, 908, 549
1h 2s s -796 .66881903 2701, 2699, 1313, 890, 860, 530 -136.2 -136.7 142.5 cf, 146.5 df
1HSSH -796.71015887 2558, 2556, 892, 889, 489, 428 -251.8 -252.0 -261.6  e, -259 .5  f
c /s -3 HSSH -796.62166093 2584, 2580, 266, 189, 94, 62 -31.6
tra n s-  3HSSH -796.62345337 2592, 2 5 9 1 ,3 7 1 ,2 9 6 , 258, 82 -33.9
2SH + 2SH -796.60825787 0 0 0 9
1h 2s  + 3S -796 .62103302 -26.2 -23.3 -26 .5  h
1H2S + 1S -796.57941970 83.1 92.6
2h s s  + 2H -796 .58629119 50.3 48.9 43.5  h’'
3s 2+ 1h 2 -796.66301871 -145.4 -152.1 -155.0  h
1s 2 + 1h 2 -796 .63787763 -79.7 -85.3
TS1 -796.59912712 1888i, 2575, 873, 386, 287, 245 19.1
TS2 -796.63490256 1087i, 2489, 2110, 988, 744, 398 -60.7
TS3 -796.59995073 1654i, 2026, 1007, 865, 612, 563 21.2
TS4 -796.54471431 2913i, 2 0 3 1 ,9 9 8 , 5 1 4 ,4 6 3 , 353 161.9
~ Calculated at the MRC I+Davidson/aug-cc-p V(Q+d)Z level o f theory. b Calculated at the 
CASSCF/aug-cc-pVTZ level o f theory. c CCSD(T)/ANO-L calculation, (Steudel et al. (1997)). d 
CASPT2/ANO-L calculation, (Steudel et al. (1997)). e 0 K value extrapolated from experimental 
A//f°;29g, (Benson (1978)). f CCSD(T)/6-31 l++G(2df,p)//MP2/6-31 l++G(d, p) calculation, (Steudel et 
al. (2001)).8 Experiment, (Shiell et al. (2000)).h JANAF 4th, (Chase (1998)). 1 0 K value extrapolated 
from experimental A//f0298, (Decker et al. (2000)).
As depicted in Fig. 4.2.4, four transition states are characterized at the MRCI level, 
for the following reactions:
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TS1:H 2S + S -> S H  + SH 
TS2: H2SS -> HSSH 
TS3: H,SS ^  S2('Ag) + H, 
TS4: HSSH -► S2('Ag) + H2
Figure 4.2.4 Potential energy diagram for reaction H2S + S: thick lines, triplet surface; thin lines, 
singlet surface. Energies are shown relative to product set SH + SH calculated at the 
MRCI+Davidson/aug-cc-pV(Q+c/)Z level of theory, excluding ZPVE corrections. Circles highlight the 
intersystem crossing energies.
In agreement with the study performed by Sendt et al. (2003), there are no apparent 
barriers for the unimolecular dissociation channels o f HSSH —► SH + SH and HSSH 
HSS + H (the slices of PES are presented in Section 4.3). Intersystem crossing 
(ISC1) is found to occur prior to the triplet barrier of TS1 with the minimum crossing 
energy slightly lower than the SH + SH asymptote. This enables channel R4.2.4b to 
proceed on the singlet surface, bypassing the triplet barrier of R4.2.4a. Two other 
system-crossings (ISC2 and ISC3) were identified but these would appear to be 
incapable of influencing the kinetics of the overall system: while the singlet-triplet 
crossing (ISC2) on the product side of TS3 might conceivably affect the S2 singlet- 
triplet product distribution, it has no influence on the barrier; and while the crossing
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(ISC3) occurring prior to the singlet barrier of TS4 could reduce the barrier, it would 
have only marginal effect on the reaction rates through this high-energy channel.
4.2.3.1.1 Direct Hydrogen Abstraction
With respect to the hydrogen abstraction channel (R4.2.4a), a substantial energy 
barrier of ~45 kJ mol'1 was found above the reactant asymptote of H2 S + S. The high- 
pressure rate constant has been evaluated based upon TST, including the tunnelling 
correction according to Wigner’s formulation(Wigner (1932)). Using a least-squares 
fit at temperatures ranging from 300 K to 3000 K, a three-parameter Arrhenius 
expression is derived:
k= 7.4 x 106T2'297exp(-38 kJ mol'1 /RT) cm3 mol'1 s '1
The tunnelling correction is a factor of 2 - 5 at 300-600 K, decreasing to ~1.3 at 1000 
K and -1.05 above 2000 K.
4.2.3.1.2 Intersystem Crossing in H2S + S —► products
The intermediate geometries arising from insertion of atomic S into H2 S can be 
considered as a distortion of the H2 SS molecule. As depicted in Fig. 4.2.5, from the 
reactant channel (H2 S + S), H’ and S” initially bond together with a length of Rsh 
when S’ approaches S” from a distance of Rss on triplet surface. As Rss reduces, an 
interaction between S’ and H’ occurs, forming an intermediate complex with H’ 
starting to bond with S’. At the same time S’ begins to interact with S” but, in the 
absence of collisional stabilisation, the intermediate complex simply dissociates to 
products SH + SH (channel R4.2.4b -  see Fig. 4.2.5). If the system pressure is 
sufficiently high that the S’-S” bond-forming energy can be effectively removed by 
collision, stabilized HSSH (R4.2.4c) or H2 SS (R4.2.4d) molecules are produced.
78
S '
Rss
0
, r > HR  ( i )i k sh -----
H"
S'
Figure 4.2.5 Schematic diagram of atomic S insertion process: (1) A sulfur atom approaches a H2S 
molecule on the triplet surface from infinite distance Rss until intersystem crossing occurs. (2) S-S 
bond remains long in absence of collisional stabilisation on singlet surface at low pressure. (3) S-S 
bond shortens on singlet surface at high pressure due to collisional stabilisation.
Migration of a H atom connects the product minima for H2 SS and HSSH on the 
singlet surface. The saddle point TS2 was optimized giving the geometry shown in 
Fig. 4.2.2. The barrier heights of 76 kJ mol'1 and 191 kJ mol'1 (including ZPVE 
corrections) above equilibrium H2 SS and HSSH respectively are in good agreement 
with reported values calculated at the CASPT2/ANO-L level (Steudel et al. (1997)).
The PES slices of the S insertion process were characterized in terms of minimizing 
intermediate complex energies by relaxing the S’-S’^H ’ angle 0 (as defined in Fig 
4.2.5), for values of Rsh and Rss (in the ranges 1.2 A to 2.6 A and 2.2 A to 3.6 A, 
respectively) in steps of 0.2 A. Meanwhile, the spatial position of the out-of-plane H 
atom, determined by H” -S” bond length, H” -S” -S’ angle and dihedral angle relative 
to the H’-S’-S” plane, were constrained at the values of equilibrium HSSH species. 
This simplification is necessary to reduce computational expense without introducing 
significant extra energy on the partially optimized complex and is justified by the fact 
that differences in the S-H bond lengths of SH, H2 S, HSSH and TS1 are within 0.3%
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(Figure 4.2.1). To locate regions of intersystem crossing and their corresponding 
energies, contour plots of both singlet and triplet two-dimensional PES’s are 
presented in Fig 4.2.6, taking Rsh and Rss as the two axes. For the singlet optimized 
geometries (Fig. 4.2.6a), the two lowest vertical triplet excitation energies (parts (b) 
and (c) of Fig. 4.2.6) were computed and vice versa for the triplet optimized 
geometries (i.e. Figure 4.2.6e is the triplet optimized geometry, parts (d) and (f) of Fig. 
4.2.6 are the corresponding singlet and low-lying triplet excited state energies). 
Furthermore, due to the presence of two degenerate states in each doublet SH species, 
a combination of two SH species contains up to four states with similar energies on 
the triplet surface. These were computed using a state-averaged CASSCF 
wavefunction. In this study, only the two lowest triplet states are shown, 
corresponding to the ground state (parts (b) and (e) of Fig. 4.2.6) and the low-lying 
excited state (parts (c) and (f) of Fig. 4.2.6). The energy values shown on the plots are 
relative to the asymptote of SH + SH (excluding ZPVE corrections). The sets of PES 
slices optimized on the triplet surface show similar patterns to their corresponding 
optimizations on the singlet surface. This indicates that there are no substantial 
geometry variations, except for large differences in the region when Rss equals 2.2 A 
and 2.4 A while Rsh equals 1.4 A. These are quite compressed geometries with 
normal optimized angles (104.62° and 99.82°) on the singlet surface (Fig. 4.2.6a) but 
they approach linear geometry (175.80° and 155.08°) on the triplet surface (Fig. 
4.2.6e), leading to the high vertical excitation energy from the optimized triplet 
surface to the corresponding singlet state (Fig. 4.2.6d).
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F ig u r e  4.2.6 Contour plots of two-dimensional PES’s: (a), (b) and (c) correspond to 
MRCI+Davidson/aug-cc-pV(Q+J)Z energy surfaces of singlet, triplet and low-lying triplet excited 
state respectively with geometries optimized on singlet surface at the MRCI/aug-cc-pVTZ level of 
theory. Long-dash and short-dash lines denote where singlet-triplet and singlet-excited triplet surface 
crossing occur respectively. Energies (in kJ m ol1) are presented as relative energy to product set SH + 
SH excluding ZPVE corrections. Axis unit is given in A.
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Figure 4.2.6 (cont.) Contour plots of two-dimensional PES’s: (d), (e) and (f) correspond to 
MRCI+Davidson/aug-cc-pV(Q+ijOZ energy surfaces of singlet, triplet and low-lying triplet excited 
state respectively with geometries optimized on triplet surface at the MRCI/aug-cc-pVTZ level of 
theory. Long-dash and short-dash lines denote where singlet-triplet and singlet-excited triplet surface 
crossing occur respectively. Energies (in kJ mol'1) are presented as relative energy to product set SH + 
SH excluding ZPVE corrections. Axis unit is given in A.
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On each contour plot in Fig. 4.2.6, the upper-left, upper-right, lower-left and lower- 
right comers represent the stable species sets H2S + S, SH + SH, H2SS and HSSH 
respectively. The saddle point regions (TS2 corresponding to the transition state for H 
migration on the singlet surface and TS1 corresponding to H abstraction on the triplet 
surface) appear around 1.6 A for in plane S’-H’ bond length (Rsh) and, 2.1 A and 3.2 
A for in plane S’-S” bond length (Rss) respectively, in reasonable agreement with the 
equilibrium geometries of these transition states shown in Fig. 4.2.2.
According to the PES slices in Fig. 4.2.6, as the S atom approaches H2S from infinite 
distance on the ground state triplet surface, an intersystem crossing is found to occur 
at Rss around 2.7 A, producing an excited singlet H2SS* with the crossing energy ~20 
kJ mol'1 below the threshold of dissociation producing SH+SH, but -116 and -232 kJ 
mol'1 above that of equilibrium H2SS and HSSH respectively. The crossing energy 
from the low-lying excited triplet state is higher than that of the ground state crossing 
by -5 kJ mol'1. Subsequently, on the singlet surface, the trajectories can skirt around 
the triplet H abstraction transition state which has an energy -39 kJ mol"1 higher. As a 
consequence, SH + SH is anticipated to be produced without a barrier above the 
endothermicity at low pressures while HSSH, which is 116 kJ mol'1 more stable than 
H2SS, dominates under collisional stabilisation conditions at high pressures.
In the crossing region of interest (Rsh = 1 -3 A), additional intermediate geometries 
were optimized on the triplet surface at the MRCI/aug-cc-pVTZ level of theory and 
further single-point MRCI energy profiles were calculated using the higher level basis 
set of aug-cc-pV(5+<7)Z. Figure 4.2.7 shows the crossing energy to be -20 kJ mol"1 
below SH + SH which is in good agreement with that calculated using lower level 
basis set, proving the suitability of aug-cc-pV(Q+i/)Z basis set to describe the PES.
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Figure 4.2.7 Intermediate energies relative to SH + SH calculated at the MRCI+Davidson/aug-cc- 
pV(5+fiOZ level of theory, based upon geometries optimized on triplet surface at the MRCI/aug-cc- 
pVTZ level with RSH constrained at 1.3 A.
4.2.3.1.3 Intersystem Crossing in Channel H2SS —► S2(3Xg ) + H2
The saddle point corresponding to TS3 (geometry shown in Fig. 4.2.2) that connects
Further effort was devoted to studying the possibility of reducing the singlet barrier 
through intersystem crossing in a manner analogous to the S insertion channel 
(R4.2.3c) discussed above. Figure 4.2.8 presents the singlet and triplet PES’s for the 
Cs approach of one S atom of S2 to H2 with the S atom out of H-S-H plane constrained 
at the geometry of H2SS. It is apparent that the intersystem crossing occurs on the 
product side with the minimum crossing energy of ~30 kJ mol'1 lower than the barrier 
on singlet surface. This offers the possibility of producing the more stable S2( £g ) 
molecule directly but does not alter the fact that production of S2 + H2 from H2SS 
dissociation can only occur with a substantial energy barrier, at least 157 kJ mol'1 
which is still higher than SH + SH.
the minima H2SS and S2(1Ag) + H2 was optimized at the MRCI level on the singlet 
surface, yielding an energy of ~21 kJ mol'1 higher than asymptote of SH + SH.
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^S-HH
Figure 4.2.8 Contour plots of two-dimensional PES’s (left: singlet, right: triplet) calculated at the 
MRCI+Davidson/aug-cc-pV(Q+i/)Z level of theory. Broken lines denote where intersystem crossing 
occurs. Energies (in kJ mol'1) are relative to SH + SH. RHh and Rs-hh (in A) represent distance between 
two H atoms and the distance between one S atom and the centre of two H atoms respectively.
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4.2.3.1.4 Intersystem Crossing in Channel HSSH —► S2(3Zg ) + H2 
Another possible channel to produce S2 + H2, via direct dissociation of HSSH, was 
studied at the MRCI level. A substantial barrier (414 kJ mol'1 above equilibrium 
HSSH) is found for the transition state TS4 with C2V symmetry on the singlet surface 
(geometry shown in Fig. 4.2.2). To investigate the possibility of an intersystem 
crossing, both planar cis- and trans- isomers of triplet HSSH were optimized at the 
MRCI level and found to have a Bi ground state. The trans- structure was found to 
be more stable by 2.3 kJ mol'1, however it is the cis- structure which can lead to S2 + 
H2. An excited A2 ds-HSSH isomer was found 109 kJ mol" above the Bi ds-isomer. 
It is relevant to note however that there are somewhat long S-S bonds of ~2.6 A in 
both 3Bi isomers while that in singlet and 3A2 HSSH is ~2.0 A. The intersystem 
crossing is studied in terms of C2V parallel insertion of S2 to H2. Since there is 
significant variation of sulfur bond length between singlet HSSH (2.0 A), triplet cis- 
HSSH (2.6 A) and the transition state TS4 (2.3 A), plotting a potential energy profile 
with a constrained sulfur bond is not reasonable. As an alternative, an intrinsic 
reaction coordinate (IRC) calculation was performed with C2V symmetry on the singlet 
surface at the MRCI/aug-cc-pVTZ level of theory. Subsequent singlet and triplet 
energies were calculated at the MRCI/aug-cc-pV(Q+i/))Z level, using the geometries 
optimized in the IRC calculation. Figure 4.2.9 shows the multi-state PES as a function 
of distance (R ss-hh) between the centre of S2 and that of H2. The triplet energy is 
represented by two triplet states ( Bi and A2) as the triplet ground state changes 
during the course of the R ss-hh variation. Figure 4.2.9 shows there is an intersystem 
crossing between Ai and A2 (and a later one from A2 to ~Bi) before reaching the 
singlet saddle point on the reactant side and the contribution of this crossing is to 
reduce the barrier by just ~22 kJ mol" . As a consequence, S2( Sg’) + H2 is not 
expected to be produced from HSSH direct dissociation due to a substantial barrier.
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Figure 4.2.9 PES of intrinsic reaction coordinate for TS4 with intermediate geometries optimized on 
the singlet surface at the MRCI/aug-cc-pVTZ level of theory. One singlet state and two triplet state 
energies are calculated at the MRCI+Davidson/aug-cc-pV(Q+i/)Z level and showed relative to SH + 
SH (excluding ZPVE). R ss-hh represents the distance between the centre of two S atoms and that of 
two H atoms.
4.2.3.2 The Kinetics
The PES shown in Fig. 4.2.4 reveals that S insertion and intersystem crossing in 
R4.2.4 is energetically favoured over hydrogen abstraction on the triplet surface. This 
situation is similar to that reported for R4.2.3 (Woiki and Roth (1994), Shiina et al. 
(1996), Shiina et al. (1998)), with the triplet barrier being even greater with R4.2.4a 
than it is with R4.2.3a (19 vs. 8 kJ mol'1). Given recent dynamics studies show that 
one S atom brings 3 times larger spin-orbit coupling than the analogous O system 
which in part leads to intersystem crossing (Maiti et al. (2004)), it is sensible to say 
that there is even stronger spin-orbit coupling in the current two S atoms system so
that the kinetics of R4.2.4 could indeed be dominated by the insertion channel. The
*
intermediate singlet H2S2 formed at the crossing point can decompose to form SH + 
SH, HSS + H or S2 + H2 but the formation of HSS + H is 60 kJ mol'1 more 
endothermic than for SH + SH, while formation of S2 + H2 entails a barrier 21 kJ mol'
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1 above SH + SH. As a consequence, the formation of SH + SH is expected to 
dominate the product channel via intersystem crossing, except at high pressures when 
the intermediate can be effectively stabilized to H2SS or the more stable HSSH.
The kinetic advantage of the insertion route relative to the abstraction route (due to 
bypassing the triplet barrier of 19 kJ mol'1) will diminish at higher temperatures, 
especially as the abstraction channel can be expected to have a higher A-factor due to 
the high transition-state entropy change and the avoidance of the intersystem crossing. 
Figure 4.2.10 shows the experimental rate constants reported by Shiina et al. (1996) 
(1050 - 1540 K) together with the TST abstraction rate on the triplet surface 
calculated in this work (solid line). Clearly, it is not true to say that R4.2.4 is always 
dominated by intersystem crossing and insertion reaction because the abstraction 
channel accounts for most if not all of the reaction at the highest temperatures and is 
never truly negligible even at the lowest temperatures reached in the Shiina et al. 
(1996) study.
1000/T (K'1)
Figure 4.2.10 Rate constant of reaction H2S + S —*• SH + SH. (A) Measurements by Shiina et al. 
(1996); Solid line represents hydrogen abstraction rate constant derived by TST; broken line represents 
rate constant derived from a least-squares fit to Shiina’s data taking account of both hydrogen 
abstraction and sulfur insertion.
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The dashed line in Fig. 4.2.10 is a least-squares fit to the data of Shiina et al. (1996), 
based on additive contributions from abstraction and insertion channels:
^overall kabs +  kj;
The value kabS is taken as that obtained here by TST analysis, but there is no simple 
means of estimating the rate of intersystem crossing. Therefore, kjns is estimated from 
the data fit to koveraii, assuming that the activation energy for the insertion channel is 
equal to the endothermicity of R4.2.4a, b. This analysis yields the Arrhenius 
expression for the insertion rate:
k= 2.2 x 1013exp(-26 kJ mol'1 /RT) cnT mol'1 s'1
The pre-exponential factor of 2.2 x 10 cm mof s' for the insertion channel seems 
at first sight to be high for a system-crossing reaction. However, it is noted that this 
pre-exponential factor is significantly smaller than the value of 1.4 x 10 cm mof s' 
1 corresponding to a two-parameter Arrhenius fit for the abstraction channel (for 
which Ea = 65 kJ mof1). It is also possible to compare the pre-exponential factor for 
the insertion channel R4.2.4b with that for reaction R4.2.3 (1.4 x 1014 cm3 mol'1 s'1) 
(Shiina et al. (1998)) for which the insertion channel is also energetically preferred - 
however this comparison should be treated with care as there may be some 
contribution from the abstraction channel in R4.2.3 at high-temperatures, just as 
appears to be the case for R4.2.4(a + b).
4.2.4 Conclusions
The PES for the H2/S2 system characterized at the MRCI level indicates the presence 
of an intersystem crossing which effectively offers a channel without barrier for the 
reverse reaction of H2 S + S —> SH + SH. Once on the singlet surface, other channels 
are also accessible in this system, including the formation of HSS + H and S2 + H2 but 
these are energetically unfavourable with respect to SH + SH by 60 kJ mol'1 (product 
energy) and 21 kJ mol'1 (transition state barrier) respectively. Additional intersystem 
crossings are also possible but these are not expected to influence the product 
distribution of the H2 S + S reaction.
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While the insertion channel with intersystem crossing bypasses the 19 kJ mol'1 of the 
triplet abstraction barrier, the abstraction channel must have a higher Arrhenius factor 
and therefore becomes competitive at higher temperatures. Comparison of 
experimental data for the rate of reaction of H2S + S (1050 < T (K) < 1540) with a 
TST calculation of the rate constant for the abstraction channel confirms that this 
channel plays a significant role in the formation of products, especially at the higher 
temperatures. However the abstraction channel cannot account for all of the 
experimentally observed rate, especially at the lower temperatures and it is possible to 
estimate the rate of the reaction via what is presumably the insertion channel. This 
channel has no significant barrier (beyond the 26 kJ mol'1 overall endothermicity) and 
has a somewhat smaller Arrhenius pre-exponential factor than the abstraction route.
It is concluded that the reaction H2S + S —► SH + SH is energetically favoured, by 19 
kJ mol'1, through triplet-singlet intersystem crossing and insertion. This will be the 
dominant channel for reaction at sufficiently low temperature but the abstraction 
channel becomes important at higher temperatures. The same phenomena is expected 
to arise in the S + H2 —► SH + H reaction which is also believed to be energetically 
favourable (by just 8 kJ mol'1) when proceeding via intersystem crossing and insertion. 
Extrapolation of experimental results to higher or lower temperatures should be 
undertaken with great care with such reactions.
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4.3 The H2/S2 System  
4.3.1 Introduction
In Section 4.2, the PES of the H2/S2 system reveals that the presence of an intersystem 
crossing is responsible for the low activation energy found experimentally for the 
reaction H2 S + S. More importantly, it suggests that the reaction SH + SH may form 
H2 S + S in the absence of a chemical barrier, competing with other possible channels. 
The self-reaction of SH radicals plays an important role in the mechanisms of H2 S 
thermolysis (Sendt et al. (2003)) and combustion (Cerru et al. (2006)):
SH + SH —* products 
HSSH,
-> H2SS,
-> H2S + S, 
—► HSS + H,
h 2 + s2,
(R4.3.1)
AHok = -262 kj mol'1 (R4.3.1a) 
A H ok = -147 kJ mol'1 (R4.3.1b) 
A H ok =-27 kJ mol'1 (R4.3.1c) 
A H ok = 43 kJ mol'1 (R4.3.1d) 
A H ok = -155 kj mol'1 (R4.3.1e)
Channel R4.3.1a is a significant radical sink responsible for chain termination, while 
the channels R4.3.1a and R4.3.1d contribute to the formation of S-S bonds. These 
channels compete in particular with channel R4.3.1c which was found to occur 
without any barrier due to the presence of an intersystem crossing as shown in Section 
4.2. Accurate estimates of reaction rates in the H2/S2 system are therefore needed for 
the modelling of the kinetics of oxidation and thermolysis of H2 S and of the behaviour 
of sulfur species in combustion generally.
Among the various reactions, only the reverse rate of R4.3.1c has been determined 
experimentally (Shiina et al. (1996)) and theoretically at high level (Section 4.2). In 
earlier work, Sendt et al. (2003) estimated the reverse rate reaction R4.3.1a via an 
RRKM master-equation method but, as noted by Cerru et al. (2006), that result, 
coupled with the experimental equilibrium constant gives rise to unusual temperature 
dependence. This is attributed to the inconsistency in the heat of reaction R4.3.1a 
between the G2 energy (used to derive the rate constant) and standard thermochemical 
data (used for computing the equilibrium constant), noting that enthalpy of formation 
for SH has been revised by a few kJ mol'1 recently (Shiell et al. (2000)). also
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estimated the forward and reverse rates of R4.3.1d using the quantum-RRK (QRRK) 
approach to ascertain what fraction of the intermediate adduct HSSH* would stabilize 
-  however, Sendt et al. (2003) did not include the possibility that HSSH* might form 
H2S + S, H2SS or H2 + S2 which the PES in Section 4.2 has revealed can arise from 
the chemical activated species and an intersystem crossing.
It is apparent that a comprehensive treatment of the multiple product channels on the 
H2/S2 surface is essential to determining the kinetics of the various reactions. This 
section presents the work on this topic, using the PES characterized at high levels of 
theory. RRKM-based multiple-well calculations were employed to determine kinetic 
parameters as functions of both temperature and pressure for channels important to 
both atmospheric and combustion modelling with N2 as the bath gas.
4.3.2 Computational methods
4.3.2.1 Characterizing the potential energy surface
According to the PES shown in Fig. 4.3.1, the unimolecular channels found to 
proceed entirely on the singlet surface are:
HSSH SH + SH (R4.3.2)
HSSH HSS + H (R4.3.3)
HSSH -+H 2SS (R4.3.3)
H2SS- HSS + H (R4.3.5)
In addition, the intersystem crossings ISC1 and ISC2 allow the formation of triplet 
H2S + S and S2 + H2, respectively, via the unimolecular dissociation of singlet H2SS:
H2SS — H2S + 3S (R4.3.6)
H2S S ^ 3S2 + H2 (R4.3.7)
In the H2/S2 system, for completeness, other elementary channels that may occur 
entirely on the triplet surface have been considered:
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SH + SH -+H 2S + S (R4.3.8)
HSS + H -+ H 2S + S (R4.3.9)
HSS + H -* S 2 + H2 (R4.3.10)
Figure 4.3.1 Potential energy diagram for the H2/S2 system characterized at the full valence 
MRCI/aug-cc-pV(Q+i/)Z level of theory with geometries at the MRCI/aug-cc-pVTZ level and ZPVE at 
the CASSCF/aug-cc-pVTZ: thick lines, triplet surface; thin lines, singlet surface. The transition state 
connecting HSSH and S2 + H2 is not included due to the very high barrier.
It should be noted however that the sulfur abstraction channel -R4.3.1d via a saddle 
point on the triplet surface was not included in this work, as it is less important with 
the rate constant significantly lower than that of singlet -R4.3.1d (Sendt et al. (2003)).
For channels occurring entirely on the singlet or triplet surface, consistency with the 
theoretical study of the H2/S2 system in Section 4.2 was achieved by characterizing 
the ground-state surfaces using multi-configurational methods with a full valence 
active space. The geometry, energy and vibrational frequencies of TS1 and TS2 were 
adopted directly from Section 4.2, while additional calculations were performed for 
the transition states of the remaining channels. These transition state geometries are 
all at the MRCI/aug-cc-pVTZ level of theory. Subsequent single-point energy
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calculations were performed at the MRCI+Davidson/aug-cc-pV(Q+i/)Z level. The 
corresponding vibrational frequencies and ZPVE were calculated at the CASSCF/aug- 
cc-pVTZ level using CASSCF geometries (unless otherwise noted). In an effort to 
characterize the slice of PES for the unimolecular dissociation channels (R4.3.2, 
R4.3.3 and R4.3.5), the geometries of these transition states were determined by 
performing partial optimizations at the MRCI/aug-cc-pVTZ level of theory with one 
bond length being constrained at a range of values representing the reaction 
coordinate.
For reactions involving an intersystem crossing, the transition state was chosen to be 
the higher of a relevant saddle point or the lowest point at which surface crossing 
occurred. The PES shown in Fig.4.3.1 indicates that ISC2 is on the product side of the 
channel R4.3.7 and hence that the properties of TS3 determine the kinetic behaviour 
of this reaction. On the other hand, for reaction R4.3.6, the transition state occurs at 
the crossing point ISC1. According to the two-dimensional PES shown in Fig. 4.2.6, 
the lowest intersystem crossing point for the channel R4.3.6 is expected to occur in 
the regime where the S-S bond of H2SS is stretched to 2.6 -  2.8 A. In an effort to 
determine the geometry at the crossing point, trial partial optimizations were 
performed at the MRCI/aug-cc-pVTZ level of theory on both singlet and triplet 
ground surface with the frozen S-S bond length lying in the range from 2.6 A to 2.8 A. 
Additional single-point energies were calculated at the same level of theory to 
produce the triplet energies at the geometry optimized on the singlet surface and vice 
versa as shown in Fig. 4.3.2. From the one-dimensional PES obtained for the reaction 
coordinate of R4.3.6 by stretching the S-S bond of H2SS, the intersystem crossing 
point is estimated to lie in the region where the discrepancy between singlet and 
triplet energies, calculated at the same geometry, is < 0.5 kJ mol'1. Using this 
geometry, the corresponding single-point energy was taken as the average value of 
singlet and triplet energies at the MRCI+Davidson/aug-cc-pV(Q+J)Z level. The 
vibrational frequencies and ZPVE for the intersystem crossing point were obtained by 
performing partial optimization at the CASSCF/aug-cc-pVTZ level on the surface 
where the geometry was optimized with the S-S bond length being constrained at the 
value corresponding to the geometry at the intersystem crossing point.
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The quantum chemistry calculations were performed using Molpro (Wemer et al. 
(2006)), Dalton (Helgaker et al. (2000)) packages.
S-S bond length in H2SS (A)
Figure 4.3.2 The slice of PES characterized at the MRCI/aug-cc-pVTZ level, indicating the occurrence 
of ISC1 for R4.3.6: solid circles, triplet energies at triplet geometries; open circles, singlet energies at 
triplet geometries; solid triangles, triplet energies at singlet geometries; open triangles, singlet energies 
at singlet geometries; Solid lines, optimized triplet surface; broken lines, optimized singlet surface.
4.3.2.2 Kinetics
The temperature and pressure dependence for reactions of interest in the H2/S2 system 
was studied by performing RRKM calculations using the Multiwell program suite 
(Barker (2001)). The normal modes representing the torsional and rocking motions in 
the loose transition state were treated as one-dimensional and two-dimensional 
internal rotations respectively, while the extremely hindered internal rotors were 
treated as harmonic oscillators. The solid angle representing the extent of the steric 
hindrance of the rocking motions was calculated using the GEOM package in the 
UNIMOL program suite (Gilbert et al. (1990)). The transition states for barrierless 
channels were identified variationally by minimizing the temperature-dependent high- 
pressure rate constants. Along with TS2 and TS3, these were then used to generate the 
microcanonical rate constant k(E) using Multi well.
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In order to estimate the rate of channel R4.3.6, which proceeds via intersystem 
crossing, the rate constants k(E) (calculated at the crossing point) must be adjusted by 
a factor to account for the crossing efficiency. Here the factor 0.2 was used which was 
found as the average value of the ratio of the fitted pre-exponential factor for the 
sulfur insertion channel (H2S + S) (Section 4.2) to its Lennard-Jones collision 
frequency in the temperature range 300 - 2000 K. While taking this approach is 
somewhat speculative, it does allow us to estimate the possible role of R4.3.6 in the 
multiple-well system.
In order to describe the collisional energy transfer in the H2/S2 system, an exponential 
down model (Penner and Forst (1977)) was employed, with the temperature 
independent <AEd0Wn> value of 230 cm'1 taken from the literature for N2 as the 
collider in the similar-sized HSO2 system (Hughes et al. (2003)). The Lennard-Jones 
collision parameters for N2 were taken from Hippier et al. (1983) while those for 
HSSH and H2SS were estimated according to empirical formulae (Gilbert and Smith 
(1990)) using the boiling temperature of HSSH (343.85 K) (Lide et al. (2008)).
In the Multiwell simulations of the reactions in the H2/S2 system, bimolecular 
reactants of interest were allowed to form the chemically activated adduct and the 
product distributions were calculated in the temperature range 300 -  2000 K between 
0.1 and 10 bar (unless otherwise noted). The effect of tunnelling was not considered 
even for the channels with a substantial barrier (R4.3.3 and R4.3.7). An estimate using 
Wigner’s formulation (Wigner (1932)) shows that neglecting the effect of tunnelling 
introduces error factors of ~2.1 (R4.3.3) and ~3.6 (R4.3.7) at 300 K, reducing to ~1.1 
and ~1.2 at 1000 K respectively. In order to assess the significance of such errors, trial 
calculations were carried out at 300 K in which k(E) was scaled artificially by factors 
of 2 for R4.3.3 and 4 for R4.3.7. These calculations showed that no significant 
changes occurred in the rates of the major channels and it is concluded that the results 
overall are insensitive to neglect of tunnelling in R4.3.3 and R4.3.7.
It is necessary to note that the rate constants for bimolecular channels on the triplet 
surface (R4.3.9 and R4.3.10) were simply evaluated by TST with vibrational partition 
functions computed using the harmonic oscillator assumption. The tunnelling 
contribution was estimated according to Wigner’s formulation (Wigner (1932)).
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The rate constants for channels of interest were fitted to a three-parameter Arrhenius 
expression using a least-squares method.
4.3.3 Results and Discussion
4.3.3.1 The potential energy surface
Geometry parameters for the transition states and the intersystem crossing point 
studied in this work are presented in Fig. 4.3.3. As the channels proceeding via saddle 
points TS1 - TS3 have been discussed in detail in Section 4.2, the focus here is on the 
PES relevant to the unimolecular dissociation channels R4.3.2, R4.3.3, R4.3.5 and 
R4.3.6 on the singlet surface and bimolecular channels R4.3.9 and R4.3.10 on the 
triplet surface. Given an estimated uncertainty of ~10 kJ mol’1 in the current 
computational methods (Section 4.2), the MRCI energies for channels R4.3.2 and 
R4.3.3 were scaled to give the heats of reaction in line with the values at 0 K 
extrapolated from experimental values for A//f°298 summarised in Section 4.2. The 
relative energies for channels R4.3.5 and R4.3.6 were not scaled due to the lack of 
experimental data for A//f°298 (H2SS).
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Figure 4.3.3 Geometry parameters of transition states in the singlet unimolecular channels (a) R4.3.2, 
(b) R4.3.3 and (c) R4.3.5 at 1000 K, triplet channels (d) R4.3.9 and (e) R4.3.10 and the intersystem 
crossing point (f) in R4.3.6. Bond lengths and angles are given in A and degrees, respectively.
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Panels (a), (b) and (c) in Fig. 4.3.4 represent the slices of PES for the bond fission 
channels R4.3.2, R4.3.3 and R4.3.5, respectively. It is clear that the cleavage of each 
of these bonds is barrierless beyond the endothermicity of the reaction. The loose 
transition states minimizing the high-pressure limit rate coefficients for these channels 
were identified at the point on the PES where the breaking bonds were extended to 
about twice the corresponding equilibrium length.
H-S bond length (Â)
Figure 4.3.4 The slice of PES for (a) R4.3.2 and (b) R4.3.3 characterized at the MRCI+Davidson/aug- 
cc-pV(Q+af)Z level using geometries partially optimized at the MRCI/aug-cc-pVTZ level and ZPVE 
calculated at the CASSCF/aug-cc-pVTZ level. For R4.3.2 at the S-S separation 4.2 -  4.5 Â, ZPVE was 
calculated at the MRCI/aug-cc-pVTZ level. Additional scaling is applied to R4.3.2 and R4.3.3 in order 
to obtain heats of reaction consistent with the thermal data (see text).
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Figure 4.3.4 (cont.) The slice of PES for (c) R4.3.5 characterized at the MRCI+Davidson/aug-cc- 
pV(Q+i/)Z level using geometries partially optimized at the MRCI/aug-cc-pVTZ level and ZPVE 
calculated at the CASSCF/aug-cc-pVTZ level.
In stretching the S-S bond in the channel R4.3.2, the geometry of the loose transition 
state shifts from staggered to trans-planar at the S-S separation 4.2 A (Fig. 4.3.3). 
With this change, the H-S-S angle becomes significantly smaller, going from ~80 
degrees at 4.1 A to ~40 degrees at 4.2 A. Consequently, while the rocking motions of 
the SH moieties are found to be unhindered for S-S separations in the range 3.2 - 4.1 
A, steric hindrance is appreciable beyond that, with hindrance angle 85 degrees at 4.2 
A rising to 145 degrees at 4.5 A. Since the CASSCF geometries still remain staggered 
until further stretching to 4.6 A, the apparent difference between the CASSCF and 
MRCI geometries of the loose transition state at the S-S separations in the range 4.2 -  
4.5 A introduces uncertainties in computing the vibrational frequencies and ZPVE. 
Therefore, these quantities were calculated numerically at the MRCI/aug-cc-pVTZ 
level of theory using the partially optimized MRCI geometries. It was found that the 
ZPVE calculated at the staggered CASSCF geometries was ~2 kJ mol"1 lower than 
those using planar MRCI geometries. While the discrepancy of this magnitude is well 
within the uncertainty of the method, it leads to the increase of the rate coefficient of 
R4.3.2 by a factor of 2 at 300 K, despite the fact that it becomes negligible at 
temperature above 1000 K.
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For the channel R4.3.6 shown in Fig. 4.3.2, the lowest intersystem crossing energy 
was found at the MRCI geometry with an S-S separation of 2.658 À. While the 
discrepancy between the singlet and triplet energies is only 0.2 kJ mol'1 at the 
MRCI/aug-cc-pVTZ level, it increases slightly to 2 kJ mol'1 at the 
MRCI+Davidson/aug-cc-pV(Q+d)Z level. The intersystem crossing energy of -25 kJ 
mol'1 (calculated as the average value of singlet and triplet energies, excluding ZPVE 
corrections) relative to the asymptote SH + SH is in good agreement with the lowest 
crossing energy (—20 kJ mol'1) determined from the contour plots of the two- 
dimensional PES in Fig 4.2.6. The relaxation of more degrees of freedom in the 
partial optimizations is responsible for the somewhat lower and also more accurate 
crossing energy obtained in this work. Taking the intersystem crossing point as the 
transition state, a barrier height of ~4 kJ mol'1 was obtained for the channel -R4.3.6, 
including the ZPVE correction calculated on the triplet surface.
On the triplet surface, the barrier heights of channel R4.3.9 and R4.3.10 are in 
reasonable agreement with those characterized previously at the G2 level using 
CASSCF geometries (Sendt et al. (2003)). In this work, a relatively lower but still 
significant barrier was found for R4.3.9 at the MRCI level (~15 kJ mol'1 vs. ~26 kJ 
mol'1). For the abstraction channel R4.3.10, the barrier was confirmed to be very 
small with the value of just ~0.5 kJ mol'1.
4.3.3.2 Kinetics
In deriving the high-pressure rate constant for R4.3.2, the rocking motions in the loose 
transition state with the trans-planar structure were found to be weakly hindered. The 
two oscillators with low vibrational frequencies were therefore treated as a two- 
dimensional hindered rotor. Treating the sterically hindered rocking motion as a free 
rotation only increased the rate constant by a factor of 2.2, indicating that there is in 
fact negligible steric hindrance in the loose transition state of R4.3.2. The torsional 
vibration was therefore treated simply as a free internal rotor in order to avoid the 
complexity of having to approximate the density of states of the hindered torsional 
rotor. While this simplification could conceivably lead to over-estimation of the rate 
constants of R4.3.2 at low temperatures, the error is expected to become negligible at 
combustion temperatures.
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For the loose transition state in R4.3.3, the rocking motions are unhindered and the 
two lowest-frequency oscillators were again treated as a two-dimensional free rotor. 
On the other hand, these motions are severely hindered in R4.3.5 and are treated as 
vibrations.
Table 4.3.1 summarizes the high-pressure rate constants for the unimolecular channels 
R4.3.2 -  R4.3.7 along with corresponding equilibrium constants used for the 
calculation of the reverse rate constants.
TABLE 4.3.1: High-pressure Rate Constants and Equilibrium Constants for the
Unimolecular Channels in the H2/S2 System
Reaction
Rate Parameters  
(cm, s, kJ, moi, K units)
Equilibrium Constants 
(cm, kJ, mol, K units)
a
A n E A n E
R4.3.2: HSSH —» SH + SH 1.59*1018 -0.957 267 4.61x10s -1.112 273
R4.3.3: HSSH HSS + H 4.70*1017 -0.076 310 3.71 x102 -0.476 310
R4.3.3: HSSH -► H 2SS 6.74x1012 0.213 193 2.18x10° -0.166 116
R4.3.5: H2SS —► HSS +  H 1.46x1015 -0.026 191 1.70x102 -0.311 195
R4.3.6: H2SS -->  H2S +  S 4.53x1011 0.468 127 1.59x104 -0.923 127
R4.3.7: H2SS - s2 + h 2 1.36x1010 1.125 158 7.66x102 -0.706 -1
a Calculated using NIST thermochemical Tables (Chase (1998)) for H, H2, S, S2 and H2S with other 
literature A//f0298 for SH, HSS, HSSH and H2SS summarized in Table 4.2.1.
In order to understand the effect of multiple channels on the behaviour of the product 
distributions as a function of temperature and pressure for reactions in the H2/S2 
system, RRKM-based multiple-well calculations were performed to reveal the 
kinetics of the reactions SH + SH, H2S + S and HSS + H. These channels are linked 
by two wells (HSSH and H2SS) via R4.3.2 -  R4.3.7, as shown in Fig 4.3.1. The 
bimolecular channels occurring entirely on the triplet surface do not pass through 
these wells. Consequently they were not considered as part of the multiple-well 
system and hence they were described separately using the kinetic parameters 
reported in Section 4.2 and derived in this section (R4.3.9 and R4.3.10). Due to the 
presence of a substantial barrier via TS3 for -R4.3.7, the formation of any products 
from the reaction S2 + H2 is expected to be negligibly slow under conditions of 
interest and was not studied.
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Table 4.3.2 presents the kinetic parameters obtained for the bimolecular reactions, as 
discussed in the following sections.
TABLE 4.3.2: Rate Constants Derived from Multiwell Simulations and TST
Reaction
Rate Parameters  
(cm, s, kJ, mol, K units) Troe Parameters
A n E a J * * * T*
SH + SH + M - >  HSSH + M a (R4.3.1a) 2.33*1031 -4.943 8 1 254 2373
SH + SH —► H2S + S b (R4.3.1C) 5.83x1016 -1.763 -4
H2S + S + M —* HSSH + M c 7.43x1o34 -5.987 18 72 249 254
HSS + H —► SH + SH b (-R4.3.1d) 1.63x1018 -0.983 1
HSS + H —► H2S + S b 4.19x1018 -1.563 2
HSS + H —► H2S + S d (R4.3.9) 1.50x10® 1.551 9
HSS + H —► S2 + H2 b 2.91 x1016 -0.894 0
HSS + H —» S2 + H2 d (R4.3.10) 1.05x10® 1.750 -4
a Low-pressure rate constant with N2 as the bath gas in the temperature range 300 -  2000 K; Troe
parameters fitted in the pressure range 0.1 -  10 bar (Multiwell). 
b Rate constant calculated in the temperature range 300 -  2000 K at 1 bar (Multiwell). 
c Low-pressure rate constant with N2 as the bath gas in the temperature range 300 -  1000 K; Troe 
parameters fitted in the pressure range 1 * 1 O'4 -  10 bar (Multiwell). 
d Rate constant calculated in the temperature range 300 -  2000 K (TST).
4.3.3.2.1 The reaction SH + SH
According to the PES shown in Fig. 4.3.1, the recombination of two SH radicals can 
form a ro-vibrationally excited HSSH (HSSH*) at an energy above that of H2S + S but 
below HSS + H and TS3 (which leads to S2 + H2). Figure 4.3.5 shows the simulated 
product distribution for the reaction SH + SH in N2 at 1 bar. More than 50% of the 
chemically activated HSSH* reverts to the reactants SH + SH. The formation of H2S + 
S occurs upon isomerisation of HSSH* to H2SS*, followed by dissociation after an 
intersystem crossing. While the rate constant for the stabilization of HSSH is at the 
low-pressure limit and decreases with the increasing temperature, it has a value 
comparable to that for the formation of H2S + S at temperatures up to 1000 K. At 
higher temperatures, decomposition of HSSH* to HSS + H becomes competitive and 
is one order of magnitude faster than the formation of H2S + S at temperatures above 
1800 K. The reaction fluxes forming stable H2SS or S2 + H2 from SH + SH are 
negligible. At higher pressures ( 5 - 1 0  bar), the stabilization of HSSH occurs in the 
fall-off regime at room temperature and becomes the dominant reaction flux for the
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consumption of HSSH*. However, the product distribution for other channels remains 
qualitatively similar to that at 1 bar.
Figure 4.3.5 Product distribution in the reaction SH + SH via HSSH* at 1 bar.
Table 4.3.2 presents the kinetic parameters for the recombination channel R4.3.1a at 
the low-pressure limit. The unphysical temperature dependence inherent in earlier 
expressions is for the rate of this reaction is now absent. Given that the stabilization of 
HSSH is in the fall-off regime at 10 bar, the rate constants were fitted to a Troe 
factorization model (Gilbert et al. (1983)), yielding parameters ready for the use in 
kinetic modelling in Chapter 6. The high-pressure rate constant is best computed from 
the reverse rate constant (R4.3.2) and the corresponding equilibrium constant reported 
in Table 4.3.1.
The chemically-activated bimolecular channel (R4.3.1c) forming H2S + S is found to 
be pressure-dependent due to the occurrence of significant stabilization of HSSH at 
high pressures and low temperatures. The difference between the rate constants of 
R4.3.1c at 0.1 bar and 10 bar is a factor of ~5 at 300 K, decreasing to ~1.5 at 600 K. 
The kinetic parameters reported in Table 4.3.2 were computed at 1 bar and should be 
adjusted by an appropriate factor at high pressures, especially at lower temperatures.
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This has not been investigated in more detail because the effect is minor at high 
temperatures. Here it should also be noted that any deviation of the crossing 
efficiency from its assumed value of 20% will add to the uncertainty in the values in 
Table 4.3.2.
While the rate constant for the product channel R4.3.1d is essentially independent of 
pressure under the conditions examined, it does have a strong temperature dependence, 
due to the reaction endothermicity. The increase of the reaction flux to HSS + H with 
the increasing temperature is responsible for the negative temperature dependence for 
R4.3.1c. Since R4.3.1d is a minor channel at low temperatures, the kinetics are more 
reliably obtained from the reverse reaction (-R4.3.1d) discussed in detail below.
4.3.3.2.2 The reaction H2S + S
When H2S + S react to form H2SS* via the intersystem crossing ISC1, its subsequent 
fate is extremely sensitive to both the temperature and the pressure. At pressures 
above 0.1 bar, the reaction flux mostly passes above TS2, leading to HSSH* which 
subsequently either stabilizes as HSSH or dissociates, to SH + SH or HSS + H. 
Consequently, as shown in Fig. 4.3.6 for the product distribution at 1 bar, the yields of 
H2SS and S2 + H2 are minor.
1000/T (K‘1)
Figure 4.3.6 Product distribution in the reaction H2S + S via H2SS* at 1 bar.
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In the temperature range 300 -  500 K, the reaction flux leads predominantly to the 
stabilization of HSSH. The sulfur insertion reaction H2S + S —> HSSH is found to be 
close to the high-pressure limit even at 1 bar. Since the formation of HSSH is still in 
the falloff regime at 0.1 bar, Multiwell calculations were extended to lower pressures 
(down to lxlO'4 bar) in order to obtain the low-pressure limit. The presence of the 
dissociation channels R4.3.2 and R4.3.3 sees the fraction of HSSH* which stabilizes 
decreasing significantly with increasing temperature (<2% of the total reaction flux, at 
1000 K and 1 bar). For this reason, the kinetic parameters reported in Table 4.3.2 
were fitted only in the temperature range 300 -  1000 K.
At higher temperatures, the channel forming the most stable bimolecular products, SH 
+ SH, dominates the product distribution. The equilibrium constants for R4.3.1c as 
calculated by the thermodynamic values (in Table 4.3.1) or the rate constants of both 
directions in Multiwell simulations agreed to a factor of 2 -  3 at 1 bar, indicating that 
self-consistency is achieved in the Multiwell simulations. Since it is only this 
channels that reliable rate constants can be calculated in both directions over the 
temperature 300 -  2000 K from Multiwell simulations, similar comparisons are not 
provided for other channels which were found to have a relatively high heat of 
reaction.
Again, due to the high endothermicity, while no reaction to HSS + H was detected 
below 500 K, its formation via HSSH* has a comparable rate as that of SH + SH at the 
highest temperatures simulated (1800 -  2000 K).
Figure 4.3.7 compares the results of the theoretical calculations with experimental 
measurements of the overall rate of disappearance of S atoms in the shock-tube 
reaction of H2S + S (Shiina et al. (1996)). The theoretical results include the 
contributions of the triplet abstraction channel via TS1 (Section 4.2) and the singlet 
insertion channel for which the rate constant was derived as that for disappearance of 
the reactants in the present Multi well calculations. While the abstraction channel 
accounts for the most of the reaction, the inclusion of the insertion channel yields the 
better agreement with the measured rate constant in the low temperature range in 
particular. In Section 4.2, a value of the rate constant was estimated for the singlet 
insertion from the discrepancy between the experimental measurements and the triplet
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abstraction channel -  that value is a factor ~3.5 higher than the estimate here based on 
the Multiwell calculations. A difference of this magnitude is well within the combined 
uncertainties arising from the experiments, the calculation of the rate of the 
abstraction channel, the Multiwell calculations of the rate of insertion channel, and the 
estimation of the surface crossing frequency in the insertion rate. The trend of the 
experimental results suggests a greater role for the insertion channel at lower 
temperatures and further experiments under such conditions, preferably with product 
detection, would provide a more direct estimate for the rate of this channel.
1000/T (K '1)
Figure 4.3.7 Comparison of rate constant for H2S + S —► products: (1) triplet abstraction channel H2S + 
S —♦ SH + SH (TST) (Section 4.2); (2) sulfur insertion channel H2S + S —► products (Multiwell, this 
section); (3) sulfur insertion channel H2S + S —► products (fitted to experiments) (Section 4.2); (4) sum 
of the abstraction and insertion channels (1 +2); (•)  shock tube measurements (Shiina et al. (1996)).
4.3.3.2.3 The reaction of HSS + H
As the stable species with the highest energy in the H2/S2 system considered in this 
work, HSS and H can recombine to access any of the product channels over the 
temperature range 300 - 2000 K. As can be seen from the PES in Fig. 4.3.1, either 
HSSH* or H2SS* can be formed without any barrier. Although severe steric hindrance 
in the loose transition state of R4.3.5 means that formation of H2SS* by -R4.3.5 is
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less likely (by a factor ~10) than is formation of HSSH* via -R4.3.3, Multiwell 
simulations have been performed for both these situations.
According to the product distribution shown in Fig. 4.3.8, when HSS + H reacts to 
form a HSSH , most of this reverts to reactants. The formation of SH + SH is the 
dominant product channel, being one order of magnitude faster than the channel 
forming H2S + S, which in turn is faster than the formation of S2 + H2 via 
isomerisation to H2SS* and subsequent dissociation. These three channels were found 
to behave as simple bimolecular reactions with no dependence on pressure, due to the 
negligible stabilization of either HSSH or H2SS, even at 10 bar.
Figure 4.3.8 Product distribution in the reaction HSS + H at 1 bar: thick lines: via HSSH*; thin lines: 
via H2SS*.
If the initial reaction forms H2SS , the dissociation back to HSS + H is less likely, 
corresponding to larger fractional formation of bimolecular products, albeit with a 
lower overall rate constant. This is attributed to the significantly lower rate constant of 
-R4.3.5 than that of -R4.3.3 as mentioned earlier. Again, no stabilization of either 
HSSH or H2SS was detected under the conditions of interest and the bimolecular 
product channels are not influenced by pressure.
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The rate constants for the formation of SH + SH, H2S + S and S2 + H2 reported in 
Table 4.3.2 were calculated as the sum of the reaction fluxes via HSSH* and H2SS*. 
Figure 4.3.9 compares the reported rate constants (Sendt et al. (2003)) of product 
channels occurring in the reaction HSS + H with the predicted values in this work. 
For channel R4.3.9 and R4.3.10, the rate constants derived using the MRCI PES are 
in good agreement with those at the G2 level except for R4.3.9 at temperatures below 
1000 K. The reduction of the barrier height by ~9 kJ m ol'1 may account for the higher 
rate constant than previously predicted at the low temperatures. On the singlet surface, 
the reaction HSS + H —> SH + SH is significantly faster than that previously predicted 
in QRRK analysis (Sendt et al. (2003)), especially at low temperatures (70 times 
faster at 300 K). The use of the more reliable MRCI PES is in part responsible for 
such discrepancy.
Figure 4.3.9 Comparison of rate constants for the reaction HSS + H: (1) HSS + H —* SH + SH, 
Multiwell; (2) HSS + H —► H2S + S, Multiwell; (3) HSS + H —» S2 + H2, Multiwell; (4) HSS + H —► SH 
+ SH, QRRK (Sendt et al. (2003)); (5) HSS + H —► S2 + H2, TST; (6) HSS + H —► S2 + H2, TST 
(CASSCF//G2) (Sendt et al. (2003)); (7) HSS + H —► H2S + S, TST; (8) HSS + H -> H2S + S, TST 
(CASSCF//G2) (Sendt et al. (2003)).
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While H2S + S are minor products for the reaction HSS + H, its rate of formation at 
300 -  1000 K is several orders of magnitude faster than that of the triplet bimolecular 
channel (R4.3.9) which needs to overcome a barrier height of ~15 kJ mol'1. With a 
comparable branching ratio to the formation of H2S + S on the singlet surface, HSS + 
H —► S2 + H2 also remains significantly faster than the corresponding triplet hydrogen 
abstraction route (R4.3.10) until elevated temperatures are reached. It should be noted 
however that the estimated crossing efficiency has a strong influence on the computed 
rate constant for these minor channels.
4.3.4 Conclusions
Multiwell simulations for the reactions SH + SH and H2S + S show that the 
stabilization of HSSH is in the falloff regime at low temperatures between 1 and 10 
bar, while the formation of less stable adduct H2SS is negligible. At high temperatures, 
of the HSSH* formed, the majority dissociates to SH + SH while the formation of 
HSS + H becomes significant at elevated temperatures. The rate constant for the 
reaction H2S + S, derived as the sum of the hydrogen abstraction channel (-R4.3.8) on 
the triplet surface and the singlet pathways via an intersystem crossing, is in good 
agreement with experimental values, revealing that SH + SH is predominantly formed 
on the triplet surface and the branching ratio for the formation of HSS + H is less than 
2% at 1000 -2000 K. The reaction HSS + H via singlet HSSH* was found to be 
barrierless and very fast at room temperature (~4 x 1015 cm3 mol'1 s’1), mostly leading 
to SH + SH. Despite the relatively low branching ratio for the formation of H2S + S 
and S2 + H2, they are significantly faster than the corresponding simple bimolecular 
routes which proceed entirely on the triplet surface, except for HSS + H —► S2 + H2 at 
very high temperatures. Finally, Multi well simulations indicate that the inclusion of 
all channels considered in this work is necessary to compute the rate constants. In 
particular, the possibility of a surface crossing can greatly affect the kinetics of 
channels related to H2S + S.
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4.4 The Reaction of SH + 0 2
4.4.1 Introduction
The kinetics of the reaction SH + O2 are important in describing the behaviour of 
sulfur in both the atmospheric oxidation sequence and in the combustion of H2S such 
as occurs in the Claus process. The possible bimolecular product channels are:
SH + O2 products (R4.4.1)
SO2 + H A//ok= -220 kJ mol'1 (R4.4.1a)
SO + OH A//0k= -100 kJ mol'1 (R4.4.1b)
HSO + 0 AHokt 87 kJ mol'1 (R4.4.1c)
S + HO2 AHok~ 148 kJ mol'1 (R4.4.1d)
With respect to direct measurements of the rate coefficient of R4.4.1, only upper 
limits at room temperature have been reported to date (Black (1984), Friedl et al. 
(1985), Schonle et al. (1987), Stachnik and Molina (1987), Wang et al. (1987)). In 
early mechanism development (Frenklach et al. (1981)), two exothermic product 
channels (R4.4.1a and R4.4.1b) were first introduced with crude estimates of their rate 
coefficients. In the kinetic analysis of the H2S reaction in flash-photolysis shock tube 
experiments, Tsuchiya et al. (1997) suggested that the additional product channels 
R4.4.1c and R4.4.1d were more likely than R4.4.1a and R4.4.1b to occur as 
elementary reactions. The large endothermicity of R4.4.1d meant that it could safely 
be ignored in the analysis of their data, obtained in the temperature range 1400 -  1850 
K, but they included the other three channels in their mechanism development 
(Tsuchiya et al. (1997)). Through fitting model predictions for the concentrations of 
O- and H-atoms with experimental results, they concluded that R4.4.1c was the only 
important channel of reaction 1. Tsuchiya et al. (1997) also reported theoretical work 
that indicated that the formation of HSO + O has no barrier beyond its endothermicity 
and is kinetically favourable.
In contemporaneous theoretical calculations on the H/S/O/O system (Goumri et al. 
(1995), Goumri et al. (1999)), Goumri and co-workers identified an intermediate 
adduct HSOO with energy 26 kJ mol"1 lower than the SH + O2 asymptote and 
concluded that R4.4.1c occurred via this adduct through two unimolecular channels:
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HSOO -► HSO + O
AH ok = -26 kJ mol'1 (R4.4.2) 
A//ok= 112 kj m ol'1 (R4.4.3)
Whereas a substantial barrier was found for reaction R4.4.2 at the MP2/6-31G(i/) 
level, further single-point calculations at the G2 level suggested that it was also 
barrierless and the barrier obtained at MP2/6-31G(</) level was attributed to spin 
contamination. An RRKM approach in conjunction with variational transition state 
theory was therefore used to derive the rate coefficients for R4.4.2 and R4.4.3. The 
formation of HSOO was found to be equilibrated at room temperature or above and 
the effective rate coefficient for R4.4.1c was therefore evaluated as the product of the 
rate coefficient for R4.4.3 at the high-pressure limit and the equilibrium constant for 
reaction R4.4.2. This analysis yielded a value for the rate of R4.4.1c one order of 
magnitude higher than that deduced by Tsuchiya et al. (1997). The high value of the 
calculated rate coefficient arises from the variational treatment of a loose transition 
state which leads to a large entropy change in the reaction R4.4.3 and hence to a high 
value for the pre-exponential factor (4.9 x 1014 cm3 m ol'1 s '1). However, given the 
presence of multi-reference character arising from near-degenerate configurations for 
doublet and quartet states in the bond fission process (R4.4.3), the PES along the 
reaction coordinate may be poorly characterized at the G2 level, leading to significant 
uncertainty in the estimated rate coefficient.
In an effort to study the kinetics of reaction R4.4.2 using multi-configurational 
methods, Resende and Omellas (2003) performed CASSCF and CASPT2 calculations 
with an active space of 9 electrons distributed among 10 orbitals or fewer. A 
pronounced barrier (~52 kJ m ol'1) was found to separate the reactants and products 
for reaction R4.4.2. The structure of the transition state is similar to that determined at 
MP2 level (Goumri et al. (1999)) except for the relatively longer S -0  bond length (2.3 
A vs. 2.0 A). Additionally, a four-centred transition state responsible for 
isomerization of HSOO to HOOS was located for the first time -  decomposition of 
HOOS leads to the formation of SO + OH, suggesting that reaction R4.4.1b could be 
an important product channel. While a substantial barrier close to the endothermicity 
of R4.4.1d (i.e. —150 kJ mol"1) was reported for R4.4.1b, this result may be unreliable, 
due to the use of single-reference methods for characterization of this transition state
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with the geometry and single-point energy determined at MP2/cc-pVTZ and 
CCSD(T)/CBS levels respectively.
More recently, a global PES for the H/S/O/O system was generated by the double 
many body expansion (DMBE) approach, using the global minimum and some local 
minima and saddle points characterized at the CASSCF level (Ballester and Varandas 
(2005)). According to the two-dimensional contour plots, a van der Waal minimum 
corresponding to HSO**0 was found with energy similar to that of stable 
intermediate HSOO (i.e. ~80 kJ mol'1 lower than HSO + O). While early theoretical 
studies suggested the absence of the transition state directly leading to the formation 
of SO2 + H (Goumri et al. (1999), Resende and Omellas (2003)), the existence of this 
van der Waal complex opens up the possibility for reaction R4.4.1a to proceed via 
isomerization to the intermediate HSO2, followed by its dissociation to products SO2 
+ H. A dynamic study was performed for reaction R4.4.1 on the DMBE surface, 
treating SH in both ground state and several vibrationally excited states (Ballester et 
al. (2008)). Specific rate coefficients with respect to SH disappearance in different 
vibrational states were produced from trajectory simulations, indicating that HSO + O 
are the major products except for situations in which the total system energy is either 
below the threshold for producing HSO + O or above the bond cleavage limit of SH, 
in which cases the formation of SO2 + H dominates.
Since there are large uncertainties in measurements (Tsuchiya et al. (1997)) as well as 
contradictions in theoretical studies (Goumri et al. (1999), Resende and Omellas 
(2003), Ballester et al. (2008)), the present work aims to elucidate the chemistry of 
reaction R4.4.1 using high-level computational methods. Given the success in 
characterizing sulfur systems in recent work (Sendt and Haynes (2007)), the MRCI 
level of theory is employed to compensate for the shortcoming of the CASSCF 
method with respect to the dynamical correlation. All possible bimolecular product 
channels except H + SOO for the reaction R4.4.1 are considered and three-parameter 
Arrhenius expressions are derived for those kinetically favoured.
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4.4.2 Computational methods
4.4.2.1 Characterizing the potential energy surface
The PES for reaction R4.4.1 was characterized on the doublet ground surface using 
multi-configurational methods with a full valence active space containing 19 electrons 
distributed in 13 orbitals (unless otherwise noted). To perform geometry 
optimizations at the MRCI level for a system with this active space requires 
substantial computational expense. As an alternative, the equilibrium geometries of 
stable molecules and transition states were optimized at the CASSCF/cc-pVTZ level 
of theory. Subsequent single-point energy calculations were performed at the 
MRCI+Davidson/aug-cc-pV(Q+</)Z level of theory. To overcome the lack of size 
consistency in the MRCI calculation, the energy asymptote for bimolecular reactants 
and products were calculated as a super-adduct with the stable molecules being 
separated by a distance of 50 A. Trial calculations shows that the non-consistency of 
MRCI introduces an error of ~25 kJ mol'1 for SH + O2. Harmonic vibrational 
frequencies and ZPVE of stable molecules and transition states were calculated 
analytically at the CASSCF/cc-pVTZ level. Previous work on the H/S/O system 
shows that these values can be reasonably predicted without the use of any additional 
scaling factor (Sendt and Haynes (2007)).
The electronic and relative energies (including ZPVE corrections) for stable 
molecules and transition states are presented in Table 4.4.1. Detailed geometry 
parameters are included in Appendix C. The quantum chemistry calculations were 
performed using Molpro 2006 (Werner et al. (2006)), Dalton (Helgaker et al. (2000)) 
and Gaussian 98 (Frisch et al. (1998)) packages.
4.4.2.2 Kinetics
The rate coefficients for significant product channels in reaction R4.4.1 were 
evaluated by TST, with vibrational partition functions computed using the harmonic 
oscillator assumption. For reactions with a substantial barrier, the tunnelling effect 
was estimated according to Wigner’s formulation (Wigner (1932)). Alternatively, 
when a reaction showed no significant barrier, the transition states were selected 
variationally along the reaction coordinate in order to identify the minimum rate
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coefficient. The Arrhenius expression in three-parameter form was then derived by 
the use of a least-squares fit over the temperature range from 300 K to 2000 K.
TABLE 4.4.1: Electronic and Relative Energies (inc. ZPVE corrections) of the 
Optimized Reactants, Products, Intermediates and Transition States in the 
Reaction SH + O2
Species
Electronic Energies 
(a u .)
ZPVE
(a u .)
Relative Energies (0 K) to 
SH + 0 2 (kJ mol'1)
CASSCF3 MRCI° CASSCF3 CASSCFc MRCIc G3 lit. values
SH -398.11831754 0.005888
o2 -149 .75742420 0.003502
SH + O 2 -547 .87574174 -548.47170845 0.009390 0 0 0 od
HSO -473.04007371 0.010696
O -74.80564442 0.000000
HSO  + O -547.84571813 -548.43935778 0.010696 82.3 88.4 81.3 86.9±1.1d
SO -472.45076759 0.002413
OH -75.43930589 0.008317
SO  + OH -547.89007348 -548.50660366 0.010730 -34.1 -88.1 -103 .3 -99 .6±2.1d
HOz -150.32000173 0.013854
S -397.50361236 0.000000
H O 2 + S -547.82361409 -548.41823404 0.013854 148.6 152.1 145.8 148.0±1.3d
HSO O -547.87380189 -548.47668715 0.013867 16.8 -1.3 -17.0 -26 .1e
c/'s-HOOS -547.88027681 -548.50187698 0.015896 5.2 -62.1
trans-HOOS -547.88218412 -548.50335254 0.015697 -0.4 -66.5 -71 .3 -78 .5e
TS1 -547.86152329 -548.47563935 0.011322 42.4 -5.2
TS2 -547.84114641 -548.44047023 0.011991 97.7 88.8
TS3 -547.82189198 -548.44257682 0.011192 146.1 81.2
TS4 -547.87999271 -548.50127505 0.015484 4.8 -61.6
TS5 -547.88013397 -548.50341947 0.013767 0.0 -71.8
2TS6 -547.79258056 -548.40051588 0.008102 215.0 183.5
*1S6 -547 .80011992 -548.40764296 0.008261 195.6 165.2
a Geometry optimizations and frequency calculations performed at the full valence CASSCF/cc-pVTZ 
level. b Single-point energy calculations at the full valence active space MRCI+Davidson/aug-cc- 
pV(Q+i/)Z level. c electronic energies and ZPVE taken from a and b. d 0 K values extrapolated from 
literature A/ / f° 298 for SH (Shiell et al. (2000)), 0 2 (Chase (1998)), HSO (Denis (2005)), O (Chase 
(1998)), SO (Chase (1998)), OH (Ruscic et al. (2006)), H 0 2 (Ruscic et al. (2006)) and S (Chase 
(1998)).e 0 K values extrapolated from G2 A//f°298 (Laakso et al. (1994)).
4.4.3 Results and Discussion
4.4.3.1 The Potential Energy Surface
The PES for the reaction R4.4.1 is depicted in Fig. 4.4.1 which includes bimolecular 
product channels R4.4.1b, R4.4.1c and R4.4.1d.
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Figure 4.4.1 Potential energy diagram for the reaction SH + 0 2: (a) Characterized at the full valence 
CASSCF/cc-pVTZ level of theory, including ZPVE corrections; (b) Single-point energy calculations 
performed at the full valence active space MRCI+Davidson/aug-cc-pV(Q+i/)Z level of theory using 
CASSCF geometries and ZPVE corrections.
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Figure 4.4.1a shows the three channels at the CASSCF level (at which the geometries 
were optimized), while Fig. 4.4.1b shows the MRCI energies at the CASSCF 
stationary points. Except for the products HSO + O and S + HO2 , the relative energies 
of the stable species and the relative heights of the barriers beyond the endothermicity 
differ significantly between the two methods. It is clear that the MRCI energies 
relative to SH + O2 are lower than the corresponding energies predicted by the 
CASSCF method. The lack of the dynamical correlation at the CASSCF level is 
responsible for its quantitative inaccuracy even for stable species at their equilibrium 
geometries, highlighting the need for this method to produce a reliable PES and hence 
reaction kinetics. The geometry parameters of tetratomic intermediates and transition 
states involved are shown in Fig. 4.4.2. As an indication of the reliability of the 
computational methods employed, Table 4.4.1 includes relative energies calculated 
from G3 energies and from reported heats of formation for stable species. The overall 
discrepancy is found to be within —12 kJ m ol'1 with the exception of HSOO for which 
significantly lower values are predicted at G2 (Laakso et al. (1994)) and G3 levels. 
However, the T1 diagnostic factor of 0.0336 reported in the G3 calculation and the 
largest Cl coefficient of 0.964 gained at the CASSCF level indicate that the single­
reference treatment may not be adequate for accurate characterization of this species. 
This may be attributed to the relatively longer S-0 bond of ~1.7 A than a typical 
length of -1.5 A such as the one in the analogous species HSO (Sendt and Haynes 
(2007)). The low S-0 bond dissociation energy (1.3 kJ m ol'1) determined at the MRCI 
level implies that the formation of HSOO is thermodynamically even less favourable 
than early predictions had indicated (Goumri et al. (1995)).
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Figure 4.4.2 Equilibrium geometry parameters optimized at the full valence CASSCF/cc-pVTZ level 
of theory for intermediates and transition states involved in the reaction SH + 0 2. Values shown in 
parentheses ( ) are optimized at the MP2(full)/6-31G(i/) level (Laakso et al. (1994), Goumri et al. 
(1999)). Values shown in brackets [ ] are optimized on the quartet surface in this work. Bond lengths 
and angles are given in A and degrees, respectively.
For the reaction R4.4.2, a transition state (TS1) with a substantial barrier (~42 kJ 
mol'1) was found at the CASSCF level, in good agreement with previous studies 
(Goumri et al. (1999), Resende and Omellas (2003), Ballester and Varandas (2005)). 
However, at the MRCI level, the electronic energy of TS1 is reduced and actually lies 
10.2 kJ mol'1 below the asymptote for SH + O2, which is similar to the situation found 
with G2 calculations (Goumri et al. (1999)). This may imply that TS1 may not be 
located at a saddle point, and that it would need to be located variationally if accurate 
kinetic parameters were required. While TS1 is somewhat higher than HSOO in 
MRCI energy on the electronic surface, the ZPVE contribution flattens the PES in the
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vicinity of SH + O2, TS1 and HSOO, at least within the error of the current method. 
Overall, the present work supports the conclusion that reaction R4.4.2 is barrierless.
The product channel R4.4.1c includes the dissociation of HSOO to HSO + O (i.e. 
R4.4.3). However, in contrast to earlier work (Goumri et al. (1999), Resende and 
Omellas (2003), Ballester and Varandas (2005)), a transition state (TS2) was 
identified for the reaction R4.4.3, with much shorter 0 -0  bond length than found 
previously (~1.9 A vs -2.7 A ) (Goumri et al. (1999)). While there is a substantial 
reverse barrier for R4.4.3 at the CASSCF level, this reduces to only 0.4 kJ mol'1 at the 
MRCI level, suggesting that any barrier for R4.4.3 beyond the endothermicity is 
likely to be small.
In an effort to locate TS2 variationally, it is necessary to obtain a reliable PES along 
the reaction coordinate of R4.4.3. This was achieved by performing partial 
optimizations at the CASSCF/cc-pVTZ level for a series of frozen 0 -0  separations 
increasing from that of equilibrium HSOO (-1.35 A) to 4 A. The corresponding 
vibrational frequencies were calculated at the same level of theory. To ensure the 
reliability of these optimized geometries, additional partial optimizations were 
performed at the MRCI/cc-pVTZ level of theory for the points of interest. However, 
due to the lack of analytical gradient for geometry optimizations at the MRCI level, 
the gradient is instead calculated numerically, but this is computationally prohibitive 
when performing the full valence optimization in this work. To reduce the 
computational expense significantly while still maintaining the reliability of MRCI 
optimization, five doubly-occupied valence orbitals, each with occupation number 
greater than 1.997 in the full valence CASSCF calculations, were selected to be 
downgraded into inactive space, such that the size of an active space was reduced to 9 
valence electrons distributed in 8 orbitals. Using initial geometries optimized at the 
CASSCF level, the electronic energies were reduced by -1 kJ mol'1 after the 
optimization at the MRCI level. The discrepancy is less than 2% with respect to the 
geometry variation, as shown in Table 4.4.2, indicating that the CASSCF level 
accurately reproduces the MRCI transition state geometries for reaction R4.4.3. Thus, 
for the points of interest, subsequent single-point energy calculations were performed 
at the MRCI+Davidson/aug-cc-pV(Q+i/)Z level of theory using CASSCF geometries.
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TABLE 4.4.2: Partially Optimized Geometries in the Reaction Coordinate of 
HSOO — HSO + O
S p e c ie s r(O-O) r(S-O ) r(S-H ) a (H -S -O ) a (O -O -S) d (O -O -S -H )
C A S S C F M R C I C A S S C F M R C I C A S S C F M R C I C A S S C F M R C I C A S S C F M R C I
H S O O 1.350 1.736 1.332 96.1 112.2 86.7
1.4 1.720 1.332 96.6 111.3 87.0
1.6 1.674 1.334 98.2 109.3 87.5
1.7 1.647 1.336 99.2 109.4 87.7
1.8 1.614 1.582 1.339 1.344 100.4 100.7 110.5 111.2 88.1 88.2
T S2 1.932 1.574 1.547 1.345 1.350 102.1 102.4 112.7 112.9 88.6 88.6
2.0 1.560 1.537 1.347 1.352 102.8 102.9 113.9 113.6 88.8 88.8
2.1 1.547 1.528 1.350 1.354 103.4 103.5 115.4 114.6 88.9 88.8
2.2 1.539 1.523 1.352 1.355 103.8 103.8 116.7 115.4 88.9 88.7
2.3 1.535 1.520 1.353 1.356 104.1 104.0 117.8 116.1 88.6 88.4
2.4 1.532 1.353 104.3 118.7 88.4
2.7 1.529 1.354 104.5 120.3 85.6
3.0 1.529 1.354 104.4 101.6 0.0
H S O — O 3.223 1.529 1.354 104.4 97.9 0.0
3.5 1.529 1.354 104.5 93.4 0.0
4.0 1.529 1.354 104.5 84.0 0.0
H S O  + 0 oo 1.528 1.355 104.6 - -
Note: CASSCF and MRCI represent optimizations performed at the full valence CASSCF/cc-pVTZ 
level and the reduced active space (9 electrons, 8 orbitals) MRCI/cc-pVTZ level respectively. Bond 
lengths and angles are given in A and degrees, respectively.
Figure 4.4.3 shows the slice of the PES for the reaction R4.4.3 at the full valence 
MRCI level (using CASSCF geometries) and the reduced active space MRCI level 
along with CASSCF energies scaled to give the heat of reaction at the full valence 
MRCI+Davidson/aug-cc-pV(Q+<f)Z level for comparison. While the CASSCF PES 
shows an apparent barrier, the MRCI PES characterized using both a reduced active 
space and a full valence active space indicates that it is negligibly small. The 
agreement between the full valence and the reduced active space absolute energies are 
within 1 kJ mol"1, indicating that the reduced active space is a good approximation of 
the full valence energies in the vicinity of TS2. In addition to the equilibrium 
geometries for HSOO and TS2, a van der Waal minimum (HSO**0) was obtained 
when relaxing the restriction on the 0 -0  separation. The 0 -0  bond length is 
significantly longer than that arising on the DMBE surface (3.2 A vs. 2.1 A) 
(Ballester and Varandas (2005)). Not surprisingly, the energy of HSOO was also 
found to be closer to (~3 kJ mol'1 below) the asymptote of HSO + O than is shown on
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the DMBE surface (where the energy is actually closer to that of HSOO) (Ballester 
and Varandas (2005)).
0 -0  bond length (A)
Figure 4.4.3 The slice of the PES for the reaction coordinate of HSOO —*• HSO + O showing 
equilibrium points for HSOO, TS2 and HSO**0 and transition states connecting these. Solid circles 
show the scaled PES characterized at the full valence CASSCF/cc-pVTZ level. Open triangle and open 
circles show the PES characterized at the reduced active space MRCI/cc-pVTZ level and the full- 
valence active space MRCI+Davidson/aug-cc-pV(Q+i/)Z level using CASSCF geometries, respectively. 
ZPVE corrections were determined at the CASSCF/cc-pVTZ level.
An attempt was made to extend the MRCI energy to the larger 0 -0  separation in Fig. 
4.4.3. However, due to convergence difficulties at extended bond lengths where the 
fragments were interacting (i.e. van der Waal complexes), this was not possible.
An alternative fate of HSOO is the isomerisation to the more stable intermediate 
HOOS followed by dissociation to SO + OH, completing product channel R4.4.1b. A 
four centred transition state (TS3) was found to connect HSOO and c/s-HOOS. While 
its geometry is staggered with the dihedral angle of 23 degrees at the MP2 level 
(Resende and Omellas (2003)), it becomes planar at the CASSCF level. Prior to 
dissociation to SO + OH, cis-HOOS undergoes rotational isomerization to the more
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stable inms-HOOS, overcoming a negligible barrier (TS4) of 0.5 kJ mol'1 in the 
process. Since TS5 lies at an electronic energy intermediate between /rarcs-HOOS and 
SO + OH at the MRCI level, it is probable that /ra«s-HOOS is not stable, in 
accordance with results from G2 (Goumri et al. (1999)) and a reduced active space 
CASPT2 calculations (Resende and Omellas (2003)). Thus, the overall barrier for 
R4.4.1b is determined by TS3. In contrast to early estimates of the barrier height 
(Tsuchiya et al. (1997), Goumri et al. (1999)), the MRCI energy of TS3 was found to 
be slightly lower than that of TS2 by ~8 kJ mol'1, although within the uncertainty of 
the current method (~12 kJ mol'1). It should be noted that the MRCI energy using the 
reported staggered MP2 geometry (Resende and Omellas (2003)) is ~59 kJ mol'1 
higher than that using the CASSCF geometry. Furthermore, the largest Cl coefficient 
of 0.943 gained at the CASSCF level suggests that the single-reference method (MP2) 
is not adequate to predict the geometry of TS3 and hence it is the CASSCF geometry 
that is adopted here. Nevertheless, the relatively low barrier height obtained for TS3 
in this work suggests that channel R4.4.1b may compete with R4.4.1c at low 
temperatures in particular.
Despite the high endothermicity of reaction R4.4.1d (-152 kJ mol'1), the direct H 
abstraction have been characterized on both the doublet and quarter surfaces for 
completeness. Transition states are located at MRCI barrier heights 183 (doublet) and 
165 kJ mol'1 (quartet), confirming that reaction R4.4.1d is too slow to be an important 
product channel for R4.4.1. The formation of SOO + H has not been considered as it 
has a much higher endothermicity than R4.4.1d (Goumri et al. (1995)).
Lastly, an attempt was made to locate a transition state leading to the formation of 
HSO2 or its effective bimolecular products SO2 + H (R4.4.1a). However, the first 
order saddle point optimization eventually converged instead to TS2. This agrees with 
an early theoretical study (Goumri et al. (1999)), suggesting that a direct transition 
state may not exist for R4.4.1a. Here it is noted that Ballester and Varandas (2005) 
recently reported a transition state (with energy well below that of HSO + O) 
separating the HSO»*0 and HSO2. According to their PES, HSO**0 is more than 80 
kJ mol'1 lower than HSO + O, which is most unexpected for a van der Waal complex. 
In an effort to validate the reliability of their DMBE surface, geometry optimizations 
were performed on the reported geometries for HSO***0 and their transition state at
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the same level of theory (CASSCF/aug-cc-pVDZ) as they had employed for 
stationary points. It was found that both geometries were not even close to stationary 
points with gradients greater than 0.057 and 0.068 and electronic energies -29 kJ mol'
1 and ~39 kJ mol'1 respectively above the asymptote of HSO + O. As the optimization 
continues, the 0 -0  bond in both geometries falls apart, leading to the formation of 
HSO + O. This result suggests that the PES generated by the DMBE interpolation 
procedure has not reliably described the PES, at least in the vicinity of the channel 
apparently leading to HSO2.
4.4.3.2 The Kinetics
According to the PES shown in Fig. 4.4.1, the significant product channels for the 
reaction R4.4.1 are the decompositions of the adduct HSOO leading to the formation 
of SO + OH (R4.4.1b) and HSO + O (R4.4.1c). Here apparent kinetic rate coefficients 
were derived for the overall processes using MRCI energies without scaling. The very 
low barriers for the forward and reverse of reaction R4.4.2 mean that this reaction is 
equilibrated under any conditions of practical interest. Therefore the partition 
functions for HSOO as a reactant have been taken directly as those for SH and O2.
The rate-limiting step in the formation of SO + OH is to surmount the barrier of TS3, 
after which weak chemical bonding allows multiple rearrangements without 
significant stabilization. TST calculations were therefore applied to TS3, obtaining the 
three-parameter Arrhenius expression for the overall product channel R4.4.1b:
kib= 7.5 x io4T2052exp(-69 kJ mol-1 /RT) cm3 mol'1 s'1
The tunnelling effect accounts for a factor of between 5 and 2 at 300 - 600 K, 
decreasing to ~1.4 at 1000 K and -1.1 at 2000 K.
The present MRCI PES is expected to provide a more reliable basis for the derivation 
of the rate coefficient of reaction R4.4.3 than the earlier theoretical study (Goumri et 
al. (1999)) with geometries and frequencies estimated according to the Gorin model 
(Gorin (1938)) and energies characterized using a single-reference method (G2). 
According to Fig. 4.4.3, the energy as a function of bond length reaches a maximum 
at the 0-0 separation of -1.9 A. Thus, the rate coefficient was derived variationally
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using the transition states around that separation (1.7-2.1 A). The harmonic 
assumption made in TST is still valid, given the occurance of severe steric hindrance 
for the torsional mode corresponding to the lowest vibrational frequency of 217 cm'1 
in the transition state.
As shown in Table 4.4.3, the minimum rate coefficients are found at TS2 in the 
temperature range 300-1600 K, while at higher temperatures they are found at a more 
compact transition state. This analysis yields the Arrhenius expression for the product 
channel R4.4.1c:
k,c = 2.3 x io6t ‘ 816exp(-84 kJ mol'1 /RT) cm3 mol'1 s'1
TABLE 4.4.3: Rate coefficients (cm3 mol'1 s'1) for Different Transition State
Geometries in the Reaction Coordinate of SH + O2 —► HSO + O
R(O-O) Tem perature (K)
(A) 300 500 1000 1600 2000
1.7 9 .0 3 X 1 0 '2 1 .1 6 X 1 0 4 1 . 3 4 x 1 0 s 6 . 7 5 x 1 0 5 2 . 8 4 x 1 0 1°
1.8 5 .9 8 x 1  O'4 5 . 9 2 x 1 0 2 3 .1 8 X 1 0 7 2 . 8 4 x 1 0 9 1 . 4 5 x 1 0 1°
1.932 1 .9 0 x 1 0 '4 3 . 3 0 x 1 0 2 2 . 7 1 x 1 0 7 2 . 8 4 x 1 0 9 1 . 5 3 x 1 0 1°
2.0 2.41 x 1 0 '4 4 . 0 9 x 1 0 2 3 . 2 9 x 1 0 7 3 . 4 2 x 1 0 s 1 . 8 4 x 1 0 1°
2.1 4 . 0 2 x 1 0'4 6 .1 4 X 1 0 2 4 . 5 7 x 1 0 7 4 . 6 2 x 1 0 s 2 . 4 6 x 1 0 1°
Figure 4.4.4 is an Arrhenius plot of rate constants for SH + O2 channels derived here 
and reported in the literature. The results show that R4.4.1b (forming SO + OH) is the 
dominant channel at temperatures below 1000 K; above that temperature, R4.4.1c 
(forming HSO + O) becomes competitive due to the higher pre-exponential factor for 
this reaction.
The prediction of the rate of HSO + O formation via the reaction R4.4.1c is more than 
two orders of magnitudes slower than that derived in an early theoretical study 
(Goumri et al. (1999)). This large discrepancy can be attributed to the relatively 
compact structure of TS2 in the present work (0 -0  separation ~1.9 A vs. -2.7 A), 
leading to a smaller reaction entropy change and hence to a lower pre-exponential 
factor.
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1000 / T (1C1)
Figure 4.4.4 Rate coefficient comparison for product channels in the reaction SH + 0 2: (1) SH + 0 2 —► 
HSO + O, this work; (2) SH + 0 2 —► SO + OH, this work; (3) SH + 0 2 —► products, using the 
approximate thermal distribution (see text); (4) SH + 0 2 —* HSO + O, Goumri et al. (1999); (5) SH + 
0 2 —► HSO + O, Tsuchiya et al. (1997); (▼) experimental upper limit at 298 K for SH + 0 2 —*• 
products, Stachnik and Molina (1987).
Another theoretical rate coefficient chosen for comparison in Fig. 4.4.4 is derived 
from the recent dynamic simulations of vibrational-state-specific SH consumption by 
reaction with ground-state O2 molecules (Ballester et al. (2008)). In order to facilitate 
comparison, the thermal rate coefficient was estimated assuming a Boltzmann 
distribution of vibrational states and the reported state-specific rate coefficients 
(Ballester et al. (2008)) up to the vibrational level 5 with values for the vibrational 
level 2 and 4 being interpolated. Here it should be noted that, with the vibrational 
frequency for SH taken to be 2712 cm'1 (Gurvich et al. (1989)), the population is 
dominated by the ground vibrational state which accounts for more than 98% of the 
population at temperatures below 1000 K and ~86% at 2000 K. However, a true 
thermal rate constant could not be calculated because the dynamic study included O2 
only in the ground-state (Ballester et al. (2008)) -  the relatively low vibrational
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frequency for O2 (1580 cm'1) (Chase (1998)) leads to ground-state populations of 
-90% at 1000 K and -68% at 2000 K. Nevertheless, the results of calculations have 
been included in Fig. 4.4.4 as curve 3.
The pseudo-thermal rate constant represented by curve 3 in Fig. 4.4.4 is for the 
overall reaction R4.4.1 but should be compared with the current results for channel 
R4.4.1c (curve 1) since HSO + O was the dominant product channel except at low and 
very high reactant energies in the dynamical study Ballester et al. (2008). There is 
clearly very good agreement between curves 1 and 3 at high temperatures (700-2000 
K) but at lower temperatures the activation energy implied by curve 3 falls well below 
the reaction endothemicity -  this was assumed to be a manifestation of the low-energy 
channel found in the dynamical calculations to lead to H + SO2 . However, as 
discussed above, the appearance of this channel was believed to be an artefact of the 
method used to generate the PES for the dynamical calculations. It is important to 
note here that the apparent coincidence of curves 2 and 3 in the low-temperature 
region is purely coincidental, as the product channel R4.4.1b was not accessed in the 
trajectory calculations. The failure to report this channel is the result of a further 
problem with the surface used by Ballester et al. (2008), namely the absence of both 
the intermediate species HOOS and TS3. In fact, calculations show that HOOS and 
TS3 can be identified using their methods (CASSCF/aug-cc-pVTZ for the stable 
species and CASSCF/aug-cc-pVDZ for the transition state). The geometries and 
relative energies are very close to those obtained at the similar level of theory 
(CASSCF/cc-pVTZ) in this work. It is possible that HOOS and TS3 were not 
considered for the generation of DMBE surface because the formation of SO + OH 
through this channel entails a higher barrier than reaction via the artifactual complex 
(HSO***0), as discussed above.
There is only one experimental value which can be meaningfully compare with 
current results, namely the model-dependent expression of Tsuchiya et al. (1997) 
obtained from shock-tube studies in the temperature range 1400 -  1850 K (curve 5 in 
Fig. 4.4.4). The current value is one order of magnitude lower than that of Tsuchiya et 
al. (1997), an observation that is attributed to the early state of development of kinetic 
modelling of H2S oxidation at the time that the experimental work was undertaken.
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Finally, using the properties of TS6 on the quartet MRCI surface, the rate expression 
of 114.4.Id is computed to be:
k1(i= 4.7 x 106T2 017 exp(-154 kJ m ol'1 /RT) cm3 mol'1 s '1
4.4.4 Conclusions
The reaction between SH and O2, characterized at the MRCI level, occurs via the 
decomposition of the unstable intermediate adduct HSOO. The direct channel to 
produce S + HO2 has a high barrier (—165 kJ m ol'1) and no transition state could be 
found for the formation of HSO2.
The only significant products are therefore SO + OH (R4.4.1b) and HSO + O 
(R4.4.1c). The channel forming HSO + O passes through a loose transition state and 
has a relatively high pre-exponential factor, whereas the formation of SO + OH, 
which has a lower barrier (by about 8 kJ m ol'1), also has a lower pre-exponential 
factor due to the occurrence of a four-centred transition state. At temperatures below 
1000 K, the formation of SO + OH predominates, but the entropy contribution at 
higher temperatures produce comparable rates for the two channels. As a consequence, 
the reaction R4.4.1b is two orders of magnitude faster than R4.4.1c at room 
temperature, revealing that the atmospheric oxidation of SH leads directly to the 
formation of SO + OH with a rate coefficient of ~1 .Ox 10* cm mol' s' .
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4.5 The Reaction of SH + H 0 2 
4.5.1 Introduction
The reaction SH + HO2 plays a vital role in describing the kinetics of sulfur oxidation, 
especially under extremely fuel-lean conditions. A previous theoretical study 
(Montoya et al. (2005)) reveals that the formation of the exothermic products H2S + 
O2 is barrierless and very fast at room temperature (~1 x 1014 cm3 mol'1 s '1). Thus, 
this channel is important in affecting the radical pool as a chain termination step. 
Additionally, as initially proposed by Frenklach et al. (1981), the reverse chain 
branching step serves as the main initiation channel for H2S oxidation. Given that the 
reactants SH + HO2 have a relatively high energy in the H2/O2/S system, the 
formation of most other products is thermodynamically favourable. For instance, a 
model-based kinetic analysis suggests that the rate coefficient of the formation of 
HSO + OH is ~6 x 1012 cm3 mol"1 s'1 at 298 K (Stachnik and Molina (1987)). The 
interest of this work is therefore to elucidate the kinetics of SH + HO2 which may 
involve multiple product channels, such as:
SH + HO2 —► products 
H2S + 0 2 
-> HSO + OH 
HSOH + O 
S + H20 2
(R4.5.1)
AHok= -174 kJ mol'1 (R4.5.1a) 
A//0k= -139 kJ mol'1 (R4.5.1b) 
A//0k= -23 kJ mol'1 (R4.5.1c) 
AHok=-13 kJ mol'1 (R4.5.1d)
The formation of other possible products is not considered here, as they are either (i) 
highly endothermic (HSOO + H and HOOS + H) or (ii) need to be formed via 
rearrangements involving compact three- or four-centred transition states (which are 
expected to have relatively low pre-exponential factor due to entropy) such as those 
reported by Montoya et al. (2005) for the formation of SO + H2O and SO2 + H2. In 
the present study, multi-reference methods are used to characterize the PES, and 
kinetic parameters based upon this are derived for channels of interest.
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4.5.2 Computational Methods
The equilibrium geometries of stable species and transition states were optimized at 
the full valence active space CASSCF/6-31G(d, p) level of theory. Subsequent single­
point energy calculations were performed at the MRCI+Davidson/aug-cc-pV(T+if)Z 
level. Harmonic vibrational frequencies and ZPVE of stable molecules and transition 
states were calculated analytically at the CASSCF/6-31G(i/, p) level.
The rate coefficients for significant product channels in reaction R4.5.1 were derived 
according to TST, with vibrational partition functions computed using the harmonic 
oscillator assumption. Low-frequency vibrations representing the torsional and 
rocking motions in the transition state were treated as one-dimensional and two- 
dimensional internal rotations respectively, while the extremely hindered internal 
rotors were treated as harmonic oscillators. For reactions with a chemical barrier, the 
tunnelling effect was estimated according to Wigner’s formulation (Wigner (1932)). 
The Arrhenius expression in three-parameter form was then derived as a least-squares 
fit over the temperature range 300 - 2000 K.
4.5.3 Results and Discussion
4.5.3.1 The potential energy surface
The electronic and relative energies (inc. ZPVE corrections) for stable molecules and 
transition states are presented in Table 4.5.1. An error of ~12 kJ mol'1 for the current 
computational methods is estimated by the comparison with G3 energies and reported 
heats of formation for stable species which are also summarized in Table 4.5.1. 
Detailed geometry parameters and vibrational frequencies are contained in the 
Appendix C.
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T A B L E  4.5.1: E le c tr o n ic  a n d  R e la t iv e  E n e r g ie s  ( in c . Z P V E  c o r r e c t io n s )  o f  th e  
O p t im iz e d  R e a c ta n t s ,  P r o d u c t s ,  I n te r m e d ia t e s  a n d  T r a n s i t io n  S ta te s  in  th e  
R e a c t io n  S H  +  H O 2
species
electronic energies
_____________________ _____________________________
ZPVE
(a.u.)
relative energies (0 K) to 
SH + H 0 2  (kJ mol-1)
CASSCF3 M RCIb CASSCF3 MRCIc G3 lit. values
SH -3 9 8 .0 8 3 2 7 5 9 0 0 .0 0 5 9 7 3
h o 2 -1 5 0 .2 6 0 7 2 3 1 4 0 .0 1 3 8 4 6
SH + HOz -5 4 8 .3 4 3 9 9 9 0 4 -549 .01 20 45 81 0 .0 1 9 8 1 9 0 0 0d
HSO -4 7 2 .9 6 5 2 9 9 7 5 0 .0 1 0 7 1 8
OH -7 5 .4 0 8 9 1 2 1 5 0 .0 0 8 3 4 3
HSO + OH -5 4 8 .3 7 4 2 1 1 9 0 -5 4 9 .0 5 9 7 2 0 2 6 0 .019061 -127 .2 -142 .5 -1 3 8 .7d
S -3 9 7 .4 7 2 3 2 7 1 9 0.000000
CM
O
CM
X -1 5 0 .8 8 2 9 8 8 6 8 0 .0 2 5 7 0 3
s + h 2o 2 -5 4 8 .3 5 5 3 1 5 8 7 -5 4 9 .0 2 1 9 0 9 7 5 0 .0 2 5 7 0 3 -10 .4 -8.0 -1 2 .7d
h 2s -3 9 8 .7 0 9 7 4 9 9 8 0 .0 1 4 8 4 9
0 2 -1 4 9 .7 0 0 1 0 9 8 8 0 .0 0 3 5 1 6
H2S + 0 2 -5 4 8 .4 0 9 8 5 9 8 6 -5 4 9 .0 7 7 7 8 7 8 4 0 .0 1 8 3 6 5 -176 .4 -169 .0 -1 7 4 .1d
HSOH -4 7 3 .5 9 6 2 9 3 4 7 0 .0 2 3 3 4 4
O -7 4 .7 7 8 9 6 6 1 3 0.000000
HSOH + O -5 4 8 .3 7 5 2 5 9 6 0 -5 4 9 .0 2 1 2 2 6 7 0 0 .0 2 3 3 4 4 -14 .8 -14 .0
HSOOH -5 4 8 .4 0 5 4 9 4 5 3 -5 4 9 .0 8 4 1 5 2 9 9 0 .0 2 5 8 8 2 -173 .4 -183 .0
H S "O O H -5 4 8 .3 4 8 4 1 0 7 3 -5 4 9 .0 1 9 0 7 9 0 0 0 .0 2 1 5 4 5 -13 .9
HSO OH -5 4 8 .3 8 1 4 0 8 6 6 -5 4 9 .0 6 8 2 4 5 3 5 0 .0 2 1 9 6 7 -141 .9
TS1 -548 .32 39 42 71 -5 4 9 .0 0 6 2 3 5 0 3 0 .0 1 5 6 4 3 4 .3
TS2 -5 4 8 .3 1 1 0 6 6 9 7 -5 4 8 .9 9 2 1 2 7 2 0 0 .019511 51 .5
TS3 -5 4 8 .2 9 9 8 2 4 7 0 -548 .97 04 70 51 0 .020391 110.7
TS4 -5 4 8 .3 4 6 3 8 4 7 9 -5 4 9 .0 1 6 0 3 2 1 5 0 .0 2 1 0 5 5 -7.2
TS5 -5 4 8 .3 7 8 1 2 1 2 2 -549 .06 51 75 01 0 .0 2 0 5 9 0 -137 .5
a Geometry optimizations and frequency calculations performed at the full valence CASSCF/6-31G(i/,
p) level. b Single-point energy calculations at the full valence active space MRCI+Davidson/aug-cc- 
pV(T+d)Z level. c electronic energies and ZPVE taken from a and b. d 0 K values extrapolated from 
literature A//f°298 for SH (Shiell et al. (2000)); HSO (Denis (2005)); OH, H 02 and H20 2 (Ruscic et al. 
(2006)); S, 0 2 and H2S (Chase (1998)).
Figure 4.5.1 shows the PES for the product channels R4.5.1a - R4.5.1d. The formation 
o f H2 S + O2 via TS1 was found be more favourable energetically than R4.5.1c and 
R4.5.1d on the triplet surface. While the energy o f TS1 appears slightly lower than the 
asymptote o f SH + HO2 at the G2 level (Montoya et al. (2005)), a small barrier (~4 kJ 
mol"1) was determined at the MRCI level. Such discrepancy is well within the 
estimated error in energy calculations using the current method. On the other hand, 
the substantial barrier heights (51 kJ mol'1 for TS2 and 111 kJ mol"1 for TS3) imply 
that both R4.5.1d and R4.5.1c are negligibly slow compared to R4.5.1a at combustion 
temperatures o f interest.
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Figure 4.5.1 Potential energy diagram for the reaction SH + H 02 characterized at the full valence 
active space MRCI+Davidson/aug-cc-pV(T+i/)Z level of theory using geometries and ZPVE 
corrections calculated at the CASSCF/6-31G(i/, p) level.
As shown in the PES in Fig. 4.5.1, an alternative route for the reaction SH + HO2 is to 
proceed on the singlet surface via the intermediate adduct HSOOH, which 
subsequently dissociates as HSO + OH (R4.5.1b). In an effort to evaluate this 
chemically activated process, an understanding of the PES for the unimolecular 
dissociation of HSOOH to both SH + HO2 and HSO + OH is required. Figure 4.5.2 
shows the slice of the PES for the unimolcular channel HSOOH —► SH + HO2. A 
saddle point (TS4) was found at an S-0  separation o f ~3.2 A with the MRCI 
electronic energy being ~10 kJ mol"1 lower than the asymptote of SH + HO2. 
Additional Intrinsic Reaction Coordinate (IRC) calculations reveal that this saddle 
point connects the staggered HSOOH and a planar van der Waal complex (HS***OOH) 
whose MRCI energy is ~18 kJ m ol'1 below that of SH + HO2. The rather deep well for 
a van der Waal complex might be attributed in part to the presence of basis set 
superposition error when the fragments (SH and HO2) are interacting. This error 
might also account for the reduction of the barrier height o f TS4 and hence lead to the 
overprediciton of the corresponding rate constant at low temperatures in particular.
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Subsequent dissociation of HS***OOH to SH + HO2 is found to be a simple bond- 
fission reaction. Thus, the unimolcular channel HSOOH —► SH + HO2 is effectively 
barrierless beyond the endothermicity. A similar situation was also found for HSOOH 
—► HSO + OH with the MRCI electronic energy of the saddle point (TS5) and the 
planar adduct HSO**OH being ~14 kJ mol'1 and ~22 kJ mol'1 below HSO + O 
respectively. Overall, the present study suggests that HSO + OH can be formed on the 
singlet surface via the chemical activation in the absence of a chemical barrier.
S-0 seperation (A)
Figure 4.5.2 The slice of the PES for the reaction coordinate of HSOOH —*■ SH + H02 showing 
equilibrium points for HSOOH, TS4 and HS"'OOH. Solid and open circles show the CASSCF/6- 
31G(J, p) electronic energies in IRC calculations and minimum electronic energies in partial 
optimizations with frozen S-0 bond length respectively. Open triangles are single-point MRCI 
electronic energies using CASSCF geometries.
4.5.3.2 Kinetics
As the dominant channel on the triplet surface, the rate coefficient of R4.5.1a was 
derived based upon TST with the torsional vibration being treated as a free internal 
rotation as previously performed by Montoya et al. (2005). This treatment yields the 
following three-parameter Arrhenius expression:
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k la= 3.798 x 104 T2775 exp(6.4 kj mol'VRT) cm3 mol'1 s '1
The tunnelling correction is a factor of 11 -  2 at 300 -  1000 K, decreasing to ~1.2 at 
2000 K. Figure 4.5.3 compares the reported rate coefficient of -R4.5.1a with the 
reverse rate coefficient (k_ia) converted from kia and corresponding equilibrium 
constant. It was found that k.ia is lower than the reported values (Montoya et al. 
(2005)) by one order of magnitude at temperatures 300 -  500 K, due in part to the 
presence of a small barrier determined in this work. Nevertheless, the pre-exponential 
factor (-5  x 1014) is in good agreement between the two studies.
1000/T (K'1)
Figure 4.5.3 Rate coefficient comparison for the reaction H2S + 02 —* SH + H 02: broken line from 
Montoya et al. (2005); solid line from this work.
For the unimolecular channel HSOOH —► SH + HO2, TS4 was identified as the 
transition state which minimizes the high-pressure rate coefficient in the temperature 
range of interest. The long S-0 bond length in TS4 enables the rocking motions of the 
SH moiety to be unhindered and hence they were described by the two-dimensional
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free internal rotation. Trial calculations were performed using transition states at 
longer S-0 separation (5 -7 A) with the energies being higher than that of TS4 by a 
few kJ mol'1. However, the derived rate coefficient is more than one order of 
magnitude higher than that determined by TS4 at room temperature. This is attributed 
to the higher entropy change for the very loose transition state, leading to a very large 
pre-exponential factor. For the analogous unimolecular channel HSOOH —► HSO + 
OH, the lowest high-pressure rate coefficient was found at TS5 using a similar 
variational treatment. Unlike TS4, the rocking motions of the OH moiety in TS5 were 
found to be extremely hindered due to the relatively short 0 -0  separation (~2.7 A) 
and hence they were treated as vibrations.
According to the QRRK analysis for the channel R4.5.1b using the collision 
parameters of HSSH in Section 4.3, when SH and HO2 react to form a ro-vibrationally 
excited HSOOH, the majority (>99%) dissociates to the products HSO + OH. 
Collisional stabilization of HSOOH is negligible (<0.2%, at 100 bar) due to the 
shallow well depth of ~46 kJ mol'1 relative to HSO + OH. It should be noted that the 
QRRK results are insensitive to the rate coefficient of the dissociation channel 
HSOOH —► HSO + OH. This is because the reaction flux that dissociates to products 
(HSO + OH) is several orders of magnitude faster than that which reverts to reactants 
(SH + HO2) and that which stabilizes to the intermediate (HSOOH). Thus, the rate 
coefficient of R4.5.1b is effectively the reverse rate coefficient of HSOOH —► SH + 
H 02:
k,b = 2.460 x 108 T1 477exp(9.1 kJ mol '/RT) cm3 mol'1 s'1
At room temperature, kib is a factor of 7 higher than the crude estimate value by 
Stachnik and Molina (1987). In addition, it was found that the propagating channel 
R4.5.1b is more favourable than the termination channel R4.5.1a in the temperature 
range 300 -  1000 K. At higher temperatures, however, H2S + O2 become the 
dominate products.
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4.5.4 Conclusions
The PES for the reaction SH + HO2 was characterized at the MRCI level using 
geometries optimized at the CASSCF level. Compared to the substantial barriers for 
the channels leading to HSOH + O and S + H2O2 , the formation of H2 S + O2 
encounters a small barrier of ~4 kJ mol'1 and hence it is the only significant product 
channel on the triplet surface. As the barrierless channel on the singlet surface, the 
formation of HSO + OH is fast with a weak temperature dependent rate coefficient of 
~2 x 10 cm mol' s' . This rate leads to a branching ratio of 0.9 for the formation of 
HSO + OH at 300 K, decreasing to 0.3 at 2000 K at which temperature the product 
H2 S + O2 is favoured. Finally, a QRRK analysis reveals that the collisional 
stabilization of HSOOH is negligible even at very high pressures. For kinetic 
modelling purposes, the inclusion of channels R4.5.1a and R4.5.1b (with the rate 
expressions reported in kla and klb and estimated error by a factor of 3) is adequate 
to describe the chemistry of the reaction SH + HO2 over the temperature range 300 -  
2000 K.
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4.6 S2 Reactions 
4.6.1 Introduction
The chemistry of S2 is important to H2S oxidation. As noted by Zachariah and Smith 
(1987), the kinetic behaviour of S2 plays a vital role in the prediction of the major 
sulfur species in fuel-rich flames. In addition, recent kinetic analysis shows that S2 is a 
significant sulfur species under fuel-rich conditions in particular (Schofield (2001)). 
The objective of this section is therefore to elucidate the chemistry of the S2 channels 
S2 + H, S2 + O and S2 + O2.
For the reaction S2 + H, a theoretical study showed that the atmospheric 
recombination reaction forming the adduct HSS is at the low-pressure limit (Sendt et 
al. (2003)). Additionally, due to the high endothermicity (~71 kJ mol'1 at 0 K), the 
formation of the bimolecular products SH + S may become important only at elevated 
temperatures. With respect to the reverse reaction, experimental measurements 
showed that SH + S —► S2 + H is fast at room temperature (2.7 x 1013 cm3 mol'1 s'1) 
(Mihelcic and Schindle (1970)). Thus, it may serve as a significant pathway for S2 
formation.
Among the measurements for the reaction of S2 with a number of oxides (Hills et al. 
(1987)), the reaction channel S2 + O —► SO + S was found to be fast (6.7 x 1012 cm3 
mol'1 s'1) at 409 K, in good agreement with the rate coefficient measured at a higher 
temperature (4.0 x 1012 cm3 mol'1 s'1 at 1050 K) (Homann et al. (1968)). However, the 
reaction between S2 and O2 was not detected experimentally. Only an upper limit of
r  ”2 1 1
1.4x10 cm mol' s' at 409 K was estimated, suggesting that this channel entails a 
substantial barrier (Hills et al. (1987)).
Since experimental measurements have been carried out only at several scattered 
temperatures for the exothermic channels SH + S —*> S2 + H and S2 + O —► SO + S, 
theoretical methods are used to predict the rate coefficients over the temperature range 
300 -  2000 K for the kinetic modelling purpose. Furthermore, the PES for the reaction 
S2 + O2 is characterized to elucidate the mechanism responsible for the low reaction 
rate found experimentally.
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4.6.2 Computational Methods
The geometry and energy of stable species were characterized using the standard G3 
method. Transition state geometries were optimized at the full valence CASSCF/6- 
31 G(d) level of the theory. Single-point energy calculations were performed at the G3 
level using the CASSCF geometries. According to theoretical work on the H/S/O 
system (Sendt and Haynes (2007)), the scaling of the vibrational frequencies and 
ZPVE calculated at the full valence CASSCF level was not required.
4.6.3 Results and Discussion
4.6.3.1 The reaction o f SH + S
The reaction SH + S —> S2 + H was found to occur via the intermediate HSS as a 
chemically activated process. In order to determine the rate coefficient, the PES of the 
unimolecular channels HSS —► SH + S and HSS —> S2 + H were first characterized by 
performing partial geometry optimizations along the reaction coordinate on the 
doublet surface. Both channels were found to be barrierless beyond the 
endothermicity. As suggested by Sendt and Haynes (2007) for the simple bond fission 
reaction, the CASSCF energies were scaled by a factor to give the CASSCF 
endothermicity in line with the G3 heats of reaction which are in excellent agreement 
with literature values summarized in Section 4.2. The high-pressure limit rate 
coefficients were therefore determined variationally using the scaled PES shown in 
Fig. 4.6.1. The breaking bonds in the loose transition states were both found to be 
stretched to around twice the equilibrium length, leading to pre-exponential factors of 
-3 x 1014 s'1. Subsequently, a QRRK analysis was performed using the recommended 
collision parameters for HSS (Sendt et al. (2003)). At 1 bar, when SH + S reacts to 
form excited HSS, -95% dissociates to the products S2 + H at 300 K, decreasing to 
-85% at 2000 K. The increase of reaction flux reverting to the reactants (SH + S) is 
responsible for the slightly decreasing fraction of the S2 + H formation at higher 
temperatures. The stabilization of HSS in the bath gas N2 is at the low-pressure limit 
at 100 bar and hence the reaction flux forming stable HSS is negligibly slow. 
According to the QRRK analysis, the channel SH + S —► S2 + H was found to behave 
as a simple bimolecular reaction with a weakly temperature-dependent rate coefficient 
of -1.0 x 1014 cm3 mol"1 s'1. This value agrees with the room-temperature 
experimental value measurements at 300 K (Mihelcic and Schindle (1970)) within a
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factor of 3. By performing a least-squares fit in the temperature range 300 - 2000 K, a 
three-parameter Arrhenius expression is derived:
k= 3.3 x io12t0543 exp(0.12 kJ mol'1 /RT) cm3 mol'1 s'1
S-S bond length (A)
1.0 1.5 2.0 2.5 3.0 3.5
S-S bond length (À)
Figure 4.6.1 The slice of the PES for the reaction coordinate of HSS —*■ SH + S (a) and HSS —► S2 + H 
(b) characterized at the full valence CASSCF/6-3 lG(c/) level and scaled to give G3 endothermicity.
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4.6.S.2 The reaction ofS2 + O
As shown in Fig. 4.6.2, the PES of the reaction S2 + O —» SO + S is similar to SH + S 
—► S2 + H in the sense that both are exothermic reactions which occur via chemical 
activation. Thus, the same theoretical treatment was performed here.
1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
S-0 bond length (À)
S-S bond length (À)
Figure 4.6.2 The slice of the PES for the reaction coordinate of S20  —*• S2 + O (a) and S20  —► SO + S 
(b) characterized at the full valence CASSCF/6-3 1G(ì/) level and scaled to give G3 endothermicity.
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Under conditions of interest, the majority of excited S2O dissociates to form the 
products SO + S with a negligible fraction falling apart back to the reactants S2 + O. 
While a relatively deeper well (relative to products) was found for the reaction S2 + O 
at the G3 level (321 kJ mol'1 vs. 233 kJ mol'1 in SH + S —► S2 + H), still only -0.015% 
excited S2O stabilizes at 300 K and 1 bar. Thus, this channel also behaves as a simple 
bimolecular reaction without a noticeable dependence on pressure. As shown in Fig. 
4.6.3, the derived rate coefficient is in good agreement with literature data evaluated 
from mass spectrum measurements (Homann et al. (1968), Hills et al. (1987)), 
trajectory calculations (Craven and Murrell (1987)) and literature survey (Schofield 
(2001))..
Figure 4.6.3 Rate coefficient comparison for the reaction S2 + O —* SO + S: this work (1); Schofield 
(2001) (2); Craven and Murrell (1987) (3); Homann et al. (1968) ( • ) ;  Hills et al. (1987) ( A ) .
4.6.3.3 The reaction ofS 2 + O2
As both S2 and O2 are triplet species, the possible multiplicities of the S2/O2 system 
are singlet, triplet and quintet. As shown in Fig. 4.6.4, a saddle point was found for 
the direct S2 insertion into O2 forming OS SO on the singlet surface. The 
corresponding barrier height was calculated to be -133 kJ mol'1 at the G3 level. In 
addition, an intermediate species (S=SOO) was indentified which has a three-
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membered ring structure (cyclic-S02) connected with the remaining S atom by a 
sulfur-sulfur bond. The 0 -0  bond may break via TS2 forming SSO2, the most stable 
intermediate in the S2/O2 system. The PES of the dissociation of SSO2 to form SO + 
SO via a rearrangement to 0=SS0 and then to OSSO is similar to that previously 
characterized at the G2 level using geometries optimized at the B3LYP/aug-cc-pVTZ 
level (Murakami et al. (2003)). Compared to TS1, the significantly lower barrier of 
TS2 suggests that the formation of OSSO may occur via the vertical insertion of S2 
into O2 forming S=SOO as the initial step. However, attempts to search for a saddle 
point connecting the minima S2 + O2 and S=SOO at the CASSCF level were 
unsuccessful, prohibiting such possibility.
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Figure 4.6.4 Potential energy diagram of the S2/0 2 system characterized at the G3 level. The 
geometries and vibrational frequencies of transition state were calculated at the full valence 
CASSCF/6-31G(fiO level and tabulated in Appendix C.
For the abstraction reaction S2 + O2 —*► S2O + O via TS5 on the triplet surface, a 
substantial barrier of ~150 kJ mol"1 needs to be surmounted. While Murakami et al. 
(2003) reported a number of triplet intermediates optimized at the B3LYP/aug-cc- 
pVTZ level, such as SSO2 and OSSO, geometry optimizations at the CASSCF level 
lead to S + SO2 and SO + SO, indicating that the intermediates are not stable on the 
triplet CASSCF surface. This prohibits the possibility for the formation of S2O + O
1TS1 TS5
/  1TS2 ..............
r  “ • ! * • * *
3S2+30 2 1C_s=soo
TS3 \  TS4
1S20+30
3SO+3SO
10=SSO 'OSSO
1SS02
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via the dissociation of triplet intermediate species. Finally, no intermediate species or 
transition states were found on the quintet surface.
Given that the rovibrationally excited OSSO formed via TS1 is expected to dissociate 
to SO + SO under conditions of interest, the rate constant of S2 + O2 —*► SO + SO is 
effectively determined by TS1. Since the T1 diagnostic factor of 0.064 and the largest 
Cl coefficient of 0.88 reported in G3 and CASSCF calculations respectively suggest 
that the multi-reference character plays an important role in the S2/O2 system, an 
attempt was made to characterize the barrier height at the MRCI/aug-cc-pV(T+i/)Z 
level o f theory. The size of the active space was decreased from full valence to 16 
electrons distributed in 12 orbitals in order to reduce the computational expense. 
However, the MRCI barrier was found to be similar to the G3 barrier to within a few 
kJ m ol'1. The reduction of the active space in the MRCI calculations may account for 
an increased error arising from the near-degeneracy effect, and hence the rate constant 
is derived according to the G3 PES. Nevertheless, this work confirms that the reaction 
S2 + O2 entails a substantial barrier as found experimentally and the rate constant 
computed at 409 K is well within the reported upper limit (Hills et al. (1987)).
The computed rate expressions for the two distinct channels are:
S2 + O2 —► SO + SO: k=  2.3 x 103 T2453 exp(-127 kJ mol*1 /RT) cm3 mol'1 s '1 
S2 + 0 2 -*• S20  + O: k=  1.7 x 104T2 539exp(-144 kJ m ol'1 /RT) cm3 mol'1 s '1
4.6.4 Conclusions
As chemically activated processes, reactions SH + S —► S2 + H and S2 + O —► SO + O 
were found to be barrierless with rate constants o f ~1.0 x 1014 cm3 mol'1 s '1 and ~1.0 x
1 0  o 1 1
10 cm m of s' at room temperature, respectively. According to QRRK analysis at 
100 bar, the stabilization of both intermediates is at the low-pressure limit and hence 
these two channels behave as simple bimolecular reactions with no dependence on 
pressure. For the reaction S2 + O2, a substantial barrier was present for the formation 
of either SO + SO on the singlet surface or S2O + O on the triplet surface. It remains 
to be seen, however, whether S2 + O2 may play a significant role as a chain branching 
channel under high temperature and, in particular, under sulfur-rich conditions.
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4.7 Four Further K inetically  Important Channels 
4.7.1 Introduction
This section presents theoretical results on several simple sulfur channels. Preliminary 
modelling work showed that reliable estimates of their rate coefficients are essential 
to improve the prediction of experimental profiles. The rate coefficients of the 
bimolecular channels were derived using TST, while RRKM calculations were 
performed for the pressure dependant recombination channel.
4.7.2 SH + H20 2 —► products
An understanding of the interaction of SH + H2O2 is important to describing sulfur 
combustion chemistry, especially under fuel-lean conditions. In addition, a 
preliminary modelling study of H2S oxidation in this work shows that the formation 
of SH + H2O2 from H2S + HO2 contributes to one of the initial chain propagation 
steps prior to ignition. The equilibrium geometries of stable molecules and transition 
states were optimized at the full valence CASSCF/6-31G(d, p) level and single-point 
energies were characterized at the MRCI+Davidson/aug-cc-pV(T+<7)Z level, using an 
active space of 11 electrons distributed in 10 orbitals. Figure 4.7.1 shows the PES of 
the reaction SH + H2O2 leading to the two sets of products H2S + HO2 and HSOH + 
OH.
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Figure 4.7.1 Potential energy diagram characterized at the MRCI+Davidson/aug-cc-pV(T+i/)Z level 
using an active space of 11 electrons distributed in 10 orbitals. The geometries and vibrational 
frequencies were calculated at the full valence CASSCF/6-31G0/, p)  level and tabulated in Appendix C.
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An estimated error of this computational method is ~12 kJ mol"1, according to a 
comparison with the reported heats of formation of the stable species. While both 
product channels have similar barriers of ~40 kJ mol'1, the abstraction channel 
forming H2 S + HO2 is found to be one order of magnitude faster than that leading to 
HSOH + OH, due to the larger increase in entropy for the former transition state. The 
room temperature rate coefficient of both channels were found to be well within the 
upper limit of the rate constant deduced in experimental observations (Friedl et al. 
( 1985)).
The computed rate expressions for the two distinct channels are:
SH + H20 2 -<■ H2S + H02: k=5.6x  104T2823exp(-36 kJ mol'1/RT) cm3mor‘s'1 
—► HSOH + OH: k= 9.5 x 103T2 8l7exp(-41 kJ mol'1/RT) cm3 mol'1 s '1
4.7.3 HSO + SH H2S + SO
This exothermic reaction was found to be the dominant channel consuming the HSO 
radical in the simulation of H2 S oxidation under all conditions. To derive the rate 
coefficient, theoretical calculations were performed at the full valence active space 
CASSCF/6-31G(<7, p) level as well as MRCI+Davidson/aug-cc-pV(T+i/)Z level using 
CASSCF geometries and ZPVE corrections, yielding the PES shown in Fig. 4.7.2.
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Figure 4.7.2 Potential energy diagram characterized at the full valence CASSCF/6-31G(i/, p)  level 
(blue lines) and MRCI+Davidson/aug-cc-pV(T+<7)Z level using CASSCF geometries and ZPVE 
corrections (red lines). The geometry parameters and vibrational frequencies were shown in Appendix
C.
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A transition state with an apparent barrier of -31 kJ m ol'1 was found at the 
CASSCF/6-31G(<7,/?) level. However, using the CASSCF geometries, the single-point 
energy calculations at the MRCI/aug-cc-pV(T+J)Z level show that the energy of the 
transition state is lower than the asymptote SH + HSO by ~10 kJ m ol'1. Given the 
good agreement in heat of reaction between MRCI (132 kJ mol'1), G3 (130 kJ m ol'1) 
and 0 K values extrapolated from literature A H f°29$ (135 kJ m ol'1) (A tffW  of SO is 
from Chase (1998) and A//f° 2 9 8  o f other species are present in Section 4.5), the low 
transition state energy suggests the presence of a van der Waal complex (HS***HSO). 
This was confirmed by performing IRC calculations at the CASSCF/6-31G(i/,/>) level. 
While the electronic energy of HS***HSO was found to be lower than the asymptote 
SH + HSO by ~9 kJ mol'1 and ~14 kJ m of1 at the CASSCF and MRCI level 
respectively, the ZPVE contribution flattens the MRCI PES in the vicinity of TS and 
HS***HSO. As found earlier in the reaction HSOOH —► SH + HO2 , the entropy 
contribution may lead to a high rate coefficient due to a loose transition state 
connecting HS***HSO and SH + HSO. The reported rate coefficient is therefore 
evaluated using the properties of the rate limiting step i.e. SH + HSO —► HS***HSO 
via the TS. According to Wigner’s formulation (Wigner (1932)), the tunnelling 
correction was estimated to be a factor of 5 -  2 at 300 -  600 K decreasing to ~1.3 at 
1000 K an d -1.1 at 2000 K.
The computed rate expression for the channel is:
k=  1.0 x l04T2 899exp(24 kJ mol'1 /RT) cm3 m ol'1 s '1
4.7.4 HSO + 0 2 —* products
Under high O2 concentration conditions, this channel may compete with HSO + SH 
for the consumption of HSO in H2 S oxidation. Since the presence of a large number 
of electrons prohibits computation of the energy at the MRCI level with an adequate 
active space, the PES was characterized at the G3 level shown in Fig. 4.7.3.
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Figure 4.7.3 Potential energy diagram characterized at the G3 level. The transition states, the 
geometries and vibrational frequencies were calculated at the CASSCF/6-31GW p) level using an 
active space of 17 electrons distributed in 13 orbitals and tabulated in Appendix C.
Due to the relatively low barrier, the reaction HSO + O2 was found to occur on the 
doublet surface at room temperature. It entails a barrier of ~41 kJ mol'1 for the O2 
insertion process via a tight transition state TS2 forming the adduct HOOSO, 
followed by dissociation to products SO2 + OH with a small barrier. The rate-limiting 
step for the formation of SO2 + OH from the reaction HSO + O2 is to surmount the 
barrier of the insertion process and hence the kinetics is determined by the properties 
of TS2. However, the entropy contribution causes the abstraction channel leading to 
SO + HO2 on the quartet surface to become dominant at temperature above 700 K.
The computed rate expressions for the two distinct channels are:
HSO + 0 2 —► SO + H02: k = 6.4 x 105 T2 627 exp(-80 kJ mol'1 /RT) cm3 mol'1 s'1 
-> S02 + OH: k= 3.7 x 101 T2 764exp(-28 kJ mol'1 /RT) cm3 mol'1 s'1
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4.7.5 SO + SO + M —> OSSO +M
Early mass spectrum studies suggest that this channel is responsible for the existence 
of an SO dimer at low temperatures. The mass spectrometer measurement yields a 
rate constant of 1.6 x 10 cm' mol' s' at room temperature (Herron and Huie 
(1980)). In an effort to obtain the rate constant over the temperature range 300 -  2000 
K, theoretical calculations were performed to characterize the PES for this 
recombination channel as show in Fig. 4.7.4.
S-S bond length (A)
Figure 4.7.4 The slice of the PES for the reaction coordinate on the singlet surface, including a 
minimum for OSSO and a saddle point for TS optimized at the full valence CASSCF/6-31G(c/) level: 
open circles represent the single-point energies characterized at the reduced active space (16 electrons 
distributed in 12 orbitals) MRCI+Davidson/auc-cc-pV(T+£/)Z level using partial optimized CASSCF 
geometries at which ZPVE corrections were determined; solid circles represent the scaled CASSCF 
energies to give the MRCI heat of the reaction; solid line is Morse potential fitted to the MRCI surface 
which was used in RRKM calculations.
While a saddle point was found on the CASSCF surface, single-point calculations at 
the MRCI level indicated that this recombination channel is barrierless. As found 
earlier in the reaction HSOO —► HSO + O, the lack of dynamical correlation in the
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CASSCF method may account for the substantial error in characterizing the PES and 
hence leads to an apparent saddle point (TS). The rate constant of the reverse 
unimolecular reaction was first derived based upon the MRCI PES by performing 
RRKM calculations using the UNIMOL program suite (Gilbert et al. (1990)). 
Subsequently, it was converted to the recombination direction in order to avoid the 
influence from the uncertainties in the thermochemisty of the poorly characterized 
OSSO species, notwithstanding the fact that the MRCI endothermicity of —127 kJ 
mol'1 is in good agreement with the G3 value of -122 kJ mol'1. While this channel 
was found to be at the low-pressure limit even at 100 bar, early studies (Schenk and 
Steudel (1965), Merryman and Levy (1967)) suggested that it may serve as a 
significant pathway for the consumption of SO radicals at low temperatures in 
particular. The possible sequence was postulated as:
SO + SO + M —► OSSO + M 
OSSO + SO -> S20  + S02
At 298 K, the calculated rate constant is one order of magnitude lower than the 
model-dependent experimental value (Herron and Huie (1980)). A discrepancy of this 
magnitude is within the uncertainties arising from the experiments and RRKM 
calculations.
The computed low-pressure limit rate expression for this channel is:
ko= 3.2 x 1032r S750exp(-13 kJ mol'1 /RT) cm6mol'2s'1
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4.8 Conclusions
The main results obtained in the theoretical work can be concluded as follows:
i. The presence of an intersystem crossing enables the reaction H2S + S —► SH + SH to 
occur on the singlet surface through S insertion, which bypasses the higher triplet 
barrier of the H abstraction route.
ii. The formation of HSSH from reactions SH + SH and H2S + S has a comparable rate 
to that forming dominant bimolecular products under atmospheric conditions.
iii. The reaction HSS + H is found to proceed predominantly on the singlet surface 
without a chemical barrier. The formation of the major product SH + SH is very fast 
at room temperature (~4 x 10L> cm3 mol'1 s’1).
iv. The atmospheric oxidation of SH leads directly to the formation of SO + OH via a 
barrier of ~81 kJ mol"1. At combustion temperatures, HSO + O may be formed with 
a comparable rate in the absence of a chemical barrier beyond the endothermicity 
(~89 kJ mol'1).
v. For the reaction SH + HO2, the formation of H2S + O2 via a small barrier (4 kJ mol'1) 
is the most energetically favoured channel on the triplet surface, while HSO + OH 
can be formed on the singlet surface via the intermediate HSOOH in the absence of 
a chemical barrier. Both product channels have the comparable rates at temperatures 
of interest.
vi. Reactions SH + S —► S2 + H and S2 + O —► SO + O are barrierless and found to 
undergo via chemical activation.
vii. In addition to the reaction SH + O2, substantial barriers are present in reactions S2 + 
0 2, SH + H20 2 and HSO + 0 2.
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Chapter 5:
Experimental Results
5.1 Introduction
This chapter presents the concentrations obtained in the measurements of H2S 
oxidation. Reactant concentrations were varied in the range of 100 -  520 ppm for H2 S 
and 200 -  5000 ppm for O2 . Of paramount importance in the reliability of the 
experimental data is the confirmation that the homogeneous gas-phase reaction is not 
influenced by the heterogeneous wall effect. This is motivated by the controversy in 
the literature regarding the silica surface effect reported in H2 S thermal 
decomposition. Thus, the catalytic surface effect of silica on H2 S oxidation was 
investigated experimentally. As the preliminary experimental tests, the temperature 
profiles in the reaction tube and the preheating annulus were characterized by direct 
measurements and model predictions. In addition to this, the pressure and residence 
time profiles in the sample probe were calculated to confirm the achievement of rapid 
quench.
5.2 System  Characterization
5.2.1 Temperature Profile
As essential parameters for kinetic modelling, the temperature profiles inside the 
reaction tube were measured for furnace temperatures of 900 K, 1000 K and 1100 K. 
In line with the typical reactant flow rates in H2 S oxidation experiments, the N2 gas 
streams supplied to the outer and inner preheating annulus of the reactor were set at 
70 seem and 350 seem, respectively. This gives a total flow rate of 420 seem in the 
reaction tube. It was found that the gas stream remains isothermal (±1 K) for the first 
10 cm above the mixing zone. Subsequently, it is cooled over a length of 18 cm, 
exiting the furnace at temperatures below 480 K.
In order to assess the preheating performance as gas streams pass through the annulus 
of the reactor, a heat transfer model was developed to predict the temperature profiles.
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As shown in Fig 5.1, the reactor is divided into three layers: outer annulus (A), inner 
annulus (B) and centre tube (C). When the gas stream passes through a differential 
distance dx in each layer, heat transfer occurs due to the temperature difference 
between the furnace and the bulk flow in outer annulus (A) as well as that between the 
bulk flows in contacting layers. .As a simple one-dimensional model, the bulk mean 
temperature is used to derive equations for the heat gain or the heat loss in each 
annulus based upon energy balance, yielding
dQA =UA7rDA(TF - T A)d x-U BnDB(TA-T B)dx = GAAAcpdTA (E5.1) 
dQB = U B 7 r D B ( T A ~ Tb)dx + UcnDc (Tc - T B)dx = GbAbc pdTB (E5.2)
dQc =  UcnDc 1pc - Ts)dx = GcAccpdTc (E5.3)
where dQx is the overall heat flow in annulus A determined by the heat flow between 
the furnace and the annulus A and between the annulus A and the annulus B; dQs is 
the overall heat flow in annulus B determined by the heat flow between the annulus A 
and the annulus B and between the annulus B and the annulus C; dQc is the heat flow 
between the annulus B and the annulus C; Ua, Ub and Uc are the overall heat transfer 
coefficients based on the inside area; Da, Db and Dc are the inside diameters (ID); 7>, 
Ta, Tb and Tc are the temperatures in the furnace and each layer; Ga, Gb and Gc are 
mass flux; Aa, Ab and Ac are cross-sectional area; cp is heat capacity of N2 (Chase 
(1998)).
Dc
Figure 5.1 Schematic diagram of the one-dimensional heat transfer in the reactor.
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Under ideal gas assumption, Reynolds number (Re) can be expressed in the form
Re = ^  (E5.4)
M
where G is mass flow rate; dh is the inside diameter of a tube or the effective inside 
diameter of an annulus; // viscosity of N2 (White (1991)).
Using E5.4, the flow in each layer is found to be laminar at room temperature with Re 
calculated to be -7, -60 and -80 in layers A, B and C, respectively. Since viscosity 
increases with temperature, the flow remains laminar over the temperature range of 
interest. The hydrodynamic entry length (Lk) in layers A, B and C is estimated to be 
~0.5 cm, -2.6 cm and -2.5 cm respectively, using an expression of the form 
(Langhaar (1942))
A  «0.05 Re (E5.5)
dh
The Prandtl number (Pr) for N2 is found to be -0.7 in the temperature range 300 -  
1200 K, according to an expression of the form.
c u,
Pr = — (E5. 6) 
k
where k is conductivity of N2 (White (1991))
The thermal entry length (Lt) is estimated to be a factor of 0.7 shorter than the 
hydrodynamic entry length, using an expression of the form (Kays and Crawford 
(1993))
—  » 0.05 Re Pr (E5.7)
According to the above entry lengths, the annular flow in layers A and B is found to 
be hydrodynamically and thermally developed prior to entering the furnace. In order 
to avoid the complexity of deriving the Nusselt number (Nu) for a fully developed
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laminar annular flow, it was treated as a fully developed laminar flow in a circular 
tube with Nu being a constant (Shah and London (1978))
Nu = — -  = 3.66 (constant surface temperature) (E5.8) 
k
where h is the heat transfer coefficient of the flow.
The circular flow in layer C is also fully developed, except for the first ~2.5 cm after 
the mixing. Since this region is located well into the isothermal zone, the heat transfer 
is expected to be small and insensitive to the h which is estimated using E5.8 for 
simplification.
For the nature convection of air outside the reactor wall, h is estimated to be 4 W m' 
K' according to Incropera et al. (2007)
The overall heat transfer coefficient based on inside area for the tube is expressed as
1 , (ro ~ rM  , 4
(E5.9)
where h, and hQ are heat transfer coefficients of flow inside and outside of the tube; r, 
and r0 inside and outside radii of the tube shown in Table 5.1; Aj and A0 inside and 
outside area of the tube; Aim logarithmic mean area of the tube; kw conductivity of the 
tube wall material (silica in this work).
TABLE 5.1: Reactor Tube Dimensions
T u b e R ad ii (m m )  
in s id e  o u ts id e
A 9.5 11
B 6 7
C 3.5 4.5
Solving for Ua, Ub and Uc in E5.9 and substituting them in E5.1 -  E5.3, the 
temperature profile in each layer is obtained by integrating E5.1 -  E5.3 over a 
distance of 28 cm which is the length between the mixing zone and the furnace exit.
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Required inputs for the model are temperatures along the outside wall of the reactor 
and at the exit of the furnace in the layer C. To account for the insulation zone of the 
furnace (20 - 28 cm), the reactor wall is considered to be adiabatic (q^-0) by 
assuming 7V is identical to Ta. In addition, assuming constant cp, the energy balance 
requirement at the mixing zone is achieved by
G aA aTa +  G bA bTb = G c A c Tc (E5.10)
Figure 5.2 compares the measured and predicted temperature profiles in the reaction 
tube with furnace temperature set at 900 K, 1000 K and 1100 K. While the model 
accurately predicts the onset of temperature decline, it overpredicts the temperatures 
in the quench zone, due in part to the simplifications of the model such as the use of 
mean velocity and bulk temperature for the internal flow and the correlations in the 
estimation of heat transfer coefficients.
Distance Above the Mixing Zone (cm)
Figure 5.2 Comparison of measured (symbols) and predicted (lines) temperature profiles in the 
reaction tube
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Nevertheless, both the measurements and the predictions indicate that there is an 
isothermal zone with a length of ~10 cm followed by an approximately linear cooling 
to the temperature at the exit of the furnace. Thus, for simplification in kinetic 
modelling in Chapter 6, the temperature inside the reactor tube is considered to be 
constant for the first 10 cm. Subsequently, it decreases linearly to the exit temperature 
over a length of 18 cm. It can be seen from Fig. 5.3 that the exit temperature is 
linearly dependent on the temperature in the isothermal zone. Thus, in the absence of 
actual measurement, the exit temperature is estimated using this relationship.
Temperature In the Isothermal Zone (K)
Figure 5.3 Relationship between the temperature in the isothermal zone and that at the exit furnace. 
The line is linearly fitted to the measured points.
For temperature profiles in the preheating annulus shown in Fig. 5.4, the heat transfer 
can be divided into two distinct regions: the insulation zone and the heating zone. In 
the insulation zone, as the flow in layer C remains relatively hot compared to that in 
layer B, the flow in layer B is heated by layer C. This leads to higher temperature in 
layer B than that in layer A and hence the flow in layer A is first heated by layer B. 
Once entering the heating zone, due to the increasing temperature at the reactor wall,
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the flow in layer A gains additional heat transfer from the furnace and ultimately 
becomes hotter than that in layer B. Thus, while the flow in layer B still gains heat 
from layer C, it is also heated by layer A. The temperatures in both preheating annuli 
are found to reach the desired value at ~8 cm prior to the mixing zone, confirming 
that complete preheating is achieved for the reactant flows.
Distance Above the Mixing Zone (cm)
Figure 5.4 Comparison between the measured temperature profiles of reactor wall (symbols) and the 
predicted profiles in the outer (solid lines) and inner (broken lines) preheating annuli of the reactor.
5.2.2 Probe Sampling
Probe sampling was used to make some measurements within the reaction tube, 
obtaining concentration profiles as a function of residence time. The probe consisted 
of a 1 mm ID (3 mm OD) silica tube and a tapered end with an orifice 30 pm ID on 
the tip. A vacuum pump was used to inspire the sample into the probe.
At room temperatures, the probe flow rate was measured to be ~85 seem. This rate 
fell to ~52 seem and ~42 seem at 800 K and 1200 K, respectively. The lowest 
absolute pressure in the probe was estimated to be -350 Pa, according to the flow
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capacity chart shown in the pump manual. At this pressure, the Knudsen number (Kn) 
calculated using E5.11 for a N2 flow in the probe is 0.016 -  0.064 in the temperature 
range 300 -  1200 K, and hence it is still valid to treat the flow as a continuum.
Kn = k„T
-Jlno'PD
(E5.ll)
where ks is Boltzmann constant; T temperature; o particle diameter (N2 in this case); 
P absolute pressure; D inside diameter of the probe (1 mm ID).
For a compressible flow passing through an orifice, the flow rate is expressed as 
(Geankoplis (1983))
Fm = c f i  -P 2)p (E5.12)
where Fm is flow rate in kg/s; C is a geometry-related constant which will be 
eliminated in the analysis of the relationship between Fm and T; Pj and P2 upstream 
and downstream absolute pressures; p upstream density.
Assuming ideal gas and constant (Pi - P2), Fm is proportional to *J\/T . Thus, the good 
agreement between the measured flow rates and the predicted values shown in Fig 5.5 
confirms that the downstream pressure is significantly lower than the upstream which 
remains at the atmospheric pressure.
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Figure 5.5 Comparison between the measured flow rate (symbols) and the predicted flow rate (the 
line) according to Fm = Fm 2nK yj29S / T^K) under the assumption of constant (Pi - P2).
In order to calculate the residence time in the probe at a known sampling rate, the 
absolute pressure in the probe needs to be determined in advance. Over a small 
section with the length L, the temperature is assumed to be unchanged. Using a known 
downstream pressure (P2), the upstream pressure (Pi) can be calculated by solving 
E5.13 for an isothermal compressible flow in a tube (Geankoplis (1983)):
2 2 = 4 ^ I  + 2 G ^ r ln A
DM M P2
(E5.13)
where/is friction factor; R gas constant; D diameter; M  molecular weight.
As the flow is laminar with Re calculated to be <120 under conditions of interest, the 
friction factor (/) is expressed as
(E5.14)
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Substituting E5.14 into E5.13 and solving E5.13, the upstream pressure of the first 
section is derived, which is subsequently used as the downstream pressure for the 
calculation of the upstream pressure of the next section. This iteration continues over 
a distance of 150 cm for a connection tube (2 mm ID) between the probe and the 
pump and further 58 cm for the length of the probe, the pressure profiles as a function 
of distance are obtained. Other parameters required in this calculation are the 
measured flow rates and the temperature in each section using the estimated profiles 
(according to section 5.2.1) assuming that the tip of the probe is located immediately 
above the mixing zone.
It can be seen from Fig. 5.6 that the presence of the connection tube accounts for a 
pressure loss of ~4 kPa at the room temperature, decreasing to ~3 kPa when probing a 
flow in the temperature range 800 -  1200 K. However, comparing the pressure 
profiles in probe with those in the connection tube, the majority of pressure drop is 
found in the probe, due to the increased friction factor as the cross-sectional area is 
reduced by a factor of 4. In addition, as the temperature rises, the increasing friction 
leads to the enhancement of pressure drop in the probe. Eventually, the pressures 
downstream of the orifice are predicted to be 12.3 kPa, 14.4 kPa and 16.5 kPa at 300 
K, 800 K and 1200K, respectively.
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probe (1 mm ID) connection tube (2 mm ID)
Distance Above Mixing Zone (cm)
Figure 5.6 Predicted pressure profiles and approximate temperature profiles in the probe and 
connection tube.
According to Fig 5.7 the residence times required to pass the isothermal zone (10 cm) 
in the probe were calculated to be ~4 x 10' s in the temperature range 800 -  1200 K 
which is more than one order of magnitude shorter than those in the reaction tube. 
This suggests that rapid quench can be achieved using current probe sampling. To 
confirm this, another probe was introduced, the slightly larger orifice providing an 
increase in the flow rate by a factor of 2. The residence time over the same distance in 
the probe is therefore reduced by a factor of 2. Trial sampling using two types of 
probe were carried out at the condition under which ~50% H2S is consumed in the 
oxidation. The discrepancy in concentrations of products obtained using different 
probes is within the uncertainty of the experiments.
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Figure 5.7 Comparison between the residence times in the probe (lines) and those in the reaction tube 
(broken lines, scaled down by a factor of 0.1). Dot lines are estimated temperature profiles.
5.3 Silica Surface Effect
In experimental studies of H2S oxidation, alumina or silica have been the materials of 
choice for reactor construction but there is some controversy regarding the catalytic 
activity of both materials. Kaloidas and Papayannakos (1989) suggested that silica 
was catalytic and chose to carry out their experiment in an alumina tube reactor. Since 
no apparent difference of H2S conversion was detected upon varying alumina surface 
area, they concluded that alumina was non-catalytic to the thermal decomposition of 
H2S. Against this, Kappauf and Fletcher (1989) observed surface effects of alumina in 
this reaction. Furthermore, later studies (Adesina et al. (1995), Faraji et al. (1998)) 
showed that H2S decomposition was not influenced by a significant increase of silica 
surface area, indicating that silica had no surface effect. Recent H2S and SO2 
oxidation studies (Clark et al. (2004), Jorgensen et al. (2007)) agree that alumina is 
catalytic in these oxidations while silica is inert.
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However, according to extensive experimental and theoretical studies on the reactivity 
of silica surface (Sneh and George (1995), D'Souza and Pantano (1999), Konecny 
(2001), D'Souza and Pantano (2002), Narayanasamy and Kubicki (2005)), while the 
siloxane surface (Si-O-Si) in crystalline silica is very invert, surface radicals are 
formed due to the cleavage of Si-0 bond in the formation of new silica surface via 
treatments such as cutting, fracturing or grinding. These silicon-based radicals can 
react rapidly in the presence of water vapour, forming chemically reactive surface 
silanol (SiOH) groups. While the inert siloxane surface may be restored by removing 
hydroxyl groups via heat treatment, complete dehydroxylation is not achieved even at 
1373 K (Sindorf and Maciel (1983)). Thus, the contradiction on the wall effect for 
experiments performed in silica reactors may be attributed to the different surface 
conditions.
Surface reaction rates are often controlled by molecular diffusion of gas-phase species 
to the surface. Since gas-phase reactions can be much faster than diffusion at high 
temperatures, the overall effect of surface reactions may be small. However, the 
impact of surface reaction could become dominant at low temperatures when gas- 
phase reactions are relatively much slower. The objective of this section is therefore 
to perform new experimental investigations of the influence of silica surface on the 
kinetics of H2 S oxidation. This study is motivated by the need to determine conditions 
under which the homogenous gas-phase oxidation reactions are not influenced by the 
surface reactions, in order that reliable experimental data on H2 S oxidation can be 
produced for kinetic analysis.
To study the effect of silica surface on the reaction, a certain amount of silica wool 
was packed in the reaction zone, occupying a length of ~3 cm. Using the density of 
2.65 g cm' for silica, the porosity was calculated to be >90%, suggesting that the 
introduction of the silica wool will not lead to the significant reduction of residence 
time. By assuming the wool to be a long thread, the surface area of silica wool was 
calculated approximately to be 0.25 m g' , according to the following equation:
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4 (E5.15)ttDI
D \
7T — lp
Dp
where D is the mean diameter of 6 pm for silica wool measured from SEM images 
part of which are shown in Fig 5.8; / is the length of the thread; p is the density of 
silica.
Figure 5.8 SEM images of silica wool.
5.3.1 H2S Thermal Decomposition
The effect of silica surface on H2S thermal decomposition was first examined with the 
initial concentration of H2S diluted to ~320 ppm. Since the reactor was designed for 
bimolecular reactions at lower temperatures, initiation of H2S thermal decomposition 
was expected to occur in preheating zone prior to reaction zone. However, this could 
be considered as an extra of residence time without influencing the purpose of the 
present study. Silica wool was packed in the reaction zone to double the surface area 
of the original of 80 cm , including both preheat and reaction zones.
Preliminary experiments show that the occurrence of H2S thermal decomposition in 
the empty reactor is undetectable at temperatures below 1220 K, confirming the 
absence of reaction occurring in the preheating zone for H2S oxidation at lower 
temperatures with the same total flow rate. At 1270 K, the apparent loss of H2S and 
the formation of H2 were detected. With an increase by a factor of 2 in silica surface, 
the residual H2S was reduced from 295 ppm to 281 ppm while H2 formation increased 
from 26 ppm to 37 ppm. This clearly confirms the catalytic activity of silica surface 
on H2S thermal decomposition at 1270 K in contrast to the early observations
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(Adesina et al. (1995), Faraji et al. (1998)). The undetected surface effect of silica 
may have been obscured by the fact that the previous studies operated near to thermal 
equilibrium conditions due to long residence times.
5.3.2 H2S Oxidation with High 0 2 Concentration
The effect of silica surface on H2 S oxidation under highly oxidizing conditions was 
examined by comparing results with and without silica wool packing in the reaction 
tube (—335 ppm H2 S and ~10% at 665 K). The addition of the packing enhanced the 
total reactor surface area by a factor of 10. Results obtained as the silica wool was 
moved gradually from isothermal reaction zone to quench zone are shown in Fig. 5.9. 
The catalytic activity of silica appears to be significant, extending far into to the 
quench zone.
isothermal zone quench zone
Silica Wool Position (cm)
Figure 5.9 Effect of silica packing at different locations in the reaction tube on the residual H2S 
concentration in the oxidation of -335 ppm H2S with -10% 0 2 at 665 K performed in the empty silica 
reactor (pointed by the allow with a broken line) and silica wool packed reactor (columns). The red line 
shows the approximate temperature profile along the reactor tube.
Figure 5.10 demonstrates the impact of additional silica surface (15 fold increase) in 
the main reaction zone as a function of temperature. The temperature at which 50% 
conversion of H2 S is achieved is reduced by ~50 K.
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Figure 5.10 Comparison of H2S measurements of -335 ppm H2S oxidation with -10% 0 2 as function 
of temperature performed in the empty silica reactor (open circles) and silica wool packed reactor 
(solid circles).
5.3.3 H2S Oxidation with Low 0 2 Concentration
In oxidation experiments with a low concentration of O2 , ~600 ppm O2 was 
introduced to react with ~310 ppm H2 S at temperatures ranging from 600 K to 965 K. 
Results were obtained in an empty reactor and in reactors packed with silica wool to 
increase the surface area in the reaction zone by factors of 15 and 30 respectively. 
Figure 5.11 reveals a small but still significant influence of the additional surface on 
the extent of H2 S conversion, with a somewhat stronger influence on the product 
yields, with H2 formation being inhibited, especially above 900 K.
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Temperature (K)
Figure 5.11 Comparison of H2S (circles) and H2 (triangles) measurements of -310 ppm H2S oxidation 
with -600 ppm 0 2 as function of temperature performed in the empty silica reactor (green symbols) 
and two levels of silica wool packed reactor (15-fold increased surface, blue symbols; 30-fold 
increased surface, red symbols).
5.3.4 The Use of B20 3 Coating
Since additional silica surface promoted the overall reaction of H2 S, means to 
passivate the reactor walls were investigated in order to enable reliable gas-phase 
reaction measurement without surface effects. Boric acid coating, historically 
introduced for H2 oxidation studies (Egerton and Warren (1951)), is known to be inert 
to decomposition of peroxy species in particular and this coating have been applied 
here in the analogous H2/S2/H2 S system. Following the method described by Egerton 
and Warren (1951), the reactor wall was first coated with boric acid which yielded a 
transparent impervious coating of B2 O3 on baking at 773 K. A comparison of 
experimental profiles (for -310 ppm H2S in -600 ppm O2) measured in the B2O3- 
coated reactor and in an uncoated silica is presented in Fig. 5.12 -  it is apparent that 
the system is much less reactive in the coated reactor, with >200 K increase in the 
temperature necessary for 50% conversion.
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Figure 5.12 Comparison of H2S measurements of ~310 ppm H2S oxidation with 600 ppm 0 2 as a 
function of temperature performed in the pure silica reactor (solid circles) and the B20 3-lined silica 
reactor (open circles).
Furthermore, Figure 5.13 shows the temperature dependent rate constants derived 
from experimental data by assuming first-order H2S consumption. The apparent 
activation energy increases from 92 kJ mol'1 to 655 kJ mol'1 due to the B2O3 coating. 
While it remains the possibility that B2O3 actually inhibits the reaction, the system is 
observably more gas-like in its behaviour in a B2O3-lined reactor. Thus, the 
experimental profiles used for the model comparison are from measurements 
conducted in the B2C>3-lined reactor.
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Figure 5.13 Arrhenius plots in terms of first order H2S oxidation performed in the pure silica reactor 
(solid circles) and the B20 3-lined silica reactor (open circles).
5.4 H2S Oxidation
For gas-phase H2S oxidation under fuel-lean conditions, the main products are SO2, 
H2 and H2O. Sulfur loss with respect to the difference between the initial H2S 
concentration and SO2 concentration at the full H2S consumption was undetected 
within the experimental uncertainty, indicating the negligible formation of SO3. Due 
to the lack of H2O measurements, it is impossible to validate the H mass balance in 
this work. In order to assist the comparison for the experimental results, the 
normalized H2S concentration and H2 selectivity are defined as
JC
x _ H 2 fa]fa4
(E5.15)
(E5.16)
where the numerators are product H2S and H2 concentrations and the denominator is 
the initial H2S concentration.
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5.4.1 The Influence of 0 2
The effect of O2 concentration on the oxidation of -100 ppm H2S was studied in the 
temperature range 800 -  1210 K, with O2 concentration varying in the range 200 - 
5000 ppm. As a general trend, a higher O2 level leads to a lower onset temperature for 
ignition. According to Fig. 5.14, the reaction occurs at -1100 K in -200 ppm O2, 
which is significantly reduced, by -240 K, in the presence of 5000 ppm O2. In 
addition, the temperature difference between 50% consumption and the onset of 
ignition decreases from -60 K to -25 K due to the increasing O2 level.
800 850 900 950 1000 1050 1100 1150 1200 1250
Temperature (K)
Figure 5.14 Normalized concentration profiles for H2S (circles) and H2 (triangles) in the oxidation of 
-100 ppm H2S: symbol colours represent the initial 0 2 concentration -5000 ppm (black), -1000 ppm 
(red), -600 ppm (green), -400 ppm (blue), and -200 ppm (pink).
It can be seen that the formation of H2 peaks at the temperature where the full 
consumption of H2S is just achieved. This suggests that H2 formation overwhelms H2 
oxidation prior to H2S being fully consumed. The sharp decline of H2 formation at 
higher temperatures is attributed to the post-oxidation of H2 formed in H2S oxidation. 
It is important to note that the highest H2 selectivity is -40% at the moderate O2 level,
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suggesting a potential route for H2 recovery from H2S. High concentrations of O2 see 
reduced H2 formation such that only -25% H2 selectivity is observed in H2S oxidation 
with -5000 ppm O2. However, the reaction temperature is also lower so it is not 
entirely clear that this effect is due to O2 concentration alone. For this condition (5000 
ppm O2), the slow decrease in H2 yield formation with increasing temperature in the 
range 900 K to 970 K is consistent with the expected slow rate of H2 oxidation at 
these temperatures and may indicate some intrinsic reduction in selectivity with 
increasing temperature for these conditions.
5.4.2 The Influence of H2S
The effect of initial H2S level on the kinetics of H2S oxidation was studied with O2 at 
moderate and high excess levels. For H2S oxidation with -1000 ppm O2, it can be 
seen from Fig 5.15 that the increase of H2S concentration inhibits the overall reaction. 
The temperatures for ignition and the half conversion were found to be -25 K and -35 
K higher when the initial H2S concentration is raised from -100 ppm to -520 ppm - 
over this range, the residual O2 concentration changed from -870 ppm to -350 ppm 
so this effect may be due in part to the reduction in excess O2. While the shape of H2 
profiles remains similar, the highest H2 selectivity is reduced slightly with increasing 
H2S concentration.
169
Temperaure (K)
Figure 5.15 Normalized concentration profiles for H2S (circles) and H2 (triangles) in H2S oxidation 
with -1000 ppm 0 2: symbol colours represent the initial H2S concentration -100 ppm (blue), -325 
ppm (green) and -520 ppm (red).
The inhibition apparent in Fig. 5.15 is not observed when the reaction is carried out in 
a very large excess of O2 . As shown in Fig. 5.16, the oxidation of 100 -  520 ppm H2 S 
was found to occur at -850 K and reach the half conversion at ~870 K, independent of 
the initial H2 S concentration. This suggests that the overall reaction effectively 
becomes first-order in the concentration of H2 S. The selectivity to H2 was also found 
to be insensitive to the initial H2 S concentration, being around 25% in the temperature 
range 880 -  920 K.
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Figure 5.16 Normalized concentration profiles for H2S (circles) and H2 (triangles) in H2S oxidation 
with -5000 ppm 0 2: symbol colours represent the initial H2S concentration -100 ppm (blue), -325 
ppm (green) and -520 ppm (red).
5.4.3 Near-Stoichiometric Oxidation
The oxidation of H2S under near-stoichiometric conditions was studied with the initial 
molar ratio H2S/O2 ~0.5 (reaction stoichiometry ~0.7). Figure 5.17 shows H2S and 
H2 concentrations obtained for [FhSJo = -100, -325 and -520 ppm, over which 
conditions the half-conversion temperature increased from 1150 to 1020 K. At the 
same time, the apparent onset temperatures fell from 1090 K to 990 K. As found 
earlier, the lowest reactant concentration, and highest temperature, leads to a slight 
enhancement of the H2 selectivity.
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Figure 5.17 Normalized concentration profiles for H2S (circles) and H2 (triangles) in H2S oxidation: 
symbol colours represent the initial reactant concentrations -100 ppm H2S + -200 ppm 0 2 (blue), -325 
ppm H2S + -600 ppm 0 2 (green) and -520 ppm H2S + -1000 ppm 0 2 (red).
5.4.4 The Influence of Residence Time
Probe sampling was carried out for the reaction between -300 ppm H2 S and -600 
ppm O2 in order to provide details of the concentration profiles as a function of 
distance in the reactor, and hence of residence time.
Figure 5.18 shows the measurements when the furnace temperature was set at -1065 
K. The onset of reaction was found to occur almost at the exit of isothermal zone with 
only -8% consumption of H2 S being observed at -9  cm. Surprisingly, the reaction 
continued far into the quench zone until -20 cm, where the temperature had fallen to 
-730 K. While H2 S is being consumed and SO2 is being produced, H2 formation 
ceases at -890 K, suggesting that channels related to H2 selectivity are first quenched. 
No apparent H2 consumption was detected in this measurement. The measured
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concentrations of H2S, H2 and SO2 at ~25 cm are in good agreement with those 
sampled separately at the reactor outlet, indicating that the overall reaction is 
effectively quenched over a length of half of the quench zone.
Distance Above the Mixing Zone (cm)
Figure 5.18 Concentration profiles for the reaction ~300 ppm H2S + -600 ppm 0 2 at -1065 K: solid 
symbols are sampling from the probe, open symbols are sampling at the reactor outlet; colours 
represent species H2S (blue), S 0 2 (green) and H2 (red).
In an effort to capture the concentration profiles when H2S is fully consumed within 
the isothermal zone, the furnace temperature was increased to 1120 K. As shown in 
Fig 5.19, the onset of reaction is first detected at ~6 cm with complete consumption of 
H2S being achieved at ~9 cm. The peak H2 selectivity (~41 %) coincides with the 
removal of the last traces of H2S. The oxidation of H2 was found to occur early in the 
quench zone, leading to the reduction of H2 selectivity to ~21% at the reactor outlet.
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Figure 5.19 Concentration profiles for the reaction ~310 ppm H2S + -600 ppm 0 2 at -1120 K: solid 
symbols are sampling from the probe, open symbols are sampling at the reactor outlet; colours 
represent species H2S (blue), S02 (green) and H2 (red).
Overall, above measurements suggest that H2S oxidation at high temperatures is a 
very reactive system. Once the reaction occurs in the initiation zone, the rapid sulfur 
chain reactions are able to maintain the radical at a sufficient level, preventing the 
overall reaction from being quenched even when the temperature decreases by a few 
hundred degrees. Thus, it is important to note that the H2S oxidation measurements 
presented in this work are not under isothermal conditions. This highlights the 
significance of using the approximate temperature profiles discussed in section 5.2.1 
for kinetic modelling purposes.
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5.5 Conclusions
The main results obtained in the experimental work can be concluded as follows:
i. According to the measured and predicted temperature profiles in the reaction tube, 
there is a 10 cm isothermal zone followed by an 18 cm approximately linear quench 
zone, cooling the gas stream to below 480 K.
ii. The predicted temperature profiles in the preheating annuli indicate that complete 
preheating is achieved prior to the mixing zone.
iii. In the temperature range 800 -  1200 K, the pressure and residence time in the probe 
are calculated to be ~15 kPa and ~4 x 10° s respectively. With the residence time 
being more than one order of magnitude reduced compared to that in the reaction 
tube, rapid quench can be achieved using the current probe sampling. This was 
confirmed experimentally by comparing results obtained using two probes with 
different residence time.
iv. Silica promotes the oxidation of H2S. Coating of the reactor with boric acid (which 
becomes B2O3 under reaction conditions) leads to much lower overall rates of 
reaction. While it remains the possibility that B2O3 actually inhibits the reaction, the 
system is observably more gas-like in its behaviour in a B2C>3-lined reactor.
v. Fuel-lean H2S oxidation was carried out at the temperature 800 -  1210 K. The 
measurements show that the onset temperature for reaction decreases significantly 
with the increasing O2 concentration. In addition, the increase of H2S initial 
concentration is found to inhibit the overall reaction except for conditions that O2 
concentration is in high excess. As one of the non-sulfur products, H2 is formed 
during the consumption of H2S. The highest H selectivity of -40% towards H2 is 
observed at the conditions under which H2S is just consumed. Post-oxidation is 
attributed to consumption of H2 formed in H2S oxidation, leading to the decrease of 
selectivity. Finally, probe sampling indicate that effective quench in the reaction 
tube is not achieved until the temperature decreases by a few hundred degrees.
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Chapter 6:
Kinetic Modelling and Validation
6.1 Introduction
This chapter presents the construction of a detailed kinetic model for H2S oxidation. 
The sulfur mechanism was validated against experimental profiles over a wide range 
o f fuel-lean conditions. Kinetic analyses, such as the reaction flux and the local 
sensitivity, were carried out to highlight significant sulfur channels and provide 
fundamental insights into sulfur chemistry in combustion.
6.2 Model Construction
The detailed homogeneous sulfur kinetic model consists of a database of 
thermochemical data and a set o f gas-phase reaction mechanism. The required 
parameters of crucial channels were either critically selected from the literature 
(Chapter 1) or theoretically evaluated in this work (Chapter 4), while estimates were 
made for kinetic parameters of any minor channels for which data are not available. 
Based upon this model, the use o f CHEMKIN program (Kee et al.) allows the 
prediction of measured concentration profiles at conditions of interest.
6.2.1 Thermochemical Parameters
The thermochemical data for the 41 species considered in the H/O/S mechanism were 
mainly adopted from literature, including Leeds University (H2S, SO2, SO, S, HSOH, 
HSO2, HOSO, HOSO2 and SO3), Burcaf s Thermodynamic Data (H2O, H2, H2O2, 
HO2, S2, S3, S4, S5, S6, S7, Sg, O3, H, OH, O and O2) and our group (HSSH, HSS, S2O, 
H2S2O2, H2O-SO2 (VD W 1), H2S3O and HSSSOH) (Sendt et a l (2003), Sendt and 
Haynes (2005)). In addition, revised thermochemical data were used for SH (Shiell et 
al. (2000)), HSO, HOS (Denis (2005)) and HSOO (this work). For the remaining 
sulfur species (HSSO2, singlet SO (SO*), SSO2, HSSO and OSSO), their 
thermochemical parameters were evaluated at the G3 level using statistical methods 
described in Chapter 3.
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Detailed parameters in the NASA 7-term polynomial form are presented in Appendix 
E. They are prepared in CHEMKIN format ready for the use in kinetic modelling.
6.2.2 Rate Coefficient Parameters
The mechanism consists of 276 reversible gas-phase elementary reactions, including 
the well established H2 oxidation mechanism (Li et al. (2004)), the H/S subset with 
updated kinetic parameters (Chapter 4) and sulfur mechanism reported by Glarborg 
and co-workers (Hindiyarti et al. (2007), Rasmussen et al. (2007)). The rate 
coefficients are described in the three-parameter Arrhenius form for the forward 
reactions. The reverse rate constants are computed from the equilibrium constants 
using the thermochemical data. For pressure-dependent channels, CHEMKIN allows 
one to specify both the high- and the low-pressure limit rate coefficients with 
interpolation of the fall-off region via the Lindemann approach, or more accurately 
using Troe’s formulae. A complete list of reactions along with their corresponding 
kinetic parameters in CHEMKIN format is presented in Appendix F.
6.2.3 Simulation Setup
The gas-phase H2 S oxidation was simulated for a cylindrical Plug Flow Reactor (PFR) 
using the AURORA code in the CHEMKIN suite. The geometry matched that of the 
experimental reactor, the diameter and length being set at 0.7 cm and 28 cm 
respectively. The reaction was considered to be isothermal for the first 10 cm with 
reactants assumed to be completely preheated and mixed prior to entering the reactor. 
The temperature profile in the quench zone (10-28  cm) was approximated as a linear 
decline as described in Chapter 5. The adiabatic temperature rise due to the reaction 
heat release can be no more than 8 K, as calculated in Chapter 2. This is neglected in 
the analysis, on the assumption that heat transfer to the surrounding fluid will mitigate 
any such rise, especially given the fact that the conversion may occur over an 
extended length of the reactor. Other required inputs are the initial reactant 
compositions, the gas flow rate and the system pressure. These parameters were taken 
directly from experimental conditions.
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6.2.4 Kinetic Analysis
In order to interpret modelling results and hence gain an understanding of a chemical 
mechanism, it is important to identify significant channels involved and their 
influence on the output of the model. This can be achieved by performing the reaction 
flux and the local sensitivity analyses.
6.2.4.1 Reaction Flux
For a reversible elementary reaction, the rate of progress (ROP) and state of balance 
(SOB) are defined as:
ROP = rM -  rm (E6.1)
ROP
SOB = ----- ---------- t (E6.2)
m a X  V )W  , r rev )
where r^d and rrev are forward and reverse reaction rates respectively.
A rank-ordering of the absolute values of ROP for all the channels indicates which are 
significant and which are minor. For SOB, a value approaching 1 or -1 means that the 
reaction occurs predominantly in forward or reverse direction respectively, while a 
value close to 0 corresponds to the establishment of quasi-equilibrium for that 
reaction. To extract the values of r^d and rrev for each reaction at conditions of
interest, a FORTRAN subroutine (Appendix B) was developed and implemented in 
the CHEMKIN solver. In addition, a separate program (Appendix B) was developed 
using Visual Basic 2005 to facilitate the reaction flux analysis by means of mapping 
significant channels, namely those having high absolute values of ROP during FES 
oxidation. It also indicates channels which are quasi-equilibrated according to SOB. 
The advantage of this type of reaction flux analysis is that it produces the reaction 
mechanism by highlighting the dominant channels occurring at a particular condition 
as shown in Appendix B for example.
Another useful reaction flux analysis is to examine ROP of channels producing and 
consuming the species of interest. This is often named as contribution analysis and 
can be performed directly using CHEMKIN program. It offers a way to identify 
significant channels controlling the fate of a particular species.
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6.2.4.2 Local Sensitivity
For a complex model involving a large number of parameters, it is common to find 
that the model performance is often affected by only a small fraction of those 
parameters. Sensitivity analysis is used to determine quantitatively the dependence of 
modelling prediction on model parameters. The normalized local sensitivity 
coefficient is defined as:
where Xt is a response of the model (e.g. concentration of species i) and Yj is one of 
the parameters (e.g. pre-exponential factor of channel j).
In this work, sensitivity analysis was performed using CHEMKIN to generate 
quantitative dependence of predicted concentration of the species of interest on the 
pre-exponential factor of each channel in the mechanism. It is therefore particularly 
informative in identifying significant channels which control the overall kinetics.
6.2.4.3 Global Sensitivity
The shortcoming of the local first-order sensitivity is that it only quantifies the model 
response due to a small perturbation of parameters. Thus, it may underpredict or 
overpredict the impact on the modelling prediction when the variation of the 
parameters is relatively large. It this work, the global sensitivity coefficient is 
calculated manually to analyze the model response when a particular parameter is 
scaled by a factor while all other parameters remain constant. Similar to local 
sensitivity, the normalized global sensitivity coefficient is defined as:
where Xo,» and JG is a response of the model (e.g. concentration of species i) before and 
after a scaling factor Fj is applied on one of the parameters (e.g. pre-exponential 
factor of channel j).
A Yj dXt _ ain(X,) (E6.3)
(E6.4)
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The global sensitivity analysis reveals the dependence of modelling predictions on 
gross variations of the selected parameters.
6.2.5 Model Development
In an effort to develop a comprehensive, detailed kinetic model for H2S oxidation, it is 
necessary to include as many sulfur channels as possible, especially those involving 
common sulfur species such as H2S, SH, S, S2, SO and SO2. Inevitably, not all the 
channels have been well characterized. Thus, to produce a reliable sulfur mechanism, 
the following methodology was used in this work.
Figure 6.1 Flow chart illustrating the methodology of mechanism development.
As indicated in Fig. 6.1, an initial model was first constructed based upon a critical 
literature survey of reliable kinetic parameters. For a potentially important channel in 
the absence of reported kinetic parameters, the activation energy was simply assumed 
to be zero for an exothermic reaction or the endothermicity for an endothermic 
reaction in conjunction with an estimated pre-exponential factor (mostly 1x10 cm 
mol“1 s'1). Simulations were then performed using this crude but comprehensive
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model. Subsequent kinetic analysis may identify channels which are responsible for 
the discrepancy between the modelling prediction and experimental profiles. For 
those poorly characterized channels, theoretical studies were performed to evaluate 
more reliable rate coefficients. The updated mechanism was validated against 
experiments under a wide range of conditions to identify other important channels 
with high uncertainties. This iteration process continues until all the significant 
channels are well characterized and satisfactory modelling predictions are achieved. 
Since the mechanism is developed by means of studying the chemistry of major 
channels rather than fitting the modelling prediction to a particular measurement, it 
can be applied to other systems with some confidence, although one cannot exclude 
the possibility that different and even new reactions may reveal themselves to be 
important under these new conditions.
6.3 Simulation Results and Discussion
In this section, the detailed sulfur mechanism is validated by comparison of modelling 
predictions with H2S oxidation experiments summarized in Table 2.3. Significant 
sulfur channels are highlighted and their contributions to the overall kinetics are 
discussed.
6.3.1 Parameter Adjustments
In preliminary modelling work, experiments conducted under two typical conditions 
were selected to compare with the predictions using the base model without any 
adjustments of kinetic parameters. It can be seen from Fig. 6.2 and Fig.6.3 that 
qualitative agreements are achieved with respect to profiles of H2S decay and SO2 
growth. However, the temperature for the onset of ignition is overpredicted by ~50 K 
for the high O2 excess condition (Fig. 6.2) and underpredicted by ~70 K for the low 
O2 excess condition (Fig. 6.3).
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Figure 6.2 Comparison between experimental data (symbols) and predictions using the base model 
(lines) as a function of temperature for the oxidation o f-100 ppm H2S with -5000 ppm 0 2 at 1.05 atm. 
with a total flow rate of 418 seem (#5): colours represent species H2S (blue), S02 (green) and H2 (red).
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Figure 6.3 Comparison between experimental data (symbols) and predictions using the base model 
(lines) as a function of temperature for the oxidation of -325 ppm H2S with -600 ppm 0 2 at 1.05 atm. 
with a total flow rate of 417 seem (#6): colours represent species H2S (blue), S02 (green) and H2 (red).
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Sensitivity analysis was therefore performed at the temperature at which -50% H2S 
consumption was found, in order to identify the reactions having significant impact on 
the modelling predictions. According to Fig. 6.4 (run #5) and Fig. 6.5 (run #6), the 
predicted H2S profile is very sensitive to the kinetic parameters for the reaction SH + 
SH —► H2S + S, with a sensitivity coefficient near -2 in both cases. Analysis of the 
reaction pathways shows that this sensitivity arises from the fact that the formation of 
S atoms in turn promotes the chain branching reaction S + O2 —> SO + O. There is 
relatively little sensitivity to the rate of this reaction (S + O2 —*► SO + O) when there is 
a high concentration of O2 (Fig. 6.4) but this changes as the O2 excess is reduced (Fig. 
6.5).
Another important channel is H2S + O2 —*► SH + HO2 which leads to chain branching 
in the initiation of H2S oxidation. The importance of this channel is also due to the 
fact that its reaction rate is directly affected by the reactant concentrations.
- 2.0
SH + 0  = SO + H
h + o 2+ m  = h o 2+ m
SH + SH + M = HSSH
H20 2 + M = OH + OH + M 
SH + 0 2 = SO + OH 
SO + 0, = so, + 0
SH + 0 2 = HSO + 0
H,S + H = SH + H,
SH + HO, = HSO + OH
H2S + H02 = SH + H20 2 
SH + SH = H2S + S (abstraction) 
H2S + 0  = SH + OH 
H,S + 0 ,=  HO, + SH
SH + SH = H2S + S (insertion)
-1.5 -1.0 -0.5 0.0 0.5 1.0
Normalized Sensitivity of H2S
1.5 2.0
Figure 6.4 Sensitivity coefficients calculated using the base model for the oxidation of ~100 ppm H2S 
with -5000 ppm 0 2 at 920 K and 1.05 atm. with a total flow rate of 418 seem (#5)
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Figure 6.5 Sensitivity coefficients calculated using the base model for the oxidation of -325 ppm H2S 
with -600 ppm 0 2 at 1000 K and 1.05 atm. with a total flow rate of 417 seem (#6)
With respect to channels appearing in the above sensitivity spectrum, the chemistry of 
H2/O2 reactions is well established and cannot sensibly be modified on the basis of the 
present work. There is also little uncertainty in the rates of the reactions H2S + H —» 
SH + H2, H2S + OH — SH + H20 , S + 0 2 —> SO + O and SO + 0 2 —► S 0 2 + O which 
are well known from combustion and atmospheric chemistry studies. In addition, 
theoretical studies have been performed for SH + O —► SO + H (Sendt and Haynes 
(2007)) and the remaining channels in this work. Among them, SH + SH —► H2S + S 
(R l) and H2S + O2 —*► SH + HO2 (R2) appear to be most important under both 
conditions, while other channels are only important under one condition but not the 
other. Thus, R l and R2 were selected to study the global model response via 
perturbing corresponding pre-exponential factors by a scaling factor. In order to 
reduce the uncertainty arising from the estimated intersystem crossing efficiency in 
the theoretical studies, it should be noted here that the kinetics of Rl is described by 
the contribution from theoretically characterized abstraction channel and the reverse 
insertion channel with the kinetic parameters fitted to the measured values as reported
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in Section 4.2. The scaling factor was therefore applied to both of them 
simultaneously.
Figure 6.6 shows the impact of the channels R1 and R2 on the predictions for high O2 
condition. With an increase in rate by a factor of 2, the predicted profiles are shifted 
towards lower temperatures by ~20 K for R1 and ~10 K for R2, while the trends 
remain qualitatively similar to those without scaling. The global sensitivity of H2S 
calculated at 920 K was calculated to be -2.8 for R1 and -1.3 for R2, in close 
agreement with combined local sensitivities of -2.5 (-1.9 for the insertion channel and 
-0.6 for the abstraction channel) and -1.4 respectively. This suggests that there is very 
little second-order sensitivity in the system, consistent with the fact that the profiles 
are shifted without significant change in their shapes when gross changes are made to 
the rate constants.
Figure 6.6 Comparison between experimental data (symbols) and predictions using the base model 
(solid lines) and the adjusted model (broken and dash-dot lines represent the use of a factor of 2 
increased rate constants of SH + SH = H2S +S (Rl) and H2S + 0 2 = SH + H 02 (R2), respectively) for 
the oxidation o f-100 ppm H2S with -5000 ppm 0 2 at 1.05 atm. with a total flow rate of 418 seem (#5): 
colours represent species H2S (blue), S02 (green) and H2 (red).
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Under the low O2 excess condition, the impact of reaction R1 is much stronger, as 
shown in Fig 6.7. When the rate is decreased by a factor of 2, the model is capable of 
predicting the onset of ignition, but it also shows a less steep trend for the H2S decay 
and SO2 growth. Consequently, the ~50% H2S consumption temperature is increased 
by —100 K. While the global sensitivity of H2S, S = -0.8, calculated at 1000 K is 
significantly lower than the local sensitivity -2.7 (-1.9 for the insertion channel and - 
0.8 for the abstraction channel), this can be attributed to the fact that the change in 
concentration of H2S is constrained by the initial value entering the reactor. This 
limitation diminishes at higher temperatures and hence the value becomes -4.3 at 
1020 K, confirming R1 is a very sensitive channel.
The impact of the channel R2 is relatively minor but significant. Due to a decrease of 
the rate by a factor of 2, the predicted profiles are shifted towards high temperatures 
by ~25 K without the significant variation in trend.
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Figure 6.7 Comparison between experimental data (symbols) and predictions using the base model 
(solid lines) and the adjusted models (broken and dash-dot lines represent the use of a factor of 2 
reduced rate constants of SH + SH = H2S +S (Rl) and H2S + 0 2 = SH + H 02 (R2), respectively) for the 
oxidation of -325 ppm H2S with -600 ppm 0 2 at 1.05 atm. with a total flow rate of 417 seem (#6): 
colours represent species H2S (blue), S02 (green) and H2 (red).
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Reactions that apparently inhibit the oxidation (positive H2S sensitivity coefficients) 
include another SH self-reaction, SH + SH + M —> HSSH + M (R3), which is chain­
terminating. Comparison of Figs. 6.4 and 6.5 shows that the rate of this reaction is 
relatively more important when the O2 excess is reduced. The competition between 
R1 and R3 for SH self- reaction is clearly important, leading on the one hand to more 
H2S consumption, and on the other to less. Using a relatively high rate of R3, the 
modelling prediction can be improved with respect to the temperature sensitivity of 
the H2S conversion. As shown in Fig. 6.8 for instance, good agreement is achieved 
between the measured and predicted H2S profiles when R3 is increased by a factor of 
3, with the rate of R2 correspondingly reduced by a factor of 1.3. The increased 
temperature sensitivity of the predicted H2S conversion is attributed to the enhanced 
competition between channels R1 and R3 whose rates have the opposite temperature 
dependence. Thus, for all the modelling predictions discussed later, the rate constant 
of R3 has been scaled by a factor 3 in the mechanism (unless noted elsewhere). This 
magnitude of adjustment is well within the uncertainty of R3 arising from the 
estimation of the collisional energy transfer for the formation of stable HSSH and the 
intersystem crossing efficiency for the reaction flux leading to H2S + S which 
competes with HSSH formation. More details can be found in Section 4.3.
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Figure 6.8 Comparison of measured H2S profiles (symbols) and predictions using the base model (the 
solid line) and the adjusted models (broken lines). The green broken line represents the results obtained 
when the rate of R1 is reduced by a factor of 2; the red broken line is R1 reduced by a factor of 1.3 
combined with R3 increased a factor of 3. Data are for the oxidation of -325 ppm H2S with -600 ppm 
0 2 at 1.05 atm. with a total flow rate of 417 seem (#6).
Since the model performance shows extraordinarily strong dependence on the selected 
channels, it appears impossible to produce good predictions of all the experiments 
using a single set of kinetic parameters. The pre-exponential factors of sensitive 
channels (R1 and R2) were therefore adjusted separately to capture the temperature of 
-50% H2S consumption under each experimental condition listed in Table 2.3. As 
summarized in Fig 6.9, the scatter of the scaling factor for R1 was found to be within 
a factor of 2.5 except for the reaction of —100 ppm H2S + -5000 ppm (run #1) and 
-200 ppm O2 (run #5). Under these two conditions, the pre-exponential factor of R1 
was scaled by a factor of 2 (run #1) and 3 (run #5) and additional scaling (1.5 for run 
#1 and 2.5 for run #5) was required for the rate constant of R2.
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Figure 6.9 Summary of scaling factors used in the kinetic modelling of H2S oxidation for channels H2S 
+ S = SH + SH (abstraction + insertion) (FI) and H2S + 0 2 = SH + H 02 (F2): the numbers indicate 
experimental conditions show in Table 2.3.
In the following sections, the experimental profiles are compared with modelling 
predictions using adjusted parameters shown in Fig. 6.9. It was found for all 
conditions that quasi-equilibrium for most of channels is not established according to 
the SOB analysis, and hence propagation mechanisms were proposed by identifying 
main channels at the characteristic moment that -50% H2S consumption is achieved. 
Additionally, the ignition mechanism, the identity of the main channels controlling 
the H2 selectivity and the formation of side-products S2 and S2O are discussed.
6.3.2 Large 0 2 Excess
Figures 6.10-6.13 compare the modelling predictions with experimental profiles for 
H2S decay and SO2 and H2 growth under very lean conditions (<j> < 0.1). It can be seen 
that H2S and SO2 profiles are well predicted by the model. There is also good 
agreement between predicted and measured H2 profiles when -1000 ppm O2 is 
present (Fig. 6.10), despite the fact that the model overpredicts the H2 formation by
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-30% on average. For the prediction of H2 formation at higher O2 conditions (-5000 
ppm), good agreement is achieved only for the onset of H2 growth. The model 
significantly overpredicts the maximum amount of H2 formation (Fig. 6.12 and Fig. 
6.13). In addition, while the prediction of H2 formation is satisfactory at temperatures 
above 940 K, the model fails to capture the plateau of H2 formation observed at lower 
temperatures (Figs. 6.11 - 6.13). These apparent discrepancies may be attributed to the 
failure of predicting the competition between H2 S oxidation (with H2 formation) and 
H2 oxidation which will be discussed later.
Figure 6.10 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation o f-100 ppm H2S with -1000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#4): colours represent species H2S (blue), S02 (green) and H2 (red).
190
120
Figure 6.11 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -  100 ppm H2S with -5000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 418 seem (#5): colours represent species H2S (blue), S02 (green) and H2 (red).
Figure 6.12 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -325 ppm H2S with -5000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#8): colours represent species H2S (blue), S02 (green) and H2 (red).
191
600
Temperature (K)
Figure 6.13 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -520 ppm H2S with -5000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#10): colours represent species H2S (blue), S02 (green) and H2 (red).
Figure 6.14 summarizes the predicted and measured H2S and H2 profiles when O2 is 
in great excess, indicting that the onset o f ignition occurs at ~ 850 K with little 
dependence on the initial H2S concentration. The model captures the experimental 
feature, that the oxidation of lower concentrations of H2S requires higher temperature 
for complete conversion. Although the trend, of higher selectivity towards H2 when 
the initial H2S concentration is greater, is seen in both model and experiment, this 
effect is more pronounced in the model than was observed experimentally.
192
Temperature (K)
Figure 6.14 Comparison of normalized concentration profiles between measured H2S (circles) and H2 
(triangles) and predicted H2S (solid lines) and H2 (broken lines) in H2S oxidation with -5000 ppm 0 2: 
colours represent the initial H2S concentration -100 ppm (blue), -325 ppm (green) and -520 ppm (red).
Typical species profiles, including for the major short-lived intermediates and radicals, 
in the oxidation of H2 S with high concentration of O2 are shown in Fig. 6.15. In the 
initiation process, SH is found to be the first radical accumulated to a significant 
amount prior to ignition. As the reaction progresses, the concentration of SO grows 
rapidly, reaching the peak value which accounts for ~10% of the total sulfur. 
Meanwhile, in addition to the further accumulation of the SH radical, some S2 
formation is predicted, even under these very fuel-lean conditions. At the later stage 
of the reaction, the O radical concentration grows markedly while SH, S2 and SO 
decay sharply. The large availability of O radical is responsible for the noticeable 
post-oxidation of H2 prior to the overall reaction being effectively quenched.
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Figure 6.15 Predicted species profiles as a function of distance above the mixing zone for the oxidation 
of ~325 ppm H2S with -5000 ppm 0 2 at 900 K and 1.05 atm. with a total flow rate of 417 seem (#8). 
The concentrations of H2S, S02, H2 and H20  are scaled by a factor of 0.1.
The schematic mechanism of radical propagation shown in Fig. 6.16 is relatively 
simple when O2 is in great excess.
Figure 6.16 Schematic diagram of the reaction mechanism for H2S oxidation with 0 2 in high excess.
Upon ignition, a radical pool develops and H2S is largely consumed by H, OH, and O 
radicals, forming the SH radical and non-sulfur products H2 and H2O. The majority o f 
SH is consumed through the self-reaction forming S and H2S and the reaction with O
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forming SO and H. When reacting with O2, S is predominantly converted to SO which 
is subsequently oxidized to the sulfur product SO2. These channels constitute the main 
supply o f the O radical. Since O2 is present at a high level, the H + O2 recombination 
channel forming HO2 plays a role in perturbing the radical pool via the following 
sequences:
Sequence (A): H + O2 +M —► HO2 + M 
SH + HQ2 -»  H2S + 0 2 
Net: SH + H —► H2S
Sequence (B): H + O2 +M —► HO2 + M 
SH + HQ2 -»  HSO + OH 
Net: SH + H + O2 —► HSO + OH
The contribution o f sequence (A) is 02-catalyzed radical recombination as SH + H —► 
H2S while sequence (B) is chain propagating, competing with the termination 
sequence (A).
6.3.3 Moderate 0 2 Excess
Figures 6 .17 - 6.19 compare the modelling predictions with H2S, SO2 and H2 profiles 
in H2S oxidation with O2 in moderate excess (<j> = 0.15 ~ 0 .3). The predicted profiles 
o f H2S and SO2 are in good agreement with those measured in the experiments. 
However, the extent o f H2 formation is overpredicted and the discrepancy becomes 
larger when <J> is greater.
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Figure 6.17 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation o f -100 ppm H2S with -400 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#2): colours represent species H2S (blue), S02 (green) and H2 (red).
Figure 6.18 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -100 ppm H2S with -600 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#3): colours represent species H2S (blue), S02 (green) and H2 (red).
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Figure 6.19 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -325 ppm H2S with -1000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#7): colours represent species H2S (blue), S02 (green) and H2 (red).
As shown in Fig 6.20, S2 now appears as an additional important intermediate sulfur 
species. Profiles of other species remain similar to those found with large O2 excess, 
except for the apparent reduction of radical accumulation. The reaction is found to 
extend far into the cooling zone, due in part to the availability of S2 and SO which are 
reactive at low temperatures.
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Figure 6.20 Predicted species profiles as a function of distance above the mixing zone for the oxidation 
of ~325 ppm H2S with -1000 ppm 0 2 at 1030 K and 1.05 atm. with a total flow rate of 417 seem (#7). 
The concentrations of H2S, S02, H2 and H20  are scaled by a factor of 0.1.
The schematic mechanism in Fig. 21 shows that S2 is produced predominantly by SH 
+ S —► S2 + H and consumed by S2 + O —► SO + S. As the O2 excess decreases, 
reaction rates of channels directly involving O2 (S + O2 —*► SO + O, SO + O2 —> SO2 + 
O and H + O2 + M —* HO2 + M) are less effective in competing with other channels 
that consume the radicals S, SO and H (e.g. SH + S — *■  S2 + H, SO + SO —► SO2 + S 
and SH + H —* S + H2) There is now significant formation of SO2 (~10%) and H2 
(~15%) via these secondary channels. In addition, the reduced availability of the O 
radical accounts for the increased S2 accumulation at the early stage of the reaction.
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Figure 6.21 Schematic diagram of the reaction mechanism for H2S oxidation with 0 2 in moderate
excess.
6.3.4 Low 0 2 Excess
Figures 6.22 -  6.24 present the modelling prediction of H2S oxidation <|> = ~0.5. The 
model performance is generally similar under these conditions, although there are 
some changes in the mechanism.
Figure 6.22 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation o f-100 ppm H2S with -200 ppm 0 2 at 1.05 atm. with a total 
flow rate of 418 seem (#1): colours represent species H2S (blue), S02 (green) and H2 (red).
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Figure 6.23 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -325 ppm H2S with -600 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#6): colours represent species H2S (blue), S02 (green) and H2 (red).
Figure 6.24 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the oxidation of -520 ppm H2S with -1000 ppm 0 2 at 1.05 atm. with a total 
flow rate of 417 seem (#9): colours represent species H2S (blue), S02 (green) and H2 (red).
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With the further reduction in availability of O2, reactions involving HSS and HSSH 
become significant, as shown in Fig. 6.25. The chain termination channels which are 
known to be important in H2S decomposition (Sendt et al. (2003)) now play a 
significant role in SH radical removal, via the following sequence:
Sequence (C): SH + SH + M —► HSSH + M 
HSSH + SH —> HSS + H2S 
HSS + SH —> H2S + S2 
Net: 4SH -> 2H2S + S2 
or:
SH + SH — HSS + H 
HSS + SH —► H2S + S2 
Net: 3SH —► H2S + S2 + H
The net effect of these sequences is to facilitate the conversion of SH to less reactive 
S2 which is also accomplished by the direct channel SH + S —► S2 + H.
Figure 6.25 Schematic diagram of the reaction mechanism for H2S oxidation with 0 2 in low excess.
Figure 6.26 shows that the formation of S2 acts initially as a termination of chain 
carriers, but as S2 accumulates to a sufficient level, S2 + O —► SO + S operates as a S2 
sink to restore chain carriers. Thus, the understanding of S2 chemistry (including HSS 
and HSSH) is essential to the kinetics of H2S oxidation under sulfur rich conditions.
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Figure 6.26 Predicted species profiles as a function of distance above the mixing zone for the oxidation 
of ~325 ppm H2S with -600 ppm 0 2 at 1095 K and 1.05 atm. with a total flow rate of 417 seem (#6). 
The concentrations of H2S, S 0 2, H2 and H20  are scaled by a factor of 0.1.
Experimental profiles as a function of the distance above the mixing zone or 
effectively the residence time are compared with the modelling predictions in Figs. 
6.27 and 6.28.
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Figure 6.27 Comparison between experimental data (solid symbols, probe sampling; open symbols, 
bypass sampling) and modelling predictions (solid lines) as a function of distance above the mixing 
zone for the oxidation of -300 ppm H2S with -600 ppm 0 2 at 1065 K and 1.0 atm. with a total flow 
rate of 418 seem: colours represent species H2S (blue), S02 (green) and H2 (red); the broken line is the 
approximate temperature profile along the reactor tube and dash-dot lines are created by shifting solid 
lines by 6 cm to satisfy the H2S prediction.
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Figure 6.28 Comparison between experimental data (solid symbols, probe sampling; open symbols, 
bypass sampling) and modelling predictions (solid lines) as a function of distance above the mixing 
zone for the oxidation of -310 ppm H2S with -600 ppm 0 2 at 1120 K and 1.05 atm. with a total flow 
rate of 417 seem: colours represent species H2S (blue), S02 (green) and H2 (red); the broken line is the 
approximate temperature profile along the reactor tube.
It can be seen from Fig. 6.27 that, for reaction between -300 ppm H2S and -600 ppm 
O2 at 1065 K, the model predicts a significantly longer induction time than was 
detected in the measurements. Here, the argument is noted that time-shifting of 
experimental profiles in flow reactors is valid for comparative purpose, as the 
perturbations in mixing zone affect only the induction time and not the reaction 
gradients (Yetter et al. (1991), Mueller et al. (1998), Mueller et al. (1999)). The 
predicted profiles were therefore shifted in distance to agree with the point of 50% 
reaction progress, showing that the model is capable of capturing the reaction trend, 
notwithstanding the overprediction of H2 formation.
Given the modelling prediction is highly sensitive to a number of channels, any 
experimental uncertainties which affect the residence time or rates of these channels 
may impact on the prediction as well. Thus, the influence of experimental 
uncertainties was studied. According to Fig. 6.29, while the induction time is not 
sensitive to the variation of experimental conditions, the predicted residual H2S is 
reduced by a factor of 1.2, 1.4 and 1.7 when the total flow rate is reduced by 2%, 
system pressure is increased by 2% and isothermal zone is extended by 1 cm (10%), 
respectively. As the influence of these conditions is apparent, the scatter of the scaling 
factors in Fig. 6.9 may be due in part to the experimental uncertainties. Furthermore, 
since both measurements and predictions show that H2S oxidation is occurring in the 
quench zone, the possibility cannot be excluded that there may be residual catalytic 
effects associated with the B2O3 coating that are emphasized at the lower temperatures.
204
350
0  H--------------------- 1--------------------- 1--------------------- 1--------------------- 1--------------------- 1---------------------
0 5 10 15 20 25 30
Distance Above the Mixing Zone (cm)
Figure 6.29 Impact of experimental uncertainties on the H2S prediction in the oxidation of -300 ppm 
H2S with -600 ppm 0 2 at 1065 K and 1.0 atm. with a total flow rate of 418 seem.
The model performance is also validated against the experiments in which full H2S 
consumption is achieved prior to exiting the isothermal zone, which avoids the 
uncertainty o f possible surface reactions in the quench zone. In order to predict the 
onset of ignition, the scaling factor for SH + SH —► H2S + S was adjusted to 2 while 
scaling for H2S + 0 2 -> SH + H 0 2 and SH + SH + M —> HSSH + M was not required. 
It can be seen from Fig. 6.28 that the predicted and measured profiles are in good 
agreement within the isothermal zone. While the model captures the H2 formation 
peak, it overpredicts the rate of H2 conversion which was found to occur largely in the 
quench zone. According to the reaction flux analysis, H2 mainly reacts with O and OH 
forming H. The presence of SO2 facilitates radical removal via the following sequence 
as proposed by Rasmussen et al. (2007):
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Sequence (D): H + S02 +M -► HOSO +M 
HOSO + H —► 'SO + HzO
‘so +m ^ 3so + m
3SO + OH —> S02 + H 
Net: H + OH —* H20
In this way, SO2 catalyzes the recombination of H and OH radicals to produce H2O. 
Thus, the underprediction of residual H2 at the reactor outlet, as was found earlier in 
H2S oxidation with 5000 ppm O2 at elevated temperatures (Figs. 6.10 - 6.12), is 
attributed to the overpredicted availability of the O radical. It promotes the reaction 
between H2 and O, forming H and OH which subsequently recombine producing H2O 
via the S02-catalyzed sequence (D).
6.3.5 The Mechanism of Ignition
The mechanism of ignition for H2S oxidation was found not to be strongly affected by 
the reaction stoichiometry. As first postulated by Merryman and Levy (1967), the 
direct reaction of H2S with O2 is the initial step for ignition. It promotes chain 
branching sequence to form the initial SH radical:
Sequence (E): H2S + O2 —► SH + HO2 
H2S + H 02 —► SH + H20 2 
H20 2 + M —► OH + OH +M 
H2S + OH —>• SH + H2Q 
Net: 4H2S + 0 2 -► 4SH + 2H20
The ignition Sequence (E) is responsible for the early formation of H2O as shown in 
Figs. 6.15, 6.20 and 6.26. When SH accumulates in this way to a certain level, the 
channels SH + SH —> H2S + S become increasingly favoured. The S formed in these 
reactions is quickly oxidized to SO and then to SO2 via S + O2 —► SO + O and SO + 
O2 —*► SO2 + O. In this chain-branching process, the concentration of the O radical 
grows rapidly which reacts with H2S to facilitate SH and OH formation. Finally, when 
the availability of SH and O reaches a certain level, the H radical is predominantly 
formed via SH + O —> SO + H.
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In the ignition process, sequence (C) also plays a role in accumulating S2 which 
facilitates the termination of the SH radical. Thus, H2S oxidation often requires 
relatively long residence time for ignition. The contribution of sequence (C) 
diminishes under very lean conditions.
6.3.6 H2 Selectivity
In general, the current model predicts a higher H2 selectivity than that observed 
experimentally. Figure 6.30 shows the sensitivity spectrum with respect to H2 
concentration calculated for 325 ppm H2S oxidation with 600 ppm O2 at 1095 K 
which sees the peak of H2 formation.
Normalized Sensitivity of H2
Figure 6.30 Sensitivity coefficients calculated at the reactor outlet in the oxidation of -325 ppm H2S 
with -600 ppm 0 2 at 1095 K and 1.05 atm. with a total flow rate of 417 seem (#6).
The channels appearing in Fig. 6.30 were found to have larger impact on the overall 
reaction indicated by the consumption of H2S as shown in Fig. 6.5. In this situation, 
the local sensitivity analysis does not reflect the fact that adjusting the kinetic 
parameters of some sensitive channels in Fig. 6.30 simply accelerates or decelerates 
the overall reaction and hence shifts species profiles including H2 to lower or higher 
temperatures rather than reduces the peak height significantly by inhibiting H2 
formation.
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Thus, reaction flux analysis was performed to examine the mechanism of H2 
formation. It reveals that the H radical is largely formed via SH + O —► SO + H and 
SH + S —► S2 + H which compete with SH + SH —► H2S + S and SH + SH + M —► 
HSSH + M in terms of SH consumption. When the presence of 0 2 is low, H radicals 
are rapidly converted to H2 via H2S + H —► SH + H2 and with a lesser extent via SH + 
H —► S + H2. Accordingly, the relative rates of the H formation channels control H2 
selectivity. Under high 0 2 conditions, the channel H + 0 2 +M —► H 0 2 + M becomes 
important, promoting sequences (A) and (B) to compete for H consumption. H2 
selectivity was therefore found to be reduced with the increasing availability of 0 2. 
Overall, since the reactions H2S + H and H2S + OH provide the bulk of H2 and H20  
production respectively, the relative radical levels of H and OH and the relative rates 
of these reactions are responsible for the selectivity towards H2 production.
6.3.7 S2 and S20  Formation
For H2S oxidation under sulfur rich conditions, there is an apparent loss of sulfur 
determined from the elemental mass balance. It can be seen from Fig 6.31 that the 
experimental profiles of sulfur disappearance are in close agreement with predicted 
values. The discrepancy may be due in part to the cumulative errors in the H2S and 
S 0 2 measurements. Indeed, the highest sulfur mass balance deficit was found to be 
~5% under very lean conditions where the formation of other sulfur species is 
negligible. Both experiments and predictions indicate that the loss of sulfur peaks at 
the temperature that sees ~50% conversion of H2S. According to the simulations, it is 
sulfur, mostly in the form of S2 with a lesser quantity of S4 and Ss, that accounts for 
the dominant sulfur-containing side-product not measured experimentally. This agrees 
with the observation of yellow sulfur deposit condensed on the wall of reactor outlet.
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Figure 6.31 Comparison between experimental data (symbols) and modelling predictions (lines) as a 
function of temperature for the percentage of sulfur disappearance calculated as 1 - ([H2S] + [S02]) / 
[H2S]o under experimental conditions #1 (blue), #6 (green) and #9 (red).
In addition, the modelling predictions in Figs. 6.15, 6.20 and 6.26 support the 
observation in the early H2S oxidation studies (Norrish and Zeelenberg (1957), 
Merryman and Levy (1967)) that there is a significant appearance of SO as an 
intermediate species. It was postulated that the existence of SO may lead to the 
formation of S2O via the following sequence (Schenk and Steudel (1965)):
SO + SO + M —» OSSO + M 
OSSO + SO —► S20  + S02
However, the contribution analysis shown in Fig. 6.32 indicates that both channels are 
minor compared to other channels contributing to SO production and consumption. 
S2O , in fact, is found to be largely produced via SO + SH —► S2O + H and SO + HSS 
—► S2O + SH prior to the full consumption of H2S and eventually SO + S4  —► S2O + S3 
and SO + S3 —► S2O + S2 take over as the main producers of S2O. The negligible 
quantity of S2O as a side-product is due to the presence of channel S2O + SO —► S2 +
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SO2 which operates as a S2O sink. While most o f channels mentioned above are 
poorly characterized, their uncertainties have little influence on the H2S oxidation 
kinetics studied in this work.
Distance Above the Mixing Zone (cm)
Figure 6.32 Contribution analysis with respect to SO production and consumption in the oxidation of 
-325 ppm H2S with -600 ppm 0 2 at 1070 K and 1.05 atm. with a total flow rate of 417 seem (#6).
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6.3.8 Validation of H2S Thermolysis and H2 Sulfidation
In Chapter 4, a number of sulfur channels belonging to the H/S subset have been 
updated from earlier work (Sendt et al., 2003). It is therefore worthwhile to re­
examine the modelling predictions for H2S thermolysis and H2 sulfidation 
experiments as summarized in Sendt et al. (2003). Using the updated H/S subset in 
the base model, preliminary results indicate that the model underpredicts the overall 
reaction rates under all conditions. However, the prediction can be improved by 
increasing simultaneously the rates of sensitive channels S2 + H + M —► HSS + M and 
HSSH + H —► H2S + SH by a factor of 2. Figures 6.33 and 6.34 show that the 
measured and predicted profiles are in close agreement. The adjusted model restores 
the good performance achieved in Sendt et al. (2003) with the exception that it 
overpredicts the H2 conversion in sulfidation at 1123 K (Fig. 6.34). In the temperature 
range 1123 -  1223 K, the current model shows lower temperature sensitivity than that 
observed in the experiments (Hawboldt et al. (2000)). This discrepancy remains 
unexplained.
Figure 6.33 Comparison between experimental data (symbols) and modelling predictions (lines) for 
extent of conversion of H2S. Data are from: (•) Darwent and Roberts (1953), (•) Kaloidas and 
Papayannakos (1989), (•) Adesina et al. (1995), (•) Tesner et al. (1990) and (•) Hawboldt et al. 
(2000). Experimental conditions are summarized in Sendt et al. (2003).
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Figure 6.34 Comparison between experimental data (symbols) (Hawboldt et al. (2000)) and modelling 
predictions (lines) for the reaction of 1.14 mol % H2 with 1.80 mol % S2 at atmospheric pressure and 
1123 K (*),1223 K (•),1323 K (*),1423 K (•).
The adjustment of the rates of the above two channels has negligible influence on the 
prediction o f oxidation kinetics discussed in early sections, consistent with the low 
sensitivity towards the rates of these channels in H2S oxidation.
6.4 Conclusions
A detailed kinetic model for gas-phase H2S oxidation was established and validated 
against measurements over a wide range o f fuel-lean conditions. The experimental 
profiles were reasonably predicted within the uncertainties of channels SH + SH —► 
H2S + S and SH + H02 -►  H2S + 02 and SH + SH + M -> HSSH + M. The 
complexity of the H2S oxidation mechanism was found to be strongly affected by the 
reaction stoichiometry. Overall, it is the fate of SH which involves the competition 
between chain branching and chain termination channels that affects the globe model 
predictions. The apparent discrepancy in the prediction of H2 formation and the 
concentration profiles obtained in the H2S oxidation transient measurements and 
reported H2 sulfidation experiments at relatively low temperatures indicates the need 
of further improvement in both the experiments and the sulfur mechanism.
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Chapter 7:
Conclusions and Recommendations for
Future Work
7.1 Introduction
The primary aim of this work is to improve the understanding of sulfur reactions 
under combustion conditions. This is approached through a combination of theoretical 
studies for a range of important channels, experimental measurements of the 
homogeneous gas-phase H2S oxidation and kinetic model validations of a detailed 
sulfur mechanism. This chapter summarises the most important results obtained in 
this thesis and provides recommendations for further studies.
7.2 Theoretical Results
The PES of the H2/S2 system has been characterised at the full valence 
MRCI+Davidson/aug-cc-pV(Q+i/)Z level using geometries optimized at the 
MRCI/aug-cc-pVTZ level. As in the analogous reaction of H2 + S, the presence of an 
intersystem crossing enables the reaction H2S + S —► SH + SH to occur on the singlet 
surface through S insertion, which bypasses the higher triplet barrier (19.1 kJ mol"1 
relative to SH + SH) of the H abstraction route. The H abstraction route, however, is 
expected to be competitive at higher temperatures due to a much higher Arrhenius 
pre-exponential factor (1.4 x 1015 cm3 mol"1 s’1, derived from TST) than that o f the S 
insertion channel (2.2 x 10 cm mol" s' , derived by least-squares fit to the reported 
rate constant measurements in shock tubes).
Subsequent RRKM-based multiple-well calculations have been performed to predict 
the rate constants o f energetically accessible channels in the H2/S2 system which 
involve sulfur species HSSH, H2SS, HSS, H2S, SH, S and S2 . It includes channels 
occurring entirely on the singlet surface (e.g. SH + SH + M —► HSSH + M and HSS + 
H —► SH + SH) and those involving an intersystem crossing (e.g. H2S + S —* products,
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HSS + H —► H2S + S and HSS + H —> S2 + H2). Apart from these, channels that may 
proceed entirely on the triplet surface have been characterized by TST (e.g. HSS + H 
—► H2S + S and HSS + H —* S2 + H2). At 1 bar, of the SH recombined on the singlet 
surface, the stabilization of the rovibrationally excited adduct HSSH is at the low- 
pressure limit, but it has a comparable rate to that forming another major set of 
products H2S + S (via an intersystem crossing) at temperatures below 1000 K. At 
higher temperatures, HSS + H becomes the dominant product channel in the reaction 
SH + SH. For the reaction H2S + S, the presence of an intersystem crossing allows the 
formation of the singlet excited adduct H2SS, most of which rearranges and stabilizes 
as HSSH under atmospheric conditions. At high temperatures, the majority of excited 
HSSH dissociates to SH + SH and HSS + H. Compared to reported shock tube 
measurements of the reaction H2S + S, most of the S atom consumption can be 
described by the triplet abstraction route H2S + S — *  SH + SH, especially at high 
temperatures. The inclusion of the singlet insertion channel allows a better description 
of the experimental data, giving a fitted rate constant for the insertion channel. The 
reaction HSS + H is found to proceed predominantly on the singlet surface without a 
chemical barrier. The formation of the major product SH + SH is very fast at room 
temperature (~4 * lO1^ cm3 mol'1 s"1). While the formation of H2S + S or S2 + H2 via 
an isomerisation or an intersystem crossing respectively are minor product channels, 
their rates are significantly higher than those of direct triplet channels, except at 
elevated temperatures. Finally, due to the relatively shallow nature of its well, the 
stabilization of H2SS is negligible under conditions of interest.
The reaction SH + O2 has been studied using multi-reference methods, with 
geometries and vibrational frequencies determined at the full valence CASSCF/cc- 
pVTZ level and single-point energies calculated at the MRCI+Davidson/aug-cc- 
pV(Q+¿/)Z level. The dominant product channels are found to be SO + OH and HSO 
+ O. While the formation of SO + OH has a barrier of ~81 kJ mol"1, it is energetically 
more favourable than the formation of HSO + O which is barrierless beyond the 
endothermicity of ~89 kJ mol'1 at 0 K. The reaction SH + O2 —*► SO + OH is two 
orders of magnitude faster than the reaction SH + O2 —s► HSO + O at room 
temperature, revealing that the atmospheric oxidation of SH leads directly to the 
formation of SO + OH with the rate coefficient of ~1.0 x 10'2 cm3 mol'1 s '1. At 
temperatures above 1000 K, however, the rates of the two channels become
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comparable. This may be attributed to the entropy contribution leading to a higher 
pre-exponential factor for the channel forming HSO + O (via a loose transition state) 
than that forming SO + OH (which entails a four-centred transition state). While the 
hydrogen abstraction reaction producing S + HO2 is found to proceed on the quartet 
surface, a substantial barrier of ~165 kJ m ol'1 means that it occurs as a minor product 
channel. Finally, the formation of possible products SO2 + H is prohibited due to the 
lack of a transition state for the direct sulfur insertion.
The PES of SH + HO2 has been characterized at the full valence 
MRCI+Davidson/aug-cc-pV(Q+J)Z level using geometries optimized at the 
CASSCF/6-31g(d. p)  level. The formation of H2S + O2 is the most energetically 
favoured channel on the triplet surface while HSO + OH can be formed on the singlet 
surface via the intermediate HSOOH in the absence of a chemical barrier. Both 
exothermic channels compete, yielding a branching ratio of 0.9 for the formation of 
HSO + OH at 300 K, which decreases to 0.3 at 2000 K. A QRRK analysis reveals that 
the collisional stabilization of the insertion product HSOOH is negligible even at very 
high pressures.
For several reactions involving S2 molecule, the PES’s are characterized at the G3 
level using CASSCF geometries for transition states. SH + S —> S2 + H and S2 + O —► 
SO + O are found to be barrierless with rate constants of ~1.0 x 1014 cm3 m ol'1 s '1 and 
~1.0 x 10 cm mol" s' at room temperature respectively. Despite the presence of an 
intermediate on the corresponding PES, a QRRK analysis reveals that both channels 
behave as simple bimolecular reactions with no dependence on pressure under 
conditions of interest. In agreement with experimental observation, the reaction S2 + 
O2 is negligibly slow due to the existence of a high barrier.
Other theoretical studies performed in this work are for channels SH + H2O2 —► 
products, HSO + SH —► H2S + SO, HSO + O2 —► products and SO + SO + M —► 
OSSO +M. The use of reliable rate constants of these channels is found to be 
important to the improvement of the modelling predictions.
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7.3 Experimental Results
The measurements o f the homogeneous gas-phase H2S oxidation are carried out in a 
laminar flow reactor, monitoring the decay of reactant H2S and the growth of major 
products SO2 and H2 as a function of temperature and residence time. The preheated 
and mixed reactant stream passes through the reactor tube, passing through a 10 cm 
isothermal zone followed by an 18 cm quench zone, cooling the gas stream 
approximately linearly to below 480 K.
In an investigation of the possible catalytic effect o f the reactor wall on the thermal 
decomposition and fuel-lean oxidation of H2S, there is clear evidence o f catalytic 
activity at the surface o f silica. The homogenous gas-phase H2S oxidation is found to 
be strongly influenced by surface reactions on the silica wall. The influence of the 
surface catalysis can be reduced dramatically by coating the surface with boric acid, 
which converts to B2O3 under reaction conditions. While the possibility cannot be 
ruled out that B2O3 actually inhibits the reaction, the system is observably more gas­
like in its behaviour in a B203-lined reactor. Thus, B2O3 coating treatment is 
recommended to eliminate the surface reactions and render the reactor wall inert to 
H2S oxidation.
Fuel-lean oxidation of H2S (100 -  520 ppm in 200 -  5000 ppm O2; balance N2) is 
carried out at atmospheric pressure in the temperature range 800 -  1210 K. The 
concentrations of reactants and of products SO2 and H2 are measured; the appearance 
o f S2, which is not measured experimentally, is inferred under some conditions from 
deficits in the sulfur balance. The onset temperature for reaction decreases 
significantly as the O2 excess, fuel-air equivalence ratio increases. At very lean 
conditions, the reaction behaves as first-order with respect to H2S concentration. At 
lower values o f O2 excess, an increase in the initial concentration of H2S inhibits the 
overall reaction. As one of the major non-sulfur products, H2 is formed during the 
oxidation of H2S. H2 production is found to reach the peak value at the conditions 
under which H2S is just consumed. The highest H selectivity o f - 40% towards H2 
suggests a potential route for H2 recovery from H2S.
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A probe sampling system allows measurements as a function of the reactor length, or, 
equivalently the residence time. It reveals that the post-oxidation of H2 is responsible 
for the relatively low H2 selectivity at high temperatures. In addition, H2S combustion 
is found to be a very reactive system such that effective quench of reaction, once 
initiated, is not achieved until the temperature is reduced by a few hundred degrees 
below the nominal reaction temperature.
7.4 Kinetic Modelling Results
A comprehensive sulfur kinetic model has been established and validated against 
measurements o f the gas-phase H2S oxidation over a wide range of fuel-lean 
conditions. Channels that have the greatest impact on the modelling prediction are 
identified. The model performance is found to be very sensitive to reactions SH + SH 
—► H2S + S and SH + HO2 —► H2S + O2 (logarithmic sensitivity coefficients > 1). The 
good agreement between the local and global sensitivity coefficients suggests there is 
little second-order sensitivity in this system. Consequently, perturbing the former 
reaction rate by a factor of 2 may cause the temperature required for 50% H2S 
conversion to vary by 100 K. While this amount o f adjustment is well within the 
uncertainties of the theoretically derived rate constant, it shows significant impact on 
the model performance. Since there is no single set o f parameter adjustments can 
predict all results satisfactorily, the pre-exponential factors of the above two channels 
were perturbed within the theoretical uncertainty (a factor of 3) to gauge the model 
performance in predicting the experimental results. This reveals that H2S decay 
profiles can be well predicted with the separate adjustment of rate constants of both 
channels within their uncertainties.
Despite the success in the prediction of profiles for major sulfur species (H2S and 
SO2), the extent of H2 formation is only qualitatively captured. In general, the model 
overpredicts the H2 formation by 50%. Nevertheless, the model suggests that relative 
radical levels of H and OH control the selectivity towards H2 production in H2S 
oxidation and the availability of O radical is responsible for the observed post­
oxidation of H2 prior to the overall reaction being effectively quenched.
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According to the proposed reaction mechanism, the reaction H2S + O2 —► SH + HO2 
is the initial chain branching step. Under very lean conditions, H2S oxidation follows 
a simple mechanistic sequence as H2S —► SH —► S —► SO —► SO2. The complexity of 
H2S oxidation increases with increasing [H2S]/[02] ratio. S2 species (including S2, 
HSS and HSSH) play a significant role in H2S oxidation even under fuel-lean 
conditions. The predicted amount of S2 formation as the secondary product is in close 
agreement with suflur mass deficit observed in experiments. Among the major sulfur 
radicals, the chemistry of SH involving the competition between chain branching and 
chain termination channels is found to be particularly important to the description of 
the global kinetics o f H2S oxidation.
7.5 Recommendations for Future Work
Despite the improvement in the understanding o f sulfur chemistry in H2S oxidation 
provided by this work, there remains future work to be done. The apparent 
discrepancy in the prediction of H2 formation and the concentration profiles obtained 
in the transient measurements at relatively low temperatures indicates the need for 
further improvement in both the experiments and the sulfur mechanism. This includes 
the use o f probe sampling to measure the concentration profiles within the isothermal 
zone of the flow reactor, avoiding the temperature uncertainty in the quench zone. In 
addition, as the model predicts a significant amount of SO appearance in H2S 
oxidation, the measurement of SO profile, perhaps by spectroscopic means, would be 
valuable for further model validations. Given the current model performance is 
strongly affected by the reaction H2S + S, further rate constant measurements over a 
wide range of temperatures, preferably with product detection, would reduce the 
uncertainties in estimates for the rate and product distribution of this reaction. Finally, 
the validation of the proposed sulfur mechanism is restricted to the fuel-lean 
conditions in this thesis. The kinetic study of fuel-rich H2S oxidation would likely 
contribute to revealing a more complete description of sulfur combustion chemistry. 
Indeed, the chemistry of sulfur rich species, such as HSSH, HSS, S2 and S2O, may 
become so important that their kinetic behaviour would need to be characterized at 
high levels of theory.
218
References
Adesina, A. A., Meeyoo, V. and Foulds, G. (1995) International Journal o f 
Hydrogen Energy, 20, 777-783.
Agrawalla, B. S. and Setser, D. W. (1987) Journal o f Chemical Physics, 86, 5421 - 
5432.
Alzueta, M. U., Bilbao, R. and Glarborg, P. (2001) Combustion and Flame, 127, 
2234-2251.
Andersson, K., Malmqvist, P. A. & Roos, B. O. (1992) Journal o f Chemical 
Physics, 96, 1218-1226.
Andersson, K., Malmqvist, P. A., Roos, B. O., Sadlej, A. J. & Wolinski, K. (1990) 
Journal o f Chemical Physics, 94, 5483-5488.
A n n en b erg  M ed ia , (http://www.leamer.org/interactives/periodic/images/ch_2_p_orbital.jpg)
Astholz, D. C., Glanzer, K. and Troe, J. (1979) Journal o f Chemical Physics, 70, 
2409-2413.
Atkinson, R., Baulch, D. L., Cox, R. A., Crowley, J. N., Hampson, J. R. F., Kerr, J. 
A., Rossi, M. J. and Troe, J. (2001) IUPAC Subcommittee for Gas Kinetic 
Data Evaluation.
Atkinson, R., Baulch, D. L., Cox, R. A., Crowley, J. N., Hampson, R. F., Hynes,
R. G., Jenkin, M. E., Rossi, M. J. and Troe, J. (2004) Atmospheric 
Chemistry and Physics, 4, 1461-1738.
Atkinson, R., Baulch, D. L., Cox, R. A., Hampson, R. F., Kerr, J. A. and Troe, J. 
(1992) Journal o f Physical and Chemical Reference Data, 21, 1125-1568.
Ballester, M. Y. and Varandas, A. J. C. (2005) Physical Chemistry Chemical 
Physics, 7, 2305-2317.
Ballester, M. Y. and Varandas, A. J. C. (2008) International Journal o f Chemical 
Kinetics, 40, 533-540.
Ballester, M. Y., Guerrero, Y. O. and Garrido, J. D. (2008) International Journal 
o f Quantum Chemistry, 108, 1705-1713.
Balucani, N., Stranges, D., Casavecchia, P. and Volpi, G. G. (2004) Journal o f 
Chemical Physics, 120, 9571-9582.
Bandermann, F. and Harder, K. B. (1982) International Journal o f Hydrogen 
Energy, 7, 471-475.
Barker, J. R. (2001) International Journal o f Chemical Kinetics, 33, 232-245.
Baulch, D. L., Cobos, C. J., Cox, R. A., Esser, C., Frank, P., Just, T., Kerr, J. A., 
Pilling, M. J., Troe, J., Walker, R. W. and Wamatz, J. (1992) Journal o f 
Physical and Chemical Reference Data, 21, 411-734.
Behrend, J., Mittler, P., Winnewisser, G. and Yamada, K. M. T. (1991) Journal o f 
Molecular Spectroscopy, 150, 99-119.
Benassi, R. and Taddei, F. (2000) Journal o f Computational Chemistry, 21, 1405-
219
Benson, S. W. (1978) Chemical Reviews, 78, 23-35.
Binkley, J. S. and Pople, J. A. (1975) International Journal o f Quantum 
Chemistry, 9, 229-236.
Binoist, M , Labegorre, B., Monnet, F., Clark, P. D., Dowling, N. I., Huang, M., 
Archambault, D., Plasari, E. and Marquaire, P. M. (2003) Industrial and 
Engineering Chemistry Research, 42, 3943-3951.
Black, G. (1984) Journal o f Chemical Physics, 80, 1103-1107.
Blitz, M. A., Hughes, K. J. and Pilling, M. J. (2003) Journal o f Physical 
Chemistry A, 107, 1971-1978.
Blitz, M. A., Hughes, K. J., Pilling, M. J. and Robertson, S. H. (2006) Journal o f 
Physical Chemistry A, 110, 2996-3009.
Blitz, M. A., Mckee, K. W. and Pilling, M. J. (2000) Proceedings o f the 
Combustion Institute, 28, 2491-2497.
Bom, M. and Oppenheimer, R. (1927) Annalen Der Physik, 84, 0457-0484.
Bowman, C. T. and Dodge, L. G. (1976) Proceedings o f the Combustion 
Institute, 16, 971-982.
Boys, S. F. and Bemardi, F. (1970) Molecular Physics, 19, 553-566.
Bradley, J. N. and Dobson, D. C. (1967a) Journal o f Chemical Physics, 46, 2865- 
2871.
Bradley, J. N. and Dobson, D. C. (1967b) Journal o f Chemical Physics, 46, 2872- 
2875.
Bulatov, V. P., Kozliner, M. Z. and Sarkisov, O. M. (1984) Khimicheskaya Fizika,
3, 1300-1305.
Bulatov, V. P., Kozliner, M. Z. and Sarkisov, O. M. (1985) Khimicheskaya Fizika,
4, 1353-1357.
Burcat, A., Thermodynamic Data available at
http://garfield.chem.elte.hu/Burcat/burcat.html
Castleman, A. W. and Tang, I. N. (1977) Journal o f Photochemistry, 6, 349-354.
Cerru, F. G., Kronenburg, A. and Lindstedt, R. P. (2005) Proceedings o f the 
Combustion Institute, 30, 1227-1235.
Cerru, F. G., Kronenburg, A. and Lindstedt, R. P. (2006) Combustion and Flame, 
146, 437-455.
Chase, M. W. (1998) Journal o f Physical Chemistry Reference Data Monograph 
No. 9, 4th ed.
Chernysheva, A. V., Basevich, V. Y., Vedeneev, V. I. and Arutyunov, V. S.
(1990) Bulletin o f the Academy o f Sciences o f the Ussr Division o f 
Chemical Science, 39, 1775-1784.
Chin, M., Rood, R. B., Lin, S. J., Muller, J. F. and Thompson, A. M. (2000) 
Journal o f Geophysical Research-Atmospheres, 105, 24671-24687.
Clark, P. D., Dowling, N. I. and Huang, M. (2004) Catalysis Communications, 5,
1418.
220
743-747.
Clyne, M. A. A. and Whitefield, P. D. (1979) Journal o f the Chemical Society- 
Faraday Transactions II, 75, 1327-1340.
Craven, W. and Murrell, J. N. (1987) Journal o f the Chemical Society-Far aday 
Transactions II, 83, 1733-1741.
Cullis, C. F. and Mulcahy, M. F. R. (1972) Combustion and Flame, 18, 225-292.
Curtiss, L. A., Raghavachari, K., Redfem, P. C., Rassolov, V. and Pople, J. A. 
(1998) Journal o f Chemical Physics, 109, 7764-7776.
Dagaut, P., Lecomte, F., Mieritz, J. and Glarborg, P. (2003) International Journal 
o f Chemical Kinetics, 35, 564-575.
Dalton. DALTON, a molecular electronic structure program, Release 2.0 (2005) 
see http ://www. kj emi. uio. no/software/dalton/dalton. html.
Darwent, B. D. and Roberts, R. (1953) Proceedings o f the Royal Society o f  
London Series A-Mathematical and Physical Sciences, 216, 344-361.
Davidson, F. E., Clemo, A. R., Duncan, G. L., Browett, R. J., Hobson, J. H. and 
Grice, R. (1982) Molecular Physics, 46, 33-40.
De Petris, G., Rosi, M. and Troiani, A. (2007) Journal o f Physical Chemistry A, 
111,6526-6533.
Dean, A. M. (1985) Journal o f Physical Chemistry, 89, 4600-4608.
Decker, B. K., Adams, N. G., Babcock, L. M., Crawford, T. D. and Schaefer, H.
F. (2000) Journal o f Physical Chemistry A, 104, 4636-4647.
Denis, P. A. (2005) Chemical Physics Letters, 402, 289-293.
Ditchfie.R, Hehre, W. J. and Pople, J. A. (1971) Journal o f  Chemical Physics, 54, 
724-728.
Dowling, N. I. and Clark, P. D. (1999) Industrial and Engineering Chemistry 
Research, 38, 1369-1375.
Dowling, N. I., Hyne, J. B. and Brown, D. M. (1990) Industrial and Engineering 
Chemistry Research, 29, 2327-2332.
D'souza, A. S. and Pantano, C. G. (1999) Journal o f the American Ceramic 
Society, 82, 1289-1293.
D'souza, A. S. and Pantano, C. G. (2002) Journal o f the American Ceramic 
Society, 85, 1499-1504.
Dunning, T. H. (1989) Journal o f Chemical Physics, 90, 1007-1023.
Dunning, T. H., Peterson, K. A. and Wilson, A. K. (2001) Journal o f Chemical 
Physics, 114, 9244-9253.
Durie, R. A., Smith, M. Y. and Johnson, G. M. (1971) Combustion and Flame, 17, 
197-203.
Egerton, A. and Warren, D. R. (1951) Proceedings o f the Royal Society o f London 
Series A-Mathematical and Physical Sciences, 204, 465-476.
Ellingson, B. A. and Truhlar, D. G. (2007) Journal o f the American Chemical 
Society, 129, 12765-12771.
221
Ellingson, B. A., Lynch, V. A., Mielke, S. L. and Truhlar, D. G. (2006) Journal of 
Chemical Physics, 125, 17.
Esseffar, M., Mo, O. and Yanez, M. (1994) Journal o f Chemical Physics, 101, 
2175-2179.
Evans, M. G. and Polanyi, M. (1935) Transactions o f the Faraday Society, 31, 
0875-0893.
Eyring, H. (1935) Journal o f Chemical Physics, 3, 107-115.
Fair, R. W. and Thrush, B. A. (1969) Transactions o f the Faraday Society, 65, 
1557-1570.
Faraji, F., Safarik, I., Strausz, O. P., Yildirim, E. and Torres, M. E. (1998) 
International Journal o f Hydrogen Energy, 23, 451-456.
Feher, F. and Winkhaus, G. (1957) Zeitschrift für Anorganische Und Allgemeine 
Chemie, 292, 210-223.
Fenimore, C. P. and Jones, G. W. (1965) Journal o f Physical Chemistry, 69, 3593- 
3597.
Fock, V. (1930) Zeitschrift fuer Physik, 61, 126.
Frank, A. J., Sadilek, M., Ferner, J. G. and Turecek, F. (1997) Journal o f the 
American Chemical Society, 119, 12343-12353.
Frenklach, M., Lee, J. H., White, J. N. and Gardiner, W. C. (1981) Combustion 
and Flame, 41, 1-16.
Friedl, R. R., Brune, W. H. and Anderson, J. G. (1985) Journal o f Physical 
Chemistry, 89, 5505-5510.
Frisch, M. J., Pople, J. A. and Binkley, J. S. (1984) Journal o f Chemical Physics, 
80, 3265-3269.
Frisch, M. J., Trucks, G. W., Schlegel, H. B., Scuseria, G. E., Robb, M. A.,
Cheeseman, J. R., Zakrzewski, V. G., Montgomery, J. A., Jr., Stratmann,
R. E., Burant, J. C., Dapprich, S., Millam, J. M., Daniels, A. D., Kudin, K. 
N., Strain, M. C., Farkas, O., Tomasi, J., Barone, V., Cossi, M., Cammi,
R., Mennucci, B., Pomelli, C., Adamo, C., Clifford, S., Ochterski, J., 
Petersson, G. A., Ayala, P. Y., Cui, Q., Morokuma, K., Malick, D. K., 
Rabuck, A. D., Raghavachari, K., Foresman, J. B., Cioslowski, J., Ortiz, J. 
V., Stefanov, B. B., Liu, G., Liashenko, A., Piskorz, P., Komaromi, I., 
Gomperts, R., Martin, R. L., Fox, D. J., Keith, T., Al-Laham, M. A., Peng, 
C. Y., Nanayakkara, A., Gonzalez, C., Challacombe, M., Gill, P. M. W., 
Johnson, B. G., Chen, W., Wong, M. W., Andres, J. L., Head-Gordon, M., 
Replogle, E. S. and Pople, J. A. (1998) Gaussian 98, Revision A.9 ed., 
Gaussian, Inc., Pittsburgh PA.
Fülle, D., Hamann, H. F. and Hippier, H. (1999) Physical Chemistry Chemical 
Physics, 1, 2695-2702.
Garland, N. L. (1998) Chemical Physics Letters, 290, 385-390.
Geankoplis, C. J. (1983). Transport Processes and Unit Operations, 2nd ed. Boston
Gilbert, R. G. and Smith, S. C. (1990) Theory o f Unimolecular and 
Recombination Reactions, Blackwell Scientific Publications.
222
Gilbert, R. G., Luther, K. and Troe, J. (1983) Berichte der Bunsen-Gesellschaft für
Physikalische Chemie, 87, 169-177.
Gilbert, R. G., Smith, S. C. and Jordan, M. J. T. (1990) UNIMOL program suite 
(calculation of fall-off curves for unimolecular and recombination 
reactions).
Glarborg, P., Kübel, D., Damjohansen, K., Chiang, H. M. and Bozzelli, J. W. 
(1996) International Journal o f Chemical Kinetics, 28, 773-790.
Glarborg, P., Kübel, D., Kristensen, P. G., Hansen, J. and Damjohansen, K. (1995) 
Combustion Science and Technology, 111, 461-485.
Gorin, E. (1938)  Acta Physiochim URSS, 9, 691.
Goumri, A., Laakso, D., Rocha, J. D. R., Smith, C. E. and Marshall, P. (1995) 
Journal o f Chemical Physics, 102, 161-169.
Goumri, A., Rocha, J. D. R. and Marshall, P. (1995) Journal o f Physical 
Chemistry, 99, 10834-10836.
Goumri, A., Rocha, J. D. R., Laakso, D., Smith, C. E. and Marshall, P. (1999) 
Journal o f Physical Chemistry A, 103, 11328-11335.
Grant, D. J., Dixon, D. A. and Francisco, J. S. (2007) Journal o f Chemical 
Physics, 126, 144308
Gurvich, L. V., Veyts, I. V. and Alcock, C. B. (1989) Thermodynamic Properties 
o f Individual Substances, Hemisphere, New York.
Harris, G. W. and Wayne, R. P. (1975) Journal o f the Chemical Society Faraday 
Transactions 1, 11, 610-617.
Harteck, P. and Kopsch, U. (1930) Zeitschrift für Elektrochemie Und 
Angewandte Physikalische Chemie, 36, 714-716.
Hartree, D. R. (1928) Proceedings o f the Cambridge Philosophical Society, 24, 
89-110.
Harvey, W. S., Davidson, J. H. and Fletcher, E. A. (1998) Industrial and 
Engineering Chemistry Research, 37, 2323-2332.
Hawboldt, K. A., Monnery, W. D. and Svrcek, W. Y. (2000) Chemical 
Engineering Science, 55, 957-966.
Helgaker, T., Jensen, H. J. A., Joergensen, P., J. Olsen, K. R., H. Aagren,, K.L. 
Bak, V. B., O. Christiansen,P. Dahle, E.K. Dalskov, T. Enevoldsen,, B. 
Fernandez, H. H., H. Hettema, D. Jonsson, S. Kirpekar, R. Kobayashi,, H. 
Koch, K. V. M., P. Norman, M.J. Packer, T.A. Rüden, T. Saue, and S.P.A. 
Sauer, K. O. S.-H., P.R. Taylor, and O. Vahtras (2000) An electronic 
structure program. Dalton release 1.1 ed.
Herron, J. T. and Huie, R. E. (1980) Chemical Physics Letters, 76, 322-324.
Herzberg, G. (1966) Electronic spectra and electronic structure of polyatomic 
molecules, Van Nostrand, New York.
Higashihara, T., Saito, K. and Yamamura, H. (1976) Bulletin o f the Chemical 
Society o f Japan, 49, 965-968.
Hills, A. J., Cicerone, R. J., Calvert, J. G. and Birks, J. W. (1987) Journal o f
223
Physical Chemistry, 91, 1199-1204.
Hindiyarti, L., Glarborg, P. and Marshall, P. (2007) Journal o f Physical Chemistry 
A, 111,3984-3991.
Hippier, H., Troe, J. and Wendelken, H. J. (1983) Journal o f Chemical Physics,
78, 6709-6717.
Homann, K. H., Krome, G. and Wagner, H. G. (1968) Berichte der Bunsen- 
Gesellschaft für Physikalische Chemie, 72, 998.
Horie, O., Taege, R., Reimann, B., Arthur, N. L. and Potzinger, P. (1991) Journal 
o f Physical Chemistry, 95, 4393-4400.
Huber, K. P. and Herzberg, G. (1979) Molecular Spectra and Molecular Structure. 
IV. Constants of Diatomic Molecules Van Nostrand, Reinhold Co.
Hughes, K. J., Blitz, M. A., Pilling, M. J. and Robertson, S. H. (2003)
Proceedings o f the Combustion Institute, 29, 2431-2437.
Hughes, K. J., Tomlin, A. S., Dupont, V. A. and Pourkashanian, M. (2001) 
Faraday Discussions, 119, 337-352.
Hynes, A. J. and Wine, P. H. (2000) In "Gas-Phase Combustion Chemistry" (Ed, 
Garduner, W.C.J.), New York, Springer-Verlag. 343-388.
Incropera, F. P., Dewitt, D. P., Bergman, T. L. and Lavine, A. S. (2007)
Introduction to Heat Transfer, 5th Edition, John Wiley and Sons, Inc.
Jorgensen, T. L., Livbjerg, H. and Glarborg, P. (2007) Chemical Engineering 
Science, 62, 4496-4499.
Jourdain, J. L., Lebras, G. and Combourieu, J. (1979) International Journal o f 
Chemical Kinetics, 11, 569-577.
Kallend, A. S. (1972) Combustion and Flame, 19, 227-236.
Kaloidas, V. and Papayannakos, N. (1989) Chemical Engineering Science, 44, 
2493-2500.
Kappauf, T. and Fletcher, E. A. (1989) Energy, 14, 443-449.
Karan, K., Mehrotra, A. K. and Behie, L. A. (1999) AICHE Journal, 45, 383-389.
Kassel, L. S. (1928) Journal o f Physical Chemistry, 32, 225-242.
Kays, W. M. and Crawford, M. E. (1993) Convective Heat and Mass Transfer,
3rd ed. McGraw-Hill, New York.
Kee, R. J., F. M. Rupley, J. A. Miller, M. E. Coltrin, J. F. Grcar, E. Meeks, H. K. 
Moffat, A., E. Lutz, G. D. L., M. D. Smooke, J. Wamatz, G. H. Evans, R.
S. Larson, R. E., Mitchel, L. R. P., W. C. Reynolds, M. Caracotsios, W. E. 
Stewart, P. Glarborg, C. and Wang, O. A., W. G. Houf, C. P. Chou, S. F. 
Miller, P. Ho, and D. J. Young, CHEMKIN Release 4.1.1, San Diego, 
California, Reaction Design Inc.
Konecny, R. (2001) Journal o f Physical Chemistry B, 105, 6221-6226.
Kurosaki, Y. and Takayanagi, T. (1999) Journal o f Chemical Physics, 111, 10529- 
10536.
Laakso, D., Smith, C. E., Goumri, A., Rocha, J. D. R. and Marshall, P. (1994)
224
Chemical Physics Letters, 227, 377-383.
Langhaar, H. L. (1942) Journal o f Applied Mechanics, 64, A55-A58.
Langhoff, S. R. and Davidson, E. R. (1974) International Journal o f Quantum 
Chemistry, 8, 61-72.
Lee, Y. Y., Lee, Y. P. and Wang, N. S. (1994) Journal o f Chemical Physics, 100, 
387-392.
Leeds University, Updated Sulphur mechanism (v5.2), available at 
http://garfield.chem.elte.hu/Combustion/sox.htm
Levy, A. and Merryman, E. L. (1965) Combustion and Flame, 9, 229-240.
Li, J., Zhao, Z. W., Kazakov, A. and Dryer, F. L. (2004) International Journal o f  
Chemical Kinetics, 36, 566-575.
Lide, D. R., Baysinger, G., Kehiaian, H. V., Berger, L. L, Kuchitsu, K., N., G. R., 
Roth, D. L., Haynes, W. M. and Zwillinger, D. (2008) CRC Handbook of  
Chemistry and Physics.
Lim, K. F. and Gilbert, R. G. (1990a) Journal o f  Physical Chemistry, 94, 72-77.
Lim, K. F. and Gilbert, R. G. (1990b) Journal o f  Physical Chemistry, 94, 77-84.
Lodders, K. (2004) Journal o f Physical and Chemical Reference Data, 33, 357- 
367.
Lovejoy, E. R., Wang, N. S. and Howard, C. J. (1987) Journal o f Physical 
Chemistry, 91, 5749-5755.
Lu, C. W., Wu, Y. J., Lee, Y. P., Zhu, R. S. and Lin, M. C. (2004) Journal o f  
Chemical Physics, 121, 8271-8278.
Maiti, B., Schatz, G. C. and Lendvay, G. (2004) Journal o f Physical Chemistry A, 
108, 8772-8781.
Marcus, R. A. (1952) Journal o f Chemical Physics, 20, 359-364.
Martin, E. V. (1932) Physical Review, 41, 167-193.
Martinez-Nünez, E. and Varandas, A. J. C. (2001) Journal o f Physical Chemistry 
A, 105,5923-5932.
Martinez-Nünez, E., Vazquez, S. A. and Varandas, A. J. C. (2002) Physical 
Chemistry Chemical Physics, 4, 279-287.
Mcgarvey, J. J. and Mcgrath, W. D. (1964) Proceedings o f the Royal Society o f  
London Series a-Mathematical and Physical Sciences, 278, 490-504.
Merryman, E. L. and Levy, A. (1967) Journal o f  the Air Pollution Control 
Association, 17, 800-806.
Merryman, E. L. and Levy, A. (1972) Journal o f  Physical Chemistry, 76, 1925- 
1931.
Michael, J. V. (1992) Progress in Energy and Combustion Science, 18, 327-347.
Mihelcic, D. and Schindle, R. N. (1970) Berichte der Bunsen-Gesellschaft für
Physikalische Chemie, 74, 1280
Miller, J. A. and Bowman, C. T. (1989) Progress in Energy and Combustion
225
Science, 15, 287-338.
Moller, C. and Plesset, M. S. (1934) Physical Review, 46, 0618-0622.
Montoya, A., Sendt, K. and Haynes, B. S. (2005) Journal o f Physical Chemistry 
A, 109, 1057-1062.
Mueller, M. A., Kim, T. J., Yetter, R. A. and Dryer, F. L. (1999) International 
Journal o f Chemical Kinetics, 31, 113- 125.
Mueller, M. A., Yetter, R. A. and Dryer, F. L. (1998) Symposium (International) 
on Combustion, 27, 177-184.
Mueller, M. A., Yetter, R. A. and Dryer, F. L. (1999) International Journal of 
Chemical Kinetics, 31, 705-724.
Mueller, M. A., Yetter, R. A. and Dryer, F. L. (2000) International Journal o f 
Chemical Kinetics, 32, 317-339.
Muller, C. H., Schofield, K., Steinberg, M. and Broida, H. P. (1979) Seventeenth 
Symposium (International) on Combustion, 867-879.
Murakami, Y., Onishi, S. and Fujii, N. (2004) Journal o f Physical Chemistry A, 
108,8141-8144.
Murakami, Y., Onishi, S., Kobayashi, T., Fujii, N., Isshiki, N., Tsuchiya, K.,
Tezaki, A. and Matsui, H. (2003,) Journal o f Physical Chemistry A, 107, 
10996-11000.
Naidoo, J., Goumri, A. and Marshall, P. (2005) Proceedings o f the Combustion 
Institute, 30, 1219-1225.
Narayanasamy, J. and Kubicki, J. D. (2005) Journal o f Physical Chemistry B, 109, 
21796-21807.
Norrish, R. G. W. and Oldershaw, G. A. (1959) Proceedings o f the Royal Society 
o f London Series A-Mathematical and Physical Sciences, 249, 498-512.
Okabe, H. (1972) Journal o f Chemical Physics, 56, 3378-3381.
Olschewski, H. A., Troe, J. and Wagner, H. G. (1994) Journal o f Physical 
Chemistry, 98, 12964-12967.
Paraskevopoulos, G., Singleton, D. L. and Irwin, R. S. (1983) Chemical Physics 
Letters, 100, 83-87.
Pauwels, J. F., Carlier, M., Devolder, P. and Sochet, L. R. (1990) Combustion and 
Flame, 82, 163-175.
Peng, J. P., Hu, X. H. and Marshall, P. (1999) Journal o f Physical Chemistry A, 
103, 5307-5311.
Penner, A. P. and Forst, W. (1977) Journal o f Chemical Physics, 67, 5296-5307.
Peterson, K. A., Lyons, J. R. and Francisco, J. S. (2006) Journal o f Chemical 
Physics, 125, 084314
Pitzer, K. S. and Gwinn, W. D. (1942) Journal o f Chemical Physics, 10, 428-440.
Pople, J. A., Binkley, J. S. and Seeger, R. (1978) International Journal o f 
Quantum Chemistry Symposium, 10, 1.
Pople, J. A., Headgordon, M. and Raghavachari, K. (1987) Journal o f Chemical
226
Physics, 87, 5968-5975.
Porter, G. (1950) Discussions o f the Faraday Society, 9, 60-82.
Quandt, R. W., Wang, X. B., Tsukiyama, K. and Bersohn, R. (1997) Chemical 
Physics Letters, 276, 122-126.
Rasmussen, C. L., Glarborg, P. and Marshall, P. (2007) Proceedings o f the 
Combustion Institute, 31, 339-347.
Reddy, R. R., Ahammed, Y. N., Gopal, K. R., Azeem, P. A. and Rao, T. V. R.
(2000) Journal o f Quantitative Spectroscopy and Radiative Transfer, 66, 
501-508.
Resende, S. M. and Omellas, F. R. (2003) Physical Chemistry Chemical Physics,
5, 4617-4621.
Rice, O. K. and Ramsperger, H. C. (1927) Journal o f the American Chemical 
Society, 49, 1617-1629.
Ricks, J. M. and Barrow, R. F. (1969) Canadian Journal o f Physics, 47, 2423
Roos, B. O. and Taylor, P. R. (1980) Chemical Physics, 48, 157-173.
Roth, P., Lohr, R. and Bamer, U. (1982) Combustion and Flame, 45, 273-285.
Ruscic, B., Pinzon, R. E., Morton, M. L., Srinivasan, N. K., Su, M. C., Sutherland, 
J. W. and Michael, J. V. (2006) Journal o f Physical Chemistry A, 110, 
6592-6601.
Schenk, P. W. and Steudel, R. (1965) Angewandte Chemie, International Edition, 
4, 402-409.
Schofield, K. (2001) Combustion and Flame, 124, 137-155.
Schonle, G., Rahman, M. M. and Schindler, R. N. (1987) Berichte der Bunsen-
Gesellschaft für Physikalische Chemie, 91, 66-75.
Schrödinger, E. (1926) Annalen Der Physik, 79, 734-756.
Schurath, U., Weber, M. and Becker, K. H. (1977) Journal o f Chemical Physics, 
67, 110-119.
Sendt, K. and Haynes, B. S. (2005) Journal o f Physical Chemistry A, 109, 8 ISO- 
8186.
Sendt, K. and Haynes, B. S. (2007) Proceedings o f the Combustion Institute, 31, 
257-265.
Sendt, K., Jazbec, M. and Haynes, B. S. (2003) Proceedings o f the Combustion 
Institute, 29, 2439-2446.
Shah, R. K. and London, A. L. (1978) Laminar Flow Forced Convection in Ducts : 
a source book for compact heat exchanger analytical data, Advances in 
Heat transfer. Supplement; 1, New York
Shiell, R. C., Hu, X. K., Hu, Q. J. and Hepburn, J. W. (2000) Journal o f Physical 
Chemistry A, 104, 4339-4342.
Shiina, H., Miyoshi, A. and Matsui, H. (1998) Journal o f Physical Chemistry A, 
102, 3556-3559.
Shiina, H., Oya, M., Yamashita, K., Miyoshi, A. and Matsui, H. (1996) Journal o f
227
Physical Chemistry, 100, 2136-2140.
Siegbahn, P. E. M. (1992) Lecture Notes in Quantum Chemistry-European 
Summer School in Quantum Chemistry, Springer-Verlag. 255.
Sindorf, D. W. and Maciel, G. E. (1983) Journal o f the American Chemical 
Society, 105, 3767-3776.
Singleton, D. L. and Cvetanovic, R. J. (1988) Journal o f Physical and Chemical 
Reference Data, 17, 1377-1437.
Singleton, D. L., Irwin, R. S., Nip, W. S. and Cvetanovic, R. J. (1979) Journal o f 
Physical Chemistry, 83, 2195-2200.
Singleton, D. L., Paraskevopoulos, G. and Irwin, R. S. (1982) Journal o f Physical 
Chemistry, 86, 2605-2609.
Slagle, I. R., Baiocchi, F. and Gutman, D. (1978) Journal o f Physical Chemistry, 
82, 1333-1336.
Slater, J. C. (1930) Physical Review, 35, 0210-0211.
Smith, O. I., Tseregounis, S. and Wang, S. N. (1982) International Journal o f 
Chemical Kinetics, 14, 679-697.
Smith, O. I., Wang, S. N., Tseregounis, S. and Westbrook, C. K. (1983) 
Combustion Science and Technology, 30, 241-271.
Sneh, O. and George, S. M. (1995) Journal o f Physical Chemistry, 99, 4639-4647.
Somnitz, H. (2004) Physical Chemistry Chemical Physics, 6, 3844-3851.
Stachnik, R. A. and Molina, M. J. (1987) Journal o f Physical Chemistry, 91, 
4603-4606.
Steudel, R. and Steudel, Y. (2004) European Journal o f Inorganic Chemistry, 17, 
3513-3521.
Steudel, R. (2003) Inorganic polysulfanes FLSn with n > 1. Elemental Sulfur and 
Sulfur-Rich Compounds II. Berlin, Springer-Verlag Berlin.
Steudel, R., Drozdova, Y., Miaskiewicz, K., Hertwig, R. H. and Koch, W. (1997) 
Journal o f the American Chemical Society, 119, 1990-1996.
Steudel, R., Steudel, Y. and Miaskiewicz, K. (2001) Chemistry-A European 
Journal, 1, 3281-3290.
Stockwell, W. R. and Calvert, J. G. (1983)  Atmospheric Environment, 17, 2231 - 
2235.
Tanimoto, M., Klaus, T., Muller, H. S. P. and Winnewisser, G. (2000) Journal o f 
Molecular Spectroscopy, 199, 73-80.
Tesner, P. A., Nemirovskii, M. S. and Motyl, D. N. (1990) Kinetics and Catalysis, 
31, 1081-1083.
Troe, J. (1977) Journal o f Chemical Physics, 66, 4745-4757.
Tseregounis, S. I. and Smith, O. I. (1983) Combustion Science and Technology, 
30, 231-239.
Tseregounis, S. I. and Smith, O. I. (1984) Twentieth Symposium (International) on 
Combustion, 761-768.
228
Tsuchiya, K., Kamiya, K. and Matsui, H. (1997) International Journal o f 
Chemical Kinetics, 29, 57-66.
Tsuchiya, K., Yamashita, K., Miyoshi, A. and Matsui, H. (1996) Journal o f 
Physical Chemistry, 100, 17202-17206.
Tsuchiya, K., Yokoyama, K., Matsui, H., Oya, M. and Dupre, G. (1994) Journal 
o f Physical Chemistry, 98, 8419-8423.
Tyndall, G. S. and Ravishankara, A. R. (1991) International Journal o f Chemical 
Kinetics, 23, 483-527.
Wallington, T. J., Dagaut, P. and Kurylo, M. J. (1992) Chemical Reviews, 92, 667- 
710.
Wang, C. Y., Zhang, G. H., Wang, Z. H., Li, Q. S. and Zhang, Y. (2005) Journal 
o f Molecular Structure-Theochem, 731, 187-192.
Wang, N. S. and Howard, C. J. (1990) Journal o f Physical Chemistry, 94, 8787- 
8794.
Wang, N. S., Lovejoy, E. R. and Howard, C. J. (1987) Journal o f Physical 
Chemistry, 91, 5743-5749.
Wendt, J. O. L. and Ekmann, J. M. (1975) Combustion and Flame, 25, 355-360.
Wendt, J. O. L., Morcomb, J. T. and Corley, T. L. (1979) Seventeenth Symposium 
(International) on Combustion, 671-678.
Wendt, J. O. L., Wootan, E. C. and Corley, T. L. (1983) Combustion and Flame, 
49, 261-274.
Werner, H. J., Knowles, P. J., Lindh, R., Manby, F. R., Schütz, M., Celani, P., 
Korona, T., Rauhut, G., Amos, R. D., Bemhardsson, A., Beming, A., 
Cooper, D. L., Deegan, M. J. O., Dobbyn, A. J., Eckert, F., Hampel, C., 
Hetzer, G., Lloyd, A. W., Mcnicholas, S. J., Meyer, W., Mura, M. E., 
Nicklass, A., Palmieri, P., Pitzer, R., Schumann, U., Stoll, H., Stone, A. J., 
Tarroni, R. and Thorsteinsson, T. (2006) MOLPRO, version 2006.1, a 
package of ab initio programs,. MOLPRO, version 2006.1, a package of ab 
initio programs, see http://www.molpro.net.
Westenberg, A. A. and Dehaas, N. (1973) Journal o f Chemical Physics, 59, 6685- 
6686.
Wheeler, R. (1968) Journal o f Physical Chemistry, 72, 3359-3360.
White, F. M. (1991) Viscous Fluid Flow, McGraw-Hill Series in Mechanical 
Engineering, 2nd ed.
Whytock, D. A., Timmons, R. B., Lee, J. H., Michael, J. V., Payne, W. A. and 
Stief, L. J. (1976) Journal o f Chemical Physics, 65, 2052-2055.
Wigner, E. (1932) Zeitschrift für Physikalische Chemie-Abteilung B-Chemie Der 
Elementarprozesse Aufbau Der Materie, 19, 203-216.
Wilson, C. and Hirst, D. M. (1994) Journal o f the Chemical Society-Far aday 
Transactions, 90, 3051-3059.
Wilson, S. H. S., Howe, J. D. and Ashfold, M. N. R. (1996) Molecular Physics,
88, 841-858.
229
Wine, P. H., Thompson, R. J., Ravishankara, A. R., Semmes, D. H., Gump, C. A., 
Torabi, A. and Nicovich, J. M. (1984) Journal o f Physical Chemistry, 88, 
2095-2104.
Woiki, D. and Roth, P. (1994) Journal o f Physical Chemistry, 98, 12958-12963.
Woiki, D. and Roth, P. (1995a) International Journal o f Chemical Kinetics, 27, 
59-71.
Woon, D. E. and Dunning, T. H. (1993) Journal o f Chemical Physics, 98, 1358- 
1371.
Woon, D. E. and Dunning, T. H. (1995) Journal o f Chemical Physics, 103, 4572- 
4585.
Xantheas, S. S. and Dunning, T. H. (1993) Journal o f Physical Chemistry, 97, 
6616-6627.
Yetter, R. A., Dryer, F. L. and Rabitz, H. (1991) Combustion Science and 
Technology, 79, 129-140.
Yilmaz, A., Hindiyarti, L., Jensen, A. D., Glarborg, P. and Marshall, P. (2006) 
Journal o f Physical Chemistry A, 110, 6654-6659.
Yoshimura, M., Koshi, M., Matsui, H., Kamiya, K. and Umeyama, H. (1992) 
Chemical Physics Letters, 189, 199-204.
Zachariah, M. R. and Smith, O. I. (1987) Combustion and Flame, 69, 125-139.
Zahniser, M. S. and Howard, C. J. (1980) Journal o f Chemical Physics, 73, 1620- 
1626.
Zhou, W. D., Yuan, Y., Chen, S. P. and Zhang, J. S. (2005) Journal o f Chemical 
Physics, 123, 054330
230
Appendix A
Calibration Charts
1 Mass Flow Controller Calibrations
Figure A.l Calibration chart for MFC2 (100 seem) using N2.
Figure A.2 Calibration chart for MFC3 (1000 seem) using N2.
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Appendix B
Computer Codes
1 Matlab Codes for Thermodynamic Properties
function y=thermo()
T=300:100:2000;
T (1)=298.15; 
n=length(T)
T
for i=l:n
Trans=trans(T(i));
Rot=rot(T(i));
Vib=vib(T(i));
y (i,1)=Trans(1)+Rot(1)+Vib(1); 
y(i,2)=Trans(2)+Rot(2)+Vib(2); 
y (i,3)=Trans(3)+Rot(3)+Vib(3) ;
end
function y=trans(T) 
k=l.38066e-23;
NA=6.022137e23;
R=k*NA;
h=6.626076e-34;
C = 2 997 924 58;
%molecular weight 
m=34/(NA*100 0) ;
S=R*(1.5*log(2*pi*m/hA2)+2.5*log(k*T)-log(le5)+2.5); 
Cp=2.5*R;
E=2.5*R*T;
y(l)=S; 
y (2)= Cp; 
y (3 ) =E ;
function y=rot(T) 
k=1.38066e-23;
NA=6.022137e23;
R=k*NA;
h=6.626076e-34;
%rotational constants in MGz 
A=14 7 083.803e6;
B=6799.595655e6;
C=6801.791996e6; 
sigma=2;
%non-linear molecule
S=R*(1.5*log(k*T/h)-0.5*log(A*B*C/pi)-log(sigma)+1.5); 
Cp=l.5*R;
E=1.5*R*T
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y(l)=S; 
y (2)= Cp; 
y (3 ) = E ;
function y=vib(T) 
k=1.38066e-23;
NA=6.022137e23;
R=k*NA;
h=6.626076e-34; 
c=299792458;
%vibratinal frequency in cm-1
v= [2557.8 2555.58 892.27 889.23 488.81 427.52]; 
n=length(v) ;
S = 0 ;
Cp=0;
E=0;
for i=l:n
vs=h*v(i)*c*100/(k*T);
S=S+R*(vs*exp(-vs)/ (1-exp(-vs))-log(1-exp(-vs))); 
vc=h*v(i)*c*100/(k*T);
Cp=Cp+R*(vcA2*exp(-vc)/ (1-exp(-vc))A2); 
E=E+R*T*vc*exp(-vc)/ (1-exp(-vc));
end
y(l)=S; 
y (2)=Cp; 
y (3)=E;
2 Matlab Codes for TST Calculation
% Rate constant calculation for HS0+02=S02+0H
function y=k(T) %Units in mol-cm-s-K-J
Na=6.02214e23;
k=l.38065e-23;
h=6.6260688e-34;
c=2.99792458e8;
%-- HSO -- G3 
q_0_t=qt(T,48.97481) ;
q_0_r=qnlr(T,307.9568617e9,20.6160829e9,19.3225410e9,1); 
q_0_v=qv(T,751.16)*qv(T,1060.65)*qv(T,2542.76); 
q_0_e=2;
q_0=q_0_t*q_0_r*q_0_v*q_0_e;
%-- 02 -- G3 
q_l_t=qt(T,31.98983); 
q_l_r=qlr(T,40.7061398e9,2); 
q__l_v=qv (T, 1784.40) ; 
q_l_e=3;
q_l=q_l_t*q_l_r*q_l_v*q_l_e;
%-- TS -- CASSCF(17e/13orb)/6-31G** 
q_ts_t=qt(T,80.964642);
q_ts_r=qnlr(T,18105.2680e6,4244.3524e6,4112.3904e6,1);
q_ts_v=qv(T,1734.64)*qv(T,1194.07)*qv(T,1006.36)*qv(T,739.38)*qv(T,61 
1.50)*qv(T,552.99)*qv(T,356.76)*qv(T,193.75);
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q_ts_e=2;
q_t s=q_ts_t * q_t s_r * q_ts_v * q_t s_e;
Q=q_ts/(q_0*q_l);
E=exp(-40.6*1000/(k*Na*T));
Rate=k*T/h*Q*E;
ifreq=2077.71; 
ifreq=ifreq*100*c;
Wigner=l+(h*ifreq/(k*T))A2/24; 
y=Rate*Wigner;
function y=qt(T,M)
Na=6.02214e23; 
k=1.38065e-23; 
h=6.6260688e-34;
y=(2*pi*(M/(1000*Na))*k*T/hA2)A1 .5/(Na*le6); %mol/cm3
function y=qnlr(T,A,B,C,sigma) 
k=l.38065e-23; 
h=6.6260688e-34;
y=(pi*(k*T/(h*A))*(k*T/(h*B))*(k*T/(h*C)))A0.5/sigma;
function y=qv(T,v)
y=l/(1-exp(-(1.4388*v/T)));
3 Matlab Codes for QRRK Analysis
function y=qrrk(P,T) %P/bar, T/K
c = 2 .99792458e8; 
kB=l.38065e-23; 
h=6.6260688e-34 ; 
NA=6.02214e23;
%m/s 
% J/K 
%Js
M=P*le5/(8.31451*T);
%mol-l
%mol/m3
% Input for reaction SH + H02
% k-1(E), k2(E) f(E) 
E_1=173.404*1000; 
E2=46.242*1000; 
freedom=9;
%v=831.21*100*C; 
v=1262.3*100*c;
A_l = l.6 3 8 e15 ;
A2=2.506el5;
parameter
%Critical Energy (J/mol)
%J/mol
%Degrees of Freedom 
%Geometric Mean frequency (s-1) 
%Arithmetic Mean frequency (s-1) 
%A-1 (s-1)
%A2 (s-1)
% collision parameter
sigmal=4.52e-10;
sigma2=3.74e-10;
sigma=0.5*(sigmal+sigma2);
ml = 65.977552 ;
m2=28;
rm=ml*m2/((ml+m2)*1000*NA); 
el=416.06; 
e2=82;
e= (el*e2)A0.5;
Edown= 2750.437/NA;
%Collision Diameter HSOOH (m) 
%Collision Diameter N2 (m)
%Collision Diameter Pair (m) 
%Molecular Weight HSOOH (g/mol) 
%Molecular Weight N2 (g/mol)
%Reduced Mass (kg/pair)
%Interaction Energy HSOOH (K) 
%Interaction Energy N2 (K) 
%Interaction Energy Pair (K)
%Average Down Energy Transferred per 
%Collision (J) 230 cm-1
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%Z=NA*pi*sigmaA2*(8*kB*T/(pi*rm))A0.5/(0.7+0.52*logl0(T/e))
%Lennard-Jones Collision Frequency
Z=NA*pi*sigmaA2*(8*kB*T/(pi*rm))A0.5 ; %Hard-sphere Frequency
ks=2.708*Z*(e/T)A(1/3); %Lennard-Jones Collision Frequency
%Collision Efficiency (Forst, Unimolecular Reactions, P132) 
beta=l/(l+kB*T/Edown)A2;
n_E_l=ceil(E_l/(NA*h*v)); %Quanta of Critical Energy (E-l)
n_E2=ceil(E2/(NA*h*v)); %Quanta of Critical Energy (E2)
alpha=exp(-h*v/(kB*T));
n=n_E_l; 
iter=60; 
for i=l:iter
k_l(i)=A_1*(factorial(n)*factorial(n-n_E_l+freedom- 
1)/(factorial(n-n_E_l)*factorial(n+freedom-1)));
K(i)=alphaAn*(1-alpha)Afreedom*(factorial(n+freedom- 
1)/(factorial(n)*factorial(freedom-1)));
%y (i, 1) =k_l (i) ; 
if n<n_E2
k2(i)=0;
else
k2(i)=A2*(factorial(n)*factorial(n-n_E2+freedom- 
1)/(factorial(n-n_E2)*factorial(n+freedom-1))); 
end
%y(i,2)=k2(i); 
n=n+l;
end 
k_K= 0 ;
for i=l:iter
k_K=k_K+k_l(i)* K (i) ;
end
for i=l:iter
f(i)=k_l(i)*K(i)/k_K;
end
branch_stab=0; 
branch_dis=0 ; 
for i=l:iter
branch_stab=branch_stab+(beta*ks*M*f(i)/(beta*ks*M+k_l(i)+k2(i))) 
branch_dis=branch_dis+(k2(i)*f(i)/(beta*ks*M+k_l(i)+k2(i)) ) ;
end
y (1)=branch_stab; %Branch Ratio of Stabilization
y (2)=branch_dis; %Branch Ratio of Dissociation to products
y (3)=l-branch_stab-branch_dis; %Branch Ratio of Dissociation to
reactants
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4 FORTRAN CODES FOR ROP AND SOB CALCULATIONS
SUBROUTINE CKUPROD (LOUT, NKK, KTYP, T, C, ICKWRK, RCKWRK, RPROD,
1 IFLAG)
!DEC$ ATTRIBUTES DLLEXPORT :: CKUPROD 
C
C START PROLOGUE 
C
C SUBROUTINE CKUPROD (LOUT, NKK, KTYP, T, C, ICKWRK, RCKWRK, RPROD, 
C IFLAG)
C Template for user-modify of default species rates-of-production.
C CAUTIONS!!!
C (1)
C CKUPROD should only modify RPROD and possibly the error flag 
(IFLAG);
C use local variables and arrays for any other work;
C some local arrays have been provided as an example.
C (2)
C CKUPROD should NOT call any other CHEMKIN routine that returns 
C species rates-of-production
C (CKCDXP, CKCDXR, CKCDYP, CKCDYR, CKCTC, CKCTXP, CKCTXR, CKCTYP, 
CKCTYR,
C CKCDC, CKWC, CKWXR, CKWYR, CKWXP, CKWYP, CKDHXP, CKDHYP),
C to avoid any recursion.
C
C INPUT 
C LOUT 
C NKK 
C KTYP(*) 
may 
C
C T (*)
C
C C(*)
C
count.
C
C ICKWRK(*)
LENICK.
C RCKWRK(*)
LENRCK.
C RPROD(*)
C
count.
- if positive, the unit number of an open output file
- Integer scalar; the mechanism species count.
- Integer array; the [optional] rate-modify types which
have been provided in the mechanism, or nominally one.
- Real array, temperature.
cgs units, K
- Real array, concentrations of the species;
the length of this array is NKK, the total species
cgs units, mole/cm**3
- Integer workspace array; the length of the array is
- Real workspace array; the length of the array is
- Real array, prodution rates of the species;
the length of the array is NKK, the total species
C
C
C
C
C
C
C
C
C
cgs units, moles/(cm**3*sec)
OUTPUT
RPROD(*) - The user-provided replacement values for the
rates-of-production of the species.
IFLAG - Integer scalar, provides reverse communication to
the calling routine about user-modify.
END PROLOGUE
C*****exCLUDE-IF precision_single
IMPLICIT DOUBLE PRECISION (A-H, 0-Z), INTEGER (I-N) 
C * * * * * END EXCLUDE-IF precision_single 
C* * * * *INCLUDE-IF precision_single 
C IMPLICIT REAL (A-H, 0-Z), INTEGER (I-N)
C*****END INCLUDE-IF precision_single
238
U
 U
 
U
 U
 
U
 U
C
INCLUDE 'user_routines_interface.inc'
DIMENSION ICKWRK(*), RCKWRK(*) , C(*), T (*)
DIMENSION RPROD(NKK), KTYP(NKK)
C
C Example: create local array space to facilitate calculations;
C KMAX is an upper limit for species data,
C IMAX is an upper limit for reaction data.
PARAMETER (LIPAR=1000, LRPAR=1000, KMAX=100, IMAX=500) 
DIMENSION IPAR(LIPAR), RPAR(LRPAR), WT(KMAX), FWDK(IMAX),
1REVK(IMAX),AROP(IMAX), NO(IMAX), ROP(IMAX),SOB(IMAX), X(KMAX) 
CHARACTER (len = 44) :: string
find additional mechanism parameters 
CALL CKINDX (ICKWRK, RCKWRK, MM, KK, II, NFIT)
set error flag if inconsistent data 
IF (NKK .NE. KK) THEN 
IFLAG = 1 
RETURN 
ENDIF
obtain pressure from given concentrations 
CALL CKPC (T, C, ICKWRK, RCKWRK, P)
C Extract Forward and Reverse Reaction Rates
BACKSPACE (LOUT)
READ (LOUT, '(A)') string 
C
IF (string .EQ. ' EXT. SURFACE AREA PER LENGTH')
1THEN
C Normalize the mole fractions X
CALL CKCTX (C, ICKWRK, RCKWRK, X)
CALL CKKFKR (P, T, X, ICKWRK, RCKWRK, FWDK, REVK)
DO K = 1, II 
NO(K) = K
ROP(K) = FWDK(K)-REVK(K)
SOB(K) = ROP(K)/MAX(FWDK(K),REVK(K))
ENDDO
C Output Of FR, RR, ROP, ABS(ROP), SOB
WRITE (LOUT, 7000)
DO K = 1, II
WRITE (LOUT, 7105) NO(K), FWDK(K), REVK(K), ROP(K), SOB(K) 
ENDDO 
ENDIF 
C
7000 FORMAT x'CN 'INDEX FWD REV ROP
1SOB1)
7105 FORMAT X<N 15, 3E14.6, F6.2)
C
RETURN
END
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5 Interface for Reaction Flux Analysis
Figure B.l Reaction flux interface before analysing run.
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Figure B.2 Reaction flux interface after analysing run.
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6 Visual Basic Codes for Reaction Flux Analysis
Public Class Forml
Inherits System. Windows. Forms. Form
Dim reaction(500) As String
Dim No(500) As Integer
Dim check(500) As Integer
Dim fwd(500) As Double
Dim nfwd(500) As Double
Dim rev(500) As Double
Dim nrev(500) As Double
Dim rop(500) As Double
Dim nrop(500) As Double
Dim trop As Double
Dim sob(500) As Double
Dim store(100) As Double
Dim total As Integer
Private Sub cmdLoad_Click(ByVal sender As System. Object, ByVal e As System. EventArgs) 
Handles cmdLoad. Click
Dim oExcel As Object 
Dim oBook As Object 
Dim oSheet As Object 
Dim i, row, j As Integer 
Dim refrop As Double 
Dim temp As String 
Dim sheet_no As Integer 
Dim tempd As Double 
Dim tempi As Integer
cmdLoad. Enabled = False
’ Initialize reaction character
oExcel = CreateObject("Excel.Application")
oBook = oExcel. Workbooks. Open(FileName:=CurDir() & 'V' & ExcelFile. Text) 
sheet_no = 1
oSheet = oBook. Worksheets(sheet_no) 
row = 1 
i = 1 
Do
temp = oSheet. Cells(row, 1). Value 
If temp = Then Exit Do 
reaction(i) = temp 
row = row + 1 
i = i + 1
Loop
total = i - 1
’Open a worksheet in Excel
sheet_no = Sheet. Text
oSheet = oBook. Worksheets(sheet_no)
’ Reacton condition 
row = row + 1
Label24. Text = Format (oSheet. Cells (row, 3). value, "0.0") 
Label24. Visible = True 
row = row + 6
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Label25. Text = Format(oSheet. cells(row, 3). value, "0. 00E+00")
Label25. Visible = True 
row = row + 10
Label53. Text = Format(oSheet. cells(row, 3). value, "0.00E+00")
Label53. Visible = True
’Locate reaction instant of interest 
Do
temp = time. Text 
If temp = "" Then 
oExcel. Quit ()
MsgBox("Error: No Input for Residence Time!") 
cmdLoad. Enabled = True 
Exit Sub 
End If
If oSheet. Cells(row, 7). Value = time. Text Then Exit Do 
temp = oSheet. Cells(row, 7). Value 
If temp = "REACHED" Then 
oExcel. Quit ()
MsgBox("Error: The Data for This Residence Time is NOT Available!") 
time. Text =
cmdLoad. Enabled = True 
Exit Sub 
End If
row = row + 1
Loop
row = row + 12
’ Initialize Index, FWD, rev, ROP, SOB 
i = 1
Do While i <= total
No(i) = oSheet. Cells(row, 1).Value 
fwd(i) = oSheet. Cells(row, 2). Value 
rev(i) = oSheet. Cells(row, 3).Value 
rop(i) = oSheet. Cells(row, 4). Value 
sob(i) = oSheet. Cells(row, 5). Value 
check(i) = 0
If reaction(i) = "S0+02=S02+0" Then 
’ROP of reference reaction 
refrop = rop(i)
Label30. Text = Format((refrop * 1000000.0 * 8.3145 * Label24. Text / 101325 * 
1000000.0), "0. 00E+00")
Label30. Visible = True 
End If
row = row + 1 
i = i + 1
Loop
’ Remaining H2S 
row = row + 7
Label33. Text = Format((oSheet. cells(row, 3). value * 1000000), "0.0")
Label33.Visible = True
oExcel. Quit ()
ExcelFile. Enabled = False 
Sheet. Enabled = False 
time. Enabled = False
MsgBoxC'Load " & Format(total) & " Reactions Successfully!")
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’Normalize all ROPs by reference ROP 
i = 1
Do While i <= total
nfwd(i) = fwd(i) / refrop * 100
nrev(i) = rev(i) / refrop * 100
nrop(i) = rop(i) / refrop * 100
i = i + 1
Loop
’Start of ROP and SOB analysis 
i = 1
Do While (i <= total)
If reaction(i) = "50+02=502+0" Then
If System. Math. Abs(nrop(i)) >= 1 Then
’Set colour
If System. Math. Abs(nrop(i)) < 5 Then
List52. ForeColor = Color. MediumOrchid 
Elself System.Math. Abs(nrop(i)) < 10 Then 
List52. ForeColor = Color. DodgerBlue 
Elself System. Math. Abs(nrop(i)) < 50 Then 
List52. ForeColor = Color. ForestGreen 
Elself System. Math. Abs(nrop(i)) < 100 Then 
List52. ForeColor = Color. Red
Else
List52. ForeColor = Color. Black 
End If
’ Display result
check(i) = 1
List52. Items. Add(("02"))
List52. Items. Add((Format(No(i), "0")))
List52.Items. Add((Format(nrop(i), "0.00")))
List52. Items. Add((Format(sob(i), "0.00"))) 
store(52) = nrop(i)
List52.Visible = True 
End If 
Exit Do 
End If 
i = i + 1
Loop
’Repeat the ROP and SOB analysis loop for each reaction flux (line) appearing in Fig. B. 1
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Appendix C:
Supplementary Material
1 The Reaction of H2S + S
TABLE C.l: Cartesian Coordinates (in A) of Stable Species and Transition 
States Characterized at the Full Valence MRCI/aug-cc-pVTZ Level.
Species X Y Z
Ho H1 -0.371520 0.000000 0.000000n 2 H2 0.371520 0.000000 0.000000
SH H -0.041014 0.000000 0.000000
S 1.304544 0.000000 0.000000
So S1 -0.959685 0.000000 0.000000°2
S2 0.959685 0.000000 0.000000
H1 -0.054836 0.000000 0.000000
h 2s H2 0.872101 0.969902 0.000000
S 0.872101 -0.969902 0.000000
H -0.976466 -0.046032 0.000000
HSS S1 1.016836 0.006153 0.000000
S2 -1.284046 1.268426 0.000000
H1 1.261762 0.905873 0.905910
HSSH H2 -1.261762 -0.905873 0.905910
S1 -1.041683 0.034497 -0.028481
S2 1.041683 -0.034497 -0.028481
H1 -0.791186 0.269652 0.954367
H2SS H2 -0.791186 0.269652 -0.954367
S1 -0.192233 -0.482268 0.000000
S2 1.774604 -0.057038 0.000000
H1 -1.310507 0.807547 0.000000
TS1 H2 0.489353 -0.303025 0.000000
S1 -1.149728 -0.528150 0.000000
S2 1.970882 0.023628 0.000000
H1 1.377634 1.215968 0.106446
TS2 H2 0.271594 -0.160150 1.123044
S1 1.038155 -0.074948 -0.059775
S2 -1.140603 0.016690 -0.034380
H1 1.700606 1.088643 -0.465826
TS3 H2 1.700606 1.088643 0.465826
S1 0.904679 -0.256302 0.000000
S2 -1.035331 -0.005407 0.000000
H1 0.422088 0.880310 0.000000
TS4 H2 -0.422088 0.880310 0.000000
S1 1.112382 -0.880310 0.000000
S2 -1.112382 -0.880310 0.000000
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2 The Reaction of SH + 0 2
TABLE C.2: Geometry Parameters and Vibrational Frequencies of Stable 
Species and Transition States Characterized at the Full Valence CASSCF/cc-
pVTZ Level (Bond Lengths and Angles are Given in A and Degrees).
Species Geom etry Parameters Vibrational Frequencies (cm '1)
SH H-S: 1.356 2585
o2 O-O: 1.212 1537
HSO H-S: 1.355, 0 -S : 1.528, A(H-S-O): 104.6 2617, 1121, 957
SO O-S: 1.516 1059
OH H-O: 0.974 3651
h o 2 H-O: 0.975, O-O: 1.353, A(H-O-O): 103.1 3599, 1431, 1052
HSOO 2833, 1026, 958, 648, 403, 220
cis- HOOS 3611, 1393, 807, 625, 396, 146
trans-HOOS 3671, 1331, 808, 572, 364, 146
TS1 382i, 2537, 1104, 767, 452, 110
TS2 358i, 2696, 1111, 793, 404, 260
TS3
presented in the original paper
2051 i, 1851, 960, 861, 677, 564
TS4 161 i, 3646, 1357, 798, 606, 390
TS5 331 i, 3656, 1053, 862, 326, 146
2TS6 4629i, 1320, 1270, 448, 375, 144
^se 3354i, 1361, 1290, 463, 371, 141
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3 The Reaction of SH + H 02
TABLE C.3: Geometry Parameters and Vibrational Frequencies of Stable 
Species and Transition States Characterized at the Full Valence CASSCF/6- 
31G(i/, p) Level (Bond Lengths and Angles are Given in A and Degrees).
Species Geom etry Parameters Vibrational Frequencies (cm '1)
SH H-S: 1.354 2622
h o 2 H-O: 0.979, O-O: 1.361, A(H-O-O): 102.8 3611, 1426, 1040
HSO H-S: 1.349, S-O: 1.552, A(H-S-O): 105.1 2676, 1117, 911
OH H-O: 0.978 3662
h 2o 2 H-O: 0.972, O-O: 1.495, A(H-O-O): 97.9, 
D(H-O-O-H): 122.0
3733, 3729, 1418, 1281, 814, 
308
h 2s H-S: 1.352, A(H-S-H): 93.2 2660, 2634, 1224
0 2 O-O: 1.228 1544
HSOH H-O: 0.971, H-S: 1.331, S-O: 1.699, A (H -0 - 3779, 2849, 1267, 1070, 764,
S): 105.4, A(H-S-O): 99.2, D(H-O-S-H): 92.8 518
HSOOH
HS***OOH
H S O -O H
3699, 2855, 1358, 1060, 749, 
722, 404, 352, 162 
3589, 2629, 1461, 1054, 250, 
217, 112, 85, 61
3661,2729, 1113, 907, 447, 335, 
194, 165, 92
3273Ì, 2605, 1428, 1267, 583,TS1
shown in Fig. C.1 447, 373, 132, 312727Ì, 3645, 1409, 1074, 930,
569, 407, 378, 151TS2
TS3 1004i, 3705, 2621, 1153, 604, 282, 258, 183, 144
TS4
TS5
174i, 3606, 2629, 1436, 1043, 
197, 150, 113, 67 
128i, 3708, 2699, 1122, 913, 275, 
144, 101, 76
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Figure C.l Geometry parameters characterized at the full valence CASSCF/6-31G(i/, p ) level (bond 
lengths and angles are given in A and degrees).
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4 The Reaction of S2 + 0 2
TABLE C.4: Cartesian Coordinates (in Â) and Vibrational Frequencies of
Transition States Characterized at the Full Valence CASSCF/6-31G(*/) Level.
X Y Z Vibrational Frequencies (cm '1)
S1 0.000000 1.096464 -0.529469
TS1 S2 0.000000 -1.096464 -0.529469 663i, 6 8 1 ,5 6 1 ,3 9 6 , 332, 283
01 0.528642 0.743087 1.058939
0 2 -0.528642 -0.743087 1.058939
S1 0.000000 0.628399 0.000000
TS2 S2 -1.225383 -0.951953 0.000000 714i, 783, 645, 515, 330, 155
01 1.225383 0.323554 1.010751
0 2 1.225383 0.323554 -1.010751
S1 0.305493 0.000000 -0.586723
TS3 S2 0.000000 0.000000 1.556521 61 Oi, 1189, 863, 436, 325, 223
01 -0.024433 1.219048 -1.341161
0 2 -0.586214 -1.219048 -0.597359
S1 0.413257 -0.000140 -0.793807
TS4 S2 0.006863 -0.003076 1.266144 516i, 1116, 706, 466, 272, 241
01 0.096469 1.240111 -1.570483
0 2 -0.926247 -1.236895 0.651281
S1 -0.108976 0.742927 -0.238249
TS5 S2 -1.588733 -0.506700 0.061073 906i, 721, 547, 344, 270, 110
01 1.198773 0.341802 0.614461
0 2 2.166618 -0.826767 -0.258457
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5 The Reaction of SH + H20 2
TABLE C.5: Cartesian Coordinates (in A) and Vibrational Frequencies of
Transition States Characterized at the Full Valence CASSCF/6-31G(*/, p) Level.
X Y Z Vibrational frequencies (cm '1)
01 -1.127314 0.706729 -0.057513
0 2 -1.894231 -0.475887 -0.052432
TS1 S 1.521188 -0.148890 -0.039750 2833i, 3648, 2885, 1435, 1299,
H1 0.013016 0.337497 -0.198594 961, 758, 590, 388, 317, 158, 94
H2 -2.010065 -0.629909 0.906337
H3 1.830393 0.827910 0.807812
01 -0.582252 0.187244 -0.027258
0 2 -2.331455 -0.106074 0.079759
TS2 S 1.548098 -0.014810 -0.065403 933i, 3767, 3703, 2900, 1179, 980,
H1 -0.641846 1.015474 0.485928 641, 332, 304, 187, 182, 110
H2 1.527190 -0.887393 0.935355
H3 -2.345263 -0.540484 -0.794836
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6 The Reaction of HSO + SH
HS-HSO, C,
Vibrational Frequencies (cm 1):
TS: 1989i, 2606, 1159, 990, 522, 499, 299, 97, 42 
HS—HSO: 2699, 2626, 1117, 912, 251, 179, 123, 105, 41
Figure C.2 Geometry parameters vibrational frequencies characterized at the full valence CASSCF/6- 
31G(d, p) level (bond lengths and angles are given in A and degrees).
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7 The Reaction of HSO + 0 2
TABLE C.6: Cartesian Coordinates (in A) and Vibrational Frequencies of 
Transition States Characterized at the CASSCF/6-31G(r/, p) Level Using a Active
Space of 17 Electrons Distributed in 13 Orbitals.
Vibrational Frequencies (cm1)
TS1
H
S
01
0 2
0 3
0.000000
-1.291439
1.219147
-0.476442
1.840173
0.993211
-0.084671
1.281051
-1.398660
0.162799
0.0000000.0000000.0000000.0000000.000000
3406i, 1435, 1292, 971, 701, 427, 
289, 131, 107
H 0.494273 -0.962532 0.681216
S -0.525210 0.123463 0.419806 2078i, 1735, 1194, 1006, 739, 611,TS2 01 0.898279 0.714536 -0.313091 553, 357, 194
0 2 1.675110 -0.547785 -0.088723
0 3 -1.584754 -0.293361 -0.522951
H 2.022267 0.976933 0.447475
S -0.698872 -0.410757 -0.232571 801 i, 4115, 1174, 1080, 699, 442,TS3 01 1.849041 0.409334 -0.295740 300, 220. 138
0 2 0.725224 -0.539966 0.518087
0 3 -1.429305 0.830029 0.186862
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Appendix E
Thermochemical Data
1 Parameter Sets in CHEMKIN FORMAT
H L 6/94H 1 0 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
0 .25000000E+01 0 . 00000000E+00 0 . 00000000E+00 0 . 00000000E+00 0 . 00000000E+00 
0 .2 5 4 7 3 6 6 0 E + 0 5 -0 . 44668285E+00 0 . 25000000E+01 0 . 00000000E+00 0 . 00000000E+00 
0 .00000000E+00 0 .00000000E+00 0 .2 5 4 7 3 6 6 0 E + 0 5 -0 . 44668285E+00 0 . 26219035E+05 
H2 REF ELEMENT RUS 78H 2 0 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
0 .29328305E+01 0 . 8 2 6 5 9 8 0 2 E -0 3 -0 . 1464 0057E-06 0 . 1 5 4 09 8 51 E -1 0 - 0 . 6 8 8 79615E -15 
- 0 . 8 1 3 05 5 8 2 E + 0 3 -0 .1 0 2 4 3 164E+01 0 . 23443029E+01 0 . 7 9 8 0 4 2 4 8 E -0 2 -0 . 19477917E-04 
0 .2 0 1 5 6 9 6 7 E - 0 7 - 0 . 7 3 7 6 0 2 8 9 E -1 1 -0 .9 1 7 9 2 4 13E+03 0 . 68300218E+00 0 . 00000000E+00 
H20 L 5/89H 20 1 0 OG 2 0 0 .0 0 0  60 0 0 .0 0 0  1000.
0 .2 6 7 7 0 3 89E+01 0 . 2 9731816E -0 2 - 0 . 7 7376889E -06 0 . 9 4 4 3 3 5 1 4 E -1 0 -0 . 42689991E-14 
- 0 .29885894E+05 0 . 68825500E+01 0 . 4 1 9 86 3 5 2 E + 0 1 -0 . 20364017E-02 0 . 65203416E-05 
- 0 .54879269E -08  0 . 17719680E -1 1 - 0 . 30 2 93 7 2 6 E + 0 5 -0 . 84 9 00 9 0 1 E + 0 0 -0 . 29084817E+05 
H202 T 8/03H 2 . 0  2 .  0 .  O.G 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
4 . 57977305E+00 4 . 05326003E -0 3 - 1 . 2 9844 73 0 E -06 1 . 982114 0 0 E - 1 0 - 1 . 13 968792E-14 
-1 .80071775E + 04  6 . 64970694E-01 4 .3 1 5 1 5 1 4 9E+00- 8 . 4 7 3 90 6 22 E -04 1 . 7 6404323E -05 
- 2 .26762944E -08  9 . 0 8 9 5 0 1 5 8 E -1 2 -1 . 77067437E+04 3 . 2 7 3 7 3 3 1 9 E + 0 0 -1 . 63425145E+04 
N2 REF ELEMENT G 8 /02N  2 .  0 .  0 .  O.G 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
2 . 95257637E+00 1 .3 9 6 9 0 0 4 0 E -0 3 - 4 . 92631603E-07 7 . 8 6 0 1 0 1 9 5 E -1 1 -4 . 60755204E-15 
-9 .23948688E + 02  5 . 87188762E+00 3 . 53 1 00 5 2 8 E + 0 0 -1 . 2 3 6 6 0 9 8 8 E -0 4 -5 . 02999433E-07 
2 .4 3 5 3 0 6 1 2 E -0 9 -1 .4 0 8 8 1 2 3 5 E -1 2 -1 .0 4 6 9 7 6 2 8 E + 0 3  2 . 96747038E+00 0 . 00000000E+00 
O L 1 /9 0 0  1 0 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
2 . 5 4 3 6 3 6 9 7 E + 0 0 -2 . 7 3 1 6 2 4 8 6 E -0 5 -4 . 19029520E-09 4 .9 5 4 8 1 8 4 5 E -1 2 - 4 . 79553694E-16 
2 . 92260120E+04 4 . 92229457E+00 3 . 16826 7 1 0 E + 0 0 -3 . 27931884E-03 6 . 64306396E-06 
-6 .1 2 8 0 6 6 2 4 E -0 9  2 . 11265971E-12 2 . 91222592E+04 2 . 05193346E+00 2 . 99687009E+04
02 REF ELEMENT RUS 890 2 0 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
3 . 66096083E+00 6 . 5 6 3 65523E -0 4 - 1 . 41149485E-07 2 . 0 5 7 9 7 6 5 8 E -1 1 -1 .2 9 9 1 3 2 4 8 E -15 
-1 .21597725E + 03  3 . 4 1 5 3 6184E+00 3 . 78245 6 3 6 E + 0 0 -2 . 99673415E-03 9 . 84730200E-06 
- 9 . 68129508E-09 3 . 2 4 3 7 2 8 3 6 E -1 2 -1 . 06394356E+03 3 . 65767573E+00 0 . 00000000E+00
03 L 5 /9 0 0  3 0 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
1 .2 33 0 2 9 1 4 E + 01 -1 .1 93 2 4 7 8 3 E -0 2  7 . 9 8 7 4 1 2 7 8 E -0 6 -1 . 77194552E-09 1 . 2 6 0 75824E -13 
1 .2 6 7 5 5 8 3 1E+04-4 .08823374E +01  3 . 40738221E+00 2 . 05379063E-03 1 . 38486052E-05
- 2 .23311542E -08  9 . 7 6073226E -12 1 . 58644979E+04 8 . 28247580E+00 1 . 70545228E+04 
OH HYDROXYL RADI IU3/03O l .H  1 .  0 .  O.G 2 0 0 .0 0 0  60 0 0 .0 0 0  1000.
2 . 83853033E+00 1 . 1 0 7 4 1 2 8 9 E -0 3 -2 . 94000209E-07 4 .2 0 6 9 8 7 2 9 E -1 1 - 2 . 4 2 2 8 9 8 90E -15 
3 . 69780808E+03 5 . 84494652E+00 3 . 99198 4 2 4 E + 0 0 -2 . 40106655E-03 4 . 6 1664033E -06 
- 3 .87916306E -09  1 . 3 6 3 19 5 02 E -12 3 .3 6 8 8 9 8 3 6E+03- 1 . 03998477E -01  4 . 48613328E+03 
H02 L 5 /89H 10 2 0 OG 2 0 0 .0 0 0  6 0 0 0 .0 0 0  1000.
0 .4 1 7 2 2 6 5 9E+01 0 . 1 8 8 1 2 0 9 8 E -0 2 -0 . 34629297E-06 0 . 1 9 4 68516E -10 0 . 1 7609153E -15 
0 . 61818851E+02 0 . 29577974E+01 0 . 4 3 0 17 8 8 0 E + 0 1 -0 . 47490201E-02 0 . 21157953E-04 
- 0 .2 4 2 7 5 9 6 IE -07  0 . 92920670E-11 0 . 29480876E+03 0 . 37167010E+01 0 . 15096500E+04 
S S 1 0 0 OG 3 0 0 .0 0  5 0 0 0 .0 0  1 0 0 0 .0 0
2 . 9 0 2 1 4 8 0 0 E + 0 0 -5 .4 8 45 4 6 0 OE-04  2 . 7 6 4 5 7 6 0 0 E -0 7 -5 . 01711500E -11  3 . 15068500E-15 
3 .2 4 9 4 2 3 00E+04 3 . 83847100E+00 3 . 18 7 32 9 0 0 E + 0 0 -1 . 59577600E-03 2 . 00553100E-06 
-1 .5 0 7 0 8 1 0 0 E -0 9  4 . 93128200E-13 3 . 24225900E+04 2 . 41444100E+00 
SH H IS 1 0 OG 3 0 0 .0 0  5 0 0 0 .0 0  1 0 0 0 .0 0
3 . 05381000E+00 1 . 2 5 8 8 8 4 0 0 E -0 3 -4 . 24916900E-07 6 . 9 2 9 5 9 1 0 0 E -1 1 -4 . 28169100E-15 
1 .63513273E+04 5 . 97355100E+00 4 . 13 3 32 7 0 0 E + 0 0 -3 . 7 8 7 8 9 3 0 0 E -0 4 -2 . 77785400E-06 
5 .3 7 01 1 2 0 0 E -0 9 -2 .3 9 4 0 0 6 0 0 E -1 2  1 . 60276973E+04 1 . 61153500E-01 
H2S H 2S 1 0 OG 3 0 0 .0 0  5 0 0 0 .0 0  10 0 0 .0 0
2 .88314700E+00 3 . 827 83500E -0 3 - 1 . 4 2 3 3 9800E -06 2 . 4 9 7 9 9900E -1 0 - 1 . 660273 00E-14 
- 3 .48074300E+03 7 . 25816200E+00 3 .0 7 1 0 2 900E+00 5 . 57 8 26 1 0 0 E -0 3 - 1 . 0 3 0 9 6 700E -05 
1 .2 0 1 9 5 3 0 0 E -0 8 - 4 .8 3 8 3 7 0 0 0 E - 1 2 -3 .5 5 9 8 2 6 0 0E+03 5 . 93522600E+00 
SO 0 IS 1 0 OG 3 0 0 .0 0  5 0 0 0 .0 0  1 0 0 0 .0 0
4 . 02107800E+00 2 . 58485600E-04 8 . 9 4 8 1 4 2 0 0 E -0 8 -3 . 58014500E -11  3 . 22843000E-15 
-7 .1 1962000E + 02  3 . 45252300E+00 3 . 08040100E+00 1 . 80310600E-03 6 . 70502200E-07 
- 2 .06900500E -09  8 . 5 1 4 6 5 7 0 0 E -1 3 -3 . 98616300E+02 8 . 58102800E+00
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
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SO* 0  IS 1 0 OG 3 0 0 .0 0  5000 .0 0  1000 .00
4 .02107800E+00  2 . 58485600E-04 8 . 94814200E-08-3. 58014500E-11 3 . 22843000E-15 
9 .51175703E+03  3 . 45252300E+00 3 . 08040100E+00 1 . 80310600E-03 6 . 70502200E-07 
- 2 .06900500E-09 8 . 5 1 4 65700E-13 9 . 82510273E+03 8 . 58102800E+00
502 O 2S 1 0 OG 3 0 0 .00  5 0 00 .0 0  1000 .0 0
5 .2544 9800E+00 1 . 97854500E-03 - 8 . 20422600E-07 1 . 57638300E-10-1. 1204 5100E-14 
-3.75688600E+04- 1 .14605600E+00  2 . 9 1 1 4 3 900E+00 8 . 10302200E-03-6. 90671000E-06 
3 .32901600E- 09- 8.77712100E- 13- 3. 68788200E+04 1 . 1 1 1 7 4 000E+01
503 O 3S 1 0 OG 3 0 0 .0 0  5000 .0 0  1000 .00
7 . 05066800E+00 3 . 2 4 656000E-03 - 1 .40889700E-06 2 . 72153500E-10-1. 9423 6500E-14 
-5.02066800E+04- 1 .10644300E+01  2 . 57528300E+00 1 . 51509200E-02- 1.22987200E-05 
4 .24025700E-09-5. 26681200E-13- 4 .89441100E+04 1 . 21951200E+01 
HS02 H 10 2S 1 OG 3 0 0 .0 0  2 0 00 .0 0  1000 .0 0
0 . 15627374E+01  0 .2 0 6 9 1 3 89E-01- 0.23112073E-04 0 . 12670203E-07-0. 27274176E-11 
- 0 .18214824E+05 0 . 17556820E+02 0 . 15627374E+01 0 . 20691389E-01-0. 23112073E-04 
0 . 12670203E-07-0.2 7 2 74 1 7 6E-11-0.18214824E+05 0 . 17556820E+02 
HOSO H 10 2S 1 OG 3 0 0 .00  2 0 00 .0 0  1000 .00
9 . 60146992E+00- 2 .53592657E-02 6 . 7 6 8 2 9409E-05- 6 .34954136E-08 1 . 95893537E-11 
- 3 .12540147E+04-1.56740934E+01  9 . 60146992E+00-2. 53592657E-02 6 . 76829409E-05 
-6.34954136E-08 1 . 95893537E-11-3. 12540147E+04-1.56740934E+01 
HSOO H 10 2S 1 OG 3 0 0 .0 0  5000 .0 0  1000 .00
5 .87948232E+00  4 . 58580173E-03-2. 93621833E-06 1 . 10178148E-09- 1 .86219122E-13 
1 . 41706015E +04- 1 .04622817E+00 3 . 04640372E+00 1 . 52114268E-02-1. 84762707E-05 
1 . 13862234E-08-2. 72421836E-12 1 . 48073744E+04 1 . 28748017E+01 
H0S02 H 10 3S 1 OG 3 0 0 .0 0  2 0 00 .0 0  1000 .00
7 . 62277304E+00- 4 . 19908990E-03 3 . 5 2 0 5 4 969E-0 5- 4 .12715317E-08 1 .4 0 0 0 6 6 2 9E-11 
-4.69478133E+04- 7 .80787503E+00  7 . 62277304E+00-4. 19908990E-03 3 .5 2 0 5 4 969E-05 
- 4 .12715317E-08 1 .4 0 0 0 6 6 2 9E-11- 4 .69478133E+04-7. 80787503E+00
52 tpis89S  2 0 0 OG 2 0 0 .0 0 0  6000 .000
3 . 8 3 2 4 9656E+00 8 . 88970881E-04-2. 59080844E-07 3 . 63 847115E-11-1. 726063 71E-15 
1 .42836134E+04  5 . 33000845E+00 2 . 87736627E+00 5 . 00301430E-03-6. 04370732E-06 
3 .04738962E-09-3.87017618E-13 1 . 44342379E+04 9 . 7 9 8 7 3 919E+00 1 . 54669367E+04
53 tpis89S  3. 0 .  0. O .G  2 0 0 .00 0  6000 .000
6 . 53302278E+00 4 . 89117086E-04-1. 94120477E-07 3 . 34257105E-11-2. 09106833E-15 
1 .53186530E+04- 4 .42378063E+00  2 . 67426151E+00 1 . 85725510E-02-3. 39241252E-05 
2 . 89518256E-08-9.41515882E-12 1 . 60320458E+04 1 . 37269667E+01  1 . 74079204E+04
54 tpis89S  4 . 0 . 0. O .G  2 0 0 .0 0 0  6000 .000
9 . 12781762E+00 9 . 13784446E-04-3. 62719239E-07 6 . 24637076E-11-3. 90794764E-15 
1 .33309374E+04- 1 .74976107E+01  1 . 62124479E+00 3 . 69694158E-02-6.9 2 2 43 7 4 9E-05 
6 . 03240791E-08-1. 99529262E-11 1 . 46879795E+04 1 . 76312033E+01 1 . 63127271E+04
55 tpis89S  5. 0. 0. O.G 2 0 0 .00 0  6000 .000
1 . 3 3 3 2 5 960E+01 2 . 09782536E-04-3. 36431685E-07 8 . 53311588E-11-6. 48294924E-15 
1 .13787913E+04- 3 .48611560E+01  3 . 27621083E+00 4 . 32967838E-02-8. 47662885E-05 
8 . 12574426E-08-2. 97793536E-11 1 . 36965078E+04 1 . 41196663E+01  1 . 59953327E+04
56 tpis89S  6. 0. 0. O.G 2 0 0 .00 0  2 5 00 .000
1 .3 4 0 4 3 558E+01 3 .4 2 1 2 7 3 17E-03 -1.12 81614 5E-06 1 . 46420087E-10-6. 61286087E-15 
8 .1 0 8 6 0 5 6 9E+03- 3 .42545590E+01 2 . 69715935E+00 6 . 86818730E-02-1. 43788282E-04 
1 .35427080E-07-4.71805554E-11 9 . 35349932E+03 1 . 24775267E+01 1 . 21853457E+04
57 tpis89S  7. 0. 0. O .G  2 0 0 .00 0  6000 .000
1 .7 8 5 3 4 018E+01 1 . 21114205E-03- 4 .83082305E-07 8 . 34576672E-11-5. 23294619E-15 
7 . 80776842E+03- 5 .4 0 6 18 7 3 OE+Ol 2 . 91732736E+00 8 . 2 9 6 4 9517E-02- 1 .7374303OE-04 
1 . 63959287E-07-5. 74388498E-11 1 . 01380200E+04 1 . 37221660E + 01 1 . 34572415E+04
58 tpis89S  8. 0. 0 . O .G  2 0 0 .00 0  6000 .000
2 . 04307658E+01  5 . 18092908E-03-2. 91895357E-06 5 . 97574588E-10-4. 13758389E-14 
5 .1 1 8 4 3 364E+03-6. 74373075E+01 4 . 13158109E+00 9 . 43298552E-02-2. 05775943E-04 
2 . 05747851E-07-7. 51844045E-11 8 . 20318834E+03 7 . 83537207E+00 1 . 21807686E+04 
HSO H 10 IS 1 OG 3 0 0 .0 0  2 0 00 .0 0  1000 .00
3 . 27128857E+00 5 . 44981982E-03-3. 73779021E-06 1 . 30021471E-09-1. 83113895E-13 
- 3 .80855081E+03 9 . 02814507E+00 2 . 6 9 4 9 9 1 3 OE+OO 8 . 52436765E-03-9. 67990492E-06 
6 .2 4 3 2 1 8 6 I E -09-1.68282268E-12-3.72466188E+03 1 . 16328382E+01 
HOS H 10 IS 1 OG 3 0 0 .0 0  5 0 00 .0 0  1442 .00
2 .6 3 7 3 6 7 3 OE+OO 7 . 89119090E-03- 8 .1172603OE-06 4 . 24833820E-09-8. 57901160E-13 
- 1 .89058621E+03 1 . 17096820E+01 2 . 63736730E+00 7 . 89119090E-03-8. 11726030E-06 
4 . 24833820E-09-8. 57901160E-13-1. 89058621E+03 1 . 17096820E+01 
HSOH H 20 IS 1 OG 3 0 0 .0 0  5000 .0 0  1388 .0 0
0 .2 5 6 7 6 4 4 1E+01 0 . 1 1 3 80521E-01- 0 .58667324E-05-0.5 9 4 70 0 4 IE-09 0 . 87438329E-12 
- 0 .15571256E+05 0 .1 1 7 6 6 3 99E+02 0 . 25676441E+01 0 . 11380521E-01-0. 58667324E-05 
- 0 .5947004I E -09 0 . 87438329E-12-0. 15571256E+05 0 .1 1 7 6 6 3 99E+02 
HSS H IS 2 OG 3 0 0 .0 0  2 0 00 .0 0  1000 .00
3 .5 9 0 7 5 9 6 9E+00 4 . 98506901E-03-3. 43045513E-06 1 . 1 9 3 4 1826E-09- 1 .67403033E-13 
1 . 17649789E+04 8 . 92475572E+00 2 . 81672268E+00 1 . 03969679E-02-1. 55535096E-05 
1 .24197562E - 08- 3 .90834999E-12 1 . 18156870E+04 1 . 21143632E+01 
HSSO H 10 IS 2 OG 3 0 0 .0 0  2 0 0 0 .0 0  1000 .00
6 .1 1 8 5 9 2 3 7E+00 5 . 59523243E-03-3. 70626629E-06 1 .2 2 5 2 4 7 3 8E-09- 1 .62789560E-13 
-6.05886590E+03- 1 .97720682E+00  2 . 70484711E+00 2 . 32126968E-02-3. 77894894E-05 
3 .0 4 1 7 8 8 1 I E -08-9.47692405E-12-5.52811032E+03 1 . 36259179E+01 
HSSH H 2S 2 OG 3 0 0 .0 0  2 0 0 0 .0 0  1000 .00
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4 .6 9 3 1 1 4 63E+00 
1 .72179592E+02 
2 .3 7 295586E -08 -  
SS02
6 .34280650E+00 
- 2 .27684952E+04- 
1 .6 5 5 5 9 7 4 2 E -0 8 -  
HSS02
7 . 76282262E+00 
- 2 .33271862E+04- 
2 .40531480E -08 -  
OSSO
8 . 06932897E+00 
- 1 . 68597542E+04- 
1 . 5 0 8 50 5 9 6 E -08 - 
VDWl
1.01262222E +01  
- 6 .9 3 8 8 1 6 9 1E+04- 
- 2 .95153810E -09  
H2S202
1 .16213004E +01  
- 3 . 91048380E+04- 
4 . 87812487E-08-  
S20
5 . 69256178E+00 
-8 .8 2 9 7 0 5 15 E + 0 3 -  
9 . 19411666E-09-  
H2S30
1 . 18514105E+01 
- 1 .28853402E+04- 
5 .28547092E -08 -  
HSSSOH
1.10809208E +01  
-1 .7 8 3 5 5 7 80 E + 0 4 -  
5 .33283075E -08 -
6 . 0 1 9 9 3 7 8 5 E - 0 3 - 3 . 
2 . 47728860E+00 2. 
7 . 5 2 0 5 8 1 6 I E- 12  5. 
O 2S
6 . 0 5 0 2 7 5 0 5 E - 0 3 - 4 . 
3 .78737520E+00 2. 
4 . 3 3 6 2 0 0 0 9 E - 1 2 - 2 . 
H 10
7 . 0 2 6 3 7 2 3 4 E - 0 3 - 4 . 
9 . 48284274E+00 3, 
6 . 8 5 6 2 6 5 9 3 E - 1 2 - 2 . 
O 2S
2 . 7 8 6 0 0 9 2 9E- 0 3 - 1 .  
1 . 12637659E+01 4, 
3 . 9 3 3 3 5 8 8 9 E - 1 2 - 1 .  
H 20
3 . 5 7 1 3 2 79 3 E- 0 3- 7 .  
1 .7 40 36743E+01 8. 
1 . 7 8 2 1 7 1 5 0 E - 1 2 - 6 . 
H 20
3 . 4 3 8 0 6 0 0 6 E - 0 3 - 5 . 
2 . 9 0 1 7 7 4 0 1E+01 8. 
1 . 3 2 2 2 2 4 4 I E - 1 1 - 3 .  
S 20
1 . 4 2 8 2 3 6 6 5 E - 0 3 - 3 . 
1 . 14896126E+00 2. 
2 . 3 1 4 9 5 13 4 E- 12 - 8  , 
H 20
3 . 3 3 8 5 0 6 7 3 E - 0 3 - 6 .  
2 . 85026663E+01 3. 
1 . 6 0 8 1 1 2 8 8 E - 1 1 - 1 .  
H 20
3 . 7 33 87 7 62 E- 03 - 2  . 
2 .35331548E+01 2. 
1 . 6 7 3 1 12 9 8E - 11 - 1 .
01832133E-06
07852476E+00
962 923 01E+02
2 OG
2 4571996E -06
80168627E+00
20225598E+04
2S 2 OG
08428794E-06
49856646E+00
24794312E+04
2 OG
65788135E-06
27684328E+00
60275576E+04
3S 1 G
13009073E-09-
13179120E+00
88287103E+04-
2S 2 G
74448284E-07-
28112013E-01
69287907E+04
1 G
95223981E-07-
89887583E+00
19312607E+03
IS 3 G
86562800E -07-
67805059E+00
13 979874E+04
IS 3 G
4 4 4 11342E -07-
93988478E+00
63029028E+04
7 .5 2 2 9 7 5 2 6 E -1 0 -7 .  
1 . 9 4 7 4 2 8 1 4 E -0 2 -2 . 
1 .44741864E+01
3 0 0 .0 0  2000. 
1 .4 0 8 5 2 8 2 9E- 0 9 - 1 .  
1 . 9 9 9 1 9 2 8 0 E -0 2 -2 . 
1 .34189370E+01
3 0 0 .0 0  2000. 
1 .1 2 4 5 9 7 8 4 E -0 9 -1 .  
2 . 5 0 7 4 9 2 8 9 E -0 2 -3 . 
1 .09552126E+01
3 0 0 .0 0  2000. 
4 . 5 5 7 1 7 4 3 4 E -1 0 -4 . 
1 . 7 1 7 6 4 2 9 2 E -0 2 - 2 . 
7 .31095245E+00
3 0 0 .0 0  5000. 
5 .8 2 2 2 2 9 0 I E - 10 1. 
8 .3 2 4 4 4 9 1 4 E -0 3 - 2 , 
6 . 98378761E+00
3 0 0 .0 0  5000. 
3 .13293096E -10  1. 
4 .7 4 4 7 7 7 6 2 E -0 2 -6 . 
2 .29903159E+01
3 0 0 .0 0  5000. 
9 .6 4 6 7 0 6 3 9E-11  4. 
1 .1 5 4 4 3 5 2 7 E -0 2 -1 .  
1 .26535745E+01
3 0 0 .0 0  5000, 
2 .0 2 6 0 0 3 0 4 E -1 0  7. 
4 .0 7 1 9 1 3 9 0 E -0 2 -6 .  
9 . 98571106E+00
3 0 0 .0 0  5000 
6 .1 3 4 5 3 7 4 IE -10  1. 
4 . 0 5 6 9 5 6 3 8 E -0 2 -6 , 
1 .49845285E+01
91533129E-14
93966240E-05
00 1000.00 
81318004E-13 
5 6401242E -05
00 1000.00 
184 8 923 0 E -13 
40614452E-05
00 1000.00 
7 6687943E -14 
30032367E-05
00 1000.00
37375969E-13
04192137E-06
00 1000.00 
0 0662179E -13 
95648159E-05
00 1000.00 
47355230E-14 
4 6 5 02127E -05
00 1000.00 
4 7 7 80445E -14 
67990246E -05
00 1000.00 
64649581E-13 
5 9918573E -05
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Appendix F
Sulfur Mechanism
1 Sulfur Mechanism in CHEMKIN Format
k = A-T" expr_o
r t )
NOTE: A units mole-cm-sec-K, E units cal/mole
R e a c tio n A n Ea R e fe re n ce
1 H 2S +M =H 2+S +M 1.60E+24 -2.6 89170 S endt e t al. (2003)
2 H 2S +H =S H +H 2 3.49E +07 1.9 904 S endt e t al. (2003)
3 H 2S +S =2S H 7.39E +06 2.3 9007 th is  w ork
D eclared dup lica ted  reaction ...
4 H 2S +S =2S H 2.23E +13 0 6262 th is  w ork
D eclared dup lica ted  reaction ...
5 S +H 2=S H +H 1.35E+14 0 19290 S endt e t al. (2003)
6 S +S H =S 2+H 3.32E +12 0.5 -29 th is  w ork
7 H +S 2+M =H S S +M 1.15E+25 -2.8 1665 S endt e t al. (2003)
H2S E nhanced by 1.1
A R E nhanced by 0.88
HE E nhanced by 1.39
8 H +H S S =2S H 9.72E +07 1.6 -1030 Sendt e t al. (2003)
D eclared dup lica ted  reaction ...
9 H +H S S =2S H 1.63E+18 -1 261 th is w ork
D ecla red  dup lica ted  reaction ...
10 S H +S H (+M )=H S S H (+M ) 3.46E +12 0.2 -1432 th is  w ork
Low  pressu re  lim it: 2.33E+31 -4.9 1998
TR O E  centering : 1.0 254 2373
11 S H +H S S =H 2S +S 2 6 .27E +03 3 -1105 S endt e t al. (2003)
12 H +H S S =H 2+S 2 1.05E+08 1.8 -877 th is  w ork
D eclared dup lica ted  reaction ...
13 H +H S S =H 2+S 2 2.91E +16 -0.9 -56 th is  w ork
D eclared dup lica ted  reaction ...
14 H +H S S =H 2S +S 1.50E+08 1.6 2259 th is  w ork
D eclared dup lica ted  reaction ...
15 H +H S S =H 2S +S 4.19E +18 -1.6 472 th is  w ork
D eclared dup lica ted  reaction ...
16 S +H S S =S 2+S H 4.17E +06 2.2 -600 S endt e t al. (2003)
17 H S S +H S S =H S S H +S 2 9.56E +00 3.4 -1672 S endt e t al. (2003)
18 H S S H +H =H S S +H 2 4.99E +07 1.9 -1408 S endt e t al. (2003)
19 H S S H +H =H 2S +S H 2.00E +14 0 0 S endt e t al. (2003)
20 H S S H +S H =H 2S +H S S 6.40E +03 3 -1480 S endt e t al. (2003)
21 H SS H +S =H S S +S H 2.85E +06 2.3 1204 S endt e t al. (2003)
22 H +S +M =S H +M 6.20E +16 -0.6 0 S endt e t al. (2003)
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23
24
25
26
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40
41
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45
46
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49
50
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57
58
59
60
61
62
63
64
65
66
67
68
69
Reaction A n Ea Reference
S+S+M=S2+M 1.89E+13 0 -1788 a estimate
H2S+S(+M)=HSSH(+M) 2.85E+07 1.4 84 this work
Low pressure limit: 7.43E+34 -6.0 4374
TROE centering: 7.20E+01 249 254
SH+H02=H2S+02 3.80E+04 2.8 -1530 this work
H2S+02=HS0+0H 1.00E+11 0 49100 private communication
H2S+0H=SH+H20 8.70E+13 -0.7 0 Ellingson and Truhlar (2007)
Declared duplicated reaction... 
H2S+0H=SH+H20 4.07E+07 1.8 0 Ellingson and Truhlar (2007)
Declared duplicated reaction... 
H2S+0=SH+0H 1.80E+05 2.6 2532 Wang et al. (2005)
H2S+0=HS0+H 1.36E+09 1.1 5099 Goumri et al. (1995)
H202+SH=H2S+H02 5.57E+04 2.8 8668 this work
H202+SH=HS0H+0H 9.49E+03 2.8 9829 this work
H2S+H02=HS0+H20 1.03E+00 3.3 6224 private communication
H2S+HSO=SH+HSOH 1.00E+13 0 17300 estimate
H2S+HOS=SH+HSOH 1.00E+13 0 12500 estimate
HSO+SH=H2S+SO 1.03E+04 2.9 -5850 this work
H2S+SO=HOS+SH 1.00E+13 0 36500 estimate
SH+02=H02+S 4.72E+06 2 36913 this work
SH+02=HS0+0 2.29E+06 1.8 20008 this work
SH+02=S0+0H 7.50E+04 2.1 16384 this work
SH+0=0H+S 1.80E+12 0 0 Sendt and Haynes (2007)
Declared duplicated reaction... 
SH+0=0H+S 4.32E+06 2.1 3582.7 Sendt and Haynes(2007)
Declared duplicated reaction... 
SH+OSO+H 4.25E+11 0.7 -1027 Sendt and Haynes (2007)
SH+OH=S+H20 1.67E+05 2.5 -1637 private communication
SH+OH=HOS+H 1.00E+13 0 7400 estimate
H202+S=SH+H02 4.14E+06 2.2 12619 private communication
SH+H02=HS0+0H 2.46E+08 1.5 -2169 this work
SH+H02=H20+S0 3.20E+02 2.6 -2071 private communication
SH+HSO=S+HSOH 1.00E+11 0 11000 estimate
SH+HS0=S20+H2 1.00E+14 0 14250 estimate
H2+S20=SH+H0S 1.00E+13 0 46000 estimate
SH+SO=HSO+S 1.00E+13 0 25000 estimate
SH+SO=HOS+S 1.00E+13 0 30000 estimate
SH+S0=S20+H 1.00E+12 0 5000 estimate
HSS02+M=SH+S02+M 1.00E+17 0 3000 estimate
SH+03=HS0+02 5.72E+08 0 280 estimate
S+OH=SO+H 1.46E+13 0.2 -1361 Sendt and Haynes (2007)
S+02=S0+0 5.43E+05 2.1 -1451 Lu et al. (2004)
S+H02=S0+0H 5.66E+13 0 0 Ballester and Varandas (2008)
S+H02=H0S+0 1.00E+13 0 0 estimate
SS02+M=S+S02+M 1.00E+15 0 30000 estimate
S+SS02=S2+S02 1.00E+13 0 0 estimate
S+HS00=SH+S02 1.00E+13 0 0 estimate
S+HSOO=SO+HSO 1.00E+13 0 0 estimate
S+H0S02=SH+S03 1.00E+13 0 0 estimate
S+S03=S0+S02 1.00E+13 0 0 estimate
S+03=S0+02 7.23E+12 0 0 Atkinson et al. (2004)
H202+S=H0S+0H 1.00E+12 0 0 estimate
HS0+02=H02+S0 6.44E+05 2.6 19013 this work
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70
71
72
73
74
75
76
77
78
79
80
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84
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88
89
90
91
92
93
94
95
96
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104
105
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107
108
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110
111
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115
R eaction A n Ea R eference
H0S+02=H02+S0 6.44E+05 2.6 19013 b estimate
HS0+02=S02+0H 3.70E+01 2.8 6575 this work
H0S+02=S02+0H 3.70E+01 2.8 6575 c estimate
HS0+02=HS02+0 8.40E-07 5.1 11312 Rasmussen et al. (2007)
HSO+S2=HSS+SO 1.00E+12 0 3000 estimate
HOS+S2=HSS+SO 1.00E+12 0 1000 estimate
HOS+S2=S3+OH 1.00E+13 0 13000 estimate
H+SO+M=HSO+M 4.93E+29 -5.3 1815 Sendt and Haynes (2007)
N2 Enhanced by 0
H+SO+N2=HSO+N2 2.08E+27 -4.3 812.1 Sendt and Haynes(2007)
H+SO+M=HOS+M 3.62E+20 -1.9 -29 Sendt and Haynes (2007)
N2 Enhanced by 0
H+SO+N2=HOS+N2 2.03E+21 -2.1 -72 Sendt and Haynes (2007)
HOS+M=HSO+M 5.77E+11 0 32722 Sendt and Haynes(2007)
N2 Enhanced by 0
HOS+N2=HSO+N2 2.93E+11 0 24601 Sendt and Haynes (2007)
HSO+H=H2+SO 6.00E+13 0 0 Goumri et al. (1995)
HSO+H=SH+OH 4.90E+19 -1.9 1560 Rasmussen et al. (2007)
HS0+H=S+H20 1.60E+09 1.4 -340 Rasmussen et al. (2007)
HOS+H=H2+SO 1.00E+13 0 0 estimate
HS0+0H=H20+S0 1.70E+09 1 470 Rasmussen et al. (2007)
H0S+0H=H20+S0 1.00E+13 0 0 estimate
HS0+0H=H2+S02 1.00E+11 0 0 estimate
HOS+OH=H2+S02 1.00E+11 0 0 estimate
HSO+0=OH+SO 1.40E+13 0.1 300 Rasmussen et al. (2007)
H0S+0=0H+S0 1.00E+14 0 0 estimate
HSO+0=H+S02 4.50E+14 -0.4 0 Rasmussen et al. (2007)
HOS+0=H+S02 1.00E+14 0 0 estimate
H+HSO=H+HOS 1.00E+14 0 4000 estimate
HSS+02=HSS0+0 1.00E+13 0 26000 estimate
HSS0+0=S20+0H 1.00E+13 0 0 estimate
HSS0+0=SH+S02 1.00E+13 0 0 estimate
HSS0+H=S20+H2 1.00E+13 0 0 estimate
HSSO+H=HSS+OH 1.00E+13 0 0 estimate
HSS0+0H=S20+H20 1.00E+13 0 0 estimate
HSS0+0H=HSS+H02 1.00E+13 0 27000 estimate
HSS0+SH=S20+H2S 1.00E+13 0 0 estimate
HSS+HSOHSSO+SH 1.00E+13 0 7000 estimate
HSSO+S=HSS+SO 1.00E+13 0 0 estimate
HSS0+S=S20+SH 1.00E+13 0 0 estimate
HSS0+HSS=S20+HSSH 1.00E+13 0 0 estimate
HSS0+H02=S20+H202 1.00E+13 0 0 estimate
HSS0+S2=S20+HSS 1.00E+13 0 0 estimate
S20+HS02=HSS0+S02 1.00E+13 0 32000 estimate
HSS+S03=HSS0+S02 1.00E+13 0 10000 estimate
S20+H+M=HSS0+M 6.42E+22 -2.6 287 private communication
SO*+M=SO+M 1.00E+13 0 0 Rasmussen et al. (2007)
S0*+02=S02+0 1.00E+13 0 0 Rasmussen et al. (2007)
S0+02=S02+0 8.91 E+06 1.4 3712 Garland (1998)
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Reaction A n Ea Reference
S0+0(+M)=S02(+M) 3.20E+13 0 0 Rasmussen et al. (2007)
Low pressure limit: 1.20E+21 -1.5 0
TROE centering: 5.50E-01 1.0E-30 1.0E+30
N2 Enhanced by 1.5
S02 Enhanced by 10
H20 Enhanced by 10
S0+H02=S02+0H 3.70E+03 2.4 7660 Rasmussen et al. (2007)
SO+SO+M=OSSO+M 3.23E+32 -5.8 3044.2 this work
0SS0+0=S0+S02 1.00E+13 0 0 estimate
0SS0+0=02+S20 1.00E+13 0 0 estimate
0SS0+H=0H+S20 1.00E+13 0 0 estimate
OSSO+H=SO+HSO 1.00E+13 0 0 estimate
OSSO+H=SO+HOS 1.00E+13 0 0 estimate
0SS0+H=H02+S2 1.00E+13 0 12570 estimate
0SS0+0H=H02+S20 1.00E+13 0 11350 estimate
OSSO+OH=HOSO+SO 1.00E+12 0 0 estimate
0SS0+S0=S02+S20 2.00E+10 0 0 estimate
0SS0+S=S20+S0 1.00E+13 0 0 estimate
0SS0+S=S2+S02 1.00E+13 0 0 estimate
0SS0+SH=HS0+S20 1.00E+13 0 0 estimate
0SS0+S2=S20+S20 1.00E+12 0 0 estimate
S+S02=2S0 5.88E+12 0 9034 Murakami et al. (2003)
H+S02(+M)=HS02(+M) 5.30E+08 1.6 2472 Blitz et al. (2006)
Low pressure limit: 1.41E+31 -5.2 4513
TROE centering: 3.90E-01 167 2191
N2 Enhanced by 1
S02 Enhanced by 10
H20 Enhanced by 10
H+S02(+M)=HOSO(+M) 2.37E+08 1.6 7339 Blitz et al. (2006)
Low pressure limit: 1.85E+37 -6.1 11075
TROE centering: 2.83E-01 272 3995
N2 Enhanced by 1
S02 Enhanced by 10
H20 Enhanced by 10
H0S0(+M)=HS02(+M) 1.00E+09 1 50000 Rasmussen et al. (2007)
Low pressure limit: 1.70E+35 -5.6 55400
TROE centering: 4.00E-01 1.0E-30 1.0E+30
N2 Enhanced by 1.5
S02 Enhanced by 10
H20 Enhanced by 10
HOSO(+M)=OH+SO(+M) 9 94E+21 -2.5 75891 Hughes et al. (2003)
Low pressure limit: 1.16E+46 -9.0 52953
TROE centering: 9.50E-01 2989 1
H+S02=0H+S0 6.74E+21 -2.2 30736 Hughes et al. (2003)
S02+0(+M)=S03(+M) 3.70E+11 0 1689 Rasmussen et al. (2007)
Low pressure limit: 2.40E+27 -3.6 5186
TROE centering: 4.42E-01 316 7442
N2 Enhanced by 0
S02 Enhanced by 10
H20 Enhanced by 10
S02+0(+N2)=S03(+N2) 3.70E+11 0 1689 Rasmussen et al. (2007)
Low pressure limit: 2.90E+27 -3.6 5206
TROE centering: 4.30E-01 371 7442
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Reaction A n Ea Reference
S02+0H(+M)=H0S02(+M) 5.70E+12 -0.3 0 Rasmussen et al. (2007)
Low pressure limit: 1.70E+27 -4.1 0
TROE centering: 1.00E-01 1.0E-30 1.0E+30
H20 Enhanced by 5
S02 Enhanced by 5
N2 Enhanced by 1
H0S02+02=S03+H02 7.83E+11 0 656 Atkinson et al. (2004)
S03+S0=2S02 7.60E+03 2.4 2980 Rasmussen et al. (2007)
S03+O S02+02 2.80E+04 2.6 29230 Hindiyarti et al. (2007)
S03+H=S02+0H 8.40E+09 1.2 3322 Hindiyarti et al. (2007)
S03+0H=S02+H02 4.80E+04 2.5 27271 Hindiyarti et al. (2007)
03+S02=02+S03 1.80E+12 0 14000 private communication
HS02+02=S02+H02 1.10E+03 3.2 -235 Rasmussen et al. (2007)
HS02+OS02+0H 1.00E+13 0 0 estimate
HS02+H=S02+H2 5.00E+12 0.5 -262 Rasmussen et al. (2007)
HS02+0H=S02+H20 1.00E+13 0 0 estimate
HS02+SH=S02+H2S 1.00E+13 0 0 estimate
HS02+S=S02+SH 1.00E+13 0 0 estimate
HS02+H02=S02+H202 1.00E+13 0 0 estimate
HS02+HSS=S02+HSSH 1.00E+13 0 0 estimate
HS02+S2=S02+HSS 1.00E+13 0 0 estimate
HS02+S0=S02+HS0 1.00E+13 0 0 estimate
HS02+SOS02+H0S 1.00E+13 0 0 estimate
HS02+HS0=S02+HS0H 1.00E+13 0 0 estimate
H0S0+02=S02+H02 9.60E+01 2.4 -10130 Rasmussen et al. (2007)
H0S0+0=S02+0H 1.00E+13 0 0 estimate
H0S0+H=S02+H2 1.80E+07 1.7 -1286 Rasmussen et al. (2007)
H0S0+H=S0*+H20 2.40E+14 0 0 Rasmussen et al. (2007)
H0S0+0H=S02+H20 6.00E+12 0 0 Rasmussen et al. (2007)
H0S0+SH=S02+H2S 1.00E+13 0 0 estimate
H0S0+S=S02+SH 1.00E+13 0 0 estimate
H0S0+H02=S02+H202 1.00E+13 0 0 estimate
H0S0+HSS=S02+HSSH 1.00E+13 0 0 estimate
H0S0+S2=S02+HSS 1.00E+13 0 0 estimate
H0S0+S0=S02+HS0 1.00E+13 0 0 estimate
H0S0+S0=S02+H0S 1.00E+13 0 0 estimate
H0S0+HS0=S02+HS0H 1.00E+13 0 0 estimate
H0S0+H0S=S02+HS0H 1.00E+13 0 0 estimate
S2+0=S0+S 1.43E+11 0.7 -231 this work
SO+SH=S2+OH 1.00E+12 0 4320 estimate
S2+02=S20+0 1.71E+04 2.5 34376 this work
S2+02=S0+S0 2.30E+03 2.5 30440 this work
S2+0+M=S20+M 1.88E+21 -2.8 0 c estimate
S20+0=2S0 9.27E+11 0 0 estimate
S20+S=S0+S2 1.00E+13 0 0 estimate
S20+SH=HS0+S2 1.00E+12 0 5000 estimate
S20+SH=HSS+S0 1.00E+13 0 8000 estimate
S20+0H=H02+S2 1.00E+13 0 40000 estimate
S20+H=0H+S2 1.00E+13 0 0 estimate
S20+S02=S2+S03 1.00E+13 0 20000 estimate
HSS+02=H02+S2 4.10E+03 2.5 10585 private communication
HSS+02=HS0+S0 6.61 E+03 1.9 7071 private communication
HSS+0H=H20+S2 1.00E+14 0 0 estimate
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Reaction A n Ea Reference
HSS+OOH+S2 1.00E+14 0 0 estimate
HSS+OSH+SO 1.00E+14 0 0 estimate
HSSH+OHSS+OH 1.00E+14 0 0 estimate
HSSH+0=HS0+SH 1.00E+14 0 0 estimate
HSSH+0H=HSS+H20 1.00E+14 0 0 estimate
HSSH+02=HSS+H02 1.00E+13 0 26000 estimate
HSSH+H02=HSS+H202 1.00E+13 0 0 estimate
HSSH+SOHSS+HSO 1.00E+13 0 15000 estimate
HSSH+SO=HSS+HOS 1.00E+13 0 19000 estimate
HSSH+HSO=HSS+HSOH 1.00E+13 0 2000 estimate
HSSH+HOS=HSS+HSOH 1.00E+13 0 2000 estimate
HS0H+H02=HS0+H202 1.00E+13 0 0 estimate
HS0H+H02=H0S+H202 1.00E+13 0 0 estimate
HSS+H02=S2+H202 1.00E+13 0 0 estimate
HS0+H02=S0+H202 1.00E+13 0 0 estimate
H0S+H02=S0+H202 1.00E+13 0 0 estimate
HSS+HS0=S2+HS0H 1.00E+13 0 0 estimate
HSS+H0S=S2+HS0H 1.00E+13 0 0 estimate
HS0+HS0=S0+HS0H 1.00E+13 0 0 estimate
H0S+H0S=S0+HS0H 1.00E+13 0 0 estimate
HS0H+02=HS0+H02 1.00E+13 0 26000 estimate
HS0H+02=H0S+H02 1.00E+13 0 30000 estimate
HS0H+0=HS0+0H 1.00E+14 0 0 estimate
HS0H+0=H0S+0H 1.00E+14 0 0 estimate
HS0H+H=HS0+H2 1.00E+14 0 0 estimate
HS0H+H=H0S+H2 1.00E+14 0 0 estimate
HS0H+0H=HS0+H20 1.00E+14 0 0 estimate
HS0H+0H=H0S+H20 1.00E+14 0 0 estimate
H2+02=20H 1.70E+13 0 47780 Miller and Bowman (1989)
0H+H2=H20+H 2.16E+08 1.5 3430 Li et al. (2004)
H+02=0H+0 3.55E+15 -0.4 16599 Li et al. (2004)
0+H2=0H+H 5.00E+04 2.7 6290 Michael (1992)
H+02(+M)=H02(+M) 1.48E+12 0.6 0 Li et al. (2004)
Low pressure limit: 6.37E+20 -1.7 525
TROE centering: 8.00E-01 30 1000000
H20 Enhanced by 11
H2 Enhanced by 2
02 Enhanced by 0.78
0H+H02=H20+02 2.89E+13 0 -497 Baulch et al. (1992)
H+H02=20H 7.08E+13 0 295 Li et al. (2004)
H+H02=H2+02 1.66E+13 0 823 Li et al. (2004)
H+H02=H20+0 3.01E+13 0 1721 Baulch et al. (1992)
0+H02=02+0H 3.25E+13 0 0 Baulch et al. (1992)
0+H20=20H 2.97E+06 2 13400 Li et al. (2004)
H2+M=H+H+M 4.58E+19 -1.4 104380 Li et al. (2004)
H20 Enhanced by 12
H2 Enhanced by 2.5
AR Enhanced by 0
HE Enhanced by 0
H2+AR=H+H+AR 5.84E+18 -1.1 104380 Li et al. (2004)
H2+HE=H+H+HE 5.84E+18 -1.1 104380 Li et al. (2004)
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Reaction A n Ea Reference
H+0H+M=H20+M 3.80E+22 -2 0 Li et al. (2004)
H20 Enhanced by 12
H2 Enhanced by 2.5
H+0+M=0H+M 4.71E+18 -1 0 Li et al. (2004)
H20 Enhanced by 12
H2 Enhanced by 2.5
0+0+M=02+M 6.16E+15 -0.5 0 Li et al. (2004)
H20 Enhanced by 12
H2 Enhanced by 2.5
AR Enhanced by 0
HE Enhanced by 0
0+0+AR=02+AR 1.89E+13 0 -1788 Li et al. (2004)
0+0+HE=02+HE 1.89E+13 0 -1788 Li et al. (2004)
H02+H02=H202+02 4.20E+14 0 12000 Wallington et al. (1992)
Declared duplicated reaction...
H02+H02=H202+02 1.30E+11 0 -1630 Wallington et al. (1992)
Declared duplicated reaction...
H202(+M)=0H+0H(+M) 2.95E+14 0 48430 Li et al. (2004)
Low pressure limit: 1.20E+17 0 45500
TROE centering: 5.00E-01 30 1000000
H20 Enhanced by 12
H2 Enhanced by 2.5
H202+H=H02+H2 4.82E+13 0 7950 Li et al. (2004)
H202+H=H20+0H 2.41E+13 0 3970 Li et al. (2004)
H202+0H=H20+H02 1.00E+12 0 0 Li et al. (2004)
Declared duplicated reaction...
H202+OH=H20+H02 5.80E+14 0 9557 Li et al. (2004)
Declared duplicated reaction...
H202+0=H02+0H 9.55E+06 2 3970 Li et al. (2004)
0+02+M=03+M 5.60E+20 -2.6 0 Atkinson et al. (2004)
0+03=02+02 4.80E+12 0 4090 Atkinson et al. (2004)
H+03=0H+02 8.43E+13 0 950 Atkinson et al. (1992)
0H+03=H02+02 1.14E+12 0 2000 Atkinson et al. (2004)
H02+03=0H+02+02 8.43E+09 0 1200 Zahniser and Howard (1980)
H2S+S02=S20+H20 1.67E+06 1.9 37810 Sendt and Haynes (2005)
H2S+S02=H2S202 3.51E+18 -2.1 33530 Sendt and Haynes (2005)
H2S202+H20=H2S+VDW1 3.89E+05 1.7 3740 Sendt and Haynes (2005)
H20+S02=VDW1 1.00E+14 0 0 estimate
H2S202+H20=2H20+S20 3.64E+05 1.6 14290 Sendt and Haynes (2005)
H2S202+SH=HSSH+H0S0 1.00E+13 0 8000 Sendt and Haynes (2005)
H2S+S20=H2S30 2.38E+19 -2.3 30450 Sendt and Haynes (2005)
H2S+S20=S3+H20 8.01 E+07 1.5 34010 Sendt and Haynes (2005)
H2S+S20=HSSS0H 2.85E+00 3.6 22681 Sendt and Haynes (2005)
H20+S3=HSSS0H 1.00E+14 0 25000 estimate
S+S2+M=S3+M 1.89E+15 0 -1788 d estimate
S2+S2+M=S4+M 1.89E+15 0 -1788 d estimate
S2+S3+M=S5+M 1.89E+15 0 -1788 d estimate
S3+S3+M=S6+M 1.89E+15 0 -1788 d estimate
S3+S4+M=S7+M 1.89E+15 0 -1788 d estimate
S4+S4+M=S8+M 1.89E+15 0 -1788 d estimate
S02+SH=HS0+S0 1.00E+14 0 32000 estimate
S02+SH=H0S+S0 1.00E+14 0 36000 estimate
S02+SH=0H+S20 1.00E+14 0 32000 estimate
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Reaction A n Ea Reference
267 S 02+H S S =S 20+H S 0 1.00E+14 0 25000 estimate
268 S 02+S 2= S 20+ S 0 1.00E+14 0 28000 estimate
269 S 20+S 2=S 3+S 0 1.00E+14 0 18000 estimate
270 S 20+S 3=S 4+S 0 1.00E+14 0 16000 estimate
271 S 2 0 + S 2 0 S 3 + S 0 2 1.00E+12 0 2600 e estimate
272 S H +S02=H SS02 1.00E+13 0 33000 estimate
273 H S S 02=S 20+0H 1.00E+13 0 33700 estimate
274 S 20+S H =S 3+0H 1.00E+13 0 21450 estimate
275 SO+HSS=S3+OH 1.00E+13 0 14900 estimate
276 H2S+SO*=HSO+SH 1.00E+13 0 11000 estimate
Note: a as for R233; b as for R 69;c as for R 71;c as for R243; d rate increased by a factor of 100 from 
R 23;e barrier height from Steudel and Steudel (2004).
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