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An agent that is capable of continual or lifelong learning is able to continuously
learn from potentially infinite streams of pattern sensory data. One major
historic difficulty in building agents capable of such learning is that neural
systems struggle to retain previously-acquired knowledge when learning from
new data samples. This problem is known as catastrophic forgetting and
remains an unsolved problem in the domain of machine learning to this day.
To overcome catastrophic forgetting, different approaches have been proposed.
One major line of thought advocates the use of memory buffers to store data
where the stored data is then used to randomly retrain the model to improve
memory retention. However, storing and giving access to previous physical
data points results in a variety of practical difficulties particularly with respect
to growing memory storage costs. In this work, we propose an alternative
way to tackle the problem of catastrophic forgetting, inspired by and building
on top of a classical neural model, the self-organizing map (SOM) which is
a form of unsupervised clustering. Although the SOM has the potential to
combat forgetting through the use of pattern-specializing units, we uncover
that it too suffers from the same problem and this forgetting becomes worse
when the SOM is trained in a task incremental fashion. To mitigate this,
we propose a generalization of the SOM, the continual SOM (c-SOM), which
introduces several novel mechanisms to improve its memory retention – new
decay functions and generative resampling schemes to facilitate generative
replay in the model. We perform extensive experiments using split-MNIST
with these approaches, demonstrating that the c-SOM significantly improves
over the classical SOM. Additionally, we come up with a new performance
metric αmem to measure the efficacy of SOMs trained in a task incremental
fashion, providing a benchmark for other competitive learning models.
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Human beings have the capability to learn continuously throughout their entire
lifetimes [Parisi et al., 2019]. Modern applications like self-driving cars contain
intelligent systems or neural networks that receive data from multiple sources
in multiple forms. In a practical environment they no longer receive data
from single task apriori. In fact, neural networks in such machines receive
streams of data belonging to different tasks in a random order. It is expected
that a neural network would extract knowledge from these data streams and
use them to generalize its knowledge base. In fact, one of the qualities of a
generalized neural network is that it extracts knowledge from one task and
uses it in the learning of some other task. This process continues in real-
time due to the nature of the mode of operation of such neural networks in
applications like self-driving cars or voice assistants. This characteristic of
neural networks to learn things belonging to different categories or classes
in a never-ending manner without forgetting them motivates the enterprise
of continual or lifelong learning [Silver et al., 2013], [Thrun and Mitchell,
1995], [Chen and Liu, 2016].
Statistical learning models, at present, struggle to perform such efficient
learning without completely forgetting old knowledge. Solving the problem of
forgetting still remains a grand challenge in the field and will be the focus of
this thesis.
1
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1.1 Motivation
In 2012, the work presented by [Krizhevsky et al., 2012] demonstrated im-
pressive results that brought back machine learning to the attention of the
computer science community. After this work, there was an substantial rise
in the amount of papers published in this field and, consequently, computer
scientists started pursuing topics in machine learning. Computer vision re-
mains one of the fastest evolving area with numerous papers being published
every day. One of the breakthroughs in the field of machine learning occurred
when [Silver et al., 2016] (AlphaGo) beat Lee Sedol in the game of Go. Demis
Hassabis, who was the CEO of Deepmind (company that developed Alphago)
had issued a press statement explaining that AlphaGo was developed with
the idea of building a general purpose AI. This sparked the idea of work-
ing upon an algorithm that is not restricted to just one problem statement.
As explained earlier, continual learning is one such sub-domain of machine
learning that follows this idea of building intelligent systems that could solve
objectives from multiple tasks. One of the main advantages of having such a
system is that it could be deployed on edge computing devices that are not rich
in terms of hardware resources. A robust continual learning based system can
solve problems with speed and accuracy on edge computing devices. More-
over, a continual learning based neural network can be upgraded to identify
new task mappings while maintaining its current knowledge. These properties
of continual learning motivated us to pursue a problem in this field.
Further, we realized that there is still a fundamental problem in con-
tinual learning that still remains unsolved – catastrophic forgetting [French,
1999], [McCloskey and Cohen, 1989]. Unlike a human brain, an artificial neu-
ral network (ANN) cannot update its knowledge dynamically. To consider
a very simple example, a simple feedforward network trained on the MNIST
dataset [Lecun et al., 1998] performs well only on MNIST. If this neural net-
work was upgraded on another dataset like Fashion-MNIST [Xiao et al., 2017],
it will forget its older knowledge about MNIST. In order for it to recognize
images from both the datasets, it has to be retrained from scratch on input
containing a mixture of both the datasets passed as input. An ideal artificial
neural network that replicates human brain like behaviour would not need to
be trained on both the datasets again. Instead, it will just need the new data
samples from Fashion-MNIST and parallelly able be preserve its older map-
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pings from MNIST. Such a neural network would have the ability to augment
its knowledge gained from a new dataset without compromising its mapping
from the previous one. In modern times, there is a need for such a behaviour
in various applications like self-driving cars, stock market prediction systems
and voice assistants.
The goal of continual or lifelong learning is to be able to upgrade and
augment the knowledge of an artificial neural network. It could be attained
by using novel architectural or training approaches.
Self-organizing maps (SOM) are a type of neural network that are trained
using competitive learning. They are widely used in dimensionality reduc-
tion or clustering methods [Vesanto and Alhoniemi, 2000]. The fundamental
structure of SOMs is loosely inspired from the working of human brain, more
specifically retina-cortex mapping. [Yin, 2008a]. This makes them more bi-
ologically inspired and thus a favourable choice for continual learning. As
with other neural networks, they perform well on independent and identically
distributed (i.i.d.) data. Also similar to other neural networks, we have ex-
perimentally found out that SOMs perform very poorly if trained in a lifelong
learning fashion. This thesis also introduces a great potential of SOMs in the
form of generative networks in lifelong learning domain due to their simplicity.
That is why, we chose SOMs for the scope of this thesis.
1.2 Lifelong Machine Learning
Lifelong learning or continual learning [Thrun, 1995, Ring, 1994] is a process
in which an intelligent agent or model receives continuous streams of pattern
vectors, that might come from multiple different tasks, from which it must
learn and aggregate knowledge from. In practical real-world scenarios, where
memory storage is limited, often the constraint is introduced where a continu-
ally learning model is allowed to see the training data just once (thus only one
epoch or pass through the data is permitted), after which the data is lost for-
ever, e.g, this is a form of online learning (where data is processed one sample
at a time). This makes building continually-learning agents even more difficult.
Models trained under this particularly challenging setting often suffer from a
phenomenon historically known as catastrophic forgetting [French, 1999]. A
statistical learning model in the lifelong learning setting tends to forget the
knowledge that it has acquired in the past, only remembering recent informa-
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tion learned in current or neighbouring time steps. This is a part of a larger
problem called the stability plasticity dilemma [Grossberg, 1982,Abraham and
Robins, 2005]
There are multiple challenges [Schwarz et al., 2018, Javed and White,
2019a] faced by a continual learning system, described as follows:
• The system should not suffer from catastrophic forgetting, i.e. it should
retain knowledge gained for each task and perform well as it progresses
further.
• It should be able to extract knowledge from the current task and use it
to aid in learning upcoming ones. This is also known as positive forward
transfer.
• Learning current tasks must have a positive impact on the recognition of
previous tasks, which is also known as having positive backward transfer.
At minimum, a backward transfer of zero means old knowledge was at
least not destroyed.
• It should be scalable.
• It should be able to learn without the explicit provision of task descrip-
tors or task boundaries as a part of an input dataset. Which means, it
should be able to determine these parameters internally.
Lifelong machine learning systems must satisfy at least the above items in
order to be useful for intelligent systems in real-world applications. As men-
tioned in Section 1.1, we need lifelong machine learning systems in order to
develop general purpose intelligent systems. This is because, it is not ideal
in every case to have multiple sub-networks performing different tasks and
that we train all of them from scratch. Such a system causes wastage of time
and resources. Instead, a system designed by keeping the above mentioned
objectives in mind would help us to have fewer neural networks that have the
ability to share and reuse the knowledge gained while solving one task to solve
another. This would help us build systems that have low space and computa-
tional complexity and would run efficiently at speed on low resource devices.
There are various approaches used for development of such kind of system. A
detailed description of these works is presented in Chapter 2.
In this thesis, we intend to find and develop a neuro-cognitively inspired
method for reducing catastrophic forgetting in neural systems, focusing on the
domain of unsupervised learning. Along with this, we wish to investigate if,
when a continually learning agent extracts information related to one single
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class, it is capable of learning subsequent ones more readily. In essence, we
aim to design agents that can leverage knowledge gained from training on one
class when attempting to model and learn about new, subsequent encountered
classes.
Recently, SOMs have started being used in continual learning. Self-organizing
incremental neural networks (SOINN) [Furao and Hasegawa, 2006] are a class
of algorithms that use growing SOMs to tackle the problem of task incre-
mental learning. [Lu et al., 2014], [Wiwatcharakoses and Berrar, 2020], [Wi-
watcharakoses and Berrar, 2021] propose further advanced versions such as
the SOINN-RBF, SOINN+, GSOINN+, respectively. However, for the pur-
pose of this thesis, we focus on fixed-size/capacity SOMs. SOMs, due to their
fundamental architecture can be used to consolidate task-specific data in life-
long learning. The trained units of the SOMs that store this consolidated
task specific information could be used to perform replay/rehearsal in a life-
long learning model. Most replay approaches use buffers to store clusters of
raw/physical data and then retrain the network on this stored information.
However, having memory buffers imposes memory constraints (and it seems
unlikely that human brains store raw data directly). SOMs, as we will show in
this thesis, can be extended to give us topological covariance among a certain
class’ data samples. Therefore, SOMs might prove to be a more appropriate
choice for a lifelong learning system.
1.3 Problem Definition
SOMs were first introduced by Teuvo Kohonen [Kohonen, 1990], which is
why they are also referred to as Kohonen maps or Kohonen networks. It is
sometimes argued to be computationally the closest abstracton of how memory
could be arranged in a human brain [Dresp, 2020], [Kohonen, 1997], [Yin,
2008b]. Despite being an artificial neural network (ANN), it is trained using
a competitive Hebbian learning [Yin, 2008b,Choe, 2013] algorithm instead of
backpropagation.
The goal of this thesis is to reduce forgetting in SOM models. An SOM
contains a set of neuronal units that have the same vector dimension as that of
their input samples. These units are arranged in a topology or structure, often
square or hexagonal in shape. U-matrices of these topologies are presented
in Figure 1.1. At training time, these member neurons or units compete
CHAPTER 1. INTRODUCTION 6
with each other to match with the given input. The one neuron that wins
is called best matching unit (BMU). It performs a weight update over itself
based on the difference between its activity values and the given input pattern.
After this, the SOM unit shares this opportunity in updating weights with its
neighbouring units. The weight update decreases exponentially as the units get
farther away from BMU. As the training progresses, the competition increases
further among the SOM’s units to win. With this, the neighbourhood of
BMUs in each training step also decreases to reduce the collaboration and
thus win more than other units. Thus, at the end of the training phase, each
unit assumes the form of a certain class of inputs. Thus, each SOM unit, after
training is completed, can be viewed as the cluster center for a certain class
of inputs.
(a) Square Topography. (b) Hexagonal Topography.
Figure 1.1: SOM on the Iris dataset, obtained using minisom [Vettigli, 2018].
SOMs will be explained in more detail in section 3.1. A group of SOM units
learn representations that capture general patterns about the input data. For
example, if an SOM had 100 units and it was trained on MNIST, ideally
10 out of them would capture each digit class from MNIST. Assuming the
variance among the classes is similar, these 10 units would generally represent
a summary of all the samples belonging to that class which are present in
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the input dataset. In the lifelong learning setting, multiple tasks are passed
as input to the model in an incremental fashion, where each task could be
treated as a separate dataset in general. A task thus contains several classes
within itself. When SOMs are trained in such a manner, they forget the
representations learned from previous tasks in the same manner as neural
networks. In this thesis, we will propose a novel method through which the
problem of forgetting in an incrementally-trained SOM is noticeably reduced.
Chapter 2
Literature Review
In this chapter provide a brief survey on the various topics and concepts that
will be used in this thesis. The main problem are that this thesis will focus on is
known as lifelong learning, continual learning or never-ending learning [Chen
et al., 2018]. Domains like meta-learning, multi-task learning, or transfer
learning also share similarities with lifelong learning in some aspects.
As described earlier, the main problem of catastrophic forgetting occurs
in a lifelong learning system due to the stability-plasticity dilemma [Redondo
and Morris, 2011]. The tendency of a network to update or change its weights
as it encounters new data is called plasticity whereas the contrary is called
stability. The network has to maintain a balance in order to keep the older
representations and learn new ones at the same time. This is common problem
when the network receives data incrementally or if the network capacity is low.
There are numerous approaches that have been proposed so far, which, at their
core, try to attain a balance between the stability and plasticity of a system
overall.
Continual learning has been extensively studied in its application to various
fields such as robotics [Thrun and Mitchell, 1995], recurrent neural networks
[Ehret et al., 2021], [Cossu et al., 2021], visual question answering [Greco et al.,
2019], and graph neural networks [Carta et al., 2021], [Liu et al., 2021]. This
thesis focuses on reducing the problem of catastrophic forgetting in the case
of unsupervised learning, specifically with respect to the SOM neural model.
Table 2.1 compares all the approaches in this domain.
8




































































































































































































































CHAPTER 2. LITERATURE REVIEW 10
2.1 Continual Learning Approaches
Continual learning has used several approaches such as those based on dropout
[Srivastava et al., 2014] and through the use of different activation func-
tions [Goodfellow et al., 2014]. There have been many efforts published about
using dual architectures [Shin et al., 2017,Kang et al., 2020] and using meta-
learning or few-shot learning [Javed and White, 2019b,Gidaris and Komodakis,
2018a]. Other approaches include reducing representational overlap [French,
1992,French, 1994]. More related to this thesis, there has been a strong focus
on replay or rehearsal methods which we discuss in detail in the upcoming
sections.
Bayesian Approaches to Continual Learning [Kirkpatrick et al.,
2017] use the Fisher information matrix [Ly et al., 2017] to obtain the im-
portance of model weights, while mode-IMM [Lee et al., 2017] uses variance
information to selectively balance between two sets of weights. According
to [Lee et al., 2017], since a large number of pixels in MNIST have values close
to zero, the fisher information matrix works in the case of EWC. However,
they argue that using only the diagonal of a variance matrix is a very naive
way to tackle the problem, which is why EWC fails in case of a disjoint MNIST
experiment.
Continual learning has used several approaches based on: 1) regularization,
2) rehearsal, and 3) architectural or parameter isolation. [De Lange et al.,
2021] provides a taxonomy of the various approaches in continual learning in
addition to comparing the methods that fall under the above three categories.
2.1.1 Regularization Based Approaches
Regularization [Kirkpatrick et al., 2017], [Aljundi et al., 2018], [Li and
Hoiem, 2018] introduced a new regularization term to the loss function. It
focuses on preserving task-specific weights by either controlling the weight
update or using distribution of weights from previous task as prior to learn in-
coming new task data. This approach can be further divided into two methods
called data-focused and prior-focused methods.
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Data-Focused Methods
In these sets of methods, knowledge is distilled from one model to another
which means that knowledge from one task is used to learn another task.
Either a bias is created from the previous task or soft labels are extracted
from previous tasks to then be used to learn patterns from the current task.
The model from which knowledge is distilled is trained on previous data and
the model in which the knowledge is transferred to is trained on the upcom-
ing/current task data. [Schwarz et al., 2018,Michieli and Zanuttigh, 2021,Cas-
tro et al., 2018, Rajasegaran et al., 2019] represent some key works that use
knowledge distillation. The limitation of this approach, however, is that it is
prone to domain shift between tasks [Aljundi et al., 2017]. The success of this
approach depends on the degree of inter-task similarity. Dissimilarity among
tasks leads to a rise in task error.
Prior-Focused Methods
In this set of methods, importance of weights are learned for the current
task. When the next task dataset arrives, this importance is used to avoid a
drastic shift of the weight values in the model acquired from the previous tasks.
Generally, the importance of all neural connections is used in this method.
EWC [Kirkpatrick et al., 2017] is the most popular work that embodies this
methodology. Additionally, [Zenke et al., 2017,Aljundi et al., 2018,Lee et al.,
2017] also use this method. However, this method of adding a soft penalty does
not scale well to large scale datasets because changes to previous parameters
are penalised while training on later tasks. Once the neural model encounters
a certain number of tasks, it will not be able to preserve all of the older
parameters and keep on forming newer synaptic connections. A moderately
sized neural network using this method does not cope well with continuous
streams of data [Farquhar and Gal, 2018].
2.1.2 Rehearsal Based Approaches
Replay or rehearsal [Hayes et al., 2019, Rebuffi et al., 2017, Lopez-Paz and
Ranzato, 2017,Isele and Cosgun, 2018] stores exemplars which are data points
that are representative of a cluster of class-specific data, in memory/buffers.
These exemplars of past tasks are passed again to the model while it trains
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on the current task data in order to help it to remember historic mappings.
The argument made in support of this approach is that replay/rehearsal oc-
curs in the human brain when we are asleep [Hayes et al., 2021, Dhar et al.,
2019]. However, [Ostapenko et al., 2019] rejects this argument by saying that
such an approach is not biologically inspired and, moreover, due to memory
constraints, such an approach is not scalable. It is also computationally ex-
pensive as it requires computing a forward pass through the old task’s network
for every new data point [Zenke et al., 2017]. This approach is comparatively
more difficult to implement in the case of data streams with no task descriptor
(vectors that tell the system what the task’s goals are or what is to be done
in the given task) because the detection of task boundaries and the classes
to which input data belongs to is a hard problem. Detection of spikes in the
neural activity patterns as the input data changes is not an accurate way to
detect such class boundaries 1. It can be empirically shown that, quite often,
such spikes may be false-positive or false-negative. Like in the case of MNIST,
there might not be a spike when classes change from digits 1 to 7. Since the
memory at hand or in the buffer is of a fixed size for the mode, as the number
of tasks increase, the exemplars representing each task must be shuffled or re-
selected. Either upcoming tasks are paired with other virtual clusters based
on class similarity or new clusters are formed. However, this may put a toll on
the size of each task cluster. Overfitting [Lee et al., 2019] is another issue with
replay/rehearsal. However, data privacy is also an issue in such approaches
as pointed out by [Wu et al., 2018, Dhar et al., 2019]. If a task/class occurs
rarely, then it may fall out of buffer [Lipton et al., 2016].
To address the issues of rehearsal, several other approaches such as pseudo-
rehearsal that uses a generative network such as one based on the variational
autoencoder (VAE) [Ororbia et al., 2019,Ororbia and Kifer, 2020,Shin et al.,
2017,Ayub and Wagner, 2021,Venkatesan et al., 2017], attention mechanisms
[Serra et al., 2018], and schemes based on few-shot visual learning [Gidaris
and Komodakis, 2018b] have been proposed.
2.1.3 Architectural Approaches
Architectural approaches alter the neural model architecture itself to avoid
forgetting. There have been efforts to build dynamic neural networks in com-
1In communication with William Gebhardt (wdg1351@rit.edu)
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bination with generative models [Ostapenko et al., 2019]. [Yoon et al., 2018,lai
Li et al., 2019] mentions dynamically expanding neural networks whose layers
or nodes could be intelligently increased to cope the increasing size of input
dataset. Spacenet [Sokar et al., 2021] and Packnet [Mallya and Lazebnik, 2018]
are methods proposed use compression techniques to create space for learning
new incoming tasks continually. However, they can suffer from scalability is-
sues, i.e., this approach, in general, increases the architectural complexity of a
model [Zenke et al., 2017]. Progress and compress [Schwarz et al., 2018] applies
a unique architectural approach to combat this issue of expanding networks by
trying to reduce architectural complexity. [De Lange et al., 2021] states that
such approaches require a task oracle to activate a task branch/sub-network
or to manipulate masks during prediction – this restricts such methods to a
multi-head setup. Furthermore, this setup is restricted to a task incremental
setup working only when the model size is large and performance is a priority.
There is another approach that utilizes architecture modifications to avoid
replay or rehearsal. Exemplars/centroids of classes or tasks are stored using
consolidation or clustering techniques. New samples are generated from these
centroids and passed to the model along with new input data at current time
step. In this way, the model is reminded about its past input-output mappings
to avoid catastrophic forgetting. This is an under-explored area and has much
potential, as we will see in this thesis. Encoding episodes as concepts (EEC)
[Ayub and Wagner, 2021,Ayub and Wagner, 2020] uses this unique technique
to consolidate knowledge of a task in the form of a centroid using autoencoders.
Images belonging to previous tasks are then generated from these centroids
which are passed further to the model while training it on new tasks. In this
way, an effort is made to preserve the historic connections in hidden layers.
In expanding deep neural networks (DNNs), one solution is to keep Θt−1
fixed when learning Θt = Θt−1 ∪ θt to avoid catastrophic forgetting com-
pletely, where θt are the new parameters introduced/learned for new task Tt.
In regularization approaches or EWC [Kirkpatrick et al., 2017] method use
statistically-inspired functions like the fisher information matrix to control
the change of parameter values from Θt−1 to Θ− t. Such approaches are good
at preserving parameters for initial tasks by controlling the weight updates
for upcoming tasks. However, these approaches are not robust and are not
effective for large number of tasks. As we will see in this thesis, our SOM-
based approach combines the idea of rehearsal in a fixed-capacity model with
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task-aware mechanisms to better deal with the stability-plasticity dilemma.
2.2 Competitive Learning
Competitive learning [Hartono, 2012] is a type of unsupervised learning where
neurons compete to match with a given data input vector. It is a variant of
Hebbian learning [Choe, 2013]. It is generally used for finding clusters in data.
Competitive learning includes algorithms such as vector quantization and self-
organizing maps (Kohonen maps). Unlike noncompetitive learning algorithms,
where all the neurons take part in the learning procedure in each learning step,
in competitive learning, only the neurons that satisfy certain criteria get the
right to proceed ahead and update their relevant synaptic weight values. This
type of learning could help to identify useful features for a data mapping in
models like deep neural networks.
[Rumelhart and McClelland, 1987] gives three basic elements for compet-
itive learning rules:
1. Start with a set of units that are highly similar except for some random
noise which makes each of them respond slightly differently to a set of
input patterns.
2. Limit the ’strength’ of each unit.
3. Allow the units to compete in some way for the right to respond to a
given subset of inputs.
The general flow for a competitive learning algorithm is shown in Algorithm
1.
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Algorithm 1 Competitive learning algorithm
1: Normalize all input patterns
2: Randomly select a pattern x(n)
3: Find the winner neuron






5: Update the winner neuron
6: Wi = Wi + ηX
(n)




9: Go to step 2 until no changes occur in N runs
where, W is the weight vector of SOM unit, η is the learning rate, and X
is the input data sample
Chapter 3
Self-Organizing Maps
In this chapter, we examine some of the key concepts needed to understand the
core topics of the SOM. The proposed model is presented in the next chapter.
3.1 The Kohonen Self-Organizing Map Model
Self-organizing maps (SOMs) learn via a Hebbian update rule [Morris, 1999],
which is one reason why they can be considered as a closer approximation
of how learning might occur in the human brain. This worked nicely with
our motivation to develop a more neurocognitively-plausible neural model for
the setting of continual learning. In an SOM, spatially-arranged clusters are
formed gradually around s over the course of the model’s training. Each
unit in the SOM could be a centroid or cluster center of input samples. The
SOM can also be used as a data exploration technique, wherein the clusters
in it each represents summary of a certain class of data. Unlike the K-Means
algorithm, SOMs perform soft clustering over the input data i.e. the weight
update is maximum for the BMU and it gradually decreases in the general
neighbourhood. SOM units become similar to their input patterns during the
iterative training process. This process is more intuitive than having buffers
for storing clusters or exemplars of given task’s data in buffers. Intuitively, the
SOM learning scheme is better equipped to helps us catch the subtle differences
or variances in a task’s data patterns.
16
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3.2 The Standard SOM Algorithm
3.2.1 Variable Definitions
The variables presented are scalars unless presented in bold.
• m is the number of units in SOM
• d is the dimension of each SOM unit
• s is the current iteration of training, where 0 < s < S
• τ is the time constant used for decaying (σ, λ)
• E is the number of epochs
• i is the index of mnist image in the task specific dataset D(t)train. For
conciseness, we refer this as xi as ith image from D(t)train
• v is the index of the node in the map
• W v is the weight vector of unit v
• u is the index of the Best Matching Unit (BMU)
• λt is the decayed learning rate for current task, t
• σ is the radius of neighbourhood of BMU
• σt is the decayed radius σ for current task, t
• h(σ) is the neighbourhood or influence function for learning in the vicin-
ity of BMU. It is as a function of current task, t
• φ(v) gives us the count of number of times unit v is assigned to any class.
• ωv stores the running variance of Wv i.e. the difference between pixel
values of Wv before and after training step
• ρv stores the class name to which unit v is trained. Example, Wv has
been trained and appears like mnist digit 0 then ρv = 0.
3.2.2 The Process of Neural Competition
In this stage, there is competition amongst SOM units for being chosen as the
BMU. The way to select a BMU is as follows:
u = argmin
v
‖Wv − xi‖ (0 < v < m) (3.1)
Another way to find out BMU is by using dot product which follows the
principle of Hebbian theory,
u = argmax
v
(Wv · xi) (0 < v < m) (3.2)
CHAPTER 3. SELF-ORGANIZING MAPS 18
Generally, however, using a dot product generally favors normalizing the data
to some suitable range (in order to ensure that the dot product is maximal for
the BMU). For the first variant, the BMU can be found using various other
distance metrics such as MSE loss (or Euclidean distance) or Charbonnier
loss [Charbonnier et al., 1994].
3.2.3 The Process of Neural Collaboration
Once the BMU is chosen, it is time for the BMU to collaborate with its neigh-
bouring units. Initially, the collaboration is higher when there is less compe-
tition for a winning unit. As the number of training iterations increases, the
competition increases and the collaboration decreases. Therefore, the BMU
progressively collaborates with smaller neighborhoods. This occurs because of
the decay used in both the neighbourhood radius of the BMU and the learning
rate of the weight update in the new neighbourhood [Kohonen, 1990].
On Setting the Radius σ
This is one of the most crucial parts in training a SOM. A decay function
controls the spread of a class in a SOM. Both σ, or the radius of training
neighbouring units of the BMU, and λ, or the learning rate of training (this
controls the strength of the Hebbian weight updates), decay as we progress
throughout the course of training. Decay for a standard SOM is updated for











In case of the standard SOM, the above decay function is applied to both λ
and σ.
The Neighbourhood Function
The neighbourhood function controls the extent to which a BMU will share
its learning with its neighbouring units. This is done in the following way for








where, i, j are units in the SOM, and di,j is the lateral or topological distance
between unit i and unit j and hi,j(di,j) is the neighbourhood function. Apart
from Gaussian, several other functions like the bubble [Natita et al., 2016]
or the mexican hat can be used as neighbourhood functions. An example of










Equation 3.5 is applied when the units are randomly arranged and the distance
between them is topological in nature. This means, the distance is calculated
based on the pixel values of units. There exists a variety of SOM models where
the units are arranged in an euler plane and hence obey the laws of cartesian
coordinate axes. That means we consider the row and column index of units
to calculate the Euclidean distance between two units. The former condition is
applied for the neural gas model [Martinetz and Schulten, 1991,Fritzke, 1994]
whereas the latter one is use by Kohonen’s SOM. Equation 3.5 is still applied
in the same way independent of whether or not the model units are arranged
in a structured topology or not.
3.2.4 Weight Udpate
Based on all of the above equations, we can write the SOM’s weight update
rule as follows:
Wv(s+ 1) = Wv(s) + h(u, v, s) · λt · (xi −Wv(s)) (3.7)
where, h(u, v, s) is the neighbourhood function based on the distance value,
σ between units u, and unit v at iteration s. Algorithm 2 shows the steps to
execute standard SOM.
The function on line 13 of Algorithm 3 gives us the radial function for the
distance of all the units from a selected best matchine unit (BMU). Further
working of the SOM is given in chapter 3.
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Algorithm 2 The Standard SOM Algorithm
Input: i.i.d. MNIST data, D
Parameter: Wv, σ, λ
1: for s = 0 to n(iterations) do
2: xi = Randomly pick an input vector, D(index)
3: u = arg min d = {‖Wv − xi‖ | ∀ v ε V }
4: σs = σ exp(−s/τ)
5: λ = λ exp(−s/τ)
6: d = distMatrix(u, v, σ)
7: h(d) = exp (−d/2σ2s)
8: W = W + h(d) ∗ λs ∗ ‖W − xi‖
9: end for
Algorithm 3 Pseudocode for storing precomputed distances between SOM
units
Input: (x,y) coordinates of SOM units, u, v, and σ
1: function preCompute(m)
2: for x1 = 0 to m do
3: for y1 = 0 to m do
4: for x2 = 0 to m do
5: for y2 = 0 to m do






12: node dist = preCompute(m)
13: function distMatrix(k, p, σt)
14: nd = node dist[k, p, :, :]
15: denom = 2 ∗ σ2





In this section, we develop self-organizing map (SOM) models for the continual
learning setting. Specifically, all extensions that we propose fall under the
general SOM family that we label as the continual SOM (or c-SOM). First,
we start with our motivation for choosing the SOM.
[Dresp, 2020] mentions seven properties of SOMs based on functional
investigations of the human brain. They are: 1) modular connectivity, 2) un-
supervised learning, 3) adaptive ability, 4) functional resiliency, 5) functional
plasticity, 6) from-local-to-global functional organization, and 7) dynamic sys-
tem growth. SOMs are interesting candidate models for lifelong learning be-
cause:
1. SOMs are simple and effective networks for clustering that have not been
explored in continual learning for consolidating task data.
2. Since the SOM follows a competitive learning approach, which is a
branch of hebbian learning, it is biologically inspired.
3. It exhibits a lower space complexity and has the potential to scale (de-
pending on the implementation)
4. [Bashivan et al., 2019] used SOMs to cluster previous input images for a
neural network to maintain their experiences. The SOM learned an input
distribution of each task and formed an output mask for every input to
the neural network based on the distance between input and the weights
of SOM. This mask was then multiplied with the output of the fully
21
CHAPTER 4. LIFELONG LEARNING KOHONEN NEURAL SYSTEMS 22
connected layer of the feedforard neural network. Using this process, the
network allocated nodes to the input-output associations per task and
masked out irrelevant nodes. In this way, the SOM shared nodes between
similar tasks and separated nodes for dissimilar tasks. According to this
thesis, the idea of forming masks based on learned representation of input
distribution does not address the stability plasticity dilemma for larger
datasets. Rather, this approach only addresses the representations of the
input layer by totally ignoring the post activations of the feedforward
network’s hidden layers.
5. Hebbian learning can be summarized as, ’neurons wire together if they
fire together’ [Löwel and Singer, 1992]. This same principle applies for
how neurons are trained in the human brain. In a human brain, knowl-
edge is spread across neurons that match closely or have similar acti-
vations [Gepperth et al., 2015]. This does not mean that the neurons
necessarily have to be in the same physical neighborhood, however they
are in the same topological neighborhood. Therefore, instead of stor-
ing data clusters in a buffer or any data structure, storing memory or
data-label mapping in a neural structure like a SOM is more biologically
plausible. More about neighborhoods will be explained in Section 4.2.
6. SOMs are of two types: i) static SOMs and ii) growing SOMs or neural
gas. With growing SOMs, we can scale them according to our choice
of geometry. This means, SOMs’ units can either be arranged in the
form of a square (which is the most popular arrangement used) or a
hexagon (see Figure 1.1 for its visualization). Moreover, we can create
more space in SOMs by emptying redundant or similar units. This can
also be termed as selective forgetting in order to create space or room
for new knowledge. This same principle is also used in the human brain.
4.1 Self-Organizing Maps for Lifelong Learning
Many approaches mentioned in Section 2.1.2 propose storing task data exem-
plars in memory buffers. These exemplars are then passed again as input to
a lifelong neural model to remind it about previous tasks. [Ostapenko et al.,
2019] describes that retaining real samples is very much against the notion of
bio-inspired design, as natural brains do not feature the retrieval of informa-
tion identical to originally exposed impressions.
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There are multiple challenges in solving this problem. First of all, there is
no mathematical way to derive the best parameters for SOMs. This includes
the best size and topology for SOM for set of input data, initial neighbourhood
radius and learning rate of weight update in it. Due to bad selection of σ and
λ, there can be an explosion of weight updates in the neighbourhood of BMUs.
This means, if a unit was selected as BMU, an extensive number of units in
its neighbourhood received a weight update. Due to multiple iterations of
training, the neighbourhoods expand even further which leads to all the units
in the SOM receiving the weight update unrestrictively. As a result, all the
units in the SOM assumed same pixel values as the current class label. In an
incremental learning paradigm, this led to replacing of older trained unit pixel
values with newer current class’ pixel values. Thus, SOMs became insufficient
in maintaining old trained units.
Moreover, when assigning SOMs for vision tasks, such as MNIST where
all the images in the dataset have common black background, the majority of
pixels from the input image matched with already trained (fully or partially
trained) unit instead of opting for a new unit so as to avoid forgetting. To
solve this problem, we had to allow large number of units get trained on
initial task’s data. Consecutively, we had to decay the parameters so that
the current or upcoming tasks do not overspread their learning or weight
update and replace already trained units on previous tasks with current task
patterns. If the current task exploded their training among SOM’s units, we
perform replay over old task data to preserve their patterns in SOM’s units.
Since SOMs perform soft clustering, many of their trained units form blurry
images. Further, SOMs trained incrementally with decaying (σ, λ) values had
decreasing number of trained units per class. Therefore, we had to come up
with approaches that would lead to equal number of trained units per class
in an SOM. Such an algorithm that reduces forgetting and provides equal
number of trained units per input class targets to produce an ideal SOM for
split-MNIST dataset.
The following are the objectives that we wanted to solve with respect to
continual learning SOMs:
• A vanilla SOM maintains topological neighbourhood of input space if
it is provided with iid (independent and identically distributed) data
at once. However, it fails miserably in an online learning setting. If it
is trained in a task incremental fashion on a split-MNIST dataset, it
CHAPTER 4. LIFELONG LEARNING KOHONEN NEURAL SYSTEMS 24
remembers only the last task i.e. digits 8 and 9 with the addition of
few units remembering digit 6. It was a surprising to know that a SOM
remembers just digit 6 from previous classes apart from the last task of
split-MNIST.
• We aimed at coming up with a method that not just remembers all
the tasks in a fixed sized SOM but also assigns nearly equal number of
trained units to each task.
• We wanted to avoid the concept shift [Gepperth and Karaoguz, 2017]
caused in SOM due to online learning.
• It is equally important to determine the class label of each trained unit
in SOM on the fly. We tried different methods for this which we discuss
below
4.2 Task-Incremental Self-Organizing Maps
The classical vanilla SOMs are trained on all data samples at once. Contrary
to this, we train a SOM in a task incremental manner wherein, each task
contains multiple classes of input data points. We describe in chapter 3 how
SOMs are trained in their vanilla form and then we describe our method of
training them in Section 4.2.7.
We train the SOM using a stochastic process. This means, we train the
SOM on one randomly selected task dependent input datapoint at a time.
With this process, finding a BMU by comparing with each SOM unit became
a bottleneck step and thus slowed the algorithm to the extent that it took
more than 6-7 hours to complete one experiment. Therefore, we perform this
as a matrix operation where all the units’ values are stored in a matrix form.
This scaled down the experiment time to 1-2 hours.
Now, we define the problem of task incremental SOMs and its notations
in Section 4.2.1
4.2.1 Problem Definition: The Lifelong Learning Setup
We use the notation as described in [lai Li et al., 2019]. Consider a sequence
of N tasks, denoted by T = {T1, T2, T3, ..., TN}. Each task Tt has a training
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i ); i = 1, ..., nt}, where y
(t)
i is the ground-truth
annotation, also known as class label, and nt is the total number of training




train be the entire training dataset for
all tasks. Similarly, D(t)test denotes the test dataset for a task Tt. The mapping
function f(.; Θt) represents the model (example, SOM in our case) learning.
Here, Θt is collection of all learned parameters till current task Tt (including
current t). When a lifelong learning model is finished training on task Tt using




test will be lost when the model
proceeds to task Tt+1 to TN . The main objective of continual learning is to
maximize the performance of f(.; Θt) at current task Tt while minimizing the
forgetting for tasks from T1 to Tt−1.
There are two popular paradigms in continual learning problems: incre-
mental learning and streaming learning.
Figure 4.1: A visual depiction of the task incremental learning setup.
4.2.2 Incremental Batch Learning
In the incremental batch learning paradigm, data for each task, Dt (as de-




The learning agent gets to have multiple passes or epochs over each Bti . This
is a very commonly used setting in lifelong learning problems [Hayes et al.,
2019,Lee et al., 2019]. However, while this setting is useful for testing the abil-
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ity of a system to remember old knowledge, it does not as accurately reflect a
real-world setting of lifelong learning, especially for problems at scale.
Incremental batch learning can be graphically described as shown in Figure
4.1.
4.2.3 Online Streaming Learning
Streaming learning or online learning [Roady et al., 2020], [Ororbia, 2021],
[Ororbia et al., 2019], [Ororbia and Mali, 2021] is the extreme form of in-
cremental batch learning. In this setting, the batch size is Bti = 1 and the
learning agent is only permitted one epoch over each Bti . This creates a more
challenging problem than incremental batch learning. Notably, unlike in incre-
mental batch learning, a learning agent can possibly revisit tasks in the data
ordering. In other words, in incremental batch learning, Dt follows a linear
order i.e. t = 0, 1, 2, .... Once D0 is over and the learning agent proceeds to
D1, it never receives {(x0i′ , y0i′)} again. However, streaming learning does not
follow any such data ordering. It may receive data belonging to any previous
task before proceeding to next task. This makes the problem all the more
challenging and more closely reflects real life scenarios. Figure 4.2 depicts the
process of streaming learning.
Figure 4.2: A visual depiction of the streaming/online learning setting.
For the scope of this thesis, all SOMs we investigate will receive data in a
streaming fashion.
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4.2.4 Welford’s Algorithm for Running Mean and Variance
Key to our proposed method, we use Welford’s online algorithm [Welford,
1962], [Knuth, 1997] to calculate the running variance for each of the SOM’s
units. Each time a unit of the SOM trains and updates its value, we record this
change and use it to calculate the pixel-wise running mean of SOM units. The
final trained values of the pixels1 in units of SOM are used as mean along with
the running variance values from the Welford’s online algorithm to generate
new samples from each unit. Refer to ‘Welford’s online algorithm’ section
in [Wikipedia contributors, 2021].
4.2.5 Generating Samples from the SOM
Once the SOM is trained using the algorithm 2, we use the trained values of
its units as means for generating new samples. We obtain pixel-wise variance
values per SOM unit from Welford’s algorithm. The function to generate
samples is as follows:
mean, µ = Wv (4.1)
standard deviation, σ =
√
ωv.variance() (4.2)
randomnumberε = N ([batch size, 1]) (4.3)
generated images = µ+ ε ∗ σ. (4.4)
Note that the above is an example of the re-parameterization trick often used
to generate samples from certain continuous distributions (i.e., a statistical
one-liner).
4.2.6 Task Incremental Decay Functions
We observed that an SOM trained incrementally on split-MNIST remembered
trained units from previous classes for only a few iterations of each current
task and that they were overwritten by current classes as the task iterations
increased. To alleviate this, we experimented with an exponential decay func-
tion with radius (σ) and learning rate (λ) that decayed based on the number
of iterations per task. We also tried decaying σ and λ based on number of
1Note that while this thesis focuses on pixel-valued inputs, the proposed SOM model
would, in principle, work with other types of input data.
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epochs per task training. However, both of these approaches did not work
as expected. Therefore, we decayed σ and λ based on the task number. To
simplify our approach even further, we performed experiments in the class in-
cremental learning setting where we decay parameters based on class numbers.
Hence, all of the benchmarks mentioned in Section 5 are based on this setting.
In this thesis, we explored five types of decay functions for both σ, λ. In
the following list we show decay functions for σ (which were applied to λ as
well):




















log(1 + t+ ε) ∗ exp (t/τ)
(4.9)
where t = current task, σt = σ for task, t, τ = time constant, and the ε =
offset (10−6 or 10−7).
The idea behind all of the equations mentioned above is that both σ and λ
must decay distinctively per task. Using exp(.) or log(.) made more sense as
they are monotonically increasing functions. Multiplying them with the task
number, t in the denominator makes a clear distinction between the parameter
values of two consecutive tasks i.e. t0 and t1 and so on.
4.2.7 A Task-Incremental SOM Training Algorithm
Crucially, we use all of the mechanics/concepts presented earlier in this chapter
and formulate Algorithm 4 for what we call the task incremental SOM. Please
note that this algorithm is a modified version of the original SOM algorithm.
While Algorithm 2 is trained on i.i.d. MNIST, i.e., all of the images are passed
in as input to the SOM model at once, whereas in Algorithm 4, the SOM is
trained on split-MNIST which is a dataset that is divided into multiple tasks.
Also note that a standard SOM has decay functions as shown in Equation 3.4.
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Figure 4.3: Replay in the SOM through re-sampling images from previously
learned unit prototypes.
For a task incremental SOM we change the decay function to those shown in
Section 4.2.6. This change can be seen in steps 4 and 5 of Algorithm 4.
Algorithm 4 Task incremental SOM
Input: Dtrain = (xti, yti), where 0 < t < T
Parameter: Weights of SOM, Wv





i ← Dttrain[random index]
3: u = arg min d = {‖Wv − xi‖ | ∀ v ε V }
4: σt = σ/(1 + t ∗ exp (t/τ1))
5: λ = λ/(1 + t ∗ exp (t/τ2))
6: d = distMatrix(u, v, σ)
7: h(d) = exp (−d/2σ2s)
8: W = W + h(d) ∗ λs ∗ ‖W − xi‖
9: end for
4.2.8 K-Resampling in SOMs
While training an SOM in a task incremental manner, we use Function 4.8 to
decay (σ, λ) for each task, t. As a result of this, the spread of each successive
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task decreases at a steady rate. Despite the use of such a task-dependent
decay, an SOM still experiences forgetting in its training process. In order for
an SOM to preserve its old trained units, it must be retrained on previous tasks
every time that it receives a new one. Therefore, we perform resampling on
older units and retrain SOM on images generated from them. In other words,
new (sampled) images are generated from the old trained units of SOM and
then the SOM’s weights are updated based on both current task data as well
as the sampled/generated images. We use the previously trained weights of a
SOM’s units as the mean and the running variances of their weight updates
(provided through Welford’s algorithm) to generate new images and pass them
back into the SOM for every new input training sample. This behaviour is
similar to generative replay [Shin et al., 2017]. This replay mechanism (which
we call ’self-induced replay’) helps the SOM to not only learn current task
specific data but to also remember its old trained weights. For each input
of the current task data, we performed resampling once and twice using old
trained units i.e. K=1 and K=2. Algorithm 5 describes the pseudocode for
the SOM with K-resampling.
This proposed idea of resampling follows the concept of replay in continual
learning. More specifically, it resonates with the idea of sleep in humans. The
mechanism of sleep helps the brain to form new neural connections as well
as to associate and reinforce memory and forget unnecessary experiences in
order to create space for new neural patterns to be formed. For example,
with respect to seemingly outdated information, “where did you park your
car last month?” is most of the time useless information. When we perform
resampling, we reinforce older weights that have learned previous task data
and thus maintain the information contained in patterns.
4.2.9 Competitive Resampling
The previous approaches of class decay combined with K-resampling failed
in producing robust SOMs. As seen in Figure 5.9 the class decay method
produced similar results as a vanilla SOM without any decay. Even though
K-resampling showed significant improvement in the class incremental vanilla
SOM as seen in Figures 5.10 and 5.11, they failed to acquire an equal number
of trained units per class. In addition to that, their trained units did not
have a clear visualization of class data. Therefore, we needed a new method
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Algorithm 5 SOM Training with K-resampling
Input: One task specific input image, x
(t)
i
Parameter: Weights of SOM, Wv
1: for t = 0 to T do
2: indices← length(D(t)train)
3: σT ← decay radius(t)
4: λT ← decay learning rate(t)
5: indices← shuffle(indices)








8: u← find bmu(x(t)i )
9: class name = current task ∗ task size+ y(t)i
10: update som count(u, class name)
11: node dist = ‖u−Wv‖ (0 ≤ v < m)
12: influence = neighbourhood(node dist)
13: Wv = Wv + λt ∗ influence ∗ (xi −Wv)
14: ωu = welford.add(xi −Wu)
15: Replay: select K random W ; repeat from 9 to 15
16: end for
17: end for
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that would have an equal number of units per class as well as have clear
visualization of the units. To solve this problem, we propose a new method
called competitive resampling. Figure 4.3 shows how we perform competitive
resampling and Algorithm 6 presents its pseudocode. Out of all the methods
proposed and investigated in this thesis, competitive resampling produced the
best results.
4.3 Evaluation Metrics
There are several metrics that can be used to evaluate the performance of
an SOM [Polzlbauer, 2004], [Breard, 2017]. However, these metrics do not
measure the performance of an SOM that is trained in an incremental manner.
This is likely due to the fact that continual learning is not a typical setting to
investigate in context of SOMs (at least classically, it does not appear to be
the case). Therefore, we propose a novel metric to evaluate the performance
of an incrementally trained SOM. To design our metric, we used quantization
error which was originally proposed by Kohonen in the original SOM paper.
In the earlier forms of the SOM described in this thesis, in order to de-
termine the label of any unit in the SOM, we calculated the class number for
which that unit was selected a maximum number of times as the BMU. This
class was assigned as the label for the respective unit. However, we realized
that an upcoming class might have selected a unit a fewer number of times but
the update rule still changes the unit/weight representation in a few number
of iterations. For example, if a unit was selected as BMU 225 times for class
2 and 100 times for 7. According to this rule, the label for this unit should
have been 2. However, due to the update rule, the representation of that unit
changes faster for recent digits and the unit will appear like a 7 instead of a 2.
Therefore, it is incorrect to label it as a 2 when it appears like a 7. To correct
this problem, we instead decided to calculate the arg min over the per class
quantization error of a unit.
Cu = arg min
c
‖x(c)test −Wu‖ (c = class | 0 < c < C). (4.10)
The main objective behind this thesis was to have equal number of trained
units per class for an SOM trained on the split-MNIST dataset. This may
not hold true in case of a dataset which had more variation in one class in
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Algorithm 6 Competitive resampling
1: for c = 0 to n classes do
2: indices ← length(D(c)train)
3: σC ← decay radius(c)
4: λC ← decay learning rate(c)
5: trainSom(1)
6: if c > 0 and unit labels ≥ 0 and som count[u][c] >
som count[u][unit labels[u]] then
7: C ′ = som count[u].keys()− c
8: Cs = random.choice(C
′)
9: units ← units having (labels = sample class)
10: random unit← random.choice(units)
11: rnd = select random number from N (0, 1)
12: σω = ω[random unit].var population()
13: imgs = rnd∗
√
σω +W [random unit/W.shape[0], random unit%W.shape[1]]
14: us = find bmu(imgs)
15: node dist = precomputed distance[us[0], us[1], :, :]
16: σs = decay sigma(Cs, decay choice)
17: λs = λ0
18: influence = get neighbourhood(node dist, σs)
19: difference = imgs −W
20: W = W + (λs ∗ influence ∗ difference)
21: update som count(us, Cs)
22: δ = us[0] ∗W.shape[0] + us[1]
23: ωδ = welford.add(difference[us])
24: unit labels[unum] = max(som count[unum].items(),
25: key = operator.itemgetter(1))[0]
26: end if
27: unit labels[u] = max(som count[u].items(),
28: key = operator.itemgetter(1))[0]
29: end for
comparison to others. Since split-MNIST has an equal number of samples per
class and has even variation within every class, the condition of equal number
of trained units per class holds true. We take this as a baseline and compare
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Algorithm 7 The αmem metric
Input: Xtest, where X
c
test is all xi w/ arg max(yi) ≡ c
Parameter: Weights of SOM, Wv
1: Nc = V/C, where C = total number of classes
2: ρv := arg min
(




v=0 1(c = ρv) : ∀ c ε C
}
4: αmem = (φi −Nc)RMS // RMS = “root-mean-square”
it with number of trained units per class of a trained SOM to evaluate it. The
lower the difference between number of trained units per class and the Ntrue
in Equation 4.11 , the better the SOM. It can be represented as follows:





1(Cu = 1), ...,
∑
1(Cu = Nc − 1)
]





where, 1(·) is an indicator function that returns 1 if the condition passed in it
becomes true and 0 otherwise. For example:
1(Cu = 0) =
{
1 if Cu = 0
0 Cu 6= 0
The lower the value of αmem the better the SOM. An ideal SOM would have
αmem = 0 because all of its classes will have equal number of trained units i.e.
Ntrue. Algorithm 7 explains steps to calculate αmem metric for a SOM. We
show empirical results for all variants of SOM in Section 5.6
Chapter 5
Experimental Results
In this chapter we conduct various experiments focusing on SOMs using the
various approaches described in the last chapter and analyze their results.
5.1 Experimental Design
We adopt the following experimental design as described in this section.
5.1.1 Experimental Setup
Model: We use an SOM that has a square topology/grid with either 10× 10,
20× 20 or 40× 40 number of units/weights.
Dataset: We used the split-MNIST benchmark and tested our experiments
in the task incremental setting as well as the class incremental MNIST. A task
consists of multiple classes extracted from the dataset. We divided MNIST
into 5 tasks each containing 2 classes. When each task is passed incrementally
in this way, the setting follows the task incremental setup (with the caveat
that there is only 1 epoch/pass through each dataset allowed) as described
earlier in this thesis. On the other hand, when the task size is one, i.e. there
exists only one class per task, it is known as class incremental learning.
35
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5.1.2 Model Architecture
As stated in Section 1.3, for the scope of this thesis, we focus on using a square
topology to arrange the SOM’s neuronal units. Each unit of the SOM has the
same dimensionality d as the input images. So, if there is a square SOM of
size (m x m) then there are m ∗m number of units each having dimension d.
In the case of mnist, d would become 28 ∗ 28 = 784. Therefore, W = m x m
x d. These units are arranged in an Euclidean grid. The Euclidean distance
between the units of the SOM are pre-computed and stored such that later
they are re-used when performing a weight update in the training process.
The pseudocode for calculating the distances between two SOM units is given
in Algorithm 3.
5.2 Preliminary Results for the Classical SOM
We trained a naive SOM on the MNIST dataset where all of the data samples
were passed in independently and identically distributed (i.i.d.) manner. The
results for such a naive SOM are shown in figure 5.1. We implemented the
design of a neural gas model for this specific set of results. This means, we used
the topological distance or pixel-wise distance between two units to calculate
distance between them.
5.3 The Vanilla Task-Incremental SOM
We first trained the SOM in a task incremental fashion where the initial sigma
and learning rates are not decayed. In these SOMs, units were not topolog-
ically arranged in a Euclidean plane. This means that when calculating the
distance between two SOM units we considered their pixel-wise distance . If
the units were arranged in an Euclidean plane, the distance between the units
were calculated as if they were arranged in a Cartesian coordinate plane. We
performed several experiments in this category with different values of the
initial radius, σ and learning rate, λ hyperparameters. The values of σ ranged
randomly between 0.5 and 5 whereas the learning rates were randomly set
between 0.001 to 0.02. Figure 5.2 shows one such example. All of the SOM
units were initialized with a Gaussian distribution, N (0, 1)
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(a) SOM units 0-3 before and after
training
(b) SOM units 4-7 before and after
training
(c) SOM units 8-11 before and after
training
(d) SOM units 12-15 before and after
training
Figure 5.1: units 0 to 15 of a SOM containing 20 units
From sets of initial experiments, we observed that there was severe for-
getting in task-incrementally trained SOMs. These initial set of experiments
were performed with an SOM containing 20 units arranged in 4 × 5 order as
shown in figure 5.2. The distance between units were still considered based on
their pixel values and not based on the position of units in a Cartesian plane.
We further observed that lowering the value of σ trained fewer units in the
SOM. Furthermore, lowering the value of the learning rate resulted in faded
units in comparison to those shown in Figure 5.2. An example of this can be
seen in figure 5.3.
During this set of experiments, we inferred one more weakness of these
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(a) after task 0 (b) after task 1
(c) after task 2 (d) after task 3
(e) after task 4
Figure 5.2: Vanilla SOM trained task incrementally with initial σ = 0.6 and
initial λ = 0.01
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(a) after task 0 (b) after task 1
(c) after task 2 (d) after task 3
(e) after task 4
Figure 5.3: Vanilla SOM trained task incrementally with initial σ = 0.10 and
initial λ = 0.001
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SOMs. The basic logic of training an SOM involves selecting a BMU. This
BMU is selected based on the pixel-wise distance between the input image and
the units of SOM. The units trained on task 0 appeared either like MNIST
digits 1 or 0. Some units appear to have been trained on both classes thus
having a mixed appearance. Due to this, the pixel values of later input images
belonging to different classes that arrived in task incremental fashion matched
more closely to already trained units instead of untrained units. This is why
every time a new task was passed as input to the SOM, the BMUs got auto-
matically selected only out of the already-trained units instead of picking up
and using the untrained units. As a result, the pixel representations of older
classes were more swiftly forgotten, increasing the amount of forgetting of the
SOM units.
From all the experiments conducted with these SOMs using various pa-
rameter configuration, we inferred following:
• Increasing the learning rate of SOM increases the spread of the learned
units or weights
• Initial radius ∝ 1sparcity in SOM
This means that the greater the value of initial σ, the wider the spread
of the trained units in SOMs whereas, the smaller the initial σ value, the
smaller the spread of the trained units (leaving a higher quantity of free
or untrained units in the SOM). In some cases, if σ is low and λ is high,
the units will train faster but will not spread as widely in the SOM.
• Increasing the time constants in the decay functions increases the spread
of trained or learned units.
5.4 SOM with K-Resampling
To overcome the problem of units being trained on a current task overwriting
previously trained units, we came up with the idea of retraining the SOM on
images regenerated or resampled from older trained units. Examples of images
generated using Welford’s algorithm can be seen as shown in Figure 5.4.
Here, we experimented with different decay functions for σ and λ as shown
in Section 4.2.6 where, offset = 10−6 or 10−7. The same functions were also
applied to λt where τ1 is replaced with τ2.
Out of all of the decay functions, Equation 4.8 produced the best result. We
experimented with both single and double resampling, i.e., K = 1 and K = 2.
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(a) generated from SOM
unit 0 (b) generated from SOM
unit 1
(c) generated from SOM
unit 2
(d) generated from SOM
unit 3
Figure 5.4: Images sampled from the SOM units
This means that for every single input image on which the SOM is trained,
our model generates either one or two images from its already trained units
on previous tasks. Figure 5.5 shows how the SOM performed with double
resampling when using Equation 4.8 for decaying σ and λ parameters. It
performs well but misses the digit 4. In addition, there are very few trained
units for the digit 4 in the final SOM. To overcome such problems and make the
SOM capture digits better, we came up with competitive resampling explained
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Figure 5.5: SOM of size 40x40 with σ0 = 5 and λ0 = 0.01 trained using decay
function 4.8
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in subsection 5.5.
5.5 Competitive Resampling in the SOM
Figure 5.6 shows examples of 10 × 10 SOM using this approach. As seen in
this image, the number of trained units depends upon the value of σ. We
downsized the SOMs from 40× 40 to 10× 10 to exacerbate forgetting in it.
(a) σ = 3, λ = 0.002 (b) σ = 4, λ = 0.002
Figure 5.6: 10x10 SOM with Competitive resampling having only λ decayed
and not σ.
5.6 Benchmarks
In this section, we provide experimental results for the various SOM versions
that we implemented. For every parameter setting of (σ0, λ0) we perform 10
trials. Thus, we report the mean, standard deviation, best, and worst across
the 10-trial results. Tables 5.1, 5.2, 5.3, 5.4, 5.5, 5.6 present these results.
Their corresponding boxplots and SOM outputs are displayed in Figures 5.7,
5.8, 5.9, 5.10, 5.11, 5.12.
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5.6.1 miniSOM
miniSOM [Vettigli, 2018] performs very well in normal circumstances where
all the data samples are passed at once in an i.i.d. manner. However, when it
is trained in a task incremental manner, it clearly suffers from forgetting. It
can be clearly observed in Figure 5.7b that it remembers the digits 6, 8 and
9. There are a few units that look like combination of 5s and 8s indicating
that there could be a representational overlap between patterns for those two
classes. As compared to the results of Section 5.6.2 and 5.6.3, it produces
clearer representations of input samples among its trained units. Table 5.1
shows that the best α value scored by the task-incremental SOM is 12.748,
produced with (σ, λ) set as (2, 0.001). Furthermore, it indicates that increasing
the initial values of (σ, λ) increases the value of α metric.
SOM description σ0 λ0 α
variant mean std best worst
minisom vanilla 2 0.001 17.969 3.016 12.748 22.825
2 0.002 18.562 2.400 13.842 22.118
2 0.007 29.514 6.974 21.370 41.705
2 0.010 35.747 5.861 27.028 47.707
3 0.001 22.682 4.077 14.855 27.740
3 0.002 31.079 6.020 24.052 42.786
3 0.007 45.030 5.256 37.956 51.856
3 0.010 48.821 6.023 40.587 58.728
4 0.001 34.994 6.818 26.153 45.181
4 0.002 41.861 7.581 35.412 60.959
4 0.007 54.869 2.085 51.225 59.464
4 0.010 58.117 2.422 53.814 60.959
5 0.001 47.453 5.292 39.942 54.489
5 0.002 54.563 3.733 45.336 59.464
5 0.007 73.033 14.621 60.208 90.000
5 0.010 61.878 1.282 59.464 63.253
Table 5.1: Results table for miniSOM trained on split-MNIST
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(a) Boxplot
(b) σ0 = 2, λ0 = 0.001, α =
12.748
Figure 5.7: MiniSOM performed on MNIST.
5.6.2 Vanilla/Standard SOM with No Decay of Parameters
Figure 5.8b demonstrates the presence of some sparsity as compared to Figure
5.7b. Additionally, there are fewer 6s in Figure 5.8b as compared to Figure
5.7b and Figure 5.9b. Figure 5.8a presents higher values as compared to
Figure 5.7a. The best α metric value for this variant SOM is 19.647 obtained
by setting initial (σ, λ) to (2, 0.001). α becomes constant 90 for higher values
of (σ, λ).
5.6.3 Vanilla/Standard SOM with Class Decay
Figure 5.8a and Figure 5.9a loosely show similar values of α. The best α
values of both standard SOMs with and without class decay are very similar
i.e. 19.647 and 20.396. In general, using class decay did not improve SOM
results.
5.6.4 K=1 Resampling
We start obtaining better results with this variant when compared to previous
variants of SOMs i.e. miniSOM, SOMs without and with class decay. Fig-
ure 5.10b shows that the spread of digits decreases as a function their class
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SOM description σ0 λ0 α
variant mean std best worst
Vanilla without 2 0.001 24.173 3.810 19.647 31.04
decaying 2 0.002 32.0157 2.92392 27.3404 35.5996
σ0 and λ0 2 0.007 45.4557 5.08582 39.0043 52.4976
2 0.01 51.0701 5.8792 42.0872 60.208
3 0.001 41.5028 3.00352 36.7605 46.3753
3 0.002 47.8526 6.92243 40.1912 60.959
3 0.007 78.538 14.8165 59.4643 90
3 0.01 90 0 90 90
4 0.001 52.0235 6.26454 44.0681 58.7282
4 0.002 79.1471 14.0134 62.482 90
4 0.007 90 0 90 90
4 0.01 90 0 90 90
5 0.001 87.3253 8.458 63.2535 90
5 0.002 90 0 90 90
5 0.007 90 0 90 90
5 0.01 90 0 90 90
Table 5.2: Results table for vanilla SOM with no decay of parameters trained
on split-MNIST
(a) Boxplot
(b) σ0 = 2, λ0 = 0.001, α =
19.647
Figure 5.8: vanilla SOM with no decay performed on MNIST
number. This happens due to the nature of the decay function we use. The
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SOM description σ0 λ0 α
variant mean std best worst
Vanilla decay 2 0.001 23.161 2.953 20.396 27.749
(σ, λ) 2 0.002 33.196 2.319 29.235 36.380
per class 2 0.007 42.012 3.814 39.183 51.856
2 0.010 50.126 5.226 42.497 58.728
3 0.001 39.054 4.152 28.862 43.505
3 0.002 46.510 5.750 39.682 53.151
3 0.007 68.873 14.718 55.866 90.000
3 0.010 90.000 0.000 90.000 90.000
4 0.001 52.194 6.033 44.068 57.280
4 0.002 81.745 13.292 62.482 90.000
4 0.007 90.000 0.000 90.000 90.000
4 0.010 90.000 0.000 90.000 90.000
5 0.001 79.301 13.812 63.253 90.000
5 0.002 90.000 0.000 90.000 90.000
5 0.007 90.000 0.000 90.000 90.000
5 0.010 90.000 0.000 90.000 90.000
Table 5.3: Results table for vanilla SOM with class decay trained on split-
MNIST
(a) Boxplot (b) σ0 = 2, λ = 0.001, α = 20.396
Figure 5.9: Vanilla SOM with class decay trained on split-MNIST.
decay function more strongly affects the σ of digits whereas a decayed λ value
CHAPTER 5. EXPERIMENTAL RESULTS 48
per class does not seem to have any effect on the visibility of the learned
representations in Figure 5.10b. Since SOMs perform soft clustering, we see
blurred boundaries between two classes in Figure 5.10b. The best α value for
this variant of SOM is 11.851 obtained by setting initial (σ, λ) to (3, 0.01).
It is significantly lower than previous variants. Table 5.4 demonstrates that
λ ∝ (1/α).
SOM description σ0 λ0 α
variant mean std best worst
Single resample one 2 0.001 33.929 3.774 29.757 39.516
resampling image from 2 0.002 24.415 2.495 21.481 29.009
previously 2 0.007 20.057 1.536 17.965 23.038
trained 2 0.010 19.873 1.477 17.544 22.422
units and 3 0.001 29.863 3.173 25.330 35.369
use current 3 0.002 22.660 2.771 17.907 26.556
class’ (σc, λc) 3 0.007 14.674 0.895 13.454 15.825
for them 3 0.010 12.488 0.494 11.851 13.266
4 0.001 26.045 2.460 22.891 30.239
4 0.002 20.090 1.129 18.373 22.121
4 0.007 15.067 0.933 13.251 16.152
4 0.010 15.415 1.768 13.663 18.708
5 0.001 23.868 1.876 21.817 26.972
5 0.002 15.392 0.785 14.353 16.432
5 0.007 17.776 1.240 16.142 19.986
5 0.010 14.740 0.902 13.679 16.562
Table 5.4: Results table for SOM with single resampling trained on split-
MNIST
5.6.5 K=2 Resampling
The results of this section indicate that α decreases when K = 2 in comparison
to K = 1. However, due to double resampling, it takes more time to finish
experiments in this case. Therefore, an α value comes at the cost of execution
time for this variant of SOM. Figure 5.11b shows more blurry images though
in comparison to Figure 5.10b.
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(a) Boxplot (b) σ0 = 3, λ0 = 0.01, α = 11.851
Figure 5.10: SOM with single resampling trained on split-MNIST
SOM description σ0 λ0 α
variant mean std best worst
Double resample two 2 0.001 33.795 4.563 26.728 40.587
resampling images from 2 0.002 25.164 3.033 21.811 29.252
previously 2 0.007 19.236 1.828 16.138 21.909
trained 2 0.010 19.309 1.079 17.652 20.778
units and 3 0.001 28.740 1.858 25.768 31.639
use current 3 0.002 22.378 2.337 19.039 25.729
class’ (σc, λc) 3 0.007 13.581 0.865 11.524 14.384
for them 3 0.010 12.147 1.248 9.899 14.142
4 0.001 26.291 2.920 23.058 32.101
4 0.002 18.942 1.801 16.576 21.686
4 0.007 15.266 1.817 13.574 18.888
4 0.010 16.509 3.603 12.024 21.594
5 0.001 23.237 3.607 20.000 33.005
5 0.002 15.314 1.182 13.704 17.110
5 0.007 18.697 1.897 16.310 22.303
5 0.010 16.214 1.954 14.081 21.078
Table 5.5: Results table for SOM with double resampling trained on split-
MNIST
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(a) Boxplot (b) σ0 = 3, λ0 = 0.01, α = 9.899
Figure 5.11: SOM with double resampling performed on split-MNIST
5.6.6 Competitive resampling
Despite our good experimental results, we were unable to achieve the objective
of obtaining an equal number of trained units per class. We tried several vari-
ations of this approach such as selecting random σ and λ values and decaying
only one out of both of them. Out of all of these, the approach where we decay
just λ and not σ worked the best. This approach produces the minimum α
value out of all the variants of SOMs i.e. 6.782 with the parameters set as
(σ, λ) = (3, 0.01).
Table 5.7 summarizes the best results from each variant of SOM:
Observe in Table 5.7 that SOMs without and with decay perform poorly
as compared to the miniSOM model. By looking at Figures 5.8b, 5.9b and
5.7b, we can say that this pattern in the alpha values for these three variants is
caused by the number of 6s in their final outputs. The final outputs of all three
variants show that all them fail to preserve all 10 classes at the end of training.
Therefore, none of them is better overall. We see some units with inverted
pixel values in Figures 5.10b and 5.11b. Although competitive resampling
produces the best results out of all of the variants, further improvement is
required in order to obtain clear and crisp representations of input samples in
the final output of our SOMs.
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SOM description σ0 λ0 α
variant mean std best worst
Competitive Decay σ 2 0.001 25.294 2.785 20.899 29.655
resampling but not λ 2 0.002 18.435 1.113 17.036 20.310
for 2 0.007 15.093 1.541 13.013 17.276
resampled 2 0.010 12.644 0.683 11.926 13.968
images 3 0.001 18.302 2.541 15.640 23.206
3 0.002 14.855 1.255 13.015 16.984
3 0.007 8.820 0.839 7.211 10.305
3 0.010 9.834 1.798 6.782 12.506
4 0.001 14.152 1.137 12.783 15.853
4 0.002 9.776 0.464 9.286 10.844
4 0.007 9.879 1.968 8.014 13.474
4 0.010 9.122 1.697 6.992 12.145
5 0.001 10.580 1.032 9.044 11.916
5 0.002 11.826 1.119 9.920 13.435
5 0.007 8.999 0.845 7.159 10.128
5 0.010 8.762 1.033 7.124 10.296
Table 5.6: Results table for SOM with competitive resampling trained on
split-MNIST
(a) Boxplot (b) σ0 = 3, λ0 = 0.01, α = 6.782
Figure 5.12: SOM with competitive resampling performed on split-MNIST.
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SOM σ0 λ0 α
variant mean std best worst
miniSOM 2 0.001 17.969 3.016 12.748 22.825
Vanilla - no decay 2 0.001 24.173 3.810 19.647 31.04
Vanilla - class decay 2 0.001 23.161 2.953 20.396 27.749
Single resampling 3 0.01 12.488 0.494 11.851 13.266
Double resampling 3 0.01 12.147 1.248 9.899 14.142
Competitive resampling 3 0.01 9.834 1.798 6.782 12.506
Table 5.7: Summmary of results from all variants of SOM
5.7 Limitations
In this section, we present some of the limitations of c-SOM based on com-
parison with some of the existing state-of-the-art approaches. Despite taking
a new approach and producing significantly improved results, our method has
several limitations which we discuss next.
5.7.1 Equal Number of Trained Units per Class
There is no concrete way to make sure that there are an equal number of
trained units for each input class in each task dataset. This problem is ex-
acerbated in an online learning system where there is no information known
apriori about the number of incoming classes. Additionally, our approach does
not specifically take into account the variance of each input’s class data. All
of the trained units for any particular class should have a moderate represen-
tation of various data samples presented to it. If a certain type of samples are
higher in quantity, they should not overshadow the trained representations
of low quantity samples of any given class. Moreover, an SOM should not
completely forget a class even if that class has low variance. Instead, it could
potentially be represented with either a single or a small number of units.
5.7.2 On the Quality of Trained Units
The α metric proposed in this thesis measures the number of trained units per
class. However, there is no way to identify the quality of units, i.e., how well
trained a unit is for any given class. For example, some of the trained units in
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Figure 5.6 are blurry and perhaps need additional training in order to acquire
accurate representations in SOM units.
5.7.3 No Study on Concept Drift
Section 5.7.2 raises another concern related to concept drift [Gepperth et al.,
2015], which is a very well known issue when building agents for mutli-task
learning or continual learning. Our experiments demonstrate the poor perfor-
mance of a naive SOM trained on incremental data. This poor performance
is likely caused by concept drift. There needs to be a concrete way or metric
to measure the degree of concept drift.
5.7.4 Determination of the Class Label for Resampled Images
Initially we determined the labels of resampled images using the count of
the number of times a unit is selected as the BMU for a given input image.
However, we realized that it was the wrong way to determine class label.
Simply put, a unit might change its representation even when it is selected
as the BMU for a fewer number of times for successive tasks. Therefore, a
requirement is needed to develop a concrete way to determine the label of a
resampled image from the trained units of an SOM. In the future, one possible
way to do this might be by using the quantization error over the current task.
Algorithm 8 presents a sketch on how to potentially overcome this limitation.
Another issue with a real lifelong learning problem is that, during training
time, there is no concrete way to find out when the tasks changed from Tt to
Tt+1. Extensive experimentation and testing is required to validate our c-SOM
algorithm 8 and extensions to handle a lack of task descriptors. This will be
the subject of future work.
CHAPTER 5. EXPERIMENTAL RESULTS 54
Algorithm 8 Algorithm for determining class of resampled images
1: Train the SOM over task 1
2: Label all the units for classes from task 1
3: Train the SOM on upcoming tasks
4: Calculate quantization error over classes belong to current task
5: Perform clustering over these error values and units that have lower error
values match with corresponding classes from current task




In this thesis, we studied continual learning in the context of self orgranizing
maps (SOMs) and developed various approaches to improve SOM memory
retention across tasks. Specifically, we experimented with multiple ways to
reduce forgetting in the SOM such as: 1) various task based decay functions,
2) resampling images generated from trained units of SOM, and 3) performing
competitive resampling. We empirically demonstrated that our approaches
produced much better results than naive SOMs in the task incremental setting.
The problem of reducing forgetting in neural architectures is important
because there is a great need for models that have the ability to continually
learn, unlearn, and update their internal knowledge representations given real
life data. Catastrophic forgetting presents a massive hurdle in crafting such
kind of models. Hence, we proposed the following approaches to mitigate this
problem:
1. Vanilla SOMs with task dependent decay of hyperparameters.
2. Resampling images from SOM units trained on previous tasks to cre-
ate samples for retraining the SOM to improve its memory of old task
representations. We experimented with two variations of this algorithm,
which were: i) resampling once and ii) resampling twice.
3. Competitive resampling – we resample images to maintain an equal num-
ber of trained units per class in SOM.
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6.1 Future work
In the future, we plan to extend our approach to mainstream architectures like
feedforward neural networks (FFN). Forming a dual network architecture using
the SOM as a generative model could prove valuable in reducing catastrophic
forgetting.
Figure 6.1: Proposed architecture for Input replay
As shown in Figure 6.1, we envision this extension. In essence, we pass the
images from the input layer of feedforward neural network to an SOM. The
units trained on these inputs are then used to generate new data which will
then be replayed to the input layer of the feedforward network for future tasks.
We will experiment with another variant of this where the SOM is trained on
the hidden layers of the feedforward network. The architecture for this is
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shown in Figure 6.2. Here, for a current task, Tn the feedforward network
is trained as normal. However, the post activations of the hidden layers are
then fed to their respective SOMs. When the feedforward network is trained
on later tasks, Tn+i, (0 < i < N), the SOMs trained on post-activations of
Tn will be used for carrying out replay. This means that new data will be
generated from the units of the SOM trained on the post activations of Tn
and finally fed back into the hidden layers of the FFN.
Figure 6.2: (a)Forward pass on current task Tn
(b)Forward pass on next tasks Tn+1 where Tn’ is all previous tasks
Proposed architecture for hidden replay
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6.1.1 Evaluation Metrics for the FFN
We would measure the performance of our dual model based on standard
continual learning metrics such as Average Accuracy (ACC) and Backward
Transfer (BWT) metrics [Lopez-Paz and Ranzato, 2017]. BWT is the influ-
ence on the performance of a model on previous tasks, k < t after learning
current task, t.




evaluation. A matrix R ∈ RT×T will then be formed which contains accuracy
measures. Each row of R contains model accuracy on the test set of every t.
After training is completed on every t, we add a new row, R1×T , containing
the task-wise evaluations to R. Thus, Rij is the test accuracy of model on Tj
after training on Ti. [Lopez-Paz and Ranzato, 2017] defines these metrics as
follows,












, where, b is the vector of containing the test accuracies for each task at random
initialization i.e. the model before its training begin.
A positive value for BWT indicates that the model has positive influence
(i.e. it remembers) on previous tasks after training current task. Therefore,
the larger/greater (more positive) the values of these metrics, the better the
performance of a model.
6.2 Closing Thoughts
This thesis explored unsupervised continual learning for the case of self-organizing
maps (SOMs). Several novel techniques were developed to train SOMs in an
incremental learning fashion while reducing the amount of forgetting observed
in it. Empirical results of the proposed approaches show improved perfor-
mance over classical SOMs. SOMs are not widely used with red-green-blue
(RGB) images and we intend to explore how they perform on RGB image
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datasets. Notably, our SOM models could be plugged into convolutional neu-
ral networks to form an even more robust continual learning system for image
data. Using our proposed techniques with growing SOMs or growing neural
gas is another fruitful direction to pursue. Overall, SOMs are a strong alter-
native to buffer-based storage of raw data often used in modern-day continual
learning methods. Despite being classical algorithms, SOMs as demonstrated
in this thesis, have great potential to become a part of solutions to modern
challenges in the artificial intelligence.
Bibliography
[Abraham and Robins, 2005] Abraham, W. C. and Robins, A. (2005). Mem-
ory retention – the synaptic stability versus plasticity dilemma. Trends in
Neurosciences, 28(2):73–78.
[Aljundi et al., 2018] Aljundi, R., Babiloni, F., Elhoseiny, M., Rohrbach, M.,
and Tuytelaars, T. (2018). Memory aware synapses: Learning what (not)
to forget. In Proceedings of the European Conference on Computer Vision
(ECCV).
[Aljundi et al., 2017] Aljundi, R., Chakravarty, P., and Tuytelaars, T. (2017).
Expert gate: Lifelong learning with a network of experts. 2017 IEEE Con-
ference on Computer Vision and Pattern Recognition (CVPR), pages 7120–
7129.
[Ayub and Wagner, 2021] Ayub, A. and Wagner, A. (2021). {EEC}: Learning
to encode and regenerate images for continual learning. In International
Conference on Learning Representations.
[Ayub and Wagner, 2020] Ayub, A. and Wagner, A. R. (2020). Cognitively-
inspired model for incremental learning using a few examples. 2020
IEEE/CVF Conference on Computer Vision and Pattern Recognition
Workshops (CVPRW), pages 897–906.
[Bashivan et al., 2019] Bashivan, P., Schrimpf, M., Ajemian, R., Rish, I.,
Riemer, M., and Tu, Y. (2019). Continual learning with self-organizing
maps. ArXiv, abs/1904.09330.
[Breard, 2017] Breard, G. (2017). Evaluating self-organizing map quality mea-
sures as convergence criteria. page 68.
60
BIBLIOGRAPHY 61
[Carta et al., 2021] Carta, A., Cossu, A., Errica, F., and Bacciu, D. (2021).
Catastrophic forgetting in deep graph networks: an introductory benchmark
for graph classification. CoRR, abs/2103.11750.
[Castro et al., 2018] Castro, F. M., Marin-Jimenez, M. J., Guil, N., Schmid,
C., and Alahari, K. (2018). End-to-end incremental learning. In Proceedings
of the European Conference on Computer Vision (ECCV).
[Charbonnier et al., 1994] Charbonnier, P., Blanc-Féraud, L., Aubert, G.,
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