Least squares (LS) 
Introduction
The dimensional integrity of an automotive body has tremendous impact on the quality of the final vehicle. A typical body-inwhite ͑BIW͒, which is the automotive body without closure panels such as the doors, hood, and deck lid, and without paint applied, consists of approximately 150-250 stamped sheet metal parts. Those parts are assembled into the BIW through 55-75 assembly stations throughout the whole assembly process.
Several key characteristics of the assembly processes have great impact on the dimensional quality of the automotive body assembly. These characteristics include product characteristics such as the part geometry and part-to-part joint functions as well as process characteristics such as part locating elements and fixture locating layout. The dimensions of the BIW are measured by the in-line optical coordinate measuring machine ͑OCMM͒. An automotive body usually has 100 to 150 measurement locating points ͑MLPs͒ measuring the ''X, Y, and Z'' coordinates on major subassemblies throughout the assembly process. Figure 1 shows the MLP layout of an automotive BIW.
Various research efforts have previously been made into the development of diagnostic methodologies for BIW assembly processes. Diagnostic approaches for single fault of fixture failures in assembly processes were proposed by Ceglarek and Shi ͓1͔. This work was extended to multi-stations diagnosis by Jin and Shi ͓2͔ and Ding et al. ͓3͔ , based on state space modeling technique. Wang and Nagarkar ͓4͔, Khan and Ceglarek ͓5͔ and Khan et al. ͓6͔ studied the locator and sensor placement for the automated coordinate checking fixtures and assembly systems, respectively, for rigid parts. The modeling and diagnosis of sheet metal assembly considering the compliant characteristics such as the part-topart interferences and the part fabrication errors has been studied. Shiu et al. ͓7͔ proposed a beam-based model for dimensional control of compliant assemblies. Chang and Gossard ͓8͔ studied the impacts of compliant nonideal parts and locators on the CAD modeling. A diagnostic approach was developed based on the beam model and the principal component analysis ͑PCA͒ to isolate single fault in compliant assemblies ͓9͔. Recently, Apley and Shi ͓10͔ have expended the diagnosis of fixture failures in BIW assembly processes to detect multiple faults using the LS approach.
The least squares ͑LS͒ approach is a common technique for parameter estimation and multiple fault diagnosis. The LS-based parameter estimation method has been applied in many different technical fields ͓11-13͔. However, if the system/process being diagnosed is ill-conditioned, the LS approach may not work properly. Researchers ͓14-16͔ have indicated that when illconditioning is present, the parameter estimate based on the LS approach tends to be inflated, and there is possibility that some of the estimations may be imprecise. As a result, the LS solutions will lose the optimal properties of minimal 2-norm. For multiple faults diagnosis based on parameter estimation, the illconditioning problem will significantly lower the diagnostic performance. This paper proposes a new approach for the diagnosis of multiple faults in ill-conditioned systems. An adjusted LS approach is developed based on the singular value decomposition ͑SVD͒, which is able to precisely estimate certain linear combinations of faults that generate similar fault signatures in compliant assemblies. In addition, a new method is developed to isolate these faults based on additional process information in the assembly procedures.
The paper is organized as follows. After the introduction, the fault diagnosis approach using LS estimation is reviewed in Section 2. The ill-conditioning problem in the diagnosis of compliant assembly is also discussed. In Section 3, an adjusted LS approach is developed based on SVD. The diagnostic performances of the regular LS approach and the adjusted LS approach are quantitatively analyzed in Section 4. In Section 5, a fault isolation approach is proposed based on a two-step assembly model and multivariate statistical techniques such as principal component analysis ͑PCA͒. The conclusions are summarized in Section 6.
Multiple Fault Diagnosis of Ill-Conditioned Systems

Fault Diagnosis Using Least Squares Estimation.
A diagnostic approach has been developed for panel assembly processes based on the least squares estimation technique, which aims at detecting and isolating multiple fixture faults simultaneously ͓10͔. Diagnosis for compliant assemblies based on the LS approach has also been studied by Rong et al. ͓17͔ . In this approach, a linearized diagnostic model was formulated as:
where xR nϫ1 is the measurement vector at the corresponding MLPs on the assembly structure, n is the total number of MLPs; pR mϫ1 is the vector representing the total structure faults, which are the results of part-to-part interferences at the parts joint surfaces, and will lead to assembly deformations, m is the number of faults in the assembly structure; wR nϫ1 is the noise vector which includes the measurement noise and any unmodeled factors in the process; j counts the product units, which is the sequential number of product units measured during real manufacturing process; DR nϫm is the diagnostic matrix describing the relationship between the inputs ͑fault vector͒ and responses ͑measurement vector͒ in the diagnostic model. It was shown that for the compliant assembly model ͓7,9͔ D corresponds to the inversed stiffness matrix of the assembly structure, and the columns of D represent the impacts of unit faults on the structure deformations.
The least squares estimates of p( j) can be obtained as
Apley and Shi ͓10͔ developed the diagnostic statistics, and the diagnostic statistic for the ith fault is
where i 2 , w 2 are the estimated variances of the ith fault and the noise respectively, ͓D T D͔ i, j Ϫ1 is the ith diagonal element of matrix ͓D T D͔ Ϫ1 . The diagnostic threshold is set as F 0 ϭF(1 Ϫ␣,N,N(nϪm)), where (1Ϫ␣) is the confident level of the test, and N is the sample size ͑total number of measured units͒. The diagnostic criteria is to compare the diagnostic statistic with the threshold, if F i ϾF 0 , the ith fault is detected.
The Ill-Conditioning Problem
An Example in Autobody
Diagnosis. This LS-based diagnostic approach requires that the columns of the diagnostic matrix D are independent. Unfortunately, this requirement may not be satisfied for some compliant assemblies. As an example, a diagnosis based on the LS approach was performed for the rear doorframe of an automotive body as shown in Fig. 2 . In this rear doorframe structure, there are a total of six nodes to represent part geometry and part joints. Eight measurement dimensions are at nodes 3, 4, 5, 6 in X and Z directions. There are four potential faults at nodes 4 and 5, which are the part jointing locations in X and Z directions.
By using the regular LS approach, the diagnostic results are obtained. Table 1 summarizes the diagnostic results for selected faults. In this simulation, nϭ8, mϭ4, the sample size was set as Nϭ50, and (1Ϫ␣)ϭ0.999. So, F 0 ϭ1.9011.
It can be seen from Table 1 that the regular LS approach can detect fault 2 and fault 4 effectively, but cannot detect faults 1 and fault 3, which are the faults in X direction at nodes 4 and 5. This is due to the ill-conditioned diagnostic matrix of the modeled assembly structure. The columns in D that correspond to fault 1 and fault 3 are nearly collinear. In the physical structure, this indicates that these two faults generate similar fault signatures.
When multicollinearity is presented among columns of D, the matrix D will be singular or ill-conditioned. In the extreme case when the columns are perfectly collinear, the diagnostic matrix D is singular. In this situation, D is not full rank, i.e. rank (D) Ͻm. In practice, the columns of D may not be perfectly collinear, thus, D will be near singular or ill-conditioned.
The General Ill-Conditioning Problems.
Considering the diagnosis of a physical system such as an assembly process, the fault-symptom relation can be formulated as functions of response variables and explanatory variables
where xR nϫ1 is the multivariate response vector, pR mϫ1 and eR nϫ1 are fault vector and errors vector respectively. Fault diagnosis based on the measured responses of the system or process can be considered as an inverse problem or a parameter estimation issue. Equation ͑4͒ can also be expressed as
where g i (p l , . . . ,p m ) denotes the differentiable functions of the unknown parameters p 1 , . . . ,p m ; x i denotes the observations at the ith measurement point; and e i represents the corresponding error. From Taylor expansion, and by neglecting the higher terms, the linearized relationship between responses and unknown parameters can be reduced to xϭDpϩw
where
DR
nϫm is linearized coefficient matrix, wR nϫ1 is defined in the same way as in Eq. ͑1͒, and p 0 is the initial condition of vector p, which can be thought as the nominal position of p. Notice that Eq. ͑1͒ has exactly the same format if including the sampling sequence jϭ1,2, . . . ,N.
In general, the parameter p can be estimated by using the LS approach only when D has rank m. When D is rank deficient, ill-conditioning problems occur, and the estimated parameters may not be uniquely determined.
Ill-conditioning of matrix D is often encountered in inverse problems or parameter identification ͓18͔. Ill-conditioning can be caused by many factors. For example, in modal analysis and identification problems, ill-conditioning can result from the type and location of external excitation or the selection of parameters to be identified, as well as from the sampling interval of the responses. Transactions of the ASME
In structural dimensional analysis such as assembly processes, ill-conditioning may be induced by the design and properties of the assembly structure as well as by the fixturing scheme that locates the structure.
Evaluation of Ill-Conditioning Problems.
One of the explanations of ill-conditioning was given by Klema and Laub ͓19͔. The problem was stated to compute f (z) for given zz. Frequently, only an approximation z* to z is known. If f (z*) is ''near'' f (z), the problem is said to be well-conditioned. If f (z*) may potentially differ greatly from f (z), when z* is near z, the problem is said to be ill-conditioned.
The ill-conditioning can be evaluated quantitatively by the condition number. For a linear system represented by
Ayϭb
where AR nϫn , bR nϫ1 are known, we seek to solve the unknown y. When the system is perturbed or noisy, the problem becomes
where ⌬A and ␦b represent the perturbations in A and b. The condition number is defined as
where ʈAʈ is the norm of A and ʈAʈ can be the 2-norm or F-norm. The condition number, C n , gives a measure of how much errors in A and/or b may be magnified in the solutions. The condition number can also be expressed as
where 1 and r are the largest and the smallest singular values of the matrix A. If C n is small, a small relative change in b cannot produce a very large relative change in y. On the other hand, if C n has a large value then a large relative change in y may result from a small perturbation in b.
An Adjusted LS Approach
Singular value decomposition ͑SVD͒ can be used to detect illconditioning of the parameter estimation problems, which examines the singular condition of the matrix. The advantage of SVD is that it can quantitatively analyze the singular condition in the relationship between parameters and the responses. In the past, SVD has been used to solve various ill-conditioned problems. Penny et al. ͓20͔ suggested the use of SVD to select the optimal measurement locations for dynamic tests. Hasan and Viola ͓18͔ applied SVD to identify physical parameters in time domain modal identification. Mottershead and Foster ͓21͔ discussed the application of SVD in dealing with ill-conditioning in spatial parameter estimation from measured vibration data. The ill-conditioning problems in these applications can be dealt with by commonly used approaches such as variable selection or experimental design. However, in compliant assemblies such as the autobody assembly, the inputs-responses are constrained by the physical properties of the assembly structure. The parameters that need to be estimated are the potential faults, which are determined by product/process design and cannot be simply modified by experimental design. Moreover, any potential faults may occur during the manufacturing process. Thus, it is not appropriate for the diagnostic approach to reduce the parameter domain based on variable selection. In this paper, an adjusted LS approach is developed based on the SVD and matrix partition technique for the diagnosis of compliant assemblies. Applying the adjusted LS approach, certain linear combinations of the faults with collineared fault signatures can be precisely estimated and detected under the physical constraints of the modeled assembly structure.
If (mϪk) . For the convenience of discussion, we define p i p 1 as a type one fault, p i p 2 as a type two fault. The criteria and procedure of the partition can be summarized as follows:
The linear dependency among type two faults can be statistically analyzed by using linear correlation between the columns of Table 1 The simulation results for the regular LS approach matrix D. If the parameters ͑faults͒ are independent, the correlation between them is low; If the faults are collinear, the correlation is high. The correlation between two faults can be computed by ͓22͔ 
Since D 2 is rank deficient, there is no unique solution for variables in p 2 , and only certain linear combinations of these variables can be obtained. Thus, x is the overall results of each individual effect of p i p 1 , plus a combined effect of p i 'sp 2 . It is clear that type one fault can be detected accurately by using the regular LS estimation because D 1 is full rank. However, type two faults cannot be effectively detected using the LS approach due to the rank deficiency in D 2 .
By using SVD, we can decompose D 2 as
where both U (2) R nϫ(mϪk) and V (2) R (mϪk)ϫ(mϪk) are column orthogonal matrices, and ⌳ (2) R (mϪk)ϫ(mϪk) is a diagonal matrix.
First, let us consider the extreme case. Assume the (mϪk) columns of D 2 are exactly collinear, thus rank (D 2 )ϭ1. So, the (mϪkϪ1) singular values of D 2 are zeros. Then
If the columns are not exactly collinear but nearly rank deficient, the singular values of D 2 will not be zeros. In this situation,
where u i (2) 's and v i (2) 's are the corresponding SVD vectors of this D 2 . In this case, one of the singular values of D 2 is large, and all others are small. Thus D 2 can be approximated by the linear combination associated with the largest singular value. Denoting
From the results of Golub and Van Loan ͓14͔, D 2 is the best rank-sufficient approximation of D 2 . The detail of this property is provided in the Appendix. From Eq. ͑18͒,
Let D A ϭ 1 u 1 (2) , and p A ϭv 1
. Now p A is a new variable that represents the combined effect of the undistinguishable variables in vector p 2 .
From Eq. ͑19͒, Eq. ͑1͒ can be adjusted into
where pϭ͓p 1 ͉p A ͔ T ϭ͓ p 1 ,p 2 ,¯,p k ͉p A ͔ T , and D ϭ͓D 1 ͉D A ͔, and w A is the overall noise.
By doing so, the linear combination of p 2 can be precisely estimated by using the LS approach without affecting other parameters.
Diagnostic Performance Analysis
In this section, the diagnostic performance of the regular LS approach and the adjusted LS approach are compared with simulations. The beam structure model of the rear doorframe shown in Fig. 2 is used in these simulations.
The diagnostic results of the adjusted LS approach using the same data set as in Table 1 are summarized in Table 2 .
From Table 2 , it can be seen that the adjusted LS approach can effectively detect the combination of p1 and p3 in all fault situations when these faults occur, which gives more precise detection compared to the regular LS approach as listed in Table 1 . The detection performance of detecting fault 2 and fault 4 is the same as in the regular LS approach.
In order to evaluate and compare the diagnostic performance of the regular and adjusted LS diagnostic approaches, type I error ͑false alarm or ␣ error͒ and type II error ͑miss detection or ␤ error͒ are investigated by using Monte Carlo simulations.
The signal-to-noise ratio is defined as
where 2 is the pooling variance of the n measurement points in x, and 2 ϭ
From Eq. ͑1͒, we have
and 
So, the signal-to-noise ratio for the kth fault Fig. 3 The OC curve of type two faults "p1 and p3… Fig. 4 The OC curves of type one fault "p2 and p4… 
In this simulation, we set S nk ϭ2, the sample size Nϭ50, (1 Ϫ␣)ϭ0.999, the total number of simulations n k ϭ10 4 . The results for the regular LS and adjusted LS are summarized in Table 3 . It should be noticed that when a fault occurs, the diagnostic performance can be evaluated by the type II error ͑miss detection͒; on the other hand, when a fault is not present, the diagnostic performance is evaluated by type I error ͑false alarm͒.
It can be seen from Table 3 that the adjusted LS approach has a very good performance in detecting different fault combinations containing the type two faults p1 and p3. Both type I error ͑false alarm͒ and type II error ͑miss detection͒ for the adjusted LS approach are very low compared to the regular LS approach. Meanwhile, both approaches have the similar performance in detecting faults p2 and p4.
The OC curve for each fault are constructed and illustrated in Figs. 3 to 4 .
Comparing the diagnostic performance for the type two fault in Fig. 3 , the adjusted LS significantly reduces the ␤ error. For a moderate signal-to-noise ratio and sample size, say S n ϭ3, and Nϭ40, by using the adjusted LS, the ␤ error is below 0.04; while for the regular LS, the ␤ error is about 0.999. For type one fault, the adjusted LS and regular LS have similar performance ͑see Fig.  4͑a͒ and ͑b͒͒.
Fault Isolation with Additional Information
Fault Isolation Based on Optimal Design.
The purpose of this section is to improve the diagnostic performance of the proposed approach by studying the diagnosability and isolability of type two faults. The adjusted LS approach can precisely detect the combination of type two faults. However, each individual fault cannot be isolated based on the information provided at the measurement points. Therefore, an effective approach is needed to isolate the faults.
Optimal Design Technique.
One common approach of improving parameter estimations in experimental design issues is to add new observations to the diagnostic model ͓14,15͔. In the diagnosis of automotive sheet metal assembly, this concept is equivalent to adding new MLPs on the assembly structure.
In order to isolate type two faults, a new measurement point is added to the diagnostic model. Thus, the corresponding model becomes
where x*ϭ(x 1 ,x 2 , . . . ,x n ,x nϩ1 ) T Ϫx ͑p1͒ , x ͑p1͒ is the effect of type one fault p 1 on the dimensional displacement of the assembly structure, and 2) is the new row in the diagnostic matrix D 2 * corresponding to the new measurement point x nϩ1 . Based on the Fisher information matrix ͓23͔, the optimal criterion is to choose a new MLP that maximizes the determinant of the Fisher information matrix. It can be expressed as follow
Silvey ͓14͔ showed that an equivalent criterion is to choose x nϩ1 in order to maximize the minimum eigenvalue of the new information matrix
Limitations of the Optimal Design in Compliant
Assemblies. It should be noticed that in optimal experimental design problems, i.e. in a linear system Ayϭb, A and b are all experimental data. By choosing the experimental setup, one can get new observations ͑new row in A͒ that is able to meet the optimal criteria. Unlike the optimal experimental design problems, all responses of MLPs ͑the contents of the diagnostic matrix D͒ are determined by the properties of the modeled assembly structure in the diagnostic issue in this paper. For some cases, an optimal solution may not exist.
For compliant assembly system with potential multiple faults, if two or more faults generate the same fault signature on the assembly structure, adding a new MLP will not provide an optimal solution. In another word, the faults cannot be isolated no matter where the additional MLP is added to the structure.
To show this, assume two faults in the type two fault domain occurring, let us say faults p I and p II . Thus
and d II (2) are the column vectors corresponding to faults p I and p II . Notice that the type two faults generate the same fault signature, thus d I (2) and d II (2) are correlated with relation of d II (2) ϭcd I (2) . Constrained by the assembly structure properties, the elements in the new row of the diagnostic matrix corresponding to the new MLP are proportional, which is d nϩ1,II ϭcd nϩ1,I . The relationship can be represented by
From Silvey's criteria in Eq. ͑30͒, 
It can be computed that one of the eigenvalues in Eq. ͑32͒ is zero. Thus the optimal criteria cannot be satisfied.
Fault Isolation Based on the Two-Step Assembly
Model. Since adding a new MLP at the final measurement station will not help to isolate the type two faults, other information is needed. Now let us consider the assembly procedure of sheet metal parts. The assembly procedure can be described by two stages: ͑1͒ fixturing stage, which refers to the stage where parts are positioned and located by pins and clamps. In this stage, the parts deformation are caused by part-to-part interferences during assembly when the locators/clamps are applied, and ͑2͒ released stage, which refers to parts which are assembled and all locators ͑pins and clamps͒ have been released. Thus, the measurements are taken when the part is in a free state ͑without fixtures holding the part͒. The deformation/spring back results from self-constraint forces of the assembled structure after the locators/clamps have been released. The two stages are illustrated in Fig. 5 . Now consider the force-deformation relations in the two stages. For the released stage:
The model in the released stage is the same as the diagnostic model discussed in Eq. ͑1͒, where
and p (2) are corresponding to x, D and p.
For the fixturing stage:
x (1) R kϫ1 and p (1) R mϫ1 correspond to the deformation of the structure and the force vector at the fixturing stage. f
(1) R kϫm is the diagnostic matrix when the clamps/locators are applied.
In this modeling procedure, the friction and friction forces between any two parts are not considered. Modeling the effects of friction is beyond the scope of this research. Under this assumption, we have the relationship of p (1) ϭp (2) . Notice that the diagnostic matrices of the two assembly stages are quite different because of the effects of locator/clamps. Inferring from the design principle of fixtures requires that the locating elements are orthogonal ͑or as orthogonal as possible͒. In this sense, the diagnostic matrix of the fixturing stage will not be ill-conditioned. So, additional measurement information from the assembly of the fixturing stage will be very helpful for isolating the type two faults.
A decision tree for the rear doorframe can be formulated as shown in Fig. 6 . It can be seen that the fault isolation problem at the released stage can be reduced to single fault cases in the fixturing stage, which means that if the signature matches any particular fault, that fault is the corresponding source of the dimensional problem at the released stage. Thus, the fault diagnostic approach based on PCA for single fault ͓9͔ can be applied here to isolate the type two faults by using the additional measurement information at the fixturing stage. From Rong et al. ͓9͔ a diagnostic vector d i
(1) can be defined which is the ith column of matrix f (1) . The diagnostic vector d i (1) (iϭ1,2, . . . ,k) is a constant vector, which is determined by the properties of the modeled assembly structure, and measures the effect of the ith fault on x (1) . The fault isolation is based on multiple hypothesis tests. The hypotheses are defined as follows where a 1 is the eigenvector that is corresponding to the largest eigenvalue of the covariance matrix of x (1) . For single fault, a 1 explains the variation pattern of the measured data of x (1) . The particular diagnostic vector d i
(1) that satisfies the null hypothesis will isolate the corresponding fault in p (1) . The test statistic can be formulated as Transactions of the ASME
