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Abstract
We calculate the inclusive spectra of secondaries produced in soft (minimum
bias) p+Pb collisions in the framework of Quark-Gluon String Model at LHC en-
ergy, by taking into account the inelastic screening corrections (percolation effects).
The role of these effects is expected to be very large at the very high energies, and
they should decrease the spectra more than 2 times in the midrapidity region at√
sNN = 5 TeV. The experimental data confirm such a picture, which means that
the nuclear screening effects are connected with the Pomeron interaction rather
than with the interactions of the produced secondary particles in the final state.
PACS. 25.75.Dw Particle and resonance production
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1 Introduction
The investigation of soft p+Pb interactions is very interesting because it can give the
answer to the problem of inelastic shadow corrections [1, 2] for inclusive particle produc-
tion.
In [1, 2] it was shown that the correct description of the inclusive spectra of secon-
daries produced in d+Au collisions at
√
s = 200 GeV (RHIC) requires to account for
the inelastic shadow corrections, that are probably connected with the multipomeron
interactions and that lead to the saturation of the inclusive density of secondary hadrons
in the soft (low pT ) region, where the methods based on perturbative QCD cannot be
used. The effects of the inelastic shadow corrections should increase with the initial
energy. The difference in the results for the spectra obtained from the calculations with
and without the inelastic shadow effects at LHC energies is of about a factor 2 in the
midrapidity region.
The data for the inclusive densities of all charged secondaries obtained by the ALICE
[3] collaboration experimentally confirm the existence of these corrections [5] at the LHC
energy
√
sNN = 5 TeV. In principal, two possibilities exist to explain the origin of the
inelastic nuclear screening: either it comes from the diagrams with Pomeron interactions,
or from the interactions of the produced secondaries with another hadrons and/or Pb
nucleus. In the first case, the inelastic screening effects should be the same for different
secondaries, while for the second one these effects should depend on the interaction cross
sections of the secondaries, so the effects should be different for the different secondaries.
In this paper we compare the experimental data for the inclusive densities of different
secondaries obtained by the CMS [4] collaboration to the corresponding predictions of
the Quark-Gluon String Model (QGSM) [6, 7] for p+Pb at
√
sNN = 5 TeV.
The QGSM quantitatively describes many features of the high energy production
processes, including the inclusive spectra of different secondary hadrons produced in the
high energy hadron-nucleon [8, 9, 10, 12] and hadron-nucleus collisions [13, 14]. In the
frame of the QGSM, the hadron-nucleon interactions have already been considered at
different energies, including LHC, whereas the hadron nucleus collisions have been de-
scribed at not very high energies, where the inelastic screening corrections are negligibly
small [1].
Now, at the LHC energies the inelastic screening corrections become large, what
allows us to analyze them in more detail.
2 Inclusive spectra of secondary hadrons in the
Quark-Gluon String Model
In order to produce quantitative predictions for the inclusive spectra of secondary hadrons,
a model for multiparticle production is needed. It is for that purpose that we have used
the QGSM [6, 7] in the numerical calculations presented below.
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In the QGSM, both high energy hadron-nucleon and hadron-nucleus interactions are
treated as proceeding via the exchange of one or several Pomerons, and all elastic and
inelastic processes result from cutting through or between Pomerons [15]. Each Pomeron
corresponds to a cylinder diagram (see Fig. 1a) that, when cut, produces two showers
of secondaries, as it is shown in Fig. 1b. The inclusive spectrum of secondaries is then
determined by the convolution of diquark, valence quark, and sea quark distributions in
the incident particles, u(x, n), with the fragmentation functions of quarks and diquarks
into the secondary hadrons, G(z). Both functions u(x, n) and G(z) are determined by
the appropriate Reggeon diagrams [16].
The diquark and quark distribution functions depend on the number n of cut Pomerons
in the considered diagram. In the following calculations we use the recipe of reference [13].
Figure 1: (a) Cylindrical diagram representing the Pomeron exchange within the Dual Topological
Unitarization (DTU) classification (quarks are shown by solid lines); (b) Cut of the cylindrical diagram
corresponding to the single-Pomeron exchange contribution in inelastic pp scattering; (c) Diagram cor-
responding to the inelastic interaction of an incident proton with two target nucleons N1 and N2 in a
pA collision.
For the nucleon target, the inclusive density dn/dy of a secondary hadron h has the
3
form [6]:
dn
dy
=
1
σinel
· dσ
dy
=
xE
σinel
· dσ
dxF
=
∞∑
n=1
wn · φhn(x) , (1)
where the functions φhn(x) determine the contribution of diagrams with n cut Pomerons,
and wn is the probability for this process to occur [17]. Here we neglect the diffractive
dissociation contributions that would only be sigificant in the fragmentation regions, i.e
at large xF .
For pp collisions
φhn(x) = f
h
qq(x+, n)·fhq (x−, n)+fhq (x+, n)·fhqq(x−, n)+2(n−1)fhs (x+, n)·fhs (x−, n) , (2)
x± =
1
2
[
√
4m2T/s+ x
2 ± x] , (3)
where fqq, fq, and fs are the contributions of diquarks, valence quarks, and sea quarks,
respectively.
These contributions are determined by the convolution of the diquark and quark
distributions with the fragmentation functions, e.g.,
fhq (x+, n) =
∫ 1
x+
uq(x1, n) ·Ghq (x+/x1)dx1 . (4)
The diquark and quark distributions, as well as the fragmentation functions, are deter-
mined by Regge asymptotics [16]. The numerical values of the model parameters were
published in reference [9].
The probabilities wn in Eq. (1) are the ratios of the cross sections corresponding to
n cut Pomerons, σ(n), to the total non-diffractive inelastic pp cross section, σnd [17].
The contribution of multipomeron exchanges in high energy pp interactions results
in a broad distribution of wn (see [5]). In the case of interaction with a nuclear target,
the Multiple Scattering Theory (Gribov-Glauber Theory) is used, which allows to treat
the interaction with the nuclear target as the superposition of interactions with different
numbers of target nucleons. Let WpA(ν) be the probability for the inelastic interactions
of the proton with ν nucleons of the target, and σpAprod the total cross section of secondary
production in a p+A collision. From the Multiple Scattering Theory, one has:
WpA(ν) = σ
(ν)/σpAprod , (5)
(see again reference [5] for the numerical examples). Here,
σ(ν) =
1
ν!
∫
d2b · [σpNinel · T (b)]ν · e−σ
pN
inel
·T (b) (6)
coincides [18, 19, 20, 21] with the optical model expression [22], and
σpAprod =
∫
d2b · (1− e−σpNinel·T (b)) , (7)
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where T (b) is the profile function of the nuclear target:
T (b) = A
∫ ∞
−∞
dz · ρ(b, z) , (8)
with ρ(r =
√
b2 + z2) the one-particle nuclear density.
The average value of ν has the well-known form:
〈ν〉 = A · σ
pp
inel
σpAprod
. (9)
We use the numerical values σppinel = 72 mb and σ
pPb
prod = 1900 mb at
√
s = 5 TeV, so that
〈ν〉p+Pb = 7.8. (10)
In the calculation of the inclusive spectra of secondaries produced in pA collisions we
should consider the possibility of one or several Pomeron cuts in each of the ν blobs of
the proton-nucleon inelastic interactions. For example, in Fig. 1c it is shown one of the
diagrams contributing to the inelastic interaction of a beam proton with two nucleons
from the target. In the blob of the proton-nucleon(1) interaction one Pomeron is cut, and
in the blob of the proton-nucleon(2) interaction two Pomerons are cut. It is essential
to take into account all the diagrams with every possible Pomeron configuration and
its permutations. The diquark and quark distributions and the fragmentation functions
here are the same as in the case of the interaction with one nucleon.
The process shown in Fig. 1c satisfies [18, 19, 20, 21] the condition that the absorp-
tive parts of the hadron-nucleus amplitude are determined by the combination of the
absorptive parts of the hadron-nucleon amplitudes.
3 Inclusive spectra in p+A collisions at very high
energy and inelastic screening (percolation) effects
The QGSM gives a reasonable description [13, 23] of the inclusive spectra of different
secondaries produced in hadron-nucleus collisions at energies
√
sNN = 14−30 GeV.
The situation drastically changes at RHIC energies. The spectra of secondaries pro-
duced in pp collisions can be rather well described, but the RHIC experimental data for
Au+Au collisions [24, 25] give clear evidence for the inclusive density saturation effects,
which reduce the inclusive density about two times in the central (midrapidity) region
when compared to the predictions based on the superposition picture [26, 27, 28]. This
reduction can be explained by the inelastic screening corrections connected to multi-
pomeron interactions [1]. The effect is very small for integrated cross sections (many of
them are determined only by geometry), but it is very important [1] for the calculations
of secondary multiplicities and inclusive densities at the high energies.
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However, all estimations are model dependent. The numerical weight of the contribu-
tion of the multipomeron diagrams is rather unclear due to the many unknown vertices.
The number of unknown parameters can be reduced in some models, and, for example,
in reference [1] the Schwimmer model [29] was used for the numerical estimations.
Another approaches were used in reference[30], where the phenomenological multi-
pomeron vertices of eikonal type were introduced for enhancement diagram summation.
The calculations of inclusive densities and multiplicities, both in pp [31, 32], and
in heavy ion collisions [32, 33] (with accounting for inelastic nuclear screening), can
be fulfilled in the percolation theory, and they result in a good agreement with the
experimental data in a wide energy region.
The percolation model also provides a reasonable description of the transverse mo-
mentum distribution (at low and intermediate pT ) including the Cronin effect and the
behavior of the baryon/meson ratio [34, 35, 36]. The percolation approach assumes two
or several Pomerons to overlap in the transverse space and to fuse in a single Pomeron.
When all quark-gluon strings (cut Pomerons) are overlapping, the inclusive density sat-
urates, reaching its maximal value at a given impact parameter.
In order to account for the percolation effects in the QGSM, it is technically more
simple [2] to consider in the central region the maximal number of Pomerons nmax emitted
by one nucleon. After they are cut, these Pomerons lead to the different final states.
Then the contributions of all the diagrams with n ≤ nmax are accounted for as at the
lower energies. The unitarity constraint also obeys the emission of the larger number
of Pomerons n > nmax but due to fusion in the final state (on the quark-gluon string
stage) the cut of n > nmax Pomerons results in the same final state as the cut of nmax
Pomerons.
By doing this, all model calculations become rather simple and very similar to those in
the percolation approach. The QGSM fragmentation formalism allows one to calculate
the spectra of different secondaries integrated over pT as functions of initial energies,
rapidity, and xF . In this scenario we obtain a reasonable agreement with the experimental
data on the inclusive spectra of secondaries at RHIC energy (see [2] with nmax = 13).
It has been shown in [37] that the number of strings for the secondary production
should increase with the initial energy even when the percolation effects are included.
Thus, in the following calculations we use the value nmax = 21 at the LHC energy√
s = 5 TeV , that can be regarded as the normalization of all the charged secondaries
multiplicities in the midrapidity region to the ALICE data [3]. The predictive power
of our calculation applies for different sorts of secondaries in midrapidity region. If
the inelastic nuclear screening comes mainly from the Pomeron interactions, as it was
discussed above, the screening effects would be the same for all the secondaries. On
the other hand, if the final state absorption of the produced particles are important,
nuclear screening effects would be different for different secondaries, i.e. for kaons and
antibaryons.
In the following calculations, one additional effect is also taken into account, namely
the transfer of the baryon charge to large distances in rapidity space through the string
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junction effect [10, 11]. This transfer leads to an asymmetry in the production of baryons
and antibaryons in the central region that is non-zero even at LHC energies. In the
calculation of these effects, the following values have been chosen for the model param-
eters [11]:
αSJ = 0.5 and ε = 0.0757 . (11)
4 Rapidity spectra of different secondaries at LHC
energies
To compare the calculated effect of nuclear screening with the experimental data, the
adequate description of the secondary production on nucleon, as well as on nuclear targets
is needed. First, we present the QGSM description of pi±, K±, p, and p productions in pp
collisions at LHC energies, and then we compare the results of our calculations with the
experimental data by the CMS Collaboration [4, 38] and by the ALICE Collaboration [39,
40, 41], as it is shown in Fig 2, where, following the analysis published by the ALICE
Collaboration [41], the productions of average pi, K, and pp are presented.
As it can be seen in Fig. 2, the experimental data by the ALICE Colllaboration
are approximately 20−30% lower than those published by the CMS Collaboration. The
agreement of QGSM calculations with both sets of experimental data looks rather rea-
sonable, given that the accuracy of our calculations is estimated to be on the level of a
10−15% theoretical uncertainty.
Now, let us consider the normalization of the QGSM calculations for the case of
nuclear targets to the experimental point by the ALICE Collaboration [3], dnch/dη =
16.81 ± 0.71 at √sNN = 5 TeV. The agreement is reached at nmax = 21, here we
have dn/dη for |η| < 2. Later, the experimental value dn/dy(|y| ≤ 1) = 19.1 ± 0.2
has been published by the CMS Collaboration [4], while the QGSM calculation gives
dn/dy(|y| ≤ 1) = 19.11 with nmax = 21, so we can use this nmax value in our analysis.
The experimental data for p+Pb collisions by the CMS Collaboration on the inclusive
densities of different secondaries, pi±, K±, p, and p [4] are presented in Table 1, where
they are compared with our QGSM predictions. The agreement for every secondary
particles is good, what it means that the experimental nuclear shadowing factor is the
same for different secondaries, as it is assumed in our calculations.
Also in Table 1, we present the QGSM predictions for the pp collisions at the same
energy. The ratios of particle yields in p+Pb and pp collisions are equal to 3.6−3.7,
i.e they are two times smaller than the values of νp+Pb in Eq. 10. In the absence of
inelastic nuclear screening, the ratio r = pPb/pp in the midrapidity region should be
equal to νp+Pb [18, 19, 20, 21], that is, to the average number of the inelastic collisions
of the incident proton in the target nucleus. Thus, we can see that the inelastic nuclear
screening factor is little larger than 2, and it is practically the same for all considered
secondaries.
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Figure 2: The energy dependence of the rapidity density dn/dy at y = 0 of average pions, kaons and
protons/antiprotons production in pp collisions. The experimental data are by the CMS Collabora-
tion [38, 4] and by the ALICE collaboration [39, 40, 41]. The theoretical curves represent the result of
the corresponding QGSM calculations.
particles CMS Collaboration QGSM
dn/dy, |y| ≤ 1 [4] p+Pb pp r
pi+ 8.074± 0.087 8.103 2.190 3.70
pi− 7.971± 0.079 7.923 2.147 3.69
K+ 1.071± 0.069 1.006 0.273 3.69
K− 0.984± 0.047 0.996 0.271 3.66
p 0.510± 0.018 0.545 0.150 3.63
p¯ 0.494± 0.017 0.536 0.148 3.62
Table 1: Experimental data on dn/dy, |y| ≤ 1 by the CMS Collaboration [4] of charged pions, kaons, p,
and p production in central p+Pb collisions at
√
sNN = 5 TeV, together with the corresponding QGSM
results. The parameter r is the ratio of the particle yields in p+Pb and pp reactions. The predictions
for pp collisions are also given.
Our predictions for hyperon and antihyperons production in pp and p+Pb collisions
at the same energy
√
s = 5 Tev are presented in Table 2.
The ratios of the inclusive densities of all secondary hyperons and antihyperons pro-
duced on Pb and hydrogen targets are practically the same as for secondary mesons
production, with a ∼ 5% accuracy (see tables 1 and 2). If our predictions will be exper-
imentally confirmed, that would indicate that the main contribution to the processes of
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hyperon and meson production has a similar nature.
particles p+Pb dn/dyy=0 pp dn/dyy=0 r
Λ 0.307 0.0843 3.64
Λ¯ 0.303 0.0827 3.66
Ξ− 0.0250 0.00676 3.70
Ξ¯+ 0.0248 0.00669 3.70
Ω− 0.00143 0.000401 3.57
Ω¯+ 0.00142 0.000397 3.58
Table 2: The QGSM prediction for the densities of hyperons and antihyperons production dn/dyy=0,
in p+Pb and pp collisions at
√
s = 5.02 TeV.
5 Conclusion
It is seen that the inelastic nuclear screening corrections at LHC energies are really large.
All the ratios of inclusive densities of the secondaries produced in lead and hydrogen
targets take values dn/dy, |y| ≤ 1 = 3.6−3.7 (see Table 1), instead of the values dn/dy,
|y| ≤ 1 = 7.5−8.0 that one would expect in the absence of this effect (see Eq. 10).
In our approach it is naturally explained that the nuclear screening effects do not
depend on the secondary produce particle, and they are practically the same (within our
theoretical accuracy) for pi±, K±, p, and p production. This will be checked, and we
are confident that confirmed, when the nuclear screening effects for the cases of hyperon
production will be measured (see our predictions in Table 2).
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