Abstract -X-ray detectors in clinical computed tomography (CT) usually operate in current-integrating mode. Their complicated signal statistics often lead to intractable likelihood functions for practical use in model-based image reconstruction (MBIR). It is therefore desirable to design simplified statistical models without losing the essential factors. Depending on whether the CT transmission data are logarithmically transformed, pre-log and post-log models are two major categories of choices in CT MBIR. Both being approximations, it remains an open question whether one model can notably improve image quality over the other on real scanners. In this study, we develop and compare several pre-log and post-log MBIR algorithms under a unified framework. Their reconstruction accuracy based on simulation and clinical datasets are evaluated. The results show that pre-log MBIR can achieve notably better quantitative accuracy than post-log MBIR in ultra-low-dose CT, although in less extreme cases, post-log MBIR with handcrafted preprocessing remains a competitive alternative. Pre-log MBIR could play a growing role in emerging ultra-low-dose CT applications.
Reduction of radiation dose of up to 80% relative to filtered backprojection (FBP) reconstruction has been reported in a number of clinical studies [3] [4] [5] .
The dose reduction capability of MBIR exists largely because statistical models are built into the image reconstruction process. However, unlike emission imaging systems where radioisotope sources and photon-counting detectors are used and the Poisson statistics model is fairly adequate, the x-ray detectors in the vast majority of clinical CT scanners operate in current-integrating mode. Their noise distribution is complicated by a cascade of random processes including polyenergetic x-ray photon generation, transmission and detection, light photon generation and collection in scintillators, electron-hole pair creation, diffusion, and collection in photosensors, and electronic readout noise in the data acquisition system (DAS) [2] . It has been theoretically and experimentally shown that the x-ray transmission measurements on CT deviate from Poisson statistics, especially in low dose situation when DAS electronic noise becomes a major noise source [6] [7] [8] [9] [10] [11] [12] [13] . The compound Poisson (CP) distribution has been proposed to model the current-integrating process in x-ray detectors and explicitly account for the signal variability due to the polyenergetic spectrum [7] [8] [9] , but determining the exact CP model of a CT scanner remains difficult in practice. CP models also have intractable likelihood functions. It remains unclear how they could be effectively incorporated in MBIR.
Choosing a proper approximate statistical model is an essential step in the design of CT MBIR. Typical approximations come in two categories: post-log and pre-log. In post-log MBIR, x-ray transmission data are first pre-corrected for detector non-uniformity, tube current fluctuation, scatters, etc. Then the pre-corrected data are logarithmically transformed to line integral values. Following a series expansion of the Poisson log-likelihood about its scalar maximum-likelihood values, a weighted least-squares (WLS) cost function is typically used for image reconstruction from post-log values [14] . Methods in the post-log category can leverage existing pre-correction steps used by FBP reconstruction, and the numerical optimization of the WLS cost function is relatively straightforward. Post-log statistical models are widely encountered in CT MBIR literature and have been implemented with various optimization methods [14] [15] [16] [17] [18] [19] [20] , regularization methods [21] [22] [23] , applied to dual-energy [24] , [25] , interior tomography [26] , and combined with data-driven prior information [27] [28] [29] .
There are a few limitations of the post-log WLS approaches. First, in low-dose situations, the logarithm simply cannot be taken because the measurements may be zero due to the quantum nature of x-ray and even become negative due to the DAS electronic noise. These non-positive values must be either zero-weighted [30] , replaced by some artificial positive values [17] , corrected by some recursive mean-preserving operations [31] , or interpolated by some sinogram smoothing or denoising methods [6] , [32] [33] [34] [35] . For example, Chang, Zhang, and Thibault [36] , [78] proposed a Bayesian inference method to map non-positive transmission measurements to positive values. However, when the extent of such pre-correction is aggressive, such as in ultra-low-dose CT, bias could be introduced in the reconstructed image and spatial resolution could be degraded. Second, the weight parameters in the WLS formulation need to be estimated from a single realization of noisy measurements. Ideally the weights should equal the inverse variance of the logtransformed data. Estimation of the weights is challenging due to the correction of non-positive values and the nonlinearity of the logarithm [37] . Examples of existing variance estimation techniques include noisy-data based weights [14] , [21] , [24] , [38] , denoised-data based weights [31] , [32] , [36] , [38] , model-based weights using certain mean-variance relationship [10] , [39] , [40] , and iteratively re-weighted leastsquares [17] , [29] , [41] . Also, statistical correlation between the estimated weights and the noisy data can cause negative bias in the reconstructed image [15] , [38] , [39] . Third, the logarithm itself can cause positive reconstruction bias, because − log is a convex function and E[− log X ] ≥ − log E[X] [41] . This leads to a positive bias in the reconstructed image.
Algorithms in the pre-log category include Beer's law in the forward model and directly reconstruct images from x-ray transmission measurements without taking the logarithm. All clinical scanners actually transfer the pre-log data to the console or reconstruction computer since some software corrections are applied prior to taking the log. With appropriate statistical models, pre-log MBIR can accommodate nonpositive data. Pre-log algorithms are not necessarily based on WLS that requires pre-determination of the variance of data. Many pre-log algorithms are based on the Poisson noise model, such as the transmission EM algorithm [42] , [43] , the convex algorithm [44] [45] [46] [47] , coordinate descent [48] , grouped or block updates [49] , [50] , MLTR [51] , SPS [52] , [53] , AM [54] [55] [56] , TRIOT [57] , Nesterov's optimal gradient method [58] . They have found applications in polychromatic reconstruction [30] , [59] , [60] , metal artifact reduction [61] , [62] , handling missing data [63] , and resolution boosting [64] . To further model DAS electronic noise, the shifted Poisson [65] [66] [67] and the Gaussian [66] models in the pre-log domain have been adopted in some pre-log sinogram restoration methods. To incorporate electronic noise models in image reconstruction, Xu and Tsui proposed to first estimate data that are free of the electronic noise, then feeding the de-noised data to a reconstruction algorithm derived without taking electronic noise into consideration [67] . To further incorporate CP statistics in pre-log MBIR, a few simulation studies investigated the saddle point approximation [8] and Gamma distributed CP components [68] .
Despite certain theoretical advantages of pre-log algorithms, both pre-log and post-log models are simplified approximations. It remains unclear whether the pre-log models could notably improve image quality over the post-log models on real CT scanners, where theoretical advantages may be overwhelmed by other degrading factors. In the past, a few studies showed improved quantitative accuracy by using pre-log reconstruction [15] , [38] , but they were conducted in the context of emission imaging without electronic noise or non-positive measurements. In the context of CT imaging, we previously showed that pre-log and post-log approaches behave very similarly at standard dose levels [69] . Lasio, Whiting, and Williamson tested a pre-log algorithm under low dose conditions with simulated Poisson and compound Poisson data and they observed no significant difference in reconstructed images for different simulation models [56] . More recently, Xu and Tsui applied a pseudo-ideal observer in a lesion detection task in CT to compare the performance of several pre-log and post-log statistical models [70] . They found that pre-log and post-log MBIR can achieve similar task performance at 0.1% of a reference dose level. However, their study also assumed the CT system is free of electronic noise. Overall, no study has yet demonstrated a clear benefit of using pre-log reconstruction algorithms for real CT measurements.
The aim of the present study is to extend our earlier study [71] on whether the choice between pre-log and post-log CT models would make any practical impact on image quality, especially in ultra-low-dose situations where non-positive transmission data are pervasive. Here we define the ultra-lowdose (ULD) CT as a dose regime where the exposure level is a factor of 10 lower than current low-dose CT technique levels [37] . At this dose level, the mean number of x-ray photons received per detector cell exposure is commonly in the range of tens [10] , [17] , and photon starvation is common in highly attenuated projections. In comparison, in normaldose CT, up to thousands of photons can be received per detector cell [8] . In ULD CT, DAS electronic noise becomes an important noise source and substantially affects image quality. In this paper, we derive several pre-log and postlog algorithms in a unified penalized likelihood framework to facilitate the comparison. We describe how DAS electronic noise is incorporated in both pre-log and post-log algorithms, and how negative measurements are handled. The algorithms are evaluated using simulations and real patient data acquired on a GE Discovery CT750 HD scanner (GE Healthcare, Waukesha, WI). Reconstructed images and quantitative comparisons are presented as results.
II. OVERALL MBIR FRAMEWORK

A. CT Forward Model
We use a discrete-discrete CT forward model
whereŷ i is the ensemble mean of y i , the i th detector measurement; x is a vector denoting an image of attenuation coefficients of the object; I i > 0 is a blank measurement that accounts for the space-and time-variation of x-ray illumination due to the bow tie filter shape, non-uniformity in detector gain, and modulation of x-ray tube current; A = {a i j } with a i j ≥ 0 is an M × N system matrix representing the Radon or x-ray transform; and [Ax] i p i N j =1 a i j x j is the line integral value along ray i ; f i (·) represents the beam-hardening effect due to non-linear attenuation of polyenergetic x-ray beam passing through the object and detector, and transforms a lineintegral value of monoenergetic attenuation into an equivalent attenuation of a polyenergetic x-ray beam.
B. Single-Material Beam-Hardening Model
Methods with different levels of accuracy have been proposed to model the beam-hardening effects. In a relatively simple case where a single material (such as soft tissues) dominates the object, it is usually sufficient to model beam hardening by a monotonic transformation of the monochromatic line integrals [72] . The transform function, or the beam hardening operator, is defined as
is the variable of integration representing x-ray energy; E is the upper limit of x-ray spectrum; S i ( ) ≥ 0 is the energy spectrum of x-ray illumination at detector i before attenuation; μ REF ( ) is the linear attenuation coefficient of the reference material (e.g., water), and μ REF (70) is a nominal monoenergetic attenuation coefficient (e.g., μ water at 70 keV). It can be proven that f i ( p) is monotonically increasing and concave (Supplement A).
f i (·) can be numerically evaluated if the spectrum of x-ray source and the bowtie characteristics are known, or be measured by experiments. In practice, f i (·) is commonly approximated by a polynomial. We use a quartic approximation in this study
More sophisticated beam hardening models to account for multiple materials could be employed if the object contains cortical bone or other dense contrast materials [30] , [59] , [60] , [73] [74] [75] , albeit at higher computational cost and may require image segmentation. For the purpose of this study, we used only the single-material beam-hardening model. No higher order beam hardening artifacts were observed.
C. MAP Cost Function
Assuming the noise in the y i 's is statistically independent, the joint log-likelihood of the measurement vector y is [76] 
where h i (·) is the log-likelihood function of an individual measurement y i . The choice of h i (·) will be the central topic of this study.
The negative log likelihood is combined with an image-space regularization term to form a maximum a posterior (MAP) cost function
where the regularization term U (x) is a Markov random field (MRF) with b j k representing the penalty strength between pixel j and k, and ρ(·) being a prior potential function. The reconstructed image being sought is the one that minimizes the MAP cost function
III. STATISTICAL MODELS A. Poisson + Gaussian Model
Since the exact noise distribution in CT data is intractable, approximation and simplification must be sought in the design of CT MBIR. Here we focus on modeling two major noise sources in CT: (1) quantum noise due to the quantum nature of x-rays, and (2) DAS electronic noise. The quantum noise can be modeled by the Poisson distribution if we ignore the variability of energy carried by each x-ray photon in a polychromatic beam. The electronic noise is commonly modeled by a Gaussian distribution. Assuming both noise sources are independent and additive, we have a 'Poisson + Gaussian' model [66] 
where y i andŷ i are both in units of current-integrating DAS output, α is a scaling factor that converts the DAS output values to equivalent numbers of x-ray photons depending on the effective x-ray energy and the DAS gain, and σ 2 is the variance of the DAS electronic noise. σ 2 in modern CT DAS is typically equivalent to the counting statistics corresponding to from a handful [17] , [67] , [77] , [78] to a few hundred x-ray photons [13] , [37] , [65] . The parameters α and σ 2 can be measured by standard detector calibration processes [6] . We assume the electronic noise is zero-mean because the DAS offsets can be measured by a dark scan and subtracted from the CT data. These offsets are deterministic within a single scan, thus subtracting them does not change the variance of the data. Without loss of generality, we assume α and σ 2 are constants, although ray-dependent notations α i and σ 2 i may also be used in subsequent derivations.
B. Shifted Poisson Model
The 'Poisson + Gaussian' model does not have a closed form likelihood function. As a further approximation, we can use a shifted Poisson distribution to match its first two moments. The shifted Poisson model has been used in the compensation of read-out noise in CCD cameras [79] , [80] , image reconstruction from randoms-precorrected emission data [81] , and CT sinogram restoration [65] , [66] , [77] . In this paper, we incorporate the shifted Poisson model into CT MBIR. We scale y i by α and "shift" by α 2 σ 2 so that the quantity αy i + α 2 σ 2 has its mean equal to variance and can be approximately described by the Poisson distribution
The shifted Poisson model requires αy i + α 2 σ 2 ≥ 0. This condition is typically satisfied for practical values of α and σ 2 [65] . For example, for σ = 5/α (electronic noise standard deviation equivalent to 5 x-ray photons), in the worst case
, which is a very rare event. In realityŷ i > 0, thus Prob[αy i < −α 2 σ 2 ] is even smaller. In the very rare case that αy i + α 2 σ 2 < 0, some prelog algorithms can still handle these negative values, as will be discussed in section VII.
The log-likelihood function of the shifted Poisson distribution, after dropping some constant scaling factor, is
where σ 2 α ασ 2 is the variance of electronic noise scaled by the DAS gain. Compared to the Poisson distribution (σ 2 α = 0), the shifted Poisson distribution has an increased signal variance relative to its mean, which affects the modeling of noise in photon-starved measurements that are heavily corrupted by the electronic noise.
Expressing g SP (·) as a function of the linear attenuation p i by substitutingŷ i in equation (5) 
, with its first and second derivatives being
It is noticed that in the absence of electronic noise and beam hardening (σ α = 0 and
in general is not necessarily concave.
C. Pre-Log Nonlinear WLS Model
It is also possible to use a quadratic approximation of the shifted Poisson model
where w i is an estimated inverse variance of y i . Here w i can be calculated as the quadratic coefficient of the Taylor expansion of g SP (·) [eq. (5)] with respect toŷ i [14] 
To determine w i , negative values of y i + σ 2 α need to be clipped to positive values. Even so, very small values in the denominator can still lead to instability of w i . Other methods to estimate w i will be discussed shortly along with the post-log models.
Expressing g G (y i |ŷ i ) as a function ofp i gives a nonlinear WLS function
with its first and second derivatives being
Again, h G (·) is not necessarily concave.
D. Post-Log Linear WLS Model
Post-log methods bypass Beer's law, leading to a linear WLS model with respect top i
where p i is the post-log data obtained by taking logarithm of the ratio between the pre-log data and the blank scan, followed by the beam-hardening correction,
and W i is the estimated inverse variance of p i . In the case where y i is non-positive due to electronic noise, p i is undefined. A common mitigation is to clip negative values by an artificial threshold δ [17] , [41] , although this is statistically sub-optimal and leads to reconstruction bias. The design of more advanced non-positivity correction methods for CT data remains a research area. Here we compare three representative post-log methods, differing mainly in how the statistical weights W i are estimated: (a) Noisy-data based weights. Similar to the pre-log WLS weights w i , the post-log WLS weights W i can be calculated as the quadratic coefficient of the Taylor expansion of h G (p i |y i ) (after clipping non-positive y i ) [14] , [31] 
(b) Denoised-data based weights. Directly using y i to compute W i causes strong statistical correlation between W i and p i . In practice, smoothed or de-noised data can be used instead [31] , [32] , [36] , [38] . As an example, we implement a locally adaptive linear minimum mean squarederror (LLMMSE) filter very similar to that proposed by Chang, Zhang, Thibault, et al [78] , where denoised dataȳ i ,p i , and W i , are used instead of the noisy data y i , p i , and W i .
.
The smoothing radius of the LLMMSE filter is typically 3 × 3 or 6 × 6 on a 2D detector.
(c) Iterative re-weighting. This is still based on equation (10) , except that the statistical weights are updated during image reconstruction every iteration or every few iterations based on the latest reconstructed image [17] , [29] , [41] :
is the estimated pre-log data assuming image x. ComputingŴ i requires the pre-log reprojection.
All post-log WLS models are concave as long as nonpositive y i 's are pre-corrected. For example, for noisy-data based W i , the first and second derivatives of h PG (y i |p i ) are
Various likelihood functions are visualized and compared in Supplement C.
IV. MBIR ALGORITHMS A. Generalized update Step
Various choices of optimization algorithms can be used to iteratively minimize the MAP cost function. The expectationmaximization (EM) algorithm has been proposed for prelog transmission reconstruction in the context of PET and SPECT imaging [42] but the maximization step leads to a transcendental equation. An alternative is iterative coordinate descent (ICD), which is fast converging for postlog reconstruction [14] , [18] , [21] , but it requires a large number of exponentiations per iteration in pre-log MBIR [82] . In this study, we use a unified preconditioned gradient descent algorithm for both pre-log and post-log reconstructions. The gradient-based simultaneous algorithm is highly parallelizable and requires fewer exponentiations per iteration compared with ICD:
where M is a positive-definite N × N matrix, and
is positive-definite, the preconditioner results in a "step size" sufficiently small to ensure monotonicity. Here we use a diagonal preconditioner M diag{m j } where m j 's are precomputed. We derive the preconditioner in Supplement B and prove it ensures monotonic decrease of the cost function for post-log WLS reconstruction. For pre-log reconstruction, it is possible to derive a different version of the preconditioner to ensure monotonicity with, for example, the "optimal curvature" technique [52] , but it would require re-computing m j 's every iteration and higher computational cost. In practice, we applied the same post-log WLS preconditioner to pre-log reconstruction since their Hessian matrices are approximately equal around y i ≈ŷ i as shown in Supplement C. This worked well in all our experiments.
Based on the diagonal preconditioner, we obtain a closedform iterative reconstruction formula for both pre-log and postlog reconstruction: In equation (13), the beam hardening effects are incorporated through the derivative h i (·). In the special case f (·) = const and σ α = 0, equation (13) reduces to the existing MLTR or SQS algorithms. Next, we compare the reconstruction formulas of specific pre-log and post-log likelihood models.
B. Pre-Log Shifted Poisson Reconstruction
Substituting the pre-log shifted Poisson likelihood h SP (·) [eq. (6) ] to equation (13) gives a pre-log shifted Poisson reconstruction formulâ
where the error sinogramŷ
i − y i is evaluated in the pre-log domain and can accommodate non-positive data. The factor y î y i +σ 2 α accounts for the electronic noise and could down-weight the contribution of a measurement by a factor of about 100 for ultra-low-dose CT. It should be noted that although the downweighting factor reduces noise propagation from photonstarved measurements to the reconstructed image, it may result in non-convex cost functions. In addition, down-weighting photon-starved rays makes the reconstruction problem more ill-conditioned, resembling the limited-angle or missing-data problem. These issues could lead to practical local minima for numerical optimization. To mitigate, we run the reconstruction in two passes. A first-pass reconstruction sets σ 2 α = 0 (or a small value) to ensure the cost function is convex and down weighting of photon-starved rays is not overly aggressive; then we use the resulting image to initialize a second-pass reconstruction with σ 2 α > 0 for better modeling of electronic noise.
C. Pre-Log Nonlinear WLS Reconstruction
Substituting the pre-log quadratic likelihood model h G (·) [eq (8) ] to equation (13) gives a pre-log WLS reconstruction formulâ
This is almost identical to the pre-log shifted Poisson reconstruction formula [eq. (14)] except that y i instead ofŷ (14) and (15) are almost identical.
D. Post-Log Linear WLS reconstruction
We study three representative post-log WLS algorithms, differing in how statistical weights W i are determined.
(a) Noisy-data weighted Substituting the post-log quadratic log-likelihood h PG (·) [eq (12) ] to equation (13) giveŝ
where the error sinogram p i −p (b) denoised-data weighted This is essentially the same as equation (16) 
(c) Iterative re-weighting If we re-compute the WLS weights every iteration using the latest image estimate, we obtain an iteratively re-weighted WLS algorithm
Interestingly, this update equation is very similar to the prelog shifted Poisson algorithm [eq. (14)], except that the error sinogram is evaluated in the post-log domain. The iteratively re-weighted WLS thus can be viewed as a hybrid between pre-log and post-log reconstruction: it uses the re-projected pre-log data as the statistical weights, but uses the postlog data to compute the residual error sinogram. In terms of computational cost, updating the weights requires computing the expected pre-log transmission dataŷ
with the non-linear forward model [eq. (1)], thus the computational cost becomes comparable to equation (14) . However, if the statistical weights are updated infrequently, such as in some ICD algorithms [17] [29], post-log reconstruction with iterative re-weighting can have some computational savings over pre-log reconstruction. The iterative re-weighting approach is expected to reduce the statistical correlation between WLS weights and the noisy measurements, but as a post-log approach, non-positive transmission measurements still have to be discarded or pre-corrected.
V. EXPERIMENTS A. Computer Simulation
We performed a computer simulation using a voxelized "low signal phantom". The phantom is oval-shaped in crosssection, with the long and short axes being 45 cm and 25 cm in length, respectively. The phantom consisted of a qualityassurance insert and two Teflon rods on the sides to exemplify a photon-starved situation for rays along the long axis. We simulated a GE Discovery CT750 HD scanner (GE Healthcare, Waukesha, WI) with 888x32 detector channels and 984 views per rotation. The size of each detector cell was 1.0239 × 1.09 mm 2 . The source-to-detector distance was 949 mm, and the source-to-rotation-center distance was 541 mm. We simulated a helical scan with a pitch of 0.969, at 120 kVp, 20 mA, and 1srotation. The simulation included a large body bowtie, non-uniformity of detector response, and tube current fluctuation. In order to focus on the statistical aspects of imaging and image reconstruction and eliminate confounding factors, we excluded beam hardening, scatter, and azimuthal blur from the simulation. The voxelized phantom (instead of a continuous analytical phantom) was used so that the forward model used in image reconstruction was perfectly consistent with the simulated CT data. As a result, any reconstruction artifacts shown by the simulation study should be reasonably attributed to statistical noise. Computer generated Poisson and Gaussian noise were added.
We compared seven statistical options for MBIR from the phantom dataset.
1. Post-log without e-noise: This was the post-log noisydata-based WLS algorithm [eq. (16) α > 0. The variance of electronic noise modeled was equivalent to the counting statistics corresponding to a mean of 16 detected photons, i.e., σ 2 α = 16/α. In post-log reconstructions, the threshold δ was set to 10 −5 relative to the air scan. Transmission measurements smaller than δ were clipped, i.e., were assumed the threshold value. The threshold is roughly equivalent to the attenuation of about 57 cm of water ( p ≈ 11.5, assuming μ WATER = 0.2cm −1 at 60 keV). Images were reconstructed on a grid of 512 × 512 with a field-of-view of 50 cm, an in-plane pixel size of 0.98 mm, and a slice thickness of 0.625 mm. The distance-driven model was used by forward and back projectors [83] . All reconstructions used q-GGMRF [21] regularization with the same regularization strength unless otherwise noted. All reconstructions were initialized with FBP images with soft kernel unless otherwise noted, and run 4000 iterations for practical convergence. For all methods with σ 2 α > 0, two-pass reconstruction was performed, i.e., σ 2 α = 0 for the first pass and the resulting image was used to initialize the second pass reconstruction. For option 7 (pre-log WLS), we observed that the statistical weights w i were unstable if σ 2 α = 0, so the output of option 5 (pre-log Poisson) was used as the initial image. We did not use ordered subsets since they might be imbalanced and introduce a relatively large limit cycle behavior when noise is high [84] . We did not enforce any non-negativity constraint in the image domain since it may also introduce reconstruction bias.
B. Ultra-Low-Dose Patient Data
We also compared different algorithms with a retrospective adult patient dataset who underwent chest CT as part of clinical work-up, with institutional review board approval and written informed consent. The dataset was acquired on a GE Discovery CT750 HD scanner (GE Healthcare, Waukesha, WI) with 64-row collimation, helical pitch of 0.516, 80 kVp, 10 mA, and 0.5 s rotation. This was an ultralow-dose dataset acquired with the lowest possible setting on the scanner. Unlike the low-signal phantom simulation where photon starvation occurs in a small angular range of projections along the long axis of the phantom, the patient dataset suffered from photon starvation in nearly all projection angles, due to the combination of low mA and low kVp.
Such an ultra-low-dose setting is not currently used in routine diagnostic CT applications but is nevertheless a stress test to exemplify the difference between different statistical options in MBIR. There are also increasing interests in ultra-low-dose CT imaging in specific non-diagnostic applications, including image registration across multi-frame CT images and attenuation correction for PET/CT imaging [37] [85] , virtual CT colonoscopy screening [86] , and chest CT using dose similar to chest x-ray dose [5] . A standard-dose reference scan was also acquired with 120 kVp, 310 mA, with other settings kept the same. Images were reconstructed on a grid of 512 × 512 with an in-plane pixel size of 0.98 mm and a slice thickness of 0.625 mm. We compared five statistical options for this patient dataset, with the same definitions as the phantom study:
1. Post-log. 2. Post-log with denoised data (3 × 3). 3. Post-log with denoised data (6 × 6). 4. Pre-log Poisson (2.5X regularization). 5. Pre-log shifted Poisson. The regularization strength in option 4 was manually increased to approximately match image roughness of other reconstructions.
C. Regular-Low-Dose Patient Data
As a reference, we also compared different algorithms with a regular-low-dose patient dataset, acquired with 20 mA, 120 kVp, and the other acquisition settings were kept the same as the ultra-low-dose dataset. The regular-low-dose settings are more routinely seen in today's low-dose chest CT protocols. We compared five statistical options, with the same definitions as the phantom study:
1. Post-log without e-noise. 2. Post-log. 3. Post-log with denoised data (6 × 6). 4. Pre-log Poisson. 5. Pre-log shifted Poisson.
VI. RESULTS
A. Low-Signal Simulation
The pre-log transmission data (y i 's) acquired along the long axis of the phantom are shown in Fig. 1 . The prelog data are very noisy due to the long attenuation lengths. Even after denoising, the data still contain a large portion of non-positive points that have to be clipped or denoised for post-log algorithms. The curve of the denoised post-log statistical weightsW i [eq. (11) ] shows that photon-starved rays are substantially down-weighted due to modeling of electronic noise. The down-weighting effects of pre-log statistical weights (not shown) are similar to the post-log weights. Nonpositive transmission measurements are shown in linear scale in Fig. 2 . Fig. 3 shows FBP and MBIR images with various statistical options, reconstructed from the same simulation dataset. The differences relative to the ground-truth image are shown in Fig. 4 . The FBP reconstruction (b) is extremely noisy and strongly biased due to its inherent limitations in handling very noisy and non-positive measurements. The noise is dramatically reduced in post-log MBIR (c) even without modeling electronic noise, although strong shading connecting the two Teflon rods can be seen. Incorporating the electronic noise model in post-log MBIR (d), i.e., down-weighting the photonstarved rays, effectively reduces the shading artifacts and also reduces some noise streaks relative to (c). Denoised-data-based post-log MBIR (e) further cleans up remaining artifacts and produces a quite uniform reconstruction. The iteratively reweighed post-log MBIR (f) shows a different appearance of the shading artifacts compared to other post-log MBIR images. Compared with the noisy-data-based weights, the iteratively estimated weights is expected to be less noisy, but they are also expected to increase the weight of some low-count rays, which could cause a different appearance of the shading. The shading artifacts are still very noticeable, because non-positive post-log data were empirically clipped. Overall, no clear benefits are seen in the iterative re-weighting approach relative to other post-log MBIR approaches with the electronic noise model.
The pre-log Poisson algorithm (g) shows quite visible streaks that are caused by photon-starved rays, but there is much reduction of the shading artifacts at the center of the object compared to noisy-data-weighted post-log MBIR (d). After incorporating the electronic noise model, pre-log shifted Poisson MBIR (h) reduces the streaks and further cleans up remaining shading artifacts. Pre-log WLS MBIR (i), however, shows some dark shading connecting the two Teflon rods and somewhat resembles the appearance of post-log MBIR (d). This could be bias caused by using noisy-data based statistical weights. Overall, the pre-log shifted Poisson reconstruction (h) and denoised-data-weighted post-log reconstruction (e) gave the best visual quality.
Overall, this simulation dataset showed that pre-log shifted Poisson MBIR and post-log MBIR with denoised data achieved better HU (Hounsfield Unit) accuracy and visual image quality compared to other statistical options under the comparison. While post-log MBIR required handcrafted denoising to accommodate non-positive data, the non-positive transmission data were directly used in all pre-log implementations (g, h, and i in Fig. 3 and Fig. 4) , without preprocessing of any kind. More quantitative comparison of phantom images is presented in Supplement D.
B. Ultra-Low-Dose Patient Data
The pre-log transmission measurements in the ultra-lowdose patient scan along the anterior-posterior direction are shown in Fig. 5 and Fig. 6 . Non-positive measurements are prevalent due to photon starvation and electronic noise. Also shown for comparison are the re-projections of shifted Poisson pre-log and denoised-data-based post-log reconstructions, which give noticeably different estimation of the transmission data where photon starvation occurs. Fig. 7 shows reconstructed images produced by FBP and different MBIR options from the same ultra-low-dose patient dataset of chest. The standard-dose FBP image (a) demonstrates large mass in the left chest wall along with two right lung nodules. The ultra-low-dose FBP reconstructions (b) and (c) are extremely noisy even with a soft kernel and pre-denoising of the data. These images nearly obscure the large mass in the left chest wall. Post-log MBIR (d) contains much less noise but shows strong negative bias and precludes evaluation of lung and chest wall images. Application of predenoising to post-log MBIR (e) substantially reduces the bias, but even with aggressive denoising (f), substantial bias remains relative to the high-dose reference image. These images enable evaluation of both lung and left chest wall lesions. The pre-log Poisson algorithm (g) shows remarkable improvement of HU accuracy relative to all post-log options, almost fully removing the dark shading in the image, and the HU level as well as appearance of lung and left chest wall lesions are comparable to the high dose reference image. Further incorporating electronic noise model in the pre-log shifted Poisson MBIR (h) reduces some streaks and further reduces noise, but doing this also introduces some slight shading artifacts. The appearance of the abnormalities on image (h) is similar to image (g). Overall, modeling of electronic noise in pre-log MBIR did not show a definite benefit in this patient dataset. This could be related to the ill-conditioning (missing data challenge) caused by aggressive down-weighting of photon-starved rays. This might also be related to imperfect scatter or beam hardening modeling, exacerbated by the increased ill-conditioning of the reconstruction when the electronic noise is modeled. Overall, the negative bias in post-log MBIR is reduced by incorporating pre-denoising filters, and further reduced by pre-log MBIR. Pre-log MBIR with Poisson and shifted Poisson model shows a comparable level of HU accuracy. Image profiles and quantitative comparison of the patient images are presented in Supplement E.
C. Regular-Low-Dose Patient Data
The pre-log transmission measurements in the regular-lowdose patient scan along the anterior-posterior direction are shown in Fig. 8 and Fig. 9 . No non-positive points are observed. The re-projections of pre-log and post-log reconstructions are consistent with each other in general. Fig. 10 shows reconstructed images produced by FBP and different MBIR options from the same regular-low-dose patient dataset of chest. Although all MBIR images show substantial reduction of noise relative to FBP, only minor differences can be observed between the MBIR images of different statistical options. It is still noticeable that the two post-log reconstructions without pre-reconstruction denoising have slightly more shading artifacts in ROIs #1 and #2. However, post-log reconstruction with the denoised data shows very similar level of shading artifacts compared with the two prelog options. Image profiles and quantitative ROI comparison are shown in Supplement E.
VII. DISCUSSION
As shown by the ultra-low-dose patient dataset of chest CT, the pre-log reconstruction indeed achieved a substantial improvement in quantitative accuracy compared to the post-log reconstruction in ultra-low-dose CT. However, as also shown by the regular-low-dose patient dataset and the low-signal phantom dataset, most clinical CT scans performed today (at more standard dose levels) are unlikely to substantially benefit from the pre-log statistical models presented here. Pre-log MBIR is likely to be the most beneficial in photonstarved situations such as in the presence of metal objects, for ultra-low-dose CT cancer screening, or for respiratory gated dynamic CT scans for motion-compensated PET attenuation correction.
Overall, among all statistical models compared, the two prelog Poisson models provided the best HU accuracy and the least amount of shading artifacts in the reconstructed image, without the aid of any pre-reconstruction sinogram denoising techniques. This is directly linked to the fact that the pre-log Poisson model can incorporate non-positive transmission data.
In contrast, post-log WLS models require empirical treatment of non-positive data in order to take the logarithm and estimate the statistical weights. Post-log reconstruction with clipping of non-positive data and noisy-data-based weights in general produced the worst HU accuracy and the most amount of shading artifacts, which is consistent with previous observations reported in literature [15] , [38] , [39] .
However, post-log WLS can be effectively improved by handcrafted pre-processing to reduce the number of nonpositive values and improve the stability of estimated postlog statistical weights. In the low-signal phantom simulation and the regular-low-dose patient dataset, reduction of shading artifacts was observed with pre-processing, and the image is visually very similar to the pre-log shifted Poisson reconstruction. It is likely that such handcrafted pre-processing is adequate in most routine CT imaging applications, but efforts are needed to tune the denoising parameters for different dose levels. Care also needs to be taken to find a balance between artifact suppression and resolution preservation.
The denoising operation also introduces correlation between data samples, which violates the assumption that all data samples are statistically independent, the consequence of which is still an open question.
Another option to improve the estimation of post-log WLS weights is iterative re-weighting. The image of iterative reweighted WLS reconstruction from the phantom data showed a slight positive bias in the center, which was different from other post-log options, suggesting the bias was driven by a different mechanism. One possible cause is the convexity of −log(), leading to a positive bias in the post-log sinogram. This also would suggest that in ultra-low-dose, it is important to compute the error sinogram in the pre-log domain. Interestingly, comparing the equations of post-log iterative re-weighting reconstruction [eq. (18) ] and pre-log shifted Poisson reconstruction [eq. (14)], we notice that iterative reweighting is essentially a hybrid between pre-log and post-log reconstruction.
The pre-log WLS option is another variant in the pre-log category. Similar to the pre-log shifted Poisson model, the prelog WLS model can also incorporate non-positive data and results in a very similar image update equation [eq. (15)]. Its major limitation is it requires pre-determination of the WLS weights, which has been shown to introduce bias and artifacts in Fig. 3(i) . It is also interesting to notice that if we iteratively update pre-log WLS weights using the latest image estimate, we would obtain exactly the same image update equation as the pre-log shifted Poisson option. This provides an interesting perspective that the pre-log shifted Poisson algorithm [eq. (14) ] can also be viewed as a prelog WLS algorithm with iterative re-weighting. This might explain why the pre-log shifted Poisson algorithm [eq. (14) ] with σ 2 α = 0 (without modeling electronic noise) still seemed to handle non-positive measurements well.
Our analysis showed that pre-log and post-log algorithms are approximations of each other, and they inter-convertible by introducing small adjustments to the iterative image update equation. There could be a continuum of approximations between pre-log and post-log models. For example, post-log models may be improved by iterative re-weighting schemes. It is also possible to only apply the pre-log model to photonstarved rays and keep using post-log models on high-count rays, similar to the hybrid method proposed by Fessler [15] . We also studied different statistical models under a unified framework and used the same preconditioner for pre-log and post-log reconstructions.
Modeling electronic noise in MBIR (in either pre-log or post-log MBIR) essentially consists of down-weighting photon-starved rays. Our results showed that incorporating an electronic noise model helped reduce noise streaking artifacts along highly attenuating rays. However, it should also be kept in mind that the down-weighting also increases the dynamic range of statistical weights in both pre-log and postlog models. This makes the reconstruction problem highly ill-conditioned. The electronic noise model also makes the pre-log Poisson model non-convex; hence the reconstruction may be stuck at either a real or a numerical/practical local minimum, if the reconstruction is not initialized with a good starting point. To mitigate this problem, we performed a two-pass reconstruction. This strategy was successful in the phantom study, but seemed not adequate in the patient study. Further refinement of this strategy may be possible.
Evaluation of the computational cost should be a topic in its own right and was excluded from this study. Overall, prelog MBIR has higher computational cost since it requires evaluating the non-linear forward model (the exponentiation and beam hardening) in every iteration. However, the compute time is typically dominated by projection and backprojection operations. Since all algorithms studied here have one projection and one backprojection per iteration, the computational cost will primarily depend on the convergence behavior of the respective algorithms. Convergence also depends on the level ill-conditioning, so the electronic noise model generally is expected to have a negative impact on the compute time.
In clinical CT, most scatter is rejected by an anti-scatter grid. In our experiments, we further assumed any residual scatter is pre-subtracted from CT transmission data, and we did not explicitly model scatter in the likelihood models. However, it is also possible to include the scatter in the likelihood models. Letr i denote the estimated scatter background at ray i , and let y i +r i denote the transmission measurement before scatter correction. Then y i +r i follows the 'Poisson + Gaussian' model y i +r i ∼ Poisson{α(ŷ i +r i )}/α+Normal{0,σ 2 }. In this study, the quantum noise of a polychromatic x-ray beam was modeled by Poisson distribution, although in theory a compound Poisson distribution is more suitable. It remains a research area to further improve and understand the importance of more accurate statistical models for CT reconstruction [8] , [67] , [87] , [88] .
VIII. CONCLUSIONS
We presented a unified framework for various pre-log and post-log CT MBIR algorithms and discussed their relationship to each other. We found that the main advantage of pre-log MBIR is the ability to directly accommodate non-positive transmission measurements in the presence of electronic noise, and reduce the reconstruction bias that would otherwise be caused by clipping of non-positive data. Our results show that pre-log MBIR can achieve notably better quantitative accuracy than post-log MBIR in ultra-low-dose CT, while post-log MBIR with handcrafted pre-reconstruction denoising techniques is a competitive alternative in less extreme cases. However, post-log MBIR without pre-reconstruction denoising shows substantial reconstruction bias and appears not suitable for photon-starved situations. We also studied the impact of electronic noise modeling, which is beneficial from an image noise perspective, but the algorithm should be carefully tuned to deal with the ill-conditioned nature of the resulting cost function and avoid missing data artifacts. Overall, we were able to demonstrate the impact of the various statistical options in the design of MBIR. Pre-log MBIR and electronic noise modeling could play an important role in emerging ultra-lowdose CT applications.
