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Abstract. We present an algorithm to identify days that exhibit the
seemingly paradoxical behaviour of high traffic flow and, simultaneously,
a striking absence of traffic jams, such days we name high-performance
days. The developed algorithm consists of three steps: step 1, based on
the fundamental diagram (i.e. an empirical relation between the traffic
flow and traffic density), we estimate the critical speed; step 2, based on a
labelling of the data, the breakdown probability can be estimated (i.e. the
probability that the average speed drops below the critical speed); step
3, we identify unperturbed moments (i.e. moments when a breakdown
is expected, but does not occur) and subsequently identify the high-
performance days based on the number of unperturbed moments.
The algorithm relies on a novel approach to estimate the critical speed;
we exploit the roughly linear relation between traffic flow and traffic
density in case of no congestion using robust regression as a tool for
labelling. In addition, we introduce the notion of high-performance days.
Identifying high-performance days could be a building block in the quest
for traffic jam reduction; using more detailed data one might be able to
identify specific characteristics of high-performance days.
The algorithm is applied to a case study featuring the highly congested
A15 motorway in the Netherlands.
Keywords: High-performance days · Traffic breakdown · Data-driven
algorithm · Fundamental diagram · Congestion · Detector data
1 Introduction
Nowadays, traffic jams have become an inevitable part of road traffic. In par-
ticular, near or in urban areas the high vehicle-to-capacity ratio on the road
imposes cars to slow down or even stop too frequently. This causes a wide vari-
ety of problems, as in the Netherlands alone, the amount of monetary value lost
due to traffic jams in 2018 is estimated at 1.3 billion euros [3]. Moreover, traffic
jams cause pollution and decrease the quality of life e.g. in cities.
Reducing traffic congestion is a challenging problem. Obviously, increasing
the capacity of existing roads, e.g. by adding lanes, would provide a solution to
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the problem. However, such actions are costly and not always desired, or even
possible. Alternatively, one could aim to influence drivers’ behaviour. This can
be achieved by, for example, monetary means (such as toll systems or congestion
pricing, see e.g. [2,7]), encouraging drivers to drive outside peak hours (see [5] for
instance) or dynamic road signalling (see e.g. [8]). It is increasingly important
to find the exact effect of these measures, but this is a complicated problem,
which is partly due to the highly complex nature of traffic and the fact that the
manifestation of congestion is subject to randomness, conform e.g. [1,20].
In this paper, we approach the problem of reducing traffic congestion from a
different perspective, as we look at the absence of traffic jams. Typically, once
the traffic flow, i.e. the throughput measured in vehicles per hour, has passed a
certain threshold, congestion could emerge. This phenomenon is referred to as
a “breakdown”. We are interested in days during which little or no breakdowns
occurred, while the traffic flow was nonetheless high. Such days will be referred
to as “high-performance days” or “extraordinary days”. Specifically, we develop
an algorithm to automatically identify these high-performance days based on
historical traffic data and test our method on a section of the A15 motorway
in the Netherlands. In a future study, one could try to determine the specific
characteristics of the resulting high-performance days using more detailed data.
Ultimately, the goal is to find out whether the high-performance days could be
caused by specific behavioural patterns of individual drivers. However, we focus
on the first step, namely the automated detection of high-performance days.
Our algorithm relies on the shape of the fundamental diagram, the well-
known empirical diagram that displays the relationship between the traffic flow
q (vehicles per hour) and the traffic density ρ (vehicles per kilometre) at a spe-
cific location. Many studies have shown that the fundamental diagram can be
divided into two regions, a region for congestion and a region for free flow. The
empirical fundamental diagram has been studied extensively and a wide variety
of theoretical models have been proposed (see for example [6] for an overview).
Our aim is not a theoretical model for the fundamental diagram however; we are
merely interested in the critical speed, i.e. the speed which defines congestion
and separates the free-flow region from the congestion region in the fundamental
diagram. So, we can get around the problem of modelling the congestion region
and exploit the roughly linear flow-density relationship during free flow. We show
that robust regression is an excellent technique to obtain the free-flow speed and
subsequently distinguish between free flow and congestion based on the calcu-
lated weights. Utilizing the method proposed by [1], we subsequently estimate
the breakdown probability. This paves the way to identifying high-performance
days; days during which a breakdown was expected, but did not occur.
To the best of our knowledge, our approach to obtain the critical speed
and the introduction of the notion of high-performance days are original. Many
papers focus on (real-time) traffic jam estimation using GPS-data and/or tra-
jectory data, see a.o. [15,16,21]. This is partly due to the widespread availability
of GPS data. However, we have chosen to use detector data, as traffic detectors
are present on most Dutch motorways and provide a sufficiently high granular-
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ity. Detector data is also used in the literature; in [12] detector data is used to
automatically track congestion and in [10] detector data is used to study phase
transitions on German highways. However, the work that is probably closest to
our study is [4]. Therein, the authors use detector data to estimate highway
characteristics such as the free-flow speed and the critical density. These quanti-
ties are then used to calibrate a cell transmission model. We determine a related
highway characteristic (the critical speed), but in our study this is a tool to
estimate the breakdown probability. Indeed, our main goal is different: we iden-
tify a surprising absence of traffic jams. This could be an important first step
towards a better understanding of the reasons why on certain days the traffic
flow is so much better than on other days, although the circumstances seem to
be identical.
In Section 2 we provide information about the location of the experimental
region and discuss the data. We proceed with the theoretical foundation and
the three main steps of the algorithm in Section 3. The validation of important
assumptions and parameter choices is presented in Section 4, as well as the main
insights of the case study. We wrap up with a conclusion and multiple suggestions
for future research in Section 5.
2 Description of the location and the data
In this section, we discuss the relevant aspects of the part of the A15 motorway
from which the data is obtained. Subsequently, we elaborate on the structure of
the data set and which steps we take in the preprocessing of the data.
2.1 Location of the experimental region
The location under consideration is the A15 motorway near Rotterdam, at the
interchange with Papendrecht (see Figure 1). Five detectors have been placed
in the eastern direction, with a distance of approximately 300 meters between
consecutive detectors (see Figure 1b). Between the second and third detector, an
off-ramp to Papendrecht is located. Shortly afterwards, the vehicles on the A15
merge from three to two lanes. The maximum speed along this whole trajectory
of the A15 is 120 km/h. The traffic jams on this trajectory are belonging to the
most costly traffic jams in the Netherlands (conform [3]) and the A15 is one of the
most congested roads in the Netherlands, connecting one of the world’s largest
ports with the European main land, which makes this a particularly interesting
motorway section to study.
2.2 Description of the data set
The data is obtained from the Dutch National Data Warehouse for Traffic In-
formation (NDW). The data is publicly available at the website of NDW, a
collaboration of 19 public authorities that cooperate on collecting, storing, and
redistributing data [14]. The data we obtained from NDW spans a period from
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(a) (b)
Fig. 1: (a) Overview of the trajectory, marked red, in relation to Rotterdam. (b)
The location of the five detectors on the trajectory.
1-1-2018 until 31-12-2018. Every minute, the detectors measure, for each lane
individually, the number of vehicles that have passed (the traffic flow q, in ve-
hicles per hour) and the average speed v of the passing cars in kilometres per
hour, calculated using the arithmetic mean. We can estimate the average traffic
density ρ using ρ = q/v, although this formula is known to underestimate the
density when the arithmetic mean is used [11]. We combine the various lanes
conform [19]. For the sake of reducing the variability in the data, we aggregate
the measurements to a period of 5 minutes, as suggested in [1], to create more
stability in the measurements. The arithmetic mean is used to obtain the average
traffic flow and the average speed is calculated analogous to the average speed
over multiple lanes.
The resulting data set can be described as follows. We introduce the set of
locations I := {1, 2, 3, 4, 5}, in accordance with Figure 1b. Moreover, we focused
our research on weekdays and thereby excluded all weekend days from the data,
because the traffic flow is oftentimes significantly lower. The set containing all
261 weekdays in 2018 is denoted by J . After the aforementioned exclusions, we
have one set of measurement dates J (i) ⊆ J for each detector i ∈ I. At each
location we have measurements of the average traffic flow and average vehicle
speed, as well as an estimate for the density, aggregated to 5-minute intervals.
Hence, for location i ∈ I and date j ∈ J (i) we have a sequence of measurement
times
T (i,j) :=
{
t
(i,j)
1 , t
(i,j)
2 , . . .
}
⊆ T , (1)
where T is the set containing all 5-minute intervals on a day. The corresponding
set of measurements for detector i on date j is
X (i,j) :=
{(
q
(i,j)
t , v
(i,j)
t , ρ
(i,j)
t
)
: t ∈ T (i,j)
}
. (2)
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The data set containing only the flow and the density is denoted by
X¯ (i,j) :=
{(
ρ
(i,j)
t , q
(i,j)
t
)
: t ∈ T (i,j)
}
. (3)
In total we have |I| = 5 locations and |J | = 261 dates, leading to a total of
5 · 261 = 1305 instances. However, in the first step of the algorithm (estimating
the critical speed), we exclude days with little or no congestion (see Section 4.2)
and days with extreme critical speeds (see Section 3.2). For the remaining steps,
we do include all 1305 instances, meaning that no weekdays are beforehand
excluded when identifying the high-performance days.
All the analyses were performed in the statistical software package R.
3 The main algorithm
We present the main algorithm in this section and elaborate on the theoreti-
cal foundation using traffic theory, robust regression and the estimator for the
breakdown probability proposed in [1]. The algorithm consists of three parts: (i)
estimating the critical speed, (ii) estimating the breakdown probability, and (iii)
identifying the high-performance days.
3.1 The fundamental diagram and the critical speed
Studying the traffic behaviour at a specific location, say location i, one can
distinguish two different traffic states: free flow and congestion. Conform [9], we
can define free flow and congestion based on the critical speed.
Definition 1 (Free flow, Congestion and Critical speed). Free (traffic)
flow is a state when the vehicle density in traffic is small enough for interactions
between vehicles to become negligible. Therefore, vehicles have an opportunity to
move with their desired maximum speeds [9]. When the density increases beyond
a certain threshold in free flow, vehicle interaction cannot be neglected anymore.
Due to this vehicle interaction, the average vehicle speed decreases to a value
lower than the the critical speed, which is the minimum average speed that is
still possible in free flow. This new state of traffic is referred to as a state of
congested traffic.
We denote the critical speed at location i by v
(i)
crit. In the fundamental dia-
gram, this critical speed separates the free-flow region from the congestion region.
The free-flow set of location i on date j, i.e. the set containing all data points
corresponding to free flow, is defined as
F (i,j) :=
{(
q
(i,j)
t , v
(i,j)
t , ρ
(i,j)
t
)
∈ X (i,j) : v(i,j)t ≥ v(i)crit
}
, (4)
i.e. the set of all data points of location i and date j for which the average
speed is equal to or higher than the critical speed of location i. Naturally, the
congestion set is defined as the complement of the free-flow set, i.e.
C(i,j) := X (i,j) \ F (i,j). (5)
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The difference between free flow and congestion is clearly visible in the fun-
damental diagram (or the empirical fundamental diagram of traffic flow, to be
precise), which is a plot of the measured flow rates q
(i,j)
t against the vehicle
densities ρ
(i,j)
t . An example of the empirical fundamental diagram is presented
in Figure 2a. In this example, the black line clearly separates the free flow set
from the congestion set.
During free flow, the flow-density relationship can be modelled by a straight
line (see the orange line in Figure 2a), which logically must pass through the
origin:
q ≈ ρ · v(i)free ∀(v, ρ, q) ∈ F (i,j). (6)
When using the data set X (i,j), we assume the following conditions are met:
(i) The average speed during free flow v
(i)
free is constant for all locations i ∈ I;
(ii) The road conditions at location i are homogeneous for all dates j ∈ J (i),
for all locations i ∈ I;
(iii) For each i ∈ I and i ∈ J (i), the number of free-flow measurements exceeds
the number of congestion measurements.
Whenever at least one of these conditions is violated, we remove the correspond-
ing data set. The first condition is rarely violated, since a constant free flow speed
follows from the definition of free flow (see e.g. [9]). Assumptions (ii) and (iii)
may be violated on days where circumstances are completely different from ordi-
nary days, for example in case of accidents or road works. These days can easily
be detected and should be removed from the data set. In the next subsection it
will become clear how exactly we use these assumptions in our algorithm.
3.2 Using robust regression to label data points
The purpose of our algorithm is to find the free flow set and the congestion
set, for every day and location. More formally, we aim to find a label for each
(q, v, ρ) ∈ X (i,j) that indicates whether (q, v, ρ) ∈ F (i,j) or (q, v, ρ) ∈ C(i,j). A
logical first step is to determine the straight line through the origin that lies
exactly between the free-flow region and the congestion region, as depicted in
Figure 2b. The slope of this line is the estimate of the critical speed of location
i for each date j ∈ J (i), denoted by v(i,j)crit .
In order to obtain the critical speed and the corresponding labelling from
the fundamental diagram, several methods have been studied in the literature.
Examples are an iterative regression method after performing a change-point
analysis [1], the use of fuzzy logic for clustering [17], and assuming a specific
model for the fundamental diagram [11]. However, we opt for a more intuitive,
transparent method based on robust regression, to exploit the underlying struc-
ture of the fundamental diagram.
Robust regression essentially does the same as ordinary regression, yet is more
robust to potential violations of the modelling assumptions (e.g. outliers), see
for example [13]. To this end, each data point x is assigned a weight w(x) ∈ [0, 1]
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Fig. 2: The fundamental diagram with free-flow points (green) and congestion
points (red). In (a) it is shown how the free-flow region and the congestion
region are separable by a straight line through the origin (the black line), the
slope of this line is the critical speed. In (b) it is shown how the critical speed
can be estimated by the line that lies exactly between the boundary line of the
free-flow region (blue) and the boundary line of the congestion region (magenta).
and subsequently a linear model is fitted and a reiterative weighted least squares
fit is performed (where the weights are updated each step according to the new
estimate); in this way outliers have a smaller influence on the final estimates due
to their lower weights and the model aims to fit the majority of the data, rather
than the whole data set. We apply robust regression to the flow-density set X¯ (i,j)
of each location i and date j separately. Specifically, we fit the following model:
qk = v
(i,j)
free · ρk + εk ∀(ρk, qk) ∈ X¯ (i,j), (7)
where the εk are error terms with expectation zero. In our case, the “outliers”
are the points corresponding to congestion. The reason why this method works
so well for this application, is threefold:
1. We exploit the fact that in free flow, the relation between q and ρ is linear;
2. We do not have to assume any specific relation between q and ρ for the
congested set, because they fulfil the role of outliers;
3. The method computes weights that are a measure for the contribution of
each point to the final estimate, which can be used for the labelling.
Remark 1. Assumption (iii) from the previous subsection, specifying that we
only consider days where the number of points corresponding to congestion is
smaller than the number of free flow points, is essential. On a day where this
assumption is violated, we have more points belonging to congestion, meaning
that the fitted regression line would no longer pass through the free flow set. In
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this case, the estimated free flow speed v
(i,j)
free would be significantly lower than
usual, which makes these days extremely easy to detect (and remove).
The robust regression is performed using the function rlm from the MASS-
package in R, with MM-estimation and Tukey’s Bisquare, a function that behaves
similarly to the squared error function except for larger errors, for which it de-
creases the weight (see e.g. [13]). This results in an estimate for v
(i,j)
free and certain
weights w(x) for each data point x ∈ X¯ (i,j). Instead of the usual interest in the
model and parameter estimation, we are interested in the weights associated
with each data point. Using the weights, we perform the labelling: if the weight
is low and if the data point corresponds to a speed lower than the free-flow
speed, v
(i,j)
free , the data point will be labelled as congestion. All other points will
be labelled as free flow.
After we obtain the labels, we estimate v
(i,j)
crit (see the black line in Figure 2b).
In the end, the critical speed of location i is estimated as follows:
v
(i)
crit = median{V(i)crit}, (8)
where
V(i)crit :=
{
v
(i,j)
crit :
∣∣∣v(i,j)crit −mean{v(i,j)crit }j∈J (i) ∣∣∣ < 2 · σ{v(i,j)crit }j∈J (i)}. (9)
We take the median of the critical speeds among all days for which we have
an estimation to provide a solid baseline for comparison among different days.
By excluding days where the critical speeds that lie outside a range of twice
the standard deviation from the average, we prevent outliers from influencing
the estimates. This exclusion is further elaborated upon in Section 4.2. This
comes in addition to not including days with little or no congestion when es-
timating the critical speed (as mentioned in Section 2.2) and excluding days
where the boundary line of the congestion region lies above the boundary line of
the free-flow region. This brings the total number of utilized critical speeds to
839 (roughly equally distributed over the five locations). In the end, the critical
speed of each location is estimated as the median of at least 145 critical speeds.
3.3 Estimating the breakdown probability and identifying the
high-performance days
Congestion arises as a consequence of a breakdown, which is defined as a tran-
sition from free flow to congestion (see, e.g. [1]). This means that before the
breakdown, the average speed was above the critical speed and after the break-
down the average speed has dropped below this value, see Definition 2. Usually,
this is due to a high traffic flow and/or some kind of disruption taking place (e.g.
a vehicle changing lanes or another sudden movement of a driver).
Definition 2 (Breakdown). A breakdown, at location i and date j, is a mo-
ment t
(i,j)
k ∈ T (i,j) such that
v
(i,j)
t
(i,j)
k
≥ v(i)crit > v(i,j)t(i,j)k+1 .
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We assume that breakdowns have a probabilistic nature, see e.g. [1,20], which
implies the existence of a breakdown probability (as a function of the traffic flow).
To estimate this probability, we use the non-parametric estimator discussed in
Arnesen and Hjelkrem [1]. To calibrate this estimator, the aforementioned clas-
sification of each data point as either free flow or congestion is required. Arnesen
and Hjelkrem subsequently define two functions; Q(i)(q), which is the number of
breakdowns at location i while the traffic flow is equal to or lower than q, and
R(i)(q), which is the number of times a breakdown did not occur at location i
with a traffic flow of at least q. Subsequently, the breakdown probability P (i)(q),
which denotes the probability of a breakdown at location i when the traffic flow
is q, can be estimated by
P (i)(q) =
Q(i)(q)
Q(i)(q) +R(i)(q)
. (10)
Remark 2. To avoid including “fake breakdowns” (e.g. a single vehicle driving
unnecessarily slow at night), we pose the additional constraint on a breakdown
that it does not happen before 5:00 in the morning. Indeed, multiple times we
observed before 5:00, at a minimal traffic flow, a sudden drop of the average speed
to just below the critical speed. We assume that such events are not relevant for
estimating the breakdown distribution as this could be e.g. a truck driving at
its speed limit of 80 km/h.
To reduce the complexity of the estimation method, we use a surrogate for the
breakdown probabilities, obtained by fitting a cumulative normal distribution
function, as is done in [1].
In Section 1, an intuitive description of a high-performance day was given.
In this section we will present a criterion to determine a quantitative definition
for high-performance days. To this end, we employ the estimated breakdown
probability in Equation (10), to find unperturbed moments. An unperturbed
moment is a moment at which the probability of a breakdown is at least 0.5, but
the expected breakdown did not occur, or more mathematically:
Definition 3 (Unperturbed moment). An unperturbed moment, at location
i on date j, is a moment t
(i,j)
k ∈ T (i,j) with intensity q(i,j)t(i,j)k and speed v
(i,j)
t
(i,j)
k
≥ v(i)crit
for which it holds that
P (i)
(
q
(i,j)
t
(i,j)
k
) ≥ 1/2 ∧ v(i,j)
t
(i,j)
k+1
≥ v(i)crit. (11)
A plausible definition of a high-performance day follows naturally.
Definition 4 (High-performance day). A high-performance day is a day
with a large number of consecutive unperturbed moments in both time and space
compared to other days.
Note that a high-performance day is thereby a relative measure, as it will
depend on the location how many unperturbed moments are generally present
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(some locations experience more variability in terms of breakdowns in relation
to the traffic flow). Indeed, a certain level of freedom in the definition of high-
performance days is required. For example, quantifications such as the top 0.05
percentile, though plausible in some cases, incorrectly imply the existence of
extraordinary days at any location. Furthermore, concretizations of the definition
in terms of the breakdown probability are unnecessarily restrictive, as this leads
to a trade-off between the number of unperturbed moments and their respective
breakdown probabilities.
4 Key insights and validation
In this section, we present the results of our algorithm and validate the es-
timation methods. In particular, we study the estimated critical speeds and
breakdown probabilities. In addition, we take a closer look at what exactly a
high-performance day looks like and how we can use our macroscopic data to
visualize the dynamics of such days for the whole trajectory.
4.1 Results and key insights
In Figure 3 we present a scatter plot displaying the average number of unper-
turbed moments for each weekday of 2018 on the A15 near Papendrecht in
eastern direction. We averaged over all working detectors during that day, to
account for possible defects. Additionally, the colour of each point corresponds
to the average breakdown probability of the unperturbed moments. We observe
that the days can be grouped into roughly three categories: days with hardly
any unperturbed moments, days with some unperturbed moments, and days
with a relatively large number of unperturbed moments. It turns out that most
days in the first group correspond to days with significantly less traffic, thus
implying a low traffic flow and thereby a lack of unperturbed moments. For ex-
ample, the grey points in Figure 3 often correspond to (school) holidays. The
third group, however, is of major interest to us, as these are the (potentially)
high-performance days.
We will now thoroughly study the traffic behaviour during October 17, 2018.
During this day, an average of 9 unperturbed moments was identified (see Fig-
ure 3). In Figure 4 a joint time series of the average flow and average speed at
the fourth location during this day is presented. We notice a large number of
unperturbed moments, mostly during the morning. The contrast between the
morning and the afternoon is particularly interesting, as the breakdown, which
remained absent in the morning, manifested in the late afternoon at a lower
traffic flow. This is in line with our probabilistic view on the occurrence of a
breakdown, at least from a macroscopic point of view, and confirms that this
morning was indeed extraordinary.
Additionally, one could employ visualizations to investigate the whole tra-
jectory simultaneously, see Figure 5. We just verified that the morning of Octo-
ber 17, 2018 was extraordinary at the fourth location and Figure 5a shows that
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Fig. 3: Plot of the average number of unperturbed moments for each weekday
of 2018 on the A15 near Papendrecht in eastern direction. The colour of each
point indicates the average breakdown probability of the unperturbed moments.
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October 17, 2018 at location 4. Unperturbed moments are indicated by a green
circle and breakdowns are indicated by a red circle. The horizontal black line
is the estimated critical speed and the horizontal red line is the traffic flow for
which the breakdown probability is 0.5.
this was the case for the whole trajectory. Indeed, we observe multiple unper-
turbed moments during the morning rush hour at each of the five locations. In
particular, despite the high traffic flow (unperturbed moments only occur at a
traffic flow of at least 3168 vehicles per kilometre (at location 4) and even higher
flows at the other locations), we observe no significant speed decrease. Further-
more, as we expect based on Figure 4, a breakdown along the whole trajectory
can clearly be seen around 15.20 - 15.30 (see Figure 5b).
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Fig. 5: A space-time diagram of the morning rush hour (a) and the afternoon (b)
of October 17, 2018. The average speed is displayed along the whole trajectory.
Furthermore, breakdowns are marked with a black marker and unperturbed
moments are marked with a red marker.
4.2 Validation
The critical speeds are estimated based on a labelling of the data points resulting
from the robust regression method discussed in Section 3.2. As the exact shape of
the fundamental diagram depends on the location, it is difficult to make general
statements about the accuracy of the critical speed estimation. However, we
can identify three possible issues: 1. little or no congestion occurred during a
day; 2. extreme congestion occurred during a day; 3. the free-flow speed was
not approximately constant. We also present a way to determine whether or
not those problems did arise. Finally, we conclude this section with a discussion
on how to choose the critical weights, used to determine whether observations
belong to the congestion set or the free-flow set.
Little or no congestion. In this case, robust regression might interpret a free-flow
point with a relatively slow speed as an outlier and therefore cause a free-flow
point to be labelled as a congestion point. This leads to a higher estimate of the
critical speed during that day. Though it is not likely that the final estimate of
the critical speed will be strongly influenced by several overestimates, we still
exclude days with little or no congestion. We use the mean absolute percentage
error (MAPE, see e.g. [18]) of the robust regression model as a surrogate for the
average free-flow level. Indeed, the MAPE expresses the error of the model in
terms of a percentage; a low MAPE corresponds to a very accurate model, i.e.
in our case the data is well-described by a straight line through the origin (in
which case congestion is hardly present). In Figure 6 a scatter plot of the MAPE
for the various days of location 1 is shown. We observe that, for example, during
the holidays (the beginning of January/end of December) and throughout the
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summer break, the MAPE is close to zero. Indeed, during those days the traffic
flow was significantly lower and therefore hardly any congestion occurred. Based
on Figure 6, we decide to exclude all days with a MAPE lower than 0.1.
Extreme congestion. This may lead to severe underestimations of the critical
speed. One can imagine that if the congestion region becomes too large, not all
congestion points will be observed as outliers by the robust regression method.
In particular, what may happen is that robust regression fits a model through
the free-flow region and (part of) the congestion region, see also Remark 1. For
the MM-estimators it is known that (asymptotically) in case more than half
of the data points lie on a straight line through the origin, the final model
will fit that line [22]. That means that, if we assume a constant flow-density
relation in free flow, the free-flow speed should be accurately estimated. However,
because Equation (6) is only an approximate relation, the algorithm will be
even more sensitive to a larger congestion set. In our case study, the fraction of
congestion was generally well above 0.5 and such extreme cases were not present.
However, before employing robust regression to determine the critical speed, it is
recommended one verifies that the average congestion level is below 0.5. In case
the congestion level is around 0.5 one should cautiously verify that the critical
speed is correctly estimated.
Non-constant free-flow speed. In the last case with potential problems for our
fitting procedure, it might be the case that there are points on two straight
lines through the origin with a different slope. This would indeed indicate that
there are two different speeds in free flow. This also relates to the fraction of
congestion. In prevailing cases the fraction of congestion will be high. Moreover,
this is easily observable in the fundamental diagram and we do not observe such
complications in our data. Our assumption of homogeneous traffic conditions
can also be validated in this manner.
Critical weights. In Section 3.2, we introduced the critical weight, which we
set at 0.01, to distinguish between congestion and free flow. This critical weight
value is determined using Figure 7, which shows a scatter plot of all weights
and speeds for location 1. We observe that almost all low speeds (say speeds
below 70), have a weight which is either zero or very close to zero. Therefore, we
conclude that a critical weight of 0.01 generally allows for a sensible labelling as
is suggested in Section 3.2.
5 Conclusion and Discussion
We have developed an algorithm to identify high-performance days based on an
estimation of critical speed and the breakdown probability. The algorithm is rel-
atively straightforward and only requires two quantities; the average traffic flow
and the average speed. The algorithm relies on the shape of the fundamental
diagram; each observation is classified as either free flow or congestion using ro-
bust regression and the critical speed is estimated as the separating line between
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Fig. 6: Plot of the MAPE of the ro-
bust regression model for all days.
Fig. 7: Plot of the weights and cor-
responding speeds for location 1.
the two sets. Using a non-parametric estimator for the breakdown probability,
we are able to quantify both characteristics of an extraordinary day (roughly
speaking, high speed and high flow). The algorithm has been tested on multiple
data sets and has shown its capabilities by identifying extraordinary days on the
A15 near Papendrecht in 2018.
A natural follow-up question would be in the direction of causality. Indeed,
one could wonder why certain days exhibit extraordinary behaviour, in terms of
an unexpected absence of traffic jams. A possible explanation could be traffic
homogeneity; perhaps during the extraordinary days, there were fewer trucks,
leading to fewer speed differences between vehicles. Alternatively, the answer
may lie hidden in microscopic data; certain (desirable) behavioural characteris-
tics of drivers might be over-represented during extraordinary days. This paves
the way towards fighting traffic jams from a different perspective and may lead
to new insights as well as an easier investigation of countermeasures against traf-
fic jams. This non-trivial extension is, however, beyond the scope of this paper.
Instead, we present this tool contributing to further research into countermea-
sures against traffic jams, as the algorithm is able to identify which days need
to be studied further.
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