Abstract. This article concerns weak monotonicity of matrices, with specific emphasis on its relationship with a certain class of proper splittings. The matrix A ∈ R m×n is weak monotone provided 
1. Introduction. A real square matrix A is a Z-matrix if the off-diagonal entries of A are nonpositive. A Z-matrix A is an M -matrix if A can be written as A = sI −B, where B ≥ 0 (meaning that all the entries are nonnegative) and s ≥ ρ(B), where ρ(·) denotes the spectral radius. There are several characterizations for nonsingular Mmatrices (see [3] ). The following result is a sample of such a characterization. In the rest of the article, the notation x ≥ 0 (x > 0) means that all coordinates of x are nonnegative (strictly positive). R k + denotes the nonnegative orthant of the real Euclidean space R k , u ≥ 0 denotes that u ∈ R k + , whereas u > 0 denotes that u ∈ int(R k + ). Let us briefly discuss real square matrices satisfying the first condition of Theorem 1.1. A square real matrix A is monotone if Ax ≥ 0 implies x ≥ 0. The concept of monotonicity was first proposed by Collatz [7] , who showed that a real square matrix A is monotone if and only if it is invertible and A −1 ≥ 0. Mangasarian [9] extended the notion to rectangular real matrices using the same implication Ax ≥ 0 implies x ≥ 0. He showed that a real rectangular matrix A is monotone if and only if A has a nonnegative left inverse.
Berman and Plemmons extended the notion of monotonicity to more general classes of matrices, using generalized inverses. We shall be particularly concerned with the following two types.
It is clear that if A is monotone then A is row monotone, which in turn implies that A is weak monotone. The implications in the reverse direction are not true. It can be seen that if A is weak monotone and Ax ≥ 0, then there exists y ≥ 0 such that Ax = Ay. Stated informally, weak monotonicity is equivalent to the statement that for any consistent linear system Ax = b, where the requirement vector b is nonnegative, there is always a nonnegative solution.
In the literature, several results deal with relationships between the notion of inverse positivity and splittings of the matrix under consideration. In what follows, we mention those most relevant to the present work. It was proved that for any regular splitting A = U − V , A is inverse positive if and only if U −1 V has spectral radius strictly less than 1. It is well known that this latter condition ensures convergence of iterative schemes defined in terms of U and V . For more details see [15] . In this context, we would also like to point out the notion of a B-splitting, introduced and studied by Peris [12] . More pertinent to the present work is the notion of a generalized B-splitting, again considered by Peris [13] , given 
We remark that first condition in Definition 1.4 is equivalent to the existence of a matrix T ∈ R m×m such that V = T U with T ≥ 0. If m = n and U is invertible, it follows that V U −1 ≥ 0. The second condition can be interpreted as a joint weak monotonicity condition involving A and U . With the aid of such a generalized Bsplitting, Peris characterized weak monotonicity as follows: Next, we turn our attention to three generalizations of B-splittings. The first was introduced and studied in [10] , the second in [11] , while the third is proposed in this article. In what follows and in the rest of the article, we use the notion of the Moore-Penrose inverse of a matrix. Briefly, given A ∈ R m×n , the Moore-Penrose inverse of A denoted by A † is the unique matrix G ∈ R n×m that satisfies the matrix equations AGA = A, GAG = G, (AG) T = AG and (GA) T = GA.
m×n is a B row -splitting if V U † ≥ 0, and Ax, U x ≥ 0 and x ∈ R(A T ) implies
It is clear that if A has a B † -splitting, then the same splitting is also a B rowsplitting, which in turn is a B weak -splitting. The condition V U † ≥ 0 is an obvious extension of the condition V U −1 ≥ 0 for the rectangular case. It can be shown that
It then follows that any B weak -splitting of a matrix is a generalized B-splitting, while the converse is not true.
Let us now summarize the contents of the article. The next section gives additional preliminaries. In the third section, we prove the main results of the paper. The first important result viz., Theorem 3.3, is an extension of Theorem 1.1 for weak monotone matrices. The existence of a B weak -splitting for a class of matrices is established in Theorem 3.4. In Theorem 3.5, we prove that any pair of matrices U and V giving rise to a splitting of a particular class of weak monotone matrices, satisfies a certain generalized eigenvalue property. Theorem 3.6 studies the converse of Theorem 3.5. Theorem 3.8 provides a decomposition for the Moore-Penrose inverse of weak monotone matrices and answers a partial converse in the affirmative.
Preliminary Notions. Let
In such a case, we also have P T K = P K . Some of the well known properties of A † which will be frequently used in this paper are:
We refer to [2] for more details.
Let A ∈ R m×n with r = rank(A) > 0. Then a full rank factorization of A is a factorization A = F G where rank(F ) = rank(G) = r. Full rank factorizations have proven to be a useful tool in the study of generalized inverses. A full rank factorization A = F G of a nonnegative matrix A is said to be nonnegative if in addition F and G are nonnegative.
We will also make use of the following results. The existence of a B row -splitting was proved in [11] . We state this next, and give 
it can be shown that the non-zero eigenvalue λ of W satisfies 0 < λ =
Hence ρ(W ) < 1. So (I − W ) −1 exists and (I − W )
By choosing α and η such that
Since A is row monotone, Ax ≥ 0 and x ∈ R(A T ) implies x ≥ 0. So the second condition of B row -splitting trivially holds. Finally, since W = V U † it follows that ρ(V U † ) < 1. 3. Main Results. In this section, we discuss various aspects of weak monotonicity and prove new results. Let us observe that if A ∈ R m×n is such that A † ≥ 0, then A is weak monotone. Let us recall the following characterization for A † ≥ 0, proved in Theorem 3.8, [10] .
m×n . Consider the following statements.
Then (a) ⇔ (b) ⇒ (c) ⇒ (d). Assume further that
Then each of the above is equivalent to the following:
Our first main result is an extension of Thereom 3.1 to a class of weak monotone matrices. In proving this result, the following properties of a proper splitting will be used.
Theorem 3.2. (Theorem 1, [5]) Let
We are now in a position to prove our first main result. 
. So there exists y ∈ R n , y ≥ 0 such that Ay = z = Ax. This is weak monotonicity of A. By (c), there exists In view of the remark given earlier that any B weak -splitting is a generalized Bsplitting, it also follows that Theorem 1.5 is a particular case of Theorem 3.3.
In the next result, it is shown that a B weak -splitting exists for those weak monotone matrices that have a nonnegative full rank factorization. Then A possesses a B weak -splitting
Proof. Let A = F G be a nonnegative full rank factorization of A. Then F is monotone and hence row monotone. Also, R(A) = R(F G) = R(F ) so that,
by (c). Since F is of full column rank, we have F † F = I ≥ 0. By Theorem 2.2, F has a B row splitting, which we denote by
We prove that A = U − V is a B weak -splitting. Clearly, U ≥ 0 and V ≥ 0. Also, since the rows of G are linearly independent, it follows that
Next, we prove that V U † ≥ 0. Recall that F = X − Y is a B row -splitting. So, rank F = rank X and X is of the same order as F . Thus, X is a full column rank matrix and hence (XG)
It follows that ρ(V U † ) < 1. This completes the proof that A = U − V is a B weaksplitting.
The next result shows that for a subclass of weak monotone matrices, every positive proper splitting satisfies a specific generalized eigenvalue property. Proof. First we prove that A † U ≥ 0. Let x ≥ 0 and y = A † U x. Then AA † U x = Ay, i.e., U x = Ay (since R(U ) ⊆ R(A)). This implies that Ay ≥ 0, as U ≥ 0. 
