vulnerabilities is the precondition of vulnerability analysis in great depth [5] .
Researchers have paid great attention to Vulnerability Categorization, so far it has 30 years of history [6] [7] . With the continuous appearance of new vulnerabilities and the increasing number of vulnerabilities, Vulnerability Categorization Standard (VCS) is also developed constantly [8] . MITRE Corporation summarized the advantages and disadvantages of previous works, proposed Common Weakness Enumeration (CWE) [9] , which is the most authoritative and comprehensive VCS [10] . CWE provides a unified, measurable set of software weaknesses, and contains nearly all types of known vulnerabilities.
A. Problems of the Existing Categorizations
Although CWE has so many advantages, only NVD [11] uses the CWE in public since it is difficult to apply CWE to any Vulnerability Database. The reason is that CWE is unavailable in following cases:  The information is not comprehensive [3] . It happens that the persons who categorize vulnerabilities are not the founders of vulnerabilities or the categorizers do not grasp all the necessary information about vulnerabilities, then they will determine the types of vulnerabilities by their subjective experience. In such cases, the categorization does not reach an objective standard.  The founder of vulnerabilities does not understand the standard of the CWE [12] . In common cases, the categorizers are the founders of vulnerabilities; however, they do not master the standard of the categorization, then it will be difficult for them to categorize the vulnerabilities he found.  Batch classification [13] . It happens that there are tens of thousands of vulnerabilities in a Vulnerability Database. When the administrator of Vulnerability Database wants to use the latest standard of the vulnerability categorization, he needs to consider the workload of the categorization first and guarantee the manual categorization to be objective. Unfortunately, the situations mentioned above often appear in practice. The information about latest released vulnerabilities needs to be improved and the time span is often a couple of days or several months. The information about vulnerabilities is not comprehensive but there is a pressing need to determine the types of vulnerabilities in this time.
Recently, some researchers have made some preliminary explorations on Automatic Vulnerability Categorization Framework [14] [15] [16] [17] , which can apply a VCS to a specific Vulnerability Database. However, these Automatic Vulnerability Categorization Frameworks have three drawbacks:  The taxonomic features of Text Mining of Automatic Vulnerability Categorization Frameworks are not universal, which cause not good enough operability. For example, some of them take the severity as the features of vulnerabilities to classify them [16] . However, the difficulty of obtaining the severity of vulnerabilities is the same as obtaining the categories of them.  Some Automatic Vulnerability Categorization
Frameworks only use the field of Description as the taxonomic feature and accuracy of them is low [15] .  Those Automatic Vulnerability Categorization Frameworks do not use the standard of CWE [15] but use the standard with fewer categories in the experiments instead (vulnerability categories are less than 10).
B. Contribution
In order to address the issues mentioned above, considering the ability of Text Mining in automatically finding the known information in the past and predicting the unknown information, we propose an automatic categorization framework of security vulnerabilities based on Supervised Learning Theory. The contributions are as follows (here we assume the VCS is CWE adopted by NVD):  We propose a new automatic categorization framework of vulnerabilities termed Automatic Security Vulnerability Categorization (ASVC Databases, so the universality of our method is very good.  In order to optimize the result of CWE, we verify the best algorithms and parameters of vulnerability classification. We find that the number of the features is chosen from the first 20 values from CHI since if less than 20, the accuracy and the coverage rate will be low and if more than 20 the computation cost will increase.  We collect and collate four representative Vulnerability Databases, NVD, OSVDB [18] , X_Force [19] and Securityfocus [20] , which contain 300 thousand of vulnerabilities totally. Then we apply the VCS (i.e. CWE, which NVD only adopted) to other three non-NVD Databases. In comparison with our framework, the accuracy of the method [15] which only uses the field of Description as features is 78.5%. However, our accuracy is 86.8% when using the method proposed in this paper. Finally, based on CWE, we explain the reason of errors in ASVC.
C. Organization
The rest of this paper is organized as follows. In Section 2, we review the related works in the categorization of vulnerabilities. In Section 3, we give the details of our categorization framework. In Section 4, we give the experiment results and the evaluation. Finally, in Section 5, we provide a conclusion of the paper and give the future work.
II. RELATED WORK

A. Traditional Manual Categorizations of
Vulnerabilities In 1976, Ref. [6] proposed a manual categorization system termed Research into Secure Operating System (RISOS). The categorization mainly aims at vulnerabilities in the system operation, and it has seven categories. The subsequent Protection Analysis (PA) project increased the universal property of the categorization and it has four major categories and four smaller categories [7] . PA is more universal than RISOS. The aim of the PA is that everyone can find vulnerabilities using this model. Ref. [21] - [22] proposed a categorization scheme for vulnerabilities of Unix system for the first time. Subsequently, Ref. [23] [24] [25] improved the RISOS and PA, and proposed several categorization schemes respectively. However, these schemes are not perfect as a universal categorization scheme. In 2006, the presentation of the CWE had a remarkable significance in history [26] . It becomes the standard of the categorization of vulnerabilities. In the next few years, although new categorization schemes were proposed, there were no obvious breakthroughs [10] .
B. Common Weakness Enumeration (CWE) Reformed
by NVD CWE summarizes the advantages and disadvantages of existing categorization standards and lists hundreds of vulnerability categories. NVD selects 19 most practical vulnerability categories as the categorization standard of NVD and Design_Error, a new vulnerability category, is added. At present, only NVD takes advantage of the categorization standard of CWE in the known Vulnerability Databases. CWE, which is reformed by NVD, is the most authoritative currently. Fig. 1 shows some of the vulnerability categories in CWE and the relationship among them. In Fig. 1 , the shaded parts are the categories which have been used by NVD, such as CWE-22 and CWE-59 are the categories used in NVD, while CWE-21 is not used in NVD. 
C. Automatic Vulnerability Categorization
In the research of the automatic vulnerability categorization, Ref. [27] [28] [29] [30] used the clustering algorithm to classify vulnerabilities without supervision. These works discussed how to find the hidden mode automatically. There were also some works on the research of the categorization with supervision. Ref. [14] classified vulnerabilities in Securityfocus. The algorithms they used include SVM and Bayes, and the taxonomic features they used are all the fields, such as Summary, Status, Severity Rank and so on. Ref. [12] - [13] took advantage of Bayes categorization algorithm to classify vulnerabilities in NVD. The features they used are Product and CVSS. However, for almost all the Vulnerability Databases, only the fields of Description, Vendors and Date are included, and the other fields are only included in particular databases. Therefore, in order to guarantee the usability of the automatic categorization, only the three fields can be used as the taxonomic features. Based on the categorization of NVD, Ref. [15] proposed a categorization framework. The field of Description is the taxonomic feature, but the feature is too simple, leading to low accuracy of categorization when CWE is used.
In a word, the research on manual categorization is mature. CWE represents the most comprehensive and reasonable VCS. However, there is still a big challenge in implementing the VCS in a batch. The research center of the categorization of the vulnerability has been transferred from the categorization of the vulnerability to the automatic categorization. In this section, we introduce our automatic categorization framework. The idea of the framework is abstracting the categorization of vulnerabilities into a process of Text Mining. Step 2: Vulnerability Data Cleansing
Step 3: Vulnerability Classification Feature Dimensionality Reduction
Step 5: Vulnerability Training
Step 6: Vulnerability Classification
Features
Step 4: New Vulnerability Feature Acquisition
We select the standard of CWE, which has been reformed by NVD, as VCS. According to its characteristics, NVD chooses 19 typical vulnerability categories from CWE and adds other one category as a supplement which is not from CWE. We will use these 20 (19 plus 1) vulnerability categories as VCS. It means we automatically classify vulnerabilities in Target Vulnerability Database (Target VDB) according to the 20 categories. According to the standard, the whole categorization can be done in a batch and fast way.
According to the characteristics of vulnerabilities, we show the procedure of ASVC in Fig. 2 . The detailed procedure is as follows (Shadow step in Fig. 2 is the core algorithm in the whole process).
A. Vulnerability Data Acquisition
In this paper, we aim at classifying vulnerabilities in Target VDB, so we need to obtain the data of vulnerabilities first.
Furthermore, we also need to obtain the data in NVD as an Auxiliary Vulnerability Database (Auxiliary VDB). In order to verify the accuracy of the classification algorithm, we only choose vulnerabilities, which are in one-to-one correspondence between Auxiliary VDB and Target VDB as Training Data. Worth mentioned, "one-to-one vulnerabilities" are vulnerabilities which are repeated in both of the Vulnerability Databases, for example the vulnerability X is recorded in Auxiliary VDB and marked N1 and it is also recorded in Target VDB and marked T1, then we say N1 and T1 have a one-to-one relationship. The aim of choosing the one-to-one vulnerabilities is to know the actual categories of vulnerabilities in advance.
Besides choosing the one-to-one vulnerabilities, we also need to obtain all the vulnerabilities in NVD, so we can get the feature set of FT_DNC in step 4.
B. Vulnerability Data Cleansing
The vulnerability data which is obtained from Target VDB needs to be pretreated since it cannot be used in Text Mining. The purpose of data cleansing is to get the data in regular forms. After cleansed, the data will be the vector of strings which are stored in the form of single words. The steps of data cleansing are as follows:  Segment the words. The classification features mainly come from the text of the fields of Description, Title and Vendor which are some words segmented with spaces. The fields with space are separated and stored in the form of single word vectors.  Remove special symbols, such as the commas, periods, brackets and line breaks and so on. Worth mentioned, not all the special symbols are removed, for instance, the brackets which represent the function call need to be reserved, such as "save()" which is the name of a function in a source code, if we remove "()", the original meaning of it will be changed.  Remove the words without effective information. In order to increase the efficiency of features, we need to remove some words which do not have effective information related to categorization, for example, the words whose length is 1 (a, b, c); and the pure digital words (1234).  Remove stop words, such as "are" and "what" and so on, since these words have no real effect on the categorization of vulnerabilities.  Deal with the tense and grammar. Change the passive voice and plural into the original form. is {0,1,1,1} .
C. Vulnerability Classification Features Dimensionality Reduction
The Description of vulnerabilities consists of a huge number of words. So the dimensionality curse will occur when we classify the text if we do not deal with the words. Such a large dimension is not realistic. Therefore, dimensionality reduction is needed. The frequently-used dimensionality reduction algorithm is Document Frequency (DF) [31] , Information Gain (IG) [32] , Mutual Information (MI) [33] and Chi-square (CHI) [34] at present. Among them, IG and CHI are the best [35] . However, the problem of IG is that it only can investigate the features which contribute to the whole system, i.e., the global features. It cannot choose the features against individual categories [36] . So IG is only suitable in the case that the number of the sets is close to each other in different categories. However, the vulnerability numbers of each category are significantly different respectively in this paper, so if we use IG algorithm the result will not be perfect. Therefore, we use the CHI algorithm as the dimensionality reduction algorithm. The specific calculation formula is shown in equation (1).
= ( − ) ( + )( + )( + )( + )
(1)
In the formula, N denotes the total number of documents in the statistical sample set, A denotes the frequency of occurrence of some word's positive document, B denotes the frequency of occurrence of some words' negative document, C denotes the frequency of nonoccurrence of some words' positive document, D denotes the frequency of nonoccurrence of some words' negative document. Every unique word (i.e., a feature dimensionality) needs to compute a value 2 against a category (20 categories in all), for example, when there are 1000 dimensionalities, 20000 values will be computed. These values are in descending order. A certain number of these values are chosen as the features of this category. However, too many features we choose increase computation complexity, while few features decrease accuracy and coverage rate.
D. New Vulnerability Feature Acquisition
The taxonomic features we used are the fields of Description, Title, Vendor and Date of the vulnerability entries in Target VDB and the field of Description of the vulnerability entries in Auxiliary VDB.
We found almost all the Vulnerability Databases have the fields of Description, Title, Vendor and Date. It means the universality of these four fields is the best. So we extract the feature set of these four fields.
As we know, tens of thousands of vulnerabilities in NVD have been classified according to the standard of CWE, however, the vulnerabilities we extracted are only a few thousands which have the one-to-one relationship in NVD and Target VDB. So we take the fields of Description of all the vulnerabilities in NVD as an independent data set. It can provide more universal information and make a correction on the feature sets from Target VDB.
The feature sets to be extracted are as follows: FT_DNC denotes the fields of NVD Description. Applying the CHI dimensionality reduction algorithm, extract the first n feature words of each category (20 categories in all) of the vulnerability entry in NVD. These words are the feature words of NVD Description. Worth mentioned, we need to deal with all the vulnerabilities which have been classified in NVD not only the one-to-one correspondence vulnerability entries which have been extracted.
E. Vulnerabilities Training and Classification
Compared with the Bayes algorithm [37] and the Random Forests algorithm [38] , SVM algorithm [39] used in this paper has high accuracy but is time-consuming. Considering the requirement of time we need is lower than that of accuracy in this paper, we use SVM algorithm as the classification algorithm.
SVM algorithm maps the sample space to feature space with a high dimension by nonlinear mapping. The mapping transfers the nonlinear and separable problem in the original sample space transformed into the linear and separable problem in the feature space. Then different kernel functions generate different SVM. Frequently-used kernel functions are: (1) Liner; (2) Polynomial; (3) Radial; (4) Sigmoid.
The kernel function we used is Radial. After data cleansing and feature selection, the Training Set gets the feature vectors as the input of SVM. Through training the Training Set, we get the optimal weight and model. Then we can test the Test Set and compute the categorization of vulnerabilities in the Test Set.
IV. EXPERIMENT AND ANALYSIS
In the implementation of our system, the operating system we use is Windows 7, the database system is Microsoft SQL Server and algorithm implementation we use is the package of R language. The memory of the system needs to be larger than 8G. The aim of our experiment is to apply the CWE, which is used by NVD to Target VDB. So we select NVD as Auxiliary VDB, select Securityfocus, OSVDB and X_Force as Target VDB. We can easily know the categories of some vulnerabilities in Target VDB which ones can be found in NVD. In practice, all of equivalent vulnerabilities in NVD are chosen as Training Set; however, we only choose parts of these vulnerabilities as Training Set in this paper, and the rests are chosen as Test Set. The purpose is to get accuracy objectively. In this paper, we collect and collate the four Vulnerability Databases, which contain 300 thousands of vulnerabilities totally, the number of vulnerabilities we obtained are shown in Table I . All of the data obtained up to 2013 November.
A. Vulnerability Data Acquisition
B. Analysis of the Number of the Features
The total number of the features is the feature words of each category multiplied by 20. Fig. 3 shows the relationship between the number of feature words and the accuracy of the categorization. The y-coordinate is the accuracy and the x-coordinate is the number of the feature words. From Fig. 3 we can see, the accuracy reaches the maximum when the number of the feature words is 15 and the accuracy is almost unchanged when the number of the feature words increases. Fig. 4 shows the relationship between the number of feature words and the coverage rate of the vulnerability. The y-coordinate is the coverage rate and the x-coordinate is the number of the feature words. From Fig. 4 we can see, the coverage rate is 99.5% when the number of the feature words is 8 and it goes up to 100% when the number of the feature words is greater than 15%. Fig. 5 shows the relationship between the number of feature words and the training time of the categorization. The y-coordinate is the training time and the x-coordinate is the number of the feature words. From Fig. 5 we can see, the training time increases with the number of the features linearly. So considering the accuracy, the coverage rate and the training time, it is optimal when the number of the features is 20 in each category. Table II shows the comparison of the categorization results from the classifier, where the number of the features is 20. The accuracy is computed by equation (2),
C. Analysis of the Features
In equation (2), the numerator |V M | represents the number of test cases which have been classified in wrong categories and the denominator |V| represents the number of the test cases. From Table II we can see, following the model of Ref. [15] , the accuracy of the categorization is 78.5% if we only use the Description feature of vulnerabilities in Target VDB. The accuracy of the categorization increases greatly if we add the words Title and Vendor. The ultimate accuracy will be 86.8% if we further add the Description in NVD and the Date in Target VDB. The reason is that there are about 60000 vulnerabilities in NVD, which have been classified according to the standard of CWE, so it is more comprehensive and objective to use the vulnerability data in NVD to choose the feature words. The reason why we add Date into the features lies in that every type of vulnerabilities appears at different time and a category of the vulnerability will go through several stages, such as discovery, development, maturity, balance and suppression, so the distribution of vulnerability categories is related to the published time of vulnerabilities. 
D. The Comparison of Other Frameworks
In this section, we compared ASVC with other similar automatic vulnerability categorization frameworks, which contained BNVC [12] (Bayesian Networks Vulnerability Categorization), LVCM [13] (LDA Vulnerability Classification Mode), OSBC [14] (Open Source Software Bug Characteristics) and CVCF [15] (Common Vulnerabilities Categorization Framework). Above-mentioned frameworks have different vulnerability fields, see in Table III . Each vulnerability field has different characteristics in the aspects of the applicable rate and accuracy, see in Table IV . We computed the applicable rate and accuracy of above-mentioned frameworks. Table VI shows that the applicable rate of CVCF and ASVC are 100%, that is only CVCF and ASVC can be applied widely. Considering accuracy, ASVC is the best framework in the aspect of comprehensive performance. In Fig. 6 , the x-coordinate represents the CWE serial number of the vulnerability categories, where the category of Design_Error is added by NVD based on CWE and they have no CWE serial number. The y-coordinate represents the number of vulnerabilities and the order is: (a) the number of vulnerabilities, which belong to some category before classification. That is the real classification; (b) the number of vulnerabilities, which have been classified into the category after classification. Actually, some vulnerabilities may be classified in wrong categories; (c) the number of vulnerabilities, which have been correctly classified.
The increasing rate in Fig. 7 represents the ratio of the number of the categories which have been classified into the actual number of the categories. Fig. 8 shows the relationship among (a), (b) and (c). The names of vulnerabilities, which correspond to the serial number of vulnerabilities in Fig. 6 and Fig. 7 , are shown in Fig. 1 .
Combining Fig. 1, Fig. 6 and Fig. 7 , we can draw following conclusions:  The number of the vulnerability categories used in CWE reformed by NVD can be divided into six clusters, see Table VI .
 The vulnerabilities of Design_Error are easy to be classified into other categories. The category of Design_Error added by NVD may destroy the integrity of the CWE standard. This conclusion is based on that the category whose increasing rate is the minimum is Design_Error. From the results of the classification, the category of Design_Error has weak compatibility with the categories of CWE. Since the category of Design_Error is distributed into the five clusters uniformly, it means the category of Design_Error added by NVD may destroy the integrity of the CWE standard.  The misclassification rate is high if vulnerabilities are in the same cluster and it is low if vulnerabilities are in different clusters. This conclusion is based on the fact that the increase rate of CWE-20 (Input_Validation) is the highest. The reason is that other categories in the cluster of Input_Validation in CWE belong to the subclasses of CWE-20, so it is probable to misclassify these subclasses into CWE-20.
To address the above problems, we propose an Automatic Security Vulnerability Categorization Framework (ASVC) based on the Text Mining. To improve the accuracy of categorization and the usability of ASVC, we propose a new method to obtain taxonomic features and the result is perfect. What's more, in order to optimize the result of CWE, we also verify the best algorithms and parameters of ASVC.
We classify vulnerabilities in Target Vulnerability Databases, includes OSVDB, Securityfocus and X_Force with CWE, and the accuracy is 86.8%. If we use the categorization method proposed by Ref. [15] , the accuracy of the categorization is 78.5%. So, according to the comparison, the categorization method proposed in this paper has better performance. Finally, based on CWE, we explain the reason of errors in ASVC.
Our further work will be in the following aspects: (1) in order to increase the accuracy, we need to improve the algorithm and find more efficient features extraction algorithms; (2) classify vulnerabilities based on the data mining algorithm without supervision.
It is note that, although CWE is the most authoritative vulnerability classification scheme, CWE have not been applied widely, in fact, the version revised by NVD is the only application of CWE. Therefore, although we consider that the CWE revised by NVD is not perfect, there is no better choice. In addition, the main purpose of this paper is to realize the automation of application of classification scheme, rather than design a new scheme. So in order to highlight the focus, we do not make a futher discussion. 
