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OPTIMAL DECAY RATES TO CONSERVATION LAWS WITH
DIFFUSION-TYPE TERMS OF REGULARITY-GAIN AND
REGULARITY-LOSS
RENJUN DUAN, LIZHI RUAN, AND CHANGJIANG ZHU
Abstract. We consider the Cauchy problem on nonlinear scalar conservation
laws with a diffusion-type source term related to an index s ∈ R over the
whole space Rn for any spatial dimension n ≥ 1. Here, the diffusion-type
source term behaves as the usual diffusion term over the low frequency domain
while it admits on the high frequency part a feature of regularity-gain and
regularity-loss for s < 1 and s > 1, respectively. For all s ∈ R, we not
only obtain the Lp-Lq time-decay estimates on the linear solution semigroup
but also establish the global existence and optimal time-decay rates of small-
amplitude classical solutions to the nonlinear Cauchy problem. In the case of
regularity-loss, the time-weighted energy method is introduced to overcome the
weakly dissipative property of the equation. Moreover, the large-time behavior
of solutions asymptotically tending to the heat diffusion waves is also studied.
The current results have general applications to several concrete models arising
from physics.
2000 Mathematics Subject Classification: 35S05, 35S10, 35B40.
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1. Introduction
1.1. Main results. In this paper, we consider the Cauchy problem on a scalar
conservation law with a diffusion-type source term, taking the form of
(1.1)
{
∂tu+∇ · f(u) = ∆Psu, x ∈ R
n, t > 0,
u|t=0 = u0, x ∈ R
n.
Here, u = u(x, t) : Rn × (0,∞)→ R is unknown and u0 = u0(x) : R
n → R is given.
n ≥ 1 denotes the spatial dimension. f(u) = (f1(u), f2(u), · · · , fn(u)) : R → R
n
is a given smooth flux function. Since only the small amplitude classical solutions
will be discussed, we suppose without loss of generality that
(1.2) fj(0) = f
′
j(0) = 0, 1 ≤ j ≤ n.
Otherwise, one can take change of variables
t˜ = t, x˜j = xj + f
′
j(0)t,
and denote f˜(·) by
f˜(u) = f(u)− f(0)− f ′(0)u,
so that the form of (1.1) remains unchanged but (1.2) still holds for f˜ . In the
diffusion-type source term ∆Psu, Ps with an index s ∈ R is a pseudo-differential
operator defined by
Psu = F
−1{[m(ξ)]−sFu},
where through this paper the frequency function m(ξ) is supposed to be strictly
positive and continuous in ξ ∈ Rn. Moreover, the following assumptions on m(ξ)
which describe its more precise behavior as |ξ| is close to infinity or zero will also
be used:
(M1) Whenever |ξ| ≫ 1 is close to infinity, m(ξ) ∼ |ξ|
2. Notice that since m(ξ)
is strictly positive and continuous in ξ ∈ Rn, it is equivalent with the
assumption that m(ξ) ∼ 1 + |ξ|2 for ξ ∈ Rn, that is, there are constants
m1 ≥ m0 > 0 such that for any ξ ∈ R
n,
(1.3) m0(1 + |ξ|
2) ≤ m(ξ) ≤ m1(1 + |ξ|
2).
(M2) Whenever |ξ| ≪ 1 is close to zero, m(ξ) −m(0) vanishes with rate |ξ|
σ for
a constant σ > 0. Precisely, there is m2 > 0 such that
|m(ξ)−m(0)| ≤ m2|ξ|
σ
whenever |ξ| is small enough.
As will be seen later on, several mathematical models in different contexts can
provide some concrete examples related to equation (1.1)1 for different forms of
m(ξ) satisfying assumptions (M1) and (M2).
The aim here is to study the well-posedness and large-time behavior on the
Cauchy problem (1.1) for arbitrary space dimensions n ≥ 1 and for all s ∈ R in the
framework of small-amplitude classical solutions. Note that under the assumption
(M1),
(1.4) ∆Psu = −F
−1
{
|ξ|2
m(ξ)s
Fu
}
with
|ξ|2
m(ξ)s
∼
|ξ|2
(1 + |ξ|2)s
,
and also the regularity of solutions is generally determined by their high frequency
part. Thus, it is convenient to say that equation (1.1)1 is of the regularity-gain type
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for s < 1 whereas of the regularity-loss type for s > 1. In the critical case when
s = 1, ∆Psu just behaves like a damping term over the high frequency domain;
more discussions will be given in the next subsection. In this paper, for all s ∈ R,
we shall establish under (M1) the global existence of solutions and the time-decay
rate of solutions and their derivatives up to some order, where the extra regularity
on initial data is required in the case of the regularity-loss type. Moreover, we shall
also prove that the obtained solution for all s ∈ R time-asymptotically tends to
some heat diffusion wave if (M2) is further assumed. Precisely, these results are
given as follows.
First of all, we are concerned with the global existence and time-decay rate of
solutions to the Cauchy problem (1.1) under the assumption (M1). When s ≤ 1,
one has
Theorem 1.1 (case of s ≤ 1). Let n ≥ 1, s ≤ 1, and let N ≥ [n/2] + 2. Suppose
the assumption (M1) holds. There is a constant ǫ0 > 0 such that if ‖u0‖HN ≤ ǫ0,
then the Cauchy problem (1.1) admits a unique global solution u(x, t) satisfying
u ∈ C0
(
[0,∞);HN
)
∩ C1
(
[0,∞);HN−1
)
and
‖u(t)‖
2
HN +
∫ t
0
∥∥∇〈∇〉N−su(τ)∥∥2 dτ ≤ C ‖u0‖2HN
for any t ≥ 0. Furthermore, whenever ‖u0‖HN∩L1 is small enough, the obtained
solution u enjoys the time-decay estimate
(1.5)
∥∥∇ku(t)∥∥ ≤ C‖u0‖HN∩L1(1 + t)−n4− k2
for any t ≥ 0, where 0 ≤ k ≤ N .
Remark 1.1. As far as the time-decay estimate (1.5) is concerned, the optimal
L2-decay estimate is obtained for all derivatives up to N order. The smallness
assumption on ‖u0‖L1 is used only for the case of derivatives ∇
ku with 1 ≤ k ≤ N ,
but it is not necessary when k = 0; see Remark 3.1 for details. For s = 1, the
corresponding result in Theorem 1.1 has been obtained in [4], where the time-decay
of the L2-norm for u(x, t) only was considered.
Although the existence result stated as in Theorem 1.1 is more or less standard
for the case when s ≤ 0 for which equation (1.1)1 gains at least one-order derivative
regularity, we would use a unified elementary energy method as in [4] to prove the
whole case of s ≤ 1, which in turn can shed light on some main difficulties for
the regularity-loss case of s > 1. On the other hand, it is non trivial to obtain the
optimal time-decay rate of the highest-order derivative ∇Nx u(t) in L
2-norm without
putting additional regularity on the initial data u0. From the proof later on, this
is actually based on some interpolation estimate on the ∇N 〈∇〉−s-type derivative
of u(x, t); see Lemma 3.3.
Next, when s > 1, the result similar to that in Theorem 1.1 is stated as follows.
Theorem 1.2 (case of s > 1). Let n ≥ 1, s > 1, and let N ≥ N0, where N0 is
defined by (3.24) in terms of n and s. Suppose the assumption (M1) holds. There
is a constant ǫ1 > 0 such that if ‖u0‖HN + ‖u0‖L1 ≤ ǫ1, then the Cauchy problem
(1.1) admits a unique global solution u(x, t) satisfying
(1.6) u ∈ C0
(
[0,∞);HN
)
∩ C1
(
[0,∞);HN−1
)
.
4 RENJUN DUAN, LIZHI RUAN, AND CHANGJIANG ZHU
Furthermore, the obtained solution also enjoys the time-decay estimate
(1.7)
∥∥∇ku(t)∥∥ ≤ C‖u0‖HN∩L1(1 + t)−n4− k2
for any t ≥ 0, where 0 ≤ k ≤ N1 with N1 defined by (3.25) in terms of n, s and N .
For this time, let us point out some obvious differences of the above two theorems
corresponding to the case when s ≤ 1 and s > 1. First, for the global existence of
solutions, the smallness condition on ‖u0‖L1 is needed in the case when s > 1 but
not required when s ≤ 1. Second, from the definition (3.24), N0 standing for the
smoothness degree of initial data u0 is strictly larger than
[
n
2
]
+ 2, which shows
that the additional regularity of initial data is necessary for the case of s > 1 so as
to guarantee the global existence of solutions to the Cauchy problem (1.1). Last,
from the definition (3.25) of N1,[n
2
]
+ 2 ≤ N1 < N.
This together with (1.7) imply that under the same condition on HN initial data,
the optimal time-decay rate in the case of s > 1 is obtained for u and its lower-order
derivatives only, but not for all derivatives up to N -order. Here, the optimal rate
means that it is equal to the one in the case of the linearized equation; see Lemma
2.1. We remark that all these differences between Theorem 1.1 and Theorem 1.2
result from the special feature of the equation for different values of s, that is,
equation (1.1)1 is of the regularity-gain type for s < 1 but of the regularity-loss
type for s > 1.
Finally, we consider the asymptotic behavior of the obtained-above solutions for
all s ∈ R. It turns out that for either s ≤ 1 or s > 1, a properly-defined heat
diffusion wave can be regarded as a good time-asymptotic profile. For that, set
µs = 1/m(0)
s. Note µs > 0. Define the Green function G = G(x, t) by
G(x, t) = (4µsπt)
− n2 e−
|x|2
4µst = F−1{e−µs|ξ|
2
}.
The result is stated as follows.
Theorem 1.3 (time-asymptotic behavior). Let n ≥ 2, k ≥ 0 be integers and s ∈ R.
Suppose that both assumptions (M1) and (M2) on m(ξ) hold. Let u = u(x, t) be
the solution to the Cauchy problem (1.1) constructed in Theorems 1.1 or 1.2 for
given initial data u0 ∈ H
N (Rn) ∩ L1 (Rn), where N is chosen such that if s ≤ 1
then N ≥
[
n
2
]
+ 2 and if s > 1 then N ≥ N0. Set u
∗ = u∗(x, t) by
(1.8) u∗(x, t) = G(x, t + 1)
∫
Rn
u0(x)dx.
Then, whenever ‖u0‖HN∩L1 is further small enough and u0 ∈ L
1
1 with
∫
Rn
u0 dx = 0,
(1.9)
∥∥∇k (u− u∗) (t)∥∥ ≤ C‖u0‖HN∩L11ρ(t)(1 + t)−n4− k2− 12 min{1,σ}
for any t ≥ 0, where ρ(t) = ln(1 + t) for n = 2 and ρ(t) = 1 for n ≥ 3, and k is
chosen in terms of n, s and N such that if s ≤ 1 then 0 ≤ k ≤ N and if s > 1 then
0 ≤ k ≤ N2 with N2 defined in (4.11).
Remark 1.2. From (1.8), u∗(x, t) carries the same mass of initial data and it is
usually called the heat diffusion wave. u∗(x, t) is a good time-asymptotic profile of
solutions to the Cauchy problem (1.1) in the sense that the rate of the nonlinear
solution u(x, t) converging to the profile u∗(x, t) is strictly larger than one of the
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nonlinear solution u(x, t) itself decaying to zero due to σ > 0 and hence min{1, σ} >
0 by the assumption (M2).
1.2. Applications and related literature. In this subsection we review some
known results related to the general model
(1.10) ∂tu+∇ · f(u) = ∆Psu
proposed in this paper. As will be discussed in the following, this general model
can be connected to some concrete equation or system by taking different values
of s, which in fact have been extensively studied even for a lot of different issues
in individual contents. We remark that the exhaustive literature list is beyond the
scope of the paper, and thus only some closely related results will be mentioned;
interested readers can refer to them and references therein.
When s takes the negative value, similar to (1.4),
∆Ps ∼ ∆− (−∆)
1−s
in the sense of the frequency space. Particularly when s = −1, it is connected with
the Cahn-Hilliard (CH) equation describing the phase separation in binary alloys,
in the form of
(1.11) ∂tu+∆ϕ(u) + ∆
2u = 0,
where ϕ(·) is a given function. Notice that if ϕ is smooth and ϕ′(0) < 0, the
linearized equation of (1.11) is written as
∂tu = −ϕ
′(0)∆u−∆2u
which exactly corresponds to the case of s = −1 in the linearized level. For the
related study of the CH equation, we mention [1] and [21] only.
For the Cauchy problem in general n dimensions, [1] studied the following prob-
lem:
(1.12)

∂tu = ∆u+
n∑
ij=1
∂2fij(u)
∂xi∂xju
− ε2∆2u, x ∈ Rn, t > 0,
u|t=0 = u0, x ∈ R
n.
Under the assumptions that fij(u) (i, j = 1, 2, · · · , n) are Lipschitz continuous and
equal to a constant outside a bounded interval in u, u0(x) ∈ L
∞(Rn), ε∇u0(x) ∈
L∞(Rn) and under some additional conditions, an L∞(Rn)-a priori estimate, which
is independent of ε > 0, is obtained for the solution of the Cauchy problem (1.12).
On the other hand, few results on the temporal decay estimates and on the asymp-
totics of the solution of the corresponding Cauchy problem have been obtained.
Thus two natural questions are under which conditions on the smooth nonlinear
functions fij(u) (i, j = 1, 2, · · · , n) the corresponding Cauchy problem admits a
unique global smooth solution u(x, t), and how to get the optimal temporal decay
estimates and further describe its time-asymptotic profile.
For the above questions, an answer was given in [21] for a special case of the CH
equation. Precisely, for (1.11), when ϕ′(0) = 0, [21] proved the global existence of
the C∞ solution u for initial data u0 ∈ L
1 ∩ L∞ with ‖u0‖L1 small enough, and
further obtained the optimal time-decay estimates∥∥∇ku(t)∥∥
Lp(Rn)
≤ C(τ)(1 + t)−
k
4−
n
4 (1−
1
p ), t ≥ τ > 0, k = 0, 1, · · · ,
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where 1 ≤ p ≤ ∞. Moreover, for the asymptotic profile, under some additional
condition on ϕ, it was also proved in [21] that
lim
t→∞
(1 + t)
n
4 (1−
1
p )
∥∥∥∥u(t)−F−1(e−|ξ|4t)∫
Rn
u0 dx
∥∥∥∥
Lp(Rn)
= 0.
As pointed out in [21, Remark 1.2], the case of ϕ′(0) < 0 can be considered in
a similar way, which is related to our results for small-amplitude HN initial data
stated before.
When s = 0, one can simply let Ps be an identity operator and thus (1.10) is
equivalent with the usual scalar viscous conservation law
∂tu+∇ · f(u) = ∆u.
The study of the above equation has a long history and has been much more exten-
sively investigated from different respects, particularly well-posedness and finite-
time blow up of solutions to the Cauchy problem even for large initial data or
general flux function, and also stability of wave patterns such as the smooth shock
wave, rarefaction wave and contact discontinuity, cf. [2].
When s = 1, a typical model related to (1.10) takes the form of
(1.13) ∂tu+∇ · f(u) = ∆P
ǫ
1u, ∆P
ǫ
1u := F
−1
{
−ε|ξ|2
1 + ε2|ξ|2
Fu
}
,
where ǫ > 0 is a parameter. This model was derived in [23] as the corresponding
extension of the Navier-Stokes equations via the regularization of the Chapman-
Enskog expansion from the Boltzmann equation, which is intended to obtain a
bounded approximation of the linearized collision operator for both low and high
frequencies. As pointed out in [23, 25], we remark that the right-hand term of
(1.13) can be understood in the sense that ∆P ǫ1u behaves qualitatively like the
usual Navier-Stokes viscosity ∆u at the low frequency, while it essentially acts as
the damping force −u at the high frequency. The first rigorous mathematical study
of (1.13) is given in [25] for the one space dimension n = 1, where the propagation
of smoothness of solutions with small initial data, existence of traveling waves,
existence of entropy solutions with BV initial data and zero relaxation limit as
ǫ→ 0 were considered.
On the other hand, (1.13) with ǫ = 1 can be recovered as in [4] from the following
hyperbolic-elliptic coupled system
(1.14)
{
∂tu+∇ · [f(u) + q] = 0,
−∇∇ · q + q +∇u = 0.
When n = 1 and f(u) = 12u
2, (1.14) further reduces to a simplified model system
(1.15)
{
∂tu+ ∂x(
1
2u
2 + q) = 0,
−∂2xq + q + ∂xu = 0.
The above system, which was first derived in [9], actually arises from the study of
radiation hydrodynamics. A more general system describing the one-dimensional
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motion of the radiating fluid takes the form of
(1.16)

∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2 + p) = 0,
∂t[ρ(e+
1
2u
2)] + ∂x[ρu(e+
1
2u
2) + pu+ q] = 0,
−∂2xq + 3a
2q + 4aκ∂xθ
4 = 0,
where the hydrodynamic functions ρ ≥ 0, u, p, e and θ ≥ 0 denotes the mass
density, velocity, pressure, internal energy and absolute temperature of the fluid,
respectively, and q is the radiative heat flux, and a > 0, κ > 0 are the absorption
coefficient and the Boltzmann constant, respectively; see [27].
For some mathematical results on models (1.14) and (1.15), interested readers
can refer to [4]. Here, we only mention the study of (1.14) in the case of high space
dimensions. In fact, the model (1.14) over Rn for any n ≥ 1 was first proposed in
[6] by taking the proper approximation of the high dimensional version of (1.16),
where the one-dimensional result in [20] was generalized to the case of several
dimensions and also the existence and uniqueness of global weak, entropy solutions
to the initial value problem and the two different relaxation limits were studied.
Recently, the stability and convergence rate of solutions near constant states or
planar rarefaction waves were obtained in [7, 8, 24] for the case when the spatial
dimension takes values 2 ≤ n ≤ 8 on the basis of Lp-energy method. For any
n ≥ 1, [28] exposed the pointwise estimate of solutions by using the Green’s function
method, and [4] also developed a refined energy method to consider the stability of
constants states, smooth planar waves and time-periodic solutions in the presence
of the time-periodic source. Very recently, by using a time-weighted energy method,
[22] obtained the global existence and optimal decay estimates of classical solutions
with small amplitude, and also showed that the solution tends time-asymptotically
to the linear heat diffusion wave.
Next, for the general model (1.10), we turn to the case when s is strictly larger
than one. If one takes s = 2 and m(ξ) = (1 + |ξ|2 + |ξ|4)1/2, similarly as in [4], the
corresponding model (1.10) can be recovered from the hyperbolic-elliptic system
with a fourth-order elliptic part{
∂tu+∇ · [f(u) + q] = 0,
∆2q −∇∇ · q + q +∇u = 0.
The above system was considered in [10] for one space dimension n = 1, where
authors established the global solvability and asymptotic behavior of solutions for
small initial data in HN ∩L1 with N ≥ 7, and also obtained the optimal time-decay
rates ∥∥∂kxu(t)∥∥ ≤ C(1 + t)− 14− k2
for 0 ≤ k ≤ [(N + 1)/2]− 2. Later on, [18] considered the one dimensional version
of the following more general model
(1.17)
{
∂tu+∇ · [f(u) + q] = 0,
(−∆)sq + q +∇u = 0,
for s ≥ 2, which is indeed equivalent with (1.10) withm(ξ) = (1+|ξ|2s)1/s ∼ 1+|ξ|2.
For the model (1.17) when n = 1 and s ≥ 2, [18] proved some similar results as in
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[10]. It should be pointed out that both [10] and [18] also showed that the solution
approaches the nonlinear heat diffusion wave described by the self-similar solution
of the viscous Burgers equation as time tends to infinity, and furthermore they
proposed the method to deal with the time-decay property of solutions for those
equations of regularity-loss type.
For the regularity-loss phenomenon, it actually has been observed for some other
realistic systems of equations. For instance, [5] considered the optimal large-time
behavior of solutions to the Vlasov-Maxwell-Boltzmann system that describes the
dynamics of the kinetic plasma, and a similar but more elaborate result was also
obtained in [3] for the Euler-Maxwell system in the context of fluid plasma. In
addition, [11] and [12] studied the time-decay property for the dissipative Timo-
shenko system. All these mentioned systems admit a common structure that they
are of the regularity-loss type. A typical feature that this kind of regularity-loss
structure generates is that the linear solution semigroup has an upper-bound es-
timate by e−p(ξ)t, where the frequency function p(ξ) behaves like |ξ|2/(1 + |ξ|2)2
corresponding to the case of s = 2 that we discuss here. We believe that the current
developed approach could become a powerful tool to provide much more elaborate
results than those in [5, 3].
Finally, we emphasize that although the general model that we propose here can
cover several concrete examples in different physical contexts mentioned above, we
work only in the framework of the small amplitude classical solution, which thus
makes it possible to found a general theory of the global existence and large-time
behavior of solutions. On the other hand, it could be very interesting to consider
some other issues in the current setting of the model, such as the well-posedness of
the Cauchy problem with large initial data and finite time below up of solutions;
these are left to our future study.
1.3. Notations and arrangement of the paper. Through this paper, C de-
notes a generic positive (generally large) constant and λ denotes a generic positive
(generally small) constant. For an integer m ≥ 0, we use Hm denotes the Sobolev
space Hm(Rn) with norm ‖ · ‖Hm , and set L
2 = H0 with norm ‖ · ‖ when m = 0.
〈·, ·〉 denotes the inner product in L2. L11 denotes the (1 + |x|)-weighted L
1(Rn)
space with the norm
‖f‖L11 =
∫
Rn
(1 + |x|)|f(x)|dx.
For simplicity, ||f(·, t)||Lp is denoted by ||f(t)||Lp for 1 ≤ p ≤ ∞, especially, by
||f(t)|| when p = 2.
The notion û(ξ) also denotes the Fourier transform Fu(ξ) of u(x). For a multi-
index α = (α1, · · · , αn), we denote
∂α = ∂α1x1 · · ·∂
αn
xn , ξ
α = ξα11 · · · ξ
αn
n .
The length of α is |α| = α1 + · · ·+ αn. β ≤ α means βi ≤ αi for all 1 ≤ i ≤ n. In
addition, 〈∇〉 is defined in terms of the Fourier transform as
F〈∇〉 = 〈ξ〉 := (1 + |ξ|2)
1
2 .
Finally, for r ≥ 0, we define [r]+ by
[r]+ =
{
r, if r is an integer,
[r] + 1, otherwise,
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where [·] means the integer part of the nonnegative argument.
The rest of the paper is organized as follows. In Section 2, we study the time-
decay property of solutions to the linearized equation by using the Fourier analysis.
For all s ∈ R, Lp-Lq type time-decay estimates on the linear solution semigroup are
obtained. The result implies that over the low frequency part, the linear solution
semigroup keep the same algebraic time-decay rate for either s ≤ 1 or s > 1, and
over the high frequency part, it decays with some exponential rate for s ≤ 1 but it
does so with an algebraic time-rate for s > 1 depending on the regularity degree of
initial data.
In Section 3, the global existence and optimal time-decay rates of small-amplitude
classical solutions to the nonlinear Cauchy problem (1.1) are established. Depend-
ing on the parameter s ∈ R, we divide the proof by two cases when s ≤ 1 and
s > 1. For the case of s > 1 which corresponds to the regularity-loss type, the
time-weighted energy method as in [10, 18] is employed to overcome the weakly
dissipative property of the equation. The key part of the proof in this case is to
properly define two integers N0 and N1 such that time-weighted a priori estimates
could be closed.
In Section 4, based on the Lp-Lq time-decay estimates on the linear solution
semigroup obtained in Section 2, we consider the large-time behavior of solutions
asymptotically tending to the linear heat diffusion wave (1.8). In the last Section 5,
for completeness, we use an appendix to collect several lemmas with proofs, which
will be frequently used through the paper.
2. Decay property of linearized solutions
In this section, we study the time-decay property of solutions to the Cauchy
problem on the linearized equation
(2.1)
{
∂tu−∆Psu = 0, x ∈ R
n, t > 0,
u|t=0 = u0, x ∈ R
n.
Here, initial data u0 = u0(x) is given. It is easy to see that in terms of the Fourier
transform in x, the solution to (2.1) is solved as
uˆ(ξ, t) = e−
|ξ|2
m(ξ)s
tuˆ0(ξ).
As usual, the solution semigroup e∆Pst associated with the linearized Cauchy prob-
lem (2.1) is defined by
e∆Pstu0 = F
−1
{
e−
|ξ|2
m(ξ)s
tuˆ0(ξ)
}
.
Applying Fourier analysis, we now establish the following Lp-Lq estimate on
the solution semigroup e∆Pst, which will play a key role in proving the optimal
decay estimate on the low-order derivatives of the solutions to the nonlinear Cauchy
problem (1.1).
Lemma 2.1. Let n ≥ 1, k ≥ 0 be integers, 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0 and s ∈ R.
Define [·]∗ by
(2.2)
[
ℓ+ n
(
1
r
−
1
q
)]
∗
=
 ℓ, if ℓ is integer and r = q = 2,[ℓ+ n(1r − 1q )] + 1, otherwise,
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where [·] means the integer part of the nonnegative argument. Under the assumption
(M1) on m(ξ), the solution semigroup e
∆Pst of the Cauchy problem (2.1) satisfies
the following time-decay property:
(i) When s ≤ 1,
(2.3) ‖∇ke∆Pstu0‖Lq ≤ C(1 + t)
−n2 (
1
p
− 1
q
)− k2 ‖u0‖Lp + Ce
−λt‖∇k+[n(
1
r
− 1
q
)]∗u0‖Lr
for any t ≥ 0, where C = C(n, k, p, r, q, s) and λ = λ(s) > 0 are constants indepen-
dent of u0;
(ii) When s > 1,
(2.4) ‖∇ke∆Pstu0‖Lq ≤ C(1 + t)
−n2 (
1
p
− 1
q
)−k2 ‖u0‖Lp
+ C(1 + t)−
ℓ
2(s−1) ‖∇k+[ℓ+n(
1
r
− 1
q
)]∗u0‖Lr
for any t ≥ 0, where C = C(n, k, p, r, q, ℓ, s) is a constant independent of u0.
Proof. Take 2 ≤ q ≤ ∞ and an integer k ≥ 0. From Hausdorff-Young inequality,
(2.5) ‖∇ke∆Pstu0‖Lq(Rnx ) ≤ C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (Rn
ξ
)
≤ C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≤R)
+ C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≥R)
:= Is,≤ + Is,≥,
where 1q +
1
q′ = 1 and R > 0 is arbitrarily chosen. It can be directly observed that
|ξ|2
m(ξ)s satisfies the following estimates:
(i) For any s ∈ R, there are constants C1(s,R) ≥ C0(s,R) > 0 such that
C0(s,R)|ξ|
2 ≤
2|ξ|2
m(ξ)s
≤ C1(s,R)|ξ|
2
holds true over |ξ| ≤ R. This follows from the fact that m(ξ) is strictly positive
and continuous in ξ ∈ Rn.
(ii) For s ≤ 1, there is C3(s,R) > 0 such that
inf
|ξ|≥R
|ξ|2
m(ξ)s
= C3(s,R).
For s > 1, there is a constant C4(s,R) =
1
m1(1+1/R)s
> 0 such that
|ξ|2
m(ξ)s
≥ C4(s,R)|ξ|
−2(s−1)
holds true over |ξ| ≥ R. These two lower-bound estimates are due to the assumption
(M1) of m(ξ).
Now, let us make estimates on Is,≤ and Is,≥. First, for Is,≤ with s ∈ R, by
using the standard way, for instance as in [16] or [18, Lemma 3.1], it follows from
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(i) above that
(2.6) Is,≤ = C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≤R)
≤ C
∥∥∥|ξ|ke−C0(s,R)|ξ|2tuˆ0∥∥∥
Lq′ (|ξ|≤R)
≤ C(1 + t)−
n
2 (
1
p
− 1
q
)− k2 ‖u0‖Lp(Rnx),
where 1 ≤ p ≤ 2. Next, we use (ii) to estimate Is,≥. When s ≤ 1, it follows from
(ii) above that
(2.7) Is,≥ = C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≥R)
≤ Ce−C3(s,R)t
∥∥|ξ|kuˆ0∥∥Lq′ (|ξ|≥R)
≤ Ce−C3(s,R)t
∥∥∥∥|ξ|− r′−q′r′q′ (n+δ)∥∥∥∥
L
r′q′
r′−q′ (|ξ|≥R)
∥∥∥∥|ξ|k+ r′−q′r′q′ (n+δ)uˆ0∥∥∥∥
Lr′ (|ξ|≥R)
,
where Ho¨lder inequality 1/q′ = (r′ − q′)/r′q′ + 1/r′ with 1/r′ + 1/r = 1 for given
1 ≤ r ≤ 2, and δ > 0 is small enough. It is obvious that when r = q = 2 which
implies r′ = q′ = 2, it is straightforward to obtain
Is,≥ ≤ Ce
−C3(s,R)t
∥∥|ξ|kuˆ0∥∥Lr′ (Rn
ξ
)
≤ Ce−C3(s,R)t‖∇ku0‖Lr(Rnx ).
Otherwise, when r 6= 2 or q 6= 2 which implies r < q and hence (r′ − q′)/r′q′ =
1/r − 1/q > 0, it follows from (2.7) that
Is,≥ ≤ Ce
−C3(s,R)t
(∫
|ξ|≥R
|ξ|−(n+δ)dξ
) 1
r
− 1
q ∥∥∥|ξ|k+( 1r− 1q )(n+δ)uˆ0∥∥∥
Lr′ (|ξ|≥R)
≤ C(n, δ, R)e−C3(s,R)t
∥∥∥|ξ|k+[( 1r− 1q )n]+1uˆ0∥∥∥
Lr′(Rn
ξ
)
≤ C(n, δ, R)e−C3(s,R)t‖∇k+[n(
1
r
− 1
q
)]∗u0‖Lr(Rnx).
Therefore, we finished estimates on Is,≥ for s ≤ 1, which together with (2.6), give
(2.3) after plugging them into (2.5). In order to prove (2.4), the rest is to estimate
Is,≥ with s > 1. In fact, when s > 1, it follows from (ii) above that
(2.8) Is,≥ = C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≥R)
≤ C
∥∥∥|ξ|ke−C4(s,R)|ξ|−2(s−1)tuˆ0∥∥∥
Lq′ (|ξ|≥R)
≤ C sup
|ξ|≥R
{
1
|ξ|ℓ
e
−C4(s,R)
t
|ξ|2(s−1)
}∥∥|ξ|k+ℓuˆ0∥∥Lq′ (|ξ|≥R) ,
where ℓ ≥ 0 is fixed. By using the inequality
sup
|ξ|≥R
{
1
|ξ|ℓ
e
−C4(s,R)
t
|ξ|2(s−1)
}
≤ C(s, ℓ, R)(1 + t)−
ℓ
2(s−1)
for any t ≥ 0, one further has
Is,≥ ≤ C(s, ℓ, R)(1 + t)
− ℓ
2(s−1)
∥∥|ξ|k+ℓuˆ0∥∥Lq′ (|ξ|≥R) .
Similarly to control Is,≥ for s ≤ 1, it also holds that∥∥|ξ|k+ℓuˆ0∥∥Lq′ (|ξ|≥R) ≤ C(n, k, ℓ, R)‖∇k+[ℓ+n( 1r− 1q )]∗u0‖Lr(Rnx )
12 RENJUN DUAN, LIZHI RUAN, AND CHANGJIANG ZHU
for 1 ≤ r ≤ 2. Therefore, one has the estimate on Is,≥ for s > 1 by
Is,≥ ≤ C(n, k, ℓ, R)(1 + t)
− ℓ
2(s−1) ‖∇k+[ℓ+n(
1
r
− 1
q
)]∗u0‖Lr(Rnx ),
which once again together with (2.6), prove (2.4) after plugging them into (2.5).
This completes the proof of Lemma 2.1. 
It is not clear whether there is an explicit representation of solutions to the
Cauchy problem (2.1) since the explicit form of the pseudo-differential operator
Ps or the frequency function m(ξ) is unknown. Thus, it is interesting to find an
asymptotical profile of solutions which has some relatively simple form. For given
u0, to say that u
asy(x, t) is a good asymptotical profile of the solution e∆Pstu0, it
means that the rate of e∆Pstu0 converging to u
asy(x, t) is strictly larger than that
of the solution e∆Pstu0 itself decaying to zero in the same space. In our case, an
expected choice is the diffusive wave corresponding to the solution to some heat
equation. In fact, set µs =
1
m(0)s . Then, u
asy(x, t) = eµs∆tu0 satisfies
(2.9)
{
∂tu
asy − µs∆u
asy = 0, x ∈ Rn, t > 0,
uasy|t=0 = u0, x ∈ R
n.
For the time-asymptotical rate of e∆Pstu0 tending to e
µs∆tu0, we have the following
Lemma 2.2. Let n ≥ 1, k ≥ 0 be integers, 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0 and
s ∈ R. Define [ℓ+ n(1r −
1
q )]∗ as in (2.2). Under the assumptions (M1) and (M2)
on m(ξ), the solution semigroup e∆Pst of the Cauchy problem (2.1) asymptotically
tends to the heat semigroup eµs∆t of the Cauchy problem (2.9) with some time rates
stated as follows. Here, in (i) and (ii), σ > 0 is given in the assumption (M2).
(i) When s ≤ 1,
(2.10) ‖∇k(e∆Pst − eµs∆t)u0‖Lq ≤ C(1 + t)
−n2 (
1
p
− 1
q
)− k+σ2 ‖u0‖Lp
+ Ce−λt‖∇k+[n(
1
r
− 1
q
)]∗u0‖Lr
for any t ≥ 0, where C = C(n, k, p, r, q, s) and λ = λ(s) > 0 are constants indepen-
dent of u0;
(ii) When s > 1,
(2.11) ‖∇k(e∆Pst − eµs∆t)u0‖Lq ≤ C(1 + t)
−n2 (
1
p
− 1
q
)− k+σ2 ‖u0‖Lp
+ Ce−λt‖∇k+[n(
1
r
− 1
q
)]∗u0‖Lr
+ C(1 + t)−
ℓ
2(s−1) ‖∇k+[ℓ+n(
1
r
− 1
q
)]∗u0‖Lr
for any t ≥ 0, where C = C(n, k, p, r, q, ℓ, s) is a constant independent of u0.
Proof. Take an integer k ≥ 0. Consider
(2.12)
∣∣F{∇k(e∆Pst − eµs∆t)u0}∣∣ = |ξ|k ∣∣∣∣e− |ξ|2m(ξ)s t − e− |ξ|2m(0)s t∣∣∣∣ · |uˆ0|.
In what follows we estimate the above function over the low frequency part |ξ| ≤ R
for some R > 0. One can claim that when R > 0 is small enough, there are
constants C = C(s,R) > 0, λ = λ(s,R) > 0 such that
(2.13)
∣∣∣∣e− |ξ|2m(ξ)s t − e− |ξ|2m(0)s t∣∣∣∣ ≤ C|ξ|σe−λ|ξ|2t
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holds true over |ξ| ≤ R. In fact, choose a properly small R > 0 such that the
assumption (M2) holds, that is
sup
|ξ|≤R
|m(ξ)−m(0)|
|ξ|σ
≤ m2
for constants σ > 0 and m2 > 0. Notice
e−
|ξ|2
m(ξ)s t − e−
|ξ|2
m(0)s t = −|ξ|2t
∫ 1
m(ξ)s
1
m(0)s
e−θ|ξ|
2tdθ
so that for any |ξ| ≤ R,∣∣∣∣e− |ξ|2m(ξ)s t − e− |ξ|2m(0)s t∣∣∣∣ ≤ |ξ|2t ∣∣∣∣ 1m(ξ)s − 1m(0)s
∣∣∣∣ e−λs,R|ξ|2t
≤
|s||ξ|2t
min
|ξ|≤R
[m(ξ)]
s+1 |m(ξ) −m(0)|e
−λs,R|ξ|
2t
≤ C(s,R)|ξ|σe−
λs,R
2 |ξ|
2t,
where the strict positivity and continuity of m(ξ) have been used, and λs,R is
defined by
λs,R = min
|ξ|≤R
1
m(ξ)s
.
Therefore the claim mentioned before follows.
Now, take 2 ≤ q ≤ ∞ with 1/q + 1/q′ = 1. Similarly as in (2.5), by Hausdorff-
Young inequality, it follows from (2.12) and (2.13) that
‖∇k(e∆Pst − eµs∆t)u0‖Lq(Rnx ) ≤ C
∥∥∥|ξ|k+σe−λ|ξ|2tuˆ0∥∥∥
Lq′ (|ξ|≤R)
+ C
∥∥∥|ξ|ke−µs|ξ|2tuˆ0∥∥∥
Lq′ (|ξ|≥R)
+ C
∥∥∥∥|ξ|ke− |ξ|2m(ξ)s tuˆ0∥∥∥∥
Lq′ (|ξ|≥R)
.
Here, three terms on the r.h.s. can be estimated in the same way as in the proof
of Lemma 2.1. Precisely, the estimate on the first term is similar to (2.6) with k
replaced by k + σ, the second term similar to (2.7) and the third term similar to
the combination of (2.7) and (2.8). Collecting these estimates imply the desired
inequalities (2.10) and (2.11) for s ≤ 1 and s > 1, respectively. For simplicity, all
the details are omitted. This completes the proof of Lemma 2.2. 
3. Nonlinear Cauchy problem
In this section, we are concerned with the global existence and time-decay rates
of small-amplitude classical solutions to the Cauchy problem (1.1) of the nonlinear
scalar conservation laws for all n ≥ 1 and all s ∈ R under the assumption (M1) on
m(ξ). Throughout this section, we always suppose the assumption (M1) and shall
not mention it for simplicity.
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3.1. Uniform-in-time a priori estimates. In this subsection, by using the en-
ergy method as in [4], we obtain some uniform-in-time a priori estimates on the
solution u(x, t) to the Cauchy problem (1.1) for all n ≥ 1 and s ∈ R. Recall the
equation
(3.1) ∂tu+∇ · f(u) = ∆Psu, x ∈ R
n, t ≥ 0.
In what follows, u(x, t) is supposed to be smooth in x, t and satisfy the above
equation over 0 ≤ t ≤ T for some 0 < T ≤ ∞.
There are two steps in uniform-in-time a priori estimates. The first step is to
estimate the zero-order term, and the second step is to consider the energy estimate
of the derivatives on the basis of Lemma 5.1 when treating the nonlinear term.
Lemma 3.1. There is λ > 0 such that
(3.2)
d
dt
‖u(t)‖2 + λ‖∇〈∇〉−su(t)‖2 ≤ 0
for any 0 ≤ t ≤ T .
Proof. As in [4, Lemma 2.1], the zero-order energy estimate on (3.1) gives
(3.3)
1
2
d
dt
‖u(t)‖2 +
n∑
j=1
〈fj(u)xj , u〉 = 〈∆Psu, u〉.
By Plancherel theorem,
〈∆Psu, u〉 = 〈∆̂Psu, û〉 = −
∫
Rn
|ξ|2
m(ξ)s
|û|2dξ.
Here, using (1.3),
−
∫
Rn
|ξ|2
m(ξ)s
|û|2dξ ≤ −min
{
1
ms0
,
1
ms1
}∫
Rn
|ξ|2
(1 + |ξ|2)s
|û|2dξ
= −min
{
1
ms0
,
1
ms1
}
‖∇〈∇〉−su(t)‖2.
Therefore,
〈∆Psu, u〉 ≤ −min
{
1
ms0
,
1
ms1
}
‖∇〈∇〉−su(t)‖2.
On the other hand, from integration by part,
〈fj(u)xj , u〉 = −
∫
Rn
{∫ u
0
fj(η)dη
}
xj
dx = 0
for each 1 ≤ j ≤ n. Plugging the above two estimates into (3.3) gives the desired
inequality (3.2). 
Lemma 3.2. Let k ≥ 1. There are λ > 0, C such that
(3.4)
d
dt
∑
|α|=k
Ckα‖∂
αu(t)‖2 + λ‖∇1+k〈∇〉−su(t)‖2 ≤ C‖∇u(t)‖L∞‖∇
ku(t)‖2
for any 0 ≤ t ≤ T , where Ckα =
k!
α! =
k!
α1!α2!···αn!
for α = (α1, α2, · · · , αn).
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Proof. Take k ≥ 1. Similarly as in [4], the k-order energy estimate on (3.1) gives
1
2
d
dt
∑
|α|=k
Ckα‖∂
αu(t)‖2 +
n∑
j=1
∑
|α|=k
Ckα〈∂xj∂
αfj(u), ∂
αu〉 =
∑
|α|=k
Ckα〈∆∂
αPsu, ∂
αu〉.
Similarly before, it follows from Plancherel theorem that∑
|α|=k
Ckα〈∆∂
αPsu, ∂
αu〉 = −
∑
|α|=k
Ckα
∫
Rn
|ξ|2
m(ξ)s
(iξ)α(i¯ξ)α|û|2dξ
= −
∫
Rn
|ξ|2+2k
m(ξ)s
|û|2dξ,
where we used the identity (ξ21 + ξ
2
2 + · · ·+ ξ
2
n)
k =
∑
|α|=k
Ckαξ
2α1
1 ξ
2α2
2 · · · ξ
2αn
n . Then,
from (1.3), one has
(3.5)
1
2
d
dt
∑
|α|=k
Ckα‖∂
αu(t)‖2 +min
{
1
ms0
,
1
ms1
}
‖∇1+k〈∇〉−su(t)‖2
=
n∑
j=1
∑
|α|=k
CkαIj,α,
where for 1 ≤ j ≤ n and |α| = k, Ij,α is given by
(3.6) Ij,α = 〈∂xj∂
αfj(u),−∂
αu〉 = 〈f ′j(u)∂
αuxj ,−∂
αu〉
+
〈
k∑
|β|=1
Cβα∂
βf ′j(u)∂
α−βuxj ,−∂
αu
〉
:= I1j,α + I
2
j,α.
It follows from integration by part that
(3.7) I1j,α =
1
2
∫
Rn
f ′′j (u)uxj (∂
αu)2 dx ≤ C ‖∇u(t)‖L∞
∥∥∇ku(t)∥∥2 .
Next, we estimate I2j,α for a fixed j with 1 ≤ j ≤ n and |α| = k ≥ 1. In fact, since
|β| ≥ 1, the term ∂βf ′j(u)∂
α−βuxj can be written as
∂β−ei
(
f ′′j (u)uxi
)
∂α−βuxj
with ei = (0, · · · , 0, 1, 0, · · · , 0), |β − ei| + |α − β| = k − 1. Therefore, applying
Lemma 5.1 with p = r = 2, q =∞ and Corollary 5.1, one has∥∥∂β−ei (f ′′j (u)uxi) ∂α−βuxj(t)∥∥ ≤ C ∥∥f ′′j (u)uxi(t)∥∥L∞ ∥∥∇k−1uxj (t)∥∥
+C
∥∥uxj(t)∥∥L∞ ∥∥∇k−1 (f ′′j (u)uxi) (t)∥∥
≤ C ‖∇u(t)‖L∞
∥∥∇ku(t)∥∥ .(3.8)
Thus, by Ho¨lder inequality and (3.8),
I2j,α ≤ C ‖∂
αu(t)‖
∥∥∂βf ′j(u)∂α−βuxj(t)∥∥ ≤ C ‖∇u(t)‖L∞ ∥∥∇ku(t)∥∥2 .(3.9)
Substituting (3.6), (3.7) and (3.9) into (3.5) gives the desired estimate (3.4). 
3.2. Existence and time-decay rate for s ≤ 1. In this subsection we consider
the global existence and time-decay rates of solutions to the Cauchy problem (1.1)
for the case when s ≤ 1. The main goal is to prove Theorem 1.1.
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3.2.1. Global existence. As the first step, we devote ourselves to the
Proof of global existence in Theorem 1.1: This follows from the local existence
and uniform-in-time a priori estimates as well as the continuity argument. The proof
of the local existence is standard, for instance, cf. [17, 19], and is thus omitted for
simplicity. It suffices to consider the uniform-in-time a priori estimates for a smooth
solution u(x, t) to the Cauchy problem (1.1) over 0 ≤ t ≤ T for some 0 < T ≤ ∞.
From Lemma 3.1 and Lemma 3.2, by taking the summation of (3.2) and (3.4) with
1 ≤ k ≤ N , one has
d
dt
N∑
k=0
∑
|α|=k
Ckα‖∂
αu(t)‖2 + λ
N∑
k=0
‖∇1+k〈∇〉−su(t)‖2 ≤ C‖∇u(t)‖L∞‖∇u(t)‖
2
HN−1 .
Since
N∑
k=0
|∇|1+k〈∇〉−s = |∇|〈∇〉−s
N∑
k=0
|∇|k ∼ |∇|〈∇〉−s〈∇〉N = |∇|〈∇〉N−s,
it further follows that
(3.10)
d
dt
N∑
k=0
∑
|α|=k
Ckα‖∂
αu(t)‖2+λ‖∇〈∇〉N−su(t)‖2 ≤ C‖∇u(t)‖L∞‖∇u(t)‖
2
HN−1
for any 0 ≤ t ≤ T . Let us suppose the following smallness a priori assumption
(3.11) sup
0≤t≤T
‖u(t)‖HN ≤ δ
for a constant δ > 0 small enough. Due to N ≥ [n/2] + 2,
sup
0≤t≤T
‖∇u(t)‖L∞ ≤ C sup
0≤t≤T
‖u(t)‖HN ≤ Cδ.
Then, for the case when s ≤ 1, the right-hand term of (3.10) is bounded by
Cδ‖∇〈∇〉N−1u(t)‖2 ≤ Cδ‖∇〈∇〉N−su(t)‖2,
which from (3.10), implies
d
dt
N∑
k=0
∑
|α|=k
Ckα‖∂
αu(t)‖2 + λ‖∇〈∇〉N−su(t)‖2 ≤ 0
since δ > 0 is small enough. By noticing
N∑
k=0
∑
|α|=k
Ckα‖∂
αu(t)‖2 ∼ ‖u(t)‖2HN ,
one can take further time integration over [0, t] to obtain
(3.12) ‖u(t)‖2HN +
∫ t
0
‖∇〈∇〉N−su(τ)‖2dτ ≤ C‖u0‖
2
HN
for any 0 ≤ t ≤ T . Therefore, in the standard way, as long as ‖u0‖HN is sufficiently
small, the above uniform-in-time a priori estimate obtained under the assumption
(3.11) implies the global existence of solutions by combining the local existence and
uniqueness. This completes the proof of global existence in Theorem 1.1. 
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3.2.2. Optimal time-decay rates. In order to finish the proof of Theorem 1.1, the
rest is to prove (1.5) for time-decay rates of the obtained solution u(x, t). For that,
define
EopN (t) = sup
0≤τ≤t
N∑
k=0
(1 + τ)
n
2+k‖∇ku(τ)‖2.
One can prove that EopN (t) is bounded uniformly in time if ‖u0‖HN∩L1 is small
enough. In fact, let us begin with
(3.13)
d
dt
∑
|α|=k
Ckα‖∂
αu(t)‖2+λ‖∇1+k〈∇〉−su(t)‖2 ≤ Cχk≥1‖∇u(t)‖L∞‖∇
ku(t)‖2
for any t ≥ 0, where 0 ≤ k ≤ N . This follows from Lemma 3.1 and Lemma 3.2.
Notice that the right-hand term of (3.13) vanishes when k = 0. Let a > 0 be a
constant to be chosen later. The time-weighted integration of (3.13) gives
(3.14) (1 + t)a+k‖∇ku(t)‖2 +
∫ t
0
(1 + τ)a+k‖∇1+k〈∇〉−su(τ)‖2dτ
≤ C‖∇ku0‖
2 + C(a+ k)
∫ t
0
(1 + τ)a+k−1‖∇ku(τ)‖2dτ
+ Cχk≥1
∫ t
0
(1 + τ)a+k‖∇u(τ)‖L∞‖∇
ku(τ)‖2dτ.
To control the second term on the r.h.s. of (3.14), consider
‖∇ku(t)‖2 = ‖∇1+k〈∇〉−1u(t)‖2 + ‖∇k〈∇〉−1u(t)‖2
≤ ‖∇k+1〈∇〉−su(t)‖2 + ‖∇k〈∇〉−su(t)‖2
since s ≤ 1. Corresponding to both parts in the sum above, one need to estimate
the following two time integrations:
I1 = C(a+ k)
∫ t
0
(1 + τ)a+k−1‖∇k+1〈∇〉−su(τ)‖2dτ,
I2 = C(a+ k)
∫ t
0
(1 + τ)a+k−1‖∇k〈∇〉−su(τ)‖2dτ.
Let a > 1. I1 is estimated by
I1 ≤ δ
∫ t
0
(1 + τ)a+k‖∇k+1〈∇〉−su(τ)‖2dτ + Cδ
∫ t
0
‖∇k+1〈∇〉−su(τ)‖2dτ
≤ δ
∫ t
0
(1 + τ)a+k‖∇k+1〈∇〉−su(τ)‖2dτ + Cδ‖u0‖
2
HN ,
where δ > 0 is an arbitrarily small constant, the Young inequality with a+k−1a+k +
1
a+k = 1 was used, and the inequality
N∑
k=0
∫ t
0
‖∇k+1〈∇〉−su(τ)‖2dτ ≤ C‖u0‖
2
HN
due to (3.12) was also used. For the estimate on I2, the following interpolation
inequality similar to [4, Lemma 2.4] is needed.
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Lemma 3.3. For any k ≥ 0, one has
(3.15) ‖∇k〈∇〉−su(t)‖ ≤ C‖∇k+1〈∇〉−su(t)‖
n+2k
n+2k+2 ‖uˆ(t)‖
2
n+2k+2
L∞ .
Proof. Set
A = ‖∇k+1〈∇〉−su(t)‖, B = ‖uˆ(t)‖L∞ .
Then,
‖∇k〈∇〉−su(t)‖2L2(Rnx ) =
∫
R
n
ξ
|ξ|2k
(1 + |ξ|2)s
|uˆ(ξ, t)|2dξ
=
(∫
|ξ|≥R
+
∫
|ξ|≤R
)
|ξ|2k
(1 + |ξ|2)s
|uˆ(ξ, t)|2dξ
≤
1
R2
∫
|ξ|≥R
|ξ|2k+2
(1 + |ξ|2)s
|uˆ(ξ, t)|2dξ + ‖uˆ(t)‖2L∞(Rn
ξ
)
∫
|ξ|≤R
|ξ|2k
(1 + |ξ|2)s
dξ
≤
A2
R2
+ CB2Rn+2k,
where R > 0 can be arbitrary. By taking R > 0 such that A
2
R2 = CB
2Rn+2k, that is
R =
(
A
B
) 2
n+2k+2
,
it follows that
‖∇k〈∇〉−su(t)‖2L2(Rnx) ≤ CA
2(n+2k)
n+2k+2B
4
n+2k+2 ,
which is equivalent with (3.15). 
By the method of [14, 15, 19], similar to [4, Lemma 2.3], it can be proved that
(3.16) ‖u(t)‖L1 ≤ ‖u0‖L1
for any t ≥ 0. Now, by plugging (3.15) into I2 and using (3.16), one has
I2 ≤ C
∫ t
0
(1 + τ)a+k−1‖∇k+1〈∇〉−su(τ)‖
2(n+2k)
n+2k+2 ‖uˆ(τ)‖
4
n+2k+2
L∞ dτ
≤ δ
∫ t
0
(1 + τ)a+k‖∇k+1〈∇〉−su(τ)‖2dτ
+Cδ
∫ t
0
(1 + τ)a+k−
n+2k+2
2 ‖uˆ(τ)‖2L∞dτ
≤ δ
∫ t
0
(1 + τ)a+k‖∇k+1〈∇〉−su(τ)‖2dτ + Cδ‖u0‖
2
L1(1 + t)
a−n2 ,
where the Young inequality with n+2kn+2k+2 +
2
n+2k+2 = 1 was used and a >
n
2 is
assumed. Collecting these estimates on I1 and I2 above, the second term on the
r.h.s. of (3.14) is bounded by
(3.17) C(a+ k)
∫ t
0
(1 + τ)a+k−1‖∇ku(τ)‖2dτ
≤ 2δ
∫ t
0
(1 + τ)a+k‖∇k+1〈∇〉−su(τ)‖2dτ
+ Cδ‖u0‖
2
HN + Cδ‖u0‖
2
L1(1 + t)
a−n2
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for an arbitrarily small constant δ > 0 and a constant a > max{1, n2 }. Moreover,
the third term on the r.h.s. of (3.14) is bounded by
(3.18) Cχk≥1
∫ t
0
(1 + τ)a+k‖∇u(τ)‖L∞‖∇
ku(τ)‖2dτ
≤ Cχk≥1
∫ t
0
(1 + τ)a+k−
n+1
2 ‖∇ku(τ)‖2dτ
√
EopN (t)
≤ Cχk≥1
∫ t
0
(1 + τ)a+k−1‖∇ku(τ)‖2dτ
√
EopN (t),
where n+12 ≥ 1 was used and due to N ≥ [n/2] + 2,
‖∇u(τ)‖L∞ ≤ C(1 + τ)
− n+12
√
EopN (t)
for any 0 ≤ τ ≤ t. Notice that the time integration term on the r.h.s. of (3.18) can
again be estimated as in (3.17). Thus, under the assumption
(3.19) sup
t≥0
EopN (t)≪ 1,
by plugging (3.17) and (3.18) into (3.14) and choosing a properly small constant
δ > 0, one has
(1 + t)a+k‖∇ku(t)‖2 +
∫ t
0
(1 + τ)a+k‖∇1+k〈∇〉−su(τ)‖2dτ
≤ C‖u0‖
2
HN + C(1 + t)
a−n2 ‖u0‖
2
L1
for any t ≥ 0, where 0 ≤ k ≤ N . Since a > n2 , it follows that
(3.20) sup
t≥0
EopN (t) ≤ C‖u0‖
2
HN∩L1
under the assumption (3.19). Therefore, by the continuity argument, as long as
‖u0‖HN∩L1 is sufficiently small, (3.20) holds true. Then, (1.5) for time-decay rates
of the solution u(x, t) follows by the uniform-in-time boundedness of EopN (t). This
completes the proof of Theorem 1.1. 
Remark 3.1. Notice that the right-hand third term of (3.14) can be neglected when
k = 0. Then, (3.14) together with (3.17) imply
(1 + t)a‖u(t)‖2 +
∫ t
0
(1 + τ)a‖∇〈∇〉−su(τ)‖2dτ
≤ C‖u0‖
2 + C‖u0‖
2
L1(1 + t)
a−n2 ,
which further yields
‖u(t)‖ ≤ C‖u0‖L2∩L1(1 + t)
−n4
for any t ≥ 0. Therefore, for the above time-decay estimate, the smallness assump-
tion of ‖u0‖L1 can be removed. This is also consistent with the result in [4] for the
case when s = 1.
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3.3. Existence and time-decay rate for s > 1. In this subsection, we consider
the global existence and time-decay rates of solutions to the Cauchy problem (1.1)
for the case of s > 1. The main goal of this subsection is to prove Theorem 1.2.
Similarly before, this follows from the local existence and some uniform-in-time a
priori estimates with the help of the continuity argument. Once again, the proof of
the local existence is standard and thus omitted for simplicity. In what follows, we
only consider some uniform-in-time a priori estimates on u(x, t) which is supposed
to be smooth in x, t and satisfy equation (3.1) over 0 ≤ t ≤ T for some 0 < T ≤ ∞.
In order to state a priori estimates, let us define three integers N0, N and N1 in
turn in terms of n ≥ 1 and s > 1 as follows. Notice that n is an integer and s ∈ R
is a real number and hence might not be an integer. For any integer k ≥ 0, denote
ℓ1(n, s, k) = k + [(
n
2
+ k)(s− 1)]+,(3.21)
ℓ2(n, s, k) = k + 1 +

[(n+32 + k)(s− 1)]+, if n = 1,
[(n+12 + k)(s− 1)]+, if n = 2,
[(n2 + k)(s− 1)]+, if n ≥ 3,
(3.22)
ℓ3(s, k) = 2 + [2(s− 1)] + k[s]+.(3.23)
Then, N0 is defined by
(3.24) N0 = inf
{
k ∈ Z
∣∣∣∣∣ [
k
[s]+
] ≥ [n2 ] + 2, k ≥ ℓ1(n, s, [
n
2 ] + 2),
k ≥ ℓ2(n, s, [
n
2 ] + 2), and k ≥ ℓ3(s, [
n
2 ] + 2)
}
,
N is arbitrarily chosen such that N ≥ N0, and finally N1 is defined by
(3.25) N1 = sup
{
k ∈ Z
∣∣∣∣∣ [
n
2 ] + 2 ≤ k ≤ [
N
[s]+
], ℓ1(n, s, k) ≤ N,
ℓ2(n, s, k) ≤ N, and ℓ3(s, k) ≤ N
}
.
Now, let us also define some temporal time-weighted functionals EN (t), DN (t),
EopN1(t) and Mi(t) (i = 0, 1) by
EN (t) =
[ N
[s]+
]∑
k=0
sup
0≤τ≤t
(1 + τ)k−
1
2 ‖∇ku(τ)‖2
HN−k[s]+
,(3.26)
DN (t) =
[ N
[s]+
]+1∑
k=0
∫ t
0
(1 + τ)k−
3
2 ‖∇k〈∇〉N−k[s]+u(τ)‖dτ,
EopN1(t) =
N1∑
k=0
sup
0≤τ≤t
(1 + τ)
n
2+k‖∇ku(τ)‖2,(3.27)
and
(3.28) Mi(t) = sup
0≤τ≤t
(1 + τ)
n+i
2 ‖∇iu(τ)‖L∞ , i = 0, 1.
The key point is to prove that all the above functionals are bounded uniformly in
time if ‖u0‖HN∩L1 is small enough. In fact, the uniform-in-time a priori estimates
on these temporal functionals can be obtained in the following
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Lemma 3.4. Let n ≥ 1 and s > 1. Let N0, N and N1 be defined as before. Then,
one has
(3.29) EN (t) +DN (t) ≤ C‖u0‖
2
HN + CM1(t)DN (t),
and
(3.30) EopN1(t) ≤ C‖u0‖
2
HN∩L1 + CE
op
N1
(t)2 + CM0(t)
2EN (t)
for any 0 ≤ t ≤ T .
Proof. We first prove (3.29). It is equivalent to prove that for any 0 ≤ t ≤ T ,
(3.31) (1 + t)k−
1
2
∥∥∇ku(t)∥∥2
HN−k[s]+
+
∫ t
0
(1 + τ)k−
3
2
∥∥∥∇k〈∇〉N−k[s]+u(τ)∥∥∥2 dτ
+
∫ t
0
(1 + τ)k−
1
2
∥∥∥∇k+1〈∇〉N−(k+1)[s]+u(τ)∥∥∥2 dτ
≤ C‖u0‖
2
HN + CM1(t)DN (t)
for all 0 ≤ k ≤ [ N[s]+ ]. This can be done by induction on k. In fact, similar to obtain
(3.10) from (3.1) for the case of s ≤ 1, it also holds true for the case of s > 1 that
d
dt
N∑
k=0
∑
|α|=k
Ckα‖∂
αu(t)‖2 + λ‖∇〈∇〉N−su(t)‖2 ≤ C‖∇u(t)‖L∞‖∇u(t)‖
2
HN−1 .
Multiplying the above inequality by (1+ t)−
1
2 and then taking integration in t gives
(1 + t)−
1
2 ‖u(t)‖2HN +
∫ t
0
(1 + τ)−
3
2 ‖u(τ)‖2HN dτ
+
∫ t
0
(1 + τ)−
1
2 ‖∇〈∇〉N−su(τ)‖2dτ
≤ C ‖u0‖
2
HN + C
∫ t
0
(1 + τ)−
1
2 ‖∇u(τ)‖L∞ ‖∇u(τ)‖
2
HN−1 dτ,
where by using the definitions of M1(t),DN (t) and the fact that n ≥ 1, the last
time-integration term is bounded by
C
∫ t
0
(1 + τ)−
1
2 ‖∇u(τ)‖L∞ ‖∇u(τ)‖
2
HN−1 dτ
≤ CM1(t)
∫ t
0
(1 + τ)−
n+2
2 ‖u(τ)‖
2
HN dτ
≤ C ‖u0‖
2
HN + CM1(t)DN (t).
Therefore, (3.31) with k = 0 follows due to s ≤ [s]+. Next, suppose that (3.31) is
true for k − 1 with 1 ≤ k ≤ [ N[s]+ ]. From (3.13) which actually also holds for the
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case of s > 1, after taking summation from k to k +N − k[s]+, one has
(3.32)
d
dt
k+N−k[s]+∑
i=k
∑
|α|=i
Ciα‖∂
αu(t)‖2 + λ
k+N−k[s]+∑
i=k
‖∇1+i〈∇〉−su(t)‖2
≤ C‖∇u(t)‖L∞
k+N−k[s]+∑
i=k
‖∇iu(t)‖2.
Notice
k+N−k[s]+∑
i=k
|∇|1+i〈∇〉−s = |∇|k+1〈∇〉−s
N−k[s]+∑
i=0
|∇|i ∼ |∇|k+1〈∇〉N−k[s]+−s
which due to s ≤ [s]+, implies
k+N−k[s]+∑
i=k
‖∇1+i〈∇〉−su(t)‖2 ≥ λ‖∇k+1〈∇〉N−(k+1)[s]+u(t)‖2.
Hence, multiplying (3.32) by (1 + t)k−
1
2 and then taking integration in t yields
(3.33)
(1 + t)k−
1
2
∥∥∇ku(t)∥∥2
HN−k[s]+
+
∫ t
0
(1 + τ)k−
1
2 ‖∇k+1〈∇〉N−(k+1)[s]+u(τ)‖2dτ
≤ C
∥∥∇ku0∥∥2HN−k[s]+ + C ∫ t
0
(1 + τ)k−
3
2
∥∥∥∇k〈∇〉N−k[s]+u(τ)∥∥∥2 dτ
+ C
∫ t
0
(1 + τ)k−
1
2 ‖∇u(τ)‖L∞
∥∥∥∇k〈∇〉N−k[s]+u(τ)∥∥∥2 dτ.
Here, the third term on the r.h.s. of (3.33) is bounded by
CM1(t)
∫ t
0
(1 + τ)k−
n+2
2
∥∥∥∇k〈∇〉N−k[s]+u(τ)∥∥∥2 dτ
≤ CM1(t)
∫ t
0
(1 + τ)k−
3
2
∥∥∥∇k〈∇〉N−k[s]+u(τ)∥∥∥2 dτ
≤ CM1(t)DN (t),
again from using the definitions of M1(t),DN (t) and the fact that n ≥ 1, while
for the right-hand second term of (3.33), by induction assumption for k − 1, it is
bounded by
C‖u0‖
2
HN + CM1(t)DN (t).
Therefore, from (3.33) as well as the induction assumption for k − 1, (3.31) is also
true for k. Then, by induction on k, (3.31) holds for all 0 ≤ k ≤ [ N[s]+ ]. This proves
(3.29).
Next, to prove (3.30), we rewrite (1.1) as a mild form by Duhamel’s principle,
(3.34) u(x, t) = e∆Pstu0 −
n∑
j=1
∫ t
0
e∆Ps(t−τ)(gj(u)xj )(τ)dτ.
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Here, gj(u) = fj(u) − fj(0) − f
′
j(0)u is set for 1 ≤ j ≤ n. Notice that for each
j, gj(u) = O(u
2) by the assumption (1.2). In what follows, fix an integer k with
0 ≤ k ≤ N1. Applying ∇
k to (3.34) and taking L2 norm, one has
(3.35)
∥∥∇ku(t)∥∥ ≤ C ∥∥∇ke∆Pstu0∥∥+ C n∑
j=1
∫ t
2
0
∥∥∥∇k+1e∆Ps(t−τ)gj(u)(τ)∥∥∥ dτ
+ C
n∑
j=1
∫ t
t
2
∥∥∥∇e∆Ps(t−τ)∇kgj(u)(τ)∥∥∥ dτ := I3 + I4 + I5.
For I3, by applying (2.4) with p = 1, r = q = 2 and
ℓ
2(s−1) =
n
4 +
k
2 , it follows that
(3.36) I3 ≤ C(1 + t)
− n4−
k
2 (‖u0‖L1 + ‖∇
ℓ1(n,s,k)u0‖) ≤ C(1 + t)
−n4−
k
2 ‖u0‖HN∩L1 ,
where the definitions (3.21) and (3.25) for ℓ1(n, s, k) and N1 were used. For I4,
one can apply (2.4) with k replaced by k + 1 and with p = 1, r = q = 2 and
ℓ
2(s−1) =
n+γ(n)
4 +
k
2 , where γ(n) = 3 for n = 1, 1 for n = 2 and 0 for n ≥ 3, so that
it follows
(3.37) I4 ≤ C
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 ‖g(u)(τ)‖L1 dτ
+ C
∫ t
2
0
(1 + t− τ)−
n+γ(n)
4 −
k
2 ‖∇k+1+[(
n+γ(n)
2 +k)(s−1)]+g(u)(τ)‖dτ
= I4,1 + I4,2.
Here and hereafter we used g(u) to denote gj(u) for 1 ≤ j ≤ n without loss of
generality. For the term I4,1, it is easy to see
‖g(u)(τ)‖L1 ≤ C ‖u(τ)‖
2 ≤ CEopN1(t)(1 + τ)
−n2 ,
which implies
(3.38) I4,1 ≤ CE
op
N1
(t)
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 (1 + τ)−
n
2 dτ
≤ CEopN1(t)×

(1 + t)−
1
4−
k
2 , (n = 1)
(1 + t)−1−
k
2 ln(1 + t), (n = 2)
(1 + t)−
n
4−
k+1
2 , (n ≥ 3)
 ≤ CE
op
N1
(t)(1 + t)−
n
4−
k
2
for all n ≥ 1.
On the other hand, for the term I4,2, by applying Lemma 5.1, one has
I4,2 ≤ C
∫ t
2
0
(1 + t− τ)−
n+γ(n)
4 −
k
2 ‖u(τ)‖L∞‖∇
ℓ2(n,s,k)u(τ)‖dτ(3.39)
≤ CM0(t)(1 + t)
−n+γ(n)4 −
k
2
∫ t
2
0
(1 + τ)−
n
2 ‖u(τ)‖HN dτ
≤ CM0(t)
√
EN (t)(1 + t)
− n+γ(n)4 −
k
2
∫ t
2
0
(1 + τ)−
n
2+
1
4 dτ
≤ CM0(t)
√
EN (t)(1 + t)
− n4−
k
2 ,
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where the definitions (3.28), (3.26) and (3.22) for M0(t), EN (t) and ℓ2(n, s, k) were
used and we also used
(3.40)
∫ t
2
0
(1 + τ)−
n
2+
1
4 dτ ≤ C(1 + t)
γ(n)
4
for all n ≥ 1. Then, combining (3.38), (3.39) with (3.37) gives
(3.41) I4 ≤ C(1 + t)
−n4−
k
2
[
EopN1(t) +M0(t)
√
EN (t)
]
.
For the term I5, one can apply (2.4) with p = 1, r = q = 2 and
ℓ
2(s−1) = 1 + δ for
a constant δ > 0 small enough to be chosen later, so that
(3.42) I5 ≤ C
∫ t
t
2
(1 + t− τ)−
n
4−
1
2
∥∥∇kg(u)(τ)∥∥
L1
dτ
+ C
∫ t
t
2
(1 + t− τ)−(1+δ)‖∇1+k+[2(1+δ)(s−1)]+g(u)(τ)‖dτ := I5,1 + I5,2.
Here, for I5,1, since ∥∥∇kg(u)(τ)∥∥
L1
≤ C‖u(τ)‖
∥∥∇ku(τ)∥∥
by Lemma 5.1, one has
(3.43) I5,1 ≤ CE
op
N1
(t)
∫ t
t
2
(1 + t− τ)−
n
4−
1
2 (1 + τ)−
n
2−
k
2 dτ
≤ CEopN1(t)×

(1 + t)−
1
4−
k
2 , (n = 1)
(1 + t)−1−
k
2 ln(1 + t), (n = 2)
(1 + t)−
n
2−
k
2 , (n ≥ 3)
 ≤ CE
op
N1
(t)(1 + t)−
n
4−
k
2
for all n ≥ 1.
To estimate I5,2, notice that from the definitions (3.23) and (3.25) of ℓ3(s, k) and
N1, one can take δ > 0 small enough such that
1 + [2(1 + δ)(s− 1)]+ + k[s]+ ≤ ℓ3(s, k) ≤ N
for any 0 ≤ k ≤ N1. Then, it follows from Lemma 5.1 that
‖∇1+k+[2(1+δ)(s−1)]+g(u)(τ)‖ ≤ C‖u(τ)‖L∞‖∇
1+k+[2(1+δ)(s−1)]+u(τ)‖
≤ CM0(t)(1 + τ)
− n2 ‖∇ku(τ)‖HN−k[s]+
≤ CM0(t)
√
EN (t)(1 + τ)
− n2−
k
2+
1
4
for any 0 ≤ τ ≤ t. This further implies
I5,2 ≤ CM0(t)
√
EN(t)
∫ t
t
2
(1 + t− τ)−(1+δ)(1 + τ)−
n
2−
k
2+
1
4 dτ
≤ CM0(t)
√
EN (t)(1 + t)
−n4−
k
2−
n−1
4
∫ t
2
0
(1 + τ)−(1+δ)dτ
≤ CM0(t)
√
EN (t)(1 + t)
−n4−
k
2 ,
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where n ≥ 1 was used. By plugging estimates on I5,1 and I5,2 into (3.42), one has
(3.44) I5 ≤ C
[
EopN1(t) +M0(t)
√
EN (t)
]
(1 + t)−
n
4−
k
2 .
Thus, (3.35) together with (3.36), (3.41) and (3.44) yields that for any 0 ≤ t ≤ T ,
(1 + t)
n
4+
k
2 ‖∇ku(t)‖ ≤ C‖u0‖HN∩L1 + CE
op
N1
(t) + CM0(t)
√
EN (t)
with 0 ≤ k ≤ N1. Since the right-hand term of the above estimate is nondecreasing
in t, it further holds that√
EopN1(t) ≤ C‖u0‖HN∩L1 + CE
op
N1
(t) + CM0(t)
√
EN (t)
for any 0 ≤ t ≤ T . This proves (3.30) and hence completes the proof of Lemma
3.4. 
Proof of Theorem 1.2: As mentioned at the beginning of this subsection, it
suffices to consider the uniform-in-time a priori estimates on the smooth solution
u(x, t) to the Cauchy problem (1.1) over 0 ≤ t ≤ T for 0 < T ≤ ∞. Due to the
definition (3.25) of N1, N1 ≥ [
n
2 ] + 2 holds true. By using the Sobolev inequality
as in [26, Proposition 3.8], it follows that for any 0 ≤ t ≤ T ,
M0(t) +M1(t) ≤ C
√
EopN1(t).
Then, from Lemma 3.4, (3.29) and (3.30) imply
EN (t) +DN (t) ≤ C‖u0‖
2
HN + C
√
EopN1(t)DN (t),
and
EopN1(t) ≤ C‖u0‖
2
HN∩L1 + CE
op
N1
(t)2 + CEopN1(t)EN (t),
respectively. By setting
X(t) = EN (t) +DN (t) + E
op
N1
(t),
the above two inequalities further lead to
X(t) ≤ C
(
‖u0‖
2
HN∩L1 +X(t)
3
2 +X(t)2
)
for any 0 ≤ t ≤ T . From the continuity argument, it is easy to see that X(t) is
bounded uniformly in time under the assumption that ‖u0‖HN∩L1 is small enough.
Therefore, the global existence of solutions as in (1.6) follows by the standard way
and also the optimal time-decay estimate (1.7) results from the definition (3.27) of
EopN1(t). The proof of Theorem 1.2 is complete. 
Up to now, we have obtained the existence and optimal decay rates of the global
solutions to the Cauchy problem (1.1) for all spatial dimensions n ≥ 1 and for all
s ∈ R.
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4. Large-time asymptotic behavior
In this section we shall prove Theorem 1.3 on the large-time behavior of the
obtained solutions. For that purpose, we divide the proof by several steps in order
to time-asymptotically approximate the solution to the Cauchy problem (1.1).
First of all, we prove that the solution to the nonlinear Cauchy problem (1.1)
can be approximated by the one to the corresponding linearized problem at infinite
time. For given u0 = u0(x), let us define u˜ = e
∆Pstu0 to be the solution to the
linearized Cauchy problem corresponding to (1.1) by{
∂tu˜−∆Psu˜ = 0, x ∈ R
n, t > 0,
u˜|t=0 = u0, x ∈ R
n.
Then, one has the following two lemmas which correspond to the case when s ≤ 1
and s > 1, respectively.
Lemma 4.1 (case for s ≤ 1). Let n ≥ 2, s ≤ 1, and N ≥
[
n
2
]
+ 2. Suppose that
‖u0‖HN∩L1 is sufficiently small, and u(x, t) is a solution to the Cauchy problem
(1.1) obtained in Theorem 1.1. Then, for any t ≥ 0,
(4.1)
∥∥∇k (u− e∆Pstu0) (t)∥∥ ≤ Cρ(t)(1 + t)− n4− k+12 ,
where 0 ≤ k ≤ N , and ρ(t) = ln(1 + t) for n = 2 and ρ(t) = 1 for n ≥ 3.
Proof. Take 0 ≤ k ≤ N . Similar to obtain (3.35), it follows from (3.34) that∥∥∇k (u(t)− e∆Pstu0)∥∥ ≤ I ′4 + I ′5,(4.2)
where I ′4, I
′
5 have the same definitions as I4, I5 in (3.35). In what follows we would
improve the previous estimates on I4, I5 with the help of the obtained time-decay
estimate (1.5). For I ′4, one can apply (2.3) with k replaced by k + 1 and with
p = 1, r = q = 2, so that
(4.3) I ′4 ≤ C
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 ‖g(u)(τ)‖L1 dτ
+ C
∫ t
2
0
e−λ(t−τ)‖∇k+1g(u)(τ)‖dτ := I ′4,1 + I
′
4,2,
where for the term I ′4,1, from Lemma 5.1 and (1.5),
(4.4) I ′4,1 ≤ C
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 ‖u(τ)‖
2
dτ
≤ C
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 (1 + τ)−
n
2 dτ ≤ Cρ(t)(1 + t)−
n
4−
k+1
2 ,
and for the term I ′4,2, by applying Lemma 5.1 and (1.5), one has
(4.5) I ′4,2 ≤ C
∫ t
2
0
e−λ(t−τ)‖u(τ)‖L∞‖∇
k+1u(τ)‖dτ ≤ C(1 + t)−
n
4−
k+1
2 .
Then, plugging (4.4) and (4.5) into (4.3) gives
(4.6) I ′4 ≤ Cρ(t)(1 + t)
−n4−
k+1
2 .
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For the term I ′5, one can apply (2.3) with p = 1, r = q = 2, so that
(4.7) I ′5 ≤ C
∫ t
t
2
(1 + t− τ)−
n
4−
1
2
∥∥∇kg(u)(τ)∥∥
L1
dτ
+ C
∫ t
t
2
e−λ(t−τ)‖∇k+1g(u)(τ)‖dτ := I ′5,1 + I
′
5,2.
Here, for I ′5,1, since ∥∥∇kg(u)(τ)∥∥
L1
≤ C‖u(τ)‖
∥∥∇ku(τ)∥∥
by Lemma 5.1, one has
I ′5,1 ≤ C
∫ t
t
2
(1 + t− τ)−
n
4−
1
2 (1 + τ)−
n
2−
k
2 dτ
≤ C ×
 (1 + t)
−1− k2 ln(1 + t), n = 2,
(1 + t)−
n
2−
k
2 , n ≥ 3.
For I ′5,2, similar to (4.5), one has
I ′5,2 ≤ C
∫ t
t
2
e−λ(t−τ)‖u(τ)‖L∞‖∇
k+1u(τ)‖dτ ≤ C(1 + t)−
n
4−
k+1
2 .
By putting estimates on I ′5,1 and I
′
5,2 into (4.7), one has
(4.8) I ′5 ≤ Cρ(t)(1 + t)
−n4−
k+1
2 .
Thus, (4.2) together with (4.6) and (4.8) yields (4.1) and hence completes the proof
of Lemma 4.1. 
Now, we turn to the case when s > 1. To the end, similar to define N1 in (3.25),
let us define the integer N2 in terms of n ≥ 2, s > 1 and N as follows. Denote
ℓ4(n, s, k) = k + 1 + [(
n+ 1
2
+ k + 1)(s− 1)]+,(4.9)
ℓ5(s, k) = ℓ3(s, k) + ν(s, k), ν(s, k) :=

(k + 1) ([s]+ − 1) , n = 2,
k ([s]+ − 1) , n = 3, 4,
0, n ≥ 5.
(4.10)
Then, N2 is defined by
(4.11) N2 = sup
{
k ∈ Z
∣∣∣∣∣0 ≤ k ≤ [
N
[s]+
], ℓ4(n, s, k) ≤ N,
and ℓ5(s, k) ≤ N
}
.
Lemma 4.2 (case for s > 1). Let n ≥ 2, s > 1 and N ≥ N0, where N0 is given
in (3.24). Suppose that ‖u0‖HN∩L1 is sufficiently small, and u(x, t) is a solution to
the Cauchy problem (1.1) obtained in Theorem 1.2. Then, for any t ≥ 0,
(4.12)
∥∥∇k (u− e∆Pstu0) (t)∥∥ ≤ Cρ(t)(1 + t)− n4− k+12 ,
where 0 ≤ k ≤ N2, and ρ(t) is defined in the same way as in Lemma 4.1.
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Proof. Take 1 ≤ k ≤ N2. Similar to obtain (4.2), one has∥∥∇k (u(t)− e∆Pstu0)∥∥ ≤ I ′′4 + I ′′5 ,(4.13)
where as for I
′
4 and I
′
5 in (4.2), I
′′
4 and I
′′
5 also have the same definitions as I4
and I5 given in (3.35). Once again, in what follows we would improve the previous
estimates on I4, I5 with the help of the obtained time-decay estimate (1.5) in the
case when s > 1. For I
′′
4 that is I4 in (3.35), one can apply (2.4) with k replaced
by k+ 1 and with p = 1, r = q = 2 and ℓ2(s−1) =
n+γ(n)
4 +
k+1
2 for n ≥ 2, so that it
follows
(4.14) I
′′
4 ≤ C
∫ t
2
0
(1 + t− τ)−
n
4−
k+1
2 ‖g(u)(τ)‖L1 dτ
+ C
∫ t
2
0
(1 + t− τ)−
n+γ(n)
4 −
k+1
2 ‖∇k+1+[(
n+γ(n)
2 +k+1)(s−1)]+g(u)(τ)‖dτ
:= I
′′
4,1 + I
′′
4,2.
For the term I
′′
4,1, as in (3.38), one has
(4.15) I
′′
4,1 ≤ CE
op
N1
(t)×
 (1 + t)
−1− k2 ln(1 + t), n = 2,
(1 + t)−
n
4−
k+1
2 , n ≥ 3
≤ CEopN1(t)ρ(t)(1 + t)
−n4−
k+1
2 ,
where the last inequality holds true since n ≥ 2. For the term I
′′
4,2, by applying
Lemma 5.1, one has
I
′′
4,2 ≤ C
∫ t
2
0
(1 + t− τ)−
n+γ(n)
4 −
k+1
2 ‖u(τ)‖L∞‖∇
ℓ4(n,s,k)u(τ)‖dτ(4.16)
≤ CM0(t)(1 + t)
−n+γ(n)4 −
k+1
2
∫ t
2
0
(1 + τ)−
n
2 ‖u(τ)‖HN dτ
≤ CM0(t)
√
EN (t)(1 + t)
−
n+γ(n)
4 −
k+1
2
∫ t
2
0
(1 + τ)−
n
2+
1
4 dτ
≤ CM0(t)
√
EN (t)(1 + t)
−n4−
k+1
2 ,
where the definitions (3.28), (3.26) and (4.9) for M0(t), EN(t) and ℓ4(n, s, k) were
used and we also used (3.40) for all n ≥ 2. Then, combining (4.14), (4.15) with
(4.16) gives
(4.17) I
′′
4 ≤ Cρ(t)(1 + t)
−n4−
k+1
2
[
EopN1(t) +M0(t)
√
EN (t)
]
.
Next, we turn to estimate I
′′
5 in (4.13) or equivalently I5 in (3.35). As in (3.42),
we write for simplicity that I
′′
5 is bounded by the sum of I
′′
5,1 and I
′′
5,2 which have
the same definitions as I5,1 and I5,2, respectively. Then, similar to obtain (3.43), it
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follows that
(4.18) I
′′
5,1 ≤ CE
op
N1
(t)×
 (1 + t)
−1− k2 ln(1 + t), n = 2,
(1 + t)−
n
2−
k
2 , n ≥ 3
≤ CEopN1(t)ρ(t)(1 + t)
−n4−
k+1
2 ,
where n ≥ 2 was used for the last inequality. To estimate I
′′
5,2, notice that from the
definitions (4.10) and (4.11) of ℓ5(s, k) and N2, one can take δ > 0 small enough
such that
1 + [2(1 + δ)(s− 1)]+ + k[s]+ ≤ ℓ5(s, k) ≤ N
for any 0 ≤ k ≤ N2. Then, it follows from Lemma 5.1 that
‖∇1+k+[2(1+δ)(s−1)]+g(u)(τ)‖ ≤ C‖u(τ)‖L∞‖∇
1+k+[2(1+δ)(s−1)]+u(τ)‖
≤ CM0(t)(1 + τ)
−n2 ×

‖∇k+1u(τ)‖HN−(k+1)[s]+ , n = 2,
‖∇ku(τ)‖HN−k[s]+ , n = 3, 4,
‖∇k−1u(τ)‖HN−(k−1)[s]+ , n ≥ 5
≤ CM0(t)
√
EN (t)(1 + τ)
− n2−
η(k)
2 +
1
4
for any 0 ≤ τ ≤ t, where η(k) = k+ 1 for n = 2, k for n = 3, 4 and k− 1 for n ≥ 5.
This further implies
I
′′
5,2 ≤ CM0(t)
√
EN(t)
∫ t
t
2
(1 + t− τ)−(1+δ)(1 + τ)−
n
2−
η(k)
2 +
1
4 dτ
≤ CM0(t)
√
EN (t)(1 + t)
−n4−
k+1
2 −
n+2η(k)−2(k+1)−1
4
∫ t
2
0
(1 + τ)−(1+δ)dτ
≤ CM0(t)
√
EN (t)(1 + t)
−n4−
k+1
2 ,
where n ≥ 2 was used. Therefore, by combining estimates on I
′′
5,1 and I
′′
5,2 above,
one has
(4.19) I
′′
5 ≤ I
′′
5,1 + I
′′
5,2 ≤ Cρ(t)(1 + t)
−n4−
k+1
2
[
EopN1(t) +M0(t)
√
EN (t)
]
.
Thus, (4.13) together with (4.17) and (4.19) yield that for any 0 ≤ t ≤ T ,∥∥∇k (u(t)− e∆Pstu0)∥∥ ≤ C [EopN1(t) +M0(t)√EN (t)] ρ(t)(1 + t)−n4−k+12
≤ Cρ(t)(1 + t)−
n
4−
k+1
2
with 0 ≤ k ≤ N2, where the uniform-in-time boundedness of E
op
N1
(t),M0(t) and
EN(t) was used. This proves (4.12) and hence completes the proof of Lemma
4.2. 
Next, for the initial data u0 given above, we define the desired time-asymptotic
profile u∗ = u∗(x, t) by
u∗(x, t) = G(x, t + 1)
∫
Rn
u0(x)dx,
where G = G(x, t) = (4µsπt)
− n2 e−
|x|2
4µst is the usual Green function of the linear
heat equation. As used in [22], we have the following well-known result.
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Lemma 4.3. Let n ≥ 1, k ≥ 0 and 1 ≤ q ≤ 2. If φ ∈ Lq (Rn), then∥∥∇kxG ∗ φ(t)∥∥ ≤ Ct−n2 ( 1q− 12− k2 )‖φ‖Lq
for any t > 0. Also, if φ ∈ L11 (R
n) and
∫
Rn
φ(x)dx = 0, then∥∥∇kxG ∗ φ(t)∥∥ ≤ Ct−n2 ( 1q− 12− k+12 )‖φ‖L11 ,
for any t > 0.
Based on Lemma 4.3, one can show that eµs∆tu0 is well approximated by u
∗(x, t)
time-asymptotically.
Lemma 4.4. Let n ≥ 1, k ≥ 0, and let u0 ∈ L
1
1 (R
n) and
∫
Rn
u0(x)dx = 0. Then,
(4.20)
∥∥∇k (eµs∆tu0 − u∗) (t)∥∥ ≤ C(1 + t)−n4− k+12
for any t > 0.
Proof. Define
φ0(x) = G(x, 1) = (4µsπ)
−n2 e−
|x|2
4µs .
Then, G(x, t + 1) = G(t) ∗ φ0(x) holds true. Consequently, one can write
eµs∆tu0 − u
∗ = G(t) ∗ (u0 −Mφ0), M :=
∫
Rn
u0(x)dx.
Note that
∫
Rn
φ0(x)dx = 1 and
∫
Rn
(u0 −Mφ0)dx = 0. Therefore, for k ≥ 0, by
applying Lemma 4.3, we deduce that∥∥∇k (eµs∆tu0 − u∗(t))∥∥ = ∥∥∇kG ∗ (u0 −Mφ0)(t)∥∥ ≤ C(1 + t)−n4− k+12
for any t ≥ 0. This proves (4.20) and hence completes the proof of Lemma 4.4. 
Proof of Theorem 1.3: For the solution u to the Cauchy problem (1.1) and the
desired time-asymptotic profile u∗, their difference can be rewritten as
(4.21) u− u∗ =
(
u− e∆Pstu0
)
+
(
e∆Pstu0 − e
µs∆tu0
)
+
(
eµs∆tu0 − u
∗
)
.
Suppose that ‖u0‖HN∩L1 is small enough and u0 ∈ L
1
1 with
∫
Rn
u0 dx = 0. When
s ≤ 1, combining of (4.1), (2.10), (4.20) with (4.21) yields (1.9) for 0 ≤ k ≤ N − 1.
When s > 1, combining of (4.12), (2.11), (4.20) with (4.21) leads to (1.9) for
0 ≤ k ≤ N2. The proof of Theorem 1.3 is complete.
5. Appendix
In this section, we prove some inequalities about Lp upper bounds of some non-
linear terms, which have been used in the previous sections. This first inequality is
about the Lp estimate on any two product terms with the sum of the order of their
derivatives equal to a given integer.
Lemma 5.1. Let n ≥ 1. Let α1 =
(
α11, · · · , α
1
n
)
and α2 =
(
α21, · · · , α
2
n
)
be two
multi-indices with
∣∣α1∣∣ = k1, ∣∣α2∣∣ = k2 and set k = k1 + k2. Let 1 ≤ p, q, r ≤ ∞
with 1/p = 1/q + 1/r. Then, for uj : R
n → R (j = 1, 2), one has
(5.1)
∥∥∥∂α1u1∂α2u2∥∥∥
Lp(Rn)
≤ C
(
‖u1‖Lq(Rn)
∥∥∇ku2∥∥Lr(Rn) + ‖u2‖Lq(Rn) ∥∥∇ku1∥∥Lr(Rn))
for a constant C independent of u1 and u2.
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Proof. It is similar to the proof for the case of n = 1 given in [10, Lemma 4.1].
Here, for the convenience of readers, we present a complete proof for the multi-
dimensional version. First, for j = 1, 2, set θj =
kj
k and define pj by
1
pj
=
1− θj
q
+
θj
r
.
It is straightforward to verify 1p =
1
p1
+ 1p2 since θ1 + θ2 = 1. Therefore, applying
the Ho¨lder inequality, the Gagliardo-Nirenberg inequality and the Young inequality,
one has
‖∂α1u1∂
α2u2‖Lp(Rn) ≤
∥∥∥∂α1u1∥∥∥
Lp1(Rn)
∥∥∥∂α2u2∥∥∥
Lp2(Rn)
≤ C
(
‖u1‖
1−θ1
Lq(Rn)
∥∥∇ku1∥∥θ1Lr(Rn))(‖u2‖1−θ2Lq(Rn) ∥∥∇ku2∥∥θ2Lr(Rn))
= C
(
‖u1‖Lq(Rn)
∥∥∇ku2∥∥Lr(Rn))θ2 (‖u2‖Lq(Rn) ∥∥∇ku1∥∥Lr(Rn))θ1
≤ C
(
‖u1‖Lq(Rn)
∥∥∇ku2∥∥Lr(Rn) + ‖u2‖Lq(Rn) ∥∥∇ku1∥∥Lr(Rn)) ,
where the following Gagliardo-Nirenberg inequality over Rn was used:
∥∥∇kjuj∥∥Lpj (Rn) ≤ ∥∥∇kuj∥∥θjLr(Rn) ‖uj‖1−θjLq(Rn)
with 1pj =
kj
n + θj
(
1
r −
k
n
)
+ (1 − θj)
1
q , j = 1, 2. Then (5.1) follows. The proof of
Lemma 5.2 is complete. 
The second inequality is the generalization of Lemma 5.1 up to the case of
products of several terms.
Lemma 5.2. Let n ≥ 1, l ≥ 2 be integers. Let αj = (αj1, · · · , α
j
n), 1 ≤ j ≤ l, be
multi-indices with |αj | = kj,1 ≤ j ≤ l, and set k = k1+ · · ·+kl. Let 1 ≤ p, q, r ≤ ∞
with 1/p = 1/q + 1/r. Then, for u = (u1, · · · , ul) : R
n → Rl, one has
(5.2)
∥∥∥∥∥∥
l∏
j=1
∂α
j
uj
∥∥∥∥∥∥
Lp(Rn)
≤ C ‖u‖l−2L∞(Rn) ‖u‖Lq(Rn)
∥∥∇ku∥∥
Lr(Rn)
for a constant C independent of u.
Proof. Once again, it is similar to the proof for the case of n = 1 as in [13, Lemma
4.1]. In fact, for j = 1, · · · , l, set θj =
kj
k and define pj by
1
pj
=
1− θj
(l − 1)q
+
θj
r
.
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Notice 1p =
1
p1
+ · · · + 1pl since θ1 + · · · + θl = 1. Therefore, applying the Ho¨lder
inequality and the Gagliardo-Nirenberg inequality, one has∥∥∥∥∥∥
l∏
j=1
∂α
j
uj
∥∥∥∥∥∥
Lp(Rn)
≤
l∏
j=1
∥∥∥∂αjuj∥∥∥
Lpj (Rn)
≤ C
l∏
j=1
(
‖uj‖
1−θj
L(l−1)q(Rn)
∥∥∇kuj∥∥θjLr(Rn))
≤ C
l∏
j=1
(
‖uj‖
l−2
l−1 (1−θj)
L∞(Rn) ‖uj‖
1−θj
l−1
Lq(Rn)
∥∥∇kuj∥∥θjLr(Rn))
≤ C
l∏
j=1
(
‖u‖
l−2
l−1 (1−θj)
L∞(Rn) ‖u‖
1−θj
l−1
Lq(Rn)
∥∥∇ku∥∥θj
Lr(Rn)
)
= C ‖u‖
l−2
L∞(Rn) ‖u‖Lq(Rn)
∥∥∇ku∥∥
Lr(Rn)
,
where similarly before, we used the Gagliardo-Nirenberg inequality over Rn∥∥∇kjuj∥∥Lpj (Rn) ≤ ∥∥∇kuj∥∥θjLr(Rn) ‖uj‖1−θjLq(Rn)
with
1
pj
=
kj
n
+ θj
(
1
r
−
k
n
)
+ (1− θj)
1
(l − 1)q
for each j = 1, · · · , l. This proves Lemma 5.2. 
From Lemma 5.2, we have the following corollary, which provides a limit situation
of (5.2).
Corollary 5.1. Let n ≥ 1 and 1 ≤ p ≤ ∞. Let α = (α1, · · · , αn) be a multi-index
with |α| = k. Assume that F (u) is a smooth function of u. Then, there is a constant
C(‖u‖L∞(Rn)) depending only on ‖u‖L∞(Rn) with C(ε)→ 0 when ε→ 0 such that
‖∂α (F (u)uxi)‖Lp(Rn) ≤ C(‖u‖L∞(Rn))
∥∥∇k+1u∥∥
Lp(Rn)
for all 1 ≤ i ≤ n.
Proof. By Leibniz formula, for each 1 ≤ i ≤ n,
∂α (F (u)uxi) = F (u)∂
αuxi +
k∑
|β|=1
Cβα∂
βF (u)∂α−βuxi
= F (u)∂αuxi +
k∑
|β|=1
Cβα
|β|∑
l=1
F (l)(u)
∑
α1+···+αl=β
|αj |≥1,1≤j≤l
Cα1,··· ,αl
l∏
j=1
∂α
j
u∂α−βuxi.
Define αl+1 = α − β + ei = α − β + (0, · · · , 0, 1, 0, · · · , 0). Then, it follows from
Lemma 5.2 that
‖∂α (F (u)uxi)‖Lp(Rn) ≤ ‖F (u)∂
αuxi‖Lp(Rn) + C
k∑
|β|=1
|β|∑
l=1
∥∥∥∥∥∥
l+1∏
j=1
∂α
j
uj
∥∥∥∥∥∥
Lp(Rn)
≤ C(‖u‖L∞(Rn))
∥∥∇k+1u∥∥
Lp(Rn)
.
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This proves Corollary 5.1. 
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