Abstract It has become widely recognized that user feedback can play a fundamental role in facilitating information integration tasks, e.g., the construction of integration schema and the specification of schema mappings. While promising, existing proposals make the assumption that the users providing feedback expect the same results from the integration system. In practice, however, different users may anticipate different results, due, e.g., to their preferences or application of interest, in which case the feedback they provide may be conflicting, thereby deteriorating the quality of the services provided by the integration system. In this paper, we present clustering strategies for grouping information integration users into groups of users with similar expectations as to the results delivered by the integration system. As well as grouping information integration users, we show that clustering results can be used as inputs to a wide range of functionalities that are relevant in the context of crowd-driven information integration. Specifically, we show that clustering can be used to identify feedback of relevance to a given user by exploiting the feedback provided by other users in the same cluster. We report on evaluation exercises that assess the effectiveness of the clustering strategies we propose, and showcase the benefits communityand crowd-driven information integration can derive from clustering.
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Introduction
Information integration is difficult. Essentially, the difficulty lies in devising schema mappings that populate the elements of the integration schema using given data sources. To face this challenge, there has recently been growing interest in guiding the specification of schema mappings using feedback solicited from end users [4, 8, 9, 19, 28] . For example, Jeffery et al. [19] developed a decision-theoretic framework for specifying the order in which candidate mappings can be confirmed by soliciting feedback from users, with the objective of providing the most benefit to a data integration system.
As existing proposals demonstrate [4, 8, 9, 19, 22, 28] , feedback can play a key role in facilitating the construction of information integration systems. However, a user may need to provide a sizable number of feedback instances before the quality of the services provided by the integration system reaches a satisfactory level. To address the problem of feedback scarcity, a handful of researchers investigated the use of feedback solicited from communities of users [22] , or more generally through the crowd [19, 22, 31, 32] . For example, McCann et al. [22] developed a community-based approach that solicits feedback on matches from the multitude of community members. The idea is to use collectively the feedback provided by the members of given community, thereby ensuring that the quality of the services provided by the information integration system quickly reaches an acceptable level. Wang et al. [31] and Whang et al. [32] explored the use of crowdsourcing techniques for leveraging entity resolution. Specifically, the crowd members are presented with a set of record pairs with the objective of identifying the pairs of records that are semantically equivalent.
While promising, the above proposals make the assumption that the users providing feedback have the same expectations as to the results that should be delivered by the integration system. In practice, however, different users may have different expectations from the integration, in which case the quality of the services provided by the integration system may deteriorate due to conflicts in feedback. By user expectations, we mean the results that the user anticipates from the integration system. The difference in expectations between users may be due to differences in their preferences, or to their domain and application of interest.
The difference in users' expectations can be captured by analyzing metadata that describe, e.g., their fields and applications of interest. However, such metadata are not always available, and when they are, they may be misleading. For example, two scientists who work on the same field, e.g., proteomics, may be judged as having the same expectations. Yet, one may be interested in using the integration system to profile proteins functionalities of a given species, whereas the other is interested in identifying protein interactions of a different species. In these cases, user feedback seems to be a better source of information. For example, to deal with the low precision of wrappers of web resources that are generated based on metadata, Crescenzi et al. [10] showed that the quality of the wrappers Fig. 1 Examples of tuples of the FavoriteCit y relation annotated with feedback from two users generated using crowd feedback is better than the wrappers generated based on generic metadata.
To illustrate the case of users with different expectations, consider an information integration system providing integrated access to information about geographical areas. In particular, the integration system contains a relation, FavoriteCit y, that provides information about favorite cities in the world. Figure 1 illustrates example tuples of the FavoriteCit y relation. Different users have different preferences as to the criteria a city must meet to be listed among his/her favorites. For example a given user, user 1 , may prefer cities that are located near ski resorts, whereas another user, user 2 , would prefer cities located near a beach. Because of this, some of the feedback instances supplied by the two users (see Fig. 1 ) are conflicting: the tuples t 1 , t 3 and t 6 are true positives for user 1 and are false positives for user 2 , and the tuples t 2 and t 5 are true positives for user 2 and false positives for user 1 . Tuple t 4 refers to the city of Manchester, which is a false positive for both users as it is not located near a ski resort or a beach. Using the feedback instances provided by the two users, e.g., to identify the mapping to be used to populate the FavoriteCit y relation, may deteriorate the quality of the integration system over time, e.g., the mappings constructed or selected in the light of the feedback provided by the two users may miss a large number of true positives for both users. This simple example shows the need to identify groups of users with similar expectations as to the results that should be provided by the integration system, e.g., user 1 and user 2 should belong to different groups. Grouping users ensures that if used collectively, the feedback instances the users provide can improve the quality of the integration system.
We consider for the purposes of this paper feedback of the above form, that comments on the membership of tuples to relations in the integration schema. We have shown in previous work [3, 25] , that schema mappings can be selected, refined and annotated with metrics specifying their fitness based on this kind of feedback. We have also showed through empirical exercises that feedback scarcity impacts negatively on the quality of the data integration system. For example, we have shown that using a few feedback instances, e.g. 10, commenting on tuple membership to a relation in the integration schema, the precision estimates computed for assessing the quality of the schema mappings that are candidates to populate such a relation, suffer from a high error [3] .
In this paper, we show how clustering [18] can be used to identify groups of users with similar expectations as to the results delivered by the integration system. Specifically, given a set of users, we use clustering to identify groups of users with similar expectations. Users can be clustered by comparing the feedback instances they provide, i.e., by comparing the feedback given by different users on the same tuples. The more overlapping and less conflicting the feedback provided by two users, the more likely they are to belong to the same cluster.
Because users provide feedback only on a subset of the tuples presented to them, and because the number of tuples that can be used to populate a given relation in the integration schema can be large, the chance that the same tuple is annotated by more than one user may be small. As a result the above clustering strategy performs poorly, as the experimental results that we will report on later in the paper show, due to the sparsity of the feedback provided by users. To overcome this problem, we devised a second clustering strategy that measures similarity between users as to the results they expect from the integration by using mapping precision estimates that are computed based on the feedback provided by users. Such annotations are estimates that assess the fitness of schema mappings in the information integration system to the expectations of a given user based on the feedback supplied by that user. Given a schema mapping, the closer the respective precision estimates computed based on the feedback supplied by two users, the more similar are their expectations from the integration. Unlike the first strategy, users do not have to provide feedback annotating the same tuples. We show that this clustering strategy produces good quality clustering with only a small amount of feedback.
Clustering results can be used to leverage the process by which user expectations from the integration are ascertained. In particular, the expectations of individual users from the integration system can be learned using the feedback supplied by the cluster to which they belong. We empirically investigate the amount of feedback gained by using clustering results to learn the expectations of individual users from the integration system. We also present a method to accelerate the process by which the expectations of new users of the integration system are ascertained. To do so, we cast this problem as a classification problem whereby new users are assigned to existing clusters.
Clustering can be used to improve the quality of information integration systems. For example, it can be used to improve the quality of schema mappings by refining them to meet the expectations of the users within a cluster [3] . In this paper, we report on the results of two applications of clustering. The first shows that the feedback supplied by a cluster can be used to select the schema mappings that fit best the expectations of the users within the cluster. We also show that clustering can be used to identify malicious users, i.e., users who provide misleading feedback with the objective of hampering the process by which the quality of the information integration system is improved.
The contributions we make in this paper enable crowd-based information integration using clustering. While in a general setting the workers in the crowd are different from the users who exploit the integration system, in our setting, the users of the information integration system are enlisted to be the workers who, through their feedback, improve the quality of the information integration system. Specifically, we make the following contributions:
1. Strategies for clustering information integration users: we present and examine distance functions that can be used to group information integration users (in Sect. 3). 2. Methods for learning feedback for users, as to their expectations from the integration system, based on clustering: we estimate the benefit in terms of feedback that individual users gain, i.e. do not have to provide, by using clustering results (in Sect. 4). We also present a method whereby new users are assigned to the (existing) cluster that best meets their expectations (in Sect. 5). 3. Clustering applications: we show that clustering can be used to improve the quality of an information integration system. Specifically, we show that it can be used to identify the mappings that best meet the expectations of users, and to identify malicious users (in Sect. 6).
Additionally, we present the feedback model we consider in this paper, and show how user feedback can be used to annotate schema mappings with precision estimates in Sect. 2. We analyze and compare existing works to ours in Sect. 7, and conclude the paper in Sect. 8.
Background: user feedback and schema mappings
Schema mappings are fundamental elements to any data integration system. They are used to specify the extent of an integration schema using data retrieved from existing sources [15] . Without loss of generality in terms of the results presented on clustering, we consider global-as-view mappings [20] , which relate one element in the integration schema to a query over the source schemas. Specifically, given a relation r i in the integration schema, a mapping m that is used to populate r i is specified by the pair m = r i , q s , where q s is a relational query over the source schemas. We use m.integration to refer to r i , and m.source to refer to q s .
The specification of schema mappings is difficult and time consuming. It requires deep knowledge of the contents of the sources to be integrated, as well as the expectations of end users as to the results that should be delivered by the integration system. To overcome these difficulties and to reduce the upfront costs required to set up the data integration system, existing schema matching techniques can be used to produce the input for algorithms capable of automatically generating the mappings between the integration schema and the source schemas (e.g., [12, 23, 24, 27] ). Multiple matching mechanisms can be used, each of which could give rise to multiple mapping candidates for populating the elements of the integration schema. Given a relation r in the integration schema, we refer to the mappings that are output by mapping generation techniques to populate r using the term candidate mappings.
To assess the quality of the candidate mappings of a given relation r , such mappings can be labeled by scores that are computed based on the confidence of the matches used as input for their generation (e.g., [13] ). This approach does not guarantee, however, that the candidate mapping with the highest score best fits the expectations of end users. This is because the confidences of matches are generated based on heuristics [6, 17] , that typically have little information on domain semantics.
In this paper, we use a different source of information for assessing the fitness of candidate mappings, namely user feedback. In doing so, the user is not provided with a set of (possibly complex) mapping expressions; rather, s/he is given a set of answers to a query issued against the integration schema that was answered using one or more of the candidate mappings. To further illustrate the kinds of feedback that can be supplied, assume that the user issued a query to retrieve the tuples of the relation r i in the integration schema, that was evaluated using one or more mappings that are candidates for populating r i , and that the query results were displayed to the user. The user then examines and comments on the results displayed using the following kinds of feedback: (i) that a given tuple was expected in the answer (true positive), (ii) that a given tuple was not expected in the answer (false positive), and (iii) that an expected tuple was not retrieved (false negative).
In what follows, given a mapping candidate m for populating a relation r in the integration schema, and given a set of feedback instances U F supplied by the user, we use t p(m, U F), f p(m, U F), f n(m, U F), respectively, to denote the true positives, false positives and false negatives of m given the feedback instances in U F.
The quality of mapping candidates to populate a relation r in the integration schema can be quantified using precision [30] , i.e., the fraction of the tuples retrieved by the mapping candidate that meet user expectation from the integration. Of course, we cannot compute this metric since it requires the availability of the extent of r , i.e., the set of tuples that belong to r in the users' conceptualization of the world. Notice, however, that the feedback instances supplied by users provide partial information about the extent of r . Specifically, they allow the identification of (some of the) true positives, false positives and false negatives of a given candidate mapping. Using this information, we can compute the precision relative to (the extent of r identified through) the feedback supplied by the user. Specifically, we define the precision estimate of a mapping m relative to the feedback instances in U F as the ratio of the number of true positives of m given U F to the sum of true positives and false positives of m given the feedback instances in U F. That is:
where |s| denotes the magnitude of the set s. We use the following notation in the rest of the paper.
-Given a user u, we use U F u to refer to the set of feedback instances provided by u, and given a cluster c, U F c is the union of the feedback provided by the users within the cluster c. -expected(U F) is the set of tuples that are annotated either as true positive or false negative given the feedback in U F. -unexpected(U F) is the set of tuples that are annotated as false positives given the feedback in U F.
Clustering users
This section presents three strategies that we devised for clustering information integration users, and reports on evaluation exercises for assessing their effectiveness.
Clustering strategies
There are many algorithms for clustering that are readily available in the literature [18] . To make use of such algorithms, however, we need to define a function for measuring the distance between user expectations from the integration system. It is worth stressing here that we do not aim to develop yet another clustering algorithm or to identify the best existing clustering algorithm. Instead, our objective is to devise a distance functions, that can be used by such algorithms, to effectively group information integration users. The distance between two users can be computed by comparing the feedback they supply. Specifically, the more overlapping and less conflicting their respective feedback instances, the smaller the distance between users. The functions distance overlap and distance conflict , defined below, can be used to measure the distance between two users in terms of overlap and conflict in feedback.
where:
The functions distance overlap and distance conflict are likely to require a large number of feedback instances before the clusterings obtained are similar to the ground truth clustering, i.e., the clustering obtained when all the tuples retrieved by the mappings are annotated by every user. This is because the chances that the same tuple is annotated by different users is small, when the number of feedback instances given by the users is small. (This observation will be confirmed in the empirical exercises that we report on Sect. 3.2). We, therefore, explored a second clustering strategy. As described in Sect. 2, feedback can be used to annotate schema mappings with precision estimates. Given a mapping m, users with similar expectations as to the results delivered by the integration system are likely to be associated with similar precision estimates, and, conversely, users with different expectations are likely to be associated with disparate precision estimates. Therefore, we can measure the distance between users by comparing precision estimates, computed based on the feedback they provide, for annotating schema mappings. The function distance precision , defined below, can be used for this purpose.
where pr ec(m, U F) is the precision estimate computed for the mapping m given the feedback instances in U F as defined in Sect. 2.
The distance in terms of precision estimates for candidate mappings calculated using Eq. (2) ensures that two users who expect the same results from the integration are grouped within the same cluster. However, two users who have different expectations may be grouped in the same cluster. This is because the precision of a given mapping can be the same for two users who have different expectations: different sets of expected and unexpected results may yield the same precision estimates. Note, however, that the likelihood that such a phenomenon occurs diminishes when there are multiple mapping candidates that retrieve different (and not necessarily disjoint) result sets. Specifically, the likelihood that two users who have different expectations have similar ground truth precision for multiple mapping candidates is low when the mapping candidates retrieve different data sets. That said, we explored a source of information that can be used to overcome the above problem. Specifically, in addition to using mapping precision estimates, we explored the use of conflicts in feedback that users provide. As we mentioned earlier, the likelihood that two users provide feedback annotating the same tuple is small. Because of this, we explored an approach whereby a proportion of the feedback given by users is provided on the same tuples. To illustrate this, consider that each user provides n feedback instances. Of these n feedback instances, users need to provide p feedback instances annotating the same p tuples, which we refer to as common tuples. The difference in expectations between two users is then estimated based on the feedback given on the p common tuples using the following distance:
where commonT uples denotes the set of tuples that received feedback from both u i and u j , and con f lict commonT uples (u i , u j ) refers to the tuples in commonT uples that were given conflicting feedback by the users u i and u j . Using the Eqs. (1) and (2), the following weighted distance can be used to estimate the distance between two users:
where 0 ≤ w i , w j ≤ 1, and w i + w j = 1.
Before assessing the effectiveness of the functions presented so far, it is worth noting that all of them satisfy the positive definiteness [1] . On the other hand, they do not satisfy the triangular inequality, which is required in a metric space [5] . That said, several clustering algorithms, for example the hierarchical clustering algorithm that we will use in the next section, do not require this last condition. In other words, there are several clustering algorithms that can use the distance functions we devised to group information integration users.
Evaluation
The distance functions presented in the previous section can be used to cluster information integration users into groups. In general, one would expect users to provide a small number of feedback instances relative to the size of an extent. Consider, for instance, our earlier example regarding the information integration system providing information about geographical areas. It is unrealistic to expect a user to provide feedback instances identifying every tuple that should or should not be used to populate the FavoriteCit y relation. Instead, a user is likely to provide some examples of tuples that are expected to belong to the FavoriteCit y relation and others that are not. This raises the following question regarding the quality of clusterings computed based on the above distances: is the clustering obtained using a small amount of feedback close to the ground truth clustering, i.e., the clustering obtained with complete knowledge of users expectations? To answer this question, we ran an experiment, with the following objectives in mind.
Experiment objectives
1. To assess and compare the effectiveness of the distance functions devised in the previous section. The smaller the amount of feedback necessary, the more effective is the function. 2. To examine how sensitive clustering results are to the population size, to the number of ground truth clusters, and to the ground truth distances between the clusters. In other words, do these parameters influence the amount of feedback necessary to converge to the ground truth clustering?
Experiment setup
We clustered users of an information integration system using distance overlap and distance conflict by varying the number of feedback instances they provide. Specifically, we considered the following setting. We defined the relation FavoriteCity(name, country, province) in the integration schema, and manually created 5 mapping candidates, m 1 , . . . , m 5 for populating such a relation using data from the Mondial geographical database. 1 The mappings are of the following form: To specify the ground truth expectations of users as to the tuples that they are expecting to be used to populate the integration relation FavoriteCit y, we defined three groups of users {1, 2, 3, 4}, {5, 6, 7, 8, 9} and {10, 11, 12, 13, 14, 15}. Then, for each group (and therefore the users within the group), we randomly selected a subset of the 2,523 tuples, returned by the candidate mappings m 1 , . . . , m 5 , and set it to be the set of ground truth tuples expected by the users in the group. When selecting the tuples that are expected by each group of users, we made sure that the three user groups have both overlapping and conflicting expectations.
To cluster users, we use the hclust algorithm provided by the R statistical framework. 2 for performing hierarchical clustering. We chose hierarchical clustering mainly because, unlike most clustering algorithms, it does not require as input the number of clusters to be identified. We note here again that our objective is not to evaluate the pros and cons of a specific clustering algorithm, rather, we aim to evaluate the effectiveness of the functions used for measuring the distance between users in the light of feedback provided by users.
To assess the quality of the clustering obtained based on feedback, we started our experiment by clustering users based on ground truth expectations. Specifically, we computed the distance, distance overlap , in terms of overlap between every pair of users based on complete knowledge of expectations. Using the distances computed, we clustered users using the hclust algorithm. The ground truth clustering obtained is depicted by the dendrogram illustrated in Fig. 2 . A dendrogram is a tree that visualizes hierarchical clustering results. Leaf nodes represent users, which are identified by integers. The leaf nodes are spaced evenly along the x-axis. Inner nodes in the dendrogram are used to specify that at a given distance, which is specified by the vertical axis, two clusters (users) are merged in one cluster. Consider, for example, the dendrogram illustrated in Fig. 2 . It specifies that the two clusters {5, 6, 7, 8, 9} and {10, 11, 12, 13, 14, 15} are merged into one cluster at a distance of 0.43, and that the clusters {1, 2, 3, 4} and {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15} are merged into one cluster at a distance of 0.74.
Note that the ground truth clustering using the distance in terms of conflict, distance conflict , is the same as that obtained using the distance in terms of overlap, distance overlap . The distances in term of overlap and conflict are equal when the ground truth expectations of users are known. This is because the following 
We then clustered the above users based on feedback. Specifically, we ran the following procedure multiple times by varying the value of the variable n, which represents the number of feedback instances supplied by each user, from 10 to 500. To generate a feedback instance for a given user u i , we randomly select a tuple t in the set of tuples generated by the candidate mappings. If the tuple t belongs (resp. does not belong) to the ground truth expectations of the user u i , then it is annotated as an expected (resp. unexpected) tuple for the user u i and added to the set of feedback instances for u i .
1. For each user 2. Generate randomly n feedback instances 3. Cluster users based on distance in overlap 4. Cluster users based on distance in conflict We then re-ran the above procedure, but this time using mapping precision estimates to form clusters, i.e., using the function distance precision (see (2)).
To assess the effectiveness of the third clustering strategy that uses the distance function in Eq. (4) in situations where mapping precision is the same for users who have different expectations as to the results delivered by the integration, we ran an experiment with the following setting: w i = w j = 1 2 , and the fraction of feedback that is given on common tuples is 1 10 . We also modified the ground truth expectations of the users 1, . . . , 15, so that some of the users who belong to different clusters have the same precision estimates for candidate mappings. Specifically the following pairs of users, who belong to different clusters, have the same precision estimates: 1, 5 , 2, 11 , and 6, 13 . To do so, we had to specify mapping candidates that allow Fig. 3 Clustering obtained using distance overlap based on 100 feedback instances for this. Using the initial mapping candidates, it was difficult to define ground truth expectations for the users such that the above pairs of users have the same precision estimates. 3 To assess the sensitivity of the clustering results, we re-ran the above experiment by varying the number of users and that of the numbers of clusters in the ground truth clustering. Specifically, we varied the number of users to be clustered from 15 to 1,000 (specifically, we considered the following population sizes: 15, 50, 100, 500 and 1,000), and varied the number of ground truth clusters to be found from 3 to 15. We also varied the ground truth distance between clusters from 0.005 to 0.5. For each distance, we clustered users using different amounts of feedback to identify the minimum number of feedback instances required to distinguish between the two clusters.
Experiment results
The results of this experiment revealed that the distances in terms of overlap and conflict are not effective in the sense that they yield clusterings that are different from the ground truth clustering using (even) large amounts of feedback. show that using 100 feedback instances, the structure of the clustering obtained using both distance overlap and distance conflict is different from the ground truth clustering. Using 200 feedback instances, the structure of the obtained clustering resembles the structure of the ground truth clusterings. However, the error in the distances between clusters is high. This error remains high even when each user contributes 500 feedback This disappointing result is due to the sparsity of the feedback supplied by users. Indeed, the likelihood that the same tuple is annotated by two users is small. To illustrate this, consider that two users u 1 On the other hand, the experiment showed that that the clusterings obtained using the distance based on mapping precision estimates (see Eq. (2)) are close to the ground truth clustering using small amounts of feedback. For example, Figs. 10, 11 and 12 show the clusterings obtained when the number of feedback instances provided by each user is 50, 100 and 200, respectively. Using 50 feedback instances, which is relatively small as it represents 2 % of the tuples returned by the candidate mappings, the structure of the clustering obtained (Fig. 10) is close to the structure of the ground truth clustering (Fig. 9) . Moreover, the distances between users and clusters are close to the ground truth distances. As the amount of feedback increases, the structure of the clustering and the distances improve in the sense that they approach the ground truth clustering (see Figs. 11 and 12 ). This positive results can be explained by the facts that: (i) the expectation of users from the integration can be compared even when the feedback instances they provide annotate different tuples, and (ii) the error in the precision estimates computed for mapping candidates decreases substantially in the first feedback iterations [3] .
Regarding the third clustering strategy, which can be used in situations where mapping precision is the same for users who have different expectations as to the results delivered by the integration. The results of the experiment showed the effectiveness On the other hand, we recorded an increase in the cost, i.e., the amount of feedback, required to reach a clustering that is close to the ground truth clustering. For example, each user had to provide 160 feedback instances to obtain a clustering similar to the ground truth clustering. That amount of feedback can be decreased by increasing the fraction of feedback given on common tuples. For example, the number of feedback instances required to reach a clustering similar to the ground truth clustering decreases from 160 to 110 when the fraction of feedback given on common tuples is 0.5.
Note, however, that by increasing the fraction of feedback given on common tuples, the benefit that can be derived from clustering decreases. In particular, when all users provide feedback annotating the same tuples, i.e., when the fraction of feedback given on common tuples is 1, we cannot ascertain new feedback for a given user by utilizing the feedback supplied by other users in the same cluster. To illustrate this, consider a cluster c that contains two users u i and u j , and consider that u i (resp. u j ) supplied feedback annotating the set of tuples T i (resp. T j ). If T i = T j , then we can use the feedback supplied by u i to learn the feedback that u j would give to annotate the set of tuples in T i − T j . On the other hand, if T i = T j , i.e., u i and u j supplied feedback annotating the same tuples, then we will not be able to infer new feedback for u i nor u j . Given the poor results of the clustering based on user feedback, i.e., using the distance functions distance overlap and distance conflict , we focused in our analysis of the sensitivity of clustering results on the clustering based on mapping precision estimates, i.e., the distance function distance precision . In this respect, the experiment showed that clustering is not sensitive to population size or to the number of clusters: the number of feedback instances required from each user to obtain a clustering similar to the ground truth clustering remains more or less the same, i.e., 50. However, the experiment showed that the clustering results were sensitive to the ground truth distance between clusters. Specifically, as illustrated in Table 1 , as the distance between the clusters decreases, the minimum number of feedback instances required to identify the two clusters increases. Specifically, the clusters can be identified with a small amount of feedback, i.e. 20, when the distance between the clusters is 0.5. On the other hand, when the distance between the clusters is small, 0.05, a large amount of feedback, 670 feedback instances, is needed. This is a understandable result, since the task is harder when the clusters are similar.
Feedback sampling
In the experiment that we reported on in the previous section, we have used a uniform random generator to select the tuples on which feedback is given. That is, tuples have the same chance of being picked by the users to be annotated. This raises the question as to whether other random generators, whereby tuples do not have the same chance of being picked for annotation, would yield different clustering results.
To answer the above question, we re-ran the experiment presented in the previous section and used a normal random generator, instead of a uniform one. Specifically, the tuples, on which feedback is given, are randomly selected using a normal (gaussian) Fig. 13 Clustering obtained based on 100 feedback instances generated using a normal random generator with a standard deviation of 0.02 distribution. In doing so, we changed the following parameters of the generator: the median of the distribution, and the standard deviation. We clustered users using the three distance functions presented in the paper: based on overlap in feedback instances, distance overlap , based on conflict in feedback instances, distance conflict , and based on the precision estimates computed for the schema mappings, distance precision .
The results of this experiment showed that for clustering based overlap and conflict in feedback instances, the use of a normal distribution yields clustering of better quality compared with uniform distribution. More importantly, the experiment showed that the smaller is the standard deviation of the distribution, the better is the quality of the clustering. For example, in the case of distance overlap , using 100 feedback instances that are generated using a distribution with a standard deviation of 0.02 (Fig. 13) we obtain a clustering of better quality than that obtained with a standard deviation of 0.4 (Fig. 14) . The ground truth clustering is illustrated in Fig. 2 . This can be explained by the fact that for distributions with small standard deviations, the chances that different users choose to annotate the same tuple, which then contribute in the computation of distance overlap and distance conflict , is high. Inversely, for distributions that have a large standard deviation, the chances that different users choose to annotate the same tuple are low. Therefore, different users provide feedback instances that do not contribute in the computation of the distances distance overlap and distance conflict .
Regarding clustering based on the distance precision , we did not observe any change in the clustering obtained using uniform or normal distribution. Moreover, changing the standard deviation of the distribution did not have an effect on the clustering quality. This can be explained by the fact that, unlike distance overlap and distance conflict , distance precision does not require the same tuple to be annotated by different users for the feedback to contribute to the computation of the distance. This is because this distance uses precision estimates of the mappings.
Estimating the benefit users derive from clustering
In essence, the benefit that a given user u derives from a cluster c can be defined in terms of the feedback instances that are supplied within the cluster c, which can be used to learn more about the expectations of u. When the expectations captured by the cluster meet the exact expectations of the user from the integration system, i.e., the feedback instances provided within the cluster c are consistent with the expectations of the user u, the benefit that u derives from c can be defined as the amount of feedback that u gains by using the feedback instances within c. That is: bene f it (u, c) = |U F c − U F u |, i.e., the magnitude of the set U F c − U F u . Without loss of generality, in what follows, we will confine ourselves to the case in which the user did not provide any feedback. In other words, we focus on estimating the value of the feedback supplied within a given cluster to the user. The benefit can, therefore, be defined as:
In practice, the expectations of the user and those captured by the cluster may not be exactly the same, in which case, the above formula cannot be used because some of the feedback instances supplied within the cluster may be inconsistent with the ground truth expectations of the user. This raises the question as to how the benefit can be estimated when the user expectations, although similar to, are not the same as the expectations captured by the cluster. In what follows, we present a method that we propose to estimate the benefit by using the error in precision estimates of schema mappings.
Consider a user u, a cluster c and the mapping candidates m 1 , . . . , m n to populate relation r , and consider that the feedback instances in U F c are provided within the cluster c to annotate tuples of the r relation. The feedback instances in U F c can be used to compute the precision estimates for the mappings m 1 , . . . , m n . Let err c be the average error in precision estimates computed based on the feedback in U F c given the expectations of the user u. We define the benefit that a user u derives from the cluster c as the number of feedback instances that the user u needs to provide in order that the average error in precision estimates computed based on the feedback supplied by u, err u , is equal to err c .
Note that the benefit that a user gains depends on the amount of feedback supplied within the cluster, but also on the distance between the user expectations and the expectations captured by the cluster. In particular, one would expect that the benefit increases as the distance between user and cluster decreases. The distance between user and cluster expectations can be defined as follows:
where extent (r ) denotes the extent of the r relation, and con f lict gt (u, u i ) is the set of tuples in extent (r ) that are expected according to the ground truth expectations of u and are unexpected according to the ground truth expectations of u i , or vice-versa.
Evaluation

Experiment objective
To identify the situations in which a user u derives benefit from a cluster c considering the following parameters: the amount of feedback provided within the cluster and the distance between the user and the cluster.
Experiment setup
We computed the benefit that u derives by varying the values of the following parameters: (i) the number of feedback instances supplied by the cluster c, and (ii) the distance between the expectations of u and the expectations captured by the cluster c. Specifically, the number of feedback instances supplied within a cluster varies between 0 and 1,000, and the distance between the user and the cluster varies between 0.05 and 0.3. We chose 0.3 as a maximum distance value, because sensitivity analysis showed that for distances greater than 0.3 the user does not gain any benefit regardless of the amount of feedback supplied by the cluster.
We used the data from the experiment reported in Sect. 3. Specifically, we considered the FavoriteCit y relation and the schema mapping candidates for populating that relation using data from the Mondial Geographical database.
The experiment consisted of two stages. In a first stage, we computed err u , the average error in precision estimates for the candidate mappings given the expectations of the user u and given the feedback supplied by the user u. To do that, we applied the following procedure iteratively by varying n u , the number of feedback instances supplied by the user u, from 10 to 1,000 feedback instances. 1. Generate randomly n u feedback instances for the user u 2. Compute the precision estimates for the candidate mappings 3. Compute the average error in precision estimates err u In a second stage, we computed err c , the average error in precision estimates for the candidate mappings given the expectations of the user u and given the feedback supplied by the cluster c that is distant by d from the expectations of the user u. To do that, we applied the following procedure by varying n u , the amount of feedback supplied by the user u, from 10 to 1,000 feedback instances. To do that, we ran the following procedure iteratively by varying n c and d.
1. Generate randomly n c feedback instances for the cluster c that is distant by d from the user u 2. Compute the precision estimates for the candidate mappings 3. Compute the average error in precision estimates err c The results of the above two procedures extentionally define the following two functions: |U F u | → err u and |U F n |, d → err c . The first returns the average error given the amount of feedback supplied by the user u, and the second returns the average error given the amount of feedback supplied by a cluster that is distant by d from the expectations of u. Given these two functions, we extensionally defined a third function that computes the benefit derived by the user: |U F c |, d → |U F u |. Given |U F c | feedback instances supplied by a cluster that is distant by d from the expectations of the user u, this last function returns the corresponding amount of feedback |U F u | that the user u would need to provide in order that the average error in precision computed based on the feedback supplied by u, err or u , is equal to the average error computed based on the feedback supplied by the cluster, i.e., err or u = err or c .
Experiment results
The benefit function obtained is illustrated in Fig. 15 . It shows that the greater the amount of feedback provided within the cluster and the smaller the distance between the user and the cluster, the better is the benefit gained by the user. Consider, for example, the case where the distance between the user and the cluster is small, d = 0.05. The amount of feedback gained by the user is close to that provided within the cluster, e.g., the user gains 110 feedback instances when the number of feedback instances supplied by the cluster is 150. As the distance between the user and the cluster increases, the benefit decreases. When the distance reaches 0.3, the benefit gained by the user does not exceed = 70 feedback instances, even when the number of feedback instances supplied by the cluster is large, i.e., 1,000 feedback instances. 
Efficiently identifying the suitable cluster for new users
The process of clustering that we described in Sect. 3 is incremental. Users are reclustered when (a subset of) users provide new feedback instances, thereby (hopefully) improving the quality of the clustering. When a new user joins in, we can, in principle, adopt a similar approach: we can ask the new user to provide feedback, and based on the newly acquired feedback we can re-apply the clustering operation. However, because initially the new user is likely to provide a small number of feedback instances, such an approach may yield the following undesirable outcomes: (i) the new user may be associated with a cluster that does not fit his/her expectations, and (ii) the quality of existing clustering may be degraded: previous clustering results that were identified without considering the new user may be of better quality since existing users have already provided sizable numbers of feedback instances. In this section, we present a method that supports the association of new users with clusters that fit their expectations.
Identifying the suitable cluster for a new user as a classification problem
The method we explore can be summarized as follows: instead of re-applying clustering when a new user joins in, given the existing clustering, we seek to assign the new user to the cluster that meets his/her expectations the best. In other words, we define the problem of identifying the expectations of new users as a classification problem. To do so, instead of asking new users to provide feedback on tuples of their choice, we present them with a small set of tuples that, if annotated, will allow them to be associated with the cluster that best fits their expectations. The key problem is, of course, to identify the set of tuples that a new user should provide feedback on. Before proceeding to the details of how such a set is generated, we will describe the overall process whereby the cluster that meets the expectations of a given new user is identified. Such a process is iterative. In every iteration, a tuple is used to discriminate between two sets of clusters. For example, consider that, initially, there are n clusters, n ≥ 2, and consider that t is a tuple that is annotated as expected within the clusters  c 1 , . . . , c k , k < n, and is annotated as unexpected within the clusters c k+1 , . . . , c n , or vice-versa. That is, t belongs to the following set:
where ex pected(c) and unex pected(c) are the sets of tuples that are respectively expected and unexpected given the feedback instances supplied by the members of the c cluster. Consider for example that t is annotated as expected within the clusters c 1 , . . . , c k , and is annotated as unexpected within the clusters c k+1 , . . . , c n , and consider that a new user u annotates t as expected. Given this, we can rule out the clusters in {c k+1 , . . . , c n }, and focus on identifying the cluster in {c 1 , . . . , c k } that meets the expectations of user u. This process is iterative. In every iteration the set that contains the clusters that are candidates to meet the expectations of the user u is reduced. This process is applied iteratively until a singleton set, that contains the cluster that best meets the expectations of the new user, is identified. Note that we say the cluster that "best" meets the expectations. This is because the exact expectations of the new user may not be captured by any of the existing clusters, in which case, the best cluster is the one within the smallest distance from the expectations of the new user.
Generating samples of tuples for assigning new users to existing clusters
The process we have just described can be guided using a binary coupling tree [14] , a binary tree in which the leaf nodes are given distinct labels. To illustrate this, Fig. 16 shows a binary coupling tree that can be used for assigning new users to a clustering composed of 3 clusters. The leaf nodes of the tree represent the clusters. An internal node is labeled by a tuple t that is used to discriminate between the two (sets of) clusters specified by its children nodes. The edges connecting the internal node to its children nodes are labeled as either "expected" or "unexpected". If the user annotates a tuple t as expected (resp. unexpected), the search in the next iteration focuses on the set of clusters designated by the children node that the edge labeled "expected" (resp. "unexpected") points to. Fig. 16 Example of a binary coupling tree used to guide the assignment of a new user to a cluster The problem of generating a sample of tuples for assigning new users to clusters can, therefore, be mapped to that of generating a binary coupling tree. This raises the question as to how such a tree can be generated.
Given a set of clusters C = {c 1 , . . . , c n } and their respective feedback instances, we may not be able to generate all possible binary coupling trees with the properties stated above. Indeed, to be able to do so, we need to be able to discriminate between every two disjoint subsets S i and S j of C. That is:
We can use a greedy algorithm that iterates over possible binary coupling trees, until finding one that can be defined based on the feedback the users have provided. Such an approach may turn out to be expensive. The number of possible binary coupling trees grows exponentially w.r.t. the number of clusters [14] . Specifically, given n + 1 clusters, the number of possible binary coupling trees is: (2n − 1) × (2n − 3) . . . 3 × 1. Table 2 shows that the number of possible binary coupling trees increases dramatically even for a small number of clusters.
Fortunately, a source of information that can be used for generating a binary coupling tree for assigning new users is readily available. Indeed, we can make use of the dendrogram generated by the clustering based on the distance in terms of conflicts in feedback (Eq. (3)) to do so. Such a dendrogram discriminates between two (sets of) clusters based on conflicts in feedback. Therefore, if two (sets of) clusters are found to be disparate based on such a dendrogram, i.e., they are separated within a distance in the dendrogram, then it is guaranteed that we can specify tuples that can be used to discriminate between the two (sets of) clusters. Furthermore, such a dendrogram can be used to identify the cases in which it is not possible to identify a tuple that can be used to discriminate between two clusters. This is the case, if the two clusters are not identified as distinct clusters in such a dendrogram, e.g., because the users in existing clusters provided small amounts of feedback that do not allow detecting conflicts.
Notice that we do not make use of the dendrogram obtained using the distance between mapping precision estimates (2), but rather use the dendrogram obtained based on the distance in terms of conflicts in feedback. This is because, in principle, using mapping precision estimates two clusters may be found to be disparate without necessarily having conflicts in terms of feedback.
Evaluation
To assess the effectiveness of the classification method we have just presented, we ran an experiment to answer the following questions.
1. Does the method proposed assign a new user to the cluster that meets the exact expectation of the user, if such a cluster exists? 2. Is the method more effective compared to the case where users are assigned to a cluster based on feedback they provide on tuples of their choice, as opposed to tuples that were selected? 3. Does the method proposed assign the new user to the cluster that meets best the user expectations, i.e., with a smallest distance from the user, when there is no cluster that meets the exact expectations of the user? 4. How sensitive is the method proposed to the number of clusters?
Experiment setup
We ran an experiment using the clustering obtained in Sect. 3. Specifically, we consider the existence of the clusters c 1 = {1, 2, 3, 4}, c 2 = {5, 6, 7, 8, 9} and c 3 = {10, 11, 12, 13, 14, 15}, and considered that the users 1, . . . , 15 have provided enough feedback for the quality of the clustering to be good and for conflicts in feedback to occur between the clusters, namely 150 feedback instances. We then considered 3 new users 16,17 and 18, whose ground truth expectations are captured by the clusters c 1 , c 2 and c 3 , respectively. Using the method presented in this section, we generated a binary coupling tree from the dendrogram obtained using distance conflict . Such a binary tree is of the same form as the one illustrated in Fig. 16 . The tuples t 1 and t 2 referred to in the binary tree are specified in Table 3 .
To compare the method presented in this section with the case in which users are assigned to clusters based on feedback they provide on tuples of their choice, we generated for each of the new users, i.e., the users 16, 17 and 18, n feedback instances that were randomly picked. We varied the amount of feedback n from 1 to 100. Given the feedback generated we then computed the distances between the new user and the clusters c 1 , c 2 and c 3 . We then assigned the new user to the cluster with the smallest distance.
To assess the effectiveness of the method in the situations where there is no cluster that meets the exact expectations of the new user, we created four users identified by the integers 16, 17, 18, 19 and 20 . The ground truth expectations of these users do not meet the exact the expectations captured by the clusters c 1 , c 2 or c 3 . Specifically, the distances that separate the new users from the clusters are presented in Table 4 . Based on the dendrogram obtained using the distance in terms of conflict in feedback, we generated 10 binary coupling trees of the form shown in Fig. 16 : the 10 trees generated differ in term of the tuples used to discriminate between clusters. To ensure that there are sufficient conflicts between user feedback to generate 10 different coupling trees, each existing user contributed 350 feedback instances. Note, however, that we needed to generate 10 trees for experimentation purposes, and that, in practice, one coupling tree should be enough. We then assigned the new users 16, 17, 18, 19 and 20 to clusters using each of the trees generated.
Finally, to examine how sensitive the results obtained by our method to the number of clusters, we repeated the above experiment by varying the number of clusters. Specifically, we considered the following numbers: 10, 15 and 20. We constructed in each case a binary coupling tree, and assigned a new user, the expectations of which were specified by randomly selecting the tuples that should be used to populate the FavoriteCit y relation.
Experiment results
The analysis of the results of the experiment showed that the three users, 16, 17 and 18, were assigned to the correct cluster, that is, the user 16 was assigned to c 1 , 17 to c 2 , and 18 to c 3 .
The experiment also showed that the method proposed outperforms the naive approach, whereby a new users is assigned to a cluster based on feedback provided by the user on tuples of his/her choice. Indeed, using the second approach, the new users were assigned to the wrong cluster even when they provided 33 feedback instances. Moreover, the classification results were not stable: using the same number of feedback instances, n ≤ 33, a new user may be assigned to different clusters. This result is in favor of the method we presented in this section: 33 feedback instances is a relatively large number compared with the 2 feedback instances that the coupling tree shown in Fig. 16 requires.
The experiment also showed that new users are likely to be assigned to the cluster that best meets their expectations, when there is no cluster that meets their exact requirement, as illustrated in Table 5 . A cell in the table shows the number of times out of 10 a given user was assigned to a given cluster.
Regarding the sensitivity of the results obtained by our method, when the number of clusters is large, the experiment showed that in certain cases, the new user was not assigned to the best cluster, i.e., the cluster with the closest expectations. For example, when the number of clusters is 15, the new user was assigned to a cluster other than the best cluster 6 times out of 10. That said, the analysis of the results showed that although the cluster to which the new user was assigned was not the best cluster, the distance between the user and that cluster was small, less than 0.04.
It is worth underlining that the size of the binary coupling tree, and therefore the number of tuples to be annotated by new users, increases when the number of clusters does. In the worst case, a user may have to annotate n −1 tuples, where n is the number of clusters. Note, however, that for certain kinds of binary coupling trees, the number of tuples to be annotated remains low even for a large number of clusters. This is the case, for example, when the binary coupling tree is a perfect binary tree, in which all leaf nodes are at the same depth. For trees of this kind, new users annotate log 2 (n) tuples to be assigned to a cluster [7] , e.g., when the number of clusters is 128, new users will have to annotate only 7 tuples.
Clustering applications
In this section, we empirically investigate two clustering applications. The first shows that feedback supplied within a cluster can be used to identify, for a given user that belongs to the cluster, the best schema mapping among a set of candidate mappings. The second application shows that clustering can be used to detect malicious users, i.e., users who provide non consistent feedback with the objective of hampering the improvement of the information integration system utilizing such feedback. 17 The ground truth precision of the top mapping using feedback supplied by a cluster 6.1 Experiment on selecting mappings
Experiment objective
To assess if clustering helps in identifying the top mapping, in terms of precision, for a given user among a set of candidate mapping.
Experiment setup
We ran an experiment to identify the top mapping, among a set of candidate mappings, for a given user by using feedback supplied by a cluster. Specifically, we used the following setting. There are 5 candidate mappings for populating the FavoriteCit y relation, which according to the ground truth expectations of the user have, respectively, the following precision values: 0.07, 0.29, 0.45, 0.62 and 0.78. The experiment involved selecting the mapping with the best precision using the feedback supplied by the cluster, which is of a given distance from the user. The parameters of this experiment are, therefore, the amount of feedback supplied by the cluster and the distance between the user and the cluster. Figure 17 illustrates the results of this experiment. It shows that when the number of feedback instances is smaller than 50 the top mapping is not stable, which can be explained by the fact that at this stage, given the feedback acquired, the precision estimates computed for the mappings are not stable. After 50 feedback instances, the choice of the top mapping is stable for most clusters. The top mapping given the feedback supplied by clusters which are of distance equal to or less than 0.2, is the top mapping according to the ground truth expectations of the user. When the distance is greater than 0.2, the top mapping selected given the feedback supplied by the cluster is different from the top mapping identified given the ground truth expectations of the user. This is a positive result, since it shows that even clusters that capture expectations that are, although similar, different from the expectations of a user can improve the experience of the user of the information integration system.
Experiment results
Experiment on identifying malicious users
Some users may be malicious, in that they provide feedback with the objective of hindering the improvement of the information integration system. For example, they may seek to provide feedback with the objective of increasing the precision estimates for "bad" mappings and decreasing the precision estimates for "good" mappings. We show in this section that such users can be identified through clustering. The intuition is that, using clustering, malicious users will not be grouped together with "genuine" users who provide feedback that aims to improve the quality of the information integration system. To empirically verify the validity of this hypothesis, we ran an experiment with the following objective in mind.
Experiment objective
To assess if malicious users can be identified by analyzing clustering results over time.
Experiment setup
We considered the dataset and mappings used in Sect. 3. The integration relation FavoriteCit y(name, countr y, pr ovince) and the candidate mappings that populate such a relation using data from the Mondial geographical database. We then created 6 synthetic users identified by the integers 1, . . . , 6 who have the same expectations. With this in mind, we specified the ground truth expectations of the users, i.e., the set of tuples that should be used to populate FavoriteCit y, for the users 1, . . . , 6. The users 1, . . . , 5 are genuine in that they provide feedback instances that conform with their ground truth expectations, whereas the user 6 is malicious in that s/he provides feedback instances that are inconsistent with the expectations. If a tuple is expected according to the expectations, then the malicious user provides feedback specifying that such a tuple is unexpected, and vice-versa.
We then ran the following procedure multiple times by varying the value of the variable n, which represents the number of feedback instances supplied by each user, from 50 to 500.
1. For each user in 1, . . . , 6 2. Generate n feedback instances 3. Cluster users. Figures 18 and 19 show the dendrograms obtained when each user provides 50 and 100 feedback instances, respectively. These dendrograms confirm our hypothesis. They show that the malicious user was not clustered with other users; furthermore, the distance between the malicious user and other users is large even when users provide relatively small amount of feedback, e.g., 50 which is less than 2 % of the dataset. 
Experiment results
Related work
In this section, we compare and analyze existing work to ours. In doing so, we review proposals that tackle the problem of clustering of users, and those exploiting feedback given by the crowd (e.g., a user community) to drive the construction and improve the quality of information integration systems.
Clustering users
The problem of clustering web users into communities has attracted a great deal of attention recently. For example, Zhou et al. [34] proposed a method for graph clustering that can be used for identifying communities in social networks. The clustering algorithm they propose considers two criteria: the graph topology and vertex properties. In a social network setting, the graph topology provides information about the relationships between individuals, whereas vertex properties describe the role of individuals. Papadimitriou et al. [26] also show that clustering can be used to identify a hierarchy of user communities in large graphs. Specifically, they developed an algorithm that constructs recursive community structures. Clustering has also been used as a means for leveraging information integration tasks. For example, Wu et al. [33] proposes a method for matching query interfaces in the deep web. Specifically, query interfaces, typically HTML forms, are modeled as trees in which the nodes refer to field in the HTML forms. A field is characterized by a name, a label and a domain. Interfaces are matched using an agglomerative hierarchical clustering algorithm that groups together fields that are semantically similar. Barbosa et al. [2] used clustering techniques in order to organize databases in the deep web. Specifically, given a set of HTML forms, the clustering algorithm they propose groups together forms that correspond to similar databases. Similarly, Mahmoud et al. [21] employ clustering techniques to organize schemas of web databases according to their domains.
While, as the above proposals illustrate, clustering has been used to facilitate information integration tasks, the work reported in this paper is, to our knowledge, the first study that investigates the use of clustering to group information integration users according to their expectations, and to examine the benefits that can be derived from the obtained clusterings. Our work is particularly of interest to the proposals that solicit human inputs to drive information integration tasks [16, 19, 22, 28, 29] . Take, for example, the proposal by Talkudar et al. [28, 29] , which assists users in designing schema mappings by seeking feedback on results of alternative mappings. Our work can be of benefit in this setting to identify communities of users who have similar expectations with respect to the schema mappings, thereby reducing the workload of individual users, and to identify the expectations of new users based on a small number of feedback instances.
Crowd-based information integration systems
A handful of researchers investigated the use of crowdsourcing techniques for tackling data integration tasks. For example, Dermartini et al. [11] investigated the use of crowdsourcing for inter-linking entities. In particular, they showed how entities that are extracted from HTML documents can be connected to similar entities on the Linked Open Data Cloud using the crowd.
Similarly, Wang et al. [31] and Whang et al. [32] explored the use of crowdsourcing techniques for record linkage. Specifically, Wang et al. proposed a clustering based algorithm for generating batches of record pairs to be examined by the crowd, whereas Whang et al. focused on identifying the order in which records are to be compared.
McCann et al. [22] developed a community-based approach that solicits feedback from the community members to inform the schema matching operation. In doing so, the feedback is used to assess the matches between attributes in two schemas. For example, user feedback can be used to verify the data type of an attribute (e.g., month), or the validity of a domain constraint (e.g., the value of an attribute is always less that the value of another).
Crowd feedback has also been solicited in a way that maximizes the benefits the user can draw. For example, Jeffery et al. [19] developed a decision-theoretic framework for specifying the order in which candidate matches can be confirmed through feedback solicited from users.
While the above proposals show that crowdsourcing can be used for effectively leveraging information integration tasks, such as matching, entity resolution, and schema mapping, they assume that users of the integration system all have the same needs. In our proposal, we showed how differences in expectations between the users of an integration system can be identified through clustering. Furthermore, we presented applications, i.e., mapping selection and malicious user identification, that can benefit from the resulting clustering.
Conclusions
Crowd computing provides access to a new and extensive resource for use in a wide range of applications. In information management, the crowd has been used to support a range of tasks, for example in information extraction [10] , matching [22] , mapping [25] and entity resolution [31, 32] , demonstrating its potentially wide utility. However, by their nature, crowds are populated by individuals, who may have different perspectives and requirements. As such, it is potentially important when obtaining information from crowds to identify different groups of crowd users, if maximum use is to be of the information.
In this paper, we have presented clustering strategies that can be used to organize information integration users into groups with similar expectations based on the feedback they provide. Revisiting the contributions claimed in the introduction:
1. Strategies for clustering information integration users: we have described and evaluated distance functions that have been used with hierarchical clustering to support dependable clustering even when there is little or no feedback on identical data items. This enables users to provide feedback on whichever data items they choose, both allowing the use of unobtrusive information gathering and reducing the requirement for users to answer rather specific questions for which they may not have the necessary knowledge. 2. Methods for sharing feedback between users: given the clusters of users from (1), we have: (i) explored the circumstances in which, and the extent to which, benefits can be derived from sharing feedback within clusters; and (ii) described and evaluated a technique for that for assigning new users to existing clusters efficiently in terms of the amount of feedback required. 3. Clustering applications: given the clusters of users from (1), we have: (i) described and evaluated how feedback associated with the users in a cluster can be used to select schema mappings that return results of relevance to individual cluster members; and (ii) shown how the clustering process can itself be used to identify users who maliciously provide incorrect information.
As such, we complement existing work on crowdsourcing for information management, which generally assumes that information obtained from the crowd is agnostic to the perspectives and requirements of individuals, by showing how clustering can be used to identify similarities between groups of users that can be built upon to support the sharing of feedback between similar users.
