Propagation of errors, in conjunction with the theoretical signal equation for spoiled gradient echo pulse sequences, is used to derive a theoretical expression for uncertainty in quantitative variable flip angle T 1 mapping using two flip angles. This expression is then minimized to derive a rigorous expression for optimal flip angles that elucidates a commonly used empirical result. The theoretical expressions for uncertainty and optimal flip angles are combined to derive a lower bound on the achievable uncertainty for a given set of pulse sequence parameters and signal-to-noise ratio (SNR). These results provide a means of quantitatively determining the effect of changing acquisition parameters on T 1 uncertainty.
Introduction
Longitudinal relaxation time, or T 1 , is one of the fundamental physical variables governing image contrast in magnetic resonance imaging. T 1 mapping is of interest in a range of areas including dynamic contrast-enhanced studies of tissue perfusion (Bellamy et al 2001, Schabel and Parker 2008) , diagnosis of neurological diseases (Hugo et al 2006) , MRI thermometry (Rieke and Pauly 2008) , digestive transport (Treier et al 2007) and quantitative imaging for multi-site studies (Deoni et al 2008) . As a result, quantitative mapping of T 1 has a long history, and a wide variety of methods have been proposed. These include techniques based on inversion recovery measurements (Zhu and Penn 2005, Jahng et al 2005) , Look-Locker techniques (Henderson et al 1999 , Zaitsev et al 2003 , Messroghli et al 2004 and variable flip angle methods (Fram et al 1987 , Treier et al 2007 , Deoni et al 2008 , Wang et al 2008 .
Spoiled gradient echo (SPGR) imaging with variable flip angles (VFA) is a widely used technique for rapid 3D mapping of T 1 relaxation time in vivo. This method has superior noise efficiency compared to other T 1 measurement methods (Deoni et al 2003, Cheng and Wright 2006) , and, in conjunction with quantitative flip angle mapping, can achieve competitive accuracy (Cheng and Wright 2006 , Wang et al 2006 , Deoni 2007 , Treier et al 2007 . Achieving optimal accuracy in VFA measurements requires careful selection of pulse sequence parameters and precise knowledge of the spatial variation in RF flip angle. While the use of three or more flip angles has been proposed in the literature (Wang et al 1987 , Deoni et al 2003 , Cheng and Wright 2006 , the two flip angle case greatly simplifies data acquisition and analysis, as T 1 may be determined analytically (Brookes et al 1999) wheras the multiple angle case requires use of nonlinear or linearized numerical regression.
In their initial work on VFA T 1 mapping, Deoni et al proposed an empirical analytic expression for the optimal flip angle pair for two angle mapping that was based on numerical simulations and heuristic arguments (Deoni et al 2003) . Using the theory of propagation of errors, we derive an analytic expression for T 1 measurement uncertainty for finite signalto-noise ratio (SNR). Closed-form expressions for the optimal flip angles that minimize this uncertainty are found to agree in detail with the empirical results, providing them with a firm theoretical foundation. A simple, closed-form expression for the lower bound on T 1 uncertainty is also derived. We also briefly analyze the impact of using the derived error expression for flip angle optimization over extended T 1 ranges.
Theory
The well-known theoretical expression for spoiled gradient echo (SPGR) signal intensity (S) at steady state is
where M 0 is the product of the proton density and system gain (equivalent to the signal measured when T R T 1 and T E T 2 at a flip angle of 90 • ), α is the true flip angle, T R is the repetition time and T E the echo time. E 1 is defined as exp(−T R /T 1 ) and E 2 as exp(−T E /T 2 ). The ratio of signals for two flip angles, φ and ψ, is denoted as
Assuming without loss of generality that ψ > φ, it can be demonstrated (by evaluating the derivative dρ/dT 1 ) that ρ increases monotonically with T 1 , and is bounded by the limits lim T 1 →0 ρ and lim T 1 →∞ ρ, resulting in the following inequality:
As has been previously demonstrated, equation (2) can be directly solved to obtain T 1 as a function of ρ (Brookes et al 1999) :
where
Using the theory of propagation of errors, we can write the uncertainty in T 1 corresponding to uncertainty in the measured signal ratio, ρ, as
If we assume normally distributed measurement noise, σ (i.e. SNR is sufficient that noise in signal magnitude can be regarded as Gaussian rather than Rician), and a total of N signal acquisitions distributed between the two flip angles (so that we have Nx measurements at a flip angle of φ and N(1 − x) measurements at a flip angle of ψ), we can write the variance in ρ as
Similarly, differentiating equation (4) with respect to ρ gives, after some algebra,
We define the signal-to-noise ratio as SNR = M 0 √ N/σ , where M 0 is the signal corresponding to an acquisition performed with a 90
• flip angle in the long T R limit, N is the number of measurements and σ is the noise in the measured signals (Cheng and Wright 2006) . Combining (6), (7) and (8), and defining E φ = E 1 cos φ − 1, and E ψ = E 1 cos ψ − 1, we obtain an expression for the T 1 variance (which is related to the relative uncertainty by
To determine the optimal flip angles and number of acquisitions for the two data sets, we solve the following system of simultaneous equations
N4 M C Schabel and G R Morrell minimizing T 1 variance to obtain the final optimized parameters:
In the heuristic analysis of Deoni et al, it was argued that the product of the normalized dynamic range (DR, equation (7) of Deoni et al (2003) ) and the fractional signal (FS, equation (8) of Deoni et al (2003) ) should be maximized to optimize T 1 accuracy, using agreement with the numerical simulations of Wang et al (1987) , to support this contention. They further observed that DR × FS reaches its maximum when both the signals are equal to the same fraction of the signal at the Ernst angle (S φ = S ψ = f S E ) for f = 0.71, to obtain empirical analytical expressions for the optimal flip angles, φ opt and ψ opt (equation (11) of Deoni et al (2003) written in our notation):
Noting that the value of f = 0.71 determined from numerical simulation is quite close to √ 2/2 = 0.7071, it is easy to demonstrate that substitution of f = √ 2/2 into (12) leads to expressions for optimal flip angles that are identical to ours in (11).
Substitution of the optimal parameter values given in (11) back into the expression for relative T 1 error given in (9) allows us to obtain a lower bound on T 1 variance achievable with two flip angles:
The corresponding lower bound on relative uncertainty in determination of T 1 is min rel = √ min var(T 1 )/T 1 .
Results
Contour plots of rel as a function of φ and ψ are shown in figure 1 for T R = 800 ms (panel (a)) and T R = 5 ms (panel (b)), with the repetition times chosen to match figures 1(a) and (b) of Deoni et al (2003) . Other parameter values were T E = 2 ms, T 1 = 1000 ms, T 2 = 50 ms and x = 1/2. The signal-to-noise ratio was set to SNR = 500 5/T R to maintain constant noise efficiency when comparing acquisitions with T R = 5 ms and T R = 800 ms. This value of SNR results in uncertainties in a reasonable range, but, because SNR simply scales the T 1 measurement uncertainty, the precise value chosen is irrelevant for purposes of demonstration. The same is true of T 2 . Comparison of the theoretical error surfaces with the empirical quantity DR × FS shows that, while the minima are identical, the shapes of the surfaces are not. In particular, the surfaces of rel show that the uncertainty diverges when either φ or ψ approaches 0 • or 180 • (where the SPGR signal vanishes), but DR × FS remains finite in these limits. )). Other pulse sequence parameters used were T E = 2 ms, T 1 = 1000 ms, T 2 = 50 ms and x = 1/2. The signal-to-noise ratio was set to SNR = 500 × 5/T R to maintain constant noise efficiency between the two different T R values. Contours are shown at 10% intervals from 20% (innermost) to 100% (outermost), and the minima are indicated by the white asterisks. figure 1 . min rel is shown in red and is compared with curves of rel generated with flip angle pairs optimized for T 1 = 250 ms (light gray), 500 ms (medium gray), 1000 ms (dark gray) and 1500 ms (black).
Figure 2 plots min rel (red curve) over the range 0 T 1 4000 ms along with curves for rel optimized for longitudinal relaxation times of T 1 = 250 ms (light gray curve: φ, ψ = 4.7
• , 27.1 • ), 500 ms (medium gray curve: φ, ψ = 3.4
• , 19.4 • ), 1000 ms (dark gray curve: φ, ψ = 2.4
• , 13.4
• ) and 1500 ms (black curve: φ, ψ = 1.9
• , 11.3 • ). Parameters used to generate these curves were T R = 5 ms, T E = 2 ms, T 2 = 50 ms, SNR = 500 and x = 1/2. The relative error curves touch the curve of minimum error at the T 1 value for which the flip angles were optimized, as expected, with error increasing as T 1 deviates from the optimal value. Clearly, with enough flip angle pairs, it is possible to approximate the asymptotic minimum error, min rel , as closely as desired. Each flip angle pair, optimized for a specific value of T 1 , results in an error curve that lies close to min rel over a limited range around the optimum before diverging. However, adding extra flip angles incurs acquisition time (or, equivalently, decreases the SNR of each acquisition), a tradeoff that must be considered when evaluating the impact of acquiring data with additional angle pairs. For in vivo measurements, there is typically a range of T 1 values over which it is desired to have accurate estimates. Treier et al (2007) optimize flip angles over the range T 1,lo T 1 T 1,hi by maximizing the integral
(DR × FS) dT 1 . As we have established, both methods provide identical values for the optimal flip angle values, but the shape of rel differs significantly from that of DR × FS. As a result, minimization of the integral of the former is not guaranteed to be equivalent to maximization of the integral of the latter. A more rigorous way of determining the best flip angle pair is to minimize the mean relative error over the chosen T 1 range:
Optimal flip angle pairs determined by minimizing the integral in (14) or by maximizing the integral of DR × FS over several different T 1 ranges are given in table 1. Parameters were the same as those used to generate figure 1.
Discussion
This work demonstrates that a well-known empirical result for determination of flip angle values optimizing accuracy of T 1 quantification in VFA measurements with two angles can be rigorously derived by error propagation analysis of the underlying signal ratio equation. While the optimal angle expressions derived here are essentially identical to those given in Deoni et al (2003) , our results also provide a means of estimating uncertainty in T 1 estimates stemming from finite SNR and/or use of non-optimal flip angles. The high noise efficiency of VFA T 1 mapping allows rapid quantification of longitudinal relaxation time at high spatial resolution, particularly when coupled with short repetition times. For this reason, most applications of the VFA method are performed in the short T R limit. As can be seen from the error surface in panel (b) of figure 1 for T R = 5 ms, which forms a shallow, elongated trough along one axis, T 1 error is largely determined by the smaller of the two flip angles and is comparatively insensitive to changes in the larger angle. This observation is potentially significant for incorporation of VFA T 1 mapping into dynamic contrast-enhanced (DCE) MRI, where optimal sensitivity to contrast enhancement is achieved for flip angles larger than the Ernst angle (Schabel and Parker 2008) . In this case, it should be possible to acquire a set of pre-contrast images for the small flip angle (φ) VFA measurement and use the pre-injection baseline scans of the DCE-MRI data set to provide the large flip angle (ψ) VFA measurement. Finally, we have investigated the impact of minimization of (14) rather than maximization of DR × FS on determination of optimal flip angle pairs minimizing error over a range of T 1 values. While the different shapes of these two functions could, in principle, lead to different results, table 1 demonstrates that the differences for clinically-relevant parameter ranges are generally small and either method is likely to be adequate for practical applications. 
