Interpretability of recommender systems has caused increasing attention due to its promotion of the effectiveness and persuasiveness of recommendation decision, and thus user satisfaction. Most existing methods, such as Matrix Factorization (MF), tend to be black-box machine learning models that lack interpretability and do not provide a straightforward explanation for their outputs. In this paper, we focus on probabilistic factorization model and further assume the absence of any auxiliary information, such as item content or user review. We propose an influence mechanism to evaluate the importance of the users' historical data, so that the most related users and items can be selected to explain each predicted rating. The proposed method is thus called Influencebased Interpretable Recommendation model (In2Rec). To further enhance the recommendation accuracy, we address the important issue of missing not at random, i.e., missing ratings are not independent from the observed and other unobserved ratings, because users tend to only interact what they like. In2Rec models the generative process for both observed and missing data, and integrates the influence mechanism in a Bayesian graphical model. A learning algorithm capitalizing on iterated condition modes is proposed to tackle the non-convex optimization problem pertaining to maximum a posteriori estimation for In2Rec. A series of experiments on four real-world datasets (Movielens 10M, Netflix, Epinions, and Yelp) have been conducted. By comparing with the state-of-the-art recommendation methods, the experimental results have shown that In2Rec can consistently benefit the recommendation system in both rating prediction and ranking estimation tasks, and friendly interpret the recommendation results with the aid of the proposed influence mechanism.
INTRODUCTION
As an indispensable information filtering technique, recommendation system (RS) is nowadays ubiquitous in various domains, such as recommendation of products at Amazon, books/movies/music at Douban, research articles at CiteULike and so on. The system aims to provide personalized recommendation and improve user's experience. In the last few years, researchers have found that interpretations play a significant role in recommendation systems because it not only convinces users to accept the customized results (i.e., promotion), but also allows them to be more informed about which results to utilize (i.e., satisfaction) [24] .
Significant progress has been made for recommendation. Most existing methods emphasize the optimization of performance metrics, such as Root-Mean-Square Error and Normalized Discounted Cumulative Gain, which leads to promising prediction results. However, they hardly realize the underlying reasons behind a user's decision making process, i.e., lack of interpretability. Taking the popular and powerful probabilistic matrix factorization (PMF)-based Collaborative Filtering (CF) approaches [15, 25] as examples, the missing rates can be accurately predicted with the inner product of the corresponding user factor and item factor. Unfortunately, the "latent factors" cannot be related to particular semantic concepts. It is thus difficult to understand why one item is recommended to a particular user rather than others. Recently, Abdollahi [1, 2] proposed an explainable matrix factorization (EMF) by adding an explainability regularizer to the MF-based model. Its main idea is to formulate the explainability based on the rating distribution within the user's or item's neighborhood. This dependency on neighborhood makes EMF difficult on evaluating the explainability value for cold-start users even near-cold-start users who only have few neighborhoods and few ratings.
Moreover, most of the previous CF-based recommender systems assume that missing ratings are missing at random (MAR). That is, one missing rating does not depend on either the observed rating data or other missing rating data. However, users tend to only buy/watch what they are interested in, and usually rate only what they like. For many of the items that they are not interested in, users usually don't rate them and have no interaction at all, rather than giving a low rating value. It is thus inappropriate to assume that missing ratings are independent from each other and from the observed ratings. As proved in [17, 18] , the recommendation data is missing not at random (MNAR).
We target on addressing two important issues in this work: the lack of interpretability of PMF-based CF methods, and the MNAR problem. For achieving the interpretability, we propose an influence mechanism in the probabilistic matrix factorization model. More specifically, besides the user and item latent factors, three more variables are introduced to capture the information for interpretation. Among them, user and item influence variables are used to indicate the importance of users' historical data. The third one is user-item relational matrix, which measures the relationship between user and item in the same latent space. With the aid of these three variables, the proposed Influence-based Interpretable Recommendation model (In2Rec) has the ability to update the latent user and item factors by extracting proper amount of information from each component, and select the most related users and items to explain the predicted rating.
To handle the sparse recommendation data with missing not at random, In2Rec adopts a non-random missing mechanism to model the generative process for both observed and missing data. Finally, the whole recommendation procedure is formulated in a unified Bayesian graphical model, which naturally combines the influence mechanism and non-random missing mechanism. To deal with large-scale data, an efficient algorithm is designed to optimize In2Rec with the aid of iterated conditional modes. To the best of our knowledge, this is the first work considering the influence of historical data in interpretable recommendation. Thus, it is expected that In2Rec can simultaneously improve the recommendation performance and provide the interpretable results.
The rest of the paper is organized as follows. The preliminaries and related work are discussed in Section 2. Section 3 gives the proposed In2Rec model and the efficient scalable iterated conditional modes-based learning algorithm is given in Section 4. In Section 5, a series of experiments are presented to demonstrate the performance of In2Rec by comparing with the state-of-the-art recommendation methods and provide intuitive recommendation explanation for final predicted results. Finally, a brief conclusion is given in Section 6.
PRELIMINARIES AND RELATED WORK
Suppose there are n users and m items, R = R i j n×m indicates the user-item preference matrix, where the observed element R i j records the preference data (e.g., rating score or clicks) that the i-th user gives to the j-th item. Usually, R is very sparse, thus, our goal is to predict the preference for unknown cell set Ω = {(i, j) : R i j = 0}, i.e., R Ω . Let X = X i j ∈ {0, 1} n×m be an indicator matrix where X i j = 1 if R i j is observed, and X i j = 0 if R i j is missing.
In this section, we firstly review the existing interpretable recommendation methods in subsection 2.1. Then, the existing collaborative filtering methods working with different assumptions of missing data dependency are discussed in subsection 2.2.
Interpretable recommendation
Interpretable recommendation can provide explanation to a user what is the reason for making an item be recommended. Early approaches to personalized recommender systems mostly focused on content-based or collaborative filtering-based recommendation [3, 14, 23, 27] . Content-based recommendation attempts to model user and/or item profiles with various available content information, such as the price, color, brand of the goods in e-commerce, or the genre, director, duration of the movies in review systems [23] . Since the item contents are much understandable to the users, they are always used to explain why an item is recommended out of other candidates in content-based recommendation. However, collecting content information in different application scenarios is expensive and time-consuming. CF-based approaches, on the other hand, attempt to overcome this challenge by leveraging "wisdom of the crowds" from only rating data. The most popular CF-based recommendation includes user-based CF and item-based CF [14] , which have been widely used in news and product recommendation systems. Those methods can provide intuitive interpretations, such as "customers who bought this item also bought..." in user-based CF and "the item is similar to your previously loved items" in item-based CF. Leveraging the neighborhood style explanation mechanism, Abdollahi [1, 2] presented an explainable matrix factorization (EMF) by extending MF-based CF model via an explainability regularizer. Even though EMF provides explanation, it prefers to the popular items. For the near-cold-start items with few historical data, EMF cannot perform well due to the lack of information. Inspired by the successes of attention-based deep learning due to its strong ability of representation, researchers presented neural attentive interpretable recommendation model (NAIRS) [30] to extend the traditional item similarity model [13] . In this paper, we introduce not at random missing mechanism to build the interpretable recommendation model so that more information can be considered.
Another stream of work seeks for recommendation interpretations from auxiliary information. For example, textual reviews and social relations are studied in additional to the basic recommender model. To make use of textual reviews, topic model is integrated with PMF to determine the explicit review-aware item features which are aligned to the latent factor for explanations generation [20, 31] . Recently, due to the powerful ability in representation learning, deep learning is adopted in recommendation to model textual content and generate the explanations [7] [8] [9] 29] . For instance, Seo et al. [29] introduced an interpretable convolutional neural network to learn the item feature from users' review information. Donkers et al. [9] combined the user-item interaction and review information in a unified LSTM framework. Moreover, social trust information has been proved an alternative view of user preference to improve trustworthiness and transparency for recommendation [22] . We in this work target on making interpretable recommendation from rating data only. The key is to infer the interpretable influence factor from observed ratings, while related work discussed here aims at linking the auxiliary information with the recommendation decisions. Our study thus has a different problem setting and is generally applicable to systems where the auxiliary information is unavailable.
Assumption of Missing Ratings
By assuming that rating data is missing at random (MAR), PMFbased collaborative filtering models are usually built with the only observed rating data. That is, the rating matrix R can be generated by an observed data model (ODM), i.e., p(R, Z|Θ O ) with parameter Θ O , where Z is a set of latent variables. However, according to the statistical theory of missing data and the reported evidences in collaborative filtering [17, 18] , the recommendation data is definitely missing not at random (MNAR). To consider the data with MNAR, both the observed rating matrix R and the missing indicator matrix X are generated by a missing data model (MDM), i.e., p(X|R, Z, Θ M ) with parameter Θ M . Consequently, the joint distribution of observed rating matrix R, missing indicator matrix X and latent variables Z given parameters Θ O and Θ M can be written as
There have been a number of methods considering MNAR data focusing on characterizing the dependency between missing data and observed rating data. Marlin et al. [19] integrated the nonrandom missing data mechanism into multinomial mixture model. Hernandez-lobato et al. [12] presented the first practical implementation of a probabilistic matrix factorization model for MNAR data. Bence et al. [6] and Ohsawa et al. [21] successively extended the Bayesian probabilistic matrix factorization model by introducing a priori for the missing data or considering the user's attention and item's attraction. However, these methods are characterized in a sophisticated and highly complex strategy, which will lead to timeconsuming parameter estimation. In this work, we take advantage of sampling and parallel computing technique to efficiently solve the proposed model.
THE PROPOSED IN2REC METHOD
In this section, we present our proposed In2Rec model, which provides interpretable recommendation by potentially evaluating the influence of users' historical data and effectively characterizing the historical data which is missing not at random. The graphical model of In2Rec is given in Figure 1 . 
Modeling the Influence of Users on Items
The existing CF-based methods usually assume that the neighbor items or users equally contribute to the current recommendation [14] . Actually, different neighbor items or users may play different roles on the prediction. As shown in [1, 2] , such differences are considered to construct the explainability matrix. In In2Rec, thus, we introduce an influence mechanism to evaluate the importance of the users' preference data and items' historical data, so that the most relevant users and items can be selected to explain each predicted rating.
Similar to PMF, each user and item in In2Rec are re-represented in a common latent feature space. Meanwhile, the user latent factor (U i ∈ R d ) and item latent factors (V i ∈ R d ) are assumed following a Gaussian distribution with mean zero and co-variance matrix σ 2 U I and σ 2 V I, respectively, i.e., U i ∼ N (0, σ 2 U I) and V j ∼ N (0, σ 2 V I). In order to make sure the predicted values U ⊤ V match the observed preference data R as close as possible, we introduce variance matrix Σ = [σ i j ] n×m and assume the variance variable σ i j be generated from a Laplacian distribution with parameters γ a and γ b by
(1) To capture the influence of corresponding users and items for each rating (R i j ), we introduce two influence vectors P i ∈ R m i and Q j ∈ R n j for the corresponding user i and item j, respectively. Here m i denotes the number of preference data (number of ratings or clicks) given by user i and n j is the number of preference data related to item j. P l i (the l-th element of P i ) indicates the influence of l-th preference data of user i. Similarly, Q l j indicates the influence of l-th preference data of item j. Since our goal is to build explanations by selecting the most important historical data, only the most influential preference data will be expected to have a larger influence weight, i.e., only few elements of P i or Q j have larger values while most of the others have smaller values. Thus, by this principle, P l i and Q l j are assumed following Laplacian distribution, i.e.,
where α a and α b are the location parameter and scale parameter of the Laplacian distribution for P l i , respectively. Accordingly, β a and β b are the location parameter and scale parameter for Q l j . Given the fact that the influence vectors P i and Q j exist in different representation space with different dimensions, a relational matrix Σ (i j) ∈ R m i ×n j related to user i and item j is introduced to model the relationships between user influence and item influence, which is formulated as
where R1(i) (with |R1(i)| = m i ) is the set of items that user i rated and R2(j) (with |R2(j)| = n j ) is the set of users who rated the item j.
Thus the confidence of observing rating R i j can be determined with the influence vector of user i, the influence vector of item j and the corresponding relational matrix Σ (i j) . The observed preference data can be generated under a Gaussian distribution with the aid of Session: Long -Understanding and Interpretability I CIKM '19, November 3-7, 2019, Beijing, China latent factors and influence vectors as follows,
or missing (X i j = 0). In Eq.(4), for user i who rated item j, their influence vectors P i and Q j are correlated through Σ (i j) controlled by the variance between the observed preference data (random variable R i j ) and the predicted value (mean U ⊤ i V j ). A large value of P ⊤ i Σ (i j) Q j indicates that rating information R i j has a high confidence, and vice versa.
Note that only partial components of relational matrix Σ (i j) observed because there are missing values in the preference matrix R. Thus, estimating the whole relational matrix is a challenge problem.
Modeling the Dependency of Missing Ratings
Unlike the previous work that assumes the independence of missing ratings from others, we model X = [X i j ] n×m as a Bernoulli random variable. The derivation of P(X) starts from modeling the discrete rating scores by a discrete Gaussian distribution. A principled approach to modeling discrete data is to employ a properly normalized exponential family model [4] . The probabilisitic density function of Gaussian distribution is an exponential family distribution and can be expressed as
where log(σ √ 2π ) is a normalizer. Denoting the preference data set by Y = {k} B k =0 , where B is the maximum value of preference data (e.g., the maximum rating score or the maximum number of clicks in recommendation systems). To normalize the Gaussian distribution, we use log B k =0 exp(− 1 2σ 2 (k − µ) 2 ) to replace the normalizer log(σ √ 2π ) in (5), then we have
So far, the above distribution can characterize the discrete preference data in a discrete finite domain. To introduce the influence mechanism without additional variable, we define µ = U ⊤ i V j and σ = Σ i j . In this case, the discrete preference value R i j can be generated via the following distribution
where
Then, by taking a Bernoulli distribution, the random variable X = [X i j ] n×m indicating whether R i j is observed (X i j = 1) or missing (X i j = 0) can be modeled as
The Proposed In2Rec Model
A graphical model can naturally integrate the process of modeling the influence of users on items and the dependency of missing data, as shown in Figure 1 . The posterior distribution over all latent variables for In2Rec is given by
and we can get the log of the posterior distribution over latent variables as follows.
Since the above optimization problem is difficult to solve directly, we try to find its lower bound with the aid of Jensen's inequality. Then the original optimization objective will be transferred to optimize its lower bound as follows.
where C is a constant that does not depend on any parameters.
Discussion of the Interpretability of In2Rec
The main variables of In2Rec are P i , Q j , U i , V i and Σ (i j) . Among them, U i and V i are similar to the existing PMF model for latent user factor and item factor, respectively. P i and Q j are the new influence vectors which are not considered in the existing models.
During the process of model training, the importance of each predicted value is adaptively estimated via P ⊤ i Σ (i j) Q j , which is different from the existing MF-based models where all rating are treated equally. Once the prediction on (ij)-th rating is made (for user i and item j), the most influential historical data (i.e., the users with larger Q l j and items with large P l i ) can be selected to provide reasonable recommendation explanation. Thus, we can say the proposed method has the ability to bridge the input data and final prediction for the black-box matrix factorization model. Note that the influence of the historical data is iteratively updated along the learning process. This highlights the key difference from the existing explainable MF (EMF) [2] where the explainability value is calculated previously.
SCALABLE ITERATED CONDITIONAL MODES OPTIMIZATION FOR IN2REC
The optimization problem defined in Equation (9) is very likely to overfit if we cannot precisely estimate the hyperparameters, which automatically control the generalization capacity of the proposed model. Therefore, it is more desirable to estimate the parameters and hyperparameters simultaneously during model training. One possible way is to estimate each variable by its maximum a priori (MAP) value while conditioned on the rest variables and then iterate until convergence, which is also known as iterated conditional modes (ICM) [5, 10] . The ICM procedure for maximizing the objective function is presented by following steps: (1) initialize all variables and parameters; (2) Update latent variables by corresponding objective function; (3) Update hyperparameters by maximum likelihood estimation. The values of U, V, P, Q and Σ can be updated by solving the following minimization subproblems when conditioned on other variables or hyperparameters. Update latent user factor U i : By fixing V, P, Q and Σ and hyperparameters, we obtain the objective function related to U i
The optimization problem (10) can be solved via stochastic gradient descent technique as follow
, and γ is the learning rate. Update user influence vector P i : By fixing U, V, Q and Σ, the objective function related to P i is given by
The l 1 norms |P l i − α a | in learning P i can be approximated by the smoothed l 1 method [28] , which is given by
where δ is a parameter to control approximation. Consequently, we can update P i via
We can easily speed up the optimization by updating these variables for different users in parallel. Variables related to items are item latent factors V j and item influence vector Q j . Updating the latent item factors and the influence vectors with items can be done by an analogous strategy, which are omitted here due to page limitation. Update variance Σ i j : By fixing U, V, P and Q, the objective function related to Σ i j is given by
We can update Σ i j using stochastic gradient descent. Meanwhile, the l 1 norm |Σ i j − γ a | in learning Σ i j can also be approximated by the smoothed l 1 method.
δ is a parameter controlling smooth approximation. Update hyperparameters: The hyperparameters can be learned as their maximum likelihood estimates by setting their partial derivatives be zero
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In the above optimizations, each variable is estimated by its maximum a priori (MAP) value while conditioned on the rest variables. These sub-optimization steps will be iterated until convergence or the maximum number of iterations reached. The whole ICM procedure is shown in Algorithm 1.
Algorithm 1 ICM Procedure for Updating Variables in In2Rec
Input: The preference data R, initialized variables and parameters, threshold ϵ 1: while not satisfied by the stopping condition (here, the stopping condition is that relative decrease of the objective function value is less than ϵ) do 2: for all users in parallel do 3: Updating latent user factor U i via solving (10) 4:
Updating user influence vector P i via solving (11) 5:
for all items in parallel do 6: Updating variance Σ i j via solving (12) for all items in parallel do 10:
Updating latent item factor V j and influence vector Q j 11:
end for 12:
To efficiently implement the learning process, the main part can be done in parallel. Note that in addition to using observed preference data (R i j > 0) with X i j = 1 to explain the influence mechanisms, the In2Rec also considers the missing data (where R i j = 0 ) properly to model non-random missing mechanisms. However, the number of missing data is usually almost as large as n × m due to the data sparsity, which makes it impractical for large data sets. To address this issue, we randomly sample a subset of the missing data during the optimization procedure, and alternate different subsets in different iterations. Specifically, we adopt sampling technique to select a small subset of the missing data for each user according to a fixed ratio r , which will be discussed in experimental section. Complexity analysis: The main computation complexity of In2Rec is to iteratively update the variables (U, V, P, Q and Σ). The computational complexity to update the latent factors (U and V) in one ICM iteration is C U = C V = t(nnz(R)d +nnz(X)d +(nm−nnz(X))dr ), and updating influence vectors (P and Q) for users and items costs C P = t(nnz(R) +nnz(R)m i ) and C Q = t(nnz(R) +nnz(R)n j ) and updating relational matrix (Σ) costs C Σ = t(nnz(R)+nnz(X)+(nm−nnz(X))r ) where r is the sampling ratio for unobserved preference data, t is the number of iterations for updating each variable in one ICM iteration. m i and n j are the average number of ratings for each user and item, respectively. Thus, the overall computational complexity is O(T (C U + C P + C V + C Q + O Σ )), where T is the number of total iterations.
EXPERIMENTS
In this section, we evaluate the proposed In2Rec on four datasets by comparing with the state-of-the-art methods.
Experimental Setting
Datasets: Four widely used recommendation datasets, Movielens 10M (ML 10M) 1 , Netflix 2 , Epinions 3 and Yelp 4 , are employed to test the recommendation performance. Among them, ML 10M and Netflix come from movie domain, Epinions belongs to online product domain, and Yelp is related to local business domain. The preference scores in ML 10M are 10 discrete numbers in the range of [0.5,5] with step 0.5, while the ratings in the other datasets are ordinal values on the scale 1 to 5, as summarized in Table 1 . Metrics for Interpretability: Two metrics, Explainability Precision (EP) and Explainability Recall (ER), are adopted to evaluate model interpretability [1] . EP is defined as the proportion of explainable items in the top-n recommendation list relative to the number of recommended (top-n) items for each user. Similar to the recall metric, ER is the proportion of explainable items in the top-n recommendation list relative to the number of all explainable items for a given user. Note that an item j is explainable for user i if
where N p is the set of similar items to item p and I i,k is the set of items that were given rating k by user i. Following [1] , we set explainable threshold θ = 0.01. Metrics for Prediction: Two well-known evaluation metrics, (MAE = (i, j )∈Rt |R i j −R i j |/ |R t |) and root mean square error (RMSE = (i, j )∈Rt (R i j −R i j ) 2 / |R t |), are adopted to evaluate the rating prediction accuracy, where R t is the testing set. R i j andR i j are the ground truth and predicted rating given by the i-th user to the j-th item. Smaller RMSE and MAE values indicate better result. For ranking estimation, we use Recall (Re@K (i) = |Re(i) ∩ T (i) |/ |T (i) |), where Re(i) denotes the set of recommended items to user i and T (i) denotes the set of favorite items of user i. Meanwhile, the normalized discounted cumulative gain (NDCG) is adopted to measure the item ranking accuracy of different algorithms, which can be computed by
and IDCG is the DCG value with perfect ranking). Ω(i) denotes the set of items that user i has rated in testing set. Five-fold cross-validation technique is used and their averaged results are reported. Baselines: We compare the recommendation accuracy of In2Rec with nine existing methods. Among them, PMF [26] and BPMF [26] are low-rank matrix approximation model. MNAR-PMF [12] , MNAR-BPMF [12] and GPMF [21] are CF algorithm considering nonrandom missing mechanisms. EMF is an explainable matrix factorization model with explainability regularizer. NAIRS [30] is a neural attentive interpretable recommendation method. NCF [11] and Mult-VAE [16] are neural network-based CF methods. Parameter setting: The parameters of all the compared algorithms are adopted either from their original papers or determined by experiments. For smooth l 1 strategy, we adopt δ = 5000 to control smooth approximation. In iterated conditional model-based learning, we adopt ϵ = 0.00001 as the convergence threshold and T = 300 as the maximum number of iterations. We investigate the recommendation performance of In2Rec with ranks in {5, 10, 20, 30, 40, 50, 60, 70, 80, 90 , 100 } and find the best value is d = 20 for ML 10M, d = 40 for Netflix, d = 10 for Epinions and Yelp. We adopt sampling technique to select a small subset of unobserved missing data for each user according to a fixed ratio r (from 0.1 to 1 stepping by 0.1) and find the performance is better when the sampling ratio is in [0.3,0.5], where the running time is acceptable.
Results and Discussion
In this subsection, we investigate the proposed model In2Rec from three facets. Firstly, In2Rec is compared with state-of-the-art collaborative filtering based recommendation methods in terms of interpretability, rating prediction and ranking estimation. Secondlly, we show that the proposed In2Rec has the ability to understand model behavior. Finally, the explainable recommendation results are shown with the aid of influence mechanisms.
Performance Evaluation.
The first experiment is designed to evaluate In2Rec by comparing with several baselines. Three kind of tasks, interpretability, rating prediction and ranking estimation, are adopted to evaluate the recommendation performance and interpretability of the proposed method and the existing methods.
Mean EP (MEP) and Mean ER (MER) are reported in Table 2 , which are the average values of EP and ER over all users. Note that among the compared algorithms, PMF, BPMF and EMF are standard CF algorithm, MNAR-PMF, MNAR-BPMF and GPMF are CF algorithms considering non-random missing mechanisms, and NCF, Mult-VAE and NAIRS are deep learning based CF recommendation methods. The best and second results are marked in bold and underlined, respectively. As expected, In2Rec outperforms other methods in terms of MEP and MER, which indicates that the proposed model has the ability to improve top-n recommendations in terms of the explainability of the suggested list. Among all the baselines, EMF achieves competitive performance since introducing explainability regularizer into MF-based CF model has the ability to consider neighborhood style explanations.
We select the most competitive interpretable method EMF for comparison, the interpretability performance on each rating frequency group of four datasets is shown in Table 3 (in terms of MEP@10). The proposed In2Rec and EMF have the similar trends with respect to different item rating frequency, i.e., MEP@10 becomes better and better with the increasing of item rating frequency, which indicates that item rating frequency plays an important role in recommendation performance. To be exciting, the proposed In2Rec outputs the highest quality for all rating frequency groups on four datasets. Obviously, In2Rec has significant improvements compared with EMF, especially on items with low item rating frequency. This result further demonstrates that In2Rec has the ability to effectively handle data with different item rating frequencies, especially for near-cold-start items. Table 4 shows the recommendation performance between In2Rec and several baselines on rating prediction task. As expected, In2Rec significantly improves the recommendation performance. In the baselines, the methods with non-random missing data (MNAR-PMF, MNAR-BPMF, GPMF) outperform the methods with random missing data assumption (EMF), which indicates non-random missing assumption is helpful to capture missing mechanisms and improve the recommendation accuracy. Moreover, deep learning based CF algorithms (NCF and NAIRS) also achieve competitive performance due to the advantage in feature learning. In2Rec is superior to all baselines, which demonstrates that discrete preference distribution has the ability to well model the missing mechanisms and improve recommendation performance.
Besides the evaluation on testing rating prediction, we also investigate the performance of ranking prediction. Table 5 lists the Recall and NDCG of In2Rec by comparing nine baselines on ranking estimation for two representative datasets (ML (10M) and Yelp). Note that we only kept users, who rated at least 5 items, and items, which were rated by at least 5 users. This operation keeps 58,057 users and 7,223 items (density= 0.978%) for ML (10M)), and 204,512 users and 152,370 items (density =0.101%) for Yelp. As shown in the results, In2Rec can also achieve higher item ranking accuracy than the other compared algorithms due to the proper non-random missing assumption. Those experiments demonstrate that In2Rec can not only provide accurate rating prediction but also correctly achieve item ranking for each user. Similar results are obtained for other two datasets.
Understanding Model
Behavior. By telling us the training points "responsible" for a given prediction, influence vectors reveal insights about how models rely on and extrapolate from the training data. In this section, we show that In2Rec can understand model behavior with the aid of influence mechanism.
To better understand how users/items influences work in the proposed model In2Rec, we investigate the properties of the learned user influence matrix P and item influence matrix Q. Specifically, we split rating data into ten groups at interval of 0.1 according to their influence value P l i or Q l j . Figure 2 shows the proportion of user and item influence value in difference intervals. Obviously, they approximately follow Gamma-like distribution. We can see that most of user influence values belong to [0.2, 0.5]. which indicates a large number of ratings have modest influence for final prediction, while a few ratings have large influence value (P l i ∈ (0.9, 1]). In these four datasets, the ratings with large user influence in ML 10M, Netflix, Epinions and Yelp are 168067, 41869, 6468, 1020408 respectively, and they are about 1.681%, 1.02%, 0.973%, and 0.885% of all ratings in the corresponding datasets, which indicates only a few part of ratings dominate the final prediction. Moreover, we demonstrate the rating distribution for users with large user influence value (P l i ∈ [0.9, 1]). Figure 3 shows the rating distribution for users with large user influence obtained via In2Rec and the original rating distribution. As we can see, rating distributions have the similar trends with respect to different rating values in the same dataset, which indicates that influential ratings obtained by In2Rec have the ability to reflect the whole rating properties. For further investigate the reasonability of learned influence value, we evaluate the recommendation performance by modifying training data with different influence levels. Specifically, for each user, all ratings related to this user are ranked according to their user influence value in an descending order, and then split into several subsets at interval of 10. In each experiment, we remove different subset and record the recommendation accuracy. Table 6 lists the Recall and NDCG when removing different rating set with different influence value, where G k indicates the rating set from which k-th subset for each user is removed. Intuitively, the users' ratings with large influence should have large impact toward recommendation, and the ratings with small influence have less impact toward final prediction. As shown in Table 6 , In2Rec-G 1 has a greatest degree of loss in ranking accuracy since we remove the top-10 influential ratings for each user in G 1 . The lower the influence value of the removed data is, the higher the prediction accuracy is. Similarly, the item influence value Q l j has the same properties, we omit it due to the page limitation. Therefore, based on these observations, we can say that In2Rec has the ability to trace the influential rating data and explain model behaviors. 25 to user 2 on item 5, the influential behavior data can be illustrated to the user to support the final prediction, as shown in Figure 4 .
Here we define user i likes item j when R i j ≥ 4, otherwise user i dislikes item j. Similarly, P l i ≥ 0.8 or Q l j ≥ 0.8 indicates strong influence.
Consequently, in order to investigate how the learned influence values are relevant to the inherent properties of users and items, we analyze the influence value from four different perspectives. Particularly, five representative groups are selected from users and items including (influential user, impressionable user, independent users, popular item, and long-tail item), as shown in Table 7 . Figure 4 : An example of recommendation result: From P 2 , we can see I 4 and I 2 play important roles on the preference of user U 2 (like and dislike respectively). Similarly, according to Q 5 , U 4 and U 1 are the dominant users for item I 5 (like and dislike respectively). 
Roles
Definition influential user user who has strong influence to other users impressionable user user who is influenced by other users independent user user who takes his/her own decision popular item item which attracts more users long-tail item item which attracts less users
The Pearson's moment coefficient of Skewness S in probability theory and statistics is used to discover the properties of the distribution of P or Q,
where µ t is the t-th central moment and σ is the standard deviation. Note that we set mean µ to 0.5 since all of the influence values are located in range [0, 1]. Specifically, given a user i, we can capture the Skewness of the distribution of { Q i · } ={Q i j |j ∈ R(i) }, where R(i) indicates the set of items that the user i rated. All users are ranked according to their rating frequency in an descending order. If S(Q i · ) < 0.5 and the Session: Long -Understanding and Interpretability I CIKM '19, November 3-7, 2019, Beijing, China number of items that user i rated belongs to the top 20%, user i will be labeled with influential user. Similarly, all items are ranked according to their rating frequency in an descending order. Given an item j, if S(P j · ) < 0.5 and the number of users who rated item j belongs to the top 20%, item j will be a popular item. Considering whether the user i is impressionable user or not, we can get the influence value set { Q k · }, where k is the index of users who rated the same item with user i. If S(Q k · ) < 0.5, user i will be assigned with a label impressionable user. Independent user can be recognized via the value of P ·i and Q i · . If S(P ·i ) < 0.5 ∧ S(Q i · ) > 0.5, user i will be an independent user. For long-tail items, they are ranked according to their rating frequency in an ascending order. Items that belong to the top 20% and S(P j · ) > 0.5 are selected as the long-tail items. Based on the definition of different groups, we can obtain the group information, as shown in Table 8 . Due to the page limitation, we only list the results on ML 10M and Yelp. Based on the assigned labels, we can get more intuitive recommendation explanation as below To U 2 :
We recommend I 5 to you because you like long-tail item I 4 and dislike popular item I 2 , Meanwhile, the influential user U 4 likes popular item I 5 and independent user U 1 dislikes I 5 .
CONCLUSION
In this paper, we propose an Influence-based Interpretable Recommendation model (In2Rec), which has the ability to evaluate the importance of the both users' and items' historical data by introducing influence mechanism and non-random missing mechanism, so that the most related users and items can be selected to explain each predicted result. An ICM-based learning algorithm is proposed to handle the non-convex optimization problem pertaining to In2Rec. The experimental results on four real-world datasets have shown that In2Rec can effectively improve the interpretability and recommendation accuracy in both rating prediction and ranking estimation tasks and friendly provide interpretable results.
