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Abstract
We study existentially closed CSA-groups. We prove that existentially closed CSA-groups without
involutions are simple and divisible, and that their maximal abelian subgroups are conjugate. We
also prove that every countable CSA-group without involutions embeds into a finitely generated
one having, up to conjugacy, the same maximal abelian subgroups, except maybe the infinite cyclic
ones. We deduce from this that there exist 2ℵ0 countable existentially closed CSA-groups without
involutions and that their first-order theories have 2ℵ0 types over ∅.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
A subgroup H of a group G is conjugately separated in G, or malnormal in G, if
H ∩ Hx = 1 for every x ∈ G \H . A CSA-group (“Conjugately Separated Abelian”) is
a group in which every maximal abelian subgroup is malnormal. CSA-groups have been
studied in [7] and [16]. The task we set ourselves in this paper is to study existentially
closed groups in some classes of CSA-groups.
An alternative definition of CSA-groups is the following. An ASC-group (“Abelian Self-
normalizing Centralizers”) is a group in which the centralizer of every nontrivial element
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groups and ASC-groups can easily be extracted from Section 5 of [16]:
Fact 1.1. “CSA = ASC”.
CSA-groups are in particular commutative transitive, i.e., groups in which the relation
[x, y] = 1 is an equivalence relation on the set of nontrivial elements, or equivalently in
which the centralizer of every nontrivial element is abelian. The commutative transitivity
does not suffice to characterize CSA-groups however: dihedral groups are commutative
transitive without being ASC-groups.
Free groups are principal examples of nonabelian CSA-groups. More generally, the
class of CSA-groups contains torsion-free hyperbolic groups [8], groups acting freely on
Λ-trees [1], and ∃-free groups [6,17].
It is shown in [16] that a CSA-group with an involution, i.e., an element of order 2, must
be abelian (cf. Fact 2.5 below). Therefore we will restrict our attention to the subclass
of CSA-groups without involutions, as the abelian case of our work simply fits into the
theory of abelian groups (see Lemma 2.8 below). Following the notation of [16], we denote
by CSA∗-group any CSA-group without involutions. More generally, we will restrict the
possibilities with regards to torsion in the following way. We denote by π the set of all
prime numbers and we fix a function f from π to N ∪ {∞}. We denote by CSAf the class
of CSA-groups in which (Zp)f (p)+1 does not embed for every prime p such that f (p) ∈ N.
Thus, if f takes only value 0, we are dealing with torsion-free CSA-groups, and if f takes
only value ∞, we are dealing with the class of all CSA-groups. If f (2) = 0, we are dealing
with a class of CSA-groups without involutions. The function f will be fixed throughout
the paper and as we are mainly concerned with CSA-groups without involutions, most of
our theorems will begin by the sentence “Assume f (2) = 0”.
Existentially closed groups in specific classes of groups are usually interesting both
from an algebraic and a model-theoretic point of view. The reader unfamiliar with existen-
tial closedness might like to find some help in Section 2.1 below and, in [14], a fairly
complete account of results on existentially closed groups in specific classes, such as
classes of nilpotent or soluble groups. From the algebraic point of view, we prove the
following theorem for existentially closed groups in the class of CSAf -groups:
Theorem 1.2. Assume f (2) = 0 and let G be an existentially closed group in the class of
CSAf -groups. Then G is simple and if C is a maximal abelian subgroup of G, then:
(i) G =⋃g∈GCg .
(ii) C is a direct sum (⊕p∈π(
⊕
Ip
Zp∞)) ⊕ (⊕I Q) for some indices sets Ip of infinite
cardinality if f (p) = ∞ and of cardinality f (p) otherwise, and some indices set I .
In particular G is divisible by (i) and (ii).
The present work was motivated by Bruno Poizat who asked whether existentially
closed groups in the class of (torsion-free, say) ASC-groups were good candidate for being
simple bad groups of finite Morley rank. The existence of such groups is a major open
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lah’s sense, and a bad group of Morley rank 3 would notably be a CSA-group (cf. [2]). It
is also highly connected to the possible extension of the Feit–Thompson Theorem in that
context of infinite groups (cf. [12]).
Among other properties, the so-called bad groups of finite Morley rank, if they exist,
must have a (definable) subgroup C satisfying the condition:
G =
⋃
g∈G
Cg and C is malnormal in G. (∗)
It is very noticeable that pairs of groups C < G satisfying condition (∗) exist for any
group C without involutions and with an element of sufficiently large order. This is stated
as Theorem 17 of [11] (see also [10]), but the proofs seem to use some quite elaborate
combinatorial group theory, and a priori they say nothing about the first-order theories of
such groups. A more elementary attempt to build such pairs has also been taken in [3] by
mean of HNN-extensions of free groups: this produces CSA-groups G satisfying condition
(∗) with C isomorphic to the infinite cyclic group.
Theorem 1.2 produces, relatively elementarily and with a divisibility property, pairs of
groups C <G satisfying condition (∗), with G a CSA-group and C a maximal abelian sub-
group of G. Thus, existentially closed CSA-groups of Theorem 1.2 have the same internal
algebraic structure of some potential bad groups of finite (3, say) Morley rank. But we will
show that they don’t have ω-stable first-order theories, and that they are thus certainly not
of finite Morley rank. This will be a corollary of the following theorem, which will imply
the existence of 2ℵ0 countable existentially closed CSAf -groups, as well as the fact that
their first-order theories have 2ℵ0 types over ∅.
Theorem 1.3. Assume f (2) = 0. Then every countable CSAf -group G embeds into a fi-
nitely generated one having, up to conjugacy, the same maximal abelian subgroups, except
maybe the infinite cyclic ones.
Our proof of Theorem 1.2 is based on a study of the preservation of the CSA-property
under HNN-extensions and free products with amalgamation. For that purpose, the main
results of [7] would suffice to us (except maybe for our torsion restrictions). We neverthe-
less improve some of these results, and give different proofs using some characterizations
of [13] of subgroups with nontrivial centers in HNN-extensions and free products. We also
note, as it was pointed by the referee, that A. Ecker showed in his thesis [4, Section 6]
the divisibility and the conjugacy of maximal abelian subgroups of existentially closed
CSA∗-groups. His proof mainly uses the results of [7]. He also proves some sufficient con-
ditions for free products with amalgamation of CSA∗-groups to be CSA∗-groups. These
results have the same flavour as ours. His proofs are in the style of [7]; they do not provide
necessary and sufficient conditions, contrary to ours, but they are shorter.
Theorem 1.3 has an analogue in the class of all groups, namely the fact that every
countable group embeds into a finitely generated one having, up to conjugacy, the same
elements of finite order [15, Chapter IV, Theorem 3.1]. Our proof of Theorem 1.3 follows
the general line of argument for that more classical theorem. For that purpose, we need here
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criterion for conjugacy in such products which gives solutions to the equation ax = b. We
also have to prove the malnormality of some subgroups in some free products. These two
steps involve some quite lengthy computations.
The paper is organized as follows. In the next section we record the basic facts, and some
direct corollaries, needed in the sequel. In Sections 3 and 4 we study respectively HNN-
extensions and free products (with amalgamation) in the classes of CSAf -groups, with
variations from [7] in each case. In Section 5 we prove (a strong form of) the simplicity
of existentially closed CSAf -groups, as well as Theorem 1.2. In Section 6 we prove the
criterion for conjugacy of elements in free products (without amalgamation). In Section 7
we show the malnormality of some specific subgroups of some free products. These groups
are then used in Section 8 which is devoted to finitely generated CSAf -groups: we prove
Theorem 1.3 and we deduce from it that there exist 2ℵ0 countable existentially closed
CSAf -groups, and that their first-order theories have 2ℵ0 types over ∅.
We denote by X# the set of nontrivial elements of a subset X of a group G. If g and h
are elements of a group, then gh denotes h−1gh.
2. Prerequisites
2.1. Model theory
Our reference book for model-theoretic notions is [9]. If C is a class of groups and
G ∈ C , then G is existentially closed in C if the following condition is satisfied: every
existential formula with parameters in G and true in a supergroup of G which is in C is
also true in G.
Each class of groups considered in the sequel will be the class of all models of some
universal theory of groups, i.e., the class of all groups satisfying some universal sentences
in the language of groups. Thus the following fact will always apply:
Fact 2.1 [9, Corollary 8.2.2]. Let C be an inductive class of groups and G a group in C .
Then there is an existentially closed group H in C such that G  H . If C is furthermore
the class of all models of a universal theory of groups, then one can insure that |H | 
max(|G|,ℵ0).
Our proof of the existence of a lot of (consistent) types in first-order theories of existen-
tially closed CSA-groups will use the following elementary result from model theory.
Fact 2.2 [9, Corollary 6.5.3]. If T is a first-order theory, then the models of the universal
theory T∀ are precisely the substructures of models of T .
2.2. CSA-groups
As CSA-groups are commutative transitive, the following elementary fact will be used
without any reference.
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of nontrivial elements of G are exactly the maximal abelian subgroups of G.
Fact 2.4 [16, Proposition 10]. The class of CSA-groups is a universal class, axiomatized
by the following axioms:
(i) ∀x ∀y ∀z (x = 1 ∧ [x, y] = 1 ∧ [x, z] = 1) ⇒ [y, z] = 1.
(ii) ∀x ∀y (x = 1 ∧ [x, xy] = 1) ⇒ [x, y] = 1.
If f is a function from the set π of prime numbers to N∪ {∞}, then the class of CSAf -
groups is universally axiomatizable. It suffices to add to the axioms of Fact 2.4 the universal
axioms expressing, for each prime p such that f (p) ∈ N, that at most pf (p)−1 elements of
order p can commute pairwise. In particular Fact 2.1 applies to the class of CSAf -groups.
Fact 2.5 [16, Remark 7]. Let G be a CSA-group with an involution. Then G is abelian.
2.3. Abelian groups
Fact 2.6 [5, Theorem 23.1]. Every divisible abelian group D is isomorphic to a direct sum
(
⊕
p∈π(
⊕
Ip
Zp∞))⊕ (⊕I Q) for some indices sets Ip and I .
Fact 2.7 ([5, Theorem 21.2], Baer). Let A be an abelian group and D a divisible subgroup
of A. Then D is a direct summand in A, i.e., A = D ⊕C for some subgroup C of A.
Lemma 2.8. Let A be an abelian CSAf -group. Then A embeds into an existentially closed
abelian CSAf -group D. Furthermore, any existentially closed abelian CSAf -group C is
divisible and isomorphic to (
⊕
p∈π(
⊕
Ip
Zp∞)) ⊕ (⊕I Q), where the sets Ip have cardi-
nality f (p) if f (p) ∈ N and are infinite otherwise.
Proof. As the class of abelian CSAf -groups is inductive, A embeds into a group D which
is existentially closed in this class by Fact 2.1. We will show that any existentially closed
abelian CSAf -group C has the required properties. This can most probably be extracted
from elsewhere, but for the reader’s convenience we provide a direct proof.
For p a prime, let Cp denote the p-primary component of C, i.e., the subgroup of
elements whose order is a power of p. As C is existentially closed, it is clear that Zf (p)p
embeds into Cp .
We claim now that Cp is p-divisible. Suppose towards a contradiction that an element
x ∈C#p has no pth-root and consider the group
C0 =
〈
C,y | yp = x; [y,C] = 1〉.
It is clear that C0 is abelian and that C has index p in C0. Thus every element of C0 \C has
the form ysc for some s ∈ {1, . . . , p − 1} and some c ∈C. If such an element ysc has order
p for some c ∈ C, then 1 = (ysc)p = ypscp = (yp)scp = xscp and xs = c−p . As x ∈ Cp ,
xs ∈ Cp . Thus c−p has order a power of p, as well as c. Thus x and c are in Cp . As s and
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Theorem. Thus x = xαs+βp = (xs)α(xβ)p = (c−p)α(xβ)p = (c−αxβ)p has a pth-root
in Cp , a contradiction. This shows that an element ysc ∈ C0 \C cannot have order p.
Thus C0 has no more elements of order p than those already in C. As y is a p-element
of C0, C0 has no more elements of prime order than those already in C. Thus C0 is an
abelian CSAf -group and as C is existentially closed in the class of abelian CSAf -groups,
x must be p-divisible in Cp , a contradiction. Thus Cp is p-divisible as claimed and as
finite p-groups are q-divisible for every prime q different from p, it follows that Cp is
divisible.
Hence the torsion subgroup Tor(C) of C is divisible and it has the required form⊕
p∈π(
⊕
Ip
Zp∞) by Fact 2.6. Now Fact 2.7 shows that C = Tor(C)⊕C1 for some
torsion-free subgroup C1 of C. Adding roots to elements of C1 as before does not pro-
duce new torsion elements, thus C1 must be divisible again as C is existentially closed in
the class of abelian CSAf -groups. Thus C is divisible and has the required form. 
2.4. HNN-extensions
We denote by G∗ = 〈G, t | t−1At = B〉 the HNN-extension of a group G relatively to
an isomorphism between two subgroups A and B of G. A sequence g0, tε1, g1, . . . , tεn , gn
(with n  0, gi ∈ G, εi = ±1) is reduced if it has no subsequence t−1, gi , t with gi ∈ A
or t, gj , t
−1 with gj ∈ B . An element x = g0tε1g1 · · · tεngn of G∗ is in normal form if the
associated sequence is reduced.
Fact 2.9 [15, Britton’s Lemma]. If g0, tε1 , g1, . . . , tεn, gn (n  1) is a reduced sequence,
then the product g0tε1g1 · · · tεngn is nontrivial in the HNN-extension G∗ = 〈G, t | At = B〉.
Fact 2.10 [15, Chapter IV, Theorem 2.4]. Every torsion element of G∗ = 〈G, t | At = B〉 is
a conjugate of a (torsion) element of G.
Fact 2.11 [13, Theorem 1(ii)]. Suppose that C  〈G, t | At = B〉, that c ∈ Z(C) and that
c has no conjugate in B . Then C is conjugate to an HNN-group 〈B ′, s | B ′s = B ′〉 where
B ′  B (i.e., C is an infinite cyclic extension of a subgroup of a conjugate of B), unless C
is in a conjugate of G.
It is also well known that there is a unicity of normal forms in HNN-extensions, by
fixing representatives of cosets of the subgroups involved. However, our proofs will not
require such a unicity.
2.5. Free products
We denote by G ∗A H the free product of two groups G and H amalgamated over A,
i.e., relatively to an isomorphism between two subgroups of G and H isomorphic to A.
A sequence c1, . . . , cn, n 1, of elements of G ∗A H is reduced if:
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(2) Two consecutive elements ci , ci+1 are in two different factors.
(3) If n > 1, then no ci is in A.
(4) If n= 1, then c1 = 1.
A nontrivial element x = c1 · · ·cn of P is in normal form if the associated sequence is
reduced.
Fact 2.12 [15, Chapter IV, Theorem 2.6]. If c1, . . . , cn is a reduced sequence, n 1, then
the product c1 · · ·cn is nontrivial in G ∗A H .
Fact 2.13 [15, Chapter IV, Theorem 2.7]. Every torsion element of G ∗A H is a conjugate
of a (torsion) element of G or H .
Fact 2.14 [13, Theorem 1(i)]. Suppose that C G ∗A H , that c ∈Z(C) and that c has no
conjugate in A. Then C is conjugate to an HNN-group 〈A′, s | A′s = A′〉 where A′  A
(i.e., C is an infinite cyclic extension of a subgroup of a conjugate of A), unless C is in a
conjugate of a factor.
We will also need the following lemma elsewhere.
Lemma 2.15. Let P = G ∗A H be a free product with amalgamated subgroup A. Then, for
every g ∈G, CP (g)G or CP (g) is conjugate to CP (a) for some a ∈A.
Proof. We may assume g ∈ G \ A. Suppose CP (g)  G and let x ∈CP (g) \G. As
x cannot be in H , we can write x = c1 · · ·cn in normal form with n  2. Then
c−1n · · ·c−11 gc1 · · ·cng−1 = 1. Hence c1 ∈ G and c−11 gc1 ∈ A. Thus CP (g) is conjugate
to CP (gc1) with gc1 ∈ A. 
In case of a free product F (with trivial amalgamated subgroup), a nontrivial element x
has a unique normal form. The length of x , denoted by |x|, is the length of its normal form.
If A and B are elements of a free product F , then we say that AB is in reduced form
if A = 1 or B = 1, or the normal form of AB can be obtained by adjusting the normal
form of A and the normal form of B . Similarly, we say that AB is in semi-reduced form if
A = 1 or B = 1, or the following condition is satisfied: if a1, . . . , an is the normal form of
A and b1, . . . , bm is the normal form of B , then a1, . . . , (anb1), . . . , bm is the normal form
of AB .
A nontrivial element A of F is cyclically reduced (abbreviated c.r.) if |A| = 1 or AA is
in reduced form, and weakly cyclically reduced (abbreviated w.c.r.) if |A| > 1 and AA is
in semi-reduced form. (Note that our definition of w.c.r. is slightly different from the one
of [15].) It is well known that every nontrivial element of F is conjugate to a cyclically
reduced one.
Fact 2.16 ([15, Chapter IV, Theorem 1.10], Kurosh Subgroup Theorem). Let G = ∗Ai be
a free product and let H be a subgroup of G. Then H is a free product F ∗ (∗Hj) where
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of G.
Corollary 2.17. Let F be a free product and g an element of F such that |g|  2. If g is
c.r. or w.c.r., then CF (g) is infinite cyclic.
Proof. We have g ∈ Z(CF (g)). By Fact 2.16, CF (g) is a free product ∗Ai where each Ai
is infinite cyclic or of the form Ai = CF (g)∩Gfi for some factor Gi and some f ∈ F .
As g ∈ Z(CF (g)) again, CF (g) = Ai for some i . But CF (g) cannot be of the form Ai =
CF (g)∩Gfi because Gfi contains no c.r. or w.c.r. elements of length 2. Therefore CF (g)
is infinite cyclic. 
3. HNN-extensions of CSA-groups
We prove now a necessary and sufficient condition for an HNN-extension to be a CSA∗-
group.
Theorem 3.1. Let G be a CSA∗-group and G∗ = 〈G, t | At = B〉 be an HNN-extension
of G. Then the following are equivalent:
(i) G∗ is a CSA∗-group.
(ii) For every a ∈ A#, CG∗(a) is abelian and malnormal in G∗.
In that case, for every nontrivial element g∗ ∈ G∗, CG∗(g∗) is infinite cyclic or is con-
jugate to CG∗(g) for some g ∈ G#.
Proof. It is clear that (i) implies (ii). Assume now (ii). We are going to prove that CG∗(g)
is abelian and selfnormalizing in G∗ for every nontrivial element g of G∗. By Fact 2.11
there are only three cases to consider after conjugacy:
(I) g ∈ A.
(II) CG∗(g)G.
(III) CG∗(g) = 〈A′, s | A′s = A′〉 for some A′ A.
In case (I), CG∗(g) is abelian and selfnormalizing by assumption.
In case (II), CG∗(g) = CG(g) is abelian and it is sufficient to prove that CG∗(g) is
malnormal in G∗.
We claim that we may assume CG∗(g) ∩ Ay = 1 for every y ∈ G∗. For if CG∗(g) ∩
Ay = 1 for some y ∈ G∗, then there exists some z ∈ CG∗(g)# and in a conjugate of A. By
assumption, CG∗(z) is abelian and malnormal in G∗. Thus, CG∗(g) = CG(g)  CG∗(z)
and we find that CG∗(g) = CG∗(z) is malnormal, which proves our claim.
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cause G is a CSA-group. Suppose now towards a contradiction that x /∈ G, i.e., that
x = g0tε1 · · · tεngn is in normal form with n 1. Then
g−1n t−εn · · · t−ε1g−10 g′g0tε1 · · · tεngng′′−1 = 1.
Hence g−10 g′g0 ∈ A and ε1 = 1 or g−10 g′g0 ∈ B and ε1 = −1. In both cases g′ is in some
conjugate of A, a contradiction.
In case (III) with A′ = 1, g ∈ CG∗(a) for some nontrivial a ∈ A. As CG∗(a) is mal-
normal in G∗, CG∗(g) CG∗(a), and since CG∗(a) is abelian we find CG∗(g) = CG∗(a).
Therefore CG∗(g) is abelian and malnormal.
It remains only to deal with the case (III) with A′ = 1. Then CG∗(g)  Z is abelian
and it remains only to show that it is selfnormalizing. So assume now towards a con-
tradiction CG∗(g) < NG∗(CG∗(g)). As NG∗(CG∗(g)) modulo CG∗(CG∗(g)) embeds into
Aut(Z) ( Z2) and CG∗(CG∗(g)) = CG∗(g), we have NG∗(CG∗(g)) = 〈y〉 · CG∗(g) for
some y which inverts CG∗(g) by conjugation and such that y2 ∈ CG∗(g). But G∗ has no
involutions by Fact 2.10 and assumption. Thus y2 is a nontrivial element in the center of
NG∗(CG∗(x)). In particular CG∗(y2) is nonabelian. But the above analysis shows that the
centralizer of any nontrivial element of G∗ is abelian, a contradiction. Thus CG∗(g)  Z is
selfnormalizing as claimed.
This completes the proof that G∗ is an ASC-group and it has no involutions as remarked
above. Furthermore the above analysis shows that, for every nontrivial g∗ ∈ G∗, CG∗(g∗)
is infinite cyclic or conjugate to CG∗(g) for some g ∈G. 
The following theorem generalizes Corollary 1 of [7]. Recall that an HNN-extension
G∗ = 〈G, t | At = B〉 is said to be separated if A∩Bx = 1 for every x ∈ G.
Theorem 3.2. Assume f (2) = 0. Let G∗ = 〈G, t | At = B〉 be a separated HNN-extension
of a CSAf -group G where A and B are malnormal subgroups of G. Then:
(i) For every g ∈ G#, Xg ⊆ G where Xg = {x ∈ G∗ | gx ∈ CG(g)}. In particular
CG∗(g)G and CG∗(g) = CG(g).
(ii) G∗ is a CSA-group.
(iii) G∗ and G have, up to conjugacy in G∗, the same maximal abelian subgroups, except
maybe the infinite cyclic ones. In particular G∗ is a CSAf -group.
Proof. (i) Assume first g ∈ A. Assume towards a contradiction that x ∈ Xg and that x =
g0tε1 · · · tεngn is in normal form with n 1. Then
g−1n t−εn · · · t−ε1g−10 gg0tε1 · · · tεngng′−1 = 1
for some g′ ∈ CG(g). Hence g−10 gg0 ∈ A and ε1 = 1 or g−10 gg0 ∈ B and ε1 = −1. As
G∗ is separated, the second case cannot occur. Thus g−1gg0 ∈ A and ε1 = 1. Since A0
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CG(g), the malnormality of A implies that g′ ∈ A. Therefore (g−10 gg0)tg1 = g′ belongs to
Bg1 ∩ A, a contradiction as G∗ is separated. Now if n  2, then g−11 (g−10 gg0)tg1 ∈ A
or g−11 (g
−1
0 gg0)
tg1 ∈ B . The first possibility is impossible as G∗ is separated. Now
g−11 (g
−1
0 gg0)
tg1 ∈ B implies that g1 ∈ B as B is malnormal. Hence ε1 = 1, ε2 = −1,
and the sequence (t, g1, t−1) is not reduced, a contradiction. Therefore Xg ⊆ G in the case
g ∈A.
The case g ∈B can be treated similarly.
Now, if g is conjugate in G to some element of A∪B , then gy ∈A or gy ∈ B for some
y ∈G and Xg = {x ∈G∗ | gx ∈CG(g)} = (Xgy )y−1 . Therefore Xg ⊆ G in that case.
Hence it remains only to treat the case in which g is not conjugate in G to some element
in A ∪ B . We are going to prove that Xg ⊆ G in that case too. Let x ∈ G∗ such that
gx = g′ ∈ CG(g) and assume towards a contradiction that x = g0tε1 · · · tεngn is in normal
form with n 1. Then
g−1n t−εn · · · t−ε1g−10 gg0tε1 · · · tεngng′−1 = 1.
Hence g−10 gg0 ∈ A or g−10 gg0 ∈ B , a contradiction.
(ii) Let a ∈ A#. Then CG∗(a)  G by (i), and CG∗(a) = CG(a) is abelian. By Theo-
rem 3.1 it suffices to prove that CG(a) is malnormal in G∗. Let x ∈ G∗ and g ∈ CG(a)#
such that gx ∈ CG(a). Since G is a CSA-group we have CG(g) = CG(a). By (i) we have
x ∈Xg = CG(g).
(iii) Let M be a maximal abelian subgroup of G which is not infinite cyclic. Then
M = CG(g) for some g in G#. By (i), CG(g) = CG∗(g). As G∗ is a CSA-group, M is a
maximal abelian subgroup of G∗.
Conversely, let now M be a maximal abelian subgroup of G∗ which is not infinite cyclic.
By Theorem 3.1, M is conjugate to CG∗(g) for some g ∈G#. But by (i), CG∗(g) = CG(g)
is a maximal abelian subgroup of G. 
4. Free products of CSA-groups
We prove now the analogue of Theorem 3.1 for free products (with amalgamation) of
CSA∗-groups.
Theorem 4.1. Let P = G ∗A H be a free product, with amalgamated subgroup A, of two
CSA∗-groups G and H . Then the following are equivalent:
(i) P is a CSA∗-group.
(ii) For every a ∈ A#, CP (a) is abelian and malnormal in P .
In that case, for every nontrivial element x ∈ P , CP (x) is infinite cyclic or is conjugate
to CP (y) for some y ∈ G∪H .
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tion 2.5 instead of those of Section 2.4. The only care which has to be taken here is in the
corresponding case (II), in which case CP (g)G or H for some g ∈ P #. In that case we
also want to show that CP (g) is malnormal. We are going to treat the case CP (g)G, the
other one being similar.
We claim that we may also assume that CP (g) ∩ Ay = 1 for every y ∈ P . For if
CP (g)∩Ay = 1 for some y ∈ P , then there exists some z ∈ CP (g)# and in a conjugate
of A. By assumption, CP (z) is abelian and malnormal in P . Thus CP (g) = CG(g) 
CP (z) and we find that CP (g) = CP (z) is malnormal, which proves our claim.
Let x ∈ P and g′, g′′ ∈CP (g)# such that g′x = g′′. If x ∈G, then x ∈ CP (g) because G
is a CSA-group. Suppose now towards a contradiction that x /∈ G, i.e., that x = g1 · · ·gn is
in normal form with g1 /∈A. Then
g−1n · · ·g−11 g′g1 · · ·gng′′−1 = 1.
If n= 1, then g−11 g′g1 = g′′ and g1 ∈H \A. This implies that g′ ∈A, a contradiction to
our assumption. If n = 2, then g−12 (g−11 g′g1)g2 = g′′. In this case g−11 g′g1 ∈ A whenever
g1 ∈ G \ A and g′ ∈ A whenever g1 ∈ H \ A, a contradiction to our assumption in both
cases. Now, if n > 2, then g−11 g′g1 ∈A, which is a contradiction again. This completes the
proof of Theorem 4.1. 
The following theorem is an improvement of Theorem 2 of [7].
Theorem 4.2. Assume f (2) = 0, and let P = G∗AH be a free product, with amalgamated
subgroup A, of two CSAf -groups G and H . Assume also that A is malnormal in G. Then
CP (h) = CH (h) for every h ∈ H #, and P is a CSA-group. Furthermore, any maximal
abelian subgroup of P , except maybe the infinite cyclic ones, is conjugate in P to some
maximal abelian subgroup of G or of H ; in particular P is a CSAf -group.
Proof. It is analogue to the proof of Theorem 3.2. For every h ∈H #, let
Xh =
{
x ∈ P | hx ∈ CH (h)
}
.
We first show that, for every h ∈ H #, Xh ⊆ H . Let x ∈ P and h′ ∈ CH (h)# such that
hx = h′. Suppose now towards a contradiction that x /∈ H , and that x = c1 · · ·cn is in
normal form. Then
c−1n · · ·c−11 hc1 · · ·cnh′−1 = 1.
If n = 1, then c−11 hc1 = h′ and c1 = x /∈ H . In particular c1 ∈ G \ A. This implies that
h ∈ A, and that h′ ∈ G ∩H = A. As A is malnormal in G, we get c1 ∈ A, a contradiction.
Assume now n 2. Then c−1n · · ·c−12 (c−11 hc1)c2 · · ·cnh′−1 = 1. If c1 ∈G \A, then h ∈ A,
hc1 ∈ A, and c1 ∈ A by malnormality of A in G, a contradiction. If c1 ∈ H \A, then
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G∩H = A, and with n > 2 we get a contradiction. This completes the proof of the fact
that Xh ⊆ H . In particular CP (h)H .
We show now that P is a CSA-group. By Theorem 4.1, it is sufficient to show, for every
a ∈ A#, that CP (a) is abelian and malnormal in P . As CP (a)⊆ Xa ⊆ H , CP (a) = CH (a)
is abelian. It remains only to show that it is malnormal. Let x ∈ P and h ∈ CH(a)# such that
hx ∈CH (a). Since H is a CSA-group, we have CH(a) = CH (h). Hence x ∈ Xh = CH (h),
and thus CP (a) = CH(a) = CH (h) is malnormal. Therefore P is a CSA-group.
Let now M be a maximal abelian subgroup of P which is not infinite cyclic. As P is
a CSA-group, M = CP (x) for some x in P #. Then, by Theorem 4.1, CP (x) is conjugate
to CP (y) for some nontrivial element y ∈ G ∪ H . If y ∈ H , then CP (y) ⊆ Xy ⊆ H , and
CP (y) = CH (y) is a maximal abelian subgroup of H as H is a CSA-group. Assume now
y ∈ G. Then, by Lemma 2.15, CP (y) G, in which case CP (y) = CG(y) is a maximal
abelian subgroup of G, or CP (y) is conjugate to CP (a) for some a ∈ A (H ), which is a
case treated above. 
5. Algebraic properties
We prove now a strong form of the simplicity of existentially closed CSAf -groups,
provided f (2) = 0 as always.
Theorem 5.1. Assume f (2) = 0, and let G be an existentially closed CSAf -group. Then
G satisfies the sentence
∀a ∀b ∃x ∃t ((a = 1 ∧ b = 1 ∧ a = b) ⇒ t−1bx−1axt = ax−1ax).
In particular any group elementary equivalent to G is simple.
Proof. Let a and b be distinct nontrivial elements of G, and let F = G ∗ 〈x | 〉. By
Theorem 4.2, F is a CSAf -group. Let A and B be the subgroups of F generated
by g1 = bx−1ax and g2 = ax−1ax respectively. As g1 and g2 are cyclically reduced,
A  B  Z. By Corollary 2.17, CF (g1) and CF (g2) are infinite cyclic and since g1 and
g2 are not proper powers, CF (g1) = A and CF (g2) = B . Since F is a CSAf -group, A and
B are malnormal in F . Let F ∗ = 〈F, t | t−1g1t = g2〉. We claim that F ∗ is separated.
Let x ∈ F such that (gn1 )x = gm2 for some n and m = 0. Since gn1 and gm2 are cyclically
reduced, and by the Conjugacy Theorem for free products (Fact 6.2 below), we have
|gn1 | = |gm2 | = 4|n| = 4|m|, and the normal forms of gn1 and gm2 are cyclic permutations
of each other. Therefore |m| = |n| and n= ±m. Without lost of generality, we can suppose
m > 0. Then (ax−1ax) · · ·(ax−1ax) (m times) can be obtained by a cyclic permutation
of (bx−1ax) · · ·(bx−1ax) or of (x−1a−1xb−1) · · · (x−1a−1xb−1) (m times). But we see
that the first possibility is true if and only if a = b and that the second possibility is true
if and only if b−1 = a and a = a−1. But a = a−1 since G has no involutions. Therefore
a = b, which contradicts our assumption. Hence F ∗ is separated as claimed, and it is a
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that t−1bx−1axt = ax−1ax .
In particular b = (aax)t−1a−x is in the normal closure of 〈a〉. This shows that G, as
well as any group elementary equivalent to G, is simple. 
Proof of Theorem 1.2. We consider an existentially closed group G in the class of CSAf -
groups, with f (2) = 0, and C a maximal abelian subgroup of G. The simplicity of G was
seen in Theorem 5.1.
We first show (ii). By Lemma 2.8, C embeds into a divisible abelian group C1 whose
torsion subgroup is isomorphic to (
⊕
p∈π(
⊕
Ip
Zp∞)), where the sets Ip have cardinalities
f (p) respectively (i.e., an infinite cardinality if f (p) = ∞). As C is malnormal in G,
G ∗C C1 is a CSAf -group by Theorem 4.2. As G is existentially closed in the class of
CSAf -groups, C must also be divisible and with the form required in statement (ii) of
Theorem 1.2.
To prove statement (i) of Theorem 1.2, it remains only to show that every maxi-
mal abelian subgroup B of G is conjugate to C. So assume now towards a contradic-
tion that such a B is not conjugate to C. As G is existentially closed in the class of
CSAf -groups, our assumption means that there is no element, in any CSAf -extension
of G, which conjugates two nontrivial elements commuting with C and B respectively.
By the above argument, with B instead of C, we see that B is also divisible. Now
by (ii), C is isomorphic to (⊕p∈π(
⊕
Ip
Zp∞)) ⊕ (⊕I Q), where the sets Ip have car-
dinality f (p) if f (p) ∈ N and are infinite otherwise, and the same property holds also
for B . Therefore there exists an abelian CSAf -group B1 in which C and B are embed-
dable.
By Theorem 4.2, P1 = G ∗B B1 is a CSAf -group in which B1 is a maximal abelian
subgroup. By our assumption and by Lemma 2.15, C is a maximal abelian subgroup of P1.
Now C embeds into a group C1 isomorphic to B1. By Theorem 4.2 again, P2 = P1 ∗C C1
is a CSAf -group such that CP2(c) = CC1(c) = C1 for every c ∈ C#1 . In particular C1 is
a malnormal subgroup of P2. By our assumption and Lemma 2.15 again, B1 is a max-
imal abelian subgroup of P2. In particular B1 is malnormal in P2. By our assumption,
the HNN-extension P2∗ = 〈P2, t | t−1B1t = C1〉 is separated. By Theorem 3.2, P2∗ is a
CSAf -extension of G. But B1 and C1 are conjugate in P2∗, a final contradiction to our
assumption. This completes the proof of Theorem 1.2. 
We end this section with the following
Question 5.2. Can the set I in the statement of Theorem 1.2 be finite? empty?
Of course, the question “I = ∅?” makes no sense if the class considered is the class of
torsion-free CSA-groups, in which case maximal abelian subgroups are all isomorphic to⊕
I Q for a nonempty fixed set I . Otherwise, one is tempted to answer yes to Question 5.2.
In the same vein, one may wonder about the existence of some constraints on the cardinality
of a set Ip , in the statement of Theorem 1.2, when f (p) = ∞. It seems that there are no
such constraints, except the obvious ones of course.
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We prove now a strong form of the Conjugacy Theorem for free products.
Theorem 6.1. Let F be a free product (without amalgamation). Let x, y, z in F such that
|y|  2 and yx = z. Suppose that y is c.r. or w.c.r., as well as z. Then there exist A, B
in F , and α and β in Z, with α  1, such that y = (AB)α , z = (BA)α , and x = A(BA)β .
Furthermore one can impose that:
(i) AB and BA are in reduced forms whenever y and z are c.r.
(ii) AB and BA are in semi-reduced forms whenever y and z are w.c.r.
(iii) AB is in reduced form and BA is in semi-reduced form whenever y is w.c.r. and z
is c.r.
Before the proof of Theorem 6.1, we show how it implies the Conjugacy Theorem for
free products:
Fact 6.2 [15, Chapter IV, Theorem 1.4]. If y and z are cyclically reduced elements which
are conjugate in a free product and |y| 2, then |y| = |z| and the normal forms of y and
z are cyclic permutations of each other.
Proof. By Theorem 6.1, there exist A, B in F , and α  1, such that y = (AB)α , z =
(BA)α and AB and BA are in reduced forms. The result follows then easily. 
The rest of this section is devoted to the proof of Theorem 6.1, so we adopt all the
assumptions and the notation of the statement of that theorem for the rest of this section.
We may assume x = 1, the case x = 1 being obvious. We shall treat the three cases (i)–(iii)
separately.
Case (i). y and z c.r.
Let x = x1 · · ·xp, y = y1 · · ·yn, and z = z1 · · ·zm in normal forms. We are going to
prove the theorem by induction on p = |x|.
We first treat the case p = 1. Then x−1y1 · · ·ynx = z. Since y and z are c.r. and |y| 2,
we have x−1y1 = 1 or ynx = 1. If x−1y1 = 1, then, since y is c.r., yn and x are in different
factors and z = (y2 · · ·yn) · x is in reduced form. By putting B = y2 · · ·yn and A = x , we
have y = AB , z = BA and x = A. Now, if ynx = 1, then, as before, z = x−1 · (y1 · · ·yn−1)
is in reduced form. By putting A= y1 · · ·yn−1 and B = yn, we have y = AB , z = BA, and
x−1 = B .
We pass from p to p + 1 as follows. We have
x−1p+1 · · ·x−11 y1 · · ·ynx1 · · ·xp+1 = z.
Since y and z are c.r. and |y| 2, we have x−11 y1 = 1 or ynx1 = 1. We first treat the case
x−1y1 = 1.1
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Then we have
x−1p+1 · · ·x−12 y2 · · ·yny1x2 · · ·xp+1 = z.
Put x ′ = x2 · · ·xp+1 and y ′ = y2 · · ·yny1. Then y ′ is c.r. and |y ′|  2. By induction there
exist A1, B1, α  1 and β such that y ′ = (A1B1)α , z = (B1A1)α , and x ′ = A1(B1A1)β .
Subcase (1)(a). A1 = 1 or B1 = 1.
Then y ′ = z = Cα and x ′ = Cs for some s ∈ Z, where C = A1 whenever B1 = 1 and
C = B1 whenever A1 = 1.
Since y ′ is c.r., C is c.r. Thus we can write C = C′y1 in reduced form for some C′,
and y1C′ is also in reduced form. Put A = y1 and B = C′. Then y = y1 · · ·yn =
y1Cα−1C′ = y1(C′y1)α−1C′ = (y1C′)α = (AB)α , z = y ′ = (C′y1)α = (BA)α , and x =
x1x ′ = y1(C′y1)s = A(BA)s .
Subcase (1)(b). A1 = 1 and B1 = 1.
Since B1 = 1 we can write B1 = B ′y1 in reduced form for some B ′. As y ′ = (A1B1)α =
(A1B ′y1)α , we have y2 · · ·yn = (A1B ′y1)α−1A1B ′. Put A = y1A1 and B = B ′. Then
y = y1y ′y−11 = y1
(
A1B
′y1
)α
y−11 = y1
(
A1B
′y1
)α−1
A1B
′ = (y1A1B ′
)α = (AB)α,
z = (B1A1)α =
(
B ′y1A1
)α = (BA)α,
where AB and BA are in reduced forms, and
x = x1x ′ = y1A1(B1A1)β = y1A1
(
B ′y1A1
)β = A(BA)β.
Case (2). ynx1 = 1.
By taking inverses we get
x−1p+1 · · ·x−11 y−1n · · ·y−11 x1x2 · · ·xp+1 = z−1.
Therefore, by case (1), there exist A1,B1, α and β such that y−1 = (A1B1)α , z−1 =
(B1A1)α and x = A1(B1A1)β . Now, by taking A = B−11 and B = A−11 , we have y =
(AB)α , z = (BA)α and
x = A1(B1A1)β = B−1
(
A−1B−1
)β = AA−1B−1(A−1B−1)β = A(BA)−β−1.
Case (ii). y and z w.c.r.
Since y and z are w.c.r., we have |y|, |z|  3. Let x = x1 · · ·xp, y = y1 · · ·yn, and
z = z1 · · ·zm in normal forms. Let y ′ = y−11 yy1 = y2 · · · (yny1) and z′ = z1−1zz1 =
z2 · · · (zmz1). Then y ′ and z′ are c.r. and z1−1x−1y1(y ′)y−1xz1 = z′. Put x ′ = y−1xz1.1 1
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that y ′ = (A1B1)α , z′ = (B1A1)α and x ′ = A1(B1A1)β .
Case (1). A1 = 1 or B1 = 1.
Then y ′ = z′ = Cα and x ′ = Cs for some s ∈ Z, where C = A1 whenever B1 = 1 and
C = B1 whenever A1 = 1.
Since y ′ is c.r., C is c.r. Thus we can write C = C′(yny1) in reduced form, for some C′.
(Remark that yny1 = zmz1 and that y2 · · ·yn−1 = z2 · · ·zm−1 by the normal forms of y ′
and z′.)
Put A = y1C′zm and B = z1y−11 . Then
y = y1Cα−1C′yn = y1
(
C′yny1
)α−1
C′yn =
(
y1C
′yn
)α
.
But y1C′yn = y1C′zmz1y−11 . Therefore y = (y1C′zmz1y−11 )α = (AB)α .
We also have
z = z1(z2 · · ·zm−1)zm = z1
(
Cα−1C′
)
zm = z1
(
C′yny1
)α−1
C′zm = z1
(
C′zmz1
)α−1
C′zm
= (z1C′zm
)α−1
z1C
′zm =
(
z1C
′zm
)α
.
But z1C′zm = z1y−11 y1C′zm = BA. Hence z = (BA)α .
We see that y = AB and z = BA are in semi-reduced forms. We have
x = y1x ′z−11 = y1Csz−11 .
If s  0, then
x = y1x ′z−11 = y1
(
C′yny1
)s
z−11 =
(
y1C
′yn
)s
y1z
−1
1 =
(
y1C
′zmz1y−11
)s
y1z
−1
1
= (AB)sB−1 = A(BA)s−1.
If s < 0, then
x = y1x ′z−11 = y1
(
y−11 y
−1
n C
′−1)−sz−11 =
(
y−1n C′−1y−11
)−s
y1z
−1
1
= (y1C′zmz1y−11
)s
y1z
−1
1 = (AB)sB−1 = A(BA)s−1.
Case (2). A1 = 1 and B1 = 1.
Since A1 = 1 and B1 = 1, we can write B1 = B ′(yny1) and A1 = A′(zmz1) in reduced
forms for some B ′ and A′. Put A = y1A′zm and B = z1B ′yn. Then
y = y1y ′y−11 = y1(A1B1)αy−11 = y1
(
A1B
′yny1
)α
y−11 = y1
(
A1B
′yny1
)α−1
A1B
′yn
= (y1A1B ′yn
)α = (y1A′zmz1B ′yn
)α = (AB)α
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z = z1z′z−11 = z1(B1A1)αz−11 = z1
(
B1A
′zmz1
)α
z1
−1 = (z1B1A′zm
)α
= (z1B ′yny1A′zm
)α = (BA)α,
and we see that AB and BA are in semi-reduced forms.
If x ′ = A1(B1A1)β and β  0, then
x = y1x ′z−11 = y1A1(B1A1)βz−11 = y1A′zmz1
(
B ′yny1A′zmz1
)β
z−11
= y1A′zm
(
z1B
′yny1A′zm
)β = A(BA)β.
The case x ′ = A1(B1A1)β and β < 0 can be treated similarly.
Case (iii). y w.c.r. and z c.r.
Let x = x1 · · ·xp, y = y1 · · ·yn, and z = z1 · · ·zm in normal forms. Let y ′ = y−11 yy1 =
y2 · · · (yny1). Then y ′ is c.r. and x−1y1(y ′)y−11 x = z. Put x ′ = y−11 x . Then x ′−1y ′x ′ = z
and by case (i) there exist A1, B1, α, and β such that y ′ = (A1B1)α , z′ = (B1A1)α and
x ′ = A1(B1A1)β .
Then we consider the case A1 = 1 or B1 = 1, and the case A1 = 1 and B1 = 1. These
two cases can be treated as the corresponding Subcases (1)(a) and (1)(b) of Case (i), tak-
ing care here of the fact that the corresponding elements A and B satisfy the following
condition: AB is in reduced form and BA is in semi-reduced form.
This completes the proof of Theorem 6.1 in all cases. 
7. Some malnormal subgroups of free products
We now show the malnormality of some specific subgroups of some free products.
Theorem 7.1. Let G be a group and {gi | i ∈ 2N + 1} be an infinite set of elements of G
such that g−1i = gj whenever i, j ∈ 2N + 1. Let F = G ∗ 〈a, b |〉 and K = 〈gib−iaibi |
i ∈ 2N + 1〉. Then K is a free group, with basis the set of indicated elements, and K is
malnormal in F .
The rest of this section is devoted to the proof of Theorem 7.1, so we adopt for the
rest of this section all the assumptions and the notation associated to the statement of that
theorem. Notice that the condition g−1i = gi implies that the gi ’s are not involutions.
Throughout the following proof, we view F as the free product G ∗ 〈a | 〉 ∗ 〈b | 〉 and
we consider normal forms relatively to this free product decomposition. Notice that every
element of K# has length at least 4. It is clear that K is freely generated by the indicated
generators. We shall show that K is malnormal in F . We first prove:
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B ∈ F . Then:
(i) If y and z are c.r. (and, thus, AB and BA are in reduced forms), then A and B ∈ K .
(ii) If y and z are w.c.r. (and, thus, AB and BA are in semi-reduced forms), then A and
B ∈K .
(iii) If y is w.c.r. and z is c.r. (and, thus, AB is in reduced form and BA is in semi-reduced
form), then A and B ∈ K .
Proof. We may assume A and B nontrivial. Let y = y1 · · ·yn and z = z1 · · ·zm in normal
forms relatively to the free product decomposition of F , and write
y = (gi1b−i1ai1bi1
)α1 · · · (gipb−ip aipbip
)αp
and
z = (gj1b−j1aj1bj1
)β1 · · · (gjq b−jq ajq bjq
)βq
with some generators of K and with the condition ik = ik+1 and jk = jk+1. Then the
four following conditions are simultaneously satisfied: y1 = gi1 or y1 = b−i1 , yn = g−1ip or
yn = bip , z1 = gj1 or z1 = b−j1 , and zm = g−1jq or zm = bjq .
We shall treat the three cases (i)–(iii) separately. The idea is to determine the last element
of the normal form of A and to prove that
A = (gi1b−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some k ∈ {1, . . . , p} and some β such that |β| |αk|.
Case (i). Since y = AB is in reduced form, there exists s < n such that A = y1 · · ·ys is in
normal form. We shall consider the case division z1 = gj1 or z1 = b−j1 .
Assume first z1 = gj1 . Then zm = bjq as z is c.r. Since z = BA is in reduced form, the
last element of the normal form of A is bjq , and thus ys = bjq . Now the only elements of
the normal form of y which are in 〈b〉 are of the form bik , b−ik , or bik−ik+1 . Since b has
an infinite order and ik − ik+1 = jq (because ik − ik+1 is even and jq is odd), we have
ys = bjq = bik for some k and αk > 0. Therefore
A = y1 · · ·ys =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B .
Assume now z1 = b−j1 . Then zm = g−1jq as z is c.r. Since z = BA is in reduced form,
the last element of the normal form of A is g−1jq , and thus
ys = g−1.jq
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−1
ik
, or
g−1ik gik+1 for some k. By assumption on the set {gi | i ∈ 2N + 1}, we have
ys = g−1jq = g−1ik or ys = g−1jq = g−1ik gik+1 for some k.
We claim that the case ys = g−1jq = g−1ik gik+1 cannot occur. Indeed, if
ys = g−1jq = g−1ik gik+1 ,
then, since ys+1 = b−ik+1 and y = AB is in reduced form, the first element of the normal
form of B is b−ik+1 and |B|  3. Since ys+2 = aik+1 , the second element of the normal
form of B is aik+1 . Since z1 = b−j1 , the second element of the normal form of z is a−j1 .
Now, since z = BA is in reduced form, we have a−j1 = aik+1 , which contradicts the fact
that a has an infinite order. Therefore the second case cannot occur as claimed.
Thus ys = g−1jq = g−1ik . Then αk < 0 and
A = y1 · · ·ys−1g−1jq =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B .
Case (ii). We claim that |A|  2 and |B|  2. Assume towards a contradiction |A| = 1.
Then gi1 = A · g for some g ∈ G# whenever y1 = gi1 , and b−i1 = A · bγ for some γ ∈ Z#
whenever y1 = b−i1 , because AB is in semi-reduced form. As z = BA, this implies
z = BA = (gb−i1ai1bi1) · (gi1b−i1ai1bi1
)α1−1 · · · (gipb−ipaipbip
)αp ·A
= (gj1b−j1aj1bj1
)β1 · · ·(gjq b−jq ajq bjq
)βq
whenever y1 = gi1 , and
z = BA = (bγ a−i1bi1g−1i1
) · (gi1b−i1ai1bi1
)α1+1 · · · (gipb−ip aipbip
)αp ·A
= (gj1b−j1aj1bj1
)β1 · · ·(gjq b−jq ajq bjq
)βq
whenever y1 = b−i1 . A simple counting of normal forms shows that g = gj1 = gi1 = Ag
whenever y1 = gi1 and that bγ = b−j1 = b−i1 = Abγ whenever y1 = b−i1 . We get in both
cases A = 1, which is a contradiction to our assumption. Thus |A| 2.
Replacing y, z,A,B by y−1, z−1,B−1,A−1 respectively in the above argument, we
find |B| 2. This completes the proof of our claim that |A| 2 and |B| 2.
We shall consider the case division z1 = gj1 or z1 = b−j1 .
Assume first z1 = gj1 . Then zm = g−1jq as z is w.c.r. Since z = BA and |A|  2, the
last element of the normal form of A is g−1. As z = BA is in semi-reduced form andjq
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form, there exists s < n such that
ys = g−1jq gj1 and A = y1 · · ·ys−1g−1jq .
As before the only elements of the normal form of y which are in G are of the form gik ,
g−1ik , or g
−1
ik
gik+1 for some k. Therefore, we have
ys = g−1jq gj1 = gik or ys = g−1jq gj1 = g−1ik or ys = g−1jq gj1 = g−1ik gik+1 for some k.
We claim that the cases ys = g−1jq gj1 = gik and ys = g−1jq gj1 = g−1ik cannot occur. Indeed,
if ys = g−1jq gj1 = gik , then, since AB is in semi-reduced form and A = y1 · · ·ys−1g−1jq , we
have
ys−1 = bik−1 and s  5.
Thus |A|  5 and ys−2 = aik−1 . Since z = BA is in semi-reduced form and |A|  5, we
have zm−1 = ys−1 = bik−1 , thus zm−2 = aik−1 . Since zm = g−1jq we have zm−1 = bjq and
zm−2 = a−jq . This implies that a−jq = aik−1 , a contradiction as a has an infinite order.
If ys = g−1jq gj1 = g−1ik , then, since AB is in semi-reduced form and A = y1 · · ·ys−1g−1jq ,
we have
ys−1 = bik and s  4.
Thus |A| 4. Since z = BA is in semi-reduced form and |A| 4, we have zm−1 = ys−1 =
bik . Now, since zm = g−1jq we have zm−1 = bjq . Hence bjq = bik and jq = ik as b has an
infinite order. But
g−1jq gj1 = g−1ik ,
thus gj1 = 1, a contradiction.
Thus ys = g−1jq gj1 = g−1ik gik+1 as claimed. Then αk < 0 and |A| 4. Since z = BA and
A = y1 · · ·ys−1g−1jq ,
bik = ys−1 = zm−1 = bjq .
Thus ik = jq and
A = y1 · · ·ys−1g−1jq =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B . This completes the proof in the case
z1 = gj1 .
Consider now the case z1 = b−j1 . Then zm = bjq as y is w.c.r. As in the previous case,
the last element of the normal form of A is bjq , the first element of the normal form of B
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elements of the normal form of y which are in 〈b〉 are of the form bik , b−ik , or bik−ik+1 for
some k. Since b has an infinite order and jq − j1 = ±ik (because jq − j1 is even and ±ik is
odd), we have ys = bjq b−j1 = bik−ik+1 for some k and αk > 0. We have A = y1 · · ·ys−1bjq
and ys−1 = aik = ajq as above. Therefore ik = jq and
A = y1 · · ·ys−1bjq =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B .
Case (iii). We claim that |A| 2. Assume towards a contradiction |A| = 1. Then A = gi1
whenever y1 = gi1 and A = b−i1 whenever y1 = b−i1 , since AB is in reduced form. Since
z = BA, this implies
z = BA = (b−i1ai1bi1) · (gi1b−i1ai1bi1
)α1−1 · · ·(gipb−ipaipbip
)αpgi1
= (gj1b−j1aj1bj1
)β1 · · · (gjq b−jq ajq bjq
)βq
whenever y1 = gi1 and
z = BA = (a−i1bi1g−1i1
) · (gi1b−i1ai1bi1
)α1+1 · · · (gip b−ipaipbip
)αp · b−i1
= (gj1b−j1aj1bj1
)β1 · · · (gjq b−jq ajq bjq
)βq
whenever y1 = b−i1 . Computing with normal forms, we get: if y1 = gi1 , then b−i1 = gj1
or b−i1 = b−j1 and ai1 = a−j1 , and if y1 = b−i1 , then a−i1 = b−j1 or a−i1 = gj1 . We get in
both cases a contradiction, and thus |A| 2 as claimed.
Since y = AB is in reduced form, there exists s < n such that A = y1 · · ·ys is in normal
form. As before we consider the case division z1 = gj1 or z1 = b−j1 .
If z1 = gj1 , then zm = bjq as z is c.r. Since z = BA is in semi-reduced form and |A| 2,
the last element of the normal form of A is bjq , and thus ys = bjq . Therefore we see as
in the corresponding subcase of Case (i) that ys = bjq = bik for some k and that αk > 0.
Therefore
A = y1 · · ·ys =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B .
If z1 = b−j1 , then zm = g−1jq as z is c.r. Therefore, as in the corresponding subcase of
Case (i), the last element of the normal form of A is g−1jq , ys = g−1jq and
ys = g−1jq = g−1ik gik+1 or ys = g−1jq = g−1ik for some k.
We claim that the case ys = g−1jq = g−1ik gik+1 cannot occur. Indeed, if
ys = g−1 = g−1gik+1 ,jq ik
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element of the normal form of B is aik+1 , which is a contradiction as the second element
of the normal form of z must be a−j1 .
Thus ys = g−1jq = g−1ik as claimed. Then αk < 0 and
A = y1 · · ·ys−1g−1jq =
(
gi1b
−i1ai1bi1
)α1 · · · (gik b−ik aik bik
)β
for some β  αk . Hence A is in K , as well as B . 
Lemma 7.3. Let y in K , A in F , and α  1 such that y = Aα . Then:
(i) If y is c.r. (and thus AA is in reduced form), then A ∈ K .
(ii) If y is w.c.r. (and thus AA is in semi-reduced form), then A ∈ K .
Proof. Put A′ = A and B ′ = Aα−1. Then y = A′B ′ ∈K and y = B ′A′ ∈ K .
If y is c.r. and AA is in reduced form, then A′B ′ and B ′A′ are in reduced forms and
A ∈K by Lemma 7.2.
If y is w.c.r. and AA is in semi-reduced form, then A′B ′ and B ′A′ are in semi-reduced
forms and A ∈K by Lemma 7.2. 
We are now ready to prove Theorem 7.1, i.e., that K is malnormal in F . Let y , z ∈ K#,
and x ∈ F such that yx = z. We want to show that x ∈K .
We claim that we can assume y and z cyclically reduced in K (relatively to the free
basis of K indicated above). Indeed, it is well known that every element of a free group
is conjugate to a cyclically reduced one. Thus y = y ′α and z = z′β for some elements y ′
and z′ c.r. in K and some α,β ∈ K . Thus βx−1α−1y ′αxβ−1 = z′ and x is in K provided
αxβ−1 is.
We assume thus y and z cyclically reduced in K (relatively to the basis of K). We claim
that y is then c.r. or w.c.r. in F , as well as z. Indeed if
y = (gi1b−i1ai1bi1
)α1 · · · (gipb−ip aipbip
)αp
for some generators of K , then yy is equal to
(
gi1b
−i1ai1bi1
)α1 · · · (gipb−ipaipbip
)αp · (gi1b−i1ai1bi1
)α1 · · · (gipb−ipaipbip
)αp
.
Now if α1 and αp have the same sign, then y is c.r. If α1 > 0 and αp < 0, then the first and
the last element of the normal form of y are gi1 and g
−1
ip
respectively. If g−1ip gi1 = 1, then
i1 = ip, which contradicts the fact that y is c.r. in K . Therefore
g−1ip gi1 = 1,
yy is in semi-reduced form, and y is w.c.r. The case α1 < 0 and αp > 0 can be treated
similarly. Thus y is c.r. or w.c.r. in F , as well as z, which completes the proof of our claim.
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(AB)α , z = (BA)α , and x = A(BA)β with:
(i) AB and BA in reduced forms (and, thus, AB and BA c.r.) provided y and z are c.r.
(ii) AB and BA in semi-reduced forms (and, thus, AB and BA w.c.r.) provided y and z
are w.c.r.
(iii) AB in reduced form and BA in semi-reduced form (and, thus, AB w.c.r. and BA c.r.)
provided y is w.c.r. and z is c.r.
Now AB and BA are in K by Lemma 7.3, and A and B are in K by Lemma 7.2. Hence
x = A(BA)β ∈K . This ends the proof of the malnormality of K and, thus, of Theorem 7.1.
8. Embedding in finitely generated CSA-groups
We are now ready, with the result of the previous section, to prove Theorem 1.3. Recall
that we want to embed any countable CSAf -group G, with f (2) = 0, into a finitely gener-
ated one having, up to conjugacy, the same maximal abelian subgroups, except maybe the
infinite cyclic ones.
Proof of Theorem 1.3. We may of course assume G not finitely generated. Let X =
2N + 1. As G has no involutions, it has by Zorn’s Lemma a generating set {gi | i ∈ X}
such that g−1i = gj for every i, j ∈ X. Consider the free product
F = G ∗ 〈a | 〉 ∗ 〈b | 〉 ∗ 〈c | 〉.
Throughout the following proof, we consider normal forms relatively to the indicated free
product decomposition of F . Consider the subgroups
D = 〈cib−iaibi | i ∈ X〉 and E = 〈gia−ibiai | i ∈X
〉
of F . It is clear that D and E are free over their indicated generators and that the function
ϕ : cib−iaibi → gia−ibiai (i ∈ X) extends to an isomorphism from D to E. Consider the
HNN-extension
F ∗ = 〈F, t | t−1dt = ϕ(d), d ∈ D〉.
We are going to prove that the supergroup F ∗ of G has the required properties. First notice
that F ∗ is finitely generated by {a, b, c, t}. By the Kurosh Subgroup Theorem (Fact 2.16),
F and G have, up to conjugacy, the same maximal abelian subgroups, except maybe the
infinite cyclic ones. By Theorem 3.2, it is thus sufficient to prove that the HNN-extension
F ∗ of F is separated and that D and E are malnormal in F .
By Theorem 7.1, E is malnormal in G ∗ 〈a, b〉. By well known properties of free prod-
ucts, G ∗ 〈a, b〉 is malnormal in F . Hence E is malnormal in F . Now it is clear that the
set {ci | i ∈ X} satisfies the assumptions of Theorem 7.1, and therefore D is malnormal in
〈a, b, c〉. As before, we find D malnormal in F .
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exist x ∈ F , y ∈ E#, and z ∈ D# such that yx = z.
Then there exist y ′ and z′ cyclically reduced in E# (relatively to the basis of E) and D#
(relatively to the basis of D) respectively such that y = y ′α and z = z′β for some elements
α ∈ E and β ∈ D. Then βx−1α−1y ′αxβ−1 = z′ and, replacing x by αxβ−1 if necessary,
we can assume y and z c.r. in E and D respectively.
As at the end of the proof of Theorem 7.1, we see that y is then c.r. or w.c.r. in F , as
well as z. By Theorem 6.1, there exist elements A and B and α  1 such that y = (AB)α
and z = (BA)α , with AB and BA in reduced form or in semi-reduced form, depending
on the possible cases. As E and D are malnormal in F , we have AB ∈ E and BA ∈ D.
Since AB ∈ E, there exists an element of G# which appears in the normal form of AB ,
and thus the same property holds for A or B as AB is in reduced or in semi-reduced form.
Since BA is in reduced or in semi-reduced form, there are no cancellations in the product
BA, and thus there exists an element of G# which appears in the normal form of BA. But
BA ∈ D, which is clearly a contradiction.
Therefore F ∗ is separated and we have the desired conclusion. 
We derive the following corollaries from Theorem 1.3:
Corollary 8.1. Assume f (2) = 0. Then there exist 2ℵ0 finitely generated CSAf -groups. In
particular there exist 2ℵ0 countable existentially closed CSAf -groups.
Proof. For X ⊆ N \ {0,1}, let G(X) = ∗n∈XZn. By the Kurosh Subgroup Theorem
(Fact 2.16), the maximal abelian subgroups of G(X), except maybe the infinite cyclic ones,
are isomorphic to Zn, with n in X. As any nontrivial element of G(X) lies in the subgroup
generated by finitely many factors, one can check easily with Theorem 4.2 that G(X) is a
CSA-group. Furthermore G(X) is torsion-free by Fact 2.13. Then, by Theorem 1.3, G(X)
embeds into a finitely generated CSAf -group F(X) having, up to isomorphism, the same
maximal abelian subgroups, except maybe the infinite cyclic ones. Thus F(X)  F(Y )
whenever Y ⊆ N \ {0,1} and Y = X. It follows that there exist 2ℵ0 pairwise nonisomor-
phic finitely generated CSAf -groups of the form F(X).
The second statement is now a mere corollary of Fact 2.1 and of the remark following
Fact 2.4. 
Corollary 8.2. Assume f (2) = 0, and let G be an existentially closed CSAf -group. Then
the first-order theory of G has 2ℵ0 types over ∅.
Proof. We first prove that the universal theory Th∀(G) is true in every CSAf -group. Sup-
pose towards a contradiction that there exists ψ ∈ Th∀(G) such that ¬ψ is true in some
CSAf -group H . Then the existential sentence ¬ψ is true in G∗H , which is a CSAf -group
by Theorem 4.2. Since G is existentially closed, ¬ψ is true in G, a contradiction.
Now, by Fact 2.2, every CSAf -group embeds into a model of the theory Th(G). But
there are 2ℵ0 finitely generated such groups by Corollary 8.1. In particular, Th(G) has 2ℵ0
types over ∅. 
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