A generalised Postnikov tower for a space X is a tower of principal fibrations with fibres generalised Eilenberg-MacLane spaces, whose inverse limit is weakly homotopy equivalent to X. In this paper we give a characterisation of a polyhedral product ZK (X, A) whose universal cover either admits a generalised Postnikov tower of finite length, or is a homotopy retract of a space admitting such a tower. We also include p-local and rational versions of the theorem. We end with a group theoretic application.
Introduction
Let (X, A) be a pair of topological spaces and let K be a simplicial complex. The polyhedral product Z K (X, A) is a space obtained by forming Cartesian products of the spaces X and A, one for each simplex in K, and gluing them together according to the face relations among the simplices in K. Polyhedral products were introduced by Bahri, Bendersky, Cohen, and Gitler [3] as a generalization of two fundamental constructions in toric topology: the moment-angle complex and the Davis-Januszkiewicz space. Similar constructions can be found in earlier works in algebraic topology [1, 23, 17] . Polyhedral products are combinatorially defined objects and recent studies show that the interaction between topology and combinatorics through polyhedral products provides a rich source of ideas and applications [3, 11, 12, 15, 16, 21] . A comprehensive survey can be found in [2] .
It is particularly interesting to understand how a given homotopical property of Z K (X, A) is related to combinatorial and homotopical properties of K and (X, A). For example, combinatorial conditions on K, which guarantee that the polyhedral product Z K (CX, X) (here CX means the cone on X) is a suspension, are studied in [11, 12, 15, 16] .
In this paper, we study polyhedral products Z K (X, A) that admit a Postnikov type decomposition satisfying certain finiteness properties, and characterise such spaces in terms of properties of the simplicial complex K and the pair (X, A). We start by introducing the largest class of spaces to which our results apply. Throughout this paper all spaces are assumed to be of the homotopy types of a CW-complex. Definition 1.1. Let P denote the minimal class that contains all connected spaces, whose universal covers admit finite type generalised Postnikov towers of finite length, and that is closed under homotopy retracts.
See Section 2 for the definition of generalised Postnikov towers. (See also [14] .) Spaces in P are sometimes referred to in the literature as polyGEMs [7] .
We say that a connected space X is of finite type if H i (X; Z) is a finitely generated abelian group for each i ≥ 1. Thus, a simply-connected space X is of finite type if and only if π i (X) is a finitely generated abelian group for each i > 1. Note that the universal cover of each space in P is of finite type.
Our results become a bit more specific for certain subclasses of P. Definition 1.2.
(1) Let F be the class of all connected spaces whose universal covers are of finite type and have non-trivial homotopy groups in finitely many dimensions.
(2) Let K be the class of all connected spaces whose universal covers are of finite type and have finitely many non-trivial k-invariants.
We consider the question what are necessary and sufficient conditions for a polyhedral product Z K (X, A) to belong to each one of these classes, depending on the pair (X, A) and the simplicial complex K. We are now ready to state our main theorem.
Theorem A. Let K be a simplicial complex, and let (X, A) be an NDR-pair. Let F denote the homotopy fibre of the inclusion A → X, and assume that each connected component of F is of finite type. Then Z K (X, A) belongs to P if and only if one of the following conditions holds:
(1) X ∈ P and K is a simplex;
(2) X ∈ P, F is an acyclic space, and K is not a simplex;
(3) X ∈ P, F is a disjoint union of acyclic spaces, and K is a flag complex that is not a simplex.
Furthermore, the statement above holds for P replaced throughout by F or by K.
The question of when a polyhedral product of the form Z K (X, * ) is a K(π, 1) was treated in [20, 2] (see Lemma 4.6 below). The proof there does not generalise to our context. However the result for this special case is used in the proof of the theorem (see the proof of Theorem 4.7).
Let p be a prime or zero. By analogy to the integral case, we say that a connected space X is of finite p-local type if H n (X; Z) is a finitely generated Z (p) -module for each n > 0. Define a p-local analog of the classes P, F and K by requiring that all spaces are p-local spaces of finite p-local type. Let P p , F p and K p denote the resulting classes respectively. We will use the term "rational" instead of "0-local" as usual.
Theorem B. Let p be a prime and C p denote one of the classes P p , F p or K p . Let K be a simplicial complex, and let (X, A) be an NDR-pair. Suppose that each connected component of the homotopy fibre F of the inclusion A → X is of finite p-local type. Then Z K (X, A) belongs to C p if and only if one of the following conditions holds:
(1) X ∈ C p and K is a simplex;
(2) X ∈ C p , F is p-locally acyclic, and K is not a simplex;
(3) X ∈ C p , F is a disjoint union of p-locally acyclic spaces, and K is a flag complex that is not a simplex.
For a simply-connected space X whose rational homology is finite dimensional, the well known dichotomy theorem of Félix, Halperin and Thomas [9, Theorem 1.1] states that π * (X) ⊗ Q is either a finite dimensional vector space, in which case X is called elliptic, or a graded vector space that grows exponentially with dimension, in which case it is called hyperbolic. In [13] the authors give necessary and sufficient conditions for Z K (X, A) to be elliptic. We believe that the statement is incomplete since the case where the homotopy fibre of the inclusion A → X is disconnected is not considered. This may be because of an implicit assumption that all spaces considered are simply connected. In our discussion below no simple connectivity assumption is made.
Let E 0 denote the class of connected spaces X such that the universal cover of X is a rational elliptic space, i.e. such that X is rational and has finite dimensional rational homotopy and rational homology. Now we state the rational analog of Theorem A, including amendment of [13, Theorem 1.2] for elliptic spaces. We say that a space X is a homology rational sphere if X is connected and H * (X; Z) ∼ = Q.
Theorem C. Let C 0 denote one of the classes P 0 , K 0 , F 0 or E 0 . Let K be a simplicial complex, (X, A) be an NDR-pair, and let F denote the homotopy fibre of the inclusion A → X. Suppose that each connected component of F is rational. Then Z K (X, A) belongs to C 0 if and only if one of the following conditions holds:
(1) X ∈ C 0 and K is a simplex;
(2) X ∈ C 0 , F is a rationally acyclic space, and K is not a simplex;
(3) X ∈ C 0 , F is a disjoint union of rationally acyclic spaces, and K is a flag complex that is not a simplex; (4) X ∈ C 0 , F is a homology rational sphere, and minimal non-faces of K are mutually disjoint.
Let Γ be a simple graph on m vertices with the edge set E, and let G = {G i } m i=1 be a collection of discrete groups. The graph product of G over Γ is defined by
Let K Γ (G) denote the graph product kernel of G over Γ, i.e., the kernel of the canonical map G Γ → m i=1 G i . Part of the argument used in the proof of Theorem A is used to obtain a short, purely homotopy theoretic proof of [19, Theorem 12 (1) ] (See Remark 4.8). In our version the assumption that the groups involved are countable is dropped.
Theorem D. Let G and H be two collections of m discrete groups, and let Γ be a simple graph on m vertices. Assume that for each 1 ≤ i ≤ m, |G i | and |H i | have the same cardinality. Then
The paper is organised as follows. In Section 2 we discuss some properties of generalised Postnikov towers. In Section 3 we recall some basic properties of polyhedral products, and in Section 4 we specialise to Z K (CX, X) and prove the main technical results of the paper, Theorems 4.7, 4.9 and 4.12, that are used in Section 5 to prove Theorems A and B. Finally in Section 6 we prove Theorem D.
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The class P
In this section, we study some properties of the class P relevant for our purpose. We first recall from [14] the definition of generalised Postnikov tower. A generalised Eilenberg-MacLane space is a (possibly infinite) product of ordinary Eilenberg-MacLane spaces. Generalised Eilenberg-MacLane spaces will be referred to as a GEMs, for short. A generalised Postnikov tower for a space X is a sequence of spaces and maps:
· · · → X n → X n−1 → · · · → X 0 satisfying the following conditions:
(1) X 0 is weakly contractible;
(2) for each n, there is a homotopy fibration X n → X n−1 kn − → K n , where K n is a simply-connected GEM;
(3) there is a weak homotopy equivalence X → holim X n .
The classical Postnikov tower for a simply-connected space X is obtained where K n = K(π n (X), n + 1). In that case the maps k n : X n−1 → K n are referred to as the k-invariants for X. Postnikov towers can also be defined more generally for nilpotent spaces, but we will not require this level of generality in this paper.
The following lemma is well known and we include a proof for the convenience of the reader.
Proof. We only prove the first inclusions because other cases are similar. Clearly F ⊆ K. Suppose X ∈ K and let · · · → X n → X n−1 → · · · → X 0 be the classical Postnikov tower for its universal cover X. If the k-invariant k n : X n−1 → K(π n (X), n + 1) is trivial, then X n ≃ X n−1 × K(π n (X), n). Thus there is an integer N such that the k-invariant k n is trivial for each n > N , implying there is a weak homotopy equivalence X → X N × n>N K(π n (X), n). Thus a tower
is a finite type generalised Postnikov tower of finite length for X. Therefore X ∈ P, completing the proof. Proof. Assume X, Y ∈ P, and let X and Y denote their respective universal covers. Then there are spaces X 0 and Y 0 admit finite type generalised Postnikov towers of finite length, and such that X and Y are homotopy retracts of X 0 and Y 0 , respectively. Thus X × Y that is the universal cover of X × Y is a homotopy retract of X 0 × Y 0 , and the latter clearly admits a finite type generalised Postnikov tower of finite length. Thus X × Y ∈ P.
The following properties of the classes F, K are obvious, and so we omit the proof. Lemma 2.3. Let C be either of F, K. Then the following hold:
(1) C is closed under finite products;
(2) C is closed under homotopy retracts;
Next, we need to show that if F → E → B is a homotopy fibration, and B, E ∈ P, then F also belongs to P. The following three lemmas will be needed to do so. Let hofib(f ) denote the homotopy fibre of a map f : X → Y .
be a homotopy fibration of (r − 1)-connected spaces, r ≥ 2, and assunme that B is a GEM. Let f : F → K(G, r) be any map that induces a surjection on π r . Then there are a map g : E → K(H, r) and a homotopy fibration
such that g induces a surjection on π r and W is a GEM. Moreover, if B is of finite type then so is W .
Proof. Write B = n≥r K(A n , n), and let h denote the composite
Then h is surjective in π r , since F is (r − 1)-connected, and one easily verifies that the sequence
is a homotopy fibration. In particular, hofib(h) is (r − 1)-connected and there is an exact sequence of abelian groups:
In particular, by (2.1), I is a quotient of A r+1 . Then since both F and hofib(h) are (r − 1)connected, one gets a homotopy commutative diagram whose rows are homotopy fibrations
Thus, by delooping that fibration, one obtains a map g : E → K(H, r). A diagram chase now shows that g induces a surjection on π r , and that hofib(g) ≃ hofib(h ′ ). Thus we obtain a homotopy fibration hofib(f ) → hofib(g) → W as claimed. By construction, W is clearly of finite type whenever so is B. Lemma 2.5. If X is (r − 1)-connected for r ≥ 2 that admits a generalised Postnikov tower of length l (and finite type), then X has a generalised Postnikov tower
Proof. Suppose X has a generalised Postnikov tower:
, we may assume that for each 1 ≤ n ≤ l, Y n is (r − 1)connected and there is a homotopy fibration Y n → Y n−1 → L n , where L n is an (r − 1)connected GEM. Let f l : Y l → * be the constant map. Lemma 2.4 applied to f l and the homotopy fibration Y l → Y l−1 → L l yields a map f l−1 : Y l−1 → K(G l−1 , r) which is surjective in π r and a homotopy fibration
where K l is an r-connected GEM. Set X l = X and X l−1 = hofib(f l−1 ). Next consider the homotopy fibration Y l−1 → Y l−2 → L l−1 and the map f l−1 . By Lemma 2.4 again, one obtains a map f l−2 : Y l−2 → K(G l−2 , r) and a homotopy fibration
By induction, for n ≤ l one has a map f n : Y n → K(G n , r) that is surjective in π r , with X n = hofib(f n ). Applying Lemma 2.4 to f n and the fibration Y n → Y n−1 → L n−1 , we obtain a map f n−1 : Y n−1 → K(G n−1 , r), and a homotopy fibration
where X n−1 = hofib(f n−1 ) and K n is an r-connected GEM. Since Y 0 is weakly contractible and X is (r − 1)-connected, Y 1 is an (r − 1)-connected GEM, and it follows that X 1 is also an (r − 1)-connected GEM. Hence taking X 0 = * yields the desired Postnikov tower for X. Finite type is clearly preserved throughout this construction.
if there is a homotopy commutative diagram
Lemma 2.6. Let X be a homotopy retract of X 0 . Then the following statements hold:
Proof. By definition, there are maps i : X → X 0 and r :
Thus taking homotopy fibres completes the proof.
The following elementary proposition is a refinement of [14, Proposition 4.4] and is useful for our analysis. 
Let G = Im{∂ : π 2 (B) → π 1 (F )}. Then G is an abelian group and there is a map B → K(G, 2) which induces ∂ : π 2 (B) → π 1 (F ) on π 2 . Let B be the homotopy fibre of this map. Then B has a generalised Postnikov tower of finite length, and there is a homotopy fibration:
Postnikov towers forẼ and B. By Lemma 2.5, we may assume that B n is simply-connected for each n and there is a homotopy fibration B n → B n−1 → K n , where K n is a 2-connected GEM of finite type. For i ≤ l, let F i be the homotopy fibre of the composite
Then one gets a sequence of maps
We show that this sequence is a finite type generalised Postnikov tower for F . By definition, there is a homotopy fibration
Thus it remains to show that there is a homotopy fibration F i → F i−1 → L i for each i ≤ l where L i is a simply-connected GEM of finite type. By definition, there is a homotopy commutative diagram whose rows and columns are homotopy fibrations
Since ΩK i is a simply-connected GEM of finite type, the left column of the diagram gives the required fibration, and completes the proof.
Remark 2.8. Let P denote the minimal class that contains all spaces, whose universal covers admit generalised Postnikov towers of finite length (not necessarily of finite type), and that is closed under homotopy retracts. Then P ⊆ P, and it is easy to see that Lemma 2.2 and Proposition 2.7 hold with P replaced by P.
Let p be a prime number or zero. Recall that if we require K n to be a simply-connected p-local GEM, we obtain the notion of a p-local generalised Postnikov tower. If each K n is, of finite p-local type, then we say that the p-local generalised Postnikov tower is of finite p-local type. Note that Lemma 2.2 and Proposition 2.7 hold when P is replaced by P p .
The following useful lemma is proved in [14, Theorems 2.5 and 3.1], where the assumption that generalised Postnikov towers are of finite type is essential.
Lemma 2.9.
(1) A space of finite type has a generalised Postnikov tower of finite type if and only if it is nilpotent.
(2) Let p be a prime number or zero. Suppose that a space X has a generalised Postnikov tower of finite type · · · → X n → X n−1 → · · · → X 0 with classifying maps X n → K n . Then for any prime p, the tower
The following is a slight refinement of [8, Theorem D] . Let cat X be the L-S category of a space X.
Proposition 2.10. Let p be a prime and let X be a simply-connected space. If cat X < ∞ and X (p) ∈ P p , then H * (X; Z/p) = 0.
Proof. By definition of P p , there is a simply-connected space Y having a p-local generalised Postnikov tower of finite length and p-local finite type, such that X (p) is a homotopy retract of Y . It follows from [22, Theorem 6.2] that H * (ΩY ; Z/p) is a solvable Lie algebra and each
x ∈ H * (ΩY ; Z/p) satisfies x n = 0 for some integer n = n(x), possibly depending on x. Since X is a homotopy retract of Y , H * (ΩX; Z/p) is also solvable as a Lie algebra that is finite dimensional in each degree. The proof now proceeds verbatim as the proof of [8, Theorem 5.1] to show that H * (X; Z/p) = 0.
A space X is called p-locally acyclic if H * (X; Z (p) ) = 0.
Corollary 2.11. Let p be a prime and let X be a connected space. If (ΣX) (p) ∈ P p , then X is p-locally acyclic.
Proof. Since cat (ΣX) (p) ≤ 1, it follows from Proposition 2.10 that H * (X; Z/p) = 0. Since (ΣX) (p) is a homotopy retract of a p-local space of p-local finite type, X itself is of p-local finite type. Thus H * (X; Z (p) ) = 0.
Corollary 2.12. Let Y be a connected space of finite type. If ΣY ∈ P, then Y is an acyclic space.
Proof. By Lemma 2.9, (ΣY ) (p) ∈ P p , and so by Corollary 2.11, H * (Y ; Z (p) ) = 0 for any prime p. Since Y is of finite type, this implies H * (Y ; Z) = 0, that is, Y is an acyclic space.
A map f : X → Y , whose homotopy fibre is either an acyclic space or a disjoint union of such spaces, plays an important role in this paper.
Example 2.13. For a connected space X, let κ : T X → X a map such that T X is a space of type K(π, 1) and κ induces an isomorphism in homology with respect to any local system of coefficients on X (In particular in integral homomlogy). The existence of such a map is guaranteed by [18] . Furthermore, the homotopy fibre of κ is an acyclic space.
We end this section by characterising such maps between connected spaces.
Lemma 2.14. Let f : X → Y be a map of connected spaces whose homotopy fibre is a disjoint union of acyclic spaces. Then f can be factored as a composition
where X + is the Quillen plus construction on X with respect to some perfect normal subgroup of π 1 (X), and p is a covering map. Conversely, the homotopy fibre of any map that can be factored this way is a disjoint union of acyclic spaces.
Proof. Suppose that f : X → Y is a map whose homotopy fibre F is a disjoint union of acyclic spaces. If F is connected, then π 1 (F ) is perfect, and the image of the map induced by the fibre inclusion P = Im(π 1 (F ) → π 1 (X)) is a perfect normal subgroup of π 1 (X). Hence Y is homotopy equivalent to X + with respect to P . (See [6] for a much refined version of this statement.) Hence in this case the claim is clear, and we may assume F has more than one connected component.
The exact sequence
implies that f * is not onto. In particular π 1 (Y ) = 1. Let H = Im(f * ) ≤ π 1 (Y ). One has a commutative diagram of fibrations:
where Y is the universal cover of Y , and X is the covering of X corresponding to the normal subgroup K = Ker(f * ) ≤ π 1 (X). It follows that π 1 ( X) ∼ = K is a perfect group since F is connected and acyclic, and that Y ≃ X + . Let X + denote the plus construction on X with respect to K. Then π 1 (X + ) ∼ = π 1 (X)/K = H, and so α : X → BH factors through X + . Expanding the composition into a diagram of fibrations,
Since Im(f * ) = H, the map f : X → Y lifts to l ′ : X → X + , whose homotopy fibre is acyclic with fundamental group K. This gives the factorisation of f as claimed.
The converse is clear.
Basic properties of polyhedral products
In this section,we recall the definition of polyhedral products and prove some basic properties. Let K denote a simplicial complex on a vertex set [m] = {1, 2, . . . , m}, and let (X, A) = {(X i , A i )} m i=1 denote a collection of pairs of spaces. If (X i , A i ) = (X, A) for all i, then we write (X, A) for (X, A). For σ ⊂ [m], let
Then the polyhedral product of (X, A) over K is defined by
The join of simplicial complexes K 1 and K 2 is defined by
By the definition of polyhedral products, the following is immediate.
For a non-empty subset I of [m], the full subcomplex of K induced by I is defined by Proof. The space i∈I X i is a retract of m i=1 X i , and one has
Then the statement follows.
The following is proved in [20, Lemma 4.6] .
For any pointed space X, let CX denote the cone on X. Proposition 3.4. Assume that (X i , A i ) is a pointed NDR-pair for each i = 1 . . . m and let F i denote the homotopy fibre of the inclusion A i → X i . Then there is a homotopy fibration
is a homotopy fibration such that (CF i , F i ) and (X i , A i ) are NDR-pairs for all i, the statement follows from Lemma 3.3.
Properties of Z K (CX, X)
In this section we restrict attention to polyhedral products of pairs of the form (CX, X) where X is an arbitrary pointed space and CX is the cone on X.
Recall from [3, Theorem 2.21] that there is a natural homotopy decomposition
where |L| means the geometric realization of a simplicial complex L and
be a collection of maps. Assume that X i and Y i are connected, and that Σf i is a homotopy equivalence for each i = 1, . . . , m. Let Z K (f ) : Z K (CX, X) → Z K (CY , Y ) be the map induced by f . Then by (4.1), ΣZ K (f ) is a homotopy equivalence. In particular ΣZ K (f ) and hence Z K (f ) both induce isomorphisms in homology. On the other hand, since X i and Y i is connected for each i, Z K (CX, X) and Z K (CY, Y ) are simply-connected as in [16] . Thus by the J.H.C. Whitehead theorem, the map Z K (f ) is a homotopy equivalence.
We generalise this observation to the case that X i and Y i are not necessarily connected. We start by considering some general properties of (homotopy) pushouts. For spaces A and B, let
Lemma 4.1. Let Z be the pushout space of the system
If f is null-homotopic, then there is a homotopy equivalence
which is natural with respect to A, B, X. Furthermore, the homotopy class of the homotopy equivalence h depends only on the homotopy class of the null homotopy for f as a map that restricts to f on A × {0} and to the constant map on A × {1}.
Proof. Let F be a null homotopy for f and letf : CA → B be the extension of f to CA via F . Then f can be factored as the inclusion of A in CA followed byf , and the pushout diagram of the system (4.2) can be decomposed as:
where A * X is the join of A and X, and both squares are homotopy pushout diagrams, the top by construction and the bottom because g is a cofibration. The desired homotopy equivalence now follows since g is null homotopic and A * X ≃ Σ(A ∧ X). The equivalence is clearly natural with respect to A, B and X because of functoriality of homotopy pushouts.
Finally, notice that the homotopy class off as a map CA → B that is f on A × {0} ⊂ CA and the constant map on A × {1} depends only on the homotopy class of the chosen null homotopy for f . This proves the last claim.
Now we apply the above results on (homotopy) pushouts to polyhedral products. and an isolated vertex {m}. Then there is a homotopy equivalence
that is natural with respect to each X i .
Proof. Consider m−1 i=1 X i as Z L (X, X). Then one has an obvious inclusion f :
We claim that f is null homotopic. To see this, notice that for each i = 1, . . . , m − 1, the map f factors through i−1 j=1 X j × CX i × m−1 j=i+1 X j , and hence up to homotopy through the projection to i−1 j=1 X j × * × m−1 j=i+1 X j . Proceeding by induction, removing one factor at a time, the claim follows. Next, consider the pushout diagram:
The statement now follows from Lemma 4.1.
be be a collection of maps. If Σf i is a homotopy equivalence for each i = 1, . . . , m, then the map
induced by f on polyhedral products is a homotopy equivalence.
Proof. Let L ⊆ K be a subcomplex. Let L be the simplicial complex obtained as the disjoint union of L and the set of all vertices of K that are not in L. The link and the deletion of a vertex v of K are defined by
Then there is a pushout of simplicial complexes
. We prove the statement by induction on m -the number of vertices of K. For m = 1, Z K (CX, X) = CX 1 ≃ CY 1 = Z K (CY , Y ), and so the statement is true. Assume that the statement holds for any simplicial complex on at most m − 1 vertices. Consider a commutative diagram
where all horizontal maps are cofibrations. Since . Let X be a disjoint union of acyclic spaces, and let S = π 0 (X). Then for any simplicial complex K Z K (CX, X) ≃ Z K (CS, S).
Proof. Under our hypothesis the natural projection X → S = π 0 (X) is a homotopy equivalence after suspension. The corollary follows from Proposition 4.3.
4.2.
The p-local and the integral cases. Let p be a fixed prime. We first consider the p-local case. A subset M of [m] with |M | ≥ 2 is called a minimal non-face of K if it is not a simplex of K and all proper subsets of M are simplices of K.
Lemma 4.5. Let X be a disjoint union of spaces of finite p-local type, and assume that K is not a simplex. If the universal cover of Z K (CX, X) belongs to P p , then each connected component X 0 of X is p-locally acyclic.
Proof. Since K is assumed not to be a simplex, it has a minimal non-face M . Let L be the boundary of a simplex with vertex set M . Then L = K M , and so by Lemma 3.2, Z L (CX, X) is a retract of Z K (CX, X). It is easy to see that
Let X 0 be a path component of X.
In particular X 0 is a retract of X, and so Σ |M |−1 X ∧|M | 0 is a homotopy retract of Z L (CX, X) and hence of Z K (CX, X). Since Σ |M |−1 X ∧|M | 0 is simply-connected, it is also a homotopy retract of the universal cover of Z K (CX, X), hence Σ |M |−1 X ∧|M | 0 ∈ P p . Thus by Corollary 2.11, X ∧|M | 0 is p-locally acyclic and by the Künneth formula X 0 is p-locally acyclic, as claimed.
A flag complex is a simplicial complex K that is generated by its 1-skeleton, namely where for every clique in the 1-skeleton of K there is a simplex in K. Thus a simplicial complex K is a flag complex if and only if all of its minimal non-faces have cardinality two. The following lemma is proved in [20, Proposition 4.2] (cf. [2] ). We note that there is a terminology error in the proof of [20, Proposition 4.2] : "acyclic space" should be replaced with "aspherical space". Lemma 4.6. Let (X, * ) = {(X i , * )} m i=1 . Then Z K (X, * ) is a non-trivial K(π, 1) if and only if each X i is a non-trivial K(π, 1) and K is a flag complex.
Theorem 4.7. If X is a disjoint union of spaces of finite p-local type, then the following are equivalent:
(1) the universal cover of Z K (CX, X) belongs to P p ; (2) Z K (CX, X) is a K(π, 1); (3) either of the following conditions holds:
(a) K is a simplex; (b) X is p-locally acyclic and K is not a simplex;
(c) X is a disjoint union of p-locally acyclic spaces and K is a flag complex which is not a simplex.
Proof. Suppose that Z K (CX, X) belongs to P p . If K is not a simplex, then by Lemma 4.5, each connected component of X is p-locally acyclic. Suppose that X has more than a single connected component. Then S 0 is a retract of X. If K is not a flag complex, then it has a minimal non-face M of cardinality ≥ 3. By analogy to the proof of Lemma 4.5, S |M |−1 , which is simply connected for |M | ≥ 3, is a homotopy retract of the universal cover of Z K (CX, X), which is a p-local space of finite p-local type by hypothesis. Bu the sphere S |M |−1 is not p-local, and hence cannot be a homotopy retract of a p-local space. This gives a contradiction, and so K must be a flag complex. This shows that (1) implies (3).
Next we show that (3) implies (2). If K is a simplex, then Z K (CX, X) ≃ * and the claim holds vacuously. By hypothesis X is of finite p-local type, and hence ΣX is p-local. Thus, if X is p-locally acyclic, then ΣX is contractible. Therefore, in this case Z K (CX, X) ≃ * by Proposition 4.3. Suppose now that X is a disjoint union of p-locally acyclic spaces and that K is a flag complex. Since the suspension of every connected component of X is contractible, Proposition 4.3 implies that we may assume X is discrete. With this assumption, let G be a discrete group with the same cardinality as that of X. Then Z K (CX, X) ∼ = Z K (CG, G), and by Lemma 3.4, there is a homotopy fibration
By Lemma 4.6, Z K (BG, * ) is a K(π, 1) by Lemma 4.6. Thus Z K (CX, X) is a K(π, 1), and hence (3) implies (2) . Clearly, (2) implies (1), and so the proof is complete.
Remark 4.8. The fact that the homotopy type of Z K (CG, G) depends only on the cardinality of G and not on the isomorphism class of G is the main ingredient in the proof of Theorem D in Section 6
We next consider the integral analog of Theorem 4.7.
Theorem 4.9. If X is a disjoint union of spaces of finite type, then the following are equivalent:
(1) Z K (CX, X) belongs to P;
(2) Z K (CX, X) is a K(π, 1);
(3) either of the following conditions holds: (a) K is a simplex; (b) X is an acyclic space and K is not a simplex;
(c) X is a disjoint union of acyclic spaces and K is a flag complex that is not a simplex.
Proof. If Z K (CX, X) belongs to P, then in particular the p-localization of its universal cover belongs to P p for every prime p, and hence by Lemma 4.5 each path component of X is p-locally acyclic for all primes p. Since each connected component of X is of finite type, this implies that X is a disjoint union of acyclic spaces. Hence similarly to the proof of Theorem 4.7, it follows that (1) implies (3) . The for (3) implying (2) is done in the same way as the proof of Theorem 4.7. Clearly, (2) implies (1) . Thus the proof is complete.
4.3.
The rational case. Finally we consider the rational case. We begin with a simple lemma.
Lemma 4.10. If X, Y are suspensions such that X is simply-connected and X, Y are not rationally contractible, then X ∨ Y does not belong to P 0 .
Proof. If Y is a K(π, 1), then π is infinite, and so
Suppose Y is not a K(π, 1) and X ∨ Y ∈ P 0 . Then X ∨ Y is a homotopy retract of a space Z whose universal cover admits a finite type rational generalised Postnikov tower of finite length. By the rational analog of [14, Proposition 4.6] , the length of non-trivial iterated Whitehead products in π * (Z) is bounded by the length of of a rational generalised Postnikov tower for Z. On the other hand, π * (X ∨ Y ) has rationally non-trivial iterated Whitehead products of arbitrary length, implying so does π * (Z). This is a contradiction, and so X ∨ Y ∈ P 0 .
The following is proved in [13, Proposition 4.1] . (1) Z K (CX, X) belongs to P 0 ;
(2) Z K (CX, X) is either a K(π, 1), or of the homotopy type of a finite product of rational spheres of dimension > 1; (3) one of the following conditions holds:
(a) K is a simplex;
(b) X is rationally acyclic and K is not a simplex;
(c) X is a disjoint union of rationally acyclic spaces and K is a flag complex that is not a simplex; (d) X is a homology rational sphere and minimal non-faces of K are mutually disjoint.
Proof. Suppose that Z K (CX, X) ∈ P 0 and that K is not a simplex. Then Z K (CX, X) is a homotopy retract of a space Y , whose universal cover admits a finite type rational generalised Postnikov tower of finite length. Since K is not a simplex, it has a minimal non-face M . Hence, as in the proof of Lemma 4.5, Σ |M |−1 X ∧|M | is a homotopy retract of Z K (CX, X), and so Σ |M |−1 X ∧|M | ∈ P 0 . If X 0 is any connected component of X, then
is a retract of Σ |M |−1 X ∧|M | and hence also in P 0 . But since |M | ≥ 2, the space Σ |M |−1 X ∧|M | 0 is a simply-connected suspension.
If X is connected then Σ |M |−1 X ∧|M | is a simply-connected rational suspension space. Hence by [10, Theorem 24.5] , if X is not rationally acyclic, then it is a wedge of rational spheres of dimension > 1. If the number of rational spheres in that wedge is larger than one, then for some m, n > 1 the wedge S m (0) ∨ S n (0) is a homotopy retract of Σ |M |−1 X ∧|M | , implying S m (0) ∨ S n (0) ∈ P 0 . By Lemma 4.10, this is a contradiction. Hence X is either a single rational homology sphere, as in (3)(d) or rationally acyclic, as in (3)(b). In the first case, if K has minimal non-faces M 1 , M 2 such that M 1 ∩ M 2 = ∅, then by Lemma 4.11, a wedge of rational spheres of dimension > 1 is a homotopy retract of Z K (CX, X). However, this is impossible by Lemma 4.10, and thus minimal non-faces of K are mutually disjoint.
Suppose X has more than one connected component. As before, since S 0 is a retract of X, S |M |−1 is a homotopy retract of Z K (CX, X). If K is not a flag complex, then |M | ≥ 3. Thus S |M |−1 is simply connected and hence a homotopy retract of the universal cover of Z K (CX, X). Since Z K (CX, X) ∈ P 0 , its universal cover is a rational space. But S |M |−1 is not a rational space and we obtain a contradiction. Thus |M | = 2, and it follows that K is a flag complex. Let X 0 be a connected component of X. Since X is not connected, S 0 ∨ X 0 is a retract of X. It follows easily that S 1 ∨ ΣX ∧2 0 is a retract of ΣX ∧2 , and hence that S 1 ∨ ΣX ∧2 0 ∈ P 0 . If X 0 is not rationally acyclic, then ΣX ∧2 0 is a simply-connected rationally non-trivial suspension. Thus one gets a contradiction to Lemma 4.10, hence any connected component of X must be rationally acyclic, as in (3)(c). The proof that (1) implies (3) is thus complete.
If one of the conditions (3) (a), (b) or (c) holds, then Z K (CX, X) is a K(π, 1) by the same argument as the proof of Theorem 4.7. Suppose that condition (3)(d) holds. Let M 1 , . . . , M r be all minimal non-faces of K. For a finite set S, let ∂∆ S denote the boundary of a full simplex over S. Since M 1 . . . , M r are mutually disjoint, we can consider a simplicial complex L = ∂∆ M 1 * · · · * ∂∆ Mr . Take any subset σ ⊂ [m] such that σ ∩ M i = M i for each i. Then σ is a simplex of L, implying that all minimal non-faces of L are M 1 , . . . , M r . Since simplicial complexes are determined by their minimal non-faces, one gets K = L. By Lemma 3.1,
Since Z ∂∆ M i (CX, X) ≃ Σ |M i |−1 X ∧|M i | and X is assumed to be a rational homology sphere, Z K (CX, X) is of the homotopy type of a product of rational spheres of dimension at least 2. Thus (3) implies (2) . Clearly, (2) implies (1), and therefore the proof is complete.
Proofs of the main theorems
We are now ready to restate and prove Theorem A.
Theorem 5.1. Let K be a simplicial complex, and let (X, A) be an NDR-pair. Let F denote the homotopy fibre of the inclusion A → X, and assume that each component of F is of finite type. Then Z K (X, A) belongs to P if and only if one of the following conditions holds:
Moreover, the statement holds for P replaced by F or K throughout.
Proof. If X ∈ P and K is a simplex, then Z K (X, A) = X m , so Z K (X, A) ∈ P by Lemma 2.2. Thus assume that K is not a simplex and that either the condition (2) or (3) is satisfied. Then, by Theorem 4.9, Z K (CF, F ) is a K(π, 1). By Proposition 3.4 one has a fibration (5.1) Z K (CF, F ) → Z K (X, A) → X m .
Let X denote the universal cover of X, and let Z denote the universal cover of Z K (X, A). From the homotopy sequence for (5.1) it follows that Z K (X, A) and X m have homotopy equivalent 2-connected covers. Thus one has a homotopy commutative square (5.2) Z / / X m K(π 2 (Z), 2) / / K(π 2 ( X m ), 2)
where the vertical maps are the classifying maps for the 2-connected covers. Thus the diagram is a homotopy pullback square.
Let G = Im{π 2 (X m ) δ − → π 1 (Z K (CF, F ))} ∼ = Coker{π 2 (Z) → π 2 ( X m )}.
It follows that the bottom horizontal map in (5.2) is a principal fibration with fibre K(G, 1) and hence so is the induced top horizontal map, and by delooping it we obtain a homotopy fibration:
Z → X m g − → K(G, 2).
Since X m ∈ P, it follows from Proposition 2.7 that Z ∈ P. Thus Z K (X, A) ∈ P as desired.
The statement for F, K follows from the homotopy fibration (5.1) and Lemma 2.3.
Conversely, suppose that Z K (X, A) ∈ P. Since X is a retract of Z K (X, A) and P is closed under homotopy retracts, X ∈ P. Hence X m ∈ P by Lemma 2.2, and it follows from (5.1) and Proposition 2.7 that Z K (CF, F ) ∈ P. The claim now follows at once from Theorem 4.9. The proof for F, K follows similarly by using Lemma 2.3.
The proofs of Theorems B for P p and C for P 0 follows precisely the same line of argument, except one uses Theorems 4.7 and 4.12 instead of Theorem 4.9. Note that one has p-local and rational analogs of Lemma 2.3. Thus the proofs for F p , K p , F 0 , K 0 , E 0 follow similarly.
Graph products of groups
We are now ready to prove Theorem D. For any simple graph Γ, let Fl(Γ) denote the associated flag complex. Recall that for a graph Γ with vertex set [m], and a collection of groups G = {G i } m i=1 , the graph product G Γ is defined to be G Γ = G 1 , . . . , G m ] | [G i , G j ] = 1 ∀{i, j} ∈ E , and K Γ (G) denotes the kernel of the canonical map G Γ → m i=1 G i . where, on the right hand side, each G i is regarded as a discrete set of points.
Proof. The calculation of the fundamental group of Z K (X, * ) in [24, Proposition 1.2] and [20, Lemma 4.3] implies that the inclusion Z Fl(Γ) (BG, * ) → m i=1 BG i together with Lemma 6.1 induces the canonical surjection G Γ → m i=1 G i on fundamental groups. By Proposition 3.4, there is a homotopy fibration
where the second map is the inclusion. Thus the claim follows. Proof. If |G i | = |H i | for each i, then Z Fl(Γ) (CG, G) ∼ = Z Fl(Γ) (CH, H). The statement follows at once by Proposition 6.2.
