1.0 INTRODUCTION
The validity of many statistical procedures depends on normality assumption of observations. Several methods have been introduced in the literature for assessing the assumption of normality. The more popular ones among them are the JargueBera test in [1] , Shapiro-Wilk test in [2] and Anderson Darling test in [3] . The Jargue-Bera (JB) test for normality is based on the sample coefficients of skewness and kurtosis, the ShapiroWilk test relies on the correlation in the Q-Q plot, and the Anderson-Darling test makes use of the difference between empirical and theoretical distributions.
The JB test has been modified by a number of authors [4] [5] [6] . Gel and Gastwirth [4] replaced the denominators of skewness and kurtosis in the JB test statistics by the average absolute deviation from the median (MAAD) to obtain the Robust Jargue-Bera (RJB) test statistic. In regression analysis, the estimates of the coefficients of skewness and kurtosis based on the Ordinary Least Squares (OLS) residuals have been rescaled by Imon [5] , and the resulting JB type test is called the Rescalled Moment (RM) test. By replacing the estimate of spread with MAAD, the RM test can be modified to yield yet another test called the Robust Rescaled Moment (RRM) test in [6] .
Presently we consider the problem of assessing normality given a random sample , ,..., 12 n y y y of size n and containing m outliers. We assume that the outliers are not due to careless mistakes. Instead we assume that the outlies are due to deficiencies in the measuring system in measuring units of which the attributes to be measured have very large or small values. For example, a spring balance may stretch disproportionately when the object to be weighed is very heavy. We thus assume that the extremely large (or small) values which are classified as outliers in the given sample are originally very large (or small) values. However, due to deficiencies in the measuring system, they are distorted to some extremely large (or small) values which are clearly not concordant with the rest of the data. With this assumption, we define the k-th adjusted sample moment by
where m1 is the number of outliers at the lower end, m2 is the number of outliers at the upper end, m = m1 + m2, and M is the sample median based on the original sample of size n. Hence the adjusted coefficients of skewness and kurtosis can be defined respectively as The statistics S* and K* are next expressed respectively as nonlinear functions of the uncorrelated random variables z1 and z2 which have standard normal distributions when the original population is normal. We show that the acceptance region given be a circle with centre zero in the (z1, z2) plane is suitable for testing the normality assumption.
The layout of the paper is as follows. In Section 2, we state the Jargue-Bera test. In Section 3, we introduce a type of nonnormal distribution called the quadratic-normal distribution, introduces by [7] . In Section 4, we describe the method in [8] which transforms a set of nonlinearly correlated non-normal random variables to a set of uncorrelated standard normal random variables. In Section 5, the method in Section 4 will be used for transforming the statistics S* and K* which mimic the coefficients of skewness (S) and kurtosis (K) to the uncorrelated standard normal variables z1 and z2 . The power of the test based on a circle in the (z1, z2) plane derived from (S *, K*) when there are outliers is next compared with the power of the test based on a circle in the (z1, z2) plane derived from (S, K) when there are no outliers, and also with the power of the JB test. In Section 6, we give some concluding remarks.
2.0 MATERIALS AND METHODS

Jarque-Bera Test
Given the random sample where z has the standard normal distribution and y is a one-toone function of z. The random variable y is then said to have the quadratic-normal distribution with parameters  and , as indicated in [7] . We may write ~QN( , ) y μ λ . The following is a procedure modified from the method given in Pooi (2006) for fitting a non-normal distribution to the observed values of t :
Quadratic-Normal Distribution
Transforming Correlated Non-Normal Variables to Uncorrelated Standard Normal Variables
Find the average value of ti:
Estimate the moment 
We may describe the distribution of t via the equation
, and i u , as given in Step (9) , is a quadratic function of 
3.0 RESULTS AND DISCUSSION
Consider the case when the sample size is n = 30 and there are no outliers. A total of Ns = 10,000 values of y are generated from a normal distribution. For each generated value of y , we use the formulas in Section 2 to compute (S, K) . Let the value of (S, K) based on the ns-th generated of y be denoted by Table 5 .2 shows that the powers of the JB test and the test based on a circle in the (z1, z2) plane are all not too far from the target value 0.05.
The columns labeled by JB and 0L0U in Table 5 .2 show that in rows 6-22, the powers in the 0L0U column are larger than those in the JB column by more than 2%. Thus in the case when there are no outliers, the test based on a circle in the (z1, z2) plane is a strong competitor to the JB test.
The columns labeled by 0L0U and 0L1U in Table 5 .2 show that when there is an outlier at the upper end, the test based on a circle in the (z1, z2) plane suffers a slight loss in the power of the test. The columns labeled by 0L1U and 0L2U show that when the number of outliers at the upper end increases by one, the power of the test tends to decrease further. The columns labeled by 0L0U and 1L1U also show that there is a slight loss in the power of the test when there are outliers on both ends.
4.0 CONCLUSION
The test based on a circle with centre zero in the (z1, z2) plane tends to have good power. This is not surprising because the circle with centre zero is the smallest region in the (z1, z2) plane with the given probability. When the number of outliers is small, there is a slight loss in the power of the test. When the number of outliers is large, it is likely that the loss in power would be large.
