Coherent sandy shoals that migrate toward the downdrift coast are observed on many ebb-tidal deltas. In this study, processes that cause the growth and migration of shoals on ebb-tidal deltas are identified. Moreover, the effect of the incident wave energy and the tidal prism of an inlet on the migration speed of these shoals is investigated. For this, a numerical morphodynamic model with an idealized geometric setup is employed. The model computes the bed level evolution due to local erosion and deposition of sand driven by tides and waves. Analysis of model results shows that shoals grow when there is a local imbalance between the bathymetry and the wave conditions, which in this study was imposed by manually breaching the ebb-tidal delta or by adding storms to the wave forcing. There are thresholds for shoal formation that depend on the distribution of the sand and the incident wave energy. Wave refraction over the shoals leads to focusing of wave energy and increased wave energy dissipation around the location of the local minimum water depth. This generates residual currents over the shoal and increased skin friction toward the local minimum water depth, which together create a sand transport pattern that induces the growth and migration of the shoal. Sand transport due to asymmetric waves contributes to keeping the shoal a coherent structure. The shoal migration speed increases with increasing incident wave energy and decreasing tidal prism; this is because tidal residual currents oppose the wave-driven residual currents that cause shoal migration.
Introduction
There is a strong coupling between the sand balance of the nearshore zone of barrier islands and processes that occur in and seaward of the tidal inlets that separate them. Seaward of inlets, sand is stored in ebb-tidal deltas [Oertel, 1975; Walton and Adams, 1976] , as a result of the joint action of waves and tidal currents [Hayes, 1975; Hayes and FitGerald, 2013] . On many ebb-tidal deltas, shoals form repetitively and migrate toward the downdrift coast, i.e., in the direction of the net alongshore sediment transport [e.g., Robinson, 1975; O'Connor et al., 2011] . These shoals play an important role in the sediment balance of the nearshore zone, as an attachment of a shoal may supply the coast with (10 6 ) m 3 of sand [Hofstede, 1999] .
Various generic conceptual models that describe the migration of shoals on ebb-tidal deltas have been introduced ( Figure 1 ). These models [FitzGerald, 1982 [FitzGerald, , 1988 distinguish between the stability of the main ebb channel. Sometimes the main ebb channel of an ebb-tidal delta is stable (i.e., it does not migrate); this is often due to the presence of layers that are resistent to erosion [FitzGerald et al., 2000] . Wave built accumulations of sand on the margins of such ebb-tidal deltas cause formation and migration of shoals. These processes are referred to as stable inlet processes [FitzGerald, 1988] . At ebb-tidal deltas of other inlets, shoals form due to the accumulation of sand updrift of a channel. These shoals deflect the channel toward the downdrift coast until a breach occurs that establishes a more efficient ebb channel, and a large volume of sand is then located downdrift of the new channel. Part of this sand will fill up the old channel, and a part will form a shoal that migrates toward the downdrift coast. This process is referred to as ebb-tidal delta breaching [FitzGerald, 1988] or when it is limited to the seaward end of the channels on the ebb-tidal delta outerchannel shifting [FitzGerald et al., 2000] .
Numerical model studies were conducted to gain insight into the physics that control the morphodynamics of ebb-tidal deltas. Migrating shoals on ebb-tidal deltas were for the first time modeled by Cayocca [2001] in simulations of the long-term morphologic evolution of the Arcachon inlet. A key conclusion was that waves are essential for the migration of shoals. Siegle et al. [2004] and Elias et al. [2006] performed case studies of the sand transport on ebb-tidal deltas and found sand recirculating in patterns where tidally driven offshore sand transport takes place in the ebb channel and primarily wave-driven onshore sand transport over the margins of the ebb-tidal delta. Herrling and Winter [2014] showed that sand also bypasses ebb-tidal deltas without forming coherent bodies and that sand transport patterns under high-energy wave conditions are different from those under fair weather conditions. Ranasinghe and Pattiaratchi [2003] and Bertin et al. [2009a] assessed physical mechanisms that cause the seasonal closure of inlets by shoals, but their conclusions were different. Ranasinghe and Pattiaratchi [2003] used representative forcing conditions for Australian inlets and found that cross-shore sand transport due to asymmetric waves is a dominant mechanism that pushes sand toward the inlet and causes it to close. Asymmetric waves were also shown to be the cause of shoreward migration of sandbars on closed coasts [e.g., Hoefel and Elgar, 2003; Ruessink et al., 2007] . On the other hand, Bertin et al. [2009a] related the movement of shoals that cause the closure of a Portugese inlet to wave-driven residual flow over the shoal that is caused by the imbalance between the onshore component of the wave radiation stress and pressure gradients. In that study, sand transport due to asymmetric waves was not considered. Nahon et al. [2012] and Dastgheib [2012] successfully simulated migrating shoals that resemble those in the conceptual models of FitzGerald [1988] . Both assessed how the morphological behavior of a tidal inlet system depends on the forcing of tides and waves. In their simulations (in which wave height was kept constant), formation and migration of shoals on ebb-tidal deltas only occurred when they considered high-energy wave conditions (H s ∼2 m). Interestingly, Nahon et al. [2012] obtained a time period of ∼18 weeks between consecutive shoals, whereas Dastgheib [2012] obtained a period of ∼15-20 years. A possible explanation for this difference is that tidal prism in the latter study was much larger ((10 8 ) m 3 versus (10 7 ) m 3 ), since observations indicate that the tidal prism is positively related to the period between consecutive shoals and negatively related to the migration speed of shoals on ebb-tidal deltas [Gaudiano and Kana, 2001; Ridderinkhof et al., 2016] . Although Nahon et al. [2012] and Dastgheib [2012] simulated the generation and migration of these shoals, they did not discuss underlying physical mechanisms.
This study has two specific aims. The first is to investigate what conditions are necessary and sufficient to allow for the growth of a shoal on an ebb-tidal delta and what conditions are required for shoal migration. The hypothesis is that shoals are transient phenomena that are generated when a part of the ebb-tidal delta bathymetry is locally out of equilibrium with the wave conditions. This is inspired by the conditions responsible for the transformation of the morphology of sandbars, i.e., cross-shore bar migration and longshore variability [Lippman and Holman, 1990] . It will also be discussed which physical processes contribute to the growth and migration of shoals. The second aim is to determine the relationship between the migration speed of a shoal on an ebb-tidal delta and both the wave height and the tidal prism. As numerical studies showed that waves are important drivers of sediment transport on ebb-tidal deltas, it is expected that shoals migrate faster over ebb-tidal deltas that are exposed to higher wave energy.
Material and Methods
To fulfill the objectives, the model Delft3D (as discussed by Lesser et al. [2004] ) is employed together with the spectral wave model SWAN (extensively described by Booij et al. [1999] and Holthuijsen [2007] ) to form a morphodynamic model with modules for currents, waves, sediment transport, and bed evolution. As is common practice in modeling studies of ebb-tidal deltas, the model is executed in a depth-averaged mode because this is computationally more efficient and has not led to significantly different results in this kind of environments than 3-D models [e.g., Grunnet et al., 2004; Lesser et al., 2004; Fiechter et al., 2006] . Below, the applied depth-averaged version of the model is presented.
Morphodynamic Model 2.1.1. Model Domain
The morphodynamic module is employed on a domain (Figure 2a ) that consists of a tidal inlet (size: 800 m by 1.3 km), which connects a back-barrier basin (size: 9 km by 3.5 km) to an open sea (size: 36 km by 13.5 km). Here x and y are the alongshore and cross-shore coordinates, respectively. The reason for considering a basin with these dimensions is that the ebb-tidal delta will be relatively small and a high resolution can be applied without too high computational costs. The model setup is inspired by the morphology and hydrodynamics of the Wadden Sea, a barrier island system in the southeastern part of the North Sea [see, e.g., Ehlers, 1988] . The dimensions of the modeled back-barrier basin are slightly larger than those of the smallest drainage basin of the Wadden Sea (Wichter Ee inlet system). The schematized wave conditions are based upon a wave buoy that is located seaward of the island Schiermonnikoog, recording wave height, period, and direction.
Currents
The currents are described by the depth-averaged shallow water equations,
Here h is the local water depth; is the sea surface elevation with respect to the undisturbed water level; u and v are the depth-averaged velocities in the x and y direction, respectively; f is the Coriolis parameter; g is the acceleration due to gravity; is the constant density of water; e is the horizontal eddy viscosity, here assumed to be spatially uniform; and F x , F y are components of the wave-induced force per surface area, given by minus the divergence of the radiation stress tensor S [Longuet-Higgins and Stewart, 1962] , i.e.,
where S, with elements S i,j , and i, j = x or y, is provided by the wave module. The bed-shear stress components, x and y result from the nonlinear combination of the bed-shear stress vector due to currents, ⃗ c , and that due to waves, ⃗ w , which are combined with the parameterization of Soulsby et al. [1993] and the model of Fredsoe [1984] . Here ⃗ w is controlled by the near-bed horizontal wave orbital velocity vector, which is determined using linear wave theory and the local wave height, wave period, and wave length as provided by the wave module. Furthermore, ⃗ c is proportional to |⃗ u|⃗ u (where ⃗ u = (u, v)), and is obtained with use of the formulation of Colebrook and White [1937] for the drag coefficient, with a roughness height that follows from van Rijn [2007a] .
The tides are forced by a semidiurnal tidal wave (amplitude A, frequency M2 ) that travels in the positive x direction in the open sea. This is achieved by forcing the alongshore open boundary with a harmonic variation in sea surface height and the cross-shore boundaries with harmonic Neumann conditions [Roelvink and Walstra, 2004] .
Waves
The wave model SWAN is an open source third-generation spectral wave model [Holthuijsen, 2007] . It computes the wave spectrum in a domain using the wave action balance equation, which in this study is used in its stationary form (c g,x N)
Here N is the spectral action density, which is a conserved quantity in the presence of currents, is the relative frequency, is the spectral direction, and c g,x and c g,y are the components of the wave group velocity vector ⃗ c g in the x and y direction, respectively. Furthermore, c and c are propagation velocities in the spectral space. Moreover, S represents all sources and sinks that generate, dissipate, or redistribute wave energy. The first two terms on the left-hand side of equation (5) thus describe the propagation of wave action in geographical space, the third term describes refraction due to spatial variations of the depth and the currents, and the fourth term describes the shifting of the relative frequency spectrum of the waves due to variations in depth and current. Finally, the sources and sinks that are considered in this study are bottom friction (formulation based 10.1002/2016JF003823 on Joint North Sea Wave Project (JONSWAP) model by Hasselmann et al. [1973] ), white capping (formulation based on Hasselmann et al. [1973] and Komen et al. [1984] ), and wave breaking (formulation based upon the dissipation of a bore [Battjes and Janssen, 1978 ], = 0.73).
The radiation stress tensor S used in the morphodynamic module results from the net wave-induced depth-integrated fluxes of momentum,
whereẼ is the spectral wave energy density (Ẽ = N∕ ) and
with c w = ∕ the phase velocity of the waves. Additionally, the wave module provides local data of the significant wave height H s , peak period T p , associated wave number p , and peak wave propagation direction p to the hydrodynamic and sediment transport modules. On the northern boundary, a JONSWAP wave spectrum is prescribed, with a directional spreading with a cosine power of 4 and a peak enhancement factor of 3.3. The prescribed H s , p , and T p of the spectrum are varied among different model runs.
Sediment Transport
The sediment transport is calculated following the equations of van Rijn [2007a van Rijn [ , 2007b . Both bed load and suspended load transport are considered. Suspended sediment transport is calculated with a depth-averaged advection-diffusion equation,
with c the depth-and wave-averaged sediment concentration, D H the horizontal eddy diffusion coefficient, w s the settling velocity of the sediment, and T sd a parameter that depends on the frictional and settling velocity. Variable c eq is the equilibrium concentration and is computed based on the assumption that the wave-averaged velocity has a logarithmic profile in the vertical and a reference concentration close to the bottom that incorporates the effect of bed slopes on the threshold of motion (see van Rijn [2007b] for details). The right-hand side of equation (8) represents the net exchange of sediment between the water column and the bed. The deposition rate depends on suspended sediment concentration c. The erosion is described by the equilibrium concentration, c eq , and depends on the skin friction exerted by the currents and waves on the grains. The contribution of the waves to this skin friction is quadratic in the near-bed wave orbital velocity,
Here u on and u off are the absolute of the maximum and minimum of the (asymmetric) intrawave near-bed horizontal velocity vector ⃗ u w,t , respectively. This velocity vector has the same direction as the waves. In the default setting of the model, ⃗ u w,t is parameterized following Isobe and Horikawa [1982] and as modified by van Rijn et al. [2004] (the explicit expressions are given on page A-3 of this report). In the discussion section of this study, also the new analytical parameterization of Abreu et al. [2010] is considered. In that case the intrawave near-bed horizontal velocity vector reads
10.1002/2016JF003823
where u rms is the amplitude of the symmetric near-bed wave orbital velocity that follows from linear wave theory, ⃗ c w ∕|⃗ c w | indicates the propagation direction of the wave phase, t is the time, f r = √ 1 − r 2 , = 2 ∕T p , r is a nonlinearity measure, and a phase. Ruessink et al. [2012] related both r and parametrically to the local Ursel number, Ur = 3 8 H s p ( p h) 3 , which allows for a straightforward implementation of equation (10) into a numerical model.
The bed load transport vector, ⃗ q b , is computed from the wave-averaged bed load transport vector, ⃗ q bw , combined with a vector that accounts for the sediment transport by undertow, ⃗ q bu . The correction for local bed slope effects is computed following Bagnold [1966] and Ikeda [1982] and controlled by the parameters BN and BS (see van der Wegen and Roelvink [2008] for details).
Here ⃗ q bw is computed following van Rijn [2007a] , i.e., by computing the average of the intrawave bed load transport. Consequently, it is a function of the total intrawave near-bed velocity vector, thus of both ⃗ u and ⃗ u w,t .
Bed load transport due to the undertow is accounted for by
In this expression, c eq is the equilibrium concentration that is also used in the advection-diffusion equation for suspended sediment, and UT is a coefficient that controls the magnitude of the sediment transport due to the undertow. Finally, ⃗ u S is the Stokes velocity vector due to the presence of waves,
with E the total wave energy density. The applied parameterization of the sediment transport due to undertow is based upon the fact that in the Delft3D model, suspended sediment is transported with generalized Lagrangian mean velocities, which includes the Stokes velocity by waves. Here ⃗ q bu compensates for this by transporting sediment in the opposing direction. This method resembles the method applied in other studies [e.g., Reniers et al., 2004; Grunnet et al., 2004] and models (XBeach and Unibest-TC [Walstra et al., 2012] ) that parameterize the sediment transport due to undertow by using Eulerian velocities.
In the nearshore zone, ⃗ q bu is directed offshore and ⃗ q bw is generally directed onshore due to the asymmetric wave orbital velocity; consequently, the relative importance of these vectors has a large impact on the development of the beach profile.
The change of the bed level, z b , is determined at every time step by
Here p is the porosity of the bed.
At the open boundaries of the domain, a zero-concentration gradient is prescribed for the suspended sediment, and z b at the open boundaries is fixed in time.
Numerical Aspects
The morphodynamic module is solved on a rectilinear, staggered grid. The grid has a resolution of 1∕50 m −1 in the region of interest (indicated by the magenta lines in Figure 2a ). This region extends 5 km to both the left side and the right side of the inlet and 4.6 km seaward of the inlet. The resolution of the grid that covers the sea outside the region of interest is 1∕450 m −1 , and the resolution of the grid in the back-barrier basin is 1∕150 m −1 . To allow for parallel computations, the grid is divided into eight different subdomains using the method of domain decomposition, which is a standard option in Delft3D. In a control run, the resolution of the grid in the back-barrier basin was set to 1∕50 m −1 ; this did not cause qualitative differences in the evolution of the ebb-tidal delta. The time integration is done with an alternating direction implicit scheme (time step of 15 s), and for the spatial discretization a cyclic method is applied [Stelling and Leendertse, 1992] . Due to (tidal) variations of the water level, dry cells will be present among the computational cells of the model domain. A simple scheme for the erosion of these dry cells is used; i.e., half of the sediment that is eroded from a wet computational cell located adjacent to a dry cell is supplemented from the dry cell. To reduce computational time, the computed bed level change in equation (13) is multiplied with a morphological acceleration factor, M fac [Lesser et al., 2004; Roelvink, 2006] , before the bed level is updated. The default value of M fac in this study is 20.
The wave module consists of three nested grids (Figure 2b ). The finest grid has a resolution of 1∕50 m −1 in the region of interest. The intermediate grid has a resolution of 1∕450 m −1 (size: 40.5 km by 19.5 km). The coarsest grid has a resolution of 1∕1350 m −1 (size: 135 km by 16.2 km). The directional space covers a full circle and is divided into 36 bins. The frequency space is divided into 24 frequency bins between 0.05 s −1 and 1 s −1 . Finally, the coupling interval between the morphodynamic module and wave module is 1 h. When the wave module is called, it uses the actual bed level, water level, and flow velocity of the current and sediment transport module. After solving the wave action balance over the domain, it provides the wave conditions that are used in the current and sediment transport module until SWAN is again called.
Model Simulations
To test the hypothesis that shoals grow as transient features on an ebb-tidal delta when the bathymetry is locally out of equilibrium with the hydrodynamic conditions, multiple runs were evaluated (runs 1 to 9, Table 1 ). Runs 1, 8, and 9, start with the bathymetry that is shown in Figure 3a . This bathymetry was obtained by running the model for 5 years starting from a no-delta bathymetry (as shown in Figure 2 ) with the default parameter settings as given in Table 2 . Both wave height H s and wave period T p at the offshore boundary in the default setup are based upon the average conditions observed at the wave buoy. Furthermore, the wave propagation direction p at this boundary is chosen such that the longshore sediment transport is of the same order as that along the East Frisian Wadden islands [Ridderinkhof et al., 2016] . Run 1 is a continuation of this default run.
Runs 2 to 7 start with an ebb-tidal delta that was as that at the start of run 1, but it was manually breached by extending the main ebb channel and displacing the thereby removed sand to the part of the ebb-tidal delta that is located downdrift of this channel (Figure 4) . In this way a local imbalance between the morphology and the hydrodynamic conditions was created. To do this, the ebb-tidal delta was defined as the part of the domain where z b is more than 0.1 m above the bed level of Figure 2 (no delta) and its local height was defined relative to this no-delta bathymetry. Various bathymetric perturbations were considered. In run 2, the extended channel is 600 m wide, and displaced sand was distributed proportionally to the local height of the downdrift ebb-tidal delta (i.e., locations on the ebb-tidal delta that are higher receive more sand, Figure 4a ). In run 3, the channel is 600 m wide, and displaced sand was distributed equally over the downdrift ebb-tidal delta (Figure 4b) . In run 4, the channel is 300 m wide and displaced sand was again distributed proportionally to the local height of the ebb-tidal delta (Figure 4c ). In run 5, the channel is 300 m wide and sand was distributed proportionally to the local height of the ebb-tidal delta to the powern, chosen such that the minimum water depth of the downdrift ebb-tidal delta is equal to that of run 2 (Figure 4d ). In run 6, the channel is 600 m wide and the water depth of the entire downdrift ebb-tidal delta was set to the minimum value in run 2 (Figure 4e ). In run 7, the channel is 600 m wide and the water depth of the entire downdrift ebb-tidal delta was set to the minimum in run 4 ( Figure 4f ). Runs 6 and 7 were conducted to assess whether the minimum water depth over the ebb-tidal delta or the volume of the perturbation controls the shoal growth. Note that the sand volume was not conserved by the construction of the initial bathymetries for runs 6 and 7. Also, note that the applied perturbations had a negligible effect on the tidal prism (about 1%). To provide details of the model settings, all input files of run 2 have been added as supporting information to this article.
Runs 8 and 9 were executed to assess whether a time-varying wave forcing leads to the formation of migrating shoals on ebb-tidal deltas. In run 8 the model was forced by a seasonal wave climate that was constructed using monthly averaged values of H s and T p at the offshore boundary that were based on monthly averages of buoy data. In run 9, the same seasonal wave climate was used, but now six storms with a H s at the offshore boundary of 3.5 m and three storms with a H s of 4.5 m (each lasting 1.5 days) were added to the seasonal cycle. This was based upon the occurrence of such conditions at the wave buoy north of Schiermonnikoog. Note that p was constant in these runs and that M fac was set to 1 during the storms.
To evaluate whether shoal migration speed depends on tidal prism and/or average wave height, runs 10 to 14 were executed. In these runs, first an ebb-tidal delta that matches the forcing conditions was allowed to develop by running the model for 5 years, starting from a no-delta bathymetry (Figure 2 ). Subsequently, this ebb-tidal delta was breached following the same procedure as in run 2, and the development of the shoals on the perturbed bathymetry was evaluated. The migration speed of the shoal was determined as the average speed between 200 days after the imposed breach and the moment that a shoal reaches the coast, where the position of the shoal was defined as the local minimum depth above the shoal.
Results
First, the results of the runs in which a breach of the ebb-tidal delta was imposed are presented. Here an analysis of the tidally averaged sediment transport is included to identify the mechanisms that control the growth and migration of the shoals. Tidally averaged transport is considered because it provides insight into the evolution of shoals, which occurs on a time scale that is much larger than a tidal period. Next, the runs with a time-varying wave height are discussed. Finally, the runs in which the tidal range and wave height were varied are presented. Here the blue dashed (dotted) line indicates the evolution of the shoal that formed in run 2 without asymmetric waves (and undertow). Note that these latter shoals did not reach the downdrift coast.
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Imposed Breach Experiments 3.1.1. Morphodynamic Simulations
In all simulations in which the ebb-tidal delta was breached with a 600 m wide channel (runs 2, 3, 6, and 7), a shoal formed on the perturbed ebb-tidal delta (Figures 5a, 5b , 5e, and 5f ). These shoals increased in height during the first part of the simulation; i.e., the minimum water depth above these shoals decreased after the initial perturbation. This is visible in Figure 5h , which shows the time evolution of the maximum shoal level relative to the mean sea level. Furthermore, all shoals that formed in runs 2, 3, 6, and 7 migrated toward the downdrift coast. On the contrary, in the simulations in which the ebb-tidal delta was breached with a channel that has a width of only 300 m (runs 4 and 5), no shoals migrated to the downdrift coast. A shoal did form in run 4, but it disintegrated on the ebb-tidal delta (Figure 5c ), and both its growth rate and the maximum height it reached were smaller than those of the shoals that formed in runs 2, 3, 6, and 7 (Figure 5h ). In run 5 the minimum depth only increased in time after the initial perturbation; thus, no shoal formed. In the simulation in which the bathymetry was not perturbed (run 1, Figure 5g ), no shoal formed on the ebb-tidal delta.
The fact that in runs 1, 4, and 5 no shoal migrated to the downdrift coast suggests that a necessary condition for such shoal migration in the employed setup is that the perturbation must exceed certain thresholds, which are likely related to minimum water depth and sand volume. However, note that the initial water depth above the perturbation in run 4 equals that in run 7, and in the latter simulation a shoal formed and migrated to the downdrift coast, so this threshold is not controlled only by the minimum water depth of the initial perturbation. The amount of sand that is displaced in runs 4 and 5 is smaller than that in all other of these runs (∼ 34% of that in run 7 and ∼ 48% of that in runs 2 and 3). Apparently, the volume of sand displaced must exceed a critical value in order to form a shoal that migrates to the downdrift coast. Interestingly, despite the fact that there was more sand displaced in run 7 than in run 2, the different distributions caused the shoal in run 2 to grow higher and migrate faster than the shoal in run 7. Thus, the development of the shoal is affected by both the volume and the distribution of this volume in the initial perturbation. The fact that the shoal in run 6 became the highest of all shoals in different runs shows that not only shape matters but also size. The flat shape of the dumped sand in runs 6 and 7 is still outstanding compared to its surroundings and therefore substantially affects the waves and tidal currents. Also the depth of the perturbation determines the degree by which it influences waves and currents.
Mechanism of Shoal Growth
To investigate why a shoal only formed on perturbed bathymetries, in Figure 6 the amplitude of near-bed wave orbital velocity (u rms ), wave energy flux (⃗ c g E), and tidally averaged residual currents at the beginning of run 1 and 2 are shown. Moreover, in Figures 6c and 6d , the wave-induced residual currents at the beginning of run 1 and 2 are displayed. These were constructed by subtracting the tidally averaged residual currents of a tides-only simulation from the residual currents due to both waves and tides. Figures 6a and 6b reveal that u rms is much larger on the perturbed (shallower) ebb-tidal delta. This is a result of the decreased water depth, which causes wave shoaling and the focusing of wave energy over the shallower bathymetry. A comparison between the magnitude of the maximum and mean instantaneous tidal currents and the maximum and mean u rms revealed that skin friction on the ebb-tidal delta is predominantly caused by wave orbital motion (not shown). Note that this is not the case in the channel that intersects the ebb-tidal delta. Consequently, a higher u rms strongly increases the skin friction on the shoal, which increases the stirring of sediment and leads to strong erosion and a high sediment concentration.
The wave-driven residual currents are also much larger over the perturbed ebb-tidal delta than over the undisturbed delta. This is a result from the increased wave energy dissipation over the shallow bathymetry, which increases the wave-induced forces. The wave-driven residual currents are the main contributors to the total tidally averaged residual currents ( Figure 6 ) and cause the residual currents over the shallow part of the perturbed ebb-tidal delta to be directed landward and alongshore. In contrast, the residual currents over the unperturbed delta are directed seaward.
Ultimately, the joint action of (1) the increased wave-driven residual currents and (2) the increased skin friction leads to a residual sediment transport pattern that causes the growth of a shoal on the perturbed bathymetry (Figure 7) . The tidally averaged sediment transport shows strong convergence/divergence patterns on the entire perturbed ebb-tidal delta. In run 1 (unperturbed bathymetry), the sediment transport over the ebb-tidal delta is much smaller and only converges at the seaward edges of the ebb-tidal delta. The latter is responsible for the (slow) expansion of the ebb-tidal delta during this simulation. (c and d) The wave-driven residual currents (black arrows) and the wave energy dissipation (colored contours) at the start of ( Figure 6c ) run 1 (Figure 6d ) run 2. The black contour lines indicate the depth in all panels.
Mechanism of Shoal Migration
To identify and assess the mechanisms that cause the migration of shoals, the tidally averaged sediment transport over the bathymetry that was obtained after 200 days in run 2 was investigated ( Figure 8 ). The sediment transport patterns in the standard setting, i.e., transport due to tides and waves with an asymmetrical orbital velocity (Figure 8a) , without tides (Figure 8b) , without waves (Figure 8c ), and with a symmetrical wave orbital velocity (Figure 8d ) are considered. In the standard setting, divergence of sediment transport occurs in the region seaward of the highest part of the shoal (tilted toward the direction of wave incidence), and convergence of sediment transport is found on the landward side of this local maximum, which causes the shoreward migration of the shoal. This sediment transport pattern is more pronounced when tides are not considered (Figure 8b) and absent when waves are not considered (Figure 8c ), thereby indicating that waves are primarily responsible for this pattern.
Sediment transport due to asymmetric waves contributes to the growth and migration of shoals, as it causes sediment transport in the direction of wave propagation and the latter converges toward the shoal because of depth-induced refraction. Interestingly, when the effect of asymmetric waves is omitted, the initial development of the shoal is barely affected (Figure 5h) , implying that the effect of asymmetric waves is not a crucial factor for shoal growth. The main difference in the sediment transport patterns with and without asymmetric waves (Figures 8a and 8d) is that in the latter case, a second region of sediment convergence is prominent on the edge of the ebb-tidal delta. This implies that sediment transport due to asymmetric waves adds to maintaining the shoal as a coherent feature. This was confirmed by repeating run 2 with a symmetric wave orbital velocity. In that case a similar shoal as in run 2 formed, but its growth ceased, and it disintegrated before reaching the downdrift coast (results not shown). The shoal migrates toward the coast because the tidally averaged sediment transport increases toward the location where the water depth above the shoal is minimal and converges landward of this location. Convergence/divergence patterns of sediment transport are mainly controlled by the gradient of the total depth-averaged sediment concentrationc (including bed load transport and proportional to skin friction over water depth) in the direction of the residual currents [Ribas et al., 2015] . Since wave energy density focusses toward the local minimum water depth and u rms increases with decreasing water depth,c is maximum at the shallowest part of the shoal, while the gradients inc are the largest on the edges of the shoal. Moreover, the residual currents are directed landward over the shoal (see, e.g., Figures 6 and 9) ; these currents are primarily wave driven and much more prominent when a shallow feature is present on the ebb-tidal delta because the driving force of wave-driven currents is closely related to the wave energy dissipation [Dingemans et al., 1987] .
Time-Varying Wave Height
Forcing the model with a monthly averaged H s (run 8) leads to results that are similar to those when the model was forced with a constant H s (run 1). A persistent local minimum in the water depth is found ∼1000 days after the start of run 8 (Figure 10a ), but this does not develop into a migrating shoal during the model run.
Adding 12 stormy days to the seasonal cycle (run 9) has major implications for the development of the bathymetry during the simulation (Figures 10c and 10d) . A shoal develops, which migrates some distance landward (510 m between the time slices shown in Figures 10c and 10d) . However, during the evaluated time the shoal does not reach the downdrift coast (i.e., after 2700 days). Interestingly, this shoal only gained in height during storms and lost height during calm weather conditions (Figure 10e ). The local imbalance between the bathymetry and wave conditions during storms thus results in the formation of shoals on the ebb-tidal delta according to the mechanisms that were described in sections 3.1.2 and 3.1.3. 
Dependence of Shoal Migration on Tidal Prism and Wave Height
To evaluate whether the shoal migration speed depends on the tidal prism and/or average wave height, runs 2 and 10-14 were analyzed (Figure 11 ). In the standard setting (run 2) the shoal migrated with an average speed of 629 m yr −1 . Faster migrating shoals were found for higher waves (run 11: 1477 m yr −1 ) and smaller tidal prism (run 12: 946 m yr −1 ; run 14: 754 m yr −1 ), whereas migration speed of shoals is smaller with smaller waves (run 10: 306 m yr −1 ) or larger tidal prism (run 13: 337 m yr −1 ). The influence of incident wave energy on migration speed was to be expected as Figure 8 revealed that waves are primarily responsible for the shoal migration. The main reason for the effect of the tidal prism on the migration speed of the shoal is that the tidal prism controls the relative importance of tidal currents compared to wave-driven residual currents to the total tidally averaged residual currents. To illustrate this, the effect of a smaller tidal prism on the hydrodynamics and sediment transport patterns over the bathymetry that was obtained after 200 days in run 2 is shown in Figure 9 . Here the tidal prism was reduced from ∼ 7.5 ⋅ 10 7 m 3 to ∼ 5.5 ⋅ 10 7 m 3 by connecting the tidal inlet to a smaller back-barrier basin. In Figure 9a , the resulting residual currents and sediment transport patterns are displayed. Figure 9b shows the difference between the residual currents in the original run 2 ( Figure 8a) and those in the run with decreased tidal prism (Figure 9a ). Also, differences in sediment transport vectors and divergence/convergence patterns between those runs are shown. A larger tidal prism increases the seaward directed residual currents over the landward part of the shoal, which decreases the convergence of sediment in the propagation direction of the shoal. Thus, the tidally driven residual currents counteract the wave-driven residual currents that are the main cause of the landward migration of the shoals. Therefore, an increase of the strength of the tidally driven residual currents decreases the shoal migration speed, and a decrease of the strength of the tidally driven residual currents increases the shoal migration speed.
Although the tidal prism in runs 12 and 14 was almost equal (∼ 5.5 ⋅ 10 7 m 3 ), the morphology of the ebb-tidal deltas in these runs is quite different. This is because the interaction between the cross-shore and alongshore tidal currents affects the orientation of the ebb-tidal delta [Sha and van den Berg, 1993 ; Ridderinkhof et al., Figure 9 . (a) Tidally averaged residual currents (black arrows), sediment transport vectors ⃗ Q (white arrows), and divergence (colored contours) over the shoal that formed after 200 days in run 2. Here the tidal prism is reduced by 25% by decreasing the tidal basin area. (b) Difference between the situation in run 2 after 200 days and a situation with the same bathymetry in which the tidal prism was reduced. Shown is the difference between tidally averaged residual currents (black arrows), sediment transport vectors (white arrows), and divergence of sediment transport (colored contours). In both panels, black contour lines indicate the local water depth. 2014], and the alongshore tidal currents decrease in strength only when the tidal prism is decreased by reducing the tidal range (in that case ∕ x decreases). Note that the imposed perturbation in run 12 raised the downdrift ebb-tidal delta above sea level. Although the maximum height of this perturbation only decreased during this run, it was decided to define the coherent feature that moved to the coast as a shoal. In a control run, in which the bathymetry of run 12 was perturbed by a 300 m wide channel a shoal that increased in height did form, this shoal had a smaller volume and consequently migrated toward the coast with a larger speed (not shown).
Discussion
In this study it is shown that shoals both grow and migrate as a result of a local imbalance between the morphology of an ebb-tidal delta and the wave conditions. When waves encounter a relatively shallow feature, dissipation of their energy over this bathymetry causes gradients in radiation stresses that drive residual Figure 10 . Bathymetry of (a) run 8 after 1000 days, (b) run 8 after 1920 days, (c) run 9 after 1004 days, and (d) run 9 after 1923 days. (e) The time evolution of maximum shoal level (relative to mean sea level) in these runs is displayed. Here the red circles indicate moments that the model is forced by storm conditions. In these periods that last 1.5 day each, the shoal height increases. currents (as was observed by Bertin et al. [2009a] ) toward the coast over the location of the local minimum water depth (e.g., Figure 9a ). Together with increased wave stirring in shallower water these residual currents lead to a convergence of sediment transport on and just landward of shallowest region of the shoal. This mechanism resembles that described by Ribas et al. [2015] , who explained the growth and migration of other morphological features in the near-shore zone (e.g., crescentic bars) by the presence of currents across gradients in depth-averaged sediment concentration. An important difference between the formation of shoals on ebb-tidal deltas and sandbars closer to the coast is that there is no closed boundary (coastline) immediately beyond the ebb-tidal deltas. Consequently, at ebb-tidal deltas the shore normal wave force cannot be balanced by a pressure gradient force that follows from a setup of water against the coast. Therefore, waves cause landward residual currents over shoals on ebb-tidal deltas; these play a dominant role in the net sediment transport.
The local imbalance that leads to the growth of shoals that form in this study are manifestations of the system to adjust to suddenly changed conditions. These conditions were either caused by adding incidental storms to the wave forcing or by an imposed perturbation of the ebb-tidal delta. The latter were based on natural breaches that occur on the ebb-tidal deltas of the Wadden Sea, such as at Ameland Inlet (Figure 12 ). This is different from the shoals that developed in the simulations of Nahon et al. [2012] and Dastgheib [2012] , which originated from a continuous imbalance between morphology and wave conditions due to the high energetic wave forcing. For that setting large morphological changes occur in the entire nearshore zone. Furthermore, on many ebb-tidal deltas such conditions only persist during short times (∼days). Note that average wave conditions do not necessarily correspond to average sediment transport rates as the sediment transport rate increases nonlinearly with increasing wave height. Similar shoal migration as found by Nahon et al. [2012] ; Dastgheib [2012] occurred in the model set-up of this study in a control run where H s was set to 3 m (see animation in the supporting information).
The modeled morphodynamic response to storms, i.e., increase of shoal height and landward migration of the shoal, is consistent with the observations of Shepsis [1999] and O'Connor et al. [2011] . They detected large-scale morphological changes and shoal migration on different ebb-tidal deltas (Washington, USA, and Ireland) in time periods that were characterized by an increased storminess.
Not all shoals that formed remained coherent features. In the runs where a small sand volume was displaced (runs 4 and 5), convergence of wave-driven sediment transport could not overcome divergence of the sediment transport due to other processes (e.g., bed slope effects and tidal currents) and the shoal disintegrated ( Figure 5 ). It was shown that asymmetric waves add to maintaining the shoal as a coherent structure and that without incorporating this process, the shoal that formed in the standard model setup (run 2) does not reach the coast. The channel also plays an important role in the development of the shoal. This is concluded from an additional run in which the same sand volume and shape as in run 2 was dumped, but the original channel was not extended (see supplementary material). In this simulation, a shoal did develop but migrated slower and did not reach the downdrift coast. This seems to be because without the presence of the extended channel, the tidal currents that oppose the landward sediment transport are more important over the shoal.
Recently, Abreu et al. [2010] introduced an alternative parameterization of the asymmetric near-bed wave orbital velocity, ⃗ u w,t . To test the robustness of our results, an additional run was executed with this new parameterization for ⃗ u w,t , and the rest of the setup equals to that in run 2. Also with the alternative parameterization of ⃗ u w,t , a shoal forms and migrates to the downdrift coast ( Figure 13) . The difference in shoal evolution stems from the higher magnitude of ⃗ u w,t in shallow water in the parameterization of Abreu et al. [2010] , which leads to higher sediment transport rates. Consequently, the shoal migrates faster, and the initial growth rate as well as the decay rate in a later stage of its evolution are larger.
The migration speed of the shoals increases with a decreasing tidal prism and with increasing incident wave energy. This is because in the model waves are the main driver of the shoal migration. The dependence of shoal migration on incident wave energy was not reported in data analysis studies, probably because it is complicated to distinguish the wave energy effects from other parameters that vary among inlets. The negative relationship between tidal prism and shoal migration speed that was found agrees with what was observed for the shoals that migrate on the ebb-tidal deltas of the Wadden Sea [Ridderinkhof et al., 2016] . Furthermore, the findings are in line with the statement of FitzGerald [1982] that the migration speed depends on tidal range, wave energy, and local water depth.
Since this study aimed at identifying the physical processes that lead to the growth and migration of shoals on ebb-tidal deltas and at assessing the relative importance of the wave and tidal forcing on shoal behavior, a highly idealized model setup was chosen. In particular, the wave forcing and the initial bathymetries were highly schematized. Moreover, the effect of wind and of the presence of various grain sizes was not considered. The migration speed of the shoals in the simulations (∼600 m yr −1 ) is larger than that of observed shoals (∼300 m yr −1 ). Moreover, the decrease of the migration speed with increasing tidal prism obtained with the model is a factor four times larger than that is reconstructed from field data of migrating shoals on the ebb-tidal deltas of the Wadden Sea [Ridderinkhof et al., 2016] . Note that the migration speed of the shoal that Figure 14 . The evolution of a simulation in which the tidal wave has no alongshore phase propagation. Days are counted from the moment that the ebb-tidal delta was manually perturbed. A shoal forms and migrates toward the downdrift coast. The magenta line indicates the path that the maximum shoal level follows until it reaches its most landward location (black diamond).
In all the previously discussed simulations, the imposed tidal forcing is that of an alongshore propagating wave. Due to the joint action of the cross-shore and alongshore tidal currents, the simulated ebb-tidal deltas are oriented updrift (such as observed at many Wadden Sea inlets, Sha and van den Berg [1993] ). To verify that, the results also hold when the alongshore phase propagation of the tidal wave is negligible, typical for the U.S. East Coast, an additional simulation was performed. Again, first an ebb-tidal delta was developed, which was subsequently manually perturbed. Also, in this simulation a shoal formed and migrated toward the downdrift coast ( Figure 14 ).
Conclusions
With the use of a numerical morphodynamic model, ebb-tidal deltas and shoals on these deltas were simulated in an idealized tidal inlet system that was forced by both waves and tides. It was found that shoals on ebb-tidal deltas grow as a result of a local imbalance between wave conditions and the bathymetry. In this study, the imbalance was imposed by redistributing the sand on the ebb-tidal delta or by adding storms to the wave forcing. Shoals grow and migrate due to the convergence of sediment transport on top and landward of the shoal, which is primarily driven by the joint action of gradients in sediment stirring due to variations in water depth and wave-driven residual currents over the shoal. There are thresholds for the local imbalance below which a shoal does not form; these thresholds are related to the minimum water depth, sand volume, and local wave height.
Incidental high energetic wave condition such as present during storms are typically not in balance with the bathymetry of an ebb-tidal delta, which evolves at a much larger time scale. It was found that such storms can generate a shoal on an ebb-tidal delta that persists during normal wave conditions and continues to grow during subsequent storms. Sediment transport driven by asymmetric near-bed wave orbital velocities contributes to the formation and migration of shoals because it is directed in the direction of wave propagation. Considering asymmetric near-bed wave orbital velocities was a requirement for the shoals to maintain as a coherent feature and reach the downdrift coast in this study. Two different parameterizations of this velocity were implemented, which gave qualitatively similar results.
