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Let Mm,n(B) be the semimodule of all m × n Boolean matrices
where B is the Boolean algebra with two elements. Let k be a pos-
itive integer such that 2 kmin (m, n). Let B (m, n, k) denote the
subsemimoduleofMm,n(B) spannedby the setof all rankkmatrices.
We show that if T is a bijective linear mapping on B (m, n, k), then
there exist permutationmatrices P andQ such that T(A) = PAQ for
allA ∈ B (m, n, k)orm = n and T (A) = PAtQ for allA ∈ B (m, n, k).
This result follows from amore general theoremwe prove concern-
ing the structure of linear mappings on B (m, n, k) that preserve
both the weight of eachmatrix and rank onematrices of weight k2.
Here the weight of a Boolean matrix is the number of its non-zero
entries.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let B denote the Boolean algebra with two elements 0 and 1. The addition and multiplication in B
are deﬁned as usual except that 1 + 1 = 1. Amatrixwith entries fromB is called a Booleanmatrix. Let
Mm,n(B) be the semimodule of allm × n Boolean matrices. If A is anm × n non-zero Boolean matrix,
its Boolean rank, b(A), is the least integer k for which there exist m × k and k × n Boolean matrices
B and C with A = BC. The Boolean rank of the zero matrix is 0. It is known that b(A) is the least k
such that A is the sum of k Boolean matrices of rank one (see [7]). A mapping T from a semimodule of
Boolean matrices to another is called linear if T preserves sums and sends the zero matrix to the zero
matrix.
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In [2], Beasley and Pullman proved the following result.
If T is a linear operator onMm,n(B), andmin (m, n) 2, then the following statements are equivalent.
(i) T is invertible and preserves Boolean rank 1.
(ii) There exist permutation matrices P and Q such that T(A) = PAQ for all A ∈ Mm,n(B) or m = n
and T(A) = PAtQ for all A ∈ Mm,n (B).
In [8], Pullman gave a graph-theoretic interpretation of the above result by using a result in [7]
stating that the biclique covering number of a bipartite graph G and the Boolean rank of the (0,1)-
incidence matrix of G are equal. In [5], Lim and Tan obtained several generalizations of the result of
Beasley and Pullman.
Let k be a ﬁxed integer such that 2 kmin (m, n). Let B (m, n, k) denote the subsemimodule of
Mm,n(B) spanned by the set of all rank kmatrices. In this note, we ﬁrst characterize linearmappings on
B (m, n, k) that preserve both the weight of each matrix and rank one matrices of weight k2. Here the
weightof aBooleanmatrix is thenumberof itsnon-zeroentries. Byusing this characterization theorem,
we show that if T is a bijective linear mapping on B (m, n, k), then there exist permutation matrices P
and Q such that T(A) = PAQ for all A ∈ B (m, n, k) or m = n and T(A) = PAtQ for all A ∈ B (m, n, k).
Using this characterization of bijective linear mappings on B (m, n, k), we describe the structure of
bijective linear mappings onMm,n(B) that preserve rank kmatrices of weight k. This result generalizes
a theorem obtained by Song et al. [9] concerning the structure of bijective linearmappings onMm,n(B)
that preserve rank kmatrices.
2. Bijective linear mappings on semimodules spanned by Boolean matrices of ﬁxed rank
Let Ibeanon-emptyset. LetBI denote thesetofall functions f from I toB such that {i ∈ I : f (i) /= 0} ,
the support of f, is a ﬁnite set. The cardinality of the support of f, denoted by |f |, is called the weight of
f [3]. Every element of BI with weight one is called a cell. For any f , g ∈ BI , let f + g be the function
from I to B such that (f + g) (i) = f (i) + g (i) for any i ∈ I. Clearly f + g ∈ BI . For our purpose, we
deﬁne a Boolean semimodule to be any subset ofBI containing the zero functionwhich is closed under
addition.
If f and g are in BI , we say that, f absorbs g, written f  g, if f (i) g (i) for any i ∈ I. Clearly BI is a
partially ordered set under this order relation.
Let U and V be Boolean semimodules. If U ⊆ V , then U is called a subsemimodule of V . Let S be a
non-empty subset ofU. Let 〈S〉 denote the intersection of all subsemimodules ofU that contain S. Then
〈S〉 is a subsemimodule of U called the subsemimodule spanned by S. Note that f ∈ 〈S〉 if and only
if f is a linear combination of a ﬁnite number of elements in S, i.e., f = ∑ki=1 λisi for some s1, . . . , sk
in S and some λi in B, i = 1, . . . , k. The set S is called independent if S /= {0} when|S| = 1 or every
element f in S is not a linear combination of any ﬁnite number of elements in S\ {f } when |S| 2. A
subset E of U is called a basis of U if E is independent and 〈E〉 = U. It is known that every Boolean
semimodule has only one basis (see [3,5]). Amapping from U to V is called a (Boolean) linear mapping
if it preserves sums and 0. If T is a linear mapping, then it preserves the order relation, i.e., T (A) T(B)
whenever A B.
For any f ∈ BI and g ∈ BJ , let f ⊗ g denote the function from I × J to B such that (f ⊗ g) (i, j) =
f (i) g (j) for any i ∈ I and j ∈ J. Then clearly f ⊗ g ∈ BI×J and it is called a decomposable element.
Clearly, f ⊗ g = 0 if and only if f = 0 or g = 0.
Let s be a positive integer. Then a non-zero element A of BI×J is said to have rank s if A is the sum
of s, but not less then s, non-zero decomposable elements.
For each (i, j) ∈ I × J, let Eij ∈ BI×J such that Eij (i, j) = 1 and ∣∣Eij∣∣ = 1.
A linearmapping θ : BI → BJ is called an embedding if θ sends distinct cells to distinct cells. Hence
θ is an embedding if and only if there exists an injective mapping σ : I → J such that θ (ei) = fσ(i),
i ∈ I where {ei : i ∈ I} and {fj : j ∈ J} are the bases of BI and BJ , respectively.
Let T be a linear mapping from BI×J to BM×N . Then T is said to be induced by two linear mappings
if one of the following conditions holds:
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(i) There exist linearmappings θ : BI → BM andϕ : BJ → BN such that T (u ⊗ v) = θ (u) ⊗ ϕ (v)
for any u in BI and any v in BJ .
(ii) There exist linearmappings θ : BI → BN andϕ : BJ → BM such that T (u ⊗ v) = ϕ (v) ⊗ θ (u)
for any u in BI and any v in BJ .
Ifk is apositive integer andkmin (|I| , |J|), letB (I, J, k)denote the subsemimoduleofBI×J spanned
by all elements of rank k.
Lemma 2.1. Let k be a positive integer  2. Let B1 be the set of all rank k elements in BI×J with weight k
and B2 be the set of all elements of the form
Ei1j1 + · · · + Eikjk + Ei1j2 (1)
where i1, . . ., ik are k distinct elements in I and j1, . . ., jk are k distinct elements in J. Then B1 ∪ B2 is the
basis of B (I, J, k).
Proof. Let A be an element of the form (1). We shall show that A is of rank k. Let B := Ei1j1 + Ei1j2 ,
C := Ei1j2 + Ei2j2 . Since B is of rank one, it follows that A is the sum of k rank one elements and hence
it is of rank  k. Suppose that A is of rank l and 0 < l < k. Then A = A1 + . . . + Al for some rank one
elements A1, . . ., Al . Suppose that k = 2. Then A = x ⊗ y for some x in BI and y in BJ . Since A C, we
have x(i1) = x(i2) = 1. Since A B, we have y(j1) = y(j2) = 1. Hence |A| 4, a contradiction. Now
suppose that k > 2. Since A does not absorb any rank one element of weight> 2,we have |Ai| 2, i =
1, . . ., l. Since |A| = k + 1 and l < k, there exist distinct integers s and t such that |As| = |At| = 2. Since
A absorbs only two rank one elements B, C of weight 2, it follows that {As, At} = {B, C} and |Ai| = 1 for
i /∈ {s, t}. This shows that A1 + . . . + Al has weight less than k + 1, a contradiction. Hence A is of rank
k. Thus A belongs to B (I, J, k).
Let D be a rank k element of weight at least k + 1 in BI×J . Then D = u1 ⊗ v1 + . . . + uk ⊗ vk for
some non-zero elements ui in BI and some non-zero elements vi in BJ , i = 1, . . ., k. Let Ui denote the
set of all cells inBI that are absorbed by ui. LetH be a non-empty subset of {1, . . ., k}. If⋃i∈H Ui consists
of h cells w1, . . ., wh and h < |H|, then
∑
i∈H
ui ⊗ vi =
h∑
i=1
wi ⊗ zi
for some non-zero elements z1, . . ., zh in BJ . This shows that D is the sum of h + k − |H| rank one
elements and hence the rank of D is less than k, a contradiction. Therefore |⋃i∈H Ui| |H|. By Hall’s
theorem, U1, . . ., Uk has a system of distinct representatives es1 , . . ., esk . Similarly there exist k distinct
cells ft1 , . . ., ftk in BJ such that fti  vi, i = 1, . . ., k. Let E := es1 ⊗ ft1 + . . . + esk ⊗ ftk . Then D E
and E ∈ B1. Let S := {s1, . . ., sk} and T := {t1, . . ., tk}. Let (s, t) ∈ I × J such thatD Est and E does not
absorb Est . If (s, t) ∈ S × T, then E + Est ∈ B2. If (s, t) /∈ S × T, then E + Est is the sumof two elements
from B1. Hence in both cases, E + Est ∈ 〈B1 ∪ B2〉. Since D is the sum of elements of the form E + Est ,
we see that D ∈ 〈B1 ∪ B2〉. Hence B1 ∪ B2 spans B (I, J, k). Since every element in B2 absorbs only
one element from B1, it follows that no element in B2 is the sum of two elements from B1. Clearly no
element from B1 can be the sum of some other elements from B1 ∪ B2. Hence B1 ∪ B2 is independent.
This proves that B1 ∪ B2 is the basis of B (I, J, k). 
Theorem 2.2. Let T : B (I, J, k) → B (M, N, k) be a linear mapping wheremin (|I| , |J| , |M| , |N|) k 2.
Then T satisﬁes the following two conditions:
(i) |T(A)| = |A| for any A in B (I, J, k) ,
(ii) T sends rank one matrices of weight k2 to rank one matrices of weight k2;
if and only if T can be extended to a linear mapping from BI×J to BM×N which is induced by two embed-
dings.
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Proof. The sufﬁciency is clear. We now prove the necessity. We ﬁrst show that T is injective. Suppose
that T (A) = T (B). Then T (A + B) = T(A) = T(B) and hence |A + B| = |A| = |B| by hypothesis (i).
This implies that A B and B A, and thus A = B.
For convenience, let U := B (I, J, k) and V := B (M, N, k). We divide the remaining proof into the
following two cases:
Case 1. {|I| , |J|} /= {2}.
For each (i, j) ∈ I × J, let
Cij := {A ∈ U : A Eij} ,
and for each (s, t) ∈ M × N, let
Dst := {G ∈ V : G Est} .
Claim 1. For each (i, j) ∈ I × J, T (Cij) ⊆ Dst for some (s, t) ∈ M × N.
Let A ∈ Cij. There exist two elements B and C of weight k in U such that B Eij, C  Eij and |B + C| =
2k − 1. Let |A| = h. Then
|A + B| = h + k − p and |A + C| = h + k − q
for some integers p and q, and hence |A + B + C| = 2k + h − p − q. Since B Eij, C  Eij, and |B + C| =
2k − 1, it follows that T(B), T (C) Est for some (s, t) ∈ M × N. Assume that T(A)
 Est . Since
|T(A)| = h, |T (A) + T(B)| = h + k − p,
|T(A) + T (C)| = h + k − q
and
|T(B) + T (C)| = 2k − 1, |T(B)| = |T (C)| = k,
it follows that
|T(A) + T(B) + T (C)| = 2k + h − p − q − 1 /= |A + B + C| ,
a contradiction to the hypothesis. This shows that T(A) Est and hence T
(
Cij
) ⊆ Dst .
Claim 2. If (i, j) ∈ I × J, it is not possible that T (Cij) ⊆ Dst and T (Cij) ⊆ Dmn for some distinct (s, t) ,
(m, n) ∈ M × N.
Suppose the contrary. Then T
(
Cij
) ⊆ Dst and T (Cij) ⊆ Dmn for some distinct (s, t) , (m, n) ∈ M ×
N. Clearly there exist B, C ∈ Cij of weight k such that |B + C| = 2k − 1. Since |T(B)| = |T (C)| = k,
T(B), T (C) ∈ Dst andT (B) , T (C) ∈ Dmn,wehave |T (B) + T (C)| 2k − 2, a contradiction to hypothesis
(i). This proves Claim 2.
Claim 3. If T
(
Cij
) ⊆ Dmn and T (Cih) ⊆ Dst , for j /= h, then m = s or n = t, but not both.
There exists rank one element C of weight k2 in U such that C  Eij and C  Eih. In view of hypothesis
(ii), T (C) is a rank one element of weight k2. We have
T (C) Emn and T (C) Est .
There exist 2d distinct elements Dr ∈ U, r = 1, . . ., 2d, d = (k − 1)! each of weight k such that
C Dr and Dr  Eij or Eih.
Suppose that m /= s and n /= t. Then there are only 2d − (k − 2)! distinct elements Er ∈ V, r =
1, . . ., 2d − (k − 2)!, each of weight k, such that
T (C) Er and Er  Emn or Est ,
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a contradiction to the fact that T is injective. Hence m = s or n = t.
Suppose that m = s and n = t. Then there are only d distinct elements Fr ∈ V, r = 1, . . ., d, each of
weight k, such that
T (C) Fr and Fr  Emn,
a contradiction to the fact that T is injective. This proves Claim 3.
Similarly, the following claim is true.
Claim 4. If T
(
Cij
) ⊆ Dmn and T (Cpj) ⊆ Dst , for i /= p, then m = s or n = t, but not both.
Let L be the mapping from I × J to M × N be deﬁned by
L (i, j) = (s, t) if T (Cij) ⊆ Dst .
In view of Claims 1–4, L is a well-deﬁned mapping that sends any two ordered-pairs with exactly
one equal component to two ordered-pairswith exactly one equal component. By a result ofWestwick
[10, Theorem 2.5], one of the following is true:
(i) L (i, j) = (σ (i) , τ (j)), (i, j) ∈ I × J, for some injective mappings σ : I → M, τ : J → N.
(ii) L (i, j) = (τ (j) , σ (i)), (i, j) ∈ I × J, for some injective mappings σ : I → N, τ : J → M.
(iii) ImL ⊆ {m} × N for somem ∈ M.
(iv) ImL ⊆ M × {n} for some n ∈ N.
(Westwick’s result was proved under the condition that min (|I| , |J|) 3. However the result is also
true when {|I| , |J|} = {2, c}where c  3). If (iii) or (iv) holds, then Tmaps rank k elements of weight k
to rank one elements, a contradiction. Hence only (i) or (ii) holds. Suppose that (i) holds. Then for any
non-element X ∈ U,
X = ∑
(i,j)∈Δ
Eij for some non − empty subset Δ ⊆ I × J.
Since X belongs to Cij for every (i, j) ∈ Δ, it follows that T (X) Eσ(i)τ (j) for any (i, j) ∈ Δ. Since|T (X)| = |X| , it follows that
T(X) = ∑
(i,j)∈Δ
Eσ(i)τ (j).
Let S be the linear mapping induced by two embeddings θ : BI → BM and ϕ : BJ → BN where
θ (ei) = gσ(i), i ∈ I, ϕ (fj) = hτ(j), j ∈ J.
Here {ei : i ∈ I}, {fj : j ∈ J}, {gm : m ∈ M} and {hn : n ∈ N} are the bases of BI , BJ , BM and BN , respec-
tively. It is now clear that the restriction of S to U is equal to T. Similarly, if (ii) holds, T can be extended
to a linear mapping which is induced by two embeddings δ : BI → BN and η : BJ → BM .
Case 2. {|I| , |J|} = {2}. We may assume that I = J = {1, 2}. Let A1 := E11 + E22, A2 := E12 + E21,
A3 := A1 + E12, A4 := A1 + E21, A5 := A2 + E11 andA6 := A2 + E22. Thenby Lemma2.1, {A1, . . ., A6}
is the basis of U. By hypothesis (i) and (ii),
T(A1 + A2) = Est + Epq + Esq + Ept
for some distinct s, p ∈ M and some distinct t, q ∈ N. Let B1 := Est + Epq, B2 := Esq + Ept , B3 :=
B1 + Esq, B4 := B1 + Ept , B5 := B2 + Est and B6 := B2 + Epq. Since T is an injective mapping that
preserves the order relation and the weight of each element, we have
T ({A1, A2}) = {B1, B2} and T ({A3, . . ., A6}) = {B3, . . ., B6} .
Suppose that T (A1) = B1, then T (A2) = B2. We have
T ({A3, A4}) = {B3, B4} and T ({A5, A6}) = {B5, B6}
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since T (A3) , T (A4) B1 and T (A5) , T (A6) B2. Similarly if T (A1) = B2, then T (A2) = B1,
T ({A3, A4}) = {B5, B6} and T ({A5, A6}) = {B3, B4}. This shows that there are exactly 8 linearmappings
fromU to V satisfying hypothesis (i) and (ii) with image equal toW := 〈B1, . . ., B6〉. Note that there are
8 embeddings T1, . . ., T8 fromBI×J toBM×N with image
〈
Est , Epq, Esq, Ept
〉
which are induced by two em-
beddings. Since the restrictionsof T1, . . ., T8 toU are8 linearmappingswith imageequal toW satisfying
hypothesis (i) and (ii), it follows that T is the same as the restriction of one of T1, . . ., T8 to U. 
Anm × s or s × m (m s) Booleanmatrix is called a generalized permutationmatrix if it is of rank
s and weight s.
Corollary 2.3. If T is a linear mapping from B (m, n, k) to B (p, q, k) ,min (m, n, p, q) k 2, such that
(i) |T(A)| = |A| for any A in B (m, n, k)
and
(ii) T sends rank one matrices of weight k2 to rank one matrices of weight k2,
then one of the following holds:
(a) There exist generalized permutation matrices P and Q of size p × m and size n × q respectively such
that T(A) = PAQ for all A ∈ B (m, n, k).
(b) There exist generalized permutation matrices P and Q of size p × n and size m × q respectively such
that T(A) = PAtQ for all A ∈ B (m, n, k).
Theorem 2.4. If T : B (I, J, k) → B (M, N, k) is a bijective linear mapping wheremin (|I| , |J| , |M| , |N|)
k 2, then {|I| , |J|} = {|M| , |N|} and T can be extended to a linear mapping from BI×J to BM×N which is
induced by two bijective linear mappings.
Proof. Let A ∈ B (I, J, k) \ {0}. If |A| = k, then |T(A)| = k since T is a bijective linearmapping. Suppose
that |A| = k + s with s > 0. Then A > A1 for some A1 ∈ B (I, J, k) of weight k. Clearly there exists a
chain of s + 1 elements
A1 < · · · < As+1
from B (I, J, k) where As+1 = A. Hence
T (A1) < · · · < T (As+1)
and thus |T(A)| |A|. Using T−1 we see that |A| |T(A)|. Hence |A| = |T(A)|.
Let A be a rank one element of weight k2 in B (I, J, k). Then there exist a set G consisting of k
distinct elements i1, . . ., ik in I and a set H consisting of k distinct elements j1, . . ., jk in J such that
A = ∑(i,j)∈G×H Eij . Let D := Ei1j1 + · · · + Eikjk . Let m = k2 − k. Then there are m cells C1, . . ., Cm in
BI×J such that A = D + C1 + . . . + Cm. For each i = 1, . . ., m, let Di = D + Ci. Then A = ∑mi=1 Di
and Di D. By Lemma 2.1, D is an element of weight k in the basis of B (I, J, k). Since T is a bi-
jective linear mapping, it follows that T(D) is an element of weight k in the basis of B (M, N, k).
Hence
T (D) = Ep1q1 + · · · + Epkqk
for some k distinct elements p1, . . ., pk in M and some k distinct elements q1, . . ., qk in N. Since Di
is an element of weight k + 1 in the basis of B (I, J, k) and T is bijective, it follows that T (Di) is an
element of weight k + 1 in the basis of B (M, N, k). For each i = 1, . . ., m, we have T (Di) T(D).
Hence
T (Di) = T (D) + Esiti
for some si ∈ {p1, . . ., pk}, ti ∈ {q1, . . ., qk} where (si, ti) /= (pj, qj) for j = 1, . . ., k. Since T is injective,
we have (si, ti) /= (sh, th) for any distinct i and h. Since T(A) = ∑mi=1 T(Di), it follows that T(A) is
the sum of all Est where s ∈ {p1, . . ., pk} and t ∈ {q1, . . ., qk}. This shows that T(A) = x ⊗ y where
x(pi) = y(qi) = 1, i = 1, . . ., k, and |x| = |y| = k. Hence T(A) is of rank one. The result now follows
from Theorem 2.2. 
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Corollary 2.5. If T is a bijective linear mapping from B (m, n, k) to B (p, q, k) where k is a ﬁxed positive
integer such thatmin (m, n, p, q) k 2, then {m, n} = {p, q} and there exist m × m permutation matrix
P and n × n permutation matrix Q such that T(A) = PAQ for all A in B (m, n, k) or T (A) = QAtP for all A
in B (m, n, k).
We now use Theorem 2.4 to characterize bijective linear mappings that preserve rank k elements
of weight k.
Theorem 2.6. If T is a bijective linearmapping fromBI×J toBM×N that sends rank k elements ofweight k to
rank k elements of weight k where k is a ﬁxed integer  2 andmin (|I| , |J| , |M| , |N|) k, then {|I| , |J|} =
{|M| , |N|} and T is induced by two bijective linear mappings.
Proof. Let A be a rank k element in BI×J . If A has weight k, then by hypothesis, T (A) belongs to
B (M, N, k). If A has weight k + 1, then T(A) is the sum of a rank k element with weight k and a cell in
BM×N and hence it belongs B (M, N, k). Since T is linear and B (M, N, k) is spanned by rank k elements
of weight either k or k + 1, it follows that
T (B (I, J, k)) ⊆ B (M, N, k) .
Let D be a rank k element of weight k in BM×N . Since T bijectively maps the basis of BI×J onto the
basis of BM×N , there is an element C of weight k such that T (C) = D. Suppose that C is not of rank k.
Then there exist distinct cells C1, C2 of BI×J such that C  C1, C2 and C1 + C2 is of rank one. Without
loss of generality we may assume that C1 = Eck, C2 = Ecl for some c ∈ I and some distinct k, l ∈ J. Let
T (C1) = Est , T (C2) = Emn. Then s /= m, t /= n. LetU be the subsemimodule ofBI×J spanned by all cells
Eij, i /= c, j /= k and V be the subsemimodule of BM×N spanned by all cells Epq, p /= s, q /= t. For any X
in U of rank k − 1 and weight k − 1, T (C1 + X) is of rank k and weight k and hence T (X) ∈ V . This
shows that T (U) ⊆ V . Let d ∈ I\ {c}. Since Edl ∈ U, it follows that T (Edl) = Ery for some r /= s, y /= t.
SinceT sends the basis of BI×J onto the basis of BM×N , it follows that
T(A) = Esy and T(B) = Ert
for some distinct cells A, B in BI×J . Either A /= Edk or B /= Edk . We may assume that A /= Edk . Since
A /∈ U,we obtain that A + Edl is of rank 2. Choose a rank k − 2 element R of weight k − 2 in BI×J such
that A + Edl + R is of rank k. We see that T (A + Edl + R) is of rank less than k, a contradiction to the
hypothesis. Hence C is a rank k element with weight k such that T (C) = D.
Now let G be a rank k element of weight k + 1 in BM×N . Then G = P + Q for some rank k element
P of weight k and some cell Q in BM×N . By our previous argument, there exists a rank k element A
of weight k such that T (A) = P. Let B be the cell such that T(B) = Q . Then T (A + B) = G. Note that
A + B ∈ B (I, J, k).
SinceB (M, N, k) is spannedbyrankkelementsofweighteitherkork + 1,wesee thatT (B (I, J, k)) =
B (M, N, k). By Theorem 2.4, there is a linear mapping S from BI×J to BM×N which is induced by two
bijective linear mappings such that T(A) = S(A) for any A ∈ B (I, J, k). Now for any cell E in BI×J , there
exists an element F in BI×J of rank k and weight k such that E + F is of rank k and weight k + 1.
Since
T(E + F) = S(E + F), T(F) = S(F),
it follows that T(E) = S(E). This shows that T = S and the proof is complete. 
Corollary 2.7. If T is a bijective linear mapping from Mm,n(B) to Mp,q(B) that sends rank k matrices of
weight k to rank k matrices of weight k where k is a ﬁxed positive integer such thatmin (m, n, p, q) k 2,
then {m, n} = {p, q} and there exist m × m permutation matrix P and n × n permutation matrix Q such
that T (A) = PAQ for all A ∈ Mm,n(B) or T (A) = QAtP for all A ∈ Mm,n(B).
The following result was proved in [9] when both BI×J and BM×N are the same semimodule of all
m × n Boolean matrices. It follows immediately from Theorem 2.6 since every bijective linear rank k
preserver sends rank k elements of weight k to rank k elements of weight k.
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Corollary 2.8. If T is a bijective linear mapping from BI×J to BM×N that sends rank k elements to rank k
elements where k is a ﬁxed integer  2 and min (|I| , |J| , |M| , |N|) k, then {|I| , |J|} = {|M| , |N|} and T
is induced by two bijective linear mappings.
Corollary 2.9. If L is a bijective linear mapping from BI×J to BM×N. Let k be a ﬁxed integer such that
min (|I| , |J| , |M| , |N|) k 2. If L sends elements of rank < k to elements of rank < k, then {|I| , |J|} =
{|M| , |N|} and L is induced by two bijective linear mappings.
Proof. Let T := L−1. Let A be an element of rank k and weight k in BM×N . Since T sends the basis of
BM×N onto the basis of BI×J , it follows that T(A) is the sum of k cells in BI×J . By hypothesis, the rank of
T(A) cannot be less than k.Hence T(A) is of rank k and weight k. The result now follows from Theorem
2.6. 
Remark 2.10. An embedding from BI×J to BM×N that sends rank k elements of weight k to rank k
elements of weight k, where k is a ﬁxed integer  2, is not necessarily induced by two embeddings.
For example, let T : M2 (B) → M3(B) be the linear mapping deﬁned as follows:
T
([
a b
c d
])
=
⎡
⎣a 0 b0 d 0
0 c 0
⎤
⎦ .
Then T is an embedding that sends rank 2matrices ofweight 2 to rank 2matrices ofweight 2. However,
there do not exist matrices P and Q such that T(A) = PAQ for all A ∈ M2 (B) or T (A) = PAtQ for all
A ∈ M2 (B) since T sends the rank onematrix E12 + E22 to a rank 2matrix. Note that T also sends rank
2 matrices to rank 2 matrices.
Example 2.11. Let N denote the set of all positive integers. Let T be the linear mapping on BN×N such
that T
(
Eij
) = Eii for all i, j ∈ N. Then T preserves rank k elements of weight k for any positive integer
k. However, T is not induced by any two linear mappings since T sends the rank one element E11 +
E12 + E21 + E22 to the rank 2 element E11 + E22. Note that T is not a rank k preserver since T sends the
rank k element E11 + E12 + E21 + E22 + E33 + . . . + Ek+1,k+1 to the rank k + 1 element E11 + . . .. +
Ek+1,k+1.
There are many types of linear rank k preservers from one semimodule of Boolean matrices to
another which are not of the standard induced forms. We mention two examples as follows:
Example 2.12. Let U, V, R and S be four n-square permutation matrices where n 2. Let T be the
mapping onM2n (B) deﬁned as follows:
T
([
A 0
0 B
])
=
[
UAV 0
0 RBS
]
,
T
([
A C
D B
])
=
[
J 0
0 J
]
if C /= 0 or D /= 0, where A, B ∈ Mn (B) and J is the n-square matrix with all entries equal to 1. Then T
is a linear rank 2 preserver. However, there do not exist matrices P and Q such that T(A) = PAQ for all
A ∈ M2n(B) or T(A) = QAtP for all A ∈ M2n(B) since T (E11 + E1,n+1) is of rank 2. Note that one could
easily extend this construction to linear rank k preservers onMkn(B) for any positive integer k.
Example 2.13. Let m, n, p, q, k be integers such that m, n > k 2, p k, q > k + 2. Let Ai := E1i +
E2,i+1 +. . .+ Ek,i+k−1, i = 1, . . ., 4,be4matrices inMp,q(B). Theneverynon-zeromatrix in 〈A1, . . ., A4〉
is of rank k. Let T be the linear mapping fromMm,n(B) toMp,q(B) such that
T (Est) = A1 if s, t  k, T (Est) = A2 if s k, t > k,
T (Est) = A3 if s > k, t  k, T (Est) = A4 if s, t > k.
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Then T sends every non-zero matrix to a rank k matrix and hence it is a rank k preserver. Clearly T is
not of the standard induced form.
Remark 2.14. The problem concerning characterization of linear rank k preservers on various spaces
of matrices over a ﬁeld has been studied by many authors. Marcus andMoyls [6] proved the following
result: Every linear rank one preserver T on the space of all m × n complex matrices takes one of
the following forms: (i) T(A) = PAQ for all A; (ii)m = n and T(A) = PAtQ for all Awhere P and Q are
invertiblematrices. They conjectured that the above result is true for any linear rank k preserverwhere
kmin (m, n). This conjecture was studied by a number of authors and was eventually resolved by
Beasley [1]. For a survey of this area of work, see [4].
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