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Abstract. We discuss recent developments for exact reformulations of lattice field theo-
ries in terms of worldlines and worldsheets. In particular we focus on a strategy which
is applicable also to non-abelian theories: traces and matrix/vector products are written
as explicit sums over color indices and a dual variable is introduced for each individual
term. These dual variables correspond to fluxes in both, space-time and color for matter
fields (Abelian color fluxes), or to fluxes in color space around space-time plaquettes for
gauge fields (Abelian color cycles). Subsequently all original degrees of freedom, i.e.,
matter fields and gauge links, can be integrated out. Integrating over complex phases of
matter fields gives rise to constraints that enforce conservation of matter flux on all sites.
Integrating out phases of gauge fields enforces vanishing combined flux of matter- and
gauge degrees of freedom. The constraints give rise to a system of worldlines and world-
sheets. Integrating over the factors that are not phases (e.g., radial degrees of freedom
or contributions from the Haar measure) generates additional weight factors that together
with the constraints implement the full symmetry of the conventional formulation, now
in the language of worldlines and worldsheets. We discuss the Abelian color flux and
Abelian color cycle strategies for three examples: the SU(2) principal chiral model with
chemical potential coupled to two of the Noether charges, SU(2) lattice gauge theory
coupled to staggered fermions, as well as full lattice QCD with staggered fermions. For
the principal chiral model we present some simulation results that illustrate properties of
the worldline dynamics at finite chemical potentials.
1 Introduction
Dualization techniques have recently received quite some attention in the lattice community as a
possible way to solve complex action problems caused by finite density or topological terms (see,
e.g., the reviews [1–5]). It is now well established that essentially all abelian bosonic theories with
chemical potential can be exactly mapped to dual representations where the partition function is a
sum over worldlines and worldsheets, and all weights are real and positive such that Monte Carlo
simulations can be done directly in terms of the new degrees of freedom.
For non-abelian theories the program of dualizing the system in terms of worldlines and world-
sheets is not very advanced yet. The main reason is the problem of reordering the non-abelian vari-
ables of the conventional representation after expansion of the local Boltzmann factor, such that they
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can be integrated out in closed form. In particular for non-abelian gauge theories the lack of a suit-
able reordering strategy quickly leads to a proliferation of rather non-local couplings in the resulting
dual representation. However, for several (spin-) systems with non-abelian symmetries successful
complete dualizations1 were discussed recently [1, 6–19]. In all cases a suitable representation was
found such that after strong coupling expansion of local Boltzmann factors the original degrees of
freedom could be integrated out in closed form. This is a strategy that led to interesting worldline
representations for several non-abelian systems and is also the basis for the approach reviewed here.
In our contribution we discuss results for a recently introduced strategy for the dualization of non-
abelian theories. In the so-called Abelian color flux and Abelian color cycle approaches one writes
all traces and matrix/vector products as sums over color indices (or more generally over ’internal in-
dices’) and introduces a dual variable for each individual contribution. At this stage of the dualization
the dual variables are simply the expansion indices used for the Taylor series of the individual Boltz-
mann factors. All terms in the corresponding expansion are complex numbers such that the reordering
problem is solved. Using a suitable representation all original degrees of freedom can be integrated
out. This leads to a set of constraints that come from integrating out the phases of the original fields.
As a result the dual variables are now restricted to a system of worldlines and worldsheets. Integrat-
ing the degrees of freedom that are not phases, such as radial degrees of freedom or Haar-measure
contributions, leads to weight factors that together with the constraints implement the symmetries of
the conventional formulation on the worldline/worldsheet representation.
In order to develop the Abelian color flux and cycle concepts in this paper we discuss them for
three different systems: the SU(2) principal chiral model with chemical potentials coupled to two of
the conserved charges, the SU(2) lattice gauge theory coupled to staggered fermions, as well as full
QCD with staggered fermions.
2 The principal chiral model
The principal chiral model provides a simple example for developing the dualization strategy with
Abelian color fluxes outlined in the introduction. It has the advantage that the structure of the action
is simpler than in a gauge theory – it consists only of nearest neighbor terms – and thus the idea of the
Abelian color flux dualization [20] can be presented in a more transparent way. We couple chemical
potentials µ1, µ2 to two of the conserved charges, which introduces a complex action problem in
the conventional approach that is overcome in the dual representation. Furthermore the chemical
potentials allow one to monitor how the conserved charges are manifest in the dual representation –
they turn out to correspond to temporal winding numbers for two species of worldlines.
2.1 Dualization with Abelian color fluxes
The conventional degrees of freedom of the model are SU(2) matrices Ux assigned to the sites x of a
d-dimensional Nd−1 × Nt lattice with periodic boundary conditions. The action sums traced nearest
neighbor terms of the Ux over all links x, ν of the lattice,
S = − J
2
∑
x,ν
(
Tr
[
e δν,dσ3
µ1+µ2
2 Ux e δν,dσ3
µ1−µ2
2 U†x+νˆ
]
+ Tr
[
e−δν,dσ3
µ1−µ2
2 U†x e
−δν,dσ3 µ1+µ22 Ux+νˆ
] )
. (1)
The two chemical potentials µ1 and µ2 give different weights to hops in the forward and backward
temporal direction (the direction ν = d). Obviously S has an imaginary part for finite µλ, λ = 1, 2,
1Complete dualizations in the sense that the full theory was dualized and not only leading terms of a strong coupling series
– see however the discussion below.
giving rise to a complex action problem in the conventional form. To obtain the partition function of
the model we integrate the Boltzmann factor with a product of Haar measures
∫
DU =
∏
x
∫
SU(2) dUx
and the partition sum is given by Z =
∫
D[U] e−S .
As already outlined in the introduction, for the Abelian flux representation we write all traces and
matrix products as explicit sums over color indices2. After some reshuffling of terms the action in the
exponent of the Boltzmann factor is written as a double sum over color indices, giving rise to [20]
Z =
∫
D[U] exp
J∑
x,ν
2∑
a,b=1
Mabν U
ab
x U
ab
x+νˆ
?
 = ∫ D[U] ∏
x,ν
2∏
a,b=1
e JM
ab
ν U
ab
x U
ab
x+νˆ
?
, (2)
where we have taken into account the µλ-dependence in the factors Mabν defined as
M11ν = e
µ1δν,d , M22ν = e
−µ1δν,d , M12ν = e
µ2δν,d , M21ν = e
−µ2δν,d . (3)
In the second step of (2) we have converted the sum in the exponent into a product over Boltzmann
factors for the individual terms. Note that in these individual Boltzmann factors only products of
complex numbers appear which will allow us to reorder the contributions and organize them according
to the sites x where we integrate over the conventional degrees of freedom Uabx . In order to access
individual entries Uabx , a, b = 1, 2 we use the following explicit representation of the SU(2) matrices
and the Haar measure (θx ∈ [0, pi/2], αx ∈ [−pi, pi], βx ∈ [−pi, pi])
Ux =
[
cos θxe iαx sin θxe iβx
− sin θxe−iβx cos θxe−iαx
]
with dUx = 2 sin θx cos θx dθx
dαx
2pi
dβx
2pi
. (4)
The next step is to expand the individual Boltzmann factors for each combination of x, ν, a, b into
a power series and to reorder the factors according to the sites x. The partition sum assumes the form
Z =
∫
D[U]
∏
x,ν
∏
a,b
∞∑
j abx,ν=0
(JMabν )
j abx,ν
j abx,ν !
[
Uabx U
ab
x+νˆ
?] j abx,ν
=
∑
{ j}
WJ,µ[ j]
∫
D[U]
∏
x,ν
∏
a,b
[
Uabx
] j abx,ν [Uabx ?] j abx−νˆ,ν
=
∑
{ j}
WJ,µ[ j]
∏
x
2
∫ pi
2
0
dθx (cos θx)1+
∑
ν
[
j 11x,ν+ j
22
x,ν+ j
11
x−νˆ,ν+ j
22
x−νˆ,ν
]
(sin θx)1+
∑
ν
[
j 12x,ν+ j
21
x,ν+ j
12
x−νˆ,ν+ j
21
x−νˆ,ν
]
×
∫ pi
−pi
dαx
2pi
e iαx
∑
ν
[(
j 11x,ν− j 22x,ν
)
−
(
j 11x−νˆ,ν− j 22x−νˆ,ν
)] ∫ pi
−pi
dβx
2pi
e iβx
∑
ν
[(
j 12x,ν− j 21x,ν
)
−
(
j 12x−νˆ,ν− j 21x−νˆ,ν
)]
. (5)
For each individual Boltzmann factor a summation variable j abx,ν ∈ N0 was introduced and
∑
{ j} denotes
the sum over all configurations of these variables. The weight factor WJ,µ[ j] collects all weights
generated in the expansion of the Boltzmann factors,
WJ,µ[ j] ≡
∏
x,ν
∏
a,b
(JMabν )
j abx,ν
j abx,ν !
= e µ1
∑
x
[
j 11x,d− j 22x,d
]
e µ2
∑
x
[
j 12x,d− j 21x,d
] ∏
x,ν
∏
a,b
J j
ab
x,ν
j abx,ν !
. (6)
In the last step of (5) we have reordered the factors and collected the terms Uabx for all combinations
of x, a, b. Subsequently the explicit representation (4) was inserted giving rise to integrals over θx,
αx and βx at each site x. The integrals over αx and βx are Kronecker deltas for the integer valued
combinations of the j abx,ν in the respective exponents, and constitute constraints for these combinations
2Although the site variables Ux ∈ SU(2) have nothing to do with gluons – still we refer to their indices as ”color indices”.
at each site x. The integrals over θx give rise to beta-functions that can be simplified as fractions of
factorials, since the constraints imply that the exponents of cos θx and sin θx are odd.
The worldline representation can be simplified further by introducing new variables: the ”flux
variables” kλx,ν ∈ Z, λ = 1, 2 and the ”auxiliary variables” mλx,ν ∈ N0, λ = 1, 2. They are defined as
k1x,ν = j
11
x,ν − j 22x,ν , k2x,ν = j 12x,ν − j 21x,ν , m1x,ν =
j 11x,ν + j
22
x,ν − |k1x,ν|
2
, m2x,ν =
j 12x,ν + j
21
x,ν − |k2x,ν|
2
. (7)
Expressing the j abxν in terms of the k
λ
x,ν and m
λ
x,ν one arrives at the final form for the worldline repre-
sentation of the partition function, which we write as
Z =
∑
{k,m}
WJ[k,m]WH[k,m]Wµ[k]
∏
x
2∏
λ=1
δ
(
∇k λx
)
. (8)
The partition function is a sum
∑
{k,m} over all possible configurations of the flux variables kλx,ν ∈ Z, λ =
1, 2 and the auxiliary variables mλx,ν ∈ N0, λ = 1, 2, which are both assigned to the links of the lattice.
Only the flux variables are subject to constraints, which are implemented as product of Kronecker
deltas (we use the notation δ(n) ≡ δn,0). They enforce a zero divergence condition for both k1x,ν and
k2x,ν at every site x, where the discretized divergence is defined as ∇kλx ≡
∑
ν[kλx,ν − kλx−νˆ,ν]. A vanishing
divergence implies that at each site x the total flux of kλx,ν has to vanish and admissible configurations
of the fluxes of kλx,ν, λ = 1, 2 are closed worldlines for the two species of fluxes.
The admissible configurations of the k- and m-variables come with weights which we split into
three factors as follows: WJ[k,m] collects the factors that were generated when expanding the individ-
ual Boltzmann terms. The weight factor WH[k,m] contains the contributions from the θx-integrations,
which gives rise to the beta functions that here simplify to fractions of factorials. Finally Wµ[k] is the
term that couples the fluxes to the chemical potentials. The first two weight factors are
WJ[k,m] =
∏
x,ν
2∏
λ=1
J D
λ
x,ν
(Dλx,ν − mλx,ν)!mλx,ν!
, WH[k,m] =
∏
x
∏2
λ=1
(
1
2
∑
ν[Dλx,ν + D
λ
x−νˆ,ν]
)
!(
1 + 12
∑
ν
∑
λ[Dλx,ν + Dλx−νˆ,ν]
)
!
, (9)
where we use the abbreviation Dλx,ν ≡ |kλx,ν| + 2mλx,ν. The weight factor Wµ[k] is given by
Wµ[k] =
2∏
λ=1
∏
x
e µλ k
λ
x,d =
2∏
λ=1
e µλ
∑
x kλx,d = e µ1βω1[k] e µ2βω2[k] . (10)
In the last step the identity
∑
x kλx,d = Nt ωλ[k] was used, where ωλ[k], λ = 1, 2 are the temporal net
winding numbers of the two species of fluxes described by the two sets of dual variables kλx,d, λ = 1, 2.
The temporal extent Nt is the inverse temperature in lattice units and on the right hand side of (10) we
replaced Nt by the more usual symbol β.
Let us discuss some properties of the resulting worldline representation: It is obvious that all
weight factors are real and positive also for finite µλ. Consequently in the worldline representation
(8) the complex action problem is solved and a Monte Carlo simulation is possible in terms of the
dual variables. As we have discussed in the previous paragraph, the chemical potentials couple to
topological quantities in the dual representation, the temporal winding numbers of the two species of
worldlines. This property can also be viewed as a guiding principle for the construction of worldline
representations3: Identify a set of Noether charges in the conventional representation and choose a
3Note that a worldline representation is not necessarily unique – for a different worldline representation of the principal
chiral model see [15].
Figure 1: Illustration of the worldline form of the principal chiral model: Admissible configurations
consist of two species of worldlines with individually conserved fluxes, which we here illustrate using
a space-time lattice (2-dimensional in our illustration) with two layers for the two species of fluxes.
On the sites of the lattice the two species of worldlines interact via weight factors that come from the
Haar measure integrals and implement the original SU(2) symmetry in the worldline representation.
parameterization such that the corresponding chemical potentials appear with phases, such that after
integrating over the conventional degrees of freedom, the chemical potentials couple to temporal
winding numbers of worldlines.
The geometrical interpretation of the net-particle numbers as temporal winding numbers implies
that for each individual configuration of the dual variables we can determine the net-particle numbers
as integers – a property which is not shared by the conventional representation where the net particle
number corresponds to a lattice discretization of the continuum Noether charge, which is not necessar-
ily integer. Thus, in the worldline representation it is straightforward to set up a canonical simulation,
i.e., a simulation at fixed net-particle number (compare [21]).
Let us finally discuss how the worldline representation implements the SU(2) symmetry of the
original representation: The worldlines for the two species of conserved fluxes would correspond to
two independent U(1) charges. However, at each site x of the lattice the two species of worldlines
interact with each other and the auxiliary variables via the weight factors WJ[k,m]. These weights
come from integrating over the contributions containing the angles θx with the Haar measure, thus
implementing the SU(2) symmetry of the conventional representation. A graphical illustration of the
emerging geometrical picture is shown in Fig. 1.
2.2 Monte Carlo simulation and some results
The dual representation of the principal chiral model (8) does not exhibit a sign problem at finite µλ
and a Monte Carlo simulation is possible in terms of the worldlines. In this brief explorative 4-d study
we consider bulk observables, which can be obtained as derivatives of the logarithm of the partition
sum. More specifically, we investigate the action density 〈s〉 and the particle number densities 〈nλ〉,
as well as the action density susceptibility χs and the particle number susceptibilities χnλ defined as
〈s〉 = 1
8V
∂
∂J
ln(Z) , χs =
1
8V
∂2
∂J2
ln(Z) , 〈nλ〉 = 1V
∂
∂µλ
ln(Z) , χnλ =
1
V
∂2
∂µλ2
ln(Z) . (11)
These derivatives can be evaluated also for the dual form and the observables read
〈s〉 = 1
4VJ
〈
D¯
〉
, χs =
1
4VJ
[〈
D¯2
〉
−
〈
D¯
〉2−〈D¯〉] , 〈nλ〉 = 1
N3s
〈
ωλ[k]
〉
, χnλ =
1
N3s
[〈
ωλ[k]2
〉
−
〈
ωλ[k]
〉2]
,
(12)
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Figure 2: We compare the results for the susceptibility χs from the conventional- (circles) and the
worldline (diamonds) simulations (164, µ1 = µ2 = 0).
where we use the shorthand notation D¯ =
∑
x,ν
∑
λ Dλx,ν.
Our strategy for generating new configurations in the Monte Carlo simulation combines a local
Metropolis update for the unconstrained m-variables and two separate updates for the k-variables
which have to obey the constraint of vanishing divergence. For the latter we perform local changes
where we offer to change the k-flux on the four links of a plaquette by one unit. In addition we
explicitly insert winding loops of k-flux, in spatial and temporal directions. Both update steps are
accepted with a Metropolis decision. The chemical potentials couple to temporally winding loops,
giving larger weights to configurations with positive temporal winding numbersωλ[k]. We remark that
this update strategy of generating the conserved fluxes from plaquettes and defects (i.e., the winding
loops) can be extended to a full Kramers-Wannier dualization where the plaquettes and defect lines are
introduced as the new variables [20]. Furthermore we also experimented with a suitable worm strategy
[22] for the update but observed severe inefficiencies for large β and µ. Possible improvements of the
worm update strategy are currently part of our investigations.
In Fig. 2 we show the results for the action density susceptibility χs as a function of the coupling
J at zero density on a 164 lattice. The red circles represent the results obtained from a conventional
simulation and the blue diamonds show the results of the worldline simulation performed with the lo-
cal updates and confirm that the results from the two formulations agree well with each other. For the
conventional simulation we used a statistics of 104 measurements separated by two heat bath sweeps
for decorrelation per coupling, after equilibrating with 103 heat bath sweeps. In the worldline simu-
lation we used for each coupling 104 equilibration sweeps and a statistics of 2.5 × 104 measurements,
separated by 5 decorrelation steps.
After verifying the worldline simulation at µλ = 0, we investigate the dynamics of the system
at finite density. In Fig. 3 we show time series of the winding numbers as a function of the Monte
Carlo time t, after an initial thermalization with 103 update sweeps. We performed runs on a 163 × 4
(Nt = 4) lattice at a fixed coupling of J = 0.1 and for three different chemical potentials µ, where
we look at two different scenarios: µ1 = µ2 = µ and µ1 = µ, µ2 = 0. Obviously the time series do
0 
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Figure 3: Time series for the temporal winding numbers ωλ (which correspond to the particle num-
bers) on 163 × 4 lattices at J = 0.1. We analyze two different scenarios: µ1 = µ2 = µ and µ1 = µ,
µ2 = 0 for three different values of the parameter µ.
not display long autocorrelations for either scenario. The red and maroon lines represent the winding
numbers ω1 and ω2 for the first scenario. As expected, they coincide for all three values of µ due to
the equality of the chemical potentials. The blue and green lines represent the two winding numbers
for the second scenario. Since in that case µ2 = 0, also the winding number of the second flavor ω2
vanishes, while ω1 has a non-vanishing value. The interesting question is whether the system favors
a certain total winding number. In Fig. 3 we show the combination ω1 + ω2 for the first scenario with
a pink line. Comparing the plots, we see that for increasing µ the relative deviation of the total flux
in the two scenarios decreases which indicates that the site couplings of the worldlines coming from
the Haar measure integration strongly ties together the two individual fluxes and generates a coherent
dynamics of all worldline degrees of freedom (compare the schematic illustration in Fig. 1).
3 Dual formulation for SU(2) gauge theories
Having presented the idea of dualization with abelian color fluxes for the SU(2) principal chiral model,
the generalization of the idea to SU(2) lattice gauge theory is more or less straightforward [23, 24].
We discuss the dualization in two steps, first for pure SU(2) lattice gauge theory and then for the case
of SU(2) gauge fields coupled to staggered fermions.
3.1 Dual formulation for pure SU(2) lattice gauge theory with abelian color cycles
The degrees of freedom of SU(2) lattice gauge theory are the link variables Ux,µ ∈ SU(2), assigned to
the links of the lattice. The partition function is given by Z =
∫
D[U] e−SG[U], where the path integral
measure is the product of the invariant Haar measures
∫
D[U] =
∏
x,µ
∫
SU(2) dUx,µ over all links. For
Figure 4: The 16 abelian color cycles of SU(2): The ACCs are paths in color space closing around
a plaquette. In our graphical representation the lower layer corresponds to color index 1, while the
upper layer is color index 2. At each site of a plaquette the ACC can run through color 1 or 2 giving
rise to the 16 different ACCs we show.
the gauge action we use the Wilson form,
SG[U] = −β2
∑
x,µ<ν
TrUx,µ Ux+µˆ,ν U
†
x+νˆ,µ U
†
x,ν = −
β
2
∑
x,µ<ν
2∑
a,b,c,d=1
Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν , (13)
where in the second step we have already rewritten the trace and the matrix products as explicit sums
over the SU(2) color indices. The partition function is then written as
Z =
∫
D[U]
∏
x,µ<ν
2∏
a,b,c,d=1
e
β
2U
ab
x,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν
=
∫
D[U]
∏
x,µ<ν
2∏
a,b,c,d=1
∞∑
pabcdx,µν =0
(β/2)p
abcd
x,µν
pabcdx,µν !
(
Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν
)pabcdx,µν
, (14)
where in the first step the exponential of the sum was rewritten as a product of individual exponen-
tials. In the second step each of these individual exponentials was expanded in its Taylor series. The
corresponding expansion indices pabcdx,µν ∈ N0 appear as powers of the product Uabx,µUbcx+µˆ,νUdc ?x+νˆ,µUad ?x,ν
of elements of the link variables. This product corresponds to a path in color space closing around
a plaquette and is referred to as abelian color cycle (ACC). The indices pabcdx,µν we refer to as ”cycle
occupation numbers”. For SU(2) there are 16 different color cycles which are distinguished by the
possible combinations of the color indices a, b, c, d ∈ {1, 2}. In Fig. 4 we illustrate these 16 ACCs.
The ACCs Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν are complex numbers, such that we can reorder them in (14)
and organize them with respect to the individual links where they are integrated over with the Haar
measure. Introducing the notation
∑
{p} =
∏
x,µ<ν
∏2
a,b,c,d=1
∑∞
pabcdx,µν =0
for the sum over all configurations
of the cycle occupation numbers pabcdx,µν ∈ N0 and reordering the ACCs we find for the partition sum
Z =
∑
{p}
∏
x,µ<ν
∏
a,b,c,d
(β/2)p
abcd
x,µν
pabcdx,µν !
∏
x,µ
∫
dUx,µ
∏
a,b
(
Uabx,µ
)Nabx,µ (Uab ?x,µ )Nabx,µ , (15)
where we collected the exponents Nabx,µ and N
ab
x,µ for the matrix elements U
ab
x,µ and U
ab ?
x,µ given by
Nabx,µ =
∑
ν:µ<ν
pabssx,µν +
∑
ρ:µ>ρ
psabsx−ρˆ,ρµ , N
ab
x,µ =
∑
ν:µ<ν
pssbax−νˆ,µν +
∑
ρ:µ>ρ
passbx,ρµ . (16)
= =
! !
and
Figure 5: Constraints for the fluxes Jabx,µ: On all links the sum over all 1-1 flux must be equal to the
sum over all 2-2 flux and the sum over 1-2 fluxes must equal the sum over 2-1 fluxes.
The labels s indicate that the corresponding indices are summed independently, for example pabssx,µν ≡∑
c,d pabcdx,µν or p
sabs
x,µν ≡
∑
c,d pcabdx,µν . In this form the integrals over the gauge link matrix elements U
ab
x,µ
and Uab ?x,µ can now be performed in closed form. Again we use the parameterization (4), but now the
SU(2) matrices are assigned to the links. The partition function turns into
Z =
∑
{p}
∏
x,µ<ν
∏
a,b,c,d
(β/2)p
abcd
x,µν
pabcdx,µν !
∏
x,µ
(−1)J21x,µ 2
∫ pi/2
0
dθx,µ (cos θx,µ)1+S
11
x,µ+S
22
x,µ (sin θx,µ)1+S
12
x,µ+S
21
x,µ
×
∫ 2pi
0
dαx,µ
2pi
eiαx,µ[J
11
x,µ−J22x,µ]
∫ 2pi
0
dβx,µ
2pi
eiβx,µ[J
12
x,µ−J21x,µ] , (17)
where we introduced the abbreviations Jabx,µ = N
ab
x,µ −N
ab
x,µ and S
ab
x,µ = N
ab
x,µ +N
ab
x,µ. The integrals over
the phases αx,µ and βx,µ give rise to Kronecker deltas which enforce constraints for the fluxes Jabx,µ at
all links (x, µ). These constraints are
J11x,µ − J22x,µ = 0 ∀ x, µ and J12x,µ − J21x,µ = 0 ∀ x, µ . (18)
As for the case of the SU(2) principal chiral model the constraints imply that the combinations S 11x,µ +
S 22x,µ and S
12
x,µ + S
21
x,µ are even such that we can again write the beta functions from the θx,µ-integrations
as ratios of factorials.
We obtain the final expression for the dual form of the partition function of SU(2) lattice gauge
theory as a sum over configurations of the plaquette occupation numbers pabcdx,µν ∈ N0 subject to con-
straints which for a gauge theory are attached to the links of the lattice:
Z =
∑
{p}
Wβ[p] WH[p] (−1)
∑
x,µ J21x,µ
∏
x,µ
δ(J11x,µ − J22x,µ) δ(J12x,µ − J21x,µ) . (19)
The configurations come with a sign factor that goes back to the parameterization of the SU(2) ma-
trices. Whether it can be absorbed in a suitable resummation of terms in the dual representation is
unclear at the moment. We also defined two weight factors
Wβ[p] =
∏
x,µ<ν
∏
a,b,c,d
(
β
2
)pabcdx,µν
pabcdx,µν !
, WH[p] =
∏
x,µ
(
S 11x,µ+S
22
x,µ
2
)
!
(
S 12x,µ+S
21
x,µ
2
)
!(
1 + S
11
x,µ+S 22x,µ+S 12x,µ+S 21x,µ
2
)
!
. (20)
The β-dependent weight Wβ[p] collects the trivial factors from the expansion of the exponentials,
while the weight factor WH[p] comes from the Haar measure integral and implements the SU(2)
symmetry of the conventional representation in the dual form.
To conclude this subsection, let us briefly discuss the structure of the constraints, which is inter-
esting for comparison with the SU(3) case we address in the next section. The Kronecker deltas in
(19) enforce J12x,µ = J
21
x,µ and J
11
x,µ = J
22
x,µ ∀ x, µ. The fluxes Jabx,µ collect the contributions of all Abelian
color cycles that connect color a at x with color b at x + µˆ. Thus the constraint J12x,µ = J
21
x,µ enforces
that along the link x, µ the flux from color 1 to color 2 is the same as the total flux from color 2 to
color 1. The constraint J11x,µ = J
22
x,µ enforces that along that link the flux between equal colors has to
be the same. Thus together the two constraints imply that for both colors the flux is the same for both
links, and that along links flux can be exchanged between the two colors. We will find a more general
but similar set of constraints for the case of SU(3).
3.2 Coupling staggered fermions
Let us briefly discuss the coupling to matter fields and how they can be treated with Abelian color
fluxes. More specifically we consider the partition function Z =
∫
D[U] e−SG[U]ZF[U] where ZF[U] =∫
D[ψ, ψ] e−S F [ψ,ψ,U] is the partition function of staggered fermions in a background of SU(2) gauge
fields. The measure
∫
D[ψ, ψ] is the product measure over Grassmann variables ψax and ψ
a
x attached to
the sites x. The corresponding fermion action is
S F[ψ, ψ,U] =
∑
x
[
m
∑
a
ψ
a
xψ
a
x +
∑
µ
γx,µ
2
∑
a,b
(
ψ
a
xU
ab
x,µψ
b
x+µˆ − ψ
b
x+µˆU
ab?
x,µ ψ
a
x
)]
, (21)
where γx,µ denotes the staggered sign factor and we have written all sums over color indices explicitly.
Again we turn all sums in the exponent into products and expand each individual Boltzmann factor:
ZF[U] =
∫
D[ψ, ψ]
∏
x
∏
a
e−mψ
a
x ψ
a
x
∏
x,µ
∏
a,b
e−
γx,µ
2 ψ
a
xU
ab
x,µψ
b
x+µˆ e
γx,µ
2 ψ
b
x+µˆU
ab?
x,µ ψ
a
x
=
∫
D[ψ, ψ]
∏
x
∏
a
1∑
sax= 0
(−mψ axψax)s
a
x
∏
x,µ
∏
a,b
1∑
k abx,µ= 0
(−γx,µ
2
ψ
a
xU
ab
x,µψ
b
x+µˆ)
k abx,µ
1∑
k
ab
x,µ= 0
(
γx,µ
2
ψ
b
x+µˆU
ab?
x,µ ψ
a
x)
k
ab
x,µ
=
1
22V
∑
{s,k,k}
(2m)
∑
x,a sax
∏
x,µ
∏
a,b
(U abx,µ)
k abx,µ (U ab?x,µ )
k
ab
x,µ (−1)k abx,µ ( γx,µ )k abx,µ+k
ab
x,µ
×
∫
D[ψ, ψ]
∏
x
∏
a
(ψ
a
xψ
a
x)
sax
∏
x,µ
∏
a,b
(ψ
a
xψ
b
x+µˆ)
k abx,µ (ψ
b
x+µˆψ
a
x)
k
ab
x,µ . (22)
We have introduced summation variables k abx,µ for the hopping terms that connect color a at x with
color b at x + µˆ and k
ab
x,µ for the corresponding inverse hop, as well as variables s
a
x for the contribution
of color a to the mass term. Due to the nilpotency of the Grassmann numbers all these variables can
only have the values 0 and 1 and may be viewed as activation numbers for the corresponding terms.
After some reordering of terms we have isolated the remaining Grassmann integral in the last line
of (22). This integral depends on the values of the activation numbers and can be 0,−1 or +1. A
non-zero value is possible only for certain configurations of the activation numbers: The forward and
backward hopping terms can form closed loops in both, the space-time lattice and in color space,
similar to the Abelian color cycles depicted in Fig. 4. Of course not only plaquettes are possible, but
also longer loops, as well as so-called dimers where a hop and its inverse are combined. All loops and
dimers come with the corresponding entries U abx,µ and U
ab?
x,µ of the link variables along their contour
and we refer to this structure as the abelian color fluxes already mentioned before. Finally also with
the activation numbers sax for the mass terms we can saturate the Grassmann integral, and we refer to
those terms as monomers.
We can summarize the constraint for obtaining a non-zero result for the Grassmann integral as
follows: Again we consider the lattice as a product of two space-time lattices, with one lattice for each
of the factors. The Grassmann integral is non-zero if each site of that double lattice is either occupied
by a monomer, is run through by a loop or is the endpoint of a dimer. For staggered fermions one can
also work out the sign for these non-trivial configurations. We do not address the sign determination
here and refer to [23] for this step. The factors with the gauge link elements U abx,µ and U
ab?
x,µ now have
to be combined with the corresponding factors in (15) and are then integrated with
∫
D[U]. Thus the
constraints and the weights now also depend on the activation numbers of the fermions. We find the
following result for the dual representation of the partition function:
Z =
1
22V
∑
{p,k,k,s}
CF[s, k, k ] WM[s]Wβ[p]WH[p, k, k]
∏
x,µ
(−1) J 21x,µ+k 21x,µ+k 21x,µ
∏
L
sign (L)
×
∏
x,µ
δ
(
J 11x,µ+k
11
x,µ−k
11
x,µ − [J 22x,µ+k 22x,µ−k
22
x,µ]
)
δ
(
J 12x,µ+k
12
x,µ−k
12
x,µ − [J 21x,µ+k 21x,µ−k
21
x,µ]
)
. (23)
The partition function now is a sum over all configurations of the fermion activation numbers k abx,µ,
k
ab
x,µ and s
a
x, as well as the cycle occupation numbers p
abcd
x,µν . The fermion activation numbers come
with a fermion constraint function CF[s, k, k ] which equals 1 for all configurations where each site
is either run through by a loop, is the endpoint of a dimer or is occupied by a monomer. Otherwise
CF[s, k, k ] = 0. The monomer weight function WM[s] collects all the mass term contributions and has
the simple form WM[s] = (2m)
∑
x,a sax . The weight factor Wβ[p] remains as in the case of pure gauge
theory (Eq. 20), while the weight factor WH[p, k, k] from the Haar measure integration now also
collects the contributions from the link terms in the fermion action. It still has the form (20), but the
arguments S abx,µ now also depend on the activation of fermion hops, i.e., S
ab
x,µ = N
ab
x,µ+N
ab
x,µ+k
ab
x,µ+k
ab
x,µ.
In addition to the signs from the 2-1 components in the SU(2) parameterization (4), also the
Grassmann integral contributes to the overall sign. This sign depends only on the loops L of the dual
fermions variables and for a loop L is given by sign(L) = (−1) 1 + |L|/2 +WL + PL . Here |L| is the length
of the loop L, WL its temporal winding number, and PL the total number of plaquettes needed to fill
the loop with a surface such that L appears as the boundary of the surfaces (see [23] for a detailed
discussion of the sign factor). Finally, the constraints take into account also the Abelian color fluxes
from the fermion hopping terms, as can be seen by the corresponding activation numbers k abx,µ, k
ab
x,µ in
the Kronecker deltas. The constraints are still as illustrated in Fig. 5, but the sums are now over the
contributions of all ACCs attached to a link, as well as all fermion fluxes.
The form of the ACC/ACF representation of the partition sum in (23) is very satisfactory from a
conceptual point of view. SU(2) lattice gauge theory is exactly represented as a sum over cycle and
loop configurations that correspond to closed paths in space time as well as in color. The symmetries
of the conventional form appear as constraints for the dual variables and local interaction terms. We
remark that one can also couple a chemical potential to the fermions, which as in the case of the
principal chiral model would couple to the temporal winding number of the fermion loops, underlining
again the highly geometrical nature of the dual representation. However, for a numerical simulation
a suitable resummation of negative sign contributions has to be found, as we already remarked in the
previous subsection for the case of pure SU(2) lattice gauge theory. In this context it is interesting
to note that the leading terms in the strong coupling series all have positive signs [23] indicating that
such a resummation strategy might exist.
4 Dual formulation for SU(3) gauge theories
We conclude this proceedings contribution with a discussion of the challenges and new features that
appear when one switches to the gauge group SU(3). Also in this case we start with the derivation
of the worldsheet representation for pure SU(3) lattice gauge theory, and then discuss the ACC/ACF
dual representation for full QCD.
4.1 Dual formulation for pure SU(3) lattice gauge theory with abelian color cycles
The generalization to the SU(3) gauge group of the abelian color cycle (ACC) dualization procedure
discussed in Sec. 3.1 starts by noticing that, because of the non pseudo-reality of SU(3), in the Wilson
action we have to take the real part of the trace of the plaquette variables explicitly:
SG[U] = −β3
∑
x,µ<ν
ReTr
[
Ux,µ Ux+µˆ,νU
†
x+νˆ,µU
†
x,ν
]
= −β
6
∑
x,µ<ν
3∑
a,b,c,d=1
[
Uabx,µU
bc
x+µˆ,νU
dc?
x+νˆ,µU
ad?
x,ν + c.c.
]
.
(24)
This results in ACCs that can either have mathematically positive (Uabx,µU
bc
x+µˆ,νU
dc?
x+νˆ,µU
ad?
x,ν ) or negative
(Uab?x,µ U
bc?
x+µˆ,νU
dc
x+νˆ,µU
ad
x,ν) orientation. Both types of ACCs are again complex numbers that may be
viewed as cycles along the plaquettes (x, µν) of the lattice with a path in color space labelled by the
indices a, b, c, d. For SU(3) each of these indices has 3 possible values such that there is a total of
81 different ACCs. Another consequence of the non pseudo-reality of SU(3) is that when we Taylor
expand the locally factorized Boltzmann weight we need two sets of summation variables, nabcdx,µν ∈ N0
and nabcdx,µν ∈ N0, that correspond to positive and negative oriented ACCs respectively:
Z =
∫
D[U]
∏
x,µ<ν
3∏
a,b,c,d=1
e
β
6 (U
ab
x,µU
bc
x+µˆ,νU
dc?
x+νˆ,µU
ad?
x,ν ) e
β
6 (U
ab?
x,µ U
bc?
x+µˆ,νU
dc
x+νˆ,µU
ad
x,ν) (25)
=
∫
D[U]
∏
x,µ<ν
3∏
a,b,c,d=1
∞∑
nabcdx,µν =0
∞∑
n¯abcdx,µν =0
(β/6)n
abcd
x,µν +n¯
abcd
x,µν
nabcdx,µν ! n¯abcdx,µν !
(
Uabx,µU
bc
x+µˆ,νU
dc?
x+νˆ,µU
ad?
x,ν
)nabcdx,µν (c.c.)n¯abcdx,µν
=
∑
{n,n¯}
∏
x,µ<ν
∏
a,b,c,d
(β/6)n
abcd
x,µν +n¯
abcd
x,µν
nabcdx,µν ! n¯abcdx,µν !
∏
x,µ
∫
dUx,µ
∏
a,b
(
Uabx,µ
)Nabx,µ (Uab ?x,µ )Nabx,µ .
The steps in (25) are analogous to the ones performed in (14) and in (15), but here the integer valued
powers Nabcdx,µν and N¯
abcd
x,µν for the matrix elements U
ab
x,µ and U
ab ?
x,µ in the last line are
Nabx,µ =
∑
ν:µ<ν
[
nabssx,µν + n¯
ssba
x−νˆ,µν
]
+
∑
ρ:µ>ρ
[
n¯assbx,ρµ + n
sabs
x−ρˆ,ρµ
]
, N
ab
x,µ =
∑
ν:µ<ν
[
n¯abssx,µν + n
ssba
x−νˆ,µν
]
+
∑
ρ:µ>ρ
[
nassbx,ρµ + n¯
sabs
x−ρˆ,ρµ
]
,
(26)
where again the label s stands for the independent sum over the color indices that are replaced by s.
The final form of the partition sum (25) is obtained by choosing an explicit parametrization for
the SU(3) matrices [25],
Ux,µ =
 c1c2 e
iφ1 s1 eiφ3 c1s2 eiφ4
s2s3 e−iφ4−iφ5 − s1c2c3 eiφ1+iφ2−iφ3 c1c3 eiφ2 −c2s3 e−iφ1−iφ5 − s1s2c3 eiφ2−iφ3+iφ4
−s2c3 e−iφ2−iφ4 − s1c2s3 eiφ1−iφ3+iφ5 c1s3 eiφ5 c2c3 e−iφ1−iφ2 − s1s2s3 e−iφ3+iφ4+iφ5
 , (27)
where ci = cos θ
(i)
x,µ, si = sin θ
(i)
x,µ, with θ
(i)
x,µ ∈ [0, pi/2], and φi = φ(i)x,µ, with φ(i)x,µ ∈ [−pi, pi]. The normal-
ized Haar measure is dUx,µ = 1/(2pi5) dθ1c31s1 dθ2c2s2 dθ3c3s3 dφ1 dφ2 dφ3 dφ4 dφ5 . The next step is
to insert this expression into the product measure D[U] =
∏
x,ν dUx,ν, and the matrix elements Uabx,ν
into (25). For those matrix elements that are expressed as sums of complex numbers we use the bino-
mial theorem (x + y)N =
∑N
m=0
(
N
m
)
xN−m ym, thus introducing new auxiliary variables mabx,ν ∈ {0,Nabx,ν}
for the matrix elements (a, b) ∈ {(2, 1), (2, 3), (3, 1), (3, 3)} and mabx,ν ∈ {0,N
ab
x,ν} for the respective com-
plex conjugate. It is convenient to perform a change of variables,
nabcdx,µν − n¯abcdx,µν = pabcdx,µν , pabcdx,µν ∈ Z ; nabcdx,µν + n¯abcdx,µν = |pabcdx,µν | + 2labcdx,µν , labcdx,µν ∈ N0 , (28)
and to introduce the fluxes
Jabx,µ =
∑
ν:µ<ν
[
pabssx,µν − pssbax−νˆ,µν
]
−
∑
ρ:µ>ρ
[
passbx,ρµ − psabsx−ρˆ,ρµ
]
, (29)
S abx,µ =
∑
ν:µ<ν
[
|pabssx,µν | + |pssbax−νˆ,µν| + 2(labssx,µν + lssbax−νˆ,µν)
]
+
∑
ρ:µ>ρ
[
|passbx,ρµ | + |psabsx−ρˆ,ρµ| + 2(lassbx,ρµ + lsabsx−ρˆ,ρµ)
]
. (30)
At this point the Haar measure integrals can be solved in closed form. In particular, the inte-
grations over the θi angles give rise to combinatorial factors, which we collect in the weight factor
WH[p, l,m,m], whose complete expression will be presented in a forthcoming publication, while in-
tegrating the phases φi gives rise to constraints CH[p,m,m] expressed in terms of Kronecker deltas,
CH[p,m,m] =
∏
x,µ
δ(J11x,µ + J
12
x,µ − J33x,µ − J23x,µ) δ(J22x,µ + J12x,µ − J33x,µ − J31x,µ) (31)
× δ(J12x,µ − j21x,µ − j23x,µ − j31x,µ − j33x,µ) δ(J13x,µ + J12x,µ − J31x,µ − J21x,µ) δ(J32x,µ + J12x,µ − J23x,µ − J21x,µ) .
We introduced j abx,ν = m
ab
x,ν−mabx,ν to simplify the notation. These constraints are graphically represented
in Fig. 6. They relate the auxiliary variables m and m to the cycle occupation numbers p and enforce
relations between combinations of the cycle occupation numbers. They are a generalized form of the
constraints for SU(2) to a lattice with three layers, and again their effect is to restrict the admissible
configurations to those that fulfill the flux conservation laws implied by (31).
The final form of the partition function,
Z =
∑
{p,l}
∑
{m,m}
Wβ[p, l] WH[p, l,m,m] CH[p,m,m] (−1)
∑
x,µ J12x,µ+J
23
x,µ+J
31
x,µ− j 23x,µ− j 31x,µ , (32)
is a sum over the configurations of the new dual variables: the cycle occupation numbers pabcdx,µν ∈ Z,
and the auxiliary variables l abcdx,µν ∈ N0 and mabx,µ ∈ {0,Nabx,µ}, mabx,µ ∈ {0,N
ab
x,µ}, with (a, b) ∈
{(2, 1), (2, 3), (3, 1), (3, 3)}. Admissible configurations have to satisfy the link flux constraints (31).
Each configuration comes with the positive weights Wβ[p, l] and WH[p, l,m,m], and with sign factors
(−1)∑x,µ J12x,µ+J23x,µ+J31x,µ− j 23x,µ− j 31x,µ , which origin from the SU(3) parametrization.
4.2 Dual representation of full lattice QCD
The coupling of matter fields proceeds in the same way as we discussed for SU(2). We again use the
staggered discretization of the fermion action (21), and the dualization of the fermion partition sum
reads as in (22), with the only difference that for SU(3) the color labels run from 1 to 3. The power
of the overall factor in front of the sum over the configurations of the fermion dual variables {s, k, k}
here is 3V instead of 2V . The interpretation of the fermion’s dual variables is analogous to the one we
gave in Sec. 3.2: sax = 0, 1 corresponds to the color component a of the mass term on site x. k
ab
x,ν = 0, 1
represents the forward hop from color a to color b on the link (x, ν), and k
ab
x,ν = 0, 1 is the respective
backward hop on the same link.
The Grassmann integral in the last line of (22) is non-vanishing only if each Grassmann variable
ψaxψ
a
x appears exactly once and we express this condition with the fermion constraint CF[s, k, k]. As
discussed in Sec. 3.2, this constraint can be fulfilled by occupying all the three layers of every site of
our lattice with monomers, dimers, or loops. These are the only admissible fermion configurations.
If the constraint CF[s, k, k] is satisfied, the Grassmann integral in Eq. (22) gives +1 or −1. Other
signs are generated by the staggered sign factors
∏
x,ν(ηx,ν)
∑
a,b[kabx,ν+k
ab
x,ν], the activation of forward hops∏
x,ν(−1)
∑
a,b kabx,ν , and the anti-periodic boundary conditions along the time direction. They are the
same as for the SU(2) case and one finds that only loop configurations introduce signs. We can
express the sign contribution of every loop L in the same simple form we found for SU(2), sign(L) =
(−1)1+|L|/2+PL+WL where |L| is the length of the loop L, PL is the number of plaquettes necessary to
cover the surface bounded by the loop L, and WL is the number of temporal windings.
After the Grassmann integration the partition sum for QCD reads
Z =
1
23V
∑
{s,k,k}
CF[s, k, k] WM[s] Wµ[k, k]
∏
L
sign(L)
∫
D[U] eSG[U]
∏
x,ν
∏
a,b
(
Uabx,ν
)kabx,ν (Uab?x,ν )kabx,ν ,
(33)
where WM[s] = (2m)
∑
x,a sax is the monomer weight factor and Wµ[k, k] = e
µ
∑
x
∑
ab[kabx,4ˆ−k
ab
x,4ˆ] is the µ-
dependent weight factor. To obtain the final form of Z we only have to perform the Haar integration
in (33). This differs from the one discussed in the last section just by the presence of the factors∏
x,ν
∏
a,b
(
Uabx,ν
)kabx,ν (Uab?x,ν )kabx,ν , whose effect modifies the expression of the combinatorial factors col-
lected in the weight WH[p, l, k, k,m,m] and of the constraints CH[p, k, k,m,m], but not the procedure
to obtain them. In particular, the new weights and the new constraints can be obtained from the ones
in the pure gauge case with the substitutions Jabx,µ → Jabx,µ + kabx,ν − k
ab
x,ν and S
ab
x,µ → S abx,µ + kabx,ν + k
ab
x,ν.
Thus for the dual partition sum of full QCD with staggered fermions we obtain
Z =
1
23V
∑
{p,l}
∑
{s,k,k}
∑
{m,m}
Wβ[p, l] WH[p, l, k, k,m,m] WM[s] Wµ[k, k] CF[s, k, k] CH[p, k, k,m,m]
×
∏
L
sign(L)
∏
x,ν
(−1)J12x,ν+K12x,ν+J23x,ν+K23x,ν+J31x,ν+K31x,ν− j 23x,ν− j 31x,ν , (34)
where we use the short hand notation Kabx,ν = k
ab
x,ν − k
ab
x,ν. Eq. (34) is an exact rewriting of the partition
function of QCD with staggered fermions in terms of integer valued dual variables: The cycle occu-
pation numbers pabcdx,µν ∈ Z, and the auxiliary variables labcdx,µν ∈ N0, mabx,µ ∈ {0,Nabx,µ} and mabx,µ ∈ {0,N
ab
x,µ},
with (a, b) ∈ {(2, 1), (2, 3), (3, 1), (3, 3)} represent the gauge degrees of freedom in this formulation,
while sax, k
ab
x,ν, k
ab
x,ν ∈ {0, 1} are the dual variables for the fermions. In order for a configuration to be
admissible, fermions have to saturate the lattice and the gauge constraints CH[p, k, k,m,m] have to be
satisfied. Each configuration comes with a weight given by the W factors in (34), as well as signs,
given by the loop and the gauge signs. Also here one needs to find a partial resummation strategy in
order to use the dual representation in numerical simulations.
=! ; =!
=! ; =!
Figure 6: Graphical representation of the constraints for the fluxes in the SU(3) case. The constraints
depicted in the first row are a generalization of those for the SU(2) case (compare Fig. 5), as they
relate fluxes between different colors. The constraints in the second row enforce flux conservation,
since they require that for each link the flux out of a color has to match the flux into that color.
5 Discussion
In this contribution we discuss our recent results for the dual representation of lattice field theo-
ries with non-abelian symmetries, using the Abelian color cycle / Abelian color flux (ACC/ACF)
approaches. We develop the method using three examples: The SU(2) principal chiral model with
chemical potentials, as well as SU(2) and SU(3) lattice gauge theories with and without fermions.
The key idea of the ACC/ACF approach is to write all matrix/vector products and traces in the
action with explicit sums over the color indices. The Boltzmann factor is completely factorized such
that only complex numbers remain in the exponent. Subsequently the individual Boltzmann factors
are expanded and the resulting factors can be reorganized according to sites or links. Thus the original
degrees of freedom can be integrated out with a suitable parameterization. The dual form of the parti-
tion function is a sum over closed paths on a lattice which is the product of the space-time lattice with
an additional dimension for color. For gauge fields these loops are restricted to plaquettes (ACCs),
while for matter fields they can form arbitrary closed paths (ACFs). These worldline configurations
are subject to constraints, which enforce conserved combined flux through all links (gauge theories)
or all sites (principal chiral model) for each color channel.
For the case of the principal chiral model we could show that all weight factors in the dual repre-
sentation are real and positive and we present first results of a Monte Carlo simulation of the worldline
formulations. For the other models we currently explore the possibility for a partial resummation strat-
egy to overcome the complex action problem.
The dual representations we present here are a variant of the strong coupling expansion where all
expansion coefficients are known in closed form. We stress at this point that for QCD there are very
interesting recent developments with a differently set up for the strong coupling expansion [26–37]
and it would be interesting to better understand the connection between the two versions of the strong
coupling series.
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