Abstract
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In this paper, we demonstrate how to use the continuous formulations of BERGEMANN and REICH (2010a,b); REICH (2011a) to tackle assimilation problems for which observations of incrementally changing variables are to be assimilated. A typical example is provided by Lagrangian data, i.e. ocean drifter positions which are used to correct Eulerian velocity fields forecasted by models (KUZNETSOV et al., 2003; MOLCARD et al., 2003) . To be more specific, let X(t) ∈ R 2 denote the horizontal position of a drifter at time t and X(t + τ ) its position at t + τ , where τ is the (assumed to be small) observation interval. Then also assuming that the drifter's velocity is subject to random perturbations to its surrounding horizontal fluid velocity field v(X, t) ∈ R 2 , we obtain the approximation
X(t + τ ) − X(t) = v(X, t)τ + √ τ σr t
where σ > 0 is a constant and r t ∈ R 2 is a random vector with mean zero and covariance equal to the identity matrix I. In the limit τ → 0, one obtains the stochastic differential equation
dX = v(X, t)dt + σds(t),
where s(t) ∈ R 2 denotes two dimensional standard Brownian motion.
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The paper is organized as follows. Ensemble Kalman filters provide a generalization of the classic linear Kalman filter to nonlinear models such as (1.1). It is based on propagating an ensemble of independent solutions x i , i = 1, . . . , m, of our model (1.1) and using it to extract an empirical mean
and an empirical error covariance matrix The Kalman-Bucy filter is concerned with continuously assimilating observations of trajectory increments rather than trajectory values at discrete points in time. In other words, measurements in a Kalman-Bucy framework are formulated mathematically as a stochastic differential equation
in terms of the state vector x(t) where G ∈ R K×N is the linear forward operator, r(t) denotes 55 standard K-dimensional Brownian motion, and C ∈ R K×K is a positive definite matrix. See 56 JAZWINSKI (1970) for more details.
57
As already discussed in Section 1, dz(t) is not observable in practice and instead increments ∆z(t) = z(t + τ ) − z(t) of z(t) with τ > 0 being small relative to the model dynamics are being measured. However, (3.1) is nevertheless useful as a mathematical abstraction since it indicates how an appropriate likelihood function for observing ∆z given x should scale with regard to the measurement interval τ . To gain a better intuitive understanding of the problem, we replace the measurement equation by its forward Euler discretization
with ξ n independent and identically distributed Gaussian random variables with mean zero and 58 covariance matrix C and observed ∆z n = z n+1 − z n , where the superscript n denotes the nth 59 time-step.
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It should be noted that the error model (3.2) entails that measurement errors are now assumed 61 to be Gaussian in the increments between two subsequent measurements of z(t) rather than in 
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Upon accepting the measurement error model (3.2) we obtain the likelihood function
which replaces the likelihood function of a standard ensemble Kalman filter. As for the standard ensemble Kalman filter, the ensemble update is obtained by combining the likelihood with the Gaussian prior
using Bayes' theorem. The ensemble covariance matrix P n and the ensemble meanx 
Note that R = C/τ , H = G, and y = ∆z/τ formally lead back to the continuous ensemble 
and, second (τ → 0)
We emphasize that these limits have to be taken with great care in general since we are dealing
72
with stochastic differential equations (JAZWINSKI, 1970). In our context, however, our simplified 73 derivation can be justified.
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Since data is now (formally) collected continuously in time, we can -similarly to (2.4) -combine the assimilation step with the model dynamics to yield the final result given by
Here u i (t) denotes K-dimensional Brownian motion and a different realization is chosen for each ensemble member. Nonlinear forward operators g(x) can be treated by a modification of the covariance matrix P in the same manner as for ensemble Kalman filters (EVENSEN, 2006), i.e. PG T is replaced by
T .
with
The same applies to localization techniques (EVENSEN, 2006; BERGEMANN and REICH, 2010a).
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4 Numerical demonstration
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We now discuss an example from classical mechanics. The evolution of the state x = (q, v) ∈ R 
81
Let us address the situation that the reference solution is not directly accessible to us and that instead we are only able to observe Q(t) subject to
where ξ(t) denotes again standard Brownian motion and c the measurement error variance.
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We got two independent sources of information and each individually allows us to guess the q(t) component of the reference solution. Firstly, we may use the observations dQ(t) to obtain an estimate Q(t) via
position q 0 we obtain an approximation for q r (t q r (t) fairly quickly.
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We now combine the model equations and the observations within the ensemble Kalman-
88
Bucy framework. The ensemble filter relies on the simultaneous propagation of an ensemble of 
,
with meanv
and variance/covariance
The equations are solved for each ensemble member with different realizations w i (t) of standard
91
Brownian motion and step-size ∆t = 0.01. The observation interval in (3.2) is τ = ∆t.
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The extended Kalman-Bucy filter (JAZWINSKI, 1970) relies on the equations
for the mean and 
