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Abstract. An adaptive state feedback control algorithm is developed for a class 
of nonlinear systems having unknown parameters which enter the dynamic model in 
a linear fashion. Provided that certain matchability conditions are satisfied, 
the tracking error between the nonlinear plant and a linear reference model 
tends to zero for any feasible initialization of parameter estimates. Synthesis 
of the controller does not require that the unknown parameters belong to spe­
cified intervals of uncertainty. Simulation examples illustrate the application 
and performance of the control algorithm.
1. Introduction
Many practical control problems involve both nonlinear dynamics and para­
metric uncertainty in the plant model. The objective is typically to find, if 
possible, a feedback control which forces the plant state to track the response 
of a specified linear reference model in spite of the plant nonlinearity and 
uncertainty. The challenge confronting the control designer is thus to achieve 
a robust compensation of the plant nonlinearity. Furthermore, engineering con­
siderations may require that this design objective be achieved while satisfying 
the following criteria: (i) no restrictive bounds on parameter variation may be 
assumed for controller synthesis; (ii) the model following property must be 
achieved in a global sense.
Consider the uncertain nonlinear system
2x = f(x) + g(x)u (1)
00 nwhere f(x) and g(x) are supposed to be C vector fields on R , f(0) = 0 , g(x) 
is nonzero on Rn , and u e R is the control input. In (1), f(x) and g(x) are 
not known precisely but instead are assumed to be characterized as
f(x) -  f(x) + Af(x)
A A
g(x) = g(x) + Ag(x)
where f(x) and g(x) represent the available model of the plant, while Af(x) and 
Ag(x) denote the modeling error which is due to a lack of knowledge regarding 
some plant parameters. The linear reference model, which indicates the desired 
behavior for the plant, is taken to be
x = Ax + bv * (3)r r
where A e Rnxn is a Hurwitz matrix, b z Rn and (A,b) is a controllable pair.
The state tracking error
e = x ~ x (4)r
represents the measured deviation of the plant state from the reference model 
trajectory.
The control problem addressed in this paper is described as follows.
"Given f(x), g(x), A and b, determine if possible a state feedback control 
algorithm such that e(t) + 0 as t -► °°." The solution to this type of design 
problem involves two distinct parts (see, for instance, [1,2]). The first sub­
ject is concerned with the structural compatibility between the nonlinear plant
3and the linear reference model. If certain matchability conditions are met, 
then a static state feedback controller is guaranteed to exist such that the 
model following property holds. Of course, due to parameter uncertainty the 
existence of a model following controller does not provide the required realiza­
tion. Hence, the second subject concerns the design of an adaptive control 
algorithm which assures that perfect model following is indeed achieved.
2. System Structure
The class of systems for which linear model following controls exist has 
been a topic of recent research [3,4,5]. The existence of such a controller is 
assured whenever the nonlinear plant is feedback equivalent to a linear 
controllable system [3], Our goal is to develop a controller which solves the 
problem, and we choose here to explore the case when no coordinate changes in 
the state space are allowed.
We shall require the following assumptions:
(Al) The actual plant is parameterized according to
f (x) = fQ(x) + F(x) P p 
g(x) = §q (x) + G(x)p G
(5)
where fn(x) e R11, gn(x) eR F(x) e Rnxr and G(x) e RllA=> are known, whereas,nxs0 50
T SPp and p^ are uncertain parameter vectors in R and R , respectively. The vec­
tor fields fg(x) and gg(x) are included in case not all plant parameters are 
unknown. The available plant model is likewise taken to be
f(x) = fg(x) + F(x) PF 
g(X) = gg(x) + G(x) PG
( 6 )
4where p and p_, represent the estimates of the true parameter vectors defined inF (j
(5);
(A2) Matching conditions are satisfied by the uncertainty due to plant modeling 
error
Af (x) e g (x )
A
Ag(x) e G(x)
(7)
and the choice of linear reference model
A A
Ax - f(x) e G(x)
A
b e G(x)
Clfor all x e R where g (x ) denotes the distribution
( 8 )
A
G(x) = span {g(x)} (9)
associated with the available plant model;
(A3) The sign, and lower bound on magnitude, is known for each component of 
vector Pg.
The main assumption is (Al), invoked for reasons unique to our method of 
solution. It plays a crucial role in providing the desired error dynamics. The 
assumption (A2) is a basic one which indicates the variety of structured para­
metric uncertainty we allow and assures that linear model following is an 
achievable goal. The remaining assumption (A3) will aid in maintaining the 
estimate p^ in some feasible region of Rs, but will rarely be required.
Note that (A2) implies the existence of functions a(x) and $(x), with 
a(0) = 0 and 8(x) i 0 in Rn, such that
Ax - f(x) = g(x)a(x) 
b = g(x)8(x)
5
( 10)
According to (10), the tracking error dynamics resulting from the feedback 
control
u = a(x) + 8(x)v 
are computed to be
(1 1 )
ê = Ae (12)
and hence e(t) 0 as t + <*>. However, there is no constructive procedure for 
obtaining this model following control law even when it is known to exist. 
Instead, we are obliged to use the available information to choose functions
A
A
a(x) and 8(x) for the control satisfying
Ax - f(x) = g(x)a(x) 
b = g(x)0(x)
(13)
Such functions are guaranteed to exist as a consequence of (A2) and a solution 
of (13) is
a(x) = gï(x) [Ax - f(x)] 
8(x) = g+(x) b
(14)
where
g+tx) = [gT(x) g(x) j 1 gT(x)
denotes the pseudo-inverse of g(x). The following result will prove useful for 
the stability analysis of the adaptive control system.
6Lemma. Suppose that (Al) and (A2) are satisfied. If the feedback control
u(x,v) = a(x) + $(x)v (15)
defined by (14) is applied to system (1), then the resulting tracking error 
satisfies the differential equation
e = Ae - $T(x,v)0 (16)
where
iT(x,v) = [F(x), G(x)u(x,v)]nx(r+s)
9 * I
(r+s)xl
Proof. In general, the plant dynamics are
x = (f(x) + Af(x)) +(g(x) + Ag(x))u (17)
and hence the control (15), chosen to satisfy (13), induces error dynamics
e = Ae - Af(x) - Ag(x) (a(x) + 3(x)v) (18)
According to (5) and (6), the selected parameterization corresponds to pertur­
bations given by
Af(x) = F(x)(pp - pp) 
Ag(x) = G(x)(pG - pG)
(19)
Using (19), system (18) may be expressed in the form of (16) with the
Tappropriate interpretations of $ (x,v) and 9. □
7Note that when 9 = 0  then by hypothesis a(x) = a(x) and $(x) = $(x), in 
which case the tracking error dynamics (16) agree with (12). When parameter 
errors do exist, however, the Lemma clarifies the effects of using a(x) and
A
and 8(x) instead of a(x) and 8(x) in the control law. The perturbation term 
T$ (x,v)9 is due to the imperfect nonlinearity compensation achieved by feedback 
control (15). In spite of the nonlinearity present in this problem, we shall 
show that an adaptive algorithm may be designed by the same Lyapunov methods 
common to earlier results [6,7] in adaptive control of unknown linear systems.
3. Adaptive Control Algorithm
In this section, a solution to the control problem posed in Section 1 is 
presented subject to assumptions (A1)-(A3). Under more restrictive assumptions 
the problem may be dealt with by existing techniques related to the stabiliza­
tion of uncertain nonlinear systems. One approach [8] makes use of static feed­
back linearization together with an additional control loop designed to 
counteract the destabilizing effect of imperfect nonlinearity compensation. 
Robustness is assured in these continuous feedback designs by including, for 
example, a linear high gain controller [9] or a nonlinear saturating controller 
[10]. These methods require knowledge of sufficiently small bounding sets for 
the uncertainty. Another approach [11,12] involves the use of discontinuous 
control in a model following scheme based on either variable structure methods 
or a hyperstability approach. No direct attempt at cancelling plant nonli­
nearity is made, but the influence of the switching control achieves the 
linearization in an approximate sense. Again, the controller synthesis requires 
knowledge of the range of variation of all plant parameters. For a specific 
class of nonlinear systems, rigid robot manipulators with unknown parameters,
8the restrictive modeling assumptions common to the methods just described have 
been removed by using a parameter adaptive control [13,14], Global stability is 
achieved but the problem formulation and solution are application specific. 
Hence, apparently none of these available design methodologies solves the 
problem of global model following subject to (A1)-(A3).
In this paper, we follow a parameter adaptive approach. Given some initial 
guess for the parameters, say p_,(0) and po(0), a parameter update law governsr la
the evolution of the parameter estimates, p_(t) and p_(t), according to the 
measured tracking error e(t). Specifically, we consider
PF (t) = FT(x) P e(t)
^  •  r p
PG (t) = G (x) P e(t)u(t,x,v)
( 20)
where the nxn matrix P is the unique solution of the Lyapunov equation
ATP + PA = - Q (21)
for any positive definite and symmetric nxn matrix Q. These parameter estimates 
subsequently provide estimates of the vector fields
f(t,x) = fQ(x) + F(x)pF(t)
a
g(t,x) = gQ(x) + G(x)pG(t)
( 22 )
The control algorithm is taken to be the "certainty equivalence" form of that 
described by the Lemma, that is to say
u( t, x , v) = a(t,x) + B(t,x)v (23)
a(t,x) = g+(t,x) [Ax - f(t,x)] 
$(t,x) = g+(t,x)b
where
9In keeping with the notation of the Lemma, we define
$ ( t ,x ,v ) = [ F ( x ) , G ( x ) u ( t , x , v ) ]
0(t) = pF - v o
PG "  pG( t )
(24)
and from (24) the update law (20) may be equivalently expressed as
0 (t) = $(t,x,v)P e(t) (25)
Technical difficulties arise if, for any t >0, the adaptation mechanism (25) 
influences g(t,x) in such a way that g + (t,x ) does not exist. Note in this case 
that the control law (23) is not well-defined at t = t .  Such an occurence may 
be avoided by virtue of (A3) using a "constrained" update [2,14] for p (t) so 
that p (t) $ 0 for all t > 0. Of course, if all uncertainty belongs to f(x)G
then this procedure is not needed and (A3) may be disregarded as well. A block 
diagram of the adaptive control system is shown in Fig. 1.
Theorem. Suppose assumptions (Al) and (A2) are satisfied?and consider the adap­
tive control algorithm (23) with parameter update law (25). If p^(t) * 0 for 
all t > 0 and reference signal v(t) is uniformly bounded, then the equilibrium 
point (e,0) = 0 of the closed-loop system is uniformly stable over [0,«) and 
e(t) ->0 as t «.
Proof. If p„(t) * 0, then the control algorithm is well-defined and the dyna-
G
mics of the (n+r+s) order closed-loop system in error coordinates are 
T
e = Ae -  $ 0
0 = $Pe
(26)
10
where arguments are suppressed for brevity. The origin of the nonautonomous 
error system (26) is an equilibrium point for all t^efO,«). We choose the can­
didate Lyapunov function
V(e,9) = eTPe + 9^ 9 (27)
Note that (27) is a decrescent positive definite function since P, according to 
(21), is a symmetric positive definite matrix. The time derivative of (27) eva­
luated along trajectories of (26) is
V(e,9) = eT(ATP + PA)e + 29T(9 - iPe) (28)
Substituting (21) and (25) into (28) yields
V(e,9) = -e Qe < 0 (29)
where, by hypothesis, Q is a symmetric positive definite matrix. Hence, the
origin is uniformly stable over to,»} and e(t) and 9(t) are uniformly bounded.
Since v(t) is uniformly bounded, then from (26)?e(t) and 9(t) are uniformly
bounded also. This implies that e(t), 9(t), V(e,9) and V(e,9) are all uniformly
continuous functions of time. Since V(e,9) is nonincreasing (29) and bounded
below (27), V(e,9) has a definite limit as t + ». Denoting this limit by V , it
00
follows that
1 11 Jo V(e,9)dt - - V(e(0), 9(0)) <
Since V(e,9) is nonpositive with finite integral, from (30) we conclude
(30)
lim 
t +00 V(e,9) = 0 (31)
Together, (29) and (31) imply that
11
lim
t->00 e(t) = 0 (32)
and the Theorem is proved •
To guard against the remote possibility of i>G(t) vanishing when Ag(x)*0,
one approach is to find a modification of (25) which assures that no sign
changes take place for any component of p (t). We define the feasible setG
r a c{preR sgn(pGi) = sgn(pGi), Gi > a. > 0, i = 1 (33)
where according to (A3), sgn(pGi) and are known for i = l,...,s. The set
S Aft C R is a convex hypercube and clearly pG e ft. If the estimate PG(t) reaches 
the boundary of the feasible set ft at t = x, then (25) is modified component­
wise according to the logic
ai sgn(pGi) , if | PGi (t) I < a ± -
PGi(T+) -
PG1 (t)
(34)
, otherwise
where <5^ are small positive design parameters satisfying 5^  ^< for i = l,...,s. 
Each time this modification is activated, the basic update law (25) is re­
initialized with a feasible estimate. As a consequence, if p (0) e ft thenG
PG(t) 4= 0 for all t > 0, thus removing any remote possibility of singularity in 
the control law (23).
Suppose that at time t = x, the logic (34) re-initializes the parameter 
estimate Pg(t). It suffices to show that at t = x the function V(e,9) retains 
its nonincreasing property in spite of this modification of the primary update 
law (25). Generally speaking, any number of components of p-,(x) may be reset.
Let these components be identified by the set I C {l,...,s} such that iel
Aimplies Pg^(t) requires modification. From (34) and (27) we compute
1 2
V(e (T+ ),  0( t+ ) )=  V (e (T ) ,  8( t ) )  -  E [2S±(jpG1 | - a . )  + 6 ^ ]  (35)
iel
Hence, we conclude from (34) and (35) that at t = t+
0 < V(e(t+ ), 9(t+ )) < V(e(x), 9(t)) (36)
According to (35) and (36), for all te [0,«) V(e,8) is nonincreasing, bounded 
below by 0, and decremented by a strictly positive quantity no less than 6^  at 
times t = , j > 1. Consequently, the modification logic will be activated at
most a finite number of times. It follows that the trajectory of the system 
will remain bounded and that, after some finite length of time, the dynamics of 
the system will be exactly described by (26) with no further modifications. 
Therefore, the previous analysis is eventually valid.
Remark 1 : According to the Theorem, the adaptive control algorithm (23), (25),
(34) achieves the desired result. Given any feasible initial guess of plant 
parameters (pp(0)eRr, p^(0)eQCRS), the tracking error e(t) + 0 as t + », for any 
e(0) eRn.
Remark 2: The error dynamics (26) indicate that if 9(t) -*• 0, then subsequently
e(t) + 0 as t -► » as well. However, it is not necessary for the parameter esti­
mates to converge to their true values in order that e(t) + 0 as t ■> «.
Remark 3: Suppose that, in addition to satisfying the hypotheses of the
Theorem, there exist positive numbers T, e and 5 such that for all t^ > 0 and 
for any unit vector weRr+S, there is a te [t^t^ + T] such that
1 ft  *  ( t ,x ( t ) ,v ( t ) ) w dT II > € (37)
13
Then from [15] we may conclude that the origin of error system (26) is uniformly 
asymptotically stable. In other words, if the reference trajectory v(t) is 
selected such that (37) is satisfied, then both e(t) and 0(t) of system (26) 
will converge to zero.
4. Illustrative Examples
Example 1. We recall from [16] the following nonlinear system
(38)
where a is an unknown constant parameter. In [16] two feedback designs are pre­
sented, the goal of each being state regulation to the origin. The first 
design, based on the linear approximation of (38) at the origin, employs the 
linear high-gain feedback
2u = “Y xx - Yx2 (39)
where y is a positive design parameter. Without knowledge of the sign of a, 
only local stability of the origin can be deduced. If a > 0 then any initial 
conditions belonging to the set
Sx = (xeR2: y x ^  + —  x22 > a-2} <40>
will result in divergent unbounded state trajectories. The technique of static 
feedback linearization is the basis for the second design
3 2= -a x2 ~ Y XL ~ Yx2u (41)
14
where a is the modeled value of a. This design achieves perfect nonlinearity 
compensation only if a = a. If a is underestimated (a < a), then all trajec­
tories with initial conditions contained in
S2 » {xeR2: yXj2 + ^  x22 2] (42)
will diverge to infinity.
According to the discussion above, two popular design methodologies lead to 
dissatisfying results when applied to system (38). The global stability of the 
origin is not robust with respect to the unknown parameter a. Moreover, (40) 
and (42) indicate that the stability regions around x = 0 vanish as y + °°- 
Note, however, that with reference model
(43)
assumptions (Al) and (A2) are satisfied ((A3) is not needed here). Using the
adaptive control
* 3 2u(t,x) = -a(t)x~ - y x - yx?
(44)
a (t) = -kx23Te , r - [— |
Y Y
the feedback system becomes third order and the origin of error coordinates
(e,9) is uniformly stable over [0,«). Moreover, for any a(0)eR and for all
2x(0)eR , we are assured that x(t) -► 0 as t ♦ «.
This global regulation result is further illustrated in the following simu­
lation. Suppose that a = ~  but our best estimate of a is a = i  Suppose also 
that the performance objective is consistent with the choice y = 5 and that the 
initial data is x(0) = x^(0) = (6,6). It is easily verified from (40) and (42)
15
that either control (39) or (41) results in unbounded trajectories. A simula­
tion with the adaptive controller (44) is shown in Figs. 2(a), (b) and (c),
-4where the adaptation gain is k = 5 x 10 • Note that although the parameter
error 0(t) has a nonzero steady-state value, the tracking error e(t) vanishes 
and hence x(t) 0 as t -► «.
Example 2. Consider the nonlinear system
x
X
1
2
a sin Xj + bu
(45)
where a and b are unknown constant parameters with b > 1. The pair (x^, 
represents the position and velocity of a single link robot manipulator with no 
joint flexibility. The dynamics of the actuator have been assumed to be negli­
gibly fast so that the input u is the joint torque. The objective is to find a 
feedback control which forces the state of (45) to track a path prescribed as 
the response of the system
v (46)
—*
• 0 1 0X =r
_Y1 “*2
x + r 1
to the reference signal v, so that x(t) •* x^(t) as t + ®.
The assumptions (A1)-(A3) are satisfied. Hence, consider now the adaptive 
controller
u(t,x,v) = b(t)'[-a(t) sin x x -
a (t) = - k sin x^ p e
^lxl - ^2X2 + V1
16
b (t) = - ku(t,x,v)Te
1+Y,
r = [ - Y-JY1 Y2
(47)
where £(x) is set equal to 1 if | b( r)j < 1 - 6 where 6e(0,l). By virtue of the 
Theorem, the origin of the fourth order error system is uniformly stable over
[0,«}. Furthermore, for any a(0)eR, b(0)e[l,°0 and e(0) eR , perfect path
tracking is achieved since x(t) x^(t) as t ♦
In the following simulation, we assume that the true parameters are a = 10
*  »and b = 2, whereas the available initial estimates are a = 5 and b = 4. The
reference model gains are = 16 and ~ & for a critically damped response to
a step function v = 16, and the initial conditions on state variables are
x(0) = x (0) = 0. If the adaptation is disabled by setting k = 0 in (47), then
the path tracking error e^(t) is large with a steady-state value of -0.9.
However, it is apparent from Figs. 3(a) and (b) that the use of adaptation with
k = 57 results in a superior response. It is clear from Figs. 3(c) and 3(d)
that although e(t) + 0 as t + », convergence of the parameter estimates is not
*
achieved. In this simulation, the parameter b(t) evolves in R without reaching 
the specified lower bound on magnitude.
5. Conclusion
A parameter adaptive control algorithm has been developed for a class of 
nonlinear systems. Under certain conditions, the closed-loop system is uni­
formly stable and the tracking error tends to zero. The controller design is 
based on Lyapunov methods and requires full state measurement. For nonlinear 
systems with unknown parameters, the adaptive control algorithm presents advan-
17
tages over static nonlinear feedback from the viewpoints of stability and per­
formance .
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