Abstract. We use a graphics processing unit (GPU) for fast computations of Monte Carlo integrations. Two widely used Monte Carlo integration programs, VEGAS and BASES, are parallelized on GPU. By using W + plus multi-gluon production processes at LHC, we test integrated cross sections and execution time for programs in FORTRAN and C on CPU and those on GPU. Integrated results agree with each other within statistical errors. Execution time of programs on GPU run about 50 times faster than those in C, and more than 60 times faster than the original FORTRAN programs.
Introduction
GPU (Graphics Processing Unit) is originally developed for fast output of moving complex images onto computer displays. Because it is composed of many multi-processors, it can be used as a powerful parallel processor not only for graphics applications but also for general purpose computations. GPU has already been used in scientific applications which require a huge number of calculations to process data as in astrophysics and fluid dynamics. Also in elementary particle physics, successful computations of various cross sections on GPU have been reported in [1, 2] . In these studies programs on GPU were shown to run about 100 times faster than those on CPU.
Two-orders of magnitude reduction of computation time by GPU demonstrated in the previous studies should greatly improve the efficiency of analysis in the field of elementary particle physics. In this paper, we show that general purpose Monte Carlo integration programs can be adopted to run on GPU, opening the door of fast and economical computation to all area of research that makes use of Monte Carlo method.
Monte Carlo integration programs
Scattering amplitudes of physics processes at LHC energies are expressed as complex functions of momenta and helicities of external particles, and kinematical distributions of produced particles are obtained by integrals of the squared amplitudes over many-body phase space. Because integration of multi-dimensional function is most conveniently done with Monte Carlo integration technique, the method is widely used in the field of elementary particle physics. They are especially useful when evaluating differential cross sections with experimental cuts on produced particle momenta. a e-mail: junichi.kanzaki@kek.jp
As the number of final state particles increases, the computation time which is necessary to obtain good accuracy of the integrated results grows quickly. It is partly because the number of sampling points during the integration should be large for higher dimensional integral, and partly because the computation time for the scattering amplitudes also increases as the number of external particles grows. Therefore, integration of differential cross section with good accuracy becomes a very time consuming task for multi-particle productions processes. Significant reduction of computation time by the use of GPU will contribute to the improvement of the efficiency of physics analysis at LHC and elsewhere.
VEGAS [3] and its variants are widely used for Monte Carlo integration. They are based on an iterative and adaptive Monte Carlo scheme. In these programs each axis of variable is divided into grids, thus the integrand volume is divided into hyper cubes. Monte Carlo integration is performed in each hypercube and variances from hypercubes are used to define new grid spacings which are used in the next iteration step. The variance of total integral is reduced by iteration by iteration. BASES [4] is one of its variants developed at KEK, which has been widely used in particle physics at colliders.
In this paper we study parallelization of VEGAS and BASES, by using GPU. In BASES, after M iterations (grid optimization phase) are done, further iteration steps are executed in order to improve the accuracy of the integration (integration phase). The results of this integration phase are used for event generations by SPRING [4] .
We measure fractions of CPU time for each step and find that almost 98-99% of total CPU time is used in the step 3 where integrand function is computed. This fraction grows as the number of sampling points grows and the complexity of the integrand function grows. Therefore significant reduction of total CPU time is expected by parallelizing function calls at all sampling points with GPU.
Program conversion
Both VEGAS and BASES are originally written in FOR-TRAN. In order to transfer function calls to GPU, they should be written in CUDA [5], C/C++ style platform developed for general purpose computing on GPU. We first convert the FORTRAN programs into C codes. Then we transform the function call part further into CUDA codes. Due to the limited support for double precision computation capabilities of the GPU which we use for this study [1] , floating point computations in the GPU programs are done in single precision 1 . We check results and performances of all programs of FORTRAN, C and GPU versions.
In the programs of GPU version, all sampling points are generated on GPU and integrand function values at each space point is computed in parallel (steps 2-3). Then computed function values are transferred to CPU memories. At the CPU side, computed function values are accumulated and grid parameters are optimized based on the accumulated information (steps 4-5). These steps are iterated and variance of integral are reduced.
Computing environments 4.1 GPU and its host PC
We use a GeForce GTX285 by NVIDIA [7] for the computation of cross sections of physics processes with Monte Carlo integration. The GeForce GTX285 which is connected with PCI Express2×16 bus has 30 streaming multiprocessors (SM). Since each SM has 8 streaming processors (SP), the GTX285 GPU card has 240 SP in total.
Other parameters of the GTX285 are summarized in Table 1 .
The GTX285 is controlled by Linux PC with Fedora10 (64bit) operating system. The parameters of host computer is summarized in Table. 2.
In order to compile programs of GPU version, we use the CUDA version 2.3 toolkit which are obtained from the NVIDIA site [7] . And for the programs in FORTRAN and C, we use gfortran and gcc which is automatically installed with Fedora 10. The version of compilers are summarized in Table. 3. 
Process time measurement
For comparisons of execution time, we measure the time between the start of VEGAS/BASES programs and the end of them, i.e. between the step 1 and the completion of the step 6, including the steps 4 and 5 that are processed on CPU. For FORTRAN programs, an intrinsic procedure of gfortran, "cpu time", is used for the measurement of elapsed CPU time. For C and GPU programs, a system call, "getrusage", is used for the time measurements.
Physics process
In order to test the GPU version of VEGAS and BASES, called gVEGAS and gBASES 2 respectively, we compare total cross sections of multi-particle production process at LHC. In particular, we report results on the following processes
with semi-realistic final state cuts at LHC. The dimension of integral is 3(n+2)−4 from the phase space, 2 from the parton distributions (PDF), and 1 for the helicity summation, and hence 3n+5; hence from 5-dimensional integral for no gluon (n = 0) to 17-dimensional integral for 4 gluons (n = 4). The degree of the complexity (length) of the integral function can be estimated from the number of contributing Feynman diagrams and the number of independent colorbasis vectors as listed in Table 4 . Previous studies [1] show that the performance of GPU computation is limited by the product of these two numbers, the processes eq. (1) cover program size of four orders of magnitude difference.
In order to simulate realistic LHC experiments, We introduce the following final state cuts. For gluons,
where η i and p Ti are the rapidity and the transverse momentum of the i-th jet, respectively, in the pp collisions rest frame along the right-moving (p z = |p|) proton momentum direction, and p Tij is the relative transverse momentum [8] between the jets i and j defined by
Here ∆R ij measures the boost-invariant angular separation between jets. For µ + from W + decay, we require
As for the parton distribution function (PDF), we use the set CTEQ6L1 [9] and the factorization scale is chosen to be the Z boson mass. The QCD coupling constant is also fixed as α s (m Z ) MS = 0.118 [10] .
For the computation of helicity amplitudes of these processes, HELAS [11] for FORTRAN programs and its C/GPU version, HEGET [1] are used. 6 Results
Parameters of the integration programs
In order to control the behavior of the Monte Carlo integration by VEGAS and BASES, user can give them the following parameters:
-number of total function calls in one iteration step (NCALL), -number of maximum iteration steps (ITMX), and -desired accuracy of the integration (ACC).
NCALL is the number N in step 5 and ITMX is the number M of the step 6 in Section 3.1. Iteration steps of BASES are separated into two phases: the grid optimization step and the integration step. Accordingly, ITMX and ACC are also separated as:
-number of maximum iteration steps (ITMX1), and -desired accuracy of integration (ACC1) for the grid optimization phase, and -number of maximum iteration steps (ITMX2), and -desired accuracy of integration (ACC2) for the integration phase.
Parameter values used in this study are summarized in Table 5 . In order to keep the total amount of computations to be the same among all the programs, all desired accuracies, ACC for VEGAS and ACC1 and ACC2, are set to an extremely small value (0.001%) which cannot be reached by MC sampling of NCALL×ITMX points used in this study: see Table 5 . For BASES, numbers of iteration steps for the grid optimization and integration phases are set to be equal (ITMX1 = ITMX2), and their sum is set the same as ITMX of VEGAS programs (ITMX1+ITMX2= ITMX). In summary, we accumulate 10 7 sample points for processes up to two gluons (n = 0, 1, 2) and 10 8 points for those with more gluons (n = 3 and 4). Table 6 . Total cross sections of ud → W + (→ µ + νµ) + n-gluons computed by programs in FORTRAN, C, CUDA (GPU) and MadGraph/MadEvent.
Total cross section computation
Total cross sections for processes in eq. (1) with experimental cuts (eqs. 2-4) are listed in Table 6 . They are computed with programs in FORTRAN, C and CUDA (GPU). Cross sections from different of programs agree to each other within their statistical errors. In addition, they agree with the results from the event generator MadGraph/MadEvent [12, 13, 14] .
Parameters of the kernel program
The performance of GPU programs largely depends on parameters of kernel programs executed on GPU. Most significant parameters which affect the process time of programs are:
-number of registers allocated to a thread, and -number of threads in a thread block.
Details of kernel parameters are explained in [1] . In this study we use 64 as a number of registers allocated a thread and 256 as a number of threads in a thread block. From the detailed study of dependence of performance on these parameters we find that they give almost the best performance for all processes in this study. Number of thread blocks in a grid (= a set of thread blocks), which is executed with a single kernel call, are set to be equal to NCALL, so that one iteration of Monte Carlo integration steps is executed by a single kernel call.
Process time comparisons
In Table 7 measured process time for a single function call is listed for all programs. As explained above, the process time per single function call is obtained by dividing the total computation time by 10 7 for processes with up to two gluons (n = 0, 1, 2) and by 10 8 for those with more gluons (n = 3 and 4).
Numbers in parentheses in the FORTRAN and C columns in Table 7 are the ratio of the process time as compared to that of GPU. About a factor of 50 times more sampling is possible with GPU as compared to the C programs on CPU. During the comparison of process time, we find that the original FORTRAN codes run slower than the C-version. Because the total process time for these CPU programs is dominated by the function (amplitude) computation, this FORTRAN-to-C ratio can be originated from the difference of handling complex numbers which appears in amplitude computations. We use in-line functions for the computations of complex numbers in C, which might have better efficiency compared with built-in complex functions in FORTRAN.
In Fig. 1 process time for a single function call is plotted against the number of gluons in the final state. And in Fig. 2 ratios of process time between programs on CPU (FORTRAN/C) and those on GPU are plotted. Differences of process time between VEGAS and BASES are small. Programs which are executed on GPU can run about 50 times faster than those in C. Compared with original FORTRAN version programs, the differences of performance become larger.
When the final state has 4 gluons, the size of GPU program becomes large and requires more access to local memories. From previous studies on performances of GPU programs [1] , larger programs show worse performance on execution time. Still the VEGAS(BASES) programs for the 4 gluon production process runs 40 (34) times faster on GPU than the C-program runs on CPU. Table 7 . Process time for a single function call in VEGAS and BASES on CPU with FORTRAN or C, and on GPU with CUDA. Numbers in the parentheses of the FORTRAN and C columns are the ratio of process time relative to that of GPU. 
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Summary
Based on VEGAS and BASES programs written in FOR-TRAN, we have developed Monte Carlo integration programs, gVEGAS and gBASES respectively, which can be executed on NVIDIA's GPU using the CUDA development kit. We have tested their performance with the computation of total cross sections of processes, ud → W + (→ µ + ν µ ) + n-gluons (n = 0 ∼ 4), in pp collisions at √ s = 14TeV. Total cross sections agree with each other within statistical errors for all programs. Both VEGAS and BASES programs on GPU run about 50 times faster than the same programs written in C, which are converted from the original FORTRAN version programs. Compared with FOR-TRAN programs their GPU version programs show more than 60 times better performance in execution time. For the process with 4 gluons, the size of GPU programs becomes large and their relative performance become worse than small programs.
