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Abstract. Nearest neighbour (NN) is a very common classiﬁer used to
develop important remote sensing products like land use and land cover
(LULC) maps. Evolutive computation has often been used to obtain fea-
ture weighting in order to improve the results of the NN. In this paper, a
new algorithm based on evolutionary computation which has been called
Label Dependent Feature Weighting (LDFW) is proposed. The LDFW
method transforms the feature space assigning diﬀerent weights to every
feature depending on each class. This multilevel feature weighting algo-
rithm is tested on remote sensing data from fusion of sensors (LIDAR
and orthophotography). The results show an improvement on the NN
and resemble the results obtained with a neural network which is the
best classiﬁer for the study area.
Keywords: remote sensing, feature weighting, evolutionary computa-
tion, label dependence.
1 Introduction
Remote sensing is a very important discipline for many tasks like resource mana-
gement, environmental monitoring, disaster response, etc. Since long time ago,
machine learning techniques have been used to improve remote sensing perfor-
mance and applicability. In addition, the use of active sensors like LIDAR (Light
Detection and Ranging) has recently spread to improve the classical remote sen-
sing products [1] which were mainly based on images. This fact involves a data
complexity increase and makes machine learning even more important in order
to extract meaningful information from remote sensing data.
Remote sensing knowledge can be gathered in several products where land use
and land cover (LULC) maps can be found as one of the most important. This
product is based on a classiﬁcation of the terrain by means of its own morphologic
or functional characteristics and it is a main tool to develop policies to manage
the natural environment. An automatic pixel classiﬁcation which is generally
supervised is usually the ﬁrst step to extract LULC maps from remote sensing
data. Several techniques from machine learning have been used to develop LULC
maps with satisfactory results, e.g., k-NN [2], Naive Bayes [3], SVM [4], etc.
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Although machine learning validity has widely been proved in the remote sen-
sing context, more research is needed in order to fulﬁll the standard requirements
of many products from remote sensing and specially for LULC map develop-
ment [5]. In this way, some researchers [6] have started to exploit optimization
techniques (genetic algorithms) on their approaches showing that a weighted
execution produces an improvement on the results.
In addition, machine learning often applies evolutionary computation to search
optimal weighting on both structural and functional aspects in order to improve
the predictive models. From the standpoint of unsupervised learning, we can see
some works that focus on the determination of weights for clustering algorithms.
Generally, the considered model is the k-means algorithm and traditional evo-
lutionary techniques [7] with diﬀerences in the ﬁtness function, which can be
distance-based or even based on information given by a combination of diﬀerent
algorithms. Additionally, there are basically three main areas of weighting ap-
plication in supervised machine learning: support vector machines optimization,
artiﬁcial neural networks (training and topology) and feature weighting. Thus,
SVM kernel [8] or artiﬁcial neural networks [9] parameters can be optimized by
means of genetic algorithms or genetic programming with good results. In this
context, evolutionary algorithms are usually employed to ﬁnd a set of weights
for the feature space, allowing greater accuracy in the classiﬁcation process [10].
A common individual encoding is a set of real values that represent the weights
of each feature. The ﬁtness is deﬁned by the classiﬁcation process itself. There-
fore, the search process can be viewed as a global task in which the optimal
weights are considered with respect to the features regardless of the label that
each instance belongs.
In this work, a novel proposal of applying evolutionary algorithms to search
optimal weights for each feature depending on the label is shown. Existing me-
thods in the literature usually work in a global way, i.e., the same weights are
applied to all features. In opposition, this work shows that the importance of
each feature can depend on the class to predict. Thus, for the LULC maps de-
velopment, the features provided by orthophotos may have more leverage to
distinguish vegetation textures, and the features provided by LIDAR can dis-
criminate better diﬀerent structures like buildings and roads since they include
height measures. To the best of our knowledge, the application of this multiple
weighting level has not been exploited enough and it can improve the results
when a classical classiﬁer is applied on remote sensing data. In this way, a new
evolutionary method based on distances and a double weighting level is described
with three main objectives:
– Improve the general quality of a well-known machine learning technique like
the k-NN classiﬁer when it is applied on remote sensing data.
– Obtain new information about what features are more important to classify
each class by means of the study of the resulted weights per label.
– Provide a new tool to develop high accuracy LULC maps from fusion of
sensors (LIDAR and imagery).
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The rest of the paper is organized as follows. Section 2 describes the general
process to select the feature weighting, highlighting the most interesting features
of the applied evolutionary algorithm. The results achieved are shown in Section
3. Finally, Section 4 shows a summary of the conclusions and the future lines of
work.
2 Method
2.1 Data Description
The data for this study belongs to a geographical area in the north of Galizia
(Spain) and it was obtained from the fusion of LIDAR and orthophotography
information. LIDAR is an active sensor technology that measures properties of
light (usually laser) to register distant targets. After a LIDAR ﬂight, a cloud
point database is available in which for every point, it is possible to ﬁnd: spatial
position(i.e., x, y and z coordinates), intensity of return, number of the return in
a sequence (if a pulse caused multiple impacts), etc. This features and the RGB
values in an orthophoto are used in this work to obtain statistics on which the
instances for the model are based.
A Digital Elevation Model (DEM) is needed to correct the height of objects.
In this case, a DEM was extracted from the LIDAR data to make the correction.
The orthophoto is used to extract features from the visible spectrum band. It
was taken from the same area with similar weather conditions at the time of the
LIDAR ﬂight acquisition.
From the original data set, 500 instances are classiﬁed manually to build
the training set. Every instance from the training set has a total of 61 basic
statistics (average, variance, minimum, maximum, standard deviation, etc.) from
ﬁve diﬀerent bands of the LIDAR and the image data: height, intensity, red band,
green band and blue band; and 5 diﬀerent classes, one for each land type: road,
farming land, middle vegetation, high vegetation and buildings.
2.2 Preprocess
Before the generation of the model, a preprocess has to be carried out. Thus,
three diﬀerent ﬁlters are executed. First, every attribute missing value is replaced
with the corresponding averaged value. Then, the data are standardized. Finally,
a Correlation Feature Selection (CFS) method is applied in order to reduce the
search space. With the 18 selected features already generated, the next phase is
the execution of the evolutionary algorithm which is characterized in the next
subsections.
2.3 Initial Population
The goal of the proposed evolutionary algorithm is to ﬁnd an optimal set of
weights in order to apply a lineal transformation to the feature space depending
on each label and to improve the overall classiﬁcation process. Thus, after the
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evolutionary execution (see Fig. 1), a weight is obtained for each label and feature
which is used to complete the classiﬁcation process in two steps:
1. The weights are applied to the training instances according to its label.
2. Given a test instance, the transformed nearest neighbour label is chosen to
classify the test instance.
To carry out this idea, the population representation is as follows: An individual
is a matrix which represents the weights per label for every feature. Hence,
there is a row for each label which has as many columns as features. The initial
population is then a matrix of weights where every value is randomly chosen.
2.4 Fitness Function
As previously said, the training data consist of a matrix P with n rows (each
one represents a pixel) and f columns (one per feature). A class label is assigned
by using the label function to each point of P . For simplicity, we assume that
the label is an integer between 1 and b. Thus, a point pi is a row of P and a
vector of Rf such that label(pi) = l ∈ {1..b}.
A transformation is given by a matrix of weights W (wij), with b rows (number
of diﬀerent labels), and f columns (number of features). Thus, pi is transformed
through W in p′i so that each feature is ”weighted” with a value depending on
the class to which it belongs as follows:
∀j = 1...f, p′ij = wlabel(pi)j ∗ pij (1)
As seen in Fig. 1, each training set P , is divided into n bags (3), so that the
weights of the individual which is being evaluated are applied to n− 1 bags (5),
and the remaining is used as initial test (6 et seq.). The transformation of each
label is applied to each pixel of the test bag (6-8) and then, the nearest pixel
from P ′ is calculated (9). Once the point has been tested, it becomes part of
P ′ reinforcing the training (10). The label that makes the process return the
shorter distance is chosen (12). If this label does not match the point test label,
the ﬁtness will be increase (13, 14). Therefore, to calculate the ﬁtness function,
the input parameters are a matrix P , the label function and a matrix W . The
output is a function to measure the classiﬁcation error rate which is the objective
function to be minimized.
2.5 Crossover and Mutation
The crossover operation for two individuals is applied to every corresponding
row (ith row of an individual is crossed with the ith row of the other) since they
have the same label. The roulette-wheel method is selected as the method to
obtain the individuals to cross. Besides, two techniques have been selected for
the generation of the new individuals: the uniform crossover and the BLX-α
crossover [11]. The uniform crossover consists of the pick out of a gene from one
parent at random. The BLX-α crossover is described as follows: if g1 and g2 are
276 D. Mateos-Garc´ıa, J. Garc´ıa-Gutie´rrez, and J.C. Riquelme-Santos
W is the matrix
2
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w11 · · · w1f
...
. . .
...
wb1 · · · wbf
3
75
1: ﬁtness=0
2: for i = 1 to m do
3: We divide P into n bags: B1, ..., Bn
4: for all bag Bk do
5: According to Equation 1, we apply the W transformation to every point from the
remaining n− 1 bags, obtaining the set of points P ′
6: for all point pi in Bk do
7: for all label l ∈ {1..b} do
8: We construct the tranformed point pli so that p
l
ij = wlj ∗ pij
9: We calculate dl = minimum distance from p
l
i to the points of P
′
10: We apply the W transformation to pi according to its label, and we add it
to P ′
11: end for
12: We calculate the minimum from the distances dl. Let h ∈ {1..b}, the label of
the point of P ′ which makes dl.
13: if the label of pi = h then
14: fitness = fitness + 1
15: end if
16: end for
17: end for
18: end for
Fig. 1. Fitness function
the ith gene from each parent, the new gene is a real number randomly selected
in the interval [Gmin − Iα,Gmax + Iα], where:
α=positive real number,
Gmax = max(g1, g2),
Gmin = min(g1, g2),
I = Gmax −Gmin
The mutation operator has been deﬁned to increase or decrease the value of a
weight according to a probability p. The increase or decrease is a random value
Δ that satisﬁes:
Δ = r/10z, where :
r ∈ R : (0 ≤ r ≤ 1) and
z ∈ Z : (0 ≤ z ≤ n)
3 Results
To assess the quality of our approach, a comparison among several classiﬁers
is carried out. The classiﬁers Naive Bayes, Support Vector Machines (obtained
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Table 1. Averaged error rate for each studied algorithm
Algorithm Accuracy
Naive Bayes 0.15
SMO 0.14
Nearest Neighbour 0.13
Neural Network 0.10
Nearest Neighbour LDFW 0.10
by Sequential Minimal Optimization), Artiﬁcial Neural Networks (Multilayer
Perceptron) and Nearest Neighbour (NN) with and without LDFW are chosen
to compare their performance. Every model is built using the WEKA software
[12]. For the experiments, the LDFW evolutionary algorithm is set up with the
following parameters: a population of 20 individuals, 100 generations, a 10% of
elitism and a 20% of mutation probability.
To establish a fair comparison among the performances of the diﬀerent al-
gorithms, a stratified n-fold cross-validation method is used. Concretely, three
10-fold cross-validation with diﬀerent random seeds are executed and the re-
sults for each fold are then registered. In Tab. 1, the overall error rate for each
algorithm can be seen.
In order to evaluate the statistical signiﬁcance of the measured diﬀerences
in algorithm ranks, we use a method for comparing classiﬁers across multiple
data sets. In this case, there is only one data set since remote sensing data has
high costs to be obtained. Thus, the set of measures are the partial results of
the previous 10-fold cross-validation (30 measures for each classiﬁer) and the
Friedman test is selected to analyze those measures. The Friedman test is a non-
parametric statistical test which evaluates the diﬀerences among more than two
related sample means. The null hypothesis is that every classiﬁer performs the
same, regardless the diﬀerences among the registered results. In Equation 2, the
statistic used can be seen.
X2F =
12n
k(k + 1)
(
∑
j
rj
2 − k(k + 1)
2
4
) (2)
The Friedman test checks whether the average ranks are signiﬁcantly diﬀerent
from the mean rank r = 2.5 expected under the null hypothesis. Leaning on a
statistical package (MATLAB), p value for the Friedman test has resulted on a
value of 7.0351E−7 so the null hypothesis is rejected and the measured average
ranks are signiﬁcantly diﬀerent (at α = 0.05 ).
With this in mind, the results show that the performance of the Nearest
Neighbour with LDFW is very similar to the resulted from the neural network
which is the best classiﬁer for the study area. However, as will be seen later, the
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Table 2. Most important features according to its weight for the study zone
Class Features
Road MINSNDVI PEC IMAX HCV
Farming Land IMEAN IGMEAN HMAX HCV
Middle Vegetation HSTD IGKURT MINSNDVI IGVAR
High Vegetation IMAX IRVAR IGVAR IGMEAN
Buildings IGKURT PCT32 EMP MINSNDVI
H*: height statistic, I*: Intensity statistic, IG*: Intensity green band stat., IR*:
Intensity red band stat., *SNDVI: Simulated Normalized Diﬀerence Vegetation
Index stat., PEC: Penetration coef., PCT32: Percentage third or later returns
over second returns.
LDFW technique provides a descriptive information about the most important
features per class. Neural networks supply an approximation about the features
importance too, but in a much less explicit manner. The rest of the classiﬁers
show a lower accuracy. If the LDFW-NN is compared with the classical NN, it
results in a 3% of improvement.
In Tab. 2, the importance of the feature weighting according to the label
can be seen. After the application of the LDFW, every class has its own set
of features that determines its label the best. This information provides a very
important feature selection tool and allows us to establish a more accurate class
separation; e.g., vegetation classes are principally determined by the orthophoto,
specially by the features that correspond to the green band (IG features) whilst
roads are characterized better by LIDAR features.
4 Conclusions
In this paper, a new algorithm based on evolutionary computation which was
called Label Dependent Feature Weighting (LDFW) was proposed. The LDFW
method transforms the feature space assigning diﬀerent weights to every feature
depending on each class. This multilevel feature weighting algorithm was tested
on remote sensing data from fusion of sensors (LIDAR and orthophotography) in
order to improve a NN which is a very used classiﬁer in the context of the LULC
map development. The results showed an improvement of the 3% on the NN and
resemble the results obtained with a neural network which was the best classiﬁer
for the study area. Additionally, the LDFW was able to provide qualitative and
quantitative information about the importance of each feature in order to distin-
guish among the diﬀerent classes.
In future work, the use of other measures like entropy in lieu of distance will be
a very interesting way to improve the results and should be taken into account.
In addition, diﬀerent transformation functions on the attributes which, at the
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moment, are limited to linear kernels should be explored. Finally, the deﬁnition
of this algorithm as an independent preprocess method is a primary objective so
that more complex classiﬁers like ensembles could be tested.
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