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Abstract
In recent years, detection of anomalous events in video sequences has
attracted more attention in the computer vision research community. This
has occurred due to the growing need for automated surveillance systems
to improve safety in public and private spaces. While progress has been
made, there are still some limitations in current research. That is, most of
the methods focus on the detection of specific abnormal events, and some
are not able to detect more than two types of anomalies.
In this research, a new model for the detection and localization of
abnormal events in pedestrian areas is proposed. The goal is to design an
algorithm to detect abnormal events in video sequences using motion and
appearance information. The motion information is represented through the
use of the velocity and acceleration of optical flow and the appearance in-
formation is represented by texture and optical flow gradient. To represent
these features the use of spatio-temporal patches without overlapping is
introduced. Unlike literature methods, proposed model provides a general
solution to detect both global and local anomalous events. In addition, the
detection stage presents problems of perspective, this is due to the objects
near the camera appear to be large, while objects away from the camera
appear to be small. To address these problems, classification by region is
proposed.
Experimental results on two datasets (UCSD and UMN) and compari-
son to the state-of-the-art methods validate the performance and robustness
of the proposed model. The results of the proposed method on the UCSD
Peds2 dataset achieve a EER of 07.2 % and an AUC of 0.977 and in the
UMN dataset achieve a 0.998 of AUC in scene 1 and 0.995 of AUC in Scene
3, these results outperform the results of the literature. Meanwhile, results
on UCSD Peds1 dataset achieve a EER of 29.2 % and an AUC of 0.792
and in the UMN dataset scene 2 achieves an AUC 0.9486, these results are
comparable with results of the methods of the state-of-the-art, this happens
because these databases present problems of perspective.
Keywords: Abnormal event detection, video analysis, spatiotemporal feature
extraction, video surveillance, computer vision, image processing.
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Resumen
En los u´ltimos an˜os, la deteccio´n de eventos ano´malos en secuencias
de v´ıdeo ha atra´ıdo una mayor atencio´n en la comunidad de investigacio´n de
visio´n por computador. Esto ha ocurrido debido a la creciente necesidad de
utilizar los sistemas de vigilancia automatizados para mejorar la seguridad
en los espacios pu´blicos y privados. Si bien se han logrado avances, todav´ıa
existen algunas limitaciones en la investigacio´n actual. Es decir, la mayor´ıa
de los me´todos de la literatura se enfocan en la deteccio´n de eventos ano´-
malos espec´ıficos, y algunos todav´ıa no son capaces de detectar ma´s de dos
tipos de anomal´ıas.
En esta investigacio´n, se propone un nuevo modelo para la deteccio´n y
localizacio´n de eventos ano´malos en a´reas peatonales. El objetivo es disen˜ar
un algoritmo que permita detectar eventos ano´malos mediante el uso de la
informacio´n de movimiento y la apariencia. La informacio´n de movimiento
se representa a trave´s del uso de la velocidad y la aceleracio´n del flujo o´pti-
co, y la informacio´n de apariencia es representado mediante la textura y la
gradiente del flujo o´ptico. Para representar estas caracter´ısticas se introduce
el uso de parches espacio-temporales sin superposicio´n. A diferencia de los
me´todos de la literatura, el modelo propuesto proporciona una solucio´n ge-
neral para detectar eventos ano´malos tanto globales como locales. Adema´s,
en la etapa de deteccio´n se presentan problemas de perspectiva, esto debido
a que los objetos cercanos a la ca´mara parecen ser grandes, mientras que
los objetos alejados a la ca´mara parecen ser pequen˜os. Para abordar estos
problemas, se propone la clasificacio´n por regio´n.
Los resultados experimentales sobre dos bases de datos (UCSD y
UMN) y la comparacio´n con los me´todos de la literatura validan el ren-
dimiento y la robustez del modelo propuesto. Los resultados del me´todo
propuesto sobre la base de datos UCSD Peds2 logra un EER de 07.2 % y
un AUC de 0.977 y en la base de datos UMN se logra un 0.998 de AUC
en la escena 1 y 0.995 de AUC en la escena 3, estos resultados superan a
los resultados de la literatura. Mientras tanto, los resultados sobre las bases
de datos UCSD Peds1 logra un EER de 29.2 % y un AUC de 0.792 y en la
base de datos UMN escena 2 se logra un 0.948 de AUC, estos resultados son
comparables con los resultados de los me´todos de la literatura, esto ocurre
debido a que estas bases de datos presentan problemas de perspectiva.
Palabras clave: Deteccio´n de eventos ano´malos, ana´lisis de v´ıdeo, extraccio´n de
caracter´ısticas espacio-temporales, videovigilancia, visio´n por ordenador,
procesamiento de ima´genes.
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Cap´ıtulo 1
Introduccio´n
En los u´ltimos an˜os, debido a la creciente necesidad de proteccio´n de las personas
y propiedades personales, la videovigilancia se ha convertido en una gran preocupacio´n
de la vida cotidiana. Una consecuencia de estas necesidades ha llevado a la instalacio´n de
ca´maras de vigilancia en muchos espacios pu´blicos y privados, tales como: aeropuertos,
estaciones de buses, bancos, centros urbanos, o centros comerciales, entre otros. Esto ha
ocurrido principalmente debido al aumento de la delincuencia y al miedo que siente la
poblacio´n, por ejemplo segu´n el INEI en el Peru´ el 31,1 % de la poblacio´n mayores de 15
an˜os han sido v´ıctimas de un hecho delictivo (INEI, 2016). Si por un lado, una ca´mara
de vigilancia proporciona informacio´n visual en tiempo real cubriendo grandes a´reas,
por otra parte, el nu´mero de ima´genes adquiridas en un solo d´ıa puede ser fa´cilmente
en el orden de miles de millones, lo que complica el almacenamiento de todos los datos
e impide su procesamiento.
El ana´lisis automa´tico de los v´ıdeos de vigilancia es un campo importante de la
investigacio´n en el a´rea de la visio´n por computador. Una de las a´reas ma´s activas es la
comprensio´n de las actividades por parte del sistema de videovigilancia (Amin et al.,
2014). La comprensio´n de las actividades implica ser capaz de detectar y clasificar el
objeto de intere´s y analizar su comportamiento. Un aspecto fundamental es detectar
y reportar situaciones de especial intere´s, en particular cuando ocurren eventos ines-
perados. En este caso, un sistema de videovigilancia que puede interpretar la escena y
automa´ticamente reconocer eventos ano´malos puede desempen˜ar un papel vital.
La deteccio´n de eventos ano´malos es un tema importante de investigacio´n en el
sistema de videovigilancia visual. En la literatura existen algunas te´cnicas propuestas
que trabajan en entornos de vigilancia controlados y muestran buenos resultados si
esta´n ajustados para una aplicacio´n espec´ıfica. Sin embargo, estas te´cnicas todav´ıa
no se acercan a un sistema de videovigilancia real que pueda interpretar de forma
automa´tica toda la escena y alertar en caso de cualquier situacio´n sospechosa a los
operadores o usuarios. Idealmente se espera que sean incluida algu´n tipo de informacio´n
sema´ntica con respecto al evento detectado. Adema´s, dependiendo de las aplicaciones,
los eventos ano´malos se clasifican en dos categor´ıas (Li et al., 2015): la deteccio´n de
1
1.1. Motivacio´n y Contexto
Evento Ano´malo Global (EAG), donde se enfoca en detectar los cambios o eventos
basados en la movimiento aparente de toda la escena; y la deteccio´n de Evento Ano´malo
Local (EAL), donde se enfoca en distinguir el EAL que es diferente de sus vecinos
espacio-temporales y determinar el lugar donde esta ocurriendo el evento ano´malo.
En esta investigacio´n, un nuevo modelo para la deteccio´n de eventos ano´malos
(EAG y EAL) en a´reas peatonales es propuesto. El modelo utiliza la informacio´n de
movimiento y apariencia para representar los eventos ano´malos. Los eventos ano´malos
por lo general suelen tener una velocidad superior (uso de informacio´n de movimiento)
a los peatones, pero muchas veces estos eventos poseen la misma velocidad que los
peatones lo cual hace la deteccio´n ma´s dif´ıcil. Para abordar este problema se recurre a
utilizar la informacio´n de apariencia de los objetos ano´malos. El modelo propuesto trata
de resolver las limitaciones de los enfoques existentes mediante el aprovechamiento de
las informaciones de movimiento y apariencia. Una gran parte de este trabajo se dedica
al ana´lisis visual del comportamiento humano y la deteccio´n del evento ano´malo. En este
contexto, el modelo propuesto deber´ıa alertar situaciones sospechosas, peligrosas para
ayudar a mejorar la seguridad pu´blica. Adema´s, en la etapa de deteccio´n se presentan
problemas de perspectiva, esto debido a que los objetos cercanos a la ca´mara parecen
ser grandes, mientras que los objetos alejados a la ca´mara parecen ser pequen˜os. Para
abordar estos problemas y obtener mejores resultados, se propone una clasificacio´n por
regiones locales.
1.1. Motivacio´n y Contexto
En la actualidad, una gran cantidad de datos de vigilancia se acumulan cada d´ıa.
Estos son monitoreados por muy pocos observadores en relacio´n a la gran cantidad
de ca´maras, lo que hace que sea dif´ıcil de detectar y responder a todos los eventos
ano´malos que ocurren en la escena. Adema´s, el ana´lisis y comprensio´n de los eventos
ano´malos en una secuencia de v´ıdeo es a la vez un problema cient´ıfico dif´ıcil, y un domi-
nio relativamente nuevo, el cual esta´ atrayendo la atencio´n de muchos investigadores,
instituciones y empresas comerciales.
Existen enfoques propuestos en el estado del arte con resultados buenos, pero au´n
no se acercan a un sistema de deteccio´n ideal debido a muchas restricciones en el disen˜o
de software con un costo computacional muy elevado, los cuales limitan el rendimiento
del algoritmo. Por lo tanto, un sistema inteligente que realize la deteccio´n de eventos
ano´malos en v´ıdeo es u´til para muchos aplicaciones de seguridad.
Analizar correctamente las escenas llenas de gente requiere tener informacio´n
contextual con respecto a esa escena. Un evento que es ano´malo en un contexto, puede
considerarse normal en otro. Por ejemplo, en una zona donde hay un carril para las
bicicletas, la presencia de una bicicleta se considera normal, mientras que en una zona
que es estrictamente peatonal, la existencia de una bicicleta se considera como una
anomal´ıa. El contexto de esta investigacio´n esta´ centrado en la deteccio´n de eventos
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ano´malos en a´reas peatonales.
1.2. Objetivos
Esta investigacio´n tiene como objetivo disen˜ar un modelo que permita la detec-
cio´n y localizacio´n de eventos ano´malos en secuencias de v´ıdeos mediante el uso de la
informacio´n de movimiento y apariencia.
1.2.1. Objetivos Espec´ıficos
Estudiar los descriptores visuales basados en movimiento y apariencia.
Disen˜ar e implementar un algoritmo para la extraccio´n de caracter´ısticas de mo-
vimiento y apariencia.
Validar los resultados del me´todo propuesto compara´ndolos con las anotaciones
(ground truth) de las base de datos.
1.3. Contribuciones
Las contribuciones que hacemos en esta investigacio´n se resumen de la siguiente
manera:
Se presenta un modelo que proporciona una solucio´n general para detectar eventos
ano´malos tanto globales como locales.
El me´todo propuesto utiliza la combinacio´n de las caracter´ısticas de movimiento
y apariencia con el objetivo de superar los resultados del estado del arte.
La fase de entrenamiento solo se requiere de cuadros (frames) normales, es decir,
de v´ıdeos que contienen eventos normales. Esto evita la necesidad de adquisicio´n
de escenas que contengan eventos ano´malos, que a menudo son dif´ıciles de obtener
en escenas reales.
Se plantea la clasificacio´n por regiones locales para superar los problemas de
perspectiva que presentan algunas secuencias de v´ıdeo.
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1.4. Organizacio´n de la tesis
El resto de la tesis esta organizado como sigue: En el Cap´ıtulo II, una revisio´n de la
literatura de las te´cnicas de deteccio´n de anomal´ıa es proporcionado. En el Cap´ıtulo III,
se definen algunos conceptos relevantes para el desarrollo de la presente investigacio´n.
El me´todo propuesto para la deteccio´n de eventos ano´malos es explicado a detalle en
el Cap´ıtulo IV. En el Cap´ıtulo V, los resultados experimentales del me´todo propuesto
y la comparacio´n con los me´todos de la literatura es proporcionado. Finalmente, las
conclusiones, las limitaciones y los trabajos futuros se describen en el Cap´ıtulo VI.
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Trabajos Relacionados
En el presente cap´ıtulo se presenta una breve revisio´n de la literatura relevante
para el desarrollo de la tesis. En los u´ltimos an˜os, la deteccio´n de eventos ano´malos ha
atra´ıdo una gran atencio´n de la investigacio´n en visio´n por computador. Una variedad
de me´todos y te´cnicas han sido propuestas con el objetivo de detectar eventos ano´ma-
los. Por lo general, dependiendo de la aplicacio´n espec´ıfica y el contexto, los me´todos de
la literatura se pueden categorizar en dos clases (Li et al., 2015): deteccio´n de Evento
Ano´malo Global (EAG) y deteccio´n de Evento Ano´malo Local (EAL). La primera clase
se enfoca en determinar si la escena contiene evento ano´malo o no, y la segunda deter-
mina la posicio´n donde esta´ ocurriendo el evento. En las siguientes secciones revisamos
los trabajos relacionados presentados en cada una de las clases.
2.1. Deteccio´n de Evento Ano´malo Global
Por lo general, los efectos de auto-organizacio´n que ocurre en escenas de multi-
tud de personas resultan en patrones de movimiento regulares. Sin embargo, cuando
ocurren los eventos anormales que afectan la seguridad pu´blica, tales como incendios,
explosiones, accidentes de transporte, las personas entran en un estado de pa´nico, esto
hace que la dina´mica de multitud de personas sea un estado completamente diferente.
La deteccio´n de EAG pretende distinguir los estados anormales de la multitud de per-
sonas de los estados normales. Las metodolog´ıas relacionadas existentes por lo general
tienden a detectar los cambios o eventos basados en el movimiento aparente estimado
de la escena completa. Tambie´n es importante para un sistema de deteccio´n de EAG,
no solo detectar de manera eficaz la presencia de evento ano´malo en la escena, sino
tambie´n determinar con precisio´n el inicio y final de los eventos ano´malos.
En la literatura, existen trabajos espec´ıficamente para la deteccio´n de eventos
ano´malos globales, a continuacio´n describimos algunos de ellos: Mehran et al. (2009)
presentan una nueva manera de formular el comportamiento anormal de una multi-
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tud de personas mediante la adopcio´n del modelo de fuerza social, luego utilizan el
me´todo Latent Dirichlet Allocation (LDA) para detectar la anormalidad. Chen and
Huang (2013) proponen un me´todo que considera una regio´n aislada como un ve´rtice
y una multitud de personas es representado con un grafo. Para modelar con eficacia
las variaciones de la topolog´ıa, se utilizan caracter´ısticas locales, tales como el ana´lisis
de sub-grafo basado en valor propio y las deformaciones de tria´ngulo, y las caracter´ıs-
ticas globales tales como el uso de momentos. Finalmente, ambas caracter´ısticas son
combinados para detectar si algu´n evento ano´malo esta´ presente en la escena.
Un me´todo para la deteccio´n de anomal´ıa global en tiempo real en v´ıdeos con
escenas de multitud de personas es propuesto en (Gu et al., 2013), donde utilizan
el me´todo SIFT (Scale Invariant Feature Transform) para extraer caracter´ısticas de
movimiento (velocidad), luego el Modelo de Mezcla de Gaussianas (GMM, del ingle´s
Gaussian Mixture Models) se adapta sobre el conjunto de datos de entrenamiento.
Finalmente, los umbrales para detectar eventos anormales se obtienen automa´ticamente
utilizando las GMM entrenadas.
Recientemente, algunos me´todos se han propuesto (Wu et al., 2014; Wang and
Snoussi, 2014). Wu et al. (2014) propone un modelo Bayesiano para la deteccio´n de
comportamiento de escape (huida) de una multitud de personas en v´ıdeos. El movi-
miento de la multitud de personas son caracterizados utilizando los campos de flujo
o´ptico, y las funciones de densidad de probabilidad de clase condicional del flujo o´ptico
se construyen sobre la base de los atributos del flujo de campo. El comportamiento
de escape de multitud de personas se detecta mediante una formulacio´n Bayesiana.
Wang and Snoussi (2014) proponen una te´cnica de extraccio´n de caracter´ısticas llama-
do el Histograma de Flujo O´ptico Orientado (HOOF, del ingle´s Histograms of Oriented
Optical Flow) para la deteccio´n de EAG. Donde primero se extraen caracter´ısticas de
movimiento utilizando el algoritmo de flujo o´ptico Horn-Schunk (Horn and Schunck,
1981). Luego, se calcula el HOOF para cada cuadro del v´ıdeo. Finalmente, la clasifi-
cacio´n de eventos anormales se realiza utilizando las Ma´quinas de Vectores de Soporte
(SVM, del ingle´s Support Vector Machines).
2.2. Deteccio´n de Evento Ano´malo Local
Adema´s de la deteccio´n de EAG, a menudo necesitamos conocer la ubicacio´n
do´nde esta ocurriendo el evento ano´malo. Los me´todos para la deteccio´n de EAL se
enfocan en determinar la ubicacio´n o el lugar donde esta´ ocurriendo el evento ano´malo.
Para este objetivo varias te´cnicas han sido propuestas, las cuales segu´n (Li et al., 2015)
se dividen en dos grupos: los enfoques basados en la visio´n que modelan y predicen los
eventos anormales solo utilizando te´cnicas del a´rea de visio´n por computador, basados
en las caracter´ısticas visuales; y los enfoques inspirados en la f´ısica (del ingle´s, physics-
inspired) que incorporan los modelos f´ısicos para representar la dina´mica de la multitud,
y lograr la deteccio´n de eventos ano´malos con me´todos de aprendizaje de ma´quina.
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2.2.1. Enfoque basado en Caracter´ısticas Visuales
Muchas de las te´cnicas de aprendizaje de ma´quina han logrado un gran e´xito en
las tareas de visio´n por computador. Las mismas tambie´n fueron utilizadas para la
deteccio´n de eventos ano´malos locales. Estos me´todos por lo general extraen caracte-
r´ısticas visuales y construyen un conjunto de grupos (clusters) para representar varios
patrones de eventos posibles.
2.2.1.1. Modelo Oculto de Markov:
El Modelo Oculto de Markov (HMM, del ingle´s Hidden Markov Model) es capaz
de tomar en cuenta la naturaleza dina´mica de las caracter´ısticas observadas (Sodemann
et al., 2012), es aplicable en la deteccio´n de eventos en v´ıdeo as´ı como la deteccio´n de
eventos ano´malos.
Kratz and Nishino (2009) proponen un marco de trabajo basado en HMM para
modelar el comportamiento de patrones locales de movimiento espacio-temporales en
escenas muy concurridas. La Figura 2.1 muestra un u´nico HMM para cada ubicacio´n
espacial de observacio´n. En la fase de entrenamiento, la relacio´n temporal entre los
Figura 2.1: La relacio´n temporal entre los patrones locales de movimiento espacio-
temporales se codifica con un HMM en cada ubicacio´n espacial. Originalmente mostra-
do por Kratz and Nishino (2009).
patrones locales de movimiento es capturado a trave´s de un HMM basado en la dis-
tribucio´n, y la relacio´n espacial se modela mediante un HMM acoplada. En la fase de
prueba, eventos inusuales son identificados como desviaciones estad´ısticas en las secuen-
cias de v´ıdeo de la misma escena. Los resultados experimentales indican que el modelo
propuesto es adecuado para el ana´lisis de escenas muy concurridas. Sin embargo, los
autores solo establecen un HMM para cada a´rea local, de modo que el me´todo podr´ıa
trabajar so´lo para tipos limitados de comportamientos normales o escenas concurridas
muy espec´ıficas. Si se cambia el tipo de comportamiento normal, la tasa de deteccio´n
de los comportamientos anormales decrecera´, a menos que el modelo sea re-entrenado.
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Un esquema similar se ha propuesto en (Wang et al., 2012), en su enfoque, la
informacio´n de Alta Frecuencia y Espacio-Temporal (HFST, del ingle´s High-Frequency
and Spatio-Temporal) es calculado mediante la Transformada de Wavelet para carac-
terizar las propiedades dina´micas de la regio´n local. Luego, con el objetivo de detectar
varios eventos ano´malos locales, mu´ltiples HMMs se adaptan, y cada HMM representa
un tipo de comportamiento.
2.2.1.2. Modelo de la Textura Dina´mica:
La textura dina´mica (Chan and Vasconcelos, 2008) es un modelo generativo
espacio-temporal para el v´ıdeo, que representa secuencias de v´ıdeo como observa-
ciones de un sistema dina´mico lineal y presenta caracter´ısticas estacionarias espacio-
temporales. Originalmente propuesto para segmentacio´n de movimiento en (Chan and
Vasconcelos, 2008), la Mezcla de Texturas Dina´micas (MDT, del ingle´s Mixtures of
Dynamic Textures) es un modelo generativo, donde una coleccio´n de secuencias de v´ı-
deo se modelan como muestras de un conjunto de texturas dina´micas subyacentes. La
Figura 2.2 muestra el MDT de un parche del v´ıdeo.
Figura 2.2: MDT para deteccio´n de anormalidad temporal. Para cada regio´n de la
escena. Originalmente mostrado por Li et al. (2014).
Basado en MDT, un detector conjunto de anomal´ıas temporales y espaciales en
escenas muy concurridas es propuesto en (Mahadevan et al., 2010; Li et al., 2014).
El detector propuesto se basa en una representacio´n de v´ıdeo que toma en cuenta las
caracter´ısticas de apariencia y la dina´mica de la multitud, utilizando un conjunto de
modelos MDT. En la fase de entrenamiento, los patrones normales se aprenden a trave´s
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de un modelo MDT por cada subregio´n de la escena. Un mapa de anomal´ıa temporal
multiescala se produce mediante la medicio´n de la probabilidad negativa de cada parche
de v´ıdeo bajo el MDT de la regio´n correspondiente. En la fase de prueba, los parches
de subregiones de baja probabilidad en el marco del MDT asociado son considerados
como anomal´ıas.
2.2.1.3. Modelo de Bolsa de Palabras:
Un enfoque representativo en la deteccio´n de anomal´ıas es utilizar volu´menes de
v´ıdeo espacio-temporales locales basado en el modelo de Bolsa de Palabras (BoW, del
ingle´s Bag-of-Words). Este enfoque generalmente extrae caracter´ısticas visuales locales
de bajo nivel, tales como movimiento y textura, ya sea mediante la construccio´n de un
modelo de fondo a nivel de p´ıxeles y los patrones de comportamiento, o mediante el
empleo de volu´menes de v´ıdeo espacio-temporales.
Roshtkhari and Levine (2013) extienden el modelo BoW para detectar eventos
ano´malos en los v´ıdeos. El me´todo representa un v´ıdeo como un conjunto compacto de
volu´menes espacio-temporales. Las composiciones de los volu´menes espacio-temporales
del v´ıdeo se modelan utilizando un marco probabil´ıstico, y los eventos ano´malos son
considerados como las representaciones de v´ıdeo con muy baja frecuencia de ocurrencia.
LDA se ha adoptado en (Wang et al., 2011) basado en cuboides espacio-temporales
de las secuencias de v´ıdeo con un taman˜o adaptativo. Para calcular la semejanza en-
tre dos cuboides espacio-temporales con diferentes taman˜os, disen˜aron un diccionario
de palabras visuales (codebook). El modelo LDA se utiliza para aprender un nu´mero
apropiado de to´picos para representar estos escenarios. Una nueva muestra se clasifica
como evento ano´malo si este no pertenece a estos to´picos.
2.2.1.4. Modelos de Representacio´n Disperso:
Recientemente, Cong et al. (2013) presento´ un nuevo algoritmo para la deteccio´n
de eventos anormales basado en el me´todo de Costo de Reconstruccio´n Dispersa (SRC,
del ingle´s Sparse Reconstruction Cost). Dada una secuencia de ima´genes o una colec-
cio´n de parches locales espacio-temporales, se extraen las caracter´ısticas mediante la
creacio´n de los Histogramas Multi-escala del Flujo O´ptico (MHOF del ingle´s Multi-
scale Histogram of Optical Flow), donde el histograma se calcula en mu´ltiples escalas
del flujo o´ptico. Luego, se utiliza SRC sobre las muestras de entrenamiento normales
para medir la normalidad de las muestras de prueba.
Combinando con la textura dina´mica, (Xu et al., 2011) proponen un nuevo enfo-
que para la deteccio´n de eventos inusuales basado en el error de reconstruccio´n disperso
sobre un conjunto base aprendido de las texturas dina´micas, donde este conjunto es-
ta formado solamente con los eventos normales. La textura dina´mica es representada
por los Patrones Binarios Locales (LBP, del ingle´s Local Binary Patterns) de tres pla-
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nos ortogonales. En el proceso de la deteccio´n, dado el conjunto base aprendido en
el proceso de entrenamiento y la observacio´n de las muestras de entrada, se calculan
los coeficientes escasos y se define el error de reconstruccio´n. Los eventos inusuales se
identifican como aquellas texturas dina´micas con elevado error de reconstruccio´n.
2.2.2. Enfoques Inspirados en la F´ısica
Muchos modelos inspirado en la f´ısica se han propuesto para la representacio´n de
la multitud, y tambie´n han sido utilizados y combinados con te´cnicas de aprendizaje
de maquina para la deteccio´n de eventos ano´malos. Por ejemplo, el enfoque basado
en la serie continua y el enfoque basado en el agente del campo de simulacio´n de la
multitud ambos se han adoptado para la deteccio´n de eventos ano´malos en las escenas
muy concurridas.
2.2.2.1. Modelo de Campo de Flujo:
Por lo general, necesitamos entender co´mo las multitudes evolucionan con el tiem-
po y tratar de encontrar algunos patrones regulares. De esta forma es posible conocer
inmediatamente do´nde y co´mo el patro´n de movimiento de la multitud de personas
esta cambiando.
Wu et al. (2010) propone un me´todo para modelar el flujo de la multitud y la
deteccio´n de anomal´ıa en las escenas estructuradas y no estructuradas. El flujo de
trabajo general comienza con la adveccio´n de part´ıculas basado en el flujo o´ptico, y
las trayectorias de las part´ıculas se agrupan para obtener trayectorias representativas
del flujo de la multitud. A continuacio´n, la dina´mica cao´tica de todas las trayectorias
representativas son extra´ıdas y cuantificadas utilizando invariantes cao´ticas. Esto se
conoce como exponente ma´ximo de Lyapunov y dimensio´n de correlacio´n en sistema
dina´mico. El modelo de probabilidad se aprende de estos conjuntos de caracter´ısticas
cao´ticas. Finalmente, un criterio de estimacio´n de ma´xima probabilidad es adoptado
para identificar un v´ıdeo de consulta de una escena como normal o anormal.
2.2.2.2. Modelo de Fuerza Social:
El Modelo de Fuerza Social (SFM, del ingle´s Social Force Model) se ha empleado
con e´xito en campos de investigacio´n como la simulacio´n y el ana´lisis de las multitudes.
Mehran et al. (2009) introdujeron un nuevo me´todo para detectar y localizar comporta-
mientos anormales en v´ıdeos con multitud de personas utilizando el modelo SFM. Para
este propo´sito el me´todo propuesto por (Ali and Shah, 2007) es utilizado para calcular
el flujo de part´ıculas y sus fuerzas de interaccio´n es estimado utilizando el modelo SFM.
Luego la fuerzas de interaccio´n son mapeados en el plano de la imagen para obtener el
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flujo de fuerza para cada p´ıxel de cada cuadro. Volu´menes espacio-temporales seleccio-
nados al azar de los flujos de fuerza se utilizan para modelar el comportamiento normal
de la multitud. Finalmente, los cuadros se clasifican como normal o anormal median-
te el uso del modelo BoW. Las regiones ano´malas en el cuadro anormal se localizan
utilizando las fuerzas de interaccio´n.
Inspirado por Mehran et al. (2009), algunos me´todos basados en SFM para de-
tectar comportamientos anormales de la multitud de personas fue propuesto por (Rag-
havendra et al., 2011a,b), donde introduce el me´todo Optimizacio´n de Enjambre de
Part´ıculas (PSO, del ingle´s Particle Swarm Optimization) para optimizar las fuerzas
de interaccio´n calculados utilizando SFM. El objetivo principal del me´todo propuesto
es desplazar la poblacio´n de part´ıculas hacia las zonas donde existe mayor movimien-
to en la imagen. Tales desplazamientos se conducen a trave´s de la funcio´n PSO, que
tiene como objetivo reducir al mı´nimo la fuerza de interaccio´n, as´ı como modelar el
comportamiento de las multitudes ma´s difundido y t´ıpico.
2.2.2.3. Modelo de Energ´ıa de Multitud de Personas:
Las multitudes de personas tienen sus propias caracter´ısticas. Yang et al. (2012)
proponen un modelo de presio´n local para detectar la anormalidad en las escenas muy
concurridas basada en caracter´ısticas de la multitud local. Estas caracter´ısticas incluyen
la densidad local y la velocidad, que son para´metros muy importantes para medir la
dina´mica de las multitudes. El modelo SFM y los LBP se adoptan para calcular la
presio´n local. La Histograma de la Presio´n Orientada (HOP, del ingle´s Histogram of
Oriented Pression) se utiliza para extraer la propiedad estad´ıstica de la magnitud y
direccio´n de la presio´n. Finalmente, se utiliza el clasificador SVM para detectar la
anomal´ıa.
Xiong et al. (2011) proponen un nuevo me´todo para detectar dos actividades
anormales t´ıpicas: concentracio´n y escape de peatones. El me´todo esta basado en la
energ´ıa potencial y la energ´ıa cine´tica. Un te´rmino llamado I´ndice de Distribucio´n de
Multitud (CDI, del ingle´s Crowd Distribution Index ) es definido para representar la dis-
persio´n, que ma´s tarde puede determinar la energ´ıa cine´tica. Finalmente las actividades
anormales se detectan a trave´s de ana´lisis de umbral.
2.3. Consideraciones finales
Segu´n la literatura los me´todos y te´cnicas planteados son evaluados en diferen-
tes contextos y bases de datos. Esto hace que la comparacio´n entre ellos sea au´n ma´s
dif´ıcil. Tambie´n podemos observar segu´n la literatura que los me´todos basados en apa-
riencia, espec´ıficamente las texturas dina´micas, obtienen buenos resultados en cuanto
a precisio´n. Sin embargo, estos me´todos generan un costo computacional muy elevado.
Mientras tanto los me´todos basados en flujo o´ptico para la representacio´n de la multi-
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tud son ma´s convenientes para la deteccio´n de eventos ano´malos en v´ıdeos, obteniendo
buenos resultados con menos costo computacional.
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El procesamiento de v´ıdeo por lo general se divide en dos etapas: la etapa de
extraccio´n de caracter´ısticas, en esta etapa se realiza principalmente la descripcio´n de
las caracter´ısticas visuales tales como la apariencia, el movimiento, etc., mediante el uso
de los diferentes descriptores visuales; y la etapa de deteccio´n de eventos en secuencias
de v´ıdeo, mediante el uso de clasificadores como te´cnicas de aprendizaje de ma´quina.
En las secciones siguientes explicaremos algunas te´cnicas utilizadas en cada una de las
etapas mencionadas. En la Seccio´n 3.1 explicaremos sobre los conceptos y aplicaciones
de los descriptores visuales y en la Seccio´n 3.2 explicamos el uso de clasificadores para
la deteccio´n de eventos en secuencias de v´ıdeo.
3.1. Descriptores Visuales
Los descriptores visuales describen las caracter´ısticas visuales de los contenidos
dispuestos en ima´genes o en v´ıdeos. Describen caracter´ısticas elementales tales como
la forma, el color, la textura o el movimiento, entre otros. Estas caracter´ısticas por
los general se clasifican en dos grupos: las caracter´ısticas basadas en apariencia y las
caracter´ısticas basados en movimiento. En la literatura existen te´cnicas o algoritmos
que producen tales descripciones, por ejemplo para la descripcio´n de las caracter´ısti-
cas de movimiento se utilizan los algoritmos del flujo o´ptico, y para la deteccio´n de
objetos basados en las caracter´ısticas de apariencia, son utilizados los Histogramas de
Gradientes Orientados (HOG, del ingle´s Histograms of Oriented Gradients). A con-





EL flujo o´ptico es la distribucio´n de las velocidades aparentes de movimiento de
los patrones de brillo en una imagen (Horn and Schunck, 1981). Se refiere al movimiento
aparente de los p´ıxeles de un cuadro a otro dentro de una secuencia de v´ıdeo, y puede ser
considerado como la distancia de movimiento de un p´ıxel en dos cuadros consecutivos.
En la Figura 3.1 se muestra el flujo o´ptico de una secuencia de v´ıdeos en dos escenarios
distintos.
Figura 3.1: Flujo o´ptico de una secuencia de v´ıdeos en dos escenarios distintos.
El enfoque del flujo o´ptico generalmente se utiliza para estimar los movimientos de
objetos en primer plano (foreground) de la escena. El flujo o´ptico posee varias ventajas
en la estimacio´n de los movimientos de objetos en primer plano. En primer lugar,
so´lo se requieren dos cuadros consecutivos para estimar los movimientos de los p´ıxeles
en la escena, lo que permite una respuesta ma´s ra´pida a los cambios en la velocidad
de movimiento y direccio´n. En segundo lugar, el me´todo de flujo o´ptico es capaz de
descubrir los movimientos parciales o locales dentro de los objetos, por ejemplo los
movimientos de las manos y las piernas; esta propiedad hace que el flujo o´ptico sea
un me´todo ma´s factible en la deteccio´n de interacciones entre objetos. Finalmente, el
flujo o´ptico es un me´todo relativamente eficaz, por lo que los movimientos de objetos
se pueden extraer en tiempo real.
3.1.1.1. Estimacio´n de Flujo O´ptico
El enfoque de flujo o´ptico se utiliza para estimar el movimiento aparente de los
p´ıxeles entre dos cuadros consecutivos en un tiempo t y t+∆t en cada posicio´n espacial
(x, y) del cuadro. Esta forma de estimar el movimiento se denomina como un me´todo
diferencial ya que se basan en aproximaciones locales de la serie de Taylor de la sen˜al
de la imagen. Es decir, utilizan las derivadas parciales con respecto a las coordenadas
espaciales y temporales.
Sea la intensidad de un p´ıxel en la coordenada espacial (x, y) y en el tiempo t,
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lo cual denotamos como I(x, y, t). La restriccio´n de brillo se basa en la suposicio´n de
que el brillo del p´ıxel I se mantiene constante cuando se mueve un desplazamiento de
(∆x,∆y,∆t).
I (x, y, t) = I (x+ ∆x, y + ∆y, t+ ∆t) (3.1)










donde  representa los te´rminos de segundo orden y de orden superior. Para un mo-



























Por razones de brevedad el lado izquierdo de la ecuacio´n anterior se representa de la
siguiente forma:
Ixu+ Iyv + It = 0, (3.5)
donde u = ∆x
∆t
y v = ∆y
∆t










representan las derivadas horizontal, vertical y temporal de la imagen
respectivamente. Estos gradientes son generalmente estimados utilizando la diferencia
entre los p´ıxeles adyacentes.
Como la Ecuacio´n 3.5 contiene dos variables desconocidas que no se puede resolver
como tal, son necesarios algunas restricciones adicionales. Este problema se conoce
como el problema de la abertura ya que la informacio´n de movimiento local es ambigua
cuando se ve a trave´s de una pequen˜a ventana (o abertura). Los algoritmos de flujo
o´ptico introducen restricciones adicionales para resolver este problema.
3.1.1.2. Estimacio´n del Flujo O´ptico utilizando el me´todo de Horn-Schunck
Horn and Schunck (1981) proponen un algoritmo introduciendo una restriccio´n
global de suavidad para calcular el flujo o´ptico basado en la intuicio´n de que los p´ıxeles
vecinos tienen una velocidad similar. El me´todo Horn-Schunck (HS) combina un te´r-
mino datos con un te´rmino espacial. El te´rmino datos asume la constancia de alguna
propiedad de la imagen, y el te´rmino espacial modela la variacio´n del flujo esperado
a trave´s de la imagen. Para secuencias de ima´genes de dos dimensiones en escala de
grises, el flujo o´ptico es formulado como una energ´ıa global funcional:
E =
∫ ∫ [
(Ixu+ Iyv + It)
2 + α
(‖∇u‖2 + ‖∇v‖2)] dxdy, (3.6)
donde Ix, Iy y It son las derivadas de los valores de intensidad de la imagen a lo
largo de la direccio´n horizontal x, direccio´n vertical y y la dimensio´n de tiempo t,
respectivamente, u y v son los componentes horizontal y vertical del flujo o´ptico y α
es el para´metro que representa el peso del te´rmino de regularizacio´n. Las ecuaciones
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de Lagrange son utilizadas para minimizar la funcio´n E, obtenie´ndose las ecuaciones
siguientes: {
Ix (Ixu+ Iyv + It)− α2∆u = 0
Iy (Ixu+ Iyv + It)− α2∆v = 0,
(3.7)
sujeto a {
∆u (x, y) = u (x, y)− u (x, y)
∆v (x, y) = v (x, y)− v (x, y) , (3.8)
donde u y v son promedios ponderados de u y v respectivamente, calculados en una
vecindad alrededor de la posicio´n del p´ıxel. Como la solucio´n depende de los valores
vecinos, cuando se actualizan los p´ıxeles vecinos, la solucio´n necesita ser iterada. El
flujo o´ptico es calculado en un esquema iterativo como se muestra a continuacio´n:u












donde k representa el numero de iteraciones del algoritmo. El nu´mero de iteraciones
depende de la precisio´n requerida y la calidad de la estimacio´n inicial. Para las secuen-
cias de v´ıdeo, la estimacio´n inicial es t´ıpicamente el campo de flujo o´ptico a partir del
cuadro anterior.
3.1.1.3. Estimacio´n del Flujo O´ptico utilizando el me´todo de Lucas-Kanade
El me´todo Lucas-Kanade (LK) (Bouguet, 2001) es uno de los me´todos ma´s popu-
lares para la estimacio´n de movimiento. El flujo de los p´ıxeles en la imagen se calcula
mediante la comparacio´n de las derivadas parciales de las ima´genes. En contraste con el
me´todo Horn-Schunck que se considera como el algoritmo basada en restriccio´n global,
el me´todo LK se basa en una restriccio´n local y el flujo se estima dentro de un parche
(ventana) de la imagen utilizando una estimacio´n de mı´nimos cuadrados. El me´todo
LK supera el me´todo de Horn-Schunck cuando hay muchos movimientos locales en
lugar de los flujos globales.
El me´todo de LK asume que el desplazamiento de los p´ıxeles de la imagen en-
tre dos cuadros consecutivos es pequen˜o y aproximadamente constante dentro de una
pequen˜a ventana centrado en (x, y). Considerando que la dimensio´n de la ventana sea
w×w con w > 1, la ecuacio´n del flujo o´ptico se puede asumir para mantener todos los
p´ıxeles dentro de una ventana centrada en (x, y). Es decir, el vector de flujo local de la
imagen (u, v) debe satisfacer lo siguiente:
Ix1u+ Iy1v = −It1
Ix2u+ Iy2v = −It2
...
Ixw2u+ Iyw2v = −Itw2
(3.10)
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donde (Ix1, Ix2, ..., Ixw2), (Iy1, Iy2, ..., Iyw2) y (It1, It2, ..., Itw2) son las derivadas parciales
dentro de la ventana centrada en (x, y) y el tiempo t.
En el sistema de ecuaciones anterior tenemos ma´s de dos ecuaciones para las
dos inco´gnitas y por lo tanto el sistema esta´ sobre-determinado. Por otra parte, estas




















El me´todo LK calcula el valor del flujo o´ptico v mediante el me´todo de mı´nimos
cuadrados. Es decir, se resuelve un sistema de 2× 2.
ATAv = AT b (3.11)




























donde la matriz central en la ecuacio´n es una matriz inversa y la matriz ATA es conocido
como la matriz de momento de segundo orden de la imagen en la posicio´n (x, y).
La solucio´n de mı´nimos cuadrados en la Ecuacio´n 3.13, otorga la misma impor-
tancia a todos los p´ıxeles de la ventana w × w. En la practica por lo general es mejor
dar mayor peso a los p´ıxeles que esta´n ma´s cerca del p´ıxel central (x, y). Por ello, se
utiliza la versio´n ponderada de la ecuacio´n de mı´nimos cuadrados.







donde W es una matriz diagonal w×w que contiene los pesos Wkk = wk que se asignara´






















donde el peso wk generalmente se establece utilizando una funcio´n de distancia Gaus-
siana entre Ik y (x, y).
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El me´todo de Lucas-Kanade tradicional no puede detectar el movimiento de alta
velocidad; ya que supone que el movimiento es lo suficientemente pequen˜o en relacio´n
al taman˜o de la ventana. Para abordar este problema de la deteccio´n de movimientos
largos o de alta velocidad, el algoritmo original de LK es modificado por (Bouguet,
2001), donde el algoritmo de estimacio´n de flujo se calcula en distintos niveles de
escala, conocido como el me´todo de Lucas-Kanade piramidal. La diferencia entre el
me´todo LK tradicional y piramidal es ilustrado en la Figura 3.2. Se puede observar que
el enfoque piramidal es ma´s preciso en la deteccio´n de movimientos ma´s largos.
(a) (b)
Figura 3.2: Flujo o´ptico estimado por el me´todo de Lucas-Kanade tradicional se muestra
en (a) y el flujo o´ptico estimado por el enfoque piramidal se muestra en (b).
3.1.2. Histograma de Flujo O´ptico Orientado
El Histograma de Flujo O´ptico Orientado (HOOF del ingle´s, Histograms of Orien-
ted Optical Flow), es un descriptor de caracter´ısticas de movimiento presentado inicial-
mente para la deteccio´n de acciones humanas en (Chaudhry et al., 2009). Las caracter´ıs-
ticas HOOF por lo general son utilizados en la deteccio´n de eventos anormales globales.
En la Figura 3.3 se muestra un esquema general de extraccio´n de caracter´ısticas HOOF.
3.1.2.1. Implementacio´n del Algoritmo
La extraccio´n de HOOF proporciona un histograma ht,b = [ht,1, ht,2, · · · , ht,B] en
cada instante de tiempo t, para cada bloque b en el cuadro, en el cual cada vector de
flujo es establecido en un bin del histograma de acuerdo a su a´ngulo primario que es
calculado con respecto al eje horizontal y se pondera de acuerdo a su magnitud. Por lo
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Figura 3.3: El flujo o´ptico y las caracter´ısticas HOOF de una secuencia de imagenes,













contribuyen con su magnitud m =
√
x2 + y2 al i-e´simo bin del histograma, donde
1 ≤ θ ≤ B, para un total de B bins. La Figura 3.4 muestra el procedimiento de la
generacio´n del histograma. Finalmente, el histograma es normalizado para hacer que
la representacio´n del histograma sea invariante a escala. Dado que la contribucio´n de
cada vector de flujo o´ptico a su bin correspondiente es proporcional a su magnitud,
el calculo del flujo o´ptico con presencia de ruidos pequen˜os tienen poco efecto en el
histograma observado.
Figura 3.4: Proceso de generacio´n del histograma HOOF, con cuatro bins, originalmente
mostrado en Chaudhry et al. (2009).
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3.1.3. Histograma de Gradientes Orientados
El Histograma de Gradientes Orientados (HOG del ingle´s Histograms of Oriented
Gradients) es un descriptor de caracter´ısticas utilizado en el a´mbito de visio´n por
computador y procesamiento de ima´genes con el propo´sito de deteccio´n de objetos en
ima´genes (Dalal and Triggs, 2005). La idea principal del algoritmo es que la apariencia y
la forma local de un objeto en una imagen pueden ser descritas por la distribucio´n de la
intensidad de gradiente o la direccio´n de los contornos. Para esto la imagen es dividida
en regiones adyacentes de dimensio´n pequen˜a llamadas celdas, y para cada celda dentro
de la imagen, se genera un histograma de gradientes orientados. Para obtener mejores
resultados, los histogramas locales pueden ser normalizados mediante el ca´lculo de una
medida de la intensidad a trave´s de una regio´n ma´s grande de la imagen, llamado
bloque, y luego utilizar este valor para normalizar todas las celdas dentro del bloque.
Esta normalizacio´n resulta tener una mejor invarianza a los cambios de iluminacio´n y
sombras. El descriptor HOG posee algunas ventajas frente a otros descriptores tales
como a invariancia a las transformaciones geome´tricas y fotome´tricas.
En el trabajo de (Dalal and Triggs, 2005), se enfocaron en la deteccio´n de personas
en ima´genes esta´ticas, aunque desde entonces expandieron sus pruebas para incluir
la deteccio´n de peatones en v´ıdeo, as´ı como a una variedad de animales y veh´ıculos
comunes en ima´genes esta´ticas.
3.1.3.1. Implementacio´n del Algoritmo
3.1.3.2. Ca´lculo de Gradiente
La primera etapa del ca´lculo del descriptor HOG consiste en determinar los gra-
dientes de la imagen. El me´todo ma´s comu´n es la aplicacio´n del filtro de una dimensio´n
(1-D), centrada en una o ambas direcciones horizontal y vertical. Espec´ıficamente, este
me´todo requiere filtrar los datos de color o intensidad de la imagen con los siguientes
ma´scaras de filtro: [−1, 0, 1] y [−1, 0, 1]T . En el caso de ima´genes a color, el gradien-
te se calcula por separado para cada componente RGB, y para cada p´ıxel se asigna la
gradiente con mayor magnitud. La Figura 3.5 muestra la gradiente en las direcciones
horizontal y vertical de una imagen en escala de grises.
Otros tipos de ma´scaras ma´s complejas fueron probadas, tales como el filtro de
Sobel 3× 3, o ma´scaras diagonales. Dalal and Triggs (2005) tambie´n trataron de apli-
car un filtro Gaussiano antes de aplicar la ma´scara, pero estas operaciones tienen el
rendimiento significativamente menor en comparacio´n con la aplicacio´n de la ma´scara
derivada simple y sin filtrado.
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(a) (b)
Figura 3.5: Gradiente de una imagen, en ambas direcciones (a) vertical y (b) horizontal
3.1.3.3. Construccio´n de los Histogramas
La segunda etapa es construir los histogramas de gradientes orientados, siendo
generado un histograma para cada celda. Cada p´ıxel de la celda emite un voto ponde-
rado para un bin del histograma, dependiendo de la orientacio´n del gradiente calculado
en este p´ıxel. Los bins del histograma son distribuidos de manera uniforme de 0 a 180◦
o de 0 a 360◦ dependiendo si la orientacio´n del gradiente es considerado con o sin signo.
Dalal and Triggs (2005) consiguieron mejores resultados con un histograma de 9 bins
en sus experimentos de deteccio´n de personas. Para el voto ponderado tambie´n se con-
sidera, la magnitud del gradiente de los p´ıxeles, o alguna funcio´n de la magnitud. En las
pruebas, la magnitud del gradiente generalmente produce los mejores resultados. Otras
opciones para el voto ponderado se podr´ıan incluir la ra´ız cuadrado de la magnitud del
gradiente, o alguna versio´n recortada de la magnitud.
3.1.3.4. Formacio´n de los Bloques
Un paso importante es la estandarizacio´n de los descriptores para evitar dispari-
dades debido a las variaciones de iluminacio´n y contraste. Los valores altos del gradiente
deben ser localmente normalizado, lo que requiere la agrupacio´n de las celdas adyacen-
tes en bloques conectadas espacialmente. El descriptor HOG es un vector concatenado
de los histogramas normalizados de las celdas componentes de todos los bloques de
la imagen. Estos bloques normalmente se superponen, lo que significa que cada celda
contribuye con su histograma ma´s de una vez al descriptor final. En la Figura 3.6 se
muestra el proceso de formacio´n de los bloques.
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Figura 3.6: Proceso de formacio´n de los bloques
3.1.3.5. Normalizacio´n de los Bloques
Se ha evaluado cuatro diferentes me´todos de normalizacio´n en (Dalal and Triggs,
2005). Sea v un vector sin normalizar que contiene todos los histogramas de un bloque
designado, ‖v‖k sea su k-norma para k = 1, 2 y e sea un valor constante pequen˜o.
Luego el factor de normalizacio´n puede ser uno de los siguientes:
L2− norma : f = v√
‖v‖22 + e2
L1− norma : f = v
(‖v‖1 + e)




Adema´s, una cuarta esquema L2−hys, puede ser calculado a partir de la L2−norma,
este esquema limita los valores ma´ximos de v a 0,2 u a algu´n otro valor.
3.1.3.6. Clasificacio´n de Descriptores
El paso final en reconocimiento de objetos utilizando descriptores HOG es ali-
mentar los descriptores en algu´n sistema de reconocimiento basado en el aprendizaje
supervisado. Este paso no es parte de la definicio´n del propio descriptor HOG y di-
versos tipos de clasificadores pueden ser utilizados. Dalal and Triggs (2005) eligen
voluntariamente el clasificador SVM, con kernel lineal, para medir fundamentalmente
la contribucio´n del descriptor HOG.
3.2. Clasificacio´n
Para la deteccio´n de eventos en v´ıdeo, una etapa muy importante es la fase de
clasificacio´n. En esta etapa por lo general se recurre al uso de algoritmos de aprendizaje
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de maquina. En las siguientes secciones definiremos algunos algoritmos de clasificacio´n
ma´s utilizados en la literatura.
3.2.1. Ma´quinas de Vectores de Soporte
Las Ma´quinas de Vectores de Soporte (SVM del ingles, Support Vector Machi-
nes) es un me´todo basado en la teor´ıa de aprendizaje estad´ıstico y minimizacio´n de
riesgos para la clasificacio´n y la regresio´n, inicialmente propuesto por Vapnik and Ler-
ner (1963). Posteriormente, SVM ha sido extendido con la introduccio´n de kerneles no
lineales en (Boser et al., 1992; Cristianini and Shawe-Taylor, 2000). La teor´ıa detra´s de
SVM es brevemente presentado a continuacio´n.
SVM es un sistema de aprendizaje basado en la teor´ıa del aprendizaje estad´ıstico.
Supongamos el caso de los clasificadores hiperplano de dos clases en el espacio H:
〈w, x〉+ b = 0 w, x ∈ H b ∈ R
correspondiente a la funcio´n de decisio´n:
f (x) = sgn (〈w, x〉+ b)
La teor´ıa del aprendizaje estad´ıstico indica que el clasificador o´ptimo se puede encontrar
mediante la maximizacio´n del margen (Cristianini and Shawe-Taylor, 2000). Esto se








yi (〈w, x〉+ b) ≥ 1, i = 1, ...,m
donde m es el numero de datos de entrenamiento y yi ∈ {−1,+1} es la etiqueta de
la muestra. SVM construye un hiperplano o conjunto de hiperplanos en un espacio de
alta dimension que puede ser utilizado en problemas de clasificacio´n o regresio´n. Una
buena separacio´n entre las clases permitira´ un clasificacio´n correcta, como se muestra
en la Figura 3.7.
Supongamos que un conjunto de datos de entrenamiento esta conformado por
los muestras de una sola clase (clase positiva), en este caso existe un problema de
clasificacio´n de una sola clase (OC-SVM del ingle´s, One-Class SVM ). En la siguiente
Seccio´n 3.2.2 se explica el concepto de ma´quinas de vectores de una sola clase para
abordar este tipo de problemas.
3.2.2. Ma´quinas de Vectores de Soporte de Una Clase
En los problemas de deteccio´n de eventos anormales, generalmente so´lo se dispo-
ne de datos o patrones normales conocido tambie´n como clase positiva, y los valores
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Figura 3.7: Construccio´n de un hiperplano o´ptimo con sus margenes maximizados de
un conjunto de datos de entrenamiento de dos clases
at´ıpicos o anormales se presentan rara vez. El clasificador One-Class SVM es propuesto
para abordar este tipo problemas donde so´lo las muestras positivas con pocos valores
at´ıpicos esta´n disponibles.
One-Class SVM tiene como objetivo determinar una regio´n adecuada en el es-
pacio de datos de entrada X, que incluye la mayor´ıa de las muestras extra´ıdas de una
distribucio´n de probabilidad desconocida P . La hiperesfera OC-SVM identifica los va-
lores at´ıpicos mediante el ajuste de una hiperesfera con un radio mı´nimo. En la Figura
3.8 se muestra la geometr´ıa de la hiperesfera One-Class SVM .
Figura 3.8: Geometr´ıa de la hiperesfera One-Class SVM .
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El hiperplano One-Class SVM es una extensio´n de la versio´n original del clasifi-
cador SVM para abordar los problemas de una sola clase (Scho¨lkopf and Smola, 2002),
donde se identifican los valores at´ıpicos mediante el ajuste de un hiperplano desde el
origen. La Figura 3.9 muestra un hiperplano One-Class SVM . El hiperplano One-Class









ξi − ρ. (3.18)
Sujeto a:
〈w.Φ (xi)〉 ≥ ρ− ξi, ξi ≥ 0 (3.19)
donde xi ∈ X, i ∈ [1, ..., n] son los n muestras de entrenamiento en el espacio de
datos de entrada X, y ξi es la variable de holgura (slack variable) para penalizar a
los valores at´ıpicos. El hiperpara´metro v ∈ (0, 1] es el peso para la variable de holgura
ξi, que ajusta el nu´mero de valores at´ıpicos aceptables y permite el ana´lisis de datos
con ruido, ‖.‖ denota la norma Euclidiana de un vector. El hiperplano de decisio´n esta´
dada por la siguiente ecuacio´n:
〈w,Φ (xi)〉 − ρ = 0. (3.20)
La funcio´n no lineal Φ : X → H, mapea la muestra de entrada xi desde el espacio
de datos de entrada X, al espacio de caracter´ısticas H, que nos permite resolver un
problema de clasificacio´n no lineal mediante el disen˜o de un clasificador lineal en el
espacio de caracter´ısticas; w define un hiperplano en el espacio de caracter´ısticas que
separa las proyecciones de datos de entrenamiento desde el origen.
Figura 3.9: Hiperplano One-Class SVM en el espacio de caracter´ısticas que separa las
proyecciones de los datos de entrenamiento desde el origen.
Una funcio´n kernel positiva k, es definida como k (x, x′) = 〈Φ (x) ,Φ (x′)〉, que
impl´ıcitamente mapea los datos de entrenamiento o de prueba x, en una espacio de
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caracter´ısticas de dimensiones superiores. Mediante la introduccio´n de los multiplica-
dores de Lagrange αi, la funcio´n de decisio´n en el espacio de datos de entrada X, viene
dada por:




αik (xi, x)− ρ
)
(3.21)
si f(x) = −1, la muestra de entrada x es clasificado como anormal; caso contrario, x
es clasificado como normal.
3.2.3. Clasificacio´n basada en la Distancia Mı´nima
La clasificacio´n basada en la distancia mı´nima es una medida de similaridad entre
los patrones desconocidos entrantes con respecto a los patrones o clases aprendidas en
la fase de entrenamiento mediante el calculo de la distancia mı´nima entre estas. Sea
x un vector de caracter´ısticas de un patro´n desconocido y sean {c1, c2, ..., cn} los n
patrones entrenados, se calcula la distancia mı´nima entre el vector x con cada patro´n
entrenado ci. El vector x es categorizado junto al patro´n ma´s cercano. En la Figura
3.10 se ilustra un esquema del clasificador de la distancia mı´nima.
Figura 3.10: Esquema del clasificador de la distancia mı´nima.
La distancia se define como un ı´ndice de similitud de modo que la distancia
mı´nima es ide´ntica a la similitud ma´xima. Las siguientes distancias a menudo se utilizan
en este procedimiento.
3.2.3.1. Distancia Euclidiana
Se utiliza en los casos donde las varianzas de las clases entrenados son diferentes
entre s´ı. La distancia Euclidiana es teo´ricamente ide´ntico al ı´ndice de similitud. Con la
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ecuacio´n siguiente se calcula la distancia mı´nima entre dos vectores:
di =
√
(x− ci)T (x− ci) (3.22)
3.2.3.2. Distancia de Mahalanobis
La distancia de Mahalanobis con la matriz de varianza-covarianza, es utilizado
en los casos en que existe una correlacio´n entre los ejes de espacio de caracter´ısticas.
La ecuacio´n siguiente mide la distancia de Mahalanobis.
di =
√
(x− ci)T Σ−1i (x− ci) (3.23)
En las ecuaciones 3.22 y 3.23; x = [x1, x2, ...xk] representa un vector caracter´ıstico de k
dimensiones, ci = [c1, c2, ..., ck] es el i-e´simo patro´n o clase entrenada y Σi es la matriz
de varianza-covarianza.
3.3. Consideraciones Finales
En procesamiento de v´ıdeo, los descriptores visuales cumplen un rol importante
en la deteccio´n de eventos en v´ıdeo, ya que son los encargados de describir los conteni-
dos de los objetos y eventos presentes en un v´ıdeo o imagen. En esta investigacio´n se
ha estudiado algunos de los descriptores ma´s utilizados en la visio´n por computador.
Por ejemplo, el enfoque de flujo o´ptico realiza la estimacio´n de movimiento de manera
o´ptima en v´ıdeo, y para la deteccio´n de objetos basado en la apariencia se utilizan los
histogramas de gradientes orientados (HOGs) que realizan un trabajo eficiente consi-
guiendo buenos resultados. Por otro lado, con el objetivo de clasificar la informacio´n
extra´ıda por los descriptores visuales, los algoritmos de clasificacio´n son estudiados.
Por ejemplo, el clasificador SVM es utilizado para abordar problemas de clasificacio´n
de dimensiones superiores. En cambio el clasificador de la distancia mı´nima es un cla-
sificador ba´sico que mide la similaridad entre dos patrones mediante el calculo de la
distancia mı´nima.
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Metodolog´ıa Propuesta
En este cap´ıtulo se describe las etapas de desarrollo del modelo propuesto para
la deteccio´n de eventos ano´malos en secuencias de v´ıdeo. El mismo consta de tres eta-
pas principales, en la Figura 4.1 se muestra el esquema general. La primera etapa se
denomina como la etapa de pre-procesamiento, donde filtros espaciales son utilizados
directamente sobre los cuadros del v´ıdeo con el objetivo de reducir las variaciones de
intensidad y eliminar presencia de ruido. Tambie´n en esta etapa se realiza la deteccio´n
de regiones de movimiento (foreground) mediante la sustraccio´n de cuadros consecu-
tivos. La segunda etapa es la extraccio´n de caracter´ısticas, en esta etapa se realiza la
extraccio´n de los atributos de movimiento tales como la velocidad y la aceleracio´n del
movimiento, y la apariencia tales como las texturas del flujo o´ptico y el histograma
de la gradiente del flujo o´ptico. Finalmente, la tercera etapa se denomina deteccio´n de
eventos ano´malos en secuencias de v´ıdeo mediante el uso de la medida de distancia
mı´nima. En las siguientes secciones se detallan con ma´s profundidad cada una de las
tres etapas.




El pre-procesamiento es una etapa fundamental en el procesamiento de ima´genes
y de v´ıdeo, debido a que los v´ıdeos o las ima´genes de entrada muchas veces capturan
informacio´n con presencia de valores at´ıpicos. Por lo tanto, la primera etapa del modelo
propuesto consiste en aplicar filtros espaciales a los cuadros del v´ıdeo con el objetivo de
reducir las variaciones de intensidad y eliminar la presencia de ruido. Existen muchos
algoritmos en la literatura que realizan esta tarea de manera eficaz (por ejemplo, filtro
Gaussiano, la mediana, bilateral, etc). En la presente investigacio´n se utiliza el filtro
Gaussiano para efecto de suavizacio´n y remocio´n del ruido presente en los cuadros.
Adema´s de realizar el suavizado, en esta etapa se realiza la deteccio´n de regiones en
movimiento, mediante la sustraccio´n de cuadros consecutivos del v´ıdeo.
4.1.1. Filtro Gaussiano
Filtro Gausiano o conocido tambie´n como desenfoque Gaussiano es un efecto
de suavizado que se aplica a las ima´genes. En esencia, el efecto mezcla ligeramente las
intensidades de los p´ıxeles vecinos de una imagen con una ma´scara Gaussiana (calculado
a partir de una funcio´n Gaussiana), lo que provoca que la imagen pierda algunos detalles
minu´sculos, de esta forma, hace que la imagen se vea ma´s suave respecto a los bordes
presentes en la imagen. En la Figura 4.2 se aplica el filtro Gaussiano a la primera
imagen que contiene ruido y el resultado se observa en la segunda imagen.
(a) (b)
Figura 4.2: Suavizado Gaussiano de una imagen que contiene ruido (a) y el resultado
del filtro Gaussiano se observa en (b).
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4.1.2. Sustraccio´n de Fondo
La sustraccio´n de fondo es una etapa fundamental de una gran cantidad de apli-
caciones en las que se necesita detectar movimiento, identificar y/o seguir objetos en
secuencias de ima´genes dina´micas. Entre estas aplicaciones se pueden nombrar a la
v´ıdeo-vigilancia, la deteccio´n y captura del flujo de movimiento, la interaccio´n hombre-
computadora o la codificacio´n de v´ıdeo basado en el contenido, entre otros. El proceso
de sustraccio´n es tambie´n denominado extraccio´n de primer plano o de objetos en
movimiento (foreground extraction), y consiste en una serie de me´todos que permi-
ten distinguir entre a´reas de fondo o esta´ticas (background), y a´reas dina´micas que
corresponden al primer plano (foreground).
La sustraccio´n de fondo es una te´cnica comu´n y ampliamente utilizado para la
generacio´n de una ma´scara de primer plano. Es decir, una imagen binaria que contiene
los p´ıxeles pertenecientes a los objetos en movimiento en la escena. En esta investigacio´n
la sustraccio´n de fondo se calcula mediante una resta entre dos cuadros consecutivos.
Luego estableciendo un valor de umbral se genera la ma´scara de primer plano. La
Figura 4.3 muestra el proceso de sustraccio´n de fondo.
Figura 4.3: Proceso de deteccio´n de las regiones de movimiento.
4.2. Extraccio´n de Caracter´ısticas
La extraccio´n de caracter´ısticas en ima´genes y secuencias de v´ıdeo, consiste en
extraer informacio´n contenida en la escena mediante descriptores visuales. Por lo ge-
neral, se describen caracter´ısticas elementales tales como la forma, el color, la textura
o el movimiento, entre otros. Estos descriptores tienen que ser robustos, invariantes
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a transformaciones geome´tricas, insensibles al ruido de captura y a los cambios de
iluminacio´n.
En esta tesis para la extraccio´n de caracter´ısticas, primero se procede a dividir
la secuencia de v´ıdeo en parches locales espacio-temporales o volu´menes 3D sin su-
perposicio´n. Luego, para cada parche espacio-temporal P , un vector caracter´ıstico es
extra´ıdo conteniendo la informacio´n de movimiento, donde se calcula la velocidad y la
aceleracio´n del flujo (Subseccio´n 4.2.1) y la informacio´n de apariencia, donde se cal-
culan las texturas y el histograma de la gradiente del flujo o´ptico (Subseccio´n 4.2.2),
con el objetivo de detectar eventos ano´malos en v´ıdeo. Finalmente, se concatena ambos
caracter´ısticas en un vector caracter´ıstico final. La Figura 4.4 muestra un esquema del
proceso de extraccio´n de caracter´ısticas.
Figura 4.4: Esquema del proceso de extraccio´n de caracter´ısticas.
4.2.1. Caracter´ıstica de Movimiento
Para representar la caracter´ıstica de movimiento en la escena, se utiliza el algo-
ritmo del flujo o´ptico de Lucas-Kanade piramidal (Seccio´n 3.1.1). El flujo es calculado
en cada p´ıxel utilizando el me´todo de Lucas-Kanade. Es importante resaltar que solo
se utilizan los p´ıxeles de primer plano (foreground) para representar la caracter´ıstica
de movimiento. En esta tesis son usadas las caracter´ısticas de velocidad (Ryan et al.,
2011) y aceleracio´n (Nallaivarothayan et al., 2014) del flujo o´ptico.
4.2.1.1. Velocidad
Para cada parche espacio-temporal P , la informacio´n de velocidad del flujo o´ptico
se calcula directamente realizando la sumatoria del desplazamiento de los componentes
del flujo o´ptico. Se crea un vector de caracter´ısticas de dos dimensiones que contiene
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donde (x, y) son las coordenadas de todos los p´ıxeles que pertenecen al parche P ,
(u, v) son los componentes horizontal y vertical del flujo o´ptico y [Vu, Vv] representa
la informacio´n de velocidad del flujo o´ptico, estas caracter´ısticas ayudan a modelar la
velocidad esperada en cada regio´n de la escena.
4.2.1.2. Aceleracio´n
La caracter´ıstica de aceleracio´n del flujo o´ptico extrae informacio´n sobre la varia-
cio´n del flujo o´ptico temporalmente (Nallaivarothayan et al., 2014). Es decir, se puede
observar que el flujo o´ptico del cuerpo humano var´ıa en el tiempo debido a la natu-
raleza de los movimientos de sus extremidades, en particular debido al movimiento de
las piernas. Esto da lugar a que la aceleracio´n del cuerpo humano var´ıe de manera
significativa en la direccio´n, pero con una pequen˜a magnitud. Adema´s, objetos como
veh´ıculos y bicicletas tienden a tener una aceleracio´n alta debido al impulso aplicado a
ellos, pero la direccio´n de su aceleracio´n es predominantemente uniforme debido a su
movimiento r´ıgido.
Para modelar la informacio´n de aceleracio´n del flujo. En primer lugar, se calcula
los vectores del flujo o´ptico a nivel del p´ıxel para cada cuadro del v´ıdeo utilizando el
me´todo de Lucas-Kanade piramidal (Bouguet, 2001). Luego, se calculan las magnitudes
del flujo o´ptico para cada cuadro y se normaliza estas magnitudes entre [0, 255] para
crear una imagen como se muestra en la Figura 4.5 (b), donde la magnitud del flujo




donde u y v son los componentes horizontal y vertical del vector del flujo o´ptico,
respectivamente. La informacio´n de aceleracio´n en cada p´ıxel se calcula a partir de la
derivada de tiempo de la imagen de magnitud del flujo o´ptico. Es decir, se calcula los
(a) (b)
Figura 4.5: La imagen del campo del flujo o´ptico se muestra en (a) y la imagen norma-
lizado entre [0, 255] de la magnitud del flujo o´ptico en (b).
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vectores del flujo o´ptico que existe entre dos ima´genes de magnitud del flujo o´ptico
consecutivos. Finalmente, la informacio´n de aceleracio´n para un parche P se calcula
directamente utilizando una sumatoria de los vectores de la aceleracio´n en nivel del
p´ıxel para crear un vector de caracter´ısticas de dos dimensiones que contiene tanto los

















son los componentes horizontal y vertical del flujo o´ptico de la ima´genes de magnitud.
4.2.2. Caracter´ıstica de Apariencia
Debido a la naturaleza no r´ıgida del movimiento del cuerpo humano causada por
los movimientos de las extremidades, el flujo o´ptico var´ıa a trave´s del cuerpo humano,
creando as´ı una necesidad de extraer informacio´n acerca de las variaciones espaciales
en el flujo o´ptico. Al mismo tiempo, los objetos anormales tales como bicicletas y
furgonetas tienen flujo uniforme y suave a trave´s de su superficie. As´ı la informacio´n
adicional acerca de la variacio´n de flujo a trave´s de la superficie de un objeto puede ser
indicativa de las variaciones de la apariencia, adema´s de proporcionar la informacio´n
de movimiento. Esto puede ayudar en la deteccio´n de objetos anormales tales como
bicicletas con movimiento lento que no presentan variacio´n significativa de movimiento
para clasificarlos como anomal´ıas.
Para abordar los problemas anteriores, en esta tesis se utiliza como caracter´ısticas
de apariencia, el histograma de gradientes del flujo o´ptico (Nallaivarothayan et al.,
2014) y la textura del flujo o´ptico que mide la uniformidad del movimiento (Ryan
et al., 2011).
4.2.2.1. Histograma de Gradientes de Flujo O´ptico
El Histograma de Gradientes del Flujo O´ptico (HOFG del ingle´s Histogram of
Optical Flow Gradients) mide la variacio´n espacial de movimiento (Nallaivarothayan
et al., 2014). Donde se representa a los dos componentes de flujo o´ptico horizontal y
vertical como ima´genes separadas y se calcula los gradientes de cada imagen utilizando
los operadores de Sobel. Un histograma de cuatro bins es generado para cada uno de los
componentes del flujo horizontal y vertical, y un enfoque basado en binning suavizado
es utilizado para calcular el peso asignado a dos bins adyacentes basado en la distancia
a los centros del bin. Adema´s, estos votos suavizados son ponderados basados en la
magnitud del gradiente.
Los componentes del gradiente del flujo horizontal en la posicio´n del p´ıxel p son
dadas por ux(p) =
δ
δx
(u) y uy(p) =
δ
δy
(u), donde ux y uy son los componentes de
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gradiente horizontal y vertical de flujo horizontal. Del mismo modo, los componentes
del gradiente del flujo vertical son dadas por vx(p) =
δ
δx




vx y vy son los componentes de gradiente horizontal y vertical de flujo vertical. La
orientacio´n del gradiente de flujo o´ptico horizontal en la posicio´n de p´ıxel p es dada
por θh(p) = arctan
uy(p)
ux(p)
y la orientacio´n del flujo vertical, θv(p) se puede calcular de
manera similar.
Despue´s de calcular la orientacio´n en cada p´ıxel, los pesos se asignan a los bins
basado en la orientacio´n calculado. No se considera el signo de la orientacio´n como
las te´cnicas utilizadas en la deteccio´n humana, y para cualquier a´ngulo negativo se
agrega pi radianes para convertirlo a su contraparte a´ngulo positivo. Se utiliza cuatro








. Los pesos se asignan a los bins siguiendo
un proceso de suavizacio´n, por lo tanto, para la orientacio´n del gradiente θh(p), en la
posicio´n p, que se encuentra entre dos centros θn y θn+1 del bin adyacente; es decir
















Todos los dema´s bins se mantienen sin cambios para el gradiente en particular. Los
pesos del histograma para los gradientes de la componente vertical del flujo o´ptico se
calculan de una manera similar.
Finalmente, la informacio´n del histograma para un parche de espacio-temporal P ,
se incorpora directamente utilizando una suma de los valores del histograma a nivel del
p´ıxel, el n-e´simo bin del gradiente de flujo o´ptico horizontal y el gradiente de flujo o´ptico











Los dos histogramas de un parche se concatenan en un solo vector de caracter´ıs-



















4.2.2.2. Texturas del Flujo O´ptico
La textura del flujo o´ptico mide la uniformidad del movimiento de la escena,
se calcula a partir del producto escalar de los vectores del flujo o´ptico en diferentes
desplazamientos (offsets). La uniformidad del movimiento calculado en diferentes des-
plazamientos es u´til para la deteccio´n de objetos de diferentes taman˜os (Ryan et al.,
2011).
Para calcular la informacio´n de textura de un parche espacio-temporal P . Se
calcula el producto escalar de los vectores del flujo o´ptico de los p´ıxeles p y p
′
= p+ δ,
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[u(p)u(p+ δ) + v(p)v(p+ δ)]
donde u y v representan los componentes del flujo o´ptico horizontal y vertical respecti-
vamente. En esta tesis se utiliza mu´ltiples valores de desplazamientos (δ = 1, 3, 5), para
lograr un ana´lisis multi-escala. El vector caracter´ıstico final esta representado por:
[φ(1,1,0), φ(3,3,0), φ(5,5,0)]
donde se captura la uniformidad en desplazamientos de 1, 3 y 5 p´ıxeles.
4.3. Deteccio´n de Eventos Ano´malos
En las aplicaciones reales de deteccio´n de eventos ano´malos por lo general pre-
dominan las muestras de eventos normales, y las muestras de eventos ano´malos tienen
una presencia escasa, debido a esto la etapa de entrenamiento de un modelo se hace au´n
ma´s dif´ıcil. Para abordad este problema, en esta etapa se plantea el uso del clasificador
de la distancia mı´nima para detectar eventos ano´malos.
4.3.1. Clasificacio´n basada en la Distancia Mı´nima
La clasificacio´n basada en la distancia mı´nima es una te´cnica que mide la seme-
janza entre dos muestras (Seccio´n 3.2.3). La idea principal de esta forma de clasificacio´n
es buscar alguna muestra entrenada que sea similar a la muestra de entrada (Colque
et al., 2015). La Figura 4.6 ilustra este paso de clasificacio´n, donde los puntos azules
representan a las muestras entrenadas y los puntos anaranjados a las muestras entran-
tes. Para determinar si una muestra entrante es ano´malo se establece un umbral Ut. Si
una muestra entrante es similar a alguna muestra conocida (es decir, es menor que el
umbral Ut), entonces esta muestra es clasificado como normal (caso del punto B); caso
contrario, si la muestra entrante no es similar a ninguna muestra entrenada, entonces
esta muestra sera´ clasificado como ano´malo (caso del punto A).
La clasificacio´n se realiza a nivel de cuadro (frame-level), para determinar si un
cuadro es normal se verifica que todos los parches espacio-temporales dentro del cuadro
son clasificados normales, caso contrario es considerado anormal.
4.3.1.1. Problemas de Perspectiva
El clasificador de distancia mı´nima presenta problemas de deteccio´n en v´ıdeos que
presentan problemas de perspectiva, esto debido a la distorsio´n de la perspectiva en una
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Figura 4.6: Proceso de clasificacio´n. Una muestra de evento ano´malo es representado
por el punto A y una muestra de evento normal por el punto B. Originalmente mostrado
en (Colque et al., 2015).
escena, los objetos cercanos a la ca´mara parecen ser grandes mientras que los objetos
alejados a la ca´mara parecen ser pequen˜os. Esto puede afectar significativamente a los
me´todos de extraccio´n de caracter´ısticas como tambie´n a los clasificadores, tal es el
caso de la distancia mı´nima. La Figura 4.7 muestra la variacio´n del flujo o´ptico del
mismo carro en dos diferentes profundidades de la escena.
(a) Un carro ma´s cerca de la ca´mara (b) Un carro ma´s lejos de la ca´mara
Figura 4.7: Vı´deos con problema de perspectiva, se observa la variacio´n del flujo o´ptico
segu´n la profundidad de la escena.
Para abordar estos problemas y obtener mejores resultados, se propone una clasi-
ficacio´n por regiones locales. Es decir, la escena se divide en regiones espaciales locales
de acuerdo a la profundidad de la escena, donde en cada regio´n son modeladas sus
respectivas muestras que representan eventos normales. En esta tesis se ha utilizado
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dos tipos de clasificacio´n, 01 y 04 regiones locales, como se muestra en la Figura 4.8.
Para cada regio´n las etapas de entrenamiento y prueba se realizan por separado.
(a) Una (01) regio´n local (b) Cuatro (04) regiones locales
Figura 4.8: Dos tipos de clasificacio´n por regiones locales propuesta en esta tesis.
4.4. Consideraciones Finales
El modelo propuesto trabaja en contextos predefinidos (en este caso a´reas es-
trictamente peatonales) y se utiliza la misma metodolog´ıa para detectar los eventos
ano´malos tanto globales y locales. Tambie´n en este modelo se plantea la combinacio´n
de las informaciones de movimiento y apariencia con el objetivo de superar los resulta-
dos de los me´todos de la literatura. Adema´s, se propone una clasificaciones por regiones
locales para abordar los v´ıdeos que presentan problemas de perspectiva.
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Resultados Experimentales
En este cap´ıtulo, se presenta los resultados y experimentos de la investigacio´n.
Muchos experimentos se han llevado acabo con el fin de evaluar la eficacia y la robustez
del modelo propuesto sobre los bases de datos (datasets) que esta´n disponibles pu´blica-
mente. En primer lugar, en la Seccio´n 5.1 se explica a detalle los bases de datos que se
han utilizado para evaluar el algoritmo propuesto. Luego, los criterios y los para´metros
generales para la evaluacio´n del algoritmo se definen en la Seccio´n 5.2. Finalmente,
en la Seccio´n 5.3 se analiza los resultados y se compara el modelo propuesto con los
enfoques existentes en la literatura.
5.1. Base de Datos
Para evaluar la robustez y el rendimiento del algoritmo propuesto para la detec-
cio´n de eventos ano´malos, se ha utilizado dos bases de datos pu´blicas. La base de datos
de UMN Crowd Dataset (UMN, 2012) y la base de datos de UCSD Anomaly Detec-
tion Dataset (UCSD, 2013). La primera base de datos ha sido utilizado para evaluar
la deteccio´n del Evento Ano´malo Global (EAG) y la segunda base de datos ha sido
utilizado para la deteccio´n del Evento Ano´malo Local (EAL).
5.1.1. Base de Datos de UMN
La base de datos de UMN (UMN, 2012) consiste de tres diferentes escenarios de
eventos de escape de multitud de personas, dos escenarios exteriores (outdoor) y un
escenario en ambiente cerrado (indoor); con una resolucio´n de 320 × 240 p´ıxeles. Los
eventos son considerados normales cuando los peatones caminan al azar en diferentes
direcciones en una plaza o en un centro comercial, y los eventos ano´malos cuando los
peatones se dispersan (huyen) al mismo tiempo. Hay un total de 11 v´ıdeos en toda la
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base de datos, cada v´ıdeo consiste en una parte inicial de evento normal y termina con
secuencias de evento anormal. La Figura 5.1 muestra los cuadros de los tres escenarios.
Figura 5.1: Cuadros de los tres escenarios de la base de datos de UMN, primera fila
muestra los cuadros del escenario 1, segunda fila los cuadros del escenario 2 y la tercera
fila del escenario 3.
5.1.2. Base de Datos de UCSD
La base de datos de UCSD (UCSD, 2013), ha sido adquirido con una ca´mara
esta´tica montada en altura, proyectado a una zona peatonal. Esta base de datos esta
dividido en dos grupos de bases de datos Peds1 y Peds2, cada uno contiene v´ıdeos de
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dos diferentes escenarios. Los eventos ano´malos incluyen carros, bicicletas, motocicletas
y patinadores. Los autores de este base de datos tambie´n clasifican sillas de ruedas y
coches de bebe´ como anomal´ıas. Aunque estas entidades no se pueden considerar como
eventos ano´malos en zonas peatonales, en esta tesis se consideran como anomal´ıas para
una comparacio´n exacta con los me´todos en la literatura.
5.1.2.1. UCSD Peds1
La base de datos UCSD Peds1 contiene un total de 70 v´ıdeos, 34 v´ıdeos de en-
trenamiento que consiste solo de cuadros normales y 36 v´ıdeos de prueba que consiste
de ambos cuadros normales y anormales. Cada v´ıdeo contiene 200 cuadros con una
resolucio´n de 258× 158 p´ıxeles. Un cuadro normal y anormal de esta base de datos se
muestra en la Figura 5.2.
(a) (b)
Figura 5.2: Cuadros de la base de datos UCSD Peds1, (a) cuadro normal y (b) cuadro
anormal.
5.1.2.2. UCSD Peds2
La base de datos UCSD Peds2 contiene un total de 28 v´ıdeos, 16 v´ıdeos de en-
trenamiento que consiste solo de cuadros normales y 12 v´ıdeos de prueba que consiste
de ambos cuadros normales y anormales. Los v´ıdeos contienen entre 120 y 180 cuadros
con una resolucio´n de 360× 240 p´ıxeles. Un cuadro normal y anormal de esta base de
datos se muestra en la Figura 5.3.
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(a) (b)
Figura 5.3: Cuadros de la base de datos UCSD Peds2, (a) cuadro normal y (b) cuadro
anormal.
5.2. Criterios de Evaluacio´n y Para´metros
El criterio de evaluacio´n que se ha aplicado en este modelo propuesto es a nivel de
cuadro (frame-level). Este criterio verifica si un cuadro contiene al menos un (01) parche
ano´malo, entonces este es considerado como deteccio´n. Un umbral LT es utilizado para
detectar los parches espacio-temporales ano´malos. Estas detecciones se comparan con la
anotacio´n del ground truth de cada cuadro. Es importante resaltar que esta evaluacio´n
no comprueba si la deteccio´n coincide con la ubicacio´n real del evento ano´malo.
Para medir el rendimiento del me´todo propuesto, la curva ROC o la curva de la
Caracter´ıstica Operativa del Receptor (ROC, del ingle´s Receiver Operating Characte-
ristic), el A´rea Bajo la Curva (AUC, del ingle´s Area Under Curve) y la Tasa de Error
Igual (EER, del ingle´s Equal Error Rate) son calculados. La curva ROC esta formado
por la Tasa de Verdaderos Positivos (TPR, del ingle´s True Positive Rate) y la Tasa de
Falsos Positivos (FPR, del ingle´s False Positive Rate), de las cuales la TPR determina
un clasificador mediante la clasificacio´n de casos positivos correctamente entre todas
las muestras positivas disponibles durante la prueba y la FPR determina cuantos resul-
tados positivos incorrectos se producen entre todas las muestras negativas disponibles









donde los verdaderos positivos son los eventos ano´malos correctamente etiquetados,
falsos negativos son los eventos normales incorrectamente etiquetados, falsos positivos
son los eventos ano´malos incorrectamente etiquetados y los verdaderos negativos son
los eventos normales correctamente etiquetados. Adema´s, el valor de umbral LT es
variado para generar la curva ROC.
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El AUC es el a´rea bajo la Curva ROC generado, tambie´n conocido matema´tica-










donde i = 1, ..., n y n es el nu´mero de pruebas que se realizo´ al algoritmo propuesto
con umbral LT diferente.
La Tasa de Error Igual (EER) se calcula a partir de la Tasa de Falsos Positivos
(FPR) y la Tasa de Falsos Negativos (FNR, del ingle´s False Negative Rate). Cuando
las tasas son iguales, el valor comu´n se conoce como la Tasa de Error Igual o EER. El
co´digo fuente en Matlab para calcular la EER se muestra a continuacio´n.
% t h e f p r f n r es una matr iz de 2xn conformado por f p r como f i l a 1 y fnr
como f i l a 2 .
% fp r : Tasa de Fa l sos Po s i t i v o s
% fnr : Tasa de Fa l sos Negat ivos
d i f e r e n c i a = d i f f ( t h e f p r f n r ( 1 : 2 , : ) , [ ] , 1 ) ;
i n d i c e = find (abs ( d i f f ( sign ( d i f e r e n c i a ) ) ) ˜= 0) ;
v a l o r e s = t h e f p r f n r ( 1 : 2 , i n d i c e : i n d i c e +1) ;
e e r = mean( v a l o r e s ( : ) , 1 ) ; % El va l o r de EER
Por otro lado, el modelo propuesto requiere de algunos para´metros y configura-
ciones generales para evaluar el rendimiento del algoritmo propuesto:
En la fase extraccio´n de caracter´ısticas, se divide cada cuadro entrante en par-
ches espacio-temporales sin superposicio´n. La dimensio´n de los parches espacio-
temporales se ha fijado de 20 × 20 p´ıxeles espacialmente y 7 cuadros temporal-
mente, para todas las bases de datos. Luego, para cada parche se genera un vector
caracter´ıstico que contiene las caracter´ısticas explicadas en la Seccio´n 4.2. Es de-
cir, el vector caracter´ıstico contiene dos caracter´ısticas que describen la velocidad
del flujo o´ptico horizontal y vertical, dos caracter´ısticas de la aceleracio´n del flujo
o´ptico en las direcciones horizontal y vertical, un histograma de ocho dimensio-
nes de los componentes de la gradiente del flujo o´ptico (un histograma de cuatro
dimensiones para cada direccio´n horizontal y vertical) y tres caracter´ısticas que
describen la textura del flujo o´ptico. Por lo tanto, el vector caracter´ıstico final
para cada parche espacio-temporal es de 15 dimensiones. Finalmente, la deteccio´n
se realiza mediante la te´cnica de clasificacio´n explicado en la Seccio´n 4.3.
Para reducir al mı´nimo las falsas alarmas, se ha implementado un filtraje de
post-procesamiento temporal como proceso final de clasificacio´n. Si un parche
en el tiempo t se clasifico´ inicialmente como ano´malo, verificamos sus vecinos
temporales inmediatos. Es decir, si al menos tres vecinos en el tiempo (t− 1, t−
2, t − 3) se clasificaron como ano´malos, se asume que el parche fue clasificado
correctamente como ano´mala. De lo contrario, se reclasifica como parche normal
(es decir, no ano´malo). En esta tesis la dimensio´n del post-procesamiento se ha
establecido en t = 5.
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5.3. Resultados de la Deteccio´n de Eventos Ano´-
malos
En esta seccio´n, se presentan los resultados del me´todo propuesto de deteccio´n
de eventos ano´malos. La seccio´n se divide en dos subsecciones, en la Subseccio´n 5.3.1
se presenta los resultados de la deteccio´n del evento ano´malo global (EAG) utilizando
la base de datos de UMN y en la Subseccio´n 5.3.2 se presenta los resultados de la
deteccio´n del evento ano´malo local (EAL) utilizando la base de datos de UCSD.
5.3.1. Deteccio´n del Evento Ano´malo Global
La base de datos de UMN ha sido utilizado para evaluar la deteccio´n de EAG.
Para la fase de entrenamiento se ha utilizado los primeros 300 cuadros de cada v´ıdeo y
los cuadros restantes se utilizaron en la fase de prueba.
Los resultados del me´todo propuesto sobre la base de datos UMN se muestran
en la Figura 5.4, donde se ilustra que la primera, segunda y tercera fila de ima´genes
corresponde a los resultados de la escena 1, 2 y 3 de la base de datos UMN, respectiva-
mente. Adema´s, se puede observar los dos tipos de clasificacio´n propuestas en esta tesis
(una regio´n y cuatro regiones) en la primera y segunda columna, respectivamente. Cabe
resaltar que los recta´ngulos en color rojo representan los parches espacio-temporales
detectados por la clasificacio´n propuesta.
En la Tabla 5.1 se muestra los resultados cuantitativos de nuestro experimento
sobre la base de datos UMN, utilizando los dos tipos de clasificacio´n propuestas (01 y
04 regiones). Para realizar el ana´lisis del rendimiento del me´todo propuesto se calcula
el a´rea bajo la curva (AUC) para cada escena. Los resultados sobre las escenas 1 y
3, utilizando la clasificacio´n con una sola regio´n logra un AUC de 0.9985 y 0.9954
respectivamente. Estos resultados superan a la clasificacio´n con 04 regiones. Mientras
tanto, en la escena 2 los resultados utilizando 04 regiones de clasificacio´n logra un
AUC 0.9486, el cual supera al resultado de la clasificacio´n utilizando una sola regio´n.
Cabe resaltar que los v´ıdeos de la escena 2 presentan problemas de perspectiva (ver
Seccio´n 4.3). Por lo tanto, se puede observar que la clasificacio´n de la distancia mı´nima
Me´todo propuesto AUC (01 regio´n) AUC (04 regiones)
Escena 1 0.9985 0.9962
Escena 2 0.9182 0.9486
Escena 3 0.9954 0.9951
Tabla 5.1: Resultados cuantitativos del me´todo propuesto sobre la base de datos UMN
utilizando los dos tipos de clasificacio´n propuestas (01 y 04 regiones). El a´rea bajo la
curva (AUC) de la curva ROC es calculado.
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Figura 5.4: Resultados del me´todo propuesto sobre la base de datos UMN. La primera,
segunda y tercera fila de ima´genes corresponde a las escenas 1, 2 y 3 de la base de
datos UMN, respectivamente. La primera y la segunda columna de ima´genes representa
los resultados utilizando los dos tipos de clasificacio´n propuestos, 01 y 04 regiones,
respectivamente.
utilizando 04 regiones mejora los resultados en los v´ıdeos que presentan problemas de
perspectiva.
En la Figura 5.5 se muestra las curvas ROC del me´todo propuesto utilizando los
dos tipos de clasificacio´n propuestas (01 y 04 regiones) sobre la base de datos UMN.
Como se puede observar el rendimiento del me´todo propuesto en la escena 2 utilizando
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04 regiones de clasificacio´n supera a la clasificacio´n con una sola regio´n, y en las escenas
1 y 3 el rendimiento es similar con los dos tipos de clasificacio´n propuestas.
Figura 5.5: Las curvas ROC para la deteccio´n de EAG sobre la base de datos UMN,
utilizando los dos tipos de clasificacio´n (01 y 04 regiones).
5.3.1.1. Comparacio´n con otros Me´todos de la Literatura
La Tabla 5.2 se muestra la comparacio´n cuantitativa del me´todo propuesto con
los me´todos de la literatura tales como: el modelo de fuerza social (Mehran et al.,
2009), el modelo de invariante cao´tica (Wu et al., 2010), el modelo de mezcla Gaussiana
espacio-temporal (Shi et al., 2010), el me´todo de costo de reconstruccio´n disperso (Cong
et al., 2013). Se puede observar que el me´todo propuesto supera a los resultados de
la literatura en las escenas 1 y 3 obteniendo 0.998 y 0.995 de AUC, respectivamente.
Sin embargo, los resultados del me´todo propuesto en la escena 2 es comparable con los
resultados de la literatura, debido a que los v´ıdeos de esta escena presentan problemas
de perspectiva. Cabe resaltar que el criterio de evaluacio´n de los primeros dos modelos
mencionados (Mehran et al., 2009; Wu et al., 2010) es diferente al criterio de evaluacio´n
de este modelo propuesto. Estos me´todos realizan la evaluacio´n considerando todas las
escenas como un solo conjunto de v´ıdeos de esta base de datos, obteniendo as´ı un u´nico
resultado.
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Me´todos AUC
Fuerza social (Mehran et al., 2009) 0.960
Invariante cao´tica (Wu et al., 2010) 0.990
Escena1 (Shi et al., 2010) 0.936
Escena2 (Shi et al., 2010) 0.775
Escena3 (Shi et al., 2010) 0.966
Esparso Escena1 (Cong et al., 2013) 0.995
Esparso Escena2 (Cong et al., 2013) 0.975




Tabla 5.2: La comparacio´n del me´todo propuesto con los me´todos de la literatura sobre
la base de datos de UMN, se puede observar que nuestro me´todo propuesto supera en
las escenas que no presentan problemas de perspectiva. El a´rea bajo la curva (AUC)
de la curva ROC es calculado.
5.3.2. Deteccio´n del Evento Ano´malo Local
Para la deteccio´n del EAL se realizo´ el experimento sobre las base de datos
UCSD. En la Subseccio´n 5.1.2 se describe la distribucio´n de los v´ıdeos para la fase de
entrenamiento y de prueba. Esta base de datos contiene dos conjuntos de v´ıdeos Peds1
y Peds2, cada uno ha sido grabado en un escenario diferente. Los experimentos se han
realizado por separado para cada conjunto de v´ıdeos Peds1 y Peds2, respectivamente.
Los resultados del experimento sobre la base de datos UCSD Peds1 y Peds2 se
muestran en la Figura 5.6 y 5.7 respectivamente, en cada fila de ima´genes se ilustra la
deteccio´n de los diferentes objetos ano´malos tales como: carros, bicicletas y patinadores.
Adema´s, cada columna representa los resultados de la deteccio´n utilizando los dos tipos
de clasificacio´n del me´todo propuesto. La primera columna representa los resultados de
clasificacio´n tomando los cuadros como una sola regio´n y la segunda columna dividiendo
en cuatro regiones de clasificacio´n.
La Tabla 5.3 muestra los resultados cuantitativos del experimento sobre la base
de datos UCSD Peds1 y Peds2, utilizando los dos tipos de clasificacio´n propuestos,
primero tomando cada cuadro como una sola regio´n y luego utilizando cuatro regiones
de clasificacio´n. Los resultados sobre la base de datos UCSD Peds1 logra un EER de
29.28 % y un AUC de 0.7923 utilizando cuatro regiones de clasificacio´n, este resultado
supera a la clasificacio´n utilizando solo una regio´n, esto ocurre debido a que los v´ıdeos
de esta base de datos presentan problemas de perspectiva (Seccio´n 4.3). Cuando un
v´ıdeo presenta el problema de perspectiva esto afecta la extraccio´n de caracter´ısticas
y en consecuencia dificulta la clasificacio´n. Para superar este problema se propone la
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Figura 5.6: Resultados del me´todo propuesto sobre la base de datos UCSD Peds1, en
cada fila de ima´genes se muestra la deteccio´n de los diferentes objetos como: carros,
bicicletas y patinadores. La primera y la segunda columna de ima´genes representa
los resultados utilizando los dos tipos de clasificacio´n propuestas, 01 y 04 regiones,
respectivamente.
clasificacio´n por regiones (en este caso se uso´ cuatro regiones), consiguiendo mejorar el
rendimiento del me´todo propuesto como se puede observar en el tabla de resultados.
Por otro lado, los resultados sobre la base de datos Peds2 logra un EER de 07.24 % y
un AUC de 0.9778 utilizando una sola regio´n de clasificacio´n, este resultado supera a
la clasificacio´n utilizando cuatro regiones, esto es debido a que los v´ıdeos de esta base
de datos no presentan problemas de perspectiva.
Por lo tanto, analizando los resultados obtenidos podemos concluir que la clasi-
ficacio´n por regiones (cuatro regiones) es ma´s adecuado para superar los v´ıdeos que
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Figura 5.7: Resultados del me´todo propuesto sobre la base de datos UCSD Peds2, en
cada fila de ima´genes se muestra la deteccio´n de los diferentes objetos como: carros,
bicicletas y patinadores. La primera y la segunda columna de ima´genes representa
los resultados utilizando los dos tipos de clasificacio´n propuestas, 01 y 04 regiones,
respectivamente.
presentan problemas de perspectiva, tal es el caso de los v´ıdeos de la base de datos
UCSD Peds1. Sin embargo, para los v´ıdeos que no presentan problemas de perspectiva
la clasificacio´n utilizando una sola regio´n tiende a obtener mejores resultados que la
clasificacio´n utilizando cuatro regiones, tal es el caso de la base de datos UCSD Peds2.
En la Figura 5.8 se muestra las curvas ROC del me´todo propuesto sobre la base de
datos UCSD, utilizando los tipos de clasificacio´n propuestos. Como se puede observar
el rendimiento del me´todo propuesto utilizando cuatro regiones de clasificacio´n mejora
a la clasificacio´n utilizando una sola regio´n en los videos que presentan problemas de
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01 regio´n 04 regiones
Me´todos propuesto EER AUC EER AUC
UCSD Peds1 32.33 % 0.7386 29.28 % 0.7923
UCSD Peds2 07.24 % 0.9778 07.81 % 0.9771
Tabla 5.3: Resultados cuantitativos del me´todo propuesto sobre la base de datos UCSD
utilizando los dos tipos de clasificacio´n propuestas (01 y 04 regiones). EL a´rea bajo la
curva (AUC) de la curva ROC y la tasa de igual error (EER) son calculados.
perspectiva.
Figura 5.8: Las curvas ROC del me´todo propuesto para la deteccio´n de EAL sobre
la base de datos UCSD, utilizando los dos tipos de clasificacio´n propuestas (01 y 04
regiones).
5.3.2.1. Comparacio´n con otros Me´todos de la Literatura
El rendimiento del me´todo propuesto es comparado con varios me´todos de la
literatura tales como: el modelo de fuerza social (Mehran et al., 2009), el modelo de
mezcla de texturas dina´micas (MDT) (Mahadevan et al., 2010), el me´todo de Reddy
(Reddy et al., 2011), las texturas de flujo o´ptico (Ryan et al., 2011), y el me´todo HOFM
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(Colque et al., 2015). En la Tabla 5.4 se muestra la comparacio´n cuantitativa del me´todo
propuesto con los me´todos mencionados. El rendimiento del me´todo propuesto sobre la
base de datos UCSD Peds1 logra un EER 29.2 % y un AUC de 0.792 que es comparable
con algunos me´todos de la literatura, pero algunos me´todos nos superan tal es el caso
de las texturas del flujo o´ptico (Ryan et al., 2011). El rendimiento del me´todo propuesto
sobre la base de datos UCSD Peds1 decae principalmente debido a que los v´ıdeos de
esta base de datos presentan problemas de perspectiva (Seccio´n 4.3). Sin embargo, el
rendimiento del me´todo propuesto sobre la base de datos UCSD Peds2 logra un EER de
07.2 % y un AUC de 0.977 este resultado supera a todos los resultados de la literatura.
Peds1 Peds2
Me´todos EER AUC EER AUC
Fuerza social (Mehran et al., 2009) 31.0 % - 42.0 % -
MDT (Mahadevan et al., 2010) 25.0 % - 25.0 % -
Reddy (Reddy et al., 2011) 22.5 % - 20.0 % -
Texturas (Ryan et al., 2011) 23.1 % 0.838 12.7 % 0.939
HOFM (Colque et al., 2015) 33.3 % 0.715 19.0 % 0.899
Me´todo propuesto 29.2 % 0.792 07.2 % 0.977
Tabla 5.4: Comparacio´n del rendimiento del me´todo propuesto con los me´todos de la
literatura sobre la base de datos UCSD. EL a´rea bajo la curva (AUC) de la curva ROC
y la tasa de igual error (EER) son calculados.
5.4. Consideraciones Finales
EL rendimiento del me´todo propuesto sobre las diferentes base de datos logra
superar a los resultados de la literatura en los v´ıdeos que no presentan problemas
de perspectiva. Por otro lado, los resultados del me´todo propuesto es comparable con
algunos resultados de la literatura en los v´ıdeos que presentan problemas de perspectiva.
Para abordar el problema de perspectiva en esta tesis se propone la clasificacio´n por
regiones (01 y 04 regiones) logrando mejorar los resultados.
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Cap´ıtulo 6
Conclusiones y Trabajos Futuros
En esta tesis se ha propuesto un modelo de deteccio´n de eventos ano´malos ba-
sado en las caracter´ısticas locales de movimiento y la apariencia. Las caracter´ısticas
de movimiento son adecuados para detectar eventos ano´malos que tienen una veloci-
dad de movimiento muy alta. Sin embargo, no todos los eventos ano´malos poseen una
velocidad alta. Para este tipo de eventos se introduce el uso de caracter´ısticas de apa-
riencia y as´ı lograr detectar eventos ano´malos con una velocidad normal. Las atributos
utilizados en el modelo propuesto son extra´ıdos de los parches espacio-temporales sin
superposicio´n de las secuencias de v´ıdeo con el objetivo de detectar y localizar eventos
ano´malos locales tales como bicicletas, veh´ıculos y patinadores. En la etapa de detec-
cio´n, se introduce el clasificador de la distancia mı´nima por regiones para determinar
si una muestra de prueba es ano´malo o no, utilizando un umbral predefinido. Adema´s,
cabe resaltar que el me´todo propuesto utiliza un u´nico modelo general para detectar
ambos tipos de eventos ano´malos globales y locales.
El me´todo propuesto ha sido evaluado en varios conjuntos de bases de datos tales
como UMN y UCSD, para verificar su rendimiento. Los experimentos muestran que
los resultados del me´todo propuesto son comparables con los trabajos de la literatura
y en algunas bases de datos logra superarlas. Por ejemplo, en la base de datos UCSD
Peds2 se logra un EER de 07.2 % y un AUC de 0.977 y en la base de datos UMN
(escena 1 y 3) se obtiene un AUC de 0.998 y 0.995, respectivamente. Sin embargo
los resultados decaen por debajo de los resultados de la literatura cuando los v´ıdeos
presentan problemas de perspectiva. Para abordar el problema de perspectiva en este
tesis se propone la clasificacio´n por regiones locales (01 y 04 regiones) logrando mejorar
los resultados sobre la base de datos Peds1, de un EER de 32.3 % a 29.2 % y de un AUC
de 0.738 a 0.792 y en la base de datos UMN (escena 2) de un AUC de 0.918 a 0.948,




Una de las principales limitaciones del me´todo propuesto se presenta en la fase
de extraccio´n de caracter´ısticas de los v´ıdeos con problemas de perspectiva. Debido al
problema de perspectiva algunos eventos ano´malos no pueden ser detectados. Por ejem-
plo, cuando el evento ano´malo esta ma´s lejos de la ca´mara, la tasa de falsos negativos
incrementa. Adema´s, otra limitacio´n en la etapa de deteccio´n de eventos ano´malos es
establecer manualmente el umbral para determinar si la muestra entrante es ano´malo
o no.
6.2. Trabajos futuros
Como trabajo futuro se enfocara´ extender la evaluacio´n del me´todo propuesto
sobre otras bases de datos, experimentar con otras caracter´ısticas y modelos de apren-
dizaje para detectar eventos ano´malos en diferentes contextos. Tambie´n se investigara´
acerca de los v´ıdeos que presentan problemas de perspectiva para poder realizar de ma-
nera ma´s eficaz la extraccio´n de caracter´ısticas y la clasificacio´n de los eventos ano´malos.
Adema´s, en la etapa de deteccio´n utilizar un umbral adaptativo para el clasificador de
distancia mı´nima.
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