Although Microarray technology has allowed scientists to measure the mRNA expression levels of thousands genes simultaneously, it is still a challenging task to discover a small subset of genes that are highly associated to a biological process or disease pathogenesis. Many computational techniques have been designed to solve this gene selection problem. Correlation-based selection algorithms are one of the most popular methods. In this paper, we extend the traditional statistical metric to a broader way in which the relation between a gene vector and the label vector is particularly special such that the relation cannot be replicated by randomly shuffling the gene expressions or sample statuses. The existing direct statistical testing methods can be considered as a first-level metric; the relevance of each gene can be then verified through a second-level significance testing on this first-level metric calculated from the original data and many shuffled data. We show that the two-layer statistical testing methods can also produce higher classification performance, comparing with three popular filter-based methods, the Relief-F, FCBF, and mRMR based on the leave-one-out classification accuracy and AUROC (Under the Receiver Operating Characteristic Curve) on four public microarray data. These results suggest the effectiveness of our data shuffling and Author statistical analysis. Meanwhile, the top ranked genes selected from our strategy have also been verified by biological analysis.
Introduction
DNA Microarray technology (including the cDNA microarray and the GeneChip) enables scientists to measure the expression levels of thousands of genes for hundreds of samples in a single microarray experiment. DNA Microarray technology has been broadly used in laboratories and its affiliated gene selection problem has also been largely studied for last ten years in research area. Analyzing microarray data is critical to discover the pathways and regulation networks of genes, and further to understand biological functionality of genes, even disease pathogenesis (Dudoit et al. 2002, Lee and Lee 2003) . Many computational approaches have been studied to analyze microarray data, such as differential gene expression analyses, clustering analyses and supervised machine learning (Baldi and Long 2001 , Guyon et al. 2002 , Varshavsky et al. 2007 , Saeys et al. 2007 ), etc. One popular computational method for DNA microarray data is to perform classification analysis on different samples (e.g., healthy and cancerous tissues from healthy people and patients respectively) to build predicting models in order to diagnose or pre-diagnose diseases on future cases (Statnikov et al. 2005 ). However, a big challenge of studying microarray data is the large amount of genes and exponentially large number of relations to be investigated. Therefore, selecting a small informative subset of genes-gene selection problemfrom microarray data has been considered as one of the most challenging problems among microarray studies. The benefits of gene selection are at least three-folds: 1) discovering critical genes to understand their functionalities, 2) identifying effective disease-related biomarkers to save future examination costs when diagnosing new patients 3) and reducing computational burden in subsequent classification task, (e.g., as a data preprocessing step) (Saeys et al. 2007) .
Gene selection is similar to the traditional feature selection problem in machine learning field, which has also been studied for many years (Jiang et al. 2004 , Varshavsky et al. 2007 , Saeys et al. 2007 , Ressom et al. 2008 ). The goal is to select a small subset of features from the original gene/feature set that are relevant to the categories/labels of observations. Since most feature selection methods are designed for binary classes (e.g., positive or negative samples, healthy or sick tissues), we focus on selecting informative genes/features for microarray data with two different statuses in this paper. Gene selection directly extracts useful features from the original feature space, without altering the information, thus it's easy for a domain expert to interpret selected genes. Hence, feature selection methods are more favourable than other dimension reduction techniques, such as principal component analysis and selforganizing maps. With selected features, prediction models can be easily built to produce high accurate diagnosis on future observations or cases.
In traditional feature selection study, features can be classified into three disjoint sets based on their relations with the target class: strongly relevant, weakly relevant and irrelevant (Yu and Liu 2004) . This phenomenon also applies to gene selection. Strongly relevant genes have strong correlations with the disease status, and are always needed for building accurate classifiers; removing these genes from classifiers will decrease the predicting accuracy significantly; weak relevance means these genes are weakly related to the target class, and are not necessary for building an accurate predicting classifier; but they may be needed when their equivalent genes are removed; irrelevant genes are unnecessary at all to distinguish the category of samples and thus can be safely removed from building the classification model. Hence, an optimal subset for gene selection should include all strongly relevant genes, and some of weakly relevant genes, and none of the irrelevant genes Liu 2004, Zhang and Deng 2007) . Since the combination of subsets of thousands genes is immensely large, various heuristic and greedy approaches have been studied for gene selection to extract optimal or sub-optimal relevant gene subsets from all candidates.
Based on the strategy of selecting suitable gene subsets to validate their effectiveness, gene selection methods are divided into three classes: filter, wrapper and embedded (Liu and Yu 2005 , Saeys et al. 2007 , Zhang and Deng 2007 . In this paper, we focus our study on the filter methodsusing statistical metrics to evaluate the distinguishing ability of each gene to the sample target class. Such gene ranking metrics are normally effective and fast; examples include the Signal-to-Noise (S2N), Fisher Criterion (FC), and Student's t-test (ST) (Tang et al. 2007 ), Relief-F (Kononenko 1994) , FCBF (Yu and Liu 2004) , and mRMR . Here, we propose a simple but effective filtering gene selection method based on data shuffling and statistical analysis. In the traditional univariate filtering method, a gene having high correlation with the sample category or target class is considered as an informative gene marker; ranking the correlations of all genes with the target class decreasingly will result in top k highly disease-related genes, where k can be defined by users.
We extend this idea to a broader way in which the relation between a gene vector and the target vector is particularly special such that the relation cannot be replicated by randomly shuffling either the gene expression values or the target labels. More specifically, we first randomly change the sample labels in the original data to get numerous groups of shuffled data. Then, a simple metric consisting of the data characteristics of the two classes can be used to record the statistical information of the original data and shuffled data. Next, through calculating the significance of these metric values on original data against many shuffled data, it could indicate whether the relation of each gene with the target class in original microarray is extremely rare or not. Ranking these levels of significance naturally leads to gene selection.
The organization of this paper is as follows. In Section 2, we introduce some notations used through this paper for clarification. Section 3 reviews the background of gene selection and latest works on this topic. Due to numerous methods proposed in literature, only some popular and important strategies are discussed and we mainly focus on the filtering category. In Section 4, we naturally introduce our data shuffling and statistical analysis method by extending the fundamental ideas of traditional statistical filtering methods. Subsequently, experiments with four public microarray data sets are used to verify the effectiveness of our methods with comparable computational results in Section 5. Experiments with several filtering methods, such as Relief-F, FCBF, and mRMR have also been performed to compare their performance with ours. Finally, in section 6, we conclude our works and propose a generalized framework for future research.
Notations
Throughout this paper, we will use the following notations to describe the gene selection problem and our methods. Given a microarray expression data matrix with n samples and m genes, it can be represented by:
where each row vector s (1 ≤ ݅ ≤ ݊) represents all gene expressions of a single sample or tissue, each column vector g (1 ≤ ݆ ≤ ݉) is the expression of a single gene across all samples, and each ‫ݔ‬ is the ݆‫ݐ‬ℎ gene level of the ݅‫ݐ‬ℎ sample. Meanwhile, ‫ݕ‬ is the target class of the ݅‫ݐ‬ℎ sample, and ‫ݕ‬ ∈ {+1, −1}, where +1 represents positive (e.g., cancerous or unhealthy) class and -1 means the negative (e.g., normal or healthy) class. Let us also assume samples are ordered by ‫ݕ‬ ; that is, the first p samples ‫ݏ(‬ ଵ , ‫ݏ‬ ଶ , … , ‫ݏ‬ ) are positive samples and all the rest ‫ݏ(‬ ାଵ , ‫ݏ‬ ାଶ , … , ‫ݏ‬ ) are negatives.
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The aim of gene selection is to select a subset of genes G' = ሾg ଵ ᇱ , g ଶ ᇱ , … , g ୩ ᇱ ሿ, k ≪ m, which contains relevant genes to differentiate the sample classes. Generally, selected genes are ordered by their relevance, that is,
, where r(g ୧ ᇱ ) is the relevance degree of gene i.
Related Works
As briefly mentioned in introduction, gene selection and feature selection problem have been substantially studied in bioinformatics and machine learning areas (Jiang et al. 2004 , Liu and Yu 2005 , Tang et al. 2007 , Saeys et al. 2007 ). Selected features should have strong differential ability to accurately classify the samples or observations. Without domain knowledge from experts, how to verify their performance is usually done by building machine learning classifiers with these features on training data and then verifying the prediction accuracy on testing data. Meanwhile, building accurate prediction classifiers for future data analysis is also a natural subsequent process of feature selection with great importance, e.g., such prediction system is very useful for early time disease diagnosis in hospital, or stock trading in market. Therefore, in many cases, feature selection and classification models are studied together.
Based on the different strategies used for generating and evaluating subsets Liu 2004, Liu and Yu 2005) , feature selection methods broadly fall into three main categories: the filter method, the wrapper method and the embedded method. Correspondingly, Saeys et al. (2007) did a comprehensive review of current feature selection technologies in bioinformatics and classify most methods into the aforementioned taxonomy. Since we only focus on Filter methods, interested readers could refer to (Saeys et al. 2007 ) for other methods.
Filter Methods
Filter methods rely on evaluating individual or group of genes based on their dependencies with the target class. Many filter methods use statistical correlation metrics or information gain to measure the relevance of every gene. No classification techniques are involved in this selection process. Therefore, filter methods are normally efficient and fast, and thus are scalable to high-dimensional datasets, as in microarray data. Two strategies exist to evaluate the dependency of genes: univariate and multivariate. Univariate filtering methods consider each gene/feature individually ignoring the dependencies between features. For example, three commonly used statistical ranking metrics in the literature for gene selection (Tang et al. 2007 ) are the signal-to-noise (S2N), fisher criterion (FC), Student's T-test (ST). The following Equation 2 is the formula of S2N metric:
-Signal-to-Noise (S2N):
where ߤ (+) and ߤ (−) are the mean values of the ݅‫ݐ‬ℎ gene's expressions on positive and negative samples, respectively; ߪ (+) and ߪ (−) are the corresponding standard deviations. A larger ‫݃(ݎ‬ ) means higher distinguishing ability for classification. Based on ranking the genes with ‫݃(ݎ‬ ) in decreasing order, and top k genes can be returned as informative genes for further classification modelling.
On the other hand, multivariate methods take the interactions and dependencies among features into account. Relief-F (Kononenko 1994) , FCBF (Yu and Liu 2004) and mRMR ) are top effective methods in this kind. Relief-F was introduced by I. Kononenko in (Kononenko 1994) . The idea of Relief-F is to iteratively estimate feature weights based on their discrimination ability between different classes from their neighbouring samples. In each iteration, a sample s is randomly selected and then two nearest neighbours are found, in which one is from the same class (called nearest hit, NH(s)), and the other is from a different class (called nearest miss, NM(s)). Then the weight of every feature is updated:
where ‫ݏ‬ () is the ݅‫ݐ‬ℎ gene expression of sample s, ‫ܯܰ‬ () ‫)ݏ(‬ and ‫ܯܰ‬ () ‫)ݏ(‬ are the ݅‫ݐ‬ℎ gene expression of nearest-hit sample and nearest-miss sample, respectively.
FCBF developed a symmetrical uncertainty (SU) based on information gain to measure the normalized entropy between two features (Yu and Liu 2004) . Then, ranking the SU value of every feature with the target class will result in a list with gene weights, without any interactions among features (a predefined threshold can be set to remove features with lower SU values). Next, a sequential forwarding check loop is performed through the list to eliminate later features that are redundant or correlated with former features. Finally, top k features in the list are returned. Obviously, the FCBF uses a heuristic method to consider the dependencies among pair of features. mRMR considers both the relevance of features to the target class and also the redundancies among features . The mutual information theory is the foundation of the mRMR method, and the objective is to minimize the redundancy between every pair of features and maximize the relevance between features and targets, as described in following formula :
where S is the set of selected features, ‫,݅(ܫܯ‬ ݆) is the mutual information between feature i and j, and h is the target class. Incrementally adding one feature at a time to the candidate feature pool is performed to heuristically find the maximum. Numerous new approaches have been continuously proposed in the literature, and more sophisticated techniques are involved, such as genetic algorithms. Interested readers can refer to the bibliography of related references (Li et al. 2003 , Saeys et al. 2007 , Tang et al. 2007 , Pirooznia et al. 2008 , Horng et al. 2009 ).
Proposed Method
Here, we propose a new strategy of filtering (ranking) method for gene selection, using data shuffling and statistical analysis. In traditional correlation-based filter methods (Tang et al. 2007 ), e.g., S2N, FC, ST, each individual gene is ranked based on a specific correlation metric with the target class. For example, T-statistics method assume expression values of each gene from positive and negative samples are independently normally distributed, and then uses the Student's T-test to measure the significance of difference of two categories. Higher Student's T-test values mean higher significance of being difference and the corresponding genes are more informative. From statistics point of view, such hypothesis test provides certain confidence of showing the difference calculated under these formulas (Eq. 2-4) is significant and trustful. This level of significance analysis is directly performed on the original microarray data, and we denote this first-level significance testing on gene i as a general metric ܵ1(݃ ):
where ‫݃(ݎ‬ ) is any regular statistical metrics, e.g., Eq.2-4. Since microarray data normally have small sample sizes but thousands genes, it is possible that the above criteria (1-3) could produce high significance on some genes just due to random chances. Therefore, to further calculate the significance of first-level significance ܵ1, another level of statistical analysis should be introduced. In other words, we need to know whether each ܵ1(݃ ) is produced by random permutations of gene expression values or not; alternatively speaking, in what chances that the first-level significance value ܵ1(݃ ) is generated by the original gene expressions on positive and negative samples. To calculate such chances, we could compute all first-level significance ܵ1'(݃ ) of randomly shuffled samples on ݅‫ݐ‬ℎ gene, and then use statistical hypothesis test to test the significance of ܵ1(݃ ) over all ܵ1'(݃ ). Collecting ܵ1'(݃ ) can be done by randomly shuffling the target labels; that is, randomly choose p samples out of total n samples and consider them as positive samples, resulting in new microarray data ‫'ܦ‬ ଵ and ܵ1 ଵ ᇱ (݃) = ‫ܦ(ݎ‬ ଵ ᇱ ). Repeatedly shuffling the target labels of all samples until any p samples are considered as positives, we can collect all first-level significance values ܵ1'(݃). To efficiently generate all permutations of p positive samples, a simple sequential listing method can be used instead of random generation. is computationally intensive, and thus impractical. However, to simulate the distribution of ܵ1'(݃ ), we only need to randomly generate moderately large number of permutations for each gene, e.g., 1000 shuffles on hundreds samples. This is because the exact chance of generating ܵ1(݃ ) among all shuffles is not necessary, but its statistical significance. Now, the second-level of significance testing (using statistical hypothesis test) can be performed on first-level significance value ܵ1(݃ ) against many shuffled significance values ܵ1'(݃ ). Without losing generality, we denote this second-level of significance on gene i as ܵ2(݃ ), and use the twosided test to evaluate the significance on ܵ1'(݃ ): where ‫,ܣ(ܪ‬ ‫)ܤ‬ means a two-tailed hypothesis test of first term A drawn from the population B, ‫'ܦ‬ = ሾ‫'ܦ‬ ଵ , ‫'ܦ‬ ଶ , … , ‫'ܦ‬ ௧ ሿ are the all shuffled microarray data, and t is the times of shuffling (e.g., t=1000 as in our experiments).
To calculate significant index of S2(g ୧ ), we have to determine a specific kind of two-tailed test to use, thus the distribution of shuffled significance S1'(g ୧ ) need to be known. Obviously, the distribution of S1'(g ୧ ) is directly based on the first-level metric r(g ୧ ); such distributions may be hard to calculate if the metric is complicated.
Fortunately, it is not necessary to get the exact value of S2(g ୧ ), but to rank all genes based on their importance or significance. Thus, an approximate way to check the significance of S1(g ୧ ) is to use the ranking percentage of its value among the ordered list of all S1'(g). In other words, the percentage of values in S1'(g) that are bigger than S1(g ୧ ) if S1(g ୧ ) ≥ μ(S1'(g)), or smaller than S1(g ୧ ) if S1(g ୧ ) < μ(S1'(g)), is taken as its significance ranking.
ܵ2(݃ ) = ‫(ܪ‬ ‫݃(ݎ‬ ) , ‫݃(ݎ‬
where ܲ(ܽ < ‫)ܤ‬ means the percentage (probability) of value a less than values in B. Note that if ܵ1(݃') = ‫)'݃(ݎ‬ is normally distributed, the two-tailed hypothesis test is corresponding to two-tailed Z test, and ܵ2(݃ ) is approximated by z-score. To verify the above idea, we propose a new simple first-level statistical metric and then develop a new algorithm based on the label shuffling and statistical analysis strategy. Different with the three metrics shown in section 3, which try best to differentiate the positive samples from negative samples, this new metric only on each gene contains basic information about two sample categories:
Obviously, Eq. 8 is similar to the signal-to-noise metric in Eq. 2; however, it is the difference between individual S2N values on two classes. Notice that this ‫ݎ‬ ௪ (݃ ) does not promise the bigger it is, the more separate the positive and negative samples are.
The first step is to collect ܵ1(݃ ), i.e., ‫ݎ‬ ௪ (݃ ), for all genes on the original microarray data ‫.ܦ‬ Next, we randomly choose p samples out of all samples and treat them as positives to calculate a new ܵ1 ଵ ᇱ (݃ ) = ‫ݎ‬ ଵ (݃ ᇱ ) for every gene. This step is repeatedly performed t times ‫ݐ(‬ ≫ ݊) to
. Then, we use (8) to calculate all ܵ2(݃ ) and rank all genes accordingly. Top k genes based on ܵ2(݃ ) are selected as top informative genes. The general framework of this algorithm is described in Table 1 .
The time complexity of this algorithm is ܱ(݊ * ݉ + ݊ * ݉ * ‫ݎ݁ݐ݅_ݔܽ݉‬ + ݉ * ‫)ݎ݁ݐ݅_ݔܽ݉‬ = ܱ(݊ * ݉ * ‫.)ݎ݁ݐ݅_ݔܽ݉‬ Obviously, how to choose a proper number for shuffle iteration is an important factor to impact the running time. The larger the ‫ݎ݁ݐ݅_ݔܽ݉‬ is, the more accurate and stable the results will be, especially the p-value. Hence, ‫ݎ݁ݐ݅_ݔܽ݉‬ should be at least larger than 1000 so that the precision of p-value can be reached to 0.001 (Moore and McCabe 2009) . To show the effect of data shuffling, we randomly choose 4 genes from the public AML/ALL microarray data sets (Golub et al. 1999 ) and use Eq. 8 to get its distribution of shuffled first-level statistical metric s‫ݎ‬ ௪ (݃ ), as shown in Fig. 2 . To see the density fluctuations between different scales of shuffle iterations, we performed 4,000 and 40,000 times of shuffling on four genes from the AML/ALL data (in Fig. 2(a) and Fig. 2(b) ). From Fig. 2 , we can relatively assume that most ‫ݎ‬ ௪ (݃ ) satisfy normal distributions, and our second level of significant testing formula Eq. 8 is appropriate. To verify the performance of selected genes via our above algorithm, we apply the most commonly used classification model-SVM-as our evaluation learner. Meanwhile, the leave-one-out (LOO) training and testing strategy is adopted; that is, each single sample from the microarray data will be left out as a testing dataset, and all others are used as training dataset for SVM learning. After every sample has been used as testing, the overall prediction accuracy and Area under Receiver Operating Characteristic Curve (AUROC) will be reported.
To compare the classification difference between genes selected with first-level metric and second-level metric, we also use top ranked genes from first-level for the classification task. If the second-level metrics greatly improve classifiers' accuracy, this will substantially prove the usefulness of our above methods. Meanwhile, other filtering methods such as Relief-F, FCBF, and mRMR are also used in our experiment, to broadly compare with our methods. How many top genes (k) should be chosen for comparison is a hard question to answer. This question can be answered by calculating the p-value of the first-level metric among the shuffled first-level metrics. For example, if we set the desired p-value threshold to be 0.01, then k is the number of genes which satisfy ܵ2(݃ ) < 0.01. Hence, k can be automatically determined by counting the satisfied second-level metrics, once p-value threshold is chosen. However, to better show the computational cross-validation performance, we set k with a broad range, k=2 1 , 2 2 , … , 2 8 , in our experiments to produce a series of results.
Data Sets and Experiments
To verify the proposed method, we perform extensive experiments on four public microarray data, comparing with several popular filtering methods, i.e., the Relief-F, FCBF, mRMR. Linear SVM is used as the basic classifier to measure the performance of selected genes.
Microarray data sets
Four public microarray data 1 are used for simulation. The first data set is the embryonal tumours data (dataset C) (Pomeroy et al. 2002 ) of the central nervous system which contains 60 samples and 7,129 gene values for each sample. The second data set is the lymphoma data (Alizadeh et al. 2000) . There are 62 malignant and 34 normal samples, consisting of 4,026 genes each. The third data set is the AML/ALL leukaemia data set (Golub et al. 1999) , consisting of 72 samples and 7,129 genes. 47 samples are ALL and 25 AML. The fourth data set is the prostate data set (Singh et al. 2002) , consisting of 102 samples and 12,600 genes. Note that all the microarray data have been normalized in the range [0, 1] before processing. Data characteristics are described in Table 2 .
Table 2. Characteristics of Microarray Data Sets
Name #samples #Ratio (+:-) #Genes Embryonal (Pomeroy et al. 2002) 60 21:39 7,129 Lymphoma( (Alizadeh et al. 2000) 96 34:62 4,026 AML/ALL (Golub et al. 1999) 72 25:47 7,129 Prostate (Singh et al. 2002) 102 52:50 12,600
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Experiment settings
The LibSVM Toolbox (Chang and Lin 2001) for MATLAB version is adopted for the implementation. The programs are implemented with MATLAB language and experiments are performed on an Intel QuadCore Dell desktop with 2.4GHz CPU and 3G memory. The linear SVM classifier is used for evaluation and the cost C is set with 1 (default settings).
Note that to avoid the instability brought by randomization, the Algorithm 1 has run nr=10 times separately and then genes are finally ranked by averaging their rankings over all runs. In each run, the number of data shuffling ‫ݎ݁ݐ݅_ݔܽ݉‬ is set as 1,000. Thus, the total time complexity of our algorithm is around ܱ( ݊ * ݉ + ‫ݎ݊‬ * ‫ݎ݁ݐ݅_ݔܽ݉‬ * ݊ * ݉ + ‫ݎ݊‬ * ݉) = ‫ݎ݁ݐ݅_ݔܽ݉(ܱ‬ * ݊ * ݉), where nr is the number of runs. Since we have to choose a relatively large ‫ݎ݁ݐ݅_ݔܽ݉‬ for better simulating the distribution of shuffled significance values, the computation cost for our algorithm is relatively higher. However, all the experiments can be finished within a couple of hours using modern desktops. The longest running time for our experiments is about 6 hours for the prostate data set, which has the most number of genes.
Computational results
We first conduct experiments to verify the classification gain from using first-level metric to second-level metric. Then, we compare our second-level statistical methods with other existing filtering methods, i.e., S2N, Relief-F, FCBF, and mRMR.
Comparison between First-level metric and Second-level metric
We show the accuracy and AUROC of LOO cross validation on four data sets with both the first-level metric (Eq. 8) and second-level (Eq. 7) metrics, employing a linear SVM classifier, as in Table 3 From above results, we found that the average performance on selected genes using second-level significance testing are greatly improved on lymphoma, prostate and AML/ALL data sets. Noticeably, the prediction accuracy on embryonal tumour, prostate and AML/ALL data set has increased by about 20%, which is extremely significant. The reason for this huge improvement is probably because the two-tailed test on second-level metrics is consistent with shuffled distributions of most genes in these two data sets. Therefore, two levels of statistical metrics could efficiently capture most informative gene markers. The experiments on lymphoma data just show 4% improvement on accuracy (from 83.3% to 87.9%); since the accuracy is already high, it is hard to receive much gain with second-level metrics.
These computational results substantially suggest that even a very weak first-level statistical metric can still achieve high classification performance if its second-level metric is properly used for gene selection. Thus, our proposed two-level statistical analysis is quite effective.
Meanwhile, to fairly compare our method with other general statistical metrics, we also replaced the metric used in first-level Eq. 8 with the three traditional indices (Eq. 2-4) and conducted the whole strategy for gene selection. The results show that the top 64 genes selected with secondlevel significance testing are extremely same with genes from these traditional single-level metrics (S2N, FC, ST), only slightly differences in the orders. Results with S2N (Eq. 2) are shown in Table 5 and Figure 4 . As we can clearly see, the LOOCV accuracy and AUROC are quite similar with first-level metric and second-level metric. Plus, the results with second-level metric are slightly better than these traditional one-level statistical analyses. 
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As described earlier, several filtering methods, i.e., Relief-F, FCBF, mRMR, are also employed for comparisons. Table 6 -9 and Figure 5 -6 show the LOOCV linear SVM classifier performance on k top ranked genes, where k is chosen to be 2 1 , 2 2 , … , 2 8 . 
Clearly from above results, the classification accuracy and AUROC of our methods are quite comparable with other methods, although not superior to others, on the lymphoma, AML/ALL and prostate data. Only on the embryonal tumour data, our methods have shown relatively low accuracy and AUROC, compared with other three methods.
Biological analysis on selected genes
Except for the computational comparisons to verify the effectiveness of our new methods, investigating previous publications for selected genes is faster and more efficient. We list top ranked genes on embryonal tumour and AML/ALL data set selected from our proposed methods and also their function descriptions 1 in the following table for better understanding of the results. Table 10 . Top ranked genes selected from embryonal data by our methods
Conclusion
In this paper, we extend the traditional correlation-based filtering gene selection methods to a broader aspect and propose a new computational approach using data shuffling and two levels of statistical analysis for effective gene selection. A first-level statistical metric is designed as the basis to record each gene's importance on original microarray data and label-shuffled data. Then, a second-level statistical testing is properly performed to discover the real informative genes with significant firstlevel metrics. Computational results comparing with several popular filtering methods have generally shown the effectiveness of our data shuffling and statistical analysis based on a simple intuitive first-level statistical index. We checked the genes selected from above methods by searching the gene ID through on-line biological tools and found many top ranked genes are strongly related to the corresponding diseases, which highly suggest the potential impacts of our proposed methods.
The method proposed in this paper can also be easily extended as a general framework for solving other feature selection problems in machine learning and data mining repositories. More future research on this topic shall be investigated.
