Abstract. The fixed point set of the affine Weyl group ( e A 2n+1 , e S) under a certain group automorphism α with α( e S) = e S can be considered as the affine Weyl group ( e Cn, S). Then we study the cells of the weighted Coxeter group ( e Cn, e 2n+1 ) with e 2n+1 the length function of e A 2n+1 . We give an explicit description for all the cells of ( e Cn, e 2n+1 ) corresponding to the partitions k1 2n+2-k and (h, 2n + 2 − h) for any 1 k 2n + 2 and n + 1 h 2n, and also for all the cells of ( e C 3 , e 7 ).
where k is even.
The connectedness is an important structural property for the cells. We prove in E λ with λ ∈ {k1 2n+2−k , (h, 2n + 2 − h) | k ∈ [2n + 2], h ∈ [n + 1, 2n + 1]} ∪ Λ 8 that all the left cells are left-connected and that all the two-sided cells are two-sided-connected.
The generalized tabloid and the generalized τ -invariants are two complete invariants for the left cells of A 2n+1 . Those invariants will be very useful in determination of left cells in our considered cases.
The contents of the paper are organized as follows. We collect some concepts and known results concerning cells of the weighted Coxeter groups ( A 2n+1 , 2n+1 ) and ( C n , 2n+1 ) in Sections 1-2. We give some criteria for the vanishing of the set E λ in Section 3. In Sections 4-5, we give an explicit description for all the cells of ( C n , 2n+1 ) corresponding to the partitions k1 2n+2-k and (h, 2n + 2 − h) for all k ∈ [2n + 2] and h ∈ [n + 1, 2n + 1] respectively. Finally, we describe all the cells of ( C 3 , 7 ) in Section 6.
The weighted Coxeter groups ( A 2n+1 , 2n+1
) and ( C n , 2n+1 ).
In this section, we assemble some concepts and known results concerning cells of a weighted Coxeter group (W, L), in particular, in the cases where (W, L) is either ( A 2n+1 , 2n+1 ) or ( C n , 2n+1 ). proved that the function a is constant on any cell of W when W is either a finite or an affine
Let (W,
Coxeter group and when (W, L) is either in a split case or in a quasi-split case.
For any X ⊂ W , write X −1 := {x −1 | x ∈ X}.
Lemma. (see [7, Lemma 1.7]) Suppose that W is either a finite or an affine
Coxeter group and that (W, L) is either in a split case or in a quasi-split case.
Let E be a non-empty subset of W satisfying the following conditions: (a) There exists some k ∈ N with a(x) = k for any x ∈ E; (b) E is a union of some left cells of W ; (c) E −1 = E.
Then E is a union of some two-sided cells of W .
From now on, we concentrate ourselves to the weighted Coxeter groups ( A 2n+1 , 2n+1 ) and ( C n , 2n+1 ), where 2n+1 is the length function of the affine Weyl group A 2n+1 . Let α := α 2n+1,n : A 2n+1 −→ A 2n+1 be the group automorphism determined by α(s i ) = s 2n+1−i for i ∈ [0, 2n + 1]. Then the affine Weyl group C n can be realized as the fixed point set of A 2n+1 under α, which can also be described as a permutation group on Z as follows. Fix w ∈ A 2n+1 . For any i = j in [2n + 2], we write i ≺ w j, if there exist some p, q ∈ Z such that both inequalities 2pn + 2p + i > 2qn + 2q + j and (2pn + 2p + i)w < (2qn + 2q + j)w hold. In terms of matrix entries of w, this means that the entry 1 at the position (2qn + 2q + j, (2qn + 2q + j)w) is located at the northeastern of the entry 1 at the position (2pn + 2p + i, (2pn + 2p + i)w). This defines a partial order ≺ w on the set [2n + 2].
The affine Weyl group
Sometimes we identify a w-chain a 1 , a 2 , . . . , a r with the corresponding set {a 1 , a 2 , . . . , a r }.
. Let d k be the maximally possible cardinal of a k-w-chain-family for any k 1. Then there exists some r 1 such that 
Let 2n+1 , be the length functions on the Coxeter systems (
respectively. By the definition in 1.1, we see that the weighted Coxeter group ( A 2n+1 , 2n+1 ) is in a split case, while ( C n , 2n+1 ) is in a quasi-split case (see [4, Lemma 16.2 
]).
For any x ∈ A 2n+1 and k ∈ Z, let m k (x) = # {i ∈ Z | i < k and (i)x > (k)x}. Then the formulae for the functions 2n+1 and are as follows. (
, where x stands for the largest integer not larger than x and |x| for the absolute value of x for any x ∈ Q.
1.8. Let , C be the Bruhat-Chevalley orders on the Coxeter systems ( A 2n+1 , S), ( C n , S), respectively. Since the condition x C y is equivalent to x y for any x, y ∈ C n , it will cause no confusion if we use the notation in the place of C . Hence from now on we shall use for both and C .
Let L(x) = {s ∈ S | sx < x} and R(x) = {s ∈ S | xs < x} for x ∈ A 2n+1 and let L(y) = {t ∈ S | ty < y} and R(y) = {t ∈ S | yt < y} for y ∈ C n .
Corollary. (comparing with [7, Corollary 2.6])
For any x ∈ C n and i ∈ [0, n],
1.10.
For any a ∈ Z, denote by a the unique integer in [2n + 2] satisfying a ≡ a (mod 2n + 2). It is known that any w ∈ C n is determined uniquely by the n-tuple ((1)w, (2)w, . . . , (n)w). Hence we shall identify w with the n-tuple ((1)w, (2)w, . . . , (n)w) and denote the latter by [(1)w, (2)w, . . . , (n)w] in such a sense. Let w = [a 1 , a 2 , . . . , a n ] and
we have a j = a j for j ∈ [n] − {i, i + 1} (set difference) and (a i , a i+1 ) = (a i+1 , a i ); when i = 0, we have a j = a j for j ∈ [2, n] and a 1 = −a 1 ; when i = n, we have a j = a j for j ∈ [n − 1] and a n = 2n + 2 − a n . On the other hand, when i
Let η be the group automorphism of C n determined by the condition η(t i ) = t n−i for any i ∈ [0, n]. 
For any
Regarding C n as a subset of A 2n+1 , an element w ∈ C n is in D R (i) if and only if w is in In the remaining part of the paper, when we mention a right star operation and the generalized τ -invariants on w ∈ C n , we always mean that w is regard as an element of A 2n+1 .
We make such a convention once and forever. Sometimes we join two vertices x, y ∈ C n in a graph by a dashed edge to indicate the
and that y can't be obtained from x by a pair of right star operations in A 2n+1 .
1.14. Example. In Figure 4 (see 6.4), the elements
we use a boldfaced letter i to denote the generator t i , hence, for example, the notation 02 stands for the set {t 0 , t 2 }. y and z are joined by a solid edge since y −1 z = t 2 ∈ S and z can be obtained from y by a right {s 2 , s 3 }-star operation followed by a right {s 4 , s 5 }-star
However, x and y are joined only by a dashed edge since x −1 y = t 3 and
x can't be obtained from y by a pair of right star operations. We see from Figure 4 that x, y, z have pairwise different generalized τ -invariants.
This defines a partial order on Λ 2n+2 .
It is well known that if x ∈ A 2n+1 and s ∈ L(x) and t ∈ R(x) then ψ(sx), ψ(xt) ψ(x)
(see [5, Lemma 5.5 and Corollary 5.6] ). This implies by Corollary 1.9 that if x ∈ C n and
indicating whether the relation refers to the group A 2n+1 or C n . 
A non-empty subset E of a Coxeter group W = (W, S) is said left-connected,
(resp., right-connected ) if for any x, y ∈ E, there exists a sequence
One can define a right-connected component and a two-sidedconnected component of E similarly.
Lemma. (comparing with [7, Lemma 2.18])
(2) Any left-connected (resp., right-connected, two-sided-connected) set of E λ is contained in some left (resp., right, two-sided) cell of C n .
(3)
The set E λ is either empty or a union of some two-sided cells of C n . 
Corollary. (comparing with [7, Corollary 2.19]) Let x, y ∈
A 2n+1 be in ψ −1 (λ) for some λ ∈ Λ 2n+2 . (1) If 2n+1 (y) = 2n+1 (x) + 2n+1 (yx −1 ) then x, y are in the same left-connected com- ponent of ψ −1 (λ) and hence x ∼ L y. (2) If 2n+1 (y) = 2n+1 (x) + 2n+1 (x −1 y) then x, y are in the same right-connected component of ψ −1 (λ) and hence x ∼ R y. Let x, y ∈ E λ for some λ ∈ Λ 2n+2 .
Partial order
In this section, we introduce two technical tools following Shi in [7, Section 3] . One is a transformation on an element in 2.3, which is a crucial step in proving the left-connectedness of a left cell and in finding a representative set for the left cells of C n in the set E λ , λ ∈ Λ 2n+2 .
The other is the generalized tabloids defined in 2.5, by which we can check whether two elements of C n are in the same left cell.
2.1.
Call i, j ∈ [2n + 2] to be (2n + 2)-dual, if i + j = 2n + 2 (mod 2n + 2); in this case, we denote j = i (hence i = j also). In particular, 2n + 2 = 2n + 2 and n + 1 = n + 1. Call each of n + 1 and 2n + 2 to be (2n + 2)-selfdual. Recall the partial order w on [2n + 2] defined in 1.5 for any w ∈ A 2n+1 and that C n can be regarded as a subset of A 2n+1 (see
w-wild head (resp., a w-tame head ), if i is a w-wild (resp., a w-tame) with (i)w < (i)w; in this case, we callī a w-wild tail (resp., a w-tame tail ). 
It is easily seen that i < j in [2n + 2] are w-uncomparable if and only if
(i)w < (j)w < (i)w + 2n + 2.
(v) {j, i, j} is a w-chain if and only if j is w-comparable with both i and i;
(vi) {j, k, j, k} is a w-chain if and only if j, k are w-comparable. 
Define
for any i, k ∈ Z and j ∈ P. Suppose that x ∈ C n and i ∈ Z satisfy i ≡ n + 1, 2n + 2 (
for any m ∈ Z, where x satisfies (x ) = (x) − 2n − 2 and ψ(x) = ψ(x ) by 1.5 and Proposition 1.7.
Fix w ∈ C n . Suppose that (ii) the elements of
Suppose b > 0. Then by repeatedly left-multiplying the elements t i,j with some i ∈ Z, j ∈ P, on w, we can obtain some w ∈ C n satisfying that
(2) There exists a unique order-preserving bijective map φ :
and q ∈ E 2 ∪ E 2 ∪ {n + 1}, where l l in N;
We have ψ(w ) = ψ(w) (denote it by λ) by Lemma 2. Let Ω be the set of all w ∈ A 2n+1 such that there is a generalized tabloid T = (T 1 , T 2 , . . . , T r ) ∈ C 2n+2 satisfying:
Clearly, T is determined entirely by w ∈ Ω, denote T by T (w). 
The following known result will be crucial in the proof of Lemmas 4.5 and 5.6. 3. Some criteria for the set E λ , λ ∈ Λ 2n+2 , being empty.
Recall that in 1.18 we defined the set E λ for any λ ∈ Λ 2n+2 . We have E
In the present section, we shall give some criteria for the vanishing of the set E λ .
Fix λ = (λ 1 , λ 2 , . . . , λ r ) ∈ Λ 2n+2 in 3.1-3.3. and X 2 = X − X 1 . We see that at least one of
Lemma. Let w
w-chain and also that at least one of
where E := {i | i ∈ E} for any E ⊂ Z. We must have
with λ 1 − 1 even by the assumption of w ∈ E λ . This would imply λ 1 odd, contradicting our assumption also.
This proves E λ = ∅ in either case. Proof. Suppose that there is some w ∈ E λ . We claim that there is no any w-wild in 
4.
The set E k1 2n+2-k .
In the present section, we shall describe all the cells of C n in the set E k1 2n+2-k for all
The set E 1 2n+2 consists of the identity element of C n and E k1 2n+2-k = ∅ for any even k ∈ [2n + 2] by Proposition 3.2. In the subsequent discussion of the section, we shall always assume k = 2m + 1 with m ∈ [n].
4.1.
Let l = n − m. Then 2n + 2 − k = 2l + 1. By Lemma 2.2, we see that w ∈ C n is in the set E k1 2n+2-k if and only if the conditions (4.1.1) (i), (ii) on w hold. 
Lemma. The set F k1 2n+2-k is contained in a right-connected component of E k1 2n+2-k .
Proof. Let J = {t l+1 , t l+2 , ..., t n } and let w J be the longest element in the subgroup
By Corollary 1.9, we see that any w ∈ F k1 2n+2-k satisfies L(w) = J and has an expression w = w J x with (w) = (w J ) + (x) for some x ∈ C n . So the set F k1 2n+2-k is contained in the right-connected component of E k1 2n+2-k containing w J .
Lemma. |F k1 2n+2-k
Proof. The elements w of F k1 2n+2-k are in one-to-one correspondence with the m-tuples We have w ∈ Ω ∩ C n (see 2.5). Write T (w ) = (T 1 (w ), T 2 (w ), ..., T 2m+1 (w )). Then (2) The set E k1 2n+2-k is two-sided-connected and forms a single two-sided cell of C n .
Proof. For any
(3) The set E k1 2n+2-k is infinite if k > 1 and E 1 2n+2 = {1}. ii) is infinite. On the other hand, we have E 1 2n+2 = {1}. This proves (3).
The set E (k,2n+2−k) .
In the present section, we shall describe all the cells of C n in the set E (k,2n+2−k) for all k ∈ [n + 1, 2n]. Since E (k,2n+2−k) = ∅ for all even k ∈ [n + 1, 2n] by Proposition 3.2, we shall always assume k = 2m + 1 ∈ [n + 1, 2n] odd in the subsequent discussion of the section.
5.1.
Let l = n − m. Then 2n + 2 − k = 2l + 1 and m l 1. By Lemma 2.2, we see that w ∈ C n is in the set E (k,2n+2−k) if and only if there are n distinct w-wild heads For any w ∈ C n satisfying the conditions (i)-(ii), define
Under the assumptions of (i)-(ii), we state the condition (iii ) on w below.
(iii ) There exists some
Lemma. In 5.1, under the assumptions of (i)-(ii), the conditions (iii) and (iii ) on
w ∈ C n are equivalent.
Proof: Keep the notation in 5.1. First assume that w ∈ C n satisfies the conditions 5.1 Now we want to find a required sequence u 1 < u 2 < · · · < u l in 5.1 (iii ) recurrently.
We can take u 1 to be the smallest integer in Y 1 by (5.2.1). If l = 1, then we are done. 
Now assume l > 1. Suppose that we have got all the integers u
. But this would imply that
.., j m } is a w-chain with |X| = m+1, contradicting the condition 5.1 (iii).
Next assume the conditions 5.
Hence |X| m, the condition 5.1 (iii) on w holds.
5.3.
Let F (k,2n+2−k) be the set of all w ∈ C n satisfying the condition (5.3.1) below. 
Lemma. For any w
Proof. We see by Lemma 5.2 that w ∈ E (k,2n+2−k) if and only if w satisfies the conditions
(resp., n, n + 2) are a w-wild tail and a w-wild head, respectively. Then t i w (see 2.3) (resp., t n w) satisfies the Define the sets X 1 = {j 1 , j 2 , ..., j u1−1 } and X 2q+1 = {j uq+1 , j uq+2 , ..., j uq+1−1 } and (j m , ..., j u l +1 , h l , g l , j u l −1 , ..., j uq+1 , h q , g q , j uq−1 , ..., j u1+1 , h 1 , g 1 , j u1−1 , ..., j 1 ) = (1, 2, ..., n) ,
and (j )w (1) = (j )w + (q − 1)(2n + 2) for any j ∈ X q with q ∈ [2l + 1]. We see that
and that i q , j uq are w (1) -uncomparable for any q ∈ [l] and any h q ∈ {i q , j uq }. This implies that w (1) satisfies the conditions 5.1 (i), (ii), (iii ). So w (1) and w are in the same leftconnected component of E (k,2n+2−k) by Corollary 1.20.
Note that the set F (w
where we stipulate 1 ≺ w (1) 0 temporary. Define j to be the smallest integer in F (w (1) ).
and that x Define w (2) to be
In Figure 2 (resp., Figure 3) , we display the corresponding parts for the matrix forms of w (1) , t j w (1) , w (2) in the case of a < (j + 1)w (1) < (j)w (1) < a + 2n + 2 (resp., w (1) , t j,2n+1 w (1) , w (2) in the case of (j + 1)w (1) < a < a + 2n + 2 (j)w (1) ) for some a ∈ Z, where the symbol q (or in short ) stands for a rectangular submatrix with q rows for some q ∈ [n] each row contains a unique non-zero entry which is 1, the entries 1 are going down to the left.
We see from the above graphs that w (2) satisfies the conditions 5.1 (i), (ii), (iii ), hence w (1) , w (2) are in the same left-connected component of E (k,2n+2−k) by Lemma 5.2. We have Hence we see by 2.3 that there exists w ∈ F (k,2n+2−k) such that w , w (r) (and further w , w) are in the same left-connected component of E (k,2n+2−k) . . This implies that w → z zw is an order-preserving bijection from the set Since 
Lemma. The set
Then ξ(T) = a for any T ∈ T (k,2n+2−k) .
Lemma.
There are exactly n!2 m left cells of C n in the set E (k,2n+2−k) .
Proof. By Lemmas 1.16, 1.19, 2.6 and 5.4, we need only to enumerate the set T (k,2n+2−k) .
We see that 
. This implies that the cardinal of the set
is n!2 m , our result follows. By making use of the above description of E λ , λ ∈ ∆, we shall prove Theorem 6.1 in 6.4-6.9.
Theorem. (1) If
k = 2m ∈ [n + 1, 2n] is even, then E (k,2n+2−k) = ∅. Now assume k = 2m + 1 ∈ [n + 1, 2n] odd.(2)
6.4.
Denote by E 521 (resp., E 521 ) the set of all such w ∈ C 3 that there are distinct [5, 7, 6] , [5, 9, 6] , [5, 10, 7] , [6, 11, 7] , [6, 13, 7] , [6, 7, 5] }.
The group automorphism η of C 3 stabilizes the sets E 521 , F 521 and interchanges E 521 , E 521 (resp., F 521 , F 521 ). By 6.3 (1) and 2.3, we see that for any w in E 521 (resp., E 521 , E 521 )
there is some w in F 521 (resp., F 521 , F 521 ) such that w , w are in the same left-connected component of E 521 .
In 
The above data can be displayed by two graphs in Figure 4 below (see 1.13): Hence we see from Figure 4 that the elements of F 521 (resp., F 521 ) are in the same right- Figure 6
From Figure 6 , we see that the elements of F 
