Three-dimensional Einstein gravity coupled to zero, one and two forms is solved in terms of a polyhomogeneous asymptotic expansion, generalising stationary black string solution. The symmetry algebra of the conserved charges is determined: it is a finite dimensional one. In the general case the surface charge associated to energy is not integrable. However we identify a sub-class of solutions, admitting asymptotic symplectic symmetries and as a consequence conserved charges that appear to be integrable.
Introduction
An important part of this work is devoted to the integration of Einstein equations coupled to a dilaton (scalar), a Maxwellian (abelian one-form) and a Kalb-Ramond (two form) fields. This dynamical system offers, at least, two distinct covariant phase space sectors exhibiting black holes. The first one, where the rôle of the cosmological constant is played by the Kalb-Ramond flux, leads to the well known btz black holes configurations [1] . The second one, put into light by Horne and Horowitz [2] , also provides black string/brane configurations but where the (singular) behaviour of the dilaton field dictates the geometry behaviour. As we shall show, the latter defines a covariant phase space where this (two degrees of freedom) dynamical problem appears to be exactly integrable in an asymptotic expansion scheme involving inverse powers and logarithms of a radial coordinate. These three dimensional configurations constitute toy models for studying several aspects of gravity. In particular, we derive closed forms of exact solutions exhibiting dynamical black hole configurations. This was a totally unexpected result. We have also obtained a large class of solutions, extending the stationary Horne and Horowitz black string solution, to much more general configurations, without any symmetry. However they all appear to be unstable, a result anticipated in ref. [2] , from the first order analysis developed in ref. [3] .
We have integrated the field equations similarly to the one performed in the threedimensional framework of Maxwell-Einstein equations in ref. [4] . However let us already mention that some non-trivial differences with this work will emerge along the thread of our analysis. Indeed the presence of a dilaton, singular at spatial infinity, leads to a modification of the asymptotic behaviour of other fields. It is the dilaton itself, multiplicatively coupled to the abelian field, that will provide the expected logarithmic terms needed to obtain electric charges in three spacetime dimensions. They are extracted from sub-leading terms appearing during the expansion of the gauge fields. Of course the dilaton multiplying the abelian and the Kalb-Ramond can be reabsorbed in their definitions, but at the price of introducing (apparently) more complicated coupling terms.
A second part of this work is devoted to constructing configurations leading to finite asymptotic conserved charges. While presenting some connections with the results discussed in the text [5] , our analysis differs enough from it and contain less ad hoc assumptions to justify (at least in our opinion) the detailed presentation of the strategy we have followed. In particular we obtain that subdominant terms of the asymptotic expansion of the scalar fields occur as non integrable components in the expression of the charge associated to energy [see eq. (4.31)]. Our considerations are based on a lemma [proved in appendix (B)] which guarantees the covariance of the expressions of the charge density we consider . This allows us to perform the calculation in a gauge where the expressions for the various field components are simpler and from them infer conditions that lead to finite charges in more general situation, obtained by acting with so-called "large diffeomorphisms" [a point also discussed in appendix (B)].
Covariant phase space configurations
The geometries we consider in this work are solutions of the field equations provided by the diffeomorphism invariant action:
describing gravity coupled to a dilaton field Φ, an abelian (Maxwellian) 2-form :
and a Kalb-Ramond 3-form :
This action is invariant with respect to diffeomorphisms and gauge transformations of the potentials. Denoting their infinitesimal generators by ξ µ , Λ α and λ, the transformations of the various fields are given by :
where ξ is a vector field, Λ a one-form and λ a zero-form.
Here after we make use of a natural length, that we denote by L, obtained by rewriting the central charge as :
Our interest for the problem at hand rests on the special solution that we obtained some time ago [6] , in the framework of an analysis driven by deformations of the SL(2, R) wzw model. Written 1 in term of a Boyer-Lindquist retarded time [7] , it is given by :
in which we use coordinates τ, ρ and θ whose meaning will be clarified by eqs (2.49-2.50). Of course, if the range of the θ coordinate is the all real line, by a coordinate rescaling and a gauge transformation, we always may assume that Q = 1 and c θ = 0. However if, as from now we assume, θ is a cyclic coordinate varying between 0 and 2 π, both Q and c θ acquire a non trivial meaning [8] .
Geometrically the metric (2.5a) describes a black hole, displaying two Killing horizons (an inner one ρ = r − and an outer one ρ = r + ) located at :
assuming V (0) 2 ≥ (4 k g m (0) 2 + 16 ω 2 )/Q 2 . In terms of r + and r − the previous field configurations, eqs (2.5a-2.5d), read :
Asymptotically (i.e. for ρ/L → ∞) the terms involving the metric parameters V (0) , m (0) and ω disappear and the metric reduces to :
It corresponds to the particular case presenting a naked singularity, obtained by setting V (0) = m (0) = ω = 0. An embedding of this geometry as submanifold of a 4 dimensional Minkowski space is described in appendix (A). The curvature of this metric decreases as 1/ρ 2 . However the asymptotic structure of the space is not the one of the usual 3-dimensional Minkowski space. Asymptotically the domain of this coordinate chart is only geodesically complete with respect to space-like and null geodesics. Time-like geodesics always bounce at some maximal value (depending on the initial conditions) of the ρ coordinate, just as they do on a Rindler coordinate patch. Also, in general, the angular variable θ along the space-like and null geodesics going to infinity performs an infinite number of turns with ρ → ∞ : θ ∝ ± ln(ρ/L), τ ∝ − ln(ρ/L).
Field equations
Field equations that determine the stationary configurations of the action eq. (2.1) are : 
Before proceeding further note that :
• From the last equation above, we see that the abelian field equations eq.(2.12) may be replaced by
14)
• As the space-time dimension is 3, the Kalb-Ramond field equation (2.13) is trivially solved in terms of a constant ω, the dilaton field and the volume form η = √ −g dx 0 ∧ dx 1 ∧ dx 2 :
To solve the remaining equations we start by expressing the fields in Bondi gauge, i.e. by choosing coordinates (denoted now by u, r and φ) obtained by imposing the following gauge conditions :
To perform the integration of the field equations we follow mutatis mutandis the road exposed in ref. [4] . We assume u and φ to be dimensionless time and angular coordinates and r a radial coordinate (of dimension L) and adopt their parametrisation of the metric :
Moreover, we rewrite the dilaton as :
We proceed to integrate the field equations in two steps. First we show that all the metric components and the temporal component of the Maxwell field (A u ) can be expressed in terms of radial integrals involving only the dilatonic field f (u, r, φ), the abelian potential component A φ (u, r, φ) and five, a priori, non-trivial functions of the u and φ. At this stage the field equations E r r = 0, J u = 0, E r φ = 0, E r u = 0 are satisfied. If moreover the dilaton and the φ component Maxwell equation are verified (P = 0 and J φ = 0), thanks to the Bianchi identities we only have to require that the remaining equations J r = 0, E u φ = 0, and E u u = 0 are satisfied for a single value of the radial coordinate, while the remaining equation E φ φ = 0 is then automatically satisfied.
Thus we shall first obtain the expressions of the various functions in terms of the dilaton and the relevant component of the Maxwell field. Then we introduce an asymptotic expansion scheme and start to integrate the hierarchy of equations it generates. In the very first steps of the procedure we shall see that the remaining arbitrariness that the Bondi gauge conditions left are just what will allows to drastically simplify the remaining equations. Going back and forth between the equations, we shall obtain an infinite triangular system of inhomogeneous equations, involving a "massive heat differential operator" on the circle. At this stage the complete integration is reduced to a (cumbersome but elementary) algebraic problem. It is the occurence of this heat operator that will made the evolution of the generic solution blowing up exponentially in time (both in the past and in the future), rendering the black string solution unstable.
Of course, the difficult task of proving the convergence of the all procedure will not even be evoked in what follows (see for instance ref. [9] for a discussion of the convergence of polyhomogeneous expansions of zero-rest-mass fields in asymptotically flat spacetimes). However a truncate closed subset of the solutions so constructed will be exhibited, showing that the procedure could made sense.
Elementary integrations solving : E r r = 0, J u = 0, E r φ = 0, E r u = 0
All functions depend on the coordinates u, r, φ (however we didn't always written them explicitly in the expressions that follow). Derivatives with respect to φ are denoted by a prime (F := ∂ φ F ), those with respect to u by a dot (Ḟ := ∂ u F ). The r integrals that follows are indefinite. Thus, arbitrary functions of u and φ appear as integration constants; they will be written explicitly.
• From equation E r r = 0 we obtain :
• From J u = 0, and setting F µν :
.
(2.21)
• From E r φ = 0, we obtain :
(2.23)
• Finally from E u r = 0, and using g u r = −e β /L, (along with the fact that g r r = 0 and g r φ = 0 implies, using the gravitational field equations, that R r r = T r r and R r φ = T r φ ) we obtain :
• The calculation of the asymptotic charges requires the knowledge of the Kalb-Ramond field. In the Bondi gauge that we adopt, its only non-zero component is given by :
25)
Global electric and Kalb-Ramond charges and asymptotic expansions
The first assumption that we will impose on the asymptotic behaviour of the fields is the requirement that the black string solution eqs (2.5a-2.5d) belongs to the phase space we are looking for. Accordingly we assume as asymptotic fall-off conditions on the geometry :
and on the dilaton field :
As a consequence, we obtain that asymptotically √ −g = O(r 2 ). From eq. (2.14), we infer that, on shell, an electric charge may be defined as the integral on a circle 2 u = u , r = r :
Equation (2.20b) shows that this indeed make sense (is independent of r ); we obtain :
while Stokes theorem implies that the coefficient of the zero mode in the Fourier expansion of −k g /(8 G) m (0,0) (u, φ) must be a constant, see eq. (3.13), equal to the so defined conserved electric charge. Moreover a (non a priori conserved) "topological charge" (specific to the 3-dimensional context we are considering) may also be defined from the Maxwell field :
where C[u , ∞] denotes the integral on a circle at infinity, the limit for r → ∞ of the same integral evaluated on the circles C[u , r ]. As this only make sense if this limit exists, we assume henceforth that there exists a gauge such that the asymptotic behaviour of the φ component of the abelian potential reduces to :
Finally, the constant ω in eq. (2.15) may also be seen as a conserved charge. It is obtained by integrating eq. (2.13) contracted with the component of a closed, but non exact 1-form, i.e. with
and to a Kalb-Ramond 3-D charge, defined similarly as the electric charge (see ref. [8] for a general discussion involving p-forms in arbitrary dimensions), by integration on a circle :
All these considerations lead us to adopt the following asymptotic behaviour for the two main functions that drive the all dynamic :
Two fundamental simplifying relations
Inserting these ansätaze into eqs (2.19-2.23) we obtain as leading terms of the asymptotic expansions of β, A u and U :
Accordingly, in order to satisfy the first of the asymptotic conditions eq. (2.26) we have to impose that :
On the other hand, solving the dilaton equation : P = 0, eq. (2.11), at order 1 (the leading order for this equation) we obtain the condition :
(2.41)
The general solution of this equation reads :
But in order for U (0,0) (u, φ) to be periodic, i.e. to have U (0,0) (u, 0) = U (0,0) (u, 2 π), we require that :
or equivalently that :
Here comes a crucial simplification for the continuation of our discussion on the asymptotic solutions. Since the Bondi gauge conditions do not completely fix the coordinates, we may still perform two kinds of diffeomorphisms :
Of course to be well defined we have to impose the usual conditions (assuming a choice of the orientations of the time and angular coordinates) :
we remind that both φ and θ are assumed to be cyclic variables of period 2 π. These conditions are exactly fulfilled by choosing T (u) and H(u, φ) as :
Thus by redefining the coordinates as :
we see that we may always assume that we are working in a coordinate system {τ, ρ, θ} such that :
Here Q is a constant and the new angular coordinate, denoted by θ, still varys between 0 and 2 π. It is on such a chart that actually the black string geometry is described by eqs (2.5a-2.5d). A glance on the formulae that govern the transformation of the asymptotic expansions of the various unknown functions that have to be evaluated convinces rapidly on the usefulness to work on a {τ, ρ, θ} chart, where eqs (2.50) are satisfyed. We could even assume that Q = 1 and restoring it at the end of the integration by a simple rescaling of the cyclic variable and an appropriate redefinition on the summation index in the Fourier expansion of the various functions. Note that all these diffeomorphisms are usually considered as being large diffeomorphisms. Indeed the expressions of the asymptotic Killing vectors we shall consider later, when discussing the asymptotic charges, are not left invariant under their action. Thus, in principle, the values of the various charges they define change when such diffeomorphisms act on a physical configuration : large diffeomorphisms transform into distinct dynamical states of the physical system. But this conclusion presuppose that after a large diffeomorphism charges associated to the reducibility parameters given by their original expressions are still defined. For the problem we consider here it will be shown that this is not the case.
Integration of the asymptotic expansions
In this section we describe the path we have followed to integrate order by order the remaining field equations. We almost completely fix the gauge by imposing the choices (2.50). The remaining freedom only consists into the choice of the lower bound of the integrals defining T (u) and F (u, φ), corresponding to translations of the τ and θ variables. The equations we have to consider consist of two standard evolution equations J θ = 0 and P = 0 governing the evolution of f and A θ and three complementary equations that will fix the integration functions m (0,0) (u, φ), n (0,1) (u, φ) and V (0,0) (u, φ), introduced in eqs (2.20b, 2.22b, 2.24). We start with the expressions of β (0,0) (τ, θ) = −2 ln(Q) and U (0,0) (τ, θ) = 0 obtained in eqs (2.40, 2.50), that solve the equation P = 0 at order one. From now we shall proceed order by order, taking into account at each order the results established at the previous ones and represent τ -derivatives by dots and θ-derivatives by primes.
At order (1), the equation J θ = 0 implies that :
where c θ is a constant. In other words these components reflect the expected residual gauge freedom that preserves the Bondi gauge but also encode the topological charge eq.(2.30) that, as a consequence of eq. (2.31), defines a conserved charge. At order ln(ρ/L)/ρ and 1/ρ, respectively, we obtain from the dilaton equation P = 0 (2.11):ḟ
2b)
and from the Maxwell equation J θ = 0 (2.12):
At order ρ −2 (in the field equations), we obtain nine equations :
• From P = 0 at order ln 4 (ρ/L)/ρ 2 :
whose only periodic solution compatible with eq. (3.2a) is
,
(1,1) an arbitrary constant.
• As a direct consequence of eq. (3.3b), equation J θ = 0 :
is satisfied at order ln 4 (ρ/L)/ρ 2 .
• From J θ = 0 at order ln 3 (ρ/L)/ρ 2 :
(3.4b)
Assuming k g > 0 , eqs (3.4a, 3.4b) imply that 3 :
with a (0) θ(1,1) a constant, see eq. (3.2c), and :
To proceed further let us restrict ourselves to the dynamical solution sector and choose the solution f
(1,1) = 0. Then, the solutions of eqs (3.2d,3.2b) are given by the superpositions of modes :
θ(0,1) e i n θ +Q 2 n 2 τ + 4 τ a .
(3.6b)
Of course we have to impose the reality conditions (always understood in the following and that we shall not repeat explicitly) :
These modes are obviously unstable : they blow up exponentially when τ increases.
But this is not the end of the story. It is interesting to pursue the discussion to next order.
• From the equation P = 0, at order ln 2 (ρ/L)/ρ 2 , we obtain :
(3.8a)
• From the equation J θ = 0, at order ln 2 (ρ/L)/ρ 2 :
• The equation P = 0, at order ln(ρ/L)/ρ 2 , leads to a similar equation but involving the not yet fixed functions m (0,0) (τ, θ) and n (0,1) (τ, θ) :
(1,1) a θ(0,1) (τ, θ)
• Equation J θ = 0, at the same order ln(ρ/L)/ρ 2 , implies that :
The occurence, on the righthand sides, of a term proportional to what is an arbitrary gauge parameter : λ (τ, θ) in eq. (3.9b), λ (τ, θ) in eq. (3.9a) is not surprising. Indeed, as we may see from eq. (2.20b) it is the combination m(τ, θ) + ω A θ (τ, θ)/L and more specifically, in the asymptotic expansion : m (0,0) (τ, θ) + ω a θ(0,0) (see eq.
(2.38)), that is gauge invariant with respect to the residual gauge transformation that preserves the Bondi gauge. That this gauge invariant term and its derivatives occur in equations governing subdominant terms of order 1/ρ 2 in the expansions of f and A θ results, as eq. (2.38) shows, from the fact that "m(τ, θ) + ω A θ (τ, θ)/L" contributes to the order 1/ρ of the expansion of A u : it is like an "a u(0,1) " term.
• From the equation P = 0, expanded at order 1/ρ 2 , we obtain :
(1,1) a 0,1 (τ, θ) − 5 72 k g Q 4 a 0,1 (τ, θ) 2 + 11 72 k g Q 4 a θ(0,1) (τ, θ)a 0,1 (τ, θ)
(3.10a)
• Similarly, at order 1/ρ 2 , the equation J θ = 0 results in :
(1,1) n (0,1) (τ, θ)
Before discussing the general structure of the hierarchy of equations, let us turn to the complementary equations. Solving J ρ = 0.
• The order ln(ρ/L) term of the expansion of J ρ is proportional to : a θ(0,1) (τ, θ) = U 0 (τ ) a θ(0,1) (τ, θ) − Q 2 a θ(0,1) (τ, θ) , (3.11) and thus, as a consequence of eqs (3.2d) and (3.5a), the corresponding equation is satisfied at this order.
• At order 1, we obtain the equation :
whose general solution is given by a mode superposition similar to those displayed in eqs (3.6a, 3.6b) :
So J ρ vanishes at infinity and thus, as a consequence of the Bianchi identities, it vanishes everywhere.
Solving ρ E uφ 0 (at one point). Here as well, we find that the leading coefficient of the expansion of ρ E uφ (the term of order ln(ρ/L) vanishes as a consequence of eqs (3.2b) and (3.3b).
• At order 1, this equation leads to the equation :
whose general solution reads
The equation ρ E uu = 0 also has to be only satisfied for a single value of ρ.
• Taking into account all previous equations, only the term of order 1 in the expansion of ρ E uu , provides a new condition, that fixes the last unknown function V (0,0) . It has to satisfy the equation :
whose solution is :
The general pattern for the complete integration of the field equations emerges from these first steps. It is the following : at each order in 1/ρ p , the equations driving, both f (q,p) and a θ(q,p) (here after generically denoted by X (q,p) ) have the following general structure :
18)
where D p is the parabolic differential operator (a massive heat flow operator) :
The general solution of the homogeneous equation D p X (q,p) = 0 is given by the mode superposition :
(3.20)
Except for at most one of them, all the remaining modes are exponentially unstable. Those with n > 2 p(p − 1)/Q blow up for τ going to +∞; those with n < 2 p(p − 1)/Q diverge in the limit where τ → −∞.
The right-hand side of the equation (3.18) is given by a sum of products of power τ k of time variable τ and modes solving the homogeneous equation for lower (or equal) values of the p index. As product of such modes constitute in general eigenmodes of the operator D p but with a non zero eigenvalue, it is immediate that the special solution of the nonhomogeneous equation with the source term S (q,p) will be given by a sum of products of the same eigenmodes multiplied by a polynomial of the τ variable. This polynomial may be chosen to be equal to τ k+1 /(k + 1) if the eigenmode of D p is of zero eigenvalue ( for instance, see eqs (3.6b, 3.13, 3.15, 3.17) or equal to e −s τ ∂ k σ e σ τ /σ | σ=s , if the eigenmode is of non-zero eigenvalue s. But actually this procedure is formal as it requires in general to manage products of series.
A special solution
As we have shown in the preceding sections, all the asymptotic solutions may be obtained following a procedure involving solutions of the heat equation on a circle. There is a particular subset of solutions that can be written in closed form. Let us assume that for p ≥ 1 all the functions f (q,p) (τ, θ) and a φ(q,p) (τ, θ) are vanishing. The hierarchy of equations is almost all trivially satisfied. The only remaining non-zero functions are :
Actually this solution was obtained from a direct integration of the field equations, under the working assumption f (q,p>0) (τ, θ) = 0, a θ(q,p>0) (τ, θ) = 0, but it could be guessed 4 from the previous equations by noticing that eq. (3.10b) implies n (0,1) = −ω 2 /Q which is (fortunately) compatible with eq. (3.10a).
The Gauss curvature of the corresponding geometry (see eqs (2.17)) is given by
(0,0) e i n θ+Q 2 n 2 τ 2 Q 2 ρ 4 . The evolution of the horizons are obtained by solving the partial differential equation and m (n) (0,0) arbitrary coefficients, show that some generators of the horizons hit the singularity ρ = 0. Moreover, they also indicate that the length of the horizon diminishes with the increasing time variable τ . This is not in contradiction with the usual theorem on black holes as here the initial configuration is itself singular. A simple way to reconcile the behaviour of the horizon with the thermodynamic law of entropy increase is to change τ into −τ . But then the τ variable has to be interpreted as a (conformal) advanced time labelling J − and not as a retarded time on J + .
Charges and asymptotic charges
Solutions of gauge invariant theories that admit gauge transformations leaving the field configuration invariant, i.e. a set of reducibility parameters {ζ}, allow to define elementary charges, and, if integrable, finite charges (see for example refs [10] [11] [12] and references therein). The elementary charges are given by integration on closed surfaces of co-dimension 2, here on closed curves C, of the elementary surface charge density (B.13), here : k {ζ}ρ := k µν {ζ} η µνρ . Those that we consider hereafter, are specifyed by choosing the solutions of the linearised field equations, the definition of k ζ requires, given by arbitrary variations of the constants occurring in the expressions of the background solutions. Let us notice that if {ξ µ , Λ α , λ} constitute a set of reducibility parameters, they all transform covariantly with respect to diffeomorphisms but under the gauge transformations :
according to the rules :
where λ c is an arbitrary constant (a closed zero-form) and Λ c α the components of an arbitrary closed one-form. Thus, without loss of generality, from now we may assume that the functions b φ u(0,0) (u, φ) in eq. (2.25), b τ θ(0,0) (τ, φ) in eq. (3.21g), λ(u, φ) in eq.(3.1) and λ(τ, θ) in eqs (3.21e, 3.21f) to be zero, respectively.
The black string configuration Eqs (2.5a-2.5d) admits such parameters {ζ} := {ξ µ , Λ α , λ} constituted by the Killing vector fields ∂ τ and ∂ θ of the metric, ensuring that δg µν = 0 and leaving the dilaton invariant δΦ = 0, and gauge parameters Λ α (given by eq. (2.32) and λ (constant) such that δA α = 0 and δB α β = 0 respectively (see eqs (2.3a-2.3d)). They lead to elementary charges that all appear to be integrable. Its Killing horizons, located at r = r + and r = r − [see eq. (2.6)], are generated by the vector fields :
This structure allows us to obtain a first law relating variation of energy, angular momentum and charges. It requires that the gauge parameter are reducibility parameters, i.e. when, evaluated on the black string background, ξ µ are the components of the Killing vector fields, λ is constant and Λ = dF (τ, ρ, θ)+Λ θ dθ. Associated to them are conserved charges: energy, angular momentum and abelian (2.29) and Kalb-Ramond (2.34) charges respectively. A standard calculation, based on the surface charge density provided in Appendix (B) leads to :
Here E = (r + + r − )/(2 G) is the energy, κ = −1/2 γ µ ;ν γ ν ;µ = 2 (r + − r − )/r + is the surface gravity and A = 2 π r + the length of the horizon. Our expression of the angular momentum differs slightly from the one given in ref. [5] , due to the contribution of the topological term introduced in the angular component of the abelian potential (3.21f) :
The charges are given by eqs (2.29, 2.34) :
The Noether-Wald surface charge expression (B.12) provides those of the associated potentials. For the abelian fields, it takes its usual expression :
(4.10)
However, due to a more complicated gauge transformation rule of the B field (2.3c), the corresponding potential linked to the Kalb-Ramond field reads :
Remarkably all these relations remain valid in the framework of the solution described by eqs (3.21a-3.21h) if we lightly restrict the phase space by fixing c θ , i.e. restricting the solutions of the linearised equations by imposing
Indeed while the vector fields ∂ τ and ∂ θ are no longer the generators of isometries preserving the matter fields (even asymptotically), they nevertheless constitute symplectic symmetries [13, 14] : the surface charge density constructed with them and the fields eqs (3.21a-3.21h) is conserved. A thermodynamic interpretation of this first law (4.7) is provided in ref. [5] ; however the instabilities of the background solution makes its physical interpretation questionable.
We also may look for asymptotic symmetries. We restrict ourself to the search of such symmetries leading to asymptotic conserved charges. Such asymptotic charges that may be linked to the field configurations described in the previous section rest on the existence of asymptotic reducibility parameters i.e. gauge transformations that preserve the asymptotic structure of the field configurations. In our case the asymptotic field behaviour is defined by eqs (2.26, 2.27) and the Bondi gauge conditions eqs (2.16) . Such gauge transformations are determined as follows (see ref. [4] , appendix A.1). Imposing on the metric the Bondi gauge condition, we have to maintain the following three conditions :
i.e. in terms of the infinitesimal diffeomorphisms (2.3a) to impose that their generators ξ α satisfy the three conditions
Moreover, imposing that g u r remains at order r :
leads to an equation dictated by the term of order O(ln(r/L)) in eq. 4.16:
whose solution is
(4.20)
But, for ξ u to be periodic we have to require that ∆(u) = 0. As a consequence we obtain :
The remaining assumption on the asymptotic behaviour of the metric components : g u u = O(r 2 ) and g u φ = O(r 2 ) and the dilaton field does not imply any further condition. It is worthwhile to notice that in particular we obtain :
in accordance with the ansätaze eq. (2.18). The Bondi gauge conditions eqs (2.16) on the abelian and the Kalb-Ramond fields are preserved by the infinitesimal diffeomorphisms defined by the vector field eq. (4.21). The residual gauge transformations Eqs(2.3c-2.3b) that preserve conditions (2.16) are :
But this is not the end of the computation of asymptotic reducibility parameters. To simplify the analysis let us fix the background by imposing the extra conditions eqs (2.50). To obtain conserved 5 asymptotic charges, remembering that we are considering polyhomogeneous asymptotic expansions, we also have to require that :
where n τ , n ρ and n θ are all three non-negative integers. These conditions insure both that the elementary charges defined by the integral (B.23) are independent of the shapes of the loops on which the various integrals are evaluated and that they are conserved in time. Imposing that the stationary black string configuration belongs to the phase space, a straightforward calculation then leads to the conclusion that only constant reducibility parameters :
constitute asymptotic reducibility parameters. Indeed we obtain that for the stationary black string configuration eqs (2.7a, 2.7b) the ρ component of the divergence of the charge density is given by :
Moreover, by considering the conditions eq. (4.24a-4.24c) on the more general asymptotic solutions obtained in section (3) we are led to restrict the covariant phase space as follows.
To satisfy the first of the conditions eq. (4.24a) we have to require :
(0,1) , a θ(0,1) (τ, θ) = a For instance, if the conditions (4.27) are not satisfyed, we obtain that, at fixed value of τ = τ , the integral of the surface charge density, on a circle of large radius ρ = r , behaves as : The three conditions eq. (4.27), combined with eqs (3.13, 3.15, 3.17) imply that :
and similar relations for m (0,0) (τ, θ) and n (0,1) (τ, θ). Using them, we see that to verify condition (4.24b), we also have to impose that :
Then the third condition (4.24c) implies no more restriction.
Thus in order to obtain conserved, well defined elementary charges, we have, together with the first two conditions (4.27), four options to define covariant phase spaces: to assume c θ fixed or a (0) θ(1,1) = 0 and m (0,0) (τ, θ) = m (0) (0,0) and Q fixed or n (0,1) (τ, θ) = n (0) (0,1) . According to the choice, we obtain as elementary charges :
(4.34)
In the above expressions we have to set δc θ = 0 if we choose the phase space sector to have a
(1,1) = 0. All these elementary charge remain integrable, excepted for the energy (the one linked to the asymptotically reducibility parameter X h , corresponding to τ translation), unless we assume Q and c θ fixed, or more generally appropriate special Q and c θ dependences for the f (0) (0,1) and a (0) θ(0,1) integration constants.
Conclusions
We have obtained a (formal) generalisation of our previous results of black string configurations, established in ref. [6] , that describes a general solution of the Einstein-dilatonabelian-Kalb-Ramond field equations. This dynamical system depends on two degrees of freedom. The solution we obtain depends on an infinite set of arbitrary functions of τ and θ that we may reinterpret as Cauchy data expressed as series involving power of ρ and log[ρ/L]. Surprisingly we have obtained a closed form solution of the problem without isometry-gauge invariance : a solution describing a dynamical black string configuration. Nevertheless this solution exhibits a hidden symplectic symmetry that allows us to define for it charges which are similar to that of the stationary black string configuration. We also have shown, that restricting some of the arbitrary functions occurring in the expansion of the general asymptotic solution to constants, we may still define four conserved elementary charges. Three of the charges are integrable. Only the energy requires some extra conditions to be defined. Actually, that the abelian and Kalb-Ramond charges always exist results from eqs (2.29, 2.34). Less expected, on the contrary to what is necessary for the asymptotic energy, the asymptotic angular momentum didn't require extra conditions to be defined, .
A few other points deserve attention. Firstly : the algebra of the asymptotic reducibility parameters may seem frustrating: it coincides with the four-dimensional algebra of isometry-gauge transformations preserving the stationary configuration. Secondly : the black string configuration is proved to be unstable, as conjectured by Horne and Horowitz on the basis of to the work of Chandrasekhar and Hartle. Thirdly : the subdominant terms occurring in the asymptotic expansion of the general solution have to be restricted in order to obtain conserved charges or even only finite non conserved charges [see appendix (B) ] Fourthly : the asymptotic solutions are mainly determined by the two functions eqs (2.35, 2.36). Their expansion in terms of inverse powers or r and power of ln[r/L] involves arbitrary (complex) constants determining the coefficients f (q,p) (u, φ) and a (q,p) (u, φ) and their time derivatives. Roughly speaking they corresponds to the initial data of these two degrees of freedom and thus, for each choice of them define inequivalent physical configurations.
A Geometrical description of the asymptotic geometry
On a four dimensional Minkowski space, with metric :
we have to consider the half-cones with equation :
parametrised by :
The p and q parameters have to satisfy the rationality condition (T being the period of the cyclic coordinate θ, choosen to be 2 π in the main text):
in order for the cones given by eq. (A.2) to constitute finite coverings of the manifold we are looking for. The induced metric on this surface is given by eq. (2.8a).
B Surface charges

A covariantisation lemma
In this appendix we want to show that for second order diffeomorphism invariant theories, the surface charge density build by "cohomological methods" (see for instance [10, 12] ) even if not explicitly covariant actually is covariant. Let us denote tensorial background fields as φ A and their variations as δφ A . The on-shell vanishing Noether current density can be expanded as :
where all the coefficients · s µ,(ν)n,B are tensor densities, depending on the background fields and the reducibility parameters. The indices in the multisum are totally symmetrized. On-shell conservation ∂ µ · s µ = 0 implies :
The two expansion coefficients occurring in eq. B.1 are related by : · s µ,ν 1 ν 2 ,B = · s µ,ν 1 ν 2 ,B , · s µ,ν,B = · s µ,ν,B − · s µ,ν 1 ν 2 ,C (Γ ν ν 1 ν 2 δ B C + 2Γ B C(ν 1 δ ν ν 2 ) ) . (B.3)
• Scalar field contribution
As there is no derivative of the gauge parameter in case of scalar fields, these fields only contribute via the other field equations • 2-form field contribution (λ := ξ ρ A ρ + λ)
Non conserved charges
The definition of physically relevant charges in the framework of gravity is a subtle question. Inserting the expressions of the asymptotic solutions obtained in sect. (3) and asymptotic symmetries (4.21, 4.23) in the previous expression of the surface charge density, will in general leads to ill defined (divergent) expressions. Nevertheless we may a priori restrict the phase space by conditions insuring that the charges so obtained are finite, even if they remain in general dependent on the curves on which the charge density is integrated and thus, in particular, time dependent. The relevance of such time dependent charge is particularly well illustrated by the Bondi mass formula that describes the conversion of mass into gravitational radiation(see for instance [15] [16] [17] • Finally, to avoid logarithmic divergences two more conditions have to be satisfied :
16 π G k θ(1,0) (τ, θ) − ∂ θ k ρ(0,1) (τ, θ) =k g L Q 2 X(τ ) 2 a We shall not pursue the discussion of the various restrictions that may be imposed on the phase space to satisfy these conditions. The important point to notice is that subdominant terms of the asymptotic expansions contribute to the divergent part of the asymptotic charges.
A comment about asymptotic charges and diffeomorphisms
Practically, on 3-dimensional spaces as such considered in the main text, the elementary charges at infinity are given by integrals on closed loops located at infinity :
of a one-form k = k µ dx µ whose differential goes to zero as well as its integral on twodimensional surfaces (denoted S) located near infinity. Here by infinity, we refer to the region parametrised by a radial variable (ρ or r) that grows without limit. More precisely, on the τ, ρ, θ patch the one form k reads to an asymptotic Killing vector ξ such that ξ φ = e i n φ require the knowledge of the inverse of the transformation eqs (B.27). A task that in general is difficult to do analytically. But as in the context of the field configurations discussed in the main text the charges provided by general ξ α (B.33) is not conserved, and becomes dependent (in order to be finite) on the choice of the asymptotic curves on which the density is integrated, we shall not pursue their discussion.
