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A ferromagnetic spin-1 condensate supports polar-core spin vortices (PCVs) in the easy plane phase. We
derive a model for the dynamics of these PCVs using a variational Lagrangian approach. The PCVs behave
as massive charged particles interacting under the two dimensional Coulomb interaction, with the mass arising
from interaction effects within the vortex core. We compare this model to numerical simulations of the spin-1
Gross-Pitaevskii equations and find semi-quantitative agreement. In addition, the numerical results suggest that
the PCV core couples to spin waves, and this affects the PCV dynamics even far from the core. We identify
areas of further research that could extend the model of PCV dynamics presented here.
I. INTRODUCTION
Spinor Bose-Einstein condensates can exist in various fer-
romagnetic or antiferromagnetic phases depending on the na-
ture of the spin dependent interactions and Zeeman shifts of
the spin levels. Associated with this range of symmetry break-
ing phases is a rich array of topological defects [1, 2]. In a fer-
romagnetic spin-1 condensate, the Zeeman shifts arising from
an external field can be tuned so that the condensate mag-
netizes in a plane perpendicular to the external field. This
inplane transverse magnetization breaks the U(1) rotational
symmetry about the direction of the external field. This phase
is termed the easy plane phase and can support polar-core spin
vortices (PCVs). The transverse magnetization angle exhibits
a phase winding around a PCV, with a filled but unmagnetized
core. The easy plane symmetry breaking and PCVs have been
observed in situ experimentally in a spin-1 condensate [3].
PCVs form spontaneously after a quench to the easy plane
phase, and are intimately linked with Kibble-Zurek effects [4–
6] and post-quench phase ordering dynamics [7–9]. PCVs
may also play a role in spin turbulence [10, 11] and, at non-
zero temperature, could possibly give rise to a Berezinskii-
Kosterlitz-Thouless transition to the easy plane phase. De-
spite the relevance of PCVs to a wide variety of interesting
physical processes, a comprehensive study of their properties
is lacking.
A model of the dynamics of PCVs was presented by Turner
in [12], where hydrodynamic arguments were used to show
that the PCVs should interact like massive charged particles
according to the two dimensional Coulomb’s law. The pres-
ence of a logarithmic Coulomb interaction is known in scalar
vortices [13, 14], however the presence of the vortex mass
makes Turner’s dynamic model of PCVs vastly different from
scalar vortex dynamics. Although a hydrodynamic analysis
captures much of the unique properties of PCV dynamics, ac-
curate details of the vortex mass are not described, and this
mass property arising from core effects plays an essential role
in the PCV dynamics. In this paper we give a mean field mi-
croscopic derivation of the Turner model using a variational
Lagrangian approach. This method provides a systematic way
to explore the properties of the PCV mass term. We test
the Turner model using numerical simulations of the spin-1
Gross-Pitaevskii equations and find semi-quantitative agree-
ment. In addition we find numerically that the coupling of
spin waves to a PCV core may have a substantial effect on
the PCV dynamics. Our microscopic treatment offers obvious
paths for future investigation that could lead to refinements of
the Turner model.
The outline of the paper is as follows. In Sec. II we in-
troduce the background formalism for our study of PCVs. In
Sec. III we develop a model of PCV dynamics using a varia-
tional Lagrangian approach. In Sec. IV we present numerical
simulations of a PCV vortex antivortex pair and compare to
predictions of the model, which highlights the important role
spin waves may play in the PCV dynamics. We conclude in
Sec. V with a summary and suggestions for future research.
II. FORMALISM
A. The Spin-1 Gross-Pitaevskii equations
The system we consider is a homogeneous quasi-two-
dimensional (quasi-2D) spin-1 condensate described by the
Hamiltonian [15, 16],
H =
∫
d2x
[
ψ†
(
−~
2∇2
2M
− pfz + qf2z
)
ψ +
gn
2
n2 +
gs
2
|F |2
]
.
(1)
Here ψ ≡ (ψ1, ψ0, ψ−1)T is a three component spinor
describing the condensates in the three spin levels (m =
−1, 0, 1) and p and q are, respectively, the linear and quadratic
Zeeman shifts arising from the presence of an external field
along z. We take the condensate to lie in the x-y plane. The
term gnn2 describes the density interaction with coupling con-
stant gn, where n ≡ ψ†ψ is the areal density. The term
gs|F |2 describes the spin interaction with coupling constant
gs, where F ≡ ψ†fψ is the areal spin density for the spin-
1 matrices (fx, fy, fz) ≡ f . We take the quantization axis
to be along Fz , which we choose to be parallel to the posi-
tion axis z. For the system to be mechanically stable we re-
quire gn > 0. The coupling gs can be positive or negative
resulting in antiferromagnetic or ferromagnetic interactions,
respectively. Here we consider the case of ferromagnetic in-
teractions, i.e. gs < 0, as realized in 87Rb condensates [17].
In spinor condensate experiments the quasi-2D regime has
been realized by using a trapping potential with tight confine-
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2ment in one direction (e.g. see [3]). Our interest is in homo-
geneous systems where the vortex dynamics will be simpler,
noting that recent experiments have realized flat-bottomed op-
tical traps for this purpose [18, 19].
The dynamics of the system can be described by the three
coupled Gross-Pitaevskii equations (GPEs),
i~
∂ψ
∂t
=
(
−~
2∇2
2M
− pfz + qf2z + gnn+ gsF · f
)
ψ.
(2)
The linear Zeeman term can be removed by moving to a rotat-
ing frame, ψ → eipfzt/~ψ, so that from hereon we set p = 0.
The spin interaction energy per particle is on the order of
q0 ≡ 2|gs|n0 where n0 is the mean condensate density. From
this energy scale we introduce the spin time,
ts ≡ ~
q0
, (3)
and the spin healing length,
ξs ≡ ~√
Mq0
. (4)
The quadratic Zeeman energy per particle we use will also be
on the order of q0.
B. Ground states
By varying the quadratic Zeeman energy in (1), the ground
state of the system can be varied between different magnetic
states [2], see Fig. 1. For 0 < q < q0, the system magnetizes
in a plane perpendicular to the applied field, termed the easy
plane phase. The ground state wave function of this phase is
ψg =
√
n0e
iθ

sin β√
2
e−iφ
cosβ
sin β√
2
eiφ
 , (5)
where n0 is the (uniform) density, cos(2β) = q/q0, and θ and
φ are phases arising from the gauge and transverse spin sym-
metries respectively. The transverse spin symmetry is a result
of the invariance of the Hamiltonian (1) under spin rotations
about Fz . This wave function gives rise to a spin density
F = n0
√
1−
(
q
q0
)2
(cosφ, sinφ, 0) , (6)
so that φ gives the transverse spin angle.
C. Polar-core spin vortices
Phase winding of the transverse spin angle φ gives rise to
PCVs. This corresponds to a circulation of the superfluid flow
of Fz magnetization, since the Fz superfluid current is propor-
tional to ∇φ [20]. The core of a PCV is filled by the m = 0
FIG. 1. Ground state magnetic phases for different values of the
quadratic Zeeman energy q for an external field along z. The direc-
tion of the arrows within each sphere signify the ground state mag-
netization directions. The polar phase has no magnetization. We
choose Fz to be parallel to z. PCVs can form as defects in the easy
plane phase (b).
X11 = (X11,Y11)
X-11 = (X-11,Y-11)
X12 = (X12,Y12)
X-12 = (X-12,Y-12)
R2
R1
r2
r1
0
PCV 1
PCV 2
+
+
FIG. 2. Schematic showing two PCVs with coordinates used in this
paper. Black filled circles indicate the centre of circulation of the
ψ±1 vortices within each PCV, with the sign of the vortices displayed
by + or−. Red dotted lines indicate the interaction between the two
ψ1 vortices and the two ψ−1 vortices. Around each black dashed cir-
cle there will be a phase winding of the transverse spin angle. PCV 1
is a negatively charged vortex (κ1 < 0, phase winding is clockwise)
and PCV 2 is a positively charged vortex (κ2 > 0, phase winding is
anticlockwise).
component. The core is therefore in the polar phase and re-
moves the phase singularity in the transverse magnetization.
A PCV is a composite vortex consisting of vortices of op-
posite charge in the m = ±1 components, see Eq. (5) and
Fig. 2. There is a mass flow of ψ1 around the vortex in the
m = 1 component and an equal but opposite flow of ψ−1
around the vortex in the m = −1 component. This gives rise
to a net flow of Fz magnetization, but no net mass flow.
The state of a single PCV with the centre of circulation of
3the ψ±1 components at the origin can be written as
ψ(x) =
√
n0
 g1(x)
sin β√
2
e−iκφ1
g0(x) cosβ
g−1(x) sin β√2 e
iκφ−1
 , (7)
where κφm are phase profiles that give rise to a 2piκ phase
winding of the mth spin component about the origin and
κ ∈ Z\{0} gives the charge of the total PCV. The phase wind-
ing of the transverse spin is anticlockwise around a positively
charged PCV and clockwise around a negatively charged PCV.
Far from the vortex core the vortex energy density is simply
the kinetic energy arising from the phase winding. This will
be minimised with a circular phase profile,
φm =phase (x+ iy) , (8)
where phase(z) returns the phase angle of the complex argu-
ment z. Within the vortex core the phase profile can be modi-
fied due to the spin exchange energy, as will be discussed later.
To avoid a kinetic energy singularity at the vortex centres, we
include (unspecified) real core structures gm ≥ 0 in each of
the spin components. These core functions should satisfy,
g±1(0) =0,
g0(0) cosβ ≈1,
gm(x) ≈1 for |x| > ξs. (9)
We will not investigate the core structure precisely in this pa-
per. However, we will discuss implications of the core struc-
ture. We consider the case of no net Fz magnetization,∫
d2xFz = 0. (10)
From symmetry, the core functions of the single PCV (7) will
therefore also satisfy g1(x) = g−1(x).
With multiple PCVs, we generalise Eq. (7) to [21–24]
ψ(x) =
√
n0

sin β√
2
∏
k g1k(x)e
−iκkφ1k
cosβ
∏
k g0k(x)
sin β√
2
∏
k g−1k(x)e
iκkφ−1k
 , (11)
where a subscript k denotes the kth PCV. Now the κkφmk are
phase profiles that give rise to a 2piκk phase winding of the
mth spin component about the point Xmk ≡ (Xmk, Ymk).
The pointsXmk are centres of circulation, see Fig. 2.
D. Lagrangian formulation
The fields iψm(x, t) and ψ∗m(x, t) are conjugate fields sat-
isfying Hamilton’s equation of motion [2]
i~
∂ψm(x, t)
∂t
=
δH
δψ∗m(x, t)
. (12)
We obtain the Lagrangian by means of a Legendre transform
of the Hamiltonian (1),
L =i~
∑
m
∫
d2x
∂ψm(x, t)
∂t
ψ∗m(x, t)−H. (13)
We decompose the Lagrangian as follows,
L =Lint +
∑
m
Lm, (14)
where
Lm ≡
∫
d2xψ∗m
[
i~
∂
∂t
+
~2∇2
2M
]
ψm, (15)
and
Lint ≡ −
∫
d2x
[gn
2
n2 +
gs
2
|F |2 + q (|ψ1|2 + |ψ−1|2)] ,
(16)
III. A MODEL OF VORTEX DYNAMICS
A. The variational Lagrangian
The dynamics of PCVs governed by the GPEs are com-
plicated by the possibility of dynamic core effects and cou-
pling between PCVs and other excitations such as spin waves.
These effects are ignored in Turner’s model, and we will do
the same here. We use a variational approach using the wave-
function ansatz (11) with the vortex positions Xmk(t) =
(Xmk(t), Ymk(t)) as variational parameters. We assume
static core structures
gmk(x) = gm (x−Xmk(t)) , (17)
and static phase profiles. Assuming static core structures and
phase profiles neglects possibly interesting core dynamics.
For example, we will find that coupling to spin waves may
have an important effect on the PCV dynamics. However, es-
sential parts of the PCV dynamics are still captured within the
approximations made here.
We substitute (11) into the Lagrangian (13) and minimise
the action S =
∫
dtL with respect to the variational parame-
ters (Xmk, Ymk). This is equivalent to assuming that the vari-
ational parameters obey Lagrange’s equations of motion.
The terms Lm (15) will be dominated by phase variation
outside the vortex cores. We therefore ignore the core struc-
tures in the evaluation of these terms and assume circular
phase profiles (8). The Lm terms are then identical to the
Lagrangian for three non-interacting scalar condensates and,
after appropriate regularization, become (see e.g. [23])
Lm =− α
2
M
~
∑
k
mκk
(
X˙mkYmk − Y˙mkXmk
)
+
α
2
∑
j,k>j
κjκk ln
∣∣∣∣Xmk −Xmjl
∣∣∣∣2 , (18)
4where
α ≡ pi~
2n0 sin
2 β
2M
, (19)
and l is the system size.
The term Lint (16) can be written as
Lint = LD + LSE. (20)
The density term LD is
LD =(gs − gn)
∫
d2x |ψ1|2|ψ−1|2
− (gs + gn)
∫
d2x |ψ0|2
(|ψ1|2 + |ψ−1|2) . (21)
The terms in LD depend only on the core structures gm and
will be constant for gm(x) = 1. We have ignored |ψm|2 and
|ψm|4 terms in (21), as these only contribute a constant term
for static core structures gm and nonoverlapping PCV cores.
The remaining spin exchange term is
LSE =− 2gsRe
∫
d2xψ∗1ψ
∗
−1ψ
2
0 ,
=− gsn20 sin2 β cos2 β
×
∫
d2x
∏
k
g1kg−1kg20k cos (κkφ1k − κkφ−1k) .
(22)
This spin exchange interaction depends not only on the core
structures gm but also on the phase profiles φ±1k. This term
will therefore affect the dynamics even with negligible core
structures, i.e. with gm(x) = 1. The spin exchange inter-
action allows for two m = 0 atoms to scatter into m = ±1
atoms, and vice versa. This interaction is not present in a
multi-component condensate of different atoms.
We are now in a position where we can write down equa-
tions of motion for the variational parameters (Xmk, Ymk).
We do this implicitly by introducing “centre of mass” and rel-
ative coordinates for each PCV (see Fig. 2),
Rk =
X1k +X−1k
2
, (23)
rk =X1k −X−1k. (24)
We assume dynamics where the spacing between vortex k
and the remaining PCVs is much larger than the relative co-
ordinate rk, i.e. rk  |Rk − Rj |. We can therefore set
|X1k − X−1j | ≈ |X−1k − X−1j | ≈ |Rk − Rj | and talk
about a single PCV being at positionRk.
This gives the full Lagrangian
L =
α
2
[
− M
~
∑
k
κk
(
X˙kyk − y˙kXk − Y˙kxk + x˙kYk
)
+ 2
∑
j,k>j
κjκk ln
∣∣∣∣Rk −Rjl
∣∣∣∣2 + fD + fSE
]
, (25)
where
fD ≡ 2
α
LD, (26)
and
fSE ≡ 2 cos
2 β
piξ2s
∫
d2x
∏
k
g1kg−1kg20k cos (κkφ1k − κkφ−1k) .
(27)
Lagrange’s equations of motion are
∂L
∂χk
=
d
dt
∂L
∂χ˙k
, (28)
for the variational parameters χk ∈ {Xk, Yk, xk, yk}. The
momentum conjugate to a spatial coordinate χ is pχ ≡
∂L/∂χ˙. The Lagrangian (25) therefore gives,
pXk =−
Mα
2~
κkyk, (29a)
pYk =
Mα
2~
κkxk, (29b)
pxk =−
Mα
2~
κkYk, (29c)
pyk =
Mα
2~
κkXk. (29d)
The conjugate variable relations (29) show that a centre of
mass coordinate Rk is conjugate to the rotated relative co-
ordinate rk × zˆ. This differs from the scalar vortex case,
where the X and Y positions of a single vortex are conju-
gate pairs [25]. The four Lagrange’s equations of motion that
describe the PCV dynamics are
X˙k =
~
2Mκk
∂(fD + fSE)
∂yk
, (30a)
Y˙k =− ~
2Mκk
∂(fD + fSE)
∂xk
, (30b)
y˙k =− ~
M
2∑
j 6=k
κj
Xk −Xj
|Rk −Rj |2 +
1
2κk
∂(fD + fSE)
∂Xk
 ,
(30c)
x˙k =
~
M
2∑
j 6=k
κj
Yk − Yj
|Rk −Rj |2 +
1
2κk
∂(fD + fSE)
∂Yk
 .
(30d)
B. Conservation laws
Lagrange’s equations of motion (30) are invariant under
translations in space, translations in time and rotations. In-
voking Noether’s theorem, these invariances give rise to the
following conserved quantities. Invariance under translations
in time gives rise to conservation of the Hamiltonian
H =− α
2
2 ∑
j,k>j
κjκk ln
∣∣∣∣Rk −Rjl
∣∣∣∣2 + fD + fSE
 .
(31)
5Invariance under spatial translations gives rise to conservation
of the total linear momentum
P =
∑
k
(pXk , pYk) =
Mα
2~
∑
k
κkzˆ × rk. (32)
Invariance under rotations gives rise to conservation of the to-
tal angular momentum
L =
∑
k
[(Xk, Yk, 0)× (pXk , pYk , 0) + (xk, yk, 0)× (pxk , pyk , 0)] ,
=
Mα
~
∑
k
κk (rk ·Rk) zˆ. (33)
C. Reduction to Turner’s model of PCV dynamics
In scalar vortex dynamics, the vortex cores can be neglected
to obtain a point vortex model [23]. In contrast, PCV dynam-
ics depend crucially on the internal vortex coordinates rk.
Although the vortex cores of single spin levels are approx-
imated as static, the total core structure of the PCV can still
exhibit dynamics. This arises from the term fD+fSE in the La-
grangian (25), which makes dealing with the Lagrangian (25)
numerically complicated. Furthermore, this term depends
crucially on the details of the core structures gm. To make
progress, we follow [12] and assume a simple form for this
term (ignoring a constant shift),
fD + fSE = − a
2ξ2s
∑
k
κ2kr
2
k, (34)
where a is an empirical parameter that we will find to be on
the order of 0.1. In this approximation we are assuming that
the interaction energy of a single PCV core depends only on
the coordinate rk, and not on the details of any other PCVs.
(This assumption also allows us to neglect the direction of rk.)
Furthermore, we are assuming the interaction energy does not
deviate much from the energy minimum at rk = 0, so that we
consider terms up to second order in rk only. We expect the
interaction to be an analytic, even function of rk so that there
is no linear term in the expansion. We will term the interaction
energy the “stretch energy”, as it arises from the energy cost
of separating the ψ1 and ψ−1 components of a PCV, which
stretches the PCV core.
If we suppose that the stretch energy can be considered
quadratic for rk . ξs, then the quadratic approximation will
hold for stretch energies . ~2n0/M , see Eq. (31). The en-
ergy required to stretch the PCV core comes from changes in
the logarithmic interaction term in (31) prior to vortex annihi-
lation. Therefore the stretch energy will remain on the order
of ~2n0/M as long as ln(Di/ξs) is not much larger than 1,
for initial vortex separations Di and zero initial stretching. It
is plausible that the parameter a may also have an additional
dependence on the magnitude of κk. We do not consider this
possibility here, and note that if all vortices have the same
magnitude of charge then this dependence will not impact the
model apart from a fixed change of a. We expect that the PCV
core structure and phase profile close to the core will depend
on the quadratic Zeeman energy q, and therefore awill depend
on q also.
With the Lagrangian simplified by Eq. (34), we can evaluate
Lagrange’s equations of motion (30). The two coupled first
order equations of motion forRk and rk can be decoupled by
taking a second time derivative ofRk. We then obtain a single
equation of motion
d2Rk
dt2
=
~2a
M2ξ2s
∑
j 6=k
κkκj
Rk −Rj
|Rk −Rj |2 , (35)
rk =
2Mξ2s
~aκk
dRk
dt
× zˆ. (36)
We can write this in a form analogous to a single particle clas-
sical mechanics model by noting that rk ∝ |dRk/dt| so that
the stretch energy (ignoring a constant shift) can be written as,
Hs ≡− α
2
(fD + fSE) ,
=
αa
4ξ2s
∑
k
κ2kr
2
k,
≡1
2
mv
∑
k
∣∣∣∣dRkdt
∣∣∣∣2 , (37)
with the vortex mass mv defined as
mv ≡ piMn0ξ
2
s sin
2 β
a
. (38)
Equations (35), (36) can then be written as
mv
d2Rk
dt2
= 2α
∑
j 6=k
κkκj
Rk −Rj
|Rk −Rj |2 , (39)
rk =
~mv
Mακk
dRk
dt
× zˆ. (40)
Equation (39) resembles the dynamics of classical charged
particles of mass mv moving under the two dimensional
Coulomb interaction
U = −α
∑
j,k>j
κkκj ln
∣∣∣∣Rk −Rjl
∣∣∣∣2 . (41)
The Coulomb interaction is the kinetic energy of the conden-
sate arising from the phase winding of the vortices. The to-
tal energy Hs + U will be conserved under the dynamics of
Eqs. (39), (40). This is the model proposed in [12]1. The total
linear momentum (32) can be written as
P =
1
2
∑
k
mv
dRk
dt
. (42)
1 We note that our “Coulomb constant” is larger than that in [12] by a factor
of pi. However, an expression for the PCV mass is not given in [12], and
so if our PCV mass (38) is also larger by a factor of pi then the relevant
quantity α/mv would be the same as that in [12].
6The total angular total angular momentum (33) can be written
as
L =
∑
k
Rk ×mv dRk
dt
. (43)
IV. NUMERICAL RESULTS FOR A POLAR CORE
VORTEX ANTIVORTEX PAIR
A. GPE dynamics of a vortex antivortex pair
We consider the evolution of the following initial state,
ψ =
√
n0

sin β√
2
e−i(φ2−φ1)
cosβ
sin β√
2
ei(φ2−φ1)
 (44)
where
φ1(x, y) =phase
(
x+
D
2
+ iy
)
,
φ2(x, y) =phase
(
x− D
2
+ iy
)
, (45)
gives rise to two oppositely charged PCVs with centres of cir-
culation at positions R1 = (−D/2, 0) (charge κ1 = −1) and
R2 = (D/2, 0) (charge κ2 = 1), see Fig. 3. Although higher
charged vortices are possible they will be energetically unsta-
ble, and will decay into singly charge vortices that preserve
topological charge. We do not include an initial core struc-
ture in (44). However, an appropriate core structure will form
from the GPE evolution through the interaction with other ex-
citations, producing a small number of excitations on top of
the vortex state. The vortices are initially unstretched, i.e.
r1 = r2 = 0. Note that the initial state (44) has no net Fz
magnetization, Eq. (10).
We solve Eq (2) with the initial condition (44) with peri-
odic boundary conditions. We use an adaptive step Runge-
Kutta method that uses Fast Fourier transforms to evaluate the
kinetic energy operators with spectral accuracy. We choose
q = 0.3q0, n0 = 104/ξ2s and gn/|gs| = 10. We use a
4096× 4096 grid with side lengths l = 200ξs and initial vor-
tex separation D = 20ξs. With this initial condition there is a
discontinuity in the phase profile along the horizontal bound-
aries. This gives rise to a non-zero kinetic energy at these
boundaries, which will manifest itself as spin waves and inter-
act with the vortices. To mitigate this effect we chooseD  l,
since far from a dipole the phase profile decays quadrati-
cally with distance. Periodic boundary conditions also intro-
duce image charges and prevent simulating systems with a net
phase winding around the boundary, for example two same
charged PCVs.
Figure 3 shows the evolution of the angle of the transverse
spin. As predicted by Eq. (39), the oppositely charged PCVs
attract2. The vortices annihilate at time t ≈ 50ts and their
2 Note that the PCV dynamics is very different from scalar vortex dynamics.
energy is liberated as a propagating spin pulse (frames with
t > 50ts). The pulse travels at a speed on the order of the
characteristic spin wave speed ξs/ts [27]. Associated with
this collision is a stretching of the PCVs perpendicular to their
centre of mass velocity, as predicted by Eq. (40). We show this
stretching in Fig. 4 by plotting the Fz magnetization
Fz = |ψ1|2 − |ψ−1|2. (46)
A separation of the positive Fz peak from the negative Fz
dip within each PCV core arises from the separation of the
cores of the ψ±1 vortices. Included in this figure are white
(black) crosses that mark the centre of circulation for vortices
in the ψ1 (ψ−1) components i.e. theX1k (X−1k) points. The
direction of stretching is consistent with Eq. (40).
The initial state (44) gives rise to PCVs with centre of mass
positions R1 = (−D/2, 0) (charge κ1 = −1) and R2 =
(D/2, 0) (charge κ2 = 1), both with zero initial stretching,
r1 = r2 = 0. With this initial condition, Eqs. (39), (40) can
be solved analytically to obtain3
D(t) =D(0) exp
[
−
(
erf−1
(
t
tcoll
))2]
, (47)
r(t) =
~
M
√
2mv
α
erf−1
(
t
tcoll
)
. (48)
Here
tcoll ≡D(0)
√
pimv
8α
∼ ts
ξs
D(0), (49)
gives the time the vortices take to collide. Note that this so-
lution predicts that the average speed of the vortex should be
independent of the initial separation and should be on the or-
der of the characteristic spin wave speed ξs/ts. The image
charges that are introduced in the numerics from the peri-
odic boundary conditions could be accounted for when solv-
ing Eqs. (39) and (40) [29]. For the small ratios of D/l in
Fig. 3, the image charges will have only a small effect on the
dynamics and so we ignore them here.
Fig. 5(a) shows the numerical result for the PCV separa-
tion D against time. Also included in Fig. 5(a) is the ana-
lytic solution (47) with the vortex mass as a fitting parameter.
From this fit we obtain that a ≈ 0.135 so that the vortex mass
comes out as mv ∼ 10Mn20ξ2s , which is roughly an order of
magnitude larger than the physical mass of the vortex core.
We have carried out similar simulations for interaction ratios
gn/|gs| = 2.5 and gn/|gs| = 40, which also gave a ≈ 0.135.
We find that fluctuations of total density outside the PCV cores
In the absence of sound waves, two equal but oppositely charged scalar
vortices will move parallel to one another rather than attracting [21, 26].
3 To see where this solution comes from, note again that the equation of
motion forD resembles that of a classical particle moving in a conservative
potential. The equation of energy conservation can be rearranged to obtain
an equation of motion for D˙, which can be solved by integration to obtain
t as a function of D [28]. Inverting gives D as a function of t.
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FIG. 3. Evolution of transverse spin angle φ with time. First frame shows the full system while subsequent frames show the area within the
dotted square marked in the first frame. Clearly visible are the two oppositely charged PCVs attracting, colliding and annihilating after a time
t ≈ 50ts. The average speed of the vortex is on the order of the characteristic spin wave speed ξs/ts, see Eq. (49). After annihilation a spin
pulse propagates away from the vortex collision with a speed on the order of the characteristic spin wave speed.
are essentially zero and within the PCV cores are small, since
the relevant energy scale of our system, |gs|n0, is much less
than the energy scale of density fluctuations, gnn0. In exper-
iments with 87Rb, gn/|gs| ∼ 100 [2] so that density fluctua-
tions will be even smaller.
Fig. 5(b) shows the numerical result for the vortex stretch-
ing against time, along with the analytic prediction (48) using
the fitted mass from (a). For a short time t . 3ts during the
initial evolution, the numerical result lies slightly above the
analytic prediction. After this, the numerical result lies be-
low the analytic prediction. Also visible in the numerical re-
sults (a) and (b) is an oscillation with a period on the order of
2pits. We suspect that these oscillations arise from coupling to
spin waves, a possibility that was also suggested in [12]. As
a PCV stretches, it is possible that interaction effects inside
the PCV core couple the core to other spin excitations, allow-
ing the stretch energy to leave the core as spin waves. The
analytic prediction in Fig. 5(b) would then be expected to be
larger than the numerical result since energy lost to other ex-
citations is not accounted for in the analytic model (39), (40)
but is in the GPE dynamics4. The possible spin waves include
transverse and axial spin excitations. Additional core dynam-
ics may also be present that do not result in the emission of
4 Periodic boundary conditions generate a discontinuity in the initial phase
profile along the horizontal boundaries. As the system evolves, this dis-
continuity will smooth out and generate additional excitations during the
vortex evolution, which may also influence the PCV dynamics. Excita-
tions will also be produced in the initial GPE evolution as the PCV cores
form.
spin waves, for example spin oscillations that change the core
structure with time while preserving the core energy. Note
that the time scale of vortex dynamics is comparable to the
time scale of the spin interaction energy, so that PCV motion
will likely not be adiabatic compared to core dynamics arising
from the spin interaction.
The analytic results in Figs. 5(a) and (b) capture the main
qualitative behaviours of PCVs, namely that PCVs of oppo-
site charge attract and stretch perpendicular to their centre of
mass motion as they accelerate toward each other. Therefore
the analytic model captures the drastic qualitative difference
between the dynamics of PCVs and scalar vortices. The ana-
lytic model overestimates the PCV stretching but does give a
reasonable estimate for the time scale of the vortex annihila-
tion. Finding accurate vortex core ground states (e.g. see [30])
could be used to determine the interaction term (20) more ac-
curately. The effect of spin waves has been neglected in the
analytic model presented here. Including the effect of spin
waves exactly would likely be difficult. However it may be
possible to approximate this effect, or include the effect phe-
nomenologically.
B. The spin exchange interaction energy and confinement
The interaction term (20) depends on both the internal
phase profile of a PCV and the core structure. For |x|  ξs,
we have gm(x) ≈ 1 [see Eq. (9)] and the vortex phase profile
will be close to circular. In this regime only the spin-exchange
part of the interaction term (20) will affect the dynamics. For
the case of two singly charged PCVs of opposite charge, the
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FIG. 4. Plot of Fz magnetization, Eq. (46), for various times during
the PCV collision. For frames with t < 50ts, the peak and dip in
Fz arise from the separation of the cores of the ψ±1 vortices. This
indicates that each PCV stretches in a direction perpendicular to its
centre of mass motion as the PCVs attract. The centre of circula-
tion for vortices in the ψ1 (ψ−1) components, i.e. X1k (X−1k), are
marked by white (black) crosses. The direction of stretching is con-
sistent with Eq. (40).
energy corresponding to this term takes the form
HSE ≈ α cos
2 β
piξ2s
∫
d2x
1− ∏
k=1,2
cos (φ1k − φ−1k)
 ,
(50)
for circular phase profiles φ±1k, Eq. (8). We take the zero
point energy to be the energy of two unstretched PCVs.
Fig. 6(a) shows a plot of the spin-exchange energy (50) ver-
sus the vortex separation, D, and vortex stretching, r, ob-
tained by numerically integrating Eq. (50). For each eval-
uation of the energy, we fix X±11 = −X±12 = D/2 and
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FIG. 5. (a) PCV separation versus time. Blue dots are numerical
data, solid black line is the analytic prediction (47) with mv as a fit-
ting parameter. (b) Separation of the ψ±1 vortex centres versus time
for a single PCV. Blue dots are numerical data, solid black line is the
analytic prediction (48) using mv obtained from the fit in (a). For a
short time t . 3ts during the initial evolution, the numerical result
in (b) lies slightly above the analytic prediction. After this, the nu-
merical result lies below the analytic prediction. Also visible in the
numerical results in (a) and (b) is an oscillation at a frequency on the
order of the characteristic spin wave frequency, ωs ≡ 1/ts, which
is not predicted by the analytic model (47), (48). We suspect the
oscillation arises from coupling to spin waves. As a PCV stretches,
interactions within the core may couple the core to other spin excita-
tions so that energy is lost in the form of spin waves, thus reducing
the stretching below the analytic prediction.
Y±1k = ±r/2. Note the stretching is orthogonal to the vortex
separation. Fig. 6(b) shows the dependence of the spin ex-
change energy on the vortex stretching for D = 20ξs. These
results depend only very weakly on total system size as long
as the system size is large, since the four component vortices
present will behave like a quadrupole with a rapidly decaying
energy density for distances greater than D. We find that for
small stretching, r < 3ξs, the energy is quadratic in r. For
larger stretching the energy becomes linear in r. Fig. 6(c)
shows the dependence of the spin exchange energy on the
vortex separation D for r = 2ξs. The dependence follows
a logarithmic form very closely over the range of D values
considered. This logarithmic dependence on D can be argued
heuristically by assuming that the spin exchange energy den-
sity scales as
H(x, y) ∼
{
r2
x2+y2 , x
2 + y2 < D2,
0, x2 + y2 > D2.
Integrating over this energy density will give a logarithmic
dependence on D. This logarithmic dependence on D is not
included in the analytic model (39), (40).
The spin exchange energy in Fig. 6 increases as a function
of the vortex stretching r. This means that the ψ±1 vortices
of a PCV are confined i.e. they cannot form an unbound
state. Fig. 5(b) suggests that as the ψ±1 vortices separate,
spin waves carry away energy so that the stretching is re-
duced. However there is still an average increase in stretch-
ing as the PCVs collide. If this stretching continues to in-
crease, the spontaneous creation of a PCV vortex antivortex
pair will become favourable so that the spin exchange en-
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FIG. 6. (a) The spin exchange energy, Eq. (50), as a function of the
PCV separation D and the PCV stretching r. (b) Solid black line
shows data from (a) for D = 20ξs, as a function of r. For r . 3ξs
the energy increases quadratically with r. A quadratic fit to the data
at small r is shown by blue crosses. For r > 3ξs the energy increases
linearly with r. A linear fit to the data at large r is shown by red
crosses. (c) Solid black line shows data from (a) for r = 2ξs, as
a function of D. The energy increases logarithmically with D. A
logarithmic fit to the data is shown by blue crosses.
ergy is reduced. This is analogous to color confinement in
quantum chromodynamics [31]. To estimate the stretching re-
quired to observe this effect, we note that for large stretch-
ing Fig. 6 predicts that the spin-exchange energy will scale as(
~2n0/M
)
r/ξs. The energy required to spontaneously create
a PCV vortex antivortex pair scales as
(
~2n0/M
)
ln (D/ξs).
For r/ξs & ln (D/ξs), the spontaneous creation of a PCV
vortex antivortex pair could lower the system’s free energy.
The stretching may reach a maximum distance, however, be-
yond which any excess energy goes into spin wave produc-
tion [12]. It is possible that this could occur before the spon-
taneous creation of a PCV vortex antivortex pair. Reaching
this large stretching regime for two PCVs in a setup like in
Fig. 3 would require a large initial PCV separation so that the
vortex stretching can become sufficiently large. Starting the
dynamics with a non-zero stretching could allow more modest
initial PCV separations to be used, although it may be hard to
stabilise such an initial condition against decay through spin
wave production.
V. CONCLUSION
In this paper we have applied a variational Lagrangian ap-
proach to derive the model of PCV dynamics introduced by
Turner [12]. We compared this model to simulations of a
PCV vortex antivortex pair and find semi-quantitative agree-
ment. The distinguishing feature of the PCV dynamics is a
vortex mass, which arises from interaction effects within the
PCV core. The Turner model can be obtained by approxi-
mating this interaction as a quadratic potential which confines
the ψ±1 components of a PCV. However, our numerics reveal
higher order dynamic effects, which we suspect arise from
core interactions coupling the PCV dynamics to spin waves.
For high PCV energies, the nature of this coupling to spin
waves may have a substantial effect on the confinement of
the ψ±1 components. The Lagrangian formulation presented
here paves the way for a more detailed study of the PCV core
structure and dynamics, which can then be used to extend the
Turner model. For example, ansatzes for density profiles of
the spin components within the core could be included, as
has been done for half-quantum spin vortices [24, 32]. The
PCV mass depends on the quadratic Zeeman energy q, both
explicitly in Eq. (38) and implicitly through the parameter a
from Eq. (34). This opens up the possibility of exploring PCV
dynamics with a spatially dependent q, which could be done
using the Lagrangian formulation presented here. It would
also be interesting to explore the effects of a non-zero net Fz
magnetization on the PCV dynamics.
We have restricted our study to uniform systems for the
purpose of characterising the interaction between PCVs. It
is known that a scalar vortex in a harmonic trap can exhibit a
precession around the trap centre [33]. It would be interesting
to consider the effects of an harmonic trap on the dynamics of
a PCV, where not only the density but also the spin properties
(through q0) vary spatially.
It should be possible to observe the dynamics of PCVs
in current experiments using magnetization sensitive imaging
(e.g. see [3, 34]). Indeed, recent experiments in antiferromag-
netic spin-1 condensates [35, 36] have been able to prepare
half-quantum spin vortices and monitor their subsequent evo-
lution and annihilation. For the ferromagnetic system PCVs
can be spontaneously generated in a low-temperature quench
from the polar phase to easy plane phase (see [3, 6, 7, 37] and
Fig. 1), where the evolution of these vortices then determines
the easy plane phase ordering dynamics [8, 9].
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