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Abstract
Pretend play is a storytelling technique, naturally used from very young ages, which relies on object substitution to represent
the characters of the imagined story. We propose "Make-believe", a system for making movies from pretend play by using 3D
printed figurines as props. We capture the rigid motions of the figurines and the gestures and facial expressions of the storyteller
using Kinect cameras and IMU sensors and transfer them to the virtual story-world. As a proof-of-concept, we demonstrate
our system with an improvised story involving a prince and a witch, which was successfully recorded and transferred into 3D
animation.
Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Animation H.5.2 [Information Interfaces and Presentation]: User Interfaces—Interaction styles
1. Introduction
There has been increasing interest in recent years in providing vir-
tual storytelling tools that can be used to teach narrative skills to
young children [GPS10]. While early work has investigated the
use of digital puppets [HRvG97] and interactive spaces [BID∗99],
many researchers have noted that tangible interaction with actual
physical puppets is usually more engaging to children even in the
digital age. According to Walton [Wal94], props such as puppets
and figurines play a central role in make-believe games, where they
serve as prompters for imagination, but also as objects of the imag-
inary worlds created in the game, and as generators of the fictional
truths that make up the story.
In this work, our goal is to create movies showing the fictional
truths created by the storyteller in simple games of make-believe,
using puppets and figurines as props. Our system allows the story-
teller to improvise a scene with two figurines in hand by interpret-
ing the lines of the two characters in front of two Kinect cameras
(see Figure 1). The front camera records the storyteller’s facial ex-
pressions and head movements. The top camera records the move-
ments of the figurines. The figurines are also equipped with inertial
measurement units (IMU) recording their linear accelerations and
angular positions.
Our system decomposes the story into alternating speaking turns
where the storyteller is playing the part of one character or the
other. Then the head movements and facial expressions of the sto-
ryteller are transferred to the corresponding character. Head move-
ments and facial expressions of the non-speaking character are au-
tomatically computed so that they smoothly integrate with those
transferred during speech turns. In addition, the relative movements
of the two figurines are transferred to the corresponding animated
characters, with suitable adaptations.
2. Related work
Using tangible interaction for creating stories is not a new idea. A
variety of puppetry interfaces that can be used to control character
animation in real time were reviewed by Sturman [Stu98]. The digi-
tal marionette [OTH02] is a physical device equipped with sensors,
which can be used to create relatively complex character anima-
tion using multi-tracking. The i-theatre [MCP09] investigates the
creation of puppet-like tangible interfaces augmented with embed-
ded sensors (e.g. RFIDs and accelerometers) and multimedia capa-
bilities integrating the different elements of a traditional puppets-
theater (e.g. music, lighting, etc.) into a virtual representation.
The 3D puppetry system by Held et al. [HGCA12] uses a combi-
nation of image-feature matching and 3D shape matching to iden-
tify and track physical puppets with a kinect camera and then render
the corresponding 3D models into a virtual set. PuppetX by Gupta
et al. [GJR14] is a construction kit for building articulated puppets
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that can be manipulated and virtualized in real-time using a combi-
nation of finger and body gestures. [CMB15] combine multi-touch
interaction on a tabletop (NIKVision) with tangible interaction with
physical props for playful experiments with kindergarten children.
Most of the above previous work relies on real-time interaction
with a magic mirror metaphor showing the story in the virtual world
as it is being played in the real world. While this may be attrac-
tive, it also causes problems of divided attention between those two
mental work spaces. In contrast, we describe a system where the
storyteller is allowed to improvise freely with sensor-equipped ob-
jects in front of Kinect cameras, and watch the story he was imag-
ining as a separate step.
Figure 1: Acquisition setup. There are two Kinect devices: one
looking down to follow figurines, one following narrators. The
stage is the table in the middle.
3. Recording system
Recently, several storytelling systems such as PuppetX [GJR14]
or 3D puppetry [HGCA12] have used RGB-D sensors. A problem
with these vision-based systems is that they are very sensitive to
occlusion. The storyteller must be very careful to keep the puppet
visible for the camera at all times while acting. As this may in-
terfere with the narration, we reduce occlusion problems as much
as possible by using Inertial Motion Units (IMU) sensors. We fur-
ther enrich the recordings with body pose, facial expression and
voice of the storytellers. Therefore, we use one kinect at the top of
the stage combined with a set Inertial Motion Units (IMU) in or-
der to track the puppets. This configuration was set to address the
tasks of puppet identification and localization in 4D (3D space +
time). In addition the IMU sensors provide the angular position at
each time for each puppets making the system recover the 6D path
for each figurine. The second kinect records the storyteller’s face
features using the commercial system FaceShift. This markerless
motion capture system returns accurate head rotation and transla-
tion (30fps, absolute values with camera placed at 0), gaze direction
and facial expressions (represented by a total of 48 blendshapes),
along with synchronized voice signal. Using this software we are
able to transfer the face features (blendshapes) to the corresponding
3D model.
4. Animation system
The storyteller uses his voice, gestures and expressions to imper-
sonate two characters. Our animation system uses the data recorded
with the systems described in Section 3 in order to generate sepa-
rate animations for the two characters. This section describes the
algorithms implemented for the decomposition of the storyteller’s
recorded data into two audiovisual data streams that correspond to
the characters’ performances (see Figure 2).
Figure 2: System workflow: the voice signal, motion recorded with
Faceshift and figurine movements are analyzed in order to deter-
mine the focus turns of the characters to which the adapted motion
is transferred. Next, the separate animation data for the two char-
acters is obtained by splitting the storyteller’s recorded data and
interpolating the missing motion from the non-focused parts.
4.1. Animation layers
We can safely assume that the characters take talking turns that
do not overlap as the storyteller can only interpret one character
at a time. Also, we consider that the gestures and expressions de-
ployed during storytelling present two main components: expres-
sive, which is intended for the actual interpretation of the charac-
ter (for example: lip movements while interpreting a character that
is talking) and focusing, which appears as a consequence of ma-
nipulating the figurines and helps indicate which figurine is cur-
rently interpreted (for example: the storyteller may lean his head
and gaze towards the focused figurine while performing). Deter-
mining which figurine is being focused at each moment is an es-
sential task for our system.
Considering these components of a storyteller’s performance, we
propose that the movements of the virtual characters are obtained
using several layers of animation:
• Rigid body motion is transferred directly from the tracked move-
ments of the corresponding figurine.
• Head rotation, gaze, facial expressions and voice are transferred
directly from the storyteller if the corresponding figurine is fo-
cused, or are automatically generated otherwise.
• Body and head rotations and facial expressions may be re-
adapted in order to edit out the focusing component of the trans-
ferred data (for example, to raise the head and change the gaze
direction) or to satisfy certain cinematographic constraints (for
example, rotating the bodies such that the face is visible).
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4.2. Story analysis
Since we want to generate dialog stories, an important task is ex-
tracting the sentences and then assigning them to the correspond-
ing figurines i.e. the ones that are focused during speech. We first
recorded a performance, in which a female storyteller interprets a
male and a female character. For this performance we annotated
the sentence intervals with the characters to which they correspond.
Next we computed a set of parameters for each type of data as an
optimization problem for assigning the right figurine with its cor-
responding annotated sentence. These parameters can then be used
for a new storytelling performance.
Voice analysis. First of all voice informs whether one charac-
ter is talking. A strategy in impersonating characters is changing
the voice pitch, intensity or rhythm. Particularly, female charac-
ters are delivered with high-pitched voices and monsters or other
negative characters with low-pitched or slow-paced voices. We use
the Praat software to compute the voice pitch and intensity. How-
ever, tests show that the storytellers have difficulty maintaining dis-
tinctive pitch strategies for the two characters throughout an entire
story. For this reason, we only use the intensity of the voice sig-
nal to extract sentences. The sentences are extracted by separating
the silent frames from speech frames using an intensity threshold,
then by concatenating the successive speech frames.The best result
is obtained for an intensity threshold of 50 dB. The same param-
eter can be used in extracting sentences for a new performance if
the recording is done with the same microphone and under similar
audio conditions.
Gaze analysis. Gaze direction is an important cue because sto-
rytellers tend to look at the figurine that they are currently inter-
preting. Therefore, determining which figurine is focused depends
on the angle of gaze direction and the current positions of the fig-
urines. The simplest solution is determining whether the gaze is
oriented towards the left or the right relative to an imaginary ver-
tical plane which passes through the center of the storyteller and
equally divides the space between the figurines.
Movement analysis. Storytellers also tend to move more the
figurine which is currently focused. In order to determine the fo-
cused figurine during speech, we compare the amount of variation
of translation and rotation for a set of frames for the two figurines.
We compute the sum of 1-norm between the current position and
orientation and the one at a previous frame, for the last N frames.
N is determined by varying this number such that the best matches
are obtained with the annotated frames. The number of frames ob-
tained is 78, for a framerate of 30 fps.
Focus choice. After analyzing the voice and extracting sen-
tences, we use gaze and figurine movements to determine which
figurine is focused. The problem of choosing the figurine is also
solved as an optimization problem where we assigned weight coef-
ficients for the two methods and varied their values. We found that
the best result is obtained when the weight attributed to the move-
ment analysis method is 1 and for the gaze analysis is 0. This shows
that the figurine movement is a better cue for assigning the focused
character at the level of the sentence.
Facial motion adaptation. Once the focus is obtained, we can
directly transfer the expressions and head motion of the storyteller
to the assigned characters. A few adaptations are first needed in
order to correct the storyteller’s motions which are caused by ma-
nipulating the figurines: head and gaze oriented downwards. Head
and gaze pitch values are scaled such that the head and gaze direc-
tion are raised. The blendshapes corresponding to eyelid opening
are also scaled in order to correspond to the adapted gaze direction.
Splitting/interpolation. At this point we have determined the
focus and the expressions to transfer to the corresponding charac-
ters. In order to generate a separate animation stream for each char-
acter, we need to generate head motion and facial expressions for
the intervals where a character is not focused.
The first step is to split the adapted motion data according to the
focus intervals. For the non-focus intervals i.e. when the character
is silent, generated motion data should look natural and not dis-
tract the attention from the speaking character. For this reason we
opt for neutral facial expressions. We carry linear interpolation for
head motion during all non-focused intervals between the last and
first pose of the respective neighboring focused intervals. To ensure
smooth transitions between the transferred and the automatically
generated neutral expressions, we also carry linear interpolation of
all blendshapes during intervals of 250 ms at the beginning and end
of the non-focused interval.
5. Experimental results
We used a set of predefined characters that are recurring in folk-
tales: the prince, the princess, the witch, the ogre. A professional
3D artist created stylized body and head models for these charac-
ters. The heads of the virtual characters are rigged as blendshape
models which correspond to the ones obtained with Faceshift. The
body models are 3D printed to obtain the figurines. To each fig-
urine, a plinth is added to incorporate an IMU sensor.
Recording. In order to evaluate our system, we recorded a male
storyteller delivering a short story with two characters: the prince
and the witch. The system imposes two constraints: figurines must
be used within the surface of the table (80x80 cm) and the story-
teller should perform at a distance between 60 and 120 cm from
the front Kinect. The text of the story was prepared beforehand but
the interpretation and manipulation of the figurines were deployed
freely. We consider that the story starts when the storyteller moves
the first figurine and it ends when both figurines are released. The
entire story lasts 1 minute and 25 seconds and consists of 12 sen-
tences alternating between the two characters. Figure 3 illustrates
different steps in the generation of the animated story.
Animation. We analyzed the story using the algorithms de-
scribed in Section 4 with the previously computed parameters. The
voice analysis algorithm extracts sentences with a total of 84%
speech frames correctly identified. Using the gaze analysis algo-
rithm leads to correctly assigning 85% of the speech frames to
the focused characters, while using the movement analysis obtains
89% recognition rate. The focus choice algorithm leads to a final
correct assigning of 89% speech frames since we only use the fig-
urine movement to choose the focused figurines. We notice that
gaze analysis is less reliable than figurine movement especially be-
cause the storyteller tends to switch the gaze direction to the other
figurine before the sentence ends.
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Figure 3: Corresponding frame for: (a) the front Kinect video data displaying the storyteller’s expressions, (b) the top Kinect video data
with the current orientations and positions of the figurines, (c) a reconstructed scene including a virtual storyteller with directly transferred
expressions and virtual figurines with directly transferred movements and (d) the final animated version of the story.
Besides the adaptation of motion recorded by the storyteller, we
introduced new modifications for satisfying cinematographic rules
in the virtual scene. We carried automatic body orientation accord-
ing to the camera position in the virtual scene by rotating the bod-
ies with 25 degrees towards the camera. We did this because we
want to see the characters’ faces in generated animation, while still
maintaining the illusion of dialogue.
6. Limitations and future work
This system is presented as a tool for making virtual movie scenes
from pretend-play for children such that the animated result can be
viewed after the performance takes place. In future work, it may be
useful to provide real-time feedback to storytellers, allowing them
to add and control scene components such as cameras, lights and
surrounding environments. The acquisition system described in this
paper has intrinsic limitations, i.e. only one storyteller and two fig-
urines can be recorded at a time. In addition, the Faceshift software
we use for capturing the narrator’s blendshapes is no longer avail-
able. However several alternative software such as Mixamo (Unity
plug-in) or Kinect Face HD can be considered.
Our system is currently limited to facial animation. In future
work, we would like to infer hand gestures and full body animation
intended by the storyteller and transfer them to the virtual charac-
ters in a similar fashion. We are currently studying the strategies
deployed by different storytellers to display the desired actions us-
ing a combination of explicit voice commands and implicit motion
cues.
7. Conclusion
We presented a system for creating movies from improvisational
games of make-believe, where figurines and their movements are
transfered into imaginary characters. Gestures and expressions of
the storyteller are tracked and analyzed such that an animated ver-
sion of the dialog story is generated. Our system enables the gen-
eration of separate animation streams for each character, using the
performance of one storyteller. This is done by first extracting the
sentences using the voice signal and then choosing which charac-
ter performs each sentence. This choice is made by analyzing the
storyteller’s strategies towards "focusing" i.e. attributing a perfor-
mance to a certain figurine by either looking towards that figurine
or moving it more. Our experiments indicate that a combination of
voice prosody, figurine motion and storyteller gaze is sufficient for
determining speaking turns between the two characters. This result
needs to be confirmed with more extensive testing involving chil-
dren as well as professionally-trained puppeteers.
In future work, we would like to develop intelligent cinematogra-
phy and film editing techniques suitable to the display of the imag-
inary story worlds created in make-believe games.
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