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APPROXIMATION BY JUNTAS IN THE SYMMETRIC GROUP,
AND FORBIDDEN INTERSECTION PROBLEMS
DAVID ELLIS AND NOAM LIFSHITZ
Abstract. A family of permutations F ⊂ Sn is said to be t-intersecting if any two permutations in F
agree on at least t points. It is said to be (t − 1)-intersection-free if no two permutations in F agree on
exactly t − 1 points. If S, T ⊂ {1, 2, . . . , n} with |S| = |T |, and pi : S → T is a bijection, the pi-star in Sn
is the family of all permutations in Sn that agree with pi on all of S. An s-star is a pi-star such that pi is a
bijection between sets of size s.
Friedgut and Pilpel, and independently the first author (see [13]), showed that if F ⊂ Sn is t-intersecting,
and n is sufficiently large depending on t, then |F| ≤ (n− t)!; this proved a conjecture of Deza and Frankl
from 1977. Equality holds only if F is a t-star.
The Erdős-Sós forbidden intersection problem (for uniform hypergraphs) has been intensively studied; it
has been resolved in many cases but is still open in full generality. In this paper, we consider the forbidden
intersection problem for families of permutations. We prove a considerable strengthening of the Deza-Frankl
conjecture, namely that if n is sufficiently large depending on t, and F ⊂ Sn is (t−1)-intersection-free, then
|F| ≤ (n− t)!, with equality only if F is a t-star.
The proof is rather different to the original proof of the Deza-Frankl conjecture, and is quite a lot more
robust. The main ingredient is a ‘junta approximation’ result, namely, that any (t − 1)-intersection-free
family of permutations is essentially contained in a t-intersecting junta (a ‘junta’ being a union of a bounded
number of O(1)-stars). The proof of our junta approximation result relies, in turn, on (i) a weak regularity
lemma for families of permutations (which outputs a ‘junta’ whose stars are intersected by F in a weakly
pseudorandom way), (ii) a combinatorial argument that ‘bootstraps’ the weak notion of pseudorandomness
into a stronger one, and finally (iii) a spectral argument for pairs of highly-pseudorandom fractional families
(this spectral argument being significantly shorter than the spectral argument in [13], though still non-
trivial). Our proof employs four different notions of pseudorandomness, three being combinatorial in nature,
and one being algebraic. The connection we demonstrate between these combinatorial and algebraic notions
of psuedorandomness may find further applications.
We also use our junta approximation result to prove some new stability results on t-intersecting families
and (t − 1)-intersection-free families.
1. Introduction
Erdős-Ko-Rado type problems are an important class of problems within Extremal Combinatorics. In
general, an Erdős-Ko-Rado type problem asks for the maximum possible size of a family of objects, subject
to some intersection condition on pairs of objects in the family. For example, we say a family of sets is
intersecting if any two sets in the family have nonempty intersection. The classical Erdős-Ko-Rado theorem
[15] states that if k < n/2, an intersecting family of k-element subsets of {1, 2, . . . , n} has size at most(
n−1
k−1
)
, and that if equality holds, then the family must consist of all k-element subsets containing some fixed
element. Over the last sixty years, many other Erdős-Ko-Rado type results have been obtained, for different
mathematical structures (e.g. for families of graphs [3, 12], and families of partitions [23]) and under different
intersection conditions on the sets in the family. We mention in particular the seminal theorem of Ahlswede
and Khachatrian [1] which specifies, for each (n, k, t) ∈ N3, the largest possible size of a t-intersecting family
of k-element subsets of {1, 2, . . . , n}. (We say a family of sets is t-intersecting if any two sets in the family
have intersection of size at least t.) As well as being natural in their own right, Erdős-Ko-Rado type questions
have found applications in Computer Science and Coding Theory, and the techniques developed in solving
them have found wide applicability in many other areas of Mathematics. The reader is referred to [4, 24]
for surveys of this area of research and its applications; in fact, the latter deals with the broader subject
of Turán-type problems, which ask for the maximum possible size of some structure, subject to a certain
substructure being forbidden.
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One particularly challenging type of Erdős-Ko-Rado problem concerns what happens when just one
intersection-size is forbidden. The Erdős-Sós forbidden intersection problem [16] is to determine, for each
(n, k, t) ∈ N3, the maximum possible size of a family of k-element subsets of {1, 2, . . . , n} such that no two
sets in the family have intersection of size exactly t− 1. This problem remains open in full generality, unlike
the t-intersection problem above (solved by Ahlswede and Khachatrian), though it has been solved for quite
a wide range of the parameters, by Frankl and Füredi [18], Keevash, Mubayi and Wilson [21], Keller and
the authors [14], and Keller and the second author [22]. These solutions have involved a wide range of
methods (combinatorial, probabilistic, algebraic and Fourier-analytic), some of which have found important
applications elsewhere. For example, the work of Frankl and Füredi [18] was one of the first uses of their
widely-applicable ‘delta-system method’, and the work of Keller and the second author [22] involved a broad
extension of the ‘junta method’, which we will discuss below.
In this paper, we obtain forbidden intersection theorems for families of permutations. The study of Erdős-
Ko-Rado problems for families of permutations goes back to Deza and Frankl [5]. For n ∈ N, we let Sn denote
the symmetric group on {1, 2, . . . , n} =: [n], i.e. the set of all bijections from [n] to itself. We say a family of
permutations F ⊂ Sn is intersecting if any two permutations in F agree on at least one point, i.e. if for any
σ, τ ∈ F , there exists i ∈ [n] such that σ(i) = τ(i). Deza and Frankl proved that if F ⊂ Sn is intersecting,
then |F| ≤ (n− 1)!. (Cameron and Ku [2] later proved that equality holds only if F consists of the coset of
a stabilizer of a point.)
We say a family of permutations F ⊂ Sn is t-intersecting if any two permutations in F agree on at least
t points, i.e. if for any σ, τ ∈ F , we have |{i ∈ [n] : σ(i) = τ(i)}| ≥ t. Deza and Frankl conjectured in [5]
that for any t ∈ N, if n is sufficiently large depending on t, then any t-intersecting family F ∈ Sn satisfies
|F| ≤ (n − t)! (which is the size of the t-intersecting family {σ ∈ Sn : σ(i) = i ∀i ∈ [t]}). This remained
open for 31 years, and became known as the Deza-Frankl conjecture. It was proved by Friedgut and Pilpel,
and independently and simultaneously by the first author, in 2008 (see [13]). The proof uses a spectral
argument, combined with non-Abelian Fourier analysis on Sn (a.k.a. representation theory of Sn); it is, to
our knowledge, the first application of non-Abelian Fourier analysis to prove an exact result in Extremal
Combinatorics. We remark that it was also claimed in [13] that equality holds in the Deza-Frankl conjecture
only if F is the pointwise stabilizer of a t-element set (provided n is large enough depending on t). This
statement is true, but unfortunately, the proof of the equality case in [13] contained a hole (pointed out by
Filmus [17]). An alternative proof of the equality case (and of a much stronger ‘stability’ statement) is to
be found in [10].
The Erdős-Sós forbidden intersection problem has a natural analogue for families of permutations. For
t ∈ N, we say a family of permutations F ⊂ Sn is (t− 1)-intersection-free if no two permutations in F agree
on exactly t−1 points, i.e. if for any two distinct σ, τ ∈ F , we have |{i ∈ [n] : σ(i) = τ(i)}| 6= t−1. Clearly, a
t-intersecting family is (t− 1)-intersection-free, and the first author conjectured in [9] that for any t ∈ N, the
conclusion of the Deza-Frankl conjecture holds under the weaker condition that F is (t− 1)-intersection-free
(provided n is sufficiently large depending on t). In the case t = 1, a family is t-intersecting if and only if it
is (t − 1)-intersection-free, so there is nothing to prove in this case. The first author verified his conjecture
in the case t = 2, using a spectral argument to prove the conjecture asymptotically, and then a stability
argument to prove it exactly (in this case). However, these techniques broke down for all t > 2, and all other
cases of the conjecture remained open.
It is in place to remark that recently, Keevash and Long [20] considered t-intersection-free families in Sn,
where t = Θ(n). They proved that for any ǫ > 0, there exists δ = δ(ǫ) > 0 such that if ǫn ≤ t ≤ (1 − ǫ)n,
and F ⊂ Sn is t-intersection-free, then |F| ≤ (n!)1−δ. (For each ǫ > 0, this result is sharp up to the value
of δ = δ(ǫ), as is evidenced by applying Turán’s theorem to the Cayley graph on Sn generated by the set of
permutations with exactly t fixed points. The dependence of δ(ǫ) upon ǫ, however, is likely to be far from
best-possible.)
In this paper, we develop new, more robust techniques that enable us to solve the above-mentioned
forbidden intersection conjecture of the first author, which strengthens the Deza-Frankl conjecture and
resolves the permutation analogue of the Erdős-Sós forbidden intersection problem (for large n). In fact, we
prove the following.
Theorem 1.1. If t ∈ N, n is sufficiently large depending on t, and F ⊂ Sn is (t− 1)-intersection-free, then
|F| ≤ (n− t)!, with equality only if F consists of a coset of the pointwise-stabilizer of a t-element set.
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Our main tool for proving Theorem 1.1 is the following ‘junta approximation’ result. To state it, we need
some more notation and terminology. If S, T ⊂ {1, 2, . . . , n} with |S| = |T |, and π : S → T is a bijection,
the π-star in Sn is the family of all permutations in Sn that agree with π pointwise on all of S. An s-star
is a π-star such that π is a bijection between sets of size s. (Note that an s-star is precisely a coset of the
pointwise-stabilizer of an s-element set; in this paper, we henceforth use the ‘star’ terminology, as it is more
concise.) If n is understood, and for each i ∈ [l], Si, Ti ⊂ [n] and πi : Si → Ti is a bijection, we define
〈π1, . . . , πl〉 := {σ ∈ Sn : (∃i ∈ [l])(∀j ∈ Si)(σ(j) = π(j))},
i.e., 〈π1, . . . , πl〉 is the set of all permutations in Sn that agree everywhere with at least one of the bijections
πi. We say that J ⊂ Sn is a C-junta if J = 〈π1, . . . , πl〉 for some bijections πi : Si → Ti, where l ≤ C
and |Si| ≤ C for all i ∈ [l]. We remark that, if J ∈ Sn is a C-junta, then there exists a set J ⊂ [n] with
|J | ≤ C2 such that for any σ ∈ Sn, the question of whether or not σ ∈ J depends only upon the ordered
set (σ(j) : j ∈ J); this may justify the use of the term ‘junta’. We think of C as (an upper bound on) the
‘complexity’ of the junta J .
We can now state our ‘junta approximation’ result.
Theorem 1.2. For any r, t ∈ N, there exists C = C(r, t) ∈ N such that if F ⊂ Sn is (t−1)-intersection-free,
there exists a t-intersecting C-junta J ⊂ Sn such that |F \ J | ≤ Cn!/nr.
Informally, this theorem says that any (t − 1)-intersection-free family is ‘almost’ contained within a t-
intersecting junta of bounded complexity.
We remark that the above definition of a ‘junta’ in Sn is a natural analogue of a monotone increasing
junta in P([n]). Some more terminology: for a set X , we write P(X) for the power-set of X , and for j ∈ N,
we say a family of subsets F ⊂ P([n]) is a j-junta if there exists a set J ⊂ [n] with |J | ≤ j, and a family
G ⊂ P(J), such that for any S ⊂ [n], we have S ∈ F if and only if S∩J ∈ G (in other words, the membership
in F of a set S is determined purely by S ∩ J). Thus, informally speaking, we may refer to F as a ‘junta’ if
it depends only upon a bounded number of coordinates. We say a family F ⊂ P([n]) is monotone increasing
if whenever S ∈ F and T ⊃ S, we have T ∈ F .
Juntas in P([n]) have been widely used in Extremal Combinatorics and Theoretical Computer Science
over the last twenty years; in particular, many theorems in Extremal Combinatorics have been proved by
first approximating families with a given property by juntas, and then using a ‘perturbation’ (or ‘stability’)
argument to show that the largest families with the given property are juntas. (This is known as the ‘junta
method’.) One of the first uses of the junta method in Extremal Combinatorics was in the work of Dinur
and Friedgut [7] on the approximation of intersecting families by ‘dictatorships’, and other juntas. Recently,
Keller and the second author [22] substantially generalised the junta method to deal with a large class
of Turán-type problems for hypergraphs (known as Turán problems for expansions), and indeed, part of
our strategy in this paper is to generalize some of the arguments in [22] to the symmetric group setting,
demonstrating the flexibility of the aforesaid arguments.
Theorem 1.1 follows from Theorem 1.2 via a short and purely combinatorial argument. The main work
of this paper is therefore in proving Theorem 1.2.
Our proof of Theorem 1.2 employs a mixture of combinatorial, probabilistic and algebraic techniques.
The first step is to prove a weak regularity lemma for families of permutations (Proposition 3.2). This states
that for any family of permutations F ⊂ Sn and any r, s ∈ N, there exists an Or,s(1)-junta
J = 〈π1, . . . , πl〉
such that for each i ∈ [l], the ‘slice’
F(πi) := {σ ∈ F : σ(j) = πi(j) ∀j ∈ Domain(πi)}
consisting of all the permutations in F agreeing pointwise with πi, satisfies a weak pseudorandomness
condition, which we term (s, n−r)-uncaptureability. (We say that F(πi) is (s, n−r)-uncaptureable if for any
bijection π with domain disjoint from that of πi, at least an (n
−r)-fraction of F(πi) consists of permutations
disagreeing everywhere with π.) To prove Theorem 1.2, it then suffices to show that, provided n is sufficiently
large depending on r and t, if F ⊂ Sn is (t−1)-intersection free, the junta J supplied by our weak regularity
lemma (applied to F with s = 2r − 1) is t-intersecting. This is equivalent (for n large enough) to the
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statement that for any i, j ∈ [l], the bijections πi and πj have domains of size at least t and agree with one
another on at least t points.
We then assume, for the sake of a contradiction, that π1 and π2 agree with one another on less than t
points. The first step is a ‘bootstrapping’ step: given our (s, n−r)-uncaptureable families F(π1) and F(π2),
we find large subfamilies F ′i ⊂ F(πi) (for each i ∈ {1, 2}) that satisfy a stronger (but still combinatorial)
notion of psuedorandomness, which we term (r, ǫ)-quasirandomness: this says, roughly, that restricting
the family only to those permutations agreeing with a uniform random bijection with domain of size r,
cannot change the measure of the family by very much, on average. The bootstrapping step is achieved via
combinatorial techniques, similar to those used in [22] in the setting of uniform hypergraphs. To simplify
the later (algebraic) part of the proof, at this point we make two reductions. Firstly, we use a probabilistic
argument to reduce to the case where t = 1: specifically, we use a random sampling method to show that,
at the cost of passing to very slightly smaller subfamilies satisfying a very slightly weaker quasirandomness
constraint, we can replace π1 and π2 by two bijections with any specified (but bounded) number of extra
agreements between them. Secondly, we use a combinatorial argument to reduce to the case where π1 and
π2 have the same domain and the same range.
The next step is to show that our notion of combinatorial quasirandomness implies an algebraic notion
of quasirandomness. This step involves some classical results from the representation theory of the sym-
metric group, combined with a Cauchy-Schwarz argument. (We believe that this step may find independent
applications.)
The final step is to use our algebraic quasirandomness property, combined with a spectral argument, to
complete the proof that J is t-intersecting. Specifically, this step involves showing that if f, g : Sn → [0, 1]
are sufficiently (algebraically) quasirandom and have sufficiently large expectations, then there must exist
two permutations σ1, σ2 ∈ Sn such that σ1 and σ2 disagree everywhere, and f(σ1)g(σ2) > 0. (Because of our
combinatorial reductions in previous steps, we have to work with [0, 1]-valued functions on Sn, i.e. ‘fractional
subfamiles’ of Sn, in this step, rather than with straighforward subfamilies of Sn.) The representation-
theoretic bounds needed in this step are much simpler than those employed in [13], largely because of the
extra quasirandomness condition we can use.
We also use our junta approximation theorem to obtain a new and rather strong ‘1% stability’ result for
families of permutations with a forbidden intersection. Stability results in Extremal Combinatorics describe
the structure of ‘large’ families of objects with a given mathematical property. Suppose we are studying
a set of mathematical objects U , in which each object has an ‘order’ in N (with Un denoting the set of
objects in U of order n), and we have an extremal theorem specifying, for each n ∈ N, the maximum
possible size M(n) of a subfamily F of Un such that F has the mathematical property P . A ‘99% stability
result’, in this context, describes the structure of subfamilies of Un with property P that have size at least
(1− ǫ)M(n), for ǫ sufficiently small (usually, giving non-trivial information whenever ǫ at most some small,
positive absolute constant). A ‘1% stability result’, on the other hand, describes the structure of subfamilies
of Un with property P that have size at least ǫM(n), giving non-trivial structural information even when
ǫ tends to zero with n (provided ǫ tends to zero sufficiently slowly with n). In our case, Un = Sn for each
n ∈ N, the property P in question is that of being (t − 1)-intersection-free, and M(n) = (n − t)! for all n
sufficiently large depending on t. In [10], the first author obtained a 99% stability result for t-intersecting
families of permutations. We obtain the following 1% stability result for (t− 1)-intersection-free families of
permutations.
Theorem 1.3. For any r, t ∈ N such that r > t, there exists K = K(r, t) > 0 such that the following holds.
If F ⊂ Sn is (t − 1)-intersection free with |F| ≥ K(n− t − 1)!, then there exists a t-star G ⊂ Sn such that
|F \ G| ≤ K(n− r)!.
Even the weaker version of Theorem 1.3, where (t− 1)-intersection-free is replaced by t-intersecting, was
out of the reach of previous methods.
Given that our techniques in this paper are more robust than those in [13], it is natural to ask whether
they generalise to other infinite families of finite groups. This seems to be the case, and in a forthcoming
paper with Guy Kindler, the authors prove analogues of Theorem 1.1 for GL(n,Fq) and SL(n,Fq), for n
sufficiently large depending upon q and t, using somewhat similar techniques to those in this paper, combined
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with a new hypercontractivity argument which may be of interest in its own right. The analogous problems
for the orthogonal and symplectic groups over finite fields, on the other hand, currently seem out of reach.
The remainder of this paper is structured as follows. In Section 2, we outline the background and tools
we need from the representation theory of the symmetric group. In Section 3, we state and prove our weak
regularity lemma for families of permutations. In Section 4, we develop the combinatorial and probabilistic
tools we will need for the bootstrapping step described above. In Section 5, we prove that combinatorial
quasirandomness implies algebraic quasirandomness. In Section 6, we pull these ingredients together to
prove Theorem 1.2. In Section 7, we give the (fairly short) deduction of Theorem 1.1 from Theorem 1.2, and
we also deduce a new stability result from Theorem 1.2. Finally, in Section 8, we conclude with some open
problems.
2. Background and tools from the representation theory of the symmetric group
Our treatment of the representation theory of Sn follows James and Kerber [19]; the reader is referred to
this book for more background.
We equip R[Sn] with the inner product 〈 , 〉 induced by the uniform measure on Sn: for f, g : Sn → R,
〈f, g〉 := 1
n!
∑
σ∈Sn
f(σ)g(σ).
We let ‖ · ‖2 denote the corresponding Euclidean norm.
If n ∈ N, an (integer) partition α of n is a non-increasing sequence of positive integers with sum n, i.e.
α = (α1, . . . , αl) for some l ∈ N, with αi ∈ N for all i ∈ [l], α1 ≥ . . . ≥ αl, and
∑l
i=1 αi = n. If α is a
partition of n, we write α ⊢ n. We write > for the lexicographic ordering on partitions, i.e. α > β if αj > βj
where j = min{i : αi 6= βi}.
Recall that the equivalence classes of irreducible complex representations of Sn are in a natural one-to-one
correspondence with the partitions of n, with each partition α ⊢ n corresponding to the (irreducible) Specht
module Sα. For each α ⊢ n, let χα denote the character of Sα; since Sα is also a real representation, χα is
real-valued. Let fα := χα(Id) denote the dimension of S
α, and let Wα denote the sum of all copies of S
α in
R
Sn ; then dim[Wα] = (f
α)2. We have the orthogonal decomposition
R
Sn =
⊕
α⊢n
Wα,
and the orthogonal projection Pα(f) of a function f : Sn → R onto Wα is given by the formula
Pα(f)(σ) =
f
α
n!
∑
π∈Sn
f(π)χα(σπ
−1) ∀σ ∈ Sn.
Hence, for any α ⊢ n and any f : Sn → R, we have
(2.1) ‖Pα(f)‖22 = 〈Pα(f), f〉 =
f
α
(n!)2
∑
σ,π∈Sn
f(σ)f(π)χα(σπ
−1).
Definition 2.1. If λ = (λ1, . . . , λl) is a partition of n, the Young diagram of shape λ is the array of n
left-justified cells with λi cells in row i, for each i ∈ [l].
For example, the Young diagram of the partition (3, 22) is:
Definition 2.2. If λ is a partition of n, its transpose λ′ is the partition of n whose Young diagram is the
transpose of the Young diagram of λ, i.e. its Young diagram is obtained by interchanging the rows and
columns of the Young diagram of λ.
Definition 2.3. A λ-tableau is a Young diagram of shape λ, each of whose cells contains a number between
1 and n. If µ = (µ1, . . . , µl) is a partition of n, a Young tableau is said to have content µ if it contains µi i’s
for each i ∈ [l].
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Definition 2.4. A Young tableau is said to be standard if it has content (1, 1, . . . , 1) and the numbers are
strictly increasing down each row and along each column.
Definition 2.5. A Young tableau is said to be semistandard if the numbers are non-decreasing along each
row and strictly increasing down each column.
The relevance of standard Young tableaux stems from the following.
Theorem 2.6. If λ is a partition of n, then fλ is the number of standard λ-tableaux.
It follows from Theorem 2.6 that fλ
′
= fλ for all λ ⊢ n.
Definition 2.7. The hook of a node (i, j) in the Young diagram of a partition λ is Hi,j = {(i, j′) : j′ ≥
j} ∪ {(i′, j) : i′ ≥ i}. The hook length of (i, j) is hi,j = |Hi,j |.
Theorem 2.8. (The Hook Formula.) If λ ⊢ n with hook lengths h1, . . . , hk, then
(2.2) fλ =
n!∏
i hi
.
We say that two λ-tableaux of content (1, 1, . . . , 1) are row-equivalent if they contain the same set of
numbers in each row. A row-equivalence-class of λ-tableaux with content (1, 1, . . . , 1) is called a λ-tabloid.
If λ = (λ1, . . . , λl), then a λ-tabloid is simply an ordered l-tuple (S1, . . . , Sl) of sets where Si ∈ [n](λi) for
all i ∈ [l] and the sets S1, . . . , Sl partition [n]. Let us write s(λ) for the number of permutations in Sn that
stabilize a fixed λ-tabloid; then
s(λ) =
l∏
i=1
λi!.
Write Tλ for the set of all λ-tabloids. Consider the natural left action of Sn on the set Tλ of all λ-tabloids,
i.e. if a λ-tabloid T has ith row Ri ∈ [n](λi) for each i, then σ(T ) has ith row σ(Ri) for each i. Let Mλ
denote the induced permutation representation. We write ξλ for the character of M
λ; the ξλ are called the
permutation characters of Sn. Note that if σ ∈ Sn, then ξλ(σ) is simply the number of λ-tabloids fixed by σ.
Young’s theorem gives the decomposition of each permutation representation into irreducible representa-
tions of Sn, in terms of the Kostka numbers.
Definition 2.9. Let λ and µ be partitions of n. The Kostka number Kλ,µ is the number of semistandard
λ-tableaux of content µ.
Theorem 2.10 (Young’s theorem). If µ is a partition of n, then
Mµ ∼=
⊕
λ⊢n :
λ≥µ
Kλ,µS
λ.
It follows that for each partition µ of n, we have
ξµ =
∑
λ⊢n :
λ≥µ
Kλ,µχλ.
On the other hand, we can express the irreducible characters in terms of the permutation characters using
the determinantal formula: for any partition α of n,
(2.3) χα =
∑
π∈Sn
sgn(π)ξα−id+π.
Here, if α = (α1, α2, . . . , αl), α− id+ π is defined to be the sequence
(α1 − 1 + π(1), α2 − 2 + π(2), . . . , αn − n+ π(n)),
where αi := 0 for all i > l. If this sequence has all its entries non-negative, we let α− id+ π be the partition
of n obtained by reordering its entries into non-increasing order and deleting the zero entries, and we define
ξα−id+π = ξα−id+π. If the sequence has a negative entry, we define ξα−id+π = 0. Note that if ξβ appears on
the right-hand side of (2.3), then β ≥ α, so the determinantal formula expresses χα in terms of {ξβ : β ≥ α}.
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Observe that if α1 ≥ n−r, then ξα−id+π 6= 0 only if π fixes [n]\[r+1] pointwise, so the sum on the right-hand
side of (2.3) has at most (r + 1)! non-zero terms.
If G = (V,E) is a finite graph, its adjacency matrix is the 0-1 matrix with rows and columns indexed by
V , and with (u, v)-entry equal to 1 if and only if uv ∈ E(G), for each u, v ∈ V (G). If G is a d-regular graph,
its normalized adjacency matrix is the matrix obtained by dividing each entry of the adjacency matrix by d,
so that all row and column sums are equal to 1.
If Γ is a finite group, and S ⊂ Γ with S−1 = S and Id /∈ S, we write Cay(Γ, S) for the (right) Cayley graph
of Γ with respect to S, which is defined to be the graph with vertex-set Γ and edge-set {{g, gs} : g ∈ Γ, s ∈ S}.
If S is invariant under conjugation by elements of Γ, then we say that Cay(Γ, S) is a normal Cayley graph.
The following observation is well-known, going back essentially to Frobenius and Schur (see for example
[6]).
Lemma 2.11. Let Γ be a finite group, and let S ⊂ Γ be conjugation-invariant with S−1 = S and Id /∈ S.
Let R be a complete set of inequivalent complex irreducible representations of Γ. Then the eigenvalues of the
adjacency matrix of the normal Cayley graph Cay(Γ, S) are given by
(2.4) λρ =
1
dim(ρ)
∑
s∈S
χρ(s) (ρ ∈ R),
where χρ is the character of the representation ρ.
For n ∈ N, let Dn denote the set of derangements of [n] (the permutations in Sn without fixed points),
and let dn = |Dn|. It is a well-known and elementary consequence of the inclusion-exclusion formula that
dn =
n∑
j=0
(−1)j n!
j!
= (1/e+ o(1))n!.
The Cayley graph Cay(Sn,Dn) is called the derangement graph on Sn; it is a normal Cayley graph, so (2.4)
applies, and therefore the eigenvalues of its adjacency matrix are given by
(2.5) λα =
1
fα
∑
σ∈Dn
χα(σ) (α ⊢ n).
We will use this fact in the next two lemmas.
Lemma 2.12. Let A denote the normalized adjacency matrix of Cay(Sn,Dn) (normalized so that all row
and column sums are equal to 1). For each α ⊢ n, let λα denote the corresponding eigenvalue of A. Let
f
α = dim(Sα) for each α ⊢ n. Then
|λα| = O(1/fα) ∀α ⊢ n.
Proof. The normalized version of (2.5) is
λα =
1
fαdn
∑
σ∈Dn
χα(σ) =
n!
fαdn
〈χα, 1Dn〉.
Applying the Cauchy-Schwarz inequality, and using the orthonormality of irreducible characters, we have
|λα| ≤ n!
fαdn
‖χα‖2‖1Dn‖2 =
n!
fαdn
· 1 ·
√
dn/n! =
1
fα
√
n!/dn.
Since dn = (1/e+ o(1))n!, the lemma follows. 
Remark 2.13. One can also prove Lemma 2.12 by using the fact that the sum of the squares of the eigen-
values of A (repeated with their geometric multiplicities) is equal to the sum of the squares of the entries of
A, which in turn is equal to n!/dn.
For s, n ∈ N, let Ln(s) denote the set of all partitions of n with largest part of size s. (When n is
understood, we will sometimes omit it, writing Ln(s) = L(s). Similarly, let Ln(≥s) denote the set of
partitions of n with largest part of size at least s, and let Ln(<s) denote the set of all partitions of n with
largest part of size less than s. Finally, let L∗n(≥s) denote the set of all partitions of n with largest part of
size between s and n− 1, i.e. the set of all non-trivial partitions of n with largest part of size at least s.
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Lemma 2.14. Let A denote the normalized adjacency matrix of Cay(Sn,Dn), and for each α ⊢ n, let λα
denote the corresponding eigenvalue of A. Let r ∈ N. For each α ⊢ n such that α′ ∈ L(≥n− r), we have
|λα| = Or(1)
(n− 1)! .
Proof. Let α ⊢ n such that α′ ∈ L(≥n− r). Recall that
Sα ∼= Sα′ ⊗ sgn,
where sgn denotes the sign representation. Hence,
χα(σ) = χα′(σ)sgn(σ) ∀σ ∈ Sn.
Recalling that fα
′
= fα, we have
λα =
1
fαdn
∑
σ∈Dn
χα′(σ)sgn(σ) =
1
fα
′dn
∑
σ∈Dn
χα′(σ)sgn(σ).
By reducing r if necessary, we may assume that α′ ∈ L(n− r), i.e. that (α′)1 = n− r, so that fα′ = Θr(nr),
by the Hook Formula (2.2). Let
χα′ =
∑
β≥α′
cβξβ
be the expression of χα′ as a linear combination of the permutation characters, as guaranteed by the deter-
mintantal formula (2.3). As remarked above, in this case, the sum in the determinantal formula has at most
(r + 1)! non-zero summands, and therefore∑
β≥α′
|cβ | ≤ (r + 1)! = Or(1).
It therefore suffices to show that for each β ∈ L(≥n− r), we have
1
fα
′dn
∑
σ∈Dn
ξβ(σ)sgn(σ) = Or(1/(n− 1)!).
Writing β = (n− s, β2, . . . , βl), where s ≤ r, we have∑
σ∈Dn
ξβ(σ)sgn(σ) =
∑
T∈Tβ
∑
σ∈Dn
1{σ(T )=T}sgn(σ)
= |Tβ|
∑
σ2∈Dβ2 ,...,σl∈Dβl
sgn(σ2) · sgn(σ3) . . . · sgn(σl)
∑
σ1∈Dn−s
sgn(σ1)
= Or(1)(−1)n−s−1(n− s− 1)|Tβ|
= Or(n)|Tβ |,
using the well-known fact that
∑
σ∈Dm sgn(σ) = (−1)m−1(m− 1) for all m ∈ N. Hence,
1
fα
′dn
∑
σ∈Dn
ξβ(σ)sgn(σ) =
|Tβ |
fα
′dn
Or(n)
= Or(1/(n− 1)!)
as required, using the facts that dn = (1/e+ o(1))n!, |Tβ| = Os(ns) and fα′ = Θr(nr). 
Corollary 2.15. Let A denote the normalized adjacency matrix of Cay(Sn,Dn), and for each α ⊢ n, let λα
denote the corresponding eigenvalue of A. For each r ∈ N, we have
max
α∈L(<n−r)
|λα| = Or(n−r−1).
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Proof. It is well-known, and straightforward to prove (using the Hook Formula and induction, see e.g. Lemma
20 in [11]) that
min{fα : α ⊢ n, α, α′ ∈ L(<n− r)} = Ωr(nr+1).
Hence, using Lemma 2.12, we have
max{|λα| : α ⊢ n, α, α′ ∈ L(<n− r)} = Or(n−r−1).
On the other hand, Lemma 2.14 implies that
max{|λα| : α ⊢ n, α′ ∈ L(≥n− r)} = Or(1/(n− 1)!).
Combining these two maxima yields the corollary. 
3. A weak regularity lemma for families of permutations
In this section, we state and prove our weak regularity lemma for families of permutations. We first
define the (very weak) notion of psuedorandomness that appears in this regularity lemma, viz, (s, ǫ)-
uncaptureability, as discussed in the Introduction.
First for some new notation. If S1, S2, T1, T2 ⊂ [n], and π1 : S1 → T1, π2 : S2 → T2 are bijections, we
write Sn (π1, π2) for the set of all permutations in Sn that agree with π1 on every point of S1 and disagree
with π2 on every point of S2. Similarly, if πi : Si → Ti are bijections for each i ∈ [l] and σi : S′i → T ′i are
bijections for each i ∈ [m], we write Sn(π1, . . . , πl, σ1, . . . , σm) for the set of all permutations in Sn that agree
with πi on every point of Si for each i ∈ [l], and disagree with σi on every point of S′i, for each i ∈ [m].
If F ⊂ Sn, we write F (π1, π2) for the set of all permutations in F that agree with π1 on every point of
S1 and disagree with π2 on every point of S2. (We define F(π1, . . . , πl, σ1, . . . , σm) similarly.) We regard the
family F(π1, π2) as a subset of Sn(π1, π2) and we equip the latter with the uniform measure, so that
µ (F (π1, π2)) := |F (π1, π2)||Sn (π1, π2)| ,
provided Sn (π1, π2) 6= ∅. Similarly,
µ(F(π1, . . . , πl, σ1, . . . , σm)) := |F(π1, . . . , πl, σ1, . . . , σm)||Sn(π1, . . . , πl, σ1, . . . , σm)| .
If f : Sn → R, S, T ⊂ [n] and π : S → T is a bijection, we write f(π) for the restriction of f to Sn(π),
and we equip the latter with the uniform measure, so that
E[f(π)] :=
1
|Sn(π)|
∑
σ∈Sn(π)
f(σ).
Definition 3.1. A family F ⊂ Sn of permutations is said to be (s, ǫ)-captureable if there exist sets S, T ⊂ [n]
with |S| = |T | ≤ s, and a bijection π : S → T , such that µ (F (π)) ≤ ǫ. Similarly, if π1 : S1 → T1, π2 : S2 →
T2 are bijections with S1, S2, T1, T2 ⊂ [n], we say that a family F (π1, π2) ⊂ Sn(π1, π2) is (s, ǫ)-captureable if
there exist sets S ⊂ [n]\Domain(π1) and T ⊂ [n]\Range(π1), with |S| = |T | ≤ s, and a bijection π : S → T ,
such that µ (F (π1, π2, π)) ≤ ǫ. If a family is not (s, ǫ)-captureable, then we say it is (s, ǫ)-uncaptureable.
It is easy to check, using a Chernoff bound, that a p(n)-random subfamily of Sn (in which every permuta-
tion in Sn is included independently, with probability p(n)) is (n, 1/3)-uncaptureable with high probability,
provided p(n)(n − 1)!/ logn → ∞ as n → ∞. In a sense, therefore, we are justified in viewing uncap-
tureability as a notion of pseudorandomness. However, it is a very weak notion of pseudorandomness (and
indeed, we will need to ‘bootstrap’ it to a much stronger notion): the 2-junta {σ ∈ Sn : σ(1) ∈ {1, 2}} is
(n/2, 1/5)-uncaptureable if n is sufficiently large, for example, despite being very far from random-like. (The
family {σ ∈ Sn : σ has at least one fixed point in [s]}, on the other hand, is (s, 0)-captureable.)
Here, then, is our weak regularity lemma.
Proposition 3.2 (A weak regularity lemma for sets of permutations). For each r, s ∈ N ∪ {0}, there exists
C = C(r, s) ∈ N such that for any family F ⊂ Sn, there exists a C-junta J = 〈π1, . . . , πl〉 ⊂ Sn such that
(1) |Domain(πi)| < r for each i ∈ [l];
(2) µ(F \ J ) ≤ Cn−r;
(3) for each i ∈ [l], the family F (πi) is (s, n−r)-uncaptureable.
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Proof. We construct a set J of bijections such that the statement of the lemma holds with J = 〈J〉. We
construct J iteratively, along with a labelled, rooted tree T. Start with J = ∅, and with T consisting of a
single node (the root), labelled v∅. If F itself is (s, n−r)-uncaptureable, then stop, declare v∅ to be a good
leaf, and take J = Sn. Otherwise, F is (s, n−r)-captureable, so there exist sets S, T ∈
(
[n]
≤s
)
and a bijection
π : S → T such that µ (F (π)) ≤ n−r. For each i ∈ S, add a new node to T which is a child of v∅, labelled
vσi , where σi is the bijection from {i} to {π(i)} mapping i to π(i).
Now at any stage, if T has at least one leaf that has not yet been declared good or bad, choose one such.
Suppose it is labelled vσ for some bijection σ : U → W . If |U | = r, then declare vσ to be a bad leaf of T.
If |U | < r and F(σ) is (s, n−r)-uncapturable, then add σ to J and declare vσ to be a good leaf of T. If
|U | < r and F(σ) is (s, n−r)-capturable, then there exist sets S ∈ ([n]\Domain(σ)≤s ) and T ∈ ([n]\Range(σ)≤s ), and
a bijection π = πσ : S → T such that µ (F (σ, π)) ≤ n−r. For each i ∈ S, add a new node to T which is a
child of vσ, labelled vσi , where σi is the bijection from U ∪ {i} to W ∪ {π(i)} which agrees with σ on U and
maps i to π(i).
This process terminates when all leaves of T have been declared good or bad. At this stage, let J = 〈J〉.
(Note that J consists of all the bijections labelling good leaves.) By the definition of ‘good’, F(π) is (s, n−r)-
uncaptureable for every π ∈ J . Note that every leaf of T has depth at most r (relative to the root), since
the depth of a leaf vσ is simply the cardinality of the domain of the corresponding bijection σ. Note also
that every node has at most s children. Hence, the tree T has at most sr leaves, so it has at most sr good
leaves, and therefore |J | ≤ sr. Observe that for any permutation τ ∈ F \J , either τ agrees with σ for some
bad leaf vσ, or else τ disagrees (in at least one place) with every bijection labelling a leaf. In the former
case, τ ∈ 〈σ〉, and µ(〈σ〉) = (n− r)!/n! = Or(n−r). In the latter case, let vσ′ be an internal node of minimal
depth such that σ′ agrees everywhere with τ . Then τ ∈ F(σ′, π), where π = πσ′ is chosen as above, so that
µ(F(σ′, π)) ≤ n−r. Since there are at most sr possibilities for bad leaves vσ and at most (sr−1)/(s−1) ≤ sr
possibilities for internal nodes vσ′ , the union bound implies that µ(F \ J ) = Or,s(n−r), as required. 
4. Combinatorial and probabilistic tools for finding ‘highly regular’ subfamilies of
uncaptureable families
In this section, we describe the combinatorial and probabilistic tools we will need to ‘bootstrap’ our weak
notion of psuedorandomness (uncaptureability) into a stronger notion of pseudrandomness.
First, we need some more notation. If π1 : S1 → T1, π2 : S2 → T2 are bijections, with S1, S2, T1, T2 ⊂ [n],
we write π1 ∩π2 for the restriction of π1 (or equivalently, of π2) to the set of elements of S1 ∩S2 at which π1
and π2 agree. Note that, if one uses the formal definition of a function as a set of ordered pairs, π1 ∩ π2 is
simply the set-theoretic intersection of the sets π1 and π2 of ordered pairs. Hence, it is no abuse of notation
to write |π1 ∩ π2| for the size of the domain of π1 ∩ π2, i.e. the number of elements of S1 ∩ S2 at which π1
and π2 agree, and we use this useful convention in the sequel. If π1 and π2 do not conflict anywhere, i.e.
there exists no x ∈ S1 ∩ S2 such that π1(x) 6= π2(x) and no y ∈ T1 ∩ T2 such that π−11 (y) 6= π−12 (y), then
we write π1 ∪ π2 for the bijection from S1 ∪ S2 to T1 ∪ T2 that agrees with π1 on S1 and with π2 on S2.
(Note, again, that if one uses the formal definition of a function as a set of ordered pairs, π1 ∪ π2 is simply
the set-theoretic union of the sets π1 and π2, under the no-conflict hypothesis.)
We are now ready to define a combinatorial notion of pseudorandomness (which we term ‘quasiregularity’)
that is significantly stronger than uncaptureability.
Definition 4.1. Let s ≤ n, let α ≥ 1 and let π1 : S1 → T1, π2 : S2 → T2 be bijections with S1, S2, T1, T2 ⊂
[n]. A family F (π1, π2) ⊂ Sn is (s, α)-quasiregular if there exists no bijection π : S → T such that
S ⊂ [n] \ Domain(π1), T ⊂ [n] \ Range(π1), |S| = |T | = s, and µ (F (π1, π2, π)) ≥ αµ (F). Similarly,
a function f : Sn(π1, π2) → R is (s, α)-quasiregular if there exists no bijection π : S → T such that
S ⊂ [n] \Domain(π1), T ⊂ [n] \Range(π1), |S| = |T | = s, and E[f(π)] ≥ αE[f ].
Informally, a family of permutations in Sn (or a function on Sn) is highly quasiregular if, by restricting the
family (or, respectively, the function) to the set of all permutations that agree with a bijection with domain
and range of bounded size, one cannot increase the measure of the family (or, respectively, the expectation of
the function) by too much. It is easy to check, using a Chernoff bound, that a p(n)-random subfamily of Sn
is (n− k(n), 1+ ǫ(n))-quasiregular with high probability, provided p(n)ǫ(n)2k(n)!/(n logn)→∞ as n→∞.
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On the other hand, any non-trivial C-junta in Sn is (1, n/C)-quasiregular. The notion of quasiregularity
therefore captures much more of what we mean by a ‘random’ family, than uncaptureability does!
We will need the following two straightforward claims about quasiregular families. These say that if one
restricts a quasiregular family to the set of permutations disagreeing everywhere with a bijection with small
domain, the quasiregularity and measure of the family is not much affected.
Claim 4.2. Let b, n, r ∈ N, and let α ≥ 1 such that α ≤ (n − b)/(4r). Let σ and ρ be bijections between
subsets of [n], with |Domain(σ)| + |Domain(ρ)| ≤ b. Suppose that H(σ, ρ) ⊂ Sn(σ, ρ) is (1, α)-quasiregular,
and let π be a bijection between subsets of [n], with domain of size r, such that π does not conflict with σ.
Then H(σ, ρ, π) is (1, 2α)-quasiregular, and µ(H(σ, ρ, π)) ≥ 12µ(H(σ, ρ)).
Proof. For brevity, let us write H′ := H(σ, ρ). Since H′ is (1, α)-quasiregular, we have
µ(H′) ≤ µ(H′(π)) + αrµ(H′)/(n− b).
Rearranging, we have
(4.1) µ(H′(π)) ≥ (1− αrn−b )µ(H′) ≥ 34µ(H′),
proving the second statement of the claim. Now suppose for a contradiction that there exist i ∈ [n] \
Domain(σ) and j ∈ [n] \ Range(σ) such that µ(H′(π, i 7→ j)) ≥ 2αµ(H′(π)). Using (4.1), it follows that
µ(H′(π, i 7→ j)) ≥ 2α · 34µ(H′) = 32αµ(H′).
On the other hand,
µ(H′(i 7→ j)) ≥ (1 − rn−b )µ(H′(π, i 7→ j)),
so
µ(H′(i 7→ j)) ≥ (1− rn−b )32αµ(H′) > αµ(H′),
a contradiction. 
Claim 4.3. If b, n, r, s ∈ N, 1 ≤ α ≤ 2 and H(σ, ρ) ⊂ Sn(σ, ρ) is (s, α)-quasiregular, where |Domain(σ)| +
|Domain(ρ)| ≤ b, and π is a bijection such that π does not conflict with σ and has |Domain(π)| = r, where
n ≥ r2 + b, then H(σ, ρ, π) is (s, (1 + 4√
n−b )α)-quasiregular, and µ(H(σ, ρ, π)) ≥ (1− 2√n−b )µ(H(σ, ρ)).
Proof. As above, let us write H′ := H(σ, ρ). As above, we have
(4.2) µ(H′) ≤ µ(H′(π)) + αrµ(H′)/(n− b),
and therefore
µ(H′(π)) ≥ (1− αrn−b )µ(H′) ≥ (1− 2√n−b )µ(H′),
proving the second statement of the claim. Now suppose for a contradiction that there exists a bijection
τ between sets of size s, such that µ(H′(π, τ)) > (1 + δ)αµ(H′(π)), where δ := 4/√n− b. Using (4.2), it
follows that
µ(H′(π, τ)) > (1 + δ)(1 − 2√
n−b )αµ(H′).
On the other hand,
µ(H′(τ)) ≥ (1− rn−b )µ(H′(π, τ)) ≥ (1 − 1√n−b )µ(H′(π, τ)),
so
µ(H′(τ)) ≥ (1 + δ)(1 − 1√
n−b )(1 − 2√n−b )αµ(H′) = (1 + δ)(1 − δ4 )(1− δ2 )αµ(H′) > αµ(H′),
a contradiction. 
The following lemma will enable us, when starting from a pair of polynomially dense, (s, n−r)-uncaptureable
families, to ‘bootstrap’ this weak notion of pseduorandomness ((s, n−r)-uncaptureability) into the stronger
notion of pseudorandomness, viz., (1,Θ(
√
n))-quasiregularity, at the cost of passing to a pair of (reasonably
large) subfamilies. The proof is combinatorial, using a density increment argument.
11
Lemma 4.4. Let b, n, r, s ∈ N with
n ≥ 8r√n+ 2r + b, s ≥ 2r − 1,
and let F1(π1, σ1) ⊂ Sn(π1, σ1), F2(π2, σ2) ⊂ Sn(π2, σ2) be (s, n−r)-uncaptureable with |Domain(πi)| +
|Domain(σi)| ≤ b for i = 1, 2. Suppose that for all x, y ∈ [n], whenever π1(x) = y with x /∈ Domain(π2)
and y /∈ Range(π2), we have σ2(x) = y, and whenever π2(x) = y with x /∈ Domain(π1) and y /∈ Range(π1),
we have σ1(x) = y. Then there exist bijections π3, π4 bijecting between sets of size less than 2r, such
that F1 (π1, σ1, π3, π4) ,F2 (π2, σ2, π3, π4) are both (1, 2
√
n)-quasiregular, with measures greater than 12n
−r.
Moreover, π1 and π3 have disjoint domains and disjoint ranges, π2 and π4 have disjoint domains and disjoint
ranges, and if π1 and π2 agree in exactly u places, then the same is true of the bijections π1∪π3 and π2∪π4.
Proof. Set α :=
√
n. Let F1(π1, σ1) and F2(π2, σ2) be (s, n−r)-uncaptureable. Then, in particular, we
have min{µ(F1(π1, σ1)), µ(F2(π2, σ2))} > n−r. Suppose that F1(π1, σ1) and F2(π2, σ2) are not both (1, α)-
quasiregular. We may assume that F1(π1, σ1) is not (1, α)-quasiregular. Then there exist x ∈ [n]\Domain(π1)
and y ∈ [n] \ Range(π1) such that µ(F1(π1, σ1, x 7→ y)) ≥ αµ(F1(π1, σ1)) > αn−r. Note that π2 does not
map x to y. (Indeed, we have x /∈ Domain(π1) and y /∈ Range(π1), so if π2(x) = y, then by hypothesis we
would have σ1(x) = y, a contradiction.) Repeat this process (first with the bijection π1 ∪ (x 7→ y) in place
of π1, and so on) until we obtain a bijection π3 such that F1(π1, σ1, π3) is (1, α)-quasiregular (clearly, this
happens after less than 2r steps, i.e. when the bijection π3 has domain of cardinality less than 2r, since
µ(F1(π1, σ1, π3)) > α|Domain(π3)|µ(F1(π1, σ1)) > (
√
n)|Domain(π3)|n−r ≥ 1
if |Domain(π3)| ≥ 2r). Hence, there exists a bijection π3 with domain of cardinality less than 2r, such that
F1(π1, σ1, π3) is (1, α)-quasiregular, µ(F1(π1, σ1, π3)) > n−r, and π3 does not conflict anywhere with π2 (i.e.,
if π2(z) = w then π3(z) 6= w). Provided s ≥ 2r − 1, since F2(π2, σ2) is (s, n−r)-uncaptureable (and π3 does
not conflict with π2), we have µ(F2(π2, σ2, π3)) > n−r. If F2(π2, σ2, π3) is (1, α)-quasiregular, then we are
done. If not, there exist x ∈ [n] \Domain(π2) and y ∈ [n] \ Range(π2) such that µ(F2(π2, σ2, π3, x 7→ y)) ≥
αµ(F2(π2, σ2, π3)) > αn−r. Note that π1 does not map x to y, by the same argument as above. Repeat
this process until we obtain a bijection π4 such that F2(π2, σ2, π3, π4) is (1, α)-quasiregular; by the same
argument as above, we have |Domain(π4)| < 2r. Since F1(π1, σ1, π3) is (1, α)-quasiregular (and π4 does not
conflict with π1 ∪ π3), Claim 4.2 implies that F1(π1, σ1, π3, π4) is (1, 2α)-quasiregular, and that
µ(F1(π1, σ1, π3, π4)) ≥ 12µ(F1(π1, σ1, π3)) > 12n−r.
Since
F1 (π1, σ1, π3, π4) 6= ∅, F2 (π2, σ2, π3, π4) 6= ∅,
we must have π3 ∩ π2 = π3 ∩ π4 = π4 ∩ π1 = ∅, and therefore |(π1 ∪ π3) ∩ (π2 ∪ π4)| = |π1 ∩ π2|, as required.
This completes the proof of the lemma. 
Next, we observe that somewhat quasiregular famlies are highly uncaptureable.
Claim 4.5. Let β > 1, let b,N ∈ N and let δ > 0. If H(σ, ρ) ⊂ Sn(σ, ρ) is (1, β)-quasiregular, where
|Domain(σ)| + |Domain(ρ)| ≤ b, and µ(H(σ, ρ)) > δ, then H(σ, ρ) is (N, 12δ)-uncaptureable, provided N ≤
(n− b)/(2β).
Proof. Write H′ = H(σ, ρ). Suppose for a contradiction that H′ is (N, 12δ)-captureable. Then there exist
sets S ⊂ [n] \Domain(σ) and T ⊂ [n] \ Range(σ) with |S| = |T | ≤ N , and a bijection π : S → T , such that
µ(H′(π)) ≤ 12δ. It follows that
µ(H′) ≤ µ(H′(π)) + βNµ(H′)/(n− b) ≤ 12δ + βNµ(H′)/(n− b),
and therefore
µ(H′) ≤ 12δ/(1− βN/(n− b)) ≤ δ,
a contradiction. 
Our second ‘bootstrapping’ lemma enables us to find a pair of dense, highly quasiregular families within
a pair of dense, highly uncaptureable families. The proof is very similar to that of Lemma 4.4.
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Lemma 4.6. Let c > 0, let b, n,N ∈ N, let 0 < ǫ < 1, let r, s ∈ N, and let F1(π1, σ1) ⊂ Sn(π1, σ1),
F2(π2, σ2) ⊂ Sn(π2, σ2) be (N, cn−r)-uncaptureable with |Domain(πi)| + |Domain(σi)| ≤ b for i = 1, 2.
Suppose that for all x, y ∈ [n], whenever π1(x) = y with x /∈ Domain(π2) and y /∈ Range(π2), we have
σ2(x) = y, and whenever π2(x) = y with x /∈ Domain(π1) and y /∈ Range(π1), we have σ1(x) = y. Suppose
further that N ≥ (r logn− log c)s/ log(1 + ǫ) =: b′, that ǫ ≥ 8/√n− b− b′ and that n ≥ (b′)2 + b′ + b. Then
there exist bijections π3, π4 bijecting between sets of size less than b
′, such that
F1 (π1, σ1, π3, π4) ,F2 (π2, σ2, π3, π4)
are both (s, 1 + 2ǫ)-quasiregular, with measures greater than 12cn
−r. Moreover, π1 and π3 have disjoint
domains and disjoint ranges, π2 and π4 have disjoint domains and disjoint ranges, and if π1 and π2 agree
in exactly u places, then the same is true of the bijections π1 ∪ π3 and π2 ∪ π4.
Proof. Let F1(π1, σ1) and F2(π2, σ2) be (N, cn−r)-uncaptureable. Then, in particular, we have
min{µ(F1(π1, σ1)), µ(F2(π2, σ2))} > cn−r.
Suppose that F1(π1, σ1) and F2(π2, σ2) are not both (s, 1+ ǫ)-quasiregular. We may assume that F1(π1, σ1)
is not (s, 1 + ǫ)-quasiregular. Then there exist sets S ⊂ [n] \ Domain(π1) and T ⊂ [n] \ Range(π1) with
|S| = |T | = s, and a bijection π : S → T , such that µ(F1(π1, σ1, π)) ≥ (1 + ǫ)µ(F1(π1, σ1)) > (1 + ǫ)cn−r.
Note that π does not agree anywhere with π2. (Indeed, if π(x) = y, then x /∈ Domain(π1) and y /∈ Range(π1),
so by hypothesis σ2(x) = y, and therefore we cannot have π2(x) = y.) Repeat this process (first with the
bijection π1 ∪ π in place of π1, and so on) until we obtain a bijection π3 such that F1(π1, σ1, π3) is (s, 1+ ǫ)-
quasiregular. This happens after less than
M :=
r logn− log c
log(1 + ǫ)
steps, i.e. when the domain of the bijection π3 has cardinality less than Ms =: b
′, since after ⌈M⌉ steps, we
would obtain a bijection π′ with
µ(F1(π1, σ1, π′)) ≥ (1 + ǫ)Mµ(F1(π1, σ1)) > (1 + ǫ)Mcn−r = 1.
Hence, there exists a bijection π3 with domain of cardinality less than Ms, such that F1(π1, σ1, π3) is
(s, 1 + ǫ)-quasiregular, µ(F1(π1, σ1, π3)) > cn−r, and π3 does not conflict with π2. Provided N ≥ b′, since
F2(π2, σ2) is (N, cn−r)-uncaptureable (and π3 does not conflict with π2), we have µ(F2(π2, σ2, π3)) > cn−r.
If F2(π2, σ2, π3) is (s, 1 + ǫ)-quasiregular, then we are done. If not, there exist sets S ⊂ [n] \ Domain(π2)
and T ⊂ [n] \ Range(π2) with |S| = |T | = s, and a bijection π : S → T , such that µ(F2(π2, σ2, π3, π)) ≥
(1+ǫ)µ(F2(π2, σ2, π3)) > (1+ǫ)cn−r. Note that π does not agree anywhere with π1, by the same argument as
above. Repeat this process until we obtain a bijection π4 such that F2(π2, σ2, π3, π4) is (s, 1+ǫ)-quasiregular;
by the same argument as above, we have |Domain(π4)| < Ms, where M is as above. Observe that
|Domain(π1)|+ |Domain(σ1)|+ |Domain(π3)| ≤ b+ b′.
Since F1(π1, σ1, π3) is (s, 1 + ǫ)-quasiregular (and π4 does not conflict with π1 ∪ π3), Claim 4.3 implies that
F1(π1, σ1, π3, π4) is (s, 1 + 2ǫ)-quasiregular, and that
µ(F1(π1, σ1, π3, π4)) ≥ 12µ(F1(π1, σ1, π3) > 12cn−r,
provided ǫ ≥ 8/√n− b− b′ and n ≥ (b′)2 + b′ + b.
Since
F1 (π1, σ1, π3, π4) 6= ∅, F2 (π2, σ2, π3, π4) 6= ∅,
we must have π3 ∩ π2 = π3 ∩ π4 = π4 ∩ π1 = ∅, and therefore |(π1 ∪ π3) ∩ (π2 ∪ π4)| = |π1 ∩ π2|, as required.
This completes the proof of the lemma. 
Given a pair of dense, highly quasiregular families H1(σ1, ρ1),H2(σ2, ρ2), the following lemma will enable
us to increase the number of agreements between σ1 and σ2 (up to t − 1), without seriously affecting the
densities or the quasiregularity. (This, in turn, will enable us to reduce our task to finding, in a pair of
dense, highly quasiregular families, a pair of permutations that disagree everywhere, hence reducing the
algebraic part of the proof to the case where t = 1, making the calculations significantly cleaner.) The proof
is probabilistic, via a random sampling argument.
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Proposition 4.7. Let t ≤ s, let 0 ≤ ǫ < 332 , suppose |Domain(σi)|, |Domain(ρi)| ≤ b for i = 1, 2, and
suppose that H1(σ1, ρ1) ⊂ Sn(σ1, ρ1) and H2(σ2, ρ2) ⊂ Sn(σ2, ρ2) are (s, 1 + ǫ)-quasiregular. Provided
ǫ ≥ c0bt/n for some absolute constant c0, there exists a bijection π between sets of size t, with domain
disjoint from the domains of σi and of ρi and ranges disjoint from the ranges of σi and of πi (for i = 1, 2),
such that
µ(H1(σ1, ρ1, π)) ≥ (1− 4ǫ)µ(H1(σ1, ρ1)),
µ(H2(σ2, ρ2, π)) ≥ (1− 4ǫ)µ(H2(σ2, ρ2)),
and Hi(σi, ρi, π) is (s− t, 1 + 8ǫ)-quasiregular for each i ∈ {1, 2}.
Proof. Fix a set S0 ∈ [n](t) such that S0 ∩ (Domain(σ1) ∪ Domain(σ2) ∪ Domain(ρ1) ∪ Domain(ρ2)) = ∅.
Let V denote the set of all bijections π such that Domain(π) = S0 and Range(π) ∈ [n](t). Let us say that a
bijection in V is good if its range is disjoint from the ranges of σi and of ρi (for i = 1, 2); otherwise, let us say
it is bad. Let U be the set of all good bijections in V . Observe that if i ∈ {1, 2}, and π is chosen according
to the probability distribution Di defined by
Pr
π∼Di
[π] =
|Sn(σi, ρi, π)|
|Sn(σi, ρi)| ∀π ∈ V ;
then Prπ∼Di[π ∈ U ] = 1 − O(bt/n), since for any j ∈ Range(ρi), we have Prπ∼Di [j ∈ Range(π)] = O(t/n).
Moreover, conditional on the event {π ∈ U}, the conditional distribution of π ∼ Di is uniform on U (for
i = 1, 2). We claim that
Pr
π∈U
[µ(Hi(σi, ρi, π)) ≤ (1 − 4ǫ)µ(Hi(σi, ρi))] < 14
for i = 1, 2 (where the probability Prπ∈U denotes the probability with respect to the uniform distribution on
U). Indeed, suppose for a contradiction that
Pr
π∈U
[µ(H1(σ1, ρ1, π)) ≤ (1− 4ǫ)µ(H1(σ1, ρ1))] ≥ 14 .
Then
(4.3) Pr
π∼D1
[µ(H1(σ1, ρ1, π)) ≤ (1− 4ǫ)µ(H1(σ1, ρ1))] ≥ (1−O(bt/n)) · 14 ,
since Prπ∼D1 [π ∈ U ] = 1 − O(bt/n), and conditional on the event {π ∈ U}, the conditional distribution of
π ∼ D1 is uniform on U . But by the quasiregularity hypothesis, for any π ∈ V we have
(4.4) µ(H1(σ1, ρ1, π)) ≤ (1 + ǫ)µ(H1(σ1, ρ1)).
Combining (4.3) with (4.4) yields
µ(H1(σ1, ρ1)) = Eπ∼D1 [µ(H1(σ1, ρ1, π))]
≤ (1/4−O(bt/n))(1 − 4ǫ)µ(H1(σ1, ρ1))
+ (3/4 +O(bt/n))(1 + ǫ)µ(H1(σ1, ρ1))
= (1− ǫ/4 + O(bt/n))µ(H1(σ1, ρ1))
< µ(H1(σ1, ρ1)),
provided ǫ ≥ c0bt/n for some absolute constant c0, a contradiction. It follows that
Pr
π∈U
[µ(H1(σ1, ρ1, π)) ≤ (1− 4ǫ)µ(H1(σ1, ρ1))] < 14 ,
and similarly,
Pr
π∈U
[µ(H2(σ2, ρ2, π)) ≤ (1− 4ǫ)µ(H2(σ2, ρ2))] < 14 .
Hence, by the union bound, we have
Pr
π∈U
[µ(Hi(σi, ρi, π)) > (1 − 4ǫ)µ(Hi(σi, ρi)) ∀i ∈ {1, 2}] > 12 .
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Hence, there exists a bijection π such that the first two conditions of the Proposition hold. Fix such a
bijection π. Suppose for a contradiction that H1(σ1, ρ1, π)) is not (s − t, 1 + 8ǫ)-quasiregular. Then there
exists a bijection π′ between sets of size s− t, such that
µ(H1(σ1, ρ1, π, π′)) ≥ (1 + 8ǫ)µ(H1(σ1, ρ1, π))
≥ (1 + 8ǫ)(1− 4ǫ)µ(H1(σ1, ρ1))
> (1 + ǫ)µ(H1(σ1, ρ1)),
contradicting the quasiregularity of H1(σ1, ρ1) (by considering the bijection π ∪ π′). Hence, H1(σ1, ρ1, π))
is (s − t, 1 + 8ǫ)-quasiregular. The same argument shows that H2(σ2, ρ2, π)) is (s − t, 1 + 8ǫ)-quasiregular,
completing the proof. 
5. Combinatorial and algebraic quasirandomness
We first define a new combinatorial notion of pseudorandomness, one which is closely related to quasireg-
ularity, and which will be more closely related than quasiregularity to our algebraic notion of pseudoran-
domness.
Definition 5.1. Let f : Sn → R. We say that f is (r, ǫ)-quasirandom if
(5.1) Eπ(E[f(π)] − E[f ])2 ≤ ǫ(E[f ])2,
where the expectation on the left is over a uniform random bijection π between r-element subsets of [n].
Note also that the left-hand side of (5.1) is precisely Varπ(E[f(π)]). Informally speaking, a function is
highly quasirandom if, on average, restricting the function to the set of all permutations agreeing with a
uniform random bijection with domain of fixed size, does not change the expectation of the function very
much.
We remark that if f : Sn → R is (ǫ, r)-quasirandom, then it is (ǫ, s)-quasirandom for all s ≤ r, by the
Cauchy-Schwarz inequality.
The following easy lemma says that highly quasiregular functions are also highly quasirandom.
Lemma 5.2. If 0 ≤ ǫ < 1 and f : Sn → [0, 1] is (s, 1 + ǫ)-quasiregular, then f is (s, 2ǫ+ ǫ2)-quasirandom.
Proof. Suppose f : Sn → R is (s, 1 + ǫ)-quasiregular. Then
Eπ(E[f(π)])
2 ≤ (1 + ǫ)2(E[f ])2
and therefore
Varπ(E[f(π)]) ≤ (2ǫ+ ǫ2)(E[f ])2,
as required. 
We now introduce our algebraic notion of pseudorandomness.
Definition 5.3. If r ∈ N and ǫ > 0, we say that f : Sn → R is (r, ǫ)-algebraically quasirandom if for all
α ⊢ n with α 6= (n) and α1 ≥ n− r, we have
‖Pα(f)‖22 ≤ ǫfα(E[f ])2.
The next lemma, which is key, says that highly quasirandom functions are highly algebraically-quasirandom.
The proof is analytic/algebraic.
Lemma 5.4. Let r ∈ N and ǫ > 0. If f : Sn → R is (r, ǫ)-quasirandom, then it is (r,Or(ǫ))-algebraically
quasirandom.
Proof. Let f : Sn → R be (ǫ, r)-quasirandom. Write g := f − E[f ]. Let α ⊢ n with α 6= (n) and α1 ≥ n− r.
Let
χα =
∑
β≥α
cβξβ
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be the expression of χα as a linear combination of the permutation characters, as guaranteed by the de-
termintantal formula. As remarked above, in this case, the sum in the determinantal formula has at most
(r + 1)! non-zero summands, and therefore∑
β≥α
|cβ | ≤ (r + 1)! = Or(1).
Using (2.1), we have
‖Pα(f)‖22 = ‖Pα(g)‖22
=
f
α
(n!)2
∑
σ,π∈Sn
g(σ)g(π)χα(σπ
−1)
=
f
α
(n!)2
∑
β≥α
cβ
∑
σ,π∈Sn
g(σ)g(π)ξβ(σπ
−1)
=
f
α
(n!)2
∑
β≥α
cβ
∑
σ,π∈Sn
g(σ)g(π)
∑
T∈Tβ
1{σπ−1(T )=T}
=
f
α
(n!)2
∑
β≥α
cβ
∑
T,T ′∈Tβ
∑
σ,π∈Sn
g(σ)1{σ(T )=T ′}g(π)1{π(T )=T ′}
=
f
α
(n!)2
∑
β≥α
cβ
∑
T,T ′∈Tβ
(∑
σ∈Sn
g(σ)1{σ(T )=T ′}
)2
= fα
∑
β≥α
cβ
(
s(β)
n!
)2 ∑
T,T ′∈Tβ
(
1
s(β)
∑
σ∈Sn
g(σ)1{σ(T )=T ′}
)2
= fα
∑
β≥α
cβ
(
s(β)
n!
)2
· |Tβ|2 · 1|Tβ|2
∑
T,T ′∈Tβ
(
1
s(β)
∑
σ∈Sn
g(σ)1{σ(T )=T ′}
)2
≤ fα
∑
β≥α
cβ
(
s(β)
n!
)2
|Tβ |2ǫ(E[f ])2
= fαǫ(E[f ])2
∑
β≥α
cβ
(
s(β)|Tβ |
n!
)2
= ǫ(E[f ])2fα
∑
β≥α
cβ
≤ ǫ(E[f ])2fα
∑
β≥α
|cβ |
= Or(1)ǫ(E[f ])
2
f
α,
using the fact that s(β)|Tβ | = n!, by the orbit-stabilizer theorem. The first inequality above uses Cauchy-
Schwarz, combined with the fact that
1
s(β)
∑
σ∈Sn
g(σ)1{σ(T )=T ′}
is simply an average of quantities of the form
E[f(π)] − E[f ],
with the π’s corresponding to the possible choices of images under σ of numbers in rows of T below the first
row. 
16
The following lemma encapsulates the spectral part of our argument; it says that two highly quasirandom
fractional families must either put non-zero weights on a pair of permutations that disagree everywhere, or
else the product of their measures must be small.
Lemma 5.5. For each r ∈ N, there exists ǫ0(r) > 0 such that the following holds. Let f1, f2 : Sn → [0, 1]
such that each fi is (r, ǫ)-quasirandom, where ǫ ≤ ǫ0(r). Suppose that f1(σ1)f2(σ2) = 0 whenever σ1∩σ2 = ∅.
Then √
E[f1]E[f2] = Or(n
−r−1).
Proof. Let f1, f2 be as in the statement of the lemma, where ǫ0(r) is to be chosen later. Let A be the
normalized adjacency matrix of the derangement graph on Sn, normalized so that all row and column sums
are equal to 1. Then
0 = 〈f1, Af2〉
=
∑
α⊢n
λα〈Pα(f1), Pα(f2)〉
= E[f1]E[f2] +
∑
α∈L∗(≥n−r)
λα〈Pα(f1), Pα(f2)〉+
∑
α∈L(<n−r)
λα〈Pα(f1), Pα(f2)〉.
By Corollary 2.15, we have
max
α∈L(<n−r)
|λα| = Or(n−r−1).
By Cauchy-Schwarz, we have∑
α⊢n
|〈Pα(f1), Pα(f2)〉| ≤
∑
α⊢n
‖Pα(f1)‖2‖Pα(f2)‖2
≤
√∑
α⊢n
‖Pα(f1)‖22
√∑
α⊢n
‖Pα(f2)‖22
= ‖f1‖2‖f2‖2
≤
√
E[f1]E[f2],
and therefore
(5.2) 0 = E[f1]E[f2] +
∑
α∈L∗(≥n−r)
λα〈Pα(f1), Pα(f2)〉+Or(n−r−1)
√
E[f1]E[f2].
Since each fi is (r, ǫ)-quasirandom, by Lemma 5.4 it is (r,Or(ǫ))-algebraically quasirandom, and therefore
for each α ∈ L∗(≥n− r), we have
‖Pα(fi)‖22 = Or(ǫ)fα(E[fi])2,
and therefore, using Lemma 2.12 and Cauchy-Schwarz again, we have∣∣∣∣∣∣
∑
α∈L∗(≥n−r)
λα〈Pα(f1), Pα(f2)〉
∣∣∣∣∣∣ ≤
∑
α∈L∗(≥n−r)
|λα| · ‖Pα(f1)‖2‖Pα(f1)‖2
≤
∑
α∈L∗(≥n−r)
O(1/fα) · Or(ǫ)fαE[f1]E[f2]
= Or(ǫ)E[f1]E[f2],
using the fact that |L∗n(≥n − r)| = p(r) − 1 = Or(1) for all n ≥ 2r, where p(r) denotes the number of
partitions of r. Substituting this into (5.2) yields
0 ≥ (1−Or(ǫ))E[f1]E[f2] +Or(n−r−1)
√
E[f1]E[f2],
and therefore, provided ǫ is sufficiently small depending on r, we have√
E[f1]E[f2] = Or(n
−r−1),
as required. 
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6. Proof of our junta approximation result
In this section, we use the tools developed above to prove Theorem 1.2. We may assume throughout that
n ≥ C0(r, t), for any fixed C0 = C0(r, t) ∈ N depending upon r and t alone.
It suffices to prove that if F ⊂ Sn is (t − 1)-intersection-free, then the junta J = 〈J〉 supplied by our
regularity lemma (applied to F , with s = 2r − 1) is t-intersecting (or equivalently, the set of bijections
J is t-intersecting). Our aim is to prove that, if π1, π2 ∈ J agree on less than t points, then (using the
uncaptureability of F(π1),F(π2)) we can find two permutations in F that agree with one another on exactly
t − 1 points, a contradiction. A slight complication arises in that we must compare pairs of uncaptureable
families F(π1),F(π2) for bijections π1, π2 whose domains (and ranges) may differ from one another. To deal
with this complication, we produce [0, 1]-valued functions f, g : Snˆ → [0, 1] (for some appropriate nˆ ≤ n)
such that:
• if there exist permutations σ1, σ2 ∈ Snˆ with σ1 and σ2 disagreeing everywhere and f(σ1)g(σ2) > 0,
then there exist permutations τi ∈ F(πi) (for i = 1, 2) such that τ1 and τ2 agree with one another
on exactly t− 1 points;
• f and g are sufficiently quasiregular that there must exist permutations σ1, σ2 ∈ Snˆ with σ1 and σ2
disagreeing everywhere and f(σ1)g(σ2) > 0.
Assume, for a contradiction, that there exist bijections π1, π2 ∈ J such that π1 and π2 agree on u < t
points. Note that F(π1) and F(π2) are (s, n−r)-uncaptureable.
We first ‘preprocess’ F(π1) and F(π2) as follows. Let us say that a pair (x, y) ∈ [n]2 is π1-unique if
π1(x) = y, x /∈ Domain(π2) and y /∈ Range(π2). Similarly, let us say that a pair (x, y) ∈ [n]2 is π2-unique
if π2(x) = y, x /∈ Domain(π1) and y /∈ Range(π1). Let (x1, y1), . . . , (xk, yk) denote the π1-unique pairs.
Now replace F(π2) with F(π2, σ2), where σ2 : {x1, . . . , xk} → {y1, . . . , yk} is the bijection mapping xi to
yi for each i ∈ [k]. Similarly, let (v1, w1), . . . , (vl, wl) denote the π2-unique pairs. Now replace F(π1) with
F(π1, σ1), where σ1 : {v1, . . . , vl} → {w1, . . . , wl} is the bijection mapping vi to wi for each i ∈ [l].
Next, we apply Lemma 4.4 to the above choice of F(π1, σ1),F(π2, σ2), with s = 2r − 1 and b = 2r − 2,
obtaining two families F1 (π1, σ1, π3, π4) ,F2 (π2, σ2, π3, π4) that are both (1, 2√n)-quasiregular, with mea-
sures greater than 12n
−r. (The ‘preprocessing’ step above ensures that for all x, y ∈ [n], whenever π1(x) = y
with x /∈ Domain(π2) and y /∈ Range(π2), we have σ2(x) = y, and whenever π2(x) = y with x /∈ Domain(π1)
and y /∈ Range(π1), we have σ1(x) = y.) Note that the bijection π1 ∪ π3 agrees with the bijection π2 ∪ π4 in
exactly u places.
By Claim 4.5, applied with β = 2
√
n, δ = 12n
−r, N = ⌊√n/8⌋, and H(σ, ρ) = F1 (π1, σ1, π3, π4) or
F2 (π2, σ2, π3, π4), it follows that
(6.1) F1 (π1, σ1, π3, π4) ,F2 (π2, σ2, π3, π4)
are both (⌊√n/8⌋, 14n−r)-uncaptureable.
Next, we apply Lemma 4.6 to the pair (6.1) with N = ⌊√n/8⌋, c = 1/4, s = r + t and ǫ > 0 satisfying
(r logn+ 2 log 2)(r + t)
log(1 + ǫ)
≤ ⌊√n/8⌋;
this holds provided
(6.2) ǫ = Ω(r(r + t)n−1/2 logn).
(For concreteness, we may take ǫ = n−1/3, for example.) We obtain bijections π5, π6 bijecting between sets
of size less than
(r logn+ 2 log 2)(r + t)/ log(1 + ǫ),
such that
F1 (π1, σ1, π3, π4, π5, π6) ,F2 (π2, σ2, π3, π4, π5, π6)
are both (r + t, 1 + 2ǫ)-quasiregular, with measures greater than 18n
−r.
Finally, we apply Proposition 4.7 to the pair
F1 (π1, σ1, π3, π4, π5, π6) ,F2 (π2, σ2, π3, π4, π5, π6) ,
18
with t− 1− u in place of t and 2ǫ in place of ǫ, producing a bijection π7 between sets of size t− 1− u, such
that the domain of π7 is disjoint from the domains of the πi (for i ≤ 6) and of the σi (for i ≤ 2), the range
of π7 is disjoint from the ranges of the πi (for i ≤ 6) and of the σi (for i ≤ 2),
µ(F1 (π1, σ1, π3, π4, π5, π6, π7)) ≥ (1− 8ǫ)µ(F1 (π1, σ1, π3, π4, π5, π6)),
µ(F2 (π2, σ2, π3, π4, π5, π6, π7)) ≥ (1− 8ǫ)µ(F2 (π2, σ2, π3, π4, π5, π6)),
and F1 (π1, σ1, π3, π4, π5, π6, π7) , F2 (π2, σ2, π3, π4, π5, π6, π7) are both (r+u+1, 1+16ǫ)-quasiregular. Now
write ρ1 := π1 ∪ π3 ∪ π5 ∪ π7, ρ2 := π2 ∪ π4 ∪ π6 ∪ π7, τ1 := σ1 ∪ π4 ∪ π6 and τ2 = σ2 ∪ π3 ∪ π5, so that
F1 (π1, σ1, π3, π4, π5, π6, π7) = F1(ρ1, τ1),(6.3)
F2 (π2, σ2, π3, π4, π5, π6, π7) = F2(ρ2, τ2).
By construction, F1(ρ1, τ1) and F2(ρ2, τ2) are both (r + u+ 1, 1 + 16ǫ)-quasiregular, with measures greater
than 19n
−r, and ρ1 and ρ2 agree with one another in exactly t − 1 places. Moreover, we may assume that
Domain(ρi) ∩Domain(τi) = ∅ and Range(ρi) ∩Range(τi) = ∅ for i = 1, 2, by simply deleting pairs x 7→ y in
τi such that x ∈ Domain(ρi) or y ∈ Range(ρi). Finally, we have
(6.4) |Domain(ρi)|+ |Domain(τi)| = O(
√
n) (i = 1, 2),
by construction.
Let X and Y be disjoint sets of size n, representing the domain and the range respectively of permutations
in Sn. Fixing a bijection from [n] to X and a bijection from [n] to Y , we may view permutations in Sn as
bijections from X to Y , or as matchings from X to Y . Similarly, may identify the bijections ρ1, ρ2, τ1 and τ2
with partial matchings M1,M2, N1, N2 (respectively) from X to Y . Note that, by construction, M1,M2, N1
and N2 satisfy the following
‘Good properties’.
• Mi is vertex-disjoint from Ni, for each i ∈ {1, 2}.
• E(Ni) ⊂ E(M3−i) for each i ∈ {1, 2}.
• for each i ∈ {1, 2} and each edge xy of Mi, exactly one of the following holds.
(1) either xy is an edge of M3−i ∪N3−i, or else
(2) exactly one of x and y is incident to an edge of M3−i (in which case xy is vertex-disjoint from
N3−i).
Our first aim is to reduce to the case where all edges xy of Mi satisfy (1) above, for each i ∈ {1, 2},
while (approximately) preserving the quasiregularity and high-measure properties. Let us say that edges xy
of Mi that satisfy (1) above are of type 1, and that those satisfying (2) are of type 2 (for i = 1, 2). Since
Mi ∪ Ni is a matching (for i = 1, 2), no edge of type 1 can be incident to an edge of type 2, and therefore
the type-2 edges of M1 ∪M2 form a union of paths and cycles, where the paths have length at least 2 and
the cycles have (even) length at least 4 (each cycle has even length, since its vertices alternate between X
and Y ). (Here, and henceforth, the length of a path or cycle denotes its number of edges.) We will apply an
algorithm that eliminates all of these paths and cycles of type-2 edges, step by step, at the cost of slightly
reducing n (viz., by O(
√
n)). This algorithm will rely on the following three technical claims.
The first claim will enable us to eliminate all the cycles of type-2 edges from M1 ∪M2, one by one.
Claim 6.1. Let η > 0 and let k, n, s, t ∈ N. Suppose that F1(ρ1, τ1) ⊂ Sn(ρ1, τ1) and F2(ρ2, τ2) ⊂ Sn(ρ2, τ2)
are both (s, 1+ η)-quasiregular, and that ρ1 and ρ2 agree with one another in exactly t− 1 places. Moreover,
suppose that Domain(ρi) ∩Domain(τi) = ∅ and Range(ρi)∩Range(τi) = ∅ for each i ∈ {1, 2}. Let X and Y
be disjoint sets of size n (as above), let M1,M2, N1 and N2 be the matchings from X to Y associated with
ρ1, ρ2, τ1 and τ2 respectively, and suppose that they satisfy the ‘good properties’ above. Suppose that M1∪M2
contains a cycle of type-2 edges, of length 2k. Then there exist a pair of bijections ρ′1, ρ′2 between subsets of
[n− k] and a pair of bijections τ ′1, τ ′2 between subsets of [n− k], and a pair of families
F ′1(ρ′1, τ ′1) ⊂ Sn−k(ρ′1, τ ′1), F ′2(ρ′2, τ ′2) ⊂ Sn−k(ρ′2, τ ′2),
such that
• |Domain(ρ′i)| = |Domain(ρi)| − k for each i ∈ {1, 2};
• |Domain(τ ′i)| = |Domain(τi)| for each i ∈ {1, 2};
19
• Domain(ρ′i) ∩Domain(τ ′i) = ∅ and Range(ρ′i) ∩ Range(τ ′i) = ∅, for each i ∈ {1, 2};
• ρ′1 and ρ′2 agree wth one another in exactly t− 1 places;
• µ(F ′i(ρ′i, τ ′i)) = µ(Fi(ρi, τi)) for each i ∈ {1, 2};
• F ′i(ρ′i, τ ′i) is (s, 1 + η)-quasiregular, for each i ∈ {1, 2};
• The matchings M ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2 respectively satisfy the ‘good properties’
above;
• As an unlabelled graph, M ′1 ∪M ′2 is obtained from M1 ∪M2 by the deletion of just one (2k)-cycle of
type-2 edges;
• If there exist two permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t− 1 points where ρ1 and ρ2 agree.
Proof of claim. Let C be a cycle of type-2 edges of M1 ∪ M2, of length 2k. Since M1 and M2 are both
matchings, the edges of C alternate between M1 and M2. Let C = x1y1x2y2 . . . xkykx1, where xj ∈ X and
yj ∈ Y for all j ∈ [k]. Without loss of generality, we may assume that xjyj is an M1-edge for each j ∈ [k],
and that x2y1, x3y2, . . ., xkyk−1 and x1yk are M2-edges. It follows that ρ1(xj) = yj for all j ∈ [k] and that
ρ2(xj+1) = yj for all j ∈ [k] (where addition in the index is modulo k, i.e. ρ2(x1) = yk). We now let θ ∈ Sn
be the k-cycle defined by
θ = (y1 y2 y3 . . . yk),
and we consider the pair of families
F1(ρ1, τ1), θ(F2(ρ2, τ2)) ⊂ Sn(θρ2, τ2).
(We remark that the range of τ2 is disjoint from {y1, . . . , yk}.) Note that any pair of permutations σ1 ∈
F1(ρ1, τ1), σ2 ∈ θF2(ρ2, τ2) map xj to yj for each j ∈ [k], and in addition they agree on the t − 1 points
where ρ1 and ρ2 agree, but if they disagree everywhere else, then the two permutations
σ1 ∈ F1(ρ1, τ1), θ−1σ2 ∈ F2(ρ2, τ2)
agree only on the t − 1 points where ρ1 and ρ2 agree. We now let ρ′′i be the bijection obtained from ρi by
deleting x1, . . . , xk from the domain and deleting y1, . . . , yk from the range (for i = 1, 2), and we let
F ′′1 (ρ′′1 , τ1), F ′′2 (ρ′′2 , τ2)
be the families obtained from
F1(ρ1, τ1), θ(F2(ρ2, τ2))
respectively, by deleting x1, . . . , xk from the domain and deleting y1, . . . , yk from the range. The two families
F ′′1 (ρ′′1 , τ1), F ′′2 (ρ′′2 , τ2) are of course families of bijections from X \ {x1, . . . , xk} to Y \ {y1, . . . , yk}, but
by ‘relabelling’ (i.e., by applying fixed permutations to X and Y ), we can view them as (or replace them
by) families of permutations in Sn−k. Let F ′1 and F ′2 be the families, and ρ′1, ρ′2, τ ′1 and τ ′2 the bijections,
produced from F ′′1 ,F ′′2 , ρ′′1 , ρ′′2 , τ1 and τ2 respectively, by this relabelling. By construction, if there exist two
permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t − 1 points where ρ1 and ρ2 agree. Moreover, F ′1(ρ′1, τ ′1) and F2(ρ′2, τ ′2) are both
(s, 1 + η)-quasiregular, since F1(ρ1, τ1) and F2(ρ2, τ2) both are, and F ′i(ρ′i, τ ′i) has the same measure as
Fi(ρi, τi) (for each i ∈ {1, 2}). By construction, the matchings M ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2
respectively, satisfy the ‘good properties’ above, and as an unlabelled graph, M ′1 ∪ M ′2 is obtained from
M1 ∪M2 by the deletion of just one cycle of type-2 edges, having length 2k.

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The next claim will enable us to eliminate all the even-length paths of type-2 edges from M1 ∪M2, one
by one.
Claim 6.2. Let η > 0 and let k, n, s, t ∈ N. Suppose that F1(ρ1, τ1) ⊂ Sn(ρ1, τ1) and F2(ρ2, τ2) ⊂ Sn(ρ2, τ2)
are both (s, 1+ η)-quasiregular, and that ρ1 and ρ2 agree with one another in exactly t− 1 places. Moreover,
suppose that Domain(ρi)∩Domain(τi) = ∅ and Range(ρi)∩Range(τi) = ∅ for each i ∈ {1, 2}. Let M1,M2, N1
and N2 be the matchings from X to Y associated with ρ1, ρ2, τ1 and τ2 respectively, and suppose that they
satisfy the ‘good properties’ above. Suppose that M1∪M2 contains at least one path of type-2 edges, of length
2k. Then there exist a pair of bijections ρ′1, ρ
′
2 between subsets of [n− k], a pair of bijections τ ′1, τ ′2 between
subsets of [n− k], and a pair of families
F ′1(ρ′1, τ ′1) ⊂ Sn−k(ρ′1, τ ′1), F ′2(ρ′2, τ ′2) ⊂ Sn−k(ρ′2, τ ′2),
such that
• |Domain(ρ′i)| = |Domain(ρi)| − k for each i ∈ {1, 2};
• |Domain(τ ′i)| = |Domain(τi)| for each i ∈ {1, 2};
• Domain(ρ′i) ∩Domain(τ ′i) = ∅ and Range(ρ′i) ∩ Range(τ ′i) = ∅, for each i ∈ {1, 2};
• ρ′1 and ρ′2 agree with one another in exactly t− 1 places;
• µ(F ′i(ρ′i, τ ′i)) = µ(Fi(ρi, τi)) for each i ∈ {1, 2};
• F ′i(ρ′i, τ ′i) is (s, 1 + η)-quasiregular, for each i ∈ {1, 2};
• The matchings M ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2 respectively, satisfy the ‘good properties’
above;
• As an unlabelled graph, M ′1 ∪M ′2 is obtained from M1 ∪M2 by the deletion of just one path of type-2
edges of length 2k;
• If there exist two permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t− 1 points where ρ1 and ρ2 agree.
Proof of claim. Let P be a path of type-2 edges in M1∪M2, of length 2k. As in the proof of Claim 6.1, since
M1 and M2 are both matchings, the edges of P alternate between M1 and M2. Without loss of generality,
we may assume that P has both end-vertices in X . (The case where P has both end-vertices in Y can be
dealt with by interchanging X and Y .) Let P = x1y1x2y2 . . . xkykxk+1. Without loss of generality, we may
assume that xjyj is an M1-edge for all j ∈ [k], and that xj+1yj is an M2-edge, for all j ∈ [k]. It follows that
ρ1(xj) = yj for all j ∈ [k] and that ρ2(xj+1) = yj for all j ∈ [k]. We now let θ ∈ Sn be the (k + 1)-cycle
defined by
θ = (x1 x2 x3 . . . xk+1),
and we consider the pair of families
F1(ρ1, τ1), F2(ρ2, τ2)θ ⊂ Sn(ρ2θ, τ2).
(We remark that the domain of τ2 is disjoint from {x1, . . . , xk+1}.) Note that any pair of permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)θ map xj to yj for each j ∈ [k], and in addition they agree on the t−1 points
where ρ1 and ρ2 agree, but if they disagree everywhere else, then the two permutations
σ1 ∈ F1(ρ1, τ1), θ−1σ2 ∈ F2(ρ2, τ2)
agree only on the t − 1 points where ρ1 and ρ2 agree. We now let ρ′′i be the bijection obtained from ρi by
deleting x1, . . . , xk from the domain and deleting y1, . . . , yk from the range (for i = 1, 2), and we let
F ′′1 (ρ′′1 , τ1), F ′′2 (ρ′′2 , τ2)
be the families obtained from
F1(ρ1, τ1), F2(ρ2, τ2)θ
respectively, by deleting x1, . . . , xk from the domain and deleting y1, . . . , yk from the range. As in the proof
of Claim 6.1, the families F ′′1 (ρ′′1 , τ1), F ′′2 (ρ′′2 , τ2) are of course families of bijections from X \ {x1, . . . , xk} to
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Y \ {y1, . . . , yk}, but by ‘relabelling’ (i.e., by applying fixed permutations to X and Y ), we may view them
as (or replace them by) families of permutations in Sn−k. Let F ′1 and F ′2 be the families, and ρ′1, ρ′2, τ ′1 and
τ ′2 the bijections, produced from F ′′1 ,F ′′2 , ρ′′1 , ρ′′2 , τ1 and τ2 respectively, by this relabelling. By construction,
if there exist two permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t − 1 points where ρ1 and ρ2 agree. Moreover, F ′1(ρ′1, τ ′1) and F2(ρ′2, τ ′2) are both
(s, 1 + η)-quasiregular, since F1(ρ1, τ1) and F2(ρ2, τ2) both are, and F ′i(ρ′i, τ ′i) has the same measure as
Fi(ρi, τi) (for each i ∈ {1, 2}). By construction, the matchings M ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2
respectively, satisfy the ‘good properties’ above, and as an unlabelled graph, M ′1 ∪ M ′2 is obtained from
M1 ∪M2 by the deletion of just one path of type-2 edges, having length 2k. 
Our final claim will enable us to eliminate all the odd-length paths of type-2 edges from M1 ∪M2. It will
be more convenient for us to deal with all of these paths at once, rather than one by one, despite the slight
notational complication.
Claim 6.3. Let 0 < η ≤ 1 and let b,K,Q, n, s, t ∈ N with
(6.5) n ≥ b+max{Q2, 16/η2}.
Suppose that F1(ρ1, τ1) ⊂ Sn(ρ1, τ1) and F2(ρ2, τ2) ⊂ Sn(ρ2, τ2) are both (s, 1 + η)-quasiregular, and that ρ1
and ρ2 agree with one another in exactly t−1 places. Moreover, suppose that |Domain(ρi)|+|Domain(τi)| ≤ b
for each i ∈ {1, 2}, and that Domain(ρi)∩Domain(τi) = ∅ and Range(ρi)∩Range(τi) = ∅ for each i ∈ {1, 2}.
Let M1,M2, N1 and N2 be the matchings from X to Y associated with ρ1, ρ2, τ1 and τ2 respectively, and
suppose that they satisfy the ‘good properties’ above. Suppose that M1 ∪ M2 contains exactly Q paths of
type-2 edges having odd length, and that these have total length 2K+Q. Then there exist a pair of bijections
ρ′1, ρ
′
2 between subsets of [n−K], a pair of bijections τ ′1, τ ′2 between subsets of [n−K], and a pair of families
F ′1(ρ′1, τ ′1) ⊂ Sn−K(ρ′1, τ ′1), F ′2(ρ′2, τ ′2) ⊂ Sn−K(ρ′2, τ ′2),
such that
• |Domain(ρ′i)| = |Domain(ρi)| − k for each i ∈ {1, 2};
• |Domain(τ ′i)| = |Domain(τi)| for each i ∈ {1, 2};
• Domain(ρ′i) ∩Domain(τ ′i) = ∅ and Range(ρ′i) ∩ Range(τ ′i) = ∅, for each i ∈ {1, 2};
• ρ′1 and ρ′2 agree wth one another in exactly t− 1 places;
• µ(F ′i(ρ′i, τ ′i)) ≥ 12µ(Fi(ρi, τi)) for each i ∈ {1, 2};
• F ′i(ρ′i, τ ′i) is (s, 1 + 3η)-quasiregular, for each i ∈ {1, 2};
• The matchings M ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2 respectively, satisfy the ‘good properties’
above;
• As an unlabelled graph, M ′1 ∪M ′2 is obtained from M1 ∪M2 by deleting all Q of the paths of type-2
edges of odd length, and replacing each by a type-1 edge;
• If there exist two permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t− 1 points where ρ1 and ρ2 agree.
Proof of claim. Let P1, . . . , PQ denote the odd-length paths of type-2 edges in M1 ∪M2. As in the proof of
Claim 6.1, since M1 and M2 are both matchings, the edges of Pq alternate between M1 and M2, for each
q ∈ [Q]. Moreover, one end of Pq must be in X and the other must be in Y . Since Pq has odd length, either
it starts and ends with an edge of M1, or else it starts and ends with an edge of M2. For each i ∈ {1, 2},
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let Qi denote the set of indices q ∈ [Q] such that Pq starts and ends with an edge of Mi. For each q ∈ [Q],
write Pq = x
(q)
1 y
(q)
1 x
(q)
2 y
(q)
2 . . . x
(q)
k(q)y
(q)
k(q)x
(q)
k(q)+1y
(q)
k(q)+1, and let θq ∈ Sn be the (k(q) + 1)-cycle defined by
θq = (x
(q)
1 x
(q)
2 x
(q)
3 . . . x
(q)
k(q)+1).
We now let
θ :=
∏
q∈Q1
θq, θ
′ :=
∏
q∈Q2
θq.
For each i ∈ {1, 2}, we let τ∗i be the bijection obtained from τi by adjoining x(q)k(q)+1 7→ y
(q)
k(q)+1 to τi, for
each q ∈ Q3−i, and we let τ ′′i be the bijection obtained from τi by adjoining x(q)1 7→ y(q)k(q)+1 to τi, for each
q ∈ Q3−i. Consider the pair of families
F1(ρ1, τ ′′1 )θ′ ⊂ Sn(ρ1θ′, τ∗1 ), F2(ρ2, τ ′′2 )θ ⊂ Sn(ρ2θ, τ∗2 ),
and let
F ′′1 (ρ′′1 , τ ′′1 ), F ′′2 (ρ′′2 , τ ′′2 )
be the families obtained from
F1(ρ1, τ ′′1 )θ′, F2(ρ2, τ ′′2 )θ
respectively, by deleting {x(q)j : q ∈ [Q], j ∈ [k(q)]} from the domain and deleting {y(q)j : q ∈ [Q], j ∈ [k(q)]}
from the range. Note that K =
∑Q
q=1 k(q). The two families F ′′1 (ρ′′1 , τ ′′1 ), F ′′2 (ρ′′2 , τ ′′2 ) are families of
bijections from X \ {x(q)j : q ∈ [Q], j ∈ [k(q)]} to Y \ {y(q)j : q ∈ [Q], j ∈ [k(q)]}, but by ‘relabelling’
(i.e., by applying fixed permutations to X and Y ), we may view them as (or replace them by) families of
permutations in Sn−K . Let F ′1 and F ′2 be the families, and ρ′1, ρ′2, τ ′1 and τ ′2 the bijections, produced from
F ′′1 ,F ′′2 , ρ′′1 , ρ′′2 , τ ′′1 and τ ′′2 respectively, by this relabelling. By construction, if there exist two permutations
σ′1 ∈ F ′1(ρ′1, τ ′1), σ′2 ∈ F ′2(ρ′2, τ ′2)
that agree only on the t− 1 points where ρ′1 and ρ′2 agree, then there exist two permutations
σ1 ∈ F1(ρ1, τ1), σ2 ∈ F2(ρ2, τ2)
that agree only on the t − 1 points where ρ1 and ρ2 agree. Moreover, by Claim 4.3 and our assumption
(6.5) on n, it follows that F ′1(ρ′1, τ ′1) and F ′2(ρ′2, τ ′2) are both (s, 1+3η)-quasiregular and that µ(F ′i(ρ′i, τ ′i)) ≥
1
2µ(Fi(ρi, τi)) for each i ∈ {1, 2}. By construction, the matchingsM ′1,M ′2, N ′1, N ′2 associated with ρ′1, ρ′2, τ ′1, τ ′2
respectively, satisfy the ‘good properties’ above, and as an unlabelled graph, M ′1 ∪ M ′2 is obtained from
M1 ∪M2 by replacing each odd-length path of type-2 edges by a type-1 edge.

Armed with these three claims, we now describe our algorithm. Starting with the pair of families
F1(ρ1, τ1) ⊂ Sn(ρ1, τ1), F2(ρ2, τ2) ⊂ Sn(ρ2, τ2)
defined in (6.3), we first apply Claim 6.1 (with s = r + u + 1 and η = 16ǫ) to each cycle of type-2 edges
in succession, and then we apply Claim 6.2 (with s = r + u + 1 and η = 16ǫ) to each even-length path of
type-2 edges in succession (reducing n by at most O(
√
n) after all of these applications, by virtue of (6.4)).
Abusing notation slightly (to avoid clutter), let
(6.6) F1(ρ1, τ1) ⊂ Sn˜(ρ1, τ1), F2(ρ2, τ2) ⊂ Sn˜(ρ2, τ2)
be the pair of families produced by this process, and let M1,M2, N1, N2 be the corresponding matchings.
Then n− n˜ = O(√n), the matchings M1,M2, N1, N2 still satisfy the ‘good properties’ above, and M1 ∪M2
contains no cycle of type-2 edges and no even-length path of type-2 edges. Further, F1(ρ1, τ1) and F2(ρ2, τ2)
are both (r + u + 1, 1 + 16ǫ)-quasiregular, with measures greater than 19n
−r, and ρ1 and ρ2 agree with one
another in exactly t− 1 places.
We can now apply Claim 6.3 to the pair of families (6.6), with s = r + u + 1, with η = 16ǫ, with
n˜ = n−O(√n) in place of n, and with max{b,K,Q} = O(√n) (again, by virtue of (6.4)). Note that, by our
choice of ǫ = n−1/3, the hypothesis
n˜ ≥ b+max{Q2, 16/η2}
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is indeed satisfied (provided n is sufficiently large depending on r and t). Writing n′ = n˜−K = n−O(√n),
we obtain a pair of bijections ρ′1, ρ′2 between subsets of [n′], a pair of bijections τ ′1, τ ′2 between subsets of [n′],
and a pair of families
F ′1(ρ′1, τ ′1) ⊂ Sn′(ρ′1, τ ′1), F ′2(ρ′2, τ ′2) ⊂ Sn′(ρ′2, τ ′2),
which are both (r + u + 1, 1 + 48ǫ)-quasiregular with measures greater than 118n
−r > 119 (n
′)−r (the last
inequality using the fact that n′−n = O(√n) and that n is sufficiently large depending on r). Observe that
ρ′1 and ρ
′
2 agree with one another at exactly t− 1 places, that the matchings M ′1,M ′2, N ′1, N ′2 associated to
ρ′1, ρ′2, τ ′1, τ ′2 respectively satisfy the ‘good properties’ above, and in addition that M ′1 ∪M ′2 consists only of
type-1 edges.
For notational convenience, we now write
F ′1(ρ′1, τ ′1) =: G1(θ1, φ2), F ′2(ρ′2, τ ′2) =: G2(θ2, φ1).
Since M ′1 ∪M ′2 consists only of type-1 edges, we can rewrite the pair
G1(θ1, φ2), G2(θ2, φ1)
as
G1(ψ ∪ φ1, φ2), G2(ψ ∪ φ2, φ1),
where ψ is the restriction of θ1 to the set of points where θ1 and θ2 agree, so that |Domain(ψ)| = t − 1.
Observe that if two permutations σ1 ∈ G1(ψ ∪ φ1, φ2) and σ2 ∈ G2(ψ ∪ φ2, φ1) disagreed everywhere outside
Domain(ψ), then there would exist two permutations in F that agree only where ρ1 and ρ2 agree (so in
exactly t− 1 places); this would contradict our assumption that F is (t− 1)-intersection-free.
Given our pair of families
G1(ψ ∪ φ1, φ2) ⊂ Sn′(ψ ∪ φ1, φ2), G2(ψ ∪ φ2, φ1) ⊂ Sn′(ψ ∪ φ2, φ1),
which are (r + u + 1, 1 + 48ǫ)-quasiregular with measures greater than 119 (n
′)−r, we observe that Sn′(ψ)
can be viewed as a copy of Sn′−t+1 (recall that |Domain(ψ)| = t − 1). Under this identification, writing
n′′ := n′ − t+ 1, we obtain a pair of families
G′1(φ1, φ2) ⊂ Sn′′(φ1, φ2), G′2(φ2, φ1) ⊂ Sn′′(φ2, φ1)
simply by deleting the domain and range of ψ from each permutation in G1(ψ ∪ φ1, φ2) and G2(ψ ∪ φ2, φ1)
respectively, and relabelling the ground set as [n′′] if necessary. Clearly, these new families are also (r+ u+
1, 1 + 48ǫ)-quasiregular, with measures greater than 119 (n
′)−r > 120 (n
′′)−r. Moreover, if two permutations
σ1 ∈ G′1(φ1, φ2) and σ2 ∈ G′2(φ2, φ1) disagreed everywhere, then there would exist two permutations in F
that agree only where ρ1 and ρ2 agree (so in exactly t− 1 places); this would contradict our assumption that
F is (t− 1)-intersection-free.
The last step is to reduce to the case where φ1 and φ2 are empty; this may involve replacing G′1 and G′2 by
fractional families, i.e. [0, 1]-valued functions on Snˆ, for some nˆ ≤ n′′. To this end, we define a generalisation
of the ‘fixing’ operators introduced by Cameron and Ku [2].
Definition 6.4. If π1 : S1 → T1 and π2 : S2 → T2 are bijections with disjoint domains and disjoint ranges,
let Sπ1,π2 : Sn (π1, π2)→ Sn (π1, π2) be the operator defined as follows. If S2 = {i1, . . . , iℓ} with i1 < . . . < iℓ,
and π2(ik) = jk for all k ∈ [ℓ], then
Sπ1,π2 := Fℓ ◦ Fℓ−1 ◦ . . . ◦ F2 ◦ F1,
where Fk(σ) := (jk σ(ik))σ, for all k ∈ [ℓ] and all σ ∈ Sn(π1, π2).
It is easy to check that the operators Fk pairwise commute, so the restriction i1 < . . . < iℓ in the above
definition is in fact redundant. We remark that the Sπ1,π2 ’s are a generalisation of the ‘fixing’ operators
introduced by Cameron and Ku in [2]: when jk = ik for all k and π1 = ∅, we have Sπ1,π2(σ) = gi1,...,iℓ(σ)
for all σ ∈ Sn(π2), using their notation.
We are now ready to define the function fF ,π1,π2 .
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Definition 6.5. Let F(π1, π2) ⊂ Sn(π1, π2), where π1, π2 are as above. We define f˜F ,π1,π2 : Sn (π1, π2) →
[0, 1] to be the function that sends a permutation τ ∈ Sn (π1, π2) to the proportion of permutations in
S−1π1,π2 (τ) that belong to the family F . Equivalently,
f˜F ,π1,π2(τ) =
|S−1π1,π2 (τ) ∩ F|
|S−1π1,π2 (τ) |
∀τ ∈ Sn(π1, π2).
Observe that E[f˜F ,π1,π2 ] = µ(F) for any family F ⊂ Sn(π1, π2), since |S−1π1,π2 (τ) | is the same for all
permutations τ ∈ Sn(π1, π2).
We need the following easy observation.
Observation 6.6. Let s ∈ N and α ≥ 1, and let π1, π2 be bijections with disjoint domains and disjoint ranges.
Let F(π1, π2) ⊂ Sn(π1, π2) and let G(π1, π2) ⊂ Sn(π1, π2). If every permutation in F(π1, π2) intersects every
permutation in G(π1, π2), then the functions f = f˜F ,π1,π2 : Sn(π1, π2)→ [0, 1] and g = f˜G,π1,π2 : Sn(π1, π2)→
[0, 1] satisfy f(σ1)g(σ2) = 0 for all permutations σ1, σ2 ∈ Sn(π1, π2) such that σ1 and σ2 intersect only on
Domain(π1) ∪ Domain(π2). Moreover, if F(π1, π2) and G(π1, π2) are both (s, α)-quasiregular, then so are f
and g.
We now return to the proof. Let
f ′′ = f˜G′
1
,φ1,φ2
: Sn′′ (φ1, φ2)→ [0, 1] ,
g′′ = g˜G′
2
,φ2,φ1
: Sn′′ (φ1, φ2)→ [0, 1] .
Noting that Sn′′ (φ1, φ2) can be viewed as a copy of Snˆ, where nˆ := n
′′ − |Domain(φ1)| − |Domain(φ2)| =
n−O(√n), we produce from f ′′ and g′′ two functions f, g : Snˆ → [0, 1] by deleting the domains and ranges
of φ1 and φ2 and relabelling the ground set as [nˆ] if necessary. It follows from Observation 6.6 that f and
g are (r + u + 1, 1 + 48ǫ)-quasiregular; clearly, they have expectations greater than 120 (n
′′)−r > 121 (nˆ)
−r.
Finally, for any two permutations σ1, σ2 ∈ Snˆ disagreeing everywhere, we have f(σ1)g(σ2) = 0.
Since f and g are (r + u + 1, 1 + 48ǫ)-quasiregular, they are (r + u + 1, 144ǫ)-quasirandom (and there-
fore (r, 144ǫ)-quasirandom), by Lemma 5.2. Applying Lemma 5.5 with f1 = f and f2 = g now yields a
contradiction, proving Theorem 1.2.
7. Proof of Theorem 1.1
In this section, we deduce Theorem 1.1 from our junta approximation theorem, via a purely combinatorial
argument.
Proof of Theorem 1.1. Let n ≥ n0, where n0 = n0(t) ∈ N is to be chosen later. Let F ⊂ Sn be (t − 1)-
intersection-free with |F| = (n−t)!. Let r = r(t) ∈ N to be chosen later (in fact, we may choose r = t+1). By
Theorem 1.2, there exists a t-intersecting C-junta J ⊂ Sn such that |F\J | ≤ Cn!/nr, where C = C(r, t) ∈ N.
Let J = 〈π1, . . . , πl〉, where πi : Si → Ti is a bijection for all i ∈ [l] and Si, Ti ⊂ [n] for all i ∈ [l]. Note
that l ≤ C and that |Si| ≤ C for all i ∈ [l]. Since J is t-intersecting, provided n0 ≥ t + 1 we must have
|Domain(πi)| ≥ t for all i ∈ [l]. Suppose for a contradiction that |Domain(πi)| ≥ t+ 1 for all i ∈ [l]. Then
|J | ≤
l∑
i=1
|〈πi〉| ≤ l(n− t− 1)! ≤ C(n− t− 1)!,
so |F \ J | ≥ |F| − |J | ≥ (n − t)! − C(n − t − 1)! > (n − t)!/2 > Cn!/nr (provided r ≥ t + 1 and n0 is
sufficiently large depending on t), a contradiction. Therefore, there exists i ∈ [l] such that |Domain(πi)| = t;
without loss of generality, we may assume that |Domain(π1)| = t. Then, since J is t-intersecting, provided
n0 ≥ t+1 we must have πi = π1 for all i ∈ [l], and therefore J = 〈π1〉. By considering τ1Fτ2 for appropriate
τ1, τ2 ∈ Sn, we may assume that π1 is the identity on [t], i.e. that J = {σ ∈ Sn : σ(i) = i ∀i ∈ [t]}. Now
suppose, for a contradiction, that F 6= J . Then there exists some permutation ρ ∈ F \ J . Let s be the
number of fixed points of ρ in [t]; then 0 ≤ s ≤ t− 1. Let V = ρ−1([t]) \ [t] and let v = |V |; note that v ≤ t.
We claim that the number of permutations in J that agree with ρ in exactly t− 1 places is at least
N :=
(
n− t− v
t− s− 1
)
(n− 2t+ s+ 1)(v)dn−2t+s−v+1.
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Indeed, to choose such a permutation σ ∈ J , we can first choose a set U of t−s−1 points of {t+1, . . . , n}\V
on which σ agrees pointwise with ρ, we can then choose the images of the points in V arbitrarily (there are
(n− 2t+ s+ 1)(n− 2t+ s− 1) . . . (n− 2t+ s− v+ 2) = (n− 2t+ s+ 1)(v) such choices), and finally we can
choose the images of the points in {t+1, . . . , n} \ (U ∪ V ) in such a way that σ disagrees with ρ everywhere
on {t+ 1, . . . , n} \ (U ∪ V ) (there are dn−2t+s−v+1 such choices, where as before, dk denotes the number of
derangements of a k-element set). Since F is (t− 1)-intersection-free, none of these permutations can be in
F , so |J \ F| ≥ N . We have
N ≥
(
n− 2t
t− s− 1
)t−s−1
(n− 2t+ s+ v + 2)v(1/e+ o(1))(n− 2t+ s− v + 1)!
≥
(
n− 2t
t− 1
)t−s−1
(n− 2t+ 2)v(1/e+ o(1))(n− 2t+ s− v + 1)!
= Ωt(1)n
t−s−1nvn!/n2t−s+v−1
= Ωt(1)n!/n
t.
Hence, |J \ F| = Θt(1)n!/nt. Since |F| = (n− t)! = |J |, it follows that |F \ J | = |J \ F| = Θt(1)n!/nt >
Cn!/nr (provided r ≥ t+ 1 and n0 is sufficiently large depending on t), a contradiction. 
We now use Theorem 1.2 to deduce Theorem 1.3, our 1% stability result for families of permutations with
a forbidden intersection.
Proof of Theorem 1.3. This is very similar to the first part of the proof of Theorem 1.1. Let K = K(r, t) > 0
to be chosen later. By an appropriate choice of K, we may assume that n ≥ t + 1. Let F ⊂ Sn be (t − 1)-
intersection-free with |F| ≥ K(n− t−1)!. By Theorem 1.2, there exists a t-intersecting C-junta J ⊂ Sn such
that |F \J | ≤ Cn!/nr, where C = C(r, t) ∈ N. Let J = 〈π1, . . . , πl〉, where πi : Si → Ti is a bijection for all
i ∈ [l] and Si, Ti ⊂ [n] for all i ∈ [l]. Since J is t-intersecting and n ≥ t+ 1, we must have |Domain(πi)| ≥ t
for all i ∈ [l]. Suppose for a contradiction that |Domain(πi)| ≥ t+ 1 for all i ∈ [l]. Then
|F\J | ≥ |F|−|J | ≥ K(n−t−1)!−
l∑
i=1
|〈πi〉| ≥ K(n−t−1)!−C(n−t−1)!≥ C(n−t−1)! > Cn!/nt+1 ≥ Cn!/nr
provided K ≥ 2C, a contradiction. Therefore, there exists i ∈ [l] such that |Domain(πi)| = t; without loss
of generality, we may assume that |Domain(π1)| = t. Then, since J is t-intersecting and n ≥ t+1, we must
have πi = π1 for all i ∈ [l], and therefore J = 〈π1〉. We have
|F \ 〈π1〉| ≤ Cn!/nr ≤ K(n− r)!
provided K ≥ C, proving the theorem. 
8. Conclusion and open problems
Two natural open problems are to determine, for each pair of integers n and t, the largest possible t-
intersecting (respectively (t − 1)-intersection-free) families of permutations in Sn. The following conjecture
in [13], as to the former, remains open.
Conjecture 8.1. For any n, t ∈ N, a maximum-sized t-intersecting family in Sn must be a double translate
of one of the families
Fi := {σ ∈ Sn : σ has at least t+ i fixed points in [t+ 2i]} (0 ≤ i ≤ (n− t)/2),
i.e. it must be of the form πFiτ , for some π, τ ∈ Sn.
In fact, even the following conjecture remains open.
Conjecture 8.2. For any n, t ∈ N with n > 2t, the maximum-sized t-intersecting families in Sn are the
t-stars.
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The arguments in this paper imply the conclusion of Conjecture 8.1 only for n ≥ exp(Ct log t), for some
absolute constant C > 0. (On the other hand, the arguments in [13] require n to be doubly exponential in
t.) We believe that entirely new techniques will be required to deal with the case where n = Θ(t).
We note that, when t is comparable to n, the largest (t − 1)-intersection-free subfamilies of Sn are very
much larger than the largest t-intersecting subfamilies of Sn. Indeed, for any t ≤ n ∈ N, a t-intersecting
subfamily of Sn trivially has size at most
(
n
t
)
(n − t)!, the latter being the number of permutations that
t-intersect a fixed permutation. On the other hand, a (t − 1)-intersection-free subfamily of Sn is precisely
an independent set in the Cayley graph on Sn generated by all the permutations with exactly t − 1 fixed
points; since this graph is regular of degree
(
n
t−1
)
dn−t+1, by Turán’s theorem it has an independent set of
size at least
n!(
n
t−1
)
dn−t+1 + 1
,
which is ≫ (nt)(n − t)! provided t ≥ (1 + δ)n/2, δ > 0 and n is sufficiently large depending on δ. At the
extreme, when t = n− 1, the largest (t− 1)-intersection-free subfamilies of Sn are precisely the maximum-
sized independent sets in the Cayley graph generated by the transpositions, i.e. they are precisely An and
Sn \ An, whereas the largest t-intersecting subfamilies are precisely the singletons. It would be interesting
to determine the value of n (for each t) for which the largest (t − 1)-intersection-free subfamilies of Sn are
the same as the largest t-intersecting subfamilies.
Acknowledgements. The authors would like to thank Eoin Long for helpful discussions.
References
[1] R. Ahlswede and L. H. Khachatrian, The complete intersection theorem for systems of finite sets. Europ. J. Combin. 18
(1997), 125–136.
[2] P. Cameron and C.Y. Ku, Intersecting families of permutations. Europ. J. Combin. 24 (2003), 881–890.
[3] F.K.R. Chung, P. Frankl, R.L. Graham and J.B. Shearer, Some intersection theorems for ordered sets and graphs. J.
Combin. Theory, Series A 43 (1986), 23–37.
[4] M. Deza and P. Frankl, Erdős-Ko-Rado theorem – 22 years later. SIAM J. Alg. Disc. Meth. 4 (1983), 419–431.
[5] M. Deza and P. Frankl, On the maximum number of permutations with given maximal or minimal distance. J. Combin.
Theory, Series A 22 (1977), 352–360.
[6] P. Diaconis and M. Shahshahani. Generating a random permutation with random transpositions. Probab. Theory Relat.
Fields 57 (1981), 159–179.
[7] I. Dinur and E. Friedgut, Intersecting families are essentially contained in juntas. Combin. Probab. Comput. 18 (2009),
107–122.
[8] D. Ellis, A Proof of the Cameron-Ku conjecture. J. London Math. Soc. 85 (2012), 165–190.
[9] D. Ellis, Forbidding just one intersection, for permutations. J. Combin. Theory, Series A 126 (2014), 136–165.
[10] D. Ellis, Stability for t-intersecting families of permutations. J. Combin. Theory, Series A 118 (2011), 208–227.
[11] D. Ellis, Setwise intersecting families of permutations. J. Combin. Theory, Series A 119 (2012), 825–849.
[12] D. Ellis, Y. Filmus and E. Friedgut, A proof of the Simonovits-Sós conjecture. J. Eur. Math. Soc. 14 (2012), 841–885.
[13] D. Ellis, E. Friedgut and H. Pilpel, Intersecting families of permutations. J. Amer. Math. Soc. 24 (2011), 649–682.
[14] D. Ellis, N. Keller and N. Lifshitz, Stability for the complete intersection theorem, and the forbidden intersection problem
of Erdős and Sós, preprint. arXiv:1604.06135.
[15] P. Erdős, C. Ko, and R. Rado, Intersection theorems for systems of finite sets. Quart. J. Math. Oxford, Series 2 12 (1961),
313–320.
[16] P. Erdős, Problems and results in graph theory and combinatorial analysis. In: Proceedings of the 5th British Combinatorial
Conference University of Aberdeen, Aberdeen, 14th-18th July 1975, C. St J. A. Nash-Williams and C. Sheehan (Eds.),
Utilitas Mathematica Pub., Winnipeg, 1976.
[17] Filmus, Y., A comment on Intersecting Families of Permutations, preprint. arXiv:1706.10146.
[18] P. Frankl and Z. Füredi, Forbidding just one intersection. J. Combin. Theory, Ser. A 39 (1985), 160–176.
[19] G. James and A. Kerber, The Representation Theory of the Symmetric Group. CUP, Cambridge, 1984.
[20] P. Keevash and E. Long, Frankl-Rödl type problems for codes and permutations. Trans. Amer. Math. Soc. 369 (2017),
1147–1162.
[21] P. Keevash, D. Mubayi and R. Wilson, Set systems with no singleton intersection. SIAM J. Discrete Math. 20 (2006),
1031–1041.
[22] N. Keller and N. Lifshitz, The junta method for hypergraphs, and the Erdős-Chvátal simplex conjecture, preprint.
arXiv:1707.02643.
[23] K. Meagher and L. Moura, Erdős-Ko-Rado theorems for uniform set-partition systems. Electron. J. Comb. 12 (2005),
#R40.
27
[24] D. Mubayi and J. Verstraëte, A survey of Turán problems for expansions. In Recent Trends in Combinatorics, A. Beveridge,
J.R. Griggs, L. Hogben, G. Musiker and P. Tetali (Eds.), IMA Volumes in Mathematics and its Applications 159, Springer,
New York, 2015.
School of Mathematics, University of Bristol, Fry Building, Woodland Road, Bristol, BS8 1UG, United
Kingdom.
E-mail address: david.ellis@bristol.ac.uk
Einstein Institute of Mathematics, Hebrew University of Jerusalem, Edmond J. Safra Campus, Givat Ram,
Jerusalem 91904, Israel.
E-mail address: noamlifshitz@gmail.com
28
