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Abstract
We present a spectral method for the computation of homoclinic orbits in ordinary differential equations. The method is based
on Hermite–Fourier expansions of the complete homoclinic solution and exhibits exponential convergence. In addition, our method
can be used to approximate nonlinear functionals which depend on the complete homoclinic solution. This is demonstrated using
examples from phase separation dynamics and metastability.
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1. Introduction
Understanding global objects is one of the main challenges in the study of dynamical systems. Since global objects
usually connect distant parts of phase space, sophisticated techniques have to be employed to even prove their existence.
One of the simplest such global object is a heteroclinic orbit of a dynamical system. Consider for example an ordinary
differential equation of the form
w˙ = f (w), (1)
where for simplicity we assume that f : Rd → Rd is a suitable smooth function. Then a heteroclinic orbit = {u(t) :
t ∈ R} is given by a solution u : R → Rd of (1) satisfying
lim
t→±∞ u(t) = p± where f (p±) = 0. (2)
In other words, a heteroclinic orbit limits to equilibrium solutions p± of the ordinary differential equation (1), both in
forward and in backward time. If in addition, we have the identity p+ = p−, i.e., if  limits to the same equilibrium
in forward and in backward time, then the orbit  is called a homoclinic orbit—and homoclinic orbits are the focus of
this paper.
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Homoclinic orbits arise in a number of important applications. In a dynamical systems context, they often act as
organizing centers which are responsible for the occurrence of chaotic behavior, or give rise to bifurcations of periodic
orbits. Yet, they also arise naturally in the study of partial differential equations in the form of solitary waves. For
more details we refer the reader to the excellent survey by Champneys [11]. For the applications part of this paper we
consider higher-order differential equations of the form
−2 ·
d4v
dx4
+ 1 ·
d2v
dx2
+ g(v) = 0, (3)
where g : R → R denotes a smooth function, and 1, 2 are real parameters. Eq. (3) can be written in the form (1) if we
deﬁne d = 4 and wk = dk−1v/dxk−1 for k = 1, . . . , 4. Equations of this type describe stationary problems associated
with parabolic partial differential equations. For more details we refer the reader to [11,26,32].
In recent years, a wide variety of analytical techniques has been introduced for the study of homoclinic orbits, ranging
from bifurcation analysis to shooting methods, as well as to variational methods. See for example [11,25,32], as well
as the references therein. Many of these techniques apply to problems of the form (3). For example in the context of
variational techniques, homoclinic solutions are recognized as critical points of the associated energy functional
E[v] =
∫ ∞
−∞
(
2
2
· d
2v
dx2
+ 1
2
· dv
dx
+ G(v)
)
dx, (4)
where G denotes the antiderivative of −g satisfying G(p±) = 0. Moreover, the value of the energy functional at a
homoclinic solution can be of great importance for applications. In the context of metastability we refer the reader to
[26] for more details, see also Section 3.3 below.
The existing analytical methods have been successfully applied in numerous situations, but they usually do not
provide all the desired information. In these cases, one has to rely on numerical techniques. Finding a homoclinic orbit
is a boundary value problem for a nonlinear ordinary differential equation, yet on an inﬁnite time interval. One way
of dealing with this inﬁnite interval computationally was developed in the seminal papers by Beyn [3] and Doedel
and Friedman [18,21]. Rather than working with the whole time interval, they consider a large truncated interval and
replace the boundary conditions (2) by projection boundary conditions onto the stable and unstable subspaces of the
equilibrium. This method has been implemented in the continuation package AUTO [12], and several modiﬁcations
have subsequently been proposed. For more details see [11, Section 4.3].
The truncation of the inﬁnite interval can be avoided by employing spectral methods [7,9].Assuming without loss of
generality that p± =0, a homoclinic orbit of (1) decays exponentially at inﬁnity, i.e., it is contained in the space L2(R).
Thus, by choosing a suitable basis in this space, one can use a spectral Galerkin method to determine an approximation
of the complete homoclinic orbit by a linear combination of ﬁnitely many basis functions. Due to the expected spectral
accuracy, one would expect that even a relatively small number of terms yields good global approximations of the
homoclinic. This approach has been used in the works of Christov and Bekyarov [14] and by Liu et al. [29]. In both
cases, the authors obtain spectral accuracy for their approximations, yet with different basis functions. In [14] the
Galerkin basis consists of Fourier transforms of Laguerre functions as described in [13], while [29] uses rationally
mapped Chebyshev functions. Common to both approaches is the algebraic decay of the basis functions at inﬁnity.
In fact, any generic ﬁnite sum exhibits a decay of the order 1/t for t → ±∞. A related approach has recently been
proposed by Moore [30]. After dividing the inﬁnite interval into one bounded and two unbounded parts, his method
couples Laguerre approximations on each of the inﬁnite intervals with a Chebyshev or Legendre approximation on the
bounded interval.
In the present paper, we introduce a new spectral method for the computation of homoclinic orbits based on an
expansion with respect to Hermite functions. In addition to providing spectral accuracy, our method can also be used to
approximate nonlinear functionals of the homoclinic in a straightforward way. One only has to evaluate the functional
at the approximating ﬁnite sum. Notice that this is not easily possible for the spectral methods described in [14,29,30].
In the ﬁrst two cases, the approximating sum will generally decay proportionally to 1/t , which—unlike the homoclinic
solution itself—is not integrable on R. Similarly, the partition of the underlying domain in [30] makes the evaluation
of nonlinear functionals of the homoclinic more complicated.
The remainder of the paper is organized as follows. In Section 2 we describe our spectral method. In particular,
we discuss the rationale for using the Hermite basis, derive a convergence result, describe the evaluation of nonlinear
functionals of the homoclinic orbit, and address implementation issues. We would like to point out that the use of the
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Hermite basis was explicitly deemed impractical in [14]. However, it will be shown below that these difﬁculties can be
overcome. Section 3 contains several examples which demonstrate the convergence properties of our method. Finally,
Section 4 points the way to further extensions.
2. Computation of homoclinics and functionals
In this section we present a spectral method for the computation of homoclinic orbits based on Hermite–Fourier
expansions. In Section 2.1 we explain our rationale for using the Hermite basis, and recall well-known properties of the
Hermite polynomials which will be used subsequently. Section 2.2 contains the details of our method, a convergence
theorem is presented in Section 2.3. One of the main advantages of our method is that the approximating function has
similar integrability conditions as the original homoclinic, which will allow for straightforward evaluation of nonlinear
functionals of the complete homoclinic. This is presented in detail in Section 2.4. Finally, in Section 2.5 we address
implementation issues.
2.1. Choice of basis
As we mentioned in the introduction, choosing the correct basis of the space L2(R) is an essential step for our
Galerkin spectral method. From a computational point of view, systems of orthogonal polynomials with respect to a
smooth weight function lend themselves as an immediate possibility. More precisely, let w ∈ C(R,R) be a smooth
nonnegative function such that tk · w(t) is integrable over R for all k ∈ N0. Then the weighted scalar product
(u, v)w =
∫ ∞
−∞
u(t)v(t)w(t) dt (5)
is deﬁned on the space of polynomials of arbitrary degree. Applying the standard Gram–Schmidt procedure to the
monomials one obtains a sequence of orthonormal polynomials (pn)n∈N0 with respect to (·, ·)w, where the degree of
pn equals n. If we then introduce n = pn · w1/2, the sequence (n) is an orthonormal set in L2(R). For the weight
function w(t) = e−t2 the above procedure leads to the Hermite polynomials, as well as to the Hermite functions—the
latter forming a complete orthonormal set in the space L2(R).
At ﬁrst glance the use of the Hermite functions in our situation might be surprising. Since we are trying to choose
a basis for representing a homoclinic orbit which limits to the origin, one would expect that basis functions with an
exponential decay rate of e−c|t | for t → ±∞ would be best-suited, at least for certain values of the constant c > 0. In
addition, one of our goals is to ensure that certain properties of the homoclinic are reﬂected in the ﬁnite approximating
sum. In particular, the smoothness of the homoclinic orbit, as well as its integrability properties and the ﬁniteness of
an associated energy functional should be preserved.
Based on the above discussion, a weight function such as w(t)=1/ cosh(ct) might seem more appropriate. For c=
it is in fact possible to derive recurrence relations for the induced orthonormal polynomials pn. One can show that
pn+1(t) = 2t
n + 1 · pn(t) −
n
n + 1 · pn−1(t) where p0(t) = 1, p1(t) = 2t ,
and also other properties that are necessary for a Galerkin approach can be determined.
Yet, the complete orthonormal set (n) induced by these polynomials does not provide the desired spectral accuracy.
If we consider the explicit homoclinics (30) in the case of Gray–Scott autocatalysis model and its Fourier representation
u= 1+∑∞n=0 cnn, then the corresponding Fourier coefﬁcients exhibit the decay rate |cn| ∼ 0.82 ·n−1.58 for the cosh
basis, whereas in the Hermite basis case one has |cn| ∼ 0.51 · e−2.00·
√
n
. For more details we refer the reader to Section
3.1, in particular, Fig. 2.
These results show that despite the larger decay rate of the basis functions at inﬁnity, only the Hermite basis yields
the necessary spectral convergence. Since the Hermite basis does satisfy our remaining two requirements, we use it as
the basis for our method. From a more theoretical point of view the exponential convergence rate obtained above has
already been obtained by Boyd [5,6]. In fact, in [5] it is shown that the above convergence rate is best-possible.
In this paper we make use of several properties of the Hermite polynomials and functions. The properties include
the completeness of the system of the Hermite functions in L2(R), recurrence relations for the functions and their
derivatives, and boundedness properties. We refer the reader to Appendix A for details and references.
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2.2. The Hermite spectral method
In this section we present our approach for computing homoclinic solutions, as well as nonlinear functionals de-
pending on the homoclinics. For this, we assume the following situation:
(S1) We consider ordinary differential equations of the form
w˙ = f (w), (6)
where f = (f1, . . . , fd) : Rd → Rd denotes a polynomial vector ﬁeld, i.e., every component function fk is a
polynomial in the components of w. Furthermore, we assume that the origin is an equilibrium solution of (6), i.e.,
we suppose that f (0) = 0.
(S2) For a given multi-variate polynomial g : Rd ×Rd → Rwith g(0, 0)=0 we also consider the nonlinear functional
G[u] =
∫ ∞
−∞
g(u(t), u˙(t)) dt , (7)
where u : R → Rd is a continuously differentiable function with limt→±∞ u(t) = 0, which decays sufﬁciently
fast as t → ±∞. For example, u could be a homoclinic solution of (6) with hyperbolic equilibrium 0.
The above situation is chosen for the sake of simplicity only. In principle, our method can also be given for more general
f and g. Nevertheless, all of our later examples satisfy (S1) and (S2). Notice also that higher-order ordinary differential
equations with polynomial nonlinearities, such as the ones described in the introduction, can always be rewritten in the
above form. Finally, let us point out that since we are interested in computing the value of the nonlinear functional (7)
at a homoclinic u of (6), we can equivalently rewrite the functional in the form
G[u] =
∫ ∞
−∞
g(u(t), f (u(t))) dt . (8)
This functional still has a polynomial nonlinearity, and is more convenient in the following.
2.2.1. The inﬁnite-dimensional algebraic system
Our goal is to numerically approximate a homoclinic solution u of (6) with
lim
t→±∞ u(t) = 0.
In general, for example if the equilibrium 0 is hyperbolic, the rate of convergence in these limits is exponential. Thus,
both u and its derivative are contained in the space L2(R,Rd), and we can expand the component functions of u and
u˙ using the complete orthonormal set given by the Hermite functions hn. This procedure will allow us to rewrite the
ordinary differential equation (6) as an inﬁnite-dimensional system of algebraic equations for the Hermite–Fourier
coefﬁcients.
In order to formalize this procedure, let v ∈ L2(R) denote an arbitrary real-valued square-integrable function. Due
to property (P1) (see Appendix A) we can associate with v a unique sequence v = (v0, v1, . . .) ∈ 2 such that
v =
∞∑
k=0
vk · hk in L2(R) for v = (v0, v1, . . .) ∈ 2, (9)
where in fact
vk =
∫ ∞
−∞
v(t) · hk(t) dt for k ∈ N0 and v ∈ L2(R). (10)
It is well-known that the mapping L2(R)  v 	→ v ∈ 2 is an isometric isomorphism.
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Using the above notation, we can now introduce two operators on 2 which represent differentiation and pointwise
product. We begin by considering differentiation. For this, deﬁne an operator D : D(D) ⊂ 2 → 2 via
(Dv)n =
√
n + 1
2
· vn+1 −
√
n
2
· vn−1 for n ∈ N0, (11)
where we set v−1 = 0. The domain D(D) of this linear operator consists of all v ∈ 2 for whichDv ∈ 2. The speciﬁc
form of D is obtained by applying property (P3) in Appendix A to formal Hermite expansions. In fact, one can easily
verify that for every sufﬁciently smooth function v ∈ L2(R) the Hermite–Fourier coefﬁcients of its derivative are given
by Dv. Similarly, we can deﬁne a bilinear operator P : D(P) ⊂ 2 × 2 → 2 via
(P(u, v))n =
∞∑
k=0
∞∑
j=0
k,jn · uk · vj for n ∈ N0, (12)
where
k,jn =
∫ ∞
−∞
hk(t)hj (t)hn(t) dt . (13)
The domain D(P) contains all (u, v) ∈ 2 × 2 for which P(u, v) ∈ 2. Also in this case it can readily be shown that
for suitable u, v ∈ L2(R) the Hermite–Fourier coefﬁcients of the pointwise product u · v are given by P(u, v).
By suitably combining the operatorsD andPwe can now easily rewrite the problem of ﬁnding a homoclinic solution
u of the ordinary differential equation (6) as an inﬁnite-dimensional nonlinear algebraic system for the Hermite–Fourier
coefﬁcients of the component functions of u. This is formalized in the following deﬁnition.
Deﬁnition 2.1. In the situation described in (S1), let u : R → Rd denote a homoclinic solution of (6) which converges
exponentially to 0 as t → ±∞. Let u = (u(1), . . . , u(d)) denote the components of u, and let u(1), . . . ,u(d) denote the
associated sequences of Hermite–Fourier coefﬁcients as deﬁned in (10). Then the identity
u˙(t) − f (u(t)) = 0 for all t ∈ R (14)
can be rewritten as an algebraic equation using the operators D and P deﬁned in (11) and (12), respectively. In the
following, we denote the resulting formal operator byF, i.e., we assume that formally (14) is equivalent to
F(u(1), . . . ,u(d)) = 0. (15)
As an example, consider (3) with 1=2=1 and g(v)=v−v3. Then after rewriting (3) as a four-dimensional ordinary
differential equation as indicated in the introduction, the above procedure yields the operatorF= (F1,F2,F3,F4)
deﬁned by
F1(u
(1),u(2),u(3),u(4)) =Du(1) − u(2),
F2(u
(1),u(2),u(3),u(4)) =Du(2) − u(3),
F3(u
(1),u(2),u(3),u(4)) =Du(3) − u(4),
F4(u
(1),u(2),u(3),u(4)) =Du(4) − u(3) − u(1) +P(u(1),P(u(1),u(1))).
More complicated ordinary differential equations can be treated analogously.
2.2.2. The phase condition
While the above discussion formally reduces the problem of ﬁnding a homoclinic solution of (6) to solving an
inﬁnite-dimensional algebraic system, the latter system will have a continuum of solutions. This is due to the fact that
the underlying differential equation is autonomous, and therefore every translate u(· − ) of a homoclinic u(·) is also
a homoclinic solution of (6). In order to isolate one of these solutions, we employ a device that is described in [18].
Let uˆ : R → Rd denote a bounded and integrable smooth function, which usually will be an initial guess for the
shape of the desired homoclinic solution. Furthermore, let u denote a homoclinic solution of (6). Our goal is to ﬁnd a
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translation parameter  ∈ R for which the translate u(· − ) is closest to the given shape function uˆ. As a measure for
proximity we consider the least-squares expression
e() =
∫ ∞
−∞
|uˆ(t) − u(t − )|2 dt =
d∑
i=1
‖uˆ(i) − u(i)(· − )‖2
L2(R), (16)
where | · | denotes the Euclidean norm in Rd . Using the dominated convergence theorem of Lebesgue one can easily
show that for all i = 1, . . . , d we have
lim
→±∞
∫ ∞
−∞
uˆ(i)(t) · u(i)(t − ) dt = 0,
and therefore the function e satisﬁes
lim
→±∞ e() =
d∑
i=1
(‖uˆ(i)‖2
L2(R) + ‖u(i)‖2L2(R)).
From this last identity it follows immediately that there exists a value  ∈ R for which e′()= 0. From the (16) of e we
deduce
e′() = d
d
∫ ∞
−∞
|uˆ(t + ) − u(t)|2 dt = 2
∫ ∞
−∞
(uˆ(t + ) − u(t), uˆ′(t + )) dt
= 2
∫ ∞
−∞
(uˆ(t) − u(t − ), uˆ′(t)) dt ,
where (·, ·) denotes the Euclidean inner product on Rd . In other words, if a homoclinic solution u minimizes the
least-squares distance e deﬁned above, then we necessarily must have∫ ∞
−∞
(uˆ(t) − u(t), uˆ′(t)) dt = 0. (17)
This equation can be rewritten as a condition on the Hermite–Fourier coefﬁcients. For this, let uˆ(k) denote the sequence
of coefﬁcients for the kth component of the shape function uˆ. Then the integrand in (17) can formally be written as
(uˆ(t) − u(t), uˆ′(t)) =
d∑
i=1
( ∞∑
k=0
(uˆ
(i)
k − u(i)k ) · hk(t)
)
·
( ∞∑
k=0
(Duˆ(i))k · hk(t)
)
.
Integrating this expression overR and using the orthonormality of the Hermite functions one then obtains the following
condition.
Deﬁnition 2.2. In the situation ofDeﬁnition 2.1, let uˆ=(uˆ(1), . . . , uˆ(d)) : R → Rd denote a smooth shape functionwith
square-integrable components, and let uˆ(1), . . . , uˆ(d) denote the associated Hermite–Fourier coefﬁcients. Furthermore,
assume that the derivative uˆ′ has square-integrable components, and that the correspondingHermite–Fourier coefﬁcients
are given by Duˆ(i), for i = 1, . . . , d. Then we call the identity
d∑
i=1
∞∑
k=0
(uˆ
(i)
k − u(i)k ) · (Duˆ(i))k = 0 (18)
the phase condition for the sequence u ∈ 2.
2.2.3. The ﬁnite-dimensional approximative system
In this section we will use the notation developed so far to introduce a ﬁnite-dimensional nonlinear algebraic system
which can be used to determine approximations of the homoclinic solution u of (6). Our goal is to determine such an
992 V.R. Korostyshevskiy, T. Wanner / Journal of Computational and Applied Mathematics 206 (2007) 986–1006
approximation in the form of a truncated Hermite–Fourier series. More precisely, for some ﬁxed integer N we would
like to ﬁnd approximations of the d components u(1), . . . , u(d) of u which are contained in the N-dimensional subset
XN = span{h0, h1, . . . , hN−1} ⊂ L2(R).
In view of our identiﬁcation of the spacesL2(R) and 2 via (9) and (10), this is equivalent to determining approximations
of the d Hermite–Fourier coefﬁcient vectors u(1), . . . ,u(d) in the N-dimensional subset
XN = {v ∈ 2 : vj = 0 for all jN} ⊂ 2.
In order to describe the ﬁnite-dimensional algebraic system, we need to introduce the projection operators Pn : 2 → R
for k ∈ N0 which are deﬁned by
Pnv = vn ∈ R, (19)
i.e., the number Pnv denotes the nth entry in the sequence v, which in turn corresponds to the nth Hermite–Fourier
coefﬁcient of the respective function v ∈ L2(R).With this, we can deﬁne our ﬁnite-dimensional approximative system.
Deﬁnition 2.3. Consider the situation of Deﬁnitions 2.1 and 2.2, and let N ∈ N be an arbitrary integer. Then the
ﬁnite-dimensional system for the unknowns v(i) ∈ XN , where i = 1, . . . , d, is given by the Nd − 1 equations
PnFk(v
(1), . . . , v(d)) = 0 (20)
for all n = 0, . . . , N − 1 and k = 1, . . . , d with (n, k) = (N − 1, d), together with the phase condition
d∑
i=1
N−1∑
n=0
(uˆ(i)n − v(i)n ) · (Duˆ(i))n = 0 (21)
is called the Nth approximative system.
Notice that in principle any of the d equations PN−1Fk(v(1), . . . , v(d)) = 0 can be replaced by the phase condition
(21), choosing the one for k = d is not essential. The nonlinear algebraic system of Nd equations for Nd unknowns
introduced above can now be solved using a standard Newton’s method, and for large values of N one would expect
good approximations to the unknown homoclinic solution u of (6). We close this section with a brief remark relating
the above ﬁnite-dimensional system to the original differential equation.
Remark 2.4. We would like to point out that the ﬁnite-dimensional system from Deﬁnition 2.3 is naturally related to
the original ordinary differential equation in the following sense. Let v(i) ∈ XN , where i = 1, . . . , d, denote a solution
of (20) and (21), let v(t) = (v(1)(t), . . . , v(d)(t)) with
v(i)(t) =
N−1∑
k=0
v
(i)
k · hk(t) for i = 1, . . . , d, t ∈ R,
and deﬁne the operator n : L2(R) → R for every n ∈ N0 as
nw =
∫ ∞
−∞
w(t) · hn(t) dt for all w ∈ L2(R).
Then it follows immediately from our construction that (20) is equivalent to
nv˙
(k) = nfk(v) in L2(R). (22)
Similarly, the discrete phase condition (21) is equivalent to
∫ ∞
−∞
(uˆ(t) − v(t), uˆ′(t)) dt =
d∑
i=1
∞∑
n=N
uˆ(i)n · (Duˆ(i))n. (23)
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Notice that our assumptions on uˆ imply that the right-hand side of (23) converges to 0 as N → ∞. In fact, in many
examples it sufﬁces to consider shape functions uˆ which are ﬁnite linear combinations of Hermite functions, and in
these cases the right-hand side vanishes for sufﬁciently large N.
The above-described equivalence will be useful for establishing a convergence result in the next section.
2.3. A convergence theorem
It will be demonstrated in Section 3 that the ﬁnite-dimensional system introduced in Deﬁnition 2.3 can be solved
numerically for increasing sizes N ∈ N. Moreover, the resulting approximative Hermite–Fourier coefﬁcients exhibit
the fast exponential decay to 0 that was discussed in Section 2.1 above. In this section, we will show that such a decay
rate is more than enough to ensure that the computed sequence of approximations will in fact have a true homoclinic of
the underlying ordinary differential equation as a limit point. In fact, even certain algebraic decay rates are sufﬁcient.
In order to make this statement more precise, consider the sets
KA,s =
{
v ∈ 2 : |vk| A
ks
for all k ∈ N and |v0|A
}
⊂ 2, (24)
for positive numbers A> 0 and s > 0. By applying the isometric isomorphism deﬁned in (9) and (10), we can deﬁne
an analogous set in function space given by
KA,s =
{
v ∈ L2(R) : v =
∞∑
k=0
vk · hk with v ∈ KA,s
}
⊂ L2(R). (25)
Then the following lemma holds.
Lemma 2.5. Let A> 0 and s > 17/12 be arbitrary.
(a) Every function v in the set KA,s is continuously differentiable on R and its derivative v′ is contained in KA′,s′ with
A′ = A(1 + 2s)/21/2 and s′ = s − 1/2.
(b) The set KA,s is compact in the space of continuous functions C(R) with respect to uniform convergence on R.
Proof. Let v ∈ KA,s be arbitrary, but ﬁxed, let v =∑∞j=0 vj · hj , and deﬁne
wk(t) =
k∑
j=0
vj · hj (t) for k ∈ N.
According to property (P4) (seeAppendixA) of the Hermite functions we have for every j ∈ N and t ∈ R the estimate
|vj · hj (t)|AC/js+1/12, as well as |v0 · h0(t)|AC for all t ∈ R. Since the Hermite functions are continuous, the
Weierstraß M-test now implies the uniform convergence of the sequence {wk} on R. This immediately furnishes that v
is continuous and that {wk} converges to v uniformly on R. In addition, the last estimate yields
|v(t)|AC +
∞∑
j=1
AC
js+1/12
2AC · 12s − 5
12s − 11 for all t ∈ R.
As for the differentiability of v, notice that each wk is differentiable and that property (P3) (see Appendix A) of the
Hermite functions implies
w′k(t) =
v1√
2
· h0(t) +
k∑
j=1
vj+1 · √j + 1 − vj−1 · √j√
2
· hj (t) −
√
k + 1√
2
· vk · hk+1(t)
for all k ∈ N. Deﬁning A′ and s′ as in (a), one can then easily verify w′k ∈ KA′,s′ . As above, the Weierstraß M-test
now implies the uniform convergence of the sequence {w′k}, which in turn implies the continuous differentiability of
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v, as well as the uniform convergence of {w′k} to v′. The latter also shows that the nth Hermite–Fourier coefﬁcient of
the function v′ is given by (Dv)n. This completes the proof of (a). Finally, we have
|v′(t)|A′C +
∞∑
j=1
A′C
js
′+1/12 2A
′C · 12s − 11
12s − 17 for all t ∈ R,
where C denotes the constant from property (P4) (see Appendix A). This estimate shows that the set KA,s is equicon-
tinuous. Since one can easily verify that KA,s is closed with respect to uniform convergence on R, we have therefore
veriﬁed (b). 
The following main result states that if the sequence of approximations, which is obtained from solving the Nth
approximative system for increasing values of N, has components which decay sufﬁciently fast, then in fact we have
computed approximations to a homoclinic orbit of (6) which satisﬁes the phase condition (17).
Theorem 2.6. In the situation of Deﬁnitions 2.1 and 2.2, assume that the Nth approximative system (20), (21) has a
solution
v(1),N , . . . , v(d),N ∈ XN for all NN0.
Furthermore, assume that there are N-independent constants A> 0 and s > 2312 such that
v(1),N , . . . , v(d),N ∈ KA,s for all NN0.
Finally, let v(i),N : R → R denote the function with Hermite–Fourier coefﬁcients given by v(i),N , for i = 1, . . . , d, and
deﬁne vN = (v(1),N , . . . , v(d),N ).
Then there exists a differentiable function u∗ : R → Rd and a subsequence {vNp } such that vNp converges to u∗
uniformly in C1(R,Rd). Moreover, u∗ is a homoclinic solution of the ordinary differential equation (6) which satisﬁes
the phase condition (17).
Proof. Due to Lemma 2.5, all functions v(i),N are continuously differentiable, they are contained in the compact set
KA,s ⊂ C(R), and their derivatives are contained in the compact set KA′,s′ ⊂ C(R), since s′ = s − 1/2> 17/12.
Thus, we can ﬁnd a subsequence indexed by {Np}p∈N such that for all i=1, . . . , d both {v(i),Np }p∈N and {v˙(i),Np }p∈N
converge uniformly on R. This implies the existence of continuously differentiable functions u(i),∗ such that
v(i),Np → u(i),∗ and v˙(i),Np → u˙(i),∗ uniformly on R.
Since all of the functions {v(i),Np }p∈N are contained in the same compact set, their absolute function values are bounded
by some constant M. Thus, we have for all t ∈ R and k = 1, . . . , d the estimate
|fk(vNp(t)) − fk(u∗(t))| max|u|∞M |∇fk(u)| · |v
Np(t) − u∗(t)|,
which in turn implies that
fk(v
Np(t)) → fk(u∗(t)) uniformly on R for all k = 1, . . . , d.
Now we are in a position to verify the claims of the theorem. Let n ∈ N0 be arbitrary, but ﬁxed. According to (22) and
(23) we have both
nv˙
(k),Np = nfk(vNp) in L2(R) for all k = 1, . . . , d
and
∫ ∞
−∞
(uˆ(t) − vNp(t), uˆ′(t)) dt =
d∑
i=1
∞∑
j=Np
uˆ
(i)
j · (Duˆ(i))j
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for allp ∈ NwithNp >n+1. Since the operatorn fromRemark 2.4 is continuouswith respect to uniform convergence
on R, we can pass to the limit p → ∞ in both of the last two identities. This furnishes
nu˙
(k),∗ = nfk(u∗) in L2(R) for all k = 1, . . . , d,
as well as the validity of the phase condition (17). Due to property (P1) (see Appendix A) this completes the proof of
the theorem. 
Aswewill see in Section 3, the assumptions of the above theorem are verymild and can easily be veriﬁed numerically
in our applications.
2.4. Evaluation of functionals
As was mentioned in the introduction, for many applications of homoclinic orbits it is necessary to evaluate some
nonlinear functional of the homoclinic u∗ : R → Rd . Often, such functionals are of the form (7) given in (S2), or
equivalently of the form (8). Since for our purposes the latter is more convenient, we will use it in the following.
The assumptions on f and g stated in (S1) and (S2) readily imply that the composition g(vN(t), f (vN(t))) is integrable
on R for any approximative ﬁnite sum vN as in Theorem 2.6. In fact, since f and g are polynomials, the integrand
g(vN(t), f (vN(t))) can be expressed as a ﬁnite Hermite–Fourier sum in terms of the Hermite–Fourier coefﬁcients of
vN , by using the operator P deﬁned in (12). Thus, the value of G[vN ] can easily be computed using the formulas
∫ ∞
−∞
h2m(t) dt = 2
1/2 · 1/4
2m
·
√
(2m)!
m! ∼
21/2
m1/4
for all m ∈ N0,
in combination with
∫∞
−∞ h2m−1(t) dt = 0 for all m ∈ N. Of course one would hope that the so-computed functional
values do in fact approximate the value G[u∗]—and this will be conﬁrmed in this section. In order to establish this
result, we need the following lemma.
Lemma 2.7. Let A> 0 and s > 17/12 be arbitrary, and consider the set KA,s deﬁned in (25). Then there exists a
positive and bounded function  : R → R such that
|v(t)|(t) for all t ∈ R and
∫ ∞
−∞
(t) dt < + ∞.
The function  depends only on A and s.
Proof. We use property (P5) from Appendix A with = 1 and 1< 	< 1 + (12s − 17)/6. Then there exists a constant
C	,1 > 0 such that for all t ∈ R with |t |1 we have
|hn(t)| C	,1|t |	 · n
(6	−1)/12 for all n ∈ N.
Now let v ∈ KA,s be arbitrary. The above estimate implies for all |t |1 the inequality
|v(t)|
∞∑
n=0
|vn| · |hn(t)|A · h0(t) + A · C	,1|t |	 ·
∞∑
n=1
1
ns−	/2+1/12
=: (t).
Due to our choice of 	 we have s − 	/2 + 1/12> 1, and therefore the series on the right-hand side converges. Due
to 	> 1 the above-deﬁned function  is integrable on R\(−1, 1). In addition, Lemma 2.5 shows that the set KA,s is
uniformly bounded. If we now deﬁne (t) as this uniform bound for all t ∈ (−1, 1), the result follows. 
The above lemma shows that the sequence of approximating homoclinics vNp in Theorem 2.6 is uniformly integrable.
This allows us to derive the following corollary.
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Corollary 2.8. Assume the situation of Theorem 2.6, and consider a nonlinear functional G of the form (8) as in (S2).
Finally, suppose that {vNp } converges uniformly to a homoclinic solution u∗ of (6). Then for each p ∈ N the functional
G[vNp ] is ﬁnite and we have
lim
p→∞G[v
Np ] = G[u∗].
Proof. Let gˆ(u) = g(u, f (u)). Then due to Lemma 2.7 and (S2) we have for all p ∈ N and t ∈ R the estimate
|gˆ(vNp(t))| max
|u|∞‖‖L∞(R)
|∇gˆ(u)| · |vNp(t)| max
|u|∞‖‖L∞(R)
|∇gˆ(u)| · (t),
where  denotes the integrable function from Lemma 2.7. Since {gˆ(vNp)} converges uniformly to g(u∗, f (u∗)), an
application of Lebesgue’s dominated convergence theorem immediately furnishes the result. 
As we already pointed out in the introduction, the above procedure for evaluating nonlinear functionals of the
homoclinic cannot be used for the methods presented in [14,29,30].
2.5. Implementation issues
In this brief section we address some of the computational issues that arise when using our Hermite spectral method
for ﬁnding homoclinic solutions.
2.5.1. Coefﬁcients of the product operator
One of the central ingredients of our approach is the explicit representation of the Hermite–Fourier coefﬁcients of
the product of two Hermite–Fourier series as described in (12). For this to be computationally feasible we need to be
able to precisely compute the coefﬁcients k,jn deﬁned in (13). If we deﬁne
Ck,j,n = 2(k+j+n)/2 · 3/4 ·
√
k! · j ! · n!,
then (13) and (43) imply the identity
k,jn = 2C−1k,j,n ·
(k+j+n)/2∑
m=0
d
k,j,n
2m ·
∫ ∞
0
t2me−3t2/2 dt ,
where dk,j,nm denotes the coefﬁcient of tm in the polynomial Hk(t)Hj (t)Hn(t), i.e.,
Hk(t)Hj (t)Hn(t) =
k+j+n∑
m=0
d
k,j,n
m · tm.
Notice that explicit, yet rather lengthy, formulas for the coefﬁcients dk,j,nm are available, see for example [10]. From
the above expressions one can then easily derive
k,jn =
√
2
3
· C−1k,j,n ·
(k+j+n)/2∑
m=0
d
k,j,n
2m ·
(2m − 1)!!
3m
,
where (2m − 1)!! = 1 · 3 · 5 · . . . · (2m − 1). Using the ﬁnal formula, one can compute the constants k,jn up to any
desired accuracy using multi-precision libraries, such as for example GNU MP. In fact, most of the above formula can
be evaluated exactly using rational arithmetic. This computational effort has to be performed only once, and is fairly
minor. For more details we refer the reader to [27].
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2.5.2. Linear combinations of Hermite functions
Our method furnishes component approximations to the homoclinic orbit which are of the form
v(t) =
N∑
k=0
ck · hk(t) (26)
for some integer N ∈ N, and this subsection is concerned with evaluating expressions of this form. While in principle
the Hermite functions can be computed using the Hermite polynomials, and then (26) could be evaluated directly using
a Horner type scheme, this procedure is likely to lead to signiﬁcant cancellation errors. This is illustrated in Fig. 9,
where signiﬁcant errors can be observed for t ≈ ±7. In order to avoid such errors, we employ a slight variation of the
Clenshaw algorithm discussed in Gautschi [22].
Lemma 2.9. Consider the ﬁnite linear combination (26) of the Hermite functions deﬁned in property (P2) in Appendix
A. If we deﬁne functions wk : R → R, for k = N + 1, N, . . . , 0, recursively by
wk(t) = ck +
√
2
k + 1 · t · wk+1(t) −
√
k + 1
k + 2 · wk+2(t) for k = N − 1, . . . , 0, (27)
as well as wN(t) = cN and wN+1(t) = 0 for all t ∈ R, then we have
v(t) = w0(t) · h0(t) for all t ∈ R.
Proof. If we write the recurrence relation for the Hermite functions given in (P2) (see Appendix A) in the form
L(t)h(t) = (t), where h(t) = (h0(t), . . . , hN(t))T, (t) = (h0(t), 0, . . . , 0)T, and
L(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · · · · · · · 0
−√2 · t 1 0 · · · · · · 0√
1
2 −t 1 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 · · · 0
√
N−1
N
−
√
2
N
· t 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then (27) can be written in the form L(t)Tw(t) = c, with w(t) = (w0(t), . . . , wN(t))T and c = (c0, . . . , cN)T. This
ﬁnally yields
v(t) = cTh(t) = cTL(t)−1(t) = ((L(t)T)−1c)T(t) = w(t)T= w0(t) · h0(t),
which completes the proof of the lemma. 
The Clenshaw algorithm presented in the above lemma allows for the accurate evaluation of ﬁnite sums of the form
(26), see again Fig. 9. It is used in all of the numerical results which are presented in Section 3 below.
2.5.3. Domain scaling
It has already been mentioned in [29] that when using a spectral approach on the whole real line R one can possibly
increase the accuracy of the computation by a suitable scaling of the underlying time variable t. For example, if u
denotes a solution of the ordinary differential equation (6), then the rescaled function u˜(t)=u(t) satisﬁes the equation
1

· w˙ = f (w). (28)
Domain scaling is used in several of the applications presented in the next section. For more detail we refer the reader
to [35].
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3. Numerical results
In this section we demonstrate the applicability of our spectral method in the context of four different examples.
3.1. The Gray–Scott model for autocatalysis
In a recent paper, Hale et al. [24] studied stationary spatial patterns of the Gray–Scott model for autocatalysis. After
suitable transformations, such stationary patterns solve the coupled system of second-order equations given by
u¨ = uv2 − 	(1 − u),

v¨ = v − uv2, (29)
where 	 and 
 are positive parameters satisfying 	
= 1 and 0< 
< 1/4. It was shown in [24] that for these parameter
values the system (29) has homoclinic orbits which limit to the stationary solution (u, u˙, v, v˙) = (1, 0, 0, 0). In fact,
Hale et al. were able to derive explicit formulas for these homoclinics—which makes them an ideal test case for our
spectral method. In particular, we are interested in the parameter range 0< 
< 2/9, where the homoclinic orbit is given
by
u(t) = 1 − 3

1 + Q cosh(t/√
) , v(t) =
3
1 + Q cosh(t/√
) , (30)
with Q = √1 − 9
/2. For the case 
= 1/5 we computed approximate solutions of the form
uN = 1 +
N−1∑
n=0
nhn and vN =
N−1∑
n=0
nhn
forN=4, 8, . . . , 96, 100. In the left diagram of Fig. 1 the dependence of the global approximation errors ‖u−uN‖L∞(R)
(blue curve) and ‖v − vN‖L∞(R) (red curve) is shown. Using a least-squares ﬁt one ﬁnds that
‖u − uN‖L∞(R) ≈ 0.94 · e−2N1/2 and ‖v − vN‖L∞(R) ≈ 4.6 · e−2N1/2 .
Thus, the spectral method proposed in the last section converges with the expected exponential convergence rate.
Furthermore, the algebraic decay necessary for the validity of Theorem 2.6 is clearly exceeded by far. In the right
diagram of Fig. 1 the approximate solutions u100 and v100 are shown in blue and red, respectively.
Having explicit formulæ for the homoclinics at hand (30) allows to justify the choice of basis. We computed Fourier
representation of u in the form u= 1+∑∞n=0cnn and discovered the following. The decay of the Fourier coefﬁcients
with respect to the cosh basis ismuch slower than thatwith respect to theHermite basis.One can see the drastic difference
in Fig. 2. The blue curve in the left diagram of Fig. 2 depicts the decay rate in the case of the cosh basis.A least-squares
ﬁt reveals that |cn| ∼ 0.82 · n−1.58 in this case, see the dashed blue curve. In contrast, expanding the same homoclinic
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Fig. 1. Numerical results for the Gray–Scott model. The left diagram shows the errors ‖uN − u‖∞ (blue curve) and ‖vN − v‖∞ (red curve) of the
computed solutions as functions of N. The right diagram shows the computed homoclinics for N = 100. In each case we chose 
= 1/5.
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Fig. 2. Comparison of the cosh basis and the Hermite basis for the homoclinic u from (30), which limits to 1 at ±∞. The left diagram shows the
decay of the Fourier coefﬁcients of u − 1 with respect to the cosh basis in blue, and with respect to the Hermite basis in red; the dashed curves are
obtained via a least-squares ﬁt. The right diagram shows the convergence of ‖u − 1 −∑nk=0ckk‖L∞(R) for n → ∞.
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Fig. 3. Numerical results for functional evaluation in the Gray–Scott model. The left diagram shows the absolute errors of G[uN − 1] (blue curve)
and G[vN ] (red curve) as functions of N. The right diagram shows the computed values of the functional for each N. In each case we chose 
= 1/5.
with respect to the Hermite functions, one obtains |cn| ∼ 0.51 · e−2.00·
√
n
. This convergence is shown by the red curve
in the left diagram of Fig. 2. The right diagram contains the convergence behavior of ‖u − 1 −∑nk=0 ckk‖L∞(R) for
n → ∞ for each of the two cases, and the results are similar: a least-squares ﬁt indicates a decay of 0.43 · n−0.91 for
the cosh basis, in contrast to the exponential decay 0.23 · e−1.9·√n for the Hermite basis. Notice that the speciﬁc form
of the cosh basis functions furnishes an even slower convergence rate than before.
The Gray–Scott model also allows for a test of the functional evaluation procedure. Consider the functional
G[w] =
∫ ∞
−∞
w(t) dt .
Then one can easily show that for the above homoclinic (u, v) we have
G[u − 1] = −2
√
2
5
ln(3 + √10) and G[v] = 2√2 ln(3 + √10).
Fig. 3 shows that also in this case we observe exponential convergence, and a least-squares ﬁt reveals that the absolute
errors of G[u − 1] and G[v] decay like 0.47 · e−1.93N1/2 and 2.3 · e−1.93N1/2 , respectively.
3.2. Sandstede’s example
In [33] Sandstede constructed a two-dimensional ordinary differential equation with a homoclinic solution to the
origin. The system is given by
u˙ = −u + 2v + u2,
v˙ = 2u − v − 3u2 + 32uv, (31)
1000 V.R. Korostyshevskiy, T. Wanner / Journal of Computational and Applied Mathematics 206 (2007) 986–1006
0 5 10
−6
−4
−2
0
N1/2
lo
g 1
0(m
ax
 er
ror
)
−5 0 5
−0.5
0
0.5
1
t
ho
m
oc
lin
ic
s
Fig. 4. Numerical results for Sandstede’s example. The left diagram shows the global approximation error ‖v2
N
−u2
N
(1−uN )‖L∞(R) of the computed
solution as function of N. The right diagram shows uN (blue) and vN (red) for N = 100.
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Fig. 5. Numerical results for functional evaluation in Sandstede’s example. The left diagram shows the absolute error of G[uN , vN ] as function of
N, the right diagram contains the actual values.
and it is shown that the homoclinic is contained in the set
= {(u, v) ∈ R2 : v2 = u2(1 − u)}.
Unlike the homoclinics in the Gray–Scott model, the homoclinic in (31) is not symmetric. In fact, the eigenvalues of
the linearization at the origin are 1 and −3, and therefore the homoclinic has different exponential decay rates at ±∞.
As in the previous example, we approximate the components u and v of the homoclinic by ﬁnite sums uN and vN for
N =4, 8, . . . , 96, 100.Yet, due to the lack of an explicit formula for the exact solutions u and v we determine the global
approximation error as the L∞(R)-norm of the function v2N − u2N(1 − uN), which vanishes on the orbit  deﬁned
above. In the left diagram of Fig. 4 the dependence of this global approximation error is shown. Using a least-squares
ﬁt one now ﬁnds that
‖dist((uN(·), vN(·)),)‖L∞(R) ≈ 1.3 · e−1.4N1/2 .
In the right diagram of Fig. 4 the approximate solutions u100 and v100 are shown in blue and red, respectively. One can
clearly see the different decay rates of the homoclinic for t → ±∞.
In order to demonstrate the functional evaluation for Sandstede’s model we consider a functional of the form (7),
i.e.,
G[u, v] = 1
2
·
∫ ∞
−∞
(u˙(t)v(t) − u(t)v˙(t)) dt .
Evaluated at the homoclinic solution this functional gives the area of the region enclosed by the homoclinic. It can
easily be shown that in fact G[u, v] = 8/15, and in Fig. 5 the convergence of the functional values evaluated at the
approximating sums is shown. Using a least-squares ﬁt one now ﬁnds that the absolute error decays as 0.69 ·e−1.87N1/2 .
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3.3. Nucleation in models of phase-ﬁeld type
Phase separation in binary mixtures has drawn considerable interest over the past few decades. One of the central
phase separation mechanisms is called nucleation, and it can be observed in a variety of model equations, such as for
example the Cahn–Hilliard equation [8]
ut = −(2uxx + u − u3)xx in = (−1, 1) (32)
or the phase-ﬁeld model [19]
Tt + 	ut = Txx ,
2ut = 2uxx + u − u3 + T in = (−1, 1). (33)
During nucleation, isolated droplets which are rich in one phase appear at random locations throughout the material.
From a mathematical point of view, nucleation in the Cahn–Hilliard model has been addressed by Bates and Fife [2].
They show that the shape of the droplets corresponds to certain stationary solutions of the evolution equation. The
equilibrium solutions for both (32) and (33) coincide, and they have been completely described in [31,23]. In addition,
the probabilistic aspects of nucleation can be described using ideas of Freidlin and Wentzell [20], see for example [4].
In fact, the time statistics of the appearance of the droplet can be related to the free energy
E[u] = 1

·
∫ 1
−1
(
2
2
· u2x + F
(u)
)
dx with F ′
(u) = u3 − u, (34)
of the above-mentioned stationary solutions.
In both (32) and (33), the parameter > 0 is a small parameter modeling interaction length, and one is usually
interested in asymptotic statements for  → 0. If we therefore rescale the spatial variable, then stationary solutions of
(32) and (33) satisfy the ordinary differential equation
uxx + u − u3 = c on  =
(
−1

,
1

)
, (35)
where c denotes a suitable constant. It can be shown that in the limit  → 0 the rescaled droplet proﬁles converge to a
homoclinic solution of (35), this time on 0 = R. More precisely, the limiting homoclinic is of the form 
+ u, where
u converges to 0 at ±∞, the real number 
 denotes a constant, and u solves the ordinary differential equation
w¨ + (
+ w) − (
+ w)3 = 
− 
3 on R. (36)
Notice that in (36) we have replaced the spatial variable x by t to be consistent with our presentation in Section 2.
Finally, one can show that the energy (34) converges to the value of the functional
G1[u] =
∫ ∞
−∞
(
u˙2
2
+ g(u)
)
dt (37)
evaluated at the homoclinic solution u of (36). Moreover, the nonlinearity g in (37) is given by g(u)= (3
2 −1)u2/2+

u3 + u4/4.
It is well-known that (36) has nontrivial homoclinic solutions for 3−1/2 < |
|< 1. Numerical results are contained in
Fig. 6. The right diagram shows approximations of four different homoclinic solutions for 
= 0.65, 0.75, 0.85, 0.95;
the left diagram contains the error decay as a function of the number N of terms in the approximating Hermite–Fourier
sum. Since there are no explicit formulas for these homoclinic solutions, we quantify the error by considering the
maximum norm of the Hamiltonian
H [u] = u˙
2
2
+ (1 − 3
2) u
2
2
− 
u3 − u
4
4
, (38)
which has to vanish along any homoclinic solution u of (36) which limits to 0. Also here we observe exponential
convergence of the order c1e−c2N
1/2
. Notice, however, that the actual errors are much larger for the ﬂatter homoclinics
in Fig. 6.As we mentioned in Section 2.5, these errors can be decreased by considering the rescaled ordinary differential
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Fig. 6. Numerical results for the droplet proﬁles. The left diagram shows the global approximation error ‖H(vN )‖L∞(R) of the computed solution
vN as function of N, where H denotes the Hamiltonian (38). The right diagram shows vN for N = 100. In both diagrams, the different colors
correspond to 
-values of 0.65, 0.75, 0.85, 0.95, and 
= 0.65 furnishes the ﬂattest homoclinic.
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Fig. 7. Effects of domain scaling on the global error. The left diagram shows the global approximation error ‖H(vN )‖L∞(R) of the computed
solution vN of (28) as function of N, where H denotes the scaled Hamiltonian. The right diagram shows vN for N = 100. In both diagrams we have

= 0.65, and the different colors correspond to the -values 1.0, 1.4, 1.8, 2.2 (from top to bottom in the left diagram).
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Fig. 8. Functional evaluation for nucleation. The left diagram shows the value of the free energy G1[u] evaluated at the homoclinic solution u as a
function of 
, the right diagram contains the mass correction G2[u].
(28). This is demonstrated in Fig. 7 for the ﬂattest homoclinic in Fig. 6. Note that by adapting , the global error can
be improved by four orders of magnitude.
Finally, we present some numerical results concerning the evaluation of functionals.As in the previous two examples,
the functional evaluation converges exponentially to the limiting value. Thus, rather than presenting graphs of this
convergence behavior, Fig. 8 shows how the functional value varies as a function of the parameter 
 in (36). The
left diagram contains this dependence for the free energy functional G1 deﬁned in (37), the right diagram shows the
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Fig. 9. The left diagram shows two evaluations of an approximating homoclinic for the Cahn–Hilliard equation of the form (26) with N = 85.
The solid blue curve vH (t) is based on evaluating the Hermite polynomials using a Horner scheme, the solid red curve vC(t) uses the Clenshaw
algorithm. The right diagram shows the error between the two methods, computed as max|t |C |vH (t) − vC(t)|.
results for the mass correction functional
G2[u] =
∫ ∞
−∞
u(t) dt .
We would like to ﬁnish this section by illustrating the difference in evaluation of ﬁnite sums of the form (26) between
the Horner scheme and the Clenshaw algorithm (see Section 2.5.2). Using the Fourier coefﬁcients computed for the
Cahn–Hilliard case and applying both methods to the corresponding ﬁnite sum, one gets the following. In the left panel
of Fig. 9 we depict evaluations for both methods. One can clearly see the limitations of the Horner scheme. In the right
panel we depict the error between the two methods with respect to the level of approximation.
3.4. The extended Fisher–Kolmogorov equation
As a ﬁnal example for our spectral method we consider the fourth-order partial differential equation
ut = −uxxxx + uxx + u − u3, (39)
which is known as the extended Fisher–Kolmogorov equation [15,17,32]. As before, we are interested in homoclinic
solutions of the associated stationary problem given by
−uxxxx + uxx + u − u3 = 0. (40)
One can show that for > 1/8 this equation has inﬁnitely many homoclinics which limit to 1 at±∞, as well as inﬁnitely
many homoclinics which limit to −1 at ±∞. See for example [32] and the references therein. Furthermore, there is a
natural energy functional associated with these homoclinic solutions, which is given by
G[u] =
∫ ∞
−∞
(

2
· u2xx +
1
2
· u2x +
1
4
· (u2 − 1)2
)
dx. (41)
It was shown in [26] that the value of this functional at a homoclinic solution has direct implications for the speed of
transition layer motion in (39), in the context of metastability.
Applying our spectral method to (40) can be done as before, and some results are shown in Fig. 10 for the case =1.
Notice that in this case the limiting equilibrium solutions of the ordinary differential equation (40) are saddle-foci, so
we would expect to see nonmonotone transitions. In fact, the right diagram of Fig. 10 shows three different homoclinics,
which clearly exhibit oscillations around ±1. The left diagram shows the error decay for each of these homoclinics. As
in the nucleation case of the last section, the error is computed as the maximum norm of the Hamiltonian evaluated at
the homoclinic, which in this case is given by
H [u] = − · uxuxxx + 2 · u
2
xx +
1
2
· u2x +
1
4
· (u2 − 1)2. (42)
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Fig. 10. Numerical results for the extended Fisher–Kolmogorov equation. The left diagram shows the global approximation error ‖H(vN )‖L∞(R) of
the computed solutions vN as a function of N, where H denotes the Hamiltonian (42). The right diagram shows vN for N = 100 and three different
homoclinics.
As in the previous sections, we obtain exponential convergence of our numerical approximations. This also applies to
the evaluation of the functional (41).
4. Summary and further extensions
In the previous sectionswe have introduced a spectralmethod for the computation of homoclinic solutions of ordinary
differential equations. The method leads to approximations of the complete homoclinic solution on all of R and does
not need to resort to domain truncations. Furthermore, we have shown that nonlinear functionals of the homoclinic can
easily be evaluated by simply applying the functional to the approximating Hermite–Fourier sum. In all of these cases
we numerically observe convergence rates of the order
Approximation error = O(c1 · e−c2·N1/2) for N → ∞,
where N denotes the number of terms in the approximating Hermite–Fourier sum. This convergence rate exceeds by far
the rates which are necessary for our theoretical approximation results Theorem 2.6 and Corollary 2.8 to hold. Thus,
these results indicate that all of our computations are true approximations of homoclinic solutions.
While the results in this paper have been presented in the context of homoclinic solutions, they can easily be extended
to cover the case of heteroclinic solutions v as well. For this, one just has to introduce the substitution v = uT + u,
where uT is a given smooth function which transitions from limt→−∞ v(t) to limt→+∞ v(t), and the new unknown
function u is smooth with limt→±∞ u(t) = 0. Now one can derive an inﬁnite-dimensional system for u.
One of the main motivations for our approach is its potential for obtaining computer-assisted existence proofs of
homoclinic solutions using the methods of [16,36]. First steps in this direction are contained in [27], and will be
presented elsewhere.
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Appendix A.
In this appendix we collect several well-known properties of the Hermite polynomials/functions which have been
used throughout this paper. For proofs and more details we refer the reader to Szego˝ [34], Lebedev [28], Abramowitz
and Stegun [1]. Consider the functions
hn(t) = 1
1/42n/2(n!)1/2 · Hn(t) · e
−t2/2, n ∈ N0, (43)
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where Hn(t) denotes the nth Hermite polynomial. As was mentioned above, the Hermite polynomials are obtained
from the monomials by applying the Gram–Schmidt orthogonalization method to the weighted inner product (5) on
L2(R) with weight function w(t)= e−t2 . The Hermite polynomials Hn are usually normalized in such a way that their
leading coefﬁcients equal 1, and in this case we have
‖Hn‖L2w(R) =
√
2n · n! · √.
From this, the orthonormality of the set {h0, h1, . . .} in L2(R) with respect to the standard inner product follows
immediately. Additional properties of the Hermite functions are collected below.
(P1) The set of Hermite functions {hn}∞n=0 is a complete orthonormal set in L2(R), equipped with the standard inner
product.
(P2) The Hermite functions h0 and h1 are given by
h0(t) = 1
1/4
· e−t2/2 and h1(t) = 2
1/2
1/4
· te−t2/2.
Furthermore, for all n ∈ N and t ∈ R the Hermite functions satisfy the recurrence formula
hn+1(t) =
√
2
n + 1 · t · hn(t) −
√
n
n + 1 · hn−1(t). (44)
(P3) The derivative of the Hermite function hn can be expressed as a linear combination of Hermite functions in the
following way. For all t ∈ R we have
d
dt
h0(t) = − 121/2 · h1(t),
as well as
d
dt
hn(t) =
√
n
2
· hn−1(t) −
√
n + 1
2
· hn+1(t) for all n ∈ N. (45)
(P4) There exists a constant C > 0 such that |h0(t)|C for all t ∈ R, and
|hn(t)| C
n1/12
for all t ∈ R and n ∈ N. (46)
(P5) For any 	 − 1/3 and any > 0 there exists a constant C	, > 0 such that
|hn(t)| C	,|t |	 · n
(6	−1)/12 for all |t | and n ∈ N. (47)
For proofs of these and related properties we refer the reader to [1,28,34]. More precisely, property (P1) is established
in [34, Theorem 5.7.1], (P2) and (P3) follow from the discussion in [34, Section 5.5], and (P4) and (P5) are shown in
[34, Theorem 8.91.3].
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