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Abstract
Nowadays, among the instrumentation park of mass spectrometry, Fourier transform mass
spectrometers (FTMS), including ion cyclotron resonance (ICR) and Orbitrap FTMS, provide
the highest analytical performance for accurate measurements and mass resolution. Neverthe-
less, molecular analysis in currently challenging research areas, such as life and environmental
sciences, necessitates further improvement of these analytical characteristics. In recent
decades, a regular approach to address the problem behind the analytical performance was
using increased electromagnetic fields. However, per a given increase of their magnitudes,
that approach is currently requiring more and more resources, hence demonstrating its
limited feasibility for tomorrow. Therefore, only a qualitative breakthrough in the underlying
methodology may then lead to the next series of developments enabling improved molecular
analysis. The present research is dedicated to the fundamental question behind the analytical
performance in FTMS. Specifically, this thesis represents an interdisciplinary study aimed at
improved molecular analysis in FTMS-based applications, achieved via better comprehension
of the uncertainty principle in FTMS, viz. its dependence on the measurement scheme,
including ion traps, signal processing, and data analysis, as well as its influence on achievable
analytical characteristics in FTMS. To start, the uncertainty principle for measurements in
FTMS has been investigated, asserting a limit to the precision with which complementary
physical quantities in FTMS, e.g. detection period and scale of frequency details to resolve,
can be measured. Specifically, two corollaries of the uncertainty principle are considered,
viz. resolution performance and performance for accurate measurements in FTMS. Impor-
tantly, the uncertainty principle shows dependence on the particular measurement scheme
employed. For instance, signal detection, signal processing, and data analysis of the standard
measurement scheme impose their own restrictions to the resulting uncertainty principle,
thus leading to the current limitations. However, the ultimate limitations in the analytical
characteristics in question are defined by the uncertainty principle limit due to physics of
ion motion in the mass analyzer. Hence, with corresponding developments in data analysis
methods, methods for signal processing, and designs of ion traps, novel measurement schemes
have been implemented, where the quantitative form of the uncertainty principle is modified
towards the ultimate limit. Finally, the implemented solutions have been evaluated in the
context of FTMS-based analysis of crude oil fractions, protein identification and characteriza-
tion, quantitative proteomics, and analysis of isotopic fine structures of peptides. To conclude,
the achieved success of this work should considerably contribute to the currently challenging
analytical applications of FTMS.
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Résumé
Depuis les expériences fondamentales menées par J. J. Thomson sur les rayons cathodiques et
anodiques au début du XXème siècle, la spectrométrie de masse s’est étendue pour devenir
une technique d’analyse indispensable à différentes applications, de la physique atomique aux
sciences de la vie. Un certain nombre de découvertes importantes ont permis de révolutionner
l’instrumentation de la spectrométrie de masse au cours des cent dernières années, permettant
ainsi l’analyse compréhensive d’échantillons variés. Aujourd’hui, le spectromètre de masse à
transformée de Fourier (SMTF), qui inclut la résonance cyclotron ionique (RCI) et le SMTF Or-
bitrap, permet la meilleure performance analytique parmi la palette d’instruments disponibles
pour la spectrométrie de masse. Cependant, l’analyse moléculaire dans certains domaines
de recherche difficiles, comme les sciences de la vie et la durabilité énergétique, nécessite
une amélioration de la performance analytique des SMTF. En général, le problème de fond
de la performance analytique peut être traité en utilisant deux approches complémentaires
incluant des champs électromagnétiques plus intenses et une meilleure compréhension
du principe d’incertitude des SMTF. Cette recherche étudie spécifiquement la dernière ap-
proche. Pour commencer, le principe d’incertitude pour des mesures faites avec un SMTF a
été développé, et montre un lien étroit avec des charactéristiques analytiques importantes
comme la performance de résolution et la précision de mesure. Le principe d’incertitude
dépend surtout du schéma général de mesure employé, incluant le mouvement des ions, la
détection et le traitement du signal, ainsi que l’analyse des données. Ensuite, en considérant
les développements correspondants dans les méthodes d’analyse de données, les méthodes de
traitement du signal, et les modèles de pièges ioniques, différents modèles de mesure ont été
implémentés, dans lesquels la forme quantitative du principe d’incertitude est modifiée afin
d’obtenir la performance analytique requise. Finalement, le potentiel des résultats obtenus
a été évalué dans le contexte d’analyses moléculaires qualitatives et quantitatives dans les
domaines de la protéomique et de la pétroléomique.
Mots clefs :
la spectrométrie de masse, SM ; la spectrométrie de masse à transformée de Fourier, SMTF ;
la spectrométrie de masse à résonance cyclotron ionique à transformée de Fourier, SM
RCI ; le principe d’incertitude ; le traitement du signal ; la piège ionique ; la protéomique ;
la pétroléomique.
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Introduction
Having started a little longer than a hundred years ago, numerous developments in the physics
of yesteryear have led to a new era in physical science. With this progress, mankind’s knowl-
edge has been significantly revised and further developed for various physical phenomena
involving substance and field, time and space, life and the Universe. This revolution has
exceedingly contributed into various contemporary scientific fields, ranging from engineering
and fundamental physics to life and environmental sciences. Particularly, along with other
key developments, the first discovery of a subatomic particle, the electron, made in the late
XIX century by Sir J. J. Thomson[1] spurred a flurry of research at the subatomic and supra-
atomic levels, giving origin to the new physical disciplines of atomic physics and molecular
chemistry, respectively, as well as many derivatives of them formed and developed to date.
Notably, shortly following this discovery, isotopes of several chemical elements were revealed
to exist[2, 3] and the measurement technique employed was recognized as a powerful means
of analyzing chemical compounds and was subsequently developed into a general method of
mass spectrometry.[4, 5]
Naturally, the focus of mass spectrometry has gradually been shifting from fundamental
questions involving chemical elements and their isotopes to various analytical problems
ranging from regular refinement of isotopic masses and relative abundances to molecular
structure analysis and quantitation. Continuous developments in its instrumentation in-
cluding various ion sources, techniques for ion fragmentation, and mass analyzers, have
allowed mass spectrometry of today to perform a comprehensive analysis of virtually any
chemical compound even when given at extremely low levels of concentration. Currently, mass
spectrometry is a key analytical technique in obtaining the required molecular information
from minute amounts of samples present in the gas, solid or liquid phase. It allows one
to identify the structure of molecules from samples of interest and quantify the amounts
of molecules of different types. This information is deduced from accurately measured
mass-to-charge ratios and abundances of ionized molecules and their fragments. In this
regard, mass spectrometry is so fundamental to substance analysis that when synthesizing a
new chemical compound, providing its mass spectrum along with characterization by other
relevant methods is considered a must.
The instrumentation park of mass spectrometry includes a number of instruments differing
by their levels of analytical performance. Nowadays, Fourier transform mass spectrometers
1
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(FTMS), including ion cyclotron resonance (ICR), which was first developed back in the 1970s
by Alan G. Marshall and Melvin B. Comisarow,[6, 7] and Orbitrap FTMS introduced in the early
2000s by Alexander Makarov,[8] is a group of instruments providing the highest analytical
characteristics such as resolving power and mass measurement accuracy, especially those
instruments that implement a hybrid architecture comprising a variant of radio-frequency
ion trap along with the ICR cell or the orbitrap, respectively.
Although FTMS has been significantly revolutionized in the past, new developments in its
methodology are vital for further progress in FTMS-based applications. Indeed, qualitative and
quantitative molecular analyses in currently challenging research areas necessitate improved
analytical performance. To name a few, consider the sustainability of the energy and fuels
production, where processing and transport are extremely molecular content-dependent.
The shift in fossil fuel production from the light crude oils toward the heavy ones has already
revealed an important environmental and economical problem of accurate specification and
quantitation of heteroatoms, e.g. sulfur. Likewise, the field of proteomics is currently facing
extreme challenges in the analysis of complex biological samples. However, the required
level of analytical performance of FTMS is not readily provided today. Thus, molecular
structure analysis and molecular quantitation in proteomics and petroleomics present a
substantial challenge for state-of-the-art MS, indicating the need for further development in
mass spectrometry in order to address the growing analytical interest in complex materials of
biological and chemical origin and their interaction pathways.
The aim of research
Generally, among the most important unsolved questions in state-of-the-art FTMS, the prob-
lem behind the limited analytical performance is related to the uncertainty principle in FTMS.
This problem can be subdivided into the following two questions. The first unsolved question
includes detrimental effects of motion of ion packets in the mass analyzer, colloquially known
as ion packet decoherence (dephasing) and coalescence, whose nature has not yet been well-
understood due to lack of a comprehensive theory accounting for static and time-dependent
perturbations of the trapping electromagnetic fields. For instance, these effects of ion motion
cause limited accuracy of mass measurements. Indeed, it has already long been around that
mass accuracy achievable with the standard measurement approach cannot breakthrough
the level of 1 ppm or, to say exactly, an order of it. The second unsolved question is a better
realizing that the uncertainty principle in FTMS does depend on the particular methodology
employed. For instance, there exists a stereotype that it is the resolution performance of
Fourier transform that imposes a fundamental limit to the achievable resolution in FTMS.
Contrastingly, whilst Fourier transform indeed defines the apparent resolution in mass spectra,
the fundamental limit is rather imposed by the finite size of ion packets, as governed by the
decoherence effect mentioned above.
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From the viewpoint of the recent years of FTMS, an apparent approach to improve the
limitations mentioned above is using stronger electromagnetic fields. However, given that a
unit increase of their magnitudes is currently requiring more and more resources, this option
is slowly approaching the saturation level as of today.
In contrast, the present thesis is a complementary way towards advances in FTMS-based
molecular analysis via improved analytical characteristics. Specifically, the present research ad-
dresses the problem of analytical performance via a qualitative transition in the very paradigm
of FTMS, rather than implementing a quantitative way with increased electromagnetic fields.
To state in a single sentence, the aim of the present thesis has been to develop the question
on the uncertainty principle in FTMS followed by implementation of several approaches for
improved analytical performance, with a specific focus made to accuracies for measurements
of ion masses and abundances, as well as resolution performance for distinguishing ion species
with close mass-to-charge ratios, in order to enable comprehensive molecular structure
analysis and molecular quantitation in the currently challenging FTMS-based applications,
with the particular areas of interest being proteomics and petroleomics.
Thesis outline
This thesis contains five enumerated chapters and one appendix. Chapter 1, Background,
reviews mass spectrometry as a field of science by means of considering its aspects from
different points of view, including its subject, analytical questions, and apparatus.
Chapter 2, Preliminary developments, creates the basis for achieving the aim of this research.
The concept of phase portraits for the dynamic system of ions trapped in a mass analyzer is
introduced. Then, the theory for the ICR transient signal is revisited. Next, the uncertainty
principle in FTMS is developed and shown to depend on the measurement scheme including
ion motion, signal detection (generation), signal processing, and data analysis. Importantly,
here we show the uncertainty principle to incorporate the two questions on measurement
accuracy and resolution performance. Additionally, a limiting case is considered when the
uncertainty principle is governed by limitations in confinement of ions in the mass analyzer.
The chapter concludes by describing software framework and data acquisition system as the
tools specifically implemented for tackling the research problem.
Based on these preliminary developments, Chapter 3, Data analysis, presents the first step
towards improved analytical performance of FTMS achieved in the present work. This
chapter is meant to prepare for the following research by means of separate consideration
of the data analysis part of the total measurement scheme. This chapter describes the data
analysis methods aimed at increased measurement accuracy of ion mass-to-charge ratios and
abundances, as well as dynamic range of ion abundances. As a particular analytical case, a
mass calibration method is discussed, enabling comprehensive analysis of petroleum crude
oil fractions, at least of moderate complexity, with Orbitrap FTMS.
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In Chapter 4, Signal processing, the standard measurement scheme is modified in accordance
with the considerations developed in Chapter 2. Specifically, this chapter is focused on the
signal processing part of the total measurement scheme. Here, instead of the standard FT,
other methods for signal processing were implemented, including an FT-based method with
double phase correction, least-squares fitting (LSF), and filter-diagonalization method (FDM),
all aimed at increased performance for resolution. The application areas considered here
include protein structure analysis in proteomics, peptide identification using their isotopic
fine structures, and quantitative proteomics. Importantly, apart from pure applications as a
signal processing part of the measurement scheme, the methods presented in this chapter are
also intended for integrated approaches involving hardware aspects discussed in the following
chapter.
Chapter 5, Instrumentation, considers achieving improved analytical performance on the
hardware level. Here, in accordance with the developments in Chapter 2, we integrate the
developments described separately in the previous chapters and complement them with new
designs of two ICR cells, referred to as 4X cell and NADEL cell. The 4X cell provides four-fold
gain in resolution performance when employed instead of the standard ICR cell. In turn,
the NADEL cell installed on the standard 10 T FT-ICR MS provides three distinct regimes,
including the regime of a standard ICR cell, a regime for increased resolution performance,
and a regime for increased mass measurement accuracy. For the second regime, allied signal
processing aimed to convert the increased spatial resolution of analyzed ion packets into
increased frequency resolution of the ion packets is presented. Additionally, advantage of the
third regime is demonstrated in analysis of petroleomic samples.
Finally, in Conclusions the fulfilled goals are summarized, their advantages for molecular
analyses are discussed, and the future perspectives in FTMS are outlined. Appendix A, Papers,
contains papers included in this thesis.
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1 Background
This chapter aims to reveal the essence of mass spectrometry by means of showing what
properties it manifests in the following different contexts. In Section 1.1, the subject of mass
spectrometry is discussed. The fundamental concept of matter is briefly reviewed to determine
the scope of mass spectrometry in the physical world. Atoms and molecules are considered as
high-order systems of one of the forms of matter, with characterizing the mass and abundance
properties of isotopes and isotopologues being the very species detected in a mass analyzer.
Then, Section 1.2 summarizes the analytical questions addressing by mass spectrometry,
hence defining the raison d’être for this field of science. Direct and inverse analytical problems
are distinguished, leading to quantitative and qualitative kinds of analysis performed in
mass spectrometry. Finally, the instrumentation aspects of mass spectrometry are covered in
Section 1.3. History and milestones of the instrument development are briefly reviewed. The
instrumentation park of Fourier transform mass spectrometry, including Fourier transform ion
cyclotron resonance MS and Orbitrap FTMS, is introduced. This is followed by the description
of the standard approaches for signal detection, as well as analog and digital signal processing
in FTMS.
1.1 Subject of mass spectrometry
1.1.1 Substance as a form of matter
The subject of physics is matter. As such, the subject of mass spectrometry as a branch of
physical sciences should be matter as well, possibly with an option to be a subset of it. Matter
is one of the two most fundamental concepts in physics, with the reference frame, such as
space-time continuum or space of quantum states, being the other. Typically, the two concepts
allow a clear distinction, with the former being considered the objective physical reality and
the latter serving as a convenient mathematical abstraction.
With numerous developments in physics, the concept of matter has been refined many times.
Historically, there used to be a fundamental distinction between matter and field. The modern
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physics eliminates the key difference between matter and field that was considered in the
past, thus making for improved understanding of the nature via a more coherent scientific
framework. As such, with current developments in physics, it is rather appropriate to think
of matter as excitations of various quantum fields of fundamental nature. The fundamental
quantum fields are represented by a number of elementary and composite particles, which
can be classified by a set of quantum numbers defining their state.
All known elementary particles are either bosons or fermions. The elementary bosons can
occupy the same quantum state, while the elementary fermions cannot. With these properties,
elementary bosons are often carriers of fundamental interactions such as electromagnetic,
strong, weak, and gravitational fields, e.g. the photon as a carrier for electromagnetism. In
turn, elementary fermions are considered as the constituents of substance, e.g. the electron
as an elementary particle and the nucleons as composite particles. Indeed, the "bulky"
property implied for substance can be thought of as the result of different quantum states of
the elementary particles composing a given system, whilst this property would not rather be
characteristic were these particles at the same quantum state.
When organized into higher-order systems, such as atoms and molecules (since these are the
kind of substance prevailing on Earth and in the Solar system), substance as a form of matter
represents the subject of mass spectrometry.
1.1.2 Chemical elements, atoms, and isotopes
It is interesting to notice that the Latin word elementum reminds the ordered set of Latin
letters l, m, n and t followed by the common ending um, thus recalling the ancient proverb:
"As words consist of letters, so bodies consist of elements". Nowadays, chemical elements
are similarly considered as a part of substance. The modern concept of chemical elements is
deeply due to the classification of substance based on the periodicity of its properties.
The periodic table proposed by Mendeleev, where the columns contain elements of substance
grouped by many major physico-chemical properties while the rows represent alike periods,
was developed such that the order of the elements naturally suggested by the atomic masses
was occasionally ignored in favor of more coherent grouping of properties, effectively listing
the elements in order of increasing nuclear charge. With further developments in physics and
chemistry, it was realized that the physico-chemical properties of such elements are mainly
due to electrons distributed over a set of available quantum states in an atom, supporting the
classification based on the increasing nuclear charge as it equals to the number of electrons
in an uncharged atom. Thus, it is effectively the periodic table that defines the concept of
chemical element as a collection of atoms with the same nuclear charge, with the latter being
also known as atomic number.
While the atomic number does uniquely identify a chemical element, atoms of a particular
chemical element may differ in numbers of neutrons. Such atoms are known as isotopes, with
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this term literally meaning that these sorts of atoms occupy the same place in the periodic
table as their physico-chemical properties are only weakly dependent on interactions at the
nuclear level. As such, isotopes of a given chemical element have the same atomic number
but different masses. The mass of an isotope is determined mainly by the sum of masses of
all the constituent particles such as protons, neutrons, and electrons, whereas the binding
energy of the nucleus and the binding energy of electrons provide the first and second order
corrections, respectively, commonly known as the mass defect in bound systems. Due to the
mass defect, the mass difference of two isotopes of a given chemical element is close to the
mass of the neutron times the number difference of neutrons in these isotopes, but also shows
little dependence on the difference in binding energies of the two systems.
The theory of nuclear stability distinguishes isotopes that are theoretically stable to all known
forms of decay and isotopes that are prone to either of the known forms of decay. From the
experimental point of view, an extended group of so-called observationally stable isotopes
is often of interest, composed of theoretically stable isotopes, isotopes that are theoretically
unstable but have extremely long half-life periods predicted by the theory, and isotopes that
are theoretically unstable to some form of decay but that have not been observed to undergo
decay experimentally.
In the context of observationally stable isotopes, a chemical element can be characterized with
relative occurrence of its isotopes, Figure 1.1. When speaking of natural isotopic abundances,
i.e. relative numbers of isotopes as naturally encountered on Earth, for a given chemical
element one distinguishes the isotope with minimum allowed number of neutrons, isotopes
with extra neutrons if any, and the most abundant isotope among these. Most of the chemical
elements have a number of isotopes, e.g. hydrogen (H), carbon (C), nitrogen (N), oxygen (O),
sulfur (S), etc., whereas only some of the chemical elements, e.g. phosphorus (P), fluorine (F),
sodium (Na), cesium (Cs), gold (Au), have only a single stable isotope and therefore are called
monoisotopic chemical elements.[10]
1.1.3 Molecular formulas, molecules and isotopologues
Being systems of atoms, molecules and their systems such as molecular complexes allow
generalizing the aspects of isotopic mass defects and isotopic abundances. As a chemical
element may represent a number of isotopes, i.e. atoms differing only in their numbers of
neutrons, so may a molecular formula represent a number of isotopologues, i.e. molecules
differing only in their isotopic composition.
Different isotopologues of a given molecular formula inherits the mass and abundance
properties of the isotopes in the following way. Specifically, in mass spectrometry, the mass of
an isotopologue is given as a sum of masses of all constituting isotopes. That is, the additive
rule is simply applied, while the second order correction due to mass defect is typically ignored
as such a difference is normally beyond the analytical performance of mass spectrometers. In
turn, relative abundances of isotopologues as systems of isotopes are given by the multinomial
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Figure 1.1: Natural relative abundance (vertical axis) vs. exact mass (horizontal axis) plot for
isotopes of several chemical elements commonly present in biological molecules. Notice that
fluorine and phosphorus are monoisotopic chemical elements. The data is represented based
on the NIST table of isotopes.[9]
expansion based on isotopic relative abundances.[11] Finally, the first order correction in
mass defect of isotopes results in so-called isotopic fine structures, Figure 1.2, where each fine
structure is a set or isotopologues differing only by distribution of a given number of extra
neutrons over the atoms of the lightest isotopologe.
In the context of generalization of properties of isotopes to molecules as systems composed of
them, it would make perfect sense to define the monoisotopic molecular formula as the one
composed only of monoisotopic chemical elements. Nevertheless, by historical definition, the
monoisotopic mass or monoisotopic peak in a mass spectrum is that corresponding to an iso-
topologue composed of the most abundant isotopes of each element present in the molecular
formula of interest.[12] Hence, this definition might be seen as only an approximation stating
that given that all except the most abundant isotopes are neglected for each of the chemical
elements in a given molecular formula, the isotopologue composed of these atoms would give
the monoisotopic mass in question.
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Figure 1.2: Isotopologues of peptide substance P. Left: A simulated mass spectrum of doubly
charged peptide substance P (positive ESI mode). Right: Insets showing the (top) A+1, (middle)
A+2, and (bottom) A+3 isotopic fine structures of ionized substance P.
1.2 Analytical questions in mass spectrometry
A mass spectrometer (MS) measures the mass-to-charge ratios m/z and relative abundances
A of ionized molecules or atoms. The mass-to-charge ratio is a dimensionless ratio of the
mass expressed in atomic mass units (a.m.u.), or Daltons (Da) depending only on the context,
which corresponds to the mass of a 12C atom being equal to 12 Da, to the number of elemental
charges of the ion. The relative abundance characterizes the relative number of ions of given
m/z.
Hence, one may conventionally distinguish direct and indirect analyses. Direct analysis is
distinct by its aim, which consists in measurements of ion m/z values of ions and hence masses
of molecules, as well as ion abundances and hence relative amounts of molecules. For example,
direct analysis may include precise measurements of isotopic masses and abundances, as
well as molecular quantitation. In contrast, indirect analysis aims to determine some extra
information on the analyte using the measured values m/z and A. For example, this may
include qualitative molecular analysis in which measured m/z values of the analyte or its
fragments are used to determine the corresponding masses, which next are employed for
molecular structure identification.
1.3 Mass spectrometry instrumentation
1.3.1 Brief review of history and milestones
Oftentimes, when one discusses the history of mass spectrometry, due consideration is given
to events starting from early XIX century with groundbreaking work by J. J. Thomson in 1912–
1913.[2, 3] This is exemplified by the celebration of 100 years of mass spectrometry at the
largest global mass spectrometry oriented annual conference, the American Society for Mass
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Spectrometry Conference, in Minneapolis, USA, in 2013. However, an honorary mention must
go to his earlier work from 1897, when J. J. Thomson discovered and reported the m/z value of
an electron.[1]
After receiving the Nobel Prize for this discovery in 1906, in 1912 Thomson proceeded to obtain
what are considered the first mass spectra of several small gas molecules, such as nitrogen,
CO2 and oxygen by using a mass spectrograph.[2] The next year, Thomson obtained the
mass spectrum of neon and therefore produced first evidence for the existence of elemental
isotopes.[3] Towards the end of the decade, F. W. Aston begins his monumental work of
determining metastable isotopes of most stable elements known at that time. This leads
Aston to measurements of mass defects for various isotopes by early 1920s, which a decade
later allows K. T. Bainbridge to prove Einstein’s E =mc2 postulation.[13]
From 1930s onwards, the field went through a number of revolutions in the instrumentation,
including ionization techniques, fragmentation of ions, mass analyzers, and hybrid instru-
ments, enabling analysis of more and more complex analyte mixtures and larger analytes.
Specifically, since the late 1950s, gas chromatography coupled with mass spectrometry, which
was developed by F. W. McLafferty, has significantly contributed to the analysis of volatile
compounds. Discovery and development of matrix assisted laser desorption ionization
(MALDI)[14] and electrospray ionization (ESI)[15] during the 1980s permitted to significantly
expand the range of ionizable analytes with non-volatile compounds, including biological
molecules.
In turn, in situ structural characterization of the analyte was significantly enhanced by
introduction of techniques leading to inclusion of tandem mass spectrometry experiments,
which allowed to isolate the analyte of interest, fragment it, then detect the product ions.
Of particular prominence are: collision induced dissociation (CID), infrared multiphoton
dissociation (IRMPD) and electron capture/transfer dissociation (ECD/ETD), which were
introduced in late XX–early XXI centuries.
Finally, key developments in mass analyzers included the construction and commercialization
of mass spectrometers based on various principles of mass separation, such as time-of-flight,
quadrupole, radio-frequency ion trap, ion cyclotron resonance and orbitrap mass analyzers.
In 1946, Stephens proposes the concept of time-of-flight mass spectrometer. Next decade,
W. Paul develops the radio-frequency ion trap[16] and Dehmelt builds the Penning ion trap
based on the cyclotron accelerator invented by Lawrence in 1931. In 1972, V. I. Karataev and
B. A. Mamyrin develop reflectron time-of-flight mass spectrometer.[17] In 1974, A. G. Marshall
and M. B. Comisarow develop Fourier transform ion cyclotron resonance mass spectrometer.[6,
7] And, based on the electrostatic trap developed by Kingdon in the early 1920s, A. A. Makarov
invents the orbitrap mass analyzer at the turn of XXI century.[8]
Presently, there exist a lot of good references about the history of MS and FTMS. Particularly,
the reviews and tutorials on FTMS can be good first steps for the curious reader to explore
further.[18, 19, 20, 21, 22, 23]
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Figure 1.3: Schematic diagram of 10 T FT-ICR MS. Left: Atmospheric pressure ion source.
Middle: Linear ion trap. Right: 10 T superconducting magnet with ICR cell. Figure adapted
from the user manual LTQ FT Ultra.
1.3.2 ICR and Orbitrap FTMS
In this work, the most of experiments were conducted on two hybrid instruments: 10 T ESI
LTQ FT-ICR MS equipped with standard and customized ICR cells, as well as Orbitrap Elite
FTMS (Thermo Scientific, Bremen, Germany). The schematics of FT-ICR MS is shown in
Figure 1.3. From left to right by major section: ionization source followed by several ion
guides (multipoles); in center, the linear ion trap, LTQ; made up of four electrodes set to RF
electric potentials; ion transfer octapoles; the ICR cell. The ICR cell is located inside a 10 T
homogeneous magnetic field parallel to the axis of ion transfer.
ESI method was employed for sample ionization. The following ESI ion sources were employed:
the standard ESI source (µL/min flow); a nano-ESI robotic chip-based source (nL/min flow),
TriVersa Nanomate (Advion Biosciences, Ithaca, USA). The linear ion trap (LTQ) was used
to isolate ions within a user specified m/z range (e.g. 2-10 m/z) which can then be followed
by transfer of analytes into the ICR cell via the transfer octapoles. Additionally, the LTQ
implements the automatic gain control (AGC) function to control total charge of ions injected
into the ICR cell. After transferred into the ICR cell, the ions are axially trapped using electric
fields on the trapping electrodes of the ICR cell, and radial confinement occurs due to the
magnetic field.
Figure 1.4a shows schematics of the Orbitrap Elite FTMS. Similarly to the FT-ICR MS, the
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(a) Schematic diagram of Orbitrap Elite FTMS.
(b) Schematic diagram of Q Exactive Orbitrap FTMS..
Figure 1.4: Schematic diagrams of Orbitraps. Figures adapted from http://planetorbitrap.com.
front end allows for interfacing identical atmospheric pressure ionization sources. The LTQ
is interfaced with the C-trap, which is C-shape quadrupole intended for accumulating the
ions and injecting them into the orbitrap. The electrodes of orbitrap are shaped such that the
quadro-logarithmic trapping electric potential is created inside the trap. The orbitrap consists
of a central spindle-like electrode and a barrel-like outer detection electrode split into two
parts. The ion packet is injected into the orbitrap via a slot located in one half of the outer
detection electrode, with additional help of a small deflection electrode situated nearby. As the
ions injected into the orbitrap, a high voltage is applied to the central electrode (e.g. 3.5 kV).
Several experiments were carried out using Q Exactive FTMS (Thermo Scientific), Figure 1.4b.
The Q Exactive Orbitrap FTMS differs by the presence of the quadrupolar mass filter instead
of the LTQ; functionality of the other annotated components of its diagram is similar to those
of the Orbitrap Elite FTMS.
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Figure 1.5: The measurement scheme in FT-ICR MS. The annotations NI PXIe and pyFTMS
refer to specific data acquisition system and software implemented in this work.
1.3.3 Measurement setup
Figure 1.5 depicts the general measurement scheme in FTMS, as an example for FT-ICR MS.
From left to right by major section: ion trap (ICR cell) as a signal transducer representing
a stimulus-response system and intended for encoding the ion trajectory into electrical
signal; signal conditioning electronics (including a preamplifier) meant for signal detection,
amplification, and filtering; signal digitization (digitizer module), file storage, signal processing
and data analysis.
The standard measurement scheme includes a standard mass analyzer, e.g. standard ICR
cell or orbitrap, built-in digitizer, standard FT-based signal processing, viz. magnitude mode
or absorption mode FT of a transient signal previously zero-filled and apodized; and data
analysis, including peak picking procedure to locate the peak maxima in the Fourier spectrum,
frequency-to-m/z conversion (mass calibration), and further analysis of m/z and A values in
the context of the particular analytical question.[18]
The modified measurement schemes of the present research are distinct by developments in
data analysis methods, methods for signal processing, and designs of ion traps. Additionally,
a high-performance data acquisition system (NI PXIe) and a software framework for signal
processing and data analysis (pyFTMS) were implemented as a software and hardware tool
sets for the purposes of this work, Figure 1.5.
1.4 Uncertainty principle
In physics, the uncertainty principle is known due to Werner Heisenberg, who originally
introduced it for position x and momentum p of a quantum particle.[24] Specifically, in
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quantum mechanics the uncertainty principle states that the more precisely the position of a
particle is determined, the less precisely its momentum can be known. The opposite holds
true as well: the more precisely the momentum of a particle is determined, the less precisely
its position can be known. The inequality relating the standard deviation of position σx and
the standard deviation of momentum σp is given via the reduced Planck constant: σxσp ≥ ħ2 .
Equivalently, the position and momentum of a particle may be referred to as complementary
values of physical quantities, meaning that these quantities cannot be measured accurately
at the same time and the limit to the measurement precision is given by the uncertainty
principle’s inequality.
The uncertainty principle does not relate only to position and momentum of a particle. In a
broad sense, the uncertainty principle is applicable for any pair of complementary physical
quantities. Indeed, the uncertainty principle in this case is nothing than any mathematical
inequality asserting a limit to the precision with which certain pairs of physical quantities can
be measured simultaneously. The particular lower bound limit in such inequalities, e.g. ħ2 for
quantum mechanics, depends on the nature of the quantities involved or, equivalently, the
state of the system that is described with these quantities. For instance, in signal processing the
uncertainty principle holds that a function cannot be both time-limited and band-limited.[25]
In the context of FTMS, one corollary of the uncertainty principle relates to resolution perfor-
mance and would hold that one cannot achieve high frequency resolution ∆ f at low detection
period T : ∆ f T ≥ C , where C is a constant value that depends on the state of the system
of interest or, following the terminology of the present thesis, on the measurement scheme,
Figure 1.5. To be exact, while the latter equation is correct as a qualitative dependence between
the detection period and the scale of frequency details of interest, its particular form may
vary. For instance, for value ∆ f of the frequency details scale, it may incorporate average
frequency difference (e.g. FDM processing) or minimum frequency difference instead (e.g.
FT processing). Moreover, the uncertainty principle can also be modified quantitatively by
changing the constant C (e.g. FT processing, new designs of mass analyzers). Similarly,
another corollary relates to limited performance for accurate measurements of a quantity q ,
viz. m/z or abundance values of ions, at finite signal-to-noise ratios (SNR), SNR= qσq , with the
latter defined in a broad sense, i.e. as the ratio between measured value q and its standard
deviation σq .[26]
Thus, these two corollaries are what is referred to by the uncertainty principle in the present
thesis. With the present thesis’ developments aimed at modification of the uncertainty
principles of each of the three main elements in the measurement scheme, namely signal
generation, signal processing, and methods of data analysis, the corresponding uncertainty
principle’s form is modified such that improved analytical performance of FTMS is achieved.
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2.1 Measurement theory
We start by formalizing the fundamental measurement principle of FTMS in order to develop
the concept of the uncertainty principle in FTMS, which in turn governs achievable analytical
performance for a given measurement scheme and hence will next be modified accordingly to
achieve improved analytical performance.
2.1.1 Phase portrait of ion motion
To start, let us derive the phase portrait for ion motion in a given mass analyzer, e.g. an ICR
cell or an orbitrap. Firstly, we consider a physical model describing motion of a single ion in
uniform magnetic field and quadratic electrostatic field of an ICR cell. The following analysis
is likewise applicable to the case of quadro-logarithmic field of an orbitrap, as discussed below
in the text. With the Lorentz force of the electric field ~E and magnetic field ~B , acting on the
ion of mass m and charge q , the ion motion equation is a differential equation of the second
order:
m~¨r = q~E +q~˙r ×~B (2.1)
We choose a cylindrical coordinate system, {ρ,ϕ, z}, such that the magnetic field and the ion
radius-vector are given as: ~B = ‖0,0,Bz‖ and~r = ‖ρ,ϕ, z‖, respectively, Figure 2.1. As there is
no other charges considered, e.g. "space charge" and electrode surface charges, the electric
field is solely defined by the distribution of electric potential,Φ, in the mass analyzer: ~E =−∇Φ.
In turn, as the electric potential is defined by the ion trap’s geometry and potentials applied
to the ion trap’s electrodes,Φmust satisfy Laplace’s equation with the boundary conditions,
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Figure 2.1: Representation of ion motion in the ICR cell, shown in a cylindrical coordinate
system. Static homogeneous magnetic field is directed along the z-axis: ~B = ‖0,0,Bz‖. The
radius-vector describing the ion trajectory is~r = ‖ρ,ϕ, z‖.
which can be given in the Dirichlet form:
∇2Φ = 0 (2.2)
Φ =
Vt , on trapping electrodes0, on other electrodes
Generally, Eq. 2.2 can be solved numerically, e.g. using ion optics simulation packages such as
SIMION,[27] or derived analytically. For example, for the Penning trap, the electric potential
is a simple quadratic form: Φ = A(2z2− x2− y2)+B , whilst the exact solution for ion traps
employed in FT-ICR MS can be somewhat more involved. For example, the following equation
is an analytical form for the electric potential of a cubic trap with edge d and trapping
electrodes set to Vt while the other electrodes are kept at zero potential:[28]
Φ(x, y, z)= 16Vt
pi2
∞∑
n,m=0
(−1)n+m cos[(2n+1)pixd ]cos[(2m+1)piyd ]cosh[λmn pizd ]
(2n+1)(2m+1)cosh[λmn pi2 ] (2.3)
where λmn =
[
(2n+1)2+ (2m+1)2]1/2 . Its Taylor’s expansion about the trap center, Φ =
Φ(0)+Φ(2)+o ((ρ/d)3), allows quadratic approximation: Φ=V [δ+ αd 2 (2z2−x2− y2)], where
α and δ are dimensionless constants. In the context of a conventional cylindrical ICR cell, a
similar form for quadratic approximation is expected with a different meaning of the metric
parameter d . We thus proceed with the harmonic approximation of the cubic cell, while
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assuming that the obtained results will also be valid for the harmonic approximation of the
conventional cylindrical ICR cell of interest.
Notice that the equation for ion motion along the z-axis can be decoupled in Eq. (2.1):mz¨ =−q∇zΦm~¨ρ =−q∇~ρΦ+q~˙ρ×~B (2.4)
With the following notations a0 = b0 = 2αqV /md 2, a1 = −b1 = −qB/m = −ωc , and c0 =
−4αqV /md 2, Eq. (2.4) takes the form:
x¨ = a0x+b1 y
y¨ = b0 y +a1x
z¨ = c0z
(2.5)
From the theorem for existence and uniqueness of a solution for a system of linear differential
equations with real-valued parameters, it follows that the solution of Eq. (2.5) is:
x = A sin(−
√
λ1t +C )+B sin(−
√
λ2t +D)
y = A cos(−
√
λ1t +C )+B cos(−
√
λ2t +D)
z = E cos(−
√
λ3t +F )
(2.6)
where A, B , C , D, E , and F are real-valued constants defined by initial coordinates~r (0) and
velocities ~˙r (0); λ3 is a real-valued root of the characteristic equation λ2−c0 = 0; and λ1 and λ2
are real-valued roots of the characteristic equation:∣∣∣∣∣ λ2−a0 −b1λ−a1λ λ2−b0
∣∣∣∣∣= 0 (2.7)
Thus, we obtained three eigen modes of ion motion, known as cyclotron mode, magnetron
mode, and axial mode, each characterized with one of the eigen values λi .
Next, to find the normal coordinates, we decouple the first and second equations in Eq. 2.6 by
using the following variable: ρˆ = j x+ y , which is evaluated by Eq. 2.6 to: ρˆ = ρˆ++ ρˆ−, where
ρˆ+ = Ae j
(
−
p
λ1t+C
)
and ρˆ− =Be j
(
−
p
λ2t+D
)
.
In the standard mode of operation of the ICR cell, the cyclotron mode is excited, while it is
aimed to keep the magnetron mode non-excited. Hence, ρˆ = ρˆ+ = Ae j
(
−
p
λ1t+C
)
. Thus, under
these conditions, ρˆ satisfies to the following equation:
¨ˆρ =λ1ρˆ (2.8)
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(a) Without perturbations of the
electric field.
(b) With perturbations of the elec-
tric field.
Figure 2.2: Illustration of phase portraits and ion packet sizes in the phase space. The phase
space corresponds to normal coordinates for ion motion equations. These considerations are
applicable for both FT-ICR MS and Orbitrap FTMS.
which is a canonical form of differential equation. An analogous equation would hold true for
ρˆ− as well, were the magnetron mode excited. Hence, we obtained the normal coordinates ρˆ+
and ρˆ−.
In the context of Orbitrap FTMS, the derivation of the 3rd equation of Eq. 2.5 is applicable also
to the orbitrap mass analyzer as it is the axial mode of ion motion that is of interest there. That
is, for the orbitrap the ion motion equation is the same type as Eq. 2.8.
From Eq. 2.8 it follows that the dynamic system "ion in a mass analyzer" considered here is
a harmonic oscillator whose phase portrait is a set of closed circular contours, Figure 2.2a.
Therefore, measurements of m/z values imply measurements of angular frequencies ω with
which the analyzed ions move on their phase portraits in the phase space. Additionally, in
analysis of ions with close m/z, the difference ∆L of the full paths of phase trajectories of
the ions, acquired during a given detection period, provides a measure for the achieved ion
separation.
As the next order of approximation, consider a more comprehensive physical model that takes
into account static and time-dependent perturbations of the electric potential compared to
the quadratic approximation considered above. Specifically, the static perturbations are due
to the actual geometry of the ion trap and finite precision of trap manufacturing. In turn, the
time-dependent perturbations include Coulomb ion-ion and ion-electrode interactions. The
effects in question are known to cause decoherence of ion packets as well as coalescence of
ion packets. However, the theory for these effects is not currently well-developed in FTMS.
Quantitative description of these effects is beyond the scope of the present work. Nevertheless,
a qualitative consideration is sufficient for its purposes.
From the initial model above it follows that the effect of decoherence may lead to arti-
facts in ion motion, e.g. known as ion packet spreading, ion comets formation, variable ion
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(a) Illustration of actual separation (red, left axis)
vs. apparent FT resolution (black, right axis) of two
ion packets with different m/z in a mass analyzer.
The concept is applicable for both FT-ICR MS and
Orbitrap FTMS.
(b) Resolving power for FT signal processing as a func-
tion of the detection period plotted for 10 T FT-ICR MS.
The resolving power is given for an analyte ion of 500
m/z.
Figure 2.3: Ion separation vs. FT resolution performance in FTMS.
frequencies,[29, 30, 31, 32] and other detrimental effects distorting the phase trajectory of each
ion during the detection period. That is, each ion from the ion packet now has its own phase
trajectory that somewhat deviates from the closed circular contour that could be plotted for
this packet if the detrimental effects were negligible, Figure 2.2b. Therefore, each ion packet
corresponding to a certain m/z value has a finite size in the phase plane, δL. The size δL thus
represents the physical limit to achievable ion separation.
2.1.2 Two sides to the uncertainty principle limit
Notice that the measure for ion separation may be represented as the phase spread of the ion
packet, whereas measurement of ion frequency can be seen as measurement of the phase, ∆ϕ,
that the ion accumulates during the detection period, T . Indeed, in the initial model above,
all ions of the same m/z would accumulate the same amounts of phase during the detection
period, ϕ=ωT . The same expression is also valid for the model allowing for perturbations if
the quantityω is read as the instantaneous angular frequencyω(t ) averaged over the detection
period, T : ω= 1T
T∫
0
ω(t )d t .
This way, ion separation and m/z measurement may be represented as the distribution
of the numbers N of ions over the accumulated amounts of phase, p(∆ϕ) = d N /(N0d∆ϕ),
Figure 2.3a, where N0 is the total number of ions in the mass analyzer. Effectively, the
distribution p(∆ϕ) shows the actual separation of ions achieved in a mass analyzer, allowing
also for the field perturbations introduced above. For example, the phase spreading of ion
packets would be represented as nearly symmetric peaks in the distribution p(∆ϕ), whereas
the ion comet formation could lead to peaks with a noticeable asymmetry.
Thus, in p(∆ϕ) the width of a peak represents the fundamental limit to ion separation, whereas
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the mean value of phase where a peak is located provides the frequency of interest. Therefore,
this consideration shows that separation of ions (resolution performance to which Chapters 4
and 5 are devoted) on one hand, and frequency measurement (measurement accuracy which
will be considered in Chapters 3 and 5) on the other, are two naturally inter-mixed entities.
Specifically, the two are the two corollaries of the uncertainty principle as introduced in
Chapter 1. Indeed, the distribution p(∆ϕ) represents the fundamental measurement limit
in FTMS. This distribution can be considered in terms of ion separation as well as in terms
of accuracies of measured frequencies. Hence, the concepts of resolution and measurement
accuracy are two characteristics of the distribution p(∆ϕ). Additionally, as it is the number
density distribution, p(∆ϕ) also comprises information on ion abundances. Hence, the
abundance measurement accuracy can be given with similar probability density distributions
plotted for each of the analyzed ions, Chapter 3.
Thus, in MS experiments the distribution p(∆ϕ) should be the key characteristic of interest
since it provides the required information on ion mass-to-charge ratios and abundances. Let
us consider how this distribution is measured or, more specifically, estimated experimentally.
2.1.3 Transient signal as a response function
It is required to find out how exactly the phase portrait of a trapped ion is encoded into the
transient signal as next this signal has to be decoded into m/z and abundance values. As a
signal transducer, the mass analyzer, an ICR cell or an orbitrap, converts ion trajectories~r (t )
into an electric signal referred to as a transient signal s(t ): s(t )=C [~r (t )]. In terms of dynamic
systems, it is convenient to think of the transient signal as a transient response function of
the dynamic system "ions in a mass analyzer" to an external stimulus, which is an excitation
signal in case of the ICR cell and ion injection in case of the orbitrap, Chapter 1. Here we deal
with the mappingC of the mass analyzer. Specifically, in Paper I, we revisit the question of the
ICR transient signal’s composition.
Experimental characterization and potential use of other approaches than the standard
detection with reduced cyclotron frequency peak have not been extensively studied in FT-ICR
MS. In Paper I, firstly we examine characteristics of harmonics and their sidebands of the
reduced cyclotron frequency in experimental spectra. Figure 2.4 shows a broadband FT-ICR
mass spectrum of a monoisotopic ion of singly protonated MRFA peptide (nominal m/z 524)
acquired on 10 T FT-ICR MS with the standard ICR cell. The spectrum contains peaks at nω+ ,
n = 1,2,3,etc., corresponding to the nth harmonics of the reduced cyclotron frequencyω+ , and
their magnetron sidebands at ωnk = nω+±kω− , k = 1,2,3, etc. The high order harmonics and
the sidebands have low intensities compared to that of the ω+ peak. Moreover, intensities of
the sidebands ωnk , relative to that of the corresponding harmonics peaks nω+, increase with
the order n of the harmonics. The high resolution FT mass spectrum (resolving power, RP >
100’000 at m/z = 400) reveals the magnetron sidebands around the first harmonic as symmetric
pairs of peaks shifted equally above and below the ω+ peak by frequency difference, f , equal
20
2.1. Measurement theory
Figure 2.4: Harmonics and sidebands in a mass spectrum of monoisotopic ion of singly
protonated peptide MRFA. Insets show the expanded regions around the 1st, 2nd, and 3rd
harmonics of the reduced cyclotron frequency. The magnetic field was 11.5 T, the trapping
potential was 0.8 V, and ion excitation amplitude was 105 Vp−p (35% of the maximum available
value). The number of charges accumulated in the linear ion trap for subsequent injection
into the ICR trap was set to 106 (AGC value). Figure adapted from Paper I.
to 1.6 Hz for the employed experimental parameters. The frequency ranges around the
second and third harmonics show 2ω+ and 3ω+ peaks surrounded by their sidebands. The
intensities distribution around the second harmonic is apparently asymmetrical in contrast to
the first and third harmonics. Importantly, the sideband peak spacings f are the same for all
harmonics.
Next, we develop an analytical model that contributes to the existing theory of the ICR signal by
showing the origin of sidebands to be the result of the broadband amplitude-phase modulation
occurring in the ICR transient signal. The initial model above with no time-dependent field
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perturbations is considered here. Firstly, we linearize the trajectory Eq. 2.6 to obtain:
ρ(t ) ' ρ+
[
1+εcos(∆ωt −∆φ)]
ϕ(t ) ' φ+−ω+t +εsin
(
∆ωt −∆φ) (2.9)
where we neglect the second and higher order terms of the small parameter ε= ρ−/ρ+¿ 1,
which represents the ratio of magnitudes for complex phasors ρˆ− and ρˆ+, defined by the
parameters A and B in Eq. 2.6. In Eq. 2.9,∆φ=φ+−φ− is the difference of initial phases for the
two modes of ion motion (defined by the parameters C and D in Eq. 2.6), and ∆ω=ω+−ω− is
the difference of corresponding angular frequencies.
The obtained trajectory is a circular orbit ρ = ρ+,ϕ(t) = ϕ+ −ω+t perturbed by the curve
∆ρ(t)= ρ+εcos(∆ωt −∆ϕ),∆ϕ(t)= εsin(∆ωt −∆ϕ), Figure 2.5. Thus, the ion trajectory is a
modulated circular orbit. Indeed, the ion trajectory shows azimuthal deviations ∆ρ(t ) around
the ϕ+−ω+t value as well as radial deviations ∆ρ(t ) around the ρ+ value oscillating with the
parametric frequency ∆ω in both cases.
Finally, we establish the relation between the amplitude-phase modulation of the trajectory
Eq. 2.9 and the resulting transient signal. In the approximation of elongated cylindrical ICR
cell,[33] the following expression of the transient signal s(t ) was derived:
s(t ) ' q
C
∞∑
m=0
am AMm(t )P Mm(t )
AMm(t ) =
[
1+εcos(∆ωt −∆φ)]2m+1
P Mm(t ) = cos
[
(2m+1)(φ+−ω+t +εsin(∆ωt −∆φ))] (2.10)
where AMm(t ) and P Mm(t ) represent the amplitude modulation and the phase modulation
terms of the mth order, C is the effective input capacitance of the 1st cascade of the pre-
amplifier, and am is an m-dependent factor. The oscillating radial and azimuthal deviations
of the ion trajectory lead to the amplitude and phase modulations, respectively, occurring in
the transient signal.
Thus, the physical origin of the harmonics and sidebands has been shown to be as follows: (i)
finite cross-sectional dimensions of the ICR cell lead to its slightly non-linear response; (ii)
if the ion magnetron motion is excited along with the cyclotron motion, the ion trajectory
shows radial and azimuthal deviations oscillating with the parametric frequency around the
ideal circular orbit; (iii) the oscillating radial and azimuthal deviations result in broadband
amplitude and phase modulations, respectively, occurring in the ICR transient signal; and
(iv) the amplitude-phase modulation produces interharmonics of the reduced cyclotron and
magnetron frequencies and thus, specifically, the magnetron sidebands of the harmonics of
the reduced cyclotron frequency.
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Figure 2.5: Numerical simulation of the linearized ion trajectory. Top left panel: radial
deviations; bottom left panel: azimuthal deviations; right panel: the ion trajectory (red)
as a result of the radial-azimuthal modulation of the circular orbit (black). Figure adapted
from Paper I.
Besides, in the limiting case of ε = 0 (circular trajectory), the transient signal, Eq.2.10 is
consistent with the previous studies considering circular ion motion:
s(t )= q
C
∞∑
m=0
am cos(2m+1)ω+t (2.11)
The corollary Eq. 2.11 shows that if the magnetron motion is quenched, the amplitude-phase
modulation does not take place so that the ICR cell does not provide the interharmonics
(sidebands). In turn, an implementation of a wide band transient signal generation with a
number of non-zero coefficients am for increased spatial resolution of ion packets, translated
into increased resolution of ions in the phase space and hence in the frequency domain, will
be discussed in Chapter 5.
2.1.4 Limitations of FT signal processing
Let us introduce the concept of generalized measurement correlator, which extracts experi-
mental quantities of interest, e.g. frequencies and amplitudes of sinusoidal components, from
a given experimental signal. In state-of-the-art FTMS, the measurement correlator in question
is implemented as standard FT signal processing workflow, Chapter 1. Indeed, the basis
functions employed in FT are close, within the resolution limitation of FT, to the theoretically
expected form of the transient signal of a single ion, e.g. Eq. 2.11 with m = 0. Hence, FT
provides an estimate of the distribution p(∆ϕ), while the difference between the estimate and
the actual distribution is governed by the resolution performance of FT.
Consider a transient signal with length T acquired for an ion with mass-to-charge ratio m/z
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moving with the fundamental frequency (reduced cyclotron mode) f in the ICR cell. In general,
here we do not limit consideration to the case of constant frequencies, i.e. the second model
involving possible perturbations may be considered. Hence, the frequency f , in principle, can
be time-dependent: f = f (t ). If these variations are small enough so that they are unresolvable
by FT, the averaged frequency is then meant in the following text.
FT processing provides an estimate of the experimental distribution p(∆ϕ), Figure 2.3a.
As follows from comparison of resolution performance of different FT signal processing
workflows, vide infra, Chapter 3, apparent FT resolution of ion packets is limited by the value:
∆wndϕ= 2piCFT (2.12)
where CFT is a constant defined by the apodization function and type, e.g., magnitude or
absorption, of spectral representation. Indeed, in frequency domain, the corresponding
broadening of peaks results from a convolution of the Fourier spectrum of the transient signal
induced by ions and the spectral response of the apodization function. The spectral response
has a full width (FW): ∆FW f = CFT/T and represents the time-vs.-frequency uncertainty
principle of the FT signal processing workflow. Therefore, to baseline resolve two ions of
different m/z, the required detection period T should satisfy to:
∆ f T ≥CFT (2.13)
provided that the sizes of the two ion packets are less than their difference in accumulated
phases. In Eq. 2.13, ∆ f > 0 is the difference of the frequencies of these ions. Hence, the
difference of the phases that the ions accumulate during the time T should be:
|∆ϕ1−∆ϕ2| = 2pi∆ f T ≥ 2piCFT (2.14)
For instance, in the case of magnitude-mode spectral representation and the Hann apodization
window, the constant CFT equals 4, and, hence, the difference in question should be at
least as large as 8pi, i.e. 4 full cycles. However, the ion packet size in the phase space, δϕ,
might be significantly less than 4 cycles, Figure 2.3a. Hence, the apparent resolution of FT
signal processing workflow may hide the actual ion separation achieved experimentally. This
conclusion is also confirmed by experimental data as follows from measurements at multiples
and harmonics of the fundamental frequency, Chapter 5. Thus, the FT workflow’s time-vs.-
frequency uncertainty principle defined for baseline resolution is found, Eq. 2.13.
From Eq. 2.13, it follows that there exists an upper bound of resolving power:
RmaxFWHM =
m/z
∆FWHM(m/z)
= f
∆FWHM f
= f T
CFWHM
(2.15)
The constant CFWHM governs the full width at the half maximum (FWHM) of the spectral
response, ∆FWHM f = CFWHM/T , and is defined by the apodization window and spectral
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representation type. For example, CFWHM = 2 in the case of magnitude-mode spectral repre-
sentation and Hann apodization window.
However, due to ion packet decoherence, resolving power achieved in experiments might be
lower than provided by Eq. 2.15 for a given detection period T and mass analyzer. That is, as
the ion packet decoherence develops, a longer detection period may be needed to achieve a
required resolving power, and eventually the resolving power gets restricted by the ion packet
spread. Therefore, in case of non-negligible ion decoherence, the experimentally achieved
resolving power RFWHM can be noticeably below the upper-bound RmaxFWHM. In Figure 2.3b, this
is illustrated for a serial ICR cell (open circles).
Thus, if two coherent ion packets get separated in the phase space with respect to their
accumulated phases, but the resolution performance of FT signal processing workflow is
insufficient and hides the actual ion separation, an excessive data acquisition time T is
required by FT. It is hence desirable either to achieve enhanced resolution for the detection
period T , or to achieve the same resolution level but for a shorter detection period. These
aims can be achieved with methods of super-resolution signal processing, Chapter 4, as well
as with developments in instrumentation, Chapter 5, discussed in the following text.
2.2 High-performance data acquisition system
Data acquisition (DAQ) is the process of collecting data from sensors of measurement in-
struments. In the context of the experimental setup introduced previously, Figure 1.5, data
acquisition refers to converting analog waveforms generated by the signal transducer, viz.
the ICR cell or the orbitrap, into digital signals for further storage, analysis, and visualization.
Generally, a DAQ system comprises DAQ devices, such as signal digitizers, to interface to signal
sources, a host computer with a central processing unit (CPU) to communicate with the DAQ
devices at the hardware level, and DAQ software to gain access to required functionality of the
DAQ devices.[34] The DAQ devices and the CPU are connected through the host computer’s
bus, which in turn defines the hardware architecture of the DAQ system. The hardware
architecture chosen to build a DAQ system is crucial as it imposes the limits to achievable
performance in data acquisition. Specifically, the key characteristics of a computer bus are
bandwidth and latency, Figure 2.6. The bandwidth measures the maximum amount of data
that can be transfered though the bus in a unit of time; the latency defines the inherent delay
in data transmission across the bus.
It is thus desirable that the DAQ architecture employed for an FTMS instrument is consistent
with expected analytical characteristics of the total measurement setup. The previous genera-
tions of DAQ hardware for FTMS made use of custom-built electronics with commercial non-
standard computers, the Industry Standard Architecture (ISA) bus,[36] the General Purpose
Interface Bus (GPIB),[37] and the Versa module europa eXtension for Instrumentation (VXI)
bus.[38, 39] Today, the Peripheral Component Interconnect (PCI) bus, which is a standard
bus of the personal computer (PC), as well as the PCI eXtensions for Instrumentation (PXI)
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Figure 2.6: Comparison of various computer buses used in data acquisition, including GPIB
and VXI buses, which were used in FTMS of previous generations, PCI/PXI buses, which are
currently in use in state-of-the-art research-grade FTMS, and PXI Express, which has been
employed for the purposes of the present thesis and is envisioned to gain adoption in next
generations of FTMS. Figure adapted from Ref.[35]
bus, which is a PCI’s derivative developed as an open industry standard for improved synchro-
nization between different devices within the PCI-type bus, are widely employed for the most
modern FTMS instruments, notably those developed in research laboratories.[40, 41, 42]
The pertinent characteristics of DAQ systems for FTMS instruments include the number
of input channels, length of transient signals available for acquisition, spectral bandwidth
available for signal digitizing, synchronization precision between different DAQ devices and
other electronics of the FTMS instrument, vertical resolution of the digitizer imposing the
digital noise-limited range of ion abundances available for analysis, and maximum duty cycle
in sequential acquisition of transient signals. Most of these characteristics depend on the
bandwidth of the bus employed because amounts of data to acquire scale as the number of
employed channels, sampling frequency, and number of distinguishable intervals of signal
amplitudes:
Required Bandwidth (MB/s) = (2.16)
Number of Channels×Sampling frequency (MHz)×Bytes/Sample
Despite the fact that the PCI/PXI architectures became the industry standard for data acqui-
sition, data streaming capabilities of the PXI-based DAQ systems that are currently in use
in FTMS are rather limited, primarily because of the restricted bandwidth.[43] Therefore,
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these systems are usually programmed to implement the conventional acquisition mode with
finite records, thus relying completely on the available amounts of the on-board memory of
signal digitizers and generators employed.[40, 42] This mode has two crucial limitations when
it comes to increased amounts of data to sample. Firstly, the maximum acquisition size is
governed by the amount of on-board memory available on the digitizer. The on-board memory
is expensive and amount of memory that can be installed on a digitizer is technologically
limited. Secondly, the speed with which the acquired data will be transferred from the on-
board memory to the host computer is governed by the bandwidth of the PCI or PXI bus. In
this respect, while the PCI/PXI architectures’ bandwidth, which is up to 132 MB/s, may be
reasonable for many applications using the state-of-the-art research-grade FTMS instruments,
higher bandwidth is required when amounts of data to transfer in a unit of time increase.
With development of the PCI Express bus in the PC industry and its derivative PXI Express,
designed to offer dedicated bandwidth per instrument, higher values of bandwidth became
available, e.g. 250 MB/s, 500 MB/s, and 985 MB/s per a single lane of the bus, depending on the
bus generation.[35] Moreover, the PCI Express architecture allows grouping several lanes of the
bus, e.g. 4, 8, or 16, into a single link, thus multiplying the bandwidth accordingly. For example,
1 GB/s dedicated bandwidth per a DAQ device can be achieved with the 4-lane PXI Express
bus of the first generation (each lane 250 MB/s). Due to its bandwidth advantages, recently
the PXI Express architecture has also gained attention for increasing the data throughput of
the current systems in FTMS.[42, 44]
However, it is important to realize that not only does the new architecture remove the
bottleneck limitations of the PCI/PXI architectures for fast data transfers, but it also enables
efficient implementation of data streaming between different PXI Express devices on the
bus, e.g. signal digitizers, field-programmable gate arrays (FPGA)-based modules for on-line
signal processing, and signal generators. Hence, using the data streaming capability, the more
sophisticated mode for signal acquisition or signal generation with circular representation
of the on-board first in-first out (FIFO) buffer of a signal digitizer or signal generator may be
employed so that the amounts of data to acquire and to generate are no more limited by the
available on-board memory of these devices. Therefore, to meet requirements of the present
thesis, a high-performance DAQ system has been implemented based on the PXI Express
architecture and based on in-house developed DAQ software enabling the data streaming
acquisition mode with continuous memory buffers.
2.2.1 PXI Express hardware platform
The hardware of the DAQ system implemented in the presented work is based on the PXI
Express architecture and is built using commercially available PXI Express modules (National
Instruments, Ennetbaden, Switzerland). The DAQ system includes a digitizer (NI PXIe-5122),
a CPU-based embedded computer/controller (NI PXIe-8135), and a chassis (NI PXIe-1062Q),
Figure 2.7. The digitizer provides a sampling frequency of up to 100 MHz and 14-bit resolution
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Figure 2.7: Schematic representation of hardware components of the PXI Express DAQ system
implemented in the present work. The DAQ system comprises commercially available PXI
Express modules, including a digitizer, an embedded computer, and a chassis, and is designed
to enable the data streaming-based acquisition of transient signals.
per each channel, and is capable of data streaming at the full data rate of 400 MB/s via its
4-lane PXI Express interface.[45] The computer is based on a quad-core 2.3 GHz processor,
comprises 4 GB of dual-channel random-access memory (RAM),[46] and intended to control
the data acquisition process and collect the acquired data via the developed DAQ software.
The chassis provides three PXI Express slots with 1 GB/s per-slot dedicated bandwidths, four
PXI peripheral slots, and a system slot with approximately 3 GB/s bandwidth.[47]
Following the guest-host principle, the DAQ system acquires each transient signal by the
triggering sequence generated by the host FTMS instrument, FT-ICR MS or Orbitrap FTMS.
The output analog signal from the signal conditioning unit, viz. the pre-amplifier, of the
experimental setup, Figure 1.5, is connected to the first input channel of the DAQ system’s
digitizer, while the default connection of this signal to the built-in electronics of the FTMS is
also preserved. For FT-ICR MS, a custom-made adapter is employed to pick up the triggering
sequence from a buffered digital trigger generated by the built-in data acquisition electronics
of the instrument. Additionally, when a modified detection scheme with generation of two
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transient signals on the FT-ICR MS is used, the second signal is connected to the second input
channel of the digitizer.
The free slots are reserved for extension modules such as an FPGA module for on-line
digital signal processing (DSP), a 2-channel arbitrary waveform generator (AWG), and signal
amplifiers. All the hardware units of the DAQ system are balanced and matched to provide
the necessary performance when dealing at the maximum bandwidths of each PXI Express
device of data streaming capability, namely the digitizer with its full data rate of 400 MB/s, as
well as the optional DSP and AWG modules. Overall, the DAQ hardware meets the following
requirements of the present work: two input channels with 14-bit vertical resolution each
to achieve broad digital noise-free dynamic range; high-precision synchronization with the
host FTMS instrument via an analog trigger input (10 ns and better); available sampling
frequency of up to 100 MHz to enable digitization of transients with wide spectral bandwidth
(up to 50 MHz). As a future extension, the DAQ system can be equipped with a 2-channel
signal generator to implement an option for quadrature ion excitation in future developments,
Section 5.2.
2.2.2 Data streaming software
To program operation of the DAQ system’s hardware, data acquisition software was developed
with the LabVIEW environment and NI-SCOPE instrument drivers (National Instruments).
The graphical user interface of the developed software for data acquisition is shown in
Figure 2.8. The core functionality of the DAQ software is the data streaming mode for signal
acquisition,[48, 49] including data streaming directly between the DAQ devices, producer-
consumer acquisition loop for data transfers through the embedded computer’s random-
access memory (RAM), triggered acquisition for recording transients of a given length, and file
output optimizations. Specific algorithms of the DAQ system’s operation include recognition
of encoded trigger signals, i.e. triggering sequences, from the host FTMS, viz. those for the FT-
ICR MS, Orbitrap Elite FTMS, and Q Exactive Orbitrap FTMS; configuration of the acquisition
sequence, including detection time per each transient, number of transients to acquire, duty
cycle; and options for on-line digital signal processing as well as data visualization. Major
parts of signal processing of the present thesis were performed using the pyFTMS framework
developed in-house and described in the following subsection.
Overall, in the context of requirements of the present work, the developed DAQ software
provides a user interface for data acquisition configuration and enables data streaming of
the PXI Express architecture employed, thus allowing acquisition of transient signals with
large numbers of data points without restrictions imposed by the digitizer’s on-board memory
amount. As a future numerical optimization, the DAQ system can be equipped with an
FPGA module to replace some of performance-critical signal processing steps, which were
performed in off-line mode using a multi-core CPU, with on-line computations using an FPGA
chip.
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Figure 2.8: Graphical user interface of the DAQ software developed in the present work to
implement the data streaming acquisition mode for PXI Express DAQ devices.
2.3 pyFTMS software framework
Traditionally, FTMS software was written using low-level statically-typed programming lan-
guages such as C, C++, Fortran, and Java, e.g. ICR-2LS,[50] Boston University Data Analysis
(BUDA),[51] Arbitrary Waveform Editor (AWE) software,[40] Modular Ion cyclotron Data
Acquisition System (MIDAS) software,[38, 39, 42] and MassSpecter.[41] Generally, the low-level
languages are preferred in performance-critical applications because a computer program
written in such a language is compiled directly into processor instructions, which are relatively
fast to execute by the processor. However, the major disadvantage of these languages is that
it takes considerable time to develop high-quality software, as well as to maintain or extend
existing software.
In contrast, taking advantage of recent developments in dynamically-typed high-level pro-
gramming languages, notably the Python language,[52] the developer’s productivity and
the quality of produced code can be significantly increased. First appearing 20 years ago,
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today Python is a powerful general-purpose programming language with in-built software
design philosophy making for code quality and hence code extensibility, as well as code
development speed.[52] In the context of MS data processing, Python’s advantages has recently
gained interest in proteomics and related applications.[53, 54, 55, 56, 57] Importantly, by
supplementing Python with third-party libraries written in a compiled language for execution
speed performance, Python becomes a sophisticated tool for numeric programming. Indeed,
over the past five years, numeric programming with the Python programming language armed
with gold-standard C and Fortran libraries became a widely recognized and efficient approach
for software development in science and engineering.[58]
Therefore, to implement required software tools in the present work, a software framework,
pyFTMS, was developed with Python programming language and standard software pack-
ages for scientific computing. Namely, the methods for data analysis and signal processing
developed in this work, as well as the data analysis workflows of this work, were built on top of
the core functionality provided by the pyFTMS software. The framework is based on Python’s
extensions for scientific computing. Specifically, the NumPy extension is for fundamental
numeric programming, the SciPy extension for general numerical computation, the matplotlib
extension for data visualization, the FFTW library for discrete Fourier transform,[59] and a
custom library for the filter-diagonalization method (FDM). Least-squares fitting (LSF) of
transients is implemented by a custom library based on the MINUIT package.[60]
By design, the framework is divided into several modules, each serving different purposes,
including cheminformatics of elemental and isotopic compositions, bioinformatics of pep-
tides and proteins, file input and output (I/O) operations, signal processing, and analysis
of mass and Fourier spectra. The signal processing module provides FT, LSF, FDM, as well
as related signal processing elements such as apodization windows for filter design and
spectral analysis, least-squares solution of matrix equations, phase correction methods,
efficient implementation of finite impulse response (FIR) filtering/decimation. Based on
this functionality, absorption mode FT, double phase correction FT, and FT method with
extended basis were implemented. The module for analysis of mass spectra implements
mass calibration, including forward and inverse m/z-vs.-frequency conversion based on the
standard laws,[61, 62, 63, 8, 64] as well as the iterative mass calibration method for Orbitrap
FTMS and mass calibration using ωc regime of FT-ICR MS with a NADEL cell; and provides
methods for peak picking and noise thresholding of mass spectra.
Additionally, based on the NIST isotopic masses and abundances,[9] the cheminformatics
module features in-silico representations of isotopic compositions and provides mass and
abundance computations of exact isotopic distributions, including isotopic fine structures.
Based on elemental compositions of the 20 standard amino acids, common post-translational
modifications, and cleavage rules of enzymes, the bioinformatics module supports in-silico
representations of amino acid sequences including peptides and proteins. Finally, the file
I/O module provides functionality for reading and writing various types of MS files including
transient files, e.g. the HDF5 file format, and mass spectra files, e.g. the MGF format.
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3 Data analysis
As the first step towards improved analytical performance of FTMS, this chapter reports devel-
opments made specifically in, yet not limited to, the framework of the standard measurement
scheme of FTMS. Based on the considerations developed in Chapter 2, the current chapter
presents different methods for data analysis providing improved analytical characteristics
such as increased measurement accuracy of ion mass-to-charge ratios and abundances and
maximized dynamic range of ion abundances for given experimental conditions.
Thus, the current chapter is focused on the first of the two inter-related groups introduced
in Chapter 2 with the consideration of the uncertainty principle of measurements in FMTS.
As shown in Chapter 2, the overall measurement scheme provides only an estimate for the
actual distribution of the numbers of ions over the mass-to-charge ratios. Since each of them
may introduce its own limitation, the current chapter considers the three elements of the
measurement scheme separately.
Section 3.1 discusses methods to control the inherent level of measurement errors of FT
signal processing workflow, including those resulting from the detrimental effects of spectral
discreteness and spectral interference. Then, Section 3.2 describes detrimental effects of
thermal noise and digital noise resulting from the signal transducer, signal conditioning
electronics, and signal digitization. Finally, Section 3.3 presents a data analysis method for
accurate estimation of the mass calibration function, thus enabling comprehensive analysis
of petroleum samples with Orbitrap FTMS.
3.1 Signal processing with FT
Let us specify the following notation for signals, transforms, and functions used in the following
text. Fourier transform (FT) of a continuous signal s(t ) is given as follows:
S( f )=
+∞∫
−∞
s(t )e− j 2pi f t d t (3.1)
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The following form for the discrete Fourier transform (DFT) of a uniformly sampled signal
sn = s(nts), n = 0, N −1, ts = 1/ fs , where fs is the sampling frequency and N is the number of
points, is used:
Sm =
N−1∑
n=0
sne
− j 2pinm/N , m = 0, N −1 (3.2)
As follows from Chapter 2, in the standard measurement scheme the model for the transient
signal with detection period T can be written as:
s(t )=
K∑
k=1
Ak cos(2pi fk t +ϕk ), t ∈ [0,T ] (3.3)
where fk , Ak , and ϕk are the frequency, amplitude, and initial phase of the k
th sinusoidal
component in the transient signal induced by K ion packets of different m/z. Parameters
Ak , and ϕk represent, respectively, the total charge (the ion abundance times the charge
state of ions) and initial phase of the kth packet of ions, though these parameters may also
imply influence of the amplitude-frequency and phase-frequency functions of the signal
conditioning electronics.
The digitized transient signal is given as a sampled version of the signal s(t ):
sn =
K∑
k=1
Ak cos(2pi fk tsn+ϕk ), n = 0, N −1 (3.4)
From the convolution, linearity, and shifting properties of the DFT, as well as the DFT spectrum
of a complex exponent, it follows that the DFT of the sampled transient Eq. 3.4 can be expressed
as follows:
Sm =
K∑
k=1
[
Ak
2
e jϕk Wm−mk +
Ak
2
e− jϕk Wm+mk
]
, mk = fk N / fs , m = 0, N −1 (3.5)
where Wm is given as follows:
Wm = sin(pim)
sin(pim/N )
e− jpim
e− jpim/N
, m ∈Z (3.6)
and is the DFT of a rectangular window Hn −Hn−N formed using the discrete Heaviside
function Hn :Hn = 0,n < 0,Hn = 1,n ≥ 0 (3.7)
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As a reference, let us also derive the FT of the corresponding continuous signal Eq. 3.3:
S( f )=
K∑
k=1
[
Ak
2
e jϕk W ( f − fk )+
Ak
2
e− jϕk W ( f + fk )
]
(3.8)
where W ( f ), being the FT of the rectangular window H(t)−H(t − T ) formed using the
continuous Heaviside function H(t ), can be written as follows:
W ( f )= T sin(pi f T )
pi f T
e− jpi f T (3.9)
Known as the Dirichlet kernels of the FT and DFT, Eqs. 3.6 and 3.9 describe the envelopes of
ion signals in the spectra Sm and S( f ). It is worth noting that expressions like these define
uncertainty principles for frequency measurements for a given signal processing workflow
based on FT, with Hann apodization and zero-filling included, be it the magnitude-mode FT,
absorption-mode FT, or the signal processing method developed for double phase correction,
Chapter 4.
Additionally, from comparison of Eqs. 3.6 and 3.9, one may see three key aspects of discrete
Fourier spectra obtained in FTMS vs. continuous Fourier spectra provided by the theory
of the transient signal, Chapter 2: (i) the discrete transform Sm is close to the continuous
transform S( f ), f = m fs/N , at the points around m = ±mk , k = 1,K ; (ii) Sm is a sampled
estimate of S( f ); and (iii) Sm notably deviates from the S( f ), f =m fs/N , at points m located
far from ±mk , k = 1,K , demonstrating spectral replication and phase variation effects of
the DFT. Hence, while the DFT provides a reasonable approximation of the FT in analysis
of FTMS transient signals, the DFT has specific properties, viz. cyclic spectral replication,
phase variation and spectral sampling, which potentially causes measurement artifacts, when
not taken into account. In the following text, the effect of spectral discreteness is considered,
while cyclic spectral replication is analyzed in the context of goal of double phase correction
method, Chapter 4.
3.1.1 Spectral discreteness
The following consideration is focused specifically on errors in measurements solely due
to inherent limitations of the FT signal processing workflow. Typically, in experimental
practice it is required to keep these errors below a given threshold, which in turn is defined
by other experimental errors that are hard to exclude. As follows from Chapter 2, errors
of measurements, including those considered in this chapter, are a particular case of the
uncertainty principle in FTMS. That is, measurements of the m/z and abundance values for
an ion can be characterized with a probability density plot, which in turn characterizes the
errors in question and provides a measure for the range in which the true value is actually
located, Figure 3.1.
35
Chapter 3. Data analysis
(a) Systematic and random errors are
comparable.
(b) Systematic errors predominate. (c) Random errors predominate.
Figure 3.1: Random errors vs. systematic errors classification.
Here we start with errors due to discrete nature of DFT spectra. Other two detrimental effects
of signal processing, i.e. spectral replication and phase variation are neglected. The effect of
spectral discreteness causes inaccurate determination of peak maxima leading to frequency
(m/z) and abundance measurement errors, Figure 3.2. Complementing past considerations
of zero-filling technique known in the literature,[65, 66] here we perform the following: (i)
we derive the values of m/z and abundance errors taking into signal apodization, e.g. Hann
window; (ii) probability density functions describing the errors in question are obtained;
and (iii) based on the obtained results, dependence of the errors in question is analyzed as a
function of the resolution setting of a mass spectrometer, i.e. length of the transient signal.
Here, the case of magnitude-mode FT is exemplified. To take into account the effect of
signal apodization, the following approach for expansion of the spectral response of a given
apodization window is performed. As follows from Eq. 3.9, when no apodization is performed,
the spectral peak shape is:
∣∣Wrect( f )∣∣= T sin(pi f T )
pi f T
(3.10)
which can be said to be the case with a rectangular apodization window of length T . Next,
the signal is apodized with a function w(t): s(t) ·w(t). For instance, the Hann apodization
function as the standard apodization in FT-ICR MS,[21] is considered. The corresponding
peak shape can now be represented in terms of the spectral peak Eq. 3.9:
∣∣Whann( f )∣∣= ∣∣∣∣ 0.51− ( f T )2 W ( f )
∣∣∣∣= ∣∣∣∣0.25W ( f − 1T
)
+0.5W ( f )+0.25W ( f + 1
T
)∣∣∣∣ (3.11)
In the context of discrete spectra, a sampled version of Eq. 3.11 is obtained as shown previously.
Typically, to reduce the effect of spectral discreteness, the well-known operation of padding
the signal with zeros, or zero-filling, can be applied. Zero-filling operation can be taken into
account, resulting in frequency spacing ∆ f = 12n T in the sampled version of Eq. 3.11, where n
is the number of zero-fillings.[66] For instance, one zero-filling is typically used in the standard
processing in FT-ICR MS; however, higher number of zero-fillings can also be employed when
required, e.g. as discussed below.
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Figure 3.2: Illustration of mass and abundance errors due to spectral discreteness: a DFT
spectrum obtained using the FT signal processing workflow (with the Hann apodization
function, a single zero-filling, and the magnitude-mode spectral representation) vs. a
corresponding continuous FT approximation. A transient signal was numerically simulated
with parameters corresponding to monoisotopic peak of doubly protonated peptide substance
P and 10 T FT-ICR MS instrument. The length of the transient corresponds to resolving power
of 200’000 in magnitude-mode Fourier spectra. For illustration purposes the continuous FT
approximation was obtained using DFT processing with sufficiently high number of zero-
fillings.
Now, we proceed to obtaining the probability density functions providing the measure of the
errors under consideration. For instance, for the frequency (m/z) errors:
∆ f ( f ,T,n)= k
2nT
− f (3.12)
where k ∈Z :
∣∣∣ k2n T − f ∣∣∣→min. Hence, the probability density function in question is a delta
function, Figure 3.3a, centered within
[
f0−∆max f ; f0+∆max f
]
. It should be noted that the
considered estimate, Eq.3.12, is obtained as a noise-free limit. Given finite SNR values of
experimental data, the analytically useful maximum number of n is thus restricted.
A similar result holds true for the errors in abundance measurement: [A0−∆max A; A0], Fig-
ure 3.3b. Thus, these errors demonstrate systematic nature. For instance, frequency errors
depend on detection time T , number of zero-fillings n, apodization window constant CFT,
and the true frequency value f0. Besides, maximum errors ∆max f = 12n T are independent of
f0 and serve as upper bound estimations for the actual errors since f0 is unknown in usual
practice unless a special experiment is designed.
When significant and not taken into account, these errors may even hide the random errors,
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(a) Delta-function distribution of frequency errors. (b) Delta-function distribution of abun-
dance errors.
Figure 3.3: Probability density functions due to spectral discreteness. The results were obtained
as a noise-free limiting case.
especially for sufficiently short transient signals. Therefore, in the next step we estimate these
errors as a function of resolution setting (detection time) and numbers of zero-fillings, in order
to be able to keep these errors below a given level, Figure 3.4a, Figure 3.4b, when dealing with
Fourier transforms of short signals, e.g. 100 ms. For instance, the relative error of frequency
(m/z) is estimated in the following way:
δmax f
f
= 1
2n
1
f T
= 1
2n
1
CFWHMR
(3.13)
where R is the resolving power setting (for FT-ICR MS) and CFWHM is a constant defined by
apodization window and type of spectral representation, Chapter 2. For example, CFWHM=2.00
in case of magnitude-mode FT with Hann apodization window. For Orbitrap FTMS, the value
R here equals the resolution setting times two.
3.1.2 Non-linear spectral interference
Previously, spectral interference was considered for exponentially damped as well as non-
apodized signals[67]. In the context of FT errors, we extend the consideration of spectral
interference effects in the context of magnitude and absorption modes and with enabled
apodization.
To exemplify, notice that as follows from Eqs. 3.5 and 3.6, a magnitude-mode spectrum with
close spectral components (corresponding to different ion packets) has an inherent non-
linearity, which results in interference of these components. Indeed, consider the power
spectrum:
Pm = |Sm |2 =
K∑
k=1
Sk
K∑
l=1
S∗l =
K∑
k,l=1
Sk S
∗
l (3.14)
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(a) Frequency errors. (b) Abundance errors.
Figure 3.4: Estimated errors due to spectral discreteness as a function of number of zero-fillings
and the setting of resolving power.
In terms of the peak shape Wm , Eq. 3.6, Pm can be expressed as the sum P+m +P−m +P+/−m ,
where:
P+m =
K∑
k,l=1
Ak Al
4
e j mk Wm−mk e
− j ml W ∗m+ml (3.15)
P−m =
K∑
k,l=1
Ak Al
4
e− j mk Wm+mk e
j ml W ∗m−ml (3.16)
P+/−m =
K∑
k,l=1
Ak Al
4
[
e j mk Wm−mk e
j ml W ∗m+ml +e− j mk Wm+mk e− j ml W ∗m−ml
]
(3.17)
Each of these contains a term representing mutual interference of spectral components due
to different ion packets. For instance, P+m is:
P+m =
K∑
k
A2k
4
|Wm−mk |2+
K∑
k,l=1,l>k
Ak Al
4
2ℜ
[
e j mk Wm−mk e
− j ml W ∗m+ml
]
(3.18)
where the first term represents the peak located at m = mk and with ion abundance A =
Ak , whilst the second term represents a perturbation resulting in shifted peak maximum in
the spectrum. The obtained result, Eq. 3.18, quantitatively describes the effect of spectral
interference in magnitude-mode FT, Chapter 4.
Interference of spectral components shifts peak maxima in spectra from their expected
locations. This introduces errors in frequency (m/z) and abundance measurements. The
limiting case is when the detection time is sufficiently small so that the interference is only
defined by the difference of initial phases of ions. Depending on the analyte and experimental
setup, the phase difference can be negligible and thus lead to constructive interference only,
Figure 3.5a, so that the apparent abundance is given by the sum of abundances, and the
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(a) Unresolved pair of peaks.
(b) Baseline resolution.
Figure 3.5: Frequency and abundance errors due to interference of spectral components in a
numerical experiment using A+1 isotopic fine structure of substance P. Transient signals were
numerically simulated with parameters corresponding to 13C and 15N isotopologues of doubly
protonated peptide substance P and 10 T FT-ICR MS instrument. The case of unresolved pair
of peaks corresponds to a transient length of 0.192 s (equivalent resolving power 20’000). The
case of baseline resolved pair of peaks corresponds to a transient length of 6.144 s (equivalent
resolving power 700’000).
apparent frequency is given as a weighted average. Intermediate cases around the baseline
resolution threshold, Figure 3.5b, are such that the effect of spectral interference allows a linear
approximation where the measured values vary harmonically as functions of their frequency
difference, phase difference, and the detection time. Finally, the effect of spectral interference
decreases when detection period is sufficiently large so that significantly excessive baseline
resolution is achieved.
Analytical estimations for the spectral errors have been obtained and validated. These errors
are systematic and defined by detection time time, frequency and initial phase differences of
interfering signals, relative abundances and apodization window. Spectral interference in the
1st order approximation shows harmonic dependence of the errors on the detection time or
equivalently, difference of the initial phases, Figure 3.6a, Figure 3.6b.
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(a) Baseline resolution.
(b) Unresolved pair of peaks.
Figure 3.6: Errors due to spectral discreteness as a function of initial phase difference in
numerical experiments using A+1 isotopic fine structure of substance P. Transient signals were
numerically simulated with parameters corresponding to 13C and 15N isotopologues of doubly
protonated peptide substance P and 10 T FT-ICR MS instrument. The case of unresolved pair
of peaks corresponds to a transient length of 0.192 s (equivalent resolving power 20’000). The
case of baseline resolved pair of peaks corresponds to a transient length of 6.144 s (equivalent
resolving power 700’000).
3.1.3 Correlated errors
As the next stage after DFT processing with a given apodization function, a given number
of zero-fillings, and a given type of spectral representation, the signal processing workflow
includes a peak picking procedure, which is aimed to reduce the detrimental effect of spectral
discreteness on measured frequency (m/z) and abundance values, as exemplified in Figure 3.7.
For instance, the standard signal processing workflow includes a peak-picking procedure
based on parabolic approximation of three spectral points around a local maximum, Figure 3.7,
Here we analyze errors remaining after the peak picking procedure.
In Paper IV discussed in Chapter 4, vide infra, the frequency distributions obtained for a set
of 1000 ICR transients of isolated monoisotopic ion of peptide MRFA (524 m/z), Figure 4.6,
top panel, with the standard FT signal processing workflow on one hand and with the least-
squares fitting of transients, on the other, differ in their mean values, as an experimental
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Figure 3.7: Illustration of three-points parabolic interpolation in the analysis of resin crude oil
sample on Orbitrap Elite FTMS.
demonstration of the errors in question. In that study, additional numerical experiments
showed that the LSF frequency distribution is unbiased, whereas FT processing produced
shifted frequency values, as discussed in Chapter 4. To identify the exact numerical cause
of this bias, the following numerical experiment was performed. Recall that detection time
T and single zero filling result in frequency spacing of ∆d f = 1/(2T ) in the discrete Fourier
spectrum. Specifically, the detection time of those experimental transients was T = 24 ms
and hence ∆d f ' 21 Hz. Additionally, the full width of a spectral peak of interest, which
is defined by the Hann apodization function and magnitude-mode spectral representation
in our case, is ∆wnd f = 4/T . Therefore, in the sampled spectrum, the peak of interest has
∆wnd f /∆d f = 4 ·2= 8 points per its full width. Among other effects, the accuracy of frequency
and abundance values is governed by the peak picking procedure, which is the standard
three-point parabolic interpolation of the peak maximum in our case. Therefore, to investigate
the influence of the peak picking procedure on the accuracy of frequency values, we generated
10 modeled transient signals with lengths T = 24 ms and frequencies fn , n = 0, ...,9, spanning
the interval f0 ≤ fn ≤ f0+∆d f , where f0 = 292941.44 Hz is the mean frequency obtained with
LSF processing of the transients. This way, the values ∆wnd f were all equal for these modeled
transients, whereas the eight spectral points were differently distributed over the peak shape
in their magnitude-mode Fourier spectra. For these numerical transients, the frequencies
of peak maxima, f , measured using the FT signal processing workflow, deviated from the
corresponding true values fn as the peak shape relocates over the eight frequency points,
which in turn are fixed, Figure 3.8.
That is, since the three-point interpolation is only a second-order approximation of the actual
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Figure 3.8: Correlation between the measurement error of FT signal processing and the
true frequency in numerical simulations of frequency measurements with the standard FT
workflow including Hann apodization window, single zero-filing, and three points parabolic
interpolation. Out of N =10 points on the plot, the nth point, n = 0,..., N−1, shows the analysis
of the transient signal with frequency fn = f0+n∆ f /(N−1), where∆ f = 1/(2T ) is the frequency
spacing in the discrete Fourier spectra of these signals. The following parameters were used:
length T = 24 ms, frequency f0 = 292,941.44 Hz (the leftmost point on the plot), amplitude
A = 0.405, and phase ϕ = −86.70 degrees. Additional results obtained for the other phase
ϕ=−80.50 degrees did not differ noticeably with respect to the effect under consideration
(data not shown). Figure adapted from Paper IV.
peak shape, which is the Hann spectral function in our case, the peak picking procedure
leads to the systematic errors in frequency measurements as follows from the correlation
between the measurement error ∆ f = f − fn and the true frequency fn , Figure 3.8. Thus, the
frequency bias in question, Figure 4.6, top panel, demonstrates the limited accuracy of the
peak interpolation procedure of the standard FT signal processing workflow, while the errors
in question ∆ f are correlated with the true frequency fn . Additionally, this conclusion is also
in agreement with the results obtained in a separate FT analysis of the averaged set of longer,
T = 96 ms, 1000 ICR transients, as shown with blue lines in Figure 4.6, top panel: since the
full width ∆wnd f is inversely proportional to the transient’s length, T , the correlated error of
frequency reduces as the time T increases from 24 ms to 96 ms.
3.2 Noise influence
The next considered part of the measurement scheme is the signal conditioning and signal
digitization units. Here, thermal and digital noise are introduced to a digitized transient signal,
thus influencing Eqs. 3.6 and 3.9. In result, peak maxima in mass spectra can be shifted from
their expected positions predicated by Eqs. 3.6 and 3.9, hence causing frequency (m/z) and
abundance measurement errors, Figure 3.9.
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Re
Im
S(ω)
N(ω)
F(ω)
Figure 3.9: Illustration of the additive model of noise in frequency domain: F (ω)= S(ω)+N (ω),
where F , S, and N are, respectively noisy spectrum of signal, noise-free spectrum of signal,
and noise spectrum.
3.2.1 Logarithmic distributions
In the context of noisy transient signals, Paper II describes a method for noise thresholding
aimed to maximize the range of assignable analytes in complex mass spectra, including
analysis of crude oil fraction on Orbitrap Elite FTMS.[68] The method is based on logarithmic
intensity plots and developed for determination of the noise level in mass spectral of complex
samples such as crude oils and top-down MS spectra. Generally, the method is not included
in the present thesis, but the noise theory developed in Paper II, Appendix is of particular
interest here.
Specifically, in Paper II, Appendix, for a discrete Fourier spectrum of a noisy signal we establish
a relationship between the standard deviation of the distribution of spectral amplitudes of
noise in the spectrum and the local maximum of the distribution of logarithmic spectral
amplitudes, Figure 3.10. The problem is solved separately for the absorption-mode and
magnitude-mode FT spectral representations. For the sake of brevity, apodization and zero-
fillings of the transient signal are not considered and the derivations are given in terms of
continuous-variable functions.
First, let us find the distributions of the noise spectral amplitudes. Let the experimental
transient signal be represented as:
f (t )= s(t )+n(t ) (3.19)
where s(t ) is the signal induced by the ions moving in the mass analyzer and n(t) is a single
realization of the noise, which is modeled as random noise with a Gaussian distribution.
From here on, we may ignore the signal, viz., it is assumed that s(t)≡ 0. Due to the linearity
property of the Fourier transform, this assumption does not change the final result in the case
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Figure 3.10: Relation between the distribution of spectral amplitudes and the distribution
of logarithmic spectral amplitudes for noise-only Fourier spectra represented in magnitude
(top) and absorption (bottom) modes. Left panels: distributions of spectral amplitudes.
Right panels: distributions of logarithmic spectral amplitudes; the local maxima provide the
standard deviation of interest, σ. Figure adapted from Paper II.
of absorption-mode spectral representation; for the magnitude mode the result will be an
approximation with reasonable accuracy due to non-linear spectral interference discussed
previously in this chapter.
As follows from Eq. 3.1, the Fourier transform of f (t ) can be then given as:
F (ω)= 1
2pi
∞∫
−∞
f (t )e− jωt dω= 1
2pi
∞∫
−∞
n(t )e− jωt dω (3.20)
We introduce the random variables A =ℜ[F (ω)] and A = |F (ω)|, Figure 3.10, left panels, for the
cases of the absorption-mode and magnitude-mode spectral representations, respectively. Let
p(A) denote the probability density function for the corresponding variable A. In the case of
absorption mode, p(A) is the Gaussian distribution with zero mean value and some standard
deviation σ1:
p(A)= k1 exp
(
− A
2
2σ21
)
(3.21)
In turn, the variable A = |F (ω)| is the square root of the sum of squares of two variables having
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the same distribution, Eq. 3.21:
A = |F (ω)| =
√
ℜ2[F (ω)]+ℑ2[F (ω)] (3.22)
Therefore, for magnitude mode, the function p(A) is the Rayleigh distribution (χ-distribution
with two degrees of freedom):
p(A)= k2 A
σ1
exp
(
− A
2
2σ21
)
(3.23)
with the following standard deviation expressed in terms of the standard deviation of the
distribution Eq. 3.21:
σ2 =σ1
√
2−2Γ2(3/2)' 0.655σ1 (3.24)
where Γ(x) is the gamma function.
Now, consider the following change of variables:
a = lg A, A > 0 (3.25)
a = lg A (3.26)
for absorption and magnitude modes, respectively. Let us find the corresponding probability
density functions g (a) and their local maxima, Figure 3.10, right panels. From the change of
variables theorem[26] and Eqs. 3.21, 3.23, and 3.24 it follows that both functions g (a) can be
written as
g (A)= p(A) d A
d a
= p(A) A
lge
(3.27)
where p(A) is given by Eq. 3.21, or Eq. 3.23, depending on the spectral representation. The
following condition defines the points amax of local maxima of the functions g (a):
d g
d a
∣∣∣∣
a∗=amax
= d g
d lg A
∣∣∣∣
lg A∗=amax
= 0 (3.28)
which can be reduced via equivalent transformations:
d g
d lg A
∣∣∣∣
lg A∗=amax
= 1
lg2 e
(
d(p A)
d A
d A
d lg A
)∣∣∣∣
lg A∗=amax
= 1
lg2 e
[
A
d p
d A
+p
]∣∣∣∣
lg A∗=amax
(3.29)
to the following form:
A∗
d p(A∗)
d A
+p(A∗)= 0 (3.30)
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Using Eqs. 3.21 and 3.23, we obtain the derivative d p/d A for the absorption and magnitude
modes, respectively:
d p1
d A
= − A
σ2
k1 exp
(
− A
2
2σ2
)
=− A
σ2
p1 (3.31)
d p2
d A
= −
(
A
σ2
+ 1
A
)
p2 (3.32)
From the change of variables Eqs. 3.25 and 3.26, and obtained derivatives Eqs. 3.31 and 3.32,
we find the following solutions for Eq. 3.30 in case of absorption and magnitude modes,
respectively:
σ1 = A∗ = 10amax (3.33)
σ1 = 1p
2
A∗ = 1p
2
10amax (3.34)
Finally, rewriting Eq. 3.34 in terms of the standard deviation Eq. 3.24 of the magnitude-mode
noise distribution gives:
σ2 ' 0.463A∗ = 0.463×10amax (3.35)
Thus, we have found the expressions of interest: Eq. 3.33 and Eq. 3.35. For convenience, they
can be alternatively represented as follows:
amax = lgσ1 (3.36)
amax ' lgσ2+0.334 (3.37)
As can be seen from Figure 3.10, the point of local maximum of the noise distribution plotted
for logarithmic intensity provides the standard deviation, σ, of noise. Importantly, the
standard deviation can also be obtained in the case when the mass spectrum is acquired
in the absorption mode with negative amplitudes cut out, i.e., when the conventional "N
sigma" approach is not directly applicable. For that, the obtained threshold values can be
recalculated into corresponding values of N via the relation between the standard deviation
and the noise distribution maximum, depicted in Figure 3.10.
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Figure 3.11: Noise analysis of a mass spectrum acquired for boscan crude oil fraction on
Orbitrap Elite FTMS. Top panel: The probability density function was plotted for logarithmic
intensities from the mass spectrum. Bottom panel: Local minima and maxima of interest
are automatically determined using 1st order difference functional applied to the probability
density function.
3.2.2 Effect of digital noise
Additionally, effect of digital noise resulting from quantization of digital data should be
quantitatively described to prevent introducing excessive amounts of digital noise when
a digital transient signal is acquired. Specifically, in the context of the logarithmic plots,
Figure 3.11 shows the noise level analysis of a crude oil fraction’s mass spectrum acquired
on Orbitrap FTMS. Apart from the local minimum, which is employed for noise thresholding
purposes,[68] the plot reveals two types of noise distributions. Since the points of local maxima
provide the corresponding standard deviations, the two maxima in this plot may be assigned
to two separate noise distributions with different standard deviations. The noise distribution
in the higher intensity range is considered to be due to the thermal noise of the detection
circuit, whereas the noise distribution in the lower intensity range is presumably due to the
quantization effects behind the digital representation of the experimental data.
Another source of digital noise is due to quantized levels of a digital transient signal. An
estimate of the equivalent standard deviation, σd , is known in digital signal processing as:
σd =
qp
12
(3.38)
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Here, q is the least significant bit voltage, i.e. q =∆V /2n , where ∆V and n are the full scale
voltage range and number of bits of an ADC employed. In the context of FTMS measurements,
when the full scale voltage range of the ADC is matched to the voltage range of the transient
signal going from the signal conditioning unit, the digital noise in question is minimized. On
the other hand, when the signal range is much narrower than the full scale range of the ADC,
significant amounts of digital noise can be added to the digitized signal. In terms of the present
work, these considerations are taken into account in the context of signal processing methods,
Chapter 4, and instrumentation, Chapter 5, including when an external data acquisition
system is employed.
3.3 Mass calibration function
The final element of the measurement system considered in this chapter is the mass analyzer.
The mass analyzer defines the relation between the ion mass-to-charge ratios and abundances,
on one hand, and the observed frequencies of ion motion and ion signal intensities, on the
other. Hence, an error with which this relation is known contributes, among others, to the
overall accuracies of mass and abundance measurements. Of these two, the mass accuracy as
one of the key analytical characteristics for qualitative analysis of samples.
In Paper III, we developed a method for improved mass calibration aimed at MS analysis
of complex petroleomic samples on Orbitrap FTMS. Let us start with the origin of the mea-
surement errors in question. For a given mass analyzer, the mass measurement principle
may be generally written via the mapping F from the mass-to-charge ratios m/z and other
relevant physical quantities pi , 1≤ i ≤m (such as ion abundances, ion trajectories, etc.), to
the corresponding ion motion frequencies f :
f = F (m/z, p1, ..., pm) (3.39)
To obtain the mass-to-charge ratios, Eq. 3.39 may be solved for m/z, thus providing the mass
calibration function M0: m/z =M0( f , p1, ..., pm). The following theoretical forms of the mass
calibration function were previously derived for the model case of a single ion moving in: (i) a
uniform magnetic field and an electric field with quadratic potential of a Penning trap;[69, 61]
and (ii) an electric field with quadro-logarithmic potential of an orbitrap:[8]
Mtheor( f ) =
C1
f
+ C2
f 2
(3.40)
Mtheor( f ) =
C2
f 2
(3.41)
where C1 and C2 are constants defined by magnetic and electric fields, respectively, for a given
mass analyzer. However, due to various unaccounted effects, as discussed in Chapter 2, the
fields may be perturbed such that the theoretical mass calibration functions, Eqs. 3.40 and 3.41,
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do not provide sufficient mass accuracy even for routine applications. As such, conventional
approaches for mass calibration in FTMS introduce additional empirical features so that the
standard mass calibration functions utilized in FT-ICR MS and Orbitrap FTMS may be written
via the following, or similar, semi-theoretical forms, respectively:
Mtheor( f ) =
C1(Q)
f
+ C2(Q)
f 2
(3.42)
Mtheor( f ) =
C2(Q)
f 2
+ C3(Q)
f 3
(3.43)
where Q represents the total charge of all ions in the trap.
The default way to obtain an estimate of the mass calibration function M0 is to evaluate the
semi-theoretical mass calibration functions, Eqs. 3.42 and 3.43, on the basis of calibrants
analyzed in separate measurements ("external" calibration). In this case, the systematic errors
in the observed mass-to-charge ratios, (m/z)obs, are governed by the accuracy of the obtained
estimate Mdef( f ) relative to the actual mass calibration function M0:
(m/z)obs =Mdef( f ) (3.44)
With implementation of the automatic gain control (AGC)[70, 71] system to control the ion
population in the mass analyzer, this calibration approach allows one to achieve mass accura-
cies on the order of 1 ppm in routine applications.[72, 73] Nevertheless, such performance is
insufficient for analysis of complex samples such as crude oil fractions.
Hence, to reduce the systematic errors in mass measurements, an estimate of the mass
calibration function with improved accuracy is required. For that, the semi-theoretical
mass calibration functions, Eq. 3.42 and 3.43, may be evaluated on the basis of calibrants
present within a given mass spectrum ("internal" calibration). However, to obtain more
accurate estimates of the mass calibration function, further theoretical developments for the
residual effects are required. For instance, among alternative mass calibration functions for
FT-ICR MS,[74] the calibration functions incorporating ion abundances aim to provide the
mass calibration function Eqs. 3.42 with a second-order correction for ion-ion interactions.[75,
76, 77, 78] These studies resulted in a number of calibration approaches implemented and
evaluated for FT-ICR MS-based applications.[79, 80, 81, 82] In Orbitrap FTMS, importance of
the residual effects has also been realized;[83] however, further studies are required since the
current theories are not sufficiently comprehensive.
Hence, in the context of mass analysis of petroleomic samples, recalibration is performed on
the basis of internal calibrants obtained from up to several prominent homologous series in
the mass spectrum. However, for analysis of complex petroleomic samples by Orbitrap FTMS,
high performance recalibration methods that routinely deliver suitable mass accuracies were
not available. Thus, to enable comprehensive analysis of petroleum samples of with Orbitrap
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FTMS, we developed a suitable method for mass spectra recalibration aimed to provide mass
accuracy levels at hundreds ppb.
3.3.1 Recalibration method
Since no comprehensive theory for residual errors of the default mass calibration in Orbitrap
FTMS is available, the developed method was designed to empirically find an estimate Mest of
the mass calibration function M0. The estimation is performed on the basis of mass-to-charge
ratios and abundances of internal calibrants. In this method we consider only monoisotopic
species as internal calibrants in a mass spectrum since m/z values and abundances measured
for non-monoisotopic species may be additionally shifted due to fine structure interference,
as discussed in previously in this chapter.
It is worth noting that if the number of employed calibrants is insufficient to maximize the
accuracy of Mest, then the potential of experimental data is not entirely released. Therefore, to
estimate the mass calibration function with maximized accuracy, we implement an iterative
approach of assignment followed by recalibration. In each iterative step, (i) assignment of
elemental compositions is performed anew within the limits of available mass accuracy for
the mass spectrum obtained in the previous iteration (in the case of the first iteration, the
assignment is performed for the initial mass spectrum), (ii) then, an estimate of the mass
calibration function is obtained via evaluation of the mass error function using all of the
assigned monoisotopic peaks as internal calibrants, (iii) and finally, the initial mass spectrum
is recalibrated using the obtained estimate of the mass calibration function.
In doing so, in each iterative step, the mass calibration function’s estimate is obtained with
increased accuracy, which in turn provides an increased number of calibrants, as peak
assignment is limited by mass accuracy constraints on each iteration. Finally, the accuracy
of the estimate reaches its limit since random errors become prevailing in the mass errors
of the remaining monoisotopic peaks. Thus, after the final iteration, the accuracy of the
estimate of the mass calibration function is maximized. The recalibrated mass spectrum is
then available for a full-scale MS analysis consisting of assignment of elemental compositions.
The method was implemented using the functionality of the pyFTMS software framework
developed in-house.
3.3.2 Performance evaluation
Performance of the method was evaluated in a number of samples of crude oil fractions.
For instance, in the analysis of the resin fraction from a Nigerian crude oil, 2804 elemental
compositions were identified,[68] the assigned analytes belong to 10 heteroatom classes
(N, NO, N2, NO2, OS, NS, N2O, O, O2, HC). Their monoisotopic peaks span a range of ion
abundances of 2520:1 and the m/z range of 200.1<m/z < 911.8. The total number of peaks
within this m/z range in the mass spectrum amounted to 5424.
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(a) Validation of the final estimate of the mass calibration
function.
(b) Mass accuracy distributions
throughout the final recalibration.
Figure 3.12: Recalibration method in the analysis of resin crude oil fraction on Orbitrap Elite
FTMS. Figure adapted from Paper III.
Importantly, once the elemental compositions are assigned, we are able to track the location
of each individual peak back to all stages and iterations of the recalibration. Thus, to assess
the method performance, we trace how the mass accuracy for all identified monoisotopic
peaks is changed as a function of true m/z and experimental ion abundances at three key
stages of the recalibration: the initial mass spectrum (with default mass calibration); the
mass spectrum after m/z-based recalibration; and the mass spectrum after abundance-based
recalibration, as illustrated in Figure 3.12a. Figure 3.12a, top panel, shows mass accuracies
for the initial mass spectrum. In this particular case, there was a significant, 7-11 ppm, mass
error. Also, a noticeable difference in mass accuracy spread can be observed for peaks of
various abundances. Next, the result of the intermediate m/z-based recalibration is shown
in Figure 3.12a, middle panel. Overall, the mass accuracy is improved, while the abundance-
dependent spread of approx. 3 ppm in mass accuracy remains since this intermediate step
is based on high-abundance analyte peaks only. Finally, the abundance-based recalibration
corrects the abundance-dependent spread in mass accuracies, Figure 3.12a.
Figure 3.12b compares the mass accuracy distributions corresponding to the three recalibra-
tion stages outlined above. Figure 3.12b, top panel, shows the mass accuracy distribution
for the initial mass spectrum, with the root- mean-square (RMS) mass accuracy of 9.63 ppm,
the mean of -9.61 ppm, and the standard deviation of 0.625 ppm. Notably, the distribution
has a small sidelobe, which is due to high- abundance monoisotopic peaks, as follows from
Figure 3.12a, top panel. The intermediate m/z-based recalibration improved the RMS mass
accuracy to 1.22 ppm, Figure 3.12b, middle panel. However, an additional maximum in the
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distribution appeared, which is due to the abundance correction not being taken into account,
resulting in low-abundance peaks having significant deviations in mass-to-charge ratios in
regions of the mass spectrum where m/z-only calibration was performed on high- abundance
peaks, mainly in the 200-500 m/z range, as follows from Figure 3.12a, middle. It is likely that
the middle abundance analytes represent the calibration law that could be reasonable in
other, less demanding experiments, without taking into account individual ion abundances;
the high abundance peaks in this case must be the result of increased electric forces acting
on these ions and thus shifting them from the curve of middle-abundance peaks. Finally,
the abundance-based recalibration provided the mass accuracy distribution, Figure 3.12b,
bottom panel, with the RMS mass accuracy of 0.297 ppm, the mean of 0.039 ppm, the standard
deviation of 0.294 ppm, and with 95% of the monoisotopic peaks being within the 0.633
ppm range away from the mean. Thus, the recalibration shows efficient elimination of both
m/z- and abundance-dependent systematic shifts in mass accuracies for the tested set of all
monoisotopic peaks assigned. The residual errors are limited partially by the limited scope
of the parametrization employed in the method and largely by the SNR of experimental data.
Hence, the method maximizes the range of abundances of assignable species for a given signal-
to-noise ratio of experimental data. The method routinely provides RMS mass accuracies
at the level of hundreds ppb, typically approx. 300 ppb, for analysis of petroleomic samples
of relatively high complexity, e.g., at least up to and including maltene fractions, with the
high-field orbitrap mass analyzer.
As an analytical case for future studies in FTMS, it would be useful to test whether the random-
errors indicator developed in earlier years of FTMS will be consistent or not with the residual,
random-like distribution of mass errors.[84]
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4 Signal processing
Based on the considerations developed in Chapter 2, the current chapter presents advanced
methodologies of signal processing aimed mainly at improved resolution performance for
FTMS. Such characteristics as mass and abundance measurement accuracies are also involved
since the two groups introduced by the uncertainty principle of measurements are closely
inter-related. In the context of increased resolution performance, this chapter is focused on
signal processing only, while the developments in instrumentation are discussed in Chapter 5.
As follows from Chapter 2, provided that different ion packets in a mass analyzer are sufficiently
coherent during the data acquisition event so that the difference of total phases accumulated
by ion packets corresponding to two close m/z values of interest is greater than the developed
phase spread of those ion packets, it is the uncertainty principle of the standard signal
processing that defines the resolution performance of the mass spectrometer. As such,
this chapter describes a number of implemented signal processing methods with improved
resolution performance, as well as reports their use in applications.
In Section 4.1, our consideration is limited specifically to FT-based signal processing methods.
Here, the implications of phase intersection points of ions trapped in a mass analyzer are
derived for magnitude- and absorption mode FT and generalized to the case of analytes with a
regular distribution of peaks, hence resulting in a signal processing method providing two-fold
resolution performance compared to absorption-mode FT. Next, super-resolution methods
(SR) for signal processing are considered. In Section 4.2, implementation of the least-squares
fitting (LSF) method for signal processing in FTMS is described and employed for applications
in instrument development and for improved quantitative analysis in proteomics. In turn,
Section 4.3 is focused on the filter-diagonalization method (FDM), where the uncertainty
principle of FDM is characterized along with discussion of other super-resolution methods.
Additionally, the concept of signal-to-noise (SNR)-limited resolution is introduced. Advantages
for analytical applications are considered.
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4.1 FT and phase intersection points
Advanced signal processing has recently gained a particular attention in FTMS community.
Fourier transform (FT) with absorption-mode spectral representation is one of the striking
examples of recent progress in applied advanced signal processing aimed at increasing the
resolving power compared to that of the magnitude-mode FT employed typically, for tran-
sients with the same lengths. The principle of absorption-mode FTMS originated in Fourier
transform ion cyclotron resonance mass spectrometry (FT-ICR MS) and FT nuclear magnetic
resonance (NMR) spectroscopy.[85, 86, 87] Recently, the absorption mode has received a
particular attention in FT-ICR MS method development and applications.[88, 89, 90, 91, 92]
In Orbitrap FTMS, the absorption mode is advantageous as well and has recently been imple-
mented as a principal part of the algorithm known as enhanced FT (eFT).[93, 94] Unlike FT-
ICR MS, Orbitrap FTMS allows for a straightforward implementation of the absorption-mode
spectral representation since there exists a time point at which the time-dependent phases
of all ions trapped in the orbitrap are equal in the first-order approximation. Additionally, to
correct for higher-order phase deviations, an accurate estimate of the actual phase function for
particular experimental conditions is required. The implementation of the absorption-mode
spectral representation on other electrostatic ion traps is similar to that on Orbitrap FTMS
and is relatively easy in comparison to FT-ICR MS.[95]
Here we derive how the use of information on ion phases results in the corresponding
quantitative form of the uncertainty principle of measurements of ion frequencies using
the FT method for three different types of spectral representation, viz, magnitude mode,
absorption mode, and the new FT based method with double phase correction. Specifically,
we compare the uncertainty principle for situations when the phase information is not taken
into account at all (magnitude mode FT), a single phase intersection point of analyzed ions
is employed (absorption mode FT), and when the case of equidistant phase intersection
points takes place for selected frequency windows with regularly distributed analytes in
a broadband mass spectrum. Based on the latter, we develop a method of double phase
correction, which, for a selected frequency window, provides a two-fold gain in resolution
performance compared to absorption-mode FT. This method is tailored specifically to the
case of regular m/z distributions of chemical species including doublets as a particular case,
e.g. quantitative proteomics with TMT reagents.
4.1.1 No information on ion phases
As shown previously in Chapter 3, the magnitude of a discrete spectrum |Sm | has an inherent
non-linearity, which is the interference of close spectral components located at m =±mk , k =
1,K . This effect is significant when the detection period is insufficient to provide excessive
baseline resolution of the interfering spectral peaks in the |Sm |, Chaprer 3. Here we focus on
the situation when the detection time is large enough such that the spectral interference can
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be neglected. In this case, the |Sm | allows for linearizion as follows:
|Sm | '
K∑
k=1
[
Ak
2
|Wm−mk |+
Ak
2
|Wm+mk |
]
, mk = fk N / fs , m = 0, N −1 (4.1)
where Wm is given by Eq. 3.6. Notice that the magnitude-mode FT does not employ the phase
intersection points of the analyzed ions. We thus denote the obtained magnitude spectrum as
S(0)m :
S(0)m '
K∑
k=1
[
Ak
2
W (0)m−mk +
Ak
2
W (0)m+mk
]
, mk = fk N / fs , m = 0, N −1 (4.2)
where W (0)m represents the envelope of an ion signal:
W (0)m =
∣∣∣∣ sin(pim)sin(pim/N )
∣∣∣∣ , m ∈Z (4.3)
Thus, we obtained the uncertainty principle for frequency measurements when magnitude-
mode FT is applied, Eq. 4.3. Next, we will derive the corresponding uncertainty principles for
absorption mode FT, and based on these results the method for double phase correction will
be developed with accordingly weakened uncertainty principle.
4.1.2 Single phase intersection point
The single phase intersection point of analyzed ions is related to absorption mode spectral
representation. Those FT mass analyzers that implement ion excitation by means of ion
injection, e.g. the orbitrap, have an inherent feature that the initial phases of trapped ions are
a linear function of their frequencies, neglecting higher-order deviations due to instrumental
limitations.[96] Equivalently, due to ion excitation by ion injection, there exists a phase
intersection point of the ions, i.e., a time point at which the total phases of ions intersect.
For instance, Figure 4.1 illustrates the phase intersection point revealed in the analysis of
ultramark mixture on Q Exactive Orbitrap FTMS.
To continue the analysis of the resolution performance of FT, here we derive the uncertainty
principle of FT with absorption-mode spectral representation. Let us denote the phase
intersection in question by ϕ0. Let τ1 denote the difference between the time when the
first point of the transient signal is sampled and the time at which the phase intersection point
is located: ϕ0+2pi fkτ1 =ϕk , where ϕk is the initial phase of the k th sinusoidal component.
The corresponding difference in samples of the discrete transient signal sn is ν= τ1 fs . For the
purpose of current work, we consider in detail the case of linear phase functions and integer
ν. If τ1 < 0, to carry out the linear phase correction, it is sufficient to skip |ν| points in the
beginning of the discrete signal sn , whereas ν zeros should be added to the beginning of the
signal sn if τ1 > 0 (sample-skipping and zero-padding, respectively). Implemented this way,
linear phase correction leads to the following discrete Fourier spectrum of the zero-padded or
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(a) Fourier spectrum. (b) Phase intersection (coherence) point.
Figure 4.1: The phase coherence point for ultramark calibrants analyzed on Q Exactive Orbitrap
FTMS. Using the implemented DAQ system, the transient signals were acquired at 100 MHz
sampling frequency to make sure the influence of the analog (anti-aliasing) filter on the phase
intersection point is negligible. The initial phases of ions were calculated using LSF processing
of the 100 MHz transients. The transients were then FIR filtered and decimated down to the
sampling frequency of 2 MHz. The phase intersection point was found using the least-squares
solution of a system of linear phase equations written for each of the calibrants, taking into
account linear phase shift due to FIR filtering. The constant (uncorrected) phase shift of
approximately 227 degrees corresponds to the actual phase of zero in the point of phase
intersection.
sample-skipped discrete transient:
Sm =
K∑
k=1
[
Ak
2
e jϕ0Wm−mk +
Ak
2
e− jϕ0Wm+mk
]
, (4.4)
mk = fk (N +ν)/ fs , m = 0, N +ν−1
where Wm is effectively the DFT of the rectangular window shifted by ν points in the positive
direction of the time axis (or by |ν| in the negative direction) and calculated for the signal
whose length was extended by ν (or reduced by |ν|) points:
Wm = sin(pim)
sin[pim/(N +ν)]
e− jpim
e− jpim/(N+ν)
, m ∈Z (4.5)
Now, all ions in the spectrum Sm , Eqs. 4.4 and 4.5, have the same initial phase ϕ0, which is
the phase intersection point under consideration. Next, after the phase correction function is
constructed for phase ϕ0:
Φm =ϕ0(Hm −Hm+b(N+ν)/2c+1)−ϕ0(Hm+d(N+ν)/2e−Hm+N+ν), m = 0, N +ν−1 (4.6)
the phase corrected spectrum, which we denote as S(1)m to point out the use of a single phase
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intersection point, can be obtained as follows:
S(1)m = ℜ(Sme− jΦm )=
K∑
k=1
[
Ak
2
W (1)m−mk +
Ak
2
W (1)m+mk
]
, (4.7)
mk = fk (N +ν)/ fs , m = 0, N +ν−1
where W (1)m represents the envelope of an ion signal and is the uncertainty principle for
frequency measurements using the absorption-mode FT:
W (1)m =
sin(2pim)
2sin[pim/(N +ν)] cos[pim/(N +ν)], m ∈Z (4.8)
The step with zero-padding or sample-skipping Eqs. 4.4 and 4.5 is relevant only in the context
of linear phase functions and integer numbers ν. Alternatively, if ν significantly deviates from
an integer number, the phase correction should be implemented immediately in the form of
Eqs. 4.6, 4.7, and 4.8 with an appropriately chosen phase function. Zero-padding or sample-
skipping are not employed in this case, i.e. τ1 = 0 and ν= 0. The same procedure is required if
the phase function has significant higher-order deviations, either due to some instrumental
limitations (electrostatic traps with ion injection) or by design (FT-ICR MS), when the phase
intersection point in question does not even exist, but can be obtained through the phase
correction. Notably, in the situations when the phases of ions are not linear functions of ion
frequencies, the circular replication property of the DFT, Chapter 3, leads to spectral artifacts
in the absorption-mode expressions, Eqs. 4.7 and 4.8, explaining the effects of baseline roll or
peak shape asymmetry reported previously for implementations of absorption-mode FT in
FT-ICR MS.[91]
4.1.3 Multiple phase intersection points
Regular m/z distributions of chemical species, such as 13C isotopic distributions of proteins or
doublets in quantitative proteomics,∆m/z = const, cause the corresponding ion signals to be
located in the Fourier spectrum equidistantly, ∆ f ' const. In turn, the equidistant frequency
peaks ∆ f ' const lead to equidistant points of phase intersection ∆t = 1/∆ f = const for
a frequency window containing these analytes. Hence, generalization of the single phase
intersection with absorption-mode FT to the case of equidistant phase intersection points
allows achieving 2-fold increase in resolution performance. Firstly, the phase correction similar
to that of the absorption-mode FT is carried out. This procedure repeats the derivations from
the previous subsection, Eqs. 4.4–4.8. Here we assume that the phase function of ions is linear.
Moreover, the number ν is considered an integer. To take advantage of the equidistant phase
intersection points, experimental deviations from these conditions must be sufficiently small.
Hence, the high synchronization precision of the DAQ system described in Chapter 2 is of
particular importance here.
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The obtained spectrum Eqs. 4.7 and 4.8 is subjected to the inverse DFT to obtain the corre-
sponding discrete transient signal in which all components have zero initial phases:
sn =
K∑
k=1
Ak cos2pi fk tsn, n = 0, N +ν−1 (4.9)
The transient signal is extended via even-symmetry reflection about the point n = 0:
sn =
K∑
k=1
Ak cos(2pi fk tsn+ϕk ), n = 0,2(N +ν)−2, (4.10)
where the initial phases are given by the following expression:
ϕk =−2pi fk ts(N +ν−1) (4.11)
Next, the second phase correction is performed. This step requires the distribution’s m/z spac-
ing,∆m/z, which is assumed to be either known in advance or derivable when the distribution
is slightly resolved in the absorption-mode or from different charge states otherwise. Using
the value ∆m/z and the frequency-to-m/z calibration function of a particular mass analyzer,
the corresponding frequency spacing, ∆ f , can be found. Using the frequency spacing ∆ f ,
the second phase intersection point is determined, (τ2,ϕ), where by τ2 we denote the time
difference between the first point of the transient signal and the time at which the second
phase intersection point in question is located: ϕ+2pi fkτ2 =ϕk . The corresponding difference
in samples of the discrete transient signal sn is µ= τ2 fs .
Finally, the linear phase correction is repeated to reveal the second phase intersection point:
Sm =
K∑
k=1
[
Ak
2
e jϕWm−mk +
Ak
2
e− jϕWm+mk
]
, (4.12)
mk = fk (2N +2ν+µ−1)/ fs , m = 0,2(N +ν)+µ−2
where Wm is given by:
Wm = sin(pim)
sin
[
pim/(2N +2ν+µ−1)] e
− jpim
e− jpim/(2N+2ν+µ−1)
, m ∈Z (4.13)
for which then the phase correction function is constructed:
Φm = ϕ(Hm −Hm+b(2N+2ν+µ−1)/2c+1)−ϕ(Hm+d(2N+2ν+µ−1)/2e −Hm+2(N+ν)+µ),(4.14)
m = 0,2(N +ν)+µ−2
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to obtain the double phase corrected spectrum, which is denoted as S(2)m to point out the use
of the property of equidistant phase intersection points:
S(2)m = ℜ(Sme− jΦm )=
K∑
k=1
[
Ak
2
W (2)m−mk +
Ak
2
W (2)m+mk
]
, (4.15)
mk = fk (2N +2ν+µ−1)/ fs , m = 0,2(N +ν)+µ−2
where Wm represents the envelope of an ion signal and is the uncertainty principle for
frequency measurements using the double phase correction FT:
W (2)m =
sin(2pim)
2sin
[
pim/(2N +2ν+µ−1)] cos[pim/(2N +2ν+µ−1)], m ∈Z (4.16)
In conclusion, it is interesting to note that the presented methodology allows also the next step
of generalization for the case when the multiple phase intersection points exist not only for an
isolated frequency window of equidistant analytes, but also for a broadband frequency range
containing many analytes with various m/z. Although this case is actually realized on the
hardware level in this work (as an ICR working in the wide-band signal regime, Chapter 5), the
close relation between the hardware level and the signal processing aspects is a remarkable
consistency check.
4.1.4 Resolution performance comparison
The obtained peakshapes define the uncertainty principles for frequency measurements
for each of the FT-based methods considered above. To compare the obtained uncertainty
principles, Eqs. 4.3, 4.8, 4.16, we first reduce the obtained equations to the same frequency
variable and then apply L’Hôpital’s rule:
W (0)( f )'N
∣∣∣∣sin(pi f T )pi f T
∣∣∣∣ (4.17)
W (1)( f )' (N +ν) sin[2pi f (T +τ1)]
2pi f (T +τ1)
(4.18)
W (2)( f )' (2N +2ν+µ−1) sin[4pi f (T +τ1+τ2/2)]
4pi f (T +τ1+τ2/2)
(4.19)
Eqs. 4.18 and 4.19 show the subsequent increase of the resolving power relative to the magnitude-
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Figure 4.2: Illustration of baseline resolution and required detection period in analysis of
a protein: magnitude-mode FT (top panels), absorption-mode FT (middle panels), and
double phase correction FT (bottom panels). The initial transient signal was obtained
numerically via de-noising of an experimental transient acquired on Q Exactive FTMS. For
consistency, the Hann-type apodization windows were used for all the modes. Four zero-
fillings were performed for improved visualization. For visual convenience, all transients were
approximately aligned by their points of phase intersection. Normalization of the spectra for
the number of points in the transient signals was additionally made.
mode FT, Eq. 4.17. Equivalently, comparisons can be made using the detection periods
required to achieve baseline resolution of peaks:
T (0)b/l = 4/∆ f (4.20)
T (1)b/l = 2/∆ f −τ1 (4.21)
T (2)b/l = 1/∆ f −τ1−τ2/2 (4.22)
(4.23)
Figure 4.2 compares performance of magnitude-mode FT, absorption-mode FT, and double
phase correction FT methods. Effectively, the double phase correction FT method converts the
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Figure 4.3: Illustration and performance comparison of magnitude-mode, absorption-mode,
and double phase correction FT methods applied to a 6.32 mDa doublet of reporter ions in
a transient signal acquired in the LC-MS analysis of 10-plex labeled yeast digest on Orbitrap
Elite FTMS.
additional information on frequency spacing between the analytes into increased resolution
performance, viz. doubled relative to that of absorption-mode FT. Since the knowledge of the
m/z or frequency spacing is needed for the method to be applicable, its scope of applications
includes quantitative proteomics.
Figure 4.3 illustrates application of the double phase correction method, along with magnitude
mode FT and absorption mode FT, to a 6.32 mDa doublet of reporter ions in a transient signal
acquired for LC-MS analysis of 10-plex labeled yeast digest on Orbitrap Elite FTMS, vide
infra. The uncertainty principle changes in accordance with the obtained Eqs. 4.20-4.22.
No post-processing baseline correction was applied so that the baseline roll in the double
phase correction FT spectrum can be noted in accordance with the developed above theory.
Indeed, the baseline roll resulted an a processing artifact when an integer number of points is
used for (double) phase correction while a close but non-integer number of points would be
required for this procedure to be exact. To correct for the baseline role in routine applications,
corresponding methods from absorption-mode FT-ICR MS can be employed.[91]
Finally, for a shortened transient from the previous analysis, Figure 4.4 shows the advantage
of the double phase correction FT method when the detection time is small so that both
magnitude-mode FT and absorption-mode FT methods are unable to resolve the ions.
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Figure 4.4: Advantage of the double phase correction FT method for short transients
approximately equivalent to 1 isotopic beat of analytes in a frequency window of interest. The
original, 96 ms-long transient was obtained in the analysis of 10-plex labeled yeast digest on
Orbitrap Elite FTMS.
4.2 Least-squares fitting
Paper IV describes the implementation and characterization of the LSF method for analysis
of transient signals in FTMS. In FTMS, non-FT signal processing methods refer to diverse
spectral and parameter estimators and are similar to those applied for data processing in FT
NMR spectroscopy. These include the maximum entropy method (MEM),[97, 98, 99] linear
prediction method (LPM),[100, 101, 102] and other methods. A number of questions, such
as determination of ion phases for the double phase correction FT method, applications for
instrument fine-tuning, and specific analytical applications such as quantitative proteomics,
all require a high-performance LSF method for signal processing.
Although advantages of LSF-type methods have been named in patent applications[103,
104] as well as the LPM algorithm, an LSF-type method, has shown utility for frequency
chasing of simulated FT-ICR MS transients[105], application of LSF methods for processing of
experimental time-domain signals in FTMS was not previously reported in the peer-reviewed
literature. Indeed, in the MS field the applications of LSF-type methods range from improving
accuracy of molecular mass measurements to ion mobility mass spectrometry. Specifically,
in FTMS the LSF-type methods have been applied previously to improve the peak shape
representation of the m/z or frequency data. However, the peak-shape fitting in the frequency
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domain may imply reduced performance due to non-linear spectral interference effects,
Chapter 3, and manual restriction of the fitted frequency range. Alternatively, fitting the raw
data, viz. the transient signal, is justified as follows from the transient signal model, Chapter 2,
represented as a sum of sinusoidal signals. Indeed, it is the theoretical form of the transient
signal that enables measurement of frequencies, abundances, and phases of analyzed ions in
FTMS. For instance, it is exactly due to this theoretical form that the ion’s m/z is obtained from
a corresponding peak maximum in a Fourier spectrum plotted in magnitude or absorption
modes. Thus, the problem of signal analysis in FTMS is also consistent with the LSF method.
In the context of the extended physical model for ion motion described qualitatively in
Chapter 2, possible deviation of experimental transients from the theoretical form requires
an additional discussion. Specifically, the effect of signal damping, which develops during
the ion detection, can be detrimental if present and is not taken into account when an
experimental transient is fitted using the LSF method. While in early FTMS instruments the
signal damping effect could be described with an exponential function presumably resulting
from ion-molecule collisions due to insufficient vacuum conditions,[106] in modern FTMS the
signal damping effect is likely due to inharmonicity of the electric field in the mass analyzer.
This conclusion follows from the contemporary studies where the harmonization of the
electric field in a mass analyzer leads to a significant increase of the transient’s lifetime relative
to that typically obtained for regular mass analyzers[107]. Nowadays, the signal damping
effect cannot be properly taken into account in LSF calculations because the theoretical basis
of the damping mechanism is not well-developed, Chapter 2. Nevertheless, regardless of the
exact damping mechanism, the theoretical form with sinusoidal components is reasonable in
the current work as the time scale of interest is sufficiently short such that ion decoherence
does not develop significantly during signal acquisition.
4.2.1 Method implementation
In accordance with its spectral composition, Chapter 2, the transient signal, as a sequence
of instant voltages sn , Figure 4.5 (where n = 0, ..., N −1, and N is the total number of sam-
pled points: N = fsT , with fs being the sampling frequency and T the detection time) was
parameterized by the fitting function Fn defined as a sum of K sinusoidal components:
Fn =
K∑
k=1
Ak sin(2pi fk nts +ϕk ),n = 0, ..., N −1, (4.24)
where ts is the sample time, ts = 1/ fs . The parameters to determine are frequency fk , amplitude
Ak , and initial phase ϕk of the k
th sinusoidal component present in the transient. The initial
phases corresponded to the custom-defined beginning of the transient signal. The function
subjected to minimization was the χ2 function defined as:
χ2(A1, ..., AK , f1, ..., fK ,ϕ1, ...,ϕK )=
N−1∑
n=0
(Fn − sn)2 (4.25)
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Figure 4.5: The principle of least-squares fitting (LSF) of transient signals in FTMS. Top panel
shows the magnitude-mode Fourier spectrum of a 24 ms-long experimental transient signal
shown in the middle panel. Bottom panel shows an expanded view of the transient with
sampled points and a curve corresponding to the fitting function. The sampled points are
connected with a stair-step line for visual convenience only. The transient signal was obtained
in the analysis of doubly charged peptide substance P on the 10 T FT-ICR MS. Figure adapted
from Paper IV.
For minimization purpose, the MINUIT package was used.[60] The parameters fk , Ak , and
ϕk are varied to locate the minimum deviation of the function, Fn , from the digitized transient
signal, sn , n = 0, ..., N −1, in terms of the minimum value of χ2:
χ2 −−−−−−−−−−→
A1, ..., AK
f1, ..., fK
ϕ1, ...,ϕK
χ2min (4.26)
As seed values are required by the minimization procedure, a list of seeds for amplitudes,
frequencies, and phases is submitted to the method when it initializes. For the purposes of the
current work, these parameters were obtained using FT processing of transients. The method
provides the set of solutions fk , Ak , and ϕk , as well as the minimum value of χ
2
min.
4.2.2 Performance evaluation
Firstly, we evaluate the implemented method in the analysis of single- and multiple-component
experimental and simulated ion cyclotron resonance (ICR) and Orbitrap FTMS transient
signals. The MS experiments were performed on the 10 T FT-ICR MS and the Orbitrap Elite
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FTMS. Ions were produced with the nESI ion source. The total charge injected into the ICR
cell or the orbitrap was controlled with the automatic gain control (AGC) function. The target
value for the total charge was set to the default setting of 2x105. For the purpose of the current
work, the measurements for two types of analytes were taken: isolated monoisotopic ions of
singly charged peptide MRFA, m/z 524 (single peak, or a singlet), and an isolated isotopic
distribution of a doubly charged peptide substance P, m/z 674 (five peaks, or a multiplet).
Approximately 1000 single-scan transients were acquired for each set of measurements. The
length of experimental transient signals was 96 ms; further, each transient was cut to the
length, T , of 24 ms unless stated otherwise. The criterion for the choice of the transient length
was based on two limiting factors: its length should be sufficient for FT signal processing to
baseline-resolve the five isotopic peaks of substance P for both mass spectrometers employed;
it should not provide excessive resolution of the five peaks. Specifically, 24 ms was the
minimum transient length required to baseline-resolve the isotopic envelope of substance P
analyzed on the 10 T FT-ICR MS.
In numerical experiments, modeled transients were constructed using sinusoidal signals
with given frequencies, amplitudes, and initial phases. When required, random noise with
a given standard deviation σ was added to the generated transient signal. All these param-
eters were obtained from the experimental data unless stated otherwise. Specifically, the
employed parameters of frequencies, amplitudes, and initial phases were the mean values
of the corresponding experimental distributions; the standard deviation σ was obtained as
(χ2min/N )
1/2.
Results of LSF analysis of transients were compared to those of FT processing. The transients
were Fourier processed following the conventional FTMS workflow. Specifically, the transient
signals first were apodized with the von Hann window and zero-filled once. Next, Fourier
transform was applied to convert the time-domain signals into the frequency-domain spectra
with magnitude-mode spectral representation. Finally, the spectra were peak-picked using
the standard three-point parabolic interpolation of local maxima.
Figure 4.6 shows the analysis of 1000 single-scan ICR transients and 1000 single-scan Orbitrap
transients containing the singlet. For the set of ICR transients, the amplitude, frequency,
and phase distributions obtained with LSF and FT methods (except for phases) are shown in
Figure 4.6, top panel. The corresponding mean values and standard deviations are listed in
Table 1, top section, Paper IV. Here, while the amplitude distributions obtained with LSF and
FT are similar, the frequency distribution obtained with LSF method is narrower than the one
obtained with FT processing. Additionally, the mean values of the frequency distributions
differ for LSF and FT processing.
Hence, to verify which method provided more accurate values of ion frequencies, a numerical
experiment with a set of 1000 modeled FT-ICR MS transient signals was performed Figure 4.6,
middle panel. The simulated transients were generated using the mean amplitude, frequency,
and initial phase values, as well as the noise standard deviation obtained from the LSF
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Figure 4.6: Results of LSF (solid lines) and FT (dashed lines) processing of single-component
transients: (top panels) 1000 ICR transients; (middle panels) 1000 simulated transients with
frequency f = 292941.44 Hz, amplitude A = 0.405, standard deviation of noise σ= 0.65, and
two randomly assigned phase values ϕ =−86.70 and ϕ =−80.50; and (bottom panel) 1000
Orbitrap transients. The analysis was performed for a monoisotopic ion of peptide MRFA
(m/z 524). Red lines show the parameters used for the transient signal modeling, see Table 1
middle section of the rightmost column (Paper IV). Blue lines show the results of FT processing
obtained from the averaged set of 1000 single-scan 96 ms long experimental transients, see
Table 1 top and bottom sections of the rightmost column (Paper IV). Figure adapted from
Paper IV.
processing of the ICR transients (the values in question are shown with red lines in Figure 4.6,
middle panel and Table 1 of Paper IV).
For both experimental and simulated sets of ICR transients, the same gain in frequency
precision (ratio of standard deviations), approximately 1.6, Table 1 (Paper IV), of the LSF
method relative to the FT signal processing was obtained. Hence, the increased standard
deviation of the FT frequency distributions is assigned to the processing loss of the FT-based
signal processing workflow, whereas the LSF method can be said to provide more precise
frequency values.
Next, for the modeled FT-ICR MS transients, the mean frequency obtained with the LSF
method is unbiased compared with the mean frequency obtained with the FT processing,
which gives a noticeable shift from the true frequency value. Therefore, for the frequency
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distributions obtained previously for the ICR transients, Figure 4.6, top, we conclude that the
LSF frequency distribution is unbiased, whereas FT processing produced shifted frequency
values. As discussed in Section 3.1.3, the origin of this deviation is due to correlated errors as
artifacts of the conventional signal processing workflow.
On the other hand, the amplitude distributions obtained for the modeled FT-ICR MS transients,
Figure 4.6, middle panel, are similar for the both methods, as well as the two obtained
previously for the ICR transients, Figure 4.6, top panel. However, the former are narrower
than the latter. Hence, unlike the numerical effects in frequency distributions discussed
above, broadening in the amplitude distributions obtained for the ICR transients, Figure 4.6,
top panel, does indicate influence of physical effects (e.g., the scan-to-scan variation in the
number of ions injected into the mass analyzer).
For the set of Orbitrap transients, the amplitude, frequency, and phase distributions obtained
with LSF and FT methods are shown Figure 4.6, bottom panel; the corresponding mean
values and standard deviations are given in Table 1, bottom section of Paper IV. The frequency
distributions do not demonstrate a noticeable difference in their standard deviations. Hence,
we conclude that in contrast to the analysis of the ICR transients, here the experimental
deviation of ion frequencies is the major contribution to the obtained standard deviations,
whereas the processing loss of the FT workflow was less significant. The obtained amplitude
distributions are analogous to those of the FT-ICR MS data analysis, Figure 4.6, top panel. The
phase distribution is, however, substantially different from the FT-ICR MS results: a single
rather wide phase distribution with a flat top is observed.
As the next step, we analyze experimental transients containing the isotopologues from five
isotopic fine-structure clusters of peptide substance P. Given the time scale of interest, the
LSF method should resolve the five isotopic peaks, whereas the isotopologues of each fine-
structure cluster are likely beyond the resolution performance of the LSF method. Therefore,
the following numerical experiment with a modeled transient signal was first performed in
order to test the LSF’s applicability to transients where some components would be unresolved
by the LSF method.
Using the m/z values and abundances of all isotopologues from the five fine-structure clusters
of doubly protonated substance P, we generated a 24 ms-long transient signal composed
of sinusoidal components with corresponding amplitudes and frequencies, Table S1 (left
columns) of Paper IV. For each cluster of isotopologues, the differences in phases accumulated
by the ions during the delay between the end of the ion excitation and beginning of the ion
detection can be neglected. Hence, for the sinusoidal components of the generated transient,
the initial phases were set to zero.
In LSF analysis of this transient signal, for each cluster of isotopologues the provided frequency
should be about the average frequency calculated in the sense of weighted average with
weights equal to the corresponding abundances. In turn, the amplitudes are expected to
be close to the sum of abundances of the isotopologues in a given cluster. These expected
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Figure 4.7: Results of LSF and FT processing of ICR multiple-component transients. Top and
middle panels show frequency and amplitude distributions obtained with LSF (solid lines)
and FT (dashed lines). Bottom panel shows phase distributions obtained with LSF; solid
and dashed lines correspond to the two-mode split of the phase distributions. The set of
1000 transients with five components of an isotopic distribution of a doubly charged peptide
substance P was obtained experimentally on the 10 T FT-ICR MS, see Figure 4.5. Blue lines
show the mean values obtained with FT processing for the set of longer, T =96 ms, 1000 ICR
transients, see Table 2 rightmost column (Paper IV). Figure adapted from Paper IV.
values of frequencies and amplitudes are listed in Table S1 (center columns) of Paper IV. The
frequencies and amplitudes obtained in the LSF analysis of the modeled transient confirm
these points, Table S1 (right columns) and, hence, validate the LSF’s applicability to the
experimental transients with isotopic fine structure ions.
We thus proceed to the analysis of the experimental transients in question. Figure 4.7 shows
frequency, amplitude, and phase distributions obtained with LSF and FT processing of 1000
ICR transient signals containing the ions of five isotopic fine-structure clusters of substance P.
Table 2 of Paper IV details the corresponding mean and standard deviation values. For all
five components, the LSF processing provided better frequency precision than that of the FT
processing: the frequency distributions obtained with LSF are narrower compared with those
obtained with FT signal processing, Figure 4.7 top, similar to the analysis of the ICR transients
containing the singlet discussed above.
Additionally, systematic errors were observed in the FT results: the frequency distributions
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Figure 4.8: Magnitude mode FT spectra plotted for 24 ms and 96 ms transient signals. The
96 ms transient is the averaged set of 1000 transient signals of substance P analyzed on 10 T
FT-ICR MS. The 24 ms transient is a truncated variant of the 96 ms transient.
obtained with the FT processing shift toward higher frequencies (e.g., peak f3 at approx. 227400
Hz), or toward lower frequencies (e.g., peak f1 at approx. 227737 Hz), as follows from Figure 4.7
top panel. These deviations are presumably due to the spectral artifacts of the conventional
FT signal processing workflow, including limited accuracy of the peak maximum interpolation
procedure and the nonlinear interference of spectral components discussed in Chapter 3.
Speaking of the second effect, the resolving power was just the minimum required to baseline-
resolve the peaks in question, Figure 4.5, top panel. Therefore, the maximum of a given peak
is somewhat influenced by the tails of other peak shapes. Indeed, as the acquisition time
increases, a better accuracy of the peak interpolation procedure is achieved, and the spectral
interference effect reduces because of the increased resolution of peaks. A separate FT analysis
of a set of longer, T = 96 ms 1000 ICR transients indicates the following results, as shown with
blue lines in Figure 4.7, top panel and Table 2 (rightmost column) of Paper IV. Relative to
the frequencies obtained with LSF processing of 24-ms transients, the frequencies obtained
with FT processing of 96 ms transients deviate less than the frequencies obtained with FT
processing of 24-ms transients. Hence, this agreement with the theoretical aspects given
above confirms the systematic deviations in question, to be due to the spectral artifacts of
the conventional FT signal processing. For reference, Figure 4.8 illustrates Fourier spectra
obtained for 96 ms-long averaged transient signal of the set of 1000 ICR transients of substance
P, and its truncated variant with 24 ms length.
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Figure 4.9: Phase jittering of the monoisotopic ion in the LSF analysis of the set of 1000 ICR
transient signals acquired for the isolated isotopic distribution of a doubly charged peptide
substance P. No correlation between the phase and the scan number was found. Figure
adapted from Paper IV, Supporting Information.
4.2.3 Implications for development of FTMS
Importantly, in addition to amplitude and frequency values, the LSF method provides the
initial phases of the sinusoidal components, shown as distributions in Figure 4.6, right panels.
For the ICR transients the phase distribution obtained with LSF processing contains two
prominent peaks instead of one. That is, the initial phase of each transient belongs either to
the first or second modes of the phase distribution. Similarly, the phase distribution obtained
for the set of multi-component ICR transients is also split between the two modes (solid and
dashed lines), Figure 4.7.
The observed phase difference between the two modes corresponds to approx. 1/16 µs, which
translates into approx. 16 MHz in the frequency scale. Notably, a multiple of the latter equals
the frequency of the quartz generator, 32.768 MHz, of the analog-to-digital converter of the
built in electronics. Therefore, the two-mode phase distribution is likely due to the finite
precision of the electronics synchronization. Figure 4.9 points to a random nature of phase
allocation to the first and second modes. Another striking feature of the phase distributions
shown in Figure 4.7 is the high phase coherence, especially evident for the most abundant
monoisotopic and A+1 isotopic peaks, as follows from their narrow distributions.
Thus, we assign the appearance of the two modes to the "first data-point problem", which
includes a number of effects in digitization of transient signals followed by FT processing,
such as peak shape artifacts reported previously in absorption-mode FT NMR spectra,[108]
or baseline roll in absorption mode FT-ICR MS.[91] From the phase correction equations
derived in Section 4.1 it follows that the baseline roll is an intrinsic artifact of FT-ICR MS with
absorption-mode spectral representation due to virtual nature of the phase intersection point,
whereas the peak shape artifacts in FT NMR is a processing error resulting when an integer
number of points is used for linear phase correction while a non-integer number of points is
actually required for this procedure to be numerically exact, i.e. free of processing artifacts.
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4.2.4 Advantages and limitations
Advantages of the LSF processing for FTMS based on the examples in the current study
can be seen both for the FTMS hardware and signal processing characterization as well as
improvement of FTMS analytical performance. Specifically, LSF provides information on the
phases of the transient components, presumably more accurate than the phases typically
available from the FT processing. The LSF method also returns more precise values for
frequencies, whereas the FT processing may lead to an increased standard deviation as a
processing loss. It thus might be expected that these advantages translate into improved
resolution (including influence of the improved phase function) and mass accuracy (via
improved frequency and m/z precision) in FTMS. Additionally, since it considers the full-scale
harmonic inversion problem, Eq. 4.24, as is, the LSF method can be used as a reference method
for development and characterization of the filter diagonalization method (FDM) MS.
Convergence to the global minimum of χ2-function may be complicated when the number of
fitting parameters is large. Therefore, the limitations of routine LSF implementation in FTMS
are primarily due to the upper limit of the number of sinusoidal components to be fitted. As of
today, this upper limit is at around 40 components per transient for the LSF implementation
employed in this work. Another particular aspect of LSF processing is its requirement of
the seed parameters. Hence, in contrast to instrument development, the scope of analytical
applications of the LSF method is mainly limited to specific classes of analytes with sufficiently
low number of peaks and with their positions known in advance.
4.2.5 LSF-based workflow for quantitative proteomics
In the following description, we take advantage of the implemented LSF method to improve
the analysis in LC-MS-based quantitative proteomics on Orbitrap FTMS. An example of such
analysis is acquisition of transient signals at resolving power of R=30’000, which corresponds
to T =96 ms acquisition time (with absorption-mode FT) in the case of Orbitrap Elite FTMS
platform. However, in such applications it is desirable to increase the throughput, as well
as to identify and quantify more peptides. Experimental time is spent among a number of
stages including instrumentation aspects, such as ion transmission and trapping, and signal
detection and processing. Here we address the second question, aiming to reduce the required
detection time 4-fold, i.e. 24 ms for the considered example, or below, while preserving the
abundance accuracies at analytically useful levels.
The experimental method was specifically designed and evaluated for quantitative proteomics
with Tandem Mass Tags (TMT).[109] Figure 4.10 shows large-scale LC-Orbitrap Elite FTMS
analysis was conducted for 10-plex TMT labeled yeast digest sample mixed at the ratios of
1:2:5:3:4:6:8:10:9:7. The inset illustrates analysis of a selected MS/MS scan. While absorption-
mode FT (eFT algorithm) requires 96 ms detection period, analysis of 4-fold shorter, 24 ms,
transients is routinely achievable with the LSF processing.
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Figure 4.10: LC-MS analysis of yeast digest labeled with 10-plex TMT. Experiments were
performed on Orbitrap Elite FTMS. Approximately 6000 transient signals were acquired and
analyzed. With LSF processing, 4-fold reduction of required detection time per each transient
was routinely achieved.
For all reporter ions in this dataset, Figure 4.11 shows results of statistical evaluation of the
relative differences of ion abundances between those obtained with LSF processing of 24
ms transients and the eFT algorithm with 96 ms detection period. Namely, Figure 4.11a
demonstrates that more than 97% of all reporter ions are within the 10% range of relative
differences of ion abundances. The 10% range was selected as a reasonable threshold for the
range of analytically useful abundances. It should be noted that the 97% value is a lower bound
estimation (i.e. an underestimation) of the LSF results since the reference values obtained
using the eFT processing also contain measurement errors.
In turn, Figure 4.11b evaluates the LSF method performance with respect to signal-to-noise
ratio (SNR) values of the experimental data. Specifically, the vertical axis represents SNR values
equivalent to FT analysis of 24 ms transient signals. The red lines illustrate one σ error of FT
for 24 ms transient length at low SNR limit, based on the theoretical estimations described in
Paper VI, Supporting Information:
A f i t − Ae f t
Ae f t
·100%=±100% 1
10logSN R
+〈Ae f t 〉 (4.27)
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(a) Normalized number density plotted for the full set of relative
differences of ion abundances obtained using the two approaches.
More than 97% of reporter ions are within 10% range of relative
differences of ion abundances.
(b) Signal-to-noise equivalent to FT analysis of 24 ms transients
vs. relative differences of ion abundances. The red line indicates
theoretical one σ error of FT for low SNR limit.
Figure 4.11: Precision of the LSF method evaluated for the full range of signal-to-noise ratios
of all TMT reporters from the set of approximately 6000 experimental transients. Abundances
of reporter ions, obtained with LSF processing of 24 ms transient signals, are referenced to ion
abundances obtained using the eFT algorithm and 96 ms detection period.
where the 〈Ae f t 〉 term is added to focus on random errors by correcting for a systematic
shift. Notably, the LSF data is well within the high-noise FT limit, meaning that the LSF
method demonstrates stability for all ion abundances of the analyzed set in the broad range, 3
orders of magnitude, of SNR values. On the other hand, at high SNR values the LSF method
shows its precision performance by revealing two outlying points: one of them was due to a
systematic error (spectral artifact) of the reference eFT data while the second one was due
to interference from extra species occasionally present in the m/z range of interest (yet, a
numerical correction is allowed).
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Figure 4.12: Comparison of FDM and a brute-force numerical method for analysis of a
harmonic inverse problem.
4.3 Filter-diagonalization method
Frequencies and amplitudes of transient signal components can be obtained by either spectral
or parameter estimation, as discussed previously in Section 4.2. The FT signal processing is
arguably the most robust solution, albeit, being a spectral estimator, it has several drawbacks.
These include measurement accuracies, as derived in Chapter 3 and experimentally revealed
in Section 4.2. and rather limited resolution, as shown in Section 4.1 by considering the use of
information on ion phases to weaken the quantitative form of the FT’s uncertainty principle.
In earlier works, super-resolution (SR) signal processing methods have been developed to
overcome the FT resolution limitations.[110] Among the more modern methods of non-FT
signal processing, filter-diagonalization method (FDM), an optimized parameter estimator,
has demonstrated a particularly robust performance for 1D NMR. Historically, the FDM
was first introduced for quantum mechanics and further developed for nuclear magnetic
resonance (NMR) spectroscopy.[111, 112, 113, 114, 115, 116, 117, 118] Previously, the FDM was
also applied to trace frequency modulation effects in experimental transient signals in FT-ICR
MS and to evaluate this method for super-resolution processing of simulated transients.[119,
120] In Paper V, we introduce FDM-based mass spectrometry (FDM MS) to accelerate high
resolution FT-ICR MS data acquisition and demonstrate its performance on the experimental
data obtained for common classes of molecules and macromolecules.
4.3.1 Methodology
The FDM-based signal processing was implemented as follows. The FDM calculations were
based on the standard numerical scheme of FDM, Figure 4.12, while, being MS-conditioned,
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Figure 4.13: Main steps in the FDM-based mass spectrometry methodology. The FDM
algorithm is described elsewhere.[111, 114, 115, 116] Other steps are realized in the custom-
written pyFTMS package. Figure adapted from Paper V.
the methodology of the application of FDM in FTMS was developed, Figure 4.13. Specifically,
the harmonic inversion problems, Figure 4.12, are solved for the selected frequency (mass-to-
charge) window and chosen number of the basis functions, Figure 4.13. The frequency window
selection can be performed without (data-independent approach) or with (data-dependent
approach) use of the preliminary FTMS step performed to find the location of the frequency
regions with peaks of interest. In the latter case, since FT processing does not necessarily
resolve the peaks of interest, FT processing is used to reveal the corresponding frequency
regions for further analysis. The transient signal is subjected to FDM calculations for the
selected frequency window. The FDM calculations are carried out with a user-defined number
of basis functions. The number of basis functions is selected as an upper-bound constraint
for the method’s numerical implementation. For the appropriate results, the number of
basis functions should exceed the actual number of ion peaks to be resolved in a given m/z
(frequency) window. The number of basis functions can be selected on the basis of the
particular sample being analyzed, MS experimental conditions, or stability of the calculations
performed for a set of different numbers of basis functions. In the calculations performed here,
the number of basis functions was between 15 and 240 per a frequency window. In addition,
the control calculations for the sets of different numbers of basis functions were carried out
to verify the calculations stability and to confirm the obtained results. The FDM processing
provides the solutions as FDM table that contains information on frequency, amplitude, phase,
decay, and roughly estimated complex frequency error as a figure of merit for each solution. In
the following step, the possible spurious solutions (false positives) are filtered out on the basis
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(a) FDM vs magnitude-mode FT mass spectra for (top)
155 ms, (middle) 185 ms, and (bottom) 290 ms acquisition
times.
(b) Corresponding transient
signals with length of (bot-
tom) 155 ms, (middle) 185
ms, and (top) 290 ms.
Figure 4.14: FDM versus magnitude-mode FT for analysis of isolated charge state of myoglobin
on 10 T FT-ICR MS as a function of data acquisition time (transient length, T). Figures are
adapted from Paper V.
of the threshold values specified for user-defined acceptable peak parameters. If the applied
threshold is not sufficiently strong, the spurious peaks can remain in the spectra and, vice versa,
if the threshold is too strong, the real ion peaks can be lost. Therefore, method optimization
should be performed for the particular experimental conditions and type of samples employed.
Further, on the basis of the frequencies and amplitudes from the FDM table, the bar plot in the
frequency scale is created and then subjected to the standard frequency-to-m/z conversion
(mass calibration).[61]
In this work, considered applications for FT vs. FDM performance comparison included
structural analysis of common classes of molecules and macromolecules. Comparison was
made as a function of data acquisition time. For example, Figure 4.14a shows analysis of
isolated charge state of protein myoglobin. The corresponding ICR transient signals are shown
in Figure 4.14b. A custom library developed in this thesis for FDM processing includes the
following features. The maximum number of basis function as a constraint of the algorithm is
allowed to be user-defined. To keep appropriate precision of internal number representation,
user-defined internal numerical precision of the algorithm is implemented instead of the
original setting. As an optimization, a parallel algorithm for the calculations was realized.
Probability density distributions calculated for abundance and frequency (m/z) values of
analyzed ions were implemented in place of raw bar-plot data representation.
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4.3.2 Super-resolution mode in FTMS
In this section, we characterize resolution performance of FDM processing relative to that
of the standard FT processing. Similarly to the upper-bound resolving power limit in FT
processing, Chapter 2, there exists a lower-bound of detection period, T minFT , required for the
FT-based signal processing to baseline resolve peaks of interest. Specifically, as follows from the
analysis in Chapter 2, the time-vs.-frequency uncertainty principle of the FT signal processing
results in the following condition of baseline resolution for an interval of frequencies,
[
f1; f2
]
:
T minFT =CFT/∆ fmin (4.28)
as illustrated in Figure 4.15a. The ∆ fmin is the minimum frequency difference for the compo-
nents to be resolved in the interval in question. Recall that CFT is defined by the apodization
function and type of spectral representation and CFT = 4 for the magnitude mode and von
Hann apodization window, Chapter 2. As previously, the lower bound is approached when the
ion packet coherence is sufficiently high. However, if two coherent ion packets get separated
in terms of their total accumulated phases in the phase space, but the resolution performance
of the FT signal processing is insufficient and hides the actual ion separation.
In turn, the time-vs.-frequency uncertainty principle of FDM for the frequency interval under
consideration,
[
f 1; f 2
]
, defines the lower bound of detection period required to resolve N
components in the frequency interval in question:[111]
T minFDM =CFDM/<∆ f > (4.29)
where CFDM is a constant defined by the method implementation, e.g., CFDM = 2 for the
standard implementation, and < ∆ f > is the inverse value of the local peak density ρ( f )
averaged over the interval
[
f 1; f 2
]
:
<∆ f >=
 1
f2− f1
f2∫
f1
ρ( f )d f

−1
= f2− f1
N
(4.30)
Since fmin ≤ 〈∆ f 〉, T minFDM < T minFT and thus one may speak about the super-resolution mode
that corresponds to the region of time T and frequency difference ∆ f , where T minFDM ≤ T < T minFT
and fmin < f ≤ 〈∆ f 〉, which is located below the FT lower-bound T minFT , as schematically
represented in Figure 4.15a.
Provided that the scale of frequency details to be resolved is consistent with the ion packet
coherence, superior resolution performance of FDM compared to FT-based signal processing
can be achieved. Speaking of SR methods, it should be noted that whereas the common
definitions of resolution and resolving power given for peak shape mass spectra are not directly
applicable to FDM mass spectra, the uncertainty principle of FDM provides a convenient
measure to quantify its resolution performance in terms of the detection time, Figure 4.15a.
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4.3.3 SNR limited resolution
With noise present in analyzed transient signals, the uncertainty principle of FDM, Eq. 4.29, can
be realized as a lower-bound estimate of the minimum required detection period, T minFDM. Given
finite SNR of measurements, it is reasonable to take into account dispersion of experimental
m/z and ion abundance values while characterizing the resolution performance of a signal
processing method. Indeed, recall that due to experimental errors, a quantity to be measured
is represented with a certain distribution. Specifically, the frequency obtained in a single
measurement deviates from the exact value, meaning that in repeated measurements the
measured frequency f is a random value that can be characterized by a probability density
distribution, p( f ). The standard deviation of f is given by the variance of f as
√
var f . The
standard deviation defines the width of the distribution p( f ), represents the influence of the
random errors, and characterizes the measurement precision. By definition common in the
measurement theory, the signal-to-noise ratio of the measured value f is:
SNR=< f > /
√
var f (4.31)
where < f > is the mean of the distribution p( f ). Thus, a finite precision of measurements
leads to a finite SNR of the measured result < f >.
For example, when FDM is applied to FTMS transients, the SNR value in question is governed
by the instrumental random error, which is due to variation of the measured frequencies
in consecutive MS scans, and the signal processing random error, which is due to the noise
component of the transient. Consider two distributions p1( f ) and p2( f ) obtained in frequency
measurements for two ion packets with frequencies f1 and f2, Figure 4.15b. The concept of
SNR-limited resolution allows applications of the terms of resolution and resolving power
to a single peak, viz. p1( f ) or p2( f ) (FWHM definition), or to the pair of peaks p1( f ) and
p2( f ) (with peak valley and abundances specified). For instance, one may speak qualitatively
about the achieved resolution, e.g., baseline resolution, as well as quantify the resolution and
resolving power as discussed above for the peak shape mass spectra. Thus, the SNR-based
criterion allows the regular definitions of resolution and resolving power to be applied to FDM
data, whereas otherwise, as FDM is a parameter estimator, they are not applicable to FDM bar
plot mass spectra. This consideration is likewise applicable to other parameter estimators, e.g.,
LSF. For the sake of consistency, if an SR method is characterized in terms of the SNR-limited
resolution, a similar logic should also be applied to the FT signal processing in those cases.
4.3.4 Spectral irregularity
Figure 4.16a compares FDM and magnitude-mode FT spectra obtained for a transient signal
acquired in the analysis of a monomer-dimer mixture of protein superoxide dismutase on
Orbitrap Elite FTMS. Due to regular distribution of the ion peaks of this mixture, the minimum
frequency spacing equals the average frequency spacing. These values are equal to 3.77 Hz in
this experiment. From the uncertainty principle of FDM, Eq. 4.29, it follows that the resolution
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(a) Resolution performance of FT and FDM methods
in terms of the detection period required to resolve
analyte ions in a given frequency interval. The
resolution advantage of FDM enables the super-
resolution mode in FTMS for the indicated region of
average frequency differences and detection periods.
(b) Signal-to-noise ratio (SNR)-limited resolution illus-
trated for two ions with different m/z.
Figure 4.15: Quantifying resolution performance of FDM.
performance of FDM is governed by irregularity of spectral components with respect to their
frequencies. The magnitude-mode FT and FDM results are in agreement with the uncertainty
principles Eq. 4.28 and Eq. 4.29: to baseline resolution magnitude-mode FT required the
acquisition time of T = 4/3.77 Hz=1.06 s and the required time of FDM is T = 2/3.77 = 0.53 s.
Hence, in accordance with the theory, only a 2-fold gain in resolution performance of FDM
vs. magnitude-mode FT was achieved due to regular distribution of the peaks. This is also
consistent with the analysis myoglobin on FT-ICR MS, Figure 4.14, described previously.
On the other hand, from Eq. 4.28 and Eq. 4.29 it follows that a high gain can be achieved
for highly irregular distribution of peaks. Figure 4.16b shows FDM and magnitude-mode FT
m/z values and ion abundances obtained in the analysis of isotopically enriched amino acids
L-Lysine-13C6, 15N2 and L-Lysine-2H8 with mass difference of 36 mDa. In accordance with
the uncertainty principles, a significant gain in resolution performance of FDM vs magnitude-
mode FT, more than 10-fold, was achieved in this analysis.
Importantly, the 10-fold gain also points out that the actual size of ion packets in these
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(a) FDM in the analysis of a monomer-dimer mixture
of protein superoxide dismutase on Orbitrap Elite
FTMS. Resolution gain is minimal due to regular
distribution of peaks.
(b) Significant resolution advantage of FDM in the
analysis of isobaric mixture of isotropically enriched
amino acids on Orbitrap Elite FTMS. The mass dif-
ferences between all pairs of peaks of these analytes
are about 36 mDa.
Figure 4.16: Effect of spectral irregularity on resolution gain of FDM in proteomic applications.
experiments was sufficiently small, i.e. the ion packets were sufficiently coherent so that
their size was at least 10-fold less that 4pi (1/5 of full circle). Indeed, to take advantage of
the FDM’s uncertainty principle, it is required that ion packets corresponding to different
mass-to-charge ratios, m/z, are sufficiently coherent on the time scale of interest. That is,
on the phase plane the characteristic size of the ion packets should not exceed the distance
between them at the end of ion detection. As shown for isotopic fine structure analysis of
peptides using long transients acquired with a standard ICR cell, Paper VI, large size of ion
packets developed in the phase space may ultimately limit the overall resolution performance
of the measurement scheme with the FDM as a signal processing element, hence reducing the
size of SR-region on the plot Figure 4.15a. Similarly, the effect of SNR considered previously,
Figure 4.15b, would restrict the achievable resolution performance, Figure 4.15a. Therefore,
the aimed resolution gain when using the FDM must be consistent with the value of finite
precision of FDM measurements resulted from finite SNR, as shown for the amino acids
analysis, Figure 4.16b.
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Focused on the final part of the measurement setup, this chapter describes developments in
instrumentation of the present work. Based on the preliminary developments of the Chapter 2,
the current chapter takes advantage of the uncertainty principle of measurements with respect
to resolution of ion packets with different m/z and mass measurement accuracy. Specifically,
new ICR cells of two design classes are implemented to achieve increased analytical per-
formance via developments in ion motion conditions as well as via developments in signal
detection.
In Section 5.1, a multi-electrode ion cyclotron resonance (ICR) cell, referred to as the "4X cell",
is implemented for signal generation at the quadruple frequency multiple and characterized
on the 10 FT-ICR MS. As discussed in the previous chapters, ion packets with different m/z
oftentimes get separated in a mass analyzer to a much higher degree than it appears as a
resolution level in a mass spectrum when the conventional measurement scheme is employed.
As such, the 4X cell with the signal generation at the quadruple frequency multiple provides a
4-fold increase in resolution performance compared to a serial ICR cell.
In turn, Section 5.2 describes an ICR cell, referred to as the "NADEL cell", with narrow aperture
detection electrodes positioned radially inward the cell’s axis. The NADEL cell provides
three distinct regimes: the regime of a standard ICR cell with its performance characteristics
comparable to those of the state-of-the-art ICR cells, a regime for increased resolution
performance via generation of wide band transient signals, and a regime for increased mass
measurement accuracy with ion motion tailored to signal generation at "unperturbed" ion
cyclotron frequency instead of reduced cyclotron frequency.
5.1 4X cell
Paper VII presents implementation of the 4X cell aimed at increased throughput for biomolec-
ular analysis in FT-ICR MS. In recent decades, a common approach to improve the throughput
in FT-ICR MS was to increase the values of generated fundamental frequency of ion motion
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in the ICR cell via increased magnetic fields.[18, 121, 122] However, there are technological
limitations for increasing magnetic fields. For instance, currently the state-of-the-art FT-ICR
MS instruments have 10–15 T magnetic fields, and a number of projects to build 21 T FT-ICR
MS are in progress.[123] On the other hand, recent developments of ICR cells with improved
harmonization of the electric field extend the value of achievable resolving powers via longer
lifetimes, about 10-100 fold, of transient signals.[124, 125, 126, 127, 128, 107, 129, 130] However,
these approaches do not increase the resolving power per given detection period and hence
do not improve the throughput of FT-ICR MS.
Apart from increased fundamental frequency and improved harmonization, developments
of the measurement principle of FTMS, including methods for signal processing and signal
detection, are vital for achieving high throughput of high-resolution FTMS. Developments
in signal detection are represented by the frequency multiple method that improves the
resolution performance of FTMS.[131, 132, 133] Although this method for signal detection has
been known for almost 30 years, it has been poorly explored and has not been implemented in
the commercial FT-ICR MS instruments. A shortage in the historic viewpoint was because the
performance of FT-ICR MS at frequency multiples was estimated using the model of highly
damped transients. As discussed previously in the thesis, Chapter 4, transient damping can be
neglected in the case of modern FTMS instruments when the acquisition time is sufficiently
short. In general, it is assumed now that shorter acquisition times will translate into more
interrogated peptides and more proteins being identified, as well as improvements in the
reproducibility of proteomics experiments.[134] Therefore, implementation of frequency
multiple detection of undamped time-domain signals at high acquisition rate could be
considered as a complementary approach to the increase in magnetic field strength in FT-ICR
MS.
5.1.1 Design of the 4X cell
The design of the 4X cell is based on the platform of a standard open-ended cylindrical Ultra
ICR cell (Thermo Scientific) and was installed on the 10 T FT-ICR MS in place of the Ultra
cell. Figure 5.1 shows a schematic diagram and electric wiring for the 4X ICR cell. The overall
dimensions, including inner diameter of approx. 56 mm and length of excitation and detection
electrodes of 70 mm, correspond to those of Ultra ICR cell. The original four electrodes for
ion excitation and detection were replaced with 16 equal-size electrodes. The metal grid
employed for ion excitation in the Ultra cell was removed. The configuration of the excitation
and detection electrodes of the 4X cell reproduces design suggested earlier.[133] One electrode
set consisting of eight electrodes (four electrodes for excitation 1 and four electrodes for
excitation 2) provided a standard RF dipolar ion excitation; the other electrode set consisting
of eight electrodes (four electrodes for detection 1 and four electrodes for 2) was used for
induced ion current detection, Figure 5.1. Ion confinement was performed using trapping
rings similar to the Ultra cell design. The offset DC potentials applied to the excitation and
detection electrodes of the 4X cell were adjusted to increase the signal-to-noise ratio (SNR)
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Figure 5.1: Schematics of the 4X ICR cell aligned along magnetic field lines: (left) perspective
schematic and (right) cross section with a wiring diagram. RF excitation is provided through
two pairs of four electrodes each. Detection is organized through other two pairs of four
electrodes each. Figure adapted from Paper VII.
and reduce magnetron sidebands.
5.1.2 Resolution performance
Figure 5.2 shows the broadband frequency spectra for the ultramark calibration mixture
(bottom panel) and one of its components at m/z 1422 after isolation in the linear ion trap
before injection into the 4X cell (top panel). They demonstrate that the resolving power at
quadruple (4 f ) frequency multiple exceeds that at single ( f ), double (2 f ), and triple (3 f )
frequency multiples for the 4X cell under consideration. In both cases, the four-fold increase
in the peak resolution has been observed at the quadruple frequency compared to that at the
single frequency at the same detection periods. Specifically, the frequency spectra for both the
calibration mixture and the isolated ions at m/z 1422 were measured for the detection periods
of 384 ms and 786 ms, respectively.
In both cases the time-domain signals were limited by the detection period time, T , hence,
for the standard detection scheme i.e. with measurements at the fundamental ion frequency,
the resolving power limit could be obtained using Eq. 2.15, where CFWHM = 0.83, which
corresponds to magnitude-mode spectral representation with no signal apodization employed:
RmaxFWHM =
f T
0.83
(5.1)
For example, the estimated resolving power for the peak at the fundamental frequency (single
frequency multiple) of the ultramark component (fluorinated phosphazine) at m/z 1422
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Figure 5.2: 4X cell FT-ICR MS of a calibration mixture containing MRFA and ultramark
compounds recorded in a 10 T magnetic field. (Top) non-apodized frequency spectrum
of isolated singly protonated ultramark ions at m/z 1422 (acquisition time 768 ms; isolation
width 5 m/z; trapping potential 0.1 V; excitation signal length Texc = 20 ms and excitation
voltage Vexc =100 V) and (bottom) apodized broadband frequency spectrum (acquisition time
384 ms; trapping potential 0.1 V; excitation signal length Texc = 60 ms and excitation voltage
Vexc =100 V). Figure adapted from Paper VII.
shown in Figure 5.2, top panel, will be 68,000 which correlates with the experimentally
obtained value of 69,000. In turn, the measured resolving power is 281,000 for peak at the
quadruple frequency multiple, Figure 5.2. Effectively, the peak width in the magnitude-mode
Fourier spectra obtained for the undamped 768 ms transients at m/z 1422 is equivalent to
40 T magnetic field strength according to Eq. 5.1 and the cyclotron frequency expression
ωc = qB/m.
Thus, this data supports the thesis that the ions trapped in the cell can separate in the
phase space much better than it appears in a mass spectrum obtained with conventional
measurement scheme, Chapter 2. To reveal the ultimate limitation imposed by the size of ion
packet, the following measurements were performed. Figure 5.3 shows the dependence of
resolving power on the detection time for isolated singly protonated ultramark component
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Figure 5.3: Resolution performance of the 4X cell evaluated in the analysis of singly protonated
ultramark component at m/z 1322. Solid and dashed lines show FT resolution limit for the
quadruple and first frequency multiples, correspondingly. Figure adapted from Paper VII.
at m/z 1322. This plot demonstrates that the peak resolution at the quadruple frequency 4 f
aspired to the resolution corresponding to the fundamental frequency f for substantially long,
up to 6 s and more, detection periods. In turn, deviation from the straight line as the detection
time increases points out the effect in question, i.e. the uncertainty principle limit due to finite
size of the ion packet starts to manifest itself. The limiting level, also known as the aberration
limit, is examined in further text for the NADEL cell.
5.1.3 Evaluation for applications
Figure 5.4a shows quadruple frequency spectra for a mixture of two singly protonated model
peptides, P1 (GYQYLLEPGDFR, monoisotopic mass 1458.6127 Da) and its de-amidated version,
peptide P2 (GYEYLLEPGDFR, monoisotopic mass 1459.5975 Da). The difference between
peptides is due to de-amidation that results in the overlapping of a monoisotopic peak of
peptide P2 and 13C isotopic peak of peptide P1 with 19 mDa mass difference between them.
The resolving power in excess of 300,000 is required to baseline-resolve these peptides at m/z
1459 (corresponds to reduced cyclotron frequency of approx. 105.25 kHz in a 10 T magnetic
field). This resolving power was achieved using 4X cell with 1.536 s transients and with
abundance ratio between the two peptides of up to 500 as shown in Figure 5.4a c, e.
Notably, at the lower peptide concentration ratios up to 1:10 the isotopic patterns were clearly
resolved even for the shorter acquisition time of 0.768 s (Figure 5.4a 3 a, b). The other notable
observation was that the averaging of only 10 single scans was sufficient to observe the low
abundance peaks even for relatively low number of charges loaded into the cell with the AGC
settings of 1E4 to 5E4. In addition, the signal-to-noise ratio (SNR) of 600 was achieved for
these two peptides at 1459 m/z with AGC=5E4 for a sum of 10 scans using 4X cell. This SNR
value is comparable with the SNR of approx. 700 obtained at 1422 m/z using the standard
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(a) Isobaric peptide mass measurements and spec-
tral dynamic range evaluation at quadruple fre-
quency with 4X cell. The spectra were obtained for
as low as 10 summed transients.
(b) Protein mass measurements with 16-electrode cell in
10 T FT-ICR MS. Analysis of isolated BSA49+ cluster at
quadruple frequency.
Figure 5.4: Advantages of the 4X cell for FTMS applications. Figure adapted from Paper VII.
(Ultra) ICR cell under the same experimental conditions.
Figure 5.4b shows a mass spectrum of the isolated 49+ charge state bovine serum albumin
(66 kDa) at m/z 1356. The average resolving power across all baseline resolved 13C isotopic
pattern peaks in the magnitude-mode apodized mass spectrum was 340,000 (left inset) for
a single scan with acquisition time of only 1536 ms. The typical isotopic beats in a transient
signal show the difference between measurements at first and quadruple frequencies, see
right inset. As expected, the difference is two beats at the first frequency against 10 beats
recorded at the quadruple frequency.
5.2 NADEL cell
Today the most common ICR cell configuration is a cylindrical cell with a pair of 90 degrees
wide excitation electrodes and a pair of similar 90 degrees wide detection electrodes, all
positioned radially at a similar distance from the ICR cell axis. [4, 18]. The drawbacks of this
configuration include a limitation on the resolution performance, substantial perturbation
of excitation radio-frequency (RF) field by detection electrodes, and a low degree of design
flexibility. In Paper VIII, we describe a concept of ICR cells with narrow aperture (flat) detection
electrodes (NADEL) addressing these limitations of ICR cells in FT-ICR MS.
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(a) 3D view of the NADEL cell. (b) Unrolled surface of the NADEL cell.
Figure 5.5: Schematic representation of the narrow aperture detection electrodes (NADEL) ICR
cell. The NADEL cell contains two pairs, outer and inner, of trapping ring electrodes, excitation
grids, conventional 90 degrees excitation and narrow aperture (flat) detection electrodes with
a thickness of 2 mm and curvature R = 125 mm. Figure adapted from Paper VIII.
5.2.1 Design of the NADEL cell
The design of the NADEL cell was developed based on the standard open-ended cylindrical
ICR cell (Ultra Cell, Thermo Scientific). In the NADEL cell, Figure 5.5, the standard 90 degrees
detection electrodes were substituted with narrow aperture (flat) detection electrodes with a
thickness of 1-3 mm. The new detection electrodes were extended closer to the center of the
cell in the on-axis plane. The NADEL cell as well as the standard Ultra (90 degrees detection
electrodes) were mounted, one at a time, onto the 10 T FT-ICR MS. Ion trapping in the cell was
achieved with two pairs of trapping ring electrodes. The outer trapping rings were grounded
throughout the complete experimental sequence. A potential of 3 V was applied to the inner
trapping rings to confine transferred ions inside the ICR cell during ion trapping and relaxation
events. The same level of trapping potential was kept during ion excitation event, whereas it
was user-defined in the range of 0–10 V during the ion detection event. Approximately 4.6-fold
higher potential was applied to the sections of inner rings covered with grid. The shape of the
detection electrodes in NADEL ICR cell was designed to form trapping potential distribution
closer to quadratic. Based on SIMION calculations, the NADEL electrodes were shaped with a
curvature radius of 125 mm:[135]
r (z)= r0+R
1−
√
1− z
2
R2
 , (5.2)
where z is an axial coordinate, r0 is the distance from the detector electrode edge to the ICR
ion trap center (axis) when z=0, R is the curvature radius.
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Figure 5.6: Isobaric peptide mixture measurements with a NADEL cell in 10 T FT-ICR MS. The
resolving power 3’300’000 was achieved for a single scan with acquisition time of 25.576 s and
number of charges (AGC) of 3E4 for isolated ions of triplet of singly protonated peptides P1,
P2 and P3. Figure adapted from Paper VIII.
Ion excitation with NADEL ICR cell was technically performed in the same way as with Ultra
ICR cell. Ion detection was performed using the commercial ion detection configuration of
Ultra ICR cell. The transients of variable length in the range of 92 ms – 25 s were recorded
at 1-5 MHz sampling frequency (narrowband ion detection) using the advanced software
interface of the built-in data acquisition system (Thermo Scientific). For broadband ion
detection (up to 50-100 MHz sampling frequency) a custom DAQ was employed, Chapter 2. A
given number, 10–100, of transients were averaged to obtain the final transients, which were
Hann-apodized and zero-filled once before fast Fourier transformation (FFT) to yield Fourier
spectra which were further calibrated to mass spectra using standard data analysis software
(Xcalibur, Thermo Scientific) or the framework pyFTMS developed in-house, Chapter 2. The
offset DC potentials in the range of from −100 to 100 mV were applied to the NADEL and Ultra
ICR cell detection and excitation electrodes independently relative to each other to efficiently
vary the position of the ion cloud prior to ion excitation and during ion detection events. The
influence of offset potentials on ion motion was monitored with diverse quality attributes
of mass spectra, such as peak shape and magnetron sidebands. Overall, it was possible to
optimize the offset potentials to effectively decrease the magnetron sideband intensities below
1 percent relative to the corresponding reduced cyclotron frequency peak for each experiment.
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Figure 5.7: Dependence of resolving power on harmonics order in a Fourier spectrum of
a transient signal acquired in the analysis of monoisotopic ions of MRFA peptide with the
NADEL cell.
5.2.2 Conventional regime
The resolving power performance of the NADEL ICR cell operating in the conventional regime
was evaluated for analysis of peptide and protein samples with maximum acquisition time of
25.576 s for the employed hardware configuration. Acquisition of longer transients was not
possible due to the technical limitations imposed by the on-board electronics of the FT-ICR
MS computer memory, whereas the lifetime of excited and coherent ion motion apparently
surpasses this temporal limitation, for example see Figure S7 of Paper VIII. For instance,
Figure 5.6 shows a mass spectrum of three isobaric singly protonated peptides P1, (EESTR,
619.29255 Da), P2 (PMMSR, 619.29342 Da), and P3 (HDGHR, 619.29389 Da), all positioned at
m/z 620, with mass differences of 0.9 mDa and 0.5 mDa between the pairs of peptides. Notably,
mass of 0.5 mDa is close to the mass of an electron. Expanded segments of the mass spectrum
show baseline-resolved monoisotopic and 13C peaks for the three peptides of interest with
the resolving power achieving 3’300’000 for a single scan. To avoid the peak coalescence, a
relatively low number of ions was employed (AGC setting of 3E4). The particular importance
of the result reported is in the long time of ion cloud coherence after excitation, which allows
recording of 25 s and longer transients. The reported separation of this peptide triplet can be
compared to the notable example of a peptide doublet separation (mass difference close to
the mass of an electron) by Marshall and co-workers on a 9.4 T FT-ICR MS.
Evaluation tests of this cell show that the combined benefits of trapping and excitation field
configuration in the NADEL cell significantly improve performance of standard ICR cells in
routine analysis in regard to resolving power performance and approach conditions of the
most sophisticated ICR cells with complex approaches to electric field harmonization, either
statically or dynamically.
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(a) Amplitude function. (b) Phase function.
Figure 5.8: Amplitude A(n) and phase ϕ(n) functions of a transient signal of a monoisotopic
ion of MRFA peptide. The dependencies represent amplitude and phase calibration of the
NADEL cell’s response function.
5.2.3 Increased resolution performance
Here, based on the fundamental aspects from Chapter 2, we develop an integrated approach
towards increased resolution performance using specific design of a mass analyzer and tailored
signal processing. Specifically, the second regime of the NADEL cell consists in accelerating
ions to a high radius, leading, in terms of spectral analysis, to rich harmonic content of
resulting transient signals. Hence, this regime is distinct by increased spatial resolution of ion
packets by the detection electrodes with narrow aperture compared to the conventional 90
degrees detection electrodes. Importantly, increased spatial resolution would naturally lead to
increased resolution of ion frequencies, when an appropriate method for signal processing
is applied. And, as a limiting case, the performance for resolution of such a measurement
scheme is restricted by the ion packet sizes in the phase space, as discussed in Chapter 2 in
the context of uncertainty principle limits.
For example, when a transient signal acquired in this regime is processed with the conven-
tional FT signal processing, Figure 5.7, the spectrum reveals a number of harmonics of the
fundamental ion frequency. Dependence of the resolving power value on the harmonics order
shows two limits. Data points for low orders lie on the limiting slope due to the uncertainty
principle of the FT signal processing, while the points for high orders approach the limit due
to the finite size of the ion packet. Hence, experimental confirmation of the both limits makes
perfect sense from the point of view of considerations developed in Chapter 2. Specifically,
as follows from the point of intersection of the horizontal level and FT limiting line, for the
considered example as much as 7-fold gain in resolution performance can be possible.
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(a) Simulated sinusoidal and sharp transient signals.
(b) Fourier spectra obtained with FT processing of the
sinusoidal signal and xFT processing of the sharp signal.
Figure 5.9: Numerical evaluation of the FT method with extended basis of functions (simulated
transients).
Here we develop a prototype method, based solely on Fourier transform, of signal processing
to make this hidden resolution available. As follows from Chapter 2, in order to determine
experimental quantities of interest, such as frequencies or amplitudes, the generalized mea-
surement correlator takes a measured signal and compares it with an expected form of the
signal to obtain the parameters of interest. Similarity between the expected form and the
actual experimental signal governs the resulting limitations such as resolution and other
characteristics. Therefore, to convert the increased spatial resolution into increased frequency
resolution, the information on ion packets motion, encoded in the sharp signals, can be
obtained using an appropriate basis of functions that well describe a single ion’s transient
signal, i.e. the response function of the measurement system. Hence, to describe the response
function, we represent the signal from a single ion, f (t) using amplitude, A(n), and phase
characteristics, ϕ(n), i.e. the values of amplitudes and phases of spectral components plotted
as functions of the frequency order n, e.g. as exemplified for the NADEL cell in Figure 5.8:
s(k)=
N∑
n=1
A(n)cos
(
2pin f1tsk+ϕ(n)
)
(5.3)
where f1 is the fundamental frequency of the ion, ts is the sample time, and k in the index of
the discrete signal s(k).
Hence, the prototype method to process such transients, henceforth referred to as the xFT
method, can be developed using Fourier transform with accordingly extended basis of func-
tions compared to the basis of the standard FT. To meet Eq. 5.3, the extended basis must be the
response function, with probably omitted phase of the fundamental frequency, ϕ(1), but yet
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preserved phase differences between the subsequent harmonics. Neglecting vs. employing the
value of ϕ(1) is equivalent to magnitude vs. absorption mode representations of the standard
FT method, Chapter 3.
Figure 5.9 compares results obtained with the regular FT signal processing of a signal of the
conventional theoretical form vs. spectra obtained with the xFT method applied to a signal
of the modified form. FT processing was performed in a standard way, i.e. as correlation
between the sinusoidal signal and the standard basis. The xFT processing was performed as
correlation between the sharp signal and the extended basis describing such transients. The
obtained spectra confirm gain in resolution performances of the xFT method vs. FT. The gain
in resolution performance is defined by the uncertainty principle of this method and depends,
specifically, on the amplitude characteristic.
5.2.4 Accurate mass measurements regime
In addition to the standard regime with reduced cyclotron frequency ω+ employed for ion
m/z measurements, the NADEL cell may operate in a regime such that a measured transient
signal is composed of sinusoidal components with frequencies close to unperturbed cyclotron
frequencies ωc of ions, as follows from a weak dependence of the measured frequency on the
trapping voltage V , compared with the ω+ mode, Figure 5.10. Since the ωc regime is achieved
via optimizing the electrical potential on the trapping electrodes as well as the offset potentials
applied to the detection and excitation electrodes, generation of the ωc frequency is likely to
be due to complex trajectory of ion motion, achieved due to the tuned potentials and specific
geometry of the cell’s including the shape of the detection electrodes.
Figure 5.11 compares the ωc regime and the ω+ regimes in the analysis of bovine ubiquitin
in the broadband m/z range. With acquisition time of 1.536, all ubiquitin peaks in various
charge states, ranging from 6+ to 14+, are baseline resolved. To verify lack of frequency shifts
within the entire frequency range upon variation of V , data was collected for V = 2 V and V = 4
V. Figure 5.11, bottom left shows the isotopologue distribution for the 10+ charge state for the
two V values from the corresponding broadband frequency spectra. No perceptible frequency
shift was observed, as is expected for "unperturbed" cyclotron frequencies. Other charge
state distributions within the corresponding broadband frequency spectra showed the same
trend. In contrast, the frequency of all the constituent peaks of spectra acquired under similar
experimental conditions, but in the ω+ regime, was systematically decreased with increasing
V value, as is expected for reduced cyclotron frequencies. Figure 5.11.
Petroleomic samples were chosen as exemplary complex mixtures for mass accuracy com-
parison of the two regimes. Figure 5.12 shows a positive ESI broadband mass spectrum
of the maltene fraction of S. American crude oil. The sample was analyzed in the two,
ωc and ω+, detection regimes. 29 monoisotopic peaks of the N heteroatom class were
employed for internal mass calibration using the standard two-parametric formula, m/z =
A/ f +B/ f 2.[61, 62] Comparison of residual mass errors calculated for calibrants after internal
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Figure 5.10: Dependence of the reduced cyclotron frequency ω+ and the "unperturbed"
cyclotron frequency ωc on the trapping potential V , applied during detection event, for the
optimized regimes: the ω+ regime (blue lines, top) and the ωc regime (green lines, bottom).
The measurements were performed for monoisotopic ions of peptide MRFA (524 m/z).
calibration shows that the ωc provides more accurate m/z values than the ω+. Large-scale
evaluation of the two regimes using 2793 monoisotopic peaks of identified heteroatom classes
shows that, indeed, the ωc regime provides better mass measurement accuracy with the root-
mean-square (RMS) error of 80 ppb, while the results of the ω+ with the RMS error of 300
ppb are no worse than performance of state-of-the-art FT-ICR MS instruments for analysis of
petroleomic samples.
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Figure 5.11: Top: The broadband frequency spectrum of bovine ubiquitin for the regime where
unperturbed cyclotron frequency at maximum. The insets demonstrate baseline resolved
isotopic distribution of the 6+ and 12+ charge states. Bottom: zoom-ins of 10+ charge state of
bovine ubiquitin from the broadband frequency spectra for both regimes.
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Figure 5.12: Comparison of theωc andω+ regimes in the analysis of a crude oil fraction on 10 T
FT-ICR MS equipped with a NADEL cell. Top panel: Example of broadband mass spectrum.
Internal mass calibration was performed using 29 ions (monoisotopic peaks) corresponding
to the N heteroatom class of the sample (green lines). Left panels: Internal calibration for
each of the regimes and corresponding residual mass errors. Right panels: Evaluation of mass
accuracies for 2793 monoisotopic peaks of identified heteroatom classes of the sample.
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Fulfilled goals
The present research has been dedicated to the fundamental principle behind the methodol-
ogy of FTMS. The uncertainty principle in FTMS asserts a limit to the precision with which
complementary physical quantities, such as detection period and scale of frequency details to
resolve, can be measured. Specifically, two corollaries of the uncertainty principle have been
considered, namely: resolution performance at finite detection times and performance for
accurate measurements at finite signal-to-noise ratios. Based on these considerations, we
have developed and successfully implemented novel schemes for measurements in FTMS
aimed to advance FTMS-based molecular analysis in currently challenging applications. The
implemented approaches include methods for data analysis, signal processing methods and
designs of mass analyzers. It has been shown that typical values of analytical characteristics
such as measurement accuracy and performance for frequency (mass) resolution are signifi-
cantly limited in state-of-the-art FTMS mainly due to various parts of the default measurement
scheme, whereas the ultimate analytical characteristics are governed by the physical limit
defined by ion motion in the mass analyzer. The developed and implemented methodologies
have been shown to enable a number of challenging analytical studies to be carried out in
chemistry and biochemistry. The key developments of the present thesis are:
1. The measurement principle of FTMS has been formalized for improved understanding
of the fundamental limit of analytical performance in FTMS, imposed by ion motion,
Chapter 2. This in part includes Paper I in which the theory for the transient signal in
FT-ICR MS is revisited to analytically describe the effect of amplitude-phase modulation
of the ion trajectory.
2. The methods for improved data analysis in FTMS aimed at increased measurement ac-
curacy of ion m/z ratios and abundances as well as increased range of analytically useful
ion abundances, Chapter 3. In particular, the mass recalibration method was developed
to enable comprehensive analysis of complex mixtures, such as petroleomic samples, on
Orbitrap FTMS (Paper III). This method, along with the method for mass spectra thresh-
olding (Appendix in Paper II), and the method for petroleomic data visualization[136]
form the Orbitrap FTMS platform for analysis of petroleomic samples.[68]
99
Conclusions
3. The double phase correction method has been developed to double the resolution
performance in the case of equidistant distribution of analyte peaks in the m/z (and
frequency) domain, including doublets, with a priori known m/z spacing, Chapter 3.
4. The least-squares fitting method (LSF) for analysis of transient signals in FTMS has
been implemented (Paper IV), Chapter 4, aimed specifically at improved measurement
accuracies and resolution performance, and tailored to applications in instrument
development and specific analytical problems such as quantitative proteomics.
5. Implementation of a high-throughput quantitative proteomics workflow with Orbitrap
FTMS and LSF or double phase correction method has been evaluated in large-scale
LC-MS studies, Chapter 4. Specifically, with the double phase correction method, a
two-fold gain in resolution performance is provided compared to the absorption mode
FT (eFT algorithm), while a 4-fold gain is routinely achievable with the LSF method.
6. Filter-diagonalization method has been implemented in FTMS (Paper V). With this
method, the gain in resolution performance depends on spectral irregularity of fre-
quency peaks for analyzed ions, Chapter 4. The target applications are qualitative
molecular analysis with highly irregular distribution of analyte peaks, including analysis
of isotopic fine structure analysis of peptides (Paper VI) or isobaric samples.
7. The 4X ICR cell has been developed to implement ion detection at quadruple frequency
multiple for increased throughput in qualitative molecular analysis in FT-ICR MS
(Paper VII). The NADEL cell has been developed to implement signal generation at
"unperturbed" cyclotron frequency for accurate mass measurements, and generation of
sharp transient signals for increased resolution performance in FT-ICR MS (Paper VIII).
Notably, to achieve the goal of the present research, a number of scientific fields including ion
physics, mathematical analysis, theory of random data, radio-electronics, computer science,
cheminformatics, and analytical chemistry were required to be involved, hence qualifying the
present research to be indeed an interdisciplinary work. It is also worth mentioning that an
open source code repository comprising a number of methods for data analysis and signal
processing implemented during this work is made available in the public domain. Finally,
the design concept of the data acquisition system developed in this work should be useful for
future generations of FTMS instruments.
Future perspectives
The final objectives of these developments include areas of health, preventive medicine,
clinical applications, as well as comprehensive personal medicine. Indeed, in terms of the
life sciences applications, it can be expected that with the achieved analytical performance,
further progress will be feasible in characterization of IgGs, leading to better drug discovery,
and therefore health. In terms of personal medicine, multiplex protein quantification is a must
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in modern analysis in the sense of reducing the analysis time required per a single proteome.
The future perspective of this work is immediate use of these developments for applications.
We consider the achieved results to have potential for being commercially adopted. For
instance, at the moment we are about to employ the LSF method specifically for large-scale
applications in quantitative proteomics. Likewise, in the context of the developed ICR cells,
they certainly have potential for applications that are currently requiring high resolution and
high measurement accuracy at short acquisition times. Currently, there is strong interest
among the MS companies in regard to these designs, as they indeed represent a paradigm
shift in FTMS instrumentation and methodology.
Concluding remarks
History knows a number of breakthroughs in the analytical performance of FTMS, with each
of those being of a different nature. First, a significant breakthrough of the past days of FTMS
was due to developments in vacuum technology, while before that the analytical performance
of FTMS was limited primarily due to insufficient vacuum conditions in the mass analyzer.
Next, since then and until present days, the limiting factor has been considered the magnitude
of electromagnetic fields employed for confinement of ions in the mass analyzer, thus leading
to continuously-repeating little increases in values of employed magnetic fields in FT-ICR MS
(e.g. from 0.3 T of the first FT-ICR MS to 21 T of today’s projects), and electric fields in Orbitrap
FTMS.
It is also interesting to note that since the classical experiments of Comisarow and Marshall,
growing requirements for analytical performance of FTMS have been supported by simultane-
ous developments in the hardware architectures for data acquisition. This tendency remains
for the scope of the present thesis as well: combination of the new architecture for data
acquisition systems and the acquisition mode using data streaming between data acquisition
devices certainly makes for future generations of FTMS instruments. Moreover, given that
each following increase of electromagnetic fields is getting more and more complicated, in
light of the present research the next breakthrough in FTMS may likely be due to improved
understanding of the underlying uncertainty principle in FTMS, resulting in rational design of
measurement schemes aimed at improved analytical performance, as presented in this work.
For instance, already today experimental designs of mass analyzers with harmonized trapping
fields unintentionally hint that the limiting factor in the future will be ion decoherence effects
of regular or even high-performance oriented ion traps, which in turn is in agreement with the
results of this thesis.
Finally, once such a transition is made in FTMS of tomorrow, it may then be expected that
the following breakthrough leading to next generations of FTMS instruments will be due to
addressing the limitations in physics of ion confinement in future mass analyzers. Our most
recent results path possible ways towards such studies by achieving improved ion coherence
via developments in ion quadrupolar excitation.
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Sidebands  in  mass  spectra  are  an intrinsic  feature  of  Fourier  transform  ion  cyclotron  resonance  mass
spectrometry  (FT-ICR  MS).  Appearance  of  the  sidebands  there  is detrimental  for  the  analytical  perfor-
mance,  especially  in case  of  complex  mixtures  analyzed  at  high  resolution.  Yet,  the  sidebands  have a
practical potential  as well.  Speciﬁcally,  they  can  be applied  for  ﬁne  tuning  of  ICR  cells  and  were  previ-
ously  employed  to  improve  mass  measurement  accuracy  for small  molecules  and  atoms  in  fundamental
physics  experiments.  Moreover,  experimental  characteristics  of  sidebands  allow  evaluating  the  theory
of the  ICR  signal,  which  provides  the  metrological  basis  in  FT-ICR  MS.  Here,  we  revisit  the  sidebands  phe-
nomenon  in  the  conventional  FT-ICR  MS, speciﬁcally  applied  to  macromolecules.  We  extend  the previous
reports  on  sidebands  by examining  the  appearance  of  sidebands  as  functions  of  ICR cell  trapping  poten-
tials,  resolution,  and  number  of  charges  for the ﬁrst  three  harmonics  of  the  reduced  cyclotron  frequency.
Next,  we develop  an  analytical  model  of sidebands  that  contributes  to the  existing  theory  of  the  ICR  sig-
nal by  showing  the  origin  of  sidebands  to  be the  result  of  the broadband  amplitude-phase  modulation
occurring  in  the  ICR  signal.  Finally,  we evaluate  the  theory  of  the  ICR  signal  on  the basis  of  the  obtained
experimental  sidebands.  Further  progress  in the theory  of  the  ICR  signal  shall  outline  the  way  for  further
improvements  in  FT-ICR  MS  performance.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Fourier transform ion cyclotron resonance mass spectrome-
try (FT-ICR MS)  provides an outstanding analytical performance
for accurate and high-resolution mass measurements in physics,
chemistry, and life sciences [1–6]. FT-ICR MS  is based on the prin-
ciple that the cyclotron frequency ωc of ion motion in the uniform
magnetic ﬁeld B provides the ion’s mass-to-charge ratio, m/q:
ωc = qB/m [7].  In the model case of homogeneous magnetic ﬁeld and
quadrupolar trapping potential [7–10], the ion in the ICR cell under-
goes three types of fundamental motions, viz., cyclotron motion,
magnetron motion, and axial motion. Such motion is described
with a system of linear equations whose eigenvalues deﬁne the
reduced frequency of ion cyclotron motion (ω+), the frequency of
ion magnetron motion (ω−), and the frequency of ion axial oscil-
lations (ωz). Despite such linearity of the ion motion equations,
the ICR cell acts as a system with a (slightly) non-linear response,
which leads to a transient signal whose frequency, and therefore
mass, spectrum may  contain other peaks in addition to the expected
∗ Corresponding author at: EPFL ISIC LSMB, BCH 4307, 1015 Lausanne,
Switzerland. Tel.: +41 21 693 97 51; fax: +41 21 693 98 95.
E-mail address: yury.tsybin@epﬂ.ch (Y.O. Tsybin).
1 These authors contributed equally.
ones, which correspond to the frequencies of the fundamental
motions. Speciﬁcally, the peaks corresponding to the harmonics
and interharmonics of the fundamental frequencies may  appear in
the frequency (mass) spectrum.
Therefore, the key principle of FT-ICR measurements is based on
the ICR cell’s operation, which is characterized by the cell’s response
function, i.e., the ICR transient signal. The ﬁrst theoretical model of
the ICR transient signal was proposed by Comisarow [11]. In that
model, only the ion cyclotron motion was  considered. Moreover,
due to two-dimensional inﬁnitely extended detection plates, the
ICR cell, in fact, behaved as a linear system. Thus, the model was
capable of describing only the cyclotron frequency peak in the spec-
trum, or, actually, the ω+ peak, if one further takes into account the
trapping ﬁeld. Later, another simple model was proposed by Alle-
mann and co-workers, who observed the sidebands ω = ω+ ± ω− of
the ω+ peak in experimental ICR spectra [12]. To describe the side-
bands, the model assumed an amplitude modulation of the signal
with frequency ω+ by the signal with frequency ω−.
Later, more detailed approaches were developed. Nikolaev and
Gorshkov considered an inﬁnitely elongated ICR cell but with ﬁnite
cross-sectional dimensions [13]. Their model, in fact, described
the non-linear response of the ICR cell. Thus, the odd order
harmonics (2n  + 1)ω+ of the reduced cyclotron frequency were pre-
dicted. Finally, Marshall and co-workers developed a theory for the
ICR transient signal in case of three-dimensional ﬁnite ICR cells
1387-3806/$ – see front matter ©  2012 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.ijms.2012.08.009
104
S.M. Miladinovic´ et al. / International Journal of Mass Spectrometry 325– 327 (2012) 10– 18 11
[14]. This comprehensive theory predicted, in particular, (i) odd
order harmonics (2n  + 1)ω+ of the reduced cyclotron frequency
ω+, (ii) odd order harmonics (2n  + 1)ω− of the magnetron fre-
quency ω−, and (iii) odd order interharmonics (2n  + 1)ω+ ± 2kω−
and 2nω+ ± (2k  + 1)ω− of the frequencies ω+ and ω−. Hereafter,
referring to the even/odd parity of an interharmonic, we mean
its total order, e.g., 2n + 2k + 1, for the above-mentioned interhar-
monics. Moreover, the presence of odd order harmonics (2n  + 1)ω+
and interharmonics ω+ ± 2ω− (i.e., evenly spaced pair of magnetron
sidebands of the reduced cyclotron frequency) was conﬁrmed later
with SIMION modeling [15].
The phenomenon of sidebands (interharmonics) is well known
in FT-ICR MS-based particle physics. Sidebands received a particu-
lar attention there to provide precise mass measurements [8,16,17].
Speciﬁcally, use of sidebands allowed accurate determination of
masses by measurement of the cyclotron frequency ωc as the
frequency of a sideband peak ω = ω+ + ω− in a mass spectrum,
instead of its deduction from the experimental reduced cyclotron
frequency ω+. Contrastingly, in the conventional FT-ICR MS  of
macromolecules, the ω+ peak is often made to contain the main
part of spectral energy compared to the other peaks, especially
to the sidebands, and, thus, measurements of the ion’s mass-to-
charge ratio are solely based on the ω+ peak [14,18–21].  However,
the question of sidebands there has a practical potential as well,
namely, either (i) to apply the sidebands for ﬁne tuning of real ICR
cells and, potentially, in higher-precision mass measurements, or
(ii) to remove them in case they reduce experimental performance.
Here, we revisit the question of spectral composition of the ICR
transient signal. To the best of our knowledge, experimental char-
acterization and potential use of sidebands in the conventional
FT-ICR MS  of macromolecules have not been extensively studied.
We report and examine the characteristics of sidebands present
around not only the ﬁrst, but also higher order harmonics of the
reduced cyclotron frequency in the experimental spectra. Next, we
develop further the analytical model of the ICR transient signal and
show the origin of sidebands to be the result of the broadband
amplitude-phase modulation occurring in the ICR transient signal.
Finally, we evaluate the theory of the ICR transient signal on the
basis of experimental results.
2. Methods
2.1. Sample preparation
The calibration mixture with caffeine, MRFA peptide, and Ultra-
mark 1621 in methanol/water (50:50, v/v) solvent containing 1% of
acetic acid was provided by the vendor (Thermo Scientiﬁc, Bremen,
Germany). Peptide substance P was purchased from Sigma–Aldrich
(Buchs, Switzerland) and used without further puriﬁcation. Sub-
stance P was dissolved in water/acetonitrile (50:50, v/v) mixture
containing 0.5% of formic acid to the ﬁnal concentration of approx-
imately 1 M.
2.2. Mass spectrometry
The experiments were performed on a hybrid linear ion trap
Fourier transform ion cyclotron resonance mass spectrometer (LTQ
FT-ICR MS,  Thermo Scientiﬁc, Bremen, Germany) equipped with
a superconducting magnet (Oxford Nanoscience, Oxon, UK), elec-
trospray ionization source, and operated by the standard data
acquisition and instrument control software (XCalibur, Thermo Sci-
entiﬁc) [22]. The experiments were conducted either at 11.5 T or
10 T magnetic ﬁelds, see the values below speciﬁed for the experi-
mental data. The isolation of the ions in question was achieved in
the linear ion trap using the isolation window of 5 m/z. Automatic
gain control (AGC) was employed to control the number of charges
injected into the ICR cell. After isolation, ions were transferred to
the ICR cell using a set of RF-only multipole ion guides.
The open-ended cylindrical ICR cell (Ultra Cell, Thermo Scien-
tiﬁc) employed in the measurements contains two pairs of trapping
ring electrodes, namely, outer trapping rings and inner trapping
rings [2].  The outer trapping rings were grounded [2].  The poten-
tial of the two  grid-free sections of each inner trapping ring was
manipulated in the range of 0.0–2.0 V using the instrument control
software, whereas the potential of the other two  sections (covered
with grid) was  automatically set by the instrument control soft-
ware to about 5 times the value of the selected inner trapping rings
potential. During the ion trapping event, the grid-free electrodes
were ﬁxed to a potential of 3 V (consequently, potential of the grid-
covered electrodes would rise to about 15 V), whereas immediately
after frequency-sweep ion excitation, the trapping potentials were
set back to the original values [22]. The offset potentials on the ICR
cell detection and excitation electrodes were preliminary tuned to
reduce the magnetron sidebands to the vendor-speciﬁed standard
operation conditions.
Standard dipolar differential detection was employed to obtain
ICR transient signals. The transient signals were recorded for a
period of approximately 6 s in MIDAS data format [23]. Further,
a number of single scans was summed to obtain the ﬁnal tran-
sient signal, which was apodized with the Hann window, zero-ﬁlled
once, and fast Fourier transformed using MIDAS data analysis soft-
ware [23]. The reported frequency values were the averages of at
least 10 measurements with the standard deviation of less than
9 × 10−5 Hz. The plots were created using the Origin Pro 8G soft-
ware (OriginLab Corp., Northampton, MA).
3. Results and discussion
3.1. Observation of harmonics and sidebands
A broadband FT-ICR mass spectrum of a monoisotopic ion of
singly protonated MRFA peptide (nominal m/z 524) is shown in
Fig. 1. The spectrum contains peaks at nω+, n = 1, 2, 3, etc., corre-
sponding to the nth harmonics of the reduced cyclotron frequency
ω+, and their magnetron sidebands at ωnk = nω+ ± kω−, k = 1, 2, 3,
etc. (see Section 3.3 for details on sidebands identiﬁcation). The
high order harmonics and the sidebands have low intensities com-
pared to that of the ω+ peak. Moreover, intensities of the sidebands
ωnk, relative to that of the corresponding harmonics peaks nω+,
increase with the order n of the harmonics. The high resolution FT
mass spectrum (resolving power, RP > 100,000 at m/z = 400) reveals
the magnetron sidebands around the ﬁrst harmonic as symmet-
ric pairs of peaks shifted equally above and below the ω+ peak by
frequency difference, f,  equal to 1.6 Hz for the employed exper-
imental parameters. The frequency ranges around the second and
third harmonics show 2ω+ and 3ω+ peaks surrounded by their side-
bands. The intensities distribution around the second harmonic is
apparently asymmetrical in contrast to the ﬁrst and third harmon-
ics. Importantly, the sideband peak spacings f  are the same for all
harmonics.
3.2. Harmonics and sidebands display at different resolution
Depending on the ICR cell offset potentials and excitation ampli-
tude, the sidebands’ intensities are ca. 5–50% of the ω+ peak
intensity. The sidebands are observed when sufﬁcient resolution
is achieved. In principle, their intensities may be reduced to less
than 5% of intensity of the ﬁrst harmonic in the mass spectra using
appropriate offset potentials, excitation amplitudes, and excita-
tion delays. Upon variation of resolution of the mass spectrum,
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Fig. 1. Harmonics and sidebands in FT-ICR mass spectrum of monoisotopic ion of singly protonated MRFA peptide. Insets show the expanded regions around the 1st,
2nd,  and 3rd harmonics of the reduced cyclotron frequency. The magnetic ﬁeld was  11.5 T, the trapping potential was 0.8 V, and ion excitation amplitude was  105 Vp-p
(35% of the maximum available value). The number of charges accumulated in the linear ion trap for subsequent injection into the ICR trap was set to 106 (AGC
value).
intensity variation of the sidebands was observed (Fig. 2). Even
in the case of nearly symmetric sidebands, the intensity variation
was asymmetric, which is presumably due to the spectral interfer-
ence in magnitude mode FTMS [24]. Fig. 2A represents 10 T FT-ICR
mass spectrum of singly protonated MRFA peptide recorded with
a trapping potential, Ut, of 0.8 V. Processing shorter parts of the
same transient created the lower resolution mass spectra. At lower
resolving power, RP, of 170,000, sidebands start to merge with the
main peak producing the “tailing” effect and at RP = 40,000 side-
bands cannot be resolved anymore. The 10 T FT-ICR mass spectrum
of the same sample recorded with Ut = 1.6 V is shown in Fig. 2B.
As expected, the f  = 4.6 Hz in these spectra was  larger than for
the spectra in Fig. 2A (f  = 2.0 Hz) because of the difference in the
values of trapping potential. Due to the larger f,  the “tailing” and
merging of the signals occurred at lower RP compared to frequency
spectra recorded with lower Ut. Note, for a quadrupolar trapping
potential, which is achievable, for example, in the Penning (hyper-
bolic) trap, a linear dependence of the frequency spacing, f,  on
the applied trapping potential, Ut, is expected theoretically [7–9]:
2f = ω− = ω
2
z
2ωc
= ˛Ut
B
where  ˛ is a constant related to geometry of the ICR cell. Thus,
the deviation from this linear law indicates that in the used ICR
cell the trapping ﬁeld contains a certain perturbation of the ideal
trapping ﬁeld with quadrupolar potential, which is consistent with
the cylindrical shape of the ICR cell.
In a complementary experiment, the f  increased with the
decrease in the magnetic ﬁeld, e.g., in B1 = 11.5 T magnetic ﬁeld
f  was ∼1.6 Hz for Ut = 0.8 V (Fig. 1), whereas for B2 = 10 T mag-
netic ﬁeld the f  value was ∼2.0 Hz (Fig. 2A). Here, the inverse
dependence of the frequency spacing, f,  on the magnetic ﬁeld, B,
is expected. Again, the deviation from this law is the subject of the
real trapping potential in the ICR cell.
3.3. Inﬂuence of trapping potentials on harmonics and sidebands
The inﬂuence of the trapping potential on the ﬁrst harmonic
of the reduced cyclotron frequency and its sidebands was further
examined with singly protonated MRFA peptide and doubly pro-
tonated peptide substance P (nominal m/z 674) (Fig. 3). The mass
spectra were obtained in the 10 T magnetic ﬁeld environment with
the excitation amplitude of 240 Vp-p (80% of the maximum available
value of the instrument control software); the number of charges
before ion transfer to the ICR cell was  approximately 106 (AGC
value). For both peptides, the ω+ peak shifted linearly to lower
frequencies with an increase of Ut, whereas the frequency differ-
ences f  showed linear increase. For both MRFA and substance
P, the trend lines that connect series of the same peaks with dif-
ferent Ut intercept each other nearly at the same point (Fig. 3).
Speciﬁcally, the cross point of the three lines for MRFA experi-
ment was  at Ut = 0.03 V and for substance P at Ut = 0.04 V. At this
point, the total electric potential produced by both the trapping
ﬁeld and the ion space charge ﬁeld is expected to be close to zero,
and, thus, the frequency ω+ is close to the cyclotron frequency
ωc.
3.4. Inﬂuence of number of charges on harmonics and sidebands
Inﬂuence of the number of charges on behavior of the ﬁrst har-
monic ω+ and its sidebands is shown in Fig. 4 as trend lines of
the trapping voltage Ut versus the frequencies of the ω+, ω+ + ω−,
and ω+ − ω− peaks for the MRFA peptide (Fig. 4A) and substance
P (Fig. 4B) measured with different ion numbers (the total charge
Q was controlled by AGC settings). The frequencies of the peaks
are shifted to the lower values with an increase in the number
of ions, whereas the f  increases. Importantly, the frequency of
the higher frequency sideband ωR is nearly constant with the trap-
ping potential change, and decreases when the total charge Q of
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Fig. 2. Display of the ω+ peak and its sidebands in FT-ICR mass spectra of monoisotopic ion of singly protonated MRFA peptide recorded at different resolution settings.
The  magnetic ﬁeld was 10 T. The trapping potential was  0.8 V (panel A) and 1.6 V (panel B). In bottom panels high resolution mass spectra (in red) were plotted against the
low-resolution mass spectra. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
ions increases, ωR = ωc − ω(Q), 0 < ω  ωc. The sidebands’ f
values are the same for MRFA peptide and substance P, as well as
eight Ultramark calibrants in the 1022–1722 m/z range (data for
Ultramark not shown).
3.5. Sidebands origin as a result of broadband amplitude-phase
modulation
To obtain the ICR frequency spectrum, the ion motion equation
may  be solved to get the ion trajectory, and then, for the determined
trajectory, the corresponding transient signal may  be obtained and
further expanded into Fourier series to get the ICR frequency (mass)
spectrum. For the ﬁrst part of this outline, we consider the approxi-
mation of quadrupolar trapping potential to have the ion trajectory
in a simple and making sense form. Though such approach is jus-
tiﬁed due to a number of other approximations below, we  warn
further studies to consider the ion trajectory in exact trapping
potential if necessary.
In cylindrical coordinates {, ϕ, z}, for the magnetic ﬁeld
B = |0, 0, Bz | and trapping potential ˚(, z) = V [d + a(2z2 − 2)],
where a > 0 and d > 0 are dimensional constants and V is the poten-
tial on the trapping electrodes, and   = |, ϕ, 0| is the projection of
the radius-vector of the ion to the x–y plane, the motion of the ion
with mass m and charge q is described by the following system of
equations:{
mz¨ = −q∇z˚(, z)
m ¨ = −q∇˚(, z) + q ˙  × B
(1)
In Cartesian coordinates {x =  cos ϕ, y =  sin ϕ}, the solution of this
system is [8–10]:
x(t) = + cos(+ − ω+t) + − cos(− − ω−t)
y(t) = + sin(+ − ω+t) + − sin(− − ω−t)
z(t) = z0 cos(ωzt + z)
(2)
where + and − are the radii of cyclotron and magnetron motions,
+ and − are the initial phases of cyclotron and magnetron
motions, z0 and z are the amplitude and initial phase of axial oscil-
lations, and t is the time. These six parameters are constants related
to the three coordinates and the three velocity components of the
ion at a given moment of time, for example, t = 0, and are deﬁned
by the excitation event. In Eq. (2),  we have appropriately chosen
the signs of these six parameters to conform their physical mean-
ings with the proper sense of a positive ion’s motion in the selected
reference frame.
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Fig. 3. The 1st harmonic of the reduced cyclotron frequency and its sidebands as a function of the trapping potential in FT-ICR frequency spectrum of monoisotopic ion of
singly  protonated MRFA peptide (panel A) and doubly protonated peptide substance P (panel B). The magnetic ﬁeld was 10 T. The excitation amplitude was 240 Vp-p (80% of
the  maximum available value). The number of charges accumulated in the linear ion trap for subsequent injection into the ICR trap was set to 106 (AGC value).
Ion motion in the x–y plane is independent of that along the
z-axis. Thus, the planar motion can be considered separately. We
have found it convenient to develop the model for the ion trajectory
in cylindrical coordinates. A complex radius-vector may  be intro-
duced to describe the projection of the ion trajectory on the x–y
plane:
ˆ(t) = x(t) + jy(t) (3)
According to Eq. (2),  the complex radius-vector described in Eq. (3)
is:
ˆ(t) = +ej(+−ω+t) + −ej(−−ω−t) (4)
Additionally, the radius-vector may  be expressed in cylindrical
coordinates as:
ˆ(t) = (t)ejϕ(t) (5)
where (t) and ϕ(t) are the ion’s radial and azimuthal coordinates
respectively. Based on Eq. (5),  the radial and azimuthal coordinates
can be written as follows:
(t) = | ˆ(t)| =
√
ˆ∗(t) ˆ(t) (6)
where ˆ∗(t) is the complex conjugate of ˆ(t)
ϕ(t) = arg ˆ(t) = 1
j
ln
ˆ(t)
(t)
(7)
Now, based on Eqs. (6) and (4),  the radial coordinate is:
(t) =
√
2+ + 2− + 2+− cos(ωt  − ) (8)
where ω  = ω+ − ω− and   = + − −. The frequency ω is known
as the parametric frequency of ion motion [25,26]. From Eqs. (7),
(8) and (4),  the azimuthal coordinate is:
ϕ(t) = 1
j
ln
{
+ej(+−ω+t) + −ej(−−ω−t)√
2+ + 2− + 2+− cos(ωt  − )
}
(9)
Thus, we  have obtained the ion trajectory {(t), ϕ(t)}, Eqs. (8) and
(9), in cylindrical coordinates.
Post-excitation ion trajectories are characterized by a +  −
condition. Therefore, the trajectory described by Eqs. (8) and (9) can
be further linearized. Here, we neglect the second and higher order
terms of the small parameter ε = −/+  1, see Eqs. (A1)–(A6):
(t) ∼= +[1 + ε cos(ωt  − )] (10)
ϕ(t) ∼= ϕ+ − ω+t + ε sin(ωt  − ) (11)
In this way, we have found the linearized ion trajectory
{(t), ϕ(t)}, Eqs. (10) and (11). The obtained trajectory is
a circular orbit { = +, ϕ(t) = + − ω+t} perturbed by the
curve {(t) = +ε cos(ωt − ), ϕ(t) = ε sin(ωt − )}
(Fig. 5). Thus, the ion trajectory is a modulated circular
orbit. Indeed, the ion trajectory shows azimuthal deviations
ϕ(t) = ε sin(ωt − ) around the + − ω+t value as well as
radial deviations (t) = +ε cos(ωt − ) around the + value
oscillating with the parametric frequency ω in both cases.
Now, we may  proceed to obtaining the ICR transient signal. If
Q(, ϕ, z) is the difference of charges induced on the detection
plates by the ion at point  = | ϕ z| in the ICR cell and with charge
q, then the ICR transient signal is given by the following equation
[27], disregarding a decaying exponential term in the beginning of
the signal and an arbitrary phase spectrum of the signal:
V(t) = q
C
Q (, ϕ, z)
q
(12)108
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Fig. 4. The 1st harmonic of the reduced cyclotron frequency and its sidebands as
a  function of the number of charges and trapping potentials in FT-ICR frequency
spectrum of monoisotopic ion of singly protonated MRFA peptide (panel A) and
doubly protonated peptide substance P (panel B).
where C is a dimensional constant (effective capacitance). An ana-
lytical expression for the relative charge difference is not available
for the open ICR cell with trapping ring electrodes. However, the
relative charge difference is known for a closed cylindrical ICR cell
and can be written as [14]:
Q (, ϕ, z)
q
= −16
2
∞∑
m=0
∞∑
k=0
sin[(2m + 1)(/4)]cos[(2m  + 1)ϕ]
2m + 1
× sin[(2k + 1)(z/c)]
2k + 1
I2m+1
[
(2k  + 1)(/c)
]
I2m+1[(2k + 1)(a/c)]
(13)
where Im(k) are the modiﬁed Bessel functions of the ﬁrst kind,
provided that the trapping electrodes are located at z = 0 and z = c,
whereas the detection electrodes are located at  = a, −/4 < ϕ < /4,
and 3/4 < ϕ < 5/4. We perform a shift of z-axis to match its z = 0
point with the center of the cell: z → z + c/2, so that Eq. (13) takes
the following form [28]:
Q (, ϕ, z)
q
= −16
2
∞∑
m,k=0
sin[(2m + 1)(/4)]cos[(2m  + 1)ϕ]
2m + 1
×
cos
[
(2k  + 1)(z/c)
]
(−1)k(2k + 1)
I2m+1[(2k + 1)(/c)]
I2m+1[(2k + 1)(a/c)]
(14)
Next, we simplify Eq. (14) in the approximation of an ICR cell
inﬁnitely elongated along the z-axis with ﬁnite axial ion motion
c → ∞ , |z|  c [29]:
Q (, ϕ)
q
∼=
∞∑
m=0
am
(

+
)2m+1
cos[(2m + 1)ϕ] (15)
where am = (−4/)(sin[(2m + 1)(/4)]/(2m + 1))(+/a)2m+1. In the
considered approximation, we expect the relative charge differ-
ence for the open ICR cell to be the same as that obtained above
for the closed ICR cell. Now, by taking into account the relative
charge difference Eq. (15) and ion trajectory Eqs. (10) and (11), the
transient signal Eq. (12) can be written in a form of amplitude-phase
modulation:
Fig. 5. Numerical simulation of the linearized ion trajectory described by Eqs. (10) and (11). Top left panel: radial deviations around the + value; bottom left panel:
azimuthal deviations around the + − ω+t value; right panel: the ion trajectory (red) as a result of the radial-azimuthal modulation of the circular orbit (black). The following
parameters were used: ω+ = 100 a.u., ω = 90 a.u., ε = 0.2, + = 1.5,  = 0.5, + = 1.0 a.u., +/a = 0.8. Duration of the calculated ion motion was  T = 0.15 a.u. (For interpretation
of  the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
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V(t) ∼= q
C
∞∑
m=0
amAMm(t)PMm(t) (16)
AMm(t) =
(

+
)2m+1
= [1 + ε cos(ωt  − )]2m+1 (17)
PMm(t) = cos[(2m + 1)ϕ]
= cos[(2m + 1)(+ − ω+t + ε sin(ωt  − ))] (18)
where AMm(t) and PMm(t) represent the amplitude modulation and
the phase modulation terms of the mth order. Thus, the oscillating
radial and azimuthal deviations of the ion trajectory lead to, respec-
tively, the amplitude and the phase modulations occurring in the
transient signal.
Finally, we aim to establish the relation between the amplitude-
phase modulation and the appearance of sidebands in the
spectrum. In the considered case of ε  1, the modulation expres-
sions Eqs. (17) and (18) can be approximated as follows, see Eqs.
(A7)–(A16):
AMm(t) ∼= 1 + ε(2m + 1)cos(ωt  − ) (19)
PMm(t) ∼= cos[(2m + 1)(+ − ω+t)] + ε(2m + 1)2
×
∑
k=±1
sgn(k) cos[(2m + 1)(+ − ω+t) + k(ωt  − )] (20)
In the following text, we refer to the peaks only at positive frequen-
cies due to complex symmetry of Fourier transform of a real-valued
signal. With taking into account Eqs. (19) and (20), the Fourier
series expansion of Eq. (16) provides peaks at ω = (2m + 1)ω+ and
their parametric frequency sidebands ωPM = ω ± ω  due to the
phase modulation Eq. (20), whereas for each of these peaks, the
amplitude modulation Eq. (19) provides the parametric frequency
sidebands ωAM = |ωPM ± ω|. Thus, the full set of the peaks due to
the amplitude-phase modulation is:
ωAPM = {(2m + 1)ω+, (2m + 1)ω+ ± ω,  |(2m + 1)ω+ ± 2ω|} (21)
In accordance with the parametric frequency deﬁnition
ω = ω+ − ω−, the set Eq. (21) can be further expanded:
ωAPM =
{
(2m + 1)ω+, (2m + 2)ω+ − ω−, 2mω+ + ω−,
(2m  + 3)ω+ − 2ω−, |(2m − 1)ω+ + 2ω−|
}
(22)
The relative intensities of the peaks are deﬁned by (i) the ampli-
tudes am in the series Eq. (16), (ii) the modulation depths ε(2m + 1)
in the modulation laws Eqs. (17) and (18), and (iii) the initial phases
+ and −. Therefore, the intensities can be found accordingly. It
is worth noting that certain spectral components with frequencies
from the set Eq. (22) may, in fact, turn out to have zero intensity.
The regions of the 1st, 2nd, and 3rd harmonics of the frequency ω+
corresponding to Fig. 1 can be obtained from the set Eq. (22) for
m = 0, 1, 2. The following peaks are provided:
m = 0 : ω+, 2ω+ − ω−, ω−, 3ω+ − 2ω−, ω+ − 2ω−
m = 1 : 3ω+, 4ω+ − ω−, 2ω+ + ω−, 5ω+ − 2ω−, ω+ + 2ω−
m = 2 : 5ω+, 6ω+ − ω−, 4ω+ + ω−, 7ω+ − 2ω−, 3ω+ + 2ω−
(23)
Regarding the regions of interest, the set Eq. (23) contains the fol-
lowing harmonics and interharmonics:
ω+, 3ω+, ω+ ± 2ω−, 2ω+ ± ω−, 3ω+ ± 2ω− (24)
This set of peaks, Eq. (24), is consistent with the theory of the
transient signal [14]. The numerical simulation of the procedure
conducted above is presented in Fig. 6 (top), which shows the
magnitude mode Fourier spectrum of the signal Eq. (16) with
Fig. 6. Fourier spectra of the numerically simulated transient signals according to
Eq. (16) with the phase modulation Eq. (20) and (top) with the amplitude modulation
Eq. (19), and (bottom) with the amplitude modulation Eq. (19′). Parameters of the
models were the same as for Fig. 5. The length of the signal was 6 a.u. Hann apodiza-
tion window, three zero-ﬁllings, and magnitude mode spectral representation with
normalization by the most intense peak were employed.
the amplitude modulation Eq. (19) and the phase modulation Eq.
(20). The frequency spectrum in Fig. 6 (top) is consistent with the
obtained above set of peaks Eq. (24).
Thus, the physical origin of the sidebands has been shown to be
as follows: (i) ﬁnite cross-sectional dimensions of the ICR cell lead
to its slightly non-linear response; (ii) if the ion magnetron motion
is excited along with the cyclotron motion, the ion trajectory shows
azimuthal and radial deviations oscillating with the parametric fre-
quency around the ideal circular orbit; (iii) the oscillating azimuthal
and radial deviations result in broadband amplitude and phase
modulations, respectively, occurring in the ICR transient signal; and
(iv) the amplitude-phase modulation produces interharmonics of
the reduced cyclotron and magnetron frequencies and thus, specif-
ically, the magnetron sidebands of the harmonics of the reduced
cyclotron frequency.
Besides, in the limiting case of ε = 0 (circular trajectory), the tran-
sient signal, Eqs. (16)–(18), is consistent with the previous studies
considered circular ion motion [13,14,29]:
V(t) = q
C
∞∑
m=0
am cos(2m + 1)ω+t (25)
In light of our approach, the corollary Eq. (25) shows that
if the magnetron motion is not excited, the amplitude-phase
modulation does not take place so that the ICR cell does not provide
the interharmonics (sidebands).
3.6. Experimental vs. theoretical approaches
For the conventional FT-ICR MS,  the analytical and numer-
ical studies predict presence of odd order harmonics and
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interharmonics of the reduced cyclotron and magnetron frequen-
cies [14,15]. The obtained set of peaks, ω+, ω+ ± 2ω−, 2ω+ ± ω−,
3ω+ and 3ω+ ± 2ω−, in the broadband amplitude-phase modula-
tion approach developed above is consistent with the theory of
the transient signal and the SIMION modeling [14,15], whereas
the experimental data presented above only partly agrees with
them. Speciﬁcally, the experimental results conﬁrm the pres-
ence of odd order harmonics (2n  + 1)ω+, as well as odd order
interharmonics (2n  + 1)ω+ ± 2kω− and 2nω+ ± (2k  + 1)ω−. But, in
addition, the experimental data demonstrates the presence of
even order harmonics 2nω+, as well as even order interharmon-
ics (2n  + 1)ω+ ± (2k  + 1)ω− and 2nω+ ± 2kω−, all of which are not
supported by the analytical and numerical approaches [14,15].
Moreover, the simultaneous presence of even order harmonics and
even order interharmonics can be of the same origin. In addition,
other experimental reports indicate, sometimes indirectly, that ICR
frequency (mass) spectra might not follow the theory exactly. For
example, Dunbar mentioned presence of the 2ω− peak along with
the ω− one, whereas one may  expect the 3ω− peak instead of (or
at least of higher intensity than) the 2ω− peak [30].
It is doubtless that the ICR signal theory is correct as given for
the physical model employed in its development [14]. The par-
tial discrepancy of the theory and experimental data rather means
that the experimental case shows additional features, Fig. 1 versus
Fig. 6 top, which are currently unaccounted for in the theoretical
model [14,15].  The reason can be a failure of the electrostatics-
based approach, Eqs. (12) and (13), to properly describe the ICR
transient signal detection. Alternatively to the considered above
theory, in agreement with the general practice of electrodynam-
ics calculations, one may  suppose that the charge Q  in Eq. (14)
should be integrated along the ion’s trajectory before its submis-
sion to the ICR signal’s expression, Eq. (12). The underlying reason is
that a detection plate as a part of the detection circuit integrates fast
radial, as well as azimuthal, oscillations over the time of ﬂight of the
ion along the detection plate. Therefore, Eq. (19) of the developed
above amplitude-phase modulation model shall be represented as:
AMm(t) ∼= 1 + ε(2m + 1) cos(ω−t − ) (19′)
We notice, Eq. (19′) is a way to qualitatively represent the mod-
ulation behavior rather than the exact solution. The result of
the numerical simulation of the ICR frequency spectrum for the
amplitude-phase modulation according to Eqs. (16), (19′) and (20)
is shown in Fig. 6 (bottom). Overall, experimental Fig. 1 corresponds
to Fig. 6 (bottom) better than to Fig. 6 (top). However, lower correla-
tion between the theory and the experiment for the 2nd harmonic’s
region, compared to the 1st and 3rd ones, can be due to, presum-
ably, the current form of Eq. (14) that should instead be derived for
a time-dependent instantaneous frequency of the ion motion.
4. Conclusions
The developed analytical model of sidebands in FT-ICR mass
spectra is not only consistent with the previous analytical and
numerical studies on the ICR signal but also contributes to the
existing theory by showing the origin of the sidebands. Accord-
ing to the developed model, we conclude that the origin of the
sidebands is the broadband amplitude-phase modulation occur-
ring in the ICR transient signal caused by the oscillating radial and
azimuthal deviations of the ion trajectory relative to a circular orbit.
From the experimental results obtained, we conclude that the
FT-ICR spectra appear more complex than predicted by the the-
ory. Speciﬁcally, the experimental data only partly agrees with the
theoretical results. Such partial discrepancy between the theory
and the experiment warns further studies on the ICR transient sig-
nal. We  introduced a modiﬁed amplitude modulation equation that
considers an integrated ion trajectory along the detection elec-
trodes and received a better correlation between the experimental
and theoretical results. The advantages and limitations of the latter
approach are to be further evaluated.
From a practical point of view, the spectral composition of
the ICR signal and, in particular, the question of sidebands have
potential either to remove the sidebands in case they reduce exper-
imental performance, or to apply them for ﬁne tuning of ICR cells
and, potentially, in higher-precision mass measurements. More-
over, the spectral composition of the ICR transient signal is the basis
for the measurement procedure in FT-ICR MS.  The limitation of a
long transient duration required to resolve sidebands in FTMS can
be potentially overcome by employing non-FT signal processing
complementary to the FT, as recently demonstrated for the elu-
cidation of isotopic ﬁne structure information in peptide analysis
[31,32].
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Appendix A.
A.1. Linearized ion trajectory
The radial coordinate Eq. (8) can be rewritten in terms of the
parameter ε = −/+ as follows:
(t) = +
√
1 + ε2 + 2ε cos(ωt  − ) (A1)
Taylor expansion of Eq. (A1), ε  1, provides the linearized radial
coordinate:
(t) = +[1 + ε cos(ωt  − ) + o(ε)] (A2)
Here and below, o(ε)/ε → 0 as ε → 0 by deﬁnition. Further, the
azimuthal coordinate Eq. (9) in terms of the parameter ε = −/+
is:
ϕ(t) = 1
j
ln
{
ej(+−ω+t)(1 + εej(ωt−))√
1 + 2ε cos(ωt  − ) + ε2
}
(A3)
Its expansion into Taylor series followed by equivalent transforma-
tions provides the linearized azimuthal coordinate:
ϕ(t) = 1
j
ln{ej(+−ω+t)(1 + εej(ωt−))(1 − ε cos(ωt − )
+ o(ε))} (A4)
ϕ(t) = 1
j
lnej(+−ω+t) + 1
j
ln[1 + jε sin(ωt  − ) + o(ε)] (A5)
ϕ(t) = + − ω+t + ε sin(ωt  − ) + o(ε) (A6)
A.2. Approximated amplitude-phase modulation
In the considered approximation of ε  1, Fourier series expan-
sion of the amplitude modulation term Eq. (16) can be obtained as
its Taylor series expansion:
AMm(t) = 1 + ε(2m + 1)cos(ωt  − ) + o(ε) (A7)
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Further, to obtain the Fourier series expansion of the frequency
modulation term Eq. (17), the following identity is used:
exp(jm sin x) =
∞∑
k=−∞
Jk(m)exp(jkx)  (A8)
where Jk(m)  are Bessel functions of the ﬁrst kind. To meet this iden-
tity, the frequency modulation Eq. (17) can be rewritten as follows
using equivalent transformations:
PMm(t) = Re{exp[j(2m + 1)(+ − ω+t + ε sin(ωt  − ))]}  (A9)
PMm(t) = Re{exp[j(2m + 1)(+ − ω+t)] exp[jε(2m + 1)
× sin(ωt  − )]} (A10)
where Re(z) is the real part of a complex-valued function z(t). Now,
application of Eq. (A8)–(A10) followed by equivalent transforma-
tions yields the frequency modulation term expanded into Fourier
series:
PMm(t) = Re
{
exp[j(2m + 1)(+ − ω+t)]
∞∑
k=−∞
Jk[ε(2m + 1)]
× exp[jk(ωt − )]
}
(A11)
PMm(t) = Re
{ ∞∑
k=−∞
Jk[ε(2m + 1)]
× exp[j(2m + 1)(+ − ω+t) + jk(ωt  − )]
}
(A12)
PMm(t) =
∞∑
k=−∞
Jk[ε(2m + 1)] cos[(2m + 1)(+ − ω+t)
+ k(ωt  − )] (A13)
Finally, the obtained Eq. (A13) along with the following asymptotic
form and the property of Jk(m):
Jk[ε(2m + 1)] ≈
[
ε(2m + 1)
2
]k 1
	 (k + 1) ,
k ≥ 0, 0 < ε(2m + 1) 
√
k + 1 (A14)
J−k[ε(2m + 1)] = (−1)−kJk[ε(2m + 1)] (A15)
where 	 (k) is the gamma function, provide the phase modulation
term in the considered approximation:
PMm(t) = cos[(2m + 1)(+ − ω+t)] + ε(2m + 1)2
×
∑
k=±1
sgn(k) cos[(2m + 1)(+ − ω+t) + k(ωt  − )]
(A16)
where sgn(k) is the signum function.
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ABSTRACT: Fourier transform mass spectrometry (FTMS) enables comprehen-
sive analysis of complex molecular mixtures. Given the broad intensity ranges of
components in the mass spectra, it is imperative to accurately determine a noise
threshold level above which peak assignments will be made. Conventionally, to ﬁnd
the threshold level, the “N sigma” approach or an equivalent rule is used. However,
the “N sigma” approach cannot be applied to mass spectra stored with partially
removed noise (reduced-proﬁle mode). It is also not directly applicable to mass
spectra acquired in the absorption mode with removed negative spectral amplitudes.
Moreover, N value selection is normally made based on a rule of thumb, meaning
that the calculated threshold level may be biased. Here, we present a noise
thresholding method which addresses these limitations for analysis of mass spectra of complex molecular mixtures. The
introduced data-dependent thresholding method involves analysis of the distribution of logarithmic intensity of all peaks,
including noise and analyte, for a given mass spectrum. Selected method applications include FTMS analysis of crude oil fractions
as well as tandem MS analysis of intact proteins.
Recent advances in Fourier transform mass spectrometry(FTMS) led to improved analysis of highly complex
samples consisting of large numbers of chemical species present
in broad ranges of concentrations.1−5 Spectral dynamic ranges
routinely achieved under reasonable experimental conditions
usually span about 3−4 orders of magnitude for the recent
generations of high-resolution mass spectrometers.5−8 How-
ever, current complex mixtures of interest, e.g., petroleomic,
proteomic, or metabolomic samples, may have component
concentration ranges spanning more than 4−5 orders of
magnitude.9−22 Therefore, to increase sample component
coverage and, ultimately, compound identiﬁcation, it is
necessary to extend the spectral dynamic range typically
attained in mass spectra.23 To that end, numerous associated
developments directed at signal processing and hardware
optimization were made, including baseline smoothing, diﬀer-
ential ion excitation radii, external ion accumulation,
etc.6,16,24−29 However, for any given experimental setup, it is
necessary to know how to distinguish analyte from noise
components in a measured mass spectrum. As peak intensity
decreases, there comes a point where a signiﬁcant number of
peaks originates from background noise. Hence, it becomes
increasingly diﬃcult to diﬀerentiate between noise and analyte
peaks, particularly if a given peak cannot be related via known
mass diﬀerences to proximate peaks of higher abundance.30
Identiﬁcation of chemical compounds using their mass
spectrum may be generally formalized as probabilistic
determination of their elemental compositions. That is, the
expected output for analysis of a mass spectrum is n pairs
⟨elemental composition (c), probability (p)⟩, where the latter
measures uncertainty for the reported assignment of the former
due to limitations in experiments and data analysis. In situations
when a compound is represented in a mass spectrum by a
number of peaks, rather than by a single peak, extra
complications arise because a relation between an elemental
composition and a set of isotopologues appearing in a mass
spectrum should additionally be taken into account. However,
it is crucial to realize that for a given type of experiments there
exists a certain level of probability, p*, below which
identiﬁcations are not considered suﬃciently reliable, and
hence those identiﬁcations, being of no analytical value, are not
required. Therefore, for the identiﬁcation problem, the full set
of its solutions ⟨c, p⟩i , i = 0, ..., n
−1 can be a priori ﬁltered via
applying the condition p ≥ p*: only the reduced set of solutions
⟨c, p⟩j , j = 0, ..., k ≤ n−1, which contains the analytically relevant
data, is of interest. This way, the large identiﬁcation problem,
which may also be complicated wrt the multiple isotopologues
issue, can be easily decomposed into three subsequent separate
tasksthresholding, mass deconvolution, and elemental
composition assignment. Importantly, while neglecting the
solutions of no analytical value, this decomposition is an
equivalent transformation, meaning that it preserves the
solutions of the identiﬁcation problem: the decomposition
neither reduces the number of analytically relevant solutions
(“false negatives” scenario) nor introduces spurious solutions
(“false positives” scenario).
Along with preserving the analytically relevant solutions, the
decomposition feature allows for feasible implementation of
each of the three steps separately, including a thresholding
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method. Furthermore, this approach is favorable as it takes
advantage of already existing deconvolution and peak assign-
ment methods designed for denoised mass spectra, e.g., Xtract
(Thermo Scientiﬁc, Bremen, Germany),31 SNAP (Bruker
Daltonics, Bremen, Germany),32 or MS-Deconv (University
of San Diego, San Diego, CA, U.S.A.)33 for proteomic mass
spectra and PetroOrg (Florida State University, Tallahassee,
FL, U.S.A.)34 or Composer (Sierra Analytics, Modesto, CA,
U.S.A.)5 for petroleomic mass spectra. Finally, it is highly
desirable to allow for eﬃcient storage of mass spectra as
computer ﬁles. Particularly, it is relevant in high-throughput
research areas such as imaging MS,35 petroleomics,36 and MS-
based proteomics,37 where large amounts of data are generated
so that keeping ﬁle size below some reasonable value is crucial.
As a solution to these problems, all peaks in a given mass
spectrum residing below the noise level may be removed,
resulting in a reduced-proﬁle mass spectrum.
On the other hand, a direct approach to the initial problem
of identiﬁcation with ﬁnding a full set of solutions including
excessive amounts of those without analytical relevance
represents a substantial challenge due to processing of very
large amounts of data and potentially dealing with ill-
conditioned mathematics, meaning that such an approach
may be technically unfeasible for a given experiment. That is
also why in most of experimental practices the probabilities of
identiﬁcation are not thoroughly derived for each reported
compound, but only estimated for the total set of data. Since
the detailed information on probabilities is not available, it is
also imperative that any remaining peaks post noise thresh-
olding should belong to the analyte signals, and not noise, in
order to make high-conﬁdence assignments and avoid false
positives, i.e., peak assignment without noise thresholding is
discouraged.
Here, we present a thresholding method that aims to
determine an optimal noise threshold level while avoiding the
potential limitations of the current strategies. Applications
including MS analysis of crude oil fractions as well as tandem
MS analysis of intact proteins are considered. Additionally, we
analyze the noise distribution theoretically in order to evaluate
the obtained results in terms of the conventional “N sigma”
approach, vide infra.
■ METHODS
Sample Preparation. African and South American crude
oil fractions were obtained from IFPEN (Lyon, France) via
collaboration. Fuel oil no. 2 and horse myoglobin were
obtained from Sigma-Aldrich (Buchs, Switzerland). Humira
IgG1 was obtained from Abbott Laboratories (North Chicago,
IL, U.S.A.). LC−MS grade dichloromethane, water, and
acetonitrile were obtained from Fluka (Buchs, Switzerland).
Formic acid was obtained from Merck (Zug, Switzerland). The
oil fractions were dissolved in dichloromethane, followed by 1:4
dilution in acetonitrile containing 1% (v/v) of formic acid.
Myoglobin and Humira IgG1 were dissolved in 49.9:50:0.1 (v/
v) mixture of water, acetonitrile, and formic acid to a ﬁnal
concentration of 5−10 μM.
Mass Spectrometry. MS analysis of petroleomic samples
was performed using (i) a hybrid linear ion trap FT-ICR MS
(LTQ FT Ultra, Thermo Scientiﬁc, Bremen, Germany)
equipped with a 10 T superconducting magnet38 and (ii) a
hybrid dual linear ion trap Orbitrap FTMS (Orbitrap Elite
FTMS, Thermo Scientiﬁc) equipped with a high-ﬁeld compact
orbitrap mass analyzer.2 Crude oil samples were ionized using a
standard microelectrospray ion source (HESI ion source,
Thermo Scientiﬁc) and a robotic chip-based nano-ESI ion
source (TriVersa Nanomate, Advion Biosciences, Ithaca, NY,
U.S.A.). Instrumental parameters and operation were con-
trolled by standard data acquisition systems and software
(Thermo Scientiﬁc). Total charge target value (AGC value)
was set between 105 and 5 × 105; for both ion sources a 1.6 kV
potential was applied to the emitter; ﬂow rates were ∼5 μL/
min and ∼200 nL/min, respectively. Orbitrap FTMS mass
spectra were recorded at a resolution of 480 000 at 400 m/z
with the eFT option on; 400−500 individual scans were
summed. Magnitude-mode FT-ICR MS mass spectrum was
recorded at a resolution of 750 000 at 400 m/z; 670 individual
scans were summed.
Top-down MS was performed on the Orbitrap Elite FTMS
following standard procedure.39 Electron-transfer dissociation
(ETD) was used for precursor ion fragmentation, with
ﬂuoranthene radical anions as electron donors. AGC value
was set to 106 for MS/MS mode; ﬂuoranthene AGC was set
between 106 and 2 × 106. Ion−ion interaction time was 3−5 ms
for 23+ charge state precursor of myoglobin and 20 ms for a set
of charge states around 50+ of Humira IgG1. The MS/MS
spectra were recorded at a resolution of 120 000 at 400 m/z
with the eFT option on, each scan being composed of 10
microscans; 20 and 130 scans were averaged for myoglobin and
Humira IgG, respectively.
Data Analysis. All mass spectra were stored either in full-
or reduced-proﬁle modes. Automatic removal of a signiﬁcant
part of noise peaks took place for the mass spectra acquired in
reduced-proﬁle mode (Orbitrap FTMS and FT-ICR MS).
Automatic removal of noise peaks with negative amplitudes was
observed for the absorption-mode-type (eFT) mass spectra
acquired in full-proﬁle mode (Orbitrap FTMS).
For further analysis, binary ﬁles with acquired mass spectra
were exported into ASCII ﬁles. These ﬁles were processed
using the data analysis framework pyFTMS,40 which was
developed in house and written in Python programming
language. Speciﬁcally, for each mass spectrum the quadratic
interpolation of local maxima was performed, an appropriate
noise threshold was determined using the method described in
the current article, and the noise was cut using the determined
threshold values. Analyses of the mass spectra were performed
using standard procedures, viz., identiﬁcation or character-
ization of the analytes under study.5,39
The reported results of the thresholding method were
obtained for its computationally eﬃcient implementation, i.e.,
analysis of bar-plot (peak-picked) mass spectra. Note that,
although the comparison of these results to the “N sigma”
approach includes a theoretical analysis of noise distributions
performed in terms of raw spectral amplitudes of the noise (see
the Appendix for details), a separate analysis, in which the
thresholding method was applied to raw (peak shape) mass
spectra, did not show a noticeable bias relative to the presented
results.
Throughout this paper, we use the term “intensity” to denote
both analyte and/or noise components in a mass spectrum,
being equally applicable to both peak-shape (raw data) or bar-
plot (peak-picked) mass spectra. Contrastingly, the term
“abundance” is used in reference to analyte components only.
■ RESULTS AND DISCUSSION
Limitations of Common Noise Thresholding Methods.
The “N sigma” rule, generally employed in FTMS-based
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petroleomics, represents the conventional way to cut the noise.
To illustrate the “N sigma” approach, let us consider a transient
signal, i.e., the raw data acquired in FTMS, which inevitably
contains noise. The major noise component is assumed to be
thermal noise from the ion detection electronic circuit and may
be modeled as the band-limited Gaussian noise, Figure 1.
Therefore, the noise in the mass spectrum has a Gaussian
distribution if the absorption-mode spectral representation is
used, Figure 1 top, or the Rayleigh distribution (the chi-
distribution with two degrees of freedom) in case of the
magnitude-mode spectral representation, Figure 1 bottom (see
the Appendix for further details). The standard deviation, σ, of
the noise distribution characterizes how broad the distribution
is. The noise threshold level, below which peaks are not
considered for assignment, is then determined as Nσ, where N
is a positive number. In practice, the standard deviation may be
estimated from the “baseline noise” in some analyte-free m/z
(frequency) range of the mass (Fourier) spectrum. Addition-
ally, for the thresholding procedure to be consistent, the choice
of N should also depend on whether the magnitude or
absorption mode is employed to represent the mass spectrum.
In petroleomics, for instance, the 3σ and 6σ rules are
commonly applied. However, use of 5σ and 8σ rules has also
been reported.41−48 For the traditional bottom-up proteo-
mics,49 some of the employed methods also consider the
estimation of signal-to-noise ratio (S/N),50 for instance by
approximating the noise level to the average intensity of the
lower half of the peaks present in a mass spectrum,51 or by
applying a dynamic noise level algorithm, which considers all
the peaks in a given MS/MS spectrum.52 Yet no consensus on
the noise threshold value has been reached. For the emerging
middle-down and top-down proteomics the scenario is similar:
MS/MS spectra are normally deconvoluted using standard
parameters of the data analysis software, e.g., Xtract31 or MS-
Deconv.53 Generally, top-down MS/MS spectra are analyzed
using the noise threshold value corresponding to S/N = 3.54,55
Given the variation in the proposed values on N, the
question is how to choose an appropriate threshold level.
Although practically useful, the “rule of thumb” basis for
choosing a certain value of N is not always justiﬁed. For
instance, if the actual noise level is overestimated by the Nσ
Figure 1. Numerically simulated distribution of spectral amplitudes for
noise-only Fourier spectra represented in magnitude (top) and
absorption (bottom) modes. Commonly encountered threshold levels
expressed in the number of standard deviations, σ, are shown.
Figure 2. Analysis of full-proﬁle mass spectra of South American crude oil fraction (top) and Humira IgG (bottom). Left panels: absorption-mode-
type mass spectra acquired on Orbitrap Elite FTMS. Right panels: distributions of logarithmic intensity. Red lines indicate the noise threshold values.
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value, then low-abundance analyte peaks will be lost at the
thresholding stage of the data analysis and will be discarded
prior to assignment of elemental compositions (“false
negatives” scenario). Importantly, in practice the value of σ
may be underivable if some implicit or explicit automatic
thresholding procedure is applied during acquisition or storage
of mass spectra. Speciﬁcally, if the mass spectrum is stored in
the reduced-proﬁle mode so that the noise level is automatically
removed following data acquisition, then the “N sigma”
approach is not applicable since the standard deviation cannot
be obtained from the mass spectrum. This is the typical
scenario for proteomics data. Additionally, if the absorption-
mode spectral representation is used to obtain a mass spectrum
with increased resolution and if negative amplitudes are
automatically removed, then the “N sigma” approach is not
directly applicable since the negative amplitudes are not
available for the calculation of σ. Publications indicate that
this should be taken into account when dealing with eFT mass
spectra acquired on Orbitrap FTMS or absorption-mode mass
spectra acquired on FT-ICR MS.25,56,57
Logarithmic Intensity Distribution Noise Threshold-
ing Method. Given that analytes in complex mixtures may
span broad ranges of concentrations (so that even the
abundance range of detectable ions is nearly saturated for a
given mass spectrometer),5,58,59 it is convenient to deal with
decimal logarithm of peak intensity.5 To determine the noise
threshold value, we plot the distribution of logarithmic intensity
and select the local minimum between the noise and analyte
distributions as the threshold level. This point represents the
actual relation of the noise and analyte peak distributions as the
false positives versus false negatives trade-oﬀ. That is, the
optimization is made to minimize the amount of noise peaks in
the mass spectrum while maximizing the range of abundances
of the remaining analytes. We ﬁnd this optimization condition
to be consistent with the above-named objectives of avoiding a
loss of analytically relevant data, rejecting most of the noise
peaks, and increasing the abundance range of identiﬁed
compounds.
Orbitrap FTMS Mass Spectra Stored in Full-Proﬁle
Mode: Petroleomics and Top-down Proteomics. Figure 2
shows noise level analysis of Orbitrap FTMS mass spectra
stored in full-proﬁle mode for representative petroleomic and
top-down proteomic samples. The top left panel shows a
broad-band mass spectrum of a South American crude oil
fraction; the bottom left panel shows a top-down MS/MS
spectrum of an intact monoclonal antibody, Humira IgG1. The
corresponding distributions of logarithmic intensity are shown
to the right of their respective mass spectra. In both cases, two
contributions to the total distribution may be identiﬁed. In the
lower intensity range, there is a distribution generated by the
noise. In the higher intensity range, with signiﬁcantly smaller
number of components, resides a distribution attributable to
the analyte peaks.
The logarithmic intensity distribution plots in Figure 2
highlight two signiﬁcant aspects aﬀecting noise threshold
values. First, although the noise and analyte distributions do
not have signiﬁcant overlap for the petroleomics data shown,
ca. 12 000 analyte signals are located in the analyte distribution5
and an estimated several hundred analyte signals remain hidden
in the noise distributions.5,9,10 For more complex petroleomic
mixtures, the number of analytes can reach 100 000.9
Therefore, a signiﬁcant number of analyte components would
intersperse with the noise distribution aﬀecting even more the
overall component distribution, resulting in a higher noise
threshold value. Second, the noise distributions of these plots
exhibit two distinct local maxima. The noise distribution in the
higher intensity range is considered to be due to the thermal
noise of the detection circuit, whereas the noise distribution in
the lower intensity range is presumably due to the quantization
eﬀects behind the digital representation of the experimental
data. Note that, although the mass spectra have been acquired
in full-proﬁle mode and with absorption-mode-type spectral
representation, they do not have negative amplitudes. There-
fore, if the removal of negative amplitudes is not taken into
account, the conventional “N sigma” method would not
provide the actual standard deviation, Figure 1 bottom panel,
when applied straightforwardly. Additionally, in cases where the
number of analytes is non-negligible in comparison to the
number of noise components, or where the thermal noise
values are comparable with the quantization noise values,
caution must be taken when applying any calculations based on
deriving the standard deviation for a single noise distribution, as
per the standard practice.
Table 1. Summary of Threshold Values Derived Using Various Methods for All Samples Presented Hereina,b
threshold values by diﬀerent methods
ﬁgure sample MS storage mode
spectral
representation
lg A, absolute units/
A, relative units
(current method)
A, relative units
(visually)
equivalent N
for A = Nσ
(“N sigma”
approach)
equivalent N
for A = Nσ
(from max of
distribution)
2 top South American
crude oil
fraction
Orbitrap
FTMS
full proﬁle absorption mode 1.31/0.123% 0.115% NDA 5.00
2 bottom Humira IgG Orbitrap
FTMS
full proﬁle absorption mode 1.63/0.55% * NDA 3.13
3 top African crude oil
fraction
Orbitrap
FTMS
reduced proﬁle absorption mode 2.32/0.012% NA NA NA
3 bottom myoglobin Orbitrap
FTMS
reduced proﬁle absorption mode 1.85/0.19% NA NA NA
S2 fuel oil no. 2 Orbitrap
FTMS
full proﬁle absorption mode 0.98/0.02% 0.018% NDA 5.25
S3 African crude oil
fraction
FT-ICR
MS#
reduced proﬁle magnitude mode ** 0.8% NA 5.01
aThe following notation is used: A = intensity; lg A = logarithmic intensity; NA = not applicable; NDA = not directly applicable; # = magnitude
mode FT; * = absence of analyte-free regions in mass spectrum; ** = absence of a local minimum in logarithmic intensity distribution plot. bAll
Orbitrap Elite FTMS mass spectra were acquired with absorption-mode-type spectral representation (eFT signal processing).
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Hence, we propose to threshold the mass spectral peaks at
the local minima between the noise and analyte peak
distributions. This way, the dynamic range of analytes is
optimized with respect to the noise versus analytes trade-oﬀ.
Although a number of noise peaks remain, this should not pose
a problem in peak assignment in either petroleomic or
proteomic samples. Indeed, the highly ordered nature of
petroleomic samples ensures that a single peak may be
chemically related to a series of other peaks following certain
abundance distributions.30,60 In case of top-down analysis of
large biomolecules, e.g., proteins, vast majority of fragment ions
have a number of isotopologues of varying abundance. As such,
fragment ion assignment is based on several peaks with speciﬁc
relative abundance and spacing between them. On the other
hand, since the number of noise peaks is signiﬁcantly higher
than the number of analyte peaks, the likelihood of relating
several noise peaks via standard mass diﬀerences signiﬁcantly
increases when most peaks in a given intensity range originate
from noise. Moreover, as stated previously, at the lower end of
the intensity scale, relative abundances of isotopic distributions
of analytes display larger deviations, with analyte peak shape,
abundance, and position aﬀected to a greater extent when noise
peak contributions are in comparable intensity range.61 As such,
although a certain percentage of remaining noise peaks is
tolerable, thresholding a mass spectrum at too low a value will
introduce a non-negligible number of false positives.
In both cases, the logarithmic intensity distribution reveals a
minimum between the noise and analyte distributions, Figure 2,
right panels. To test the obtained noise threshold value, one
may consider a part of the mass spectrum devoid of analyte
signals and locate the upper edge of the noise visuallythe
wider the m/z range considered, the better the estimate.
Although, as can be the case in MS/MS mass spectra of top-
down analysis of proteins, such regions may be lacking. In cases
where such estimation is possible, the noise thresholding values
from visual estimation are in good agreement with local minima
intensity values obtained from logarithmic intensity distribution
plots, Table 1.
Orbitrap and ICR FTMS Mass Spectra Stored in
Reduced-Proﬁle Mode. Figure 3 shows analyses of noise
levels of reduced-proﬁle mode mass spectra of petroleomic and
top-down proteomic samples. The former is based on a broad-
band mass spectrum of an African crude oil fraction and the
latter on a MS/MS spectrum of a protein, myoglobin. In both
cases, the majority of the noise distribution has been cut oﬀ
during automatic conversion into reduced-proﬁle mass spectra
for ﬁle storage, Figure 3 left panels. One thus cannot establish a
reasonable intensity cutoﬀ value using conventional methods
since the standard deviation of the noise intensities cannot be
found as the major part of the noise is not available. Likewise, a
simple visual approach is not applicable since the noise baseline
has been signiﬁcantly cut oﬀ in the analyte-free regions, Figure
S1 (Supporting Information). Nevertheless, there are noise
peaks remaining in the mass spectrum and the noise and
analytes distributions do overlap, Figure 3 right panels.
Therefore, a logarithmic intensity distribution plot may still
provide the threshold value in the cases presented above, as a
distinct local minimum between the noise and analyte
distributions is present.
Absence of Minima between Noise and Analyte
Distributions. If doubts remain to the degree with which
the noise distribution falls oﬀ with increasing signal intensity,
one solution is to acquire an experimental ﬁngerprint of the
noise distribution. If these mass spectra are given with the same
vertical scale (that depends on the voltage scales of the
corresponding transient signals, any normalizations made to the
mass spectra wrt the number of injected ions, etc.) one may
expect that the two mass spectra have the same noise
distributions. Otherwise, as the noise peak location is irrelevant,
the overall shape of the distribution is still the same, provided
Figure 3. Analysis of reduced-proﬁle mass spectra of African crude oil fraction (top) and myoglobin (bottom). Left panels: absorption-mode-type
mass spectra acquired on Orbitrap Elite FTMS. Right panels: distributions of logarithmic intensity. Red lines indicate the noise threshold values.
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that the spectral noise is primarily due to thermal noise. Thus,
comparing the noise distribution ﬁngerprint with the
logarithmic intensity distribution plot of the mass spectrum
of interest, one may deduce the threshold level.
To test whether the noise distribution is reproducible, a
diﬀerent petroleomic sample, Figure S2 (Supporting Informa-
tion), was analyzed on Orbitrap FTMS 4 months after the mass
spectrum depicted in Figure 2 top left panel was acquired: the
noise distributions are similar in both cases. Now, in the case
where the maximum of the analyte distribution lies within the
noise distribution resulting in no local minima, Figure S3
(Supporting Information), comparisons can be made to
appropriate reference noise distributions, vide supra. The
diﬀerence between the reference noise distribution and the
component distribution of the experimental mass spectrum in
question may then help to determine the degree of
contributions from the analyte and noise distributions, though
the analyte versus noise parity is less pronounced in this case.
Comparison of the Noise Thresholding Methods.
Apart from providing a convenient scale for distinguishing
analyte and noise distributions for a given mass spectrum, the
logarithmic intensity distribution plot has the additional beneﬁt
that the local maximum point of the noise distribution provides
the standard deviation, σ, Figure 4 (see the Appendix for
derivation details). Particularly, the two types of noise
distributions appearing in Figures 2 and 3, as well as Supporting
Information Figures S2 and S3, now may be assigned to two
separate noise distributions with diﬀerent standard deviations.
Importantly, the logarithmic intensity distribution method
provides the standard deviations also in the case when the mass
spectrum is acquired in the absorption mode with negative
amplitudes cut out, i.e., when the “N sigma” approach is not
directly applicable. For that, we recalculate the obtained
threshold values into corresponding values of N via the relation
between the standard deviation and the noise distribution
maximum, depicted in Figure 4 and detailed in the Appendix.
In doing so, the left-side noise distribution can be neglected
since its standard deviation is much smaller than that of the
right-side one.
Table 1 summarizes the threshold values obtained in this
work and evaluates the thresholding method from the point of
view of the “N sigma” approach and the visual approach. First,
for cases where a visual noise baseline could be established, the
thresholding values, given as percentages from the base peak,
are close to those obtained visually. However, for Humira IgG,
the analyte peak density was such that an analyte-free m/z
region could not be reliably found, and hence, no approximated
thresholding value could be established. Likewise, the visual
approach could not be applied to reduced proﬁle mass spectra,
as the noise baseline is eﬀectively cut oﬀ, Figure S1. Yet the
logarithmic intensity distribution method may be used to
obtain a thresholding value in all these cases.
Second, the “N sigma” approach cannot be applied to
reduced-proﬁle mass spectra at all, due to partial removal of the
noise distribution, and it also cannot be directly applied to
absorption-mode-type mass spectra if the noise distribution is
altered by removal of peaks with negative amplitudes. As such,
the “N sigma” approach cannot be directly applied to any of the
reduced-proﬁle mass spectra considered herein. Nevertheless,
the maximum of the logarithmic intensity distribution readily
provides the standard deviation in question, Figure 4.
The equivalent “N sigma” values obtained from the
logarithmic intensity distribution plot for the three full-proﬁle
and one reduced-proﬁle mass spectra range between 3.13σ and
5.25σvalues close to the ones typically employed using
standard noise thresholding procedures. Importantly, for the
cases when “N sigma” can be directly applied, using a single N
value for all data sets may not produce optimum results, as
interspersion between noise and analyte distributions will result
in varying degree to which the noise distribution and its
associated parameters deviate from an “ideal” noise distribution.
Hence, applying the logarithmic intensity distribution method
Figure 4. Relation between the distribution of spectral amplitudes and the distribution of logarithmic spectral amplitudes for noise-only Fourier
spectra represented in magnitude (top) and absorption (bottom) modes. Left panels: distributions of spectral amplitudes. Right panels: distributions
of logarithmic spectral amplitudes; the local maxima provide the standard deviation of interest, σ; see the Appendix for details.
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in lieu of the “N sigma” approach will produce a more
optimized thresholding value, by either including more analyte
signals or by reducing the number of noise peaks present, when
the “N sigma” approach overestimates or underestimates,
respectively.
Finally, although the optimization condition of the thresh-
olding method is balanced with respect to the noise versus
analytes distributions, a more stringent optimization condition
may be imposed when required. For instance, the optimization
may be alternatively made for the mass accuracy of the
remaining peaks, discarding a certain percentage of low-
abundance analytes. Indeed, the thresholding procedure
governs the appearance of low-intensity peaks in the resultant
mass spectra, and the maximum random error of m/z values
decreases as the peak intensity increases. Then, the total errors
of the m/z values for low-intensity peaks are mainly deﬁned by
random errors, provided that the systematic errors are reduced
below the random errors’ level via an appropriate mass
calibration.62 Therefore, as the threshold level increases, the
total errors of the m/z values for low-intensity peaks decrease.
■ CONCLUSIONS
We outline a data-dependent noise thresholding method for
improved MS-based analysis of complex mixtures. The method
is best applicable for cases where the number of analyte signals
in a mass spectrum is non-negligible with respect to the noise
distribution. The method is validated on FTMS mass spectra of
proteomic and petroleomic samples, showing robustness for
optimization of noise thresholding values irrespective of the
instrument-speciﬁc noise distribution. The results demonstrate
that applying a single “N sigma” value to all data sets, as is the
current convention, does not always result in consistent noise
thresholding. Finally, while other commonly employed thresh-
olding methods based on estimating S/N values cannot
establish a noise threshold level for a reduced-proﬁle mass
spectrum, the presented method is shown to be applicable to
reduced-proﬁle mass spectra of complex samples. This alleviates
the inherent disadvantage of using eﬃcient storage of mass
spectra via prestorage noise removal.
■ APPENDIX
Here, we establish a relationship between the standard
deviation of the distribution of spectral amplitudes and the
local maximum of the distribution of logarithmic spectral
amplitudes for a transient signal containing random noise with
a Gaussian distribution. The problem is solved separately for
the absorption-mode and magnitude-mode FT spectral
representations. For the sake of brevity, apodization and zero-
ﬁllings of the transient signal are not considered and the
derivations are given in terms of continuous-variable functions.
First, let us ﬁnd the distributions of the noise spectral
amplitudes. Let the experimental transient signal be represented
as
= +f t s t n t( ) ( ) ( ) (A1)
where s(t) is the signal induced by the ions moving in the mass
analyzer and n(t) is a single realization of the noise. From here
on, we may ignore the signal, viz., it is assumed that s(t) ≡ 0.
Due to the linearity property of the Fourier transform, this
assumption does not change the ﬁnal result in the case of
absorption-mode spectral representation; for the magnitude
mode the result will be an approximation with reasonable
accuracy. The Fourier transform of f(t) can be then given as
∫ ∫ω π ω π ω= =ω ω−∞
∞ −
−∞
∞ −F f t n t( )
1
2
( )e d
1
2
( )e dj t j t
(A2)
We introduce the random variables A = ReF(ω) and A = |
F(ω)|, Figure 1, for the cases of the absorption-mode and
magnitude-mode spectral representations, respectively. Let
p(A) denote the probability density function for the
corresponding variable A. In the case of absorption mode,
p(A) is the Gaussian distribution with zero mean value and
some standard deviation σ1:
σ
= −
⎛
⎝⎜
⎞
⎠⎟p A k
A
( ) exp
21
2
1
2
(A3)
In turn, the variable A = |F(ω)| is the square root of the sum of
squares of two variables having the same distribution, eq A3:
ω ω ω= | | = +A F F F( ) Re ( ) Im ( )2 2 (A4)
Therefore, for magnitude mode, the function p(A) is the χ-
distribution with two degrees of freedom:
σ σ
= −
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟p A k
A A
( ) exp
22 1
2
1
2
(A5)
with the following standard deviation expressed in terms of the
standard deviation of the distribution eq A3:
σ σ σ= − Γ ≅2 2 (3/2) 0.6552 1 2 1 (A6)
where Γ(x) is the gamma function.
Now, consider the following change of variables:
= >a A Alg , 0 (A7)
=a Alg (A8)
for absorption and magnitude modes, respectively. Let us ﬁnd
the corresponding probability density functions g(a) and their
local maxima. From the change of variables theorem63 and eqs
A3, A5, and A6 it follows that both functions g(a) can be
written as
= =g a p A A
a
p A
A
e
( ) ( )
d
d
( )
lg (A9)
where p(A) is given by eq A3 or eq A5, depending on the
spectral representation. The following condition deﬁnes the
points amax of local maxima of the functions g(a):
= =
*= *=
g
a
g
A
d
d
d
d lg
0
a a A algmax max (A10)
which can be reduced via equivalent transformations:
=
= +
*= *=
*=
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g
A e
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A
A
A
e
A
p
A
p
d
d lg
1
lg
d( )
d
d
d lg
1
lg
d
d
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max (A11)
to the following form:
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* * + * =A p A
A
p A
d ( )
d
( ) 0
(A12)
Using eqs A3 and A5, we obtain the derivative dp/dA for the
absorption and magnitude modes, respectively:
σ σ σ
= − − = −
⎛
⎝⎜
⎞
⎠⎟
p
A
A
k
A A
p
d
d
exp
2
1
2 1
2
2 2 1
(A13)
σ
= − +⎜ ⎟⎛⎝
⎞
⎠
p
A
A
A
p
d
d
12
2 2 (A14)
From the change of variables eqs A7 and A8, and obtained
derivatives eqs A13 and A14, we ﬁnd the following solutions for
eq A12 in case of absorption and magnitude modes,
respectively:
σ = * =A 10a1 max (A15)
σ = * =A1
2
1
2
10a1 max (A16)
Finally, rewriting eq A16 in terms of the standard deviation eq
A6 of the magnitude-mode noise distribution gives
σ ≅ * = ×A0.463 0.463 10a2 max (A17)
Thus, we have found the expressions of interest: eq A15 and
eq A17. For convenience, they can be alternatively represented
as follows (see Figure 4):
σ=a lgmax 1 (A18)
σ≅ +a lg 0.334max 2 (A19)
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Supplementary Information. 
 
Distinguishing analyte from noise components in mass spectra of complex 
samples: where to cut the noise? 
 
Konstantin O. Zhurov, Anton N. Kozhinov, Luca Fornelli, and Yury O. Tsybin 
 
Figure S1. Expanded view of a reduced-profile mass spectrum of an African crude oil fraction 
acquired on Orbitrap Elite FTMS with absorption mode-type FT signal processing. Note the 
absence of noise peaks in the analyte-free regions, which usually may be used to establish a 
visual noise baseline estimate.  
                     
Figure S2. Analysis of a full-profile mass spectrum of fuel oil No.2. Left: full profile mass 
spectrum acquired on an Orbitrap Elite FTMS with absorption–mode-type FT signal processing. 
Right: logarithmic intensity distribution plot. Red line indicates the noise threshold value. 
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Figure S3. Analysis of a reduced-profile mass spectrum of African crude oil fraction. Left: 
reduced-profile mass spectrum acquired on a 10 T FT-ICR MS with magnitude-mode FT. Right: 
logarithmic intensity distribution plot. Blue line indicates the noise threshold value estimated 
visually. Presence of a maximum in the noise distribution allows the derivation of a noise 
thresholding value for “N sigma” method, Table 1. 
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Iterative Method for Mass Spectra Recalibration via Empirical
Estimation of the Mass Calibration Function for Fourier Transform
Mass Spectrometry-Based Petroleomics
Anton N. Kozhinov, Konstantin O. Zhurov, and Yury O. Tsybin*
Biomolecular Mass Spectrometry Laboratory, Ecole Polytechnique Fed́eŕale de Lausanne, 1015 Lausanne, Switzerland
ABSTRACT: We describe a mass spectra recalibration method,
which enables analysis of petroleum samples with Orbitrap FTMS.
In this method, the mass calibration function is estimated on
the basis of mass-to-charge ratios and abundances of internal
calibrants without a need for theoretical description of residual
mass errors. Importantly, to maximize the estimation accuracy
of the mass calibration function, an iterative approach is
implemented to obtain suﬃciently high number of internal
calibrants covering the entire ranges of mass-to-charge ratios
and abundances of interest. For petroleomic samples, the
method routinely provides root-mean-square (RMS) mass
accuracies at sub-ppm level and hence allows for reliable
assignment of elemental compositions. Moreover, since the
achieved mass accuracies are normally limited only by random
errors of low-abundance analytes, the method maximizes the range of abundances of assignable species for a given signal-to-noise
ratio of experimental data. Additionally, despite being initially developed for Orbitrap FTMS, the method is likewise applicable
for ion cyclotron resonance FTMS.
High-resolution mass analysis of complex petroleomicsamples is mainly performed using high-ﬁeld Fourier
transform ion cyclotron resonance mass spectrometry (FT-ICR
MS).1,2 Additionally, high-ﬁeld Orbitrap FTMS has recently been
shown to be suitable for analysis of petroleomic samples of
relatively high complexity, e.g., up to and including maltene
fractions.3 However, in FTMS-based petroleomics, even if the
analytes of interest are well-resolved in a mass spectrum, it does
not necessarily mean that the mass measurement accuracy
achieved is suﬃcient for correct identiﬁcation of their elemental
compositions. Speciﬁcally, the mass accuracy at the level of
hundreds of ppb is the current requirement for high-resolution
mass analysis in petroleomics.4,5 Nevertheless, suchmass accuracy
may still be achieved if systematic errors in mass measurements
are reduced signiﬁcantly below the random errors level, provided
that the latter is within the required mass accuracy level.
To identify the source of errors, recall that the FTMS mass
measurement principle may be generally written via the mapping
F from the mass-to-charge ratiosm/z and other relevant physical
quantities pi, 1 ≤ i ≤ m (such as ion abundances, ion trajectories,
etc.), to the corresponding ion motion frequencies f for a given
mass analyzer:
=f F m z p p( / , , ..., )m1 (1)
Then, to obtain the mass-to-charge ratios, eq 1 may be solved for
m/z:
=m z M f p p/ ( , , ..., )m0 1 (2)
where M0 is the mass calibration function. Below are the
theoretical forms of the mass calibration function for the model
case of a single ion moving in: (i) a uniformmagnetic ﬁeld and an
electric ﬁeld with quadratic potential of a Penning trap,6,7 eq 3;
(ii) an electric ﬁeld with quadro-logarithmic potential of an
Orbitrap,8 eq 3′:
= +M f C
f
C
f
( )theor
1 2
2
(3)
=M f C
f
( )theor
2
2
(3′)
where C1 and C2 are constants deﬁned by magnetic and electric
ﬁelds, respectively, for a given mass analyzer. However, due to
various unaccounted eﬀects, the ﬁelds may be perturbed such
that the theoretical mass calibration functions, eqs 3 and 3′,
do not provide suﬃcient mass accuracy even for routine applica-
tions. Speciﬁcally, one of the most signiﬁcant perturbations of the
electric ﬁeld results from ion−ion interactions. For a ﬁrst-order
approximation, these were taken into account initially in FT-ICR
MS and later in Orbitrap FTMS by introducing the total charge
of ions in the mass analyzer, Q, into the electric-ﬁeld parameter
C2: C2 = C2(Q).
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It should be noted, however, that conventional approaches for
mass calibration in FTMS introduce additional features. Speciﬁcally,
in FT-ICRMS, themagnetic-ﬁeld constantC1 is implied to be loose,
contrary to eq 3, and hence should be considered as: C1 = C1(Q).
Additionally, in Orbitrap FTMS, an extra term with a total charge-
dependent parameter C3 = C3(Q) is added to eq 3′.11 Thus, the
mass calibration functions conventionally utilized in FT-ICR MS
and Orbitrap FTMS, respectively, may be written via the following,
or similar, semi-theoretical forms:
= +M f C Q
f
C Q
f
( )
( ) ( )
S/theor
1 2
2
(4)
= +M f C Q
f
C Q
f
( )
( ) ( )
S/theor
2
2
3
3
(4′)
We note that, in the case of recent non-LTQ-basedOrbitrap FTMS
platforms, e.g., Exactive series Orbitrap FTMS, a spline-based
calibration is implemented, meaning that the parameters depend
also on mass-to-charge ratios.
The default way to obtain an estimate of the mass calibration
function M0 is to evaluate the semi-theoretical mass calibration
functions, eqs 4 and 4′, on the basis of calibrants analyzed in
separate measurements (“external” calibration). In this case, the
systematic errors in the observed mass-to-charge ratios, (m/z)obs,
are governed by the accuracy of the obtained estimate Mdef( f)
relative to the actual mass calibration function M0, eq 2:
=m z M f( / ) ( )obs def (5)
With implementation of the automatic gain control (AGC)
system to control the ion population in the mass analyzer,12,13
this calibration approach, eq 5, allows one to achieve mass
accuracies on the order of 1 ppm in routine applications.14,15
Nevertheless, such performance is insuﬃcient for analysis of
complex petroleum samples.
Thus, to reduce the systematic errors in mass measurements, an
estimate of themass calibration functionwith improved accuracy is
required. For that, the semi-theoretical mass calibration functions,
eqs 4 and 4′, may be evaluated on the basis of calibrants present
within a given mass spectrum (“internal” calibration). However, to
obtain more accurate estimates of the mass calibration function,
further theoretical developments for the residual eﬀects are
required. For instance, among alternative mass calibration
functions for FT-ICR MS,16 the calibration functions incorporat-
ing ion abundances aim to provide a second-order correction for
ion−ion interactions.17−20 These studies resulted in a number of
calibration approaches implemented and evaluated for FT-ICR MS-
based applications.21−24 In Orbitrap FTMS, importance of the resid-
ual eﬀects has alsobeen realized;25however, further studies are required.
Alternatively, unlike the mass calibration functions with
theoretical bases, purely empirical estimation of the mass
calibration function may also be performed, e.g. in regression-
type approaches,26−28 as well as methods where the mass
calibration function is not obtained explicitly,29−32 including the
lock-mass approach.33−36 Finally, once a suﬃciently accurate
estimate Mest( f, p1, ..., pm) of the mass calibration function is
available, the observed mass-to-charge ratios (m/z)obs can be
recalculated to obtain mass-to-charge ratios of improved accuracy
(m/z)corr by means of solving eq 5 for the ion frequency:
f = Mdef
−1((m/z)obs), where Mdef
−1 denotes the inverse function
of Mdef:
=m z M f p p( / ) ( , , ..., )mcorr est 1 (6)
In the context of mass analysis of petroleomic samples,
recalibration is performed on the basis of internal calibrants
obtained from up to several prominent homologous series in the
mass spectrum.37,38 Particularly, in FT-ICR MS-based petroleo-
mics, several recalibration methods are available: (i) simple
recalibration, such as the lock-mass approach, which implies
empirical estimation of the mass calibration function M0, (ii)
conventional recalibration, wherein the mass calibration function
M0 is evaluated in the semi-theoretical form, eq 4,
37 and (iii)
advanced recalibration using the “walking” calibration equation,5
where the mass calibration function, eq 2, is evaluated in the form
of a piecewise-deﬁned function that matches a semi-theoretical
form incorporating a term with ion abundance19 for each m/z
segment. However, for analysis of complex petroleomic samples
by Orbitrap FTMS, high performance recalibration methods that
routinely deliver suitable mass accuracies have not been
published to date.
Thus, in the current work, we present a recalibration method
developed for Orbitrap FTMS-based petroleomics. Since a
comprehensive theory for residual errors of the default mass
calibration, eq 5, is not available for Orbitrap FTMS, the method
implements empirical estimation of the mass calibration function
M0. Importantly, to maximize the accuracy of an estimate of
the mass calibration function, an iterative approach with a
number of assignment-recalibration steps is implemented to
obtain a suﬃciently high number of internal calibrants covering
the entire ranges of mass-to-charge ratios and abundances of
interest. Finally, the described recalibration method is applicable
for FT-ICR MS-based petroleomics since the method only takes
advantage of the smooth property of the mapping F, eq 1,
without the need for theoretical assumptions about the form of
this mapping.
■ EXPERIMENTAL SECTION
Sample Description and Preparation. Of the several
petroleomic samples that have been analyzed using the
recalibration method described here,3 the resin fraction from
a Nigerian crude oil was chosen for the purpose of the current
article. The crude oil fraction was obtained via collaboration from
Institut Franca̧is du Pet́role Energies Nouvelles (IFPEN, Lyon,
France). LC-MS grade dichloromethane and acetonitrile were
obtained from Fluka (Buchs, Switzerland). Formic acid was
obtained from Merck (Zug, Switzerland). The crude oil fraction
was dissolved in dichloromethane followed by 4-fold dilution in
acetonitrile and addition of 1% (v/v) formic acid.
Instrumentation.MS experiments were performed on a dual
linear ion trap Orbitrap Fourier transform mass spectrometer
(Orbitrap Elite FTMS, Thermo Scientiﬁc, Bremen, Germany)
with a high-ﬁeld compact Orbitrap mass analyzer and the eFT
signal processing algorithm. Ions were generated by a nano-
electrospray ionization (nESI) ion source (TriVersa Nanomate,
Advion Biosciences, Ithaca, NY, USA) operated in chip-based
infusion mode, with the ion source’s emitter voltage of +1.5 kV
and at a ﬂow rate of ca. 200 nL/min. Standard instrument control
and data acquisition system was utilized (Thermo Scientiﬁc).
Temperature of the heated metal capillary was kept at 200 °C.
The MS data was acquired in broadband mode, 100 < m/z <
2000. The automatic gain control (AGC) function was activated
with a target value of 106 charges to be accumulated in the linear
ion trap before the ions were transmitted to the C-trap and then
injected into the Orbitrap. The mass spectra were acquired with
resolving power of ca. 480 000 at 400 m/z, with the eFT option
enabled, which corresponds to a transient signal’s acquisition
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time of 1.536 s. For a mass spectrum obtained in each MS scan,
the frequency-to-m/z conversion was automatically processed
using the default mass calibration function, eq 5, obtained via
external mass calibration, which was performed following
standard procedures for instrument tuning and calibration. To
yield the ﬁnal mass spectrum, 400 single MS scans were acquired
and averaged.
Preprocessing of Mass Spectra. From the acquired raw
ﬁles, the mass spectra were exported into text-format ﬁles
available for further processing. The PyFTMS library, which was
developed in house and written in Python and C/C++
programming languages, was used to: (i) locate peak apexes via
parabolic interpolation of local maxima, (ii) cut the noise level at
a preselected appropriate threshold value,3 and (iii) recalibrate
the mass spectra using the method presented in the current
article.
Assignment of Elemental Compositions. For the initial
mass spectrum, which was obtained using the default mass
calibration, eq 5, two prominent homologous series spanning the
whole m/z range of interest and belonging to the nitrogen
heteroatom class were assigned manually. In the manual assign-
ment, ChemCalc web-resource (Ecole Polytechnique Fed́eŕale
de Lausanne, Lausanne, Switzerland) was used to generate
elemental compositions for a given monoisotopic mass and mass
tolerance window.3,39 Additionally, to validate the assignments,
the crude oil fraction was spiked with calibrants (caﬀeine and
Ultramark 1621) in separate experiments.
In all consequent analyses, mass spectral assignments were
performed using Composer (Sierra Analytics, Modesto, CA,
USA) in “hydrocarbon rules” and “compute all compositions”
modes as detailed elsewhere,3 with manual veriﬁcation of
selected parts of the mass spectrum. Kendrick plots as well as
spectral slices plots were used to control the identiﬁcation
consistency.40,41
The recalibration was performed in three iterations. After the
ﬁnal iteration, a full-scale assignment of elemental compositions
for the obtained mass spectrum was performed to characterize
the heteroatom classes composition of the sample under
consideration.
■ RESULTS AND DISCUSSION
Mass Calibration.When the default mass calibration, eq 5, is
utilized, its residual error leads to systematic errors in observed
mass-to-charge ratios, (m/z)obs. We introduce the mass error
function ε, which is the error of the default mass calibration,Mdef,
relative to the actual mass calibration function, M0, eq 2:
ε = −f p p M f M f p p
M f p p
( , , ..., ) [ ( ) ( , , ..., )]
/ ( , , ..., )
m m
m
1 def 0 1
0 1 (7)
At this point, we limit the scope of analysis and consider the
contribution of all other parameters in eq 1 to be negligible with
respect to that of abundanceA of a given analyte with frequency f.
Therefore, the mass error function, eq 7, is a function of ion
frequencies and abundances only: ε = ε ( f, A). Additionally, from
eqs 1 and 5, it follows that f = F(m/z, A) and f =Mdef
−1((m/z)obs).
Therefore, when required in further analysis, the mass error
function may be alternatively expressed in terms of either true
or observed mass-to-charge ratios: ε = ε(m/z, A) and ε =
ε((m/z)obs, A), respectively.
Note that, within the estimation of the mass error function, an
estimateMest of the mass calibration functionM0 is automatically
provided, as follows from eq 7. Thus, once the mass error
function is determined, the recalibration procedure, eq 6, may be
applied to the mass spectrum in order to obtain mass-to-charge
ratios of improved accuracy:
ε= +m z m z m z A( / ) ( / ) /[ (( / ) , ) 1]corr obs obs (8)
Internal Calibrants. Here, we consider only monoisotopic
species as internal calibrants in a mass spectrum sincem/z values
and abundances measured for non-monoisotopic species may be
additionally shifted due to ﬁne structure interference. From eq 7,
it follows that, for estimation of the mass error function, a set of
n + 1 experimental points {(m/z)j, Aj, εj}, j = 0, ..., n, can be
provided by n + 1 internal calibrants:
ε ε= = −m z A m z m z m z(( / ) , ) [( / ) ( / ) ]/( / )j j j j j jobs, (9)
The accuracy of such an estimate depends on the number of
calibrants, n + 1, but is ultimately limited by their random errors.
Therefore, we aim to maximize the accuracy by increasing the
number of calibrants in eq 9 until a certain value, when the
accuracy reaches its limit due to insuﬃcient signal-to-noise ratio
(SNR) of the remaining candidates for calibrants.
We note that, if the number of employed calibrants is
insuﬃcient tomaximize the accuracy ofMest, then the potential of
experimental data is not entirely released. Therefore, to estimate
the mass calibration function with maximized accuracy, we
implement an iterative approach of assignment followed by
recalibration. In each iterative step, (i) assignment of elemental
compositions is performed anewwithin the limits of availablemass
accuracy for themass spectrum obtained in a previous iteration (in
the case of the ﬁrst iteration, the assignment is performed for the
initial mass spectrum), (ii) then, an estimate of the mass calibra-
tion function is obtained via estimation of the mass error function
using all of the assigned monoisotopic peaks as internal calibrants,
(iii) and ﬁnally, the initial mass spectrum is recalibrated using the
obtained estimate of the mass calibration function. In doing so, in
each iterative step, the mass calibration function’s estimate is
obtained with increased accuracy, which in turn provides an
increased number of calibrants, as peak assignment is limited by
mass accuracy constraints on each iteration. Finally, the accuracy
of the estimate reaches its limit since random errors become
prevailing in the mass errors of the remaining monoisotopic peaks.
Thus, after the ﬁnal iteration, the accuracy of the estimate of the
mass calibration function is maximized. The recalibrated mass
spectrum is then available for a full-scale MS analysis consisting of
assignment of elemental compositions.
Binomial Average. Since the mapping F is smooth, eq 1, the
mass error function ε is a smooth function. Taking this into
account, we estimate the function ε on the basis of available
points εj, eq 9. First, we consider the eﬀect of all parameters pi in
eq 1 to be negligible. Thus, suppose for an unknown smooth
mass error function ε(m/z), a set of n + 1 points {(m/z)j, εj
(exp)},
εj
(exp) = ε((m/z)j) + Δj, j = 0, ..., n, is given, where Δj represents
the random errors in measurements of the sample points
εj =ε((m/z)j) of the mass error function; it is then required to
ﬁnd an estimate εest(m/z) of ε(m/z) such that the error of the
estimate is minimized:
ε ε| − | →m z m z( / ) ( / ) 0est (10)
However, Δj is not constant and may vary with the calibrants.
Thus, the solution for eq 10 is complicated by an unknown
variation of Δj. An approximate solution for this problem may
be obtained using various approaches including averages,
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polynomials, splines, etc. However, the downside of the
approximation is that the condition in eq 10 might be highly
compromised such that the obtained estimate εest(m/z) is not of
acceptable accuracy. Therefore, we aim to ﬁnd an approximate
solution for eq 10 of suﬃcient accuracy.
Perhaps the simplest approximate solution for eq 10 is the
central moving average (CMA) of order k, where k + 1 is the
number of data points to be averaged in a moving window. For
lower k, the CMA is prone to overﬁtting, i.e., a situation when
the noise Δj is ﬁtted instead of the underlying relationship.
Contrastingly, for higher k, the CMA is not able to adequately
represent the approximated relationship due to being non-local,
meaning that for any given point the CMA strongly depends on
distant points as well as the point of interest (data not shown).
Following this consideration, one may show that the solution for
eq 10 can be written as a weighted average, with appropriately
selected weights wj as a function of random errors Δj or,
equivalently, the m/z values:
∑ε ε=
=
m z w m z( / ) ( / )
j
n
j j
0
(exp)
(11)
Qualitatively, eq 11 shows that the function of interest ε is
determined by means of passing the set of its samples εj
(exp)
through a noise ﬁlter suppressing the random errors Δj.
Next, we approximate eq 11 as illustrated in Scheme 1. Let
vectors rj⃗ denote the points {(m/z)j, εj
(exp)}, j = 0, ..., n. To each
pair rl⃗ and rl⃗ + 1, l = 0, ..., n − 1, we assign the average rl⃗(1) = (rl⃗ +
rl⃗ +1)/2; further, to each pair rl⃗
(1) and rl⃗ +1
(1) , l = 0, ..., n− 2, we assign
the average rl⃗
(2) = (rl⃗
(1) + rl⃗ + 1
(1) )/2; at a step k, to each pair rl⃗
(k − 1)
and rl⃗ + 1
(k − 1), l = 0, ..., n − k, we assign the average rl⃗(k) = (rl⃗(k − 1) +
rl⃗ + 1
(k − 1))/2 and so forth. At the ﬁnal step n, to the pair rl⃗
(n − 1) and
rl⃗ + 1
(n − 1), l = 0, we assign the average rl⃗
(n) = (rl⃗
(n − 1) + rl⃗ + 1
(n − 1))/2.
Constructed this way, the function Bk: {r0⃗, r1⃗, ..., rn⃗}→ {r0⃗
(k), r1⃗
(k),
..., rn⃗ − k
(k) }, 0 ≤ k ≤ n, is the binomial central moving average, i.e.,
the weighted central moving average with the weights being the
normalized binomial coeﬃcients:
∑⃗ = ⃗ ≤ ≤ −
=
+r C r l n k
1
2
, 0l
k
k
j
k
k
j
l j
( )
0 (12)
where Ck
j is a binomial coeﬃcient indexed by k and j, 0 ≤ j ≤ k.
Finally, we implement the binomial central moving average of
variable order k such that for each (m/z)j the maximum available
value of k is employed, as shown in red in Scheme 1. This way, for
each (m/z)j, the estimation is performed using the maximized
number of points rj⃗. The values of ε corresponding to inter-
mediate points m/z are obtained via linear approximation.
Henceforth, the obtained function is referred to as the binomial
average, for the sake of brevity. We ﬁnd the weights in the form
of binomial coeﬃcients with maximized order to be a suitable
approximation of eq 11 for the purpose of this work since the
binomial average is locally ﬂexible enough to adequately represent
the approximated mass error function without overﬁtting taking
place.
Piecewise Approximation and Assignment-Recalibra-
tion Iterations. Recall that we parametrize the mass error
function ε such that only the mass-to-charge ratio m/z and
abundanceA of a given analyte, eq 1, are considered: ε = ε(m/z, A).
Since it is common for chemical species from the same homologous
series of petroleomic samples to show gradual dependence of their
abundances with variation of their m/z value, a convenient
piecewise approximation of the function ε is available.5 Thus, we
approximate the function ε(m/z, A) with a piecewise function
εj(m/z, A), j = 0, ..., n, deﬁned throughout n intervals, and break the
estimation problem into two independent estimation problems for
the two parameters, m/z and A, as follows:
ε ε ε= +m z A m z A( / , ) ( / ) ( )j j (13)
where ε(m/z) and εj(A) represent the m/z parametrization and
abundance parametrization, respectively, with the latter being
piecewise-deﬁned for each jthm/z segment. Speciﬁcally, for them/z
parametrization, we consider calibrants diﬀering by one CH2 unit,
∼14m/z, from a prominent homologous series; for the abundance
parametrization, calibrants of diﬀerent double bond equivalent
(DBE) types and up to several heteroatom classes are selected in
each ±7 m/z window relative to the calibrants employed for the
m/z parametrization. The function ε(m/z) is estimated using
the binomial average as described above; the function εj(A) is
estimated analogously for each segment j.
The ﬁrst assignment-recalibration iteration is performed as
follows. Only m/z parametrization is considered since the high
number of calibrants needed for the abundance parametrization
cannot be eﬃciently obtained using manual assignment only.
Speciﬁcally, Figure 1 shows the ﬁrst assignment step, the aim of
which is to obtain calibrants for the following m/z-based
recalibration such that they are of suﬃciently high abundance
and span as broad m/z range as possible. The total number of
48 calibrants from two homologous series, [C15 + nH14 + 2nN1]
+
and [C19 + nH24 + 2nN1]
+, was assigned manually and shown
in Figure 1, top panel. The calibrants span the m/z range of
208.1 < m/z < 854.8.
To validate the assignments, we introduce the concept of
spectral slices, where for a given (m/z)true value and a half-width
Δ of m/z window of interest mass errors of candidate calibrants
with respect to (m/z)true are plotted for a slice of the mass
spectrum for [(m/z)true − Δ ≤ m/z ≤ (m/z)true + Δ]. The
located calibrants demonstrate gradual dependence of their mass
errors on them/z values and abundances, Figure 1 bottom panel.
Thus, the data is in agreement with the smoothness property of
the mass error function and hence supports the identiﬁcation
consistency. Note that picking analytes on the basis of
the lowest mass errors would lead to mis-identiﬁcation as may
be seen for the two m/z values below 300 m/z. Therefore, the
spectral slices plot aids in correct assignment of analytes.
Scheme 1. Binomial Average for Estimation of the Mass Error
Functiona
aThe upper row shows all n + 1 data points. Each Bk row, where 0 ≤ k
≤ n, represents the binomial central moving average of order k, i.e., the
weighted central moving average of order k with the weights being the
normalized binomial coeﬃcients. The binomial average function
applied in this work is shown in red and constructed as the binomial
central moving average of variable order k such that for each
approximated point the maximum available k is employed.
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The assignment is followed by the estimation of the mass
error function using the binomial average, Figure 2. Speciﬁcally,
Figure 2, top panel, shows a set of binomial central moving
averages of order k, 0 ≤ k ≤ 47, whereas the ﬁnal binomial
average is shown in Figure 2, bottom panel. When the initial mass
spectrum is recalibrated using the estimated mass calibration
Figure 1. Calibrants assigned in the ﬁrst assignment-recalibration iteration. The calibrants are shown in the mass spectrum (top panel) and the spectral
slices plot (bottom panel). Two prominent homologous series were identiﬁed manually. There are 48 calibrants of 2 DBE types belonging to the
nitrogen heteroatom class. The spectral slices are plotted for windows of 30 ppm. Vertical dotted lines indicate the mass-to-charge ratios for the analytes
of interest. Outlier dots indicate neighboring peaks in spectral slices.
Figure 2. Estimation of the mass error function in the ﬁrst assignment-recalibration iteration. The top panel demonstrates a set of binomial central
moving averages of order k, 0 ≤ k ≤ 47, obtained on the basis of the calibrants available. The inset shows the behavior of the binomial average Bk as k
increases. The bottom panel shows the binomial average constructed from the set of the binomial central moving averages.
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function, the obtained mass spectrum is available for further
analysis.
To further improve the accuracy of the estimate of the mass
calibration function, the next assignment-recalibration iteration
Figure 3. Calibrants assigned in the second assignment-recalibration iteration. The calibrants are shown in the Kendrick plot (top panel) and the
spectral slices plot (bottom panel). There are 843 calibrants of 24 DBE types belonging to the nitrogen heteroatom class. The spectral slices are plotted
for windows of 6 ppm. Vertical dotted lines indicate the mass-to-charge ratios for the analytes of interest.
Figure 4. Estimation of themass error function in the second assignment-recalibration iteration. The toppanel demonstrates the test of locallymost abundant
calibrants for the m/z-based recalibration and shows the segmentation for the piecewise estimation of the mass error function. Dashed lines indicate the
segments for estimation of εj(A). The bottom panel exempliﬁes the estimation of the mass error function for the m/z window of 287.2 < m/z < 301.2.
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is performed. In this iteration, a suﬃcient number of calibrants is
available for estimation of the mass error function in terms of
bothm/z values and abundances. Speciﬁcally, Figure 3 shows the
assignment performed for the mass spectrum obtained in the
previous iteration. The total number of 843 calibrants of 24 DBE
types, 4 ≤ DBE ≤ 27 (values given for neutral species), from the
N heteroatom class was assigned and is shown in a Kendrick plot
in Figure 3, top panel. Gradual variation of the abundances
in the Kendrick plot supports the identiﬁcation consistency.
The calibrants span the m/z range of 200.1 < m/z < 900.8 and
abundance range of 230 < A < 5.2 × 105. The spectral slices plot
for the found calibrants, Figure 3, bottom panel, indicates the
smoothness property of the mass error function with respect to
m/z and abundance values. Note that a dependence of the mass
errors on abundances is also demonstrated.
On the basis of the calibrants obtained, the mass error function
is estimated anew, Figure 4. Here, both m/z and abundance
parametrization are implemented. The m/z-based parametriza-
tion is largely similar to that of the ﬁrst iteration with the
following diﬀerence: although the calibrants employed in the ﬁrst
iteration were of high abundance, their abundances might not be
the local maxima. Therefore, since a high number of calibrants is
now available, the calibrants to be chosen for the m/z-based
recalibration here are selected on the basis of being locally most
abundant peaks in order to ensure that them/z-based calibration
is not occasionally performed on the basis of low abundant
monoisotopic peaks if a high-abundance peak is available instead.
For that, we scan the m/z and abundances of the calibrants
obtained in the manual assignment of the ﬁrst iteration against
those of the calibrants obtained in the current iteration. If a tested
calibrant from the former set is a local abundance maximum in
the latter set, such calibrant is selected as shown in Figure 4, top
panel. Otherwise, a local maximum around the tested calibrant is
determined in the latter set, and the found calibrant is selected.
Additionally, Figure 4 top panel, shows m/z windows of
abundance parametrization for piecewise approximation of the
mass error function. An example of the abundance-based
estimation of the mass error function for the m/z window of
287.2 < m/z < 301.2 is illustrated in Figure 4, bottom panel.
Additionally, this example demonstrates a limitation of the
binomial average: since the curve has no inﬂection points, the
binomial average shows reduced performance around the center
region.
The initial mass spectrum is now recalibrated using the
estimated mass calibration function, and the obtained mass
spectrum is available for the next iterations. The consequent
assignment-recalibration iterations are repeated precisely as in
the second iteration, Figures 3 and 4, until there is no notable
dependence of the mass error function on the m/z values and
abundances; i.e., the mass error spread in spectral slices, Figure 3
bottom, is largely due to random errors. In this particular analysis,
three assignment-recalibration iterations were performed.
Recalibration Performance. With the ﬁnal estimate of the
mass calibration function obtained, the recalibrated mass
spectrum is available for assignment of elemental compositions.
As a result, 2804 elemental compositions were identiﬁed;3 the
assigned analytes belong to 10 heteroatom classes (N, NO, N2,
NO2, OS, NS, N2O, O, O2, HC). Their monoisotopic peaks
Figure 5. Validation of the ﬁnal estimate of the mass calibration function. Mass accuracy vs m/z and abundance plots are shown for: the initial mass
spectrum (top panel), the mass spectrum obtained after an intermediatem/z-based recalibration (middle panel), and the ﬁnal mass spectrum which was
obtained after a subsequent abundance-based recalibration (bottom panel). The monoisotopic peaks of all elemental compositions assigned in this work
were tracked throughout the three recalibration stages.
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span a range of ion abundances of 2520:1 and the m/z range of
200.1 < m/z < 911.8. For reference, we note that the total
number of peaks within this m/z range in the mass spectrum
is 5424.
Importantly, once the elemental compositions are assigned,
we are able to track the location of each individual peak back to
all stages and iterations of the recalibration. Thus, to assess the
method performance, we trace how the mass accuracy for all
identiﬁed monoisotopic peaks is changed as a function of true
m/z and experimental ion abundances at three key stages of
the recalibration: the initial mass spectrum (with default mass
calibration); the mass spectrum after m/z-based recalibration;
and the mass spectrum after abundance-based recalibration, as
illustrated in Figure 5.
Figure 5, top panel, shows mass accuracies for the initial
mass spectrum. In this particular case, there was a signiﬁcant,
7−11 ppm, mass error. Also, a noticeable diﬀerence in mass
accuracy spread can be observed for peaks of various abundances.
For the peaks of intermediate abundance, approximately
3.2 < lg A < 4.4, the local spread in mass accuracy is less than
1 ppm. For the peaks of low abundance, with lg A < 3.2, the local
spread of mass accuracies is higher, 1−2 ppm, and presumably is
due to the increasing signiﬁcance of random errors for peaks with
low signal-to-noise ratios. Finally, mass accuracies of peaks of
high abundance, with lg A > 4.4, deviate from the general trend
and show dependence on the abundances, which likely results
from the increased eﬀect of ion−ion interactions for high-
abundance ions.
Next, the result of the intermediate m/z-based recalibration is
shown in Figure 5, middle panel. Overall, the mass accuracy is
improved, as expected. However, since this intermediate step is
based on high-abundance analyte peaks only, the abundance-
dependent spread of ∼3 ppm in mass accuracy remains. Finally,
the abundance-based recalibration corrects the abundance-
dependent spread in mass accuracies, Figure 5, bottom panel.
Thus, the recalibration shows eﬃcient elimination of both
m/z- and abundance-dependent systematic shifts in mass
accuracies for the tested set of all monoisotopic peaks assigned,
Figure 5. Importantly, the data indicates that the achieved mass
accuracy is limited mainly by random errors in m/z measure-
ments for low-abundance peaks with ca. lg A < 3.2. Albeit, a small
number of abundant peaks demonstrated worse mass accuracy
values compared to that of other high-abundance peaks with
similar m/z, Figure 5 bottom panel. This indicates that the
accuracy of the obtained mass calibration function in those local
regions of abundances is limited by the approximation function
itself, as discussed above. Nevertheless, we consider that
acceptable since said mass accuracy is still better than the
random errors level, which is the actual limiting factor in the data
analysis.
Mass Accuracy Distributions. Figure 6 compares the mass
accuracy distributions corresponding to the three recalibration
stages outlined above. Figure 6, top panel, shows the mass
accuracy distribution for the initial mass spectrum, with the root-
mean-square (RMS) mass accuracy of 9.63 ppm, the mean of
−9.61 ppm, and the standard deviation of 0.625 ppm. Notably,
the distribution has a small sidelobe, which is due to high-
abundance monoisotopic peaks, as follows from Figure 5, top
panel. The intermediate m/z-based recalibration improved
the RMS mass accuracy to 1.22 ppm, Figure 6, middle panel.
However, an additional maximum in the distribution appeared,
which is due to the abundance correction not being taken into
account, resulting in low-abundance peaks having signiﬁcant
deviations in mass-to-charge ratios in regions of the mass
spectrum where m/z-only calibration was performed on high-
abundance peaks, mainly in the 200−500 m/z range, as follows
from Figure 5, middle. Finally, the abundance-based recalibration
provided the mass accuracy distribution, Figure 6, bottom panel,
with the RMS mass accuracy of 0.297 ppm, the mean of
0.039 ppm, the standard deviation of 0.294 ppm, and with 95%
of the monoisotopic peaks being within the ±0.633 ppm range
away from the mean.
■ CONCLUSIONS
The described recalibration method routinely provides RMS
mass accuracies at the level of hundreds ppb, typically ∼300 ppb,
for analysis of petroleum-type samples with a high-ﬁeld Orbitrap
FTMS. Hence, the method allows for adequate assignment of
chemical species from petroleomic samples of relatively high
complexity, e.g., at least up to and including maltene fractions.3
Importantly, the method reduces the mass measurement errors
to the level of random errors and hence maximizes the range of
species’ abundances over which reliable assignments can be
made. The achieved mass accuracies are limited mainly by
random errors level, which is imposed partially by the limited
Figure 6.Mass accuracy distributions throughout the ﬁnal recalibration.
The distributions are shown for: the initial mass spectrum (top panel),
the mass spectrum obtained after an intermediate m/z-based
recalibration stage (middle panel), and the ﬁnal mass spectrum which
was obtained after a subsequent abundance-based recalibration (bottom
panel). The probability density functions were calculated using kernel
density estimation (KDE) with Gaussian kernels. The histograms were
calculated with 20, 20, and 28 bins, respectively, and are shown for
reference.
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scope of the parametrization employed in this work and largely
by the SNR of experimental MS data.
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Abstract. To advance Fourier transform mass spectrometry (FTMS)-based
molecular structure analysis, corresponding development of the FTMS signal
processing methods and instrumentation is required. Here, we demonstrate utility
of a least-squares fitting (LSF) method for analysis of FTMS time-domain
(transient) signals. We evaluate the LSF method in the analysis of single- and
multiple-component experimental and simulated ion cyclotron resonance (ICR)
and Orbitrap FTMS transient signals. Overall, the LSF method allows one to
estimate the analytical limits of the conventional instrumentation and signal
processing methods in FTMS. Particularly, LSF provides accurate information on
initial phases of sinusoidal components in a given transient. For instance, the
phase distribution obtained for a statistical set of experimental transients reveals the effect of the first data-
point problem in FT-ICR MS. Additionally, LSF might be useful to improve the implementation of the
absorption-mode FT spectral representation for FTMS applications. Finally, LSF can find utility in
characterization and development of filter-diagonalization method (FDM) MS.
Key words: Fourier transform (FT), Fourier transform mass spectrometry (FTMS), Transient signal, Least-
squares fitting (LSF), Filter-diagonalization method (FDM), Absorption mode, Phase correction, First data-
point problem, Ion cyclotron resonance (ICR), Orbitrap
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Introduction
Structural analysis of complex biological and environ-mental samples greatly benefits from high resolution and
high mass accuracy provided by Fourier transform mass
spectrometry (FTMS) [1–4]. However, further improvement
of FTMS analytical characteristics is required. Advanced
signal processing in the time domain has recently gained a
particular attention in FTMS. Fourier transform (FT) with
absorption-mode spectral representation is, perhaps, the most
striking example of recent progress in applied advanced
signal processing aimed at increasing the resolving power
compared to that of the magnitude-mode FT employed
typically, for transients with the same lengths. Specifically,
the maximum gain in resolving power of the absorption
mode vs. the magnitude mode equals two. The principle of
absorption-mode FTMS originated in Fourier transform ion
cyclotron resonance mass spectrometry (FT-ICR MS) and
FT nuclear magnetic resonance (NMR) spectroscopy [5–7].
Recently, the absorption mode has received a particular
attention in FT-ICR MS method development and applica-
tions [8–12]. In Orbitrap FTMS, the absorption mode is of a
high interest as well and has recently been implemented as a
principal part of the algorithm known as enhanced FT (eFT)
[4, 13, 14]. Unlike FT-ICR MS, Orbitrap FTMS allows for a
straightforward implementation of the absorption-mode
spectral representation since there exists a time point at
which the time-dependent phases of all ions trapped in the
orbitrap are equal in the first-order approximation. Addi-
tionally, to correct for higher-order phase deviations, an
accurate estimate of the actual phase function for particular
experimental conditions is required. The implementation of
the absorption-mode spectral representation on other elec-
trostatic ion traps is similar to that on Orbitrap FTMS and
relatively easy in comparison to FT-ICR MS [15].
Methods of non-FT signal processing refer to diverse
spectral and parameter estimators and are similar to those
applied for data processing in FT NMR spectroscopy. These
include the maximum entropy method (MEM), linear
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prediction method (LPM), and other methods. However,
earlier attempts to implement these methods in FTMS have
suffered from numerical limitations and drawbacks familiar
from the FT NMR spectroscopy. Among the more modern
methods of non-FT signal processing, filter diagonalization
method (FDM), an optimized parameter estimator, has
demonstrated a particularly robust performance for 1D
NMR. Nevertheless, the FDM-based processing of experi-
mental ICR transients for analytical applications has been
accomplished only recently [16]. In MS applications, due to
its uncertainty principle, the FDM is able to provide the
required resolution performance for shorter transients com-
pared to FT-based signal processing. To take advantage of the
FDM's uncertainty principle, it is required that ion packets
corresponding to different mass-to-charge ratios, m/z, are
sufficiently coherent on the time scale of interest. That is, on
the phase plane the characteristic size of the ion packets does not
exceed the distance between them at the end of ion detection
[17]. Further characterization of FDM MS is thus of an
interest and shall benefit from implementation of a reference
signal processing method such as the least-squares fitting
(LSF).
The LSF method is used in various branches of science
and its robust numerical implementation is a must in
scientific software packages. For instance, the LSF method
is often applied implicitly as in various routine problems
involving extraction of mean values and estimation of errors
from a statistical set of measurements. Moreover, the LSF
method’s applications include comprehensive fitting prob-
lems where experimental data is to be fitted with a
theoretical function in order to measure certain quantities
of interest. For instance, the LSF is useful in high energy
physics, where scarce statistics requires robust and sensitive
methods of signal retrieval, and the number of signals to
locate is limited [18]. In the MS field, the applications range
from improving accuracy of molecular mass measurements
to ion mobility mass spectrometry. Specifically, in FTMS
the LSF-type methods have been applied previously to
improve the peak shape representation of the m/z (or
frequency), already Fourier transformed, data. However,
the peak-shape fitting in the frequency domain may imply
reduced performance due to non-linear spectral interference
effects and manual restriction of the fitted frequency range.
Alternatively, fitting the raw data, viz. the transient signal, is
justified. Indeed, recall that in FTMS the metrological basis
for measurements of mass-to-charge ratios of ions is
provided by the theory of the transient signal [19–21]. For
a given ion, the transient signal consists of several sinusoidal
components that correspond to three eigen frequencies of ion
motion, as well as their harmonics and interharmonics.
Among these, the component with reduced cyclotron
frequency is normally made to contain the most of spectral
energy. For example, it is due to this theoretical form that
the ion’s m/z can be obtained from a corresponding peak
maximum in the Fourier spectrum plotted in the magnitude
or absorption mode. Similarly, the theoretical form enables
other methods to be applied to a transient signal in order to
obtain the frequencies, abundances, and phases of analyzed
ions. The LSF method is a reasonable choice as it is
consistent with the fitting problem of interest and is able to
provide the required performance. To the best of our
knowledge, application of LSF methods for processing of
experimental time-domain signals in FTMS has not been
reported yet in the peer-reviewed literature, although
advantages of its implementation have been named in patent
applications [22, 23] as well as the LPM algorithm, an LSF-
type method, has shown utility for frequency chasing of
simulated FT-ICR MS transients [24].
In the context of the least-squares fitting of FTMS
transient signals, possible deviation of experimental tran-
sients from the theoretical form requires an additional
discussion. Specifically, the effect of signal damping, which
develops during the ion detection, can be detrimental if
present and not taken into account when an experimental
transient is fitted. In modern FTMS, the signal damping is
likely due to inharmonicity of the electric field in the mass
analyzer, rather than other effects such as insufficient level
of vacuum in the mass analyzer as in early FT-ICR mass
spectrometers. This conclusion follows from the contempo-
rary studies where the harmonization of the electric field in a
mass analyzer leads to a significant increase of the
transient’s lifetime relative to that typically obtained for
regular mass analyzers [25]. Nowadays, the signal damping
effect cannot be properly taken into account in LSF
calculations because the theoretical basis of the damping
mechanism is not well-developed. However, regardless of
the exact damping mechanism, in the current work the
theoretical form with sinusoidal components is applicable
since the damping effect in not noticeable at the time scale
of interest.
Using standard software for scientific computing, here we
implement the least-squares fitting of experimental transients
in FTMS. Performance of the LSF method is evaluated on
single and five-component transients. Comparisons between
the conventional magnitude-mode FT processing and LSF
are made for relatively short transients, emphasizing the
potential use of LSF as a reference method for the
development of FDM MS. Advantages and limitations of
LSF processing are outlined.
Experimental, Materials, and Methods
Sample Preparation
Peptides Substance P and MRFA were obtained from
Sigma-Aldrich (Buchs, Switzerland). LC-MS grade acetoni-
trile and water were obtained from Fluka (Buchs, Switzer-
land). Formic acid was obtained from Merck (Zug,
Switzerland). Peptide solutions were prepared in 1:1 (v/v)
water/acetonitrile solvent mixtures containing 1% (v/v) of
formic acid.
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Mass Spectrometry
The MS experiments were performed on a hybrid linear ion
trap Fourier transform ion cyclotron resonance mass spec-
trometer with a 10 T superconducting magnet (LTQ FT-ICR
MS Ultra; Thermo Scientific, Bremen, Germany) and a
hybrid dual linear ion trap Orbitrap Fourier transform mass
spectrometer with a high-field compact Orbitrap mass
analyzer (Orbitrap Elite FTMS; Thermo Scientific). Ions
were produced with a nano-electrospray ionization (nESI)
ion source (TriVersa Nanomate; Advion Biosciences, Ithaca,
NY, USA). Standard instrument control and data acquisition
systems were utilized (Thermo Scientific). The total number
of charges injected into the ICR cell or the Orbitrap was
controlled with the automatic gain control (AGC) function.
For both mass spectrometers, the target total charge (AGC
value) was set to the default value of 2×105. The transient
signals were acquired in MIDAS data format. For both mass
spectrometers, the selected sampling frequency, fs, of the
built-in analog-to-digital converter (ADC) corresponded to
the typical broadband frequency (mass-to-charge) range and
was equal to 2.7306(6) MHz (16.384/6 MHz). For the
purpose of the current article, the measurements for two
types of analytes were taken: isolated monoisotopic ions of
singly charged peptide MRFA, m/z 524 (single peak, or a
singlet), and an isolated isotopic distribution of a doubly
charged peptide Substance P, m/z 674 (five peaks, or a
multiplet). Approximately 1000 single-scan transients were
acquired for each set of measurements. The length of
transient signals was 96 ms; further, each transient was cut
to the length, T, of 24 ms unless stated otherwise. The
criterion for the choice of the transient length was based on
two limiting factors: its length should be sufficient for FT
signal processing to baseline-resolve the five isotopic peaks
of Substance P for both mass spectrometers employed; it
should not provide excessive resolution of the five peaks.
Specifically, 24 ms was the minimum transient length
required to baseline-resolve the isotopic envelope of Sub-
stance P analyzed on the 10 T FT-ICR MS. Additionally, the
chosen transient length is consistent with the requirement to
evaluate the LSF method as a reference method for further
FDM MS characterization.
Data Analysis
FT processing of transient signals was performed using the
framework pyFTMS, which was developed in-house and
written in Python and C/C++ programming languages. The
transients were processed following the conventional FTMS
workflow. Specifically, the transient signals first were
apodized with the von Hann window and zero-filled once.
Next, Fourier transform was applied to convert the time-
domain signals into the frequency-domain spectra with
magnitude-mode spectral representation. Finally, the spectra
were peak-picked using the standard three-point parabolic
interpolation of local maxima [26–28].
To implement a parametric function that is to be
minimized for a given transient signal and to automate the
minimization procedure, a custom software written in C++
programming language was used. The transient signal, being
a sequence of instant voltages vn, Figure 1 and Supplemen-
tary Figure S1 (Supporting Information), where n = 0, … ,
N-1, and N is the total number of sampled points: N = fsT,
was parameterized by the fitting function Fn defined as a
sum of K sinusoidal components:
Fn ¼
X
k¼1
K
Aksin 2π f knts þ φkð Þ; n ¼ 0;…;N − 1; ð1Þ
where ts is the sample time, ts = 1/fs. The parameters to
find are frequency fk, amplitude Ak, and initial phase φk
of the kth sinusoidal component present in the transient.
The initial phases corresponded to the custom-defined
beginning of the transient signal. Since the lifetime of a
transient signal was typically much greater than the
transient duration analyzed, any detrimental effects (e.g.,
ion packet incoherence that develops with time) were not
taken into account when constructing the function Fn,
Equation (1).
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Figure 1. The principle of least-squares fitting (LSF) of
transient signals. Top panel shows the magnitude-mode
Fourier spectrum of a 24 ms-long experimental transient
signal shown in the middle panel. Bottom panel shows an
expanded view of the transient with sampled points and a
curve corresponding to the fitting function. The sampled
points are connected with a stair-step line for visual
convenience only. The transient signal was obtained in the
analysis of doubly charged peptide Substance P on the 10 T
FT-ICR MS
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The function to minimize was the χ2 function defined as:
χ2 ¼
XN−1
n¼0
Fn − vnð Þ2: ð2Þ
For minimization purpose, the MINUIT package was
used [29]. The parameters fk , Ak , and φk were varied to
locate the minimum deviation of the function, Fn , from the
digitized transient signal, vn , n = 0, … , N-1, in terms of the
minimum value of χ2, Figure 1 and Supplementary
Figure S1 (in Supporting Information). Initial seeds for
amplitudes and frequencies were obtained with the FT signal
processing described above, while the seed values for initial
phases were set to zeros. The fit provided the set of
parameters fk , Ak , and φk for each sinusoidal component
included in the fit function Fn as well as the minimum value
of χ2. The calculations were carried out on a standard laptop
computer. Typical LSF processing time for a single transient
was on the order of 1 s.
Modeling of Transient Signals
Modeled transients were constructed using sinusoidal signals
with given frequencies, amplitudes, and initial phases. When
required, random noise with a given standard deviation σ
was added to a transient signal. All these parameters were
obtained from the experimental data unless stated otherwise.
Specifically, the employed parameters of frequencies, am-
plitudes, and initial phases were the mean values of the
corresponding experimental distributions; the standard devi-
ation σ was obtained as (χ2/N)1/2. The modeled transients
were processed with FT and LSF methods, which were
implemented and applied as described above for the analysis
of experimental transient signals.
Results and Discussion
Least-Squares Fitting of a Single-Component
Transient Signal
As the first step, 1000 single-scan ICR transients (an
example is shown in Supplementary Figure S1, in
Supporting Information) and 1000 single-scan Orbitrap
transients containing the singlet were processed using LSF
and FT methods, Figure 2. For the set of ICR transients, the
amplitude, frequency, and phase distributions obtained with
LSF and FT methods are shown in Figure 2, top panel; the
corresponding mean values and standard deviations are
listed in Table 1, top section. Here, while the amplitude
distributions obtained with LSF and FT are similar, the
frequency distribution obtained with LSF method is
narrower than the one obtained with FT processing.
Additionally, the mean values of the frequency distributions
differ for LSF and FT processing.
To verify which method provided more accurate values
of ion frequencies, the LSF and FT calculations were
performed for a set of 1000 modeled FT-ICR MS transient
signals, which were generated using the mean amplitude,
frequency, and initial phase values, as well as the noise
standard deviation obtained from the LSF processing of
the ICR transients (the values in question are shown with
red lines in Figure 2, middle panel and Table 1, middle
section of the rightmost column). Since that as the LSF
processing revealed two modes in the phase distribution
of the ICR transients, vide infra, the initial phases for the
modeled FT-ICR MS transients were randomly set to
either of the two phase values obtained for experimental
transients.
The amplitude, frequency, and phase distributions ob-
tained with FT and LSF methods for the modeled transients
are shown in Figure 2, middle panel; their mean values and
standard deviations are given in Table 1, middle section. The
frequency distributions obtained for the modeled FT-ICR
MS transients are in agreement with those obtained for the
ICR transients. Specifically, for both experimental and
simulated sets of transients, the same gain in frequency
precision (ratio of standard deviations), ~1.6, of the LSF
method relative to the FT signal processing was obtained.
Ergo, in Figure 2, top panel, the increased standard deviation
of the FT frequency distributions can be assigned to the
processing loss of the FT-based signal processing workflow,
whereas the LSF method can be said to provide more precise
frequency values.
Next, consider the mean frequency values obtained for
the ICR and modeled transients, Figure 2 and Table 1.
For the modeled FT-ICR MS transients, the mean
frequency obtained with the LSF method is unbiased
compared with the mean frequency obtained with the FT
processing, which gives a noticeable shift from the true
frequency value. Therefore, for the frequency distribu-
tions obtained for the ICR transients, Figure 2, top, one
may conclude that the LSF frequency distribution is
unbiased, whereas FT processing produced shifted fre-
quency values. We consider this deviation not to be due
to physical effects of ion motion or ion detection but
rather to expected artifacts of the conventional signal
processing workflow in FTMS [28].
To identify the exact numerical cause of this bias, the
following numerical experiment was performed. Recall
that the discrete Fourier transform (DFT), which is
employed in practice to analyze sampled transient signals,
returns a replicated and, most importantly, sampled
version of a continuous Fourier spectrum, whose maxima
would provide the frequency values and abundances of
interest. Specifically, the acquisition time T and single
zero filling result in frequency spacing of Δdf = 1/(2T) in
the sampled spectrum (in our case T = 24 ms and hence
Δdf ≈ 21 Hz). Additionally, the full width of a spectral
peak of interest, which is defined by the Hann apodization
window and magnitude-mode spectral representation in
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our case, is Δwndf = 4/T. Therefore, in the sampled
spectrum, the peak of interest has Δwndf / Δdf = 4*2=8
points per its full width. Among other effects, the
accuracy of frequency and abundance values is governed
by the peak picking procedure, which is the standard
three-point parabolic interpolation of the peak maximum
in our case. To investigate the influence of the peak
picking procedure on the accuracy of frequency values,
we generated 10 modeled transient signals with lengths T=
24 ms and frequencies fn, n = 0, …, 9, spanning the interval
f0≤fn≤f0+Δdf, where f0 = 292941.44 Hz is the mean frequency
obtained with LSF processing of the ICR transients, Table 1,
top section. This way, the values Δwndf were equal for these
modeled transients, whereas the eight spectral points were
differently distributed over the peak shape in their magnitude-
mode Fourier spectra. For these transients, the frequencies of
peak maxima, f, measured using the FT signal processing
workflow deviated from the corresponding values fn as the
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Figure 2. Results of LSF (solid lines) and FT (dashed lines) processing of single-component transients: (top panels) 1000 ICR
transients; (middle panels) 1000 simulated transients with frequency f = 292941.44 Hz, amplitude A = 0.405, standard deviation
of noise σ = 0.65, randomly assigned phases φ = –86.70 and φ = –80.50; and (bottom panel) 1000 Orbitrap transients. The
analysis was performed for a monoisotopic ion of peptide MRFA (m/z 524). Red lines show the parameters used for the transient
signal modeling, see Table 1 middle section of the rightmost column. Blue lines show the results of FT processing obtained
from the averaged set of 1000 single-scan 96 ms long experimental transients, see Table 1 top and bottom sections of the
rightmost column
Table 1. Mean Values and Standard Deviations of Frequencies, Amplitudes, and Initial Phases Obtained with LSF and FT Methods in the Analysis of the
Single-Component ICR Transients (Figure 2 top), Simulated Transients (Figure 2 middle), and Orbitrap Transients (Figure 2 bottom). The Rightmost Column
Shows Values Obtained with LSF for the Averaged Set of 1000 Experimental Transients of 96 ms Length and True Values Used for Transient Signal
Modeling
Parameters LSF mean LSF std FT mean FT std FT 96 ms (averaged) /true
ICR experimental data
Amplitude 0.405 0.076 0.408 0.080 0.404
Frequency, Hz 292941.44 0.22 292941.25 0.35 292941.44
Phase,0 –86.7/-80.5 1.1 N/A N/A –83.447
ICR simulated data
Amplitude 0.405 0.004 0.405 0.005 0.405
Frequency, Hz 292941.44 0.22 292941.24 0.34 292941.44
Phase,0 –86.7/-80.5 1.1 N/A N/A –86.7/-80.5
Orbitrap experimental data
Amplitude 175 19 173 19 173.65
Frequency, Hz 531878.97 0.09 531878.70 0.08 531878.97
Phase,0 57 7 N/A N/A 57.098
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peak shape relocates over the eight frequency points,
which are fixed. That is, since the three-point interpola-
tion is only an approximation of the actual peak shape,
which is the Hann spectral function in our case, the peak
picking procedure leads to the systematic errors in
frequency measurements as follows from the correlation
between the measurement error Δf = f –fn and the true
frequency fn, Supplementary Figure S2 (in Supporting
Information). Thus, we conclude that the frequency bias
in question, Figure 2, top panel, demonstrates the limited
accuracy of the peak interpolation procedure of the
conventional FT signal processing workflow. Moreover,
this conclusion is also in agreement with the results obtained
in a separate FT analysis of the averaged set of longer,
T = 96 ms, 1000 ICR transients, as shown with blue lines in
Figure 2, top panel: since the full width Δwndf is inversely
proportional to the transient’s length, T, the frequency bias
in question reduces as the time T increases from 24 ms to
96 ms.
Additionally, the amplitude distributions obtained for the
modeled FT-ICR MS transients, Figure 2, middle panel, are
similar for the both methods, as well as the two obtained
previously for the ICR transients, Figure 2, top panel.
However, the former are narrower than the latter. Hence,
unlike the numerical effects in frequency distributions
discussed above, broadening in the amplitude distribu-
tions obtained for the ICR transients, Figure 2, top panel,
indicates influence of physical effects (e.g., the scan-to-
scan variation in the number of ions injected into the
mass analyzer).
Importantly, in addition to amplitude and frequency
values, the LSF method provides the initial phases of the
sinusoidal components, shown as distributions in Figure 2,
right panels. The corresponding mean values and stan-
dard deviations are given in Table 1. Interestingly, for
the ICR transients the phase distribution obtained with
LSF processing contains two prominent peaks instead of
one. That is, the initial phase of each transient belongs
either to the first or second modes of the phase
distribution. The observed phase difference between the
two modes corresponds to ~1/16 μs, which translates into
~16 MHz in the frequency scale. Notably, a multiple of
the latter equals the frequency of the quartz generator,
32.768 MHz, of the analog-to-digital converter employed.
Therefore, the two-mode phase distribution is likely due
to the finite precision of the electronics synchronization.
We conclude this phenomenon to be of a random nature
since no correlation with the scan number has been
found, as demonstrated below for the analysis of five-
component transients. Thus, we assign the appearance of
the two modes to the “first data-point problem,” which
includes a number of effects in digitization of transient
signals. For instance, in FT NMR spectroscopy, it has
been previously reported that the “first data-point
problem” resulted in peak shape artifacts in absorption-
mode FT NMR spectra.
For the set of Orbitrap transients, the amplitude,
frequency, and phase distributions obtained with LSF and
FT methods are shown in Figure 2, bottom panel; the
corresponding mean values and standard deviations are
given in Table 1, bottom section. The frequency distribu-
tions do not demonstrate a noticeable difference in their
standard deviations, Table 1. Hence, we conclude that in
contrast to the analysis of the ICR transients, here the
experimental deviation of ion frequencies is the major
contribution to the obtained standard deviations, whereas
the processing loss of the FT workflow was less significant.
The obtained amplitude distributions are analogous to those
of the FT-ICR MS data analysis, Figure 2, top panel. The
phase distribution is, however, substantially different from
the FT-ICR MS results: a single rather wide phase
distribution with a flat top is observed, vide infra.
Least-Squares Fitting of a Multiple-Component
Transient Signal
As the next step, we analyze experimental transients
containing the isotopologues from five isotopic fine-struc-
ture clusters of peptide Substance P, Figure 1. Given the
time scale of interest, the LSF method should resolve the
five isotopic peaks, whereas the isotopologues of each fine-
structure cluster are likely beyond the resolution perfor-
mance of the LSF method. Therefore, the following
numerical experiment with a modeled transient signal was
performed in order to test the LSF’s applicability to
transients with fine-structure ions. Using the m/z values
and abundances of all isotopologues from the five fine-
structure clusters of doubly protonated Substance P, we
generated a 24 ms-long transient signal composed of
sinusoidal components with corresponding amplitudes and
frequencies, Supplementary Table S1 (in Supporting Infor-
mation) left columns. For each cluster of isotopologues, the
differences in phases accumulated by the ions during the
delay between the end of the ion excitation and beginning of
the ion detection can be neglected. Hence, for the sinusoidal
components of the generated transient, the initial phases
were set to zero.
In LSF analysis of this transient signal, for each cluster of
isotopologues the provided frequency should be about the
average frequency calculated in the sense of weighted
average with weights equal to the corresponding abun-
dances. In turn, the amplitudes are expected to be close to
the sum of abundances of the isotopologues in a given
cluster. These expected values of frequencies and amplitudes
are listed in Supplementary Table S1, center columns 9, in
Supporting information). The frequencies and amplitudes
obtained in the LSF analysis of the modeled transient
confirm these points, Supplementary Table S1, right col-
umns (in Supporting Information) and, hence, validate the
LSF’s applicability to the experimental transients with fine
structure ions.
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We thus proceed to the analysis of the experimental
transients in question. Figure 3 shows frequency, amplitude,
and phase distributions obtained with LSF and FT process-
ing of 1000 ICR transient signals containing the ions of five
isotopic fine-structure clusters of Substance P. Table 2
details the corresponding mean and standard deviation
values. For all five components, the LSF processing
provided better frequency precision than that of the FT
processing: the frequency distributions obtained with LSF
are narrower compared with those obtained with FT signal
processing, Figure 3 top and Table 2, similar to the analysis
of the ICR transients containing the singlet from the
previous subsection.
Additionally, systematic errors were observed in the FT
results: the frequency distributions obtained with the FT
processing shift toward higher frequencies (e.g., peak f3 at
~227400 Hz), or toward lower frequencies (e.g., peak f1 at
227737 Hz), as follows from Figure 3, top panel and
Table 2. These systematic errors negatively influence the
overall accuracy of ion frequency measurement and would
translate into the corresponding mass errors upon calibration.
These deviations are presumably due to the spectral artifacts
of the conventional FT signal processing workflow. These
include the limited accuracy of the peak maximum interpo-
lation procedure and the nonlinear interference of spectral
components [28]. The former was discussed in the above
analysis of the transients containing the singlet. As for the
latter, note that the resolving power was just the minimum
required to baseline-resolve the peaks in question, Figure 1,
top panel. Therefore, the maximum of a given peak is
somewhat influenced by the tails of other peak shapes [30].
One could expect that similar to the singlet data, accurate
interpolation of each peak shape would solve the problem of
spectral interference. However, for the magnitude-mode
spectra, numerical implementation of such procedure is
complicated as it implies a nonlinear summation of different
peak shapes at a given frequency. On the other hand, as the
acquisition time increases, a better accuracy of the peak
interpolation procedure is achieved as discussed in the
previous subsection, and the spectral interference effect
reduces because of the increased resolution of peaks [28, 30,
31]. A separate FT analysis of a set of longer, T = 96 ms
1000 ICR transients indicates the following results, as
shown with blue lines in Figure 3, top panel and Table 2,
rightmost column. Relative to the frequencies obtained with
LSF processing of 24-ms transients, the frequencies obtained
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Figure 3. Results of LSF and FT processing of ICR multiple-component transients. Top and middle panels show frequency
and amplitude distributions obtained with LSF (solid lines) and FT (dashed lines). Bottom panel shows phase distributions
obtained with LSF; solid and dashed lines correspond to the two-mode split of the phase distributions. Bin widths for frequency
distributions (top panel, from left to right): 1.0, 0.2, 0.1, 0.05, and 0.04 Hz; for amplitude distributions (middle panel, from left to
right): 0.1, 0.2, 0.5, 1.0, and 1.5; and phase distribution (bottom panel): 10. The set of 1000 transients with five components of
an isotopic distribution of a doubly charged peptide Substance P was obtained experimentally on the 10 T FT-ICR MS, see
Figure 1. Blue lines show the mean values obtained with FT processing for the set of longer, T = 96 ms, 1000 ICR transients,
see Table 2 rightmost column
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with FT processing of 96-ms transients deviate less than the
frequencies obtained with FT processing of 24-ms transients.
Hence, this agreement with the theoretical aspects given
above confirms the systematic deviations in question,
Figure 2, top and Table 2, to be due to the spectral artifacts
of the conventional FT signal processing. Although the
increase of the acquisition time can potentially lead to
variation of the ion frequency, vide infra, the increased
frequency error attributable to the latter apparently was less
than the decreased frequency error due to the spectral
artifacts under consideration.
The amplitude distributions obtained for the considered
transient signals, Figure 3, middle panel and Table 2, are
consistent with the theoretical abundances of unresolved
isotopic clusters of doubly protonated Substance P, Supple-
mentary Table S1, center columns (in Supporting Informa-
tion). The obtained distributions of initial phases are shown
in Figure 3, bottom panel. Here, the phase distribution for
each of the sinusoidal components is split between the two
families (solid and dashed lines), similar to the analysis of
the ICR single-component transients described in the
previous subsection, Figure 2, top panel. As previously,
comparison of the quartz frequency and the distances
between the phase distributions of these five components
confirms the role of the “first data point problem.”
Supplementary Figure S3 (Supporting Information) indicates
a random nature of phase allocation to the first and second
modes. Another striking feature of the phase distributions
shown in Figure 3 is the high phase coherence, especially
evident for the most abundant monoisotopic and A+1
isotopic peaks, as follows from their narrow distributions.
Additionally, a set of modeled FT-ICR MS transients
containing the multiplet was generated using the mean
values of the distributions in question, Figure 3 and Table 2.
The results of the FT and LSF processing for these transients
are shown in Supplementary Figure S4 and Supplementary
Table S2 (in Supporting Information) and are similar to
those obtained for the experimental transients, Figure 3.
Figure 4 demonstrates application of LSF processing to
the set of 1,000 Orbitrap FTMS transients containing the
multiplet. Table 3 lists the corresponding mean values and
standard deviations. The amplitude distributions correlate
with those of FT-ICR MS data analysis, Figure 3. For the
frequency distributions, the behavior of their mean values is
analogous to that of the results for the ICR transients
containing the multiplet, Figure 3, whereas the standard
deviations are the same for the two methods, similar to the
analysis of the Orbitrap FTMS transients containing the
singlet, Figure 2, bottom panel. The phase distributions,
Figure 3 bottom panel, also follow the behavior found for
the single-component Orbitrap FTMS transients, Figure 2,
bottom panel. The spreads of phases for all five isotopic
peaks are comparable. Additionally, the FT and LSF results
obtained on modeled Orbitrap FTMS transients containing
the multiplet and generated using the parameters from
Table 3 are presented in Supplementary Table S3 (in
Supporting Information).
Least-Squares Fitting for FTMS Characterization
and Development
The phase information provided by LSF may be particularly
useful for correction of phase functions and improving the
accuracy of absorption mode FT spectral representation. The
nature of the reported phase coherence in FT-ICR MS is,
apparently, due to the ion excitation process by rf electric
field and low level of phase de-coherence of ion packets on
the considered time scale. The observed phase coherence of
ion packets and its negligible scan-to-scan variation are
remarkable.
Contrary to FT-ICR MS, ion excitation in Orbitrap FTMS
is done upon ion injection into the Orbitrap mass analyzer
from the C-trap. As a result, finite jitter between ion ejection
from the C-trap and ion capturing into stable trajectories
inside of the Orbitrap (achieved upon pulsing of central
electrode potential) may lead to a scan-to-scan variation of
Table 2. Mean Values and Standard Deviations of Frequencies, Amplitudes, and Initial Phases Obtained with LSF and FT Methods for the ICR Five-
Component Transients (Figure 3). The Rightmost Column Shows the Mean and Standard Deviation Values Obtained with FT Processing for the Set of
Longer, T=96 ms, 1000 ICR Transients
Parameters LSF mean LSF std FT mean FT std FT 96 ms
Amplitude 1 28.8 1.6 28.6 1.6 26.8±1.6
Frequency 1, Hz 227737.40 0.05 227736.85 0.08 227737.56±0.03
Phase 1,0 –81.5/–79.6 0.3 N/A N/A N/A
Amplitude 2 22.4 1.2 22.3 1.2 20.5±1.2
Frequency 2, Hz 227568.35 0.06 227568.49 0.10 227568.34±0.03
Phase 2,0 –66.7/–61.6 0.5 N/A N/A N/A
Amplitude 3 10.5 0.5 10.4 0.5 9.2±0.5
Frequency 3, Hz 227399.67 0.13 227400.40 0.19 227399.67±0.05
Phase 3,0 –51.9/–46.7 0.9 N/A N/A N/A
Amplitude 4 3.81 0.22 3.76 0.23 3.2±0.2
Frequency 4, Hz 227231.32 0.34 227232.55 0.52 227231.03±0.11
Phase 4,0 –36.6/–31.4 1.8 N/A N/A N/A
Amplitude 5 1.17 0.10 1.13 0.11 0.9±0.1
Frequency 5, Hz 227064.1 1.0 227065.1 1.9 227062.8±0.3
Phase 5,0 –21.9/–16.4 5.0 N/A N/A N/A
1270 T. Aushev et al.: Least-Squares Fitting of FTMS Transients
143
the phases of ion packets. Significant reduction of the jitter
time on more recent Exactive series Orbitrap FTMS, down
to 20–30 ns, provides correspondingly narrower phase
distributions [17]. Additionally, of equal importance is the
precision of the electronics synchronization between the ion
injection event and the signal acquisition event. Therefore,
provided that the jitter time is sufficiently low and the data
acquisition trigger is sufficiently precise, the phase distribu-
tion of ions in the Orbitrap mass analyzer can presumably be
narrower and exhibit the ultimate two-mode behavior shown
by the FT-ICR MS data. Nevertheless, the obtained phase
distributions are well-defined for successful transient signal
averaging and absorption-mode phasing for both ICR and
Orbitrap FTMS (including the eFT algorithm for the latter).
Complementary applications of the LSF method include
the analysis of time-dependent quantities of the transient
signal. Specifically, LSF can be used in studies of deviations
of the ion frequency along the transient or, equivalently, the
nonlinear variation of the total phase accumulated by an ion
during the detection period. For example, the LSF analysis
shows that the frequency (to be exact, the frequency
averaged over the detection period), depends on the transient
duration, Supplementary Figure S5 (in Supporting Informa-
tion). The variation of the average frequency implies the
corresponding change in the instantaneous frequency along
the transient signal. This finding correlates with the study by
Aizikov et al. [32]. Preliminary results demonstrate that the
current implementation of LSF allows for reduction of
transient duration to 12 ms (i.e., two isotopic beats for the
multiplet, Figure 1) without drawbacks for method perfor-
mance, whereas shortening transient duration further to 6–
12 ms, for the transients in question, results in noticeable
deviations in parameters returned by LSF. Presumably, this
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Figure 4. Frequency, amplitude, and phase distributions obtained with LSF (solid lines) and FT (dashed lines) processing of
multiple-component Orbitrap transients. The set of 1000 transients with five components of an isotopic distribution of a doubly
charged peptide Substance P was obtained experimentally on the Orbitrap Elite FTMS. Bin widths for frequency distributions
(top panel, from left to right): 0.3, 0.08, 0.06, 0.06, and 0.06 Hz; for amplitude distributions (middle panel, from left to right): 0.5,
2, 5, 10, and 10; and phase distribution (bottom panel): 20
Table 3. Mean Values and Standard Deviations of Frequencies, Ampli-
tudes, and Initial Phases Obtained with LSF and FT Methods for the
Orbitrap Five-Component Transients as Presented in Figure 4
Parameters LSF mean LSF std FT mean FT std
Amplitude 1 68 17 68 17
Frequency 1, Hz 468962.89 0.08 468962.58 0.08
Phase 1,0 168 6 N/A N/A
Amplitude 2 54 14 54 14
Frequency 2, Hz 468788.82 0.08 468788.85 0.08
Phase 2,0 105 6 N/A N/A
Amplitude 3 26 7 26 7
Frequency 3, Hz 468614.89 0.08 468614.93 0.11
Phase 3,0 44 6 N/A N/A
Amplitude 4 9.1 2.4 9.2 2.4
Frequency 4, Hz 468440.92 0.11 468441.10 0.12
Phase 4,0 –16 6 N/A N/A
Amplitude 5 1.6 0.6 1.7 0.6
Frequency 5, Hz 468265.97 0.67 468267.92 0.44
Phase 5,0 –67 13 N/A N/A
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behavior shows restrictions of the LSF’s uncertainty princi-
ple for the case of a transient signal composed of sinusoidal
components with regularly spaced frequencies.
Advantages and Limitations of LSF Processing
for FTMS
To summarize, advantages of the LSF processing for FTMS
based on the examples in the current study can be seen both
for the FTMS hardware and signal processing characteriza-
tion as well as improvement of FTMS analytical perfor-
mance. Specifically, LSF provides information on the phases
of the transient components, presumably more accurate than
the phases typically available from the FT processing. The
LSF method also returns more precise values for frequen-
cies, whereas the FT processing may lead to an increased
standard deviation as a processing loss. It thus might be
envisioned that these advantages translate into improved
resolution (including influence of the improved phase
function) and mass accuracy (via improved frequency and
m/z precision) in FTMS. Additionally, since it considers the
full-scale harmonic inversion problem, Equation (1), as is,
the LSF method can be used as a reference method for
development and characterization of the filter diagonaliza-
tion method (FDM) MS.
A large number of fitting parameters complicates the LSF
to converge. Therefore, the limitations of routine LSF
implementation in FTMS are primarily due to the upper
limit of the number of sinusoidal components to be fitted. As
of today, this upper limit is at around 40 components per
transient for the LSF implementation employed in this work.
Another particular aspect of LSF processing is its require-
ment of the seed parameters (e.g., approximate frequencies).
Therefore, LSF can be most efficiently applied only in
combination with other signal processing methods (e.g., FT
and FDM).
Conclusions
We described and evaluated the application of the least-
squares fitting (LSF) method for analysis of experimental
transient signals in FTMS when the transient signal consists
of a few sinusoidal components. In comparisons to the
typically employed FT processing, the LSF processing
yielded superior precision in determination of the frequen-
cies of sinusoidal components of transient signals. For low
abundance ions present in an isotopic distribution, the LSF
method provided information on their amplitudes with
precision not worse than that achieved by FT. Complemen-
tary to FT processing, the LSF provides the phases of the
sinusoidal components with high precision so that even the
“first data-point problem” has been revealed in experimental
FT-ICR MS data. Thus, the LSF method is particularly
useful in studies addressing the current analytical limits in
FTMS and aiming to advance the analytical performance of
FTMS via corresponding development of instrumentation
and signal processing methods. Owing to numerical limita-
tions, the application area of the LSF method in FTMS
should not be confused with the analysis of transient signals
obtained for measurements of broadband mass spectra
corresponding to hundreds or thousands of ions with
different m/z ratios.
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Figure S1. Least-squares fitting (LSF) of an experimental transient signal acquired for isolated 
monoisotopic ions of singly charged peptide MRFA (524 m/z) analyzed on the 10 T FT-ICR 
MS. Top panel shows a 24 ms long single-scan transient signal. Bottom panel shows an 
expanded view of the transient with sampled points and a curve corresponding to the fitting 
function. The sampled points are connected with a stair-step line for visual convenience 
only.  
 
Figure S2. Correlation between the measurement error, Δf, of FT signal processing and the 
true frequency, fn , in numerical simulations of frequency measurements performed for 
modeled sinusoidal signals. Conventional FT signal processing workflow was used, including 
Hann apodization window and single zero-filing. Out of N =10 points on the plot, the nth 
point, n = 0, … , N-1, shows the analysis of the transient signal with frequency fn = f0 + n Δdf / 
(N-1), where Δdf = 1/ (2T) is the frequency spacing in the discrete Fourier spectra of these 
signals. The following parameters corresponding to LSF analysis of the ICR transient signals, 
Figure 2 and Table 1, were used: length T = 24 ms, frequency f0 = 292,941.44 Hz (the leftmost 
point on the plot), amplitude A = 0.405, and phase φ = – 86.70. Additional results obtained 
for the other phase φ = – 80.50 did not differ noticeably compared w.r.t. the effect under 
consideration (data not shown). 
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Figure S3. Phase jittering of the monoisotopic ion in the LSF analysis of the set of 1,000 ICR 
transient signals acquired for the isolated isotopic distribution of a doubly charged peptide 
substance P. No correlation between the phase and the scan number was found. 
 
Figure S4. Frequency (top) and amplitude (middle) distributions obtained with LSF (solid 
lines) and FT (dashed lines) processing of 1,000 modeled transient signals with 5 spectral 
components corresponding to isotopic distribution of a doubly charged peptide substance P. 
Phase distributions (bottom) were obtained with LSF. The modeled transient signals were 
generated using experimental parameters (shown with red lines) derived from the LSF 
results for the ICR transients, Figure 3. Note, only a single initial phase value was used for the 
modeling. 
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Figure S5. Frequency distributions obtained with LSF processing of            5-component ICR 
transient signals at different lengths: (top) 48 ms; (middle) 24 ms; and (bottom) 12 ms. The 
set of 1,000 transients was acquired for the isolated isotopic distribution of a doubly charged 
peptide substance P analyzed on the 10 T FT-ICR MS. 
 
 
 
Table S1. Validation of the LSF method for a transient signal whose Fourier spectrum 
contains unresolved fine-structure clusters of isotopologues. The transient signal, with 
length T = 24 ms and sampling frequency fs = 2.7306(6) MHz, was generated as a sum of 
sinusoidal components with zero initial phases and values of amplitudes and frequencies 
corresponding to the theoretical abundances and m/z of all isotopologues from the 5 
clusters of doubly charged peptide substance P. Ion frequencies were calculated for     10 T 
magnetic field, Figure 1 and Figure 3. 
 
Cluster 
Generated signal Expected values LSF results 
Frequency, 
Hz 
Amplitude, 
a.u. 
Frequency, 
Hz 
Amplitude, 
a.u. 
Frequency, 
Hz 
Amplitude, 
a.u. 
Phase, ° 
0 227737.1654 100.00 227737.1654 100.00 
227737.165 
±0.001 
99.996 
±0.005 
-0.003 
±0.005 
1 
227568.9374 6.58 
227567.9613 77.15 
227567.960 
±0.001 
77.119 
±0.005 
-0.001 
±0.007 
227568.5407 7.90E-01 
227567.8719 68.14 
227567.7265 4.95E-01 
227567.3792 1.15 
2 
227400.9578 2.04E-01 
227399.2299 36.52 
227399.228 
±0.003 
36.460 
±0.005 
0.002 
±0.014 
227400.6672 4.47 
227400.5617 5.19E-02 
227399.8938 4.48 
227399.7487 3.26E-02 
227399.4977 5.38E-01 
227399.4019 7.56E-02 
227399.3525 3.91E-03 
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227399.2445 2.67 
227399.0058 9.08E-03 
227398.8298 22.85 
227398.6847 3.37E-01 
227398.5395 1.13E-03 
227398.3379 7.84E-01 
227398.1928 5.70E-03 
227397.8460 6.55E-03 
3 
227233.2260 3.98E-03 
227230.7855 12.84 
227230.790 
±0.008 
12.800 
±0.005 
0.009 
±0.041 
227232.9358 2.94E-01 
227232.8304 1.61E-03 
227232.1636 1.39E-01 
227232.0186 1.01E-03 
227231.8734 3.05 
227231.7680 3.54E-02 
227231.7284 2.22E-02 
227231.6724 2.35E-03 
227231.6231 2.57E-04 
227231.5152 1.76E-01 
227231.3822 5.15E-02 
227231.2768 5.97E-04 
227231.1197 2.11E-02 
227231.1011 1.50 
227230.9562 2.22E-02 
227230.8113 7.44E-05 
227230.7056 1.80E-01 
227230.6100 5.15E-02 
227230.5607 2.66E-03 
227230.4650 3.75E-04 
227230.4528 1.82 
227230.4157 8.94E-06 
227230.3079 1.22E-02 
227230.2144 6.19E-03 
227230.1188 4.31E-04 
227230.0695 4.50E-05 
227230.0387 5.02 
227229.9617 3.07E-02 
227229.8938 1.13E-01 
227229.7489 7.71E-04 
227229.7233 5.17E-05 
227229.6039 1.58E-06 
227229.5476 2.63E-01 
227229.4026 3.88E-03 
227229.2577 1.30E-05 
227229.0564 4.46E-03 
227228.9115 3.24E-05 
227228.5652 2.46E-05 
4 
227065.7414 5.45E-05 
227062.5716 3.60 
227062.59 
±0.03 
3.584 
±0.005 
0.05 
±0.15 
227065.4517 9.14E-03 
227065.3464 3.14E-05 
227064.6805 2.71E-03 
227064.5882 1.05E-02 150
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227064.5358 1.97E-05 
227064.3908 2.00E-01 
227064.2856 1.10E-03 
227064.2461 1.46E-03 
227064.1901 4.58E-05 
227064.1409 7.98E-06 
227064.0332 5.46E-03 
227063.9003 3.38E-03 
227063.7951 1.85E-05 
227063.7434 1.20E-01 
227063.6382 1.39E-03 
227063.6197 4.67E-02 
227063.4750 6.89E-04 
227063.3302 2.31E-06 
227063.3300 1.02 
227063.2248 1.19E-02 
227063.1852 1.51E-02 
227063.1292 1.60E-03 
227063.0800 1.75E-04 
227063.0405 5.06E-05 
227062.9845 1.16E-05 
227062.9723 1.20E-01 
227062.9353 5.88E-07 
227062.8395 3.51E-02 
227062.8276 8.03E-04 
227062.7343 4.07E-04 
227062.6948 2.55E-04 
227062.6388 1.34E-05 
227062.5896 2.96E-06 
227062.5774 1.44E-02 
227062.5589 3.30E-01 
227062.4819 2.02E-03 
227062.4327 9.64E-05 
227062.4141 7.44E-03 
227062.3491 2.93E-04 
227062.3250 3.29E-02 
227062.2694 5.07E-05 
227062.2438 3.40E-06 
227062.1639 3.97E-02 
227062.1247 1.04E-07 
227062.0869 2.43E-04 
227062.0684 1.73E-02 
227062.0192 8.93E-04 
227061.9237 2.55E-04 
227061.9115 6.10E-01 
227061.8745 6.09E-06 
227061.7790 8.56E-07 
227061.7668 8.32E-03 
227061.7297 1.25E-08 
227061.6735 2.07E-03 
227061.6221 2.56E-05 
227061.5780 2.93E-04 151
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227061.5287 3.06E-05 
227061.4980 8.15E-01 
227061.4332 2.13E-06 
227061.4211 2.09E-02 
227061.3840 1.03E-07 
227061.3533 2.49E-02 
227061.2763 1.40E-04 
227061.2086 2.59E-04 
227061.1830 3.52E-05 
227061.0875 1.62E-06 
227061.0639 1.08E-06 
227061.0383 2.56E-07 
227061.0076 5.78E-02 
227060.9306 1.75E-04 
227060.9191 1.51E-09 
227060.8629 1.30E-03 
227060.7181 8.87E-06 
227060.6926 1.94E-07 
227060.5734 1.82E-08 
227060.5171 1.50E-03 
227060.3724 2.21E-05 
227060.2277 7.41E-08 
227060.0267 1.68E-05 
227059.8820 1.22E-07 
227059.5363 6.86E-08 
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Table S2. Mean values and standard deviations of frequencies, amplitudes, and initial phases 
obtained with LSF and FT methods for the modeled transients with 5 spectral components 
corresponding to isotopic distribution of a doubly charged peptide substance P. The 
modeled transient signals were generated using experimental parameters derived from the 
ICR transients. The leftmost column lists the values used for transient signal modeling. Note, 
only a single initial phase value was used for the modeling. FT bias values are given relative 
to the FT standard deviations. N/A indicates that ion phases were calculated using LSF only. 
 
Parameters True value LSF mean LSF std FT mean/bias FT std 
Amplitude 1 28.8 28.80 0.06 28.70/-1.4  0.07 
Frequency 1, Hz 227737.4 227737.40 0.05 227736.81/-8.4  0.07 
Phase 1, 0 -79 -79.0 0.2 N/A N/A 
Amplitude 2 22.4 22.40 0.05 22.32/-1.1  0.07 
Frequency 2, Hz 227568.35 227568.35 0.05 227568.48/1.4  0.09 
Phase 2, 0 -64 -64.0 0.3 N/A N/A 
Amplitude 3 10.5 10.50 0.05 10.46/-0.7  0.06 
Frequency 3, Hz 227399.67 227399.66 0.11 227400.39/3.8  0.19 
Phase 3, 0 -49 -49.0 0.6 N/A N/A 
Amplitude 4 3.8 3.80 0.05 3.78/-3.3  0.06 
Frequency 4, Hz 227231.32 227231.34 0.32 227232.63/2.4  0.54 
Phase 4, 0 -33 -33.1 1.5 N/A N/A 
Amplitude 5 1.2 1.20 0.05 1.20/0.0  0.06 
Frequency 5, Hz 227064.1 227064.1 1.0 227066.2/1.3  1.6 
Phase 5, 0 -19 -19 5 N/A N/A 
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Table S3. Mean values and standard deviations of frequencies, amplitudes, and initial phases 
obtained with LSF and FT methods for the modeled transients with 5 spectral components 
corresponding to isotopic distribution of a doubly charged peptide substance P. The 
modeled transient signals were generated using experimental parameters derived from the 
Orbitrap transients. The leftmost column lists the values used for transient signal modeling. 
FT bias values are given relative to the FT standard deviations. N/A indicates that ion phases 
were calculated using LSF only. 
 
Parameters True value LSF mean LSF std FT mean/bias FT std 
Amplitude 1 68 68.00 0.02 67.93/-2.9  0.02 
Frequency 1, Hz 468962.89 962.890 0.006 468962.68/-21.4  0.01 
Phase 1, 0 168 168.00 0.03 N/A N/A 
Amplitude 2 54 54.00 0.02 53.992/-0.3  0.024 
Frequency 2, Hz 468788.82 788.820 0.009 468788.97/11.7  0.01 
Phase 2, 0 105 105.00 0.05 N/A N/A 
Amplitude 3 26 26.00 0.02 25.899/-4.1  0.025 
Frequency 3, Hz 468614.89 614.891 0.016 468614.84/-1.4  0.03 
Phase 3, 0 44 44.00 0.08 N/A N/A 
Amplitude 4 9.1 9.1 0.02 9.12/0.8  0.02 
Frequency 4, Hz 468440.92 440.92 0.05 468440.58/-4.4  0.08 
Phase 4, 0 -16 -16.00 0.25 N/A N/A 
Amplitude 5 1.6 1.6 0.02 1.60/0.2  0.02 
Frequency 5, Hz 468265.97 265.97 0.27 468265.95/-0.05  0.43 
Phase 5, 0 -67 -67.0 1.4 N/A N/A 
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ABSTRACT: Molecular and macromolecular structure analysis
by high resolution and accurate mass spectrometry (MS) is
indispensable for a number of fundamental and applied research
areas, including health and energy domains. Comprehensive
structure analysis of molecules and macromolecules present in the
extremely complex samples and performed under time-con-
strained experimental conditions demands a substantial increase
in the acquisition speed of high resolution MS data. We
demonstrate here that signal processing based on the filter
diagonalization method (FDM) provides the required resolution for shorter experimental transient signals in ion cyclotron
resonance (ICR) MS compared to the Fourier transform (FT) processing. We thus present the development of a FDM-based
MS (FDM MS) and demonstrate its implementation in ICR MS. The considered FDM MS applications are in bottom-up and
top-down proteomics, metabolomics, and petroleomics.
High performance mass spectrometry (MS) providesstructural information of organic, inorganic, and bio-
logical molecules by accurately measuring the masses of the
ions of interest and their fragments.1 Mass spectrometers with
signal processing based on Fourier transform (FT) deliver
superior analytical performance among the palette of MS
instruments and are employed for the comprehensive structural
analysis of molecules and macromolecules, both isolated and
contained in the extremely complex mixtures.2 However, to
provide high resolution and high mass accuracy mass spectra,
FT signal processing employed in the modern MS platforms
requires long data acquisition time, typically on the order of
hundreds of milliseconds. Thus, the advancement of the
FTMS-based application areas including bottom-up,3 middle-
down, and top-down proteomics,4 as well as metabolomics,5
petroleomics,6 and imaging,7 is severely hindered since these
applications not only require high resolution but also set the
very tight time constraints for the MS experiment. To
overcome these limitations and advance molecular structure
analysis, the high resolution MS data must be acquired faster.
The two main FT-based mass spectrometers today, ion
cyclotron resonance (ICR) and Orbitrap, measure the masses
by employing the relation between m/z ratios and abundances
of ions with the frequencies and amplitudes of components of
the time-domain transient signal.8−11 In general, the
frequencies and amplitudes of the transient signal components
can be obtained by either spectral or parameter estimation. The
FT signal processing is arguably the most robust solution,
albeit, being a spectral estimator, it has several drawbacks,
including the resolution limitation. Super-resolution (SR) signal
processing methods have been developed to overcome the FT
limitations.12−14 The SR methods are either non-FT spectral
estimators, e.g., the maximum entropy method and regularized
resolvent transform, or parameter estimators, e.g., linear
prediction, the Prony method, and the filter diagonalization
method (FDM).12−15 The FDM is a SR parameter estimator
recently developed to be devoid of numerical limitations which
other SR methods normally suffer from.15 Historically, the
FDM was first introduced for quantum mechanics and further
developed for nuclear magnetic resonance (NMR) spectrosco-
py.15−22 Currently, along with the standard FDM,18−20 there
are several FDM-related methods, e.g., decimated signal
diagonalization (DSD) and regularized resolvent transform
(RRT).23,24 DSD-related methods were examined in FT-ICR
MS earlier;25,26 however, they have an inferior performance
compared to the FDM, primarily due to the fundamental
limitations of the DSD-related methods. Recently, Aizikov and
O’Connor applied the FDM to trace frequency modulation
effects in experimental transient signals in FT-ICR MS and
demonstrated super-resolution mass spectra obtained by FDM
for simulated transients.27,28 Here, we introduce FDM-based
mass spectrometry (FDM MS) to accelerate high resolution
FT-ICR MS data acquisition and demonstrate its performance
on the experimental data obtained for common classes of
molecules and macromolecules.
■ EXPERIMENTAL SECTION
Sample Preparation. Cisplatin, substance P, and equine
myoglobin were obtained from Sigma-Aldrich (Buchs, Switzer-
land). LC-MS grade water and acetonitrile were obtained from
Fluka (Buchs, Switzerland). Formic acid was obtained from
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Merck (Zug, Switzerland). Solution of hydrated cisplatin was
prepared in water. Solutions of substance P and myoglobin
were prepared in 1:1 (v/v) water/acetonitrile solvent mixtures
containing 1% (v/v) of formic acid.
Mass Spectrometry. The MS experiments were performed
on a hybrid 10 T electrospray ionization linear ion trap Fourier
transform ion cyclotron resonance (ESI LTQ FT-ICR) mass
spectrometer (Thermo Scientific, Bremen, Germany). The
instrumental parameters and operation were controlled by
standard data acquisition software. Acquisition of transient
signals was performed in MIDAS data format. Transient signal
of a European crude oil was acquired on a custom 9.4 T FT-
ICR MS (NHMFL, FL, USA).6
Data Analysis. Data analysis was performed using the in-
house developed Python-based software. The calculations were
carried out on a standard desktop computer with a quad-core
processor. The FTMS was performed following the standard
algorithm.29 First, the transient signal is submitted to the
procedures of apodization with Hann’s window and single zero-
filling. Second, Fourier transformation is employed to convert
the transient signal into the frequency domain spectrum with
conventional magnitude-mode spectral representation. Finally,
calibration procedure based on the relation between frequency
and m/z values is performed to provide the mass spectrum.30
The FDM MS was performed as described in the main text. To
find the monoisotopic mass of substance P from the
experimental data, a standard deconvolution procedure was
performed on the basis of the m/z of the monoisotopic peak
and m/z spacing between the peaks in the mass spectra. To find
the experimental monoisotopic mass of myoglobin, the isotopic
ion distributions in the mass spectra were deconvoluted using
the THRASH algorithm.31
■ RESULTS AND DISCUSSION
Methodology of Filter Diagonalization Method-Based
Mass Spectrometry. The FDM-based MS methodology as
employed here is described in Figure 1. Briefly, the harmonic
inversion problems are solved for the selected frequency (mass-
to-charge) window and chosen number of the basis functions
following the standard FDM algorithm.15 The frequency
window selection can be performed without (data-independent
approach) or with (data-dependent approach) use of the
Figure 1. The main steps in the suggested here FDM-based mass spectrometry (FDM MS) methodology. The FDM processing is the standard
FDM algorithm described elsewhere.15,18−20 Other steps are realized in the custom-written PyFTMS package.
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preliminary FTMS step performed to find the location of the
frequency regions with peaks of interest. In the latter case, since
FT processing does not necessarily resolve the peaks of interest,
FTMS is used only to reveal the corresponding frequency
regions for further analysis. The transient signal is subjected to
the FDM calculations for the selected frequency window. The
FDM calculations are carried out with a user-defined number of
basis functions. The number of basis functions is a constraint of
the implemented numerical algorithm of FDM. For the
appropriate results, the number of basis functions should
exceed the actual number of ion peaks to be resolved in a given
m/z (frequency) window, whereas the upper limit of the
number of basis functions is restricted by the available
computational resources. The number of basis functions can
be selected on the basis of the particular sample being analyzed,
MS experimental conditions, or stability of the calculations
performed for a set of different numbers of basis functions. In
the calculations performed here, the number of basis functions
was between 15 and 240 per a frequency window, vide infra. In
addition, the control calculations for the sets of different
numbers of basis functions were carried out to verify the
calculations stability and to confirm the obtained results. The
FDM processing provides the solutions as FDM table that
contains information on frequency, amplitude, phase, decay,
and roughly estimated complex frequency error as a figure of
merit for each solution. In the following step, the possible
spurious solutions (false positives) are filtered out on the basis
of the threshold values specified for user-defined acceptable
peak parameters. If the applied threshold is not sufficiently
strong, the spurious peaks can remain in the spectra and, vice
versa, if the threshold is too strong, the real ion peaks can be
lost. Therefore, method optimization should be performed for
the particular experimental conditions and type of samples
employed. Further, on the basis of the frequencies and
amplitudes from the FDM table, the bar plot in the frequency
scale is created and then reconstructed into the spectrum with
Lorentzian-mode spectral representation with user-defined
peak width. Finally, the bar plot and the spectrum in the
frequency scale are subjected to the standard frequency-to-m/z
conversion.30 Note, compared to the typical procedure in the
FDM NMR,15 here, the spectral representation with a given
peak width is performed for visual convenience only. The m/z
ratios and abundances of interest are parameters to be found
from the transient signal. Therefore, the reported m/z ratios
and abundances are taken directly from the final bar plot in the
m/z scale as the results of the considered parameter estimation
problem. The methodology described in Figure 1 can be
similarly applied to provide analysis of the broadband mass
spectra, which would be considered as a number of adjacent
windows.
Application of Filter Diagonalization Method-Based
Mass Spectrometry to Isolated Compounds. The
performance comparison between the FTMS and the FDM
MS as a function of data acquisition time is shown in Figure 2.
The presented examples correspond to the MS application
areas of metabolomics (small molecule analysis),5 bottom-up
proteomics (peptide analysis),3 and top-down proteomics
(protein analysis).4 Figure S1, Supporting Information,
provides the theoretical isotopic distributions of the selected
compounds. The corresponding ICR transient signals for all
compounds analyzed are shown in Figure S2, Supporting
Information. The FTMS and FDM MS accuracies of the
monoisotopic masses and m/z ratios, obtained with an external
calibration, are given in Tables S1−S3 (Supporting Informa-
tion). In the structural analysis of a singly charged hydrated
derivative of a typical metal-based anticancer therapeutic
compound, cisplatin,32 FDM MS resolves the isotopic
distribution even at an acquisition time of 0.7 ms, Figure 2
top. Here, the ion abundances and peak widths on the panel 1
(T = 100 ms) differ from those on the panels 2 (T = 2.2 ms)
and 3 (T = 0.7 ms) since the isotopic fine structures are
resolved only for T = 100 ms case (see Figure S3, Supporting
Figure 2. Filter diagonalization method (FDM) MS versus magnitude
mode Fourier transform (FT)-based ICR MS for molecular structural
analysis as a function of data acquisition time (transient length, T).
(Top) analysis of a singly charged Pt-based compound; (Middle)
analysis of an 11 amino acid long peptide, substance P, doubly
charged; (Bottom) analysis of a 16.9 kDa protein, myoglobin, carrying
21 charges. The particular advantage of FDM MS application here is
the potential ability to resolve the isotopic distributions of molecules
and macromolecules in the experiments with (i) time constraints, e.g.,
in the online liquid chromatography-MS and (ii) finite lifetimes of
transient signals, e.g., in a top-down proteomics.
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Information, for more details). For a given acquisition time, the
FDM MS-provided m/z accuracies are normally superior to
those obtained by FTMS for the same acquisition times,
especially for the short ones.
In the structural analysis of a doubly protonated 11 amino
acid long peptide substance P (H-RPKPQQFFGLM-NH2), all
FDM MS mass spectra shown, even the one for the 5 ms-long
transient signal, reveal the isotopic ion distribution, in contrast
to FTMS, Figure 2 middle. For all FDM MS mass spectra, the
determination of the monoisotopic mass resulted in mass
accuracies better than 1.3 ppm (external calibration).
Finally, all FDM MS mass spectra of a protein shown in
Figure 2 bottom, even the one for a transient signal containing
only one isotopic beat (Figure S2, Supporting Information),
clearly reveal the isotopic distribution of myoglobin charged
with 21 protons. In contrast, FTMS requires at least 4 isotopic
beats of the transient signal to yield baseline resolution in the
magnitude mode (Figure S4, Supporting Information). The
deconvolution of the FDM MS mass spectra of myoglobin
provided the correct protein charge state of 21 and the
monoisotopic masses with the accuracies of 1.6 ppm (external
calibration), whereas the FT-based mass spectrum from 3 or
more isotopic beats transient was required. Comparable values
of mass accuracies in both methods indicate that the mass
calibration error prevailed over the errors of the signal
processing methods and the deconvolution procedure. Thus,
for all cases considered in Figure 2, compared to FTMS, FDM
MS presents superior performance along with acceptable mass
accuracy.
Application of Filter Diagonalization Method-Based
Mass Spectrometry to a Complex Mixture of Com-
pounds. The ultimate test for the analytical performance of a
mass spectrometer and the associated method of data treatment
involves the structural analysis of extremely complex mixtures
of molecules as contained, for example, in crude oil.6 Figure 3
shows a comparative application of FTMS (top) and FDM MS
(bottom) to a crude European oil sample. Importantly, FDM
MS confirms the molecular ion peaks suggested by FTMS,
including those with low abundances, Figure 3 insets. In
addition, molecular ion peaks differing by only 1.1 mDa are
resolved in the FDM MS mass spectrum. Thus, FDM MS
confirms its applicability even in the case of high spectral
complexity of analyzed transient signals.
Analytical Characteristics of Filter Diagonalization
Method-Based Mass Spectrometry. Figure 4 shows the
dependence of the required acquisition time of the transient
signals on the desired resolution for molecules in a wide range
of molecular weights and different charge states. The required
acquisition time is determined by the frequency spacing
between the ion peaks to be resolved (see Figure S5,
Supporting Information, for further details). In FTMS, the
required acquisition time depends on the smallest frequency
spacing between the ion peaks in a given m/z ratio range to be
resolved and on the desired degree of resolution (see Figure S6,
Supporting Information, for further details). Up to twice
shorter acquisition times may be required to yield a comparable
resolution in FTMS when the absorption mode of spectral
representation is used instead of the typically employed
magnitude mode.33−36 Furthermore, detection of ICR
frequency harmonics or multiples may reduce the required
acquisition times in FTMS by several times.37 Importantly, and
in contrast to the FTMS, in the FDM MS, the minimum
transient duration required to resolve the ion peaks of interest
is determined by the average peak spacing in the considered
m/z (frequency) narrow window (see Figure S5, Supporting
Information, for further details). This time is shorter or even
significantly shorter than the one required in FTMS, depending
on the particular peak distribution within the considered m/z
(frequency) spectrum window.17,18,38 The obtained FDM MS
Figure 3. Filter diagonalization method (FDM) MS versus magnitude
mode Fourier transform (FT)ICR MS for structural analysis of very
complex mixtures of organic molecules, such as a European crude oil.6
Length of the transient signal employed was 2.86 s. The particular
features of FDM MS here are the potential abilities to reveal low
abundance ions and resolve closely spaced ion peaks that could not be
separated by conventional FT-ICR MS at the same acquisition times.
Figure 4. Comparison of filter diagonalization method (FDM) and
fast Fourier transform (FFT)-based signal processing in ICR MS. The
linear dependences for magnitude (mFFT, baseline resolution
m/Δm0% and crossover regime m/Δm100%) and absorption (aFFT,
crossover regime m/Δm100%) modes were calculated for a 10 T
magnetic field (see Figure S6, Supporting Information). The
resolution levels R0 = 100k and 12.5k represent acquisition times
typically employed in FTMS-based applications. The FDM MS results
are given with the panel numbers that correspond to the numbers
given to the mass spectra in Figure 2.
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results, Figure 3, indicate the limitations in the provided
computational resources and quality of the employed transient
signals. Improved computational and experimental conditions
should translate into higher FDM MS performance, e.g., even
shorter transients required to resolve the peaks of interest with
the appropriate mass accuracies, as in Figure 4, and better.
One of the anticipated limitations of FDM MS is a
substantially higher demand for the computational resources
required for FDM signal processing compared to FTMS.
Among the non-FT methods, FDM in its original version scales
quasi-linearly as O(N logN) for a signal of N sample points
compared to other non-FT methods, which scale as O(N3) at
best. Note, the FFT scales as O(N logN) compared to the
straightforward discrete FT, DFT, which scales as O(N2). Thus,
both FFT and FDM scale quasi-linearly with time-domain
signal length. However, depending on the number of basis
functions used for a certain window, the scaling prefactor for
FDM can be larger than the one for FFT. To evaluate the
performance of the FDM signal processing employed in the
current work, the number of basis functions was varied for
cisplatin between 15 and 40, for substance P between 45 and
70, for myoglobin between 235 and 260, and for crude oil
sample between 175 and 300. For each analyte, the obtained
mass spectra were consistent with each other providing similar
frequency (mass) and amplitude (abundance) accuracies. The
frequency windows and numbers of basis functions employed
to achieve results in Figures 2 and 3 as well as the
corresponding calculation times are summarized in Table 1.
The calculation times are shown separately for the FDM
calculations as well as for the complete FDM MS procedure, as
described in Figure 1. The described above FDM computa-
tional speed as a function of a number of data points N refers to
the FDM calculation time. The results in Table 1 show that in
this work the shortest FDM calculation time was less than 1 s
for the panels 1−3 and 5−7, Figure 2 when, respectively, 15
and 50 basis functions were employed, whereas the longest
FDM calculation time was 9 s when 240 basis functions were
considered for the panel 8, Figure 2. In addition, when a
broadband mass spectrum is to be processed, there is a set of
frequency windows to calculate in the FDM-based approach.
For example, the total time to calculate the set of 9 windows
from Figure 3 was 392 s when 200 basis functions per each
window were considered, Table 1. Thus, FDM is slower than
FFT. There are several directions to speed up the FDM
calculations, including (i) calculation of a certain window using
parallel algorithm instead of the original one and (ii) calculation
of a set of windows simultaneously using parallel computing.
Currently, we are working on the numerically effective version
of the algorithm based on both approaches.
Another FDM MS limitation of numerical nature is the
reduction of mass and abundance accuracies or resolution
performance in case of low signal-to-noise ratio transient
signals. This limitation requires not only software but also
FTMS hardware improvements to be made. Nevertheless, a
recently achieved substantial progress in FTMS instrumenta-
tion accompanied by further FDM algorithm characterization
and development for weak signals support the implementation
of FDM MS.39−42
Other anticipated FDM MS limitations include effects that
currently reduce FTMS performance as well and are due to
incoherence of ion motion, which develops during signal
acquisition: space charge effect in ICR cell, in particular, ion
motion perturbation immediately after ion excitation; effect of
inhomogeneity or instability of the magnetic field in ICR MS;
effect of inharmonicity of the electric field in ICR and Orbitrap
MS. Nevertheless, currently, space charge effect is under study
and can be controlled;28,43 magnetic field drift or significant
inhomogeneity are not typical for the state-of-the-art ICR
magnets, and finally, novel ICR cells with harmonized electric
field enter the routine use.44−46 In addition, the effect of signal
frequency (and amplitude) modulation should be mentioned.27
The modulation would lead to a set of peaks in the frequency
(mass) spectrum compared to a single peak that would be given
by a constant frequency. In the current work, such sets of peaks
Table 1. Parameters of the Employed FDM MS Methodology: Frequency Windows, Numbers of Basis Functions, and the
Corresponding FDM and FDM MS Calculation Times
FDM parameters calculation time, s
analyte length of transient signal, ms m/z window frequency window, kHz number of basis functions FDM FDM MS
cisplatin 0.7 278.0−290.0 529.59−552.45 15 <1a 12
2.2 <1 15
100 <1 17
substance P 5 673.0−677.0 226.86−228.21 50 <1 13
11 <1 15
29 <1 22
667 4 54
myoglobin 195 807.8−809.2 189.79−190.12 240 3 38
185 5 47
290 9 55
crude oil 2 860 630.20−630.27 228.848−228.873 200 392 920
630.27−630.37 228.811−228.848 200
630.37−630.47 228.775−228.811 200
630.47−630.57 228.739−228.775 200
630.57−630.67 228.702−228.739 200
631.30−631.37 228.449−228.474 200
631.37−631.47 228.413−228.449 200
631.47−631.57 228.377−228.413 200
631.57−631.67 228.340−228.377 200
aThe accuracy of time measurements was 1 s; calculation times below this value are shown as <1.
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were the isotopic distributions, Figure 2, and isotopic fine
structures, Figure S3 in the Supporting Information. Interest-
ingly, it was FDM that allowed studying the modulation effects
in the experimental FT-ICR MS transient signals using
frequency tracing calculations.27,28
Finally, it should be noted that, by definition, the term
“super-resolution” does not mean “ultrahigh resolution” and
should not be considered as such. It is more appropriate to
consider super-resolution methods-based MS as a technique to
resolve the peaks of interest employing shorter acquisition
times than the ones required for the FTMS. The ability of
FDM MS to deliver ultrahigh resolution in its standard
definition as employed in FT-ICR MS is still to be shown for
the real experimental data.
■ CONCLUSIONS
We introduce FDM-based MS, which has a potential to
significantly improve the structure analysis of (macro-)
molecules and their complex mixtures by substantially
decreasing measurement times in FTMS. Surprisingly, and
despite the encouraging preliminary results by Aizikov and
O’Connor, up to now, there has been no significant effort
dedicated to the implementation of FDM MS for routine mass
measurements. Compared to 1D FDM NMR, the benefits of
FDM MS application to 1D ICR MS are more pronounced.
Despite the described above limitations of the current FDM
MS implementation, using readily available powerful work-
stations combined with recent advances in FTMS hardware
supports the implementation of FDM MS for routine molecular
structure analysis in the near future. The expected FDM MS-
delivered improvements should be both qualitative, e.g., higher
throughput, higher dynamic range of sample concentrations,
lower sample consumption, and quantitative, e.g., more
accurate liquid chromatography (LC) peak representation by
MS data, especially important in label-free quantitative
proteomics and metabolomics. Complementary molecular
structure information, e.g., isotopic fine structures,1 could be
provided by FDM MS on a LC time scale (see Figure S3 in
Supporting Information). To maximize these envisioned FDM
MS benefits, an improved time management of FTMS
experimental sequences is required. Importantly, the close
analogy between ICR and Orbitrap FTMS ion detection
principles allows one to expect a straightforward application of
the FDM MS methodology to the Orbitrap FTMS data.
Moreover, specifically, Orbitrap FDM MS-based bottom-up
and top-down proteomics are expected to significantly advance
molecular and macromolecular structure analysis. Finally, FDM
MS may benefit other, currently FT-based and mainly research-
grade, techniques, e.g., charge detection time-of-flight MS.47
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Figure S1. Theoretical isotopic distributions of the analyzed compounds. (Top left) isotopic distribution 
of hydrated cisplatin at resolution R = 2.7k (for 10 T magnitude mode FTMS equivalent acquisition time 
T = 0.01 s); (Bottom left) isotopic distribution of hydrated cisplatin at R = 270k (T = 1.0 s), isotopic fine 
structures are resolved; (Top right) isotopic distribution of doubly protonated substance P at R = 22k  
(T = 0.192 s); (Bottom right) isotopic distribution of 21 times protonated myoglobin at R = 36k (T = 
0.384 s). The theoretical isotopic distributions were calculated for the Hann frequency response 
function. 
 
 
Figure S2. Experimental ICR MS transient time-domain signals of the analyzed compounds for different 
acquisition times. (Left) transient signals of hydrated cisplatin; (Center) transient signals of doubly 
protonated substance P; (Right) transient signals of 21 times protonated myoglobin. To reduce the 
detrimental effect of the transient signal perturbation immediately after ion excitation in the 
employed ICR cell, an appropriate time delay (10 ms-100 ms) was introduced between ion excitation 
and detection for all cases represented. 
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Figure S3. FDM MS versus FTMS in the analysis of hydrated cisplatin. Zoom-in to the isotopic fine 
structures (doublets) for 100 ms long transient signal. (Left) Isotopic fine structure at nominal m/z 283; 
(Right) isotopic fine structure at nominal m/z 285. Isotopic fine structure explains both the abundance 
and peak widths differences between panel 1 and panels 2 and 3 in Figure 2 (main text). According to 
the FDM MS methodology, the Lorentzian peak shape is applied to each bar from the bar spectrum in 
the frequency scale. When isotopic fine structure is unresolved (too short transient duration for a 
given peak density), Lorentzian peak shape is made broad. In case isotopic fine structure is resolved, 
Lorentzian peak shape is made narrow to visually reveal the peaks. Note, as peak shape is applied 
specifically for the visual representation of the MS data, a narrower peak shape can be applied to the 
data in panel 1, Figure 2.  
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Figure S4. Baseline resolution of the isotopic distribution of 21 times protonated myoglobin in FT ICR-
MS. (Top) experimental transient time-domain signal with 4 isotopic beats; (Bottom) baseline resolved 
mass spectrum of the transient shown in the top panel. 
 
Figure S5. Peak spacing in frequency spectra. The definitions for "peak spacing" and "average peak 
spacing" are given below. 
Peak spacing. An example for isotopic distribution of doubly protonated substance P is shown. 
According to the standard two parameter calibration equation, 
2f
B
f
A
zm , for given ions with 
zmi  and zm j  ratios with close mass-to-charge ratios ( jijiij mmmmm  , ), the peak spacing 
ijf  is related with the corresponding mass difference ijm  in the following way: 2
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th and jth successive ions 
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furthermore 
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Aff , where km  is the mass of any ion from the isotopic distribution, e.g. 
the monoisotopic one.  
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Note, (i) higher ion charge state for the same ion mass increases peak frequency spacing and thus 
decreases the inverse peak spacing, and (ii) higher ion mass for the same ion charge state reduces 
peak frequency spacing and thus increases the inverse peak spacing, as reflected in Figure 4. 
Average peak spacing. For given frequency window F  and number of peaks N , the average peak 
density is 
F
N
 so that the average peak spacing is 
N
F
f
1
. 
Figure S6. Definition of resolution in FTMS. (Top) General definition of resolution with the valley at a 
specified fraction of the peak height for 2 functions, F1 and F2; (Middle) Resolution with the valley at 
0% of the peak height, the peaks are baseline resolved; (Bottom) Resolution with the valley at 100% of 
the peak height, crossover regime (the peaks are not resolved). 
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Table S1. Accuracies of the obtained m/z ratios of the most abundant ions in the analysis of hydrated 
cisplatin by ICR-MS. Results are shown for both FTMS and FDM MS. External calibration of the mass 
scale was employed. Experiments were performed with standard sample preparation, electrospray 
ionization, and ICR-MS conditions. The corresponding theoretical isotopic distributions and transient 
time-domain signals are shown in Figures S1 and S2. The shown accuracies were obtained using the 
estimations of the true m/z ratios from the simulation of the theoretical isotopic distribution of 
hydrated cisplatin with resolved isotopic fine structures (doublets) at 283 and 285 nominal m/z            
(R = 270k, see Figure S1, left and Figure S3). For the acquisition time of 100 ms, all abundant peaks 
were considered since the isotopic fine structures were resolved. For the acquisition times of 2.2 ms 
and 0.7 ms, the peaks with doublets were not considered due to ambiguity of the interpretation of 
their m/z accuracy. N/A indicates unresolved peaks. 
Acquisition 
time, ms 
Peaks  
(nominal m/z) 
m/z accuracy, ppm 
FTMS FDM MS 
100 
281 1.92 -1.38 
282 -2.20 -1.07 
283 (doublet) 
-20.16 
7.48 
-1.05 
-0.94 
284 -1.73 -1.07 
285 (doublet) 
-7.07 
9.40 
-1.12 
-0.98 
2.2 
281 -129.86 -1.80 
282 59.45 -1.48 
284 123.53 -0.65 
0.7 
281 0.68 1.13 
282 N/A 1.69 
284 N/A -3.25 
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Table S2. Results of the deconvolution procedure applied in the analysis of doubly protonated             
11 amino acid long peptide substance P. N/A indicates the deconvolution failing due to unresolved 
peaks. 
Acquisition 
time, ms 
Technique 
Charge 
state 
Monoisotopic 
peak, m/z 
Monoisotopic 
mass, Da 
Mass accuracy, 
ppm 
667 
FTMS 
FDM MS 
2 
2 
674.37176 
674.37218 
1346.7289 
1346.7298 
0.66 
1.28 
29 
FTMS 
FDM MS 
2 
2 
674.37995 
674.37171 
1346.7453 
1346.7288 
12.82 
0.59 
11 
FTMS 
FDM MS 
2 
2 
674.36618 
674.37113 
1346.7178 
1346.7277 
-7.61 
-0.26 
5 
FTMS 
FDM MS 
N/A 
2 
N/A 
674.37164 
N/A 
1346.7292 
N/A 
0.89 
 
 
Table S3. Results of the deconvolution procedure applied in the analysis of 21 times protonated 
protein myoglobin. N/A indicates the deconvolution failing due to unresolved peaks. 
Acquisition 
time, ms 
Technique 
Charge 
state 
Monoisotopic 
mass, Da 
Mass accuracy, 
ppm 
290 
FTMS 
FDM MS 
21 
21 
16940.99 
16940.99 
1.62 
1.62 
185 
FTMS 
FDM MS 
N/A 
21 
N/A 
16940.99 
N/A 
1.62 
155 
FTMS 
FDM MS 
N/A 
21 
N/A 
16940.99 
N/A 
1.62 
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ABSTRACT: Modern mass spectrometry (MS)-based protein
identiﬁcation and characterization relies upon accurate mass measure-
ments of the 13C isotopic distributions of the enzymatically produced
peptides. Interestingly, obtaining peptide elemental composition
information from its isotopic ﬁne structure mass spectrum to increase
the conﬁdence in peptide and protein identiﬁcation has not yet been
developed into a bottom-up proteomics-grade analytical approach.
Here, we discuss the possible utility and limitations of the isotopic ﬁne
structure MS for peptide and protein identiﬁcation. First, we in silico
identify the peptides from the E. coli tryptic digest and show the
increased conﬁdence in peptide identiﬁcation by consideration of the
isotopic ﬁne structures of these peptides as a function of mass and
abundance accuracies. In the following, we demonstrate that the state-
of-the-art high magnetic ﬁeld Fourier transform ion cyclotron resonance (FT-ICR) MS allows a routine acquisition of the
isotopic ﬁne structure information of a number of isobaric peptide pairs, including a pair of peptides originating from E. coli.
Finally, we address the practical limitation of the isotopic ﬁne structure MS implementation in the time-constraint experiments
by applying an advanced signal processing technique, ﬁlter diagonalization method, to the experimental transients to overcome
the resolution barrier set by the typically applied Fourier transformation. We thus demonstrate that the isotopic ﬁne structures of
peptides may indeed improve the peptide and possibly protein identiﬁcation, can be produced in a routine experiment by the
state-of-the-art high resolution mass spectrometers, and can be potentially obtained on a chromatographic time-scale of a typical
bottom-up proteomics experiment. The latter one requires at least an order of magnitude increase in sensitivity of ion detection,
which presumably can be realized using high-ﬁeld Orbitrap FTMS and/or future generation of ultrahigh magnetic ﬁeld FT-ICR
MS equipped with harmonized ICR cells.
Mass spectrometry (MS) is one of the most eﬃcient andversatile analytical tools for the comprehensive analysis
of the samples of biological origin.1,2 Within the palette of mass
spectrometric methods utilized for such an analysis, Fourier
transform ion cyclotron resonance mass spectrometry (FT-ICR
MS) is a signiﬁcant contributor to the biological research
because of its high mass measurement accuracy, high resolving
power, and unique tandem mass spectrometric (MS/MS)
capabilities.3−5 Since the introduction in 1974,6 this type of
mass spectrometry passed through a number of breaking
developments7 demonstrating unmatched resolving power until
today. Examples include resolving of the 3He+/3H+ isobaric ions
at the peak resolution of 10 million and mass measurement
accuracy of ∼1 ppb8 and 200 million peak resolution for 40Ar+
ions and 132Xe+ ions,9 as well as 8 million for a protein.10 In
general, resolving powers in an excess of 1 million are routinely
attainable for multiply charged peptides and proteins using high
magnetic ﬁeld FT-ICR MS technology. A comparable level of
resolving power on other types of mass spectrometers became
available recently with the development of high electrostatic
ﬁeld Orbitrap FTMS technology.11,12 Speciﬁcally, Makarov and
co-workers recently demonstrated resolution of up to 1 million
for peptide ions on a chromatographic time scale of 3 s on the
Orbitrap FTMS with the advanced signal processing, including
phase correction, that corresponds to performance of modern
high magnetic ﬁeld FT-ICR mass spectrometers.13
The use of 13C isotopic patterns produced by low resolution
MS for improved molecular analysis has been suggested
previously for light, <500 Da, molecules.14 The achieved level
of resolving power in FTMS thus provides the opportunity to
have a deeper look at the isotopic pattern of detected ion
elemental composition in search of a more reliable way of
peptide identiﬁcation. Indeed, Shi et al. and Miura et al. have
shown that the correct number of elements, such as S, O, and
N, typically present in the elemental compositions of organic
molecules, including peptides, can be determined if the
resolving power of a mass spectrometer is suﬃcient enough
for obtaining their relative isotopic abundances.10,15 These high
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resolution mass spectra are referred to as the ″isotopic ﬁne
structures″ to distinguish them from the peptide 13C isotopic
patterns which are attainable for most of the peptides with the
majority of mass analyzers used in proteomics. However, even
highly accurate isotopic ﬁne structures cannot be used to
distinguish between the peptide isomers. Therefore, informa-
tion on the relative abundances of the isotopic ﬁne structures
should be considered as a source of information comple-
mentary to other sources, e.g., accurate mass, fragmentation
pattern in MS/MS, retention time in liquid chromatography
(LC), etc.
The commercially available FTMS platforms, ICR and
Orbitrap, have already demonstrated the feasibility to obtain
the isotopic ﬁne structures of natural peptides and small
proteins.10,13,15−20 Knowing the number of chemical elements
in a peptide may signiﬁcantly reduce the number of possible
elemental compositions assigned to an ion with a given mass
accuracy.21−23 However, despite the advantages of having
additional information about the elemental compositions of the
peptides, the isotopic ﬁne structure has not been routinely
employed in the existing protein identiﬁcation strategies. There
are several factors that limit the routine implementation of
isotopic ﬁne structure mass spectrometry. First, the resolving
power required is typically in an excess of 1 million for most of
the peptides, such as tryptic peptides considered in bottom-up
proteomics. The required level of resolving power can be
obtained by FTMS instruments but necessarily includes ion
trapping in a spatially restricted area of an ion trap. The latter
results in a strong inﬂuence of Coulombic interactions between
the trapped ions on both the relative positions of the peaks in a
mass spectrum originating from the 15N, 34S, and 18O elements
and the relative abundances of these peaks in the recorded ﬁne
structures. Second, to achieve the desired resolving power in
the mass spectra, the FT-based ion trap technologies require
extremely long experimental times, mostly due to the necessity
of acquiring the time-domain signals in the 10 to 30 s range.18
The above-mentioned limitations dictate the need to develop
methods of ion frequency harmonics or multiples detection,24
robust absorption-mode implementations,25−28 and novel data
processing tools, presumably non-FT based ones, aimed to
overcome the resolution limitations of the FT algorithm.
Peptide identiﬁcation from the E. coli tryptic digest has been
previously analyzed in silico based on accurate mass measure-
ments and isoelectric point calculations.29 Here, we extend this
early work and consider, through the in silico analysis of tryptic
peptides generated from E. coli protein database, the utility of
isotopic ﬁne structure content in peptide mass spectra for
improving the reliability of protein identiﬁcation based on the
bottom-up proteomic strategy. This utility is further inves-
tigated with the experimental examples in which we show the
feasibility to obtain the isotopic ﬁne structures for a number of
pairs of natural and synthetic peptides with close m/z ratios by
FT-ICR MS. Importantly, to overcome the experimental time
limitations coming from the impractically slow scan rate in
these high resolution data acquisition sequences, we considered
the possibility to process the time-domain transients with the
ﬁlter diagonalization method (FDM) instead of the FT-based
one.30 The FDM method was recently introduced for FT-ICR
mass spectrometry by O’Connor and co-workers for frequency
tracing along the time-domain transient signals.31,32 Further-
more, O’Connor successfully demonstrated the possibility of
employing FDM for obtaining isotopic ﬁne structures from
signiﬁcantly shorter, yet simulated, time-domain signals
compared with a common FT-based approach.31 The ﬁrst
application of FDM-based mass spectrometry to the exper-
imental data, termed FDM MS, has recently been shown by our
group to resolve 13C isotopic structures of small molecules,
peptides, and proteins using shorter transient time-domain
signals compared to the FT-based signal processing.33
■ EXPERIMENTAL SECTION
Samples and Sample Preparation. Standard peptides,
bradykinin (C50H73N15O11, monoisotopic mass 1059.5614 Da)
and substance P (C63H98N18O13S, monoisotopic mass
1346.7281 Da), were purchased from Sigma-Aldrich (Buchs,
Switzerland) and used without further puriﬁcation. Peptide H-
VGPPGFSPFVG-OH (C52H73N11O13, bradykinin isobar,
monoisotopic mass 1059.5389 Da), isobaric pair H-
RVMRGMR-OH (C35H68N16O8S2, monoisotopic mass
904.4847 Da) and H-RSHRGHR-OH (C35H60N20O9, mono-
isotopic mass 904.4852 Da), and two isobaric peptides from E.
coli tryptic digest, annotated in the manuscript as E. coli peptide
1 (H-ITNHHDHATGDIQTIGHHFR-OH, C99H147N35O30,
monoisotopic mass 2306.1053 Da) and E. coli peptide 2 (H-
KPIWENQSCDTSNLMVLNSK-OH, C98H159N27O33S2,
monoisotopic mass 2306.1035 Da), were synthesized in-
house by solid-state Fmoc chemistry (Peptide and Protein
Synthesis Facility, University of Lausanne, Switzerland). HPLC-
MS grade water and acetonitrile were obtained from Fluka
(Buchs, Switzerland). Formic acid was obtained from Merck
(Zug, Switzerland). Peptides were dissolved in water and
acetonitrile (50/50, v/v) with addition of 0.5% of formic acid to
make 1−5 μM solutions.
Mass Spectrometry. Peptides were ionized using conven-
tional microelectrospray ionization (ESI) ion source. Mass
spectrometric measurements were performed using a hybrid 10
T linear ion trap Fourier transform ion cyclotron resonance
mass spectrometer (LTQ FT-ICR MS, Thermo Scientiﬁc,
Bremen, Germany), described elsewhere.34 The experimental
parameters and sequences were controlled by Xcalibur software
(Thermo Scientiﬁc). Ions in question were ﬁrst isolated in the
LTQ with an isolation window of 5 m/z and then transferred to
the capacitively coupled cylindrical ICR cell (Ultra cell, Thermo
Scientiﬁc) followed by gated trapping at 3 V potentials applied
to the trapping electrodes of the ICR cell. The trapping
potentials were kept at 3 V during ion excitation event and then
reduced to 0.4 V for ion detection.34 The number of
accumulated ions was controlled with the automatic gain
control (AGC) function, which was set to 5 × 105 charges in
the LTQ, unless stated otherwise. An ion relaxation period in
the ICR cell of up to 1 s was followed by broadband frequency-
sweep excitation to a post-excitation radius corresponding to
approximately half of the cell’s radius. Final time-domain
(transient) signals were obtained by summation of 100 single
transients of about 12 s long each. Unless stated otherwise, the
MIDAS software package (National High Magnetic Field
Laboratory, FL, USA) was employed to process the resulted
transient signals in a conventional way with a single zero-ﬁlling,
Hanning apodization and fast Fourier transform (FFT) to
produce magnitude-mode frequency spectrum and convert it
into the ﬁnal mass spectrum using external calibration.35
The mass and abundance measurement accuracies were
calculated based on the standard approaches.34,36 Brieﬂy, the
mass or m/z accuracy (error, in ppm) and the abundance
accuracy (error, in %) for a given ion peak were obtained
according to the following expressions respectively
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where (m/z)exp is the experimental mass-to-charge ratio of the
considered peak, Aexp is the experimental relative abundance of
the peak (compared to either 13C peak for A+1 isotopic ﬁne
structure or 13C2 peak for A+2 isotopic structure), and (m/z)th
and Ath represent the corresponding theoretical values
calculated using masses and natural abundances of isotopes
(National Institute of Standards and Technology, 2010).37
Errors, that could be referred to as total errors, of experimental
m/z and abundance values include systematic and random
errors. In the current work summation of 100 transient signals
for each mass spectrum with isotopic ﬁne structure was
employed and resulted in random errors of relative abundances
to be typically below the systematic ones in the control
experiments with bradykinin and its isobaric peptide (see
Results and Discussion section) so that the total errors are
mainly systematic. See the Supporting Information for details
on random error determination procedure. Note, for 13C
isotopic distributions the total error of relative abundance
measurement was reported to be about 1% in case of
summation of 100−200 transients for the employed FT-ICR
mass spectrometer.34
Method Development. The in-house developed Python-
based library, PyFTMS, was employed to perform in silico
digestion procedure of the E. coli proteins (based on the
UniProt repository); select peptides from the obtained digest
for given mass and abundance measurement accuracies;
calculate theoretical isotopic ﬁne structures for selected
peptides; and carry out peptide identiﬁcation based on
matching theoretical and experimental data. The isotopic
distribution is hereafter described with the monoisotopic peak
denoted as ″A″, the ﬁrst isotopic cluster corresponding to a
single 13C isotope as ″A+1″, the second one corresponding to 2
atoms of 13C present as ″A+2″, etc. Examining the experimental
isotopic ﬁne structures could potentially be used to estimate the
numbers of atoms of a certain element in the peptide elemental
composition. For example, the relative number of nitrogen
atoms compared to the number of carbon ones corresponds to
the abundance of the 15N peak compared to the 13C one in the
A+1 isotopic ﬁne structure cluster.10
Finally, PyFTMS was used to obtain mass spectra of A+1
isotopic ﬁne structure of selected ions for diﬀerent lengths of
the experiential transient signal using signal processing based
on Fourier transform and ﬁlter diagonalization method (FDM).
The former was performed in a conventional way. The latter
followed a typical FDM routine30 and FDM MS methodology
described elsewhere.33 Brieﬂy, with a chosen number of basis
functions as a constraint of the algorithm, FDM calculations
were performed for a selected frequency (mass-to-charge)
window to ﬁnd a number of parameters, including frequencies
and amplitudes, of signal components from ions of interest.
Note, the number of basis functions should exceed the number
of peaks of interest in the considered window.30 In the current
work, the number of basis functions was selected based on the
expected A+1 isotopic ﬁne structure, albeit in general it can be
chosen based on other parameters, e.g., stability of the
calculations performed for a set of diﬀerent numbers of basis
functions if there is no information on the analyzed sample and
experimental conditions. Based on the frequencies and
amplitudes, a Lorentzian shape spectrum in the frequency
scale is created with user-deﬁned peak width and converted into
a mass spectrum using the standard external calibration.
Proﬁling a frequency spectrum is employed only for visual
convenience, whereas the reported m/z ratios and abundances
are obtained directly from the frequencies and amplitudes using
the standard external calibration.33
■ RESULTS AND DISCUSSION
Analysis of Peptide Isotopic Fine Structure Utility in
Proteomics. The in silico identiﬁcation of E. coli-derived
tryptic peptides was employed here to evaluate the utility of
peptide isotopic ﬁne structure information in the large-scale
proteomic studies. Peptide identiﬁcation based on the measure-
ment of monoisotopic mass and relative abundance of 15N peak
compared to 13C one from the A+1 isotopic ﬁne structure was
simulated. To characterize the performance of the technique
depending on the experimentally provided mass and abundance
measurement accuracies, the identiﬁcation is considered for the
sets of mass and abundance measurement accuracies, 0.1, 1, 5,
10 ppm and 0, 1, 2, 5, 10, 20, 50%, respectively. For a given
mass accuracy, the potential of the technique was characterized
by the abundance accuracy of 0% when the experimental errors
in abundance measurements were absent. The distributions
shown in Figure 1 and Figure S1 provide a number of possible
candidates (vertical axis) for the peptide elemental composition
as a function of the monoisotopic mass (horizontal axis) of the
actual peptide subjected to the identiﬁcation for considered
mass and abundance measurement accuracies. In particular,
Figure 1 shows a result of in silico peptide identiﬁcation for
mass accuracy of 1 ppm based on measurement of
Figure 1. Number of possible candidates for the peptide elemental composition as a function of the peptide monoisotopic mass in identiﬁcation of E.
coli tryptic peptides based on the measurement of the monoisotopic masses with 1 ppm mass accuracy alone (A) and with the additional information
of the relative abundance of the 15N ion peaks compared to the 13C ones with the 5% (B) and 0% (C) abundance accuracy.
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monoisotopic mass only (Figure 1 A) and with relative
abundances of 15N to 13C peaks measured with abundance
accuracy, ΔA/A, of 5% (Figure 1 B) and 0% as the upper limit
case (Figure 1 C). Table 1 and Table S1 provide distributions
of the total numbers of the elemental compositions over the
mass bins in Figure 1 and Figure S1 with diﬀerent numbers of
candidates inside for the considered mass and abundance
measurement accuracies. The total number of possible
elemental compositions considered for a mass range of 0 to
25 kDa (all tryptic peptides are included) was 152832 (Table
1) and for a mass range of 1 to 7 kDa (truncated distribution of
tryptic peptides) was 132289 (Table S1). Therefore, more than
86% of all elemental compositions of tryptic peptides from E.
coli were within 1 to 7 kDa mass range.29
For both mass regions, the mass measurement accuracy of 1
ppm was not suﬃcient for the unambiguous E. coli peptide
elemental composition identiﬁcation based upon the peptide
mass measurement alone.29 Depending on the monoisotopic
mass of the peptide, the number of possible candidates varies
between 1 and 6. We expect these numbers to be signiﬁcantly
higher for the peptide databases of more complex organisms.
The ambiguity of the identiﬁcation varies as a function of both
mass and abundance accuracies and reduces as the abundance
accuracy improves for a given mass accuracy, as expected. The
presented results allow estimation of the required abundance
accuracy threshold for a desired false discovery rate. Finally, all
peptide elemental compositions could be uniquely identiﬁed
only for the mass accuracy of 0.1 ppm and abundance accuracy
of 0%, among the presented cases for both mass ranges so that
all elemental compositions go to the diﬀerent bins. This
analysis could be further generalized by taking into account
relative abundances of other isotopic ions, such as sulfur and
oxygen.
The analytical utility of peptide isotopic ﬁne structure in
proteomics could be compared to the utility of peptide isotopic
structure that considers the abundance of the unresolved 13C
isotopic peaks. Fiehn and co-workers demonstrated that relative
abundance of isotopic peaks of organic molecules of up to 500
Da acquired on a low-resolution MS can improve molecular
identiﬁcation by providing information on their elemental
composition.14 However, proteolytic peptides considered in the
current work possess more complicated isotopic structure.
Application of low-resolution MS to quantify the ratio of
abundances of monoisotopic and 13C-containing isotopic peaks
will result in substantially higher error than for the small
molecules. Furthermore, to quantitatively compare the utility of
isotopic ﬁne structure and 13C isotopic structure in peptide
identiﬁcation, we complemented the results presented above by
the in silico identiﬁcation of E. coli-derived tryptic peptides
based on the measurement of the relative abundance of 13C
peak from the A+1 isotopic cluster compared to the
monoisotopic peak, see Figure S2 and Tables S2 and S3. The
methodological and computational details are similar to the
description of the data presented above for isotopic ﬁne
structure calculations. The results demonstrate the overall
superiority of isotopic ﬁne structure information to the 13C
isotope information in peptide elemental composition assign-
ment. Therefore, high resolution MS that resolves peptide
isotopic peaks to the level of isotopic ﬁne structure shall (i)
improve the performance of the 13C isotope-based molecular
structure analysis by reducing the abundance errors and (ii)
provide complementary information to further reduce the
number of possible peptide candidates.
Isotopic Fine Structures of Bradykinin and Its Isobaric
Peptide. FT-ICR mass spectra of the two isobaric peptides,
bradykinin and H-VGPPGFSPFVG-OH, were obtained with
the resolving power of 1,500,000 at m/z 1061, Figure 2. Mass
diﬀerence between the monoisotopic masses (denoted as ″A″
peaks) of these singly protonated (or neutral) peptides is only
22.47 mDa, Figure 2 A. The obtained resolving power was
Table 1. Analysis of E. coli Tryptic Digest Enzymatic Peptide Identiﬁcation Based on Isotopic Fine Structure As a Function of
Mass and Abundance Accuracya
Number of Elemental Compositions Distributed into Mass Bins with N Candidates
10 ppm mass accuracy 5 ppm mass accuracy
abundance
accuracy, % N = 1 N = 2 N = 3 3 < N ≤ 6 6 < N ≤ 14 14 < N ≤ 22 N = 1 N = 2 N = 3 3 < N ≤ 6 6 < N ≤ 14 14 < N ≤ 22
NA 15647 13942 13349 38973 67689 3232 29972 26177 25314 56119 15250 0
50 16217 14704 13769 39667 65493 2982 30766 26894 25776 54999 14397 0
20 23732 21155 18894 45061 43463 527 44104 38878 26814 37923 5113 0
10 42530 34466 24336 40639 10860 1 63434 46776 24878 17238 506 0
5 78900 36462 19742 16868 860 0 101043 38194 11081 2511 3 0
2 116362 27608 7164 1698 0 0 135839 15916 1039 38 0 0
1 133135 17421 2066 210 0 0 148174 4589 68 1 0 0
0 142488 9902 441 1 0 0 152542 288 2 0 0 0
1 ppm mass accuracy 0.1 ppm mass accuracy
abundance
accuracy, % N = 1 N = 2 N = 3 3 < N ≤ 6 6 < N ≤ 14 14 < N ≤ 22 N = 1 N = 2 N = 3 3 < N ≤ 6 6 < N ≤ 14 14 < N ≤ 22
NA 103835 39508 8378 1111 0 0 151358 1468 6 0 0 0
50 105487 38418 7898 1029 0 0 151366 1460 6 0 0 0
20 121257 27366 3791 418 0 0 152321 511 0 0 0 0
10 137828 14458 526 20 0 0 152757 75 0 0 0 0
5 139991 12569 269 3 0 0 152806 26 0 0 0 0
2 143885 8855 92 0 0 0 152814 18 0 0 0 0
1 150708 2110 14 0 0 0 152818 14 0 0 0 0
0 152804 28 0 0 0 0 152832 0 0 0 0 0
aA complete mass range of 1-25 kDa, comprising all in silico produced enzymatic peptides (152832 elemental compositions), is considered.
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suﬃcient to resolve the isotopic ﬁne structures corresponding
to the natural abundances of 13C, 15N, and 18O elements in the
A+1 and A+2 isotopic envelopes of these peptides. The A+1
isotopic envelopes of singly protonated peptides reveal the
presence of both 13C and 15N isotopic peaks, Figure 2 B,
whereas the A+2 isotopic envelops are composed of 13C,
15N13C, and 18O isotopes, Figure 2 C. The theoretical isotopic
ﬁne structures are shown in the insets in Figures 2 B and 2 C,
respectively. Theoretically, 15 nitrogen atoms in bradykinin
should give the 15N isotopic peak relative abundance of 10.13%
compared to the neighboring 13C isotopic peak. At the same
time, the synthetic peptide from this pair contains 11 nitrogen
atoms providing the 15N isotopic peak relative abundance of
7.15%, Figure 2 B inset. Accordingly, the ratio of 15N13C to
13C2 ion abundances in these isotopic ﬁne structure envelopes
equals to 20.68% for bradykinin ion and 14.6% for the synthetic
one, Figure 2 C inset. The 18O signal is present in A+2 isotopic
envelope and theoretical abundances versus the corresponding
13C2 are 15.8% and 17.2% for bradykinin and synthetic peptide,
respectively.
The accuracies of experimental relative abundances for the
peaks in the A+1 and A+2 isotopic ﬁne structure envelopes of
bradykinin and its isobaric peptide are summarized in Table 2
(see the Experimental Section and the Supporting Information
for more details). The eﬀects that inﬂuence the ion signal
abundances in FTMS have been described previously.21,38−41 In
most cases, the ΔA/A values are relatively small and are in the
range of 0.2%−5%, Table 2. However, for the 18O isotopic
peaks the abundance errors are 26% and 34% for the synthetic
peptide and bradykinin, respectively. The main contribution in
such big errors is most probably due to spectral interference42
since the 18O isotopic peaks are resolved insuﬃciently, Figure 2
C. The random errors of relative abundances in a single FT-
ICR MS measurement comprising of 100 summed single time-
domain transient signals were estimated based on the spectral
signal-to-noise ratio (SNR), see the Supporting Information for
more details. As expected, for high abundance 15N isotopic
peaks the random errors were below 1%, Table 2. For low
abundance 18O isotopic peaks, the random errors were higher,
up to 3%, since the signal-to-noise ratios of 18O isotopic peaks
are lower than the ones for the 15N isotopic peaks.
The obtained accuracies of experimental abundances of 15N
isotopic peaks in the considered experiments (Table 2) show
the instrumental performance in obtaining accurate abundances
of the isotopic peaks in peptide identiﬁcation based on A+1
isotopic ﬁne structure, Table 1 and Table S1. From the
obtained results it follows that FT-ICR MS is able to provide
reasonable abundance accuracy of several percents once both
systematic and random errors are paid attention to, so that the
total error, which includes both systematic and random errors,
is kept below a desired level. In particular, (i) at least baseline
resolution is required to reduce systematic errors due to a
detrimental eﬀect of spectral interference and (ii) appropriate
signal-to-noise ratios are needed to keep the random errors
below the systematic errors once the latter ones are reduced
down to a certain level.
Isotopic Fine Structures of E. coli Isobaric Tryptic
Peptides. To evaluate the utility of the isotopic ﬁne structure
information in identiﬁcation of peptides from complex mixtures
containing isobaric peptides with masses within the 1 ppm
window the E. coli tryptic digest was selected as a model
system.43 Figure 3 shows the high resolution FT-ICR MS-based
analysis of the isotopic ﬁne structures for a peptide pair for the
triply charged peptides 1 and 2 from the E. coli tryptic digest
(see the Experimental part for peptide sequences). The
monoisotopic mass diﬀerence between these peptides in the
neutral or singly charged state is 1.81 mDa. The m/z values of
the monoisotopic peaks of the selected triply charged E. coli
tryptic peptides, reported in Figure 3, diﬀer only by 0.62 mTh,
or 0.8 ppm in the relative m/z values, and thus represent a
challenging case for the mass spectrometric identiﬁcation. The
high-resolution mass spectrometers are capable of resolving the
corresponding ion signals, but mass measurement accuracy
better than 0.8 ppm should be achieved to identify these two
peptides based solely on the m/z values. The high magnetic
ﬁeld FT-ICR MS is able to resolve the isotopic ﬁne structures
for both peptides in this pair with the resolving power of 1.5
million, as shown in the expanded segments of the experimental
mass spectrum in Figures 3 B and 3 C. It is known that the
time-domain transient signal processing algorithms play a
signiﬁcant role in the resolving power and abundance
accuracies achieved.44 For example, Hanning apodization
employed prior to Fourier transform to the experimental
Figure 2. ESI FT-ICR MS of bradykinin and H-VGPPGFSPFVG-OH
peptide pair showing (A) the 13C isotopic envelope of the singly
charged peptides and the expanded segments of this mass spectrum
demonstrating (B) the isotopic ﬁne structure of the A+1 isotopic
envelope and (C) the isotopic ﬁne structure of the A+2 isotopic
envelope. Ion signals corresponding to bradykinin are shown in red
(the heavier peptide) and to the H-VGPPGFSPFVG-OH peptide in
blue (the lighter peptide). Abundance accuracies of the experimental
values versus the theoretical ones are shown in Table 2, whereas the
insets represent the theoretical isotopic ﬁne structure distributions.
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transient did not completely resolve the 18O isotopic peak from
the 13C2 one. The application of another type of the
apodization function, Hamming apodization, provided better
resolution of the A+2 isotopic pattern for the E. coli peptide 2,
so that even the 18O isotopic peak was resolved, see Figure S3
in the Supporting Information for more details. However, e.g.,
for the 15N13C isotopic peak of E. coli peptide 2 shown in
Figure 3 and Figure S3, the abundance accuracy, ΔA/A, of 37%
was achieved when Hamming apodization was applied and
−23.4% in the case of Hanning apodization. Therefore,
Hanning apodization was used throughout the paper.45 The
abundance accuracies obtained in this way are reported in
Table 2. The achieved abundance accuracies are limited by
systematic errors and demonstrate a need for better resolution
of the corresponding isotopic ions of the isobaric peptides.
Isotopic Fine Structures of Synthetic Isobaric Peptide
Pair. Figure 4 shows the routine application of high magnetic
ﬁeld FT-ICR MS to a rationally designed pair of peptides, H-
RVMRGMR-OH and H-RSHRGHR-OH. The monoisotopic
mass diﬀerence between these peptides in the neutral or singly
charged states is only 0.46 mDa. Figure 4 shows that the
employed FT-ICR MS was not able to resolve the 13C isotopic
patterns of these peptides, as the monoisotopic peaks of the
doubly charged ions diﬀer in m/z only by 0.25 mTh (0.5 ppm).
Previously, these peptides were baseline resolved with a record
resolving power of ∼3.3 million in a dedicated experiment by
Marshall and co-workers and represent a case of the smallest,
less than a mass of an electron (0.55 mDa), peptide mass
diﬀerence resolved up to date.46 Here, we routinely achieved
the resolving power of ∼2 million for this peptide pair when the
peptides were doubly protonated. The resolving power
achieved was suﬃcient to resolve the isotopic ﬁne structures
of both peptides, Figures 4 B and 4 C. Due to the presence of
sulfur in one of the peptides in this pair, the 34S peak in the
isotopic ﬁne structure can be an obvious marker of this peptide
in the mixture. The abundance accuracies, experimental versus
theoretical values of 13C peak to 15N peak ratio, for this peptide
pair are reported in Table 2. The obtained isotopic ﬁne
structure information can potentially be used for peptide
identiﬁcation; however, the achieved abundance accuracies are
signiﬁcantly limited by a systematic error of spectral
interference due to insuﬃcient resolution of the same types
of isotopic peaks of the isobaric peptides.
Toward Fast Acquisition of High Resolution Isotopic
Fine Structures of Peptides. The 10 T FT-ICR MS transient
signal length of at least 12 s and more is required to provide the
Table 2. Mass Accuracies and Abundance Accuracies of Isotopic Fine Structure Distributions Obtained in the FT-ICR MS
Measurementsa
peptide isotopic peak (m/z)exp Aexp, % (m/z)th Ath, % mass accuracy, ppm abundance accuracy, % (random error, %)
VGPPGFSPFVG 15N 1061.54515 7.51 1061.54324 7.15 1.79 5.07 (0.68)
13C 1061.55171 N/A 1061.54956 N/A 2.03 N/A
15N13C 1062.54864 14.8 1062.54660 14.6 1.92 1.35 (1.34)
18O 1062.55253 12.7 1062.55045 17.2 1.95 −26.1 (1.56)
13C2 1062.55492 N/A 1062.55292 N/A 1.89 N/A
bradykinin 15N 1061.56754 9.93 1061.56571 10.13 1.72 −1.96 (0.76)
13C 1061.57411 N/A 1061.57203 N/A 1.96 N/A
15N13C 1062.57108 20.64 1062.56906 20.68 1.89 −0.18 (1.49)
18O 1062.57496 10.4 1062.57292 15.8 1.92 −33.9 (2.95)
13C2 1062.57736 N/A 1062.57538 N/A 1.86 N/A
E. coli peptide 2 15N 770.04223 11.6 770.04079 9.31 1.87 24.6
13C 770.04427 N/A 770.04290 N/A 1.78 N/A
34S 770.37511 12.8 770.37371 16.1 1.82 −20.5
15N 13C 770.37668 14.4 770.37524 18.8 1.87 −23.4
13C2 770.37872 N/A 770.37735 N/A 1.78 N/A
E. coli peptide 1 15N 770.04301 9.8 770.04139 11.9 2.1 −17.9
13C2 770.0449 N/A 770.04350 N/A 1.82 N/A
15N 13C 770.37762 20.7 770.37584 24.1 2.31 −14.2
13C2 770.37935 N/A 770.37795 N/A 1.82 N/A
RVMRGMR 15N 453.74859 20.8 453.74817 15.4 0.93 34.7
13C 453.75191 N/A 453.75133 N/A 1.29 N/A
34S 454.24819 153.3 454.24755 128.6 1.42 19.2
15N 13C 454.25027 49.3 454.24984 31.8 0.94 55.1
18O 454.2524 26.7 454.25177 23.6 1.38 13
13C2 454.2536 N/A 454.25300 N/A 1.31 N/A
RSHRGHR 15N 453.74885 20.9 453.7484 19.3 0.99 8.28
13C 453.75229 N/A 453.75156 N/A 1.61 N/A
15N 13C 454.25054 55 454.25008 39.7 1.02 38.4
18O 454.25272 20 454.25200 26.6 1.57 −24.7
13C2 454.25388 N/A 454.25324 N/A 1.41 N/A
aThe random abundance errors are provided, in the brackets, only for the experiments with bradykinin and H-VGPPGFSPFVG-OH peptide mixture
(see the Experimental Section and the Supporting Information for more details). N/A indicates 13C and 13C2 peaks used as a reference in
calculations of relative abundances.
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high resolution isotopic ﬁne structure information for the
isobaric peptide pairs, Figures 2-4. In case of isotopic ﬁne
structure measurements for a less complex ion mixture, such as
single peptide ion, under the same experimental conditions,
shorter acquisition time can be enough, nonetheless the one of
several seconds and more is required, Figure S4 (Supporting
Information). Even if a single transient provides a suﬃcient
signal-to-noise ratio, such long acquisition times are impractical
for the modern macromolecular analysis with the time
constrains dictated by the LC-based rapid separation of peptide
mixtures in the bottom-up proteomics. Therefore, the peptide
isotopic ﬁne structures must be obtained from not longer than
∼1−2 s transients, which would be comparable with the
typically obtained transient signals in the bottom-up proteomics
and metabolomics by both ICR and Orbitrap FTMS. As
introduced above, the ﬁlter diagonalization method, FDM, was
selected as a method of advanced signal processing to
accomplish this task. Figure 5 shows a comparison between
FDM-based MS (FDM MS) and FFT (FTMS) processing of a
time-domain transient signal of isolated singly charged ions of
bradykinin and its isobaric peptide, Figure 2, acquired on a 10
T FT-ICR MS for diﬀerent lengths of the signal. As expected,
mass spectra from both FDM and FFT processing of 12.13 s
transient signals revealed the isotopic ﬁne structures of the A+1
isotope of bradykinin and its isobaric peptide, Figure 5 top. The
FFT of a shorter, 1.66 s, initial portion of the recorded transient
produced the mass spectrum without isotopic ﬁne structure
resolution. On the other hand, FDM of the same short
transient signal revealed the isotopic ﬁne structures, Figure 5
bottom. Even a less than 1 s transient signal can be suﬃcient for
FDM-based signal processing to obtain the required
information, see the results for a peptide substance P, Figure
S4. Therefore, with FDM as a signal processing tool, the
required length of a transient signal to obtain the isotopic ﬁne
structures of peptides in FT-ICR MS could be signiﬁcantly
reduced. Note, a signal perturbation is a characteristic of the
time-domain transients followed by ion excitation event in FT-
ICR MS.32,47 The FDM processing of a part of the transient
that contains these perturbations demonstrates a reduced
method performance. Therefore, in Figure 5 and Figure S4 a
time delay of, respectively, 0.16 and 1.0 s between ion
Figure 3. ESI FT-ICR MS of E. coli peptide pair showing (A) the 13C
isotopic envelope of the triply charged peptides and the expanded
segments of this mass spectrum demonstrating (B) the isotopic ﬁne
structure of the A+1 isotopic envelope and (C) the isotopic ﬁne
structure of the A+2 isotopic envelope. Ion signals corresponding to
the E. coli peptide 1 are shown in red (the heavier peptide) and to the
E. coli peptide 2 in blue (the lighter peptide). Abundance accuracies of
the experimental values versus the theoretical ones are shown in Table
2, whereas the insets represent the theoretical isotopic ﬁne structure
distributions.
Figure 4. ESI FT-ICR MS of H-RVMRGMR-OH and H-RSHRGHR-
OH peptide mixture showing (A) the 13C isotopic envelope of the
doubly charged peptides and the expanded segments of this mass
spectrum demonstrating (B) the isotopic ﬁne structure of the A+1
isotopic envelope and (C) the isotopic ﬁne structure of the A+2
isotopic envelope. Ion signals corresponding to peptide H-
RVMRGMR-OH are shown in red (the lighter peptide) and to H-
RSHRGHR-OH peptide in blue (the heavier peptide). Abundance
accuracies of the experimental values versus the theoretical ones are
shown in Table 2, whereas the insets represent the theoretical isotopic
ﬁne structure distributions.
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excitation and detection was employed to exclude a part of the
transient with the perturbations. The transient signal
perturbation is signiﬁcantly shorter in Orbitrap FTMS, due to
the absence of the RF-excitation events. The bar-plot
representation of the FDM MS data from Figure 5 is shown
in Figure S5.
The mass accuracies and abundance accuracies for the data
reported in Figure 5 are summarized in Table 3. The mass
accuracies in both FTMS and FDM MS approaches suggest the
systematic m/z error of the mass calibration to be the main
contributor to the mass accuracy values, as in all previous
experiments, Table 2. The abundance accuracies in the FTMS
approach are consistent with the ones from the control
experiments with bradykinin and its isobaric peptide. Note, the
abundance measurement in the FDM MS approach is more
accurate for shorter transients, Figure 5 bottom and top panels.
The obtained abundance accuracies demonstrate the possible
numerical eﬀects of the FDM due to the insuﬃcient quality of
the transient signals. In general, the quality of transient signals
is limited by (i) the space charge eﬀects in the ICR cell,32,48,49
(ii) imprecision and inharmonicity of the cylindrical ICR
cell,32,50 and (iii) insuﬃcient signal-to-noise ratio, though it has
been reported that FDM is relatively stable in case of noisy
signals.51 Therefore, the obtained results show the potential of
FDM, once the transient signals of the appropriate quality are
available, in obtaining isotopic ﬁne structures in ICR MS, and,
presumably, high-ﬁeld Orbitrap FTMS,12 on the LC-time scale.
The computational resources required for FDM MS are
substantially more signiﬁcant than for the FTMS.33 The
FDM MS calculations performed in the current work required
up to 30 min per single isotopic ﬁne structure cluster
calculations on a quad-core desktop computer. Therefore,
application of FDM MS to large-scale LC/MS data sets
requires a substantial increase in computational power. Luckily,
the current FDM MS implementation allows method
parallelization on multicore workstations.
■ CONCLUSIONS
The isotopic ﬁne structures of the macromolecules, e.g.,
peptides and heavy metabolites, are the important source of
structural information that is not currently being used in the
routine MS workﬂows. Here, we have demonstrated that
peptide identiﬁcation in the bottom-up proteomics might be
improved by considering the elemental composition informa-
tion provided by the isotopic ﬁne structure. Employing the high
magnetic ﬁeld FT-ICR MS for 3 pairs of isobaric peptides that
diﬀer in mass, within each pair, by 22.47 mDa, 1.81 mDa, and
0.46 mDa we have further shown that the current state-of-the-
art high resolution MS is suﬃcient to achieve the required
performance level and obtain this information in a relatively
routine experiment. However, the time constraints of the
modern MS experiments drastically limit the application of
even the high magnetic ﬁeld FT-ICR MS due to the long data
acquisition time: more than 12 s were needed here to achieve
the required resolution for the peptide pairs considered. The
upcoming hardware developments, including even higher
Figure 5. Comparison of super-resolution and Fourier transform
signal processing to obtain the A+1 isotopic ﬁne structure of singly
protonated bradykinin and its isobaric peptide H-VGPPGFSPFVG-
OH from the transient signal of 12.13 s length (top panel) and from its
truncated version (1.66 s, bottom panel) using the conventional fast
Fourier transform, FFT (shown in black and denoted as FTMS) and
ﬁlter diagonalization method, FDM (shown in red and denoted as
FDM MS). See Table 3 for more details. Bradykinin is a heavier
peptide in this isobaric peptide pair.
Table 3. Mass Accuracies and Abundance Accuracies of Isotopic Fine Structure Distributions Obtained in the ICR MS
Measurements of Bradykinin and H-VGPPGFSPFVG-OH Peptide Mixture Using FFT (Denoted as FTMS) and FDM (Denoted
as FDM MS) Signal Processinga
mass accuracy, ppm abundance accuracy, %
acquisition time, s peptide isotopic peak FTMS FDM MS FTMS FDM MS
12.13 H-VGPPGFSPFVG-OH 15N 1.91 1.78 −0.1 6.18
13C 1.94 1.87 N/A N/A
bradykinin 15N 1.83 1.84 −2.69 13.16
13C 1.86 1.87 N/A N/A
1.66 H-VGPPGFSPFVG-OH 15N N/R 1.97 N/R 2.97
13C N/R 1.86 N/A N/A
bradykinin 15N N/R 2.33 N/R 10.9
13C N/R 1.85 N/A N/A
aNotations are as follows: N/A − not applicable; N/R − not resolved. N/A indicates 13C peaks used as a reference in calculations of relative
abundances.
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magnetic ﬁeld FT-ICR MS equipped with harmonized ICR
cells, as well as the recent implementation of high-ﬁeld Orbitrap
FTMS, present a strong potential for practical LC/MS by
decreasing the experimental time and improving the sensitivity
of ion detection at higher resolution. Complementarily, the
recent advanced signal processing development accompanied
by the substantial increase in the computation power accessible
by a typical research laboratory together with the continuous
progress in the MS hardware development show a signiﬁcant
promise for applications in large-scale LC/MS-based experi-
ments. Importantly, we demonstrated here that the application
of a ﬁlter diagonalization method, FDM, to the processing of
the experimental FT-ICR MS transients of peptides allows
resolving the peptide’s isotopic ﬁne structure from a less than
1−2 s transient signals. Thus, the isotopic ﬁne structures of
peptides could be potentially revealed by FDM in the common
LC/MS analysis of complex peptide mixtures, where it is crucial
to have a rapid MS analysis step, and used further to improve
protein identiﬁcation in bottom-up proteomics. We expect to
achieve a similar or better level of performance of FDM signal
processing for isotopic ﬁne structure analysis on the Orbitrap
FTMS transient signals.
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On the utility of isotopic fine structure mass spectrometry for protein identification 
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Estimation of random errors in abundance measurements.  
Experimental mass and abundance values are influenced by errors of systematic and random nature.1 
Summation of a number of transient signals is typically performed in FT-ICR MS to reduce the random 
errors. Obviously, once the random error is dominated by a systematic one in case of summation of a 
certain number of transients, there is no need to acquire a higher number of transients since the total 
error is limited by the remaining systematic one. To obtain the required number of transient signals, 
random errors are needed to be estimated. In general, the estimation is supposed to be performed 
using sufficiently high number N→∞ of measurements. Thus, to obtain the random error in abundance 
measurements, N spectra are needed, where each spectrum is obtained for a summation of a given 
number of transient. However, assuming the random errors of abundance measurements to be mainly 
due to the thermal noise in the detection electronic circuit, for a given peak the inverse value of the 
conventional spectral signal-to-noise ratio (SNR) is the upper-bound estimation of the relative random 
error in the abundance measurement in FT-ICR MS,1 so that a single spectrum provides the relative 
random error aavar  of the experimental abundance aexp: 
exp
noise
a
a
SNR
a
a
==
−1var
, 
where <anoise> is the noise abundance anoise averaged over the frequency domain (or mass-to-charge 
ratio domain as well, in case of a discrete spectrum): 
( ) Naa N
i
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=
=
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Thus, for example, estimation of the relative random error AAvar  of the relative abundance A= 
a15N/a13C of the 15N peak (with abundance a15N) compared to the 13C peak (with abundance a13C) can be 
obtained from the following relation: 
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which can be simplified if a15N/a13C<<1, see Table 2: 
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where 115
−
NSNR  is the inverse SNR of the 15N peak. 
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Table S1. Characterization of E.coli tryptic peptide identification based on the measurement of 
monoisotopic mass and relative abundance of 15N peak compared to 13C one from the A+1 isotopic fine 
structure. A truncated mass range of 1-7 kDa, comprising most of the in-silico produced enzymatic 
peptides (132289 or about 86% or the total number of elemental compositions) is considered.  
Number of elemental compositions distributed into mass bins with N candidates 
Abundance 10 ppm mass accuracy 5 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 
NA 11309 11166 10559 31447 64576 3232 22320 21553 21312 51904 15200 0 
50 11398 11346 10809 32444 63310 2982 22529 21874 21892 51617 14377 0 
20 15220 15593 15279 42265 43405 527 32467 31945 25111 37653 5113 0 
10 30649 28006 22563 40210 10860 1 50549 40297 23796 17141 506 0 
5 60707 34391 19463 16868 860 0 82201 36525 11049 2511 3 0 
2 96121 27306 7164 1698 0 0 115338 15874 1039 38 0 0 
1 112722 17291 2066 210 0 0 127657 4563 68 1 0 0 
0 121951 9896 441 1 0 0 132003 284 2 0 0 0 
Abundance 1 ppm mass accuracy 0.1 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 
NA 86427 36614 8143 1105 0 0 130815 1468 6 0 0 0 
50 87330 36204 7730 1025 0 0 130823 1460 6 0 0 0 
20 101438 26642 3791 418 0 0 131778 511 0 0 0 0 
10 118005 13738 526 20 0 0 132214 75 0 0 0 0 
5 120159 11858 269 3 0 0 132263 26 0 0 0 0 
2 123346 8851 92 0 0 0 132271 18 0 0 0 0 
1 130169 2106 14 0 0 0 132275 14 0 0 0 0 
0 132261 28 0 0 0 0 132289 0 0 0 0 0 
 
Table S2. Characterization of E.coli tryptic peptide identification based on the measurement of 
monoisotopic mass and relative abundance of 13C peak from the A+1 isotopic cluster compared to 
monoisotopic peak. A complete mass range of 1-25 kDa, comprising all in-silico produced enzymatic 
peptides (152832 elemental compositions), is considered. 
Number of elemental compositions distributed into mass bins with N candidates 
Abundance 10 ppm mass accuracy 5 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 
NA 15647 13942 13349 38973 67689 3232 29972 26177 25314 56119 15250 0 
50 15647 13942 13349 38973 67689 3232 29972 26177 25314 56119 15250 0 
20 15928 14000 13457 39489 66830 3128 30211 26467 25502 55660 14992 0 
10 19846 16722 15816 43275 55621 1552 35038 31720 27371 49037 9666 0 
5 31225 25381 21511 48679 25963 73 62918 38120 24948 25190 1656 0 
2 67581 34659 24517 24817 1258 0 98496 37245 12881 4184 26 0 
1 110856 29785 8557 3576 58 0 132369 17231 2683 549 0 0 
0 125125 23538 3767 402 0 0 143698 8984 150 0 0 0 
Abundance 1 ppm mass accuracy 0.1 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 181
 3
NA 103835 39508 8378 1111 0 0 151358 1468 6 0 0 0 
50 103835 39508 8378 1111 0 0 151358 1468 6 0 0 0 
20 104792 38675 8271 1094 0 0 151359 1467 6 0 0 0 
10 114771 31758 5741 562 0 0 151417 1411 4 0 0 0 
5 124291 25254 3166 121 0 0 152695 137 0 0 0 0 
2 130368 20382 2034 48 0 0 152824 8 0 0 0 0 
1 143868 8789 168 7 0 0 152826 6 0 0 0 0 
0 147202 5630 0 0 0 0 152830 2 0 0 0 0 
 
Table S3. Characterization of E.coli tryptic peptide identification based on the measurement of 
monoisotopic mass and relative abundance of 13C peak from the A+1 isotopic cluster compared to 
monoisotopic peak. A truncated mass range of 1-7 kDa, comprising most of the in-silico produced 
enzymatic peptides (132289 or about 86% or the total number of elemental compositions) is 
considered. 
Number of elemental compositions distributed into mass bins with N candidates 
Abundance 10 ppm mass accuracy 5 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 
NA 11309 11166 10559 31447 64576 3232 22320 21553 21312 51904 15200 0 
50 11309 11166 10559 31447 64576 3232 22320 21553 21312 51904 15200 0 
20 11321 11191 10585 31746 64318 3128 22353 21658 21444 51878 14956 0 
10 12424 12736 12504 37953 55120 1552 24783 25245 24689 47907 9665 0 
5 20162 19750 18885 47462 25957 73 46653 34656 24161 25163 1656 0 
2 47997 33702 24515 24817 1258 0 78801 36397 12881 4184 26 0 
1 91254 28845 8556 3576 58 0 112666 16391 2683 549 0 0 
0 105486 22634 3767 402 0 0 123971 8168 150 0 0 0 
Abundance 1 ppm mass accuracy 0.1 ppm mass accuracy 
accuracy, % N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 N=1 N=2 N=3 3<N≤6 6<N≤14 14<N≤22 
NA 86427 36614 8143 1105 0 0 130815 1468 6 0 0 0 
50 86427 36614 8143 1105 0 0 130815 1468 6 0 0 0 
20 86508 36585 8105 1091 0 0 130816 1467 6 0 0 0 
10 95663 30428 5636 562 0 0 130874 1411 4 0 0 0 
5 105176 23931 3061 121 0 0 132152 137 0 0 0 0 
2 110645 19562 2034 48 0 0 132281 8 0 0 0 0 
1 124145 7969 168 7 0 0 132283 6 0 0 0 0 
0 127471 4818 0 0 0 0 132287 2 0 0 0 0 
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Figure S1. Analysis of E.coli tryptic digest identification based on the measurement of monoisotopic 
mass and relative abundance of 15N peak compared to 13C one from the A+1 isotopic fine structure as a 
function of mass and abundance accuracy. 
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Figure S2. Analysis of E.coli tryptic peptide identification based on the measurement of monoisotopic 
mass and relative abundance of 13C peak from the A+1 isotopic cluster compared to monoisotopic 
peak as a function of mass and abundance accuracy. 
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Figure S3. Influence of the apodization function type on the relative abundance error in the A+2 
isotopic envelope of isobaric peptides, E.coli peptide 1 and E.coli peptide 2. Hamming apodization 
provides higher resolving power but lower accuracy of the relative abundances of isotopic peaks, 
whereas Hanning apodization slightly reduces the final resolving power obtained, but has a relatively 
low relative abundance error of the isotopic peaks. Therefore, Hanning apodization was taken as a 
standard procedure throughout the paper. 
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Figure S4. Advantages of FDM versus FT signal processing to obtain the isotopic fine structure shown 
for (A) the experimental ICR MS transient signal from the isolated doubly protonated substance P and 
the corresponding mass spectra obtained (B, C) from the full length of the signal (5.144 s) and (D, E) 
from its truncated version (first 0.84 s) using (B, D) the conventional fast Fourier transform, FFT 
(denoted as FTMS) and (C, E) the filter diagonalization method, FDM (denoted as FDM MS). The 
obtained accuracies (experimental versus theoretical values) of relative abundances of 15N peaks 
compared to the corresponding 13C peaks are the following: 
FTMS: 30% for 5.144 s transient. Not resolved for the 0.84 s transient; 
FDM MS: 32% for 5.144 s transient and 20% for the 0.84 s transient. 
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Figure S5. Bar-plot representation of the FDM MS data demonstrated in Figure 5.  
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ABSTRACT: A multielectrode ion cyclotron resonance (ICR) cell, herein referred to as the “4X cell”, for signal detection at the
quadruple frequency multiple was implemented and characterized on a commercial 10 T Fourier transform ICR mass
spectrometer (FT-ICR MS). Notably, with the 4X cell operating at a 10 T magnetic ﬁeld we achieved a 4-fold increase in MS
acquisition rate per unit of resolving power for signal detection periods typically employed in FTMS, viz., shorter than 6 s.
Eﬀectively, the obtained resolution performance represents the limit of the standard measurement principle with dipolar signal
detection and FT signal processing at an equivalent magnetic ﬁeld of 40 T. In other words, the achieved resolving powers are 4
times higher than those provided by 10 T FT-ICR MS with a standard ICR cell. For example, resolving powers of 170 000 and
70 000 were obtained in magnitude-mode Fourier spectra of 768 and 192 ms apodized transient signals acquired for a singly
charged ﬂuorinated phosphazine (m/z 1422) and a 19-fold charged myoglobin (MW 16.9 kDa), respectively. In peptide analysis,
the baseline-resolved isotopic ﬁne structures were obtained with as short as 768 ms transients. In intact protein analysis, the
average resolving power of 340 000 across the baseline-resolved 13C isotopic pattern of multiply charged ions of bovine serum
albumin was obtained with 1.5 s transients. The dynamic range and the mass measurement accuracy of the 4X cell were found to
be comparable to the ones obtained for the standard ICR cell on the same mass spectrometer. Overall, the reported results
validate the advantages of signal detection at frequency multiples for increased throughput in FT-ICR MS, essential for numerous
applications with time constraints, including proteomics.
High resolving power and mass measurement accuracy arethe most crucial characteristics of a mass spectrometer
employed for structural analysis of complex molecular mixtures
and large biomolecules in a number of applications including
metabolomics, proteomics, and petroleomics.1−4 Fourier trans-
form mass spectrometry (FTMS) oﬀers the highest resolving
power and mass accuracy among all types of MS instru-
ments.5−9 However, the price for high performance of FTMS is
the slow acquisition rate of mass spectra, i.e., low throughput.
As a result, in many applications with time constraints, e.g., in
liquid chromatography coupled with mass spectrometry (LC-
MS) and protein quantiﬁcation approaches based on mass
spectra counting, the throughput achievable by FTMS limits its
coupling with LC. Indeed, high-ﬁeld Orbitrap FTMS provides
resolving power of up to ∼300 000 at m/z 1000 in eFT mass
spectra obtained from 1.5 s time-domain signals (transients).4
This is compared with ∼100 000 resolving power in magnitude-
mode mass spectra provided by a 10 T FT-ICR MS for the
same acquisition period and m/z range. Further developments
of the FTMS technologies enabling high resolving power data
acquisition at the increased acquisition rate without a sacriﬁce
in spectral dynamic range are needed to meet the growing
challenges of applications and advances in alternative, e.g., time-
of-ﬂight (TOF), mass analyzer technologies.10
What are the options to improve the FTMS throughput? In
recent decades, a common approach was to increase the
fundamental frequency employed for measurements of ion m/z
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values via increased magnetic ﬁelds in the ICR cell and
increased electric ﬁeld in the orbitrap. However, for the latter, it
is getting increasingly diﬃcult to control deviations of the actual
electric potential from the exact quadrologarithmic distribution
when increasing the DC voltage applied between the orbitrap’s
electrodes or when reducing the size of the orbitrap.9
Moreover, these deviations may result in adverse eﬀects on
other instrument performance characteristics, including mass
measurement accuracy, dynamic range, and coalescence
threshold.11 Finally, this approach also requires improved
vacuum conditions in the mass analyzer, whereas these are
already near the technological limits.
In the case of FT-ICR MS,12−14 apart from economic
considerations, the increase in magnetic ﬁeld has its
technological limitations as well. Currently, a number of
projects to build 21 T FT-ICR MS are in progress, holding
promise for the corresponding improvements in the resolution-
per-acquisition rate metrics compared with 10 to 15 T FT-ICR
MS instruments commercially available now.7 Notably, whereas
some of the metrics such as the peak coalescence threshold and
the spectral dynamic range improve with magnetic ﬁeld
squared, the resolving power per ﬁxed acquisition period is
simply proportional to the magnitude of magnetic ﬁeld when
the standard methods for signal detection and signal processing
are employed. Recent innovations in FT-ICR MS cell
technologies extend the achievable resolving powers via
enabling acquisition of transient signals with up to pressure-
limited lifetimes via improved harmonization of the electric
ﬁeld inside the ICR cell.15−21 However, these approaches to the
ICR cell designs aim at reducing the ions dephasing eﬀect on
the transients due to dependencies of the measured frequency
components on the amplitude of ion trapping oscillations22−25
and do not increase the resolving power per ﬁxed acquisition
period. In other words, those developments, while being
interesting and impressive, are not getting closer to meeting the
emerging demands for higher resolution at higher acquisition
rates.
Apart from increased fundamental frequency and improved
harmonization, developments of the measurement principle of
FTMS, including methods for signal processing and signal
detection, are vital for achieving high throughput of high-
resolution FTMS. For instance, the step forward in increasing
FTMS throughput was reimplementing the adsorption-mode
FT spectral representation to FTMS practice, for both Orbitrap
and ICR FTMS.26−30 The spectral lines in absorption mode
have up to twice higher peak resolution in FTMS mass spectra,
thus accordingly increasing the high-resolution acquisition
rate.31 Implementations similar to that for Orbitrap have been
realized for other FTMS-based electrostatic ion traps.32
Another signal processing option to increase the throughput
for high-resolution FTMS-based analysis is taking advantage of
super-resolution (SR) methods for signal processing, whose
uncertainty principles for frequency measurements are less
strict than that of FT.33−35 Particularly, it was shown that the
resolving power suﬃcient for obtaining ﬁne isotopic patterns in
peptide mass spectra becomes feasible with the ﬁlter-
diagonalization method (FDM) applied to as short as 1 s
time-domain signals acquired on 10 T FT-ICR MS.36 Similar
results have been obtained with SR signal processing based on
least-squares ﬁtting (LSF).37
In turn, developments in signal detection are represented by
the frequency multiple method that improves the resolution-
per-acquisition-rate performance of FTMS.38−41 Although this
method for signal detection has been known for almost 30
years, it has been poorly explored. Previously, it demonstrated
its capabilities in achieving the highest in FT-ICR MS resolving
power of 200 000 000 for the isolated ions of m/z 130 and 7 T
magnetic ﬁeld.42 More recently, we demonstrated the
envisioned utility of this approach for improving the resolution
by a factor of 2 in FT-ICR MS for protein analysis at double
frequency multiple.43 Despite these insights, the frequency
multiple detection method has not been implemented in the
commercial FT-ICR MS instruments designed for proteomics
applications. The main reason has been the perception that this
method does not improve the resolving power due to the
inhomogeneous line broadening mostly caused by the
Coulomb interactions between ion clouds, as well as the
spatial ion distribution inside the ICR cell.44 In addition to
acceleration of signal decay rate, these factors would result in
measurable frequency drift during ion detection.45 The latter
would translate into multiplication of the peak width when
frequency multiple detection is applied and, thus, lose the only
advantage of the method. However, there is a shortage in this
historic viewpoint because the performance of FT-ICR MS at
frequency multiples was estimated using the model of highly
damped transients with exponential decay.
Indeed, ion−ion interactions and variation in the number of
coherently rotating ions result in the frequency drift during the
acquisition period that exceeds transient decay. The ion clouds
with small number of ions are more aﬀected and decay faster
compared to their “big brother” counterparts of diﬀerent m/z
due to the destabilization of long-term coherence of their
cyclotron motion.46,47 On the other hand, the acquisition of
relatively short, undamped transients presents signiﬁcantly
better opportunities for the quantitative applications because it
provides higher acquisition rate and alleviates discrimination of
low abundance ions. In general, it is assumed now that shorter
acquisition times will translate into more interrogated peptides
and more proteins being identiﬁed, as well as improvements in
the reproducibility of proteomics experiments.48,49 Therefore,
implementation of frequency multiple detection of undamped
time-domain signals at high acquisition rate could be
considered as a complementary approach to the increase in
magnetic ﬁeld strength in FT-ICR MS.
Here we describe implementation and performance of a
multielectrode cylindrical ICR cell allowing detection of the ion
signal at the quadruple frequency multiple. We further refer to
this cell as a “4X cell”.
■ EXPERIMENTAL METHODS
Sample Preparation. MRFA, substance P, myoglobin
(horse), and Ultramark were obtained from Sigma-Aldrich
(Buchs, Switzerland). Albumin (bovine) was purchased from
Fisher Scientiﬁc (Schwerte, Germany), and polyphosphoric
acid was obtained from Fluka (Buchs, Switzerland). A pair of
model peptides was produced by solid phase Fmoc chemistry
on an Applied Biosystems 433 A Synthesizer with further
puriﬁcation by liquid chromatography. Model peptide
sequences were based on human beta crystalline B2
(P43320) and corresponded to peptide P2, GYEYLLEPGDFR
(C68H95N15O21, monoisotopic mass 1457.6827 Da), and its
deamidated version, peptide P1, GYQYLLEPGDFR
(C68H96N16O20, monoisotopic mass 1456.6987). LC-MS
grade acetonitrile and water were obtained from Fluka
(Buchs, Switzerland). Formic acid was obtained from Merck
(Zug, Switzerland). The calibration mixture with MRFA
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peptide and Ultramark was prepared in 1:1 (v/v) methanol/
water solvent containing 1% of formic acid. Peptide and protein
solutions were prepared in 1:1 (v/v) water/acetonitrile solvent
mixtures containing 0.1% (v/v) of formic acid. The ﬁnal
peptide and protein concentration was ∼2 μM.
Mass Spectrometry. All experiments were carried out on a
hybrid 10 T FT-ICR MS (LTQ FT-ICR MS, Thermo
Scientiﬁc, Bremen, Germany). The instrument was equipped
with the custom-made 4X ICR cell based on the platform of the
original standard cell (an open-ended cylindrical Ultra ICR cell,
Thermo Scientiﬁc). Figure S1 (Supporting Information) shows
a schematic diagram and electric wiring for the employed 4X
ICR cell. Its overall dimensions, including inner diameter of
∼56 mm and length of excitation and detection electrodes of
∼70 mm, correspond to those of Ultra ICR cell. The original
four electrodes for ion excitation and detection were replaced
with 16 equal-size electrodes. The metal grid employed for ion
excitation in the Ultra cell was removed. Thus, capacitive
coupling of the RF excitation to the trapping ring regions has
not yet been implemented for the 4X ICR cell under
evaluation. The conﬁguration of the excitation and detection
electrodes of the 4X ICR cell reproduces design suggested
earlier.40 Brieﬂy, one electrode set consisting of eight electrodes
(four electrodes for excitation 1 and four electrodes for
excitation 2, Figure S1, Supporting Information) provided a
standard RF dipolar ion excitation. The other electrode set
consisting of eight electrodes (four electrodes for detection 1
and four electrodes for 2, Figure S1, Supporting Information)
was used for induced ion current detection. Ion conﬁnement
was performed using trapping ring electrodes similar to the
Ultra cell design. The oﬀset DC potentials applied to the
excitation and detection electrodes of the 4X cell were adjusted
to increase the signal-to-noise ratio (SNR) and reduce
magnetron sidebands.
The samples were ionized using a robotic chip-based
nanoelectrospray ionization source (Triversa Nanomate,
Advion Biosciences, Ithaca, NY). The ions were then isolated
and accumulated in the linear ion trap (LTQ). A
predetermined number of charges controlled with the
automatic gain control (AGC) function were transferred into
the ICR cell through the multipole ion guide system. The
potential of 3 V was consequently applied to trapping rings
conﬁning ions after trapping during ion relaxation and
excitation events, whereas the trapping potential was set to
Figure 1. Fourier spectra of transient signals acquired with the 4X cell in the analysis of calibration mixture of MRFA and Ultramark compounds on
10 T FT-ICR MS: (top) spectrum of isolated singly protonated Ultramark ions at m/z 1422 (magnitude-mode FT with no signal apodization;
acquisition period 768 ms; isolation width 5 m/z; trapping potential 0.1 V; Texc1 = 20 ms and Vexc1 =100 V) and (bottom) broadband frequency
spectrum of the calibration mixture (magnitude-mode FT with Hann apodization; acquisition time 384 ms; trapping potential 0.1 V; Texc3 = 60 ms
and Vexc3 =100 V). The corresponding transients are shown in Figure S2 (Supporting Information). Peaks corresponding to the fundamental
frequency, as well as its double, triple, and quadruple multiples, are shown in yellow, green, blue, and red, respectively. Insets show expanded views of
(top) isotopic distributions and (bottom) monoisotopic ions corresponding to the fundamental frequency and the quadruple frequency multiples of
selected analytes.
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the user deﬁned value in the range of 0 to 1 V during ion
detection event. Tandem mass spectrometry (MS/MS) experi-
ments, including electron capture dissociation (ECD) and
infrared multiphoton dissociation (IRMPD), were performed
following standard procedures described elsewhere.50
Three ranges of dipolar broadband frequency-sweep
excitation, 72−550 kHz, 72−1050 kHz, and 72−2150 kHz,
corresponding to the manufacturer settings for 280−2000,
145−2000, and 70−2000 m/z ranges, were employed to excite
coherent ion motion (see Supporting Information for details).
The amplitude, Vexc, and duration, Texc, of the excitation signal
were varied in the range from 0 to 100 V and from 0 to 60 ms,
respectively, for each of the three ranges. Standard dipolar
detection was utilized to acquire time domain signals. The
sampling frequency employed for signal digitization was in the
range of 1 to 5 MHz.12 Transients of various lengths (0.096−25
s) were acquired in MIDAS ﬁle format using the advanced user
interface capabilities. The transients were apodized with the
Hann window, unless stated otherwise, zero-ﬁlled once, and
Fourier transformed with magnitude-mode spectral representa-
tion. Frequency-to-m/z scale conversion of the obtained
Fourier spectra was performed using the standard two-
parameter calibration equation.51,52 Peak picking was carried
out using three-point parabolic interpolation. Signal processing,
analysis of mass spectra, and data visualization were performed
using the data analysis framework pyFTMS developed in-
house,53 MIDAS software (NHMFL, Tallahassee, FL), or
Xcalibur Qual Browser (Thermo Scientiﬁc).
■ RESULTS AND DISCUSSION
Resolving Power. Figure 1 shows the broadband frequency
spectra for the Ultramark calibration mixture (bottom panel)
and an isolated Ultramark component at m/z 1422 (top panel).
The spectra demonstrate that the resolving power at quadruple
(4f) frequency multiple exceeds that at single ( f), double (2f),
and triple (3f) frequency multiples for the 4X cell described in
Experimental Methods and schematically shown in Figure S1
(Supporting Information). In both cases, the 4-fold increase in
the peak resolution has been observed at the quadruple
frequency compared to that at the fundamental frequency for
the same acquisition periods. The frequency spectra for both
the calibration mixture and the isolated ions at m/z 1422 were
measured for the acquisition periods of 384 and 786 ms,
respectively. Figure S2 (Supporting Information) shows the
corresponding transient signals. In both cases the lengths of
transients were limited by the acquisition periods, Tacq. In the
case of the standard measurement principle with dipolar signal
detection and magnitude-mode FT signal processing, the
upper-bound limit of resolving power (at full width of half
maximum) achieved for unapodized transients is given by the
following equation:12
Δ
= ≅m z
m z
fT qB
m
T
/
/ 1.205
0.132acq acq (1)
where B is the magnetic ﬁeld strength and f is the measured
frequency, which is approximated with the ion cyclotron
frequency here, i.e., the magnetron shift is neglected. Therefore,
for signal detection at the quadruple multiple, n = 4, of the
fundamental frequency, f n = nf, the upper-bound resolving
power is
Δ
≅m z
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Using eq 2 one can estimate the upper-bound resolving
power for peaks in the frequency spectra shown in Figure 1. For
example, the estimated resolving power for the peak at the
fundamental frequency of the Ultramark component (ﬂuori-
nated phosphazine) at m/z 1422 shown in Figure 1 top panel is
68 000, which correlates with the experimentally obtained value
of 69 000 for the unapodized transient. The measured resolving
power is 281 000 for the highest peak in the frequency
spectrum shown in Figure 1, top panel, corresponding to the
peak at the quadruple frequency multiple. Therefore, according
to eq 2, the achieved resolving powers are equivalent to 40 T
magnetic ﬁeld strength.
Figure 2 shows the dependence of resolving power on the
acquisition time for the isolated Ultramark component at m/z
1322. This plot demonstrates that the peak resolution at the
quadruple frequency 4f aspired to the resolution corresponding
to the fundamental frequency for substantially long, up to 6 s
and more, acquisition times. Therefore, for the acquisition rates
in the range of up to one transient per several seconds, the 4X
cell also 4-fold increases the resolving power. On the other
hand, many MS applications, including petroleomics and
proteomics, typically do not require resolution performance
exceeding 1 000 000 and 100 000 at m/z 1000, correspond-
ingly.4,36 For instance, given that resolving power of 100 000 at
m/z 1000 is a benchmark for shotgun proteomics, the 4X cell
installed on the 10 T FT-ICR MS provides this level of
resolving power for the magnitude-mode mass spectra at the
acquisition rates of up to 5 Hz. This performance is comparable
with the state-of-the-art time-of-ﬂight MS, high-ﬁeld Orbitrap
FTMS, or, in terms of resolving power, with virtually the 40 T
FT-ICR MS.
Features of the Frequency (mass) Spectra Measured
Using 4X Cell. Figure S3 (Supporting Information)
demonstrates the comparison of ion abundances for Ultramark
compounds obtained with the standard ICR cell and 4X cell
under the same experimental parameters. Overall, the
distributions of abundances are comparable. However, a
Figure 2. Characterization of the 4X ICR cell installed on a serial 10 T
FT-ICR MS. Shown is the dependence of resolving power at the
quadruple frequency on the acquisition period obtained with the singly
protonated Ultramark component at m/z 1322. Solid and dashed lines
show theoretical upper-bound limits of magnitude-mode FT for the
quadruple frequency multiple and the fundamental frequency,
correspondingly. Other parameters: trapping potential 0.1 V; Texc1 =
20 ms and Vexc1 =100 V.
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noticeable decrease of ion abundance was observed for peaks
on both edges (922 m/z and 1822 m/z) for the 4X ICR cell
compared to the standard ICR cell.
The presence of the other than quadruple frequency
multiples in the mass spectra narrows the m/z range available
for unambiguous measurements for the current 4X cell design
and data station conﬁguration, as shown in Figure 1, bottom
panel. However, our measurements of the frequency multiples
revealed that their position can be determined better than the
mass measurement accuracy, vide inf ra, so that the questionable
peaks from the lower order multiples can be unambiguously
discriminated from the main, 4X ones. Methods of
deconvolution of frequency spectra containing harmonics
have recently attracted a particular attention in FTMS, and a
number of software-based solutions have been proposed.54,55
Furthermore, due to the nonlinear dependence of the signal
amplitude at the frequency multiples on the postexcitation
radius, the negative eﬀect of the presence of diﬀerent harmonics
along with the main one at 4f can be reduced by increasing the
postexcitation radius.39,40 Finally, detailed analysis of the
monoisotopic peaks at frequency multiples shows that
interharmonics (magnetron sidebands) around each frequency
multiple peak can be a major contribution to the intensities of
frequency multiples peaks, if unresolved (Figures S4,
Supporting Information).56 This was the reason for deviations
in ratio of diﬀerent peaks’ intensities at the diﬀerent frequency
multiples, which is noticeable for broadband measurements
(see Figure 1).
Mass Measurement Accuracy. Mass calibration for the
4X cell was performed for the postexcitation radii that are to be
used in the intended application. Indeed, due to magnetic and
trapping electric ﬁeld inhomogeneities, the measured (reduced
cyclotron) frequency changes with postexcitation radius. This
shift should be larger by a factor of 4 for the 4X cell at the 4f
frequency. However, the relative frequency changes with
postexcitation radius are expected to be the same for the
signals at either frequency multiple. The dependence of
reduced cyclotron frequencies of isolated doubly protonated
substance P (674 m/z) shows the reduced cyclotron frequency
shift of 35 ppm with the excitation amplitude (Figure S5,
Supporting Information).
To evaluate the mass accuracy performance of the 4X cell,
the internal recalibration of the m/z scale with respect to
quadruple frequency multiples was performed using a
calibration mixture of Ultramark compounds in the range of
m/z 280 to 2000. The lowest edge of the available mass range
at m/z 280 (assuming the quadruple frequency detection) was
deﬁned by the capabilities of the built-in data acquisition
system of the instrument employed in this work. The internal
calibration mass accuracy did not exceed 0.1 ppm for the
number of charges (controlled by AGC) in the range of 5E4−
3E6 performed with Ultramark calibration mixture in the range
m/z 1000 to 2000 (data not shown).
The mass measurement accuracy (MMA) for the 4X cell was
further evaluated for a mixture of polyphosphoric acid
poly(H3PO4)n. The broadband mass spectra were acquired at
the 4f multiples with external calibration using parameters
obtained in the previous experiment with the Ultramark
calibration mixture. In this evaluation we varied two parameters
related to dynamic range and the throughput of the instrument:
a total number of charges loaded into the 4X cell and the
acquisition period. The former parameter was controlled by the
AGC target value. The results obtained for the MMA as a
function of a number of accumulated charges (AGC) and an
acquisition period are shown in Table 1 and Table 2,
respectively. For the reference, the example mass spectrum
and the corresponding dependencies are presented in Figure
S6, Supporting Information. The MMA below 1 ppm in the
mass range of m/z 1000 to 2000 for a wide range of AGC
values from 1E5 to 2E6 was demonstrated in these experiments
utilizing external calibration. Table 1 also shows no visible trend
in the MMA related to the number of trapped ions within the
selected AGC value range. On the contrary, we found a
correlation between the mass measurement accuracy and the
acquisition period. Table S1 shows the results of MMA
evaluations for the time-domain signals acquired for periods
from 96 ms to 6.144 s.
With increasing transient lengths, the accuracy started
deteriorating although it stayed within 3 ppm in the whole
range of acquisition periods evaluated. We explain this eﬀect by
the increased frequency variations during longer acquisitions
relative to the frequencies at which the calibration was made.
The signal decay times were in the range of 1.5 s and more due
to ion cloud dephasing processes. Because of a varying number
of synchronously rotating ions in the clouds and the ion−ion
Table 1. Mass Accuracy of Phosphoric Acid H3PO4
Measurements as a Function of the Number of Charges
(AGC)a
mass accuracy (Δm/m, ppm)
compound m/z
AGC =
1E5
AGC =
5E5
AGC =
1E6
AGC =
2E6
(H3PO4)11H
+ 1078.75312 1.39 0.13 0.20 0.32
(H3PO4)13H
+ 1274.70691 − 0.09 0.12 0.15
(H3PO4)16H
+ 1568.63760 0.62 0.12 −0.10 −0.17
(H3PO4)18H
+ 1764.59140 −0.54 0.32 0.15 −0.07
(H3PO4)20H
+ 1960.54518 −1.10 0.44 −0.03 −0.38
aExternal calibration performed on 30 summed transients with
acquisition period 768 ms each. The corresponding mass spectrum
and graphic of dependence are shown in Figure S6 (Supporting
Information).
Table 2. Mass Accuracy of Phosphoric Acid H3PO4
Measurements as a Function of Acquisition Period with an
Internal Calibration Performed on 30 Summed Transients
with 5E5 Total Number of Charges (AGC) Accumulated for
Each Measurementa
mass accuracy (Δm/m, ppm)
compound
Tacq =
96 ms
Tacq =
768 ms
Tacq =
1.562 s
Tacq =
6.144 s
(H3PO4)11H
+ −0.29 −0.05 0.01 −
(H3PO4)12H
+ 0.49 0.02 0.03 −0.04
(H3PO4)13H
+ −0.19 0.05 −0.01 0.07
(H3PO4)14H
+ 0.09 0.02 0.02 0.03
(H3PO4)15H
+ −0.14 −0.07 −0.05 −0.06
(H3PO4)16H
+ 0.43 0.12 0.02 −0.01
(H3PO4)17H
+ −0.51 −0.10 −0.06 −0.03
(H3PO4)18H
+ −0.09 −0.01 0.05 0.07
(H3PO4)19H
+ 0.17 0.11 −0.08 0.01
(H3PO4)20H
+ 0.04 −0.07 0.07 −0.02
RMS value 0.30 0.07 0.05 0.04
aThis re-calibration was performed using the known masses of
polyphosphoric acid poly(H3PO4)n mixture components.
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interactions the measured frequency drifts result in the
systematic shifts in the measured masses. These shifts are
increasing with the increase in the acquisition time. These
results further advocate for the beneﬁts of 4X ICR cell. Indeed,
because of the shorter acquisition periods, the cell allows
achieving the required resolving power for undamped time-
domain transients and, thus, avoiding the above systematic
errors.
In a separate analysis we performed internal calibration of the
instrument at 4X frequency multiples at each of the acquisition
periods, Table 2. We found that internal calibration accuracy of
the 4X ICR cell was better than 100 ppb and independent of
the acquisition period in a wide m/z range and comparable with
one of the standard FT-ICR cells. At short acquisition periods,
this accuracy started deteriorating (yet, still well below 1 ppm).
The nearest magnetron sidebands become poorly resolved at
these acquisition times. Further reduction in the magnetron
sidebands should alleviate this problem and allow obtaining
mass measurement accuracy with internal calibration in a sub-
ppm range for the transients shorter than 100 ms.
Peptide Analysis and Dynamic Range Performance.
Figure 3 shows frequency spectra for a mixture of two singly
protonated model peptides, P1 and P2 (see Experimental
Methods for details). The diﬀerence between peptides is due to
deamidation that results in the overlapping of a monoisotopic
peak of peptide P2 and 13C isotopic peak of peptide P1 with
19.3 mDa mass diﬀerence between them. The resolving power
in excess of 300 000 is required to baseline-resolve these
peptides at m/z 1459 (corresponds to reduced cyclotron
frequency of ∼105.25 kHz in a 10 T magnetic ﬁeld). This
resolving power was achieved using 4X cell with 1.536 s
transients and with abundance ratio between the two peptides
of up to 500 as shown in Figure 3c,e. Note that at the lower
peptide concentration ratios of up to 1:10, the isotopic patterns
were clearly resolved even for the shorter acquisition time of
768 ms (Figure 3a,b). Indeed, at greater concentration ratios,
the signal from the less abundant analyte will be hidden in the
shoulder of the larger peak. To avoid this, higher resolution is
required.
The other notable observation was that the averaging of only
10 single scans was suﬃcient to observe the low abundance
peaks even for relatively low number of charges loaded into the
cell with the AGC settings of 1E4 to 5E4. In addition, a signal-
to-noise ratio (SNR) of 600 was achieved for these two
peptides at 1459 m/z with AGC = 5E4 for a sum of 10 scans
using the 4X cell. This SNR value is comparable with the SNR
of ∼700 obtained at 1422 m/z using the standard (Ultra) ICR
cell under the same experimental conditions. Moreover, both of
these SNR values exceed the minimum threshold SNR value of
100 stated in instrument speciﬁcations for this instrument
(Ultra ICR cell performance).
To further study the resolving power and dynamic range
capabilities of the 4X cell, the ﬁne isotopic structures of the
singly, doubly, and triply protonated substance P and isotopic
distribution of singly protonated Ultramark compound (1422
m/z) of calibration mixture were analyzed for the isolation
mode and broadband measurement at the quadruple frequency
and short acquisition times of 3 s, 1.5 s, 768 ms, and 384 ms,
respectively (Figures S7 and S8, Supporting Information).
These results demonstrated that the 4X cell under evaluation
has a spectral dynamic range of at least 3 orders of magnitude
and allows obtaining mass spectra of peptide isotope
distribution with abundance ratios close to theoretical ones.
Finally, peptide structure analysis via tandem mass spectrom-
Figure 3. Isobaric peptide mass measurements and spectral dynamic range evaluation at quadruple frequency with the 4X ICR cell on 10 T FT-ICR
MS. Peptides: P1, GYQYLLEPGDFR; P2, GYEYLLEPGDFR. Other parameters: sum of 10 scans for each measurement; trapping potential 0.11 V;
Texc2 = 60 ms and Vexc2 = 70 V.
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etry was successfully performed using electron capture
dissociation (ECD) of substance P (Figure S9, Supporting
Information). The ECD eﬃciency was comparable to the
typical ECD performance on the same instrument with Ultra
ICR cell.50
Intact Protein Analysis. A typical broadband mass
spectrum of ∼17 kDa horse myoglobin acquired in the mass
range of m/z 700 to 1400 shows a baseline 13C resolved charge
state at the quadruple frequency with acquisition time as short
as 192 ms (Figure S10, Supporting Information). Note that,
similar to the above examples with peptides, the resolving
power obtained for multiply charged myoglobin ions was four
times higher than the “low pressure” theoretical estimate
corresponding to 10 T FT-ICR MS. The mass measurement
accuracy obtained for the mass spectra shown in Figure S10
(Supporting Information) was better than 2.9 ppm for all
myoglobin charge states.
Figure 4. Protein mixture (blood) mass measurements with the 4X ICR cell on 10 T FT-ICR MS. Isotopic-level resolution of hemoglobin
monomers and dimers is achieved at quadruple frequency for a single scan with acquisition time of 384 ms. Experimental parameters: 1500−3000 m/
z range calibrated at the quadruple frequency; AGC 2E6; trapping potential 0.1 V; Texc1 = 20 ms; Vexc1 =100 V. Mass spectrum of a similar sample
with improved resolution (acquisition time 768 ms, 100 scan averaged) is shown in Figure S11 (Supporting Information). Employed notation: α,
reduced hemoglobin subunit alpha (without methionine) (15132 Da); β, reduced hemoglobin subunit beta (without methionine) (15870 Da); Hm,
heme B (166 Da); * denotes triple frequency multiple peaks.
Figure 5. Protein mass measurements with the 4X ICR cell on 10 T FT-ICR MS. Analysis of isolated BSA49+ cluster at quadruple frequency.
Resolution of 340 000 achieved for a single scan with acquisition time of 1.536 s. Left inset shows the baseline resolution of isotopic distribution at
the 4f frequency multiple. Detection range includes the corresponding fundamental frequency and its double, triple, and quadruple multiples. Right
inset shows the transient of the broadband acquisition with the main beats assigned to the corresponding frequency multiples. The spectrum was
obtained using Fourier transform of the whole transient signal including all beats. Other parameters: isolation width 30 m/z; AGC 2E6; trapping
potential 0.1 V, Texc1 = 20 ms; Vexc1 =100 V.
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Figure 4 shows a broadband single-scan mass spectrum of an
unprocessed and undepleted blood sample measured for the
mass range of m/z 1500 to 3000. Expectedly, the major
components of the sample contain primarily monomers and
dimers of hemoglobin subunit alpha and beta and their
complexes with heme B. Here, all these components were
identiﬁed with mass accuracy of better than 3 ppm (external
calibration). Importantly, proteins with molecular weight of 30
kDa were 13C isotope-resolved at quadruple frequency with
acquisition time as short as 384 ms. The broadband mass
spectrum demonstrates that a majority of m/z range in question
is devoid of parasitic peaks at the other frequency multiples.
Increasing acquisition times leads to correspondingly improved
resolution performance on this complex sample (Figure S11,
Supporting Information).
Finally, a mass spectrum of the isolated 49+ charge state
bovine serum albumin (66 kDa) at m/z 1356 is shown in
Figure 5. The average resolving power across all baseline-
resolved 13C isotopic pattern peaks in the magnitude-mode
apodized mass spectrum was 340 000 (see Figure 5 left inset)
for a single scan with an acquisition period of only 1.536 s. The
typical isotopic beats in a transient signal show the diﬀerence
between measurements at ﬁrst and quadruple frequencies, see
Figure 5 right inset. As expected, the diﬀerence is two beats at
the ﬁrst frequency against ten beats recorded at the quadruple
frequency. These results compare favorably with the high
electric ﬁeld Orbitrap Elite mass spectrometer employed in the
eFT mode. A resolving power of 125 000 was reported for the
40+ charge state BSA ions and 0.768 s transients using that
instrument.57
■ CONCLUSIONS
We described the implementation of the 4X ICR cell, a
multielectrode cell designed for signal detection at quadruple
frequency multiples, and investigated its potential for high-
throughput molecular analysis with FT-ICR MS. The levels of
resolving power achieved with the 4X cell installed on a serial
10 T FT-ICR MS are comparable with those of the high-ﬁeld
Orbitrap FTMS with eFT signal processing. Under the no-
coalescence conditions, the achieved resolving powers corre-
spond to resolution performance that could be provided with a
virtual 40 T FT-ICR MS utilizing a conventional measurement
principle with dipolar signal detection and FT signal processing.
Other analytical characteristics of the 4X cell, including mass
accuracy and dynamic range, correspond to the performance
levels of a standard 10 T FT-ICR MS.
The obtained results validate the advantages of frequency
multiple detection for improved analysis of peptides and
proteins, speciﬁcally beneﬁting the high-resolution and
throughput-demanding potential applications in middle-down
and top-down proteomics. Implementation of absorption mode
FT spectral representation for 4X cell-based FT-ICR MS
should further elevate its performance. An increase in frequency
multiple detection, up to the eighths frequency multiple, is
possible with the same 4X cell conﬁguration. However,
improved signal processing and data analysis methods are
needed for analysis of spectra with overlapping harmonics and
frequency multiples. Luckily, certain progress in this area has
recently been achieved.54,55
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Experimental methods details. 
Three ranges of dipolar broadband frequency-sweep excitation (varied from 72 kHz to 
2150 kHz) were employed to excite ion cyclotron motion: first excitation frequency range 
of 72 – 550 kHz (m/z range 280-2000); second range of 72 – 1050 kHz (m/z range 145-
2000) and third range of 72 – 2150 kHz (m/z range 70 – 2000). The amplitude, Vexc(n), and 
duration, Texc(n), of the excitation voltage were varied in the range from 0 to 100 V and 
from 0 to 60 ms, respectively, where, n – number of excitation frequency range. 
Preliminary studies demonstrated that to excite the same m/z ions to the same post-
excitation radius by using wider excitation frequency range the higher excitation energy is 
required. For example, (Texc1 = 60 ms, Vexc1 =35 V) ≈ (Texc2 = 60 ms, Vexc2 = 70 V) ≈ (Texc3 = 
60 ms, Vexc3 =100 V). Also, (Texc1 = 60 ms, Vexc1 =35 V) ≈ (Texc1 = 20 ms, Vexc1 = 100 V). In 
addition, the different operational conditions (during ion injection and excitation events) 
was the reason of the difference between excitation energy required for MS/MS (see 
Figure S9) and typical MS experiments (see Figures 1, S8, and S10). 
 
Figure S1. Schematics of the 4X ICR cell aligned along magnetic field lines: (left) 
perspective schematic and (right) cross section with a wiring diagram. RF excitation is 
provided through two pairs of four electrodes each. Detection is organized through other 
two pairs of four electrodes each. Frequency f = ω/2  of the cyclotron mode of ion 
motion yields an ion signal at the quadruple frequency multiple, 4f. The offset DC 
potentials applied to the excitation electrodes of the 4X cell were adjusted to increase the 
signal-to-noise ratio (SNR) and reduce magnetron sidebands. The offset DC potentials 
applied to detection electrodes did not significantly affect signal strength nor the 
magnetron sidebands due to their symmetrical placement in the 4X cell and offset 
potentials wiring (offset potentials applied to detection 1 and 2 electrode sets, but not to 198
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each detection electrode separately) in the present configuration of the 4X cell, Figure S1. 
Contrary to the detection electrodes, the two sets of excitation electrodes (excitation 1 
and 2) are positioned in front of each other and independent application of the offset 
potentials to the sets of excitation electrodes influences ion motion to a larger extent. 
 
Figure S2. 4X cell 10 T FT-ICR MS time domain signals (transients) of (top) the isolated 
singly protonated Ultramark component at m/z 1422 and (bottom) the calibration 
mixture containing MRFA and Ultramark components. Trapping potential 0.1 V.  
 
Figure S3. Broadband mass spectra of Ultramark with standard (Ultra) ICR cell, all peaks 
corresponding to single (f) frequency multiple (top) and 4X cell, peaks corresponding to 
quadruple (4f) frequency multiple (in red, bottom,) were obtained under the same 
experimental conditions: acquisition period of 384 ms; AGC=2E6; Texc1 = 20 ms and Vexc1 = 
100 V.  
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Figure S4. Characteristics of 10 T FT-ICR MS with 4X cell of the isolated doubly protonated 
substance P (674 m/z). Depending on the excitation amplitude the intensities of peaks at 
f, 2f and 3f frequency multiples can be reduced to a level of less than 20% of the main 4f 
component (top left) for low trapping potential of 0.1 V. Here, detection frequency range 
includes the corresponding single, double, triple, and quadruple frequency multiples. 
Expanded views of all frequency multiples show spectral composition around the 
monoisotopic peak (bottom left). Expanded views from spectrum acquired with higher 
trapping potential of 1.3 V, as expected45, due to higher magnetron frequency ω-, reveal 
that the spectral composition contains peak f+ corresponding to the reduced cyclotron 
frequency ω+ at the corresponding frequencies and their interharmonics (magnetron 
sidebands: nf+ ± mf-, n=1,2,.., m=1,2…, where f- corresponds to the magnetron frequency 
ω-, bottom right).
45, 54 Depending on the excitation amplitude the intensities of peaks 
corresponding to the reduced cyclotron frequencies f+, 2f+, and 3f+ can be reduced to a 
level of less than 5% of the main 4f+ component (top right). The intensities of the 
corresponding interharmonics can be reduced to the lowest possible level by optimizing 
the cell’s DC offset potentials. In the current instrument configuration, the adjustment of 
ICR cell offset DC potentials allows efficient reduction of the interharmonics. However, 
due to the specifics of the current 4X cell design we were limited to one degree of 
freedom in controlling the ion cloud position via variation of electrode offset potentials 
(electrode sets E1 and E2, see Figure S1, right panel). Experimental results show that the 
intensity of double reduced cyclotron frequency multiple, 2f+, is less than 5% w.r.t. the 4f+ 
peak for the excitation amplitude of 50 V, whereas its interharmonics reach 30% intensity 
of the 4f+ peak (bottom right). All experimental data were obtained with isolated doubly 
protonated substance P, m/z 674.4; acquisition period 384 ms and Texc2 = 60 ms. 
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Figure S5. Variation of reduced cyclotron frequencies, f+, of the (top) quadruple and 
(bottom) first frequency multiples of isolated doubly protonated substance P (m/z 674) 
with the excitation amplitude. Experimental parameters: 4X cell in 10 T FT-ICR MS; 
acquisition period 384 ms; AGC=3E5; trapping potential 1 V; Texc2 = 60 ms. Variation of 
excitation voltage duration was achieved through the use of advanced user interface, the 
added-on utility kindly provided by Thermo Scientific. 
 
Figure S6. Characterization of mass accuracy performance of the 4X cell in 10 T FT-ICR 
MS. (Top) broadband mass spectrum of phosphoric acid. (Bottom) dependence of mass 
accuracy for broadband mass measurements of phosphoric acid H3PO4 with external 
calibration as a function of (left) number of charges and (right) acquisition period (Texc1 = 
20 ms and Vexc1 = 100 V). Nmerical values are shown in Tables 1 and S1. 
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Figure S7. Characterization of dynamic range performance of the 4X cell in 10 T FT-ICR 
MS. Mass spectrum of isolated singly protonated substance P (1348 m/z) calibrated at the 
quadruple frequency for a sum of 30 scans with transient duration of 3 s each (top). 
Broadband frequency spectrum of a calibration mixture (see Figure 1) (bottom). Insets in 
13C5 isotopologue of substance P (top) and 
13C3 isotopologue of Ultramark component 
(1422 m/z) (bottom) demonstrate the dynamic range of 3 orders at least both for 
isolation mode and for broadband mode measurements. Isotope distribution envelope 
for the corresponding peptides was calculated theoretically and is indicated in light blue 
color bars. 
 
 
Figure S8. High-resolution performance of 4X cell 10 T FT-ICR MS at quadruple frequency 
of isolated (top) triply, (middle) doubly (middle), and (bottom) singly protonated 
substance P. The corresponding mass spectra are shown at the left and the transients at 
the right. The fine isotopic structure distributions are shown in the insets. Experimental 
parameters: trapping potential 0.1 V; AGC=3E5; Texc2 = 60 ms and Vexc2 = 70 V for singly 202
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and doubly protonated ions; Texc3 = 60 ms and Vexc3 = 95 V for triply protonated ions. The 
purpose of this study was to show that the 4X cell does not induce any additional factors 
that may result in the loss of resolving power capabilities in spite of the increase in the 
individual peak resolution. 
 
 
Figure S9. 4X cell 10 T FT-ICR MS/MS: ECD mass spectrum of doubly protonated 
substance P (m/z 674). Although readily feasible, distinguishing peak overlaps between 
the 4X peaks of the product ions and the non-4X peaks (different frequency multiples) 
requires high-resolution performance. Experimental parameters: m/z 320-1500 externally 
calibrated at the quadruple frequency multiple, acquisition period 384 ms; AGC=5E5; 
trapping potential 0.11 V; Texc3 = 60 ms and Vexc3 = 90 V; 200 scans averaged; ECD 
parameters: electron energy 1 eV, electron injection duration 200ms. 
 
 
Figure S10. 4X cell 10 T FT-ICR MS broadband mass spectrum of myoglobin, ~17 kDa. 
Experimental parameters: acquisition period 192 ms; m/z 700 - 1500 range calibrated at 
the quadruple frequency; AGC=1E5; trapping potential 0.1 V; Texc3 = 60 ms and Vexc3 = 95 
V. 203
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Figure S11. Protein high-resolution mass measurements with 4X cell 10 T FT-ICR MS. 
Analysis of blood sample (acquisition period 768 ms; 100 scans averaged). Insets show 
resolved isotopic distributions for all proteins detected. Nomenclature: α- – reduced 
hemoglobin subunit alpha (without methionine), 15132 Da; β- – reduced hemoglobin 
subunit beta (without methionine), 15870 Da; Hm – Heme B, 166 Da; * - denotes triple 
frequency multiple peaks. 
 
Table S1. Mass accuracy of phosphoric acid H3PO4 measurements as a function of 
acquisition period. External calibration performed on 30 summed transients with 5E5 
total number of charges (AGC) accumulated for each measurement. The corresponding 
mass spectrum and graphic of dependence are shown in Figure S6 (Supplementary 
Information).  
 
Compound 
Mass accuracy (∆m/m, ppm) 
Tacq=96 ms Tacq=768 ms Tacq=1562 ms Tacq=6144ms 
(H3PO4)11H
+ 0.29 0.13 0.90 1.30 
(H3PO4)13H
+ 0.37 0.09 1.23 1.78 
(H3PO4)16H
+ 0.04 0.12 1.69 2.28 
(H3PO4)18H
+ 0.74 0.32 1.99 2.48 
(H3PO4)20H
+ 0.80 0.44 2.30 2.85 
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Abstract 
The current paradigm in ion trap (cell) design for Fourier transform ion 
cyclotron resonance mass spectrometry (FT-ICR MS) is the ion detection with 
wide aperture detection electrodes. Specifically, excitation and detection 
electrodes are typically 90 degrees wide and positioned radially at a similar 
distance from the ICR cell axis. Here, we demonstrate that ion detection with 
narrow aperture detection electrodes (NADEL) positioned radially inward the 
cell’s axis is feasible and advantageous for FT-ICR MS. We describe design 
details and performance characteristics of a 10 T FT-ICR MS equipped with a 
NADEL ICR cell having a pair of narrow aperture (flat) detection electrodes 
and a pair of standard 90 degrees excite electrodes. Despite a smaller 
surface area of detection electrodes, the sensitivity of the NADEL ICR cell is 
not reduced thanks to improved excitation field distribution, detection 
electrodes reduced capacitance and closer detector positioning to the orbits 
of the excited ions. The performance characteristics of the NADEL ICR cell 
are comparable with the state-of-the-art FT-ICR MS implementations for 
small molecule, peptide, protein, and petroleomics analyses. In addition, the 
NADEL ICR cell design improves the flexibility of ICR cells and allows for 
potential implementation of advanced capabilities, e.g., quadrupolar or 
quadrature ion excitation as well as quadrupolar ion detection for improved 
mainstream applications. It also creates an intriguing opportunity for 
addressing the major bottleneck in FTMS – increasing its throughput via 
implementation of a parallel multi-transient acquisition approach or via 
transient shape transformation offering high order harmonics content of 
mass spectra.  
207
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Introduction 
Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR MS) 
provides the highest resolving power and mass accuracy for molecular 
structural analysis [1-6]. Top-down proteomics and petroleomics, due to 
their extreme requirements for analytical performance, are the primary 
application areas of FT-ICR MS nowadays [3, 7]. Over the past decade, other 
application areas of interest became primarily addressed using Orbitrap 
FTMS and high-resolution time-of-flight (TOF) MS [4, 8-11]. Nevertheless, the 
extreme analytical challenges in molecular structural analysis require 
further increase of FTMS performance. Due to fundamental power of FT-ICR 
MS, further advancing its performance is feasible and may allow bridging the 
gap between the analytical requirements and MS capabilities. For that, a 
corresponding increase in high-performance analysis throughput is required. 
For example, even at the current data acquisition rate the exceptional FT-
ICR MS capabilities trigger development of novel approaches of molecular 
structural analysis [12]. Among those, the uses of isotopic fine structure 
information in qualitative bottom-up proteomics and mass defect 
information in quantitative bottom-up proteomics appear particularly 
attractive [13-15]. Increased, for example 2…10-fold, data acquisition rate 
should allow interrogation of more peptides at the required structural level 
and provide improved qualitative and quantitative protein analysis. 
Development of novel concepts for ion conditioning and manipulation in ICR 
cells based on improved understanding of ion motion fundamentals has thus 
become a target of recent innovations in the field [6, 16].   
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Since the inception of FT-ICR MS by Marshall and Comisarow, the 
design of ICR cells has been primarily based on the use of wide aperture 
detection electrodes and narrowband (relatively low sampling frequency 
range, 1-5 MHz sampling rate) ion detection [12, 17]. Since at least a decade, 
the most common ICR cell configuration is a cylindrical cell with a pair of 90 
degrees wide excitation electrodes and a pair of similar 90 degrees wide 
detection electrodes [4, 18]. The detected image charge ion signal is averaged 
during ion motion along the detection electrode surface, requiring low 
frequency (as determined from Nyquist criteria) sampling. The drawbacks of 
this configuration include a certain limitation on the acquisition rate, 
substantial perturbation of excitation radiofrequency (RF) field by detection 
electrodes, and a low degree of design flexibility. The latter aspect, for 
instance, requires the use of external electronic switching when the same 
pair of wide aperture electrodes is to be employed for both excitation and 
detection [19]. For example, Marshall and co-workers have recently 
demonstrated by simulations that 120 degrees wide excitation electrodes are 
optimal for coherent ion dipolar excitation and elimination of the third 
harmonic [20]. However, implementation of such electrodes for ion excitation 
would reduce the efficiency of ion detection using the currently employed 
ICR cell design concept. A feasible, although technically challenging, solution 
to this problem is the use of external switching electronic circuitry allowing 
for ion excitation and detection on the same pair of 120 degrees wide 
electrodes. Quadrupolar and quadrature modes of ion excitation are other 
attractive approaches for improving the coherence of excited ion motion [21-
24]. ICR cell operation in these modes also suffers from the same low 
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flexibility of the current ICR cell design, when wide aperture detection 
electrodes compete with the excite electrodes for space.      
Improved coherence of ion motion in ICR cells has been efficiently 
addressed by harmonizing the trapping electric fields by a number of groups, 
including those of Tolmachev [25-26], Gross [27], Bruce [28-29], and 
Nikolaev [30-31]. The obtained improvements in FT-ICR MS performance are 
quite dramatic. Specifically, the transient lifetime has been substantially, 
about 10-100 fold, increased. The dynamically harmonized ICR cell, 
following the original idea of Boldin and Nikolaev [30], is particularly 
impressive, with demonstrated resolution of up to 40 million on a peptide 
(single peak) and a routinely achieved fine isotopic structure resolution on 
peptide ions even in moderate, 7 T, magnetic fields [32]. The main drawback 
of the harmonized cells is that they do not improve the throughput (or the 
acquisition rate) of FT-ICR MS.  
Detection at multiples of ion (reduced) cyclotron frequency, which is a 
feasible approach for increasing the throughput [33-37], is also limited by 
the design of these cells which still employ relatively wide (e. g., ~22 degrees 
in 16-electrode ICR cell) aperture excite and detect electrodes. A number of 
attempts have been made to reduce the aperture of detection electrodes. For 
example, Nikolaev and co-workers suggested an ICR cell with four detection 
electrodes made of conducting wires [33]. However, the experimental 
implementation of the suggested ICR cell with detect conducting wires was 
deferred. One of the possible reasons for the failure was the positioning of 
the wire detect electrodes directly below the excite electrodes in the areas 
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with strong excite RF field, leading to excite field distortion and pre-amplifier 
saturation prior to ion detection.  
Here, we describe a concept, design, and implementation of ICR cells 
with narrow aperture (flat) detection electrodes (NADEL) enabling both 
narrowband and broadband ion detection and addressing the limitations of 
FT-ICR MS design and capabilities specified above. The analytical 
characteristics of thus introduced NADEL ICR cells are presented and their 
particular advantages are outlined. 
 
Experimental methods 
Sample preparation. Substance P, MRFA, Ultramark, and ubiquitin were 
purchased from Sigma-Aldrich (Buchs, Switzerland). ESI calibration mixture 
pre-formulated at low concentration was purchased from Agilent (Basel, 
Switzerland). Serum albumin (bovine) was purchased from Fisher Scientific 
(Schwerte, Germany). Polyphosphoric acid was obtained from Fluka (Buchs, 
Switzerland). Peptides P1, P2, and P3: P1 – EESTR (619.29255 Da), P2 – 
PMMSR (619.29342 Da), and P3 – HDGHR (619.29389 Da) were synthesized 
in-house with solid state peptide synthesis. All peptide and protein samples 
were used without further purification. LC-MS grade acetonitrile and water 
were obtained from Fluka (Buchs, Switzerland). Formic acid was obtained 
from Merck (Zug, Switzerland). Peptide and protein solutions were prepared 
in 1:1 (v/v) water/acetonitrile solvent mixtures containing 0.1% (v/v) of 
formic acid. The final sample concentration for all samples was ~1 µM, 
except ~10 µM for albumin. The polyphosphoric calibration mixture was 
prepared by adding 1% (v/v) of polyphosphoric acid to 1 mL of water. 
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Maltene fraction of Venezuelan crude oil for petroleomics-type 
measurements was dissolved in dichloromethane, followed by 1:23 dilution 
in acetonitrile with the addition of 2% of formic acid (by volume), as 
described previously [9]. 
 
NADEL ICR cell design and mass spectrometry. The design of the employed 
here ICR cell with narrow aperture detection electrodes (NADEL) was 
developed based on the open-ended cylindrical ICR cell (Ultra Cell, Thermo 
Scientific, Bremen, Germany). The commercially available Ultra cell contains 
two pairs, outer and inner, of segmented trapping ring electrodes and 
excitation grids, placed over the entire length of the cell, in addition to the 
conventional 900 excitation and detection electrodes [4]. Ultra cell’s inner 
diameter is of ~56 mm and length of excitation and detection electrodes is of 
~70 mm. In NADEL ICR cell, the standard 900 detection electrodes were 
substituted with narrow aperture (flat) detection electrodes with a thickness 
of 1 mm. Importantly, the new flat detection electrodes were inserted radially 
closer to the center of the cell, Figure 1 and Figure S1 (Supporting 
Information). In the evaluated here NADEL ICR cell implementation the 
inscribed radius was 60% of the initial ICR cell radius.  
The NADEL as well as a standard Ultra (900 detection electrodes) ICR 
cells were mounted, one at a time, onto a hybrid linear ion trap Fourier 
transform ion cyclotron resonance mass spectrometer (LTQ FT-ICR MS, 
Thermo Scientific, Bremen, Germany) equipped with a 10 T actively shielded 
superconducting magnet (Oxford Nanoscience, Oxon, UK), described 
elsewhere. Instrument control was performed by the standard data 
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acquisition control system and software (Xcalibur, Thermo Scientific). The 
ions were formed with robotic chip-based nano-electrospray ionization 
source (Triversa Nanomate, Advion Biosciences, Ithaca, NY) and transported 
to the linear ion trap (LTQ) through an inlet set of multipole ion guides. A 
pre-determined number of charges to be transferred into the ICR cell using 
another set of multipole ion guides were controlled by the automatic gain 
control (AGC) function of the LTQ. For petroleomics measurements the AGC 
function was disabled and accumulation time in the LTQ was set to 50 ms, 
while the potentials of the inlet transfer system were further optimized 
manually. Vacuum conditions in FT-ICR MS with NADEL or Ultra ICR cells 
were identical (2E-10 Torr). 
Ion trapping in ICR cell was achieved with two pairs of trapping ring 
electrodes. All sections of outer trapping rings were grounded throughout the 
complete experimental sequence. A potential of 3 V was applied to the grid-
free sections of inner trapping rings to confine transferred ions inside the 
ICR cell during ion trapping and relaxation events. The same level of 
trapping potential was kept during ion excitation event, whereas it was user-
defined in the range of 0-10 V during the ion detection event. Approximately 
4.6-fold higher potential was applied to the sections of inner rings covered 
with grid. The shape of the detection electrodes in NADEL ICR cell was 
designed to form trapping potential distribution closer to quadratic. SIMION 
calculations confirmed that a certain curvature of the detection electrodes is 
thus required, Figure S1 and Figure 1. For the NADEL ICR cell reported here 
a curvature radius of 125 mm was employed. 
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Ion excitation with NADEL ICR cell was technically performed in the 
same way as with Ultra ICR cell [4]. Coherent motion of ions was excited by 
standard dipolar frequency-sweep excitation in the range of 72 kHz – 2150 
kHz applied during 10 ms to the excitation grids. The peak-to-peak 
amplitude of the excitation RF voltage was varied from 0 V to 100 V. The 
particular advantage of the NADEL ICR cell compared to other ICR cell 
designs, including the Ultra cell, is in the improved excite field distribution, 
Figure S1, bottom left (Supporting Information). Due to the positioning of the 
detection electrodes in the central plane, symmetrically between the top and 
bottom excite electrodes, narrow aperture detection electrodes disturb the 
RF excite field significantly less than the standard 900 detect electrodes, as 
employed in Ultra cell. Therefore, ion excitation in the NADEL cell provides 
improved coherence of ion excitation, especially to larger radii. Overall, the 
maximum excitation radius is limited by the location of the detection 
electrodes, which may reduce the potentially useful volume of the ICR cell. 
However, to the best of our knowledge ion excitation to large orbits, > 0.7 
radius, is not employed in modern FT-ICR MS [23, 25, 38]. Moreover, 
according to the estimation by the authors, most of the ICR cells function 
with ion excitation to 0.3-0.4 cell radius due to the increasing of the 
inhomogeneity of magnetic field at higher radii, although the exact data 
could not be found in publications. Therefore, the detection electrodes were 
placed at the corresponding positions, allowing ion excitation to 0.6 cell 
radius, and thus not reducing the effective ion volume. Note, a finite initial 
magnetron radius would correspondingly reduce the maximum achievable 
excitation radius. Figure S1, bottom right demonstrates the difference in the 
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ion detection conditions between NADEL and Ultra cells. Compared to the 
standard 900 detection electrodes, the narrow aperture detection electrodes 
increase the non-linear character of ion detection as a function of a post-
excitation radius. Importantly for NADEL cell sensitivity level, detection 
electrode capacitance of the installed NADEL cells (measured together with 
the connecting wires and feedthrough) was reduced four-fold compared to 
the Ultra ICR cell, as expected. 
Ion detection was performed using the commercial ion detection 
configuration of Ultra ICR cell. Briefly, standard dipolar differential detection 
was employed to acquire time domain signals (transients). The transients of 
variable length in the range of 92 ms – 25 s were recorded in MIDAS format 
at 1–5 MHz sampling frequency (narrowband ion detection) using the 
advanced software interface of the built-in data acquisition system (Thermo 
Scientific). A given number, e. g., 10–100, of transients were averaged to 
obtain the final transients, which were Hann-apodized and zero-filled once 
before fast Fourier transformation (FFT) to yield Fourier spectra which were 
further calibrated to mass spectra using standard data analysis software 
(Xcalibur, Thermo Scientific) or the framework pyFTMS developed in-house.  
Finally, the offset DC potentials in the range of -100…+100 mV were 
applied to the NADEL and Ultra ICR cell detection and excitation electrodes 
independently relative to each other to vary the position of the ion cloud 
prior to ion excitation and during ion detection events. The influence of offset 
potentials on ion motion was monitored with diverse quality attributes of 
mass spectra, e.g., peak shape and magnetron sidebands [39]. Overall, it 
was possible to optimize the offset potentials to effectively decrease the 
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magnetron sideband intensities below 1 % relative to the corresponding 
reduced cyclotron frequency peak for each experiment.    
 
Results and Discussion  
NADEL ICR cell initial performance tests: MS and MS/MS data acquisition. A 
typical broadband mass spectrum obtained with NADEL FT-ICR MS 
demonstrates efficient simultaneous confinement and detection of ions 
during 3 s in mass range of m/z 300 – 3300, Figure 2. Similarly, Figure S2 
(Supporting Information) shows a broadband mass spectrum of a calibration 
mixture revealing simultaneous detection of ions spanning a broad range of 
m/z 150 – 1900 with acquisition period of 0.384 s. Direct comparison of 
NADEL FT-ICR mass spectra with those obtained with a linear ion trap (LTQ) 
on the same instrument demonstrates that for all constituent signals the 
relative peak intensity ratios are similar (data not shown). The decrease of 
intensity was observed only for ions below 300 m/z, due to an expected m/z-
dependent time-of-flight ion discrimination during their transfer between 
LTQ and ICR cell [40]. The insets in Figure 2 and Figure S2 demonstrate the 
typical peak shape for monoisotopic peaks of selected compounds.  
In-cell tandem mass spectrometry (MS/MS) experiments with NADEL 
ICR cell demonstrate efficiency comparable to Ultra cell. Typical electron 
capture dissociation (ECD) [41], infrared multiphoton dissociation (IRMPD) 
[42], and electron induced dissociation (EID) [43-44] FT-ICR mass spectra 
are shown in Figure S3 (Supporting Information). MS/MS broadband mass 
spectra contain analyte peaks with a magnitude spreading over 3─4 orders. 
Particularly, the spectral dynamic range (ratio of the highest to the lowest 
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abundance peaks within a single mass spectrum) [45] of 4.4 orders was 
achieved for EID MS/MS measurements. Thus, NADEL ICR cell provides 
dipolar excitation and detection of ions, either injected from an external ion 
source or produced inside of the cell, in the wide mass range without the 
discrimination of different m/z ions and at a dynamic range comparable to 
the state-of-the-art FT-ICR MS performance. Note, the employed ion 
excitation for standard NADEL ICR cell operation (narrowband ion detection 
regime) aims to excite ions to moderate radii, when ions do not yet approach 
the detection electrodes. The resulting transient components for these 
regimes are primarily sinusoidal, with a very low (< 5%) high-order harmonic 
content. 
 
NADEL ICR cell performance: sensitivity. For the estimation of fundamental 
characteristics of the NADEL ICR cell, in particular magnitude of magnetron 
frequency, ω- , and optimal post-excitation ion radii (optimal excitation 
parameters), the reduced cyclotron frequency ω+  and the signal-to-noise 
ratio (SNR) of peaks corresponding to ω+ frequency and its interharmonics 
(nω+, nω+ ±kω-, where n, k = 1, 2, 3) as the function of excitation energy were 
measured for isolated singly protonated ions of MRFA (m/z 524.2) at the 
different trapping potentials applied during ion detection event, Figure 3. As 
expected, the SNR of the peak corresponding to the reduced cyclotron 
frequency ω+ linearly increases with excitation amplitude (cyclotron radius). 
However, a significant decrease of the SNR was observed for higher than ~40 
V excitation amplitudes. On the other hand, the intensity ratio of the 
interharmonic 3ω+ to that of the ω+ peak increased with the excitation 
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amplitude, Figure 3, meaning that the post-excitation cyclotron radius 
continues to increase with the corresponding growth of the high-order 
harmonics. The SNR decline for the fundamental frequency, ω+, is 
presumably due to the reduced harmonicity of the trapping electric potential 
and homogeneity of the excitation electric field for high excitation 
amplitudes, which cause decoherence of ion clouds leading to a decrease of 
ion signal abundance. Additionally, we observed even harmonics of ω+ and ωc 
in mass spectra. The presence of even harmonics in mass spectra testifies for 
a non-zero magnetron radius and an initial radial shift of an ion cloud from 
the axis of the ICR cell. Notably, even harmonics' intensities were reduced to 
a less than 2% level by the fine tuning of the offset DC potentials applied to 
the excitation and detection electrodes independently for each trapping 
potential. 
The sensitivity levels of the NADEL ICR cell and the standard Ultra cell 
with 900 detection electrodes were compared for an isolated singly 
protonated MRFA peptide (m/z 524.2) under identical optimal instrumental 
parameters for both cells. As expected, a signal to noise ratio (SNR) of peak 
corresponding to the reduced cyclotron frequency ω+ linearly increased with 
the number of charges (ion abundance) for both NADEL and Ultra ICR cells, 
Figure 3. The SNR values reached a plateau at around (1– 2)E5 number of 
charges in the isolation mode for both cells as well. This is likely due to the 
limitations of ion accumulation in LTQ and transport from LTQ to ICR cell of 
ions with the same nominal mass. Importantly, Figure 3 shows the increase 
of the peak SNR almost 2 times for the NADEL cell compared to the standard 
Ultra cell. The experimental results demonstrate the higher amount of 
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induced current generated in the detection circuit of the NADEL ICR cell 
compared to the corresponding signal in the standard 900 electrode Ultra 
ICR cell, despite the significantly reduced surface area of detection electrodes 
of the NADEL cell. This result can be explained by the substantially lower 
capacitance of the flat detect electrodes and shorter distance between the 
orbit of excited ions and detection electrodes. It is thus not surprising that 
only a few charges, approximately 10 ions (AGC=30) per cell load, of a triply 
protonated substance P (m/z 449.9) ions were detected with acquisition 
period of 384 ms and 5 transients averaging, Figure S4 (Supporting 
Information). This result correlates well with the known sensitivity 
performance level of the state-of-the-art FT-ICR MS with standard ICR cells, 
which is reported to be at the level of 50 charges. 
 
NADEL ICR cell performance: mass accuracy. The reduced cyclotron 
frequency ω+ effectively remained constant within 1 ppm range for low 
trapping potentials (<1 V) over the entire range of excitation amplitudes, 
where ion signal can be detected, except the region of low excitation 
amplitudes, Figure 3, bottom right. However, frequency reduced with an 
increase in the trapping potential for high excitation amplitudes due to 
increased unharmonicity of the trapping electric potential. Thus, the electric 
field distribution of the NADEL ICR cell is uniform in the wide range of 
excitation amplitudes (post excitation radii) at low trapping potentials. Note, 
the DC offset potentials were adjusted for each trapping potential 
independently when constructing these dependencies. Furthermore, at low 
excitation amplitudes (small post excitation radii) for all trapping potentials a 
219
15 
 
space charge of sufficient ion abundance (AGC=5E4) is the reason for the 
observed frequency shift, as reported earlier [46]. A magnetron frequency of 
2.7 Hz/V was experimentally determined, Figure 3, bottom right. 
Experimental results allowed us to define optimal excitation amplitude of 30 
– 40 V with a duration of 20 ms for optimal trapping potentials 0.8 – 1.0 V.  
Additionally, the stability of the reduced cyclotron frequency measured for 
isolated singly protonated ions of MRFA 524.4 m/z with trapping potential of 
1.0 V and excitation amplitude of 30 V indicates the absence of  space 
charge effect in the wide range of number of charges, AGC = 1E2 – 1E5, for 
the NADEL ICR cell, Figure 3, bottom left.  
 The internal calibration of the FT-ICR mass spectrometer equipped 
with the NADEL ICR cell was performed by standard two parametric 
calibration formula with nine monoisotopic ions of ESI-L low concentration 
tuning mixture (Agilent). Calibration was performed at two AGC values (5E5 
and 2E6) and two acquisition times (0.578 s and 1.336 s) in the mass range 
of m/z 300 – 1200 with four calibrants and in the mass range of m/z 300 – 
3000 with nine calibrants resulting in eight calibration parameter sets, 
Table 1. The root-mean-square (RMS) mass error of internal calibration 
remained within 250 ppb for the calibration in the mass range up to 1200 
m/z, whereas increased up to 1.4 ppm for wider mass range. Further, the 
external mass calibration was evaluated by considering the mass 
measurement accuracies achieved for 28 analyte peaks of polyphosphoric 
acid Hn+2PnO3n+1 present in the same mass ranges, Table 1. The 
corresponding dependencies in the mass ranges of m/z 300 – 3000 are given 
in Figure S5 (Supporting information). The RMS mass error was within 250 
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ppb for the calibration in the mass range up to 1200 m/z and increased for 
the higher mass range up to 1.5 ppm.  
 Additionally, internal mass calibration was evaluated for 
polyphosphoric acid Hn+2PnO3n+1 in the wide mass range of m/z 300 – 3100 
and number of charges AGC=(3 - 60)E5 with acquisition period of 1336 ms, 
Table 2. Figure S5 (Supporting Information) demonstrates the SNR of 
analyte peaks linearly increasing with an increase of the AGC value in the 
current range. The RMS mass accuracy of 60 ppb was achieved for eight 
peaks of polyphosphoric acid with an internal calibration in the range of 300 
- 1000 m/z and AGC=7E5. Furthermore, the RMS mass error remained 
within 200 ppb for the number of charges up to AGC=2E6 for low mass 
calibration range up to 1000 m/z, Table 2 and Figure S5. However, the mass 
error became more pronounced for higher AGC values, 3E6 and more, 
especially for the highest m/z peaks, as can be expected due to an increased 
space-charge field [46-47].  
Thus, the mass accuracy performance with NADEL ICR cell is 
comparable to those obtained with conventional and harmonized cells [25, 
48]. This conclusion will be further confirmed below for NADEL ICR MS 
application to crude oil fraction analysis. Finally, application of absorption 
mode FT signal processing allows improving RMS mass accuracy values two 
times, as expected (data not shown) [49-50]. 
 
NADEL ICR cell performance: resolving power. The resolving power 
performance of the NADEL ICR cell was evaluated for analysis of peptide and 
protein samples with maximum detection period of 25.576 s for the 
221
17 
 
employed hardware configuration. Acquisition of longer transients was not 
possible due to the technical limitations imposed by the on-board LTQ FT 
computer memory, whereas the lifetime of excited and coherent ion motion 
apparently surpasses this temporal limitation, for example see Figure S6 
(Supporting Information).  
Figure 4 shows a mass spectrum of three isobaric singly protonated 
peptides P1, P2, and P3 (all positioned at m/z 620) with mass differences of 
0.9 mDa and 0.5 mDa between the pairs of peptides. Notably, mass of 0.5 
mDa is close to the mass of an electron. Expanded segments of the mass 
spectrum show baseline-resolved monoisotopic and 13C peaks for the three 
peptides of interest with the resolving power achieving 3’300’000 for a single 
scan. To avoid the peak coalescence, a relatively low number of ions was 
employed (AGC setting of 3E4). The particular importance of the result 
reported in Figure 4 is in the long time of ion cloud coherence after 
excitation, which allows recording of 25 s and longer transients. The 
reported separation of this peptide triplet can be compared to the notable 
example of a peptide doublet separation (mass difference close to the mass of 
an electron) by Marshall and co-workers on a 9.4 T FT-ICR MS.  
Another notable example of resolving power performance provided by 
NADEL cell for peptide and protein analysis is the acquisition of the fine 
isotopic structure distribution of triply protonated substance P (449.9 m/z) 
and major isotopologues of 11+ charge state of bovine ubiquitin (779.0 m/z), 
Figure 5. The mass spectrum of substance P is the average of 10 transients 
and the corresponding averaged transient is shown in Figure S6. Mass 
spectrum of bovine ubiquitin was obtained from sum of 20 single time 
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domain signals. Fine isotopic structure components of substance P and 
bovine ubiquitin are resolved with resolution of 4’400’000 and 2'900'000 
respectively.  
To evaluate NADEL cell performance for heavy protein analysis, 
protein mass measurements were performed for a bovine serum albumin 
(BSA) with direct infusion electrospray ionization. Broadband mass spectrum 
of BSA obtained by averaging of 50 single scans of 1.536 s shows the charge 
state distribution in the range from 35+ up to 72+, Figure S7 (Supporting 
Information). Furthermore, the resolving power of 320’000 was achieved for 
an isolated BSA48+ charge state with a single scan and acquisition period of 
6.144 s, Figure S8 (Supporting Information).  
Finally, petroleomic sample was chosen to evaluate the NADEL cell 
performance for complex mixture analysis. A positive ESI broadband mass 
spectrum of a fraction of South American crude oil was acquired with an 
acquisition period of 3.072 s, Figure 6. The insets demonstrate mass scale 
expansions at 451 m/z nominal mass, revealing typical representative 
spectral compositions for a petroleum sample with resolving power of 
450'000. Mass assignments are given in Table 3. Additionally, mass 
accuracy values for the 2765 monoisotopic peaks identified in the broadband 
mass spectrum of a crude oil fraction in the mass range of 300 – 700 m/z, 
were measured as a function of m/z and SNR by using standard two-
parametric equation and internal calibration based on 29 monoisotopic 
peaks of a prominent homologous series, Figure S9 (Supporting information). 
Overall, 5635 peaks were detected with the intensity higher than 2% relative 
to the highest magnitude peak in mass spectrum. RMS mass accuracy and 
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mean values were 238 ppb and 7 ppb respectively. As expected, mass error 
increases with decreasing SNR and increasing m/z value. 
To conclude, the combined benefits of trapping and excitation field 
configuration in the NADEL cell provide comparable performance of standard 
ICR cells in routine analysis in regard to resolving power performance and 
approach conditions of the most sophisticated ICR cells with complex 
approaches to electric field harmonization, either statically or dynamically 
[25, 30, 48]. The described NADEL ICR cell has been employed to perform 
routine mass analysis in our laboratory and demonstrated an ability to 
achieve the required analytical objectives of molecular structural analysis in 
a number of applications, for example in supramolecular complexes analysis 
[51]. 
 
NADEL ICR cell concept advantages. The particular benefits of the NADEL 
ICR cell concept for current and envisioned FT-ICR MS configurations 
include: (i) enhanced dipolar ion excitation conditions due to improved 
configuration of excitation electric field. The latter is achieved by reduced 
excite field disturbance by radially inserted detection electrodes compared to 
the standard 90 degrees wide detection electrodes. Further improvement of 
excite electric field distribution can be presumably obtained by utilization of 
wide aperture excitation electrodes with an optimized angle, which can be 
varied up to 1800. Interestingly, flat excitation electrodes (capacitor 
configuration) may be considered to provide an optimum excite field 
configuration; (ii) simultaneous detection of a number of transients or 
detection at frequency multiples when several NADEL pairs are employed, for 
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instance leading to an optimized design of the recently implemented 
quadruple frequency multiple detection ICR cell [37]; (iii) enabling 
implementation of efficient quadrature ion excitation and quadrupolar ion 
detection schemes when two pairs of 900 wide excite electrodes and two 
NADEL pairs are employed without the need for a high-frequency switch 
between excitation and detection modes. Quadrupolar ion detection should 
further benefit high mass accuracy and high dynamic range demanding 
applications by providing measurements of trapping potential-insensitive 
unperturbed ion cyclotron frequency [24, 52];  (iv) creation of special ion 
motion conditions in ICR cell even with dipolar ion excitation leading to ion 
detection at unperturbed cyclotron frequency [53]; (v) facilitating and 
improving the efficiency of fluorescence-based ion spectroscopy due to 
substantially increased optical access to and from the cell [54-55]; and, last 
but not least, (vi) enabling high throughput high-resolution mass 
spectrometry by accelerating ions to high post-excitation radii, when 
significantly, an order of magnitude, higher resolving power can be obtained 
in the same ion detection period. The latter regime requires the development 
of the matching signal processing methods, capable of efficient analysis of 
transients with high order harmonics components [56].   
 
Conclusions 
We designed and implemented an ICR cell with a pair of narrow aperture 
detection electrodes (NADEL) for improving the analytical capabilities and 
increasing the mass analyzer design flexibility of FT-ICR MS. Importantly, 
the obtained results demonstrate that the narrow aperture, flat, detection 
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electrodes provide comparable or superior performance to the standard ICR 
cells in modern FT-ICR MS. The proven here ability to replace the currently 
employed in all ICR cell designs wide aperture (azimuthally large) detection 
electrodes with the narrow aperture ones opens new avenues for ICR cell 
development and FT-ICR MS capabilities. A number of advantages and 
envisioned benefits summarized above validate the importance of the 
described ICR cell development. Based on the initial results reported here, a 
true paradigm shift in ICR cells design and capabilities is expected to drive 
the FT-ICR MS development and applications in the near future. However, 
rationalizing the underlying ion physics phenomena leading to these 
capabilities, e. g., unperturbed ion cyclotron frequency detection with dipolar 
ion detection, require in-depth theoretical analysis of the described NADEL 
ICR cell and its further modifications.   
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Figure captions. 
 
Figure 1. Schematic representation of the narrow aperture detection 
electrodes (NADEL) ICR cell: (top panel) a 3D view and (bottom panel) its 
unrolled surface. The NADEL cell contains two pairs, outer and inner, of 
trapping ring electrodes, excitation grids, conventional 900 excitation and 
narrow aperture (flat) detection electrodes with a thickness of 2 mm and 
curvature R = 125 mm. 
 
Figure 2. Broadband mass spectrum of a poly-phosphoric acid, acquired 
with 10 T FT-ICR MS equipped with NADEL ICR cell. The mass spectrum 
was obtained from a sum of 30 transients recorded in the mass range of 300 
– 3300 m/z with the acquisition period 3.072 s and number of charges 1E6 
(AGC).   
 
Figure 3. Characterization of the NADEL ICR cell in 10 T FT-ICR MS. (Top 
left): relative (w.r.t. intensity of ω+) intensity of peaks corresponding to the 
interharmonic 3ω+ and absolute intensity of peak corresponding to the 
reduced cyclotron frequency ω+, as a function of the excitation amplitude. 
(Top right) dependence of the absolute abundance of peak corresponding to 
the reduced cyclotron frequency ω+ on the defined number of charges 
(logarithmic scales) were obtained under identical instrumental parameters 
for both the standard (open circles) and NADEL (solid circles) ICR cells. 
(Bottom left) dependence of a reduced cyclotron frequency (triangles) and of 
the abundance of corresponding peak (circles) on the user defined value of 
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number of charges (AGC) in the wide range 2E1 – 2E6. (Bottom right) 
dependence of a reduced cyclotron frequency ω+ on the excitation amplitude 
for different trapping potentials. All experimental data were acquired for 
isolated singly protonated MRFA peptide (m/z 524.2) with the acquisition 
period of 3.072 s and 10 ms of excitation duration. 
 
Figure 4. Isobaric peptide mixture measurements with NADEL cell in 10 T 
FT-ICR MS. The resolving power 3’300’000 was achieved for a single scan 
with acquisition period of 25.576 s and number of charges (AGC) of 30’000 
for isolated ions of triplet of singly protonated peptides P1, P2 and P3.  
 
Figure 5. Peptide (substance P, top panel) and protein (ubiquitin, bottom 
panel) fine structure isotopic distribution measurements with NADEL cell in 
10 T FT-ICR MS. Mass spectrum of isolated triply protonated substance P 
449.9 m/z was obtained from a sum of 10 transients of 25.576 s each. The 
corresponding transient is shown in Figure S6 (Supporting Information). 
Mass spectrum of bovine ubiquitin was obtained from sum of 20 transients 
of 25.576 s acquired for isolated 11+ ions.  
 
Figure 6. Electrospray ionization broadband mass spectrum of a crude oil 
fraction obtained with NADEL ICR cell in 10 T FT-ICR MS from the averaging 
of 600 transients of 3.072 s each in the positive-ion mode. Insets show 
expanded regions around (top) 451 m/z and (bottom) 445 - 453 m/z for the 
displayed broadband mass spectrum. Annotated peaks are listed in Table 3. 
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Table 1. RMS mass accuracy of Agilent ESI-L low concentration tuning 
mixture (internal calibration) and phosphoric acid (external calibration, 
based on the ESI-L mixture) obtained with two values of a number of 
charges (AGC equal to 5E5 or 2E6) and two acquisition periods (0.578 s and 
1.336 s). Mass calibration procedures were performed in the mass ranges of 
m/z 300 – 1200 and m/z 300 – 3000, using 30 summed transients for each 
of the ranges. The corresponding dependencies for external calibration are 
shown in Figure S5 (Supporting Information).  
 
Table 2. RMS mass accuracy of poly-phosphoric acid (internal calibration) 
as a function of number of charges. Mass calibration was performed in the 
mass ranges of m/z 300 – 1000, m/z 300 – 2000, and m/z 300 – 3100. For 
each of the ranges, 50 transients with acquisition period of 1336 ms were 
summed. The corresponding dependence is graphically shown in Figure S5 
(Supporting Information).  
 
Table 3. Assignments of peaks and mass errors in the segments arround 
451 m/z of the positive electrospray broadband mass spectrum of a crude oil 
fraction. Corresponding inset is shown in Figure 6. 
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Figure 1.  
 
                                
                             
 
 
 
 
239
35 
 
Figure 2. 
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Figure 3. 
 
  
 
 
Figure 4. 
 
 241
37 
 
Figure 5. 
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Figure 6. 
  
 
Table 1. 
AGC 
Mass 
range, 
m/z 
RMS mass error (∆m/m, ppm) 
Internal calibration 
(ESI-L Agilent) 
External calibration 
Poly-(H3PO4)n 
Tacq=578 ms Tacq=1336 ms Tacq=578 ms Tacq=1336 ms 
5E5 
300-1200 0.08 0.13 
0.20 0.18 
300-3000 0.49 0.79 
0.76 0.83 
2E6 
300-1200  0.15 0.16 
0.22 
0.23 
300-3000 0.56 1.35 
1.19 
1.49 
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Table 2. 
Mass range, 
m/z 
RMS mass error (∆m/m, ppm), internal calibration 
AGC=3E5 AGC=7E5 AGC=2E6 AGC=4E6 AGC=6E6 
300 – 1000 
(8 peaks) 
0.11 0.06 
0.18 
0.37 0.57 
300 – 2000 
(19 peaks) 
0.69 0.44 
0.98 
1.67 2.21 
300 – 3100 
(29 peaks) 
0.92 0.88 
1.43 
2.54 3.35 
 
Table 3. 
peak no. composition m/z ∆m/m, ppm class 
     
1 13C1C31H32NS 451.228355 -0.135 NS 
2 13C1C28H36NS2 451.231726 -0.098 NS2 
3 C27H40O2SNa 451.264122 0.119 O2S 
4 C24H44O2S2Na 451.267496 0.059 O2S2 
5 C28H44OSNa 451.300510 -0.069 OS 
6 C30H43OS 451.302913 0.295 OS  
7 C25H48OS2Na 451.303879 -0.337 OS2  
8 C27H47OS2 451.306285 0.120 OS2 
9 C32H39N2 451.310778 -0.152 N2 
10 13C1C33H40N  451.318881 -0.209 N 
11 13C1C30H44NS  451.322255 -0.035 NS 
12 C29H48O2Na 451.354651 0.202 O2  
13 C26H53NOSNa 451.375783 0.078 NOS 
14 C29H55OS 451.396816 0.155 OS 
15 13C1C32H52N  451.412784 0.034 N 
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Table of SI Contents: 
 
1. Figure S1. Electric potential and field distributions in NADEL ICR cell.  
2. Figure S2. Broadband mass spectrum of a calibration mixture. 
3. Figure S3. MS/MS: ECD, IRMPD, and EID of substance P dication. 
4. Figure S4. Limit of detection evaluation of NADEL ICR cell. 
5. Figure S5. Characterization of mass accuracy performance. 
6. Figure S6. Time domain signal (transient), 25 s long. 
7. Figure S7. Bovine serum albumin MS: charge state distribution. 
8. Figure S8. Bovine serum albumin MS: +48 charge state isolation. 
9. Figure S9. Mass accuracy of oil crude fraction measurements. 
 
 
Figure S1. SIMION-modeled electric potential distributions in the ICR cells with narrow 
aperture (curved or rectangular) detection and standard 900 excitation electrodes, as well as 
with standard 900 detection/excitation electrodes. Top panel: the trapping potential 
distribution in the plane (left) along magnetic field and (right) perpendicular to magnetic field. 
Bottom panel: the excitation field lines and the detection electrode potential contours. The 
employed simulation parameters: excitation electrodes sustained at -1 V and 1 V, detection 
electrodes at 0 V and 1 V, trapping electrodes at 1 V; all contours correspond to the range of 
0.1 V to 0.9 V with 0.1 V increments. 
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NADEL cell with curved detection electrodes: 
 
 
Standard cylindrical ICR cell: 
 
 
NADEL cell with rectangular detection electrodes: 
 
 
 
NADEL ICR cell with curved detection electrodes vs. standard cylindrical ICR cell: excitation 
and detection 
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Figure S2. NADEL ICR cell 10 T FT-ICR MS broadband mass spectrum of a calibration mixture 
containing MRFA, caffeine, and Ultramark compounds. The mass spectrum was obtained from 
a sum of 5 transients recorded in the mass range of m/z 150 – 1900 with acquisition period 
0.384 s and with number of charges 5E5 (AGC). 
 
   
 
 
 
 
 
 
Figure S3. NADEL cell 10 T FT-ICR MS/MS: (top left) ECD, (top right) IRMPD and (bottom) EID 
mass spectra of doubly protonated substance P (674 m/z). Experimental ECD parameters: 
acquisition period 384 ms; AGC=5E5; 20 scans averaged; electron energy 5 eV, electron 
injection duration 80 ms. IRMPD parameters: acquisition period  384 ms; AGC=5E5; 20 scans 
averaged; laser energy 80 %, photon injection duration 35 ms. EID parameters: acquisition 
period  1.536 s; AGC=1E6; 50 scans averaged; electron energy 70 eV, electron injection 
duration 5 ms. 
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Figure S4. Limit of detection evaluation of NADEL ICR cell. Left panel: mass spectrum of triply 
protonated substance P 449.9 m/z acquired with NADEL cell in 10 T FT-ICR MS for a low 
number of ions (AGC=30) with acquisition period  of 0.384 s. Right panel: mass spectrum of 
doubly protonated substance P 674.4 m/z acquired with NADEL ICR cell in 10 T FT-ICR MS for 
a low number of ions (AGC=10) with acquisition period  of 0.768 s. 
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Figure S5. Characterization of mass accuracy performance of the NADEL ICR cell in 10 T FT-ICR 
MS. The mass accuracy for broadband mass measurements of phosphoric acid H3PO4 with 
external calibration was calculated with acquisition period (top left) of 578 ms and (top right) 
1336 ms with number of charges AGC=5e5 (empty circles) and AGC =2e6 (full circles). 
Numerical values are given in Table 1 (main text). (Bottom left) total SNR measured in each 
scan for analyte peaks from broadband mass spectrum of mixture of poly-phosphoric acid 
poly-(H3PO4)n in the mass range of 250 - 3100 m/z as a function of number of charges AGC. 
Only peaks with abundance higher than 3*σ were considered for the calculation of total SNR 
in each mass spectrum. (Bottom right) the dependencies of mass accuracy were measured 
with an internal calibration as a function of total SNR for broadband mass measurements (50 
scans averaged) with 8 analyte peaks of phosphoric acid H3PO4 in the range of 250 - 1000 m/z 
and 29 analyte peaks in 250 - 3100 m/z. 
 
 
Figure S6. NADEL ICR cell 10 T FT-ICR MS time domain signal (transient) of the isolated triply 
protonated substance P, m/z 449.9.  
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Figure S7. Heavy protein mass measurements with NADEL ICR cell in 10 T FT-ICR MS. 
Broadband mass spectrum of bovine serum albumin (BSA) obtained by averaging of 50 
transients of 1.536 s shows the distribution of charge states in the range from 35+ up to 72+.  
 
 
 
Figure S8. Heavy protein mass measurements with NADEL ICR cell in 10 T FT-ICR MS. Isolated 
charge state BSA48+ was resolved for a single scan with acquisition period of 6.144 s. Left inset 
shows the baseline resolution of isotopic distribution. Right inset shows time domain signal 
with the main beats. 
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Figure S9. Mass accuracy of monoisotopic peaks identified in the broadband mass spectrum 
of crude oil fraction in the range 300 – 700 m/z. (Top) decimal logarithm of abundance vs. 
mass error and (bottom) mass error vs. m/z of analytes for the corresponding broadband mass 
spectra. Corresponding mass spectrum is shown in Figure 6. 
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