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Abstract
GAN-Based Super-Resolution And Segmentation Of Retinal Layers In Optical Coherence
Tomography Scans
Paria Jeihouni
Optical Coherence Tomography (OCT) has been identified as a noninvasive and cost-effective
imaging modality for identifying potential biomarkers for Alzheimer’s diagnosis and progress
detection. Current hypotheses indicate that retinal layer thickness, which can be assessed
via OCT scans, is an efficient biomarker for identifying Alzheimer’s disease. Due to factors
such as speckle noise, a small target region, and unfavorable imaging conditions manual
segmentation of retina layers is a challenging task. Therefore, as a reasonable first step, this
study focuses on automatically segmenting retinal layers to separate them for subsequent
investigations. Another important challenge commonly faced is the lack of clarity of the layer
boundaries in retina OCT scans, which compels the research of super-resolving the images
for improved clarity.
Deep learning pipelines have stimulated substantial progress for the segmentation tasks.
Generative adversarial networks (GANs) are a prominent field of deep learning which achieved
astonishing performance in semantic segmentation. Conditional adversarial networks as a
general-purpose solution to image-to-image translation problems not only learn the mapping
from the input image to the output image but also learn a loss function to train this mapping.
We propose a GAN-based segmentation model and evaluate incorporating popular networks,
namely, U-Net and ResNet, in the GAN architecture with additional blocks of transposed
convolution and sub-pixel convolution for the task of upscaling OCT images from low to
high resolution by a factor of four. We also incorporate the Dice loss as an additional reconstruction loss term to improve the performance of this joint optimization task. Our best
model configuration empirically achieved the Dice coefficient of 0.867 and mIOU of 0.765.
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Chapter 1
Introduction
1.1

Problem and Motivation

laAlzheimer’s Disease (AD) is one of the most prevalent kinds of dementia and is becoming
increasingly prevalent among the elderly population. Conventional imaging techniques for
diagnosing AD, like as positron emission tomography and magnetic resonance imaging [2], are
expensive, time-consuming, and somewhat invasive. Several clinical investigations indicate
that the neurodegenerative process of Alzheimer’s, which is driven by the aberrant buildup
of Amyloid-beta and Tau protein in the brain [2], may also affect the retina. Researchers
have demonstrated that individuals with preclinical Alzheimer’s disease go through neuronal
loss and vascular changes in their retina. The neuronal loss of retinal tissue may serve as
a biomarker for Alzheimer’s disease. More specifically, studies have shown a decrease in
Retinal Nerve Fiber Layer (RNFL) thickness [3,4] and also macular volume [5]. It was found
that compared to healthy control subjects, those in the preclinical stage of AD showed a
significant decrease in macular retinal nerve fiber layer (mRNFL) volume over a 27- month
follow-up interval period, as well as a decrease in outer nuclear layer and Inner Plexiform
Layer (IPL) volumes. The decrease in mRNFL was correlated with neocortical A-beta
accumulation in the early stages of AD. The authors suggested that the RNFL layer thickness
may contribute to declining cognitive functions such as audiovisual integration efficiency. The
greater volume reduction in the mRNFL was significantly associated with reduced sensitivity
to the binding strength of the audiovisual stimulus. Researchers also found relations between

Paria Jeihouni

Chapter 1. Introduction

2

Figure 1.1: A sample example of one singular OCT scan of the retina.
the AD progression and the Ganglion Cell Layer (GCL) degeneration [6]. It was found that
a thinner GCL-IPL complex is associated with dementia prevalence. Further, they support
the hypothesis that analysis of retinal degeneration may aid in the diagnosis and progression
of AD, citing Optical Coherence Tomography (OCT) as a useful tool for monitoring research
subjects.
OCT is a non-invasive imaging technology for projecting cross-sectional images of the
internal microstructure of human tissue in high-resolution [7].The first OCT scan from the
human retina was done in 1993 [8]; this ushered a new era of rapid development of the
OCT technology, enabling cross-sectional visualization of the internal structure of biologic
tissues [9], prominently the human retina. Nowadays, OCT is the primary modality for
cross-sectional imaging of the human retina in high resolution. These high-quality images
can enhance our understanding of the origin and progression of retinal disorders whose
prevalence is rising and which are major sources of visual morbidity and dementia. Hence,
there are many ongoing research studies regarding the viability of OCT for AD detection as
this alternative modality offers the benefit of being faster, non-invasive, cost-effective, and
may show pathologic changes at an earlier stage of the disease. Fig. 1.1 depicts an example
of OCT scan.
The segmentation of the retinal layers is the first significant step to determining the usefulness of OCT as an important biomarker for detecting AD. Because of noise and artifacts
(e.g., eye motions, the vessel projection shadow), manual segmentation of OCT images is a
challenging task. Therefore, programming an OCT-based automatic retina layer segmentation algorithm is essential.
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Semantic segmentation that allocates a semantic label to each pixel can help us in segmenting retina layers. Most semantic segmentation methods use an encoder-decoder design,
which has a Fully Convolutional Network (FCN) [10]. The sequential downsampling and
upsampling of FCN layers result in losing some semantic and spatial information. U-Net resolved this issue by introducing skip connections between encoders and decoders to transmit
spatial information from the encoder to the feature maps of the decoder section [11]. In the
specific OCT segmentation-related task, ReLayNet was published, which follows the U-Net
baseline and, to the best of our knowledge, provides the state-of-the-art performance [12].
In this work, we compared our best-achieved results with the ReLayNet method.
Generative Adversarial Networks (GANs) is another important neural network that have
been extensively used for various challenging tasks in medical image segmentation [13–15].
GANs have become increasingly popular for learning deep representations and modeling highdimensional data. With the advent of conditional GANs [16], it became possible to capture
even better representations by rendering both the generator and discriminator networks
as class conditionals and showed good performance translating data from one domain to
another [17, 18], thus being appropriate for semantic segmentation.
Another hindrance commonly faced is the lack of clarity of the layer boundaries, which
compels the research of super-resolving the images for improved clarity. Super-resolution
is a long, challenging task in the computer vision domain, which aims to construct a highresolution photo-realistic images from their low-resolution counterparts. Super-resolution has
been a research topic for many years, even predating the advent of deep learning. Classical
methods include various interpolation methods such as the nearest neighbor, bi-cubic or
bi-linear, etc. With the success and popularity of FCN, a similar framework was designed
as super-resolution Convolutional Neural Networks (SR-CNNs) [19]. In such systems, the
image is first upsampled through bi-cubic interpolation and fed through an FCN, resulting in
output with high-resolution. The work in [20] is the continuation of SR-CNN, with residual
blocks replacing the conventional convolutional blocks. Using such SR-CNN as the generator
architecture, GANs have also been used to reconstruct images with higher resolution, being
touted as ’SR-GAN’ [20].
In this work, we have identified the goal of jointly super resolving and segmenting the
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OCT retinal scans. We propose an architecture employing a Generative Adversarial Network
(GAN) [16] with a ResNet [1] based generator architecture, as well as analyzing the effect
of a Dice loss [21] as an additional constraint, and show how its presence improves the
performance.

1.2

Contribution of this problem report

In this problem report, we push the bounds of semantic segmentation into creating the
most accurate segmented and super-resolved OCT scans for Alzheimer’s detection. Presence
of variouse issues like eye motions, the vessel projection shadow and so on prevents the
researchers to do manual segmentation. Additionally, the boundary between the layers
are not really clear. In order to overcome the following challenges, we prevented a novel
architecture to automatically segment and super-resolve the OCT scans. By super resolving
the OCT scans, we aim to enhance the layer boundaries and improve the layer segmentation.
To achieve this purpose, we designed a specific GAN-based network. In a nutshell, the major
contributions of this problem report are:
1-Joint optimization of two objective functions: Our novel architecture is a parameterized
and scalable GAN-based domain translation model that learns to increase the medical image
resolution from low to high by a factor of four and learns to segment the retinal layers.
2- Comparing the performance of the ResNet and U-net as a generator in GAN architecture.
3- Analyzing the performance of our state-of-the-art model by adding dice loss.

1.3

Organization of this problem report

This work is comprised of three main sections after this chapter. Chapter 2 discusses the
literature generation process of semantic segmentation, GAN architecture, U-net, ResNet,
Transposed and sub-pixel convolution, and discriminator’s architecture. The benefits and
shortcomings of various architectures are discussed. Additionally, this chapter contains information about the loss function that we applied to our novel model to improve the accuracy.

Paria Jeihouni

Chapter 1. Introduction

5

Chapter 3 discusses the generated dataset with its respective analysis. We will first discuss
about the data acquisition that is done with the help of wvu medicene and then we will continue by analysing the various preprocessing steps that we applied on the dataset. Second,
we will analyze the ResNet/U-net-based generator with added dice loss. Last, in Chapter 4,
we will discuss the limitations that we faced in this research, ideas for the future researches
and the conclusion that we get from this research.

6

Chapter 2
Literature survey
2.1

Semantic Segmentation

Image processing techniques have become progressively significant in a variety of applications requiring sophisticated methods and apparatus. Image segmentation is an illustrative
topic in image processing, and a focal point and hotspot in image processing approaches [22].
Image segmentation is a technique of dividing an image into sub-components, remarkably
homogenous in features, and this process concedes to extract some useful information. Medical image segmentation is a crucial step in the field of medical image analysis [23]. The
following factors are some usabilities of image segmentation in medical domain:
• Study anatomical structure.
• Determine Region of Interest, i.e., detect a tumor, lesion, or other abnormalities.
• Measure tissue volume to determine tumor growth.
• Aid in pre-radiation therapy treatment planning; radiation dosage calculation.
Automatic segmentation of medical images is challenging due to the complicated structure of medical images, which seldom contain simple linear features. Additionally, the result
of the segmentation algorithm is affected by the following factors:
• partial volume effect.

Paria Jeihouni

Chapter 2. Literature survey

7

• intensity inhomogeneity.
• presence of artifacts.
• closeness in gray level of different soft tissue.
In the case of medical image segmentation, the aim is to provide a reliable basis for clinical
diagnosis and pathology research and assist doctors in making a more precise diagnosis.
Semantic segmentation associates every pixel of an image with a class label such as a
person, flower, car, and so on. Multiple objects of the same class are treated as a single
entity in semantic segmentation [24, 25]. Popular semantic segmentation methods can be
divided into three main groups: the traditional image processing methods, the common
machine learning algorithms, and convolutional neural network (CNN) methods. Traditional
image processing methods utilize illumination correction, contrast enhancement, texture
feature (gray level change) analysis, filtering, or noise removal as their primary processes
[26]; the subsequent steps are adaptive threshold segmentation, edge detection, and image
connectivity analysis. Machine learning algorithms like support vector machine (SVM) and
Boosting [27], random forest (RF) [28], logistic regression (LR) [28] and other algorithms are
not as good as the CNN in extracting important features from the images. It required fusing
multiple models to improve the generalization ability of the model. Recent advances in deep
learning have led to new segmentation techniques based on convolutional neural networks
(CNN) [29, 30]. However, two fundamental issues exist with segmentation methods based
on deep learning. One is the loss in the resolution of features caused by successive pooling
layers. Another is the object size variability in realistic and complex images [31]. Recent
studies provide solutions to these issues. These studies indicate that the encoder-decoder
structure of FCN [10] is intended to solve the difficulties. The decoder part recovers the object
details and spatial information. U-Net attaches skip connections between the features of the
encoder and decoder to improve the performance [32]. SegNet stores pooling indices and
reuses them in the decoder part [33]. DeepLab-v2 presents atrous spatial pyramid pooling
that incorporates multi-scale data from a parallel structure. The pyramid pooling module
of PSPNet [34] enhances efficiency by extracting global context information from many
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region-based contexts. Several strategies are also offered to address the issues of semantic
segmentation as networks evolve. Pre-trained weight initialization is crucial for achieving
a satisfactory performance. Most semantic segmentation networks use pre-trained weight
on ImageNet [35], and some of them also use COCO [36] and JFT [37] for a higher score.
Data augmentation is also commonly employed to expand the quantity of data and prevent
local minimums. Due to the scarcity of data, these strategies are especially important for
semantic segmentation.

2.2

Generative Adversarial Networks (GANs)

Generative adversarial networks (GANs) are attracting growing interest in the deep learning domain [16, 38–41]. GANs have been used to a variety of fields, including computer
vision [42–46], natural language processing [47–50], time-series synthesis [51–53], semantic
segmentation [54–56] and so on. In machine learning, GANs belong to the family of generative models. Compared to other generative models, e.g., variational autoencoders, GANs
have advantages such as the ability to handle sharp estimated density functions, the ability
to efficiently generate desired samples, the elimination of deterministic bias, and good compatibility with the internal neural architecture [57]. These properties have allowed GANs
to enjoy great success especially in the field of computer vision, e.g., plausible image generation [58–60], image-to-image translation [17, 61–63], image super-resolution [20, 54, 64, 65],
and image completion [66–69].
Generative algorithms can be classified into two classes:
• Explicit density model.
• Implicit density model.
An explicit density model assumes the distribution and employs real data to train the
model, including the distribution or to fit distribution parameters. When finished, new examples are produced utilizing the learned model or distribution. The explicit density models
include maximum likelihood estimation (MLE), approximate inference [70], and Markov
chain method [71]. These explicit density models have an explicit distribution, but their
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applicability is limited. For instance, MLE is conducted on real data, and the parameters
are directly updated based on the real data, resulting in an excessively smooth generative
model. The generative model learned by approximate inference can only approach the lower
bound of the objective function rather than directly approach the objective function because
of the difficulty in solving the objective function. The Markov chain algorithm can be used to
train generative models, but it is computationally expensive. Moreover, the explicit density
model has a computational tractability challenge. It may fail to represent the complexity of
true data distribution and learn the high-dimensional data distributions.
An implicit density model does not directly estimate or fit the data distribution. It
generates data instances from the distribution without an explicit hypothesis and modifies
the model using the generated samples. Prior to GANs, the implicit density model is often
trained via ancestral sampling or Markov chain-based sampling, which is inefficient and
restricts their practical applicability. GANs belong to the directed implicit density model
category.
GANs were developed to address the shortcomings of other generative algorithms, and
they have been quite prominent in learning deep representations and modeling high-dimensional
data. This type of generative modeling competitively employs two trained networks, one
trained to synthesize new data and the other trained to classify real and synthesized data.
The network which contributes to generating new data based on an embedded input is called
the generator. On the other hand, the second network that considers both the generated
data and the real ground truth data and distinguishes them is called the discriminator. It
works like a two-player game, where two entities try to outwit each other. The generator’s
purpose is to synthesize data that resembles real data in terms of distribution, and with
further training, data becomes indistinguishable from the real data. At the same time, the
discriminator is being trained to identify real and generated ones. Initially, GANs were
trained with a noise sample from a particular distribution. Later with the advent of conditional GANs [17, 18], it became possible to capture even better representations by rendering
both the generator and the discriminator networks as class conditionals. Conditional GANs
showed good performance translating data from one domain to another [17, 18], thus being
appropriate for semantic segmentation.
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Figure 2.1: A generic example of a GAN architecture. Here the generator is a neural network
outputting a synthesized image, making it similar to the real ground truth images. Both the
generated data and ground truth are fed to the discriminator to train to scrutinize between
real and fake data.
In adversarial learning, the generator attempts to generate as realistic examples as possible to deceive the discriminator. The discriminator tries to distinguish fake examples from
true examples. Using adversarial learning, both the generator and the discriminator improve. This adversarial process provides GANs with significant advantages over alternative
generative algorithms. Fig 2.1 is a summary of GAN architecture.
The purpose of the generator in this work is to produce super-resolved segmented labels
of the OCT input images. In contrast, the discriminator learns to differentiate between real
ground truth labels and the generated ones. Fig 2.2 shows the high-level architecture of
the GAN. In the following section, we will introduce each component of the architecture in
detail. In this problem report, we design a novel architecture to simultaneously achieve joint
superresolution and segmentation. By super resolving the OCT scans, we aim to enhance
the layer boundaries and improve the layer segmentation. To the best of our knowledge, this
is the first time a joint task of super resolving and segmentation has been conducted on the
OCT images. Furthermore, the goal is to semantically segment and super-resolve the OCT
scans in a joint optimization framework by utilizing our proposed network.
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Figure 2.2: The high level GAN architecture for super-resolution and segmentation, where
input images of size 56 × 56 are fed to the generator Gx that outputs realistic superesolved
segmented images of 224 × 224 to bluff the discriminator, Dy .

2.2.1

Generator

For our designed GAN, we employed two different architectures, namely, U-net and ResNet,
with two different upsampling modules, namely, transposed and sub-pixel convolutions, to
undertake the dual task of segmenting the input OCT images and super resolving them. In
the following sections, we will assess each concept precisely.
2.2.1.1

ResNet

Deep neural networks (DNNs) have achieved astonishing performance in various computer
vision tasks, [1, 72–75]. DNN architecture starting from the pioneer convolutional network
LeNet [76], to networks with tens of layers such as AlexNet [77] or VGG-Net [78], or recent architectures like GoogLeNet/Inception [79] demonstrates the outstanding potential of
DNNs. These pioneering publications inspired the researchers to change their focus from
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features engineering to network design engineering [80,81], that’s why researchers developed
outstanding new network architectures to improve the performance of DNNs. The first problem with DNNs is Gradient explosion/dissipation, which is due to the fact that as the number
of layers increases, the gradient back-propagating in the network will become unstable with
the multiplications and become very large or very small. Gradient dissipation is one of the
significant problems that often arise [82,83]. Batch Normalization, changing activation function to ReLU, and using Xaiver initialization are among the many solutions that have been
found to overcome gradient dissipation. Degradation, or the decreasing of the network’s
performance as its depth increases, is a second issue associated with network deepening. In
practical experiences, the depth of the network plays a crucial role in the performance of the
model. When the number of network layers is increased, the network can carry out more
complex feature pattern extraction, so better results can be obtained theoretically when the
model is deeper. However, the experiment found that the deep network was degenerating.
With the increase of network depth, the accuracy of the network tends to be saturated or
even decreased. There is a decrease in the accuracy of the training set. We can determine
that this is not caused by overfitting because the accuracy of the training set should be high
in the case of overfitting. ResNet is a specific network that is designed to overcome these
issues. The residual network in ResNet is designed to solve this problem, and after solving
this problem, the depth of the network rises by several orders of magnitude. ResNet by
its novel architecture achieved state-of-the-art performance on multiple benchmark datasets,
including ImageNet [84] and COCO detection dataset [36]. In Fig 2.3, an example residual
block is shown where a single 3 × 3 convolution is stacked between two 1 × 1 convolutions,
with the input to the block is bypassed and added to its output. Connecting these blocks to
one another, ResNet of varied sizes is formed.
The objective of super-resolution (SR) is to reconstruct a high-resolution (HR) image
from a low-resolution (LR) input image [85]. Higher-resolution images provide more useful
information and can be utilized in a variety of fields, including security and surveillance
imaging, medical imaging, satellite imaging, and so on [86,87]. In recent years, example-based
SR algorithms achieved state-of-the-art performance by learning a mapping from LR to HR
image patches. Dictionary learning [88,89], local linear regression [90,91], and random forest
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Figure 2.3: A Transposed Bottleneck Block. The bottleneck block with transposed convolution block in the middle instead of a typical convolution block.
[92] are among the various learning techniques that have been used to discover this mapping.
Due to the outstanding learning capabilities of convolutional neural networks (CNNs), image
SR is largely handled by deep-learning-based approaches, particularly convolutional neural
networks (CNNs). Super-Resolution Convolutional Neural Network (SRCNN) is a pioneered
non-linear DNN-based architecture to map LR-to-HR [19]. Then, Kumar et al. [93] utilized
the capacity of polynomial neural networks to hierarchically learn modifications to a function
that maps LR to HR patches. Shi et al. [94] created a contextualized multitask learning
paradigm to solve the SR issue. VDSR [95], and DRCN [96] are two neural network-based
architectures with 20-layer convolutions that achieved state-of-the-art performance in the
SR domain. Lim et al. also designed a wide-network EDSR by employing residual blocks to
improve SR performance [97]. Ledig et al. [20] presented a generative adversarial network
for SR to generate photo-realistic natural images.
In this problem report, we evaluated Transposed CNN blocks and sub-pixel blocks to
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upsample the low-resolution feature maps to high resolution. In the following section, we
will discuss their architecture more precisely.
2.2.1.2

Transposed CNN blocks

Transpose convolutional layer is more complex than a simple upsampling layer. The most
widely used techniques for upsampling in Encoder-Decoder Networks include Nearest Neighbors, Bi-Linear Interpolation, Bed Of Nails, and Max-Unpooling. In the Nearest Neighbors
approach, the input pixel value is copied to the K-Nearest Neighbors where K depends on
the expected output [98]. Bi-Linear Interpolation in which we take the 4 nearest pixel value
of the input pixel and perform a weighted average based on the distance of the four nearest
cells smoothing the output [99]. In Bed of Nails approach the value of the input pixel at the
corresponding position in the output image is copied and the remaining positions are filled
with zeros [100] and the Max-Pooling layer in CNN takes the maximum among all the values
in the kernel. To perform max-unpooling, first, the index of the maximum value is saved for
every max-pooling layer during the encoding step. The saved index is then used during the
Decoding step where the input pixel is mapped to the saved index, filling zeros everywhere
else.
Typically, the size of output feature maps generated by simple convolution is lower than
the input space, leading to a high level of abstraction when numerous convolutional layers
are utilized [101–103]. We can consider Transposed convolution as a reverse idea from basic
convolution. Its main objective is to produce a larger output feature map than the input
space. As shown on the left in Figure 2.4, the size of the input feature map(I) is 2×2×DI,
after transposed convolution, we can have a 4×4 feature map Output(O). Specifically, each
output field in O during transposed convolution is the kernel multiplied by the scalar value of
one element in I. In a nutshell, Transposed Convolutions are used for upsampling the input
feature map to a desired output feature map using some learnable parameters [104].
In this work, to keep in line with the residual blocks, two modules of transposed block
depicted in Fig 2.5 are used for the upsizing operation. In between the 1x1 convolutions, a
2x2 transposed convolution is used which acts as a 2-fold upsampler. The residual connection
also goes through a transposed convolution to maintain spatial integrity.
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Figure 2.4: 2×2×DI is the spacial input and 4×4 is the 1-channel output feature map. Note
that the receptive fields in output can overlap and we normally sum the values where output
overlaps.

Figure 2.5: A typical bottleneck block from [1]. The 1 × 1 convolutions decrease and increase
the depth of the feature maps to lead to more efficient computation. .
2.2.1.3

Sub-pixel convolution block

Sub-pixel convolution involves two fundamental processes: a general convolutional operation
followed by the rearrangement of pixels. The output channel of the last layer has to be C
× r × r so that the total number of pixels is consistent with the HR image to be obtained.
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Figure 2.6: Sub-pixel embeds information to channels using a 3 × 3 × 4 kernel and then
rearranges it periodically.
Fig 2.6 is summary of sub-pixel convolution block.
2.2.1.4

U-net

U-net is one of the most important semantic segmentation frameworks of CNN, and it plays
a very important role in medical image analysis [105, 106]. The U-net architecture is mainly
composed of encoder-decoder paths, and the encoder path aggregates semantic information
at the expense of reducing spatial information. Both semantic and spatial information is
important for generating segmented images and the missing spatial information is recovered
by the decoder path. The decoder path receives semantic information from the bottom of
the U-net and recombines it with higher resolution feature maps obtained directly from the
encoder through skip connections. This specific architecture allows the U-Net to have better
performance in comparison with the other networks like FCN [10] and DeepLab [107].
In this work, U-Net follows a common encoder-decoder architecture with the presence
of skip connections to bridge the encoder and decoder portions. That results in retrieving
feature representations extracted during the encoding operation. For the task of superresolution, we compared transposed vs. sub-pixel convolution blocks. The Transposed CNN
block has 2 × 2 kernels with a stride of 2, so that each block upscales by a factor of 2. Also,
the sub-pixel CNN block is used for upsampling with a factor r as 4 (shown in Fig 2.7a &
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(b) With sub-pixel Convolution

Figure 2.7: U-Net architectures with down/upsampling layers and the skip connections in
between. Two additional upsampling techniques: (a) two layers of transposed convolution,
and (b) a sub-pixel convolution, are attached to the decoder part of the U-net. In the end,
a 1 × 1 convolution layer reduces the feature map depth to 3 (for RGB).
2.7b).

2.2.2

Discriminator

Experimental analysis demonstrate that the L2 and L1 losses produce blurry results on image
generation tasks [108]. Although these losses do not improve the quality of high-frequency
clarity, they frequently catch low frequencies precisely. For these kinds of problems, there is
no need to design an entirely new framework to enforce correctness at the low frequencies.
L1 can solve the problem.
This motivates limiting the GAN discriminator to only simulate high-frequency structures, depending on an L1 term to enforce low-frequency accuracy. It is sufficient to focus
on the structure of local image patches to model high-frequency phenomena. PatchGAN as
a specific architecture is designed to penalize structure at the scale of patches. This discriminator determines whether each NxN patch in an image is real or fake. This discriminator
is convolutionally applied to the entire image, and the final output, D, is the average of all
answers. N can be far less than the original image size and yet yield high-quality results.
Such a discriminator effectively models the image as a Markov random field, assuming
independence between pixels separated by more than a patch diameter. This connection was
previously explored in [109], and is also the common assumption in models of texture [110,
111] and style [112–115]. Therefore, PatchGAN can be understood as a form of texture/style
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loss. For our experiment, the patch size was chosen as 70 × 70.
2.2.2.1

Loss Functions

2.2.2.2

Reconstruction Loss

As seen from the work [17], an additional constraint named the reconstruction loss is used.
This loss function is measured between the generator output and the ground truth labels.
This constraint aims to reduce the error between the generated outputs and the ground
truths, which would lead the generator to be trained better and generate images with improved aesthetics. From [17], an L1 loss is selected as the reconstruction loss. This is
measured between the generated output G(x) and the ground truth label y. The L1 loss is
given as:

LL1 (G) = ∥y – G(x)∥1 .

(2.1)

The L1 loss measures the distance between the generated label G(x) and the ground truth
label y.
2.2.2.3

Dice Loss

Image segmentation can be thought of as a classification task on the pixel level, and the
choice of loss function for the task of segmentation is key in determining both the speed
at which a Machine-Learning model converges, as well to some extent the accuracy of the
model.
A loss function gives feedback to the model during the process of supervised training
(learning from already-labeled data) and how well it is converging upon the optimal model
parameters. It is used to guide a model in its search for the ”ideal” approximation which
maps the input data to the output data.
The cross-entropy loss (CEL) function was commonly used as the optimization objective of Deep Convolutional Neural Networks (DCNN) in semantic segmentation tasks. The
pixel-wise CEL evaluates each pixel individually and optimizes the summation of them [10].
However, CEL cannot address the imbalance problem between the background and the fore-
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ground of images. Thus, the weighted cross-entropy loss (WCEL) function was proposed
to handle the mild-imbalance problem [32, 116, 117]. The weight is a hyperparameter in
WCEL, which is often set as the ratio of the background and the foreground in order to enhance the minority target. Later, the Dice loss (DL) function was also proposed to address
the high-imbalance problem, which is commonly used in 3D medical image segmentation
tasks [118–120]. The intuition is that the Dice coefficient is the first choice as the evaluation
metric for the performance of models.
Since the proposed model is used for a segmentation task, we aim to incorporate a loss
that specifically targets optimizing the model’s performance for that task. This loss function
originates from the semantic segmentation metric called the Dice coefficient. Usually, a Dice
coefficient is a metric measure, which entails values within the [0, 1] range, where the higher
value demonstrates better segmentation. Taking the additive inverse of said metric gives us
the Dice loss [21]. The Dice loss is given as:
Pn

G(xi )yi
P
,
+ ni=1 y2i
i=1 G(xi

LDice (G) = 1 – Pn

2

i=1

)2

(2.2)

where G(xi ) is the generated label and the yi is the ground truth label of pixel xi , and n
being the total number of pixels. The task of the network is to minimize this function so that
the generator can successfully segment the image, which results in minimal Dice loss when
calculated against the ground truths. Furthermore, this loss function acts as an additional
reconstruction loss to further emphasize and improve the quality of the generator output.
This form of the Dice loss can be differentiated yielding the gradient:
∂LDice (G)
∂G(xi )

2.2.2.4

= 2[

P
P
P
2 )–2y ( n
yi ( n
)2 + n
i
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].
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2
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(2.3)

Adversarial Loss

This is a widely used loss function to train GANs, which is applied for both the generator, G,
and the discriminator, D. This loss function by itself puts the two networks in a competitive
position, with each trying to outdo the other (i.e., the Minimax game).
The adversarial loss function is:
Lc GAN(G, D) = Ex,y [logD(x,y)] + Ex,z [log(1 – D(G(x,z))],

(2.4)
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where the generator tries to minimize this objective against an adversarial discriminator
that tries to maximize it.
A traditional Generative Adversarial Network consists of 2 loss functions. One loss
function is for the discriminator and one for the generator. Combined, they create the
Minimax loss function. The Minimax loss function is define as follows:

LGAN (G, D) = Ex [logD(x)] + Ez [log(1 – D(G(z))],

(2.5)

In this loss function, there are several parts. D(x) is representative of the discriminator’s
value for real data. Ex is representative of the expected value for all real data. D(G(z))
is the discriminator’s value for generated data, given a noise z into the generator. Ez is
representative of the expected value for all generated data. Ex[logD(x)], is needed to better
recognize real images better while the Ez[log(1-D(G(z))] is needed to better recognize the
generated images.
The ultimate goal of the generator of the GAN is to minimize the Minimax loss function
while the discriminator tries to maximize the loss function. This can also be understood
intuitively because as D(G(z)) approaches 1, the discriminator believes that the generated
image is real. At the same time, Ez[log(1-D(G(z))] approaches negative infinity.On the flip
side, if D(G(z)) approaches 0, the discriminator recognizes that the generated image is fake.
This would cause Ez[log(1-D(G(z))] to reach approach 0 as well, meaning the Minimax loss
function is being minimized.
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Chapter 3
Experiments
3.1

Data Acquisition and preprocessing

Participants are recruited on the basis of referrals to or current patients at the memory disorders clinic or geriatric clinic at the West Virginia University (WVU). All subjects have a
complete eye exam by an ophthalmologist including visual acuity, intraocular pressure, pupillary reaction, and dilated fundus exam. The OCT of the macula and the optic nerve head
are obtained using the Heidelberg Spectralis OCT (Heidelberg Engineering Inc., Heidelberg,
Germany).
We initiated data collection with normal aging patients (age: 55+) that we had easier
access to and also to summarize the normal aging category, which is the dataset employed in
this manuscript. The Ophthalmology Department at the WVU medicine provided the OCT
images of 55 subjects, each having 19 scans, and six subjects had one extra OCT. In total,
there are 1,051 images in the dataset. These are 2-D scans. Each group of 19 constitutes one
3-D scan of the macula. These scans were obtained from the Ophthalmology Department,
West Virginia University via the Infinitt software. For this task, each image was meticulously
labeled for the 7 innermost layers by two experts at the Ophthalmology and the Rockefeller
Neuroscience departments. They are Internal Limiting Membrane (ILM), RNFL, GCL, Inner
Plexiform Layer (IPL), Inner Nuclear Layer (INL), Outer Plexiform Layer (OPL), and Outer
Nuclear Layer (ONL). Finally, all patient data was de-identified before analysis. This study
was approved by the WVU Institutional Review Board (IRB) and ethics committee (the
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detailed protocol is approved under the study ID: 1910761036).

3.2

Data Preparation

The availability of a sufficient amount of dataset is one of the most fundamental criteria
for any deep learning task. A dataset without enough data could lead to overfitting. Thus
the model won’t be trained robustly. To alleviate such an issue, various data augmentation
techniques were employed. The augmentation techniques were horizontal flip, spatial translation, and rotation [12]. Also, to increase the dataset size synthetically, we used a moving
crop window approach of size 224x224, which moves on the image horizontally with 75%
overlap.
One of the persistent problems of OCT images is the presence of speckle noise. This
leads to corruption of the boundary edges of the retinal layers, which would make detection
and segmentation of the layers difficult for the neural network. To address this problem, we
applied a 3x3 median filter to the whole images in our dataset. Afterward, an unsharpening
mask was applied to enhance and make the boundary edges more prominent [?]. The above
pre-processing operations were applied to the whole dataset before conducting model training
and cross-validation.

3.3

The general architecture of the proposed network
for OCT image segmentation and super-resolution

As we discussed in the previous sections, in this problem report, we try to segment and
super-resolve the OCT images jointly. In this regard, we generated a GAN-based architecture. We tried ResNet 50/U-net networks for the generator, and PatchGAN is used for
the discriminator. In order to super resolve the images, we used two main architectures
aptly named Transposed Convolutional networks and subpixel super-resolution. Fig 3.1 and
Fig 2.7 demonstrate the ResNet and U-net architecture with two proposed super-resolution
blocks that are proposed as a generator.
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Figure 3.1: The ResNet architectures with a series of residual bottlenecks that, at the end,
upscales the feature map using: (a) two transposed bottlenecks , each by a factor of 2, and
(b) a serial sub-pixel convolution connection layer (factor of 4).
The total loss function for the generator stands as:
Lgenerator = LGAN (G) + λLL1 (G) + αLDice (G),

(3.1)

where λ and α are coefficients of constant value, which control the relative importance of
each corresponding loss function that we fine-tuned by a grid-search that maximizes the
Dice and mIOU values. The task of the network is to minimize the generator loss function,
which consists of adversarial loss, reconstruction loss, and dice loss, so the generator can
successfully segment the images, which results in minimal generator loss when calculated
against the ground truths.
Experiments are conducted according to the baseline architecture in Fig. 2.2. After the
preprocessing and augmentation, the dataset size was increased from 1,051 to 34,199. The
dataset was split into training and test set, with the training set containing 80% of the total
data. All of the training was done on a system with two GeForce GTX TITAN X GPU.
Adam optimizer [121] was used for training, with a learning rate of 0.0001 for both the
generator and the discriminator. The λ value was set to 100 and α was set to 1. We first
compared the results of U-net and ResNet to produce segmentation in the 56 × 56 resolution
with a) no super-resolution (SR) and b) with SR-CNN to obtain the high-resolution version,
dis-jointly. Then, we evaluated the performance gain of our proposed model over the above.
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Hence, the four architectures of U-net and ResNet, each with transposed vs. subpixel Conv.
were evaluated and compared as our proposed generator. For all cases, we also evaluated
the effect of Dice loss as an additional cost term. All of the experiments ran for 100 epochs.
The metric used for the quality of the super-resolved segmentation was the Dice coefficient
and mean intersection over union (mIOU), which are of the [0, 1] range where a higher value
denotes better quality. Simply put, the IoU is the area of overlap between the predicted
segmentation and the ground truth divided by the area of union between the predicted
segmentation and the ground truth. The Dice coefficient was chosen over pixel accuracy
because the latter does not take into account the problem of class imbalance (dominant
background).
Table 3.1 reports the comparative results between U-net and ResNet with no SR, a disjoint SR-CNN, and Table 3.2 depicts the results achieved by our proposed joint SR and
segmentation (w/wo the Dice term). Table 3.1 demonstrates a minor improvement that is
not consistent either by adding the disjoint pre-trained SR-CNN module that further motivates the need for jointly optimizing the two tasks. Table 3.1 and Table 3.2 report consistent
enhanced results of ResNet over U-net, sub-pixel over transpose Conv, and consistent improvement of the added Dice term over no Dice overall. It is worth mentioning that training
of ResNet as G took longer than U-net as G. Comparing Table 3.1 and Table 3.2, it is evident
that superior performance is observed by our proposed model over disjoint SR, by optimizing
SR and segmentation in one whole architecture. Given our dataset, Table 3.2 also reports
that our best model configuration, ”AddedDice+GAN(ResNet+sub-pixel Conv)”, generates
7.64% relative improvement over the Dice coefficient achieved by the ReLayNet as a state of
the art OCT segmentation model.
The visual comparison of the previous Networks can be found in Fig. 3.2:
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Table 3.1: Segmentation performance for various generator, G, architectures with no SR vs.
a disjoint SR-CNN, with/without the addition of the Dice loss as an objective term.
Model

Dice Coefficient

mIOU

No Dice

GAN(U-Net)

0.816

0.685

No Dice

GAN (U-Net) then SR-CNN

0.814

0.681

No Dice

GAN (ResNet)

0.825

0.690

No Dice

GAN (ResNet) then SR-CNN

0.831

0.692

Added Dice

GAN (U-Net)

0.822

0.710

Added Dice

GAN (U-Net) then SR-CNN

0.825

0.709

Added Dice

GAN (ResNet)

0.833

0.718

Added Dice

GAN (ResNet) then SR-CNN

0.838

0.721

Table 3.2: Performance comparison for different G architectures with joint SR and segmentation, w/wo the Dice loss term.
Model

Dice Coefficient

mIOU

No Dice

GAN(U-Net + Transposed Conv)

0.834

0.719

No Dice

GAN(U-Net + Sub-pixel Conv)

0.831

0.718

No Dice

GAN(ResNet + Transposed Conv)

0.840

0.729

No Dice

GAN(ResNet + Sub-pixel Conv)

0.855

0.743

Added Dice

GAN(U-Net + Transposed Conv)

0.839

0.722

Added Dice

GAN(U-Net + Sub-pixel Conv)

0.841

0.734

Added Dice

GAN(ResNet + Transposed Conv)

0.853

0.745

Added Dice

GAN(ResNet + Sub-pixel Conv)

0.867

0.765

Added Dice

ReLayNet [12]

0.856

0.751
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Figure 3.2: Visual comparison of the additive impact of Transposed and sub-pixel superresolution(SR)on ResNet/U-net network as generator and Dice loss as an additive loss function.
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Chapter 4
Conclusion
4.1

Limitations

This work was limited by the number of publicly available datasets. There are few datasets
used in literature that contain OCT images and their corresponding segmented labels. That’s
why in the following thesis with the help of West Virginia University(WVU) Medicine, we
generated our dataset and then we labeled the retina OCT scans. The lack of previous
studies in the OCT segmentation domain is another challenge we faced while preparing the
following problem report. Relaynet is the most relevant research on OCT segmentation we
also compared our results with this network.

4.2

Next steps

In this section, we discuss different aspects of the current methods and applications developed
in this thesis that can be improved in the future or incorporated into other applications to
enhance their performance.
Adding extra loss functions to improve model performance. As we discussed earlier,
the Loss Function is one of the important components of CNN, and it has a high impact on
the optimization of any Neural Network. Previous studies show that in addition to dice loss,
SSIM Loss which compares the quality between two images can improve the performance
of the proposed semantic segmentation model. Specifically, evaluating and comparing the
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effectiveness of incorporating the Dice loss and the SSIM loss individually and together can
be a good idea for future research.
Assessing the model’s performance by using another dataset. In this thesis, we
generated our dataset with its corresponding labels to evaluate the model’s performance.
Duke University also has an OCT dataset; we propose that future researchers evaluate our
model’s performance using this dataset.
Using ResNet with deeper layers. In this thesis, we used ResNet 50 in our analysis.
Future researchers could evaluate the performance of ResNet 100 and compare the results.

4.3

Conclusion

Our goal in this problem report was to generate super-resolved segmentation for OCT scans
of the retina using our proposed GAN architectures. We experimented with various architectures as generators that performed the dual task of semantic segmentation as well as
super-resolving the segmented images. To do this dual training, we deployed two popular architectures, U-Net and ResNet, with additional blocks of transposed convolution vs.
sub-pixel convolution for the task of upscaling images from low to high resolution. We also
investigated incorporating the Dice loss, an objective function originating from the Dice
coefficient metric, as an additional loss function for the GAN model. As evident from the
results, the joint training for the dual task of segmentation and super-resolution provided
effective result enhancement. The inclusion of the Dice loss emphasized the reconstruction
performance and improved the empirical results consistently.
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[116] Ö. Çiçek, A. Abdulkadir, S. S. Lienkamp, T. Brox, and O. Ronneberger, “3d u-net:
learning dense volumetric segmentation from sparse annotation,” in International conference on medical image computing and computer-assisted intervention. Springer,
2016, pp. 424–432. 19
[117] M. Kampffmeyer, A.-B. Salberg, and R. Jenssen, “Semantic segmentation of small
objects and modeling of uncertainty in urban remote sensing images using deep convolutional neural networks,” in Proceedings of the IEEE conference on computer vision
and pattern recognition workshops, 2016, pp. 1–9. 19
[118] C. H. Sudre, W. Li, T. Vercauteren, S. Ourselin, and M. Jorge Cardoso, “Generalised
dice overlap as a deep learning loss function for highly unbalanced segmentations,” in
Deep learning in medical image analysis and multimodal learning for clinical decision
support. Springer, 2017, pp. 240–248. 19
[119] F. Isensee, P. Kickingereder, W. Wick, M. Bendszus, and K. H. Maier-Hein, “Brain
tumor segmentation and radiomics survival prediction: Contribution to the brats 2017
challenge,” in International MICCAI Brainlesion Workshop. Springer, 2017, pp. 287–
297. 19
[120] G. Wang, W. Li, S. Ourselin, and T. Vercauteren, “Automatic brain tumor segmentation using cascaded anisotropic convolutional neural networks,” in International MICCAI brainlesion workshop. Springer, 2017, pp. 178–190. 19
[121] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv
preprint arXiv:1412.6980, 2014. 23

