Information dissemination protocols for ad-hoc wireless networks frequently use a minimal subset of the available communication links, de ning a rooted Broadcast Tree. In this work, we focus on the core challenge of disseminating from one layer to the next one of such tree. We call this problem Layer Dissemination. We study Layer Dissemination under a generalized model of interference, called A ectance. The a ectance model subsumes previous models, such as Radio Network and Signal to Inteference-plus-Noise Ratio. We present randomized and deterministic protocols for Layer Dissemination. Our theoretical analysis provides guarantees on schedule length. We also present simulations of a real networkdeployment area contrasting the performance of our randomized protocol, which takes into account a ectance, against previous work for interference models that ignore some physical constraints.
INTRODUCTION
Protocols for ad-hoc wireless communication networks (such as IoT subnets) often use a minimal subset T of the available communication links, albeit taking into account the interference of the rest of the links. When the dissemination task involves delivery to all nodes, T de nes a rooted tree topology, either because there is a single source node, or because packets are rst aggregated at a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. single node for later dissemination. Therefore, the problem reduces to disseminate from root to all nodes through a Broadcast Tree.
We focus on the core challenge (as observed in [4, 7, 8] ) of dissemination through one layer of a broadcast tree. We model such layer as a bipartite graph G = (V ,W , E) where V (the transmitters) and W (the receivers) are sets of nodes and E is the set of links from V to W . We study the following Layer Dissemination problem: all transmitters have a piece of information called message, and all receivers have to receive it.
We study Layer Dissemination under a general model of interference called a ectance [6] . We parameterize a ectance with a real value 0 ≤ a(u, ( , w )) ≤ 1 that represents the a ectance of each transmitter u on each link ( , w ). A ectance is a general model of interference in the sense that comprises other particular models studied before (cf. [8] ). Moreover, previous models do not accurately represent the physical constraints in real-world deployments. For instance, in the Radio Network model [2] interference from non-neighboring nodes is neglected, and Signal to Inteferenceplus-Noise Ratio (SINR) [9] is a simpli ed model because other constraints, such as obstacles, are not taken into account.
Layer Dissemination is closely related to the combinatorial problem of computing selective families [3] . In this work, we introduce the concept of A ectance-selective Families. Under certain conditions, we show the existence of families of subsets of [n] that are a ectance-selective for a given family of subsets of [n] . We also present randomized and deterministic distributed protocols for Layer Dissemination based on those a ectance-selective families, and we provide running time theoretical guarantees.
Our approach combines an engineering solution with theoretical guarantees. That is, we provide a method to characterize the network with a global measure of a ectance based on measurements of interference in the speci c deployment area. Then, our protocols distributedly produce an ad-hoc transmissions schedule for dissemination. Similar approaches have been explored in practice, e.g. Con ict Maps (CMAP) [10] , where nodes probe the network to build a map of con icting transmissions.
We compare the performance of our randomized protocol with previous protocols designed for the Radio Network and SINR models with simulations. Our experimental results expose a striking improvement in running time. Notably, this improvement does not come from algorithmic novelty, since all three protocols rely on transmitting with some probability, but from making the probability a function of the network a ectance characteristic.
OUR THEORETICAL RESULTS
For a given family F = {F 1 , F 2 , . . . , F n } of subsets of integers in [n] and a given a ectance matrix A = a u, u ∈V , ∈E we rst show the existence of a family S of subsets of [n] that is a ectance-selective on F . Under certain conditions on the relation between F and A, the family S is proved to have a number of sets that is in O (1 + log n log A). That is, at most logarithmic on n and logarithmic on the maximum average a ectance A. The latter is a characterization based on F and A. Speci cally,
a(u, ( , w ))/|F |.
We also present two Layer Dissemination distributed protocols, one randomized and one deterministic. We show that both protocols have the same running time guarantee, which is asymptotically the same as the size of the a ectance-selective family shown. That is, O (1+log n log A). The randomized protocol is Monte Carlo, it is very simple (a version of Decay [1] ), and only requires knowledge of n, A, and two constants. The deterministic protocol provides worst-case guarantees, but nodes need to know the topology and the a ectance matrix A, and its computational complexity is exponential.
SIMULATIONS
To evaluate the impact of a more accurate model of interference on Layer Dissemination, we run simulations for a real-world deployment area, comparing the performance of our randomized protocol with previous protocols for the Radio Network and SINR models. We used the oor plan of the Seidenberg School of CSIS at Pace University as a model of a network deployment area, considering nodes installed in the intersections of each square of four ceiling panels, and we focused on one layer of this network going across various o ces. To evaluate performance as n grows, we replicated the same o ce multiple times in a layer.
Metallic o ce walls act as a Faraday cage blocking radio transmissions (specially millimeter wave). Hence, most of the radio propagation is through non-metallic doors. We xed the radio transmission power to reach ve grid cells. Thus, transmissions from layer to layer are possible, transmitters within an o ce are connected to all receivers, and the interference to other o ces in the same layer is approximated by adding ten grid cells for each o ce of distance.
Using the resulting network topology and a ectance matrix as input, for n = 6, 9, 12, . . . , 42, we simulated our randomized protocol, which requires knowledge of only global variables n, c, and A. For comparison, we also simulated protocols designed for the Radio Network and SINR models of interference on the same inputs, but considering a transmission successful under a ectance.
For the Radio Network model we simulated the classic Decay [1] protocol, whereas for SINR we simulated the Broadcast protocol in Algorithm 1 in [5] . The former requires knowledge of the maximum in-degree in the network, whereas the latter requires knowledge of densit and dilution, as de ned in [5] . All three protocols provide guarantees on the number of rounds of communication needed to complete Broadcast, but running them for that xed time would not provide any performance comparison. Instead, for each of the protocols we measured the number of rounds of communication passed until all receivers have received the message. Figure 1 shows that previous protocols running time grows exponentially (the scale of the y axis is logarithmic), whereas our algorithm's running time grows exponentially slower. Moreover, the plot also shows that our protocol performs even better than our theoretical guarantees. At their core, all three algorithms are based on iteratively choosing to transmit with some probability. Thus, we conclude that the improvement is due to a careful choice of such transmission probability, making it a function of the network characteristic, rather than due to algorithmic novelty. This observation is intuitive, given that the RN protocol was designed neglecting interference from non-neighboring nodes, whereas the SINR protocol does not take advantage of low interference from nodes that, although located at a short distance, are blocked by obstacles. In summary, the results of our experimental evaluation show the importance of studying information dissemination under more accurate models of interference.
CONCLUSIONS

