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We consider the nonlinear bifurcation problem arising in population dynamics and
nonlinear Schrödinger equation:
−u′′(t) = f (λ,u(t)), u(t) > 0, t ∈ I := (0,1), u(0) = u(1) = 0,
where λ > 0 is a parameter. We mainly treat the case where f (u) = λu ± up (p > 1)
and establish the precise asymptotic expansion formulas for the bifurcation curve near the
bifurcation point λ = π2 in Lq-framework. Together with the result of the global behavior
of the bifurcation curve, we understand completely the structure of the bifurcation curve.
We also consider the nodal solution un,λ of the equation −u′′(t) = λ(u(t) + |u(t)|p−1u(t))
with u(0) = u(π) = 0 and establish an asymptotic expansion formula for λ with respect to
the gradient norm of the solution associated with λ as λ → n2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following nonlinear bifurcation problem arising in population dynamics and nonlinear stationary
Schrödinger equation:
−u′′(t) = f (λ,u(t)), t ∈ I := (0,1), (1.1)
u(t) > 0, t ∈ I, (1.2)
u(0) = u(1) = 0, (1.3)
where λ > 0 is a positive parameter and we mainly consider
f (λ,u) = λu ± up (p > 1). (1.4)
Generally, if f satisﬁes some suitable conditions, then for any given α > 0, there exists a unique solution (λ,u) =
(λq(α),uα) ∈ R+ × C2( I¯) of (1.1)–(1.3) with ‖uα‖q = α (α > 0), where ‖ · ‖q denotes the Lq-norm (cf. [2]). The set
{(λq(α),uα); α > 0} gives all solutions of (1.1)–(1.3) and is an unbounded curve of class C1 in R+ × C2( I¯) emanating
from (π2,0). This curve λq(α) (α > 0) is called the bifurcation curve of positive solutions in Lq-framework.
The purpose of this paper is to establish the asymptotic expansion formula for λq(α) as α → 0 to understand completely
the local behavior of the bifurcation curve near (π2,0). Together with the result of the global behavior of the bifurcation
curve [13], we understand completely the structure of the bifurcation curve.
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We refer to [2,7–10] and [1,3,4,11,12] for the works in these directions. Another important standpoint is that (1.1)–(1.3) is
motivated by the equation of population density for some species when p = 2 (cf. [14]). In this case, λ > 0 is considered as
the reciprocal number of its diffusion rate. By this biological background, we ﬁnd that one of the most important problems
to consider is the asymptotic behavior of λ1(α), which describes the relationship between the total number of population
and the reciprocal number of its diffusion rate.
Therefore, it is signiﬁcant to understand well the local and global structure of the ﬁrst bifurcation curve in Lq-framework
systematically. As for the global behavior of λq(α) as α → ∞, the following asymptotic expansion formula for the case
f (u) = λu − up has been obtained in [13].
Theorem 1.1. (See [13].) Let f (u) = λu − up (p > 1) and 1 q < ∞ be ﬁxed. Further, let an arbitrary positive integer N ∈ N be ﬁxed.
Then as α → ∞
λq(α) = αp−1 + p − 1
q
C(q)α(p−1)/2 + C0 +
N∑
k=1
Ckα
k(1−p)/2 + o(αN(1−p)/2), (1.5)
where
C(q) := 2
1∫
0
1− sq√
1− s2 − 2(1− sp+1)/(p + 1) ds,
C0 = p − 1
2q
C(q)2
and C j ( j = 1,2, . . . ,N) is a constant determined by C(q),C0,C1, . . . ,C j−1 inductively.
Theorem 1.1 gives us the precise information about the global structure of the bifurcation curve.
Turning to the local behavior of λq(α) as α → 0, though it is one of the most important part in the study of the structure
of bifurcation curve of (1.1)–(1.3), a few basic results seem to have been given, and main tool of the analysis has been the
classical bifurcation theory of [9]. We know from [9] that the leading term of the asymptotics of λq(α) and uα as α → 0
when f (u) = λu ± up are as follows.
λq(α) = π2 + o(1), uα(t) =
( 1∫
0
(sinπt)q dt
)−1/q
α sinπt + o(α) in C2( I¯). (1.6)
It should be mentioned that the estimate of the second term of λ2(α) as α → 0 has been obtained in [4] for general
nonlinear elliptic eigenvalue problems.
Motivated by the facts above, we establish the precise asymptotic expansion formula for λq(α) as α → 0, which is the
counterpart of (1.5) and complete the picture of bifurcation diagram.
Now we state our main results.
Theorem 1.2. Assume that f (u) = λu − up (p > 1). Let 1  q < ∞ be ﬁxed. Furthermore, let an arbitrary N ∈ N be ﬁxed. Then as
α → 0,
λq(α) = π2 +
N∑
n=1
anα
n(p−1) + o(αN(p−1)), (1.7)
where
a1 =
(
π
2
)(p−1)/q 4
π(p + 1)
1∫
0
1− sp+1
(1− s2)3/2 ds
( 1∫
0
sq√
1− s2 ds
)−(p−1)/q
(1.8)
and an (n = 2,3, . . . ,N) is a constant determined by a1,a2, . . . ,an−1 inductively.
For the reader’s convenience, a2 will be given at the end of Section 2.
Remark 1.3. A similar statement holds for f (u) = λu + up . Indeed, in this case, if 1  q < ∞ and an arbitrary N ∈ N are
ﬁxed, then as α → 0,
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N∑
n=1
bnα
n(p−1) + o(αN(p−1)), (1.9)
where b1 = −a1 and bn (n = 2,3, . . . ,N) is a constant determined by b1,b2, . . . ,bn−1 inductively.
Remark 1.4. By using the classical bifurcation method by [9], Watanabe [15] obtained (1.9) up to the third term for the case
q = 2.
Our approach to prove Theorem 1.2 does not use the classical bifurcation theory by [9], but is straightforward and based
on integral equalities that exploit the simple “pure power” form of the nonlinearity in (1.1). Our method turns out to be
useful also for the study of higher order bifurcation curves (that is, curves of nontrivial solutions bifurcating from higher
order eigenvalues of the linear problem [9,10]). Rather than developing a systematic analysis, we show this in a speciﬁc case
on considering a problem suggested by Chiappinelli [5] recently, in which solutions are parameterized via their L2 gradient
norm. Precisely, let f (λ,u) = λ(u + |u|p−1u) (p > 1) and consider the following problem
−u′′(t) = λ(u(t) + |u|p−1u(t)), t ∈ J := (0,π), (1.10)
u(0) = u(π) = 0, (1.11)
where λ > 0 is a parameter. We consider the interval [0,π ] rather than [0,1] just to make easier the comparison with the
results of [5]. Recall that the eigenvalues of the linear problem are n2 (n ∈ N). Then for a given 0 < λ < n2, there exists
a unique solution un,λ which satisﬁes
u′n,λ(0) > 0, (1.12)
un,λ has exactly n − 1 interior zeros in J . (1.13)
Let R := ‖u′n,λ‖2. Then λ is parameterized by R such as λ = λn(R), and it is easy to see that λn(R) → n2 as R → 0. Then
Chiappinelli [5] obtained the following result as an example of the main theorem in [5].
Theorem 1.5. (See [5].) Consider (1.10)–(1.13). Then as R → 0,
λn(R) = n2 − n3−p
((
2
π
)(p+1)/2 π∫
0
(sin x)p+1 dx
)
Rp−1 + o(Rp−1). (1.14)
In [5], it is mentioned that to discover further term in (1.14) seems to be interesting. We here answer his problem.
Theorem 1.6. Consider (1.10)–(1.13). Let an arbitrary N ∈ N be ﬁxed. Then as R → 0,
λn(R) = n2 +
N∑
k=1
DkR
k(p−1) + o(RN(p−1)), (1.15)
where
D1 = −n3−p
(
2
π
)(p+1)/2 2
p + 1
1∫
0
1− sp+1
(1− s2)3/2 ds (1.16)
and Dn (n = 2,3, . . . ,N) is a constant determined by D1, D2, . . . , Dn−1 inductively.
Remark 1.7. Since
2
p + 1
1∫
0
1− sp+1
(1− s2)3/2 ds =
π∫
0
(sin x)p+1 dx, (1.17)
we see from (1.16) that (1.15) improves (1.14). For completeness, (1.17) will be shown in the last part of Section 3.
The remainder of this paper is organized as follows. We prove Theorem 1.2 in Section 2. The example of Theorem 1.2 for
the case p = 3 and q = 2 will be given at the end of the section.
In Section 3, we prove Theorem 1.6. Our approach is straightforward. We do not use the classical bifurcation theory
by [9]. So our approach is different from that used in [5].
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In what follows, we always assume that 0< α  1. Further, C denotes various positive constants independent of λ near
π2 for simplicity. Let 1 q < ∞ be ﬁxed. In this section, we use the following notations. We write λ = λq(α) for simplicity.
We begin with notations and the fundamental properties of uα . We know from [1] that for α > 0
uα(t) = uα(1− t), 0 t  1, (2.1)
uα
(
1
2
)
= max
0t1
uα(t) = ‖uα‖∞, (2.2)
u′α(t) > 0, 0 t <
1
2
. (2.3)
Multiply (1.1) by u′α(t). Then we obtain[
u′′α(t) + λuα(t) − uα(t)p
]
u′α(t) = 0. (2.4)
This implies that
d
dt
(
1
2
u′α(t)2 +
1
2
λuα(t)
2 − 1
p + 1u
p+1
α (t)
)
= 0. (2.5)
Namely, for t ∈ I¯ ,
1
2
u′α(t)2 +
1
2
λuα(t)
2 − 1
p + 1uα(t)
p+1 = constant
= 1
2
λ‖uα‖2∞ −
1
p + 1‖uα‖
p+1∞ . (2.6)
This implies that for 0 t  1/2,
u′α(t) =
√
λ
(‖uα‖2∞ − uα(t)2)− 2p + 1
(‖uα‖p+1∞ − uα(t)p+1). (2.7)
Lemma 2.1. For 0< α  1,
√
λ = Q 0 +
∞∑
k=1
Qk
(‖uα‖p−1∞
λ
)k
, (2.8)
where
Q 0 = 2
1∫
0
1√
1− s2 ds = π, (2.9)
Qk = 2
1∫
0
(2k − 1)!!
k!2k
1√
1− s2
(
2
p + 1
1− sp+1
1− s2
)k
ds (2.10)
and (2k − 1)!! = (2k − 1)(2k − 3) · · ·3 · 1 for k 1.
Proof. By (2.1), (2.7) and putting s := uα(t)/‖uα‖∞ ,
1
2
=
1/2∫
0
u′α(t)dt√
λ(‖uα‖2∞ − uα(t)2) − 2p+1 (‖uα‖p+1∞ − uα(t)p+1)
= 1√
λ
1∫
0
ds√
1− s2 − 2‖uα‖p−1(1− sp+1)/(λ(p + 1))
. (2.11)
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(1− x)−1/2 = 1+
∞∑
k=1
(2k − 1)!!
k!2k x
k. (2.12)
By these facts, Taylor expansion and Lebesgue’s convergence theorem,
√
λ = 2
2∫
0
1√
1− s2
(
1− 2
p + 1
‖uα‖p−1∞
λ
1− sp+1
1− s2
)−1/2
ds
= Q 0 + 2
1∫
0
1√
1− s2
∞∑
k=1
(2k − 1)!!
k!2k
(
2
p + 1
‖uα‖p−1∞
λ
1− sp+1
1− s2
)k
ds
=
∞∑
k=0
Qk
(‖uα‖p−1∞
λ
)k
.
Thus the proof is complete. 
Lemma 2.2. For 0< α  1,
√
λ = 2‖uα‖
q∞
αq
∞∑
k=0
Tk
(‖uα‖p−1∞
λ
)k
, (2.13)
where
T0 =
1∫
0
sq√
1− s2 ds, (2.14)
Tk =
1∫
0
(2k − 1)!!
k!2k
sq√
1− s2
(
2
p + 1
1− sp+1
1− s2
)k
ds. (2.15)
Proof. By (2.1), (2.7), (2.12) and putting s := uα(t)/‖uα‖∞
αq = 2
1/2∫
0
uα(t)
q dt
= 2
1/2∫
0
uα(t)qu′α(t)dt√
λ(‖uα‖2∞ − uα(t)2) − 2p+1 (‖uα‖p+1∞ − uα(t)p+1)
= 2‖uα‖
q∞√
λ
1∫
0
sq ds√
1− s2 − 2‖uα‖p+1(1− sp−1)/(λ(p + 1))
= 2‖uα‖
q∞√
λ
1∫
0
sq√
1− s2
(
1− 2
p + 1
‖uα‖p−1∞
λ
1− sp+1
1− s2
)−1/2
ds
= 2‖uα‖
q∞√
λ
1∫
0
sq√
1− s2
∞∑
k=0
(2k − 1)!!
k!2k
(
2
p + 1
‖uα‖p−1∞
λ
1− sp+1
1− s2
)k
ds. (2.16)
Therefore,
√
λ = 2‖uα‖
q∞
αq
∞∑
k=0
Tk
(‖uα‖p−1∞
λ
)k
. (2.17)
Thus the proof is complete. 
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λ = π2 +
N∑
n=1
An‖uα‖n(p−1)∞ + o
(‖uα‖N(p−1)∞ ), (2.18)
where
A1 = 4
π(p + 1)
1∫
0
1− sp+1
(1− s2)3/2 ds
and An (n = 2,3, . . . ,N) is a constant determined by A1, A2, . . . , An−1 inductively.
Proof. We prove (2.18) by mathematical induction with respect to N .
Step 1. We prove (2.18) for the case N = 1. By (2.9) and Lemma 2.1,
√
λ = π + Q 1 ‖uα‖
p−1∞
λ
+ o
(‖uα‖p−1∞
λ
)
. (2.19)
This along with (1.6) implies that as α → 0
λ = π2 + 2π Q 1 ‖uα‖
p−1∞
λ
+ o(‖uα‖p−1∞ )= π2 + 2Q 1
π
‖uα‖p−1∞ + o
(‖uα‖p−1∞ )
= π2 + A1‖uα‖p−1∞ + o
(‖uα‖p−1∞ ), (2.20)
where A1 := 2Q 1/π . Therefore, (2.18) is valid for N = 1.
Step 2. To understand well the procedure of the induction, we prove (2.18) for N = 2. By (2.20) and Taylor expansion,
λ−1 = π−2
(
1− A1
π2
‖uα‖p−1∞
)
+ o(‖uα‖p−1∞ ). (2.21)
By Lemma 2.1,
√
λ = π + Q 1 ‖uα‖
p−1∞
λ
+ Q 2 ‖uα‖
2(p−1)∞
λ2
+ o(‖uα‖2(p−1)∞ ). (2.22)
By this, (1.6) and (2.21),
λ = π2 + 2π Q 1
λ
‖uα‖p−1∞ + 1
λ2
(
Q 21 + 2π Q 2
)‖uα‖2(p−1)∞ + o(‖uα‖2(p−1)∞ )
= π2 + 2π Q 1‖uα‖p−1∞ π−2
(
1− A1
π2
‖uα‖∞
)
+ 1
π4
(
Q 21 + 2π Q 2
)‖uα‖2(p−1)∞ + o(‖uα‖2(p−1)∞ )
= π2 + A1‖uα‖p−1∞ + A2‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ ), (2.23)
where
A2 = 1
π4
(
Q 21 + 2π Q 2 − 2Q 1A1π
)
. (2.24)
Therefore, we obtain (2.18) for the case N = 2.
Step 3. Assume that (2.18) is valid for N (> 2). Then by (2.18) and Taylor expansion, for k = 1,2, . . . ,N ,
λ−k = π−2k
(
1+
N∑
n=1
An‖uα‖n(p−1)∞ + o
(‖uα‖N(p−1)∞ )
)−k
= π−2k(1+ A1,k‖uα‖p−1∞ + · · · + AN,k‖uα‖N(p−1)∞ + o(‖uα‖N(p−1)∞ )). (2.25)
Here, A j,k ( j = 1,2, . . . ,N) are constants determined by {Ai} ji=1. By Lemma 2.1 and Taylor expansion, we have,
λ = π2 +
N+1∑
k=1
Qk,1
(‖uα‖p−1∞
λ
)k
+ o(‖uλ‖(N+1)(p−1)∞ ), (2.26)
where Qk,1 (k = 1,2, . . . ,N+1) is a constant determined by {Q i}ki=1. Substitute (2.25) into (2.26). Then by direct calculation,
we easily obtain
T. Shibata / J. Math. Anal. Appl. 369 (2010) 583–594 589λ = π2 +
N+1∑
k=1
Ak‖uα‖k(p−1)∞ + o
(‖uλ‖(N+1)(p−1)∞ ). (2.27)
Therefore, we obtain (2.18). 
Proof of Theorem 1.2. To prove (1.7), we prove the following asymptotic formula for ‖uα‖∞ by mathematical induction
with respect to N  1:
‖uα‖∞ =
(
π
2
)1/q
T−1/q0 α
(
1+
N∑
n=1
Mnα
n(p−1) + o(αN(p−1))
)
, (2.28)
where Mn (n = 1,2, . . . ,N) is a constant determined by {T j}nj=1 and {A j}nj=1. Once (2.28) is proved, then substitute (2.28)
into (2.18). By direct calculation, we easily see that (1.7) holds for an arbitrary N  1. For the reader’s convenience, we will
show the procedure how to obtain a1 and a2 at the end of this section.
Step 1. We prove (2.28) for N = 1. By (1.6), (2.18) for N = 1, Lemma 2.2 and Taylor expansion,
αq = 2‖uα‖
q∞√
λ
(
T0 + T1 ‖uα‖
p−1∞
λ
+ o(‖uα‖p−1∞ )
)
= 2
π
‖uα‖q∞
(
1+ A1
π2
‖uα‖p−1∞ + o
(‖uα‖p−1∞ )
)−1/2
×
(
T0 + T1‖uα‖p−1∞ π−2
(
1+ A1
π2
‖uα‖p−1∞ + o
(‖uα‖p−1∞ )
)−1
+ o(‖uα‖p−1∞ )
)
= 2
π
‖uα‖q∞
(
1− A1
2π2
‖uα‖p−1∞ + o
(‖uα‖p−1∞ )
)(
T0 + T1 ‖uα‖
p−1∞
π2
(
1− A1
π2
‖uα‖p−1∞
)
+ o(‖uα‖p−1∞ )
)
= 2
π
‖uα‖q∞
(
T0 + L1‖uα‖p−1∞ + o
(‖uα‖p−1∞ )), (2.29)
where
L1 = T1
π2
− A1T0
2π2
. (2.30)
By (2.13), we have
‖uα‖∞ =
(
π
2
)1/q
T−1/q0 α
(
1+ o(1)). (2.31)
By (2.29)–(2.31) and Taylor expansion
‖uα‖∞ =
(
π
2
)1/q
α
(
T0 + L1‖uα‖p−1∞ + o
(‖uα‖p−1∞ ))−1/q
=
(
π
2
)1/q
T−1/q0 α
(
1+ M1αp−1 + o
(
αp−1
))
, (2.32)
where
M1 = − L1
qT0
(
π
2
)(p−1)/q
T−(p−1)/q0 . (2.33)
This implies (2.28) for N = 1.
Step 2. We show (2.28) for N = 2 to understand well the procedure of the induction. By (1.6), (2.18) and Lemma 2.2,
αq = 2‖uα‖
q∞√
λ
(
T0 + T1 ‖uα‖
p−1∞
λ
+ T2 ‖uα‖
2(p−1)∞
λ2
+ o(‖uα‖2(p−1)∞ )
)
= 2‖uα‖q∞
(
π2 + A1‖uα‖p−1∞ + A2‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ ))−1/2
×
(
T0 + T1‖uα‖p−1∞
(
π2 + A1‖uα‖p−1∞ + o
(‖uα‖p−1∞ ))−1 + T2
π4
‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)
= 2 ‖uα‖q∞
(
1− 1
(
A1
2
‖uα‖p−1∞ + A22 ‖uα‖
2(p−1)∞
)
+ 3 A
2
1
4
‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)π 2 π π 8 π
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(
T0 + T1
π2
‖uα‖p−1∞
(
1− A1
π2
‖uα‖p−1∞ + o
(‖uα‖p−1∞ )
)
+ T2
π4
‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)
= 2
π
T0‖uα‖q∞
(
1+ L1
T0
‖uα‖p−1∞ + L2T0 ‖uα‖
2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)
, (2.34)
where
L2 = T0
(
3A21
8π4
− A1
2π2
)
− 3A1T1
2π4
+ T2
π4
.
By this, (2.32) and Taylor expansion,
‖uα‖∞ =
(
π
2
)1/q
T−1/q0 α
(
1+ L1
T0
‖uα‖p−1∞ + L2T0 ‖uα‖
2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)−1/q
=
(
π
2
)1/q
T−1/q0 α
(
1− 1
q
(
L1
T0
‖uα‖p−1∞ + L2T0 ‖uα‖
2(p−1)∞
)
+ q + 1
2q2
L21
T 20
‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
)
=
(
π
2
)1/q
T−1/q0 α
(
1+ h1‖uα‖p−1∞ + h2‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ ))
=
(
π
2
)1/q
T−1/q0 α
(
1+ M1αp−1
(
1+ M1αp−1 + o
(
αp−1
))p−1
+ h2
(
π
2
)2(p−1)/q
T−2(p−1)/q0 α
2(p−1) + o(α2(p−1)))
=
(
π
2
)1/q
T−1/q0 α
(
1+ M1αp−1 + M2α2(p−1) + o
(
α2(p−1)
))
, (2.35)
where
h1 = − L1
qT0
, h2 = − L2
qT0
+ (q + 1)L
2
1
2q2T 20
,
M2 = (p − 1)M21 + h2
(
π
2
)2(p−1)/q
T−2(p−1)/q0 .
Thus we obtain (2.28) for the case N = 2.
For general N  3, by using the arguments in step 2, (2.18) and (2.25)–(2.27), we ﬁnd that (2.28) is valid for an arbitrary
N  3. Thus we obtain (2.28) and the proof of (1.7) is complete. 
We give a1 and a2. By (2.18) and (2.28) for N = 1,
λ = π2 + A1‖uα‖p−1∞ + o
(‖uα‖p−1∞ )= π2 +
(
π
2
)(p−1)/q
T−(p−1)/q0 A1α
p−1 + o(αp−1).
By this, we see that
a1 =
(
π
2
)(p−1)/q
T−(p−1)/q0 A1. (2.36)
Next, let N = 2 in (2.18) and (2.28). Then by Taylor expansion,
λ = π2 + A1‖uα‖p−1∞ + A2‖uα‖2(p−1)∞ + o
(‖uα‖2(p−1)∞ )
= π2 + A1
(
π
2
)(p−1)/q
T−(p−1)/q0 α
p−1(1+ M1αp−1 + o(αp−1))p−1
+ A2
(
π
2
)2(p−1)/q
T−2(p−1)/q0 α
2(p−1) + o(α2(p−1))
= π2 + A1
(
π
)(p−1)/q
T−(p−1)/q0 α
p−1(1+ (p − 1)M1αp−1 + o(αp−1))2
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(
π
2
)2(p−1)/q
T−2(p−1)/q0 α
2(p−1) + o(α2(p−1))
= π2 + a1αp−1 + a2α2(p−1) + o
(
α2(p−1)
)
, (2.37)
where
a2 = A1
(
π
2
)(p−1)/q
T−(p−1)/q0 (p − 1)M1 + A2
(
π
2
)2(p−1)/q
T−2(p−1)/q0 . (2.38)
Example. As a typical example of Theorem 1.2, we calculate the formula (1.7) up to the third term for the case p = 3 and
q = 2. For simplicity, we write λ = λ2(α). By [1], we see that
λ = 4(1+ k2)K (k)2, (2.39)
α2 = 8K (k)(K (k) − E(k)), (2.40)
where K (k) and E(k) are complete elliptic integral of the ﬁrst and second kind, respectively, and 0 k < 1 is a parameter.
We know from [6] that as k → 0,
K (k) = π
2
(
1+ 1
4
k2 + 9
64
k4 + o(k4)), (2.41)
E(k) = π
2
(
1− 1
4
k2 − 3
64
k4 + o(k4)). (2.42)
By (2.39)–(2.42) and direct calculation, we obtain that as α → 0
λ = π2 + 3
2
α2 − 3
32π2
α4 + o(α4). (2.43)
Now we show that (2.43) is also derived from (1.7). By (2.10), (2.14), (2.15), (2.24), (2.30) and (2.33),
Q 1 = 1
2
1∫
0
1+ s2√
1− s2 ds =
3
8
π, (2.44)
Q 2 = 3
16
1∫
0
(1+ s2)2√
1− s2 ds =
57
256
π, (2.45)
T0 =
1∫
0
s2√
1− s2 ds =
1
4
π, (2.46)
T1 = 1
4
1∫
0
s2(1+ s2)√
1− s2 ds =
7
64
π, (2.47)
A1 = 2
π
Q 1 = 3
4
, (2.48)
A2 = 1
π4
(
Q 21 + 2π Q 2 − 2A1Q 2π
)= 3
128π2
, (2.49)
L1 = T1
π2
− A1T0
2π2
= 1
64π
, (2.50)
M1 = − L1
qT0
(
π
2
)(p−1)/q
T−(p−1)/q0 = −
1
16π2
. (2.51)
By (2.36), (2.38) and (2.44)–(2.51),
a1 = 3
2
, a2 = − 3
32π2
. (2.52)
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For the proof of Theorem 1.6, we follow the argument in Section 2. Let an arbitrary n ∈ N be ﬁxed. Since (1.10)–(1.13) is
autonomous, we have only to consider the following (3.1)–(3.3), since the solution of (1.10)–(1.13) which has exactly n − 1
interior zeros in J is obtained by the reﬂection of the solution of (3.1)–(3.3).
−u′′(t) = λ(u(t) + |u|p−1u(t)), t ∈ (0,π/n), (3.1)
u(t) > 0, t ∈ (0,π/n), (3.2)
u(0) = u(π/n) = 0. (3.3)
Let un,λ which satisﬁes (3.1)–(3.3). Then by the same argument as that to obtain (2.7), for 0 t  π/(2n),
u′n,λ(t) =
√
λ
√
‖un,λ‖2∞ − un,λ(t)2 +
2
p + 1
(‖un,λ‖p+1∞ − un,λ(t)p+1). (3.4)
By this, (2.12) and putting s = un,λ(t)/‖un,λ‖∞ ,
π
2n
=
π/(2n)∫
0
1√
λ
u′n,λ(t)√
‖un,λ‖2∞ − un,λ(t)2 + 2p+1 (‖un,λ‖p+1∞ − un,λ(t)p+1)
dt
= 1√
λ
1∫
0
1√
1− s2 + 2p+1‖un,λ‖p−1∞ (1− sp+1)
ds
= 1√
λ
1∫
0
1√
1− s2
(
1+ 2
p + 1‖un,λ‖
p−1∞
1− sp+1
1− s2
)−1/2
ds
= 1√
λ
1∫
0
1√
1− s2
(
1+
∞∑
k=1
(−1)k (2k − 1)!!
k!2k
(
2
p + 1‖un,λ‖
p−1∞
1− sp+1
1− s2
)k)
ds. (3.5)
This implies that
√
λ = n +
∞∑
k=1
ξk‖un,λ‖k(p−1)∞ , (3.6)
where
ξk := 2n
π
(−1)k (2k − 1)!!
k!2k
(
2
p + 1
)k 1∫
0
1√
1− s2
(
1− sp+1
1− s2
)k
ds. (3.7)
Let an arbitrary N ∈ N be ﬁxed. By (3.6) and (3.7), we obtain
λ = n2 + E1‖un,λ‖p−1∞ +
N∑
k=2
Ek‖un,λ‖k(p−1)∞ + o
(‖un,λ‖N(p−1)∞ ), (3.8)
where
E1 = 2nξ1 = − 4n
2
π(p + 1)
1∫
0
1− sp+1
(1− s2)3/2 ds (3.9)
and Ek (k = 2,3, . . . ,N) is obtained by {ξ j}kj=1.
Now we prove (1.15). Let us recall that R = ‖u′n,λ‖2. To do this, we prove that for an arbitrary N ∈ N
‖un,λ‖p−1∞ =
(
2
π
)(p−1)/2
n1−p Rp−1
(
1+
N∑
ζkR
k(p−1) + o(RN(p−1))
)
, (3.10)k=1
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R2
n
= 2
π/(2n)∫
0
u′n,λ(t)2 dt
= 2√λ
π/(2n)∫
0
√
‖un,λ‖2∞ − un,λ(t)2 +
2
p + 1
(‖un,λ‖p+1∞ − un,λ(t)p+1)u′n,λ(t)dt
= 2√λ‖un,λ‖2∞
1∫
0
√
1− s2 + 2
p + 1‖un,λ‖
p−1∞
(
1− sp+1)ds
= 2√λ‖un,λ‖2∞
1∫
0
√
1− s2
(
1+ 2
p + 1‖un,λ‖
p−1∞
1− sp+1
1− s2
)1/2
ds
= 2√λ‖un,λ‖2∞
1∫
0
√
1− s2
∞∑
k=0
(−1)k (2k − 1)!!
k!2k
(
2
p + 1‖un,λ‖
p−1∞
1− sp+1
1− s2
)k
ds
= 2√λ‖un,λ‖2∞
(
π
4
+
∞∑
k=1
δk‖un,λ‖k(p−1)∞
)
, (3.11)
where
δk := (−1)k (2k − 1)!!
k!2k
(
2
p + 1
)k 1∫
0
√
1− s2
(
1− sp+1
1− s2
)k
ds. (3.12)
By (3.6) and (3.11),
R2 = π
2
n2‖un,λ‖2∞
(
1+ O (‖un,λ‖p−1∞ )). (3.13)
This implies that
‖un,λ‖p−1∞ =
(
2
π
)(p−1)/2
n1−p Rp−1
(
1+ o(1)). (3.14)
(3.10) for general N is obtained by (3.11). By (3.14) and (3.8), we obtain
λ = n2 + D1Rp−1 + o
(
Rp−1
)
, (3.15)
where by (1.17) and (3.9),
D1 = E1
(
2
π
)(p−1)/2
n1−p
= −
(
2
π
)(p+1)/2
n3−p 2
p + 1
1∫
0
1− sp+1
(1− s2)3/2 ds
= −
(
2
π
)(p+1)/2
n3−p
π∫
0
(sin x)p+1 dx. (3.16)
By this, we obtain (1.15) for the case N = 1. For general N  2, we obtain (1.15) by (3.6), (3.10) and the same arguments as
those used to obtain (2.18). Thus we obtain (1.15).
By direct calculation, we ﬁnd that
D2 =
(
ξ21 + 2nξ2
)( 2
π
)p−1
n2(1−p) − p − 1
2
(
ξ1
n
+ 4δ1
π
)(
2
π
)(p−1)/2
n1−pD1. (3.17)
594 T. Shibata / J. Math. Anal. Appl. 369 (2010) 583–594Remark. For completeness, we prove (1.17). Put s = sin x to obtain
2
p + 1
1∫
0
1− sp+1
(1− s2)3/2 ds =
2
p + 1
π/2∫
0
1− sinp+1 x
cos2 x
dx. (3.18)
Further,∫
sinp+1 x
cos2 x
dx = sin
p x
cos x
− p
∫
sinp−1 xdx. (3.19)
By this,
2
p + 1
π/2∫
0
1− sinp+1 x
cos2 x
dx = 2
p + 1
[
sin x− sinp x
cos x
]π/2
0
+ 2p
p + 1
π/2∫
0
sinp−1 xdx
= 2p
p + 1
π/2∫
0
sinp−1 xdx
=
√
π p
p + 1
Γ [(p/2)]
Γ [(p + 1)/2] . (3.20)
We use here the following formula:
π/2∫
0
sinp xdx =
√
π
2
Γ [(p + 1)/2]
Γ [(p/2) + 1] (3.21)
for p > −1. Since Γ [β + 1] = βΓ [β], by (3.21),
π∫
0
(sin x)p+1 dx = 2
π/2∫
0
(sin x)p+1 dx = 2
√
π
2
Γ [(p/2) + 1]
Γ [((p + 1)/2) + 1] =
√
π p
p + 1
Γ [(p/2)]
Γ [(p + 1)/2] . (3.22)
By this, (3.18) and (3.20), we obtain (1.17).
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