We present new algorithms for computing orders of elements, discrete logarithms, and structures of nite abelian groups. We estimate the computational complexity and storage requirements, and we explicitly determine the O-constants and -constants. We implemented the algorithms for class groups of imaginary quadratic orders and present a selection of our experimental results.
Introduction
Let G be a nite abelian group, written multiplicatively, in which we assume that the following are possible: for a; b 2 G we can compute c = a b for a 2 G we can compute a ?1 for a; b 2 G we can test whether a = b
We call these the group operations. Note that from every group element a we can determine the neutral element 1 = a a ? 1 . As an example, we will consider class groups of imaginary quadratic elds. Another example is the group of points on an elliptic curve over a nite eld.
For any subset S of G; denote by hSi the subgroup of G generated by S. If hSi = G then S is called a generating set of G. If S = fgg then write hgi instead of hSi.
Three common computational problems in such groups are: 
When we estimate the complexity of our algorithms, we count the number of group operations, the number of table look-ups, and we determine bounds on the table sizes, i.e., the number of group elements which have to be stored. We ignore the time and space for doing index calculations. If hashing on the group elements is possible, the tables of group elements are hash tables and the time for one table look-up is comparable to the time required for a group operation.
Here are our main results. Our algorithm for computing the structure of G may behave di erently if the generators are input in di erent orders. Therefore, the algorithm receives as input a generating sequence, i.e., a nite sequence S = (g 1 ; : : : ; g l ) of group elements such that fg 1 ; : : : ; g l g is a generating set of G. Set G j = hg 1 ; : : : ; g j i; 0 j l; (1) and l(S) = jfj 2 f1; : : : ; lg : G j?1 6 = G j gj : (2) In other words, if we generate G by using g 1 ; g 2 ; g 3 ; : : :, l(S) is the number of generators which enlarge the group. Note that l(S) is at least as large as the number of invariants of G. We will prove the following result. Theorem 1.3 There is an algorithm that computes the structure of G from a generating sequence S of G which executes jSj inversions and at most The upper bound for the complexity of the group structure algorithm is exponential in the number l(S) of generators that are really used to determine the group structure. If that number is xed, the complexity of the algorithm is O(jSj p jGj). On the other hand, our analysis shows that if G = (ZZ=2ZZ) l for some positive integer l; the complexity of our algorithm is (jGj), where the symbol (f(n)) stands for the set of all functions g such that there exists a constant M with jg(n)j Mjf(n)j for all large n. This lower bound also holds for Shanks' original algorithm and its variations. Hence, for nite abelian groups with a large number of small invariants our algorithm is not appropriate.
The basic idea of this paper is to use baby-step giant-step algorithms with some initial step-width v 2 2IN and to double that step-width as long as the result of the computation has not been found. Also, for that choice of v the number of multiplications and the table size in the group structure algorithm is (2 l(S)=2 jSj p jLj). Thus, if the upper bound L is much larger than the actual order, discrete logarithm or group order, the algorithm wastes a lot of time and space.
We implemented our algorithms for class groups of imaginary quadratic orders using the computer algebra system LiDIA 7] . We present experimental results which yield good choices for the initial step-width v for these groups.
The paper is organized as follows. In Section 2 we describe and analyze the order algorithm. That section also contains the basic idea of the paper. In Section 3 we discuss the algorithm for computing discrete logarithms, and Section 4 is devoted to the group structure algorithm.
Computing the Order of an Element
Given an element g 2 G we wish to compute x = jhgij: Our improved algorithm, a modi cation of Shanks' baby-step giant-step method, is based on the following statement: we check whether there exists (g y ; r) 2 R k for some r. If so, jhgij = y + r: Otherwise, we increase k by 1. If x v, the set R 0 contains at least one pair (1; r), and jhgij = r for the smallest such r. Therefore, before adding a pair (g ?r ; r), 1 r v, to R 0 in the course of the computation of R 0 , we always check whether g ?r = 1, and we break if the answer is \yes", since then jhgij is already found. The e ciency of the algorithm can be improved if we know a lower bound B of jhgij: Writing C = B ? 1, we then work with the set R k = f(g ?(r+C) ; r) : 1 r 2 k vg; and if we nd (g y ; r) 2 R k ; jhgij = y + r + C: If no lower bound for jhgij is known, we set C = 0.
We now present the algorithm.
Algorithm 2.2
This algorithm computes the order of the group element g in G.
Input: g 2 G, lower bound C + 1 for jhgij, initial step-width v (v 2 2IN) Output: x = jhgij (1) 6) while (x == 0) do (7) for (r = s; s + 1 : : : ; u) do / new baby steps / (8) a = a h (9) if ( Remark 2.4 To adapt Theorem 2.3 to the case C 1, we just have to replace each x by x ? C and add to the total number of group multiplications the multiplications required to compute a = (g ?1 ) C , i.e., at most 2 blog Cc + 1 multiplications.
In practice, the most e cient way to handle the set R is by means of a hash table. This is possible as long as the group elements are represented as sequences of integers. Then, each look-up in the table R requires just one computation of a hash value and usually one equality test for group elements.
As we see from Theorem 2.3, the e ciency of Algorithm 2.2 depends largely on the appropriate choice of the initial step-width v. As noted by Shanks 10] , the optimal choice of v is v = In order to test our algorithm, we implemented it using the LiDIA system 7] to compute orders of elements in ideal class groups of imaginary quadratic orders. For three discriminants of sizes ten, fteen, and twenty decimal digits, we computed the orders of the ideal classes of four prime ideals that we knew from previous computations had di erent orders. In Tables 1, 2, and 3 we show the actual numbers of group multiplications and table look-ups, denoted by GM and TL respectively, that were required to compute the order of each prime ideal class, together with the lower and upper bounds predicted by Theorem 2.3. denotes the discriminant of the quadratic order and I p denotes the ideal class of which the prime ideal lying over the prime p is the reduced representative. We compute the order of each prime ideal class three times, using a di erent value of v each time. The simplest version of our algorithm uses v = 2; v = 1=4 is equivalent to Shanks' original algorithm 10], and v = 1=4 =2 is half-way between the other two and has been shown to yield the best overall run times in our tests. Our results suggest that Algorithm 2.2 has two main advantages over Shanks' original algorithm. The rst and most obvious advantage is that it is faster when the order of the element is much smaller than the order of the group. In these cases, Shanks' algorithm executes too many baby steps, and although our algorithm using v = 2 will execute some unnecessary giant steps, it will still execute fewer group operations overall. The second advantage is when the upper bound on the order of the group is too large. Shanks' algorithm will execute too many baby steps in this case as well. Our algorithm allows one to select an initial step width that is much smaller than the estimated order of the group, in the hope of attaining a better approximation of p jhgij: Using Shanks' algorithm, an initial step width that is too small results in far too many giant steps, but our algorithm will detect if the initial step width is too small and enlarge it if necessary. (7) while (t == 2) do (8) for (r = s; s + 1 : : : ; u) do / new baby steps / (9) a = a h (10) if ( In the DL Algorithm, the advantages of our method in comparison with Shanks' method become even clearer. This is due to the fact that for log g d all values between 0 and jhgij are possible, and they are equally probable (this is, however, not the case in cryptographic circumstances).
Assuming that jhgij is not known a priori, Shanks' original algorithm still uses the upper bound of the group order, i.e., v = 1=4 , which causes the algorithm to perform far too many baby steps. =2 for about half of the computed logarithms in our experiments. For all DL's smaller than half of the order of I 7 , our algorithm using v = 1=4 =2 works better. The comparatively bad results for our algorithm using v = 2 are due to the fact that in the DL Algorithm each giant step causes two group multiplications and two table look-ups, so that too many giant steps cause twice as much unnecessary work as in the Order Algorithm. Note that computing discrete logarithms of elements generated by I 7 represents the best case for Shanks' algorithm and the worst case for our algorithm because I 7 is the largest prime ideal. Thus, our experiments lead to similar conclusions to those related to Algorithm 2.2, namely that our algorithm works better when log g d is small compared to jhgij and when the upper bound on the order of the group is too large.
Computing the Structure of a Subgroup
Given a generating system, i.e., a nite sequence S = (g 1 ; : : : ; g l ), of a nite abelian group G that is given as described in the introduction, we want to nd the structure of G. Then is the isomorphism we were looking for.
We describe the computation of the basis B of the relation lattice L(S). The matrix B will be an upper triangular matrix with positive entries on the diagonal.
Suppose that we have computedb 1 ; : : : ;b j?1 . We describe the computation ofb j . The diagonal entry b jj is the smallest positive integer such that g j bjj belongs to the subgroup of G generated by fg 1 ; : : : ; g j?1 g. The problem of ndingb j is therefore similar to a discrete logarithm problem. Just as in the order algorithm and the discrete logarithm algorithm we check whether b jj v j already during the rst computation of R, i.e., when k = 0 in 8. For this we use the set R 0 = (S j?1r : 0 r i < B i ; 1 i < j :
Moreover, before computing any element of R we check if b jj = 1. This is done separately, because in many cases the algorithm will compute the entire group structure with only a few generators, and all the others can be handled by this special case. For this check we use the set Q instead of R 0 , since in general Q is considerably smaller than R 0 .
Here is the algorithm which determines the HNF-basis B for the relation lattice L(S).
This algorithm computes the HNF-basis for the lattice of relations on a generating system for a nite abelian group. (7) for (all (e;q) 2 Q) do / check whether g j is (8) d = e g j contained in current (9) if ( We implemented our algorithm using the LiDIA system 7] to compute, once again, in ideal class groups of imaginary quadratic orders. During the course of the implementation, we found that the sets R 0 ; R; and Q are most e ciently stored as indexed hash tables, since the algorithm requires traversing the tables in addition to fast searching. Using this data structure also allows one to maintain R 0 and R in one table. In the interest of saving storage, the exponent vectors in these tables are encoded into single integers.
For simplicity, we analyze the complexity of Algorithm 4.1 only with initial stepwidthṽ = (2; : : : ; 2).
We need the following lemma. To check whether b jj = 1, i.e., whether g j is contained in the subgroup generated by g 1 ; : : : ; g j?1 , the algorithm checks for at most jQj elements e whether (e g j ;r) 2 R 0 for somer. In total, this To get reasonable lower bounds for the total number of group multiplications and table look-ups we should treat many di erent distributions and orders of fb 11 ; : : : ; b ll g separately. So we just give lower bounds for the sizes of Q, R and R 0 , and the number of group multiplications required to compute these sets. This is done in the proof of the following theorem. Let us further comment on the factor 2 l(S)
2 , which appears in Theorem 4.3. We conclude from Theorem 4.4 that the more cyclic subgroups G has and the smaller they are, the larger R and R 0 (and Q) are, and thus the storage required and the number of group multiplications increases.
However, this e ect only depends on the structure of the type of groups we are dealing with. For example, in the case of groups of points on elliptic curves over nite elds, which are either cyclic or isomorphic to a product of two cyclic groups, this phenomenon is not relevant. In the case of ideal class groups of imaginary quadratic elds, where we expect small ranks 5], we can say that the worst case does not occur very frequently, especially for large discriminants.
Theoretically there is another possibility to have a disturbingly large exponent l(S) even if G is cyclic or consists of very large cyclic subgroups, namely if many generators are needed to build up each cyclic factor.
To estimate the damage caused by these e ects, we did the following experiments. For n = 3; 4; : : : ; 10 we took the rst 1000 discriminants smaller than 10 n . For each of these discriminants, we took the ten prime ideal classes of smallest norm in the corresponding imaginary quadratic order and used our algorithm to compute the subgroup generated by these classes. We measured the sizes of Q and R 0 and counted the number l(S) of prime ideal classes actually used in the algorithm to compute the subgroup. In Table 7 we compare jQj and jR 0 j with jGj and p jGj, and in Table 8 we compare l(S) with the number of cyclic factors of jGj, which is the minimum number of generators needed to compute jGj. it occurred that jR 0 j jGj. Due to the way Q is built up by Algorithm 4.1, the set Q always contains considerably fewer elements than R 0 . Table 8 shows that in more than half of all our experiments the algorithm actually uses no more generators than theoretically necessary. Also in the remaining cases, l(S) is always very small.
In Tables 9 and 10 we give some examples of subgroups computed with our algorithm. For each discriminant, we compute the group G generated by the classes of the 10 prime ideals of smallest norms in the order. As before, GM is the number of group multiplications required and TL is the number of 
