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Abstract
Background: Prediction rules for intracranial traumatic findings in patients with minor head injury are designed to
reduce the use of computed tomography (CT) without missing patients at risk for complications. This study
investigates whether alternative modelling techniques might improve the applicability and simplicity of such
prediction rules.
Methods: We included 3181 patients with minor head injury who had received CT scans between February 2002
and August 2004. Of these patients 243 (7.6%) had intracranial traumatic findings and 17 (0.5%) underwent
neurosurgical intervention. We analyzed sensitivity, specificity and area under the ROC curve (AUC-value) to
compare the performance of various modelling techniques by 10 × 10 cross-validation. The techniques included
logistic regression, Bayes network, Chi-squared Automatic Interaction Detection (CHAID), neural net, support vector
machines, Classification And Regression Trees (CART) and “decision list” models.
Results: The cross-validated performance was best for the logistic regression model (AUC 0.78), followed by the
Bayes network model and the neural net model (both AUC 0.74). The other models performed poorly (AUC <
0.70). The advantage of the Bayes network model was that it provided a graphical representation of the
relationships between the predictors and the outcome.
Conclusions: No alternative modelling technique outperformed the logistic regression model. However, the Bayes
network model had a presentation format which provided more detailed insights into the structure of the
prediction problem. The search for methods with good predictive performance and an attractive presentation
format should continue.
Background
Minor head injury is one of the most common injuries
seen in western emergency departments. Patients with
minor head injury include those with blunt injury to the
head who have a normal or minimally altered level of
consciousness on presentation at the emergency depart-
ment. Intracranial complications after minor head injury
are infrequent, but they commonly require in-hospital
observation and occasionally even neurosurgical
intervention.
The imaging procedure of choice for reliable, rapid
diagnostics of intracranial complications is computed
tomography (CT). However, it is inefficient to scan all
patients with minor head injury to exclude intracranial
complications, as most patients with minor head injury
do not show traumatic abnormalities on CT.
Several prediction rules have been developed to iden-
tify those at risk of abnormalities on CT. These include
the CT in Head Injury Patients (CHIP) prediction rule
[1], the Canadian CT Head Rule (CCHR) [2] and the
New Orleans Criteria (NOC) [3]. While the NOC was
developed by expert opinion and based on existing lit-
erature, the CCHR and CHIP rules were developed with
recursive partitioning (Classification And Regression
Trees, CART) and logistic regression techniques respec-
tively (Table 1).
A recent study used CART modelling to develop a
prediction rule for CT scanning in children [4]. CART
modelling was argued to be a more appropriate method
for the particular problem of selecting a very low risk
group among patients with possible intracranial
complications.
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might deliver better results in terms of applicability and
performance than modelling based on conventional mod-
elling techniques such as logistic regression techniques.
We compared logistic regression modelling to alternative
modelling techniques [5,6], including CART and six other
techniques, in the context of selective CT scanning for
minor head injury. Data from the CHIP study, underlying
the CHIP prediction rule, were used for this purpose.
Methods
The CHIP database contains data on 3181 patients with
minor head injury, defined as a presenting Glasgow
Coma Scale (GCS) score of 13 to 15, and a maximum
loss of consciousness of 15 minutes, posttraumatic
amnesia for 60 minutes. Several risk factors were
recorded to predict the presence of intracranial trau-
matic findings on CT (Table 2). Most of the risk factors
were dichotomous variables (absent, present) and a few
were continuous. The outcome of interest was intracra-
nial traumatic findings on CT (absent, present). These
intracranial traumatic findings included contusions,
small hemorrhages indicating diffuse axonal injury, sub-
arachnoid haemorrhage, and subdural and epidural
hematoma, but excluded isolated linear skull fractures.
Based on this set of predictors, the CHIP-prediction
rule was previously developed for the identification of
intracranial traumatic findings on CT, using logistic
regression for the statistical modelling [1].
We compared the logistic regression model to alterna-
tive modelling techniques in developing prediction rules
for intracranial findings on CT. We used the predictors
listed in Table 2.
The following alternative modelling techniques were
considered:
￿ Bayes network
￿ Neural net
￿ CHAID
￿ Support vector machine
￿ CART
￿ Decision list
Description of the modelling techniques
The alternative modelling techniques compared in this
study are briefly described below [7]
Bayes network
A Bayesian network is a graphical model that displays
variables (often referred to as nodes) in a dataset and
the probabilistic, or conditional, dependencies between
them. Causal relationships between nodes may be repre-
sented by a Bayesian network; however, the links in the
network (also known as arcs) do not necessarily repre-
sent direct cause and effect. For example, a Bayesian
network can be used to calculate the probability of a
patient having a specific disease, given the presence or
absence of certain symptoms and other relevant data, if
the probabilistic dependencies between symptoms and
disease as displayed on the graph hold true. Networks
are robust to missing information and aim to make the
best possible prediction using whatever information is
present.
There are several reasons to use a Bayesian network:
￿ It helps to learn about (potentially causal)
relationships.
￿ The network provides an efficient approach to pre-
diction by parsimonious modelling and aims to
avoid overfitting of data.
￿ It offers a clear visualization of the relationships
involved.
Neural net
A neural network, sometimes called a multilayer percep-
tron, is a simplified model of the way the human brain
processes information. It works by simulating a large
number of interconnected simple processing units that
resemble abstract versions of neurons. The processing
units are arranged in layers. There are typically three
parts in a neural network: an input layer, with units
representing the predictor variables, one or more hidden
layers and an output layer, with a unit representing the
outcome variable.
The units are connected with varying connection
strengths or weights. Input data are presented to the
first layer, and values are propagated from each neuron
to every neuron in the next layer. Eventually, a predic-
tion is delivered from the output layer. The network
learns by examining individual records, generating a
prediction for each record and making adjustments to
the weights whenever it makes an incorrect prediction.
This process is repeated many times, and the network
Table 1 Rules
Rule Patient selection N patients N predictors considered N predictors included Modelling technique
NOC Prospective cohort study 520 > 7 7 Expert opinion
CCHR Prospective cohort study 3121 24 7 Logistic regression/CART
CHIP Prospective cohort study 3181 14 14 Logistic regression
Lancet Prospective cohort study 42411 10 3 CART
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of the stopping criteria have been met.
With the default setting, the network will stop training
when the network appears to have reached its optimally
trained state (90% accuracy). The networks that fail to
train well are discarded as training progresses.
Initially, all weights are random, and the predictions
that come out of the net are nonsensical. The network
learns through training. Records for which the output is
known are repeatedly presented to the network, and the
predictions it gives are compared to the known
outcomes.
As training progresses, the network becomes increas-
ingly accurate in replicating the known outcomes. Once
trained, the network can be applied to future patients
for whom the outcome is unknown.
CHAID
The Chi-squared Automatic Interaction Detection
model is a classification method for building decision
trees by using chi-square analysis to identify optimal
splits. CHAID first examines the cross tables between
each of the predictor variables and the outcome and
tests for significance using a chi-square test. If more
than one of these relations is statistically significant,
CHAID will select the predictor that has the smallest p-
value. If a predictor has more than two categories, these
are compared, and categories that show a similar out-
come are collapsed together. This is done by succes-
sively joining the pair of categories showing the least
significant difference. This category-merging process
stops when all remaining categories differ at the speci-
fied testing level. For set predictors, any categories can
Table 2 Patient characteristics
Intracranial lesions
absent present
n (%) n (%) p-value
Fracture skull Absent 2901 (98.7) 207 (85.2) 0.000
Present 37 (1.3) 36 (14.8)
EMV presentation (total) = 13 Absent 2818 (95.9) 212 (87.2) 0.000
Present 120 (4.1) 31 (12.8)
EMV presentation (total) = 14 Absent 2447 (83.3) 166 (68.3) 0.000
Present 491 (16.7) 77 (31.7)
Memory deficit Absent 2535 (86.3) 171 (70.4) 0.000
Present 403 (13.7) 72 (29.6)
Contusion skull Absent 1863 (63.4) 103 (42.4) 0.000
Present 1075 (36.6) 140 (57.6)
Loss of consciousness Absent 1169 (39.8) 61 (25.1) 0.000
Present 1769 (60.2) 182 (74.9)
Seizure Absent 2920 (99.4) 238 (97.9) 0.000
Present 18 (0.6) 5 (2.1)
Vomiting Absent 2651 (90.2) 188 (77.4) 0.000
Present 287 (9.8) 55 (22.6)
Coumarins Absent 2868 (97.6) 230 (94.7) 0.005
Present 70 (2.4) 13 (5.3)
Neurological deficit (all) Absent 2676 (91.1) 201 (82.7) 0.000
Present 262 (8.9) 42 (17.3)
Cause Reference 1882 (64.1) 102 (42) 0.000
ped.or cyclist 297 (10.1) 51 (21)
Fall 702 (23.9) 82 (33.7)
Ejected 57 (1.9) 8 (3.3)
PTA in 3 categories < = 2 hrs. 2910 (99.0) 232 (95.5) 0.000
> 2 hrs. and < = 4 hrs. 25 (0.9) 6 (2.5)
> 4 hrs. 3 (0.1) 5 (2.1)
mean (sd) mean (sd) p-value
EMV change 0.07 (0.50) -0.04 (1.27) 0.186
Age - 16 per decade 2.48 (1.85) 3.22 (2.01) 0.000
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gories can be merged. Exhaustive CHAID is a modifica-
tion of CHAID that more thoroughly examines all
possible splits for each predictor but takes longer to
compute. CHAID can generate non-binary trees, mean-
i n gt h a ts o m es p l i t sh a v em o r et h a nt w ob r a n c h e s .I t
therefore tends to create a wider tree than the binary
growing methods. CHAID works for all types of
predictors.
Support vector machine
A Support Vector Machine (SVM) performs classifica-
tion tasks by constructing hyperplanes in a multidimen-
sional space that separates cases from different classes.
It claims to be a robust classification and regression
technique that maximizes the predictive accuracy of a
model without overfitting the training data. A SVM may
particularly be suited to analyze data with large numbers
of predictor variables. SVM has applications in many
disciplines, including customer relationship management
(CRM), image recognition, bioinformatics, text mining
concept extraction, intrusion detection, protein structure
prediction, and voice and speech recognition.
CART
The Classification And Regression Tree model is a tree-
based classification and prediction model. The model
uses recursive partitioning to split the training records
into segments with similar output variable values. The
modelling starts by examining the input variables to find
the best split, measured by the reduction in an impurity
index that results from the split. The split defines two
subgroups, each of which is subsequently split into two
further subgroups and so on, until the stopping criterion
is met.
Decision list
A Decision list model identifies subgroups or segments
that show a higher or lower likelihood of a binary out-
come relative to the overall sample. The model consists
of a list of segments, each of which is defined by a rule
that selects matching records. A given rule may have
multiple conditions. Rules are applied in the order listed,
with the first matching rule determining the outcome
for a given record. Taken independently, rules or condi-
tions may overlap, but the order of rules resolves ambi-
guity. If no rule matches, the record is assigned to the
remainder rule.
Cut-off values
For each model we determined cut-off values and classi-
fication rules to achieve a sensitivity > 0.95. To this end,
we varied the cut-off values for each model from 0.015
to 0.05. Furthermore, the reduction in CT scans was cal-
culated given a certain cut-off value. Reduction was
defined as the percentage of subjects who would not
undergo CT scanning since absence of intracranial find-
ings on CT was predicted.
Modelling
For the various modelling techniques we used Clemen-
tine Modeller version 12.0 in combination with SPSS
16.0. The comparison was made using performance
characteristics including the area under the ROC curve,
sensitivity and specificity. We used default modelling
settings as far as possible (Additional file 1: Appendix
1). For the CART model, however, we used an extended
setting besides the default setting. The stopping criteria
for the default setting were: 100 records in the parent
branch and 50 records in the child branch. The stopping
criteria for the extended setting were: 11 records in the
parent branch and 10 records in the child branch. In
both variants we used pruning (Additional file 2: Appen-
dix 2).
Cross-validation
The models were validated using 10 × 10 cross-valida-
tion. The file was split into 10 random deciles. Each
model was trained repeatedly on 9 deciles with predic-
tions generated for the remaining decile. The AUC-
values were calculated for the 10 training parts and the
full set of 10 deciles which were left out of the training
parts. The difference defined the optimism of each
model, and this process was repeated 10 times. The
optimism was subtracted from the apparent AUC-value
for each model on the original sample to obtain opti-
mism-corrected estimates of model performance [8].
Results
Comparison of the performance of the models
The logistic regression and CART models showed lim-
ited optimism in the AUC-values (< 0.040, Table 3).
The support vector machine model had a remarkably
high optimism (0.171). The logistic regression model
had the best performance (optimism-corrected AUC
0.787), followed by the Bayes network model (AUC
0.744) and the neural net model (AUC 0.726). The
CHAID model and the decision list model had AUC-
values of 0.699 and 0.634 respectively. The support vec-
tor machine model and the default CART model per-
formed poorly with AUC-values 0.581 and 0.560
respectively. Although the CHAID model was more
overfitted, the optimism-corrected AUC-value was much
better than the CART analyses (Table 3).
The default CART model showed less statistical opti-
mism than the extended CART model (0.008 versus
0.039 respectively). However, the optimism-corrected
A U C - v a l u ew a sw o r s ef o rt h ed e f a u l tC A R Tm o d e l
(AUC 0.560 versus 0.618 respectively, Table 3).
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and a reduction of 20% at a cut off value of 0.02. The
Bayes network model had a sensitivity of 0.97 and a
reduction of 23% at a cut off value of 0.015. For the
neural net model, it was not possible to achieve a sensi-
tivity > 0.95.
Graphical representations
The CART model is presented as a tree. The default
CART model consisted of two predictor variables (Frac-
ture skull and Cause), which were presented with three
end nodes (Figure 1). The extended CART model con-
sisted of six predictor variables (Fracture skull, EMV
change, Cause, Memory deficit and Age per decade)
presented in a tree with nine end nodes (Figure 2).
The Bayes network model is presented an interaction
graph. It shows the relative importance of the predictors
(Figure 3). The variable ‘intracranial lesions’ had a direct
relation with the variable ‘fracture skull’ and the variable
‘seizure’. It also showed a relation between the variable
‘fracture skull’ and the variable ‘seizure’.
The Bayes network model also presented the condi-
tional probabilities (Figures 4, 5 and 6). Figure 6 shows
that if fracture skull is absent and intracranial lesions
are absent, the probability that seizure is absent equals
0.994.
Using Bayes theorem and the conditional probabilities
in the figures 4, 5 and 6, we calculated that if seizure is
absent, the predicted probability that intracranial trau-
matic findings are absent equals 92.5% (Figure 7).
T h eC H A I Dm o d e lp r e s e n t e dat r e eg r a p h .T h et r e e
consisted of fifteen end nodes and therefore of fifteen
decision rules (Figure 8). Hence the tree size was much
larger than that of the CART analyses (Figure 1 and Fig-
ure 2).
Presentation of the logistic regression model
The coefficients of the logistic regression model are pre-
sented in Table 4. The probabilities were calculated
using Formula 1.
Formula 1 Calculation probabilities logistic regression
model (π)
π =
1
1+e−

Xi∗bi
Discussion
We found that alternative modelling techniques did not
deliver better results in terms of applicability and perfor-
mance in developing prediction rules for intracranial
findings in patients with minor head injury than model-
ling based on conventional modelling techniques such
as logistic regression. The performance of logistic
regression was compared with six alternative modelling
techniques using standard measures, specifically the
receiver operating characteristic (ROC) curve. In a ROC
curve, the trade-off between sensitivity and specificity is
shown based on consecutive cut-off values. The key
characteristic for model comparisons is the area under
the ROC curve, which is equivalent to the concordance
(or ‘c’) statistic.
The apparent AUC-values of each model were cor-
rected for optimism using 10 × 10 cross-validation.
Only the logistic regression model, the Bayes network
model and the neural net model had satisfactory AUC-
values (> 0.7), although it was impossible to achieve a
Table 3 AUC-values
Model AUC 95% CI for AUC Mean AUC training Mean AUC test Optimism Optimism-Corrected AUC
Logistic regression 0.800 0.769 - 0.830 0.789 0.772 0.017 0.783
Neural net 0.782 0.751 - 0.814 0.785 0.746 0.038 0.744
Bayes network 0.806 0.777 - 0.836 0.808 0.743 0.065 0.741
CHAID 0.759 0.724 - 0.794 0.761 0.686 0.075 0.684
Decision list 0.674 0.633 - 0.715 0.673 0.626 0.048 0.627
CART extended 0.657 0.616 - 0.699 0.599 0.559 0.040 0.617
Support vector machine 0.754 0.714 - 0.794 0.740 0.578 0.162 0.592
CART default 0.568 0.527 - 0.609 0.556 0.537 0.019 0.549
Figure 1 CART model default.
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model and the decision list model had AUC-values of
0.699 and 0.634 respectively, and the support vector
machine model and the default CART model performed
poorly (AUC-values < 0.6).
At a cut-off value of 0.015, the logistic regression
model would miss only 1% of the patients with intracra-
nial traumatic findings (sensitivity 99%), whereas the
Bayes network model would miss 3% (sensitivity 97%) at
this cut-off. On the other hand, at this cut-off value the
specificity of the Bayes model would be better (25%),
and could potentially reduce the number of CT scans
ordered by 23%. In contrast, the logistic regression
model would only have 8% specificity and would reduce
the number of CT scans ordered by 8% at a cut-off of
0.015. This illustrates the difficult trade-off between
missing patients with intracranial traumatic findings ver-
sus the wish to reduce unnecessary CT scans in those
without intracranial traumatic findings.
No modelling technique outperformed the relatively
simple logistic regression model in terms of the opti-
mism-corrected AUC-value. These findings may be seen
as confirming the validity of the previously developed
CHIP prediction rule [1]. However, it should be noted
that these results are an internal validation of the devel-
oped CHIP-rule and that external validation is still
required.
Our findings are in contrast to a recent study that
advocated CART modelling to develop a prediction rule
for CT scanning in children [4]. This can potentially be
explained by the fact that modelling techniques such as
CART are ‘data hungry’. Therefore CART modelling
may have been suitable for the Kuppermann study,
which included 42,411 patients (376 with abnormal CT
scans). However, it was not suitable for the CHIP data-
base, which included only 3,181 patients (243 with
abnormal CT scans). Also, the specific algorithm used
in the Kuppermann study may have been different from
the algorithm used in our study.
T h es u p e r i o rp e r f o r m a n c eo ft h el o g i s t i cr e g r e s s i o n
modelling might be explained by the high number of
categorical variables (10 out of 14), which might favour
logistic regression modelling. The somewhat disappoint-
ing performance of tree models like CHAID and CART
may be more realistic, because these models are well
suited for dealing with categorical and continuous vari-
ables, although the latter are categorized by these
models.
Although the examined modelling techniques did not
outperform logistic regression analysis, we can see a role
for these techniques in providing a deeper insight into
the interrelationships between predictors and outcome.
For example, the Bayes network offered the advantage
of showing a graphical representation of the direct rela-
tionships between the predictor variables and the out-
come variable, as well as the first-order interactions.
The CHAID model offered a tree graph which might
give researchers insight into relevant risk groups. The
neural net model, on the other hand, did have a satisfac-
tory optimism-corrected AUC-value, but did not provide
further insight into the medical problem. This alterna-
tive modelling technique has a black box character,
Figure 2 CART model extended.
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practice.
The outcomes of this study suggest that the use of
alternative modelling techniques may also have practical
value in ascertaining variables of critical import and in
streamlining current existing guidelines. Smits et al.
used 14 variables for their modelling based on expert
opinion and previous studies. We started out with these
same 14 variables to be able to compare the model of
Smits et al. with modelling based on alternative model-
ling techniques. However, the CHAID model only used
10 out of these 14 variables. The variables PTA, Change,
EMV-13 and Seizure were not used, which suggests that
these variables may be of lower importance for the out-
come. However, the CHAID model performed poorly in
comparison with logistic regression modelling. For most
of the evaluated models, the variables of critical import
were: Fracture skull (v69), Cause (cause3) and Age - 16
per decade (age10). Based on our study, the guidelines
should certainly contain these variables.
A priori, it is not fully predictable whether an alterna-
tive modelling technique will perform better than con-
ventional modelling techniques. This depends on the
internal structure of the prediction problem and on the
characteristics of the modelling techniques. For example,
tree modelling is well suited for a situation with many
interactions between predictors, which might be missed
with a default main effects logistic model. Neural nets
are even more flexible in capturing interactions and
non-linearities, which might be missed by other model-
ling techniques. It has been suggested that the balance
between signal and noise is relatively unfavourable in
many medical applications, making relatively simple
regression models perform quite reasonably [9].
All these models can easily be evaluated, because
capacity limitations for computer calculations no longer
exist nowadays. The required software for evaluating the
performance of alternative modelling techniques is read-
ily available (e.g. Clementine, R software, etc). The
methods we used in this study may be applied to other
studies using characteristics such as AUC-values, sensi-
tivity and specificity. Internal validation can be per-
formed using 10 × 10 cross-validation. From there,
optimism-corrected AUC-values can readily be
calculated.
Figure 3 Bayesian network model.
Figure 4 Conditional probabilities of Intracranial lesions.
Figure 5 Conditional probabilities of Fracture skull.
Figure 6 Conditional probabilities of Seizure.
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the default setting or to choose an expert setting for the
CART modelling. A researcher may use an expert set-
ting for the number of levels below the root of a tree,
for the number of records in the parent node and the
child node, for applying or not applying pruning, for
using weights for the categories of the outcome variable
(costs) and so on. In our study, we used the default set-
tings for the modelling as far as possible. Only in the
evaluation of the CART model did we use an extended
setting besides the default setting in order to achieve a
higher AUC-value, but even then the performance of
this model was poor.
In view of the applicability and simplicity of a predic-
tion model, medical experts and researchers usually pre-
fer a small number of predictors. However, this study
shows that a considerable number of variables may be
necessary to make an informed decision or a prediction
with a high level of accuracy. The CHIP rule included
14 variables as major and minor risk factors, which all
turned out to be indispensible.
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Figure 8 CHAID model.
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Page 8 of 10By comparison, the default CART model appeared
attractive, as it consisted of only 3 end nodes and there-
fore of 3 decision rules. Unfortunately, this model
showed a poor performance.
Larger models may lead to better performance when
all predictors are in fact predictive of the outcome [10].
While the number of predictors should therefore not be
unduly limited, the applicability and simplicity of a deci-
sion rule might still be improved by using a model that
provides a clarifying presentation of all the relevant vari-
ables and their mutual dependencies. Therefore the
search for superior models with attractive presentation
formats should continue.
Conclusions
No alternative modelling technique outperformed the
logistic regression model. However, the Bayes network
model had a presentation format which provided more
detailed insights into the structure of the prediction pro-
blem. The search for methods with good predictive
performance and an attractive presentation format
should continue.
Additional material
Additional file 1: Appendix 1. Modelling settings
Additional file 2: Appendix 2. Characteristics of the models
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Table 4 Regression coefficients logistic model
Variables X b
Fracture skull Present 2.34
Absent 0.00
EMV presentation (total) = 13 Present 1.37
Absent 0.00
EMV presentation (total) = 14 Present 0.72
Absent 0.00
Memory deficit Present 0.41
Absent 0.00
Contusion skull Present 0.59
Absent 0.00
Loss of consciousness Present 0.60
Absent 0.00
Seizure Present 0.84
Absent 0.00
Vomiting Present 0.88
Absent 0.00
Coumarins Present 0.87
Absent 0.00
Neurological deficit (all) Present 0.40
Absent 0.00
EMV change EMV change -0.32
Cause Reference 0.00
pedastrian or cyclist 1.27
Fall 0.55
Ejected 1.13
Age - 16 per decade Age - 16 per decade 0.17
PTA < = 2 hrs 0.00
> 2 hrs and < = 4 hrs 0.48
> 4 hrs 2.01
Constant Constant -4.77
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