This paper sketches the main researchdevelopments in the area of iterative methods for solving linear systems during the 20th century. Although iterative methods for solving linear systems nd their origin in the early nineteenth century (work by Gauss), the eld has seen an explosion of activity spurred by demand due to extraordinary technological advances in engineering and sciences. The past ve decades have been particularly rich in new developments, ending with the availability of large toolbox of specialized algorithms for solving the very large problems which arise in scienti c and industrial computational models. As in any other scienti c area, research in iterative methods has been a journey characterized byachain of contributions building on eachother. It is the aim of this paper not only to sketch the most signi cant of these contributions during the past century, but also to relate them to one another.
Introduction
Numerical linear algebra is an exciting eld of researchandmuch of this research has been triggered bya problem that can be posed simply as: Given A 2C m n , b 2C m , nd solution vector (s) x 2C n suchthat Ax = b. Many scienti c problems lead to the requirement to solve linear systems of equations as part of the computations. From a pure mathematical point of view, this problem can be considered as being solved in the sense that we explicitly know its solution in terms of determinants. The actual computation of the solution (s) may however lead to severe complications, when carried out in nite precision and when each basic arithmetic operation takes nite time. Even the \simple" case when n = m and A is nonsingular, which is a trivial problem from a mathematical point of view, may become very complicated, from a computational point of view, and mayeven turn out to be impossible.
The traditional waytosolve a nonsingular linear system is to employ Gaussian elimination, and, with all its enhancements, to overcome numerical instabilities. This process can be carried out in O(n 3 ) basic oating point operations (additions and multiplications, assuming n = m). Many applications lead to linear systems with a large n (where the notion of \large" depends, of course, on the capacity of the available computer), and it became soon evident that one has to exploit speci c properties of the A at hand in order to make solution of the system feasible. This has led to variants of Gaussian elimination in which the non-zero structure of A is exploited, so that multiplications with zero result are avoided and that savings in computer storage could be realized.
Another direction of approachwas based on the solution of a nearby linear system, with a matrix that admits a computationally inexpensive process (in terms of computing time and computer storage), and to embed this in an iterative process. Both approaches aim at making the impossible possible, and for the novice in this eld this may seem to be just a collection of clever programming tricks: \in principle solving the problem is well-understood but one has to be well-organized to make the computational process a little faster". For this novice it will certainly come as a big surprise that a whole, still incomplete, mathematical framework had to be developed with deep and elegant results. As a result, relevant systems could be solved many orders of magnitude faster (and also often more accurate) than by a straightforward Gaussian elimination approach. In this paper, we will sketch the developments and progress that has taken place in the twentieth century with respect to iterative methods alone. As will be clear, this sub eld could not evolve in isolation, and the distinction between iterative methods and Gaussian elimination methods is sometimes arti cial -and overlap between the two methodologies is signi cant in many instances. Nevertheless, each of the two has its own dynamics and it maybeofinterest to follow one of them more closely.
It is likely that future researchers in numerical methods will regard the decade just passed as the beginning of an era in which iterative methods for solving large linear systems of equations started gaining considerable acceptance in real-life industrial applications. In looking at past literature, it is interesting to observe that iterative and direct methods have often been in competition for solving large systems that arise in applications. A particular discovery will promote a given method from one camp only to see another discovery promote a competing method from the other camp. For example, the 50s and 60s saw an enormous interest in relaxation-type methods -prompted bythestudies on optimal relaxation and the work byYoung, Varga, Southwell, Frankel and others. A little later, sparse direct methods appeared that were very competitive -both from the point of view of robustness and computational cost. To this day, there are still applications dominated by direct solvers and others dominated by iterative solvers. Because of the high memory requirement of direct solvers, it was sometimes thought that these would eventually be replaced by iterative solvers, in all applications. However, the superior robustness of direct solvers prevented this. As computers have become faster, very large problems are routinely solved by methods from both camps.
Iterative methods were, even halfwayinthetwentieth century, not always viewed as promising. For instance, Bodewig 22, p.153] , in 1956, mentioned the following drawbacks of iterative methods: nearly always too slow (except when the matrix approaches a diagonal matrix), for most problems they do not converge at all, they cannot easily bemechanized and so they are more appropriate for computing by hand than for computing by machines, and they do not take advantage of the situation when the equations are symmetric. The only potential advantage seen was the observation that Rounding errors do not accumulate, they are restricted to the last operation. It is noteworthy that Lanczos' method was not regarded as an iterative method in 1956.
The penetration of iterative solvers into applications has been a slow process that is still ongoing. At the time of this writing for example, there are applications in structural engineering as well as in circuit simulation, which are dominated by direct solvers.
This review will attempt to highlight the main developments in iterative methods over the past century. It is clear that a few pages cannot cover an exhaustivesurvey of 100 years of richdevelopments. Therefore, we will emphasize the ideas that were successful and had a signi cant impact.
Among the sources we used for our short survey,wewould liketomention just a few that are notable for their completeness or for representing the thinking of a particular era. The books byVarga 178]and Young 195] give a complete treatise of iterative methods as they were used in the 60s and 70s. Varga's book has several excellent historical references. These two masterpieces remained the handbooks used by academics and practitioners alike for three decades. Householder's book 95] contains a fairly good overview of iterative methods -speci cally oriented towards projection methods. Among the surveys we note the outstanding booklet published by the National Bureau of Standards in 1959 which contains articles by Rutishauser 141] , Engeli 64] and Stiefel 161] . Later Birkho 20] , who supervised David Young's PhD thesis in the late 1940s, wrote an excellent historical perspective on the use of iterative methods as he experienced them himself from 1930 to 1980. The more recent literature includes the books by Axelsson 6] , Brezinski 27 ], Greenbaum 83] , Hackbusch 90] , and Saad 148] , each of whichhas a slightly di erent perspective and emphasis. 2 The quest for fast solvers: a historical perspective Iterative methods have traditionally been used for the solution of large linear systems with diagonally dominant sparse matrices. For such systems the methods of Gauss-Jacobi and Gauss-Seidel could be used with some success, not so much because of the reduction in computational work, but mainly because of the limited amount of memory that is required. Of course, reduction of the computational work was also a serious concern, and this led Jacobi (1846) to apply plane rotations to the matrix in order to force stronger diagonal dominance, giving up sparsity. Jacobi had to solve many similar systems in the context of eigenvalue computations his linear systems were rather small: of order 7.
In this century, simple iterative methods were predominantly applied for solving discretized elliptic self-adjoint partial di erential equations, together with a local parameter for accelerating the iteration process. The rst and simplest of these methods is Richardson's method 137]. Actually, this method was later viewed as a polynomial method and many authors havesought to optimize it by selecting its parameters so that the iteration polynomials became the Chebyshev polynomials this was work done in the period 1950-1960 byYoung, Lanczos and others. In the second half of this decade it became apparent that using the explicit three-term recurrence relation between Chebyshev polynomials, which led to threeterm recurrence iteration methods (rather than the classical methods that are two-term iterations), were numerically superior in terms of stability (Golub and Varga, 81] 1961).
The acceleration of the slightly more di cult to analyze Gauss-Seidel method led to point successive overrelaxation techniques introduced simultaneously byF rankel 73] and byY oung 193] . It was shown, for rather simple Dirichlet problems, that a suitably chosen relaxation parameter could lead to drastic improvements in convergence. Young showed that these improvements could be expected for a larger class of matrices, characterized by his property A 193] . Successiveoverrelaxation methods, and numerous variants, became extremely popular and were the methods of choice in computer codes for large practical problems, suchasnuclear reactor di usion, oil reservoir modeling and weather prediction. Although their popularityhasbeenovershadowed later, around after 1980, by more powerful techniques, they are still used in some applications either as the main iterative solution method or in combination with recent techniques (e.g. as smoothers for multigrid or as preconditioners for Krylov methods). The Successive Over-Relaxation (SOR) methods made it possible to solve e ciently systems with in the order of 20 000 unknowns by 1960 (Varga 178] ), and by 1965 systems of the order of 100 000 could be solved in problems related to eigenvalue computations in nuclear di usion codes. The success of the SOR methods has led to a rich theory for iterative methods this could be used fruitfully for the analysis of later methods as well. In particular, many methods, including SOR, could be viewed as simple Richardson iterations for speci c splittings of the matrix of the linear system.
In 1955, Peaceman and Rachford 132] suggested a splitting that was motivated by the observation that the matrix for a three-point nite di erence stencil for a one-dimensional second order PDE is tridiagonal and this system can easily be solved. Their suggestion was to view the ve-point nite di erence approximation for a two-dimensional problem as the direct sum of two one-dimensional approximations. This led to an iteration in which alternatingly a tridiagonal associated with one of the two directions was split o , and this became popular as the alternating direction iteration (ADI). With the inclusion of iteration parameters, that steered the inclusion of a diagonal correction to the iteration matrices, the resulting ADI iterations could be tuned into a very e ective method. Varga 178] givesagoodoverview of the theory for understanding ADI methods. He, as well as Birkho 20] mentions that ADI was initially derived as a by-product of numerical methods for parabolic equations (the correction to the diagonal was motivated by the e ect of the time derivative in these methods). Sheldon and Wachspress, in 1957, gaveanearly proof for the convergence of ADI for xed parameters 182]. Wachspress discusses these ADI methods in his book 183] and considers also other grid-oriented acceleration techniques. One of these techniques exploits approximations obtained on coarser grids and can be viewed as a primitive predecessor to multigrid.
The rst half of the century begins also with simple local projection methods, in which one attempts to solve a set of equations by solving each separate equation by a correction that is small in some norm. These methods could be used for over-or underdetermined linear systems, such as those that arise in tomography problems. This has led to the methods of Cimmino 42] and Kaczmarz 99] , which were later identi ed as instances of Gauss-Jacobi and or Gauss-Seidel for related systems with A T A or AA T .
Modern variants of these methods, under the name of ARTandSIR T are very popular, for instance in medical and seismic tomography. ART and SIRT can be related to SOR and Block SOR. Spakman and Nolet 159] report on the solution of 292 451 by20 070 systems related to structures of the upper earth mantle, with these methods (and with LSQR).
The second half of the century was marked bytheinvention (paper published in 1952) of the Conjugate Gradient method by Hestenes and Stiefel 94] and the Lanczos algorithm for linear systems 109]. This started the era of Krylov iterative methods. Initially, these were not viewed as iterativetechniques, but rather as direct solution algorithms since they terminated in exact arithmetic in fewer than n steps, if n is the order of the matrix (see, for instance, Householder's book where conjugate gradients is discussed in the chapter on direct methods 95, Ch.5.7]). A little earlier, papers by Lanczos 107] and by Arnoldi 2] had addressed the issue of transforming a matrix into simpler form for the purpose of diagonalizing it. These four papers together set the foundations of many methods that were developed later.
A famous publication by Engeli et al. 65] considered the method as an iterative process and showed that in rounding precision arithmetic, the Conjugate Gradient method did not terminate in the expected number of iteration steps (equal to at most the order of the matrix). This was shown for a matrix of order 64, a discretized biharmonic problem. Convergence occurred only after a few hundred steps. Notwithstanding this apparent failure, the method appeared later in the famous Wilkinson and Reinsch collection 192] as a kind of memory-friendly direct technique. It was mentioned that actual convergence might occur only after m iterations, where m could be 3 up to ve times the order of the matrix. Because of this not well-understood behavior in rounded arithmetic, the method did not make it to the rst universal linear algebra package LINPACK (mid seventies). In the early to mid-sixties it became clear that the convergence of the Conjugate Gradient method depends on the distribution of the eigenvalues of the matrix, and not so much on the order of the matrix, as was, for example, explained in a paper by Kaniel 102] . It was Reid 136 ] who suggested to use the Conjugate Gradient method again as an iterative technique, but now for large sparse linear systems arising in the discretization of certain PDEs. Soon after this, the notion of preconditioning (already proposed in the Hestenes and Stiefel paper) became quite popular. Thus, the incomplete Choleski decompositions of Meijerink and van der Vorst 117]ledto the ICCG process, which became the de facto iterativesolver for SPD systems.
Hence, it took about 25 years for the conjugate gradient method to become the method of choice for symmetric positive de nite matrices (the incomplete Choleski decompositions were shown to exist for M matrices). A good account of the rst 25 years of the history of the CG method was given by Golub and O' Leary 80] . The unsymmetric variants of the Krylov methods required a similar amount of time to mature. The late sixties and early seventies, saw the roots for such methods. Techniques named ORTHODIR, ORTHOMIN, FOM, and others, were introduced but in their original formulations, these methods su ered from breakdowns and numerical instabilities. The GMRES variant, introduced by Saad and Schultz 149], was designed to avoid these undesirable features and became fairly popular. However, it su ered from the disadvantage of requiring increasing computational resources for increasing numbers of iterations. Bi-CG, the unsymmetric variant of conjugate gradients, did not have these disadvantages. The method, based on the unsymmetric Lanczos method (1952), was introduced by Fletcher in 1976 71], but it is mathematically equivalent to a technique that had already been described in Lanczos' paper. Bi-CG, however, su ered from other practical problems, known as breakdowns of the rst and second kind, which prevented early success. Moreover, the occurrence of nonorthogonal transformations led to much suspicion among numerical analysts. Nevertheless, the method became quite popular in a variantknown as CGS (Sonneveld, 1984) 157]which, for virtually equal cost could essentially apply Bi-CG twice, leading often to a twice as fast convergence, but also amplifying the problems of Bi-CG. In the eighties, Parlett and co-authors 131] and later Freund and Nachtigal 76] have shown how to repair the de ciencies in the Bi-CG method so that rather reliable software could be constructed. More recently,wehave seen hybrids of the Bi-CG and GMRES approaches, with Bi-CGSTAB 176] as one of the most popular ones.
Originally, the usage of iterative methods was restricted to systems related to elliptic partial differential equations, discretized with nite di erence techniques. Such systems came from oil reservoir engineering, weather forecasting, electronic device modeling, etc. For other problems, for instance related to various nite element modeling, practitioners preferred the usage of direct solution techniques, mainly e cientvariants of Gaussian elimination, because of the lack of robustness of iterative methods for large classes of matrices. Until the end of the eighties almost none of the big commercial packages for nite element problems included iterative solution techniques. Simon 155] (1989) presented results, obtained for matrices of the order of 55 000, for direct solution techniques. On the then fastest supercomputers, this required in the order of a few minutes of computing time. He claimed that direct sparse solvers would remain the method of choice for irregularly structured problems. Although this is certainly true if the structure of the matrix allows for an e cient elimination process, it became clear that for many PDE-related problems, the complexityoftheelimination process increased too much to make realistic 3 dimensional modeling feasible. Irregularly structured nite element problems of order 1 000 000, as foreseen by Simon, may be solved by direct methods -given a large enough computer (memory wise) but at tremendous cost and di culty. However, some of them can be solved with iterative techniques, if an adequate preconditioning can be constructed. In the last decade of this century, much e ort was devoted to the identi cation of e ective preconditioners for classes of matrices. For instance, Pomerell 133] in 1994 reports on successful application of preconditioned Krylov methods for very ill-conditioned unstructured nite element systems of order up to 210 000 that arise in semiconductor device modeling.
While using iterative methods still requires know-how, skill, and insight, it can be said that enormous progress has been made for their integration in real-life applications. Still, linear systems arising from many relevant problems, for instance large electric and electronic circuits, are not easy to solve in an e cient and reliable manner by iterative methods. Steady progress is being made but the eld as a whole can still be viewed as being in its infancy.
Relaxation-based methods
The Gauss-Seidel iteration was the starting point for the successiveover-relaxation methods whichdominated much of the literature on iterative methods for a big part of the second half of this century. The method was developed in the 19th century, originally by Gauss in the mid 1820s and then later by Seidel in 1874 (see references in 95]). In fact, according to Varga 178] , the earliest mention on iterative methods is by Gauss (1823). This method as it was developed in the 19th century was a relaxation technique, in which relaxation was done by \hand". It was therefore natural to eliminate the largest components, see for example Dedekind 52] and Liebmann 110] . This method is referred to as Nekrasov's method in the Russian literature 121]. Referring to the more modern method in which relaxation was done in a cyclic manner, Forsythe is quoted as having stated that \the Gauss-Seidel method was not known to Gauss and not recommended by Seidel", see 95,p.115] .
However, the blossoming of overrelaxation techniques seems to have been initiated by the PhD work of David Young 193] . Young introduced important notions suchasconsistent ordering and property A, which he used for the formulation of an elegant theory for the convergence of these methods. Generalizations of Young's results to other relevant classes of matrices were due to Varga In the late 1960s and early 1970s a number of methods appeared in which the order of relaxation was not prescribed or even deterministic. These were appropriately termed \chaotic" or \asynchronous" relaxations. It was established that if a variable is relaxed an in nite number of times, the global method would always converge for any order in which the relaxation takes place. A few of the main contributions were by Chazan and Miranker 39], Miellou 120] , Robert 138] and Robert et al. 139] . These methods were motivated by parallelism and were essentially ahead of their time for this reason.
Richardson and projection methods
Another line of development started with Richardson's methd (1910) x k+1 = x k + !r k =(I ; !A)x k + !b which can be viewed as a straight-forward iteration associated with the splitting A = K ; R, with K = 1 ! I, R = 1 ! I ; A. Here r k is the residual vector of the current iterate: r k = b ; Ax k For the residual at the k + 1-st step, one obtains r k+1 =(I ; !A) k+1 r 0 = P k+1 (A)r 0 where P k+1 (A)isak + 1 degree polynomial in A, with P k+1 (t)=(1; t) k+1 . It is easy to see that for symmetric positive de nite matrices the process will converge for ! in the open interval 0 <!<2= max where max is the largest eigenvalue of A. In addition the best ! is is known to be 2=( min + max ), see e.g., 178, 148] for details.
The original Richardson iteration is readily generalized by taking a di erent ! = ! k for each iteration, which leads to the generalized Richardson iteration
The sequence of ! k s can be selected in a number of di erentways. Note that the residual vector after step k + 1 is given by r k+1 =(I ; ! k A)(I ; ! k;1 A) (I ; ! 0 A)r 0 (2) which shows that we can obtain any desired polynomial P k+1 with the property that P k+1 (0)=1,by selecting its roots as the iteration parameters in (1). This process is referred to as polynomial acceleration of the simple splitting for A that wegaveabove. It was studied by, among others, Young 194 \Richardson's method has the disadvantage of being numerically unstable". In fact, the Chebyshev semi-iteration method (Golub and Varga 81] ) can, in exact arithmetic, be obtained from these polynomial accelerated methods, bychoosing the acceleration parameters in successive Richardson iterations properly, but this approach is unstable. In the Chebyshev semi-iteration method one exploits the three term recurrence relation for Chebyshev polynomials, which leads to a stable three term recurrence iterative method. The main problem with these Chebyshev methods is that one needs fairly accurate information about extremal eigenvalues, since these de ne the interval for the Chebyshev polynomials.
The method of steepest descent which is attributed to Cauchy (1847) is also of the form (1). Kantorovitch later considered the method in a 1945 paper 103] that appeared in the Russian Doklady Akademii Nauk SSSR. In this case, the scalar ! k is selected so as to minimize the quadratic form
In the fties and sixties other matrix splittings were suggested as a basis for iteration methods. We mentioned before one such splitting, namely the ADI method of Peaceman and Rachford 132] . In 1968, Stone 162] proposed the Strongly Implicit Procedure, which is in fact a simple Richardson iteration with a series of splittings of the matrix. The idea, for a ve-point nite di erence stencil, is to factor the matrix in a lower triangular matrix and an upper triangular matrix each with a three-point stencil (as in incomplete LU with no ll-in). The factors are chosen in suchaway that the ll-in is spread over the seven-point stencil of the product matrix. This is di erent from the Kendall-Dupont-Rachford (1968) 57] decomposition, where the ll-in is compensated by a correction to the diagonal in suchawaythat the sum of the elements of the error matrix equals zero for eachyrow. Convergence in the SIP method is achieved by a set of iteration parameters (up to 18) for di erent distributions of the elements in the error matrix. The choice of the parameters is motivated byaFourier analysis. Eachvalue of the iteration parameter kills some components in the error (but may lead to increase in other components). Successful application of SIP requires to apply a special order of the iteration parameters, and for eachv alue the decomposition has to be carried out from top to bottom and next from bottom to top. The SIP method gained quite some popularityinoil reservoir simulation and groundwater simulation problems, but its usage seem to have declined in favor of the Krylov methods. The Dupont-Kendall-Rachford splitting was proposed to be used in combination with Chebyshev polynomial acceleration.
In 1937 and 1938 twopaperswere published on methods that can be termed`row-projection methods' (or column projection methods). These methods proposed by Kaczmarz 99] and Cimmino 42] were also based on one-dimensional corrections: However, one-dimensional projections methods of a di erenttype, based on very general de nitions of norms were very popular in the late 50s. Here, we mention the work of Gastinel among others. Gastinel For example, for the 1-norm, the components of v can be de ned as v i = sign(e T i r), where r = b ; Ax is the current residual vector. This vector v is chosen to do an orthogonal projection step. The method canbeshown to converge for any nonsingular matrix.
5 Second-order and polynomial acceleration An important observation regarding all acceleration methods of the form (1) is that their residuals take the form (2), so there is room for improvementtothescheme if successive iterates are considered.
In 1950 Frankel 73] proposed an acceleration method which used a three-term recurrence of the form x k+1 = x k + k k k = r k ; k k;1 This \second order Richardson process" is initialized by ;1 = r ;1 = 0. Frankel's method 73] uses constant coe cients and results in a residual polynomial which is a combination of Chebyshev polynomials of the rst and second kind.
Naturally Chebyshev polynomials should give rise to optimal-like behavior and a number of authors discovered, rediscovered, or enhanced the method at various times. The paper by Flanders and Shortley 70] showed how to use Chebyshev polynomials for eigenvalue calculations. Later Shortley 153] adapted this method for the solution of linear systems. In the Russian literature, Gavurin 79 ] also introduced the idea independently in 1950. In 1954 Young 194] proposed a method whichamounted to compounding (or restarted) Chebyshev iterations. However the method was in the form (1) { whichisunstable. Young gave some remedies to the process which consisted of reordering the roots ! k before applying the polynomial.
In the particular case where A is symmetric positive de nite the eigenvalues are located in an interval min max ]. The best residual polynomial 1 ; s( ) in this case is a shifted and scaled Chebyshev polynomial of the rst kind, and its three-term recurrence results in a simple three-term recurrence for the approximate solution, see, e.g., 148].
Using a di erent approach altogether, Lanczos in a 1952 paper 108] discusses the use of certain polynomials that are optimal in a least-squares sense. This paper, whichwas by and large overlooked by researchers, made a number of contributions. Its focus is on symmetric positive de nite matrices -for general matrices the author resorts to the normal equations. One of the main ideas proposed is to consider the problem of approximating the delta function in the interval 0 1] whichcontains all eigenvalues (after the matrix is scaled by its largest eigenvalue). He then transforms the variable using the change of variables x = (1 ; cos )=2. Now a least-squares approximation to the delta function is sought in the trigonometric basis. This leads to the so-called Dirichlet Kernel whose solution is well-known
Toavoid the high oscillations around discontinuities, the so-called Gibbs phenomenon, Lanczos suggested a strategy due to Fejer.
Later, a remarkable paper by Stiefel gaveafairly complete view on similar ideas revolving around least-squares polynomials 161]. The above paper by Lanczos was not referenced by Stiefel. It is only in 1983 that the idea of using least-squares polynomials resurfaced in force again, motivated essentially by parallelism and vector processing. Earlier in 1979 a paper by Dubois, Greenbaum, and Rodrigue 55] suggested using simple Neumann series expansion of the matrix. In 1976 Axelsson addressed the problem of computing good polynomials when the spectrum is located in twointervals, and he was followed later in 1980 by deBoor and Rice 51] who showed how to compute the best min-max polynomial in this situation and the more general situation of multiple intervals. (4) where w is some weight function on the interval ( min max ), and k:k w is the L 2 -norm associated with the corresponding inner product. Because the distribution of eigenvalues matters more than condition numbers for the preconditioned conjugate gradient method, the authors observed in 97] that leastsquares polynomials tend to perform better than those based on the uniform norm, because they result in a better clustering of the spectrum. Moreover, Lanczos 108] and Rutishauser 141] already noted that the eigenvalue estimates need not be accurate: in fact it su ces to use the simple bounds that are provided by Gershgorin's theorem. Further experiments in 142] did con rm that in some cases the least squares polynomial over the Gershgorin interval, may perform as well as the in nity norm polynomial over min max ]. Note that this is only a minor advantage of least-squares polynomials since e ective adaptive procedures exist to compute min max see 91] for symmetric problems and 115, 63] for nonsymmetric problems. We should add that the observations made in 97] and in 142], and the simplicity of a method that bypasses eigenvalue estimates, have made least-squares polynomials more popular for polynomial preconditionings.
In the more general nonsymmetric case the interval (or union of intervals) that contains the spectrum is to be replaced by a more complex continuum E in C , which ideally would contain the eigenvalues of the matrix A. Several choices have been used for E. The rst idea, proposed byManteu el in 1977- 78 114, 115] , is to use an ellipse E that encloses an approximate convex hull of the spectrum, or more precisely, the eld of values of A. Then the shifted and scaled Chebyshev polynomials are optimal or nearly optimal and the use of these polynomials leads again to an attractive three-term recurrence. He exploited the fact that an unaccurate guess of extremal eigenvalues leads to either divergence or very slow convergence, in which the eigenvectors corresponding to the unidenti ed extremal eigenvalues play a dominant role. After a few iterations these directions can be identi ed and the parameters for the Chebyshev iteration polynomials can be adjusted. Although superseded by the parameter-free Krylov iteration methods, the Chebyshev methods are still of interest on computer platforms where the inner products are relatively expensive. They can be used in combination with Krylov methods, either as polynomial type preconditioners in order to damp dominating parts of the spectrum, or to continue the iteration with the eigenvalue guesses that can be obtained from the Krylov methods (the Ritz values).
A second alternativeisto use a polygon H that contains (A) 151, 143] . A notable advantage of using polygons is that they may better representtheshape of an arbitrary spectrum. The polynomial is not explicitly known but it may be computed by a Remez algorithm. As in the symmetric case an alternative is to use some weighted L 2 -norm instead of the in nity norm. Saylor and Smolarski used a discrete norm on the polygon 151]. Saad 143] usedan L 2 -norm associated with Chebyshev weights on the edges of the polygon and expressed the best polynomial as a linear combination of Chebyshev polynomials associated with the ellipse of smallest area containing H.
Yet another attractive possibility, with polygons instead of ellipses, proposed byFischer and Reichel 69] is to avoid the problem of best approximation altogether and interpolate the function 1=z with a polynomial at the Fejer points of E, i.e., the points e 2ji =k j =0 1 k that are conformally mapped from the unit circle to H. This is known to be an asymptotically optimal process. There are numerous publications related to this approach and the use of Faber polynomials see the references in 69].
6 Krylov subspace methods: the rst period
In the early 50s a number of new methods appeared that dramatically changed the landscape of iterative methods. In separate contributions Lanczos 109] and Hestenes and Stiefel 94] propose in e ect di erent versions of what is now known as the Conjugate Gradient method. Amazingly, Hestenes and Stiefel actually discovered the same method independently 1 . The method proposed by Lanczos is, for symmetric positive de nite matrices, mathematically equivalent to the Conjugate gradient method, but it was described for the general case of nonsymmetric matrices.
There is no doubt that the origin of this class of methods was deeply rooted in approximation theory and, in particular in orthogonal polynomials. The ideas behind \gradient methods" as this class of methods was referred to, are based on some kind of global minimization. For instance, for positive de nite symmetric A, the CG method minimizes the so-called A-norm: kx i ; xk 2 A (x i ; x A(x i ; x)), for x i that are in the Krylov subspace K i (A r 0 ) r 0 ::: A i;1 r 0 . For some PDE problems this norm is known as the Energy norm, which has physical relevance. Another interpretation of the gradient methods is that the residual is orthogonal to the space of previously generated residuals, or some related space. For more uneven distributions one can obtain bounds by making more subtle choices for the approximating polynomials, for instance, products of suitably chosen Chebyshev polynomials 4]. These choices do not reveal the superlinear convergence that is often observed for CG and also for other Krylov subspace methods. The notion of superlinear convergence refers to the observation that the convergence of CG accelerates in the course of the process. Proofs for superlinear convergence had been given already in the early fties 104, 92], but these did not reveal that the superlinear behavior may take place in early phases of the iteration process they were qualitative rather than quantitative. Concus et al 45] related this convergence behavior to the Krylov subspace approximations, by stating that \the extremal eigenvalues are approximated especially well (by the Ritz values corresponding to the Krylov subspace) as CG proceeds, the iteration then behaving as if the corresponding eigenvectors are not present (thus leading to a smaller \e ective" condition number in (5), whichmight then explain the faster convergence." In 1986, this was proven in a quantitativeway 170] and it was shown that the relevanteigenvalues needed to be approximated only in a modest degree byRitzvalues, for an acceleration to set in. As was mentioned in section 2, the actual behavior of CG, in nite precision arithmetic, was initially not quite well understood. Several attempts to analyze this have been made, but it was until the early nineties before this problem was satisfactorily explained. Greenbaum and Strakos showed that CG in nite precision could be regarded as the exact process applied to an expanded system that is closely related to the given system, and the matrix of the expanded system has almost multiple exterior eigenvalues when the orthogonality in the process is lost. This helps explain why nite precision leads to a delayin the iteration process, but does not prevent the algorithm to deliver accurate approximate solutions (for symmetric positive de nite systems). For details, see 82, 163] and 83, Ch.4] . Surprisingly, it took some time before the ideas of the CG were generalized to other classes of matrices. Paige and Saunders 128], in 1975, showed that the underlying Lanczos method, could also be used for e cient implementations of related approaches for symmetric inde nite matrices. In MINRES, the norm of the residual kAx i ; bk 2 is minimized, and this required a more careful approach in order to avoid 1 The anecdote told at the recent \Conference on preconditioning methods for sparse matrix problems in industrial applications" held in Minneapolis, byE m e r . Prof. Marvin Stein, the post-doc who programmed the algorithm for M. Hestenes the rst time, is that Stiefel was visiting UCLA at the occasion of a conference in 1951. Hestenes, then a faculty member at UCLA, o ered to demonstrate this e ective new method to Stiefel, in the evening after dinner. Stiefel was impressed by the algorithm. After seeing the deck of cards he discovered that this was the same method as the one he had developed independently in Zurich. Stiefel also had an assistant, by the name of Hochstrasser, who programmed the method.
breakdowns. Conjugate Gradient can be interpreted as a process in which A is projected to the Krylov subspace (in fact, the Lanczos approach), which leads to a tridiagonal matrix T of low dimension. The actual approximation x i is determined by solving a small linear system with T, and this is done with LU without pivoting. This leads to the elegant short recurrences in CG. For inde nite matrices, the LU factorization could lead to numerical di culties.
Paige and Saunders circumvented this by employing a QR decomposition of T,which leads again to regular short recurrences, making the MINRES method attractive because of its minimal overhead and its economy of storage. It may come as a small wonder that one can also minimize kx i ; xk 2 ,without knowledge of the solution x. Paige and Saunders accomplished this in their SYMMLQ, by restricting x i to AK i (A r 0 ). The advantage of SYMMLQ over MINRES appears to be in less sensitivity to ill-conditioning of A, the price one has to pay is that SYMMLQ often takes more steps. A slight disadvantage is also that although the method minimizes the norm of the error, the value of this norm is not known and the only practical information one has is the norm of the residual.
In 1976, Concus and Golub 43] and Widlund 190] came up with the idea of splitting a matrix into its symmetric and nonsymmetric parts and using the symmetric part as a preconditioner. With the proper inner product, the resulting algorithm corresponds to an iteration with a skew-Hermitian matrix -and therefore a three-term recurrence -CG-like -algorithm (called CGW) can be formulated.
The Bi-CG method, proposed in 1976 by Fletcher 71] , is actually an implementation of the two-sided Lanczos process, which was suggested by Lanczos in 1952. In Bi-CG, the residual is constructed to be orthogonal to a Krylov subspace generated with A T and some vector s 0 . Initially, manynumerical analysts were very skeptical of the Bi-CG, mainly because of the various breakdown situations that may occur. Also, Bi-CG did not minimize any norm of interest and the convergence behavior can be very irregular. The fact that the underlying two-sided Lanczos process works with non-orthogonal projections led to serious doubts on the usefulness of the method. A good example of this concern is in 191,page 394, 395], where the two-sided Lanczos method (viewed as a nite method for reducing a nonsymmetric matrix to tridiagonal form) is commented on: \... we may well havetopayaheavy price in terms of numerical instability..." and \... it is di cult to think of any reason whywe should use Lanczos' method in preference of Householder's". Wilkinson's analysis is, of course, still valid. However in the context of solving large sparse linear systems, wehave learned to makethetwo-sided Lanczos method and the Bi-CG into useful solution techniques thanks to a number of enhancements and a better understanding of these processes.
7 Krylov subspace methods: the second period Of course, the success of Krylov methods for symmetric matrices has inspired the construction of similar methods for unsymmetric matrices. The classical Lanczos method leads to a tridiagonal system, the projection of A with respect to the Krylov subspace. Factorization of this tridiagonal matrix as the product of a lower and an upper bidiagonal matrix, leads to the coupled two-term recurrences as in Bi-CG. As said before, Bi-CG su ered from several breakdown conditions. One breakdown, associated with the inde niteness of the implicitly generated projected tridiagonal system, can be cured by admitting two bytwoblocks along the diagonal of one of the factors. This requires the combination of two successive iteration steps, which explains the name Composite step Bi-CG 11]. A similar idea had been used much earlier by Luenberger, in order to make the Conjugate Gradient algorithm robust for symmetric inde nite matrices 111]. The other breakdown, a more serious one, arises when the bi-orthogonalization process leads to a zero inner product of the two new vectors in the Krylov subspace and its adjoint space (that is the Krylov subspace, generated in the two-sided Lanczos process, with A T ). Likewise, a near breakdown should also be avoided since it may lead to inaccuracies in the approximated solution. This breakdown can be cured with a look-ahead strategy, rst proposed by Parlett, Taylor, and Liu 131]. The idea is to expand the Krylov subspaces bytwovectors simultaneously, and to make the new vectors blockbiorthogonal with respect to the similarly expanded adjointspace. Parlett et al considered only look-aheads of length two, but a few years later, around 1990, the idea was picked up almost simultaneously by a number of other researchers who generalized it to look-aheads of arbitrary length. The most well-known of these approaches were those published by Gutknecht and co-authors 88], Joubert 98], Parlett 130 ], Freund and Nachtigal 75], and Brezinski and co-authors 29, 30] . In the latter work, the look-ahead strategy was related to the theory of orthogonal polynomials and referred to as recursive zoom technique.
The connection between orthogonal polynomials and the Lanczos algorithms (and also the "-algorithm)
is discussed in 26]. This has proved to be very useful for getting more insight in the Lanczos and twosided Lanczos algorithms. It also has helped to construct breakdown free variants of the hybrid Bi-CG algorithms, for details on this see 27] .
Curing the breakdowns in Bi-CG was important, but there were other aspects as well that motivated further research. The convergence behavior of Bi-CG is usually quite irregular, in the sense that the norms of successive residuals can behave erratically. This motivated Freund and Nachtigal 75] to propose an algorithm in which the projected overdetermined tridiagonal system is solved in a least-squares sense. Since the basis vectors for the Krylov subspace, generated by the two-sided Lanczos process, are in general not orthogonal, this approach does not lead to a minimum residual approximate solution (as with MINRES), and this inspired for the name QMR (Quasi Minimum Residual). The full QMR method includes a look-ahead strategy, but it became also popular without it, since the rst breakdown condition is cured by the least squares solution of the tridiagonal system. For a template for this simpli ed QMR, see 12] .
The other clear disadvantage in the basic two-sided Lanczos method was the necessity to construct twoKrylov subspaces: K i (A r 0 ), and K i (A T s 0 ). Of the twovector bases generated only one is exploited for the solution, the other can be regarded as an auxiliary set used to generate the inner products needed to generate the bi-orthogonal basis. Sonneveld 157] For the situation where Bi-CG delivers a residual r i (= p i (A)r 0 ) that is small compared with r 0 ,onemay conclude that p i (A) has transformed r 0 into a small vector, and hopefully,ifwe apply p i (A)twice, then this leads to a double reduction. Indeed, the resulting method, CGS (Conjugate Gradients Squared), often leads to a convergence about twice as fast as Bi-CG. This algorithm is also referred to as Bi-CGS, which is actually more appropriate. The downside of the squaring of p i is that the convergence of CGS is usually much more irregular than for Bi-CG. This can lead to serious accuracy problems in nite precision arithmetic wewillcomeback to this aspect later.
Soon after the discovery of the CGS method, it was recognized that the operations with A T could also be transformed to other polynomials in A. The rst idea in this direction was Bi-CGSTAB 176], in which Bi-CG was combined with minimum residual steps of degree one. This led to a convergence that is rather smooth as well as faster than Bi-CG and it gave rise to many other hybrids. Gutknecht suggested to combine 2i Bi-CG steps with i times a minimum residual method of degree 2. This was generalized by Sleijpen and Fokkema 156] to Bi-CGSTAB(`). The same principles can also be applied to QMR, and the analogue of CGS led to TFQMR 74] . The analogue of Bi-CGSTAB is QMRSTAB, suggested byChanetal 36]. Zhang 197] describes more general product methods based on Bi-CG. His framework includes the previously described methods, but also admits hybrid variants in which one can shift from CGS to Bi-CGSTAB at some iteration step. This principle admits further possibilities for reducing the residual in some norm. An interesting variant of CGS has been suggested byF okkema et al 72] . Here, the polynomial p 2 i that generates the residuals, is replaced by the product p i e p i , where e p i is the polynomial that corresponds to a`nearby' Bi-CG process. The principle can be used to help reduce severe irregularities in the convergence, while the quadratically reduced errors in important eigenvector directions are still realized. According to the authors, this is an advantage in the context of iterative solutions of Jacobian systems in a Newton process for nonlinear systems of equations. Similar ideas were also considered by Brezinski and Redivo Zaglia 28] . Their approach is to compute approximations by two di erent methods and to combine the two results in an e ort to get a better approximation. For some methods, the combined method can be executed at reduced costs, that is some of the matrix vector products can be used for both methods. For a detailed overview of this approachsee 27, Ch.5].
A di erent direction is to try to minimize the norm of the residual over all vectors in the Krylov subspace, similar to the MINRES approach for symmetric A. Anumber of methods were proposed that achieved this goal, among them ORTHODIR 96], GCR 59], and ORTHOMIN 180] , but many of these methods su ered from some numerical instability. GMRES 149]developed in 1986, was mathematically equivalent to these techniques but soon it came to be preferred because of its better numerical behavior and its lower cost, both in terms of memory and arithmetic. An advantage of GMRES is its guarantee to compute the approximate solution with minimum residual norm, but the price to be paid is that the overhead costs per iteration, that is the computations other than the matrix vector product, increase linearly with the iteration count. Also, all basis vectors for the Krylov subspace have to be stored. The obvious solution seems to be to restart after a convenientnumber of iterations, before the costs for computation and storage become prohibitive. This is known as restarted GMRES, or simply GMRES(m). The disadvantage of this approach is that it decreases the robustness of the method since convergence is no longer guaranteed. Moreover, by restarting the convergence behavior may become very slowand one runs the risk to miss the faster convergence that mighthave occurred for a larger value of m. For that reason, researchers have tried to nd ways to reduce the number of iteration steps, other than by preconditioning, or even in addition to preconditioning. One idea is to try to improve the preconditioner with updates from the Krylov subspace. This has been suggested rst by Eirola and Nevanlinna 58] . Their approach leads to iterative methods that are related to Broyden's method 33], which is a Newtontype method. For speci c but obvious choices, one recovers a method that is equivalent to GMRES. The Broyden method can be obtained from this update-approach if we do not restrict ourselves to Krylov subspaces. See 181] for a discussion on the relation of these methods.
The idea of preconditioning is to approximate A ;1 p for vectors p generated by the iteration method.
One could do this in a di erentwayforevery iteration step, for instance, by incorporating information from previous iteration steps in the preconditioner, or byapproximating A ;1 p by some iteration method again. The updated preconditioners cannot be applied immediately to GMRES, since the preconditioned operator nowchanges from step to step, and we are not forming a regular Krylov subspace. However, we can still minimize the residual over the new subspace. The idea of variable preconditioning has been exploited in this sense, by di erent authors. Axelsson and Vassilevski 10]have proposed a Generalized Conjugate Gradient method with variable preconditioning, Saad 146] has proposed a scheme very similar to GMRES, called Flexible GMRES (FGMRES), and Van der Vorst and Vuik 177] have published a scheme called GMRESR. FGMRES has received more attention, possibly because it is fairly easy to implement: only the update directions in GMRES have to be preconditioned, and each update maybe preconditioned di erently. This means that only one line in the GMRES algorithm has to be adapted. The price to be paid is that the method is no longer robust it may break down. GMRESR and the Generalized Conjugate Gradient method produce, in exact arithmetic, the same results, but GMRESR is numerically more stable and more e cient. In GMRESR the residual vectors are preconditioned and if this gives a further reduction then GMRESR does not breakdown. This gives slightly more control over the method in comparison with FGMRES. In most cases though the results are about the same. Other methods that proved to be very useful include the LSQR method, suggested in 1982 byPaige and Saunders 129] . LSQR is a clever implementation of the Lanczos method that leads to a factorization of the tridiagonal reduced matrix for A T A. This is often the method of choice for overdetermined or underdetermined systems it minimizes the norm of the residual over the Krylov subspace generated with A T A. For square systems the method is not so e ective, unless one nds a good preconditioner, since the convergence behavior of LSQR is dictated by the square of the condition numberofthesysteminvolved. LSQR mayalsobeviewed, in exact arithmetic, as CG applied to the normal equations. If one applies CG in this fashion, however, then one will see a loss in stability. Craig's method 129] is a Krylov method that also works with A T A and in which the error kx i ; xk 2 is minimized, without computing the value of this norm.
Finally, we mention that Weiss, in the early nineties, gave generalizations of SYMMLQ for unsymmetric matrices. These methods are known as GMERR methods 186, 188] . It mayhave an advantage to have a method in which the norm of the error is minimized, but since this is done over a di erent subspace, namely A T K i (A T r 0 ), it is not clear yet when this leads to advantages over, for example, GMRES, in terms of e ciency or stability.
Convergence results for Krylov methods in the non-Hermitian case were established following essentially similar ideas as for the CG algorithm, see 148, 83] for overviews. However, this simple analysis whichwas given, for example, for GMRES 149]was soon viewed as insu cient. One fundamental question that was asked in the early 80s was whether a short recurrence iterative process could be found that was also optimal for non-Hermitian matrices. Indeed, it was known how to generate short-term recurrence algorithms for nonsymmetric matrices (e.g. the BiCG) but these do not verify obvious optimality properties. On the other hand the optimal processes that were known required long recurrences (e.g., GMRES). The answer to this question was given by the excellent paper byF aber and Manteu el in 1984, and alas it was a negative one 67]: short-term solution algorithms that are also optimal can essentially be devised only for a restricted class of matrices for all practical purposes, these matrices are either Hermitian or Skew-Hermitian. Many attempts to get a better understanding of the behavior of GMRES were made. Work byBrown 32] and later by Cullum and Greenbaum 47] established relations between certain methods (GMRES and FOM, and then BiCG and QMR). Greenbaum and Strakos 84] showed a number of interesting properties of GMRES -in particular they established that essentially any convergence behavior is possible for the same spectrum. For the BiCG and related methods, very little theory is available on convergence. An attempt on this was to introduce variable metrics, see 13]and the survey byWeiss 187].
Accelerators are not enough: preconditioning methods
The convergence of iterative methods depends on spectral properties of the matrix of the linear system and in order to improve these properties one often transforms the linear system by a suitable linear transformation. This process is known as preconditioning.
We do not know for sure who coined the term`preconditioning' rst { it may have been Turing (according to Golub and O'Leary 80]) or Forsythe (see below). Regardless, the idea was known quite early on. Cesari, in 1937 35], proposed to multiply agiven system Ax = b with a polynomial P(A), in an attempt to speed up the convergence of the Richardson iteration (see also 22, p.156] for a discussion on this in this reference the Richardson process is referred to as von Mises' iteration). In the 1952 paper by Lanczos 108 ] the notion of polynomial preconditioning is clearly de ned: \The construction of the inverse matrix is equivalent to a linear transformation which transforms the given matrix into the unit matrix. The unit matrix can be conceived as the extreme case of a well-conditioned matrix whose eigenvalues areall1.We will ask for much less if we merely demand the transformation of the original system whose dispersion is moderate." Lanczos then states that the goal of the procedure is to \reduce the initial skewness" of the system, not bring about the exact solution. Forsythe in his report on this paper in the mathematical reviews (review MR 16-751, 1955) does employtheterm \preconditioning" explicitly. Polynomial preconditioning is also clearly mentioned in the review paper by Stiefel 161 ] -in 1959. Hestenes in 1956 93] , viewed the conjugate gradient method as an acceleration technique for suitable matrix splittings. His formulation of the algorithm is equivalent with preconditioned conjugate gradients.
Modern preconditioning methods started in the late 60s and early seventies. Evans 66] used the term preconditioning explicitly for the acceleration of SSOR bytheChebyshev iteration. However, this combination had already been studied by Sheldon in 1955 152] . In 1972, Axelsson 3] proposedtouse the SSOR method as a preconditioner for the conjugate gradient method. The incomplete Cholesky decompositions van der Vorst, 1974, 1977) , became quite popular and led to the ICCG process 117]. Concus, Golub and O' Leary 45] wrote an in uential paper on the usage and e ect of preconditioning for the CG method.
Incomplete Factorizations
Preconditioning as we know it today refers mostly to approximate or incomplete factorizations of the coe cient matrix. Some of the early publications on such factorizations that are often cited include Buleev 34] , Varga 179] . and Oliphant 123] . Later in the 1960s a few other procedures were developed speci cally for matrices arising from nite di erence approximations to elliptic operators, these include the work by Dupont, Kendall, and Rachford 57] . In 1977 Meijerink and Van der Vorst introduced the more general incomplete LU factorization 117]. The paper suggests that the combination of this \preconditioning" and the conjugate gradient method could lead to a robust and very fast combination. Similar ideas were in existence before. However the paper provided a much needed stimulus to the whole area of iterative methods.
The Dupont-Kendall-Rachford splitting can be viewed as an incomplete LU factorization with zero llin, in which the elimination errors are compensated by corrections to the diagonal of the decomposition. In 1977 this procedure was generalized by Gustafsson 87] in 1978, as a modi ed form of the incomplete LU factorizations: MILU.
Several developments marked the years that followed. Two distinct ways of developing incomplete factorization preconditioners with improved accuracy were developed. The rst approach is based on a symbolic factorization view, i.e., it only requires the nonzero structure of the matrix to determine which ll-ins to drop. A method proposed by Watts 185] for irregular sparse matrices attributes a \level of ll" recursively to each ll-in element from the levels of ll-in of its parents, in the Gaussian elimination process. Then each ll-in that is introduced and whose level exceeds a certain threshold is dropped.
In practice for M-matrices, the higher the ll-in the lower the level. The second common approachis to modify a given direct solver by including a dropping rule, based on the numerical size of the ll-ins introduced 77, 125, 50, 49, 198, 196] .
Although the relation between the size of the dropped elements and the number of iterations required to achieveconvergence is far from being understood, on the average dropping small elements is more likely to produce a better quality preconditioner than dropping large elements. However, experience reveals that this is not always true. Another drawbackofthelevel-of-ll approach is that it is di cult to predict the amount of ll-in that will be generated.
The number of variations that can be found on incomplete factorization preconditioner is truly astounding and we will not attempt to list them all. It su ces to say that there were variants developed for speci c architectures (e.g., Twisted Factorizations), or for speci c applications (e.g., element-by-element preconditioners), or to exploit speci c features of the equations (e.g., block factorizations), among other classes. See 54] for an overview of these preconditioners, specially in view of their implementation for high-speed computers.
One of the interesting recurring themes in preconditioning methods is whether or not reordering the matrix prior to applying the ILU factorization can be helpful. Two early papers examined this carefully and concluded rather negatively. The rst is a paper by Simon 154] who considered large nonsymmetric linear systems. For the systems he considered he concluded that standard techniques used for sparse direct solvers were not too helpful for use in preconditioners based on level-of-ll. Immediately following this was a paper by Du and Meurant 56] which concluded, similarly, that ICCG does not in general bene t in any signi cant manner form reordering. These studies were limited to certain types of reorderings and certain types of preconditioners. It is nowknown 18] that certain reorderings, such as Reverse Cuthill McKee are bene cial in preconditioning methods, in particular with some form of dropping strategy. The bene cial impact of well-chosen ll-ins was already demonstrated in 56] for some orderings. What seems to be also clear is that the best approaches for direct solvers (such as Nested Dissection and minimal degree ordering) are not the best for iterativesolvers.
Since ILU and IC factorizations were the most popular preconditioners, at least in a sequential environment, many attempts have been made to improve them, for instance by including more ll 118], by modifying the diagonal of the ILU factorization in order to force rowsum constraints 87, 7, 6, 122, 171, 61] , or bychanging the ordering of the matrix 173, 174] . A set of experiments with respect to the e ects of ordering is contained in 56].
Saad 144] proposed a few variants on the incomplete LU approachforthe matrix A, one of which is in fact an incomplete LQ decomposition. In this approachitisnot necessary to form the matrix Q explicitly, and it turns out that the lower triangular matrix L can be viewed as the factor of an incomplete Cholesky factorization of the matrix A T A. This can be exploited in the preconditioning step, avoiding the use of Q. The second approach was to introduce partial pivoting in ILU, which appears to have some advantages for convection-dominated problems. This approachwas further improved by including a threshold technique for ll-in as is done in the ILUT algorithm, see 148,p.287].
Another major step forward, for important classes of problems, was the introduction of blockvariants of incomplete factorizations 167, 44, 5] , and modi ed variants of them 44, 5, 112] . It was observed, by Meurant, that these blockvariants were more successful for discretized 2-dimensional problems than for 3-dimensional problems, unless the`2-dimensional' blocks in the latter case were solved accurately. For discussions and analysis on ordering strategies, in relation to modi ed (block) incomplete factorizations, see 119,113].
8.2
Parallel preconditioners
Parallel preconditioners were discussed as early as with the rst appearance of vector and parallel computers. It soon became apparent that the standard ILU-based preconditioners whichwere just becoming quite popular, were also very sequential in nature and had either to be replaced or implemented di erently. The rst ideas that were promoted or discussed were based on approximating the LU-solves by means of Neuman expansions in the L and U solves 172] as well as from the start by approximating the inverse of the original matrix by the Neuman series expansion of its inverse 55]. This gave rise to a number of papers on \Polynomial preconditioners". The survey paper 145] gives an accountofthe state of the art toward the end of the 1980s and it can be seen that polynomial preconditioners gured prominently in the article. Another approach -termed \level-scheduling" or \wavefront" approach, was to unravel parallelism from the forward and backward solves. Because of sparsity,many equations can be solved at the same time in several levels during the forward and the backward solves -and a technique known in graph theory as \topological sorting" allows to determine these levels 1, 14, 19, 150, 174, 175] . However, these two methods were soon viewed as having a limited potential. Level-scheduling has limited parallelism and the rst and last (smallest) levels were small enough to cause bottlenecks. A number of strategies could be used to improve the situation however. Polynomial preconditioners faced more serious challenges. Their performance relative to existing alternatives was not too convincing, especially for small number of processors. In addition, it is di cult to nd a good polynomial in the case of inde nite matrices. Currentinterest in these techniques has all but vanished. This is a case where good mathematically based methods are not enough to overcome an inherent limitation of a given approach.
Red-black ordering is an obvious approachtoimprove parallel properties for well-structured problems, but experimental results were disappointing 56]soitwas avoided. If carefully done though, they can lead to signi cant gains in e ciency. Elman and Golub 62] suggested such an approach, in which Red-Black ordering was combined with a reduced system technique. The idea is simply to eliminate the red points, and construct an ILU for the reduced system of black points. Recently, DeLong and Ortega 53] and Saad 147] suggested carrying out a few steps of red-black ordered SOR as a preconditioner for GMRES and Bi-CGSTAB. The key to success in these cases seems to be a combined e ect of fast convergence of SOR for red-black ordering, and the ability of the Krylov subspace to remove stagnations in convergence behavior associated with a few isolated eigenvalues of the preconditioned matrix.
Another stream of ideas for deriving parallel preconditioning methods came from domain decomposition-type methods. Such methods were in existence in the Partial Di erential Equations (PDE) literature already in a di erent form, see, e.g., the survey paper 38]. Though domain decomposition methods were motivated by parallel computing it appeared that the approach could be used with success also for the construction of sequential preconditioners. Domain decomposition has been used for problems that arise from discretization of a PDE over a given domain. The idea is to split the given domain into subdomains, and to solve the discretized PDEs over each subdomain separately. The main problem is to nd proper boundary conditions along the interior boundaries of the subdomains. Domain decomposition is used in an iterative fashion and usually the interior boundary conditions are based upon information on the approximate solution of neighboring subdomains that is available from a previous iteration step.
It was shown by Chan and Goovaerts 37] that domain decomposition can actually lead to improved convergence rates, provided the number of domains is not too large. A splitting of the matrix with overlapping sub-blocks along the diagonal, which can be viewed as a splitting of the domain, if the matrix is associated with a discretized PDE and has been ordered properly,was suggested by Radicati and Robert 134] . They suggested to construct incomplete factorizations for the sub-blocks. These subblocks are then applied to corresponding parts of the vectors involved, and some averaging was applied on the overlapping parts. A more sophisticated domain-oriented splitting was suggested in 184], for SSOR and MILU decompositions, with a special treatment for unknowns associated with interfaces between the subdomains.
The isolation of sub-blocks was done by Tang 166] in such a way that the sub-blocks correspond to subdomains with proper internal boundary conditions. In this case it is necessary to modify the sub-blocks of the original matrix such that the sub-blocks could be interpreted as the discretizations for subdomains with Dirichlet and Neumann boundary conditions in order to force some smoothness of the approximated solution across boundaries. In 164]thiswas further improved by requiring also continuity of cross-derivatives of the approximate solution across boundaries. The local ne-tuning of the resulting interpolation formulae for the discretizations was carried out by local Fourier analysis. It was shown that this approach could lead to impressive reductions in numbers of iterations for convection dominated problems.
Note that Domain Decomposition methods for general sparse linear systems became successful at the same time as the machines for whichtheywere designed (distributed memory, MIMD computers) were gaining importance. Currently, most of the parallel iterative solvers packages utilize essentially DD type preconditioners.
For an overview of parallel preconditioners, and guidelines for their e cient implementation, see 54].
Multilevel Preconditioners
Methods based on multilevel techniques, suchasmultigrid, have been popular for solving certain types of PDEs 89] . They are often designed speci cally for problems arising from PDEs with regular meshes. Algebraic multilevel solution methods were developed as an attempt to extend the scope of these methods 140]. Clearly, nothing can prevent the use of these techniques as preconditioners for Krylov solvers. Since the multigrid method is viewed as optimal, its users have often avoided to use an accelerator such as GMRES or BICGSTAB to accelerate it. A recent paper by Oosterlee and Washio 124] did, however, indicate that such a combination could be bene cial and lead to a much more robust solver than a multigrid solver alone. Recently, a class of preconditioners that tended to close the gap between multilevel methods and preconditioned Krylov methods drew much attention. It was discovered that a multigrid-inspired ordering can be very e ective for discretized di usion-convection equations, leading in some cases to almost gridindependent speeds of convergence 168, 169] , see also 49]. These preconditioners can be viewed also from the angle of ILU factorization combined with a reordering as in the ILUM strategy, see 148, p. 371] . This type of approach can be fairly robust and scale well with problem size, unlike other ILU preconditioners.
In earlier related work, Axelsson and Vassilevski developed a method whichwas later referred to as AMLI 8, 9] that is based on a set of nested nite element grids. The equations associated with the ner mesh are reduced (approximately) and the process is repeated to a number of levels until the coarsest mesh is reached.
It is interesting to note that currently, this general approach o ers an excellent potential for providing a global method that can encompass most of the successful approaches for solving linear systems. By restricting the number of levels to one and performing the factorization accurately, one obtains a direct solver. A standard ILU solver can also be obtained by dropping ll-in.
Sparse Approximate Inverses
Many researchers and practitioners became aware of an important and damaging phenomenon in ILU techniques. An ILU factorization can be an accurate approximation to the original matrix but it can yield a very ill conditioned factorization 171]. This phenomenon of instability of the LU factors was analyzed in particular by Elman 60] . This weakness of ILU factorizations, coupled with their sequential nature, spurred researchers to consider radical alternatives. The approximate inverse methods whichwere rst proposed in the late 1970s 15]were in this category. It is only with the advent of massive parallel processing that such methods were considered as serious contenders of the now standard ILU methods 86]. A urry of publications followed this work and the work by Kolotilina and Yeremin 105, 106] . To cite just a few, 46, 85] de ne strategies for determining the best pattern for the inverse, 41, 40, 17, 16] de ne alternativeschemes. While at the beginning, these preconditioning methods were received with muchskepticism, it is fair to say that substantial progress has been made and a number of recent papers reported that approximate inverse schemes can often be competitivewithILU factorization methodseven in a sequential environment.
One idea for constructing an approximate inverse is to nd a sparse matrix M suchthatkAM ; Ik is small for some convenient norm. Kolotilina and Yeremin 106] presented an algorithm in which the inverse was delivered in factored form, which has the advantage that singularityofM is avoided. In 46] an algorithm is presented which uses the 1-norm for the minimization. We also mention Chow and Saad 41] , who use GMRES for the minimization of kAM ;Ik F . Drop-tolerance strategies are applied to limit the amount of ll-in allowed. The approachcanalso be used to correct explicitly some given implicit approximation, suchasagiven ILU decomposition. Based on this observation they derive an algorithm that produces the sparsity pattern for the most errorreducing elements of M. This is done in steps, starting with a diagonal approximation, each steps adds more non-zero entries to M, and the procedure is stopped when the norms are small enough or when memory requirements are violated.
Multigrid methods
As was mentioned above, among the earliest preconditioning methods were the simple relaxation schemes since these have, historically, been quite popular techniques. Thus Krylov subspace methods were viewed as methods for accelerating such techniques. Another powerful way of accelerating relaxation techniques is to use multigrid -or multilevel methods. Although wehavegiven little emphasis to these methods in this survey, they are nevertheless important methods which can give rise to very e cient solvers, actually of optimal complexity in some cases. The main observation of multigrid techniques is based on a Fourier analysis of the residual (or error) vector of a sequence of iterates that are generated byascheme suchas Jacobi or Gauss-Seidel. This means that these residual vectors are analyzed in the eigen-basis associated with the iteration matrix M -assuming that M has a complete set of eigenvectors. In the case of Jacobi, the observation is that the components associated with the largest eigenvalues (in the original matrix) will decrease rapidly. However, those associated with the smallest eigenvalues will converge muchmore slowly. As a result after a few steps, the \high-frequency" components mayhave converged while the \low-frequency" components mayhavemadevery little progress in comparison. To correct this situation, researchers developed methods that used several grids. The simplest idea is to use two meshes one ne and one that is coarser, where the ne mesh can be viewed as the result of re ning the coarse one. The iteration initially takes place on the ne mesh. After a few steps, the residual is projected onto the coarse mesh, by some form of restriction. Let A 2h be the matrix for the problem on the coarse mesh and r 2h this projected residual. The system A 2h = r 2h is then solved on the coarse mesh by means of a few steps of relaxation. This is called a correction step. The vector is then extrapolated into the ner mesh and the result is added as a correction to the iterate on the ne mesh. An early paper describing essentially such an idea can be traced back to 1935, when Southwell 158 ] discusses a \group-relaxation" scheme for a two-level setting. It is clear that we do not have to stop at twolevels of meshes. Much later Fedorenko 68] described the rst true multigrid technique -which employs more than two grids. The idea laid dormant for some time until Achi Brandt published a series of articles, the rst of It is often asked what is the best method to use: preconditioned Krylov subspace methods or a Multigrid approach? Users of iterative techniques are really split in two camps: those who use exclusively multigrid methods and those who use exclusively (preconditioned) Krylov subspace methods. Combination of the two methods have been advocated however, see Section 8.3, but this is an exception rather than a rule. When multigrid techniques work, they can be extremely e cient -far more so than preconditioned Krylov methods. However, their e ciency relies essentially on the inter-level restriction, and prolongation operators, the choice of whichwillvary from one application to the next. Such e ciencies canbeachieved for regular meshes and for smooth elliptic PDEs. Standard multigrid methods cannot be applied without the existence of an underlying mesh -hence its major limitation.
This led to the development of Algebraic Multi-Grid (AMG) initiated byby Ruge and Stuben 140]. AMG was de ned for algebraic systems -in the same manner as general sparse linear systems solversby de ning restriction and prolongation operators algebraically. The overall success of AMG, which is derived based on an underlying PDE problem, has been somewhat limited.
Outlook
It is rather di cult to predict what the future will bring in the area of iterative methods. However, it is almost certain that the usage of these methods will increase substantially in the applications areas. This is partly due to the impact of parallel architectures. Direct methods are more complex to implement in parallel than are iterative methods. Also it is clear that problem sizes are increasing to the pointof making direct solvers exceedingly expensive-bothin terms of memory and arithmetic costs. One ray of hope for those problems that are hard to solveby iterative techniques, is to combine techniques from direct and iterative solution technologies. As the communities from direct and iterativesolvers are getting to learn each other's tricks, the distinction between the two methodologies is getting to be blurred and this results in better, more robust, methods. Indeed, if memory is the only di culty with direct solvers, it may be possible to nd preconditioners that are far more accurate than current ones -but whichuse moderate amounts of memory.
