We propose a method that can generate an unambiguous description (known as a referring expression) of a specific object or region in an image, and which can also comprehend or interpret such an expression to infer which object is being described. We show that our method outperforms previous methods that generate descriptions of objects without taking into account other potentially ambiguous objects in the scene. Our model is inspired by recent successes of deep learning methods for image captioning, but while image captioning is difficult to evaluate, our task allows for easy objective evaluation. We also present a new large-scale dataset for referring expressions, based on MS-COCO. We have released the dataset and a toolbox for visualization and evaluation, see https://github.com/ mjhucla/Google_Refexp_toolbox.
Introduction
There has been a lot of recent interest in generating text descriptions of images (see e.g., [13, 53, 9, 5, 12, 26, 28, 40, 55, 8] ). However, fundamentally this problem of image captioning is subjective and ill-posed. With so many valid ways to describe any given image, automatic captioning methods are thus notoriously difficult to evaluate. In particular, how can we decide that one sentence is a better description of an image than another?
In this paper, we focus on a special case of text generation given images, where the goal is to generate an unambiguous text description that applies to exactly one object or region in the image. Such a description is known as a "referring expression" [50, 52, 41, 42, 14, 19, 27] . This approach has a major advantage over generic image captioning, since there is a well-defined performance metric: a referring expression is considered to be good if it uniquely describes the relevant object or region within its context, such that a listener can comprehend the description and then recover the location of the original object. In addition, because of the discriminative nature of the task, referring expressions tend to be more detailed (and therefore more useful) than image captions. Finally, it is easier to collect training data The major part of this work was done while J. Mao Figure 1 . Illustration of our generation and comprehension system. On the left we see that the system is given an image and a region of interest; it describes it as "the man who is touching his head", which is unambiguous (unlike other possible expressions, such as "the man wearing blue", which would be unclear). On the right we see that the system is given an image, an expression, and a set of candidate regions (bounding boxes), and it selects the region that corresponds to the expression.
to "cover" the space of reasonable referring expressions for a given object than it is for a whole image.
We consider two problems: (1) description generation, in which we must generate a text expression that uniquely pinpoints a highlighted object/region in the image and (2) description comprehension, in which we must automatically select an object given a text expression that refers to this object (see Figure 1 ). Most prior work in the literature has focused exclusively on description generation (e.g., [31, 27] ). Golland et al. [19] consider generation and comprehension, but they do not process real world images.
In this paper, we jointly model both tasks of description generation and comprehension, using state-of-the-art deep learning approaches to handle real images and text. Specifically, our model is based upon recently developed methods that combine convolutional neural networks (CNNs) with recurrent neural networks (RNNs). We demonstrate that our model outperforms a baseline which generates referring expressions without regard to the listener who must comprehend the expression. We also show that our model can be trained in a semi-supervised fashion, by automatically generating descriptions for image regions.
Being able to generate and comprehend object descriptions is critical in a number of applications that use nat-ural language interfaces, such as controlling a robot (e.g., "Rosie, please fetch me the beer from the top shelf of the fridge", cf. [4] ), or interacting with photo editing software (e.g., "Picasa, please replace the third car behind the fence with a motorbike", cf. [6] ). In addition, it is a good test bed for performing research in the area of vision and language systems because of the existence of a useful objective performance measure.
In order to train and evaluate our system, we have collected and released a new large scale referring expressions dataset based on the popular MS-COCO dataset [37] .
To summarize, our main contributions are as follows. First, we present a new large scale dataset for referring expressions. Second, we evaluate how existing image captioning methods perform at the referring expression task. Third, we develop a new method for joint generation and comprehension that outperforms current methods.
Related Work
Referring expressions. Referring expression generation is a classic NLP problem (see e.g., [54, 31] ). Important issues include understanding what types of attributes people typically use to describe visual objects (such as color and size) [42] , usage of higher-order relationships (e.g., spatial comparison) [52] , and the phenomena of over and underspecification, which is also related to speaker variance [14] .
Context (sometimes called pragmatics [20] ) plays a critical role in several ways [30] . First, the speaker must differentiate the target object from a collection of alternatives and must thus reason about how the object differs from its context. Second, the perception of the listener is also valuable. In particular, Golland et al. [19] recently proposed a game theoretic formulation of the referring expression problem showing that speakers that act optimally with respect to an explicit listener model naturally adhere to the Gricean Maxims of communication [22] .
In most of this previous work, authors have focused on small datasets of computer generated objects (or photographs of simple objects) [50, 41] and have not connected their text generation systems to real vision systems. However there has been recent interest in understanding referring expressions in the context of complex real world images, for which humans tend to generate longer phrases [18] . [27] were the first to collect a large scale dataset of referring expressions for complex real world photos.
We likewise collect and evaluate against a large scale dataset. However we go beyond expression generation and jointly learn both generation and comprehension models. And where prior works have had to explicitly enumerate attribute categories such as size, color (e.g. [47] ) or manually list all possible visual phrases (e.g. [46] ), our deep learningbased models are able to learn to directly generate surface expressions from raw images without having to first convert to a formal object/attribute representation.
Concurrently, [24] propose a CNN-RNN based method that is similar to our baseline model and achieve state-ofthe-art results on the ReferIt dataset [27] . But they did not use the discriminative training strategy proposed in our full model. [25, 32] investigate the task of generating dense descriptions in an image. But their descriptions are not required to be unambiguous. Image captioning. Our methods are inspired by a long line of inquiry in joint models of images and text, primarily in the vision and learning communities [13, 23, 49, 43, 34, 56, 36] . From a modeling perspective, our approach is closest to recent works applying RNNs and CNNs to this problem domain [53, 9, 5, 12, 26, 28, 40, 55] . The main approach in these papers is to represent the image content using the hidden activations of a CNN, and then to feed this as input to an RNN, which is trained to generate a sequence of words.
Most papers on image captioning have focused on describing the full image, without any spatial localization. However, we are aware of two exceptions. [55] propose an attention model which is able to associate words to spatial regions within an image; however, they still focus on the full image captioning task. [26] propose a model for aligning words and short phrases within sentences to bounding boxes; they then train an model to generate these short snippets given features of the bounding box. Their model is similar to our baseline model, described in Section 5 (except we provide the alignment of phrases to boxes in the training set, similar to [45] ). However, we show that this approach is not as good as our full model, which takes into account other potentially confusing regions in the image. Visual question answering. Referring expressions is related to the task of VQA (see e.g., [2, 38, 39, 16, 15] ). In particular, referring expression comprehension can be turned into a VQA task where the speaker asks a question such as "where in the image is the car in red?" and the system must return a bounding box (so the answer is numerical, not linguistic). However there are philosophical and practical differences between the two tasks. A referring expression (and language in general) is about communication -in our problem, the speaker is finding the optimal way to communicate to the listener, whereas VQA work typically focuses only on answering questions without regard to the listener's state of mind. Additionally, since questions tend to be more open ended in VQA, evaluating their answers can be as hard as with general image captioning, whereas evaluating the accuracy of a bounding box is easy.
Dataset Construction
The largest existing referring expressions dataset that we know of is the ReferIt dataset, which was collected by [27] , and contains 130,525 expressions, referring to 96,654 distinct objects, in 19,894 photographs of natural scenes. Images in this dataset are from the segmented and annotated TC-12 expansion of the ImageCLEF IAPR dataset [11] . Figure 2 . Some sample images from our Google Refexp (G-Ref) dataset. We use a green dot to indicate the object that the descriptions refer to. Since the dataset is based on MS COCO, we have access to the original annotations such as the object mask and category. Some of the objects are hard to describe, e.g., in the third image in the first row, we need to distinguish the boy from his reflection in the mirror. Two drawbacks of this dataset, however, are that (1) the images sometimes only contain one object of a given class, allowing speakers to use short descriptions without risking ambiguity, and (2) the ImageCLEF dataset focuses mostly on "stuff" (i.e. context) rather than "things" (i.e. objects).
In this paper, we use a similar methodology to that of [27] , but building instead on top of the MSCOCO dataset [37] , which contains more than 300,000 images, with 80 categories of objects segmented at the instance level.
For each image, we selected objects if (1) there are between 2 and 4 instances of the same object type within the same image, and (2) if their bounding boxes occupy at least 5% of image area. This resulted in selecting 54,822 objects from 26,711 images. We constructed a Mechanical Turk task in which we presented each object in each image (by highlighting the object mask) to a worker whose task was to generate a unique text description of this object. We then used a second task in which a different worker was presented with the image and description, and was asked to click inside the object being referred to. If the selected point was inside the original object's segmentation mask, we considered the description as valid, and kept it, otherwise we discarded it and re-annotated it by another worker. We repeated these description generation and verification tasks on Mechanical Turk iteratively up to three times. In this way, we selected 104,560 expressions. Each object has on average 1.91 expressions, and each image has on average 3.91 expressions. This dataset (released) is denoted as Google Refexp dataset and some samples are shown in Figure 2 .
While we were collecting our dataset, we learned that Tamara Berg had independently applied her ReferIt game [27] We report results on both datasets in this paper. However, due to differences in our collection methodologies, we have found that the descriptions in the two overlapped datasets exhibit significant qualitative differences, with descriptions in the UNC-Ref dataset tending to be more concise and to contain less flowery language than our descriptions. 1 
Tasks
In this section, we describe at a high level how we solve the two main tasks of description and generation. We will describe the model details and training in the next section.
Generation
In the description generation task, the system is given a full image and a target object (specified via a bounding box), and it must generate a referring expression for the target object. Formally, the task is to compute argmax S p(S|R, I), where S is a sentence, R is a region, and I is an image.
Since we will use RNNs to represent p(S|R, I), we can generate S one word at a time until we generate an end of sentence symbol. Computing the globally most probable sentence is hard, but we can use beam search to approximately find the most probable sentences (we use a beam size of 3). This is very similar to a standard image captioning task, except the input is a region instead of a full image. The main difference is that we will train our model to generate descriptions that distinguish the input region from other candidate regions. 
Comprehension
In the description comprehension task, we are given a full image and a referring expression and are asked to localize the the object being referred to within the image by returning a bounding box. One approach would be to train a model to directly predict the bounding box location given the referring expression (and image). However, in this paper, we adopt a simpler, ranking-based approach. In particular, we first generate a set C of region proposals, and then ask the system to rank these by probability. Then we select the region using R * = argmax R∈C p(R|S, I), where, by Bayes' rule, we have
If we assume a uniform prior for p(R|I), 2 we can select the region using R * = argmax R∈C p(S|R, I). This strategy is similar to image retrieval methods such as [29, 40] , where the regions play the role of images. At test time, we use the multibox method of [10] to generate objects proposals. This generates a large number of class agnostic bounding boxes. We then classify each box into one of the 80 MS-COCO categories, and discard those with low scores. We use the resulting post-classification boxes as the proposal set C. To get an upper bound on performance, we also use the ground truth bounding boxes for all the objects in the image. In both cases, we do not use the label for the object of interest when ranking proposals.
The Baseline Method
In this section we explain our baseline method for computing p(S|R, I).
Model Architecture
Our baseline model is similar to other image captioning models that use a CNN to represent the image, followed by an LSTM to generate the text (see e.g., [40, 9, 53] ). The main difference is that we augment the CNN representation of the whole image with a CNN representation of the region of interest, in addition to location information. See Figure 4 for an illustration of our baseline model.
In more detail, we use VGGNet [48] as our CNN, pretrained on the ImageNet dataset [7, 33] . The last 1000 dimensional layer of VGGNet is used as our representation of the object region. In addition, we compute features for the whole image, to serve as context. In experiments, we only fine-tuned the weights for the last layer of the CNN and fixed all other layers. To feed a region to the CNN, we keep the aspect ratio of the region fixed and scale it to 224 × 224 resolution, padding the margins with the mean pixel value (similar to the region warping strategy in [17] ). This gives us a 2000-dimensional feature, for the region and image. We encode the relative location and size of the region using a 5 dimensional vector as follows: Concatenating with the region, image, and location/size features, we obtain a 2005-dimensional vector which we feed as input into an LSTM model, which parameterizes the form of the distribution p(S|R, I). For our LSTMs, we use a 1024-dimensional word-embedding space, and 1024dimensional hidden state vector. We adopt the most commonly used vanilla LSTM structure [21] and feed the visual representation as input to the LSTM at each time step.
Maximum Likelihood Training
Our training data (discussed in Section 3) consists of observed triplets (I, R, S), where I is an image, R denotes a region within I, and S denotes a referring expression for R.
To train the baseline model, we minimize the negative log probability of the referring expressions given their respective region and image:
where θ are the parameters of the RNN and CNN, and where we sum over the N examples in the training set. We use ordinary stochastic gradient decent with a batch size of 16 and use an initial learning rate of 0.01 which is halved every 50,000 iterations. Gradient norms are clipped to a maximum value of 10. To combat overfitting, we regularize using dropout with a ratio of 0.5 for both the word-embedding and output layers of the LSTM.
The Full Method
The baseline method is to train the model to maximize p(S|R, I), as is common for CNN-LSTM based image captioning models. However a strategy that directly generates an expression based only on the target object (which [19] calls the reflex speaker strategy) has the drawback that it may fail to generate discriminative sentences. For example, consider Figure 4 : to generate a description of the girl highlighted by the green bounding box, generating the word "pink" is useful since it distinguishes this girl from the other girl on the right. To this end, we propose a modified training objective, described below.
Discriminative (MMI) Training
Section 5.2 proposed a way to train the model using maximum likelihood. We now propose the following alternative objective function:
where log p(Rn|Sn, In, θ) = log p(Sn|Rn, In, θ)
R ∈C(In) p(Sn|R , In, θ)
. (4) We will call this the softmax loss. Note that this is the same as maximizing the mutual information between S and R (assuming a uniform prior for p(R)), since
where p(S) = R p(S|R )p(R ) = R p(S|R ). Hence this approach is also called Maximum Mutual Information (MMI) training [3] . The main intuition behind MMI training is that we want to consider whether a listener would interpret the sentence unambiguously. We do this by penalizing the model if it thinks that a referring expression for a target object could also be plausibly generated by some other object within the same image. Thus given a training sample (I, R, S), we train a model that outputs a high p(S | R, I), while maintaining a low p(S | R , I), whenever R = R. Note that this stands in contrast to the Maximum Likelihood (ML) objective function in Equation 2 which directly maximizes p(S|R) without considering other objects in the image.
There are several ways to select the region proposals C. We could use all the true object bounding boxes, but this tends to waste time on objects that are visually very easy to discriminate from the target object (hence we call these "easy ground truth negatives"). An alternative is to select true object bounding boxes belonging to objects of the same class as the target object; these are more confusable (hence we call them "hard ground truth negatives"). Finally, we can use multibox proposals, the same as we use at test time, and select the ones with the same predicted object labels as R (hence we call them "hard multibox negatives"). We will compare these different methods in Section 8.2. We use 5 random negatives at each step, so that all the data for a given image fits into GPU memory.
To optimize Equation 3, we must replicate the network (using tied weights) for each region R ∈ C(I n ) (including the true region R n ), as shown in Figure 5 . The resulting MMI trained model has exactly the same number of parameters as the ML trained model, and we use the same optimization and regularization strategy as in Section 5.2. Thus the only difference is the objective function.
For computational reasons, it is more convenient to use the following max-margin loss, which compares the target region R against a single random negative region R :
{log p(Sn|Rn, In, θ)− λ max(0, M − log p(Sn|Rn, In, θ) + log p(Sn|R n , In, θ))} (6) This objective, which we call max-margin MMI (or MMI-MM) intuitively captures a similar effect as its softmax counterpart (MMI-SoftMax) and as we show in Section 8.2, yields similar results in practice. However, since it only compares two regions, the network must only be replicated twice. Consequently, less memory is used per sentence, allowing for more sentences to be loaded per minibatch which in turn helps in stabilizing the gradient.
Semi-supervised Training
Collecting referring expressions data can be expensive. In this section we discuss semi-supervised training of our full model by making use of bounding boxes that do not have descriptions, and thus are more ubiquitously available. Our main intuition for why a bounding box (region) R can be useful even without an accompanying description is because it allows us to penalize our model during MMI training if it generates a sentence that it cannot itself decode to correctly recover R (recall that MMI encourages p(S|R, I) to be higher than p(S|R , I), whenever R = R).
In this semi-supervised setting, we consider a small dataset D bb+txt of images with bounding boxes and descriptions, together with a larger dataset D bb of images and bounding boxes, but without descriptions. We use D bb+txt to train a model (which we call model G) to compute p(S|R, I). We then use this model G to generate a set of descriptions for the bounding boxes in D bb (we call this new dataset D bb+auto ). We then retrain G on D bb+txt ∪ D bb+auto , in the spirit of bootstrap learning. The above strategy suffers from the flaw that not all of the generated sentences are reliable, which may "pollute" the training set. To handle this, we train an ensemble of different models on D bb+txt (call them model C), and use these to determine which of the generated sentences for D bb+auto are trustworthy. In particular, we apply each model in the ensemble to decode each sentence in D bb+auto , and only keep the sentence if every model maps it to the same correct object; we will call the resulting verified dataset D filtered . This ensures that the generator creates referring expressions that can be understood by a variety of different models, thus minimizing overfitting. See Figure 6 for an illustration. In the experiments, we show that our model benefits from this semi-supervised training.
Experiments
We conducted experiments on both of the COCO referring expression datasets mentioned in Section 3: our G-Ref dataset and the UNC-Ref dataset. We randomly chose 5,000 objects as the validation set, 5,000 objects as the testing set and the remaining objects as the training set (44,822 for G-Ref and 40,000 for UNC-Ref).
Evaluation Metrics
In this section, we describe how we evaluate performance of the comprehension and generation tasks.
The comprehension task is easy to evaluate: we simply compute the Intersection over Union (IoU) ratio between the true and predicted bounding box. If IoU exceeds 0.5, we call the detection a true positive, otherwise it is a false positive (this is equivalent to computing the precision@1 measure). We then average this score over all images.
The generation task is more difficult -we can evaluate a generated description in the same way as an image description, using metrics such as CIDEr [51] , BLEU [44] and METEOR [35] . However these metrics can be unreliable and do not account for semantic meaning. We rely instead on human evaluation, as was done in the most recent image captioning competition [1] . In particular, we asked Amazon Mechanical Turk (AMT) workers to compare an automatically generated object description to a human generated object description, when presented with an image and object of interest. The AMT workers do not know which sentences are human generated and which are computer generated (we do not even tell them that some sentences might be computer generated to reduce possible bias). We simply ask them to judge which sentence is a better description, or if they are equally good.
In addition to human evaluation, which does not scale, we evaluate our entire system by passing automatically generated descriptions to our comprehension system, and verifying that they get correctly decoded to the original object Table 1 . We measure precision@1 on the UNC-Ref validation data. Each row is a different way of training the model. The columns show performance on ground truth or multibox proposals, and ground truth (human) or generated descriptions. Thus the columns with GT descriptions evaluate the performance of the comprehension system, and the columns with GEN descriptions evaluate (in an end-to-end way) the performance of the generation system. of interest. This end-to-end test is automatic and much more reliable than standard image captioning metrics.
Comparing different training methods
In this section, we compare different ways of training our model: maximum likelihood training (the baseline method); max-margin loss with easy ground truth negatives ("MMI-MM-easy-GT-neg"); max-margin loss with hard ground truth negatives ("MMI-MM-hard-GT-neg"); max-margin loss with hard multibox negatives ("MMI-MM-multiboxneg"); softmax/MMI loss with hard multibox negatives ("MMI-SoftMax"). For each method, we consider using either ground truth or multibox proposals at test time. In addition, we consider both ground truth descriptions and generated descriptions.
In this experiment we treat UNC-Ref as a validation set to explore various algorithmic options and hyperparameter settings for MMI. Only after having fixed these algorithmic options and hyperparameter settings did we do experiments on our G-Ref dataset (Section 8.3) . This reduces the risk that we will have "overfit" our hyperparameters to each particular dataset. The results are summarized in Table 1 and we draw the following conclusions:
• All models perform better on generated descriptions than the groundtruth ones, possibly because the generated descriptions are shorter than the groundtruth (5.99 words on average vs 8.43), and/or because the generation and comprehension models share the same parameters, so that even if the generator uses a word incorrectly (e.g., describing a "dog" as a "cat"), the comprehension system can still decode it correctly. Intuitively, a model might "communicate" better with itself using its own language than with others. • All the variants of the Full model (using MMI training) work better than the strong baseline using maximum likelihood training. • The softmax version of MMI training is similar to the max-margin method, but slightly worse. • MMI training benefits more from hard negatives than easy ones. • Training on ground truth negatives helps when using ground truth proposals, but when using multibox proposals (which is what we can use in practice), it is better to use multibox negatives. Based on the above results, for the rest of the paper we will use max-margin training with hard multibox negatives as our Full Model.
Fully-supervised Training
In this section, we compare the strong baseline (maximum likelihood) with our max-margin MMI method on the validation and test sets from G-Ref and UNC-Ref. As before, we consider ground truth and multibox proposals at test time, and ground truth (human) or generated (automatic) descriptions. We see that MMI training outperforms ML training under every setting as shown in Table 2 . 3 In addition to the above end-to-end evaluation, we use human evaluators to judge generated sentence quality. In particular, we selected 1000 objects at random from our test set, and showed them to Amazon Mechanical Turk workers. The percentage of descriptions that are evaluated as better or equal to a human caption for the baseline and the full model are 15.9% and 20.4% respectively. This shows that MMI training is much better (4.5% absolute improvement, and 28.5% relative) than ML training.
Semi-supervised Training
To conduct the semi-supervised experiment, we separate the training set of our G-Ref dataset and the UNC-Ref dataset into two parts with the same number of objects. The first part (denoted by D bb+txt ) has the object description annotations while the second part (denoted by D bb ) only has object bounding boxes. Table 3 Table 3 . Performance of our full model when trained on a small strongly labeled dataset vs training on a larger dataset with automatically labeled data. and UNC-Ref. We see that we get some improvement by training on D bb+txt ∪ D bb over just using D bb+txt .
Qualitative Results
In Figure 7 we show qualitative results of our full generation model (above the dashed line) and the baseline generation model (below the dashed line) on some of our test images. We see that the descriptions generated by our full model are typically longer and more discriminative than the baseline model. In the second image, for example, the baseline describes one of the cats as "a cat laying on a bed", which is not sufficiently unambiguous for a listener to understand which cat is being described. Our full model, on the other hand, describes the same cat as "a cat laying on the left" which is completely unambiguous. Figure 8 shows some qualitative results of our full comprehension model on our test dataset. The first and second columns show the original image and the multibox proposals respectively. The last four columns show the bounding boxes (denoted as a red bounding box in the figure) selected by our full model in response to different input sentences (both ground truth sentences and ones we created to probe the comprehension abilities of the model). To better interpret these results, we also show the bounding boxes that are within the margin of the model (see Eqn. 6) with dashed blue bounding boxes. Their bounding boxes are considered as "possible candidates" but their scores (i.e. p(S|R, I)) are not as high as the chosen one.
In general, we see that the comprehension model does quite well from short two word phrases to longer descriptions. It is able to respond correctly to single word changes in a referring expression (e.g., "the man in black" to "the man in red"). It also correctly identifies that the horse is the referent of the expression "a dark horse carrying a woman" whereas the woman is the referent in "a woman on the dark horse" -note that methods that average word embeddings would most likely fail on this example. However, there are also failure cases. E.g., in the fifth row, "the woman in white" selects a woman in black; this is because our model cannot handle the case where the object is not present, although it makes a reasonable guess. Also, in the fifth row, "the controller in the woman's hand" selects the woman, the orange juice and the controller, since this particular kind of Figure 7 . The sample results of the description generation using our full model (above the dashed line) and the strong baseline (below the dashed line). The descriptions generated by our full model are more discriminative than those generated by the baseline. object is too small to detect, and lacks enough training data.
Conclusions
To conclude, we leave the reader with two simple points. First, referring expressions have been studied for decades, but in light of the recent burst of interest in image captioning, referring expressions take on new importance. Where image captioning itself is difficult to evaluate, referring expressions have an objective performance metric, and require the same semantic understanding of language and vision. Thus success on datasets such as the one contributed in this paper is more meaningful than success by standard image captioning metrics.
Second, to be successful at generating descriptions, we must consider the listener. Our experiments show that modeling a listener that must correctly decode a generated description consistently outperforms a model that simply emits captions based on region features. We hope that in addition to our dataset, these insights will spur further progress on joint models of vision and language.
