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Resumen
En este documento se detalla el desarrollo de dos proyectos dentro del marco formativo de
la estancia en pra´cticas dentro de la empresa Nayar Systems. Ambos proyectos tienen en comu´n
el reconocimiento de voz donde, el primero (proyecto Dejavu) reconoce audios que han sido
grabados anteriormente y el segundo (proyecto Freeswitch) detecta palabras clave durante una
llamada telefo´nica.
El proyecto Dejavu consiste en modificar un servicio existente en la empresa para no depen-
der del servicio speech recognition de Google, mientras que el proyecto Freeswitch consiste en
un sistema de atencio´n telefo´nica por comandos de voz, con tres acciones diferentes.
Para ambos proyectos se ha seguido la metodolog´ıa Scrum, con la cual se han alcanzado los
resultados esperados en el tiempo que se hab´ıa planificado.
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1.1. Contexto y motivacio´n del proyecto
En esta seccio´n se describe la empresa y el proyecto que se ha propuesto, as´ı como la
necesidad, utilidad y objetivos del mismo.
1.1.1. La empresa
Nayar Systems es una empresa especializada en ingenier´ıa de las telecomunicaciones. Nayar
Systems es la matriz principal de sus tres marcas comerciales: Advertisim, Net4Machines y
72horas. E´sta u´ltima es donde reposa el resultado del proyecto que a continuacio´n vamos a
definir. Cada marca comercial se dedica a un tipo de servicio diferente, a saber:
Advertisim: Plataforma de comunicacio´n para la gestio´n de contenidos multimedia.
Net4Machines: Servicio de VPN para conectividad entre ma´quinas.
72horas: Servicio de asistencia y programacio´n remota de telealarmas para ascensores.
La empresa tiene dos ubicaciones, la primera en Castello´n de la Plana en la Calle Taxida,
no10 y la segunda en CEEI de Castello´n de la Plana en Ronda Circunvalacio´n, 188, lugar donde
se realizaron las pra´cticas con el equipo de I+D+I de 10 personas.
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1.1.2. El proyecto
El proyecto formativo de la estancia en la empresa, Nayar Systems, consiste en definir una
solucio´n a un problema que tiene actualmente y ofrecer una funcionalidad extra. En primer
lugar, la marca 72horas realiza llamadas diarias a los dispositivos instalados en los ascensores
a los que proporcionan servicio, con el fin de comprobar su estado (conectado/no conectado).
Para ello, se realiza una llamada telefo´nica a dicho dispositivo y se graba el audio de la llamada
en formato wav. Esta grabacio´n se env´ıa al servicio de reconocimiento de voz de Google, que
devuelve una transcripcio´n del audio, la cual, se analiza para conocer el estado de la l´ınea, ya
que normalmente, cuando no esta´ disponible, la operadora reproduce un mensaje de buzo´n de
voz u otro indicando el problema.
Ma´s adelante nos referimos a parte “as´ıncrona” y parte “s´ıncrona” las que corresponden a
cada subproyecto, Dejavu y Freeswitch respectivamente.
En el caso que Google decida hacer este servicio de trascripcio´n de textos de pago, puede
suponer un problema para la empresa, ya que el servicio se usa de forma intensiva y supondr´ıa
un coste de miles de euros al mes.
Como se puede ver en la figura 1.1, se requiere de una aplicacio´n intermediaria entre el
servicio de tratamiento del audio grabado y el servicio de Google. Esta aplicacio´n debe ser
capaz de reconocer audios analizados previamente, para as´ı reducir al mı´nimo el uso del actual
servicio de Google. Para hacer esto, el product owner propone la librer´ıa de audio fingerprinting
Dejavu.
Figura 1.1: Diagrama del sistema del proyecto Dejavu.
En segundo lugar, esta misma marca pretende investigar la viabilidad en que un servicio
intermedio entre un cliente y un operador sea capaz de ofrecer diferentes tipos de asistencia
durante una llamada en vivo o en streaming. En la figura 6.4 se muestra el diagrama de dicha
solucio´n.
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Figura 1.2: Diagrama del sistema del proyecto Freeswitch.
Esta funcionalidad an˜adida permitira´ a Nayar Systems activar distintos servicios para sus
clientes dependiendo de ciertas palabras clave, lo cual no so´lo mejorara´ el tiempo de respuesta
del mismo, si no que podra´ mejorar la eficiencia de las respuestas de los servicios de 72horas.
El alcance de este sistema (proyecto Dejavu) incluye el desarrollo de un sistema as´ıncrono
junto con una base de datos para almacenar los audios grabados, con el fin de detectar que´
mensaje de voz se ha obtenido compara´ndolos con los grabados en la base de datos, antes de
tener que usar el servicio de reconocimiento de voz de Google.
Se incluye la implementacio´n de un sistema s´ıncrono (proyecto Freeswitch) capaz de recibir
llamas telefo´nicas y reconocer ciertas palabras clave durante la misma que permitan diferenciar
casos.
1.2. Objetivos del proyecto
Para que los proyectos se consideren completados se deben cumplir los siguientes objetivos:
El objetivo del proyecto Dejavu es crear un sistema que, al recibir un archivo de audio, sea
capaz de reconocer su contenido compara´ndolo con otros audios recibidos con anterioridad y,
en el caso que no encuentre coincidencia, solicitar al servicio speech de Google la transcripcio´n
del mismo y almacenarlo.
Para el proyecto Freeswitch se pretende desarrollar un sistema que durante una llamada
telefo´nica sea capaz de detectar ciertas palabras clave y poder ejecutar distintas acciones de-
pendiendo del comando detectado.
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2.1. Estado inicial del proyecto
Nayar Systems dispone de un servicio de llamadas de voz ip[31] implementado con Freeswitch[10].
Se emplea un proveedor de telefon´ıa que proporciona un primario voz IP para que estas llamadas
puedan salir a las redes de telefon´ıa habituales en caso de ser necesario, para poder contactar
con la telealarma (en adelante ma´quina) que viene incorporada con una tarjeta SIM.
Respecto al proyecto correspondiente a la parte as´ıncrona (proyecto Dejavu), al iniciarse
el mismo, 72horas dispone de un servicio de test para detectar si una ma´quina tiene conexio´n.
Esta prueba se realiza llamando de forma automa´tica o manual a la ma´quina y se detecta el tipo
de tono que se efectu´a durante esta llamada. Si el tono es el correspondiente al de marcado, se
cuelga y se reporta el correcto funcionamiento de la ma´quina, si se detecta el de comunicar, se
cuelga la llamada y se reporta que la l´ınea no esta´ disponible. En el caso que no poder detectarse
ninguno de estos dos tonos, se graba hasta 20 segundos de audio y al expirar, se corta la llamada
y se analiza el audio para saber si la l´ınea funciona o no. En el caso anterior, se accede al servicio
speech de Google [7], el cual responde con la transcripcio´n de dicha grabacio´n que, con ella se
detecta lo que ha sucedido.
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Respecto a la parte s´ıncrona del proyecto (proyecto Freeswitch), no disponen de ningu´n
servicio parecido y por ello pretenden investigar la viabilidad del mismo.
2.2. Funcionalidad
Como comentamos anteriormente, el proyecto consiste en detectar y reconocer audios y pa-
labras, un objetivo para cada parte del proyecto formativo, Dejavu y Freeswitch.
2.2.1. Proyecto Dejavu
Para a este subproyecto, se espera modificar y an˜adir comportamiento al servicio de test de
conexio´n que ya posee la empresa, como comentamos en el anterior apartado 2.1.
El servicio, antes de solicitar la transcripcio´n del audio grabado, ha de consultar en una base
de datos si el audio ya fue reconocido anteriormente, para que, en caso afirmativo, devuelva el
mismo resultado que se devolvio´ en aquel momento. En caso negativo, solicitara´ la transcripcio´n
a Google y almacenara´ su resultado en su base de datos. De esta forma, Nayar Systems dejara´ de
depender tanto del servicio speech de Google, que empezar´ıa a ser de pago en caso que la empresa
solicite ma´s transcripciones de las estipuladas. De esta forma se sortea el l´ımite impuesto por
Google, y se puede utilizar este servicio de test sin grandes repercusiones econo´micas.
2.2.2. Proyecto Freeswitch
Respecto a este subproyecto se plantea experimentar con el reconocimiento de palabras
durante una llamada de voz IP con Freeswitch empleando la tecnolog´ıa de CMUSphinx. Se
espera que, al detectar ciertas palabras clave, el servicio realice diferentes acciones, que se
decidira´n a lo largo de la implementacio´n de esta fase.
2.3. Alcance
El alcance del proyecto tambie´n lo debemos dividir en los dos subproyectos de las que consta
este proyecto formativo.
2.3.0.1. Proyecto Dejavu
Los requisitos de este servicio estipulan que se implemente una base de datos en PostgreSQL
que, junto con la librer´ıa Dejavu, permita reconocer los audios analizados anteriormente. Los
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que no sean reconocidos por Dejavu se solicitara´n al servicio de transcripcio´n de audios de
Google para almacenar su resultado.
2.3.0.2. Proyecto Freeswitch
Como alcance de esta parte del proyecto, se espera experimentar con Freeswitch y CMUSp-
hinx y realizar una aplicacio´n interactiva como ma´ximo con cuatro palabras clave y sus respec-
tivas acciones.
2.4. Restricciones
Las restricciones del proyecto, que determina el product owner, son las siguientes:
Para el proyecto Dejavu:
• El lenguaje de programacio´n del servicio debe ser Python.
• Se ofrezca el servicio en un contenedor (Docker).
• Que el servicio utilice una base de datos en PostgreSQL ubicada en otro contenedor.
Para el proyecto Freeswitch:
• Los costes de mantenimiento del sistema deben ser mı´nimos.
• Las palabras se deben reconocer con una efectividad del 80 % como mı´nimo.
• Se debe poder realizar al menos tres acciones diferentes.
• El co´digo que se implemente para realizar esta funcionalidad debe ser escrito en el
lenguaje de programacio´n Go.
17
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3.1. Lenguajes
3.1.1. Python
Python es un lenguaje de programacio´n interpretado que aparecio´ por primera vez en 1991,
disen˜ado por Guido van Rossum. Este lenguaje permite la programacio´n multiparadigma, lo
cual permite optar por distintos estilos de programacio´n. [24]
Este lenguaje se ha empleado para el proyecto as´ıncrono, debido a que la librer´ıa Dejavu esta´
escrita en este lenguaje y se necesita un script en su mismo lenguaje para darle uso. Adema´s,
permite la conexio´n a Nexus a trave´s de un socket con la librer´ıa pynexus.
3.1.2. Go
Go es un lenguaje de programacio´n cuya sintaxis recuerda mucho al lenguaje de programa-
cio´n C. Fue desarrollado por Google y aparecio´ en 2009. Go es un lenguaje de programacio´n
compilado, concurrente, imperativo, estructurado y, pese a estar disen˜ado principalmente para la
administracio´n de sistemas, posee un recolector de basura, cosa que le da una gran potencia.[21]
Este lenguaje se ha empleado para la parte s´ıncrona del proyecto donde el product owner
exig´ıa el uso de este lenguaje en su programacio´n.
3.2. Frameworks y Librer´ıas
3.2.1. Nexus
Nexus [16] es un sistema de llamadas remotas distribuido de co´digo abierto y desarrollado
por Jose´ Luis Aracil Go´mez del Campo para la empresa Nayar Systems. Dicho sistema, escrito
en Go, permite la comunicacio´n de microservicios ubicados en distintos sitios.
En el proyecto se emplea para el proceso Dejavu, el cual recibe y transmite mensajes utili-
zando Nexus.
3.2.2. Dejavu
Dejavu es una librer´ıa de reconocimiento de patrones de audio, disen˜ada por el usuario
Worldveil de GitHub [33] en la cual, la comunidad de esta pa´gina tambie´n ha colaborado en su
mejora y crecimiento. El proyecto como tal comenzo´ en septiembre de 2014 y su u´ltimo aporte se
realizo´ en enero de 2017 tras haber estado “inactivo” desde abril de 2015, cuando presuponemos
se completo´ el proyecto.
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Esta librer´ıa ofrece un me´todo de reconocer canciones o audios realizando comparativas con
otras guardadas en una base de datos, en principio MySQL aunque otros usuarios de GitHub
cambiaron ligeramente el co´digo para adaptarlo a PostgreSQL.
3.2.3. Freeswitch
Freeswitch[10] es una herramienta de telefon´ıa que permite interconectar protocolos usando
audio, v´ıdeo, texto o cualquier otro tipo de comunicacio´n. Su primera aparicio´n fue en 2006, y
desde entonces se ha hecho popular en el mundo de las telecomunicaciones como la plataforma
de comunicacio´n de co´digo libre ma´s grande del mundo.
En el proyecto se ha empleado para el subproyecto Freeswitch donde se necesitaba un me´todo
de comunicacio´n entre dos partes.
3.2.4. CMUSphinx
CMUSphinx es el te´rmino general para determinar un conjunto de proyectos de reconoci-
miento de voz desarrollado en la Universidad de Carnegie Mellon. Incluye varios programas de
reconocimiento de voz y un programa de entrenamiento de modelos acu´sticos.
En el proyecto Freeswitch se ha empleado el programa PocketSphinx.
PocketSphinx es una versio´n de Sphinx para sistemas embebidos (mo´viles, RaspberryPi, etc).
Se emplea para el reconocimiento de voz. Requiere menos recursos que su antecesor Sphinx[18].
Para el proyecto Freeswitch se ha utilizado este programa porque la propia librer´ıa de Frees-
witch daba soporte y facilidad de uso de la misma.
3.3. Control de versiones
3.3.1. Git
Git es un software de control de versiones disen˜ado por Linus Torvalds, pensando en la
eficiencia y la fiabilidad del mantenimiento de versiones de aplicaciones cuando e´stas tienen un
gran nu´mero de archivos de co´digo fuente.
Git se ha convertido desde entonces en un sistema de control de versiones con funcionalidad
plena. Proyectos de mucha relevancia usan Git, en particular, el grupo de programacio´n del
nu´cleo Linux [20].
En el proyecto se ha utilizado para llevar un control de versiones de todo el co´digo de ambos
subproyectos.
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3.4. Bases de datos
3.4.1. MySQL
MySQL[8] es un sistema de gestio´n de base de datos relacional creada por Oracle Corporation[22].
Al tener licencia de co´digo abierto para los proyectos de este mismo tipo, y su gran potencia,
representa una buena utilidad para almacenar las canciones que la librer´ıa Dejavu muestrea.
En el proyecto solo se empleo´ para realizar las pruebas oportunas sobre la librer´ıa Dejavu.
Una vez probado su correcto funcionamiento y utilidad se paso´ al SGBD PostgreSQL.
3.4.2. PostgreSQL
Al igual que MySQL, PostgreSQL es una base de datos relacional, con la diferencia que es
totalmente de co´digo abierto.
Se ha empleado esta base de datos en el proyecto Dejavu porque la empresa la utiliza para
almacenar ma´s informacio´n, y al tenerla ya implementada resultaba ma´s sencillo crear una
nueva tabla en la misma en lugar de utilizar otro SGBD.
3.5. Despliegue
3.5.1. Kubernetes
Kubernetes[6] es un sistema de co´digo libre para la automatizacio´n del despliegue, ajuste
de escala y manejo de aplicaciones en contenedores Docker. Creado por Google y lanzado al
pu´blico el 7 de junio de 2014.
En la empresa utilizan Kubernetes para la administracio´n de todos sus contenedores Docker,
para tener un administrador de los mismos y poder tener un control sobre ellos.
En el proyecto se ha usado para albergar el contenedor Docker del proyecto Dejavu.
3.5.2. Google Cloud
Google Cloud es una plataforma que reu´ne todas las funcionalidades que ofrece Google,
u´nicamente se emplea una ma´quina virtual con Debian como sistema operativo para correr
Freeswitch en dicho Servidor. Tiene un coste mensual dependiendo de los recursos que se des-
tinene para ese espacio virtual reservado, que se detallan ma´s adelante en el apartado 4.3.
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3.6. Entornos de desarrollo
3.6.1. Editor de textos Vi
Vi[29] es un editor de textos que ofrece una gran potencia y funcionalidad a la edicio´n del
texto, por lo que a la hora de escribir co´digo es realmente ra´pido.
Este editor de textos se utilizo´ mediante la consola de Linux en los ordenadores de pra´cticas
y el servidor de Google Cloud antes de utilizar Visual Studio Code. Se empleo´ para el desarrollo
del proyecto Dejavu y la implementacio´n de Freeswitch, as´ı como la edicio´n de sus dialplan, es
decir, los ficheros de configuracio´n del flujo de la llamada.
3.6.2. Visual Studio Code
Visual Studio Code es un editor de co´digo fuente desarrollado por Microsoft. Incluye soporte
para debugging, control de GIT integrado, entre otras caracter´ısticas que lo convierten en un
IDE gratuito muy completo. Adema´s, tiene gran cantidad de opciones de personalizacio´n as´ı
como de plugins para aumentar su funcionalidad[30]. Contamos con la licencia del software de
estudiante por lo que tenemos la aplicacio´n extendida de forma gratuita.
En el proyecto se ha utilizado como entorno de desarrollo para el co´digo en el lenguaje de
programacio´n Go.
3.7. Gestio´n de proyectos
3.7.1. Trello
Trello es un software de administracio´n de proyectos con interfaz web, cliente para iOS y
Android para organizar proyectos.
Emplea el sistema Kanban para el registro de actividades con tarjetas virtuales. Permite
agregar listas, adjuntar archivos, etiquetar eventos, agregar comentarios y compartir tableros
[28]. En el proyecto, se ha utilizado para llevar un control personal del avance del proyecto.
3.7.2. Google Sheets
Google Sheets es una herramienta de Google para la edicio´n y visualizacio´n de hojas de
ca´lculo en tiempo real almacenadas en la nube.
Para gestionar las horas y las labores que se han ido realizando en ellas se ha empleado Google
Sheets que con su potencia en ca´lculos y operaciones con horas y d´ıas se ha llevado un estricto
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control sobre la duracio´n de los sprints y las horas diarias dedicadas tanto al trabajo presencial
en la empresa, como el trabajo no presencial sobre los informes quincenales y preparacio´n de
este trabajo.
Tambie´n se ha empleado para el seguimiento del proyecto Dejavu tanto en integracio´n como
en produccio´n, cuyos resultados podra´ observarse en el apartado 4.4.
3.7.3. Google Docs
Google Docs es una herramienta de Google, que permite la edicio´n y visualizacio´n de textos
colaborativa en tiempo real, como Google Sheets, almacenada en la nube.
En Google Docs se ha llevado un detallado diario sobre la estancia en pra´cticas (que´ se
ha hecho en el d´ıa, que se pretende realizar, que´ problemas han surgido, etc). Por lo que ha
resultado u´til tanto a la hora de realizar el seguimiento del trabajo como para reflexionar sobre
que´ se ha estado implementando o investigando.
3.8. Disen˜o
3.8.1. Vertabelo
Vertabelo es una herramienta web, que permite realizar el disen˜o f´ısico y lo´gico de bases de
datos, adapta´ndose a los diferentes SGBD.
En el proyecto se ha empleado para disen˜ar la base de datos del proyecto Dejavu, y su
esquema conceptual para plasmarlo en este proyecto.
3.8.2. Draw.io
Draw.io es una herramienta de disen˜o en la nube que, gracias a su sencillez de uso, capacidad
de respuestas ra´pidas y gran cantidad de funcionalidades, la convierten una buena opcio´n para
la creacio´n de diagramas o mockups. Adema´s, como es posible integrarlo con Google Drive o
GitHub, facilita la tarea de organizacio´n de los ficheros de disen˜o dentro del proyecto.
En el proyecto se ha utilizado para realizar los diagramas necesarios para su documentacio´n.
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4.1. Metodolog´ıa
En este apartado, se explicara´ la metodolog´ıa seguida en Nayar Systems a la vez que se
comparara´ con la metodolog´ıa Scrum [25] para ver sus similitudes y diferencias.
En Nayar Systems, los proyectos se organizan por l´ıneas de negocio, que en este momento
son cuatro: 72horas, Advertisim, Net4machines y GSR. Cada uno de los proyectos tiene:
Project manager : Se encarga de coordinar el proyecto y de responder de e´ste de cara al
cliente y a la empresa.
Product owner : Es el que decide en u´ltima instancia que´ se debe desarrollar.
Tech leader : Es el que coordina el equipo te´cnico y disen˜a la arquitectura del sistema.
TeamWork o Desarrolladores: Lo componen los desarrolladores que implementan la fun-
cionalidad.
En ocasiones los roles de project manager y product owner los interpreta la misma persona.
El tech leader siempre es a la vez desarrollador y los equipos suelen estar compuestos por 4 o 5
personas en total.
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Respecto a la seleccio´n y reparto de las tareas, el product owner y el project manager deciden
que´ tareas se deben realizar, consultando al tech leader en el caso que se necesite esclarecer la
dificultad de las mismas.
Una vez decididas, siguiendo la metodolog´ıa Scrum, se valoran para saber cua´nto costar´ıa
desarrollarlas. En algunos casos se utiliza el llamado planning Poker. El planning Poker es una
forma de “votacio´n”, en la que todos los miembros del teamwork levantan una carta con un
coste temporal, y se debate porque´ consideran ese coste para esa tarea, con el fin de alcanzar
un consenso antes de la asignacio´n del coste definitivo.
Una vez valoradas, el project manager y el product owner las priorizan, y se establece un
esprint de dos semanas cogiendo las tareas en orden hasta completar la cantidad de trabajo que
se calcula que puede realizar el equipo.
La diferencia que encontramos respecto a la metodolog´ıa Scrum es que lo u´nico que entra
al backlog son historias de usuario, es decir, tareas que aportan valor al usuario. Sin embargo
hay otras tareas (bugs, tareas de mantenimiento u otras tareas que no tienen un valor directo
para el usuario) que a pesar de ser necesarias, no se valoran ni se incluyen en los sprints. E´stas
tareas se plasman en un Kanban, similar a un backlog de Scrum.
Las tareas se van introduciendo tal como van apareciendo, se priorizan perio´dicamente por
el project manager y el product owner, y los desarrolladores las resuelven en cualquier momento,
normalmente si acaban las tareas del sprint antes de tiempo. Por esta razo´n se suele estimar a
la baja la capacidad de trabajo de los desarrolladores, para tener un margen en el sprint para
resolver tareas del Kanban.
Para gestionar todo esto se emplea JIRA1, que permite tener tanto tablas Scrum, con su
backlog, sprints, estimaciones, asignaciones de tareas, orden y progreso, como tablas Kanban
con funcionalidades similares.
4.2. Planificacio´n
La planificacio´n del proyecto se ha dividido en 2 partes o subproyectos, con el primero (De-
javu) con cuatro fases: investigacio´n, planificacio´n, desarrollo y produccio´n; el segundo (Frees-
witch) con tres fases ya que es un proyecto experimental: investigacio´n, planificacio´n y experi-
mentacio´n.
Se ha decidido realizarlo de esta forma porque para la empresa es necesario mejorar el
servicio speech que tienen para incluir la deteccio´n de audios con Dejavu. El proyecto Frees-
witch se realizara´ al terminar el proyecto Dejavu, ya que, lo que se pretende con Freeswitch es
experimentar la viabilidad de poseer un servicio con esas caracter´ısticas.
Por ello se ha decidido dividir las etapas mencionadas anteriormente en diferentes sprints
siguiendo la metodolog´ıa Scrum, que comentamos anteriormente, y un seguimiento semanal (5
d´ıas laborables) al finalizar cada esprint.
1https://es.atlassian.com/software/jira
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En total se planifica realizar 11 sprints desde el inicio de las pra´cticas hasta la finalizacio´n
de las mismas el 3 de mayo de 2018.
Ma´s adelante, se puede ver los diagramas de Gantt para los proyectos de los proyectos Dejavu
4.1 y Freeswitch 4.2 que se utilizaron para un primer reparto de tareas y planificacio´n del flujo
de trabajo durante las pra´cticas, como se puede comprobar, ambos proyectos terminan el d´ıa 3
de mayo, fecha que concluye la estancia en pra´cticas.
4.3. Estimacio´n de recursos y costes del proyecto
El coste del desarrollo de los proyecto Dejavu y Freeswitch no tendremos en cuenta el coste
de recursos que ya emplea la empresa los cuales tienen muy poca repercusio´n econo´mica por lo
que no los tendremos en cuenta en los ca´lculos (ordenadores, auriculares, teclado, internet,...).
Para el proyecto Dejavu, tan solo tendremos en cuenta el coste por horas del programador. Se
estima el coste del programador a 10e la hora y la cantidad de horas invertidas en el proyecto
tendremos en cuenta hasta que se paso´ a produccio´n contando los d´ıas del seguimiento de
integracio´n a 1h por d´ıa (el seguimiento del proyecto se puede verlo en el cap´ıtulo 7) en total
77h de implementacio´n ma´s 16h de seguimiento segu´n el seguimiento de horas del programador:
PrecioDejavu =
(
10e
h
× (77 h + 16 h)
)
= 930e
Para el coste del proyecto Freeswitch, con el mismo coste por hora del programador, tendre-
mos en cuenta el resto de horas desde el inicio del proyecto (cuando el proyecto Dejavu paso´ a
integracio´n) contando las horas de implementacio´n mientras el seguimiento se estaba realizando
a 5h diarias, en resumen 300h, menos las ya empleadas en el proyecto Dejavu. Adema´s para
este proyecto de ha tenido que contratar el servicio de Google Cloud que empezo´ a utilizarse
en marzo, y, como la estancia en pra´cticas finalizo´ el d´ıa 3 de mayo, este servicio se contrato´
por dos meses a un precio de 14.56$ que en euros es 12,397820e(comprobado el 21/05/2018
10:59:28):
PrecioFreeswitch =
((
10e
h
× (300 h− 93 h)
)
+
(
3 mes× 12.39e
mes
))
= 2107.17e
Ya hechos los ca´lculos de ambos proyectos, el coste total de la estancia equivale a:
TotalEstancia = 930e+ 2107.17e = 3037.17e
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4.4. Seguimiento del proyecto
El seguimiento del proyecto se ha llevado durante todo el proceso de investigacio´n e imple-
mentacio´n. Asimismo, respecto al proyecto Dejavu se ha realizado un seguimiento del desarrollo
tanto en integracio´n como en produccio´n. En el cap´ıtulo 7 se puede ver co´mo se ha desarrollado
el proyecto y, respecto al seguimiento y validacio´n de ambos proyectos, en el apartado 7.12 se
muestra el progreso de ambos.
4.4.1. Desviaciones de la planificacio´n
En todos los proyectos, la duracio´n de las tareas establecidas en la planificacio´n pueden
modificarse debido a muchos factores.
En este proyecto se ha llevado un estricto control horario de cada labor, dedica´ndole las
horas que se establecio´ en el apartado 4.2, cumpliendo con las fechas de entrega del proyecto
Dejavu y alcanzando el objetivo del proyecto Freeswitch satisfactoriamente.
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Figura 4.1: Diagrama de Gantt orientativo del proyecto Dejavu.
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Figura 4.2: Diagrama de Gantt orientativo del proyecto Freeswitch.
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5.1. Requisitos de los proyectos
Las restricciones del proyecto, que determina el product owner, son las siguientes:
Para el proyecto Dejavu:
• El servicio debe averiguar si el audio recibido es correcto.
• El servicio debe reconocer audios grabados previamente.
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• Si el servicio no reconoce el audio, solicitara´ la transcripcio´n a Google.
• El servicio debe almacenar el audio junto con la transcripcio´n ofrecida por Google.
• El servicio debe devolver la transcripcio´n ya sea recibida por Google o reconocida en
la base de datos.
Para el proyecto Freeswitch: Las palabras clave que posteriormente se mencionan, no se
establecieron en la etapa de planificacio´n del proyecto, en su lugar, se especificaron despue´s
de la experimentacio´n con Freeswitch y PocketSphinx.
• El servicio debe ofrecer una seleccio´n de acciones, que si no se han escuchado bien,
el usuario pueda volver a escucharlas.
• Al reconocer una palabra clave (p.e. eco), debe redirigir al servicio echo.
• Al reconocer otra palabra clave (p.e. llamar), debe redirigir la llamada a un teleope-
rador.
• Al reconocer otra palabra clave (p.e. nu´meros), debe redirigir al servicio de deteccio´n
de nu´meros.
• El porcentaje de acierto de las palabras debera´ ser superior del 80 %.
5.2. Diagrama de casos de uso
5.2.1. Proyecto Dejavu
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Figura 5.1: Diagrama de casos de uso del proyecto Dejavu.
5.2.2. Proyecto Freeswitch
Figura 5.2: Diagrama de casos de uso del proyecto Freeswitch.
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5.3. Descripcio´n de casos de uso
5.3.1. Proyecto Dejavu
5.3.1.1. CU1 - Revisar fingerprints del audio
Especificacio´n del caso de uso
ID CU1
Nombre Revisar fingerprints del audio
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El sistema ha de analizar los fingerprints del audio que recibe.
Alcance El caso cubre desde el momento que se recibe el audio hasta que se
analiza la cantidad de fingerprints.
Actor principal Speech service
Actores secundarios -
Condicio´n de final con
e´xito
El sistema ha de retornar al servicio el nu´mero de fingerprints que
se han analizado en el audio.
Condicio´n de final con
error
El nu´mero que se devuelva sera´ 0.
Trigger Recibir una peticio´n de ana´lisis de audio.
Secuencia normal Accio´n
1 El sistema recibe un audio para transcribir.
2 El sistema se asegura que los para´metros de la peticio´n son correc-
tos.
3 El sistema analiza el audio para contar los fingerprints.
4 El sistema devuelve el nu´mero de fingerprints detectados.
Tabla 5.1: CU1 - Revisar fingerprints del audio.
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5.3.1.2. CU2 - Comparar fingerprints en la BBDD
Especificacio´n del caso de uso
ID CU2
Nombre Comparar fingerprints en la BBDD
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El sistema ha de comprobar si hay coincidencia entre el audio re-
cibido y los audios grabados previamente, comparando entre sus
fingerprints.
Alcance Desde que se ha analizado el nu´mero de fingerprints, siendo e´ste
mayor que 0 hasta que se encuentra o no coincidencia en toda la
base de datos.
Actor principal Speech service
Actores secundarios -
Condicio´n de final con
e´xito
Se encuentra coincidencia con un audio guardado en la base de
datos y se prepara el env´ıo de su transcripcio´n como se especifica
en el CU5.
Condicio´n de final con
error
No se encuentra coincidencia en la base de datos, y se prepara la
peticio´n al servicio de transcripcio´n de textos de Google como se
especifica en el CU3.
Trigger Confirmacio´n de ma´s de 0 fingerprints en el audio.
Secuencia normal Accio´n
1 El servicio recoge los fingerprints del audio recibido.
2 Compara sus fingerprints entre todos los fingerprints de la base de
datos en conjunto.
3 En caso de encontrar coincidencia prepara su transcripcio´n para
ser devuelta. En caso negativo, prepara el audio para solicitar la
transcripcio´n a un servicio externo.
Tabla 5.2: CU2 - Comparar fingerprints en la BBDD.
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5.3.1.3. CU3 - Solicitar transcripcio´n de Google
Especificacio´n del caso de uso
ID CU3
Nombre Solicitar transcripcio´n de Google
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El sistema debe permitir que en el caso de no encontrar coincidencia
en la base de datos, se solicite la transcripcio´n a Google.
Alcance Desde que el audio no se ha encontrado en la base de datos hasta
que el servicio de Google devuelve un resultado.
Actor principal Speech service
Actores secundarios Google speech
Condicio´n de final con
e´xito
El audio se ha analizado correctamente y se obtiene su transcrip-
cio´n.
Condicio´n de final con
error
Se recibe una excepcio´n por parte del servicio de Google.
Trigger No se ha encontrado coincidencia del audio en la base de datos.
Secuencia normal Accio´n
1 Se env´ıa una peticio´n al servicio speech de Google.
2 Se recibe y analiza la respuesta.
3 Se prepara el audio con la transcripcio´n recibida para el CU4.
Tabla 5.3: CU3 - Solicitar transcripcio´n de Google.
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5.3.1.4. CU4 - Almacenar fingerprint y transcripcio´n
Especificacio´n del caso de uso
ID CU4
Nombre Almacenar fingerprint y transcripcio´n
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El servicio ha de permitir almacenar en la base de datos los finger-
prints del audio junto con su transcripcio´n.
Alcance Desde que se recibe la transcripcio´n hasta que se almacena el audio
y su transcripcio´n en la base de datos.
Actor principal Speech service
Actores secundarios -
Condicio´n de final con
e´xito
Los fingerprints del audio y su transcripcio´n se han almacenado en
la base de datos y se prepara para enviar el resultado para el CU5.
Condicio´n de final con
error
No se ha conseguido almacenar en la base de datos los fingerprints
o la transcripcio´n, y se devuelve un error.
Trigger Recibir confirmacio´n de transcripcio´n recibida correctamente.
Secuencia normal Accio´n
1 Se almacena los datos de la transcripcio´n.
2 Se almacena los datos de los fingerprints.
3 Se prepara la transcripcio´n para abordar el CU5.
Tabla 5.4: CU4 - Almacenar fingerprint y transcripcio´n.
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5.3.1.5. CU5 - Retornar transcripcio´n
Especificacio´n del caso de uso
ID CU5
Nombre Retornar transcripcio´n
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El sistema ha de retornar la transcripcio´n al servicio que lo solicito´.
Alcance Desde que se asegura la transcripcio´n del audio hasta que se env´ıa
al solicitante.
Actor principal Speech service
Actores secundarios -
Condicio´n de final con
e´xito
La transcripcio´n se env´ıa con e´xito.
Condicio´n de final con
error
La transcripcio´n no se env´ıa correctamente.
Trigger La confirmacio´n de tener la transcripcio´n.
Secuencia normal Accio´n
1 Se recibe la transcripcio´n.
2 Se env´ıa la transcripcio´n al servicio solicitante.
Tabla 5.5: CU5 - Retornar transcripcio´n.
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5.3.2. Proyecto Freeswitch
5.3.2.1. CU1 - Seleccionar servicio
Especificacio´n del caso de uso
ID CU1
Nombre Seleccionar servicio
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El servicio debe comunicar al usuario las acciones que puede reali-
zar que sera´n los CU2, CU3, CU4, las cuales las debera´ elegir por
comando de voz.
Alcance Desde que el usuario realiza la llamada hasta que selecciona uno de
los tres servicios.
Actor principal Usuario
Actores secundarios -
Condicio´n de final con
e´xito
Redirige a un servicio en concreto.
Condicio´n de final con
error
Repite las opciones al usuario.
Trigger El usuario llama al servicio.
Secuencia normal Accio´n
1 El usuario llama al servicio.
2 El servicio le comunica las opciones que debe elegir.
3 El usuario elige una opcio´n mencionando una de las palabras clave.
4 Empleando el CU5, se reconoce la palabra y, se redirige al servicio
seleccionado (CU2, CU3 o CU4) o se repite las opciones.
Tabla 5.6: CU1 - Seleccionar servicio.
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5.3.2.2. CU2 - Acceder al servicio Echo
Especificacio´n del caso de uso
ID CU2
Nombre Acceder al servicio Echo
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n Se activa el servicio echo.
Alcance Desde que el usuario menciona la palabra clave hasta que el servicio
echo concluye.
Actor principal Usuario
Actores secundarios -
Condicio´n final con e´xito El servicio echo se concluye satisfactoriamente.
Trigger El usuario menciona una palabra clave para el servicio.
Secuencia normal Accio´n
1 El usuario menciona la palabra clave.
2 Se activa el servicio echo.
3 El servicio echo concluye.
Tabla 5.7: CU2 - Acceder al servicio Echo.
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5.3.2.3. CU3 - Llamar a un teleoperador
Especificacio´n del caso de uso
ID CU3
Nombre Llamar a un teleoperador
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El servicio ha de permitir redirigir la llamada a un teleoperador.
Alcance Desde que el usuario menciona una palabra clave hasta que el usua-
rio o el teleoperador concluyan la llamada.
Actor principal Usuario
Actores secundarios Teleoperador
Condicio´n final con e´xito El usuario o el teleoperador concluye la llamada.
Condicio´n final con error El teleoperador no atiende la llamada.
Trigger El usuario menciona la palabra clave.
Secuencia normal Accio´n
1 Al mencionar la palabra clave se redirige la llamada a un teleope-
rador.
2 El teleoperador puede descolgar o no la llamada.
3 El Usuario o el teleoperador cuelgan la llamada.
Tabla 5.8: CU3 - Llamar a un teleoperador.
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5.3.2.4. CU4 - Acceder al servicio de deteccio´n de nu´meros
Especificacio´n del caso de uso
ID CU4
Nombre Acceder al servicio de deteccio´n de nu´meros
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El servicio debe repetir al usuario los nu´meros que menciona del 0
al 9.
Alcance Desde que el usuario menciona la palabra clave hasta que e´ste cuel-
ga la llamada.
Actor principal Usuario
Actores secundarios -
Condicio´n final con e´xito El usuario termina la llamada.
Trigger El usuario menciona la palabra clave.
Secuencia normal Accio´n
1 El usuario pronuncia un nu´mero.
2 El servicio emite un sonido y pronuncia el nu´mero detectado.
3 Las acciones 1 y 2 se repiten en este orden hasta que usuario cuelga
la llamada.
Tabla 5.9: CU4 - Acceder al servicio de deteccio´n de nu´meros.
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5.3.2.5. CU5 - Deteccio´n de palabras
Especificacio´n del caso de uso
ID CU5
Nombre Deteccio´n de palabras
Versio´n 1.0
Fecha actualizacio´n 10/2/2018
Descripcio´n El servicio debe permitir que PocketSphinx detecte las palabras que
se pronuncian durante los servicios descritos en los CU1 y CU4.
Alcance Siempre que el usuario diga una palabra hasta que e´sta se detecte
por PocketSphinx, consecutivamente dependiendo del servicio.
Actor principal Usuario.
Actores secundarios PocketSphinx.
Condicio´n final con e´xito La palabra que se ha detectado es la que se ha mencionado.
Trigger El usuario comienza a hablar.
Secuencia normal Accio´n
1 El usuario comienza a hablar.
2 Menciona una palabra o nu´mero clave.
2 PocketSphinx detecta la palabra y la comunica al servicio que lo
esta´ empleando.
Tabla 5.10: CU5 - Deteccio´n de palabras.
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6.1. Ana´lisis del sistema
El ana´lisis de sistemas es una de las etapas de construccio´n de un sistema informa´tico que
consiste en mostrar la informacio´n actual y proponer en rasgos generales, la solucio´n futura.
Para la especificacio´n de esta solucio´n, se utilizan diferentes diagramas segu´n la complejidad y
necesidades espec´ıficas de cada proyecto.
6.2. Disen˜o de la arquitectura del sistema
Para este apartado se ha empleado diagramas de componentes UML en lugar de los t´ıpicos
diagramas de clases, debido a que para ambos proyectos, proporciona ma´s informacio´n el disen˜o
de los componentes que las clases en s´ı adema´s de lo que se desarrolla e implementa es mediante
componentes.
6.2.1. Proyecto Dejavu
El sistema del proyecto Dejavu se interconecta entre dos partes: una aplicacio´n que solicitara´
la transcripcio´n de un audio el cual ella misma proporcionara´ mediante la librer´ıa Nexus y el
servicio de transcripcio´n de mensajes de Google.
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El diagrama que representa dicha arquitectura lo se puede observar en la figura 6.1. Como se
puede observar, los componentes Nexus, Dejavu speech Service y Base de datos esta´n alojados
dentro de Kubernetes, por lo tanto, son ima´genes de contenedores las que se interconectan
mediante conexiones socket. Para acceder al servicio de reconocimiento de voz de Google se
emplea una conexio´n HTTP.
El me´todo de transmisio´n de la informacio´n entre un cliente y Nexus no lo hemos tenido
en cuenta puesto que es algo que no nos incumbe para el proyecto pero s´ı para conocer el
funcionamiento del servicio, por ello lo hemos incluido como un componente externo.
Figura 6.1: Arquitectura del proyecto Dejavu.
Se realiza un redisen˜o de la base de datos, porque la librer´ıa Dejavu original, estaba pre-
parada para trabajar con una base de datos MySQL, cuyos tipo de datos var´ıan ligeramente
respecto a PostgreSQL 6.3. En la figura 6.2 se puede ver como ser´ıa el disen˜o en MySQL. Estos
ligeros cambios se pueden observar entre ambas figuras. Adema´s a la hora de editar la versio´n
original, el editor se percato´ que el atributo “file sha1” no era u´til en esta nueva base de datos
y se elimino´.
Figura 6.2: Disen˜o de la base de datos en MySQL.
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Figura 6.3: Disen˜o de la base de datos en PostgreSQL.
6.2.2. Proyecto Freeswitch
De forma general la figura 6.4 representa la arquitectura del proyecto Freeswitch. Ba´sica-
mente, un cliente realiza una llamada telefo´nica a Freeswitch y este emplea PocketSphinx para
reconocer palabras, asimismo, freeswitch puede redirigir la llamada a diferentes servicios que
pueden encargarse de otro tipo de reconocimiento de voz.
Como se puede observar, el protocolo de comunicacio´n entre el cliente SIP y Freeswitch es
voz IP y la comunicacio´n entre Freeswitch y el Servicio en el lenguaje de programacio´n Go es
mediante conexio´n Socket. Se observa que tanto el componente Freeswitch como el componente
del Servicio en Go dependen del componente PocketSphinx, esto es, porque ambos componentes
emplean la instancia de dicho servicio en el servidor para reconocer las palabras clave.
Figura 6.4: Arquitectura del sistema Freeswitch.
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En este cap´ıtulo se detallara co´mo ha ido desarrolla´ndose el proyecto siguiendo una metodo-
log´ıa similar a Scrum. Por ello cada apartado siguiente correspondera´ a cada uno de los sprints
realizados durante el proyecto, con una semana de duracio´n cada uno.
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7.1. Sprint 1
7.1.1. Planificacio´n del sprint
Este sprint, al ser el primero, se pretende definir las necesidades que ha de cubrir el proyecto,
as´ı como estudiar las tecnolog´ıas principales para llevar a cabo el proyecto de reconocimiento de
voz as´ıncronamente, que en adelante lo nombraremos como la librer´ıa que emplearemos: Dejavu.
7.1.2. Ejecucio´n del sprint
7.1.2.1. Especificacio´n del proyecto
Dadas las peticiones del product owner, se necesita implementar un servicio de reconoci-
miento de voz con el lenguaje de programacio´n Python, el cual dependa lo mı´nimo del servicio
speech de Google (del que ahora depende fuertemente) y recurra a otro tipo de servicio, en local
a poder ser, para consultar si hay coincidencia entre el audio recie´n grabado y otros grabados
con anterioridad.
Para ello el product owner propone el uso de la librer´ıa Dejavu, como base de datos el uso de
PostgreSQL, y exige el uso de Python como lenguaje de programacio´n, para mejorar el script
que ya poseen, y el uso de la librer´ıa Nexus de su empresa.
7.1.2.2. Estudio del lenguajePython
Al haber desarrollado muy poco en Python, se necesita refrescar los conocimientos de este
lenguaje, para ello se accedio´ a bibliograf´ıa sobre Python1.
7.1.2.3. Estudio de la librer´ıa Dejavu
El product owner necesita del uso de la librer´ıa Dejavu, que se encuentra en el repositorio
pu´blico del autor en GitHub[32].
Esta librer´ıa lo que ofrece es una comparativa entre los acoustic fingerprints[17] de un audio
reciente con cada audio almacenado en una base de datos MySQL[8].
Como el autor lo implementa con una base de datos MySQL, nuestro objetivo es cambiarlo
a PostgreSQL[9].
1Tutorial de Python[15] y Python para todos[14]
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Se realizo´ una aplicacio´n de prueba con lo que aportaba el autor, para comprobar su correcto
funcionamiento con un Docker de Linux con MySQL.
7.1.2.4. Estudio de Nexus
Para comprender un poco mejor la interaccio´n entre el servicio a implementar con la librer´ıa
Nexus de la empresa, se estudia la conexio´n y transferencia de mensajes entre estos dos servicios.
7.2. Sprint 2
7.2.1. Planificacio´n del sprint
Durante este esprint se pretende cambiar la base de datos que implementa la librer´ıa Dejavu,
por PostgreSQL e integrarlo con las peticiones de la librer´ıa Nexus.
7.2.2. Ejecucio´n del sprint
7.2.2.1. Implementacio´n de librer´ıa Dejavu con PostgreSQL
Como comentamos en el esprint anterior, realizamos pruebas sobre la librer´ıa Dejavu con un
Docker de Linux con MySQL, pues para este se cambio´ la base de datos del Docker a PostgreSQL
y se obtuvo una nueva versio´n (branch) aportada por otro usuario del repositorio de la librer´ıa
Dejavu con los cambios en el co´digo oportunos para emplear esta base de datos. El resultado
fue un e´xito.
7.2.2.2. Integracio´n de librer´ıa Dejavu con Nexus
Para esta labor, se edito´ el script correspondiente para que, antes de solicitar la transcripcio´n
del audio a Google, comprobase si e´sta ya ten´ıa una semejanza en la base de datos.
7.3. Sprint 3
7.3.1. Planificacio´n del sprint
Durante este sprint se estudio´ co´mo crear un Docker propio para almacenar el servicio del
proyecto Dejavu con el fin de tener un mejor control sobre el mismo gracias a Kubernetes[6],
donde la empresa administra todos sus servicios como contenedores.
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7.3.2. Ejecucio´n del sprint
7.3.2.1. Almacenar audios con el mismo comunicado
Por necesidades del entorno de trabajo, es posible que hayan casos en que audios comuni-
cando el mismo mensaje tengan acoustic fingerprints diferentes, por ello se ha de almacenar
cada audio que no se haya encontrado coincidencia.
7.3.2.2. Estudio de Docker
Se estudio´ la tecnolog´ıa de contenedores Docker: co´mo crear, co´mo editar ima´genes Docker
y contenedores, toda su terminolog´ıa y metodolog´ıa de uso. El objetivo es crear un contenedor
del servicio o´ptimo en taman˜o y en funcionalidad.
7.3.2.3. Crear un contenedor del servicio y subirlo a Integracio´n
Al estar programado en Python, el contenedor necesita muchas librer´ıas de Python para
poder hacer funcionar el servicio debido a las fuertes dependencias de la librer´ıa Dejavu; como
la empresa ya posee un Docker de PostgreSQL no fue necesario integrarlo junto con este servicio.
Al conseguir una imagen de Docker del servicio consistente, y su taman˜o reducido al mı´nimo,
se procedio´ a subirlo al servidor de integracio´n, donde se realizara´n pruebas sobre el servicio
para asegurar que cumple su funcionalidad y es estable.
7.4. Sprint 4
7.4.1. Planificacio´n del sprint
Respecto a este sprint se pretende organizar un sistema de seguimiento sobre el servicio en
Integracio´n y comenzar a documentarse sobre Freeswitch y CMUSpchinx.
7.4.2. Ejecucio´n del sprint
7.4.2.1. Planificar seguimiento del servicio en Integracio´n
Para realizar el seguimiento del proyecto Dejavu en el servidor de integracio´n se desea probar
los mensajes de no disponibilidad de diferentes operadoras. Para ello, se procede a realizar 3
llamadas a 10 dispositivos de los usuarios con red mo´vil en el despacho, incluyendo dos ma´quinas
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que se emplean para realizar pruebas. En la Figura 7.2 se muestra la cantidad de dispositivos por
operador a los que podemos llamar para realizar pruebas. Asimismo, se puede ver la probabilidad
con la que un operador puede ser elegido en cada prueba.
En el apartado 7.12.1.2 se muestran ma´s detalles sobre este seguimiento en el servidor de
integracio´n.
7.4.2.2. Estudiar Freeswitch
Al ser un campo nuevo, se tiene que estudiar muy bien esta herramienta. Freeswitch es una
herramienta que ofrece un medio de comunicacio´n entre varios clientes SIP[11], permitiendo
un comportamiento concreto determinando en sus dialplan que´ realizar en caso de llamar a un
nu´mero o contacto concreto.
7.4.2.3. Estudiar CMUSphinx
Al no haber trabajado tampoco con CMUSphinx, ni con el reconocimiento de voz, se tuvo
que realizar una exhaustiva investigacio´n respecto a este tema.
CMUSphinx ofrece varios servicios, entre ellos, reconocimiento de palabras mediante un
modelo de audio previamente entrenado y la capacidad de entrenar un modelo de lenguaje. En
nuestro caso nos centraremos en los modelos de lenguaje ya entrenados por terceros y ofrecidos
a la comunidad.
7.5. Sprint 5
7.5.1. Planificacio´n del sprint
En el esprint anterior, se detecto´ la necesidad de mejorar el proyecto Dejavu para que
tomase marcas de tiempos cuando, por ejemplo, detectase audio en la base de datos, o solicitase
la transcripcio´n a Google para poder comparar, adema´s, la posible ganancia en eficiencia por
usar Dejavu. Durante este esprint se desea actualizar el servicio y proseguir con la investigacio´n
de Freeswitch.
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7.5.2. Ejecucio´n del sprint
7.5.2.1. Incluir lectura de tiempos del servicio en Integracio´n
Como hemos comentado anteriormente, se necesita tener referencia del tiempo que tarda el
servicio en realizar las diferentes acciones. Entre ellas esta´, detectar si el audio esta´ vac´ıo (no
hay sonido), si tiene sonido pero no se detecta ninguna palabra, el audio se reconoce con otros
de la base de datos, o el audio no se reconoce en la base de datos y se solicita la transcripcio´n
al servicio speech de Google.
7.5.2.2. Experimentar con Freeswitch
Para experimentar con el uso de Freeswitch, fue necesario contratar un servidor de Google
Cloud[3], con el sistema operativo Debian 8[2] para poder instalar Freeswitch en e´l y mantenerlo
activo.
Se programaron varios dialplan para probar su funcionalidad. Por ejemplo: grabacio´n de la
llamada, reproduccio´n de audios durante la llamada, deteccio´n de DTMF[19], redireccio´n de
la llamada, etc. El co´digo escrito en dichas pruebas fue empleado para la versio´n final de este
proyecto.
7.6. Sprint 6
7.6.1. Planificacio´n del sprint
Durante este esprint se desea realizar pruebas sobre el reconocimiento de voz que ofrece
Freeswitch utilizando CMUSphinx.
7.6.2. Ejecucio´n del sprint
7.6.2.1. Estudiar CMUSphinx
Siendo poca la informacio´n recabada en sprints anteriores sobre esta herramienta, se procede
a estudiarla ma´s exhaustivamente.
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7.6.2.2. Estudiar integracio´n entre Freeswitch y CMUSphinx
Al ser herramientas completamente distintas pero compatibles entre ellas, nos hemos en-
contrado con la dificultad de que la documentacio´n referida a la integracio´n entre estas dos
utilidades es escasa y poco actualizada.
Entre la documentacio´n encontrada obtenemos dos formas de interconectarlas. En primer lu-
gar emplear un servidor externo utilizando UniMRCP[13] como control entre los dos servidores,
uno con Freeswitch y otro con CMUSphinx. La otra opcio´n es utilizado un mod de Freeswitch
que por debajo interactu´a con PocketSphinx[5]. PocketSphinx es un reconocedor de lenguaje,
bajo el proyecto CMUSphinx.
Debido a la complejidad y al coste que generar´ıa contratar otro servidor, se descarto´ la idea
de utilizar UniMRCP y se prosiguio´ utilizando PocketSphinx.
7.7. Sprint 7
7.7.1. Planificacio´n del sprint
Debido a los buenos resultados del proyecto Dejavu en integracio´n lo cuales se pueden ver
en el apartado 7.12.1.2, se decide pasar el servicio a produccio´n para probarlo y utilizarlo en
un entorno real. Respecto al proyecto Freeswitch se va a continuar con la investigacio´n en la
integracio´n entre Freeswitch y PoketSphinx.
7.7.2. Ejecucio´n del sprint
7.7.2.1. Ubicar el servicio del proyecto Dejavu a Produccio´n
Dados los buenos resultados dados durante las pruebas diarias sobre este servicio en Integra-
cio´n, donde en la figura 7.4 se puede observar como el ı´ndice de detecciones sin acceder a Google
ha aumentado muy ra´pidamente, tan solo en cuestio´n de un par de semanas. Recordamos que
para las pruebas se eleg´ıa al azar entre 10 dispositivos y se llamaba a cada uno 3 veces estando
en modo avio´n o desconectado.
Recordar que se puede consultar el seguimiento del proyecto Dejavu en el apartado 7.12.1.2.
7.7.2.2. Planificar seguimiento del proyecto Dejavu en produccio´n
Como los servicios en produccio´n se pueden reiniciar automa´ticamente sin previo aviso,
por la administracio´n que ofrece Kubernetes, se procede a medir semanalmente, el tiempo de
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respuesta ante cada evento mencionado en el apartado 7.5.2.1, adema´s de almacenar la cantidad
de resultados ofrecidos en dichos eventos. Aunque esto puede no ser 100 % fiable, sirve para
demostrar la eficacia de nuestro nuevo servicio.
7.7.2.3. Reconocer audio durante una llamada voz IP
Se configuro´ PocketSphinx con un modelo de audio en espan˜ol. Pese a que tardaba un rato
en detectar las palabras, se consiguio´ detectar con gran acierto las palabras “si”, “no” y “casa”.
7.8. Sprint 8
7.8.1. Planificacio´n del sprint
Durante este esprint, nos centramos en aprender un nuevo lenguaje de programacio´n: Go.
Tras reunir los conocimientos necesarios, realizar un script sencillo para que al conectar v´ıa Soc-
ket con Freeswitch, realice algunas de las funciones de prueba que hicimos en sprints anteriores.
7.8.2. Ejecucio´n del sprint
7.8.2.1. Estudiar Go
El product owner requiere que el script que maneje Freeswitch para realizar la aplicacio´n
interactiva por voz se escriba en Go[21]. Al ser un lenguaje nuevo, se tuvo que realizar un serio
aprendizaje de la sintaxis del mismo siguiendo el tutorial oficial de Go2.
7.8.2.2. Realizar script en Go que intervenga en un Dialplan
Tras aprender lo ma´s ba´sico del lenguaje y el uso de algunas de sus librer´ıas, realizamos
nuestro primer script en Go, donde realizamos la misma funcionalidad que probamos en un
sprint anterior cuando comenzamos a experimentar con Freeswitch. En el apartado 7.5.2.2 se
puede recordar lo que hicimos. El co´digo de estos scripts se reutilizo´ para finalizar el proyecto.
7.8.2.3. Comprobar la deteccio´n de palabras
Para probar la deteccio´n de palabras sin necesidad de estar hablando por tele´fono y molestar
al resto de compan˜eros se opto´ por reproducir los audios mediante un micro´fono virtual desde
2Tutorial de Go[12]
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el cliente SIP del ordenador, como si fuese una entrada de micro´fono.
Mediante la reproduccio´n de audios, se consiguio´ detectar algunos nu´meros en espan˜ol (del
0 al 9) con una tasa de e´xito de 50 % (no se reconoc´ıan los nu´meros del 3 al 7) utilizando un
modelo de lenguaje en espan˜ol. Al probar el reconocimiento de palabras en ingle´s estadounidense
con su respectivo modelo de lenguaje, los mismos nu´meros en su idioma eran reconocidos un
promedio del 60 % (el modelo confund´ıa los nu´meros 3, 4, 6 y 8) de los nu´meros por llamada.
Ambas pruebas se realizaron con mensajes grabados del servicio de reproduccio´n de palabras
de Google translate[4].
7.9. Sprint 9
7.9.1. Planificacio´n del sprint
Una vez el programa en Go estaba en funcionamiento, el product owner sugirio´ realizar
pruebas para observar como se detectaban las palabras de las telealarmas, ya que ser´ıa el uso
habitual de esta aplicacio´n en fase de experimentacio´n.
7.9.2. Ejecucio´n del sprint
7.9.2.1. Probar la deteccio´n de nu´meros con los audios grabados de una telealarma
En primer lugar se grabaron las palabras que emite una telealarma mientras se programa,
siendo nu´meros del 0-9 y pitidos. Una vez grabados estos mensajes se procedio´ a realizar pruebas
con el anterior sistema que ten´ıamos en funcionamiento, que proporcionaba una respuesta con
el nu´mero que se hab´ıa detectado. Para tal prueba se realizo´ una llamada y en ella se reprodujo
el audio previamente grabado de programacio´n de una telealarma, de este modo, se comprueba
la efectividad del reconocimiento de voz de PocketSphinx frente a estos mensajes.
Los resultados se pueden ver en la figura 7.1 donde se detalla la cantidad de aciertos (u
omisiones) por d´ıgito, que es el caso que nos preocupa. Sin embargo, hay ocasiones que detecta
algu´n numero cuando ha sonado uno o varios pitidos, caso que damos por fallo.
Debido a la baja tasa de acierto del test con los audios de la telealarma se decidio´ buscar
otros modelos de audio en espan˜ol para probarlo de la misma manera. Sin embargo, estos eran
anticuados y no pudieron ser ejecutados. Por este motivo se penso´ en realizar un modelo de
audio personalizado para los comandos que iban a ser emitidos por la telealarma, que son 10
comandos (nu´meros del 0 al 9), y que segu´n la documentacio´n3 de CMUSphinx para desarrollar
un modelo de comandos “pequen˜o”, adecuado para nuestro caso ya que cumple estas carac-
ter´ısticas. As´ı, se necesitar´ıa entrenar el modelo con aproximadamente, una hora de mensajes
3https://cmusphinx.github.io/wiki/tutoriallm/#building-a-statistical-language-model
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Figura 7.1: Tasa de aciertos en el primer test de reconocimiento la telealarma con PocketSphinx.
de audio por cada comando que se desea entrenar. Es decir, un total de 10 horas de mensajes
de telealarma.
7.9.2.2. Probar la deteccio´n con otros modelos de lenguaje
Debido al escaso tiempo de pra´cticas que le queda al alumno, se considero´ que era ma´s
beneficioso para e´l alumno realizar el programa interactivo que mediante voz natural realizara
acciones distintas. Por ello se realizo´ el mismo proceso de deteccio´n de palabras con otros
modelos de audio, sin obtener buen resultado.
7.10. Sprint 10
7.10.1. Planificacio´n del sprint
Ya siendo el penu´ltimo esprint se implemento´ todo lo aprendido previamente para el servicio
interactivo por voz.
7.10.2. Ejecucio´n del sprint
7.10.2.1. Implementacio´n de un servicio interactivo y reactivo por voz
El objetivo de este esprint era realizar un script que interactuase como dialplan en Freeswitch
donde, dadas varias opciones el usuario pudiera realizar una de ellas. Estas acciones fueron:
Activar el servicio echo: este servicio lo usan las telealarmas de 72horas, consiste en grabar
durante quince segundos la voz del te´cnico de ascensores para que, tras este tiempo la
telealarma le reproduzca ese mismo audio. Con esto el te´cnico se asegura del correcto
funcionamiento tanto del micro´fono como del altavoz.
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Llamar a un agente: este servicio simplemente realiza una redireccio´n de la llamada a otro
cliente SIP de Freeswitch. Se intenta simular una centralita de una compan˜´ıa telefo´nica.
Acceder a un servicio de prueba de deteccio´n de nu´meros: como su nombre indica, detecta
los nu´meros que se le comuniquen, emplea el reconocedor de voz y repite el nu´mero que
ha detectado.
El sistema se implemento´ con el reconocimiento de voz en espan˜ol que permit´ıa con gran
acierto acceder a los servicios “eco”, “llamada” y “nu´meros” mediante estas palabras clave, sin
embargo se penso´ en la posibilidad de utilizar el modelo de audio en otro idioma para probar
su eficacia frente a este modelo.
7.11. Sprint 11
7.11.1. Planificacio´n del sprint
Para conseguir mejorar la interaccio´n con el usuario se ha establecido que el sistema conteste
de diferente manera ante cada tipo de evento que provoca el usuario. Por ejemplo, reconocer
una palabra o simplemente escucharla.
7.11.2. Ejecucio´n del sprint
7.11.2.1. Mejorar interaccio´n durante la llamada
Por ello se mejoro´ el acknowledgement (ACK)[1] sustituyendo el anterior sistema de confir-
macio´n de acciones por el uso de Text to Speech (TTS)[27] de Flite[23].
Flite en Freeswitch por defecto tiene el lenguaje en ingle´s, y esto no resulta un problema
pues sirve como solucio´n para el ACK que se necesitaba.
El idioma por defecto de los servicio TTS y Automatic Speech Recognition (ASR)[26] en
Freeswitch es el ingle´s. Por ello se penso´ en que posiblemente los resultados fueran mejores en
este lenguaje. Para comparar el ı´ndice de acierto entre el anterior modelo empleado, espan˜ol,
con este nuevo en ingle´s, se decide realizar un test de efectividad, el cual se puede ver en el
apartado 7.12.2.
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7.11.2.2. Seguimiento del proyecto Dejavu en produccio´n
Respecto al seguimiento realizado del proyecto Dejavu en produccio´n, se puede consultarlo
en el subapartado 7.12.1.3.
7.12. Validacio´n y seguimiento
En esta seccio´n se presentan las pruebas que se realizaron para verificar y validar los pro-
yectos Dejavu (dividido en dos fases: integracio´n y produccio´n) y Freeswitch.
7.12.1. Proyecto Dejavu
7.12.1.1. Resumen del proyecto Dejavu
Para comprender el proyecto Dejavu, sus respuestas y su me´todo de obtener la transcripcio´n
del audio, les hacemos un breve resumen.
El servicio que el proyecto Dejavu proporciona puede responder de tres formas: con un texto
vac´ıo, con una excepcio´n o con la transcripcio´n del texto. Para conseguir esto se realizan una
serie de comprobaciones, y hay que diferenciar cinco casos por los que la respuesta puede ser
una u otra:
DejavuRecognized: El servicio encuentra una coincidencia en la base de datos y devuelve
su transcripcio´n, pudiendo ser una cadena vac´ıa, o un texto.
InvalidParams: El servicio sufre una excepcio´n que comunica al solicitante de la transcrip-
cio´n.
NoRecognizedWords: El servicio no encuentra una coincidencia en la base de datos y
solicita al servicio de Google la transcripcio´n del mismo, que le devuelve a nuestro servicio
una excepcio´n, por lo tanto, Dejavu almacena este audio como audio vac´ıo y retorna una
cadena vac´ıa.
VoidSound: Dejavu detecta que el audio que ha recibido no tiene ninguna fingerprint con
la que comparar con su base de datos. En este caso se entiende como que el audio no tiene
sonido grabado y se devuelve una cadena vac´ıa.
GoogleRecognized: Al igual que NoRecognizedWords nuestro servicio no encuentra coin-
cidencia en su base de datos, entonces solicita a Google la transcripcio´n del audio y al
recibirla la almacena en su base de datos, y devuelve la transcripcio´n que le ha brindado
Google.
Ma´s adelante mencionamos los te´rminos “acierto” y “error” a la hora de reconocer un audio.
Con “error” nos referimos a que ha sido necesario la intervencio´n del servicio de reconocimiento
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de voz de Google para poder transcribir el audio, mientras que con “acierto” nos referimos a no
haberlo necesitado para transcribir el audio correctamente. Es decir, que considerar´ıamos error
si el tipo de resultado ha sido “GoogleRecognized” o “NoRecognizedWords” y acierto cuando
el tipo de resultado no sean ninguno de los dos anteriores.
7.12.1.2. Seguimiento en integracio´n
Para realizar el seguimiento del servicio en integracio´n se establecio´ realizar 30 llamadas
telefo´nicas diarias a 10 dispositivos mo´viles desconectados o en modo avio´n que se pudieran
encontrar en el despacho donde el alumno realizo´ las pra´cticas. La cantidad de dispositivos estaba
comprendida por 12 tele´fonos mo´viles de compan˜eros del despacho y 3 telealarmas, en total 15
dispositivos mo´viles de diferentes operadores a los que realizar las pruebas de reconocimiento
de audio. En la figura 7.2 se puede observar tanto el nu´mero de dispositivos por compan˜´ıa
telefo´nica como la probabilidad de ser elegido un tele´fono de esta compan˜´ıa en dichas pruebas.
Figura 7.2: Cantidad de dispositivos por operador y su probabilidad de eleccio´n en las pruebas.
Al finalizar el seguimiento de este servicio en integracio´n (23/03/18) se obtuvieron la canti-
dad de errores y aciertos sobre cada operador que se puede observar en la figura 7.3. Asimismo
en la figura 7.4 se puede observar co´mo ha ido evolucionando la tasa de acierto en cada prueba
realizada, dando por validado los sprints desde el nu´mero 17.1 al nu´mero 37.4.
62
Figura 7.3: Gra´fica de aciertos y errores sobre cada operador al finalizar el seguimiento
(23/03/18).
7.12.1.3. Seguimiento en produccio´n
El estudio del proyecto Dejavu en produccio´n se ha realizado para demostrar la eficacia del
uso del mismo frente a la anterior implementacio´n que se ten´ıa para el servicio de deteccio´n del
tipo de error ocasionado en una llamada de test a las telealarmas. Para ello, se ha llevado a cabo
cinco tomas de marcas de tiempo realiza´ndolas cada viernes desde el inicio de este seguimiento,
para demostrar que el uso del actual servicio reduce considerablemente las peticiones al servicio
de deteccio´n del habla de Google adema´s de que asegura una mayor velocidad de respuesta.
En la figura 7.5 se puede ver las marcas de tiempo tomadas en cada d´ıa desde el inicio del
seguimiento. Podra´n observar que el primer d´ıa no hay marca para el tipo de reconocimiento
GoogleRecognized, esto es porque el servicio en produccio´n emplea la misma base de datos que
en integracio´n y que, ya tiene audios con los que poder comparar. En la figura 7.6 se muestra
gra´ficamente estos datos.
Seguidamente, en la figura 7.7 se puede contemplar el desarrollo del servicio, respecto al
tipo de reconocimiento que se ha utilizado para la cantidad de veces que se ha solicitado una
trascripcio´n del mensaje de audio, es decir, para el d´ıa 13/04, se solicito´ transcribir 62 audios,
de los cuales 17 fueron detectados por el servicio del proyecto Dejavu, 9 de estos audios no
conten´ıan o no se reconoc´ıan
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Figura 7.4: Gra´fica de la evolucio´n de la cantidad de aciertos en cada prueba (23/03/18).
Figura 7.5: Marcas de tiempo mı´nima y ma´xima en evolucio´n de los resultados ofrecidos por el
servicio de reconocimiento de audios grabados, Dejavu.
A continuacio´n se puede observar gra´ficamente en la figura 4.1 co´mo se ha desarrollado las
marcas de tiempo mı´nimo y ma´ximo del servicio del proyecto Dejavu.
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Figura 7.6: Evolucio´n del nu´mero de detecciones segu´n el tipo en cada toma de marcas.
Figura 7.7: Evolucio´n general de las marcas de tiempo de los diferentes resultados por el servicio
de reconocimiento de audios grabados, Dejavu.
7.12.2. Validacio´n del proyecto Freeswitch
Para validar el proyecto Freeswitch se realizaron tres pruebas, las cuales se puede ver los
detalles en la figura 7.8. Como se puede observar la tasa de acierto es ide´ntica, sin embargo
donde se diferencian estos dos modelos de audio es en la cantidad de intentos necesarios para
reconocer una palabra, es decir, que el sistema detecta que se esta´ hablando, pero no es capaz
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de reconocer ninguna palabra. Por ello se opto´ por emplear el modelo de lenguaje en e ingle´s
a falta de uno en espan˜ol mejor entrenado ya que el product owner solicito´ en el apartado 5.1
se ped´ıa que este servicio reconociese, al menos el 80 % de los casos. Dando por validados los
sprints del 57.5 al 117.11.
Figura 7.8: Tabla con los resultados de las tres pruebas utilizando los comandos en el idioma
correspondiente.
66
7.12.3. Conclusiones del seguimiento y la validacio´n
7.12.3.1. Proyecto Dejavu
En pocos d´ıas se obtuvieron muy buenos resultados del servicio implementado con la librer´ıa
Dejavu. Adema´s, gracias a estas pruebas se consiguio´ captar una buena cantidad de audios de
distintas operadoras por lo que a la hora de pasarlo a produccio´n ya se ten´ıa una buena base
de audios con los que poder comparar.
Debido a la pequen˜a base de datos creada a ra´ız de las pruebas en el servidor de integracio´n,
cuando se paso´ a produccio´n, el servicio comenzo´ dando muy buenos resultados, sin necesidad
de consultar a Google. Ma´s adelante vemos que hay ocasiones que se necesita la transcripcio´n y
que gracias a esto, vemos lo eficiente que es evitar estas solicitudes a un servicio externo como
es el speech recognition de Google.
Poco hemos hablado del estado de la base de datos, a d´ıa 23/05/18 alberga los datos de
301 audios de los cuales 246 son audios sin palabras reconocibles o pitidos. Se configuro´ de esta
manera porque dado este tipo de casos, el servicio siempre solicitaba a Google la transcripcio´n
del audio que, si cumple las caracter´ısticas descritas anteriormente devolv´ıa una cadena vac´ıa
por el me´todo “NoRecognizedWords”, pero el hecho es que siempre pasaba por Google, y para
remediar esto, se decidio´ tambie´n almacenar este tipo de audios para prevenir el uso del servicio
de Google.
En general, el sistema funciona perfectamente, con la salvedad de los audios que no se
detectan palabras, estos, pese a que tienen fingerprints, no se consigue reconocer con total
certeza, pues al parecer inunda la base de datos con audios de este tipo. Esto a la larga podra´
resultar un problema y se debe estudiar ma´s a fondo para solucionarlo.
7.12.3.2. Proyecto Freeswitch
Respecto al proyecto Freeswitch, hemos de comentar que no se ha conseguido los resultados
esperados con el lenguaje en espan˜ol como pensamos. Esto se debe a que cada modelo de audio
ha sido entrenado de manera diferente y con un taman˜o del conjunto de entrenamiento diferente,
lo que conlleva a un bajo nivel de fitness del modelo de lenguaje, cosa que dificulta al programa
(PocketSphinx) reconocer los fonemas. Esto se podr´ıa solucionar con ma´s tiempo, donde se
consiga muchas ma´s grabaciones en lengua espan˜ola.
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8.1. Conclusiones te´cnicas
En cuanto a conclusiones te´cnicas, cabe indicar que se han alcanzado los objetivos que se
propusieron al principio de la estancia en pra´cticas y que se consiguio´ un muy buen resultado
con el proyecto Dejavu en poco tiempo.
Respecto al proyecto Freeswitch, el resultado no era el esperado, pero debido a los problemas
a la hora de encontrar un modelo de audio en espan˜ol, se opto´ por emplear un modelo de lenguaje
ingle´s, que cumplio´ con los requisitos que se esperaban.
8.2. Conclusiones personales
Respecto al proyecto Dejavu s´ı que se ten´ıa conciencia sobre los componentes a tratar y
co´mo interrelacionarlos, personalmente, resulto´ una buena toma de contacto con la empresa y
la metodolog´ıa de trabajo.
El proyecto Freeswitch parec´ıa muy ambicioso, sobretodo por la nula experiencia y conoci-
miento sobre redes VoIP, reconocimiento de voz y el lenguaje de programacio´n Go. Personal-
mente, estoy muy satisfecho con los resultados obtenidos tras la estancia en pra´cticas, indagar
e investigar sobre Freeswitch y CMUSphinx ha sido una experiencia muy grata, y gracias a esto
me he dado cuenta de lo potentes que son estas herramientas, que por suerte o desgracia no
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hab´ıa tenido noticias de su existencia. Esto me ha ensen˜ado la puerta del inmenso mar que me
queda descubrir en todo el a´mbito de la Informa´tica.
8.3. Posibles mejoras
Las posibles mejoras que creo que pueden resultar u´tiles para el proyecto Dejavu es poder
asegurar que un audio no contiene palabras grabadas o no son audibles, con el fin de evitar
almacenarlas en la base de datos, ni consultar a Google sobre los mismos.
Respecto a Freeswitch, las mejoras que se le pueden hacer son innumerables por ejemplo,
se le pueden incluir muchos ma´s servicios y no so´lo eso, sino reconocer ciertas palabras durante
una llamada de auxilio desde un ascensor, para determinar el estado de los ocupantes.
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