Optimización de métodos numéricos en la determinación de la acidificación en los océanos by Velo, A.

Optimizacio´n de me´todos nume´ricos en
la determinacio´n de la acidificacio´n en
los oce´anos
Anto´n Velo Lanchas
Julio, 2014
Universidade de Vigo



Agradecimientos
A mis directores, Fiz y Miguel, por la ayuda, gu´ıa y soporte, pero sobre
todo el impulso a esta tesis, ya que no habr´ıa sido posible de otro modo.
A A´ıda y a los coautores de los art´ıculos que componen esta tesis, as´ı como
a los proyectos que le han dado soporte.
A mis compan˜eros en el IIM: Toni, Noe, Merche, Marcos, Paula y Mo´nica,
por toda la ayuda y apoyo.
Y ya en otro plano, Gracias!, como no y sobre todo, a mis padres, amigos
y a Mo´nica por la paciencia y el apoyo incondicional en todo momento.
I´ndice general
Motivacio´n para la realizacio´n de esta tesis . . . . . . . . . . . . . . 3
Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Terminolog´ıa y acro´nimos . . . . . . . . . . . . . . . . . . . . . . . 5
Cap´ıtulo I – Control de calidad de datos 13
1. Descripcio´n de los para´metros . . . . . . . . . . . . . . . . . . 16
1.1. Alcalinidad total . . . . . . . . . . . . . . . . . . . . . 16
1.2. pH . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3. Umbrales de ajuste . . . . . . . . . . . . . . . . . . . . . . . 34
4. Evaluacio´n de calidad de datos . . . . . . . . . . . . . . . . . 35
Cap´ıtulo II – Me´todo de interpolacio´n multiparame´trica 45
1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.1. Ventana mo´vil espacial . . . . . . . . . . . . . . . . . 49
2.2. Distancias multiparame´tricas . . . . . . . . . . . . . . 50
2.3. Algoritmo base . . . . . . . . . . . . . . . . . . . . . 51
3. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1. Ox´ıgeno . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2. Carbono antropoge´nico. . . . . . . . . . . . . . . . . . 62
Cap´ıtulo III – Estimacio´n de AT por me´todos MLR y neuronales 67
1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
1
2. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.1. Me´todo 3DwMLR . . . . . . . . . . . . . . . . . . . . 71
2.2. Estimacio´n por redes neuronales. . . . . . . . . . . . 77
3. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1. Comparacio´n entre 3DwMLR y red neuronal . . . . . . 83
3.2. Comparacio´n entre me´todos y observaciones . . . . . . 86
Cap´ıtulo IV – Estudio de tasas de almacenamiento de Cant en el
Atla´ntico Suroeste 91
1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
2. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Conclusiones 101
Trabajo actual y futuro 111
Bibliograf´ıa 117
Ape´ndices 127
A. Cap´ıtulo I – CARINA alkalinity data in the Atlantic Ocean . . . . 129
B. Cap´ıtulo I – CARINA data synthesis project: pH data scale uni-
fication and cruise adjustments . . . . . . . . . . . . . . . . . 149
C. Cap´ıtulo II - A multiparametric method of interpolation using
WOA05 applied to anthropogenic CO2 in the Atlantic . . . . . 175
D. Cap´ıtulo III - Total alkalinity estimation using MLR and neural
network techniques . . . . . . . . . . . . . . . . . . . . . . . 189
E. Cap´ıtulo IV – An update of anthropogenic CO2 storage rates
in the western South Atlantic basin and the role of Antarctic
Bottom Water . . . . . . . . . . . . . . . . . . . . . . . . . . 199
2
Motivacio´n para la realizacio´n de esta tesis
La motivacio´n inicial para realizar un doctorado surge tras finalizar la licen-
ciatura, con mi incorporacio´n, bajo la direccio´n del Dr. Luis Gago Duport al
departamento de Xeociencias Marin˜as e Ordenacio´n do Territorio de la Univer-
sidade de Vigo con la idea de ampliar estudios de cristalizacio´n y crecimiento
de minerales en fases tempranas de la diage´nesis. Dicho estudio finalizo´ con la
obtencio´n del DEA y la presentacio´n de la tesis de licenciatura en el an˜o 2001.
En 2007, tras mi incorporacio´n laboral al grupo de CO2 del departamento de
Oceanograf´ıa del IIM-CSIC, se abre una nueva posibilidad para desarrollar una
tesis doctoral con los Dres. Fiz Ferna´ndez Pe´rez y Miguel Gil Coto, en aspec-
tos te´cnicos que contribuyan a facilitar la determinacio´n de la acidificacio´n en
los oce´anos, ba´sicamente optimizando e implementando nuevos, o ya existen-
tes, me´todos nume´ricos y rutinas de ca´lculo claves en este importante proceso
marino. El campo es amplio, ya que implica multitud de fases, desde el ana´lisis
y procesado de los datos iniciales hasta el procesado final de bases de datos
integradas. As´ı, compaginando y aprovechando tareas a realizar dentro de di-
versos proyectos en marcha en el grupo, dimos comienzo a la u´ltima etapa
del doctorado. Este manuscrito es, por tanto, el resultado de dichos trabajos
y se presenta como tesis doctoral elaborada con publicaciones. Se trata de
art´ıculos que a lo largo de estos an˜os hemos publicado para contribuir, en lo
posible, a la mejora del estudio de la acidificacio´n en los oce´anos, y principal-
mente como parte del grupo de trabajo internacional CARINA (CARbon in
North Atlantic) y en el a´mbito de los proyectos CarboOcean y CarboChange.
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Introduccio´n
Durante las dos u´ltimas de´cadas se ha intensificado la observacio´n del
oce´ano por diferentes motivaciones cient´ıficas auspiciadas por distintos pro-
gramas nacionales e internacionales. Con ello, se han acumulado una impor-
tante cantidad de medidas del sistema del carbo´nico en agua de mar con
diferentes niveles de calidad. El carbono inorga´nico total (CT), la alcalinidad
total (AT) y el pH han sido las variables del sistema del carbo´nico que con
mayor frecuencia se han determinado en la columna de agua. Todas estas
medidas necesitan de una evaluacio´n de su calidad, as´ı como de una homo-
geneizacio´n debido a que las medidas de pH se han realizado con escalas y
temperaturas diferentes. El objetivo final es conseguir una base de datos ho-
moge´nea que permita evaluar y ’censar’ los cambios en el CT y pH durante
las u´ltimas de´cadas debido al incremento de CO2 atmosfe´rico
Dado que para determinar el sistema del carbonato en agua de mar son
necesarios u´nicamente dos para´metros de este sistema, se busca obtener una
base de datos general lo ma´s extensa posible que incluya un registro tanto
temporal como espacial de la variabilidad del pH y del CO2 de origen antro-
poge´nico. Las bases de datos origen deben ser homogeneizadas y complemen-
tadas con la ayuda de diversas metodolog´ıas nume´ricas como paso previo para
integrarse en una gran base de datos general.
Es necesario, por lo tanto, elaborar algoritmos que permitan detectar ses-
gos y valores ano´malos en las bases de datos originales. Utilizando diversas
te´cnicas multilineales aplicadas a la variabilidad de para´metros o magnitudes
4
oceanogra´ficas como temperatura, salinidad, ox´ıgeno y nutrientes, hemos po-
dido discriminar gran parte de la variabilidad real de la generada por los sesgos
producidos por errores en las metodolog´ıas anal´ıticas. Finalmente, desarrollan-
do nuevos algoritmos de interpolacio´n se ha propagado de forma optimizada la
informacio´n disponible, originalmente sin estructura geogra´fica homoge´nea, a
una red geogra´fica regular para generar un producto que facilite la evaluacio´n
regional del almacenamiento de CO2 y de la variabilidad del pH en el oce´ano.
Terminolog´ıa y acro´nimos
A continuacio´n se presenta un resumen de terminolog´ıa empleada para
facilitar la lectura.
Te´rminos gene´ricos
Para´metro: Tambie´n se emplea la palabra Variable. Refiere a cualquiera de
un conjunto de propiedades f´ısicas, qu´ımicas o de otro tipo, cuyos va-
lores determinan las caracter´ısticas o el comportamiento de un sistema
particular. Ejemplo: Alcalinidad, Carbono Inorga´nico Total, pH, etc.
Outlier: Valor ano´malo o at´ıpico para un determinado para´metro. Un valor
puede identificarse como ano´malo cuando esta´ fuera del rango posible
para ese para´metro (ej. agua l´ıquida a T>100◦C y presio´n atmosfe´rica)
o cuando se puede considerar que esta´ fuera del rango esperable para
ese punto.
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Te´rminos relacionados con bases de datos
CARINA: (CARbon in North Atlantic) Proyecto de s´ıntesis de datos de car-
bono y trazadores financiado por el EU IP CARBOOCEAN. Comparte
nombre con las bases de datos que son objetivo del proyecto, y consiste
en una s´ıntesis de datos de botella de 188 campan˜as oceanogra´ficas,
relevantes al sistema del carbono. Su principal a´rea de cobertura es el
Oce´ano Atla´ntico y A´rtico, y presenta datos hasta el 2005.
ETOPO2v2: Conjunto de datos de relieve (topograf´ıa/batimetr´ıa) de la agen-
cia NOAA. Presentan una cobertura global y una resolucio´n de 2 minu-
tos de grado. Se emplean como referencia para el fondo ocea´nico.
GLODAP: (GLobal Ocean Data Analisys Project) Esfuerzo cooperativo fi-
nanciado por NOAA, DOE, NSF y JGOFS-SMP con el objetivo de reali-
zar una s´ıntesis global de datos de carbono y trazadores. Emplea princi-
palmente datos de campan˜as de WOCE, JGOFS y OACES/NOAA sobre
la de´cada de 1990.
WOA: (World Ocean Atlas) Conjunto de datos publicados por NODC/NOAA
que incorpora temperatura, salinidad, ox´ıgeno disuelto, utilizacio´n apa-
rente de ox´ıgeno (AOU), porcentaje de saturacio´n de ox´ıgeno, fosfato,
silicato y nitrato. Los datos representan una climatolog´ıa realizada me-
diante ana´lisis objetivo sobre los datos de partida del WOD (World
Ocean Database, NODC/NOAA) y se ofrecen en una cuadr´ıcula global
de 1◦ (Latitud/Longitud) y a profundidades esta´ndar. Ofrece productos
anuales, estacionales y mensuales.
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Te´rminos relacionados con control de calidad
QC1: Tambie´n denominado 1stQC o control de calidad primario. Es la pri-
mera fase de control de calidad y se realiza individualmente sobre cada
campan˜a. El ana´lisis intenta detectar datos ano´malos y errores obvios
como errores de escala, de transcripcio´n, etc. Intenta incluso verificar
en lo posible la consistencia interna de los para´metros disponibles para
la campan˜a. Se trata, por tanto, de una revisio´n de la precisio´n (Ingle´s:
precision) de cada campan˜a individual.
QC2: Tambie´n denominado 2ndQC o control de calidad secundario. Es la
segunda fase de control de calidad y se realiza secuencialmente tras la
primera. Los ana´lisis pretenden identificar diferencias sistema´ticas entre
campan˜as que no sea posible asimilar con la variabilidad natural a lo
largo del tiempo. Se trata, por tanto, de un ana´lisis de consistencia entre
campan˜as que pretende revisar la exactitud (Ingle´s: accuracy) de cada
campan˜a.
Crossover: Comparativa de cualquier para´metro entre un par de campan˜as
oceanogra´ficas (en adelante denominadas A y B) pro´ximas, o cuyo tran-
secto(s) se cruza(n). La comparativa se realiza entre perfiles de estacio´n.
Offset: El resultado nume´rico del crossover. Representa la cantidad por la
cual los datos de un para´metro de la campan˜a B esta´ desplazada (offset)
con respecto a los de la campan˜a A. Los me´todos de evaluacio´n del
Crossover tambie´n generan un estad´ıstico de la incertidumbre para ese
Offset.
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Inversio´n: La aplicacio´n de una metodolog´ıa para, a partir del conjunto de
offsets y sus correspondientes incertidumbres, calcular las correcciones
o´ptimas que se deber´ıan aplicar a campan˜as individuales para minimi-
zar los desajustes entre el grupo de campan˜as estudiado. Se emplean
dos procedimientos, uno denominado m´ınimos cuadrados ponderados
(Weighted Least Squares: WLSQ) que toma las incertidumbres como
factor de ponderacio´n en el ajuste de m´ınimos cuadrados, y otro, deno-
minado m´ınimos cuadrados ponderados amortiguados Weighted Dam-
ped Least Squares: WDLSQ).
Correccio´n: El valor resultado de la(s) inversio´n(es) para cada campan˜a, es
decir, el valor de la correccio´n que la(s) inversio´n(es) propone(n) para
cada campan˜a.
Ajuste m´ınimo: No todas las correcciones que generan las inversiones se
aplican. Entre otros criterios, se define un umbral m´ınimo para cada
para´metro. Por debajo de este l´ımite no se considera necesario aplicar
las correcciones y se conservan los datos originales.
Ajustes: Valores finales de correccio´n aplicados a los para´metros de cada
campan˜a. La correccio´n generada por las inversiones se toma como
referencia pero se realiza una supervisio´n manual final y es necesario un
acuerdo dentro del grupo CARINA para cada ajuste individual.
Flag: Etiqueta o indicador de calidad de un dato. Generalmente es un valor
nume´rico entero. Valores comunes en el contexto del proyecto CARINA
son: 0, que indica que el dato es calculado o interpolado; 2, que indi-
8
ca dato aceptable o bueno; 3, que indica dato cuestionable o 4 malo;
y 9 que indica que no hay dato. Una referencia completa para flags
usados en CARINA se puede encontrar en Tanhua et al. (2010b). Unas
recomendaciones generales se pueden encontrar en el documento Ocean
Data Standards, Vol.3 (Intergovernmental Oceanographic Commission
of UNESCO, 2013).
Te´rminos relacionados con metodolog´ıas
MLR: Regresio´n multilineal. Modelo lineal que describe la relacio´n entre una
u´nica variable denominada dependiente o respuesta y un conjunto de va-
riables denominadas independientes, explicativas o predictoras. El con-
cepto “multi” deriva de la presencia de mu´ltiples variables independien-
tes, y el concepto “lineal” de que la variable respuesta es una funcio´n
lineal de los coeficientes aplicados a las variables independientes. El
ca´lculo de los coeficientes se realiza a partir de una serie de observa-
ciones de las variables independientes y dependiente que se someten a
un procedimiento de m´ınimos cuadrados segu´n una relacio´n multilineal
propuesta. Una descripcio´n ma´s detallada se puede encontrar en Kutner
et al. (2004).
Robust regression: Me´todo de ana´lisis de regresio´n similar al MLR y donde
el concepto “robusto” deriva del empleo de te´cnicas para la deteccio´n y
el ponderado de valores ano´malos. Hay diversas funciones para realizar
el ponderado, pero como norma general, con todas ellas se aplica un
procedimiento iterativo que analiza la contribucio´n de cada valor indi-
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vidual y reitera modificando el peso de cada valor hasta que el ajuste
no mejora significativamente. Suele reemplazar estad´ısticos cla´sicos por
otros ma´s robustos a valores ano´malos como, por ejemplo, la mediana
en lugar de la media.
Redes Neuronales: Las redes neuronales se pueden definir, segu´n Sarle (1994),
como una amplia clase de flexibles regresiones no lineales, modelos dis-
criminantes, modelos de reduccio´n de datos, y sistemas dina´micos no
lineales. Consisten, a menudo, en un nu´mero elevado de “neuronas”, es
decir, elementos de computacio´n simples, lineales o no lineales, interco-
nectados de modos habitualmente complejos y, habitualmente tambie´n,
organizados en capas.
10
Cap´ıtulo I
11
Cap´ıtulo I
12
Cap´ıtulo I – Control de calidad
de datos
Los trabajos que componen esta tesis, se engloban principalmente en el
marco del proyecto CARINA (CARbon in North Atlantic), que nacio´ de mo-
do informal y sin financiacio´n en Kiel (Alemania) en 1999, con el objetivo
de recopilar y generar una base de datos para el Oce´ano Atla´ntico Norte
de para´metros relacionados con el carbono que permitiera calcular de mane-
ra precisa los inventarios y tasas de captacio´n de carbono por parte de los
oce´anos.
La base de datos generada recibe el mismo nombre que el proyecto: CARI-
NA. Es, por tanto, una base de datos del sistema del carbonato y de para´me-
tros auxiliares que se necesitan para estudiar la variabilidad del CO2 en agua
de mar, generada a partir de datos hidrogra´ficos de campan˜as oceanogra´ficas
realizadas en los oce´anos Atla´ntico, A´rtico y Austral, aunque incluye tambie´n
algunas campan˜as ma´s dispersas realizadas en el Pac´ıfico. Adema´s de la pro-
pia recoleccio´n de datos, el control de calidad ha sido uno de los objetivos
principales del proyecto, realiza´ndose un control de calidad primario (QC1) y
secundario de los datos (QC2). Los resultados del proyecto CARINA se pueden
dividir en dos bloques:
El primer bloque consiste en una base de datos de ficheros individuales de
cada campan˜a, donde se almacenan todos los datos medidos y sus etiquetas
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(flags) de calidad. Estos ficheros se generaron en formato de intercambio WHP
(WOCE Hydrographic Program), que incluye los metadatos condensados en
las primeras l´ıneas. En esencia no se incluyen datos calculados ni interpolados
en estos ficheros, con las excepciones de la profundidad (estimada a partir de
presio´n y latitud), y la salinidad (obtenida con conductividad, temperatura y
presio´n). Tampoco se han aplicado correcciones o ajustes a ninguno de los
para´metros almacenados en estos ficheros, con la excepcio´n de las medidas de
pH, que s´ı se han unificado en una u´nica escala, la denominada “Seawater”
(SWS) a 25◦C.
El segundo bloque de CARINA es el producto de s´ıntesis como tal del
proyecto. Son tres ficheros de datos de campan˜as geogra´ficamente agrupados,
con control de calidad realizado y ajustes aplicados. Las agrupaciones son
Oce´ano Atla´ntico (denominado ATL), Oce´ano A´rtico y Mares Mediterra´neos
(denominado AMS) y Oce´ano Austral (SO). Estos ficheros incluyen:
1. Valores medidos provenientes de los ficheros individuales de cada cam-
pan˜a, con el control de calidad primario (QC1) y el secundario (QC2,
ajustes) realizado.
2. Valores interpolados para nutrientes, ox´ıgeno y salinidad en aquellos re-
gistros que no contengan dichos datos y siempre que sea posible realizar
la interpolacio´n segu´n los criterios que se describen en Key et al. (2010).
3. Para´metros de carbono calculados mediante las ecuaciones del sistema
del carbonato donde sea posible.
14
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Los valores calculados (3) o interpolados (2) que se incluyen en el producto
se marcan con la etiqueta de calidad “0”, para as´ı identificarlos.
Todos los datos incluidos en el producto de s´ıntesis han sido corregidos
segu´n los criterios establecidos en el proyecto CARINA, es decir, tras revisio´n
y acuerdo de sus integrantes. Incorporan, por lo tanto, el ajuste acordado para
cada campan˜a. En los correspondientes art´ıculos (Velo et al., 2010a, 2009)
se detallan y fundamentan, para los diferentes para´metros o agrupaciones
de estos, cada uno de los ajustes propuestos para las campan˜as en las que,
mediante los controles de calidad, se detectaron sesgos. En muchos casos, en
los ficheros individuales de partida, se dispone de valores de otros para´metros
(p. ej. 14C, 13C y SF6) que no han sido incluidos en el control de calidad
secundario.
En los dos primeros art´ıculos de esta tesis (Velo et al., 2010a, 2009), se
describen los ana´lisis de consistencia de las medidas de alcalinidad y pH de la
regio´n del Oce´ano Atla´ntico de la base de datos de CARINA (CARINA-ATL).
Para el caso del pH el trabajo se realizo´ a nivel global para los tres productos
de datos, y fue necesario realizar adema´s y previamente, una homogenizacio´n
o unificacio´n de escalas.
Una descripcio´n ma´s detallada del proyecto CARINA y sus bases de datos
se puede encontrar en Key et al. (Key et al., 2010)* y Tanhua et al. (Tanhua
et al., 2009)*.
Una visio´n de conjunto del Atla´ntico Norte se incluye en: Tanhua et al.
(Tanhua et al., 2010a)*.
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Informacio´n sobre el control de calidad en alcalinidad para otras a´reas se
puede encontrar en:
Oce´ano A´rtico en Jutterstro¨m et al. (2010)
Mares No´rdicos en Olsen et al. (2009)
Sector Atla´ntico del Oce´ano Anta´rtico en Hoppema et al. (2009)*
Sector I´ndico del Oce´ano Anta´rtico en Lo Monaco et al. (2010)*
Sector Pac´ıfico del Oce´ano Anta´rtico en Sabine et al. (2009)
Los me´todos y te´cnicas de control de calidad esta´n descritos en detalle en
el art´ıculo de me´todos del especial de ESSD (Tanhua et al., 2010b)* y en el
paquete de herramientas de Matlab (Tanhua, 2010) que implementa dichas
te´cnicas y me´todos.
Se indican con un asterisco (*) los art´ıculos participados por el autor y que
contribuyen a explicar o continu´an las tareas de este cap´ıtulo.
A continuacio´n se describen en detalle las caracter´ısticas de los para´metros
analizados
1. Descripcio´n de los para´metros
1.1. Alcalinidad total
La alcalinidad total (AT, TALK) en agua de mar se define como “. . . el
nu´mero de moles de ion hidro´geno equivalente al exceso de aceptores de
protones (bases formadas de a´cidos de´biles con constantes de disociacio´n K
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<=10-4.5 a 25◦C y cero fuerza io´nica) sobre donantes de protones (a´cidos
con K >10-4.5) en 1 kg de muestra.” (Dickson, 1981). La alcalinidad total
es uno de los cuatro para´metros ba´sicos del sistema del dio´xido de carbono
en agua de mar, siendo los otros tres: el carbono inorga´nico total disuelto
(CT, DIC, TIC, TCO2, TCARBN), la fugacidad del CO2 disuelto (fCO2) y
el pH. Si al menos dos de estos para´metros son conocidos, los para´metros
restantes pueden ser calculados usando constantes termodina´micas para una
temperatura, salinidad y presio´n determinadas.
Disponer de datos de carbono de alta calidad es cr´ıtico para poder detec-
tar cambios pequen˜os del sistema del CO2. Concretamente, dos para´metros,
la alcalinidad total y el carbono inorga´nico total, se emplean en bastantes
me´todolog´ıas basadas en te´cnicas de retro-ca´lculo para estimar la sen˜al del
CO2 antropoge´nico. La alcalinidad total es clave tanto para determinar los
cambios en carbono total producidos por la disolucio´n de carbonato ca´lcico
(Feely et al., 2002) como para establecer las concentraciones de carbono total
en aguas superficiales en equilibrio con la atmo´sfera, y tanto para niveles de
CO2 histo´ricos como presentes o futuros. Es necesario resaltar tambie´n que
muchas medidas del sistema del CO2 en agua de mar fueron realizadas me-
diante pares AT-pH para determinar CT, y, por esta razo´n, ambos para´metros
son claves para los objetivos de CARINA.
Los datos de AT incluidos en el conjunto de datos de CARINA-ATL tienen
su origen en mu´ltiples grupos internacionales de investigacio´n que emplean
varios me´todos de ana´lisis diferentes. La mayor´ıa de datos de AT fueron de-
terminados empleando un me´todo de valoracio´n potenciome´trica en celda
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cerrada (Dickson et al., 2007) y otra gran parte se obtuvo mediante me´todos
de valoracio´n potenciome´trica a punto final en celda abierta (Mintrop et al.,
2000).
Distribucio´n
La distribucio´n espacial de la alcalinidad en el oce´ano, viene determinada
principalmente por la variabilidad de dos para´metros, que son la salinidad y el
silicato. En las capas superficiales del oce´ano, la relacio´n entre la alcalinidad
y salinidad ha sido ampliamente tratada en la literatura (Lee et al., 2006;
Millero et al., 1998), y se debe principalmente a los procesos de dilucio´n y
concentracio´n del agua de mar que se producen por la adicio´n de agua dulce a
partir de precipitaciones y fusio´n de hielo, y por la retirada de agua debida a la
evaporacio´n o la formacio´n de hielo. En los paneles (a) y (b) de la Figura 1.1
se muestra la alcalinidad y la salinidad para una seccio´n norte-sur del Oce´ano
Atla´ntico. En general la correlacio´n positiva entre ambas es notoria y ligada
al ciclo del agua (evaporacio´n en los giros subtropicales y precipitacio´n neta
hacia las zonas polares).
En la columna de agua, la s´ıntesis y remineralizacio´n de materia orga´nica
an˜ade o elimina iones (nitrato fundamentalmente) de la disolucio´n, afectan-
do a la alcalinidad (Brewer et al., 1975; Fraga and A´lvarez-Salgado, 2005),
aunque de manera minoritaria, a lo largo de los primeros 1000-1500 metros
de la columna de agua, en los cuales este proceso es dominante frente al de
disolucio´n de CaCO3. Si analizamos la alcalinidad normalizada (NTA) (Panel
c de la Figura 1.1), que excluye el efecto de la sal (Millero et al., 1998),
18
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Figura 1.1: Seccio´n Norte-Sur del Oce´ano Atla´ntico donde se muestra la alcalinidad total (panel
a), salinidad (panel b), alcalinidad normalizada (panel c) y silicato (panel d). La escala
vertical de profundidad no es lineal para exagerar la representatividad de las capas ma´s
someras.
se puede observar que e´sta presenta una correlacio´n muy alta con el silicato
(Panel d de la Figura 1.1) en las aguas asociadas a la AABW, lo que denota
que la circulacio´n profunda esta´ afectando a ambos para´metros. La disolucio´n
del o´palo (s´ılice) generado por diatomeas presentes en gran cantidad en las
aguas australes motiva el incremento de silicato en estas aguas. Asimismo,
la acumulacio´n de la disolucio´n de organismos calca´reos tanto en el Pac´ıfi-
co como en la Anta´rtida provoca tambie´n un aumento de la alcalinidad en
las aguas presentes en la Anta´rtida. A partir de ah´ı la circulacio´n ocea´nica
global traslada hacia el norte, desde la Anta´rtida al Oce´ano Atla´ntico, los
altos valores de silicato y NTA. Se observan tambie´n en aguas profundas va-
lores altos de NTA sin el consiguiente aumento de silicato, ello es debido
a la disolucio´n de CaCO3 en las zonas profundas del Atla´ntico tropical. La
produccio´n bioge´nica de carbonato en aguas superficiales y el hundimiento
de estos esqueletos y estructuras formadas, provoca la llegada de carbonato
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en diferentes formas minerales a estas aguas profundas donde lentamente es
disuelto (Wolf-Gladrow et al., 2007). En algunos casos es dif´ıcil distinguir si
este proceso ocurre realmente en la columna de agua, o si es debido a la
interaccio´n con el sedimento en las masas de agua pro´ximas a e´l (Berelson et
al., 2007).
Algunos autores han introducido adema´s la temperatura del agua para la
parametrizacio´n de la alcalinidad, aunque la fraccio´n de variabilidad explicada
es mucho ma´s pequen˜a que la determinada por la salinidad (Millero et al.,
1998; Va´zquez-Rodr´ıguez et al., 2012); en esa relacio´n subyace la covariacio´n
entre, por un lado, aguas tropicales y subtropicales en las cuales los organismos
calca´reos substraen iones carbonato para formar su estructuras y, por otro
lado, aguas fr´ıas de altas latitudes donde estos organismos son minoritarios.
1.2. pH
Los principales factores que gobiernan la distribucio´n espacial y temporal del
pH ocea´nico son la temperatura, debido a la dependencia de las constantes de
disociacio´n con este para´metro, junto con la presio´n parcial de CO2 (pCO2),
la alcalinidad total (AT) y el carbono total (CT), estos u´ltimos debido a su
participacio´n en el equilibrio del carbonato. El pH ocea´nico superficial se ve
afectado principalmente por la temperatura, la biolog´ıa, el intercambio de CO2
en ambas direcciones con la atmo´sfera y el intercambio de CO2 con aguas ma´s
profundas debido a procesos de afloramiento y hundimiento. Hay cambios y
ciclos que contribuyen a las fluctuaciones de pH en la superficie del oce´ano,
en escalas de tiempo que van de d´ıas a an˜os, incluyendo el ciclo estacional
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(Raven et al., 2005; Wootton et al., 2008). Se estima adema´s que las aguas
superficiales del oce´ano se han acidificado, globalmente, en un ≈ 34 %, es
decir, unas 0.13 unidades de pH (de 8.2 a 8.1 en escala SWS a 25◦C) desde
los tiempos pre-industriales (Caldeira and Wickett, 2003; Olafsson et al., 2009;
Orr et al., 2005; Raven et al., 2005), debido a emisiones antropoge´nicas de
CO2 y su captacio´n por el oce´ano. En el oce´ano profundo la concentracio´n de
CO2 se incrementa por la abundancia de CaCO3 en sedimentos y su disolucio´n
en la columna de agua, aumentando el efecto tampo´n y manteniendo estable
el pH del oce´ano profundo, incluso conduciendo a cambios m´ınimos a escalas
de tiempo de 10000 an˜os (Raven et al., 2005).
En la Figura 1.2 se muestra la distribucio´n de cuatro para´metros para una
seccio´n norte-sur en el Oce´ano Atla´ntico. Se ha exagerado la escala vertical
para mostrar mejor los efectos en las capas menos profundas, y se ha utilizado
una escala inversa de colores para pH para mostrar mejor la concordancia. En
primer lugar se puede observar en los paneles (a) y (b) que la mayor parte de
la variabilidad del pH esta´ ligada al consumo y produccio´n de nitrato asociado
con la actividad fotosinte´tica en superficie y la remineralizacio´n en la columna
de agua, fundamentalmente en los primeros 1500 metros.
En el panel (c) se observa la alta correlacio´n del pH con la relacio´n CT/AT.
Se aprecia tambie´n como el efecto tampo´n del buffer de carbonato provoca
que el pH apenas se vea afectado por la disolucio´n de CaCO3 en las capas ma´s
profundas, efecto que s´ı se puede apreciar en el CT (panel d) o la AT y NTA
(Figura 1.1, paneles a y c) por separado. Esto es debido a que por cada lado
la variabilidad del pH y la AT correlacionan independientemente con los dos
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Figura 1.2: Seccio´n Norte-Sur del Oce´ano Atla´ntico donde se muestra el pH en escala SWS a 25◦C
(panel a), nitrato (panel b), relacio´n CT/AT (panel c) y carbono total (panel d). La escala
vertical de profundidad no es lineal para exagerar la representatividad de las capas ma´s
someras.
procesos ba´sicos de la bomba biolo´gica. Por un lado la remineralizacio´n de la
materia orga´nica, que afecta al pH pero muy poco a la AT y por otro lado la
disolucio´n de CaCO3 que afecta muy poco al pH pero muy marcadamente a la
AT. La combinacio´n de ambos presenta una ventaja notable para determinar
la variabilidad espacial del CT.
En cuanto al efecto de la disolucio´n de CO2 atmosfe´rico y la temperatura
sobre el sistema del carbonato en general y sobre el pH del agua de mar en
particular, se incluyen a continuacio´n dos Figuras (1.3 y 1.4) que ilustran la
respuesta de este sistema ante los mencionados cambios.
La Figura 1.3 muestra en el panel superior la cla´sica evolucio´n de la concen-
tracio´n de CO2 en la atmo´sfera para el observatorio de Mauna Loa (Hawai)
(Tans and Keeling, 2014). En color verde se presenta un promedio mensual,
que muestra las variaciones del ciclo estacional, y en azul un promedio anual,
donde se puede observar la evolucio´n de la fCO2 atmosfe´rica desde 1960 hasta
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Figura 1.3: Panel superior: evolucio´n de fCO2 observada en el observatorio de Mauna Loa (Hawai)
para el per´ıodo 1960-2013. Panel medio: Evolucio´n de temperatura a partir del I´ndice de
Temperatura Tierra Oce´ano (NASA/GISS, 2014). Panel inferior: Estimacio´n mediante
ecuaciones termodina´micas (van Heuven et al., 2009)del cambio de pH para el cambio
de condiciones descrito en los paneles superiores (se considera sin variacio´n al resto de
para´metros)
2013, siempre ascendente y de tendencia exponencial (Conocida como curva
de Keeling). En el segundo panel se muestra la evolucio´n de la temperatura
promedio global para cada an˜o obtenida como anomal´ıa a partir del I´ndice
de Temperatura Tierra-Oce´ano (LOTI), que combina mediciones terrestres
y ocea´nicas (NASA/GISS, 2014). Se toma como base una temperatura de
14◦C (NASA/GISS, 2014). En el panel inferior se muestra una estimacio´n
de la evolucio´n del pH del agua de mar modelado (van Heuven et al., 2009)
como funcio´n de un valor constante de AT para el intervalo 1960-2013 (2350
µmol·kg-1). La l´ınea azul muestra la evolucio´n del pH considerando u´nica-
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mente la diferencia de fCO2 y empleando una temperatura constante (14
◦C).
La l´ınea roja tiene en cuenta, adema´s de la evolucio´n de fCO2, el incremento
de temperatura observado a lo largo del per´ıodo. El panel inferior simular´ıa,
por tanto, la evolucio´n del pH en aguas superficiales en equilibrio de CO2
con la atmo´sfera, y considerando u´nicamente las variaciones en fCO2 o [fCO2
y temperatura] registradas. Se observa como el incremento de fCO2 en la
atmo´sfera provoca, por s´ı solo, un descenso del pH de 81 mile´simas a lo largo
del intervalo 1960-2013. El incremento promedio de temperatura provocar´ıa
un descenso adicional de 5 mile´simas, dando un total de 86 mile´simas de
descenso de pH en base u´nicamente a ca´lculos de equilibrio termodina´mico.
La Figura 1.4 muestra una simulacio´n del sistema del carbonato a partir
de valores medidos de AT para la capa de 100 m y valores del producto en
cuadr´ıcula de WOA09 para temperatura, salinidad y nutrientes (Antonov et
al., 2010; Garcia et al., 2010; Locarnini et al., 2010). En los paneles (a) y
(b) se muestran los datos en cuadr´ıcula de la climatolog´ıa anual de WOA09
correspondientes a la capa de 100 m para temperatura (panel a) y salinidad
(panel b). En el panel (c) se muestran datos de AT para la capa de 100 m
el Oce´ano Atla´ntico. Se partio´ de datos medidos de campan˜as oceanogra´ficas
de los proyectos CARINA, GLODAP, CLIVAR y otras campan˜as realizadas
por el IIM-CSIC, adema´s de datos estimados por MLR (Cap´ıtulo III: Velo
et al., 2013) que se interpolaron mediante el me´todo WMP (Cap´ıtulo II:
Velo et al., 2010b). En los paneles (d) y (e) se presentan dos mapas con
modelizaciones de valores de pH para la capa antes indicada del oce´ano,
partiendo de los datos termohalinos y bioqu´ımicos de WOA09, los datos de
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Figura 1.4: Simulacio´n de pH en condiciones preindustriales (fCO2=278.5 ppm) y actuales (fCO2
2014 ≈400 ppm). Paneles (a y b): Datos extra´ıdos de la capa de 100 m de la climato-
log´ıa de WOA09 para temperatura (a) y salinidad (b). Panel (c): Datos extra´ıdos de la
capa de 100 m generada mediante interpolacio´n WMP de datos de botella de CARI-
NA+GLODAP+CLIVAR+Campan˜as IIM-CSIC. Paneles (d, e, f): Simulacio´n de pH en
la capa de 100 m para condiciones en equilibrio con fCO2 de 278.5 ppm (d), 400 ppm
(e) y diferencia entre ambas (f). Paneles (g, h, i): Simulacio´n de CT en la capa de 100
m para condiciones en equilibrio con fCO2 de 278.5 ppm (g), 400 ppm (h) y diferencia
entre ambas (i).
AT del panel (c), y una fCO2 constante de 278.5 ppm (preindustrial) para
el panel (d) y 400 ppm (aproximadamente equivalente a 2014) para el panel
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(e). En el panel (f) se muestra la diferencia de pH obtenida para ambas
simulaciones (400 ppm-278.5 ppm). En los paneles (g) y (h) se presentan
los dos mapas equivalentes a los paneles (d) y (e) con los valores de CT
correspondientes a esas mismas modelizaciones. En el panel (i), equivalente
al (f) se muestra la diferencia de CT obtenida para ambas simulaciones (400
ppm-278.5 ppm). En los paneles en los que se muestran las simulaciones se
ha intentado preservar una concordancia en la escala. De este modo, la escala
de colores para los paneles (d) y (e) es la misma en ambos (7.6-8.2), al igual
que ocurre con (g) y (h) (1950-2250 µmol·kg-1) permitiendo as´ı apreciar la
magnitud de los cambios entre escenarios. Los paneles con las diferencias
(f) e (i) presentan una escala concordante con los rangos anteriores pero
notablemente ma´s reducida; en concreto se ha reducido a la sexta parte del
rango indicado anteriormente para los para´metros, resultando en (-0.1 a -
0.2) para pH y (40-90 µmol·kg-1) para CT. Se puede observar que pese a
esta concordancia ha sido necesario exagerar la escala de colores para pH,
hacie´ndola no lineal alrededor del valor mediana obtenido (-0.130)
Analizando la figura en detalle, se puede observar, en primer lugar, la fuerte
dependencia del pH con la temperatura para ambos escenarios: el equivalente
a 278.5 ppm (panel d) y el de 400 ppm (panel e). Analizando los valores de
correlacio´n, obtenemos un ajuste estad´ıstico con un R2 pra´cticamente de 1
(0.9998) y con unas pendientes muy similares (0.0158 y 0.0161 unidades de
pH/◦C respectivamente) para ambos casos.
En segundo lugar, analizando el panel (f) que ilustra el cambio de pH
entre ambos escenarios, se puede ver como el incremento de pCO2 afecta
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de un modo pra´cticamente constante a la acidificacio´n, siendo la variacio´n
de -0.131±0.001 unidades de pH para temperaturas inferiores a 10◦C y de
entre -0.130 y -0.124 unidades de pH para temperaturas entre 10◦C y 25◦C
(-0.129±0.04 unidades de pH para el conjunto de datos).
En tercer lugar, comparando los paneles (d y e) que muestran los escenarios
de pH frente a los de CT (g y h) se puede observar como existe una correlacio´n
inversa entre ambos para´metros, con cambios muy similares pero influenciados
por la sen˜al de la AT. En ausencia de otros factores de cambio, la alcalinidad
y el carbono total correlacionan positivamente entre s´ı, y esta correlacio´n
es, sin embargo, negativa frente al pH, por lo que los efectos se compensan
parcialmente. Como ya se mostro´ en los paneles (a) y (c) de la Figura 1.2, el
factor CT/AT, que normaliza el carbono total frente a la alcalinidad, ilustra
la correlacio´n inversa del factor con el pH debida a esa compensacio´n. En el
caso de los paneles (g y h) de CT se observa como el efecto de compensacio´n
provoca la desaparicio´n de los valores ma´ximos de alcalinidad y pH en zonas
tropicales. Aun as´ı, se puede apreciar en cierto dominio del pH.
Por u´ltimo, analizando los paneles (g) e (i) que respectivamente muestran
los cambios de pH y CT motivados por el cambio de fCO2, se puede observar
que el cambio de CT correlaciona positivamente con la temperatura (T),
con un R2 de 0.994 y un factor ∆∆CT/∆T de 1.24 µmol·kg-1·◦C-1. Esto es
debido a la variacio´n del efecto tampo´n del sistema del carbonato, que es
menor en aguas ma´s fr´ıas. Analizando las zonas tropicales, con incrementos
de CT pro´ximos a 80 µmol·kg-1 se observa que los cambios producidos en
pH (≈ −0.124 unidades de pH) son muy pro´ximos a los producidos en zonas
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polares (≈ −0.130 unidades de pH) con incrementos en CT mucho menores (≈
50 µmol·kg-1). Los cambios en el ∆pH esta´n influenciados por la variabilidad
espacial de la AT (notoria en latitudes al sur del paralelo 30
◦S) y son 2 o´rdenes
de magnitud inferiores a la variabilidad natural de la distribucio´n del pH; esta
variacio´n es debida a la no linealidad del sistema del carbonato.
Escalas de pH
La primera definicio´n de pH de Sørensen (1909) presenta varios problemas
operacionales debido a que los protones libres [H+] no existen en cantidades
significativas en soluciones acuosas. Por ello, el s´ımbolo “H+” representa, en
realidad, hidratos complejos en lugar de la concentracio´n de iones hidro´geno
libres. La primera definicio´n operacional fue la denominada escala NBS (Bates
and Vijh, 1973) acro´nimo del National Bureau of Standards. La escala de
pHNBS se define por unas series de soluciones tamponadas esta´ndar con valores
de pH asignados cercanos a “the best estimates of the proton activity (aH+),”
de modo que el pHNBS=-log(aH+). El estado de referencia para la escala NBS
es la solucio´n infinitamente diluida, lo cual es muy u´til en aguas naturales muy
diluidas, como las de r´ıos y lagos. Sin embargo, esta escala no es recomendada
para agua de mar, debido a su gran fuerza io´nica (Dickson, 1984; Millero et
al., 1993).
Adema´s de la escala NBS, se han sugerido otras tres escalas para agua de
mar. La escala “Free hydrogen ion” (pHF), la escala “Total hidrogen ion”
(pHT) y la escala “Seawater” (pHSWS). La razo´n de la existencia simulta´nea
de cuatro escalas de pH es principalmente histo´rica, y refleja el refinamiento
28
Cap´ıtulo I
gradual de la determinacio´n experimental de pH en agua de mar. Las defi-
niciones de las diferentes escalas se resumen a continuacio´n en la Tabla i–1,
reproducida de (Velo et al., 2010a).
La escala “Free” es conceptualmente la ma´s clara, definida u´nicamente por
la concentracio´n de H+. La contrapartida es que el H+ no puede ser medido
directamente. Esta inconveniencia operacional se resuelve con las escalas Total
y Seawater.
Escala de
pH
Definicio´n
NBS pHNBS = − log(aH)
Free pHF = − log[H+]F
Total pHT = − log[H+]T = − log([H+]F · (1 + [SO−24 ]/KS))
≈ − log([H+]F + [HSO−4 ])
Seawater pHSWS = − log[H+]SWS = − log([H+]F · (1 + [SO−24 ]/KS + [F−]/KF ))
= − log([H+]F + [HSO−4 ] + [HF ])
Tabla i–1: Escalas de pH empleadas en mediciones en agua de mar, definiciones y relaciones (Dick-
son, 1993; Dickson et al., 2007; Millero, 2007)
La escala Total de pH (Hansson, 1973) tiene en cuenta la asociacio´n del
ion SO4
- con H+ para formar HSO4
- (incluyendo el SO4-2 en sus soluciones de
calibracio´n), evitando la definicio´n de la constante de disociacio´n del HSO4
-
cuyo valor es dif´ıcil de obtener en agua de mar. Por otra parte, la escala
Seawater (Dickson and Riley, 1979) incluye, adema´s del bisulfato, la reaccio´n
de asociacio´n del ion fluoruro.
Por lo tanto, las diferencias entre las escalas Total y Seawater derivan de la
inclusio´n o no del fluorh´ıdrico en los medios en los cuales se basa la escala. Sin
embargo, esta u´ltima diferencia es pequen˜a (sobre ≈0.0095±0.0005 unidades
de pH a salinidad 35) debido a que la concentracio´n de HSO4
- es mucho mayor
que la de HF en agua de mar. Al contrario, el pH reportado en escala “Free” es
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sobre 0.11-0.12 unidades de pH ma´s alto que en las escalas Total o Seawater
(Zeebe and Wolf-Gladrow, 2001). Debemos recordar que estas diferencias son
mucho mayores que la precisio´n actual alcanzada en las mediciones de pH,
que son del orden de ±0.0004-0.001 unidades de pH (Clayton and Byrne,
1993) y son, por lo tanto, significativas.
Los datos de pH incluidos en CARINA provienen de la recopilacio´n de
datos de campan˜as de mu´ltiples grupos internacionales hasta el an˜o 2005.
Los datos incluyen medidas obtenidas empleando me´todos potenciome´tricos
y espectrofotome´tricos, y han sido reportados en distintas escalas de pH y
varias combinaciones de temperatura y presio´n. En total, la base de datos de
CARINA tiene datos de pH de 3761 estaciones de 59 campan˜as, resultando
en 49915 medidas de pH. Se puede encontrar una referencia completa de las
campan˜as incluidas as´ı como las escalas y condiciones empleadas en la Figura
3 del art´ıculo Velo et al. (2010a).
Conversio´n a pH SWS 25◦C
Como primer paso para el control de calidad entre campan˜as, todos los
valores de pH fueron unificados a la escala Seawater a 25◦C. La eleccio´n de
esta escala se efectuo´ por convencio´n en reuniones del grupo de CARINA.
La conversio´n de escala se efectuo´ mediante las rutinas de software CO2SYS
(Lewis et al., 1998) convertidas a paquete MATLAB (van Heuven et al.,
2009). Este paquete, que se puede obtener en http://cdiac.ornl.gov/
oceans/co2rprt.html, implementa las ecuaciones del carbonato en agua
de mar y realiza todos los ca´lculos necesarios para resolver este sistema. As´ı,
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Ecuaciones empleadas en la conversio´n de escalas
pHT = pHSWS − log((1 + ST /KS)/(1 + ST /KS + FT /KF ))
pHT = pHF − log(1 + ST /KS)
pHT = pHNBS − (log(1 + ST /KS) + log(fH))
Tabla i–2: Ecuaciones empleadas por el paquete Matlab CO2SYS para la conversio´n de escalas de
pH. Las rutinas emplean internamente la escala Total para los ca´lculos del sistema del
carbonato.
esta rutina de co´digo permite calcular el pH en cualquiera de las cuatro escalas
empleadas en agua de mar y, asimismo, permite al usuario escoger el paquete
de constantes que desea emplear para los sistemas del carbonato y borato.
Los para´metros adicionales que se requieren para estos ca´lculos son la pre-
sio´n, la salinidad, el silicato, el fosfato y la alcalinidad. Para la conversio´n
se emplearon las siguientes constantes: las constantes del a´cido carbo´nico en
agua de mar y escala NBS de Mehrbach reajustadas por Dickson y Millero
(Dickson and Millero, 1987; Mehrbach et al., 1973) a la escala SWS y las
del bo´rico y bisulfato de Dickson (Dickson, 1990a, 1990b). Internamente, la
rutina de MATLAB convierte inicialmente todos los valores de pH a la escala
Total utilizando las ecuaciones resumidas en la Tabla i–2, que esta´n basadas
en las definiciones de la Tabla i–1.
El siguiente paso es la resolucio´n del sistema del carbonato para la tempe-
ratura requerida de 25◦C, obtenie´ndose, por tanto, los cuatro para´metros de
este sistema (CT, AT, pH y pCO2), con el pH au´n en escala Total (pHT). Co-
mo u´ltimo paso, el pHT obtenido se recalcula para las otras escalas posibles.
El resultado de pH en escala SWS se obtiene mediante la aplicacio´n de la
primera ecuacio´n de la Tabla i–2, donde [SO4]T es el sulfato total, calculado
con las ecuaciones de Morris y Riley (1966), FT es el fluoruro total, calculado
con las ecuaciones de Riley (1965), KS es la constante de disociacio´n del ion
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bisulfato, de Dickson (1990a), KF es la constante de disociacio´n del a´cido
fluorh´ıdrico, de Dickson y Riley (Dickson and Riley, 1979) y por u´ltimo fH es
el coeficiente de actividad del ion hidro´geno en agua de mar (Pe´rez and Fraga,
1987) calculada de acuerdo con las ecuaciones de Takahashi et al. (1982).
2. Metodolog´ıa
Los me´todos y te´cnicas de control de calidad que se aplicaron en este cap´ıtu-
lo se describen en detalle en Tanhua et al. (2010; 2010b), y se presenta aqu´ı
un breve resumen. Esencialmente el procedimiento consiste en la comparacio´n
sistema´tica de datos entre pares de campan˜as separadas cuyos transectos se
cruzan o que tienen estaciones pro´ximas entre ellas. Esto es lo que se deno-
mina ana´lisis mediante crossovers. Determinados los desfases (offsets) entre
pares de campan˜as, se aplica un procedimiento de inversio´n para determi-
nar una solucio´n que minimice los desfases proponiendo unos determinados
valores de ajuste para las campan˜as.
Previamente a la comparacio´n es necesario realizar un control de calidad
de los datos individuales de cada campan˜a, el denominado QC1 o 1stQC (Key
et al., 2010), que intenta detectar errores producidos en el procesado de los
datos y ana´lisis, as´ı como problemas con datos individuales que se marcan
como datos ano´malos (outliers). En este paso se analizan tambie´n problemas
de excesiva dispersio´n o inconsistencia con para´metros que presentan patrones
de distribucio´n zonal parecida o correlacionables, como los indicados para AT
y pH en la Introduccio´n.
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Tras esa fase inicial, se aplicaron los procedimientos de control de calidad
secundario (QC2 o 2ndQC) que se detallan en Tanhua et al. (2010; 2010b),
y que ba´sicamente consisten en analizar diferencias entre perfiles profundos
de estaciones pro´ximas de dos campan˜as diferentes. Los perfiles se analizan
en temperatura potencial, presio´n y σ4 (anomal´ıa de la densidad a 4000 m)
para intentar descartar la influencia de errores en salinidad y/o temperatura.
La profundidad a partir de la cual se analiza cada perfil es variable segu´n las
caracter´ısticas de la regio´n del crossover, para evitar en lo posible la influencia
de variaciones estacionales o temporales. En general se emplearon perfiles
desde 1500 m hasta fondo en la mayor´ıa de comparaciones. En la Figura 1.5
se reproducen a modo ilustrativo las salidas gra´ficas de las dos rutinas de
software empleadas (Tanhua, 2010; Figuras 2 y 3 de Velo et al., 2010a)
Figura 1.5: Detalle de crossovers generados con las dos rutinas de software empleadas, (a) running-
cluster y (b) cnaX, ambas detalladas en Tanhua et al. (2010)
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La informacio´n relativa al desfase entre cada par de campan˜as fue analizada
y supervisada manualmente por el grupo de CARINA. Para para´metros como
la AT y el pH, el desfase se calculo´ como desfase aditivo.
Obtenida la informacio´n estad´ıstica relativa al desfase entre pares de cam-
pan˜as, se realiza el proceso de inversio´n, mediante la aplicacio´n de un pro-
cedimiento de m´ınimos cuadrados, para obtener una solucio´n de ajustes que
minimicen el desfase entre campan˜as. Los me´todos concretos aplicados fueron
los denominados “m´ınimos cuadrados ponderados amortiguado” (WDLSQ,
Weighted Damped Least SQuare) y “minimos cuadrados ponderados” (WLSQ,
Weighted Least SQuare). En Tanhua et al. (2010; 2010b) se detallan los pro-
cedimientos analizados y la motivacio´n para elegir estos. A diferencia de un
ajuste cla´sico por m´ınimos cuadrados, los me´todos WSLQ y WDSLQ ponde-
ran los desfases entre campan˜as con la incertidumbre de estos desfases. El
me´todo WDSLQ, adicionalmente, amortigua el error del modelo para cada
campan˜a con unas asunciones iniciales de supuesta mejor calidad para ciertas
campan˜as, principalmente secciones largas de campan˜as WOCE/GLODAP.
3. Umbrales de ajuste
Al igual que para el resto de para´metros, para AT y pH se definieron unos
umbrales m´ınimos de ajuste, respectivamente, de 6 µmol·kg-1 para AT y de
0.005 unidades para pH, por ser valores ligeramente superiores a la incerti-
dumbre esperable de los me´todos de medida. En el proceso de decisio´n de los
ajustes a aplicar por parte del grupo de CARINA, u´nicamente se tuvieron en
cuenta las correcciones obtenidas que fuesen superiores a ese valor.
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Las correcciones obtenidas mediante la aplicacio´n de los procedimientos
de inversio´n fueron analizadas individualmente por el grupo de CARINA, que
decidio´ que´ correcciones estaban suficientemente justificadas as´ı como el valor
de ajuste que se aplicar´ıa sobre el producto final.
4. Evaluacio´n de calidad de datos
Una vez decididos los ajustes para todos los para´metros analizados, aplica-
dos, y generada la base de datos de s´ıntesis que compone el producto principal
de CARINA, se realizo´ un u´ltimo ana´lisis de crossovers e inversio´n. Adicio-
nalmente se realizaron determinadas regresiones y ana´lisis estad´ısticos para
asegurar la consistencia de los datos en su regio´n, y la consistencia interna de
los para´metros del sistema del carbonato.
Los resultados del u´ltimo ana´lisis de crossovers efectuado a modo de com-
probacio´n final se emplearon tambie´n para obtener una estimacio´n de la con-
sistencia interna de los datos de AT y pH. En la Figura 1.6, reproducida
de (Velo et al., 2010a, 2009) se representan los offsets obtenidos sobre el
producto final de CARINA (i.e. con ajustes aplicados).
Con los datos incluidos en la Figura 1.6 se obtiene, mediante la ecuacio´n
(1.1) el nivel promedio de consistencia interna (WM ) del producto, que se
estima en 3.3 µmol·kg-1 para la alcalinidad y 0.0051 unidades para el pH. El
valor F indica el porcentaje de offsets que son indistinguibles de 0 dada su
incertidumbre. L indica el nu´mero de crossovers empleados.
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(a) (b)
Figura 1.6: Offsets obtenidos mediante las rutinas de crossover para los conjuntos de datos de
CARINA con los ajustes finales ya aplicados, y ordenados de menor a mayor: AT para
CARINA-ATL en el panel (a) y pHSWS 25 para el conjunto global de CARINA en el
panel (b). WM representa la media ponderada de los offsets; F representa el porcentaje
de offsets indistinguibles de 0 dentro de su incertidumbre y L es el nu´mero total de
crossovers representados.
WM =
∑L
I=1D(i)/σ(i)
2∑L
I=1 1/σ(i)
2
(1.1)
Por u´ltimo, y para evaluar el nivel general de calidad de datos, se reali-
zaron, tanto para AT como para pH, ana´lisis mediante regresio´n multilineal
(MLR) en capas de densidad. Se emplearon como para´metros independientes
la temperatura potencial (θ), salinidad, latitud, utilizacio´n aparente de ox´ıgeno
(AOU), nitrato, fosfato y silicato para intentar eliminar la mayor variabilidad
natural posible. Estos para´metros se incluyeron conociendo de antemano la
interdependencia que existe entre varios de ellos. Sin embargo, el objetivo de
este ana´lisis no era generar un modelo estad´ıstico, sino obtener residuos en los
que se eliminase, en gran medida, la variabilidad natural de modo que estos
residuos pudiesen ser empleados para analizar la calidad de los datos. Este
36
Cap´ıtulo I
me´todo de ana´lisis facilita una mejor evaluacio´n de la dispersio´n y sesgo del
conjunto de datos, y es u´til para comprobar los ajustes aplicados. Un hecho
que debe ser tenido en cuenta es que el procedimiento de MLR puede trans-
mitir el error de las variables explicativas a los residuos de pH, por lo que los
resultados deben analizarse conociendo esta limitacio´n.
Con el fin de mejorar la calidad de la evaluacio´n, se aplico´ el ana´lisis MLR
en cuatro capas de densidad. Se empleo´ la densidad a 1000 dbar en forma de
anomal´ıa (σ1) para dividir el oce´ano en cuatro capas. La termoclina superior
se establecio´ por σ1<32.25 kg·m-3. Las aguas intermedias, con profundida-
des entre 1000 y 2000 metros, se definieron por σ1 entre el l´ımite anterior y
32.39 kg·m-3. Las aguas de entre aproximadamente 2000 a 3000 m se defi-
nieron mediante los l´ımites de σ1 de 32.39 y 32.53 kg·m-3 que corresponden
principalmente al Agua Profunda del Atla´ntico Norte (NADW). Por u´ltimo la
cuarta y u´ltima capa aplica a profundidades pro´ximas al fondo, donde domina
la presencia de Agua de Fondo Anta´rtica (AABW) y que se definio´ por valo-
res de σ1>32.53 kg·m-3. La capa superficial con profundidades de hasta 200
metros no se uso´ en esta evaluacio´n. Utilizando el ana´lisis MLR, por tanto,
se calcularon los residuos de AT y pH mediante las ecuaciones (1.2):
PARMLR =
8∑
i=1
ai ·Xi
PARresiduals = PARmeasured − PARMLR
(1.2)
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Donde PAR se refiere al para´metro a calcular (AT y pH). X i refiere al valor
de cada uno de los predictores empleados (temperatura potencial, salinidad,
latitud, AOU, nitrato, fosfato, silicato y un te´rmino constante), y ai a su res-
pectivo coeficiente obtenido mediante el MLR. Este procedimiento se realizo´
sobre la base de datos de CARINA ya ajustada, y tambie´n para la base de
datos sin ajustes aplicados.
Los residuos de en cada capa de densidad se muestran en la Figura 1.7 para
AT y Figura 1.8 para pH, reproducidas de sus correspondientes art´ıculos (Velo
et al., 2010a, 2009). Las figuras muestran un diagrama de cajas con los resi-
duos para cada para´metro obtenido para cada campan˜a. Cada caja representa
el resumen de cinco nu´meros (m´ınimo, percentil 25, mediana, percentil 75 y
ma´ximo). La anchura de las cajas es proporcional al nu´mero de muestras de
cada campan˜a, y los nu´meros en el eje de abscisas representan el identificador
nume´rico asignado a cada campan˜a en CARINA (Velo et al., 2010a, 2009).
Para alcalinidad, el mejor ajuste (R2=0.95) se obtiene para las aguas ma´s
superficiales, con una desviacio´n esta´ndar promedio de 6.2 µmol·kg−1. Las
otras capas tienen una desviacio´n esta´ndar ligeramente menor (5.4 y 5.9
µmol·kg−1 respectivamente), excepto la capa de fondo, con 6.5 µmol·kg−1.
La mediana del promedio de desviaciones esta´ndar para todas las campan˜as
es de 4.1 µmol·kg−1 para cada una de las capas de densidad ma´s profundas.
Para pH el mejor ajuste de MLR (R2 = 0.98) se obtiene para las aguas ma´s
someras, con un error esta´ndar de los residuos de 0.015. Las siguientes dos
capas tienen un error esta´ndar ligeramente inferior (0.012 para las capas 2 y
3 con un R2 de 0.87 y 0.69 respectivamente), y la capa ma´s profunda tiene
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un error esta´ndar de 0.016 (R2 de 0.77). En te´rminos de desviacio´n media
de cada campan˜a, el error esta´ndar medio de las medianas del conjunto de
campan˜as es de 0.009 unidades de pH para cada una de las tres capas de
densidad ma´s profundas.
Los paneles inferiores de cada figura representan los residuos combinados
para las cuatro capas. Se puede observar como los residuos son inferiores
cuando se utiliza la base de datos corregida en comparacio´n con la original,
y que la mayor´ıa de campan˜as obtienen residuos de AT y pH dentro de los
l´ımites de ajuste.
En este ana´lisis es necesario tener en cuenta tambie´n, que adicionalmente
a los errores en la medicio´n hay otras fuentes de error en los residuos, como
pueden ser los errores en los para´metros que se emplean para la prediccio´n, o
que el MLR no sea capaz de explicar toda la variabilidad real del para´metro.
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Figura 1.7: Residuos de AT obtenidos a partir del conjunto de datos de CARINA-ATL aplicando un
ana´lisis MLR para alcalinidad frente a temperatura potencial, salinidad, latitud, AOU,
nitrato, fosfato y silicato. Los paneles (A) hasta (D) son subconjuntos para los intervalos
de σ1 indicados. El panel (E) representa el conjunto de datos al completo. Los valores
azules son los residuos con los datos originales sin ajustar; los valores en rojo son los
residuos con los datos ajustados finales. Las l´ıneas rojas representan el l´ımite inferior
para ajuste de ±6 µmol·kg−1. El ancho de cada caja es proporcional a la cantidad de
datos disponibles en cada campan˜a.
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Figura 1.8: Residuos de pH obtenidos a partir del conjunto de datos completo de CARINA aplicando
un ana´lisis MLR para alcalinidad frente a temperatura potencial, salinidad, latitud, AOU,
nitrato, fosfato y silicato. Los paneles (A) hasta (D) son subconjuntos para los intervalos
de σ1 indicados. El panel (E) representa el conjunto de datos al completo. Los valores
azules son los residuos con los datos originales sin ajustar; los valores en rojo son los
residuos con los datos ajustados finales. Las l´ıneas rojas representan el l´ımite inferior para
ajuste de ±0.005 unidades de pH. El ancho de cada caja es proporcional a la cantidad
de datos disponibles en cada campan˜a
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Cap´ıtulo II – Me´todo de
interpolacio´n multiparame´trica
1. Introduccio´n
Este trabajo comenzo´ tambie´n como una contribucio´n al proyecto CARI-
NA, con el objetivo de desarrollar un algoritmo de interpolacio´n que pudiese
mejorar la estima geogra´fica de para´metros en zonas de baja cobertura de
datos observacionales y que a su vez fuese fa´cil de aplicar. Un me´todo de
interpolacio´n mejorado podr´ıa ser empleado en dicho proyecto para ayudar a
obtener un producto general en cuadr´ıcula para los para´metros disponibles.
De este modo se facilitar´ıa la generacio´n de una gran base de datos completa
del sistema del carbono para el Oce´ano Atla´ntico partiendo del producto de
s´ıntesis de CARINA. Adema´s, el desarrollo podr´ıa contribuir a la estimacio´n
de inventarios de carbono antropoge´nico (Cant) de este oce´ano mediante el
mallado de los datos de Cant obtenidos por los diversos me´todos de estimacio´n
disponibles a partir de datos de botella.
Los algoritmos de interpolacio´n desarrollados en el a´mbito de este trabajo
persiguen el objetivo de ser simples y fa´ciles de implementar. Despue´s del tra-
bajo pionero de Gandin (1965), introduciendo el ana´lisis objetivo para producir
datos en cuadr´ıcula de para´metros meteorolo´gicos de un modo sistema´tico, los
me´todos de interpolacio´n objetivos fueron trasladados desde la meteorolog´ıa
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a la oceanograf´ıa a finales de los 70s (Bretherton et al., 1976; Freeland and
Gould, 1976; Jalickee and Hamilton, 1977). Hoy en d´ıa, el ana´lisis objetivo
aparece en textos esta´ndar de oceanograf´ıa como Bennet (1992) o Emery y
Thomson (2001). De hecho, una de las bases de datos utilizadas en el pre-
sente estudio, el Atlas Mundial del Oce´ano de 2005 (WOA05), se elaboro´
empleando estas te´cnicas de ana´lisis. El presente estudio utiliza un algoritmo
multiparame´trico de distancias inversas que se aplico´ a los datos del producto
final de CARINA (Key et al., 2010; Tanhua et al., 2009), y empleo´ los datos
interpolados objetivamente de WOA05 como malla de referencia para calcular
las distancias multiparame´tricas.
El proyecto CARINA ha completado su base de datos empleando u´nicamen-
te campan˜as en las cuales se midieron para´metros del sistema del carbono,
por lo que la cobertura de observaciones es baja en algunas regiones como el
Oce´ano Austral. En este contexto, un me´todo de interpolacio´n basado u´nica-
mente en distancias geogra´ficas podr´ıa no funcionar bien debido precisamente
a la poca densidad de datos. Un posible modo de aliviar ese problema consiste
en intentar incorporar ma´s informacio´n en el algoritmo de interpolacio´n que
no sea u´nicamente espacial. La incorporacio´n de propiedades conservativas
de las diferentes masas de agua puede ofrecer un beneficio, ya que propor-
ciona un mejor ajuste a las distribuciones reales que un me´todo basado en
la distancia puramente espacial. Una ventaja adicional de este procedimiento
es que los artefactos que pueden aparecer en las distribuciones de las masas
de agua derivados de interpolaciones espaciales sencillas pueden evitarse ma´s
fa´cilmente.
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El producto de datos de CARINA no se distribuye sobre una malla uniforme
sino que esta´ compuesto principalmente de estaciones de CTD dispersas, orga-
nizadas en secciones transocea´nicas. En te´rminos de para´metros registrados,
el conjunto de datos compila muchos para´metros bioqu´ımicos incluyendo los
necesarios para la estimacio´n de carbono antropoge´nico por diferentes me´to-
dos. Por el contrario, el conjunto de datos de WOA05 esta´ estructurado en
una malla tridimensional homoge´nea con para´metros termohalinos y biogeo-
qu´ımicos definidos en los nodos de la malla, pero carece de muchos de los
para´metros necesarios para los ca´lculos del sistema del carbonato. Por tan-
to, la generacio´n de un algoritmo que combina las propiedades del conjunto
de datos de WOA05 y CARINA parece la forma adecuada de proceder. Por
u´ltimo, la aplicacio´n del me´todo de interpolacio´n sobre una estimacio´n de car-
bono antropoge´nico proporcionara´ datos de Cant interpolados sobre la malla
esta´ndar de WOA, permitiendo as´ı el tratamiento comu´n de la informacio´n
hidrogra´fica disponible en ambos conjuntos de datos.
Como modo de evaluar los resultados, se compararon dos variantes del
me´todo interpolacio´n, una basado u´nicamente en distancias espaciales y otra
que utiliza trazadores f´ısicos y biogeoqu´ımicos (referida en adelante como
me´todo de interpolacio´n de masas de agua (WMP)). El contraste del com-
portamiento individual de los dos me´todos se realizo´ empleando para´metros
dependientes (interpolando para´metros incluidos en las distancias multipa-
rame´tricas) y un para´metro independiente (ox´ıgeno, no incluido en las distan-
cias multiparame´tricas).
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Como las comprobaciones de calidad del me´todo de interpolacio´n WMP
ofrecieron resultados positivos, se dio un paso hacia delante: interpolar el car-
bono antropoge´nico sobre la cuadr´ıcula de WOA. El importante papel que
desempen˜an los oce´anos en el ciclo global del carbono es indiscutible, ya que
tienen la capacidad de secuestrar 2.2±0.4 Pg-C al an˜o, lo que representa un
25 % del total de carbono antropoge´nico emitido a la atmo´sfera (8.0±0.5
Pg-C an˜o-1) (Canadell et al., 2007). Ma´s notablemente, el Oce´ano Atla´ntico
almacena el 38 % del carbono antropoge´nico ocea´nico (Sabine et al., 2004)
aunque representa el 29 % del a´rea global de la superficie ocea´nica. La particu-
lar dina´mica del Oce´ano Atla´ntico permite la formacio´n de aguas profundas en
el Atla´ntico Norte y esto incrementa los flujos de captacio´n y almacenamiento
de carbono antropoge´nico de esta cuenca. Procesos recientemente detectados
provocados por cambios decenales del clima mundial, como la desaceleracio´n
de la circulacio´n termohalina, parecen haber contribuido de manera significa-
tiva a la reduccio´n de la capacidad de almacenamiento de Cant en el Atla´ntico
Norte y el Oce´ano Austral (Joos et al., 1999; Le Que´re´ et al., 2007). La
yuxtaposicio´n de estos efectos opuestos ha incrementado drama´ticamente la
necesidad de estimar con precisio´n el estado de los inventarios de Cant y ha
elevado la importancia de afinar los me´todos de interpolacio´n aplicados a
conjuntos de datos dispersos.
Se emplearon dos me´todos para obtener la estimacio´n de Cant sobre la to-
talidad del Oce´ano Atla´ntico, el ϕC T
0 y el TrOCA. El me´todo de estimacio´n
ϕC T
0 fue elegido por ser desarrollado por coautores (Va´zquez-Rodr´ıguez et
al., 2009a), haber participado en su implementacio´n (elaboracio´n de paquete
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Matlab, disponible en: http://oceano.iim.csic.es/co2group/) y por ser
sencillo de aplicar y verificar. Tambie´n es un me´todo actualizado y funciona
comparativamente bien con respecto a otros me´todos (Va´zquez-Rodr´ıguez
et al., 2009b). El me´todo TrOCA (Touratier et al., 2007) fue considerado
adicionalmente como una referencia de apoyo debido a la facilidad de su apli-
cacio´n. El carbono antropoge´nico fue computado aplicando estos me´todos de
estimacio´n al conjunto de datos de CARINA y, posteriormente, interpolado
empleando dos versiones de los algoritmos de interpolacio´n, uno puramen-
te espacial y el multiparame´trico WMP. El siguiente paso fue calcular los
volu´menes para obtener los inventarios. Para dicho ca´lculo se empleo´ ETO-
PO2v2 (U.S. Department of Commerce, 2006) como referencia para el fondo
ocea´nico.
2. Metodolog´ıa
El me´todo de interpolacio´n desarrollado en el presente estudio presenta dos
caracter´ısticas que lo diferencian de otros me´todos cla´sicos. Uno es el hecho
de emplear ventanas mo´viles espaciales, y el otro es el empleo de distancias
relativas en el espacio definido por varios para´metros de las masas de agua en
vez o adicionalmente a las distancias geogra´ficas cla´sicas.
2.1. Ventana mo´vil espacial
El concepto de ventana mo´vil espacial se refiere a la seleccio´n de ventanas
o cajas de datos que rodean el nodo de la malla que queremos interpolar.
Es decir, la ventana define los l´ımites espaciales con los que se seleccionara´n
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los datos originales que se usara´n para calcular el valor del nodo a interpolar.
Estas ventanas pueden ser de taman˜o fijo o variable pero son u´nicas para cada
nodo que se quiere interpolar, por lo que se definen y construyen alrededor
de cada nodo, y el algoritmo de interpolacio´n recorre iterativamente todos los
nodos a interpolar.
Para la geometr´ıa de la ventana se prefirio´ emplear un cubo con centro en
el nodo frente a una forma esfe´rica que ser´ıa idealmente ma´s adecuada. El
motivo de esta decisio´n fue puramente de rendimiento computacional.
En cuanto a las dimensiones horizontales de la ventana, se opto´ por estable-
cer un taman˜o inicial de 2◦x2◦ (latitud x longitud), incrementando el taman˜o
a 10◦x10◦ en caso de que se encontrasen menos de 20 muestras en la ventana
ma´s pequen˜a, y hasta 20◦x20◦ en caso de que tampoco se encontrasen 20
muestras en la ventana intermedia. Para la dimensio´n vertical se empleo´ un
intervalo en metros de ±(150 + 0.1 × profundidad del nodo). Esta definicio´n
de ventana permite evitar suavizados espaciales excesivos o pe´rdida de sen˜al
al restringir, cuando sea posible, la interpolacio´n a un a´rea pro´xima, pero al
mismo tiempo permite obtener resultados en a´reas en las que los datos esta´n
dispersos.
2.2. Distancias multiparame´tricas
Las distancias multiparame´tricas se refieren al empleo de normas eucl´ıdeas
tomadas en espacios multiparame´tricos y no en espacios solamente geogra´fi-
cos. Son distancias tomadas en coordenadas, adema´s de geogra´ficas, definidas
por para´metros conservativos que permiten identificar o trazar masas de agua.
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De este modo, para asignar un valor interpolado a un nodo, el me´todo otorga
mayor peso a las muestras (dentro de la ventana) ma´s cercanas en salinidad,
temperatura potencial, ‘NO’ o ‘PO’ (Broecker and Peng, 1982; Broecker,
1974; Pe´rez et al., 1993; R´ıos et al., 1989). Esto, junto con la incorporacio´n
de una climatolog´ıa como la de WOA05, que ofrece estos para´metros conser-
vativos en una malla distribuida regularmente y a una resolucio´n que mejora
la de las muestras discretas de CARINA, permite incorporar la informacio´n de
la distribucio´n de las estructuras de masas de agua a las muestras discretas
que queremos interpolar, ofreciendo un resultado ma´s acorde a la realidad que
el que podr´ıa ofrecer un me´todo puramente geogra´fico.
2.3. Algoritmo base
Como ra´ız del me´todo se emplea un esquema cla´sico de interpolacio´n por
distancias inversas, en el que los valores ma´s alejados (en distancia solamente
geogra´fica o multiparame´trica) influyen en menor medida en el valor interpo-
lado final. Se emplea la ecuacio´n (2.1) como base para el me´todo. En ella se
representa como PAR al para´metro que se pretende interpolar. Las muestras
de la base de datos sin estructura geogra´fica homoge´nea (CARINA) se repre-
sentan por el sub´ındice i, y los nodos de la malla (WOA) como j. El factor
f se define en la ecuacio´n (2.2) y representa el factor de distancias que se
aplica a la inversa
(
f ji
)−1
, obteniendo as´ı el valor interpolado para el nodo
por promedio ponderado.
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PARj =
∑
i PARi ·
(
f ji
)−1
∑
i
(
f ji
)−1 (2.1)
Los factores de ponderacio´n
(
f ji
)
por distancia para cada dato origen se
calculan mediante el uso del cuadrado de las distancias multiparame´tricas. De
este modo, para cada muestra (i) de CARINA que se emplee para obtener un
nodo (j) en la cuadr´ıcula de WOA05, se calculara´ un factor de distancia al
nodo que se define del siguiente modo:
f ji = wlat
(
lat i − lat j
∆lat
)2
+ wlon
(
loni − lonj
∆lon
)2
+ wz
(
zi − zj
∆z
)2
+ wθ
(
θi − θj
std (θj)
)2
+ wS
(
Si − Sj
std (Sj)
)2
+ wNO
(
NO i −NOj
std
(
NOj
) )2 + wPO (PO i − POj
std
(
POj
) )2 (2.2)
La ecuacio´n (2.2) muestra el algoritmo gene´rico de ca´lculo de factores por
distancias, que emplea tanto para´metros de distancias geogra´ficas (latitud:
lat, longitud: lon, profundidad: z) como distancias parame´tricas en los espa-
cios de temperatura potencial, salinidad, ‘NO’ y ‘PO’ (θ, S, NO, PO). La
aportacio´n al factor de ponderacio´n por parte de cada para´metro se controla
con los pesos wx (x: lat, lon, z, θ, S, NO, PO), a los que en el presente
estudio se ha asignado un valor de 1 o 0 segu´n el intere´s en incorporar cada
para´metro, pero que admiten cualquier otra combinacio´n de valores nume´ricos
que el investigador quiera emplear. Adema´s, para que las distancias parciales
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(xi − xj) que cada para´metro aporta al factor por distancia sean compara-
bles y sumables, dichas distancias parciales se hacen adimensionales dividiendo
por las desviaciones esta´ndar (std(xj)) del conjunto de los nodos WOA, que
caen dentro de la ventana, o por las dimensiones de la ventana (∆x), segu´n
corresponda.
De esta manera, el factor por distancia calculado con la ecuacio´n anterior
para cada dato de CARINA se puede interpretar como la suma de las distancias
cuadra´ticas de sus para´metros con respecto a las distribuciones normales con el
valor del nodo como media y desviaciones esta´ndar las estimadas por los datos
WOA en la ventana. Al utilizar una norma L2 (cuadra´tica) para calcular los
factores finales, se acentu´a de forma no lineal la importancia de las distancias
parciales mayores, i.e. la influencia de los para´metros ma´s alejados de su
distribucio´n normal de referencia es mayor (en el factor, resultando inversa en
el valor interpolado).
Para diferenciar los me´todos Espacial (2.3) y WMP (2.4) , tal como se
indicaba en el pa´rrafo anterior, se asignan pesos diferentes a los factores
individuales, eligie´ndose las siguientes combinaciones para este estudio:
wlat , wlon , wz, wθ, wS , wNO , wPO = (1, 1, 1, 0, 0, 0, 0) (2.3)
Representa un esquema puramente espacial en el que a todas las coorde-
nadas espaciales se les asigna el mismo peso, y las parame´tricas se eliminan
de la ecuacio´n.
wlat , wlon , wz, wθ, wS , wNO , wPO = (0, 0, 0, 1, 1, 1, 1) (2.4)
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Representa un esquema puramente multiparame´trico, ya que se elimina el
uso de distancias espaciales y so´lo se tiene en cuenta la similitud a nivel de
para´metros conservativos de las masas de agua.
El software a trave´s del cual se implementa el algoritmo permite la inter-
polacio´n conjunta de varios para´metros en la misma ejecucio´n, ya que para
conjuntos de datos completos, los factores de distancias son los mismos para
los diferentes para´metros a interpolar. De este modo se evita el reco´mputo de
los factores, lo que permite interpolar simulta´neamente un gran nu´mero de
para´metros con un coste extra muy pequen˜o en cuanto a tiempos de compu-
tacio´n. Esto es u´til para trabajos como el realizado en CARINA ya que permite
la generacio´n del producto en cuadr´ıcula WOA de todos los para´metros en
un tiempo menor. A modo de valor orientativo del orden de magnitud de los
tiempos de ca´lculo, la interpolacio´n de ≈50000 valores de CT de la base de
datos de CARINA a ≈280000 nodos de la malla de WOA para el Oce´ano
Atla´ntico se realiza aproximadamente en unos 20 minutos en un equipo Dual
Intel Xeon E5620 del an˜o 2010
3. Evaluacio´n
Para evaluar la calidad de ambos tipos de interpolaciones (Espacial y WMP),
se evaluaron en primer lugar los resultados de la interpolacio´n de temperatura
potencial, salinidad, ‘NO’, y ‘PO’ de la base de datos de botella del producto
de CARINA sobre la cuadr´ıcula de WOA05 contra, precisamente, los datos
de la propia climatolog´ıa de WOA05 para esos para´metros. A continuacio´n, y
dado que estos para´metros esta´n involucrados en el ca´lculo de los factores de
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la interpolacio´n, se realizo´ una u´ltima evaluacio´n ma´s independiente compa-
rando el ox´ıgeno interpolado a partir de los datos de CARINA contra el de la
climatolog´ıa de WOA05.
Para cada para´metro y me´todo de interpolacio´n se sustrajeron, nodo a no-
do, los valores de referencia equivalentes de WOA05, para obtener matrices
de anomal´ıas de la interpolacio´n con respecto a WOA05. En esas matrices
de anomal´ıas se calculo´ la media y la desviacio´n esta´ndar del conjunto de los
datos, y de determinados subdominios espaciales y en funcio´n de la tempe-
ratura potencial. Se caracterizo´ tambie´n, con el coeficiente R2, la correlacio´n
entre los datos interpolados y los de referencia para cada dominio. Los domi-
nios seleccionados geogra´ficamente fueron tres en funcio´n de la variabilidad
general de las masas de agua, con las latitudes al norte de 30◦N, la zona
tropical, y las latitudes al sur de los 30◦S. En profundidad, se establecieron
dos niveles en funcio´n de la temperatura potencial, estableciendo el valor de
separacio´n en 5◦C, ya que la isoterma de 5◦ representa una frontera aproxi-
mada entre las aguas profundas poco ventiladas y las superiores e intermedias
ma´s ventiladas. Esta divisio´n en profundidad tambie´n divide los inventarios de
Cant aproximadamente a la mitad. En la Tabla ii–1 se muestran los resultados
obtenidos.
En la Figura 2.1 se muestra la media anual de la temperatura potencial
de la climatolog´ıa de WOA05 a lo largo de una seccio´n sobre el meridiano
28◦W. La temperatura potencial interpolada espacialmente se asemeja bas-
tante a primera vista, pero se observan varios desajustes cuando se analizan
detalladamente los residuos. Los mayores desajustes aparecen en la capa su-
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Total θ>5◦C θ<5◦C
Total R2 Mean Std R2 Mean Std R2 Mean Std
θspatial 0.964 0.34 1.02 0.856 0.23 0.62 0.914 0.55 1.48
θWMP 0.993 0.10 0.43 0.952 0.11 0.37 0.988 0.07 0.53
Sspatial 0.925 0.01 0.14 0.887 -0.02 0.07 0.905 0.04 0.22
SWMP 0.984 0.00 0.07 0.954 -0.01 0.05 0.981 0.00 0.09
NOspatial 0.948 0.78 18.80 0.845 3.78 15.46 0.918 -4.70 22.71
NOWMP 0.989 2.55 8.65 0.957 3.57 8.16 0.983 0.44 9.22
POspatial 0.956 -5.66 18.56 0.893 -4.29 15.29 0.919 -8.17 23.18
POWMP 0.991 -2.98 8.35 0.971 -3.13 8.15 0.984 -2.67 8.75
O2spatial 0.901 4.14 14.47 0.857 4.40 13.12 0.918 3.65 16.64
O2WMP 0.943 2.65 10.96 0.945 2.67 8.36 0.921 2.60 14.95
Lat>30◦N
θspatial 0.934 0.20 1.24 0.860 0.34 1.61 0.802 0.01 0.42
θWMP 0.987 0.06 0.55 0.987 0.06 0.55 0.818 0.04 0.41
Sspatial 0.832 0.02 0.20 0.752 0.03 0.27 0.716 0.00 0.06
SWMP 0.948 0.01 0.11 0.948 0.01 0.11 0.874 0.01 0.09
NOspatial 0.954 -0.96 12.72 0.916 -3.58 15.69 0.637 2.26 6.27
NOWMP 0.988 0.71 6.56 0.988 0.71 6.56 0.819 2.44 4.34
POspatial 0.937 -5.06 15.58 0.877 -6.26 19.55 0.574 -3.60 8.20
POWMP 0.988 -2.15 6.97 0.988 -2.15 6.97 0.821 -1.64 4.82
O2spatial 0.928 0.59 9.26 0.875 0.14 11.19 0.877 1.14 6.06
O2WMP 0.946 -0.61 8.20 0.946 -0.61 8.20 0.909 0.49 5.43
Tropical
θspatial 0.982 0.30 0.83 0.958 0.59 1.11 0.985 0.03 0.14
θWMP 0.998 0.06 0.27 0.995 0.11 0.38 0.994 0.02 0.08
Sspatial 0.956 0.01 0.12 0.943 0.03 0.17 0.981 -0.01 0.02
SWMP 0.995 0.00 0.04 0.994 0.00 0.06 0.993 0.00 0.01
NOspatial 0.981 1.59 10.99 0.968 -1.69 13.62 0.898 4.70 6.31
NOWMP 0.995 2.52 5.34 0.992 1.78 6.61 0.964 3.18 3.75
POspatial 0.979 -2.19 11.57 0.967 -5.12 13.44 0.858 0.59 8.60
POWMP 0.995 -1.02 5.72 0.992 -1.65 6.50 0.955 -0.46 4.85
O2spatial 0.926 5.69 14.06 0.831 7.96 19.01 0.970 3.55 5.76
O2WMP 0.937 5.66 12.79 0.860 6.60 17.24 0.963 4.82 6.49
Lat<30◦S
θspatial 0.916 0.44 1.05 0.821 0.77 1.93 0.741 0.38 0.75
θWMP 0.983 0.14 0.47 0.969 -0.04 0.66 0.920 0.17 0.43
Sspatial 0.768 0.00 0.13 0.820 0.09 0.22 0.747 -0.02 0.09
SWMP 0.958 -0.01 0.05 0.968 -0.01 0.09 0.941 -0.01 0.05
NOspatial 0.817 0.88 24.89 0.822 -13.49 39.92 0.527 3.68 19.54
NOWMP 0.964 3.36 11.10 0.957 -1.23 15.52 0.855 4.03 10.13
POspatial 0.846 -8.69 23.18 0.829 -18.21 38.51 0.646 -6.83 18.23
POWMP 0.971 -4.90 10.07 0.968 -5.82 13.20 0.895 -4.76 9.52
O2spatial 0.750 4.44 16.26 0.775 -1.44 14.47 0.732 5.58 16.35
O2WMP 0.908 1.65 9.79 0.834 -1.71 11.37 0.916 2.14 9.44
Tabla ii–1: Coeficiente de determinacio´n (R2), media (Mean) y desviacio´n esta´ndar (Std) resultantes
de sustraer los valores de WOA05 a los datos interpolados. Los datos esta´n computados
para la cuenca completa del Oce´ano Atla´ntico, para cada subdominio y para ambas posi-
bilidades de interpolacio´n (Espacial y WMP). La temperatura se indica en ◦C, Salinidad
en psu, y ‘NO’, ‘PO’, O2 en µmol·kg-1.
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Figura 2.1: Variabilidad de la temperatura potencial (◦C) a lo largo de la seccio´n 28W. El panel
(a) muestra los datos de WOA05; el panel (b) los datos interpolados espacialmente a
partir de CARINA; el panel (c) muestra los residuos de la interpolacio´n WMP respecto
a WOA05 y el panel (d) los residuos de la interpolacio´n espacial respecto a WOA05.
perior, con diferencias de hasta 2◦C en valor absoluto. En las aguas profundas
hay una mejor concordancia, aunque aparece una ancha banda al sur de los
40◦S con un sesgo sistema´tico superior a 1◦C. Por otro lado, analizando los
residuos de la interpolacio´n WMP (θWMP panel c) se observa que ofrecen un
mejor ajuste y menores diferencias en valor absoluto que el me´todo puramente
espacial. El mejor ajuste se obtiene tambie´n para aguas profundas al norte de
los 45◦S. Estad´ısticamente (Tabla ii–1), el mejor ajuste se obtiene mediante
la interpolacio´n WMP independientemente de si se analiza la interpolacio´n
para todo el Atla´ntico o para los subdominios.
Las mayores diferencias entre la interpolacio´n espacial y la WMP se ob-
servan en la capa superior (θ>5◦C) donde los tres estad´ısticos (Tabla ii–1)
del ajuste mejoran notablemente con la interpolacio´n WMP. Ma´s espec´ıfica-
mente, los mejores ajustes (R2) se obtienen en la regio´n tropical y latitudes
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norte, mientras que los peores ajustes se obtienen en latitudes sur. Esto se
debe, probablemente, a la menor densidad de datos de CARINA en el Oce´ano
Austral.
Figura 2.2: Variabilidad de la salinidad (psu) a lo largo de la seccio´n 28W. El panel (a) muestra los
datos de WOA05; el panel (b) los datos interpolados espacialmente a partir de CARINA;
el panel (c) muestra los residuos de la interpolacio´n WMP respecto a WOA05 y el panel
(d) los residuos de la interpolacio´n espacial respecto a WOA05.
La Figura 2.2 muestra la media climatolo´gica anual de salinidad a lo largo
de la seccio´n 28◦W. Como en el caso de la temperatura potencial (Figura 2.1),
el ajuste de la interpolacio´n espacial es bueno en general, pero se pueden apre-
ciar errores considerables alrededor del m´ınimo de salinidad, asociado con la
presencia de las aguas intermedias anta´rticas (AAIW) (Me´mery et al., 2000).
Los mayores errores aparecen tambie´n nuevamente en aguas superficiales, con
desajustes superiores a 0.2 psu. Aunque en aguas profundas la concordancia
es alta en general, al sur de los 40◦S siguen apareciendo zonas con grandes
sesgos al igual que para la interpolacio´n espacial de θ. La interpolacio´n WMP
de la salinidad muestra tambie´n una mejor concordancia, con residuos ma´s
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bajos. Al igual que para θ, la mejor concordancia se obtiene para aguas al
norte de los 40◦S.
Las mayores discrepancias obtenidas entre los resultados de ambos me´todos
se encuentran en las capas superiores (θ>5◦C) del Oce´ano Atla´ntico. En este
dominio, los R2 obtenidos por el me´todo WMP son mucho mejores que los
producidos por la interpolacio´n espacial. Sin embargo, los ı´ndices R2 obtenidos
para la salinidad son ligeramente menores que los de temperatura potencial.
Figura 2.3: Variabilidad del ‘NO’ (µmol·kg-1) a lo largo de la seccio´n 28W. El panel (a) muestra los
datos de WOA05; el panel (b) los datos interpolados espacialmente a partir de CARINA;
el panel (c) muestra los residuos de la interpolacio´n WMP respecto a WOA05 y el panel
(d) los residuos de la interpolacio´n espacial respecto a WOA05.
En cuanto a las interpolaciones de ‘NO’ y ‘PO’, esta´n muy correlacionadas,
por lo que se ha incluido u´nicamente la Figura 2.3 con el para´metro ‘NO’.
Se puede destacar que, al igual que para salinidad o temperatura potencial,
las interpolaciones espaciales se asemejan bastante a los datos de WOA05,
con R2 pro´ximos a 0.95 para el Oce´ano Atla´ntico Norte en conjunto. Las
capas superiores, en particular las del Oce´ano Austral muestran las mayores
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anomal´ıas, con desfases de hasta 50 µmol·kg-1 para ‘NO’. La interpolacio´n
WMP, muestra un mejor ajuste en general, con menor desviacio´n esta´ndar y
mayores coeficientes de determinacio´n en cada subdominio. Al contrario que
el caso de temperatura potencial, el mejor ajuste se obtiene esta vez en las
capas ma´s ca´lidas, lo que se interpreta como que es debido a la relativa alta
variabilidad de ‘NO’ y ‘PO’ en las capas superiores. Por el contrario, el peor
ajuste se obtiene en las capas profundas del Oce´ano Austral.
3.1. Ox´ıgeno
Como se comento´ anteriormente, la interpolacio´n de Ox´ıgeno supone una
buena prueba de la calidad de las interpolaciones, ya que la interpolacio´n
multiparame´trica emplea u´nicamente distancias en para´metros conservativos,
y el ox´ıgeno esta´ disponible en ambos conjuntos de datos.
A modo de introduccio´n, podemos destacar que las concentraciones de
ox´ıgeno esta´n controladas por las bombas biolo´gicas y de solubilidad. Si nos
fijamos en la seccio´n 28◦W de la Figura 2.4, podemos observar el m´ınimo de
las capas superiores de la regio´n tropical provocado por la remineralizacio´n de
la materia orga´nica (predominio de la bomba biolo´gica). Por el contrario, los
valores altos observados en las zonas polares son consecuencia de la alta solu-
bilidad de ox´ıgeno en las aguas fr´ıas superficiales de estas regiones (la bomba
de solubilidad prevalece en este dominio) y las altas tasas de renovacio´n.
La interpolacio´n espacial de los datos de ox´ıgeno de CARINA, muestra una
distribucio´n parecida a la de WOA05, con un R2 de 0.90 para el conjunto del
Oce´ano Atla´ntico. En detalle, sin embargo, se puede observar la tendencia
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Figura 2.4: Variabilidad de O2 disuelto (µmol·kg-1) a lo largo de la seccio´n 28W. El panel (a)
muestra los datos de WOA05; el panel (b) los datos interpolados espacialmente a partir
de CARINA; el panel (c) muestra los residuos de la interpolacio´n WMP respecto a
WOA05 y el panel (d) los residuos de la interpolacio´n espacial respecto a WOA05.
a acentuar algunos gradientes en latitudes sur. Las mayores diferencias se
observan en las capa superior y en el Oce´ano Austral, con desajustes que
pueden llegar hasta 50 µmol·kg-1. Los mejores ajustes, se obtienen en las
aguas fr´ıas profundas de la regio´n tropical.
La interpolacio´n WMP del ox´ıgeno de CARINA muestra un mejor ajuste
con la climatolog´ıa de WOA, con menores residuos y mejor R2 en general
que la interpolacio´n espacial. Al contrario que en el resto de dominios, en las
aguas profundas tropicales, la interpolacio´n WMP parece no mostrar todo su
potencial, y los resultados de la interpolacio´n espacial son ma´s acordes con la
climatolog´ıa de WOA. Sin embargo, en el Oce´ano Austral, donde la cobertura
de datos es escasa, la interpolacio´n WMP es donde ofrece unas estimaciones
ma´s robustas.
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3.2. Carbono antropoge´nico.
Una vez evaluados ambos me´todos de interpolacio´n, se realizo´, a modo de
caso de aplicacio´n, una interpolacio´n de las estimaciones de Cant realizadas
con los me´todos ϕC T
0 y TrOCA (Touratier et al., 2007; Va´zquez-Rodr´ıguez
et al., 2009b; Velo et al., 2010b) partiendo del producto de CARINA, para
generar un producto en cuadr´ıcula esta´ndar de carbono antropoge´nico en
el Oce´ano Atla´ntico, que permite analizar la distribucio´n espacial y calcular
inventarios.
Dado que el Cant es indistinguible del CO2 natural, no hay referencias ab-
solutas contra las que comparar. La Figura 2.5 muestra las interpolaciones
Espacial y WMP para los me´todos ϕC T
0 y TrOCA. Se puede observar que
el patro´n general de distribucio´n es similar al dado por Lee et al. (2003) y
Va´zquez-Rodr´ıguez et al. (2009b). Sabine et al. (2004) calculo´ un inventario
total para el Atla´ntico de 40Pg-C empleando la base de datos de GLODAP
interpolada en la cuadr´ıcula de WOA. Previamente Lee et al. (2003) hab´ıa
obtenido un inventario de 47Pg-C empleando la misma base de datos pero
sin interpolar a cuadr´ıcula. Empleando datos de CFC, Waugh et al. (2004)
obtuvo un inventario total de 48 Pg-C. Un estudio comparativo realizado por
Va´zquez-Rodr´ıguez et al. (2009b) empleando cinco campan˜as transocea´nicas
largas obtuvo inventarios de 55 y 51 Pg-C para los me´todos ϕC T
0 y TrOCA
respectivamente.
Los valores que se obtuvieron en este trabajo empleando la base de datos
de CARINA interpolada a la red de WOA fueron similares para el me´todo
ϕC T
0 (55 Pg-C), pero algo mayores para TrOCA (58 Pg-C).
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(a) (b)
Figura 2.5: Estimaciones de Cant(µmol·kg-1) por los me´todos ϕC T0 (Columna izquierda) y TrOCA
(Columna derecha) a lo largo de la seccio´n 28W empleando la interpolacio´n espacial
(paneles a) y la WMP (paneles b). En los paneles (c) se muestran las anomal´ıas entre
ambos me´todos (Espacial – WMP)
Las principales diferencias con respecto a los datos en cuadr´ıcula obtenidos
a partir de GLODAP (Key et al., 2004; Lee et al., 2003) se observan en el
Oce´ano Atla´ntico Sur, donde un gran nu´mero de estimaciones de GLODAP,
obtenidas a partir del me´todo ∆C* (Gruber et al., 1996), son negativas. Los
valores de Cant de GLODAP para el Oce´ano Austral son inferiores de los
computados aqu´ı.
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Cap´ıtulo III – Estimacio´n
de AT por me´todos MLR y
neuronales
Durante la u´ltima de´cada se han puesto a disposicio´n del pu´blico dos colec-
ciones importantes de datos hidrogra´ficos relevantes al sistema del carbono:
GLODAP y CARINA. Estas dos colecciones esta´n compuestas por una s´ınte-
sis efectuada sobre datos de botella para todas las profundidades del oce´ano
y para un gran nu´mero de campan˜as oceanogra´ficas (GLODAP global: 115
campan˜as, CARINA global: 188 campan˜as) realizadas a lo largo de varias
de´cadas. En la mayor´ıa de las campan˜as se midieron al menos dos para´me-
tros del sistema del carbonato, pero existen un gran nu´mero de estaciones,
muestras o incluso campan˜as para las cuales el sistema del carbonato esta´
infradeterminado, (es decir so´lo uno o ningu´n para´metro de este sistema fue
medido) genera´ndose, por tanto, una falta de datos para el sistema del car-
bonato en muestras de estas colecciones. Un me´todo para llenar estos huecos
ser´ıa muy u´til, ya que podr´ıa ayudar en las estimaciones del contenido de
carbono antropoge´nico (Cant) o la acidificacio´n ocea´nica. El objetivo de este
trabajo es elaborar y aplicar un algoritmo de regresio´n multilineal (MLR) en
ventana mo´vil 3D para completar los huecos vac´ıos en alcalinidad total de
las colecciones de datos de CARINA y GLODAP para el Oce´ano Atla´ntico.
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Adema´s, los valores estimados de AT derivados del MLR son u´tiles para el
control de calidad de las medidas del sistema del carbonato, ya que pueden
ayudar en la identificacio´n de valores at´ıpicos o ano´malos (outliers). A modo
de comparacio´n se disen˜o´ un algoritmo de redes neuronales capaces de realizar
predicciones no lineales. El objetivo fue disen˜ar un enfoque alternativo para
llevar a cabo la misma tarea de completar los huecos de alcalinidad total.
Ambos me´todos generaron resultados internamente consistentes.
1. Introduccio´n
GLODAP y CARINA son colecciones de datos de muestras de botella ob-
tenidas de la s´ıntesis de numerosas campan˜as oceanogra´ficas (115 y 188 res-
pectivamente). GLODAP ofrece una cobertura global razonable excepto para
el A´rtico. CARINA se centra en el Atla´ntico con un e´nfasis particular en el
Atla´ntico Norte y el Oce´ano A´rtico. Ambas colecciones son el resultado de
esfuerzos internacionales por sintetizar todos los datos disponibles en produc-
tos compilados. El carbono inorga´nico total disuelto (CT), la alcalinidad total
(AT), la concentracio´n total de ion hidro´geno (pH) y la fugacidad del CO2
(fCO2) son los cuatro para´metros medidos del sistema del carbonato en agua
de mar. Una gran fraccio´n de las muestras en estas bases de datos cuenta con
al menos un para´metro del carbono medido, siendo la distribucio´n inicial la
mostrada en el panel izquierdo de la Figura 3.1, reproducida de (Velo et al.,
2010b). El sistema del carbonato en agua de mar es gobernado por las leyes
termodina´micas indicadas en el primer cap´ıtulo, y se puede considerar carac-
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Figura 3.1: Diagrama de Venn indicando la disponibilidad de datos del sistema del carbonato en
los datos originales de CARINA/GLODAP empleados y despue´s de an˜adir los obtenidos
mediante los ca´lculos MLR; los nu´meros representan la cantidad de muestras en cada
dominio de pH, AT, CT o interseccio´n de estos, en la esquina inferior izquierda se muestra
la cantidad de datos sin ninguno de los para´metros indicados.
terizado cuando se dispone de datos de al menos dos de los cuatro citados
para´metros.
La alcalinidad total es el para´metro del sistema del carbonato que puede ser
estimado con ma´s precisio´n debido a su baja variabilidad en el oce´ano (Wolf-
Gladrow et al., 2007; Zeebe and Wolf-Gladrow, 2001). La AT se supone que
esta´ afectada so´lo marginalmente por el incremento en las concentraciones
de CT, al menos a la escala decenal que se usa actualmente, debido a que el
sistema del carbonato tiende a amortiguar la alcalinidad cuando se disuelve
CO2 en agua de mar actual (Ilyina et al., 2009; Riebesell et al., 2010). Como se
ha indicado en el cap´ıtulo anterior, la mayor parte de la variabilidad natural de
AT es conocida, y esta´ bien correlacionada con la salinidad, el silicato, e incluso
la temperatura (Lee et al., 2006; Millero et al., 1998; Wallace, 1995). Esto
permite emplear directamente el conjunto completo de datos de alcalinidad,
desde campan˜as antiguas realizadas en los 70s hasta las ma´s recientes, como si
de una climatolog´ıa se tratase, para los co´mputos. No hay, por tanto, necesidad
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de dividir el conjunto de datos en series de tiempo o introducir dicho para´metro
en las estimaciones, lo que podr´ıa resultar en menos datos disponibles en cada
particio´n, o menor precisio´n en las estimaciones. Por otra parte, es necesario
tener en consideracio´n que las bases de datos de partida incluyen medidas
anteriores a la de´cada de 1990, y por tanto realizadas sin el empleo de material
de referencia certificado (CRMs), medidas, que se ha demostrado, son menos
precisas.
Para el trabajo presentado, se ha partido de las colecciones de datos de
botella de acceso pu´blico de GLODAP para la regio´n atla´ntica, y de los pro-
ductos de CARINA para los oce´anos Atla´ntico y Austral. Como paso inicial
para preparar los datos, se unieron las bases de datos y se realizo´ un control
inicial de calidad y filtrado de valores at´ıpicos. Una vez desarrollado y optimi-
zado el algoritmo, se empleo´ tambie´n para la recuperacio´n de datos de nitrato
y fosfato en los casos en los que el dato de botella fuera ano´malo o inexistente.
Para silicato se empleo´ una te´cnica de interpolacio´n multilineal (Velo et al.,
2010b) sobre WOA09 (Garcia et al., 2010) en los casos de ausencia de dato
original.
2. Metodolog´ıa
Se propusieron dos te´cnicas diferentes. En primer lugar un me´todo espec´ıfi-
co de MLR en ventana mo´vil 3D, afinado y adaptado a este objetivo (en
adelante 3DwMLR), y en segundo lugar un me´todo mediante una red neu-
ronal a medida, tambie´n parametrizada y puesta a punto para esta tarea.
Ambas alternativas proporcionan aproximaciones diferentes al mismo proble-
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ma y por tanto una comparacio´n de ambos resultados puede ser empleada
como herramienta para la validacio´n del ana´lisis.
2.1. Me´todo 3DwMLR
El esquema cla´sico de regresio´n multilineal permite el modelado de una
variable de respuesta y varias predictoras mediante una ecuacio´n lineal. El
problema que nos encontramos con el esquema cla´sico de MLR al aplicarlo
al conjunto de datos completo de CARINA y GLODAP es que no toda la
variabilidad natural puede ser modelada de este modo, ya que se generar´ıan
errores grandes. La relacio´n entre AT y salinidad y temperatura podr´ıa asumir-
se lineal, pero u´nicamente cuando los datos se restringen a a´reas espec´ıficas
confinadas en cuencas, y principalmente para aguas superficiales (Lee et al.,
2006; Millero et al., 1998).
El objetivo de este trabajo es intentar mejorar los resultados de un MLR
cla´sico combinando las siguientes te´cnicas:
1. Uso de una ventana mo´vil 3D para definir la caja de datos alrededor del
nodo para el cual intentamos calcular la AT, de modo que el MLR se
realice u´nicamente con los datos en el interior de la caja.
2. Empleo de un algoritmo de regresio´n robusta en vez del cla´sico OLS
(Ordinary Least Squares).
3. Inclusio´n de otros para´metros en la regresio´n en adicio´n a la salinidad y
temperatura (Lee et al., 2006; Millero et al., 1998) que tambie´n tienen
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influencia directa o indirecta en la AT, y que son: silicato, nitrato, fosfato
y ox´ıgeno.
Ventana mo´vil 3D
Se disen˜o´ un algoritmo para la extraccio´n del conjunto de datos dentro
de cada caja para cada muestra. El uso de una ventana mo´vil ya se planteo´
para el art´ıculo de interpolacio´n multiparame´trica (Cap´ıtulo II: Velo et al.,
2010b), y el algoritmo empleado en este trabajo comparte planteamientos
con aquel. De hecho, los taman˜os de la ventana tanto horizontalmente como
en profundidad se parametrizaron acordes al mencionado art´ıculo, aunque se
analizaron mu´ltiples combinaciones para mejorar los resultados.
En resumen, se emplearon ventanas mo´viles de taman˜o fijo y variable, apli-
cando un criterio de m´ınimo de datos disponibles sobre todas ellas. Las pruebas
de taman˜o variable comenzaron con una ventana cuadrada que circunscribe un
radio equivalente a 2◦ de latitud, y permitiendo que el algoritmo incrementase
el taman˜o grado a grado hasta un ma´ximo de 20◦ de radio, para conseguir
al menos 100 muestras dentro de la ventana. En profundidad, se empleo´ la
misma ecuacio´n del art´ıculo de interpolacio´n multiparame´trica (Cap´ıtulo II:
Velo et al., 2010b), pero incrementando el rango en un 5 % con cada aumento
de grado en radio. Las pruebas con taman˜os de ventana fijos empleaban un
a´rea ma´s amplia de 5◦, 10◦ o incluso 20◦ de radio en latitud alrededor del
nodo. En profundidad se empleo´ la misma ecuacio´n anterior sin incremento
adicional.
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Se observo´ que las parametrizaciones de taman˜o variable se ajustaban en
mayor medida a las muestras cercanas, pero tambie´n resultaban ma´s afectadas
por la dispersio´n de los datos. Las parametrizaciones de ventana fija, sin
embargo ten´ıan tendencia a suavizar la variabilidad natural e incluso an˜adir
ruido si la ventana era muy amplia.
Se concluyo´ que la parametrizacio´n ma´s consistente con las observaciones
de alcalinidad, era la realizada empleando una ventana “quasi-fija” de 10◦ en
latitud. En realidad se trata de una ventana de taman˜o variable que parte de
un ancho inicial de 10◦ de latitud, pero a la que se le exige un m´ınimo de 100
datos, y para ello se le permite ampliar el taman˜o del modo anteriormente
descrito. La calificacio´n de “quasi-fija” que se le ha dado se debe a que, de
un total de 222136 estimaciones de AT realizadas por el software, u´nicamente
5324 (2.4 %) necesitaron una ventana mayor de 10◦.
Regresio´n robusta
Como te´cnica de regresio´n multilineal se empleo´ un algoritmo de regresio´n
robusta (Filzmoser et al., 2007; Hubert, 2008). La regresio´n robusta combina
un algoritmo de regresio´n cla´sica por m´ınimos cuadrados (OLS) con la detec-
cio´n de valores at´ıpicos mediante iteraciones para reponderacio´n de los valores
predictores. La te´cnica tambie´n se conoce como m´ınimos cuadrados con re-
ponderacio´n iterativa (IRLS: Iteratively Reweighted Least Squares) (Green,
1984). La reponderacio´n se realiza utilizando una funcio´n de ponderacio´n bi-
cuadrada sobre los residuos. De este modo, la alcalinidad inferida es ma´s
consistente con las observaciones que cuando se emplea un me´todo OLS.
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En la regresio´n OLS es una tarea cr´ıtica mantener los valores de entra-
da bajo estricto control, ya que el OLS es muy sensible a valores at´ıpicos.
Empleando una te´cnica de regresio´n robusta, la funcio´n de reponderacio´n es
capaz de detectar la mayor´ıa de valores at´ıpicos, descarta´ndolos u otorga´ndo-
les un impacto m´ınimo en la regresio´n. Se empleo´ una funcio´n bicuadrada para
la reponderacio´n (1− (r/k)2)2 si r<k y 0 en el resto de casos; r representa
los residuos escalados por un factor de proporcio´n que utiliza la desviacio´n
absoluta respecto a la mediana (MAD: Median Absolute Deviation) y k co-
rresponde al valor de corte de 4.685 (Holland and Welsch, 1977). De este
modo, los pesos caen ra´pidamente en cuanto los residuos se desv´ıan signifi-
cativamente de cero, y los valores son directamente descartados cuando los
residuos exceden el valor de corte. La te´cnica de regresio´n robusta permanece
estad´ısticamente robusta hasta un 50 % de valores at´ıpicos, mientras que para
la regresio´n OLS, un u´nico valor at´ıpico ya influye en el resultado.
Seleccio´n de predictores
Se emplearon los siguientes: presio´n, temperatura potencial, salinidad, ni-
trato, fosfato, silicato y ox´ıgeno. El objetivo con la incorporacio´n de todos
estos para´metros es incorporar toda la variabilidad posible para obtener una
mejor prediccio´n en cada regresio´n. Los para´metros se seleccionaron por estar
relacionados con la alcalinidad y presentar mayor abundancia que los para´me-
tros de carbono en los conjuntos de datos.
Como se indico´ en el primer cap´ıtulo, la relacio´n entre AT y ambos, salinidad
y silicato es bien conocida. Otros autores han incluido en la parametrizacio´n
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en aguas superficiales la temperatura potencial (Lee et al., 2006; Millero et al.,
1998). La relacio´n de la AT con nutrientes (nitrato y fosfato) esta´ relacionada
con la s´ıntesis y remineralizacio´n de la materia orga´nica, que an˜ade o elimina
estos iones de la disolucio´n y por tanto afecta a la alcalinidad total (Chen
and Pytkowicz, 1979; Chen and Millero, 1979). Adema´s, se puede considerar
que la suma de AT, fosfato y las especies del nitro´geno permanece constante
durante la remineralizacio´n de la materia orga´nica (Brewer et al., 1975; Fraga
and A´lvarez-Salgado, 2005). El ox´ıgeno tambie´n influye en al alcalinidad total
debido a su uso en los procesos de s´ıntesis y remineralizacio´n de la materia
orga´nica. La relacio´n de la presio´n con la alcalinidad esta´ relacionada con la
formacio´n de carbonato y su disolucio´n a grandes profundidades en el oce´ano.
Todos estos procesos han sido tratados extensivamente en la literatura (Dick-
son, 2010; Millero, 2007; Wolf-Gladrow et al., 2007; Zeebe and Wolf-Gladrow,
2001)
La influencia de los mencionados predictores sobre la regresio´n tambie´n se
analizo´ desde un punto de vista estad´ıstico, para verificar que la seleccio´n
es adecuada y que todos los para´metros aportan informacio´n al modelo. La
existencia de colinealidades y correlaciones entre predictores es conocida, pero
desde un punto de vista de prediccio´n no se deben eliminar si su presencia
mejora los resultados. Por otra parte, el uso de una ventana mo´vil implica
cambios en las condiciones de cada regresio´n y la importancia relativa de
cada predictor en esa ventana concreta. A nivel estad´ıstico se analizo´ el VIF
(Variance Inflaction Factor) para una regresio´n multilineal del conjunto de
datos completo. Se aplicaron procedimientos similares a los empleados por
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Para´metro VIF(7) VIF(6) VIF(5) VIF(4) Nopar. usados ∆AIC R2
Nitrato 117.15 7 0.0 0.930
Fosfato 116.26 17.18 6 1539.1 0.929
T. potencial 14.41 10.88 5.54 5 9883.7 0.923
Ox´ıgeno 5.76 4.97 1.29 1.19 4 13249.6 0.921
Salinidad 5.31 4.97 3.57 1.46 3 15282.8 0.919
Silicato 3.67 3.50 1.77 1.59 2 273075.5 0.039
Presio´n 1.93 1.86 1.75 1.32 1 276923.6 0.002
Tabla iii–1: Comprobaciones estad´ısticas de colinealidad y relevancia de predictores
Juranek et al. (2009) y Kim et al. (2010). En la Tabla iii–1, reproducida
de (Velo et al., 2013) se muestran en detalle los resultados, que muestran
que existe una alta colinealidad cuando se emplea nitrato y fosfato, lo que es
ampliamente conocido (Redfield, 1934), pero igualmente es conocido que esta
relacio´n presenta diversas fuentes de variabilidad (Anderson and Sarmiento,
1994; Geider and La Roche, 2002). Otro criterio estad´ıstico que se analizo´
fue el AIC (Akaike Information Criterion), tambie´n para el modelo completo,
y que nos indica una mejor significancia del modelo para valores de AIC ma´s
bajos; la Tabla iii–1 muestra tambie´n estos resultados. Por u´ltimo, se calculo´
el estad´ıstico R2 de la regresio´n para el conjunto total de datos, que marca el
mejor ajuste cuando se emplean los siete para´metros.
Dentro de cada ventana mo´vil, se comprobo´ tambie´n la distribucio´n de los
valores de los predictores alrededor del valor del nodo. Si el valor del nodo esta´
dentro de la nube de datos (una desviacio´n esta´ndar alrededor del promedio),
se descartan los valores ma´s alla´ de tres desviaciones esta´ndar alrededor del
nodo. Si la mayor´ıa de valores esta´n alejados del valor del nodo, se descarta por
completo ese predictor para ese nodo, con un l´ımite de hasta dos predictores
descartados. El objetivo es evitar extrapolaciones con datos fuera de rango que
podr´ıan producir valores ano´malos. El me´todo asume que las relaciones entre
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los predictores y la alcalinidad total son aproximadamente lineales dentro de
la ventana mo´vil, y esto se puede asumir para ventanas pequen˜as y predictores
en el rango de los valores del nodo.
2.2. Estimacio´n por redes neuronales.
Se planteo´ inicialmente como me´todo alternativo al MLR que permite ofre-
cer una alternativa diferente al mismo problema. La red neuronal es capaz de
ofrecer una respuesta no lineal, y se entrena, adema´s de con informacio´n de
masas de agua, con informacio´n geogra´fica, por lo que la fragmentacio´n de
datos en ventanas mo´viles ya no es necesaria. El planteamiento, por tanto,
ya es diferente al del MLR. Adema´s, para obtener una solucio´n mediante una
red neuronal, en primer lugar necesitamos disen˜ar y configurar una topolog´ıa
de red que sea adecuada para resolver nuestro problema e implementarla. A
continuacio´n necesitamos analizar las alternativas para entrenar la red, y se-
guidamente entrenarla con datos reales hasta que consideremos que se ajusta
lo mejor posible a estos, evitando sobreajustes. Por u´ltimo emplearemos los
predictores de los nodos para obtener unos resultados mediante la red entre-
nada.
Disen˜o
Se escogio´ una red de propagacio´n hacia delante (a nivel topolog´ıa) con
una capa oculta de respuesta log-sigmoidal y otra lineal (Gardner and Dorling,
1998). La ventaja que presenta esta arquitectura es que la capa log-sigmoidal
puede asimilar las relaciones no lineales, mientras que la final procesar´ıa las
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respuestas lineales (Bishop, 1995; Hagan et al., 1996). En una red neuronal,
cada nodo aplica una funcio´n de transferencia sobre las entradas para obtener
las salidas, empleando pesos que fueron ajustados en el proceso iterativo de
aprendizaje. La Figura 3.2, reproducida de (Velo et al., 2013) muestra un
esquema de la red empleada.
Figura 3.2: Diagrama esquema´tico de la red neuronal disen˜ada para la prediccio´n de AT. Los nodos
con Id=1-64 representan laprimera capa de respuesta log-sigmoidal, y el nodo con Id=65
la lineal (purelin). Los nodos 3-63 se representan con los puntos en medio de cada
caja. Los valores w(x ,y) junto con los bias(x) son los pesos establecidos mediante el
aprendizaje, y son los que permiten que la red sea u´til para prediccio´n.
Los para´metros geogra´ficos y de profundidad se emplearon para informar
a la red de la posicio´n de la muestra, y los para´metros f´ısico-qu´ımicos para
informar de las propiedades de la muestra de agua de mar. Los para´metros
fisicoqu´ımicos empleados son los mismos que para el 3DwMLR.
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En cuanto al taman˜o de la red, no hay un modo de establecer a priori
el nu´mero de neuronas en la capa oculta (Sarle, 1997), el procedimiento
habitual es evaluar la confianza de las predicciones para taman˜os diferentes.
Se analizaron, por tanto, taman˜os desde 21 a 29 neuronas, obtenie´ndose el
mejor compromiso entre infraestimacio´n y sobreestimacio´n con un taman˜o de
64 neuronas en la capa oculta.
Entrenamiento
Las redes neuronales de propagacio´n hacia delante son entrenadas habitual-
mente con algoritmos de retro-propagacio´n (Hagan et al., 1996; Sarle, 1997).
Estas te´cnicas alimentan la red iterativamente con los valores del conjunto de
datos para entrenamiento y propagan hacia atra´s los errores de los resultados
a trave´s del reajuste de los pesos determinados en la red. Existe una gran va-
riedad de te´cnicas en la literatura, que se diferencian principalmente en co´mo
estos pesos son modificados en la retropropagacio´n. En el art´ıculo Velo et al.
(2013) se muestra una descripcio´n ma´s detallada de las te´cnicas analizadas y
su respuesta en funcio´n del taman˜o de la red.
Una te´cnica que se emplea habitualmente en el entrenamiento, y que se uti-
liza para mitigar, en parte, los errores, es fragmentar el conjunto de datos que
se emplean para el entrenamiento. De este modo, se separan dos pequen˜os
subconjuntos de datos del conjunto principal, en nuestro caso mediante sub-
muestreo aleatorio en cada iteracio´n, y se emplean, uno de ellos para validar
el progreso de cada iteracio´n del entrenamiento y el otro para comparacio´n
una vez finalizado el entrenamiento. Esta te´cnica es u´til tambie´n para ayudar
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a detectar el punto o´ptimo de entrenamiento de la red, ya que, habitual-
mente, a medida que progresa el entrenamiento los errores que se detectan
en el subconjunto de validacio´n disminuyen progresivamente hasta alcanzar
un m´ınimo, pero a partir de ese punto comienzan a incrementarse de nuevo
debido a problemas de sobreajuste.
Sobreajuste
Es uno de los problemas ma´s habituales con los sistemas de redes neurona-
les. La capacidad de una red neuronal de asimilar la informacio´n de un modelo
y reproducirlo es enorme, llegando a ser capaz de producir residuos nulos en-
tre los datos de entrada y la prediccio´n. Esta capacidad viene determinada
por una eleccio´n adecuada del modelo, disen˜o, ajuste y entrenamiento, pero
una vez concretados todos estos elementos, la capacidad de ajuste depende
principalmente, y es muy sensible, del nu´mero de neuronas en las diferentes
capas. En los casos de uso en los que se intenta que la red se ajuste lo ma´s
posible al modelo esto, generalmente, no supone problema alguno, pero al
intentar modelar datos de medida de para´metros reales con sus incertidum-
bres s´ı que lo es, ya que pretendemos que la red asimile la informacio´n de la
variabilidad natural del medio pero que al mismo tiempo no asimile los errores
que existen en las medidas de los para´metros de entrada. En la Figura 3.3 se
presenta un ejemplo. Si analizamos los ajustes ilustrados por las curvas roja y
azul empleando un criterio u´nicamente basado en los residuos, obtendr´ıamos
que el mejor ajuste es el obtenido por la curva roja, cuando es posible que el
modelo real se ajuste ma´s a una funcio´n como la de la curva azul. Para una
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Figura 3.3: Ejemplo de sobreajuste. La tendencia real se representa con la l´ınea azul. Los puntos
representar´ıan mediciones del para´metro, con cierto error sobre el valor real. El sobre-
ajuste se representa con la l´ınea roja, que se observa que se aleja de la tendencia real al
asimilar los errores de cada punto.
topolog´ıa de red determinada con unas predicciones como las de la curva azul,
un aumento en el nu´mero de neuronas provocar´ıa la asimilacio´n de los errores
de cada punto, resultando en la curva roja, con un ajuste, sin embargo, casi
perfecto.
Dado que no hay modo de conocer, a priori, el nu´mero de neuronas adecua-
do para resolver adecuadamente un determinado problema, la solucio´n pasa
por efectuar varios ensayos de prueba-error con diferentes taman˜os.
3. Evaluacio´n
Como datos de partida se emplearon las bases de datos de GLODAP (Key
et al., 2004; Sabine et al., 2005) y CARINA (Key et al., 2010; Tanhua et al.,
2009) combinadas, que inicialmente contaban con un total de 282853 mues-
tras y de las cuales, la AT estaba presente en 84734 (29.96 %). Se realizaron
controles de calidad iniciales evaluando la falta de para´metros (presio´n o pro-
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fundidad, temperatura, salinidad, nutrientes y ox´ıgeno) y valores ano´malos
(Velo et al., 2013), dando por resultado la eliminacio´n de 60715 muestras,
con lo que la base de datos de partida se redujo a 222138 observaciones, con
76553 muestras de AT. Sobre este conjunto, se aplicaron las metodolog´ıas
3DwMLR y neuronal, lo que dio lugar a la generacio´n de 212137 y 212136 es-
timaciones respectivamente, es decir, todo el conjunto excepto 1 y 2 muestras
respectivamente.
Las estimaciones de AT para las muestras en las que tambie´n se dispusiese
de dato medido de AT fueron usadas para evaluar la calidad de ambos me´todos
de estimacio´n. Se empleo´ la desviacio´n esta´ndar de los residuos entre dato
estimado y dato medido como criterio de calidad, obtenie´ndose un valor de
5.4 µmol·kg-1 para el me´todo 3DwMLR y un valor de 5.2 µmol·kg-1 para la
red neuronal con entrenamiento mediante el algoritmo Levenberg-Maquardt y
64 neuronas en la capa oculta. Estos resultados indican un buen ajuste entre
observaciones y predicciones, ya que los valores son ligeramente inferiores al
umbral m´ınimo para ajuste empleado en el proyecto CARINA para AT (Tanhua
et al., 2010b). Empleando a continuacio´n un intervalo l´ımite de dos veces la
desviacio´n esta´ndar anterior, se identificaron 3462 valores (3DwMLR, 4.5 %) y
3526 valores (neuronal, 4.6 %) para los cuales la diferencia entre dato estimado
y observado estaba fuera de este l´ımite y que podr´ıan ser etiquetados como
cuestionables o incluso reemplazados por el valor estimado.
En las Figuras 3.4 y 3.5 se muestra un resumen de la evaluacio´n de los
ajustes obtenidos. La primera columna muestra una comparacio´n de ambos
me´todos entre s´ı, y las dos restantes entre cada me´todo y los datos observados.
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La escala es ±15 µmol·kg-1 y las l´ıneas punteadas verticales de color gris
indican los valores -12,-6, 0, 6 y 12 para facilitar la comparacio´n con el l´ımite
de ±6 µmol·kg-1 de CARINA. En cada caja individual de las figuras de cajas,
la altura es proporcional al nu´mero de muestras que forman parte de cada
intervalo.
3.1. Comparacio´n entre 3DwMLR y red neuronal
El histograma en la parte superior izquierda de la Figura 3.4 indica que
existe una buena concordancia entre las te´cnicas de estimacio´n 3DwMLR y
neuronal, con una desviacio´n esta´ndar de 2.36 µmol·kg-1 y una media de 0.074
µmol·kg-1 para los residuos entre ambas, por lo que el 95 % de los residuos
cae dentro del intervalo de ±4.7 µmol·kg-1.
Analizando los gra´ficos de cajas que se muestran en la primera columna de
las Figuras 3.4 y 3.5, se observa buena concordancia en general, especialmen-
te analizando el panel relativo al identificador de campan˜a (Cruise ID, Figura
3.4), que indica coherencia, en general, entre ambos me´todos para las mis-
mas campan˜as. Los desajustes en este panel tambie´n pueden ser u´tiles para
focalizar el ana´lisis sobre los motivos de los sesgos en esas campan˜as.
Analizando el resto de paneles de las figuras, se puede observar tambie´n
que la peor concordancia entre me´todos se obtiene para muestras con baja
salinidad y altos valores de ox´ıgeno y que, identificando su procedencia, se asi-
milan con muestras superficiales (profundidades menores de 200 m) cercanas
a costa y afectadas por aportes continentales, como la Corriente del Labrador
y zonas ma´s anta´rticas del Oce´ano Austral. La variabilidad, en estos casos
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Figura 3.4: Histogramas y diagramas de cajas de los residuos de la comparacio´n de los me´todos
de estimacio´n de AT. De izquierda a derecha: estimacio´n Neuronal menos estimacio´n
a 3DwMLR, estimacio´n 3DwMLR menos observaciones y estimacio´n Neuronal menos
observaciones. De arriba abajo, la primera fila es el histograma de densidad de datos,
y los siguientes diagramas muestran los residuos de AT frente al para´metro indicado
en el eje izquierdo: latitud, longitud, profundidad, an˜o de campan˜a y por u´ltimo un
identificador nume´rico de cada campan˜a.
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Figura 3.5: Diagramas de cajas de los residuos de la comparacio´n de los me´todos de estimacio´n
de AT. De izquierda a derecha: estimacio´n Neuronal menos estimacio´n a 3DwMLR,
estimacio´n 3DwMLR menos observaciones y estimacio´n Neuronal menos observaciones.
De arriba abajo, los siguientes diagramas muestran los residuos de AT frente al para´metro
indicado en el eje izquierdo: temperatura potencia, salinidad, nitrato, fosfato, silicato y
ox´ıgeno
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es debida a la mezcla de aguas en escalas cortas de tiempo (Rintoul, 2011;
Wootton et al., 2008), que no es explicada por los me´todos de estimacio´n.
3.2. Comparacio´n entre me´todos y observaciones
El ana´lisis se presenta en los paneles de la columna central para el me´todo
3DwMLR y en la columna derecha para la red neuronal de las Figuras 3.4 y 3.5.
Tambie´n muestran una buena concordancia en general, y se puede apreciar
en el panel relativo al an˜o de campan˜a (Cruise Year, Figura 3.4), co´mo la
dispersio´n de los residuos es menor para las campan˜as ma´s recientes, lo cual
es consistente con la mejora en las te´cnicas anal´ıticas y la instrumentacio´n.
Analizando visualmente los residuos obtenidos frente a los para´metros f´ısi-
cos y bioqu´ımicos del agua de mar (Figura 3.5), se observan patrones similares
para ambas metodolog´ıas. El me´todo Neuronal parece tener comportamientos
ma´s consistentes para la mayor´ıa de para´metros, pero las diferencias no son
significativas. Asimismo, al igual que se indico´ anteriormente para la compara-
cio´n entre me´todos, en la comparacio´n con observaciones tambie´n se observa
que la mayor dispersio´n esta´ relacionada con muestras de valores bajos de sali-
nidad; sin embargo, en este caso las muestras con mayores concentraciones de
ox´ıgeno muestran una buena correlacio´n entre me´todos y observaciones. Tal y
como se comentaba en el apartado anterior, este hecho podr´ıa estar motivado
por la variabilidad de corta escala de tiempo en la mezcla de aguas que los
me´todos no son capaces de interpretar, obteniendo tendencias diferentes.
Por otro lado, analizando el panel relativo al identificador de campan˜a (Crui-
se ID, Figura 3.4), se observa tambie´n un desajuste significativo para algunas
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Carina ID Expocode 3DwMLR
(desajuste)
Red Neuronal
(desajuste)
Ajuste propuesto
9 06MT19920509 -7.8±9.0 -7.6±8.6 -7.7
28 06MT20021013 -7.2±19.8 -3.8±15.8 Flag bad
51 29CS19771007 7.6±3.9 6.0±2.6 6.8
57 29GD19860904 -6.9±4.0 -5.1±4.5 -6.0
158 67SL19881117 -19.0±4.8 -14.1±6.0 -16.6
Tabla iii–2: Desajustes promedio entre los me´todos 3DwMLR y Neuronal frente a los datos de AT
observados. Las unidades de los desajustes son µmol·kg-1. Se muestran u´nicamente lo
valores con un desajuste medio superior a ±6 µmol·kg-1.
campan˜as y que, sin embargo no se percibe en la comparacio´n entre me´to-
dos, lo que implica que ambos me´todos coinciden en el diagno´stico de dicho
desajuste. En la Tabla iii–2 se muestran las campan˜as para las que se han ob-
tenido desajustes promedio superiores a ±6 µmol·kg-1 y que se corresponden
con campan˜as con pocas o ninguna muestra de profundidades superiores a
1500 m, y que por lo tanto no han sido consideradas en el control de calidad
(QC2) mediante crossovers de CARINA (Tanhua et al., 2010b, 2009; Velo et
al., 2009) como candidatas para ajuste. Como resultados de este trabajo, se
proponen los ajustes indicados en la Tabla 5 para las campan˜as indicadas en
dicha tabla.
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Cap´ıtulo IV – Estudio de tasas
de almacenamiento de Cant en
el Atla´ntico Suroeste
1. Introduccio´n
La cuenca Oeste del Oce´ano Atla´ntico Sur, desde los 10◦N a los 55◦S y des-
de la costa hasta la dorsal atla´ntica esta´ caracterizada por procesos dina´micos
complejos que implican varias ce´lulas de circulacio´n en los niveles superiores e
intermedios (Me´mery et al., 2000). Es una regio´n con grandes incertidumbres
en cuanto al almacenamiento de carbono antropoge´nico (Cant) ya que presenta
concentraciones moderadas de Cant en aguas profundas (≈10 µmol·kg-1)pero
un gran volumen de agua. El ana´lisis de datos de las tres u´ltimas de´cadas in-
dica una tasa de almacenamiento de Cant de 0.92±0.13 mol·m-2·y-1, es decir,
un 13-35 % superiores que las estimaciones previas en este a´rea. Las pequen˜as
pero significativas concentraciones de Cant en el gran volumen de la relativa-
mente bien ventilada Agua de Fondo Anta´rtica (AABW), podr´ıan ser la causa
subyacente de esta tasa de almacenamiento, de hecho, la contribucio´n signifi-
cativa en te´rminos de Cant de esta AABW ventilada que entra en la regio´n del
Oce´ano Atla´ntico Sur se calculo´ en 0.055±0.02 Pg-C·y-1 o 0.20 mol·m-2·y-1.
En vez de basarla en una tendencia anual, la evolucio´n del inventario espec´ıfico
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de Cant (en mol·m-2) se computa ma´s consistentemente como una funcio´n de
la perturbacio´n de la xCO2 atmosfe´rica en ppm (0.64 mol·m-2·ppm-1). Esta
metodolog´ıa permite proyecciones mejoradas de las tasas de almacenamiento
de Cant sobre per´ıodos largos.
2. Metodolog´ıa
Para realizar el presente estudio, se partio´ de un grupo de 20 campan˜as
oceanogra´ficas de extenso recorrido, que se indican en la Tabla iv–1, y que
esta´n disponibles en el a´rea de estudio en las bases de datos de GLODAP (Key
et al., 2004; Sabine et al., 2005) y CARINA (Hoppema et al., 2009; Key et al.,
2010; Tanhua et al., 2009). El grupo de campan˜as empleado cubre un abanico
temporal de 33 an˜os (1975-2005), y fue agrupado en seis conjuntos centrados
cada uno en un an˜o de referencia para mejorar la cobertura espacial en cada
intervalo temporal. Los an˜os de referencia se indican en la primera columna de
la Tabla iv–1. Se consideraron u´nicamente los datos de profundidad superior
a 100 m para evitar la alta variabilidad de las medidas superficiales. Por otro
lado, y dado que en las campan˜as ma´s antiguas las mediciones tanto de AT
como de CT fueron realizadas por te´cnicas potenciome´tricas y sin el uso de
material de referencia (CRMs), se aplicaron las correcciones que se indican a
continuacio´n.
Las campan˜as TTO-TAS (transectos 1 y 2) y SAVE (transectos 1 y 2) fue-
ron corregidas siguiendo las indicaciones de Gruber et al. (1996); la campan˜a
3230CITHER2 (Seccio´n A17, 1993) fue corregida aplicando una correccio´n
de -8 µmol·kg-1 sobre AT reportada en R´ıos et al. (2005). Por otro lado,
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An˜o de
referencia
An˜o de
campan˜a
Id de
campan˜a
CARINA expocode /
GLODAP code
Seccio´n WOCE o
nombre original
1972 1972 43 GEOSECS 1-2 GEOSECS
1983 1982–3 46 TTOTAS 1-3 TTO-TAS
1988 1987–8 48 318MSAVE 1-5 SAVE
1993 1991 13 06MT15/3 A09
1993 1991 22 OACES91 1-2 A16S
1993 1993 14 06MT22/5 A10
1993 1993 23 OACES93 A16N
1993 1994 12 06MT19941012
1993 1994 21 316N142 A15
1993 1994 24 3230CITHER2 1-2 A17
1993 1995 95 35LU19950909
1997 1996 84 33LK19960415
1997 1997 25 316N151 3 A20
1997 1999 106 35TH19990712
2003 2001 61 29HE20010305 FICARAM
2003 2002 62 29HE20020304 FICARAM
2003 2003 68 316N20030922
2003 2003 86 33RO20030604
2003 2003 113 49NZ20031106 Beagle
2003 2005 87 33RO20050111
Tabla iv–1: Campan˜as de la cuenca oeste del Atla´ntico Sur empleadas en este estudio. Las campan˜as
fueron agrupadas en seis conjuntos centrados en los an˜os de referencia indicados en la
primera columna.
los datos de la campan˜a GEOSECS presentaban gran dispersio´n, por lo que
se aplico´ un me´todo MLR (Cap´ıtulo III: Velo et al., 2013) sobre el conjunto
completo de CARINA y GLODAP para obtener un valor estimado de AT. Este
valor se empleo´ como criterio para detectar datos potencialmente ano´malos
(separados ma´s de 12 µmol·kg-1) que fueron descartados.
Se empleo´ tambie´n la base de datos en cuadr´ıcula de WOA09 (Antonov et
al., 2010; Locarnini et al., 2010) para caracterizar la regio´n de estudio en capas
de densidad, siguiendo los intervalos definidos Me´mery et al. (2000) y con los
que se computo´ un espesor medio para cada capa. Estos valores se presentan
en la Tabla iv–2. Para realizar este ca´lculo se realizo´ una interpolacio´n de los
datos del perfil de densidad en columna de WOA para cada nodo geogra´fico,
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Masa de agua Espesor de capa (m) Intervalos de anomal´ıa de densidad (kg·m-3)
SACW 168±32 100 m a σθ<26.5 (300 m)
SAMW 306±25 26.5<σθ<27.1 (600 m)
AAIW 412±14 27.1<σθ<27.4 (1100 m)
uNADW-uCDW 1594±68 σθ>27.4 y σ3<41.47 (3000 m)
lNADW-lCDW 532±166 σ3>41.47 y σ4<45.90 (4000 m)
AABW 902±311 σ4>45.90 (hasta fondo)
Tabla iv–2: Intervalos de densidad (σx) para las seis capas que definen las principales masas de
agua de la regio´n. El espesor de las capas se indica en metros (m). El intervalo de con-
fianza definido por la desviacio´n esta´ndar. Entre pare´ntesis se indican las profundidades
nominales de las isopicnas
obteniendo as´ı los rangos de profundidad que permiten calcular los espesores
en cada nodo geogra´fico. Por u´ltimo se realizo´ un promediado para obtener
el espesor medio de cada capa en la regio´n de estudio.
Las estimaciones de carbono antropoge´nico fueron realizadas aplicando el
me´todo ϕC T
0 (Va´zquez-Rodr´ıguez et al., 2009a) sobre los datos de botella
de las campan˜as seleccionadas para el estudio. Una vez obtenido el dato de
Cant para cada muestra de botella, se aplico´ la metodolog´ıa de Pe´rez et al.
(2010) para el co´mputo de los inventarios espec´ıficos de Cant que se definen
segu´n la ecuacio´n (4.1):
InvCantc =
6∑
l=1
ρl,c · C l,cant · Th l,c (4.1)
En la que InvCantc representa el inventario espec´ıfico para el conjunto de
campan˜as c; ρl,c representa la densidad promedio del conjunto de campan˜as l
en la capa l , y que se obtiene para las posiciones de las campan˜as mediante la
climatolog´ıa de WOA09; C l,cant representa la concentracio´n de Cant promedio
para el conjunto de campan˜as c en la capa l ; y Th l,c representa el espesor
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promedio de la capa l para la campan˜a c obtenido a partir de los datos
climatolo´gicos de WOA09 por el procedimiento indicado anteriormente.
Para evitar los problemas derivados de la baja cobertura espacial y la dis-
persio´n en an˜os de las campan˜as analizadas, se realizo´ un ana´lisis MLR para
estimar un valor de correccio´n de concentracio´n de Cant para cada capa. Co-
mo para´metros predictores se emplearon la salinidad, temperatura potencial,
AOU, nutrientes y el propio an˜o de la campan˜a (Pe´rez et al., 2010). Los coefi-
cientes obtenidos del MLR fueron multiplicados por la anomal´ıa promedio del
valor frente a WOA09, es decir, la diferencia entre la media de los valores de es-
tos predictores para la capa y la media de los valores de las “estaciones” (perfil
en columna de agua para cada nodo geogra´fico) de WOA09 equivalentes para
esos para´metros. De este modo, se obtuvo un te´rmino de correccio´n ∆C l,cant
que se an˜adio´ al Cant estimado por botellas C
l,c
ant = ∆C
l,c
ant + C
l,c
ant,botella
A continuacio´n se analizo´ la evolucio´n temporal obtenida de los promedios
de Cant para cada una de las seis capas a lo largo del periodo temporal qua
abarcan las campan˜as. La Figura 4.1, reproducida de (R´ıos et al., 2012) mues-
tra los resultados de este ana´lisis y presenta los valores de concentracio´n de
Cant de cada capa frente (a) al an˜o de la campan˜a, y (b) frente a la ∆xCO2
(asumiendo la xCO2 de referencia de 278.5 ppm). En ambos paneles se re-
presenta con l´ınea punteada y en cuadrados rojos el inventario de Cant para
la cuenca. En el panel (a) tambie´n se representa con una l´ınea roja fina la
evolucio´n del inventario que se obtendr´ıa teniendo en cuenta la tasa de alma-
cenamiento calculada del panel (b) (l´ınea roja punteada) que es de 0.64±0.13
mol/m2/ppm, y la ∆xCO2 para cada an˜o basada en los datos de Mauna Loa
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Figura 4.1: Evolucio´n de los promedios de concentracio´n de Cant en µmol·kg-1 (puntos) e inventarios
espec´ıficos de Cant en mol·C·m-2 (cuadrados) frente a an˜o (a) y frente a exceso de xCO2
atmosfe´rico (∆xCO2 en ppm) (b), para la capa de cada masa de agua (leyenda en gra´fica
b). Las barras de error representan ±2σ/N0.5 (donde σ es la desviacio´n esta´ndar y N el
nu´mero de datos usados). El incremento de concentracio´n de Cant (l´ınea continua, ejes
izquierdos) en (a) µmol·kg-1·y−1 y (b) µmol·kg-1·ppm−1, y las tasas de almacenamiento
de Cant (l´ınea punteada, ejes derechos) en (a) mol·m−2·y−1 y (b) en mol·m−2·ppm-1
se reproducen en la Tabla iv–3. Las tasas de almacenamiento de Cant en mol·m-2·y-1
(l´ınea delgada) fueron calculadas a partir de las tasas de almacenamiento de Cant de
0.64 mol·m-2·ppm-1 para cada an˜o segu´n el ∆xCO2 correspondiente de Mauna Loa, y
representadas como inventario multiplicadas por 0.0169 (eje derecho).
(Hawai). Se puede observar como la l´ınea roja continua del panel (a) sigue el
patro´n general del inventario y la tasa lineal (en funcio´n de an˜o), pero se se-
para un poco en los extremos, haciendo notar que la tendencia real es de tipo
exponencial. En ambos paneles y en la Tabla iv–3 se puede observar tambie´n
como los almacenamientos de Cant decrecen a medida que las capas se vuel-
ven ma´s profundas, a excepcio´n de la AABW, con valores ma´s altos que los
de las capas inmediatamente superiores (lNADW-lCDW y uNADW-uCDW)
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Masa de agua Tasa
(µmol·kg-1·y-1)
R2 p-
level
Tasa
(µmol·kg-1·ppm-1)
R2 p-
level
SACW 0.90±0.04 0.991 0.002 0.627±0.006 0.999 <0.001
SAMW 0.53±0.02 0.991 0.002 0.34±0.015 0.991 <0.001
AAIW 0.36±0.02 0.985 0.004 0.207±0.004 0.998 <0.001
uNADW-uCDW 0.16±0.04 0.820 0.052 0.098±0.004 0.990 <0.001
lNADW-lCDW 0.08±0.04 0.450 0.250 0.085±0.006 0.970 <0.001
AABW 0.15±0.04 0.800 0.061 0.118±0.004 0.990 <0.001
mol·m-2·y-1 mol·m-2·ppm-1
Tasa para la columna
completa
0.92±0.13 0.930 0.019 0.64±0.13 0.997 <0.001
Tabla iv–3: Tasa de incremento de concentracio´n de Cant en µmol·kg-1·y-1 y µmol·kg-1·ppm-1 en
las diferentes capas de las masas de agua. Los errores representan ±2σ/N0.5. En la
parte inferior se representan las tasas de almacenamiento de Cant en mol·m-2·y-1 y
mol·m-2·ppm-1 para la columna de agua completa de la cuenca oeste del Atla´ntico Sur
3. Evaluacio´n
Las tasas de almacenamiento anual observadas para la cuenca Oeste del
Atla´ntico Sur en este trabajo, de 0.92±0.13 mol·m-2·y-1, son superiores a la de
estimaciones previas, como se puede observar en la Tabla iv–4, reproducida
de (R´ıos et al., 2012).
Un ana´lisis detallado permite ver que las principales diferencias con los es-
tudios anteriores se deben a la estimacio´n del Cant para la capa de AABW que
entra en el Atla´ntico Sur. Esta capa, de bajo contenido en Cant, representa sin
embargo un gran volumen de agua por lo que la cantidad de Cant almacenada
es significativa. Este Cant es dif´ıcilmente detectable con me´todos de tipo MLR
si el intervalo de tiempo entre muestras es pequen˜o (inferior a 2 de´cadas).
Por otro lado, el co´mputo de la tasa de almacenamiento frente al incremento
de xCO2 atmosfe´rica, estimado en este art´ıculo en 0.64±0.13 mol·m-2·ppm-1
(R´ıos et al., 2012) permite obtener estimaciones a ma´s largo plazo, debido a
la correspondencia del incremento de CO2 en la atmosfera con una funcio´n
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Autor Me´todo Tasa de almacenamiento (mol·m-2·y-1)
Murata et al. (2008) Isopycnal 0.80
Peng and Wanninkhof (2010) MLR (eMLR) 0.74±0.3 (0.35)a
Wanninkhof et al. (2010) eMLRdens 0.60
Este estudio Backcalculation 0.92±0.13
a El valor entre pare´ntesis refiere a la tasa de almacenamiento para el eMLR
Tabla iv–4: Comparacio´n de almacenamientos de Cant (mol·m-2·y-1) para la cuenca oeste del Oce´ano
Atla´ntico Sur (10◦N a 55◦S)
exponencial. Esta tasa de almacenamiento es de utilidad para proyecciones
de inventarios futuros de Cant en diferentes escenarios de xCO2 atmosfe´rica
debido a la linealidad existente entre ambos te´rminos.
El ana´lisis realizado en este art´ıculo (R´ıos et al., 2012) para la cuenca oeste
del Oce´ano Atla´ntico Sur destaca la necesidad de continuar con programas
de campan˜as en secciones repetidas, ya que este tipo de estudios ayudan a
mejorar la deteccio´n de las variaciones de Cant en aguas profundas y de fondo,
que son de relevancia por representar un gran volumen del oce´ano.
98
Conclusiones
99
Cconclusiones
100
Conclusiones
Los dos art´ıculos que conforman el primer cap´ıtulo de la tesis (Velo et al.,
2010a, 2009) presentan una evaluacio´n de la calidad de los datos obtenidos
tras los procesos de s´ıntesis de AT y pH, y que se centra, por tanto, en
analizar la calidad de dichos datos mediante el apoyo de me´todos estad´ısticos
de regresio´n. Mediante el uso de estas te´cnicas y confinando en lo posible
los datos en regiones para intentar limitar su variabilidad y as´ı poder asumir
cierta linealidad, es factible analizar la correlacio´n entre para´metros. Dado que
para cada para´metro se ha realizado un control de calidad independiente, este
ana´lisis permite detectar problemas de inter-consistencia entre para´metros al
aplicar los ajustes propuestos, o la ausencia de estos. Se procedio´ dividiendo los
datos en capas de densidad, segu´n las principales masas de agua de la regio´n
de trabajo, y realizando un ana´lisis gra´fico de los residuos que se obtienen
como diferencia entre los valores del respectivo para´metro (AT y pH) y los
obtenidos mediante un me´todo de regresio´n multilineal. Este me´todo se aplico´
sobre los datos originales de partida, y tambie´n sobre los datos del producto
final (obtenidos tras la s´ıntesis: QC2 y aplicacio´n de ajustes), permitiendo, de
este modo, analizar si el resultado de la s´ıntesis minimiza los residuos.
Se concluye por tanto que en ambos casos (AT y pH), los residuos obteni-
dos son menores empleando la base de datos corregida en comparacio´n con
la original sin corregir. La mayor´ıa, pero no todas las campan˜as del produc-
to, obtienen un valor de mediana para los residuos dentro del l´ımite de ±6
101
Conclusiones
µmol·kg-1 para AT y de ±0.005 para pH, lo que entra dentro del error es-
perable en el ana´lisis de laboratorio de dichos para´metros. Es necesario tener
en cuenta que este error de los residuos esta´ influenciado por los errores de
la medicio´n de la alcalinidad y pH, pero tambie´n por los de medida de los
para´metros predictores y de la propia aplicacio´n del me´todo MLR que no es
capaz de explicar la totalidad de la variabilidad natural observada.
Las tareas a realizar dentro del proyecto CARINA se dividieron y repartieron
entre los numerosos participantes en dicho proyecto. Por tanto, las conclusio-
nes ofrecidas en los art´ıculos, se centran en el trabajo realizado de supervisio´n
y ana´lisis de los resultados de los procedimientos de control de calidad em-
pleados en el proyecto CARINA para AT y pH, y, pese a describirlos en la
seccio´n de me´todos, no abordan conclusiones sobre los procedimientos em-
pleados o sobre el propio proyecto. Estas conclusiones se incluyen en otros
art´ıculos expresamente dedicados a ello, y en los cuales tanto el autor de esta
Tesis como su director han participado asumiendo diversas tareas, Los trabajos
que complementan este cap´ıtulo son, por tanto, Tanhua et al. (2010b, 2009)
de procedimientos y general del proyecto, Key et al. (2010) del producto de
datos, y Van Heuven et al. (2009) de ca´lculos del sistema del carbonato en
lenguaje Matlab.
De un modo ma´s general debemos resaltar los avances que el proyecto CA-
RINA ofrece globalmente a la comunidad oceanogra´fica. CARINA toma como
punto de partida las lecciones aprendidas tras el proyecto GLODAP, pero con
una indiscutible ventaja adicional: el desarrollo de la tecnolog´ıa entre media-
dos de los 90 (GLODAP) y segunda mitad de los 2000 es tal que elimina el
102
Conclusiones
cuello de botella que pod´ıa suponer el acceso individual a las herramientas ne-
cesarias para el tratamiento de grandes cantidades de datos y, adema´s, ofrece
nuevas herramientas mejoradas, tanto a nivel de capacidades de procesado
como de aplicaciones. Esto permite que la pra´ctica totalidad de integrantes
del proyecto CARINA cuenten con la capacidad tecnolo´gica para analizar y
procesar los datos.
En cuanto al enfoque o modo de proceder, es necesario destacar la necesidad
de desarrollar cada fase del proyecto de modo que pueda ser reproducida de
un modo lo ma´s sencillo posible, y que permita, en todo momento, trazar los
pasos realizados.
El desarrollo de las fases de un proyecto de s´ıntesis de datos a partir de datos
de campan˜as desarrolla sus fases de un modo secuencial, tal y como se describe
en la Figura 1 de Tanhua et al. (2010b). Ello implica que cada fase parte y
depende de los resultados de la anterior y, por ello, que habitualmente sea
necesario repetir por completo fases posteriores ante cambios o correcciones
en las anteriores. Esto sucede habitualmente ante la incorporacio´n de nuevas
campan˜as, o modificaciones en los datos originales de e´stas en las fases finales
del proyecto, y por el ana´lisis de los resultados de los controles de calidad de
cada fase, que tambie´n ayudan a detectar errores anteriores. Esto da lugar
a un proceso quasi-iterativo en el desarrollo del proyecto con la repeticio´n
continua de fases posteriores.
Es por ello recomendable implementar los procedimientos a realizar en cada
fase de modo que:
Sea lo ma´s sencillo posible repetirlos.
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Sea posible obtener un registro o traza de los procedimientos aplicados
a cada dato individual, y decisiones tomadas, para facilitar la deteccio´n,
localizacio´n y correccio´n de problemas.
A medida que se avance en el proceso, se vayan incorporando procedi-
mientos que permitan, en la medida de lo posible, detectar los errores
ma´s comunes automa´ticamente.
La solucio´n ma´s comu´n para llevarlo a cabo es la implementacio´n de los
procesos v´ıa rutinas o procedimientos de software que no so´lo permiten auto-
matizar las tareas en lo posible, sino tambie´n analizar a posteriori que´ ca´lculos
fueron realizados. Ambos puntos son igualmente importantes. Sin embargo,
dada la heterogeneidad de los datos y la gran cantidad de muestras, estaciones
y campan˜as a procesar, es igualmente necesario realizar una muy cuidadosa
supervisio´n manual de las distintas fases y sus resultados debido a que, pese a
la incorporacio´n progresiva de mecanismos de control, a lo largo del desarrollo
del proyecto se detectan continuamente factores que los procesos automa´ticos
no tienen en cuenta, y que producen o pueden producir un sesgo importante
en los resultados.
El siguiente paso natural tras la liberacio´n del producto de s´ıntesis del pro-
yecto CARINA que se compone de muestras de estaciones en posiciones y
profundidades discretas, es la realizacio´n de un mallado que permita obtener
un producto en una cuadr´ıcula homoge´nea, que es la tarea que se describe en
el segundo cap´ıtulo. En el momento de la realizacio´n de dicha tarea, los ante-
cedentes eran la interpolacio´n del producto del proyecto anterior, GLODAP,
generado mediante supercomputadoras de la de´cada de los 90, y algoritmos
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como DIVA o me´todos de interpolacio´n objetiva. Dada la gran dispersio´n de
los datos en algunas zonas (Oce´ano Austral y Atla´ntico Sur), se planteo´ que
el empleo de distancias basadas en para´metros f´ısico-qu´ımicos conservativos
en vez de espaciales, junto con la incorporacio´n de una base de datos con mu-
cha mayor resolucio´n en esos para´metros como base para el mallado, podr´ıa
obtener resultados mejores que cualquier interpolacio´n puramente espacial.
Procediendo de este modo, el mallado en zonas dispersas seguir´ıa los pa-
trones termohalinos de esa zona al incorporar la climatolog´ıa de WOA para la
propagacio´n de los valores. Tras el desarrollo de los procedimientos, se analizo´
el resultado del mallado de Ox´ıgeno, compara´ndolo contra el propio de WOA.
Por u´ltimo se genero´ una base de datos en cuadr´ıcula para el Cant en el Oce´ano
Atla´ntico aplicando el me´todo ϕC T
0 centrado al 1994 (Va´zquez-Rodr´ıguez et
al., 2009b) sobre los datos de s´ıntesis y mallando el resultado.
La conclusio´n principal de este cap´ıtulo es que el me´todo WMP obtiene me-
jores resultados que un me´todo espacial tradicional. Mediante el empleo, como
base de datos auxiliar, de WOA (Antonov et al., 2006; Garcia et al., 2006a,
2006b; Locarnini et al., 2006) en su versio´n de 2005, que ha sido elaborada
con una mayor resolucio´n de datos biogeoqu´ımicos, el me´todo WMP cuenta
con ma´s informacio´n para la tarea de mallado que cualquier otra alternativa
exclusivamente espacial.
En cuanto a los inventarios de Cant (referido al an˜o 1994) obtenidos, los
valores oscilan entre 55 y 58 Pg-C en funcio´n de la te´cnica de estimacio´n
empleada (respectivamente ϕC T
0 o TrOCA). Es necesario concluir tambie´n,
que la te´cnica de interpolacio´n empleada no tiene apenas efecto sobre las
105
Conclusiones
estimaciones de inventario, y ello es debido a efectos de compensacio´n entre
diferentes dominios. Sin embargo, analizando las regiones en detalle, existen
algunas pequen˜as diferencias entre los resultados obtenidos por ambos me´to-
dos de interpolacio´n. La interpolacio´n WMP aparenta funcionar mejor que
la puramente espacial en zonas con menor densidad de datos, como se pue-
de observar en las figuras, con especial hincapie´ sobre y bajo el l´ımite de la
isol´ınea de 5◦C. El me´todo puramente espacial tiende a producir valores ma´s
bajos (ma´s altos) de Cant para las aguas bajo (sobre) la isoterma de 5
◦C en
comparacio´n con el me´todo multiparame´trico WMP.
El tercer cap´ıtulo parte a su vez de las lecciones aprendidas en el desarrollo
de los cap´ıtulos anteriores, y propone el desarrollo de un me´todo que permita
estimar valores de uno de los para´metros clave en el sistema del carbono, la
AT, con el objetivo de que los valores generados puedan servir tanto para
incorporar un nivel adicional de control de calidad sobre el para´metro (evo-
lucio´n sobre el cap´ıtulo I) como para ampliar la base de datos de muestras
de AT, lo que mejora la cantidad de datos disponibles, entre otros, para su
empleo en estimaciones de Cant (evolucio´n sobre la aplicacio´n del cap´ıtulo II).
Los procedimientos consistieron en someter al producto de s´ıntesis de Carina
a un proceso de ana´lisis de interconsistencia entre AT y varios para´metros
predictores, y mediante dos aproximaciones diferentes; una basada en me´to-
dos MLR en los que se trata de conseguir la mayor linealidad posible para
predecir datos; y otra mediante redes neuronales con el mismo propo´sito de la
prediccio´n. Se puede concluir que los desarrollos realizados obtienen un error
estimado en la prediccio´n bastante aceptable para el momento actual.
106
Conclusiones
De una base de datos inicial en el producto de s´ıntesis de CARINA con
72796 muestras u´tiles para co´mputos de carbono, es decir, con al menos dos
para´metros del sistema del carbono medidos, el algoritmo desarrollado permite
extender la base de datos hasta las 104043 muestras, lo que implica un 42.9 %
de incremento en la abundancia de datos u´tiles.
Por otra parte, los resultados obtenidos mediante ambos me´todos propues-
tos (neural y MLR) obtienen resultados aceptables, ya que el error de pre-
diccio´n es inferior a 5 µmol·kg-1, que en el momento actual se considera un
error aceptable para la medicio´n de la alcalinidad y parejo al establecido en el
proyecto CARINA (6 µmol·kg-1).
Es necesario destacar, sin embargo, que las dos aproximaciones para resol-
ver el problema son muy diferentes, ofreciendo cada una de ellas ventajas e
inconvenientes que se deben considerar:
Desde un punto de vista estrictamente de rendimiento de ambos me´todos
en cuanto a la capacidad de modelar la variabilidad natural, el me´todo neuro-
nal ofrece mejores resultados. Los resultados que se muestran en la Figura 3
del art´ıculo de estimacio´n de AT (Velo et al., 2013) indican claramente que la
parametrizacio´n propuesta con 64 neuronas en la capa oculta y el empleo del
algoritmo de Levenberg-Marquadt para el aprendizaje, obtiene mejores esti-
maciones, en general, que el me´todo 3DwMLR, con menores errores promedio
entre prediccio´n y datos originales.
Desde un punto de vista de escalabilidad de la metodolog´ıa, sin embargo, el
me´todo 3DwMLR es la mejor opcio´n, ya que ofrece un buen ajuste a los datos
medidos y presenta la ventaja de que la metodolog´ıa puede ser reajustada o
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adaptada. En el me´todo 3DwMLR la totalidad de pasos para cada estimacio´n
individual puede ser depurada y as´ı mejorada. La red neuronal representa una
alternativa totalmente opuesta, ya que es cierto que una red entrenada puede
ser re-entrenada, pero el conjunto de pesos obtenido no es transparente, hasta
el punto de que la combinacio´n de una parametrizacio´n de red neuronal en
conjunto con los resultados de su entrenamiento pueden ser considerados
como una caja negra que funciona para un determinado conjunto de datos.
La ventaja del empleo simulta´neo de ambas alternativas en este cap´ıtulo es
que, de este modo, sus resultados pueden ser fa´cilmente comparados entre s´ı,
y con ello determinar su rendimiento y la concordancia obtenida.
Dado que la presente tesis doctoral trata sobre la optimizacio´n de me´todos
para el ana´lisis de la acidificacio´n en los oce´anos, no estar´ıa completa sin incluir
un ana´lisis de acidificacio´n en el que se haga uso de me´todos y enfoques aqu´ı
propuestos. El u´ltimo cap´ıtulo se presenta, por tanto, como la participacio´n en
un estudio en el que se aplican algunas de las te´cnicas indicadas anteriormente
en el ana´lisis de las tasas de almacenamiento de Cant para la cuenca oeste del
Atla´ntico Sur, focalizado sobre el rol del Agua de Fondo Anta´rtica (AABW)
El estudio emplea un subconjunto de 20 campan˜as extra´ıdas de las bases de
datos de s´ıntesis de CARINA y GLODAP. Dado que para las campan˜as ma´s
antiguas tanto AT como CT fueron medidos potencialmente y sin el empleo
de CRMs (su aparicio´n y extensio´n de uso fue posterior), la aplicacio´n de un
me´todo MLR para analizar, en lo posible, la calidad de los datos de AT era
importante. Del estudio se puede destacar que las tasas de almacenamiento de
Cant observadas para la cuenca oeste del Oceano Atla´ntico Sur, de 0.92±0.13
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mol·m-2·y-1, son ma´s altas que las de estimaciones previas. Analizando en
detalle las diferencias, se observa que el origen de las discrepancias se puede
asociar con el AABW que entra en el Atla´ntico Sur. Aunque la tasa de al-
macenamiento de Cant que se estima partiendo de me´todos de retro-ca´lculo
es pequen˜a, el gran volumen de esta masa de agua provoca que sea relevan-
te tanto a efectos de inventario como de tasas de almacenamiento. La tasa
asociada al AABW se estima en 0.20 mol·m-2·y-1, que representa un 22 % del
total determinado en este estudio. Las desviaciones entre las tasas obtenidas
por el me´todo ϕC T
0 y las de me´todos como “isopycnal surfaces”, MLR y
eMLR son debidas a la penetracio´n de aguas profundas y de fondo con baja
concentracio´n de Cant. Estas bajas concentraciones son casi indetectables, so-
bre todo para me´todos MLR cuando se emplean datos de periodos inferiores
a dos de´cadas.
Por otro lado, dado que el incremento exponencial de CO2 atmosfe´rico
afecta a la linealidad de las estimaciones a largo plazo, en este estudio se ha
calculado tambie´n la tasa de almacenamiento de Cant como una funcio´n lineal
sobre el exceso de xCO2 atmosfe´rico sobre un estado preindustrial (0.64±0.13
mol·m-2·ppm-1), asumiendo el concepto de “estado estacionario transitorio”
para el Cant (Steinfeldt et al., 2009; Tanhua et al., 2007). As´ı computada,
esta tasa presenta la ventaja de la linealidad sobre el incremento exponencial
de CO2 atmosfe´rico, lo que la hace u´til para proyecciones de inventarios en
diferentes escenarios de xCO2 atmosfe´rico.
Los ana´lisis realizados aqu´ı sobre el Atla´ntico Sur, as´ı como los realizados en
el resto de cap´ıtulos, en particular el primero y el segundo, ponen de manifiesto
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la necesidad de continuar programas de secciones repetidas con mediciones de
alta calidad de para´metros del sistema del carbono, ya que son fundamentales
para la correcta estimacio´n de la evolucio´n de las tasas de almacenamiento e
inventarios de carbono antropoge´nico.
Por otro lado la evolucio´n actual en los proyectos de integracio´n de datos
de observacio´n, es hacia minimizar el intervalo de tiempo desde la observacio´n
de los datos hasta su liberacio´n a la comunidad cient´ıfica. La adquisicio´n de
datos oceanogra´ficos, por las propias caracter´ısticas del medio, tiene un coste
muy elevado y, en ocasiones, desde la propia medicio´n hasta la liberacio´n de
los datos pasan an˜os, o incluso nunca se llegan a liberar. El enfoque actual
pretende analizar y revisar todos los pasos y procesos que se llevan a cabo
entre ambos hitos con el objetivo de optimizar y automatizar en lo posible los
procesos. Trabajos como el presentado en esta tesis pretenden avanzar en esa
direccio´n.
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La experiencia adquirida en la realizacio´n de los trabajos de control de ca-
lidad primario y secundario sobre los para´metros AT en el Oce´ano Atla´ntico
y pH a nivel global, nos ha permitido formar parte del equipo de trabajo del
proyecto GLODAPv2. GLODAPv2 es la segunda versio´n del Global Ocean Da-
ta Analisis Proyect y pretende unificar la pra´ctica totalidad de bases de datos
existentes de carbono e incorporar la mayor cantidad de campan˜as individua-
les posibles, para obtener un producto de s´ıntesis con los controles de calidad
realizados, y que en el momento de su publicacio´n sera´ la mayor base de datos
global de para´metros relevantes al carbono en el oce´ano. Actualmente consiste
en cerca de 700 campan˜as y ma´s de 45000 estaciones, cubriendo el per´ıodo de
1972 a 2013. GLODAPv2 incorpora los productos de GLODAPv1 y CARINA
y ha logrado incorporar tambie´n la base de datos PACIFICA, de reciente crea-
cio´n y con 306 campan˜as en el Oce´ano Pac´ıfico. A mayores incorpora cerca
de 100 nuevas campan˜as.
Las tareas realizadas y a realizar en el a´mbito de este proyecto son, por un
lado la unificacio´n de escalas de datos de pH para toda la coleccio´n global de
campan˜as; la colaboracio´n en la realizacio´n de las tareas de control de calidad
primario y secundario, con el ana´lisis de los resultados obtenidos mediante la
aplicacio´n de versiones actualizadas de las rutinas cnaX de crossover creadas
por S. Van Heuven (Tanhua et al., 2010b) y por u´ltimo la participacio´n en
el grupo de interpolacio´n para el suministro de un me´todo de interpolacio´n
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que ofrezca una versio´n alternativa a DIVA, que permita tambie´n ofrecer un
producto de GLODAPv2 en cuadr´ıcula homoge´nea y as´ı comparar resultados.
En el a´mbito del proyecto GLODAPv2, un me´todo de interpolacio´n como
el WMP descrito en el art´ıculo (Velo et al., 2010b) que constituye el segun-
do cap´ıtulo de la tesis, presenta grandes ventajas frente a una interpolacio´n
puramente espacial, ya que constituye un escenario similar al de CARINA
para el cual fue disen˜ado. Sin embargo, el software desarrollado presentaba
limitaciones que evitaban poder aplicarlo directamente a la interpolacio´n a
nivel global. Se ha intentado mejorar el me´todo para hacer esto posible. Las
debilidades que se han intentado solucionar se indican a continuacio´n:
1.- Capacidad para interpolar varias cuencas de modo auto´nomo y sin in-
formacio´n adicional. Las rutinas de software originales permit´ıan interpolar sin
problema alguno el Oce´ano Atla´ntico, y ser´ıa posible aplicarlas individualmen-
te a cada cuenca para interpolar la totalidad de oce´anos, pero se ha preferido
mejorar el algoritmo para que evitase cruzar fronteras de tierra automa´tica-
mente. Para ello se ha empleado la malla equiespaciada de ETOPO2V2 como
referencia batime´trica y topogra´fica para discriminar oce´ano y tierra, y un
algoritmo de tipo “raytracing’”(trazado de l´ıneas) alrededor de cada nodo
a interpolar para evitar datos de estaciones tras un l´ımite terrestre. Ha sido
necesario por otro lado, optimizar el algoritmo al objeto de poder discriminar
islas de pequen˜o taman˜o.
2.- Capacidad para interpolar a altas latitudes, especialmente en los polos.
Las rutinas del algoritmo de interpolacio´n WMP extraen los datos alrededor
de un nodo mediante una ventana ortoe´drica, empleando l´ımites en latitud,
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longitud y profundidad. El motivo es u´nicamente un compromiso de precisio´n
frente a rendimiento, ya que la aplicacio´n de rutinas de ca´lculo de distancias
incrementar´ıa en ma´s de un orden de magnitud el tiempo total de interpolado,
lo que es contrario al objetivo. En el desarrollo de las rutinas de interpolacio´n
del cap´ıtulo II se analizo´ la diferencia entre el uso de uno u otro algoritmo
en la interpolacio´n del Oce´ano Atla´ntico y se observo´ que las mejoras con el
ca´lculo de distancias esfe´ricas eran m´ınimas frente al incremento en tiempo
de co´mputo. Dado que GLODAPv2 incluye datos del A´rtico hasta los 90◦N de
latitud, la asuncio´n original obligaba a replantear el algoritmo. Esto motivo´
el desarrollo de un nuevo algoritmo, esta vez s´ı basado en distancias, con-
cretamente distancias por c´ırculo ma´ximo, que permite extraer los datos de
estaciones dentro de un radio determinado alrededor de cada nodo. La forma
de la ventana pasa, por tanto, de ser ortoe´drica a cil´ındrica. Se realizaron
optimizaciones mediante la identificacio´n a priori de estaciones para permitir
la extraccio´n en un tiempo contenido, con lo que finalmente se mantuvo el
tiempo de ca´lculo pro´ximo al tiempo original.
3.- Distribucio´n de valores alrededor del nodo. Otro de los problemas que
se puso especialmente de manifiesto al realizar un mallado global, fue la ca-
rencia de una distribucio´n homoge´nea de valores alrededor de los nodos de
determinadas regiones. Habitualmente este problema se minimiza ampliando
el taman˜o de la ventana de extraccio´n, que ampl´ıan los or´ıgenes de datos y
generalmente mejora la distribucio´n. Sin embargo, esta solucio´n no es ideal
ya que genera problemas de suavizado excesivo en algunas a´reas. Se procedio´
modificando el algoritmo de extraccio´n de datos de ventana, dividiendo el
113
Trabajo actual y futuro
c´ırculo alrededor del nodo a interpolar en cuatro cuadrantes y exigiendo un
m´ınimo de datos en al menos tres de estos. El m´ınimo se definio´ en un 10 %
de la cantidad de valores exigidos para interpolar cada nodo, habitualmente
100.
4.- Co´mputo de errores de interpolacio´n. Todav´ıa en desarrollo, se esta´n
evaluando alternativas para su estimacio´n. El me´todo implementado actual-
mente y en evaluacio´n, pra´cticamente un esquema quasi-montecarlo, consiste
en aplicar n veces (actualmente n=100) una perturbacio´n sobre los valores de
los nodos a interpolar. La perturbacio´n se aplica u´nicamente sobre los datos
del para´metro a interpolar y consiste en una distribucio´n normal y aleatoria
de errores con una desviacio´n esta´ndar prefijada y similar a la esperable en la
precisio´n de dicho para´metro. La te´cnica propuesta limita el co´mputo de erro-
res a los propios del para´metro a interpolar y no tiene en cuenta los posibles
errores por la precisio´n en la localizacio´n de las muestras o de los para´metros
empleados en las distancias multiparame´tricas. La ventaja de este esquema se
obtiene en tiempo de computacio´n, ya que permite aplicar las perturbaciones
sobre las distancias parame´tricas de cada nodo ya computadas. De este modo,
el co´mputo del error supone un incremento de tiempo de ca´lculo para el global
de la interpolacio´n de un 2-5 %, lo que lo hace asumible para la potencia de
ca´lculo de que disponemos.
Actualmente, el algoritmo presenta una mejora considerable frente a alter-
nativas espaciales, ofreciendo interpolaciones correctas para estaciones muy
separadas, como las secciones latitudinales del Oce´ano Pac´ıfico, pero permi-
tiendo mantener los detalles y sin caer en suavizados excesivos.
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Abstract. Data on carbon and carbon-relevant hydrographic and hydrochemical parameters from previously
non-publicly available cruise data sets in the Arctic, Atlantic and Southern Ocean have been retrieved and
merged to a new database: CARINA (CARbon IN the Atlantic).
These data have gone through rigorous quality control (QC) procedures to assure the highest possible quality
and consistency. The data for most of the measured parameters in the CARINA data base were objectively
examined in order to quantify systematic differences in the reported values, i.e. secondary quality control.
Systematic biases found in the data have been corrected in the data products, i.e. three merged data files
with measured, calculated and interpolated data for each of the three CARINA regions; Arctic, Atlantic and
Southern Ocean. Out of a total of 188 cruise entries in the CARINA database, 98 were conducted in the
Atlantic Ocean and of these, 75 cruises report alkalinity values.
Here we present details of the secondary QC on alkalinity for the Atlantic Ocean part of CARINA. Procedures
of quality control, including crossover analysis between cruises and inversion analysis of all crossover data are
briefly described. Adjustments were applied to the alkalinity values for 16 of the cruises in the Atlantic Ocean
region. With these adjustments the CARINA database is consistent both internally as well as with GLODAP
data, an oceanographic data set based on the World Hydrographic Program in the 1990s. Based on our analysis
we estimate the internal accuracy of the CARINA-ATL alkalinity data to be 3.3 µmol kg−1. The CARINA data
are now suitable for accurate assessments of, for example, oceanic carbon inventories and uptake rates and for
model validation.
Data coverage and parameter measured
Repository-Reference: doi:10.3334/CDIAC/otg.CARINA.ATL.V1.0
Available at:
http://cdiac.ornl.gov/ftp/oceans/CARINA/CARINA
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Data Product Data Product Exchange File Exchange File Units
Parameter Name Flag name Parameter Name Flag Name
station STANBR
day DATE
month DATE
year DATE
latitude LATITUDE decimal degrees
longitude LONGITUDE decimal degrees
cruiseno
depth meters
temperature CTDTMP ◦C
salinity sf SALNTY SALNTY FLAG W
pressure CTDPRS decibars
alk alkf ALKALI ALKALI FLAG W micromole kg−1
For a complete list of parameters for the CARINA data base, see Key et al. (2009). Note the different names for the parameters in the
Exchange files (the individual cruise files) and the merged data product.
1 Introduction
CARINA is a database of carbon and carbon relevant data
from hydrographic cruises in the Arctic, Atlantic and South-
ern Oceans. The project was formed as an essentially infor-
mal, unfunded project in Kiel, Germany, in 1999, with the
main goal to create a database of carbon relevant variables
in the ocean to be used for accurate assessments of oceanic
carbon inventories and uptake rates. Not only the collection
of data, but also the quality control of the data has been a
main focus of the project, with both primary and secondary
quality control (QC) of the data having been performed. The
CARINA database consists of essentially two parts:
The first part are the individual cruise files where all the
measured data, and their quality flags, are stored. These
files are in WHP (WOCE Hydrographic Program) exchange
format where the first lines consist of the condensed meta-
data. There are essentially no calculated neither interpolated
values in the individual cruise files, with the exceptions of
pressure calculated from depth and some bottle salinities that
were taken from ctdsal. No adjustments have been applied to
any of these values, with the exception that all pH measure-
ments were converted to the seawater pH scale at 25◦C.
The second part of CARINA are three merged quality
controlled and adjusted data files; one each for the Atlantic
Ocean, Arctic Mediterranean Seas and Southern Ocean re-
gions. These files contain all the CARINA data and include:
1) interpolated values for nutrients, oxygen and salinity if
those data are missing and if interpolation could be made ac-
cording to criteria described in Key et al. (2009) (this spe-
cial issue); calculated carbon parameters (e.g. if total dis-
solved inorganic carbon (TCO2) and Total Alkalinity (AT )
were measured, pH can be calculated). Calculated and inter-
polated values have the quality flag “0”. All the values in the
merged data file have been adjusted according to the values
in Table 1 and described in Sect. 5. In many cases there are
more reported parameters in the individual cruise files that
has been included in the secondary QC, such as 14C, 13C and
SF6.
This report describes the consistency analysis of alkalin-
ity measurements of the Atlantic Ocean part of the CARINA
database (CARINA-ATL). A more comprehensive descrip-
tion of the complete CARINA data base can be found in Key
et al. (2009) (this special issue), for an overview of the North
Atlantic CARINA data, see Tanhua et al. (2009a) (this spe-
cial issue). Alkalinity reports for other areas included in CA-
RINA can be found in the following reports: Artic Ocean by
Jutterstro¨m et al. (2009), Nordic Seas by Olsen et al. (2009),
Atlantic Sector of Southern Ocean by Hoppema et al. (2009),
Indian Sector of Southern Ocean by Lo Monaco et al. (2009)
and Pacific Sector of Southern Ocean by Sabine et al. (2009).
The Total Alkalinity in sea water is defined as “...the num-
ber of moles of hydrogen ion equivalent to the excess of pro-
ton acceptors (bases formed from weak acids with a disso-
ciation constant K ≤10−4.5, at 25◦C and zero ionic strength)
over proton donors (acids with K >10−4.5) in one kilogram of
sample.” (Dickson, 1981). AT is one of the four basic related
parameters of the carbon dioxide “CO2” system in seawater,
with the others being total dissolved inorganic carbon (CT ),
the fugacity of dissolved CO2 ( f CO2), and pH. If at least two
of these are known, then the remaining parameters can be
calculated and the entire CO2 system determined using ther-
modynamic constants for a given temperature, salinity and
pressure.
High quality seawater carbon data are critical for detecting
small changes in the CO2 system. Both AT and CT are used in
a number of methods for calculating the anthropogenic CO2
signal, most specifically those that employ back-calculation
techniques. AT is a key in both determining changes in CT
produced by CaCO3 dissolution (Feely et al., 2002) and es-
tablishing concentrations of CT in surface waters at equi-
librium with the atmosphere, whether at historical, present,
or future CO2 levels Furthermore, many measurements of
the CO2 system in seawater have been performed using the
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Figure 1. Map of stations with alkalinity data in the CARINA-ATL
dataset.
AT -pH pair for determining CT . For these reasons, this is a
key parameter for the CARINA objectives.
2 Data
Alkalinity data included in the CARINA-ATL dataset orig-
inates from a multitude of international research groups us-
ing a number of different analysis methods. Whilst most of
the AT data was determined using closed cell potentiometric
titrations (Dickson et al., 2007), many measurements were
also made by potentiometric titration at end-point in open
cell (Mintrop et al., 2000).
The CARINA-ATL dataset has a total of 52 043 alkalinity
samples, coming from 4080 stations and 63 cruises. Of these,
46 961 samples came from measurements, and were flagged
with a “2”. The remaining 5082 samples came from carbon
calculations with the final adjusted data, and so were flagged
with a “0”. Figure 1 shows the location of the stations with
alkalinity data in CARINA-ATL
For consistency with historical data, a further
12 WOCE/GLODAP reference cruises were included,
giving a total of 75 cruises and 65 531 samples. Primary
quality control – consisting of outlier and scatter identifica-
tion – led to 2 cruises and 5738 samples being discarded.
For the crossover analyses, only data deeper than 1500 m
were used, leading to a number of cruises being omitted
from the analyses. In total, 12828 CARINA-ATL samples
and 2878 WOCE/GLODAP samples are compared here.
Of the 53 cruises included in the crossover analysis, alka-
linity data from 31 had been generated using certified refer-
ence materials (CRMs) to test or calibrate the titration sys-
tem. The remaining 22 did not use CRM at all, instead us-
ing an alternative solution for standardization (Dickson et al.,
2007). The most typical reported analytical error was around
1%, ∼2.5 µmol kg−1. However, similar crossover exercises
(Key et al., 2004; Sabine et al., 2005; Wanninkhof et al.,
2003) performed on older data estimated an overall accuracy
of ±5 µmol kg−1.
The overall objective of this work was to assess the qual-
ity of the Atlantic CARINA alkalinity data in order to gen-
erate a mutually consistent database, by checking for appar-
ent offsets for each cruise considering all the information re-
ported by different sources (Tanhua et al., 2009b) For AT , the
minimum adjustment to be applied to the final dataset fol-
lowing the identification of an additive offset was established
as ±6 µmol kg−1, as was the case for the previous crossover
comparison study for the North Atlantic (Wanninkhof et al.,
2003).
3 Methods
The methods and techniques applied here are described in
detail in Tanhua et al. (2009b) . In summary, the proce-
dure essentially entails the comparison of data from sepa-
rate cruises whose tracks cross or at least come close to each
other, so-called crossover analyses. Before that compari-
son, a primary quality control (1st QC) consisting on out-
lier and scatter identification has been performed (Key et al.,
2009). Only data that were flagged “good” during this pri-
mary QC procedure were considered in this process. With
the application of various software packages (Tanhua et al.,
2009b) generating statistical and objective information about
the offsets between pairs of cruises, as well as the graphics
needed to visually verify the computer generated offsets. For
each crossover analysis, AT data from samples deeper than
1500 m were compared on sigma-4 density surfaces generat-
ing an offset and a standard deviation of this difference, as
well as totaling the number of contributing stations and sam-
ples. For alkalinity, additive offsets (and adjustments) were
determined.
Slightly different procedures have been performed in the
Nordic Seas (Olsen, 2009) due to the lower variability in
deep waters in that area.
In this work, the semi-automated crossover procedure was
run for all possible pairs of Atlantic cruises. Next, the
crossover results were then visually inspected in order to en-
sure quality and to check the analysis had run correctly. Only
“good” quality crossovers were selected, and those results
were used for subsequent cruise adjustment calculations.
Good crossovers had enough sample data to yield a reason-
ably uniform additive offset over the entire zone of analysis,
leading to parallel cruise profiles. Standard deviations for
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Figure 2. Crossover between the cruises 35LU19890509
and 35TH20040605 (a) and the cruises 06MT19941012 and
316N19971006 (b).
individual cruise data and difference profiles were also used
to provide more information on crossover quality.
In Fig. 2, two examples of AT crossovers are shown; the
contrast between a good crossover (on the left) and a bad one
(on the right) can be easily appreciated, as well as the lack
of data and dispersion. The quality of the offset is assessed
when the standard deviation of the offset is compared (±2.7
versus ±7.9 µmol kg−1).
After this first iteration, automated procedures described
by Tanhua et al. (2009b) weighted the crossover quality by
statistical parameters for later adjustment calculations for all
cruises. This process was applied for all available cruise
crossovers in the Atlantic. In total, 337 individual crossovers
were obtained for AT .
The final offsets and statistics were used as the input for
an inverse least squares procedure (Tanhua et al., 2009b). In-
version results generated a set of suggested corrections for
all cruises included in the analysis that minimized the dif-
ferences. Figure 3 shows the offsets for all AT crossovers in
the Atlantic region before (pink dots), and after (blue dots)
the adjustments were applied to each cruise. The conver-
gence to values inside the bounds can be easily appreciated
for values after inversions. The standard error for the orig-
inal crossovers is 10.5 µmol kg−1 whereas the standard error
for the adjusted ones is 4.7 µmol kg−1.
In order to ensure the highest quality results from the in-
version and to help get a more accurate and consistent so-
lution to the system, a small subset of cruises were a pri-
ori defined as “core”. These were chosen according to their
geographical extent (i.e. covering a large distance) and ex-
pected high data quality (i.e. WOCE/CLIVAR quality), and
were agreed upon by the CARINA Atlantic group. Offsets
identified towards “core” cruises received a higher weighting
in the inversion minimization process (Tanhua et al., 2009b).
Once the full result of AT offsets for each cruise had been
Figure 3. Crossover alkalinity offsets obtained with original
database and after adjustments were applied.
Figure 4. Mean and standard deviation of the offset for each cruise
before (black) and after (red) the adjustments were applied.
generated, only the suggested corrections that exceeded a
predefined limit of ±6 µmol kg−1 were applied. These sub-
sets of high values were used as starting point to establish
the final adjustment values to be proposed. The decision on
final values was made manually and by consensus among the
CARINA collaborators. For this decision, subjective factors
such as the location, use of CRMs, technique, date, quan-
tity and quality of crossovers, or some particularly relevant
crossovers were used. Only those offsets that were strongly
supported by the analysis were finally adopted and subse-
quently applied to the measured results. The corrections that
were actually applied to the data product are, in following,
referred to as an adjustment.
After the need for an adjustment and its magnitude were
established for each cruise, the values were applied to the
original database, and the full process of crossovers and in-
versions repeated. The result of this second iteration was a
very useful way of validating the proposed offsets. Figure 4
shows the corrections values for each cruise obtained after
the first inversion procedures (values in black), and the cor-
rections obtained after the second iteration (values in red).
The results from the second inversion clearly show that the
remaining offsets are lower, and most of them fit within the
chosen minimum error boundary
3.1 Overall accuracy
The offsets for the crossovers applied to the data product
were used to estimate the overall accuracy of the alkalinity
data (Fig. 5). The weighted mean (WM) was calculated for
alkalinity by using the absolute value of the offset (D) of the
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Figure 5. Sorted offsets calculated for the crossovers in the
CARINA-ATL data after adjustments have been applied. WM: the
weighted mean of the offsets (see text); F: the percentage of offsets
indistinguishable from 1 within their uncertainty; L: the number of
crossovers.
L crossovers with the uncertainty (σ):
WM=
L∑
i=1
D(i)/(σ(i)2
L∑
i=1
1/(σ(i)2
(1)
Based on this analysis we have estimated the accuracy of the
CARINA-ATL alkalinity data to 3.3 µmol kg−1.
4 Results
Results are summarized in Table 1. This table shows the
cruises in the CARINA-ATL dataset with AT data, and the
summary of adjustments applieds. The following data is pre-
sented:
– Cruise ID: CARINA assigned identification number for
the cruise.
– Cruise Expocode: String identifying the cruise. This is
composed by a country code (two numbers), vessel code
(two characters or numbers) and the departure date in
year, month, day format (YYYYMMDD).
– Region: Location of the cruise. All cruises belong to
Atlantic Ocean (NA), but some overlap with the Arc-
tic Mediterranean Seas (AMS) or Southern Ocean (SO)
areas.
– Core: Indicates whether or not the cruise is a core cruise
for the crossover analysis.
– CRM: Indicates whether or not CRMs were used during
instrumental analysis.
– WLSQ adj: Result of the inversion process through the
Weighted Least Squares method (Tanhua et al., 2009b).
Figure 6. Original (x-axis) versus post-adjust (y-axis) offsets for
the all crossover in the Atlantic Ocean after applying the full solu-
tion (blue) or the final applied solution given in the last column of
Table 1 (pink).
– WDLSQ adj: Result of the inversion process through
the Weighted Damped Least Squares method (Tanhua
et al., 2009b).
– Adjustment: Adjustments applied for the cruises in
the merged data product. All adjustments are fully
supported by the CARINA group and no adjustments
smaller than ±6 µmol kg−1 are applied.
Figure 6 is a comparison between the original corrections
and the final adjustments applied. Blue dots represent offsets
obtained by applying full solution (all corrections); pink dots
represent offsets obtained with the final adjustments applied
to the data product (Table 1). The relation for the applied
adjustments (pink dots) has only a slightly lower correlation
coefficient than for the full solution.
In the following paragraph a set of figures and comments
are presented for each cruise summarizing all crossover off-
sets with their standard deviation. Each figure shows the fol-
lowing information:
– Green dots: “Offsets”. These values are the offsets taken
directly from each crossover. The standard deviation is
shown as error bars on these dots.
– Yellow line indicates the additive correction calculated
by inversions for the cruise. Note that the correction and
offsets are of opposite sign.
– Black stars indicate the correction calculated by inver-
sions for the other cruises that intersect this cruise.
– Blue squares: “Predicted offset” shows the calculated
offset that would be obtained by applying all inversion
corrections to the cruises.
– Red dots: These are the residuals between the “Offsets”
(Green dots) and “Predicted Offsets” (Blue squares)
– c suffix in the upper X-axis labels stands for Core
Cruises.
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Table 1. CARINA-ATL dataset with alkalinity data and adjustments applied.
Cruise ID Expocode Region Core CRM WLSQ adj ±STD WDLSQ adj ±95%CI Adjustment µmol kg−1
7 06BE20001128 NA
8 06GA19960613 NA
9 06GA20000506 NA
10 06MT19920316 NA
12 06MT19920509 NA x −27.9±1.3 −25.1±1.6 −25
14 06MT19920701 NA+AMS
15 06MT19940219 NA
16 06MT19941012 NA
17 06MT19941115 NA
18 06MT19960613 NA
20 06MT19960910 NA
21 06MT19970107 NA
23 06MT19970515 NA
25 06MT19970707 NA
26 06MT19970815 NA
28 06MT19990610 NA
30 06MT19990711 NA
32 06MT19990813 NA
44 06MT20010507 NA x x 7.4±0.8 6.2±1.2 6
51 06MT20010620 NA
52 06MT20010717 NA 6.7±1.0 7.1±1.0 7
53 06MT20011018 NA
54 06MT20020607 NA
55 06MT20021013 NA 6.7±0.9 6.5±1.3 6
56 06MT20030626 NA
57 06MT20030723 NA 4.8±0.9 4.3±1.7 6
60 06MT20030831 NA
61 06MT20040311 NA x −3.9±1.8 −5.1±0.8 −6
62 18HU19920527 NA
63 18HU19930405 NA
64 18HU19930617 NA −10.2±0.9 −9.6±1.1 −10
65 18HU19931105 NA 5.5±0.8 8.1±0.9 8
66 18HU19940524 NA
68 18HU19941012 NA
69 18HU19950419 NA
84 18HU19970509 NA
85 29CS19771007 NA
86 29CS19930510 NA
87 29GD19821110 NA
89 29GD19831201 NA
90 29GD19840218 NA
92 29GD19840711 NA
93 29GD19860904 NA
94 29HE19980730 NA
95 29HE20010305 NA+SO
106 29HE20020304 NA+SO x −4.6±2.6 −6.8±1.6 −6
107 29HE20030408 NA
108 31AN19890420 NA
109 316N19971005 NA
113 316N20010627 NA
125 316N20030922 NA
153 316N20031023 NA 13.7±0.9 13.8±0.7 14
154 32EV19910328 NA 15.2±0.7 14.4±1.4 14
158 32OC19950529 NA
160 33LK19960415 NA 4.1±0.7 5.2±0.7 5
164 33RO19980123 NA
165 33RO20030604 NA
168 33RO20050111 NA+SO
170 33SW20010102 NA 11.9±0.4 14.9±1.6 15
171 33SW20030418 NA
172 34AR19970805 NA+AMS x x −5.3±0.6 −8.5±0.6 −9
173 35A320010203 NA
188 35A320010322 NA −9.3±1.0 −8.1±2.0 −8
323019940104 NA+SO x x −10.9±2.8 −8.9±0.8 −8
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Figure 7. Cruise crossover information plot for 06MT19941012.
Figure 8. Cruise crossover information plot for 18HU19970509.
5 Cruises
In this section, an assessment and description of the adjust-
ments applied to cruises for CARINA-ATL database is made.
CARINA identifiers for the cruises are the numbers indi-
cated between the parentheses. Exact data locations can be
found at the CARINA website: http://cdiac.ornl.gov/oceans/
CARINA/Carina inv.html.
5.1 Cruise 06MT19941012 (12) (Fig. 7)
This is the so called MT30/2 cruise, on board Meteor and
along WOCE leg A02 section, in the North Atlantic. It has
53 stations taken with a 24 place rosette system. A closed
cell potentiometric titration method was used on measure-
ments, and CRM Batch #22 was used as reference. The re-
port indicates an estimated precision of ±3 µmol kg−1 and an
accuracy ±6 µmol kg−1. This cruise has 19 crossovers. The
inversions suggest a correction of −25.1 µmol kg−1. Most of
the residuals fit within ±10 µmol kg−1, with half part of them
inside ±5 µmol kg−1 after corrections applied. No good fit
exists with the core-cruises however. The crossovers with
74DI19970807 and 06GA20000506 suggest a minor offset,
but the other four core cruises (two of them GLODAP), sug-
gest a correction of around −28 µmol kg−1. Based on this
evidence, an adjustment of −25 µmol kg−1 was applied to the
alkalinity data.
5.2 Cruise 18HU19970509 (44) (Fig. 8)
This is the AR07Wh, a CCHDO cruise on board R/V Hud-
son, in the Labrador Sea. It has 13 stations taken with
a 24 place Rosette system with ten-liter bottles. CRM
analyses were used for standardization and precision was
2.7 µmol kg−1. There are eight crossovers giving a fitted cor-
rection of 6.2 µmol kg−1. The suggested adjustment for this
cruise is therefore 6 µmol kg−1. Most of the residuals fit very
close to 0 and keep inside ±5 µmol kg−1 after offsets applied.
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Figure 9. Cruise crossover information plot for 29CS19930510.
Figure 10. Cruise crossover information plot for 29GD19840218.
There are very good fits with four core cruises. Based on this
evidence, an adjustment of 6 µmol kg−1 was applied to the
alkalinity data.
5.3 Cruise 29CS19930510 (52) (Fig. 9)
This is the so called MORENA-I cruise conducted on board
R/V Cornide de Saavedra, along WOCE line AR16e in the
Atlantic area, close to NW Spain. It has 92 stations and
24 sampling levels using a rosette system. CRMs were not
used for these measurements. There are nine crossovers.
The fitted correction of inversions is 7.1 µmol kg−1. The sug-
gested adjustment is therefore 7 µmol kg−1. Crossovers with
three core cruises show very low residuals after offset ap-
plied. Based on this evidence, an adjustment of 7 µmol kg−1
was applied to the alkalinity data.
5.4 Cruise 29GD19840218 (55) (Fig. 10)
This is the so called GALICIA-VII cruise, on board R/V Gar-
cia del Cid in the Atlantic area close to NW Spain. It has
33 stations taken on a hydrocast with 1.7l Niskin bottles.. A
precision of 0.1% and accuracy of 1.4 µmol kg−1 has been re-
ported. No CRMs were used during the analysis. There are
nine crossovers giving a fitted correction of 6.5 µmol kg−1.
The suggested adjustment is +6 µmol kg−1. Almost all resid-
uals fit very close to 0 and stay within ±5 µmol kg−1 after off-
sets applied. There are very good fits with three core cruises.
Based on this evidence, an adjustment of 6 µmol kg−1 was
applied to the alkalinity data.
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Figure 11. Cruise crossover information plot for 29GD19860904.
Figure 12. Cruise crossover information plot for 29HE20010305.
5.5 Cruise 29GD19860904 (57) (Fig. 11)
This is the so called GALICIA-IX cruise, on board R/V Gar-
cia del Cid in the Atlantic area close to NW Spain. It has
50 stations taken on hydrocasts with 1.7L Niskin bottles. A
precision of 0.1% and accuracy of 1.4 µmol kg−1 has been
reported. No CRMs were used.
There are nine crossovers giving a fitted correction of
+4.3 µmol kg−1. The suggested adjustment is +6 µmol kg−1
as t-student statistical checks show that the proposed offset
is indistinguishable from 6 µmol kg−1. Almost all residuals
fit very close to zero and keep inside ±5 µmol kg−1 after off-
sets applied. There are very good fits with three core cruises.
Based on this evidence, an adjustment of 6 µmol kg−1 was
applied to the alkalinity data.
5.6 Cruise 29HE20010305 (61) (Fig. 12)
This is the so called FICARAM II cruise, conducted on
R/V Hesperides along WOCE section A17 in the Western
South Atlantic area. It has 29 full depth stations taken with
a 24 place rosette system. CRM batches 41 and 51 were
used. Uncertainty is 1.4 µmol kg−1 according to cruise re-
port. There are 9 crossovers, two of them in the Southern
Ocean giving a fitted correction of −5.1 µmol kg−1. Anal-
ysis of cruise documentation seems to suggest a correction
of −5 µmol kg−1. The proposed adjustment is −6 µmol kg−1,
as it is within the offset error and is better supported than
no adjustment. All residuals are very close to 0 and fit inside
±5 µmol kg−1. There are very good fits with five core cruises.
Based on this evidence, an adjustment of −6 µmol kg−1 was
applied to the alkalinity data.
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Figure 13. Cruise crossover information plot for 316N19971005.
Figure 14. Cruise crossover information plot for 31AN19890420.
5.7 Cruise 316N19971005 (65) (Fig. 13)
This is the so called KN154/2 cruise, on board R/V Knorr
along the WOCEAR24b section in the NW Atlantic area. It
has 162 stations and 24 sampling levels using a rosette sys-
tem. No reference to the use of CRM was reported. There are
15 crossovers giving a fitted correction of +8.1 µmol kg−1.
The suggested adjustment is +8 µmol kg−1. Excepting one,
all inversion residuals fit inside ±6 µmol kg−1. The cruise has
a good fit with three core-cruises. Based on this evidence, an
adjustment of 8 µmol kg−1 was applied to the alkalinity data.
5.8 Cruise 31AN19890420 (64) (Fig. 14)
This is the so called 31A119 cruise, on board R/V Atlantis II
and conducted along a section at about 20◦ W from 47◦ N
to 60◦ N. This cruise has 51 stations taken with a rosette
system. According the cruise report, the values seem to be
about 5 to 10 µmol kg−1 too high in relation to OACES93
and A16N2003. CRMs were not used. The fitted correction
is −9.6 µmol kg−1. The inversions suggest an adjustment of
−10 µmol kg−1. Crossovers with core cruises support the pro-
posed offset very well. In addition, GLODAP 317519930704
supports this adjustment. Based on this evidence, an adjust-
ment of −10 µmol kg−1 was applied to the alkalinity data.
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Figure 15. Cruise crossover information plot for 323019940104.
Figure 16. Cruise crossover information plot for 35TH19990712.
5.9 Cruise 323019940104 (Fig. 15)
This is the CITHER2 cruise, on board R/V Maurice Ewing
and along the WOCE A17 section in the Western South At-
lantic area from 10◦ S to 55◦ S. It has 235 stations taken with
a 32 place rosette system. In the cruise report, an offset
for alkalinity of −8 µmol kg−1 was stated. There are eight
crossovers that give a fitted correction of −8.9 µmol kg−1.
The suggested adjustment is −8 µmol kg−1 because it agrees
with both the fitted result and the cruise report. Most of the
inversion residuals fit inside ±5 µmol kg−1. There are very
good fits with four GLODAP cruises. Based on this evi-
dence, an adjustment of −8 µmol kg−1 was applied to the al-
kalinity data.
5.10 Cruise 35TH19990712 (106) (Fig. 16)
This is the so called EQUALANT99 cruise, on board
R/V Thalassa in the Equatorial Atlantic area. It has 102
stations taken with a 24 place rosette system. Precision
is reported as 1.7 µmol kg−1. A comparison with WOCE
A15 data implies offset values as high as 12.7 µmol kg−1.
There are six crossovers, giving a fitted correction of
−6.8 µmol kg−1. The suggested adjustment is −6 µmol kg−1.
All inversion residuals fit inside ±6 µmol kg−1 after correc-
tions are applied. There are very good fits with two GLO-
DAP cruises. Based on this evidence, an adjustment of
−6 µmol kg−1 was applied to the alkalinity data.
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Figure 17. Cruise crossover information plot for 64TR19890731.
Figure 18. Cruise crossover information plot for 64TR19900417.
5.11 Cruise 64TR19890731 (153) (Fig. 17)
This cruise is also called 64TY8908, on board R/V Tyro
along a meridional A16N section at 20◦ W. The cruise has
73 stations and 12 sampling levels using a rosette system.
Nine stations have been flagged 3. There are nine crossovers
giving a fitted correction of 13.8 µmol kg−1. The suggested
adjustment is 14 µmol kg−1. All inversion residuals are close
to zero and fit inside the ±5 µmol kg−1 boundary. There are
very good fits with two GLODAP cruises. Based on this ev-
idence, an adjustment of 14 µmol kg−1 was applied to the al-
kalinity data.
5.12 Cruise 64TR19900417 (154) (Fig. 18)
This cruise is also called 64TY9001, on board R/V Tyro
along a meridional A16N section at 20◦ W from 30◦ N to
60◦ N. This cruise has 23 stations with multiple casts on most
of them. The method of Bradshaw et al. (1981), and cal-
culations with constants of Goyet and Poisson (1989) were
used. Values are about 20 µmol kg−1 low relative to CLI-
VAR A16N-2003 and have twice the scatter. There are
14 crossovers. The fitted correction is +14.4 µmol kg−1.
The suggested adjustment is +14 µmol kg−1. After fitted
corrections are applied, 10 inversion residuals fit inside
±5 µmol kg−1. There are good fits with two GLODAP and
one core cruise (06GA20000506). Based on this evidence,
an adjustment of 14 µmol kg−1 was applied to the alkalinity
data.
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Figure 19. Cruise crossover information plot for 74AB19910501.
Figure 20. Cruise crossover information plot for 74DI19900612.
5.13 Cruise 74AB19910501 (160) (Fig. 19)
This is the so called Vivaldi expedition, on board
R/V Charles Darwin in the NE Atlantic area primarily West
of Iberia. It has 614 stations, from which only 34 are deep
stations. The samples were taken with a 24 place rosette sys-
tem. According to the cruise report, the values are low in
relation to GLODAP by about 15 µmol kg−1. Good precision
is noted. Laboratory-made borax standards were used but no
CRMs. There are 16 crossovers giving a fitted adjustment
of 5.2 µmol kg−1. The suggested adjustment is 5 µmol kg−1
as a student t-test shows that the proposed correction is in-
distinguishable from 6. Crossovers with six core cruises
also support the proposed offset. Furthermore, GLODAP
317519930704 supports this adjustment, as very low resid-
uals are present after the offset has been applied. Based on
this evidence, an adjustment of 5 µmol kg−1 was applied to
the alkalinity data.
5.14 Cruise 74DI19900612 (170) (Fig. 20)
This cruise is also called 74DI192, and was conducted on
R/V Discovery in the North Atlantic area from 46◦ N to
49◦ N and 17◦ W to 15◦ W. This cruise has 20 stations and
12 sampling levels using a rosette system. Comparing
with one GLODAP station, values are about 18 µmol kg−1
lower. There are six crossovers giving a fitted correction
of 14.9 µmol kg−1. The inversions suggest an adjustment of
15 µmol kg−1. Inversion residuals are inside a ±5 µmol kg−1
boundary after corrections are applied. Based on this evi-
dence, an adjustment of 15 µmol kg−1 was applied to the al-
kalinity data.
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Figure 21. Cruise crossover information plot for 74DI19980423.
Figure 22. Cruise crossover information plot for OMEX2.
5.15 Cruise 74DI19980423 (172) (Fig. 21)
This is the 74DI233 cruise, also called Chaos, conducted on
R/V Discovery, performing a meridional section along 20◦ W
from 20◦ N to 60◦ N. It has 44 full depth stations taken with
a 24 place rosette system. Data is generally good, with a few
data high relative to neighbours and GLODAP. CRMs were
used. There are 24 crossovers giving a fitted correction of
−8.5 µmol kg−1. The suggested adjustment is −9 µmol kg−1.
Most of the residuals fit very close to zero and keep inside
±5 µmol kg−1 after corrections are applied. There are very
good fits with core and GLODAP cruises. Based on this evi-
dence, an adjustment of −9 µmol kg−1 was applied to the al-
kalinity data.
5.16 Cruise OMEX2 (188) (Fig. 22)
This is also called OMEX2 Project Time Series. Rather than
a single cruise, it is a compilation of 12 cruises performed
on board R/Vs Belgica, Charles Darwin and Meteor on the
NW Iberian margin. There are nine crossovers giving a fitted
correction of −8.1 µmol kg−1. The suggested adjustment is
−8 µmol kg−1. With one exception, all inversion residuals fit
inside ±6 µmol kg−1. There are three crossovers with core
cruises that appear to suggest an even larger offset. Based on
this evidence, an adjustment of −8 µmol kg−1 was applied to
the alkalinity data.
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Figure 23. Alkalinity data in CARINA final database versus salinity for: (A) data deeper than 200 m (B) depths <200 m.
6 Data quality evaluation
As derived from its definition, the salt content of seawater
is a determining factor on the AT . For this reason, salin-
ity is a good parameter to explain some of the AT variabil-
ity. In Fig. 23a, alkalinity is shown against salinity for the
full CARINA-ATL dataset. As expected, the parameters cor-
relate well, giving a R2 regression coefficient of 0.77. As
near surface formation of water masses is the main process
that affects AT variability, Fig. 23b, represents the variation
of AT versus salinity for the subset of surface waters (depth
<200 m). The correlation for this data set is higher than in
Fig. 23a, giving a R2 of 0.94 due to the fact that most of the
variability in both salt and alkalinity occurs in the upper few
hundred meters. This enforces the idea of the interdepen-
dence of both parameters.
To make an overall evaluation of the dataset quality, addi-
tional variables that can affect the natural variability of the
alkalinity were introduced in the regression. Thus, a Multi-
Linear Regression (MLR) was performed with potential tem-
perature (θ), salinity, latitude, apparent oxygen utilisation
(AOU), nitrate, phosphate and silicate in order to remove as
much natural variability as possible. All of these parameters
were included knowing that interdependence exists between
many of them. However, the goal here is not to generate a
statistical model for alkalinity, but rather a way of getting
residuals with natural variability removed to a large extent
(about 90%), so that they can be used to test the data quality.
This analysis method facilitates a better assessment of scat-
ter and biases in the alkalinity dataset, and even to test the
applied adjustments. The MLR procedure can transmit the
measurement error of the explanatory variables to the resid-
uals despite being quite lower than the alkalinity error.
In order to improve the quality of the evaluation, the MLR
analysis was applied in four density layers, with density at
1000 db (σ1) being used to divide the ocean. The upper ther-
mocline was set by σ1 <32.25 kg m−3; intermediate waters
(depths from about 1000 to 2000 m) were defined by second
layer (32.25<= σ1 <32.39 kg m−3); water depths between
∼2000 to 3000 m were defined by 32.39<=σ1 <32.53 kg m−3
– corresponding to North Atlantic Deep Waters (NADW);
and finally, the fourth layer refers to bottom waters, where the
presence of Antarctic Bottom Waters (AABW) dominates.
This last layer is set by σ1 >32.53 kg m−3. The surface layer
with depths <200 m was removed from this evaluation.
Using this analysis, alkalinity residuals were calculated by
the following Eq. (2):
AT MLR =
8∑
i=1
ai ·Xi
AT residuals = AT measured−AT MLR
(2)
where Xi stand for θ, salinity, latitude, AOU, nitrate, phos-
phate, silicate, and a constant term. This procedure was done
with the CARINA-ATL corrected database, and also for the
database without any alkalinity adjustments applied.
The alkalinity residuals for each density layer are shown in
Fig. 24. This shows a box plot of alkalinity residuals cruise
data for each cruise. The box/whiskers represent the typical
five number summary (minimum, 25th percentile, median,
75th percentile and maximum), the width of individual boxes
corresponds to the number of samples for that cruise, and
the numbers on the x-axis are the CARINA cruise IDs as
referenced in Table 1.
The best fit (R2=0.95) is obtained for the shallower waters,
with a mean standard deviation of 6.2 µmol kg−1. The other
layers have a slightly lower mean standard deviation (5.4,
5.9 µmol kg−1 respectively), except for the bottom layer with
6.5 µmol kg−1. The median of mean standard deviations for
all cruises is 4.1 µmol kg−1 units for each of three deepest
density layers. The lower panel in the figure stands for the
joined alkalinity residuals of the four density layers.
As can be seen, alkalinity residuals are lower when using
the corrected database, in comparison with the uncorrected
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Figure 24. Alkalinity residuals obtained from CARINA-ATL dataset by applying an MLR for alkalinity data against Theta, Salinity,
Latitude, AOU, Nitrate, Phosphate and Silicate. (A to D) are CARINA-ATL subsets for the indicated σ1 interval, and (E) is the join for the
full dataset. Blue values are residuals with the original unadjusted alkalinity values, and Red values are the final adjusted alkalinity values.
Red lines are the ±6 µmol kg−1 of alkalinity used as lower limit for adjustments in the crossover exercise.
original ones. Most but not all of the cruises have the alka-
linity residuals median inside of the ±6 µmol kg−1 boundary,
showing that in addition to the alkalinity measurement er-
rors, there are two other sources that increase the variability
of the alkalinity residuals: firstly, the MLR is not able to ex-
plain all of the naturally observed variability of alkalinity;
and secondly, the predictor parameters have their own inher-
ent measurement errors.
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Abstract. Data on carbon and carbon-relevant hydrographic and hydrochemical parameters from 188 pre-
viously non-publicly available cruise data sets in the Artic Mediterranean Seas (AMS), Atlantic Ocean and
Southern Ocean have been retrieved and merged to a new database: CARINA (CARbon IN the Atlantic Ocean).
These data have gone through rigorous quality control (QC) procedures to assure the highest possible quality
and consistency. The data for most of the measured parameters in the CARINA database were objectively
examined in order to quantify systematic differences in the reported values. Systematic biases found in the
data have been corrected in the data products, three merged data files with measured, calculated and interpo-
lated data for each of the three CARINA regions; AMS, Atlantic Ocean and Southern Ocean. Out of a total of
188 cruise entries in the CARINA database, 59 reported pH measured values. All reported pH data have been
unified to the Sea-Water Scale (SWS) at 25 ◦C.
Here we present details of the secondary QC of pH in the CARINA database and the scale unification to SWS
at 25 ◦C. The pH scale has been converted for 36 cruises. Procedures of quality control, including crossover
analysis between cruises and inversion analysis are described. Adjustments were applied to the pH values for
21 of the cruises in the CARINA dataset. With these adjustments the CARINA database is consistent both
internally as well as with the GLODAP data, an oceanographic data set based on the World Hydrographic
Program in the 1990s. Based on our analysis we estimate the internal consistency of the CARINA pH data
to be 0.005 pH units. The CARINA data are now suitable for accurate assessments of, for example, oceanic
carbon inventories and uptake rates, for ocean acidification assessment and for model validation.
Data coverage and parameter measured
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Data Product Data Product Exchange File Exchange File Units
Parameter Name Flag Name Parameter Name Flag Name
station STANBR
day DATE
month DATE
year DATE
latitude LATITUDE decimal degree
longitude LONGITUDE decimal degree
cruiseno
depth meter
temperature CTDTMP ◦C
salinity sf SALNTY SALNTY FLAG W
pressure CTDPRS decibar
phsws25 phsws25f PH SWS PH SWS FLAG W
For an introduction to this work and a complete list of parameters in the CARINA data base, see Key et al. (2010) and Tanhua et al. (2009).
Note the different names for the parameters in the Exchange files (the individual cruise files) and the merged data product.
1 Introduction
Carbon-related data from both historical and recent hydro-
graphic cruises in the Arctic Mediterranean Seas (AMS, in-
cludes Arctic Ocean and Nordic Seas), Atlantic and South-
ern Oceans have been brought together to form the CARINA
database. The major aim of this project was to produce an in-
ternally consistent dataset of carbon-related parameters that
can be used to assess and quantify carbon uptake and storage
in these regions. Focus was placed not only on the collec-
tion of relevant data but also ensuring quality. The CARINA
working group has performed both primary and secondary
quality control (QC). This report is a summary of the pH data
in the CARINA data set and describes the data consistency
analysis (secondary QC) and scale conversions undertaken.
For an introduction to and overview of the work done in the
CARINA project see Key et al. (2010), Tanhua et al. (2010)
as well as the other more specialized papers of this special
issue.
1.1 Description of parameter (pH)
pH is one of the four parameters that define the carbonate
system in sea water. The term pH describes the acidity of
a liquid and it is defined as: pH=−log10 [H+]. The pH of
seawater has become a valuable oceanographic parameter,
particularly since problems with its measurement and inter-
pretation have been resolved through the development of ra-
tional pH scales (Dickson, 1993), photometric measurement
methods (Clayton and Byrne, 1993) and reliable pH buffer
standards of seawater (Dickson, 1993; Millero et al., 1993).
Oceanic pH reflects the thermodynamics state of the acid-
base system in seawater, especially of the geochemically im-
portant carbonate system. The equilibrium between carbon-
ate species and CO2, the carbonate buffering, helps to mit-
igate to a large extent the changes that can be induced to
seawater pH by several causes (Millero, 2007; Raven et al.,
2005; Wootton et al., 2008). Uptake of CO2 from the atmo-
sphere can incur changes in pH, but the carbonate buffering
acts to stabilize these changes by consumption of carbonate
ions present in the seawater, and ultimately by taking carbon-
ate ions through dissolution of CaCO3 sediments, shifting the
equilibrium.
1.2 Distribution
The primary factors governing the spatial and temporal dis-
tribution of ocean pH are temperature, because of the de-
pendence of the dissociation constant on this parameter, and
partial pressure of CO2 (pCO2), total alkalinity (AT) and total
carbon (CT), due to carbonate equilibrium. Surface ocean pH
is mainly affected by temperature, biology, uptake/release of
CO2 from/to atmosphere, and uptake/release of CO2 from/to
deeper waters by upwelling or sinking. There are changes
and cycles that contribute to fluctuations in the surface ocean
pH, on timescales of days to years and including seasons
(Raven et al., 2005; Wootton et al., 2008). It is estimated
that the global surface ocean has already acidified by roughly
0.1 pH units (from 8.2 to 8.1 in SWS scale at 25 ◦C) since
pre-industrial times (Caldeira and Wickett, 2003; Olafsson
et al., 2009; Orr et al., 2005; Raven et al., 2005) due to an-
thropogenic CO2 emission, and its uptake by the ocean. In
the deep oceans, the CO2 concentration increases by decom-
position of organic matter that sinks, and these additions of
CO2 cause its pH to decrease, but because CaCO3 is abun-
dant in sediments, the pH of the deep oceans is very stable,
and changes are minimal even on timescales of 10 000 years
(Raven et al., 2005).
1.3 Different pH scales
The first pH definition (pH=−log10 [H+]) from Sørensen
(1909) presents some operational problems since free pro-
tons [H+] do not exist in any significant amount in aque-
ous solutions. Thus, the symbol “H+” represents hydrate
complexes rather than the concentration of free hydrogen
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Table 1. pH scales used on seawater measurements, definitions, and relationships (Dickson, 1993; Dickson et al., 2007; Millero, 2007).
Scale pH definition
NBS pHNBS =−log aH
Free pHF =−log [H+]F
Total pHT =−log[H+]T =−log([H+]F · (1+ [SO2−4 ]/KS))≈−log([H+]F + [HSO−4 ])
Seawater pHSWS =−log[H+]SWS =−log([H+]F · (1+ [SO2−4 ]/KS + [F−]/KF))=−log([H+]F + [HSO−4 ]+ [HF])
ions. The first operational definition was the NBS pH scale
(Bates and Vijh, 1973). NBS pH scale is defined by a series
of standard buffer solutions with assigned pH values close
to the best estimates of the proton activity (aH+ ), so that
pHNBS =−log aH+ . The reference state for pHNBS scale is
the indefinitely diluted solution, which is very useful in di-
lute natural waters such as rivers and lakes. However, this
scale is not recommended for seawater because of its large
ionic strength (Dickson, 1984; Millero et al., 1993).
In addition to the NBS pH scale, three other scales have
been suggested for seawater, the free hydrogen ion scale
(pHF), the total hydrogen ion scale (pHT) and the seawater
scale (pHSWS). The reason for the existence of four simul-
taneous pH scales is primarily historical. They reflect the
gradual refinement of the experimentally determined pH in
seawater. The definitions of the different scales are summa-
rized in Table 1.
The free pH scale is conceptually the clearest being ex-
plicitly defined only by the H+ concentration. The drawback
is that the H+ cannot be directly measured. This operational
inconvenience is resolved with the total and seawater scales.
The total pH scale (Hansson, 1973) accounts for the disso-
ciation of HSO−4 ion (including SO2−4 in its calibration solu-
tions), avoiding the definition of the HSO−4 dissociation con-
stant whose accurate value is difficult to obtain in seawater.
The seawater scale (Dickson and Riley, 1979) includes be-
sides bisulphate, the dissociation reaction for hydrogen flu-
oride. The differences between the total and the seawater
scales thus arise from the fact whether the medium in which
the scale is based includes fluoride or not. However, this dif-
ference is numerically small (about ∼0.01 pH units at salinity
35) because the concentration of HSO−4 is much larger than
that of HF in the seawater. Contrarily, the pH reported on
the free scale is about 0.11 and 0.12 pH units higher than on
the total and the seawater scale (Zeebe and Wolf-Gladrow,
2001). These differences are much larger than the present
precision achieved in the pH measurements, which is on the
order of ±0.0004–0.001 pH units (Clayton and Byrne, 1993).
Confusion may arise when the pH scale is not explicitly
stated, and significant errors can be introduced in the calcu-
lation of the carbonic acid speciation because the first and
second dissociation constant of H2CO3 are defined for a spe-
cific pH scale; thus, if the pH scale is ignored, serious errors
in the pCO2 calculation can occur that can reach 100 µatm,
specially whenever pH is a master variable of the carbonic
system.
1.4 Methodology of pH measurements
Two analysis techniques are routinely used to get precise
measurements of pH in seawater. These are potentiomet-
ric methods with electrodes, and spectophotometric methods
with an indicator.
The potentiometric method is based on the hydrogen ion
sensitivity of an electrode (Dickson, 1993). It has fewer
requirements on equipment, but is prone to problems due
to electrode drift, susceptibility to electromagnetic interfer-
ences or problems with reference electrodes (Dickson, 1993).
The accuracy of the measurement relies on the preparation of
the calibration buffers. These, together with the precision of
the temperature control, are common sources of biases/noise.
The reproducibility of the potentiometric method is no better
than ±0.02 pH units (Dickson, 1993).
Spectophotometric methods are based on the absorbance
of a pH indicator, thus eliminating problems associated with
buffer preparation and handling. Furthermore, errors due to
poor temperature control can be partially reduced by using
m-cresol (meta-cresol) as the indicator, since its pK value
is centered in the typical range of the oceanic pH, and the
temperature dependence follows that of pH along this range
(Clayton and Byrne, 1993; Friis et al., 2004). The repro-
ducibility with this method can reach to ±0.0004 pH units
(Clayton and Byrne, 1993).
2 Data
The pH data included in the CARINA dataset comes from a
recompilation of cruise data from a multitude of international
research groups until 2005. The data includes measurements
obtained using both the potentiometric and spectrophotomet-
ric methods. Totalizing, CARINA dataset has pH data from
3761 stations on 59 cruises, resulting in 49 915 pH measure-
ments. Figure 1 shows the location of the stations with pH
data in CARINA (all ATL, SO and AMS datasets joined).
3 Conversions to pH SWS 25 ◦C
As a first step, all pH values were converted to the seawa-
ter scale at 25 ◦C (SWS 25). The conversion was done by
using the CO2SYS (Lewis et al., 1998) routines coverted to
MATLAB code (van Heuven et al., 2009). This toolbox can
be accessed at http://cdiac.ornl.gov/oceans/co2rprt.html and
does all calculations needed to get the full solution of the
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Figure 1. Map of stations with pH data in the full CARINA dataset (ATL, AMS and SO merged).
Table 2. Equations used by CO2SYS matlab software routines for
conversion on pH scales. The routines use Total Scale internally for
CO2 calculations.
Equations used for pH scale conversion
pHT = pHSWS−log((1+ST/KS)/(1+ST/KS+FT/KF))
pHT = pHF−log(1+ST/KS)
pHT = pHNBS−(log(1+ST/KS)+log( fH))
carbonate system in seawater. The code calculates the pH in
all of the four scales used in seawater, and allows the user to
choose which set of constants to use for the carbonate and
sulfate systems.
Additional parameters required for these calculations are
pressure, salinity, silicate, phosphate, and alkalinity. For the
conversions, the following constants were used: Mehrbach
refitted by Dickson and Millero (Dickson and Millero, 1987;
Mehrbach et al., 1973) for carbonate, and Dickson (Dickson,
1990) for sulphate. The matlab routine converts all pH values
to the total scale using the equations summarized in Table 2,
which, in turn, are based on the definitions summarized in
Table 1.
The next step taken by the CO2SYS routines is to calcu-
late all four parameters of the CO2 system (CT, AT, pH and
pCO2) to the output temperature of 25 ◦C (still on the total
scale). This is achieved by recalculating the constants, solv-
ing the system, and calculating the pH again.
As the last step, these values are used to calculate the pH
on the other three scales. The output in pHSWS is calculated
from pHT by reversing the first equation in Table 2:
pHSWS=pHT+ log
 1+ STKS1+ STKS + FTKF
 (1)
Where: ST is the Total Sulfate, calculated with the equa-
tions from Morris and Riley (1966), FT is the Total Fluorine,
calculated with the equations from Riley (1965), KS is the
bisulfate ion dissociation constant, from Dickson (1990), KF
is the hydrogen fluoride dissociation constant, from Dickson
(1979), and fH is the activity coefficient of hydrogen ion in
seawater (Pe´rez and Fraga, 1987), calculated according to
Takahashi et al. equations (1982).
Table 3 shows the cruises identified to be in a scale differ-
ent than SWS at 25 ◦C. Original scale is noted in the second
column and the reported temperature in the third.
4 Methods
The methods and techniques for the quality control are de-
scribed in detail in the methods paper of this special issue
(Tanhua et al., 2010). This secondary quality control (2nd
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Table 3. Scale conversions. Note for cruise 165: Temperature spec-
ified for each sample, between 16.42 and 22.04 ◦C; Note for cruise
187: data quality low.
Cruise ID Cruise Expocode Scale Temperature (◦C)
3 06AQ19960712 T 15
20 06MT19990610 T 22
21 06MT19990711 T 22
23 06MT20010507 T 21
25 06MT20010717 T 21
30 06MT20030723 T 21
51 29CS19771007 NBS 15
52 29CS19930510 NBS 15
58 29HE19951203 NBS 15
59 29HE19960117 NBS 15
61 29HE20010305 T 25
62 29HE20020304 T 25
84 33LK19960415 T in situ T/P
92 35A320010203 T 25
93 35A320010322 T 25
95 35LU19950909 T in situ T/P
99 35MF19990104 T in situ T
107 35TH20010823 T 25
108 35TH20020611 T 25
109 35TH20040604 T 25
110 49HH19941213 NBS 25
115 49ZS19921203 NBS in situ T
119 58AA19950217 T 15
141 58JH19970414 T 15
142 58JH19980801 T 15
148 58LA19860719 T 25
160 74AB19910501 NBS 15
163 74AB20020301 T 25
165 74DI19890511 SWS lab
172 74DI19980423 T 25
168 74DI19900425 NBS 25
170 74DI19900612 NBS 25
179 77DN20020420 T 15
182 90AV20041104 T 25
183 91AA19971204 T 15
187 OMEX1NA NBS in situ T
QC) starts after the unification of the pH data to SWS scale
at 25 ◦C for all cruises. Next, an overview of the terminology
is presented for improved readability.
– Crossover: Comparison of any parameter between a
pair of cruises (A and B) located near or that cross each
other. The comparison is done by station profiles.
– Offset: The numeric result of the crossover. Can be ad-
ditive or multiplicative, and represents the quantity that
cruise B data is biased (offset) from cruise A data. The
crossover procedure returns also a statistical uncertainty
for the offset.
Figure 2. Crossover made with Running-Cluster Routines.
– Inversions: Weighted and Weighted Damped Least
Squares (WLSQ and WDLSQ) procedure. It uses the
collection of offsets and their uncertainties as input,
and calculates the optimal corrections for the individual
cruise files needed in order to minimize the offsets.
– Corrections: The value of correction for each cruise di-
rectly returned by the inversions.
– Minimum adjustment: Not all corrections proposed by
the inversions were applied. A minimum threshold was
defined for each parameter. Below this limit, no adjust-
ment was performed.
– Adjustments: Final adjustment value applied to the
cruise. The correction given by inversions was taken as
reference, but manual supervision and agreement was
done by the CARINA group for each adjustment.
4.1 Crossovers (offsets)
The secondary QC procedure starts with comparisons of data
from pairs of cruises that are either co-located or “near” each
other. Only data that were flagged “good” during the primary
QC procedure (Key et al., 2010) were considered.
www.earth-syst-sci-data.net/2/133/2010/ Earth Syst. Sci. Data, 2, 133–155, 2010
Ape´ndice B. Cap´ıtulo I
155
138 A. Velo et al.: CARINA: pH data scale unification and cruise adjustments
 
 36oW 
  27oW   18oW    9
oW    0
o
 
 
 
 36oN 
 
 42 oN 
 
 48 oN 
 
 54 oN 
 
 60 oN 
 
 66 oN 
Cruise A (red).     Date: Aug 1997     Cruisename: 50−74DI19970807
Cruise B (blue).    Date: May 1998     Cruisename: 51−74DI19980426
0 2000 4000
0
10
20
30
40
222Station−station distance histogram 7.6 7.8 8
45.5
45.6
45.7
45.8
Si
gm
a−
4
phsws25
0 0.02 0.04
45.45
45.5
45.55
45.6
45.65
45.7
45.75
45.8
45.85
Profiles of A:   10
Profiles of B:   10
Diff profs   :   33
WMoffset (A−B):  0.018803
WMoffset stdev:  0.0065696
WMratio  (A/B):  1.0024
WMratio  stdev:  0.00085131
Si
gm
a−
4
phsws25
Quality (1−5):   5
7.6 7.8 8
2.5
3
3.5
4
4.5
5
Th
et
a
phsws25
0 0.02 0.04
2.5
3
3.5
4
4.5
5
Profiles of A:   10
Profiles of B:   10
Diff profs   :   33
WMoffset (A−B):  0.018582
WMoffset stdev:  0.0063197
WMratio  (A/B):  1.0024
WMratio  stdev:  0.000819
Th
et
a
phsws25
Quality (1−5):   5
7.6 7.8 8
2000
3000
4000
5000
D
ep
th
phsws25
0 0.02 0.04
1500
2000
2500
3000
3500
4000
4500
5000
Profiles of A:   10
Profiles of B:   10
Diff profs   :   33
WMoffset (A−B):  0.018691
WMoffset stdev:  0.006129
WMratio  (A/B):  1.0024
WMratio  stdev:  0.00079447
D
ep
th
phsws25
Quality (1−5):   5
*** "Favourite" values are means of spaces 1  2  3.
       Offset O.StDev Ratio  R.Stdev Rating
SIGMA: 0.019  0.007  1.002  0.001  5
THETA: 0.019  0.006  1.002  0.001  5
DEPTH: 0.019  0.006  1.002  0.001  5
FAV. : 0.019  0.006  1.002  0.001  5
Figure 3. Crossover made with cnaX routines.
The application of various software packages (Tanhua et al.,
2010) generated statistical and objective information about
the differences between pairs of cruises, as well as the graph-
ics needed to visually verify the computer determined dif-
ferences. Each crossover analysis established the difference
(i.e. the offset) between station profiles of two cruises that
were located close to each other (2 degrees of Latitude was
the typical distance). Only samples deeper than 1500 m were
considered. The code returned the value of the offset as well
as its uncertainty, and the number of contributing stations and
samples.
In this work, manual, running-cluster and cnaX crossover
procedures were applied on all possible pairs of CARINA
cruises. Next, the crossover results were visually inspected in
order to ensure quality. Only “good” quality crossovers were
selected, and those results were used for subsequent cruise
correction calculations. Good crossovers were the ones with
enough samples to produce reasonably uniform data profiles
over the entire area included in the crossover. As additive
offsets were being used for pH analysis, care was taken to
verify that the profiles of both cruises flowed in parallel, so
that the offset could be determined. Uncertainty as standard
deviation was also used to provide more information about
crossover quality.
In Figs. 2 and 3, two examples of pH crossovers are
shown; Fig. 2 was produced by Running Cluster routines,
and Fig. 3 was produced by cnaX routines (Tanhua et al.,
2010).
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4.2 Inversions (cruise corrections)
A weighted damped least squares inversion procedure
(WDLSQ) was applied to the collection of accepted
crossover offsets and their uncertainties, to get the the so-
lution of cruise corrections that would minimize the offsets
(Gouretski and Jancke, 2001; Johnson et al., 2001). Uncer-
tainties were used as weighting factors or data covariance
matrix in this procedure. In order to ensure the highest qual-
ity results from the inversion and to get a more accurate and
consistent solution, a small subset of cruises were a priori de-
fined as “core”, giving to them a weighting factor of 2 in the
inversion. These were chosen according to their geographi-
cal extent (i.e. covering a large distance) and expected high
data quality (i.e. WOCE/CLIVAR quality), and were agreed
upon by the CARINA Atlantic group. Offsets that involve
“core” cruises received a higher weighting (double if only
one cruise is “core”, and four times if both are “core”) in the
inversion (Tanhua et al., 2010).
A second round of quality control was carried out by cal-
culating pH from CT and AT for cruises with no pH mea-
sured, and including them into the crossover and inversion
procedures. This was done to improve the confidence of
corrections for cruises without so many crossovers, as pH
data are sparse in some areas. An accuracy of ±0.006
in calculated pH is accomplished from typical accuracies
in on-boat measurement analysis of ±3–4 µmol kg−1 in AT
and ±2 µmol kg−1 in CT (Millero, 2007; Zeebe and Wolf-
Gladrow, 2001). The expected error in CARINA dataset is
about ±6 µmol kg−1 in AT and ±4 µmol kg−1 in CT, so calcu-
lated pH accuracy could be lower than ±0.006 here.
A total of 217 crossovers were used as input for the inver-
sion procedure when using only measured pH data, and 311
when using also calculated pH from AT and CT.
Figure 4 shows the pH offsets for all individual crossovers
before any adjustment (red dots), and after applying the full
inversion solution to all cruises (i.e all the corrections). As
can be shown, after applying the corrections, the offsets are
lower, and most of them fit between the ±0.005 pH units
boundary.
4.3 Adjustments
A minimum threshold of 0.005 pH units was defined and
only corrections greater than this value has been taken into
account by the CARINA group to decide the final adjust-
ments for the cruises.
Corrections proposed by WDLSQ inversion of running-
cluster, cnaX and manual crossover offsets have been ana-
lyzed by the CARINA group to get an agreement upon the
value of adjustment proposed and applied to the cruises.
4.4 Quality control
Once the adjustments were determined and applied for all
analyzed parameters, a final crossover and inversion analysis
Figure 4. Crossover pH offsets obtained with original database and
after adjustments were applied.
was performed for all cruises in CARINA database. Some
additional regression analyses and statistical checks were
also done in order to ensure the consistency of cruise data
within their region and the internal consistency of carbon
parameters. During this analysis, two Nordic Seas cruises,
not previously adjusted by the crossover exercise because of
too few data, evidently needed adjustments based on regional
consistency and internal carbon consistency, so adjustments
were calculated and applied to these data.
5 Assessment of applied adjustments
In this section, an assessment and description of the ad-
justments applied to cruises for CARINA database is made.
CARINA identifiers for the cruises are the numbers inside
the parentheses (see below). Exact data locations can be
found at the CARINA website: http://cdiac.ornl.gov/oceans/
CARINA/Carina inv.html.
A set of figures and comments are presented for each
cruise summarizing all crossover offsets and their standard
deviation. Each figure shows the following information:
– Green dots: “Offsets”. These values are the offsets
taken directly from each selected crossover. The stan-
dard deviation is shown as error bars on these dots.
Mixed crossovers from running-cluster, cnaX, and man-
ual crossovers have been used here
– Yellow line indicates the additive correction for the
cruise calculated by WDLSQ inversion. Note that the
correction and offsets are of opposite sign.
– Black stars indicate the correction calculated by
WDLSQ inversion for the other cruises that intersect
this cruise.
– Blue squares: “Predicted offset” shows the calculated
offset that would be obtained by applying all inversion
corrections to the cruises.
– Red dots: These are the residuals between the “Offsets”
(Green dots) and “Predicted Offsets” (Blue squares)
– c suffix in the upper x-axis labels stands for Core
Cruises.
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Figure 5. Cruise crossover information plot for 06MT19960910 (15).
– d suffix in the upper x-axis labels stands for cruises with
pH derived from AT and CT.
5.1 Cruise 06MT19960910 (15) (Fig. 5)
This is the so called M36/5 cruise, carried out on board R/V
Meteor, in the North Atlantic. It has 62 stations sampled with
a 24 position rosette system. The cruise has 12 crossovers.
The inversion suggests a correction of −0.007± 0.001. Ex-
cept one, all residuals are very low and fit inside ±0.003 after
the full solution of the inversion is applied. Very good fit
exists with 5 core cruises. Based on this evidence, an adjust-
ment of −0.007 was applied to the pH data.
5.2 Cruise 06MT20010507 (23) (Fig. 6)
This is leg 1 of the experiment called SFB460 (M50/1), car-
ried out on board R/V Meteor in the subpolar North At-
lantic. It has 53 stations sampled with a 24 position rosette
system. The analysis of pH was done using spectropho-
tometric method with precision of ±0.002. Original data
were reported on the Total pH scale at 21 ◦C. The cruise
has 7 crossovers. The inversion suggests a correction of
−0.008± 0.005. Except for two crossovers, all residuals are
very low and fit inside ±0.005 after the full solution of the
inversion is applied. Very good fit also exists with two core
cruises. Based on this evidence, an adjustment of −0.008 was
applied to the pH data.
5.3 Cruise 06MT20010717 (25) (Fig. 7)
This is leg 4 of the experiment called SFB460 (M50/4), car-
ried out on board R/V Meteor in the North Atlantic. It has
139 stations sampled with a 22 position rosette system. The
analysis of pH was done using spectrophotometric method
with precision of ±0.002 and a standard deviation of repli-
cates of ±0.0009, given an estimated uncertainty of ±0.002.
Original data were reported on the Total pH scale at 21 ◦C.
The cruise has 16 crossovers. The inversion suggests a cor-
rection of −0.005± 0.001. Except for two crossovers, all
residuals are very low and fit inside ±0.003 after the full so-
lution of the inversion is applied. Very good fit exists with
four core cruises and two GLODAP cruises (317519930704
and 06MT20030723). Based on this evidence, an adjustment
of −0.005 was applied to the pH data.
5.4 Cruise 29CS19930510 (52) (Fig. 8)
This cruise is called MORENA-I, carried out on board
R/V Cornide de Saavedra. It is a cruise along WOCE line
AR16e. It has 92 stations sampled with a 24 position rosette
system. Original data were reported on the NBS pH scale at
15 ◦C. The cruise has 8 crossovers. The inversion suggests a
correction of 0.017± 0.001. All residuals are very low and
fit inside ±0.002 after the full solution of the inversion is ap-
plied. Very good fit also exists with three core cruises. Based
on this evidence, an adjustment of 0.017 was applied to the
pH data.
5.5 Cruise 29GD19821110 (53) (Fig. 9)
This is the so called GALICIA-V cruise, carried out on board
R/V Garcia del Cid on Atlantic close to NW of Spain. It has
19 stations sampled on hydrocasts with 5L Niskin bottles.
The analysis of pH was done using potentiometric method
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Figure 6. Cruise crossover information plot for 06MT20010507 (23).
Figure 7. Cruise crossover information plot for 06MT20010717 (25).
with a glass electrode. The claimed accuracy is 0.003. The
cruise has 7 crossovers. The inversion suggests a correction
of 0.024± 0.002. Except one, all residuals are low and fit in-
side ±0.005 after the full solution of the inversion is applied.
Good fit exits with 3 core cruises. Based on this evidence, an
adjustment of 0.024 was applied to the pH data.
5.6 Cruise 29GD19840218 (55) (Fig. 10)
This is the so called GALICIA-VII cruise, carried out on
board R/V Garcia del Cid on Atlantic close to NW of Spain.
It has 33 stations sampled on hydrocasts with 1.7L Niskin
bottles. The analysis of pH was done using potentiomet-
ric method with a glass electrode. The claimed accuracy is
0.003. The cruise has 8 crossovers. The inversion suggests a
correction of 0.023± 0.001. All residuals are low and fit in-
side ±0.002 after the full solution of the inversion is applied.
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Figure 8. Cruise crossover information plot for 29CS19930510 (52).
Figure 9. Cruise crossover information plot for 29GD19821110 (53).
Good fit exits with 3 core cruises. Based on this evidence, an
adjustment of 0.023 was applied to the pH data.
5.7 Cruise 29GD19840711 (56) (Fig. 11)
This is the so called GALICIA-VIII cruise, carried out on
board R/V Garcia del Cid on Atlantic close to NW of Spain.
It has 118 stations sampled on hydrocasts with 1.7L Niskin
bottles. The analysis of pH was done using potentiomet-
ric method with a glass electrode. The claimed accuracy is
0.003. The cruise has 8 crossovers. The inversion suggests
a correction of −0.017± 0.002. Except one, all residuals are
low and fit inside ±0.005 after the full solution of the in-
version is applied. Good fit also exists with 3 core cruises.
Based on this evidence, an adjustment of −0.017 was applied
to the pH data.
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Figure 10. Cruise crossover information plot for 29GD19840218 (55).
Figure 11. Cruise crossover information plot for 29GD19840711 (56).
5.8 Cruise 29GD19860904 (57) (Fig. 12)
This is the so called GALICIA-IX cruise, carried out on
board R/V Garcia del Cid on Atlantic close to NW of Spain.
It has 50 stations sampled on hydrocasts with 1.7L Niskin
bottles. The analysis of pH was done using potentiomet-
ric method with a glass electrode. The claimed accuracy is
0.003. The cruise has 7 crossovers. The inversion suggests
a correction of 0.032± 0.001. All residuals are very low and
fit inside ±0.005 after the full solution of the inversion is ap-
plied. Very good fit also exists with 3 core cruises. Based on
this evidence, an adjustment of 0.032 was applied to the pH
data.
5.9 Cruise 29HE20010305 (61) (Fig. 13)
This is the so called FICARAM II cruise, carried out on
board R/V Hesperides along WOCE section A17 in the west-
ern South Atlantic. It has 29 full depth stations sampled
with a 24 position rosette system. The analysis of pH was
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Figure 12. Cruise crossover information plot for 29GD19860904 (57).
Figure 13. Cruise crossover information plot for 29HE20010305 (61).
done using spectrophotometric method. CRM batch 41 and
51 were used, with an uncertainty of 0.002. Original data
were reported on the Total pH scale at 25 ◦C. The cruise
has 9 crossovers. The inversion suggests a correction of
+0.005± 0.001. Except one, all residuals are low and fit in-
side ±0.005 after the full solution of the inversion is applied.
Very good fit also exists with 5 core cruises. Based on this ev-
idence, an adjustment of +0.005 was applied to the pH data.
5.10 Cruise 33LK19960415 (84) (Fig. 14)
This is the so called ETAMBOT2 cruise, carried out on
board R/V Edwin Link along WOCE section AR04h, in
the west equatorial Atlantic, near Brazil. It has 94 sta-
tions sampled with a 24 position rosette system. The anal-
ysis of pH was done using the potentiometric method with
a standard deviation of replicates of 0.003. Original data
were reported on the Total pH scale at in-situ conditions
of temperature and pressure. Data were measured at 25 ◦C.
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Figure 14. Cruise crossover information plot for 33LK19960415 (84).
Figure 15. Cruise crossover information plot for 35LU19890509 (94).
The cruise has 3 crossovers. The inversion suggests a cor-
rection of −0.018± 0.003. All residuals are very low and
fit inside ±0.005 after the full solution of the inversion is
applied. Good fit also exists with one GLODAP cruise
(323019940104). Based on this evidence, an adjustment of
−0.018 was applied to the pH data.
5.11 Cruise 35LU19890509 (94) (Fig. 15)
This is the so called BORDEST-3 cruise carried out on board
R/V “Le Noroit”, on a rectangular grid in the Atlantic west
of the Iberian Peninsula. It has 47 full depth stations sam-
pled with a rosette system. The cruise has 6 crossovers. The
inversion suggests a correction of 0.024± 0.002. Very good
fit also exists with 4 core cruises. Based on this evidence, an
adjustment of 0.024 was applied to the pH data.
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Figure 16. Cruise crossover information plot for 35LU19950909 (95).
Figure 17. Cruise crossover information plot for 35TH19990712 (106).
5.12 Cruise 35LU19950909 (95) (Fig. 16)
This is the so called ETAMBOT1 cruise, carried out on board
R/V “Le Noroit” along WOCE section AR04g, in the west-
ern equatorial Atlantic, near Brazil. It has 85 full depth sta-
tions sampled with a 24 position rosette system. The analy-
ses of pH were done using the potentiometric method with a
standard deviation of replicates of 0.002. Original data were
reported on the Total pH scale at in-situ conditions for tem-
perature and pressure. Data were measured at 25 ◦C. The
cruise has 3 crossovers. The inversion suggests a correc-
tion of −0.028± 0.003. All residuals are very low and fit
inside ±0.005 after the full solution of the inversion is ap-
plied. Based on this evidence, an adjustment of −0.028 was
applied to the pH data.
5.13 Cruise 35TH19990712 (106) (Fig. 17)
This is the so called EQUALANT99 cruise, carried out on
board R/V “Thalassa” in the equatorial Atlantic. It has 102
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Figure 18. Cruise crossover information plot for 74AB19910501 (160).
stations sampled with a 24 position rosette system. The anal-
ysis of pH was done using the potentiometric method with
a standard deviation of replicates of 0.003. Original data
were reported on the Total pH scale at in-situ conditions of
temperature and pressure. Samples were measured at 25 ◦C.
The cruise has 5 crossovers. The inversion suggests a cor-
rection of −0.008± 0.001. All residuals are very low and fit
inside ±0.003 after the full solution of the inversion is ap-
plied. Very good fit also exists with two GLODAP cruises
(33RO20030604 and 33RO20030111). Based on this evi-
dence, an adjustment of −0.008 was applied to the pH data.
5.14 Cruise 58AA19950217 (119)
This is the so called 58AA9502 cruise carried out on board
R/V Haakon Mosby in the Nordic Seas. It has 34 stations
sampled with a 12 position rosette system. The analysis of
pH was done using spectrophotometric method, with a re-
ported accuracy of ±0.002 and a precision of 0.001. The
analysis of the data showed that the scatter on pH is high.
The cruise has only a few pH data, so decision here was to
flag the measured pH data as questionable, and not include
them in the data product.
5.15 Cruise 58JH19970414 (141)
This is the so called 58JH9704 cruise, carried out on board
R/V “Johan Hjort” in the Nordic Seas. It has 135 stations
sampled with a 12 position rosette system. The analysis
of pH was done using spectrophotometric method. Origi-
nal data were reported on the Total pH scale at 15 ◦C. Not
enough crossovers with other cruises were found to support
an adjustment, but a comparison with Greenland Sea deep
waters suggested a need of a correction of +0.025. Compar-
ison with pH calculated from adjusted AT and CT supports
this adjustment, and so does the MLR analysis (see below)
Based on this evidence, an adjustment of 0.025 was applied
to the pH data.
5.16 Cruise 58JH19980801 (142)
This is the so called 58JH9808 cruise, carried out on board
R/V “Johan Hjort” in the Nordic Seas. It has 49 stations sam-
pled with a 12 position rosette system. The analysis of pH
was done using spectrophotometric method, with a reported
precision of about ∼0.005 pH units. Original data were re-
ported on the Total pH scale at 15 ◦C. Not enough crossovers
with other cruises were found to support an adjustment, but
a comparison with Greenland Sea deep waters suggested a
need of a correction of +0.020. Intercomparison with pH cal-
culated from adjusted AT and CT supports this adjustment,
and so does the MLR analysis (see below). Based on this
evidence, an adjustment of 0.020 was applied to the pH data.
5.17 Cruise 74AB19910501 (160) (Fig. 18)
This cruise is the so called Vivaldi expedition, carried out
on board R/V Charles Darwin. It has 614 stations, from
which only 34 are deep stations. The stations were sam-
pled with a 24 position rosette system. Original data
were reported on the NBS pH scale at 15 ◦C. This cruise
has 15 crossovers, and the inversion suggests a correc-
tion of 0.022± 0.001. All residuals after the full solution
of the inversion have been applied are very low and fit
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Figure 19. Cruise crossover information plot for 74DI19970807 (171).
Figure 20. Cruise crossover information plot for 74DI19980423 (172).
inside ±0.005. Very good fit also exists with 5 GLODAP
cruises (74DI19970807, 06MT19941012, 317519930704,
316N19971006 and 316N19961102). Based on this evi-
dence, an adjustment of 0.022 was applied to the pH data.
5.18 Cruise 74DI19970807 (171) (Fig. 19)
This is the so called FOUREX cruise (IGY section Four Re-
peat Experiment), carried out on board R/V Discovery, along
the WOCE leg A25. It has 143 full depth stations. The cruise
has 19 crossovers. The inversion suggests a correction of
−0.005± 0.001. Except one, all residuals are low and fit in-
side ±0.005 after the full solution of the inversion is applied.
Very good fit also exists with 6 core cruises. Based on this ev-
idence, an adjustment of −0.005 was applied to the pH data.
5.19 Cruise 74DI19980423 (172) (Fig. 20)
This is a cruise on a meridional section along 20◦ W from
20◦ N to 65◦ N, carried out on board R/V Discovery. It has
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Figure 21. Cruise crossover information plot for 91AA19971204 (183).
Figure 22. Cruise crossover information plot for 316N19970717.
44 full depth stations sampled with a 24 position rosette sys-
tem. The cruise has 22 crossovers. The inversion suggests a
correction of 0.018± 0.001. Except two, all residuals are low
and fit inside ±0.005 after the full solution of the inversion is
applied. Good fit also exists with 8 core cruises. Based on
this evidence, an adjustment of 0.018 was applied to the pH
data.
5.20 Cruise 91AA19971204 (183) (Fig. 21)
This is the so called SWEDARP 1997 expedition, carried out
on board S.A Agulhas on a meridional section along 6◦ E,
with 40 stations. The analysis of pH was done using spec-
trophotometric method. Original data were reported on the
Total pH scale at 15 ◦C. The cruise has only 2 crossovers.
The inversion suggests a correction of 0.021± 0.005. All
residuals fit inside ±0.010 after the full solution of the in-
version is applied. Based on this evidence, an adjustment of
0.021 was applied to the pH data.
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Figure 23. Cruise crossover information plot for 316N19970815.
Figure 24. Cruise crossover information plot for 323019940104.
5.21 Cruise 316N19970717 (Fig. 22)
This is a cruise carried out on board R/V Knorr along WOCE
section A20 in the North Atlantic. It has 95 stations sampled
with a 36 position rosette system. The analysis of pH was
done using the potentiometric method. CRM batch 33, 36
and 37 were used. The cruise has 6 crossovers. The inver-
sion suggests a correction of −0.009± 0.003. Except two, all
residuals are very low and fit inside ±0.005 after the full solu-
tion of the inversion is applied. Very good fit also exists with
two GLODAP cruises (32019940104 and 33RO19980123).
Based on this evidence, an adjustment of −0.009 was applied
to the pH data.
5.22 Cruise 316N19970815 (Fig. 23)
This is a cruise carried out on board R/V Knorr along WOCE
section A22 in the North Atlantic. It has 7 stations sampled
with a 36 position rosette system. The analysis of pH was
done using the potentiometric method. CRM batch 33, 36
Earth Syst. Sci. Data, 2, 133–155, 2010 www.earth-syst-sci-data.net/2/133/2010/
Ape´ndice B. Cap´ıtulo I
168
A. Velo et al.: CARINA: pH data scale unification and cruise adjustments 151
Figure 25. Cruise crossover information plot for 90MS19811009.
and 37 were used. The cruise has 3 crossovers. The inver-
sion suggests a correction of −0.010± 0.001. Very good fit
also exists with two core cruises and one GLODAP cruise
(33RO19980123). Based on this evidence, an adjustment of
−0.010 was applied to the pH data.
5.23 Cruise 323019940104 (Fig. 24)
This is the so called CITHER 2 cruise carried out on board
R/V Maurice Ewing, along WOCE section A17 in the west-
ern South Atlantic. It has 235 stations sampled with a 32 po-
sition rosette system. The analysis of pH was done using po-
tentiometric method with stated overall precision of ±0.003.
Original data were reported on the NBS scale at 15 ◦C. The
cruise has 10 crossovers. The inversion suggests a correc-
tion of −0.009± 0.001. All residuals are low and fit inside
±0.005 after the full solution of the inversion is applied. Very
good fit also exists with 3 GLODAP cruises (316N19970717,
GEOSECS ATLANTIC and SAVE). Based on this evidence,
an adjustment of −0.009 was applied to the pH data.
5.24 Cruise 90MS19811009 (Fig. 25)
This is the so called Weddell Polynya Expedition 81 (WE-
POLEX 81) cruise carried out on board R/V Mikhail Somov
in the Wedell Sea. It has 24 stations sampled with a 12 po-
sition rosette system. The analysis of pH was done using
potentiometric method. The cruise has only 2 crossovers.
The inversion suggests a correction of −0.034± 0.001. All
residuals are very low and fit inside ±0.002 after the full so-
lution of the inversion is applied. Based on this evidence, an
adjustment of −0.034 was applied to the pH data.
Table 4. Adjustments applied to individual cruise files. “P” or “S”
are acronyms for pH measurement method, and refer to Potentio-
metric or Spectophotometric techniques respectively.
Cruise Cruise expocode Is Core pH Adjustment
ID Cruise measurement Applied
method
15 06MT19960910 P −0.007
23 06MT20010507 S −0.008
25 06MT20010717 S −0.005
52 29CS19930510 P 0.017
53 29GD19821110 P 0.024
55 29GD19840218 P 0.023
56 29GD19840711 P −0.017
57 29GD19860904 P 0.032
61 29HE20010305 S 0.005
84 33LK19960415 P −0.018
94 35LU19890509 P 0.024
95 35LU19950909 P −0.028
106 35TH19990712 P −0.008
119 58AA19950217 S Flagged 3
141 58JH19970414 S 0.025
142 58JH19980801 S 0.02
160 74AB19910501 P 0.022
171 74DI19970807 Y S −0.005
172 74DI19980423 Y S 0.018
183 91AA19971204 S 0.021
– 323019940104 Y P −0.009
– 90MS19811009 P −0.034
– 316N19970717 Y P −0.009
– 316N19970815 Y P −0.01
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6 Results
Results are summarized in Table 4. This table shows the
cruises in the three CARINA datasets (ATL, AMS and SO)
for which pH adjustments have been applied. The following
data is presented in the table:
– Cruise ID: CARINA assigned identification number for
the cruise.
– Cruise Expocode: String that identifies the cruise. It is
composed of a country code (two numbers), vessel code
(two characters or numbers) and the departure date in
year, month, day format (YYYYMMDD)
– Indicator for cruises used as “Core Cruises” in the
crossover analysis.
– pH analysis method: Potentiometric (P) or Spectropho-
tometric (S)
– Adjustment: Adjustments applied for the cruises in the
data products. All adjustments are fully supported by
the CARINA group and no adjustments smaller than
0.005 pH units were applied.
7 Data quality evaluation
7.1 Overall level of internal consistency
A new crossover analysis was performed for the final ad-
justed CARINA data product, and the resulted offsets were
used to estimate the internal consistency of the pH data,
Fig. 26. The weighted mean (WM) was calculated for pH by
using the absolute value of the offset (D) of the L crossovers
with the uncertainty (σ):
WM=
L∑
i=1
D(i)/σ(i)2
L∑
i=1
1/σ(i)2
(2)
Based on this analysis we have estimated the overall level of
internal consistency of the CARINA pH data to 0.005.
7.2 Overall evaluation
To make an overall evaluation of the dataset quality, a Multi-
Linear Regression (MLR) was performed with potential tem-
perature (θ), salinity, latitude, apparent oxygen utilisation
(AOU), nitrate, phosphate and silicate in order to remove as
much natural variability as possible. All of these parameters
were included knowing that interdependence exists between
many of them. However, the goal here is not to generate a
statistical model for pH, but rather a way of getting residuals
with natural variability removed to a large extent (adjusted
R-square for MLR with full pH adjusted dataset of 0.96), so
that they can be used to test the data quality. This analysis
Figure 26. Sorted offsets calculated for the crossovers in the CA-
RINA data after adjustments have been applied. WL: the weighted
mean of the offsets (see text); F: the percentage of offsets in-
distinguishable from 0 within their uncertainty; L: the number of
crossovers.
method facilitates a better assessment of scatter and biases in
the pH dataset, and even to test the applied adjustments. A
fact that has to be born in mind is that the MLR procedure
can transmit the measurement error of the explanatory vari-
ables to the pH residuals, so this result has to be analyzed
knowing its limitation.
In order to improve the quality of the evaluation, the
MLR analysis was applied in four density layers. Density
at 1000 db (σ1) was used to divide the ocean in four layers.
The upper thermocline was set by σ1 < 32.25 kg m−3. In-
termediate waters (depths from about 1000 to 2000 m) were
defined by 32.25<=σ1 < 32.39 kg m−3. Waters between ap-
proximately 2000 to 3000 m were defined by 32.39<=σ1 <
32.53 kg m−3, which corresponds to North Atlantic Deep Wa-
ters (NADW). And finally, a fourth layer that applies for
depths close to the bottom, where the presence of Antarc-
tic Bottom Waters (AABW) dominates. This last layer
was defined by σ1 > 32.53 kg m−3. The surface layer with
depths< 200 m was not used in this evaluation.
Using the MLR analysis, pH residuals were calculated by
the following equation:
pHMLR=
8∑
i=1
ai ·Xi
pHresiduals=pHmeasured−pHMLR
(3)
where Xi stand for Theta, Salinity, Latitude, AOU, Nitrate,
Phosphate, Silicate, and a constant term. This procedure
was done with CARINA corrected database, and also for the
database without pH adjustments applied.
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Figure 27. pH residuals obtained from the CARINA dataset by applying an MLR for pH data against Theta, Salinity, Latitude, AOU, Nitrate,
Phosphate and Silicate. (A) to (D) are CARINA subsets for the indicated σ1 intervals, and (E) is the combined residual for the full dataset.
Blue values are residuals with the original unadjusted pH values, and red values are the final adjusted pH values. Red lines are the ±0.005
pH units used as lower limit for adjustments in the secondary QC.
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The pH residuals in each density layers are shown in the
Fig. 27. The figure shows a box plot of pH residuals for
each cruise. The box/whiskers represent the typical five num-
ber summary (minimum, 25th percentile, median, 75th per-
centile and maximum), the width of individual boxes corre-
sponds to the number of samples for that cruise, and the num-
bers on the x-axis are the CARINA cruise IDs as referenced
in Table 3.
The best MLR fit (R2 = 0.98) is obtained for the shallower
waters, with a mean residual standard error of 0.015. The
next two layers have a slightly lower mean residual standard
error (0.012 for layer 2 and 3 with a R2 of 0.87 and 0.69
respectively) and the deepest layer has a residual standard
error of 0.016 (R2 of 0.77). In terms of mean deviation of
each cruise, the mean standard error of the medians of all
cruises is 0.009 pH units for each of three deepest density
layers. The lower panel in the figure stands for the combined
pH residuals of the four density layers.
The pH residuals are lower when using the corrected
database, in comparison with the uncorrected original ones.
Most of the cruises have the pH residuals median inside of
the ±0.005 boundary. In addition to the pH measurement er-
rors, there are two other sources for the pH residuals: the
MLR being not able to explain all the real variability of pH;
and the measurement errors of the predictor parameters.
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SUMMARY: This paper describes the development of a multiparametric interpolation method and its application to anthro-
pogenic carbon (CANT) in the Atlantic, calculated by two estimation methods using the CARINA database. The multiparamet-
ric interpolation proposed uses potential temperature (θ), salinity, conservative ‘NO’ and ‘PO’ as conservative parameters 
for the gridding, and the World Ocean Atlas (WOA05) as a reference for the grid structure and the indicated parameters. 
We thus complement CARINA data with WOA05 database in an attempt to obtain better gridded values by keeping the 
physical-biogeochemical sea structures. The algorithms developed here also have the prerequisite of being simple and easy 
to implement. To test the improvements achieved, a comparison between the proposed multiparametric method and a pure 
spatial interpolation for an independent parameter (O2) was made. As an application case study, CANT estimations by two 
methods (jCTº and TrOCA) were performed on the CARINA database and then gridded by both interpolation methods (spatial and multiparametric). Finally, a calculation of CANT inventories for the whole Atlantic Ocean was performed with 
the gridded values and using ETOPO2v2 as the sea bottom. Thus, the inventories were between 55.1 and 55.2 Pg-C with the 
jCTº method and between 57.9 and 57.6 Pg-C with the TrOCA method.
Keywords: CARINA, WOA05, CO2, interpolation, multiparametric, anthropogenic carbon, back calculation.
RESUMEN: Un método multiparamétrico de interpolación utilizando WOA05, aplicado al CO2 antropogéni-
co en el Atlántico. –  Este trabajo describe el desarrollo de un método de interpolación multiparamétrico, y su aplicación 
al carbono antropogénico CANT en el Atlántico, calculado por dos métodos de estimación sobre la base de datos de CARINA. 
La interpolación multiparamétrica propuesta utiliza temperatura potencial (θ), salinidad, ‘NO’ y ‘PO’ conservativo a modo 
de parámetros conservativos para el mallado, y el World Ocean Atlas (WOA05) como referencia tanto para la estructura de 
la malla, como para los parámetros indicados. De este modo, este trabajo complementa CARINA con la base de datos de 
WOA05, intentando obtener mejores valores interpolados por el hecho de mantener las estructuras físico-biogeoquímicas 
marinas. Además, los algoritmos desarrollados tienen el prerrequisito de ser sencillos y fáciles de implementar. Para compro-
bar las mejoras conseguidas, se ha realizado una comparación de un parámetro independiente (O2) entre el método multipa-
ramétrico y una interpolación puramente espacial. A modo de estudio de un caso de aplicación, se han realizado estimaciones 
de CANT mediante dos métodos (jCTº and TrOCA) sobre la base de datos de CARINA, y posteriormente interpolado mediante 
ambos métodos de interpolación (espacial y multiparamétrica). Por último, se ha realizado un cálculo de los inventarios de 
CANT para el Océano Atlántico completo con los valores interpolados y utilizando ETOPO2v2 como fondo marino. De este 
modo los inventarios obtenidos fueron de entre 55.1 y 55.2 Pg-C con la aproximación jCTº, y entre 57.9 y 57.6 Pg-C con la 
aproximación TrOCA.
Palabras clave: CARINA, WOA05, CO2, intepolación, multiparamétrico, carbono antropogénico, retrocálculo.
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INTRODUCTION
This work began as a contribution to the CARINA 
(Carbon in the Atlantic Ocean) Project, with the aim 
of developing an interpolation algorithm that would 
enhance the gridding in low coverage areas, but with 
the premise of being easy to apply. The algorithm 
would also help to build a large and comprehensive 
carbon system database for the Atlantic Ocean with 
the CARINA database. The development should con-
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tribute to estimate the CANT inventory of this ocean by, 
as part of a future work, gridding the CANT that can be 
calculated with the available approximation methods. 
Finally, the interpolation method could be used in the 
CARINA project to help to get the gridded product 
from the other available CARINA parameters. The 
interpolation algorithms developed here pursue the 
goal of being simple and easy to implement. After the 
seminal work of Gandin (1965) introducing objective 
analysis to produce gridded maps of meteorological 
variables in a systematic manner, objective interpola-
tion methods were transferred from meteorology to 
oceanography in the late 1970s (Bretherton et al., 
1976; Freeland and Gould, 1976; Jalickee and Ham-
ilton, 1977). Today, objective analysis appears in 
standard oceanography texts such as Bennett (1992) 
and Emery and Thomson (2001). In fact, one of the 
databases used in the present study, the World Ocean 
Atlas (WOA05, see Material and Methods section), 
was processed with these data analysis techniques. 
The present study uses a multiparametric inverse 
distance algorithm that was applied to the CARINA 
data (see the Material and Methods section) and took 
the WOA05 objective interpolated data as a reference 
to calculate the multiparametric distances. This ap-
proach provides a simple interpolation algorithm that 
is easy to use and to quality assess.
The CARINA Project has fed its dataset only from 
cruises in which carbon parameters were measured, 
so data coverage is low in certain regions, such as the 
Southern Ocean. Within this context, an interpolation 
method based only on geographical distances might 
perform poorly precisely on these regions due to the 
sparseness. A possible way to alleviate this problem 
is to incorporate more information in the interpola-
tion algorithm other than the spatial. Thus, the con-
sideration of fields of conservative properties for 
different water masses would become a benefit in this 
regard, providing better fits to real distributions than 
those generated from a purely spatial distance–based 
method. One additional advantage of this procedure 
is that the artefacts that may appear in the water mass 
distributions derived from plain spatial interpolations 
could be avoided.
The CARINA dataset is not distributed over 
a structured uniform grid, but is rather composed 
mainly from dispersed CTD stations organized in 
transoceanic sections. In terms of recorded variables, 
the dataset compiles many biogeochemical parame-
ters, including the ones needed for the calculation of 
CANT by different methods. In contrast, the WOA05 
dataset is structured in a homogenous three dimen-
sional grid with thermohaline and biogeochemical 
variables defined at the nodes of the grid, but it lacks 
many of the parameters needed for carbon calcula-
tions. Therefore, the generation of a multiparametric 
interpolation algorithm that combines the properties 
of the WOA05 and CARINA datasets appears to be 
the logical way to proceed. Applying this to CANT es-
timation should provide CANT interpolated data over 
the structured WOA05 grid, taking advantage of the 
common hydrographical information available in 
both datasets. 
As a way to evaluate the results, two versions of 
the interpolation method were compared; one based 
only on spatial distances and one that uses the physical 
and biogeochemical tracers (hereafter referred to as the 
Water Mass Properties [WMP] interpolation method). 
The contrast of the individual behaviour of the two 
methods was carried out using dependent variables (in-
terpolating variables included in the multiparametric 
distances) and one independent variable (oxygen, not 
included in the multiparametric distances).
As the quality tests of the WMP interpolation 
method yield positive results, a step forward was taken: 
interpolating anthropogenic carbon over the WOA05 
grid. The major role played by the oceans in the global 
carbon cycle is incontrovertible, since they have the 
capacity to sequestrate 2.2±0.4 Pg C per year, roughly 
a 25% of the total anthropogenic carbon (CANT) emit-
ted to the atmosphere (8.0±0.5 Pg yr-1) (Canadell et al., 
2007). Most outstandingly, the Atlantic Ocean stores 
38% of the oceanic anthropogenic carbon (Sabine et 
al., 2004), though it represents 29% of the global ocean 
surface area. The particular dynamics of the Atlantic 
Ocean allows the formation of deep waters in the North 
Atlantic and this enhances the uptake fluxes and storage 
capacity of CANT of this basin. Recently detected proc-
esses triggered by decadal changes of global climate, 
such as the slowdown of the Meridional Overturning 
Circulation, seem to have contributed significantly to 
reducing the sink capacity of CANT in both the North 
Atlantic and the Southern Ocean (Joos et al., 1999; 
Le Quéré et al., 2007). The juxtaposition of these op-
posed effects has dramatically magnified the need to 
accurately estimate the state of CANT inventories and 
has raised the importance of fine-tuning the CANT inter-
polation methods applied to sparse or geographically 
disperse datasets.
Two methods were used to obtain the estimation of 
CANT over the whole Atlantic Ocean, jCTº and TrOCA. 
The jCTº estimation method was chosen as it was 
developed by the authors (Vázquez-Rodríguez et al., 
2009a) and it was straightforward to apply and verify 
(the MATLAB script is publicly available for down-
load at http://oceano.iim.csic.es/co2group/). It is also 
an updated method and seems to perform well in com-
parison with other methods (Vázquez-Rodríguez et al., 
2009b). The TrOCA method (Touratier et al., 2007) 
was additionally considered as a support reference due 
to its ease of application. Consequently, anthropogenic 
carbon was calculated by applying these estimations 
to the CARINA dataset, and then gridded by both the 
WMP and Spatial interpolation methods. The next step 
taken was to calculate the volumes in order to obtain 
the inventories. ETOPO2v2 (U.S. Department of Com-
merce, 2006) was chosen as reference for the ocean 
floor in these calculations.
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MATERIALS AND METHODS
Database
CARINA is a database of comprehensive carbon 
data, sourced from hydrographic cruises conducted in 
the Arctic, Atlantic and Southern Oceans. The project 
was initiated in 1999 as an essentially informal and 
unfunded project in Kiel, Germany, with the main goal 
of creating a database of relevant carbon variables to 
be used for accurate assessments of carbon inventories, 
transports and uptake rates. The CARINA data have 
been gathered from various sources and then put under 
rigorous quality controls (QC) to produce a consistent 
data product. Experience with previous synthesis ef-
forts like the Global Data Analysis Project (GLODAP) 
(Key et al., 2004) demonstrated that a consistent data 
product can be achieved from different cruises, per-
formed by different laboratories and in very different 
regions. The CARINA database includes data and 
metadata from 188 oceanographic cruises or projects, 
(Hoppema et al., 2009; Tanhua et al., 2009; Key et al., 
2010; Tanhua et al., 2010). In addition, 52 WOCE/
GLODAP cruises were included in the quality control 
to ensure consistency with historical data. Parameters 
included in the CARINA dataset are salinity (S), po-
tential temperature (θ), oxygen (O2), nitrate (NO3), 
phosphate (PO4), silicate (SiO4), total alkalinity (AT), 
fugacity of carbon dioxide (fCO2), total inorganic car-
bon (CT), pH, CFC-11, CFC-12, CFC-113 and CCl4. 
Due to the different origins of the data, the data density 
has heterogeneous distributions, being scarcer in the 
South Atlantic than in the North Atlantic.
The World Ocean Atlas 2005 (WOA05) has 
widely proven its usefulness to the oceanographic 
and atmospheric research communities. WOA05 of-
fers a gridded database interpolated from many dif-
ferent sources by oceanographic objective analysis 
techniques. The WOA05 climatological analyses 
were carried out on a 1º × 1º grid. This comes from 
the fact that higher resolution analyses are not justi-
fied for all the measured properties, and they should 
be analyzed in the same manner. For a description of 
the WOA05 data and statistical fields, refer to http://
www.nodc.noaa.gov/OC5/WOA05/pubwoa05.html. 
The site includes a list of values and statistical data 
in a one-degree latitude-longitude world grid (360 × 
180) at 33 standard depth levels from the surface to a 
maximum depth of 5500 m.
The WOA05 series include analysis of temperature 
(Locarnini et al., 2006), salinity (Antonov et al., 2006), 
dissolved oxygen, apparent oxygen utilization, oxygen 
saturation (Garcia et al., 2006a), and dissolved inor-
ganic nutrients (Garcia et al., 2006b). The climatolo-
gies defined here come from historical oceanographic 
profiles and selected data at different depths. Data used 
in the WOA05 were analyzed in a consistent, objec-
tive analysis mode and interpolated over a one-degree 
latitude-longitude grid at standard depth levels.
The aim of the WOA05 maps is to illustrate the 
large-scale characteristics of the distribution of ocean 
temperature. The fields used to generate these climato-
logical maps were computed by objective analysis of 
quality-controlled historical temperature data. Maps 
are presented for climatological composite periods 
(annual, seasonal, monthly, and monthly difference 
fields from the annual mean field, and the number of 
observations) at selected standard depths. The annual 
climatology was calculated using all data regardless of 
the month of the observation. Seasonal climatologies 
were calculated using only data from the defined sea-
son (regardless of year). However, in this study only 
the annual maps for the whole Atlantic Ocean (Lat: 
90ºS-90ºN, Lon: 81ºW-33ºE) were used.
For the CANT inventory calculations, the ETOPO2v2 (USDC, NOAA, NGDC 2006) bathymetry was used as 
bottom reference to calculate the volume of the deepest 
boxes.
Interpolation Method
Hereafter var is the parameter that we wish to inter-
polate. The objective is to obtain for each node j of the 
structured WOA05 grid an average value of var, which 
is unavailable from this database. The known values of 
var from the CARINA unstructured-grid nodes i will 
be used to fill in the j WOA05 nodes. A classic inter-
polation scheme of inverse distance is applied, using a 
weighted estimation of the i neighbouring samples to 
the j WOA05 node:
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where several variables are pondered with arbitrary 
weights (w
x
). The specific values of the w
x
 terms to 
produce the fij factors are subjected to the criteria of the 
researcher. The information concerning the geographi-
cal position is taken into account in the interpolation 
through the spatial coordinates of longitude (lon), 
latitude (lat) and depth (z). The interpolation factors 
are also determined using the information from four 
tracers: salinity (S), potential temperature (θ), ‘NO’ 
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and ‘PO’. Both ‘NO’ (=9[NO3]+[O2]) and ‘PO’ (=135[HPO4]+[O2]) are conservative parameters, and 
like potential temperature and salinity they are charac-
teristic of each water mass (Broecker, 1974; Ríos et al., 
1989; Pérez et al., 1993). The Δlat, Δlon and Δz appear-
ing in Equation (2) are the intervals of latitude, longi-
tude and depth. Three different intervals were taken as 
results of sample availability in the CARINA database. 
First, a ±2º × ±2º (Lat-Lon) window was used. A larger 
area of ±10º × ±10º (Lat-Lon) was chosen if fewer than 
20 samples were found in the previous boundary, and if 
again no samples were found within this interval, then 
the boundaries were expanded to an even bigger win-
dow of ±20º × ±20º (Lat-Lon). For depth, an interval 
of ±(150 + 0.1 × depth) metres was used. The tracer 
(S, θ, NO and PO) differences between the WOA05 
and CARINA nodes are normalized using the stand-
ard deviation from each tracer computed in the corre-
sponding equivalent volume defined by the intervals of 
latitude, longitude and depth. The quotient terms of the 
spatial or tracer differences with their spatial intervals 
or tracer standard deviations are then squared to con-
vert them into the classical inverse quadratic distance 
interpolation equation.
Two different kinds of interpolations were applied 
to produce three-dimensional O2 and CANT fields. The 
first one is designated as the “spatial interpolation” and 
is defined from the following weights: 
 wlat,wlon,wz,wθ,wS,wNO,wPO = (1,1,1,0,0,0,0) (3)
These factors avoid the influence of the tracer 
properties in the interpolation. On the other hand, the 
“WMP interpolation” stands for the interpolation with-
out weights in the spatial coordinates (latitude, longi-
tude and depth) and using only the tracer variables: 
 wlat,wlon,wz,wθ,wS,wNO,wPO = (0,0,0,1,1,1,1) (4)
CANT estimation methods
Two recently developed CANT back-calculation 
methods, jCTº and TrOCA, were selected to determine 
CANT in the present study. Both methods separate the 
contributions to total carbon (CT) from organic matter 
remineralization and CO3Ca dissolution in a similar 
mode. However, there are characteristic distinctions. 
The TrOCA method uses a constant Redfield ratio (RC) 
value of 1.35 (Kortzinger et al., 2001), while the jCTº 
method, following the ΔC* method, uses the constant 
RC ratio (1.45) proposed by Anderson and Sarmiento (1994). The most important difference between the two 
methods, though, lies in the way the reference for CANT-
free waters is obtained. The TrOCA method estimates 
CANT using the following simple relationship:
 
C
TrOCA TrOCA
a
ANT =
−( )0
 (5)
where TrOCA represents a quasi-conservative tracer 
calculated from O2, CT and AT as follows:
 TrOCA = O2 + a (CT – 0.5 AT) (6)
The TrOCA0 reference represents the TrOCA tracer 
without any anthropogenic carbon influence, i.e. the 
pre-industrial TrOCA:
 TrOCA e
b c d
AT0
2
=
+ +·θ
 (7)
The coefficients a, b, c and d in the above equa-
tions are properly defined and established in Touratier 
et al. (2007). The TrOCA0 equation is obtained from 
Δ14C and CFC-11 data in the global ocean. The Δ14C 
data are used to establish which water parcels can be 
assumed to be free of CANT. When the concentration 
of Δ14C<175‰, the age of the corresponding water 
mass is greater than 1400 years, long before the mas-
sive emissions of CO2 by humans had begun. The sam-
ples with maximum CFC-11 concentrations, typically 
between 262.9 and 271.3 pptv and corresponding to 
surface waters in 1992-1995 (maximum atmospheric 
pCFC-11), were also selected as part of the dataset to 
obtain the TrOCA0 expression. Touratier et al. (2007) 
estimated an uncertainty of ±6.2 µmol kg–1 in CANT 
determination for the TrOCA method, using an error 
propagation technique as in numerous previous studies 
(Gruber et al., 1996; Sabine et al., 1999).
The jCTº method (Vázquez-Rodríguez et al., 
2009a) shares similar fundamentals with the ΔC* 
back-calculation method (Lee et al., 2003). The 
sub-surface layer (100-200 m) is taken in the jCTº 
method as a reference for characterizing water mass 
properties at the moment of their formation. The air-
sea CO2 disequilibrium (ΔCdis) is parameterized at 
the sub-surface layer first using a short-cut method 
(Thomas and Ittekkot, 2001) to estimate CANT. Since 
the average age of the water masses in the 100-200 m 
depth domain, and most importantly in outcropping 
regions it is under 25 years, the use of the short-cut 
method to estimate CANT is appropriate (Matear et al., 
2003). The pre-industrial total alkalinity ATº and ΔCdis 
parameterizations (in terms of conservative tracers) 
obtained from sub-surface data are applied directly to 
calculate CANT in the water column for waters above 
the 5ºC isotherm and via an Optimum MultiParam-
eter analysis (OMP) for waters with θ<5ºC. This 
procedure especially improves the estimates in cold 
deep waters that are subject to strong and complex 
mixing processes between Arctic and Antarctic water 
masses. Waters below the 5ºC isotherm also represent 
an enormous volume of the global ocean (~86%). One 
important aspect of the jCTº method is that none of 
the ATº or ΔCdis parameterizations are CFC-reliant. 
In addition, the jCTº method proposes an approxima-
tion to the temporal and spatial variability of ΔCdis (ΔΔCdis) in the Atlantic Ocean in terms of CANT and 
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ΔCdis itself. Also, the small increase in ATº since 
the Industrial Revolution due to CaCO3 dissolution 
changes projected from models (Heinze, 2004), and 
the effect of rising sea surface temperatures on the 
parameterized ATº are accounted for in the param-
eterizations. These two last corrections are minor but 
should still be considered if one wished to avoid a 
maximum 4 µmol kg-1 bias (2 µmol kg-1 on average) 
in CANT estimates. The jCTº method expression for the 
calculation of CANT is as follows: 
 
C C C
C
C
ANT
dis
t
dis
t
ANT
sat
=
−
+ϕ
Δ Δ
Δ
*
1 | |  (8)
The ΔC* method is defined after Gruber et al. (1996) 
as:
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The constant term j is a proportionality factor that 
stands for the ΔCdis /ΔCtdis ratio and its value (0.55) 
is properly discussed in Vázquez-Rodríguez et al. 
(2009a). The ΔCtdis and PATo terms are parameterized 
as a function of conservative parameters exclusively 
(Vázquez-Rodríguez et al., 2009a). The CsatANT stands for 
the theoretical CANT saturation concentration depend-
ing on the pCO2 at the time of water masses formation (WMF), and is defined as CsatANT = S/35 (0.85θ + 46.0) (at present xCO2 air). Based on earlier uncertainty and 
error evaluations (Gruber et al., 1996; Sabine et al., 
1999; Lee et al., 2003; Touratier et al., 2007), an esti-
mated overall uncertainty of ±5.2 mmol kg-1 is obtained 
for the jCTº method. This is in agreement with the av-
Table 1. – Mean and standard deviation (STD) of the interpolated data minus WOA05 data are computed for the whole Atlantic, for specific 
sub domains and for the spatial and WMP interpolation. The determination coefficient (r2) between WOA05 and interpolated fields is also 
provided. Temperature is in ºC, Salinity in psu and NO, PO and O2 in µmol kg-1.
  Total     θ>5ºC     θ<5ºC 
Total  r2 Mean Std   r2 Mean Std   r2 Mean Std
θspatial 0.964 0.34 1.02   0.856 0.23 0.62   0.914 0.55 1.48
θWMP 0.993 0.10 0.43   0.952 0.11 0.37   0.988 0.07 0.53
Sspatial 0.925 0.01 0.14   0.887 -0.02 0.07   0.905 0.04 0.22
SWMP 0.984 0.00 0.07   0.954 -0.01 0.05   0.981 0.00 0.09
NOspatial 0.948 0.8 18.8   0.845 3.8 15.5   0.918 -4.7 22.7
NOWMP 0.989 2.5 8.6   0.957 3.6 8.2   0.983 0.4 9.2
POspatial 0.956 -5.7 18.6   0.893 -4.3 15.3   0.919 -8.2 23.2
POWMP 0.991 -3.0 8.4   0.971 -3.1 8.1   0.984 -2.7 8.7
O2spatial 0.901 4.1 14.5   0.857 4.4 13.1   0.918 3.7 16.6
O2WMP 0.943 2.6 11.0   0.945 2.7 8.4   0.921 2.6 15.0
           
Lat>30ºN                      
θspatial 0.934 0.20 1.24   0.860 0.34 1.61   0.80 0.01 0.42
θWMP 0.987 0.06 0.55   0.987 0.06 0.55   0.82 0.04 0.41
Sspatial 0.832 0.02 0.20   0.752 0.03 0.27   0.72 0.00 0.06
SWMP 0.948 0.01 0.11   0.948 0.01 0.11   0.87 0.01 0.09
NOspatial 0.954 -1.0 12.7   0.916 -3.6 15.7   0.64 2.3 6.3
NOWMP 0.988 0.7 6.6   0.988 0.7 6.6   0.82 2.4 4.3
POspatial 0.937 -5.1 15.6   0.877 -6.3 19.6   0.57 -3.6 8.2
POWMP 0.988 -2.2 7.0   0.988 -2.2 7.0   0.82 -1.6 4.8
O2spatial 0.928 0.6 9.3   0.875 0.1 11.2   0.88 1.1 6.1
O2WMP 0.946 -0.6 8.2   0.946 -0.6 8.2   0.91 0.5 5.4
           
Tropical                      
θspatial 0.982 0.30 0.83   0.958 0.59 1.11   0.985 0.03 0.14
θWMP 0.998 0.06 0.27   0.995 0.11 0.38   0.994 0.02 0.08
Sspatial 0.956 0.01 0.12   0.943 0.03 0.17   0.981 -0.01 0.02
SWMP 0.995 0.00 0.04   0.994 0.00 0.06   0.993 0.00 0.01
NOspatial 0.981 1.6 11.0   0.968 -1.7 13.6   0.898 4.7 6.3
NOWMP 0.995 2.5 5.3   0.992 1.8 6.6   0.964 3.2 3.8
POspatial 0.979 -2.2 11.6   0.967 -5.1 13.4   0.858 0.6 8.6
POWMP 0.995 -1.0 5.7   0.992 -1.6 6.5   0.955 -0.5 4.8
O2spatial 0.926 5.7 14.1   0.83 8.0 19.0   0.970 3.5 5.8
O2WMP 0.937 5.7 12.8   0.86 6.6 17.2   0.963 4.8 6.5
           
Lat<30ºS                      
θspatial 0.92 0.44 1.05   0.82 0.77 1.93   0.74 0.38 0.75
θWMP 0.983 0.14 0.47   0.97 -0.04 0.66   0.92 0.17 0.43
Sspatial 0.77 0.00 0.13   0.82 0.09 0.22   0.75 -0.02 0.09
SWMP 0.96 -0.01 0.05   0.97 -0.01 0.09   0.94 -0.01 0.05
NOspatial 0.82 0.9 24.9   0.82 -13.5 39.9   0.53 3.7 19.5
NOWMP 0.96 3.4 11.1   0.96 -1.2 15.5   0.86 4.0 10.1
POspatial 0.85 -8.7 23.2   0.83 -18.2 38.5   0.65 -6.8 18.2
POWMP 0.97 -4.9 10.1   0.97 -5.8 13.2   0.90 -4.8 9.5
O2spatial 0.75 4.4 16.3   0.78 -1.4 14.5   0.73 5.6 16.3
O2WMP 0.91 1.7 9.8   0.83 -1.7 11.4   0.92 2.1 9.4
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erage uncertainty of 5.6 mmol kg-1 for ΔCdis (Vázquez-
Rodríguez et al., 2009a).
For the application case of CANT interpolation (var 
= CANT in equation 1) the computed CANT must be nor-
malized to a reference year (1994) using the following 
expression:
 C C
C
CANT i ANT
sat
ANT
sat year ANT i
y
,
,
, ,
1994
1994
=
ear
 (10)
The reason for doing this comes from the transient 
tracer nature of CANT and the fact that the CARINA 
database spans quite a long time period. Therefore, the 
interpolated CANT referenced to 1994 (C1994ANT) is com-
puted as
 C
C f
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which is valid for both CANT reconstruction methods.
RESULTS AND DISCUSSION
To assess the quality of both types of interpola-
tion, their results were evaluated against the WOA05 
data, i.e. the interpolated potential temperature, salin-
ity, ‘NO’ and ‘PO’ obtained from equation (1) were 
compared with the corresponding original values 
from WOA05 variables. Since these parameters were 
involved in factor’s calculation of the WMP interpola-
tion (Eqs. 2, 4), a more independent check was done by 
interpolating O2 and comparing it against the WOA05 
O2 data. When the interpolation methods had been as-
sessed, they were applied to CANT, using both jCTº and 
TrOCA methods, in order to get the 3D distribution and 
the total inventories.
The mean and standard deviation (STD) of the in-
terpolated data minus the reference WOA05 data (S, 
θ, ‘NO’, ‘PO’ and O2) were computed for the whole 
domain and for specific sub-domains (Table 1). Also, 
the correlation between interpolated and reference 
fields was characterized with the determination coeffi-
cient (r2). Three zones were selected depending on the 
general variability of water masses, namely: northern 
latitudes (lat >30ºN), tropical latitudes and southern 
latitudes (lat <30ºS). In addition, two depth levels 
were set with respect to the 5ºC isoterms: θ >5ºC and 
θ <5ºC. The 5ºC isotherm represents a coarse bound-
ary between the little-ventilated deep waters and the 
younger, more ventilated upper and intermediate wa-
ters. It also splits the CANT inventories in about half.
The climatological annual mean of WOA05 po-
tential temperature along the 28ºW section in WOA05 
(Fig. 1) is shown in Figure 2A. The spatially-inter-
polated potential temperature (θ
spatial) from the CA-
RINA data base is close to the WOA05 data (Fig. 
2B). However, some misfits do show up when the 
residuals are plotted (Fig. 2D). The larger residuals 
are located in the upper layer, where absolute values 
higher than 2ºC are reached. In the deep water there is 
a better agreement, although southward of 40ºS there 
is a large thick layer holding a systematic bias, higher 
than 1ºC. On the other hand, the potential temperature 
Fig. 1. – A, CARINA stations with available variables needed to estimate CANT and section 28ºW plotted. B, WOA05 data grid sample 
with θ (ºC). 
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from the WMP interpolation (θWMP) (Fig. 2C) shows 
a better agreement and lower residuals than the spa-
tial interpolation. This time, as for θ
spatial, the best fit 
is found in deep waters, north of 45ºS. Statistically 
speaking, the best fit (Table 1) is obtained by the 
WMP interpolation irrespective of whether the whole 
Atlantic is included or the interpolation is restricted 
to the sub-domains previously defined. The largest 
differences between the two kinds of interpolation are 
located in the upper layer (θ >5ºC), where r2 increases 
noticeably when the WMP interpolation is used. More 
specifically, the best fits are obtained in the tropical 
region and northern latitudes, whereas the southern 
latitudes show the worst fits. This is probably due to 
the lower density of data that the CARINA database 
has in the Southern Ocean.
Fig. 2. – Potential temperature (ºC) variability along 28ºW from the WOA05 dataset (A), spatially interpolated from CARINA data (B). 
Residuals of WMP interpolated (C) and spatially interpolated (D) potential temperature both as interpolated minus WOA05.
Fig. 3. – Salinity variability along 28ºW from the WOA05 dataset (A), spatially interpolated from CARINA data (B). Residuals of WMP 
interpolated (C) and spatially interpolated (D) salinity, both as interpolated minus WOA05.
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Figure 3A shows the WOA05 climatological an-
nual mean of salinity along the vertical section defined 
by the 28ºW meridian (Fig. 1). As in the case of θ
spatial, 
the spatially interpolated salinity (S
spatial) from the CA-
RINA database is quite close to the WOA05 reference 
data (Fig. 3B). Some misfits can be observed when 
the residuals between the spatially interpolated and 
WOA05 salinity values are plotted for the 28ºW section 
(Fig. 3D). For instance, there is a considerable error 
located around the salinity minimum associated with 
the presence of Antarctic Intermediate Water (AAIW) 
(Mémery et al., 2000). Again, the greater residuals are 
found in the upper layers where absolute values higher 
than 0.2 psu are observed. Although in the deep waters 
the concordance is high in general, south of 40ºS there 
is still the same thick layer of large biases (higher than 
0.05 psu in this case) also observed with the θspatial. The 
WMP interpolation of salinity (SWMP) (Fig. 3C) shows 
Fig. 4. – NO (µmol kg-1) variability along 28ºW from the WOA05 dataset (A), spatially interpolated from CARINA data (B). Residuals of 
WMP interpolated (C) and spatially interpolated (D) NO, both as interpolated minus WOA05.
Fig. 5. – O2 (µmol kg-1) variability along 28ºW from the WOA05 dataset (A), spatially interpolated from CARINA data (B). Residuals of 
WMP interpolated (C) and spatially interpolated (D) O2, both as interpolated minus WOA05.
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better agreement and lower residuals than the S
spatial in-
terpolation in all sub-domains (Table 1), proving again 
a superior performance of the WMP over the purely 
spatial interpolation method. Generally, both interpo-
lation methods seem to perform better for salinity in 
the deep waters north of 45ºS (Fig. 3D). Quantitatively 
speaking, the best fit to WOA05 values is obtained by 
the WMP interpolation in the tropical region (Table 1). 
The largest discrepancies between results from the two 
interpolation algorithms are found in the upper layers 
(θ >5ºC) of North Atlantic waters. Here, the r2 obtained 
with the WMP algorithm are better by far than the ones 
produced by the spatial approach. However, the r2 
values obtained for S are generally slightly lower than 
those of θ.
The climatological annual mean of ‘NO’ is shown 
along 28ºW (Fig. 4A). Since ‘NO’ and ‘PO’ are highly 
correlated, the ‘PO’ fields are not shown for the sake 
of conciseness. The spatial interpolation of ‘NO’ (NO
spa-
tial) is close to the WOA05 data (Fig. 4B), with a most 
noteworthy r2 of 0.948 (Table 1) for the whole Atlan-
tic. The upper layers of the ocean, and particularly the 
Southern Ocean (SO), display the largest anomalies, 
which exceptionally reach offsets of 50 µmol kg-1 (Fig. 
4D). In general, the NOWMP output shows better agree-
ment, lower standard deviations in residuals and higher 
determination coefficients than the NO
spatial in every 
subdomain (Table 1). Unlike the θ case, the best fit is 
found in the upper warm layers of the Atlantic Ocean 
rather than in the deep ones. This is likely due to the 
relatively high variability of ‘NO’ observed in the up-
per layer. Conversely, the worst fit (lowest r2), is found 
in the deep layers of the Southern Ocean.
The interpolated oxygen fields can be used as a 
test to assess the quality of the interpolation from 
CARINA data, given that this variable is common to 
both datasets and it is not used in the interpolation 
algorithms. The concentration of oxygen is controlled 
by the biological and solubility pumps. The clima-
tological annual mean of O2 along the 28ºW section (Fig. 5A) exhibits a strong minimum in the upper 
layer in the tropical region caused by the reminerali-
zation of organic matter (biological pump predomi-
nance). The high values observed in the polar areas 
are the consequence of the high solubility of oxygen 
in cold surface waters (solubility pump prevails the 
biological processes). The spatially interpolated O2 (O2spatial) (Fig. 5B) closely resembles the WOA05 O2 
distribution along the 28ºW vertical section (Fig. 5A). 
It is generally well correlated (r2 of 0.90, Table 1) 
in the Atlantic Ocean, though the purely-spatial in-
terpolation has a slight tendency to over-spline some 
O2 gradients in the southern latitudes. The largest 
differences and lowest correlations between the ob-
served and the O2spatial fields are located in the up-
per Atlantic layer (ranging from -25 to 20 µmol kg-1) 
and in the Southern Ocean, where offsets may reach 
up to 50 µmol kg-1 (Fig. 5D). The best fits obtained 
belong to the cold deep layers of the tropical region. 
The O2 WMP interpolation (O2WMP) (Fig. 5C) is in 
better agreement with direct observations, has lower 
residuals (Fig. 5C) and has higher r2 in general than 
the spatial interpolation (r2 of 0.94 vs. r2 of 0.90 re-
spectively, Table 1). Unlike for the rest of domains, 
in deep tropical waters the WMP interpolation seems 
not to perform up to its potential, as the results from 
the spatial interpolation appear to be more in accord-
ance with the observed fields. Most importantly, the 
WMP interpolation algorithm yields robust estimates 
in the Southern Ocean, where data coverage of the 
CARINA database is rather sparse.
As CANT is indistinguishable from natural CO2, 
there are no CANT benchmarks against which the esti-
mations can be compared. Figure 6 shows the spatial 
and WMP interpolations of CANT computed using the 
jCTº method. The general pattern of the distributions is 
similar to those given by Lee et al. (2003) and Vázquez-
Rodríguez et al. (2009b). Sabine et al. (2004), using 
GLODAP gridded database, produced a total inventory 
of CANT for the Atlantic of 40 Pg-C. Previously, Lee et 
al. (2003) obtained a total inventory of 47 Pg-C by us-
ing an ungridded GLODAP database. Using CFC data, 
Waugh et al. (2006) obtained a total inventory of 48 
Pg-C. A comparative study using five long transoce-
anic cruises was performed by Vázquez-Rodríguez et 
al. (2009b). They found that jCTº and TrOCA turn out 
55 and 51 Pg-C respectively. The results obtained here 
with CARINA gridded showed the same integrated 
inventories as Vázquez-Rodríguez et al. (2009b) for 
the jCTº method, but a higher value of 58 Pg-C for 
the TrOCA method. The main differences from the 
GLODAP gridded data (Lee et al., 2003; Key et al., 
2004) are located in the South Atlantic, where a large 
number of GLODAP estimates (obtained from the ΔC* 
method, Gruber et al., 1996) are negative. The GLO-
DAP values of CANT for the Southern Ocean are lower 
than the ones computed here. This negative bias in the 
CANT estimates from the GLODAP dataset has been 
identified by several authors (Lo Monaco et al., 2005; 
Waugh et al., 2006; Vázquez-Rodríguez et al., 2009b)
The discrepancies among the interpolation methods are 
rather low except in the upper layers and in the South-
ern Ocean (Fig. 6C). The WMP interpolation produces 
higher values of CANT than the spatial method in the 
deep Southern Ocean (θ <5ºC) and lower values in the 
upper layers where biases reach about ~8 µmol kg-1. In 
terms of CANT inventories the discrepancies are quite 
low and there are systematically lower (higher) values 
in the upper (lower) layer when the spatial interpola-
tion is used (Table 2). The estimated total inventory of 
jCTº CANT for the Atlantic is 55 Pg-C, independently of 
the interpolation method applied. Nevertheless, some 
minor discrepancies are found when the warm and cold 
water (θ above or below the 5ºC isotherm, respectively) 
inventories are examined separately (Table 2). 
The above-described pattern is quite similar to the 
one obtained when the TrOCA method is used to es-
timate CANT. The total inventory does not change too 
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much (roughly less than 5%, Table 2) when different 
interpolation methods are used, although the invento-
ries in the warm and cold layers for the whole Atlantic 
Ocean are around 1.5 Pg-C different depending on the 
interpolation method used. Using the TrOCA method 
produces a slightly higher CANT inventory. The TrOCA 
method gives higher values in the surface layer (higher 
penetration) and in the deep Northern North Atlantic 
(Fig. 7). In comparison, the jCTº method gives slightly 
higher values in practically all deep water masses and 
in the Southern Ocean, except for the Antarctic Bottom 
Water (AABW). Again, the major differences found 
in the southern latitudes are a consequence of the low 
density of carbon system data in this region.
Future work will be needed to improve the inter-
polation method and obtain an uncertainty assessment, 
and to iterate back and forth to the original data fol-
lowing a Barnes schema to fine-tune the interpolation. 
After these improvements have been achieved and 
with uncertainties available, the enhanced interpola-
tion method could be used to interpolate the param-
eters available in CARINA and GLODAP, in order 
to provide an enhanced gridded product. Also, more 
CANT estimation techniques such as TTD and ΔC* can 
be incorporated and applied to the CARINA database 
so that their inventories will be obtained.
CONCLUSIONS
The WMP interpolation method offers improve-
ments compared with a traditional spatial gridding, and 
even with an objective analysis spatial gridding. By 
using an auxiliary database (WOA05) constructed with 
more resolution data on bio-geochemical conservative 
parameters, the WMP method has more information 
for the gridding task than any other exclusively spatial 
alternative.
The total inventory of CANT (referred to 1994) for 
the Atlantic Ocean is estimated to be about 55-58 
Pg-C depending on the CANT estimation technique ap-
plied (jCTº or TrOCA, respectively). The interpolation 
methods used here (spatial and WMP) do not have 
significant effects on the estimates of CANT total inven-
tories, due to compensation effects between domains. 
Nevertheless, there exist some minor differences in the 
Table 2. – CANT inventories (Pg-C) in the Atlantic and in different 
latitudinal bands and layers using the TrOCA and jCTº methods.
CANT(Pg-C) 1994   jCTº    TrOCA 
Zone θ(ºC) Spatial WMP diff  Spatial WMP diff
Lat>30ºN <5 6.9 7.0 0.1  8.1 8.1 0.0
Lat>30ºN ≥5 6.0 5.8 -0.2  6.7 6.5 -0.2
Tropical <5 12.8 13.4 0.6  12.7 13.2 0.5
Tropical ≥5 10.2 9.7 -0.5  10.5 9.9 -0.6
Lat<30ºS <5 15.5 16.3 0.8  15.9 16.7 0.8
Lat<30ºS ≥5 3.7 3.1 -0.6  4.0 3.2 -0.8
Atlantic Ocean <5 35.2 36.7 1.4  36.6 38.0 1.4
Atlantic Ocean ≥5 19.9 18.6 -1.3  21.2 19.6 -1.7
Total  55.1 55.2 0.1  57.9 57.6 -0.2
Fig. 7. – CANT (µmol kg-1) determined by the TrOCA method along 
28ºW using spatial interpolation (A) and WMP interpolation (B). 
Residuals between the two interpolations are shown (C) as spatially 
interpolated minus WMP interpolated.
Fig. 6. – CANT (µmol kg-1) determined by the jCTº method along 
28ºW using spatial interpolation (A) and WMP interpolation (B). 
Residuals between the two interpolations are shown (C) as spatially 
interpolated minus WMP interpolated.
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results obtained by the different interpolation methods. 
The WMP interpolation method performs better than 
the spatial one, particularly in regions with less density 
of initial data (most importantly the Southern Ocean) 
from the CARINA dataset. Finally, the differences be-
tween the interpolation methods transcend to the realm 
of CANT estimation above and below the 5ºC isopleth. 
The spatial method tends to produce lower (higher) 
CANT values in the water below (above) the isotherm of 
5ºC than the WMP interpolation method.
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During the last decade, two important collections of carbon relevant hydrochemical data have become available:
GLODAP and CARINA. These collections comprise a synthesis of bottle data for all ocean depths from many
cruises collected over several decades. For a majority of the cruises at least two carbon parameters were
measured. However, for a large number of stations, samples or even cruises, the carbonate system is
under-determined (i.e., only one or no carbonate parameterwasmeasured) resulting in data gaps for the carbon-
ate system in these collections. A method for ﬁlling these gaps would be very useful, as it would help with
estimations of the anthropogenic carbon (Cant) content or quantiﬁcation of oceanic acidiﬁcation. The aim of
this work is to apply and describe, a 3D moving window multilinear regression algorithm (MLR) to ﬁll gaps in
total alkalinity (AT) of the CARINA and GLODAP data collections for the Atlantic. In addition to ﬁlling data gaps,
the estimated AT values derived from theMLR are useful in quality control of themeasurements of the carbonate
system, as they can aid in the identiﬁcation of outliers. For comparison, a neural network algorithm able to
performnon-linear predictionswas also designed. The goal herewas to design an alternative approach to accom-
plish the same task of ﬁlling AT gaps. Bothmethods return internally consistent results, thereby giving conﬁdence
in our approach.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
GLODAP (Key et al., 2004; Sabine et al., 2005) and CARINA (Key
et al., 2010; Tanhua et al., 2009) are data collections of ocean
bottle samples from the synthesis of many oceanic cruises. GLODAP
provides reasonable global coverage except for the Arctic. CARINA
focuses on the Atlantic with particular emphasis on the North Atlantic
and Arctic Ocean. Both collections are the result of international
efforts to summarise all available data into compiled products.
Total dissolved inorganic carbon (CT), total alkalinity (AT), total
hydrogen ion concentration (pH) and fugacity of CO2 are the four mea-
sured parameters of the carbonate system in seawater. A large fraction
of the samples in these databases has at least one carbon parameter
measured and their merging results in the distribution of measured
parameters, as shown in Fig. 1. The seawater carbonate system is
governed by the thermodynamics of the carbonate system through
the following equation (Eq. (1)) (Dickson, 2010; Millero, 1995; Zeebe
and Wolf-Gladrow, 2001):
CO2 atmð Þ⇌CO2 aqð Þ þ H2O⇌H2CO3 aqð Þ⇌Hþ þHCO−3 aqð Þ⇌2HþCO2−3 aqð Þ
CaCO3⇌CO
2−
3 þ Ca2þ Carbonate dissolutionð Þ:
ð1Þ
The system is deﬁned by having any two of the four possible param-
eters (Lewis et al., 1998; Millero, 1995; van Heuven et al., 2009).
Among the carbon system parameters, AT can be estimated most
accurately due to its low variability in the ocean (Wolf-Gladrow
et al., 2007; Zeebe and Wolf-Gladrow, 2001). AT is supposed to be
only marginally affected by increasing CT concentration, at least at
the current decadal scale, because the carbonate system tends to
buffer the alkalinity when dissolving CO2 in contemporary seawater
(Ilyina et al., 2009; Riebesell et al., 2010). Most of the AT variability
is known and is well correlated with salinity, silicate and even
temperature (Lee et al., 2006; Millero et al., 1998; Wallace, 1995).
This is advantageous for this work, as the full dataset of available AT
data from old cruises performed in the 1970s to the most recent can
be used directly as a climatology for the multilinear regression
(MLR) computations. There is no need for partitioning the dataset in
a time series or for introducing the time parameter in estimations,
which would result in fewer available data, or less precision for
estimations. However, alkalinity measurements performed without
using certiﬁed reference materials (CRMs) have proven to be less
accurate, which is true for most data obtained prior to the mid-1990s.
GLODAPbottle cruise data for theAtlantic regionwere used together
with CARINA bottle cruise data for the Atlantic and Southern Ocean
regions. Both data collections (i.e., the data products with adjustments
applied to certain parameters, see Sabine et al. (2005) for the GLODAP
data and Tanhua et al. (2010) for the CARINA data) were merged and
outlier ﬁltering was performed to prepare the dataset. The existence
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of depth, temperature and salinity data for each sample was required
and so, samples without these variables were removed. The absence
or bad data of nitrate and phosphate samples were recovered by using
the same multilinear regression presented here for alkalinity, once the
algorithm was ﬁne-tuned. Multiparametric spatial/WMP interpolation
techniques (Velo et al., 2010) with the World Ocean Atlas 2009
(WOA09) (Garcia et al., 2009) were used to recover silicate samples
where no data were available. The Results and discussion section (3.1)
provides details on these procedures.
Two very different techniques are being proposed here to infer
the AT values. Firstly, a customised 3D moving window MLR method
(hereinafter named 3DwMLR), ﬁne-tuned and focused for this purpose;
and secondly, a customised neural network, also parameterised and
ﬁne-tuned for this task. Both alternatives provide fundamentally differ-
ent approaches to the same problem and thus, a comparison of their
results was used as a validation tool for the analysis.
2. Methodology
2.1. The 3D moving window MLR (3DwMLR) estimation
The classical multilinear regression (MLR, or LM) scheme allows
modelling of the relationship between a response variable and some
predictors by using a linear equation combining these predictors.
The problem with using a classical MLR applied to the full CARINA
and GLODAP dataset is that not all AT natural variability can be
modelled this way and large errors may result. The AT relationship
with salinity and temperature could be assumed to be linear, but
only when data are restricted to speciﬁc conﬁned areas in basins
and mainly for surface waters (Lee et al., 2006; Millero et al., 1998).
The objective of this work is to enhance the results of the classical
MLR by combining the following techniques:
1. Use a 3D moving window to deﬁne a data box around the node for
which we are trying to calculate AT and to perform the regression
using only the data inside that box.
2. Use a robust regression algorithm instead of ordinary least squares
regression.
3. Include other parameters in the regression in addition to salinity
and temperature (Lee et al., 2006; Millero et al., 1998), which
have inﬂuence, directly or indirectly, on the natural variability of
AT; these can be silicate, nitrate, phosphate and oxygen.
2.1.1. 3D moving window
An algorithm was designed to extract a pool of data from a box
around each bottle sample. This box is referred to as the 3D moving
window as its central node changes for and is centred on each sample.
All samples of the merged GLODAP–CARINA dataset were used and all
of them have their speciﬁc data window in order to make the
MLR calculations. The width and depth of the data window were
chosen according to the previous procedures of Velo et al. (2010)
and multiple comparisons of different parameterisations were done
to improve the results.
Summarising them; variable-width and ﬁxed-width moving
windows have been tried, both with the requirement of a minimum
number of samples inside the window to perform the MLR. The
variable-width tests started with a radius of 2 latitudinal degrees
around the node, allowing the algorithm to increase the size degree
by degree until reaching 100 samples around the node. For depth, a
direct depth-dependent equation of height=150+0.15∗ [sample
depth] around the node was used, allowing the algorithm to grow
5% in depth for each degree of latitudinal increase. Fixed-width tests
used a wider area of 5, 10 or even 20 latitudinal degrees around the
node and the same equation for depth.
Variable-width parameterisation more closely mimics the nearby
sample values, but is affected more by the scarcity of data. However,
ﬁxed-width settings tend to smooth the natural variability or even
add noise if the window is too wide.
A mostly-ﬁxed moving window of 10° in latitude has proven to be
the most consistent parameterisation for AT calculations with the
CARINA–GLODAP merge for the Atlantic Ocean, compared with
observations. The term mostly-ﬁxed means that the algorithm was
allowed to increment the size of its moving window only when less
than 100 neighbouring samples were found in the box, which only
happened for 5324 of a total 222,136 estimated AT values (2.4% of
samples). The increments were made in steps of 1° in latitude and
5% in depth, up to a maximum window of 20° (+63% in depth). By
using this combination of settings, the AT dataset gets the most
consistent result among the presented options, allowing for the
recovery of large amounts of data.
2.1.2. Robust regression
A robust regression algorithm (Filzmoser et al., 2007; Hubert, 2008)
was used as the MLR technique. The robust regression combines an
ordinary regression algorithm with outlier detection by performing
iterations to re-weight predictors. This technique is also known as inter-
active reweighting least squares (IRLS) (Green, 1984). Re-weighting is
performed using a bi-square weighting function over residuals. Thus,
the inferred AT is more consistent compared with observations than
when an ordinary least-squares regression is used.
In ordinary least-squares (OLS) regression it is a critically
important task to keep input values under strict control, as the OLS
regression is very sensible to outliers. By using a robust regression
technique, the weighting function is able to detect most of these
outliers by reiterating and thus, discarding them or giving them a
minimum impact on the regression. A bi-square function with a
cut-off value of 4.685/residuals (Holland and Welsch, 1977) was
used for weighting in each iteration step. Weights decay quickly as
residuals deviate from zero and the points are discarded (weight 0)
when residuals exceed the cut-off value. The robust regression tech-
nique remains statistically robust with up to 50% of outliers present
Fig. 1. Venn diagram with carbon data availability before and after MLR calculations; the numbers within the different ﬁelds are the number of samples that have been assigned
with a value for each of the parameters pH, AT, CT, a combination of them, or no carbonate system data (lower left). Left panel: original data from the CARINA/GLODAP Atlantic
merge; right panel: after adding the additional data obtained in this study.
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in the dataset, whereas for the OLS regression, the presence of one
single outlier inﬂuences the result.
2.1.3. Selection of predictor parameters
As predictor parameters pressure, potential temperature (θ), salinity
(S), nitrate, phosphate, silicate and oxygen were used. The main objec-
tive of the addition of these parameters was to incorporate as much of
the natural variability as possible in order to get better predictions for
each regional AT regression. These parameters have been chosen as
they are related to alkalinity and their abundance is larger than the
carbon parameters in the dataset. The relationship between AT and
both S and θ is well-known (Lee et al., 2006; Millero et al., 1998). The
relationship of AT with nutrients (nitrate, phosphate, silicate) is related
to organic matter synthesis and re-mineralisation that adds or removes
these ions fromdissolution and thus, affects AT (Chen andMillero, 1979;
Chen and Pytkowicz, 1979). Furthermore, it can be considered that the
sum of the AT, phosphate and nitrogen species remains constant during
the re-mineralisation of organic matter (Brewer et al., 1975; Fraga and
Álvarez-Salgado, 2005). Oxygen also inﬂuences AT through its use
in organic synthesis and re-mineralisation processes. The pressure
relationship with AT can also be related to carbonate formation and its
dissolution at depth in the ocean. All these processes have been treated
extensively in the literature (Dickson, 2010; Millero, 2007; Zeebe and
Wolf-Gladrow, 2001).
The inﬂuence of these parameters on the AT regression has also
been analysed from a statistical point of view, to verify that the
parameter selection is adequate and that all parameters provide
information to the model. It should be noted that the ultimate
purpose of this work is the prediction of AT values with the most
realistic ﬁt, with less emphasis on the search for the relative signiﬁ-
cance of each predictor in AT. The existence of correlations and colin-
earity among a number of predictors is well known by the authors,
but from a prediction point of view, they should not be removed if
their presence improves the prediction. Moreover, we are using a
3D moving window and the colinearities may change from window
to window. In addition, the relative importance of the parameters
may vary for each window ﬁt resembling the oceanic variability.
Therefore, we do not discard a priori any parameter; the MLR of
each window will adapt the relative contribution for each parameter
to the local conditions of the 3D window.
To assess the overall colinearity among predictors, we have
performed two statistical analyses. First, variance inﬂation factors
(VIF) were calculated for a multilinear regression with the full dataset,
following the procedures of Juranek et al. (2009) and Kim et al.
(2010). The results are presented in Table 1, where each row shows
the statistics for each MLR model considering as predictors the param-
eter of that rowandbelow. TheVIF factor indicates colinearity for values
greater than 5–10 (Kutner et al., 2004) and very high colinearity
is found when nitrate and phosphate are used. It is well-known that
statistically, nitrate correlates highly with phosphate (Redﬁeld, 1934),
but it is also known that the N:P relationship has biogeochemical
sources of variability (Anderson and Sarmiento, 1994; Geider and La
Roche, 2002). Thus, as both presentedmodels make use of geographical
information, the inclusion of both phosphate and nitrate can improve
the predictions.
Second, Akaike Information Criterion (AIC) values were also calcu-
lated for a full model with all the indicated predictors and for MLR
models excluding the highest VIF values. In Table 1, the AIC is
presented as ΔAIC, i.e., the AIC for the MLR model of that row minus
the AIC for the MLR with all (7) predictors (ﬁrst table row). Lower
ΔAIC values indicate better signiﬁcance (Anderson and Burnham,
2002) of the model. R squared values have also been calculated for
each subset combination of predictors (Miller, 1984), indicating the
best ﬁt when all seven parameters are used.
Inside each 3D moving window, the distribution of predictor
values around the node value was tested for each parameter. If this
node value was statistically inside the data cloud, only samples with
more than three times the standard deviation (STD) from the node
value were discarded. Otherwise, if most of the cloud of samples
around this node was deviated, the entire predictor was discarded
for the MLR in that node, in order to avoid extrapolation biases
in the predicted AT. The algorithm was designed with freedom to
remove up to two parameters, giving no predicted AT if more than
two parameters had to be discarded.
The relationship between the estimated AT and the predictors
has been assumed linear within each 3D window, i.e., the ranges of
variation of AT and predictors in the windows are small enough to
allow linear approximations. However, the method to select predictors
inside the 3D windows assures that the predictor node values, those
used to calculate the interpolated AT, are inside the ranges of the
predictors in the 3D window.
2.2. Neural network estimation
For comparison with the previous algorithm, a neural network
was constructed and tested to predict AT in the same area and with
the same predictors, plus the geographical information. Two main
steps were needed: 1) design, conﬁgure and implement an adequate
network model and 2) tune the model parameters to optimise perfor-
mance and results, i.e., what commonly is referred to as training. An
overview of these procedures can be found in Sarle (1997).
2.2.1. Design
A feed-forward multilayer network with a hidden log-sigmoidal
layer and a linear output was designed and conﬁgured (Gardner
and Dorling, 1998). The advantage of such architecture is that the
log-sigmoidal layer can learn the non-linear relationships between
predictors and results, whereas the ﬁnal linear output layer deals
with linear variability (Bishop, 1995; Hagan et al., 1996). Each node
in a neural network applies a transfer function from its inputs to its
outputs by weights tuned in the training step. A schematic diagram
is shown in Fig. 2. The combination and superposition of results
from all simple nodes and layers is the key for modelling very
complex non-linear problems (Gardner and Dorling, 1998).
Latitude, longitude (in−180° to 180° scale) and depth were used
as predictor parameters to inform the network about the sample
position, while θ, S, phosphate, nitrate, silicate and oxygen informed
about the seawater properties. Apart from sample position, this
choice matches the parameters chosen for the 3DwMLR estimation.
There is no direct way to establish the optimal number of nodes in
the hidden layer (Sarle, 1997); the typical evaluation procedure is
to try different network sizes and evaluate their conﬁdence with
observations. Network models with a range from 2^1 to 2^9 hidden
neurons (units) were tested. A network size of 64 hidden units
proved to be the best compromise between underestimation and
overﬁtting and thus, was deemed to be the optimal network size.
Table 1
Statistical test on colinearity and relevance of predictors.
Parameter VIF(7) VIF(6) VIF(5) VIF(4) No. par. used ΔAIC R2
Nitrate 117.15 7 0.0 0.930
Phosphate 116.26 17.18 6 1539.1 0.929
Theta 14.41 10.88 5.54 5 9883.7 0.923
Oxygen 5.76 4.97 1.29 1.19 4 13249.6 0.921
Salinity 5.31 4.97 3.57 1.46 3 15282.8 0.919
Silicate 3.67 3.50 1.77 1.59 2 273075.5 0.039
Pressure 1.93 1.86 1.75 1.32 1 276923.6 0.002
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The results for a number of different training techniques are
presented in Fig. 3.
2.2.2. Tuning
Artiﬁcial feed forward neural networks need training and they are
commonly trained by back-propagation techniques (Hagan et al.,
1996; Sarle, 1997). These techniques feed the network iteratively
and in batch-mode with values of the training dataset and
back-propagate the errors (deltas) of the results through the weights
determined in the network. There are many training techniques in
the literature, which differ on how the weights are modiﬁed by the
back-propagation. Some of these training techniques were analysed
and tested to tune the design of the network. Fig. 3 shows the STD
of the differences between the predicted AT and the observations,
plotted for the proposed different training techniques and against
increasing network sizes (number of neurons in the hidden layer).
As can be seen, the performance of techniques such as Resilient
Backpropagation (trainRP), Scaled Conjugate Gradient (trainSCG) or
Bayesian Regularisation (trainBR) quickly degrades as the size of the
hidden layer exceeds a number of neurons (Hagan et al., 1996). The
best training technique, according to observations, has proven to be
the Levenberg–Marquardt (trainLM) method (Hagan and Menhaj,
1994), using a network size of 64 neurons in the hidden layer. Larger
network sizes have revealed a tendency to overﬁt (Bishop, 1995;
Hagan et al., 1996).
One of the main problems with neural networks is overﬁt. Neural
networks are very powerful and by increasing the number of neurons
in a non-linear layer, they can eventually model perfectly (producing
null residuals). Therefore, care must be taken not to overﬁt the
network or the model will also incorporate the measurement errors.
This can be detected by testing or validating the network with data
not used in the learning steps of the training process.
To train a neural network, some data are needed to validate the
improvement in each learning iteration and other data for testing the
results. Thus, the dataset has to be partitioned. The most consistent
scheme consisted of using an arbitrary selection of data for the parti-
tions and re-doing the arbitrary partitioning in each iteration. 80% of
the dataset was used for learning procedures, 15% for validation and
5% for testing. However, by design, the Bayesian regularisation training
technique always uses the whole dataset for learning.
Mean squared error was chosen as the convergence statistic in each
iteration for all training methods, except Bayesian regularisation, that
used the sum of squared errors. These analyses are designed to maxi-
mise the ﬁt between learning and validation partitions by iteratively
tuning the weights.
Fig. 2. Schematic diagram of the feed-forward neural network designed for AT prediction. Nodes with Id=1–64 represent the ﬁrst log-sigmoidal hidden layer (logsig) and node
with Id=65 represents the pure linear layer (purelin). Nodes 3–63 are represented by dots in the middle box. Values wi1–9 and w1–64 together with their bias are the weights
established thorough training and that makes the network useful to predict.
Fig. 3. Comparison of some different neural network training techniques and MLR with
the measured data.
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As the convergence approaches a minimum, the learning process
stops and the neural network saves the weighting data information
for use in predicting AT from inputs (Fig. 2).
3. Results and discussion
3.1. Initial quality control of input data
As a starting point, the GLODAP and CARINA databases were
merged, providing a total of 282,853 samples available for the Atlantic
basin. From these, only 84,734 initially had AT values (29.96%).
An initial check resulted in 18,063 samples being discarded as they
lacked pressure or depth, θ or S data. Additionally, 32,910 samples
without oxygen data were removed.
Measurements of nutrient parameters were missing for a large
number of samples. In order to recover some of these data points
we used the World Ocean Atlas (WOA09) dataset as follows:
Silicate: From 14,085 samples without silicate, 4661 new values
were incorporated using a combined Spatial/WMP interpolation
(Velo et al., 2010) applied to the WOA09 gridded climatology. The
climatology of silicate was interpolated to cruise sample nodes and
θ, S, latitude, longitude and depth were used for the parametric
distances in the interpolation algorithm. The remaining 9424
samples without silicate were removed from the dataset.
Nitrate and phosphate: 3DwMLR technique was used to obtain
nitrate or phosphate in samples where their counterpart phos-
phate or nitrate was available. For these MLR, the respective avail-
able phosphate or nitrate parameter was used as the predictor
parameter and also oxygen, θ, S and distances were incorporated
as input in the MLR. For samples without these nutrients, a
3DwMLR with only oxygen, θ, S and distances was used. As a
result, 6780 samples without nitrate and 15,220 samples without
phosphate were ﬁlled and no data without nitrate or phosphate
were left in the database.
Some further quality control was performed for the nitrate and
phosphate dataset of measurements. The 3DwMLRs indicated above,
were also applied to samples with measured data in order to compare
predicted with measured data for these parameters. The difference
between the measured data with the two MLR was taken as quality
criterion for keeping or replacing the measured value. This check
yielded 6268 nitrate samples and 4146 phosphate samples replaced
by 3DwMLR values.
As a ﬁnal quality control of input data, station proﬁles were
manually supervised to identify outliers and were removed from
the dataset for the AT calculations. Because of this control, 4425
sample values were removed.
3.2. Alkalinity estimation
After the initial checks and quality control, the dataset was reduced
to 222,138 samples useful for calculations, with 76,553 samples having
observations of AT. Then, both the 3DwMLR and the neural network
algorithm were used as stated in the Methodology section to predict
AT for the full dataset. Both algorithms were able to generate 222,136
estimated values of AT, i.e., for all but two single samples.
3.3. Quality control for observed AT data
The estimated AT data was used to perform a quality control of
the observations, comparing them with the values predicted by the
algorithm. The STD of the difference between AT observations and
the predicted AT by both methods was used as quality control criteri-
on for the observations. The magnitude of this STD is a very good
reference for the overall performance of the algorithms to predict
the AT data. An STD value of 5.4 μmol kg−1 was obtained for the
3DwMLR method and a value of 5.2 μmol kg−1 for the chosen neural
network trained with the Levenberg–Marquardt method and a
hidden layer of 64 units. This indicates good agreement between
observations and predicted values. The value is slightly lower than the
minimum adjustment applied to the CARINA dataset (6 μmol/kg) for
the secondary quality control (QC2) procedures (Tanhua et al., 2010).
A boundary of 2×STD (i.e., 10.8 μmol kg−1 for 3DwMLR and
10.4 μmol kg−1 for the neural network) has been set as the conﬁdence
interval of observations to keep. This way 3462 and 3526 AT observa-
tions (i.e., 4.5% and 4.6%), respectively fall outside this 2×STD limit
and could then be ﬂagged as questionable or alternatively, replaced by
their 3DwMLR or neural network values.
3.4. Data results
A comparison of the data results of both methods has been graphi-
cally summarised in Figs. 4 and 5. The ﬁrst column of both ﬁgures
displays the difference between AT obtained by neural network against
the 3DwMLR technique. In this column, the full set of 222,136 predicted
AT values is compared. The scale is ±15 μmol kg−1 and vertical dashed
grey lines are placed at−12,−6, 0, 6 and 12 to allow an easy compar-
ison with the ±6 boundary of minimum adjustment established in
CARINA. For each box in the boxplots, the height is proportional to the
quantity of samples available between the boxes' boundaries. Boxes
have black lines but theywere ﬁlled in red colour in order to emphasise
the intervals of the plotted parameters (presented in left axis) where
most of the data were located. The red colour ﬁlling is not even percep-
tible for intervals with less data.
3.4.1. Intercomparison between 3DwMLR and neural network
The top-left histogram of Fig. 4 indicates a good level of agreement
between both estimation techniques, giving a standard deviation of
2.36 μmol·kg−1 for the residuals and a mean of 0.074 μmol·kg−1.
Thus, 95% of the residuals fall between ±4.7 μmol·kg−1 of AT.
By analysing the box plots against some other parameters in
the ﬁrst column (Figs. 4 and 5), a good agreement can also be seen.
Especially remarkable is the agreement in the estimations of both
methods for the same cruises (Cruise ID subplot), indicating that
both approaches give similar mean results for each cruise, even
when both methods have some disagreements with the measured
data, as can be seen in the second and third columns of the CruiseID
subplot in Fig. 4. This can be interpreted as an indication of data
bias for these cruises. Conversely, poor agreement can be identiﬁed
as pertaining to samples with low salinity and high oxygen, corre-
sponding to surface samples (shallower than about 200 m) close to
coastal areas affected by continental inputs, i.e., in the Labrador
Current and Southern Ocean (Fig. 5). Variability in the short time
scale is high due to water mixing (Rintoul, 2011; Wootton et al.,
2008), such that large residuals are expected for prediction methods.
3.4.2. Comparison of both methods against measured data
The second (the 3DwMLR method) and third (the neural network
method) columns of both Figs. 4 and 5 compare estimated AT vs.
observations. Along these columns, only the subset of 76,553 samples
with AT observations can be compared.
After analysing both ﬁgures, a good overall agreement between
observations and estimated AT can be stated for both techniques,
with some minor variations between them. The neural network tech-
nique seems to behave slightly more consistently with geographical
parameters, as can be seen in subplots against depth and even with
longitude.
Subplots against Cruise Year in Fig. 4 show a slightly reduced
scatter for more recent cruises, which is to be expected due to
the improvement of analytical techniques and instrumentation. An
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abrupt step near 1992 was expected to be seen in these yearly
subplots, due to the progressive introduction of CRM in successive
years, but it is not appreciable. This is probably due to the use of the
GLODAP and CARINA data products that are already adjusted in
order to minimise offsets between cruises (Sabine et al., 2005;
Tanhua et al., 2009).
As previously indicated, a signiﬁcant bias against measured AT
data can be stated for some cruises when analysing Cruise ID
subplots. Even when the agreement between both estimation tech-
niques themselves is very good for these cruises, it is poor when the
comparison is made against the observations of AT. Cruises with a
mean bias greater than ±6 μmol·kg−1 are listed in Table 2. All of
them correspond to cruises with none or too few deep samples
(>1500 m) to qualify for secondary quality control and to be adjust-
ed in the CARINA Product (Tanhua et al., 2009, 2010; Velo et al.,
2010). As a result of this work, we propose adjusting these ﬁve cruises
to compensate the bias indicated in Table 2.
By visual inspection of the residuals against seawater properties
(Fig. 5) similar patterns are observed for both techniques. The neural
network technique seemed to behave more consistently for most
parameters, but these differences are not signiﬁcant.
The highest scatter in Fig. 5 corresponds to low salinity samples
for all three columns. Conversely, high oxygen samples show good
agreement against observations for both techniques, even though
poor agreement between the two estimation methods is indicated
in the ﬁrst column.
4. Conclusions
From an initial dataset with 72,796 samples useful for carbon
calculations, i.e., with at least two carbon parameters measured, the
algorithms presented here allowed for the extension of the dataset
up to 104,043 useful samples. This implies a 42.9% increase in the
abundance of carbonate system parameters in the dataset.
Moreover, both proposed methods of estimating alkalinity in the
ocean give acceptable results, as the average error in the prediction is
lower than 5 μmol·kg−1, which can be considered an acceptable uncer-
tainty for alkalinitymeasurements. Nevertheless, the two approaches to
solve the problem are very different and take advantage of different
considerations.
Considering only the performance of the two methods used here,
measured on how well they can model the natural variability of the
Fig. 4. Histograms and box plots of AT differences between, from left to right: neural network minus 3DwMLR, 3DwMLR minus observations and neural network minus observa-
tions. From top to bottom, ﬁrst row is histograms of data density, and box-whisker diagrams of the AT difference against the parameter are indicated on the left: latitude, longitude,
depth, year of cruise, and a numerical identiﬁer for each cruise.
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estimated parameter, the neural network performs better, because it
is the best at predicting the natural variability (Fig. 3). The results
shown in Fig. 3 indicate clearly that the proposed neural network
with 64 neurons in the hidden layer and Levenberg–Marquadt tuning
(Hagan and Menhaj, 1994) achieves better overall estimations than
the 3DwMLR method.
Considering the scalability of the methodology used to obtain the
results, the 3DwMLR is the best option, because it delivers a good
agreement with the measured data and this methodology can be
easily tuned if some misﬁt is found in some areas. In the 3DwMLR,
all the steps performed for estimating every single sample can be
debugged and improved. The neural network represents the very
opposite approach. It is true that a tuned network can be retrained,
but the weights and the way they are obtained are not transparent,
to the point that the combination of the network with its tuning can
be considered as a black box that works with the given dataset.
The advantage of using both techniques simultaneously for this
purpose is that their results can be easily compared against each
other and thus, their performance and agreement assessed.
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From top to bottom, the parameter being compared against the AT residuals (indicated on the left): θ, salinity, nitrate, phosphate, silicate and oxygen.
Table 2
Mean biases between 3DwMLR and neural technique against observed AT data. Units
for biases and adjusts are μmol·kg−1. Only values with mean bias greater than ±
6 μmol·kg−1 are shown.
Carina ID Expocode 3DwMLR bias Neural net. bias Proposed adjust
9 06MT19920509 −7.8±9.0 −7.6±8.6 −7.7
28 06MT20021013 −7.2±19.8 −3.8±15.8 Flag bad
51 29CS19771007 7.6±3.9 6.0±2.6 6.8
57 29GD19860904 −6.9±4.0 −5.1±4.5 −6.0
158 67SL19881117 −19.0±4.8 −14.1±6.0 −16.6
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The western basin of the South Atlantic from 10°N to 55°S and from the coast to the Mid-Atlantic Ridge is a
region with large uncertainties as to the storage of anthropogenic CO2 (Cant). Our analysis of data of the last
three decades provides a Cant storage rate of 0.92±0.13 mol m−2 y−1, i.e., 13%–35% higher than previous
estimates in this area. The low but signiﬁcant Cant concentrations ([Cant]) in the large volume of relatively
well ventilated Antarctic Bottom Water (AABW) may well be the underlying cause of this higher storage
rate. In fact, the signiﬁcant contribution in terms of Cant of this ventilated AABW that enters the western
South Atlantic Ocean was calculated to be 0.055±0.02 Pg C y−1 or 0.20 mol m−2 y−1. Instead of being
based on the annual trend, the Cant speciﬁc inventory (in mol m−2) evolution is more consistently computed
as a function of the atmospheric xCO2 perturbation in ppm, (0.64 mol m−2 ppm−1). This methodology al-
lows improved projections of Cant storage rates over long periods.
Published by Elsevier B.V.
1. Introduction
The Atlantic Ocean stores 38% of the oceanic anthropogenic CO2
(Cant) although it only represents 29% of the global ocean surface
area (Sabine et al., 2004). The most ventilated waters are located
above the isopycnal of σθ 27.2 kg m−3, which approximately corre-
sponds to the 5 °C isotherm that separates the large volume of low-
Cant cold waters (86% of the Atlantic Ocean volume) from high-Cant
warmer upperwaters (Vázquez-Rodríguez et al., 2009b). The formation
of deep waters in the North Atlantic (North Atlantic Deep Water,
NADW) and in the Southern Ocean (Antarctic Bottom Water, AABW)
enhances signiﬁcantly the Cant storage (Lo Monaco et al., 2005;
McNeil et al., 2007; Pérez et al., 2008, 2010; Steinfeldt et al., 2009).
The Atlantic sector of the SouthernOcean containsmoderate concentra-
tions of Cant ([Cant]) in deep waters, i.e., around 10 μmol kg−1, yet its
massive volume turns it into one of the largest carbon reservoirs of
the Atlantic basin (Lo Monaco et al., 2005; Vázquez-Rodríguez et al.,
2009b). This same signiﬁcant contribution of Cant (~10 μmol kg−1)
was found below 4000 m between 30°S and 50°S by Ríos et al. (2010)
for the year 1994, while previous estimates for that region showed
zero and negative values beneath this depth (Lee et al., 2003; Sabine
et al., 2004). The importance of the northwards penetration of the ven-
tilated AABW into the Atlantic basin pointed out by Schlitzer (2007),
suggests that a considerable amount of Cant is being transportedwithin
it. McNeil et al. (2007) found considerable uptake of Cant related to the
formation of AABW (0.4±0.25 PgC y−1).
We provide an improved estimate of the Cant storage of thewestern
basin of the South Atlantic which in this study runs from 10°N to 55°S
and from the coast to the Mid-Atlantic Ridge (about 15°W) (Fig. 1).
This region is characterized by important and complex dynamics
which involve several circulation cells in upper and intermediate levels;
these connect with the western boundary layer and several recircula-
tion features and eastwards escape to the ocean interior in deep and
bottom layers (Mémery et al., 2000). There are some few estimates of
CO2 storage rates in this region (Sabine and Tanhua, 2010). Cant storage
along 30°S (0.6±0.1 mol m−2 y−1) was estimated by Murata et al.
(2008) for the period 1993–2003. Other estimates in the Atlantic
Ocean can be found in the recent studies of Peng and Wanninkhof
(2010), who estimated Cant storage rates of 0.53 and 0.36 mol m−2
y−1 between 15°N and 15°S and 0.83 and 0.35 mol m−2 y−1 south of
15°S, respectively, and that ofWanninkhof et al. (2010), who calculated
Cant storage rates of 0.20 mol m−2 y−1 between 15°N and 15°S and
0.76 mol m−2 y−1 south of 15°S.
Since one of the challenges of the carbon community is to obtain
reliable regional Cant storages with low uncertainties using repeated
sections and high-quality databases, an updated estimation of the
Cant storage rate in the western South Atlantic basin is presented
here using data from GLODAP (http://cdiac.ornl.gov/oceans/glodap/)
and CARINA (http://cdiac.ornl.gov/oceans/CARINA/) databases cover-
ing the period from 1972 to 2005. The contribution of deep and bottom
waters in the Cant inventory is furthermore scrutinized. The improve-
ment of carbon measurements in quality and quantity allows
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reevaluating the role of the deep water masses, especially the AABW, in
the storage rates of Cant showing that their contribution could reach
22% of the total storage rate in the studied zone.
2. Dataset
A total of twenty cruises belonging to the GLODAP and CARINA da-
tabases (Hoppema et al., 2009; Key et al., 2010; Tanhua et al., 2009,
Tanhua et al., 2010a, 2010b) with high-quality carbon system mea-
surements were selected to study the temporal evolution of the
Cant storage in the western South Atlantic basin. Only data from
100 m depth to the bottom were considered in order to avoid the
high variability of near-surface measurements. The combined dataset
covers 33-years (1972–2005). The cruises were grouped in 6 nominal
or reference years (Table 1) to improve the spatial coverage by year.
In the earliest cruises total Alkalinity (AT) and total inorganic Carbon
(CT) were potentiometrically determined without Certiﬁed Reference
Materials being available to check the consistency of the data. Correc-
tions for TTO-TAS legs 1 and 2 (cruise 46, 1982–3), and SAVE legs 1
and 2 (cruise 48, 1987–8) were taken from Gruber et al. (1996). The
AT offset of −8 μmol kg−1 in cruise 24 (Section A17, 1993) reported
in Ríos et al. (2005) has been also applied. An additional quality con-
trol was applied in order to check the AT and CT values of the GEOSECS
dataset. Carbon measurements in GEOSECS were conducted using the
classic potentiometric curves and ﬁtting the pH electrode response to
the HCl additions. Most of the uncertainties in these old techniques
are due to the precision in the exact volume of sample enclosed in
the measuring system. Taking into account that AT is a steady-state
variable that can be very well ﬁtted as a function of salinity and sili-
cate with low uncertainties, we have followed some of the quality
control procedures used in GLODAP and CARINA. Using the complete
GLODAP and CARINA databases, an expected value for each AT mea-
sured was computed. The anomalies between measured and estimated
(through Multivariate Linear Regression, MLR) values have a standard
deviation (STD) of ±6 μmol kg−1, which happens to be the same STD
as used as lower boundary to ﬂag measured cruise data in the quality
control of GLODAP and CARINA. About 25% of GEOSECS measurements,
showing deviations higher than 12 μmol kg−1 (2 STD), were discarded.
3. Results
The main water masses found in the western South Atlantic basin
were identiﬁed by Mémery et al. (2000) and Ríos et al. (2010) on the
basis of their hydrographic properties, ventilation and tracers (CFCs).
Shown are the salinity (Fig. 2a) and CFC distributions (Fig. 2b) includ-
ing the isopycnal surfaces which separate the main water masses
found in the region. In order to evaluate the variation of [Cant] in-
crease rates and Cant storage rates, the water column was divided
into six layers by potential density (σθ) intervals following Mémery
et al. (2000) and according to the spreading of the different water
masses (Table 2). From 100 m depth to σθb26.5 kg m−3 the South
Atlantic Central Water (SACW) spreads in the subsurface layer of
the subtropical waters constituting the SACW layer. Below that,
with 26.5bσθb27.1 kg m−3, the Sub Antarctic Mode Water (SAMW)
is found in the subpolar region. The Antarctic Intermediate Water
(AAIW) spreads in the density range of 27.1bσθb27.4 kg m−3. In
the density range delimited by σθ >27.4 kg m−3 and
σ3b41.47 kg m−3 the upper North Atlantic Deep Water (uNADW)
and the upper Circumpolar Deep Water (uCDW) can be found mainly
in the north and south of the region, respectively. Both lower North
Atlantic Deep Water (lNADW) and lower Circumpolar Deep Water
(lCDW) constitute the lNADW-lCDW layer and spread in the density
range of σ3>41.47 and σ4b45.90 kg m−3. Finally, the AABW can be
found throughout σ4>45.90 kg m−3.
Estimates of [Cant] were obtained by applying the φCT0 method
(Vázquez-Rodríguez et al., 2009a, 2009b) whose uncertainty is±
5.2 μmol kg−1, and the results are shown in Fig. 2c. This method is
based on the ΔC* principles (Gruber et al., 1996) with some improve-
ments. In the φCT° method the subsurface layer is used as the refer-
ence to compute the AT and air–sea CO2 disequilibrium since this
layer is able to preserve the conditions of water mass formation at
an annual scale. Furthermore and importantly, these two terms, dif-
ferent to all other back-calculation methods, are assumed to be in
Fig. 1. Map of the western South Atlantic Ocean showing the tracks of the twenty
cruises used in this study grouped in 6 reference years that are marked on the map
with different symbols. Section WOCE A17 is marked with a white background.
Table 1
Western South Atlantic cruises (see also Fig. 1) used in this study. Cruises were
grouped in six reference years.
Reference
year
Cruise
year
Cruise
code
Carina expo code/
GLODAP CODE
WOCEsection or
original name
1972 1972 43 GEOSECS_1- GEOSECS
1983 1982–3 46 TTOTAS_1-3 TTO-TAS
1988 1987–8 48 318MSAVE_1-5 SAVE
318MHYDROS
1993 1991 13 06MT15_3 A09
1993 1991 22 OACES91_1-2 A16S
1993 1993 14 06MT22_5 A10
1993 1993 23 OACES93 A16N
1993 1994 12 06MT19941012
1993 1994 21 316N142_ A15
1993 1994 24 3230CITHER2_1-2 A17
1993 1995 95 35LU19950909
1997 1996 84 33LK19960415
1997 1997 25 316N151_3 A20
1997 1999 106 35TH19990712
2003 2001 61 29HE20010305 FICARAM
2003 2002 62 29HE20020304 FICARAM
2003 2003 68 316N20030922
2003 2003 86 33RO20030604
2003 2003 113 49NZ20031106 Beagle
2003 2005 87 33RO20050111
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non-steady-state since the pre-industrial era (see Appendix A for
more details of the method). The highest [Cant] is found in shallow
waters (σθb27.4, Fig. 2c) since Cant is introduced into the ocean
when the water masses are in contact with the atmosphere. Down
to intermediate layers of the water column, [Cant] reduces progres-
sively and so does the level of ventilation (Fig. 2b and c). However,
in deep and bottom waters, signiﬁcant values of [Cant] occur with a
maximum at the bottom accompanied by a slight increase in the
level of ventilation compared to that of intermediate layers (Fig. 2b
and c).
The Cant speciﬁc inventory (InvCCant), in mol m−2, was calculated
for the study region following the methodology of Pérez et al.
(2010), and is deﬁned as:
InvCantC ¼
X6
l¼1
ρl;c‘pt:C
l;c
ant
:Thl;c
whereCl;cant stands for the [Cant] average for the set of cruises “c” in the
layer “l” of the water column (in μmol kg−1), ρ is the seawater densi-
ty (in kg m−3) which was taken from theWOA09 climatology (2009)
and Thl, c is the thickness of the layer “l” of the water column (in me-
ters, see Table 2).
The spatial coverage of measurements during each reference year
(Table 1, Fig. 1) is variable and, therefore the properties of the water
masses in terms of tracers can cause signiﬁcant differences between
the observed average layer properties in each reference year. Such
differences are likely to introduce potential spatial biases in the
InvCantC estimates that must be corrected. In order to apply this correc-
tion, [Cant] was estimated in each layer through a MLR analysis with
salinity, potential temperature, AOU (Apparent Oxygen Utilization),
nutrients, and year as independent variables (Pérez et al., 2010).
Each one of the coefﬁcients of the MLR were multiplied by the differ-
ence between the averaged value of these variables in each layer (all
Fig. 2. Vertical sections of salinity, CFC12 (pmol kg−1) and Cant (μmol kg−1) along theWOCE A17 line in 1994 (see Fig. 1). The selected isopycnals (potential density “σ”, in kg m−3)
used to separate and follow the Cant evolution of the main water masses are also depicted. Water mass acronyms: SACW=Sub Atlantic Central Water, SAMW=Sub Antarctic Mode
Water, AAIW=Antarctic Intermediate Water, NADW=North Atlantic Deep Water, CDW=Circumpolar Deep Water, AABW=Antarctic Bottom Water. The lowercase ﬁrst letter
“u” and “l” denotes the “upper” and “lower” varieties in some water masses.
Table 2
Potential density intervals (σ) for the six layers where the main water masses of the
region spread. Layer thickness in meters±the standard deviation. Nominal depths of
the isopycnals in parentheses.
Layers Layer thickness (m) Potential density intervals (kg m−3)
SACW 168±32 100 m to σθb26.5 (300 m)
SAMW 306±25 26.5bσθb27.1 (600 m)
AAIW 412±14 27.1bσθb27.4 (1100 m)
uNADW-uCDW 1594±68 σθ>27.4 and σ3b41.47 (3000 m)
lNADW-lCDW 532±166 σ3>41.47 and σ4b45.90 (4000 m)
AABW 902±311 σ4>45.90 (down to bottom)
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data obtained from WOA09 database) and the averaged values of the
variables considering only those points in theWOA09 coinciding with
the positions of the cruises. Accordingly, the Cl;cant computed initially
was corrected by adding a new term ΔCl;cant . The range of ΔC
l;c
ant varied
between −1 and +1.2 μmol kg−1.
The temporal evolution of [Cant] averages (Cl;cant) in each of the six
layers for the period 1972 – 2003 is plotted in Fig. 3a together with
the temporal evolution of the InvCantC for the western South Atlantic
basin. The error bars represent ±2σ/N0.5 (where σ is the standard de-
viation and N the number of used data). The uncertainty is relatively
low because we have gathered a large number of quality controlled
data (CARINA and GLODAP). The [Cant] averages decreased with
depth except for the AABW layer, where higher [Cant] average values
than those in the lNADW–lCDW and uNADW–uCDW layers were
found. From the temporal evolution of [Cant] averages the different
[Cant] increase rates are obtained in each layer. The upper SACW layer
shows a [Cant] rate of increase of 0.90±0.04 μmol kg−1 y−1 following
atmospheric CO2 evolution at a level very close to the CO2 saturation
(~90%). In the SAMW layer, the [Cant] increase rate (0.53±
0.02 μmol kg−1 y−1) is lower than that obtained in the upper layer. Re-
garding the AAIW layer, the [Cant] increase rate (0.36±0.02 μmol kg−1
y−1) is about 50% lower than that in the SAMW layer. From these inter-
mediate layers down a sharp decrease of the [Cant] increase rates is
found. However, in the AABW layer the [Cant] increase rate found
(0.15±0.04 μmol kg−1 y−1) is higher than that of the lNADW–lCDW
layer and of the same order of that in the uNADW–uCDW layer.
The InvCantC showed an increase over 1972–2003 with a storage of
0.92±0.13 mol m−2 y−1. In order to estimate the Cant inventory in
the western South Atlantic basin, the area from 10°N to 55°S was
taken to be 22.64·1012 m2. The Cant inventory was 14±0.8 Pg C
for the year 1994 and 16.5±0.8 Pg C for the year 2004 which corre-
sponds to an average Cant storage of 0.250±0.035 Pg C y−1.
Usually, [Cant] increase rates and Cant storage rates are obtained
by linear regression of [Cant] and Cant speciﬁc inventories, respec-
tively, versus year assuming a linear relationship (Murata et al.,
2008; Peng and Wanninkhof, 2010; Pérez et al., 2008, 2010; Ríos et
al., 2001; Wanninkhof et al., 2010). This is quite convenient for rela-
tively short periods of time since it permits to detect changes in
[Cant] beyond their uncertainties. To detect changes in deep waters
with low [Cant], long periods of time should be considered because
of the small signal of [Cant]. However, during long periods, the rate
of increase of the atmospheric CO2 is signiﬁcantly accelerating and
thus, the [Cant] of the water masses equilibrated totally or partially
should follow an exponential rate of increase (Steinfeldt et al., 2009;
Tanhua et al., 2007). Therefore, maintaining a linear adjustment
would result in biased estimated [Cant] increase rates and Cant stor-
age rates.
On the other hand, adjusting the variables to an exponential curve
would result in unreliable values. A way to improve Cant storage rate
and [Cant] increase rate estimations is to ﬁt [Cant] of the water
masses and the Cant speciﬁc inventories to a linear relationship
with the excess of atmospheric xCO2 above the pre-industrial value
of 280 μmol mol−1 (∆xCO2) (Fig. 3b). Here we assume the ocean cir-
culation to be in steady state and that a conservative tracer, with ex-
ponentially increasing concentration in the surface, reaches a
‘transient steady state after a time signiﬁcantly longer than the sur-
face growth timescale, as Gammon et al. (1982) demonstrated for a
one-dimensional system with no lateral advection but only diffusion
and vertical advection. Tanhua et al. (2006) found that Cant is in
“transient steady state” even though the Cant is supplied by lateral
advection of recently ventilated waters. Therefore, the Cant concen-
tration increases proportionally over time through the whole water
column which is directly related to its time-dependent surface con-
centration. The asset of this ﬁt is based on the non-existence of an in-
tercept, reducing the degrees of freedom. In fact, all the layers have
zero intercept except for the SAMW layer. These modiﬁed ﬁts have
more signiﬁcant statistical parameters and reduce the slope uncer-
tainties. Since [Cant] in surface waters, assuming CO2-saturation, fol-
lows an e-folding time function with a rate of increase of 1.69% y−1
(Steinfeldt et al., 2009; Tanhua et al., 2007), ∆xCO2 increases in the
same way and the Cant inventory can be computed as 0.0169 times
the Cant storage. Thus with this increase rate (1.69% y−1) and the
Cant storage rate (0.64±0.13 mol m−2 ppm−1), a Cant storage rate
based on ∆xCO2 of 10.8±2.2 mmol m−2 y−1 ppm−1 is obtained,
which corresponds to 0.53±0.11 mol m−2 y−1 (0.144±0.030 Pg-C
y−1) and 1.05±0.21 mol m−2 y−1 (0.285±0.057 Pg-C y−1) for the
years 1972 and 2003, respectively (note that ∆xCO2 values for 1972
and 2003 are 31.33 and 62.28 μmol mol−1, respectively). The Cant
storage rates in mol m−2 y−1 calculated for each year are also repre-
sented in Fig. 3. These Cant storage rates are multiplied by 1.69% y−1
so the equivalence with the Cant speciﬁc inventories is more clearly
shown. Both trends are in good agreement, showing the Cant speciﬁc
inventories calculated by year from ΔxCO2 slightly lower values in
1972 and higher in 2003 than the Cant speciﬁc inventories previously
estimated for each nominal year. Importantly, the improvement in
the estimation of the [Cant] increase rates through this method with
Fig. 3. Evolution of [Cant] averages in μmol kg−1 (dots) and Cant speciﬁc inventories in mol C m−2 (squares) versus year (a) and versus the excess of atmospheric xCO2 (ΔxCO2)
(b), in each layer of water mass (legend in plot b). The error bars represent ±2σ/N0.5 (where σ is the standard deviation and N the number of used data). The [Cant] rates of increase
(continuous line) in μmol kg−1 y−1 (a) and μmol kg−1 ppm−1 (b), and the Cant storage rates (dashed line) in mol m−2 y−1 (a) and in mol m−2 ppm−1 (b) are given in Table 3.
The Cant storage rates inmol m−2 y−1 (thin line) was calculated from the Cant storage rate (0.64 mol m−2 ppm−1) at each year according to theΔxCO2, and representedmultiplied by
0.0169 (right axis).
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respect to the linear temporal trends is very signiﬁcant in deep and
bottom layers, which altogether account for approximately 45% of
the Cant inventories in the water column.
4. Discussion
As Wanninkhof et al. (2010) pointed out, decadal changes in deep
water aremore subtle than in subsurface and intermediatewaters. Never-
theless, in terms of Cant inventories, the detection of changes at depths
below 2000 m are of relevance by virtue of the large volume of water in-
volved (Garzoli et al., 2010); indeed, in the Atlantic Ocean, cold waters
(b5 °C, i.e., below ~900 m) represent 86% of its total volume (Vázquez-
Rodríguez et al., 2009b). Although the penetration of Cant below
2000 m was suggested to be small in some reconstructions of Cant in
theAtlantic (Gruber, 1998; Lee et al., 2003; Sabine et al., 2004), it is notice-
able at southern latitudes (Lo Monaco et al., 2005; Ríos et al., 2010;
Vázquez-Rodríguez et al., 2009b) This increasing tendencyof Cant speciﬁc
inventories south of 30°S is due to the use of newmethods of Cant estima-
tion instead of the ΔC* method. The ΔC* method showed zero and even
negative Cant concentrations beneath 4000 m (Lee et al., 2003; Sabine
et al., 2004). These relatively high Cant concentrations in the southern At-
lantic deep waters are due to the penetration of the ventilated AABW
from the Southern Ocean (Schlitzer, 2007). This can also be seen in the
distribution of CFC-12 along the A17 section (Fig. 2b). Therefore, bottom
waters should not be neglected in computing the Cant inventory.
The Cant inventory of 14±0.8 Pg C here computed (referred to
1994) is very similar to that obtained by Waugh et al. (2006) (14.1
Pg C for the west South Atlantic) using the Transit Time Distribution
(TTD) method that commonly uses CFC-11 or CFC-12 concentrations
as proxies of the anthropogenic CO2 signal, though the TTD estimate
could be biased due to the assumption of constant disequilibrium.
However, the Cant inventory computed in this study is around 30%
higher than the 10.8 Pg C (referred also to 1994) obtained by Lee
et al. (2003) using a back-calculating technique.
The Cant storage rate obtained here for the western South Atlantic
basin (0.92±0.13 mol m−2 y−1) is higher than that obtained by
other authors (Table 4). Cant storage rates in the South Atlantic
were previously estimated using isopycnal surfaces (Murata et al.,
2008) MLR (Peng and Wanninkhof, 2010) and eMLR (extended
MLR) methods (Peng and Wanninkhof, 2010; Wanninkhof et al.,
2010). The Cant storage rates obtained by these authors, once
rescaled to the western South Atlantic basin (10°N to 55°S), result
in signiﬁcantly lower values than the one obtained in the present
study (Table 4). It is important to note that when the Cant storage
rate here obtained is only considered for the upper and the interme-
diate waters down to ~1100 m (0.47 mol m−2 y−1), the value would
be signiﬁcantly reduced, indicating the importance of the contribu-
tion of the deep to bottom layers (Table 3).
To evaluate the CANT storage rate associated with the bottom wa-
ters, mainly AABW, entering in the western South Atlantic Ocean, a
schema of the Cant balance in the Southern Ocean is shown in
Fig. 4. According to Khatiwala et al. (2009) the Southern Ocean has
an extraordinary contribution of about 40% of the global Cant air-
sea uptake. A signiﬁcant part of this Cant uptake is stored in the
Southern Ocean; another part is exported northwards through
upper levels as mode and intermediate waters, and still another
part through deep levels as AABW and the CDW branches. The venti-
lation of the deep ocean was evaluated by inventories of CFC-11 in the
Southern Ocean by Orsi et al. (2002). They ﬁnd that the total CFC-11 ac-
cumulated in the Atlantic Sector (16.5 106mol) represents about of
55% of the total CFC-11 accumulated (29.7×106 mol) in the Southern
Ocean in deepwater (uLDW, lCDW and AABW). Sabine et al. (2004) es-
timate from the GLODAP data base that the total Cant inventory in the
SouthernOcean is 10±1.5 Pg Cwith a small contribution of the Atlantic
Sector (2 Pg C) which is about 20% and rather low compared with the
CFC-11 inventory. Recently a new computation of Cant inventory of
8.7±0.7 Pg C has been obtained using the CARINA database
(Vázquez-Rodríguez et al., 2009b; Velo et al., 2010) for the South Atlan-
tic south of 45°S. Using the new evaluation for the Atlantic Sector, the
total Cant inventory for the Southern Ocean rises to 16.7±1.7 Pg C
and the Atlantic sector would have a contribution of 52%which appears
more consistent with the CFC-11 inventories. Applying the annual in-
crease rate of 1.69% y−1 set by Steinfeldt et al. (2009), the Southern
Ocean would have a Cant storage rate of 0.28±0.03 Pg C y−1 (Fig. 4).
Orsi et al. (2002) also evaluated the thermohaline circulation in
the Southern Ocean, reporting that about 21 Sv (106 m3 s−1) of
water is transported northward as ventilated (AABW) and old waters
(lCDW, uCDW) through the deep ocean (from ~1500 m to the bot-
tom). If an average [Cant] of about 12 μmol kg−1 is assigned to deep
water (Lo Monaco et al., 2005; Vázquez-Rodríguez et al., 2009b),
the deep northward export (AABW and CDW) would be 0.10 Pg C
y−1 (Fig. 4). If the northward advection of the upper and intermedi-
ate layers (SAMW and AAIW) ranged between 15 and 20 Sv (Hartin
et al., 2011) and this is combined with an average [Cant] of about
30 μmol kg−1 (Key et al., 2004; Lo Monaco et al., 2005; Vázquez-
Rodríguez et al., 2009b), an upper layer export of around 0.25 Pg C
y−1 is obtained (Fig. 4). All together the total Cant export amounts
to 0.35 Pg C y−1. Adding the above Southern Ocean revaluated total
Cant storage (0.28 Pg C y−1), a total air-sea Cant uptake of 0.63 Pg
C y−1 would be needed to compensate. In spite of very different com-
bined estimations of [Cant] and water ﬂows, this value is only 14%
lower than the Cant air-sea uptake (0.73 Pg C y−1) given by
Khatiwala et al. (2009), if rescaled for 1994; this could suggest that
the estimations of export and storage were a bit low. Assuming that
the same ratio of 55% of total CFC-11 of the Southern Ocean (Orsi
et al., 2002) derives from the Atlantic sector also holds for the Cant
transport in the Atlantic in deep waters, the Southern Ocean deep wa-
ters would feed the South Atlantic with a rate of 0.055 Pg C y−1, or
0.20 mol m−2 y−1, predominantly driven by AABW. This contribu-
tion represents 22% of the Cant storage in the South Atlantic, leaving
enough room for other contributions from the North Atlantic. This
strongly suggests that the Southern Ocean deep convection has an
important contribution to the uptake and the accumulation of Cant
at a global scale.
Table 3
[Cant] increase rates in μmol kg−1 y−1 and μmol kg−1 ppm−1 in the different layers of the water masses. The errors represent ±2σ/N0.5. Cant storage rates in mol m−2 y−1 and
mol m−2 ppm−1 for the whole water column of the western South Atlantic (see Fig. 3).
Water mass Rate μmol kg−1 y−1 Correlation r2 p-level Rate μmol kg−1 ppm−1 Correlation r2 p-level
SACW 0.90±0.04 0.991 0.002 0.627±0.006 0.9996 1E-10
SAMW 0.53±0.02 0.991 0.002 0.34±0.015 0.991 2E-5
AAIW 0.36±0.02 0.985 0.004 0.207±0.004 0.998 5E-7
uNADW-uCDW 0.16±0.04 0.82 0.052 0.098±0.004 0.99 2E-6
lNADW-lCDW 0.08±0.04 0.45 0.250 0.085±0.006 0.97 3E-5
AABW 0.15±0.04 0.80 0.061 0.118±0.004 0.99 12E-7
mol m−2 y−1 mol m−2 ppm−1
Cant storage rates for the whole water column 0.92±0.13 0.93 0.019 0.64±0.13 0.997 7E-8
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5. Conclusions
The Cant storage rate observed for the western South Atlantic
basin (0.92±0.13 mol m−2 y−1) is higher than previous estimates.
A closer inspection of these differences suggests the low but signiﬁ-
cant [Cant] in the high volume of AABW that enters the South Atlantic
as the reason of the higher Cant storage rate. The Cant storage rate as-
sociated to the AABW that enters the western South Atlantic Ocean
was calculated to be 0.055±0.02 Pg C y−1 (0.20 mol m−2 y−1)
which represents 22% of the Cant storage rate observed in our
study. The deviations in the Cant storage rate estimates observed be-
tween previously used methods (isopycnal surfaces, MLR and eMLR)
and the backcalculation φCT0 method are due to the penetration of
deep and bottom waters with low [Cant] from the Southern Ocean
and the North Atlantic. This low [Cant] are almost undetectable, mainly
by MLR methods, when using data from cruises carried out less than
two decades apart. Furthermore, because the exponential atmospheric
CO2 increase can affect the linear long-term trend estimation, amore re-
liable Cant storage rate was computed as a function of the excess of at-
mospheric xCO2 increase (0.64±0.13 mol m−2 ppm−1). This storage
rate is also very useful in terms of future projections of Cant inventories
according to the different scenarios of atmospheric xCO2 due to the lin-
earity between both terms. The analysis done here for the western
South Atlantic Ocean highlights the need to continue with programs
of repeated sections with high accuracy carbon measurements (e.g.,
Van Heuven et al., 2011). This kind of studies allows better detection
of the variations of Cant in the voluminous deep and bottom waters,
which are of high relevance for obtaining more reliable Cant storage
rates.
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Appendix A
The φCT° method to estimate Cant in the Atlantic shares similar
fundamentals as the ∆C* back-calculation method (Gruber et al.,
1996). The sub-surface layer (100–200 m) is taken in the φCT° meth-
od as a reference for characterizing water mass properties at the mo-
ment of their formation. The air-sea CO2 disequilibrium (∆Cdis) is
parameterized at the sub-surface layer ﬁrst using a short-cut method
(Thomas and Ittekot, 2001) to estimate CANT. Since the average age of
the water masses in the 100–200 m depth domain, and most impor-
tantly in outcropping regions, is under 25 years, the use of the
short-cut method to estimate CANT is appropriate (Matear et al.,
2003). The AT° and ∆Cdis parameterizations (in terms of conservative
tracers) obtained from sub-surface data are applied directly to calcu-
late CANT in the water column for waters above the 5 °C isotherm and
via an OMP (optimum multiparametric) analysis for waters with θ
b5 °C. This procedure especially improves the estimates in cold
deep waters that are subject to strong and complex mixing processes
between Arctic and Antarctic water masses. One important feature of
the φCT° method is that none of the AT° or ∆Cdis parameterizations are
CFC-reliant. Besides that, the φCT° approach proposes an approxima-
tion to the temporal and spatial variability of ΔCdis (∆∆Cdis) in the At-
lantic Ocean in terms of CANT and ΔCdis itself. The φCT° method
expression for the calculation of CANT is as follows:
CANT ¼
ΔC"−ΔCtdis
1þ ϕ ΔCtdis
!! !!=Csatant ð1Þ
The ΔC* is deﬁned after Gruber et al. (1996) as:
DC" ¼ CT−AOU=RC−0:5 PAT−PATo
" #
−CT
p
eq ð2Þ
The constant term “φ” is a proportionality factor that stands for
the ∆∆Cdis/ΔCdist ratio and its value (0.55). The ΔCdist and PATo terms
are parameterized as a function of conservative parameters exclu-
sively. The Cantsat stands for the theoretical Cant saturation concentration
depending on the pCO2 at the time of water mass formation and is de-
ﬁned as Cantsat =S/35·(0.85·θ+46.0) (at present xCO2 air). Based on
earlier uncertainty and error evaluations (Gruber et al., 1996; Lee
et al., 2003; Sabine et al., 1999; Touratier et al., 2007), a random propa-
gation of the errors associated with the input variables necessary to
solve Eqs. (1 and 2) has been performed and an estimated overall un-
certainty of ±5.2 μmol kg−1 is obtained for the φCT° method.For
more details: http://www.biogeosciences-discuss.net/6/4527/2009/
bgd-6-4527-2009-print.pdf
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