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Abstract
We investigate #nitarity of uni#cation types in locally #nite varieties of Heyting algebras,
giving both positive and negative results. We make essential use of #nite dualities within a
conceptualization for E-uni#cation theory (J. Logic and Computation 7(6) (1997) 733–752)
relying on the algebraic notion of a projective object.
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Uni#cation theory deals with equation solving (in the context of free algebras). It
is concerned not only with mere solvability, but also in the problem of representing
all solutions, e.g. as instances of best ones. It plays an essential role in many appli-
cations of logic to Computer Science, expecially in Automated Deduction and related
areas. The existence of a most general uni#er (mgu) for solvable uni#cation prob-
lems in empty theories is a remarkable, but not a completely exceptional fact. The
generalization to E-uni&cation theory (see the survey paper [3]) takes care of uni#-
cation in contexts where identity is relativized to ‘provable identity’ with respect to
an equational theory E. As expected, this generalization from free uni#cation to E-
uni#cation is not harmless: quite often mgus do not exists, ‘best solutions’ might be
many (even in#nitely many) or not enough, in the extreme cases uni#cation problems
themselves might be non-eCectively solvable (this is the case for instance of commu-
tative rings with unit, where solvability of uni#cation problems is reduced to Hilbert’s
10th problem). As a #rst step, a rough classi#cation of theories according to their
uni&cation type has been introduced [19] (see Section 1 below); this classi#cation
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aims at distinguishing cases where ‘uni#cation is bad’ from cases in which ‘uni#ca-
tion is nice’. In the latter cases, even if mgus do not exist, we nevertheless have at
most #nitely many solutions whose instantiations are suFcient to generate all possible
solutions.
A second important step, consists in investigating appropriate uni&cation algorithms:
in fact, even if we realized that in the theory under our consideration, mgus always
exist, it may not be completely obvious how to get them. The algorithmic aspects
should, at least in principle, be distinguished from the purely mathematical aspects
concerning the determination of the uni#cation type (for the latter, quick methods may
be directly introduced).
Among the relevant theories in which mgus exist, we have Boolean algebras [14].
This leads to the following very natural question: what does it happen in case we
pass from classical propositional logic (i.e. from Boolean algebras) to non-classical
propositional logics (e.g. to Heyting algebras, modal algebras, many-valued algebras,
etc.)? From [9,10] it is known that for intuitionistic logic and for some common modal
logics (over K4) uni#cation is still ‘nice’, although the algorithmic problems become
more intricated [11].
The interesting fact arising is the following: some important purely logical questions
have a quite natural solution within the context of E-uni#cation theory. In particular,
whenever uni#cation type of a logic is #nite and whenever best uni#ers are eCectively
computable, we automatically have a decision procedure for admissibility of logical
inference rules [17,18]: to check whether a rule A=B is admissible, it is indeed suF-
cient to check whether (B) is a theorem in the calculus for every best substitution 
making the formula A a theorem. This approach through uni#cation theory may also
be computationally interesting, in case uni#cation algorithms are thoroughly investi-
gated (see e.g. some examples in [11] where rather complex rules are shown to be
admissible).
The area of E-uni#cation in propositional logic is nevertheless new, many problems
still wait for a better solution: these problems include extensions to further natural sys-
tems, structural information concerning the relationship between uni#cation types and
the lattice of varieties, improvements of the few existing algorithms from the computa-
tional point of view, complexity questions, extensions from elementary uni#cation (the
only case we deal with) to uni#cation with constants and, more important, to general
uni#cation, etc.
In this paper we give a #rst contribution on the structural question concerning uni-
#cation types in subvarieties: we take into consideration intermediate logics in #nite
slices and give some general positive and negative criteria for uni#cation to be #ni-
tary. From these criteria it follows for instance that bounded height (with or without
bounded branching) axioms still keep uni#cation #nitary, whereas this does not happen
for bounded height plus bounded width axioms. The method we use for determination
of uni#cation types is based on the algebraic approach of [8]: as such approach is
purely categorical and as in the examples we consider we have nice duality theorems
for #nitely presented algebras, we have the opportunity of translating de#nitions and
statements about uni#cation theory into dual combinatorial notions concerning #nite
posets. This reformulation, which is typical of our approach, has the merit of putting
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into direct evidence the core of the problem (whose de#nitive solution still requires
however speci#c techniques).
The paper is roughly divided into two parts: Sections 1, 2 give the background
information and provide easy examples of the method we use, whereas Sections 4, 5
provide more advanced results. The paper is mainly addressed to logicians: we kept
the #rst part suFciently large to be able to explain and motivate the few de#nitions
needed from Automated Deduction, as well as the little (but crucial) concepts we
use from Category Theory. On the other hand, in the last sections, we assume some
familiarity with basic concepts from the #eld of non-classical logics (the reader may
#nd everything he needs and much more in the comprehensive textbook [6]).
1. Introducing E-unication problems
In this section we introduce basic de#nitions for E-uni#cation. We give them in two
ways: the #rst way is quite standard 1 and makes the meaning of the concepts easy
to understand. The second way will be useful in the sequel because it allows a neat
characterization from the algebraic side.
Let (P; 4) be a preordered set (4 is supposed to be a reJexive and transitive rela-
tion). A -set for (P; 4) is a subset M⊆P such that: (i) every p∈P is less or equal to
some m∈M ; (ii) all elements of M are mutually 4-incomparable. There might be no
-set for (P; 4) (in this case we say that (P; 4) has type 0) or there might be many
of them, due to the lack of antisymmetry. However all -sets for (P; 4), if any, must
have the same cardinality. We say that (P; 4) has type 1; !;∞ iC it has a -set of
cardinality 1, of #nite (greater than 1) cardinality or of in#nite cardinality, respectively.
Let us now introduce the background for E-uni#cation. We are given a signature
=(; ) in the usual sense ( is a #nite set of function symbols and  is an arity
function). We are also given an equational theory E in the signature . We write E   
(where  is a #rst-order formula, usually simply an equation) to mean provability in
the theory E (obviously, axioms from E are implicitly universally quanti#ed). We use
notation x; y; : : : for &nite sets of variables. T (x) is the set of terms built up from  with
the help of the variables x. A substitution is a map  :T (x)→T (y) commuting with
respect to all function symbols from  (this means that  is uniquely determined from
its restriction to x→T (y)). We say that x is the domain of  and y is its codomain.
Domains and codomains will be sometimes left as understood from the context. The
composition of two substitutions is their composition as set-theoretic maps.
Substitutions are compared by instantiation in the following way: we say that  :T (x)
→T (y) is more general than  :T (x)→T (z) (written ¡ ) iC there is a substitution
 :T (y)→T (z) such that for all x∈x we have E  ((x))= (x). Clearly 4 induces
a preorder relation onto the set of substitutions having the same domain. Notice that
our theory E plays an essential role in comparing such substitutions.
1 We only prefer to assign a #nite set of variables as domains and codomains to substitutions, moreover
we introduce abstractly a ‘type’ classi#cation for preordered sets, like in [2].
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An E-uni&cation problem (x) is a pair given by a #nite set of variables x and a
#nite set of pairs of terms
(x) (s1; t1); : : : ; (sk ; tk)
in which at most variables from x can occur. A solution to it (or a uni&er for it) is a
substitution  :T (x)→T (y) such that
E  (s1) = (t1); : : : ; E  (sk) = (tk):
UE() is the set of uni#ers for the uni#cation problem (x); it is a preordered set
with respect to the restriction of the preorder relation 4 comparing substitutions having
domain x. Problem (x) is solvable iC UE() is not empty. A bases of uni#ers for 
is a -set for UE(); a complete set of uni#ers for  is a subset of UE() matching
only condition (i) of the de#nition of a -set.
We are now ready for the main de#nition: we say that E has uni&cation type
• 1, iC for every solvable uni#cation problem , UE() has type 1;
• !, iC for every solvable uni#cation problem , UE() has type 1 or !—and there
is a solvable uni#cation problem  such that UE() has type !;
• ∞, iC for every solvable uni#cation problem , UE() has type 1 or ! or ∞—and
there is a solvable uni#cation problem  such that UE() has type ∞;
• 0, iC there is a solvable uni#cation problem  such that UE() has type 0.
We say that E has &nitary uni#cation type iC it has type 1 or !. Examples of each
kind are supplied in [3].
We now introduce a diCerent equivalent approach to E-uni#cation [8]. Let VE be
the variety of models of E, i.e. the category of algebras satisfying the equations in E
with related morphisms. Among algebras in VE , we are expecially interested in those
which are #nitely presented: we recall the related de#nition below.
A #nite presentation is just a pair (x; S) consisting of a #nite set x and of a #nite
set S of equations among terms in T (x). Given a presentation (x; S), we can build the
algebra F(x; S)∈VE as follows: divide T (x) by the equivalence relation
t ∼ s iC E 
(∧
S
)
→ t = s:
Operations are introduced by using representative elements of each equivalence class,
i.e. for f∈ with (f)= n, we have
f([t1]; : : : ; [tn]) = [f(t1; : : : ; tn)]:
It can be shown that F(x; S) is uniquely determined, up to an isomorphism, by a
suitable universal property; in case S is empty, we write F(x) instead of F(x; ∅) and
call it the free algebra over x.
We say that A is &nitely presented (fp) iC A 	F(x; S) for some #nite presentation
(x; S). The notion of fp algebra is important because it is a purely categorical notion:
in fact, it is well-known (see e.g. [5]) that A is #nitely presented iC the representable
functor VE[A;−] preserves #ltered colimits. So the notion of an fp object makes sense
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in any abstract category and does not need any symbolic apparatus in order to intro-
duce it. For this reason, it is clearly preserved under equivalence of categories.
We need another kind of objects which are categorically characterizable, namely
projective objects. An object P in a category is said to be projective iC for every
regular epi q :A→B and for every arrow f :P→B, there is an arrow g :P→A such
that the triangle
commutes. We recall that a regular epi is an arrow which is the coequalizer of some
pair of arrows: in categories like VE , it is easily seen that regular epis are just surjective
morphisms (the same is not true, however, for merely epic arrows). It is well-known
that an fp algebra P is projective iC it is a retract of a #nitely generated free al-
gebra F(x) (i.e. iC there are morphisms m :P→F(x) and q :F(x)→P such that
q ◦m=1P). Thus, as we only work in categories of fp algebras, we can use a simpli-
#ed notion of projectivity: say that P is projective iC every regular epi q :A→P has
a section (meaning that there is s :P→A such that q ◦ s=1P). A projective algebra
‘looks very like’ a free algebra, nevertheless projectivity is a more intrinsic notion
because it is internally de#ned through categorical properties, without references to the
forgetful functor into the category of sets.
We are now ready to introduce the relevant de#nition for E-uni#cation from an
algebraic point of view. In this context an E-uni#cation problem is simply an fp algebra
A and a solution for it (also called a uni#er for A) is a pair given by a projective fp
algebra P and a morphism
u :A → P:
The set of uni#ers for A is denoted by UE(A) (A is said to be uni&able or solvable
iC UE(A) is not empty). Given two uni#ers for A, say u1 :A→P1 and u2 :A→P2, we
say that u1 is more general than u2 iC there exists a morphism making the triangle
to commute. The de#nition of uni#cation type in this algebraic setting is the expected
one, namely we say that VE has uni&cation type 1; !;∞ or 0 according to the ‘worst
case’ among types of UE(A) for solvable A.
We now have two de#nitions of uni#cation type, a ‘symbolic’ de#nition and an
‘algebraic’ de#nition; next theorem [8] says that they coincide.
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Theorem 1. For any equational theory E, the ‘symbolic’ and the ‘algebraic’ uni&ca-
tion type coincide.
Although it is not particularly complex, we prefer for space reasons not to report
here the proof of this theorem. We can only try to brieJy give some ‘intuitive reasons
for it’. For a symbolic uni#cation problem (x), the preordered set UE() is ‘equiv-
alent’ to the preordered set UE(A), where A is the fp algebra built up in the obvious
way from (x) (i.e. pairs of (x) are just a presentation de#ning A). In fact: (1) A
represents the ‘general ideal solution’ to (x); (2) by universal property of quotients,
morphisms u :A→F(y) bijectively corresponds to morphisms (having domain F(x)
and codomain F(y)) that solve the problem (once they are seen as substitutions); (3)
#nally, replacing free algebras with projective algebras enlarges but does not aCect in
an essential way the preordered set of uni#ers (given that projective algebras are retract
of free algebras).
Despite its simplicity, the above theorem is very useful in order to determine uni-
#cation types, we shall see many examples in the paper, starting from next section.
Among its consequences, we have that the uni&cation type is a categorical invariant 2
(thus, e.g. from the fact that Boolean algebras have unitary uni#cation type [14], we
can immediately infer the same [15] for Post algebras of order n).
2. Examples
In this section we examine some rather easy applications of Theorem 1.
Example. Boolean algebras have unitary uni#cation type: in fact, fp algebras are just
#nite algebras and they are all projective (except the degenerate one-element algebra
which is not uni#able). Thus, for fp A, the identity morphism 1A :A→A acts as a most
general uni#er (in the algebraic setting).
Example. Lukasiewicz n-valued algebras also have unitary uni#cation type. Here fp
algebras are also #nite, moreover those which are projective are exactly those of the
kind B× 2, where 2 is the two-element Boolean algebra. We show that A is uni#able iC
it is projective (thus, in this case too, identity morphisms act as mgu’s in the algebraic
setting). Let A be uni#able; then there is a morphism from A into an algebra of the kind
B× 2, hence also a morphism u :A→ 2. Now A is trivially a retract of A× 2 (which
is projective by the above remark), witness is the morphism 〈1A; u〉 :A → A× 2. This
proves that A is projective in its turn.
The content of the above example can be easily transferred to varieties generated by
a single #nite algebra endowed with a discriminator term (just apply Quackenbush’s
characterization [16] of #nite projective algebras). During the whole paper we shall
only examine varieties coming from propositional logic; we nevertheless mention that
2 This result has also been obtained in [1] by complex arguments from Universal Algebra.
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there are applications in quite diCerent mathematical #elds (the reader can for instance
prove by himself that modules over a noetherian commutative ring have uni#cation
type 1 by using some standard results from Algebra).
We saw above examples in which identities are always mgu’s (in the algebraic
setting); notice that this does not mean at all that every uni#cation problem is solved (in
the symbolic setting) by an identical substitution. This is particularly evident in the case
of Boolean algebras, where building an mgu, on the contrary, is ‘diFcult’ as it amounts
to solve a satis#ability problem. In fact, a (symbolic) Boolean uni#cation problem (x)
can be reduced (by using conjunctions and biimplications) to a matching problem of
the kind t(x)= 1 and it is not hard to show that we can get an mgu by putting
(x) = t ∧ x if V (x) = 0;
(x) = t → x if V (x) = 1;
where V is any two-valued assignment satisfying t. This example is particularly simple,
however it makes clear that non-trivial additional (sometimes purely mechanical) work
has to be done when passing from an abstract point of view to the concrete algorithmic
practice.
On the other hand, it must be clear that the method we use in this paper is con-
structive, in the sense that it usually produces real uni#cation algorithms. We cannot
enter into more details here, because we should better analyze the proof of Theorem 1
to do this (see [8] for concrete examples): we only point out, for instance, that for all
#nitely axiomatizable varieties covered by Theorem 6, there is an eCective knowledge
of #nitely generated free algebras and this is suFcient to convert the #nitarity proof
we shall give into a uni#cation algorithm.
Another, more substantial, question concerns however real computability, not just
pure ideal computability: in this sense, the methods we suggest might be quite in-
eFcient (expecially whenever they are based on #nite dualities), this is why we do
not insist so much on algorithms that can be directly extracted from them. However, a
quick determination of the uni#cation type may be useful to get a #rst insight about the
nature of the problem: in case of a ‘bad uni#cation type’ (e.g. for type ∞ or 0), one
may seriously consider the possibility of giving up. On the contrary, in case of a ‘good
uni#cation type’ (1 or !), it is certainly the case of trying to #nd substantial improve-
ments from the algorithmic side, which are often possible (see e.g. paper [11], which
is based on the theoretical—computationally impracticable—#nitarity results of [9]).
3. Injective objects
Recall that a Heyting algebra H is a distributive lattice (with zero and one) endowed
with a binary operation (called implication or relative pseudocomplement) satisfying
the equations
a ∧ (a → b) = a ∧ b; b ∧ (a → b) = b;
a → (b ∧ c) = (a → b) ∧ (a → c); a → a = 1:
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Natural examples of Heyting algebras arise from posets. Given a poset P (its reJexive,
transitive and antisymmetric relation 6 is usually left as understood), we can take
the Heyting algebra P∗ formed by the upward closed subsets of P (we recall that X
is upward closed iC p∈X and p6q imply q∈X ). Upward closed subsets are also
called generated subframes (in the usual semantic terminology). An order-preserving
map f :P→Q among posets is said to be open iC for all p∈P, q∈Q
f(p)6 q ⇒ ∃p′ (p6 p′&f(p′) = q):
If f is surjective and open we call it a p-morphism and say that Q is a p-morphic
image of P. Open maps are important for the following reason: an order-preserving
map f :P→Q is open iC taking inverse image f∗ :Q∗→P∗ we get a Heyting algebras
morphism. Thus we have a functor
(−)∗ : Pop → H;
where P is the category of posets and open maps and H is the category of Heyting al-
gebras and related morphisms. This functor restricts in the domain and in the codomain
to a functor between the opposite of the category of &nite posets and open maps P#n
and the category of &nite Heyting algebras H#n. In this case we have the following
standard but important fact:
Theorem 2. The restricted functor (−)∗ :Pop#n→H#n is an equivalence of categories.
We shall consider from now on only locally &nite varieties of Heyting algebras,
i.e. subvarieties of H in which #nitely generated algebras are #nite. Notice that (con-
versely), as the signature is #nite, #nite algebras are #nitely presented. Thus for a
locally #nite variety V , we can identify #nite algebras with #nitely presented ones: we
call the related category V#n. Functor (−)∗ identi#es a suitable dual category of #nite
posets, which we call FV (in usual semantic terminology, this is nothing but the cate-
gory of #nite frames for the intermediate logic corresponding to V ). As well-known,
FV is closed under #nite disjoint unions, generated subframes and p-morphic images
(a fact we shall use without explicit mention in the following).
Now, all the relevant de#nitions concerning uni#cation theory we gave in Section 1
(within the algebraic approach) were relative to the category of fp algebras, i.e. to V#n
in our locally #nite case. Given that V#n is dual to FV , we can dualize everything to
FV itself (we only have to invert directions of arrows). So from now on a uni&cation
problem is simply a #nite poset P∈FV and a solution for it (also called a uni#er for
P) is a pair given by an injective object I in FV and an open map
u : I → P:
The set of uni#ers for P is denoted by UV (P). P is said to be uni&able or solvable iC
UV (P) is not empty (which simply means that P itself is not empty, because the one-
point frame is always injective, being the dual of the free algebra on zero generators).
Given two uni#ers for P, say u1 : I1→P and u2 : I2→P, we say that u1 is more general
S. Ghilardi / Annals of Pure and Applied Logic 127 (2004) 99–115 107
than u2 iC there exists an open map making the triangle
to commute. The de#nition of uni#cation type is the obvious one, namely we say that
V has uni&cation type 1; !;∞ or 0 according to the ‘worst case’ among types of
UV (P) for solvable P.
The above data refer to the notion of injective object, which is of course just the
dual notion of a projective object. To clarify a little the situation, recall from Section 1
that we can use for fp algebras a simpli#ed notion of projective object: an algebra
A∈V#n is projective iC every regular epi q :B→A in V#n has a section. However it
is not diFcult to see that q=f∗ is regular epi (i.e. onto in the set-theoretical sense)
iC f is injective as an open map. Thus a poset I is injective in FV iC whenever I is
a generated subframe of some P∈FV then there is a p-morphism g :P→ I which is
constant on the elements coming from I . This characterization of injective objects will
be improved, in such a way that it avoids quanti#cation over superframes.
Let us #x some more notation for #nite posets. For X ⊆P, we denote by ↑X the
least generated subframe containing X (that is, the set of all p for which there is x∈X
such that x6p). If X is a singleton {q}, we use ↑q instead of ↑{q} and call such a
generated subframe the cone over q. A successor of q∈P is any z∈P such that q¡z
and there is no y∈P such that q¡y¡z (here ¡ is the strict part of 6, for instance
q¡z means q6z and q = z). q¿ denotes the subframe generated by all successors of q
(that is, q¿ =(↑ q)\{q}). We say that a subset X ⊆P covers p∈P (in symbols X/p)
iC X ⊆↑p and moreover all successors of p belong to ↑X . Notice the two following
special cases: ∅ covers p iC p is terminal, moreover {p} and p¿ always cover p. The
height ht(p) of a point p ∈ P is the maximum cardinality of chains p=p1¡ · · ·¡pk
within P. We have an easy Lemma relating the openness of maps and the covering
relation:
Lemma 3. Let f :P→Q be an order preserving maps between &nite posets. We have
that f is open i= for all p∈P, X ⊆P
X /p ⇒ f(X )/f(p):
Proof. Suppose that f is open and consider X; p such that X /p; #rst notice that
X ⊆↑p implies f(X )⊆↑f(p). Take now a successor q of f(p). By openness there
is p′¿p such that f(p′)= q; as q¿f(p), we must have p′¿p, hence there is a
successor s of p such that p′¿s¿p. As X covers p, there is x∈X such that s¿x¿p;
thus q=f(p′)¿f(s)¿f(x) belongs to ↑f(X ).
Suppose conversely that direct image preserves the covering relation; take q¿f(p)
for p∈P, q∈Q; we show that there is p′¿p such that f(p′)= q, by induction
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on ht(p). If ht(p)= 1, then ∅/p so that ∅/f(p), which means that q=f(p). If
ht(p)= n + 1, we consider only the non-trivial case in which q¿f(p) so that there
is a successor q′ of f(p) such that q¿q′. As p¿ covers p, we have that f(p¿)
covers f(p), hence there is s¿p such that q′¿f(s); having q¿ q′¿f(s), we can
apply induction hypothesis to s and get the desired p′.
For a #nite poset P, we denote by P+ the poset obtained from P by adding it a new
element smaller than all the elements in P. Next characterization of injective objects in
FV says that I is injective iC it is closed under a suitable ‘inserting points’ operation:
Proposition 4. A &nite poset I in FV is injective i= the following condition holds:
whenever S is a generated subframe of I such that S+∈FV , then there is s∈I such
that S / s. 3
Proof. Suppose that I is injective and take a generated subframe S such that S+∈FV .
Consider the poset I ′ obtained from I by attaching a new point x just below S; as
a poset belongs to FV iC all cones of its do, we have that I ′∈FV . Moreover I is a
generated subframe of I ′ and in I ′ we have S / x: if h : I ′→ I is the retract of the
inclusion, we have S / h(x) by the previous lemma.
Suppose conversely that I satis#es the condition of the proposition and take J such
that I is a generated subframe of J ; we de#ne the value of the retract h : J → I at
p∈J by induction on ht(p). Suppose that h is already de#ned and is open on p¿. If
p∈I , we take h(p)=p, otherwise let us consider s such that h(p¿) / s and put h(p)
equal to this s (notice that h(p¿)+∈FV as it is a p-morphic image of ↑p∈FV ). The
veri#cation that h is order-preserving and also open is immediate.
With this information in mind, we are ready to analyze a #rst example.
Example. Consider Dummett algebras, which are Heyting algebras satisfying the fur-
ther equation
(x → y) ∨ (y → x) = 1
This variety is locally #nite and the category of #nite algebras is dual to the category
of #nite locally linear posets and open maps, where a poset P is said to be locally
linear iC for all p; q1; q2∈P.
(p6 q1 & p6 q2) ⇒ (q1 6 q2 or q2 6 q1):
From the above proposition, it is clear that every locally linear not empty #nite poset
P is an injective object. 4 We conclude that uni#cation type is 1 (identities are mgu’s).
3 We point out that, in case S has a smallest element, the condition is trivial as s can be this smallest
element. Notice also that the case S = ∅ prevents I from being empty.
4 See the remark in the previous footnote.
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4. Finitarity results
Take a locally #nite V . Of course, in case injective objects in FV are closed under
p-morphic images, we immediately get a #nitarity result for uni#cation (any uni#er
u : I →P is trivially less general than the inclusion u(I)⊆P). However this is a too
strong condition which is hardly veri#ed in practice. Let us give an example.
We recall the locally #nite variety Hn which is obtained through the equation hn =1,
where hn is the term inductively de#ned by
h1 = x1 ∨ ¬x1;
hn+1 = xn+1 ∨ (xn+1 → hn):
FHn is just the category of #nite posets of n-bounded height, i.e. of those posets P
such that for all p∈P we have that ht(p)6 n. Any variety V ⊆Hn is said to be in
the nth slice.
Let us now turn to the problem of the closure of injective objects under p-morphic
images. In H3 the following frame is injective:
however the frame obtained from it by identifying the two points r and s is not injective
anymore (now there is the possibility of inserting a root because height decreased).
Notice that in this example we made an essential use of a p-morphism which does not
preserve the height of points. This suggests weakening the requirement on injective
objects so that we can ask for them to be closed only on such special p-morphic
images. As we shall see, this is suFcient to get positive results in many cases.
Let us call an open map f :P→Q h-open iC for all p∈P we have that ht(p)=
ht(f(p)); similarly, through surjective h-open maps, we can introduce the notions of
h–p-morphism and h–p-morphic image.
Let us #x a variety V in #nite slice (i.e. in the mth slice for some m). Take P∈FV .
We de#ne the posets Pn∈FV and the open maps pn :Pn→P as follows: 5
• P0 is the empty frame and p0 is the empty map.
• P1 is {p∈P | ht(p)= 1} and p1 is the inclusion map.
• Suppose pn :Pn→P is already de#ned (n¿1). Take all pairs 〈x; S〉, where: (a) x∈P;
(b) S is a generated subframe of Pn such that S ∩ (Pn\Pn−1) = ∅; (c) S+∈FV ; (d)
pn(S) / x. We let Pn+1 to be the disjoint union of Pn and of all such a pairs; we put
5 This construction is clearly inspired to the well-known construction (investigated by various people
like [4,17,7], among many others) for the eCective (or de#nable) representation of #nitely generated free
algebras. We point out that there are however diCerences, for instance condition (d) on one side refers to
coverings and on the other side we do not exclude the pairs 〈S; x〉 in which S = ↑z is a cone such that
pn(z)= x.
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for p; q∈Pn+1; p6q iC either (this already holds in Pn) or (p= 〈x; S〉 and q∈S) or
p=q= 〈x; S〉. pn is #nally extended to pn+1 by putting pn+1(x; S)= x.
It is immediate to see that all the pn are open maps; moreover the construction must
stop after #nitely many steps by condition (c) above: in fact, V is in #nite slice and
points in Pn+1\Pn must have height n + 1 by (b). Let so p∗ :P∗→P be given by
P∗=
⋃
n Pn and p
∗=
⋃
n pn.
Lemma 5. Let f :Q→P be an arbitrary open map; then there is a unique h-open
map Sf :Q→P∗ such that p∗ ◦ Sf=f.
Proof. We de#ne Sf(q) by induction on ht(q) in such a way that ht( Sf(q))= ht(q)
(which, by construction, means Sf(q)∈Pht(q)\Pht(q)−1). If ht(q)= 1, then we must put
Sf(q)=f(q). If ht(q)= n+ 1, then consider Sf(q¿)⊆Pn: this generated subframe must
cover Sf(q), in addition we must have p∗( Sf(q))=f(q), so the only possibility we have
to de#ne Sf(q) within Pn+1\Pn is to put Sf(q)= 〈 Sf(q¿); f(q)〉, which is indeed easily
seen to be correct because conditions (a)–(d) in the above de#nition are satis#ed and
the openness of Sf is guaranteed.
Theorem 6. Let V a variety in &nite slice such that injective posets in FV are closed
under h–p-morphic images. Then V has &nitary uni&cation type.
Proof. This is evident from the previous lemma: any uni#er u : I →P is less general
than the restriction of p∗ to Su(I) (notice that Su is h-open, so that Su(I) is injective
thanks to the assumption of the theorem).
Example. Hn has #nitary uni#cation type for every n. Let in fact I be injective in
Hn and let f : I → J be an h–p-morphism. Suppose that S is a generated subframe of
J such that S+ has height bounded by n. The inverse image f−1(S) is a generated
subframe of I with the same property (because f is h-open); as I is injective, there
is x such that f−1(S) / x. As f is surjective, we have that f(f−1(S))= S, so that
S /f(x) by Lemma 3.
We recall the locally #nite variety Hn + Bm which is obtained by adding to Hn the
equation bm =1, where bm is the term
bm =
m+1∧
i=1



xi →
∨
j =i
xj

→
∨
j =i
xj

→
m+1∨
i=1
xi:
The corresponding category of #nite posets is formed by those P∈FHn such that all
p∈P have m-bounded branching, that is at most m successors.
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Example. Hn + Bm also has #nitary uni#cation type. We can argue as in the previous
example, being a little more careful: instead of f−1(S) we take #rst minimal elements
y1; : : : ; yk such that ↑{y1; : : : ; yk}= S (notice that k6m as S+ has m-bounded branch-
ing) and then choose respective counterimages x1; : : : ; xk . As ( ↑{x1; : : : ; xk})+ has m-
bounded branching, there is x such that {x1; : : : ; xk} /x, so that ↑{f(x1); : : : ; f(xk)}=
S /f(x).
5. Negative results
To see an example to which the results in the previous section do not apply, let
us consider the locally #nite variety Hn +Wm which is obtained by adding to Hn the
equation wm =1, where wm is the term
wm =
m+1∧
i=1

xi →
∨
j =i
xj

 :
The corresponding category of #nite posets is formed by those P∈FHn such that all
p∈P have m-bounded width (which means that in ↑p all antichains must have not
more than m elements). If we try to repeat the argument in the last example for Hn+Wm,
we fail: the point is that ( ↑{x1; : : : ; xk})+ may have too large width, even in case we
both have that k6m and that ↑{x1; : : : ; xk} has m-bounded width (the counterexample
is clear: think about trees). In fact we shall see that uni#cation is bad for Hn + Wm
(for all n¿3 and m¿2).
We need a uniform (i.e. a functorial) procedure to make a #nite poset injective. We
#x, as usual, a variety V in #nite slice. In the following, we indicate by + the disjoint
union of #nite posets. Given a poset P∈FV , we de#ne inductively the posets 7n(P) as
follows:
• 70(P) is the empty poset;
• 71(P) is just P + {∅}; 6
• 7n+2(P) is obtained by taking the disjoint union of 7n+1(P) with the set of generated
subframes S of 7n+1(P) such that
S+∈FV and S ∩ (7n+1(P)\7n(P)) = ∅;
6 The reason for adding ∅ is that we prefer the construction to be uniform and to apply also to the empty
poset (keep in mind that it must give, as a result, an injective poset—which cannot be empty). Notice also
that, in the inductive step, points covering a subframe S are inserted even in case such points already existed;
this is due to the fact that we want to keep the construction functorial, i.e. operating well on morphisms: if
we do not insert such points when it is not needed, then we could be forced to make arbitrary choices for
choosing the image of an inserted point which is not inserted anymore in the codomain of a morphism (it
goes without saying that such arbitrary choices make functoriality problematic).
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the partial order relation in 7n+2(P) contains the pairs which are in the partial order
relation of 7n+1(P) and (in addition to the trivial reJexive pairs) all the pairs of the
kind S6p (for p∈S).
We let 7(P) be the union of all the 7n(P). We have an easy
Lemma 7. For all P∈FV we have that
(i) if p∈7(Pn+1)\7n(P), then ht(p)¿n+1 (consequently, the construction stops after
&nitely many steps—because V is in &nite slice—and 7(P) is &nite);
(ii) 7(P) is in FV and is injective;
(iii) if, for a non-empty generated subframe S of P, there is no p∈P such that S /p
and there is, on the contrary, x∈7(P) such that S / x, then this x must be in
72(P) and must be S itself.
For an open map f :P→Q in FV , we de#ne maps 7n(f) : 7n(P)→ 7n(Q) as follows:
• 70(f) is the empty map;
• 71(f) is f itself (extended with 71(f)(∅)= ∅);
• 7n+2(f) is the extension of 7n(f) obtained by putting 7n+2(f)(S) equal to the direct
image of S under 7n+1.
We let 7(f) be the union of all 7n(f).
Lemma 8. For f :P→Q in FV we have that
(i) for all p∈7n+1(P), we have that p∈7n(P) i= 7n+1(f)(p)∈7n(Q);
(ii) 7n(f) : 7n(P)→ 7n(Q) is well-de&ned;
(iii) 7n(f) : 7n(P)→ 7n(Q) is open.
Moreover 7 :FV →FV is a functor (that is, 7(id)= id and 7(f) ◦ 7(g)= 7(f ◦ g)).
Proof. All this is easy (notice however that statements (i)–(iii) must be checked by
simultaneous induction).
We are ready for our main result (hereafter 1 denotes the one point poset):
Theorem 9. Let V be a variety in &nite slice having &nitary uni&cation type and let
P be any non-empty &nite poset. If the &nite poset (P + 1+)+
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belongs to FV , then the &nite poset (P + (1+ 1)+)+
belongs to FV too.
Proof. Suppose not, that is V is #nitary, (P+1+)+∈FV but (P+(1+1)+)+ =∈FV . As
1 is a p-morphic image of P; (1 + 1)+, is a p-morphic image of (P + 1+)+, so that
(1+ 1)+∈FV . Let us de#ne the posets Qn (for n¿2) as follows: Qn has
{1; : : : ; n} ∪ {〈i; j〉 | 16 i ¡ j 6 n}
as underlying set and its partial order relation is the reJexive closure of the set of pairs
〈i; j〉6 i; 〈i; j〉6 j
(the following picture
represents for instance the poset Q3). Notice that Qn∈FV as all cones of its are iso-
morphic to (1+ 1)+. We also have p-morphisms
qn : P + Qn → P + 1+
acting identically on P and mapping pairs 〈i; j〉 onto the root of 1+ and terminal points
of Qn onto the terminal point of 1+. Thus, applying the functor 7, we get open maps
7(qn) : 7(P + Qn)→ 7(P + 1+):
Let us consider the following subset of 7(P + 1+):
(∗) Q = {x ∈ 7(P + 1+) | ∀y¿x (not P + 1+/y)}.
This is a generated subframe of 7(P + 1+): in fact, since (P + 1+)+∈FV , we have
that P + 1+ belongs to 72(P + 1+) and by Lemma 7(iii), Q= {x | ∀y¿x (y =P +
1+)}= {x | xP + 1+}. 7 We shall take Q as an example of a non-#nitary uni#cation
problem (thus contradicting the hypothesis of the theorem).
Let us #rst show that the codomain of 7(qn) is included in Q for all n. Suppose,
for reductio, that, for some z, we have 7(qn)(z) =∈Q, that is 7(qn)(z)6P+ 1+. As 7(qn)
is open, there is also w¿z such that 7(qn)(w)=P + 1+, which means 7m(qn)(w) =
P + 1+ for some m. By (repeated applications of) Lemma 8(i), we must have m=2
7 For every p in any poset, the subset {x | xp} is always a generated subframe.
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and consequently, by construction, w is a generated subframe of P+Qn which includes
P and at least one element of the kind 〈i; j〉 (the image of w under qn = 71(qn) must
in fact be P + 1+ according to the de#nition of 72(qn)). However, for w to belong to
72(P+Qn), we need w+∈FV , which cannot be because (P+(1+ 1)+)+ is easily seen
to be a p-morphic image of w+ and (P + (1+ 1)+)+ =∈FV .
We can so restrict 7(qn) in the codomain to Q; let us call un this restricted map,
which is in fact a uni#er
un : 7(P + Qn)→ Q
for our uni#cation problem Q. We supposed that V is #nitary, which means in particular
that there is a uni#er u : I →Q which is more general than in#nitely many of the un’s.
We so have commutative triangles
for in#nitely many n’s. As I has only #nitely many elements, for some n there
are (by cardinality reasons) terminal points k1¡k26n of Qn⊆7(P + Qn) such that
hn(k1)= hn(k2). Let us consider now the generated subframe S =P + {〈k1; k2〉; k1; k2}
of 7(P + Qn): its image under hn is isomorphic to P + 1+ (in fact, hn identi#es the
terminal points k1 and k2—it cannot identify anything else because the above triangle
commutes and un, by construction, leaves points in P #xed and maps points in Qn to
1+ according to their height). As I is injective and (P+ 1+)+∈FV , there is x∈I such
that hn(S) / x; as open maps respect coverings (see Lemma 3) and the triangle above
commutes, we have that P + 1+ covers u(x). However, there is no such a point u(x)
in Q, according to the very de#nition (∗) of Q. 
Clearly H3 +W2 violates the condition of the theorem (already for P= 1), hence it
does not have #nitary uni#cation type.
However, the above proof does not clarify whether in varieties like Hn +Wm uni#-
cation type is zero or just ∞. It is not even clear whether there are at all varieties of
Heyting algebras having uni#cation type ∞. Examples of type zero varieties are easy
to #nd in the following way: consider any variety in #nite slice in which DeMorgan
law holds (or, equivalently, in which we have ¬x∨¬¬x=1). In such a variety, it is
easy to see that the disjoint union of injective posets in FV is also injective; thus for
every pair of uni#ers u1 : I1→P and u2 : I2→P for the uni#cation problem P, there
is a uni#er (namely [u1; u2] : I1 + I2→P) which is more general than both of them.
Consequently, uni#cation type can only be 0 or 1. 8 The statement of Theorem 9 and
8 There are other well-known situations [3] in E-uni#cation theory in which this 0/1 dichotomy holds: this
is always the case whenever it happens that the product of fp projective algebras is fp projective too (like
in modules over a ring, where products and coproducts coincide–recall that fp projective objects are closed
under coproducts in any category). For a converse result in the context of modal logic, see [12].
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its proof still hold (just ‘attach a #nal point everywhere’), so they provide examples in
which uni#cation type is 0 (for the same reasons, Theorem 6 provides many examples
of varieties in #nite slice with unitary uni#cation type).
In this paper, we did not investigate varieties which are not locally #nite, like the
whole variety of Heyting algebras: we refer the reader to the papers quoted in the
introduction for them. It is worth mentioning however that there are dualities for fp
algebras in such non-locally #nite situations too (see the recent book [13]) and so the
duality approach to uni#cation works also in such a more general context.
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