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Abstract
Current solar cell technology based on a single p-n junction has a maximum efficiency
dictated by the Shockley-Queisser limit of 33%. Singlet fission, which occurs in some
organic semiconductors, has the potential to push that limit to 44% because it results in
the formation of two separate triplets from the input of one photon. In order for organic
semiconductor solar cells based on singlet fission to be a viable option, the excitons need
be capable of traveling a sizable distance (up to microns) to reach the electrodes. Thus,
understanding what facilitates or hinders exciton transport is crucial in the optimization
of charge transport efficiency. However, exciton transport is notoriously difficult to study
because they are short-lived, have short diffusion lengths, and easily recombine.
In this project, I focused on developing a brand new ultrafast Raman imaging tech-
nique called spatially-offset femtosecond stimulated Raman spectroscopy (SO-FSRS)
that has both the spatial and temporal resolution to track structural changes in molec-
ular systems during exciton transport. Any structural changes can alter the frequencies
or intensities of vibrational modes which are reflected in the Raman spectra. In the
experimental setup, the photoexcitation pulse is displaced from the Raman probe and
pump pulses such that excitons are generated at a known distance from the probing
region. The photoexcitation pulse is then raster-scanned to generate a Raman map of
exciton transport. The details on how SO-FSRS are developed are documented in this
thesis.
After the successful development of SO-FSRS, its utility was first demonstrated
with 6,13-bis(triisopropylsilylethynl) pentacene. I showed that the fast exciton and free
charge carrier transport axes are identical, but the exciton transport is less anisotropic
by a factor of ∼3. SO-FSRS is the first technique that can directly track molecular struc-
tural evolution during exciton transport, which can provide us with chemical insights
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Despite growing between 15-25% each year for the past five years, solar energy only
contributed to 1.3% of U.S. energy consumption in 2020. [13] Thus, solar energy is
an under-utilized resource. The efficiency of single-junction solar cells is capped at a
theoretical limit of 33% due to inherent energy loss when absorbed light gets converted
into electrical energy. [14] In recent years, there has been growing interest in organic
semiconductors that undergo singlet fission, a unique process that can create twice the
electrical carriers, or charges, for every light input. Not only is this class of solar cells
more environmentally friendly, the maximum efficiency achievable is also increased to
45%. [15] However, the best organic semiconductor solar cells available today only have
an efficiency of 18.2%. [16] They cannot operate at their maximum potential because a
lot of energy is lost during the generation and movement of these charges to electrodes
where electrical currents are generated. In order to push the efficiency of these organic
solar cells closer to its theoretical limit, gaps in our understanding of the mechanisms
of charge generation and charge transport need to be bridged.
Femtosecond stimulated Raman spectroscopy (FSRS) is a vibrationally sensitive
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technique that can track structural changes in molecular systems after photoexcitation
on the femtosecond timescale. Thus, FSRS allows for the mechanism of charge gen-
eration to be studied closely. Studying charge transport is more tricky because the
generated charges, typically excitons, tend to have short lifetimes [17, 18] and short
diffusion lengths. [19] To track molecular structural changes during charge transport,
I aimed to introduce a spatial component to FSRS to develop spatially-offset FSRS
(SO-FSRS). SO-FSRS has all the benefits of FSRS but is specifically equipped to image
charge transport and seek out structural insights on what facilitates or hinders charge
transport. Using SO-FSRS to study photovoltaics allows us to gain chemical insights on
how to tailor modifications of existing systems to enhance their solar cell performances.
1.2 Outline
This thesis focuses on highlighting the utility of vibrationally sensitive ultrafast spectro-
scopic techniques and documents the development of SO-FSRS, the first excited-state
imaging technique that can directly track structural evolution in molecular systems
during charge transport.
Chapter 2 provides the theoretical background behind exciton transport, singlet
fission and FSRS. It then covers the experimental setup used in FSRS and SO-FSRS
experiments, followed by how Raman features can be isolated with certainty in FSR
spectra.
Chapter 3 describes how vibrational spectroscopies have contributed to the advance-
ment in singlet fission chromophore design. It ends with future directions that vibra-
tional techniques can continue to bring to the field of singlet fission.
Chapter 4 documents the development of SO-FSRS, from the selection of hardware
to the writing of codes to analyzing the acquired data. This is meant as a reference
guide for future users of SO-FSRS to gain a understanding on its operations and how
it can be further improved in future.
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Chapter 5 demonstrates the utility of SO-FSRS by testing it out on a model sys-
tem 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-pn). It also shows how SO-FSR
spectra can be analyzed and interpreted.
Chapter 6 discusses the future directions on SO-FSRS. It describes a few photo-
voltaic systems that are suitable to be studied with SO-FSRS. It also introduces the
possibility of incorporating compressive sensing with SO-FSRS to signficantly reduce
data acquisition.
Last but not least, chapter 7 brings this thesis to a conclusion. It summarizes the





2.1.1 Excitons in Molecular Crystals
Excitons are bound electron-hole (e-h) pair systems. In organic molecular crystals, a
closed-shell molecule in its ground state has a pair of electrons in its highest occupied
molecular orbital (HOMO). When one of the electrons is promoted into the lowest
unoccupied molecular orbital (LUMO), a hole is generated in the HOMO. In an organic
semiconductor molecular crystal, the electron can be promoted into the LUMO of the
same molecule, or the LUMO of its nearest neighbor.
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Figure 2.1: A Frenkel exciton (left) is a bound e-h pair localized on the same molecule.
When the total spin of the molecule is 0 or 1, the exciton is in its singlet or triplet
state respectively. A CT excition (right) is a bound e-h pair that is residing in adjacent
molecules.
In the first scenario, the bound e-h localized on one molecule is known as Frenkel
exciton. Frenkel excitons can either be singlets or triplets, depending on the spin of the
electrons. In the second scenario, the e-h pair is found on two adjacent molecules and
is known as the charge transfer (CT) exciton. These excitons are schematically repre-
sented in Figure 2.1. The distinction between Frenkel and CT excitons is not always
clear due to the delocalization of electrons. Instead, it is more accurate to think of
the excitons having a significant CT nature, observed by a separation of electron den-
sity. By considering only nearest neighbor interactions, such a system can be described




















where c†n(cn) refer to the electron creation (annihilation) operators at site n, d
†
n(dn) refer
to the hole creation (annihilation) operators, U(0) and U(1) are the Coulomb energies of
an e−h pair in a Frenkel and CT exciton respectively, H.C. is the Hermitian conjugate
of the previous term, te(th) is the transfer matrix element for the nearest neighbor
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electron (hole) transfer and V is the dipole-dipole interaction term that transfers an
(e− h) pair from site n+ 1 to site n.
The first term corresponds to the electronic states of the Frenkel (U(0)) and CT
(U(1)) excitons, whereas the second term accounts for the hopping of electrons or holes
to the nearest neighbors (thereby changing a Frenkel exciton to a CT exciton and vice
versa) and the third term accounts for when an exciton travels from site n + 1 to site
n, where n refers to a single molecule in a molecular crystal.
In many organic systems, the exciton binding energy U(1) − U(0) is usually sig-
nificantly larger than the interaction terms V/te/th. While not entirely accurate, it is
reasonable to assume that Frenkel and CT excitons can be treated separately and the
Hamiltonian can be rewritten as: [20]



























Although the bound e-h pair is found on different molecules in a CT exciton, CT
excitons are not less localized than Frenkel excitons. Based on the Hamiltonians in
Equations 2.3 and 2.4, both Frenkel and CT excitons can have wave functions that are
delocalized over N sites. The difference is that the degree of charge separation within
the basis functions will be larger for CT excitons.
It was assumed that Frenkel and CT excitons can be treated separately, and they
can only couple with the same species because one consists of neutral states, while the
latter consists of ionic states. [21,22] However, this is an oversimplified assumption. The
coupling term ĤFrenkel-CT is not negligible, [23–26] and processes such as the dissociation
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of a Frenkel exciton into a CT exciton are viable. In singlet fission, Frenkel singlet and
triplet excitons are generated, and their diffusion rates are of interest.
2.1.2 Exciton Diffusion
The transport or diffusion of excitons through a molecular crystal can be thought of
as a random hopping of electrons into holes across one molecule to the other, with no
physical displacement of the molecules. The hopping rate, kda of the excitons can be















where Vda is the electronic coupling between the donor and acceptor states and the
term in parentheses is the Franck-Condon-weighted density of states, with σ as the
Gaussian width of the absorption (acceptor) and emission (donor) spectra (assuming
the Gaussian widths are the same) and ∆da as the Stokes shift between these two
spectra. This expression makes use of the Condon approximation where it is assumed
that the excitonic transition is so fast that the transition probability can be calculated
at a fixed nuclear coordinate. [28] For singlets, the electronic coupling is often assumed





where µ is the magnitude of the transition dipole, n is the refractive index of the
molecular crystal and R is the distance between the centers of masses of the donor and
acceptor. κ has a value between 0 and 2 and it refers to the orientational factor, which
is dependent on the relative orientation of the two transition dipoles.
Förster energy transfer, as depicted in Figure 2.2a, is a process where the energy
of the excited electron on a singlet exciton is transferred non-radiatively to excite a
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neighboring ground state electron to the corresponding excited state. A larger Förster
coupling increases the probability of this process, and that translates to a more rapid
hopping rate. Besides the hopping rate, the lifetimes of singlets also need to be con-
sidered to figure out their diffusion lengths. Due to the spontaneous radiation of the







where c is the speed of light and ES is the singlet excitation energy. As shown in
Equations 2.6 and 2.7, having a large transition dipole µ increases the electronic coupling
Vda and hence the hopping rate kda, but also decreases the lifetime of the singlet state.
This competition prevents the diffusion lengths of singlets from increasing indefinitely,
and they can range from a few nanometers [29–31] to few tens of nanometers. [32, 33]




where C is the chromophore number density, R0 is the Förster radius and η is the
correction factor that accounts for chromophore density and the time derivative of mean











where v̄ is the energy in wavenumbers, QD is the quantum yield of the donor, NA is
Avogadro’s number, n is the refractive index of the medium where the transfer takes
place, εA(v̄) is the molar absorption coefficient of the acceptor, FD(v̄) is the fluorescence
intensity of the donor and κ is the same oriental factor as mentioned in Equation 2.6.
The ratio of integrals in the square brackets, which is represented by J(v̄), represents
the extent of spectral overlap between the fluorescence spectrum of the donor and the
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absorption spectrum of the acceptor.
Figure 2.2: (a) Förster energy transfer is where an excited singlet state is transferred to
its neighboring molecule by a non-radiative energy transfer as depicted by the curved
arrows. (b) Dexter energy transfer is the main mechanism for triplet transport, where
there is an electron exchange, as depicted by the curved arrows.
The same transfer mechanism does not work for triplet excitons because the Pauli
Exclusion Principle prevents the excited electron in a triplet from returning to the
ground state already occupied by another electron of the same spin. Instead, the dom-
inant transfer mechanism for triplet excitons is the Dexter energy transfer, as shown
in Figure 2.2b. The exchange of electrons between the donor and acceptor molecules
depends on the magnitude of Dexter coupling which increases when there is a higher
degree of overlap between the wave functions of the donor and acceptor. The Dexter
coupling can be expressed as:
Vda,triplet ≈ A exp[−ζR] (2.10)
where A is an pre-exponential factor that reflects the triplet energy transfer coupling and
can be calculated from the fragment spin difference scheme published in reference [37],
while ζ ≈ 0.28 nm−1 is the spatial extent of the overlap. Although the probability of
Dexter energy transfer decays exponentially with distance, triplets have a much longer
lifetime than singlets because triplets decay back to ground state singlets by phospho-
rescence, a slow intersystem crossing process that is dependent on spin-orbit coupling,
which is very small for most organic semiconductors.
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Diffusion lengths of excitons in organic semiconductors have been empirically deter-
mined to be on the orders of nanometers [38–40] to microns. [41, 42] While singlets are
short-lived, their hopping rate is much higher; while triplets diffuse more slowly, they
have a much longer lifetime. As both excited singlet and triplet excitons are gener-
ated in singlet fission, the more dominant form of exciton transport depends upon the
system.
2.2 Singlet Fission
2.2.1 Principle Behind Singlet Fission
Singlet fission is a spin-allowed process where an excited singlet can undergo fission to
lead to the formation of two individual triplets. A simplified version of the process can
be expressed with the following chemical equation:
S1 + S0
1(TT) 1(T · · ·T) T1 + T1 (2.11)
where S1 is the first excited singlet state of a chromophore, T1 is its first triplet state
and S0 is its ground state. A closed shell ground state is always a singlet state because
the HOMO is occupied with a pair of electrons and the total magnetic spin of the
chromophore will be 0. 1(TT), which is known as the correlated triplet state or a
multiexciton state, is an observable intermediate for the singlet fission process. [43,44] As
1(TT) loses its electronic coupling while retaining its spin coherence, it forms 1(T...T),
[45, 46] the separated correlated triplet pair, which eventually loses its spin coherence
to generate two individual triplet excitons T1.
In singlet fission, a chromophore is first excited to the S1 state via the absorption of
a photon. Initially, it is not coupled with the neighboring chromophore, which is in its
ground state S0. An interaction Hamiltonian operator, Ĥint = Ĥel + Ĥsp acts on these
two chromophores to induce the singlet fission process. Ĥel is a spin-free electrostatic
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part that is shown in Equation 2.1, while Ĥsp is a spin-dependent part that accounts
for spin-spin dipole interactions and Zeeman interactions a with an external magnetic
field.
Ĥel acts on S1 + S0 to convert them into a coupled triplet state, where the electronic
spins on both triplets are coherent, which means that the electronic angular momentums
of the two chromophores have the same phase difference and the same frequency. [48]
This electronic spin coherence allows the chromophores to retain singlet characteristics,
making singlet fission a spin-allowed process. The depiction of 1(TT) as an intermediate
in Equation 2.11 is a simplified picture. If the electronic coupling between the two
chromophores are weak, the energies of the singlet 1(TT), triplet 3(TT) and quintet
5(TT) will be approximately degenerate. If this coupling is within 1 cm−1, the Ĥsp
operator can act on the correlated triplet pair to mix these states sufficiently and the
intermediate will be in a superposition of all three states. Thus, an external magnetic
field can interfere with the singlet fission process and the spin coherence mentioned
above will gradually be lost and the correlated pair diffuses apart as two individual
triplets. The corresponding expanded Jablonski diagram is described in Figure 2.3.
aSpin of an electron is its intrinsic angular momentum. Spin-spin dipole interactions refer to the
interaction energies between the magnetic dipole moments that arise from the spin of electrons. Zeeman
interactions occur between an external magnetic field and a magnetic dipole moment associated with
the electron spin, leading to a shift in energy levels. [47]
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Figure 2.3: When the ground state singlet S0 is excited to a S1 state, it can couple with
a neighboring molecule to give a correlated triplet pair state, which is a superposition of
1(TT), 3(TT) and 5(TT). When the spin coherence is lost, such as by the interference of
an external magnetic field, the correlated triplet pair state will split into two individual
triplet T1 states. Figure adapted from Ref [1].
If the coupling between the chromophores is strong, the 1(TT), 3(TT) and the 5(TT)
states will not be degenerate and the effect of Ĥsp will be negligible. A pure spin state
1(TT) will be formed. If 1(TT) is a lot more stable than 3(TT) and 5(TT), it will be
energetically difficult for the triplets to diffuse apart. Thus, in order to harvest two
triplets for solar cell applications, the coupling between chromophores should not be
too strong. However, it should also not be so weak that the rate of formation of the
correlated triplet-pair state is too low for feasible application. The remaining of this
dossier will refer to the correlated triplet pair state as the pure-spin state 1(TT). To
date, there is no agreement on the mechanism for the intersystem crossing process that
converts S0 + S1 to
1(TT).
2.2.2 Proposed Mechanisms
There are two main proposed mechanisms for the formation of the correlated triplet
pair state 1(TT), namely the CT and the direct method.
In the CT mechanism, the S1 and S0 gain cationic and anionic characteristics as
represented in Figure 2.4 before forming 1(TT). Since this process involves converting
Frenkel singlet excitons to CT excitons, then back to Frenkel triplet excitons, it is likely
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Figure 2.4: The green arrow depicts the direct mechanism where the S1 and S0 couple
to form 1(TT) directly. The blue arrows show the pathway of the S1 and S0 states
gaining cationic and anionic characteristics before forming the 1(TT).
that the coupling term ĤFrenkel-CT mentioned in Section 2.1.1 is significant. In contrast,
the direct mechanism is where S1 and S0 couple electronically to form
1(TT) directly
through an avoided crossing or conical intersection.
Monahan and Zhu argued in their review paper that CT is crucial for singlet fis-
sion. [49] For instance, Petelenz et al. reproduced the eigenenergies observed in the
electroabsorption spectra of anthracene, tetracene and pentacene when they used a ba-
sis with Frenkel and CT contributions (∼2–27%) in their calculations. [50] Furthermore,
calculations on Davydov splitting b required CT-Frenkel coupling to reproduce experi-
mental observations in linear absorption spectra. [26,52] Zhu et al. managed to observe
the multiexciton intermediate via time-resolved two-photon photoemission spectroscopy
and they observed that the multiexciton state is formed nearly simultaneously with the
excited singlet state. [43] Theoretical calculations suggest that the short dephasing times
of CT states can explain the ultrafast formation of the multiexciton state, suggesting
that the excited singlet is coupled with the CT state. [53]
Nonetheless, Zimmerman et al. argued that the correlated-triplet pair is formed
via direct mechanism, using calculations on tetracene and pentacene crystals, [54] in
direct contrast with Petelenz’s et al. work. [50] They calculated the potential energy
bDavydov splitting is the lost in degeneracy of electronic states as molecules in a crystal lattice have
different orientations, leading to non-equivalent interaction energies with one another. [51]
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surfaces of the singlets and triplets in tetracene and pentacene, and found a conical
intersection. A conical intersection is caused by the strong vibronic coupling between
the dimers (when fixed at certain geometries as in crystals) and it acts as a funnel
to allow a direct conversion from S1 + S0 to
1(TT). [55, 56] Recently, Musser et al.
provided empirical evidence of the direct mechanism in singlet fission of TIPS-Pn [8]
and their observed dynamics are consistent with dynamics calculations near conical
intersections. [57] Burdett et al. also showed that the direct mechanism is a possible
route for singlet fission to proceed because their theoretical model based on the direct
mechanism successfully reproduced the delayed fluorescence spectra that they measured
for crystalline tetracene. [44] Although there is yet to be a consensus, both the direct and
CT mechanisms could play a role in singlet fission, and their contribution might depend
on the system studied (e.g. endoergic or exoergic, intermolecular or intramolecular).
2.2.3 Existing Studies on Exciton Transport in Singlet Fission
To incorporate singlet fission with solar cell technology, the transport of the generated
excitons needs to be better understood so that researchers can design singlet fission
chromophores deliberately to improve their transport properties. One of the key chal-
lenges in this field is the difficulty in detecting and tracking excitons because their
spectroscopic signals are easily drowned by signals from the ground state molecules,
which are significantly more abundant. Thus, many studies on exciton transport were
done computationally. [27, 58]
Samiullah et al. managed to overcome this problem by using photoinduced absorp-
tion spectroscopy, where they detected the quenching of photoluminescence signals of
the 1(TT) when they were absorbed by acceptor molecules. [59] They found that the
diffusion of triplet excitons in thin films of diaryl (diphenyl)-substituted ladder-type
poly(paraphenylene) can be described using the random walk model and the diffusion
lengths and lifetimes of triplets were on the order of ∼ 1µm and ∼ 10 ms. [59] Ak-
selrod’s et al. work also supported the random walk model. They used a home-built
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fluorescence microscope to measure the delayed fluorescence released when the 1(TT)
of tetracene crystals recombined to become singlets. Their time-resolved and spatially-
resolved technique not only demonstrated anisotropy in the diffusion axes, it also showed
that nanoscale morphology, such as local exciton traps, has a huge impact on the diffu-
sion rate. [60]
Nonetheless, these methods are indirect observations of exciton diffusion. Further-
more, a technique that depends on the recombination of 1(TT) is non-ideal because re-
combination contradicts the goal to harvest multiple charge carriers from a single-photon
input. In 2015, Wan et al. showed that they could observe the exciton transport in a
single tetracene crystal directly through femtosecond transient absorption microscopy,
with a spatial resolution of 50 nm and temporal resolution of 200 fs. [61] Similar to Ak-
selrod’s et al. work, they showed that triplet diffusion is more efficient in the b axis
(defined by the crystallographic axes of tetracene crystals) whereas singlet diffusion is
isotropic. They were able to distinguish singlets from triplets because the absorption
spectra are observed at different delay times and the absorption bands are different. [61]
They proposed that triplet-triplet recombination can be useful in that it helps maintain
an equilibrium between the populations of singlet and triplet excitons, allowing for a
long-range and relatively fast triplet exciton transport.
2.3 Femtosecond Stimulated Raman Spectroscopy
2.3.1 Spontaneous Raman Spectroscopy
Raman scattering was discovered by C.V. Raman and K.S. Krishnan in 1928 when
they observed that the wavelengths of scattered light were different from the incident
wavelength after the light was passed through a liquid sample. [62,63] This phenomenon
was found to arise from vibrational modes of the molecules [64,65] and gave information
about their molecular structures. [66, 67]
When a photon with frequency ωi interacts with a molecule, it can be scattered
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either elastically or inelastically. Elastic scattering, also known as Rayleigh scattering,
does not change the vibrational state of the molecule and the scattered photon has
the same frequency ωi. On the other hand, the vibrational state of the molecule either
increases or decreases in inelastic scattering, also known as Stokes or Anti-Stokes Raman
scattering, respectively. As shown in the Jablonski diagram in Figure 2.5, the difference
in frequency of the scattered photon and the incident photon ωi corresponds to the
energy difference ω0 between the initial and final vibrational states. [68]
Figure 2.5: In scattering processes, the molecules are promoted to virtual energy levels
after interaction with the photons. The virtual energy levels cannot be observed because
the photons were not absorbed. The molecules then return to the ground state and
release the scattered photons. In Rayleigh scattering, the scattered photon has the
same energy as the incident photon and the molecule is still in the vibrational level n.
In Raman scattering, the energy difference between the scattered photon and incident
photon the energy difference between vibrational state n and n+ 1. The molecule will
either be in a higher (Stokes) or lower (anti-Stokes) vibrational level after the scattering
process.
Raman scattering can be optically observed only for vibrational or rotational modes
that change the polarizability α of the molecule ( ∂α∂Qi 6= 0); Qi is a vibrational or
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rotational coordinate. The polarizability is a measure of how easily a dipole can be
induced in presence of an electric field, which is represented mathematically by
µ̃ind = α~E (2.12)
where ~µind is the induced dipole and ~E is the electric field responsible for this dipole
moment.
The local electric field in a molecule fluctuates sinusoidally because the electronic
motions are coupled to the much slower nuclear motions. Thus Equation 2.12 can be
written as






[cos(ωi + ωR)t+ cos(ωi − ωR)t] (2.13)
where ωi is the frequency of the incident photon while ωR is the frequency of the
scattered Raman photon. As scattering probability, and hence Raman peak intensity,
is proportional to the square of the induced dipole, only systems with a change in
polarizability ( ∂α∂Qi 6= 0) will have Raman signatures. The first term in Equation 2.13
can be neglected because it corresponds to Rayleigh scattering. [68]
The Raman shift, which is typically reported in wavenumbers (cm−1), is defined by
the difference in energy between the scattered and incident photons. As shown in Figure
2.5, anti-Stokes Raman scattering lowers the vibrational energy of the molecule. As a
majority of the molecules are already in the lowest vibrational level under normal con-
ditions, anti-Stokes feature intensity will be much lower than that of the corresponding
Stokes feature. Therefore, for the rest of this dossier, Raman feature will refer to Stokes
only.
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2.3.2 Stimulated Raman Spectroscopy
Figure 2.6: Double-sided Feynmann diagram of stimulated Raman process. [2] The first
interaction with the Raman pump excites the ket <g,0| into a virtual state <v|, which
is brought back to the ground state <g,1| by the Raman probe pulse. The Raman pump
then comes in to promote the bra |g,0> to a virtual, and a photon is scattered out (~k)
when the system returns to the ground state. The system is now in a higher vibrational
state.
As spontaneous Raman scattering is a weak process (∼1 scattered photon in every 107
incident photons), [69] one of the efforts to enhance the Raman signal is to utilize the
stimulated emission process. Similar to spontaneous Raman, the system is promoted
to a virtual state c by a Raman pump beam (~kpump). However, instead of the system
returning to the first excited vibrational state spontaneously, a probe beam (~kpr) is
used to stimulate the process, as shown in the Feynmann diagram in Figure 2.6. The
scattered photon is scattered in the direction of ~k, where
~k = ~kpump + ~kprobe − ~kpump = ~kprobe. (2.14)
The scattered photon is coherent with the probe beam and all the Raman signal could
be collected in the direction of the probe beam, as opposed to being scattered in all
directions, as in spontaneous Raman scattering. This gives a much larger Raman signal
for stimulated Raman spectroscopy as compared to spontaneous Raman spectroscopy.
cIt is possible to excite the system to an existing electronic state, which would make this technique
a hybrid between stimulated Raman and resonance Raman spectroscopy.
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[69]
2.3.3 Principles Behind FSRS
Femtosecond stimulated Raman spectroscopy (FSRS) is an ultrafast technique that
can measure the Raman spectra of excited states. The technique consists of three
laser pulses – a femtosecond actinic or photoexcitation pump, a femtosecond Raman
probe and picosecond Raman pump pulse. The Raman pump and probe pulses are
spatially and temporally overlapped to maximize the stimulated Raman signal. The
photoexcitation pump is also spatially overlapped with the other two beams so that the
excitation site and probing site coincides.
When the photoexcitation pump interacts with the sample, it excites the molecules
to a higher electronic level as shown in Figure 2.7. The time at which this occurs is
defined as the zero time delay (t0). The photoexcitation beam has a narrow band-
width and its peak wavelength is tunable so that the experimental setup can be tailored
to excite the system within a specific electronic transition. After a time delay t, the
Raman pump and probe beams interact with the system to generate vibrational coher-
ence. This contributes to the macroscopic polarizability of the system, represented as
|e, n〉 〈e, n+ 1|, and the molecules would start oscillating between two vibrational states
(Figure 2.7: Right). As the Raman pump lasts for a longer duration, it interacts with
the system a second time to generate the scattered photons.
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Figure 2.7: (a) A brief overview of the FSRS process, where the system decays across
a multidimensional reaction coordinate after excitation. (b) Feynmann diagram for
stimulated Raman scattering that incorporates the excitation of the molecule by the
photoexcitation pump. The output (~k = ~kprobe) is coherent with the Raman probe
pulse. [3] (c) In the energy domain, the photoexcitation and Raman pump pulses have
a narrow bandwidth while the probe pulse is a continuum. (d) In the time domain, the
actinic pulse first excites the system. After a time delay, the Raman pump and probe
pulses interact with the system to generate a vibrational coherence. As the Raman
pump is broader in time, it will interact with the system a second time to generate a
scattered photon. Image courtesy from Renee Frontiera. [4]
Based on the FSRS Feynmann diagram (Figure 2.7: Left bottom), ~k = ~kpump +~kprobe−
~kpump +~kexcitation−~kexcitation = ~kprobe, and the scattered photons are coherent with the
Raman probe photons.
The probe beam and the scattered Raman photons are directed to a charge coupled
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device (CCD) detector. The Raman signal is reported as a gain in the probe signal.
To eliminate shot-to-shot fluctuations due to the instability of the Raman probe, the
Raman gain is calculated using this equation: [3]
Raman gain =
Probe and signal counts with Raman pump on
Probe and signal counts with Raman pump off
. (2.15)
In FSRS, the ground state spectrum is taken when the photoexcitation pump is off.
After the photoexcitation pump has excited the molecules, the Raman spectra collected
consist of the Raman spectra of both the ground state and excited state molecules.
As only a minority of molecules will be in the excited states, the excited state spectra
will be very weak. To extract these excited state spectra, the ground state spectrum
is substracted from the Raman spectra collected at various time delays with respect to
the photoexcitation pump.
FSRS is an ideal technique for studying singlet fission because it has many ad-
vantages. Besides having high temporal (∼ 50 − 300 fs) resolution, that relies on the
vibrational dephasing time of the molecular system, and high spectral (∼ 10 cm−1) res-
olution, [4, 70] FSRS also probes the Raman spectra of the excited singlet and triplet
states directly instead of relying on signatures of accompanying processes such as the
measurement of delayed fluorescence due to the recombination of triplets. [60] The re-
lationship between the exciton transport and vibrational modes can then be studied
directly. Raman peaks can be assigned very specifically to their corresponding vibra-
tional modes whereas transient absorption (TA) bands are not easily assigned to certain
electronic features. Furthermore, the FSRS setup itself allows the TA spectra to be
recorded simultaneously. The absorbance can be calculated from the transmission of
photons when the Raman pump is off, as shown in this equation:
Absorbance = − log
(
Probe counts with Photoexcitation pump on





2.4.1 Femtosecond Stimulated Raman Spectroscopy
The FSRS setup consists of the Libra-HE laser system (Coherent Inc.) as the funda-
mental laser source. The output wavelength is centered at 800 nm with an output power
of 4.6 W and repetition rate of 1 kHz. The schematic of the setup is shown in Figure 2.8.
This primary laser beam is then split into three different pathways sending it through
two 70:30 beam splitters.
The Raman pump (yellow pathway) is the first beam that is split off. It passes
through a grating filter to narrow its bandwidth. This increases the pump pulse duration
to 2.1 ps. [6] The Raman pump then passes through the time delay stage which can be
adjusted to ensure that the Raman pump and probe pulses are temporally overlapped.
A chopper that rotates at 0.5 kHz is used to chop the Raman pump so that the Raman
pump can be on (when chopper is not blocking the beam) and off when chopper is
blocking the beam).
The second beam used is the Raman probe beam (purple path). The laser pulse
is sent through a sapphire crystal, which undergoes self-phase modulation, where the
refractive index of the crystal changes for different wavelengths of light due to the
optical Kerr effect. This leads to spectral broadening and generates a smooth white
light continuum. The probe continuum is sent through a prism compressor to correct
the chirp. As the Raman probe pulse has a wide range of wavelengths, its time duration
is quite short following compression (approximately 30 fs).
The third beam (green path) goes through a non-collinear optical parametric am-
plifier (NOPA) to generate the photoexcitation pump. In the NOPA setup, the funda-
mental beam is further split into two beams; one is focused into a sapphire crystal to
generate a continuum seed pulse while the other is sent through a doubling crystal (beta
barium borate (BBO)) to generate a pump pulse at 400 nm. The seed and the pump
pulses then converge at a BBO mixing crystal to amplify a portion of the continuum
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and generate the photoexcitation pump. The wavelength of the photoexcitation pump
can be tuned from 500 nm to 700 nm. The photoexcitation beam can be blocked or
unblocked by turning a programmed shutter on or off.
Figure 2.8: Schemtic of FSRS setup. The fundamental 800 nm, 4.6 W laser beam is split
off to three different beams – Raman pump beam (yellow path), Raman probe beam
(purple path) and photoexcitation pump beam (green path). They converge before
entering the microscope, as represented by the red laser beam path. The dark blue
rectangles are reflective mirrors and the pale blue rectangles are 70:30 beam splitters.
[5, 6]
As shown in Figure 2.8, the Raman pump, probe and photoexcitation pump converge
and are passed through the inverted microscope to the sample. All three beams are
p-polarized with respect to the sample. The laser beams are focused onto the sample
through a microscope setup. The collimated output, which consists of the probe photons
and the coherent scattered Raman photons, is directed from the microscope to the
detector.
Before conducting the experiment, all three beams need to be spatially and tempo-
rally aligned. The spatial and temporal overlap between the Raman pump and Raman
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probe can be found by maximizing the Raman signal of cyclohexane, a common stan-
dard for calibrating Raman frequencies. The photoexcitation pump can be spatially
overlapped with the Raman beams visually by viewing the image from the microscope’s
camera. The temporal overlap between the photoexcitation pump and the Raman probe
is determined by finding the position of the time delay stage at t0.
2.4.2 Finding Zero Time Delay t0
The time at which the photoexcitation pump interacts with the sample is assigned as
t0, while the times before and after this interaction are the negative and positive time
points respectively. The time delays between the Raman pulses and the photoexcitation
pump are determined by the position of the time delay stage (along green path in Figure
2.8).
To find t0, the cross-correlation between the photoexcitation pump and Raman probe
is found using the optical Kerr effect, which accounts for the convolution or degree of
overlap between the two beams. These two beams interact with the sample before they
are directed to a photodiode instead of the detector. The sample the beams are passing
through is usually cyclohexane because of its high Kerr constant.
A polarizer is placed before the photodiode to allow only s-polarized light to pass
through and the polarization of the photoexcitation pump is circularly polarized as it
goes through a quarter wave plate. When the photoexcitation pump passes through
the sample, the electric field component of the beam changes the refractive index of the
medium due to the optical Kerr effect. When the probe passes through the sample in
absence of the photoexcitation pump, it leaves p-polarized and is not be detected by
the photodiode. However, in the presence of the photoexcitation pump, the induced
birefringence within the sample will cause the polarization of the Raman probe to have
a s-component, which will be picked up by the photodiode. The full-width at half
maximum (FWHM) of the cross-correlation curve gives the smallest time delay difference
that can be resolved between the pulses (not the same as time resolution), while the
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peak position gives the position of the time delay stage where t= 0 fs. The t0 found
with cyclohexane might be different for the TIPS-pn crystals due to differences in the
refractive index and sample thickness.
2.4.3 Spatially-Offset FSRS
To study the dynamics of singlet fission, spatially-offset FSRS spectra are measured by
displacing the photoexcitation beam away from the Raman pump and probe. Therefore,
the excitation site and probing site are at a known distance from each other. The
photoexcitation beam is displaced because it is non-trivial to shift both the Raman
pump and probe without changing their overlap. Moreover, the alignment from the
microscope to the detector is based on the Raman probe beam pathway, and changing
the probe position would misalign the setup.
Figure 2.9: Spatial-Offset
The spatial offset is defined as the distance between the center of the probe beam and
the center of the photoexcitation beam. The spatial offset is assigned values on the x and
y axes as shown in Figure 2.9, with units in microns. The axes are arbitrarily assigned
as the horizontal and vertical axes of the images collected from the microscope. Based
on the image collected by the microscope camera, the estimates of the beam diameters
are 2µm and 10µm for the Raman probe and photoexcitation beams respectively. The
spot size of the photoexcitation pump is larger because its focal point is slightly different
than that of the probe beam. As a result, the photoexcitation pump is more dispersed
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and can excite a wider region of molecules. The Raman probe and photoexcitation
beams are assumed to have 2D Gaussian profiles, and the degree of overlap between
them can be calculated by integrating the volumes under their curves numerically.
2.5 Isolating Stimulated Raman Features from Other Four-
Wave Mixing Processes
One difficulty constantly encountered in interpreting FSR spectra is that Raman fea-
tures may be difficult to distinguish from other four-wave mixing processes, such as
transient absorption features or cross-phase modulation. Thus, to counter this prob-
lem, I worked with other lab members to develop dual-frequency Raman pump FSRS,
inspired by shifted excitation Raman difference spectroscopy (SERDS). Our work has
been published in the Journal of Physical Chemistry A, where my main contributions
were setting the technique experimentally and writing the algorithm used to reconstruct
a background free Raman spectra. The following paragraphs have been adapted with
permission from reference [71]. Copyright 2019 American Chemical Society.
Our goal was to present a new and effective method to distinguish transient Raman
peaks from other nonlinear spectral features in FSRS using a SERDS inspired tech-
nique with minimal complexity and no moving parts. SERDS is based on the principle
that Raman features are excitation frequency dependent, whereas fluorescence spectra
are independent of slight changes in excitation frequency. Therefore, small changes in
the excitation wavelength result in equivalent shifts of the Raman peaks, whereas the
fluorescence background remains unchanged. [72–79] By subtracting Raman spectra ob-
tained with two different but close in frequency (∼5-10 cm−1) excitation wavelengths,
dispersive-shaped Raman features are obtained and all other spectral contributions such
as fluorescence [77,80] are removed from the wavelength-dependent Raman peaks. [81] A
background-free Raman spectrum can then be recovered using curve fitting and integra-
tion algorithms. [72,74,77,78,81–86] The choice of reconstruction method is application
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dependent and can range from being relatively simple to complicated integration algo-
rithms requiring user intervention to manually specify the limits. [77, 82,87]
To more easily produce simultaneous yet spectrally different Raman pump pulses for
a SERDS-inspired approach to FSRS, we took inspiration from the work of Kearns et
al., who built a simple frequency comb generation setup for vibrational sum frequency
generation (VSFG) experiments. [83] To collect two different VSFG spectra simultane-
ously, Kearns et al. used a pair of mirrors to divide the Ti:Sapphire fundamental output
into two visible beams in a grating filter. [83] This simple addition of two mirrors in
the grating filter produced two visible pulses that were spectrally separated but spa-
tially and temporally overlapped resulting in two different VSFG signals for multiplex
detection. Given that a standard FSRS approach uses a grating filter to generate the
picosecond Raman pump pulse, we utilize a similar design here.
To generate the dual-frequency Raman pump, we passed 460 mW of the 800 nm
fundamental output through our home-built grating filter to generate a 2.1 ps narrow-
band Raman pump. [3] In our grating filter, the fundamental diffracts off a grating
and is then focused onto a slit with a cylindrical lens, which selects a portion of the
input bandwidth to be reflected back through the lens to the diffraction grating. To
generate two Raman pump pulses, we inserted a 1 mm thick rectangular silver mirror,
shown in bold inside the red dotted box in Figure 2.10a, after the focusing lens, which
reflects the red portion of the dispersed input bandwidth onto a second slit and mirror.
We used the second slit to select a portion of this spectral bandwidth to generate the
second Raman pump pulse, which is reflected back through the lens to the grating, as
shown in Figure 2.10a. We collected the combined reflections from both mirrors after
the grating with a D-shaped pickoff mirror. The output beam consisted of two nar-
rowband pulses separated in wavelength by 1.6–3.0 nm. The two Raman pump pulses
are overlapped in space and time at the sample. We mounted the slits on translational
stages to adjust the frequencies required for the two Raman pump pulses. This allows
us to switch between the two Raman pump wavelengths without changing any other
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experimental parameters. Figure 2.10b illustrates the fundamental principle of SERDS,
in which Raman features are shifted by known frequencies relative to the two excitation
wavelengths and non-Raman features overlap.
Figure 2.10: (a) Diagram of the modified grating filter setup to generate Raman pump
pulses at two wavelengths. A mirror, indicated by the red dashed box, is added to send
half of the diffracted light to another mirror–slit pair to generate the second Raman
pump pulse. (b) Schematic explaining the principle of SERDS, where the Raman signals
shift in frequency upon a shift in the Raman pump excitation wavelength, and the non-
Raman signals remain unchanged.
To demonstrate that dual-frequency Raman pump FSRS can discriminate Raman
peaks from non-Raman peaks and background spectra, we first used this setup to mea-
sure the ground-state stimulated Raman spectra of cyclohexane. As cyclohexane is a
well-known Raman standard, we were able to verify if our technique could effectively iso-
late Raman peaks from the other signals. We converted the stimulated Raman spectra
of cyclohexane taken separately with the Raman pump pulses at 803.1 nm and 806.1
nm to a common scale through z-normalization [77] so as to make their background
spectra similar in Figure 2.11a. Based on the 3 nm difference between the two Raman
pump frequencies, the Raman signals taken with the 806.1 nm Raman pump should be
upshifted by 46 cm−1 (∆) with respect to the Raman signals taken with the 803.1 nm
Raman pump. Comparing the two spectra in Figure 2.11a, we observe that the frequen-
cies of the six Raman peaks of cyclohexane shift by the expected amount. We can also
confirm that the two peaks observed in the 600-800 cm−1 region are not Raman peaks
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as they are independent of the Raman pump wavelength. These non-Raman peaks are
likely signatures of cross-phase modulation between the Raman pump and probe pulses.
To reconstruct a background-free cyclohexane Raman spectra, we first subtracted
the z-normalized Raman spectra from one another to obtain a difference spectrum D(v)
and plotted it with respect to the 803.1 nm Raman pump pulse (Figure 2.11b). If
the backgrounds of the 803.1 nm and 806.1 nm Raman spectra are identical, D(v) will
eliminate the background contribution entirely and leave behind Raman peaks that
appear as derivative-like features. However, we see that D(v) still bears a non-vanishing
background likely derived from differences in the cross-phase modulation of the two
Raman pump pulses. Next, we fit the difference spectrum D(v) from its ith index point












where A0 is the scaling factor (A2/A1), A1 and A2 are the amplitudes of the positive
and negative Gaussian functions in the difference spectrum, v is the wavenumber, v0 is
the peak center of the positive Gaussian peak in wavenumbers, ∆ is the SERDS shift,
c is the standard deviation and v1 is the baseline. The positive and negative Gaussian
peaks correspond to peaks in the 803.1 nm and 806.1 nm Raman spectra in this case.
We fit across the entire difference spectrum with f(v) using a range of n = 150 points
and the following constraints: 1) both the positive and negative Gaussian peaks have
the same FWHM, 2) the FWHM cannot be higher than 50 cm−1, 3) the peak position
v0 is fixed at the v value in the middle of the fitting range, and 4) A0 and ∆ values are
determined from experimental conditions and held constant throughout the fit.
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Figure 2.11: Scheme of the automated reconstruction algorithm. (a) z-normalized Ra-
man spectra of cyclohexane at Raman pump frequencies of 803.1 nm and 806.1 nm. (b)
Fit the difference spectrum D(v) to a pair of positive and negative Gaussian peaks. Ex-
amples of the fit functions (blue) at the Raman peak positions. (c) Measured the ratio
of the amplitude of the fits in (b) to the error in the fits and obtained Fraction G(v). (d)
Used an algorithm to process H(v), the derivative of G(v), to identify the Raman peak
positions. (e) Reconstructed Raman spectrum from plotting sum of Gaussian functions
with the fit parameters corresponding to the peaks identified in (d).
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A0 is set as the ratio of the output power of the two Raman pump pulses, while ∆ is
the difference in frequencies of the two Raman pump pulses. We chose n = 150 because
its range covers each Raman peak function with little to no overlap with the subsequent
Raman peaks in cyclohexane. In our constraints, we assumed that the FWHM of the
two peaks are the same because they arise from the same cyclohexane sample under
very similar experimental conditions. We set the upper limit of the FWHM to be 50
cm−1 because we noted that the FWHM of the Raman peaks were less than 30 cm−1 in
the initial Raman spectra shown in Figure 2.11a. We fixed v0 to the center of the fitting
range so that we account for all possible peak positions. As a result, we only needed to
extract the amplitude A1 and FWHM of the Raman peaks from our fitting algorithm.
After we fit the difference spectrum with f(v), we obtained the amplitude A1 of the
fits at each point across the entire spectrum. We then divided the amplitude of the fits
A1 by its error at each point in the spectrum, which we denote as fraction G(v) and
overlaid it with the 803.1 nm Raman spectrum in Figure 2.11c. Due to the constraints
imposed in our fitting algorithm, we expect good fits only when v0 coincides with a
Raman peak position. At all other positions with no Raman peaks, the fit amplitudes
would have large errors and thus G(v) approaches zero. We can see in Figure 2.11c
that the resulting G(v) spikes at regions with Raman signal, very clearly highlighting
the Raman peak positions. Next, we took the derivative of fraction G(v), referred to as
H(v), shown in Figure 2.11d, and ran the following algorithm to search for the exact
positions of the Raman peaks. In order to be considered the position of a Raman peak,
the mth point of H(v) must meet these two criteria:
a. H(m) > 0 and H(m+1) < 0, representing a peak in G(v) where its slope changes
sign.
b. Σmm−pH(v) is larger than a threshold value, where p is the number of points prior
to the inflection point, to eliminate any oscillatory noise.
For all m that fulfilled these criteria, we retrieved the fit parameters of the difference
spectrum D(v) and computed the corresponding Gaussian functions. The reconstructed
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spectrum is a sum of all of these Gaussian functions, that produces a background-
free spectrum. We used p = 10 and threshold = 1.4 for the automated reconstructed
cyclohexane Raman spectrum in Figure 2.11e.
We have also applied this experimental approach and automated data analysis tech-
nique to time-resolved studies. The introduction of the photoexcitation pulse can give
rise to more non-Raman signals, such as a strong transient absorption background,
which can make it more challenging to resolve Raman features associated with excited-
state dynamics. Thus, having a technique that can reliably help to distinguish Raman
features from non-Raman features is a big improvement.
In summary, by adding a second arm to our grating filter, we have developed this
technique, which we call ‘dual-frequency Raman pump FSRS’ to obtain ground- and
excited-state Raman data. We have also developed an automated reconstruction method
to distinguish Raman features from background features in transient FSR spectra. Al-
though our technique does not remove all scientific evaluation needed in interpreting
FSRS spectra, it serves as a valuable tool to help decipher complex FSRS data, widening
the range of systems we can understand through FSRS. This work provides insights into
how a simple and economical approach is capable in removing unwanted non-Raman
effects from Raman spectra in spontaneous and time-resolved Raman spectroscopy.
2.6 Conclusion
In this chapter, I laid the theoretical groundwork for exciton transport and FSRS. I
also covered how FSRS and SO-FSRS are ideal techniques to study charge genera-
tion and transport mechanisms in singlet fission, a process that has huge potentials
in photovoltaic applications. I also discussed dual-frequency Raman pump FSRS, a
complementary tool that can help us distinguish Raman features from other four-wave
mixing processes in SO-FSR spectra.
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Chapter 3
Advancements in Singlet Fission
Chromophore Design Enabled by
Vibrational Spectroscopies
To date, there have been many reviews and perspectives published on singlet fission,
covering a wide range of topics such as the nature of the correlated triplet pair and
computational methods. However, none has directly placed the spotlight on the spec-
troscopic techniques used to study singlet fission. Spectroscopic techniques can be
broadly classified as electronic, vibrational and magnetic in nature and each of them
provides us with a unique lens to study singlet fission. Our understanding of singlet
fission progresses with improvements in our collective toolkit, thus Dr. Kajari Bera and
I published a singlet fission perspective as co-first authors to highlight the importance
of various experimental techniques and specifically focus on advances in singlet fission
driven by vibrational spectroscopic techniques. The full text of the perspective has been
reproduced in this chapter. Reprinted with permission from reference [88]. Copyright
2020 American Chemical Society.
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3.1 Overview
Figure 3.1: Vibrational spectroscopies drive advances in singlet fission.
Singlet fission leads to the formation of two separate triplet T1 excitons from an initial
singlet S1 exciton through
1(TT) and 1(T...T), multiexcitonic intermediates that retain
singlet character. Its ability to achieve external quantum efficiencies higher than 100%
made it an attractive candidate for optoelectronic device applications. However, sin-
glet fission has not been applied widely despite having been investigated by a myriad
of spectroscopic methods, in part due to our poor understanding of how to optimize
molecular structure and packing in chromophores well-suited to large-scale production.
Vibrational spectroscopies provide a solution, because they directly probe nuclear mo-
tions, allowing us to monitor evolving structural changes in molecules undergoing singlet
fission, thus providing us with roadmaps to design molecules suitable for optoelectronic
applications. This Perspective reviews the contributions and analyzes the future di-
rections of vibrational spectroscopies to the advancement in our knowledge about the
mechanisms and rational designing of chromophores undergoing efficient singlet fission.
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3.2 Introduction
Singlet fission (SF), a photophysical process where an initially excited singlet state S1
evolves into two low-lying triplet states T1, has been shown to attain external quantum
efficiencies higher than 100% in photovoltaic devices. [15] Although this phenomenon
had first been observed in the early 1960s [89, 90] and known to have potential to
overcome the Shockley-Queisser limit, [14,91] it only regained interest in the past decade
after it was shown to be feasible in wider classes of molecules, [92] including dimers, [93]
showing promise for future applications in photovoltaics and photocatalytic processes.
However, working solar cells based on SF have delivered a maximum power conversion
efficiency of only 5.1% as opposed to the theoretical limit of 45%. [94] Some challenges
to improve efficiency include poor environmental stability and high energy losses during
charge generation and transport in the currently known classes of SF chromophores.
Therefore, we need rational design principles to develop SF materials that are capable
of achieving the power conversion efficiency much closer to the theoretical limit.
Following light absorption, SF is generally accepted as a three-step process that
involves the formation of two intermediates
S1 + S0
1(TT) 1(T · · ·T) T1 + T1 (3.1)
where both 1(TT) and 1(T...T) are multiexcitonic intermediates that retain singlet
character, making SF a spin-allowed process. The correlated triplet pair, 1(TT), consists
of two excited triplet states that are electronically coupled and spincorrelated. When
1(TT) loses its electronic coupling but still retains its spin coherence, it forms 1(T...T),
the separated correlated triplet pair. Eventually, 1(T...T) loses its spin coherence to
generate two individual triplet states T1, which can be harvested for optoelectronic
applications. Spatial separation of triplets in the 1(TT) state followed by decoherence
has been suggested as a pathway to form the electronically decoupled triplets. [45,46,95]
The detailed mechanism of SF dynamics, and the electronic energetics and molecular
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packing and coupling requirements for chromophores to undergo efficient SF, have been
covered by many reviews over the past decade. [1, 45,95–100]
The major hindrance to the optimization of SF-based photovoltaics is the scarcity
of known molecules undergoing efficient SF that are photochemically stable, solution
processable, and oriented in the correct geometries in their crystalline forms. The
most commonly studied SF chromophores are acenes and their derivatives, although
carotenoids and polymers have also been investigated for their SF properties. [100]
However, identifying new classes of molecules capable of undergoing SF is challenging
in part due to the limited knowledge about material design principles, such as modifying
existing molecules for desired crystal packing structure and ideal chemical substituents,
for chromophores undergoing near-unity SF efficiency. Additionally, the photophysics
of the SF mechanism is not fully understood and is widely debated: whether the gen-
eration of 1(TT) from S1 follows a direct mechanism – where the S1 state couples with
a neighboring S0 state to directly form
1(TT) with no observable intermediates [8, 101]
or a charge-transfer mediated mechanism where an observable charge-transfer interme-
diate is formed before it generates 1 (TT). [49, 52] Thus, the limited number of SF
chromophores compounded with the complex convolution of the spin dynamics and the
interactions between the electronic and vibrational states during SF makes it difficult to
achieve consensus on a generic SF theory and molecular design principles. A promising
approach would be to determine how exactly nuclear coordinates impact the mecha-
nism and yield of SF, and thus, vibrational spectroscopies lead to advances in the SF
field by probing structural changes following light absorption. This Perspective empha-
sizes the unique contributions and strengths of vibrational techniques to enhance our
understanding of the designing principles for SF-based chromophores.
Historically, SF has been examined through a combination of electronic, photoemis-
sion, magnetic, and computational techniques. Ultrafast vibrational techniques are a
relatively recent addition to the experimental toolbox for investigating SF. Currently,
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these techniques include time-resolved midinfrared and infrared (IR) spectroscopy, res-
onance Raman (RR) spectroscopy, impulsive stimulated Raman spectroscopy (ISRS),
and femtosecond stimulated Raman spectroscopy (FSRS). Since vibrational motions are
determined by the interplay of the nuclear coordinates and are highly sensitive to local
environments, vibrational spectral features, such as bandwidth, frequencies, and inten-
sity, evolve as the molecules transit from the S0 state to the S1,
1(TT), 1(T...T), and T1
states. This sensitivity of the molecular vibrations to their local environment provides
a unique way to investigate the influence of molecular structure and morphology on the
processes that occur within the system during the different steps in SF. This can give
vibrational techniques an edge over electronic spectroscopies for studying SF, because
electronic features tend to be broad and overlapped due to the isoenergetic nature of
the excitonic states and the existence of an equilibrium between them. Time-resolved
vibrational spectroscopies are particularly powerful tools to study photochemical and
photophysical processes, because they can directly determine the nuclear motions driv-
ing SF and hence provide unique information about the structure, dynamics, and prop-
erties of short-lived species. A better understanding of the molecular structural changes
will in turn guide the strategic design of SF materials for efficient photovoltaic systems.
In this Perspective, we review the significant contributions of vibrational spectro-
scopies to our understanding of the SF process, with a focus on translating mechanistic
insight into practical design considerations for new chromophores. We describe key
examples from the literature, starting with acene studies using IR and mid-IR time-
resolved spectroscopy, followed by detailing the importance and role of vibronic coher-
ence in SF, and then moving through Raman-based studies, which helped in formulat-
ing design guidelines for efficient SF chromophores. We conclude with comments on
promising future applications of vibrational spectroscopy to guide SF materials design,
including magneto-vibrational spectroscopies, terahertz approaches, and microscopic
techniques to map vibrational contributions to exciton transport.
Before we detail the specific contributions vibrational spectroscopies have made in
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understanding SF, we briefly describe the key highlights from electronic, magnetic,
and computational studies. Electronic spectroscopies such as timeresolved photolumi-
nescence (TR-PL), transient absorption (TA), two-dimensional electronic spectroscopy
(2DES), and time-resolved two-photon photoemission (TR-2PPE) have been used to
study SF. TR-PL provides information about the bright states, [102] TA can probe
both bright and dark states, [55,103,104] 2DES identifies quantum coherent superposi-
tion of electronic states and couplings, [105] and TR-2PPE provides the energies of the
excitonic states during the SF process. [43,106] In addition to the optical techniques, the
magnetic field-based techniques, such as time-resolved electron paramagnetic resonance
(TREPR), provide insights about the spin dephasing and the triplet and quintet states
involved during SF. [107,108] While each technique is specific in the information it can
provide, all techniques complement each other and support each other to unravel the
complex and complicated view of the SF process.
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Figure 3.2: Schematic depicting SF and the spectroscopic techniques that have been
applied to understand the corresponding steps in the process. (1) Formation of the
correlated triplet pair that retains an overall singlet character. (2) Formation of the
1(T...T) state after the correlated triplet pair loses its electronic coherence. (3) For-
mation of the individual triplet states after the 1(T...T) loses its spin coherence. (4)
Generation of free electron and hole charge carriers after the triplets are harvested at
an acceptor substrate. (5) Triplettriplet annihilation to form singlet states. (6) Exci-
ton transport within the crystal or film so that the excited states can eventually reach
an acceptor substrate. Acronyms: TA transient absorption. TR-PL time-resolved
photoluminescence. TR-2PPE time-resolved twophoton photoemission. 2DES two-
dimensional electronic spectroscopy. TR-EPR time-resolved electron paramagnetic
resonance. TRIR time-resolved infrared spectroscopy. ISRS impulsive stimulated Ra-
man spectroscopy. RR resonance Raman spectroscopy. FSRS femtosecond stimulated
Raman spectroscopy. TAM transient absorption microscopy. SO-FSRS spatially offset
FSRS. A list of references corresponding to each step and technique is summarized in
the Supporting Information.
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In Figure 3.2, we summarized how each experimental technique has guided our
knowledge about the mechanisms and energetics of each step in the SF process, from
the generation of the 1(TT) state to the harvesting of triplets. Step 1 refers to the for-
mation of 1(TT) from S1. As this step is easily photoinitiated, it has been characterized
by a wide range of electronic, magnetic, and vibrational techniques. Step 2 refers to
the separation of 1(TT) to form 1(T...T). Our understanding of 1(T...T) as a distinct
intermediate is relatively recent, and thus this step of the SF process has only been
studied by TA, 2DES, TRIR, and FSRS. As slight changes in the molecular structure,
such as rotation or torsion across a bond, can occur during the formations of 1(TT) and
1(T...T), TRIR and FSRS are sensitive enough to pick up shifts in the local environment
of the nuclear motions, making them suitable to study the mechanisms of steps 1 and 2.
The limiting factor in probing the 1(T...T) state is that it has similar spectral features
to those of 1(TT), making it challenging to distinguish them from one another. Step
3 refers to the formation of individual triplets T1 and is the second most commonly
studied step, because SF is not considered complete until individual triplets are formed.
After the individual triplets are formed, they can either be harvested by triplet energy
transfer or electron hole pair generation (step 4) or undergo triplettriplet annihilation
to reform the excited singlet S1 or hot S0 states (step 5). Step 4 requires the presence of
an acceptor material and has only been studied by TA, TR-PL, and TR2PPE. Mean-
while, step 5 has only been studied by delayed fluorescence, which specifically probes
the fluorescence of the singlets formed by triplettriplet annihilation. Step 6 refers to
the movement of singlet and triplet excitons toward an acceptor material, where these
photoinduced charged species can be harvested, and it can occur simultaneously with
all other steps of SF. Although exciton transport is not a process unique to SF, under-
standing and improving the efficiency of the exciton movement is crucial for SF-based
optoelectronic applications. Currently, FSRS and TRIR have yet to be utilized for steps
3 and 4, not because they are incapable of probing those processes, but because they
have traditionally not been used to study processes that last for nano- or microseconds.
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If equipped with time delay stages that probe into the time scales where steps 3 and 4
occur, FSRS and TRIR can be as versatile as TA. We compiled a comprehensive list of
literature from year 2000 onward in the Supporting Information, which provides refer-
ences for the studies and their corresponding techniques used to examine each step in
the SF process.
Besides the experimental techniques, computational studies also help us interpret
complex experimental results, predict what molecules can undergo SF, and investigate
the role of a molecular structure in facilitating SF as detailed in these reviews. [109,110]
For example, Morrison et al. found that the strong coupling of intramolecular modes
in the range of 1400 − 1600 cm−1 to the S1 → 1(TT) transition helped to explain
the temperature independence of SF rates in tetracene. [111] In another study, Shizu
et al. found that twisting between tetracene dimers led to stronger vibronic coupling,
which in turn led to higher rates of formation of 1(TT). [112] These computational
studies highlight the importance of understanding the roles of molecular structure and
vibrations in facilitating SF, advocating for more experimental probes into the structural
evolution of molecules during SF.
3.3 Structural Dynamics during Singlet Fission
3.3.1 IR-Based Techniques
Time-resolved IR spectroscopy can be used to monitor the structural changes within
molecules by tracking the vibrational features that are sensitive to the identity of
electronic states. Ultrafast TRIR has been used to study the dynamics of the inter-
mediates 1(TT) and 1(T...T) formed during SF in a variety of acenes such as hex-
acene, 6,13-bis(triisopropylsilylethynyl) (TIPS)-pentacene, tetracene derivatives, and
xanthene-based dimers. By probing transient structures with molecular specificity,
TRIR has been used to identify structural intermediates, as well as distinguish between
direct and mediated SF mechanisms.
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To examine the structural dynamics of the intermediate electronic states in SF, Deng
et al. used femtosecond transient infrared (fsIR) spectroscopy to observe unique vibra-
tional signatures corresponding to S1 and
1(TT) states in addition to a transient spectral
evolution of the ring-stretching modes of hexacene at ∼1600 cm−1. [113] Complement-
ing their experimental results with ab initio calculations, they identified the reaction
coordinate and learned that the direct S1 → 1(TT) transition is predominantly driven
by a few ring-stretching normal modes around 1600 cm1. This novel study provides
insights into the specific nuclear motions that drive the evolution of the excited-state
potential energy surface during SF in hexacene.
In addition to identifying the vibrational motions that result in shuttling the molecules
into the 1(TT) states, mid-IR transient absorption has also provided insights into the
much debated one-step or two-step mediated mechanism for the formation of 1(TT) dur-
ing SF. For the efficient harvesting of 1(TT), it is necessary to examine the dynamics
of its formation during the SF process. However, because of spectral overlap between
the 1(TT) and the separated triplets, it is challenging to study the dynamics unique to
that of the 1(TT) intermediate. To address this, Chen et al. employed ultrafast mid-IR
spectroscopy to characterize the spectral features of the 1(TT) state in a covalently
linked slip-stacked terrylene3,4:11,12-bis(dicarboximide) (TDI) dimers. [114] Their fsIR
spectroscopy results identified the spectral feature of 1(TT), which displayed some char-
acters of the T1 and charge transfer states in the carbonyl stretch and the C=C stretch
regions, respectively. The simultaneous presence of vibrational characteristics of both
the triplet and charge transfer states indicated the formation of 1(TT) in TDI dimers via
a chargetransfer-mediated SF process. In a similar study, Margulies et al. used time-
resolved spectroscopy in the vis-NIR (NIR = near-infrared) and IR regions to elucidate
the effect of chemical substituents on SF in a series of cyano-substituted tetracenes. [115]
They observed distinct vibrational frequencies for the CN stretch mode in the singlet
and triplet states. By monitoring the dynamics of the vibrational band of the cyano
group (CN), they found evidence of charge transfer species mediating 1(TT) formation
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in one system. Therefore, these vibrational dynamical studies suggest the first step in SF
is the charge-transfer-mediated mechanism of 1(TT) formation as opposed to the direct
mechanism. The direct observation of a charge transfer intermediate using vibrational
spectroscopies highlights the role of the two-step charge transfer mechanism for efficient
SF. These investigations demonstrate that the distinct narrow vibrational features are
sensitive to the electronic states of the chromophores and can be used to assign the
dynamics corresponding to each electronic state, unique to vibrational spectroscopy.
Figure 3.3: (a) Molecular structure and FTIR spectrum of the alkyne stretch mode in
TIPS-pentacene thin films. (b) Mid-IR transient absorption spectra after photoexciting
to the S1 state. Ground-state bleach (GSB) and photoinduced absorption (PIA) result-
ing from correlated triplet pairs intermediates. (c) Spectral slices from (b) at various
time intervals highlighting the alkyne stretch mode and broad photoinduced absorption
from correlated triplet pairs. (d) Background-subtracted data from (c), where marked
arrows correspond to the vibrational features of the triplet excitons (2116 cm−1) and
hot ground-state (S0*) molecules (2124 cm
−1). (e) Transient plots at longer time delays
displaying vibrational dynamics during SF. Reproduced with permission from American
Chemical Society, Copyright 2017. [7]
43
Ultrafast mid-IR spectroscopy has also been employed to provide mechanistic infor-
mation during the subsequent steps of the SF process. Grieco et al. used ultrafast mid-
IR transient absorption and nanosecond-to-microsecond time-resolved IR spectroscopy
to identify the spectral signatures of 1(TT) and 1(T...T) in TIPS-pentacene thin films
as depicted in Figure 3.3. [7,116] They probed the asymmetric alkyne (C≡C) stretch of
the side groups to follow the dynamics of the correlated triplet pair separation during
SF. The mid-IR transient absorption spectra consisted of a narrow alkyne stretch at
2132 cm−1 superimposed on a broad electronic photoinduced absorption (PIA) feature,
which corresponded to the excited-state absorption from the S1 and
1(TT) as shown
in Figure 3.3c. By analyzing the dynamics of the PIA spectra in Figure 3.3d,e, they
assigned the alkyne shift from 2132 to 2116 cm−1 to the 1(T...T) state and found that
TIPS-pentacene molecules transitioned within 3.4 ps from the 1(TT) to the 1(T...T)
state. The authors also suggested that the complete dissociation of the 1(T...T) state
into the T1 states occurs on a nanosecond time scale. This study demonstrates the
strength of directly probing vibrational modes, where it led to the identification and
characterization of the 1(T...T) state, an otherwise difficult-to-isolate state, using elec-
tronic spectroscopies. Additionally, they observed an absorption feature at 2124 cm−1
corresponding to the hot ground state (S0*), which reached half its final population
within 50 ps. This fast time scale of populating the S0* states was attributed to the
excess energy distribution after vibrational cooling from the initially photoexcited S0
states. This study thus highlights the utility of probing vibrational motions to provide
insights about the energy dissipation pathways within the electronic states along the
SF process. Monitoring the energy flow movement during SF will open the opportunity
to understand its influence on the rate and yield of generation of the separated triplets
for their harvesting in optoelectronic devices.
In addition to thin films, Grieco et al. also used mid-IR transient absorption to exam-
ine SF in solution by probing the local molecular environments in TIPS-pentacene. [117]
They monitored the temporal evolution of the C≡C stretch of the side group and the
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CH stretch motions of the alkyl chains in the side group in a TIPS-pentacene solution.
This study showed that the TIPS-pentacene molecules form aggregates through their
side groups that break the molecular symmetry, enabling rapid and efficient SF rather
than diffusive interactions of the excitons in solution as previously thought. This study
highlights the structural insights gained from vibrational motions to better comprehend
the intermolecular interactions and symmetries that mediate SF.
TRIR spectroscopy has thus emerged as a new technique capable of examining the
excited-state dynamics, structure, and nature of electronic states in SF chromophores
through vibrational spectra. It has helped to identify the vibrational signatures of the
intermediates 1(TT) and 1(T...T) and the triplet excitons in acene systems. It has
provided insights toward elucidating the charge-transfer-mediated SF process, nuclear
motions driving the formation of triplets, competition between relaxation pathways and
triplet harvesting from 1(TT), and the effect of intermolecular coupling and molecular
symmetry on SF in acenes. Given that all chromophores undergoing SF possess native
vibrational modes, TRIR spectroscopy offers an approach to examine electronic states
involved throughout all the steps of SF in a variety of molecular systems. As many
functional groups directly absorb in the IR region, TRIR will be sensitive to the vi-
brational evolution in many classes of SF molecules, making it a versatile technique to
explore the structural origins of electronic states for the development of future SF-based
optoelectronic devices. Furthermore, understanding how SF intermediates interact with
the IR region of the solar spectrum can provide insights on how to maximize the utility
of these photons in SF-based photovoltaic applications.
3.3.2 Raman-Based Techniques
Steady-state and time-resolved Raman spectroscopies can probe conformational changes
by monitoring the inherently narrow vibrational Raman bands and their sensitivity to
changes in molecular structure during SF. Steady-state Raman spectroscopy is useful
in unambiguously assigning the structure of long-lived triplet states. Picosecond and
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femtosecond Raman spectroscopies have been used to characterize triplet states and
illustrate SF in acenes and biological systems, study the role of vibronic coherences
in driving the photophysics, identify specific nuclear motions along the SF reaction
coordinate, and provide design guidelines to modify the molecular structure for efficient
SF in acene-based chromophores.
Steady-state resonance Raman spectroscopy has been applied to determine the struc-
ture of the long-lived triplet states generated by the SF process, useful in quantifying
reorganization energies and identifying molecular structural changes between S0 and T1
states. For example, Angelella et al. probed the resonance Raman spectra of both the
ground and triplet state of perylene bis(dicarboximide) (PDI) dimer. [118] They assigned
the 1324 (CH in-plane bends), 1507 (perylene core I), and 1535 and 1597 (perylene core
II) cm−1 bands to T1 signatures and noticed that they were redshifted with respect
to the corresponding bands in the S1 states. Chen et al. also measured the resonance
Raman spectra of triplet states of tetramer and hexamer oligothiophenes, showing that
the T1 excitation is delocalized at least over five rings. [119] Llansola-Portoles et al.
used transient absorption and resonance Raman measurements to prove that lycopene
crystalloids extracted from tomatoes undergo SF, the first time SF has been observed
in a biological structure. [120] In the steady state they observed a power-dependent
Raman band at 1128 cm−1 , corresponding to CC stretches, which have been previously
shown to be fingerprints of carotenoid triplet excited states. These examples show that
ground-state resonance Raman studies provide an easy alternative to extract spectro-
scopic information on triplet states without the need for triplet sensitization or pulsed
lasers.
Adding a time component to resonance Raman, picosecond time-resolved resonance
Raman (TRRR) spectroscopy, a pumpprobe technique that detects transient sponta-
neous Raman signatures, is an effective tool to quantify the triplet yields during SF.
Wang et al. implemented TRRR to prove that zeaxanthin aggregates undergo SF with
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∼90-200% quantum yield [121, 122] and observed distinct vibrational features corre-
sponding to the ground S0, S1, and T1 states, with a triplet rise time of ∼4 ps. Al-
though TRRR can identify different electronic states associated in SF through vibra-
tional modes, its temporal resolution is limited to 12 ps, much longer than the ultrafast
(<100 fs) time scale of the relevant nuclear motions to map out the excited-state reaction
coordinate during SF. Nonetheless, the resonance condition enhances the Raman signal
greatly, providing the ability to track structural evolution in SF systems with weaker
Raman cross sections that may otherwise not be observable with other time-resolved
Raman techniques. Additionally, resonance Raman intensity analysis could provide in-
formation on dimensionless displacements and initial excited-state dynamics out of the
FranckCondon region, providing guidance on how to minimize energy losses caused by
a structural rearrangement. Thus, resonance Raman spectroscopy is a promising tech-
nique that can be utilized in the future to provide insights into the early time dynamics
of SF.
To understand SF enough to map out its potential energy surface, researchers re-
quire the knowledge of the evolution of the electronic states and the relevant nuclear
coordinates as a function of time. Understanding the role of vibrational motions and
vibronic couplings in the SF process has gained momentum recently, with many groups
attempting to determine the contribution of vibronic coherence to the SF pathway.
Stern et al. utilized TA and resonance Raman spectroscopy to reveal that certain vi-
brational modes in TIPS-tetracene drive the nuclear wavepacket originally generated in
the S1 state to the
1(TT) potential energy surface, suggesting that 1(TT) forms via a
vibronic coherent process on an ultrafast time scale (<300 fs). [123] 2DES is an elec-
tronic technique sensitive to probing contributions of Raman active modes, and it is able
to extract such information through vibronic coupling. Bakulin et al. used 2DES to
identify the Raman bands in pentacene and its derivatives, suggesting that the mixing
of the vibronic manifolds of the S1 and
1(TT) states plays a key role for pentacene and
two of its derivatives to undergo SF on a sub-100 fs time scale with unit efficiency. [124]
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The critical role of the vibronic coupling of states for a fast and efficient SF reveals the
importance of nuclear degrees of freedom for optoelectronic devices based on SF. The
coupling between electronic and vibrational states guides the photochemical reaction
pathways in molecules. Identifying the coupled nuclear motions and its effect on the
coupling between the states can allow us to synthetically modify existing molecules and
design new molecules to tune the outcome of the ultrafast SF process.
Figure 3.4: (a) Pump-dump-pulse experiment to observe vibronic coherence in the region
of the excited-state absorption in the triplet manifold. (b) Integration of the frequency
map in the dark blue bracket region in (a) generates the vibrational modes of the triplet
exciton. Spontaneous Raman spectrum in gray is to compare the vibrational frequencies
in the ground S0 and the triplet states (dark blue). (c) Schematic representation of the
progress in SF mediated via a conical intersection. Reprinted by permission from ref [8].
Copyright 2015 Springer Nature.
To identify the importance and nature of vibronic coherence during SF, Musser et al.
employed a pump-dump-probe technique to selectively depopulate the excited triplet
states to measure the importance of vibronic coupling during SF in thin films of TIPS-
pentacene. [8] Using the three-pulse experiment, they isolated the vibrational coherence
in the final excited triplet states while removing the ground-state coherence, Figure
3.4a. Integration of the frequency map from the threepulse experiment in the excited-
state absorption bands in the triplet manifolds and comparing it with the spontaneous
Raman spectrum revealed the distinct vibrational modes of the triplet exciton in Figure
3.4b. This transfer of the initially generated wavepacket in the singlet excited state into
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the separated triplet states is mediated through the correlated triplet pair indicating
the presence of vibronic coupling between the S1 and the
1(TT) states. They thus
proposed that the presence of such a strong vibronic coupling is evidence that SF in
TIPS-pentacene undergoes the direct mechanism mediated by a conical intersection
between the singlet and triplet manifolds, as shown in Figure 3.4c. Although this
technique is unable to identify the specific nuclear motions driving the system toward
the crossing, the presence of a conical intersection explains the high rate and efficiency of
SF in TIPS-pentacene and helps to map a part of the complex potential energy surface.
This model of the presence of a conical intersection mediating the SF process can thus be
generalized to other ultrafast SF chromophores. The presence of mixed states based on
a strong coupling between the nuclear and electronic degrees of freedom indicates that
strong electronic couplings exceeding the energy difference between the S1 and
1(TT)
are not required for an ultrafast SF process. Thus, the understanding of coherences can
be used to effectively design new SF chromophores by modulating the strength of the
vibronic coupling between the S1 and
1(TT) states. While other techniques such as TA
also have the potential to identify vibronic coupling, this pump-dump-probe method is
uniquely suited to investigate the role of vibronic coupling, because the “dump” pulse
can be tuned to the absorption of the excited species of interest (in this case the T1 →
T2 transition), allowing the vibronic coherence of triplets to be isolated from the much
stronger ground-state signals. Nonetheless, this method is only feasible if the dump
pulse can be tuned to exclusively depopulate one excited species, which may not be
possible in all SF systems.
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Figure 3.5: (a) Wavelength-resolved impulsive Raman spectra of pentacene dimer after
impulsively populating the S1 state. The marked regions represent the spectral map
of the S1, S0, and
1(TT) states. (b) Integrated region of the bracketed regions in (a)
generates the impulsive Raman spectra of different species: stimulated emission (S1),
GSB (S0), and excited-state absorption (
1(TT)). The off-resonant impulsive Raman
spectrum in the ground state is in gray for comparison of the vibrational modes in the
excited states. (c) Representative normal modes for the tuning and coupling modes
during SF. Reprinted by permission from ref [9]. Copyright 2019 Springer Nature
In crystals, the coupling of individual molecular vibrations with the lattice also plays
a role in driving SF-relevant photophysical processes. Impulsive stimulated Raman spec-
troscopy (ISRS) can observe the low-frequency modes of these excited electronic states
without interference from Rayleigh scattering. Schnedermann et al. combined excited-
state time-domain Raman spectroscopy and quantum mechanical simulations to probe
the nature of the vibrational coherence in the 1(TT) state and to identify the vibra-
tional modes driving the SF process to construct a molecular movie of the ultrafast
SF in real-time in a pentacene dimer. [9] Integrating the wavelength-resolved impulsive
Raman data in a different spectral region, they obtained the vibrational modes unique
to the S0, S1, and
1(TT) states, as shown in Figure 3.5a,b. Their results demonstrated
the roles vibrational modes with A1 symmetry and B1 or B2 symmetry, as shown in
Figure 3.5c, play during SF. Vibrational modes with A1 symmetry do not mediate
the coupling between S1 and
1(TT) states but, instead, modulate the pentacene core
structure and act as tuning modes associated with in-plane ring deformation motions
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during the SF reaction. Meanwhile, modes with B1 or B2 symmetry correspond to the
coupling modes, which are associated with the twist around the pentacene-pentacene
bond. Their real-space movie showed that the first 75 fs was dominated by inplane
ring deformation, which positions the energy levels for efficient S1 to
1(TT) transition.
The next 125 fs was dominated by the twist around the pentacene-pentacene bond,
which drives the conversion of the S1 to
1(TT). However, the coupling modes were
computationally predicted to be less intense than the tuning modes by an order of 2;
hence, they were obscured and rarely observed experimentally. With a vibrationally
sensitive technique, this study not only highlights the function of vibrational modes
during SF in real-time but also identifies the driving motions for efficient 1(TT) gen-
eration in real-time, which was previously unknown. Identifying those unique nuclear
motions can then be used for either mode-selective excitation to facilitate the efficient
1(TT) generation. Furthermore, their use of impulsive Raman to experimentally mea-
sure the intrinsic 1(TT) spectrum is invaluable in studying this intermediate directly,
rather than through inference from comparing S1 and T1 spectra. Information gained
from this study can be used as guidelines to synthetically modify chromophores that can
display those vibrations without attenuation for their use as efficient SF chromophores.
Femtosecond stimulated Raman spectroscopy (FSRS) is an ultrafast structurally
sensitive technique used to study real-time transient structural evolution during SF.
FSRS can provide vibrational structural information on a time scale that is comparable
to the time period of the probed nuclear motions. It can have both high temporal (sub-
50 fs) and spectral (10 cm−1 ) resolution, while still obeying the Heisenberg uncertainty
principle. What sets FSRS apart from other IR-based techniques is that it can simul-
taneously probe vibrational features over a wide spectral window of 3000 cm−1. This is
important, as the SF chromophores display numerous vibrational motions over a wide
frequency range, and FSRS can probe them all together as compared to other ultra-
fast IR spectroscopies, which are typically limited to a narrower spectral region. Even
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though the scattering cross sections are the same as for spontaneous Raman, the scatter-
ing signal is enhanced by 6 orders of magnitude in FSRS leading to high signal-to-noise
ratios and shorter acquisition times. Additionally, FSRS is a nearly fluorescence-free
technique due to the signal being detected in the small solid angle. This unique property
of FSRS makes it well-suited to study SF chromophores, where fluorescence background
can overwhelm the vibrational signatures of interest. Each of these unique qualities of
FSRS helps to obtain the relevant changes in vibrational energies across the broader
regions of the same molecules during SF, providing a more holistic view of structural
change during SF.
To obtain structural information used to determine the mechanism of SF, Hart et
al. used FSRS to study the triplet formation mechanism in crystalline pentacene. [125]
From the FSR spectra of pentacene crystals, they observed a broad transient absorption
background, which corresponded to spectral signatures of triplet states formed beyond
∼800 fs. Before the formation of the triplet states, they observed two excited-state
Raman peaks, one upshifted and one downshifted by ∼525 cm−1 for each of the ground
S0 peaks. On the basis of the kinetics of the Raman vibrational modes and theoretical
calculations, they assigned the split Raman bands to intermediates with charge transfer
character, suggesting that SF in crystalline pentacene proceeds via the two-step charge
transfer-mediated mechanism. Therefore, this study provides insights into the evolution
of the intermediate charge transfer states on the highly anharmonic potential energy
surfaces and suggests that anionic and cationic species could play a role in facilitating
efficient SF. This work lays out the structural evolution in molecules during the early
1(TT) formation step during SF, which can help in modifying existing materials for
effective optoelectronic devices.
The 1(TT) state must separate into triplets for efficient harvesting of solar energy,
and thus further investigation of the structural reorganization during the separation of
the 1(TT) is needed. To gain insights into the molecular nuclear dynamics during the
SF triplet separation process, Bera et al. studied the structural evolution in crystalline
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rubrene with FSRS (Figure 3.6a). [10] Prior measurements with TA, 2DES, and TR-PL
on crystalline rubrene reported the time scale of SF to vary from 30 fs to 100 ps and
the lifetimes of triplets to be on the order of 10 ns-100 µs. [42,105,126] The observation
of such a wide range of time constants is attributed to the presence of anisotropy in
crystalline rubrene and also due to the fact that different techniques detect different
steps during the SF process in crystalline rubrene, as depicted in Figure 3.2. However,
these ultrafast techniques are useful to provide the time constants of various steps during
SF in crystalline rubrene, which has been used in extracting structural information using
FSRS. As shown in the time-resolved FSR spectra in Figure 3.6a, they observed not
only a vibrational feature around 1660 cm−1 corresponding to the 1(TT) state but also
two Raman modes around 1430 and 1542 cm−1 that displayed large transient frequency
shifts to higher frequencies. Analyzing the dynamics of these Raman peak frequencies,
they found that these frequency shifts occur on the same time scale as the separation
of 1(TT) to 1(T...T). On the basis of spontaneous Raman measurements on a rubrene
derivative and density functional theory calculations on rubrene charged species, they
attributed the blue shift of the Raman modes during the separation of the correlated
triplet pair 1(T...T) to a structural reorganization that shifts the electron density away
from the tetracene core of the crystalline rubrene molecules. Given that the 1 (TT) →
1(T...T) is associated with loss of electron density, they proposed that molecules that
facilitate similar changes in core electron density will undergo efficient SF.
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Figure 3.6: (a) Molecular structure and time-resolved FSR spectra in crystalline rubrene
at different time delays after photoexcitation. (b) Transient time evolution of the 1430
cm−1 Raman mode displaying a blue shift during the 1(TT) separation in rubrene,
FM-rubrene, and F-rubrene. (c) Total shift of the 1430 cm−1 Raman mode and the
associated rate constant for this peak shift as a function of total charge on the tetracene
backbone calculated from natural bond orbital (NBO) population analysis in the rubrene
derivatives series. Adapted with permission from American Chemical Society, Copyright
2017, refs [10] and [11].
Building on the structural evolution knowledge gained during crystalline rubrene SF,
Bera et al. have successfully screened and designed fluorinated rubrene derivatives F-
rubrene and FM-rubrene, with reduced core electron density, as shown in Figure 3.6c to
study the prospects of spectroscopyguided rational designing of SF chromophores. [11]
They observed similar blue-shifting of the transient Raman peak at 1430 cm−1 in the
rubrene derivatives as they observed in unsubstituted rubrene, as summarized in Figure
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3.6. However, the derivatives displayed lower frequency shifts on a much faster time
scale compared to rubrene. Therefore, not only did they provide the first experimental
evidence of SF in those rubrene derivatives but they also observed SF rates an order of
magnitude higher in the derivatives than in nonsubstituted rubrene (Figure 3.6c). Using
FSRS, they demonstrated that the fluorinated rubrene derivatives undergo less struc-
tural reorganization than rubrene, because the initially more electropositive tetracene
core does not have to lose as much electron density to generate the 1(T...T) state. [11]
The knowledge of the structural evolution in regard to the electron distribution provides
a new synthetic control over the ultrafast SF process. Therefore, this study bridges the
gap between the spectroscopic results and its realization as practical application to de-
vise principles for novel materials with better SF properties that go beyond the energy
criteria. These studies by Bera et al. demonstrate the fulfillment of the long-harbored
promise of spectroscopy-guided rational engineering design and syntheses formulations
of future chromophores for efficient SF.
Thus, ultrafast Raman spectroscopy is ideally suited to investigate the influence
of molecular structure on SF, with a unique combination of broadband probing, high
temporal resolution, and compatibility with small sample volumes. It has been used
to identify the vibrational signatures of the 1(T...T) and charge transfer intermediate
species, unique nuclear motions driving the photoexcited wavepackets to the triplet
states, structural reorganization during the triplet formation, and insights into molec-
ular designing principles. These advances provide means to implement the structural
evolution knowledge into synthesizing new SF sensitizers.
3.4 Recent Developments and Future Directions
Vibrational spectroscopy is a well-equipped field to discern an underlying mechanism,
vibronic couplings, and molecular structural changes across different steps in the SF
process. TRIR and resonance Raman can identify intermediate chemical species by their
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distinct vibrational signatures, multidimensional vibrational spectroscopy can identify
vibronic coupling and the specific nuclear motions driving the SF process, and FSRS can
provide insights into the conformational changes occurring in the molecular structure
during SF. While we have discussed the unique capabilities of vibrational spectroscopy
that advanced the SF field, vibrational techniques have yet to reach their full potential in
helping us identify the design principles for making better chromophores for SF-based
devices. In addition to the recent advancements in the SF community, vibrational
spectroscopies can have multiple interesting avenues to explore, as we discuss in this
section.
3.4.1 Magneto-Vibrational Spectroscopy
The coupling of two triplet states can result in triplet 3(TT) and quintet 5(TT) states
in addition to the singlet 1(TT) state. [127] Although quintet 5(TT) states have been
observed as SF intermediates in TREPR studies, [107, 108, 128] we do not understand
their roles in SF well, because their electronic and vibrational spectral features are
highly similar to that of the 1(TT) state. Incorporating a strong magnetic field with
a vibrational technique can make it possible to differentiate the vibrational features of
1(TT), 3(TT), and 5(TT) intermediates and may help us understand whether strong
1(TT), 3(TT), and 5(TT) coupling is desirable for an SF process. We can also learn if
certain vibrational motions drive molecules toward any of the 1(TT), 3(TT), and 5(TT)
states and use that insight to optimize certain excitation pathways. While not yet
utilized in an SF study, magnetoinfrared spectroscopy, where IR spectra were collected
under magnetic fields of various strengths, was used to investigate magnetic transitions
in single crystals of the anti-ferromagnet [Cu(HF2)(pyz)2]BF4. [129] Musfeldt et al.
observed red shifting of out-of-plane pyrazine ring deformation and out-of-plane CH
bending modes at higher magnetic fields, revealing that the pyrazine ring was distorted
to accommodate the fully polarized magnetic state. [129] If a similar magneto-vibrational
technique were to be applied on SF systems, we would have a better understanding of
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the dynamics involved with 3(TT) and 5(TT) during SF and if the three-step process
in eq 3.2 is actually an accurate description of SF in all molecular systems. On the
basis of this spectroscopic technique, molecular systems where the appropriate relative
molecular orientations and vibrational motions can access the 3(TT) and 5(TT) can be
designed for understanding SF from a mechanistic viewpoint.
3.4.2 Mode-Selective Excitation
Another exciting future possibility is the application of mode-selective excitation to drive
or inhibit SF in organic chromophores in order to confirm the role of specific nuclear
contributions in the SF process. Mode-selective excitation and inhibition of Raman or
IR modes can be achieved by shaping femtosecond pulses to excite desired vibrational
modes while suppressing others.56 For example, Grumstrup et al. made use of adaptive
pulse shaping to increase triplet yield in tetracene films, leading to a 20% increase in
the triplet absorption feature. [130] A computational study by Castellanos et al. also
revealed that destructive interference between two coexisting charge-transfer-mediated
fission pathways in a model pentacene dimer can be suppressed by intermolecular vi-
brations, leading to a more efficient SF process. [131] Recently, Paulus et al. identified
excitedstate vibronic coherences in iron(II)-based chromophores and then synthetically
modified the molecules to interfere with the vibrational modes associated with the co-
herences, which led to more than a 20-fold increase in the lifetime of the photoinduced
excitons. [132] Similar studies could be done with SF chromophores, where it is possi-
ble to synthetically modify a molecular structure to affect the vibrational motions of
interest that facilitate SF while simultaneously inhibiting other relaxation pathways,




Analogous to vibronic coupling, phonon modes can couple to electronic states in thin
films or crystalline chromophores undergoing SF. Terahertz (THz) spectroscopy is a
vibrational technique that spans the electromagnetic spectrum between the microwave
and the far-IR regions, matching the energies of crystalline phonon vibrations and inter-
molecular bonding. [133] Although not yet utilized in an SF study, it has been increas-
ingly used to investigate carrier dynamics in photovoltaic materials. [134] In a recent
example, Lan et al. used time-resolved multi-THz spectroscopy to probe coherent and
incoherent charge carrier dynamics in a low-temperature orthorhombic phase of methy-
lammonium lead iodide perovskite. [135] With the aid of computational calculations,
they assigned excited-state THz spectral features to two distinct populations of free
and bound excitons that appeared at different time scales. They also observed charge
coupling to the low-energy phonon mode at 30 cm−1 , which likely arose from a mixed
inorganic and organic sublattice motion. Employing THz spectroscopy to SF systems
would help to decipher the roles that phonons or intermolecular interactions play during
each step of the SF process. This will enhance our understanding further into the role
and importance of lattice orientation and molecular packing contributions to efficient
SF.
3.4.4 Exciton Transport
As our understanding of the SF mechanism improves, more studies emerge that are ded-
icated to optoelectronic device optimization. We believe that the next step forward, in
addition to synthesizing newer classes of SF chromophores, is to minimize energy losses
from transport by understanding how the charge carriers propagate. Previous studies
have mainly employed electronic spectroscopic techniques such as TR-PL and TA to
study the charge carrier transport and recombination dynamics during SF. For exam-
ple, Akselrod et al. have imaged exciton transport in a tetracene crystal and thin film
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by detecting the delayed fluorescence from triplettriplet fusion. [60] This study showed
the importance of nanoscale morphology on exciton transport: the transit mode in crys-
tals was random walk diffusion but was subdiffusion in thin films due to the presence of
exciton traps. Meanwhile, Huang et al. utilized transient absorption microscopy (TAM)
to simultaneously image singlet and triplet exciton transport and discovered the coop-
erative nature of their transport. [136] As singlet and triplet excitons have different TA
bands, Huang et al. generated separate exciton maps to extract the diffusion lengths
of singlet and triplet excitons in SF chromophores, respectively. Although these time-
resolved spectroscopic techniques have provided valuable information about the exciton
charge transport dynamics, they do not provide the influence of molecular structural
properties on the transport process, making it harder to target specific functional groups
to improve the transport properties of existing materials.
To extract molecular structural information during transport, Kwang et al. have
recently developed spatially offset femtosecond stimulated Raman spectroscopy (SO-
FSRS), which combines the strength of vibrational studies and exciton transport imag-
ing. [12] As seen in Figure 3.7a, the photoexcitation pulse is raster-scanned across the
Raman pump and probe pulses, which are held stationary with time. Thus, excitons
need to propagate from the initial photoexcitation zone to the probing zone before they
can be observed. Although SO-FSRS is still a technique in its infancy, it verified that
the fast exciton transport axis is identical to that of free charge carriers in TIPSpen-
tacene and that exciton transport is less anisotropic than free charge carrier transport.
By tracking the Raman bleaching features of TIPS-pentacene at each photoexcitation
location, they generated excited-state structural maps at multiple time delays as shown
in Figure 3.7b, providing a visual representation of exciton transport over time. This
allows us to observe how molecular structure evolves spatially as excitons travel through
the material. As the vibrational analogue of TAM, SO-FSRS can help to identify spe-
cific molecular interactions that facilitate or hinder charge and exciton transport in SF
systems for future studies. By offering valuable insight on how to design molecules that
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both undergo efficient SF and have long-range energy transport efficiency, SO-FSRS
helps to move closer to achieving commercialization of SF-based optoelectronic devices.
Figure 3.7: (a) Schematic representation of the pulse profiles and raster scan for SO-
FSRS experimental setup. (b) Evolution of the 1386 cm−1 vibrational mode depletion
in TIPS-pentacene at different photoexcitation positions over time. The dashed circle
represents the position of the Raman probe pulse. The arrow in the rightmost panel
represents the diffusion direction of the excitons generated in the bottom right photoex-
citation position, which falls along the fast exciton transport axis in TIPS-pentacene.
Adapted with permission from American Chemical Society, Copyright 2020. [12]
3.5 Conclusions
This Perspective demonstrates that vibrational spectroscopy has emerged as a tech-
nique capable of examining the influence of molecular structure and its evolution in
chromophores to broaden the understanding of SF, as well as to give roadmaps on how
to modify existing molecules to make them better suited for SF-based applications.
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The importance of vibrational motions in SF research started with the realization that
vibronic coupling mediates the SF process in many organic chromophores. Although
vibrational studies typically require computational work to interpret the data, improve-
ments in theoretical methods have made previously complex calculations feasible, giving
a considerable amount of momentum for the employment of vibrational spectroscopy
to understand the role of molecular structure of the materials on the electronic states
and its influence on the SF efficiency. The sensitivity of vibrational features to local
environments makes it possible to identify molecular interactions that facilitate or hin-
der progress in each step of the SF mechanism. Studies using time-resolved infrared
spectroscopy have identified the specific nuclear motions driving the coherent SF pro-
cess, thereby providing a tool to control photochemistry. Ultrafast Raman spectroscopy
has successfully exhibited its strength in providing real-time structural reorganization
knowledge of the excited electronic states and has guided the screening procedure and
intelligent design principles for creating efficient SF chromophores. These techniques to-
gether help understand the SF pathway and provide roadmaps to design new molecules







4.1 Utility of SO-FSRS
As established in the previous chapter, vibrationally sensitive techniques are crucial in
helping us understand mechanisms of photo-processes and help drive progress in pho-
tovoltaic technology. One key challenge that photovoltaic or any molecular electronics
faces is the lack of understanding on the mechanism of charge transport, where a lot of
efficiency is lost. While FSRS is an incredibly useful technique to study charge transfer
at a local scale, it lacks the spatial resolution to study charge transport. Since the Ra-
man probe and pump pulses in FSRS need to be spatially and temporally overlapped to
generate stimulated Raman spectra, it would make more sense to introduce the spatial
component to the photoexcitation pulse. Fortunately, transient absorption microscopy
provides an inspiration on how that can be achieved. By sending the photoexcitation
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through a galvosystem before interacting with the system, one can raster scan the pho-
toexcitation pulse and excite the system at controlled distances from the probing zone.
Thus, only Raman spectra from charges that have propagated into the probing zone
would be picked up, allowing us to look at charge transport through a vibrational lens.
4.2 Hardware
4.2.1 Rationale for Picking Thorlabs GVS012 Galvosystem
The first step to developing SO-FSRS is to purchase the right hardware. While there
were many options, we narrowed it down to ThorLabs GVS012 and Cambridge Tech-
nology 6231H. I compared the specifications of these two galvoscanners in Table 4.1.
Table 4.1: Specifications comparison between GVS012 and 6231H. *70 µrad if using
standard switch mode PSU(Power Supply Unit)
Galvomirrors ThorLabs GVS012 Cambridge Technology 6231H
Repeatability (µrad) 15 8
Resolution (µrad) 15* 8
Max Beam Diameter (mm) 10 8 - 15
Wavelength Range 500 nm - 2.0 mm 350 nm - 12 mm
Scale Drift (PPM / °C) 40 50
Zero Drift (µrad/ °C) 10 15
Peak Current 10 20
Position Output Scale Factor (V/°) 1, 0.8, 0.5 0.5
Cost ($) 2935 5200
The specifications of Cambridge Technology 6231H are better than ThorLabs GVS012
in almost all cateogories. Furthermore, its repeatability and resolution of Cambridge
Technology 6231H is about twice as good as that of ThorLabs GVS012. As a result, it
costs significantly more than the ThorLabs GVS012 paired with GPS011, its compatible
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power supply unit (PSU) (cost < $1000).
To figure out if Cambridge Technology 6231H is worth
the extra cost, I did some simple calculations on the angle
resolution we require using this simple diagram:
Using l = 2d tan(2φ), where l is the spatial range of
the sample and d is the distance between the galvoscanner
(or galvomirror) and the sample, we estimate that the scan
angle range is ∼ 83µrad for l = 50µm and d = 30 cm.
As this calculation assumes the absence of a microscope
objective, SO-FSRS experiment conducted with 40x or 60x microscope objectives will
use a much larger angle scan. Thus, a resolution improvement of 15µrad to 8µrad may
not be necessary.
Other than cost, the major advantage ThorLabs GVS012 has over Cambridge Tech-
nology 6231H is its comprehensive manual. Furthermore, Professor Libai Huang’s group
also uses GVS012 for their transient absorption microscopy setup, the TA analog of SO-
FSRS, providing us with a consult reference should we need one.
I did a quick calculation to verify that our laser pulses are operating under the
damage thresholds of the mirrors in GVS012. According to its manual, the damage
threshold for the silver mirrors of GVS012 is 3 J/cm2 at 1064 nm, 10 ns pulse, which
translates to 3 × 108 W/cm2. Assuming an average power of 20µW and a diameter of
10µm, our photoexcitation pulse is hitting the silver mirrors at 20 W/cm2, way below
the damage threshold.
Thus, we decided on purchasing ThorLabs GVS012 and its accompanying power
supply unit GPS011 that improves the resolution from 70µrad to 15µrad.
4.2.2 Data Acquisition Cards
A data acquisition (DAQ) device is a device that converts digital information (from
the computer) to analog electronic output (e.g. voltage, current) and converts analog
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electronic input to digital information that the computer can process. As GVS012
responds to voltage commands to adjust the mirror angles, I needed a DAQ device that
has 2 analog output, one for each axis (X and Y).
To achieve a 15µrad resolution of GVS012 at 0.5 V/°scale factor, I needed a DAQ
device that can reliably produce 430µV of output. Looking at the manuals available, I
calculated the absolute accuracy in the range of 89µV to 520µV for seven DAQ devices
from National Instruments DAQ catalog, with the cost increasing at a disproportionate
rate with improved accuracy.
Before committing to purchasing a new DAQ device, we obtained PCI-MIO-E-6
DAQ card, which is a legacy unit that is no longer sold on National Instruments, from
the Chemistry Department electronic shop to test out our technique. As a peripheral
component interconnect (PCI) card, PCI-MIO-E-6 is inserted into the only PCI slot of
the lab computer, and then connected to SCB-68, a shielded connector block that serves
as an interface between the PCI card and any electronic connections. SCB-68 has 68
screw terminals arranged in the manner shown in Figure 4.1. To connect to the DAQ
pins, one needs to screw down open wire ends to the corresponding screw terminals
tightly to ensure good electrical contact.
As the voltage output resolution of this DAQ device is only ∼2 mV, using PCI-
MIO-E-6 alone would be insufficient to achieve good spatial resolution for SO-FSRS
experiments. I overcame this limitation using a voltage divider, which is covered in
more details in Section 4.2.4.
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Figure 4.1: SCB-68 quick reference label on which screw terminal corresponds to which
signal input/output.
4.2.3 ThorLabs GVS012
GVS012 came with the following components:
• 2D galvomirror
• 2 servo drivers, one for each mirror (X and Y)
• covers for the servo drivers (ordered separately)
• 2 mating connector bodies for J7, with pin 1 and 2 (command inputs) crimped
• 2 mating connector bodies for J6
• numerous crimps (22-26 AWG (American wire gauge, a measure of wire thickness))
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• 2 power cables to connect each servo driver to an external power supply unit (not
in use because we are using GPS011 instead)
The GPS011 power supply unit came with the following components:
• GPS011 unit (select 115V, can be changed easily on the unit)
• 2 power cables to be connected to each servo driver
• power cable that connects the GPS011 to the power supply
Figure 4.2 shows the electrical components of a single servo driver. JP4 is for
external enabling and is not relevant to our SO-FSRS experiments. To connect GPS011
power supply unit to our servo driver, I inserted one of the provided power cables into
the J10 connector. The connector “latches” on comfortably when the cable is inserted
correctly. If the connection is incorrectly inserted by 180°, the servo driver will not be
powered up. Next, I connected a cable attached to the 2D mirror (labeled either as X
or Y) and established a connection with the servo driver through connector J9. More
details on what individual pins in JP4, J9 and J10 are for can be found in the GVS012
manual. [137]
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Figure 4.2: (a) GVS012 servo driver connector identification. JP4 - only used if external
enabling is required. J6 - diagnostics connector. J7 - command input connector. JP7
- pins to set volts/° scaling factor. (b) J7 command input connector pin identification.
J9 - connector that links to one mirror on the 2D galvomirror. J10 - power supply
connector for the servo driver, connected to GPS011.(c) J6 diagnostics connector pin
identification. (d) Different volts/° scaling factors are set based on how the pins at JP7
are connected.
As mating connector bodies for J6 and J7 are not fully equipped with crimped wires,
my next step was to crimp the wires and insert them into the mating connector bodies.
Figure 4.3 shows a schematic that provides examples of an optimal crimp, as well as
common errors found in sub-optimal crimps. Sub-optimal crimps are either insecure
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(i.e. the wire can be easily detached from the crimp) or
provide poor electrical contact with the wire. With the
help of an appropriately sized crimping tool borrowed from
the E-shop, I managed to crimp enough wires and plugged
them into the respective mating connector bodies as demon-
strated in the simple schematic on the right.
Figure 4.3: Examples of an optimal crimp, as well as common errors found in sub-
optimal crimps.
From Figure 4.2b, the most important pins for running SO-FSRS are pins 1, 2,
and 7/8, which correspond to the positive voltage command input, negative command
input and ground connections respectively. Since the DAQ device that I am using is a
differential output function generator, pins 7 and 8 are connected to the ground state,
while pins 1 and 2 are connected to the voltage positive and negative input terminals
respectively. Pin 3 (DRV OK) is an open collector output that is low when the board
is operating normally and floating (high voltage value) if a fault occurs. To use it as
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a fault indicator, I connected it to a pull-up resistor that’s connected to a +5V from
the DAQ card and an analog voltage input. Currently, this analog input has yet to be
programmed to be continually monitored and checked for fault (high voltage value). I
did not connect pins 4-6 to anything because they are irrelevant to our experiment. Next,
we can see from Figure 4.2c that all pins in J6, other than the pin 8 ground, provide
voltage signals, which can be directed to an oscilloscope for analysis or connected to an
analog voltage input reader. While not required for running SO-FSRS experiment, J6
provides an avenue for us to perform diagnostics and troubleshooting if GVS012 is not
operating as intended. Chapter 5 - Troubleshooting of the GVS012 manual provides
instructions on how to use diagnostic information from J6 to figure out how to diagnose
and fix the problem encountered from running GVS012. [137] As the output from J6
pins are analog voltages, I connected each of the J6 pins to different analog voltage
input to the PCI-MIO-E-6 DAQ card via the SCB-68 block. Last but not least, JP7
is a series of 3 pins that can control the voltage/° scaling factor based on how they are
connected as shown in Figure 4.2c. The default setting is 0.5V/°, which means that the
angle of the X or Y mirror is rotated by 1° for every 0.5V increase in its voltage input.
I kept the scaling factor at 0.5V/° because this setting allows us to have the smallest
angular step size possible.
4.2.4 Electrical Connections
To improve the voltage resolution achievable in our experiment with PCI-MIO-E-6, I
came out with the idea of using a voltage divider. A voltage divider depends on two
very simple principles:
• when resistors are connected in series, the voltage across them are split propor-
tionally based on their resistance values.
• when a component is connected in parallel to another component, they will expe-
rience the same voltage.
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Before I constructed a permanent fixture for the voltage divider, I made use of
a test circuit breadboard. First, I placed a 1kΩ and 100kΩ resistor in series on the
breadboard. I used a free form wire to connect the analog voltage output (AO 0) from
the DAQ device (via the SCB terminal block) across both resistors. Then I attached
the pins 1 and 2 from J7 (pins to accept voltage command) of the x-axis servo driver
across the 1kΩ resistor. I then repeated the above with a separate pair of 1kΩ and
100kΩ resistors with AO 1 and the y-axis servo driver.
In order to test that the voltage divider is working as intended, I made use of the
PCI-MIO-E-6 test panel available in National Instruments Measurement & Automation
Explorer (NI MAX) to control the voltage output by the PCI DAQ card. To access the
test panel, I first selected PCI-MIO-E-6 under “Devices and Interfaces” on the left panel
of the NI MAX program. The center panel would now display “Settings”, “External
Calibration” and “Self-Calibration” information about the PCI DAQ card. The test
panel can be found on the right of a row of icons above “Settings”.
Once the test panels are open, there would be four tabs: ‘Analog Input’, ‘Analog
Output’, ‘Digital I/O’ and ‘Counter I/O’. I went to the ‘Analog Output’ tab and selected
AO 0 as the channel that I wanted to test. After updating the output value using the
‘Voltage DC’ mode, I used a multimeter to measure the voltage output by the DAQ
card and the voltage registered across pins 1 and 2 of the J7 connector of the x-axis
servo driver. I repeated this for multiple voltage values and repeated the test for AO 1
and the y-axis servo driver. The results of this test is plotted in a Voltage Command
(V) vs Voltage Output (V) graph as shown in Figure 4.4.
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Figure 4.4: Graph demonstrating how the voltage divider reduces the voltage read by
the servo drivers for the X- and Y- axis mirrors.
Thus, it is demonstrated that the voltage divider that I constructed reduced the
voltage command sent to the x-axis and y-axis servo drivers by 45.45× and 45.66×
respectively. I built a more permanent voltage divider setup by soldering the connections
using a non-contact breadboard.
Eventually, the first complete circuit connection is shown in Figure 4.5. After all
the connections were in place, I screwed the servo drivers’ covers on to minimize dust
accumulation on to the servo drivers’ electronics. As the openings provided by the servo
covers were small, there was a lot of tension imposed on the cables and wires. Thus
I decided to remove the front panel of the servo drivers’ covers such that it provides
protection of dust from the top, while leaving enough rooms for the wires and cables
to ‘breathe’. While the connections from J6 has remained unchanged since the first
version, there had been a few changes to the voltage divider set up as I fine-tuned it to































Both 7s are connected to AI ground terminal 24, while both 8s are connected to AI ground terminal 56.






J6 - 5 is not
connected to
anything.
Pull-up resistors are used as fault indicators.
AI 7 and AI 15 input will register a high voltage 
signal if there’s a fault
Figure 4.5: Schematic showing how the servo driver connectors are connected to the
PCI-MIO-E-6 DAQ card via the SCB-68 screw terminal block.
The first tune-up I introduced to the voltage divider was to connect J7 pins 1 and
2 across the 100 kΩ resistors instead of the 1 kΩ resistors. This allows us to use the
2D galvomirrors for aligning the photoexcitation beam, making the system more user-
friendly. More details on the rationale are found in a later Section 4.4.
After the publication of the first SO-FSRS paper (see Chapter 5), I decided to
tune-up the voltage divider again to improve the spatial resolution of SO-FSRS. Using
a circuit simulator at https://falstad.com/circuit/, I simulated different modifi-
cations to introduce coarse and fine adjustments of voltage sent to our servo drivers,
allowing us to use the coarse setting for alignment and fine setting for raster scanning.
When I finalized the design of the voltage divider, I purchased the following items:
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• USB 6001 DAQ device ×1
• 10 ft USB 2.0A to USB Mirco B cable ×1
• 1 kΩ resistors ×2
• 10 kΩ resistors ×2
• 1 MΩ resistors ×6
• 1597-12640BD Breadboard ×1
The USB 6001 is very portable and is powered by the main computer through a
USB cable. Its terminals are screw terminals so wires can be directly screwed on to
establish contact. I decided to use the USB 6001 DAQ device for the fine adjustment
because PCI-MIO-E-6 is an old device that has not been calibrated in years and is more
likely to be less accurate. The breadboard I purchased has two sets of 17x5 terminals,
where the terminals in the same column are connected to one another at all times. As
this breadboard is solder-free and only requires the wires or resistors to be inserted into
the terminals, it is very easy to reconfigure and to switch out resistors to adjust the
extent of voltage dividing. I show the electronic connections of this upgraded voltage
divider in Figure 4.6. Based on these connections, the voltage read by the galvo servo
drivers will be the sum of voltages across the 1 MΩ resistor VPCI and the 1/10 kΩ
resistor Vdivided,USB6001 on the right of Figure 4.6. When using the PCI coarse control
to align the photoexcitation beam, VUSB6001 will be set to 0. Once the alignment is
complete, VPCI will not be changed for the rest of the experiment. When running SO-
FSRS scans, only Vdivided,USB6001 will be altered to scan the photoexcitation beam in a
raster manner.
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Figure 4.6: Schematic showing how the voltage divider is put together on a breadboard.
All the slots within the same column of the breadboard are connected and connections
in the same column are connected in series. The PCI-MIO-E-6 voltage output is sent to
a 1 MΩ resistor, which serves as a coarse adjustment for aligning the 2D galvomirrors.
The USB 6001 voltage out is shared between a 1 MΩ and 1 or 10 kΩ resistor in series.
4.3 LabView Code for Data Acquisition
4.3.1 Read code speed
In order to communicate with the DAQ cards through LabView, I downloaded the
NI-DAQmx drivers available on Ni.com website. Fortunately for us, NI-DAQmx is
very user-friendly and we use the ‘DAQ assist’ vi in LabView to help configure our
system. The DAQ assist generates a DAQ assist vi that will produce a constant analog
voltage output (in Volts) that is equivalent to the numerical indicator when the LabView
program calls for it. The output will change only when another LabView command
overwrites the previous value or if the computer is turned off. This vi can be converted
to a string of LabView code by right-clicking it and selecting the ‘generate code’ option.
While the speed at which the DAQ assist vi and the generated code executes is probably
similar and almost instantaneous, I wanted to test out which is faster because small
amounts of time saved for each command may accumulate to a significant amount for
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long SO-FSRS experiments. To do so, I place the code to be timed in a flat sequence
between two ‘Tick Count (ms)’ vi. Each tick count vi returns the microsecond value
of the computer’s internal clock, and the difference between the values returned before
and after executing the code is the time (in microseconds) it took to execute the code.
I timed the execution of 4 different variations of the code: DAQ assist vis, DAQ
assist vis nested within a sub vi, generated code, and generated code nested within a
sub vi. I ran each code 10 times and recorded the execution times as summarized in
Table 4.2.
We can see that the first execution time is significantly longer than subsequent
ones for all scenarios except the generated code that communicates with the DAQ
card directly. This is because the first execution involves initializing the program,
which subsequent executions did not need to do. There is no initial lag time for the
generated code since it does not need to jump through any LabView hierarchy before
communicating directly with the DAQ card. Subsequent executions average 2-3 ms,
thus there were hardly any differences for each of the 4 versions. In the end, I decided
to use the generated code in sub vi version because it is slightly faster than the DAQ
assist options, but is neater than the generated code on its own. I find the ability to
keep the overall LabView code neat a very valuable feature because it is very easy for
LabView codes to get messy and unreadable.
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Table 4.2: Time (ms) it takes to generate an analog output command based on different
LabView codes.
DAQ Assist DAQ Assist sub VI Generated Code Generated Code sub VI
36 49 3 35
3 3 2 3
3 3 3 3
3 2 2 2
2 3 2 3
3 3 3 3
3 2 2 2
3 2 3 2
3 2 3 3
3 3 2 2
average 6.2 7.2 2.5 5.8
4.3.2 Incorporating DAQ LabView Drivers onto Existing Data Acqui-
sition Program
There were 2 ways to go about acquiring SO-FSRS spectra - one to run a FSRS exper-
iment at each photoexcitation position before moving on to the next photoexcitation
position in a raster scan manner, or to measure the FSR spectra of all photoexcitation
positions at a set time delay before moving to the next time delay. Since it takes sig-
nificantly less time to adjust the 2D galvomirror angles (on the order of mrad) than
to move the time delay stage of the photoexcitation pulse (on the order of 10 mm), I
decided to go with the latter.
The existing LabView code runs a FSRS experiment with a six-frame stacked se-
quence: a) move the time delay stage to the corresponding time delay between the
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photoexcitation pulse and the Raman probe pulse, b) open the shutter in the photoex-
citation beam path, c) set the file path to ‘directory\name time point exe+set number’
and acquire the data, d) close the shutter, e) write the acquired data into 3 columns (Ra-
man gain, probe spectrum with Raman pump off, probe spectrum with Raman pump
on) and save it as a file in the path set in (c), f) subtract the ground state spectrum
from the excited state spectrum and display the subtracted spectrum in the graph in
the main data acquisition window, g) calculate Raman gain between two cursors for the
graph shown in (f).
I modified the code to add a frame between frames (a) and (b). I then inserted
the sub vi for controlling the analog outputs of the DAQ card in this new frame, i.e.
set the photoexcitation after the time delay is set but before the shutter is opened.
For the voltage divider that only involved PCI-MIO-E-6, the file path in frame (c) was
set to ‘directory\name voltage across x-axis+voltage across y-axis time point exe+set
number’. For the latest voltage divider with 2 DAQ cards, the file path was set to
‘directory\name x pixel number+y pixel number time point exe+set number’. All
other codes remained the same.
As SO-FSRS experiments take hours or days to complete, the LabView program
takes up a lot of memory on the computer and significantly slows it down. For example,
a 3000 image acquisition that should take 3s to acquire could take longer than 20s.
Furthermore, when the acquisition is done, the LabView program will crash when the
‘exit’ button is clicked to shut down the program. Thus, I further modified the code
to split the acquisition into multiple sessions, with the computer restarted in between
sessions so that the memory could reset.
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4.4 Incorporating Galvosystem onto Existing Laser Setup
and How to Align It
Figure 4.7 depicts a chronological evolution of the laser table setup as I worked on
figuring out the alignment. I used setups (a) and (b) with a laser pointer for safety
reasons because the galvomirrors could send the beam out of the containment zone
during the initial setup phase. I wanted to ensure that the alignment was contained
before turning on the ultrafast laser. In all arrangements, the photoexcitation beam gets
reflected off the y-axis mirror first before being sent towards the microscope through
the x-axis mirror.
From (a)-(c), I attempted to align the galvomirrors without adjusting the Vx and
Vy analog outputs and I was only using the mirrors prior to the galvomirrors for the
alignment. When working with setup a, I thought that one issue was that the mirrors
were a little far from the microscope, and a small change in mirror angles led to larger
change in the spatial position of the photoexcitation beam. Thus, I moved on to setup
b, where the galvomirrors were a lot nearer to the microscope. However, the photoexci-
tation beam was sent into the microscope at an angle as opposed to being sent in at 90°
like the Raman probe and pump pulses. One issue I kept running into on setup b was
the constant clipping of the photoexcitation beam at the 1” mirrors of the periscope
used to guide the laser pulses into the microscope. Furthermore, I noticed that adding
so much path length to the photoexcitation beam meant that the t0 position on the
time delay stage will be larger to compensate for this additional length. This meant
that we would be unable to probe larger time delays after photoexcitation, which might
prevent us from looking at exciton diffusion that occurs on a timescale of hundreds of
picoseconds.
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Figure 4.7: Different arrangements tested out for aligning the galvomirrors in chrono-
logical order. Schematics are not drawn to scale. (a)-(c) were problematic for these
reasons:(a) the mirrors were too far from the microscope (b) the path length of the pho-
toexcitation beam has been increased by too much (c) Insufficient degrees of freedom.
(d) The final arrangement where the galvomirrors are placed on a magnetic base as close
as possible to the microscope while being relatively collinear with the Raman probe and
pump paths. The galvomirrors were directly used to help align the photoexcitation
pulse to spatially overlap with the other two pulses.
Thus, for setup c, I decided to change the periscope mirrors to 2” mirrors to provide
more space for the photoexcitation beam to navigate before entering the microscope. I
also shortened the beam path by inserting a flip mirror that cuts into the photoexcitation
beam path for standard FSRS experiments. Through this setup, I managed to get the
photoexcitation beam to be in the vicinity of the Raman probe. However, each time
the beam would start clipping before I can get it fully overlapped with the Raman
probe. Things that I have tried include checking the dimensions of the galvomirror and
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setting the height of the x-axis mirror to be at the same height as all other mirrors
(5”) and placing two irises between the mirrors and periscope to ensure that all beams
are entering the microscope straight. When the spatial overlaps became close but not
close enough, I was tempted to adjust both the Raman probe and pump positions to
accommodate the photoexcitation beam. However, I did not do so because the key to
collecting FSR spectra is the Raman probe spectrum. If I changed the Raman probe
position to match the photoexcitation beam, the Raman probe would no longer be
entering the microscope straight and there would be no guarantees that the spatial
alignment of all three beams would stay constant at different focusing distances.
Therefore, I moved on to setup d, where I set the galvomirrors on a magnetic base so
it could be switched out easily with a silver mirror used in standard FSRS experiment.
I placed the galvomirrors as close to the microscope as possible while ensuring that
the photoexcitation beam was relatively collinear with the other two beams. I also
made modifications to the voltage divider (see Section 4.2.4) such that I would use
the LabView code to directly control the galvomirrors like mirror knobs to align the
photoexcitation beam in a standard FSRS experiment. The voltage setting for the x-
and y-axis mirror is no longer 0 V at the origin position i.e. Vx,0 and Vy,0 6= 0. With
this, the photoexcitation could now be reliably aligned spatially with the Raman probe
and pump for the galvomirror setup.
4.5 How does t0 Change with Spatial Position
While it is unlikely for the t0 and time resolution to change when the photoexcitation
beam position is changed, I wanted to confirm that experimentally. In this scenario, the
time resolution refers to the smallest time step that can be distinguished between the
photoexcitation pulse and the Raman probe and is measured by the FWHM of the Kerr
measurement detailed in Section 2.4.2. Thus, I measured the t0 and the time resolution
in a 5×5 grid, where Vx,0 = -0.248 V and Vy,0 = 0.256 V. Vx and Vy were scanned
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from -0.258 V to -0.238 V and 0.246 V to 0.266 V respectively in step sizes of 5 mV.
Details on how t0 is defined and how it is measured are covered in Section 2.4.2. The
results are summarized in Tables 4.3 and 4.4.
Table 4.3: Time delay stage position (mm) at t0 in a 5×5 grid. The top row shows
the coordinates along the y-axis while the left column shows the coordinates along the
x-axis. Two values are listed when a secondary peak is distinguishable from the primary
one.
-2 -1 0 1 2
-2 101.499/101.515 101.499 101.499 202. 497 101.498
-1 101.499/101.517 101.499 101.500 101.498 101.501
0 101.499/101.519 101.501 101.499 101.501 101.503
1 101.503/101.520 101.501 101.501 101.502 101.503/101.521
2 101.504/101.521 101.503/101.521 101.502 101.505/101.521 101.503/101.522
Table 4.4: Time resolution (fs) in a 5×5 grid. The top row shows the coordinates along
the y-axis while the left column shows the coordinates along the x-axis.
-2 -1 0 1 2
-2 198 204.6 211.2 217.8 211.2
-1 204.6 198 158.4 198 211.2
0 204.6 198 165 217.8 211.2
1 204.6 198 198 204.6 204.6
2 198 204.6 211.2 211.2 198
From both tables, we can see that while the optical Kerr effect measurement did
not yield identical results, the t0 and time resolution varied by only small amounts.
When dealing with exciton transport that occurs at longer time scales, this is unlikely
to cause much issue in the data analysis. Thus, I decided that it is not a requirement to
measure the t0 across multiple photoexcitation locations for each SO-FSRS experiment
and doing that measurement once at the origin position should be sufficient.
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4.6 Normalizing SO-FSR Spectra with respect to Pho-
toexcitation Power
While the changes in t0 and time resolution may be negligible for different photoexci-
tation positions, the same cannot be said for the photoexcitation power. When I was
running SO-FSRS experiments in 3×3 to 7×7 grids, it was feasible to measure the power
of the photoexcitation beam at all positions. I would tape a power meter head at the
sample position on the microscope stage, set the power meter to measure the average
power over 1-10s and take ∼5 sets of measurements for each position.
However, for larger acquisitions such as a 15×15 grid, I only measured the powers
at 9 positions (origin and the edges) and extrapolated the power for the other positions.
Sometimes, I would do the same for 3 time delays, usually 0ps, 100ps and 500ps, to
ensure that the power does not change much at different time delays. If the change is
significant, I would also extrapolate the power of each position for each time delay.
To normalize the SO-FSR spectra with respect to photoexcitation power, I divide
the intensities of the fitted Raman peaks by the corresponding photoexcitation power
to get a unit of ‘Raman gain/µW.
4.7 Processing and Analyzing SO-FSRS data
To process the SO-FSRS data, I wrote and edited LabView, Python and Igor codes. To
keep the data organized, I have a main folder named after the sample and the grid size
of the SO-FSRS experiment. Within this folder are five sub folders - raw data, batch,
average, subbed, ta - where the raw data were directly written into the ‘raw data’ folder.
After a SO-FSRS experiment, I used ‘SO-FSRS Analysis 3.0.vi’ to process the raw
data. Figure 4.8 shows the first panel of this code. The first step is to load the calibrated
x-axis and list of time delays in the ‘shiftx’ and ‘time points’ portion at the top right
corner. Next, the experimental parameters, such as ‘file name’ and number of sets, are
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entered in the right of the panel. If the ‘file name’ is too long, a shorter string can be
typed into the ‘shorter name’ indicator. If not, an identical string as the ‘file name’
should be typed in.
Next, I set the ‘Main folder’ to the raw data folder. After some loading time, the
list beside the first graph will show a list of all the raw data files. To visualize any of
the raw data, I would select the file of interest in the ‘File Names’ drop box and click
load. The graph would then display three spectra on top of one another - the Raman
gain, Raman probe spectrum with Raman pump off, and Raman probe spectrum with
Raman pump on. Each of these three spectra are saved as a column of data in the raw
data file.
Figure 4.8: First panel of the ‘SO-FSRS Analysis 3.0.vi’. Things that can be done
in this panel include defining the initial parameters (x-axis calibration, time delays,
experimental parameters etc.), visualize raw data and creating batch files.
To prepare the raw data files for analyses, I need to separate each column and group
them with repetitions of the same time delay and photoexcitation position (e.g. put
all ground state Raman gain spectra in a single file). To do so, I first set the ‘Folder -
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Batch Files’ to the ‘batch’ folder mentioned earlier. Next, I will click on ‘Batch ‘em’.
This will generate 3 files for each time delay and photoexcitation position, where
• file name PumpOff = sets of Raman probe spectra with Raman pump off
• file name PumpOn = sets of Raman probe spectra with Raman pump on
• file name RG = sets of Raman gain spectra.
These files are automatically saved in the ‘batch folder’.
Next, I would exclude any spectra that are outliers, such as flipped spectra or blanks,
within each of these ‘batched’ file, and get the average of the remaining spectra to
improve signal-to-noise ratio of the spectra to be analyzed. This step is done through
Python and the resulting averaged files are saved in the ‘average’ folder.
Next, I return to the LabView program and go to the second panel as shown in
Figure 4.9. After setting the folder indicators in LabView to ‘average’, ‘subbed’ and
‘ta’ respectively, I clicked on the rectangular ‘Subtract’ boolean to generate one-to-one
subtractions of the ground state spectrum from each excited spectra. The subtracted
spectra are saved and written as individual files in the ‘subbed’ files. Next, by clicking
on the rectangular ‘TA’ boolean, I would generate the transient absorption spectra at
each time delay and photoexcitation position. To visualize either an averaged spectrum
or a subtracted file, I would scroll down and select the file of interest, and click ‘Load’.
The corresponding spectrum will be shown in the graphs plotted against the calibrated
x-axis in cm−1. This concludes the initial processing of SO-FSR spectra.
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Figure 4.9: Second panel of the ‘SO-FSRS Analysis 3.0.vi’. This panel is used to
generated subtracted excited state and transient absorption spectra.
To look at a rudimentary Raman image at selected Raman shift value and time
delay, I go to the third panel of the LabView program as shown in Figure 4.10. The
Raman shift value can be set by typing in its corresponding pixel position while the
time delay can be selected in the drop box at the top of the panel. After initializing this
portion of the code with the ‘start’ button, I would generate an intensity map and a 3D
maps on the left and right graph panels respectively. As this Raman map is generated
from the excited state spectra prior to any peak fitting, it only provides a general idea
on if there are any exciton transport observed.
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Figure 4.10: Third panel of the ‘SO-FSRS Analysis 3.0.vi’. This panel is used to generate
a rudimentary Raman image at the selected Raman shift value and time delay.
To analyze the SO-FSR spectra, I would import the subtracted spectra into Igor and
use modified Igor macros to perform standard FSRS analysis. If Raman features are
observed on top of a strong background, I would fit the background with an appropriate
polynomial before removing it, and repeat the procedure using the same parameters for
all spectra. Afterwards, the Raman features would be fitted to gaussian functions. As
the intensities of the Raman features reflect the populations of either the ground or
excited state, I would plot their intensities against the time delays to observe how the
population dynamics evolve over time. How these graphs can be interpreted would be
covered in more details in the next chapter.
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4.8 Conclusion
In summary, I have walked through the development of SO-FSRS in this chapter, from
hardware selection to data analysis. Developing a brand new experimental technique
involves a lot of learning, failing, and learning from the failures. I hoped to have provided
a glimpse of that journey as I hit each milestone in the development of SO-FSRS. Being
the first vibrationally sensitive technique that can image exciton movement, SO-FSRS







through a Vibrational Lens
In the previous chapter, I covered the development of SO-FSRS. Now that SO-FSRS has
finally reached the point where it can be used to run imaging experiments. SO-FSRS
debuted to the scientific community in a Journal of Physical Chemistry letter, where I
demonstrated its utility on TIPS-pn, a model system that has been well-studied. The
full text of the letter has been reproduced in this chapter. Adapted with permission
from reference [12]. Copyright 2020 American Chemical Society.
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5.1 Overview
Figure 5.1: Table of content figure.
To design better molecular electronic devices, we need a strong understanding of how
charges or excitons propagate, as many efficiency losses arise during transport. Ex-
citon transport has been difficult to study because excitons tend to be short-lived,
have short diffusion lengths, and can easily recombine. Here, we debut spatially offset
femtosecond stimulated Raman spectroscopy (SO-FSRS), a three-pulse ultrafast mi-
croscopy technique. By offsetting the photoexcitation beam, we can monitor Raman
spectral changes as a function of both time and position. We used SO-FSRS on 6,13-
bis(triisopropylsilylethynyl) pentacene, a well-studied organic semiconductor used in
photovoltaics and field-effect transistors. We demonstrated that the fast exciton and
free charge carrier transport axes are identical and observed that exciton transport is
less anisotropic by a factor of ∼3. SO-FSRS is the first technique that directly tracks
molecular structural evolution during exciton transport, which can provide roadmaps
for tailor-making molecules for specific electronic devices.
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5.2 Introduction
Molecular electronics research is exciting because it provides new routes toward nanoscale
electronics, [138–142] allowing us to keep up with Moore’s law [143–146] or seek alter-
native photovoltaic technologies. [147–152] Regardless of types or applications, what all
molecular electronics have in common is their ability to transport and transfer electrical
charges, be it in the form of excitons (bound electronhole pairs) or free charge carri-
ers. Exciton transport is particularly challenging to study because excitons cannot be
generated simply by inserting electrodes into the material but instead are generated by
external means such as heat or light. Furthermore, excitons have short lifetimes [17,18]
and short diffusion lengths, [19] making their transport difficult to detect. Despite the-
oretical predictions as early as 1938, [153] exciton transport was only directly observed
for the first time in 1984. [154] Because excitons serve as the charge carriers for many
semiconductor applications, decoding the mechanism of exciton transport can inspire
new avenues for tailor-making unique molecules for specific electronic functions.
In recent years, transient absorption microscopy (TAM), also known as pump–probe
microscopy or white light spectro-microscopy, has achieved the subpicosecond temporal
and submicrometer spatial resolutions necessary to directly image exciton transport in
organic semiconductors, [61, 136, 155–157] perovskites, [158–161] nanowires, [162–165]
and other inorganic semiconductors. [166–170] These measurements gave us new physi-
cal insights, such as the cooperative nature of singlet and triplet exciton transport [155]
and how exciton traps impact transport. [159,163] However, it is difficult to span a suffi-
ciently wide region of the electromagnetic spectrum to be on resonance with all excited
and intermediate electronic states, making some of them invisible to TAM. Even when
detected, electronic features can be very broad and challenging to assign to specific ex-
cited states. Furthermore, electronic spectroscopies struggle to identify key molecular
motions or structural changes involved with excited state processes, making it chal-
lenging to provide insight into how to modify molecular potential energy surfaces to
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improve performance. Some electronic techniques, such as two-dimensional electronic-
vibrational spectroscopy and two-dimensional electronic spectroscopy, can identify vi-
bronic couplings that strongly couple to electronic excitation, but have not yet been
used to examine transport. [171, 172] Thus, molecular structural insight is needed to
make use of synthetic modifications to improve function. [173]
Femtosecond stimulated Raman spectroscopy (FSRS) is a technique that provides
molecular structure information about reacting photoexcited species on the ultrafast
time scale. [3, 4, 174, 175] FSRS consists of three spatially overlapped laser pulses: the
femtosecond photoexcitation or actinic pulse, the picosecond Raman pump pulse, and
the femtosecond broadband Raman probe pulse. The photoexcitation pulse is used to
generate the excited state population, after which the Raman pump and probe pulses
provide stimulated Raman spectra as a function of time following photoexcitation. New
Raman features that show up only in the excited state spectra can shed light on the
vibrations and structures of molecules in higher-energy states, [10, 125, 176–178] while
ground state Raman depletion or bleaching represents all non-ground state populations,
including that of dark states that would otherwise be invisible. Following these transient
Raman dynamics allows us to single out nuclear rearrangements [179–181] and vibronic
couplings [175,182] within the molecular systems studied.
Such a useful technique has yet to have its TAM counterpart. Thus, we have de-
veloped the spatially offset femtosecond stimulated Raman spectroscopy (SO-FSRS)
technique to provide vibrational information complementary to that from TAM. In
SO-FSRS, the positions of the Raman pump and probe beams (probing site) are held
constant while we raster scan the photoexcitation beam (excitation site) as represented
by a schematic in Figure 5.3. At each photoexcitation position, we collect a complete
FSRS data set, which can then be processed to generate a Raman map of excited
state features. As we can assign Raman features to specific vibrational motions in
the molecules, [4, 70] we can track vibrational motions in both space and time with
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SO-FSRS. Observing how excitons navigate through their local and heterogeneous en-
vironments, such as grain boundaries and interfaces between different materials, may
help us identify specific molecular interactions or vibrational coherences that hinder or
facilitate exciton transport.
5.3 Experimental Method
5.3.1 TIPS-pn crystal growth
We used ≥ 99.9% TIPS-pn crystals from Sigma Aldrich to prepare a 5% wt solution
in toluene. We waited for the recrystallization of TIPS-pn via slow evaporation [124,
183–185] before sealing the crystals in Loctite Epoxy Instant Mix 5 Minute adhesive
between two cover slips to minimize oxidation and photodamage.
5.3.2 Experimental Set-up for SO-FSRS
Figure 5.2: Schematic of SO-FSRS setup.
We built the SO-FSRS setup as presented in Figure 5.2 upon a home-built FSRS setup
(Coherent Libra-F-1K-HE) reported in earlier works. [5,186] We passed 2.5 mW of the
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fundamental beam through a 2 mm sapphire crystal, then through a RG830 long pass
filter and a fused silica prism compressor to generate the broadband femtosecond Raman
probe pulse. We generated the 2.1 ps 805 nm Raman pump pulse with a full-width at
half-maximum (FWHM) of 0.80 ± 0.5 nm by passing 440 mW of the fundamental beam
through a custom Fabry-Perot etalon (TecOptics) setup. [5] The remaining fundamen-
tal output beam were used to generate the photoexcitation pulse by passing it through
a home-built non-collinear parametric amplifier (NOPA). We generated a white light
seed continuum by passing some of the output through another 2 mm sapphire crys-
tal and a 400 nm pump pulse via frequency doubling through the beta barium borate
(BBO) crystal. These two pulses are then mixed in a 1 mm BBO crystal to produce the
photoexcitation pulse through non-collinear parametric amplification. The photoexcita-
tion pulse was passed through an acousto-optic programmable dispersive filter (Dazzler,
Fastlite) [187,188] and a SF10 prism compressor to compensate for temporal chirp. We
tuned the central wavelength of the photoexcitation pulse to 532 nm with a Gaussian
spectral shape and a FWHM of 13.00 ± 0.1 nm. The Raman probe (5.8 µW), Raman
pump (49.3 µW) and photo-excitation beam (28 µW) were sent through an inverted
Olympus IX-73 microscope and focused on the sample in a non-collinear fashion us-
ing an Olympus Plan 40×/0.65 objective. We define the time delays as the duration
between the interactions of the Raman probe and the photoexcitation beam with the
sample. The cross-correlation at the sample position between the Raman probe and
photo-excitation beam was 152 fs. The central position of the photoexcitation beam is
controlled by a ThorLabs GVS012 galvomirror paired with a National Instrument PCI-
MIO-16E-4 data acquisition card. By placing the ThorLabs GVS012 2D galvomirror on
a magnetic base, we could easily switch back and forth between the FSRS and SO-FSRS
setup. The 2D galvomirror consists of an x-axis and a y-axis mirror, each connected to
a separate servo-driver. The servo-drivers are then connected to a National Instrument
PCI-MIO-16E-4 data acquisition (DAQ) card via a National Instrument screw terminal
block. Analog voltage outputs generated by the DAQ card signal the servo-drivers to
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rotate the x- or y- mirrors by angles determined by the 0.5V/° ratio. A home-built Lab-
View program is used to raster scan the photoexcitation beam and collect FSR spectra
at each photoexcitation location. The FSR signal were directed out of the Olympus
IX 73 microscope into a 1/3 m Instruments SA, Inc (now renamed to Horiba) 10-320
spectrograph and collected on a Princeton Instruments PIXIS 100F CCD array.
We wrote a home-built LabView program to collect the FSR spectra (average of 8
data sets) at various time delays in a randomized order for 3 seconds. We obtained the
Raman gain spectra by dividing the probe spectra with the Raman pump on over the
probe spectra with the Raman pump off. We also obtained the transient absorption
spectra from the transmittance of the probe spectrum when the Raman pump was
blocked by the chopper blade. We collected the SO-FSR spectra of TIPS-pn at 48 time
delays from -5 ps to 500 ps in a 7×7 grid, with Vx values ranging from -235 mV to -205
mV and Vy values ranging from 29 mV to 59 mV, translating to a 9 µm step size in
both directions. All data presented in this paper were collected from a single TIPS-pn
crystal, albeit at different locations of the same crystal. We performed our data analysis
using a combination of self-written LabView, Igor and MatLab codes.
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5.4 Results and Discussion
Figure 5.3: Schematic of a raster scan performed by SO-FSRS across a heterogeneous
surface. The photoexcitation beam is scanned across the surface while the probing
region remains fixed to monitor exciton diffusion.
To demonstrate the utility of this new technique, we monitored exciton transport dy-
namics in 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-pn). TIPS-pn is a use-
ful test case because it has been well-studied for its field-effect transistor applica-
tions, [189–195] is known to exhibit charge transport anisotropy, [194–196] and un-
dergoes singlet fission that generates long-lived triplet states. [7, 116, 197–200] More-
over, polarized Raman measurements have been useful for identifying how the TIPS-pn
molecules are oriented within a microscopic crystal, [189, 191, 201, 202] allowing us to
identify the fast charge transport axis easily without running charge mobility experi-
ments. Here we demonstrate that we have successfully developed SO-FSRS and gained
new physical insight into exciton transport in TIPS-pn. We show that while the fast
exciton transport and fast free charge carrier transport axes are identical in TIPS-pn,
excitons display less anisotropy in transport than do free charge carriers.
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Figure 5.4: (a) Optical image of the TIPS-pn crystal used for all measurements. The
scale bar depicts 100 µm. (b) Spontaneous Raman spectrum of TIPS-pn at 240° laser
polarization with respect to the laboratory horizontal axis. The intensities of the 1373
(red) and 1578 cm−1 (green) modes are sensitive to the laser polarization and can be
used to determine the crystal axis orientation. The inset shows the chemical structure of
TIPS-pn. (c) Excited state FSR spectra of the TIPS-pn crystal at multiple time delays
at the central (0, 0) position, where the spatial overlap between the photoexcitation
and Raman probe pulse is maximal. The spectra are offset from one another for the
sake of clarity. Laser pulses used to generate these spectra are p-polarized. (d) Raman
depletion dynamics of three ground state peaks at the central (0, 0) position in terms
of unitless amplitude per microwatt of photoexcitation power. The x-axis is linear from
5 to 10 ps and logarithmic from 10 to 500 ps.
We show spectroscopic characterization of the TIPS-pn crystal used for SO-FSRS
in Figure 5.4, including an optical image in Figure 5.4a. Figure 5.4b displays a sponta-
neous Raman spectrum of TIPS-pn collected at 240° laser polarization relative to the
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horizontal laboratory axis. As the 1373 (red) and 1578 cm−1 (green) modes correspond
to C=C molecular vibrations along the short and long axis of the pentacene back-
bone, respectively, their intensities are sensitive to laser polarization. [189,191,201,202]
By tracking their intensity dependences on the laser polarization angle, we identified
the [210] crystallographic axis to be parallel to the long side of our TIPS-pn crystal,
as shown in Figure 5.4a. Details can be found in Figure B.1. The [210] axis, which
matches the crystallographic a axis of TIPS-pn, [203] has been demonstrated to be the
fast charge transport axis for TIPS-pn due to favorable π-π interactions between the
pentacene backbones. [194, 195, 202] As those studies were conducted with free charge
carriers, we did not want to assume that excitons will behave identically. [204–206]
Nonetheless, because exciton transport boils down to intermolecular electronic energy
transfers, [207,208] the strong π-π interactions, which arise from decreased distances be-
tween the pentacene backbones, will increase the probability of energy transfer through
quantum tunneling.
Equipped with some basic information about our crystal, we proceeded with our
SO-FSRS experiment at 532 nm photoexcitation. The photoexcitation beam was raster
scanned in a 7 × 7 grid, with each grid position representing the central position of the
photoexcitation beam and being 9 µm apart from the next. We sealed the TIPS-pn
crystal in epoxy to minimize photodamage during the measurement. The Raman probe
position relative to the [210] axis under 10× magnification is shown in Figure 5.4a. As
the beam diameters of the three pulses are larger than the step size of 9 µm under
40× magnification, we defined the (0, 0) position as the location with maximum spatial
overlap between the photoexcitation and Raman probe pulses. We used a 2D galvom-
irror to control the position of the photoexcitation beam while holding the positions of
the other two beams constant. This is the opposite of the TAM convention where the
pump is held constant because it is not trivial to simultaneously change the positions
of both the Raman pump and probe pulses while ensuring that their overlap stays the
same. Therefore, we are always probing the same location in SO-FSRS and waiting for
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excitons generated outside the probing region to migrate into it. We performed eight
sets of measurements under 40× magnification with a 1 kHz repetition rate Ti:sapphire
laser at 48 time delays at each photoexcitation position, accumulating 19.5 h in data
acquisition time for a complete SO-FSRS data set.
Figure 5.4c shows the excited state FSR spectra obtained at the (0, 0) position, while
corresponding time-resolved spectral data sets obtained at (2, 4) and (2, 2) are shown
in Figure B.4 for comparison. We present these spectra after one-to-one subtraction
of the ground state spectrum to keep from overwhelming the excited state signal with
the signal from the residual ground state molecules. The relative intensities of Raman
peaks observed in the stimulated ground state Raman spectrum in Figure 5.4c are
different than its spontaneous Raman counterpart in Figure 5.4a due to differences in
laser polarization. Although we do not observe new Raman features in the excited state
spectra, the Raman depletions or ground state bleaches contain a wealth of information
because they represent the dynamics of all non-ground state populations. We argue that
Raman depletions have not been given enough attention within the FSRS community;
our subsequent analyses rely only on Raman depletions, yet we extracted and gained
new physical insights into exciton transport in TIPS-pn. Looking closely at Figure 5.4d,
we see that the 1377, 1386, and 1582 cm−1 Raman depletions are the most negative at
around 0.5 ps, indicating the time when the excited state population generated at the
(0, 0) position region peaked. This likely corresponds to the generation of a mixture
of excited singlet and correlated triplet pair excitons through singlet fission in TIPS-
pn. [136,197,209–211] The Raman depletions become less negative at later time delays
because the excited states either propagate out of the (0, 0) probing region or decay
back to the ground state. We also observe that more than half of the initially excited
molecules have yet to return to the ground state even 500 ps after photoexcitation
because the singlet fission-induced excitons eventually convert to long-lived triplet states
with lifetimes of up to a few microseconds. [209] We fit the ground state depletion
dynamics to a single-exponential decay convoluted with the cross correlation between the
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photoexcitation beam and the Raman probe. The time decay constants are 0.91 ± 0.06,
1.12 ± 0.05, and 0.58 ± 0.06 ns for the 1377, 1386, and 1582 cm−1 modes, respectively,
consistent with long triplet lifetimes observed in TIPS-pn. [136,192,197,209–211]
To better explain how depletion dynamics can reflect exciton diffusion, we made
a simple schematic in Figure 5.5 based on three hypothetical situations: when the
spatial overlaps between the photoexcitation beam and the Raman probe pulse are
maximal, along the fast exciton transport axis, and along the slow exciton transport
axis. The Raman pump pulse, which is always spatially and temporally overlapped
with the Raman probe pulse, is not depicted in Figure 5.5. Calculations on how we
estimated the initial exciton density can be found in the Supporting Information. In all
scenarios represented in Figure 5.5, an initial exciton population is generated within the
photoexcitation region at t = 0 ps. After some time, the excitons either return to the
ground state or diffuse out of the initial photoexcitation region, with a larger portion
migrating along the fast transport axis. In the first scenario where there is maximum
overlap between the probing and the excitation regions, the number of excitons within
the probing region decreases steadily with respect to time, corresponding to a gradual
ground state population recovery as observed in the dynamics in Figure 5.4d. When
the excitation and probing regions are partially overlapped, the initial excited state
population “seen” by the Raman probe is smaller despite there being the same number
of excitons generated by the photoexcitation beam. As some of the excitons generated
outside the probing region will migrate into it over time, it appears as if the excited
state population is decaying at a slower rate or even growing initially if the overlap
is along the fast transport axis. As SO-FSRS keeps the probing region constant, the
direction of all perceived exciton transport, as indicated by the blue arrows, is toward
the (0, 0) central position and not vice versa.
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Figure 5.5: Schematic showing the evolution of the excited state population within the
probing region when the spatial overlap between the photoexcitation beam and Raman
probe is (a) at a maximum, (b) along the fast transport axis, and (c) along the slow
transport axis. In addition to diffusing out of the initial photoexcitation region, the total
number of excitons present in each panel decreases as time passes because excitons are
also decaying back to the ground state. Only excitons within the probing region are
observed in our SO-FSRS experiments.
Keeping Figure 5.5 in mind, we identified the fast and slow exciton transport axes
in TIPS-pn by comparing the time decay constants of the 1377, 1386, and 1582 cm−1
modes at the central (0, 0) position with those of its eight neighboring positions as shown
in Table 1. For each photoexcitation position, we performed the same data analysis as
described for Figure 5.4d and obtained the time decay constants by fitting the Raman
depletion dynamics to a single-exponential decay convoluted with the cross correlation
between the photoexcitation and Raman probe pulses. We see that in almost all cases,
the spatially offset positions yield a longer decay time constant. This suggests that
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charges generated outside the probing region are indeed migrating into the probing re-
gion, increasing the lifetime of the collective excited states as new states are replenishing
those that have returned to the ground state or propagated away. In all of the ground
state peaks analyzed, the (1, 1) position had the largest time decay constant, meaning
that excitons generated in that position had migrated most quickly into the probing
region. Referencing Figure 5.4a, we see that (1, 1) is along the [210] axis, indicating
that the fast exciton transport axis matches the fast free charge carrier transport axis
as expected. On the basis of our data in Table 5.1, the lifetimes of the collective excited
states increased an average of 30 ± 10% and 90 ± 30% along the slow and fast exciton
transport axes, respectively, which is lower than a charge mobility anisotropy of ∼10
observed for free charge carriers in TIPS-pn. [194, 195] In fact, Zhu et al. previously
observed qualitatively similar exciton transport anisotropy in TIPS-pn with TAM, al-
though they did not comment on it. [136] This implies that while an increased number
of π–π interactions along the [210] crystallographic axis facilitates transport for both
free charge carriers and excitons in TIPS-pn, they play a smaller role in exciton trans-
port, leading to only a 3-fold instead of a 10-fold improvement along the fast transport
axis when compared to the slow axis. One possible explanation is that excitons can be
delocalized over multiple molecules, [20, 212] resulting in a smaller difference between
the strengths of π-π interactions along the [210] axis and its perpendicular axis.
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Table 5.1: Time Decay Constants (in nanoseconds) of 1377, 1386, and 1582 cm−1 De-
pletion at Positions (1, 1) to (1, 1).
1377 cm−1
y position -1 y position 0 y position
x position -1 2.3 ± 0.5 0.91 ± 0.07 1.06 ± 0.07
x position 0 0.93 ± 0.08 0.91 ± 0.06 1.24 ± 0.08
x position 1 1.07 ± 0.10 1.04 ± 0.07 1.8 ± 0.17
1386 cm−1
y position -1 y position 0 y position
x position -1 0.99 ± 0.5 0.83 ± 0.03 1.41 ± 0.08
x position 0 1.00 ± 0.05 1.12 ± 0.05 1.58 ± 0.09
x position 1 1.24 ± 0.07 1.32 ± 0.07 2.12 ± 0.17
1582 cm−1
y position -1 y position 0 y position
x position -1 0.9 ± 0.3 1.0 ± 0.5 1.0 ± 0.5
x position 0 0.77 ± 0.11 0.58 ± 0.06 0.81 ± 0.11
x position 1 0.76 ± 0.08 1.17 ± 0.17 1.6 ± 0.3
Another interesting observation we made from the dynamics data in Table 5.1 was
that the excitons generated from the (1, 1) position seem to propagate to the probing
region more rapidly than those from the (1, 1) position despite both being located
along the fast transport axis. To investigate if this trend is observed for all positions,
we normalized the depletion of all positions with respect to the depletion value at the
(0, 0) position at each time delay. Figure 5.6a shows how the normalized fraction of
the excited state population changed as time progressed, using data derived from the
depletion of the 1386 cm−1 feature. Taking a closer look at the depletion dynamics of
the 1386 cm−1 mode at positions (0, 0), (2, 4), and (2, 2) in Figure 5.6b, we found the
ground state population recovered more slowly when the initial photoexcitation occurred
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at position (2, 4) or (2, 2) than at position (0, 0) because excited states generated outside
of the probing region migrated into the probing region. The excitons generated at the
(2, 2) position propagated toward the (0, 0) position so rapidly that the excited state
population grew and peaked only around 300 ps. We once again see that the (4, 4) to
(2, 2) axis is indeed the fast exciton transport axis as the depletion dynamics observed
in Figure 5.6b mirrors what we demonstrate in Figure 5.5. We repeated the analysis for
1377 and 1582 cm−1 modes and found similar observations as depicted in Figure B.5.
Figure 5.6: (a) Evolution of the 1386 cm−1 depletion magnitude normalized with respect
to the depletion at the (0, 0) position over time. The dashed circle represents the Raman
probe pulse and the (0, 0) position. The arrow in the rightmost panel represents the
diffusion direction of the excitons generated in the (2, 2) position, which falls along
the fast exciton transport axis. (b) 1386 cm−1 Raman depletion dynamics at three
photoexcitation locations. The x-axis is linear from 5 to 10 ps and logarithmic from
10 to 500 ps. The grid on the right serves as a visual guide for the positions of each
coordinate in relation to one another and the [210] axis.
These distance-dependent results are surprising because they suggest a preference for
unidirectional transport along the same axis. From Figure 5.6a, we see an asymmetrical
spread in excited state population over time and notice that the position with the
strongest depletion has shifted from (0, 0) to (1, 0) or (1, 1). Figure B.6 shows SO-
FSRS data collected from the same crystal but at a different location with a stronger
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unidirectional transport characteristic. These observations were made after accounting
for laser excitation power at each photoexcitation position. We did not test if laser
polarization plays a role in unidirectional transport due to limitations in the transient
Raman signal magnitude in polarization-dependent studies. Our current hypothesis is
that we are observing preferential charge movement from a thinner region of the crystal
to its thicker counterpart. However, a future study on a more carefully prepared gradient
sample needs to be conducted to carefully probe this phenomenon.
5.5 Conclusion
To conclude, we have successfully developed a new technique, SO-FSRS, that allows us
to follow structural evolution after photoexcitation in both space and time. We tested
our technique on TIPS-pn and confirmed that its fast exciton transport axis is identical
to that of free charge carriers, although increased – interactions between the pentacene
backbones may play a smaller role in exciton transport. We also revealed the fast ex-
citon transport axis of triplets in TIPS-pn, which is potentially useful in determining
molecular orientation in devices that rely on triplet energy transfer, such as silicon
photovoltaics sensitized by singlet fission molecules. In comparison to other techniques
such as TAM, SO-FSRS has a higher chance of photodamage of the samples due to the
use of low-repetition rate lasers. However, SO-FSRS possesses the molecular structural
specificity lacking in many other techniques. Thus, despite the current limitations of
using a low-repetition rate laser, such as longer acquisition times and higher risks of
photodamage, SO-FSRS fills a crucial knowledge gap in our understanding of exciton
and charge transport. Future applications of our technique include studying how exci-
tons transfer across interfaces between different materials and exploring if any phonon
modes couple with specific vibrations to drive exciton transport. We look forward to




In the previous two chapters, I have documented the development of SO-FSRS and
demonstrated its utility using TIPS-pentacene as a model system. In this chapter, I
will discuss future directions of SO-FSRS and what systems it can be used to study.
6.1 TIPS-pentacene Thickness Dependence Study
From Chapter 5 Figure 5.6a, one observation that we did not expect from the SO-FSR
spectra of TIPS-pentacene was the shifting of the position with strongest depletion
because it suggests a preference for unidirectional transport along the same axis. We
also observed similar observations in Figures B.5 and B.6. It is obvious from Figure
B.6a that the thickness of the TIPS-pentacene crystal is not uniform and that the
region showing faster transport is thinner than the region with slower transport along
the same axis. Given that it is exciton transport within the same crystal, the only
difference between the thinner and thicker regions are the surface-to-bulk ratios. Our
hypothesis is that molecules found in thinner regions of the crystal have less option to
transport their energy in- and out-of-plane and are perhaps more likely to propagate in
the fast transport axis. That is plausible because the SO-FSRS setup is only probing for
lateral transport and does not account for transport in- or out-of-plane. While thickness
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dependence of charge mobility has been observed in thin film transistors, [213–215] it
has yet to be observed at a bulk level. It is exciting that we saw the possibility of
thickness dependence exciton transport on a bulk level with SO-FSRS.
To test out this hypothesis, we need to perform more careful experiments and vary
the thickness of TIPS-pentacene in a controlled manner. Fortunately, there are existing
techniques to deposit thin films in a controlled manner to create a gradient thickness
[216, 217]. It would thus be possible to modify those methods to have TIPS-pentacene
films of a gradient thickness.
The thickness of the films can be characterized with atomic force microscopy before
they are sealed by epoxy in preparation for SO-FSRS experiments. Spontaneous Raman
imaging can then be used to link the intensities of various Raman peaks to the sample
thickness.
When setting up the SO-FSRS experiment, the origin position could be set at the
thicker end to minimize risk of photodamage since this position will be exposed to
many hours of Raman probe and pump pulses. If there indeed is thickness-dependent
preferences for excitons to migrate from the thinner to the thicker region within TIPS-
pentacene, we should see the shift of the position with strongest Raman depletion to-
wards the thinner regions of the film as observed in Figures 5.6, B.5 and B.6.
If the hypothesis is proven right, it would mean that unidirectional molecular elec-
tronics, such as photodiodes, can be designed simply by varying the thickness of TIPS-
pentacene in a controlled manner. It would also be interesting to see if similar results
can be replicated in other types of organic semiconductor systems.
6.2 Other Systems to Investigate
Other than TIPS-pentacene, SO-FSRS can be applied to other systems, especially if
excited state Raman peaks can be observed because they can directly provide insights
into the structures of excitons or intermediates.
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6.2.1 Acenes
Similar to TIPS-pentacene, many acenes also undergo singlet fission. Using transient
absorption microscopy, Wan et al. showed that exciton transport in single tetracene
crystals occurs through the cooperation between singlet and triplet excitons as they
undergo singlet fission, triplet-triplet fusion and exciton annihilation. [61] To observe
what structural evolution is taking place during this cooperative transport, rubrene and
pentacene are good candidates for SO-FSRS experiments.
Bera et al. showed using FSRS that triplet separation is accompanied by loss of
electron density from the tetracene core in rubrene. [10] Other than looking for evidence
of cooperative transport as well, it would be interesting to follow how the electron density
within the tetracene core will vary during exciton transport. In another example, Hart et
al. demonstrated the existence of short-lived charge-transfer intermediates in pentacene
singlet fission with FSRS. [125] It would be interesting to observe how huge of a role
these charge-transfer intermediates play in exciton transport within pentacene.
6.2.2 Perovskites
Since SO-FSRS is designed to track exciton transport, it is suited to study transport
in photovoltaic materials. Amongst photovoltaic materials, perovskites, with formula
ABX3, are very promising contenders as their solar cell efficiencies increased rapidly
from 3.8% in 2009 to 25.5% in 2021. [16,218]
With diffusion lengths on the orders of microns, [219, 220] and high charge carrier
mobility, [221,222] charge transport in perovskites have been studied in many transient
absorption-based microscopy techniques. [159,223–227] Thus, it would be interesting to
use SO-FSRS to study perovskite to look for structural insights that may be elusive to
other techniques. We decided to start with methylammonium lead iodide (MAPbI3)
since it is one of the first perovskite materials discovered and there are theoretical and
experimental spontaneous Raman information to refer to. [228–232]
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Sample preparation
I prepared MAPbI3 thin films and single crystals using the following methods.
I first sonicated square coverslips in distilled water, then acetone and then isopropyl
alcohol for 10 minutes each to clean their surfaces. In the meantime, I prepared ∼0.75M
methylammonium iodide (MAI) and lead iodide (PbI2) in 1mL of 4:1 v/v dimethyl-
formamide (DMF) and dimethyl sulfoxide (DMSO). I pipetted 50µL of the resulting
solution on the coverslip and spincoated it at 2500 rpm for 30s. At the 5s mark, I added
200µL of toluene as antisolvent. I repeated the spincoating process 5 times to attempt
to grow thicker films. After spincoating, I annealed the thin films at 80°C for 10 minutes
under ambient conditions. I then sealed the film with Loctite quick set 5 minute epoxy.
Another method I tried made use of a two-step spincoating method. [224] I spin-
coated 50µL of 1M PbI2 in DMF at 3000 rpm for 5s then immediately at 4500 rpm
for 5s. Afterwards, I spincoated 200µL of 0.25M MAI in IPA on top of the PbI2 film
at 4000 rpm for 20s. I then annealed the resulting thin films in a DMF atmosphere at
100°C for an hour. To generate a DMF atmosphere, I covered the thin films with a petri
dish while I dropped droplets of DMF around the edges of the petri dish for the vapor
to enter the petri dish and surround the thin films.
To grow large MAPbI3 crystals, I first prepared a ∼1.3M MAPbI3 solution by dis-
solving 2.35g of PbI2 and 0.8g of MAI in 3.85ml of gamma-butyrolactone. The solution
is heated at 90°C and stirred with a magnetic stir bar at 300 rpm for approximately 4
hours. Using a syringe filter with 0.2µm pore size, I filtered out any undissolved residue
and transferred the solution to a small beaker. The 1.3M solution is then heated to
130°C for about 2 hours, after which the crystals were separated from the solution.
This method, known as inverse temperature crystallization, was first reported in refer-
ence [233] and has been adopted from reference [230].
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Preliminary FSRS Data
As MAPbI3 perovskites absorb the entire visible range of wavelength and up to∼850 nm,
I was unable to obtain spontaneous Raman spectra of my samples as the wavelengths of
available cw lasers were 532nm, 633nm and 785nm. Previous Raman spectrum published
on MAPbI3 utilized lasers in the infrared region (>1000nm). However, from the strong
photoluminescence that saturates our CCD detector (even at 0.001s acquisition) on the
continuous wave Raman table setup, it is likely that the synthesis was successful because
neither MAI nor PbI2 has such strong photoluminescence properties. Furthermore, the
grey appearances and UV-vis spectra matched what had been published in literature.
When trying to run FSRS experiments on different MAPbI3 samples, I ran into
roadblocks. In summary, none of the samples showed stimulated ground state Raman
features and only crystals are immune to photodamage under high magnification objec-
tives (40× and 60×).
An example of a ground state stimulated Raman spectrum of a MAPbI3 crystal is
shown in Figure 6.1a. While it shows some peak-like features, none of their frequencies
match any known ground state Raman features of MAPbI3 as reported in literature.
[230] One possibility is that the crystal is absorbing the Raman pump at 800-807nm,
and the transient absorption is outcompeting the stimulated Raman process. Usually,
transient absorption is not an issue as many photovoltaic materials, like acenes, do not
absorb above 800nm at all. Another explanation is that the Raman cross sections of
vibrations within the methylammonium ions are very low and any Raman signals are
too weak to be picked up.
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Figure 6.1: (a) FSR spectra of perovskite crystal (Raman pump = 807nm) at 530nm
photoexcitation. The spectra were vertically offset for visual clarity. (b) Comparison
of FSR spectra of perovskite crystal obtained from 806nm and 807nm Raman pump
wavelength at 3 different time delays. Following the dashed lines, positive peaks at 602,
781 and 957 cm−1 are definitely not Raman features because they showed no changes
in frequency at different Raman pump wavelengths. 680 cm−1 feature shifted by ∼10
cm−1 as expected, but also shows up in transient absorption spectra (not shown).
Since the absence of ground state stimulated Raman features does not signify the
absence of Raman features in the excited state, I proceeded to run FSRS experiments
at 530nm photoexcitation. For both thin films and crystalline samples, I observed
qualitatively similar results as shown in Figure 6.1a. I observe narrow transient features
that peak soon after photoexcitation and they start decaying within the first 50ps. As
similar features also show up in the transient absorption spectra, there were unlikely
to be Raman in nature. To verify that, I ran a dual Raman pump experiment on a
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perovskite crystal using the method as described in Section 2.5. The Raman pump
wavelengths used were 806nm and 807nm. If the features are Raman in nature, the
peak frequencies would shift ∼11 cm−1 as observed in cyclohexane Raman peaks. If
not, the frequencies would remain the same when plotted against the same calibrated
x-axis.
Figure 6.1b shows the comparison of the excited state spectra of MAPbI3 at 3
different time delays. Using the dashed lines as visual guides, it is clear that the 602,
781 and 957 cm−1 peaks are not Raman in nature and are likely transient absorption
features. In contrast, 680 cm−1 feature shifted by ∼10 cm−1 and has the potential to
be a Raman feature. However, this feature shows up with the same frequency shift in
the transient absorption spectra despite the Raman pump wavelength having no impact
on the transient absorption spectra. Qualitatively, the same 680 cm−1 feature also
shifted by the expected amount when the dual Raman pump experiment was repeated
for the same crystal at a different location with Raman pump wavelengths of 805 nm
and 806 nm. This would mean that the 680 cm−1 peak is either vibronic in nature or
an unexplained experimental artifact. Before MAPbI3 proceeds to SO-FSRS, I need
to be sure that I can observe Raman or vibronic features in the FSR spectra. More
experiments or calculations need to be run to verify if the 680 cm−1 is an excited state
vibronic feature or not.
Next Steps
A quick web-of-science search with the term ‘perovskite’ yields 91725 results. When the
search term is specified to ‘perovskite’ and ‘Raman’, the results get lowered to 3750. If
the search term is further narrowed to ‘perovskite’ and ‘stimulated Raman’, there are
only 21 results. Looking at these 21 results, only 2 showed stimulated Raman spectra of
perovskites. Ben-Uliel et al. managed to produce impulsive stimulated Raman spectra
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of single MAPbI3 crystal using continuous wave lasers.
a [232] However, they did not
provide any information on how they overcame the photoluminescence from MAPbI3.
Furthermore, the laser powers they were using were on the orders of mWs. If a similar
power is achieved using our pulsed laser at 1 kHz rep rate, the peak power would be
too high and even a crystal would be obliterated.
That brings us to the next example, where Kaminskii et al. managed to observe stim-
ulated Raman signal from Ba(Sn,Zr,Mg,Ta)O3 ceramics with cubic perovskite structure
using picosecond Raman pulses. [234] Since this work’s publication in 2007, there has
yet to be any other stimulated Raman studies on perovskites using ultrafast lasers. It is
unclear if this is due to a lack of interest from research groups familiar with SRS or that
perovskites with similar cubic symmetry tend to anecdotally not produce stimulated
Raman signals. Perhaps, if the perovskite projects is to be revisited with SO-FSRS,
a Ba(X)O3 perovskite would be a better system to target due to the presence of one
precedent. However, this would mean that most of the Raman features expected will
be under 1000 cm−1 and cyclohexane may not be the best standard to use for x-axis
calibration.
6.3 Incorporating Compressive Sensing into SO-FSRS
Compressive sensing, or compressed sensing, is a sampling paradigm that allows one
to reconstruct N pixels by only sampling M pixels randomly, where M  N. [235] For
compressed sensing to work, it relies on two main assumptions - that the signals of
interest are sparse and that M is a random sample of true space N.
In recent years, compressive sensing has been applied to a variety of spectroscopic
techniques, such as magnetic resonance imaging [236], 2DIR [237] and transient ab-
sorption spectroscopy [238]. Compressive sensing can be applied to SO-FSRS in two
manners - by taking less spatial positions and by measuring spectra at fewer time delays
aI only managed to access this paper through SciHub as it is not available through the University
of Minnesota’s library.
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to reconstruct the ultrafast dynamics.
To apply compressive sensing to the ultrafast aspect of SO-FSRS, one can take
inspirations from work by Adhikari et al. [238], who reconstructed time dynamics of
transient absorption spectra using 16% of time points than they usually did, or from
work by Dunbar et al. who managed to acquire over 200 spectra in less than 9 minutes.
[237] To apply compressive sensing to the spatial aspect of SO-FSRS, one can refer to
works done in ground state Raman imaging [239] and transient absorption microscopy.
[240] In both cases, the research groups were able to reconstruct images with less than
10% of pixels.
If compressive sensing can be incorporated successfully with SO-FSRS, it would
reduce data acquisition times significantly and reduce risk of photodamage to samples




In conclusion, vibrational techniques are incredibly useful in helping us gain structural
insights on how to improve chromophore designs to improve charge transport proper-
ties. With the successful development of SO-FSRS as documented in chapter 4, I have
expanded the toolbox available to study the mechanism of charge generation and charge
transport in photovoltaic systems.
When looking at the SO-FSR spectra of TIPS-pn, my analysis of the ground state
depletion dynamics at various photoexcitation positions verified that the fast exciton
transport axis in TIPS-pn is the same as the fast free charge carrier transport axis.
However, the observed exciton charge mobility anisotropy was only ∼ 3× as opposed to
∼ 10× for free charge carriers, implying that while π − π interactions facilitate charge
transport, the effect is weaker for excitons.
After the TIPS-pn work has been published, I continued to improve SO-FSRS. With
the addition of a second DAQ card, the galvomirrors now have a coarse and fine adjust
for alignment and raster scan measurements respectively. This made spatial resolution
of 50nm possible as long as the diameters of the Raman probe, Raman pump and
photoexcitation pulses can be focused down to near their diffraction limit. In chapter
6, I outlined suitable systems for SO-FSRS to investigate. With the new structural
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knowledge gained from studying exciton transport with SO-FSRS, we can gain insights
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“Exciton Fission and Fusion in Bis(tetracene) Molecules with Different Covalent
Linker Structures,” Journal of the American Chemical Society, 2007.
[242] K. M. Felter, R. K. Dubey, and F. C. Grozema, “Relation Between Molecular
Packing and Singlet Fission in Thin Films of Brominated Perylenediimides,” Jour-
nal of Chemical Physics, 2019.
[243] K. Kuroda, K. Yazaki, Y. Tanaka, M. Akita, H. Sakai, T. Hasobe, N. V.
Tkachenko, and M. Yoshizawa, “A Pentacene-Based Nanotube Displaying En-
riched Electrochemical and Photochemical Activities,” Angewandte Chemie - In-
ternational Edition, 2019.
[244] C. Hetzer, B. S. Basel, S. M. Kopp, F. Hampel, F. J. White, T. Clark, D. M. Guldi,
and R. R. Tykwinski, “Chromophore Multiplication To Enable Exciton Delocal-
ization and Triplet Diffusion Following Singlet Fission in Tetrameric Pentacene,”
Angewandte Chemie - International Edition, 2019.
[245] J. L. Ryerson, A. Zaykov, L. E. Aguilar Suarez, R. W. Havenith, B. R. Stepp, P. I.
Dron, J. Kaleta, A. Akdag, S. J. Teat, T. F. Magnera, J. R. Miller, Z. Havlas,
R. Broer, S. Faraji, J. Michl, and J. C. Johnson, “Structure and Photophysics of
Indigoids for Singlet Fission: Cibalackrot,” Journal of Chemical Physics, 2019.
[246] M. Chen, M. D. Krzyaniak, J. N. Nelson, Y. J. Bae, S. M. Harvey, R. D. Schaller,
R. M. Young, and M. R. Wasielewski, “Quintet-Triplet Mixing Determines the
Fate of the Multiexciton State Produced by Singlet Fission in a Terrylenediimide
Dimer at Room Temperature,” Proceedings of the National Academy of Sciences
of the United States of America, 2019.
148
[247] Y. Matsui, S. Kawaoka, H. Nagashima, T. Nakagawa, N. Okamura, T. Ogaki,
E. Ohta, S. Akimoto, A. Sato-Tomita, S. Yagi, Y. Kobori, and H. Ikeda, “Ex-
ergonic Intramolecular Singlet Fission of an Adamantane-Linked Tetracene Dyad
via Twin Quintet Multiexcitons,” Journal of Physical Chemistry C, 2019.
[248] E. A. Buchanan, J. Kaleta, J. Wen, S. H. Lapidus, I. Ćısařová, Z. Havlas, J. C.
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Chapter 3: Advancements in
Singlet Fission Chromophore
Design Enabled by Vibrational
Spectroscopies
In Figure 3.2, we listed various spectroscopic techniques that have been applied to
studying each corresponding step of the singlet fission process. Here, we list the corre-
sponding references from year 2000 onwards. Transient absorption is excluded because
it is the most widely used technique (210 studies since year 2000). To the best of our
abilities, the references are accurate as of May 2020.
Here are a list of acronyms and alternative names for the techniques used:
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Acronym Technique name(s)
TR-PL Time resolved photoluminescence, time resolved fluorescence, time
resolved emission, time-correlated single-photon counting
2DES Two dimensional electronic spectroscopy
TR-2PPE Time resolved 2 photon photoemission spectroscopy
TR-EPR Time resolved electron paramagnetic/spin resonance
TRIR Time resolved infrared spectroscopy, transient mid-infrared
spectroscopy
ISRS Impulsive stimulated Raman spectroscopy
RR Resonance Raman spectroscopy
FSRS Femtosecond stimulated Raman spectroscopy, ultrafast Raman
loss spectroscopy
TAM Transient absorption microscopy, pump-probe microscopy,
2D white light microscopy





















































B.1 Identifying the [210] axis in the TIPS-pn Crystal
To identify the [210] axis in the TIPS-pn crystal, we collected the spontaneous Raman
spectrum of TIPS-pn crystals using a home-built continuous wave Raman spectrometer
along multiple laser polarizations. We sent a 785 nm laser (CVI lasers) through a near-
infrared half-wave plate and focused it on the sample through an Olympus microscope
with an Olympus Ach 10×/0.25 objective. We measured the transmitted Raman signal
using a Princeton Instruments 2500i spectrometer and a Princeton Instruments PIXIS
100BX CCD array. We defined the 0° laser polarization to be parallel to the horizontal
laser table surface. We used an acquisition time of 3.5s and measured the Raman spectra
of TIPS-pn from -120° to 240° laser polarization with an interval of 4° . The Raman
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spectra were normalized with respect to the laser power of 99.9 mW at the sample.
Figure B.1: (a) Spontaneous Raman spectrum of TIPS-pn at 240° laser polarization
with respect to the laboratory horizontal axis. The insert shows the 0° polarization and
[210] axes, as well as the location on the TIPS-pn crystal where the polarized Raman
measurements were made. The scalebar in the picture is 0.2 mm. b) Normalized Raman
intensity of 1373 and 1578 cm−1 peaks as a function of laser polarization.
We showed a spontaneous Raman spectrum of Tips-pn collected at 240° laser polar-
ization in Figure B.1a, with the 0° polarization axis (parallel to the horizontal surface of
the laser table) indicated in the insert. We tracked how the intensity of 1373 and 1578
cm−1 changed with polarization angles as shown in Figure SB.1b. We chose these two
Raman peaks because they corresponded to C=C molecular vibrations along the short
and long axis of the pentacene backbone respectively. [189,191,201,202] Our results are
consistent with previous literature that also observed the same anti-phase relationship
between the 2 peaks. [189, 191, 201] To identify the fast charge transport axis in our
Tips-pn crystal, we compared our results directly to the work published by Onojima
et. al., who established the relationship between the crystallographic axis [210] of their
Tips-pn crystals and the angular dependence of the 1578 cm-1 peak. [202] When we
compared our data in Figure S3b with their published data, we noticed a 90° phase
shift of the angular dependence of the 1578 cm−1 peak. Since the [210] axis was parallel
to the axis at 0° polarization in their work, [149] we deduced that the [210] axis of our
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crystal is 90° rotated from our 0° polarization axis and corresponds to the long axis of
our crystal as seen in the insert in Figure B.1a.
B.2 Extinction Spectrum of TIPS-pn
Figure B.2: Extinction spectrum of the TIPS-pn crystal used for SO-FSRS
We measured the extinction spectra of our TIPS-pn crystals using the UV-2600 UV-
vis spectrometer by Shimadzu in transmission mode. Due to the small sizes of our
crystals, we pierced a hole through a business card with a sewing needle and placed it
right in front of our crystals to minimize scattering. Figure B.2 shows the extinction
spectrum of the crystal used for SO-FSRS. We can see that it absorbs strongly at the
photoexcitation wavelength of 532 nm. We present how we estimated the initial exciton
density in a later section of the SI.
B.3 Quantifying Ground State Depletion
Figure B.3: (a) Ground state Raman spectrum of TIPS-pn and the mask used for
background fitting. (b) Example of a polynomial fit of the background of the 1377-1386
cm−1 peaks. (c) The ground state spectrum after background subtraction.
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We performed a one-to-one subtraction of the ground state FSR spectrum to extract
the excited state FSR spectra at each time delay and position. Identifying depletion of
ground state Raman features could be challenging because broad transient absorption
features were growing in at the same time. To avoid this problem, we identified the
frequencies of the Raman peaks, which were cross-referenced to the spontaneous Raman
spectrum, from the stimulated ground state Raman spectrum. We fit a local region of
each spectrum to a second-order polynomial while excluding the Raman features from
the fitting algorithm. Subtracting the polynomial fit from the corresponding spectrum
removes contributions from the transient absorption background, leaving behind Raman
depletion on a constant background. We then fit these Raman features to gaussian
functions based on the ground state fit parameters to obtain the depletion dynamics at
each Raman peak. An example is illustrated in SI Figure B.3. All data analyses were
performed with Labview, Igor and Matlab.
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B.4 Selected SO-FSRS Data Sets
Figure B.4: FSR spectra at photoexcitation positions (a) (2, -4), (b) (0, 0) and (c) (2,
2).
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B.5 Estimating Initial Exciton Density
When comparing the peak intensities of the 1377 and 1386 cm−1 Raman depletions
to their ground state intensities at the (0, 0) position, we estimated that about 34%
of TIPS-pn molecules in the photoexcitation region had been promoted to the excited
state.
From comparing the extinction spectrum of our TIPS-pn crystal to was published
in the literature, [197] we estimated the thickness of our crystal to be ∼100 nm. We
know that the diameter of the photoexcitation beam is 18 µm under 40× objective.
Assuming a cylindrical illumination,





∼ 2.5× 1013 Å3
From the crystallographic data of TIPS-pn, [184]
Volume per molecule = 7.565 Å×7.75 Å× 1.6835 Å
∼ 987 Å3
∴ Number of molecules illuminated by the photoexcitation pulse ∼ 2.5× 1010
∴ Number of excitons generated ∼ 109
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B.6 1377 cm−1 and 1582 cm−1 Raman Depletion Dynamics
Figure B.5: (a) Evolution of the normalized 1377 cm−1 depletion over time. The dashed
circle represents the Raman probe pulse and the (0, 0) position. Arrow in the right most
panel represents the diffusion direction of the excitons generated in (2, 2), which falls
along the fast exciton transport axis. (b) 1377 cm−1 Raman depletion dynamics at
three photoexcitation locations. The x-axis is linear from -5 to 10 ps and logarithmic
from 10 to 500 ps. (c) Evolution of the normalized 1582 cm-1 depletion over time. (d)
1582 cm−1 Raman depletion dynamics at three photoexcitation locations.
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B.7 Additional SO-FSRS Data Set at Separate Crystal Lo-
cation
Figure B.6: (a) Location on the Tips-pn crystal under a 10× objective at which we
conducted SO-FSRS measurements on. The scalebar is 0.2 mm. (b) Evolution of the
normalized 1361 cm−1 depletion over time. (c) Evolution of the normalized 1369 cm−1
depletion over time. ‘X’ indicates the position with the strongest depletion. The dashed
circle represents the Raman probe pulse and the (0, 0) position.
We performed SO-FSRS measurements at 532 nm photoexcitation at a different location
of the same Tips-pn crystal presented in the main paper. From Figure B.6a, we can see
that the [210] axis is horizontal to the position of the Raman probe pulse. By using the
same analysis methods, we look at how the Raman depletions of 1361 and 1369 cm−1
evolve over time in Figures B.6b and B.6c. We used ‘X’ to depict the photoexcitation
position where the Raman depletion is the highest at each time delay. We can see from
both figures that these positions are shifting right as time delay increases, implying that
excitons generated at those positions are migrating rapidly into the probing region as
indicated by the dashed circles. Once again, we see evidence of fast exciton transport
along the [210] axis. When we look closely at Figure B.6a again, we see that the right
side of the crystal is thinner than the left, leading us to hypothesize that there is a
preference for excitons to move from thin side of the crystal to the thicker regions.
More experiments have to be conducted to test out our hypothesis.
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