ABSTRACT: Background. Visual acuity measurement often results in an imprecise endpoint because subjects correctly identify some but not all of the letters on one or more size levels on a letter chart. The extent of this transition zone from seeing to nonseeing can be described by probit size, which is calculated by performing Probit Analysis on letter chart data. There has been no previous research into the effects of optical defocus on letter chart probit size. Methods. We tested 18 young visually normal subjects monocularly during three different defocus conditions: best spectacle correction (zero defocus) and ؉1.00 D and ؉2.00 D additions. Stimuli were Bailey-Lovie-style logarithm of the minimum angle of resolution (log MAR) letter charts constructed with a 0.05 logMAR size progression between size levels. Frequency of seeing data from these charts were used to calculate probit size. Results. There were statistically significant effects of optical defocus on mean probit size. After Monte Carlo correction for bias, we believe that true mean values for probit size are about 0.07 logMAR for well-corrected subjects and up to 0.12 logMAR with optical defocus. Conclusion. The smaller probit size for well-corrected subjects should correspond to a sharper logMAR visual acuity endpoint and less intrasubject variability in logMAR acuity than for subjects with a larger probit size (optical defocus). Our modeling shows that these different probit sizes can also significantly affect letter-by-letter visual acuity scoring. (Optom Vis Sci 2001;78:113-121)
W hen visual acuity is measured using a letter chart, it is common to encounter one or more size levels where subjects can identify some but not all of the letters. In this way, visual acuity is similar to most other psychophysical threshold measurements because the relationship between the probability of seeing a letter and letter size is seldom described by a sharp step function, but more typically by a smooth sigmoid psychometric function. Although a number of different S-shaped functions have been used to describe psychophysical data in the past (e.g., Weibull functions and logit functions), 1, 2 quite a number of authors have used Probit Analysis, 3 in which the relationship between frequency of seeing and letter size (in minimum angle of resolution (MAR) or logarithm of the minimum angle of resolution (log MAR)) is described by a cumulative normal distribution (Fig. 1) . 1, 4 -7 Probit analysis can yield at least two useful statistics. The first is an estimate of threshold, which is usually taken as the stimulus size that corresponds to a frequency of seeing halfway between the probability of guessing correctly and seeing 100% of the letters. The second, less-used, statistic is probit size. As shown in Fig. 1 , probit size is equal to the standard deviation of the cumulative normal distribution fit to the data and is a measure of how steep or gradual the transition from seeing to nonseeing is. A larger probit size signifies a flatter slope for the psychometric function; conversely, a smaller probit size signifies a steeper slope for the psychometric function.
Although probit size is seldom reported in clinical research, it can be a useful descriptor of visual acuity performance. First, it is an estimate of the variability of the visual acuity threshold and can be based on measurements obtained in a single reading of a letter chart (i.e., an estimate of within-trial variability). Second, if probit size is known approximately, it can be used to improve the precision of threshold measurements made by Probit Analysis in cases where frequency of seeing data are relatively sparsely sampled (e.g., children's vision forced-choice-preferential-looking studies and visual acuity measurements based on a single reading of the letter chart). This is accomplished by fixing the slope of the psychometric function to the estimated probit size value during curve fitting. 8 Third, the information can be useful for modeling visual performance with different letter chart designs and configurations. 1, 7 Even though it would appear to be useful information, we could find no published values for letter acuity probit size in the literature. The most complete set of data was provided in graphical form by Raasch et al., 7 who showed psychometric functions for the visibility of each of the Sloan letters and British Standard letters. From their diagrams, we estimated that probit sizes for individual British Standard letters ranged from 0.01 to 0.055 log units per probit (mean, 0.035), which suggests that the psychometric functions for individual letters are relatively steep. The psychometric function for the whole letter chart (derived by averaging functions for individual letters) is slightly flatter with a probit size of 0.04, a change that is due to variation between individual letters' thresholds. It should be noted that Raasch et al. 7 derived their functions by pooling frequency of seeing data across trials and across subjects. Such pooling may be appropriate for investigating repeatability of letter chart measurements in the general population, but could lead to overestimation of probit size for individual subjects because of intertrial and intersubject threshold variability. We note, however, that Raasch et al. 7 performed Probit Analysis on stimulus size data that had been adjusted for each subject's letter-by-letter threshold. Given that letter-by-letter thresholds are highly likely to be correlated with probit estimates of threshold, this should have reduced some of the contribution of intersubject variability to estimates of probit size.
In addition to letter acuity data, a number of studies have used Probit Analysis on acuity data collected using Landolt rings and illiterate E stimuli. Horner et al. 5 used Flom S charts (contour controlled Landolt rings) and performed Probit Analysis with stimulus size expressed in a number of different scales including log MAR. They reported relatively flat psychometric functions with a mean probit size of 0.13 to 0.14 log units, large amounts of intersubject variability, and no significant change in log MAR probit size as threshold changed with artificial optical defocus of ϩ1.50 D and ϩ3.00 D. Prince and Fry 4 using Landolt rings and only three subjects also found no effect of defocus and a similar average probit size of 0.13 log units. Tinning and Bentzon 9 performed logistic regression analysis on illiterate E data, again using only 2 and 3 subjects. Their slope variable, b, varied from an average 1.73 for emmetropic observers (approximately equivalent to a probit size of 0.07 log units) to 1.3 and 1.4 with optical defocus of 1.0 and 2.5 D (equivalent to approximate probit sizes of 0.095 and 0.09 log units).
Therefore, based on the previous literature, average acuity probit size could range from 0.04 log units to 0.13 to 0.14 log units. Based on clinical experience, we suspected that the latter measure would give psychometric functions that are too flat to describe average subject performance, at least for subjects whose refractive error has been well corrected. Fig. 1 illustrates this for a patient who has a 50% chance of correctly identifying the letters on the 20/20 (logMAR 0) size level of a log MAR chart. If 0.14 log units was a typical probit size, then on average they would identify 92% of the letters on the 20/32 size level, 76% at 20/25, 24% at 20/16 and 8% at 20/13. In our clinical experience, normal well-corrected patients do not normally go from seeing to nonseeing over the space of 4 or 5 size levels on a log MAR chart, although this occurs more frequently for patients with residual refractive errors.
Given the discrepancy in the previously published values of visual acuity probit size estimates and the lack of published data on how letter acuity probit size changes with optical defocus, we decided to measure letter acuity probit size in a group of young well-corrected observers and with known levels of optical defocus. Our approach was different from previous researchers because we did not pool data across different subjects or across multiple readings of letter charts before performing Probit Analysis. Instead, data from each reading of our letter charts was subjected to Probit Analysis, and the probit sizes calculated in this way were averaged across subjects. Our approach also differed from that of previous researchers in that we recognized that Probit Analysis of small data sets can result in biased estimates of probit size. We estimated and corrected for such biases using Monte Carlo methods. Based on clinical experience, we expected that probit size for well-corrected observers would be smaller than 0.13 to 0.14 log units and that optical defocus should result in flatter psychometric functions. To illustrate an application of our probit size estimates, we used them to model some of the effects of changing termination rules on conventional letter chart scoring.
METHODS

Charts
We constructed log MAR letter charts using the principles described by Bailey and Lovie, 10 with five letters per size level and a Probit analysis curves. The relationship between letter size and probability of seeing is described by a cumulative Gaussian or normal distribution. Threshold is usually taken as the letter size that corresponds to the point halfway between the probability of blindly guessing correctly and 100% correct (in this example 0.0 logMAR). Probit size is equal to the standard deviation of the cumulative Gaussian (in this example 0.14 logMAR 
Subjects
Eighteen visually normal subjects (8 male and 10 female) were tested, volunteering as students and friends of students at the University of Auckland Department of Optometry and Vision Science. Subject ages ranged from 19 to 30 years (mean, 22.1 Ϯ 2.7). Subjects were corrected to 20/20 vision or better using standard clinical refractive procedures. Particular care was taken to ensure adequate correction of astigmatism, and the spherical component was refined to give least minus power or maximum plus for best visual acuity. Subjects were tested monocularly during the experiment; the test eye had the best visual acuity. The dominant eye was tested if there were equal acuities between a subject's eyes.
Test procedure
For data collection, subjects were positioned 3 m from the letter charts. The test eye was corrected using trial lenses mounted in a trial frame. Three different defocus conditions were induced by altering the spherical component of the trial lenses: zero (i.e., best spectacle correction), ϩ1.00 D defocus (in addition to best spectacle correction), and ϩ2.00 D defocus (in addition to best spectacle correction). The reduced chart set was used with the zero condition and the full size chart set with the ϩ1.00 D and ϩ2.00 D conditions. Subjects read each of the 10 charts for each defocus condition (i.e., a total of 30 readings of a chart). For each chart presentation the defocus condition and chart format presented were selected at random, with the constraints that each chart format could not be presented twice at the same defocus level and that the same chart format could not be presented twice consecutively. For each chart presentation, subjects were required to read each size level, descending in size from the top row of the letter chart. Subjects were encouraged to guess if they were unsure of individual letters. Each letter read was recorded as correct or incorrect. Data collection was stopped if subjects made five mistakes on all five letters on a size level or if they stated that they could identify no letters at a size level (0% correct). Measurements took place in a single session per subject with a 10-min break halfway through testing.
Data analysis
Probit Analysis was conducted using the iterative weighted linear regression technique described by Finney. 3 In this technique, relative frequency of seeing data are converted to z scores, and regression of these z values against the stimulus size (in our case log MAR letter size) is performed. (Finney suggested initially drawing a line of best fit by eye, but given the number of data we had to process, we automated this step. Finney also performed his linear fits on z scores that were positively shifted by five z units, a step that was meant to avoid negative z scores and ease calculations. Because we had access to more modern computers, we performed our regression on the untransformed z scores.) This initial regression equation is used to determine weights for the z score data, and the regression is repeated using these weighted data. The resultant regression equation is used to generate new weights for the z scores, and the iteration can be repeated. The estimate of threshold can be obtained by determining the stimulus corresponding to z ϭ 0 on the regression equation, and the inverse of the slope of the regression equation gives an estimate of probit size. We ran sample data from Finney 3 through our Probit Analysis routine, and our estimates of probit size and threshold matched his to three significant figures. Such differences can be expected based on differences in starting conditions and Finney's rounding of data during calculations. 3 This difference is also smaller than the variability in this study's results.
Data from each reading of the chart were analyzed in this way (i.e., on five presentations per size level), and estimates of threshold and probit size were collected. An alternative Probit Analysis approach might have been to pool frequency-of-seeing data across the 10 charts presented for different defocus levels. This would have provided 50 trials at most size levels instead of the five trials in our analysis and possibly lead to greater precision of probit size estimates. However, our intention was to determine probit size for a single reading of a letter chart. By pooling frequency-of-seeing data across trials, it is possible that intertrial variance in a subject's thresholds could flatten the psychometric function. Thus, our approach was to perform probit analysis from single readings of a letter chart and to use averaging to improve the precision of our probit estimates.
The Probit Analysis procedure went through a maximum of 10 iterations, or the iterations were stopped if estimates of probit size fell below 0.02 log units. This rule was introduced because data used for Probit Analysis only sampled in 0.05 log unit steps, making estimates of very small probit values unreliable.
It was unclear which lower asymptote was appropriate for use in our Probit Analysis. Previous researchers, when using illiterate E's or Landolt rings, have fitted psychometric functions with a lower asymptote of 25% correct, which is appropriate for their four alternative forced choice task. The report by Raasch et al. 7 on letter acuity data shows psychometric functions with a lower asymptote of close to zero, which does not allow for chance guessing by the subject. Our subjects were encouraged to guess even when letters were not visible to them, but we gave no instructions limiting the response letter set. Thus, they may have used the whole 26 letters in the English alphabet and would therefore have had a 1/26 chance of guessing a letter correctly even for letters that were far below threshold. However, an intelligent subject might have realized that our charts only contained the British Standard letter set (either through repeated reading, familiarity, or by looking at suprathreshold size levels) and limited their guesses to that subset of 10 letters. Such a subject would have had a 1/10 chance of guessing correctly. Thus, we were unsure which lower asymptote, either 0.0385 (i.e., 1/26) or 0.1000 (i.e., 1/10) or some value in between, Psychometric Function for Letter Charts-Carkeet et al. 115
was appropriate to set when fitting our psychometric functions. We therefore performed Probit Analysis twice on each data set, once with a lower asymptote of 1/26 and once with a lower asymptote of 1/10.
We note, however, that such estimates of probit size are likely to be slightly incorrect. This is because the probit size was likely to be relatively small compared with the size sampling of our log MAR chart (0.05 log unit change per size level). Thus, there were only a few data points collected on the slope of the psychometric function. In addition, because there were only five letters per size level, relative frequency of seeing was confined to six values (0.0, 0.2, 0.4, 0.6, 0.8, and 1.0) and was a relatively coarse estimate of the true probability of seeing. Also, data were sampled asymmetrically around threshold, typically with many readings taken above threshold and few below. These factors were likely to result in biased estimates of probit size. 3 We estimated the amount of bias in our obtained probit sizes by using Monte Carlo procedures. For this, programs were written in QBASIC, using the RND function to generate random numbers and the RANDOMIZE TIMER function to reseed the random number generator at the start of a run of simulation. For our model, we assumed an ideal observer whose performance in reading a log MAR letter chart could be described perfectly by probit curves when probability of seeing was plotted against logMAR. The ideal observer could be therefore characterized by three parameters: an ideal threshold (IT), an ideal probit size (IPS), and an ideal lower asymptote (ILA). Using these three parameters, it was possible to specify the probability (P) that the ideal observer would respond correctly for letters of a given size. Our Monte Carlo technique simulated the results of such an ideal observer reading the letter charts described in this study. For a single simulation, starting with the largest letter on the chart, for every letter on that size level, a random number between 0 and 1 was generated. If the random number was greater than the probability P for that letter size, then the letter was scored as not being seen, otherwise the letter was scored as being seen. This was repeated for successive smaller size levels until all five letters on a size level were scored as not being seen (i.e., a termination rule of five incorrect responses on a size level). This simulated data was then subjected to probit analysis using the same techniques as our empirically obtained data. To estimate the bias in probit size, IT levels were set at levels close to the subjects' mean thresholds, ILA's were set at 1/26 and 1/10, and IPS varied over a wide range and a large number of trials simulated under each condition. The IPS values that corresponded with a given average probit value could then be estimated off-line.
RESULTS
Our estimates of mean probit size (uncorrected for bias) change with defocus from about 0.06 logMAR with zero defocus to about 0.11 logMAR with ϩ1.00 D defocus and about 0.10 logMAR with ϩ2.00 D defocus. If Probit Analysis were performed with a lower asymptote fixed at 1/26, then probit sizes were higher than for a lower asymptote of 1/10 by an average 0.002 to 0.006 log-MAR, the difference being dependent on defocus level. For each lower asymptote and defocus condition, mean probit sizes were calculated based on 180 estimates (10 measurements and 18 subjects) along with intersubject standard deviations (the standard deviations calculated using the 18 subject means). These means and intersubject standard deviations were (for the Plano, ϩ1.00 D and ϩ2.00 D defocus conditions, respectively) 0.061 Ϯ 0.015 logMAR, 0.114 Ϯ 0.039 logMAR, and 0.101 Ϯ 0.035 logMAR for a lower asymptote of 1/26 and 0.059 Ϯ 0.015 logMAR, 0.108 Ϯ 0.037 logMAR, and 0.095 Ϯ 0.035 logMAR for a lower asymptote of 1/10. These values are summarized for each condition in Table 1 and presented graphically in Fig. 2 .
It should be noted that for individuals, there is considerable variation of probit size estimates from trial to trial. Table 1 and Fig. 2 . To estimate this contribution, we divided intrasubject variance estimates by 10 (to account for averaging across trials) and compared this value with the estimated intersubject variance. We estimate that intrasubject variance contributes 54% of the intersubject variance for the Plano condition, but only 16 to 21% of the variance for the ϩ1.00 D and ϩ2.00 D defocus conditions. By subtracting the estimated contribution of intrasubject variance from our measured intersubject variance and taking the square root of the result, we obtained an estimate of what the intersubject standard deviations would be if there was zero intrasubject variance. For the respective Plano, ϩ1.00 D and ϩ2.00 D defocus conditions, these corrected intersubject standard deviations were 0.010 logMAR, 0.036 logMAR, and 0.032 logMAR for a lower asymptote of 1/26 and 0.010 logMAR, 0.033 logMAR, and 0.031 logMAR for a lower asymptote of 1/10. These numbers are only slightly smaller than the uncorrected intersubject standard deviations shown in Table 1 and Fig. 2 .
We used a three-way repeated-measures analysis of variance to examine the effects of defocus level, lower asymptote, and repetition of trials as well as interactions between these three factors. The following factors showed significant effects on probit size: defocus level (F 2,34 ϭ 20.92, p Ͻ 0.0001); lower asymptote (F 1,17 ϭ 68.98, p Ͻ 0.0001); and importantly defocus ϫ asymptote interaction (F 2,34 ϭ 6.79, p ϭ 0.0033). This last interaction means that Defocus affected probit size differently if different lower asymptotes were used for Probit Analysis. We therefore repeated the Table 2 ) showed no difference between the effects of the ϩ1.00 D and ϩ2.00 D defocus conditions on probit size. However, these post hoc tests did show that mean probit size for the zero defocus condition differed from those for the ϩ1.00 D condition and the ϩ2.00 D condition.
To estimate the bias in our estimates of probit size, we used the previously described Monte Carlo methods. For simulation of our zero defocus condition, ideal threshold IT was varied from log-MAR Ϫ0.11 to Ϫ0.20 in 0.01 steps; for the ϩ1.00 D defocus simulation, IT was varied from logMAR 0.10 to 0.19 logMAR; and for the ϩ2.00 D defocus simulation, IT was varied from 0.35 to 0.44 logMAR. For each defocus simulation, we varied IPS from 0.01 to 0.19 logMAR in 0.01 steps. We used two ILA's, 1/10 and 1/26, for our simulations.
An example of our computer simulations is shown in Fig. 3 for the zero defocus simulation with a lower asymptote set at 1/10. On the x axis is the IPS fed into the model, and on the y axis is the mean probit size for 1000 simulations pooled across all IT values. The graph is close to linear over a large range, with the curve falling slightly below the 1:1 line, indicating that our method of calculating probit size gives estimates that are slightly smaller than the real probit size (i.e., IPS). For very small probit sizes, the curve levels out, a consequence of our technique of stopping iterations when probit size falls below 0.02 logMAR. Fig. 3 also shows an off-line calculation of the bias in our probit size estimates. We determined that the estimated mean probit size of 0.061 logMAR corresponded to an IPS of 0.069 logMAR, suggesting that the letter acuity psychometric function is slightly flatter than indicated by our probit size estimates. This is also the case for simulations run with each of the defocus conditions and each of the ideal lower asymptotes with obtained probit sizes underestimating ideal probit sizes by 0.08 to 0.10 logMAR. The Monte Carlo corrected values corresponding to our mean probit size estimates are reported in Table 3 .
DISCUSSION
Our data show that empirically measured probit size (and therefore the shape of the letter acuity psychometric function) depends on the level of optical defocus and on assumptions made about the lower asymptote of the psychometric function during Probit Analysis. The latter finding was expected because increasing the lower asymptote from 1/26 to 1/10 results in a slightly flatter psycho- Monte Carlo estimates of bias in probit size estimates. In this example, ILA was set at 1/10, and IT was varied from Ϫ0.20 to Ϫ0.11 logMAR in 0.01 steps. As the model's ideal probit size IPS was varied from 0.01 to 0.19, the estimated probit size (based on 1000 simulations per data point) also increased, but was smaller than the IPS over most of this range, suggesting that our method of calculating probit size actually underestimates the true average probit size. Estimating off-line, the empirical finding of a mean probit size of 0.059 corresponds to an IPS of 0.067.
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metric function if probit size is held constant. To compensate, when fitting probit curves with different lower asymptotes to the same data sets, slightly smaller probit sizes should be calculated for lower asymptotes of 1/10 compared with lower asymptotes of 1/26. Although the effects of lower asymptote (and asymptote ϫ defocus interactions) on empirically measured probit size are statistically significant, we believe that these effects are of little practical importance. Changing lower asymptote size results in a mean change in empirically measured probit size of 0.002 logMAR (from 0.059 to 0.061 logMAR) for the zero defocus condition and 0.006 logMAR (0.108 to 0.114 logMAR and 0.0905 to 0.101 logMAR) for the ϩ1.00 D and ϩ2.00 D defocus conditions. These changes are small compared with the probit size itself and with possible biases in probit size estimates.
Our Monte Carlo modeling suggests that this empirically measured probit size probably underestimates the true probit size by about 0.01 logMAR, so that more realistic estimates of average probit size might be about 0.07 logMAR for zero defocus, 0.12 logMAR for the ϩ1.00 D defocus condition, and 0.11 logMAR for the ϩ2.00 D defocus condition. In effect, this means that our Probit Analysis technique tends to fit functions that are slightly too steep. We think that this is likely to be an unavoidable consequence of the relative steepness of the psychometric function compared with the sampling of points along the curve. This often causes subject frequency-of-seeing values to change from 100% correct to 0% correct over 1 or 2 size levels, which gives too few data points to reliably fit a slope for the function. Under these circumstances, Probit Analysis tends to fit steeper and steeper curves with successive iterations. This problem may be exacerbated by sampling the slope at larger intervals (e.g., 0.1 logMAR) and by using more conservative termination criteria (e.g., stopping reading after only three mistakes on a size level, and giving too few data points for smaller size levels). Such biases might also depend on the mathematical procedures used for Probit Analysis. Because many of these factors may vary between studies, it is difficult to make interstudy comparisons of probit size. Estimating bias in probit size estimates might therefore be a useful tool for researchers in this area.
The shift in probit size from about 0.07 log units with no defocus to 0.12 log units with defocus of ϩ1.00 D and ϩ2.00 D is of practical significance. First, it indicates that for acuity measurements taken using a logMAR letter chart, well-corrected subjects will tend to have a sharper endpoint than will poorly corrected subjects. Second, because of the smaller probit size, logMAR acuity measures will have smaller within-trial variability for well-corrected subjects than for poorly corrected subjects. This is in agreement with the work of Elliott and Sheridan, 11 who found considerably smaller coefficients of repeatability for logMAR visual acuity when their subjects were well corrected than when their subjects were uncorrected (although astigmatism might have also contributed to the increased variance in their uncorrected case). Third, probit size will affect visual acuity measured using established letter-by-letter scoring systems, an effect that is dependent on the rules that an experimenter adopts to terminate reading on a letter chart. We will expand on this last point later in this paper.
This defocus effect on logMAR probit size is not altogether unexpected because quite different factors limit acuity under wellcorrected and defocus conditions. For our well-corrected subjects, the critical detail on threshold letters was on average 0.71 min arc, close to the foveal cone spatial sampling of 0.55 min arc 12 and close to the optical transfer function limits imposed by diffraction and ocular aberrations. 13 Optical defocus changes the profile of the point spread function and does not simply result in a scale shift in observer's contrast sensitivity functions 14, 15 ; rather, optical defocus results in a somewhat flatter contrast sensitivity function when plotted on log/log axes. In terms of logMAR letter charts, optical defocus will result in a relative shift in the available spatial frequency information in near-threshold letters, which could affect the number of mistakes made above and below threshold, leading to a change in the slope of the psychometric function.
In addition, for well-corrected subjects, diffraction and ocular aberrations make significant contributions to retinal image defocus, and changing pupil diameter from 1 to 6 mm results in an approximate doubling of the width the retinal linespread function. 13 For significant levels of optical defocus, retinal blur circle diameter (and therefore linespread function width) will vary linearly with pupil diameter and dioptric defocus. 16 Thus, visual acuity is relatively invariant with pupil size for well-corrected subjects but varies with pupil size for subjects with optical defocus. 17 When a subject with optical defocus is reading down a letter chart, pupil size fluctuations (either natural or induced by lid posture changes) would be expected to cause fluctuation in the visibility of near-threshold letters and therefore flatten the slope of the psychometric function, whereas such pupil size fluctuations would be expected to yield a relatively steep psychometric function for wellcorrected observers.
Comparison with previous research
For the zero defocus condition, our results suggest a mean Bailey-Lovie probit size of about 0.07 after correction for biases, which is larger (i.e., indicates a flatter psychometric function) than the value of 0.04 we determined from the mean data of Raasch et al. 7 One possibility is that the probit size estimates from Raasch et al., like our own estimates, are biased due to sparse and asymmetric sampling and that the slope of the psychometric function for their observers is actually flatter than they have measured. We have also reanalyzed the conventional Bailey-Lovie letter chart raw data of Brown and Lovie-Kitchin 18 taken from 10 trials on 10 well-corrected subjects with a reading termination rule of three mistakes or more on a size level (Յ40% correct). We used exactly the same Probit Analysis procedures as for our own data and found that their mean probit estimates were 0.05 (lower asymptote 1/10) and 0.053 (lower asymptote 1/26), which after Monte Carlo bias correction, become 0.072 and 0.076, respectively. These values are fairly close to our Monte Carlo corrected values of 0.067 and 0.069 for the zero defocus condition. We found a statistically significant effect of optical defocus on logMAR visual acuity probit size, a finding that is unique in the literature. This may be because other researchers have either used Landolt rings and illiterate E optotypes, 4, 5, 9 small subject numbers, 4, 9 or inappropriate statistical methods. 5 Tinning and Bentzon 9 (illiterate E's) used only 2 and 3 subjects in different conditions, and reinterpretation of their logistic regression results gives probit sizes of 0.07 logMAR for no defocus and 0.095 and 0.090 with small amounts of defocus; however, their subject numbers were too small to draw any statistical inferences. Horner et al. 5 (Flom S charts) found that logMAR probit size did not show significant linear association with defocus-induced logMAR thresholds, but this is a relatively weak statistical approach because (based on our findings) the relationship between probit size and threshold may not be linear. In addition, Horner et al. 5 collected their data using repeated-measures techniques, but their linear regression analysis was a randomized subjects approach. Repeatedmeasures inferential statistics would have been a more powerful approach, i.e., with a greater chance of finding significant results if they had been present.
Effect of probit size on visual acuity measurement
Although probit size is difficult to estimate from clinically limited data sets, it is a useful parameter for modeling visual acuity threshold measurement. For example, with logMAR acuity measurement, it is common practice to score each letter correctly read on a letter chart either by simply counting letters or by decreasing the acuity score by 0.02 logMAR for each letter correctly read (letter-by-letter scoring). 19, 20 This method gives a finer scale of measurement and lower within-subject variance than line-by-line scoring. 6, 21 In addition, acuity researchers often stop subjects from reading down a letter chart if they make or exceed a set number of mistakes on a size level, e.g., termination rules of three or more mistakes (Յ40% correct) on a size level. 7, 18 Changing the termination rule may have significant effects on letter-by-letter score, and this effect will depend on probit size. To illustrate this, if a subject is asked to stop reading when they make one or more mistakes on a size level (Յ80% correct), their visual acuity scores will usually be poorer than if they are asked to stop after five mistakes on a size level (0% correct) because with the second termination rule, subjects may read further down the chart if the psychometric function is relatively flat (i.e., a large probit size). However, for a relatively steep psychometric function (probit size approaching zero) either termination rule will result in the subject stopping at close to the same place on the letter chart, giving close to the same letter-by-letter score.
This interaction between letter-by-letter score, termination rule, and probit size was modeled using similar Monte Carlo techniques to those discussed above. We assumed a standard Bailey-Lovie chart with five letters per size level, letter size changing by 0.1 logMAR between size levels, and size levels ranging from 1.0 to Ϫ0.3 logMAR. First, we simulated a well-corrected ideal observer with an IPS of 0.07 logMAR, ILAs of 1/26 and 1/10, and IT varied from Ϫ0.2 to Ϫ0.11 logMAR in 0.01 steps. Second, because ideal threshold was so close to the bottom of the letter chart, we were concerned about floor effects on our simulations, so we replicated the well-corrected observer measurements with IT varied from 0.1 to 0.19 logMAR in 0.01 steps, essentially simulating doubling the distance of the observer from the letter chart. Third, we also simulated an ideal observer with some optical defocus, having an IPS of 0.12 logMAR, ILAs of 1/26 and 1/10, and IT varied from 0.10 to 0.19 logMAR in 0.01 steps. Termination rule was varied between a minimum of one mistake on an individual size level (Յ80% correct) to a minimum of five mistakes on a size level (0% correct), plus we allowed the ideal observer to attempt all letters on the chart (i.e., try to read to the bottom of the chart). For each simulation, letter-by-letter visual acuity was calculated according to the equation: visual acuity ϭ 1.1 Ϫ number correct ϫ 0.02.
The results of these simulations are shown in Fig. 4 a, b , and c, averaged across the 10 IT conditions to give 10,000 simulations per data point. Termination rule (minimum number of mistakes on a size level) is plotted on the x axis, and the difference between the letter-byletter score and IT is plotted on the y axis. The simulations demonstrate a number of points. First, letter-by-letter scores are usually slightly larger than the ideal threshold (IT). Ideal threshold corresponds to a probability of seeing that lies halfway between chance guessing and 100% correct (55% when ILA ϭ 1/10; 51.9% when ILA ϭ 1/26). This means that around IT, an observer would make some mistakes, and their letter-by-letter scores would be correspondingly elevated slightly. Empirical studies comparing Probit Analysis thresholds and letter-by-letter scores show similar effects. 6, 7 Second, relaxing the termination rule from stopping after one mistake on a size level (Յ80% correct) to stopping after five mistakes (0% correct) improves (decreases) letter-by-letter scores. It is important to note that this decrease does not represent a true improvement in performance; it is purely an artifact of using a different psychometric procedure. Third, this improvement is much greater for psychometric functions with flat slopes (i.e., IPS equals 0.12 logMAR) ( Fig. 4c) with improvements of about 0.1 logMAR or a size level on the log MAR chart, as opposed to the case of steep psychometric functions (i.e., IPS equals 0.07 logMAR) ( Fig. 4a and b) , in which average letter-by-letter scores improve by about 0.03 or between 1 and 2 letters. A practical consequence of this is that for well-corrected normal subjects (i.e., with probit sizes of 0.07), letter-by-letter scores will change only slightly as termination rule changes, whereas for subjects with induced optical defocus (i.e., with probit sizes of about 0.12 logMAR), letter-by-letter scores will change substantially as the termination rule changes. Fourth, Fig. 4a has slightly flatter functions (and slightly smaller standard deviations with more liberal termination rules) than Fig. 4b . This difference probably arises due to floor effects when reading down the letter chart. In the case of Fig. 4a where the ideal threshold is close to the bottom of the chart, the ideal observer will often run out of size levels to attempt, a situation that is more likely with liberal termination rules (e.g., five mistakes on a size level or 0% correct). Fifth, there is a small effect of ILA on letter-by-letter scores. In general, mean letterby-letter scores are between 0.005 to 0.02 logMAR lower with ILA set to 1/10 compared with an ILA of 1/26, and this difference is dependent on the termination rule and on IPS. This is expected because subjects who confine their guessing to the restricted set of 10 letters will do slightly better than subjects who guess from a larger set of 26
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The variance of letter-by-letter scores also depends on the IPS, with the flatter psychometric function (Fig. 4c) giving larger standard deviations. Thus, it would also be expected that the 95% confidence limits for letter-by-letter scoring under conditions of defocus would be worse than for well-corrected subjects. For example, based on the standard deviations in Fig. 4 , if a subject uses a termination criterion of one mistake or more (80% correct or less) per line, then with the flatter psychometric function, 95% confidence intervals (1.96 SD) would be Ϯ0.14 logMAR, but with the steeper psychometric function, 95% confidence intervals would be Ϯ0.08 to Ϯ0.09 logMAR (depending on lower asymptote). Letter-by-letter score variance also changes with termination rule, with a termination rule of one mistake (Յ80% correct) on a size level giving the widest standard deviation and 95% confidence intervals. In comparison, stopping after four mistakes or more (20% correct or less) on a line gives 95% confidence intervals of Ϯ0.08 to 0.09 logMAR (depending on lower asymptote) for the flatter psychometric function and Ϯ0.06 to 0.07 logMAR (again depending on lower asymptote) for the steeper psychometric function. In addition, 95% confidence limits vary more with termination criteria for the flatter psychometric function than they do for the steeper psychometric function.
Interestingly, the standard deviation for a rule of three or more mistakes (Յ40% correct) per size level in Fig. 4b (0.032 logMAR) is similar to the mean intrasubject standard deviation found by a number of studies using a similar termination rule: (0.029 log-MAR) obtained by Brown and Lovie-Kitchin; 18 (0.029 to 0.034 logMAR) obtained by Raasch et al. 7 (calculated from test-retest reliability measurements); (0.038) obtained by Lovie-Kitchin and Brown 22 (again calculated from test-retest reliability measurements). Thus our modeling, assuming a probit size of 0.07 log-MAR, shows some agreement with empirical findings.
From our modeling, it is clear that letter-by-letter scores can be strongly influenced by the termination rule used, yet there is currently no standard termination rule for clinicians or researchers to adopt. Our modeling can provide some guidance in this area. Termination rules of a minimum of 1 or 2 mistakes (Յ80% correct or Յ60% correct) on a size level give slightly higher intertrial variances than other rules and hence are probably unsuitable. Termination rules of five mistakes per size level or reading down to the bottom of the letter chart suffer from floor effects; i.e., average visual acuity will depend on what the smallest size level is on the letter chart, particularly for well-corrected observers. Of the remaining termination rules we examined, stopping after a minimum of four mistakes on a size level (Յ20% correct) would appear to be slightly better than stopping after three mistakes (Յ40% correct) under most conditions because it gives slightly lower intertrial variance under most conditions. We do point out, however, that our modeling results are yet to be verified by empirical findings, and this represents an avenue for future research.
CONCLUSIONS
In summary, our results show that the logMAR letter acuity psychometric function for well-corrected observers is characterized by a relatively steep slope with a probit size of around 0.07 log-MAR, whereas small amounts of spherical optical defocus flatten this psychometric function, giving a probit size of 0.11 to 0.12 logMAR. Our Monte Carlo modeling, based on these probit sizes, indicates that for conventional measurement of logMAR visual acuity, changing the termination rule only affects visual acuity measurements slightly for well-corrected subjects, but for subjects with small amounts of optical defocus, changing the termination rule can affect visual acuity scores by as much as 0.1 logMAR, or about a size level on the letter chart. Our modeling also highlights the need to adopt a standard termination rule for clinical and research visual acuity measurement. Results of Monte Carlo modeling of the effects of changing termination rule, IT, IPS, and ILA on letter-by-letter Bailey-Lovie log MAR acuity scoring. The termination rule represents the minimum number of mistakes on a size level that is used to stop a subject reading down a letter chart (1 or more mistakes, 2 or more mistakes, etc.). Also included is a data point showing the effects of allowing subjects to read to the bottom of a letter chart. a. Results from a simulated well-corrected observer, i.e., with a small IPS of 0.07 logMAR and IT varied from Ϫ0.20 to Ϫ0.11 logMAR (a threshold close to the bottom of a Bailey-Lovie chart). b: Results for a similar well-corrected observer with a slightly higher threshold on the chart (IT varied from 0.10 to 0.19 logMAR). c. Results from simulations of an observer with a small amount of optical defocus, i.e., with a larger IPS of 0.12 logMAR and IT varied from 0.10 to 0.19 logMAR. In all three panels, data points are based on 10,000 simulations, with data collected with ILA set at 1/10 being shown by filled squares. Data collected with ILA set at 1/26 (filled circles) are displaced slightly sideways for clarity. Error bars represent pooled standard deviations for each condition, equivalent to intratrial standard deviations for a subject.
120 Psychometric Function for Letter Charts-Carkeet et al.
