Skeleton and shape adjustment and tracking in multicamera environments by Alcoverro Vidal, Marcel et al.
Skeleton and Shape Adjustment and Tracking in
Multicamera Environments
Marcel Alcoverro, Josep Ramon Casas, and Montse Parda`s
Technical University of Catalonia, Barcelona, Spain
{marcel,josep,montse}@gps.tsc.upc.edu
Abstract. In this paper we present a method for automatic body model
adjustment and motion tracking in multicamera environments. We intro-
duce a set of shape deformation parameters based on linear blend skin-
ning, that allow a deformation related to the scaling of the distinct bones
of the body model skeleton, and a deformation in the radial direction of
a bone. The adjustment of a generic body model to a speciﬁc subject
is achieved by the estimation of those shape deformation parameters.
This estimation combines a local optimization method and hierarchical
particle ﬁltering, and uses an eﬃcient cost function based on foreground
silhouettes using GPU. This estimation takes into account anthropomet-
ric constraints by using a rejection sampling method of propagation of
particles. We propose a hierarchical particle ﬁltering method for motion
tracking using the adjusted model. We show accurate model adjustment
and tracking for distinct subjects in a 5 cameras set up.
1 Introduction
The capture and analysis of the motion of a human body is applied in a variety of
ﬁelds such as bio-mechanical analysis, human computer interaction, ergonomics
or character animation in ﬁlms or video games. Markerless human motion cap-
ture has been an active research area for the last decade due to an increasing
interest for non intrusive methods, those not requiring markers or sensors, that
may spread the use of motion analysis outside laboratory environments [1].
Markerless motion capture (MMC) systems use models composed by the body
shape representation and an articulated skeleton. These models should fulﬁll the
anthropometric proﬁle (AP) of the speciﬁc subject tracked in order to achieve
an accurate pose estimation.
On one side, some authors use models based on separate rigid shapes, as
cylinders [2], ellipsoids [3], that depend on a few parameters. Then, these geo-
metric primitives are adjusted to the speciﬁc subject AP. Mikic´ in [3] proposes
a method of adjustment of the model using Bayesian networks to model body
part proportions.
On the other side, surface-based models employ a single surface for the en-
tire body. Triangular meshes are an eﬃcient representation of surfaces and can
describe the body shape with ﬁdelity, making them a common choice for body
representation in MMC systems [4],[5]. The surface mesh of the tracked subject
may be acquired by either a laser scan [4] or a multiview reconstruction algorithm
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[5], and then a skeleton is attached to it, using an automatic rigging algorithm
[6]. An alternative, more suitable for certain applications or environments, is to
adjust a generic anthropomorphic mesh and skeleton to the speciﬁc subject, de-
forming the mesh according to a set of parameters related to distinct body parts.
Anguelov et al. [7] propose the SCAPE method to model deformable surfaces,
which is based on models of pose and body shape variation that are learned from
a database of 3D scans. The SCAPE model is used for human motion analysis
in [8], where it is also automatically adjusted to the speciﬁc subject. Bandouch
et al. [9] use the RAMSIS model, whose design has been guided by ergonomic
considerations, and it is adjusted manually to the speciﬁc subject.
Several approaches use silhouettes of the active people in the scene as image
descriptors to deﬁne the matching functions [2], [4], [10]. Silhouettes are insensi-
tive to variations in the surface such as color, and encode signiﬁcant information
to recover 3D poses. Other methods use matching functions that account for the
intersection between the model and the visual hull of the individual [5], [8], [3],
or measurements based on optical ﬂow [4].
Regarding the estimation method, we can distinguish estimation based on a
single hypothesis, focusing on the eﬃciency of a local search, or methods main-
taining multiple hypothesis in order to add robustness to errors. Within single
hypothesis (or local optimization) methods, a common approach is to deﬁne an
objective function in a least-squares framework [4], and then minimize the func-
tion using a gradient descent approach. Multiple hypothesis based methods, are
generally inspired by particle ﬁltering. In a particle ﬁltering scheme, each parti-
cle or hypothesis has an associated weight, that is updated according to the cost
function. The particles are propagated in time according to certain dynamics and
including a noise component. In the case of human motion, the high dimension-
ality requires the use of many particles to sample with suﬃcient density the pose
space. A solution to deal with the high dimensionality is to spread the particles
eﬃciently where a local minimum is more likely. For example, Deutscher et al.
[2] use simulated annealing to focus the particles on the global maxima of the
posterior. Another solution to the problem of the dimensionality is to partition
the space into a number of lower-dimensional spaces [11], [12], [9], considering
the underlying hierarchical structure of the kinematic tree.
In this paper, we propose a method to automatically adjust a surface-based
human body model to a speciﬁc subject and then track, using image data cap-
tured by a low number of cameras. The proposal consists in:
– Estimation of the anthropometric profile. We adopt an analysis-by-synthesis
approach, as in motion tracking techniques, but in our case we estimate the
AP of the person together with the pose, which is also determined. To obtain
distinct shape conﬁgurations, we propose a mesh deformation technique that
is guided by parameters related to the skeleton bones. Parameter estimation
is achieved by using a local optimization method together with a hierarchical
sampling strategy where anthropometric constraints are taken into account.
– Motion tracking. We present a method for motion tracking using the adjusted
model with a hierarchical particle ﬁltering algorithm.
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For both tasks, model adjustment and tracking, we use an observation model
based on foreground silhouettes, as they provide good information about the
body shape and the cost can be eﬃciently computed using GPU.
In section 2 we explain the technique used to deform the polygonal mesh ac-
cording to the pose parameters and the shape parameters related to the skeleton
bones. Next, in section 3 we describe the model adjustment and tracking method
proposed. Finally, in sections 4 and 5, we present some results and conclusions.
2 Skeleton Based Deformation Framework
In our work, we adjust a generic body model to a speciﬁc subject using multi-
camera information. The body model comprises two components: an articulated
skeleton that describes the kinematic properties and a triangular mesh that de-
scribes the shape. Any mesh of human shape can be used to form the model
surface. Then, the skeleton will be embedded into the mesh using the method
presented in [6]. In this section we propose a method to deform the body model.
Later we use this method to adjust the model to the subject anthropometry.
The body skeleton can be described by the kinematic tree concept, that has
been recently formulated in the context of motion capture in [4]. A kinematic
tree is a set of D reference systems organized in a tree structure, and it represents
the connectivity of the joints and bones of the skeleton. A kinematic chain is an
ordered subset of joints such that all joints are father and son of each other. We
call Λj the kinematic chain that ends at joint j.
The rigid motions associated to each joint can be represented by twists ξj . The
homogeneous matrix M ∈ SE(3), which represents the transformation from the
model reference system to the joint reference system, may be constructed from
a given twist by computing the exponential map as M = exp(θξˆ), where θξˆ is
the matrix representation of a twist ξ [13].
The rigid body motion associated to a joint can be obtained as the product
of the exponential maps along the corresponding kinematic chain,
Mj =
nj∏
i=1
exp(θΛj(i)ξˆΛj(i)) (1)
where nj is the number of joints involved in the kinematic chain Λj and Λj(i)
is a mapping that represents the order in the kinematic chain. The parameters
of ξˆj are known, as the location of the rotation axes for each joint is part of the
model. Thus, the state of the kinematic tree, i.e the pose of the body, is deﬁned
by the joint angles state vector Θ := (θ1, . . . , θD) and the 6 parameters of the
twist ξ0 associated to the model reference system.
We model the skin with a 3D triangular mesh whose vertices can move in space
according to weights assigned to each vertex. The mesh deformation is achieved
with the linear blend skinning (LBS) technique [14]. If vi is the position of the
vertex i, Mj is the transformation of the bone j, and wi,j is the weight of the
bone j for vertex i, the position of the transformed vertex is given according to
LBS as
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v′i =
D∑
j=1
wi,j(Mjvi) (2)
The skinning weights wi,j are generated with the automatic rigging software
Pinocchio [6]. The weights are proportional to the distance from the vertex to
the bone, and vary smoothly along the surface. These weights are normalized
such that
∑D
j=1 wi,j = 1.
2.1 Shape Deformation
In order to obtain diﬀerent conﬁgurations of the shape and pose of the model,
the LBS technique for deformation of the skin mesh is applied for three types of
transformations M (see Figure 1) related to the bones of the skeleton:
– Pose deformation: The mesh is deformed to achieve a speciﬁc pose rep-
resented by the state vector Θ, where the bone transformations Mj are
obtained by the product of maps described in equation 1. Then the ﬁnal
position for each vertex can be computed using equation 2.
– Scale deformation: In this case, the mesh is deformed according to the scaling
of a bone of the skeleton. Consider a bone j with length L that is scaled such
that its ﬁnal length is L′ = (1 + αj)L. Then, the transformation associated
to a bone Mj corresponds to a translation along the direction of the bone,
by an amount of translation L′ − L. Note that scaling a bone implies that
the resulting translation must be applied also to the child joints along the
corresponding kinematic chain. Once the translation matrices for each bone
are already deﬁned, the new position for the vertices of the mesh can be
computed again as in equation 2.
– Deformation in radial direction: The mesh also can be deformed along the
radial direction of the bone. In this case, we compute a translation direction
ti,j for each vertex of the mesh i and bone j, deﬁned as the direction from
the vertex position vi to the closest point on the considered bone j. For
each vertex and bone we obtain Mi,j , as the transformation equivalent to
the translation βjti,j . The parameter βj is the radial scale associated to the
bone j. In this case, the vertex positions are obtained in the same way than
for LBS described in equation 2 but, in this case the transformation matrix
Mi,j is speciﬁc for each vertex and bone.
This type of deformation is slightly modiﬁed to account for radial defor-
mations predominant along a certain direction. This is useful for example
for the torso, where we can apply deformations along x or y independently,
to describe torso width or depth. To obtain this type of deformation, the
translation ti,j is weighted by its scalar product with the main direction of
the deformation.
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(a) (b) (c)
(d)
Fig. 1. Shape deformations associated with left upper arm bone (in red, edges whose
vertices have wi,j > 0.1) (a) Model at default conﬁguration. (b) Pose deformation. (c)
Scale deformation. (d) Deformation in radial direction.
3 Motion Capture Method
We propose a method for markerless motion capture with automatic model ad-
justment to the AP of the speciﬁc subject tracked. The model adjustment fo-
cuses on the estimation of the shape parameters for a single initialization frame,
assuming that the pose is approximately known. Once the model is adjusted,
the motion tracking is performed using this model. Both tasks, adjustment and
tracking, have to deal with the high dimensionality of parameters to estimate
and a multimodal observation model. Another important consideration is that
the system has to deal with noisy measurements and ambiguities in the observa-
tion of the distinct body parts due to occlusions or misses of detection. For this
reason, although we use a local optimization method for initialization, the esti-
mation of the parameters is mainly performed with stochastic methods. Thus,
formulated in probabilistic terms, the goal is to determine the posterior proba-
bility distribution over human poses and shape parameters, conditioned to the
image measurements.
Several variations of particle ﬁlters have been demonstrated to cope well with
the inference of the posterior distribution. A main drawback in particle ﬁltering
methods is that the amount of particles needed to achieve successful results grows
exponentially with the number of dimensions, which make them computationally
unfeasible. The hierarchical particle ﬁlter (HPF) [9], [12], also introduced as
partitioned sampling [11], is based on a hierarchical decomposition of the pose
space, so that diﬀerent subparts are estimated independently. This approach
aims to solve the mentioned problem of the dimensionality, and has been applied
successfully for full body motion tracking. We propose hierarchical sampling
strategies both for the model adjustment and for motion tracking. The same
observation model is used for both tasks, modeled with the silhouette XOR cost
function, described in following section.
3.1 Silhouette XOR Cost Function
The silhouette XOR cost function measures how close a given pose/shape hy-
pothesis for the body is to the input foreground silhouettes. The number of
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Table 1. Anthropometric entities size parameters (mean Mk and variance σ
2
k) used
to model the probability of acceptance of a particle
Anthropometric Entity Mk σ
2
k
shoulder height 140.0 17.0
head 25.0 5.0
clavicles 35.0 7.0
arms 55.5 10.0
Anthropometric Entity Mk σ
2
k
upperarms 25.5 4.0
lowerarms 30.5 10.0
legs 90.5 17.0
torso 52.0 8.0
evaluations of the cost function is very high, thus an eﬃcient implementation
of the cost function is decisive for system performance. The function we imple-
ment performs a pixel-wise XOR between the input image silhouettes and the
rendered model silhouettes. This function is implemented in graphics hardware
as proposed in [10].
First, the silhouettes of the input images are obtained by a background sub-
straction technique. We use the Running Gaussian Average technique [15] to
substract the background. Then, shadows and highlights are removed with the
method proposed by Xu et al. [16]. Once foreground is detected, for each of
the cameras we perform an XOR between the foreground silhouette from this
camera and the model rendered on that view. The sum of all non-zero pixels
resulting from this operation is the cost associated for this camera. We use the
OpenGL stencil buﬀer and its associated operations to perform the XOR, so we
can exploit the parallel processing of the GPU. Using an 8-bit stencil buﬀer we
can perform the XOR operation for up to 8 cameras, obtaining the result with
a single read of the stencil buﬀer. In this way, we can reduce the amount of
memory transferred from the GPU to the CPU.
3.2 Model Adjustment
For the model adjustment we can use any generic mesh model of anthropo-
morphic shape with an attached skeleton previously rigged [6]. The number of
parameters that conform the shape of the body is high, as they consist in the
shape deformation parameters αj , βj for each bone, that we described in sec-
tion 2.1. There is also a dependence of these parameters with the pose, in the
way that the pose should be reﬁned in order to obtain the optimal bone scale
parameters. To tackle this estimation problem we combine a local optimization
method with a hierarchical sampling strategy.
At the initial phase we perform a sequence of optimization steps using Pow-
ell’s method [17] to adjust the pose and global scale of the model, assuming a
known initial pose. In this case, we split the variables of each limb in separate
optimization steps, which helps avoiding local minima, as proposed in [10].
Next, a hierarchical particle ﬁlter estimates the scale and radial deformation
parameters (αj , βj) for each bone, starting with the skeleton and shape obtained
by the local optimization explained above. The pose variables are also considered
in the estimation, as a pose reﬁnement is needed while estimating the scale of
bones. The partition of the search space is designed such that the scaling of the
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bones does not aﬀect hierarchically preceding scale parameters. Also the vari-
ables are grouped to conform meaningful anthropometric entities and to respect
symmetry (see Table 1). For example, a meaningful anthropometric entity com-
monly considered in anthropometric studies is the shoulders height. To estimate
the shoulders height all bones of the torso and legs are scaled together with
the same parameter. In a similar manner, for example, variables are deﬁned for
clavicles, arms, legs and head scale. We denote by Φ the anthropometric entities
conﬁguration vector, which consists of mappings to the variables αj and βj .
The hierarchical sampling method proposed is implemented as presented in
previous works [9], [11], performing the propagation, evaluation and resampling
steps for each of the levels of the hierarchy.
A particularity in our method is the propagation model we propose, which
is based on the rejection sampling concept, and it is conﬁgured according to an
anthropometric measurements database. The rejection sampling process oper-
ates as follows. Let us denote by {(s, π)i}h the set of N particles at the layer h,
where s is an instance of the model conﬁguration that consists of anthropometric
entities and pose variables, s ∈ {Φ ∪Θ}, and π is the particle weight.
At level h, candidate particles s˘i are created from each particle si adding Gaus-
sian noise as s˘i = si + N, where N is a multi-variate Gaussian random variable
with mean 0 and diagonal covariance matrix Σ = diag{αhσ0, αh−1σ1, . . . , σh}.
We denote by σh the variances associated to the variables considered at each
level h, and α is a variance decay rate (α < 1).
The probability of acceptance for a candidate particle is deﬁned depending
on the size of distinct anthropometric entities. The size of each anthropometric
entity k is modeled with a Gaussian distribution N (Mk, σ2k) (see Table 1). For
a given candidate particle s˘i we calculate the actual sizes Lk for all the anthro-
pometric entities k ∈ {0, . . . ,M − 1}, and we compute a candidate probability,
P (˘si) =
k=M−1∏
k=0
e
−( (Lk−Mk)2
2σ2
k
)
(3)
Then, a candidate particle is accepted if
P (˘si) > τP (si) (4)
where τ is the acceptance rate (experimentally, we set τ = 0.7 ). We continue
generating candidates until they fulﬁll the condition in equation 4, or we exceed
a number of trials.
3.3 Motion Tracking
In order to track motion using the adjusted model, we implement the hierarchi-
cal particle ﬁlter, as already described above, but in this case only considering
the pose space. We consider a partition of the pose space in 7 levels. The ﬁrst
layer estimates the global translation and rotation of the body. Next two lay-
ers estimate upper and lower leg joints. The rest four layers are dedicated to
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(a) (b) (c)
(d) (e) (f)
Fig. 2. Model adjustment. (a) Model set at the initial conﬁguration. (b) Model after
global scale and pose estimation using Powell method. (c) Model after shape and pose
parameters estimation ({Φ ∪ Θ}) using the hierarchical particle ﬁlter. (d,e,f) Model
adjustment for distinct subjects.
the arms estimation, where we split the variables between upper and lower arm
joints, and for the left and right arm independently. The propagation is modelled
adding Gaussian noise as for model adjustment, but in this case we do not apply
the rejection sampling approach, so all propagated particles are accepted.
4 Experimental Results
The method presented has been evaluated in a smart room environment with 5
cameras capturing at 25 fps. Ground truth data is not available, thus we cannot
measure the model ﬁtting quality or pose tracking errors, and we rely on visual
inspection.
For the model adjustment, the subject is expected to adopt a pose with the
hands up, the legs slightly open, looking at a predeﬁned direction. The initial po-
sition is computed from the visual hull centroid (generated with the available sil-
houettes), and themodel is scaled to ﬁt the visual hull height. In ﬁgure 2.a we show
the model set at the initial position and scale. Note that, as the initial pose is not
exactly the subject pose, placing the model at the visual hull centroid is not ac-
curate. After the optimization of the pose and global scale using Powell’s method
(Figure 2.b) the model is better adjusted, but for example, arms length and head
size does not correspond with subject anthropometry. After the estimation of the
shape parameters using theHPF (Figure 2.c) themodel accurately ﬁts the subject.
Note that the model does not consider wrist joints and hands, thus those parts are
less accurate. Figure 2(d,e,f) shows the adjusted model for diﬀerent subjects.
With respect to the motion tracking, we tested the adjusted model for several
subjects performing diﬀerent activities in the smart room, as walking around,
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Fig. 3. Motion tracking using the HPF with 500 particles and 7 layers
raising hands, jumping, crouching or sitting. We obtain successful results and the
method performs accurately, except for fast movements, as in jumping actions,
or when crouching, that several body parts appear self-occluded. The method is
robust, recovers well from errors and the track is not lost in our tests for more
than 3000 frames. In ﬁgure 3, we show several screenshots while performing some
of those actions (each row shows a diﬀerent subject)1. The processing time is
∼ 25 sec. for a single frame, when using 500 particles.
5 Conclusion
We have introduced a mesh deformation framework that allows to adjust an an-
thropomorphic mesh to a speciﬁc subject shape. We have presented a method to
automatically obtain the shape deformation parameters using foreground silhou-
ettes. The hierarchical particle ﬁltering method introduced allows to overcome
the problem of the high dimensionality of the search space. Also, the anthropo-
metric constraints introduced in the propagation of the particles allow to obtain
feasible human shapes in case of ambiguities in the observation model, caused
by self-occlusion or foreground detection misses. We have shown accurate model
adjustment for several diﬀerent subjects. These adjusted models allow for robust
tracking using also HPF.
Future work involves testing the adjustment method with more subjects and
diﬀerent initial poses. The beneﬁts can be twofold. On one side, more tests can
provide information to reduce the set of parameters to estimate, by analysing the
principal components over a population of AP’s. On the other side, the study of
1 Video available at http://gps-tsc.upc.es/imatge/_Marcel/adjustment.html
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the adjustment with diﬀerent initial poses will be useful to extend the presented
method to perform the AP acquisition during motion sequences.
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