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Introduzione
La dinamica dei sistemi quantistici aperti ricopre un ruolo centrale nello scenario teorico e speri-
mentale della meccanica quantistica e, piu` nello specifico, dell’informazione quantistica moderna.
Risulta fondamentale comprendere come si comportano i sistemi quantistici che matematicamen-
te sono stati studiati in dettaglio una volta che vengono immersi in un ambiente ad infiniti gradi
di liberta`, quali possibili comportamenti possono scaturire da questa interazione e come possia-
mo sfruttarli. Solamente grazie a questi risultati si potranno comprendere le tecniche da adottare
per costruire dei sistemi macroscopici costituiti da un gran numero di gates quantistici che rie-
scono a mantenere delle coerenze su intervalli temporali sufficientemente lunghi da compiere i
protocolli quantistici che hanno reso cos`ı celebre e variopinta la computazione quantistica.
La dinamica che puo` instaurarsi per i sistemi aperti, come vedremo, puo` essere puramen-
te dissipativa, come nel caso dei sistemi Markoviani, oppure puo` presentare delle fasi in cui il
sistema aperto recupera dall’ambiente parte dell’informazione precedentemente persa. Nel pri-
mo caso i sistemi contengono dell’informazione che decade monotonamente con lo scorrere del
tempo. Questo comune fenomeno causa diverse difficolta` a compiere sperimentalmente della
computazione. La seconda classe di dinamiche, dette non-Markoviane, sono caratterizzate da
un ambiente per cui l’informazione contenuta nel sistema quantistico aperto non perde in ma-
niera irreversibile l’informazione iniziale. Alcuni di questi ambienti restituiscono periodicamente
parte dell’informazione persa, mentre altri permettono al sistema di mantenere indefinitamente
parte dell’informazione iniziale. Riuscire a realizzare e a sfruttare dei sistemi caratterizzati da
fenomeni non-Markoviani e` fondamentale per riuscire a sfruttare a livello pratico la moltitudine
dei protocolli quantistici realizzati negli ultimi decenni.
In questo lavoro introduciamo una misura, che chiameremo Np, che quantifica il grado di non-
Markovianita` della mappa dinamica che descrive l’evoluzione sotto esame. Presa una mappa
non-Markoviana ΦNM , la si miscela con una mappa Markoviana ΦM nella mappa dinamica
Φmix = pΦNM+(1−p)ΦM e si analizza fino a che punto il mix ottenuto rimane non-Markoviano.
Fissata la mappa ΦNM , se la miscela richiede una componente rilevante di ΦM (valore basso
di p) per essere Markoviana, vuol dire che la misura che assoceremo a ΦNM sara` alta. Invece,
se basta una piccola componente Markoviana (valore di p alto), la misura Np avra` un valore
basso. Naturalmente questa operazione deve essere ottimizzata rispetto al vasto insieme delle
mappe Markoviane che si possono inserire in Φmix, ma, come vedremo, e` la stessa mappa ΦNM
che suggerisce la forma della mappa Markoviana da adoperare per ottenere il risultato voluto.
Ci soffermeremo approfonditamente su due modelli di riferimento: l’amplitude damping channel
e il pure dephasing chennel e in seguito generalizzeremo i risultati ottenuti ad una vasta classe
di evoluzioni non-Markoviane. Questo studio ci portera` a riconoscere in Np una misura molto
originale e ci dara` l’opportunita` di approfondire le conoscenze dei fenomeni non-Markoviani che
la dinamica dei sistemi quantistici aperti puo` offrire.
1
2
Indice
1 Sistemi quantistici aperti 5
1.1 Introduzione alla statistica degli stati quantistici . . . . . . . . . . . . . . . . . . 5
1.1.1 Osservabili fisiche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Stati quantistici e matrici densita` . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Sistemi quantistici composti . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Evoluzione di sistemi quantistici chiusi . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Rappresentazione di Schro¨dinger . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Rappresentazione di interazione . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Mappe dinamiche di evoluzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Evoluzione di sistemi quantistici aperti . . . . . . . . . . . . . . . . . . . . 14
1.4 Struttura temporale delle mappe dinamiche . . . . . . . . . . . . . . . . . . . . . 15
1.4.1 Struttura temporale delle mappe Markoviane . . . . . . . . . . . . . . . . 16
1.4.2 Mappe dinamiche che formano un semigruppo . . . . . . . . . . . . . . . 17
1.4.3 Derivazione microscopica della master equation e dinamiche divisibili . . . 20
1.5 Mappe dinamiche Markoviane e non-Markoviane . . . . . . . . . . . . . . . . . . 23
2 Misure di non-Markovianita` 25
2.1 Misura di Rivas-Huelga-Plenio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Misura di Breuer-Laine-Piilo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Misura di Luo-Fu-Song . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Misura di Lorenzo-Plastina-Paternostro . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Struttura delle misure di non-Markovianita` . . . . . . . . . . . . . . . . . . . . . 31
3 Misura di non-Markovianita` Np 33
3.1 Amplitude Damping Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Rappresentazione matriciale dei superoperatori . . . . . . . . . . . . . . . 37
3.2 Mappa di mixing Φmix e misura di non-Markovianita` Np . . . . . . . . . . . . . . 39
3.3 Master equation per l’evoluzione generata da Φmix . . . . . . . . . . . . . . . . . 40
3.3.1 Scomposizione della mappa dinamica Φmix . . . . . . . . . . . . . . . . . 44
3.4 Strategia per determinare la misura Np . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.1 Determinazione di p
(A)
max e di {γ(A)M , G(A)M } . . . . . . . . . . . . . . . . . . 47
3.4.2 Determinazione di p
(B)
max e di {γ(B)M , G(B)M } . . . . . . . . . . . . . . . . . . 48
3.4.3 Determinazione di pmax tramite mix delle funzioni G
(A)
M e G
(B)
M . . . . . . 50
3.4.4 Determinazione di pmax tramite mix dei rate γ
(A)
M e γ
(B)
M . . . . . . . . . . 51
3.4.5 Ulteriori considerazioni su pmax . . . . . . . . . . . . . . . . . . . . . . . . 52
3
4 INDICE
3.5 Utilizzo di coppie {γM , GM} diverse da {γM , GM} . . . . . . . . . . . . . . . . . 52
3.6 Relazione tra ∆ e i parametri che caratterizzano ΦNM . . . . . . . . . . . . . . . 54
3.7 Diagonalizzazione della matrice (Qt)ij . . . . . . . . . . . . . . . . . . . . . . . . 55
3.8 Molteplici intervalli temporali di non-Markovianita` . . . . . . . . . . . . . . . . . 57
4 Pure Dephasing Channel 61
4.1 Misura di non-Markovianita` Np per un PDC . . . . . . . . . . . . . . . . . . . . 62
4.2 Utilizzo di coppie {γM ,ΓM} diverse da {γM ,ΓM} . . . . . . . . . . . . . . . . . 64
4.3 Relazione tra ∆ e i parametri che caratterizzano ΦNM . . . . . . . . . . . . . . . 67
4.4 Diagonalizzazione della matrice (Qt)ij . . . . . . . . . . . . . . . . . . . . . . . . 67
5 Altre dinamiche non-Markoviane 69
5.1 Master equation generate da σx e σy . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2 Master equation generata da σ+ . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3 Mappe dinamiche generate da composizioni . . . . . . . . . . . . . . . . . . . . . 72
5.3.1 Composizione di un ADC con un PDC . . . . . . . . . . . . . . . . . . . . 72
5.3.2 Composizione di un ADC con Φ(y) . . . . . . . . . . . . . . . . . . . . . . 74
Conclusioni 79
Appendice 81
A.1 Rappresentazioni alternative per matrici densita` e mappe dinamiche . . . . . . . 81
A.2 Condizione di trace preserving per una mappa dinamica . . . . . . . . . . . . . . 82
A.3 Efficienza della funzione G
(A)
M e p
(A)
max . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.4 Scelta della funzione GM ideale per Φmix . . . . . . . . . . . . . . . . . . . . . . 83
A.5 Definizione della coppia {γ(B)M , G(B)M } e segno di γB . . . . . . . . . . . . . . . . . 86
Bibliografia 88
Capitolo 1
Sistemi quantistici aperti
L’evoluzione di un sistema quantistico descritto da una matrice densita` interagente con un
ambiente, e` un tema fondamentale per la descrizione dei fenomeni a cui siamo interessati. In
questo capitolo introdurremo gli strumenti utili per a trattare questi argomenti riprendendo le
trattazioni [1][2].
1.1 Introduzione alla statistica degli stati quantistici
Sia H lo spazio di Hilbert di dimensione finita N che descrive gli stati di un sistema quantistico.
Nel seguito di questo lavoro utilizzeremo la notazione bra-ket per rappresentare i vettori di tale
spazio. In particolare se |ψ〉 e |φ〉 sono elementi di H, il loro prodotto scalare verra` indicato
con il simbolo 〈φ|ψ〉 mentre la norma di uno di essi (diciamo |φ〉) verra` indicata con il simbolo
|| |φ〉|| =√〈φ|φ〉. Gli stati fisici del sistema corrispondono ad elementi di H normalizzati, ossia
aventi norma 1. Introducendo una base ortonormale B ≡ {|ea〉}, cioe` una collezione di N stati
che soddisfano la relazione 〈ea|eb〉 = δab dove δab e` la delta di Kronecker, possiamo espandere
ogni altro stato |φ〉 del sistema tramite l’espressione:
|φ〉 =
N∑
a=1
ca|ea〉 , (1.1)
dove ca = 〈ea|φ〉 sono coefficienti complessi che soddisfano la relazione di normalizzazione∑N
a=1 |ca|2 = 1.
1.1.1 Osservabili fisiche
Dato un operatore lineare A: H → H che agisce sugli stati-vettore dello spazio H, possiamo
rappresentarlo in forma matriciale rispetto alla base B ≡ {|ea〉}, come:
Aab = 〈ea|A|eb〉 , (1.2)
da cui deriva la seguente espressione:
A =
N∑
a,b=1
Aab|ea〉〈eb| , (1.3)
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in termini dei prodotti esterni |ea〉〈eb| degli elementi di base. Ogni operatore lineare, in generale
complesso ed hermitiano, puo` essere associato ad un’osservabile fisica. Sintetizzando l’interpre-
tazione probabilistica della meccanica quantistica, possiamo dire che, se vogliamo sapere quale
sia il valore aspettato dell’osservabile A (che potrebbe essere la posizione x, l’impulso p, l’energia
rappresentata dall’hamiltoniana H, ...) su un sistema quantistico rappresentato dal vettore |φ〉,
dobbiamo calcolare:
〈A〉 = 〈φ|A|φ〉 =
∑
ab
c∗acb〈ea|A|eb〉 . (1.4)
1.1.2 Stati quantistici e matrici densita`
La rappresentazione vettoriale degli stati quantistici introdotta poc’anzi non tiene conto della
possibilita` che un sistema fisico possa essere descritto da un ensemble statistico di differenti
configurazioni. Una descrizione di queste ultime la si ottiene viceversa in termini del formalismo
delle matrici (o operatori) densita`. In particolare, supponendo che il sistema sia caratterizzato da
una miscela statistica di stati (non necessariamente ortogonali) {|ψa〉} prodotti con probabilita`
wa, si definisce l’operatore densita` corrispondente come:
ρ =
∑
a
wa|ψa〉〈ψa| , (1.5)
dove
∑
awa = 1. Nei casi in cui il sistema e` descritto da una matrice densita` ρ, il valore
d’aspettazione dell’osservabile A e` dato dall’equazione: 〈A〉 = ∑awa〈ψa|A|ψa〉 = Tr [Aρ]. Le
proprieta` fondamentali delle matrici densita` sono [1]:
Tr [ρ] = 1 , ρ† = ρ , ρ ≥ 0 . (1.6)
La matrice densita` ρ ha un significato fisico solamente se e` a traccia unitaria, hermitiana e
positiva (un operatore A e` detto positivo se, rispetto ad ogni vettore |φ〉, si ha 〈φ|A|φ〉 ≥ 0).
Data la positivita` di ρ, si puo` trovare sempre una base ortornormale di H, che chiamiamo
B′ ≡ {|e′a〉}, rispetto alla quale ρ assume la forma diagonale:
ρ =
∑
a
pa|e′a〉〈e′a| . (1.7)
La prima condizione espressa nella (1.6) coincide con la richiesta che la somma dei parametri
pa sia normalizzata, la seconda impone di avere dei coefficienti pa reali e la terza che pa ≥ 0 per
ogni a.
Un sistema quantistico per la quale si conosce esattamente lo stato quantistico |φ〉 che lo
descrive e` detto stato puro e la matrice densita` che lo rappresenta e` banalmente ρ = |φ〉〈φ|.
Uno stato misto e` una mistura di stati puri ottenuti tramite la combinazione convessa (1.5).
Nel caso in cui ρ sia uno stato puro, si ha ρ2 = ρ e quindi Tr
[
ρ2
]
= Tr [ρ] = 1. In generale
avremo Tr
[
ρ2
] ≤ 1. Lo spazio R degli stati quantistici misti puo` quindi essere descritto come
uno spazio convesso dove gli stati puri ρ = |φ〉〈φ|, con |φ〉 ∈ H, costituiscono il suo “bordo” ed
ogni altro stato quantistico misto si ottiene da questi tramite una loro combinazione convessa
(1.5) che risulta essere non univoca. Per definire una metrica in R abbiamo bisogno di un altro
strumento. Definiamo prima di tutto la norma traccia || · ||1. Preso un generico operatore lineare
θ, questa norma e` definita come:
||θ||1 ≡ Tr
[√
θ†θ
]
≡
∑
k
√
λk(θ) , (1.8)
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dove λk(θ) sono gli autovalori di θ
†θ, detti anche autovalori singolari dell’operatore θ.
Possiamo finalmente definire, grazie alla norma traccia appena introdotta, una metrica in R
indotta dalla distanza traccia [9]:
D(ρ1, ρ2) =
1
2
||ρ1 − ρ2||1 . (1.9)
La quantita` D(ρ1, ρ2) e` compresa nell’intervallo [0, 1] e definisce una metrica nello spazio delle
matrici densita`. Questa metrica ha tre proprieta` fondamentali [3]. In primo luogo possiamo
riconoscere in D(ρ1, ρ2) la distinguibilita` tra i sistemi ρ1 e ρ2. Per apprezzare questo aspetto
pensiamo al seguente esperimento. Alice prepara uno stato che con p1 = 1/2 e` ρ1 e con p2 = 1/2
e` ρ2 e invia lo stato estratto a Bob. La massima probabilita` che Bob riesca ad indovinare quale
sia lo stato che e` stato inviato da Alice e` pari a:
pdist =
1
2
(1 +D(ρ1, ρ2)) .
Questa distanza e` contrattiva sotto un’evoluzione temporale che preserva le caratteristiche di
fisicita` delle matrici densita` [1]. Questo aspetto lo analizzeremo meglio nel seguito, ma anti-
cipiamo che se Φ(t, t0) e` una mappa che evolve gli stati quantistici iniziali ρ1(t0) e ρ2(t0) dal
tempo t0 al tempo t, la distinguibilita` tra stati non puo` aumentare [2]:
D(Φ(t, t0)ρ1(t0),Φ(t, t0)ρ2(t0)) ≤ D(ρ1(t0), ρ2(t0)) .
Una terza proprieta` che possiamo riconoscere e` la doppia convessita` della metrica: siano ρi e σi
delle matrici densita` e pi delle probabilita`, abbiamo:
D
(∑
i
piρi,
∑
i
piσi
)
≤
∑
i
piD(ρi, σi) .
Questo risultato si ottiene [1] da una proprieta` piu` generale, cioe` dalla convessita` forte della
distanza traccia: D(
∑
i piρi,
∑
i qiσi) ≤ 12
∑
i |pi − qi| +
∑
i piD(ρi, σi) , dove anche i parametri
qi sono delle probabilita`.
1.1.3 Sistemi quantistici composti
Prendiamo in considerazione due sistemi quantistici A e B, dove i rispettivi spazi di Hilbert degli
stati che li descrivono sono HA e HB. In accordo ai postulati della meccanica quantistica, se
consideriamo il sistema S = A+B, lo spazio di Hilbert HS degli stati di S sara` dato dal prodotto
tensoriale: HS = HA ⊗ HB. Data una base ortonormale di stati per ognuno dei due spazi che
compongono HS , diciamo B(A) ≡ {|e(A)i 〉} e B(B) = {|e(B)j 〉}, un generico stato |φ〉 ∈ HS si puo`
scrivere come [2]:
|φ〉 =
∑
ij
αij |e(A)i 〉 ⊗ |e(B)j 〉 . (1.10)
Se abbiamo lo stato del sistema S, qual’e` lo stato del sistema A? Per rispondere a questa
domanda introduciamo la traccia parziale, uno strumento per estrarre dallo stato di un sistema
composto la matrice densita` ridotta di una delle sue componenti. Per uno stato puro ρAB =
|φ〉〈φ|, con |φ〉 nella forma (1.10):
ρA ≡ TrB [ρAB] ≡
∑
j
〈e(B)j |φ〉〈φ|e(B)j 〉 (1.11)
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Uno stato misto di S si ottiene con la mistura ρAB =
∑
k pk|φk〉〈φk|, dove pk sono delle probabilita`
e ogni stato |φk〉 ∈ HS e` nella forma (1.10) ed e` caratterizzato dalle componenti α(k)ij . Allo stesso
modo degli stati puri, possiamo definire la traccia parziale come segue:
ρA = TrB [ρAB] ≡
∑
j
〈e(B)j |
(∑
k
pk|φk〉〈φk|
)
|e(B)j 〉 . (1.12)
Per ottenere lo stato del sistema B, si effettuano i medesimi passaggi svolti, dove pero` si traccia
sullo spazio HA tramite i vettori della base B(A). Facciamo presente che in generale il prodotto
tensore ρA⊗ ρB = TrB [ρAB]⊗TrA [ρAB] e` diverso da ρAB, in quanto, nel processo di riduzione,
si perdono le correlazioni presenti tra i due sistemi.
Un processo che possiamo considerare opposto a quello effettuato per ottenere la matrice ri-
dotta di un sistema composto, e` quello della purificazione di uno stato quantistico [1]. Assumia-
mo di avere la matrice densita` ρA di un sistema quantistico. Introdotto un sistema di riferimento
R, possiamo definire lo stato puro ρAR = |φ(AR)〉〈φ(AR)|, tale che ρA = TrR
[|φ(AR)〉〈φ(AR)|].
Questo processo, detto di purificazione, ci permette di associare a stati puri a stati misti. Per
ottenere questo risultato si definisce R come uno spazio con la stessa dimensionalita` e struttura
di A, si utilizza una decomposizione ortonormale di ρA =
∑
i pi|e(A)i 〉〈e(A)i | e si definisce per R
una base B(R) ≡ {|e(A)i 〉}. Possiamo finalmente dare la forma dello stato purificato:
|φ(AR)〉 ≡
∑
i
√
pi|e(A)i 〉 ⊗ |e(R)i 〉 . (1.13)
Un’importante caratterizzazione degli stati dei sistemi composti deriva dal teorema di de-
composizione di Schmidt. Questo teorema afferma che per ogni stato puro |φ〉 ∈ HS esistono
due basi ortonormali, dette basi di Schmidt, B′(A) ≡ {|e′(A)i 〉} e B′(B) ≡ {|e′(B)j 〉} di HA e HB,
tali che:
|φ〉 =
∑
i
αi |e′(A)i 〉 ⊗ |e′(B)i 〉 , (1.14)
dove i coefficienti complessi αi sono detti coefficienti di Schmidt e, per uno stato normalizzato,
soddisfano la condizione di normalizzazione
∑
i |αi|2 = 1. Definiamo come numero di Schmidt
n(|φ〉) il numero di coefficienti αi relativi alla decomposizione (1.14) diversi da zero. Questo
numero e` univocamente determinato dallo stato |φ〉 ed e` indipendente da qualsiasi trasformazione
unitaria U (A) (U (B)) che si puo` applicare sullo spazio HA (HB). Uno stato |φ〉 verra` detto
separabile se n(|φ〉) = 1. In questo caso esiste una coppia di stati |φ(A)〉 ∈ HA e |φ(B)〉 ∈ HB
tali che |φ〉 = |φ(A)〉 ⊗ |φ(B)〉. Se lo stato |φ〉 non e` separabile, cioe` per n(|φ〉) > 1, abbiamo uno
stato detto entangled. Nel caso di uno stato entangled, se il valore assoluto dei coefficienti di
Schmidt diversi da zero sono uguali tra loro, abbiamo uno stato massimamente entangled.
Per gli stati misti possiamo dare una definizione analoga a quella data per il numero di
Schmidt di uno stato puro. Presa la matrice densita` ρAB definita sugli stati di HS = HA⊗HB,
consideriamo tutte le possibili scomposizioni in stati puri della forma ρAB =
∑
i piρAB,i, dove
gli stati puri ρAB,i = |φi〉〈φi| hanno numero di Schmidt n(dec)i . L’apice sta ad indicare che questo
numero dipende dalla particolare decomposizione scelta per ρAB. Per ogni decomposizione,
definiamo n
(dec)
max ≡ maxi n(dec)i come il massimo numero di Schmidt che possiamo ottenere dagli
stati che definiscono la scomposizione di ρAB. Il numero di Schmidt che possiamo associare a
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ρAB e` definito come il minimo n
(dec)
max ottenibile e ha un preciso limite massimo:
n (ρAB) ≡ min
dec
n(dec)max ≤ min {dimHA, dimHB} .
Se n(ρAB) = 1, lo stato misto ρAB si dice separabile e si puo` porre nella forma data dal prodotto
tensore: ρAB = ρA ⊗ ρB, dove ρA (ρB) appartiene allo spazio delle matrici densita` definite sugli
stati di HA (HB).
1.2 Evoluzione di sistemi quantistici chiusi
Per descrivere la dinamica di un sistema quantistico chiuso, ossia isolato da eventuali interazioni
con ambienti esterni, esistono varie rappresentazioni che possiamo adottare. Noi analizzeremo la
rappresentazione di Schro¨dinger e la rappresentazione di interazione. Nel primo caso l’evoluzione
viene esplicitata tramite lo stato quantistico |φ(t)〉, mentre gli operatori Ai che rappresentano
le osservabili del sistema sono indipendenti dal tempo. Nel secondo caso l’evoluzione puo` esser
applicata solamente agli stati quantistici, solamente alle osservabili o ad entrambi a seconda
dell’hamiltoniana che caratterizza il sistema studiato.
1.2.1 Rappresentazione di Schro¨dinger
Consideriamo un sistema quantistico che al tempo t = t0 e` rappresentato dallo stato |φ(t0)〉.
L’evoluzione del vettore d’onda viene data dalla soluzione dell’equazione di Schro¨dinger. La
dinamica generata da questa famosa equazione differenziale del primo ordine e` definita tramite
l’operatore hamiltoniano del sistema:
i
d
dt
|φ(t)〉 = H(t)|φ(t)〉 , (1.15)
dove si e` posto per comodita` ~ = 1 e H(t) e` l’operatore hamiltoniano del sistema che in generale,
come indicato, puo` esibire un’esplicita dipendenza parametrica rispetto al tempo t. Possiamo
risolvere questa equazione richiedendo che l’evoluzione sia generata da un operatore unitario
U(t, t0) che evolve lo stato |φ(t0)〉 dal tempo t0 al tempo t > t0, cioe` tale che U(t, t0)|φ(t0)〉 =
|φ(t)〉. Inserendo questa ipotesi dell’equazione (1.15), si ha:
i
∂
∂t
U(t, t0) = H(t)U(t, t0) ,
che e` un’equazione differenziale del primo ordine resa completa dalla condizione U(t0, t0) = ✶,
dove ✶ rappresenta l’identita` in H. Nel caso in cui H sia indipendente dal tempo la soluzione
assume la forma1:
U(t, t0) ≡ e−iH(t−t0) . (1.16)
Questo risultato ci fornisce la legge di evoluzione per il ket di stato:
|φ(t0)〉 −→ |φ(t)〉 ≡ e−iH(t−t0)|φ(t0)〉 =
∑
n
cne
−iEn(t−t0)|En〉 . (1.17)
1L’espressione funzionale f(A) di un operatore A bisogna interpretarla come l’abbreviazione del suo sviluppo
in potenze. In questo caso abbiamo e−iH(t−t0) =
∑∞
n=0 (−iH(t− t0))
n/n!.
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dove agli elementi della base ortonormale {|En〉}, che diagonalizzano H, sono associati agli
autovalori En e cn = 〈En|φ(t0)〉. L’unitarieta` dell’operatore di evoluzione ci dice che l’evoluzione
e` in qualche modo reversibile tramite il processo di evoluzione definito da U †(t, t0) che, applicato
a |φ(t)〉, ci restituisce lo stato iniziale |φ(t0)〉. Nel caso in cui l’operatoreH(t) e` invece dipendente
dal tempo, l’operatore U(t, t0) definito tramite la (1.16), assume la forma:
U(t, t0) = Texp
[∫ t
t0
dsH(s)
]
, (1.18)
dove compare il T-ordinato applicato all’esponenziale che segue. Questo operatore ordina
cronologicamente i termini di un prodotto di operatori dipendenti dal tempo:
T(A(t1)B(t2)) = θ(t1 − t2)A(t1)B(t2) + θ(t2 − t1)B(t2)A(t1) ,
dove θ(t) = (1 + t/|t|) /2 e` pari a 0 se t < 0 e pari a 1 per t > 0. Nel caso di U(t, t0), per il
termine n-esimo della somma che costituisce la (1.18), abbiamo:
(−i)n
n!
∫ t
t0
dt1
∫ t
t0
dt2 . . .
∫ t
t0
dtnTH(t1)H(t2) . . . H(tn) = .
=
(−i)n
n!
∫ t
t0
dt1
∫ t
t0
dt2 . . .
∫ t
t0
dtn
∑
P∈Sn
θ(tP1, tP2, . . . , tPn)H(tP1)H(tP2) . . . H(tPn) ,
dove θ(tP1, tP2, . . . , tPn) e` pari a 1 se tP1 > tP2 > . . . > tPn e zero altrimenti, mentre Sn e`
l’insieme delle possibili permutazioni per i tempi t1, t2, . . . , tn. Se H(t) commuta con se stesso
per ogni tempo t > t0, l’operatore T-ordinato puo` essere omesso dalla (1.18).
Per ottenere la legge di evoluzione relativa alla matrice densita` ρ(t0) bisogna applicare
l’evoluzione (1.17) agli stati che compaiono nella scomposizione ρ(t0) =
∑
awa|ψa(t0)〉〈ψa(t0)|:
ρ(t0) −→ ρ(t) =
∑
a
wa
(
U(t, t0)|ψa〉
)(
〈ψa|U †(t, t0)
)
= U(t, t0)ρ(t0)U
†(t, t0) . (1.19)
Differenziando quest’ultima equazione rispetto al tempo, si ottiene l’equazione di von Neumann:
d
dt
ρ(t) = −i[H(t), ρ(t)] , (1.20)
che si puo` riscrivere nella forma:
d
dt
ρ(t) = Ltρ(t) , (1.21)
dove Lt e` l’operatore di Liovuville ed e` definito come quell’operatore che agisce sulle matrici
densita` ρ, tale che: Ltρ = −i[H(t), ρ]. Data l’analogia tra l’equazione (1.3) e la (1.5), e` chiaro
che ρ(t) e` a tutti gli effetti un operatore. Per questo motivo l’operatore di Liouville viene piu`
correttamente considerato un superoperatore, in quanto e` un endomorfismo sullo spazio di questi
operatori. La soluzione formale della (1.21) e`:
ρ(t) = T exp
[∫ t
t0
dsLs
]
ρ(t0) ,
che, nel caso in cui l’hamiltoniana sia indipendente dal tempo, si riduce a:
ρ(t) = eL(t−t0)ρ(t0) . (1.22)
Presa un’osservabile A(t), il suo valore d’aspettazione al tempo t, sullo stato |φ(t)〉, possiamo
scrivelo come: 〈A(t)〉 = 〈φ(t)|A(t)|φ(t)〉 = 〈φ(t0)|U †(t, t0)A(t)U(t, t0)|φ(t0)〉 , mentre, per uno
stato misto, continuiamo ad avere l’equazione 〈A(t)〉 = Tr [A(t)ρ(t)].
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1.2.2 Rappresentazione di interazione
Analizziamo un’alternativa alla rappresentazione di Schro¨dinger per sistemi in cui e` presente un
termine hamiltoniano di interazione. Supponiamo di avere due sistemi: un sistema S, i cui stati
appartengono allo spazio di Hilbert HS , e un sistema E, i cui stati appartengono allo spazio di
Hilbert HE . L’hamiltoniana del sistema dato dal prodotto tensore H = HS ⊗HE la chiamiamo
H(t). Quest’ultima, in molti casi, possiamo ricondurla alla forma seguente:
H(t) = H0 + HˆI(t) ≡ HS +HE + HˆI(t) , (1.23)
dove HS e HE sono indipendenti dal tempo e rappresentano, rispettivamente, le dinamiche di S
e E se le interazioni tra i due sistemi venissero ignorate, mentre HˆI(t) genera l’interazione tra
loro. Il valore di aspettazione di un operatore che nella rappresentazione di Schro¨dinger assume
la forma A(t), al tempo t assume la forma:
〈A(t)〉 = Tr
[
A(t)U(t, t0)ρ(t0)U
†(t, t0)
]
.
Introduciamo gli operatori unitari
U0(t, t0) ≡ exp [−iH0(t− t0)] , (1.24)
UI(t, t0) ≡ U †0(t, t0)U(t, t0) . (1.25)
Le rappresentazioni di interazione al tempo t della matrice densita` e di un generico operatore
A(t) si definiscono come:
ρI(t) ≡ UI(t, t0)ρ(t0)U †I (t, t0) , (1.26)
AI(t) ≡ U †0(t, t0)A(t)U0(t, t0) . (1.27)
In questo modo si ha sempre lo stesso valore di aspettazione:
〈A(t)〉 = Tr
[
U †0(t, t0)A(t)U0(t, t0)UI(t, t0)ρ(t0)U
†
I (t, t0)
]
= Tr [AI(t)ρI(t)] .
L’operatore unitario UI(t, t0) e` soluzione dell’equazione differenziale del primo ordine [2]:
i
∂
∂t
UI(t, t0) = HI(t)UI(t, t0) , (1.28)
dove si impone che UI(t0, t0) = ✶ e HI(t) = U
†
0(t, t0)HˆI(t)U0(t, t0) e` la rappresentazione di
interazione, ottenuta grazie alla (1.27), dell’hamiltoniana HˆI(t). Dalle equazioni (1.24)-(1.27) e`
chiaro che, se HˆI(t) = 0, la rappresentazione di interazione coincide con la rappresentazione di
Schro¨dinger, mentre, se H0 = 0, coincide con la rappresentazione di Heisenberg [1]. L’equazione
di von-Neumann assume ora la forma [2]:
d
dt
ρI(t) = −i[HI(t), ρI(t)] . (1.29)
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1.3 Mappe dinamiche di evoluzione
Il concetto di mappa dinamica di evoluzione entra in gioco quando si tratta l’evoluzione dei
sistemi quantistici aperti. Possiamo parlare di evoluzione di sistemi quantistici aperti quando
abbiamo un sistema S che evolve assieme ad un ambiente E (chiamato spesso environment) con
la quale interagisce. Se si prende in considerazione il sistema S+E, come nel caso studiato nella
Sezione 1.2.2, si ha un sistema chiuso con una dinamica hamiltoniana dove possiamo definire
operatori unitari (vedi le equazioni (1.16) e (1.25)) che definiscono l’evoluzione delle matrici
densita` del sistema complessivo. Nel caso in cui si restringe la dinamica al solo sistema S
si perde l’unitarieta` dell’evoluzione e il sistema viene chiamato aperto o ridotto. Infatti, per
passare dalla matrice densita` del sistema completo a quella del sistema S, si applica l’operazione
di riduzione rispetto allo spazio dell’ambiente tramite la procedura vista con l’equazione (1.11).
Mentre per un sistema chiuso e` chiaro che possiamo utilizzare gli strumenti introdotti nella
Sezione 1.2, per un sistema aperto la formulazione hamiltoniana non e` piu` valida e bisogna
introdurre dei superoperatori, cioe` delle mappe che evolvono gli opeartori ρ(t0) negli operatori
ρ(t) e sostituiscono il ruolo fin’ora ricoperto degli operatori unitari U(t, t0).
A questo proposito introduciamo la nozione di mappa dinamica come il superoperatore
Φ(t, t0) : RS −→ RS che evolve il sistema quantistico dal tempo t0 al tempo t, dove RS e` lo spa-
zio delle matrici densita` ρS del sistema aperto S. L’evoluzione indotta da questo superoperatore
e` definita come segue:
ρS(t0) −→ ρS(t) = Φ(t, t0)ρS(t0) . (1.30)
Per trattare il caso di sistemi quantistici aperti e` conveniente stabilire alcune proprieta` generali
che debbono essere rispettate da ogni processo di evoluzione temporale che voglia preservare
la struttura formale imposta dal formalismo delle matrici densita`. Una matrice densita`, come
abbiamo visto nella Sezione 1.1, deve rispettare le condizioni (1.6) per avere un significato fisico,
cioe` per poterla considerare rappresentante di una miscela statistica di stati quantistici. Se
ρS(t0) e` una matrice densita` fisica, e Φ(t, t0) deve rappresentare l’evoluzione del sistema indotta
da un processo fisico, allora questa mappa dinamica dovra` rispettare delle condizioni [1,4] che
ci assicurano che le proprieta` (1.6) continuano ad essere rispettate ad ogni tempo t > t0.
Una mappa dinamica deve essere lineare-convessa (o semplicemente lineare). Si richiede che
la mappa dinamica Φ(t, t0), se applicata ad un ensable di stati ρS =
∑
k pkρS,k, con
∑
k pk = 1,
porta allo stato:
Φ(t, t0)
(∑
k
pkρS,k
)
=
∑
k
pk
(
Φ(t, t0)ρS,k
)
.
In questo modo le misture statistiche di stati vengono evolute in misture statistiche di stati finali
aventi gli stessi pesi statistici pk.
La seconda proprieta` che richiediamo per il superoperatore Φ(t, t0) e` la proprieta` di preser-
vazione della traccia (trace preserving o semplicemente TP nel seguito):
Tr [ρS(t)] = Tr [Φ(t, t0)ρS(t0)] = 1 , (1.31)
per ogni possibile stato iniziale ρS(t0) e per ogni t > t0. Nella Sezione 1.3.1 vedremo come si
traduce questa proprieta` per una particolare scomposizione della mappa dinamica, mentre, in
Appendice, per le componenti Φij(t, t0) della sua rappresentazione matriciale.
Abbiamo una terza proprieta` che deve rispettare la mappa dinamica: la completa positivita` (o
semplicemente CP). L’ultima condizione contenuta nell’equazione (1.6) richiede che ρS(t) sia un
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operatore positivo per ogni t > t0, quindi ρS(t) = Φ(t, t0)ρS(t0) ≥ 0. Mentre questa condizione
corrisponderebbe alla semplice positivita` della mappa dinamica Φ(t, t0), la completa positivita`
corrisponde ad una proprieta` piu` generale. Sia HA un qualsiasi spazio di Hilbert ancillare e
H ≡ HS ⊗ HA lo spazio di Hilbert degli stati del sistema S + A. La completa positivita` di
Φ(t, t0) si traduce nella richiesta che:
(Φ(t, t0)⊗ IA) ρ ≥ 0 , (1.32)
per ogni matrice densita` ρ che descrive uno stato quantistico nello spazio completo H, dove
IA corrisponde al superoperatore identico sullo spazio delle matrici densita` definite sugli stati
dello spazio ancillare HA. Questa proprieta` deve valere per ogni possibile scelta del sistema
ancillare A. Esistono vari esempi [1] che mostrano che la completa positivita` di Φ(t, t0) implica
anche la sua positivita`, mentre il contrario non sempre e` vero. Questa condizione rispecchia la
necessita` fisica che, se stiamo descrivendo la dinamica di un sistema aperto, avendo quindi la
matrice densita` ρS(t) che e` accoppiata ad un ambiente, qualunque sia lo spazio con la quale e`
in interazione, si ha sempre una dinamica definita positiva. Dato un generico superoperatore
agente sullo spazio delle matrici densita`, per poterlo considerare una mappa dinamica, deve
essere CPTP : lineare, completamente positivo e trace preserving. Queste mappe presentano
delle proprieta` contrattive che ci proponiamo di mostrare.
Nella Sezione 1.1.2 abbiamo anticipato il comportamento della distinguibilita` rispetto alle
evoluzioni indotte dalle mappe dinamiche Φ(t, t0). Presi due sistemi aperti, rappresentati al
tempo t0 rispettivamente dalle matrici densita` ρS,1(t0) e ρS,2(t0), applichiamo l’evoluzione de-
finita dalla mappa dinamica Φ(t, t0). Al tempo t > t0 i sistemi aperti sono rappresentati dalle
matrici densita` ρS,1(t) = Φ(t, t0)ρS,1(t0) e ρS,2(t) = Φ(t, t0)ρS,2(t0). La distinguibilita`, calcolata
per due stati che vanno incontro ad un’evoluzione definita dalla stessa mappa dinamica CPTP,
e` contrattiva [10]:
D(ρS,1(t), ρS,2(t)) ≤ D(ρS,1(t0), ρS,2(t0)) . (1.33)
Tale fenomeno lo associamo alla perdita di informazione da parte del sistema aperto.
La contrattivitia` generata dalle mappe dinamiche CPTP, mostrata nell’equazione (1.33),
puo` essere evidenziata da molti altri funzionali. In particolare, per gli scopi futuri del lavoro,
mostriamo la contrattivita` della mutua informazione tra un sistema aperto soggetto a questa
evoluzione e un sistema ancillare A. Definiamo con il simbolo HA lo spazio di Hilbert di un
sistema ancillare al sistema aperto e con ρSA una generica matrice densita` appartenente allo
spazio delle matrici densita` definite sullo spazio di Hilbert HS ⊗HA. Per continuare dobbiamo
ricordare [1] il ruolo dell’entropia di von Neumann S(ρ). Quest’ultima quantifica l’informazione
contenuta nella matrice densita` ρ ed e` definita come S(ρ) = −Tr [ρ log2 ρ]. Tramite S(ρ) defi-
niamo la mutua informazione che quantifica le correlazioni totali condivise tra il sistema aperto
e l’ancilla:
I(ρSA) ≡ S(ρS) + S(ρA)− S(ρSA) , (1.34)
dove ρS = trA[ρSA] e ρA = trS [ρSA]. Un’evoluzione CPTP applicata al sistema aperto porta
sempre ad una diminuzione della mutua informazione. Infatti, se Φ(t, t0) e` la mappa dinamica
che evolve il sistema aperto, il superoperatore che evolve dal tempo t0 al tempo t il sistema
composto ρSA(t0) e` Φ
(SA)(t, t0) ≡ Φ(t, t0)⊗ IA e si ha:
I
(
Φ(SA)(t, t0)ρSA(t0)
)
≤ I(ρSA(t0)) . (1.35)
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Nei casi descritti dalle disequazioni (1.33) e (1.35) la perdita di informazione si riscontra se
si confrontano i valori assunti dalla distanza traccia e dalla mutua informazione ai tempi t0 e t,
ma non si esclude che ci possano essere degli intervalli temporali intermedi Ii in cui il sistema
quantistico aperto riacquista parte dell’informazione persa. Alla fine della Sezione 1.4.1 vedremo
in quali casi il degrado dell’informazione si puo` considerare monotono nel tempo, cioe` tale che
le disugualizanze appena citate valgono, non solo se si considera l’evoluzione dell’informazione
a partire dal tempo iniziale della dinamica, ma anche se la si considera a partire da un qualsiasi
tempo successivo t′ tale che t0 < t′ < t.
1.3.1 Evoluzione di sistemi quantistici aperti
In questa sezione spiegheremo come si ottiene la dinamica della matrice densita` di un sistema
aperto S a partire da quella del sistema complessivo S + E. Nel seguito ρ(t) sara` la matrice
densita` del sistema completo i cui stati vivono nello spazio di Hilbert H ≡ HS ⊗HE , dove HS
e` lo spazio di Hilbert degli stati del sistema aperto, mentre HE e` lo spazio di Hilbert associato
all’ambiente. L’hamiltoniana che descrive la sua dinamica assumiamo abbia la forma generale
(1.23), dove HS agisce su HS , HE agisce su HE e HˆI(t) agisce sull’intero spazio H.
Sia ρ(t0) la matrice densita` del sistema completo al tempo iniziale t0. Possiamo esprimere la
sua evoluzione, ad esempio nella rappresentazione di Schro¨dinger, tramite l’operatore unitario
U(t, t0) grazie alla relazione (1.19). Per ottenere la matrice densita` ρS(t) del solo sistema aperto
dobbiamo eseguire l’operazione di traccia rispetto allo spazio HE :
ρS(t) = TrE [ρ(t)] = TrE
[
U(t, t0)ρ(t0)U
†(t, t0)
]
.
Supponiamo che al tempo iniziale t0 sia possibile “fattorizzare” la matrice densita` ρ(t) in un
prodotto tensore che nega qualsiasi correlazione iniziale: ρ(t0) = ρS(t0) ⊗ ρE . Effettuiamo la
scomposizione di ρE rispetto ad una base BE = {|ea〉} di stati ortonormali: ρE =
∑
a λa|ea〉〈ea|,
con
∑
a λa = 1. Definiamo la mappa dinamica relativa all’evoluzione di ρS :
ρS(t0) −→ ρS(t) = Φ(t, t0)ρS(t0) ≡ TrE
[
U(t, t0) (ρS(t0)⊗ ρE) U †(t, t0)
]
.
Se definiamo gli operatori di Kraus come Wab(t, t0) =
√
λb〈ea|U(t, t0)|eb〉, possiamo utilizzarli
per riscrivere la mappa dinamica:
Φ(t, t0)ρS(t0) =
∑
ab
Wab(t, t0)ρS(t0)W
†
ab(t, t0) . (1.36)
Notiamo che:
TrS [Φ(t, t0)ρS(t0)] = TrS
[∑
ab
Wab(t, t0)ρS(t0)W
†
ab(t, t0)
]
= TrS
[∑
ab
W †ab(t, t0)Wab(t, t0)ρS(t0)
]
=
= TrS
[∑
ab
λb〈eb|U †(t, t0)|ea〉〈ea|U(t, t0)|eb〉ρS(t0)
]
= TrS
[∑
b
λbρS(t0)
]
= 1 ,
dove abbiamo sfruttato la ciclicita` della traccia, la relazione di completezza
∑
b |eb〉〈eb| = ✶E ,
l’unitarieta` di U(t, t0), la fisicita` di ρS(t0) e
∑
b λb = 1. Questo conto ci ha portato a convincerci
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che la mappa definita in questo modo preserva la traccia delle matrici densita`. Gli operatori
Wab(t, t0) rispettano la condizione
∑
abW
†
ab(t, t0)Wab(t, t0) = ✶S , infatti:∑
ab
W †b (t, t0)Wab(t, t0) =
∑
ab
λb〈eb|U †(t, t0)|ea〉〈ea|U(t, t0)|eb〉 =
∑
b
λb〈ηb|✶SE |eb〉 = ✶S . (1.37)
Possiamo sintetizzare i risultati ottenuti in questa sezione con il seguente teorema [1,2]:
Teorema: Una mappa dinamica Φ(t, t0) e` CPTP e lineare se e solo se esiste un insieme
numerabile di operatori {Mi(t, t0)} che agiscono sullo spazio delle matrici densita` del sistema
aperto tale che, per ogni stato iniziale ρ(t0), permette di scrivere la mappa dinamica come:
Φ(t, t0)ρ(t0) =
∑
i
Mi(t, t0)ρ(t0)M
†
i (t, t0) , (1.38)
dove
∑
iM
†
i (t, t0)Mi(t, t0) = ✶S . Non riportiamo la dimostrazione di questo teorema, ma e`
chiaro che la costruzione ottenuta per la (1.36), grazie agli operatori Wab(t, t0), garantisce la
fisicita` dell’evoluzione.
Questo teorema, tramite gli operatoriMi(t, t0), fornisce una rappresentazione molto comoda
per le evoluzioni indotte dalle mappe dinamiche ed e` un importante punto di partenza per lo
studio della struttura delle evoluzioni temporali (vedi Sezione 1.4.2).
1.4 Struttura temporale delle mappe dinamiche
In questa sezione studieremo la dipendenza delle mappe dinamiche Φ(t, t0), che generano l’evolu-
zione di sistemi aperti, dal tempo finale di evoluzione t, tramite lo studio di particolari equazioni
differenziali dette master equation. Definiremo le proprieta` di semigruppo e di divisibilita` per le
mappe dinamiche, dove quest’ultima e` fondamentalmente una formulazione debole della prima.
Queste definizioni saranno fondamentali per caratterizzare le mappe dinamiche con la quale
lavoreremo: presa una generica Φ(t, t0) che non rispetta nessuna delle due proprieta`, potremo
dire che questa definisce un’evoluzione non-Markoviana, se invece rispetta almeno la proprieta`
di divisibilita`, sara` Markoviana.
Come abbiamo gia` ricordato, un sistema aperto e` definito tramite la riduzione di un sistema
composito S+E sulla quale e` definita una dinamica hamiltoniana. Infatti, la matrice densita` ρ(t)
del sistema complessivo ha una dinamica che possiamo descrivere con l’equazione differenziale
(1.21). Se ricaviamo, grazie alla relazione (1.12), la dinamica del sistema aperto S da quella del
sistema complessivo S+E, non e` detto che, anche per ρS(t), si ottenga una dinamica descrivibile
tramite un’equazione differenziale. Definiremo quindi l’insieme della mappe dinamiche Marko-
viane per la quale e` possibile ottenere una master equation che assume una forma caratteristica,
detta di Lindblad. Per quanto riguarda le dinamiche non-Markoviane, per alcune di queste si
riesce ad ottenere un’equazione differenziale descrivente la dinamica del sistema aperto che puo`
assumere una forma molto simile a quella di Lindblad. Si noteranno, come conseguenza del-
la natura Markoviana o non-Markoviana dell’evoluzione, delle caratteristiche ben precise della
mappa dinamica e della master equation (se ne esiste una) associate all’evoluzione temporale.
Questo e` quello che studieremo da un punto di vista matematico nelle Sezioni 1.4.1 e 1.4.2,
mentre nella Sezione 1.4.3 vedremo cosa accade a livello fisico. Studieremo il sistema quantistico
aperto S in interazione con il sistema E: un ambiente ad infiniti gradi di liberta` che difficilmente
possiamo conoscere altrettanto bene. Quest’ultimo potra` facilmente essere associato ad un
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bagno termico la cui trattazione della dinamica porterebbe ad un’infinita` di equazioni del moto
accoppiate da risolvere. Per controllare la dinamica altrimenti estremamente complessa da
risolvere, si semplifichera` la trattazione focalizzandosi sulla descrizione della dinamica del solo
sistema S. Useremo delle approssimazioni che prendono in considerazione le caratteristiche
di E e permetteranno di raggiungere delle forme analiticamente compatte dell’evoluzione del
sistema quantistico S. Tratteremo sistemi aperti caratterizzati da una dinamica divisibile, cioe`
sistemi in cui l’ambiente tende a dissipare in maniera irreversibile l’informazione che gli viene
ceduta. Questo corrisponde ad avere un ambiente memoryless, cioe` che si presenta identico ad
ogni istante della dinamica: ogni eccitazione che S disperde in esso e` insignificante rispetto alla
dinamica interna all’ambiente ed esso si ripresenta ad S allo stesso modo ad ogni istante. La
dinamica dell’ambiente e` talmente rapida rispetto a quella delle interazioni generate da HˆI(t) che
ogni quanto di energia che S cede, viene disperso talmente rapidamente che il sistema non potra`
piu` recuperarlo. Identificheremo questa come la classe delle dinamiche Markoviane, vedremo
quali sono i suoi limiti e quando si dovra` parlare invece di sistemi non-Markoviani. In questo
caso i tempi di correlazione dell’ambiente saranno paragonabili a quelli dell’interazione e il flusso
di informazione interno al sistema S + E non sara` piu` unidirezionale.
1.4.1 Struttura temporale delle mappe Markoviane
Abbiamo visto nelle sezioni precedenti quali proprieta` strutturali debba soddisfare una mappa
dinamica per garantire un’evoluzione fisica, per uno stato quantistico, una volta fissato il tempo
iniziale t0 e quello finale t. In questa sezione, invece, discuteremo la dipendenza della mappa
dinamica (1.30) dal tempo di evoluzione t.
Per le mappe dinamiche Φ(t, t0) generate da hamiltoniane che non subiscono un cambiamento
istantaneo per t = t0, ci aspettiamo che venga rispetta la condizione:
lim
t→t0
Φ(t, t0) = IS ,
dove IS e` il superoperatore identico definito nello spazio delle matrici densita` del sistema aperto.
Un processo dinamico e` omogeneo nel tempo (o semplicemente omogeneo), se la mappa dinamica
non dipende dal tempo iniziale t0 e quello finale t, ma solamente dalla differenza τ = t− t0:
Φ(t, t0) = Φ(t− t0, 0) ≡ Φ(τ) . (1.39)
Un processo dinamico soddisfa la proprieta` di semigruppo se e solo se e` omogeneo e:
Φ(t1 + t2) = Φ(t1) · Φ(t2) . (1.40)
Questa proprieta` ha un importante significato fisico: la mappa puo` essere divisa in infiniti
intervalli temporali, ognuno dei quali e` indipendente rispetto a quelli passati e a quelli futuri.
Per questo motivo si parla di una dinamica memoryless o Markoviana. Se questa proprieta`
viene soddisfatta per ogni valore di t = t1 + t2, la famiglia di mappe dinamiche {Φ(t)|t ≥ 0}
forma un semigruppo che rappresenta il futuro dell’evoluzione del sistema. Un’importantissima
proprieta` che soddisfano queste mappe e` che per loro possiamo sempre trovare un generatore
limitato indipendente dal tempo L, tale che la mappa di evoluzione si possa scrivere come:
Φ(t, t0) = e
L(t−t0) , (1.41)
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e che quindi sia possibile scrivere una master equation:
d
dt
ρS(t) = LρS(t) . (1.42)
Un’evoluzione non-omogenea puo` comunque essere divisibile, cioe` caratterizzata da una map-
pa dinamica Φ(t, t0) CPTP che puo` essere divisa in due mappe fisiche rispetto ad un qualsiasi
tempo intermedio:
Φ(t, t0) = Φ(t, t
′) · Φ(t′, t0) , (1.43)
dove Φ(t, t′) e Φ(t′, t0) sono CPTP2 per ogni tempo t′ tale che t < t′ < t0. Se esiste un
insieme temporale I ⊂ [t0, t], tale che, se t′ ∈ I non si ha la divisibilita` della mappa, Φ(t, t0)
non e` una mappa divisibile. La non-divisibilita` della mappa corrisponde ad avere una mappa
intermedia Φ(t, t′) non CPTP per qualche tempo intermedio t′. Nel caso delle mappe divisibili
abbiamo una dinamica che, sebbene non dipenda solamente dalla differenze τ = t−t0, puo` essere
rappresentata da una concatenazione arbitraria di mappe CPTP. Per questo motivo, anche in
questo caso, si puo` continuare a parlare di dinamica memoryless. In questo senso, adottando un
atteggiamento utilizzato in letteratura [4,14], useremo il termine Markoviano in senso debole,
includendo in questa definizione anche quelle trasformazioni che sono semplicemente divisibili
ma non necessariamente omogenee. Una mappa dinamica che non gode della proprieta` della
divisibilita` e` certamente non-Markoviana ed inoltre non e` detto che si possa porre in una forma
esponenziale simile alla (1.42).
Come vedremo nella Sezione 2.2, una dinamica Markoviana e` caratterizzata da un’evoluzione
monotona della distinguibilita` introdotta con l’equazione (1.9), cioe`:
D(ρS,1(t), ρS,2(t)) ≤ D(ρS,1(t′), ρS,2(t′)) , (1.44)
per ogni t e t′ tali che t> t′ ≥ t0. Anche per il caso della mutua informazione I(ρSA(t)), per
dinamiche Markoviane, si dimostrera` essere una funzione monotonamente decrescente del tempo.
Questa caratteristica verra` esaminata nella Sezione 2.3.
Le proprieta` (1.31) e (1.32) garantiscono che la mappa dinamica rappresenti effettivamente
un’evoluzione fisica. E’ quindi chiaro che qualsiasi dinamica ricavata da un processo hamilto-
niano descrivente le eventuali interazioni tra il sistema di interesse ed un arbitrario ambiente
esterno avra` una mappa dinamica che le rispetta. Invece, per quanto riguarda le proprieta` (1.39),
(1.40) e (1.43) di una mappa dinamica che evolve un sistema aperto, non abbiamo dato alcuna
condizione fisica perche´ queste vengano rispettate. Nella Sezione 1.4.3 chiariremo questi punti
mostrando, tramite una derivazione microscopica della master equation (1.42), la rilevanza dei
tempi caratteristici delle dinamiche del sistema aperto e dell’ambiente.
1.4.2 Mappe dinamiche che formano un semigruppo
In questa sezione analizziamo la dinamica dei sistemi aperti la cui evoluzione e` generata da un
semigruppo di trasformazioni, cioe` da quelle mappe dinamiche CPTP che godono della proprieta`
di semigruppo (1.40). In particolare vedremo il teorema di Lindblad che ci fornisce una forma
molto sintetica per esprimere il generatore della master equation associate a queste mappe
dinamiche. Tale teorema afferma che, data una famiglia di mappe dinamiche {Φ(t, t0)|t > t0}
2Siccome Φ(t′, t0) e` la mappa dinamica per l’evoluzione del sistema aperto dal tempo iniziale t0 al tempo t
′,
questa e` CPTP se lo e` la mappa dinamica che si scompopne.
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che forma un semigruppo di trasformazioni omogenee, continue e tali che Φ(0)ρS(τ) = ISρS(τ),
la master equation (1.42) relativa all’evoluzione della matrice densita` ammette un generatore
che si puo` porre in forma di Lindblad :
LρS(t) = −i [H, ρS(t)] +
N2−1∑
k=1
γk
(
AkρS(t)A
†
k −
1
2
{
A†kAk, ρS(t)
})
, (1.45)
dove gli operatori Ak sono una collezione di operatori (detti di Lindblad) su HS , γk sono delle
costanti positive e N e` la dimensione dello spazio di Hilbert HS .
Una derivazione formale dell’equazione (1.45) puo` essere ottenuta ricordando che nel caso
in cui la proprieta` di semigruppo e` soddisfatta la mappa dinamica assume la forma (1.41),
con L da determinare. Dato che L e` un superoperatore che agisce sugli operatori definiti su
HS , ci proponiamo di costruire uno spazio di Hilbert all’interno del quale si possa collocare
L, cos`ı da poterlo proiettare sui suoi elementi di base. Gli operatori di Hilbert-Schmidt sono
gli operatori in HS che tali che Tr
[
A†A
]
sia finito. Se questo spazio viene equipaggiato del
prodotto interno (A,B) ≡ TrS
[
A†B
]
, otteniamo uno spazio di Hilbert detto spazio di Liouville.
Se N e` la dimensione di HS , N2 e` la dimensione del rispettivo spazio di Hilbert-Schmidt. Una
base ortonormale {Fi} definita su quest’ultimo spazio, e` una collezione di N2 operatori tali che
(Fi, Fj) = δij . Imponiamo che l’ultimo elemento di questa base sia proporzionale all’identita`:
FN2 = N
−1/2
✶S e che i rimanenti N
2 − 1 siano traceless: TrS [Fi] = δiN2 . Ogni operatore
su HS puo` essere rappresentato tramite una combinazione lineare rispetto a questa base. Sia
A : RS → RS , allora:
A =
N2∑
i=1
CiFi , con Ci = (Fi, A) .
Riprendiamo la (1.36) supponendo che sia una scomposizione relativa ad una dinamica che
rispetta la proprieta` di semigruppo. Adesso i termini Wab(t, t0) dipendono solo dalla differenza
temporale τ = t− t0 e possiamo scrivere:
Wab(τ) =
∑
i
cabi (τ)Fi , con c
ab
i (τ) ≡ (Fi,Wab(τ)) .
L’azione della mappa puo` quindi essere scritta nella forma:
Φ(τ)ρS(t0) =
N2∑
i,j=1
cij(τ)FiρS(t0)F
†
j , con cij(τ) ≡
∑
ab
cabi (τ)
(
cabj (τ)
)∗
.
E’ facile dimostrare che la matrice data dai coefficienti cij(τ) e` hermitiana e positiva. Infatti,
per ogni vettore vi a N
2 componenti complesse, si ha:
N2∑
i,j=1
cij(τ)v
∗
i vj =
∑
ab
∣∣∣∣∣∣
 N2∑
i=1
viFi,Wab(τ)
∣∣∣∣∣∣
2
≥ 0 .
Calcoliamo l’azione di L sulla matrice desita` del sistema aperto considerando il seguente limite:
LρS(τ) = lim
ǫ→0
Φ(ǫ)ρS(τ)− ρS(τ)
ǫ
=
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= lim
ǫ→0
N2−1∑
i,j=1
cij(ǫ)
ǫ
FiρS(τ)F
†
j +
1√
N
N2−1∑
i=1
(
ciN2(ǫ)
ǫ
FiρS(τ) +
cN2i(ǫ)
ǫ
ρS(τ)F
†
i
)
+
1
N
cN2N2(ǫ)−N
ǫ
ρS(τ)
 =
= −i[H, ρS(τ)] + {G, ρS(τ)}+
N2−1∑
i,j=1
aijFiρS(τ)F
†
j , (1.46)
dove abbiamo introdotto le quantita`:
aij ≡ lim
ǫ→0
cij(ǫ)
ǫ
, i, j = 1, . . . , N2 − 1 , aiN2 ≡ lim
ǫ→0
ciN2(ǫ)
ǫ
, i = 1, . . . , N2 − 1 ,
aN2N2 ≡ lim
ǫ→0
cN2N2(ǫ)
ǫ
,
H ≡ 1
2i
(
F † − F
)
, G ≡ 1
2N
aN2N2✶S +
1
2
(
F † + F
)
,
dove F ≡ 1√
N
∑N2−1
i=1 aiN2Fi. Grazie alle definizioni date possiamo dire che la positivita` e
l’hermitianita` della matrice cij vengono acquisite dalla matrice aij . Dalla proprieta` di trace-
preserving (1.31), possiamo semplificare la struttura della (1.46):
TrS [LρS(τ)] = TrS
2GρS(τ) + N2−1∑
i,j=1
aijF
†
j FiρS(τ)
 = 0 ,
da cui:
G = −1
2
N2−1∑
i,j=1
aijF
†
j Fi . (1.47)
Utilizzando questo risultato nell’equazione (1.46), otteniamo la prima forma standard del gene-
ratore L della master equation:
LρS(τ) = −i[H, ρS(τ)] +
N2−1∑
i,j=1
aij
(
FiρS(τ)F
†
j −
1
2
{
F †j Fi, ρS(τ)
})
. (1.48)
Possiamo raggiungere una forma ancora piu` compatta per la master equation (1.48) diagonaliz-
zando la matrice positiva costituita dai coefficienti aij tramite una trasformazione unitaria:∑
jk
UijajkU
†
kl = diag (γ1, γ2, . . . , γN2−1) .
Se utilizziamo il nuovo set di operatori Ai tali che Fi =
∑N2−1
j=1 UjiAj , si ottiene la forma
diagonale per la master equation introdotta con l’equazione (1.45). Questa e` la versione piu`
compatta e generale del generatore della master equation data dall’evoluzione di una mappa
dinamica che genera un semigruppo. Per costruzione l’operatore H che compare in essa e`
hermitiano ed e` il termine di L responsabile per la componente unitaria dell’evoluzione del
sistema aperto. Gli operatori Ai sono invece responsabili della parte dissipativa, non unitaria,
della dinamica indotta da L. La positivita` di aij implica la non-negativita` degli autovalori γi.
Questo fatto discende direttamente dalla positivita` di cij e vale per ogni dinamica generata da
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un semigruppo. Gli autovalori di questa forma diagonale hanno la dimensione dell’inverso di un
tempo e, per questa ragione, li chiameremo spesso rate di decadimento (o semplicemente rate) e,
come vedremo, sono legati ai tempi caratteristici dell’interazione tra il sistema aperto ed il suo
ambiente E. Nel 1976 Gorini, Kossakowki amd Sudarshan, contemporaneamente a Lindblad,
dimostrarono che l’espressione dell’equazione (1.45) rappresentava la piu` generale forma per un
generatore L limitato. La master equation risultate viene spesso scritta nella forma:
d
dt
ρS(t) = −i[H, ρS(t)] +D(ρS(t)) , (1.49)
dove D e` la componente disspipativa di L, ossia:
D(ρS(τ)) =
N2−1∑
i=1
γi
(
AiρS(τ)A
†
i −
1
2
{
A†iAi, ρS(τ)
})
, (1.50)
Facciamo notare che la master equation e` invariante rispetto alle seguenti trasformazioni:
a)
√
λiAi −→
√
γ′iA
′
i =
∑
j
Vij
√
γjAj , (1.51)
b)
{
Ai −→ A′i = Ai + ai
H −→ H ′ = H + 12i
∑
j γj(a
∗
jAj − ajA†j) + b
, (1.52)
dove Vij e` una matrice unitaria, aj sono delle costanti complesse e b e` una costante reale. Le
invarianze a) e b) ci mostrano che, dato un generatore L, la scelta dell’operatore hamiltoniano,
degli operatori di Lindblad e dei rate non e` univoca. La trasformazione b) ci garantisce che
possiamo sempre trovare un set A′i di operatori a traccia nulla.
E’ chiaro che il teorema di Lindblad va considerato come un teorema “matematico” che
associa alle mappe dinamiche Φ(t, t0) con delle precise proprieta` strutturali una precisa forma
a cui puo` essere ricondotta la master equation ddtρS(t) = LρS(t). Questo discorso non ha preso
in considerazione quali possano essere le condizioni fisiche sulle interazioni tra S ed E per la
quale si verificano le richieste fatte dal teorema di Lindblad sulla mappa dinamica: un’analisi di
questo tipo verra` affrontata nella prossima sezione.
Concludiamo la presentazione del teorema di Lindblad facendo notare che questo si applica
anche in un contesto piu` generale. In effetti l’intera derivazione presentata nei paragrafi prece-
denti puo` essere riprodotta anche nel caso di mappe dinamiche divisibili che non necessariamente
formano un semigruppo [4]. L’unica differenza sostanziale e` il fatto che per esse il generatore
Lindbladiano assume un’esplicita dipendenza dal tempo pur mantenendo la struttura formale
vista con l’equazione (1.45): l’operatore H, gli operatori di Lindblad Ak e i rate γk sono in
generale dipendenti dal tempo.
1.4.3 Derivazione microscopica della master equation e dinamiche divisibili
L’equazione di Lindblad si puo` ottenere utilizzando una trattazione microscopica dove a livello
della dinamica hamiltoniana di accoppiamento tra S ed E si discutono le varie approssimazioni
che contraddistinguono i sistemi fisici per la quale si ritrova una master equation di questa forma.
In quel che segue non effettueremo l’intera dimostrazione che porta alla forma diagonale (1.45),
discuteremo tuttavia le varie approssimazioni che sottintendono tale deriazione.
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Approssimazione di Born: L’approssimazione di Born e` composta da due ipotesi. La prima
e` l’approssimazione di accoppiamento debole che richiede che l’interazione tra sistema aperto ed
ambiente non sia in grado di cambiare in maniera apprezzabile l’ambiente durante il progredire
dell’evoluzione. Questa ipotesi ci garantisce che l’ambiente si presenta al sistema aperto sempre
nella stesso modo, ed e` quindi una base concreta per ottenere una dinamica con un carattere
memoryless. Dato che in questo scenario la matrice densita` dell’ambiente non dovrebbe cambiare
in maniera apprezzabile, nell’approssimazione di Born si include l’ipotesi che la matrice del
sistema completo, per ogni tempo t, si possa scrivere come:
ρ(t) ≃ ρS(t)⊗ ρE . (1.53)
Approssimazione di Markov : L’approssimazione di Markov assume l’esistenza di un tempo
caratteristico di evoluzione τE delle funzioni di correlazione dell’ambiente molto piu` breve del
tempo τR caratteristico di evoluzione del sistema aperto: τE ≪ τR. Questa approssimazione
permette all’ambiente di riportarsi in tempi molto brevi nelle condizione che aveva inizialmente
rendendo locale rispetto al tempo la master equation.
Approssimazione di onda rotante: Questa terza approssimazione ha un effetto specifico nella
forma finale della master equation e si applica quando l’hamiltoniana del sistema aperto HS ha
un tempo τS caratteristico molto piu` breve di quello di rilassamento del sistema: τS ≪ τR.
Per ottenere la forma diagonale di Lindblad si utilizza la rappresentazione di interazione
partendo dall’equazione differenziale (1.29), dove al secondo membro si sostituisce la matrice
densita` del sistema aperto con la soluzione formale di questa stessa equazione:
d
dt
ρS(t) = −
∫ t
0
dsTrE [HI(t), [HI(s), ρ(s)]] , (1.54)
dove ρ(s) e` la matrice densita` del sistema completo e si e` assunto TrE [HI(t), ρ(0)] = 0. L’ap-
prossimazione di Born ci permette di usare la relazione approssimata (1.53), mentre con l’ap-
prossimazione di Markov effettuiamo la sostituzione ρS(s) → ρS(t) dentro l’integrale, cos`ı da
ottenere l’equazione di Redfield :
d
dt
ρS(t) ≃ −
∫ t
0
dsTrE [HI(t), [HI(s), ρS(t)⊗ ρE ]] . (1.55)
Il primo risultato che riconosciamo in questa equazione e` che la dinamica della matrice densita`
del sistema aperto dipende solamente da come si presenta al tempo t, ma effettivamente la forma
ottenuta mostra che ancora si ha una dipendenza dalla storia specifica che la matrice densita` ha
avuto. Siccome la forma piu` generale per l’hamiltoniana di interazione assume la forma:
HI =
∑
k
Ak ⊗Bk ,
con Ak e Bk operatori hermitiani
3, nella (1.55) ci saranno delle funzioni di correlazione dell’am-
biente della forma: ckk′(t, t
′) = 〈B†k(t)Bk′(t′)〉 = 〈B†k(t)Bk′(t − s)〉 ≡ TrE
[
B†k(t)Bk′(t− s)ρE
]
.
Queste funzioni decadono con tempi caratteristici τE e se abbiamo τE ≪ τR possiamo sostituire
nell’integrale s con t− s e mandare a infinito l’estremo superiore dell’integrale:
d
dt
ρS(t) = −
∫ ∞
0
dsTrE [HI(t), [HI(t− s), ρS(t)⊗ ρE ]] . (1.56)
3L’assunzione che TrE [HI(t), ρ(0)] = 0 si puo` ottenere grazie ad una scelta intelligente degli operatori Bk.
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Per procedere all’approssimazione di onda rotante si utilizza la seguente scomposizione per gli
operatori Ak. Sia P (e) il proiettore sull’autospazio relativo all’autovalore e dell’hamiltoniana
HS che si assume ad autovalori discreti, si effettua la scomposizione Ak =
∑
ω Ak(ω), dove
Ak(ω) =
∑
ω=e−e′ P (e)AkP (e
′). Con un poco di algebra [2] si riconosce facilmente che:
HI(t) =
∑
k,ω
e−iωtAk(ω)⊗Bk(ω) =
∑
k,ω
eiωtA†k(ω)⊗B†k(ω) , con Bk(t) = eiHEtBke−iHBt .
Dall’ipotesi TrE [HI(t), ρ(0)] = 0 segue che 〈Bk(t)〉 = TrE [Bk(t)ρE ] = 0. Unendo i risultati sin
qui ottenuti arriviamo ad una forma che inizia a ricordare la forma del generatore ricercato:
d
dt
ρS(t) =
∑
ω,ω′
∑
k,k′
ei(ω
′−ω)tΓkk′(ω)
(
Ak′(ω)ρS(t)A
†
k(ω
′)−A†k(ω′)Ak′(ω)ρS(t)
)
+ h.c. , (1.57)
dove “h.c.” indica l’hermitiano coniugato della quantita` precedente e Γkk′(ω) e` la trasformazione
di Fourier, valutata solo per t ≥ 0, della funzione di correlazione dell’ambiente 〈B†k(t)Bk′(t−s)〉,
cioe`:
Γkk′(ω) ≡
∫ ∞
0
ds eiωs〈B†k(t)Bk′(t− s)〉 . (1.58)
Se ρE e` uno stato stazionario allora si avra` [HE , ρE ] = 0 e la funzione di correlazione sara`
anch’essa stazionaria nel tempo. Per questo motivo possiamo sostituire, dentro la funzione di
correlazione, il tempo s con qualsiasi altro tempo. Prendendo s = t si avrebbe 〈B†k(t)Bk′(t−s)〉 =
〈B†k(s)Bk′(0)〉 e abbiamo dimostrato che Γkk′(ω) non dipende dal tempo t.
Prendiamo il valore tipico dell’inverso della frequenza ottenuto da |ω − ω′|−1 e lo associamo
al tempo caratteristico della dinamica del sistema: τS ∼ |ω − ω′|−1. Se questo tempo e` molto
piu` grande del tempo di rilassamento del sistema aperto avremo che nella durata del tempo di
rilassamento vi saranno varie oscillazioni date dai termini oscillanti in (1.57). Per questo motivo
possiamo eliminare tutti i termini con ω 6= ω′ e arrivare alla forma:
d
dt
ρS(t) =
∑
ω
∑
k,k′
Γkk′(ω)
(
Ak′(ω)ρS(t)A
†
k(ω
′)−A†k(ω′)Ak′(ω)ρS(t)
)
+ h.c. . (1.59)
Si scompone la trasformata di Fourier delle funzioni di correlazione dell’ambiente tramite la
relazione: Γkk′(ω) =
1
2γkk′(ω) + iSkk′(ω), dove:
Skk′(ω) ≡ 1
2i
(Γkk′(ω)− Γ∗k′k(ω)) ,
γkk′(ω) ≡ Γkk′(ω) + Γ∗k′k(ω) .
Si dimostra che la matrice γkk′(ω) e` definita positiva [2]. Possiamo quindi scrivere:
d
dt
ρS(t) = −i[HLS , ρS(t)] +D(ρS(t)) ,
dove HLS =
∑
ω
∑
kk′ Skk′(ω)A
†
k(ω)Ak′(ω) e` un operatore hermitiano che commuta con HS
e viene chiamata hamiltoniana di Lamb shift. L’operatore D(ρS(t)) ha la stessa forma del
dissipatore (1.50) (dove l’unica differenza e` la somma sulle differenze energetiche date da ω):
D(ρS(t)) =
∑
ω
∑
kk′
γkk′(ω)
(
Ak′(ω)ρS(t)A
†
k(ω)−
1
2
{
A†k(ω)Ak′(ω), ρS(t)
})
. (1.60)
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Cerchiamo di capire intuitivamente cosa accade se eliminiamo l’approssimazione di Markov.
Questa approssimazione, che vale per τE ≪ τR ci ha permesso di effettuare varie modifiche alla
(1.54). Un grande aiuto che ci ha dato per l’esecuzione dei calcoli che hanno portato alla forma
finale della master equation e` stato quello di poter estendere l’integrale per t → ∞. Se non ef-
fettuiamo questa approssimazione sull’estremo superiore dell’integrale che compare nella (1.58)
abbiamo t e di conseguenza la trasformata di Fourier della funzione di correlazione dell’ambiente
diventa una grandezza dipendente dal tempo Γkk′(ω, t). Se si procede analogamente a quanto
fatto prima si ha: Γkk′(ω, t) =
1
2γkk′(ω, t) + iSkk′(ω, t). Come conseguenza, dalla diagonalizza-
zione di γkk′(ω, t), compaiono dei rate γk(ω, t) dipendenti dal tempo. Analogamente, per quanto
riguarda gli operatori Ak(ω), senza l’approssimazione di Markov abbiamo dei termini oscillanti
residui che l’approssimazione di onda rotante non si puo` eliminare. In questo modo gli operatori
di Lindblad diventano dipendenti dal tempo. La master equation di una dinamica di questo tipo
sara` descritta dalla master equation in cui il generatore di Lindblad Lt e` dipendente dal tempo:
LtρS(t) = −i [H(t), ρS(t)] +
N2−1∑
i=1
γi(t)
(
Ai(t)ρS(t)A
†
i (t)−
1
2
{
A†i (t)Ai(t), ρS(t)
})
, (1.61)
dove eventualmente puo` comparire una somma su ω analoga a quella che compare nella (1.60).
Una master equation di questo tipo garantisce un’evoluzione divisibile se i rate derivanti dalla
diagonalizzazione sono positivi per ogni tempo [4]. In questa sezione abbiamo mostrato che
(1.61) e` una forma a cui e` associata una dinamica in cui si rinuncia all’approssimazione di
Markov, ma si puo` dimostrare [7] che ogni dinamica divisibile ammette una master equation
riconducibile alla forma (1.61) e che la mappa dinamica si scrive:
Φ(t, t0) = T exp
[∫ t
t0
dt′ Lt′
]
. (1.62)
Riassumendo i risultati sin qui ottenuti, possiamo dire che una dinamica Markoviana puo`
generare o no un semigruppo di trasformazioni. Se per un sistema aperto cui si puo` effettuare
l’approssimazione di Born, l’approssimazione di Markov e l’approssimazione di onda rotante, si
puo` rappresentare da un semigruppo di trasformazioni la cui master equation e` rappresentata
dalla forma diagonale definita dalla (1.45). Nel caso in cui si deve rinunciare all’approssimazio-
ne di Markov si ha una dinamica che non puo` essere piu` rappresentata da un semigruppo di
trasformazioni, ma rimane divisibile fintanto che i rate γi(t) rimangono positivi. Nel caso in cui
questa postivita` viene a mancare, cade anche la proprieta` di divisibilita` per la mappa Φ(t, t0)
e diremo che la dinamica passa da un carattere Markoviana ad un carattere non-Markoviano.
In questo senso si riconosce nella divisibilita` della mappa di evoluzione la sua Markovianita` e la
non-divisibilita` diventa il principale carattere di un’evoluzione non-Markoviana.
1.5 Mappe dinamiche Markoviane e non-Markoviane
In questo capitolo abbiamo visto le proprieta` delle mappe dinamiche che definiscono l’evoluzione
di sistemi aperti e le proprieta` che contraddistinguono una dinamica Markoviana da una non-
Markoviana. Mentre il primo tipo di mappe e` contraddistinto da un’evoluzione che gode della
proprieta` di semigruppo (1.40) o della divisibilita` (1.43), il secondo tipo di mappe non gode
di nessuna di queste proprieta`. In molti casi di interesse accade che il generatore della master
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equation che definisce l’evoluzione temporale della matrice densita` ρS(t) del sistema aperto
studiato puo` esser posto nella forma di Lindblad (1.61), dove i rate γi(t) sono delle quantita` reali
dipendenti dal tempo. Questa forma si ottiene solamente se vengono soddisfatte le condizioni
fisiche descritte nella Sezione 1.4.3 o se la mappa dinamica gode almeno della proprieta` di
divisibilita`. Nel caso di dinamiche non-Markoviane in generale non e` possibile scrivere una
master equation in questa forma. Nel seguito studieremo alcuni casi di interesse in cui anche
per dinamiche non-Markoviane si ha una master equation in questa forma, dove pero` i rate γi(t)
non sono necessariamente positivi.
Riassumiamo il criterio per distinguere una dinamica Markoviana da una non-Markoviana:
presa una dinamica indotta da una master equation che si puo` porre in forma di Lindblad, se i
rate che compaiono sono contemporaneamente positivi ad ogni istante dell’evoluzione allora la
mappa e` divisibile e di conseguenza Markoviana. Invece, nel caso in cui uno o piu` rate assumono
valori negativi in uno o piu` intervalli temporali, la proprieta` di divisibilita` e la conseguente
Markovianita` sono compromesse e parleremo di dinamica non-Markoviana.
Dato che la master equation in forma di Lindblad e` invariante sotto le trasformazioni (1.51) e
(1.52) e` chiaro che questo criterio bisogna considerarlo rispetto a tutte le possibili scomposizioni
della master equation. Data una prima scomposizione in cui si fa uso dei rate γi(t) e degli
operatori di Lindblad Ai(t), abbiamo una mappa che possiamo considerare non-Markoviana
solamente se per ogni altra scomposizione {γ′i(t), A′i(t)} che si puo` ottenere tramite le leggi di
invarianza (1.51) e (1.52) si ha sempre almeno un intervallo temporale in cui almeno uno dei
rate assume valori negativi.
Capitolo 2
Misure di non-Markovianita`
In questo capitolo vogliamo analizzare il confine tra dinamiche Markoviane e dinamiche non-
Markoviane, studiandone le proprieta` fondamentali. Per quanto riguarda le mappe Markoviane,
e` fondamentale il concetto di ambiente memoryless, anche detto puramente dissipativo. Le
coerenze e l’informazione racchiusa nel sistema aperto che vengono cedute all’ambiente non ri-
tornano mai nel sistema e l’ambiente appare senza memoria, cioe` sempre uguale ad ogni istante.
In questo modo si ha un progressivo ed inesorabile degrado dell’informazione contenuta nella
matrice densita` del sistema aperto che collassa in stati stazionari che non hanno traccia dell’in-
formazione iniziale. Sistemi caratterizzati da questa evoluzione sono comuni e i modelli studiati
di questo tipo sono innumerevoli. Vogliamo precisare che quando parliamo di informazione con-
tenuta nel sistema quantistico aperto, intendiamo il calcolo della distanza traccia, della mutua
informazione (vedi Capitolo 1) o di qualche altra funzione che quantifica le correlazioni del si-
stema aperto. Prendendo il concetto di evoluzione memoryless delle dinamiche Markoviane, le
mappe non-Markoviane presentano un comportamento opposto. Si riscontrano piu` intervalli
temporali in cui il sistema aperto recupera parte dell’informazione precedentemente perduta.
Data una mappa dinamica ΦNM (t, t0), il cui carattere non-Markoviano e` accertato, sarebbe
molto utile riuscire a dare una misura di non-Markovianita` per tentare di quantificare quanto
sono evidenti, e quindi sfruttabili come risorsa, i fenomeni in cui il sistema aperto recupera
informazione.
La non-Markovianita` offre una fenomenologia piuttosto variegata ed ogni misura prende in
considerazione una caratteristica differente. La misura NRHP , che vedremo nella Sezione 2.1,
studia se sussiste la completa positivita` della mappa dinamica intermedia. Infatti, nella Sezione
1.4, abbiamo identificato questa proprieta` con la divisibilita` della mappa dinamica e quindi con
la sua Markovianita`.
Nella Sezione 2.2 sfrutteremo la distanza traccia (1.9) calcolata tra due sistemi aperti che
vanno incontro alla stessa dinamica. Ricordandoci che nella Sezione 1.3.1 abbiamo visto che
nel caso di dinamiche Markoviane questa quantita` deve contrarsi, la misura NBLP quantifica la
possibile violazione di questa proprieta`. Questa e` una misura impegnativa da calcolare a livello
computazionalmente dato che richiede una massimizzazione su uno spazio vasto, ma offre una
chiara interpretazione fisica.
Un altro fenomeno, introdotto nella Sezione 1.3.1, che deriva dal generale comportamento
contrattivo delle mappe dinamiche CPTP, e` quello relativo all’evoluzione della mutua informa-
zione calcolata tra due sistemi che vanno incontro alla stessa dinamica e abbiamo sintetizzato
nella disequazione (1.35). Se la mappa dinamica Φ(t, t0) e` Markoviana, per quanto visto nella
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Sezione 1.4.1, deve accadere che la mappa dinamica intermedia Φ(t, t′), per ogni t′ > t0, sia
CPTP. Di conseguenza, anche per la mappa intermedia Φ(t, t′), deve valere la disugualianza
(1.35), dove si sostituisce a t0 un qualsiasi tempo intermedio t
′. La misura di non-Markovianita`
che introdurremo nella Sezione 2.3 quantifica le deviazioni da questo comportamento. Nel campo
dell’informazione quantistica e` probabilmente la misura piu` interessante da analizzare siccome
quantifica l’evolversi del totale delle correlazioni presenti nel sistema bipartito composto dal
sistema aperto ed un particolare spazio ancillare.
La misura di Lorenzo-Plastina-Paternostro che vedremo nella Sezione 2.4 analizza da un
punto di vista geometrico il limite tra le dinamiche Markoviane e quelle non-Markoviane. Intro-
durremo una notazione vettoriale che sostituisce quella delle matrici densita` e, analogamente alle
condizioni di fisicita` (1.6) per le matrici densita`, avremo degli spazi di fisicita` per questi vettori.
Come conseguenza della contrattivita` delle mappe dinamiche Markoviane, il volume di questi
spazi deve contrarsi monotonamente nel tempo. La misura NV quantifica la non-Markovianita`
dei processi dinamici che non presentano il comportamento descritto.
In quel che segue studieremo delle mappe dinamiche definite da una master equation il
cui generatore Lt e` della forma (1.45), dove i rate γk(t) sono dipendenti dal tempo1, ma non
necessariamente positivi. Utilizzando questa struttura includiamo nello studio tutte le dinamiche
Markoviane e parte di quelle non-Markoviane dato che, come osservato nella Sezione 1.4, non
tutte possono esser poste in questa forma.
2.1 Misura di Rivas-Huelga-Plenio
In questa sezione parliamo della misura di non-Markovianita` introdotta da A. Rivas, S. F. Huelga
e M. B. Plenio [7]. Nel caso in cui uno o piu` rate γi(t) della (1.45) assumono valori negativi in
uno o piu` intervalli temporali, la mappa dinamica Φ(t, t0) avra` delle scomposizioni Φ(t, t0) =
Φ(t, t′) · Φ(t′, t0) in cui la mappa dinamica intermedia Φ(t, t′) non e` CPTP per ogni tempo t′
intermedio. Invece, nel caso in cui si ha la divisibilita` della mappa dinamica, la Markovianita`
della dinamica e` assicurata. Verifichiamo se la proprieta` CP, data dalla (1.32), viene rispettata
dalla mappa intermedia. Consideriamo un sistema quantistico ancillare A definito in uno spazio
a dimensione arbitraria e prendiamo lo stato puro |Ω〉〈Ω|, dove |Ω〉 e` uno stato massimamente
entangled (vedi Sezione 1.1.3) tra il sistema aperto S ed A. Se la mappa dinamica intermedia
Φ(t, t− ǫ) e` CPTP, dev’essere rispettata la disugualianza:
(Φ(t, t− ǫ)⊗ IA) |Ω〉〈Ω| ≥ 0 , (2.1)
dove IA agisce come il superoperatore identico sulle matrici densita` definite sullo spazio ancillare.
Definiamo la funzione:
fNCP (t, t− ǫ) = || (Φ(t, t− ǫ)⊗ IA) |Ω〉〈Ω| ||1 . (2.2)
Se Φ(t, t − ǫ) e` CP, si dimostra [14] che fNCP (t, t − ǫ) = 1, altrimenti, se la proprieta` di (2.1)
non viene rispettata, avremo fNCP (t, t − ǫ) > 1. Per definire una misura di non-Markovianita`
dell’intera dinamica, definiamo la funzione:
g(t) = lim
ǫ→0+
fNCP (t, t− ǫ)− 1
ǫ
, (2.3)
1In linea di principio la piu` generale master equation descrivente un’evoluzione Markoviana ha gli operatori di
Lindblad Ak(t) e un hamiltoniana H(t) dipendenti dal tempo, ma non ci interesseremo di questi casi.
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che e` nulla nel caso in cui Φ(t, t − ǫ) e` CP, altrimenti e` positiva. Possiamo definire NRHP ≡
IRHP
1+IRHP
∈ [0, 1] come misura di non-Markovianita` per la dinamica generata da Φ(t, t0), dove:
IRHP ≡
∫ ∞
t0
dt g(t) . (2.4)
La mappa dinamica Φ(t, t − ǫ) e` indispensabile per determinare NRHP . Per ottenerla dob-
biamo applicare Φ−1(t − ǫ, t0) a Φ(t, t0). Non e` detto che per ogni dinamica e per ogni tempo
intermedio sia possibile effettuare questa inversione. Dato che Φ(t0 + τ, t0) → IS per τ → 0,
mentre piccoli valori di τ questa inversione si puo` sempre fare, ma per valori grandi di τ si
potrebbe dover utilizzare qualche tecnica sofisticata [8]. E’ pur vero che se abbiamo una master
equation della forma ddtρS(t) = LtρS(t), dove Lt genera una dinamica non-Markoviana, allora la
soluzione formale per Φ(t, t− ǫ) e`:
lim
ǫ→0+
Φ(t, t− ǫ) = eLt−ǫǫ . (2.5)
In questo modo possiamo riscrivere la (2.3) come:
g(t) = lim
ǫ→0+
|| (eLt−ǫǫ ⊗ IA) |Ω〉〈Ω| ||1 − 1
ǫ
=
|| (ISA + (Lt−ǫ ⊗ IA) ǫ) |Ω〉〈Ω| ||1 − 1
ǫ
.
Prendiamo come esempio il caso della master equation in forma di Lindblad (1.45) di un canale
che studieremo in dettaglio nel Capitolo 3: l’amplitude damping channel. Questa master equation
e` caratterizzata dall’operatore di Lindblad coincidente con la matrice di Pauli σz e da una
hamiltoniana nulla:
d
dt
ρS(t) = γ(t) (σzρS(t)σz − ρS(t)) .
Si dimostra [7] che g(t) = 0 se γ(t) ≥ 0, mentre g(t) = −2γ(t) se γ(t) < 0. Di conseguenza
l’equazione (2.4) assume la forma:
IRHP = −2
∫
γ(t)<0
dt γ(t) .
Due caratteristiche lodevoli di questa misura di non-Markovianita` sono la capacita` di indi-
viduare con una misura positiva qualsiasi evoluzione non divisibile e la possibilita` di svolgere
questo compito senza il bisogno di effettuare processi di ottimizzazione complicati che invece ve-
dremo nelle prossime misure di cui parleremo. Nonostante la costruzione matematica di questa
misura sia chiara, la sua interpretazione fisica non lo e` altrettanto.
2.2 Misura di Breuer-Laine-Piilo
La misura di non-Markovianita` di cui parliamo in questa sezione presenta un’interpretazione
fisica molto piu` intuitiva ed e` stata introdotta da H.-P. Breuer, E.-M. Laine e J. Piilo [9]. L’idea
fondamentale su cui si basa questa misura e` il fatto che, presi due stati soggetti alla stessa
evoluzione Markoviana, la loro distinguibilita` decresce monotonamente nel tempo. Con la di-
sugualianza (1.44) abbiamo anticipato che per le dinamiche Markoviane la distinguibilita` non
deve diminuire solamente se si considera l’intervallo temporale compreso tra il tempo iniziale t0 e
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quello finale t, il che indicherebbe solamente la natura CPTP della mappa dinamica, ma deve di-
minuire anche se consideriamo la dinamica a partire da un qualsiasi tempo intermedio t′ ∈ (t0, t).
Invece, per dinamiche non-Markoviane, la distinguibilita` tra due stati puo` aumentare in uno o
piu` intervalli temporali Ii, detti di non-Markovianita`. Una diminuizione di distinguibilita` tra
stati lo interpretiamo come un flusso di informazione che va dal sistema aperto (uno dei due che
consideriamo in D(ρS,1(t), ρS,2(t))) all’ambiente in cui e` immerso. Nel momento in cui verifi-
chiamo un aumento della distinguibilita` possiamo dire che il flusso di informazione ha invertito
direzione e di conseguenza lo stato aperto riacquista parte dell’informazione precedentemente
persa nell’ambiente.
Riprendiamo il tema della contrattivita` delle mappe CPTP iniziato nella Sezione 1.3. Tra-
mite l’equazione (1.9) abbiamo verifcato la diminuizione della distinguibilita` tra due stati che
evolvono sotto la stessa dinamica dal tempo iniziale t0 al tempo finale t. Questa proprieta` di-
scende direttamente dalla proprieta` CPTP del superoperatore di evoluzione Φ(t, t0). Una mappa
Markoviana e` sempre divisibile e, se scomposta rispetto al tempo intermedio t′ come nell’equa-
zione (1.43), ci permette di riconoscere in qulasiasi mappa intermedia Φ(t, t′) una mappa CPTP
a cui possiamo associare la stessa contrattivita`. Quindi, nel caso di dinamiche Markoviane, per
ogni t e t′ tali che t > t′ > t0, deve valere la generalizzazione (1.44) della disugualianza (1.33).
Possiamo sfruttare questa analisi per definire una misura di non-Markovianita`. Definiamo
la derivata temporale della distanza traccia:
σ(t, ρS,1(t0), ρS,2(t0)) ≡ d
dt
D(ρS,1(t), ρS,2(t)) . (2.6)
Se la quantita` σ (t, ρS,1(t0), ρS,2(t0)) diventa temporaneamente postiva, possiamo dire di avere
una mappa Φ(t, t0) non-Markoviana perche´ si ha un temporaneo aumento della distinguibilita`.
Questo porta immediatamente alla definiizone della misura di non-Markovianita` NBLP tramite
una massimizzazione sulle possibili coppie di stati iniziali ρS,1(t0) e ρS,2(t0):
NBLP ≡ max{ρS,1(t0),ρS,2(t0)}
∫
σ>0
dt σ(t, ρS,1(t0), ρS,2(t0)) . (2.7)
Definiamo con Ii ≡ (t(iniz)i , t(fin)i ) gli intervalli temporali di non-Markovianita` in cui e` positva
la funzione σ(t, ρS,1(t0), ρS,2(t0)) e assumiamo che sia una funzione continua del tempo. Per
quanto detto sin’ora e` chiaro che se esiste almeno uno di questi intervalli temporali, la mappa
dinamica non puo` essere considerata Markoviana. Infatti, definito l’insieme I ≡ ⋃i Ii, non si
puo` ottenere una mapa dinamica intermedia Φ(t, t′) che sia CPTP se t′ ∈ I.
Determinati gli insiemi Ii, possiamo scrivere la misura di non-Markovianita` in una forma piu`
semplice. Se definiamo
∆i(ρS,1, ρS,2) ≡ D
(
ρS,1(t
(fin)
i ), ρS,2(t
(fin)
i )
)
−D
(
ρS,1(t
(iniz)
i ), ρS,2(t
(iniz)
i )
)
,
possiamo scrivere:
NBLP = max
ρS,1,ρS,2
∑
i
∆i(ρS,1, ρS,2) . (2.8)
Un difetto di questa misura e` che esistono dei processi che possono essere considerati non-
Markoviani che non vengono individuati da questa misura [14].
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2.3 Misura di Luo-Fu-Song
S. Luo, S. Fu, S e H. Song hanno introdotto [18] la misura di non-Markovianita` di cui parleremo
in questa sezione. Questa si basa sull’evoluzione della mutua informazione, introdotta nella
Sezione 1.3, calcolata tra il sistema aperto che evolve sotto l’azione di una mappa dinamica e un
sistema ancillare A. Prendiamo il caso di una mappa dinamica Markoviana Φ(t, t0) che agisce
sul sistema aperto. Dalla divisibilita` (1.43) dell’evoluzione Markoviana, segue immediatamente
che:
I(ρSA(t)) = I((Φ(t, t
′) · Φ(t′, t0))⊗ IA ρSA(t0)) = I((Φ(t, t′)⊗ IA)ρSA(t′)) ≤ I(ρSA(t′)) , (2.9)
dove, nell’ultimo passaggio, t′ sostituisce il ruolo che t0 aveva nell’equazione (1.35). Come ave-
vamo preannunciato, dalla divisibilita` della mappa Φ(t, t0) segue una I(ρSA(t)) monotonamente
decrescente nel tempo. Viceversa, una mappa dinamica e` non-Markvoviana se v`ıola la disequa-
zione (2.9) per qualche valore di t e t′ tali che t > t′ > t0. Utilizziamo la derivata temporale
delle correlazioni:
σLFS(t, ρSA(t0)) ≡ d
dt
I(ρSA(t)) ,
per definire la misura di non-Markovianita`:
NLFS = sup
ρSA(t0)
∫
σ>0
dt σLFS(t, ρSA(t0)) . (2.10)
Determinare l’estremo superiore di questo integrale molto impegnativo: infatti non solo bisogna
massimizzare su tutti i possibili stati iniziali ρSA(t0), ma anche sulle possibili scelte dello spazio
ancillare HA.
Una variante della misura (2.10) che semplifica notevolmente lo scenario, fissa come spazio
ancillare lo spazio HS e prende come stato iniziale lo stato puro ρSA(t0) ≡ |Ψ〉〈Ψ|, dove |Ψ〉 e`
uno stato massimamente entanglato in HS ⊗HS . In questo modo si ottiene:
N ′LFS =
∫
σ>0
dt σLFS(t, |Ψ〉〈Ψ|) , (2.11)
che spesso e` indipendente dal particolare stato |Ψ〉 scelto. L’equazione (2.11) riduce notevolmente
il lavoro computazionale richiesto per ottenere il valore della misura, ma ne limita la generalita`.
Procediamo analogamente alla sezione precedente: se Ii ≡ (t(iniz)i , t(fin)i ) sono gli intervalli
temporali di non-Markovianita` per cui σLFS(t, ρSA(t0)) > 0, possiamo riscrive la misura di
non-Markovianita` come:
NLFS = sup
ρSA(t0)
∑
i
∆i(ρSA(t0)) , dove ∆i(ρSA(t0)) ≡ I
(
ρSA(t
(fin)
i )
)
−I
(
ρSA(t
(iniz)
i )
)
. (2.12)
Esistono delle misure che analizzano delle quantita` analoghe a I(ρSA(t)). In [13] si evidenzia
che, nel caso di una dinamica divisibile, se studiamo l’informazione classica che attraversa un
canale quantistico nel caso in cui gli utenti che condividono il canale possono far uso di una
quantita` illimitata di entanglement, la capacita` del canale (assistita dall’entaglement), detta
Cea(Φ(t, t0)), e` una funzione che decresce monotonamente nel tempo. Per catturare la violazione
da questo comportamento si introduce una misura NC che viene definita in maniera analoga a
NLFS . Una seconda misura introdotta nello stesso lavoro, chiamata NQ, verifica la decrescenza
monotona della capacita` quantistica Q che si riscontra nelle dinamiche Markoviane.
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2.4 Misura di Lorenzo-Plastina-Paternostro
Nel lavoro [11] di S. Lorenzo, F. Plastina e M. Paternostro si studia e si quantifica la non-
Markovianita` delle mappe dinamiche adottando un approccio geometrico. Per un sistema quan-
tistico dove lo spazio di Hilbert del sistema aperto e` N -dimensionale, abbiamo una possibile
rappresentazione delle matrici densita` che fa uso dei vettori di Bloch ~r ≡ (r0, r). L’idea che
sta dietro la definizione di questi vettori e` che ogni matrice densita` si puo` proiettare sull’insie-
me degli N2 operatori costituiti dal multiplo dell’identita` G0 = ✶/
√
N e dai generatori {Gi},
con i = 1, . . . , N2 − 1, del gruppo SU(N) degli operatori a traccia nulla, hermitiani e tali che
Tr [GiGj ] = δij . La proiezione di una generica matrice densita` ρ rispetto agli operatori (G0, {Gi})
assume la forma:
ρ =
N2−1∑
α=0
Tr [ρGα]Gα ≡
N2−1∑
α=0
rαGα . (2.13)
Notiamo che il vettore di Bloch ~r ha solamente N2 − 1 componenti indipendenti. Infatti, per
avere Tr [ρ] = 1, abbiamo r0 = 1/
√
N e il rappresentante vettoriale di ρ assume la forma
~r = (1/
√
N, r). Per questo motivo possiamo usare il termine “vettore di Bloch” anche per
il vettore r a N2 − 1 componenti. Le altre condizioni di fisicita` della matrice densita` (1.6)
limitano lo spazio dei vettori di Bloch ad uno spazio BN matematicamente ben definito [12] che
chiamiamo spazio di Bloch di ordine N . Nel caso N = 2 gli operatori Gi sono le matrici di Pauli
e lo spazio di fisicita` per i vettori di Bloch r e` una sfera di raggio unitario, detta anche sfera di
Bloch: B2 ≡ {r ∈ ❘3|
∑3
i=1 r
2
i ≤ 1}.
Vediamo come si scrive la relazione di evoluzione temporale (1.30) se la riportiamo nella
notazione di questa nuova rappresentazione. Poniamo la matrice densita` del sistema aperto al
tempo iniziale nella forma data dalla proiezione (2.13) e analizziamo la sua evoluzione con la
mappa dinamica della quale vogliamo ottenere una misura di non-Markovianita`:
Φ(t, t0)ρS(t0) =
∑
α
Tr [(Φ(t, t0)ρS(t0))Gα]Gα =
∑
αβ
Tr [Gα (Φ(t, t0)rβ(t0)Gβ)]Gα ≡
∑
α
rα(t)Gα ,
dove abbiamo posto:
rα(t) =
∑
β
Tr [Gα (Φ(t, t0)rβ(t0)Gβ)] ≡
∑
β
Fαβ(t, t0) rβ(t0) .
Grazie alla definizione di Fαβ(t, t0) ≡ Tr [Gα (Φ(t, t0)Gβ)] possiamo scrivere l’evoluzione del
vettore di Bloch come: rα(t) =
∑
β Fαβ(t, t0)rβ(t0). Dalla condizione r0(t) = 1/
√
N , si ottiene:
F0β(t, t0) = δ0β . Utilizzando qβ(t, t0) ≡ Fβ0(t, t0) = (1,q (t, t0)), possiamo scrivere:
rα(t) =
∑
β
Fαβ(t, t0)rβ(t0) =
(
1 0
q(t, t0) A(t, t0)
)
·
(
1/
√
N
r(t0)
)
, (2.14)
da cui si esplicita la trasformazione affine che definisce l’evoluzione di r:
r(t) = A(t, t0) · r(t0) + q(t, t0)/
√
N . (2.15)
La matrice A(t, t0) a (N
2−1)× (N2−1) componenti reali si puo` scomporre nella forma:
A(t, t0) = O(1)(t, t0) ·D(t, t0) · O(2)(t, t0) , (2.16)
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dove le matrici O(i)(t, t0) sono matrici ortogonali e D(t, t0) e` una matrice diagonale semi-definita
positiva. Le matrici ortogonali O(i)(t, t0) rappresentano delle isometrie di rotazione con possibi-
le inversione, mentre la matrice diagonale D(t, t0) genera delle contrazioni proporzionali ai suoi
autovalori. Quindi, dall’equazione (2.16), segue che: detF = detA = detD. L’evoluzione tem-
porale di r(t0) la possiamo interpretare come una rotazione definita da O(2)(t, t0) a cui segue una
contrazione determinata dagli autovalori di D(t, t0) e una seconda rotazione O(1)(t, t0). Queste
trasformazioni omogenee sono accompagnate da una traslazione data dal vettore q(t, t0)/
√
N .
Un elemento di volume infinitesimo definito nello spazio BN lo possiamo rappresentare in
coordinate sferiche come: dVN = | det(∂ri/∂(R,φj))| dR dφ1dφ2 . . . dφN2−2, dove ri sono le com-
ponenti di r. Se evolviamo un volume infinitesimo dVN (t0) tramite l’equazione (2.15), si puo`
vedere che la sua misura varia tramite la relazione:
dVN (t) =
∣∣∣ detA(t, t0)∣∣∣ dVN (t0) . (2.17)
Al tempo t0 consideriamo l’intero spazio di Bloch BN e vediamo che volume occupa se viene
evoluto fino al tempo t: VN (t) =
∫
BN
dVN (t) = | detA(t, t0)|VN (t0). Quest’ultima equazione ci
suggerisce un’interpretazione di detA(t, t0) in cui questo fattore descrive la variazione in volume
degli stati accessibili ad un sistema quantistico aperto che evolve dal tempo t0 al tempo t. Per
una mappa Markoviana Φ(t, t0) che genera un semigruppo di trasformazioni, si hanno dei rate
postivi costanti e detA(t, t0) si contrae monotonamente [22] seguendo la relazione | detA(t, t0)| =
exp [−N(t− t0)
∑
i γi] . Anche nel caso di mappe divisibili si ha una conrazione monotona
del volume VN (t), mentre per le dinamiche non-Markoviane questo fenomeno puo` invertirsi.
Definiamo la grandezza:
σLPP (t) ≡ d
dt
∣∣∣ detA(t, t0)∣∣∣ = 1
VN (t0)
d
dt
VN (t) . (2.18)
Analogamente a quanto fatto nei precedenti paragrafi si introduce la misura di non-Markovianita`
NV che possiamo definire come:
NV ≡
∫
σLPP>0
dt σLPP (t) . (2.19)
Sia I =
⋃
i Ii l’unione degli intervalli temporali di non-Markovianita` in cui σLPP > 0. Possiamo
definire delle grandezze ∆i analoghe a quelle definite nelle scorse sezioni, che rappresentano gli
incrementi di VN (t) o |detA(t, t0)| negli interavalli temporali Ii. In questo modo, analogamente
alle precedenti misure (2.8) e (2.12), NV si scrive come la somma degli incrementi ∆i. Il concetto
fondamentale e` che, mentre nel caso Markoviano NV diminuisce monotonamente, nel caso non-
Markoviano possono rigenerarsi delle porzioni finite dello spazio degli stati accessibili, rendendo
NV positivo.
2.5 Struttura delle misure di non-Markovianita`
Per tutte le misure viste, a parte NRHP , si riesce a definire una quantita` la cui evoluzione
sotto una dinamica Markoviana, deve essere monotonamente decrescente nel tempo: la distanza
traccia D(ρS,1(t), ρS,2(t)), la mutua informazione I(ρSA(t)) e il volume VN (t). Per le evoluzioni
non-Markoviane le quantita` citate presentano delle variazioni positive ∆i che nelle evoluzioni
Markoviane non compaiono. La misura di non-Markovianita` si ottiene direttamente dalla somma
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N =
∑
i∆i. Si potrebbe quindi pensare che ognuno di questi comportamenti sia in realta` una
diversa faccia dello stesso fenomeno: la non-Markovianita` e che le diverse misure, di conseguenza,
siano connesse strettamente tra di loro. Invece si e` dimostrato [14] che gli andamenti delle
misure di non-Markovianita`, studiati in funzione dei parametri che definiscono la dinamica non-
Matkoviana, possono essere molto differenti tra loro. Per questo motivo si puo` dire che la non-
Markovianita` nasce con la non-divisibilita` della mappa, ma i fenomeni che vengono generati sono
da considerare indipendenti l’uno dall’altro e le misure, di conseguenza, quantificano peculiarita`
differenti di questo fenomeno.
Nel prossimo capitolo definiremo un modello quantistico sulla quale testeremo una nuova
misura di non-Markovianita` che chiameremo Np. Questa misura si basa sull’idea che se me-
scoliamo una mappa dinamica non-Markoviana ΦNM (t, t0) con una Markoviana ΦM (t, t0), si
deve ottenere, se questo mix ha una componente Markoviana sufficientemente rilevante, una
mappa divisibile. Tanto piu` rilevante sara` la componente Markoviana necessaria a rendere
Markoviano il mix Φmix(t, t0) = pΦNM (t, t0) + (1 − p)ΦM (t, t0), tanto piu` alto sara` il valo-
re della misura Np che assoceremo a ΦNM (t, t0). Naturalmente questa misura sottintende un
processo di ottimizzazione rispetto ad ogni possibile ΦM (t, t0), ma, diversamente dalle misure
introdotte precedentemente, spesso e` facile ottenere la mappa che meglio contrasta i caratteri
non-Markoviani di ΦNM (t, t0). Infatti e` la stessa mappa non-Markoviana che suggerisce quali
sono le caratteristiche che ΦM (t, t0) deve avere per evitare la non-divisibilita` del mix statistico.
Capitolo 3
Misura di non-Markovianita` Np
In questo capitolo introdurremo la parte piu` importante di questo lavoro. Nella Sezione 3.1
definiremo il modello fisico di riferimento con la quale lavoreremo e a seguire proporremo una
nuova misura di non-Markovianita` che chiameremo Np. Questa sara` definita tramite una mappa
dinamica Φmix(t, t0) ottenuta dalla sovrapposizione statistica dei superoperatori
1 ΦNM (t, t0),
di cui vogliamo misurare il grado di non-Markovianita`, e ΦM (t, t0). Si prestera` particolare
attenzione alla master equation in forma di Lindblad (1.45) associata a Φmix(t, t0) e, per a
seguito di quanto detto nella Sezione 1.5, al segno dei rate γi(t) che compaiono. Un altro tema
di fondamentale importanza sara` quello della minimizzazione di Np rispetto al vasto insieme delle
mappe Markoviane che si possono inserire in Φmix(t, t0). Il problema verra` affrontato andando
a sfruttare le informazioni che la stessa mappa non-Markoviana ci fornisce riuscendo quindi
ad aggirare parzialmente il problema di ottimizzazione. Similarmente alle misure introdotte
nel Capitolo 2, per ogni ΦNM (t, t0) compariranno delle quantita` ∆i, associate una ad una agli
intervalli temporali Ii di non-Markovianita`, che non solo indicheranno il carattere non divisibile
di ΦNM (t, t0), ma, tramite il loro valore, ci permetteranno di apprezzare la differente entita`
di questi fenomeni. Questi gap ∆i verranno collegati direttamente a Np come nelle misure
introdotte nelle Sezioni 2.2, 2.3 e 2.4.
Gran parte dell’analisi verra` affrontata utilizzando una rappresentazione vettoriale per le
matrici densita` che descrivono il sistema aperto. Questa scelta sara` accompagnata da una
conseguente rappresentazione matriciale per le mappe dinamiche Φ(t, t0) che evolvono gli stati
e per i generatori di Lindblad Lt delle master equation. I dettagli matematici che permettono
di passare dalla rappresentazione standard a quella vettoriale si trovano in Appendice.
3.1 Amplitude Damping Channel
Il modello di riferimento che studiamo e` l’amplitude damping channel (ADC), nella formulazione
di Jaynes-Cummings risonante (JC). La situazione sperimentale che questo modello propone di
simulare e` quella di un sistema a due livelli S che decade nello stato di vuoto di una cavita`
risonante di modi bosonici E avente una precisa densita` spettrale che daremo nel seguito. Per
studiarne la dinamica si usa l’hamiltoniana:
H = H0 +HI ,
1Questa mappa si suppone abbia una master-equation corrispondente in forma di Lindblad, cioe` della forma
(1.45), ma con rate γi(t) dipendenti dal tempo che assumono valori negativi in uno o piu` intervalli temporali.
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con:
H0 = ω0σ+σ− +
∑
k
ωkb
†
kbk , (3.1)
HI =
∑
k
(
gkσ+ ⊗ bk + g∗k σ− ⊗ b†k
)
, (3.2)
dove σ± sono gli operatori di innalzamento e abbassamento per S, gli operatori bk (b
†
k) sono
gli operatori di distruzione (creazione) per i modi bosonici di E e gk sono le costanti di ac-
coppiamento tra sistema ed environment bosonico. L’energia dello stato eccitato del sistema a
due livelli e` ω0, mentre ωk sono le energie dei diversi stati di eccitazione bosonici. Per studia-
re questo modello utilizziamo la rappresentazione di interazione introdotta nella Sezione 1.2.2,
dove poniamo t0 = 0. Grazie all’ipotesi che abbiamo fatto sulle caratteristiche del sistema e
dell’ambiente, possiamo scrivere il ket rappresentante il sistema a due livelli al tempo t come [2]:
|φI(t)〉 = c0|0〉+ c1(t)|1〉+
∑
k
ck(t)|k〉 , (3.3)
dove |0〉 ≡ |0〉S ⊗ |0〉E e` lo stato in cui ne` il sistema a due livelli ne` la cavita` hanno alcuna
eccitazione, |1〉 ≡ |1〉S ⊗ |0〉E corrispondente allo stato eccitato per il sistema a due livelli con la
cavita` nello stato di vuoto, mente |k〉 ≡ |0〉S⊗|k〉E corrisponde allo stato di vuoto per il sistema
a due livelli e il k-esimo modo della cavita` eccitato.
L’evoluzione dello stato |φI(t)〉 = UI(t, 0)|φI(0)〉 la otteniamo studiando l’equazione diffe-
renziale (1.28):
i
d
dt
|φI(t)〉 = HI(t)|φI(t)〉 . (3.4)
L’operatore HI(t) = σ+(t)B(t) + σ−(t)B†(t) e` l’hamiltoniana di interazione (3.2) scritta nella
rappresentazione di interazione (1.27). Di conseguenza abbiamo:
σ±(t) = σ±e±iω0t , B(t) =
∑
k
gkbk e
−iωkt .
Come conseguenza del fatto che l’operatore numeroN = σ+σ−+
∑
k b
†
kbk, che conta le eccitazioni
del sistema completo, commuta con l’hamiltoniana, ogni stato iniziale riconducibile alla forma
|φI(0)〉 = c0|0〉+ c1(0)|1〉+
∑
k ck(0)|k〉 , dopo un tempo t, evolve nello stato (3.3). Se inseriamo
la (3.3) nella (3.4) possiamo ottenere un sistema di equazioni differenziali per c1(t) e ck(t):
c˙1(t) = −i
∑
k
gkexp [i(ω0 − ωk)t] ck(t) , (3.5)
c˙k(t) = −ig∗kexp [−i(ω0 − ωk)t] c1(t) . (3.6)
Dato che studiamo il sistema S che decade nel vuoto dell’environment, abbiamo l’ipotesi iniziale
ck(0) = 0. Risolviamo la (3.6) e inseriamo il risultato nella (3.5) cos`ı da ottenere una forma
chiusa per c1(t):
c˙1(t) = −
∫ t
0
dt′f(t− t′)c1(t′) , (3.7)
dove f(t− t′) e` la funzione di correlazione:
f(t− t′) = TrE
[
B(t)B†(t′)ρS
]
exp
[
iω0(t− t′)
]
. (3.8)
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La funzione di correlazione (3.8) si puo` scrivere in termini della densita` spettrale J(ω) dell’en-
vironment bosonico [2]:
f(t− t′) =
∫
dωJ(ω)exp
[
i(ω0 − ω)(t− t′)
]
. (3.9)
Studiamo il caso di una densita` spettrale con distribuzione Lorentziana in risonanza con la
frequenza ω0 di eccitazione del sistema a due livelli:
JJC(ω) =
1
2π
γ0λ
2
(ω0 − ω)2 + λ2 , (3.10)
dove λ rappresenta un parametro di accoppiamento tra sistema ed ambiente ed e` connesso al
tempo di correlazione di quest’ultimo tramite la relazione τE = λ
−1, mentre γ0 ci da il tempo
caratteristico di evoluzione del sistema tramite la relazione τR = γ
−1
0 .
Una delle caratteristiche piu` evidenti che contraddistingue la dinamica di un sistema Mar-
koviano da quella di uno non-Markoviano e` quella per cui, come abbiamo visto nella Sezione
1.4.3, in un sistema Markoviano si ha un’evoluzione memoryless caratterizzata da una dinamica
dell’ambiente molto piu` rapida di quella del sistema aperto. Nel caso specifico dell’ADC questa
condizione si traduce in τE ≪ τR. In questo modo l’informazione contenuta in S che viene di-
spersa in E non viene mai recuperata dal sistema aperto dato che l’ambiente porta rapidamente
queste eccitazioni a gradi di liberta` “lontani” da S. In una dinamica non-Markoviana questo non
avviene e dell’informazione che il sistema rilascia nell’ambiente puo` tornare al sistema stesso.
Fenomeni di quest’ultimo tipo avvengono quando i tempi di correlazione iniziano a diventare
comparabili tra loro. Per il nostro caso specifico questa situazione si concretizza per, τE ∼ τR. I
tempi caratteristici della dinamica determinano se l’evoluzione del sistema aperto e` Markoviana
o non-Markoviana. Piu` precisamente vedremo che se τE < τR/2 (dinamica di E molto piu` rapida
di quella caratteristica del sistema) si avra` una dinamica Markoviana, altrimenti avremo una
transizione verso una dinamica non divisibile.
Se adottiamo la densita` spettrale (3.10), la funzione di correlazione assume la forma:
f(t) =
γ0λ
2
e−λ|t| . (3.11)
Chiamiamo Φ(t, 0) la mappa dinamica corrispondente ad un ADC con questa densita` spettrale.
La matrice densita` del sistema a due livelli la otteniamo tramite il processo di riduzione (1.11)
di uno stato puro: ρS(t) = TrE [|φI(t)〉〈φI(t)|] = Φ(t, 0)ρS(0). Se utilizziamo la funzione di
correlazione (3.11) all’interno della (3.7), otteniamo |φI(t)〉 e, tramite la traccia parziale rispetto
allo spazio E, otteniamo [2]:
ρS(t) = Φ(t, 0)ρS(0) =
( |c1(t)|2 c∗0c1(t)
c0c
∗
1(t) 1− |c1(t)|2
)
=
( |G(t)|2ρ11 G(t)ρ10
G∗(t)ρ∗10 1− |G(t)|2ρ11
)
, (3.12)
dove i termini ρij rappresentano le componenti iniziali della matrice densita` del sistema a due
livelli e G(t) = c1(t)/c1(0), detta G-function, e` una funzione che dipende direttamente dalla
forma della densita` spettrale J(ω). L’equazione (3.7) possiamo riscriverla utilizzando questa
funzione:
G˙(t) = −
∫ t
0
dt′f(t− t′)G(t′) . (3.13)
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Dalla (3.12) notiamo che l’andamento di G(t) definisce completamente la dinamica dell’ADC.
Anche il rate γ(t) ci permette di definire la dinamica per ogni t > 0 grazie all’equazione dif-
ferenziale data dalla master equation. Come vedremo nel seguito intercorre una relazione che
lega queste due grandezze. Inserendo in questa forma integro-differenziale la densita` spettrale
JJC(ω) tramite la (3.9), otteniamo la soluzione reale:
G(t) = e−λt/2
[
cosh
(
dt
2
)
+
λ
d
sinh
(
dt
2
)]
, (3.14)
dove d =
√
λ2 − 2γ0λ = λ
√
1− 2a, con il parametro a = γ0/λ = τE/τR che ha il valore critico
ac = 0.5. Il caso a < ac, corrispondente a τE < τR/2, coincide al caso Markoviano per cui i tempi
di correlazione dell’ambiente possono essere considerati molto piu` brevi di quelli caratteristici
del sistema, mentre per a > ac abbiamo τE > τR/2 e si ha una dinamica che presenta delle
caratteristiche non-Markoviane (vedi Sezione 1.4.3).
Il passaggio da una dinamica Markoviana ad una non-Markoviana deve essere giustificata
rigorosamente scrivendo la master equation della matrice densita` ridotta al sistema a due livelli
espressa nella forma di Lindblad. La derivata temporale di ρS(t) trovata in (3.12) si puo` scrivere
[2] nella forma di Lindblad (1.45), dove H ≡ σ+σ−S(t), A ≡ σ− e il rate γ(t) assume una
particolare dipendenza temporale. Le forme di S(t) e di γ(t) si ottengono tramite la G-function
e la sua derivata:
S(t) = −2 Im
(
G˙(t)
G(t)
)
, (3.15)
γ(t) = −2Re
(
G˙(t)
G(t)
)
. (3.16)
Quest’ultima equazione rappresenta la relazione che deve intercorrere tra la funzione G(t) ed il
rate γ(t) per un generico ADC, indipendentemente dalla densita` spettrale J(ω) che compare nella
(3.9). Se utilizziamo la densita` spettrale JJC(ω), grazie alla quale possiamo usare la G-function
data dall’equazione (3.14), otteniamo:
S(t) = 0 , (3.17)
γ(t) =
2γ0λ sinh(dt/2)
d cosh(dt/2) + λ sinh(dt/2)
. (3.18)
Nel caso in cui a < ac la master equation e` nella forma canonica di Lindblad (1.45), con un
unico operatore di Lindblad A ≡ σ− e con il relativo rate dato dalla (3.18). Infatti, in questo
caso, abbiamo γ(t) > 0 per ogni valore di t e la proprieta` di divisibilita` viene preservata.
Ricapitolando, possiamo assicurarci che la master equation e` in forma di Lindblad fintanto che
γ(t) > 0. Questo fatto si puo` vedere direttamente dalla (3.18): per a < ac il parametro d e` reale
e positivo e, per t > 0, si riconosce immediatamente la positivita` di γ(t), mentre, per a > ac,
il parametro d diventa immaginario e le funzioni iperboliche che compaiono in (3.18) diventano
oscillanti e si hanno infiniti intervalli temporali in cui il rate γ(t) diventa negativo. Riscrivendo
[16] il rate di decadimento:
γ(t) = − 1
G2(t)
d
dt
G2(t) = − 2|G(t)|
d
dt
|G(t)| −→ |G(t)| = exp
[
−1
2
∫ t
0
γ(t′)dt′
]
, (3.19)
possiamo dire che la derivata temporale di G2(t) e` legata al segno di γ(t). Infatti, se γ(t) ≥ 0
per ogni t (dinamica Markoviana), la funzione G2(t) e` monotonamente decrescente, mentre, se
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abbiamo degli intervalli temporali dove γ(t) < 0 (dinamica non-Markoviana), si ha, in quegli
stessi intervalli temporali, un andamento crescente per il quadrato della G-function.
Vediamo esplicitamente cosa accade per a > ac. In questo regime d = idˆ = iλ
√
2a− 1 e
possiamo riscrivere:
γNM (t) =
2γ0λ sin(dˆt/2)
dˆ cos(dˆt/2) + λ sin(dˆt/2)
, (3.20)
GNM (t) = e
−λt/2
[
cos
(
dˆt
2
)
+
λ
dˆ
sin
(
dˆt
2
)]
, (3.21)
dove si e` usato questo particolare pedice per indicare che le forme di queste funzioni sono relative
ai valori di a per cui si ha una dinamica non-Markoviana. In maniera analoga usiamo la notazione
γM (t) e GM (t) quando a < ac. In Figura 3.1 abbiamo riportato gli andamenti di γM (t) e di
GM (t) nel caso Markoviano e in Figura 3.2 gli andamenti delle stesse grandezze valutate in
regime non-Markoviano.
3.1.1 Rappresentazione matriciale dei superoperatori
In questa sezione determineremo la rappresentazione matriciale della mappa dinamica Φ(t, 0)
caratteristica di un ADC con densita` spettrale di Jaynes-Cummings risonante e del superopera-
tore Lt che genera la master equation corrispondente. I superoperatori scritti in questa forma
verranno applicati alla rappresentazione vettoriale delle matrici densita` |ρ〉〉 = (a, b, c, d) (vedi
Appendice). Ad esempio, per il generatore della master equation dell’ADC, si ottiene la seguente
forma matriciale:
(Lt)ij =

−12γ(t) 0 0 0
0 −12γ(t) 0 0
−γ(t) −γ(t) −2γ(t) −γ(t)
3
2γ(t)
3
2γ(t) 2γ(t) γ(t)
 . (3.22)
Vediamo in dettaglio i calcoli necessari per determinare la matrice (3.22). Come descritto nel-
l’Appendice, per determinare la rappresentazione matriciale del superoperatore Lt, dobbiamo
vedere come agisce questo superoperatore sulle matrici densita` che usiamo come base per la no-
stra notazione vettoriale, cioe` su ρx ≡ (✶+σx)/2, ρy ≡ (✶+σy)/2, ρz ≡ (✶+σz)/2 e ρ
✶/2 ≡ ✶/2.
Esprimendo queste immagini in notazione vettoriale si ottengono le colonne di (Lt)ij . Iniziamo
quindi con il calcolo per ottenere le componenti che costituiscono la prima colonna:
Ltρx = Lt · 1
2
(
1 1
1 1
)
=
( −γ(t)/2 −γ(t)/4
−γ(t)/4 γ(t)/2
)
=
✶+ (αx, αy, αz) · −→σ
2
+ αd
✶
2
.
Per ottenere le componenti del vettore |Ltρx〉〉 = |ρ˙x〉〉 effettuiamo le proiezioni necessarie:
αx = (Lt)11 = Tr [(Ltρx) σx] = Tr
( −γ(t)/4 −γ(t)/2
γ(t)/2 −γ(t)/4
)
= −1
2
γ(t) .
Procedendo in maniera analoga, si ottiene:
αy = (Lt)21 = Tr [(Ltρx) σy] = 0 ,
αz = (Lt)31 = Tr [(Ltρx) σz] = −γ(t) ,
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Figura 3.1: Sono riportati gli andamenti di γM (t) e di GM (t) per la scelta dei parametri λ =
1, γ0 = 0.4 (a = 0.4 < 0.5), dove il tempo e` riscalato in unita` di π. γM (t) e` positiva e
GM (t) e` una funzione strettamente decrescente del tempo. Questo fenomeno corrisponde ad
una diseccitazione continua ed irreversibile dello stato eccitato.
Figura 3.2: Sono riportati gli andamenti di γNM (t) e di GNM (t) per la scelta dei parametri λ = 1,
γ0 = 1 (a = 1 > 0.5), dove il tempo e` riscalato in unita` di π. γNM (t) risulta essere negativa
negli intervalli Ii = (t
(iniz)
i , t
(fin)
i ) =
(
3
2π + 2iπ, 2π + 2iπ
)
con i ∈ ◆ e negli stessi intervalli si
puo` riscontrare che G2NM (t) e` una funzione crescente del tempo. Questo fenomeno corrisponde
ad una ripopolazione dello stato eccitato del sistema a due livelli.
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αd = (Lt)41 = Tr [(Ltρx)− αxρx − αyρy − αzρz] =
3
2
γ(t) ,
dove la formula per ricavare la quarta componente αd e` chiara se si prende in considerazione
la forma dell’equazione (22) dell’Appendice. Come si vede |Ltρx〉〉 = |ρ˙x〉〉 = (αx, αy, αz, αd)
compone la prima colonna di (Lt)ij . Se procediamo in maniera analoga con il calcolo di Ltρy =
ρ˙y, Ltρz = ρ˙z e Ltρ
✶/2 = ρ˙✶/2, otteniamo le restanti colonne della matrice (3.22). Inoltre si nota
che l’equazione (3.22) rispetta la condizione sulle componenti delle rappresentazioni matriciali
dei generatori delle master equation: (Lt)4,j = −
∑3
i=1(Lt)ij .
La mappa di evoluzione Φ(t, 0) dell’ADC, che studiamo nella forma (3.12), ha una rappre-
sentazione matriciale che si ottiene esattamente con gli stessi passaggi eseguiti per determinare
la (3.22). Nel seguito, siccome molte forme matriciali hanno delle espressioni piuttosto lunghe,
eviteremo di esplicitare la dipendenza temporale delle G-function, scrivendo semplicemente G
al posto di G(t). Lo stesso trattamento verra` adoperato per le mappe dinamiche.
(Φ)ij =

ReG ImG 0 0
−ImG ReG 0 0
|G|2 − 1 |G|2 − 1 2|G|2 − 1 |G|2 − 1
2− |G|2 − ReG+ ImG 2− |G|2 − ReG− ImG 2− 2|G|2 2− |G|2
 =
=

G 0 0 0
0 G 0 0
G2 − 1 G2 − 1 2G2 − 1 G2 − 1
2−G2 −G 2−G2 −G 2− 2G2 2−G2
 . (3.23)
Per la rappresentazione matriciale della mappa dinamica (3.23) vale la relazione che compete alla
rappresentazione matriciale di questa classe di superoperatori: (Φ(t, 0))4j = 1−
∑3
i=1(Φ(t, 0))ij .
3.2 Mappa di mixing Φmix e misura di non-Markovianita` Np
In questa sezione ci proponiamo di definire una mappa dinamica Φmix(t, t0) che rappresenta
la mistura statistica di una mappa dinamica non-Markoviana ΦNM (t, t0) e di una Markoviana
ΦM (t, t0). La mappa dinamica non-Markoviana, in questo capitolo, sara` un ADC, ma in generale
si puo` usare una qualsiasi mappa non-divisibile. Per quanto riguarda il ruolo della mappa
Markoviana, per ora diremo solamente che e` una mappa dinamica CPTP divisibile. Definiamo,
tramite un parametro probabilistico p ∈ [0, 1], la mappa che rappresenta la mistura statistica
che abbiamo descritto:
Φmix(t, t0) ≡ pΦNM (t, t0) + (1− p) ΦM (t, t0) . (3.24)
Lo scopo di2 Φmix(t, t0) e` quello di studiare “quanta” Markovianita`, sotto forma di ΦM (t, t0),
bisogna miscelare con ΦNM (t, t0) per rendere Markoviana una loro mistura probabilistica. Ci
lasciamo la liberta` di lavorare con una mappa ΦM (t, t0) da definire “ad-hoc” dato che nel seguito
cercheremo qual’e` la mappa Markoviana che permette il minimo intervento su ΦNM (t, t0) (cioe`
il piu` grande valore di p) per rendere Φmix(t, t0) Markoviana. Un metodo per verificare se
l’evoluzione indotta dalla mappa (3.24) sia Markoviana o meno consiste nello scrivere la master
2Anche se avremmo dovuto specificare tutti gli argomenti del mix con una notazione del tipo
Φmix(t, t0 ; p,ΦNM ,ΦM ), abbiamo preferito utilizzare quella dell’equazione (3.24) per alleggerire la notazione.
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equation associata a questa mappa dinamica e verificare se i rate γi(t) che compaiono sono
contemporaneamente positivi per ogni t ≥ t0.
Definiamo ora una misura di non-Markovianita` analoga a quelle introdotte nel Capitolo 2
che associa ad ogni mappa non-Markoviana una misura Np ∈ [0, 1]. Preso il superoperatore non
divisibile ΦNM (t, t0) di cui vogliamo ottenere una misura di non-Markovianita`, lo inseriamo in
Φmix(t, t0) e definiamo pmax come il massimo valore di p per il quale esiste almeno una mappa
dinamica Markoviana che rende Φmix(t, t0) Markoviana, quindi associamo alla mappa ΦNM (t, t0)
la misura di non-Markovianita`:
Np ≡ 1− pmax . (3.25)
Lo scopo delle prossime sezioni sara` quello di scoprire in che modo verificare la transizione da
comportamento Markoviano a non-Markoviano per la mappa Φmix(t, t0) e in che modo cercare la
particolare ΦM (t, t0) con la quale si ottiene pmax. Abbiamo un problema di ottimizzazione simile
a quello che si riscontra per altre misure di non-Markovianita` introdotte nel Capitolo 2. Come
vedremo, nel caso in cui ΦNM (t, t0) corrisponde ad un ADC, questo processo di ottimizzazione
potra` essere aggirato o comunque ristretto all’ottimizzazione su un unico parametro reale. Nei
capitoli successivi analizzeremo delle mappe dinamiche non-Markoviane per cui la misura Np
sara` molto piu` semplice da ottenere.
3.3 Master equation per l’evoluzione generata da Φmix
In questa sezione cercheremo di ottenere una forma esplicita della master equation indotta
dalla mappa dinamica Φmix(t, 0) per studiarne esplicitamente la Markovianita` tramite i rate che
compaiono in essa. Sia ρS(0) la matrice densita` del sistema aperto al tempo iniziale t0 = 0.
L’evoluzione temporale indotta dalla mappa dinamica Φmix(t, 0) definita dall’equazione (3.24)
e`:
ρS(t) = Φmix(t, 0)ρS(0) . (3.26)
La master equation associata e` generata dal superoperatore che chiamiamo Qt:
ρ˙S(t) = QtρS(t) . (3.27)
Sotto le condizioni generali che studiamo nel nostro particolare processo, abbiamo anche che:
Φ˙mix(t, 0) = QtΦmix(t, 0) . (3.28)
Naturalmente, per ΦNM (t, 0) e ΦM (t, 0), avremo delle dinamiche che saranno, rispettivamente,
date da:
ρ˙S(t) = LNM,t ρS(t) ,
ρ˙S(t) = LM,t ρS(t) ,
dove valgono ancora le relazioni analoghe alla (3.28):
Φ˙NM (t, 0) = LNM,tΦNM (t, 0) , (3.29)
Φ˙M (t, 0) = LM,tΦM (t, 0) . (3.30)
Valutiamo ora la (3.27) usando la (3.26):
d
dt
(
Φmix(t, 0)ρS(0)
)
= QtΦmix(t, 0)ρS(0) .
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Per cui, grazie alle equazioni (3.24), (3.29) e (3.30), otteniamo:(
pLNM,tΦNM (t, 0) + (1− p)LM,tΦM (t, 0)
)
ρS(0) = QtΦmix(t, 0)ρS(0) ,
da cui:
Qt =
(
pLNM,tΦNM + (1− p)LM,tΦM
)
·
(
pΦNM + (1− p) ΦM
)−1
. (3.31)
Per determinare la scomposizione in forma di Lindblad della master equation generata da Qt
utilizzeremo la rappresentazione matriciale dei superoperatori. Quindi, per scrivere (Qt)ij , ab-
biamo bisogno della rappresentazione matriciale dei superoperatori che compaiono nell’equazione
(3.31). Nella Sezione 3.1.1 abbiamo ottenuto la rappresentazione matriciale di Lt e di Φ(t, 0) nel
caso di un generico ADC. La forma matriciale (LNM,t)ij la otteniamo immediatamente se nel-
l’equazione (3.22) sosituiamo il generico rate γ(t) con il rate γNM (t) dato dall’equazione (3.20).
Per quanto riguarda (LM,t)ij , indicheremo il rate reale positivo che gli appartiene, che definiremo
nel seguito, semplicemente come γM (t). Per ottenere (ΦNM (t, 0))ij si effettua la sostituzione
G(t) → GNM (t) nella (3.23) dove GNM (t) e` la funzione reale data dalla (3.21). Invece, per
(ΦM (t, 0))ij , effettuaimo la sostituzione G(t) → GM (t), dove per ora ci limitiamo a dire che
GM (t) e` una funzione continua reale positiva con immagine nell’intervallo [0, 1], sempre decre-
scente e tale che GM (0) = 1. Le funzioni γM (t) e GM (t) avranno una forma che sara` dettata
dalla convenienza di trovare il piu` alto valore possibile di p in Φmix(t, 0) (vedi (3.24) e (3.25))
tale che quest’ultima mappa dinamica sia Markoviana, ma saranno sempre legate dalla relazione
caratteristica dell’ADC data dall’equazione (3.16). Ricordiamo che la G-function e` a sua volta
legata alla densita` spettrale che la genera e possiamo ottenere quest’ultima invertendo la (3.9).
Facciamo presente che in questo momento stiamo restringendo drasticamente l’insieme delle
possibili ΦM (t, 0) che possiamo usare in Φmix(t, 0): passiamo dall’intero spazio delle mappe
Markoviane agli ADC Markoviani. Il motivo di questa scelta e` abbastanza intuitivo. La mappa
dinamica Φmix(t, 0) contiene dei comportamenti non-Markoviani introdotti da pΦNM (t, 0) che
solamente il termine (1 − p)ΦM (t, 0) puo` risanare. Per svolgere questo compito e` naturale
che quest’ultima dovra` agire sugli stessi gradi di liberta` e con le stessa simmetrie con cui agisce
ΦNM (t, 0). Da questa osservazione nasce la necessita` di utilizzare un ADC in regime Markoviano
all’interno di Φmix(t, 0).
Avendo specificato le forma di (ΦNM,M (t, 0))ij , (LNM,t)ij e (LM,t)ij possiamo finalmen-
te scrivere la rappresentazione matriciale del generatore della master equation generata da
Φmix(t, 0):
(Qt)ij =
(
pLNM,tΦNM + (1− p)LM,tΦM
)
ik
·
(
pΦNM + (1− p) ΦM
)−1
kj
, (3.32)
dove:
(LNM,t)ij =

−12γNM (t) 0 0 0
0 −12γNM (t) 0 0
−γNM (t) −γNM (t) −2γNM (t) −γNM (t)
3
2γNM (t)
3
2γNM (t) 2γNM (t) γNM (t)
 ,
(LM,t)ij =

−12γM (t) 0 0 0
0 −12γM (t) 0 0
−γM (t) −γM (t) −2γM (t) −γM (t)
3
2γM (t)
3
2γM (t) 2γM (t) γM (t)
 ,
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(ΦNM )ij =

GNM (t) 0 0 0
0 GNM (t) 0 0
G2NM (t)− 1 G2NM (t)− 1 2G2NM (t)− 1 G2NM (t)− 1
2−G2NM (t)−GNM (t) 2−G2NM (t)−GNM (t) 2− 2G2NM (t) 2−G2NM (t)
 ,
(ΦM )ij =

GM (t) 0 0 0
0 GM (t) 0 0
G2M (t)− 1 G2M (t)− 1 2G2M (t)− 1 G2M (t)− 1
2−G2M (t)−GM (t) 2−G2M (t)−GM (t) 2− 2G2M (t) 2−G2M (t)
 .
Se effettuiamo i calcoli richiesti in (3.31) otteniamo:
(Qt)ij =

−12γ′(t) 0 0 0
0 −12γ′(t) 0 0
−γ′′(t) −γ′′(t) −2γ′′(t) −γ′′(t)
1
2γ
′(t) + γ′′(t) 12γ
′(t) + γ′′(t) 2γ′′(t) γ′′(t)
 , (3.33)
dove:
γ′(t) =
pGNM (t) γNM (t) + (1− p)GM (t) γM (t)
pGNM (t) + (1− p)GM (t) , (3.34)
γ′′(t) =
pG2NM (t) γNM (t) + (1− p)G2M (t) γM (t)
pG2NM (t) + (1− p)G2M (t)
. (3.35)
La matrice (Qt)ij e` molto simile al generatore (Lt)ij dato dall’equazione (3.22), ma effettivamente
non e` un suo multiplo. Le componenti non nulle sono simili, ma in (Qt)ij compaiono due
differenti rate di decadimento. I rate γ′(t) e γ′′(t) sono dati da delle forme simmetriche, pesate dal
parametro p, diGM (t), GNM (t), γM (t) e γNM (t). SiccomeQt genera una master equation, (Qt)ij
soddisfa nuovamente la relazione necessaria per avere Tr [ρ˙(t)] = 0: (Qt)4j = −
∑3
i=1(Qt)ij .
Per ottenere la misura Np della mappa ΦNM (t, 0) si e` tentati di trovare direttamente la
funzione GM (t) che rende i rate γ
′(t) e γ′′(t) positivi per ogni t > 0 e per il piu` alto valore
di p possibile, ma la strada concettualmente corretta da intraprendere e` un’altra. Il metodo
per rispondere correttamente alla domanda: “Preso uno specifico valore di p e una mappa
Markoviana ΦM (t, 0), Φmix(t, 0) e` una mappa di evoluzione Markoviana o non-Markoviana?” e`
quello di riuscire a scrivere Qt in forma di Lindblad (1.45) e determinare gli operatori di Lindblad
e i rate che la costituiscono. Se questi rate risulteranno essere contemporaneamente positivi per
ogni t ≥ 0, allora potremo dire che Φmix(t, 0) e` una mappa dinamica divisibile. Data l’equazione
(3.33) ci rendiamo conto che Qt non puo` essere considerata nella forma canonica dell’ADC, cioe`
generata dal solo operatore di Linblad A = σ−: in una sommatoria come quella che compare
nella (1.45) deve esserci il contributo di almeno un secondo operatore di Lindblad. Vediamo
quali sono le forme matriciali generate da alcuni operatori comuni che agiscono sulle matrici
densita` del sistema aperto a due livelli per cercare di ottenere una scomposizione di Qt.
Ricaviamo la rappresentazione matriciale dei generatori di Lindblad nel caso di altri operatori
Ai. Definiamo il superoperatore B(i)t :
B(i)t ρS(t) ≡ γ(t)B˜(i)ρS(t) ≡ γ(t)
(
AiρS(t)A
†
i −
1
2
{
A†iAi, ρS(t)
})
, (3.36)
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dove:
Ai ≡ σ− −→
(
B(−)t
)
ij
=

−12γ(t) 0 0 0
0 −12γ(t) 0 0
−γ(t) −γ(t) −2γ(t) −γ(t)
3
2γ(t)
3
2γ(t) 2γ(t) γ(t)
 , (B˜(−))ij =

−12 0 0 0
0 −12 0 0
−1 −1 −2 −1
3
2
3
2 2 1
 ,
Li ≡ σ+ −→
(
B(+)t
)
ij
=

−12γ(t) 0 0 0
0 −12γ(t) 0 0
γ(t) γ(t) 0 γ(t)
−12γ(t) −12γ(t) 0 −γ(t)
 , (B˜(+))ij =

−12 0 0 0
0 −12 0 0
1 1 0 1
−12 −12 0 −1
 ,
Li ≡ σx −→
(
B(x)t
)
ij
=

0 0 0 0
0 −2γ(t) 0 0
0 0 −2γ(t) 0
0 2γ(t) 2γ(t) 0
 , (B˜(x))ij =

0 0 0 0
0 −2 0 0
0 0 −2 0
0 2 2 0
 ,
Li ≡ σy −→
(
B(y)t
)
ij
=

−2γ(t) 0 0 0
0 0 0 0
0 0 −2γ(t) 0
2γ(t) 0 2γ(t) 0
 , (B˜(y))ij =

−2 0 0 0
0 0 0 0
0 0 −2 0
2 0 2 0
 ,
Li ≡ σz −→
(
B(z)t
)
ij
=

−2γ(t) 0 0 0
0 −2γ(t) 0 0
0 0 0 0
2γ(t) 2γ(t) 0 0
 , (B˜(z))ij =

−2 0 0 0
0 −2 0 0
0 0 0 0
2 2 0 0
 .
Una strategia per ottenere la decomposizione cercata e` la seguente. Dato che (Qt)ij differisce da
(B(−)t )ij per (Qt)11 e (Qt)22, cerchiamo una combinazione di (B(−)t )ij con una o piu` (B(i)t )ij che
generi la matrice (Qt)ij data dall’equazione (3.33). Dobbiamo scegliere la (B(i)t )ij che interviene
simmetricamente su queste due componenti3. Come vediamo (B(z)t )ij fa esattamente al caso
nostro ed e` quindi facile verificare che:
(Qt)ij = γA(t)
(
B˜(−)
)
ij
+ γB(t)
(
B˜(z)
)
ij
≡ γ′′(t)
(
B˜(−)
)
ij
+
γ′(t)− γ′′(t)
4
(
B˜(z)
)
ij
. (3.37)
Per cui, la composizione (3.24) di due ADC (uno con comportamento Markoviano ed uno non-
Markoviano), puo` esser vista come la composizione di un ADC con rate:
γA(t) = γ
′′(t) =
pG2NM (t) γNM (t) + (1− p)G2M (t) γM (t)
pG2NM (t) + (1− p)G2M (t)
, (3.38)
con un purely dephasing channel (PDC) con rate
γB(t) =
γ′(t)− γ′′(t)
4
=
3Siccome sono tutte matrici che rappresentano generatori di master equation, non ci preoccupiamo di trovare la
combinazione lineare che ci dia esattamente la quarta riga di (Qt)ij . Infatti, ogni matrice (B
(i)
t )ij rispetta separa-
tamente le condizioni relative alle componenti della quarta riga e, quindi, la combinazione corretta per ottenere le
componenti (1,1) e (2,2) cercate sara` automaticamente la combinazione esatta per ottenere le componenti cercate
della quarta riga.
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=
1
4
(
pGNM (t) γNM (t) + (1− p)GM (t) γM (t)
pGNM (t) + (1− p)GM (t) −
pG2NM (t) γNM (t) + (1− p)G2M (t) γM (t)
pG2NM (t) + (1− p)G2M (t)
)
.
(3.39)
Il PDC e` caratterizzato da una master equation in forma di Lindblad in cui compare un
unico operatore di Lindblad coincidente con σz. La matrice densita` del sistema aperto a due
livelli che va incontro a quest’evoluzione assume la forma:
ρS(t) = Φ
(PDC)(t, 0)ρS(0) =
(
ρ11 ρ10 Γ(t)
ρ∗10 Γ(t) 1− ρ11
)
, (3.40)
dove:
Γ(t) = exp
[
−2
∫ t
0
γB(t
′)dt′
]
. (3.41)
Allo stesso modo dell’ADC, se esiste qualche t per cui γB(t) < 0, Φ
(PDC)(t, 0) cessa di essere
Markoviana. Questa mappa dinamica agisce esclusivamente sulle coerenze ρ10 e ρ01 della ma-
trice densita`. Alla luce degli ultimi risultati, il fatto che la mistura statistica di due ADC sia
equivalente all’azione di un ADC e di un PDC, e` abbastanza comprensibile. Nel singolo ADC la
G-function sopprime (o amplifica nel caso non-Markoviano) le coerenze, mentre G2(t) sopprime
la popolazione eccitata. Se effettuiamo una somma pesata di due ADC, come in (3.24), non
avremo piu` questa diretta relazione tra il fattore che sopprime le coerenze e le popolazioni. Per
questo motivo l’asimmetria viene colmata dall’azione di un PDC che agisce unicamente sulle
coerenze del sistema aperto.
3.3.1 Scomposizione della mappa dinamica Φmix
Dato che, rispettivamente, (B˜(−))ij e (B˜(z))ij generano la dinamica caratteristica di un ADC e
di un PDC come mostrato nell’equazione (3.36), e` chiaro che l’equazione (3.37) equivale a:
Qt = L(ADC)t + L(PDC)t , (3.42)
dove il rate di L(ADC)t e` γA(t) e quello di L(PDC)t e` γB(t). L’equazione (3.42) possiamo vederla
come la master equation dell’evoluzione indotta dalla composizione di un ADC e di un PDC,
cioe` di (Φ(ADC) · Φ(PDC))(t, 0). Dato che Qt e` l’operatore di Lindblad di Φmix(t, 0), allora, se
questo fosse vero, dovremo avere:
Φmix(t, 0) =
(
Φ(ADC) · Φ(PDC)
)
(t, 0) . (3.43)
Dimostreremo questa relazione mostrando che l’operatore di Lindblad Q˜t relativo alla composi-
zione (Φ(ADC) · Φ(PDC))(t, 0) e` esattamente Qt. Possiamo iniziare scrivendo4:
ρS(t) =
(
Φ(ADC) · Φ(PDC)
)
(t, 0) ρS(0) ,
Q˜tρS(t) = ρ˙S(t) =
(
Φ˙(ADC) · Φ(PDC) +Φ(ADC) · Φ˙(PDC)
)
ρS(0) . (3.44)
4Omettiamo la dipenza da t delle mappe di evoluizione e dai generatori di Lindblad, mentre manteniamo la
dipendenza temporale per le matrici densita` per distinguerle da quelle relative a t = 0.
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Notiamo che valgono le relazioni per le derivate temporali della mappe di evoluzione dell’ADC
e del PDC:
Φ˙(ADC)(t, 0) = L(ADC)t · Φ(ADC)(t, 0) , Φ˙(PDC)(t, 0) = L(PDC)t · Φ(PDC)(t, 0) ,
e che il seguente commutatore e` nullo:[
Φ(ADC)(t, 0)L(PDC)t ,L(PDC)t Φ(ADC)(t, 0)
]
= 0 , (3.45)
Utilizzando questi risultati per riscrivere l’equazione (3.44), otteniamo:
Q˜t
(
Φ(ADC) · Φ(PDC)
)
ρS(0) =
(
L(ADC)t · Φ(ADC) · Φ(PDC) +Φ(ADC) · L(PDC)t · Φ(PDC)
)
ρS(0) =
(3.46)
=
(
L(ADC)t · Φ(ADC) · Φ(PDC) + L(PDC)t · Φ(ADC) · Φ(PDC)
)
ρS(0) .
Se ora moltiplico l’ultima relazione a destra per
(
Φ(ADC) · Φ(PDC))−1, si ottiene:
Q˜t = L(ADC)t + L(PDC)t , (3.47)
dimostrando cos`ı l’ugualianza Q˜t = Qt. Se effettuiamo la composizione (Φ(ADC) · Φ(PDC))(t, 0)
per evolvere ρS(0), utilizzando la (3.12) per Φ
(ADC)(t, 0) e la (3.40) per Φ(PDC)(t, 0), otteniamo:
ρS(t) =
(
ρ11G
2(t) ρ10G(t)Γ(t)
c.c. 1− ρ11G2(t)
)
=
(
ρ11G
2(t) ρ10 G˜(t)
c.c. 1− ρ11G2(t)
)
.
Con questi ultimi risultati abbiamo mostrato che γ′′(t) = γA(t) definisce l’evoluzione delle po-
polazioni, in quanto G2(t) = exp
[
− ∫ t0 γA(t′)dt′], mentre le coerenze del sistema a due livelli
hanno un’evoluzione che dipende da γ′(t). Infatti, il termine che modula le coerenze si scrive:
G˜(t) = G(t)Γ(t) = exp
[
−1
2
∫ t
0
γA(t
′)dt′
]
exp
[
−2
∫ t
0
γB(t
′)dt′
]
=
= exp
[
−1
2
∫ t
0
γ′′(t′)dt′
]
exp
[
−2
∫ t
0
γ′(t)− γ′′(t)
4
dt′
]
= exp
[
−1
2
∫ t
0
γ′(t′)dt′
]
.
Con questa analisi siamo riusciti a dare un significato piu` chiaro5 ai rate γ′(t) e γ′′(t) che abbiamo
trovato nello studio della master equation generata dall’evoluzione data da Φmix(t, 0). Facciamo
presente che, se il commutatore (3.45) non fosse stato nullo, il risultato finale sarebbe stato ben
differente: alla composizione (3.43) non sarebbe corrisposto un generatore della master equation
pari alla somma (3.42). Questi casi verranno studiati nella Sezione 5.3.2.
Riassumendo, possiamo dire che la mappa Φmix(t, 0) ha una master equation generata dal
superoperatore Qt che possiamo scomporre in due generatori: uno corrispondente ad un ADC
con rate γA(t) = γ
′′(t) ed un altro corrispondente ad un PDC con rate γB(t) =
γ′(t)−γ′′(t)
4 .
Per verificare la Markovianita` o meno della mappa Φmix(t, 0) bisogna verificare la condizione
congiunta {γA(t) > 0, γB(t) > 0} per t ≥ 0.
5Nell’operazione |ρ′〉〉 = (Qt)ij |ρ〉〉 le prime due componenti a e b di |ρ〉〉 (che costituiscono la parte reale ed
immaginara delle coerenze della matrice densita`) ricevono un contributo dalla matrice (Qt)ij tramite il rate γ
′(t),
mentre, la componente c, dal rate γ′′(t).
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3.4 Strategia per determinare la misura Np
Per ottenere la misura Np relativa ad una mappa non-Markoviana ΦNM (t, 0), bisogna trovare
la ΦM (t, 0) che massimizzi il valore di p in (3.24), mantenendo la mappa Φmix(t, 0) Markoviana.
Questo problema possiamo vederlo sotto il seguente punto di vista. Fissiamo la mappa ΦNM (t, 0)
e prendiamo l’insieme della mappe Markoviane ΦM (t, 0). Vogliamo determinare quali sono i
valori del parametro p che rendono Markoviana la mappa dinamica Φmix(t, 0) al variare della
mappa dinamica ΦM (t, 0). Per ogni scelta di ΦM (t, 0) avremo un diverso intervallo
6 Π(ΦM ) ≡
[0, p(ΦM )] tale che Φmix(t, 0), se p ∈ Π(ΦM ), e` Markoviana. Sia ΦM (t, 0) la mappa che fornisce
il piu` alto valore di p(ΦM ): questa e` la mappa che meglio contrasta le dinamiche non-Markoviane
generate da ΦNM (t, 0) e ci fornisce il valore del parametro p per ottenere Np:
pmax ≡ p
(
ΦM
)
= max
ΦM
p (ΦM ) . (3.48)
Vogliamo trovare7, tra tutte le coppie {γM , GM} legate dalla (3.16), la coppia {γM , GM} che
rende contemporaneamente positivi, per il valore piu` grande possibile del parametro p ∈ [0, 1],
i rate γA(t) e γB(t) per ogni t > 0. Abbiamo quindi:
pmax = max{γM ,GM}
{p | γA(t), γB(t) ≥ 0, t > 0} = p({γM , GM}) . (3.49)
La nostra strategia per trovare {γM , GM} sara` la seguente. Cercheremo inizialmente le
coppie {γ(A)M , G(A)M } e {γ(B)M , G(B)M } che rendono positivi, rispettivamente, i rate γA(t) e γB(t)
per il maggior valore di p possibile. Definiremo poi un mix di queste due soluzioni che rende
simultaneamente positivi i rate γA(t) e γB(t). Per cui, la massimizzazione introdotta in (3.48),
viene sostituita da una massimizzazione su un unico parametro reale b ∈ [0, 1] che mescola queste
due soluzioni.
Analogamente a quanto definito precedentemente, ΠA(ΦM ) ≡ [0, pA(ΦM )] = [0, pA({γM , GM})]
sara` l’intervallo del parametro p all’interno del quale γA(t) ≥ 0 se scegliamo la mappa ΦM (t, 0).
Definiamo p
(A)
max come il valore massimo che puo` assumere pA({γM , GM}) come funzione della
coppia {γM , GM}. La coppia che permette di ottenere p(A)max la chiamiamo {γ(A)M , G(A)M }:
p(A)max ≡ max{γM ,GM} {p | γA(t) ≥ 0, t ≥ 0} = max{γM ,GM} pA(ΦM ) = pA({γ
(A)
M , G
(A)
M }) . (3.50)
In via del tutto analoga, definiamo p
(B)
max che si ottiene grazie alla coppia {γ(B)M , G(B)M }:
p(B)max ≡ max{γM ,GM} {p | γB(t) ≥ 0, t ≥ 0} = max{γM ,GM} pB(ΦM ) = pB({γ
(B)
M , G
(B)
M }) . (3.51)
Potrebbe apparire ridondante dire che si analizza la dinamica rispetto alla coppia di funzioni
{γM , GM} come se fossero due funzioni indipendenti. Infatti abbiamo visto che possiamo ricavare
una funzione dall’altra tramite le relazioni (3.16) e (3.19). Nonostante cio`, vogliamo mantenere
questa notazione dato sono entrambe delle funzioni che caratterizzano fortemente la dinamica:
il segno del rate e` un indice fondamentale per determinare la divisibilita` o meno della dinamica,
mentre tramite le G-function si identificano immediatamente le evoluzioni delle coerenze e delle
popolazioni della matrice densita` del sistema aperto.
6Si ricorda che dalla forma (3.24) di Φmix(t, 0), per p = 0 la mappa e` sempre Markoviana in quanto
Φmix(t, 0)|p=0
= ΦM (t, 0).
7Consideriamo univocamente determinata la ΦM (t, 0) una volta definita la coppia {γM , GM} e viceversa.
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3.4.1 Determinazione di p
(A)
max e di {γ(A)M , G(A)M }
La forma del rate γA(t) data dall’equazione (3.38) e` una combinazione pesata dal parametro p
delle funzioni γNM (t), GNM (t), γM (t) e GM (t). Ogni rate che caratterizza un ADC e` legato alla
rispettiva G-function tramite la relazione (3.18). Questo ci permette di riconoscere in γA(t) il
rate che si ottiene dalla media quadratica, pesata da p, di GNM (t) e GM (t):
Gqm(t) =
√
pG2NM (t) + (1− p)G2M (t) . (3.52)
Infatti:
G˙qm =
1
2
2pGNM
(−12GNMγNM)+ 2(1− p)GM (−12GMγM)√
pG2NM + (1− p)G2M
= −1
2
pG2NMγNM + (1− p)G2MγM√
pG2NM + (1− p)G2M
,
ed e` quindi chiaro che per la relazione (3.18), abbiamo:
−2 G˙qm
Gqm
=
pG2NM γNM (t) + (1− p)G2M γM (t)
pG2NM + (1− p)G2M
= γA(t) .
Sappiamo che se la condizione G(t) ≥ 0 (come accade per Gqm(t)) viene soddisfatta per ogni
t > 0, per garantirci la Markovianita` dalla dinamica corrispondente bisogna verificare che que-
sta sia una funzione monotonamente decrescente del tempo. Questo comportamento, infatti,
corrisponde alla condizione γA(t) ≥ 0.
Entriamo nel merito della definizione della funzione G
(A)
M (t) che deve rendere positivo γA(t)
per t ≥ 0. L’idea fondamentale per costruire G(A)M (t) e` quella di trovare il fattore che contrasti
nel modo piu` efficiente possibile l’andamento crescente di G2NM (t), negli intervalli temporali
Ii ≡ (t(iniz)i , t(fin)i ) in cui cio` accade. Questi intervalli temporali possono essere facilmente de-
dotti dalla funzione (3.21) se si impone la derivata temporale di G2NM (t) positiva. In altre parole
G
(A)
M (t) deve fornire il piu` piccolo valore di (1− p) (che e` il peso dato alla mappa Markoviana)
nel rendere Markoviana la mappa Φmix(t, 0). Procediamo con l’idea che questo accade quan-
do G
(A)
M (t) rende costante Gqm(t) negli originali intervalli Ii di non-Markovianita` di ΦNM (t, 0),
nel seguito giustificheremo rigorosamente questa scelta. Diamo direttamente la strategia per
costruire G
(A)
M (t) analizzando il primo intervallo temporale di non-Markovianita` che ΦNM (t, 0)
presenta, cioe` l’intervallo I1 = (t
(iniz)
1 , t
(fin)
1 ). Facendo riferimento al modello numerico utilizzato
in Figura 3.2, utilizzando quindi i parametri λ = 1 e γ0 = 1 che definiscono la densita` spet-
trale JJC(ω), si hanno gli intervalli temporali di non-Markovianita` Ii = (1.5π + 2πi, 2π + 2πi).
Per studiare come affrontare il problema considerando solamente il primo intervallo temporale
di non-Markovianita` I1 = (1.5π, 2π) analizziamo la dinamica per 0 ≤ t ≤ t(fin)1 . Una volta
risolto questo problema, la generalizzazione a piu` intervalli di non-Markovianita` sara` naturale
(vedi Sezione 3.8). L’esistenza dell’intervallo temporale I1 indica che in tale intervallo abbia-
mo: ddtG
2
NM (t) > 0. Dato che vogliamo rendere costante la funzione (3.52), costruiamo G
(A)
M (t)
definendo l’andamento del suo quadrato (vedi Figura 3.3):
G2M
(A)
(t) =


1 t ∈ [0, t(iniz)1 ]
1− G2NM (t)−G2NM (t
(iniz)
1 )
G2
NM
(t
(fin)
1 )−G2NM (t
(iniz)
1 )
t ∈ I1
0 t ∈ [t(fin)1 ,+∞)
. (3.53)
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La G
(A)
M (t) costruita e` una funzione a valori in [0, 1], sempre decrescente e rispetta la condizione
G
(A)
M (0) = 1. Nell’intervallo temporale I1 passa dal valore massimo 1 al valore minimo 0 e la
sua forma e` data da una manipolazione lineare di G2NM (t) che rende Gqm(t) costante in questo
stesso intervallo. Definiamo la grandezza:
∆21 = G
2
NM
(
t
(fin)
1
)
−G2NM
(
t
(iniz)
1
)
= G2NM
(
t
(fin)
1
)
, (3.54)
che rappresenta il quadrato dell’incremento che presenta G2NM (t) nel suo primo intervallo di
non-Markovianita`.
Nell’intervallo I1 la funzione G
2
qm(t) riceve un contributo pari a +p∆
2 derivante da G2NM (t)
ed uno negativo pari a −(1− p) derivante dalla componente Markoviana G2M(A)(t). Per ottenere
p
(A)
max si impone che G2qm(t) costante
8 in I1 e otteniamo p
(A)
max e N
(A)
p :
p(A)max∆
2
1 − (1− p(A)max) = 0 −→ p(A)max =
1
1 +∆21
−→ N (A)p =
∆21
1 + ∆21
. (3.55)
Utilizzando la (3.53), se imponiamo un incremento nullo per la funzione G2qm(t) tra t
(iniz)
1 e
t
(fin)
1 , in realta` ci garantiamo anche che essa sia identicamente costante in questo intervallo.
Infatti, grazie alla particolare forma della combinazione (3.53) e l’equazione (3.55):
G2qm(t) = p
(A)
maxG
2
NM (t)+
(
1− p(A)max
)(
G
(A)
M (t)
)2
=
G2NM (t)
1 + ∆21
+
∆21
1 + ∆21
[
1− G
2
NM (t)−G2NM (t(iniz)1 )
G2NM (t
(fin)
1 )−G2NM (t(iniz)1 )
]
=
=
G2NM (t)
1 + ∆21
+
∆21
1 + ∆21
[
1− G
2
NM (t)
∆21
]
=
∆21
1 + ∆21
= N (A)p = cost t ∈ I1 . (3.56)
Questo fatto accade proprio perche´ (3.53) e` una riscalatura di GNM (t) e, per p = p
(A)
max, abbiamo:
p(A)max
d
dt
G2NM (t) = −
(
1− p(A)max
) d
dt
G2M
(A)
(t) t ∈ I1 .
Riordinando quanto detto sin’ora, in presenza di un unico intervallo temporale di non-
Markovianita` I1 in cui γNM (t) assume valori negativi, si deve scegliere la funzione G
(A)
M (t)
definita dalla (3.53) per ottenere il piu` alto valore di p in γA(t), mantenendo questo rate positi-
vo. Come si vede dalla (3.55), p
(A)
max dipende dal primo gap ∆21 che descrive G
2
NM (t) nel primo
intervallo temporale di non-Markovianita`. Nella Sezione 3.8 si fornisce un’idea per generalizzare
questo risultato ai casi in cui si hanno due o piu` intervalli temporali di non-Markovianita` Ii. In
questi casi il ruolo ricoperto da ∆21 per p
(A)
max viene sostituito da ∆2 ≡
∑
i∆
2
i , dove ∆
2
i e` analogo
all’incremento ∆21, ma viene calcolato nell’interavallo temporale Ii.
3.4.2 Determinazione di p
(B)
max e di {γ(B)M , G(B)M }
Bisogna studiare le condizioni su GM (t) per ottenere γB(t) =
γ′(t)−γ′′(t)
4 ≥ 0 per ogni t > 0 e, per
risolvere completamente il problema, trovare G
(B)
M (t) che ci permette di ottenere la probabilita`
8Imporre G2qm(t
(iniz)
1 ) = G
2
qm(t
(fin)
1 ), dato che G
(A)
M (t) per t ∈ (t
(iniz)
1 , t
(fin)
1 ) e` una manipolazione lineare di
GNM (t), coincide ad imporre G
2
qm(t) = cost.
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Figura 3.3: (Sinistra) Si e` riportato il grafico di G
(A)
M (t) (viola) e di G
(B)
M (t) (blu) per t ∈
[1.5π, 2π], cioe` il primo intervallo temporale di non-Markovianita`. Ci aspettiamo che nella zona
rosa compresa tra le due funzioni debba esistere quella funzione che fornisce pmax. (Destra) Si
e` riportato l’andamento di Gb(t) con b = 0.5 (viola) e Gc(t) con c = 0.5. Si vede chiaramente
che Gb(t) e` una media pesata tra G
(A)
M (t) e G
(B)
M (t) (infatti Gb=0.5(2π) = 0.5), mentre Gc(t) ha
la peculiarita` che Gc(2π) = 0 per ogni valore di c.
p
(B)
max definita dall’equazione (3.51). Come in precedenza semplificheremo la trattazione andando
ad analizzare solo il primo intervallo temporale di non-Markovianita`, mentre nel seguito daremo
delle indicazioni per ottenere il risultato relativo al caso generale. Semplifichiamo la (3.39) per
ottenere una forma di γB(t) conveniente ai nostri scopi:
γB(t) =
1
4
(
pGNM γNM (t) + (1− p)GM γM (t)
pGNM + (1− p)GM −
pG2NM γNM (t) + (1− p)G2M γM (t)
pG2NM + (1− p)G2M
)
=
=
p(1− p)
4(pG2NM + (1− p)G2M )
· GNMGM (GNM −GM ) (γM (t)− γNM (t))
(pGNM + (1− p)GM ) . (3.57)
Dato che il termine a sinistra e` sempre positivo, per avere γB(t) positivo dobbiamo studiare la
positivia` della frazione a destra dell’ultima equazione.
Costruiamo (vedi Figura 3.3)G
(B)
M (t) in modo tale che sia pari a 1 per i tempi in 0 ≤ t ≤ t(fin)1 .
Per G
(B)
M (t) abbiamo semplicemente:
G
(B)
M (t) = 1 t ∈ [0, t(fin)1 ] . (3.58)
Possiamo fare gli stessi ragionamenti che hanno portato a p
(A)
max (vedi Appendice) per scoprire
che il valore massimo p per cui si ha la positivita` di γB(t), e` dato dalla condizione che:
Gm(t) = pGNM (t) + (1− p)GM (t) ,
sia positivo e sempre decrescente in 0 ≤ t ≤ t(fin)1 . In questo caso vediamo che il valore piu`
grande che si puo` raggiungere dipende da ∆1, dove −∆1 e` il valore minimo che GNM (t) assume
in I1 (vedi Figura 3.2):
p(B)max =
1
1 +∆1
−→ N (B)p =
∆1
1 + ∆1
< N (A)p . (3.59)
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Mostriamo ora, usando la (3.57) per γB(t) e la (3.58) per GM (t), che quest’ultima rende
effettivamente γB(t) positivo per t < t
(fin)
1 , quando p ≤ p(B)max:
γB(t) =
p(1− p)
4(pG2NM (t) + (1− p))
GNM (t)γNM (t)(1−GNM (t))
pGNM (t) + (1− p) > 0 ,
La prima frazione a secondo membro dell’ultime equazione e` banalmente positiva. Nella
seconda frazione il numeratore e` anch’esso sempre positivo: 1−GNM (t) per ogni t ≥ 0 e` positivo
dato che GNM (t) e` una funzione il cui modulo non supera mai l’unita` e il fattore GNM (t) γNM (t),
nell’intervallo [0, t
(fin)
1 ], e` un prodotto sempre positivo
9. Il denominatore della seconda frazione
puo` invece rendere negativo il rate γB(t). Dato che t
(fin)
1 puo` essere definito come il tempo in
cui GNM (t) assume il valore minimo −∆1, per avere la positivita` deve accadere che:
Gm
(
t
(fin)
1
)
= −p∆1 + (1− p) ≥ 0 ←→ p ≤ 1
1 + ∆1
= p(B)max .
Dato che GNM (t) e` sempre decrescente in I1, se garantiamo la positivita` di Gm(t) utilizzando
(3.58) abbiamo garantito contemporaneamente anche la monotona decrescenza della Gm(t). In
realta` questa proprieta` non ci interessa dato che γB(t) non e` ottenibile da una relazione simile
alla (3.18) tramite la mistura probabilistica Gm(t).
3.4.3 Determinazione di pmax tramite mix delle funzioni G
(A)
M e G
(B)
M
Negli ultimi due paragrafi abbiamo proposto le funzioni G
(A)
M (t) e la G
(B)
M (t) (che generano,
rispettivamente, γ
(A)
M e γ
(B)
M tramite la (3.18)) che rendono positivi per il massimo valore di
p, rispettivamente, γA(t) e γB(t): i rate che compaiono nella master equation dell’evoluzione
indotta da Φmix(t, 0). Questo accade per i tempi t ∈ I1 e per valori del parametro p inferiori a
p
(A)
max =
1
1+∆2
per γA(t) e p
(B)
max =
1
1+∆ per γB(t). Per rendere Markoviana la mappa Φmix(t, 0)
nella maniera piu` efficiente possibile dobbiamo pero` dare un’unica coppia {γM , GM} che rende
contemporaneamente positivi γA(t) e γB(t) per il piu` alto valore di p possibile: pmax. Per
risolvere questo problema possiamo quindi fare quanto segue. Si definisce la funzione:
Gb(t) = bG
(A)
M (t) + (1− b)G
(B)
M (t) b ∈ [0, 1] . (3.60)
Questa G-function e` banalmente G
(B)
M (t) per b = 0 e G
(A)
M (t) per b = 1. Per valori intermedi del
parametro abbiamo un funzione che assume valori intermedi tra quelli che assume G
(A)
M (t) e quelli
di G
(B)
M (t) (vedi Figura 3.3). E’ ragionevole aspettarsi che la funzione che risolve il problema
per il piu` alto valore di p si trovi in questa regione, ma non e` detto che si possa generare tramite
la relazione (3.60), cioe` tramite una media pesata di G
(A)
M (t) e G
(B)
M (t). L’intervallo di esistenza
[0, 1] per il parametro b e` necessario in questo senso. Utilizzando Gb(t) riusciamo a semplificare
il problema da infiniti gradi di liberta` (gradi di liberta` delle funzioni continue comprese tra
G
(A)
M (t) e G
(B)
M (t)) ad uno solo: il parametro b. Il rate γb(t) generato da Gb(t) tramite la (3.18)
e`:
γb(t) = −2
G˙b(t)
Gb(t)
=
 0 t ∈ [0, t
(iniz)
1 ]
−2
b G˙
(A)
M
(t)
bG
(A)
M
(t)+(1−b) t ∈ I1
. (3.61)
9In Figura 3.2 si vede che per t ∈ [0, 1.5pi] si ha GNM (t) ≥ 0 e γNM (t) ≥ 0 e per t ∈ [1.5pi, 2pi] si ha GNM (t) < 0
e γNM (t) < 0.
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Nella prossima sezione affronteremo il problema in maniera speculare, utilizzando quei rate γc(t)
che sono una media, pesata dal parametro c ∈ [0, 1], dei rate γ(A)M (t) e γ(B)M (t).
La coppia {γM , GM} per la quale possiamo dire di aver risolto il problema (con questo
particolare metodo) della determinazione di pmax, e` quella generata dalla funzione Gb¯(t), dove
b¯ e` quel valore del parametro che ammette il piu` ampio intervallo di p per la quale Φmix(t, 0)
rimane Markoviana per t > 0: {γM , GM} ≡ {γb¯, Gb¯}. Si puo` ragionevolmente pensare che
b¯ 6= {0, 1} e:
pmax ≡ p({γb¯, Gb¯}) < min
i=A,B
p(i)max = p
(A)
max =
1
1 +∆1
, (3.62)
dove si e` usata la notazione p({γb¯, Gb¯}) introdotta nell’equazione (3.49) e γb¯ e` il rate generato
dalla funzione Gb¯(t).
Concludiamo questo paragrafo cercando il risultato per il particolare modello numerico in-
trodotto (λ = 1, a = 1). Variando i valori dei parametri b e p si riesce a vedere per quali range la
coppia {γb, Gb} rende contemporaneamente positivi i rate γA(t) e γB(t). Il risultato che si ottie-
ne e` quanto gia` accennato nella (3.62). Il massimo valore di p che si riesce a ottenere e` di poco
inferiore al piu` piccolo tra p
(A)
max =
1
1+∆2
= 1
1+e−2π
≃ 0.99813 e p(B)max = 11+∆ = 11+e−π ≃ 0.95857:
pmax ≃ 0.95686 , per il valore critico del parametro b¯ ≃ 0.04143. In questo caso la misura di
non-Markovianita` della mappa e`: Np = 1− pmax ≃ 0.04314.
3.4.4 Determinazione di pmax tramite mix dei rate γ
(A)
M e γ
(B)
M
Possiamo affrontare il problema della determinazione di {γM , GM} utilizzando una via simme-
trica a quella appena intrapresa. Invece di utilizzare una G-function Gb(t) che va a mediare
linearmente le funzioni G
(A)
M (t) e G
(B)
M (t), prendiamo quella ΦM (t, 0) definita dal rate γc(t) che
questa volta e` una media pesata dei rate γ
(A)
M (t) e γ
(B)
M (t):
γc(t) = c γ
(A)
M (t) + (1− c) γ(B)M (t) c ∈ [0, 1] . (3.63)
In questo modo ci assicuriamo che γc(t) e` una funzione cha assume valori compresi tra quelli di
γ
(A)
M (t) e γ
(B)
M (t). Per questo motivo si restringe c all’intervallo [0, 1]. E’ ragionevole aspettarsi
che questo accada per quel rate che fornisce il piu` alto valore di p, ma non e` detto che si possa
esprimere nella forma (3.63). Il pregio di questo metodo e`, come per l’utilizzo di Gb(t), quello
di semplificare il problema alla determinazione del valore di un unico parametro reale.
Per la determinazione di {γM , GM} si massimizza il valore di p rispetto al parametro c,
cos`ı da ottenere un parametro c¯ che definisce la γc¯ che meglio risolve il problema con questa
tecnica. Se utilizziamo il modello ottenuto con {λ = 1, a = 1} si ottiene pmax ≃ 0.944 in
corrispondenza di c¯ ≃ 0.036. Nel precedente paragrafo avevamo ottenuto un valore maggiore
per pmax: constatiamo che l’utilizzo di questa seconda tecnica e` stata, in questo caso, meno
efficace.
Vogliamo sottolineare che anche in questo caso si ottiene, da γc(t), unaGc(t) = exp
[
−12
∫ t
0 γc(t)
]
che assume valori compresi tra quelli di G
(A)
M (t) e G
(B)
M (t). In questo caso, pero`, per valori
intermedi a [0, 1], Gc(t) non e` semplicemente una media tra G
(A)
M (t) e G
(B)
M (t), infatti:
Gc(t) = exp
[
−1
2
∫ t
0
(
c γ
(A)
M (t) + (1− c) γ(B)M (t)
)]
=
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= exp
[
−1
2
c
∫ t
0
γ
(A)
M (t)
]
exp
[
−1
2
(1− c)
∫ t
0
γ
(B)
M (t)
]
=
(
G
(A)
M (t)
)c (
G
(B)
M (t)
)1−c
.
Al variare del parametro c si hanno delle funzioni diverse da quelle che si potevano ottenere
dalla media pesata Gb(t). Infatti, dato che Gc(t) non e` una loro media pesata, ma una loro
combinazione non-lineare, abbiamo esplorato un differente insieme nello spazio delle funzioni
che assumono valori compresi tra quelli di G
(A)
M (t) e G
(B)
M (t) (vedi Figura 3.3).
3.4.5 Ulteriori considerazioni su pmax
Nelle ultime due sezioni abbiamo utilizzato due differenti tecniche per cercare di determinare
quale fosse la coppia {γM , GM} che potesse fornire il piu` alto valore di p, cos`ı da poter dare una
misura di non-Markovianita` a ΦNM (t, 0) tramite Np = 1 − pmax. In entrambi i casi abbiamo
utilizzato un parametro reale che andava ad esplorare una porzione dello spazio ad infiniti
gradi di liberta` delle funzioni che assumono valori compresi tra quelli di G
(A)
M (t) e G
(B)
M (t)
(vedi zona rosa in Figura 3.3). I risultati finali di queste analisi hanno portato in entrambi i
casi a riconoscere delle coppie {γM , GM} molto simili a {γ(B)M , G(B)M }, infatti abbiamo ottenuto
b¯ ≃ 0.041 e c¯ ≃ 0.036.
Nonostante si siano utilizzate le due vie piu` intuitive, ne esistono infinite altre. Sicuramente
esistono delle coppie (probabilmente anch’esse piu` vicine a {γ(B)M , G(B)M } che a {γ(A)M , G(A)M }) che
permettono di raggiungere dei valori di p maggiori di 0.95686 (valore ottenuto per Gb¯(t)), ma
sicuramente inferiori a p
(B)
max = min{p(A)max, p(B)max} = 0.95857. Perche´ non prendere quest’ultimo
come valore per pmax per stimare la non-Markovianita` di ΦNM (t, 0), senza andare a cercare
la particolare {γM , GM} che la genera? In generale, anche avendo una forma per (Qt)ij del
tipo (3.37) dove si hanno due rate che hanno dei valori p
(A),(B)
max abbastanza simili tra loro,
non e` affatto detto che un’unica mappa Markoviana riesca a risanare in maniera efficiente la
non-Markovianita` delle componenti di (Qt)ij . Il valore di pmax potrebbe essere in realta` molto
inferiore a min{p(A)max, p(B)max}. Se infatti le due componenti di (Qt)ij avessero dei comportamenti
molto diversi, il valore di pmax diminuirebbe molto. Pensiamo a questa ipotetica situazione:
abbiamo due mappe non-Markoviane, diciamo Φ
(1),(2)
NM (t, 0), che hanno entrambe una forma
(3.37) per la master equation. Mettiamo che γ
(1),(2)
B sia il rate piu` difficile da rendere positivo
e, quindi, con il valore minore di p
(B)(1),(2)
max . Se Φ
(1)
NM (t, 0) avesse due rate γ
(1)
A,B molto simili tra
loro, mentre Φ
(2)
NM (t, 0) ce li avesse molto differenti ma meno difficili da rendere separatamente
positivi, potremmo avere p
(B)(1)
max < p
(B)(2)
max , ma p
(1)
max > p
(2)
max. Questo assurdo ci porta a rifiutare
min{p(A)max, p(B)max} per definire il valore di pmax. Dobbiamo ricordare qual’e` la definizione data
per Np: una mappa ΦNM (t, 0) con un alto valore di Np deve essere molto difficile da rendere
Markoviana tramite Φmix(t, 0). In questo senso, se ho due mappe Φ
(1),(2)
NM (t, 0) con N
(1)
p < N
(2)
p ,
deve accadere che Φ
(2)
NM (t, 0) sia tale che Φmix(t, 0) sia piu` difficile da rendere Markoviana rispetto
al caso in cui si utilizzi Φ
(1)
NM (t, 0).
3.5 Utilizzo di coppie {γM , GM} diverse da {γM , GM}
Nella Sezione 3.2 abbiamo definito una misura di non-Markovianita`Np che prevede la costruzione
di una mappa Φmix(t, 0) all’interno della quale bisogna miscelare, tramite un parametro p ∈ [0, 1],
3.5. UTILIZZO DI COPPIE {γM , GM} DIVERSE DA {γM , GM} 53
la mappa ΦNM (t, 0) di cui si vuole ottenere la misura e la mappa Markoviana ΦM (t, 0) che
permette, mantenendo Φmix(t, 0) Markoviana, di ottenere il piu` grande valore del parametro p.
Questo valore viene chiamato pmax e la misura di non-Markovianita` per ΦNM (t, 0) e` definita come
Np = 1 − pmax. La coppia {γM , GM} = {γb, Gb} trovata nella Sezione 3.4.3 definisce Φ(t, 0)M
con la quale abbiamo ottenuto il valore della misura Np di una mappa non-Markoviana.
Per determinare {γM , GM} abbiamo esplorato due differenti strade, ma la mappa Markoviana
piu` efficiente e` stata quella appena citata. In realta` lo spazio delle mappe Markoviane che non
sono state inserite in Φmix(t, 0) per determinare il valore p(ΦM ) corrispondente e` ancora molto
vasto, ma complicato da esplorare. Una soluzione a tale problema potrebbe essere quella di
imporsi di utilizzare solamente una particolare tecnica per costruire le mappe Markoviane, come
quella utilizzata nella Sezione 3.4.3.
Sebbene si sia raggiunta una buona efficienza nel contrastare i comportamenti non-Markoviani
di ΦNM (t, 0), l’interpretazione fisica della mappa Markoviana costruita non e` molto intuitiva.
Vediamo cosa accade se utilizziamo delle mappe Markoviane che hanno una nautura piu` in-
tuitiva. La scelta piu` semplice e` quella di prenderne una caratterizzata da un rate costante
γM = cost per ogni t > 0m cioe` una mappa che rispetti la proprieta` di semigruppo. Un secondo
esempio che possiamo studiare e` quello di una mappa Markoviana con densita` spettrale di tipo
Jaynes-Cummings risonante, dove esploreremo l’insieme Markoviano del parametro a. Lo scopo
di questa analisi sara` anche quello di vedere quanta efficienza si perde se si utilizzano mezzi piu`
intuitivi.
Iniziamo ad analizzare il caso in cui in Φmix(t, 0) si inserisce un ADC caratterizzato da rate
costante γM = cost e ΦNM (t, 0) e` la stessa utilizzata sinora
10. Prendiamo p
(A)
max =
1
1+∆2
≃ 0.9981
come valore di riferimento per capire fino a che punto la mappa Markoviana riesce a rendere γA(t)
positiva al variare di p. Effettuando una simulazione numerica per p = 0.8, si vede chiaramente
che per γM <˜ 0.966 si riesce a ripristinare positivita`. Se invece ci avviciniamo molto al valore
p
(A)
max, ad esempio prendendo p = 0.98, non esiste alcun valore di γM che possa rendere γA(t)
positivo per ogni t > 0. E’ quindi chiaro che l’utilizzo di questa ΦM (t, 0) per rendere γA(t)
positiva e` meno efficiente, ma comunque attuabile. Se invece andiamo a studiare quale siano i
range di p e γM per la quale sia possibile rendere positivo γB(t) per ogni t > 0, ci si accorge che
non c’e` nessun margine di attuabilita`. Infatti, qualsiasi siano i valori di p e γM , non e` possibile
ripristinare la positivita` del rate γB(t). In definitiva si puo` utilizzare con successo l’utilizzo di
ADC con un rate γM costante solamente per rendere positivo il rate γA(t) che regola l’evoluzione
delle popolazioni del sistema aperto ρS(t). La storia cambia completamente se si considera una
mappa Markoviana che viene accesa per un tempo ti > 0. In questo caso si riesce a ripristinare
la Markovianita` della mappa Φmix(t, 0) anche con un rate γM costante. Se invece si fa uso di
ADC con densita` JJC(ω) in un regime Markoviano
11, si ottiene un risultato piu` vicino a quello
ottimale raggiunto con {γb, Gb}.
Nella tabella che segue sintetizziamo i risultati che si possono ottenere con coppie {γM , GM}
generate ad-hoc (Ad-hoc), che derivano da una densita` Jaynes-Cummings risonante (JC), oppure
una che derivano da un rate γM costanti. Nel caso JC-risonante e quello che deriva da un rate
γM costante, si distinguono i risultati ottenibili se si applica la mappa Markoviana sin da t = 0
10Nella simulazione numerica si usano i parametri usati anche per i grafici in Figura 3.1 e Figura 3.2: a = 1,
λ = 1.
11Per i modelli JC che vengono accesi a t = 0 si usano mappe con a < 0.5, mentre, per quelli che vengono
accesi a t > 0, le mappe che dnano i migliori risultati hanno a > 0.5, ma si mantengono accesi solamente nel loro
intervallo temporale Markoviano
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oppure a partire da tempi successivi (tipicamente appena inizia l’intervallo per cui γNM diviene
negativa).
γA(t) ≥ 0 γ′(t) ≥ 0 γB(t) ≥ 0
Ad-hoc XX XX XX
JC (ti = 0) X X ✗
JC (ti > 0) X XX XX
γM = cost (ti = 0) X X ✗
γM = cost (ti > 0) X XX XX
La spunta X indica che il dato modello riesce a rendere positivo il rate corrispondente, la doppia
spunta XX indica che si riesce a risolvere il problema nel modo piu` efficiente, mentre il simbolo
✗ sta ad indicare che con tale strategia non e` possibile rendere positivo il rate corrispondente.
Generalmente i modelli che vengono accesi a tempi t > 0 prossimi a quelli per cui γNM (t)
diventa negativo, permettono di raggiungere dei valori di p maggiori rispetto a quelli per la
quale si accende la mappa Markoviana a t = 0.
3.6 Relazione tra ∆ e i parametri che caratterizzano ΦNM
Per le mappe non-Markoviane studiate abbiamo una relazione biunivoca tra qualsiasi coppia
presa tra le seguenti quantita`: JJC(ω), la coppia di parametri {λ, γ0}, la coppia di parametri
{λ, a}, ΦNM (t, 0), γNM (t), {GNM (t)|GNM (0) = 1}. Vogliamo studiare la dipendenza di ∆ (la
quantita` che influenza la misura Np tramite le relazioni (3.55) e (3.59) considerata nel caso in
cui si hanno molteplici intervalli temporali di non-Markovianita`) dalla dinamica non-Markoviana
che si studia. Il modo piu` semplice per effettuare questo studio e` quello di analizzare come varia
questa grandezza al variare dei parametri che caratterizzano JJC(ω): {λ, γ0} (Figura 3.4 e Figura
3.5) o {λ, a} (Figura 3.6). In questo modo avremo un’interpretazione fisica piu` chiara di questa
analisi. I minimi e i massimi di GNM (t) occorrono per i tempi:
t
(iniz)
i =
(2k − 1)π√
2γ0λ− λ2
=
(2k − 1)π
λ
√
2a− 1 , t
(fin)
i =
2kπ√
2γ0λ− λ2
=
2kπ
λ
√
2a− 1 , (3.64)
dove i ∈ {1, 2, 3, . . .}. Questi sono gli stessi tempi citati per gli intervalli termporali di non-
Markovianita` Ii = (t
(iniz)
i , t
(fin)
i ). Sommiamo i primi tre gap che descrive GNM (t) :
∆(3) ≡
3∑
i=1
∆i =
3∑
i=1
(
GNM
(
t
(fin)
i
)
−GNM
(
t
(iniz)
i
))
.
Vediamo cosa accade se prendiamo considerazione la coppia {λ, γ0}. Come si vede dalla
forma (3.21) di GNM (t) (se si usa a = γ0/λ per far scomparire a) per piccoli valori di λ e per
tempi abbastamza piccoli, si ha fondamentalmente una funzione sinusoidale leggermente smor-
zata. Quando λ → 0 avremo quindi che ∆i → 2, indipendemente da γ0. All’aumentare di γ0,
inoltre si ha che ∆ aumenta piu` velocemente. Matematicamente abbiamo che i tempi t
(iniz),(fin)
i ,
come vediamo dalla (3.64), insorgono prima e la funzione GNM (t) risultera` meno attenuata dal-
l’esponenziale modulante. Fisicamente, essendo τR = γ
−1
0 , all’aumentare di γ0 abbiamo dei
tempi caratteristici del sistema che diventano via via piu` brevi e quindi la non-Markovianita` si
eccentua. Dato che Np = ∆/(1 + ∆) e` una funzione crescente di ∆ = limN→∞∆(N), e` chiaro
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Figura 3.4: Si riporta l’andamento di ∆ in funzione dei parametri γ0 e di λ. Si vede chiaramente
che ∆ > 0 solamente per γ0/λ >
1
2 . ∆ cresce al diminuire di λ e all’aumentare di γ0 (si veda Fi-
gura 3.5 per apprezzare meglio questo dettaglio). Per realizzare questo grafico e` stata effettuata
una somma delle risalite di GNM (t) per i primi tre intervalli temporali di non-Markovianita`.
Questo spiega perche´ limλ→0∆ = 6.
che ∆i deve aumentare all’aumentare di γ0. Infatti, nella Figura 3.4 e nella Figura 3.5 abbiamo
che, effettuando la somma sui primi tre intervalli temporali di non-Markovianita`, ∆(3) → 6 per
λ→ 0. Per lo stesso motivo abbiamo che ∆→∞ e Np → 1 per λ→ 0.
Spostando l’attenzione alla coppia {λ, a}, λ assume semplicemente il ruolo di riscalare i tempi
t
(iniz),(fin)
i . Se aumenta a, dimunisce il rapporto τE/τR tra i tempi caratteristici dell’enviroment
e del sistema. Per gli stessi motivi esposti nel caso dell’uso dei parametri {λ, γ0}, e` chiaro che
∆(3) → 6 per a→∞ (Figura 3.6). Nel caso generale avremo che ∆→∞ e Np → 1 per a→∞.
3.7 Diagonalizzazione della matrice (Qt)ij
Il metodo utilizzato per ottenere una misura di non-Markovianita` di ΦNM (t, 0) e` stato quello
di studiare la master equation di Φmix(t, 0), che in rappresentazione matriciale ha assunto la
forma (Qt)ij descritta nella (3.33). Siccome una forma di Lindblad del tipo (1.45) con dei rate
dipendenti dal tempo γk(t) ≥ 0 per t ≥ 0 descrive un’evoluzine Markoviana, abbiamo cercato una
scomposizione di (Qt)ij come combinazione di master equation generate da operatori di Lindblad
noti. Nella scomposizione (3.37) sono comparsi i rate γA(t) e γB(t), la cui positivita` garantisce
la Markovianita` dell’evoluzione. La misura di non-Markovianita` si ottiene massimizzando il
parametro p che compare in Φmix(t, 0) rispetto ai parametri che descrivono la mappa Markoviana
ΦM (t, 0) con la quale si “diluisce” la dinamica non-Markoviana di ΦNM (t, 0). Questo fatto si
puo` intuire se si prende in considerazione che la decomposizione (3.37) e` quella piu` intuitiva,
ma non e` l’unica (vedi Sezione 1.4.2). Prendiamo in considerazione la scomposizione di (Qt)ij
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Figura 3.5: Si riporta l’andamento di ∆ in funzione del parametro λ per diversi valori di γ0:
γ0 = 0.5 (blu), γ0 = 1 (viola), γ0 = 1.5 (ocra), γ0 = 4.5 (verde). E’ chiaro che, fissato il valore di
λ, ∆ aumenta per valori crescenti di γ0. Si puo` notare che per γ0 = 0.5, limλ→1∆ = 0. Infatti
per γ0/λ < 0.5 si ha una dinamica Markoviana e ∆ e` nullo.
Figura 3.6: Si riporta l’andamento di ∆ in funzione del parametro a riportato in scala logarit-
mica. Il gap ∆ e` positivo solo per a > 0.5 e si ritrova il limite lima→∞∆ = 6. Anche se e` stato
utilizzato λ = 1, il grafico riportato non sarebbe differente per altri valori del parametro. Infatti,
utilizzando la coppia {λ, a}, il parametro λ assume il solo ruolo di variare i tempi tmin,maxk .
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tramite la combinazione delle master equation generate da σ+, σx, σy e σz (invece che con σ− e
σz come abbiamo fatto in precedenza). Otteniamo la soluzione:
(Qt)ij = γ+(t)
(
B˜(+)
)
ij
+ γx(t)
(
B˜(x)
)
ij
+ γy(t)
(
B˜(y)
)
ij
+ γz(t)
(
B˜(z)
)
ij
,
dove:
γ+(t) = −γ′′(t) , γx(t) = γ
′′(t)
2
, γy(t) =
γ′′(t)
2
, γz(t) =
γ′(t)− γ′′(t)
4
.
Con questa decomposizione di (Qt)ij non sarebbe possibile rendere contemporaneamente positivi
i rate che la caratterizzano. Questo esempio ci aiuta a capire che se troviamo una decomposizione
di (Qt)ij dove i rate che compaiono sono resi positivi per ogni t ≥ 0 da ΦM (t, 0), si ha sicuramente
la Markovianita` dell’evoluzione per p < pmax, ma questo non vuol dire che non possa esistere
una differente decompisizione che permette di raggiungere valori piu` alti di p. Allo stesso modo,
se per una data decomposizione abbiamo la non-Markovianita` in un certo intervallo temporale,
non e` detto che cio` accada anche in tutte le altre.
La condizione che i rate γk(t) che compaiono nella master equation in forma di Lindblad
siano positivi per t ≥ 0 e` una condizione sufficiente a garantire la Markovianita` dell’evoluzione,
ma non e` necessaria. Riprendiamo l’equazione in forma esponenziale della matrice densita`
(1.22). La contrattivita` della mappa viene data dagli autovalori di Qt: se abbiamo solamente
autovalori negativi, la Markovianita` dell’evoluzione e` assicurata. Se effettuiamo questo studio
su (3.33) scopriamo che basta rendere positivi i rate γ′(t) e γ′′(t) per avere una master equation
Qt Markoviana:
(Qt)ij = B−1 ·

0 0 0 0
0 −γ′(t)/2 0 0
0 0 −γ′(t)/2 0
0 0 0 −γ′′(t)
·B , con B =

0 −1 −1 0
0 0 1 0
−1/2 0 0 −1
1 1 0 1
 .
(3.65)
3.8 Molteplici intervalli temporali di non-Markovianita`
In questa ultima Sezione vogliamo approfondire un tema che fino ad ora abbiamo tenuto in
sospeso: la possibilita` di avere molteplici intervalli temporali di non-Markovianita`. Non ci
limiteremo a trattare l’argomento solamente per l’ADC, ma spiegheremo come si affronta questo
problema in generale.
Per ottenere il valore di pmax utile a determinare la misura di non-Markovianita` Np di una
data mappa dinamica ΦNM (t, 0), si scompone la master equation Qt che la mappa dinamica
Φmix(t, 0) = pΦNM (t, 0) + (1− p)ΦM (t, 0) genera, utilizzando una classe di mappe Markoviane
ΦM (t, 0) che permette di contrastare i caratteri non-Markoviani di ΦNM (t, 0). Determinata la
scomposizione in operatori di Lindblad Ai e rate γi(t) (vedi l’equazione (1.45)) con la quale si
decide di lavorare (si ricordano le invarianze (1.51) e (1.52)), bisogna rendere contemporanea-
mente positivi i rate γi(t) per ogni tempo t ≥ t0, dove t0 e` il tempo iniziale della dinamica.
Ognuno di questi rate puo` essere o meno generato da un’equazione riconducibile alla forma (24),
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per una qualche funzione Gγi . Abbiamo visto che nei casi piu` semplici questo puo` esser fatto,
ma abbiamo analizzato solamente i casi in cui questi rate assumono valori negativi per un unico
intervallo temporale I1. Riconosciuto il legame tra le G-function e le mappe dinamiche, per
questi casi abbiamo scritto la GM (t), data da una forma riconducibile alla (3.53), che permette
di ottenere il valore pmax. La funzione GM (t) presenta un andamento “specchiato” rispetto a
quello di GNM (t) e assume valori che vanno da 1 a 0 in I1. Per questo una loro generalizzazione
al caso in cui si presentano piu` intervalli temporali di non-Markovianita` ha bisogno di qualche
dettaglio aggiuntivo: in questa sezione vediamo cosa accade se questi intervalli sono due o piu`.
Siano Ii = (t
(iniz)
i , t
(fin)
i ), con i ≥ 2, gli intervalli temporali di non-Markovianita` in cui
γNM (t) < 0. GNM (t) e` la G-function che definisce la mappa dinamica ΦNM (t, 0) che inseriamo
in Φmix(t, 0) = pΦNM (t, 0)+(1−p)ΦM (t, 0). Supponiamo che, a seguito di una decomposizione
in operatori di Lindblad Ai e rate γi(t) della master equation Qt corrispondente a Φmix(t, 0), un
rate sia generato dall’equazione (24) tramite Gqm(t) =
√
pG2NM (t) + (1− p)G2M (t). Definiamo:
∆2i = G
2
NM
(
t
(fin)
i
)
−G2NM
(
t
(iniz)
i
)
, ∆2 =
∑
i
∆2i , ri =
∆2i
∆2
. (3.66)
La G-function connessa alla mappa dinamica ΦM (t, 0) che permette di ottenere il valore pmax e`:
G
2
M (t) =

1 t ∈ I1
1− G
2
NM (t)−G2NM
(
t
(iniz)
1
)
∆21
r1 t ∈ I1
1− r1 t ∈ I2
(1− r1)−
G2NM (t)−G2NM
(
t
(iniz)
2
)
∆22
r2 t ∈ I2
1− r1 − r2 t ∈ I3
(1− r1 − r2)−
G2NM (t)−G2NM
(
t
(iniz)
3
)
∆23
r3 t ∈ I3
1− r1 − r2 − r3 t ∈ I4
. . .(
1−∑j−1k=1 rk)− G2NM (t)−G2NM
(
t
(iniz)
j
)
∆2j
rj t ∈ Ij(
1−∑jk=1 rk) t ∈ Ij+1
. . .
, (3.67)
dove Ii e` l’intervallo temporale compreso tra Ii−1 e Ii in cui γNM (t) ≥ 0. Analogamente al
caso (3.53), la funzione G
2
M (t) e` una funzione monotona decrescente negli intervalli di originale
non-Markovianita` t ∈ Ii e costante negli intervalli temporali intermedi. Se definiamo NI ∈
[1, 2, . . . ,∞] il numero di intervalli temporali di non-Markovianita`, per NI < ∞, la funzione
(3.67) e` identicamente nulla per t ≥ t(fin)NI . L’ADC studiato il questo capitolo e` un caso per cui
NI =∞, mentre per il pure dephasing channel che studieremo nel Capitolo 4 si ha NI =
[
s+2
4
]
.
Preso un singolo intervallo temporale di non-Markovianita`, la G-function appena definita e`
molto simile alla (3.53). La differenza fondamentale e` che la (3.67) non passa da 1 a 0 in un
singolo intervallo temporale di non-Markovianita`, bens`ı questo gap unitario viene distribuito dai
rapporti ri. Tanto piu` e` grande ∆
2
i , tanto piu` grande dovra` essere il contributo che GM (t) dovra`
fornire per rendere costante Gqm(t) nell’i-esimo intervallo temporale di non-Markovianita` per
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p → pmax. I fattori ri definiscono una gerarchia: ri′ > ri′′ indica che nell’intervallo temporale
Ii′ sono presenti fenomeni non-Markoviani piu` rilevanti rispetto a quelli riscontrabili in t ∈ Ii′′ .
L’argomentazione che ci ha permesso di riconoscere in G
(A)
M (t) la funzione che rende positivo
il rate γ(A)(t) per il massimo valore di p, cioe` p
(A)
max, come conseguenza della costanza della
G-function che genera questo rate, ci consente di ritenere la G-function (3.67) quella che ci
permette di raggiungere il valore piu` alto di p in Gqm(t), mantenendo quest’ultima Markoviana.
Questo risultato lo abbiamo raggiunto grazie alla particolare costruzione della funzione GM (t)
tramite i rapporti ri. Infatti, ci permette di ottenere, per p → pmax = 1/(1 + ∆2), la costanza
di GNM (t) contemporaneamente in ogni Ii. Verifichiamo esplicitamente questo risultato per un
generico intervallo temporale di non-Markovianita` imponendo p = pmax:
G2qm(t) = pmaxG
2
NM (t) + (1− pmax)G2M (t) =
1
1 + ∆2
G2NM (t) +
∆2
1 + ∆2
G
2
M (t) =
=
1
1 +∆2
G2NM (t) + ∆2
(
1−
j−1∑
k=1
rk
)
−∆2
G2NM (t)−G2NM
(
t
(fin)
j
)
∆2j
∆2j
∆2
 =
=
∆2
∑NI
k=j rk +G
2
NM
(
t
(fin)
j
)
1 + ∆2
= cost ≥ 0 t ∈ Ij ,
dove si sono usate le definizioni date dall’equazione (3.66) e la condizione di normalizzazione:∑NI
k=1 rk = (
∑NI
k=1∆
2
k)/∆
2 = 1. Utilizzando la G-function (3.67), il valore asintotico di Gqm(t)
per t→∞ e` G(∞)qm = √pG(∞)NM , dato che G
(∞)
M = 0 in ogni caso.
Una mappa non-Markoviana ΦNM (t, 0) che presenta una misura Np = 1, a cui corrisponde
un gap totale ∆2 =
∑NI
i=1∆
2
i = ∞, deve necessariamente avere NI = ∞. Infatti, le G-function
sono funzioni a valore in [−1, 1], dunque, al piu`, ogni ∆2i puo` avere valore unitario. Inoltre,
in questo caso, si ha ri = 0 per ogni i e la funzione GM (t) perde il suo senso originario. Una
mappa non-divisibile di questo tipo la possiamo definire come una mappa massimamente non-
Markoviana, dato che non esiste alcuna ΦM (t, 0) che rende Markoviana la mappa dinamica
Φmix(t, 0) = pΦNM (t, 0) + (1− p)ΦM (t, 0), se non per p = 0.
In questa sezione abbiamo lavorato sulla G-function che genera il rate γ(t) di una data
scomposizione in operatori di Lindblad e rate che ha la forma Gqm(t), ma naturalmente sono
possibili tante altre funzioni generatrici. Un altro caso che abbiamo visto nel Capitolo 4 e` quello
di una G-function del tipo Gp(t) = pGNM (t) + (1 − p)GM (t). Per affrontare il problema di
piu` intervalli temporali di non-Markovianita`, in questo caso, si procede in maniera del tutto
analoga. Si inizia definendo le grandezze corrispondenti a quelle date nell’equazione (3.66):
∆i → GNM (t(fin)i )−GNM (t(iniz)i ), ∆ →
∑
i∆i e ri → ∆i/∆. La G-function Markoviana che
permette di ottenere il valore piu` alto di p in Gp(t) e` la stessa data dall’equazione (3.67), dove le
funzioni GNM (t) compaiono in forma lineare, i gap ∆
2
i a denominatore sono sostituiti dai fattori
∆i appena definiti
12 e si utilizza la nuova definizione dei rapporti ri. Inoltre, in questo caso,
pmax = 1/(1 + ∆).
12Possiamo dire che il fattore ∆i appena definito e` la radice quadrata del gap dato nell’equazione (3.66) solo
nel caso in cui GNM (t
(iniz)
i ) = 0.
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Capitolo 4
Pure Dephasing Channel
Nel Capitolo 3 abbiamo studiato la misura di non-Markovianita` applicata alla classe delle mappe
dinamiche non-Markoviane riconducibili ad ADC con densita` spettrale di Jaynes-Cummings
risonante. Invece, in questo capitolo, vogliamo studiare un modello differente, quello del pure
dephasing channel.
L’equazione che rappresenta l’evoluzione indotta da questa mappa dinamica dal tempo ini-
ziale t0 = 0 al tempo finale t su una matrice densita` rappresentante un sistema aperto a due
livelli e`:
ρS(t) = Φ
(PDC)(t, 0)ρS(0) =
(
ρ11 ρ10 Γ(t)
ρ∗10 Γ(t) 1− ρ11
)
, (4.1)
dove:
Γ(t) = exp
[
−2
∫ t
0
dt′γ(t′)
]
= exp
[
−
∫ ∞
0
dω J(ω)
1− cosωt
ω2
]
. (4.2)
Quest’ultima funzione, che chiameremo Γ-function, assume un ruolo analogo a quello della G-
function nel caso dell’ADC. La densita` spettrale JO(ω) che prendiamo in considerazione dentro
la (4.2), detta Ohmica, ha la forma:
JO(ω) = A
ωs
Ωs−1
e−ω/Ω , (4.3)
dove Ω e` detta frequenza di cutoff, A e` un fattore di scala che non influira` nella fenomenologia
del PDC nonostante veriera` le scale delle gradezze che entrano in gioco. Per semplificare la
trattazione, a meno che non venga detto eplicitamente, il suo valore sara` posto per comlodita`
pari a 1. In un’analisi numerica successiva, si studiera` come variano alcuni risultati al variare
del valore di questo parametro e solo allora analizzeremo valori diversi per Ω. Il parametro
s che entra in JO(ω) e` il parametro che varia maggiormente il comportamento della mappa e
determina la natura Markoviana o non-Markoviana della mappa dinamica.
La master equation di questo canale e` generato dall’operatore σz e modulato dal rate γ(t)
visto nell’equazione (4.2):
LtρS(t) = γ(t) [σzρS(t)σz − ρS(t)] . (4.4)
Utilizzando le equazioni (4.3) e (4.2), possiamo ottenere la forma esplicita di Γ(t) e γ(t):
γ(t) =
ΓE(s− 1)
2
(1 + t2)−
s+1
2 (s− 1)
(
t cos
(
(s− 1) arctan(t)
)
+ sin
(
(s− 1) arctan(t)
))
, (4.5)
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Γ(t) = exp
[
−2ΓE(s− 1)
(
1− (1 + t2) 1−s2 cos((s− 1) arctan(t)))] , (4.6)
dove ΓE(z) e` la funzione gamma di Eulero. Il legame che intercorre tra il rate (4.5) e la Γ-
function (4.6) e` molto simile a quello che avevamo visto tra il rate e la G-function dell’ADC,
dove, in quel caso, per cui valeva l’equazione (3.16). Facendo uso della relazione (4.2) riusciamo
nuovamente a ottenere un legame simile:
γ(t) = −1
2
Γ˙(t)
Γ(t)
. (4.7)
Quest’ultima equazione ci permette, assieme alla condizione Γ(0) = 1, di ritenere la funzione
Γ(t) ed il rate γ(t) legati biunivocamente non solo alla densita` spettrale, ma anche di tra loro.
Possiamo verificare analiticamente che al variare del parametro s presente nella densita`
spettrale dell’enviroment, possono esserci o meno intervalli temporali Ii di non-Markovianita`,
cioe` intervalli temporali in cui γ(t) diventa negativa. Nello specifico si verfica [14] che:
0 ≤ s ≤ 2 : nessun intervallo di non-Markovianita` ,
2 < s ≤ 4 : I1 =
(
tan
(π
s
)
,∞
)
,
4 < s ≤ 6 : I1 =
(
tan
(π
s
)
, tan
(
2π
s
))
,
6 < s ≤ 8 : I1 =
(
tan
(π
s
)
, tan
(
2π
s
))
; I2 =
(
tan
(
3π
s
)
,∞
)
,
8 < s ≤ 10 : I1 =
(
tan
(π
s
)
, tan
(
2π
s
))
; I2 =
(
tan
(
3π
s
)
, tan
(
4π
s
))
,
e cos`ı via per valori crescenti del parametro s. Si puo` sintetizzare questo comportamento dicendo
che abbiamo ns = [
s+2
4 ] intervalli di non-Markovianita`, dove [ · ] e` la funzione parte intera.
4.1 Misura di non-Markovianita` Np per un PDC
Per studiare e quantificare la non-Markovianita` di un PDC con una densita` spettrale JO(ω)
contraddistinta da un valore del parametro s maggiore del valore critico 2, si costruisce la
mappa dinamica data dal mix statistico Φmix(t, 0) gia` vista nel capito precedente (vedi Sezione
3.2). Questa mappa consiste in una somma pesata dal parametro p ∈ [0, 1]. Cerchiamo il
massimo valore di p, che chiamiamo pmax, tale per cui si riesce a rendere markoviana Φmix(t, 0).
Associeremo quindi alla mappa ΦNM (t, 0) la misura di non-Markovianita` Np = 1 − pmax. Il
generatore della master equation dell’evoluzione indotta da Φmix(t, 0) e`:
Qt = (pLNM,tΦNM + (1− p)LM,tΦM ) (pΦNM + (1− p) ΦM )−1 . (4.8)
La Markovianita` per Φmix(t, 0) corrisponde alla positivita` dei rate che compaiono nel generatore
della master equation Qt che genera, una volta che viene posta in forma di Lindblad (1.45).
Usiamo la notazione matriciale per i superoperatori Φ(t, 0) e Lt introdotta precedentemente
e otteniamo:
(Φ)ij =


Γ(t) 0 0 0
0 Γ(t) 0 0
0 0 1 0
1− Γ(t) 1− Γ(t) 0 1

 , (Lt)ij =


−2γ(t) 0 0 0
0 −2γ(t) 0 0
0 0 0 0
2γ(t) 2γ(t) 0 0

 . (4.9)
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Sia ΓNM (t) (ΓM (t)) la Γ-function della mappa dinamica ΦNM (t, 0) (ΦM (t, 0)) che inseriamo nella
mappa dinamica Φmix(t, 0) definita nell’equazione (3.24). Utilizziamo la stessa notazione per
contraddistinguere i rate γNM (t) e γM (t) delle due mappe dinamiche che entrano in Φmix(t, 0).
Con sNM indicheremo il valore del parametro s che entra nella densita` spettrale Ohmica di
ΦNM (t, 0). Utilizzando questi accorgimenti nelle forme matriciali (4.9), tramite l’equazione
(3.32) possiamo ottenere la forma matriciale del generatore della master equation indotta dalla
mappa dinamica Φmix(t, 0):
(Qt)ij =

−2γp(t) 0 0 0
0 −2γp(t) 0 0
0 0 0 0
2γp(t) 2γp(t) 0 0
 , (4.10)
dove:
γp(t) =
p γNM (t)ΓNM (t) + (1− p) γM (t)ΓM (t)
pΓNM (t) + (1− p)ΓM (t) . (4.11)
Il risultato interessante che abbiamo ottenuto e` che il mix probabilistico di due PDC e` nuova-
mente un PDC. Il nuovo rate γp(t) risulta essere generato, tramite la (4.7), dalla Γ-function:
Γp(t) = pΓNM (t) + (1− p) ΓM (t) , (4.12)
Per studiare la Markovianita` di questo mix probabilistico dobbimo trovare, una volta fissata
la ΦNM (t, 0) che si vuole studiare, quali sono le mappe ΦM (t, 0) per la quale γp(t) e` positivo
per ogni t > 0 e, soprattutto, quella che permette di ottenere pmax. Quest’ultima e` definita
tramite una ΓM (t) costruita ad-hoc per generare un’evoluzione che controbilancia perfettamen-
te il comportamento non-Markoviano della funzione ΓNM (t) che caratterizza ΦNM (t, 0). La
definizione del suo andamento e` esattamente quella data nella Sezione 3.4.1 per G
(A)
M (t), dove
pero` ora lo scopo e` quello di rendere costante la funzione Γp(t) negli intervalli temporali di non-
Markovianita` Ii. Infatti, come nella Sezione 3.4.1, il rate γA(t) da rendere positivo era generato
direttamente da Gqm(t). Sia n(sNM ) il numero di intervalli temporali di non-Markovianita` che
presenta ΦNM (t, 0). Come abbiamo visto in precedenza, per sNM ∈ (2, 6] abbiamo n(sNM ) = 1
che identifica l’intervallo I1 = (t
(iniz)
1 , t
(fin)
1 ). In questi casi ΓM (t) si definisce:
ΓM (t) =

1 t ∈ [0, t(iniz)1 ]
1− ΓNM (t)−ΓNM (t
(iniz)
1 )
ΓNM (t
(fin)
1 )−ΓNM (t(iniz)1 )
t ∈ I1
0 t ∈ [t(fin)1 ,+∞)
.
Nei casi in cui n(sNM ) ≥ 2, cioe` per sNM > 6, per ottenere ΓM (t) possiamo sfruttare l’argo-
mentazione sviluppata nella Sezione 3.8.
Dato che nella scomposizione in forma di Lindblad di Qt compare un unico operatore di
Lindblad, la coppia {γM ,ΓM}, siccome non bisogna effettuare le ottimizzazioni che hanno ca-
ratterizzato le Sezioni 3.4.3 e 3.4.4, fornisce il valore di pmax. Questo valore e` legato al gap
totale ∆ che presenta ΓNM (t), cioe`:
∆ =
n(sNM )∑
i=1
∆i =
n(sNM )∑
i=1
ΓNM (t
(fin)
i )− ΓNM (t(iniz)i ) .
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A questo punto dovrebbe essere chiaro come si ottiene il valore di pmax e la misura di non-
Markovianita` Np di ΦNM (t, 0):
pmax =
1
1 +∆
, Np = 1− pmax = ∆
1 +∆
. (4.13)
Per completezza riportiamo i risultati numerici di due casi particolari: sNM = 3, dove
l’intervallo temporale di non-Markovianita` e` una semiretta e il caso sNM = 5, dove si riscontra
un unico intervallo temporale limitato di non-Markovianita`.
sM = 3: nell’intervallo temporale di non-Markovianita` I1 = (tan(π/3),∞) la Γ-function
passa dal valore ΓNM (tan(π/3)) ≃ 0.3246 a ΓNM (t)|t→∞ ≃ 0.3678. Di conseguenza abbiamo:
∆ ≃ 0.0432, pmax ≃ 0.9586 e Np ≃ 0.0414.
sM = 5: in questo caso abbiamo I1 = (tan(π/5), tan(2π/5)) e la Γ-function passa dal valore
ΓNM (tan(π/5)) ≃ 0.0002 a ΓNM (tan(2π/5)) ≃ 0.0025. Di conseguenza abbiamo: ∆ ≃ 0.0023,
pmax ≃ 0.9978 e Np ≃ 0.0022.
4.2 Utilizzo di coppie {γM ,ΓM} diverse da {γM ,ΓM}
Si puo` far uso di mappe Markoviane che hanno un significato fisico piu` chiaro (specificando, cioe`,
la loro densita` spettrale), seppur queste non hanno la stessa efficienza nel contrastare la non-
Markovianita` di ΦNM (t, 0) in Φmix(t, 0). Questo comportera` un intervallo Π(ΦM ) = (0, p(ΦM ))
piu` piccolo: p(ΦM ) < pmax. Nella tabella che segue mostriamo cosa accade per sNM = 3, cioe`
nel caso in cui l’intervallo di non-Markovianita` e` l’insieme semiaperto I1 = (tan(π/3),∞). Nella
prima colonna si evidenzia se il modello Markoviano usato riesce a rendere o meno positivo il
rate γp(t) per ogni tempo t > 0. Se il modello Markoviano scelto riesce in questo compito,
utilizzeremo il simbolo X, se permette di raggiungere il valore pmax utilizzeremo XX, mentre
se non riesce in questo compito contrassegneremo il modello con il simbolo ✗. Nella seconda
colonna si scrive il massimo valore di p(ΦM ) che questo modello riesce a raggiungere e nella
terza colonna il valore del parametro sM ∈ [0, 2] usato per ottenere il massimo valore di p(ΦM ).
γp(t) ≥ 0 p(ΦM )
Ad-hoc XX pmax ≃ 0.9586
Ohmic (ti = 0) X 0.8960 (sM ≃ 0.80)
Ohmic (ti > 0) X 0.9510 (sM ≃ 0.83)
γM = cost (ti = 0) ✗
γM = cost (ti > 0) ✗
Come si vede, una mappa Markoviana con un rate γM costante non e` in grado di ripristinare
la Markovianita` di Φmix(t, 0): variando i parametri p, sM e γM si puo` allargare l’intervallo
temporale di positivita` di γp(t), ma non si riesce a ottenere questo risultato per l’intero intervallo
temporale I1. Si riesce a rendere positivo γp(t) in t ∈ [0, tmax] con tmax p→0−→∞ (che corrisponde
al limite Φmix(t, 0)
p→0−→ ΦM (t, 0)). Tra i modelli in cui la mappa Markoviana viene accesa ad un
tempo ti > 0, quelli che raggiungono i valori piu` alti di p(ΦM ) hanno ti = t
(iniz)
1 = tan(π/3).
In questa seconda tabella, invece, mostriamo cosa accade per sNM = 5, cioe` in un caso in cui
l’unico intervallo temporale di non-Markovianita` e` l’insieme limitato I1 = (tan(π/5), tan(2π/5)):
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Figura 4.1: Si riporta l’andamento di γ(t) e di Γ(t) nel caso Markoviano in cui s = 1.5. Come si
vede γ(t) > 0 per ogni t > 0 e Γ(t) e` una funzione positiva strettamente decrescente del tempo.
γp(t) ≥ 0 p(ΦM )
Ad-hoc XX pmax ≃ 0.9978
Ohmic (ti = 0) X 0.9946 (sM = 0)
Ohmic (ti > 0) X 0.9951 (sM = 2)
γM = cost (ti = 0) X 0.9913 (γM ≃ 0.35)
γM = cost (ti > 0) X 0.9957 (γM ≃ 0.64)
I modelli in cui la mappa Markoviana viene accesa ad un tempo ti > 0 che danno i valori piu`
alti di p(ΦM ) sono nuovamente quelli per cui ti = t
(iniz)
1 = tan(π/5). Se contrastiamo la non-
Markovianita` di ΦNM (t, 0) utilizzando un PDC con densita` spettrale JO(ω) e sM ∈ [0, 2], si
riscontra che, se ΦM (t, 0) viene accesa al tempo iniziale ti = 0, la scelta piu` efficiente e` quella
contraddistinta dal valore piu` basso di s, cioe` sM = 0, mentre, nel caso in cui ti = t
(iniz)
1 , il valore
Markoviano di s che meglio riesce in questo compito e` quello massimo, cioe` sM = 2. Per i casi
estremi dell’intervallo di Markovianita` del parametro s si trovano delle forme particolarmente
semplici1 di γ(t) e Γ(t).
Comparando i risultati ottenuti, osserviamo che un intervallo temporale limitato di non-
Markovianita` e` molto piu` facile da contrastare rispetto ad uno illimitato. Da notare, inoltre,
che quando si usano delle mappe Markoviane che vengono accese nel momento in cui inizia
l’intervallo temporale di non-Markovianita` di ΦNM (t, 0), cioe` t
(iniz)
1 , si riescono a raggiungere,
rispetto al modello corrispondente in cui ti = 0, dei valori piu` alti di p(ΦM ). In Figura 4.1, 4.2
e 4.3 abbiamo riportato gli andamenti tipici dei casi analizzati in questa sezione.
1
(s = 0)
{
Γ(t) = e−tarctan(t)
√
1 + t2 , γ(t) =
1
2
arctan(t)
}
, (s = 2)
{
Γ(t) = e
−t
2
1+t2 , γ(t) =
t
(1 + t2)2
}
.
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Figura 4.2: Si riporta l’andamento di γ(t) e di Γ(t) per s = 3. Per t > tan(π/3) ≃ 1.73 il
rate γ(t) e` negativo e Γ(t) diventa una funzione crescente del tempo: I = (tan(π/3),∞) e`
l’intervallo temporale semiaperto di non-Markovianita` di questo modello. In queste caratte-
ristiche si riconosce la non-Markovianita` della mappa. Il valore asintotico della Γ-function e`
Γ∞ ≡ limt→∞ Γ(t) ≃ 0.368 e abbiamo ∆ = Γ∞ − Γ(tan(π/3)) ≃ 0.043.
Figura 4.3: Si riporta l’andamento di γ(t) e di Γ(t) per s = 5. L’intervallo temporale di non-
Markovianita` corrisponde all’intervallo limitato I1 = (tan(π/5), tan(2π/5)) ≃ (0.727, 3.078).
In questo intervallo si ha γ(t) < 0 e un andamento crescente di Γ(t): queste caratteristiche
indicano la non-Markovianita` dell’evoluzione del sistema per t ∈ I1. Per questo modello abbiamo
l’incremento: ∆ = Γ(tan(2π/5))− Γ(tan(π/5)) ≃ 0.002.
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4.3 Relazione tra ∆ e i parametri che caratterizzano ΦNM
Nella densita` spettrale Ohimica JO(ω) che caratterizza il modello sin qui analizzato entrano
in gioco tre parametri: Ω, A e s. Il primo puo` esser visto come una frequenza di cutoff, il
parametro A modula l’intensita` dell’interazione tra il sistema a due livelli e l’enviroment e a s e`
difficile dare un’interpretazione fisica se non quella per cui regola il comportamento Markoviano
o non-Markoviano del PDC.
La frequenza di cutoff riscala i tempi della dinamica. Infatti, per valori di Ω diversi da 1
dobbiamo semplicemente effettuare la sostituzione t → Ω t nelle equazioni precedenti, ma le
caratteristiche fondamentali della dinamica non variano. Per studiare la dipendenza di ∆ dai
parametri della densita` spettrale possiamo focalizzarci senza alcuna perdita` di generalita` sulla
coppia di parametri {A, s}. Entrambi influiscono sul suo valore in maniera determinante. Grazie
all’analisi svolta negli scorsi paragrafi e` facile computare, al variare di A e s, i valori dei vari
∆i che compongono il gap totale ∆. Utilizziamo la notazione gia` vista per cui t
(iniz)
i (s) e` il
tempo per cui inizia l’intervallo temporale di non-Markovianita` Ii nei PDC con un dato valore
del parametro s e t
(fin)
i (s) e` il suo tempo finale. Il valore del parametro A influisce sul valore
che la Γ-function assume in questi tempi, ma non influisce il valore dei tempi stessi. Sia Γs,A(t)
la funzione (4.2) che si ottiene imponendo in JO(ω) i valori s ed A, allora:
∆ =
ns∑
i=1
∆i =
ns∑
i=1
(
Γs,A
(
t
(fin)
i (s)
)
− Γs,A
(
t
(iniz)
i (s)
))
.
Dato che, contrariamente al caso dell’ADC, per ogni valore di s il numero di intervalli temporali
di non-Markovianita` e` finito e pari a ns = [
s+2
4 ], si puo` effettuare un calcolo esatto di ∆.
In Figura 4.4 si mostra l’andamento di ∆ in funzione dei parametri s e di A, mentre, in
Figura 4.5, si e` ristretta l’analisi ai valori A = 1 e A = 0.01. Fissato un valore di A, si ha un
valore di s, che chiamiamo smaxA , per la quale si ha un massimo locale di ∆. Si riscontra che
smaxA e` una funzione decrescente di A, quindi: limA→0 s
max
A =∞ e limA→∞ smaxA = 2.
4.4 Diagonalizzazione della matrice (Qt)ij
Se effettuiamo la diagonalizzazione dellla matrice (4.10) otteniamo:
(Qt)ij = B−1 ·

0 0 0 0
0 0 0 0
0 0 −2γp(t) 0
0 0 0 −2γp(t)
 ·B , con B =

0 0 −1 −1
0 0 0 1
0 1 0 0
1 0 1 0
 .
Dato che il mix ottenuto con Φmix(t, 0) aveva generato nuovamente un PDC, era da aspettarsi
che l’unico autovalore della matrice (Qt)ij fosse proprzionale a −γp(t). Utilizzare questo metodo
non porta ad alcuna semplificazione del problema dato che con il metodo della scomposizione
della master equation in forme note, eravamo gia` riusciti a risolvere esattamente il problema
tramite un unico operatore di Lindblad: rendere positivo il rate che compare nella scomposizione
della master equation generata da Qt e quello di rendere negativi gli autovalori della sua forma
matriciale, sono equivalenti. Questo non accadeva nel caso studiato nel Capitolo 3 dove la master
equation in forma di Lindblad era generata da due operatori.
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Figura 4.4: Abbiamo rappresentato ∆(s,A) da due angolazioni differenti, per s ∈ [2, 8] e A ∈
[0, 1.5]. Si nota che, fissato il valore di A, abbiamo un valore smaxA per la quale si ha un massimo
locale di ∆. Il valore di smaxA aumenta per A che tende a zero.
Figura 4.5: Si riporta l’andamento di ∆(s,A) in funzione del parametro s nel caso di A = 1
(blu) e A = 0.01 (viola). Si nota la crescita del valore massimo di ∆ al diminuire di A, in
corrispondenza di smaxA . E’ chiara la Markovianita` della dinamica per 0 ≤ 2 ≤ 2.
Capitolo 5
Altre dinamiche non-Markoviane
Nel Capitolo 3 abbiamo studiato il comportamento dell’amplitude damping channel in regime
non-Markoviano, la cui master equation e` generata dall’operatore di Lindblad σ−. Invece, nel
Capitolo 4, abbiamo studiato il pure dephasing channel, con una dinamica generata da σz. In
questo capitolo vogliamo in primo luogo generalizzare i risultati ottenuti alle dinamiche ge-
nerate dagli operatori σx, σy e σ+ e studiare il comportamento di un’altra classe di mappe
non-Markoviane, cioe` quelle ottenute da composizioni del tipo1:
Φ(i j)(t, 0) =
(
Φ(i) · Φ(j)
)
(t, 0) , (5.1)
dove Φ(i)(t, 0) e` la mappa dinamica a cui corrisponde una master equation in forma di Lindblad
(1.45) caratterizzata dall’operatore di Lindblad σi, con i = x, y, z, +, −. In questo caso la non-
Markovianita` di Φ
(i,j)
NM (t, 0) sara` data dai valori dei parametri delle mappe che la compongono.
5.1 Master equation generate da σx e σy
Dato il profondo legame che interccorre tra le matrici σx, σy e σz, ci aspettiamo che le dinamiche
generate dai primi due siano simili a quella del pure dephasing channel, che e` invece generata
da σz. Queste tre matrici sono infatti connesse da trasformazioni unitarie. Iniziamo studiando
la master equation generata da σy:
L(y)t ρS(t) = γ(t) [σyρS(t)σy − ρS(t)] . (5.2)
Definiamo la G-function G(t) = exp
[
−2 ∫ t0 dt′ γ(t′)]. Grazie ai risultati del Capitolo 1 si ha la
non-Markovianita` di questa evoluzione se esistono uno o piu` intervalli temporali Ii in cui il rate
che compare nella master equation (5.2) assume valori negativi. Nel seguito, con Φ
(y)
NM (t, 0),
intenderemo una mappa dinamica la cui master equation corrispondente e` generata dal supe-
roperatore (5.2) e il rate γNM (t) che lo caratterizza diventa negativo in un insieme tempora-
le di misura non nulla. Analogamente definiamo Φ
(y)
M (t, 0), dove pero` il rate corrispondente
γM (t) e` positivo per ogni tempo. In questo modo possiamo definire la mappa dinamica (3.24):
Φmix(t, 0) = pΦ
(y)
NM (t, 0) + (1− p)Φ(y)M (t, 0).
1Composizioni del tipo Φ
(i,j)
NM (t, 0) = Φ
(i)(t, t′) · Φ(j)(t′, 0) non le prendiamo in considerazione. Questo caso si
risolve semplicemente componendo temporalmente risulati simili a quelli dei precedenti due capitoli e delle prime
due sezioni di questo capitolo.
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Se usiamo a, b e c per indicare i parametri che caratterizzano la rappresentazione matriciale
di ρS(0) (vedi Appendice), abbiamo
2:
Φ(y)(t, 0)ρS(0) = ρS(t) =
(
1+cG(t)
2
aG(t)−ib
2
c.c. 1−cG(t)2
)
,
da cui otteniamo agevolmente:
Φ(y)(t, 0)ρx =
1
2
(
1 G(t)
G(t) 1
)
, Φ(y)(t, 0)ρy = ρy ,
Φ(y)(t, 0)ρz =
1
2
(
1 +G(t) 0
0 1−G(t)
)
, Φ(y)(t, 0)ρ
✶/2 = ρ✶/2 .
Applichiamo le proiezioni necessarie per ottenere la rappresentazione matriciale della mappa di
evoluzione e otteniamo:
(
Φ(y)
)
ij
=

G(t) 0 0 0
0 1 0 0
0 0 G(t) 0
1−G(t) 0 1−G(t) 1
 . (5.3)
Nel Capitolo 3, con l’equazione (3.36), avevamo gia` trovato la rappresentazione matriciale di
L(y)t (vedi (B(y)t )ij), quindi abbiamo tutti gli strumenti per scrivere Q(y)t , cioe` il generatore della
master equation indotta dalla mappa dinamica Φmix(t, 0) definita in precedenza. Svolgiamo gli
stessi calcoli che hanno portato alla rappresentazione matriciale (3.33) per ottenere quella di
Q(y)t :(
Q(y)t
)
ij
=
(
p
(
L(y)NM,t
)
·
(
Φ
(y)
NM
)
+(1−p)
(
L(y)M,t
)
·
(
Φ
(y)
M
))
ik
·
(
p
(
Φ
(y)
NM
)
+(1−p)
(
Φ
(y)
M
))−1
kj
=
=

−2γp(t) 0 0 0
0 0 0 0
0 0 −2γp(t) 0
2γp(t) 0 2γp(t) 0
 . (5.4)
Accade esattamente quanto notato con il PDC: la master equation ottenuta con il mix pesato dal
parametro p e` nuovamente una master equation generata da σy (basta confrontare la (5.4) con
la (3.36)) e il rate che caratterizza l’evoluzione ha la stessa forma del rate γp(t) dell’equazione
(4.11). Sotto questo punto di vista possiamo dire che il comportamento delle master equation
generate da σx e σz sono simili.
Senza mostrare nuovamente i passaggi analoghi a quelli che sono stati necessari ad arrivare
alle equazioni (5.3) e (5.4), nel caso in cui la dinamica e` generata da σx, se si utilizzano le stesse
notazioni e tecniche, si ottiene:
(
Φ(x)
)
ij
=

1 0 0 0
0 G(t) 0 0
0 0 G(t) 0
0 1−G(t) 1−G(t) 1
 . (5.5)
2La forma di (5.2) si ottiene dall’inversione della master equation. Quando si dice che una dinamica e` generata
da σy, significa che nella master equation nella forma di Lindblad (??) si utilizza l’operatore L = σy, ed e` quindi
chiaro che se si intraprende questa via la mappa di evoluzione equivalente va dedotta da questa.
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La master equation di Φmix(t, 0) = pΦ
(x)
NM (t, 0) + (1− p)Φ(x)M (t, 0) assume la forma intuitiva che
ci aspettiamo dalla generalizzazione dei risultati sin qui ottenuti. Il generatore della master
equation in forma matriciale assume la forma:
(
Q(x)t
)
ij
=

0 0 0 0
0 −2γp(t) 0 0
0 0 −2γp(t) 0
0 2γp(t) 2γp(t) 0
 . (5.6)
I metodi per curare la non-Markovianita` delle master equation generate dai superoperatori
(5.4) e (5.6) sono esattamente gli stessi utilizzati nel Capitolo 4. Se associamo la densita` spettrale
Ohmica JO(ω) (utilizzata nel Capitolo (4)) alla mappa dinamica non-Markoviana con la quale
generiamo γNM (t) e GNM (t) tramite le equazioni (4.5) e (4.6), otteniamo la stessa misura di
non-Markovianita` Np ottenuta nel caso del PDC.
5.2 Master equation generata da σ+
Cerchiamo un’analogia tra il comportamento delle master equation generate dall’operatore di
Linblad σ+ con l’ADC gia` studiato:
Φ(+)(t, 0)ρS(0) = ρS(t) =
(
1− (1−c)G2(t)2 (a−ib)G(t)2
c.c. (1−c)G
2(t)
2
)
. (5.7)
La rappresentazione matriciale di Φ(+)(t, 0) e`:
(
Φ(+)
)
ij
=

G(t) 0 0 0
0 G(t) 0 0
1−G2(t) 1−G2(t) 1 1−G2(t)
G2(t)−G(t) G2(t)−G(t) 0 G2(t)
 . (5.8)
Come si vede dal confronto delle equazioni (5.7) e (3.12), Φ(+)(t, 0) genera un’evoluzione che
agisce sulle popolazioni in maniera diametricalmente opposta rispetto all’ADC. Lo stato eccitato
che si ripopola e lo stato “ground” si estingue esponenzialmente (la funzione G(t) e` la stessa
introdotta nel Capitolo 3). Le coerenze, invece, evolvono nella stessa maniera. Se definiamo
Φmix(t, 0) = pΦ
(+)
NM (t, 0) + (1 − p)Φ(+)M (t, 0) e utilizziamo le tecniche adoperate per ricavare la
forma matriciale del generatore della master equation associata, si ottiene:
(
Q
(+)
t
)
ij
=

−γ′(t)/2 0 0 0
0 −γ(t)/2 0 0
γ′′(t) γ′′(t) 0 γ′′(t)
γ′(t)/2− γ′′(t) γ′(t)/2− γ′′(t) 0 −γ′′(t)
 =
= γ′′(t)
(
B˜(+)
)
ij
+
γ′(t)− γ′′(t)
4
(
B˜(z)
)
ij
,
dove γ′(t) e γ′′(t) sono gli stessi rate che avevamo incontrato nel caso dell’ADC e le matrici
(B˜(+),(z))ij sono quelle introdotte con l’equazione (3.36). Diagonalizzando
(
Q
(+)
t
)
ij
si ottiene la
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stessa forma diagonale ottenuta per l’ADC del Capitolo 3:
(
Q
(+)
t
)
ij
= B−1 ·

0 0 0 0
0 −γ′(t)/2 0 0
0 0 −γ′(t)/2 0
0 0 0 −γ′′(t)
·B con B =

0 −1 −1 0
0 0 1 0
1 0 0 −1
0 1 0 1
 .
5.3 Mappe dinamiche generate da composizioni
Nel Capitolo 3 abbiamo visto che la master equation relativa a Φmix(t, 0), cioe` l’equazione (3.37),
si poteva vedere come la somma delle master equation generate dagli operatori di Lindblad
σ− e σz (vedi la Sezione 3.3.1 per la dimostrazione). Questa caratteristica ci permetteva di
interpretare Φmix(t, 0) come la composizione delle mappe dinamiche Φ
(−)(t, 0) e Φ(z)(t, 0). In
questa sezione cercheremo di capire quando si pio` invertire questo ragionamento, cioe` quando
la master equation della composizione di due mappe dinamiche e` generata dagli stessi operatori
di Lindblad che generano le master equation delle mappe dinamiche prese singolarmente con gli
stessi rate.
Prendiamo in considerazione la mappa dinamica data dalla composizione (5.1) e vediamo
quando il generatore L(ij)t dellla master equation corrispondente si puo` scrivere come:
L(ij)t = L(i)t + L(j)t , (5.9)
dove L(i)t e` il superoperatore che genera la master equation indotta dall’evoluzione della mappa
dinamica Φ(i)(t, 0) ed e` associato all’operatore di Lindblad σi, con i = x, y, z,+ e −. Dai risultati
della Sezione 3.3.1 possiamo dire che la forma (5.9) si raggiunge se e solo se viene soddisfatta la
condizione data dal commutatore: [
Φ(i)(t, 0),L(j)t
]
= 0 . (5.10)
Nel caso in cui questa condizione non viene rispettata, che forma assume L(ij)t ? Riprendiamo
i calcoli dall’equazione (3.46) sostituendo l’ADC e il PDC con le mappe che compaiono nella
composizione (5.1), quindi moltiplichiamo a destra per
(
Φ(i) · Φ(j))−1:
L(ij)t =
(
L(i)t · Φ(i) · Φ(j) +Φ(i) · L(j)t · Φ(j)
)
·
(
Φ(i) · Φ(j)
)−1
= L(i)t +Φ(i) · L(j)t ·
(
Φ(i)
)−1
=
= L(i)t + L(j)t +
[
Φ(i),L(j)t
]
·
(
Φ(i)
)−1
. (5.11)
Nella Sezione 5.3.1 studieremo un primo esempio in cui la condizione (5.10) viene soddisfatta e
quindi potremo usare l’equazione (5.9). A seguire, nella Sezione 5.3.2, proporremo un secondo
esempio dove dovremo usare la forma (5.11) appena ottenuta e noteremo che in questi casi la
trattazione per l’analisi di Φmix(t, 0) si complica notevolmente.
5.3.1 Composizione di un ADC con un PDC
La prima composizione che studiamo e` quella data da Φ(−)(t, 0) e Φ(z)(t, 0):
Φ(−z)(t, 0) =
(
Φ(−) · Φ(z)
)
(t, 0) , (5.12)
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che, sulla matrice densita` del sistema aperto a due livelli, si comporta come segue:
Φ(−z)(t, 0)ρS(0) =
1
2
(
(1 + c)G2
(−)
(t) (a− ib)G(−)(t)G(z)(t)
c.c. 2− (1 + c)G2(−)(t)
)
.
Nella Sezione 3.3 siamo partiti con un ADC non-Markoviano a cui abbiamo miscelato un
ADC Markoviano in Φmix(t, 0). A quel punto abbiamo riconosciuto in questa somma pesata la
composizione di un ADC con un PDC simile alla mappa (5.12). In questo caso, invece, vogliamo
prendere come punto di partenza una mappa dinamica non-Markoviana che e` la combinazione
(5.12), per poi vedere cosa accade se la misceliamo con una seconda mappa dinamica della stessa
natura, ma Markoviana, in Φmix(t, 0).
Nella Sezione 3.3.1 abbiamo dimostrato che la mistura statistica di due ADC in Φmix(t, 0)
corrispondeva ad una composizione simile a Φ(−z)(t, 0). In quel caso avevamo dimostrato che
il commutatore (5.10) relativo alla composizione (5.12) e` nullo. Per questo motivo possiamo
scrivere senza problemi la forma matriciale della master equation corrispondente a Φ(−z)(t, 0),
cioe` (L(−z)t )ij .
Dobbiamo fare attenzione ad un dettaglio: nel Capitolo 3 i rate che guidavano l’evoluzione
di Φ(−)(t, 0) e Φ(z)(t, 0) erano, rispettivamente, γA(t) e γB(t) ed erano ottenuti tramite delle
combinazioni di γ′(t) e γ′′(t). Quindi, in quel caso, i rate legati alle mappe dinamiche che
comparivano nella composizione non erano indipendenti (vedi equazioni (3.38) e (3.39)). In
questo caso, invece, i rate e le G-function bisogna considerarli indipendenti: γ(−)(t) (γ(z)(t))
e G(−)(t) (G(z)(t)) saranno il rate e la G-function che caratterizzano Φ(−)(t, 0) (Φ(z)(t, 0)). Se
mettiamo assieme quanto detto:
(
Φ(−z)
)
ij
=

G(−)G(z) 0 0 0
0 G(−)G(z) 0 0
G2
(−) − 1 G2(−) − 1 2G2(−) − 1 G2(−) − 1
2−G2(−) −G(−)G(z) 2−G2(−) −G(−)G(z) 2− 2G2(−) 2−G2(−)
 ,
(5.13)
(
L(−z)t
)
ij
=

−12γ(−)(t)− 2γ(z)(t) 0 0 0
0 −12γ(−)(t)− 2γ(z)(t) 0 0
−γ(−)(t) −γ(−)(t) −2γ(−)(t) −γ(−)(t)
3
2γ
(−)(t) + 2γ(z)(t) 32γ
(−)(t) + 2γ(z)(t) 2γ(−)(t) γ(−)(t)
 . (5.14)
Per inserire Φ(−z)(t, 0) nel quadro della misura di non-Markovianita` Np dobbiamo conside-
rare la mappa dinamica Φ
(−z)
NM (t, 0) di cui vogliamo misurare la non-Markovianita` e la mappa
Φ
(−z)
M (t, 0) utile a determinare il valore di pmax tramite il mix probabilistico:
Φmix(t, 0) = pΦ
(−z)
NM (t, 0) + (1− p)Φ(−z)M (t, 0) ,
dove Φ
(−z)
NM (t, 0) e` caratterizzata
3 dai rate γ
(−)
NM (t) e γ
(z)
NM (t) e Φ
(−z)
M (t, 0) da γ
(−)
M (t) e γ
(z)
M (t).
Questi presentano nel complesso uno o piu` intervalli temporali in cui almeno uno dei due diventa
negativo. Calcoliamo la forma matriciale del rappresentante della master equation di Φmix(t, 0)
3Le G-function G
(−)
NM,M (t) e G
(z)
NM,M (t) sono legate ai rate corrispondenti tramite le relazioni (3.16) e (4.7).
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e ricaviamo decomposizione tramite le matrici (B˜(i))ij viste nella Sezione (3.3). Continuiamo ad
usare la stessa filosofia per le G-function e per le grandezze relative a Φ
(−z)
M (t, 0) e scriviamo:(
Q(−z)t
)
ij
=
(
pL(−z)NM,t · Φ(−z)NM + (1− p)L(−z)M,t · Φ(−z)M
)
ik
·
(
pΦ
(−z)
NM + (1− p) Φ(−z)M
)−1
kj
=
=

−γ(−z)(t) 0 0 0
0 −γ(−z)(t) 0 0
−γ′′(t) −γ′′(t) −2γ′′(t) −γ′′(t)
γ(−z)(t) + γ′′(t) γ(−z)(t) + γ′′(t) 2γ′′(t) γ′′(t)
 = (5.15)
= γ′′(t)
(
B˜(−)
)
ij
+
2γ(−z)(t)− γ′′(t)
4
(
B˜(z)
)
ij
, (5.16)
dove:
γ(−z)(t) =
pG
(−)
NMG
(z)
NM
(
1
2γ
(−)
NM (t) + 2γ
(z)
NM (t)
)
+ (1− p)G(−)M G(z)M
(
1
2γ
(−)
M (t) + 2γ
(z)
M (t)
)
pG
(−)
NMG
(z)
NM + (1− p)G(−)M G(z)M
.
(5.17)
Il rate γ′′(t) e` lo stesso rate introdotto con l’equazione (3.35). Possiamo notare che il rate γ(−z)(t)
si puo` considerare generato dalla G-function:
G(−z)(t) = pG(−)NM (t)G
(z)
NM (t) + (1− p)G(−)M (t)G(z)M (t) ,
tramite la relazione4: γ(−z)(t) = − G˙(−z)(t)
G(−z)(t)
. Se si effettua una diagonalizzazione di (Q(−z)t )ij
si vede che gli autovalori di questa matrice sono −γ′′(t) e −γ(−z)(t), dove quest’ultimo ha
molteplicita` 2. Quindi, come nel caso dell’ADC, nonostante la scomposizione che abbiamo
effettuato include il rate 2γ
(−z)(t)−γ′′(t)
2 , i rate che compaiono nella diagonalizzazione sono invece
tutti nella forma data dall’equazione (3.16).
Il metodo per rendere Markoviani i rate che compaiono nella decomposizione della master
equation sono molto simili agli stessi che si sono incontrati nel caso dell’ADC. In entrambi i casi,
nelle rispettive mappe Φmix(t, 0), abbiamo un rate responsabile per l’evoluzione delle coerenze
del sistema a due livelli (γ′(t) per l’ADC e γ(−z)(t) per Φ(−z)(t, 0)) e un rate responsabile
all’evoluzione delle popolazioni (γ′′(t) in entrambi i casi).
5.3.2 Composizione di un ADC con Φ(y)
Il secondo esempio che prendiamo in considerazione e` il risultato della combinazione di due
mappe dinamiche che agiscono in maniera molto differente sui gradi di liberta` della matrice
densita` del sistema aperto (si confrontino le forme date dalle equazioni (3.23) e (5.3)):
Φ(−y)(t, 0) =
(
Φ(−) · Φ(y)
)
(t, 0) . (5.18)
L’azione di questa mappa su di una matrice densita` e`:
Φ(−y)(t, 0)ρS(0) =
1
2
(
(1 + cG(y)(t))G2
(−)
(t) (aG(y)(t)− ib)G(−)(t)
c.c. 2− (1 + cG(y)(t))G2(−)(t)
)
, (5.19)
4Rendere positivo un rate che e` generato da un’identificata G-function e` un lavoro semplice da svolgere: bisogna
rendere quest’ultima positiva e decrescente. Rate del tipo 1
4
(2γ(−z)(t)− γ′′(t)) sono piu` difficili da trattare.
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che ha una rappresentazione matriciale5:
(
Φ(−y)
)
ij
=

G(−)G(y) 0 0 0
0 G(−) 0 0
G(−)2 − 1 G(−)2 − 1 G(−)2 (1 +G(y))− 1 G(−)2 − 1
. . . . . . . . . . . .

 .
Abbiamo gia` ottenuto la rappresentazione matriciale di L(−)t e L(y)t : possiamo affermare che
(L(−y)t )ij = (L(−)t )ij+(L(y)t )ij ? Per poterlo dire dobbiamo essere sicuri di soddisfare la condizione
data dal commutatore (5.10) per Φ(−)(t, 0) e L(y)t :
[
Φ(−)(t, 0),L(y)t
]
ij
≡ C(−y)t


0 0 0 0
0 0 0 0
1 1 1 1
−1 −1 −1 −1

 , (5.20)
dove la funzione C
(−y)
t = 2γ
(y)(t) (G2
(−)
(t)−1) contiene sia la G-function della mappa dinamica
Φ(−)(t, 0) che il rate che caratterizza L(y)t . Siccome la condizione di commutazione non viene
rispettata, per ottenere (L(−y)t )ij dobbiamo utilizzare la relazione generale (5.11):(
L(−y)t
)
ij
=
(
L(−)t
)
ij
+
(
L(y)t
)
ij
+
[
Φ(−),L(y)t
]
ik
·
(
Φ(−)
)−1
kj
=
=


−12γ(−) − 2γ(y) 0 0 0
0 −12γ(−) 0 0
−γ(−) + C(−y)t −γ(−) + C(−y)t −2γ(−) + C(−y)t −γ(−) + C(−y)t
. . . . . . . . . . . .

 . (5.21)
Abbiamo tutti gli oggetti necessari per ottenere la master equation relativa alla mappa dinamica:
Φmix(t, 0) = pΦ
(−y)
NM (t, 0) + (1− p)Φ(−y)M (t, 0) ,
dove le G-function e i rate avranno il pedice NM o M a seconda se la funzione e` associata
a Φ
(−y)
NM (t, 0) o a Φ
(−y)
M (t, 0). Il generatore della master equation associata a Φmix(t, 0) ha la
seguente rappresentazione matriciale:(
Q(−y)t
)
ij
=
(
pL(−y)NM,t · Φ(−y)NM + (1− p)L(−y)M,t · Φ(−y)M
)
ik
·
(
pΦ
(−y)
NM + (1− p) Φ(−y)M
)−1
kj
=
=


−γ(−y)p 0 0 0
0 −γ(−)p 0 0
γ
(C)
p − γ(−−y)p γ(C)p − γ(−−y)p γ(C)p − 2γ(−−y)p γ(C)p − γ(−−y)p
. . . . . . . . . . . .

 =
5Per alleggerire la notazione si e` omessa la dipendenza dei rate dal tempo e non si e` riportata l’ultima riga
della mappa. Abbiamo gia` visto che per ogni generatore di master equation e ogni mappa di evoluzine temporale
valgono rispettivamente le condizioni: (L)4,j = −
∑3
i=1(L)i,j e Φ4,j(t, 0) = 1 −
∑3
i=1 Φij(t, 0). Continueremo ad
utilizzare questa proprieta` anche avanti.
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=
(
γ(−−y)p − γ(C)p
)(
B˜(−)
)
ij
+
γ
(−)
p − γ(−y)p + γ(C)p
4
(
B˜(x)
)
ij
+
+
γ
(−y)
p + γ
(C)
p − γ(−)p
4
(
B˜(y)
)
ij
+
γ
(−)
p + γ
(−y)
p − γ(−−y)p
4
(
B˜(z)
)
ij
=
= B−1 ·

0 0 0 0
0 −γ(−−y)p 0 0
0 0 −γ(−)p 0
0 0 0 −γ(−y)p
 ·B , con B =

0 0 0 −1
0 0 −1 0
B3,1(t) −1 0 0
1 1 1 1
 ,
dove:
γ(−)p = −
G˙
(−)
p
G
(−)
p
, con G(−)p = pG
(−)
NM + (1− p)G(−)M ,
γ(−y)p = −
G˙
(−y)
p
G
(−y)
p
, con G(−y)p = pG
(−)
NMG
(y)
NM + (1− p)G(−)M G(−y)M ,
γ(−−y)p = −
G˙
(−−y)
p
G
(−−y)
p
, con G(−−y)p = pG
2(−)
NMG
(y)
NM + (1− p)G2
(−)
M G
(−y)
M ,
γ(C)p (t) =
(1− p)2
(
2γ
(y)
M (t)G
4
M
(−)
G
(y)
M
)
+ p2
(
2γ
(y)
NM (t)G
4
NM
(−)
G
(y)
NM
)
+ p(1− p) Γ(−y)
G
(−−y)
p
,
Γ(−y) = G2NM
(−)
G2M
(−) (
G
(y)
M
(
2γ
(y)
M (t) + γ
(−)
M (t)− γ(−)NM (t)
)
+G
(y)
NM
(
2γ
(y)
NM (t) + γ
(−)
NM (t)− γ(−)M (t)
))
,
B3,1(t) =
−γ(−−y)p (t) + γ(C)p (t)
2γ
(−−y)
p (t)− γ(C)p (t)
.
La forma matriciale del generatore della master equation (Q(−y)t )ij risulta complessa da decom-
porre con le matrici (B˜(i))ij date dalla (3.36). Questa decomposizione e` stata effettuata con
ben quattro di queste matrici. I rate corrispondenti, che andrebbero resi contemporaneamente
positivi per garantire la Markovianita` dell’evoluzione tramite un’opportuna coppia {γM , GM},
costituiscono un sistema molto complesso da risolvere per ogni tempo t > 0. Questi sono delle
combinazioni dei rate γ
(−)
p , γ
(−y)
p , γ
(−−y)
p e γ
(C)
p , dove i primi tre rate possiamo scriverli nella
forma (3.16). Quest’ultima proprieta` ci permetterebbe di renderli individualmente positivi per
ogni t > 0 con una certa semplicita`, ma il problema complessivo e` ben piu` difficile.
La diagonalizzazione di (Q(−y)t )ij porta agli autovalori −γ(−)p , −γ(−y)p e −γ(−−y)p , che, come
gia` detto, sono semplici da rendere negativi. Il problema che insorge con la diagonalizzazione
risiede nella matrice di similitudine B: B3,1(t) dipende dal tempo.
Lo scenario che si e` venuto a creare e` imputabile alla non-commutativita` tra Φ(−)(t, 0) e L(y)t :
questo ha portato il contributo del termine
[
Φ(−)(t, 0),L(y)t
]
ik
· (Φ(−)(t, 0))−1kj al generatore della
master equation, come visto nella (5.21). Una situazione analoga si presenta in tutti i restanti
casi per cui
[
Φ(i)(t, 0),L(j)t
]
6= 0, con i, j = x, y, z,−,+. In effetti si ottiene sempre una forma
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simile a quella data dall’equazione (5.20), dove la funzione C
(−y)
t viene sostituita da forme simili.
Nella tabella che segue schematizziamo la casistica delle possibili combinazioni:
[ · , · ] Φ(x) Φ(y) Φ(z) Φ(−) Φ(+)
L(x)t 0 0 0 C(−x)t C(+x)t
L(y)t 0 0 0 C(−y)t C(+y)t
L(z)t 0 0 0 0 0
L(−)t C(x−)t C(y−)t 0 0 C(+−)t
L(+)t C(x+)t C(y+)t 0 C(−+)t 0
.
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Conclusioni
Il primo risultato fondamentale ottenuto in questo lavoro e` stato quello di guardare con una pro-
spettiva molto ampia al fenomeno della non-Markovianita`. Nel corso dei capitoli di questo lavoro
abbiamo visto che i fenomeni caratteristici dell’evoluzione indotta da una mappa dinamica sullo
stato di un sistema quantistico aperto, possono essere molto differenti tra loro. Se guardiamo
con attenzione alle particolarita` che presentano, e` possibile dividerle in due insiemi distinti: le
mappe dinamiche Markoviane e le mappe dinamiche non-Markoviane. Studiando i vari aspetti e
la vasta fenomenologia che scaturisce da questi due insiemi, abbiamo appurato dove sorge la loro
differenza. A livello matematico abbiamo studiato questo limite con la teoria dei superoperatori
Φ(t, t0) e delle master equation che definiscono la dinamica della matrice densita` del sistema
aperto, mentre, a livello fisico, abbiamo verificato la rilevanza dei tempi caratteristici del siste-
ma aperto e dell’ambiente nella quale e` immerso e il ruolo dei vari parametri fisici che entrano
nei modelli fisici. In alcuni casi non e` immediato capire a quale gruppo appartiene la mappa
dinamica in esame, ma, anche grazie alle misure di non-Markovianita` Capitolo 2, siamo riusciti
a stabilire un criterio preciso: la divisibilita` della mappa dinamica coincide con la Markovianita`
della stessa. Le misure di non-Markovianita`, oltre ad essere un metodo per classificarne la divi-
sibilita` o meno, ci permette, in caso di misura positiva, di quantificare quanto la nostra mappa
sia differente dall’insieme delle mappe divisibili. Il valore delle misure di non-Markovianita` non
hanno un andamento omogeneo. Ogni misura analizza un diverso fenomeno che generato dalla
non-Markovianita`, quindi, per avere un quadro completo del comportamento di una data mappa,
bisognerebbe utilizzare diverse misure di non-Markovianita`.
La misura di non-Markovianita` Np che abbiamo introdotto non analizza un fenomeno spe-
cifico relativo alle dinamiche non divisibili, come ad esempio l’aumento della distanza traccia
D(ρS,1(t), ρS,2(t)) per la misura BLP o l’aumento della mutua informazione I(ρSA(t)) studiata
dalla misura LFS, ma guarda ad un aspetto piu` fondamentale della struttura delle possibili
evoluzioni temporali di una matrice densita`. Questa misura esplora direttamente il limite tra
lo spazio della mappe dinamiche Markoviane e quello delle non-Markoviane, studiando come si
passa da un insieme all’altro in maniera continua. Il banco di prova che e` stato messo a punto e`
la mappa dinamica Φmix(t, t0) = pΦNM (t, t0)+(1−p)ΦM (t, t0). Variando in maniera continua le
caratteristiche della mappa dinamica Markoviana ΦM (t, t0) e il valore del parametro p, abbiamo
approfondito le nostre conoscenze sulle caratteristiche della mappa dinamica non-Markoviana
ΦNM (t, t0) e in che modo si passa in maniera continua da una dinamica non divisibile ad una di-
visibile. Questo approccio non solo ha introdotto una misura di non-Markovianita` originale, ma
ha anche permesso di guardare ai fenomeni non-Markoviani in maniera diversa. A seguito della
decisione di adottare questo di approccio, sono sorte spontaneamente varie necessita` che hanno
stimolato lo studio di diversi strumenti e questioni parallele. Tra queste ricordiamo: la rappre-
sentazione vettoriale per le matrici densita` e quella matriciale per i superoperatori interessati
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nella dinamica, le master equation generate dagli operatori di Lindblad piu` noti e l’insieme delle
mappe dinamiche non-Markoviane generate dalla composizione di piu` mappe, le scomposizioni
in forma di Lindblad dei generatori delle master equation e diversi metodi per contrastare la
non-Markovianita` di ΦNM (t, t0) in Φmix(t, t0) con tecniche mirate e facilmente generalizzabili
ad altri modelli fisici.
Il quadro che ne esce fuori e` alquanto variopinto e complesso: mentre ci sono molti casi
semplici in cui e` molto facile ottenere la misura di non-Markovianita`, abbiamo portato alla
luce un vasto insieme di casi in cui la questione diventa meno automatica. In questi casi si
puo` abbandonare lo studio dei rate che compaiono nella master equation (posta in forma di
Lindblad) generata da Φmix(t, t0) e ci si sposta sullo studio agli autovalori del generatore Qt
della stessa equazione. Nonostante si possono incontrare alcune difficolta` di calcolo, il metodo
introdotto e` risultato molto stabile, chiaro e la sua applicabilita` e` estremamente vasta.
Uno studio che sarebbe molto interessante da portare avanti e` quello della completa clas-
sificazione delle mappe non-Markoviane a partire dai generatori di Lindblad che generano le
rispettive master equation e, soprattutto, delle possibili combinazioni che si possono effettuare
tra due mappe. In quest’ultimo caso, infatti, se non si ha la commutativita` del generatore della
master equation della prima con la mappa dinamica della seconda, si generano in Qt dei termini
aggiuntivi. Dato che per i semplici casi dell’amplitude damping channel e del pure dephasing
channel, studiati a fondo nel Capitolo 3 e 4, siamo riusciti a ottenere delle tecniche efficaci per
ottenere Np, pensiamo che con qualche sforzo sia possibile ottenere delle tecniche simili per gli
altri casi sopracitati. Questa problematica e` stata inquadrata nel Capitolo 5, ma il lavoro da af-
frontare e` ancora considerevole. Il risultato finale che si vorrebbe raggiungere e` quello di riuscire
a dare, a partire da una forma qualsiasi per ΦNM (t, t0), la mappa dinamica Markoviana ΦM (t, t0)
in grado di contrastare nel modo piu` efficace possibile i comportamenti non-Markoviani della pri-
ma. Inoltre, sarebbe interessante riuscire a trovare un metodo per associare ad ogni ΦNM (t, t0)
una grandezza che generalizza il ruolo dei gap ∆, largamente utilizzati nel Capitolo 3 e 4, con
le quali e` possibile dare direttamente, tramite delle relazioni simili all’equazione (3.55), il valore
della misura Np, senza dover passare per la definizione di ΦM (t, t0).
Appendice
A.1 Rappresentazioni alternative per matrici densita` e mappe
dinamiche
Vari passaggi che coinvolgono l’uso di superoperatori agenti su matrici densita`, come nel caso
delle equazioni di evoluzione temporale Φ(t, 0)ρS(0) = ρS(t) o nel caso delle master equation
ρ˙S(t) = LtρS(t), possono essere schematizzati utilizzando una notazione che ci permette di scri-
vere le matrici densita` in forma vettoriale e i superoperatori in una rappresentazione matriciale.
Se scriviamo una generica matrice densita` ρ con la notazione dei vettori di Bloch [1]:
ρ =
✶+−→a · −→σ
2
,
dove −→a = (a, b, c) ∈ ❘3 e` il vettore nella sfera di Bloch che rappresenta lo stato ρ e −→σ =
(σx, σy, σz) e` la tripletta delle matrici di Pauli. Effettuiamo la seguente scomposizione di ρ come
segue:
ρ =
✶+ aσx + bσy + cσz
2
= a
✶+ σx
2
+ b
✶+ σy
2
+ c
✶+ σz
2
+ (1− a− b− c)✶
2
≡
≡ aρx + bρy + cρz + dρ
✶/2 =˙ |ρ〉〉 ≡ (a, b, c, d) , (22)
dove ρi ≡ (✶+σi)/2 e ρ
✶/2 = ✶/2, mentre il simbolo “ =˙ ” sta a significare “e` rappresentato da”.
L’equazione (22) definsce la rappresentazione vettoriale delle matrici densita` che utilizzeremo.
Diamo un’ultima forma della matrice densita` per rendere piu` chiaro il ruolo dei parametri a, b
e c in funzione delle popolazioni ρ11 e ρ22 e delle coerenze ρ12 e ρ21:
ρ =
1
2
(
1 + c a− ib
a+ ib 1− c
)
,
dove si vede che il parametro c guida l’evoluzione delle popolazioni, a la parte reale delle coerenze
e b la sua parte immaginaria.
Ora cerchiamo una rappresentazione matriciale per i superoperatori. Sia A un generico
superoperatore della quale cerchiamo la suddetta rappresentazione Aij . Svolgiamo l’opera-
zione seguente: applichiamo il superoperatore A a ρx = (✶ + σx)/2 ottenendo cos`ı la matri-
ce densita` ρ′x = (✶ + −→α · −→σ )/2. La sua rappresentazione vettoriale (22) e` data dal vettore
|ρ′x〉〉 = (αx, αy, αz, αd). Naturalmente, per quanto detto sopra, abbiamo: αd = 1−αx−αy−αz.
Si effettua la stessa operazione per ρy (ottenendo il vettore
−→
β analogo a −→α ), ρz (ottenendo −→δ )
e ρ
✶/2 (ottenendo
−→ǫ ). Si hanno risultati analoghi per βd, δd e ǫd.
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La rappresentazione matriciale Aij e` una matrice che ha per colonne le rappresentazioni vet-
toriali delle immagini di ρx,...,✶/2 sotto il superoperatoreA, cioe` i vettori |ρ′x〉〉, |ρ′y〉〉, |ρ′z〉〉, |ρ′
✶/2〉〉:
Aij =

αx βx δx ǫx
αy βy δy ǫy
αz βz δz ǫz
αd βd δd ǫd
 . (23)
E’ chiaro che se abbiamo una matrice densita` ρ a cui viene applicato il superoperatore A,
abbiamo l’arbitrarieta` di compierla nella rappresentazione che desideriamo. Otteniamo due
risultati risultati equivalenti che possiamo mappare l’uno nell’altro utilizzando l’equazione (22):
Aρ = ρ′ ←→ Aij |ρ〉〉 =

αx βx δx ǫx
αy βy δy ǫy
αz βz δz ǫz
αd βd δd ǫd
 ·

a
b
c
d
 =

a′
b′
c′
d′
 = |ρ′〉〉 .
A.2 Condizione di trace preserving per una mappa dinamica
In questa sezione mostriamo come si esplicita la conservazione della traccia delle matrici den-
sita` sulle componenti della rappresentazione matriciale delle mappe dinamiche Φ(t, t0) che le
evolvono.
Ora vediamo, nella rappresentazione matriciale delle matrici densita`, come si esplicita la
conservazione della traccia delle matrice densita` sulle componenti delle mappe dinamiche Φ(t, t0)
e dei generatori delle master equation Lt. Siccome Tr [ρx] = Tr [ρy] = Tr [ρz] = Tr
[
ρ
✶/2
]
= 1, la
traccia di ρ=˙(a, b, c, d) la possiamo scrivere come Tr [ρ] = a+b+c+d. Dato che essa deve essere
unitaria ritroviamo la relazione d = 1− a− b− c. La rappresentazione vettoriale della derivata
temporale di una matrice densita` (che non e` una matrice densita`) la chiamiamo ρ˙=˙(a˙, b˙, c˙, d˙).
In questo caso abbiamo: Tr [ρ˙] = ddtTr [ρ] = 0, ma Tr [ρ˙] = a˙+ b˙+ c˙+ d˙, quindi, in questo caso:
d˙ = −a˙ − b˙ − c˙. Per la prima proprieta` della conservazione della traccia, la rappresentazione
matriciale di un superoperatore di evoluzione temporale Φ(t, t0) ha ogni colonna con la quarta
componente che deve essere pari a (Φ(t, t0))4j = −
∑3
i=1(Φ(t, t0))ij . Per quanto riguarda Lt,
cioe` il superoperatore che genera la master equation, il discorso e` differente. Infatti, Ltρ(t) deve
generare la derivata temporale di una matrice densita`: Ltρ(t) = ρ˙(t). Se vogliamo imporre che
l’immagine tramite (Lt)ij di un vettore che rappresenta una matrice densita` sia un vettore che
rappresenti una sua derivata, dobbiamo avere: (Lt)4j = −
∑3
i=1(Lt)ij .
A.3 Efficienza della funzione G
(A)
M e p
(A)
max
Prendiamo per assodato che la funzione che fornisce p
(A)
max sia uguale a G
(A)
M (t) fuori l’intervallo
di non-Markovianita`. Se prendiamo un’altra funzione G
′(A)
M (t) essa avra` la derivata maggiore in
un intervallo I ′ ⊂ I1 = (t
(iniz)
1 , t
(fin)
1 ) e (data la continuita` e il fatto che la funzione deve andare
da 0 a 1 in I1) una derivata inferiore nell’insieme complementare I
′′ = I1∩I ′. Questo ci costringe
a scegliere un fattore (1−p) piu` grande di quello che si sarebbe potuto scegliere per G
(A)
M (t) (per
rendere Markoviana Φmix(t, 0)). Infatti, se scegliessimo lo stesso fattore scelto per G
(A)
M (t), in
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I ′′ si avrebbe Gqm(t) crescente. A G
′(A)
M (t) corrisponde quindi un valore piu` piccolo di p. Data
la generalita` di G
′(A)
M (t) abbiamo mostrato che G
(A)
M (t) fornisce proprio il valore piu` piccolo di
(1−p) raggiungibile e quindi il valore di p(A)max utile per la misura di non-Markovianita`. E’ quindi
chiaro che la funzione GM (t) pari a 1 per t < t
(iniz)
1 , pari a 0 per t > t
(fin)
1 e che rende Gqm(t)
costante in I1 e` la funzione G
(A)
M (t) data dalla (3.53) e riesce a fornirci p
(A)
max. Nel paragrafo che
segue diamo una dimostrazione matematicamente piu` rigorosa per la costruzione delle coppie
{γ(A)M , G(A)M }, anche se pensiamo che questa spiegazione appena formulata sia piu` intuitiva.
A.4 Scelta della funzione GM ideale per Φmix
Sia per il caso dell’ADC che del PDC, abbiamo visto che il mixing Φmix(t, 0) di una mappa
Markoviana ΦM (t, 0) con una non-Markoviana ΦNM (t, 0) ha portato alla comparsa di uno o piu`
rate “efficaci” la cui positivita` ci garantisce la Markovianita` dell’evoluzione. Infatti, la master
equation (3.37) ottenuta nel caso dell’ADC, porta alla comparsa dei rate γA(t) e γB(t), mentre,
per quanto riguarda il caso del PDC, la master equation (4.10) e` modulata da un singolo rate
γp(t). Nel momento in cui si vuole rendere Markoviano uno di questi rate ci si trova davanti alla
scelta di procedere cercando il rate γM (t) ideale (dal quale si ricava GM (t) tramite la (3.19) per
il caso ADC o ΓM (t) tramite la (4.2) per il caso PDC), oppure partendo dalla funzione GM (t)
ideale (dalla quale si ricava γM (t) tramite la (3.16) per il caso ADC o tramite la (4.7) per il caso
PDC). La scelta puo` apparire inizialmente del tutto simmetrica, ma le forme dei rate γA(t) e
γp(t) suggeriscono la seconda strada piuttosto che la prima. Questi sono entrambi nella forma:
γ(t) = −k G˙(t)
G(t)
, (24)
con G(t) una funzione in cui compare GNM (t) e GM (t) e k > 0. Infatti:
γA(t) = −1
2
G˙qm(t)
Gqm(t)
, con Gqm(t) =
√
pG2NM (t) + (1− p)G2M (t) ,
γp(t) = −2G˙m(t)
Gm(t)
, con Gm(t) = pGNM (t) + (1− p)GM (t) .
Appare quindi molto piu` semplice andare a cercare quale sia la GM (t) che rende Gqm(t) (o
Gm(t)) Markoviana, cioe` una funzione positiva e decrescente per ogni t > 0. Una volta garantite
queste proprieta` per Gqm(t) (Gm(t)) ci saremo automaticamente garantiti la positivita` di γA(t)
(γp(t)). Fare il contrario, cioe` cercare la γM (t) che rende Markoviano il rate γA(t) (o γp(t)),
appare meno intuitivo. Ci occuperemo del rate γB(t) piu` avanti in quanto ha una struttura
leggermente piu` complicata e i risultati ottenibili dallo studio della positivita` di γA(t) e γp(t)
saranno utili a questo studio.
Dimostriamo ora perche´ le funzioni GM (t) scelte nel testo sono effettivamente le piu` efficienti
per combattere la non-Markovianita` di ΦNM (t, 0) in Φmix(t, 0). Mostreremo che i valori p
(A)
max =
1
1+∆2
e p
(B)
max =
1
1+∆ (che e` uguale pmax data dalla (4.13) per il caso PDC) sono effettivamente
i valori massimi che si possono raggiungere e che un valore maggiore di p, indipendentemente
dalla mappa usata ΦM (t, 0), porterebbe alla non-Markovianita` di Φmix(t, 0).
Sono due le caratteristiche fondamentali che deve mantere la funzione G(t), che compare
in (24), per essere considerata generatrice di una dinamica Markoviana. Deve accadere che
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G(t) ≥ 0 (si ricorda la condizione G(0) = 1) e G˙(t) ≤ 0 per ogni t > 0. In corrispondenza di una
dinamica non-Markoviana accade che, in un intervallo (ti, tf ) (dove ti > 0 e l’ipotesi tf ≡ ∞
non e` esclusa), si ha GNM (t) > 0, ma G˙NM (t) > 0 , oppure G˙NM (t) < 0 ma GNM (t) < 0. In
entrambi i casi bisogna trovare la GM (t) che ripristini le proprieta` di Markovianita`.
(A) GNM (t) > 0, G˙NM (t) > 0.
Supponiamo che ci sia un intervallo temporale di non-Markovianita` I = (ti, tf ) dove GNM (t)
“risale” da un valore GNM (ti) a GNM (tf ), dove: ∆ ≡ GNM (tf )−GNM (ti) e ∆ ∈ (0, 1]. In questo
intervallo avremo γNM (t) < 0. Supponiamo che il mix statistico di ΦNM (t, 0) e di ΦM (t, 0) abbia
portato ad una γp(t) generata dalla funzione:
Gp(t) = pGNM (t) + (1− p)GM (t) . (25)
Mostriamo ora che se p > pmax =
1
1+∆ , non si puo` avere Markovianita` per γp(t), cioe` non
si puo` rendere Gp(t) una funzione positiva sempre decrescente per t ∈ I. Usiamo dunque
pǫmax =
1
1+∆ + ǫ per Gp(t) in (25) per verificare se e` possibile soddisfare la condizione necessaria
alla Markovianita`: Gp(tf )−Gp(ti) ≤ 0.
∆p ≡ Gp(tf )−Gp(ti) =
=
(
1
1 + ∆
+ ǫ
)
(GNM (tf )−GNM (ti)) +
(
∆
1 +∆
− ǫ
)
(GM (tf )−GM (ti)) =
=
(
1
1 + ∆
+ ǫ
)
∆+
(
∆
1 +∆
− ǫ
)
(−|∆M |) = (1 + ǫ+∆ǫ)∆− (∆− ǫ− ǫ∆)|∆M |
1 + ∆
≤ 0
⇐⇒ (1 + ǫ+∆ǫ)∆− (∆− ǫ− ǫ∆)|∆M | ≤ 0
∆ +∆ǫ+∆2ǫ−∆|∆M |+ ǫ|∆M |+ ǫ∆|∆M | ≤ 0 , (26)
dove si e` introdotta la quantita` ∆M ≡ GM (tf )−GM (ti) ∈ [−1, 0]. Mostriamo ora che per ǫ > 0
non si puo` soddisfare la (26), infatti:
∆ +∆ǫ+∆2ǫ−∆|∆M |+ ǫ|∆M |+ ǫ∆|∆M | ≥ ∆+∆ǫ−∆|∆M | =
= ∆(1 + ǫ− |∆M |) > 0 ∀ǫ > 0 ,
dato l’intervallo di esistenza di ∆M . Questo dimostra che se p > pmax =
1
1+∆ , Gp(t) non puo`
corrispondere ad una funzione caratteristica di una dinamica Markoviana: condizione necessaria
per cui γp(t) sia positiva in I e` che p ≤ pmax. Prendiamo ora la disugualianza (26), che
corrisponde alla condizione ∆p ≤ 0, ed imponiamo ǫ = 0, cioe` p = pmax, e vediamo se e` possibile
avere una GM (t) che soddisfi tale richiesta:
∆(1− |∆M |) ≤ 0 ⇐⇒ |∆M | ≥ 1 ⇐⇒ ∆M = −1 .
Abbiamo dimostrato quindi che se p > pmax non si puo` ripristinare la Markovianita` in Φmix(t, 0),
mentre per p = pmax si ha la condizione necessaria GM (ti) = 1, GM (tf ) = 0. Quest’ultima con-
statazione ci mostra che, per raggiungere il valore massimo di p, bisogna concetrare l’intera
evoluzione di GM (t) nell’intervallo temporale di non-Markovianita` I. Infatti, se GM (t) e` Mar-
koviana, non puo` avere derivata temporale postiva e, di conseguenza, se GM (ti) = 1, allora
GM (t) = 1 per t ∈ [0, ti]. Per lo stesso motivo GM (t) = 0 per t > tf .
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Pensiamo ora di avere:
Gqm(t) =
√
pG2NM (t) + (1− p)G2M (t) , (27)
Ad un andamento crescente per questa funzione corrisponde lo stesso comportamento per
Gqm(t). Possiamo riutilizzare tutto quello che e` stato appena detto in precedenza per G
2
p(t): il
ruolo di GNM (t) viene sostituito da G
2
NM (t), ∆ viene sostituito da ∆
2 e la relazione lineare che
avevamo tra GM (t) e GNM (t) in (25) viene sostituita da quella che si ha tra G
2
M (t) e G
2
NM (t)
in G2qm(t). Se cerchiamo la funzione G
2
M (t) che soddisfa la condizione ∆
2
p = G
2
p(tf )−G2p(ti) ≤ 0
si otterrebbe la condizione6 p ≤ pmax = 11+∆2 .
(B): GNM (t) < 0, G˙NM (t) < 0.
Mentre nel caso (A) bisognava invertire, con un’opportuna GM (t), il segno della derivata di
GNM (t), ora bisogna “alzare” GNM (t) per evitare che diventi negativa. In questo caso abbiamo
per GNM (t) un intervallo temporale per cui questa funzione diventa negativa e continua a
diminuire in I = (ti, tf ). Avremo quindi che GNM (ti) = 0, GNM (t) < 0 per t ∈ I e GNM (tf ) =
−∆ con ∆ ∈ (0, 1]. Per la funzione Markoviana definiamo ∆M ≡ GM (tf ) − GM (ti) ∈ [−1, 0].
Supponiamo di avere, a seguito del mix statistico di cui abbiamo parlato piu` volte tra ΦM (t, 0) e
ΦNM (t, 0), una Gp(t) della forma (25). Mostriamo, come in precedenza, che se p > pmax =
1
1+∆
non e` possibile ripristinare la Markovianita` di Φmix(t, 0). Studiamo la condizione necessaria
Gp(tf ) ≥ 0 utilizzando p = pǫmax:
Gp(tf ) =
(
1
1 + ∆
+ ǫ
)
(−∆) +
(
∆
1 +∆
− ǫ
)
GM (tf ) =
=
−∆− ǫ∆− ǫ∆2 +∆GM (tf )−GM (tf )ǫ−GM (tf )ǫ∆
1 +∆
≥ 0
⇐⇒ ∆+ ǫ∆+ ǫ∆2 −∆GM (tf ) + ǫGM (tf ) + ǫ∆GM (tf ) ≤ 0 , (28)
dove si vede la perfetta analogia tra la disugualianza (26) e la (28). Quest’ultima, per ǫ > 0,
non puo` essere soddisfatta. Infatti possiamo scrivere:
Gp(tf ) ≥ 0 ⇐⇒ ∆(1 + ǫ−GM (tf )) ≤ 0 ,
che non puo` essere soddisfatta. Se invece ǫ = 0, che coincide ad usare p = pmax =
1
1+∆ , si
ottiene la condizione GM (tf ) = 1. Date le proprieta` di Markovianita` che deve rispettare questa
funzione, e` chiaro che GM (t) deve essere costantemente uguale a 1 per t ∈ [0, tf ]. E’ inoltre
intuitivo convincersi che questa funzione riesce effettivamente a restituire la Markovianita` a
Φmix(t, 0) con p = pmax in I. E’ necessario studiare il caso in cui la funzione G(t) che appare
in (24) sia simile a Gqm(t)? Una funzione GNM (t) con le proprieta` sopracitate, se elevata al
quadrato, inverte in I il proprio segno e quello della sua derivata, cos`ı che il problema diviene
come quello descritto per (A) e studiare il caso analogo a Gqm(t) non risulta necessario.
Bisogna notare come, sia il rate γA(t) della (3.38) che abbiamo incontrato nello studio dell’A-
DC, che il rate γp(t) della (4.11) che abbiamo incontrato nello studio del PDC, sono riconducibili
al caso (A) appena descritto, mentre il rate γ′(t) e` riconducibile al caso (B). Come abbiamo spie-
gato, pero`, noi cerchiamo la positivita` di γB(t) =
1
4(γ
′(t)− γ′′(t)) e non quella di γ′(t). Questo
rate, dato dalla (3.39), non siamo ancora riusciti a ricondurlo ad una forma del tipo (24) che ci
6La dimostrazione e` identica a quella svolta per Gp(t), ma si effettuano le sostituzioni sopracitate.
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permetterebbe di risolvere il problema con il metodo dato in (A) o in (B). Nella sezione che segue
effettuiamo questo studio approcciando in maniera piu` diretta alla forma di γB(t). Nonostante
cio`, si verifichera` che i risultati ottenuti in questo paragrafo sono utili anche per lo studio del
segno di γB(t).
A.5 Definizione della coppia {γ(B)M , G(B)M } e segno di γB
Riprendiamo quanto iniziato con la (3.57):
γB(t) =
p(1− p)
4 (pG2NM + (1− p)G2M )
GNMGM (GM −GNM ) (γNM (t)− γM (t))
pGNM + (1− p)GM .
La prima frazione a sinistra e` sempre positiva e il suo studio non lo riteniamo di interesse, se
non per la caratteristica di annullare γB(t) per p = 0 e p = 1. Per quanto riguarda il secondo
termine abbiamo un numeratore indipendente da p e un denominatore uguale alla funzione Γp(t)
che compare nella (4.12) (o alla funzione Gp(t) della (25)) che era comparsa nello studio della
positivita` di γp(t) per il caso del PDC. Come abbiamo visto nel caso (B) dello scorso paragrafo,
il massimo valore di p per la quale si riesce ad mantenere la positivita` del denominatore e`
quindi pmax =
1
1+∆ . Data la struttura non banale del numeratore, dividiamo il problema per
t ∈ [0, t(iniz)1 ] (tempi precedenti all’intervallo temporale di non-Markovianita` di ΦNM (t, 0)) e
t ∈ I1 = (t(iniz)1 , t(fin)1 ) (intervallo termporale di non-Markovianita`):
GNM (t) γNM (t) GM (t) γM (t)
t ∈ [0, t(iniz)1 ] ≥ 0 ≥ 0 ≥ 0 ≥ 0
t ∈ I1 ≤ 0 ≤ 0 ≥ 0 ≥ 0
. (29)
Per il primo intervallo temporale, abbiamo un numeratore che e` positivo7 per:
GM (t) ≥ GNM (t), γNM (t) ≥ γM (t) ,
mentre, per il secondo intervallo temporale, la positivita` e` garantita` in ogni caso. Infatti, il
numeratore della seconda frazione che abbiamo in γB(t), assume la forma:
−|GNM |GM (GM + |GNM |)(−|γNM (t)|−γM (t)) = |GNM |GM (GM + |GNM |)(|γNM (t)|+γM (t)) .
Possiamo pensare di cercare la soluzione andando a vedere se la soluzione che garantisce la
positivita` del numeratore per il valore piu` alto di p sia in grado di garantire la positivita` del
numeratore per t ∈ [0, t(iniz)1 ]. Effettivamente, la coppia {γM = 0, GM = 1}, per t ∈ [0, t(iniz)1 ],
soddisfa tutte le condizioni sopracitate e raggiunge pmax: il valore massimo di p per la quale si
puo` rendere positivo il denominatore.
Questa coppia e` matematicamente formulata in maniera corretta, ma fisicamente cosa do-
vrebbe significare? Se γM = 0 sin da t = 0 e` come se in realta` non avessimo nessuna mappa
Markoviana che si sta mixando con quella non-Markoviana, in quanto il rate γM rappresenta
7Sarebbe possibile il caso contrario: GM (t) ≤ GNM (t), γNM (t) ≤ γM (t)? Questo non si puo` accettare dato
che se GM (t) avesse queste caratteristiche, si annullerebbe per t
∗ < t
(iniz)
1 e, non potendo diventare negativo,
diventerebbe pari a zero. A questo punto γM si annullerebbe per (t
∗, t
(iniz)
1 ) e non si potrebbe soddisfare la
condizione γNM (t) ≤ γM (t), dato che, per t→ t
(iniz)
1 , si ha γNM (t)→ +∞.
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una modulazione dell’intensita` dell’interazione della mappa Markoviana. Si potrebbe ovviare
a questo problema sostituendo la coppia sopracitata con una coppia in cui γM (0) = 0 e per
t > 0 diventa una funzione crescente di t che nel piu` semplice dei casi si stabilizza ad un valore
arbitrariamente basso di γ∞M costante. Con l’espressione “arbitrariamente basso”, si intende che
per γ∞M → 0 si dovrebbere raggiungere la positivita` di γB(t) per p → pmax. E’ infatti naturale
che l’uso di queste funzioni andrebbe a diminuire il valore massimo di p ammissimibile per la
Markovianita` di Φmix(t, 0). Se pero` pensiamo al fatto che, dopo aver reso γA,B(t) ≥ 0, si effettua
il mix dei risultati tramite il parametro b o c introdotti nella Sezione 1.6 e Sezione 1.7, si potreb-
be comunque utilizzare {γM = 0, GM = 1} dato che questa coppia si ibrida con {γA(t), G(A)M }.
Un’altra ottica sotto la quale si puo` vedere la coppia {γM = 0, GM = 1} e` quella per cui in
Φmix(t, 0) non e` un ADC la mappa dinamica di cui abbiamo bisogno, ma il superoperatore
identico ΦM (t, 0) ≡ IS .
Durante le simulazioni che sono state effettuate per ottenere i risultati mostrati, e` stato
notato un fenomeno del tutto inaspettato. Guardando alla forma dei rate γ′(t) e γ′′(t) espressi
nella (3.34) e nella (3.35), ci accorgiamo che, negli intervalli temporali per cui γNM (t) ≥ 0, sono
positivi. Dato che γA(t) = γ
′′(t), possiamo estendere a questo rate lo stesso risultato. Se pero`
prendiamo in considerazione γB(t) =
1
4(γ
′(t)− γ′′(t)), ci accorgiamo che non possiamo arrivare
alla stessa conclusione.
Siano {λ(1), a(1)} e {λ(2), a(2)} i parametri che contraddistinguono le densita` spettrali di
due ADC che inseriamo in Φmix(t, 0). Abbiamo gia` visto che esiste un insieme di valori dei
parametri {λ(1),(2), a(1),(2)} che rende Φmix(t, 0) non-Markoviana. Nulla di nuovo fin qui. Infatti,
per a > ac = 0.5, un ADC con densita` spettrale JC risonante diventa non-Markoviano. Il fatto
interessante e` che esistono combinazioni dei parametri {λ(1),(2), a(1),(2)}, con a(1),(2) < 0.5, che
generano una Φmix(t, 0) contraddistinta da un rate γB(t) che presenta intervalli temporali di non-
Markovianita`, cioe` diventa negativo. Come abbiamo visto si ha che γ′(t) gestisce l’evoluzione
delle coerenze della matrice densita` dello stato a due livelli, mentre γ′′(t) le popolazioni ed
entrambi, per mix di mappe Markoviane, sono sempre positivi.
Questo fenomeno potrebbe spiegarsi in questo modo: nei casi sopracitati che hanno attirato
la nostra attenzione si avrebbe γ′(t) ≥ 0 e γ′′(t) ≥ 0 per ogni t > 0, ma esisterebbero degli
intervalli temporali per cui le coerenze decrescono troppo lentamente rispetto a quanto non
facciano le popolazioni. Questo sarebbe sinonimo di non-Markovianita`. La disequazione γB(t) =
1
4(γ
′(t)− γ′′(t)) ≥ 0 suona come una condizione sintetizzabile nella frase: ad un diseccitamento
del sistema a due livelli deve occorrere una sufficiente scomparsa delle coerenze del sistema
stesso.
88 APPENDICE . APPENDICE
Bibliografia
[1] M. A. Nielsen and I. L. Chuang, Quantum computation and quantum information, Cambridge
University Press, (2010).
[2] H.-P. Breuer and F. Petruccione: The theory of open quantum systems, Oxford University
Press, Oxford, (2007).
[3] A. Gilchrist, N. K. Langford and M. A. Nielsen, Distance measures to compare real and ideal
quantum processes, Phys. Rev. A 71, 062310 (2005).
[4] P. Haikka and S. Maniscalco, Non-Markovian quantum probes, Open Syst. Inf. Dyn. 21,
1440005 (2014).
[5] G. Lindblad, On the Generators of Quantum Dynamical Semigroups, Math. Phys. 48, 119
(1976).
[6] V. Gorini, A. Kossakowski and E. C. G. Sudarshan, Completely Positive Dynamical
Semigroups of N Level Systems, J. Math. Phys. 17, 821 (1976).
[7] A. Rivas, S. F. Huelga and M. B. Plenio, Entanglement and non-Markovianity of quantum
evolutions, Phys. Rev. Lett. 105, 050403 (2010).
[8] E. Andersson, J. D. Cresser and M. J. W. Hall, Finding the Kraus decomposition from a
master equation and vice versa, J Mod. Opt. 54, 1695 (2007).
[9] H.-P. Breuer, E.-M. Laine and J. Piilo, Measure for the degree of non-Markovian behavior of
quantum processes in open systems, Phys. Rev. Lett. 103, 210401 (2009).
[10] M. B. Ruskai, Beyond strong subadditivity? Improved bounds on the contraction of
generalized relative entropy, Rev. Math. Phys. 106, 1147 (1994).
[11] S. Lorenzo, F. Plastina, and M. Paternostro, Geometrical characterization of
non-Markovianity, Phys. Rev. A 88, 020102(R) (2013).
[12] G. Kimura, The Bloch Vector for N-Level Systems, J. Phys. Soc. Jpn 72, 185188 (2003).
[13] R. Vasile, S. Maniscalco, M. G. A. Paris, H.-P. Breuer and J. Piilo, Quantifying non-
Markovianity of continuous-variable Gaussian dynamical maps, Phys. Rev. A 84, 052118
(2011).
[14] C. Addis, B. Bylicka, D. Chruscinski and S. Maniscalco, Comparative study of non-
Markovianity measures in exactly solvable one- and two-qubit models, Phys. Rev. A 90,
052103 (2014).
89
90 BIBLIOGRAFIA
[15] S. Deffner and E. Lutz, Quantum speed limit for non-Markovian dynamics, Phys. Rev. Lett.
111, 010402 (2013).
[16] E.-M. Laine, J. Piilo and H.-P. Breuer, Measure for the non-Markovianity of quantum
processes, Phys. Rev. A 81, 062115 (2010).
[17] B. J. Dalton, S. M. Barnett and B. M. Garraway, Theory of pseudomodes in quantum optical
processes, Phys. Rev. A 64, 053813 (2001).
[18] S. Luo, S. Fu and H. Song, Quantifying non-Markovianity via correlations, Phys. Rev. A
86, 044101 (2012).
[19] B. Bylicka, D. Chrus´cin´ski and S. Maniscalco, Non-Markovianity as a Resource for Quantum
Technologies, arXiv:1301.2585.
[20] I. Devatak and P. W. Shor, The capacity of a quantum channel for simultaneous trasmission
of classical and quantum information, arXiv:quant-ph/0311131.
[21] M. M. Wilde, From Classical to Quantum Shannon Theory, arXiv:1106.1445.
[22] M. M. Wolf and J. I. Cirac, Dividing Quantum Channels, Commun. Math. Phys. 279, 147
(2008).
[23] C. Addis, P. Haikka, S. McEndoo, C. Macchiavello and S. Maniscalco, Two-qubit non-
Markovianity induced by a common environment, Phys. Rev. A 87, 052109 (2013).
[24] P. Haikka, T. H. Johnson, and S. Maniscalco, Non-Markovianity of local dephasing channels
and time-invariant discord, Phys. Rev. A 87, 010103(R) (2013).
[25] H.-S. Zeng, N. Tang, Y.P. Zheng and G.-Y. Wang, Equivalence of the measures of non-
Markovianity for open two-level systems, Phys. Rev. A 84, 032118 (2011).
[26] D. Chruscinski and S. Maniscalco, On the degree of NonMarkovianity of quantum evolution,
Phys. Rev. Lett. 112, 120404 (2014).
[27] H. P. Breuer, B. Kappler and F. Petruccione, Stochastic wave function method for non-
Markovian quantum master equations, Phys.Rev. A 59, (1999) 1633-1643.
[28] B. M. Garraway, Nonperturbative decay of an atomic system in a cavity, Phys. Rev. A 55,
2290 (1997).
[29] D. Chruscinski and A. Kossakowski, Non-Markovian quantum dynamics: local versus non-
local, Phys. Rev. Lett. 104, 070406 (2010).
[30] S. Daffer, K. Wo´dkiewicz and J. K. McIver, Quantum Markov channels for qubits, Phys.
Rev. A 67, 062312 (2003).
[31] E. Andersson, J. D. Cresser, M. J. W. Hall, Finding the Kraus decomposition from a master
equation and vice versa, J. Mod. Opt. 54, 1695 (2007).
