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Abstract
We develop the symbolic representation method to derive the hierarchies of (2+1)-dimensional integrable
equations from the scalar Lax operators and to study their properties globally. The method applies to both
commutative and noncommutative cases in the sense that the dependent variable takes its values in C
or a noncommutative associative algebra. We prove that these hierarchies are indeed quasi-local in the
commutative case as conjectured by Mikhailov and Yamilov in 1998, [MY98]. We propose a ring extension
based on the symbolic representation. As examples, we give noncommutative versions of KP, mKP and
Boussinesq equations.
1 Introduction
Integrable (1 + 1)–dimensional nonlinear evolution equations, i.e. equations of the form
ut = F (u, ux, uxx, ..., uxx...x)
possess rich algebraic and geometrical structures such as Lax representations, a bi-Hamiltonian formulation,
infinitely many symmetries and conservation laws, etc. A lot of work has been devoted to the study of such
equations and comprehensive classification results have been obtained.
The extension of these remarkable structures to the (2 + 1)–dimensional case is not straightforward. It was
proved in [ZK84] that there is no bi-Hamiltonian formulation for (2 + 1)–dimensional integrable equations of
the same type as those for the (1 + 1)–dimensional case like the Korteweg-de Vries (KdV) equation
ut = uxxx + 6uux.
In 1988, Fokas and Santini, cf. [SF88, FS88], constructed a bi-Hamiltonian structure for the Kadomtsev-
Petviashvili (KP) equation
ut = uxxx + 6uux + 3D
−1
x uyy
by considering it as a reduction of (3 + 1)-dimensional system. Meanwhile, Magri and his coauthors, [MMT88],
explained this structure from the geometric point of the view by developing the concept of Nijenhuis G-manifolds,
which amazingly works for both one and two space dimensions. Dorfman and her coauthors introduced the
noncommutative ring of formal pseudo-differential operators, cf. [DF92, AD93]. They proved that the Fokas-
Santini bi-Hamiltonian structure of the KP can be obtained from the Adler-Gel’fand-Dikii (AGD) scheme by
considering the second order Lax operator
L = D2x + u− ∂y.
The bi-Hamiltonian structure naturally leads to a recursion operator for the equation. However, the operator
(so-called operand) takes its value in the ring of formal differential operators and is of a different type from the
one for KdV (and therefore does not contradict the result of [ZK84]). A hierarchy of infinitely many symmetries
can only be produced by making suitable combinations of the operator acting on distinct seeds [MMT88].
One of the main obstacles to extend the spectacular results of (1 + 1)-dimensional integrable equations to the
(2 + 1)-dimensional case is that the equations themselves, their higher symmetries and conservation laws are
non-local, i.e. the appearance of the formal integral D−1x or D
−1
y . In 1998, Mikhailov and Yamilov, [MY98],
introduced the concept of quasi-local functions based on the observation that the operators D−1x and D
−1
y
1
never appear alone but always in pairs like D−1x Dy and D
−1
y Dx for all known integrable equations and their
hierarchies of symmetries and conservation laws, which enables them to extend the symmetry approach of
testing integrability [MSS91] to the (2 + 1)-dimensional case.
In this paper, we develop the symbolic representation method to produce hierarchies of (2 + 1)-dimensional
integrable equations from scalar Lax operators and to study their properties globally. The method applies
both to the commutative and noncommutative case in the sense that the dependent variable takes its values
in C or in a noncommutative associative algebra. We prove that these hierarchies are indeed quasi-local in the
commutative case as conjectured by Mikhailov and Yamilov in 1998, [MY98]. This concept of quasi-locality
has to be extended in the noncommutative case. Here we propose a ring extension based on the symbolic
representation. As examples, we give noncommutative versions of the KP, mKP and Boussinesq equations.
2 Quasi-local polynomials and symbolic representation
The symbolic method was introduced by Gel’fand and Dikii in 1975 [GD75]. However, its basic idea can be dated
back to the middle of 19th century. Recently, we successfully applied this method to the classification of both
commutative and noncommutative (1 + 1)-dimensional homogeneous evolution equations in a series of papers,
cf. [SW98, BSW98, OW00]. With the help of number theory, it enables us to give a global description of their
integrable hierarchies [Wan98]. The symbolic method is also powerful in dealing with differential (cf. [SW02])
and pseudo-differential (cf. [MN02]) operators. The authors of [MN02] generalised the standard symmetry
approach [MSS91] and made it suitable for the study of nonlocal and non–evolutionary equations, see also
[MNW06].
In this section, we’ll extend the symbolic method to the case of two spatial variables x and y. For simplicity,
we restrict our attention to a single dependent variable u. Extensions to several independent variables and
dependent variables are straightforward.
2.1 Quasi-local polynomials
We begin with basic definitions and notations of the ring of commutative and non-commutative differential
polynomials. The derivatives of dependent variable u with respect to its independent variables x and y are
denoted by uij = ∂
i
x∂
j
yu. For smaller i and j, we sometimes write the indices out explicitly, that is uxxy and u
instead of u21 and u00. A differential monomial takes the form
ui1j1ui2j2 · · ·uikjk .
We call k the degree of the monomial. We let Uk denote the set of differential polynomials of degree k. The
ring of differential polynomials is denoted by U = ⊕k≥1Uk. Notice that 1 /∈ U and it is a differential ring with
total x-derivation and y-derivation
Dx =
+∞∑
i=0
+∞∑
j=0
ui+1,j
∂
∂uij
and Dy =
+∞∑
i=0
+∞∑
j=0
ui,j+1
∂
∂uij
.
The ring U is commutative if the dependent variable u takes its values in a commutative algebra, for example
the ring of smooth functions in x and y. Let us denote
Θ = D−1x Dy, Θ
−1 = D−1y Dx. (1)
The concept of quasi-local (commutative) polynomials U(Θ) was introduced in [MY98] to test integrability
of a given equation. To define it, we consider a sequence of extensions of U . Let ΘU = {Θf : f ∈ U} and
Θ−1U = {Θ−1f : f ∈ U}. We define U0(Θ) = U and Uk(Θ) is the ring closure of the union
Uk−1(Θ) ∪ΘUk−1(Θ) ∪Θ−1Uk−1(Θ).
Here the index k indicates the maximal depth of nesting the operator Θ±1 in the expression. Clearly, we have
Uk−1(Θ) ⊂ Uk(Θ). We now define U(Θ) = limk→∞ Uk(Θ). However, for a given f ∈ U(Θ), there exists k such
that f ∈ Uk(Θ). The extension U(Θ) has a natural gradation according to the number of u and its derivatives
U(Θ) = ⊕l≥1U l(Θ), Up(Θ) · Uq(Θ) ∈ Up+q(Θ).
Note that Uk(Θ) is not invariant under transformation of variables. For example, a simple transformation
x′ = x+ y, y′ = y (2)
2
transforms Θ = D−1x′ Dy′ 7→ 1−Θ = 1−D−1x Dy. Hence Θ−1 7→ (1−Θ)−1, which is not in Uk(Θ).
If u takes its value in a noncommutative associative algebra, the ring U is noncommutative. Typical examples
are the algebras of n × n matrices and Clifford algebras (see [OS98] for more examples and noncommutative
(1+1)-dimensional integrable evolution equations). For any element f , g and h in a noncommutative associative
algebra, we use the notation
Lf (g) = fg, Rf (g) = gf (3)
for the operators of left and right multiplication and
Cf (g) = Lf (g)−Rf (g) = fg − gf (4)
for the commutator (notation adf is also commonly used). It is a derivation since it satisfies the Leibniz rule:
Cf (gh) = Cf (g)h+ gCf (h).
So far there is no proper extension from noncommutative differential polynomials to quasi-local noncommutative
polynomials, mainly because the study of noncommutative (2 + 1)-dimensional integrable equations is a new
and challenging topic. We can take the corresponding extension of U(Θ) as the starting point. However, this
turns out to be too restrictive. This will be discussed further in Section 4.2.
2.2 Symbolic representation
The basic idea of the symbolic representation is to replace uij by uξ
iηj , where ξ and η are symbols. Now the
total differentiation with respect to x, that is, mapping uij to ui+1,j, is replaced by multiplication with ξ, as in
the Fourier transform. Similarly, the total differentiation with respect to y mapping uij to ui,j+1, is replaced
by multiplication with η. For higher degree terms with multiple u’s, one uses different symbols to denote each
of them. Its symbolic representation depends on where u takes its value, i.e. whether it is commutative or not.
For example, the noncommutative binomial uijukl has symbolic representation u
2ξi1η
j
1ξ
k
2η
l
2. In the commutative
case, one has uijukl = ukluij . We therefore need to average its symbolic representation over the permutation
group Σ2 so that uijukl and ukluij have the same symbolic form. So the symbolic representation of uijukl is
u2
2 (ξ
i
1η
j
1ξ
k
2η
l
2 + ξ
i
2η
j
2ξ
k
1η
l
1). Symmetrisation makes the symbol representation of monomials unique.
Let Ak be the space of algebraic polynomials f in 2k variables, ξi and ηi, where i = 1, · · · , k.
The symbolic representation defines a linear isomorphism between the space Uk of (non)-commutative differential
polynomials of degree k and the space Ak. It is uniquely defined by its action on monomials.
Definition 1. The symbolic representation of a differential monomial is defined as
ui1,j1ui2,j2 · · ·uik,jk 7−→
{
ukξi11 η
j1
1 ξ
i2
2 η
j2
2 · · · ξikk ηjkk , (noncommutative);
uk
k!
∑
σ∈Σk
ξi1
σ(1)η
j1
σ(1) · · · ξikσ(k)ηjkσ(k), (commutative).
There are two parts in the symbolic representation of a monomial: the first part, uk, indicating its degree; the
second part being in Ak. The symbols of Gel’fand and Dikii only contain the second part. We emphasise that
the first part is very important in dealing with the monomials ul the case of several noncommutative dependent
variables.
In general, we denote the symbolic representation of P ∈ Uk, whether it is commutative or not, by Pˆ and
Q ∈ U l by Qˆ. The multiplication of P and Q corresponds to the symbol
P̂Q(ξ1, η1, · · · , ξk, ηk, ξk+1, ηk+1, · · · , ξk+l, ηk+l) = Pˆ (ξ1, η1, · · · , ξk, ηk)Qˆ(ξk+1, ηk+1, · · · , ξk+l, ηk+l); (5)
when P and Q are commutative differential polynomials, the right-hand side needs to be symmetrised
P̂Q(ξ1, η1, · · · , ξk, ηk, ξk+1, ηk+1, · · · , ξk+l, ηk+l)
=
1
(k + l)!
∑
σ∈Σk+l
Pˆ (ξσ(1), ησ(1), · · · , ξσ(k), ησ(k))Qˆ(ξσ(k+1), ησ(k+1), · · · , ξσ(k+l), ησ(k+l)). (6)
The total derivatives Dx and Dy have the following representations:
D̂xP (ξ1, η1, ξ2, η2, · · · , ξk, ηk) = (ξ1 + · · ·+ ξk)Pˆ (ξ1, η1, ξ2, η2, · · · , ξk, ηk);
D̂yP (ξ1, η1, ξ2, η2, · · · , ξk, ηk) = (η1 + · · ·+ ηk)Pˆ (ξ1, η1, ξ2, η2, · · · , ξk, ηk).
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Naturally, the actions of Θ = D−1x Dy and Θ
−1 on P ∈ Uk can be represented as
Θ̂P (ξ1, η1, ξ2, η2, · · · , ξk, ηk) = ξ1 + · · ·+ ξk
η1 + · · ·+ ηk Pˆ (ξ1, η1, ξ2, η2, · · · , ξk, ηk);
Θ̂−1P (ξ1, η1, ξ2, η2, · · · , ξk, ηk) = η1 + · · ·+ ηk
ξ1 + · · ·+ ξk Pˆ (ξ1, η1, ξ2, η2, · · · , ξk, ηk).
Similar to the multiplication of P and Q, we have
Definition 2. Let P ∈ Uk and Q ∈ U l. Then
P̂ΘQ = Pˆ (ξ1, η1, · · · , ξk, ηk) ξk+1 + · · ·+ ξk+l
ηk+1 + · · ·+ ηk+l Qˆ(ξk+1, ηk+1, · · · , ξk+l, ηk+l).
When P and Q are commutative differential polynomials, the right-hand side needs to be symmetrised.
In the same way, we can uniquely define the symbol of PΘ−1Q. Together with the multiplication rule (5) or (6),
we have now completely determined the symbolic representations of the elements in U1(Θ). By induction, we can
define the symbolic representation of any element in U(Θ), which is a rational function with its denominator
being the products of the linear factors. The expression of the denominator uniquely determines how the
operator Θ±1 is nested.
Example 1. The expressions u3ξ1
η2+η3
ξ2+ξ3
ξ3
η3
and u3ξ1
η2
ξ2
ξ3
η3
are the symbolic representations of uxΘ(uΘ
−1u) ∈
U2(Θ) and ux(Θu)Θ−1u ∈ U1(Θ) respectively.
Let us define the symbolic representations of pseudo-differential operators motivated by their Fourier transforms.
First we assign a special symbol X to the operator Dx. Its formal inverse D
−1
x has the symbol
1
X
. Then we
have the following rules for f ∈ Uk(Θ) with symbol fˆ and g ∈ U l(Θ) with symbol gˆ:
X ◦ fˆ(ξ1, η1, . . . , ξk, ηk) = (ξ1 + · · ·+ ξk +X)fˆ(ξ1, η1, . . . , ξk, ηk),
which represents the Leibniz rule Dx ◦ f = Dx(f) + f ◦Dx; and the composition rule
fˆXp ◦ gˆXq = fˆ(ξ1, η1, . . . , ξk, ηk)(ξk+1 + · · ·+ ξk+l +X)pgˆ(ξk+1, ηk+1, . . . , ξk+l, ηk+l)Xq.
This composition rule is valid for both positive and negative powers p and q. For positive powers, it is a
polynomial of X . For negative powers, one can expand it at X =∞ to identify it.
Example 2. The symbol of D−1x u is
u
X+ξ if we assign ξ as the symbol for u. Then in the noncommutative case
we have
D−1x uD
−1
x u = u
2D−2x − (2uux + uxu)D−3x + (3uuxx + 3u2x + uxxu)D−4x + · · · · · ·
Symbolically, we can compute it by
u
X + ξ
◦ u
X + ξ
=
u2
(X + ξ1 + ξ2)(X + ξ2)
= u2(
1
X2
− ξ1 + 2ξ2
X3
+
ξ21 + 3ξ1ξ2 + 3ξ
2
2
X4
+ · · · ).
To extend the symbolic representation from one dependent variable to several noncommutative dependent
variables is straightforward. We need to assign new symbols for each of them such as assigning ξ(1), η(1) for u
and ξ(2), η(2) for v and so on. As one can imagine, the abstract formulas for arbitrary n dependent variables
get very long and it is difficult to present them in a compact way. We have no problems in handling small n or
given expressions.
Example 3. The symbolic representation of uxvy is uvξ
(1)η(2) and that of vyux is vuξ
(1)η(2).
Notice that the only difference in the symbolic representations for uxvy and vyux is uv instead of vu, that is,
the non–commutativity of dependent variables lies in the first part of the symbolic representation indicating
the degree of the expression.
3 Lax formulation of (2 + 1)–dimensional integrable equations
In this section, we give a short description of construction of (2+1)-dimensional integrable equations from a given
scalar Lax operator based on the well-known Sato approach. For details, see the recent books [BS01, Kup00]
and related references in them.
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Consider an m-th order formal pseudo-differential operator
A = amD
m
x + am−1D
m−1
x + · · ·+ a0 + a−1D−1x + · · · , m ≥ 0,
where the coefficients ak are functions of x and D
−1
x is the formal inverse of the total x-derivative Dx. Here
the functions ak take their values in commutative (for instance complex numbers C) or noncommutative (for
instance the algebra of n× n matrices) associative algebras.
To define the product of two pseudo-differential operators requires the action of differential operator Dnx on a
multiplication operator f (given by a function of x):
Dnx ◦ f =
∑
i≥0
n(n− 1) · · · (n− i+ 1)
i!
(Dixf)D
n−i
x
Let the commutator be the bracket on the set of pseudo-differential operators. Thus, the set of pseudo-differential
operators forms a Lie algebra. For an integer k < m, we introduce notations:
A≥k = amD
m
x + am−1D
m−1
x + · · ·+ akDkx
A<k = A−A≥k = ak−1Dk−1x + · · ·
When k ∈ {0, 1}, the Lie algebra decomposes as a direct sum of two subalgebras in both commutative and
noncommutative cases. We denote the projections onto these subalgebras by P±. Such decompositions are
naturally related with integrability and lead to admissible scalar Lax operators for (1 + 1)-dimensional Lax
dynamics (cf. [Bla98] pp. 270 for commutative case), namely
k = 0 : L˜ = Dnx + u
(n−2)Dn−2x + u
(n−3)Dn−3x + · · ·+ u(0), n ≥ 2;
k = 1 : L˜ = Dnx + u
(n−1)Dn−1x + u
(n−2)Dn−2x + · · ·+ u(0) +D−1x u(−1), n ≥ 2;
where u(i) are functions of a spatial variable x.
We know every pseudo-differential operator of order n > 0 has an n-th root. This allows us to define the
fractional powers L˜
i
n , i ∈ N. Let B˜i = P+(L˜ in ). For each choice of i, we introduce a different time variable ti.
Thus, the flows defined by
∂L˜
∂ti
= [Bi, L˜], i ∈ N
commute, [GD76].
This setting up can be generalised into the (2+1)-dimensional case as follows: An m-th order pseudo-differential
operator of two spatial variables is of the form
H = −Dy + amDmx + am−1Dm−1x + · · ·+ a0 + a−1D−1x + · · · , m ≥ 0,
where coefficients ak are functions of x, y and for an integer k < m, we split into
H≥k = amD
m
x + am−1D
m−1
x + · · ·+ akDkx
H<k = H −H≥k = −Dy + ak−1Dk−1x + · · ·
Similar to (1 + 1)-dimensional case, this operator algebra decomposes as a direct sum of two subalgebras in
both commutative and noncommutative cases when k ∈ {0, 1}. The admissible types of scalar Lax operators
for the case of (2 + 1) dimensions are L˜−Dy, i.e.
a. k = 0 : L = Dnx + u
(n−2)Dn−2x + u
(n−3)Dn−3x + · · ·+ u(0) −Dy, n ≥ 2;
b. k = 1 : L = Dnx + u
(n−1)Dn−1x + u
(n−2)Dn−2x + · · ·+ u(0) +D−1x u(−1) −Dy, n ≥ 2;
c. k = 1 : L = u(0) +D−1x u
(−1) −Dy;
where u(i) are functions of two spatial variables x, y. We often use u, v, w, · · · in the examples. When n = 1
for case b, we have L = Dx + u
(0) +D−1x u
(−1) −Dy, which can be transformed into case c by transformation
(2). Therefore, we exclude it from our consideration.
Let S = Dx + a0 + a−1D
−1
x + · · · . For any operator L as listed in cases a, b and c, the relation
[S, L] := SL− LS = 0, (7)
5
uniquely determines the operator S by taking the integration constants as zero. Furthermore, we have [Sn, L] =
0 for any n ∈ N. For each choice of i, we introduce a different time variable ti and define the Lax equation by
∂L
∂ti
= [Si≥k, L], (8)
where k is determined by the operator L as listed in cases a, b and c.
Theorem 1. For the operator S uniquely determined as above by (7), the flows defined by Lax equations (8)
commute, that is, ∂tj∂tiL = ∂ti∂tjL.
Proof. Using Lax equations, we have
∂tj∂tiL = [∂tjS
i
≥k, L] + [S
i
≥k, ∂tjL] = [∂tjS
i
≥k, L] + [S
i
≥k, [S
j
≥k, L]]
Hence
∂tj∂tiL− ∂ti∂tjL = [∂tjSi≥k − ∂tiSj≥k − [Sj≥k, Si≥k], L].
Meanwhile, from formula (7), we get
[∂tiS, L] = −[S, ∂tiL] = −[S, [Si≥k, L]] = [[Si≥k, S], L]
implying
∂tiS = [S
i
≥k, S]. (9)
Thus
∂tjS
i
≥k − ∂tiSj≥k − [Sj≥k, Si≥k]
= (∂tjS
i)≥k − (∂tiSj)≥k − [Sj≥k, Si≥k] = [Sj≥k, Si]≥k − [Si≥k, Sj ]≥k − [Sj≥k, Si≥k]
= −[Sj<k, Si≥k + Si<k]≥k − [Si≥k, Sj≥k + Sj<k]≥k − [Sj≥k, Si≥k] = −[Sj<k, Si<k]≥k
= 0.
This leads to ∂tj∂tiL = ∂ti∂tjL. ⋄
Remark 1. In the commutative case, there is one more admissible type of scalar Lax operator, that is,
k = 2 : L = u(n)
n
Dnx + u
(n−1)Dn−1x + u
(n−2)Dn−2x + · · ·+ u(0) +D−1x u(−1) +D−2x u(−2) −Dy.
Theorem 1 is also valid for this type by taking S = u(n)Dx + a0 + a−1D
−1
x + · · · instead.
Example 4. Consider the Lax operator L = u2D2x + vDx + w + D
−1
x p + D
−2
x q − Dy, where all dependent
variables take their values in C. Using formula (7), we have S = uDx + a0 + a−1D
−1
x + · · · with
a0 = −1
2
(ux − v
u
+Θ
1
u
)
a−1 =
1
8
(2uxx − u
2
x
u
− 2vx
u
+
4uxv
u2
− v
2
u3
− 4uy
u2
+
2
u
D−1x Dy
v
u2
+
4w
u
− 2
u
Θ(
1
u
Θ
1
u
) +
1
u
(Θ
1
u
)2).
and S1≥2 = 0, S
2
≥2 = u
2D2x, S
3
≥2 = u
3D3x + 3u
2(ux + a0)D
2
x. By the Lax equation, we obtain
ut3 =
1
4 (u
3uxxx − 6uyΘ 1u − 3u(Θ 1u )y + 3u2vxx + 3u2wx + 3vy + 3vvx − 3uxu v2 − 6(uv)xΘ 1u )
vt3 = u
3vxxx + 3u
2(wxx + upx + uxp+ (vxx + 2wx)(ux + a0))
wt3 = u
3wxxx + 3u
2(wxx + px)(ux + a0) + 3p(u
2a0)x + 3u
2(uqx − 2uxpx + 2uxq)
pt3 = (u
3p)xxx − 3
(
[u2(uxp+ a0p+ q)]xx + 2[u
2q(ux + a0)]x
)
qt3 = (u
3q)xxx − 3[u2q(ux + a0)]xx
Notice that the reduction of v = w = p = q = 0 leads to well-known (2 + 1)-Harry-Dym equation
ut3 =
1
4
(u3uxxx − 6uyΘ1
u
− 3u(Θ 1
u
)y) .
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4 Lax formulation in symbolic representation
In this section, we carry out the formalism of section 3 in symbolic form. We first consider noncommutative
dependent variables to simplify our formulae. The strategy for the commutative case is to do the calculation
as much as possible by treating it as noncommutative and only do symmetrisation at the last stage to get the
uniqueness of the symbolic representation since the symmetrisation complicates the calculation dramatically.
Let us assign the symbols ξ(i), η(i) for dependent variable u(i) and the symbol Y for the operator Dy. The
symbolic representations of the admissible scalar Lax operators are
a. k = 0 : Lˆ = Xn − Y + u(n−2)Xn−2 + u(n−3)Xn−3 + · · ·+ u(0), n ≥ 2;
b. k = 1 : Lˆ = Xn − Y + u(n−1)Xn−1 + u(n−2)Xn−2 + · · ·+ u(0) + u(−1) 1
X+ξ(−1)
, n ≥ 2;
c. k = 1 : Lˆ = −Y + u(0) + u(−1) 1
X+ξ(−1)
;
We first treat case a. It is convenient to consider formal series in the form
S = X +
n−2∑
i=0
u(i)a
(i)
1 (ξ
(i)
1 , η
(i)
1 , X) +
n−2∑
i1=0
n−2∑
i2=0
u(i1)u(i2)a
(i1i2)
2 (ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X) + · · · , n ≥ 2 (10)
where ai are functions of their specific arguments and jk is defined by the number of ik in the list of [i1, i2, · · · , il],
which implies that j1 = 1 and jk ≥ 1, k = 1, 2, · · · , l. For example, when i1 = i2, the arguments of function
ai1i12 are ξ
(i1)
1 , η
(i1)
1 , ξ
(i1)
2 , η
(i1)
2 and X .
It is easy to check that
[Xn − Y, φ(ξ(i1)j1 , η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)] = Nl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)φ, (11)
where the polynomial Nl is defined by
Nl(x1, y1, x2, y2, . . . , xl, yl;X) = (
l∑
i=1
xi +X)
n −Xn −
l∑
i=1
yi (12)
Proposition 1. For any operator L in case a, if the formal series (10) satisfies the relation [S, L] = 0 (cf.
(7)), we have for l ≥ 1,
a
(i1i2···il)
l = al(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X) =
l∏
r=1
(X +
l∑
s=r+1
ξ
(is)
js
)ir bl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X), (13)
where the superindex is ∈ {0, 1, 2, · · · , n − 2} and the subindex jk is defined by the number of ik in the list of
[i1, i2, · · · , ik]. The function bl, l ≥ 1, is defined by
bl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X) =
cl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)
Nl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)
. (14)
with
cl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X) =
= bl−1(ξ
(i1)
j1
, η
(i1)
j1
· · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)− bl−1(ξ(i2)j2 , η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X), l > 1 (15)
and the initial function c1(ξ
(i)
1 , η
(i)
1 , X) = ξ
(i)
1 .
Proof. We compute [L, S] symbolically and collect the coefficients of each algebraically independent monomial
of the dependent variables. For the linear terms, we have for any i ∈ {0, · · · , n− 2},
a
(i)
1 (ξ
(i)
1 , η
(i)
1 , X) =
ξ
(i)
1 X
i
N1(ξ
(i)
1 , η
(i)
1 , X)
= b1(ξ
(i)
1 , η
(i)
1 , X)X
i. (16)
7
For the quadratic terms, when i 6= j, we need to compute
Aij : = −X i ◦ a(j)1 (ξ(j)1 , η(j)1 , X) + a(i)1 (ξ(i)1 , η(i)1 , X) ◦Xj
= − (X + ξ
(j)
1 )
iξ
(j)
1 X
j
N1(ξ
(j)
1 , η
(j)
1 , X)
+
ξ
(i)
1 (X + ξ
(j)
1 )
iXj
N1(ξ
(i)
1 , η
(i)
1 , X + ξ
(j)
1 )
= (X + ξ
(j)
1 )
iXj(
ξ
(i)
1
N1(ξ
(i)
1 , η
(i)
1 , X + ξ
(j)
1 )
− ξ
(j)
1
N1(ξ
(j)
1 , η
(j)
1 , X)
)
= (X + ξ
(j)
1 )
iXj(b1(ξ
(i)
1 , η
(i)
1 , X + ξ
(j)
1 )− b1(ξ(j)1 , η(j)1 , X))
= (X + ξ
(j)
1 )
iXjc2(ξ
(i)
1 , η
(i)
1 , ξ
(j)
1 , η
(j)
1 , X)
and when i = j, we have
Aii : = −[X i, a(i)1 (ξ(i)1 , η(i)1 , X)] = −X i ◦ a(i)1 (ξ(i)1 , η(i)1 , X) + a(i)1 (ξ(i)1 , η(i)1 , X) ◦X i
= − (X + ξ
(i)
2 )
iξ
(i)
2 X
i
N1(ξ
(i)
2 , η
(i)
2 , X)
+
ξ
(i)
1 (X + ξ
(i)
2 )
iX i
N1(ξ
(i)
1 , η
(i)
1 , X + ξ
(i)
2 )
.
This can be obtained by substituting ξ
(j)
1 = ξ
(i)
2 and η
(j)
1 = η
(i)
2 in A
ij . It follows that
a
(i1i2)
2 (ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X) =
Ai1i2
N2(ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X)
= (X + ξ
(i2)
j2
)i1X i2b2(ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X). (17)
Assume that formula (13) is valid for degree l− 1. Let us compute a(i1i2···il)l in the same way as computing the
quadratic terms. Then we have
Nl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)a
(i1i2···il)
l = −X i1 ◦ a(i2···il)l−1 + a(i1i2···il−1)l−1 ◦X il
= −(X +
l∑
p=2
ξ
(ip)
jp
)i1
l∏
r=2
(X +
l∑
s=r+1
ξ
(is)
js
)irbl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)
+
l−1∏
r=1
(X +
l∑
s=r+1
ξ
(is)
js
)irX ilbl−1(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)
=
l∏
r=1
(X +
l∑
s=r+1
ξ
(is)
js
)ir (bl−1(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)− bl−1(ξ(i2)j2 , η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)).
=
l∏
r=1
(X +
l∑
s=r+1
ξ
(is)
js
)ircl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X).
According to definition (14), we proved that formula (13) is valid for degree l. ⋄
Similarly, we prove the following result for any operator L in cases b and c.
Proposition 2. For any operator L in case b, consider a formal series of the form
S = X +
n−1∑
i=−1
u(i)a
(i)
1 (ξ
(i)
1 , η
(i)
1 , X) +
n−1∑
i1,i2=−1
u(i1)u(i2)a
(i1i2)
2 (ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X) + · · · , n ≥ 2 (18)
Here ai are functions of their specific arguments, the superindex is ∈ {−1, 0, 1, · · · , n− 1} and the subindex jk
is defined by the number of ik in the list of [i1, i2, · · · , ik]. If it satisfies the relation [S, L] = 0 (cf. (7)), we
have for l ≥ 1,
a
(i1i2···il)
l = al(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X) =
l∏
r=1
(h(ir) +
l∑
s=r+1
ξ
(is)
js
)ir bl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X), (19)
where h(ir) = X + ξ
(−1)
jr
if ir = −1, otherwise h(ir) = X. The functions bl are defined in Proposition 1, cf.
formula (14) and (15).
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Notice that for operator L listed in case c, we have Nl(x1, y1, x2, y2, . . . , xl, yl;X) = −
∑l
i=1 yi, cf. (11), which
corresponds to the action of total y-derivative Dy. Thus
Proposition 3. For operator L listed in case c, if a formal series of the form
S = X +
0∑
i=−1
u(i)a
(i)
1 (ξ
(i)
1 , η
(i)
1 , X) +
0∑
i1,i2=−1
u(i1)u(i2)a
(i1i2)
2 (ξ
(i1)
j1
, η
(i1)
j1
, ξ
(i2)
j2
, η
(i2)
j2
, X) + · · · , (20)
where the superindex is ∈ {−1, 0} and the subindex jk is defined by the number of ik in the list of [i1, i2, · · · , ik],
satisfies the relation [S, L] = 0 (cf. (7)), we have for l ≥ 1, the functions al are defined in Proposition 2, cf.
formula (19) with Nl(x1, y1, x2, y2, . . . , xl, yl;X) = −
∑l
i=1 yi.
To construct the hierarchy of the Lax equations we need to expand the coefficients of operator (10) or (18) or
(20) at X =∞ and truncate at the required degree.
Definition 3. We say that a function h(x1, y1, x2, y2, · · · , xl, yl, X) is kth (quasi-local) polynomial if the first k
coefficients of its expansion at X =∞ are symbols of (quasi-local) polynomials. If a function is kth (quasi-local)
polynomial for any k, we say it is (quasi-local) polynomial.
When n ≥ 2, that is, operator L in cases a and b, the expansion of Nl(x1, y1, x2, y2, . . . , xl, yl;X) at X =∞ is
of the form
Nl(x1, y1, x2, y2, . . . , xl, yl;X)
−1
=
1
nXn−1(
∑l
i=1 xi)
∑
j≥0
[
∑l
i=1 yi
nXn−1(
∑l
i=1 xi)
− 1
n
n−2∑
k=0
(
n
k
)
Xk+1−n(
l∑
i=0
xi)
n−k−1]j , n ≥ 2.
For operator L listed in case c, we know Nl(x1, y1, x2, y2, . . . , xl, yl;X) = −
∑l
i=1 yi. Therefore, if we want to
prove that the coefficients of operators (10), (18) and (20), i.e. the functions al, are quasi-local, we need to
show that the functions cl can be split into the sum of the image of Dx and the image of Dy. It is clear from
formula (16) that a
(i)
1 (ξ
(i)
1 , η
(i)
1 , X) are quasi-local since we have c1(ξ
(i)
1 , η
(i)
1 , X) = ξ
(i)
1 . Now we concentrate on
the cases when l > 1.
Proposition 4. The functions cl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X) for l > 1 vanish after substitution
ξ
(i1)
j1
= −ξ(i2)j2 − · · · − ξ
(il−1)
jl−1
and η
(i1)
j1
= −η(i2)j2 − · · · − η
(il−1)
jl−1
.
We give its proof in the Appendix. In fact, this proposition does not lead to our intended conclusion that bl and
thus al are quasi-local since the objects are rational, not polynomial. For example, the expression u
2(η2
ξ2
− η1
ξ1
)
representing uΘu−(Θu)u satisfies the above proposition. However, we can’t write uΘu−(Θu)u = Dxf1+Dyf2,
where both f1 and f2 are in U(Θ).
We first have a close look at the quadratic terms. For any operator L in cases a and b, let ηirjr = θ
ir
jr
ξirjr . Then
the function c2(ξ
i1
j1
, ηi1j1 , ξ
i2
j2
, ηi2j2 , X), where ξ
i1
j1
6= 0 and ξi2j2 6= 0, is a polynomial of θirjr , ξirjr , r = 1, 2. Notice that
(ηi1j1 + η
i2
j2
) = θi1j1ξ
i1
j1
+ θi2j2ξ
i2
j2
= (θi1j1 − θi2j2)ξi1j1 + θi2j2(ξi1j1 + ξi2j2) = θi1j1(ξi1j1 + ξi2j2 )− (θi1j1 − θi2j2)ξi2j2 . (21)
The affine variety (cf. [CLO97]) defined by ξi1j1 + ξ
i2
j2
and ηi1j1 + η
i2
j2
is
V (ξi1j1 + ξ
i2
j2
, ηi1j1 + η
i2
j2
) = V (ξi1j1 + ξ
i2
j2
, (θi1j1 − θi2j2)ξi1j1 , (θi1j1 − θi2j2)ξi2j2 )
= V (ξi1j1 + ξ
i2
j2
, θi1j1 − θi2j2) ∪ V (ξi1j1 , ξi2j2)
From Proposition 4, it can be written as
c2(ξ
i1
j1
, θi1j1ξ
i1
j1
, ξi2j2 , θ
i2
j2
ξi2j2 , X) = (ξ
i1
j1
+ ξi2j2 )f1 + (θ
i1
j1
− θi2j2)f2,
where both f1 and f2 are polynomials of θ
ir
jr
, ξirjr , r = 1, 2. From formula (21), the part that is not in the image
of Dx or Dy only depends on θ
ir
jr
, r = 1, 2.
For operator L listed in case c, since the function Nl(x1, y1, · · · , xl, yl, X) = −
∑l
i=1 yi, cf. Proposition 3, we
let ξirjr = θ
ir
jr
ηirjr instead. Then the function c2(ξ
i1
j1
, ηi1j1 , ξ
i2
j2
, ηi2j2 , X), where η
i1
j1
6= 0 and ηi2j2 6= 0, is a polynomial of
θirjr , ξ
ir
jr
, r = 1, 2. The above discussion is valid.
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Setting ξi1j1 = ξ
i2
j2
= 0, we obtain the function c2(ξ
i1
j1
, ηi1j1 , ξ
i2
j2
, ηi2j2 , X) equals
1
nXn−1 − θi1j1
− 1
nXn−1 − θi2j2
for cases a and b; θi2j2 − θi1j1 for case c, (22)
which is zero after we symmetrise it with the permutation group Σ2. This implies that the functions b2 and
thus a2 are quasi-local in the commutative case.
4.1 The commutative case
We first give the formulae to compute the high degree terms of operator S for the commutative case directly
from the formulae we obtained in Proposition 1, 2 and 3.
We denote the list (i1, i2, · · · , il) by I and I1 = (is1 , is2 , · · · , isr ), where 1 ≤ s1 < s2 < · · · < sr ≤ l and
1 ≤ r ≤ l − 1. We use I2 = (ip1 , ip2 , · · · , ipl−r) to denote the list by removing the elements of list I1 from list
I. For any element ir in the set {i1, i2, · · · , il}, we denote the number of ir in the list I by #ir. Then the
coefficient of
∏
ir∈{i1i2···il}
(u(ir))#ir in operator s, cf. formula (10), (18) and (20), can be computed by
1∏
ir∈{i1i2···il}
(#ir)!
∑
σ∈Σl
al(ξ
(iσ(1))
jσ(1)
, η
(iσ(1))
jσ(1)
, · · · , ξ(iσ(l))jσ(l) , η
(iσ(l))
jσ(l)
, X). (23)
We denote it by
di1i2···ill
Nl(ξ
(i1)
j1
, η
(i1)
j1
, · · · , ξ(il)jl , η
(il)
jl
, X)
.
In particular, for any operator L in case a, we have
di1i2···ill =
1∏
ir∈{i1i2···il}
(#ir)!
∑
σ∈Σl
l∏
r=1
(X +
l∑
s=r+1
ξ
(iσ(s))
jσ(s)
)iσ(r)cl(ξ
(iσ(1))
jσ(1)
, η
(iσ(1))
jσ(1)
, · · · , ξ(iσ(l))jσ(l) , η
(iσ(l))
jσ(l)
, X). (24)
For cases b and c, the expression (X + p)−1, where p = ξ
(−1)
jr
+
∑l
s=r+1 ξ
(is)
js
appears in formula (19). Its
expansion at X =∞ is of the form
(X + p)−1 =
1
X
+∞∑
j=0
(− p
X
)s, (25)
whose coefficients are polynomials in p. This does not affect the proof and result. For case c, we need to
exchange the symbols ξirjr and η
ir
jr
in the proof as the discussion we did for quadratic terms. Therefore, we’ll
only give the proof for this case.
The immediate consequence of the previous discussion on the quadratic terms is the following statement.
Proposition 5. All quadratic terms in operator S are quasi-local.
In fact, we can prove this statement is valid for all l > 0.
Theorem 2. Every term in the operator S, cf. formula (10), (18) and (20), obtained via (23) is quasi-local.
Proof. We proved the linear and quadratic terms in S are quasi-local, that is, the statement is true for
l = 1, 2. Assume it is also true for l− 1. By induction, the function di1i2···ill , cf. (24), is polynomial of ξ(ir)jr and
θI1 =
η
(is1 )
js1
+···η
(isr )
jsr
ξ
(is1 )
js1
+···ξ
(isr )
jsr
, r = 1, 2, · · · , l − 1, which obviously satisfies Proposition 4. This implies that the function
di1i2···ill is the sum of the parts with factors ξ
(i1)
j1
+ ξ
(i2)
j2
+ · · ·+ ξ(il)jl or θI1 − θI2 using the argument of the affine
variety. From the recurrent relation in Proposition 1, we can compute the factor for any θI1 − θI2 (without
symmetrisation), which equals
r∏
q=1
(X + ξ
(isq+1 )
jsq+1
+ · · ·+ ξ(isr )jsr + ξ
(ip1 )
jp1
+ · · ·+ ξ(ipl−r )jpl−r )
isq
l−r∏
q=1
(X + ξ
(ipq+1 )
jpq+1
+ · · ·+ ξ(ipl−r )jpl−r )
ipq
−
l−r∏
q=1
(X + ξ
(ipq+1 )
jpq+1
+ · · ·+ ξ(ipl−r )jpl−r + ξ
(is1 )
js1
+ · · ·+ ξ(isr )jsr )
ipq
r∏
q=1
(X + ξ
(isq+1 )
jsq+1
+ · · ·+ ξ(isr )jsr )
isq .
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This expression is zero under the substitution ΞI2 = ξ
(ip1)
jp1
+ · · ·+ ξ(ipl−r )jpl−r = 0 and ΞI1 = ξ
(is1 )
js1
+ · · ·+ ξ(isr )jsr = 0
implying we have either ΞI2(θI1 − θI2) or ΞI1(θI1 − θI2) as a factor. We know
ΞI2 (θI1 − θI2) = θI1(ξ(i1)j1 + · · ·+ ξ
(il)
jl
)− (η(i1)j1 + · · ·+ η
(il)
jl
);
ΞI1 (θI1 − θI2) = (η(i1)j1 + · · ·+ η
(il)
jl
)− θI2(ξ(i1)j1 + · · ·+ ξ
(il)
jl
).
Thus the l-th degree term of S is quasi-local. ⋄
This theorem implies that every terms in Sn is quasi-local. From Theorem 1, we have
Theorem 3. The hierarchies of (2 + 1)-integrable equation with scalar Lax operators are quasi-local.
As mentioned in Remark 1, there is one more type of scalar Lax operator in the commutative case. The same
result can be proved by extending the symbolic approach used in [SW00] for the (1 + 1)-dimensional case.
4.2 The noncommutative case
The extension of the concept of quasi-locality to the noncommutative case is rather complicated. Dx and Dy are
the only derivations for the commutative differential ring. The extension simply enables us to apply D−1x and
D−1y on the derivations. We know that the Cf , cf. (4), are also derivations for a noncommutative associative
algebra and we need to take them into consideration. Based on Proposition 4, we propose the following
extension using the symbolic representation. We start with Ak, the space of polynomials in 2k variables, ξi and
ηi, i = 1, · · · , k. Let ξi = λzi and ηi = µzi, where λ, µ are constants. We define I(Ak) as a set of all f ∈ Ak
satisfying f
∣∣
z1+···zk=0
= 0. For the elements in g ∈ I(Ak), we compute g
ξ1+···+ξk
and g
η1+···ηk
and collect them
in the set Ext(Ak). Now we define a sequence of extensions of A = ∪kAk. Let Aext0 = A and Aext1 be the
ring closure of the union Aext0 ∪ (∪kExt(Ak)). The number of variables is a natural grade on Aext1 and again
denote Aext1 k the space of elements in Aext1 with 2k variables, ξi and ηi, i = 1, · · · , k. In general, we can define
Aextl is the ring closure of the union Aextl−1 ∪ (∪kExt(Aextl−1k)). Clearly, we have Aextl−1 ⊂ Aextl . We now define
Aext = liml→∞Aextl .
The above ring extension is bigger than we require. For example, the expression η2
ξ2
− η1
ξ1
is not equal to zero
under the substitution ξ1 + ξ2 + ξ3 = 0 and η1 + η2 + η3 = 0, that is, not satisfying Proposition 4. But it
is in I(Aext1 3). If we start from the symmetric polynomial, we hope to end up the extension of commutative
differential polynomial, i.e. quasi-local polynomials we defined in section 2. It is not difficult to notice that this
extension is bigger than the concept of quasi-local commutative polynomials. However, neither can we formulate
the such extension using symbolic representation nor starting from noncommutative differential polynomials as
in commutative case. It is still an open problem.
Here we compute explicitly some Lax flows for lower order scalar Lax operators of noncommutative dependent
variable, which will help the reader to see the structures.
4.2.1 Noncommutative Boussinesq equation
Let us compute the hierarchy of Lax operator L = D3x + uDx + v −Dy. From Proposition 1, we have
S = X + u
ξ
(1)
1 X
(X + ξ
(1)
1 )
3 −X3 − η(1)1
+ v
ξ
(0)
1
(X + ξ
(0)
1 )
3 −X3 − η(0)1
+
u2(X + ξ
(1)
2 )X
(X + ξ
(1)
1 + ξ
(1)
2 )
3 −X3 − η(1)1 − η(1)2
(
ξ
(1)
1
(X + ξ
(1)
1 + ξ
(1)
2 )
3 − (X + ξ(1)2 )3 − η(1)1
− ξ
(1)
2
(X + ξ
(1)
2 )
3 −X3 − η(1)2
)
+
uv(X + ξ
(0)
1 )
(X + ξ
(1)
1 + ξ
(0)
1 )
3 −X3 − η(1)1 − η(0)1
(
ξ
(1)
1
(X + ξ
(1)
1 + ξ
(0)
1 )
3 − (X + ξ(0)1 )3 − η(1)1
− ξ
(0)
1
(X + ξ
(0)
1 )
3 −X3 − η(0)1
)
+
vuX
(X + ξ
(1)
1 + ξ
(0)
1 )
3 −X3 − η(1)1 − η(0)1
(
ξ
(0)
1
(X + ξ
(1)
1 + ξ
(0)
1 )
3 − (X + ξ(1)1 )3 − η(0)1
− ξ
(1)
1
(X + ξ
(1)
1 )
3 −X3 − η(1)1
)
+ · · · · · ·
= X +
u
3X
+
v − uξ(1)1
3X2
+ (
2uξ
(1)
1
2
9
+
uη
(1)
1
9ξ
(1)
1
− vξ
(0)
1
3
− u
2
9
)
1
X3
11
+(
−uξ(1)1
3
9
− 2uη
(1)
1
9
+
2vξ
(0)
1
2
9
+
vη
(0)
1
9ξ
(0)
1
− uv
9
− vu
9
+ u2(
7ξ
(1)
2
27
+
5ξ
(1)
1
27
+
η
(1)
1
27ξ
(1)
1
− η
(1)
2
27ξ
(1)
2
ξ
(1)
1 + ξ
(1)
2
))
1
X4
+ · · · ,
which corresponds to
S = Dx +
u
3
D−1x + (
v
3
− ux
3
)D−2x + (
2uxx
9
+
Θu
9
− vx
3
− u
2
9
)D−3x
+(−uxxx
9
− 2uy
9
+
2vxx
9
+
Θv
9
− uv
9
− vu
9
+
7uux
27
+
5uxu
27
+
D−1x ((Θu)u)
27
− D
−1
x (uΘu)
27
)D−4x + · · ·
This leads to
S≥0 = Dx; S
2
≥0 = D
2
x +
2
3
u; S3≥0 = D
3
x + uDx + v;
S4≥0 = D
4
x +
4
3
uD2x +
2
3
(ux + 2v)Dx +
4
9
Θu+
2
9
u2 +
2
9
uxx +
2
3
vx;
S5≥0 = D
5
x +
5
3
uD3x +
5
3
(ux + v)D
2
x + (
5
9
Θu+
5
9
u2 +
10
9
uxx +
5
3
vx)Dx
+
10
9
vxx +
5
9
(Θv + uv + vu) +
5
27
(uux − uxu+D−1x ((Θu)u− uΘu)).
And we have {
ut2 = −uxx + 2vx
vt2 = vxx +
2
3 (uy − u3x − uux + uv − vu)
Eliminating the dependent variable v from this equation and writing t2 = t, we can derive the (2+1)-dimensional
Boussinesq equation
utt = −1
3
u4x +
4
3
uxy − 2
3
(u2)xx +
2
3
Dx[u, D
−1
x ut].
Under the scaling transformation x 7→ √6x, y 7→
√
3
2y, u 7→ 3u, t 7→ 2t, it can be rewritten as
utt = −u4x + uxy − 3(u2)xx +Dx[u, D−1x ut].
Let w = D−1x u. We get (2 + 1)-dimensional noncommutative potential Boussinesq equation
wtt = −w4x + wxy − 3(w2x)x + [wx, wt]
4.2.2 Noncommutative KP equation
Let us compute the hierarchy of the Lax operator L = D2x + u−Dy. Since the order of L is low, it is easier to
compute the operator S directly order by order as in Exercise 4 than to apply Proposition 2. Let
S = Dx + a−1D
−1
x + a−2D
−2
x + a−3D
−3
x · · · .
Using formula (10), we obtain
a−1 =
u
2
a−2 = −ux
4
+
Θu
4
a−3 =
Θ2u
8
+
uxx
8
− uy
4
− u
2
8
− 1
8
D−1x CuΘu
This leads to
S3≥0 = D
3
x +
3u
2
Dx +
3
4
(ux +Θu)
S4≥0 = D
4
x + 2uD
2
x + (2ux +Θu)Dx +
uy
2
+ u2 + uxx +
Θ2u
2
− 1
2
D−1x CuΘu
= 2D2xDy −D2y + 2uDy +ΘuDx +
3uy
2
+
Θ2u
2
− 1
2
D−1x CuΘu+ L
2.
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And we have
ut3 =
1
4
(uxxx + 3uux + 3uxu+ 3Θuy − 3CuΘu),
which is the noncommutative KP equation and can be obtained from the recursion operator of KP, cf. [DF92],
and
ut4 =
1
2
(uxxy +Θ
2uy + 2uuy + 2uyu+ uxΘu+ (Θu)ux + CuD
−1
x CuΘu−ΘCuΘu− CuΘ2u),
which appeared in [HT03], cf. formula (2.14), with a mistake: the last two terms are missing.
4.2.3 Noncommutative mKP equation
Let us compute the hierarchy of the Lax operator L = D2x + uDx + v +D
−1
x w −Dy. Let
S = Dx + a0 + a−1D
−1
x + · · · .
Using formula (10), we obtain
a0 =
u
2
a−1 = −ux
4
− u
2
8
+
v
2
+ (Dx +
Cu
2
)−1
uy
4
This leads to
S≥1 = Dx; S
2
≥1 = D
2
x + uDx; S
3
≥1 = D
3
x +
3u
2
D2x +
3
8
(2ux + u
2 + 4v + 2(Dx +
Cu
2
)−1uy)Dx.
And we have 
ut2 = uy + 2vx + uv − vu
vt2 = vx + 2wx + uvx + uw − wu
wt2 = −wxx + (wu)x

ut3 =
1
4uxxx +
3
8Cuuxx − 38uuxu+ 34uxy + 38 (u2)y + 32vxx + 32vy + 32uvx + 32vux − 38Cvu2
− 34Cvux + 3wx + 32Cuw + 34 (Dy −D2x − uDx +Rux − Cv)(Dx + Cu2 )−1uy
vt3 = vxxx +
3
2uvxx +
3
4uxvx +
3
8u
2v1 +
3
2vv1 +
3
2uwx +
3
2wxu+
3
4wux +
3
4uxw − 38Cwu2
− 32Cwv + 34 (Rvx − Cw)(Dx + Cu2 )−1uy
wt3 = wxxx − (wa0)xx + (wa−1)x
The reduction v = w = 0 leads to the noncommutative mKP equation
ut3 =
1
4
uxxx +
3
8
Cuuxx − 3
8
uuxu+
3
4
uxy +
3
8
(u2)y +
3
4
(Dy −D2x − LuDx +Rux)(Dx +
Cu
2
)−1uy. (26)
If we introduce new variable p satisfying uy = px +
1
2Cup, The system for u and p is equivalent to the matrix
mKP in [Adl].
If u does not depend on y, i.e. uy = 0, this gives us the noncommutative mKdV equation, [OS98, OW00]
ut3 =
1
4
uxxx +
3
8
Cuuxx − 3
8
uuxu.
If u takes its value over C (commutative), this gives us the well known mKP equation
ut3 =
1
4
uxxx − 3
8
u2ux +
3
4
Θuy +
3
4
uxΘu. (27)
We know Miura transformation V = ux − u22 + Θu transforms the mKP equation (27) into the KP equation
Vt3 =
1
4Vxxx +
3
4V Vx +
3
4ΘVy. However, we do not know a Miura transformation for noncommutative mKP
(26).
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4.2.4 Nonsymmetric Novikov-Veselov equation
Consider the Lax operator L = u +D−1x v −Dy (case c) 1. Let S = Dx + a0 + a−1D−1x + · · · . Using formula
(7), we have
a0 = (Cu −Dy)−1ux;
a−1 = (Cu −Dy)−1(vx + Cva0),
leading to S1≥1 = Dx, S
2
≥1 = D
2
x + 2a0Dx, S
3
≥1 = D
3
x + 3a0D
2
x + 3(a0x + a−1 + a
2
0)Dx. From the Lax
equation, we obtain{
ut2 = uxx + 2vx + 2a0ux + 2a0v − 2va0
vt2 = −vxx + 2(va0)x{
ut3 = uxxx + 3(a0ux)x + 3a−1ux + 3a
2
0ux + 3a0vx + 3(va0)x − 3Cv(a0x + a−1 + a20)
vt3 = vxxx − 3(vxa0)x + 3(va−1)x + 3(va20)x
The reduction v = 0 leads to
ut2 = uxx − 2{(Dy − Cu)−1ux}ux.
Let w = (Dy−Cu)−1ux. This equation transforms into the noncommutative Burgers equation wt2 = wxx−2wwx,
which is linearisable, that is, we obtain pt = pxx by pw = −px.
There is no reduction u = 0 in noncommutative case. In the commutative case, the reduction u = 0 leads to
the nonsymmetric Novikov–Veselov equation [NV86]
vt3 = vxxx − 3(vΘ−1v)x.
5 Conclusion
We have demonstrated the power of the symbolic representation in the study of (2 + 1)-dimensional integrable
equations. It enables us to produce the hierarchies of (2 + 1)-dimensional integrable equations from the scalar
Lax operators and to study their properties globally. We proved the conjecture of Mikhailov and Yamilov on
the ring extension for (2 + 1)-dimensional commutative integrable equations derived from scalar Lax operators.
The method can easily adapt to the case of (2 + 1)-dimensional differential-difference integrable equation with
scalar Lax operators [BS01].
Noncommutative integrable equations can be considered as quantised analogs of classical integrable equations,
which is very important in string theory. Right after finishing the paper, we noticed a few papers on constructing
noncommutative integrable equations in the framework of the Sato theory motivated by noncommutative gauge
theories, cf. [HT03, Ham05] and references therein. However, the authors only used an ansatz to derive the
equations from some scalar Lax operators in case a instead of this systematical manner. There are few papers
on noncommutative (2 + 1)-dimensional integrable equations derived from the scalar Lax operators in cases
b and c such as noncommutative mKP, where the new type of nonlocal terms such as (Dx +
Cu
2 )
−1uy and
(Dy −Cu)−1ux appear. To study these equations further such as constructing their Hamiltonian operators and
soliton solutions may provide a deeper understanding of noncommutative geometry.
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Appendix: Proof of Proposition 4
Proof. We need to show (cf. (14) for all l ≥ 2 that
bl−1(−
l∑
s=2
ξ
(is)
js
,−
l∑
s=2
η
(is)
js
, ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
) = bl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X). (28)
1In the commutative case, this worked out in paper [BS01] by both central extension approach and the operand approach.
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We prove it by induction. It is true for l = 2 since
b1(−ξ(i2)j2 ,−η
(i2)
j2
, X + ξ
(i2)
j2
) =
−ξ(i2)j2
N1(−ξ(i2)j2 ,−η
(i2)
j2
, X + ξ
(i2)
j2
)
=
ξ
(i2)
j2
N1(ξ
(i2)
j2
, η
(i2)
j2
, X)
= b1(ξ
(i2)
j2
, η
(i2)
j2
, X).
Assume that formula (28) is valid for l − 1. Then its the left-hand side equals
bl−2(−
∑l
s=2 ξ
(is)
js
,−∑ls=2 η(is)js , ξ(i2)j2 , η(i2)j2 · · · , ξ(il−2)jl−2 , η(il−2)jl−2 , X + ξ(il−1)jl−1 + ξ(il)jl )
Nl−1(−
∑l
s=2 ξ
(is)
js
,−∑ls=2 η(is)js , ξ(i2)j2 , η(i2)j2 , · · · , ξ(il−1)jl−1 , η(il−1)jl−1 , X + ξ(il)jl )
−
bl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)
Nl−1(−
∑l
s=2 ξ
(is)
js
,−∑ls=2 η(is)js , ξ(i2)j2 , η(i2)j2 , · · · , ξ(il−1)jl−1 , η(il−1)jl−1 , X + ξ(il)jl )
= −
bl−2(ξ
(i2)
j2
, η
(i2)
j2
· · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, ξ
(il−1)
jl−1
+ ξ
(il)
jl
, η
(il−1)
jl−1
+ η
(il)
jl
, X)
N1(ξ
(il)
jl
, η
(il)
jl
, X)
+
bl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)
N1(ξ
(il)
jl
, η
(il)
jl
, X)
=
bl−3(ξ
(i2)
j2
, η
(i2)
j2
· · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, X + ξ
(il−1)
jl−1
+ ξ
(il)
jl
)− bl−3(ξ(i3)j3 , η
(i3)
j3
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)
Nl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)N1(ξ
(il)
jl
, η
(il)
jl
, X)
−
bl−3(ξ
(i2)
j2
, η
(i2)
j2
· · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, X + ξ
(il−1)
jl−1
+ ξ
(il)
jl
)
Nl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 + ξ
(il)
jl
, η
(il−1)
jl−1
+ η
(il)
jl
, X)N1(ξ
(il)
jl
, η
(il)
jl
, X)
+
bl−3(ξ
(i3)
j3
, η
(i3)
j3
, · · · , ξ(il−1)jl−1 + ξ
(il)
jl
, η
(il−1)
jl−1
+ η
(il)
jl
, X)
Nl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 + ξ
(il)
jl
, η
(il−1)
jl−1
+ η
(il)
jl
, X)N1(ξ
(il)
jl
, η
(il)
jl
, X)
;
Meanwhile, the right side gives us
bl−2(ξ
(i2)
j2
, η
(i2)
j2
· · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)− bl−2(ξ(i3)j3 , η
(i3)
j3
, · · · , ξ(il)jl , η
(il)
jl
, X)
Nl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)
=
bl−3(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, X + ξ
(il−1)
jl−1
+ ξ
(il)
jl
)
N1(ξ
(il−1)
jl−1
, η
(il−1)
jl−1
, X + ξ
(il)
jl
)Nl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)
−
bl−3(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−2)jl−2 + ξ
(il−1)
jl−1
, η
(il−2)
jl−2
+ η
(il−1)
jl−1
, X + ξ
(il)
jl
)
N1(ξ
(il−1)
jl−1
, η
(il−1)
jl−1
, X + ξ
(il)
jl
)Nl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)
−
bl−3(ξ
(i3)
j3
, η
(i3)
j3
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X + ξ
(il)
jl
)− bl−3(ξ(i3)j3 , η
(i3)
j3
, · · · , ξ(il−1)jl−1 + ξ
(il)
jl
, η
(il−1)
jl−1
+ η
(il)
jl
, X)
N1(ξ
(il)
jl
, η
(il)
jl
, X)Nl−1(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il)jl , η
(il)
jl
, X)
.
The difference between the above two expression vanishes due to the induction assumption, which implies that
Nl−3(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, X + ξ
(il−1)
jl−1
)bl−3(ξ
(i2)
j2
, η
(i2)
j2
· · · , ξ(il−2)jl−2 , η
(il−2)
jl−2
, X + ξ
(il−1)
jl−1
)
Nl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X)N1(ξ
(il−1)
jl−1
, η
(il−1)
jl−1
, X)
=
bl−3(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−2)jl−2 + ξ
(il−1)
jl−1
, η
(il−2)
jl−2
+ η
(il−1)
jl−1
, X)
N1(ξ
(il−1)
jl−1
, η
(il−1)
jl−1
, X)
−
bl−3(ξ
(i3)
j3
, η
(i3)
j3
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X)
Nl−2(ξ
(i2)
j2
, η
(i2)
j2
, · · · , ξ(il−1)jl−1 , η
(il−1)
jl−1
, X)
.
By now we proved our proposition. ⋄
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