Abstract-We investigate, starting with a symmetric B-DMC, the evolution of various probabilities related to the likelihood ratios of the synthetic channels created by the recursive application of the polarization transformations. We show the processes are bounded sub/super martingales converging to the extremes of the bounded intervals. In particular, this is true for the process that tracks the error probability of the likelihood ratio based decision rule of the synthetic channels. Moreover, the derivations reveal the set of BECs do not only provide universally good indices for the information sets of symmetric B-DMCs, but also universally bad indices. The analysis provides a new perspective into the theory of channel polarization initiated by Arıkan, and it helps us to address an approximation to the computations of the likelihood ratios of the synthetic channels.
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Index Terms-Channel polarization, polar codes, min-sum approximation I. INTRODUCTION Polar coding is a recent technique introduced by Arıkan [1] as an appealing error correction method; this class of codes are proved to achieve the symmetric capacity of any binary discrete memoryless channel (B-DMC) using low complexity encoders and decoders, and their block error probability is shown to decrease exponentially in the square root of the block length [2] .
The design of polar codes is based on a phenomenon called channel polarization. The notion makes reference to two extreme situations of communication over a noiseless (perfect) channel and completely noisy channel. In [1] , Arıkan describes a recursive process under which independent copies of a given B-DMC W : X → Y can be combined to exhibit polarization. The basic building block of this recursion consists of two successive channel transformations W − : X → Y 2 and W + : X → Y 2 × X , whose transition probabilities are given by
Referred as the basic polarization transformations, these constitute the elements of the design leading to the low complexity structure of the codes.
To build the theory of polarization, [1] considers the properties of the above transformations related to the symmetric capacities of the channels. Defined as
by now it is well known that these transformations [1] (i) preserve the sum symmetric capacity:
(ii) improve the channel in W + and worsen in W − :
This last property confirms that the evolution is in the right direction towards polarization. The idea now is to apply the same basic channel transformations to the channels W − and W + . As a result, four channels W −− , W −+ , W +− , and W ++ are obtained. However, one is no longer able to compare the rate parameters of these four channels in general. Instead, the theory is founded by analyzing the convergence properties of the polarization process obtained by applying the transformations to the synthesized ± channels after a long sequence of steps.
Let (Ω, F, P ) be a probability space. Assume the random sequence B 1 , . . . , B n is drawn i.i.d according to a Bernoulli distribution with probabilities equal to 1 2 . Let F n be the σ-algebra generated by this Bernoulli sequence. Then the polarization process for a given channel W is defined as the random sequence of channels {W n } such that W 0 = W and
for n ≥ 0 [2] . In the sequel, the random process I n = I(W n ) is defined and [1] proves the process {I n , F n } (iii) is a bounded martingale on the interval [0, 1], (iv) converges a.s. to a random variable I ∞ such that E[I ∞ ] = I 0 , where I ∞ takes values a.s. in {0, 1}. These properties prove the recursive application of the transformations lead to channel polarization, see [1, Theorem 1] .
The goal of this paper is to analyze the convergence properties of various random processes related to the likelihood ratios of the synthesized ± channels. We show that the decision rule using the likelihood ratios of the synthetic channels leads to a bounded submartingale decision error process converging to the extremes {0, 0, 5} in all of the synthesized channels, independent of the transmitted input sequence. We first apply this knowledge to revisit the theory of channel polarization for symmetric B-DMCs. Subsequently, we show that the set of binary erasure channels (BECs) do not only provide universally good indices for the information set of symmetric B-DMCs [1] , but also universally bad indices. Finally, we shift our attention to the performance of an approximation to the minus polarization transformation known as the min-sum approximation in the coding theory literature.
The paper follows with the preliminaries section. Then, we explore the results.
II. PRELIMINARIES
Let W : X → Y be a symmetric B-DMC. We define the likelihood ratio of this channel as L(y) = W (y|1)/W (y|0) for y ∈ Y. Similarly, for each n ≥ 0, the likelihood ratios of the synthesized N = 2 n channels W
). The polar successive cancellation decoder decodes the received output in N stages. The decoder sets the estimateû i to its known value on the noisy synthetic channels and uses the following decision rule otherwise:
where * is chosen from the set {0, 1} by a fair coin flip.
For a symmetric B-DMC, [1, Corollary 1] shows that the decision error probability of the genie-aided polar decoder is independent of the transmitted input sequence. Hence the analysis of the error probability can be carried by assuming the all zeros sequence is sent through the channel. Moreover, in [1, Equations (74) and (75)] Arıkan shows the synthetic channels' likelihood ratios follow a recursive structure alongside the polarization process. Upon these observations, we will focus on the likelihood ratio process given by
where by construction L n (y 1 ) and L n (y 2 ) are i.i.d. random variables. Note that we abuse the notation to denote y as a 2 n length sequence at each level n.
For shorthand notation, we define
In the next section we will be interested in the properties of P [L n (y) 1] as the process tracks the decision error probability of the synthetic channels. Finally, we define a related channel parameter as
III. RESULTS The following two propositions investigate monotonicity properties of the processes
Their proofs will be carried together.
holds for a particular n ≥ 0, the polar transformations for the likelihood ratios satisfy
holds for a particular n ≥ 0, the basic polarization transformations preserve this inequality, i.e. at the next level we get
Proof of Propositions 1 and 2: We first derive some useful expressions for the quantities of interest. After applying the minus transformation, we get
and
Using (17) and (18), we obtain similarly as by few simple manipulations we get
Hence, we also have
(21) Noting the difference of the quantities in (21) and (19) equals
the claim of Proposition 2 for the minus transformation is proved.
On the other hand, by assumption
which also implies
proving the inequalities in Proposition 1 for the minus transformation.
For the plus transformation, we use a property following the symmetry of the channels
(25) Then, we can write
where we abuse the notation to define
In the same spirit, we define
and we note that
(31)
holds as claimed by Proposition 2.
On the other hand, we can decompose
Comparing the expressions in (31) and (33) in the light of (29), we see that
proving the claimed inequalities in Proposition 1 for the plus transformation. Next, we show the average of the transformed plus and minus quantities also satisfy some monotonicity properties.
Proposition 3: The following set of inequalities hold:
Proof: We start by proving the inequality in (36). Using the expressions derived in (19) and (31) we get
where the inequality follows from
This also proves the inequality in (37) in view of the relation
. Finally, to prove (38), we write
where we used (18) and simply noted that
Before we discuss the implications of the inequalities in Proposition 3 on the processes, we show that the one step transformations of Q n are given by Proposition 4:
where
Proof: From the derivation of (22), we immediately get
On the other hand, using (27) and (31) we obtain
Moreover, note that
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Now, using the first expression in (
where the non-negativity is due to (40) once again. Now, we discuss the convergence properties of the processes we considered so far.
Proposition 5: Let W be a symmetric B-DMC such that Proof: The assumption on the channel W implies via 1] , from which the boundedness statements follow.
The inequalities proved in Proposition 3 shows the processes are the claimed sub/super martingales. From general results on bounded martingales, it follows the processes converge a.s, see for instance [3] . The only part left is to prove the convergence is to the extremes of the bounded intervals. For the process Q n , we know by Proposition 4 that Q − n = Q 2 n . One can complete the proof that Q n converges to the extremes using this relation in a similar fashion as in the proof of [1, Proposition 9] of the convergence to the extremes of the Bhattacharyya process of the synthetic channels associated with the polarization transformations: As E[|Q n+1 − Q n |] − −−− → n→∞ 0 holds, we have
whence Q ∞ ∈ {0, 1}. Similarly, we know by (18) that
converge, the remaining probabilities can only converge to the extremes claimed by the proposition.
A. Channel Polarization Revisited
Now, we revisit the theory of channel polarization for symmetric B-DMCs by looking to the four possible combinations of the pair Q ∞ and P [L ∞ = 1], two of which we hopefully 'never' end up with.
We look at a completely noisy channel.
However, by the monotonicity properties discussed in Propositions 1 and 4, this case will not occur unless we start with a channel at the state
But this would violate the symmetry condition. Note that we still need the preservation of the sum capacities to show that the fraction of perfect channels is I(W ).
The results on the rate of convergence of polar codes [2] can be stated in terms of Q n : the conditions (z.1), (z.2), (z.3) in [2] still hold with the Bhattacharyya process Z n replaced by Q n , and with the condition
B. Extremal behaviour of the BEC
The next two propositions show extremal properties of BECs. Z(W ) denotes the Bhattacharyya parameter.
Proposition 6: The BEC is an extremal channel in the evolution of the process Q n .
Proof: The proof follows by Proposition 4 upon noticing that being a BEC is preserved under the polarization transformations [1] with Q + n = 2Q n − Q 2 n . Proposition 7: Amongst the set of symmetric B-DMCs with a given fixed value of Q, the BEC U of erasure probability 1−Q(U ) maximizes the symmetric capacity and minimizes the Bhattacharyya parameter.
Proof: The proof follows by noting Q(U ) = 1 − Z(U ) for the BEC and using the following upper bounds to the uncoded error probability
The information set of polar codes can be defined as
for a given δ ∈ [0, 1]. The following theorem shows that the information set of a given symmetric B-DMC can be squeezed between the information sets of two BECs. Theorem 1: For any given symmetric B-DMC W with parameter values Q(W ) and Z(W ), define the BEC U such that Q(U ) = Q(W ) and the BEC V such that Z(V ) = Z(W ). Then, we have Z
n (V ) for any n ≥ 0 and i = 1, . . . , 2 n , implying the following ordering of the information sets:
Proof: It is already known that the BEC V provides universally good indices: A V ⊂ A W [1] . The proof that the BEC U provides universally bad indices follows by Propositions 6 and 7.
C. Properties of an approximation to the polar transforms
In this section, we discuss the properties of the min-sum approximation to the minus transformation which appears in [4] and [5] . While proposed in [4] for efficient hardware implementations of polar codes, [5] considers the performance of mismatched polar codes designed using the approximation over binary symmetric channels (BSC).
We will argue that some of the derivations of the previous section extend as well to the approximate process defined as
The approximate minus transformation of the likelihood ratios satisfy, as in the exact case, the following properties:
Hence, the below counterparts to (18), (19) and (21) hold:
For the plus transformation as the symmetry in the likelihood ratios is preserved by the approximation, one can use the left hand side of (25) to derive the below counterparts to (27) and (31): As a result, one can carry the proofs of Propositions 1 and 2 in exactly the same way by replacing the uses of (18), (19), (21), (27), and (31) by (52), (53), (54), (55), and (56), respectively.
On the other hand, for a given L(y 2 ) = 1, while the exact minus transformation is strictly monotone (increasing or decreasing) in L(y 1 ) , the approximate one is no longer strictly but simply monotone. So, one particular difference caused by the minus approximation is identical likelihood ratios obtained for some outputs which would otherwise be different from each others. Hence, following the approximation a plus transformation at the next level will result in more outputs having likelihood ratios equal to one. Whether ultimately the approximation would cause loss in the performance is an open problem.
A sufficient condition for any approximation to be robust is the following:
If
{L n (y) < 1} = {L n (y) < 1}, {L n (y) > 1} = {L n (y) > 1} ⇒ {L n+1 (y 1 y 2 ) < 1} = {L n+1 (y 1 y 2 ) < 1}, {L n+1 (y 1 y 2 ) > 1} = {L n+1 (y 1 y 2 ) > 1} .
An idea could be to slightly perturb the identical likelihood ratios forced by the approximation to distinct values while keeping the symmetry such that this new version of the approximation would satisfy (57).
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