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Abstract
Measures on a non-Archimedean Banach space X are considered
with values in the real field R and in the non-Archimedean fields. The
non-Archimedean analogs of the Bochner-Kolmogorov and Minlos-
Sazonov theorems are given. Moreover, infinite products of measures
are considered and the analog of the Kakutani theorem is given.
1 Introduction.
There are few works about integration in a classical Banach space, that
is over the field R of real numbers or the field C of complex numbers
[1, 2, 3, 4, 25, 26]. On the other hand, for a non-Archimedean Banach
space X (that is over a non-Archimedean field) this theory is less developed.
An integration in X is a very important part of the non-Archimedean anal-
ysis. The progress of quantum mechanics and different branches of modern
physics related, for example, with theories of elementary particles lead to
the necessity of developing integration theory in a non-Archimedean Banach
space [9, 27]. It may also be useful for the development of non-Archimedean
analysis. Non-Archimedean functional analysis develops rapidly in recent
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years and has many principal differences from the classical functional analy-
sis [10, 21, 22, 23, 24, 27]. Topological vector spaces over non-Archimedean
fields are totally disconnected, classes of smoothness for functions and com-
pact operators are defined for them quite differently from that of the classical
case, also the notion of the orthogonality of vectors has obtained quite an-
other meaning. In the non-Archimedean case analogs of the Radon-Nikodym
theorem and the Lebesgue theorem about convergence are true under more
rigorous and another conditions. Especially strong differences are for mea-
sures with values in non-Archimedean fields, because classical notions of σ-
additivity and quasi-invariance have lost their meaning.
On the other hand the development of the non-Archimedean functional
analysis and its applications in non-Archimedean quantum mechanics [10, 27,
28] leads to the necessity of solving such problems. For example, problems
related with quantum mechanics on manifolds are related with diffeomor-
phism groups, their representations and measures on them [9, 12]. In articles
[11, 12, 13, 14] quasi-invariant measures on diffeomorphism and loop groups
and also on non-Archimedean manifolds were constructed. These measures
were used for the investigation of irreducible representations of topological
groups [12, 14, 15]. The theorems proved in this work enlarge classes of
measures on such groups and manifolds, this also enlarges classes of repre-
sentations. For example, theorems of the Minlos-Sazonov type characterize
measures with the help of characteristic functionals and compact operators.
In the non-Archimedean case compact operators are more useful, than nu-
clear operators in the classical case. Theorems of the Bochner-Kolmogorov
and Kakutani type characterize products of measures and their absolute con-
tinuity relative to others measures.
In this article measures are considered on Banach spaces, though the re-
sults given below can be developed for more general topological vector spaces,
for example, it is possible to follow the ideas of works [16, 17, 18], in which
were considered non-Archimedean analogs of the Minlos-Sazonov theorems
for real-valued measures on topological vector spaces over non-Archimedean
fields of zero characteristic. But it is impossible to make in one article. In this
article, apart from articles of Ma¸drecki, measures are considered also with
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values in non-Archimedean fields, for the cases of real-valued measures also
Banach spaces over non-Archimedean fields K of characteristic char(K) > 0
are considered. It is well-known, that a real-valued measure m on a locally
compact Hausdorff totally disconnected Abelian topological group G is called
the Haar measure, if
(H) m(x+ A) = m(A) for each x ∈ G and each Borel subset A in G.
For the s-free group G a measure m with values in a non-Archimedean field
Ks satisfy condition (H) only for an algebra of clopen (closed and open)
subsets A. Indeed, in the last case if a measure is locally finite and σ-
additive on the Borel algebra of G, then it is purely atomic with atoms being
singletons, so it can not be invariant relative to the entire Borel algebra (see
Chapters 7-9 [21]).
In §2 weak distributions, characteristic functions of measures and their
properties are defined and investigated. In §3 the non-Archimedean analogs
of the Minlos-Sazonov and Bochner-Kolmogorov theorems are given. Quasi-
measures also are considered. Frequently definitions, formulations of state-
ments and their proofs differ strongly from that of classical. In §4 products
of measures are considered together with their density functions. The non-
Archimedean analog of the Kakutani theorem is investigated.
Notations. Henceforth, K denotes a locally compact infinite field with
a non-trivial norm, then the Banach space X is over K. In the present
article measures on X have values in R or in the field Ks, that is, a finite
algebraic extension of the s-adic field Qs with the certain prime number s.
We assume that K is s-free as the additive group, for example, either K is
a finite algebraic extension of Qp or char(K) = p and K is isomorphic with
a field Fp(θ) consisting of elements x =
∑
j ajθ
j, where aj ∈ Fp, |θ| = p
−1,
Fp is a finite field of p elements, p is a prime number and p 6= s. These
imply that K has the Haar measures with values in R and Ks [21]. If X is
a Hausdorff topological space with a small inductive dimension ind(X) = 0,
then
E denotes an algebra of subsets ofX , as a rule E ⊃ Bco(X) forKs-valued
measures and E ⊃ Bf(X) for real-valued measures, where
Bco(X) denotes an algebra of clopen (closed and open) subsets of X ,
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Bf(X) is a Borel σ-field of X in §2.1;
Af(X, µ) is the completion of E by a measure µ in §2.1;
M(X) is a space of norm-bounded measures on X in §2.1;
Mt(X) is a space of Radon norm-bounded measures in §2.1;
c0(α,K) is a Banach space and PL is a projector (fixed relative to a chosen
basis) in §2.2;
µL is a projection of a measure µ in §2.2;
{µL(n) : n} is a sequence of weak distributions in §2.2;
B(X, x, r) is a ball in §2.2;
L(X, µ,Ks) in §2.4;
χξ is a character with values either in T or Ts in §2.6;
θ(z) = µˆ is a characteristic functional in §2.6;
δ0 is the Dirac measure in §2.8;
µ1 ∗ µ2 is a convolution of measures in §2.11;
ψq,µ and τq in §2.14;
C(X,K) is a space of continuous functions from X into K in §2.16;
X∗ is the topological dual space of X [20];
Cˆ(Y,Γ), τ(Y ) in §3.2;
B+, C+ in §3.5;
ν ≪ µ, ν ∼ µ, ν ⊥ µ in §4.1.
2 Weak distributions and families of measures.
2.1. For a Hausdorff topological space X with a small inductive dimension
ind(X) = 0 [5] the Borel σ-field is denoted Bf(X). Henceforth, measures µ
are given on a measurable space (X,E). The completion of Bf(X) relative
to µ is denoted by Af(X, µ). The total variation of µ with values in R on a
subset A is denoted by ‖µ|A‖ or |µ|(A) for A ∈ Af(X, µ). If µ is non-negative
and µ(X) = 1, then it is called a probability measure.
We recall that a mapping µ : E → Ks for an algebra E of subsets of X
is called a measure, if the following conditions are accomplished:
(i) µ is additive and µ(∅) = 0,
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(ii) for each A ∈ E there exists the following norm
‖A‖µ := sup{|µ(B)|Ks : B ⊂ A,B ∈ E} <∞,
(iii) if there is a shrinking family F, that is, for each
A,B ∈ F there exist F ∋ C ⊂ (A ∩ B) and ∩{A : A ∈ F} = ∅, then
limA∈F µ(A) = 0 (see chapter 7 [21] and also about the completion Af(X, µ)
of the algebra E by the measure µ). A measure with values in Ks is called a
probability measure if ‖X‖µ = 1 and µ(X) = 1. For functions f : X → Ks
and φ : X → [0,∞) there are used notations ‖f‖φ := supx∈X(|f(x)|φ(x)),
Nµ(x) := inf(‖U‖µ : U ∈ Bco(X), x ∈ X), where Bco(X) is an algebra
of closed and at the same time open (clopen) subsets in X . Tight measures
(that is, measures defined on E ⊃ Bco(X)) compose the Banach space M(X)
with a norm ‖µ‖ := ‖X‖µ. Everywhere below there are considered σ-additive
measures with |µ|(X) < ∞ and ‖X‖µ < ∞ for µ with values in R and Ks
respectively, if it is not specified another.
A measure µ on E is called Radon, if for each ǫ > 0 there exists a compact
subset C ⊂ X such that ‖µ|(X\C)‖ < ǫ. Henceforth, M(X) denotes a space
of norm-bounded measures, Mt(X) is its subspace of Radon norm-bounded
measures.
2.2. Each Banach space X over K in view of Theorems 5.13 and 5.16 [21]
is isomorphic with c0(α,K) := {x : x = (xj : j ∈ α), card(j : |xj|K > b) <
ℵ0 for each b > 0}, where α is an ordinal, card(A) denotes the cardinality of
A, ‖x‖ := sup(|xj| : j ∈ α). A dimension of X over K is by the definition
dimKX := card(α). For each closed K-linear subspace L in X there exists
an operator of a projection PL : X → L. Moreover, an orthonormal in the
non-Archimedean sense basis in L has a completion to an orthonormal basis
in X such that PL can be defined in accordance with a chosen basis.
If A ∈ Bf(X), then P−1L (A) is called a cylinder subset inX with a base A,
BL := P−1L (Bf(L)), B0 := ∪(B
L : L ⊂ X,L is a Banach subspace ,dimKX <
ℵ0). The minimal σ-algebra σB0 generated by B0 coincides with Bf(X),
if dimKX ≤ ℵ0. Henceforward, it is assumed that α ≤ ω0, where ω0 is
the initial ordinal with the cardinality ℵ0 := card(N). Then there exists
an increasing sequence of Banach subspaces L(n) ⊂ L(n + 1) ⊂ ... such
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that cl(∪[L(n) : n]) = X , dimKL(n) = κn for each n, where cl(A) = A¯
denotes a closure of A in X for A ⊂ X . We fix a family of projections
P
L(m)
L(n) : L(m)→ L(n) such that P
L(m)
L(n) P
L(n)
L(k) = P
L(m)
L(k) for each m ≥ n ≥ k. A
projection of the measure µ onto L denoted by µL(A) := µ(P
−1
L (A)) for each
A ∈ Bf(L) compose the consistent family:
(1) µL(n)(A) = µL(m)(P
−1
L(n)(A) ∩ L(m))
for each m ≥ n, since there are projectors P
L(m)
L(n) , where κn ≤ ℵ0 and there
may be chosen κn < ℵ0 for each n.
An arbitrary family of measures {µL(n) : n ∈ N} having property (1) is
called a sequence of a weak distributions (see also [4, 25]).
By B(X, x, r) we denote a ball {y : y ∈ X, ‖x−y‖ ≤ r}, which is clopen
(closed and open) in X .
2.3. Lemma. A sequence of a weak distributions {µL(n) : n} is gen-
erated by some measure µ on Bf(X) if and only if for each c > 0 there
exists b > 0 such that ||µL(n)|(B(X, 0, r) ∩ L(n)) − |µL(n)|(L(n))| ≤ c and
supn |µL(n)|(L(n)) <∞ for µ with values in R;
or ‖L(n) \ B(X, 0, r)‖µL(n) ≤ c and supn ‖L(n)‖µL(n) < ∞ for µ with
values in Ks, where r ≥ b.
Proof. In the case of µ with values inR we can use a Hahn decomposition
µ = µ+ − µ− and substitute everywhere in the proof of Lemma 1 §2[25] a
Hilbert space over R onto X over K, since X is a Radon space in view of
Theorem 1.2 §I.1.3 [4], then |µ|(A) = µ+(A) + µ−(A) for A ∈ Bf(X).
For µ with values inKs the necessity is evident. To prove the sufficiency it
remains only to verify property (2.1.iii), since then ‖X‖µ = supn ‖L(n)‖µL(n) <
∞. Let B(n) ∈ E(L(n)), A(n) = P−1L(n)(B(n)), by Theorem 7.6 [21] for each
c > 0 there is a compact subset C(n) ⊂ B(n) such that ‖B(n)\C(n)‖µL(n) <
c, where ‖B(n) \ D(n)‖µ ≤ max(‖B(m) \ C(m)‖µL(m) : m = 1, ..., n) < c
and D(n) :=
⋂n
m=1 PL(m)
−1(C(m)) ∩ L(n)), P−1L(n)(E(L(n)) ⊂ E = E(X).
If A(n) ⊃ A(n + 1) ⊃ ... and
⋂
nA(n) = ∅, then A
′(n + 1) ⊂ A′(n) and⋂
nA
′(n) = ∅, where A′(n) := P−1L(n)(D(n)), hence ‖A(n)‖µ ≤ ‖A
′(n)‖µ + c.
There may be taken B(n) as closed subsets in X . In view of the Alaoglu-
Bourbaki theorem (see Exer. 9.202(a.3) [20]) and the Hahn-Banach theo-
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rem (4.8 [21]) sets A(n) and B(X, 0, r) are weakly compact in X , hence,
for each r > 0 there exists n with B(X, 0, r) ∩ A(n) = ∅. Therefore,
‖A(n)‖µ = ‖B(n)‖µL(n) ≤ ‖L(n) \ B(X, 0, r)‖µL(n) ≤ c and there exists
limn→∞ µ(A(n)) = 0, since c is arbitrary.
2.4. Definition and notations. A function φ : X → R (or Ks) of the
form φ(x) = φS(PSx) is called a cylinder function if φS is a Bf(S)-measurable
(or E(S)-measurable respectively) function on a finite-dimensional over K
space S in X . For φS ∈ L
1(S, µ,R) for µ with values in R or φS ∈
L(S, µS,Ks) := L(µS) for µ with values in Ks we may define an integral
by a sequence of weak distributions {µS(n)}:
∫
X
φ(x)µ∗(dx) :=
∫
φS(n)(x)µS(n)(dx),
where L(µ) is the Banach space of classes of µ-integrable functions (f = g µ-
almost everywhere, that is, ‖A‖µ = 0, A := {x : f(x) 6= g(x)} is µ-negligible)
with the following norm ‖f‖ := ‖g‖Nµ [1, 21, 25].
2.5. Lemma. A subset A ⊂ X = c0(ω0,K) is relatively compact if and
only if A is bounded and for each c > 0 there exists a finite-dimensional over
K subspace L ⊂ X such that A¯ ⊂ Lc := {y ∈ X : d(y, L) := inf{‖x − y‖ :
x ∈ L} ≤ c}.
Proof. If A is bounded and for each c > 0 there exists Lc with A¯ ⊂ Lc,
then there is a sequence {k(j) : j ∈ N} ⊂ Z such that limj→∞ k(j) =
∞, A¯ ⊂ {x ∈ X : |xj| ≤ p
−k(j), j = 1, 2, ...} =: S, but X is Lindelo¨f,
S is sequentially compact, hence A¯ is compact (see §3.10.31 [5]). If A¯ is
compact, then for each c > 0 there exists a finite number m such that
A¯ ⊂
⋃m
j=1B(X, xj , c), where xj ∈ X . Therefore, A¯ ⊂ L
c for L = spK(xj :
j = 1, ..., m) := (x =
∑m
j=1 bjxj : bj ∈ K).
2.6. Remarks and definitions. As an additive group K is isomorphic
with Qnp with n ∈ N := {1, 2, ...}. The topologically adjoint space over Qp
(that is, of continuous linear functionals f : K → Qp) is isomorphic with Q
n
p
[8]. For x and z ∈ Qnp we denote by z(x) the following sum
∑n
j=1 xjzj , where
x = (xj : j = 1, ..., n), xj ∈ Qp. Each number y ∈ Qp has a decomposition
y =
∑
l alp
l, where min(l : al 6= 0) =: ordp(y) > −∞ (ord(0) := ∞) [20],
al ∈ (0, 1, ..., p − 1), we define a symbol {y}p :=
∑
l<0 alp
l for |y|p > 1 and
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{y}p = 0 for |y|p ≤ 1.
For a locally compact field K with a characteristic char(K) = p > 0
let πj(x) := aj for each x =
∑
j ajθ
j ∈ K (see Notation). All continuous
characters χ : K → C (or χ : K → Cs) have the form χ = χξ(x) =
exp{2πiη(ξ(x))}, where πj : K → R, η(x) := {x}p and ξ ∈ Q
n
p
∗ = Qnp for
char(K) = 0, η(x) := π0(x)/p and ξ ∈ K
∗ = K for char(K) = p > 0,
x ∈ K, i = (−1)(1/2) (see §25 [8]), exp : C → C. Each χ is locally constant,
hence χ : K → T (or χ : K → Ts) is also continuous, where T denotes the
discrete group of all roots of 1 (by multiplication), Ts denotes its subgroup
of elements with orders that are not degrees sm of s, m ∈ N.
For a measure µ with values in R or Ks there exists a characteristic
functional (that is, called the Fourier-Stieltjes transformation) θ = θµ :
C(X,K)→ C or Cs:
(2) θ(f) :=
∫
X
χe(f(x))µ(dx),
where e = (1, ..., 1), x ∈ X , f is in the space C(X,K) of continuous functions
from X into K, in particular for z = f in the topologically conjugated space
X∗ over K, z : X → K, z ∈ X∗, θ(z) =: µˆ(z). It has the folowing properties:
(3a) θ(0) = 1 for µ(X) = 1
and θ(f) is bounded on C(X,K);
(3b) sup
f
|θ(f)| = 1 for probability measures ;
(4) θ(z) is weakly continuous, that is, (X∗, σ(X∗, X))-continuous,
σ(X∗, X) denotes a weak topology on X∗, induced by the Banach space X
over K. To each x ∈ X there corresponds a continuous linear functional
x∗ : X∗ → K, x∗(z) := z(x), moreover, θ(f) is uniformly continuous relative
to the norm on
Cb(X,K) := {f ∈ C(X,K) : ‖f‖ := sup
x∈X
|f(x)|K <∞};
(5) θ(z) is positive definite on X∗ and on C(X,K)
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for µ with values in [0,∞).
Property (4) follows from Lemma 2.3, boundedness and continuity of χe
and the fact that due to the Hahn-Banach theorem there is xz ∈ X with
z(xz) = 1 for z 6= 0 such that z|(X⊖L) = 0 and
θ(z) =
∫
X
χe(PL(x))µ(dx) =
∫
L
χe(y)µL(dy),
where L = Kxz , also due to the Lebesgue theorem 2.4.9 [6] for real measures
(or from Exer. 7.F [21] for µ with values in Ks, see also §4.2[26]). Indeed,
for each c > 0 there exists a compact subset S ⊂ X such that |µ|(X \S) < c
(or ‖X \S‖µ < c), each bounded subset A ⊂ X
∗ is uniformly equicontinuous
on S (see (9.5.4) and Exer. 9.202 [20]), that is, {χe(z(x)) : z ∈ A} is the
uniformly equicontinuous family (by x ∈ S). On the other hand, χe(f(x)) is
uniformly equicontinuous on a bounded A ⊂ Cb(X,K) by x ∈ S.
Property (5) is accomplished, since
N∑
l,j=1
θ(fl − fj)αlα¯j =
∫
X
|
N∑
j=1
αjχe(fj(x))|
2µ(dx) ≥ 0,
particularly, for fj = zj ∈ X , where α¯j is a complex conjugated number to
αj .
We call a functional θ finite-dimensionally concentrated, if there exists
L ⊂ X , dimKL < ℵ0, such that θ|(X\L) = µ(X). For each c > 0 and
δ > 0 in view of Theorem I.1.2 [4] (or Theorem 7.6[21]) and Lemma 2.5 there
exists a finite-dimensional over K subspace L and compact S ⊂ Lδ such that
‖X \ S‖µ < c. Let θ
L(z) := θ(PLz).
This definition is correct, since L ⊂ X , X has the isometrical em-
bedding into X∗ as the normed space associated with the fixed basis of
X , such that functionals z ∈ X separate points in X . If z ∈ L, then
|θ(z)−θL(z)| ≤ c× b× q, where b = ‖X‖µ, q is independent of c and b. Each
characteristic functional θL(z) is uniformly continuous by z ∈ L relative to
the norm ‖∗‖ on L, since |θL(z)−θL(y)| ≤ |
∫
S′∩L[χe(z(x))−χe(y(x))] µL(dx)|
+|
∫
L\S′ [χe(z(x))−χe(y(x))] µL(dx)|, where the second term does not exceed
2C ′ for ‖L \S ′‖µL < c
′ for a suitable compact subset S ′ ⊂ X and χe(z(x)) is
an uniformly equicontinuous by x ∈ S ′ family relative to z ∈ B(L, 0, 1).
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Therefore,
(6) θ(z) = lim
n→∞
θn(z)
for each finite-dimensional over K subspace L, where θn(z) is uniformly
equicontinuous and finite-dimensionally concentrated on L(n) ⊂ X , z ∈ X ,
cl(
⋃
n L(n)) = X , L(n) ⊂ L(n+1) for every n, for each c > 0 there are n and
q > 0 such that |θ(z) − θj(z)| ≤ cbq for z ∈ L(j) and j > n, q = const > 0
is independent of j, c and b. Let {ej : j ∈ N} be the standard orthonormal
basis in X , ej = (0, ..., 0, 1, 0, ...) with 1 in j-th place. Using countable addi-
tivity of µ, local constantness of χe, considering all z = bej and b ∈ K, we
get that θ(z) on X is non-trivial, whilst µ is a non-zero measure, since due to
Lemma 2.3 µ is characterized uniquely by {µL(n)}. Indeed, for µ with values
in R a measure µV on V , dimKV < ℵ0, this follows from the properties of
the Fourier transformation F on spaces of generalized functions and also on
L2(V, µV ,C) (see §7 [27]), for µ with values in Ks this is also true due to
Theorem 9.20[8], where
F (g)(z) := lim
r→∞
∫
B(V,0,r)
χe(z(x))g(x)m(dx),
z ∈ V, g ∈ L(V, µV ,Cs), m is the Haar measure on V either with values in
R or Ks respectively. Therefore, the mapping µ 7→ θµ is injective.
2.7. Proposition. Let X = Kj, j ∈ N,
(a) µ and ν be real probability measures on X, suppose ν is symmetric.
Then
∫
X µˆ(x)ν(dx) =
∫
X νˆ(x)µ(dx) ∈ R and for each 0 < l < 1 is accom-
plished the following inequality:
µ([x ∈ X : νˆ(x) ≤ l]) ≤
∫
X(1− µˆ(x))ν(dx)/(1− l).
(b). For each real probability measure µ on X there exists r > p3 such
that for each R > r and t > 0 the following inequality is accomplished:
µ([x ∈ X : ‖x‖ ≥ tR]) ≤ c
∫
X [1− µˆ(yξ)]ν(dy),
where ν(dx) = C×exp(−|x|2)m(dx), m is the Haar measure on X with values
in [0,∞), m(B(X, 0, 1)) = 1, ν(X) = 1, 2 > c = const ≥ 1 is independent
on t, c = c(r) is non-increasing whilst r is increasing, C > 0.
Proof. (a). Recall that ν is symmetric, if ν(B) = ν(−B) for each B ∈
Bf(X). Therefore,
∫
X χe(z(x))ν(dx) =
∫
X χe(−z(x))ν(dx), that is equivalent
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to
∫
X sin(2π{z(x)}p)ν(dx) = 0 or νˆ(z) ∈ R. If 0 < l < 1, then µ([x ∈ X :
νˆ(x) ≤ l]) = µ([x : 1 − νˆ(x) ≥ 1 − l]) ≤
∫
X(1 − νˆ(x))µ(dx)/(1 − l) =∫
X(1− µˆ(x))ν(dx)/(1− l) due to the Fubini theorem.
(b). Let ν(dx) = γ(x)m(dx), where γ(x) = C × exp(−|x|2), C > 0,
ν(X) = 1. Then F (γ)(z) =: γˆ(z) ≥ 0, and γˆ(0) = 1 and γ is the continuous
positive definite function with γ(z) → 0 whilst |z| → ∞. In view of (a):
µ([x : ‖x‖ ≥ tR]) ≤
∫
X [1 − µˆ(yξ)]ν(dy)/(1 − l), where |ξ| = 1/t, t > 0,
l = l(R). Estimating integrals, we get (b).
2.8. Lemma.Let in the notation of Proposition 2.7 νξ(dx) = γξ(x)m(dx),
γξ(x) = C(ξ)exp(−|xξ|
2), νξ(X) = 1, ξ 6= 0, then a measure νξ is weakly con-
verging to the Dirac measure δ0 with the support in 0 ∈ X for |ξ| → ∞.
Proof. We have: C(ξ)−1 = Cq(ξ)
−1 =
∑
l∈Z[p
lq − p(l−1)q]exp(−p2l|ξ|2) <
∞, where the sum by l < 0 does not exceed 1, q = jn, j = dimKX,
n = dimQpK. Here K is considered as the Banach space Q
n
p with the
following norm | ∗ |p equivalent to | ∗ |K, for x = (x1, ..., xj) ∈ X with
xl ∈ K as usually |x|p = max1≤l≤j |xl|p, for y = (y1, ..., yn) ∈ K with
yl ∈ Qp: |y|p := max1≤l≤n |yl|Qp. Further, p
l+s∑
xl 6=0 exp(2πi
∑−s−1
i=l xip
i+s)
=
∫ 1
pl+s exp(2πiφ)dφ +β(s), where s+ l < 0, lims→−∞(β(s)p
−s−l) = 0, there-
fore, sup[|γˆ1(z)|R|z|X : z ∈ X, |z| ≥ p
3] ≤ 2. Then taking 0 6= ξ ∈ K and
carrying out the substitution of variable for continuous and bounded func-
tions f : X → R we get lim|ξ|→∞
∫
X f(x)νξ(dx) = f(0). This means that νξ
is weakly converging to δ0 for |ξ| → ∞.
2.9. Theorem.Let µ1 and µ2 be measures in M(X) such that µˆ1(f) =
µˆ2(f) for each f ∈ Γ. Then µ1 = µ2, where X = c0(α,K), α ≤ ω0, Γ is
a vector subspace in a space of continuous functions f : X → K separating
points in X.
Proof. Let at first α < ω0, then due to continuity of the convolution
γξ ∗ µj by ξ, and Proposition 4.5 §I.4[26] and Lemma 2.8 we get µ1 = µ2,
since the family Γ generates Bf(X). Now let α = ω0, A = {x ∈ X :
(f1(x), ..., fn(x)) ∈ S}, νj be an image of a measure µj for a mapping x 7→
(f1(x), ..., fn(x)), where either S ∈ Bf(K
n) or S ∈ E(Kn), fj ∈ X →֒ X
∗.
Then νˆ1(y) = µˆ1(y1f1 + ... + ynfn) = µˆ2(y1f1 + ... + ynfn) = νˆ2(y) for each
y = (y1, ..., yn) ∈ K
n, consequently, ν1 = ν2 on E. Further we can use the
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Prohorov theorem 3.4 §1.3 [26], since compositions of f ∈ Γ with continuous
functions g : K → R or g : K → Ks respectively generate a family of
real-valued or Ks-valued functions correspondingly separating points of X .
2.10. Proposition. Let µl and µ be measures in M(Xl) and M(X)
respectively, where Xl = c0(αl, K), αl ≤ ω0, X =
∏n
1 Xl, n ∈ N. Then
the condition µˆ(z1, ..., zn) =
∏n
l=1 µˆl(zl) for each (z1, ..., zn) ∈ X →֒ X
∗ is
equivalent to µ =
∏n
l=1 µl.
Proof. Let µ =
∏n
l=1 µl, then µˆ(z1, ..., zn) =
∫
X χe(
∑
zl(xl))
∏n
l=1 µl(dxl)
=
∏n
l=1
∫
Xl
χe(zl(xl))µl(dxl). The reverse statement follows from Theorem 2.9.
2.11. Proposition. Let X be a Banach space over K; suppose µ, µ1
and µ2 are probability measures on X. Then the following conditions are
equivalent: µ is the convolution of two measures µj, µ = µ1 ∗µ2, and µˆ(z) =
µˆ1(z)µˆ2(z) for each z ∈ X.
Proof. Let µ = µ1∗µ2. This means by the definition that µ is the image of
the measure µ1⊗µ2 for the mapping (x1, x2)→ x1+x2, xj ∈ X, consequently,
µˆ(z) =
∫
X×X χe(z(x1 + x2)) (µ1 ⊗ µ2)(d(x1, x2)) =
∏2
l=1
∫
X χe(z(xl))µl(dxl)
= µˆ1(z)µˆ2(z). On the other hand, if µˆ1µˆ2 = µ, then µˆ = (µ1 ∗ µ2)
∧ and due
to Theorem 2.9 above for real measures, or Theorem 9.20[21] for measures
with values in Ks, we have µ = µ1 ∗ µ2.
2.12. Corollary. Let ν be a probability measure on Bf(X) and µ∗ν = µ
for each µ with values in the same field, then ν = δ0.
Proof. If z0 ∈ X →֒ X
∗ and µˆ(z0) 6= 0, then from µˆ(z0)νˆ(z0) = µˆ(z0) it
follows that νˆ0(z0) = 1. From the property 2.6(6) we get that there exists
m ∈ N with µˆ(z) 6= 0 for each z with ‖z‖ = p−m, since µˆ(0) = 1. Then
νˆ(z + z0) = 1, that is, νˆ|(B(X,z0,p−m)) = 1. Since µ are arbitrary we get
νˆ|X = 1, that is, ν = δ0 due to §2.6 and §2.9 for Ks-valued measures and
real-valued measures.
2.13. Corollary. Let X and Y be a Banach space over K, (a) µ and
ν be probability measures on X and Y respectively, suppose T : X → Y is a
continuous linear operator. A measure ν is an image of µ for T if and only if
νˆ = µˆ◦T ∗, where T ∗ : Y ∗ → X∗ is an adjoint operator. (b). A characteristic
functional of a real measure µ on Bf(X) is real if and only if µ is symmetric.
Proof follows from §2.6 and §2.9.
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2.14. Definition. We say that a real probability measure µ on Bf(X)
for a Banach space X over K and 0 < q < ∞ has a weak q-th order if
ψq,µ(z) =
∫
X |z(x)|
qµ(dx) <∞ for each z ∈ X∗. The weakest vector topology
in X∗ relative to which all (ψq,µ : µ) are continuous is denoted by τq.
2.15. Theorem. A characteristic functional µˆ of a real probability
Radon measure µ on Bf(X) is continuous in the topology τq for each q > 0.
Proof. For each c > 0 there exists a compact S ⊂ X such that µ(S) >
1− c/4 and
|1−µˆ(z)| ≤ |
∫
S
(1−χe(z(x)))µ(dx)|+|
∫
X\S
(1−χe(z(x)))µ(dx)| ≤ |1−µˆc(z)|+c/2,
where µc(A) = (µ(A ∩ S)/µ(S) and A ∈ Bf(X); further analogously to the
proof of IV.2.3[26].
2.16. Proposition. For a completely regular space X with ind(X) = 0
the following statements are accomplished:
(a) if (µβ) is a bounded net of measures in M(X) that weakly converges
to a measure µ in M(X), then (µˆβ(f)) converges to µˆ(f) for each continuous
f : X → K; if X is separable and metrizable then (µˆβ) converges to µˆ
uniformly on subsets that are uniformly equicontinuous in C(X,K);
(b) if M is a bounded dense family in a ball of the space M(X) for mea-
sures in M(X), then a family (µˆ : µ ∈ M) is equicontinuous on a locally
K-convex space C(X,K) in a topology of uniform convergence on compact
subsets S ⊂ X.
Proof. (a). Functions exp(2πiη({f(x)})) are continuous and bounded on
X , where µˆ(f) =
∫
X χe(f(x))µ(dx). Then (a) follows from the definition of
the weak convergence and Proposition 1.3.9[26], since spC{exp(2πi{f(x)}p) :
f ∈ C(X,K)} is dense in C(X,C) and spCs{exp(2πiη(f(x)) : f ∈ C(X,K}
is dense in C(X,Cs).
(b). For each c > 0 there exists a compact subset S ⊂ X such that
|µ|(S) > |µ(X)| − c/4 for real-valued measures or ‖µ|(X\S)‖ < c/4 for Ks-
valued measures. Therefore, for µ ∈ M and f ∈ C(X,K) with |f(x)|K <
c < 1 for x ∈ S we get |µ(X)−Re(µˆ(f)| = 2|
∫
X sin
2(πη(f(x)))µ(dx)| < c/2
for real-valued µ and |µ(X) − µˆ(f)| = |
∫
X(1 − χe(f(x))µ(dx)| < c/2 for
Ks-valued µ, since for c < 1 and x ∈ S we have sin(πη(f(x))) = 0. Further
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analogously to the proof of Proposition IV.3.1[26], since X is the T1-space
and for each point x and each closed subset S in X with x /∈ S there is a
continuous function h : X → B(K, 0, 1) such that h(x) = 0 and h(S) = {1}.
2.17. Theorem. Let X be a Banach space over K, η : Γ → C be
a continuous positive definite function, (µβ) be a bounded weakly relatively
compact net in the space Mt(X) of Radon norm-bounded measures and there
exists limβ µˆβ(f) = γ(f) for each f ∈ Γ and uniformly on compact subsets of
the completion Γ˜, where Γ ⊂ C(X,K) is a vector subspace separating points
in X. Then (µβ) weakly converges to µ ∈ Mt(X) with µˆ|Γ = γ.
Proof is analogous to the proof of Theorem IV.3.1[26] and follows from
Theorem 2.9 above and for Ks-valued measures using the non-Archimedean
Lebesgue convergence theorem (see Ch. 7 [21]).
2.18. Theorem. (a). A bounded family of measures in M(Kn) is weakly
relatively compact if and only if a family (µˆ : µ ∈ M) is equicontinuous on
Kn.
(b). If (µj : j ∈ N) is a bounded sequence of measures in Mt(K
n), γ :
Kn → C is a continuous (and in addition positive definite for real-valued µj)
function, µˆj(y)→ γ(y) for each y ∈ K
n (and uniformly on compact subsets
in Kn for Ks-valued measures), then (µj) weakly converges to a measure µ
with µˆ = γ.
(c). A bounded sequence of measures (µj) in Mt(K
n) weakly convereges
to a measure µ in Mt(K
n) if and only if for each y ∈ Kn there exists
limj→∞ µˆj(y) = µˆ(y).
(d). If a bounded net (µβ) in Mt(K
n) converges uniformly on each bounded
subset in Kn, then (µβ) converges weakly to a measure µ in Mt(K
n), where
n ∈ N.
Proof. (a). This follows from the Prohorov theorem 1.3.6[26] and Propo-
sitions 2.7, 2.16.
(b). We have the following inequality: limm supj>m µj([x ∈ K
n : |x| ≥
tR]) ≤ 2
∫
Kn(1 − Re(η(ξy)))ν(dy) with |ξ| = 1/t due to §2.7 and §2.8 for
real-valued measures. Due to the non-Archimedean Fourier transform and
the Lebesgue convergence theorem [21] for Ks-valued measures and from the
condition limR→∞ sup|y|>R |γ(y)|R
n = 0 it follows, that for each ǫ > 0 there
exists R0 > 0 such that limm supj>m ‖µj|{x∈Kn:|x|>R}‖ ≤ 2 sup|y|>R |γ(y)|R <
ǫ for each R > R0. In view of Theorem 2.17 (µj) converges weakly to µ with
µˆ = γ. (c,d). These may be proved analogously to IV.3.2[26].
2.19. Corollary. If (µˆβ)→ 1 uniformly on some neighbourhood of 0 in
Kn for a bounded net of measures µβ in Mt(K
n), then (µβ) converges weakly
to δ0.
2.20. Definition. A family of probability measures M ⊂ Mt(X) for
a Banach space X over K is called planely concentrated if for each c > 0
there exists a K-linear subspace S ⊂ X with dimKS = n < ℵ0 such that
inf(µ(Sc))| : µ ∈M) > 1− c. The Banach space Mt(X) is supplied with the
following norm ‖µ‖ := |µ|(X).
2.21. Lemma. Let S and X be the same as in §2.20; z1, ..., zm ∈ X
∗ be a
separating family of points in S. Then a set E := Sc ∩ (x ∈ X : |zj(x)| ≤ rj ;
j = 1, ..., m) is bounded for each c > 0 and r1, ..., rm ∈ (0,∞).
Proof. A space S is isomorphic withKn, consequently, p(x) = max(|zj| :
j = 1, ..., m) is a norm in S equivalent to the initial norm.
2.22. Theorem. Let X be a Banach space over K with a family Γ ⊂ X
separating points in M ⊂ Mt(X). Then M is weakly relatively compact if and
only if a family {µz : µ ∈M} is weakly relatively compact for each z ∈ Γ and
M is planely concentrated, where µz is an image measure on K of a measure
µ induced by z.
Proof follows from Lemmas 2.5, 2.21 and the Prohorov theorem (see also
Theorem 1.3.7[26] with a substitution [−rj , rj] onto B(K, 0, rj)).
2.23. Theorem. For X and Γ the same as in Theorem 2.22 a sequence
{µj : j ∈ N} ⊂ Mt(X) is weakly convergent to µ ∈ Mt(X) if and only if for
each z ∈ Γ there exists limj→∞ µˆj(z) = µˆ(z) and a family {µj} is planely
concentrated.
Proof follows from Theorems 2.17,18,22 (see also Theorem IV.3.3[26]).
2.24. Proposition. Let X be a weakly regular space with ind(X) = 0,
Γ ⊂ C(X,K) be a vector subspace separating points in X, (µn : n ∈ N)
⊂ Mt(X), µ ∈ Mt(X), limn→∞ µˆn(f) = µˆ(f) for each f ∈ Γ. Then (µn) is
weakly convergent to µ relative to the weakest topology σ(X,Γ) in X relative
to which all f ∈ Γ are continuous.
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Proof follows from Theorem 2.18 and is analogous to the proof of Propo-
sition IV.3.3[26].
3 The non-Archimedean analogs of the Minlos-
Sazonov and Bochner-Kolmogorov theorems.
3.1. Let (X,U) =
∏
λ(Xλ,Uλ) be a product of measurable completely regular
Radon spaces (Xλ,Uλ) = (Xλ,Uλ,Kλ), where Kλ are compact classes approx-
imating from below each measure µλ on (Xλ,Uλ), that is, for each c > 0 and
elements A of an algebra Uλ there is S ∈ Kλ, S ⊂ A with ‖A \ S‖µλ < c.
Theorem. Each bounded quasi-measure µ with values in Ks on (X,U)
(that is, µ|Uλ is a bounded measure for each λ) is extendible to a measure on
an algebra Af(X, µ) ⊃ U, where an algebra U is generated by a family (Uλ :
λ ∈ Λ).
Proof. We have 2.1(i) by the condition and ‖X‖µ < ∞, if 2.1(iii) is
satisfied. It remains to prove 2.1(iii). For each sequence (An) ⊂ U with⋂
nAn = ∅ and each c > 0 for each j ∈ N we choose Kj ∈ K, where the
compact class K is generated by (Kλ) (see Proposition 1.1.8[4]), such that
Kj ⊂ Aj and ‖Aj \ Kj‖µ < c. Since
⋂∞
n=1Kn ⊂
⋂
nAn = ∅, then there
exists l ∈ N with
⋂l
n=1Kn = ∅, hence Al = Al \
⋂l
n=1Kn ⊂
⋃l
n=1(An \
Kn), consequently, ‖Al‖µ ≤ maxn=1,...,l(‖An \Kn‖µ) < c. It remains to use
Theorem 7.8[21] about uniqueness of an extension of a measure.
3.2. Definition. Let X be a Banach space over K, then a mapping
f : X → C is called pseudocontinuous, if its restriction f |L is uniformly
continuous for each subspace L ⊂ X with dimKL < ℵ0. Let Γ be a family
of mappings f : Y → K of a set Y into a field K. We denote by Cˆ(Y,Γ) the
minimal σ-algebra (that is called cylinder) generated by an algebra C(Y,Γ)
of subsets of the form Cf1,...,fn;E := {x ∈ X : (f1(x), ..., fn(x)) ∈ S}, where
S ∈ Bf(Kn), fj ∈ Γ. We supply Y with a topology τ(Y ) which is generated
by a base (Cf1,...,fn;E : fj ∈ Γ, E is open in K
n).
3.3. Theorem. Non-Archimedean analog of the Bochner-Kolmogorov
theorem. Let X be a Banach space over K, Xa be its algebraically adjoint
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K-linear space (that is, of all linear mappings f : X → K not necessarily
continuous). A mapping θ : Xa → C is a characteristic functional of a
probability measure µ with values in R [or Ks] and is defined on Cˆ(X
a, X)
[or C(Xa, X)] if and only if θ satisfies conditions 2.6(3,5) for (Xa, τ(Xa))
and is pseudocontinuous on Xa [ or θ satisfies 2.6(3,6) for (Xa, τ(Xa) and
is pseudocontinuous on Xa respectively].
Proof. (I). For dimKX = card(α) < ℵ0 a space X
a is isomorphic with
Kα, hence the statement of theorem for a measure µ with values inKs follows
from Theorem 9.20[21] and Theorems 2.9 and 2.18 above, since θ(0) = 1 and
|θ(z)| ≤ 1 for each z.
(II). We consider now the case of µ with values in R and α < ω0.
In §2.6 (see also §2.16-18,24) it was proved that θ = µˆ has the desired
properties for real probability measures µ. On the other hand, there is
θ which satisfies the conditions of the theorem. Let θξ(y) = θ(y)hξ(y),
where hξ(y) = F [C(ξ)exp(−‖xξ‖
2)](y) (that is, the Fourier transform by
x), νξ(K
α) = 1, νξ(dx) = C(ξ)exp(−‖xξ‖
2)m(dx) (see Lemma 2.8), ξ 6=
0. Then θξ(y) is positive definite and is uniformly continuous as a prod-
uct of two such functions. Moreover, θξ(y) ∈ L
1(Kα, m,C). For ξ 6= 0
a function fξ(x) =
∫
Kα θξ(y)χe(x(y))m(dy) is bounded and continuous, a
function exp(−‖xξ‖2) =: s(x) is positive definite. Since νξ is symmet-
ric and weakly converges to δ0, hence there exists r > 0 such that for
each |ξ| > r we have γˆξ(y) =
∫
Kα C(ξ)exp(−‖ xξ‖
2
p)exp(2πiηy(x)))m(dx)
=
∫
cos(2πη(y(x)))exp(−‖xη‖2p)C( ξ)m(dx)/2 > 1 − 1/R for |y| ≤ R, con-
sequently, γˆξ(y) = ζˆ
2
ξ (y) for |y| ≤ R, where ζˆξ is positive definite uni-
formly continuous and has a uniformly continuous extension on Kα. There-
fore, for each c > 0 there exists r > 0 such that ‖νξ − κξ ∗ κξ‖ < c
for each |ξ| > r, where κξ(dx) = ζξ(x)m(dx) is a σ-additive non-negative
measure. Hence due to corollary from Proposition IV.1.3[26] there exists
r > 0 such that
∫
Kα θξ(y)χe(−x(y))νj(dy) ≥ 0 for each |j| > r, conse-
quently, fξ(x) = lim|j|→∞
∫
Kα θξ(y) χe(−x(y))νj(dy) ≥ 0. From the equality
F [F (γξ)(−y)](x) = γξ(x) and the Fubini theorem it follows that
∫
fξχe(y(x))hj(x)m(dx)
=
∫
θξ(u+ y)νj(du). For y = 0 we get lim|ξ|→∞
∫
fξ(x)m(dx) =
∫
f(x)m(dx)
= lim|ξ|→∞ lim|j|→∞
∫
fξ(x)hj(x)m(dx) and lim|ξ| lim|j| |
∫
Kα θξ(u)νj(du)| ≤ 1.
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From Lemma 2.8 it follows that fˆ(y) = θ(y), since by Theorem 2.18 θ =
lim|ξ|→∞ θξ is a characteristic function of a probability measure on Bf(K
α),
where f(x) =
∫
Kα θ(y)χe(−x(y))m(dy).
(III). Now let α = ω0. It remains to show that the conditions imposed on
θ are sufficient, because their necessity follows from the modification of 2.6
(since X has an algebraic embedding into Xa). The space Xa is isomorphic
with KΛ which is the space of all K-valued functions defined on the Hamel
basis Λ in X . The Hamel basis exists due to the Kuratowski-Zorn lemma
(that is, each finite system of vectors in Λ is linearly independent over K,
each vector in X is a finite linear combination over K of elements from Λ).
Let J be a family of all non-void subsets in Λ. For each A ∈ J there exists
a functional θA : K
A → C such that θA(t) = θ(
∑
y∈A t(y)y) for t ∈ K
A.
From the conditions imposed on θ it follows that θA(0) = 1, θA is uniformly
continuous and bounded on KA, moreover, it is positive definite (or due to
2.6(6) for each c > 0 there are n and q > 0 such that for each j > n and
z ∈ KA the following inequality is satisfied:
(7) |θA(z)− θj(z)| ≤ cbq,
moreover, L(j) ⊃ KA, q is independent on j, c and b. From (I,II) it follows
that on Bf(KA) there exists a probability measure µA such that µˆA = θA.
The family of measures {µA : A ∈ J} is consistent and bounded, since
µA = µE ◦ (P
A
E )
−1, if A ⊂ E, where PAE : K
E → KA are the natural
projectors. Indeed, in the case of measures with values in R each µA is the
probability measure. For measures with values in Ks this is accomplished
due to conditions (7), 2.6(6) for Xa and due to Theorem 9.20[21].
In view of Theorem 1.1.4[4] (or Theorem 3.1 above) on a cylinder σ-
algebra of the space KΛ there exists the unique measure µ such that µA =
µ ◦ (PA)−1 for each A ∈ J , where PA : KΛ → KA are the natural projectors.
From Xa = KΛ it follows that µ is defined on Cˆ(Xa, X) (or on C(Xa, X)
for Ks-valued measures). For µ on Cˆ(X
a, X) or C(Xa, X) there exists its
extension on Af(X, µ) such that Af(X, µ) ⊃ Bco(X) (see §2.1).
3.4. Definition. [23] A continuous linear operator T : X → Y for
Banach spaces X and Y over K is called compact, if T (B(X, 0, 1)) =: S
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is a compactoid, that is, for each neighbourhood U ∋ 0 in Y there exists
a finite subset A ⊂ Y such that S ⊂ U + co(A), where co(A) is the least
K-absolutely convex subset in V containing A (that is, for each a and b ∈ K
with |a| ≤ 1, |b| ≤ 1 and for each x, y ∈ V the following inclusion ax+by ∈ V
is accomplished).
3.5. Let B+ be a subset of non-negative functions which are Bf(X)-
measurable and let C+ be its subset of non-negative cylinder functions. By
Bˆ+ we denote a family of functions f ∈ B+ such that f(x) = limn gn(x),
gn ∈ C+, gn ≥ f . For f ∈ Bˆ+ let
∫
X f(x)µ∗(dx) = infg≥f, g∈C+
∫
X g(x)µ∗(dx).
For f ∈ L(X, µ,Ks) and Ks-valued measure µ let
∫
X f(x)µ∗(dx) =
limn→∞
∫
X gn(x)µ∗(dx) for norm-bounded sequence of cylinder functions gn
from L(X, µ,Ks) converging to f uniformly on compact subsets of X . Due
to the Lebesgue converging theorem this limit exists and does not depend on
a choice of {gn : n}.
3.6. Lemma. A sequence of a weak distributions (µL(n)) of probability
Radon measures is generated by a real probability neasure µ on Bf(X) of a
Banach space X over K if and only if there exists
(8) lim
|ξ|→∞
∫
X
Gξ(x)µ∗(dx) = 1,
where
∫
X Gξ(x)µ∗(dx) := Sξ({µL(n) : n}) and
Sξ({µL(n)}) := limn→∞
∫
L(n) Fn(γξ,n)(x) µL(n)(dx), γξ,n(y) :=
∏m(n)
l=1 γξ(yl),
Fn is a Fourier transformation by (y1, ..., yn), y = (yj : j ∈ N), yj ∈ K,
γξ(yl) are the same as in Lemma 2.8 for K
1; here m(n) = dimKL(n) < ℵ0,
cl(
⋃
n L(n) = X = c0(ω0, K).
Proof. If a sequence of weak ditributions is generated by a measure µ,
then in view of 2.6(3-6), Lemmas 2.3, 2.5, 2.8, Propositions 2.10 and 2.16,
Corollary 2.13, the Lebesgue convergence theorem and the Fubini theorem,
also from the proof of Theorem 3.3 and the Radon property of µ it follows
that there exists r > 0 such that∫
X
Gξ(x)µ∗(dx) =
∫
X
Gξ(x)µ(dx) = lim
n→∞
∫
L(n)
γξ,n(y)µˆL(n)(y)mL(n)(dy),
since limj→∞ xj = 0 for each x = (xj : j) ∈ X . In addition, lim|ξ|→∞ Sξ({µL(n)})
=
∫
X µ(dx) = 1. Indeed, for each c > 0 and d > 0 there exists a compact
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Vc ⊂ X with ‖µ|(X\Vc)‖ < c and there exists n0 with Vc ⊂ L(n)
d for each
n > n0. Therefore, choosing suitable sequences of c(n), d(n), Vc(n) and L(jn)
we get that [
∫
L(n) γξ,n(y)µˆL(n)(y)mL(n)(dy) : n ∈ N] is a Cauchy sequence,
where mL(n) is the real Haar measure on L(n), the latter is considered as
Qm(n)bp , b = dimQpK, m(B(L(n), 0, 1) = 1. Here we use Gξ(x) for a formal
expression of the limit Sξ as the integral. Then Gξ(x) (mod µ) is defined
evidently as a function for µ or {µL(n) : n} with a compact support, also
for µ with a support in a finite-dimensional subspace L over K in X . By
the definition supp(µL(n) : n) is compact, if there is a compact V ⊂ X with
supp(µL(n)) ⊂ PL(n)V for each n. That is, condition (8) is necessary.
On the other hand, if (8) is satisfied, then for each c > 0 there exists
r > 0 such that |
∫
X Gξ(x)µ∗(dx) − 1| < c/2 for real-valued measures or
|‖Gξ(x)‖µ∗ − 1| < c/2 for Ks-valued-measures, when |ξ| > r, consequently,
there exists n0 such that for each n > n0 the following inequality is satisfied:
|1−
∫
X
Fn(γξ,n)(x)µ∗(dx)| ≤ |‖µ|(L(n)∩B(X,0,R))‖ − 1|+
sup
|x|>R
|Fn(γξ,n)(x)|‖µL(n)|(L(n)\B(X,0,R))‖.
Therefore, from limR→∞ sup|x|>R |Fn(γξ,n)(x)| = 0 and from Lemma 2.3 the
statement of Lemma 3.6 follows.
3.7. Notes and definitions. Suppose X is a locally convex space over
a locally compact field K with non-trivial non-Archimedean valuation and
X∗ is a topologically adjoint space. The minimum σ-algebra with respect
to which the following family {v∗ : v∗ ∈ X∗} is measurable is called a σ-
algebra of cylinder sets. For a Ks-valued measure µ on X a completion of a
linear space of characteristic functions {chU : U ∈ Bco(X)} in L(X, µ,Ks)
is denoted by Bµ(X). Then X is called a RS-space (or KS-space) if on X
∗
there exists a topology τ such that the continuity of each positive definite
function f : X∗ → C (or f : X∗ → Cs with ‖f‖C0 < ∞ respectively)
is necessary and sufficient for f to be a characteristic functional of a non-
negative measure (a tight measure of finite norm correspondingly). Such
topology is called the R-Sazonov (or K-Sazonov) type topology. The class
of RS-spaces (and KS-spaces) contains all separable locally convex spaces
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over K. For example, l∞(α,K) = c0(α,K)
∗, where α is an ordinal [21]. In
particular we also write c0(K) := c0(ω0,K) and l
∞(K) := l∞(ω0,K), where
ω0 is the first countable ordinal.
Let nK(l
∞, c0) denotes the weakest topology on l
∞ for which all func-
tionals px(y) := supn |xnyn| are continuous, where x =
∑
n xnen ∈ c0 and
y =
∑
n yne
∗
n ∈ l
∞, en is the standard base in c0. Such topology nK(l
∞, c0)
is called the normal topology. The induced topology on c0 is denoted by
nK(c0, c0).
3.8. Theorem. Let f : l∞(K)→ C (or f : l∞(K)→ Cs) be a functional
such that
(i) f is positive definite (or f(0) = 1 and ‖f‖C0 ≤ 1),
(ii) f is continuous in the normal topology nK(l
∞, c0), then f is the char-
acteristic functional of a probability measure on c0(K).
Proof. If ν is the Haar measure on Kn, then on Bco(Kn) it takes values
in Q. Therefore, Lemma 4.1 [18] is transferable onto the case of Ks-valued
measures, since Q ⊂ Ks. Therefore, analogously to Equation (4.1) of Lemma
4.2 [18] we have
(i) P{|V1|K < ǫ, ..., |Vn|K < ǫ} = ν
−1(B(Kn, 0, p−m))
∫
Kn
fV (y)chB(Kn,0,p−m)(y)ν(dy)
for measurable maps Vj : (Ω,B, P ) → (K, Bco(K)), where (Ω,B, P ) is a
probability space for a probability measure P with values inKs on an algebra
B of subsets of a set Ω, fW is a characteristic function of W = (V1, ..., Vn).
To continue the proof we need the following statements.
3.9. Lemma Let f : c0(K) → Cs be a function satisfying the following
two conditions:
(i) |f(x)| ≤ 1 for each x ∈ c0(K),
(ii) f is continuous at zero in the topology nK(c0, c0),
then for each ǫ > 0 there exists λ(ǫ) ∈ c0(K) such that |1−f(x)| < pλ(ǫ)(x)+ǫ
for each x ∈ c0(K).
Proof. In view of continuity for each ǫ > 0 there exists y(ǫ) ∈ c0 such
that |1 − f(x)| < ǫ if py(ǫ) < 1. Put λ(ǫ) = π
−1
K y(ǫ), where πK ∈ K is such
that |πK| = p
−1. If x ∈ c0 is such that pλ(ǫ)(x) < p
−1, then |1− f(x)| < ǫ ≤
ǫ+ pλ(ǫ)(x). If pλ(ǫ)(x) ≥ p, then |1− f(x)| ≤ 2 ≤ p < pλ(ǫ)(x) + ǫ.
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3.10. Lemma. Let {Vn : n ∈ N} be a sequence of K-valued random
variables for P with values in Ks. If for each β > 0 and ǫ > 0 there exists
Nǫ ∈ N such that
(i) ‖P |{supn≥Nǫ |Vn|K≤β}‖ ≥ 1− ǫ(1 + β
−1),
then limn Vn = 0 P -a.e. on Ω.
Proof is quite analogous to that of Lemma 4.4 [18] with substitution of
P on ‖P‖.
3.11. Proposition. Let f : c0(K)→ Cs be a function such that
(i) f(0) = 1 and |f(x)| ≤ 1 for each x ∈ c0,
(ii) f(x) is continuous in the normal topology nK(c0, c0). Then there
exists a probability measure µ on c0(K) such that f(x) = µˆ(x) for each x ∈ c0.
Proof. Consider functions fn(x1, ..., xn) := f(x1e1 + ... + xnen), where
x =
∑
j xjej ∈ c0. From Condition (ii) and Proposition 3.1(2) [18] it follows,
that f(x) is continuous in the norm topology. From Chapters 7,9 [21] it
follows, that there exists a consistent family of tight measures µn on K
n such
that µˆn(x) = fn(x) for each x ∈ K
n. In view of Theorem 3.1 there exists a
probability space (Ω,B, P ) with a Ks-valued measure P and a sequence of
random variables {Vn} such that µn(A) = P{ω ∈ Ω : (V1(ω), ..., Vn(ω)) ∈ A}
for each clopen subset A in Kn, consequently, limn Vn = 0 P -a.e. in Ω. In
view of the preceding lemmas we have the following inequality:
|1− ‖P |(|Vn|<β,...,|Vn+m|<β)‖ ≤ ‖pλ(ǫ)(y1en + ... + ymen+m‖L(B(Kn,0,β−1),ν,Ks).
Since limk pλ(ǫ)(ek) = 0, then there exists N ∈ N such that supk≥N pλ(ǫ)(ek) ≤
ǫ, consequently, ‖P |{|VN |<β,...,|VN+m||<β}‖ ≥ 1−ǫ(1+β
−1). Due to Lemma 4.10
‖P |{limn Vn=0}‖ = 1. Define a measurable mapping W from Ω into c0 by the
following formula: W (ω) :=
∑
n Vn(ω)en for each ω ∈ Ω, then we also define a
measure µ(A) := P{W−1(B)} for each A ∈ Bco(X), hence µ is a probability
measure on c0. In view of the Lebesgue convergence theorem (see Chapter 7
[21]) there exists µˆ(x) = limn µˆn(x1e1 + ... + xnen) = f(x) for each x ∈ c0.
Continuation of the proof of Theorem 3.8. Let f : l∞(K) → Cs
satisfies assumption of Theorem 3.8, then by Proposition 3.11 there exists a
probability measure µ on c0(K) such that f(x) = µˆ(x) for each x ∈ c0(K).
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The case of the topological vector space X over K with char(K) > 0 and
a real-valued measure µ can be proved analogously to [18] due to §2.6 and
§§3.1-3.11.
3.12. Theorem. Let µ be a probability measure on c0(K), then µˆ is
continuous in the normal topology nK(l
∞, c0) on l
∞.
Proof. In view of Lemma 2.3 and Theorem 3.1 for each ǫ > 0 there
exists S(ǫ) ∈ c0 such that ‖µ|L(0,S(ǫ))‖ ≥ 1 − ǫ, where L(y, z) := {x ∈ c0 :
|xn − yn| ≤ |zn|, for each n ∈ N}. Therefore,
|1− µˆ(x)| ≤ ǫ+ ‖2πη(ξx)‖C0(L(0,S(ǫ)))‖µ|L(0,S(ǫ))‖,
hence there exists a constant C > 0 such that |1− µˆ| ≤ ǫ+ CpS(ǫ)(x).
3.13. Corollary. The normal topology nK(l
∞, c0) is the R-Sazonov (and
K-Sazonov) type topology on l∞(K).
3.14. Theorem. Non-Archimedean analog of the Minlos-Sazonov
theorem. For a separable Banach space X over K the following two condi-
tions are equivalent:
(I) θ : X → Ts satisfies either conditions 2.6(3, 4, 5) or 2.6(3, 6) and
for each c > 0 there exists a compact operator Sc : X → X such that either
|Re(θ(y)− θ(x))| < c or |θ(y)− θ(x)| < c respectively for |z˜(Scz)| < 1;
(II) θ is a characteristic functional of a probability Radon measure µ
on E, where z˜ is an element z ∈ X →֒ X∗ considered as an element of X∗
under the natural embedding associated with the standard base of c0(ω0,K),
z = x− y, x and y are arbitrary elements of X.
Proof. (II → I). For a positive definite function θ generated by a
probability measure µ in view of the inequality |θ(y)− θ(x)|2 ≤ 2θ(0)(θ(0)−
Re(θ(y − x)) (see Propositions IV.1.1(c)[26]) and using the normalization
of a measure µ by 1 we consider the case y = 0. For each r > 0 we have:
|Re(θ(0)−θ(x))| =
∫
X(1−cos(2πη(x(u))))µ(du)≤
∫
B(X,0,r) 2sin
2(πη(x(u)))µ(du)
+2
∫
X\B(X,0,r) µ(du) ≤ 2π
2
∫
B(X,0,r) η(x(u))
2µ(dx) +2µ([x : ‖x‖ > r]). For θ
generated by a Ks-valued measure for each r > 0 we have |θ(0) − θ(x)| =
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∫
X(1−exp[2πiη(x(u))])µ(du)| ≤ ‖(1−exp[2πiη(x(u))])|B(X,0,r)‖µ+2‖µ|(X\B(X,0,r))‖.
In view of the Radon property of the space X and Lemma 2.5 for each b > 0
and δ > 0 there are a finite-dimensional over K subspace L in X and a com-
pact subset W ⊂ X such that W ⊂ Lδ, ‖µ|(X\W )‖ < b, hence ‖µ|(X\Lδ)‖ < b.
We consider the following expression:
J(j, l) := 2π2
∫
B(X,0,r)
η(ej(u))η(el(u))µ(du),
where (ej) is the orthonormal basis inX which contains the orthonormal basis
of L = Kn, n = dimKL. Then we choose sequences bj = p
−j and 0 < δj < bj ,
subspaces Lj and r = rj such that bjrj < 1, Wj ⊂ B(X, 0, rj), 0 < rj <
rj+1 < ∞ for each j ∈ N and the orthonormal basis (ej) corresponding to
the sequence Lj ⊂ Lj+1 ⊂ ... ⊂ X . We get, due to finiteness of nj := dimKLj ,
that limj+l→∞ J(j, l) = 0, since ‖µ|{x:‖x‖>rj}‖ < bj , η(x(u)) = 0 for x ∈ X⊖Lj
with ‖x‖ < bj , u ∈ B(X, 0, rj). Then we define gj,l := min{d : d ∈ ΓK
and d ≥ |J(j, l)|}, evidently, gj,l ≤ p|J(j, l)| and there are ξj,l ∈ K with
|ξj,l|K = gj,l. Consequently, the family (ξj,l) determines a compact operator
S : X → X with e˜j(Sel) = ξj,lt due to Theorem 1.2[23], where t = const ∈ K,
t 6= 0. Therefore, |Re(θ(0) − θ(z))| < c/2 + |z˜(Sz)| < c for the real-valued
measure µ and |θ(0)− θ(z)| < c/2 + |z˜(Sz)| < c for the Ks-valued measure,
if |z˜(Sz)| < |t|c/2. We choose r such that ‖µ|(X\B(X,0,r))‖ < c/2 with S
corresponding to (rj : j), where r1 = r, L1 = L, then we take t ∈ K with
|t|c = 2.
(I → II). Without restriction of generality we may take θ(0) = 1 af-
ter renormalization of non-trivial θ. In view of Theorem 3.8 as in §2.6 we
construct using θ(z) a consistent family of finite-dimensional distributions
{µL(n)} all with values either inR orKs respectively. LetmL(n) be a real Haar
measure on L(n) which is considered as Qap with a = dimKL(n)dimQpK,
m(B(L(n), 0, 1)) = 1. In view of Proposition 2.7 and Lemmas 2.8, 3.6:∫
L(n)Gξ(x)µL(n)(dx) =
∫
L(n) γξ,n(z)θ(z)mL(n)(dz), consequently,
1−
∫
L(n)
Fn(γξ,n)(x)µL(n)(dx) =
∫
γξ,n(z)(1− θ(z))mL(n)(dz) =: In(ξ).
There exists an orthonormal basis in X in which Sc can be reduced to the
following form Sc = SCSˆcE (see appendix), where Sˆc = diag(sj : j ∈ N)
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in the orthonormal basis (fj : j) in X and S transposes a finite number of
vectors in the orthonormal basis. That is, |z˜(Sˆcz)| = maxj |sj| × |zj|
2. In
the orthonormal basis (ej : j) adopted to (L(n) : n) we have |z˜(Scz)| =
maxj,l∈N(|sj,l| × |zj| × |zl|), ‖Sc‖ = maxj,l |sj,l|, where Sc = (sj,l : j, l ∈ N)
in the orthonormal basis (ej), r = const > 0. In addition, p
−1|x|K ≤ |x|p ≤
p|x|K for each x ∈ K. If Sc is a compact operator such that |Re(θ(y) −
θ(x))| < c (or |θ(y) − θ(x)| < c) for |z˜(Scz)| < 1, z = x − y, then either
|Re(1− θ(x))| < c+ 2|x˜(Scx)| and
In(ξ) ≤
∫
γξ,n(z)[c + 2|z˜(Scz)|K ]mL(n)(dz) ≤ c+ b‖Sc‖/|ξ|
2,
b = const is independent on n, ξ and Sc,
b := p× sup
|ξ|>r
|ξ|2
∫
L(n)
γξ,n(z)|z|
2
pmL(n)(dz) <∞
for the real-valued measures, or
|1− θ(x)|| < max(C, 2|x˜(Scx)|) and ‖γξ,n(z)(1 − θ(z))‖mL(n) ≤
max(‖γξ,n(z)‖mL(n)C, 2|(γξ,n(z))z˜(Scz)|mL(n)) ≤ max(C, b‖Sc‖/|ξ|
2),
where b := p×sup|ξ|>r(|ξ|
2‖γξ,n(z)z
2‖mL(n)) <∞ for theKs-valued measures.
Due to the formula of changing variables in integrals (A.7[22]) the following
equality is valid: Jn(ξ) = In(ξ)Jn(1)/[In(1)|ξ|
2] for |ξ| 6= 0, where
Jn(ξ) =
∫
L(n)
γξ,n(z)|z|
2
pmL(n)(dz).
Therefore,
1−
∫
X
Gξ(x)µ∗(dx) ≤ c+ b‖Sc‖/|ξ|
2
for the real-valued measures and
|1− ‖Gξ(x)‖µ∗ | ≤ max(C, b‖Sc‖/|ξ|
2)
for the Ks-valued measures. Then taking the limit with |ξ| → ∞ and then
with c→ +0 with the help of Lemma 3.6 we get the statement (I → II).
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4 The non-Archimedean analog of the Kaku-
tani theorem.
4.1. Definition. Let on a completely regular space X with ind(X) = 0 two
non-zero real-valued (or Ks-valued) measures µ and ν are given. Then ν is
called absolutely continuous relative to µ if ν(A) = 0 for each A ∈ Bf(X)
with µ(A) = 0 (or there exists f such that ν(A) =
∫
A f(x)µ(dx) for each
A ∈ Bco(X), where f ∈ L(X, µ,Ks) respectively) and it is denoted ν ≪ µ.
Measures ν and µ are singular to each other if there is F ∈ Bf(X) (or
F ∈ E) with |µ|(X \ F ) = 0 and |ν|(F ) = 0 (or ‖X \ F‖µ = 0 and ‖F‖ν = 0
respectively) and it is denoted ν ⊥ µ. If ν ≪ µ and µ ≪ ν then they are
called equivalent, ν ∼ µ.
4.2. Theorem. (A). Measures µj : Bf(X) → R (or µj : E → Ks),
j = 1, 2, for a Banach space X over K are orthogonal µ1 ⊥ µ2 if and only if
ρ(x) = 0 (mod µ1) (or Nµ1(x)Nµ2(x) = 0 for each x ∈ X respectively).
(B). If for measures µj : E → Ks on a Banach space X over K is satisfied
ρ(x) = 0 for each x with Nµ1(x) > 0, then µ
1 ⊥ µ2; the same is true for a
completely regular space X with ind(X) = 0 and ρ(x) = µ2(dx)/µ1(dx) = 0
for each x with Nµ1(x) > 0.
Proof. (A). In the case of real-valued µj the proof differs only slightly
from the proof of Theorem 2 §15[25]. For µj with values inKs from Definition
4.1 it follows that there exists F ∈ E with ‖X \ F‖µ1 = 0 and ‖F‖µ2 = 0.
In view of Theorems 7.6 and 7.20[25] the characteristic function chF of the
set F belongs to L(µ1) ∩ L(µ2) such that Nµj (x) are semi-continuous from
above, ‖chF‖Nµ2 = 0, ‖chX\F ‖Nµ1 = 0, consequently, Nµ1(x)Nµ2(x) = 0 for
each x ∈ X .
On the other hand, if Nµ1(x)Nµ2(x) = 0 for each x, then for F := [x ∈ X :
Nµ2(x) = 0] due to Theorem 7.2 [21] ‖F‖µ2 = ‖chF‖Nµ2 = 0. Moreover, in
view of Theorem 7.6[21] F =
⋂∞
n=1Us−n , where Uc := [x ∈ X : Nµ2(x) < c]
are open in X , hence chF ∈ L(µ
1) ∩ L(µ2) and Nµ1 |(X\F ) = 0, consequently,
‖X \ F‖µ1 = 0.
(B). In view of Theorem 3.1(B) for each A ∈ P−1L(n)[E(L(n))] and m > n:∫
A ρm(x)µ
1(dx) = µ2(A), then from limn→∞ ‖ρ(x) − ρn(PL(n)x)‖Nµ1 = 0 and
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Conditions 2.1.(i-iii) on µ2 Statement (B) follows.
4.3. Note. For real-valued measures µj on Bf(X) for a Banach space
X over K (instead of a Hilbert space) using the above given statements The-
orems 3-6 and corollary in §15[25] may be reformulated and proved. The
Radon-Nikodym theorem is not valid for µj with values in Ks, so not all the-
orems for real-valued measures may be transferred onto this case. Therefore,
the definition of absolute continuity of measures was changed (see §4.1).
4.4. Theorem. Let measures µj and νj be with values in Ks on Bf(Xj)
for a Banach space Xj over K and µ = µ
1⊗µ2, ν = ν1⊗ν2 on X = X1⊗X2,
therefore, the statement ν ≪ µ is equivalent to ν1 ≪ µ1 and ν2 ≪ µ2,
moreover, ν(dx)/µ(dx) = (ν1(P1dx)/µ
1(P1dx))(ν
2(P2dx)/µ
2(P2dx)), where
Pj : X → Xj are projectors.
Proof follows from Theorem 7.15[21] and modification of the proof of
Theorem 5 §15[25].
4.5. Theorem. The non-Archimedean analog of the Kakutani
theorem. Let X =
∏∞
j=1Xj be a product of completely regular spaces with
ind(Xj) = 0 and probability measures µ
j, νj : E(Xj)→ Ks, also let µj ≪ νj
for each j, ν =
⊗∞
j=1 νj, µ =
⊗∞
j=1 µj are measures on E(X), ρj(x) =
µj(dx)/νj(dx) are continuous by x ∈ Xj,
∏n
j=1 ρj(xj) =: tn(x) converges
uniformly on Af(X, µ)-compact subsets in X, βj := ‖ρj(x)‖φj , φj(x) :=
Nνj (x) on Xj. If
∏∞
j=1 βj converges in (0,∞) (or diverges to 0), then µ≪ ν
and qn(x) =
∏n
j=1 ρj(xj) converges in L(X, ν,Ks) to q(x) =
∏∞
j=1 ρj(xj) =
µ(dx)/ν(dx) (or µ ⊥ ν respectively), where xj ∈ Xj, x ∈ X.
Proof. The countable additivity of ν and µ follows from Theorem 3.1.
Then βj = ‖ρj‖φj ≤ ‖ρj‖Nνj = ‖X‖µj = 1, since Nνj ≤ 1 for each x ∈ Xj ,
hence
∏∞
j=1 βj can not be divergent to ∞. If this product diverges to 0
then there exists a sequence ǫb :=
∏m(b)
j=n(b) βj for which the series converges∑∞
b=1 ǫb < ∞, where n(b) ≤ m(b). For Ab := [x : (
∏m(b)
j=n(b) ρj(xj)) ≥ 1] there
are estimates ‖Ab‖ν ≤ supx∈Ab[
∏m(b)
j=n(b) |ρj(xj)|φj(xj)] ≤ ǫb, consequently,
‖A‖ν = 0 for A = lim sup(Ab : b→∞), since 0 <
∑∞
b=1 ǫb <∞.
For Bb := X \ Ab we have: ‖Bb‖µ ≤ [supx∈Bb
∏m(b)
j=n(b) |1/ρj(xj)|ψ(xj)] =
[
∏m(b)
j=n(b) ‖ρj(xj)‖φj ] = ǫb, where ψj(x) = Nµj (x), since µj(dxj) = ρj(xj)νj(dxj)
and Nµj (x) = |ρj(xj)|Nνj(x) due to continuity of ρj(xj) (for ρj(xj) = 0 we
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set |1/ρj(xj)|ψj(xj) = 0, because ψj(xj) = 0 for such xj), consequently,
‖ lim sup(Bb : b→∞)‖µ = 0 and ‖A‖µ ≥ ‖ lim inf(Ab : b→∞)‖µ = 1. This
means that µ ⊥ ν.
Suppose that
∏∞
j=1 βj converges to 0 < β < ∞, then β ≤ 1 (see above).
Therefore from the Lebesgue Theorem 7.F[21] it follows that tn(x) converges
in L(X, µ,Ks), since |tn(x)| ≤ 1 for each x and n, at the same time each
tn(x) converges uniformly on compact subsets in the topology generated by
Af(X, µ). Then for each bounded continuous cylinder function f : X → Ks
we have
∫
X
f(x)µ(dx) =
∫
X
f(x1, ..., xn)tn(x)⊗
n
j=1νj(dxj) = limj→∞
∫
X
f(x)tn(x)ν(dx) =
∫
X
ρ(x)ν(dx).
Approximating arbitrary h ∈ L(X, µ,Ks) by such f we get the equality
∫
X
h(x)µ(dx) =
∫
X
h(x)ρ(x)ν(dx),
consequently, ρ(x) = µ(dx)/ν(dx).
5 Appendix.
Suppose X = c0(ω0,K) is a Banach space over K and I is a unit operator
on X . If A is an operator on X , then in some basis of X we have an infinite
matrix (Ai,j)i,j∈N, so we can consider its transposed matrix A
t. If in some
basis the following equality is satisfied At = A, then A is called symmetric.
A.1. Lemma. Let A : X → X be a linear invertible operator with a
compact operator (A−I). Then there exist an orthonormal basis (ej : j ∈ N)
in X, invertible linear operators C,E,D : X → X with compact opeartors
(C − I), (E − I), (D − I) such that A = SCDE, D is diagonal, C is lower
triangular and E is upper triangular, S is an operator transposing a finite
number of vectors from an orthonormal basis in X. Moreover, there exists
n ∈ N and invertible linear operators A′, A” : X → X with compact operators
(A′ − I), (A” − I) and (A′i,j − δi,j = 0) for i or j > n, A” is an isometry
and there exist their determinants det(A′)det(A”) = det(A), |det(A”)|K = 1,
det(D) = det(A). If in addition A is symmetric, then Ct = E and S = I.
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Proof. In view of Lemma 2.2[23] for each c > 0 there exists the following
decomposition X = Y ⊕ Z into K-linear spaces such that ‖(A − I)|Z‖ < c,
where dimKY = m < ℵ0. In the orthonormal basis (ej : j) for which
spK(e1, ..., em) = Y for c ≤ 1/p we get A = A
′A” with (A−I)|Z = 0, |A”i,j−
δi,j| ≤ c for each i, j such that (A
′
i,j − δi,j) = 0 for i or j > n, where n ≥ m is
chosen such that |Ai,j − δi,j | ≤ c
2 for i > n and j = 1, ..., m, Ai,j := e
∗
i (Aej),
e∗i are vectors ei considered as linear continuous functionals e
∗
i ∈ X
∗. Indeed,
(Ai,j : i ∈ N) = Aej ∈ X and limi→∞Ai,j = 0 for each j. From the form of A”
it follows that ‖A”ej − ej‖ ≤ 1/p for each j, consequently, ‖A”x‖ = ‖x‖ for
each x ∈ X . Since A” = (A′)−1A, (A− I) and (A′− I) being compact, hence
(A”− I) is compact together with (A−1− I), ((A′)−1− I) and ((A”)−1− I).
Moreover, there exists limk→∞ det(A)k = det(A) = limk det((A
′)k(A”)k) =
limk det(A
′)kdet(A”)k = det(A
′)det(A”), where (A)k := (Ai,j : i, j ≤ k). This
follows from the decompositions X = Yk ⊕ Zk for c = c(k) → 0 whilst
k → ∞. This means that for each c(k) = p−k there exists n(k) such that
|Ai,j − δi,j| < c(k), |A
′
i,j − δi,j| < c(k) and |A”i,j − δi,j| < c(k) for each i or
j > n(k), consequently, |A
(
1...n(k)i1...iq
1...n(k)j1...jq
)
−A
(
1...n(k)
1...n(k)
)
δi1,j1...δiq ,jq | < c(k), where
A
(
i1...ir
j1...jr
)
is a minor corresponding to rows i1, ..., ir and columns j1, ..., jr for
r, q ∈ N. From the ultrametric inequality it follows that |det(A”)−1| ≤ 1/p,
hence |det(A”)|K = 1, det(A”)k 6= 0 for each k, det(A
′)k = det(A
′)n for each
k ≥ n. Using the decomposition of det(A′)n by the last row (analogously by
the column) we get A′n,j 6= 0 and a minor A
′
(
1...n−1
1...j−1,j+1,n
)
6= 0. Permuting the
columns j and n (or rows) we get as a result a matrix (A¯′)n with A¯
′
(
1...n−1
1...n−1
)
6=
0. Therefore, by the denumeration of the basic vectors we get A′
(
1...k
1...k
)
6= 0
for each k = 1, ..., n, since |det(A¯′)n| = |det(A
′)n|.
Therefore, there exists the orthonormal basis (ej : j) such that A
(
1...j
1...j
)
6= 0
for each j and limj A
(
1...j
1..j
)
= det(A) 6= 0. Applying to (A)j the Gaussian
decomposition and using compactness of A−I due to formula (44) in §II.4[7],
which is valid in the case of K also, we get D = diag(Dj : j ∈ N), Dj =
A
(
1...j
1...j
)
/A
(
1...j−1
1...j−1
)
; Cg,k = A
(
1,...,k−1,g
1,...,k−1,k
)
/A
(
1...k
1...k
)
; Ek,g = A
(
1,...,k−1,k
1,...,k−1,g
)
/A
(
1...k
1...k
)
for g = k + 1, k + 2, ..., k ∈ N. Therefore, (C − I), (D − I), (E − I) are the
compact operators, Ci,j, Dj , Ei,j ∈ K for each i, j. Particularly, for A
t = A
29
(At denotes the transposed matrix for A) we get Ek,g = Cg,k.
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