Abstract-In this paper, real-coded genetic algorithm (GA) is used for designing two-channel quadrature mirror filter (QMF) banks based on the Kaiser Window. The shape of the Kaiser window and the cutoff frequency of the prototype filter are optimized using a simple GA. The optimized QMF banks are exploited as mother wavelets for speech compression based on discret wavelet transform (DWT). The simulation results show the efficiency of the GA for designing QMF banks using adjustable windows length and especially for optimizing wavelet filters used in speech compression based on wavelets. In addition, a comparative of performance of the developed wavelets filters using GA and others known wavelets is made in term of objective criteria (CR, SNR, PSNR, and NRMSE). The simulation results show that the optimized wavelets filters outperform others wavelets already exist used for speech compression.
I. INTRODUCTION
Quadrature Mirror Filter (QMF) banks are most commonly used in many signal processing applications such as: sub-band coding of speech and image signals [10] [11] [12] , audio, image or video processing and its compression [13] [14] [15] , transmultiplexer [16] , design of wavelet bases and communication systems [17] and others applications. Therefore, several techniques have been presented for designing the QMF banks based on linear and non-linear phase objective function. In [2] , author has introduced the theory of two-band linear phase QMF banks and design a family of filters using non-linear optimization based Hooke and Jeaves optimization algorithm [19] and a Hanning window [2] . A linear optimization method has introduced in [19] for designing M-band QMF banks, this method consists in iteratively adjusting the pass-band to minimize the reconstruction error.
Thereafter, several new iterative algorithms [20] [21] [22] [22] [23] [24] [25] have been developed using window technique to optimize QMF banks design.
However, the used window functions can be classified into two categories: the first category is fixed length window such as Hamming, Hanning and Rectangular window; the main lobe width is controlled only by window length. The second category is adjustable length window; the main lobe is controlled by the window length and one or more additional parameters such as the shape window used for controlling the spectral characteristics [1] .
In the above context, in this work a real-coded GA is exploited for designing a QMF banks based on adjustable windows length. The paper is divided into four sections, as follows. Section 1, discusses the analysis and synthesis using two-channel QMF banks. Section 2, presents the proposed methodology for designing QMF banks using real-coded GA. Section 3, attempted to explain the principle of speech compression using DWT. Finally, comparative study between the optimized wavelet filters using GA and the others known wavelets is carried out in section four.
II. TWO-CHANNEL QMF BANKS
The basic structure of two-channel QMF bank is illustrated in figure 1 . The analysis step consists in split the input signal () x n into two frequency bands by a low-pass analysis filter 0 () Hz and a high-pass analysis filter 1 () Hz. Then, the obtained subbands are down sampled by factor of two. In the synthesis step, each subband is up-sampled by factor of two, and then passing through low-pass synthesis filter 0 () Gzand high-pass synthesis filter 1 () Gz. Finally, the obtained sub-bands are recombined to reconstruct signal () y n . Figure 1 . Two-channel Quadrature mirror filter banks.
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The perfect reconstruction is possible if equation (6) 
If the above condition is not satisfied, then a reconstruction error occurred. This error can be minimized by a simple real-coded genetic algorithm.
III. RREAL-CODED GA BASED ON QMF DESIGN
In this paper, different QMF banks are designed using a simple real-coded GA based on Kaiser Window. However, the Kaiser window depends on two parameters: the window length (N), and the shape window parameter (β) which controls the spectral characteristics of the window. 
The Kaiser Window of length N is given in (8):
is a zero th order modified Bessel function of the first kind, which may be easily, generated using the power series expansion expressed as follow:
The values of window shape (β) and window length (N) could be chosen to meet any set of design The low-pass filter design with Kaiser Window will have a cutoff frequency ( c In this case, the window parameters are completely determined. Now, the cutoff frequency c  and the window shape (β) can be optimized such that the objective condition given in equation (6) . In what follows, a simple real-coded GA is exploited in order to optimize the cutoff frequency c  and the window shape (β). The different steps of the adapted GA for designing wavelet filters are:
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1. Initialization of the population of chromosomes (set of randomly generated chromosomes). o Crossover: to apply the crossover operator, two chromosomes are randomly selected from the population. Then the two chromosomes are chopped into two parts at the crossover point and they exchange their parts. 4. Stop and design wavelet filter using prototype filter.
IV. SPEECH COMPRESSION USING DWT
The Wavelet Transform (WT) has emerged as a powerful mathematical tool in signal processing area; it provides a compact representation of a signal in timefrequency domain. The Discrete Wavelet Transform (DWT) is a special case of the WT; it consists in decomposing a signal in too many functions by a function called a mother wavelet. The mother wavelet is dilated by powers of two and translated by integers. Specially, the signal () xt in time domain can be expressed as follow: 
In [3] , it was shown that the wavelets concentrate speech information (energy and perception) into a few neighboring coefficients. Therefore, after applying the DWT to the signal and the thresholding, many coefficients will be stetted zeros (have negligible magnitudes) and others retained. Compression is achieved by efficiently encoding the obtained coefficients.
The speech compression algorithm using wavelets can be divided in three major steps [3] , [4] , [5] , [6] , [7] : Applying the DWT to the original speech signal, thresholding the obtained coefficients and applying the inverse DWT to reconstruct the signal. More precisely the figure 3 illustrates the process of speech compression based on DWT, it is involves a number of different steps: Figure 3 . Principal block diagram of speech compression using DWT.
Step 1: Choosing the mother wavelet, the decomposition level and applying the discret DWT to the original speech signal. Here, the choice of wavelet mother is a very important step in speech compression based on wavelets. In [8] , it was shown that the choice of an optimal mother wavelet depend on several different criteria, the main objective is to maximize the signal to noise ratio (SNR) and minimize the reconstructed error variance, the adequate decomposition level is up to scale five [8] . In this work, different mother wavelets filters are designed using the proposed algorithm. The choice of the optimal mother wavelet for speech compression is based on the CR, SNR, PSNR and RMSE.
Step 2: After applying the DWT, the obtained coefficients are thresholded. Generally, there are two ways to computing the threshold values; global thresholding and level depending thresholding. When the thresholds values are calculated, typically hard or soft thresholding can be applied to truncate the coefficients with negligible magnitudes. Then the obtained wavelet coefficients are encoded. In this paper, two byte are used to encode one or string values of zeros [3] : One byte to indicate the start of a sequence of zeros in the wavelet coefficients and the second byte representing the number of consecutive zeros (see example: figure 3 ).
The encoded coefficients are converted to others coefficients, with fewer possible discret values by a quantization algorithm such as: uniform, scalar or vector quantization algorithm. To remove the redundancy caused by the quantization, entropy encoding have been used such as: Huffman encoding or arithmetic encoding. The output bitstream of entropy encoding are multiplexed and transmitted.
Step 3: For reconstruct the speech signal, the received bitstream demultiplexed and entropy decoding is used to extract the quantized coefficients. Finally, an inverse quantization is applied to extract the encoded subbands followed by inverse DWT.
V. TESTS AND RESULTS
In this section, a MATLAB program has been written for implement the real-coded GA for QMF banks design described in this paper. The designed QMF banks are exploited as mother wavelets in speech compression algorithm based on DWT. In order to show the effectiveness of the optimized wavelets filters in speech compression, a comparative study of performance of the developed wavelets (see appendix) and others known mother wavelets (Daubechies and Symlet) is performed. The obtained results are calculated using the following formulas:
Signal to Noise Ratio (SNR): 
Normalized Root Mean Square Error (NRMSE): In the simulation, the optimal settings of the GA as follow in table 1: Table 2 & figures illustrates comparative performance between the designed wavelet filters using GA, Daubechies and Symlet wavelets. Two speech signal taken from TIMIT Database (sx22.wav and sx37.wav sampled at 16 kHz) are used. 
VI. CONLUSION
In this paper, a real-code genetic algorithm is used to design QMF banks based on Kaiser Window. The optimized filters as used as mother wavelets for speech compression based on discret wavelet transform. The spectral characteristics of the prototype filters are optimized to minimize the reconstruction error. The simulation results confirm the efficiency of the optimized wavelet filters on speech compression. From the comparative study of the developed wavelet filters and others known wavelets mother, it is also observed that the optimized wavelets using GA outperforms others wavelets already exist in term of CR, SNR, PSNR and NRMSE.
