Abstract-Consider transmitting two discrete memoryless correlated sources, consisting of a common and a private source, over a discrete memoryless multi-terminal channel with two transmitters and two receivers. At the transmitter side, the common source is observed by both encoders but the private source can only be accessed by one encoder. At the receiver side, both decoders need to reconstruct the common source, but only one decoder needs to reconstruct the private source. We hence refer to this system by the asymmetric 2-user source-channel system. In this work, we derive a universally achievable joint source-channel coding (JSCC) error exponent pair for the 2-user system by using a technique which generalizes Csiszair's method [3] for the pointto-point (single-user) discrete memoryless source-channel system. We next investigate the largest convergence rate of asymptotic exponential decay of the system (overall) probability of erroneous transmission, i.e., the system JSCC error exponent. We obtain lower and upper bounds for the exponent. As a consequence, we establish the JSCC theorem with single letter characterization.
I. INTRODUCTION
Recently, the study of the error exponent (reliability function) for point-to-point (single-user) source-channel systems has illustrated substantial superiority of joint source-channel coding (JSCC) over the traditional tandem coding (i.e., separate source and channel coding) approach (e.g., [3] , [9] ). It is of natural interest to study the JSCC error exponent for multi-terminal source-channel systems.
In this work we address the asymmetric 2-user sourcechannel system depicted in Fig. 1 . Two discrete memoryless correlated source messages (s, 1) e STf x /L" drawn from a joint distribution QSL S x L, consisting of a common source messages s and a private source message I of length Tn, are transmitted over a discrete memoryless asymmetric communication channel described by Wyzlux U x X -Y x Z with block codes of length n, where T > 0 (measured in source symbol/channel use) is the overall transmission rate. The common source can be accessed by both encoders, but the private source can only be observed by one encoder (say, Encoder 1) . In this set-up, the goal is to send the common information to both receivers, and send the private information to only one receiver (say, Decoder 1).
It is worthy to point out that the asymmetric 2-user system can be specialized to the following two classical asymmetric multi-terminal scenarios.
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i.) The CS-AMAC system: If we remove Decoder 2 from Fig. 1 , and let Z F = 1, then the channel reduces to a multiple-access channel Wylux, and the coding problem reduces to transmitting two correlated sources (CS) over an asymmetric multiple-access channel (AMAC) with one receiver. ii.) The CS-ABC system: If we remove Encoder 2 from Fig. 1 , and let 1UN = 1, then the channel reduces to a broadcast channel Wyzlx, and the coding problem reduces to transmitting two CS over an asymmetric broadcast channel (ABC) with one transmitter.
The sufficient and necessary condition for the reliable transmission of CS over the AMAC -i.e., the JSCC theorem for the CS-AMAC system -has been derived with single letter characterization in [5] . The capacity region of the ABC has been determined in [7] , and the JSCC theorem for CS-ABC system with arbitrary transmission rate can also be analogously carried out (e.g., [6] ). In this work, we study a refined version of the JSCC theorem for the general asymmetric 2-user system (depicted in Fig. 1) , by investigating the achievable JSCC error exponent pair (for two receivers) as well as the system JSCC error exponent, i.e., the largest convergence rate of asymptotic exponential decay of the system (overall) probability of erroneous transmission. We also apply our results to the CS-AMAC and CS-ABC systems.
We outline our results as follows. We first extend Csiszair's type packing lemma [3] from a single-letter (1-dimension) type setting to a joint (2-dimensional) type setting. By employing the joint type packing lemma, superposition encoders, and generalized maximum mutual information decoders, we establish a universally achievable error exponent pair for the two receivers (namely, the pair of exponents can be achieved by a sequence of source-channel codes independent of the statistics of the source and the channel); this generalizes Korner and Sgarro's exponent pair for ABC coding (with uniform message sets) [8] . We also employ a similar coding scheme to establish a lower bound for the system JSCC error exponent; see Theorem 1. Note that one consequence of our results is a sufficient condition (forward part) for the JSCC theorem. In addition, we use Fano's inequality to prove a necessary condition (converse part) which coincides with the sufficient condition, and hence completes the JSCC theorem (Theorem 2). Using an approach analogous to [3] , we also obtain an upper bound for the system JSCC error exponent (Theorem 3).
Due to limited space, we focus on the error exponents for the asymmetric 2-user system. In Section V, we briefly discuss applications to the CS-AMAC and the CS-ABC systems. All details and proofs are available in [10] .
II. NOTATION AND CONVENTIONS
The following notations and conventions are adopted from [3] , [4] . For any finite set (or alphabet) X, the size of X is denoted by IXl. The set of all probability distributions on X is denoted by 2(X). We denote the type (the relative frequency of the components in a data sequence) of an nlength sequence x e X' by Px e 2 (X) C 2(X), where 2n(X) is the collection of all types of sequences in Xn. For any Px C Pn(X), the set of all x Note also that the above extended packing lemma is analogous to, but different from the one introduced by Korner and Sgarro in [8] , which is used to prove a lower bound for the channel coding ABC exponent. Lemma 1 here is used for the JSCC problem. Y'Z (6) for n sufficiently large and any d > 0. As the point-to-point system, we denote the system (overall) probability of error by WyZIUX, T). (7) Since the system probability of error p(n) must be larger than P4nk) and P(n) defined by (4) and (5) and is independent of t, transmitting the codewords (u, x) through the channel Wyzlux can be viewed as transmitting the codewords (t, u, x) over the augmented channel WYZITUX. Here, the common outputs of gn and fn, (t, u)'s, are called auxiliary cloud centers according to the traditional superposition coding notion [2] , which convey the information of the common message s, and the codewords x's corresponding to the same (t, u) are called satellite codewords of (t, u), which contain both the common and private information. At the decoding stage, Receiver Z only needs to figure out which cloud (t, u) was transmitted, and Receiver Y needs to estimate not only the cloud but also the satellite codeword x. We employ superposition encoding to derive the achievable error exponent pair and the lower bound of system JSCC error exponent in Section IV-C.
C. Achievable Exponents and a Lower Bound for EJ
Given arbitrary and finite alphabet 7, for any joint distribution PTUX C 2P(7 x U x X) and every R1 > 0, R2 > 0, (O, x) , and the outer minimum in (8) (respectively (9)) is taken over all conditional distributions on P(Y T x U x X) (respectively 2(Z 7T x U x X)).
Using Lemma 1 and employing superposition encoders and generalized maximum mutual information decoders at the two receivers, we can prove the following achievable bounds. (8) and (9), respectively.
We remark that (10) and (11) can be achieved by a sequence of codes without the knowledge of QSL and Wyzlux, but the lower bound (12) is achieved by a sequence of codes that needs to know the statistics of the channel.
By examining the positivity of the lower bound to EJ, we obtain a sufficient condition for reliable transmissibility for the asymmetric 2-user system. For the sake of completeness, we also prove a converse by using Fano's inequality, and hence establish the JSCC theorem for this system. Given Wyzlux, 
where E(., *, Wyzlux) is the corresponding channel coding error exponent for the asymmetric 2-user channel (refer to [10] for the formal definition).
V. APPLICATIONS TO CS-AMAC AND CS-ABC SYSTEMS
We note briefly that our results of the previous section can be directly applied to the CS-AMAC system (by setting Z3F = 1 and removing 4b(.)) and the CS-ABC system (by setting 1U= 1 and removing gn( )). Here we remark that, when applying Theorem 3 to the CS-AMAC system, we can use the upper bound of the channel error exponent E(.,,Wyzlux) in (14) for the general multiple-access channel (with one common message set and two private message sets) derived in [1] and obtain a looser but (in some cases) computable upper bound to EJ. In the following we give an example to show that for a class of CS-AMAC pairs the lower bound (12) and the upper bound on (14) coincide for a wide range of source-channel conditions. Similarly, Theorems 1-3 apply to the CS-ABC system. The readers may refer to [10] for the full details. 
