Abstract. A coaction of a Hopf algebra on a unital algebra is called homogeneous if the algebra of coinvariants equals the ground field. A coaction of a Hopf algebra on a (not necessarily unital) algebra is called Galois, or principal, or free, if the canonical map, also known as the Galois map, is bijective. In this paper, we establish a duality between a particular class of homogeneous coactions, up to equivariant Morita equivalence, and Galois coactions, up to isomorphism.
Introduction
Galois coactions form a particular class of well-behaved coactions for Hopf algebras, providing at the same time a non-commutative generalization of freeness (also known as principality) of group actions on manifolds, and of the Galois condition for field extensions; see e.g. [Schn90, Sch04] for an algebraic and [BDCH17] for a topological approach. Their fundamental property is that they preserve tensor products upon considering associated vector bundles [Ulb87, Ulb89, Sch04] . On the other hand, also the notion of homogeneity admits a direct generalization to the world of Hopf algebra coactions, by the requirement that the algebra of coinvariants is trivial. Especially in the setting of operator algebras, there has been considerable interest in homogeneous (also known as ergodic) actions of compact (quantum) groups on operator algebras, see e.g. [Was89, Boc95, DCY13] and references therein.
In this paper, we want to set up a correspondence between homogeneous actions on the one hand, and free actions on the other. This correspondence is known in the operator algebraic setting, see already the fundamental work [Was89] concerning compact group actions on von Neumann algebras, and see [DC17,  Section 9] for a C * -algebraic approach with respect to compact quantum group actions. However, in this paper we want to offer a purely algebraic approach, based upon the notion of equivariant semisimplicity. In weeding out the analytic arguments, we hope that the fundamental nature of the above correspondence becomes clearer.
To keep the paper concise, we will not consider any concrete examples. However, we want to point out that the theory we construct is very closely related to the theory of weak multiplier Hopf algebras [VDW15, VDW17] and more precisely the theory of partial compact quantum groups developed in [DCT15] , which itself is a generalization of Hayashi's theory of compact quantum groups of face type [Hay96] . We hope to revisit elsewhere the concrete correspondence and the associated construction of examples for the present theory, more specifically with respect to the notion of I-Galois object.
The paper is structured as follows.
In the first section, we recall some basic facts concerning algebras without unit, paying particular attention to the case of algebras with local units. Our main result concerns a Wedderburn decomposition for (absolutely) semisimple algebras which do not necessarily have a unit.
In the second section, we examine the notion of semisimplicity and Morita equivalence in the presence of a Hopf algebra coaction, called equivariant or relative semisimplicity/Morita equivalence.
In the third section, we establish our main results. We first introduce the notion of a homogeneous coaction of a Hopf algebra on a unital algebra, being a coaction whose algebra of coinvariants equals the ground field. We then introduce the notion of an I-Galois object, being a Galois coaction whose algebra of coinvariants equals a direct sum of copies of the ground field. We then set up a one-to-one correspondence between equivariantly absolutely semisimple homogeneous coactions on the one hand, up to equivariant Morita equivalence, and (connected) I-Galois objects on the other hand, up to isomorphism.
In the final fourth section, we derive some structural results for I-Galois objects, notably the existence of invariant functionals and a Nakayama (or modular) automorphism.
Semisimplicity for Algebras without Unit
Fix a field k and let ⊗ = ⊗ k be the tensor product over k. Let D be a k-algebra. We assume that D is associative, but not necessarily unital. If k ⊆ K is a field extension, we obtain by extension of scalars the K-algebra
In the following definition we borrow the terminology of [DVDZ99] . Definition 1.1. We call a D-module V unital if
We call a D-module V non-degenerate if v ∈ V and xv = 0 for all x ∈ D implies v = 0.
If D is unital as a left module over itself by multiplication, we call D idempotent. We call D nondegenerate if it is non-degenerate as a left and as a right module over itself. Definition 1.2. We call a D-module simple if {0} = DV and {0} and V are the only submodules of V .
We call a D-module absolutely simple if V K := K ⊗ k V is a simple D K -module for all field extensions k ⊆ K.
We call a D-module V (absolutely) semisimple if V is a direct sum (possibly empty, possibly infinite) of (absolutely) simple D-modules.
We call a k-algebra D (absolutely) semisimple if every unital D-module is (absolutely) semisimple.
Note that a semisimple module is automatically unital and non-degenerate. It is easy to see that a module V is semisimple if and only if it is a (not necessarily direct) of simple submodules, see e.g. (1) Let V, W be simple D-modules. If V, W are not isomorphic as D-modules, then
If V is a D-module, then the following assertions are equivalent.
(1) V is absolutely simple.
(2) V is simple and End D (V ) = kid V .
(3) For each T ∈ End k (V ) and each finite dimensional k-linear subspace W ⊆ V there exists x ∈ D with xw = T w for all w ∈ W .
We will mainly be interested in a special class of non-unital algebras.
Definition 1.4. Let D be a k-algebra. We say D has local units if for each finite subset {x 1 , . . . , x n } ⊆ D there exists an idempotent e ∈ D with ex i = x i = x i e for all i.
The following lemma is straightforward.
Lemma 1.5. Let D be a k-algebra with local units.
(1) D is idempotent and non-degenerate.
(2) If V is a unital D-module, then for each finite subset {v i } ⊆ V there exists an idempotent e ∈ D with ev i = v i for all i. In particular, V is non-degenerate and every submodule of V is also unital.
Let us recall the following terminology.
is an isomorphism of D-modules. We call D a firm k-algebra if it is firm as a left D-module over itself by multiplication.
Clearly a firm module is unital. In the presence of local units, these notions are equivalent.
Lemma 1.7. Let D be a k-algebra with local units. Then a D-module is firm if and only if it is unital.
In particular, a k-algebra with local units is firm.
In the following we develop some Morita theory for k-algebras with local units. Morita equivalence for rings without unit has been treated at a number of places [Abr83, Kyu86, AM87, GaSi91, GaVi98, Mar98]. We follow mainly [AM87] , where the specific case of rings with local units is treated. Definition 1.8. We call Morita context a quadruple {A ij } i,j∈{1,2} of k-linear vector spaces A ij for i, j ∈ {1, 2}, together with k-bilinear maps
such that for all i, j, k, l ∈ {1, 2} the associativity condition
is satisfied.
Note that in particular D = A 11 and E = A 22 are k-algebras, while M = A 12 is a D-E-bimodule and
and an E-bimodule map N ⊗ D M → E, x ⊗ y → xy. We then also say that (M, N ) together with the above maps is a Morita context between D and E. If k ⊆ K is a field extension, we have that
Definition 1.9. We call a Morita context {A ij } surjective if A ij A jk = A ik for all i, j, k ∈ {1, 2}. We call a Morita context strict if the four multiplication maps
are isomorphisms.
If the Morita context {A ij } is surjective, this means in particular that the A ii are idempotent k-algebras, and that A ij is unital as a left A ii -module and as a right A jj -module. If the Morita context is strict, we have moreover that the A ii are firm k-algebras. Definition 1.10. We call firm k-algebras D, E Morita equivalent if there exists a strict Morita context between D and E.
If (M, N ) is a strict Morita context between D and E, and if
It is easy to see that a strict Morita context (M, N ) between firm k-algebras D and E induces an equivalence between the associated categories of firm modules by
and that Morita equivalence is indeed an equivalence relation [GaVi98] . It follows in particular from Lemma 1.7 that if D and E are Morita equivalent k-algebras with local units, then D is (absolutely) semisimple if and only if E is (absolutely) semisimple. We also note the following theorem. We can easily characterize absolute semisimplicity through Morita equivalence.
Theorem 1.12. Let D be a k-algebra with local units. Then D is absolutely semisimple if and only if D is Morita equivalent with k I for some set I, where k I = ⊕ i∈I k is the direct sum k-algebra over the (possibly infinite) index set I of the trivial k-algebras k.
Note that k I can be identified with the algebra of finite support k-valued functions on I.
Proof. It is clear that the abelian category D of unital D-modules coincides with the category of unital D-modules for D interpreted as a non-unital ring as in [AM87] . On the other hand, the abelian category K I of unital k I -modules can be identified with the category of I-graded k-vector spaces. Let now {V i | i ∈ I} be a maximal collection of mutually non-isomorphic simple objects in D. By absolute semisimplicity, and in particular Lemma 1.3, it follows that
defines an equivalence of categories. Hence D and k I are Morita equivalent by [AM87, Theorem 2.1].
We obtain from this theorem a Wedderburn decomposition for absolutely semisimple k-algebras with local units. We again first make an auxiliary definition. Definition 1.13. Let V be a vector space over k with dual vector space V * . Let W ⊆ V * be a subspace which separates the elements of V . Then we call an operator T : V → V of W -finite rank if there are finitely many ω i ∈ W and finitely many v i ∈ V such that
We denote by M W (V ) the space of W -finite rank operators.
For ω ∈ V * and v ∈ V we will in the following denote
We then obtain that M W (V ) is the linear span of all T v,ω for ω ∈ W and v ∈ V . The space M W (V ) is clearly an algebra, as
Lemma 1.14. The algebra M W (V ) has local units.
Proof. If Q ⊆ W and P ⊆ V are finite-dimensional subspaces, there exist finite-dimensional subspaces
* by restriction to P ′ . If then (ω i , v i ) form dual bases of respectively Q ′ and P ′ , then e = i T vi,ωi is a local unit for the T v,ω with v ∈ P and ω ∈ Q.
Theorem 1.15.
(1) Let {V i | i ∈ I} be a collection of k-linear vector spaces, and let for each i ∈ I be given a subspace W i ⊆ V * i separating the elements of V i . Then the k-algebra
has local units and is absolutely semisimple. (2) Each absolutely semisimple k-algebra with local units is isomorphic to an algebra of the above form. (2) Let D be an absolutely semisimple k-algebra with local units. By Theorem 1.12, there exists a strict Morita context (V, W ) between D and k I for some index set I. The k I -module structure gives decompositions
we conclude that ω = 0. It follows that each pairing W i × V i → k is non-degenerate, so that we can identify W i ⊆ V * i . In a similar way it can be shown that W i separates the elements in V i . As we have an isomorphism of algebras
Corollary 1.16. Let D be an absolutely semisimple k-algebra with local units, and let {V i } i∈I be a maximal collection of inequivalent simple D-modules. Let (M, N ) establish a Morita equivalence between D and k J . Then I ∼ = J as sets, and M ∼ = ⊕ i∈I V i as a left D-module.
The Morita equivalence in Theorem 1.12 is obtained as a cutdown with a multiplier idempotent. More precisely, recall that the multiplier algebra M (D) of a k-algebra D is the subalgebra
with End k (D) the k-algebra of linear maps and End k (D) op the opposite k-algebra, consisting of m = (λ, ρ) such that λ(xy) = λ(x)y, ρ(xy) = xρ(y), λ(ρ(x)) = ρ(λ(x)), ∀x, y ∈ D.
We then write
If D is non-degenerate, and in particular if D has local units, we obtain an embedding
It is easy to see that then (Dp, pD) establishes (under the multiplication map) a Morita equivalence between D = DpD and pDp. We have the following easy lemma.
and with ω i ∈ W i , v i ∈ V i and ω i (v i ) = 1 for all i, the idempotent
is a full idempotent establishing the Morita equivalence of D and pDp ∼ = k I .
Equivariant semisimplicity
Let (H, ∆) be a Hopf k-algebra with counit ε and antipode S, where we will use the Sweedler notation
We call (right) H-comodule algebra, or coaction, any k-algebra A endowed with a homomorphism
Definition 2.1. Let (A, α) be an H-comodule algebra. An H-equivariant, or (H, A)-relative module for (A, α) consists of a k-linear vector space V with an A-module structure and a right (H, ∆)-comodule structure
We can extend the notions introduced for modules to H-equivariant A-modules: we call an H-equivariant A-module (V, δ)
• unital if V is unital as an A-module, • equivariantly simple if {0} = AV and {0} and V are the only equivariant submodules of V , • equivariantly absolutely simple if V K is simple as an H K -equivariant A K -module for all field extensions k ⊆ K, • equivariantly semisimple if it is a direct sum of equivariantly simple H-equivariant A-modules, • equivariantly absolutely semisimple if it is a direct sum of equivariantly absolutely simple Hequivariant A-modules.
We call an H-comodule algebra (A, α) equivariantly (absolutely) semisimple if each unital H-equivariant A-module is equivariantly (absolutely) semisimple.
The theory of the previous section could then be extended to the setting of H-equivariant A-modules. However, to apply the results directly, we need to assume that (H, ∆) has more structure. We use the terminology of [VDZ99b] .
Definition 2.2. We say that a Hopf algebra (H, ∆) has invariant functionals, or defines an algebraic quantum group of compact type, if there exist non-zero functionals
called respectively left and right invariant functional, such that for all h ∈ H
We call ϕ, ψ invariant integrals if also ϕ(1) = ψ(1) = 1.
Note that the existence of ϕ implies the existence of ψ, as one can take ψ = ϕ • S. We recall the following properties.
Proposition 2.3 ([VDZ99b]).
Let (H, ∆) be a Hopf algebra with invariant functionals ϕ, ψ. Then
• the antipode S is invertible,
• the functionals ϕ, ψ are unique up to multiplication with a scalar in k × , • there exists a (unique) invertible grouplike element δ ∈ H with
∀h ∈ H, which we call the modular element or the distinguished grouplike, • there exists a (unique) algebra automorphism σ of H with
for all a, b ∈ H, which we call the modular automorphism or the Nakayama automorphism, • the functionals ϕ, ψ are faithful, i.e. they span faithful left and right H-modules in the k-linear dual H * of H, • a left invariant integral ϕ is also a right invariant integral, and in this case δ = 1.
In the following we fix a Hopf algebra (H, ∆) with invariant functionals ϕ, ψ = ϕ • S. The previous proposition implies the equality of the subsets
inside the linear dual H * of H, and we write this set asĤ. By the second to last item, the space of functionalŝ H separates the elements of H. Moreover, if we consider H * with the convolution product
thenĤ is a k-subalgebra of H * possessing local units (and non-unital for H infinite-dimensional), see [VDZ99a, Proposition 3.1]. In fact,Ĥ is a 2-sided dense ideal in H * , where the density means thatĤ is faithful as a left or right H * -module. The following lemma follows as in [DVDZ99, Proposition 3.3], using thatĤ is a two-sided ideal of H * with local units.
Lemma 2.4. Let V be a unital leftĤ-module. Then there exists a unique extension to a unital left H * -module.
The algebraĤ actually has the structure of an algebraic quantum group of discrete type [VD98, VDZ99a] . For example, let∆ :
Viewing (H ⊗ H)
* as the convolution dual of the tensor product Hopf algebra H ⊗ H, we then have that
Lemma 2.5. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (V, δ) be a right H-comodule. Then V is a unital leftĤ-module under
Moreover, this provides a categorical equivalence between H-comodules and unital leftĤ-modules.
Proof. It is immediate that V becomes a leftĤ-module. It is unital sinceĤ separates the elements of H, hence for any finite collection h 1 , . . . , h n there exists ω ∈Ĥ with ω(h i ) = ε(h i ) for all i. To see that any unitalĤ-module appears in this way, we follow the argument in [VDZ99b, Proposition 3.2]. Namely, note that V ⊗Ĥ is a unitalĤ ⊗Ĥ-module, and can hence be extended to a (H ⊗ H) * -module (applying Lemma 2.4 to the tensor product Hopf algebra H ⊗H). Since V =ĤV andĤ ⊗Ĥ =∆(Ĥ)(Ĥ ⊗1), there exists a unique linear map
Then F is a linear bijection with ϕ(F −1 (ω)h) = ω(h) for all h ∈ H, ω ∈Ĥ. It follows that the map
As V is a leftĤ-module andĤ separates elements in H, we must have that (V, δ) is a comodule. Then also the counit identity must be satisified since ωv = (id ⊗ ω)δ(v) is an extension to H * of the givenĤ-module, and must hence coincide with the unique, unital extension to H * of theĤ-module structure on V .
A similar correspondence can be established for comodule algebras, using the theory of smash products for discrete algebraic quantum groups [DVDZ99] .
Definition 2.6. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (A, α) be an H-comodule algebra. The smash product algebra A#Ĥ is defined as the vector space A ⊗Ĥ endowed with the product
From the definition ofĤ it is clear that the above product is well-defined, and it is also easily checked that we get an associative product this way. When working with the smash product, we will use the notation a#ω for elementary tensors. We will also use the notation
It is not hard to see thatĤ#A = A#Ĥ, and that we get a linear isomorphism
The multiplication onĤ#A is then determined by
We will in the following use the notation A#Ĥ andĤ#A interchangeably.
To be able to set up properly the correspondence between H-equivariant A-modules and modules over the smash product, we will assume the existence of a particular kind of local units.
Definition 2.7. Let (H, ∆) be a Hopf algebra, and let (A, α) be an H-comodule algebra. The coinvariant algebra is defined as
We say that A has H-coinvariant local units if for each finite subset {a i |i = 1, ..., n} ⊂ A there exists e ∈ A α with ea i = a i = a i e, for i = 1, . . . , n.
For example, this condition is satisfied when A is a unital algebra.
Lemma 2.8. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (A, α) be an H-comodule algebra with H-coinvariant local units. Then A#Ĥ has local units.
Proof. If V ⊆ A and X ⊆Ĥ are finite-dimensional subspaces, we can choose finite-dimensional subspaces W ⊆ A and Y ⊆Ĥ such that X#V ⊆ W #Y . Choose e ∈ A α an idempotent with ea = a = ae for all a ∈ V + W , and choose χ ∈Ĥ an idempotent with χ * ω = ω = ω * χ for all ω ∈ X + Y . Then by H-coinvariance of e it is clear that e#χ = χ#e is a local unit with respect to X#V .
Remark 2.9. The above lemma is implied in a remark following [VDZ99b, Lemma 5.2], without the assumption that the local units in A are H-coinvariant. However, in this case we fail to see how one can build idempotent local units.
We now have the following proposition by combining Lemma 2.5 with [DVDZ99, Proposition 5.11], together with the observation that a unital A#Ĥ-module is automaticallyĤ-unital since, using notation as in Lemma 2.8, A#Ĥ =Ĥ#A andĤ is idempotent.
Proposition 2.10. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (A, α) be an H-comodule algebra with H-coinvariant local units. If V is a unital H-equivariant A-module, then V becomes a unital A#Ĥ-module by
setting up a categorical equivalence between unital H-equivariant A-modules and unital A#Ĥ-modules.
Combining Proposition 2.10 with Theorem 1.12, we obtain the following theorem.
Theorem 2.11. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (A, α) be an H-comodule algebra with H-coinvariant local units. Then the following are equivalent:
• A#Ĥ is absolutely semisimple as a k-algebra,
• A#Ĥ is Morita equivalent to k I for some index set I.
Remark 2.12. It is well-known that ifĤ is absolutely semisimple, necessarily H must have an invariant integral, corresponding to the unique normalized element in the one-dimensional kernel of the counit of H. However, this condition is not a necessary requirement for the existence of H-equivariant absolutely semisimple comodule algebras, as for example for the comodule algebra H itself the associated smash product As before, we then have that (A, α) = (A 11 , α 11 ) and (B, β) = (A 22 , α 22 ) are H-comodule algebras, and
Definition 2.14. We call a couple (A, α), (B, β) of H-comodule algebras H-equivariantly Morita equivalent if there exists a strict H-equivariant Morita context between (A, α) and (B, β).
It is again straightforward to show that H-equivariant Morita equivalence is indeed an equivalence relation, and that then the categories of equivariant firm modules are equivalent. This equivalence will however be stronger in general than just Morita equivalence of the associated smash products, the point being that their categories of firm modules will be equivalent as Comod(H)-module categories.
An example of an equivariant Morita equivalence is the following. Let (A, α) be an H-comodule algebra. Note that A#Ĥ is naturally a (non-unital) left H-module algebra by
One can hence form the iterated smash product (A#Ĥ)#H where
This becomes an H-comodule algebra by
with algebra of coinvariants A#Ĥ ⊆ (A#Ĥ)#H.
In particular, (A#Ĥ)#H has α-coinvariant local units if A has α-coinvariant units. Let us denote by α S 2 the S 2 -twisted coaction
Proposition 2.15. Let (A, α) be an H-comodule algebra with H-coinvariant local units. Then (A, α) and ((A#Ĥ)#H, α S 2 ) are equivariantly Morita equivalent.
Proof. This is well-known in the operator algebraic setting as the biduality theorem [ES80] , where however one can avoid twisting with S 2 . The latter is also possible in the algebraic setting wheneverŜ 2 is inner on H. In general, however, it is not clear how to avoid the additional twisting.
Let us sketch a proof of the above proposition using techniques from [VDZ99b, Section 4]. We refrain from spelling out all the computational details.
Consider for A and M = A#Ĥ as k-linear spaces the following operators:
whereφ(ψ(a−)) = ε(a) is the left invariant functional for the discrete algebraic quantum group (Ĥ,∆). Let
where we consider the latter two entries simply as direct sums of vector spaces for the moment. Consider the linear map
It is not hard to verify that π is an injective map. Moreover, by the concrete commutations relations between the above operators, we find that the image is a subalgebra of End k (V ). Endowing Q with the inherited algebra structure, we obtain maps Q ij ⊗ Q jk → Q ik . By basic computations it is seen that the resulting algebra structures on A, D coincide with the usual ones. As it is also easily seen that this Morita context is surjective, it follows by Theorem 1.11 that A is Morita equivalent to D. We are hence left with showing that the Morita context (M, N ) can be made equivariant.
As D and A have local units, and M, N are unital bimodules, it follows that Q has local units. By [VDZ99b, Theorem 3.3], it is enough to produce a (unital)Ĥ-module algebra structure on Q, coinciding with theĤ-module structure on D and A induced by the H-coaction. However, consider on V the unital leftĤ-module structure defined by
Using (2.1) and the bijectivity of the antipode ofĤ, we can turn End k (V ) into a well-defined unital left H-module algebra by the Θ-adjoint action
It is then easily seen that
whereσ is the modular automorphism of the discrete quantum group (Ĥ,∆). It follows that the abovê H-module algebra structure restricts to a unitalĤ-module algebra structure on Q. Finally, we need to see if the obtained module structure on D coincides with the one coming from the H-coaction on D. This is equivalent with the following commutation relations for a ∈ A, ω, χ ∈Ĥ, h ∈ H, which are straightforward to check:
I-Galois objects and homogeneous coactions
In this section we will establish our main result, which sets up a duality between free actions on the one hand, and homogeneous actions on the other hand, within the setting of module coalgebras for Hopf algebras with invariant functionals. Recall the notation A α from Definition 2.7.
Definition 3.1. Let (H, ∆) be a Hopf algebra, and (A, α) an H-comodule algebra. We call (A, α) a Galois coaction, or free coaction, or principal coaction, if the Galois map
is an isomorphism. We call (A, α) a homogeneous coaction, or transitive coaction, if A is unital and A α = k1 A .
One can indeed interpret the above notions, within the proper setting, as corresponding to freeness and transitivity of group actions, see [Pod95, Sch04] .
is bijective, also the map
will be bijective if (A, α) is Galois. We will refer to (3.1) as the right Galois map.
Our aim will be to give a correspondence between particular classes of Galois coactions and homogeneous coactions. Note first that neither the Galois condition nor the homogeneity condition are invariant under general equivariant Morita equivalences. The Galois condition will however be preserved under special types of H-equivariant Morita equivalences, closely related to the Morita base change theory for quantum groupoids considered in [Sch02] (in the presence of a unit). We first make the following observation. Recall [VD94, Appendix] that an algebra homomorphism f : A → B is non-degenerate if it makes B into a unital left and right A-module (in the obvious way). If then (A, α) is a comodule algebra with H-coinvariant local units, the embedding A α → A is non-degenerate and we obtain an embedding
of multiplier algebras.
Lemma 3.3. Let (H, ∆) be a Hopf algebra, and let (A, α) be a Galois coaction with H-coinvariant local units. If p ∈ M (A α ) is a full idempotent for A α , then α restricts to a Galois coaction on pAp which is equivariantly Morita equivalent to (A, α).
Proof. Clearly β = α |pAp is a well-defined coaction on B = pAp, and (M, N ) = (Ap, pA) defines an equivariant Morita context between A and B. Clearly p is still a full idempotent in A since
hence the Morita context is strict. To see that β is Galois, we note that the natural map
Ap is a linear isomorphism: indeed, upon noting that
Ap.
As the natural map
is injective, and as the Galois map for α thus restricts to an isomorphism
we obtain that the Galois map of β is an isomorphism as a composition of the isomorphisms
We now arrive at one of our main theorems.
Theorem 3.4. Let (H, ∆) be a Hopf algebra with invariant functionals, and let (A, α) be an H-equivariantly absolutely semisimple algebra with H-coinvariant local units. Then (A, α) is equivariantly Morita equivalent to a Galois coaction (B, β) with B β ∼ = k I for some set I.
Proof. Consider the coaction ((A#Ĥ)#H, α S 2 ). From Proposition 2.15, we know that this coaction is equivariantly Morita equivalent to (A, α).
On the other hand, it is well-known and easily checked that α is Galois, hence α S 2 is too. Now the algebra of coinvariants for α S 2 is A#Ĥ, which is absolutely semisimple by Theorem 2.11. By Lemma 1.18, we can pick a full projection p ∈ M (A#Ĥ), so that by Lemma 3.3 we find that ((A#Ĥ)#H, α S 2 ) is equivariantly Morita equivalent to a Galois coaction (B, β) with B β ∼ = k I for some set I. The theorem now follows by transitivity of equivariant Morita equivalence.
We will reserve a special terminology for the Galois coactions appearing in the previous theorem.
Definition 3.5. Let I be a set, and (H, ∆) a Hopf algebra. We call I-Galois object any Galois coaction (A, α) for which A α ∼ = k I .
We then have the following partial converse to Theorem 3.4.
Proposition 3.6. Let I be a set, (H, ∆) a Hopf algebra with invariant functionals (ϕ, ψ), and (A, α) an I-Galois object. Then (A, α) has H-coinvariant local units and is equivariantly absolutely semisimple.
Proof. As clearly A α has local units, it is enough to show that
to prove that A has H-coinvariant local units. However, choose h ∈ H with ϕ(h) = 1. By the Galois condition we can pick for each a ∈ A elements x i , y i ∈ A with
Applying id ⊗ ϕ and noting that (id ⊗ ϕ)α(x) ∈ A α for all x ∈ A, it follows that a ∈ AA α . Similarly, using the bijectivity of (3.1), we obtain A α A = A. To prove that (A, α) is absolutely equivariantly semisimple, it is by Theorem 2.11 sufficient to prove that A#Ĥ is absolutely semisimple. But since α is Galois, we have by [VDZ99b, Theorem 4.4] that the algebra A#Ĥ is Morita equivalent to the absolutely semisimple algebra A α = k I .
If (H, ∆) is a Hopf algebra and (A, α) a comodule algebra with fixed isomorphism A α ∼ = k I , we will write the minimal idempotent elements of A α ∼ = k I as p i . We can then form the vector subspaces
Lemma 3.7. In the above setting, each A ii is a homogeneous (H, ∆)-comodule algebra, and each couple (A ij , A ji ) defines by multiplication an equivariant Morita context between A ii and A jj .
Proof. Clearly A ii is a unital algebra, with unit p i , to which α restricts. Since
it is clear that A ii is homogeneous. It is trivially verified that the (A ij , A ji ) then define equivariant Morita contexts.
As A has H-coinvariant local units, it follows that we have a direct sum decomposition
We now aim to show that in the setting of I-Galois objects, the A ij define in fact strict Morita contexts if they are non-zero. For this, we first introduce the following terminology.
Definition 3.8. Let (H, ∆) be a Hopf algebra with invariant functionals (ϕ, ψ), and let (A, α) be a comodule algebra. We define the Reynolds operator, or averaging operator, as
3)
The following easy lemma was already implicitly used in Proposition 3.6.
Lemma 3.9. The image of Φ lies in A α , and Φ is A α -bimodular.
Note however that Φ does not need to be the identity on A α -this will happen only if ϕ(1) = 1. For A an I-Galois object, it follows that there exist functionals
In the following, we will fix (H, ∆) with invariant functionals ϕ, ψ, and use notation as above.
Lemma 3.10. Let (A, α) be an I-Galois object for (H, ∆). For each i, j, the pairing
is non-degenerate.
Proof. We are to prove that for any a ∈ A ji there exists b ∈ A ij with ϕ i (ba) = 0, and vice versa. However, fix a ∈ A ji . If ϕ i (ba) = 0 for all b ∈ A ij , it follows that Φ(ba) = 0 for all b ∈ A, and hence
By the surjectivity of the Galois map, this implies
Since ϕ is faithful, and A is non-degenerate, this implies a (0) ⊗ a (1) = 0, and hence, upon applying the counit, a = 0. The non-degeneracy on the other side can be shown similarly using also the surjectivity of the right Galois map can, see the proof of Proposition 3.6.
The above strong faithfulness of the ϕ i gives the following important result.
Corollary 3.11. Let A be an I-Galois object for (H, ∆). Then either A ij = A ji = 0 or (A ij , A ji ) is a strict equivariant Morita context between A ii and A jj .
Proof. Assume that A ij = 0. Then there exists an element x ∈ A ij , and by the previous lemma also an element y ∈ A ji such that ϕ i (xy) = 1. Hence
It follows that p i ∈ A ij A ji . Similarly, p j ∈ A ji A ij . This implies immediately that (A ij , A ji ) is a surjective and hence strict Morita context between A ii and A jj .
The previous corollary makes it meaningful to introduce the following definition.
Definition 3.12. Let (A, α) be an I-Galois object. We say that i ∼ j if A ij = 0. We say that A is connected if i ∼ j for all i, j.
Proposition 3.13. Let (A, α) be an I-Galois object. Then ∼ is an equivalence relation on I, and A can be written as a direct sum of connected comodule algebras
with each A x a connected I x -Galois object (for I x the orbit corresponding to x).
Proof. Clearly ∼ is reflexive, and it is symmetric by Corollary 3.11. Transitivity is also clear since if i ∼ j and j ∼ k then
The remainder of the proof is now straightforward.
We can hence restrict our focus to connected I-Galois objects. Note that we have in this case that for each i, j, k
Let us now prepare for our second main theorem. For (A, α) an I-Galois object, let us write
which are respectively equivariant left and right unital A-modules.
Lemma 3.14. Let (A, α) be a connected I-Galois object. Then each A ii is equivariantly Morita equivalent to A. Moreover,
• the collection { M j | j ∈ I} is a maximal collection of pairwise non-isomorphic equivariantly simple left A-modules, • for each fixed i, the collection {A ij | j ∈ I} is a maximal collection of pairwise non-isomorphic equivariantly simple left A ii -modules, • the collection { N i | i ∈ I} is a maximal collection of pairwise non-isomorphic equivariantly simple right A-modules,
• for each fixed j, the collection {A ij | i ∈ I} is a maximal collection of pairwise non-isomorphic equivariantly simple right A jj -modules.
Proof. By the remark following Proposition 3.13, each idempotent p i ∈ A α is full in A, setting up an equivariant Morita equivalence between (A, α) and (A ii , α). In fact, if M is an equivariant A-module, then
M is the associated equivariant A ii -module. In particular, M j corresponds to A ij under this equivariant Morita equivalence.
To show that M j is equivariantly simple as an A-module, it is hence sufficient to show that A ij is equivariantly simple as a left A ii -module. Now as A ii is equivariantly Morita equivalent to A, it follows from Theorem 2.11 that A ii is equivariantly absolutely semisimple. Hence A ij = ⊕ r M r is a direct sum of equivariantly simple A ii -modules M r . However, since A ij provides a strict Morita context between A ii and A jj , we can identify A jj with the opposite algebra of End Aii (A ij ) by right multiplication. Let p ∈ A jj correspond to a projection on a factor M r ,
Then from
together with A ji A ij = A jj , it follows that p is a coinvariant element in A jj . As the space of coinvariant elements in A jj is one-dimensional, it follows that A ij itself must already be equivariantly simple. Similarly, the M j are mutually non-isomorphic if we can show that the A ij , for j varying, are mutually non-isomorphic. However, by the same argument as above, any isomorphism of equivariant left A ii -modules between A ij and A ik must be implemented by right multiplication with a coinvariant element in A jk , which can only exist if j = k.
To show that {A ij } is a maximal collection of equivariantly simple left A ii -modules, it suffices to show that { M j } is a maximal collection of equivariantly simple A-modules, or equivalently, of simple A#Ĥ-modules. Now by [VDZ99b, Theorem 4 .4], we can turn the vector space A into a strict Morita context between A#Ĥ and k I , with A#Ĥ acting in the natural way. Hence each simple A#Ĥ-module appears as a direct summand of A by Corollary 1.16. By the above however, we have already shown that A ∼ = ⊕ j M j is the direct sum decomposition of A into equivariant simples.
The statements concerning the equivariant right modules follow by symmetry.
We are now ready to state our second main theorem.
Theorem 3.15. Let (H, ∆) be a Hopf algebra with invariant functionals. Then the assignment
sets up a one-to-one correspondence between
• isomorphism classes of comodule algebras (A, α) which are connected I-Galois for some set I, and • equivariant Morita equivalence classes of homogeneous H-equivariantly absolutely semisimple comodule algebras (C, γ).
Proof. First of all, if (A, α) is a connected I-Galois object, we have already shown in the course of Lemma 3.14 that A ii is indeed homogeneous and H-equivariantly absolutely semisimple. By Corollary 3.11, the A ii do not depend on i up to equivariant Morita equivalence. This shows that the correspondence in the theorem is well-defined. We are left to show that the correspondence is bijective. Let (C, γ) be a homogeneous, H-equivariantly absolutely semisimple comodule algebra. By Theorem 3.4, (C, γ) is equivariantly Morita equivalent to an I-Galois object (A, α) for some set I. Let A = ⊕ Ix∈I/∼ A x be the direct sum decomposition of A into connected I x -Galois objects A x . Choosing in each I x a fixed element i x ∈ I x , the reasoning in the first paragraph gives that (A, α), and hence (C, γ), is equivariantly Morita equivalent to ⊕ x A ix,ix . However, this implies that C ∼ = ⊕ x C x as a direct sum of comodule algebras. As C γ = k1, only one component can appear. It follows that I/ ∼ is a singleton, and hence (A, α) is connected. This proves surjectivity of the correspondence.
To see that the correspondence is injective, let A be a connected I-Galois object, and fix i ∈ I. Write (C, γ) = (A ii , α |Aii ). Write (M j , β j ) = (A ji , α |Aji ). Then by Lemma 3.14 the {M j } j∈I form a maximal collection of mutually non-isomorphic simple H-equivariant right C-modules. Moreover, putting
we have a natural vector space isomorphism
by left multiplication, as the A kj are strict Morita contexts. This sets up an isomorphism A ∼ = ⊕ kj B kj of algebras. The ensuing comodule structures β kj on the B kj are moreover uniquely determined by the condition
It follows that up to isomorphism, (A, α) can be constructed from the homogeneous comodule algebra (C, γ), proving injectivity of our correspondence.
To end, let us present a criterion for absolute equivariant semisimplicity. Note first that if (A, α) is a comodule algebra for (H, ∆), and (V, δ) a comodule for (H, ∆), then we can form the equivariant comodule algebra A ⊗ V upon which A acts by multiplication in the first tensorand, and (H, ∆) coacts by the tensor product comodule structure.
Lemma 3.16. Let (H, ∆) be a Hopf algebra, and let (A, α) be a unital algebra. Then a coaction (A, α) is absolutely equivariantly semisimple if and only if the H-equivariant A-modules A ⊗ V are equivariantly absolutely semisimple for all finite-dimensional comodules (V, δ).
The unitality of (A, α) can be relaxed, but we will not need this generalization for our application.
Proof. As in the non-equivariant case, it is not hard to see that an H-equivariant module is equivariantly absolutely semisimple if and only if it is a (not necessarily direct) sum of equivariantly absolutely simple modules. As any (H, ∆)-comodule is a sum of finite-dimensional comodules, it is hence sufficient to show equivariant absolute semisimplicity of any H-equivariant A-module W which is generated, as an A-module, by a finite-dimensional H-comodule V ⊆ W . However, in this case we obtain W as a quotient of A ⊗ V by
Since equivariant absolute semisimplicity of equivariant modules passes to quotients, this proves the lemma.
Assume now that (H, ∆) is a Hopf * -algebra (over the ground field k = C) with a positive invariant integral [VD94] , so ϕ(h * h) ≥ 0, ∀h ∈ H. Assume that A is a unital * -algebra with a homogeneous ( * -preserving) coaction α. Then by homogeneity there exists a unique functional ϕ A on A such that
Let us say that ϕ A is positive if ϕ A (a * a) ≥ 0 for all a ∈ A.
Proposition 3.17. Let (H, ∆) be a Hopf * -algebra (over C) with a positive invariant integral ϕ. Let (A, α) be a homogeneous coaction on a unital * -algebra A such that ϕ A is positive. Then (A, α) is absolutely equivariantly semisimple.
Proof. Let us give a brief sketch of the proof, see also [DC17, Section 6]. As C is algebraically closed, it is sufficient to show equivariant semisimplicity. By the previous lemma, it suffices to show equivariant semisimplicity of the A ⊗ V for (V, δ) a finite-dimensional comodule. Now A can be endowed with a pre-Hilbert space structure by
On the other hand, also V can be endowed with a Hilbert space structure which is preserved by δ. By [Boc95] , we know that the isotypical components of A are finite-dimensional and orthogonal [Boc95] . Hence the same holds for A ⊗ V . It follows immediately that each equivariant submodule of A ⊗ V must be complemented canonically by its orthogonal complement, proving equivariant semisimplicity of A ⊗ V .
Note that in the setting of C * -algebras, equivariant semisimplicity for homogeneous actions of compact quantum groups was shown first in [Ver02] .
I-Galois objects for Hopf algebras with invariant functionals
In this final section, we consider in some more detail the notion of I-Galois object, complementing results from [DC09] .
Fix (H, ∆) a Hopf algebra with invariant functionals ϕ, ψ = ϕ • S. We use the notation introduced in Proposition 2.3. We also fix an I-Galois object (A, α). We write p i for the minimal idempotents in A α ∼ = k I . We write sp for the splitting map
where the final expression in (4.1) is in fact a finite sum by the existence of coinvariant local units, see in particular (3.2). Note that sp sets up a linear isomorphism with the subspace
4.1. Existence of invariant functionals. Recall the map Φ introduced in Definition 3.8.
Lemma 4.1. The map Φ :
Proof. This follows immediately from the identity
Let us denote S :
and ϕ A = S • Φ : A → k. By abuse of notation, we will also write the natural extension of the maps ϕ i from (3.4) to A as ϕ i , so that
Note again that the sum in the right hand side is finite, as ϕ i (a) = 0 for all but finitely many i ∈ I. By Lemma 3.10 and Lemma 4.1, we obtain the following.
Proposition 4.2. The functional ϕ A is faithful, i.e. the pairing
is non-degenerate. Moreover, the functional ϕ A : A → k is δ-invariant:
In particular, also the A α -valued pairing
Having the δ-invariant functional ϕ A on A, it is natural to ask whether there exists also an invariant functional. It turns out that this is indeed the case, but this is not immediately obvious. If ψ : A → k is any functional, let us write
for its components. We also write
It is called left complete if ψ i− = 0 for all i, and right complete if ψ −j = 0 for all j. 
together with the fact that none of the ϕ i is zero, it follows that for each index i ∈ I there exists an element
is not the zero map, and that there exists for any index j ∈ I an element z j ∈ A such that
A direct calculation for any x ∈ A, i ∈ I shows that:
Replacing ψ i− by ψ A is right complete. Proof. We explicitly construct the map θ here. The proof of the existence and surjectivity of θ ′ is analogous. Note that the uniqueness of both maps is immediate from the faithfulness of ϕ A .
We first make the following computation. Let w ∈ A, h ∈ H, and put
where can is the right Galois map (3.1). Then we have By invariance of ψ i− , we then obtain for all x ∈ A and i ∈ I that
we hence see that
In particular, fix h ′ ∈ H with ϕ(h ′ ) = 1, and put θ = θ h ′ . Then we see that
Moreover, since
for all h ∈ H and x, w ∈ A, faithfulness of ϕ A entails that
Let us now finally show that θ is surjective in case ψ A is left complete. Consider i, j ∈ I and y ∈ A ij . As ψ j− = 0, we can find k ∈ I and z ∈ A jk with ψ A (z) = ψ j− (z) = 1. On the other hand, we can find finitely many w r ∈ A and h r ∈ H such that
By bijectivity of can and the form of the range of sp, it follows that In what follows, we will fix resp. left and right complete invariant functionals ψ A , ψ ′ A . We want to prove a uniqueness result for the ψ i− and ψ ′ −j . Consider
Lemma 4.7. Let ψ A , ψ ′ A be invariant functionals. If ψ A is left complete, there exists for each j ∈ I a constant c j ∈ k such that for all i ∈ I,
Proof. We will prove the existence of the c j . The existence of the d i follows again similarly.
By Lemma 4.5, there exists for each j ∈ I an element p
(4.8)
Fix now j ∈ I, and fix an element y ∈ A jj such that ϕ j (y) = 1. Let x ∈ A. Then there must exist finitely many elements h 1 , . . . , h n ∈ H and a 1 , . . . , a n ∈ A such that
Using that ϕ j (y) = 1, we hence find that
where in the last step we used that y ∈ A jj . It follows that
Corollary 4.8. The space of invariant functionals on A ij is at most one-dimensional.
Theorem 4.9. Let ψ A be a left complete invariant functional. Then there exists a bijection µ : I → I such that ψ ij = 0 iff j = µ(i). Moreover, if ψ is any other invariant functional on A, there exist c i ∈ k such that
Proof. Pick an arbitrary µ : I → I such that ψ i,µ(i) = 0, and put
Then one can apply Lemma 4.7 with ψ A replaced by ψ A and ψ ′ A replaced by ψ A , to conclude that ψ ij = c j ψ ij , for certain c j ∈ k. In particular, ψ ij = 0 unless j = µ(i).
Let us show that µ is bijective. If µ were not surjective, there exists k ∈ I with ψ −k = 0. Pick however i ∈ I with ψ 
It follows that necessarily i = ν(µ(i)), hence µ is injective.
The remaining uniqueness claim in the theorem is now clear.
By considering the analogue of the above theorem for right complete invariant functionals, we deduce the following corollary. We will in the following hence speak of complete invariant functionals. In the following, we will fix a complete invariant functional ψ A and associated bijective function µ : I → I such that
We will write κ = µ −1 . Note that µ depends only on (A, α), as any other complete invariant functional ψ ′ A must by Theorem 4.9 be of the form
Remark 4.11. We do not know if necessarily µ = id. Indeed, although we know of no counterexamples, we could not find an argument enforcing this condition. On the other hand if (H, ∆) has invariant integrals, the identity µ = id becomes immediate, as then ϕ i (p i ) = 1 and hence
Lemma 4.12. The functional ψ A is faithful.
Proof. Pick x ∈ A with ψ A (x−) = 0. From the construction in Lemma 4.4, we know that for any y ∈ A the map w → (ϕ A ⊗ ψ)(α(w)(y ⊗ 1)) is invariant. From the uniqueness in Theorem 4.9, it follows that then necessarily (ϕ A ⊗ ψ)(α(xw)(y ⊗ 1)) = 0, ∀w, y ∈ A.
By surjectivity of the Galois map, this implies (ϕ A ⊗ ψ)(α(x)(y ⊗ h)) = 0, ∀y ∈ A, h ∈ H.
As ϕ A and ψ are faithful, we deduce α(x) = 0, and hence x = 0. The proof that ψ A (−y) = 0 implies y = 0 is similar. Proof. The surjectivity of the maps was already proven in Lemma 4.5. For injectivity, suppose θ(y) = 0. Then for all x ∈ A 0 = ϕ A (xθ(y)) = ψ A (xy).
This implies that y = 0, by faithfulness of ψ A . The proof for θ ′ is completely analogous. The behaviour of θ, θ ′ with respect to the components is clear from their definition and faithfulness of ψ A .
Definition 4.14. For each i ∈ I, we define
We can then make sense of
We call δ A the modular element of A, and δ ′ A the associated modular element. We obtain by construction that 4.2. The modular automorphisms. We still have fixed an I-Galois object (A, α). In this section, our aim is to construct an automorphism of the algebra A, satisfying the following property for all a, b ∈ A:
ϕ A (ab) = ϕ A (bσ(a)).
In the following, let us denote
Lemma 4.17. For all h ∈ H, x ∈ A, i ∈ I the following relations holds: Proof. Take any h ∈ H, x ∈ A, i ∈ I and calculate: Proof. First, fix an arbitrary h ∈ H and set g = (S −1 σ)(h), where σ is the modular automorphism of (H, ∆). Pick p, q ∈ A, and put We want to prove now that we can find such x ′ ∈ A for any x ∈ A. It suffices to show that the elements x as constructed above span A. However, assume x ∈ A i− , and pick z ∈ A ii with ϕ i (z) = 1. Write can(z ⊗ x) = It follows that x is indeed of the required form. Faithfulness of ϕ A now guarantees that the map
is well-defined, linear and injective. A similar argument as in the previous paragraph shows that σ A is also surjective. Finally, the faithfulness of ϕ A and the defining property of σ A also guarantee immediately that σ A (xy) = σ A (x)σ A (y) for all x, y ∈ A.
Definition 4.19. We call σ A the Nakayama automorphism, or modular automorphism of ϕ A . 
