Timing is a crucial aspect of synaptic integration. For pyramidal neurons that integrate thousands of synaptic inputs spread across hundreds of microns, it is thus a challenge to maintain the timing of incoming inputs at the axo-somatic integration site. Here we show that pyramidal neurons in the rodent hippocampus use a gradient of inductance in the form of hyperpolarization-activated cation-nonselective (HCN) channels as an active mechanism to counteract location-dependent temporal differences of dendritic inputs at the soma. Using simultaneous multi-site whole-cell recordings complemented by computational modeling, we find that this intrinsic biophysical mechanism produces temporal synchrony of rhythmic inputs in the theta and gamma frequency ranges across wide regions of the dendritic tree. While gamma and theta oscillations are known to synchronize activity across space in neuronal networks, our results identify a new mechanism by which this synchrony extends to activity within single pyramidal neurons with complex dendritic arbors.
a r t I C l e S In neural systems, network oscillations synchronize neural activity within and across brain regions [1] [2] [3] . The rodent hippocampus is a well-studied system in this regard, where the high frequency gamma oscillations and the slower theta oscillations (4-10 Hz) route information and synchronize neural activity during hippocampus-dependent behaviors [4] [5] [6] [7] . These oscillations also form a basis for a temporal code in which the relative timing of neuronal firing carries valuable information 8, 9 . Interpreting the timing of these inputs, however, can be an intricate task for pyramidal neurons with extended morphologies. For example, a single CA1 neuron from the rat hippocampus is innervated by approximately 30,000 synapses spread up to 1,000 µm from the axo-somatic integration site 10, 11 . Capacitive filtering during dendritic propagation would thus result in location-dependent distortion of the timing for these inputs 12 . In this study, we ask whether CA1 pyramidal neurons have a mechanism that corrects for this temporal distortion.
Our results reveal that CA1 neurons have an intrinsic biophysical mechanism in the form of a gradient of inductance that compensates for capacitive location-dependent temporal delays. In a linear electrical system, capacitors and inductors are both energy storage elements-elements that have opposing influences on the temporal relationship between current and voltage for oscillatory inputs. Capacitive elements typically cause phase delay, in which the voltage lags the current, while inductive elements cause phase advances, in which the voltage leads the current 13 . In biological systems, the lipid bilayer imparts capacitance to the membrane. Another source of capacitance or even inductance is the gating of ion channels, depending on whether it amplifies or restores changes in the membrane potential, respectively 14 . This type of reactance is termed "phenomenological" or "anomalous" because it is unconventionally generated by the time-variant resistive properties of ion channels [14] [15] [16] . In CA1 neurons, HCN channels impart a strong phenomenological inductance to the membrane electrical properties 17, 18 . This inductance leads to amplitude resonance in the theta frequency range and phase advance of the voltage relative to the current at low frequencies [19] [20] [21] [22] [23] . Both these attributes increase with distance from the soma and are accentuated in the distal dendrites owing to the underlying increase in the local HCN channel density 17, 23, 24 . While the implications of this inductance gradient on the amplitude of incoming inputs is band-pass filtering of dendritic signals in the theta frequency range, its influence on the capacitive delay associated with propagation has remained unexplored [25] [26] [27] .
In this study, we show that the HCN gradient of inductive reactance actively compensates for distance-dependent capacitive delay of distal dendritic inputs, ensuring that, in spite of variable propagative distances, spatially dispersed synchronous inputs are coincident at the axo-somatic integration zone. Using multisite whole cell recordings and computational modeling, we show that this response synchrony at the soma is optimum for inputs in the theta frequency range. Finally, using the dynamic clamp technique to simulate synaptic events, we show that gamma and theta frequency synaptic inputs are especially well suited to take advantage of these dendritic filtering mechanisms. We find that synaptic mechanisms convert high-frequency gamma power into theta power, thereby facilitating the transfer of highfrequency information from distal sites to the soma.
RESULTS
Theta-frequency oscillatory synchrony at the soma Theoretical predictions suggest that capacitive filtering in dendrites during passive propagation of electrical signals leads to locationdependent temporal differences at the soma 12 . For oscillatory inputs, these temporal differences would be manifested as a distinct phase delay of the distal input compared to the proximal input, when measured at the soma. We explored these location-dependent temporal differences in CA1 neurons using dual whole-cell current clamp recordings between the soma and approximately 300 µm along the apical dendrite. Surprisingly, for a sinusoidal current input of 7 Hz, the voltage response at the soma for the distal dendritic input was synchronous with that of the proximal somatic input, indicating that the phase or latency of voltage response at the soma was independent of input location along the apical dendrite ( Fig. 1a,b) .
The impedance phase profile at the soma (ZPP soma ) describes the phase relationship between current input at a given location and its somatic voltage response across all measured frequencies. When the ZPP soma was compared between distal and proximal inputs, the observations were similar for all measured neurons. At lower frequencies (0-4 Hz), the response to the distal input unexpectedly appeared before that of the local input at the soma. This phase advance of the distal input disappeared around 7 Hz (7.04 ± 0.44 Hz; n = 8), where the distal and the local somatic responses were synchronous. At higher frequencies (>10 Hz), the response to the distal input showed an increasing phase lag ( Fig. 1c,e ). This oscillatory synchrony of voltage response depended on the direction of propagation. When we observed the same inputs in the dendrites, the voltage response to the local dendritic input always occurred before that of the distal somatic input at all measured frequencies ( Supplementary Fig. 1 ).
Positive impedance phase (phase advance of voltage to current) observed at lower frequencies is a hallmark of an inductive component in a linear system. As HCN channels are known to impart membrane inductance in CA1 neurons, we tested for oscillatory synchrony with the HCN blocker ZD7288 (ref. 23 ). Addition of ZD7288 abolished oscillatory synchrony at 7 Hz and led to distinct location-dependent differences across all measured frequencies ( Fig. 1a,b,d,e ). Thus, HCN channels are crucial for synchronizing the response of distal and proximal inputs at the soma in the theta frequency range.
Next, using two parallel approaches, we tested whether oscillatory inputs across the entire apical dendrite are synchronized at the same frequency. Using a computational approach, we simulated the soma and apical dendrite of a CA1 neuron using a simple 'ball-andstick' model. This model had comparable dimensions and passive membrane parameters to those experimentally measured in CA1 neurons 28 . The proximal and distal ZPP soma in this model was similar to that experimentally observed during dual whole-cell recordings with HCN channels blocked ( Supplementary Fig. 2) . In this passive model, we then introduced a HCN conductance with voltage dependence, activation/deactivation kinetics, reversal potential and spatial distribution of conductance density similar to those reported from cell-attached recordings in CA1 neurons 17 . Addition of HCN conductance with these constrained parameters generated an active model that satisfactorily reproduced proximal and distal ZPP soma observed experimentally in CA1 neurons ( Supplementary Fig. 2 ). We then used this active model to see whether oscillatory inputs across the apical dendrite are synchronized at the same frequency.
The local impedance phase profile (ZPP local ) describes the local current-voltage phase relationship across the frequency range. The ZPP local showed a uniform phase advance across the frequency range with increasing distance from the soma ( Fig. 2a ). This suggests that, for simultaneous inputs, the voltage response is earlier in the dendrites than at the soma across all frequencies 23 . This phase advance of the dendritic response was, however, neutralized at the soma. The ZPP soma for inputs across the apical dendrite showed relatively little location-dependent differences. This was especially true at a single frequency at which inputs across the apical dendrite had a synchronous somatic response ( Fig. 2b) . We term this frequency the synchronization frequency (SyncFreq) of the neuron.
Our second approach was experimental: we recorded simultaneously from the soma and from 150 µm and 300 µm along the apical dendrite. Experimental measurements of ZPP local and ZPP soma at multiple locations supported the model predictions of a local phase advance with increasing distance from the soma and the subsequent emergence of a single SyncFreq for the entire apical dendrite ( Fig. 2c,d) . Dual whole-cell recordings at the soma and varying distance along the apical dendrite showed no significant correlation between SyncFreq and distance from the soma, further confirming that SyncFreq is uniform along the apical dendrite ( Fig. 2e) . Thus, using experimental and modeling approaches, we find that the presence of HCN channels synchronizes the somatic response for oscillatory inputs across the entire apical dendrite at a single frequency. Figure 1 Theta-frequency oscillatory synchrony in CA1 neurons. (a) The somatic voltage response (normalized for amplitude) to a sinusoidal current of 7 Hz, 100 pA into the dendrite at 300 µm (red) and at the soma (black). Note both responses are measured at the soma. The responses overlap in control conditions suggesting synchrony of oscillatory response at the soma. This synchrony is disturbed by HCN blocker ZD7288. (b) Summary data for experiments described in a, with response latency defined as the difference in time between current injection at input site and voltage response at soma (in ms). Control: soma (S) 9.73 ± 1.19 and dendrite (D) 9.77 ± 1.36 (n = 8; NS, P = 0.93, paired t-test); ZD7288: soma 16.50 ± 1.23 and dendrite 21.51 ± 0.90 (n = 6; ***P = 0.00047, power (1 − β) = 0.98, paired t-test). (c) Impedance phase profile at soma (ZPP soma ) measured by 2-s, 100-pA sinusoids of varying frequency injected in the dendrite at 300 µm (red) and at the soma (black). The intersection point (arrow) suggests synchrony of response. (d) Same as c but with ZD7288. Note the absence of synchrony. (e) Summary data for experiments in c,d but described as difference in phase between the dendritic response and somatic response. Positive values indicate that dendritic input precedes the somatic input at the soma; negative values, vice versa. Dendritic recording locations: 291 ± 11 µm (control); 288 ± 8 µm (ZD7288). Error bars and error shading indicate s.e.m. npg 1 8 1 4 VOLUME 16 | NUMBER 12 | DECEMBER 2013 nature neurOSCIenCe a r t I C l e S To understand the emergence of the SyncFreq, we altered the maximum HCN conductance density in the model neuron and observed that SyncFreq increased linearly with an exponential increase in HCN conductance ( Fig. 2f) . Thus, the HCN conductance density must be maintained in a given range for SyncFreq of the neuron to be in the theta frequency range.
We then compared the influence of a pure leak conductance with that of HCN conductance on location-dependent phase differences to understand the importance of inductance to oscillatory synchrony. This comparison showed that the gradient of inductance (HCN channels) was not only more efficient than a pure leak conductance at reducing location-dependent phase differences, but it did so along with significantly less amplitude attenuation of dendritic signals (Supplementary Fig. 3 ). This highlights the twofold significance of the inductive HCN gradient in reducing both location-dependent temporal differences and amplitude attenuation associated with dendritic propagation.
Synchronization frequency is optimally propagated to soma Transfer resonance frequency (TRF) refers to the frequency at which a unit current in the dendrite has maximum voltage amplitude at the soma and, broadly, refers to a frequency band that is selectively filtered from the dendrite to the soma 26 . Comparison of SyncFreq and TRF in the models with varying density of HCN conductance showed that the SyncFreq was almost always close to the TRF (Fig. 3a) . This suggests that oscillatory signals that are synchronized across the apical dendrite are also most efficiently and selectively propagated to the soma. This was supported by our experimental data from dual recordings, in which SyncFreq and TRF showed a strong positive correlation, with the slope of the regression line statistically not different from 1 (Fig. 3b) .
To understand the basis for this relationship between TRF and SyncFreq, we altered parameters that included the spatial distribution of HCN conductance in the model neuron. Oscillatory synchrony could be achieved by a sigmoidal, a linear or even an uniform distribution of HCN conductance ( Supplementary Fig. 4 ). However, the crucial relationship between TRF and SyncFreq, which would lead to the selective propagation of signals around the SyncFreq, could only be achieved by a distribution with an increasing HCN conductance (linear or sigmoidal) ( Fig. 3c) . Thus, the spatial distribution of HCN conductance is an important factor in selective propagation of synchronized frequencies across the apical dendrite.
We also explored the role of HCN channel parameters by altering the voltage dependence and kinetics of HCN channels. Whereas changes in the voltage at half-maximal activation (V 1/2 ) had a predictable effect on SyncFreq similar to the increase in maximum HCN conductance, altering the kinetics of HCN channels had a smaller effect on oscillatory synchrony ( Supplementary Fig. 5 ). Our simulations also suggest that oscillatory synchrony is restricted to the sub-threshold voltage range and has a voltage dependence that is influenced by the conductance density of HCN channels within the neuron (Supplementary Fig. 6 ).
Another source of inductance in CA1 neurons is the M-conductance, a non-inactivating potassium conductance that is predominantly perisomatic in distribution and active at depolarized voltage ranges 22 . The presence of M-channels leads to theta-frequency resonance and phase advance of lower frequencies, analogous to that produced by HCN channels but at depolarized potentials. We thus included M-conductance in our model neuron to assess its influence (a,c) The latency of local voltage response to a current input reduces with distance from the soma across the frequency range. This is indicated by a phase advance (upward shift) of the ZPP local with distance from the soma. (b,d) Subsequently, the voltage response at the soma is independent of the location of current input in the dendrites. This is seen in the close overlay of ZPP soma for various distances along the dendrite. All ZPP soma traces have a single intersection point, the SyncFreq, where the response latency or phase at the soma is independent of input location along the dendrite. The blue lines in a,b and red lines in c,d depict a distance of 300 µm in the model and whole-cell recording, respectively. (e) SyncFreq was independent of distance from the soma when sampled by dual wholecell recordings between the soma and varying distance along the dendrite. The data suggested a slightly positive trend that was statistically not significant (n = 12; r = 0.563 ± 0.26; P = 0.056, power (1 − β) = 0.47, linear correlation test (Pearson)). (f) Exponential increase in maximum HCN conductance leads to a linear increase in the SyncFreq within the neuron. npg a r t I C l e S on oscillatory synchrony. Inclusion of M-conductance at conductance densities that imparted realistic resonance values at depolarized voltages had negligible influence on oscillatory synchrony, which was restricted to sub-threshold voltages ( Fig. 3d,e ). Furthermore, simulations with a fivefold greater M-conductance (while keeping the HCN conductance constant) still failed to influence oscillatory synchrony ( Fig. 3f,g) . We thus conclude that M-conductance has a negligible effect, if any, on oscillatory synchrony. Apart from a slight increase in transfer impedance for proximal oblique locations, the morphologically realistic model suggests that inputs from the oblique branches undergo temporal processing similar to that observed for the inputs from the apical trunk. npg a r t I C l e S Oscillatory synchrony in the oblique dendrites Our experimental and modeling results describe the synchronization of inputs that are primarily on the apical dendrite of the CA1 neuron. Most synaptic inputs in these neurons are, however, on the oblique branches extending from the primary dendrite 10 . Because it is technically challenging to experimentally observe whether oscillatory synchrony extends to these inputs on oblique dendrites, we used a realistic morphological model of a CA1 neuron to address this question.
It should be noted that as the ion-channel densities in these oblique branches remain unexplored, we made the assumption that the HCN conductance density in these obliques as a function of distance from the soma is similar to that in the apical dendrite. Our simulations suggested that, in spite of their complex morphology, oscillatory synchrony extends to the synaptic inputs on oblique dendrites ( Fig. 4a-d) . Moreover, we also observed the logarithmic relationship between SyncFreq and HCN conductance density, and the correlation between SyncFreq and TRF that was predicted by the simple ball-and-stick model (Fig. 4e,f) . Predictably, the transfer impedance from the proximal oblique inputs was slightly higher than those from the apical inputs, as would be expected with the smaller dendritic diameter (Fig. 4g) . These results suggest that oscillatory synchrony and its ancillary filtering principles most likely extend to most of the synaptic inputs in CA1 neurons.
Location independence of synaptic waveforms
Our observations suggest that the gradient distribution of HCN channels in CA1 neurons ensures the selective transfer of synchronous frequencies with a high gain from dendrite to the soma. A corollary to this principle is that synaptic inputs measured at the soma would be dominated by frequency components that are synchronous irrespective of the synaptic firing pattern. This would result in a similar voltage waveform at the soma for a given synaptic firing pattern irrespective of the synapse location along the dendritic arbor.
We tested this hypothesis by simulating different patterns of synaptic inputs 300 µm along the apical dendrite and at the soma using the dynamic-clamp method to simulate realistic synaptic currents (Online Methods) and simultaneously recording the voltage waveform at the soma during dual whole-cell recordings. When we compared the voltage waveforms for a single synaptic event or a burst of five events at 60 Hz, the waveform at the soma was identical irrespective of the input location ( Fig. 5a,b) . Addition of ZD7288 (20 µM) to block HCN channels led to location-dependent differences in the somatic voltage waveform for the single event, with an increase in the latency of peak and half-width for distal inputs (Fig. 5c,d) . Temporal summation, which compares the amplitude of the last excitatory postsynaptic potential (EPSP) to that of the first EPSP in a burst of Although the frequency components in the synaptic current input are different for a single synaptic event or a burst, the voltage waveform at the soma in both the cases is exclusively composed of low-frequency components, especially the ones that are synchronous at the soma. npg a r t I C l e S synaptic inputs, also increased, showing distinct location-dependent differences in the burst waveform at the soma (Fig. 5e) . This location independence of the waveform at the soma for a single synaptic event or a burst input has been observed empirically as a HCN channel-dependent phenomenon in the pyramidal neurons of the hippocampus and the cortex [29] [30] [31] . However, understanding this phenomenon in the light of underlying frequency components uncovers the role of oscillatory synchrony during integration of synaptic inputs at the soma.
When we analyzed the frequency components that make up the synaptic input current for a single event or a burst of five events at 60 Hz (Fig. 6a,b) , both patterns of synaptic input differed considerably in their frequency content. While the single event had a stronger high-frequency component (40-100 Hz), the synaptic burst had a distinct 60 Hz component, as expected, along with a strong lowfrequency component (0-10 Hz), presumably due to the envelope of depolarizing current (Fig. 6c,d) . However, when the voltage waveform of these inputs was analyzed at the soma, there was an obvious similarity in their frequency content. Irrespective of the nature of their input frequencies, the voltage waveform at the soma was composed exclusively of low-frequency components, especially the ones at which oscillatory synchrony is predominant ( Fig. 1c and Fig. 6e,f) . This was not necessarily a surprising result, considering HCN inductance has been associated with band-pass filtering of theta-frequency (4-12 Hz) signals 26, 27 . However, taken together with our findings of oscillatory synchrony in the same frequency range due to the characteristic distribution of HCN channels, we describe an important biophysical mechanism in CA1 neurons that counteracts location-dependent temporal differences of synaptic inputs associated with capacitive filtering. Application of ZD7288 abolished this frequency selectivity and disrupted oscillatory synchrony, leading to location-dependent differences in voltage waveform at the soma and further supporting this hypothesis. (Supplementary Fig. 7) .
Gamma-frequency inputs maximize oscillatory synchrony
As the voltage waveform at the soma appears to consist exclusively of theta frequency components (Fig. 6e,f) 26 , it could be argued that temporal patterns of synaptic events that generate a strong thetafrequency component in the input current are more efficient at exploiting the biophysical filtering properties of the apical dendrite. For example, when the input current generated by a single synaptic event was compared to that generated by a burst of five events at 60 Hz, the burst current input had a significantly stronger (>10-fold) theta-frequency component, suggesting that it is more efficient for propagation to the soma than a single synaptic event (Fig. 6c,d) .
This was confirmed when the voltage responses at the soma were analyzed for both these inputs (Fig. 6e,f) .
To identify the temporal patterns of synaptic inputs that maximize oscillatory synchrony, we started with the burst input and altered the frequency of the synaptic events within the burst (Fig. 7a) . We then analyzed the slow-frequency components in the dendritic current input that constitute most of the voltage output at the soma (Fig. 7b,c) . Our results show that burst frequencies in the gamma frequency range (40-140 Hz) generate a slow input current component that peaks in the theta frequency range (4-10 Hz) ( Fig. 7d) . Further experiments suggest that this relationship, though dependent on burst size, holds true for synaptic bursts consisting of three to nine impulses (Fig. 7e) . Assuming gamma bursts occur on either the peak or valley of a 7-Hz theta cycle 32 , this range of impulses per synaptic burst would be relevant for the entire range of gamma frequencies between 40 and 120 Hz.
The gamma-theta correlation of input current suggests that gamma-frequency synaptic bursts would maximize oscillatory synchrony and signal transfer to the soma. We directly confirmed this proposed efficiency of signal transfer by measuring the transfer impedance at the peak input current frequency using the simultaneously recorded voltage output at the soma (Fig. 7f) . Our results confirmed that gamma frequency burst inputs maximize the gain of signal transfer to the soma. In the hippocampus, gamma oscillations synchronize distributed cell assemblies between the CA1 region a r t I C l e S and its input areas, the CA3 or the entorhinal cortex 4, 5 . Our results suggesting that gamma frequency synaptic inputs maximize oscillatory synchrony and signal transfer within the neuron thus illustrate how signal integration within CA1 neurons is tuned to the oscillatory nature of the hippocampal network. This gamma-theta correlation of synaptic currents observed in single CA1 neurons is distinct from the phenomenon of cross-frequency phase coupling observed at the network level 5, 33 .
Oscillatory synchrony during rhythmic synaptic bursts
During the active state of the hippocampal network, gamma oscillations are modulated by the overarching theta oscillations 5 . From the cellular perspective, synaptic integration during these network oscillations involves rhythmic excitation and inhibition contributed by a multitude of synapses 34 . So is oscillatory synchrony relevant when multiple synaptic conductances, excitatory and inhibitory, influence membrane potential in a rhythmic manner? To answer this question, we used the dynamic clamp system to simulate dendritic excitation and somatic inhibition from many synapses simultaneously. Although it is not possible to simulate the spatio-temporal nature of conductances in in vitro slice physiology, the aim of this experiment was to identify the frequency components generated during rhythmic synaptic burst firing and assess their relevance to oscillatory synchrony. To this effect, each synapse provided stochastic burst inputs in the gamma frequency range (~90 Hz), which was modulated at a theta frequency (7 Hz) to provide rhythmic excitation and inhibition (Fig. 8a) .
We used this experimental paradigm (i) to test whether oscillatory synchrony can be achieved by rhythmic synaptic inputs and (ii) to assess the influence of inhibition in the process. Although the inhibitory synapses had a higher synaptic conductance and slower time constant than the excitatory synapses (Online Methods), they generated negligible currents confirming the role of inhibition as primarily a shunting mechanism (Fig. 8a) . The input currents generated were predominantly from dendritic excitation and were dominated by the rhythmic nature of synaptic bursts. This was apparent in the strong theta frequency component observed in the input currents (Fig. 8b) . In keeping with the selective filtering properties of the apical dendrite observed with oscillations or burst inputs, the voltage outcome at the soma was composed exclusively of the same theta-frequency component. The voltage waveform thus approached a pure sinusoid similar to that observed during intracellular recordings of CA1 neurons during active behavior (Fig. 8a,c) 34, 35 . As oscillatory synchrony is optimum in this theta-frequency range, we predicted that the somatic voltage response to rhythmic excitation would be similar irrespective of whether the excitation was in the dendrites or at the soma. Our experimental observations supported this outcome when we compared the somatic voltage waveforms for rhythmic excitation in the dendrites or at the soma, keeping all other conditions the same (Fig. 8d) . This underscores the functional relevance of oscillatory synchrony to synaptic integration in CA1 neurons during rhythmic synaptic burst firing.
DISCUSSION
In this study we show that the distribution of HCN channels in CA1 neurons provides a gradient of inductance that compensates for the location-dependent capacitive delay of dendritic inputs at the axo-somatic integration site. Using an experimental approach complemented by theoretical simulations, we show that the gradient of increasing inductance is an efficient strategy not only for synchronization of inputs but also for the selective and efficient transfer of particular frequency components to the soma. An outcome of these filtering properties is that the voltage waveform at the soma is less sensitive to the input location of the synapse in the dendrites of CA1 neurons. Using the dynamic clamp method to mimic temporal patterns of synaptic input, we show that these filtering properties are best harnessed by gamma frequency synaptic bursts or rhythmic burst inputs in the theta frequency range, both of which are observed during the active state of the hippocampal network.
In CA1 neurons, the conductance density of synaptic AMPA receptors increases with distance from the soma. The higher amplitude synaptic response in the dendrites compensates for voltage attenuation resulting in uniform voltage amplitude at the soma for synaptic inputs across the apical dendrite 36 . Our results here describe a complementary biophysical mechanism that counteracts location-dependent temporal differences at the soma. Taken together, these observations suggest that CA1 neurons use subcellular gradients of active conductances to ensure that each synaptic input carries equal weight, in amplitude and timing, during subthreshold integration at the soma. The experimental evidence for this 'democracy of synapses' is, however, limited to the Schaffer collateral pathway in CA1 neurons.
The normalization of voltage waveform at the soma for synaptic inputs at varying dendritic locations has been empirically observed Figure 8 Oscillatory synchrony in CA1 neurons during the active theta state of the hippocampal network. (a) Top, the experimental design: rhythmic synaptic excitation in the dendrite from four excitatory synapses (red) and alternative inhibition from two somatic synapses (black) at 7 Hz to mimic alternate dendritic excitation and somatic inhibition in CA1 neurons. Middle, the synaptic currents generated. Bottom, the voltage outcome at the soma. (b) The frequency component in the synaptic currents measured at the two electrodes in a. (c) The frequency components of the voltage output at the soma. (d) The voltage waveform in a compared to that in an alternative design in which excitation was injected at the soma as well, keeping everything else the same. The voltage waveform at the soma is synchronized irrespective of the excitation input location. npg a r t I C l e S as a HCN channel-dependent phenomenon in CA1 neurons of the hippocampus, L5 pyramidal neurons of the somatosensory cortex and Purkinje cells in the cerebellum [29] [30] [31] . To our knowledge, however, this study is the first to provide a mechanistic understanding of this phenomenon in explicit signal-processing terms. The insight provided by this approach helps us appreciate subtle nuances that optimize this process, such as the contribution of the spatial distribution of HCN channels, which was suggested to be inconsequential by previous studies 31 .
The signal-processing approach also highlights that gamma frequency synaptic inputs in the dendrites of CA1 neurons undergo filtering during sub-threshold transmission to the soma such that it is not the high-frequency components but the slower, theta component of high-frequency bursts that actually transmits information from the dendrite to the soma. While this finding supports the efficiency of gamma-frequency inputs in distal signaling, it presents a conundrum for the notion that high-frequency inputs from the CA3 region or the direct entorhinal input can entrain high-frequency CA1 output 4 . Although in vitro studies of gamma oscillations suggest that the timing of synaptic excitation and inhibition influences the timing of action potential generation in hippocampal pyramidal neurons 37 , our results suggest it is unlikely that distal high frequency inputs can entrain the axo-somatic output at high frequencies.
Our results, however, do not exclude the plausibility of dendritic nonlinearities, such as dendritic spikes or calcium plateau potentials in the stratum lacunosum moleculare, being involved during direct entrainment of high-frequency dendritic inputs 38, 39 .
We should also stress the distinction between the gamma-theta correlation of synaptic currents observed within a single CA1 neuron and the phenomenon of gamma-theta cross-frequency coupling observed at the network level 5 . Our results are limited to the transformation of presynaptic input patterns into the spectral content of the postsynaptic currents. We do not claim that this observed correlation is the basis for, or contributes to, the cross-frequency coupling between gamma and theta oscillations that is important in the coordination of activity in neural networks 33 .
One observation from this study is that every CA1 neuron has a set latency of somatic response for sub-threshold integration across its dendritic arbor. Because this latency depends on HCN conductance, it can be argued that synaptic plasticity, which is accompanied by bidirectional changes in HCN conductance, could potentially alter the response latency or phase of CA1 neuronal output 23, 24, 40, 41 . In fact, a similar outcome where Hebbian plasticity is used as a mechanism to alter the timing of neuronal output has been described in the insect olfactory system 42 . In the hippocampus, where the timing or phase of the neuronal output carries valuable information regarding the output of the network, oscillatory synchrony and its plasticity provide a new biophysical mechanism for network computation 8,9 . In a wide variety of biological networks, information is represented by transiently active neuronal ensembles or cell assemblies 6, [43] [44] [45] . In the rodent hippocampus, such cell assemblies have been experimentally identified and are considered to be essential for information processing during spatial navigation or during memory encoding and recall 6, 46, 47 . Because synchronous activity is the only hallmark by which a downstream neuron may identify an upstream cell assembly, our study identifies a key adaptation in pyramidal neurons for detecting meaningful signals from upstream neural layers. In conclusion, it is perhaps a paradox that, while gamma and theta oscillations are considered network mechanisms for synchronizing neuronal output, they are equally important for synchronizing neuronal inputs during synaptic integration within a single neuron [1] [2] [3] .
METHODS
Methods and any associated references are available in the online version of the paper.
Note: Any Supplementary Information and Source Data files are available in the online version of the paper.
ONLINE METHODS
Surgery and slice preparation. All procedures performed were approved by the University of Texas at Austin Institutional Animal Care and Use Committee. Male Sprague Dawley rats (12-16 weeks) were anesthetized with an i.p. injection of ketamine (135 mg/kg) and xylazine (15 mg/kg) and transcardially perfused with an ice-cold solution of (in mM) 210 sucrose, 2.5 KCl, 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 0.5 CaCl 2 , 7 MgCl 2 , 7 dextrose. Hippocampal slices (350 µm thick) were made after an approximate 15° blocking cut to the sagittal plane for each hemisphere using a Vibratome 3000 (The Vibratome Co.). The slices were incubated for 15 min at 37 °C and at room temperature (~22 °C) thereafter, in ACSF aerated with 95%O 2 /5%CO 2 and containing (in mM) 125 NaCl, 2.5 KCl, 1.25 NaH 2 PO 4 , 25 NaHCO 3 , 2 CaCl 2 , 2 MgCl 2 , 12.5 dextrose, 1.3 ascorbic acid and 3 sodium pyruvate. electrophysiology. After recovery of slices for at least 1 h and up to 7 h after slicing, they were submerged in a chamber running ACSF (similar to the incubating ACSF but containing instead 3 mM KCl, 1 mM MgCl 2 and no ascorbic acid or sodium pyruvate) at ~2 ml/min. Temperature at the center of the chamber was maintained at ~34 °C using an in-line heater (SF-28; Warner Instruments). Neurons were visualized using differential interference contrast (DIC) microscopy with infrared illumination on an upright microscope (Nikon Eclipse E600FN) fitted with a 60× water-immersion objective (Nikon Fluor). Whole-cell patch-clamp recordings were made in the current-clamp mode using a Dagan IX2-700 dual channel amplifier and/or Dagan BVC-700A single channel amplifier. Data were acquired using custom-written software in Igor Pro environment (Wavemetrics Inc.) and digitized at 10 kHz by ITC-18 data acquisition interface (Instrutech Corp.) after low-pass analog filtering at 3 kHz (Frequency Devices 901 lowpass filters). For both somatic and dendritic recordings, data were discarded if series resistance exceeded 30 MΩ. Patch pipettes (4−8 MΩ) were pulled from borosilicate glass (PG52165-4, World Precision Instruments, Inc) using a Flaming-Brown micropipette puller (model P-97, Sutter Instruments) and filled with internal solution containing (in mM) 120 potassium gluconate, 20 KCl, 4 NaCl, 11 HEPES, 7 dipotassium phosphocreatine, 4 Mg-ATP and 0.3 Na-GTP (pH 7.35 with KOH). Neurobiotin (0.1%) was included for subsequent histological processing. Voltages have not been corrected for the liquid junction potential of ~8 mV. The resting potential of the neurons at the soma was typically around −65 mV (dendritic potential was ± 2 mV from the soma). All reported results (except the triple recording, which was performed at resting potential) were performed at −70 mV to minimize the holding current injection needed to counteract the hyperpolarization of the cell after application of ZD7288. Holding current injection, when needed, was applied first from the somatic electrode and only if the difference between the two recording sites was <2 mV; adjustments were made with dendritic holding current. This ensured that the dendrite was isopotential at least within 2 mV between the two recording sites. Experiments involving application of ZD7288 were performed with synaptic blockers (20 µM DNQX, 50 µM APV and 2 µM gabazine) to prevent the potential change in synaptic conductance from affecting postsynaptic measurements 48 . ACSF reagents were obtained from Sigma-Aldrich and Thermo Fisher Scientific, while pharmacological ligands were obtained from Tocris Bioscience and Ascent Scientific (now Abcam Biochemicals). computer simulations. Simulations were carried out using the NEURON environment (http://www.neuron.yale.edu/) 49 . The ball-and-stick model represented the soma and the apical dendrite of a CA1 neuron. The soma was represented by a cylinder of length 30 µm and diameter 15 µm, and the apical dendrite had a length of 500 µm and a diameter of 2 µm with 100 compartments. Passive membrane parameters were uniform across the model with values similar to experimentally measured parameters from CA1 neurons 28 . Specific membrane resistance (R m ) was set to 25 KΩ/cm 2 , specific membrane capacitance (C m ) to 1 µF/cm 2 and specific axial resistance (R a ) to 300 Ω/cm. The nonspecific resting conductance had a reversal potential of −70 mV. Keeping with the minimalist approach, no compensation for spine area was made to R m and C m . The diameter of the apical dendrite (2 µm) and R a (300 Ω/cm) were adjusted to match the experimental data from dual whole-cell recordings with HCN channels blocked. The surface area of the model was ~4,500 µm 2 , which was tenfold lower than that of CA1 neurons 28 , and consequently the impedance amplitude measurements were considerably higher than those expected from a morphologically realistic model or experimental observations ( Figs. 3 and 4) . Integration time step was set at 25 µs and temperature to 34 °C.
The HCN conductance introduced in the model generated the current I h , as follows:
where g h is the maximum HCN conductance, V m is the membrane voltage and E h is the reversal potential for the HCN conductance. The voltage dependence and kinetics of the HCN conductance are described by the variable s(V m ,t), which is described by the following parameters 50 :
0 033 75 0 011 1 0 083 75 V 1/2 was −82 mV and E h was −30 mV for the default model. The spatial distribution was arrived empirically by fitting the data from cellattached recordings 17 and was described by the following sigmoidal function:
Default values for d 1/2 and z were 175 µm and 60 respectively.
Simulations with M-conductance were carried out using the model for M-conductance as described in Shah et al. (2008) 51 (as listed on ModelDB at http://senselab.med.yale.edu/). M-conductance was introduced only at the soma in the ball-and-stick model and the conductance density titrated to produce somatic resonance as described in experimental recordings of M-resonance in rats 24 . The M-conductance was then increased fivefold to subsequently rule out its influence on oscillatory synchrony.
Whole-cell reconstructed neuron morphology, as published in Routh et al. (2009) 52 , was kindly provided by R. Chitwood for the morphologically realistic model. R m (20 KΩ/cm 2 ) was divided by and C m (1 µF/cm 2 ) was multiplied by a spinescale factor 52 to account for the missing spine surface area during neuronal reconstruction. Reported results included a decreasing gradient of R m , as described in Golding et al. (2005) 28 , with parameters for the gradient being base = 100,000 KΩ/cm 2 ; max = 20,000 KΩ/cm 2 ; halfpoint = 75 µm; slope = 15. Simulations without the decreasing R m gradient provided similar results and conclusions to those reported in this paper. Specific axial resistance (R a ) was set to 100 Ω/cm. The gradient distribution of HCN conductance, even in the obliques, was a function of distance from the soma similar to that in the ball-and-stick model, as described above. dynamic clamp. Our primarily goal in using a dynamic clamp or conductance clamp method to simulate synaptic currents was to avoid current injection errors associated with high-frequency synaptic stimulation patterns ( Supplementary  Fig. 8) . The use of dynamic clamp also ensured that the decay kinetics for synaptic conductances were similar to the experimentally measured values for excitatory and inhibitory synapses in CA1 neurons. The dynamic clamp system was implemented using the StdpC software 53 on a standard PC (Intel Core 2 Duo E8400; 3 GHz with 2 GB RAM and Windows 7 (64 bit)). A National Instruments data acquisition card (PCIe-6251) along with a connector block (BNC-2110) was used to interface the dynamic clamp system with the amplifier inputs/outputs. The StdpC system has a variable 'soft' real-time dynamic clamp cycle, unlike real-time Linux-based systems, which guarantees constant update-cycle intervals. When tested with the above PC configuration, the StdpC system could reliably achieve update cycle speeds of 10 kHz for six simultaneous synaptic inputs without any current injection errors. All our experiments were performed at this update speed, which was considerably higher than what would be needed to simulate the relatively slower synaptic conductances.
npg
The synaptic current, I syn , was generated as follows:
where g syn is the maximum synaptic conductance, V m is the membrane voltage at time t and E syn is the synaptic reversal potential. The kinetics of the gating variable s were described as follows: A synaptic event was signaled by a TTL pulse from the current clamp acquisition system. The use of the TTL pulse ensured that, transiently, V pre  V thresh for the given values of V thresh and V slope (50 mV and 25 mV, respectively). This resulted in the synaptic event generating a near-instantaneous rise in the synaptic conductance to its maximum value, followed by a single exponential decay described by τ syn . The excitatory synapse model had a τ syn of 3 ms. This was modeled after the EPSC τ decay measured in CA1 neurons (2.5−3.5 ms) 36 . The E syn was set at 0 mV for the excitatory synapse and the conductance was adjusted to give an EPSP of amplitude of ~2 mV at the soma per synapse. Arguably, this conductance was five times what would be expected for a single synapse. This amplification was done to subdue the influence of spontaneous membrane fluctuations on the subsequent analysis. The inhibitory synapse model had a τ syn of 8 ms. This was modeled after IPSG τ decay measured in CA1 neurons (8 ms) 54 . The E syn was set at −80 mV for the inhibitory synapse and the conductance at 3 nS per synapse. This was three times that estimated for basket cell inputs onto CA1 neurons. data analysis. Electrical impedance. Impedance (Z) was measured as the ratio of the Fourier transform of the voltage response to that of the current input. Impedance phase (in radians) was derived from this ratio as where Re(Z(f )) and Im(Z(f )) are the real and imaginary parts of the complex Z at frequency f. For physiological experiments, impedance phase profile (ZPP) across a frequency range was calculated by using 2-s pure sinusoidal current injections at a given frequency (100 pA; frequency range 1−15 Hz; increment 1 Hz) as well as a chirp stimulus (100 pA; frequency range 1−15 Hz in 15 s). As no stimulusdependent differences were observed for the two protocols ( Supplementary  Fig. 9 ), only the chirp stimulus was used for subsequent analysis. where EPSP 1 and EPSP 5 depict the amplitude of the first and fifth EPSP in the train. Frequency analysis. Current and voltage waveforms were analyzed using the continuous wavelet transform (CWT). The CWT provides a time-frequency analysis for nonstationary signals (signals whose spectral content changes with time) with a high spectral resolution for low-frequency components (albeit with low temporal resolution) and vice versa. CWT was implemented in the Igor Pro (Wavemetrics Inc.) environment following guidelines from Terrence and Compo (1998) 55 using a complex Morlet wavelet described as The transform coefficients for power thus obtained were corrected for their energy bias so that spectral peaks could be compared across scales (frequencies) 56 . Although time-frequency analysis was performed for all described signals, only the average of the frequency spectrum across the time series, described as "global average" 55 , was reported in the main figures so that analysis from multiple cells could be shown simultaneously. For all cases described, the global average was a satisfactory representation of the spectral components across the time series (see Supplementary Fig. 10 ).
Statistical analysis.
All error bars report s.e.m. For the use of parametric tests, Jarque-Bera test was used to confirm normal distribution (for n > 7), followed by Bartlett's test to confirm equal variance. The exception to this rule was data from Figure 5 , where normal distribution was assumed on the basis of previous findings 29 . α = 0.05 for all statistical testing, including statistical power calculations.
