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成長曲線の一般化と差分方程式による解析に関する研究





In this study, we newly propose a generalized growth curve model of discrete type, which is
based on the property of the Gompertz and logistic curve models. In particular, the bi-linearization
technique is applied to the basic dierential equation, and we discretize it to the dierence equa-
tions so as to hold the property of integrable systems. These models can be used to predict
the future behavior of the time series data by estimating the constant parameters included in the
model. In the numerical examples, we analyze the actual data sets by using our model, and also
we show 95% confidence intervals of the estimated growth curve via the bootstrap method.





























































G(t) = kabt (k > 0; 0 < a < 1; 0 < b < 1); (2)
である．ここで a; b; kは定数で kは飽和値, aはG(0) = kaの
値，bは log G(1)k = log aの値である．式 (1)は厳密解を持つよ
うな差分化 [4]ができる．その差分方程式は Gn を離散関数
として
Gn+1 = Gn(Gnk )
 log b; (3)
であり，厳密解は
Gn = ka(1+ log b)
n (e 1 < b < 1); (4)
である．これは n ! 1 ,  ! 0のとき，式 (2)に一致する性
質を持つ．ここで t = nと置いている．式 (2)の両辺に対数
をとると
log G(t) = log k + bt log a; (5)
になる．式 (5)の両辺を微分すると









k L(t)(k   L(t)); (7)
で記述され，L(0) = k1+m として解くと，解は
L(t) = k
1 + m exp( rt) ; (8)
である．式 (7)は厳密解を持つような差分化 [6]ができる．そ
の差分方程式は Ln を離散関数として




1 + m(1   r)n ; (10)
である．これは n ! 1 ,  ! 0 のとき，式 (8) に一致する
性質を持つ．ここで t = n と置いている．式 (8) を微分し，
L(t)で２回割った後で両辺に対数をとると，
log dL(t)dt =L(t)








d = A   Bt; (12)







の微分方程式は，d = 0のときは指数形曲線モデル，d = 1の
ときはゴンペルツ曲線モデル，d = 2 のときはロジスティッ
ク曲線モデルになるからである．ここで，指数形曲線とは
H(t) = H0 + e
A
B





に双線形化法を用いて，式 (13)の d = 1と d , 1の場合の差
分方程式を示す．
(1) d = 1の場合
まず双線形形式を求める．新しい変数 f , g を導入し H(t)
を以下のように変換する．
log H = gf : (15)
この変換により式 (13)は
dg
dt f   g
d f
dt = e
Ae Bt f 2; (16)
となる．これが双線形の微分方程式である．式 (16) のよう
に二つの関数 f ; g の比として表すと f ; g の選び方はただ一







f (t) ! f (t)h(t); (17)
g(t) ! f (t)h(t); (18)
すると
( dgdt h + g
dh
dt ) f h   gh(
d f
dt h + f
dh
dt ) = e
Ae Bt( f h)2; (19)
となり，両辺を h2 で割ると
dg
dt f   g
d f
dt = e




[ dgdt   e
Ae Bt f ] f   g d fdt = 0; (21)
となるので，次の二つの線形微分方程式に分離される．
d f
dt = 0; (22)
dg
dt = e
Ae Bt f ; (23)
式 (13)の解は H(0) = H0 とすると，式 (22), (23)により，









f (t + )   f (t) = 0; (25)
g(t + )   g(t) = eAe Bt f (t + ): (26)
t = nと置き， f (t); g(t)をそれぞれ fn; gn と表すと，解はそ
れぞれ
fn = f0; (27)




と表される．よって厳密解 Hn(n = 0; 1; 2; :::)は，







となる．式 (29) は n ! 1 ,  ! 0 のとき，式 (24) に一致
する.
(2) d , 1の場合
まず双線形形式を求める．新しい変数 f , gとパラメータ 
を導入し H(t)を変換する．






dt f   g d fdt
f 2 = e
Ae Bt( gf )
(d 1)+1; (31)
となる．ここでパラメータ  を  =   1d 1 と選ぶと, 式 (31)
は双線形形式
dg
dt f   g
d f
dt =  (d   1)e
Ae Bt f 2; (32)
となる．この双線形形式のゲージ不変性を確かめる．ゲージ
変換
f (t) ! f (t)h(t); (33)
g(t) ! g(t)h(t); (34)
により，
( dgdt h + g
dh
dt ) f h   gh(
d f
dt h + f
dh





dt f   g
d f
dt =  (d   1)e




[ dgdt + (d   1)e
Ae Bt f ] f   g d fdt = 0; (37)
となるので，次の二つの線形微分方程式に分離される．
d f
dt = 0; (38)
dg
dt =  (d   1)e
Ae Bt f ; (39)
式 (13)の解は H(0) = H0 とすると，式 (38), (39)により，
H(t) =
 H(d 1)0






f (t + )   f (t) = 0; (41)
g(t + )   g(t) =  (d   1)eAe Bt f (t + ); (42)
t = nと置き， f (t), g(t)をそれぞれ fn, gn と表すと，解はそ
れぞれ
fn = f0; (43)













となる．式 (45) は n ! 1 ,  ! 0 のとき，式 (40) に一致
する.
以下では，d = 0; d = 2の場合にそれぞれ指数形成長曲線
モデル，ロジスティック成長曲線モデルとなることをそれぞ
れ示す．
a) d = 0の場合
式 (45)に d = 0を代入すると，厳密解 Hn は，
Hn = H0 + eA
1   e Bn
1   e B (46)
となる．式 (46) は n ! 1 ,  ! 0 のとき，式 (14) に一致
する.
b) d = 2の場合
式 (45)に d = 2を代入すると，厳密解 Hn は
Hn =
H0
1   eA 1 e Bn1 e B H0
; (47)
























ˆH j+1 + ˆH j 1 < 2 ˆH j




n組のデータ (X1; Y1); (X2; Y2);   ; (Xn;Yn)について，Xi と
Yi の間に以下の，一次の関数関係があるとする．
Yi = C + DXi; (i = 1; 2;   ; n): (49)











































Xn = n   1; (54)
C = log (1   d) + A; (55)
D =  B; (56)
である．
(2) d = 1の場合
式 (29)を前進差分することによって，式 (57)を得る．
log (log Hn   log Hn 1) = A   B(n   1): (57)
ここで，
Yn = log (log Hn   log Hn 1); (58)
Xn = n   1; (59)
C = A; (60)
D =  B; (61)
である．



















Xn = n   1; (64)
C = log (d   1) + A; (65)








Step1 はじめの未知パラメータ ˆC; ˆDを推定する．
Step2 回帰直線から !i (本研究では等分散であると仮定する)
を以下に従って求める．
!i = ˆYi   ( ˆC0 + ˆD0Xi); (i = 1; 2;   ; n): (67)
Step3 繰り返しの回数を与える K を決め，繰り返し番号を
表す pを p = 1とする (p = 1; 2; :::; K).
Step4 n個の残差 !n から等確率でかつ重複を許して，! の
値を n回取り出し，以下の式によって Ypi を求める．
Ypi = ! + ( ˆC0 + ˆD0Xi); (i = 1; 2;   ; n): (68)
これにより新しいブートストラップ標本が以下のよう
に得られる．
fYp1 ; Yp2 ; :::;Ypn g: (69)
Step5 得られた n 組のブートストラップ標本を用いて以下
の回帰式に基づいて再び回帰分析を行い，新しい回帰
パラメータである Cp; Dp の推定値をそれぞれ算出し，
ˆCp; ˆDp とする．
Ypi = Cp + DpXi; (i = 1; 2;   ; n): (70)
Step6 p = p + 1とし，p < K ならば Step4へ戻る．
Step7 終了
以上の処理を行うことによって，K 組の推定されたパラメー
タ ˆCp; ˆDp を求めることができる．
(1) Hn の 95％信頼区間の導出








Var[ ˆC] Cov[ ˆC; ˆD]





















(C ! ˆC; D ! ˆD);
となり，95%信頼区間を導出することができる [9]．
図 1 実測データ (tn; yn)の振る舞い.
表 1 成長曲線の当てはめ分析によるパラメータの推定結果
と誤差の二乗和.
ˆA ˆB 誤差の二乗和 (対数値)
d = 0 3.616 0.013 9.861
d = 1 -0.662 0.186 9.054
d = 2 -4.595 0.404 8:433


















本節で扱うデータセット [10] は (tn; yn)(n = 0; 1; 2;   ; 16)
の形式で与えられており，tn は時間 (日) で測られ，yn は tn
までに発見されたソフトウェアフォールト数の累積値を使用
する．まず，図 1に (tn; yn)の振る舞いを示す．
a) 成長曲線の当てはめ分析
式 (74) により求められたパラメータ推定の結果と誤差の




d = 2の場合は 99.21，dを推定した場合は 101.92となり，ほ
ぼ同じ適合度である結果となった．
b) Hn の 95%信頼区間の導出








DF SSE V F0 R2
Model 1 67.523 67.523 74:726 0.842
Error 14 12.65 0.903
Total 15 80.173
次に，ブートストラップ法により ˆC; ˆD を K = 1000 個す


















図 4 ˆHn の 95％信頼区間.


























[2] D. Satoh，“A Discrete Gompertz Equation and a Software
Reliability Growth Model”, IEICE Trans. & Syst., Vol. E83-










[6] M. Morishita，“The fitting of the logistic equation to the
rate of increase of population density”, Res. Popul. Ecol., V
II, pp. 52-55, 1965.
[7] M. Kimura, “A Linearized Growth Curve Model for Soft-
ware Reliability Data Analysis”, Hoang Pham (Ed.), Recent




[9] M. Kimura, A Study on Bootstrap Confidence Intervals
of Software Reliability Mesures Based on an Incomplete
Gamma Function Model, Advanced Reliability Modeling II
Reliability Testing and Improvement, pp. 419-426, 2006.
[10] 芝田寛二,「ソフトウェア製品の生産計画と工程管理」,
情報処理, Vol 21 No.10, pp. 1035-1042, 1980.
[11] 鈴木義一郎,情報基準による統計解析入門,講談社, 1995.
