Abstract. In this paper we consider a Keller-Segel-type chemotaxis model with reaction term under no-flux boundary conditions, where the kinetics term of the system is power function. Assuming some growth conditions, the existence of bounded global strong solution to the parabolic-parabolic system is given. We also give the numerical test and find out that there exists a threshold. When the power frequency greater than the threshold, both global solution and blow-up solution exist.
Introduction
Chemotaxis phenomenon is quite common phenomenon in bio-system. The first chemotaxis equation was introduced by Keller and Segel [6] to describe the aggregation of slime mold amoebae due to an attractive chemical substance.
x ∈ Ω, t > 0, ∂w ∂t = D 2 w − kw + hu, x ∈ Ω, t > 0, ∂u ∂n = ∂w ∂n = 0, x ∈ ∂Ω, t > 0, u(x, 0) = u 0 (x), w(x, 0) = w 0 (x), x ∈ Ω, where D 1 and D 2 are the diffusion coefficients of the cells u and attractant w, respectively. The function hu − kw is the kinetics term of w. The classical chemotaxis model has been extensively studied in the last few years (see [2] , [3] , [8] , [9] ), Y.Tao et al [9] consider the global weak solution for a chemotaxis model in three-dimensional space. The ideas in the paper [9] is an effective method to deal with the chemotaxis model. In this paper the following chemotaxis model is discussed:
∇w) + f (u, w), x ∈ Ω, t > 0, ∂w ∂t = w + g(u) − w, x ∈ Ω, t > 0, ∂u ∂n = ∂w ∂n = 0, x ∈ ∂Ω, u(x, 0) = u 0 (x), w(x, 0) = w 0 (x),
x ∈Ω,
where u represents the density or population of a biological species, which could be a cell, a germ, or an insect, while w represents an attractive resource of the species. g(u) is the production function of w, it is always assumed in this paper that g(u) = u γ0 , 1 ≤ γ 0 . ε is positive constant, Ω is a subset of R n . f (u, w) is the reproduction function of the species, which is smooth and satisfying the conditions:
• (i) f (0, w) = 0;
• (ii) There exists M > 0 such that f (u, w) ≤ 0 as u > M .
It is well known that, by the argument of the local existence of the solution in [2] , there exists a unique solution (u, w) of (1.1) defined on the maximal interval of its existence [0, T max ), which is smooth and nonnegative for (x, t) ∈ Ω × (0, T max ).
Our main results in this paper are the following:
• For any bounded positive functions 0 ≤ u 0 ∈ C 0 (Ω), 0
n ], then all solutions of (1.1) are global in time and uniformly bounded. Moreover, there exists ν > 0 such that
for any δ ∈ (0, 1);
• When γ 0 slightly larger than n+1 n , the global solutions also exist in our numerical tests. So, the upper bound n+1 n of γ 0 may be not the smallest one;
• When γ 0 is further larger than the bound n+1 n , both global solution and blow-up solution exist, which happen depend only on the initial data. It is reasonable to conjecture that there is a threshold π * . There exists a finite time blow-up solution to system (1.1) with the initial value larger than π * . The global solution can also exist if the smaller initial (less than π * ) conditions is proposed.
The latter two conclusions are derived by the numerical results. They are our key problems in theoretical research in the future.
Preliminary
For readers' convenience, some well-known inequalities and embedding results that will be used in the sequel are presented in this section.
where a = n/r − n/p 1 − n/q + n/r ∈ (0, 1).
for all t > 0, where β > 0, µ > 0 and c is a positive constant depending only on p, q, Ω. (e t f )(x) = Ω G(x − y, t)f (y)dy and G(x, t) is the Green function of the heat equation ∂u ∂t − u = 0, x ∈ Ω with the homogeneous Neumann boundary condition.
Lemma 3. (see [7] ) Let
Lemma 5. Let r and s be nonnegative real numbers satisfying r + s < 2. Then for any ε > 0 there exists a constant c ε > 0 such that
3 Global existence and some priori estimates
In this section, the global-in-time existence of a solution to system (1.1) is proved. The following priori estimates will play a crucial role in the proof of our result.
is the solution of (1.1), then there exists a positive constant c 0 such that
Proof. Integrating the fist equation of (1.1) on Ω, and by the boundary conditions, we obtain
From the condition (ii) in the Section 1, it is easy to know that
and one pair non-negative function satisfying
such that (u, w) solves (1.1) in the classical sense. Moreover,
where υ > 0.
Proof. The local existence of the system (1.1) has been proved by N.Bellomo et al in [1] and the local solution (u, w) satisfy
Now, the uniformly bounded estimate will be given. Multiplying the first equation of (1.1) by u and integrate the product in Ω. Then
Taking the inner product of the second equation to (1.1) with w in L 2 (Ω), we find that
From Lemma 1 and 1 ≤ γ 0 ≤ n+1 n , there exists a =
By Hölder inequality, Poincaré inequality and Lemma 6 then
where ζ > 0 is an arbitrary constant and C ζ is a constant depend on ζ. From above analysis and (3.1), (3.2), there is υ = min{1,
By the Gronwall's Lemma
Proof.
Multiplying the second equation in (1.1) by e t , then
Applying (A + 1) β to both sides of the representation formula of e t w, by Lemma 2-3, we have
Lemma 9. Assume that u and w satisfy the estimates
Proof. Taking the inner product of the first equation to (1.1) with u q−1 and
where
γ , by the Gagliardo-Nirenberg and the Poincaré inequality
by Young's inequality, for any ε 0 > 0, there exists a constant c ε0 such that
Let ε 0 , δ 0 small enough and by the Poincaré inequality, there exists ν(q) > 0 such that
In view of Gronwall's Lemma, this shows that
Proof. Taking the inner product of the first equation to (1.1) with u q−1 in L 2 (Ω), we find that
where δ 0 > 0 is an arbitrary constant and c δ0 depends on a, b, Ω, δ 0 . By Hölder's inequality, for any p 1 > 1 and
, using the Gagliardo-Nirenberg inequality and Poincaré inequality, if (q − 2)p 1 > 2 and αp 1 (n − 2) < 2n, we can obtain that
where a = nq/4−n/(αp1) 
where p 1 (n − 2) < n and a 1 = n 2 − n 2p 1 ∈ (0, 1). As a result, we see that
. Step 1. Let us first consider the case n = 1, 2. In this case, for any q > 2γ 0 there exists a constant s < min{1,
From Lemma 5, for any δ > 0 there exists a constant c δ > 0 such that
where δ 1 > 0 is small enough and c δ1 > 0 is a constant depending on q, δ 1 , Ω, γ 0 . The standard Poincaré inequality ensures that there exist positive constants c 1 and c 2 such that
From (3.3), (3.4) and above estimates, there exist small enough δ, δ 0 , δ 1 such that ν = min{c 1 (
where C is a constant depending on c δ , c δ0 , c δ1 , Ω. That Gronwall's Lemma yields
which implies that for any q > 2γ 0 , u(t) L q is bounded. By Lemma 8, for any γ > 0, w(t) W 1,γ is bounded too.
Step 2. In the case n ≥ 3, for any 2γ 0 ≤ q < 2n n−2 there exists s ∈ (
With the same analysis as in step 1, for any q ∈ [2γ 0 , 2n n−2 ) there exists ν 1 > 0 such that
In order to prove above estimates is right for arbitrarily large q, we have to apply Lemmas 8-9 several times. First, we define a sequence numbers a k by a 0 := q 0 and a k = n−2 n−a k−1
where q 0 > max{2, 2n n+2 γ 0 } and a k > 2 (which means that a k is a monotone increasing sequence for all k satisfying a k < n). Now, we prove that there exists k 0 ∈ N such that a k0 = +∞. Otherwise, a k is a drab bounded sequence, hence there exists the limit a k → a ∞ ≤ n as k → ∞ and a ∞ = n−2 n−a∞ a ∞ , this means a ∞ = 2 < q 0 contradicting the monotonicity. Therefore a k0 = +∞ for some k 0 ∈ N .
By a continuity argument, it is possible to choose positive 1 , ... k0 such that q 1 , ...q k0 defined by
satisfying q 0 < q 1 < ... < q k0−1 < n and q k0 > q. Now for k = 1, ...k 0 ,
.
Finally, because q k−1 > 1 > n(γ 0 − 1)
From above analysis, it is possible to fix p 0 , ..., p k0−1 such that 2
for all k = 1, ..., k 0 . Furthermore, we choose any sequence of numbers τ 2 < τ 0 < τ 1 < ... < τ k0 = τ . We now claim that for any k = 0, ..., k 0 ,
for appropriate ν k > 0. In the case k = 0, (9) is implied by (3.5). However, if
From ( .6) is proved by Lemma 9. Then for any arbitrarily large q there exists ν > 0 such that
In above analysis we denote any positive constant by c which may change from line to line. By Lemma 10 and all of the estimates above, the global existence of the solution to (1.1) is obtained as the following theorem.
Theorem 1. For any bounded positive functions
n ], then all solutions of (1.1) are global in time and uniformly bounded. Moreover, the solution satisfies
and there exists ν > 0 such that
for some δ ∈ (0, 1).
Proof. From Lemma 3, for any β ∈ (0, 1 2 ) and p > 1 satisfying 2β − n/p > δ,
In order to prove the results, we fix β and apply (A p + 1) β to both sides of the formula u(t)=e
By Lemma 8 and Lemma 10, then
Using this, Lemma 4 and the Hölder inequality,
where 0 ∈ (0, 1 2 − β) and ν > 0, υ 1 > 0 small enough. Now applying (A p + 1)
β+1 to both sides of
Then, for any fixed 0 ∈ (0,
From (3.7), (3.8) and (3.9), for any δ < 2β − n p ∈ (0, 1), there exists ν > 0 such that
From above estimate, if T < ∞, then the solution (u(x, t), w(x, t)) is the bounded smooth function in Ω × [0, T ), which can be extended continuously on Ω × [0, T ]. Thus we replace the initial functions (u 0 (x), w 0 (x)) by (u(x, T ), w(x, T )), which means, from the existence of the local in time solution of (1.1), that there exists d > 0 such that the solution (u(x, t), w(x, t)) of (1.1) can be extended continuously to [0, T + d). The same process can be repeated, which implies that the solution (u(x, t), w(x, t)) of (1.1) can be extended continuously to [0, ∞). Which implies that the solution to (1.1) is global-in-time and 
Numerical tests and Conclusions
For γ 0 = 1, n = 3, Winkler [10] , [11] prove that for any prescribed total mass of cells, there exist radially symmetric positive initial data such that the corresponding solution blows up in finite time. Dynamics and sensitivity of the solutions for a bacterial self-organization model is investigated in [4] . Since the existence of cell kinetics term f (u, w) and without the assumption of radially symmetric in this paper, we can't construct effective energy function as done in [5] , [11] . Our future research is to study the blow-up issue of the system (1.1). In this section several 1D and 2D numerical simulations are used to validate In Figure 1 and Figure 2 , the parameter γ 0 is chosen to be 1.9, which lies in the required interval [1, 2] in Theorem 1, and we show the initial states at t = 0 and solution at t = 10. For this initial value problem, the solutions arrive the steady states around t = 10 in which the solution varies not with time and spatial coordinates. These above conclusions are coincide with the Theorem 1. Next, Figure 3 and Figure 4 show the solutions with γ 0 = 3 which doesn't lie in [1, 2] . A blow-up solution is observed around t = 0.18.
2D simulations
Our 2D simulations consider the following initial conditions u(x, y, 0) = 2, w(x, y, 0) = 100(0.5
where (x, y)
. Also, Figure 3 shows the steady-state solutions around t = 5 with γ 0 = 1.4 which lies in the required interval [1, 1.5] . In Figure 5 and Figure 6 , where only the density u(x, t) is shown, when γ 0 = 2 lies out of [1, 1.5], a similar blow-up solution appears around t = 0.05. Through the above several tests, we have verified the Theorem 4.1 numerically. In addition, the following points should be clarified. First, we definitely have a global solution when γ 0 ∈ [1, n+1 n ] for any bounded initial value. Second, when γ 0 slightly larger than n+1 n , the global solutions also exist in our numerical tests as shown in Figure 5 . So, the upper bound n+1 n of γ 0 may be not the best one. Third, when γ 0 is further larger than the bound n+1 n , it is reasonable to conjecture that there is a threshold π * . There exists a finite time blow-up solution to system (1.1) with the initial value larger than π * such as Figure 3 -8. The Figure 9 and Figure 10 shown that the global solution can also exist if the smaller initial(less than π * ) conditions is proposed, e.g. u(x, y, 0) = 1, u(x, y, 0) = (0.5 − (x − 0.5) 2 − (y − 0.5) 2 ), γ 0 = 3, for 2D. It is mean that the existence of global solutions is also depended on the initial states u(x, 0) and w(x, 0) when γ 0 is further larger than n+1 n . The latter two problems are our key problems in theoretical research in the future.
