Abstract. We present an algorithm for the constrained saddle point problem with a convexconcave function L and convex sets with nonempty interior. The method consists of moving away from the current iterate by choosing certain perturbed vectors. The values of gradients of L at these vectors provide an appropriate direction. Bregman functions allow us to define a curve which starts at the current iterate with this direction, and is fully contained in the interior of the feasible set. The next iterate is obtained by moving along such a curve with a certain step size.
Introduction
In this paper, we discuss methods for solving constrained saddle point problems. Given closed convex sets X, Y contained in R n , R m respectively, and a function L : X × Y → R, convex in the first variable and concave in the second one, the saddle point problem SPP(L,X,Y ) consists of finding (x * , y
for all (x, y) ∈ X × Y . SPP(L,X,Y ) is a particular case of the variational inequality problem, which we describe next. Given a closed convex set C ⊂ R p and a maximal monotone operator T : R p → P(R p ), VIP(T ,C) consists of finding z ∈ C such that there exists u ∈ T (z) satisfying
for all z ∈ C. If ∂ x L, ∂ y L denote the subdifferential and superdifferential of L in each variable (i.e. the sets of subgradients and supergradients) respectively, and we define T :
coincides with SPP(X,Y ) if we take p = m + n and C = X × Y . It is easy to check that this T is maximal monotone. It is well known that when T = ∂f for a convex function f (x) then VIP(T ,C) reduces to min f (x) s.t. x ∈ C. This suggests the extension of optimization methods to variational inequalities. In the unconstrained case C = R n , for which VIP(T ,C) consists just of finding a zero of T , i.e. a z * such that 0 ∈ T (z * ), one could attempt the natural extension of the steepest descent method, i.e.
with u k ∈ T (z k ) and α > 0. This simple approach works only under very restrictive assumptions on T (strong monotonicity and Lipschitz continuity, see [1] ). An alternative one, which works under weaker assumptions, is the following: move in a direction contained in −T (z k ) finding an auxiliary (or perturbed)
point w k and then move from z k in a direction contained in −T (w k ), i.e.
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where P C is the orthogonal projection onto C. If T is Lipschitz continuous with constant π, then convergence of {z k } to a solution of VIP(T ,C) is guaranteed by taking α k =ᾱ k = α ∈ (0, 1/π ). This result can be found in [16] , where the method was first introduced. In the absence of Lipschitz continuity (or when the Lipschitz constant exists but is not known beforehand) it has been proven in [11] that the algorithm still converges to a solution of VIP(T ,C) if α k ,ᾱ k are determined through a certain finite bracketing procedure. A somewhat similar method has been studied in [15] . When C has nonempty interior, it is interesting to consider interior point methods, i.e. such that {w k } and {z k } are contained in the interior C o of C, thus doing away with the projection P C . This can be achieved if a Bregman function g with zone C o is available. Loosely speaking, such a g is a strictly convex function which is continuous in C, differentiable in C o and such that its gradient diverges at the boundary of C. With g we construct a distance D g on C × C o as
and instead of the half line {z − tu : t ∈ R + } we consider the curve {s g (z, u, t) : t ∈ R + } where s g (z, u, t) is the solution of min w∈C {u t w + (1/t)D g (w, z)} for t > 0, or equivalently s g (z, u, t) is the solution w of ∇g(w) = ∇g(z) − tu,
which allows us to extend the curve to t = 0. Under suitable assumptions on g (see Section 2), s g (z, u, 0) = z, the curve is uniquely defined for t ∈ [0, ∞) and it is fully contained in C o . The idea is to replace (5) and (6) by (3) and (4) . This algorithm was proposed in [3] , where it is proved that convergence of {z k } to a solution of VIP(T ,C) is guaranteed if α k is chosen through a given finite bracketing procedure andᾱ k solves a certain nonlinear equation in one variable. A slight improvement is presented in [12] , where it is shown that convergence is preserved whenᾱ k is also found through another finite bracketing search. The main advantage of these interior point methods with Bregman functions as compared e.g. to Korpelevich's algorithm lies in the fact that no orthogonal projections onto the feasible set are needed, since all iterates belong automatically to the interior of this set. A detailed discussion of the computational effects of this advantage in the case in which C is an arbitrary polyhedron with nonempty interior can be found in Section 6 of [3] . For SPP(L,X,Y ), when either X or Y is an arbitrary polyhedron with nonempty interior, the method introduced in this paper presents the same advantage over the algorithm in [13] , discussed in the next paragraph, which requires orthogonal projections onto X and Y . Going back to SPP(L,X,Y ), another related method is presented in [13] . Given a point (x k , y k ), a rather general perturbed vector
and then
In this case no search is required for the step sizeᾱ k , which is given by a simple formula in terms of the gap
The difficulty is to some extent transferred to the selection of (ξ k , η k ), which must satisfy certain conditions in order to ensure convergence to a solution of SPP(L,X,Y ). One possibility is to adopt (5) so that
In this case the method is somewhat similar to Korpelevich's (see [16] ), but not identical: in linear programming, for instance, a closed expression for α k is easily available for the method of [13] even when a Lipschitz constant for ∇L is not known beforehand. Other differences between the method in [13] with this choice of (ξ k , η k ) and Korpelevich's are commented upon right after Example 6 in Section 3. Besides (5), the method in [13] includes other options for the selection of (ξ k , η k ). Taking advantage of this fact, we will combine the approaches in [3] and [13] , producing an interior point method for the case of nonempty
We will consider two independent modifications upon the method in [13] . The first one to be discussed in Section 3 is the following: assuming that Bregman functions g X , g Y with zones X o , Y o respectively are available, we will use (10) instead of (11) and (12), setting
We will show that if the perturbation pair (ξ k , η k ) satisfies conditions required in [13] and the stepsizes τ k are chosen in a suitable way then convergence to a solution follows. It is clear that the algorithm becomes practical only when s g X , s g Y have explicit formulae, i.e., in view of (8) , when ∇g X , ∇g Y are easily invertible. Bregman functions with this property are available for the cases in which C is an orthant, a box, or certain polyhedra (in the latter case, inversion of the gradient requires solution of two linear systems) and are presented in [3] . Examples of realizations of this method are given are Section 4.
The second modification presented in Section 5 consists of an interior point procedure for the determination of (ξ k , η k ), namely
where λ, µ are positive constants. Definitions (15) and (16) imply
Equivalently with (17) and (18) we
6 AN INTERIOR POINT METHOD FOR CONSTRAINED SADDLE POINT PROBLEMS Differently from (13) and (14), equations (17) and (18) are implicit in ξ k , η k , which appear in both sides of (19) and (20) . These equations cannot be in general explicitly solved, even when ∇g X , ∇g Y are easily invertible. On the other hand, no search is needed for perturbation stepsizes λ and µ even when ∇L is not Lipschitz continuous. This choice of (ξ k , η k ) does not satisfy the conditions in [13] , so that the general convergence result for the sequence defined by (13) and (14) cannot be fully used. A special convergence proof will be given assuming that the Bregman functions are separable and the constraint sets X and Y are the nonnegative orthants. It is immediate that (19) and (20) become explicit equations (up to the inversion of ∇g X and ∇g Y ) when ∂ x L(·, y), ∂ y L(x, ·) are constant. This happens in the case of linear programming. For this case, combining both modifications, we obtain an interior point method with explicit updating formulae both for the perturbed points and the primal and dual iterates. The curvilinear stepsize τ k requires a simple search. We analyze the linear programming case in detail in Section 6, where we present also some numerical illustration of the method.
Bregman functions and distances
Let C ⊂ R p be a closed and convex set and let C o be the interior of C. Consider The definition of Bregman functions and distances originates in [2] . They have been widely used in convex optimization, e.g. [4] , [5] , [6] , [7] , [8] . Condition B2 in these references is weaker than here; only differentiability of g in C o is required. On the other hand, such references included an additional condition which is now implied by our stronger condition B2, namely the result of Proposition 1 below. Condition B5 is called zone coerciveness in [3] . From (7) and B1 it is immediate that for all
if and only if w = z. We present next some examples of Bregman functions.
z j log z j , continuously extended to the boundary of C with the convention that 0 log 0 = 0. Then
D g is the Kullback-Leibler information divergence, widely used in statistics.
, with α > 1, β ∈ (0, 1). Examples of Bregman functions satisfying these conditions for the cases of C being a box or a polyhedron can be found in [3] . We now proceed to a result which will be employed in the convergence analysis. 
Proposition 1. If g is a Bregman function with domain
Proof. Let B ⊂ R n be a closed ball containing {z k } such that, for any z on
converges to zero. Then, from the definition of B it follows that there exists k such that, for all k > k , u k is in the interior of B, such that ν k = 1 and u k = w k ; hence the assertion follows.
converges to zero. Because of boundedness of {z k } and {u k }, B2 implies that
An interior point method for saddle point computation
In this section we assume that X and Y have nonempty interior and that g X and g Y are Bregman functions with zones X and Y , respectively. L :
is continuous on X × Y , convex in the first variable and concave in the second one.
Following [13] we introduce perturbation sets :
We consider the following properties of , .
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Example 4. Assume that X and Y are compact and define
y ∈ Y . Due to strict convexity (concavity) of the minimand (maximand), (x, y) ( (x, y)) is uniquely determined.
Example 6.
Assume that ∇ x L and ∇ y L are Lipschitz continuous with constant π and let
But we must point out that when we use the method in [13] (i.e. (11)- (12)) with this perturbation we obtain something quite different from Korpelevich's method, because Korpelevich's method,
k y is possible only in the case of a saddle point problem, where we have two variables x and y, while Korpelevich's method is devised for a general variational inequality problem, where we only have the vector w k , instead of the pair (ξ k , η k ).
It is not difficult to prove that the choices of and made in Examples 4-6 satisfy conditions A1-A3.
Next we present the algorithm generating the sequence {(x k , y k )}. We denote
It is a matter of routine to check that g is a Bregman function with zone C. The algorithm of this section is defined as follows:
Step 0: Initialization. Choose parameters β and γ , 1 > β ≥ γ > 0, and take
Step 1: Perturbation. Begin iteration with
Step 2: Stopping test. If σ k = 0 then stop.
Step 3:
Step 4: Stepsize. For t ≥ 0 define functions
and
Search for a step size τ k ≥ 0 satisfying
Step 5: Update. Set
increment k by one and return to Step 1. Theorem 1 below shows that φ k (t) is a concave function with φ k (0) = 0 and φ k (0) = σ k > 0. For iteration k and a potential stepsize t, this function provides a lower bound for the decrease in the Bregman distance to a solution. Thus the left inequality in (28) aims to guarantee that such a distance is suitably decreased while the right inequality aims to bound the stepsize from below. To shorten the search for an acceptable stepsize, one may begin with the stepsize employed in the preceding iteration. Also, we will show that the stopping criterion of Step 2 is appropriate, in the sense that when termination occurs z k is a solution of the problem. The convergence properties of the algorithm are formalized as follows. 
so that by B1 and B5, z(t) is uniquely defined by (30) and belongs to C o for all t ≥ 0. By (29), z k+1 belongs to C o and (i) holds. Now we consider the case of finite termination, i.e. when, according to Step 2, σ k = 0. In such a case, since z k belongs to C o by (i), it follows from A1 that z k is a saddle point. From now on we assume that {z k } is infinite. We proceed to prove (ii). Since z(t) ∈ C o for all t ≥ 0, using (7) and (30) we get
By convexity/concavity of L, since (x * , y * ) is a saddle point, 
Differentiating (30) yields
with ϕ k defined as
Since 
is maximal monotone, therefore bounded over bounded sets contained in the interior of its domain, which in this case is R n × R m (e.g. [18] ).
It follows that {d k } is bounded.
By Taylor's theorem and (28), for someτ
Consequently, and because B2, A2 and item (iii) imply ϕ k (τ ) ≤ θ, for some θ > 0, we have 
} is a nondecreasing and nonnegative sequence with a subsequence which converges to 0, we conclude that the whole sequence converges to 0. Now we apply Proposition 1 with w k =z, and conclude that lim k→∞ z k =z.
Particular realizations of the algorithm
In the unrestricted case (X = R n , Y = R m ) we can take g as in Example 1 so that
In this case, with β = γ = 0.5, we may choose τ k to maximize φ k (t) yielding
which is a special case of the method considered in [13] . Next, consider the case in which X, Y are the nonnegative orthants. For g as in Example 2 we have
In this case, a search is needed for determining the stepsize τ k in 
We shall restrict the discussion to the following special case of SPP(L,X,Y ):
We will show that the perturbation sets defined by (43)-(44) satisfyA1 andA2. A3 does not hold in general for this perturbation, but we will establish convergence of the method under a nondegeneracy assumption on the problem, and, in the case of linear programming, without such assumption. Our proof can be extended to nondifferentiable L and to box, rather than positivity, constraints, at the cost of some minor technical complications. 
is nonempty and bounded, then the set {(ξ(x, y), η(x, y)) :
(x, y) ∈ B} is bounded.
Proof. Let f (u) = L(u, y) + 1/λD g X (u, x). Take w = ∇ x L(x, y) and definē f (u) = L(x, y) + w t (u − x) + 1/λD g X (u, x). By convexity of L(·, y) we havē
for all u ∈ X. Consider the unrestricted minimization problem minf (u), whose optimality conditions are ∇g X (u) = ∇g(x) − λw. By B5, this equation in u has a unique solutionū which belongs to X o . It follows easily from (7) that
is strictly convex, and the same holds forf , so thatū minimizesf in R n . A strictly convex function which attains its minimum has bounded level sets, and it follows from (45) that f also has bounded level sets (see [19, Corollary 8.7 .1]), and therefore it attains its minimum in X. Being the sum of a convex function and a strictly convex one, f is strictly convex and so the minimizer is unique, by convexity of X. The fact that this minimizer belongs to X o follows from B5 and has been established in [10, Theorem 4 
.1]. By definition of f , this minimizer is ξ(x, y). A similar proof holds for η(x, y) so that the proof of item (i) is complete. For item (ii), assume that (x, y)
is not a saddle point. Then ∇ x L(x, y) = 0 or ∇ y L(x, y) = 0. Assume that the former case holds; the latter one can be analyzed similarly. Observe that
so that ∇f (x) = ∇ x L(x, y) = 0. Hence x is not a solution of (43) and consequently
This implies L(x, y) − L(ξ, y) > 0. Similarly, L(x, η) − L(x, y) ≥ 0 and therefore L(x, η) − L(ξ, y) > 0. This completes the proof of item (ii).
To prove item (iii), we will prove boundedness of {ξ(x, y) : (x, y) ∈ B}. A similar argument holds for η(x, y). The proof relies on successive relaxations for optimization problems, whose optimal objective function values are upper bounds for ξ 2 . Since ∇f (ξ) = 0 by (46), ξ is unique by item (i), and we have
using the facts that
, which result from convexity of g X and L(·, y), in the last inclusion of (47).
We claim that ρ < ∞. It suffices to show that sup (x,y)∈B [g j (x j ) − λ∇ x L(0, y) j ] < ∞ for all j , which follows from the facts that ∇ x L(0, y) is continuous as a function of y,g j is continuous in R ++ , lim t→0g j (t) = −∞, because of B5, and B is bounded. The claim is established.
It follows from (47) that
where s t = (1, 1, . . . , 1). We claim that the set {u ≥ 0|g X (u) − ρs t u ≤ g X (0)} is bounded. Note that this set is a level set of the convex functionḡ X (u) = g X (u) − ρs t u and that ∇ḡ X (u) = ∇g X (u) − ρs. By B5, there exists z > 0 such that ∇g X (z) = ρs, i.e. ∇ḡ X (z) = 0, so that z is an unrestricted minimizer ofḡ X . Since ∇ 2ḡ X = ∇ 2 g X , we get from B2 that ∇ 2ḡ X (u) is positive definite for all u > 0, and henceḡ X is strictly convex and z is its unique minimizer. Thus, the level set ofḡ X corresponding to the valueḡ X (z) is the singleton {z}. It is well known that if a convex function has a bounded level set, then all its nonempty level sets are bounded, which establishes the claim. It follows that
where the last inequality in (48) results from boundedness of the feasible set and continuity of the objective of the corresponding optimization problem.
We use now (43) and (44) to define perturbation sets and consisting of single elements ξ and η, respectively. In view of Proposition 2, this rule of perturbation satisfies conditions A1 and A2. However, the following example demonstrates that A3 may not hold.
Take m = n = 1, λ = µ = 1, g as in Example 2 and L(x, y) = (x − 1) 2 − (y − 1) 2 , whose only saddle point is (1, 1) . In this case the optimality conditions
for (43)- (44) become
Take a sequence {(x k , y k )} convergent to (0, 0). Then the right hand sides of (49)- (50) diverge to −∞, implying that log ξ k and log η k also diverge to −∞;
This example shows that the convergence argument of Theorem 1 is no longer valid for our algorithm with perturbation sets chosen according to (43)-(44). Instead, we provide another convergence argument, which can be more easily formulated in terms of variational inequalities and nonlinear complementarity problems. We need two results on these problems. The first one is well known, while the second one is, to our knowledge, new, and of some interest on its own.
Proposition 3. i) If T : R p → R p is monotone and continuous, and C ⊂ R p is closed and convex, then the solution set of VIP(T ,C), when nonempty, is closed and convex.
ii) If C = R p
+ then VIP(T ,C) becomes the nonlinear complementarity problem NCP(T ), consisting of finding z ∈ R
p such that
Proof. Elementary (see, e.g. [9] ).
solution of SPP(L,X,Y ) if and only ifx
∈ X,ȳ ∈ Y (54) ∇ x L(x,ȳ) j = 0 forx j > 0 (55) ∇ x L(x,ȳ) j ≥ 0 forx j = 0 (56) ∇ y L(x,ȳ) i = 0 forȳ i > 0 (57) ∇ y L(x,ȳ) i ≤ 0 forȳ i = 0 (58)
Proof. Follows from Proposition 3 with T = (∇ x L, −∇ y L).
Before presenting our new result, we need some notation.
Definition.
We say that NCP(T ) satisfies the strict complementarity assumption (SCA from now on) if for all solutionsẑ of NCP(T ) and for all j between 1 and p it holds that eitherẑ j > 0 or T (ẑ) j > 0.
For z ∈ R p , let J (z) = {j ∈ {1, . . . , p} : z j = 0} and I (z) = {1, . . . , p} \
J (z).

Proposition 4. Assume that T is monotone and continuous and that NCP(T ) satisfies SCA. Ifz ∈ R p satisfies (52) and (53), and J (z) ⊂ J (z * ) for some solution z * of NCP(T ), thenz solves NCP(T ).
Proof. Let z(α) =z + α(z * −z). We will prove that z(α) satisfies (52)- (53) for all α ∈ [0, 1], and also (51) for α close to 1; then we will show that if (51) is violated for some α ∈ [0, 1] then SCA will be violated too. In order to prove that z(α) satisfies (53) for all α ∈ [0, 1] we must make a detour. Let U = {z ∈ R p + : z j = 0 for all j ∈ J (z)}. A vectorẑ solves VIP(T ,U ) if and only ifẑ ∈ U and
for all z ∈ U . Note thatz ∈ U . Since J (z) ⊂ J (z * ), z * also belongs to U . We claim that bothz and z * satisfy (59). This is immediate for z * which satisfies (59) for all z ∈ R p + , since it solves NCP(T ), equivalent, by Proposition 3(ii), to VIP(T ,R p + ). Regardingz, we havez j = z j = 0 for all z ∈ U and all j ∈ J (z), so that terms with j ∈ J (z) in the summation of (59) 
Finally we look at (51). For j ∈ I (z), we have z(α) j > 0 for α ∈ [0, 1), and therefore, since z(α) satisfies (53), We claim now thatᾱ = 0. Ifᾱ = 0, then, by the infimum property ofᾱ, there exists j ∈ J (z) such that T (z(ᾱ)) j = 0, and also z(ᾱ) j = 0 because z(ᾱ) ∈ U , in which case SCA is violated at z(ᾱ). The claim is established and thereforē α = 0 andz = z(0) solves NCP(T ).
We will also use the following elementary result for bilinear L.
Proposition 5. For a bilinear function L(x, y) and for any (x, y) and (x , y )
Proof. Elementary.
We will consider SCA for SPP(L,R First we show that ξ k − x k and η k − y k converge to zero. Using (7), (19) and (20), we have
Add (60)-(61) to get
By Theorem 1(iv), the rightmost expression in (62) tends to 0 as k goes to ∞ so that
Since {(x k , y k )} is bounded, by Proposition 1 and (63),
We check now that (55) holds at (x,ȳ). In the case of separable g X and differentiable L, (43) with (x, y) = (x k , y k ) and ξ = ξ k implies
Consider now j such thatx j > 0. Let {x
Since g j and L are continuously differentiable for x j > 0, we can take limits in (66) along the subsequence and obtain
Hence (55) follows. A similar argument shows that (57) holds. In terms of NCP(T ), we have proved thatz = (x,ȳ) satisfies (52) and (53). It remains to be proved thatz satisfies (51), i.e. that (x,ȳ) satisfies (56) and (58). From now on we will consider separately the case of general L under SCA, for which we will use Proposition 4, and the case of bilinear L, which will result from Proposition 5.
Consider 
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Taking limits in (68) along a subsequence {z i k } converging toz, we get 
y).
Let I 0 be the set of indices such that for j ∈ I 0 it holds that z j = 0 for all saddle points z. If a saddle point exists, Tucker [20] shows that for all j ∈ I 0 there exists a saddle point z such that d j (z) > 0. Now for each index j ∈ {1, . . . , m + n}, we pick up a saddle pointẑ j in the following way: if j belongs to I 0 , we choose, 
where
so that
and, by Propositions 5 and 3,
Combining the equations above we obtain *
By Theorem 1(iii) {z k } is bounded, which implies easily that ∞ k=0 * k < ∞. Consequently, by nonnegativity of all terms in (73),
for all j such that d j (z * ) > 0. Letz be a cluster point of {z k }. Next, we use (74) to show that the absolute values of increments of the sequence {D g (z, z k )} have a finite sum. As in (73), using (27) and (37), we obtain
Computational results are compared with those obtained from the saddle point method of [13] . The latter code is called Saddle and it employs the following iterative scheme:
with τ k proportional to σ k .
As is the case with Saddle, scaling is crucial for efficiency of Bregman. Our experience indicates that static (initial) data scaling via equilibration, which traditionally have been employed in LP codes, is not helpful for Bregman. That is why the dynamic scaling procedure in Saddle adopted from Kallio and Salo [14] was further developed for Bregman. In Saddle, auxiliary reference quantity and value 
is an error measure, and φ > 0 is a stopping parameter. the total value of primal, dual and complementarity violations. Our experience indicates that, if φ = 10 −k , then we may expect k + 1 significant digits in the optimal objective function value. Using our termination test, final infeasibilities are usually small, although they do not enter the stopping criterion directly (see Table 4 below). For computational illustration, Bregman was tested against Saddle on ten problems from the Netlib library [17] . For the purpose of this comparison, each problem was first cast in the form given in (77)-(79). Problem names and dimensions are given in Table 1 .
All primal and dual variables are set to one initially. We set the perturbation step size parameters in (43)-(44) to λ = µ = 0.5, the stepsize test parameters in (28) to γ = 0.3 and β = 0.7. Two values for the stopping parameter were applied: φ = 10 −4 and φ = 10 −6 . Table 2 shows the iteration count for φ = 10 −4 and φ = 10 −6 , both for Bregman and Saddle. To see the importance of scaling, we ran Bregman for a dozen of small Netlib problems without scaling for φ = 10 −4 . Five out our twelve test problems failed to converge in one million iterations, while for the others the number of iterations was increased by a factor ranging from 3 to 22 as compared with the scaled version.
Our convergence results apply if the scaling factors are updated during a prespecified number of iterations only. To demonstrate that it pays off to update scaling until the end, we run our smallest problem sctap1 fixing scaling after 5000 iterations. As a result, the number of iterations is 26088, for φ = 10 −4 , and 63631, for φ = 10 −6 . Hence, the iteration count almost doubles as compared with results for sctap1 in Table 2 . In conclusion, our theoretical results apply if scaling is fixed after a given number of iterations; however, it is plainly more efficient to update scaling factors until the termination criterion is met. Finally, it is important to note that for small problems both of these approaches often turn out to be inefficient. Their comparative advantage is expected to appear for large-scale problems, and in particular, our method may be of interest for massively parallel computing.
