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Abstract
Weexplore the connections betweenDickson’s lemma andweakRamsey theory.
We show that a weak version of the Paris–Harrington principle for pairs in c
colors and miniaturized Dickson’s lemma for c-tuples are equivalent over RCA∗0.
Furthermore, we look at a cascade of consequences for several variants of weak
Ramsey’s theorem.
1 Introduction
Dickson’s lemma, originally used in algebra, in particular for showing Hilbert’s basis
theorem [6], is nowadays commonly used in termination proofs in computer science [3].
The weak Paris–Harrington principle for pairs was originally used as an easy interme-
diate version in showing lower bounds for the Paris–Harrington principle for pairs [2].
We provide simple constructions which show that the weak Paris–Harrington principle
and miniaturized Dickson’s lemma are equivalent over RCA∗0, the base theory weaker
thanRCA0. Additionally our construction provides an explicit formula for weak Ramsey
numbers and tight upper bounds for the weak Paris–Harrington principle derived from
those for Dickson’s lemma.
N denotes the set of nonnegative integers. We define some notations for color-
ings. For a, R, c ∈ N, [a, R] and [a, R]2 denote the sets { n ∈ N : a ≤ n ≤ R } and
{ (n,m) ∈ N2 : a ≤ n < m ≤ R } respectively, and c is identified with the set [0, c−1] =
{ n ∈ N : n < c }. Given a map C : [a, R]2 → c (called coloring), we say that a set
H ⊆ [a, R] is C-homogeneous if C is constant on [H]2 = { (n,m) ∈ H2 : n < m }. Sim-
ilarly, we say that a set H = { h0 < h1 < · · · } ⊆ [a, R] is C-weakly homogeneous if
C(hi, hi+1) = C(hi+1, hi+2) holds for all hi, hi+1, hi+2 ∈ H. Weakly homogeneous sets
are sometimes called adjacent homogeneous or path homogeneous.
Definition 1 (the weak Paris–Harrington principle). For f : N→ N and c, a, R ∈ N, let
WPH fc(a, R) be the statement that for every coloring C : [a, R]2 → c there exists a C-
weakly homogeneous setH ⊆ [a, R]with |H | > f (minH). The weak Paris–Harrington
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principle for pairs and c colors with parameter f , denotedWPH fc , states that for every
a there exists R such thatWPH fc(a, R) holds.
We also define the notations for tuples. For c-tuples m = (m0, . . . ,mc−1) , n =
(n0, . . . , nc−1) ∈ Nc , write m ≤ n if and only if ∀k < c (mk ≤ nk), and |m|∞ =
maxk<c {mk }.
Definition 2 (miniaturized Dickson’s lemma). For f : N → N and c, a,D ∈ N, let
MDL fc(a,D) be the statement that for every sequence m0, . . . ,mD ∈ Nc with |mi |∞ <
f (a + i) there exists i < j ≤ D such that mi ≤ m j . Miniaturized Dickson’s lemma for f
for c-tuples, denotedMDL fc , states that for every a there exists D such thatMDL
f
c(a,D)
holds.
Our original intent was to provide direct proof of equivalence of Dickson’s lemma
(DL) and∀c∀ fWPH fc (Corollary 23) and equivalence ofWPHidc andMDLidc (Corollary 18).
With some work, this could already be shown using proofs of equivalences of
– ∀cPHid and 1-Con(IΣ1) ([10]),
– ∀c∀ f PH f andWO(ωω) ([11]),
– DL andWO(ωω) ([13]).
However, this method, from the previous literature, gives us the weak implication
WO(ωc+4) → ∀ fWPH fc , while our work shows the level-by-level equivalence between
∀ fWPH fc and DLc (which is also equivalent toWO(ωc)) in Corollary 23.
Our method, additionally, gives a similar sharpening of complexity bounds, stated
in Corollaries 10, 11, and the explicit expression in Theorem 13 for the weak Ramsey
numbers.
Finally, we look at the consequences, for the bounds of weak Ramsey numbers
in higher dimensions (Section 5), and the phase transitions which follow from these
bounds (Section 7).
For examinations of weak Ramsey’s theorem and its relation to termination we refer
the reader to [16].
2 Base theory RCA∗0
Most of the results in this paper can be established within RCA∗0.
Definition 3 (RCA∗0). RCA∗0 is the subsystemof second order arithmetic, whose language
additionaly contains binary function symbol exp, consists of the following axioms:
1. basic axioms (see [14, Definition I.2.4 (i)]);
2. exponentiation axioms:
exp(m, 0) = 1,
exp(m, n + 1) = m · exp(m, n);
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3. induction scheme for all Σ00 formulas which may contain exp;
4. comprehension scheme for all ∆01 formulas which may contain exp.
exp(m, n) will be just denoted mn.
RCA∗0 is essentially EFA (elementary function arithmetic) plus ∆
0
1-comprehension.
The relation between RCA∗0 and EFA is similar to the relation between RCA0 and PRA
(primitive recursive arithmetic). RCA∗0 is Π
0
2-conservative over EFA, while RCA0 is
Π02-conservative over PRA. For more details about RCA
∗
0 and the conservativity results,
see [15].
Lemma 4. RCA∗0 proves the closure under the bounded course of value primitive
recursion: For all functions b : N ×Nk → N and g : N ×N ×Nk → N, there exists the
unique function h : N × Nk → N satisfying
h(n,m) = min { b(n,m), g(〈h(0,m), . . . , h(n − 1,m)〉 , n,m) } .
Proof. This proof is almost same as [15, Lemma 2.2].
Fix any m. First, define the function j(n) by the following primitive recursion:
j(0) = 0,
j(n + 1) =
{
y + 1 if b(n + 1,m) ≥ b( j(n),m),
j(n) otherwise.
One can define the graph of j by
j(n) = y ↔ ∃c < nn ©­­«
(c)0 = 0 ∧ (c)n = y
∧ ∀i < n [((c)i+1 = n + 1 ∧ b(n + 1) + 1 > b((c)i))
∨ ((c)i+1 = (c)i ∧ b(n + 1) < b((c)i))]
ª®®¬
using ∆01-comprehension and j is a function by Σ
0
0-induction.
Since b( j(n),m) = max { b(n′,m) : n′ ≤ n }, the sequence
〈b(0,m), b(1,m), . . . , b(n − 1,m)〉
is coded by some natural number less than b( j(n),m)n. Then we can define h in the
same way by
h(n,m) = y ↔ ∃c < b( j(n))n
(
lh(c) = n ∧ (c)n = y
∧ ∀i ≤ n [(c)i = min { b(i,m), g(c  i, i,m) }]
)
.
The uniqueness of h is also proven by ∆01-comprehension and Σ
0
0-induction. 
Lemma 4 implies the following well-known result.
Corollary 5. RCA∗0 proves the existence of every elementary recursive function.
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3 Constructions
We provide the notions of bad colorings/sequences. They are counterexamples to
WPH fc(a, R) andMDL fc(a, R) respectively.
Definition 6 (bad coloring). Given a, c, R ∈ N and f : N→ N, a coloringC : [a, R]2 →
c is f -bad if every C-weakly homogeneous set H ⊆ [a, R] has size ≤ f (minH).
Definition 7 (bad sequence). Let a, c,D ∈ N and f : N → N be given. We say that a
sequencem0, . . . ,mD ∈ Nc is bad if for all i < j ≤ D,mi  m j holds. Also, we say that
m0, . . . ,mD is (a, f )-bounded if |mi |∞ < f (a + i) for all i ≤ D. We call (a, f )-bounded
bad sequences (a, f )-bad.
ThenWPH fc states that for every a there exists R such that there is no f -bad coloring
C : [a, R]2 → c, and MDL fc states that for every a there exists D such that there is no
(a, f )-bad sequence m0, . . . ,mD ∈ Nc .
Lemma 8 (RCA∗0). For every f : N→ N and c, a, R,D ∈ N, the following hold:
(i) Existence of an f -bad coloringC : [a, R]2 → c implies existence of an (a, f )-bad
sequence m0, . . . ,mR−a ∈ Nc .
(ii) Existence of an (a, f )-bad sequence m0, . . . ,mD ∈ Nc implies existence of an
f -bad coloring C : [a, a + D]2 → c.
The same holds for bad colorings C : [a,∞]2 → c and infinite (a, f )-bad sequences.
Proof of (i). Let C : [a, R]2 → c be a given f -bad coloring. The idea of construction
is to construct a sequence of c-tuples with the following properties:
1. If C(a + j, a + i) = k, then (m j )k > (mi)k .
2. All the coordinates of the m’s are the maximum possible such that 1 holds and
|mi | < f (a + i).
We apply Lemma 4 to define h : N2 → N using bounded course of value primitive
recursion:
h(i, k) = min ({ f (a + i) } ∪ { h( j, k) .− 1 : j < i ≤ R − a,C(a + j, a + i) = k }) ,
where x .− 1 = x − 1 if x > 0, 0 otherwise.
We show that h(i, k) ≥ 1 for all (i, k) ∈ [0, R − a] × c. For each k, we can show by
Σ00-induction the following: For all i there exists l ≤ i and i = i(0), . . . , i(l) ∈ N such that
i(1)< i(0) & h(i(1), k) = h(i, k) + 1 & C(a + i(1), a + i(0)) = k,
i(2)< i(1) & h(i(2), k) = h(i, k) + 2 & C(a + i(2), a + i(1)) = k,
...
i(l)< i(l−1) & h(i(l), k) = h(i, k) + l & C(a + i(l), a + i(l−1)) = k,
& h(i(l), k) = f (a + i(l)).
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Then
H =
{
a + i(l) < a + i(l−1) < · · · < a + i(0)
}
is a C-weakly homogeneous set of size l + 1. Since C is f -bad we have l + 1 ≤
f (minH) = f (a + i(l)) = h(i, k) + l thus h(i, k) ≥ 1.
Hence for all j < i ≤ R − a with C(a + j, a + i) = k, by the definition of h that
h(i, k) ≤ h( j, k) .−1 = h( j, k)−1, we have h( j, k) > h(i, k). Moreover h(i, k) ≤ f (a+ i)
for all i ≤ R − a.
Define mi = (h(i, 0) − 1, . . . , h(i, c − i) − 1) ∈ Nc for each i ≤ R − a. Then the
sequence m0, . . . ,mR−a is (a, f )-bad by the properties of h above. This completes the
proof of (i).
Proof of (ii). Let m0, . . . ,mD be a given (a, f )-bad sequence. Since this is bad, for
every i < j ≤ D there is a k ∈ N such that (mi)k >
(
m j
)
k . We choose the smallest
such k = k(i, j) for each i < j ≤ D, and define a coloring C : [a, a + D]2 → c
by C(a + i, a + j) = k(i, j). To show that C is an f -bad coloring, suppose H =
{ a + h0 < a + h1 < · · · } ⊆ [a, a+D] is a C-weakly homogeneous set. Then
(
mh0
)
k >(
mh1
)
k > · · · for some k < c. Since these values are all nonnegative, maximum
possible size of H is
(
mh0
)
k + 1 ≤
mh0 ∞ + 1 ≤ f (a + h0) = f (minH). 
4 Complexities
We define functions R fc and D
f
c which witnessWPH
f
c(a, R fc (a)),MDL fc(a,D fc (a)).
Definition 9 (R fc and D fc ). For c and f , take
R fc (a) = the smallest R such thatWPH fc(a, R) holds,
D fc (a) = the smallest D such thatMDL fc(a,D) holds.
By Lemma 8, we immediately have the following:
Corollary 10 (RCA∗0). R
f
c (a) = D fc (a) + a holds for every a, c, and f .
Remark. This equation depends on the formulations ofWPH fc andMDL
f
c . One can de-
fineWPH fc(a, R) as “∀C : [0, R]2 → c∃H ⊆ [a, R]: C-weakly homogeneous with |H | >
f (a +minH)” and one will have R fc (a) = D fc (a).
The values ofD fc (a) for c = 0, 1 are easily computed, namelyD f0 (a) = min { 1, f (a) }
and D f1 (a) = f (a) for all a. Assuming that f is monotone (i.e., nondecreasing), one
can also show that D f
c+1(a) ≥
(
D fc
) ( f (a))
(a) for each c. For f = id, let us write Didc just
Dc . Then, D2(a) ≥ a2 and since Dc+1(a) ≥ Dc (a)(a) holds for all c and a, the function
(c, a) 7→ Dc(a) grows as fast as the Ackermann function and is not primitive recursive.
Moreover in [3], Schnoebelen et al. give bounds for D fc . Together with Corollary 10,
their results also hold for R fc :
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Corollary 11. For ordinal γ, let Fγ be the γ-th fast growing function (defined in [12]),
and define Fγ to be the smallest class which contains constants, sum, projections, and
Fγ, and is closed under the operations of composition and bounded primitive recursion.
Then the following hold:
1. Let γ ≥ 1 be an ordinal. If f : N→ N ∈ Fγ is monotone with f (x) ≥ max { 1, x }
for all x, then for each c ≥ 1 there exists function Mc ∈ Fγ+c−1 such that
R fc (a) ≤ Mc(a) holds for all a.
2. For every ordinal γ and c ≥ 1, RFγc (a) ≥ Fγ+c−1(a) holds for all a.
We can also apply Corollary 10 to determine the weak Ramsey numbers.
Definition 12 ((weak) Ramsey numbers). Define
rc(a) = the smallest R such that for every C : [0, R]2 → c
there exists a C-homogeneous set H with |H | = a + 1,
wrc(a) = the smallest R such that for every C : [0, R]2 → c
there exists a C-weakly homogeneous set H with |H | = a + 1.
Clearly wrc(a) ≤ rc(a). These are the smallest witnesses for finite Ramsey’s theorem
for pairs and weak finite Ramsey’s theorem for pairs respectively.
Theorem 13 (RCA∗0). wrc(a) = ac (unless a = c = 0).
Proof. For each a, let fa be the constant function fa(x) = a. We have wrc(a) = R fac (0)
by definition and R fac (0) = D fac (0) by Corollary 10. Moreover D fac (0) = ac , since
D fac (0) ≤ ac by the finite pigeonhole principle, and D fac (0) > ac − 1 by existence of the
bad sequence enumerating c-tuples in { 0, . . . , a − 1 }c in decreasing lexicographical
order. 
5 Weak Ramsey numbers for higher dimensions
In this section we extend the notions for colorings. To higher dimensions, for d ∈ N, the
set of d-elements sets in [a, R] is [a, R]d = { (x0, . . . , xd−1) ∈ Nd : a ≤ x0 < · · · < xd−1 ≤ R }.
Given a coloring C : [a, R]d → c, H = { h0 < h1 < · · · } ⊆ [a, R] is called C-weakly
homogeneous ifC(hi, . . . , hi+d−1) = C(hi+1, · · · , hi+d) holds for all hi, hi+1, . . . , hi+d in
H.
Letwrdc (m) be the smallest R such that for every coloringC : [0, R]d → c there exists
a C-weakly homogeneous set of size m + 1. So wr2c (m) = mc . In this section we will
give bounds for wrdc (m) for higher dimensions, which involve towers of exponentiation
of height (d − 2). Roughly speaking, an increase in the dimension by one results in an
extra application of the exponential in the bounds. All the arguments and results in this
section are made in RCA∗0. We start with the upper bounds:
Lemma 14 (RCA∗0). For d ≥ 1, wrdc (m) ≤ M implies wrd+1c (m) ≤ 2M
d+1 .
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Proof. This is true for c = 0, 1. We assume wrdc (m) ≤ M for c ≥ 2 and fix any coloring
C : [0, R]d+1 → c. Say X ⊆ [0, R] is C-mind-homogeneous if C(x0, . . . , xd−1, y) =
C(x0, . . . , xd−1, z) holds for all x0 < · · · < xd−1 < y < z in X . We will determine
that for R = 2Md+1 there exists C-mind-homogeneous subset X of [0, R] of size larger
than M + 1. Then by assumption the coloring D : [X r {max X }]d → c defined by
D(x0, . . . , xd−1) = C(x0, . . . , xd−1,max X) has a D-weakly homogeneous subset H ⊆ X
of size larger than m. Since H is also C-weakly homogeneous, we get wrd+1(m) ≤ R.
Now we assume, for a contradiction, that anyC-mind-homogeneous subset of [0, R]
has size ≤ M +1 and show that this implies R < 2Md+1 in contrast with the definition of
R. Using the bounded course of value primitive recursion we construct trees Ti ⊆ N<N
(i ≤ R+1) of increasing sequences. The use of trees, to show upper bounds for Ramsey
numbers, is attributed to Erdös and Rado.
T0 = { 〈〉 } ,
Ti+1 = Ti ∪ { σ ˆ 〈i〉 } where σ is the leftmost longest branch of Tisuch that σ ˆ 〈i〉 is C-mind-homogeneous.
Set T = TR+1. We will find an upper bound for |T | = R + 2. By construction every
σ ∈ TR+1 is C-mind-homogeneous, so lh(σ) ≤ M + 1. Thus the depth of T is at most
M + 1.
Suppose that σ ˆ 〈i〉, σ ˆ 〈 j〉 ∈ T for i < j ≤ R. Then σ ∈ Tj is longest such that
σ ˆ 〈 j〉 is C-mind-homogeneous and σ ˆ 〈i, j〉 can not be C-mind-homogeneous. Hence
there exist x0 < · · · < xd−2 in σ  (lh(σ) − 1) such that C(x0, · · · , xd−2, (σ)lh(σ)−1, i) ,
C(x0, · · · , xd−2, (σ)lh(σ)−1, j). This means that the number of direct descendants of
σ ∈ T of length n is bounded by the number of mappings from (the set of d − 1
elements from n − 1) to c colors. This number is below c(M−1)d−1 .
Therefore using 2 ≤ c ≤ M , one can compute that |T | ≤ 2Md+1 , hence the desired
contradiction R < 2Md+1 . This completes the proof. 
With small computation, this lemma is enough to show the following:
Theorem 15 (RCA∗0). For each standard d ≥ 2, wrdc (m) ≤ 2. .
.
2m
kc}
(d − 2) 2’s holds where
k = (d + 1)!.
Notice that if we interpret the inequality as “If 2. .
.
2m
kc
exists, then the inequality
holds” then we can quantify over all d, by Σ00-induction.
The next lemma gives a lower bound in the same manner.
Lemma 16 (RCA∗0). Let m ≥ d and C : [0, R − 1]d → c be an m-bad coloring; that
is, every C-weakly homogeneous set has size ≤ m. Then there is an m-bad coloring
D : [0, 2R − 1]d+1 → (4c + 1).
Proof. This proof is a modified simplification of the construction, in Friedman’s
draft [4], for the d-bad coloring to (d + 1)-bad coloring.
Let C be given. Given x < y, put α(x, y) to be the largest position, counting from
right, where the base 2 representation of x, y differ; if they differ only at rightmost
7
(20) digit then α(x, y) = 0; if the lengths of x and y in base 2 are different (i.e.,
log2(x) < log2(y)), add 0’s to the left of the representation of x. For example, if x = 3
and y = 11 then
representation of x in base 2 = 11
representation of y in base 2 = 1011
hence α(x, y) = 3.
Note that y < 2R implies α(x, y) < R. Define (d + 1)-dimensional 0–1 colorings
g0(x0, . . . , xd) and g1(x0, . . . , xd) to be the parities of the largest i, j ≤ d such that
α(x0, x1) < α(x1, x2) < · · · < α(xi, xi+1)
and
α(x0, x1) > α(x1, x2) > · · · > α(xj, xj+1)
respectively. Then, we observe that if H = { h0 < · · · < hl } of size larger than d + 1 is
weakly homogeneous for both g0 and g1, then either
α(h0, h1) < · · · < α(hl−1, hl) (1)
or
α(h0, h1) > · · · > α(hl−1, hl) (2)
holds. To see this, consider three cases α(h0, h1) = α(h1, h2), α(h0, h1) < α(h1, h2), and
α(h0, h1) > α(h1, h2). The first alternative can not happen since h0 < h1 < h2. In the
second case, by the h0-homogeneity of H we have (1). Similarly the third case implies
(2).
We will counstruct D using g0 and g1 to make sure that every D-weakly homoge-
neous set has the property (1) or (2). Define C : [0, 2R − 1]d+1 → c to be
C(x0, . . . , xd) =

C(α(x0, x1), . . . , α(xd−1, xd))
if α(x0, x1) < · · · < α(xd−1, xd),
C(α(xd−1, xd), . . . , α(x0, x1))
if α(x0, x1) > · · · > α(xd−1, xd),
0 otherwise
and combine g0, g1, C into a single function D : [0, 2R − 1]d+1 → 4c. Then for every
D-weakly homogeneous set H = { h0 < h1 < · · · } of size l + 1 larger than d + 1, the
set H ′ = { α(h0, h1), α(h1, h2), . . . } is C-weakly homogeneous and has size l. Since C
is m-bad D is (m + 1)-bad.
To obtain m-bad coloring define D : [0, 2R − 1]d+1 → (4c + 1) by
D(x0, . . . , xd) =

D(x0, . . . , xd) + 1
if there exists y < x0 such that
{ y, x0, . . . , xd } is D-weakly homoge-
neous,
0 otherwise.
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Then every D-weakly homogeneous subset of size larger than d + 1 has size ≤ m.
This completes the proof. 
This lemma is enough to show the following:
Theorem 17 (RCA∗0). For each standard d ≥ 2, wrdkc(m) ≥ 2. .
.
2m
c}
(d − 2) 2’s holds for
all c ≥ 1 and m ≥ d, where k = 5d−2.
Notice again that we may interpret this as follows: For all d, if the right-hand side
exists then there is m-bad coloring C : [0, 2. . .
2m
c}
(d − 2) 2’s − 1] → c.
So we also have this: For all d, if the function x 7→ 2. . .
2x}
(d − 2) 2’s exists, then the
inequalities from Theorems 15, 17 hold.
6 Reverse Mathematics
Lemma 8 directly implies the following:
Corollary 18 (RCA∗0). For each f and c,MDL
f
c andWPH
f
c are equivalent.
In this section we establish the equivalence between Dickson’s lemma and the
relativized weak Paris–Harrington principle.
Definition 19 (Dickson’s lemma and the relativized weak Paris–Harrington principle).
For c ∈ N, Dickson’s lemma for c-tuples (denoted DLc) is the statement that for every
infinite sequence m0,m1, . . . ∈ Nc there exists i < j such that mi ≤ m j . We write
DL for ∀cDLc for short. The relativized weak Paris–Harrington principle for c-tuples
(denoted RPHc) is the statement that for every f : N→ NWPH fc holds.
For the equivalence, it is useful to have weak König’s lemma.
Definition 20 (WKL∗0). WKL∗0 is the subsystem of second order arithmetic consisting of
RCA∗0 plus weak König’s lemma.
Proposition 21. Let ϕ(c) be Π11 . Assume that WKL∗0 proves ∀c(DLc → ϕ(c)). Then
RCA∗0 already proves ∀c(DLc → ϕ(c)).
Proof. By formalizing [13, Lemma 3.6] inRCA∗0, we can show thatDLc is equivalent to
WO(ωc) for any c overRCA∗0. Thuswe assume thatRCA∗0 does not prove∀c(WO(ωc) →
ϕ(c)). Then there is a model M = (|M |,S) and a ∈ |M | such that M |= RCA∗0 +
WO(ωa) + ¬ϕ(a). Since ¬ϕ(c) is Σ11 , it is enough to show that there is S′ ⊇ S such
that (M,S′) |= WKL∗0 + WO(ωa). This follows from the fact that for each infinite
binary tree T ∈ S there is S′ ⊇ S containing an infinite path of T such that (M,S′) |=
RCA∗0+WO(ωa), and this can be shown as in [15, Lemma 4.5] or [11, Theorem 3.2]. 
Theorem 22 (RCA∗0). For each c, DLc and ∀ fMDL fc are equivalent.
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Proof. For left-to-right, we firstly reason in WKL∗0. Assume ¬∀ fMDL fc . Then there
exists f : N → N such that there is an arbitrarily long (finite) (a, f )-bad sequence
m0,m1, . . . ∈ Nc . For ¬DLc , we show then there is an infinite bad sequence. Let
T ∈ N<N be the tree consisting of (the codes of) (a, f )-bad sequences 〈m0,m1, . . . 〉. By
the assumption T is infinite, and bounded because our code of c-tuple mi is bounded
exponentially in f (a + i). By bounded König’s lemma (which is equivalent to weak
König’s lemma [14, Lemma IV.1.4]), T has an infinite path, which codes an infinite bad
sequence.
We have shown ∀c (DLc → ∀ fMDL fc ) over WKL∗0. This, together with Proposi-
tion 21, completes the proof of the direction left-to-right.
For the converse, we assume ¬DLc . Then there exists an infinite bad sequence
m0,m1, . . . ∈ Nc . Taking f (i) = maxj≤i
m j ∞ + 1, we have arbitrarily long (0, f )-bad
sequences, thus ¬MDL fc holds. This completes the proof. 
Corollary 23 (RCA∗0). For each c,DLc andRPHc are equivalent. Hence,WO(ωc) and
RPHc are equivalent. Especially, DL,WO(ωω), and ∀cRPHc are pairwise equivalent.
Proof. By Theorem 22, Corollary 18, Definition 19, and [13, Lemma 3.6]. 
7 Phase Transition
In this section, we use WPHd, f to state that “for all c and a there exists R such
that for every C : [a, R]d → c there exists C-weakly homogeneous H ⊆ R such that
|H | > f (minH).”
ByCorollary 11, we know thatRCA0 does not proveWPH2,id. For higher dimension,
it is shown in [5] that RCA∗0 + IΣ
0
d
does not proveWPHd+1,id.
Conversely, byTheorem15weknow that for each standard d RCA∗0 proves∀mWPHd,x 7→m.
In this section we classify some functions f , between (ordered by eventual domi-
nation) the identity and constants, according to the provability of WPHd, f . This clas-
sification fits in the general phase transitions program which was started by Andreas
Weiermann. Our results imply that, unlike for the Paris–Harrington principle [17], the
phase transition forWPH2 follows those for Dickson’s lemma (exercise for the reader),
Kanamori–McAloon for pairs [1], and Higman’s lemma for 2-letter alphabet [7]. The
higher dimensional cases follow the transitions for Kanamori–MacAloon.
Theorem 24. Let d ≥ 2 be standard.
1. RCA∗0 provesWPH
d, f for f (x) = log(d−1)(x).
2. For all n standard, RCA∗0 + IΣ
0
d−1 does not prove WPH
d, fn for each fn(x) =
n
√
log(d−2)(x).
(Here RCA∗0 can be replaced by EFA.)
Proof for 1. Let d, c, a given. In the Theorem 15 we have shown that for every coloring
C : [0, R]d → c there exists a C-weakly homogeneous set of size larger than m, where
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R is the right-hand side of the inequality in Theorem 15. By taking m ≥ a large enough
so that mkc ≤ 2m, we have f (R) ≤ m. Then, for every coloring C : [a, a + R]d → c,
there exists a C-weakly homogeneous set H such that |H | > m ≥ f (R) ≥ f (minH).
Proof for 2. Let d, n be given. We show in RCA∗0 that WPH
d, fn → WPHd,id. By [5]
this implies that RCA∗0 + IΣ
0
d−1 can not proveWPH
d, fn .
Let C : [a, R]d → c be given id-bad coloring. We construct fn-bad coloring
D : [a, R]d → c where a = fn−1(a) = 2. . .
2a
c}
(d − 2) 2’s and c = 4(c + 5d−2 · (n + 1)).
Without loss of generality, we may assume (a + 1)n ≤ an+1. For any m, let C ′m be
an m-bad coloring C ′m : [0, R′ − 1]d → 5d−2 · (n + 1) where R′ is the right-hand side of
the inequality from Theorem 17, with (n + 1) instead of c. An easy computation shows
x < R′ whenever f (x) = m.
Define C : [a, R] → (c + 5d−2 · (n + 1)) by
C(x0, . . . , xd−1) =

C( fn(x0), . . . , fn(xd−1)) if fn(x0) < · · · < fn(xd−1),
C ′
fn(x0)(x0 . . . , xd−1) if fn(x0) = · · · = fn(xd−1),
0 otherwise.
We also define auxiliary colorings g0(x0, . . . , xd−1) and g1(x0, . . . , xd−1) to be the
parities of the largest i, j ≤ d − 1 such that
fn(x0) = fn(x1) = · · · = fn(xi)
and
fn(x0) < fn(x1) < · · · < fn(xj)
respectively.
Combine g0 and g1 with C into a single coloring D : [a, R]d → c to ensure that
every D-weakly homogeneous set H = { h0 < h1 < · · · < hl−1 } has the property either
fn(x0) = fn(x1) = · · · = fn(xl−1)
or
fn(x0) < fn(x1) < · · · < fn(xl−1).
It is clear that D is fn-bad. 
We give a sharpening of the result above. Given a countable ordinal α, let Fα be
the α-th fast growing function and put
fα(x) = F
−1
α (x)
√
log(d−2)(x),
where F−1α is formalized using a ∆01 formula as in [9]. (For convenience, define
0√x = x.) Notice that for α ≥ 3, fα(x) eventually lies strictly between log(d−1)(x) and
n
√
log(d−2)(x).
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Theorem 25. Let d ≥ 2 be standard.
1. For each α < ωd−1, RCA∗0 + IΣ
0
d−1 provesWPH
d, fα .
2. RCA∗0 + IΣ
0
d−1 does not proveWPH
d, fωd−1 .
Here we denote ωx = ω . .
.
ω }
x ω’s.
In the proof we use the fact that RCA∗0 + IΣ
0
d−1 proves the totality of Fα for each
α < ωd−1 but not for Fωd−1 (cf. [9]).
Proof for 1. Given c and a, take N = max { a, Fα(kc) } where k is from Theorem 15,
the upper bound for wrdc . Put R = wrdc (N), we show that
i ≤ R⇒ fα(i) ≤ N,
which guarantees that every weakly homogeneous set H for C : [a, a + R]d → c of size
larger than N has size larger than f (minH).
If i < Fα(kc), then fα(i) ≤ i ≤ Fα(kc) ≤ N .
If Fα(kc) ≤ i ≤ R, then fα(i) = F
−1
α (i)
√
log(d−2)(i) ≤ F−1α (Fα (kc))
√
log(d−2)(R) ≤
kc
√
Nkc = N . This completes the proof.
Proof for 2. Take a model M of RCA∗0 + IΣ
0
d−1 in which Fωd−1 is not total. Since the
totality of Fωd−1 is equivalent to WPHd,id over RCA∗0 (cf. [5]), M also fails to satisfy
WPHd,id.
Note that, on the other hand, the inverse F−1ωd−1 is total in M . Then we see that F
−1
ωd−1
is bounded in M; that is, there exists (nonstandard) n such that ∀yF−1ωd−1 (y) ≤ n in M:
If not, then for all n there exists x > n and y such that Fωd−1 (x) = y, thus Fωd−1 is total
in M , contradiction.
Note, again, that the proof of Theorem 24.2 works fine for nonstandard n, in the
presence of the tower function; hence in RCA∗0 + IΣ
0
1, ∃nWPHd, fn implies WPHd,id,
where fn is from Theorem 24.2.
Assume in M that WPHd, fωd−1 holds and take n such that ∀yF−1ωd−1 (y) ≤ n. Then
fωd−1 (x) ≥ n
√
log(d−2)(x) = fn(x) for all x in M , thus we have WPHd, fn , and WPHd,id,
contradiction. Therefore M does not satisfyWPHd, fωd−1 . 
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