Increasing Subsequences
Let σ be a permutation in the symmetric group S n . An increasing subsequence of σ is a collection of pairs (i 1 , σ(i 1 )), . . . , (i l , σ(i l )) satisfying 1 ≤ i 1 < · · · < i l ≤ n and 1 ≤ σ(i 1 ) < · · · < σ(i l ) ≤ n. l is called the length of the increasing subsequence. The increasing subsequence problem is concerned with determining the distribution of the length of the longest increasing subsequence of a permutation chosen uniformly at random from S n . A recent survey of the longest increasing subsequence problem which contains a comprehensive list of references is [26] .
Schensted's correspondence and lattice paths
Let S d (n) denote the subset of S n consisting of those permutations with no increasing subsequence of length greater than d, and let u(d, n) = |S d (n)|. Schensted found a bijection between S d (n) and the set of ordered pairs (P, Q) of standard Young tableaux on the same shape with entries 1, 2, . . . , n having at most d rows [23] . Consequently,
where the sum runs over partitions λ n with at most d rows ( (λ) ≤ d) and f λ denotes the number of standard Young tableaux of shape λ. Let W be the open region in R d defined by
and let W denote its closure
Schensted's correspondence shows that S d (n) is in bijection with the set of closed walks on the lattice Z d which begin and end at the origin and take n positive steps followed by n negative steps, while remaining in W [12] . The bijection is as follows: let σ ∈ S d (n) be a permutation and let (P, Q) be the pair of standard Young tableax associated to σ by the Schensted correspondence. P defines a walk on Z d as follows. let a i be the row of P in which the integer i appears. The vector (a 1 , a 2 , . . . , a n ) is the direction array of P . The direction array defines an n-step walk in W : the first step is in the direction e a1 , the second step is in the direction e a2 , etc. the n-th step is in the direction e an , where {e 1 , . . . , e d } is the standard orthonormal basis of R d . Since the tableau P is standard, the walk it defines never exits W. The tableau Q defines a walk in the same way, and since P and Q have the same shape these two walks have the same terminal point. Now if (b 1 , b 2 , . . . , b n ) is the direction array associated to Q, then the sequence of steps e a1 , e a2 , . . . , e an , −e b1 , −e b2 , . . . , −e bn gives a closed walk on Z d which begins and ends at the origin and never exits W.
Scalar product of symmetric polynomials and matrix integrals
The algebra Λ d of symmetric polynomials in d variables x 1 , . . . , x d can be equipped with a positive symmetric scalar product, known as the Hall scalar product (the notation and facts about symmetric polynomials we use can all be found in Stanley's book [27] ). The main property of this scalar product is that the Schur polynomials s λ , which are indexed by partitions λ with at most d rows, constitute an orthonormal basis of Λ d . The following well-known identity goes back to Frobenius:
where e 1 is the elementary symmetric polynomial e 1 (x 1 , . . . ,
This together with the orthonormality of the Schur polynomials proves that
Hence,
Let U (d) denote the compact group of unitary d×d matrices. The irreducible characters of U (d) are given by the Schur polynomials s λ , (λ) ≤ d. Hence, the Hall inner product can be realized as integration over U (d) with respect to normalized Haar measure:
for any symmetric polynomials f, g ∈ Λ d , where f (V ) denotes f evaluated at the eigenvalues of the matrix V ∈ U (d). Consequently, u(d, n) can be represented as a matrix integral
as first observed in [21] .
Definition of the numbers u(d, n, q)
We define a family of deformations of the numbers u(d, n) which depends on a parameter q ≥ 0. u(d, n, q) is defined by the following matrix integral:
The reason for studying the numbers u(d, n, q) is the following: for integer values of q, u(d, n, q) extends the lattice path interpretation of u(d, n) in a combinatorially meaningful way; moreover, we can find the asymptotic behaviour of u(d, n, q) in the q → ∞ limit using tools from random matrix theory.
Combinatorial interpretation of u(d, n, q)
For integer values of q, we can write u(d, n, q) as an inner product of elementary symmetric polynomials in Λ d :
where
Let ρ dq denote the rectangular partition consisting of d rows and q columns. We have the following theorem:
Proof. We expand the elementary symmetric polynomials as linear combinations of Schur polynomials:
Now, we recall that the two endomorphisms of Λ d defined by M ρ (s ν ) := s ρ s ν and D ρ (s ν ) := s ν/ρ are adjoint with respect to the Hall scalar product ( [27] , page 337). That is,
and hence
Note that since ρ is a rectangle, λ/ρ n is a non-skew partition. Thus the orthonormality of Schur polynomials implies
which proves the result.
Thus u(d, n, q) is equal to the number of pairs (P, Q) of standard Young tableaux where P is filled with the numbers 1, 2, . . . , n + dq, has at most d rows, and contains the rectangle ρ, while Q is filled with the numbers 1, 2, . . . , n and has shape obtained from that of P by deleting ρ (see Figure 1 below). Proof. This is a straightforward extension of the mapping which gave a bijection between pairs of standard Young tableaux on the same shape and closed lattice walks.
Let (P, Q) be a pair of standard Young tableaux of the sort described above, i.e. P has shape λ n + dq, contains ρ, and has at most d rows, while the shape of Q is µ = λ/ρ. The direction array (a 1 , a 2 , . . . , a n+dq ) determined by P gives a walk on Z d from the origin to the point with coordinates (λ 1 , λ 2 , . . . , λ d ) = (q + µ 1 , q +µ 2 , . . . , q +µ d ). Since P is a standard Young tableau, the walk never exits W. Similarly, the tableau Q determines a direction array (b 1 , b 2 , . . . , b n ) which gives a lattice walk in W from the origin to the point (µ 1 , µ 2 , . . . , µ d ). Hence the walk e a1 , e a2 , . . . , e a n+dq , −e b1 , −e b2 , . . . , −e bn gives a lattice walk from the origin to the point (q, q, . . . , q) which never exits W.
Suppose that we wish to determine the number U (d, n, q) of lattice walks from the origin to (q, q, . . . , q) which never exit W and take n negative steps and n + dq positive steps in any order, i.e. we want to remove the condition that all positive steps must be taken first. U (d, n, q) is simply related to u(d, n, q) by
as proved in [2] or [12] . Furthermore, it is clear that a lattice walk in W from the origin to (q, q, . . . , q) which takes n negative steps must take n + dq positive steps.
Truncated random matrices and u(d, n, q)
We
whose Weyl group is the symmetric group S d . Hence a formula for u(d, n, q) could be found using the André-Gessel-Zeilberger reflection principle for counting lattice walks in a Weyl chamber [1] , [13] . However, such a formula would be a complicated sum over the group S d , and it would be difficult to extract any asymptotic information.
We will now give another formula for u(d, n, q), this time as an average over an ensemble of truncated random matrices, from which the asymptotic behaviour of u(d, n, q) with d, n fixed and q → ∞ can easily be deduced. Suprisingly, the derivation of this formula involves the so-called "Colour-Flavour Transformation" from mathematical physics.
The Colour-Flavour Transformation (CFT) was introduced by the physicist M. Zirnbauer in the context of lattice gauge theory [30] . Roughly speaking, it gives a method for transforming certain partition functions over a unitary group into a more convenient form. The CFT transforms integrals of the form
where X, Y ∈ C N ×m for some m ≤ N are constant matrices. The CFT has been reformulated in several ways since its introduction in [30] . In this paper, we use the following version of the CFT from [29] Theorem 2. Let d, q be non-negative integers with d ≥ 1 and q ≥ 0. For any constant matrices X, Y ∈ C (d+q)×d ,
where H(ρ) denotes the hook product of the partition ρ.
The proof of this theorem is completely algebraic -it uses the character expansion technique introduced in [5] . In fact, it was realized by Zirnbauer that all versions of the CFT are closely related to the algebraic concept of Howe duality [31] . A very recent article emphasizing the connections between the CFT and random matrix theory is [11] .
Here we want to focus on the connection between the CFT and truncated random unitary matrices. If U ∈ U (d + q) is a matrix chosen at random with respect to Haar measure, let U d denote its d × d upper left corner. Given that the matrix integral
has such a nice combinatorial interpretation, one might hope that the same would be true when one perturbs the group over which we integrate. That is, we might hope that the integral
has some nice combinatorial properties. Evidence for this is provided by the following well-known formula for the moments of any individual entry u ij of a random matrix U :
(see [19] for a combinatorial proof of the above identity). To investigate this further, let X = Y ∈ C (d+q)×d be the matrix with the indeterminate x down the main diagonal and 0's elsewhere:
Then the CFT from Theorem 2 reduces to the identity
Expand both the left and right hand sides of the above identity as power series in x and equate coefficients. The left hand side expands as
where in the last line we have used the fact that the integral of a polynomial function in the entries of U and U * vanishes when its degree in the entries of U is not equal to its degree in the entries of U * [7] . The expansion of right hand side is
(n + dq)!n! .
Equating the coefficients of x 4n+dq we obtain
Applying the Hook Length Formula this gives
Notice that the integral on the right is exactly the matrix integral we used to define u(d, n, q). Thus we have proved the following remarkable theorem: Theorem 3. Let d, n, q be non-negative integers with d ≥ 1 and n, q ≥ 0. Let
Theorem 3 allows us to easily find the asymptotic behaviour of u(d, n, q) using tools from random matrix theory.
Asymptotics for u(d, n, q) and the Borel property
Let U ∈ U (d + q) be a random matrix distributed according to Haar measure, and let U d be its d×d upper left corner. U d is called a "truncated random unitary matrix." Truncations of random unitary matrices were first investigated in [25] in connection with problems of quantum chaotic scattering. The random matrix U d is not neccessarily unitary, however it is a contraction. Thus its eigenvalues are random points which lie in the closed unit disc in the complex plane. The joint probability density function of the eigenvalues was found in [25] .
Theorem 4. Let U d be the truncation of a random matrix U ∈ U (d + q). For q ≥ 1, the joint probability density function of the eigenvalues ζ 1 , . . . , ζ d of U d is supported on the closed unit disc and is given by
where C d+q,d is a normalization constant.
Ginibre introduced ensembles of random matrices with no unitary or selfadjoint conditions imposed [14] (the Ginibre ensembles are also discussed in Mehta's book [17] and the recent article [24] ). The ensemble GinUE(d) consists of the space of d × d matrices over C together with a Gaussian probability measure which has density proportional to e . Equivalently, a GinUE(d) random matrix has independent standard complex Gaussian random variables as its entries (recall that a complex-valued random variable z is a standard complex Gaussian if it is of the form z = x + iy, where x, y are independent real Gaussian random variables with mean 0 and variance 1/2). In [14] , Ginibre proves that the joint probability density of the eigenvalues of a random matrix Γ from GinUE(d) is given by
Knowing the joint probability density of the eigenvalues of U d , Petz and Réffy observed in [20] that the scaled random matrix √ qU d converges to a GinUE(d) random matrix Γ as q → ∞.
Theorem 5. As q → ∞, the random matrix √ qU d converges in distribution to a random matrix Γ whose entries are independent standard complex Gaussian random variables, i.e. to a random matrix from GinUE(d).
Proof. The full proof, which is a brute force calculation, can be found in [20] . The idea of the proof is as follows: we know the joint probability density function for the truncated unitary ensembles as well as for the Ginibre ensembles, so one need only check that the first density converges to the second. Multiplying U d by √ q transforms the eigenvalues:
Knowing the normalization constant C d+q,q , which was found in [20] , one finds that the transformed eigenvalue density for
The limit of the above as q → ∞ is
which is exactly the eigenvalue density characterizing the Ginibre ensemble GinUE(d).
A recent elementary proof of the above theorem, which does not require knowing the joint density of the eigenvalues for the truncated unitary and Ginibre ensembles, is given in [15] .
Theorem 5 is one instance of a recurrent theme in random matrix theory: large random matrices from the classical groups are "locally Gaussian." In fact, the first theorem of this sort was proved by Borel (in a somewhat disguised form) more than a century ago [6] . Borel proved that for a uniformly random point X chosen from the sphere S N −1 ⊂ R N , the scaled first coordinate √ N X 1 of X converges in distribution to a standard Gaussian random variable (mean 0, variance 1). Analogues of Theorem 5 are true for random matrices from the orthogonal and symplectic groups [16] , as well as for random elements of symmetric spaces [16] , [8] .
The following easy corollary of Theorem 5 is the key ingredient in our asymptotic formula for u(d, n, q).
Corollary 0.7.1. For d ≥ 1 and n ≥ 0 fixed non-negative integers, we have
as q → ∞.
Proof. By Theorem 8,
The trace of Γ is simply the sum of d independent standard complex Gaussians, which is a complex Gaussian random variable of mean 0 and variance d. If z is a standard complex Gaussian, its moments are given by E[z m z n ] = n!δ mn , as can easily be seen from the Wick formula (or otherwise). Hence a complex Gaussian with mean 0 and variance d has moments d n n!δ mn . Thus
As an aside, we remark that the above corollary is valid under more general hypotheses. Suppose that instead of holding d fixed we have d, q → ∞ in such a way that
with r ∈ (1, ∞) a finite real number. Then it follows from second order free probability theory [18] that
It is now an easy task to find the asymptotic behaviour of u(d, n, q). From Theorem 3, we have u(d, n, q) = (n + dq)! n!H(ρ) U (d+q) | Trace(U d )| 2n dU.
From Stirling's approximation, we have
Combining this and the asymptotic for the integral we have
e dq H(ρ) .
Now, using the fact that
and Stirling's approximation, we have
Plugging in the asymptotic for H(ρ) yields the following theorem. 
In [22] , Regev used Selberg's integral to determine the asymptotic behaviour of u(d, n) with d fixed and n → ∞. He found that under these conditions
One notices a striking similarity between the form of Regev's result and Theorem 6.
