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DISSIPATIVE EULER FLOWS FOR VORTEX SHEET INITIAL DATA
WITHOUT DISTINGUISHED SIGN
FRANCISCO MENGUAL AND LA´SZLO´ SZE´KELYHIDI, JR.
Abstract. We construct infinitely many admissible weak solutions to the 2D incompressible
Euler equations for vortex sheet initial data. Our initial datum has vorticity concentrated on a
simple closed curve in a suitable Ho¨lder space and the vorticity may not have a distinguished
sign. Our solutions are obtained by means of convex integration; they are smooth outside a
“turbulence” zone which grows linearly in time around the vortex sheet. As a byproduct, this
approach shows how the growth of the turbulence zone is controlled by the local energy inequal-
ity and measures the maximal initial dissipation rate in terms of the vortex sheet strength.
1. Introduction and main results
The motion of a 2D ideal incompressible fluid is described by its velocity field v(t, x), which
satisfies the incompressible Euler equations (IE) for some scalar pressure p(t, x)
∂tv + div(v ⊗ v) +∇p = 0,(IEa)
divv = 0,(IEb)
in R+ × R2, evolving from an initial datum v0(x) satisfying (IEb)
v|t=0 = v0.(IEc)
In this work we are interested in the dynamics of vortex sheets, that is, the system (IE) when
the initial vorticity ω0 := curlv0 is concentrated on a curve. Here we consider
curves: z0 ∈ Ck0+1,α(T;R2) closed, simple and regular,(1.1a)
vortex sheet strength: $0 ∈ Ck0,α(T;R),(1.1b)
for some k0 ≥ 0 and α > 0 to be determined. We may assume w.l.o.g. that z0 is the positively
oriented (	) arc-length (|∂sz0| = 1) parametrization, and so T := R/`Z with ` ≡ length(z0).
Then, ω0 is the pushforward measure
(1.2) ω0 = z
]
0($0 ds).
By identifying R2 ' C (∗ ≡ complex conjugate) v0 is recovered from ω0 by the Biot-Savart law
(1.3) v0(x)
∗ =
1
2pii
∫
T
$0(s)
x− z0(s) ds, x /∈ z0(T).
This v0 is bounded, anti-holomorphic outside Γ0 := z0(T) but with tangential discontinuities
across Γ0. Due to this lack of regularity we must interpret (IE) in its weak formulation.
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Definition 1.1. Let us denote
L∞σ (R2) :=
{
v ∈ L∞(R2;R2) :
∫
R2
v · ∇ψ dx = 0 ∀ψ ∈ C1c (R2)
}
.
A pair (v, p) ∈ L∞(0, T ;L∞σ (R2)× L∞(R2)) ∩ C([0, T ];L∞w∗(R2)) is a weak solution to (IE) if∫ t
0
∫
R2
(v · ∂tΨ + v ⊗ v : ∇Ψ + p divΨ) dx dτ =
∫
R2
v(t) ·Ψ(t) dx−
∫
R2
v0 ·Ψ0 dx
holds for every test function Ψ ∈ C1c (R3;R2) and 0 ≤ t ≤ T , with Ψ0 ≡ Ψ(0, ·). In addition,
(v, p) is a strong solution to (IE) if it is continuous and piecewise C1 on ]0, T ]× R2.
1.1. Brief background.
The Cauchy problem (IE) for the vortex sheet initial data (1.3) serves as a simplified model of
many physical phenomena observed in the atmosphere and oceans related to turbulence, such
as mixing layers, jets and wakes (see [38, §9] and [51]). By neglecting the effects of surface
tension and viscosity, this predicts the evolution of two incompressible and irrotational fluids
(with the same constant densities, e.g. two masses of water) when they come into contact with
different motions at Γ0 ([1]). The (tangential) discontinuity in the velocity induces vorticity at
the interface Γ0 (1.2). Experimentally, this instability triggers a laminar-turbulent transition
in a neighbourhood of the vortex sheet ([10, §14]). Mathematically, this Cauchy problem has
been tackled from two different approaches.
One approach begins with the celebrated paper [14]. Via a compensated-compactness type
argument Delort proved that, provided ω0 belongs to the class D
+(R2) :=M+(R2)∩H−1(R2),
(IE) admits a global weak solution (v, p) ∈ L∞loc(R;L2σ,loc(R2)×S ′(R2)) whose vorticity ω(t) :=
curlv(t) remains in D+ for all times, whereM (resp. M+) denotes the space of (non-negative)
Radon measures. The question of uniqueness as well as how the singularity spreads is not
explicit in this construction. Delort’s result has been proved in different ways: by examining the
concentration-cancellation effect [24, 46] and via vanishing viscosity [37, 46] and vortex [34, 47]
methods. In all of them the fixed sign hypothesis seems crucial (cf. [24, §5]). The case of mixed
sign vortex sheets has its own interest, both for its practical applications in aerodynamics and
for the complex structures created by the intertwining between regions of positive and negative
vorticity ([32]). Despite this, Delort’s result has been only extended to Lp+D+ [14, 46, 52] and
to the case of vortex sheets with reflection symmetry by Lopes, Nussenzveig and Xin [36].
The other approach aims to capture the structure of these solutions. Under the assumption
that the vorticity (equivalently the discontinuity) remains concentrated on a moveable interface
(1.4) ω(t) = z(t)]($(t) ds),
it is classical (cf. [45, 38, 35, 7]) that the corresponding velocity field
(1.5) v(t, x)∗ =
1
2pii
∫
T
$(t, s)
x− z(t, s) ds, x /∈ z(t,T),
(with p determined by the Bernoulli’s law) is a weak solution to (IE) if and only if
(1.6) $ = $0 + ∂s$˜,
and (z, $˜) solves the Birkhoff-Rott integrodifferential equations (BR)
∂tz = B + r∂sz, ∂t$˜ = r$,(1.7a)
z|t=0 = z0, $˜|t=0 = 0,(1.7b)
where r(t, s) represents the re-parametrization freedom (cf. [7]) andB ≡ B(z, $) is the Birkhoff-
Rott operator (pv ≡ Cauchy principal value)
B(t, s)∗ :=
1
2pii
pv
∫
T
$(t, s′)
z(t, s)− z(t, s′) ds
′.
The linear stability analysis of (1.7) w.r.t. the (steady) planar vortex sheet turns out to be
an ill-posed Cauchy problem in terms of the Hilbert transform (cf. [38, §9.3]). By desingu-
larizing B it can be observed that the interface tends to roll-up into spiral vortices (cf. §B).
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This phenomenon is known as the Kelvin-Helmholtz instability. The first result of local in
time well-posedness of (1.7) in the class of analytic (z0, $0) was given in [45] by Sulem, Sulem,
Bardos and Frisch. Global in time results are only known for (not necessarily analytic) curves
which are close enough to the planar vortex sheet, due to Duchon and Robert [22], by taking
$0 somehow well-prepared in terms of z0. Conversely, Caflish and Orellana exhibited in [5]
examples of breakdown of analyticity in finite time (see also [41]). In addition, they proved
ill-posedness in Hs for s > 3/2. In [54] Wu proved instantaneous analyticity in a very weak
class of solutions to (1.7) as well as some compatibility conditions required in (z0, $0).
In this way, many of the data in (1.1) are not within these approaches, both for the regularity
and freedom required and the possible change of sign in $0.
1.2. The main results.
Our aim is to present a third approach which is not only complementary to the previous two
approaches but also remedies the shortcomings alluded to above. More precisely, our goal in
the present paper is to develop a robust existence theory for (IE) for the vortex sheet initial
data (1.3) in a large class of non-analytic initial data (1.1), which at the same time is able to
keep track of the geometric evolution of the vortex sheet. In our approach, following [6, 27],
the sharp interface (1.4) is replaced by an opening and evolving strip, called turbulence zone,
Ωtur around the initial interface. Outside the turbulence zone the solution is analytic, but
inside Ωtur the weak solution is obtained using convex integration and is highly irregular. The
technique we use for obtaining weak solutions follows [17, 18] and is based on the existence of
a suitable subsolution (cf. Definition 2.1). The key object of study in our work is then the
subsolution, rather than the irregular weak solutions obtained by convex integration. As argued
in [19, 20], the subsolution relates to the macroscopic information usually studied in connection
with hydrodynamical instabilities, such as growth of the turbulent zone, geometric evolution of
the instability surface, macroscopic energy transfer, etc. The main advantage of this approach
is that we circumvent the classical ill-posedness and are in this way able to identify the main
contributions for the evolution of the macroscopic interface.
In discussing weak solutions to (IE) it is important to specify some form of admissibility
[18, 23, 33], in order to be able to rule out unphysical energy-creating solutions. A typical choice
is monotonicity of the global kinetic energy
E(t) :=
1
2
∫
R2
|v(t, x)|2 dx.
This condition already suffices to guarantee weak-strong uniqueness [2, 33]. However, as in [14],
for initial data as in (1.2) we expect the decay (cf. Proposition 2.1)
(1.8) v(t, x)∗ =
1
2piix
(∫
T
$0 ds+O(|x|−1)
)
, |x|  1,
so that the total energy is not defined, unless $0 has zero mean. However, one may proceed as
follows. First, we recall the dissipation measure associated with a weak solution.
Definition 1.2 (Duchon, Robert [23]). Given a weak solution (v, p) to (IE), the dissipation
D is defined as the distribution given by
∂te+ div((e+ p)v) +D = 0,
where e := 12 |v|2 represents the kinetic energy density. Moreover, for any 0 ≤ t ≤ T , we denote
by D(t) the distribution defined as
(1.9) 〈D(t), ψ〉 :=
∫ t
0
∫
R2
(e∂tψ + (e+ p)v · ∇ψ) dx dτ −
∫
R2
eψ dx
∣∣∣τ=t
τ=0
,
for every test function ψ ∈ C1c (R3).
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Under some mild conditions (cf. Lemma A.1) in the limiting case ψ ↑ 1 (1.9) reads as∫
R2
(e(t)− e(0)) dx = −〈D(t),1〉,
which agrees with the expression
E(t)− E(0) = −〈D(t),1〉,
for finite-energy solutions. In this way the dissipation D allows us to formulate admissibility.
Definition 1.3. A weak solution to (IE) whose dissipation D is compactly supported is ad-
missible (or globally dissipative) if for all 0 ≤ t ≤ T
〈D(t),1〉 ≥ 0.
For completeness, in Lemma A.2 we will extend the classical weak-strong uniqueness state-
ment to weak solutions as in Definition 1.3 with possibly infinite energy.
With these preparations, our main result is as follows:
Theorem 1.1. Consider initial data (1.1) with k0 = 4, α > 0 and $0 not identically vanishing.
Then, there exist infinitely many admissible weak solutions to (IE) for the vortex sheet initial
datum (1.3).
By [18, §B], these are “dissipative solutions” in the sense of Lions [33].
1.3. Evolution of the vortex sheet.
By multiplying formally the momentum balance equation (IEa) by v, it is straightforward
to check that D = 0 wherever v is smooth enough. Indeed, the critical smoothness in 3D is
the subject of the recently resolved Onsager’s conjecture. We refer to [3, 9, 25, 29] as well as
the surveys [19, 20]. In particular, in [3, 18, 21] infinitely many admissible weak solutions with
non-vanishing D were constructed. Moreover, in [12, 13, 53] it was shown that the set of initial
data admitting infinitely many admissible weak solutions (called ‘wild initial data’) is L2-dense.
Concrete examples of wild initial data were first found in [49], where the second author
constructed weak solution to (IE) with decreasing E for the planar interface z0(s) = (s, 0)
with vortex sheet strength $0 = 2, and observed that the maximal dissipation rate
dE
dt = −16
determines uniquely the rate of expansion c = 12 of the turbulence zone (cf. Example 1.1 below).
This example then served as the basis for a large number of explicit non-uniqueness examples,
see e.g. [6, 8, 15, 27, 30, 39, 40, 50]. A common property of these explicit wild initial data is
the fact that they are associated with an unstable interface of discontinuity.
One particularly well-studied example in recent years is concerning the unstable Muskat
problem for the 2D incompressible porous media equations (IPM). This system models the
evolution of two incompressible fluids with different constant densities, moving under the action
of gravity through a 2D porous medium, once the heavier fluid meets the lighter one at some
Γ0 = {(s, f0(s)) : s ∈ R} from above. As a result, the vorticity is concentrated on Γ0 as
in (1.2) with $0 = ∂sf0. For the case of a flat initial interface f0 = 0 the second author
in [50] constructed weak solutions to (IPM), which recover the mixing behaviour expected at
the interface: inside a linearly growing mixing zone Ωmix around the flat interface f0 = 0 the
density is a fine mixture of the two constant densities. As a byproduct, a promising connection
between the corresponding subsolution and the Lagrangian relaxed solution obtained by the
gradient flow approach of Otto [43] was established (cf. [40]). Subsequently, Castro, Co´rdoba
and Faraco extended [50] to the case f0 ∈ H5(R) [6] (see also [8]) by introducing a two-scale
dynamics: in order to describe Ωmix one needs, in addition to the growth of the mixing zone, a
second dynamics, relating to the evolution of the pseudo-interface f(t, s). In [27], Fo¨rster and
the second author simplified the approach of [6], obtaining the result for f0 ∈ C3,α∗ (R).
Our construction for (IE) follows the approach in [6, 27]. Let us describe the geometric setup.
At each time t > 0, the turbulence zone Ωtur(t) is defined as the annular region in R2 whose
boundary is
(1.10) ∂Ωtur(t) = Γ−(t) ∪ Γ+(t),
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where Γ±(t) := x±(t,T) are the new evolving vortex sheets parametrized by the map
(1.11) xλ(t, s) := z(t, s) + λv(t, s),
where z is an evolution of z0 to be determined and v is an opening non-tangential vector field
to this curve. As our result is local in time, it seems suitable to consider
(1.12) v(t, s) := tv(1)(s) with v(1)(s) := c(s)∂sz0(s)
⊥,
where c ∈ Ck0,α(T;R+) represents the (local) rate of expansion of the turbulence zone, to be
determined.
We define also the open sets Ω±(t) such that ∂Ω±(t) = Γ±(t); observe that, since z0 and z(t)
are assumed to be positively oriented (cf. (1.1)), Ω+(t) is the bounded open set inside the Jordan
curve Γ+(t), whereas Ω−(t) is the unbounded open set outside the Jordan curve Γ−(t). For each
region r ∈ {−,+, tur}, we define the space-time open sets Ωr := {(t, x) : x ∈ Ωr(t), t ∈ [0, T ]}.
Finally, we set Γ(t) := Γ−(t) ∪ Γ+(t), Ω(t) := Ω−(t) ∪ Ω+(t) and respectively Γ and Ω.
(a) Vortex sheet initial datum. (b) The turbulence zone.
Figure 1. (a) The incompressible velocity field v0 with vortex sheet strength
$0 along the interface z0. (b) At some t > 0, the macroscopic velocity field v¯(t),
the boundary of the turbulence zone x±(t) = z(t)± ct∂sz⊥0 (dark blue) for some
z(t) (black) and c(s) ∝ |$0(s)|. Inside Ωtur(t) we plot the velocity field v(t)
(red) w.r.t. the Kelvin-Helmholtz curve zper(t) (light blue) which starts from a
tiny perturbation of z0 (cf. §B, δ = 0.001).
1.4. Energy dissipation rate.
A new feature of our approach is that we are able to link the energy dissipation rate at the
vortex sheet with the growth of the turbulence zone. This is relevant in view of the search for
selection criteria among infinitely many admissible weak solutions - one that has been intensively
studied in recent years is motivated by the entropy rate admissibility criterion introduced by
C. Dafermos [11], and amounts, in a nutshell, to identifying those weak solutions which maximize
the energy dissipation rate in some sense, see [26, 16]. To explain this point, let us recall the
construction of [49].
Example 1.1. Let (v¯, p¯, R¯) be defined as
v¯ = (α, 0), p¯ = 12α
2 − e, R¯ =
(
e− 12α2 γ
γ e− 12α2
)
,
for some (scalar) functions α, γ, e of (t, x2), with
(1.13) α(0, x2) = α0(x2) = sgnx2.
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Observe that the initial datum v0(x) = v¯(0, x) = (α0(x2), 0) is a shear flow whose vorticity is
concentrated on the x1-axis Γ0 with density $0 = 2. It is straightforward to check that divv¯ = 0
and ∂tv¯ + div(v¯ ⊗ v¯ + R¯) +∇p¯ = 0 holds with R¯ positive semidefinite if and only if
(1.14) ∂tα+ ∂x2γ = 0, e ≥ 12α2 + |γ|.
As noted in [49] (based on [18]; see also Theorem 2.1 below), under this condition (v¯, p¯, R¯) is a
subsolution. Moreover, if there exists a space-time open set Ωtur such that e >
1
2α
2 + |γ| inside
Ωtur and e =
1
2α
2 outside Ωtur, then for any T > 0 there exist infinitely many weak solutions
(v, p) to (IE) on [0, T ] with v(0, x) = v0(x) such that, in CtL
1
loc,
1
2
|v|2 = e, p = p¯.
Let us construct some explicit examples. First of all, fix c > 0, let Ωtur = {|x2| < ct} (so that
xλ(s, t) = (s, λct), c.f. (1.10)-(1.11)), and set
α = ±1, γ = 0, e = 12 on Ω±.
It is clear that many choices exist inside Ωtur which satisfy (1.14). One simple choice is given
by
α = 0, γ = −c, e = c+ e′ in Ωtur,
for any e′ > 0. Observe that (α, γ) is piecewise constant and the choice γ = −c in Ωtur
ensures that the jump condition across Γ arising from (1.14) holds. With these choices a quick
calculation shows that in the limiting case e′ ↓ 0 the dissipation (c.f. Definition 1.2) of the weak
solutions (v, p) so obtained satisfies
(1.15) 〈D(t), ψ〉 = c(12 − c)
∑
λ=±1
∫ t
0
∫
ψ(τ,xλ(τ, s)) dsdτ,
so that in particular
d
dt
∣∣∣∣
t=0
〈D(t), ψ〉 = 2c(12 − c)
∫
ψ(0, s, 0) ds.
Observe that in this example the vorticity of the corresponding v¯(t) is concentrated on the
two lines {x2 = ±ct}. Analogusly, if we define α, γ inside Ωtur in such a way that the vorticity
of v¯ is concentrated on the 2N lines {x2 = λjct} with λ±j = ±2|j|−12N−1 for j = 1, . . . , N , we obtain
the piecewise constant solution
α(t, x2) =
{
± jN , λjct < ±x2 < λj+1ct, j = 1, . . . , N − 1,
0, |x2| < λ1ct,
with piecewise constant γ determined uniquely by the jump conditions arising from (1.14),
namely γ = − N2N−1c(1 − α2), and e = 12α2 + |γ| + e′ for some e′ > 0. We note in passing that
such construction was used in the context of the compressible Euler system under the name
“fan subsolution”, see [15]. In this case it can be checked that, with [·]λ denoting the jump
across {x2 = λct}, as e′ ↓ 0 we have
〈D(t), ψ〉 = N2N−1c
(
2N−1
2N − c
) ∑
1≤|j|≤N
∫ t
0
∫
λj [α
2]λjψ(τ,xλj (τ, s)) ds dτ.
Indeed, by the definition of λj and α,
λj [α
2]λj =
(2j−1)2
(2N−1)N2 > 0, 1 ≤ |j| ≤ N.
Hence, by applying Faulhaber’s formula we get∑
1≤|j|≤N
λj [α
2]λj =
2
3
2N+1
N ,
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which allows to compute the associated energy dissipation rate at the initial time
(1.16)
d
dt
∣∣∣∣
t=0
〈D,ψ〉 = 2a¯Nc(2c¯N − c)
∫
ψ(0, s, 0) ds,
where
(1.17) a¯N :=
1
3
2N + 1
2N − 1 , c¯N :=
2N − 1
4N
.
Finally, the limiting case N ↑ ∞ can be understood as distributing the vorticity on the whole
turbulence zone. This corresponds to the rarefaction wave solution (c.f. [49])
α(t, x2) =
x2
ct
, |x2| < ct,
with γ = −12c(1− α2). Observe that α, γ are continuous now. In this case, as e′ ↓ 0 we have
∂te =
1
2(1− c)∂t(α2),
and hence the corresponding dissipation satisfies
〈D(t), ψ〉 = 12(1− c)
∫ t
0
∫ ∫
{|x2|<cτ}
[∂t(α
2)− 12v · ∇(α2)]ψ dx2 dx1 dτ,
which allows to compute the associated energy dissipation rate at the initial time
d
dt
∣∣∣∣
t=0
〈D,ψ〉 = 23c(1− c)
∫
ψ(0, s, 0) ds,
which is indeed the limit of (1.16) as N ↑ ∞. In particular, the maximum dEdt = −16 is achieved
at c = 12 .
In this paper we are considering that both $0 and c could depend on s. Inspired by (1.16)
and recalling that in that example $0(s) = 2, we introduce the following functional.
Definition 1.4. For given $0, c ∈ C(T;R), any N ∈ N and any interval I ⊂ T we define the
energy dissipation functional
(1.18) W
(N)
I (c) := a¯N
∫
I
c(s)|$0(s)|(c¯N |$0(s)| − c(s)) ds,
with a¯N , c¯N given in (1.17).
It turns out that global admissibility, as in Definition 1.3 leads to the following relation:
Theorem 1.2. For any N ∈ N there exist admissible weak solutions as in Theorem 1.1, such
that the rate of dissipation and expansion of Ωtur are related via
(1.19)
∫
R2
e(t2)− e(t1)
t2 − t1 dx = −W
(N)
T (c) +O(t2),
for every 0 ≤ t1 < t2 ≤ T .
In particular, for zero-mean $0’s, (1.19) yields
dE
dt
= −W (N)T (c) +O(t).
Note that the functional W
(N)
T is strictly concave and has a unique global maximum (cf. Lemma
3.1) at c
(N)
max :=
1
2 c¯N |$0|, with
maxW
(N)
T = W
(N)
T (c
(N)
max) =
1
48
(
1− 1
(2N)2
)∫
T
|$0|3 ds.
Thus, by considering N ↑ ∞ we reach the maximal initial dissipation rate dEdt
∣∣
t=0
= − 148‖$0‖33
obtainable by our method, which agrees with [49].
The relationship (1.19) shows that the growth rate of the turbulence zone c cannot be ar-
bitrarily large, but does not give precise information about its local growth. For this reason,
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we test D with a larger class of ψ’s, instead of just ψ = 1. As we shall see in Section 3
(cf. Propositions 3.1-3.3), the dissipation D from Theorem 1.2 belongs toMc([0, T ]×R2) with
suppD ⊂ Ω¯tur, so we can extend the space of test functions ψ to indicator functions. With this
notion we obtain a local version of Theorem 1.2.
Theorem 1.3. Given 0 < ε ≤ `, let (1.1) with k0 = 4, α > 0 and |$0| > 0 a.e. Then, for any
N ∈ N there exist infinitely many dissipative solutions to (IE) for the vortex sheet initial datum
(1.3) so that the local rate of dissipation and expansion of Ωtur are related via
(1.20)
〈
D(t2)−D(t1)
t2 − t1 , ψI
〉
= W
(N)
I (c) +O(t2),
where ψI(t, x) := 1x(t;I×[−1,1])(x), for every interval I ⊂ T with |I| ≥ ε and 0 ≤ t1 < t2 ≤ T .
Since ψT = 1Ω¯tur , Theorem 1.3 generalizes Theorem 1.2 when ε = `. For small times, (1.20)
can be viewed as testing D with (space-time) cylinders [0, T ] × Br(z0) for every z0 ∈ Γ0 and
r & ε, thus preventing local creation of kinetic energy (cf. [23]) across Γ0 on length scales & ε.
One possible choice of c in Theorem 1.3 is
(1.21) c = δc¯N |$0| ∗ η,
for any 0 < δ < 1 and some ($0, ε, δ) ≥ 0, where (η) is a standard mollifier (cf. Lemma 3.2).
In particular, the dissipation rate is maximazed at δ = 12 as  ↓ 0.
It would be interesting to explore the question whether the bounds obtained in Theorems
1.2-1.3 for the energy dissipation rate are optimal. Also, a natural and very interesting question
is whether one can show convergence of the vortex blob approximation [4] in a suitable weak
sense to an admissible subsolution as in Example 1.1, see also Definition 2.1.
These results admit some immediate improvements and generalizations.
• The weak solutions from Theorems 1.1-1.3 belong to the stronger class CtLqloc for all
1 < q <∞. In particular, for zero-mean $0’s, also v ∈ CtLq.
• We have chosen the case of closed curves (z0(s+ `) = z0(s)) for simplicity. The periodic
(z0(s+n) = z0(s) +n, n ∈ `Z) and the asymptotically flat (z0(s) ∼ s as |s| → ∞) cases
require the analysis of a Birkhoff-Rott type operator similar to the one (2.10) we study
in Section 4. For the first one, the Biot-Savart kernel is 12pii cotx instead of
1
2piix
−1.
For the second one, the domain is R instead of T, thus increasing the computations
to control the tails. However, we believe the same results should be proved similarly.
Conversely, in our case we have to deal with the fact that Ωtur(t) is not simply connected
(cf. Section 2.1.1 and Lemma 2.1).
• The regularity required in Theorems 1.1-1.3 is used to control, with relatively simple
estimates, ‖z‖2,α and ‖$‖1,α. Thus, a finer analysis of Section 4 may reduce k0.
At the same time there are several shortcomings.
• Our results are local in time. The time of existence T in Theorems 1.1-1.2 depends on
‖z0‖k0+1,α, ‖$0‖k0,α and the chord-arc constant C(z0) (see (4.1)). The time Tε ≤ T for
which we can guarantee (1.20) satisfies (see Lemma 3.2)
Tε & min|I|≥ε−
∫
I
|$0|3 ds.
In addition, Tε depends on 1/c ∼ 1/(|$0| ∗ η(ε)). Thus, Tε  0 independently of ε
provided |$0|  0. Otherwise, more terms should be controlled in Section 3 to avoid
Tε ↓ 0 as ε ↓ 0.
• Although ω0 ∈ D+ when $0 ≥ 0, in general for t > 0 we only know that ω(t) is a
distribution, although we can guarantee at least the vorticity balance
〈ω(t),1〉 =
∫
ω0.
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1.5. Organization of the paper.
We start Section 2 recalling the concept of subsolution as well as the subsolution criterion
for (IE). After that, we establish the conditions under which a subsolution exists. In addition,
we determine in Section 3 the dissipation D of the weak solutions obtained via convex integra-
tion applied to the subsolution. In Section 4 we analyse the corresponding Birkhoff-Rott type
operator. Finally, we prove in Section 5 the Theorems 1.1-1.3. The parameter N in Theorems
1.2-1.3 relates to the following ansatz: the initial vortex sheet (1.2) is split at time t = 0 into a
sum of 2N vortex sheets, which separate at linear speeds for t > 0. The outmost curves form
the boundaries of the turbulence zone Ωtur. In Sections 2-5 we will concentrate on the case
N = 1 for simplicity, and will show how to extend these considerations to general N in Section
6. Finally, we provide some pictures of how these solutions may look like in the Appendix B.
1.6. Notation.
(i) Lebesgue spaces. For 1 ≤ p ≤ ∞ let Lp be the space of p-integrable (or essentially
bounded for p =∞) functions with norm ‖·‖p.
(ii) Ho¨lder spaces. For k ≥ 0 and α > 0 let Ck,α be the space of k-times differentiable
functions with norm
‖f‖k,α := sup
j≤k
‖∂jf‖∞ + |∂kf |α where |f |α := sup
s,ξ
|f(s+ ξ)− f(s)|
|ξ|α .
(iii) Matrix sets. Let S := {R ∈ R2×2 : Rt = R} and denote Rsym := projSR = 12(R + Rt).
We consider its subsets S± := {R ∈ S : ±R ≥ 0} and S0 := {R ∈ S : trR = 0},
and denote R± := projS±R and R˚ := projS0R = R − 12(trR)Id with |R˚| := λmax(R˚) =
max|ξ|=1 R˚ξ · ξ by the operator norm of R˚ (the maximum eigenvalue).
(iv) Complex coordinates. We identify R2 with the complex plane C as usual z = (z1, z2) =
z1 + iz2 with i = (0, 1) the imaginary unit. Thus, without any ambiguity we shall
denote z∗ = (z1,−z2) = z1− iz2, z ·w = <(zw∗) = z1w1 + z2w2 and iz = z⊥ = (−z2, z1)
interchangeably. Given 0 6= w ∈ C, we denote <w,=w : C→ R by the projections
<wz = z · w|w|2 = <
( z
w
)
, =wz = z · w
⊥
|w|2 = =
( z
w
)
,
with which any z ∈ C can be expressed as
z = (<wz + i=wz)w.
We consider the isomorphism M : C→ S0 given by
M(z) =
( −z1 z2
z2 z1
)
,
which satisfies the identity
M(z)w = −(zw)∗.
Note that |M(z)| = |z| (where | · | denotes the operator norm of the matrix on the
l.h.s. and the norm of the complex number on the r.h.s.). Given Ω ⊂ C open, any
f ∈ C1(Ω;R2) satisfies (Hol ≡ holomorphic functions)
f ∈ Hol(Ω) ⇔ div(M(f)) = 0 on Ω.
(v) Traces. We will repeatedly use the notation Ωλ(t) and Γλ(t), with λ ∈ {−1, 1}, to denote
the sets Ω±(t) and Γ±(t). Thus, given f continuous on Ω¯λ or Ω¯tur, we denote its traces
on Γλ, λ ∈ {−1, 1} as
f±λ (t, s) := limε↓0
f(t,xλ(t, s)± ε∂sxλ(t, s)⊥),
and the corresponding mean value and jump across Γλ as
[[f ]]λ :=
1
2(f
+
λ + f
−
λ ), [f ]λ := f
+
λ − f−λ .
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In particular, if [f ]λ = 0 we shall write fλ(t, s) = f(t,xλ(t, s)). In this case, complex
path integrals along Γλ can be written as∫
Γλ
f(x) dx =
∫
T
fλ∂sxλ ds =
∫
fλ∂sxλ,
where we abbreviate
∫
=
∫
T ds.
Furthermore, given b± ∈ C(Γ±) we denote
〈b〉 := 12(b+ + b−), {b} := 12(b+ − b−).
(vi) Taylor series. Let I ⊂ R be an interval. Given f : I → C we denote
4hf(r) := f(r + h)− f(r)
h
,
for r, r + h ∈ I with h 6= 0. More generally, if f is n-times differentiable at r we denote
its Taylor polynomial of order n and the corresponding reminder as
Tnr f(h) :=
n∑
j=0
∂jrf(r)
j!
hj ,
4n+1h f(r) :=
f(r + h)− Tnr f(h)
hn+1
=
4nhf(r)− 1n!∂ns f(r)
h
.
In particular, if f ∈ Cn,α(I;C) we have
‖4n+1h f‖∞ ≤
|∂nr f |α(
n+α
n
)
n!
hα−1,
and if f ∈ Cn+1(I;C) also
4n+10 f(r) := lim
h→0
4n+1h f(r) = 1(n+1)!∂n+1r f(r).
On the one hand, we will apply this at “r = s” for “h = ξ” in Section 4. In particular,
for f ∈ Ck(T;C), the following decomposition will be useful
4ξf(s) =
k∑
j=1
∂jsf(s)
j!
ξj−1 + ξk4k+1ξ f(s).
On the other hand, we will apply this at “r = 0” for “h = t” with the abbreviation
f (n) ≡ 4n0f = 1n!∂nt f(0),
and
fn) ≡ Tn0 f =
n∑
k=0
f (k)tk, f (n+1 ≡ ∆n+1t f =
f − fn)
tn+1
=
f (n − f (n)
t
.
2. The subsolution
Our weak solutions to (IE) are obtained from a subsolution (v¯, p¯, R) (cf. Definition 2.1 below)
via convex integration and indeed, the key point in our approach is to construct the subsolution.
This is in alignment with the classical approach to turbulent flows via the Reynolds decompo-
sition, splitting the velocity field into v = v¯ + v′ (and p = p¯ + p′) where v¯ represents a mean
velocity and v′ the corresponding fluctuation (cf. [19]). Then, formally (v¯, p¯, R¯) solves
∂tv¯ + div(v¯ ⊗ v¯ + R¯) +∇p¯ = 0,(2.1a)
divv¯ = 0,(2.1b)
where
R¯ = v ⊗ v − v¯ ⊗ v¯ = v′ ⊗ v′
is the Reynolds stress tensor, which satisfies R ≥ 0 (positive semidefinite). Observe in par-
ticular that 12trR¯ = e− 12 |v¯|2, with e = 12 |v|2 being the kinetic energy density (cf. Example 1.1).
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Observe that in (2.1a) the term trR¯ may be absorbed in the pressure p¯. A subsolution is then
defined as follows.
Definition 2.1. A triple (v¯, p¯, R) ∈ L∞(0, T ;L∞σ (R2)×L∞(R2)×L∞(R2;S))∩C([0, T ];L∞w∗(R2))
is a weak solution to the incompressible Euler-Reynolds equations (IER) if
(2.2)
∫ t
0
∫
R2
(v¯ · ∂tΨ + σ : ∇Ψ) dx dτ =
∫
R2
v¯(t) ·Ψ(t) dx−
∫
R2
v0 ·Ψ0 dx
holds for every test function Ψ ∈ C1c (R3;R2) and 0 ≤ t ≤ T , being σ ≡ v¯ ⊗ v¯ +R+ p¯I.
Let Ωtur be an open subset of [0, T ] × R2 and e ∈ C0(Ωtur;R+). A triple (v¯, p¯, R) is a strict
subsolution to (IE) w.r.t. e if (v¯, p¯, R) is a weak solution to (IER) with:
(i) outside Ωtur we have R = 0,
(ii) in Ωtur the functions (v¯, R) are continuous and
1
2 |v¯|2 + |R˚| < e.
Observe that (ii) is equivalent to R¯ := R˚+ (e− 12 |v¯|2)Id > 0 in Ωtur. For simplicity of notation
we extend e as 12 |v¯|2 outside Ωtur.
We recall the following result from [18], guaranteeing the existence of (infinitely many) weak
solutions based on a strict subsolution.
Theorem 2.1 (Subsolution Criterion [18]). Suppose there exists a subsolution (v¯, p¯, R) to (IE)
w.r.t. some e ∈ C0(Ωtur;R+) with Ωtur given by (1.10). Then, there exist infinitely many weak
solutions (v, p) to (IE) with v satisfying
v = v¯ outside Ωtur,
1
2 |v|2 = e in Ωtur,
and p given by
(2.3) p = p¯+ 12(|v¯|2 + trR)− e.
By this result, the construction of weak solutions as in Theorem 1.1 is reduced to constructing
suitable subsolutions (v¯, p¯, R) adapted to Ωtur. In the following Sections 2.1-2.3 we introduce
our ansatz for the velocity v¯, define the corresponding pressure p¯ and derive conditions (see
Proposition 2.5) under which a Reynolds stress leading to a strict subsolution exists.
2.1. The velocity. Following [27], our central ansatz is that the vorticity of the subsolution
ω¯(t) := curl v¯(t) is concentrated on the boundary of the turbulence zone, i.e.
(2.4) ω¯(t) :=
1
2
∑
λ=±1
xλ(t)
]($λ(t) ds),
with the vortex sheet strengths $λ to be determined. As in (1.6), it is convenient (in fact
necessary) to write it as
(2.5) $λ = $0 + ∂s$˜,
with $˜ to be determined. We note in passing that one could also consider different $˜λ for
λ = ±1, but for our purposes this additional freedom of choice is not needed.
Once ω¯ is chosen, the velocity v¯ is determined by the Biot-Savart law as follows below.
Proposition 2.1 (Biot-Savart law). Given ω ∈Mc(R2), any distributional solution v to
(2.6) divv = 0, curlv = ω,
satisfies v∗ ∈ B(ω)∗ + Hol(C), where B :Mc(R2)→ L1loc(R2) is the Biot-Savart operator
B(ω)(x)∗ := (K ∗ ω)(x) = 1
2pii
∫
R2
dω(y)
x− y , a.e. x ∈ R
2,
and K is the Cauchy kernel
K(x) :=
1
2piix
.
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Furthermore, B(ω)∗ ∈ Hol(R2 \ Γ) where Γ ≡ suppω with decay
(2.7) B(ω)(x)∗ =
1
2piix
(ω(R2) +O(|x|−1)), |x|  1.
Thus, for t > 0 the velocity is given by v¯(t) := B(ω¯(t)),
(2.8) v¯(t, x)∗ =
1
2
∑
λ=±1
1
2pii
∫
T
$λ(t, s)
x− xλ(t, s) ds, x /∈ Γ(t),
which is the unique distributional solution to (2.6) for (2.4) vanishing at infinity (2.7). As
we shall see in Section 4, v¯(t) is bounded, anti-holomorphic outside Γ(t) but with tangential
discontinuities across Γ(t). Indeed, by the classical Sokhotski-Plemelj theorem (cf. (4.8) in
Section 4) these limits v¯±λ (t, s) are (recall §1.6(v))
(2.9) v¯±λ = Bλ ∓
1
4
$λ
∂sx∗λ
,
where Bλ ≡ Bλ(z, $) are the Birkhoff-Rott type operators
(2.10) Bλ(t, s)
∗ =
1
2
∑
µ=±1
1
2pii
pv
∫
T
$µ(t, s
′)
xλ(t, s)− xµ(t, s′) ds
′.
Notice that the pv is not necessary for µ 6= λ when t > 0. Therefore,
(2.11) [[v¯]]λ = Bλ, [v¯]λ = −1
2
$λ
∂sx∗λ
.
2.1.1. Helmholtz decomposition of v¯. It is well-known that an incompressible and irrotational
vector field on a simply connected domain can be expressed as the gradient of an harmonic
function. However, since Ω−(t) and Ωtur(t) are not simply connected, we must add the corre-
sponding circulation ((2.13) below). This expression is indeed necessary to recover the pressure
p¯ outside Γ (see (2.17) below).
Definition 2.2. Let Ω ⊂ C be open and f ∈ C(Ω;C). Given a closed, positively oriented,
simple curve γ ∈ C1(T;C), the circulation of f around γ is defined as
Cγ(f) :=
∫
γ
f · dx.
In particular, the index of x0 ∈ C \ γ(T) w.r.t. γ is defined as (Kx0 ≡ K(· − x0))
Iγ(x0) := Cγ(K
∗
x0) = <
∫
γ
Kx0 dx =
1
2pii
∫
γ
dx
x− x0 =
{
1, x0 “inside” γ(T),
0, x0 “outside” γ(T).
Proposition 2.2. Let ω ∈ Mc(R2) and Γ ≡ suppω. Then, for every γ as in Definition 2.2
with γ(T) ⊂ C \ Γ, we have
Cγ(B(ω)) = ω(Γγ),
where Γγ ≡ {x ∈ Γ : Iγ(x) = 1}.
Proof. On the one hand∫
γ
B(ω) dx∗ =
∫
γ
B(ω) · dx+ i
∫
γ
B(ω) · dx⊥ = Cγ(B(ω)),
where the last equality follows from Gauss divergence theorem because divB(ω) = 0. On the
other hand, Fubini’s theorem and Cauchy’s integral formula yield∫
γ
B(ω) dx∗ =
(
1
2pii
∫
γ
∫
Γ
dω(y)
x− y dx
)∗
=
(
1
2pii
∫
Γ
∫
γ
dx
x− y dω(y)
)∗
=
∫
Γγ
dω(y),
as we wanted to prove. 
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Given x ∈ R2 let us denote Lx by the half-line x + (−∞, 0]. Let us fix x0 ∈ Ω+(0) so that
Lx0 ∩ Γ0 consists of a single point and consequently for 0 ≤ t ≤ T0 small enough Lx0 ∩ Γλ(t) =
{xλ(t, st,λ)} and Ωr(t) \ Lx0 is simply connected for each region r ∈ {−,+, tur}. Fix also some
xt,r ∈ Ωr(t) \ Lx0 .
By Proposition 2.2, the circulation Cγ of v¯ = B(ω¯) around any γ ⊂ Ωr(t) 	-surrounding x0
is constant on Ωr(t), for each region r ∈ {−,+, tur}. Moreover, since
∫
$(t) =
∫
$0 by (2.5),
it is in fact constant on Ωr with
(2.12) Cγ(v¯) = Cr :=

0 r = +,
1
2
∫
$0 r = tur,∫
$0 r = −,
for γ 	 -surrounding x0 on Ωr(t).
Thus, we deduce that there exists a (piecewise) harmonic function φ(t) so that
(2.13) v¯ = ∇φ+ CK∗x0 ,
where C = C (t, x) is defined to be the step function taking the value Cr whenever x ∈ Ωr(t)
for r ∈ {−,+, tur}. Indeed, by this choice we obtain, for any γ ∈ C1(T; Ωr(t)) surrounding x0
Cγ(v¯ − CK∗x0) = 0,
since Cγ(K∗x0) = Iγ(x0) = 1. Hence φ can be recovered via
φ(t, x)− φxt,r :=
∫
γ
(v¯ − CK∗x0)(t, y) · dy(2.14)
=
<
2
∑
λ=±1
1
2pii
∫
T
$λ(t, s)
∫
γ
(
1
y − xλ(t, s) −
1− Ixλ(t)(x)
y − x0
)
dy ds,
for any path γ ∈ C1([0, 1]; Ωr(t) \ Lx0) with γ(0) = xt,r and γ(1) = x, where φ(t, xt,r) = φxt,r
may be chosen. By definition (2.12)(2.14), φ(t, ·) is continuous on Ωr(t) and verifies (2.13).
Hence, φ(t, ·) is harmonic. On the one hand,∫
γ
dy
y − xλ(t, s) = Lxλ(t,s)(y)
∣∣∣y=x
y=xt,r
where Lxλ(t,s) is the branch of the logarithm given by the ray lxλ(t,s) : [s,∞)→ C
lxλ(t,s)(s
′) =
{
xλ(t, s
′), s′ ∈ [s, st,λ),
xλ(t, st,λ) + (st,λ − s′), s′ ∈ [st,λ,∞).
On the other hand, ∫
γ
dy
y − x0 = Log(y − x0)
∣∣∣y=x
y=xt,r
where Log is the principal branch of the logarithm. Hence, (2.14) reads as
φ(t, x) =
<
2
∑
λ=±1
1
2pii
∫
T
$λ(t, s)(Lxλ(t,s)(x)− (1− Ixλ(t)(x))Log(x− x0)) ds+O(t),
where O(t) is an arbitrary function of t. In particular, by (2.5) we deduce
∂tφ(t, x) =
<
2
∑
λ=±1
1
2pii
∫
T
(
∂st$˜(t, s)Lxλ(t,s)(x)−$λ(t, s)
∂txλ(t, s)
x− xλ(t, s)
)
ds+ ∂tO(t).
Hence, integrating by parts, we can choose O(t) in such a way that
(2.15) ∂tφ(t, x) =
<
2
∑
λ=±1
1
2pii
∫
T
(∂t$˜∂sxλ −$∂txλ)(t, s)
x− xλ(t, s) ds.
Then, using the Sokhotski-Plemelj theorem, we deduce (recall §1.6(iv))
(2.16) [∂tφ]λ = −<
2
(
∂t$˜∂sxλ −$∂txλ
∂sxλ
)
= 12($<∂sxλ(∂txλ)− ∂t$˜).
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2.2. The pressure. We define p¯ outside Γ by means of the Bernoulli’s law
(2.17) p¯ := −∂tφ− 12 |v¯|2 outside Γ,
with φ given in (2.14). Since v¯ is div-curl free outside Γ, a simple computation yields
div(v¯ ⊗ v¯) = 12∇(|v¯|2) outside Γ.
Thus, by applying ∇ on (2.17) we deduce
(2.18) ∂tv¯ + div(v¯ ⊗ v¯) +∇p¯ = 0 outside Γ.
Proposition 2.3. The jump in p¯ across Γλ is
(2.19) [p¯]λ =
1
2(∂t$˜ −$<∂sxλ(∂txλ −Bλ)).
Proof. By applying (2.16) coupled with (2.11) and
(2.20) 12 [|v¯|2]λ = [[v¯]]λ · [v¯]λ = −12$<∂sxλ(Bλ),
Bernoulli’s law (2.17) implies (2.19). 
2.3. The Reynolds stress.
Proposition 2.4. Let (v¯, p¯) given by (2.8) and (2.17) respectively. Then, (v¯, p¯, R) is a weak
solution to (IER) if and only if, at each time slice t > 0, R = R(t, x) solves
divR = 0 in Ωtur,(2.21a)
±(R∂sx⊥)± = ib± on Γ±,(2.21b)
where, for λ = ±1, bλ are the boundary conditions
(2.22) bλ =
1
2(∂t$˜∂sxλ −$(∂txλ −Bλ)).
Proof. Let us parametrize Γλ by the map
Xλ(t, s) := (t,xλ(t, s)).
Then, since
∂tXλ × ∂sXλ = (1, ∂txλ)× (0, ∂sxλ) = (−∂tx · ∂sx⊥, ∂sx⊥)λ,
the outward (w.r.t. Ωtur) unit normal vector to Γλ is
nλ = sgnλ
(−∂tx · ∂sx⊥, ∂sx⊥)λ
|(−∂tx · ∂sx⊥, ∂sx⊥)λ| .
Thus, by splitting [0, T ] × R2 into each Ωr for r ∈ {−,+, tur} and integrating by parts, we
deduce that, for every test function Ψ ∈ C1c (R3;R2), we have∫ t
0
∫
R2
(v¯ · ∂tΨ + σ : ∇Ψ) dx dτ −
∫
R2
v¯(t) ·Ψ(t) dx+
∫
R2
v0 ·Ψ0 dx
=
∑
λ=±1
∫ t
0
∫
T
((∂tx · ∂sx⊥)[v¯]− [σ]∂sx⊥)λ ·Ψλ ds dτ −
∫ t
0
∫
Ωtur(τ)
(divR) ·Ψ dx dτ,
where we have applied v¯|t=0 = v0 and (2.18). Therefore, (2.2) is equivalent to (2.21a) and
(2.23) (∂tx · ∂sx⊥)λ[v¯]λ = [σ]λ∂sx⊥λ in Γλ.
On the one hand, by (2.9) (recall §1.6(iv)),
(∂tx · ∂sx⊥)λ[v¯]λ = −$=∂sxλ(∂txλ)∂sxλ.
On the other hand, let us split
[σ]λ = [v¯ ⊗ v¯]λ + [p¯]λ + [R]λ.
Then, by applying the identity (a⊗ b)c = a(b · c) we get
[v¯ ⊗ v¯]λ∂sx⊥λ = v¯+λ (v¯+ · ∂sx⊥)λ − v¯−λ (v¯− · ∂sx⊥)λ = [v¯]λ(B · ∂sx⊥)λ = −$=∂sxλ(Bλ)∂sxλ.
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Therefore, since [R]± = ∓R±, (2.23) reads as
±R±∂sx⊥± = i ([p¯]± − 12 i$=∂sx±(∂tx± −B±))∂sx±︸ ︷︷ ︸
b±
in Γ±,
where we applied Proposition 2.19. 
Remark 2.1. Observe that in the case of a single sheet (Γ+ = Γ−) the above analysis reduces to
the derivation of the Birkhoff-Rott system (1.7) from the weak formulation of the incompressible
Euler equations: b := ∂t$˜∂sz−$(∂tz−B) = 0. As a result, Proposition 2.3 implies continuity
of the pressure across the sheet: [p] = <∂szb = 0, thus generalizing the observation made in
[7] that the continuity of the pressure can be deduced from the weak formulation and need not
appear as an assumption as for instance in [38].
In the case of two sheets (Γ+ 6= Γ−) one may set R = 0 by imposing b+ = b− = 0, but this
seems as problematic as the single sheet case. In other words, the Reynolds stress R allows to
relax the ill-posed equations b+ = b− = 0 (cf. Section 5).
2.4. Solvability of (2.21). Next we discuss necessariy and sufficient conditions for solvability of
the boundary value problem (2.21). Recall the isomorphism M and our notation 〈b〉 = 12(b++b−)
and {b} = 12(b+ − b−) introduced in Section 1.6(iv) and (v) respectively.
Proposition 2.5. The boundary value problem (2.21) admits a solution R = R(t, x) uniformly
bounded in t > 0 if and only if
(a) 〈b〉 = t∂s(q∂sz)
for some q = q1 + iq2 satisfying
(b)
∫
(q1|∂sz|2 − {b} · v(1)) = 0,
(c) q
(0)
1 = {b}(0) · v(1),
The question of solvability involves two issues. First, since R is divergence-free, Gauss diver-
gence theorem leads to an integrability condition for the boundary values - this is represented
by (a)(b) above. Secondly, the thickness of the domain Ωtur(t) is order ∼ t, so that, in order to
make sure that R is uniformly bounded in t, there is a necessary matching condition at t = 0 -
represented by (c) above.
We split the proof of Proposition 2.5 in two parts. First we look at necessary and sufficient
conditions on bλ for solvability of (2.21) at any fixed time slice. In the following we will use the
notation G := g ◦ x = g] to denote the change of variables adapted to Ωtur as
(2.24) G(t, s, λ) = g](t, s, λ) = g(t,xλ(t, s)).
In the following lemma we fix t > 0 and, for ease of notation, supress dependence on t.
Lemma 2.1. Given bλ ∈ C(T;R2), there exists R ∈ C1(Ωtur;S) ∩ C(Ω¯tur;S) solving (2.21) if
and only if the following compatibility conditions hold∫
〈b〉 = 0,(2.25a) ∫
〈b · x〉 = 0.(2.25b)
In this case,
R =
(
∂22g −∂12g
−∂12g ∂11g
)
+ Mf,
where
f := α∗Kx0 + βK
′
x0 with
α :=
∫
{b},
β := α · x0 −
∫
{b · x},
for some g ∈ C3(Ωtur) ∩ C2(Ω¯tur) satisfying
(2.26) ∂s(∇g)± = ±b± − (f∂sx)∗±.
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Proof. Let us start assuming that R is a solution to (2.21). Then, Gauss divergence theorem
implies (2.25a)
0 =
∫
Ωtur
divR = 2
∫
{R∂sx⊥} = 2i
∫
〈b〉.
But then, for any simple closed curve γ ∈ C1(T; Ωtur) 	-surrounding x0 we have
∫
γ R dy
⊥ =
i
∫ {b}. Consequently, there exists Ψ = (ψ1, ψ2) ∈ C2(Ωtur;R2) ∩ C1(Ω¯tur;R2) so that
(2.27) R =
( −∂2ψ1 ∂1ψ1
−∂2ψ2 ∂1ψ2
)
+ M(α∗Kx0).
Indeed, for any simple closed curve γ ∈ C1(T; Ωtur) 	-surrounding x0, using M(z)w = −(zw)∗,
we have ∫
γ
(R−M(α∗Kx0)) dx⊥ =
∫
γ
R dx⊥ − iα = i
∫
{b} − iα = 0.
Therefore Ψ can be recovered via
Ψ(x)−Ψxtur =
∫
γ
R dy⊥ − iα
(∫
γ
Kx0 dy
)∗
,
for any path γ ∈ C1([0, 1]; Ωtur \ Lx0) with γ(0) = xtur and γ(1) = x, where Ψ(xtur) = Ψxtur is
an arbitrary constant vector.
Now, since R is symmetric, necessarily divΨ = 0. Hence, since
∂sΨ± = ((∇Ψ)∂sx)± = ((R−M(α∗Kx0))∂sx⊥)± = i(±b− α(Kx0∂sx)∗)±,
with ∫
(α∗Kx0∂sx)
∗
λ · xλ = α ·
∫
xλ
xKx0 dx = α · x0,
Gauss divergence theorem implies (2.25b)
0 =
∫
Ωtur
divΨ = 2
∫
{Ψ · ∂sx⊥} = 2
∫
{∂sΨ⊥ · x} = −2
∫
〈b · x〉.
Therefore, there is some g ∈ C3(Ωtur) ∩ C2(Ω¯tur) so that
(2.28) Ψ = ∇⊥g + iβK∗x0 .
Indeed, analogously to above, g can be recovered via
g(x)− gxtur =
∫
γ
Ψ · dy⊥ − β<
∫
γ
Kx0 dy,
for any path γ ∈ C1([0, 1]; Ωtur \Lx0) with γ(0) = xtur and γ(1) = x, where g(xtur) = gxtur may
be chosen and β ∈ C is given by the circulation to guarantee the continuity of g on Ωtur
0 =
∫
xλ
Ψ · dx⊥ − β<
∫
xλ
Kx0 dx =
(
α · x0 −
∫
{b · x}
)
− β.
Now, (2.28) and the Cauchy-Riemann equations yield( −∂2ψ1 ∂1ψ1
−∂2ψ2 ∂1ψ2
)
=
(
∂22g −∂12g
−∂12g ∂11g
)
+ M(βK ′x0).
Finally, g must satisfy the boundary conditions
(2.29) ∂s(∇g)± = (∇2g∂sx)± = −i((R−Mf)∂sx⊥)± = ±b± − (f∂sx)∗±︸ ︷︷ ︸
≡a±
.
Notice that ∫
a± = ±
∫
b± −
(∫
x±
f dx
)∗
=
∫
{b} − α = 0.
Then, (2.29) reads as
(2.30) (∇g)± =
∫ s
0
a± ds1 + o±,
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for some constant vectors oλ ∈ R2. Then, since ∇G = ∇x(∇g)], (2.30) is equivalent to
(∂sG)± =
(∫ s
0
a± ds1 + o±
)
· ∂sx±,(2.31a)
(∂λG)± =
(∫ s
0
a± ds1 + o±
)
· v.(2.31b)
But then notice that∫ (∫ s
0
a± ds1 + o±
)
· ∂sx± = −
∫
(a · x)± = <
∫
x±
xf dx∓
∫
(b · x)±
= (α · x0 − β)−
∫
{b · x} = 0.
Hence, (2.31a) reads as
(2.32) G± =
∫ s
0
(∫ s1
0
a± ds2 + o±
)
· ∂sx± ds1 + d±,
for some constants dλ ∈ R.
Conversely, the easiest way to define G in the interior from the boundary conditions (2.32)
(2.31b) is by means of the Lagrange interpolation. Since there are four conditions, we consider
the Lagrange polynomial of degree 3 on λ
(2.33) L(s, λ) :=
3∑
k=0
lk(s)λ
k,
whose coefficients lk are determined by
1 1 1 1
1 −1 1 −1
0 1 2 3
0 1 −2 3


l0
l1
l2
l3
 =

G+
G−
(∂λG)+
(∂λG)−
 .
The solution of the above linear system is
l0 = 〈G〉 − 12{∂λG}, l1 = 12(3{G} − 〈∂λG〉),
l2 =
1
2{∂λG}, l3 = 12(〈∂λG〉 − {G}).
Thus, any g has the form g] = G = L + H, for some solution H to the homogeneous problem
(∂kλH)± = 0 for k = 0, 1. This concludes the proof. 
Lemma 2.1 above shows how R(t) is at each time slice 0 < t ≤ T . Next, we must guarantee
that R(t) remains uniformly bounded as t ↓ 0.
Proof of Proposition 2.5. Recalling the definition of G = g] from (2.24) we have
∂sG = (∇g)] · ∂sx,
∂λG = t(∇g)] · v(1),
(2.34)
and
∂ssG = ∂sx · (∇2g)]∂sx + (∇g)] · ∂ssx,(2.35a)
∂sλG = t∂sx · (∇2g)]v(1) + t(∇g)] · ∂sv(1),(2.35b)
∂λλG = t
2v(1) · (∇2g)]v(1).(2.35c)
Then, ∇2g (equivalently R) is uniformly bounded if and only if, as t ↓ 0,
(2.36) ∂ks ∂
n
λG = O(tn), 0 ≤ k + n ≤ 2.
By considering the Taylor expansion of λ 7→ G(t, s, λ) on [−1, 1] we see that (2.36) implies
G+ −G− = O(t), ∂λG+ − ∂λG− = O(t2), (G+ + ∂λG+)− (G− − ∂λG−) = O(t2),
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that is,
〈∂nλG〉 = O(tn), {∂nλG} = O(tn+1), n = 0, 1,(2.37a)
{G} − 〈∂λG〉 = O(t2).(2.37b)
Using (2.32)(2.31b), these terms are
〈G〉 =
∫ s
0
((∫ s1
0
〈a〉ds2 + 〈o〉
)
· ∂sz + t
(∫ s1
0
{a}ds2 + {o}
)
· ∂sv(1)
)
ds1 + 〈d〉,
{G} =
∫ s
0
((∫ s1
0
{a} ds2 + {o}
)
· ∂sz + t
(∫ s1
0
〈a〉 ds2 + 〈o〉
)
· ∂sv(1)
)
ds1 + {d},
〈∂λG〉 = t
(∫ s
0
〈a〉ds1 + 〈o〉
)
· v(1),
{∂λG} = t
(∫ s
0
{a}ds1 + {o}
)
· v(1).
Observe that 〈∂nλG〉 = O(tn) for n = 0, 1. The conditions {∂nλG} = O(tn+1) for n = 0, 1 implies
that {a}(0) = {o}(0) = {d}(0) = 0. In particular, since 〈b〉(0) = {a}(0) = 0, the zero-mean
condition (2.25a) reads as (a):
〈b〉 = t∂s(q∂sz),
for some q(t, s) = q1(t, s) + iq2(t, s). We may assume w.l.o.g. that
(2.38) (q∂sz)|s=0 = {o}(1 +−
∫ 1
−1
fλ dλv|s=0.
By (a), the zero-mean condition (2.25b) reads as (b):
0 =
∫
〈b · x〉 =
∫
(〈b〉 · z + t{b} · v(1)) = t
∫
({b} · v(1) − q1|∂sz|2).
Coming back to (2.37b), an integration by parts yields
t
∫ s
0
(∫ s1
0
〈a〉 ds2 + 〈o〉
)
· ∂sv(1) ds1 = 〈∂λG〉 − t〈o〉 · v(1)(0)− t
∫ s
0
〈a〉 · v(1) ds1,
from which we deduce that
{G} − 〈∂λG〉
= t
(∫ s
0
((∫ s1
0
{a}(1 ds2 + {o}(1
)
· ∂sz− 〈a〉 · v(1)
)
ds1 + {d}(1 − 〈o〉 · v(1)(0)︸ ︷︷ ︸
≡d˜
)
.(2.39)
In particular, (2.37b) implies that d˜(0) = 0. Let us split (2.39) in terms of bλ and f . On the one
hand,
〈a〉 · v(1) = {b} · v(1) −<(〈f∂sx〉v(1)).
On the other hand, since f(t) ∈ Hol(C \ {x0}), Cauchy’s integral theorem implies∫ s1
0
{f∂sx} ds2 = −
∫ 1
−1
fλ dλv
∣∣∣s1
0
,
and, by (2.38),∫ s1
0
{a}(1 ds2 + {o}(1 =
∫ s1
0
〈b〉(1 ds2 + {o}(1 −
(
−
∫ 1
−1
fλ dλv
(1)
∣∣∣s1
0
)∗
= q∂sz−
(
−
∫ 1
−1
fλ dλv
(1)
)∗
.
(2.40)
Therefore, (2.39) reads as
(2.41) {G} − 〈∂λG〉 = t
∫ s
0
(
q1|∂sz|2 − {b} · v(1) + td˜(1 + <(Fv(1))
)
ds1,
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where we have abbreviated
F ≡ 〈f∂sx〉 − −
∫ 1
−1
fλ dλ∂sz.
It is straightforward to check that F (0) = F (1) = 0, so F = t2F (2. Therefore, the condition
(2.37b) requires q
(0)
1 = {b}(0) · v(1), i.e. (c).
Conversely, the Lagrange polynomial L given in (2.33) satisfies (2.36) if and only if
∂ks ln, . . . , ∂
k
s l3 = O(tn), 0 ≤ k + n ≤ 2,
which is indeed equivalent to (2.37). 
3. The dissipation
Recall from Definition 2.1 and Theorem 2.1 that our weak solutions (v, p) to (IE) are obtained
from a subsolution (v¯, p¯, R) via convex integration, and satisfy
(3.1) 12 |v|2 = e, e+ p = 12(|v¯|2 + trR) + p¯,
where
(3.2) e := 12 |v¯|2 + |R˚|+ e′,
for some error function e′ strictly positive on Ωtur while vanishing outside. This allows us to
calculate the associated dissipation measure:
Proposition 3.1. Let (v¯, p¯, R) be a strict subsolution w.r.t. some e ∈ C0(Ωtur;R+) and assume
that it is C1 outside Γ = Γ− ∪ Γ+ = ∂Ωtur with Γ± parametrized by C1 curves x± = x±(t, s).
Then the dissipation measure D(t) from Definition 1.2 is supported in Ωtur with
〈D(t), ψ〉 =
∑
λ=±1
∫ t
0
∫
([e]λ∂txλ + [(e+ p)v¯]λ) · ∂sx⊥λ ψλ ds dτ
−
∫ t
0
∫
Ωtur(τ)
(
∂t(e− 12 |v¯|2)− v¯ · divR˚+ (v − v¯) · ∇(e+ p)
)
ψ dx dτ.
(3.3)
Proof. Since (v¯, p¯, R) is piecewise C1 outside Γ = ∂Ωtur, by multiplying the (relaxed) momentum
balance equation (2.1a) by v¯ we get
1
2∂t|v¯|2 + div((12 |v¯|2 + p¯)v¯) + v¯ · divR = 0 outside Γ,
or, by (3.1), equivalently
(3.4) 12∂t|v¯|2 + div((e+ p)v¯) + v¯ · divR˚ = 0 outside Γ.
Firstly, by adding and subtracting v¯, we split the dissipation into
〈D(t), ψ〉 =
∫ t
0
∫
R2
(e∂tψ + (e+ p)v¯ · ∇ψ) dx dτ −
∫
R2
eψ dx
∣∣∣τ=t
τ=0
(3.5a)
+
∫ t
0
∫
R2
(e+ p)(v − v¯) · ∇ψ dx dτ,(3.5b)
where the first term (3.5a) only depends on the subsolution by (3.1)(3.2), while the second term
(3.5b) is the corresponding fluctuation. On the one hand, similarly to the proof of Proposi-
tion 2.4, an integrating by parts yields
(3.5a) =
∑
λ=±1
∫ t
0
∫
([e]λ∂txλ + [(e+ p)v¯]λ) · ∂sx⊥λ ψλ ds dτ(3.6a)
−
∫ t
0
∫
Ωtur(τ)
(∂te+ div((e+ p)v¯))ψ dx dτ,(3.6b)
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where we have applied that (v¯, p¯, R) = (v, p, 0) outside Ωtur and (3.4). Indeed, by (3.4), the
term (3.6b) reads as
(3.6b) = −
∫ t
0
∫
Ωtur(τ)
(∂t(e− 12 |v¯|2)− v¯ · divR˚)ψ dx dτ.
On the other hand, using that v, v¯ ∈ L∞σ , an integration by parts yields
(3.5b) = −
∫ t
0
∫
Ωtur(τ)
(v − v¯) · ∇(e+ p)ψ dx dτ.
This concludes the proof. 
Note that there is some ambiguity in Definition 2.1 because the trace part of R may be
absorbed into the pressure; in particular we have
R+ p¯ Id = R¯+ p Id,
where R¯ = R˚+ (e− 12 |v¯|2)Id (cf. formulas (3.1)(3.2)). Nevertheless, the expression (3.3), which
does not depend on the specific choice of p¯ and trR, is well-defined.
Our aim now is to calculate the initial dissipation measure in terms of (z0, $0). In particular,
since e > 12 |v¯|2 + |R˚|, having defined (v¯, p¯) by the ansatz (2.4) and Bernoulli’s law (2.17) our
next aim is to minimize |R˚| at time t = 0 among all solutions of the boundary value problem
(2.21). Recall our notation R](t, s, λ) = R(t,xλ(t, s)).
Proposition 3.2. In general, for any uniformly bounded solution R of (2.21),
|R˚](0)| ≥ |{b}(0) · ∂sz⊥0 |.
Equality is attained if and only if trR](0) = 2{b}(0) ·∂sz0, which can be achieved if, in the setting
of Proposition 2.5, we have in addition
(d) q
(0)
2 = c{b}(0) · ∂sz0;
(e)
(
q1|∂sz|2 − {b} · v(1)
)(1)
= 0.
Proof. Step 1. First of all we claim that |R˚]| at time t = 0 is given by the formula
(3.7) |R˚](0)| = |{b}(0) − 12trR](0)∂sz0|.
Recalling Proposition 2.1 let us decompose R as
R˚ = M(12(∂11 − ∂22)g − i∂12g + f), trR = ∆g.
Therefore |R˚| = |12(∂11 − ∂22)g + i∂12g + f∗|. In particular, since
(12(∂11 − ∂22)g + i∂12g)]∂sx∗ = ∂s(∇g)] − 12(∆g)]∂sx,
we have
(3.8) |R˚]||∂sx| = |∂s(∇g)] + (f ]∂sx)∗ − 12trR]∂sx|.
Solving the linear system (2.34) and applying ∂λG
(0) = 0 we obtain
(3.9) (∇g)] = 1
∂sx · ∂sz0
(
∂sG∂sz0 + c
−1(∂λG)(1∂sx⊥
)
.
Hence, recalling the decomposition G = L + H in (2.33) and the proof of Proposition 2.5, we
deduce
(∇g)](0) =
(
(∂sG)
(0) + ic−1(∂λG)(1)
)
∂sz0
=
(
∂sl
(0)
0 + ic
−1l(1)1
)
∂sz0
=
(
∂s〈G〉(0) + ic−1〈∂λG〉(1)
)
∂sz0
=
∫ s
0
〈a〉(0) ds1 + 〈o〉(0).
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Therefore, (3.7) follows from
(∂s(∇g)] + (f ]∂sx)∗)(0) = {b}(0).
Step 2. Next, we derive the formula
trR](0) = {b}(0) · ∂sz0 + c−1q(0)2 + c−2(6l3λ+ ∂2λH)(2).
Let us consider the equivalent matrix S = S(t, s, λ)
(3.10) S := Q(∇2g)]Q,
given by the orthogonal change of basis Q := M(−∂sz∗0) (Q2 = Id), that is,
(∇2g)] = QSQ and trR = trS.
Thus, using Q∂sz0 = (1, 0), Q∂sz
⊥
0 = (0, 1), (2.35) yields
(∂2sG)
(0) = s
(0)
11 + (∇g)](0) · ∂2sz0,
(∂2λG)
(2) = c2s
(0)
22 .
Hence, since
(∂2sG)
(0) = ∂s((∇g)](0) · ∂sz0) = 〈a〉(0) · ∂sz0 + (∇g)](0) · ∂2sz0,
we have
trS(0) = 〈a〉(0) · ∂sz0 + c−2(∂2λG)(2),
with G = L+H and
(∂2λL)
(2) = 2l
(2)
2 + 6l
(2)
3 λ.
On the one hand, by (2.40) we get
2l
(2)
2 = {∂λG}(2) =
(∫ s
0
{a}(1) ds1 + {o}(1)
)
· v(1) = cq(0)2 − c2(f (0)∂sz0)∗ · ∂sz0,
with (f (0)∂sz0)
∗ = ({b} − 〈a〉)(0). On the other hand, by (2.41) we get
2l
(2)
3 = (〈∂λG〉 − {G})(2) =
∫ s
0
({b} · v(1) − q1|∂sz|2 − td˜)(1) ds1.
Recalling the average condition (b) in Proposition 2.5, then l
(2)
3 = 0 if and only if d˜
(1) = 0 and
the condition (e) above holds. This concludes the proof by taking H = 0. 
Proposition 3.3. Let us assume that there is (z, $) satisfying the conditions (a)-(e) stated in
Propositions 2.5 and 3.2. Then, the dissipation measure (3.3) satisfies D ∈ Mc([0, T ] × R2)
with suppD ⊂ Ω¯tur. Moreover, given 0 < ε ≤ ` and N = 1, (1.20) holds.
Proof. Recalling Proposition 3.1 we have〈
D(t2)−D(t1)
t2 − t1 , ψ
〉
=
∑
λ=±1
−
∫ t2
t1
∫
([e]λ∂txλ + [(e+ p)v¯]λ) · ∂sx⊥λ ψλ ds dτ(3.11a)
−−
∫ t2
t1
∫
Ωtur(τ)
(
∂t(e− 12 |v¯|2)− v¯ · divR˚
)
ψ dx dτ(3.11b)
−−
∫ t2
t1
∫
Ωtur(τ)
(v − v¯) · ∇(e+ p)ψ dx dτ.(3.11c)
Concerning (3.11b), by applying e− 12 |v¯|2 = |R˚|+ e′ (3.2) and divR = 0 (2.21a), we deduce
(3.11b) = −−
∫ t2
t1
∫
Ωtur(τ)
(
∂t(|R˚|+ e′) + 12 v¯ · ∇trR
)
ψ dx dτ.
Hence, by Lemma 3.3 below and imposing ∂te
′ ∈ L∞(Ωtur),
(3.11b) ≤ O(t2)‖ψ‖∞.
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Concerning (3.11c), we can guarantee that (see [18, 8]), for any fixed 0 < ε ≤ ` and time-error
function T ∈ C(]0, T ]; ]0, 1]), these weak solutions satisfy∣∣∣∣∫
R2
(v − v¯) · ∇(e+ p)ψI dx
∣∣∣∣ ≤ T (t),
for every interval I ⊂ T with |I| ≥ ε and t ∈]0, T ].
Concerning (3.11a), notice that
[(e+ p)v¯]λ · ∂sx⊥λ = (e+ p)+λ v¯+λ · ∂sx⊥λ − (e+ p)−λ v¯−λ · ∂sx⊥λ = [e+ p]λBλ · ∂sx⊥λ .
Hence, since (recall (2.16)-(2.20))
[e]λ = −12$<∂sxλ(Bλ)− λ(|R˚|+ e′)λ,
[e+ p]λ = −[∂tφ]λ − λ2 trRλ,
we deduce
(3.12) (3.11a) = −
∑
λ=±1
λ−
∫ t2
t1
∫
T
(B · R˚∂sx⊥ + (|R˚|+ e′)∂tx · ∂sx⊥)λψλ ds dτ.
On the one hand, as we shall in Corollary 4.2 below,
(3.13) B
(0)
λ = B0 − λ4$0∂sz0,
with B0 given in (4.7). Hence
(3.14) 〈B〉(0) = B0, {B}(0) = −14$0∂sz0,
and so
(3.15) ± b(0)± = {b}(0) = −12$0(v(1) − {B}(0)) = −12$0
(
ic+ 14$0
)
∂sz0.
Then, by splitting R˚ = R− 12(trR)Id and applying Proposition 3.2, we get
(R˚∂sx
⊥)(0)λ = i({b}(0) −<∂sz0{b}(0)∂sz0) = −=∂sz0{b}(0)∂sz0 = 12c$0∂sz0.
On the other hand, as we shall see in Section 5.1, Proposition 2.5 requires (∂tz · ∂sz⊥)(0) =
B0 · ∂sz⊥0 . Thus, by imposing e′ = O(t), we obtain
(B · R˚∂sx⊥ + (|R˚|+ e′)∂tx · ∂sx⊥)(0)λ
=
(
B0 − λ4$0∂sz0
) · (12c$0∂sz0)+ 12c|$0|(B0 · ∂sz⊥0 + λc)
= 12c|$0|
(
λ
(
c− 14 |$0|
)
+B0
)
,
where B0 := B0 · ((sgn$0 + i)∂sz0). This concludes the proof. 
Lemma 3.1. The functional W
(N)
T has a global maximum at c
(N)
max =
1
2 c¯N |$0|.
Proof. Notice that W ≡W (N)T satisfies
W (c+ ψ)−W (c) = dWc(ψ)− a¯N
∫
|$0|ψ2,
where dWc is the Fre´chet derivative of W at c
dWc(ψ) = a¯N
∫
|$0|(c¯N |$0| − 2c)ψ.
This concludes the proof. 
Lemma 3.2. Let c given in (1.21). Then, there is ($0, ε, δ) > 0 so that
WI(c) ≥ 1
2
δ(1− δ)a¯N c¯2N−
∫
I
|$0|3 ds,
for every interval I ⊂ T with |I| ≥ ε.
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Proof. Let c = δc¯Nf where we have abbreviated f ≡ |$0| and f ≡ f ∗ η. We split
−
∫
I
c|$0|(c¯N |$0| − c) ds = δc¯
2
N
|I|
∫
I
ff(f − δf) ds
=
δc¯2N
|I|
(
(1− δ)
∫
I
f3 ds+ (1− δ)
∫
I
(f − f)f2 ds+ δ
∫
I
ff(f − f) ds
)
≥ δc¯
2
N
|I|
(
(1− δ)
∫
I
f3 ds− ‖f‖2L∞(I)‖f − f‖L1(I)
)
.
Finally, since
s0 ∈ T 7→
∫
[s0,s0+ε]
f3 ds > 0
is continuous, the lemma holds. 
Lemma 3.3. The L∞(Ωtur)-norm of ∇(t,x)trR, ∇(t,x)|R˚| and ∇(e+ p) are controlled by ‖z‖2,α
and ‖$‖1,α.
Proof. Concerning the first two terms h = trR and |R˚|, since ∂λh](0) = 0 by Proposition 3.2,
we apply (3.9) for h (instead of g) to deduce that ∇h is bounded.
Hence, since ∂th
] = (∂th)
] + (∇h)] · ∂tx and, by (3.8),
∂t|R˚|] = ∂t
(
|∂s(∇g)] + (f ]∂sx)∗ − 12trR]∂sx|
|∂sx|
)
,
the statement follows by using the (a.e.) inequality |∂t|F || ≤ |∂tF |.
For ∇(e+ p), recalling (2.15)(2.17) and (3.1), it is enough to control
∇(12 |v¯|2 + p¯)(t, x)∗ =
1
2
∑
λ=±1
1
2pii
∫
T
(∂t$˜∂sxλ −$∂txλ)(t, s)
(x− xλ(t, s))2 ds, x ∈ Ωtur(t).
Let us abbreviate here fλ ≡ (∂t$˜∂sxλ −$∂txλ). Then, the Cauchy’s integral formula yields∫
T
fλ(t, s+ ξ)
(x− xλ(t, s+ ξ))2 dξ =
∫
T
fλ(t, s+ ξ)− fλ(t, s)
(x− xλ(t, s+ ξ))2 dξ
− fλ(t, s)
∂sxλ(t, s)
∫
T
∂sxλ(t, s+ ξ)− ∂sxλ(t, s)
(x− xλ(t, s+ ξ))2 dξ.
By adding and subtracting ξ∂sfλ(t, s) and also ξ∂
2
sxλ(t, s) we gain integrability (cf. Lemma 4.1
below), while the remainder integral∫
T
ξ
(x− xλ(t, s+ ξ))2 dξ
can be bounded easily by following the proof of Lemma 4.2 below. 
4. The Birkhoff-Rott operator
In light of Proposition 3.3, there exists a subsolution adapted to Ωtur provided (z, $) satisfies
the conditions (a)-(e) stated in Propositions 2.5 and 3.2. In Section 5 we construct such a pair
(z, $) by setting its Taylor polynomial (z, $)n0) satisfying the pointwise conditions (c)-(e), and
the corresponding remainder (z, $)(n0+1 satisfying the average conditions (a)-(b). This requires
to check that the Taylor decompositions Bλ = B
n0−1)
λ + t
n0B
(n0
λ of the Birkhoff-Rott operators
Bλ (2.10) are well-defined. This is the goal of this section. Although n0 = 3 in Section 5, let
us keep it general here.
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4.1. Geometric setup. Since z0 is closed and C
1, it is simple and regular (1.1a) if and only
if its chord-arc constant is bounded
(4.1) C(z0) := sup
s,ξ
|4ξz0(s)|−1 <∞.
In particular, C(z0) ≥ |∂sz0|−1 = 1 by the arc-length parametrization.
The chord-arc condition (4.1) is usually imposed when considering Birkhoff-Rott type oper-
ators (cf. [54, §1.1]) because it avoids self-intersections (simple) and peaks (regular). Moreover,
it gives a lower bound of the proximity of different points at z0: |z0(s)−z0(s′)| ≥ C(z0)−1|s−s′|,
thus measuring the singularity in Bλ at time t = 0. For t > 0, Bλ requires to compare different
points at the boundary of the turbulence zone:
Lemma 4.1. There exists t0(‖z‖1,α, ‖c‖1,α, C(z0)) > 0 such that, for all 0 ≤ t ≤ t0, the following
“equi chord-arc” condition holds:
|xµ(t, s+ ξ)− xλ(t, s)| ≥ 14
√
C(z0)−2|ξ|2 + t2c(s)2(µ− λ)2,
for every s, ξ ∈ T and λ, µ ∈ {−1, 1}.
Proof. The case t = 0 follows from (4.1). Now let 0 < t ≤ t0 with t0 to be determined, and let
us fix some parameters β, γ, δ > 0 with 14 = γ < β <
1
2 and
δ = 1−
(
1−
(
γ
β
)2)2
< 1.
In particular, we can take t0 so that
|z(t, s+ ξ)− z(t, s)| ≥ |z0(s+ ξ)− z0(s)| − t|z(1(t, s+ ξ)− z(1(t, s)| ≥ 2βC(z0)−1|ξ|,(4.2)
|xµ(t, s+ ξ)− xµ(t, s)| ≥ |z(t, s+ ξ)− z(t, s)| − t|v(1)(s+ ξ)− v(1)(s)| ≥ βC(z0)−1|ξ|.(4.3)
We split the proof in two cases, depending on some r > 0 to be determined.
Case |ξ| ≤ r: By writing
(4.4) xµ(t, s+ ξ)− xλ(t, s) = xµ(t, s+ ξ)− xµ(t, s)︸ ︷︷ ︸
≡I
+(µ− λ)v(t, s),
we split
(4.5) |xµ(t, s+ ξ)− xλ(t, s)|2 = |I|2 + (µ− λ)2|v(t, s)|2 + 2(µ− λ)I · v(t, s).
Let us analyse the third term. Since∣∣∣∣∣ ∂sx⊥µ|∂sxµ| · v|v|
∣∣∣∣∣ =
∣∣∣∣ ∂sxµ|∂sxµ| · ∂sz0
∣∣∣∣ ≥ 1−O(t),
and ∣∣∣∣ I|I| − ∂sxµ(t, s)|∂sxµ(t, s)|
∣∣∣∣ ≤ 2|42ξxµ(t, s)||∂sxµ(t, s)| |ξ| ≤ 2|∂sxµ|α|∂sxµ(t, s)| |ξ|α,
we have ∣∣∣∣I · v⊥|I||v|
∣∣∣∣ ≥
∣∣∣∣∣ ∂sx⊥µ|∂sxµ| · v|v|
∣∣∣∣∣−
∣∣∣∣ I|I| − ∂sxµ|∂sxµ|
∣∣∣∣ ≥ 1−O(t+ |ξ|α).
Thus, we can take t0, r so that |I · v⊥|2 ≥ δ|I|2|v|2, and so
|I · v|2 = |I|2|v|2 − |I · v⊥|2 ≤ (1− δ)|I|2|v|2,
from which we get
2|µ− λ||I · v| ≤ √1− δ(|I|2 + (µ− λ)2|v|2).
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Hence, by applying this and (4.3) into (4.5), we deduce
|xµ(t, s+ ξ)− xλ(t, s)| ≥
√
1−√1− δ
√
|I|2 + (µ− λ)2|v(t, s)|2
≥ β
√
1−√1− δ︸ ︷︷ ︸
=γ
√
C(z0)−2|ξ|2 + (µ− λ)2|v(t, s)|2.
Case |ξ| > r: Since (4.2) yields
|xµ(t, s+ ξ)− xλ(t, s)| ≥ |z(t, s+ ξ)− z(t, s)| − 2t‖c‖∞ ≥ 2(βC(z0)−1|ξ| − t‖c‖∞),
and
C(z0)−2|ξ|2 + t2c(s)2(µ− λ)2 ≤ C(z0)−2|ξ|2 + 4t2‖c‖2∞,
it is enough to guarantee that
4(βC(z0)−1|ξ| − t‖c‖∞)2 ≥ γ2(C(z0)−2|ξ|2 + 4t2‖c‖2∞).
This holds if and only if
(4β2 − γ2)C(z0)−2|ξ|2 ≥ 4t‖c‖∞(2βC(z0)−1|ξ| − t(1− γ2)‖c‖∞),
which is satisfied by taking t0 small enough. 
4.2. Alternative expressions for v¯ and Bλ. Let us abbreviate
ζλ :=
$λ
∂sxλ
,
and also ζ0 ≡ ζ(0)λ = $0∂sz0 . Given x /∈ Γ(t), observe that (recall Def. 2.2)
v¯(t, x)∗ =
1
2
∑
µ=±1
(
1
2pii
∫
T
$µ(t, s
′)− wµ(t, x)∂sxµ(t, s′)
x− xµ(t, s′) ds
′ − wµ(t, x)Ixµ(t)(x)
)
,
for any wµ ∈ C. Setting wµ = ζµ(t, s) we therefore deduce
v¯(t, x)∗ =
1
2
∑
µ=±1
(
ζµ(t, s)
2pii
∫
T
∂sxµ(t, s)− ∂sxµ(t, s′)
x− xµ(t, s′) ds
′
− 1
2pii
∫
T
$µ(t, s)−$µ(t, s′)
x− xµ(t, s′) ds
′ − ζµ(t, s)Ixµ(t)(x)
)(4.6)
valid for any t ≥ 0, x /∈ Γ(t) and s ∈ T.
In particular, for t = 0 we have
v0(x)
∗ =
ζ0(s)
2pii
∫
T
∂sz0(s)− ∂sz0(s′)
x− z0(s′) ds
′ − 1
2pii
∫
T
$0(s)−$0(s′)
x− z0(s′) ds
′ − ζ0(s)Iz0(x).
By considering nontangential limits x = x±ε = z0(s) ± ε∂sz⊥0 (s) as ε ↓ 0 we deduce that v0 is
bounded in a neighbourhood of Γ0, and consequently v0 = O((1 + |x|)−1) in terms of ‖z0‖1,α,
‖$0‖0,α and C(z0). Furthermore,
v±0 = B0 ∓ 12ζ∗0 ,
where B0 ≡ B(z0, $0) is
B0(s)
∗ :=
1
2pii
pv
∫
T
$0(s
′)
z0(s)− z0(s′) ds
′
=
ζ0(s)
2pii
∫
T
∂sz0(s
′)− ∂sz0(s)
z0(s′)− z0(s) ds
′ − 1
2pii
∫
T
$0(s
′)−$0(s)
z0(s′)− z0(s) ds
′ − 1
2
ζ0(s).(4.7)
Similarly, for t > 0 we consider x = xλ,±ε = xλ(t, s) ± ε∂sx⊥λ (t, s) to deduce that v¯(t)
is bounded in a neighbourhood of Γ(t), and consequently v¯(t) = O((1 + |x|)−1) in terms of
‖z(t)‖1,α, ‖$(t)‖0,α and C(z0). Furthermore,
(4.8) v¯±λ = Bλ ∓ 14ζ∗λ,
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with
Bλ(t, s)
∗ =
1
2
∑
µ=±1
1
2pii
pv
∫
T
$µ(t, s
′)
xλ(t, s)− xµ(t, s′) ds
′
=
1
2
∑
µ=±1
(
ζµ(t, s)
2pii
∫
T
∂sxµ(t, s
′)− ∂sxµ(t, s)
xµ(t, s′)− xλ(t, s) ds
′ − 1
2pii
∫
T
$µ(t, s
′)−$µ(t, s)
xµ(t, s′)− xλ(t, s) ds
′ − θλ,µζµ(t, s)
)
,
where, for λ, µ ∈ {−1, 1}, we have
θλ,µ :=
1 + sgn(λ− µ)
2
=

1
2 λ = µ,
1 (λ, µ) = (1,−1),
0 (λ, µ) = (−1, 1).
Analogously to [27, §3], we consider the weighted Hilbert transform on C0,α(T):
(4.9) TΦf(s) :=
1
2pii
∫
T
4ξf(s)Φ(s, ξ) dξ,
for the space of weights L∞(T;Ck,α(T)) with the norm
|||Φ|||k,α := ess sup
ξ∈T
‖Φ(·, ξ)‖k,α.
Recall that T = R/`Z. Then, w.l.o.g. in the following we will use the parameter range ξ ∈
[−`/2, `/2] in (4.9). For ease of notation let us assume that ` = 1. We start with the following
simple result for boundedness of TΦ on Ho¨lder spaces, following [27]:
Theorem 4.1. For all 0 ≤ α′ < α and k ∈ N0 there exists C(k, α) > 0 such that
‖TΦf‖k,α′ ≤ C
α− α′ |||Φ|||k,α′‖f‖k,α,
for every Φ ∈ L∞(T;Ck,α′(T)) and f ∈ Ck,α(T).
Proof. Let us start with k = 0. On the one hand,
‖TΦf‖∞ ≤ 2
−α
piα
ess sup
ξ∈T
‖Φ(·, ξ)‖∞|f |α.
On the other hand, we split
TΦf(s)−TΦf(s′) = 1
2pii
∫
T
4ξf(s)
(
Φ(s, ξ)− Φ(s′, ξ)) dξ =: I
+
1
2pii
∫
T
(4ξf(s)−4ξf(s′))Φ(s′, ξ) dξ =: J.
For I, simply
|I| ≤ 2
−α
piα
ess sup
ξ∈T
|Φ(·, ξ)|α′ |f |α|s− s′|α′ .
For J , consider β = α
′
α ∈ (0, 1). By applying |a+ b|β ≤ 2β(|a|β + |b|β) we obtain∣∣4ξf(s)−4ξf(s′)∣∣ = ∣∣4ξf(s)−4ξf(s′)∣∣1−β ∣∣4ξf(s)−4ξf(s′)∣∣β
≤ 21−β
(
|4ξf(s)|1−β +
∣∣4ξf(s′)∣∣1−β) 2β|ξ|−β (∣∣f(s)− f(s′)∣∣β + ∣∣f(s+ ξ)− f(s′ + ξ)∣∣β)
≤ 8|f |α|ξ|(1−β)α−1|s− s′|βα,
and consequently
|J | ≤ 2
3−(1−β)α
pi(1− β)αess supξ∈T
‖Φ(·, ξ)‖∞|f |α|s− s′|βα.
For k ≥ 1 the result follows by applying the Leibniz rule. 
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Remark 4.1. The operator TΦ is bounded for α
′ = α by imposing additional conditions on Φ
(see [27, §3]) but we have presented this version for simplicity.
In particular, we will focus on the following kernels
Φλ,µ(t, s, ξ) :=
ξ
xµ(t, s+ ξ)− xλ(t, s) ,
Φλ,µ,n0(t, s, ξ) :=
ξ
(xµ(t, s+ ξ)− xλ(t, s))n0−1)
,
with Φ0 ≡ Φ(0)λ,µ and the remainder
Θλ,µ,n0(t, s, ξ) := t
−n0(Φλ,µ − Φλ,µ,n0)(t, s, ξ)
= − ξ(xµ(t, s+ ξ)− xλ(t, s))
(n0
(xµ(t, s+ ξ)− xλ(t, s))(xµ(t, s+ ξ)− xλ(t, s))n0−1)
.
With them we can express the Birkhoff-Rott operators Bλ as follows. At time t = 0 we have
(4.10) B∗0 = ζ0TΦ0(∂sz0)−TΦ0($0)− 12ζ0,
and for t > 0 we have
(4.11) B∗λ =
1
2
∑
µ=±1
(ζµTΦλ,µ(∂sxµ)−TΦλ,µ($µ)− θλ,µζµ).
Notice that Lemma 4.1 implies
(4.12) ‖Φλ,µ‖∞ ≤ 4|ξ|√C(z0)−2|ξ|2 + t2c(s)2(µ− λ)2 ≤ 4C(z0),
and, recalling (4.4), also
|Φλ,µ(t, s, ξ)− Φλ,µ(t, s′, ξ)| =
∣∣∣∣ξ(ξ4ξ(xµ(t, s)− xµ(t, s′)) + (µ− λ)(v(t, s)− v(t, s′)))(xµ(s+ ξ, t)− xλ(s, t))(xµ(s′ + ξ, t)− xλ(s′, t))
∣∣∣∣
≤ 42C(z0)(C(z0)|∂sxµ|α + |µ− λ|c(s)−1|v(1)|α)|s− s′|α.(4.13)
Therefore, |||Φλ,µ|||0,α is bounded. Similar estimates apply to |||Φλ,µ,n0 |||0,α and |||Θλ,µ,n0 |||0,α. In
light of Theorem 4.1 this proves:
Corollary 4.1. For any fixed 0 ≤ α′ < α < 1 and any λ, µ ∈ {−1, 1}, the operators TΦλ,µ,
TΦλ,µ,n0 , TΘλ,µ,n0 are bounded operators from C
0,α to C0,α
′
, with operator norm bounded in
terms of C(z0), ‖1/c‖∞, the C0,α-norm of $ and the C1,α-norm of z and v(1).
Based on this corollary we can consider expansions in t as follows. By considering the Taylor
decompositions f = fn0−1) + tn0f (n0 of f = ∂sxµ, $µ, we split
TΦλ,µf = TΦλ,µ,n0f
n0−1) + tn0(TΦλ,µ,n0f
(n0 + TΘλ,µ,n0f)
= TΦλ,µ,n0f
n0−1) +O(tn0),
where the O(tn0) is understood in the C0,α′-norm. Applying this to (4.11) we obtain for any
0 ≤ n ≤ n0 − 1
B
∗(n)
λ =
1
2
∑
µ=±1
( ∑
n1+n2+n3=n
ζ
(n3)
λ (TΦλ,µ,n0 (∂sx
(n2)
µ ))
(n1)
−
∑
n1+n2=n
(TΦλ,µ,n0 ($
(n2)
µ ))
(n1) − θλ,µζ(n)µ
)
.
Therefore, B
(n)
λ depends on
f (n2), (TΦλ,µ,n0f
(n2))(n1), for f = ∂sz, ∂sv, $ and 0 ≤ n1 + n2 ≤ n.
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In particular, since (TΦλ,µf)
(0) = TΦ0f for f ∈ C0,α(T) and
1
2
∑
µ=±1
θλ,µ =
1
2
+
λ
4
,
we deduce the following corollary.
Corollary 4.2. Assume ∂sz, $ ∈ C1(0, T ;Cα(T)) for some α > 0. Then,
B
(0)
λ = B0 − λ4$0∂sz0,
with B0 given in (4.7).
4.3. The operator TΦλ,µ. In this section we analyse TΦλ,µ,n0 . For ease of notation let us
abbreviate from now on Φλ,µ,n0 by Φλ,µ and x
n0−1)
λ by xλ. For any 0 ≤ n1 ≤ n0 − 1, Faa` di
Bruno’s formula yields
(4.14) ∂n1t Φλ,µ =
∑
b∈pin1
FbΦ
|b|+1
λ,µ ξ
−|b|
n1∏
m=1
(∂mt (xµ(t, s+ ξ)− xλ(t, s)))bm ,
with pin1 := {b ∈ Nn10 : b1 + 2b2 + · · ·+n1bn1 = n1}, |b| := b1 + · · · bn1 and Fb the combinatorial
constant
Fb := (−1)|b| |b|!n1!
b1!1!b1 · · · bn1 !n1!bn1
.
Using (4.4) and the binomial theorem we get
n1∏
m=1
(∂mt (xµ(t, s+ ξ)− xλ(t, s)))bm =
n1∏
m=1
bm∑
am=0
(
bm
am
)
((µ− λ)∂mt v)am(ξ∂mt 4ξxµ)bm−am
=
∑
a≤b
(µ− λ)|a|ξ|b−a|
n1∏
m=1
(
bm
am
)
(∂mt v)
am(∂mt 4ξxµ)bm−am .
Thus, by using (4.12), the dominated convergence theorem yields
(4.15) ∂n1t TΦλ,µf = T∂n1t Φλ,µ
f =
∑
b∈pin1
Fb
∑
a≤b
(µ− λ)|a|Va,bIa,b, t > 0,
where
Va,b :=
n1∏
m=1
(
bm
am
)
(∂mt v)
am , Ia,b :=
∫
T
4ξfΦ|b|+1λ,µ ξ−|a|
n1∏
m=1
(∂mt 4ξxµ)bm−am dξ.
Although for our v(t, s) = tv(1)(s) simply Va,b equals to
(
b1
a1
)
(v(1))a1 for a = (a1, 0, . . . , 0) and
vanishes otherwise, it requires the same effort to keep it general here, and thus may be helpful
if different growth rates appear in other problems.
Let us analyse the cases µ = λ and µ 6= λ separately. As we shall see, while for µ = λ the
expression (4.15) holds at t = 0 too, for µ 6= λ this is only true for n1 = 0.
4.3.1. Case µ = λ.
Proposition 4.1. For all 0 ≤ α′ < α and f ∈ Ck,α(T) we have
(4.16) ‖TΦλ,λf‖Cn1t Ck,α′s ≤
C
α− α′ ‖f‖k,α,
where C depends on C(z0) and the Ck+1,α-norm of z(n), v(n) for 0 ≤ n ≤ n0− 1. In particular,
(4.17) ‖(TΦλ,λf)(n1)‖k,α′ ≤
C0
α− α′ ‖f‖k,α,
where C0 depends on C(z0) and the Ck+1,α-norm of z(n), v(n) for 0 ≤ n ≤ n1. Moreover,
(4.18) (TΦλ,λf)
(n1) = T
Φ
(n1)
λ,λ
f.
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Proof. Since µ = λ the expression (4.15) reads as
(4.19) ∂n1t TΦλ,λf =
∑
b∈pin1
FbI0,b. t > 0.
Hence, for k = 0, (4.16) follows from Corollary 4.1. Moreover, (4.19) holds at t = 0 by the
dominated convergence theorem, and thus (4.17)(4.18) follow from Corollary 4.1 too. For k ≥ 1,
the same holds by applying the Leibniz rule. 
4.3.2. Case µ 6= λ. As we mentioned, in contrast to Φλ,λ, the expression (4.15) holds at t = 0
only for n1 = 0, whilst for n1 ≥ 1 we only have
(TΦλ,µf)
(n1) = 1n1! limt↓0
T∂n1t Φλ,µ(t)
f,
because T
Φ
(n1)
λ,µ
f is not well-defined. Let us prove a lemma which will be helpful. In particular,
we consider the auxiliary kernel
Ψλ,µ(t, s, ξ) :=
t
xµ(t, s+ ξ)− xλ(t, s) ,
which, by Lemma 4.1, satisfies
‖Ψλ,µ‖∞ ≤ 2c(s)−1,
and, recalling (4.4),
|Ψλ,µ(t, s, ξ)−Ψλ,µ(t, s′, ξ)| ≤ 8c(s)−1(C(z0)|∂sxµ|α + c(s)−1|v(1)|α)|s− s′|α.
Therefore, |||Ψλ,µ|||0,α is bounded.
Lemma 4.2. For every (a, b) ∈ N20 with a ≤ b consider
Ca,bλ,µ(t, s) :=
∫
T
ξa dξ
(xµ(t, s+ ξ)− xλ(t, s))b+1 =
∫
T
Φb+1λ,µ ξ
−(b−a+1) dξ, t > 0.
Then,
(4.20) ‖Ca,bλ,µ‖CtC0,α′s ≤
C
α− α′ ,
where C depends on C(z0), ‖1/c‖∞ and the C(b−a−n)++1,α-norm of z(n),v(n) for 0 ≤ n ≤ n0−1.
In particular,
(4.21) ‖(Ca,bλ,µ)(0)‖k,α′ ≤
C0
α− α′ ,
where C0 depends on C(z0) and the Ck+b−a+1,α-norm of z0.
Proof. We shall follow the double induction scheme on (a, b):
b− a = 0 : (0, 0) → (1, 1) → (2, 2) → · · · → (b, b) → · · ·
↓ ↓ ↓
b− a = 1 : (0, 1) → (1, 2) → · · · → (b− 1, b) → · · ·
↓ ↓
b− a = 2 : (0, 2) → · · · → (b− 2, b) → · · ·
· · · · · · · · ·
where better regularity is required at every drop row.
We claim that the following identity holds
(4.22) Ca,bλ,µ =
2piiθλ,µB
a,b
a
∂sx
a+1
µ
δa,b −
a∑
d=0
Ba,bd
∂sx
d+1
µ
(
Xa−d,b−dλ,µ
b− d +
∫
T
4ξ∂sxµΦb+1−dλ,µ ξ−(b−a) dξ
)
,
where
Ba,bd :=
(
a
d
)(
b
d
)−1
, Xa,bλ,µ(t, s) :=
2−a(1− (−1)a)
(xµ(t, s+
1
2)− xλ(t, s))b
, δa,b :=
{
1, a = b,
0, a 6= b.
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We define the auxiliary functions
C˜a,bλ,µ(t, s) :=
∫
T
ξa∂sxµ(t, s+ ξ)
(xµ(t, s+ ξ)− xλ(t, s))b+1 dξ.
We can then write
(4.23) Ca,bλ,µ =
1
∂sxµ
(
C˜a,bλ,µ −
∫
T
4ξ∂sxµΦb+1λ,µ ξ−(b−a) dξ
)
.
In particular, the case a = 0 in (4.22) follows from (4.23), because X0,bλ,µ = 0 and Cauchy’s
integral formula yields (for µ 6= λ)
C˜0,bλ,µ =
∫
xµ
dx
(x− xλ(t, s))b+1 = 2piiθλ,µδ0,b.
For a ≥ 1, an integration by parts yields
aCa−1,b−1λ,µ =
∫
T
aξa−1 dξ
(xµ(t, s+ ξ)− xλ(t, s))b
=
ξa
(xµ(t, s+ ξ)− xλ(t, s))b
∣∣∣ξ=+ 12
ξ=−12
+ b
∫
T
ξa∂sxµ(t, s+ ξ)
(xµ(t, s+ ξ)− xλ(t, s))b+1 dξ,
that is,
aCa−1,b−1λ,µ = Xa,bλ,µ + bC˜a,bλ,µ.
Hence, (4.23) reads as
Ca,bλ,µ =
1
∂sxµ
(
a
b
Ca−1,b−1λ,µ −
Xa,bλ,µ
b
−
∫
T
4ξ∂sxµΦb+1λ,µ ξ−(b−a) dξ
)
,
which allows to prove (4.22) by induction.
In light of the identity (4.22), to prove the result it is enough to control its last term. Let us
assume w.l.o.g. that d = 0 for simplicity. Recalling §1.6(vi), we split it as∫
T
4ξ∂sxµΦb+1λ,µ ξ−(b−a) dξ =
n0−1∑
n=0
∫
T
4ξ∂sx(n)µ Ψnλ,µΦb+1−nλ,µ ξn−(b−a) dξ.
Thus, the terms with n ≥ b − a are bounded. In particular, the case a = b is done. For the
terms with n < b− a, we split∫
T
4ξ∂sx(n)µ Ψnλ,µΦb+1−nλ,µ ξn−(b−a) dξ
= tn
(b−a)−n∑
j=1
∂j+1s x
(n)
µ
j!
Ca+j,bλ,µ +
∫
T
4(b−a)−n+1ξ ∂sx(n)µ Ψnλ,µΦb+1−nλ,µ dξ.
The last term above is bounded because x
(n)
µ belongs to Cb−a−n+1,α, and the others by induction
hypothesis. This concludes the proof for k = 0. The case k ≥ 1 follows by applying the Leibniz
rule at time t = 0. 
Proposition 4.2. For all 0 ≤ α′ < α and f ∈ Cn1+k,α(T) we have
(4.24) ‖TΦλ,µf‖Cn1t C0,α′s ≤
C
α− α′ ‖f‖n1,α,
where C depends on C(z0), ‖1/c‖∞ and the C1∨(n1−n),α-norm of z(n), v(n) for 0 ≤ n ≤ n0 − 1.
In particular,
(4.25) ‖(TΦλ,µf)(n1)‖k,α′ ≤
C0
α− α′ ‖f‖n1+k,α,
where C0 depends on C(z0) and the Ck+1∨(n1−n),α-norm of z(n), v(n) for 0 ≤ n ≤ n1.
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Proof. Given a ≤ b ∈ pin1 , let us show that Ia,b in (4.15) is bounded. If a = 0 we are done as in
Proposition 4.1. Otherwise, similarly to Lemma 4.2, we split it as
Ia,b =
|a|∑
j=1
∂jsf
j!
Ja,b,j + Ja,b,
where
Ja,b,j :=
∫
T
Φ
|b|+1
λ,µ ξ
j−(|a|+1)
n1∏
m=1
(∂mt 4ξxµ)bm−am dξ,
Ja,b :=
∫
T
4|a|+1ξ fΦ|b|+1λ,µ
n1∏
m=1
(∂mt 4ξxµ)bm−am dξ.
In order to bound Ja,b we need f to be in C
|a|,α and notice that the largest |a| is for a1 = b1 = n1.
Fixed (a, b), the most singular term of Ja,b,j is for j = 1. Let us analize it. If a = b this is
Jb,b,1 = C1,|b|λ,µ . Otherwise, let m be the first index for which am < bm. As we did for f , let us
split Ja,b,1 as
∂mt 4ξxµ =
n0−1∑
n=m
n!
(n−m)! t
n−m4ξx(n)µ .
Thus, the terms with n ≥ |a|+m are bounded. For the terms with n < m+ |a| we split
4ξx(n)µ =
|a|+m−n∑
d=1
∂dsx
(n)
µ
d!
ξd−1 + ξ|a|+m−n4|a|+m−n+1ξ x(n)µ .
Then, since bm ≥ 1 implies |a| < |b| ≤ n1 − (m − 1), i.e. |a| + m ≤ n1, it is enough to impose
that x
(n)
µ belongs to Cn1−n,α. We repeat this |b − a| times, where terms C as in Lemma 4.2
appear and the worst is again C1,|b|λ,µ with |b| ≤ n1. This concludes the proof for k = 0. The case
k ≥ 1 follows by applying the Leibniz rule at time t = 0. 
5. Proof of the main results
As we mentioned in Remark 2.1, it can be seen that the velocity field (1.5), with p determined
by the Bernoulli’s law, is a weak solution to (IE) if and only if
(5.1) b := ∂t$˜∂sz−$(∂tz−B) = 0,
or equivalently (1.7). Moreover, the jump in p across Γ vanishes in this case:
(5.2) [p] = <∂szb = 0.
In our construction, the Reynolds stress R introduces a relaxation whereby (5.1) is regular-
ized. As we saw in Section 2, under our choice of ω¯ (2.4), the construction of R leading to a
subsolution adapted to Ωtur is subordinated to determine (z, $) up to some order t
n0 . This was
the key observation in [27] for the unstable Muskat problem. In light of Propositions 2.5 and
3.2, we have to take (z, $) satisfying three pointwise conditions (c)-(e), which can be expressed
compactly as
(5.3) (〈b〉 − t∂s(q∂sz))2) = 0,
coupled with two average conditions (a)-(b) ∫
〈b〉(3 = 0,∫
(q1|∂sz| − c=∂sz0{b})(2 = 0,
(5.4)
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where
〈b〉 = 12(∂t$˜∂sz−$(∂tz− 〈B〉)),(5.5a)
{b} = 12(∂t$˜∂sv −$(v(1) − {B})),(5.5b)
and q = q1 + iq2 satisfying
(5.6) (q1|∂sz| − c=∂sz0{b})1) = 0, q(0)2 = c<∂sz0{b}(0).
Let (z0, $0) as in (1.1) for some k0 ≥ 0 and α > 0 big enough. We define recursively (z, $˜)
by means of its Taylor decomposition
z(t, s) :=
n0∑
n=0
tnz(n)(s) + tn0+1z(n0+1(t, s),
$˜(t, s) :=
n0∑
n=1
tn$˜(n)(s) + tn0+1$˜(n0+1(t, s),
starting from (z, $˜)(0) = (z0, 0), namely the term of order n = 0, 1, 2 in (5.3) determines
(z, $˜)(n+1), and so n0 = 3 is enough.
5.1. Choice of (z, $˜)(1). The zero-order term of (5.3) reads as
(5.7) 〈b〉(0) = 0.
Since (5.5a) yields
〈b〉(0) = 12($˜(1)∂sz0 −$0(z(1) − 〈B〉(0))),
(5.7) is equivalent to
$0(z
(1) − 〈B〉(0)) · ∂sz⊥0 = 0, $˜(1) = $0(z(1) − 〈B〉(0)) · ∂sz0.
Thus, since 〈B〉(0) = B0, it is enough to set
(5.8) z(1) = B0, $˜
(1) = 0.
In light of Section 4, we have z(1) ∈ Ck0,α1(T;R2) for any 0 < α1 < α.
Remark 5.1. Notice that (5.7) can be understood as that (5.1) must hold at t = 0. In particular
(5.2) holds at t = 0 in the sense that there is not jump of p across Γ0
[p(0)] = 2<∂sz0〈b〉(0) = 0.
5.2. Choice of (z, $˜)(2). The first-order term of (5.3) reads as
(5.9) 〈b〉(1) = ∂s(q(0)∂sz0).
On the one hand, (5.5a) and (5.8) yield
〈b〉(1) = 12(2$˜(2)∂sz0 −$0(2z(2) − 〈B〉(1))).
On the other hand, since |∂sz0| = 1 implies ∂2sz0 = κ0∂sz⊥0 with κ0 := ∂2sz0 · ∂sz⊥0 ≡ (signed)
curvature of z0, we have
∂s(q
(0)∂sz0) = (∂sq
(0) + iκ0q
(0))∂sz0.
In particular, since {B}(0) = −14$0∂sz0 and (5.5b) yield
{b}(0) = −12$0(v(1) − {B}(0)) = −12$0(14$0 + ic)∂sz0,
(5.6) implies
q(0) = ic{b}(0)∗∂sz0 = −12c$0(c+ 14 i$0).
Therefore, (5.9) is equivalent to
$0(2z
(2) − 〈B〉(1)) · ∂sz⊥0 = 14∂s(c$20) + κ0c2$0,
2$˜(2) −$0(2z(2) − 〈B〉(1)) · ∂sz0 = 14κ0c$20 − ∂s(c2$0).
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Thus, it is enough to set
2z(2) = 〈B〉(1) + (12c∂s$0 + 14$0∂sc+ κ0c2)∂sz⊥0 ,
2$˜(2) = 14cκ0$
2
0 − ∂s(c2$0).
On the one hand, $˜(2) ∈ Ck0−1,α(T;R). On the other hand, in light of Section 4, we have
z(2) ∈ Ck0−1,α2(T;R2) for any 0 < α2 < α1.
Remark 5.2. For |$0|  0 one may set also $˜(2) = 0 by taking
(5.10) 2z(2) = 〈B〉(1) − 2
$0
∂s(q
(0)∂sz0).
Furthermore, we may set $˜ = 0. For the Birkhoff-Rott equations (1.7) this can be done by
taking r = 0, which can be understood as fixing the parametrization that keeps $ constant
in time. Moreover, in this case one may assume also that $0 is constant in s by choosing z0
properly (not necessarily arc-length). However, for mixed sign vorticities the choice (5.10) is
singular. In spite of this, since (∂s(q
(0)∂sz0)) · ∂sz⊥0 ∼ $0, it is not necessary to divide by $0
by taking $˜(2) as above.
5.3. Choice of (z, $˜)(3). The second-order term of (5.3) reads as
(5.11) 〈b〉(2) = ∂s(q∂sz)(1).
On the one hand, (5.5a) and (5.8) yield
〈b〉(2) = 12(3$˜(3)∂sz0 + 2$˜(2)∂sz(1) −$0(3z(3) − 〈B〉(2))).
On the other hand, we split
∂s(q∂sz)
(1) = ∂s(q
(0)∂sz
(1) + q
(1)
1 ∂sz0)︸ ︷︷ ︸
≡q˜
+∂s(iq
(1)
2 ∂sz0) = q˜ + (i∂sq
(1)
2 − κ0q(1)2 )∂sz0.
In particular, since (5.5b) and (5.8) yield
{b}(1) = 12$0{B}(1),
(5.6) implies
q
(1)
1 = −(q(0)1 ∂sz(1) + ic{b}(1)) · ∂sz0 = 12c$0(c∂sz− i{B})(1) · ∂sz0.
Since q
(1)
2 is free, (5.11) is equivalent to solve∫
(〈b〉(2) − q˜) · ∂sz⊥0 = 0.
(〈b〉(2) − q˜) · ∂sz0 = −κ0
∫ s
0
(〈b〉(2) − q˜) · ∂sz⊥0 ds1︸ ︷︷ ︸
=q
(1)
2
.
Thus, it is enough to set
3z(3) = 〈B〉(2) +H∂sz⊥0 ,
3$˜(3) = −h · ∂sz0 − κ0
∫ s
0
(h · ∂sz⊥0 −H$0) ds1,
with
h ≡ 2($˜(2)∂sz(1) − q˜), H ≡
∫
h · ∂sz⊥0∫
$20
$0.
In light of Section 4, it follows that $˜(3) ∈ Ck0−2,α3(T;R) and z(3) ∈ Ck0−2,α3(T;R2) for any
0 < α3 < α2. Therefore, Lemma 3.3 requires k0 ≥ 4.
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5.4. Choice of the remainder. The average conditions (5.4) read as∫
〈b〉(3 = 0,∫
(〈b〉 · z + ct{b} · ∂sz⊥0 )(3 = 0.
(5.12)
We declare $˜(n0+1 = 0 and
z(n0+1(t, s) := t−(n0+1)
∫ t
0
τn0Z(τ, s) dτ =
∫ 1
0
τn0Z(τt, s) dτ,
for some Z to be determined. Since $0 6= 0 we can take a cutoff function ψ0 ∈ C∞(T;R+)
vanishing on {s ∈ T : |$0(s)| ≤ 12‖$0‖∞} and with
∫
ψ0 = 1. We declare
(5.13) Z :=
1
$0
(γψ0 − δ∂s(ψ0∂sz0)),
with (γ, δ) ∈ R2 × R = R3 a time dependent vector, to be determined. Let us split
〈b〉(3 = 12(Γ −$0Z),
(〈b〉 · z + ct{b} · ∂sz⊥0 )(3 = 12((Γ −$0Z) · z + Λ),
where we have abbreviated
Γ ≡ ∂s$˜Z + (∂t$˜∂sz−$(∂tz3) − 〈B〉))(3,
Λ ≡ 2(〈b〉2) · z + ct{b} · ∂sz⊥0 )(3.
Therefore, (5.12) reads as
(5.14) γ(t) =
∫
Γ (t), δ(t) =
∫
∆(t),
with
∆ ≡ Λ+ (Γ − γψ0) · z∫
ψ0∂sz0 · ∂sz
.
Hence, since (5.14) is an implicit equation (γ, δ) = F (γ, δ) with F ∈ C0,1(R3;R3) and
|F (γ1, δ1)− F (γ0, δ0)| ≤ O(t)|(γ1, δ1)− (γ0, δ0)|,
the existence (and uniqueness) of (γ, δ) (and so Z ∈ CtCk0−1s ) follows from the Banach fixed
point theorem, namely the Lipschitz constant, and so the time of existence t1 > 0, depends on
‖z0‖k0+1,α, ‖$0‖k0,α, ‖1/c‖∞ and C(z0).
Once we have fixed (z, $˜) and c (1.21), we define the turbulence zone Ωtur(t) and the vorticity
ω¯(t) by means of the map x(t) (1.10) and (2.4) respectively, for all 0 < t ≤ T smaller than
t0 in Lemma 4.1 and t1 above. Secondly, we define the velocity v¯ = B(ω¯), the pressure p¯ by
means of the Bernoulli’s law (2.17), and the Reynolds stress R as in Proposition 2.1. Then,
Proposition 2.5 guarantees that R is uniformly bounded and so Theorem 2.1 applies. Finally,
for the associated weak solutions, Proposition 3.3 yields Theorems 1.1-1.3.
6. Piecewise harmonic subsolutions
Following [27, §5], we generalize the previous construction from Sections 2-5 to the case of
subsolutions v¯ whose vorticity ω¯ is concentrated on 2N curves for N ≥ 1.
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6.1. Geometric setup. In light of Example 1.1, it seems suitable to consider the grid Λ :=
{λj : 1 ≤ |j| ≤ N} of [−1, 1] given by
λj = sgnj
2|j|−1
|Λ|−1 .
Observe that 0 < λ1 < · · · < λN = 1 and λ−j = −λj for 1 ≤ j ≤ N . Given λ ∈ Λ+ := {λj :
1 ≤ j ≤ N}, at each t > 0 we define Ωλtur(t) as the annular region in R2 whose boundary is
∂Ωλtur(t) = Γ−λ(t) ∪ Γλ(t),
with Γ±λ(t) := x±λ(t,T) parametrized by the map
x±λ(t, s) := zλ(t, s)± λtc(s)∂sz0(s)⊥,
where zλ is an evolution of z0 to be determined. We note that, following Lemma 4.1, there is not
intersection of different Γλ(t) for short times because we shall take z
(1)
λ = B0 independently of
λ (cf. §5.1). The turbulence zone is then Ωtur := ΩλNtur ⊃ · · · ⊃ Ωλ1tur. We denote also Γ :=
⋃
Γλ.
6.2. The velocity. The ansatz (2.4) is generalized here by
ω¯(t) :=
1
|Λ|
∑
λ∈Λ
xλ(t)
]($λ(t) ds),
with $λ = $0 + ∂s$˜λ and (z, $˜)−λ = (z, $˜)λ for every λ ∈ Λ+. More precisely, we define
(z, $˜)λ by means of its Taylor decomposition
zλ(t, s) :=
n0∑
k=0
tnz
(n)
λ (s) + t
n0+1z
(n0+1
λ (t, s), $˜λ(t, s) :=
n0∑
n=0
tn$˜
(n)
λ (s),
with
z
(n0+1
λ (t, s) := t
−(n0+1)
∫ t
0
τn0Zλ(τ, s) dτ =
∫ 1
0
τn0Zλ(τt, s) dτ,
and Zλ to be determined.
Thus, for t > 0 the velocity is given by v¯(t) := B(ω¯(t)),
v¯(t, x)∗ =
1
|Λ|
∑
λ∈Λ
1
2pii
∫
T
$λ(t, s)
x− xλ(t, s) ds, x /∈ Γ(t).
This v¯(t) is bounded, anti-holomorphic outside Γ(t) but with tangential discontinuities across
Γ(t). Indeed, these limits v¯±λ (t, s) are
v¯±λ = Bλ ∓ 12|Λ|ζ∗λ,
where ζλ ≡ $λ∂sxλ and Bλ ≡ Bλ(z, $) are the Birkhoff-Rott type operators
Bλ(t, s)
∗ =
1
|Λ|
∑
µ∈Λ
1
2pii
pv
∫
T
$µ(t, s
′)
xλ(t, s)− xµ(t, s′) ds
′.
Notice that the pv is not necessary for µ 6= λ when t > 0. Therefore,
[[v¯]]λ = Bλ, [v¯]λ = − 1|Λ|ζ∗λ.
This Bλ can be written as
B∗λ =
1
|Λ|
∑
µ∈Λ
(ζµTΦλ,µ(∂sxµ)−TΦλ,µ($µ)− θλ,µζµ),
with θλ,µ :=
1+sgn(λ−µ)
2 . In particular, for λ = λj , it is straightforward to check that
1
|Λ|
∑
µ∈Λ
θλ,µ =
1
2
+ sgnj
2|j| − 1
2|Λ| =
1
2
+ λc¯N ,
from which we generalize Corollary 4.2:
(6.1) B
(0)
λ = B0 − λc¯Nζ0.
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6.2.1. Helmholtz decomposition of v¯. Analogously to Section 2.1.1, v¯ can be written as
v¯ = ∇φ+ CK∗x0 ,
where
C (t, x) =
1
|Λ|
∑
λ∈Λ
(1− Ixλ(t)(x))
∫
$0,
and φ is the (piecewise) harmonic function
φ(t, x) =
<
|Λ|
∑
λ∈Λ
1
2pii
∫
T
$λ(t, s)(Lxλ(t,s)(x)− (1− Ixλ(t)(x))Log(x− x0)) ds+O(t),
for x /∈ Γ(t), where O can be chosen in such a way that
∂tφ(t, x) =
<
|Λ|
∑
λ∈Λ
1
2pii
∫
T
(∂sx∂t$˜ − ∂tx$)λ(t, s)
x− xλ(t, s) ds,
and so
[∂tφ]λ =
1
|Λ|($<∂sx(∂tx)− ∂t$˜)λ.
6.3. The pressure. We define p¯ outside Γ by means of the Bernoulli’s law
p¯ := −∂tφ− 12 |v¯|2 outside Γ.
Thus, analogously to Proposition 2.3, we have
[p¯]λ =
1
|Λ|(∂t$˜ −$<∂sx(∂tx−B))λ.
6.4. The Reynolds stress. We define R as
R :=
∑
λ∈Λ+
Rλ1Ωλtur
.
Analogously to Proposition 2.4, each Rλ must satisfy
divRλ = 0 in Ωλtur,
±(Rλ∂sx⊥)±λ = ib±λ on Γ±λ,
where each bλ is the boundary condition
bλ =
1
|Λ|(∂t$˜∂sx−$(∂tx−B))λ.
On the one hand, by (6.1) and taking (z, $˜)
(1)
λ = (B0, 0) as in Section 5.1, we have
〈b〉(0)λ = 0, {b}(0)λ = − |λ||Λ|$0(c¯N$0 + ic)∂sz0,
where 〈b〉λ := 12(bλ + b−λ) and {b}λ := 12(bλ − b−λ) for λ ∈ Λ+.
On the other hand, analogously to Proposition 3.2, since
|R˚λ(0)| = |{b}(0)λ − 12trRλ(0)∂sz0|,
by taking Hλ = lλ3 = 0 and q
λ(0)
2 = c|λ|{b}(0)λ ·∂sz0, this is minimized by trRλ(0) = 2{b}(0)λ ·∂sz0:
|R˚λ(0)| = |{b}(0)λ · ∂sz⊥0 | = |λ||Λ|c|$0|.
Finally, since
(R˚∂sx
⊥)(0)λ = i({b}(0) −<∂sz0{b}(0)λ ∂sz0) = −=∂sz0{b}(0)λ ∂sz0 = |λ||Λ|c$0∂sz0,
we obtain
(BR˚∂sx
⊥ + (|R˚|+ e′)∂tx · ∂sx⊥)(0)λ
= (B0 − λc¯N$0∂sz0) · ( |λ||Λ|c$0∂sz0) + |λ||Λ|c|$0|(B0 · ∂sz⊥0 + λc)
= |λ||Λ|c|$0|(λ(c− c¯N |$0|) +B0),
where B0 := B0 · ((sgn$0 + i)∂sz0). The rest follows analogously to the case N = 1.
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Appendix A. Infinite energy lemmas
In this section we prove two lemmas for (bounded) weak solutions which may not have finite
kinetic energy E(t) = 12‖v(t)‖22.
Lemma A.1. Let D be the dissipation measure in Proposition 3.3. For any M > 0 let ψM ∈
C∞c (R2;R+) be a radial function with 1BM ≤ ψM ≤ 1BM+1 and ‖∇ψM‖∞ ≤ 2. Then,
〈D(t2)−D(t1),1〉 = lim
M→∞
〈D(t2)−D(t1), ψM 〉 =
∫
R2
(e(t1)− e(t2)) dx.
Proof. Since ψM does not depend on t, Definition 1.2 reads as
(A.1) 〈D(t2)−D(t1), ψM 〉 =
∫ t2
t1
∫
R2
(e+ p) v · ∇ψM dx dτ −
∫
R2
(e(t2)− e(t1))ψM dx.
Notice that∫
R2
||v¯(t2)|2 − |v¯(t1)|2|dx =
∫
R2
| (v¯(t2) + v¯(t1))︸ ︷︷ ︸
∼(1+|x|)−1
· (v¯(t2)− v¯(t1))︸ ︷︷ ︸
∼(1+|x|)−2
| dx <∞,
where we have applied (2.7). Hence, the dominated convergence theorem allows to pass to the
limit in the second term of (A.1). Finally, since |∇ψM | ≤ 21BM+1\BM and v, (e+p) ∼ (1+|x|)−1,
we have ∫
R2
|(e+ p)v · ∇ψM |dx ≤ 2
∫
BM+1\BM
|(e+ p)v|dx . log
(
M + 1
M
)
→ 0
as M →∞. 
Lemma A.2 (Weak-strong uniqueness principle). Assume there is a strong solution (v,p)
to (IE) satisfying (∇symv)− ∈ L1tL∞ (recall §1.6(iii)). Then, if (v, p) is an admissible weak
solution to (IE) with v0 = v0 and
(A.2)
∫ t
0
∫
BM+1\BM
|v − v|a|p− p|b dx dτ −→
M→∞
0,
for (a, b) = (2, 0) and (1, 1), necessarily (v, p) = (v,p).
Proof. Let ψ ∈ C1(R3; [0, 1]) be a test function with ψ ≡ 1 on suppD. Let us consider the error
Fψ(t) :=
1
2
∫
R2
|v(t)− v(t)|2ψ(t) dx.
Hence, we deduce
Fψ =
∫
R2
eψ dx+
∫
R2
eψ dx−
∫
R2
v · vψ dx
≤
∫ t
0
∫
R2
(e∂tψ + (e+ p) v · ∇ψ) dx dτ +
∫
R2
e0ψ0 dx(A.3)
+
∫ t
0
∫
R2
(e∂tψ + (e + p) v · ∇ψ) dx dτ +
∫
R2
e0ψ0 dx(A.4)
−
∫ t
0
∫
R2
(v · ∂t(vψ) + v ⊗ v : ∇(vψ) + p div(vψ)) dx dτ −
∫
R2
v0 · v0ψ0 dx,(A.5)
where we have applied 〈D,ψ〉 ≥ 0 in (A.3), 〈D, ψ〉 = 0 in (A.4) and Definition 1.1 for (v, p)
tested with vψ in (A.5). Since 12v0 · v0 = e0 = e0, the last terms in (A.3)-(A.5) cancel each
other out. It can be checked that the above inequality can be written as Fψ ≤ Iψ + Jψ where
Iψ = −
∫ t
0
∫
R2
(v · ∂tv + v ⊗ v : ∇v)ψ dx dτ +
∫ t
0
∫
R2
(pv + e(v − v)) · ∇ψ dx dτ,
Jψ =
1
2
∫ t
0
∫
R2
|v − v|2Dtψ dx dτ +
∫ t
0
∫
R2
(p− p)(v − v) · ∇ψ dx dτ,
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being Dt ≡ ∂t + v · ∇ the material derivative. For Iψ, since (v,p) is a strong solution we have
−
∫ t
0
∫
R2
v · ∂tvψ dx dτ =
∫ t
0
∫
R2
v · div(v ⊗ v)ψ dx dτ +
∫ t
0
∫
R2
v · ∇pψ dx dτ.
Hence, by applying
v · div(v ⊗ v) = v · ∇vv, v ⊗ v : ∇v = v · ∇vv,
we get ∫ t
0
∫
R2
(v · div(v ⊗ v)− v ⊗ v : ∇v)ψ dx dτ =
∫ t
0
∫
R2
(v − v) · ∇vvψ dx dτ.
Thus, since v,v ∈ L∞σ implies
0 =
∫
R2
v · ∇(pψ) dx =
∫
R2
v · ∇pψ dx+
∫
R2
pv · ∇ψ dx,
0 =
∫
R2
(v − v) · ∇(eψ) dx =
∫
R2
e(v − v) · ∇ψ dx+
∫
R2
(v − v) · ∇vvψ dx,
we have
Iψ = −
∫ t
0
∫
R2
(v − v) · ∇symv(v − v)ψ dx dτ.
In particular
Iψ ≤ 2
∫ t
0
‖(∇symv)−‖∞Fψ dτ.
Now let us take ψM as in Lemma A.1. Thus, by applying the decay hypothesis (A.2), for
every ε > 0 there is M0(ε) > 0 so that
JψM ≤ ε for all M ≥M0.
Plugging all together, Gro¨nwall’s inequality yields
FψM (t) ≤ εexp
(
2
∫ t
0
‖(∇symv)−‖∞ dτ
)
for all M ≥M0.
Finally, the statement follows by taking lim supM↑∞ above and making ε ↓ 0 after. 
Appendix B. Simulations
In this section we provide some numerical simulations with the aim of illustrating how these
solutions may look like. To this end we consider the classical vortex-blob regularization ([4, 31])
which consists of desingularazing the Cauchy kernel K(x) = 12piix by introducing a parameter
δ > 0 in the denominator
Kδ(x) := K(x)
|x|2
|x|2 + δ2 =
(
1
2pi
x⊥
|x|2 + δ2
)∗
.
Let h ≡ time step and S ≡ grid of T. Here we take δ = 0.002, h = 0.025 and |S| = 20000
points. Thus, we consider the discrete δ-BR equation
(B.1)
z(t+ h, s)− z(t, s)
h
=
`
2pi|S|
∑
s′∈S
(z(t, s)− z(t, s′))⊥
|z(t, s)− z(t, s′)|2 + δ2$(t, s
′), s ∈ S,
which yields a recurrence for t = 0, h, 2h, 3h, . . . starting from z0. For simplicity we shall focus
on the circle z0(s) = e
is (` = 2pi), for different vortex sheet strengths $(t) = $0. To simulate
the Kelvin-Helmholtz instability we consider a tiny perturbation of z0
z0,γ = z0 − γ∂sz⊥0 ,
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with γ(s) =  sin(ks). Here we take  = 0.001 (perturbation amplitude) and k = 30 (pertur-
bation frequency). For times t = 0, 1.25 and 2.5 (from left to right) we plot the macroscopic
vector field
v¯(t, x) =
`
2pi|S||Λ|
∑
λ∈Λ
∑
s′∈S
(x− xλ(t, s′))⊥
|x− xλ(t, s′)|2 + δ2$(t, s
′),
the Kelvin-Helmholtz curve zγ(t) (light blue) given by (B.1) starting from z0,γ , and the boundary
of the turbulence zone x±(t) = z(t) ± ct∂sz⊥0 (dark blue) with c(s) = β(|$0| ∗ η)(s) and, for
simplicity, z(t) given by (B.1) starting from z0, coupled with the points where $0 vanishes
(red). Here we take |Λ| = 10 and  = `/20. In the pictures below β = 18 . However, for short
times we have observed that β = 14 may fit better as δ decreases. Although we would have liked
to explore the scope of this view point in more detail, we have thought appropriate to present
this simple approach here and leave possible improvements for future works.
Figure 2. From top to bottom, $0(s) =
1
4 ,
1
4 cos(s) and
1
4 cos(2s).
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