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Abstract
We introduce the tensor numerical method for solving optimal control problems that
are constrained by fractional 2D and 3D elliptic operators with variable coefficients.
We solve the governing equation for the control function which includes a sum of the
fractional operator and its inverse, both discretized over large 3D n×n×n spacial grids.
Using the diagonalization of the arising matrix valued functions in the eigenbasis of the
1D Sturm-Liouville operators, we construct the rank-structured tensor approximation
with controllable precision for the discretized fractional elliptic operators and the re-
spective preconditioner. The right-hand side in the constraining equation (the optimal
design function) is supposed to be represented in a form of a low-rank canonical tensor.
Then the equation for the control function is solved in a tensor structured format by
using preconditioned CG iteration with the adaptive rank truncation procedure that
also ensures the accuracy of calculations, given an ε-threshold. This method reduces
the numerical cost for solving the control problem to O(n log n) (plus the quadratic
term O(n2) with a small weight), which is superior to the approaches based on the tra-
ditional linear algebra tools that yield at least O(n3 log n) complexity in the 3D case.
The storage for the representation of all 3D nonlocal operators and functions involved
is also estimated by O(n log n). This essentially outperforms the traditional methods
operating with fully populated n3 × n3 matrices and vectors in Rn3 . Numerical tests
for 2D/3D control problems indicate the almost linear complexity scaling of the rank
truncated PCG iteration in the univariate grid size n.
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1 Introduction
Optimization problems that are constrained by partial differential equations (PDEs) have
a long history in mathematical literature since they allow a huge number of applications in
different fields of natural science, see [41, 1, 23] for some comprehensive examples. Being
studied for many years, tracking-type problems which trace the discrepancy between the
solution of the PDE and a given target state represent a very important class of optimal
control problems [11]. In such problems the discretization and numerical treatments of the
elliptic PDE in constraints that determines the relation between the optimal design and
control functions,
Ly = u,
can be performed by the traditional FEM methods dealing with sparse matrices.
However, the construction of suitable discretization and solution schemes become a chal-
lenging task whenever the operator L in the constraint equation inherits nonlocal structures,
such as for instance in the case of a fractional differential operator, that is Lα. In recent
years, considering fractional PDEs is gaining more attention due to an higher accuracy
within the numerical simulation of the real world problems, for example in the subject areas
concerning heat diffusion in special materials [7], image processing [17], material science [5],
optimization [15]. For more application areas see [2] and references therein.
However, as the pay-off for higher modeling accuracy in applications, fractional operators
in PDEs also imply nonlocality to the given equation, which after discretization leads to dense
problem structures resulting in quadratic complexity in the number of degrees of freedom
in Rd, so that they are hard to handle especially when large grids are considered in many
dimensions. As a result, common numerical solution approaches lead to severe problems,
such that a number of special techniques has been advocated [24, 43, 14, 25, 4].
Furthermore, the possible presence of variable coefficients within the PDE has a huge
impact on the numerical complexity of a suitable solution technique. In this case, assuming
separability for the involved coefficients in Rd leads to favorable, highly structured matrices
after discretization that allow using efficient numerical representations such as Kronecker
product structures [31, 36, 37, 12] and the respective multilinear algebra.
In this article, we consider a tracking-type optimal control problem constrained by a
fractional Laplace type elliptic operator with variable, separable coefficients discretized on
a tensor grid. For an overview about several characterizations of the fractional elliptic op-
erators and the respective algebra see [16, 26, 24, 38, 39]. A number of application fields
motivating the use of fractional power of elliptic operators, for example in biophysics, me-
chanics, nonlocal electrostatics and image processing have been discussed in the literature
[3, 2, 13, 43, 14, 25, 28]. In such applications control problems arise naturally.
An application of standard numerical methods for the solution of PDEs in Rd is essentially
limited by the so-called curse of dimensionality [6], that is the effect of an exponential growth
of storage and computational complexity, O(nd), in the dimension of the problem d, where n
is the univariate grid size of the discretization. This phenomenon effects all basic procedures
such as matrix-vector calculus and full format matrix arithmetics. Some special numerical
techniques like adaptive h-p mesh refinement, sparse grids [8], hierarchical matrices [20] and
fast multipole methods [18] only partially relax the curse of dimensionality.
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The modern tensor numerical methods, based on low-rank separable approximation of op-
erators and functions in Rd, are capable to reduce the numerical cost in higher dimensions to
the linear scaling in d, O(dn), thus making possible the efficient numerical modeling in higher
dimensions. Meanwhile, tensor decompositions using canonical and Tucker tensor formats
and the respective multilinear algebra techniques have been used since long in the computer
science for data analysis and signal processing [42, 10, 9, 35]. The Tucker approximation
tools are based on the principal generalization of the singular value decomposition (SVD)
called the higher order SVD (HOSVD) [10]. However, the analytical methods of separable
low-rank representation of multivariate functions and operators [40, 21, 16, 30] appeared to
be the main prerequisite to tensor numerical calculus. Tensor numerical methods in scientific
computing have been first introduced for calculation of the 3D convolution integral operators
with Green’s kernels in quantum chemistry, see [29] for the detailed discussion.
In the recent decade tensor formats created specifically for the solution of multidimen-
sional problems have been introduced in the form of tensor train and quantized tensor train
representations, hierarchical tensors, and the recent range-separated tensor decomposition.
Finally, the main feature of the tensor numerical techniques in scientific computing is the
arrangement and usage of separable data structures in order to reduce the solution of given
multidimensional equations to essentially one-dimensional operations, see [19, 32, 29] for the
detailed discussion and comprehensive references.
In the present paper, we proceed with the development of efficient tensor numerical
techniques for the solution of optimal control problems which were initiated in [22] for
solving control problem with 2D and 3D classical fractional Laplace operator in constraints.
In the latter case one could use the FFT-based diagonalization of the fractional Laplacian
to construct the rank-structured representation of the governing nonlocal operator. In our
problem setting we essentially generalize the previous approach to a more general class of
tracking-type optimal control problems in Rd, d = 2, 3, constrained by a PDE containing a
fractional divergence type elliptic operator with variable coefficients.
Since the FFT-based factorizations may no longer be applied, we use the diagonalization
of the arising fully populated matrix valued functions in the eigen-basis of the 1D Sturm-
Liouville operators. The diagonal of the coefficients matrix in the factorized representation
of the resulting governing operator (in the product of 1D eigen-bases) is reshaped to a third-
order tensor which undergoes the rank-structured decomposition by using the multigrid
Tucker-to-canonical tensor transform [34]. The spectrally equivalent preconditioner with
small Kronecker rank (K-rank) is constructed by using the decomposition of the fractional
anisotropic Laplace operator in the Fourier basis, and by subsequent low-rank approxima-
tion via the multigrid Tucker algorithm. Then the discrete linear system is solved by the
preconditioned conjugate gradient (PCG) iteration with adaptive rank truncation adapting
the rank-structured tensor representation of all involved quantities: the governing operator,
the preconditioner, the right hand side as well the solution vector. The adaptive rank re-
duction for the solution vector in the course of PCG iteration is performed by using the
canonical-to-Tucker decomposition via the reduced HOSVD (RHOSVD), see [34, 29]. The
numerical accuracy is controlled by the given ε-threshold in the rank reduction procedure of
the algorithm RHOSVD.
Finally, we apply the above methods to solve a tracking-type optimal control problem
constrained by a PDE with a fractional divergence type elliptic operator with variable co-
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efficients discretized on n × n × n Cartesian grid in R3. Our approach exhibits the linear
complexity scaling in dimension, O(dn2). The theoretical justification for the use of afore-
mentioned tensor approximations can be found in [21, 16, 32], see also [22] where the classical
fractional Laplace operator (−∆)α in constraints was discussed and analyzed.
The rest of the paper is structured as follows. Section 2 describes the target class of
optimal control problems and the special definitions that come with a separable structure of
the involved fractional elliptic operator. In section 3 the discrete optimality equation system
is derived with the help of the Lagrangian multiplier approach. Afterwards, the discretization
of the control problem is developed and the Laplace-type operator with variable coefficients
is decomposed with the help of factorized low-rank structures. We also recapitulate the
low-rank structures used for the preconditioner. The presented techniques are then used in
a special tailored PCG algorithm with adaptive rank truncation. Finally, in section 4 we
present and analyze our numerical results for 2D and 3D examples and discuss aspects related
to computation and storage complexities when solving the considered class of optimal control
problems by using tensor numerical method combined with the introduced PCG iterative
algorithm.
2 Problem setting
Our goal is the construction of fast tensor numerical solution schemes for solving the control
problems constrained by fractional d-dimensional elliptic operators with variable coefficients.
For this reason we restrict ourself to the case of rectangular domains and to the class of elliptic
operators with diagonal separable coefficients.
Given the design function yΩ ∈ L2(Ω) on Ω := (0, 1)d, d = 1, 2, 3, first, we consider the
optimization problem for the cost functional
min
y,u
J(y, u) :=
∫
Ω
(y(x)− yΩ(x))2 dx+ γ
2
∫
Ω
u2(x) dx, (2.1)
constrained by the elliptic boundary value problem in Ω for the state variable y ∈ H10 (Ω),
Ay := −∇T · A(x)∇y = βu, x ∈ Ω, u ∈ L2(Ω), β > 0, (2.2)
endorsed with the homogeneous Dirichlet (or periodic) boundary conditions on Γ = ∂Ω, i.e.,
y|Γ = 0. The coefficient matrix A(x) ∈ Rd×d is supposed to be symmetric, positive definite
and uniformly bounded in Ω with positive constants c > 0 and C > 0, i.e.,
c Id×d ≤ A(x) ≤ C Id×d.
Under above assumptions the associated bilinear form
A(u, v) =
∫
Ω
A(x)∇u(x) · ∇v(x) dx
defined on V × V , V := {v ∈ H10 (Ω)} is symmetric, coercive and bounded on V with the
same constants c and C.
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In what follows, we consider for 0 < α ≤ 1 the control problems constrained by the
fractional elliptic operator
Aαy = βu, u ∈ L2(Ω), β > 0 (2.3)
with the spectral definition of the fractional power of the elliptic operator A by
Aαy(x) =
∞∑
i=1
λαi ciψi(x), y =
∞∑
i=1
ciψi(x),
where {ψi(x)}∞i=1 is the set of L2-orthogonal eigenfunctions of the symmetric, positive definite
operator A, while {λi}∞i=1 are the corresponding (real and positive) eigenvalues.
The numerical efficiency of this approach is based on the exponentially fast convergence
of the sinc quadratures on a class of analytic functions. This technique is to be applied
in the present paper for the theoretical analysis of the rank decomposition schemes, for
the description of their constructive representation and for the design of spectrally close
preconditioners for the governing equations based on the use of fractional Laplacian.
The linear constraint equation (2.3) allows to eliminate the state variable and then to de-
rive the Lagrange equation for the control u in the explicit form as follows (see §3 concerning
the Lagrange equations)
F(A)u := (βA−α + γ
β
Aα)u = yΩ, (2.4)
for some positive constants β > 0 and γ > 0. The equation for the state variable reads
y = βA−αu. (2.5)
The practically interesting range of parameters includes the case β = O(1) for small values
of γ > 0.
The presented numerical scheme is focused on the solution of discrete versions of equa-
tions (2.4) and (2.5) that include a nonlocal elliptic operator Aα and its inverse A−α. The
efficiency of the rank-structured tensor approximations presupposes that the design func-
tion on the right-hand side of these equations, yΩ(x1, x2, x3), allows the low-rank separable
approximation.
Since we aim for the low-rank (approximate) tensor representation of all functions and
operators involved in the above formulation of the control problem, we further assume that
the equation coefficients matrix takes a diagonal form
A(x) = diag{a1(x1), a2(x2)}, a`(x`) > 0, ` = 1, 2, (2.6)
in 2D case and similar for d = 3,
A(x) = diag{a1(x1), a2(x2), a3(x3)}, a`(x`) > 0, ` = 1, 2, 3. (2.7)
Hence, we consider the optimal control problem constrained by fractional elliptic operator
with separable coefficients, such that the equation (2.3) takes form
Aαy =
(
−
d∑
`=1
∂
dx`
a`(x`)
∂
dx`
)α
y = βu, 0 ≤ α ≤ 1. (2.8)
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Notice that the efficient tensor numerical method for the case of fractional Laplace operator
in constraint, i.e., a`(x`) = 1, ` = 1, 2, 3, was developed in [22].
For a rank structured representation of the elliptic operator inverse (and some other
operator valued functions f(A)) one can apply the integral representation based on the
Laplace type transform [24],
A−α = 1
Γ(α)
∫ ∞
0
tα−1e−tA dt, (2.9)
which suggests the numerical schemes for low-rank canonical tensor representation of the
operator (matrix) A−α by using the sinc quadrature approximations for the integral on the
real axis [16], ∫ ∞
0
tα−1e−tA dt ≈
M∑
k=−M
cˆkt
α−1
k e
−tkA =
M∑
k=−M
ck
d⊗
`=1
e−tkA` , (2.10)
applied to the operators composed by a sum of commutable terms,
A =
d∑
`=1
A`, [A`, Ak] = 0, for all `, k = 1, . . . , d, (2.11)
which ensures that each summand in (2.10) is separable, i.e. e−tkA =
⊗d
`=1 e
−tkA` . For
example, in the case of the target class of operators in (2.8), (2.11), we obtain the d-term
decomposition
A = −
d∑
`=1
∂
dx`
a`(x`)
∂
dx`
with commutable 1D operators A` = − ∂dx`a`(x`) ∂dx` , for ` = 1, . . . , d.
In this paper we consider the discrete matrix formulation of the optimal control problem
(2.1) constrained by (2.2) based on a FEM/FDM discretization Ah of a d-dimensional elliptic
operator A defined on the uniform n1 × n2 × . . .× nd tensor grid in Ω, where h = h` = 1/n`
is the univariate mesh parameter. The L2 scalar product is substituted by the Euclidean
scalar product (·, ·) of multi-indexed vectors in Rn, n = (n1, n2, . . . , nd).
The fractional elliptic operators A±α are approximated by their FEM/FDM represen-
tation (Ah)
±α, where the matrix (Ah)±α is defined in terms pf spectral decomposition of
Ah.
3 Rank-structured representation of operator valued
functions of interest
The numerical treatment of minimization problem (2.1) with constraint (2.3) requires solving
the corresponding Lagrange equation for the necessary optimality conditions. In this section,
we will derive these conditions based on a discretize-then-optimize-approach. Afterwards,
we will discuss how the involved discretized operators can be applied efficiently in a low-
rank format, and how this can be used to design a preconditioned conjugate gradient (PCG)
scheme for the necessary optimality conditions.
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3.1 Discrete optimality conditions
We present the necessary first order conditions based on their derivation in [22].
We consider a version of the control problem (2.1) constrained by (2.3), discretized on a
uniform grid in each dimension,
min
y,u
=
1
2
(y − yΩ)TM(y − yΩ) + γ
2
uTMu
s. t. Aαy = βMu,
where vectors y,yΩ,u ∈ RN denote the discretized state y, design yΩ and control u, respec-
tively. The discretization of the elliptic operator A by finite elements or finite differences is
denoted by A = Ah. The matrix M will be a mass matrix in the finite element case and
simply the identity matrix in the finite difference case.
Setting up the Lagrangian function with the help of the discrete adjoint variable p,
L(y,u,p) =
1
2
(y − yΩ)TM(y − yΩ) + γ
2
uTMu + pT (Aαy − βMu),
and deriving it with respect to all three variables, we end up with the equation systemM O AαO γM −βM
Aα −βM O
yu
p
 =
yΩ0
0
 (I)(II)
(III)
.
The system contains the necessary first order optimality conditions belonging to the discussed
optimal control problem.
Then the state equation (III) can be solved for y, yielding
y = βA−αu. (3.1)
Subsequently to solving (II) for p, the adjoint equation (I) eventually provides an equation
for the control u, that is (
βA−α + γ
β
Aα
)
u = yΩ. (3.2)
In what follows, we describe how to derive the discretization of the operator A and
afterwards present the efficient tensor based numerical method for solving equation (3.2)
and related ones.
3.2 Finite difference scheme
First, we derive a factorized representation of the discrete elliptic operator A and the related
matrix valued functions of A, which are compatible with low-rank data. Let I(`) denote the
identity matrix, and A(`) the discretized one-dimensional Sturm-Liouville operators on the
given grid in the `th mode, then we have
A ≡ A1 ⊕ A2 ⊕ A3 = A(1) ⊗ I2 ⊗ I3 + I1 ⊗ A(2) ⊗ I3 + I1 ⊗ I2 ⊗ A(3), (3.3)
where ⊗ denotes the Kronecker product of matrices.
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To obtain the symmetric three-diagonal matrices A(`), ` = 1, 2, 3, we simply discretize
the one-dimensional Sturm-Liouville eigenvalue problems
− ∂
dx`
a`(x`)
∂
dx`
y = λy, (3.4)
y(0) = y(1) = 0.
Therefore, we use the corresponding weak formulation∫ 1
0
−a`(x`)p′(x`)y′(x`)dx` =
∫ 1
0
−λy(x`)p(x`)dx` (3.5)
for Ω =]0, 1[ and p(x`) ∈ C1(]0, 1[) ∩ C([0, 1]), p(0) = 0 = p(1), ` = 1, 2.
For the sake of simplicity we set a := a` and consider a uniform grid with grid size h := h`.
For discretization, we use the finite difference approximations
p′i =
pi − pi−1
h
and y′i =
yi − yi−1
h
as well as the evaluation ai± 1
2
of the equation coefficients a`(x`) at the middle point of two
grid points.
Finally, we end up with the following discretization for above weak formulation (3.5).
Considering the left side of (3.5), the discretization reads∫ 1
0
−a`(x`)p′(x`)y′(x`)dx`
= −h
n(`)∑
i=2
ai− 1
2
pi − pi−1
h
yi − yi−1
h
= −h
n(`)∑
i=2
ai− 1
2
yi − yi−1
h2
(pi − pi−1)
= −h
n(`)∑
i=2
ai− 1
2
yi − yi−1
h2
pi + h
n(`)−1∑
i=1
ai+ 1
2
yi+1 − yi
h2
pi
= ha1+ 1
2
y2 − y1
h2
p1 − h
n(`)−1∑
i=2
(
ai− 1
2
yi − yi−1
h2
− ai+ 1
2
yi+1 − yi
h2
)
pi − han(`)− 12
yn(`) − yn(`)−1
h2
pn(`) ,
whereas for the right side of (3.5), it holds that∫ 1
0
−λy(x`)p(x`)dx` = −λh
n(`)−1∑
i=2
yipi − hy1p1
2
− hyn(`)pn(`)
2
.
Ultimately, the full discretization scheme for the one-dimensional eigenvalue problem
(3.4) is
− 1
h2`

a1,1 a1,2
a2,1 a2,2 a2,3
. . . . . . an`−1,n`
an`,n`−1 an`,n`

︸ ︷︷ ︸
=A`

y1
...
yn`
 = λ

y1
...
yn`
 .
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with the entries of the three-diagonal matrix A = [ai,j] given by (we skip the subindex `)
ai,j =

ai+ 1
2
j − i = 1
ai− 1
2
j − i = −1
−ai+ 1
2
− ai− 1
2
i = j, i 6∈ {1, n(`)}
−2ai+ 1
2
i = j = 1
−2ai− 1
2
i = j = n(`).
3.3 Stiffness matrix in the low-rank Kronecker form
Again, consider the Laplace-type operator A in discretized format (3.3), that is
A = A(1) ⊗ I2 ⊗ I3 + I1 ⊗ A(2) ⊗ I3 + I1 ⊗ I2 ⊗ A(3).
Let G` ∈ Rn`×n` be the orthogonal matrix composed of the eigenvectors of the problem
A(`)gi = λ
(`)
i gi, gi ∈ Rn` , i ∈ {1, . . . , n`}. (3.6)
Then the one-dimensional operator (matrix) A(`) admits an eigenvalue decomposition in its
eigenbasis,
A(`) = G
T
` Λ(`)G`, Λ(`) = diag{λ(`)1 , . . . , λ(`)n(`)}, ` = 1, 2, 3
with G` consisting of the (column) eigenvectors gi ∈ Rn` .
Following [22] and using the properties of the Kronecker product, we can write the first
summand in (3.3) as
A(1) ⊗ I2 ⊗ I3 = (GT1Λ(1)G1)⊗ (GT2 I2G2)⊗ (GT3 I3G3)
= (GT1 ⊗GT2 ⊗GT3 )(Λ(1) ⊗ I2 ⊗ I3)(G1 ⊗G2 ⊗G3),
and similarly for matrices A(2) and A(3). Eventually, this suggests the following rank-3
Kronecker representation of the full stiffness matrix in (3.3) as
A = (GT1 ⊗GT2 ⊗GT3 )
[
Λ1 ⊗ I2 ⊗ I3 + I1 ⊗ Λ2 ⊗ I3 + I1 ⊗ I2 ⊗ Λ3
]
(G1 ⊗G2 ⊗G3). (3.7)
Considering d = 2, expression (3.7) simplifies to
A = (GT1 ⊗GT2 )(Λ1 ⊗ I2)(G1 ⊗G2) + (GT1 ⊗GT2 )(I1 ⊗ Λ2)(G1 ⊗G2)
= (GT1 ⊗GT2 )
(
Λ1 ⊗ I2 + I1 ⊗ Λ2
)︸ ︷︷ ︸
=:Λ
(G1 ⊗G2),
which provides the eigenvalue decomposition for any matrix valued function F(A),
F(A) = (GT1 ⊗GT2 )F(Λ)(G1 ⊗G2). (3.8)
Then the eigenvalue decompositions (3.7) and (3.8) provide the efficiently computation
of some matrix valued functions F(A) at the low cost of the order of O(d n2).
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Again following [22], let us assume that F(A) can be expressed approximately by a linear
combination of Kronecker rank-1 operators, so that due to (3.8), for the approximation
of F(A) it is sufficient to approximate the diagonal matrix F(Λ). Thus, we assume the
decomposition
F(Λ) ≈
R∑
k=1
diag
(
u
(k)
1 ⊗ u(k)2
)
, (3.9)
with vectors u
(k)
(`) ∈ Rn(`) and R  min(n1, n2), and let x ∈ RN be a vector given in a
low-rank format, i. e.
x ≈
S∑
j=1
x
(j)
1 ⊗ x(j)2 ,
with vectors x
(j)
(`) ∈ Rn(`) and S  min(n1, n2).
Then, we can compute a matrix-vector product
F(A)x ≈ (GT1 ⊗GT2 )
( R∑
k=1
diag
(
u
(k)
1 ⊗ u(k)2
))
(G1 ⊗G2)
( S∑
j=1
x
(j)
1 ⊗ x(j)2
)
=
R∑
k=1
S∑
j=1
GT1
(
u
(k)
1 G1x(j)1
)⊗GT2 (u(k)2 G2x(j)2 ),
(3.10)
where  denotes the componentwise (Hadamard) product of vectors.
Expression (3.10) can be calculated in factored form in O(RSn2) flops, where
n = max(n1, n2).
Considering d = 3, with completely analogous reasoning, equation (3.10) becomes
F(A)x ≈
R∑
k=1
S∑
j=1
GT1
(
u
(k)
1 G1x(j)1
)⊗GT2 (u(k)2 G2x(j)2 )⊗GT3 (u(k)3 G3x(j)3 ), (3.11)
which can be implemented with the same asymptotic cost as in 2D case, i.e., in O(RSn2)
operations.
Remark 3.1 In the d-dimensional case we arrive at the linear scaling in d of numerical
cost, O(dRSn2), such that the effect of quadratic scaling in the univariate grid size n be-
comes negligible in comparison with the gain from getting rid of the curse of dimensionality.
Moreover, the cubic cost of solving the eigenvalue problem for n × n three-diagonal matrix
can be considered as negligible in the practically interesting range of grid-size n until several
thousand, since it only takes few seconds even for rather large matrices, see also section 4.1
for more details.
It is worth to note that in the case of non-structured (full format) long vectors x ∈ Rn3
we have S = n2 which increases the cost of matrix-vector multiplication up to O(Rn4).
In our applications we are interested in the low Kronecker rank (K-rank) representations
(approximations) of the matrix valued functions
F1(A) = Aα, F2(A) = Aα + A−α, and F3(A) = (Aα + A−α)−1,
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where A = Ah is the FEM/FDM discretization of the target elliptic operator A. Another
important task is the construction of the spectrally close low K-rank preconditioners for the
matrix valued function F2(A). These issues will be discussed in the next sections.
3.4 Low-rank approximation and the Kronecker rank bounds
First we notice that the orthogonal transformation matrix G1⊗G2⊗G3 in the factorization
(3.7) has Kronecker rank 1. This means that the low K-rank decomposition of the matrix
valued function F(A) is equivalent to the low-rank tensor approximation of the 3-way folding
of the diagonal matrix F(Λ). If we suppose that the initial system matrix A is spectrally
equivalent to the anisotropic Laplacian (see details in §3.5 below) then the existence of the
low-rank approximation for the target matrix valued function F(A), in particular F2(A)
could be justified by slightly modified argument of those applied in [22] for the case of
discrete Laplacain.
In what follows, we discuss the Tucker/canonical decomposition of the coefficients tensor
DΛ = [dΛ(i1, i2, i3)] ∈ Rn1×n2×n3 , i` ∈ {1, . . . , n`}, obtained by reshaping the diagonal of the
matrix F2(Λ) ∈ Rn3×n3 to the third order tensor DΛ. For example, in the case of discrete
Laplacian the elements of the corresponding rank-3 coefficients tensor take a simple form
d∆(i1, i2, i3) = λi1 + λi2 + λi3 ,
with the eigenvalues λi` of univariate Laplacian.
For the ease of exposition, let us suppose that the 1D elliptic operators A` are all the
same for three dimensions so that we omit the index ` in notations for λi = λ
(`)
i . Then
the elements of the rank-3 coefficients tensor DA = [dA(i, j, k)] ∈ Rn×n×n, i, j, k = 1, . . . , n,
corresponding to the factorization of the target matrix A in the eigenbasis, take a form
dA(i, j, k) = λi + λj + λk,
where the eigenvalues λi, i = 1, . . . , n, are given by (3.6). Hence, we arrive at the explicit
representation for the entries of
DΛ = D
−α
A + D
α
A, (3.12)
as follows
d(i, j, k) =
1
(λi + λj + λk)α
+ (λi + λj + λk)
α. (3.13)
Here we point out that the rank-R canonical approximation of the third order tensor DΛ is
equivalent to the R-term Kronecker representation of the diagonal matrix F2(Λ) ∈ Rn3×n3 ,
due to the relation
F2(Λ) =
R∑
k=1
diag
(
u
(k)
1 ⊗ u(k)2 ⊗ u(k)3
)
,
where u
(k)
` ∈ Rn` are the skeleton vectors of the corresponding canonical decomposition of
DΛ. This is straightforwardly translated to the respective R-term Kronecker representation
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of the matrix valued function F2(A) of interest
F2(A) = (GT1 ⊗GT2 ⊗GT3 )F2(Λ)(G1 ⊗G2 ⊗G3)
= (GT1 ⊗GT2 ⊗GT3 )
R∑
k=1
diag
(
u
(k)
1 ⊗ u(k)2 ⊗ u(k)3
)
(G1 ⊗G2 ⊗G3)
=
R∑
k=1
(GT1 diag u
(k)
1 G1)⊗ (GT2 diag u(k)2 G2)⊗ (GT3 diag u(k)3 G3).
(3.14)
The representation (3.14) benefits from the linear scaling in d for both storage size and
matrix-vector multiplication cost.
In turn, the low-rank canonical decomposition (approximation) of the tensor DΛ given by
(3.13) is performed with the robust multigrid full-to-Tucker-to-canonical algorithm [34, 29]
sketched in Appendix 1.
The existence of the accurate low-rank canonical approximation of the tensor DΛ can
be analyzed separately for both summands in (3.12). For the term with negative fractional
power D−αA the Laplace integral transform representation (2.9) and the corresponding sinc
quadrature approximation for the integral on the real axis (2.10) apply to the target tensor
pointwise to obtain
D−αA [i1, i2, i3] =
1
Γ(α)
∫ ∞
0
tα−1e−tDA dt ≈
M∑
k=−M
cˆkt
α−1
k e
−tkDA =
M∑
k=−M
ck
d⊗
`=1
e−tkλi` . (3.15)
Assume that the argument in the exponential in (3.15) varies in the fixed interval on the
positive semi-axis, i.e. 0 < a0 ≤ λi+λj+λk ≤ a1 <∞, which is the case in our construction,
then there is the quasi-optimal choice of the quadrature points tk and weights ck that ensures
the exponentially fast convergence of the quadrature rule in the number of terms, 2M + 1
[16, 21, 32]. Hence the number of separable terms, R = 2M + 1, that is the respective
canonical rank, can be estimated by
R ≤ C| log ε|,
where ε > 0 is the accuracy threshold. The rank bound for the positive power of DαA,
0 < α < 1, follows from the pointwise (Hadamard product) factorization
DαA = DA ·Dα−1A , α− 1 < 0,
where DA is the rank-3 tensor, implying rank(D
α
A) ≤ 3R.
3.5 Preconditioner in the low-rank Kronecker form
We propose and analyze the two different candidates for the efficient preconditioning of the
matrix valued function F2(A):
(A) The preconditioning matrix is constructed by using the tensor decomposition of F3(∆)
by using the Fourier based diagonalization of the discrete anisotropic Laplacian ∆ in the
similar way as in [22];
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(B) Making use of the direct low K-rank approximation to the reciprocal matrix valued
function
F3(A) = (Aα + A−α)−1,
where the target discrete elliptic operator (matrix) A is factorized in the eigenbasis of the
univariate elliptic operators A`, ` = 1, . . . , 3, with variable coefficients.
First, we recall some basic rank-structured decompositions for functions of the discrete
Laplacian presented in [22]. The one-dimensional Laplace operator ∆(`) has an eigenvalue
decomposition in the Fourier basis, i. e.
∆(`) = F
∗
` Λ(`)F`.
In the case of homogeneous Dirichlet boundary conditions the matrix F` ∈ Rn×n defines the
sin-Fourier transform and the diagonal matrix Λ(`) = diag{λ(`)1 , . . . , λ(`)n } is composed of the
eigenvalues of the univariate discrete Laplacian, λ
(`)
k , which are given by
λk = − 4
h2`
sin2
(
pik
2(n` + 1)
)
= − 4
h2`
sin2
(
pikh`
2
)
.
Analogously to section 3.3, we can use the properties of the Kronecker product and
rewrite the first summand in (3.3) as
∆(1) ⊗ I2 ⊗ I3 = (F ∗1 ⊗ F ∗2 ⊗ F ∗3 )(Λ(1) ⊗ I2 ⊗ I3)(F1 ⊗ F2 ⊗ F3).
Rewriting the other summands in the same style, we finally can write equation (3.3) as
∆ = (F ∗1 ⊗ F ∗2 ⊗ F ∗3 )
(
Λ1 ⊗ I2 ⊗ I3 + I1 ⊗ Λ2 ⊗ I3 + I1 ⊗ I2 ⊗ Λ3
)
(F1 ⊗ F2 ⊗ F3). (3.16)
For d = 2, the expression simplifies to
∆ = (F ∗1 ⊗ F ∗2 )
(
Λ1 ⊗ I2 + I1 ⊗ Λ2
)︸ ︷︷ ︸
=:Λ
(F1 ⊗ F2).
(3.17)
With the help of the eigenvalue decomposition of ∆ (3.17), we can compute a function
F = F3 applied to ∆ as
F(∆) = (F ∗1 ⊗ F ∗2 )F(Λ)(F1 ⊗ F2).
Supposing low-rank decompositions for both F(A) and a vector x ∈ RN in the same style
as in to section 3.3, we can compute a matrix-vector product as
F(∆)x ≈ (F ∗1 ⊗ F ∗2 )
( R∑
k=1
diag
(
u
(k)
1 ⊗ u(k)2
))
(F1 ⊗ F2)
( S∑
j=1
x
(j)
1 ⊗ x(j)2
)
=
R∑
k=1
S∑
j=1
F ∗1
(
u
(k)
1  F1x(j)1
)⊗ F ∗2 (u(k)2  F2x(j)2 ),
(3.18)
where  denotes the componentwise (Hadamard) product.
Using the sin-FFT, expression (3.18) can be evaluated in the factored form in
O(RSn log n) flops, where n = max(n1, n2), and S is the Kronecker rank of vector x.
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For d = 3, with completely analogous reasoning, equation (3.18) becomes
F(A)x =
R∑
k=1
S∑
j=1
F ∗1
(
u
(k)
1  F1x(j)1
)⊗ F ∗2 (u(k)2  F2x(j)2 )⊗ F ∗3 (u(k)3  F3x(j)3 ), (3.19)
and similar in the case of d > 3. It can be evaluated in O(dRSn log n) flops for K-rank
structured vectors represented on n⊗d Cartesian grid.
It is worth to note that the previous constructions remain valid also in the case of
anisotropic Laplacian
B = −
d∑
`=1
∂
dx`
b`
∂
dx`
, with some constants b` > 0. (3.20)
In case (A), for the sake of preconditioning, we need the low K-rank approximation1 to
the matrix valued function of the form
F3(B) = (Bα +B−α)−1,
where the anisotropic Laplacian stiffness matrix B corresponding to the operator in (3.20)
can be factorized in the Fourier basis as in (3.16). To that end, we define the average
coefficients
b`0 =
1
2
(max a+` (x) + min a
−
` (x)), ` = 1, 2, 3,
where a+` (x) > 0 and a
−
` (x) > 0 are chosen as majorants and minorants of the equation
coefficient a`(x`), respectively. Then we introduce the fractional anisotropic Laplacian type
operator B generated by the constant coefficients b`0, ` = 1, 2, 3, as follows
Bα :=
(
−
d∑
`=1
∂
dx`
b`0
∂
dx`
)α
, 0 ≤ α ≤ 1, (3.21)
and define the desired preconditioning matrix by using the discrete versions of the nonlocal
operators Bα and B−α in a form of a weighted sum of the matrix Bα and its inverse
B0 = βB
−α + γ
β
Bα. (3.22)
It can be proven that the condition number of the preconditioned matrix B−10 F2(A), where
F2(A) = βA−α + γβAα, is uniformly bounded in n.
Theorem 3.2 Let the matrix B0 be given by (3.22). Under the above assumptions the
condition number of the preconditioned matrix for the target Lagrange equation with the
system matrix F2(A) is uniformly bounded in n, specifically
cond{B−10 F2(A)} ≤ C
max{(1 + q)α, (1− q)−α}
min{(1 + q)−α, (1− q)α}
with some constant 0 < q < 1 independent on the grid size n.
1Note that the numerical algorithm for the Tucker and canonical tensor decomposition of the dth-order
tensors has been introduced in [34] and it was adapted to the case of fractional Laplacian in [22].
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Proof. The matrix B generated by the coefficients b`0 corresponding to (3.21) allows the
condition number estimate
cond{B−1A} ≤ C 1 + q
1− q , with q := max` maxx
a+` (x)− b`0
b`0
< 1,
which is the consequence of the spectral equivalence estimate
C0(1− q)B ≤ A ≤ C1(1 + q)B, (3.23)
where the latter follows from the simple bounds
a+` (x) ≤ (1 + q)b`0, (1− q)b`0 ≤ a−` (x), ` = 1, 2, 3.
As a result of (3.23), we readily derive the spectral bounds for the fractional elliptic operators
of interest,
C0(1− q)αBα ≤ Aα ≤ C1(1 + q)αBα,
and
C0(1 + q)
−αB−α ≤ A−α ≤ C1(1− q)−αB−α.
This proves the Theorem on the spectral equivalence of the preconditioner B0 by summing
up the above estimates with the proper weights. Indeed, we obtain for F2(A) = βA−α+ γβAα
F2(A) ≤ C1(β(1− q)−αB−α + γβ (1 + q)αBα) ≤ C1 max{(1 + q)α, (1− q)−α}B0,
and likewise
C0 min{(1 + q)−α, (1− q)α}B0 ≤ C0(β(1 + q)−αB−α + γβ (1− q)αBα) ≤ F2(A),
which completes the proof.
The practical application of this Theorem in our numerical computations presupposes
the low K-rank approximation of the matrix valued function of anisotropic Laplacian, B−10 ,
which is performed by using the multigrid Tucker approximation with the consequent Tucker-
2-Canonical transform, applied to the respective diagonal core matrix F2(Λ), see also §3.4
and Appendix 1.
To conclude the discussion of case (A) we notice that the presented preconditioning tech-
nique also applies to the case of degenerate elliptic operator with the non-negative equation
coefficients a`(x`) ≥ 0 for some spacial directions because the function λα+λ−α ≥ costant >
0 for all λ ≥ 0.
In case (B), we perform the direct low K-rank tensor approximation of the matrix valued
function F3(A) along the same line as it is done for the target matrix function F2(A) by using
factorization in the eigen-basis of the univariate elliptic operators with variable coefficients,
see also (3.14).
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3.6 The PCG scheme with rank truncation
For operators func and precond given in a low-rank format, such as (3.10) (for d = 2) or
(3.11) (for d = 3) and (3.18) (for d = 2) or (3.19) (for d = 3), respectively. Krylov subspace
methods can be applied very efficiently, since they only require matrix-vector products.
In our applications, we use the formulation of the PCG method in Algorithm 1, [22], which
is independent of d, as long as an appropriate rank truncation procedure trunc is chosen.
As adaptive rank truncation procedure we use the reduced singular value decomposition in
the case d = 2 and the reduced higher order singular value decomposition based on the
Tucker-to-canonical approximation is used for d = 3, see Appendix 1 and [34] for details.
For the sake of completeness we present this algorithm in Appendix 2.
4 Numerical tests
In this section, we present numerical results for both the 2D and 3D cases. In all tests, we
choose α = 1, 1/2, 1/10, rank truncation parameter ε = 10−6, the preconditioner rank R = 6,
and β = 1. Throughout this section, let A = Ah be the FDM discretization of the target
elliptic operator A. We investigate the numerical results and properties of the algorithm for
solving equation (3.2),
(βA−α +
γ
β
Aα)u = yΩ,
with respect to the optimal control u and subsequently equation (3.1), that is
y = βA−αu,
with respect to the state variable y.
The PCG iteration is stopped when the relative residual is small enough, that is whenever∣∣∣∣∫
Ω
(βA−α +
γ
β
Aα)u˜− yΩ dx
∣∣∣∣ ≤ 10−5
holds for u˜ solution of (2.4) discretized on the computational mesh. For the sake of simplicity,
we define
Au := (βA
−α +
γ
β
Aα).
Throughout our numerical tests, we consider the following right hand sides yΩ: box-type
and H-type shapes as shown in Figures 4.1 and 4.2 for 2D and 3D cases, respectively.
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(a) box-type (b) H-type
Figure 4.1: Box-type and H-form-type right hand sides yΩ for the 2D control problem.
(a) box-type (b) H-type
Figure 4.2: Box-type and H-form-type right hand sides yΩ for the 3D control problem.
For solution of the control problem we use the partly high oscillating equation coefficients
a1(x1) = sin(100pix1) + 1.1, (4.1)
a2(x2) = sin(x2) cos(x2), (4.2)
a3(x3) = cos(5pix3) + 2 (4.3)
for the construction of the diagonal equation coefficient matrices in a form (2.6) and (2.7)
for the 2D and 3D cases, respectively.
In what follows, different preconditioning methods are used: in 2D case, we use an
imprecise low K-rank approximation of the inverse matrix A−1u as a preconditioner, whereas
in 3D case, the classical anisotropic Laplace operator in the low-rank Kronecker form is used
as a preconditioner, see chapter 3.5, Theorem 3.2 and [22].
All simulations are performed in Matlab 2019b on a laptop with 16GB RAM and Intel(R)
Core(TM) i7-8650U, using Ubuntu 18.04.
We use the low-rank canonical representation for the solution vector u and for the right-
hand side, and a short-term Kronecker product decomposition of all matrices involved. We
maintain the quasi-optimal rank bound for the solution vector adapted to the given accuracy
threshold. For the decomposition of the governing operators in 3D case we apply the multi-
grid Tucker tensor approximation [34] and the subsequent Tucker-to-canonical transform.
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The adaptive rank reduction for the rank-structured tensors representing the current iterant
for the vector u in the course of PCG iteration is calculated by the canonical-to-Tucker al-
gorithm [33] combined with the Tucker-to-canonical transform. The basic tensor operations
are performed by using the programs from the Matlab TESC package on tensor numerical
methods developed in the recent years by the second and third authors, see [29] for short
descriptions and related references.
4.1 Numerical tests for 2D case
First, we validate the usage of the tensor structured PCG algorithm by comparison with the
backslash Matlab solver that is applied to the direct finite difference method discretization
of equations (3.2) and (3.1) as well as by investigating the singular values of the involved
operator Au.
We also present the solutions for the optimal control u and for the state variable y in
the respective equations (3.2) and (3.1) and investigate the impact of different regulariza-
tion parameter values γ = 1, 0.01, and different fractional parameters α. Note that the
preconditioning in 2D case is done by making use of the direct low-rank approximation to
the reciprocal matrix valued function F3(A), see section 3.5.
Table 4.1 shows the times needed by both the rank structured pcg solver and the backslash
Matlab solver for solving equation
Aαu = yΩ (4.4)
for different grid sizes, the box-type design function and with a fixed parameter α = 1. One
can clearly observe that the rank structured pcg solver outperforms the full Matlab solver
for a grid size n ≥ 128.
Table 4.2 shows the times needed by the different solvers when considering equation (3.2)
for a fixed grid size of n = 64 grid points in each dimension and different values for α as well
as the time needed to set up the operator Au as preliminary work for both solvers. Due to
a lack of memory capacity, it is not possible to store the operator Au in full size format for
grid sizes with n > 64 grid points in each dimension, see section 4.2 for more details.
grid points time pcg time full solver
64 0,0079 0,0035
128 0,0145 0,0183
256 0,0306 0,0796
512 0,0454 0,4122
1024 0,0937 1,8072
2048 0,5994 8,5634
Table 4.1: Times in seconds needed by the rank-structured pcg scheme and the full-size scheme
to solve (4.4) with different numbers of grid points and α = 1.
Figure 4.3 shows the errors that occur for different α when using the rank structured
solver compared to the full size solver for equation (3.2), which do not exceed an favourable
error bound of 10−6.
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α = 1 α = 1/2 α = 1/10
time low-rank pcg 0.0092 0.0089 0.0051
time full solver 0.3583 0.4697 0.4847
time setting up operator (low-rank) 0.1097 0.0264 0.0422
time setting up operator (full) 1.1808 21.2779 22.5202
Table 4.2: Times for the rank-structured pcg solver and the full-size solver for solution of (3.2) with
n = 64 grid points in each dimension and different α and times needed to set up Au as preliminary
work.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.3: Error for the rank-structured solver solution compared to the full-size solver solution
of (3.2), n = 64.
In order to validate the existence of the accurate low Kronecker-rank approximation to
the operator Au and its inverse,
Ainv = (A
α + A−α)−1,
which is required for preconditioning needs, we investigate the singular values of the corre-
sponding matrices. Figure 4.4 demonstrates that for both operator cases Au and Ainv and
an exemplary grid size of 511 grid points in each dimension, there is an exponential decay
of the corresponding singular values, which justifies the existence of an accurate low-rank
representation.
In what follows, we investigate the time the pcg algorithm needs to solve (3.2),
Auu = yΩ,
in our test setting. The corresponding tables and figures display the results for the box-type
design function. Table 4.3 shows the number of iterations needed by the solver when consid-
ering different grid sizes and different values for α. The results validate a grid independence
of the used pcg solver concerning the needed numbers of iterations.
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(a) Au (b) Ainv
Figure 4.4: Decay of singular values for operators Au and Ainv with different values of α and
a univariate grid size with n = 511 grid points in each dimension.
grid points α = 1 α = 1/2 α = 1/10
64 2 2 1
128 2 2 2
256 2 2 2
512 2 2 2
1024 2 2 2
2048 3 2 2
4098 4 2 3
8196 4 3 3
Table 4.3: Number of iterations for the low-rank solver for solution of (Aα + A−α)u = yΩ with
different numbers of grid points and different values of α. The box-type design function is consid-
ered.
Figure 4.5 represents the time that the pcg algorithm needs for one iteration. The
presented data validates the theoretical findings from section 3.3, that is the numerical cost
for the algorithm of the order of O(RSn2). Therefore, the results demonstrate that the
low-rank pcg scheme circumvents the curse of dimensionality.
Figure 4.5: Times per iterations of PCG Algorithm for different grid sizes and different
values of α considering the box-type design function.
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4.1.1 Solution for optimal control
In this section, we present the solution for the optimal control u, which means that with the
help of the low-rank PCG algorithm, we solve equation (3.2),
Auu = (A
α + A−α)u = yΩ.
Figures 4.6 - 4.8 show the solutions computed by the rank-structured PCG scheme using
the coefficients functions (4.1) and (4.2), different right hand sides yΩ, fractional exponents
α, and a grid of size n = 255 grid points in each dimension. In figures 4.6 and 4.7 we consider
γ = 1, whereas in figure 4.8, we investigate the impact of a small regularization parameter
γ = 0.01.
The effect of the highly oscillating coefficient test function (4.1) on the structure of the
optimal control u can be recognized in all figures.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.6: Impact of fractional exponent α on solutions u of (3.2) for box-type right hand
side yΩ, γ = 1.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.7: Impact of fractional exponent α on solutions u of (3.2) for H-type right hand
side yΩ, γ = 1.
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(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.8: Impact of small regularization parameter γ = 0.01 on solutions u for H-type
design function yΩ and different values for α.
4.1.2 Solution for State Variable
In this section, the solution for the state variable y is presented, that is we solve equation
(3.1),
y = A−αu,
where u is the solution of (3.2) presented in section 4.1.1. Analogously, we consider the grid
size n = 255 and compare the effects of different fractional exponents α and regularization
parameter values γ = 1 (figures 4.9 and 4.10) and γ = 0.01 (figure 4.11).
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.9: Impact of fractional exponent α on solutions y of (3.1) for box-type right hand
side yΩ, γ = 1.
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(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.10: Impact of fractional exponent α on solutions y of (3.1) for H-type right hand
side yΩ, γ = 1.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.11: Impact of small regularization parameter γ = 0.01 on solutions y for H-type
design function yΩ and different values for α.
4.2 Numerical tests for 3D case
In this section the numerical results for the 3D case are presented. We first consider the
computational time and then discuss the storage complexity of the algorithm. Further,
we present 3D solutions for equations (3.2) and (3.1), that is the results of the numerical
simulations for the optimal control u and the state y, respectively. In these calculations,
we use a grid size of n = 127 grid points in each dimension, the regularization parameter
γ = 1, and different values for α = 1, 1/2, 1/10. As stated previously, we use the operator
(∆α + ∆−α)−1 in a low-rank format as preconditioning operator, where ∆ is the classic
negative Laplace operator (see section 3.5 for details).
4.2.1 Complexity results
First, we investigate the time the low-rank pcg scheme needs to solve equation (3.2),
(Aα + A−α)u = yΩ
for the H-type right hand side yΩ.
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Table 4.4 shows the resulting computational times (in seconds) the pcg algorithm needs
in total to solve (3.2), considering different numbers of grid points, different values for α and
aforementioned coefficient functions (4.1) – (4.3).
Figure 4.12 represents the corresponding time per iteration in the presented test, resulting
from tables 4.4 and 4.5. The presented data confirms the computational complexity of
O(RSn2) (see section 3.3) and therefore proves that the used low-rank structures within the
pcg scheme contribute to circumventing the course of dimensionality efficiently.
grid points α = 1 α = 1/2 α = 1/10
64 28.1 16.0 2.53
128 92.8 43.7 7.15
256 318.0 125.0 22.5
512 1180.0 512.0 66.8
Table 4.4: Times in seconds needed by the rank-structured solver to solve (Aα+A−α)u = yΩ with
different numbers of grid points and different values α. The H-type design function is considered.
Figure 4.12: Times per iterations of the pcg algorithm for different grid sizes and different
values of α considering the H-type design function.
Table 4.5 shows the number of iterations the algorithm needs to solve equation (3.2) for
different numbers of grid points as well as different values for α. Analogously to the 2D case,
the data varifies that the algorithm provides a solution scheme for the investigated problem
class whose number of iterations is independent of the number of grid points.
grid points α = 1 α = 1/2 α = 1/10
64 14 8 3
128 14 7 3
256 14 7 3
512 15 8 3
Table 4.5: Numbers of iterations for the low-rank solver for solution of (Aα + A−α)u = yΩ with
different numbers of grid points and different values of α. The H-type design function is considered.
4.2.2 Effects of anisotropic preconditioning
In our tests, we use coefficient functions a1(x1), a2(x2), and a3(x3) as defined in (4.1) – (4.3).
As stated in Theorem 3.2, the condition number of the preconditioned operator is estimated
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with the help of majorants and minorants of the coefficient functions involved in the problem.
In our numerical test, the minorant corresponding to the coefficient function a2(x2) tends to
be zero, which then might lead to a unfavorable condition tending to infinity (see condition
estimate in section 3.5). However, our numerical tests do not suffer from this fact, as the
inverse term in operator Au regularizes the spectrum.
Nevertheless, we define a modified coefficient
a˜2 := a2 + 0.1
in order to change our numerical test slightly (which also circumvents any problems that
might arise due to a bad condition) and to see the effects on the time complexity for solving
equation (3.2). We also test the effect of using the anisotropic Laplacian (3.21),
B0 = βB
−α + γ
β
Bα,
where B is the discretization of B := −∑d`=1 ∂dx` b`0 ∂dx` , used as preconditioning operator
instead of the classic Laplacian. During the test, we use coefficient functions a1, a˜2, and a3
and choose
b`0 =
1
2
(max a`(x) + min a`(x)), ` = 1, 2, 3, (4.5)
as scaling constant coefficients.
Table 4.6 shows the results of both tests: The left table represents the number of iterations
needed by the pcg scheme for solving (3.2) when using the same setting as in section 4.2.1
but replacing a2 by a˜2. Note that the number of iterations can be reduced for α = 1 and
α = 1/2.
The right table shows the number of iterations for the same setting as in section 4.2.1 but
replacing a2 by a˜2 and using the anisotropic Laplacian (3.21) with coefficients defined in
(4.5) as preconditioner. Again the number of iterations needed to solve (3.2) decreases for
α = 1 and α = 1/2.
In both cases, we notice an improvement concerning the time complexity and still observe a
grid independent number of iterations in order to solve the problem.
grid points α = 1 α = 1/2 α = 1/10
64 11 7 3
128 11 6 3
256 11 6 3
512 11 6 3
grid points α = 1 α = 1/2 α = 1/10
64 9 6 3
128 8 6 3
256 8 6 3
512 9 5 3
Table 4.6: Numbers of iterations for the low-rank solver for soultion of (Aα + A−α)u = yΩ. Left:
coefficient functions a1, a˜2, and a3, classic Laplacian as preconditioner. Right: coefficient functions
a1, a˜2, and a3, anisotropic Laplacian as preconditioner. The H-type design function is considered
Remark 4.1 From above tables concerning the time complexity, we observe that equation
(3.2) can be solved fastest for small α→ 0. This effect is due to the fact that for small values
for α, both the operators Aα and A−α approach the Identity matrix I, so that ultimately only
an equation similar to Iu = yΩ has to be solved.
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It is worth to note that in 3D case the main bottleneck for the numerical treatment
of nonlocal operators is the dramatic storage growth for the corresponding fully populated
n3×n3 stiffness matrices as the volume size n3 of the discretization grid increases. To point
out further advantages of our low-rank scheme compared to a full format algorithm, we
investigate the costs for storing the operator A of type (3.3) as well as for computing and
storing the fractional operators Aα and A−α in both a low-rank format and a full format.
Figure 4.13 shows the respective required storage to store the discrete operator A for both
tests.
Figure 4.13: Storage complexity needed to store operator A when using a full format scheme
and when using the low-rank scheme.
If we worked with the full format tensor in the given problem, we would have to store a
tensor (matrix) of size nd × nd which means we would end up with a an polynomial storage
scaling in the number of grid points, which can only be handled by saving the operator in a
sparse format. However, in order to compute Aα and its inverse A−α, the full format tensor
is needed. As a consequence, their computations in our test exceed the storage capacity of
the used laptop (16GB RAM) for n ≥ 32 grid points in each dimension. As a result, the
problem cannot be solved in a full format scheme with large grids.
However, in low-rank format we follow the computation and storage scheme presented
in chapter 3.3, that is we compute a factorized form (3.8) of Aα and A−α with the help
of the eigenvalue decomposition. Thereafter, we compute F(Λ) in a canonical format (3.9)
that has a computational cost of order O(nd), but only has to be computed once before the
algorithm starts. Finally, we end up with a storage cost for the canonical format of order
O(dRn) which is only linear in the number of grid points.
All in all we stress that the given problem can only be solved with controllable precision
by efficiently using low-rank structures of the involved operators.
4.2.3 Solutions for optimal control
Figures 4.14 and 4.15 show the solution for the control u of equation (3.2),
Auu = yΩ,
that is computed by the pcg scheme for two different right hand sides yΩ. We consider a
grid size of n = 127 grid points in each dimension, regularization parameter γ = 1, and
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different values for α = 1, 1/2, 1/10.
Each figure shows slice planes for the volumetric (tensor) data u, where the values in u
determine the contour colors. We choose three slice planes, where each of them is orthogonal
to one dimension. Every slice plane could also be depicted analogously to the 2D figures in
section 4.1.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.14: Impact of fractional exponent α on solutions u of (3.2) for box-type right hand side
yΩ and n = 127 grid points in each dimension.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.15: Impact of fractional exponent α on solutions u of (3.2) for H-type right hand side
yΩ and n = 127 grid points in each dimension.
Figure 4.16 visualizes in volumetric style the same data as in figure 4.15 for the case of
H-typed right hand side yΩ.
Figure 4.16: Volumetric visualization for the case of H-type: Impact of fractional exponent α on
solutions u of (3.2) for H-typed right hand side yΩ, see Fig. 4.15.
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4.2.4 Solutions for state variable
Figures 4.17 and 4.18 represent the solution for the state y of (3.1),
A−αu = y,
where u is the solution of (3.2) presented in section 4.2.3. Again we consider the grid size
n = 127 and compare the effects of different fractional exponents α.
(a) α = 1 (b) α = 1/2 (c) α = 1/10
Figure 4.17: Impact of fractional exponent α on solutions y of (3.1) for box-type right hand
side yΩ, γ = 1 and n = 127 grid points in each dimension.
(a) Square (b) U-shaped (c) H-typed
Figure 4.18: Impact of fractional exponent α on solutions y of (3.1) for H-typed right hand
side yΩ, γ = 1 and n = 127 grid points in each dimension.
5 Conclusions
We have introduced and analyzed a tensor numerical pcg scheme with adaptive rank trunca-
tion for the solution of optimal control problems constrained by fractional 2D and 3D elliptic
Laplacian-type operators with variable separable coefficients, which essentially generalizes
the results in [22]. To that end, we first have provided the theoretical solution setting by
exploiting the separable structure of the involved functions of an elliptic operator and by
deriving the corresponding finite difference discretization scheme on n × n × n Cartesian
grids. With the help of the eigenvalue decomposition of the one-dimensional differential op-
erators and using the efficient Tucker-to-canonical tensor approximation techniques, we have
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managed to present the fully populated stiffness matrix in factorized low-rank format. For
preconditioning, we have extended the low-rank structures for the classic Laplace operator
developed in [22] to the case of anisotropic Laplacian in 3D.
As a result, we achieved a dimensionally independent quadratic complexity scaling in the
number of univariate grid points, O(RSn2), for the (factorized) matrix-vector multiplication
that also represents an upper bound for the complexity of the PCG solution scheme with
rank truncation as a whole. Here R and S are, respectively, the (low) Kronecker ranks of
the nonlocal solution operator (matrix) and the iterated unknown solution vector.
In our numerical study, we have verified the efficiency of our solution scheme over rank
structured “data manifold” by comparison to the Matlab intern pcg routine and justified the
existence of low-rank representations of the involved operators by investigating the decay
of the respective singular values. Furthermore, in our numerical tests we have verified the
computational cost of O(RSn2) for d = 2, 3 and have pointed out that the required memory
capacity for solving the problem for large grids can only be handled by using the proposed
low-rank method.
The presented approach can also be applied to the simpler case of control problems con-
straint via both classic and fractional Laplace operator. In order to reduce the numerical
complexity further, the application of quantized tensor train formats to the involved op-
erators and vectors may be examined. What is more, the effects of considering fractional
operators with general rank-R separable coefficients may be investigated and analyzed.
Appendix 1: Short sketch on tensor numerical methods
Recent tensor numerical methods emerged as bridging of the basic tensor decompositions
and algorithms of the multilinear algebra with the rigorous results in approximation theory
on the low-rank representation of the multivariate functions an operators [16, 21]. The latter
results on tensor-product approximation to multi-dimensional nonlocal operators have been
first originated in the framework of the low-rank H-matrix techniques [20].
The basic tensor decompositions used in multilinear algebra for the low-rank representa-
tion of the multidimensional tensors are the canonical [27] and Tucker [42] tensor formats.
For a tensor of order d given in a full size format
T = [ti1,...,id ] ∈ Rn1×...×nd with i` ∈ I` := {1, . . . , n`}.
all operations scale exponentially with the dimension size, as O(nd) (assuming n` = n). The
so-called “curse of dimensionality” can be reduced or eliminated when the tensor is given in
a rank-structured representation. A tensor in the R-term canonical format is defined by a
sum of rank-1 tensors
T =
∑R
k=1
ξku
(1)
k ⊗ . . .⊗ u(d)k , ξk ∈ R, (5.1)
where u
(`)
k ∈ Rn` are normalized vectors, and R is the canonical rank. The storage cost
of this parametrization is bounded by dRn. However, for d ≥ 3, there is lack of stable
algorithms to compute the canonical low-rank representation of a general tensor T, that is,
with the minimal number R in representation (5.1), and the respective decomposition with
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the polynomial cost in d, i.e., the computation of the canonical decomposition is in general
an N -P hard problem.
The Tucker tensor format is suitable for stable numerical decompositions with a fixed
truncation threshold. We say that the tensor T is represented in the rank-r orthogonal
Tucker format with the rank parameter r = (r1, . . . , rd) if
T =
r1∑
ν1=1
. . .
rd∑
νd=1
βν1,...,νd v
(1)
ν1
⊗ v(2)ν2 . . .⊗ v(d)νd ,
where {v(`)ν` }r`ν`=1 ∈ Rn` , ` = 1, . . . , d represents a set of orthonormal vectors and β =
[βν1,...,νd ] ∈ Rr1×···×rd is the Tucker core tensor. However, the complexity of the Tucker tensor
decomposition algorithm [10] is O(nd+1) and it requires the tensor in full size format. This
step is called the higher order singular value decomposition (HOSVD).
These tensor decompositions yield rank-structured representation of tensors (for d = 2
these are rank-structured matrices), which provide the reduction of the operations with
tensor to one-dimensional operations. Given two tensors in the canonical tensor format,
A1 =
R1∑
k=1
cku
(1)
k ⊗ . . .⊗ u(d)k , A2 =
R2∑
m=1
bmv
(1)
m ⊗ . . .⊗ v(d)m .
the Euclidean scalar product
〈A1,A2〉 :=
R1∑
k=1
R2∑
m=1
ckbm
d∏
`=1
〈
u
(`)
k ,v
(`)
m
〉
,
and Hadamard product of tensors A1, A2,
A1 A2 :=
R1∑
k=1
R2∑
m=1
ckbm
(
u
(1)
k  v(1)m
)
⊗ . . .⊗
(
u
(d)
k  v(d)m
)
.
are computed in O(dR1R2n) complexity. The rank of the resulting tensor is a product of
the original ranks of tensors.
In multilinear algebra the Tucker tensor decomposition was used in chemometrics, psy-
chometrics, and signal processing for the quantitative analysis of the experimental data,
without special demands on accuracy and data size. These techniques could not be applied
for the usage in numerical analysis of PDEs, with large data arrays and high accuracy re-
quirements. Also, for general type tensors given in the rank-R canonical format, with large
ranks and with large mode size n, both construction of the full size tensor representation
and HOSVD become intractable.
However, it was found in [30] that for function related tensors the Tucker tensor de-
composition exhibits exceptional approximation properties. In particular, it was proven
and demonstrated numerically that for a class of higher order tensors arising from the dis-
cretization of linear operators and functions in Rd using n × n . . . × n Cartesian grids the
approximation error of the Tucker decomposition decays exponentially in the Tucker rank
[30, 33]. These findings motivated introducing the multigrid Tucker tensor decomposition
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[34] which is used in this paper to transform the reshaped discretized elliptic operators, being
the fully populated 3D tensors, into the low-rank canonical tensors. The main advantage of
the multigrid Tucker decomposition is the elimination of the HOSVD for large grids, thus
reducing the required storage to the maximum size of the tensor, O(nd), instead of O(nd+1).
The last step in the transformation of the full tensor to canonical format is performed by
using the Tucker-to-canonical algorithm [29].
Main motivation for tensor numerical methods in scientific computing was the invention
of the canonical-to-Tucker (C2T) decomposition and the reduced HOSVD (RHOSVD) (in-
troduced in [34], see detailed description in [29, 32]) which does not require the construction
of a full size tensor. The complexity of the RHOSVD is O(dn2R), where R is the canonical
rank, and it applies to any dimension size d.
Tensor operations with canonical tensors, provide an advantage of one-dimensional com-
plexity of d-dimensional operations. However, these operations lead to “curse of ranks”, since
the ranks are multiplied and after several operations calculations become intractable. The
C2T transform provides a robust tool for the rank reduction of the canonical tensors. The
combination of C2T algorithm with the Tucker-to-canonical transform2 is the main working
horse in all rank-truncation procedures. In this paper, these transforms are used to reduce
the ranks of the involved quantities in the course of PCG iteration for the numerical solution
of the 3D control problems with fractional elliptic operators in constraints.
Appendix 2: Precoditioned CG iteration in low-rank
tensor formats
As the rank truncation procedure, in our implementation we apply the reduced SVD algo-
rithm in 2D case and the RHOSVD based canonical-to-Tucker-to-canonical algorithm (see
[34]) as described in Section 5.
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