Research in the area of learning structural descriptions from examples is reviewed, giving primary attention to methods of learning characteristic descriptions of single concepts. In particular, we examine methods for finding the maximally-specific conjunctive generalizations (MSC-generalizations) that cover all of the training examples of a given concept. Various important aspects of structural learning in general are examined, and several criteria for evaluating structural learning methods are presented. Briefly, these criteria include:: ( i) adequacy of the representation language, (ii) generalization rules employed, (iii) computational efficiency, and (iv) flexibility and extensibility. Selected learning methods developed by Buchanan, et al., Hayes-Roth, Vere, Winston, and the authors are analyzed according to these criteria. Finally, some goals are suggested for future research.
INTRODUCTION

Motivation and Scope of Chapter
The purpose of this chapter is to introduce some of the important issues affecting the design of learning programs-particularly programs that learn from examples. This chapter begins with a survey of these issues. From the survey, four criteria are developed for evaluating learning methods. The remainder of the chapter describes and evaluates five existing learning systems according to these criteria.
We do not attempt to review all of the work on learning from examples (also known as learning by induction). Instead, we focus on one particular problem: the problem of learning structural descriptions from a set of positive training instances. Specifically, we survey methods for finding the maximallyspecific conjunctive generalizations (called MSC-generalizations) that characterize a given class of entities. This is one of the simplest learning problems that has been addressed by AI researchers.
The problem of finding MSCgeneralizations lends itself to comparative analysis because several different methods have been developed. This is unusual in current research on machine learning, which is currently investigating a wide variety of learning problems and learning methods. Particular methods reviewed in this chapter include those developed by Buchanan et al. [1971 Buchanan et al. [ , 1976 Buchanan et al. [ , 1978 , , Hayes-Roth [1976a , 1976b , 1977 , 1978 Vere [1975, 1977, 1978, 1980] , Winston [1970, 1975] , and the authors. This chapter is based on the article by Dietterich and Michalski [1981] .
Before proceeding any further, let us explain our terminology. The chapter deals first of all with structural descriptions. Structural descriptions portray objects as composite structures consisting of various components. For instance, a structural description of a building could represent the building in terms of the floors, the wal1s, the ceilings, the hallways, the roof, and so forth, along with the relations that hold among these various components. Structural descriptions can be contrasted with attribute descriptions, which specify only global properties of an object. An attribute description of a building might list its cost, architect, height, total square-footage and so forth. No internal structure is represented.
Attribute descriptions can be expressed using propositional logic-that is, null-ary predicates. I Structural descriptions, however, must be expressed in predicate logic. Each subcomponent is described globally using variables and unary predicates, and relations between components are expressed as k-ary predicates and functions.2 In this chapter, variables, predicates, and functions are all referred to as descriptors.
The second item of terminology that requires explanation is the notion of a maximal1y-specific conjunctive generalization. A conjunctive generalization is a description of a class of objects obtained by forming the conjunction (AND) of a group of primitive statements. For example, the class of houses might be described as the set of al1 objects such that:
IThis is a slight simplification. With multi-valued attributes such as color, one must either create a separate predicate for each color or else employ some form of multiple-valued logic, such as VL 1 • 2This is also a slight simplification. In principle, it is always possible to convert a structural description into a:n attribute description, but such a conversion kads to a combinatorial explosion in the number of attributes.
