In this paper, we tackle the two-dimensional (2-D) parameter estimation problem for a sum of K ≥ 2 real/complex damped sinusoids in additive white Gaussian noise. According to the rank-K property of the 2-D noise-free data matrix, the damping factor and frequency information is contained in the K dominant left and right singular vectors. Using the sinusoidal linear prediction property of these vectors, the frequencies and damping factors of the first dimension are first estimated. For each frequency of the first dimension, the corresponding parameter in the second dimension is then obtained to achieve autopairing. Computer simulations are included to compare the proposed approach with several conventional 2-D estimators in terms of mean square error performance and computational complexity.
2-D Fourier transform is the direct nonparametric approach to address 2-D spectral estimation. In spite of its computational attractiveness when using fast Fourier transform, it suffers from poor resolution in resolving closely-spaced frequencies and high-sidelobe effects [7] - [8] . In order to achieve higher resolution, the parametric approach, which assumes that the signal satisfies a generating model with known functional form, is a standard choice. Well known 2-D parametric solutions include maximum likelihood (ML) method [9] and subspace-based estimators such as multiple signal classification (MUSIC) [2] , [3] , [5] , matrix enhancement and matrix pencil (MEMP) [10] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [4] , [6] , [11] , [12] , [13] . In the presence of additive white Gaussian noise, the ML scheme [9] , which corresponds to a multi-dimensional peak search, can produce optimum estimation performance, that is, its mean square error (MSE) attains Cramér-Rao lower bound (CRLB). Comparing with the ML estimator, the subspace methodology whose underlying principle is to separate the received data into signal and noise subspaces via eigenvalue decomposition (EVD) or singular value decomposition (SVD), is more computationally efficient at the expense of suboptimality.
The MUSIC algorithm [3] requires to find the K peaks in a 2-D cost function constructed from the noise eigenvectors. By constructing a Hankel-block-Hankel matrix whose size is larger than that of the data matrix, the MEMP method [10] decomposes the 2-D estimation problem into two one-dimensional problems related to each dimension, where generalized EVD and 2-D frequency pairing are needed. The ESPRIT algorithm [11] is similar to [10] in the sense that the Hankel-block-Hankel matrix is exploited but it provides auto-pairing of the 2-D frequencies by making use of joint diagonalization and can deal with damped sinusoids. While [4] , which addresses X-texture modes, that is, real-valued 2-D sinusoids with damping only in one dimension, can be considered as a modification to [11] by applying partial forward-backward averaging.
In this paper, we contribute to accurate and fast 2-D parameter estimation of multiple complex/real damped sinusoids based on the subspace methodology. We refer our approach to as principal-singularvector utilization for modal analysis (PUMA), meaning that the principal singular vectors of the data matrix are effectively exploited in the estimation process. This work is a follow-up of [14] where the PUMA algorithm for a single damped/undamped real/complex tone or K = 1 is devised and analyzed.
The key ideas in [14] are to make use of the rank-one property of the corresponding 2-D noise-free data matrix and find the damping factor as well as frequency parameters for each dimension from the left and right principal singular vectors in a separable manner. In this paper, we extend [14] to the general case of K ≥ 2 which is not a straightforward task. In particular, the damping factors and frequencies in each dimension are not directly related to the K principal singular vectors and 2-D parameter pairing needs February 1, 2012 DRAFT to be addressed.
The rest of the paper is organized as follows. The algorithm development for multiple damped cisoids is provided in Section II. According to the rank-K property of the 2-D noise-free data matrix, the corresponding left and right dominant singular vectors are characterized by the damping factors and frequencies in the first and second dimension, respectively. Making use of the dominant singular vectors, the parameters of interest at one dimension will first be accurately estimated according to an iterative procedure which utilizes the sinusoidal linear prediction (LP) property and weighted least squares (WLS).
The damping factors and frequencies in another dimension are solved via another similar iterative algorithm such that pairing of the 2-D parameters is automatically achieved. Estimation for real tones is addressed in Section III. In Section VI, simulation results are included to evaluate the performance of the PUMA approach by comparing with the ML [9] and ESPRIT algorithms [4] , [11] as well as CRLB.
Finally, conclusions are drawn in Section V. A list of mathematical symbols that are used in the paper is given in Table 1 . 
where
is the noise-free signal. The γ k is the complex amplitude, µ k ∈ (−π, π) and α k > 0 are the frequency and damping factor in the first dimension while ν k ∈ (−π, π) and β k > 0 are the corresponding parameters in the second dimension, of the kth cisoid. The number of damped cisoids, namely, K ≥ 2, is assumed known. Here we consider that the frequencies are distinct for at least one dimension. Without loss of generality, we assume that M ≥ N > K and all frequencies in the first dimension are not identical,
The additive noises {q m,n } are uncorrelated zero-mean complex white Gaussian processes with unknown variances σ 2 q . The task is to find {µ k }, {ν k }, {α k }, {β k } and {γ k }, from the M N samples of {r m,n }.
We first express (1)-(2) in matrix form as:
it is easy to see that S can be factorized as:
On the other hand, R can be decomposed using SVD as
where Λ = diag(λ 1 , λ 2 , . . . , λ N ) is the square diagonal matrix containing singular values of R with
orthonormal matrices whose columns are the corresponding left and right singular vectors, respectively.
From the decomposition in (4), it is obvious that rank(S) = K and thus the best rank-K approximation of R according to (5) , denoted byŜ, isŜ
February 1, 2012 DRAFT Here, the matrix with subscript "s" contains the dominant components of the original one, corresponds to the signal subspace components. Comparing (4) and (6), it is clear that G, Γ and H correspond to U s , Λ s and V * s , respectively. To perform parameter estimation, we first let matrix with· be the noise-free versions of the matrices in (6) . As G andŨ s span the same column space, we havẽ
where Ω G ∈ C K×K is an unknown matrix. That is, each column ofŨ s , namely,
is a sum of K damped cisoids such that the frequencies and damping factors in {ũ k } are identical but they have different amplitudes, which corresponds to a multi-channel spectral estimation problem [15] .
More precisely, each element ofũ k has the form of
where {ζ k } are parameters not of interest, and thus [ũ k ] m can be expressed as a linear combination of its previous K samples [7] . As a result, we have the following LP property:
where {c i } are called the LP coefficients. The frequencies ω k and damping factors α k are related to the following polynomial:
whose roots are z = a k , k = 1, 2, . . . , K [16] . When noise is absent, expressing (8), for a specificũ k , as matrix form yields
Grouping the left hand side of (10) for k = 1, 2, · · · , K, yields
In the presence of noise,ũ k is replaced by u k and (14) is invalid. To estimate c, we formulate a WLS cost functionĉ
whereĉ denotes the estimate of c. Furthermore, W is a symmetric weighting matrix and the optimal choice according to Gauss-Markov theorem is [17] :
To calculate W, we first note that e k in (15) implies
Moreover, when noise is present, we can express (14) as
where ∆U s = U s −Ũ s is the perturbation caused by noise. Using (22), we can express (20) as
To compute (23), we first apply [18] to obtain
where Θ = Z⊙ Ũ H s QṼΛ +ΛṼ H Q HŨ s with [Z] m,n being equal to 1/(λ n −λ m ) and zero otherwise.
Using (21) and (24), we have
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As
Substituting (27) into (23) and approximatingλ k by λ k , we have
Since W is block diagonal, (19) can be written aŝ
As (28) depends on the unknown c, we follow [19] to estimate c in an iterative manner and the estimation procedure is: (i) Set AA H = I M −K which corresponds to the LS estimator for (26) (ii) Calculateĉ using (29) (iii) Compute an updated version of W with c =ĉ using (28) (iv) Repeat Steps (ii)-(iii) until a stopping criterion is reached Substitutingĉ = c in (9) and solving for the roots, denoted byâ k , k = 1, 2, · · · , K, the frequency and damping factor estimates in the first dimension are:
Basically, we can follow (28)-(31) to solve for {ν k } and {β k } but a matching step is required to determine the correct pairs of (a k , b k ). In order to achieve 2-D parameter pairing in an automatic manner, we employ another estimation procedure for the parameters in the second dimension as follows.
From (3)-(4), we have
February 1, 2012 DRAFT whereĜ is the estimate of G which is constructed according to a k =â k and
From (32), the least squares (LS) estimate of H H H iŝ
Noting that the elements of h h h k possess the same LP property as in h k , we extractĥ h h k fromĤ H H to construct the equationsĥ
whereĥ h h k,u andĥ h h k,l areĥ h h k but without the last and first element, respectively. Considering sufficiently small error conditions such thatâ k →â, we haveĜ → G. In such conditions, R will be independent ofĜ and thus the disturbances among each vector ofĥ h h k can be assumed independent and identically distributed (IID). Following [19] , the WLS estimate of b k is computed as:
where the optimum weighting matrix Ψ k has the form:
Similar to the iterative estimation of c in the first dimension, we start with Ψ k = I N −1 in the iterations between (37) and (38) to obtainb k , k = 1, 2, · · · , K. Finally, the frequencies ν k and damping factors β k are estimated asν
In doing so, a k and b k are automatically paired up. It is worthy to point out that we can first estimate {b k } according to (7)-(31) and then base on (37) to find {a k }.
The breakdown of the required number of multiplications of the PUMA algorithm is provided in Table   II where ℓ 1 and ℓ 2 represent the iteration numbers in (26) and (35), respectively. Considering M ≥ N which is much larger than K, ℓ 1 and ℓ 2 , the complexity of the proposed estimator is O(M 3 ). On the other hand, the main computational requirement of the ESPRIT method [11] is to perform SVD of a matrix with dimension P Q × (M − P + 1)(N − Q + 1), where P and Q are typically chosen as M/2
and N/2, respectively, corresponding to O(M 3 N 3 ) multiplications. While the ML algorithm [9] needs to compute a LS solution involving a matrix with dimension (M − K)N + (M − K − 1)(N − 1) by
, which results in O(M 3 N 3 ) multiplications. As a result, the PUMA estimator is superior to the ESPRIT and ML methods in terms of computationally attractiveness.
Operation Multiplication
Step With the use of the frequency and damping factor estimates, the estimate of
is computed using a LS fit:γ
whereĤ is the estimate of H which is constructed using b k =b k and • denotes the Khatri-Rao product.
III. ESTIMATION FOR REAL SINUSOIDS
In this Section, we extend our study to real sinusoids and the signal model is now given as:
Now {γ k } are real and positive, the admissible ranges for {µ k } and {ν k } are reduced to (0, π), and {φ k } and {θ k } are the additional initial phase parameters. While q m,n is a real zero-mean white Gaussian process with unknown variance σ 2 q . The parameters of interest are µ k , ν k , α k , β k , φ k , θ k and γ k , k = 1, 2, · · · , K. Expressing (44) in matrix form, it is shown that S can be factorized as in (4) but g k and h k are modified to
and
which are characterized by the frequencies, damping factors and phases. Following the development in Section II, the LP property inũ k , k = 1, 2, · · · , K, is now:
The roots of the following polynomial:
are z = α k exp{±jµ k }, k = 1, 2, · · · , K, from which the frequencies and damping factors in the first dimension can be straightforwardly obtained. Similar to (19) - (28), the conceptual WLS estimate of c is obtained as:ĉ
where D, f , c and W are defined in (16) , (17), (12) and (28), respectively while D k , f k and A are modified as
Initializing W with the identity matrix, we iterate between (49) and (52) to getĉ, from which 2K roots with conjugate relationship are determined using (48). We then employ those phases are within (0, π) to find µ k and α k according to (30) and (31). The next step is to find {φ k }. With the use of
After substitutingα k andμ k into G µα , we obain
RelatingĤ H H andĤ in (59) yieldŝ
which impliesφ
ConstructingĜ φ from (61) and using the equation
, we can follow (35)-(41) to estimateβ k andν k fromĤ H H. After that, the estimation of {θ k } is achieved by considering
IV. SIMULATION RESULTS
Computer simulations have been conducted to evaluate the parameter estimation performance of the PUMA algorithm for multiple damped 2-D sinusoids in the presence of white Gaussian noise.
The stopping criterion of the PUMA algorithm is a fixed number of iterations. We use 3 iterations as no significant improvement is observed for more iterations. The average MSE is employed for the performance measure. Apart from CRLB, comparison is made with ESPRIT [4] , [11] and ML [9] algorithms. In particular, [11] is employed for cisoids while [4] which applies partial forwardbackward averaging is used for the real-valued signals. On the other hand, the ML estimator is realized by the Newton's method where parameter initialization is obtained using [11] and [4] in the complex and real cases, respectively. In the study, synthetic signals are employed although real data can help understanding the actual performance in real-life applications. The signal power is defined as Figures 1 to 3 , respectively. It is seen that the MSEs of the proposed and ML methods attain the corresponding CRLBs at SNR ≥ −2 dB and at SNR ≥ −6 dB in all three figures, respectively. On the other hand, the ESPRIT method is not optimum in the whole SNR range. Furthermore, we observe that starting with estimation of {a k } and {b k } in the PUMA scheme give similar final results although the former has relatively smaller threshold SNRs. The average CPU computation times of the ESPRIT, ML and PUMA algorithms for a single trial are measured as 2.98 × 10 −2 s, 3.148 × 10 −1 s and 2.00 × 10 −3 s, respectively, which agree with the complexity analysis in Section 2. The more challenging scenarios of closely-spaced and identical frequencies are now examined. Figure 4 shows the average MSEs for frequencies with µ 1 = 0.3π, µ 2 = 0.36π, ν 1 = 0.32π and ν 2 = 0.36π while the other parameter settings remain unchanged. The results are similar to those of Figure 1 except that estimating {a k } in the first stage is better than starting with {b k } because the frequency separation in the latter is closer. Figure 5 plots the frequency estimation performance when there are identical frequencies in the second dimension.
The parameter settings are equal to those of Figure 4 except ν 1 = 0.36π. The observations are similar to those of Figure 1 . Note that in this case, we are not able to start with estimating {b k } due to the restriction in utilizing (17) . Moreover, as the results for damping factors and amplitudes are similar, they are not included here. From the simulations, it can be observed that though the proposed algorithm is computationally more attractive, it fails to start with the dimension having identical frequency component.
To avoid this situation, estimation of the frequency separations of both dimensions has to be performed first. We then begin the algorithm at the dimension with maximum frequency separation.
The real-valued scenario is investigated in the second test and we consider that the 2-D tones are undamped in one dimension corresponding to the X-texture modes [4] , which arise naturally in vibrational analysis of circularly shaped objects. The PUMA algorithm in Section 3 is modified accordingly [14] to achieve better estimation performance, and without loss of generality, we first estimate {α k }, {µ k } and {φ k }. 
