Objectives. To determine the generalizability of crowdsourced, electronic health data from self-selected individuals using a national survey as a reference.
T he growth of internet-based sampling and data collection presents an important opportunity for cheaper, and thus, higher volume collection of health-related data. Such crowdsourced data have excited interest from a variety of perspectives. Individuals have turned to the "quantified self" (self-tracking of personal data) to compare their experiences with others.
1,2 Corporations have seen business opportunities, not just in wearable devices, but in the aggregate data they collect. Both Google and Apple have invested heavily in developing mobile device platforms for medical research, the former with the Google Baseline Study and the latter with the Apple ResearchKit. 3 Researchers and policymakers also are understandably eager to use the tools and information derived from mobile devices, social media platforms, and online search engines. 2 They have used Google trends for infection and tobacco research, 4, 5 Facebook for social science, psychology, and public health research, 6, 7 Twitter for monitoring of health-related attitudes, and mobile devices to track clinical parameters. 8 However, how generalizable are associations researchers identify in such data? If certain groups are over-or underrepresented, the research may generate misleading conclusions when extrapolated to larger populations. A debate from the 1990s provides some historical context. At that time, a national consensus emerged that underrepresentation of women and racial and ethnic minority participants in research limited its value. In 1993, the Food and Drug Administration instructed drug developers that it expected inclusion of women in clinical pharmaceutical trials, 9 and the National Institutes of Health (NIH) quickly followed suit with statements on enrollment of women and racial and ethnic minorities in NIH-sponsored studies. 10 More recent work has emphasized an ongoing need for diversity among study participants in precision health studies. Whole genome sequencing associations developed from predominantly European cohorts may lead to diagnostic or treatment failures among patients who are from traditionally underrepresented groups. 11, 12 After investigators found that benign genetic variants were misclassified as pathogenic among patients of African ancestry, they concluded, These findings show how health disparities may arise from genomic misdiagnosis . . . errors that are related to . . . a historical dearth of populations that include persons of diverse racial and ethnic backgrounds. 11(p662-663) Thus, even in this era of precision medicine and the quantified self, attention to whose data we are-and are not-capturing in medical studies remains a research and policy imperative. How participants enter a particular study can have a great influence on the generalizability of results. Traditionally, population studies have expended considerable effort on targeted recruitment of representative samples and statistical adjustments for over-or underrepresentation of subgroups among those enrolled. This approach of probability-based sampling allows investigators to determine the degree of confidence they can have about the representativeness of the data. Nonprobabilitybased samples, such as convenience samples, may or may not be representative. Without examining this issue in detail, one cannot be confident about the ways in which nonprobability samples might differ from the general population.
Nonetheless, researchers have begun to capitalize on the public's interest in the quantified self and technology to enroll and study nonprobability-based samples recruited remotely. Crowdsourcing, in which self-selected individuals provide electronic data or feedback, is perhaps the most innovative recent method for study population accrual. 13 Social science and psychology researchers have used it widely over the past 5 years, 14, 15 and its use is growing among scientists in other areas of health research. 16, 17 The NIH's Precision
Medicine Initiative plans to recruit 1 million US persons to its longitudinal patient cohort through nonprobability-based sampling. It will accept self-selected volunteers who will enroll online (and others who will enroll through healthcare organizations). Its working group describes how these volunteers can be "recruited through a number of technologies, such as internet, social media, and mobile technologies" and "that electronic consent across digital platforms will be a core component of cohort recruitment." 18 The cohort is named "All of Us" and will begin recruiting this year (http://www.nih. gov/precision-medicine-initiative-cohortprogram/participation). We sought to determine how research participants recruited electronically through crowdsourcing were similar to or different from other persons in the United States with respect to their health profiles. We performed a case study using the world's largest online crowdsourcing platform, Amazon Mechanical Turk (MTurk). We compared demographic and health characteristics of adults recruited through MTurk with those of the US population. We focused on health characteristics that are known risk factors for cardiovascular disease, which is the leading cause of death in the United States and the world. 19 In addition, many cardiovascular disease risk factors are suitable for remote measurement and data collection, making them a growing focus in crowdsourced studies, including the All of Us cohort. 18 
METHODS
MTurk has 500 000 registered, anonymous "workers," with an estimated 400 000 based in the United States; 15 000 of these are active on any given day. 15 "Requesters" are businesses or others who would like workers to complete short tasks for compensation. Requesters post descriptions of the tasks on the MTurk Web site. Workers self-select among these (e.g., identifying objects in photographs, translating text, providing survey feedback) based on task title, keywords, expected time involved, and compensation amount, which at the time of our study ranged from $0.10 to $0.25 per 10 minutes. Requesters of the task can set a batch limit for the number of respondents they want to complete it and prevent workers from performing the same task more than once.
Surveys
We used MTurk to recruit a convenience sample of US-based adults (aged ‡ 18 years). We designed our task following best practices for MTurk, 15 with the title "Stanford Survey on Health and Well-Being" keywords "survey, demographics, health, medicine, well-being," compensation of $0.25, and anticipated completion time of 10 minutes. We sought enrollment of 2000 participants-equating to 0.5% of the estimated 400 000 US-based MTurk workers. We posted the task to be completed by sequential batches of 200 respondents. We varied the batch posting times, days, and weeks to target MTurk workers online at different times. Surveys were completed over a 6-week period from June to August 2015. We modestly surpassed our enrollment target because some batches exceeded their 200 respondent limit before closing. We did not attempt to stratify enrollment according to predetermined characteristics (e.g., age, race) or apply sampling weights following recruitment, because our study intent was to mimic what others were already doing with crowdsourcing tools and determine what kind of sample crowdsourcing (i.e., a nonprobability approach) would produce.
The US Centers for Disease Control and Prevention Behavioral Risk Factor Surveillance System (BRFSS) is the largest continuously performed health survey in the world. It is administered annually in English by landline or cellular telephone to noninstitutionalized adult US residents and gathers cross-sectional data on demographic characteristics, health characteristics, and disease risk factors. BRFSS provides survey sampling weights and has been validated to ensure that its data are representative of the US adult population. 20 We used data from the 2013 survey.
We adapted national survey questions for online administration. Selected questions focused on individual characteristics known to influence cardiovascular morbidity and mortality. Sociodemographic characteristics included age, age 2 , gender, race (White, Black, Asian, Pacific Islander, Native American/Alaska Native, Other), ethnicity (Hispanic/Latino, non-Hispanic/Latino), and measures of educational attainment (coded as did not graduate high school, high school degree or equivalent, some college or greater), annual income (selected from list of income ranges), and employment status (not employed, self-employed, employed for wages, employed for salary). Health behavior and chronic disease characteristics encompassed low level of physical activity (defined by reported weekly frequency, duration, or degree of vigor not meeting national guidelines), smoking (both previous and current), diabetes mellitus, hypertension, hyperlipidemia, and overweight or obesity (calculated using reported height and weight with adjusted cutoffs for respondents of Asian ancestry 21 ). All data were based on self-reports of the respondents.
Data Analysis
MTurk routinely collects the internet protocol addresses of workers. We applied geocoding software (Qualtrics Geo IP locator; Qualtrics; Provo, UT) to identify the nearest zip code location-a method estimated to have 70% to 95% accuracy 22 and compared these by visual inspection to census-determined population density maps based on 2010 US Census data. 23 We used kernel distribution estimation to estimate and visually display the age distributions of crowdsourced and national survey respondents. 24 The kernel distribution estimate approach is a method of visualizing the predicted age distribution of a population using a smooth curve rather than a histogram.
We assessed respondent characteristics by age strata: those aged 18 to 29, 30 to 39, 40 to 49, 50 to 59, and 60 to 75 years. Because there were no crowdsourced respondents older than 75 years, we truncated national survey data at age 75 years. We weighted BRFSS data according to published weights. In univariate analyses, we used the t-test and c 2 test to compare crowdsourced and BRFSS characteristics of the respondents. All characteristics differed significantly among the groups (P < .05) and were included in logistic regression models. For ease of viewing results in Tables 1 and 2 , we omitted age 2 , status of not having graduated from high school, employment status, and previous smoking, whose results were congruent with those shown. (Full models are available in the technical appendix in a supplement to the online version of this article at http://www.ajph.org.)
We performed 3 types of sensitivity analyses. To assure findings did not vary by gender, we built models assessing men and women separately. Because cardiovascular disease occurs at higher rates among older Americans, we performed sensitivity analyses using data from another representative national survey, the Health and Retirement Study (HRS), which focuses on older adults. 25 We compared crowdsourced versus HRS respondents aged 50 to 75 years. Finally, as another way to identify demographic profiles of respondents differentially represented among crowdsourced versus national survey respondents, we fit age-stratified propensity models within both groups combined, which predicted the likelihood of having a high propensity score for being a crowdsourced respondent. We compared the characteristics of those with high propensity scores with all others. Study analyses were performed using Stata statistical 
RESULTS
Of the 2148 crowdsourced respondents who accessed our survey, 2015 (94%) completed it. We compared their data to data from 428 211 BRFSS respondents. Locations of crowdsourced respondents generally corresponded to census-determined population densities and were mapped to 49 US states ( Figure A , available as a supplement to the online version of this article at http://www.ajph.org).
Crowdsourced respondents ranged in age from 18 to 75 years and reported cardiovascular risk characteristics (Table 1) . They were younger on average (mean 6 SD = 33 611 y) than US adults aged 18 to 75 years (mean 6SD = 44 616 y). As Figure 1 shows, compared with BRFSS, crowdsourced samples tended to be overrepresented in the 20 to 39 years range, and underrepresented in those aged 40 to 75 years. Few were aged 60 years or older: 55 (3%) were aged 60 to 69 years, and 7 (< 1%) were aged 70 years or older.
In adjusted models, we found that certain risk characteristics were over-or underrepresented among crowdsourced respondents versus US adults, whereas others were similarly represented ( Table 2) . Crowdsourced respondents were more likely to be men in the younger groups (aged 18-29 and 30-39 years). Other than those in the oldest group (60-75 years), crowdsourced respondents were more likely to be White and less likely to be Black or Hispanic. In the youngest group (18-29 years), they were significantly more likely to be Asian. Crowdsourced respondents in all age groups were significantly more likely to be college educated, but they had lower annual incomes.
With respect to health characteristics, crowdsourced respondents were more likely to have low physical activity. Among younger groups (aged 18-29 and 30-39 years), crowdsourced respondents were more likely to have diabetes, although they were less likely to be overweight or obese. Crowdsourced respondents in the youngest group (18-29 years) also had lower tobacco use but a higher prevalence of hyperlipidemia. Among those aged 40 to 49 and 50 to 59 years, crowdsourced respondents were similar to US adults in adjusted odds of smoking, diabetes, hypertension, and hyperlipidemia. Those aged 50 to 59 years were also similar in overweight or obesity. Although they were few in number, crowdsourced respondents aged 60 to 75 years had similar odds of diabetes, hypertension, hyperlipidemia, and overweight or obesity but had higher odds of current smoking.
In sensitivity analyses, separate analyses for men and women generated similar findings to the main findings (Table A, available as a supplement to the online version of this article at http://www.ajph.org). For older respondents (aged 50-59 and 60-75 years), comparisons with HRS data were also similar (Tables B and C, available as a supplement to the online version of this article at http:// www.ajph.org). Finally, in analyses that identified outlier respondents (those with demographic profiles uniquely overrepresented among crowdsourced respondents), outliers consisted of only 0.4% (1000/275 058) of national survey respondents and reinforced the main findings on race and educational attainment (Table D , available as a supplement to the online version of this article at http://www.ajph.org).
DISCUSSION
Our case study of using crowdsourcing for health research identified important Note. CI = confidence interval; NA = not applicable; OR = odds ratio. Results are presented as OR for characteristics being present among crowdsourced respondents vs Behavioral Risk Factor Surveillance System respondents. Asian includes all Asian subsets, as well as Pacific Islanders. For the age groups 50-59 and 60-75 years, there were too few Black, Asian, or Hispanic/Latino crowdsourced respondents to include as separate variables, and we combined Black, Asian, and Hispanic/Latino respondents into a "Non-White combined" group. "Attended college" indicates individuals who attended some college or have a college degree or higher. We transformed income by multiplying by 10
. Full models included additional covariates of age, age 2 , status of not having graduated from high school, employment type, and previous smoking (see the data available in the technical appendix in a supplement to the online version of this article at http://www.ajph.org).
similarities and differences between crowdsourced respondents and the US population as a whole. We found that the cardiovascular disease risk profile of crowdsourced study participants differed in well-defined ways from the US population. Crowdsourced participants were younger and more likely to be non-Hispanic and White, and had higher levels of educational attainment. Those who were aged 40 to 59 years were most representative with regard to smoking, diabetes, hypertension, and hyperlipidemia, but even they had significant differences with regard to race/ ethnicity, education, and physical activity. Crowdsourced data from younger age groups were even less similar, and those aged 60 years and older were difficult to reach by the crowdsourced method.
Some of our sociodemographic findings were similar to previous work. Previous studies identified crowdsourced respondents as simultaneously having higher levels of education but lower houseful incomes than the general US population 15, 26 -perhaps indicating that people who are relatively underemployed for their degree of education are more likely than others to pursue online activities. Other investigators found that crowdsourced respondents were more likely to be White and less likely to be Hispanic or Black. 15, 26 Some concluded that crowdsourced respondents were more likely to be Asian, but they did not stratify respondents by age as we did. This allowed us to determine that Asians were overrepresented among those aged 18 to 29 years but were likely underrepresented among those aged 50 to 75 years. Our findings that younger crowdsourced respondents were more likely to have diabetes but less likely to be obese might indicate an underlying characteristic (not measured by our survey) of being sedentary. Being sedentary is an independent risk factor for developing diabetes regardless of physical activity achieved at other times of day. 27 Although a number of previous studies examined health characteristics of crowdsourced respondents, most focused on psychology 14, 15, 28, 29 and, to a lesser extent, other fields of mental health and addiction. 16 Their findings on comparability to the US population were mixed. A psychology review on MTurk respondents concluded that they were not representative, but were "more diverse than samples typically used" in psychology research (e.g., students). 15 Other investigators demonstrated that online crowdsourcing could be used to anonymously study hard-to-reach groups about sensitive topics (e.g., addiction, sexual practices) and argued that this advantage might outweigh the potential nonrepresentativeness of data. 30, 31 Recently, investigators in public health and other fields of medical researcher have adopted use of certain online technologies. They have used social networking sites, search engines, e-mail networks, and blogs to perform observational studies of substance abuse, sexually transmitted infections, adolescent health, infection trends, and public attitudes toward vaccination campaigns. 14, 15 Furthermore, they have noted the huge potential of crowdsourcing research to extend this existing work, 13, 17, 32 and some have begun to use it as a research tool. [33] [34] [35] However, fewer have done so (thus far) than in the social sciences and mental health fields.
Calls for mass adoption of digital recruitment, data collection, and delivery platforms for clinical and public health endeavors have increased. 8, 32 The ongoing
Health eHeart study, a partnership between the American Heart Association and the University of California, San Francisco, invites voluntary enrollment and data collection through an online platform (https:// www.health-eheartstudy.org). It is prefaced on fully online and smartphone-based participation, collecting self-reported data and linking it with data from wearable personal sensors, online social networks, and other importable "big data" to provide "real-life, real-time metrics." Within the context of these broader trends there are a number of potential implications of the study presented here.
Public Health Implications
We argue that enthusiasm for technology-based crowdsourcing should be tempered with a suitable degree of caution. Policymakers, funders of research, and researchers themselves should be explicit about the advantages and limitations of relying on crowdsourced data. In cases in which investigators could argue that underlying sociodemographic characteristics or health variables should not matter in terms of their influence on health outcomes, use of crowdsourcing for recruitment and data collection might be useful. Similar arguments might be made about its usefulness in reaching groups that are not meant to be representative but whose responses might still generate key insights into underinvestigated areas.
By contrast, in areas in which representativeness is sought and responses might be expected to vary according to participant sociodemographic or health characteristics, investigators must ensure that the use of crowdsourcing is appropriate. 36 Much as was Note. BRFSS = Behavioral Risk Factor Surveillance System. We used the kernel distribution estimation approach 24 available in the Stata software package to estimate age densities (a method of visualizing the estimated age distribution of a population using a smooth curve rather than a histogram; available at: https://www.stata.com/ manuals13/rkdensity.pdf). done in the 1990s to boost enrollment of women and racial/ethnic minorities in clinical trials, stakeholders (public health experts, researchers, policymakers, and the public) may need to establish guidance for studies that rely on remotely conducted patient recruitment and data collection. First, stakeholders must determine that the target population for their research or policy question is reachable through the electronic platform. Second, until they show otherwise, they should expect that certain groups will be systematically underrepresented in data collected by these means. From our case study (and the work of others), it was clear that older adults and respondents from certain racial and ethnic groups are likely to be underrepresented among crowdsourced respondents. The same might be said for respondents from rural areas (where internet connections are less available) or respondents with low English-language proficiency, health literacy, or digital access and proficiency. In such cases, alternative recruitment and data collection efforts will be required. Third, stakeholders should build the possible need for statistical adjustment (e.g., weightings) for nonrepresentative samples into each study design. If there are sufficient responses, albeit proportionally underrepresented, from key subgroups, sampling weights can be created and used in analyses.
In the near future, the national Precision Medicine Initiative will begin enrollment into the historic All of Us cohort. In many ways, this cohort is an answer to the call for mass adoption of digital recruitment and data collection approaches, and public enthusiasm for the "quantified self." It proposes to enroll 1 million persons in the United States, which would make it the largest longitudinal cohort ever undertaken. Notably, it will use crowdsourcing-engaging and enrolling participants online-as one of its recruitment approaches. The Working Group of the Initiative has emphasized the "critical importance of recruiting underrepresented populations." 18 However, our study found that online crowdsourced recruitment led to systematic gaps in representation of some US adults (and overrepresentation of others). Thus, for the All of Us cohort to reach its full potential-to truly represent all of the United States-it must anticipate and address potential gaps in participation to be expected from its use of voluntary online enrollment as one of its recruitment approaches. We are encouraged that the cohort program is pursuing alternative recruitment pathways through healthcare organizations. Ideally, these will fill predicted gaps in crowdsourced enrollment by historically underrepresented groups. In addition, if the cohort achieves its target recruitment of 1 million US persons, there may be high enough enrollment, even among these groups, to enable statistical adjustments for underrepresentation. At the same time, we encourage this Initiative and others that plan to use crowdsourcing to carefully consider whether crowdsourced data are those that can best elucidate their research questions, and whether and how they need to augment their recruitment strategies (or statistical adjustment strategies) to best represent the patients they want to impact and the US population as a whole.
If we are to build from the public's willingness to provide large quantities of remotely collected electronic data, we must familiarize ourselves with-and then expand the pool of-"quantified selves" being detailed. This is a pivotal time. Crowdsourced research has the potential to expand citizen participation but also to exacerbate health disparities. Leaders in public health, medicine, research, and policy must ensure that the data upon which decisions are being made are derived from respondents who have similar characteristics to those they are trying to help, and that large swaths of the US population are not left out of data collection efforts. Public health policymakers can galvanize this effort. They can call for national consensus-building and guidance on how crowdsourcing should be used for health research.
Limitations
Our study had several limitations. We tested one crowdsourcing platform with relatively low hourly incentive. Although it is the most widely used in the world, predictors of participation might vary by platform or incentive structures, or for platforms that recruit study subjects willing to participate without compensation. Second, the internet protocol addresses we used for geocoding respondent locations might represent sites of employment or other community hubs (e.g., libraries), which are more likely clustered in urban settings. However, these urban centers are likely to be in proximity to sites of residences of respondents who live in suburban or rural locations. Third, the national survey we used, BRFSS, has known limitations. 20 However, it remains, a gold standard for characterizing the US adult population that is English proficient. Furthermore, we performed sensitivity analyses of findings for older respondents using data from another nationally representative survey.
Conclusions
Greater attention should be given to determining what populations are and are not reachable using remote, electronic data collection platforms. Studies that rely on crowdsourced respondents need to define the profile of the people generating those data. Assumptions of generalizability should be avoided. As in the 1990s when national policies were undertaken to ensure the inclusion of women and racial/ethnic minorities in clinical trials, proactive efforts need to be made to understand and promote inclusion of underrepresented groups within the Precision Medicine Initiative and similar projects that use crowdsourced recruitment and data collection. Note. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.
HUMAN PARTICIPANT PROTECTION
Approval for the research was obtained from the Stanford institutional review board. Crowdsourced participants provided online informed consent before survey initiation.
