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Abstract
In this paper, we provide a much simplified proof of the main result in [14] concerning the global
existence and uniqueness of smooth solutions to the Cauchy problem for a 3D incompressible complex
fluid model under the assumption that the initial data are close to some equilibrium states. Beside
the classical energy method, the interpolating inequalities and the algebraic structure of the equations
coming from the incompressibility of the fluid are crucial in our arguments. We combine the energy
estimates with the L∞ estimates for time slices to deduce the key L1 in time estimates. The latter
is responsible for the global in time existence.
1 Introduction.
In this paper, we consider the global existence of classical solutions to the following simple model for a
complex fluid flows 

∂tφ+ v · ∇φ = 0, (t, x) ∈ R+ × R3,
∂tv + v · ∇v −∆v +∇p = −div[∇φ ⊗∇φ],
divv = 0,
(φ, v)|t=0 = (φ0, v0).
(1.1)
Here φ, v = (v1, v2, v3)
⊤ and p denote the scalar potential, velocity field and scalar pressure of the fluid
respectively. As in [14], we shall consider the initial data (φ0, v0) is close to a non-trivial equilibrium, e.g.
(φ0, v0) ≃ (x3, (0, 0, 0)⊤). Note that instead of x3, any non-constant linear functions would work as well
by our method (cf.[14] for explanations). What would be important is that ∇φ0 is close to a constant
non-zero vector field in a suitable way. Thus, we may write (φ, v) = (x3 + ψ, v), and substitute it into
(1.1) with x ∈ R3, to obtain the following equivalent system for (ψ, v),

∂tψ + v · ∇ψ + v3 = 0, (t, x) ∈ R+ × R3,
∂tvh + v · ∇vh −∆vh +∇hp+∇h∂3ψ = −div[∇hψ ⊗∇ψ],
∂tv3 + v · ∇v3 −∆v3 + ∂3p+ (∆ + ∂23)ψ = −div[∂3ψ∇ψ],
divv = 0,
(ψ, v)|t=0 = (ψ0, v0),
(1.2)
where vh = (v1, v2)
⊤, ∇h = (∂1, ∂2)⊤. For the rest of the paper we shall work on the equations (1.2).
We remark that the nonlinear hyperbolic-parabolic system (1.1) has been used for describing many
fluid dynamic models, see [3, 4, 12]. Indeed, when φ = (φ1, φ2)
⊤ is a vector-valued function on R+ × R2
with det(∇φ) = 1, the system (1.1) is equivalent to the well-known Oldroyd-B model for viscoelastic fluids
equations, see [8, 11, 13, 17]. It is also closely related to the evolution equation of nematic liquid crystal
as well as the diffusive sharp interface motion and immersed boundary in flow fields [10], see also the
recent survey article [12]. In [14], authors used the system (1.1) as a toy model for the 3D incompressible
viscous and non-resistive MHD system.
In fact, the system (1.1) is exactly the incompressible MHD equations with zero magnetic diffusion
when the space dimension is two. Recall that the 2D incompressible MHD system reads,

∂tb+ v · ∇b− η∆b = b · ∇v, (t, x) ∈ R+ × R2,
∂tv + v · ∇v − ν∆v +∇p = b · ∇b,
divv = divb = 0,
b|t=0 = b0, v|t=0 = v0,
(1.3)
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where b = (b1, b2)
⊤, v = (v1, v2)
⊤ and p denote the magnetic field, velocity field and scalar pressure of
the fluid respectively. In (1.3), the condition divb = 0 implies the existence of a scalar function φ such
that b = (∂2φ,−∂1φ)⊤, and the corresponding system becomes the following 2D incompressible MHD
type system, 

∂tφ+ v · ∇φ− η∆φ = 0, (t, x) ∈ R+ × R2,
∂tv + v · ∇v −∆v +∇p = −div[∇φ⊗∇φ],
divv = 0,
(φ, v)|t=0 = (φ0, v0).
(1.4)
There are some global wellposedness results for the system (1.3), see [6, 18] for the case when η > 0
and ν > 0, [2] for the case when η > 0 and ν = 0, as well as the case with mixed partial dissipation
and additional (artificial) magnetic diffusion. In [1], authored considered the case when η = ν = 0 and
the initial data (b0, v0) close to the equilibrium state (B0, 0). In [13], the case when η = 0, ν > 0 was
studied. Under the assumption that the initial data (b0, v0) is close to the equilibrium state ((1, 0)
⊤, 0),
the global wellposedness was proven. We should note that authors observed in [1] that the fluctuations
v + b− B0 and v − b + B0 propagate along the B0 magnetic field in opposite directions. Thus, a strong
enough magnetic field will reduce the nonlinear interactions and prevent formations of strong gradients
[1, 7, 9]. Unfortunately, the method applied in [1] is purely hyperbolic (characteristic method) and hence
could not be applied in our case.
In [14], using the anisotropic Littlewood-Paley analysis, the first author and Ping Zhang [14] proved
a global wellposedness result of the system (1.1). The arguments involved, despite its general interests,
were rather complicated. The aim of this note is to give a new and simple proof, which involves only the
energy estimate method, interpolating inequalities and couple elementary observations.
Theorem 1.1. Assume that the initial data (ψ0, v0) satisfy (∇ψ0, v0) ∈ H2(R3) × H2(R3), divv0 = 0,
then there exists a positive constant c0 such that if
B0 = ‖∇ψ0‖H2 + ‖v0‖H2 ≤ c0, (1.5)
then the system (1.2) has a unique global solution (ψ, v,∇p) ∈ F 2 satisfying
B2T = ‖v‖2L∞([0,T ];H2) + ‖∇ψ‖2L∞([0,T ];H2) + ‖∇v‖2L2([0,T ];H2) + ‖∇h∇ψ‖2L2([0,T ];H1) ≤ CB20 , (1.6)
and
‖∇p‖L∞([0,T ];H1) ≤ CB0, (1.7)
for all T > 0, where C is a positive constant independent of T ,
Fn =
{
(ψ, v,∇p)
∣∣∣∣ (∇ψ, v,∇p) ∈ C([0,∞);H
n ×Hn)× C([0,∞);Hn−1),
(∇h∇ψ,∇v) ∈ L2([0,∞);Hn−1 ×Hn).
}
We note that under the assumptions of Theorem 1.1, if (∇ψ0, v0) ∈ Hn(R3) ×Hn(R3), n ≥ 3, then
we can easily obtain that (ψ, v,∇p) ∈ Fn and omit the details.
There are three key technical points in our proofs:
(1) interpolating estimates, see for example, Lemma 2.1;
(2) using the algebraic structure: divv = 0 to inter-changing the estimates for the vertical (∂3) and the
horizontal (∇h) derivatives;
(3) using the first equation of (1.2) to reduce ”L1 in time estimates” ([14]) which is the key to the global
existence result to ”energy estimates and L∞ estimates for time slices” that are relatively easy to
obtain.
In fact, the basic strategy for the proofs is rather clear. Using the basic energy laws, one reduces the
problems to estimating certain terms of particular forms. For example, one of the difficulties of the proofs
would be to control the following type term,
∫ T
0
∫
R3
∂3v3(∂
3
3ψ)
2dxdt. (1.8)
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Since the horizontal derivatives of ψ, ∇hψ decay faster than ∂3ψ (by energy laws), in [14] authors explored
such anisotropic behavior by using the anisotropic Littlewood-Paley theory to conclude the key estimate
that v3 ∈ L1(R+;Lip(R3)). Here we will show that first by interpolating inequalities ∇ψ ∈ L4T (L∞) in
Lemma 2.1. Then we use the first equation of (1.2)1 twice and proceed the estimates as follows:∣∣∣∣∣
∫ T
0
∫
R3
∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫
R3
∂3(∂tψ + v · ∇ψ)(∂33ψ)2dxdt
∣∣∣∣∣
≤
∣∣∣∣
∫
R3
∂3ψ(∂
3
3ψ)
2dx
∣∣T
0
∣∣∣∣+
∣∣∣∣∣
∫ T
0
∫
R3
∂3v3∂3ψ(∂
3
3ψ)
2dxdt
∣∣∣∣∣+ . . .
= . . .+
∣∣∣∣∣
∫ T
0
∫
R3
∂3(∂tψ + v · ∇ψ)∂3ψ(∂33ψ)2dxdt
∣∣∣∣∣ + . . .
≤ . . .+ C‖∇ψ‖2L4
T
(L∞(R3))‖∇v‖L2T (L2(R3))‖∂
3
3ψ‖2L∞
T
(L2(R3)) + . . . . (1.9)
We refere the details to Lemma 2.5. This is a simple idea works well for the issue concerning various
anisotropic dissipative system similar to (1.2).
We also note that in a recent preprint [13] authores embedded the system (1.3) with η = 0 into
a 2D viscoelastic fluid system. Then they use equations in Lagrangian coordinates and the anisotropic
Littlewood-Paley analysis techniques, to obtain a global wellposedness result. One can apply the methods
in this paper to obtain similar results as theirs.
The organization of this paper can be as the following: we shall present some a priori estimates in
Section 2, and prove Theorem 1.1 in Section 3.
Let us complete this section by the notation we shall use in this paper.
Notation. We shall denote by (a|b) the L2 inner product of a and b, and (a|b)Hs the standard Hs
inner product of a and b. Finally, we denote LpT (L
q
h(L
r
v)) the space L
p([0, T ];Lq(Rx1 × Rx2 ;Lr(Rx3))),
CT (X) the space C([0, T ];X).
2 A priori estimates
In this section, we prove a set of a priori estimates which are crucial for the global existence of solutions
for the system (1.2). We begin with the following Gagliardo-Nirenberg-Sobolev type estimate, see [16].
Lemma 2.1. If the function ψ satisfies that ∇ψ ∈ L∞T (H2(R3)) and ∇h∇ψ ∈ L2T (H1(R3)), then there
hold
‖∇ψ‖L4
T
(L4(R3)) ≤ C‖∇h∇ψ‖
1
2
L2
T
(L2(R3))
‖∇ψ‖
1
2
L∞
T
(H1(R3)), (2.1)
‖∇2ψ‖L4
T
(L4(R3)) ≤ C‖∇h∇ψ‖
1
2
L2
T
(H1(R3))
‖∇ψ‖
1
2
L∞
T
(H2(R3)), (2.2)
‖∇ψ‖L4
T
(L∞(R3)) ≤ C‖∇h∇ψ‖
1
2
L2
T
(H1(R3))
‖∇ψ‖
1
2
L∞
T
(H2(R3)), (2.3)
where C is a positive constant independent of T .
Proof. Using Gagliardo-Nirenberg-Sobolev’s inequality and Minkowski’s inequality, we obtain
‖∇ψ‖L4
T
(L4(R3)) ≤ C
∥∥∥‖∇ψ‖ 12
L2
h
‖∇∇hψ‖
1
2
L2
h
∥∥∥
L4
T
(L4v)
≤ C‖∇ψ‖
1
2
L∞
T
(L∞v (L
2
h
))
‖∇∇hψ‖
1
2
L2(L2(R3))
≤ C‖∇ψ‖
1
2
L∞
T
(L2
h
(L∞v ))
‖∇∇hψ‖
1
2
L2(L2(R3))
3
≤ C
∥∥∥‖∇ψ‖ 12L2v‖∇∂3ψ‖
1
2
L2v
∥∥∥
1
2
L∞
T
(L2
h
)
‖∇∇hψ‖
1
2
L2(L2(R3))
≤ C‖∇ψ‖
1
4
L∞
T
(L2(R3))‖∇∂3ψ‖
1
4
L∞
T
(L2(R3))‖∇∇hψ‖
1
2
L2
T
(L2(R3))
≤ C‖∇h∇ψ‖
1
2
L2
T
(L2(R3))
‖∇ψ‖
1
2
L∞
T
(H1(R3)). (2.4)
This proves (2.1). Inequality (2.2) is a direct consequence of (2.1). Combining (2.1)-(2.2) with Gagliardo-
Nirenberg-Sobolev’s inequality again, we obtain (2.3).
By taking divergence of the v equation of (1.2), we can express the pressure function p via
p = −2∂3ψ +
3∑
i,j=1
(−∆)−1[∂ivj∂jvi + ∂i∂j(∂iψ∂jψ)]. (2.5)
As in [14], we substitute (2.5) into (1.2) to obtain


∂tψ + v · ∇ψ + v3 = 0, (t, x) ∈ R+ × R3,
∂tvh + v · ∇vh −∆vh −∇h∂3ψ = fh
= −
3∑
i,j=1
∇h(−∆)−1[∂ivj∂jvi + ∂i∂j(∂iψ∂jψ)]−
3∑
j=1
∂j [∇hψ∂jψ],
∂tv3 + v · ∇v3 −∆v3 +∆hψ = fv
= −
3∑
i,j=1
∂3(−∆)−1[∂ivj∂jvi + ∂i∂j(∂iψ∂jψ)]−
3∑
j=1
∂j [∂3ψ∂jψ],
divv = 0,
(ψ, v)|t=0 = (ψ0, v0).
(2.6)
Here, ∆h = ∂
2
x1
+ ∂2x2 .
The next Lemma is a standard energy estimate.
Lemma 2.2. Let (ψ, v) be sufficiently smooth functions which solve (1.2), then there holds
d
dt
{
1
2
(
‖v‖2H2 + ‖∇ψ‖2H2 +
1
4
‖∆ψ‖2H1
)
+
1
4
(v3|∆ψ)H1
}
(2.7)
+‖∇v‖2H2 −
1
4
‖∇v3‖2H1 +
1
4
‖∇∇hψ‖2H1
= −(v · ∇v|v)H2 + (v · ∇ψ|∆ψ)H2 − (div(∇ψ ⊗∇ψ)|v)H2 −
1
4
(v · ∇v3|∆ψ)H1
+
1
4
(fv|∆ψ)H1 +
1
4
(∇v3|∇(v · ∇ψ))H1 −
1
4
(∆(v · ∇ψ)|∆ψ)H1 .
Proof. Taking the standard H2 inner product of (1.2)2,3 with v and then using the integration by parts,
we have
1
2
d
dt
‖v‖2H2 + (v · ∇v|v)H2 + ‖∇v‖2H2
= −(∇h∂3ψ|vh)H2 − ((∆ + ∂23)ψ|v3)H2 − (div(∇ψ ⊗∇ψ)|v)H2 . (2.8)
Since divv = 0, the integration by parts gives
−(∇h∂3ψ|vh)H2 = (∂3ψ|divhvh)H2
= −(∂3ψ|∂3v3)H2 = (∂23ψ|v3)H2 . (2.9)
From (1.2)1, we have
−(∆ψ|v3)H2 = (∆ψ|(∂tψ + v · ∇ψ))H2
4
= −1
2
d
dt
‖∇ψ‖2H2 + (∆ψ|v · ∇ψ)H2 . (2.10)
Combining (2.8)-(2.10), we deduce that
1
2
d
dt
(‖v‖2H2 + ‖∇ψ‖2H2)+ ‖∇v‖2H2
= −(v · ∇v|v)H2 + (∆ψ|v · ∇ψ)H2 − (div(∇ψ ⊗∇ψ)|v)H2 . (2.11)
Next we take the standard H1 inner product of (2.6)3 with ∆ψ, using again the integration by parts, to
obtain
(∂tv3|∆ψ)H1 + (v · ∇v3|∆ψ)H1 − (∆v3|∆ψ)H1 = −‖∇h∇ψ‖2H1 + (fv|∆ψ)H1 . (2.12)
From the equation (1.2)1 and again the integration by parts, we get
(∂tv3|∆ψ)H1
=
d
dt
(v3|∆ψ)H1 − (v3|∆∂tψ)H1
=
d
dt
(v3|∆ψ)H1 + (v3|∆(v · ∇ψ + v3))H1
=
d
dt
(v3|∆ψ)H1 − (∇v3|∇(v · ∇ψ))H1 − ‖∇v3‖2H1 . (2.13)
We observe, by (1.2)1, that
−(∆v3|∆ψ)H1
= (∆(∂tψ + v · ∇ψ)|∆ψ)H1
=
1
2
d
dt
‖∆ψ‖2H1 + (∆(v · ∇ψ)|∆ψ)H1 . (2.14)
Combining (2.12)-(2.14), we hence conclude
d
dt
{
1
2
‖∆ψ‖2H1 + (v3|∆ψ)H1
}
+ ‖∇h∇ψ‖2H1 − ‖∇v3‖2H1
= −(v · ∇v3|∆ψ)H1 + (fv|∆ψ)H1 + (∇v3|∇(v · ∇ψ))H1 − (∆(v · ∇ψ)|∆ψ). (2.15)
With (2.11) and (2.15), one can complete the proof.
The following is the key a priori estimate which is essential to the proof of the main result of this
paper.
Lemma 2.3. Let (ψ, v) be sufficiently smooth functions which solve (1.2) and satisfy ∇ψ ∈ L∞T (H2(R3)),
∇h∇ψ ∈ L2T (H1(R3)), v ∈ L∞T (H2(R3)) and ∇v ∈ L2T (H2(R3)), then there holds
B2T ≤ C(‖v0‖2H2(R3) + ‖∇ψ0‖2H2(R3)) + CB3T (1 +BT )2. (2.16)
where C is a positive constant independent of T .
Proof. By the energy estimate (2.7) and the definition ofBT , we get for a positive constant C (independent
of T ) that
B2T ≤ CB20 + C
∣∣∣∣∣
∫ T
0
(v · ∇v|v)H2dt
∣∣∣∣∣+ C
∣∣∣∣∣
∫ T
0
(v · ∇ψ|∆ψ)H2dt
∣∣∣∣∣
+C
∣∣∣∣∣
∫ T
0
(div(∇ψ ⊗∇ψ)|v)H2dt
∣∣∣∣∣+ C
∣∣∣∣∣
∫ T
0
(v · ∇v3|∆ψ)H1dt
∣∣∣∣∣ + C
∣∣∣∣∣
∫ T
0
(fv|∆ψ)H1dt
∣∣∣∣∣
+C
∣∣∣∣∣
∫ T
0
(∇v3|∇(v · ∇ψ))H1dt
∣∣∣∣∣+ C
∣∣∣∣∣
∫ T
0
(∆(v · ∇ψ)|∆ψ)H1dt
∣∣∣∣∣
5
:= CB20 +
7∑
j=1
Ij . (2.17)
We are going to estimate term by term the right hand side of the inequality. The basic strategies
involved in estimating all such quantities are the same. More precisely, we estimate separately terms
involving horizontal derivatives and terms with vertical derivatives. For terms with horizontal derivatives
∇hψ, one can use the dissipations implied by the energy equality (2.7). For terms containing vertical
derivatives, we use the algebriac relation (deduced from that divv = 0) and the transport equations. The
latter reduces space-time estimates to bounds on time-slices and terms with either horizontal derivatives
or of higher order nonlinearities (hence they are smaller under our smallness assumptions on the initial
data). To illustrate the basic idea, we start with the second term I2. Applying the Gagliardo-Nirenberg-
Sobolev type estimates in Lemma 2.1, and use the fact that divv = 0, Ho¨lder and Sobolev inequalities,
we deduce that
I2 = C
∣∣∣∣∣
∫ T
0
(v · ∇ψ|∆ψ)H2dt
∣∣∣∣∣
= C
∣∣∣∣∣∣
∑
|α|≤2
3∑
i=1
∫ T
0
∫
[∂α∂i(v · ∇ψ)− v · ∇∂α∂iψ]∂α∂iψdxdt
∣∣∣∣∣∣
≤ C‖∇v‖L2
T
(L2(R3))‖∇ψ‖2L4
T
(L4(R3)) + C‖∇2ψ‖L4T (L4(R3))(‖∇
2v‖L2
T
(L2(R3))‖∇ψ‖L4
T
(L4(R3))
+‖∇v‖L2
T
(L2(R3))‖∇2ψ‖L4
T
(L4(R3))) + C‖∇h∇2ψ‖L2
T
(L2(R3))(‖∇3v‖L2
T
(L2(R3))‖∇ψ‖L∞T (L∞(R3))
+‖∇2v‖L2
T
(L4(R3))‖∇2ψ‖L∞T (L4(R3)) + ‖∇v‖L2T (L∞(R3))‖∇
3ψ‖L∞
T
(L2(R3)))
+C‖∇3ψ‖L∞
T
(L2(R3))(‖∇3vh‖L2
T
(L2(R3))‖∇hψ‖L2
T
(L∞(R3)) + ‖∇2vh‖L2
T
(L4(R3))‖∇∇hψ‖L2
T
(L4(R3))
+‖∇vh‖L2
T
(L∞(R3))‖∇2∇hψ‖L2
T
(L2(R3)))
+C
∣∣∣∣∣
∫ T
0
∫
∂33ψ(∂
3
3v3∂3ψ + 3∂
2
3v3∂
2
3ψ + 3∂3v3∂
3
3ψ)dxdt
∣∣∣∣∣ . (2.18)
To estimate the last term in the above inequality (2.18), we need the following two technical lemmas.
The proofs of these two Lemmas will be given in the Appendix.
Lemma 2.4. Under the conditions in Lemma 2.3, then there holds
∣∣∣∣∣
∫ T
0
∫
R3
∂3ψ∂
3
3ψ∂
3
3v3dxdt
∣∣∣∣∣ +
∣∣∣∣∣
∫ T
0
∫
R3
∂23ψ∂
3
3ψ∂
2
3v3dxdt
∣∣∣∣∣+
∣∣∣∣∣
∫ T
0
∫
R3
∂3ψ∂
3
3ψ∂
2
3v3∂
2
3ψdxdt
∣∣∣∣∣
≤ C‖∇ψ‖L∞
T
(H2(R3))‖∇h∇ψ‖L2
T
(H1(R3))‖∇v‖L2
T
(H2(R3))(1 + ‖∇ψ‖L∞T (H2(R3))), (2.19)
where C is a positive constant independent of T .
Lemma 2.5. Under the conditions in Lemma 2.3, then there holds
∣∣∣∣∣
∫ T
0
∫
R3
∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣ ≤ CB3T (1 +B2T ), (2.20)
where C is a positive constant independent of T .
Accepting these two lemmas, we proceed with our proof of the key estimate in Lemma 2.3. By (2.18)
and Lemmas 2.4-2.5, we obtain
I2 = C
∣∣∣∣∣
∫ T
0
(v · ∇ψ|∆ψ)H2dt
∣∣∣∣∣ ≤ CB3T (1 +BT )2. (2.21)
6
Similarly, one can estimate that
I7 = C
∣∣∣∣∣
∫ T
0
(∆(v · ∇ψ)|∆ψ)H1dt
∣∣∣∣∣
= C
∣∣∣∣∣
3∑
i=1
∫ T
0
(∂i(v · ∇ψ)|∂i∆ψ)H1dt
∣∣∣∣∣
≤ CB3T (1 +BT )2. (2.22)
Next, we estimate I3 as follows:
I3 = C
∣∣∣∣∣
∫ T
0
(div(∇ψ ⊗∇ψ)|v)H2dt
∣∣∣∣∣
= C
∣∣∣∣∣∣
∑
|α|≤2
3∑
i,j=1
∫ T
0
∫
∂α(∂iψ∂jψ)∂
α∂ivjdxdt
∣∣∣∣∣∣
≤ C‖∇v‖L2
T
(L2(R3))‖∇ψ‖2L4
T
(L4(R3)) + C‖∇2v‖L2T (L2(R3))‖∇ψ‖L4T (L4(R3))‖∇
2ψ‖L4
T
(L4(R3))
+C‖∇3v‖L2
T
(L2(R3))(‖∇2ψ‖2L4
T
(L4(R3)) + ‖∇hψ‖L2T (L∞(R3))‖∇
3ψ‖L∞
T
(L2(R3))
+‖∇ψ‖L∞
T
(L∞(R3))‖∇2∇hψ‖L2
T
(L2(R3))) + C
∣∣∣∣∣
∫ T
0
∫
∂33v3∂3ψ∂
3
3ψdxdt
∣∣∣∣∣
≤ CB3T . (2.23)
Apply the same line of arguments, one can deduce that∣∣∣∣∣∣
3∑
i,j=1
∫ T
0
(∂3(−∆)−1(∂ivj∂jvi)|∆ψ)H1dt
∣∣∣∣∣∣
≤ C
∫ T
0
‖(∇v)2‖H1(R3)‖∇ψ‖H1(R3)dt
≤ C‖∇v‖2L2
T
(H2(R3))‖∇ψ‖L∞T (H2(R3)). (2.24)
Similarly, one has∣∣∣∣∣∣
∫ T
0

−
3∑
i,j=1
∂3(−∆)−1(∂i∂j(∂iψ∂jψ))−
3∑
j=1
∂j(∂3ψ∂jψ)
∣∣∣∣∣∣∆ψ


H1
dt
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ T
0

−
2∑
i,j=1
∂3(−∆)−1(∂i∂j(∂iψ∂jψ))
∣∣∣∣∣∣∆ψ


H1
dt
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ T
0
2∑
j=1
(
2∂3(−∆)−1(∂3(∂3ψ∂jψ)) + (∂3ψ∂jψ)
∣∣ ∂j∆ψ)H1 dt
∣∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
(−(−∆)−1∂33(∂3ψ)2 − ∂3(∂3ψ)2|∆ψ)H1dt
∣∣∣∣∣
≤ C
∫ T
0
‖∇(∇hψ)2‖H1(R3)‖∆ψ‖H1(R3)dt+ C
∫ T
0
‖∇(∇ψ∇hψ)‖H1(R3)‖∇∇hψ‖H1(R3)dt
+
∣∣∣∣∣
∫ T
0
(
2∑
i=1
(−∆)−1∂3∂2i (∂3ψ)2|∆ψ)H1dt
∣∣∣∣∣
≤ C‖∇∇hψ‖2L2
T
(H1(R3))‖∇ψ‖L∞T (H2(R3)) + C
∫ T
0
‖∇h(∇ψ)2‖H1(R3)‖∇∇hψ‖H1(R3)dt
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≤ C‖∇∇hψ‖2L2
T
(H1(R3))‖∇ψ‖L∞T (H2(R3)). (2.25)
Combining (2.24)-(2.25), one concludes
I5 = C
∣∣∣∣∣
∫ T
0
(fv|∆ψ)H1dt
∣∣∣∣∣ ≤ CB3T . (2.26)
One can obtain the following estimates in the same way, to save the ink, we omit the details.
I1 = C
∣∣∣∣∣
∫ T
0
(v · ∇v|v)H2dt
∣∣∣∣∣ ≤ C‖∇v‖2L2T (H2(R3))‖v‖L∞T (H2(R3)), (2.27)
I4 = C
∣∣∣∣∣
∫ T
0
(v · ∇v3|∆ψ)H1dt
∣∣∣∣∣ ≤ C‖∇v‖2L2T (H2(R3))‖∇ψ‖L∞T (H2(R3)), (2.28)
I6 = C
∣∣∣∣∣
∫ T
0
(∇v3|∇(v · ∇ψ))H1dt
∣∣∣∣∣ ≤ C‖∇v‖2L2T (H2(R3))‖∇ψ‖L∞T (H2(R3)), (2.29)
Summing up (2.17), (2.21)-(2.23) and (2.26)-(2.29), we conclude (2.16).
Remark 2.1. In several places of our proofs, we have used the fact that
‖∇hψ‖L2
T
(L∞(R3)) ≤ C‖∇hψ‖L2
T
(W 1,6(R3)) ≤ C‖∇∇hψ‖L2
T
(H1(R3)),
which is a direct consequence of Sobolev embedding Theorem. When the spatial dimension is two, we
cannot use ‖∇∇hψ‖L2
T
(H1(R2)) to bound ‖∇hψ‖L2
T
(L∞(R2)). So it is necessary to make various changes in
order for the proofs in this article to work in the case that the spatial dimension is two. On the other
hand, if one assume that the initial data are in H2× H˙−s(R2), s ∈ (12 , 1), then use ‖∇1+s∇hψ‖L2T (H1(R2))
to bound ‖∇hψ‖L2
T
(L∞(R2)) and obtain the similar result though the arguments are technically more
complicated.
3 Proof of Theorem 1.1
Via the analysis in [15], one can get the following local existence result following now the standard
arguments:
Theorem 3.1. Assume that the initial data (ψ0, v0) satisfy (∇ψ0, v0) ∈ H2(R3) × H2(R3), then there
exists T0 > 0 such that the system (1.2) has a unique local solution (ψ, v,∇p) on [0, T0] satisfying
∇ψ, v ∈ C([0, T0];H2(R3)), ∇v ∈ L2([0, T0];H2(R3)), (3.1)
∇p ∈ L∞([0, T0];H1(R3)). (3.2)
Proof of Theorem 1.1. Theorem 3.1 implies that the system (1.2) has a unique local strong solution
(ψ, v,∇p) on [0, T ∗), where [0, T ∗) is the maximal existence time interval for the above solution. Our
goal is to prove T ∗ =∞ provided that the initial data (ψ0, v0) satisfy (1.5).
Assume that (ψ, v,∇p) is the unique local strong solution of (1.2) on [0, T ∗), and satisfies (3.1)-(3.2).
From (2.16), we have
B2T ≤ C(‖v0‖2H2(R3) + ‖∇ψ0‖2H2(R3)) + CB3T (1 +BT )2, (3.3)
for all T ∈ (0, T ∗). If the initial data (ψ0, v0) satisfy (1.5), where c0 satisfies
C
√
2Cc0(1 +
√
2Cc0)
2 ≤ 1
2
, (3.4)
then one can easily obtain
B2T ≤ 2CB20 , for all T ∈ (0, T ∗). (3.5)
As the right hand side of the last inequality above remains to be small, we must have that T ∗ =∞, and
hence (1.6) holds. From (2.5), we see that ∇p ∈ L∞([0,∞);H1) and (1.7) holds. This finishes the proof
of Theorem 1.1. 
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Appendix
Here we shall give the proofs of two technical Lemmas 2.4-2.5 that are needed in establishing the key a
priori estimates. As divv = 0, we can replace divhvh = ∂1v1+ ∂2v2 by ∂3v3 in various calculations in the
proof of Lemma 2.4. Sometime, it would be useful (and it may be also necessary) to replace v3. In fact,
via (1.2)1, we can re-write
v3 = −(∂tψ + v · ∇ψ). (3.6)
The above substitution for v3 has the advantage that it reduces space-time integral estimates to estimates
on time slices and space times integral with higher order nonlinearities and fast dissipation. The latter
is smaller by the initial smallness assumptions.
Proof of Lemma 2.4. Using the integration by parts, the fact that divv = 0, the Ho¨lder’s inequality
and the Sobolev embedding Theorem, we can estimate the first term in the lemma 2.4 as follows:
∣∣∣∣∣
∫ T
0
∫
∂3ψ∂
3
3ψ∂
3
3v3dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫
∂3ψ∂
3
3ψ∂
2
3divhvhdxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫ (−∂23vh · ∇h∂3ψ∂33ψ − ∂3ψ∂23vh · ∇h∂33ψ) dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫ (−∂23vh · ∇h∂3ψ∂33ψ + ∂23ψ∂23vh · ∇h∂23ψ + ∂3ψ∂33vh · ∇h∂23ψ) dxdt
∣∣∣∣∣
≤ C‖∂23vh‖L2T (L4(R3))‖∇h∂3ψ‖L2T (L4(R3))‖∂
3
3ψ‖L∞T (L2(R3))
+C‖∂23ψ‖L∞T (L4(R3))‖∂23vh‖L2T (L4(R3))‖∇h∂
2
3ψ‖L2T (L2(R3))
+C‖∂3ψ‖L∞
T
(L∞(R3))‖∂33vh‖L2T (L2(R3))‖∇h∂
2
3ψ‖L2T (L2(R3))
≤ C‖∇ψ‖L∞
T
(H2(R3))‖∇h∇ψ‖L2
T
(H1(R3))‖∇v‖L2
T
(H2(R3)).
The other terms in (2.19) can be treated similarly, and we can conclude Lemma 2.4. 
We shall now proceed with the proof lemma 2.5. The basic strategy has been described earlier, see
for example, (1.9). For this purpose, we first prove the following lemma. Here we use the equation (1.2)1
to bounded the term
∫ T
0
∫
∂3ψ∂3v3(∂
3
3ψ)
2dxdt.
Lemma 3.1. Under the conditions of Lemma 2.3, then there holds
∣∣∣∣∣
∫ T
0
∫
∂3ψ∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣ ≤ CB4T (1 +BT ), (3.7)
where C is a positive constant independent of T .
Proof. Applying (2.3), (3.6), the integration by parts, Ho¨lder’s inequality and Sobolev embedding Theo-
rem, we get
∣∣∣∣∣
∫ T
0
∫
∂3ψ∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫
∂3ψ∂3(∂tψ + v · ∇ψ)(∂33ψ)2dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫
1
2
(∂3ψ)
2(∂33ψ)
2dx
∣∣∣∣
T
0
+
∫ T
0
∫ [−(∂3ψ)2∂33ψ∂33∂tψ + ∂3ψ∂3(v · ∇ψ)(∂33ψ)2] dxdt
∣∣∣∣∣
≤ C‖∂3ψ‖2L∞
T
(L∞(R3))‖∂33ψ‖2L∞
T
(L2(R3))
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+∣∣∣∣∣
∫ T
0
∫ [
(∂3ψ)
2∂33ψ∂
3
3(v · ∇ψ + v3) + ∂3ψ∂3(v · ∇ψ)(∂33ψ)2
]
dxdt
∣∣∣∣∣
≤ C‖∇ψ‖4L∞
T
(H2(R3)) + C‖∂3ψ‖2L4
T
(L∞(R3))‖∂33ψ‖L∞T (L2(R3))‖∂33(v · ∇ψ)− v · ∇∂33ψ‖L2T (L2(R3))
+C‖∂3ψ‖2L4
T
(L∞(R3))‖∂33ψ‖L∞T (L2(R3))‖∂33v3‖L2T (L2(R3))
+
∣∣∣∣∣
∫ T
0
∫ {
1
2
[
(∂3ψ)
2v · ∇(∂33ψ)2 + v · ∇(∂3ψ)2(∂33ψ)2
]}
dxdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
∫ {
∂3ψ∂3v · ∇ψ(∂33ψ)2
}
dxdt
∣∣∣∣∣
≤ CB4T (1 +BT ).
In deriving the last inequality above, we have used the following calculations:
‖∂33(v · ∇ψ)− v · ∇∂33ψ‖L2T (L2(R3))
≤ C‖∇3v‖L2
T
(L2(R3))‖∇ψ‖L∞T (L∞(R3)) + C‖∇2v‖L2T (L4(R3))‖∇
2ψ‖L∞
T
(L4(R3))
+C‖∇v‖L2
T
(L∞(R3))‖∇3ψ‖L∞T (L2(R3))
≤ C‖∇v‖L2
T
(H2(R3))‖∇ψ‖L∞T (H2(R3)),
and also the estimation: ∣∣∣∣∣
∫ T
0
∫ {
∂3ψ∂3v · ∇ψ(∂33ψ)2
}
dxdt
∣∣∣∣∣
≤ ‖∇ψ‖2L4
T
(L∞(R3))‖∇v‖L2T (L∞(R3))‖∇
3ψ‖2L∞
T
(L2(R3)).
Proof of Lemma 2.5. We use Lemma 2.1, (2.19), (3.6), (3.7), the integration by parts, Ho¨lder’s
inequality and Sobolev embedding Theorem to do following derivations:∣∣∣∣∣
∫ T
0
∫
∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫
∂3(∂tψ + v · ∇ψ)(∂33ψ)2dxdt
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂3ψ(∂
3
3ψ)
2dx
∣∣∣∣
T
0
+
∫ T
0
∫ {−2∂3ψ∂33ψ∂33∂tψ + ∂3(v · ∇ψ)(∂33ψ)2} dxdt
∣∣∣∣∣
≤ C‖∂3ψ‖L∞
T
(L∞(R3))‖∂33ψ‖2L∞
T
(L2(R3))
+
∣∣∣∣∣
∫ T
0
∫ {
2∂3ψ∂
3
3ψ∂
3
3(v · ∇ψ + v3) + ∂3(v · ∇ψ)(∂33ψ)2
}
dxdt
∣∣∣∣∣
≤ C‖∇ψ‖3L∞
T
(H2(R3)) + C‖∇ψ‖L∞T (H2(R3))‖∇∇hψ‖L2T (H1(R3))‖∇v‖L2T (H2(R3))
+
∣∣∣∣∣
∫ T
0
∫ {
2∂3ψ∂
3
3ψ[∂
3
3(v · ∇ψ)− v · ∇∂33ψ] + ∂3ψv · ∇(∂33ψ)2
+v · ∇∂3ψ(∂33ψ)2 + ∂3v · ∇ψ(∂33ψ)2
}
dxdt
∣∣
≤ CB3T (1 +B2T ).
In the last step above, we have also applied the following estimate,∣∣∣∣∣
∫ T
0
∫ {
2∂3ψ∂
3
3ψ[∂
3
3(v · ∇ψ)− v · ∇∂33ψ] + ∂3v · ∇ψ(∂33ψ)2
}
dxdt
∣∣∣∣∣
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≤
∣∣∣∣∣
∫ T
0
∫
2∂3ψ∂
3
3ψ(∂
3
3v · ∇ψ + 3∂23v · ∇∂3ψ)dxdt
∣∣∣∣∣ +
∣∣∣∣∣
∫ T
0
∫
6∂3ψ∂
3
3ψ∂3vh · ∇h∂23ψdxdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
∫
7∂3ψ∂3v3(∂
3
3ψ)
2dxdt
∣∣∣∣∣ +
∣∣∣∣∣
∫ T
0
∫
∂3vh · ∇hψ(∂33ψ)2dxdt
∣∣∣∣∣
≤ C‖∇ψ‖2L4
T
(L∞(R3))‖∂33ψ‖L∞T (L2(R3))‖∇3v‖L2T (L2(R3))
+C‖∇ψ‖L4
T
(L∞(R3))‖∂33ψ‖L∞T (L2(R3))‖∇2v‖L2T (L4(R3))‖∇
2ψ‖L4
T
(L4(R3))
+C‖∂3ψ‖L∞
T
(L∞(R3))‖∂33ψ‖L∞T (L2(R3))‖∂3v‖L2T (L∞(R3))‖∇h∂
2
3ψ‖L2T (L2(R3))
+CB4T (1 +BT ) + C‖∂3v‖L2T (L∞(R3))‖∇hψ‖L2T (L∞(R3))‖∂
3
3ψ‖2L∞
T
(L2(R3))
≤ CB4T (1 +BT ).
The remaining parts have already shown to have the desired estimates. Thus we complete the proof
of Lemma. 
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