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Faster-RCNNを用いた名刺項目の位置推定と識別





In this study, we try to construct a deep-learning-based discriminator that can recognize the information on
a business card. In particular, the discriminator can locate where the card holder’s data (it may comprize
his/her name, address, phone number, email, etc.) are on the card, and recognize what each information
is. Our research consists of two approaches and models. The first model extracts HOG (Histogram of
Oriented Gradients) feature quantities that are already located on the card, and classifies each HOG feature
into several prespecified labels (name, address, and so on). In the second model, we modify our first model
to recognize the location where each label is on the card by utilizing the methodology of the Faster RCNN
(region convolutional neural network). In this thesis, we develop the above two models and investigate the
discrimination performance for the sample data sets.
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1. はじめに
従来, 国内でやり取りされる名刺データの管理は
OCR(Optical Character Recognition) 技術を使用し名刺内の
























































稿ではセルのサイズを 12 × 12ピクセル，ブロックのサイズ
も 12 × 12ピクセル，画像サイズは 168 × 84ピクセルとし
た．輝度勾配は,式 (1)～(3)のように算出される.
　
 fx(x, y) = L(x + 1, y) − L(x − 1, y)fy(x, y) = L(x, y − 1) − L(x, y + 1) , (1)
m =
√
fx(x, y)2 + fy(x, y)2, (2)













h(k)2) + ϵ2. (5)
式 (1)の L(x, y)は画像の座標 (x, y)の輝度値である.勾配
強度 mと勾配方向 θを用いて 12 × 12ピクセルをセルとし
た領域において輝度の勾配のヒストグラムを作成する. 勾配
方向ヒストグラムの 0◦ から 180◦ を 8 分割し 8 方向のヒス
トグラムを作成する. 正規化処理は, 各セルで作成した勾配
ヒストグラムをセルのサイズに応じて式 (4)により正規化す
る. h(n) は n 番目の勾配方向ヒストグラムの数値であり, H
は 1ブロックの HOG特徴量の総和で式 (5)により算出する.
m はセルサイズ, N は勾配方向数, また ϵ=1 とした. 特徴量
の次元の算出は以下のようになる. Dim は画像全体の HOG
特徴量の次元数, Image width, Image height は入力画像の幅
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CNN は, 入力層 (input layer), 2 つの畳み込み層 (convolution
layer), ２つのプーリング層 (pooling layer), 2 つの全結合層
(fully connected layer), 出力層 (output layer) から構成される
(図 1). 入力画像の次元は 784次元であり,これを 28×28ピク
セルの正方形行列と考え, CNNの入力層のデータとする. 今
回は 5×5ピクセルの特徴マップを 32個用意した. 特徴マップ
の初期値は一様分布からサンプリングした. その次に畳み込
み層 (1),プーリング層 (1),畳み込み層 (2),プーリング層 (2),
と計算処理をし, 1つ目の全結合層に続く.1つ目では,プーリ
ング層 (2)から出力された 4×4×64の値を 1×1024の数値に
平坦化する. そして, 2 つ目の全結合層では, 9 つの出力とな
るようなソフトマックス出力層として機能する.
(3) 畳み込み演算
畳み込み演算を Y = X ∗W で表す. 出力行列を Y ,入力行







X[i − k1, j − k2]W[k1, k2]. (7)
この総和では, XとW のインデックス参照の方向が異なるた




本稿のプーリングは 2 層とも, 最大値プーリング (max-
















P(y = i|z) = ϕ(z) = exp(zi)∑9
i=1 exp(zi)
(i = 1, 2, . . . , 9). (8)




標となる. 今回は,交差エントロピー誤差 (cross entropy error)
を用いた.交差エントロピー誤差は以下の式になる.
E(w, b) = −
∑
i
(ti log(yi) + (1 − ti) log(1 − yi)). (9)
yi はニューラルネットワークの最終的な出力であり, ti は正
解ラベル, bはバイアスとする. wについては次項で述べる．
(8) 勾配降下法












入力画像を学習済みの CNN Layer にて演算処理を行い
Feature map を抽出する．今回は VGG16 と呼ばれる学習済
み CNNモデルを使用し，この CNNモデルから抽出された








造をもたせた．図 2は Faster RCNNの全体構成の図である．
また bounding box とは物体と思われる領域を矩形で囲んだ
ものを指す．
図 2 : Faster RCNNの全体構成例．
(2) Feature map




とである．例えば入力層のサイズが 224 × 224 × 3 のとき
Feature mapのサイズは 7 × 7 × 512となる (縦横は元画像






のスコアが付与された複数の bounding boxを RPNは提案す
る??．このスコア付き bounding box を提案するために図 3
に示すように bounding boxのパラメータを予測する回帰ネッ
トワークと (図 3(b)) 物体の有無を予測する分類ネットワー
ク (図 3(a))の 2つを結合することで，RPNの構造は出来上
がる．また，図 3の Sliding windowとはあるきまった大きさ
の領域を一定のピクセルごとにずらすことで領域候補を提案
する際の矩形のことである (本研究では Feature map に対し
て 3 × 3の枠を走査した)．
(4) Anchor
Feature mapを作成後，次にAnchorの設定を行う．Anchor
とは Feature map上の各点である．例えば下図のように 576
× 800ピクセルサイズの画像の場合 1つ当たりの Feature map
のサイズは 18 × 25=450 ピクセルとなり，これらの格子状
にある点すべてが Anchorとなる．
図 3 : RPNの構造.
(5) Anchor box
各 Anchor に対して基準の長さと縦横比をそれぞれ決
め複数の Anchor box を作り出す．例えば，基準の長さを
64,128,256 ピクセルとし，縦横比を 1:1，1:2，2:1(正方形，
横長矩形，縦長矩形)とした場合，1つの Anchorに対して，
9個の Anchor boxが生成される．また画像からはみ出た An-
chor box は無視する．図 4 はある Anchor における Anchor
boxの作成例である．Anchor boxesを作成する際の注意点と
して，Anchor boxesの面積は揃えた．例えば，基準の長さを
64 ピクセルにしたとき，Anchor boxes は以下のように整数
のサイズで表される．
図 4 : Anchor boxと Anchorの関係．
1 : 1 → 64 × 64(= 4096),
1 : 2 → 45 × 91(≒ 4096),
2 : 1 → 91 × 45(≒ 4096).






1 つの Anchor に対して 2k 個 (k は 1 つの Anchor に対する
Anchor boxの数)のスコアとして出力される．物体か非物体か






ら IoUは物体，0.3 ≤ IoU ≤ 0.7なら学習に使用しないものと
定義した．さらに，1つの ground truth領域に対して複数の重
複するAnchor boxがある場合は，Non Maximum Suppression
という手法でいづれか 1つに絞り込む．
(7) Non maximum Suppression
RPN での検出結果によっては，検出対象の中心として
複数の bounding box が検出されてしまうことがある．同一














図 6の例は幅 14，高さ 9の物体候補領域が出力された例を
表している．幅を 147 = 2，高さを
9
7 ≒ 1.29 = 1(小数点切り捨
て)とし，これらのサイズで区切ったセルの中でMaxPooling
を行い 7 × 7サイズの RoI Poolingに変換する．RoIプーリ
ング後のベクトルは全結合層を通じて RoI 特徴ベクトルに
変換される．RoI特徴ベクトルは Nc クラスの事後確率を出
力する全結合ネットワークと bounding box への回帰ネット
ワークそれぞれに入力される．
図 5 : 物体候補領域の座標を整数値に変換．
図 6 : RoIプーリング (7 × 7)の例．
(9) 分類ネットワークと回帰ネットワーク
クラスの事後確率を予測するための分類ネットワークは，
物体の有無の 2 クラスを Anchor box ごとに判断するので，
2k 次元のベクトル pi = (p0, ..., p2k)T を出力する．bounding
box への回帰ネットワークは，各 Anchor box からの相対的
な位置と相対サイズを含んだ 4k次元のベクトルを出力する．
このとき (x, y,w, h)を予測した bounding box(x, yは bounding
boxの中心座標，w, hは幅と高さ)，(xa, ya,wa, ha)を Anchor














h )を Anchor boxと
ground truthの相対位置および相対サイズである．
tix = (x − xa)/wa, (11)
tiy = (y − ya)/ha, (12)
tiw = log(w/wa), (13)
tih = log(h/ha), (14)
t∗ix = (x
∗ − xa)/wa, (15)
t∗iy = (y






Faster RCNNではクラス認識と bounding boxへの回帰を
同時に学習するために，ground truth(正解 bounding box)ごと
に計算されるマルチタスク損失 (multi-task loss) を最適化す
ることでネットワークのパラメータを求める．学習は以下の
損失関数 L(pi, p∗i, ti, t∗)を最小化するように確率的勾配降下
法と誤差逆伝播法を用いて行う．














体であると判断した場合に p∗i = 1，非物体であると判断し
た場合に p∗i = 0 となる．pi は i 番目の Anchor box の数で
ある．
Lclass(pi, c) = −logpic. (20)





S moothL1(tij − t∗ij ) (21)
S moothL1(x) =
0.5x2 (i f |x| < 1)|x| − 0.5 (otherwise). (22)
Lregression(ti, t∗i)は Anchor boxごとの出力 ti と t∗i の差に対す





本研究では HOG と CNN モデルを用いた名刺項目の識
別 (実験 1) と，Faster-RCNN モデルを用いた名刺項目の位
置推定とクラス識別を同時に行うマルチタスク学習 (実験
2) の 2 つの実験結果を示す．動作環境は OS:Windows 10















図 7 : 実験 1: 1回目の損失関数のグラフ．
図 8 : 実験 2: 2回目の損失関数のグラフ．
(2) 実験 2の評価方法と結果
a) パラメータ
実験 2では Anchor boxのサイズと縦横比 (表 1)，マルチ





予測した bounding box の領域を Rp とし，正解となる







下の表に 5 つの実験についての Anchor box の設定，損
失関数のバランスパラメータ，性能比較の表をまとめる．
表 1 Anchor boxの設定．
実験名 サイズ 縦横比 (width:height)
実験 2-1 642, 1282, 2562 (1:1),(1:3),(3:1)
実験 2-2 642, 1282, 2562 (1:1)(,1:3),(3:1)
実験 2-3 642, 1282, 2562, 5122 (1:1),(1:3),(3:1)
実験 2-4 642, 1282, 2562, 5122 (1:1),(1:4),(4:1)
実験 2-5 642, 1282, 2562, 5122 (1:1),(1:4),(4:1)
表 2損失関数の αと βの値
実験名 α β
実験 2-1 1.0 1.0
実験 2-2 1.0 1.0
実験 2-3 1.0 5.0
実験 2-4 1.0 10.0
実験 2-5 5.0 1.0
表 3各実験の性能比較 (テストデータより)．
実験名 物体再現率 物体クラス認識率
実験 2-1 0.929 0.836
実験 2-2 0.843 0.878
実験 2-3 0.926 0.903
実験 2-4 0.901 0.894
実験 2-5 0.704 0.897
物体再現率は，先で述べた評価方法より物体として検出
された bounding box の検出領域が ground truth 検出領域と
共通面積領域が 0.5を超え，かつ bounding box のと ground
trurh のクラス認識が正しく一致していた場合の割合を示し
ている．物体クラス認識率とは物体として検出されたすべて










図 9 : 実験 2-3によるテスト画像の出力例.
図 9は実験 2-3のテスト画像の例である．右の画像はす




図 10 : 実験 2-3の損失関数グラフ．
失関数の推移である．class lossは式の (19)右辺の第 1項の
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