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Abstract 
Automatic Speech Recognition (ASR) systems are extensively used in many real life applica-
tions such as transcription of broadcast news, command driven hands-free control systems, car 
navigation systems, information systems with dialogue-based front-ends and security applica-
tions such as speaker verification. Despite substantial progress throughout the last decade, 
performance of state of the art ASR systems still lags far behind that of humans for all tasks 
from the transcription of telephone conversations to meeting room conversations. Although 
there are many aspects related to the poor performance of the complex recognition tasks in 
ASR systems, the main causes of the recognition performance degradation in ASR systems 
are the huge variability (mainly the temporal variability and the complex spectral variability) 
in the speech signals and the modeling paradigm that has been employed in ASR systems to 
capture the complex variability of the speech signal. 
The Hidden Markov Model (HMM) is the most successful and widely used statistical ap-
proach for modeling speech signals in the current generation of commercial ASR systems. 
This is because HMM displays a powerful ability to model the temporal variability of speech 
signals statistically as well as the ability to capture the complex spectral variability using its 
state transition distribution and the state-based associated mixture models. There are other 
reasons for using HMM as the modeling paradigm of speech in ASR systems such as the 
existence of efficient algorithms for both the training and recognition processes. 
The standard training method of HMM is the Baum-Welch algorithm (Expectation Max-
imization, EM algorithm). The EM algorithm is attractive because it is computationally 
efficient and it can approximate the underlying distributions from the set of observed data 
with hidden components. So, it is used for training of the HMM as well as many other prob-
abilistic models such as Finite Mixture Models (FMM), Gaussian Mixture Models (GMM). 
Unfortunately, during the training process, the HMM estimated by the Baum-Welch (EM) 
approach is not always the best and thereby use of the model estimated by EM may lower 
the recognition accuracy. The reason is that the EM algorithm is dependent on the selection 
of the initial values of model parameters and is guaranteed to produce a local rather than 
a global maximum of the likelihood function. This gives a non-optimized estimation of the 
parameters of HMM and consequently lowers the recognition accuracy. 
This dissertation addresses the shortcomings in the training of HMM based acoustic models in 
ASR systems. To overcome the shortcomings (the local convergence problem) of the training 
of HMM, this thesis investigates the suitability of applying the standard metaheuristic ap-
proaches for the training of HMM, analyzes the approaches to the training problem of other 
probabilistic models (FMM, GMM) in static pattern recognition problems, finds the implica-
tions of these approaches to (GMM, FMM) on the training problem of HMM and thereby 
proposes several hybrids of standard metaheuristic approaches for the training of HMM based 
acoustic models in ASR systems. Finally, it justifies the effectiveness of the proposed hybrids 
of standard metaheuristics approaches in the training of HMM based acoustic models for ASR 
systems. Three main hybrid metaheuristic approaches have been proposed in designing the 
training algorithms for HMM: i) A hybrid of a population-based metaheuristic (Evolutionary 
Algorithm, EA) and the standard training method, Expectation Maximization (EM), ii) A 
hybrid of a single candidate model based metaheuristic (Simulated Annealing, SA) and the 
EM along with stochastic variations and iii) A hybrid of a population based meta heuristic 
(EA), a single candidate model based metaheuristic (SA) and the EM. 
The proposed hybrid algorithms combine several potential features such as population-wide 
search, ability to maintain global explorative properties of search, implicit parallelism and the 
principle of survival of the fittest from EA, the global convergence properties and stochastic 
annealing technique from SA and maximum likelihood estimation capability (from incomplete 
data) from EM and avoids several weakness of the approaches. The first proposed hybrid of a 
population-based metaheuristic (EA), (the Constraint-based Evolutionary Learning approach 
[j] 
to EM, eEL-EM), facilitates EA to converge on globally competitive solutions irrespective of 
local optima, and then EM to improve on the solutions discovered by the EA by ascending the 
hill to the optima of their corresponding attraction basins that enables EM to escape from 
many local maxima. Several constraint-based versions and different fusion strategies for the 
hybrid of EA and EM (eEL-EM) have also been introduced. The proposed single-candidate 
model based second hybrid metaheuristic, the hybrid of SA and EM incorporates a stochastic 
step between the EM steps (a stochastic-EM) which provides a stochastic reformulation of 
the HMM estimation process. In the hybrid of SA and Stochastic-EM (SASEM), the stochas-
tic steps between the EM steps can prevent EM converging to a local maximum and find 
better maxima of the likelihood function as well as better estimation of the HMM using the 
stochastic reformulation of HMM based neighborhood operator and the global convergence 
properties of SA. The third hybrid of meta heuristics hybridizes the EA, SA and Stochastic-
EM (EA-SASEM). EA-SASEM takes advantages of the several strengths and avoids several 
weaknesses of both approaches in the combination of EA and SA. The proposed EA-SASEM 
uses the best constraint-based version of first hybrid approach (eEL-EM) and the stochastic 
reformulation of HMM based neighborhood operator of the second hybrid approach (SASEM) . 
The complementary properties of EA and SA, stochastic reformulation of HMM based neigh-
borhood operator and the best constraint-based version of eEL-EM provide EA-SASEM a 
sufficient potential to find better estimation for HMM. 
The novelty of all the proposed hybrid metaheuristic-based training approaches is that they 
overcome the local convergence problem of EM in HMM training to varying extents but to a 
greater extent than EM. The proposed algorithms can generally be applied for estimation of 
constraint-based models with many constraints and large numbers of parameters like HMM 
as well as other probabilistic models such as FMM and GMM in static pattern recognition 
problems. All proposed hybrid meta heuristic approaches have been implemented and tested 
on a standard speech corpus for ASR systems with different configurations of HMM. Exper-
imental results show that all proposed hybrid algorithms outperform the standard training 
method (EM) . The proposed EA-SASEM obtains the best performance. Some future exten-
sions of this research regarding methods for reducing the training time of the proposed hybrid 
metaheuristic approaches are also presented. 
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Chapter 1 
Introduction 
1.1 Introduction 
This dissertation presents hybrid training approaches to Hidden Markov Model based acoustic 
models for Automatic Speech Recognition (ASR) systems. The proposed training approaches 
build a probabilistic model (acoustic model) for appropriate representation of dynamic and 
sequential nature of speech in the ASR systems. The remainder of this chapter elaborates 
the motivation, the main research problems and questions, the proposed approaches to the 
research problem and the major contribution of this research. In the last section, a detailed 
outline of this thesis is given. 
1.2 Motivation 
Automatic Speech Recognition (ASR) has been an important research area for many years due 
to its breadth of applicability in many practical applications such as transcription of broad-
cast news and call center interactions, telephone directory services enquiry, command driven 
hands-free control systems or voice control systems, car navigation systems, live transcrip-
tion of speech for subtitles, information systems with speech-based front-ends and security 
applications such as speaker verification. As the deployment of Information Technology (IT) 
is rapidly increasing in major industry sectors (e.g. telecommunication, banking, finance, 
technology, retail, insurance, entertainment, etc.), ASR systems are being widely used In 
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combination with other tasks such as the automation of complex operator-based tasks, cus-
tomer care, form filling applications, provisioning of new services, customer-help-line services 
in the industry sectors to further promote their systems automation capability. 
Although the application areas are quite different from one another, the main task of a typical 
speech recognition system (ASR) used in a typical application is to take the speech signal 
as its input and convert it accurately and efficiently into strings of texts. To accomplish this 
task almost all of the state-of-the-art ASR systems find the word sequence W with maximum 
posterior probability arg maxw P(WIO) given the speech data 0 which is determined by the 
formulation of Bayesian classification (here 0 is known as sequence of features of speech 
signals). To implement the Bayesian formulation, ASR systems commonly use the following 
four basic components. 
Feature Extraction The feature extraction component converts the sampled speech signal 
into a sequence of feature vectors 0 suitable for ASR systems each bearing the relevant 
linguistic information in the speech signal at a particular point in time. The feature 
extraction component is often called the signal-processing front end. 
Acoustic Model The acoustic model's function during the recognition process is to compute 
the likelihood P{OIW) of a sequence of feature vectors 0 given the word sequence W 
in the Baysian formulation. 
Language Model The main task of a language model in the recognition process is to com-
pute the prior probability P{W) for any candidate word string W. 
Decoding The decoding component searches for the most likely sequence of the words 
W = arg maxw P{WIO) given the feature vector sequence 0 using the acoustic and 
language model probabilities. 
1.2.1 Speech signal variability and performance of ASR systems 
Inspite of significant advances accomplished throughout the last decade, state of the art per-
formance of ASR systems still lags far behind the performance of humans for all tasks from 
the transcription of telephone conversations to the transcription of speech in the meeting 
[j] 
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rooms [2] . Most commercial ASR systems are task dependent; a system trained for a specific 
task may not work well for other tasks. Moving the domain typically results in a lowering 
of the recognition accuracy due to the increase in the incidence of words outside the vocab-
ulary [3], [4]. Again, if the ASR system has been trained on read speech but is applied to 
spontaneous speech, performance decreases because of the increased variability in speaking 
rate, poor articulation and various types of disfluency (e.g. false-start, hesitations and cor-
rections). The performance of task specific system is also not perfect. Performance of ASR 
systems also degrade due to a change in speaker, because the system parameters becomes 
tuned to the specific speaker(s) involved in the training. There are some speaker-adaptive 
systems which tune themselves to any speaker using some enrolment data. These speaker 
adaptation techniques still need large amounts of enrolment data [5], [6]. The collection of 
significant amounts of enrolment data and techniques used to re-compute and update the 
system parameters according to a new speaker's speech characteristics during the recognition 
phase requires more collection and computational time which in turn may decrease the sys-
tems automation capability [5]. [6]. 
The main cause of the complication in the development of a recognition system is the huge 
variability in the speech signals. Variability in the speech signals [7] arises due to the inter-
speaker variations (sex, age, dialectal change, length of vocal tract), intra-speaker variations 
(changes in the speakers mood of speaking: conversational, prompted, read, stress and ex-
citement) and the contextual effect. So, the complex feature characteristics of the speech 
signal is the central issue in developing the ASR systems. Current generation commercial 
recognition systems use a common system architecture, methodology, larger training corpora, 
different adaptation techniques and faster processors to deal with these complications or make 
the system task specific rather than making it more general. 
1.2.2 The acoustic model of an ASR system and its training 
Although, the development of ASR systems is continuing to improve its performance the real 
issue, speech variability, has not received much attention in most of the systems. Hence, in 
these systems, overall performance is not satisfactory. These approaches overlook the central 
issue of speech variability and do not give much attention to its impact on modeling the speech 
[j] 
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signals and thereby the performance of the ASR systems. Therefore, if some method could be 
employed to find an appropriate model for the speech signal that could appropriately handle 
the speech variability and can precisely represent the underlying complex structures of the 
speech signal, then many of the current problems of ASR systems would be resolved and the 
ASR systems would be minimally affected by the huge variability in speech. All these issues 
imply that improvement in the modeling paradigm of the speech signals can be a significant 
research and development route to real improvement in the future ASR system's performance. 
The Hidden Markov Model (HMM) [8], [9] is the most successful and widely used statis-
tical modeling technique [7-9] for devising a probabilistic model (the acoustic model) for 
speech signals in the current generation commercial ASR systems. This is because HMM has 
a powerful ability to model the major speech variability: the temporal variability of speech 
signals statistically as well as has the ability to capture the complex spectral variability using 
the transition distribution and the associated mixture models at each state [8-10]. There are 
other reasons for using HMM as an acoustic model for speech recognition as well as a standard 
probabilistic model in sequential pattern recognition problems such as availability of flexible 
and computationally efficient decoding and training algorithms [8]. [9]. In a Bayesian clas-
sification scenario (for speech signal classification and recognition), the HMM (the acoustic 
model) provides a parametric mapping from the speech features of the instances of a partic-
ular speech sound class (phoneme) to its label (where a phoneme is the smallest meaningful 
contrastive unit in the phonology of a language) . In other words, the HMM provides the 
posterior probability of the speech signal given the phoneme classes / signal classes in signal 
classification [10], [8]. Therefore, success of the recognizer / classifier for speech depends 
heavily on how precisely the estimated HMM can represent the underlying phoneme or signal 
classes in the speech data. 
1.2.3 Research problem: the training problem in the acoustic model 
The standard training method of HMM for estimation of its parameters is the Baum-Welch 
algorithm (Expectation Maximization, EM algorithm) [8-11]. The EM algorithm is attractive 
and used for estimation of the HMM as well as for estimation of many other probabilistic 
models such as the Finite Mixture Models (FMM) [12-14] and the Gaussian Mixture Models 
. LiJ 
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(GMM) [10,12-14] because it is computationally efficient and can approximate the underly-
ing distribution from the set of observed data with hidden components [8,10,11]. Especially, 
while modeling a speech signal using HMM, features from the speech signal are observed 
but the state sequence of HMM which generated the signal remains hidden. In this case, 
optimization of the likelihood function is usually analytically intractable [10]. But the EM 
algorithm [10], [11] simplifies the likelihood function by considering some additional variables 
for hidden components of the data and initial values for those variables so that the likelihood 
function can be optimized [10], [11]. The EM estimates the parameters of HMM in an itera-
tive manner that makes it more computationally efFicient and improves the convergence rate 
because EM guarantees an increment in the likelihood function at each iteration [10,11,15-17] 
of its estimation procedure. 
Unfortunately, the estimation of HMM computed by the Baum-Welch (EM) [8,10,11] ap-
proach is not always the best [10,15-17] and thereby use of the model estimated by EM may 
lower the recognition accuracy of ASR systems. The reason is that the EM algorithm is depen-
dent on the selection of the initial values of model parameters and is guaranteed to produce a 
local rather than a global maximum of the likelihood function oftraining process [10,15-17]. 
This gives a non-optimized estimation of the parameters of HMM and consequently lowers the 
recognition accuracy. Therefore the local convergence problem in the training of HMM based 
acoustic models in ASR systems is the main research problem addressed in this dissertation. 
1.2.3.1 Research questions 
To investigate the possible solutions for the training problem of HMM, this research attempts 
to find the answers to the following questions. 
1. How can the local convergence problem of EM in HMM training be avoided? 
2. How can the traditional heuristic and metaheuristic approaches or any hybrid of meta-
heuristic approaches with EM be applied for solving the local convergence problem of 
EM? 
3. What are the approaches employed for solving the local convergence problem in EM-
based training approaches for other probabilistic models (FMM and GMM) In non-
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sequential/ static pattern recognition problems? 
4. How can we provide better initialization for EM in the HMM training? 
5. How can the concept for the approaches adopted for training of other probabilistic 
models (FMM and GMM) in static pattern recognition problems be employed for HMM 
training in ASR systems? 
Throughout the course of this dissertation these research questions were investigated and 
examined as described in the next section. 
1.2.4 The proposed approaches to the research problem 
Heuristic and meta heuristic techniques are popular approaches to solve many real world com-
plex optimization problems [18-22]. Heuristic techniques [19], [20] show high potential in 
finding optimal solutions by exploiting the problem's structural properties, but these are very 
specific to a particular problem and hard to apply to other problem types [18-20,23]. In 
contrast, metaheuristic approaches are more popular and can generally be applied to solve 
an optimization problem like a black-box optimization algorithm [24]. In the literature many 
popular meta heuristic [25], [18] techniques have been proposed such as Simulated Anneal-
ing (SA) [26-31], Tabu Search (TS) [32-35]' Threshold Accepting (TA) [36], Evolutionary 
Algorithm (EA) [37-39]. The population based metaheuristic search approaches such as 
an Evolutionary Algorithm (EA), have been widely used for solving many optimization prob-
lems [37-39]. The EA could be used to avoid the local convergence problem of HMM training. 
The EA can explore the search space without using any knowledge about the underlying prob-
lem structure and is less likely to be trapped into the local maxima. However, it is well known 
that EA is inefficient for high dimensional complex optimization problems [40-44] such as the 
objective function in HMM training. 
Recently several investigators have applied single candidate-model based metaheuristic ap-
proach such as Tabu Search (TS) [45], [46] in combination with EM to overcome the problem 
of EM for Continuous Density HMM (CDHMM). The TS requires huge amounts of mem-
ory to maintain the list of already visited solutions due to the high number of variables in 
LiJ 
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CDHMM. The characteristics ofthe moves could be recorded instead of storing the solutions 
for reducing the memory requirement but this makes TS too restrictive. Empirical studies 
show that in a high dimensional search space, a limited number of iterations with restrictive 
TS makes it dependent on initial point. An inappropriate choice of initial point results in a 
failure to find an optimal solution. TS works on single candidate models. In this context, 
hybrid algorithms (that combine population-based metaheuristic EA and local search) may be 
more effective [40-44,47,48]. 
Hybrids of population-based metaheuristic are widely used in many real world optimization 
problems [41-44,47,49-56]. In the hybrids of population-based metaheuristic EA, the proba-
bility of choosing an inappropriate initial point is minimized due to the use of a large number 
of initial points of EA distributed over the whole search space. In the literature, [57-60] have 
used EA in combination with EM for training of a Gaussian Mixture Model (GMM) in a non-
linear classification problem and unsupervised clustering. These hybrid algorithms in [57-60] 
ignore the constraints of the GMM and assume equal mixture weights which may fail in many 
practical situations where the mixture weights of individual mixtures of GMM are not the 
same. Therefore, these algorithms [57-60] cannot be applied on the constraint-based models 
like HMM. When a hybrid of EA and EM is applied on a constraint-based model like HMM, 
the problem context is changed. HMM combines several GMMs into a single model that con-
stitutes a large numbers of parameters and mixture constraints aggregated from the GMMs. 
The HMM also has transition and observation probability constraints for each state. These 
constraints must be satisfied while estimating the HMM parameters. When the EM is applied 
separately, the constraints are automatically satisfied [8-10]. However, EA is stochastic and 
can violate the constraints of HMM when applied with the hybrid algorithm. Therefore, the 
algorithms proposed in [57-60] cannot be applied on the HMM. 
In general, the hybrids of population-based metaheuristic EA and local search algorithms 
combine the benefits from the complementary properties of EA and EM and therefore, can 
explore the search space more extensively than hybrids of single candidate model based ap-
proaches [40-44,47,48]. In the hybrid algorithms, EA may converge on globally competitive 
solutions irrespective of local optima, and then local search can potentially improve on the 
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solutions discovered by the EA by ascending the hill to the optima of their corresponding 
attraction basins [41-44,47,49-56]. Therefore, in this thesis, a hybrid of a population-based 
metaheuristic, the Constraint-based Evolutionary learning approach to EM (CEl-EM) is pro-
posed for solving the local convergence problem in HMM training. The likelihood function of 
HMM training is a constrained function and the constraints of HMM must be satisfied during 
the estimation process of H M M [8-10]. Therefore a constraint-based [61]. [62] approach to 
EA has been devised in the proposed hybrid training algorithm for HMM, the CEl-EM. 
Several constraint-based versions of the hybrid algorithm CEl-EM have been proposed here. 
The first constraint-based version of CEl-EM follows a penalization method [61], [62] sim-
ilar to the traditional constraint handling technique used in the EA [61]. [62]. The second 
version of CEl-EM uses a lagrange Multiplier (lM) [63]. [64] based technique to handle the 
constraints. The traditional constraint handling method [61] of EA makes different levels in a 
particular constraint depending on the values of the constraint. This requires a large number 
of optimal static-penalty co-efficients for many HMM constraints which are hard to find and 
increases the number of parameters to optimize [61]. Therefore, in the second constraint 
handling approach a lagrange Multipliers (lM) based approach has been introduced which 
can transform a constraint based optimization problem into an unconstrained based problem 
and requires a fixed number of parameters [63]. [64]. The traditional training algorithm, EM 
is dependent on initial point [8-10] . In the CEl-EM, a Variable Initialization Approach (VIA) 
to EM has been introduced that can provide better initialization for EA and EM as well. In 
addition, several fusion strategies for the proposed hybrid algorithm, CEl-EM have been in-
troduced where a Lamarckian evolution [41-43] is executed periodically after the execution of 
a Darwinian evolution [37-39] for a specific period of time making a staged fusion [53]. [52]. 
Staged fusion of CEl-EM can utilize the local knowledge of EM as well as minimize the loss 
of hyper-plane partition information in the EA due to hybridization. The first fusion strategy 
of CEl-EM uses a simple staged fusion approach and the second strategy applies a biased-
crossover technique [65]. [66] with the staged fusion. 
In the literature, Celeux [67]. [68] proposed a Stochastic version of EM (SEM) [67] and formu-
lated SEM for the Finite Mixture Model (FMM) by incorporating a stochastic step between 
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the EM steps to avoid the training problems of other probabilistic models such as the Finite 
Mixture Model (FMM) and the Gaussian Mixture Model (GMM) in static pattern recognition 
problems. Celeux [68] also proposed a modified version of SEM known as the Stochastic 
Approximation version of EM (SAEM) [68]. However both SEM and SAEM [67], [68] were 
formulated and tested for Finite Mixture Models (FMM). FMM is different from HMM, there-
fore, the formulation of SEM and SAEM [67], [68] cannot be applied for the training of HMM. 
Using the implications of FMM based stochastic variants of EM, a single candidate-model 
based hybrid training algorithm for HMM, the Simulated Annealing Stochastic version of EM 
(SASEM) has been proposed that hybridizes the Simulated Annealing (SA) and the EM. A 
stochastic reformulation of the HMM has been introduced in the SASEM by implementing a 
stochastic step between the EM steps which is used to generate the neighborhood points for 
the SA. The SASEM can avoid the local convergence in the EM by the random perturbation 
of the stochastic steps between the EM steps and find better maximum of likelihood function 
using the global convergence properties of SA. 
Both the population-based metaheuristic EA and single candidate-model based metaheuris-
tic SA have some strengths and weakness. The SA possess mathematically proven global 
convergence properties but it depends on its cooling schedule [26]. If the cooling schedule 
is inappropriate, SA may converge to suboptimal solutions. Therefore, good structure or 
substructure may be discarded for an inappropriate cooling schedule and cannot be regained 
since SA is a single candidate-model based approach [26-29]. In contrast, EA is a popula-
tion based approach. When a population of chromosomes are evaluated many hyperplanes 
are assessed simultaneously each time and far more hyper-plans are sampled simultaneously 
than the actual number of chromosomes contained in the population of EA using the implicit 
parallelism technique of EA [37-39,69]. Through the process of selection and crossover, the 
schemata of competing hyperplanes increase or decrease their representation in the population 
according to their relative fitness. Using the large number of solutions in the population, the 
principle of building-block combinations, the implicit parallelism technique and the principle 
of survival of the fittest, EA elevates the good structures exponentially in its population in 
successive generations [37-39,69]. Thus EA can maintain good structures successively as the 
number of generations increases. The combinations of EA and SA can take advantage from 
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the complementary properties of both algorithms. Many hybrid algorithms of EA and SA have 
been proposed in the literature [30,31,44,50,70-74]. Therefore, in this thesis, a hybrid of EA 
and Simulated Annealing Stochastic version of EM (EA-SASEM) have been proposed. The 
EA-SASEM uses the stochastic reformulation of HMM estimation process of SASEM and the 
constraint-based approach proposed in the CEl-EM. The EA-SASEM can take advantages of 
the several strengths of CEl-EM and SASEM and leave behind the weaknesses of EA and SA. 
All hybrid training algorithms for HMM based acoustic models proposed in this thesis have 
been trained using standard speech data sets. The performances of the proposed algorithms 
have been evaluated using the recognition experiments with standard test data sets. Standard 
statistical significance tests (Matched-pair tests) have been performed to test the significance 
of the improvement in recognition performances of the proposed hybrid training algorithms 
for HMM based acoustic models. 
1.3 Contributions 
The following major contributions are accomplished in this research . 
Population-based hybrid meta heuristic training framework A hybrid of a population-
based metaheuristic Evolutionary Algorithm (EA) and the Expectation Maximization 
(EM) based training framework (CEl-EM) has been proposed for constraint-based prob-
abilistic models with many constraints and large numbers of parameters like HMM. 
1. Different constraint based models for the hybrid training approach (CEl-EM) have 
been proposed and formulated for HMM . 
2. Combinations of constraint-based models of and fusion strategies for CEl-EM 
have also been proposed. 
3. A Variable Initialization Approach, (VIA) has been introduced to provide a better 
initialization for EM in the ASR systems. 
Single-candidate model based hybrid metaheuristic approach A hybrid of a single can-
didate model based metaheuristic approach, Simulated Annealing (SA) and a Stochastic 
version of EM based training framework (SASEM) has been introduced that can gen-
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erally be applied for estimation of probabilistic models such as HMM, FMM and GMM. 
In the SASEM, a simulated annealing based stochastic reformulation of the HMM is 
derived to provide better estimation for HMM . 
Hybrid of population-based and single-candidate model based metaheuristics A hy-
brid training framework has been proposed using a combination of a population-based 
metaheuristic EA, Simulated Annealing (SA) and the EM where the stochastic refor-
mulation of HMM estimation process of SASEM and constraint-based approaches of 
CEl-EM are used to overcome the local convergence problem of HMM training. 
All proposed hybrid metaheuristic-based training approaches can generally be applied for esti-
mation of the constraint based probabilistic models with many constraints and large number 
of parameters like HMM, (GMM and FMM) for static pattern recognition problems and other 
HMM based acoustic model (Factor Analyzed Hidden Markov Model (FAHMM) [75]). 
1.4 Organization of the thesis 
The remainder of the thesis is organized as follows. Chapter-2 describes the speech produc-
tion mechanism and the dynamical and sequential nature of speech signal. Then the general 
modeling requirements for the speech signals as well as the sequential pattern recognition 
approach to recognize the speech signals have been described. The appropriateness of the 
Hidden Markov Model (HMM) for representing the dynamic and sequential behavior of speech 
signal is also explained. A theoretical discussion on the HMM assumptions, parameters and 
constraints including some other HMM based acoustic models such as Factor Analyzed Hid-
den Markov Model (FAHMM) and Segmental Hidden Markov Model (SHMM) have been 
provided in this chapter. The basic training criteria for HMM based acoustic models have 
been discussed in detail. 
Chapter-3 provides the general procedure for training of the probabilistic models using the 
Maximum likelihood Estimation (MlE) method. It also explains that simple derivative ap-
proaches of MlE cannot be applied for estimation of HMM parameters. A comprehensive 
mathematical analysis has been carried which shows that the EM algorithm can solve the 
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MLE problem and estimates the HMM parameters or any probabilistic model's parameters 
if the observed data has missing components and/or the model is multi-modal. Properties 
of the EM algorithm have been mathematically analyzed thoroughly which shows EM is very 
computationally efficient but it generates a local convergence problem during HMM training. 
Chapter-4 discusses the general heuristic and metaheuristic techniques for solving the local 
convergence problems. Different metaheuristic approaches including single candidate model 
based approaches (Simulated Annealing (SA), Tabu Search (TS), Neighborhood search ap-
proaches, Threshold Accepting (TA), Iterated local search), population-based approach Evolu-
tionary Algorithm (EA) and different constraint-based approaches to EA have mainly focussed 
in this chapter. Combinations of metaheuristic approaches have also been reviewed to inspect 
their functionality for the local convergence problem in HMM training. Two important hy-
brids of metaheuristic approaches using a single candidate model metaheuristic with a local 
search and a population based metaheuristic with a local search have also been discussed. 
The strengths and weaknesses of different fusion strategies of the hybrids of population based 
metaheuristics and parallel approaches to EA have also been reviewed to explore their suit-
ability for HMM training. 
The EM algorithm is also used in the training of other probabilistic models such as Fi-
nite Mixture Models (FMM) and Gaussian Mixture Models (GMM) which are used in static 
pattern recognition problems. Therefore, FMM, GMM and their training approaches have 
been reviewed in detail in chapter-5. Both FMM and GMM also face the local convergence 
problem in their training process. Different Stochastic variants of EM (SEM) for overcoming 
the training problem of FMM and GMM have been detailed thoroughly in this chapter. A 
comprehensive mathematical analysis has been presented in this chapter to investigate the 
implications of different stochastic variants of EM proposed for FMM on the training problem 
of HMM. 
Chapter-6 reviews the performance evaluation steps of the training algorithms for acous-
tic models in ASR systems. It details the performance evaluation methods, metrics, standard 
training data sets and test data sets. It also discuses the other subsystems of ASR systems 
• 
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(the language modeling and decoding techniques) that are used in the performance evaluation 
procedure. The experimental procedure for comparing the performance of different training 
algorithms for acoustic models in ASR systems has been presented at the end of this chapter. 
Chapter-7 describes one of the main proposed methodologies for the solution of the training 
problem in the HMM. A Constraint-based Evolutionary learning approach to EM (CEl-EM) 
has been proposed in this chapter by combining a population-based metaheuristic EA with the 
EM to overcome the training problem of HMM. Chapter-7 investigates different constraint-
based issues for the hybrid of population-based metaheuristic and EM for HMM. Several 
constraint-based versions of CEl-EM have been also introduced. This chapter also inspects 
the combination strategies for the hybrid algorithm (CEl-EM). A staged fusion approach 
has been described for the eEL-EM. Two different fusion strategies: a simple staged fusion 
approach and a staged fusion with biassed-crossover approach have been investigated and de-
tailed in this chapter. Experimental procedures, the training of HMM for ASR systems using 
eEL-EM, its constraint-based versions and fusion strategies have been also detailed in this 
chapter. Performance evaluation of different versions of CEl-EM, recognition experiments 
in the ASR systems based on the trained HMM by different versions of eEL-EM and their 
accuracy results, the significance tests for the performance evaluation of eEL-EM and their 
results have been explained in detail in this chapter. A study of computational performance 
of different versions of eEL-EM and their comparison to the computational performance of 
EM have been made at the end of this chapter. 
Chapter-8 presents the second proposed methodology for the training of HMM in ASR sys-
tems. Based on the implications of different Stochastic variants of EM (SEM) for FMM 
and GMM, a single candidate model-based hybrid of metaheuristic, Simulated Annealing 
Stochastic version of EM (SASEM) has been proposed by combining the SA and the EM in 
this chapter. This chapter also discusses different aspects of Simulated Annealing (SA) in 
stochastic reformulation of the HMM estimation process including the neighborhood gener-
ation process, cooling schedule and acceptance criteria of the SA. lastly, the performance 
evaluation process and the experimental results of performance evaluation of SASEM have 
been presented. It also includes a comparison of both recognition and computational perfor-
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mance SASEM to the performances of CEl-EM. 
Using the recommendations from the investigations, analyses and experimental results of 
chapter-7 and chapter-B, chapter-9 concludes a final hybrid training approaches to HMM 
based acoustic models in ASR systems, a hybrid of Evolutionary Algorithm and Simulated 
Annealing Stochastic version of EM (EA-SASEM). Different features of the proposed EA-
SASEM such as constraint-based issues, initialization issue of EA, neighborhood generation 
process and cooling schedules of the SA phase, plug-in method of the SA phase with the 
EA stage have been detailed in this chapter. Finally, both the recognition performances and 
computational performances of all three proposed algorithm have been compared at the end 
of this chapter. 
Chapter-10 draws a conclusion of this study, discusses the limitations of the proposed al-
gorithms for the training of HMM based acoustic models in ASR systems and major contri-
butions. It also highlights some future extensions of this research at the end. 
Part II 
Literature review 
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Chapter 2 
Acoustic model of speech signal in 
ASR systems 
2.1 Introduction 
This chapter discusses the speech signal, its production mechanism and sequential behavior. 
It also presents the modeling requirements of speech signal as a sequential pattern in the 
recognition of speech. Standard probabilistic model for speech, the Hidden Markov Model 
(HMM), its parameters and assumptions in ASR systems and variations of HMM have also 
been described in detail. At last, the training criteria of the HM M based acoustic models in 
ASR systems and the feature extraction process before the training of HMM has also been 
reviewed. 
2.2 Speech signal and its production mechanism 
Many patterns in a domain (such as printed characters) are static as in their generation they 
are not changed considerably except for a little deformation by noise corruption. However 
patterns like speech signals and on-line handwriting artifacts are dynamic and sequential. For 
speech, the beginning of a phone (the physical sound produced when a phoneme is articu-
lated) is affected by the previous phone; the end of a phone is affected by the phones that 
follow, that is, the features of a particular signal class (phoneme) vary when the sequence 
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of signal classes changes. Even for the same sequences of signal classes, the features of a 
particular signal class vary if the speaker changes or the emotion of the speaker changes. 
Human speech is the result of the execution of neuromascular commands. The commands 
are executed by the different organs (vocal cords, jaw, tongue, velum, lips and mouth) ofthe 
human vocal mechanism Figure-2.1, 2.2. Air enters the lungs from the usual breathing pro-
cess. When the air is expelled from the lungs through the trachea, the vocal cords are made 
to vibrate by the air flow. Vibration of the vocal cords causes the air flow to be converted 
into cyclic puffs of air that then become sound. When we speak, movement of different 
articulatory organs (jaw, tongue, velum, lips and mouth) Figure-2.1, 2.2 change the shape of 
the vocal tract which produces a wide varieties of tones. The vocal tract moves from one 
state to the next state so that a proper sequence of speech sound is produced. A schematic 
diagram of human vocal mechanism is presented in Figure-2.1. A simplified representation of 
the complete physiological mechanism for creating speech is represented in Figure-2.2. 
One of the major features of the speech production mechanism is co-articulation. Movement 
of the articulators (jaw, tongue, velum, lips, and mouth) are continuous and that produces 
continuous speech. For example, the movement of articulators for uttering the sound 'api' is 
not a simple connection of the positions of the articulators for the phonemes 'a', 'p' and 'i'. 
The articulations for the phoneme /p/ is affected by the articulations of the vowel /i/. (0-
articulation causes a particular phoneme in continuous speech to be affected by the phoneme 
pronounced immediately before and the uttered phoneme that follows it. This means the 
same phoneme can be produced differently according to the surrounding phoneme context to 
ensure a smooth transition between syllables. This causes temporal variability in the speech 
signal. Another temporal variability is created due to speech rate. Different people talk with 
different speech rates. A normal speech rate is 10 phonemes per second, however speech can 
be uttered at much lower rates or higher rates. Due to this temporal variability, the duration 
of a particular phoneme varies. Different people sound differently, again if the emotion of the 
speaker changes, speech also changes which give the spectral variability in the speech. All of 
these different aspects recognize that the human speech production mechanism is continu-
ous, sequential and dynamic. Therefore, a speech signal is also a continuous, sequential and 
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dynamic pattern. In general, a sequential pattern recognition problem is more challenging 
than a static pattern recognition problem. 
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Figure 2.1: A schematic diagram of the human vocal mechanism. (Flanagan, [1]) 
2.3 A sequential pattern recognition approach to speech 
signal modeling 
Machine recognition of a pattern can be achieved by using either supervised or unsupervised 
classification . To achieve this goal a pattern recognition system performs three fundamental 
tasks: 
1. Data acquisition and preprocessing. 
2. Data representation. 
3. Decision making. 
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Figure 2.2: A simplified representation of the complete physiological mechanism for creating 
speech. (Flanagan, [1]) 
In the first step, a significant number of sample patterns (training data) are collected from 
the domain under consideration. Then the interesting part of the pattern is segmented from 
the training data by removing noise, normalizing the pattern and applying any other operation 
that helps to define a compact representation of the sample pattern . 
A data representation module usually finds a number of features/measurements from the 
pre-processed training data that allow the patterns of different categories to occupy compact 
and disjoint regions in a d-dimensional feature space. Many of the pattern recognition sys-
tems further refine these features by choosing an appropriate subset of the original features 
by applying linear transformations such as Principal Component Analysis (PCA) and Factor 
Analysis (FA) . The second step is also known as feature extraction. 
In a statistical pattern recognition approach, the decision making process assigns an un-
known pattern to the one of the pre-defined classes by establishing the decision boundaries in 
LiiJ 
2.3. A sequential pattern recognition approach to speech signal modeling 
the feature space. The decision boundaries separate the patterns of different classes and place 
them into disjoint regions. There are many approaches to finding the decision boundaries. 
The two most popular approaches for finding decision boundaries are probabilistic density-
based approaches and geometric approaches. 
The geometric approaches find the decision boundaries directly by optimizing some discrim-
inant functions such as the Minimum Square Error (MSE) training criterion. Some popular 
approaches in this category are Fisher's Linear Discriminant (FLO) and Multi Layer Percep-
tron (MLP) Networks. MLP performs very well in non-linear classification tasks. However, 
as the number of network parameters increase, the training process becomes slower and faces 
overtraining problem which also requires regularization. 
The probabilistic density-based approach is an indirect approach. In the probabilistic ap-
proach, each class of the training data is mapped to a probabilistic model that provides the 
probability of a pattern given the class of pattern. This is also known as the class-conditional 
probability. Then any of the decision rules from a number of well known decision rules in-
cluding Bayes decision rule, Maximum Likelihood (ML) rule and Neyman-Pearson rule can be 
used to define the decision boundaries as well as the class of an unknown pattern. Usually the 
probabilistic models for the training classes as well as the class-conditional densities are not 
known and must be learned from the available training data. For a static pattern recognition 
problem, probabilistic approaches usually use Finite Mixture Model (FMM)(which may be 
multivariate Gaussian Mixture Model(GMM)) as the probabilistic model for the classes in the 
training data. However, use of the FMM as the the probabilistic model is not sufficient for 
the sequential pattern recognition problems. For sequential pattern recognition, the prob-
abilistic model that represents the classes of the training patterns must have the following 
characteristics: 
• Ability to model the sequential production of the patterns. 
• Ability to capture the dynamic characteristics of the pattern. 
• Moreover for speech modeling, it must have the ability to cope the with the contextual 
effects such as co-articulation. 
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For all sorts of recognition problems, there is a general requirement that recognition systems 
must have a good training algorithm that is able to estimate the model parameters in suffi-
ciently low computational cost. 
Recognition of speech is a sequential pattern recognition problem. According to the pro-
duction mechanism of speech, the vocal tract moves from one position to the next such 
that a proper sequence of speech sounds is produced. Therefore, the probabilistic model for 
speech signals should then be made up of states which are tied to each possible speech sound. 
Instantaneous transitions between these states should be possible to demonstrate the sequen-
tial production of speech sounds. The model should also be able to cope with the feature 
variability in the speech and the the temporal variability associated with the realization of the 
speech signal. These criteria can be met by the Hidden Markov Model(HMM) [7-9]. 
Although Artificial Neural Networks (ANN) [76,77] have been also used for Speech Recog-
nition . Primarily, ANNs are used for recognition of phonemes and isolated words [78-81] 
where temporal variability is characterized using recurrences and the training process follows 
the geometric approach. An ANN needs a fixed number of words or phonemes in continu-
ous speech and there is no word/phoneme limit in a continuous speech recognition system. 
Therefore, use of ANNs to recognize continuous speech was not successful [79] in the early 
stages. However, ANNs can be combined with HMM to recognize continuous speech. In the 
hybrid structure [82-85] ANNs provide the posterior probability of HMM states given that 
the feature vectors. This can be converted to the posterior probability of the feature vector 
given that the HMM state. This gives the same functionality of FMM in the HMM. Usually 
hybrids of HMM and MLPs / Recurrent Neural Networks (RNN) are used for ASR systems 
where the ANN is trained based on the geometric approach. However, in this thesis, we focus 
mainly on the HMM based systems where the probabilistic-density based indirect approach is 
used for the decision making process for the sequential pattern recognition. 
2.4. The Hidden Markov Model as the acoustic model for speech 
2.4 The Hidden Markov Model as the acoustic model 
for speech 
In the probabilistic density based approach of the decision making process, the acoustic model 
is the probabilistic model that represents the utterance classes. During the recognition pro-
cess, the acoustic model provides the class-conditional densities which are used along with 
the decision rule to classify the utterances. The Hidden Markov Model (HMM) is the most 
popular acoustic model [7-9] to characterize the variabilities (temporal variability, spectral 
variability, context dependency) of the speech signal. This is because HMM has a powerful 
ability to model the temporal nature of speech signal statistically as well as has the ability to 
represent arbitrarily complex probability density functions to characterize the dynamic nature 
of speech signal. 
HMM models the the sequence of continuous speech feature vectors as a piecewise sta-
tionary process. It generates a speech utterance as a succession of discrete stationary states 
with instantaneous transition between these states. HMM does this with two concurrent 
stochastic processes: 
• an underlying (hidden) Markov process modeling temporal variability in speech signals . 
• a set of state output processes modeling the feature variability of speech signals by the 
use of Gaussian Mixture Models at each HMM state. 
In general, the decision rule used in the probabilistic density based approach for classifying 
the speech is the Bayes' rule which can be expressed as follows: 
A P(O[W)P(W) 
W = argm:xP(W[O) = argm:x P(O) (2.1) 
where P(W[O) = Posterior probability of utterance W given the feature vectors 0 = 
0 1 , O2 , 03 ... .Dr , W = WI, W2 ... Wrw , P(W) = Prior probability of the utterances, P(O) = 
Prior probability of the Feature vectors, P(O[W) = Posterior probability of feature vectors 
given the utterances and TW = Total number of words. 
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According to the decision rule {2.1}, an HMM should be modeled for each utterance. How-
ever, this is unrealistic, because there are huge number of utterances in the language domain. 
Therefore, an hierarchical rule is followed to reduce the possible number of models to be 
developed. This directs a probabilistic model for each word in the utterance. However, there 
are still many HMMs to be modeled for all words in the dictionary. Therefore, HMMs are built 
for smaller units of speech sound {called phones} which are the acoustic realizations of the lin-
guistic categories {known as phonemes}. Phonemes are concatenated to form the words using 
the rules of the lexicon, then sentences can be formed by concatenating words. Concatena-
tion of phonemes in this way generates another problem to compute the P( 0IW} = Posterior 
probability of feature vectors given the utterances, because the HMM state sequences for W 
is not known . There may be many possible HMM state sequences. Therefore, the Viterbi 
algorithm {2.2} [86] is used to compute P(OIW). 
P(OIW} = maxP(O, QIConcatenated Models for W) 
V'Q 
where Q includes HMM state sequences 
2.4.1 HMM terminologies 
{2.2} 
HMM is widely used for modeling of speech signals in ASR systems. Generation of sequential 
speech vectors using HMM is based on some fundamental concepts such as HMM assump-
tions, topologies and parameters. These are discussed in the following sections. 
2.4.1.1 HMM assumptions 
To model a speech signal using HMM, the following assumptions are made in the HMM . 
HMM assumption I It is assumed that a speech signal is generated as a sequence of piece-
wise stationary processes by a set of discrete HMM states 81, 82 , 8a ... 8K where K = 
total number of HMM states. Instantaneous transition between the states of HMM 
makes possible the generation of a sequence of feature vectors of a speech signal. 
Meanwhile self-transition state loops allow for the possibility of coping with the tem-
poral variability of speech. 
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HMM assumption II It is known as the first order Markov process assumption. This as-
sumes that if we know the state at time (t), the future state at time (t+ 1) is independent 
of the past states at time (t- 2), (t-3) ... That is the probability oftransition from a state 
at time (t) to another state at time (t+1) can be written as aij = P(qt+1 = Bjlqt = Bi) 
where (1 :::; i, j :::; K). 
HMM assumption III It states that the probability of a feature vector Ot of a speech signal 
being generated at time (t) depends only on the current state and not on any previously 
generated feature vectors Ot- I, Ot-2 ..... Thus the probability of a feature vector Ot in 
state qt = Bj at time (t) is bj(t) = P(Otlqt = Bj) where (1 :::; i, j ~ K) and T = total 
number of Feature vectors. 
HMM assumption IV In a particular feature vector Ot, elements of Ot (feature vector 
components) are independent. 
2.4.1.2 HMM topologies 
An HMM Topology defines the number of states and admissible transitions between the 
HMM states. There are many HMM topologies available. Some of the important topologies 
(ergodic, left-right) are given in Figure 2.3 and Figure 2.4. In an ergodic topology, every state 
can be reached from every other state (Figure 2.3). In a left-right topology (Figure 2.4), 
state transition probability maintains the following property (2.3): 
aij = 0 j < i and 1 ~ i, j :::; K (2.3) 
No transitions are allowed to states whose indices are lower than the current state. Further-
more the initial state transition probabilities IIi maintain the property (2.4). 
IT, = { ~ (2.4) 
i=1 
Speech production mechanism follows the properties of the left-right topology. 
2.4.1.3 HMM parameters and constraints 
Two concurrent stochastic processes in the HMM models the speech signal. One stochastic 
process models the· stationary characteristics of speech at each HM M state. In the probabilistic 
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Figure 2.3: HMM Topology: Ergodic 
Figure 2.4: HMM Topology: Left to right 
density-based approach, this process is represented by the' Finite Mixture Model' (FMM), 
usually a multivariate Gaussian Mixture Model (GMM) is used. The other stochastic process 
models the temporal variability in the speech which is the instantaneous transition between 
the HMM states and self-loop transition of states. HMM states are discrete. This stochastic 
process is represented by the discrete transition probabilities. Therefore, HMM parameters 
comprise the parameters of a multivariate GMM at each HMM state and the transition 
probabilities [8]. The GMM parameters at each state of HMM are: {Cjm, J.ljm, I:jm} where 
i,j = 1,2, .. K (K = total number of states), m = 1, 2 .. M (M = total number of mixtures 
for each GMM) and ( Cjm =mixture weight, J.ljm= mean vector, I:jm= co-variance for lh 
state, mth mixture). 
The transition probabilities for an HMM are A = aij where 1 ::; i ::; K and 1 ::; j ::; K. The 
density function at each state of an HMM for a multivariate GMM is described by (2.5) and 
(2.6). The probability for the tth observation at the lh state is given by (2.5) and (2.6). The 
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Figure 2.5: HMM Parameters: Transition probabilities, observation probabilities that incor-
porates mixture-weight, mean and variance 
complete HMM parameters are represented in Figure 2.5. 
M 
bj{Ot) = L Cjmbj(Ot) {2.5} 
m=l 
where 
D = dimension of Ot . The constraints of HMM are described by (2.7), {2.8} and {2.9}. 
M 
LCjm = 1 {2.7} 
m=l 
{2.8} 
T 
Lbj(Ot) =1 {2.9} 
t=l 
where T = total number of observations in an instance of a phoneme in the training data. 
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2.5 Different H M M based acoustic models 
The HMM is capable of generating sequential patterns like speech signals. Use of HMM 
for speech recognition has demonstrated significant improvement over the last decades in 
recognition of speech . Several variations of HMM-based acoustic models have (Segmental 
HMM, Factor Analyzed HMM) been developed and used in the ASR systems. 
2.5.1 Segmental HMM 
Segmental HMM [87-89] considers a sequence of observation vectors as an event ofthe HMM 
state instead of a single observation vector, that is each state is associated with a meaningful 
segment of speech utterance, usually a part of the phonemes. However, the segmental model 
generates other problems. The first problem is high dimensionality. Since each segment 
accumulates a number of observation vectors, parameter estimation for high dimensional 
space is difficult. The second problem is segment duration. Since segment durations vary 
from phoneme to phoneme, even in a single phoneme, the duration varies from instance to 
instance. Different segment models [90], [91] have been proposed focusing on the issues 
related to dimensionality and duration problem. Segmental Feature HMM (SFHMM) [92] 
have been proposed by Yung [92] which is based on segment model and parametric features 
constructed using polynomial trajectories. Segmental models are a generalization of HMMs. 
Therefore the standard HMM training and recognition algorithms can easily be extended to 
handle segment models but with higher computational cost due to the expanded state space. 
2.5.2 Factor Analyzed HMM (FAHMM) 
Factor Analyzed HMM (FAHMM) [75], [93] considers a state space model along with HMM. 
State space models are based on a hidden continuous state evolution process and an observa-
tion evolution process which maps the current continuous state vector onto the observation 
space. The state evolution process may be viewed as an underlying phenomenon which may 
be natural for the signal being modeled. Alternatively, it may only be viewed as a compact 
representation of the correlation in the high dimensional observation vectors. In speech recog-
nition, the state vector may be viewed as representing positions of the articulators and the 
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state evolution process describes their movement in time. The observation process may be 
viewed as a mapping of the positions of the articulatory organs onto the acoustic represen-
tation where the observation noise represents all the noise induced by the environment and 
the recording equipment. The state space model used in the FAHMM considers a dynamic 
state evolution process based on the first order Markov property known as piece-wise constant 
state evolution. Piece wise constant state evolution is similar to the HMM state evolution 
process. When an HMM is used as the piece-wise constant state evolution process the ob-
servation vectors, Ot, are replaced by the state vectors. The discrete HMM state controls 
which continuous state density generates these state vectors. FAHMM also incorporates a 
large number of parameters [75]. 
2.6 Training of HMM based acoustic models 
Once the model density function and the model structure has been determined, the next task 
is to train the model. In a probabilistic-density based approach, training process refers to the 
estimation of the model parameters. Before actual training is started, observation vectors 
are extracted from the training data by following the 'Feature Extraction' process and then 
the training process is executed. Different training algorithms could be used based on the 
different training criteria. These are discussed below: 
2.6.1 Feature extraction 
A speech signal is a time varying signal. During a short period of time (between 5 and 100 
milli-seconds), speech signal characteristics are more or less stationary. But, over long periods 
of time (on the order of 1/5 seconds or more) the signal characteristics change due to the 
production of different speech sounds. Therefore, short-time spectral analysis is the popular 
method for analyzing the speech signals in the feature extraction process. There are basically 
three kinds of feature extraction methods. 
(i) The Auditory-based method (Mel-Frequency Cepstral Coefficients, MFCC): This is based 
on the concepts of speech perception. 
(ii) The Production-based method (Linear Predictive Coding- cepstrum): This is based on 
Li!J 
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speech production models. LPC cepstrum is more sensitive to noise induced variation 
in the speech signal. 
(iii) Perceptual Linear Prediction (PLP): This is a combination of spectral analysis and LPC 
analysis. 
Most modern ASR systems use [94] the MFCC feature extraction process. The steps of an 
MFCC feature extraction process are given in the Figure 2.6 and are described below. 
Speech Input Sampling 
Filter Bank 
Frame 
Blocking Windowing 
39- Dimensional 
feature vector 
Figure 2.6: MFCC feature extraction process 
Sampling: At first, the speech signal is filtered using a low-pass filter to suppress any high 
frequency noise. The cut-off frequency of the filter is usually less than the Nyquist 
rate to have low signal content around that frequency. Then, the signal is sampled 
and quantized at 8 kHz and 8 or 16 bits per sample for telephone applications or at 16 
kHz and 16 bits per sample for applications where the frequency content of the speech 
signal is not limited as for telephone applications. 
Frame Blocking: After sampling, the speech signal is divided into small segments over 
which the signal is assumed to have stationary spectral characteristics. Usually signal 
is divided into frames of N samples, with a frame shift interval of M samples where 
(M < N). Frame shift interval is the difference between the starting points of two 
consecutive frames. Let us consider the first frame-1 in Figure-2.7 consists of the first 
N samples. The second frame 2 in Figure-2.7 starts M samples after the first frame's 
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starting point. Therefore, frame 2 overlaps frame 1 by (N - M) samples. Here M 
defines the number of frames per unit time. The values of Nand M depend on the 
sampling rate. For a sampling rate of 16KHz, typical values of frame length = 25ms 
and frame shift interval = 10ms which correspond to N = 400 and M = 160. The 
r1.m._ (:as) 0 
3ZSSl 
Figure 2.7: Frame Blocking process 
log-energy of each frame is computed by 2.10 where Sin =input signal. 
N 
log energy LogE = In(2)s;n)2) (2.10) 
i=l 
Windowing: The next step is to window each individual frame to minimize the signal dis-
continuities at the beginning and end of each frame. Windowing minimizes the spectral 
distortion by tapering the signal to zero at the beginning and end of each frame. Usually 
a Hamming window Sw{n) of length N samples is applied on a input signal Si{n). 
Before applying windowing a pre-emphasis filter is applied to the each frame as of 
(2.11). 
(2.11) 
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Then Windowing is performed by following (2.12). 
. 2w(n- 1) 
Sw(n) = {0.54 - 0.46 x cos( N )} x Si(n) 
-1 (2.12) 
where 1 ::; n ::; N. 
Computation of Fast Fourier Transform (FFT): Each of the frames is then transformed 
into a spectral representation using a Fast Fourier Transform (FFT) following (2.13). 
The power spectrum of each frame is computed by taking the square of the modulus 
of the FFT, which is then processed in the spectral domain using a filter bank. 
FN-l 
Xfft(n) = L Sw(k) exp- 27rj kn/FN 
k=O 
(2.13) 
where n = 0,1,2, ... (FN - 1), FN = is the block length of FFT (256 or 512 samples) 
and j = yCI. 
Filter Bank Processing: The filter bank usually consists of a bank of 16 - 23 triangular or 
auditory-based filters of equal length and equally spaced in the mel-frequency scale. In 
the linear frequency domain, this results in a bank of filters that is unequally distributed 
over the frequency axis. The bandwidth of the filters in the bank is also much larger in 
the high-frequency region than in the low-frequency region. This filter-bank simulates 
the critical-band behavior of the human auditory system. The useful frequency-band 
lies between fstart = 64Hz and half of the actual sampling frequency (fs). The main 
benefit of the filter-bank is to remove the pitch frequency. The center frequency of 
each channel is computed as follows: 
Mel(f) = 2595 x lOglO(1 + 7~0) (2.14) 
. l{ ( ) Mel(fs/2) - Mel(fstart).} ( ) Center frequency = f~ = Mel- Mel fstart + 23 + 1 z 2.15 
fbini = round( j: x FN ) (2.16) 
f o - d( fstart F ) c - roun fs N (2.17) 
(2.18) 
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The output of the mel-filter is the weighted sum of the FFT magnitude spectrum values 
IXfft(n) I in each band. Triangular half overlapped windowing is done as follows (2.19): 
j bank _ k -
!bink 
"'"" i - fbink - l + 1 IX (·)1 ~ fbink - fbink-l + 1 x fft ~ 
i=!bink_l 
where k = 1,2,3 ... 23. The logarithmic output of the filter bank is as follows: 
here i = 1,2, 3 ... 23 
2 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
(2.19) 
(2 .20) 
ow.--~~~----~"--------"------------L-----~ o 1000 2000 3000 4000 5000 6000 7000 
Frequency (Hz) 
Figure 2.8: A typical mel-spaced filterbank 
Computation of the Discrete Cosine Transform (OCT): The logarithm of the output 
of the filter bank is converted to the time domain using a Discrete Cosine Transform 
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(DCT) as of (2.21). The output of the DCT is truncated to twelve elements and 
normalized frame energy is added to it giving 13 dimensional MFCC coefficients as of 
(2 .21). 
23 . 
Cof ftepstral = L ft tput x cos( 7l" 2~ Z (j - 0.5)) 
j=l 
where here 0 :::; i :::; 12 
(2.21) 
Addition of first and second order time derivative: In the final step, the first and sec-
ond order time derivative of the 13 MFCC coefficients are appended to it producing the 
39-dimensional feature vectors. The first and second order derivative of a vector Ul in 
time t can be computed as (2.22). The ith order time difference can be computed by 
following (2.22): 
Ai() Ai-l( ) Ai-l( ) u Ul = u Ul-t-l - u Ul- l (2.22) 
where ~O(ut) = Ut We compute a sequence of feature vectors for one instance of a 
phoneme in the training speech data. All features are extracted from the training speech 
data. These are used in the training of an acoustic model (HMM). 
2.6.2 Training criteria 
Estimation of acoustic model parameters is performed in different ways based on the training 
criteria. Two popular training criteria are: 
1. Maximum Likelihood Estimation (MLE) 
2. Maximum Mutual Information (MMI) 
2.6.2.1 Maximum Likelihood Estimation (MLE) 
From a statistical point of view, observed data of a particular class is a random sample taken 
from an unknown population and probabilistic models represent the different classes in that 
population . Each model is represented by a separate probability distribution. As the model 
parameter changes in value, different probability distributions are generated. Given the values 
of the parameters of a model, the corresponding PDF(Probability Density Function) will show 
that some observations are more likely than other observations. Therefore, we are faced with 
[ji] 
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an inverse problem that- given the observed data and all the PDFs for the particular domain, 
find the PDF that is most likely to have produced the observed data for the unknown sample. 
To solve this problem, a function is defined which is known as the likelihood function [95] 
(2.23). 
Likelihood = L(Model Parameters = Aldata) 
= P(DatalModel parameters = A) 
(2.23) 
The M LE training criterion is based on the likelihood function 'L'. The objective of this 
training criterion is to find the values for the model parameters for which the likelihood is 
maximum. This can expressed by the following (2.24). 
MLE estimate of Model parameters = >. = arg max L( Aldata) 
>. 
= argmaxP(DatalModel parameters = A) 
>. 
(2.24) 
The maximization of likelihood function can be done using the standard maximization proce-
dure such as taking the derivative of (2.24) with respect to . X and then equating the result 
of the derivative to zero. 
2.6.2.2 Maximum Mutual Information (MMI) 
The MMI training criteria maximizes the maximum mutual information. Given the feature 
vectors 0 = 0 1 , O2 , 03 .... .GT from an utterance, the recognition system should find a correct 
word sequence W which has the minimum amount of uncertainty. According to a information 
theory, measurement of uncertainty can be done using entropy. Since correct word sequence is 
chosen based on the given observed data, usually the conditional entropy is the best measure. 
For a minimum amount of uncertainty, conditional entropy is minimized. The conditional 
entropy H(WIO) is defined as follows: 
H(WIO) = - L P(W, O)logP(WIO) (2.25) 
w,o 
According to information theory, mutual information (M 1) between Wand 0 is defined as: 
MI(W,O) = H(W) - H(WIO) (2.26) 
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Therefore, 
H(WIO) = H(W) - MI(W, 0) (2.27) 
where H(W) = Ew P(W)logP(W) and 
MI(W, 0) = - LP(W,O)logP(W,O)/P(W)P(O) (2.28) 
w,o 
For minimization of H(WIO), we need to minimize (2.27). The first part of (2.27) is H(W} 
which corresponds to finding the minimum amount of entropy of the language model. It is 
difficult to find the probabilities of all possible word sequences for a particular domain. There-
fore minimization of the the second part of (2.27) is enough for minimization of H(WIO). 
This is actually maximization of mutual information (MI). The actual mutual information 
is reduced to the following form. Detailed derivation of MMI criterion has been presented 
in [96]. 
MI(W,O) = E log {(OnIMwJP(Wn) 
n=l En=l P(OnIMwn)P(WnJ 
(2.29) 
Here, MWn is the HMM model for a particular observation On and Wn be the word sequence 
of the observation On. T is the total number of other possible word sequences (Number of 
other hypotheses) for the observation On excluding Wn- fi be the index for all other possible 
word sequences excluding Wn . MWn is the HMM model for other possible word sequence for 
On. Wit be the other possible word sequence. 
For maximization, the numerator is increased which is usually done by following the same 
procedure as MLE and the denominator is decreased by reducing the probabilities of other 
possible word sequences. Thus the MMI training criteria attempts to make the correct word 
sequence more probable while at the same time making incorrect word sequences less proba-
ble. This is why it is called a discriminative training criteria. There are other discriminative 
training criteria existing such as Minimum Classification Error (MCE), Minimum Phone Er-
ror (MPE). Discriminative training criteria are some time more effective than MLE training 
criteria. However, optimization of a discriminative objective function is more difficult. It 
is more computationally expensive because at each stage of training, it needs the complete 
recognition result of training data. Moreover, it shows poor generalization to unseen data. 
However, in this thesis we will concentrate on MLE training criteria. 
2.7. Summary 
2.7 Summary 
This chapter discuss the general approaches of pattern recognition techniques. However, 
the traditional static pattern recognition approaches are not applicable for speech recogni-
tion because speech signals are dynamic and sequential. In this chapter, the dynamical and 
sequential nature of the speech production mechanism has been discussed. Then the mod-
eling requirements for sequential pattern recognition have been described. Several acoustic 
models for speech signals including Hidden Markov Model (HMM), Factor Analyzed Hidden 
Markov Model (FAHMM) and Segmental Hidden Markov Model(SHMM), their assumptions 
and model parameters have also been described. The basic training techniques for estimation 
of acoustic model parameters and the training criteria for HMM based acoustic models have 
been discussed in detail. In the next chapter, the implementation issues of the MLE training 
criteria for multi modal Gaussian mixtures as well as for HMM will be discussed. Specially, 
the problem that arises when the MLE technique is applied on the systems that have the 
observed data with hidden components will be described. Application of the Expectation 
Maximization (EM) algorithm as a solution of the MLE problem will also be described. A 
mathematical analysis of the EM algorithm will be provided showing that EM faces local 
optimization problems. 
Chapter 3 
Maximum Likelihood Estimation 
(MLE) and Expectation Maximization 
(EM) for training of HMM based 
acoustic models 
3.1 Introduction 
This chapter describes the general Maximum Likelihood Estimation (MLE) procedure for prob-
abilistic models and the problems of MLE for estimation of the multi-modal mixture models 
and Hidden Markov Model (HMM). A comprehensive mathematical analysis is given that 
shows Expectation Maximization (EM) algorithm solves the MLE problem. The properties of 
EM algorithm and the training procedure of HMM based acoustic models using the EM has 
been mathematically analyzed thoroughly. Lastly, the problem of EM in the training of HMM 
based acoustic models has also been reviewed. 
3.2 Maximum Likelihood Estimation (MLE) approach 
The Maximum Likelihood Estimation (MLE) approach is a simple and computationally effi-
cient approach for estimation of parameters of the probabilistic model used in the decision 
40 
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making process in the probabilistic-density based approach. If we are given the data and the 
density function, then the maximum likelihood estimation of the model parameters is 
,\ = arg max L(Aldata) 
>.. 
= arg max P(dataIA) 
>.. 
(3.1) 
If the observed data consists of '5' identically distributed samples of data = 0 1,02 ,03 ... ,oS, 
then according to the definition of joint likelihood, P(dataIA) is written as follows: 
I=S 
P(dataIA) = II P(oIIA) (3.2) 
1=1 
Now the estimation of model parameters becomes: 
I=S 
,\ = argmF-II P(oIIA) (3.3) 
1=1 
However, maximization of the product term in (3.3) may be difficult. Therefore a logarithm 
of the likelihood function 'L' is considered and it is maximized. Estimated parameters from 
the maximized log-likelihood of data is as follows: 
,\ = argmaxlogL(Aldata) 
>.. 
I=S 
= argmF- 2: log P(OIIA) 
1=1 
(3.4) 
The most widely used model density function in the probabilistic-density based approach is 
the Gaussian mixture (2.6). For a single density based model, maximization of (3.4) is simple 
and is carried out by by taking the partial derivative of (3.4) with respect to A and then 
equating the result to zero, the estimated model parameters (mean-p, and variance-E) are as 
follows: 
I=S 
p,= 1/52:°1 (3.5) 
1=1 
I=S 
E = 1/52:(01 - p,)(01 - p,)' (3.6) 
1=1 
However, if we consider the multi modal Gaussian mixture for the model, the direct derivative 
based maximization will not work, because we do not know which mixture component has 
produced which component in a particular category of data. 
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3.2.1 Example: MLE for multimodal Gaussian Mixture Model and 
the chicken-egg dilemma 
Probabilistic models that represent a particular class can have unimodal or multi-modal mix-
ture components. If the model is multi modal the log likelihood of the observed data becomes 
different from the likelihood of unimodal model and is given by (3.7) 
I=S M 
log P(datal.A) = log II L amPm(OII.Am) (3.7) 
1=1 m=l 
where am be the Weight of the mth component mixture, Pm(Otl.Am) be the PDF for the mth 
component mixture of a particular model which is represented by following 
Considering the multi-modal Gaussian mixture, the M L estimate of the model parameter 
changes to the following: 
I=S M 
~ML = argmfX Llog L amPm(OII.Am) (3.9) 
1=1 m=l 
However, ~ML cannot be determined directly, because we do not know that which component 
mixture generated which sample. If we knew the generator mixture of the sample, then it 
would be possible to determine parameters of the mixtures and mixture weight by grouping 
the samples of the data and applying (3.5) and (3.6) of single density-based model on each 
group to compute the parameters of each mixture component. Again, If we knew the model 
parameters .A then it would be possible to determine which component mixture generated the 
sample by computing the likelihood of the sample against each mixture and then maximizing 
the likelihood. However, we do not know the model parameters as well. Therefore, the 
'Chicken-Egg' dilemma cannot be solved by the traditional direct derivative method of MLE 
technique. However, the 'Expectation-Maximization (EM)' [17]. [11], [15]. [97] algorithm is 
a promising way to solve this 'Chicken-Egg' dilemma. 
3.2.2 Example: MLE for HMM training and problem 
The HMM is a doubly stochastic process. The observations are considered to be the output 
of one stochastic process. The other stochastic process involves the transitions between the 
~ 
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HMM states. An input utterance is modelled as a sequence of discrete stationary states 
and instantaneous transition between these states. The first stochastic process comprises 
the distribution of observations at each state which is a multi-modal Gaussian mixture for 
a Continuous Density HMM (CDHMM). The second stochastic process is modeled as the 
transition probabilities. The training process for HMM estimates these two distributions. Let 
us consider that the observation vectors from an utterance is '0' and the HMM state sequence 
is q = ql, q2, q3 ...... qt'. The ML estimate of HMM parameter is: 
where 
)..;1£ = arg max log L()..IO) 
>. 
logL()..IO) = logP(OI)..) 
Here, for simplicity a single utterance has been considered. P( 01)..) can be written as: 
P(OI)..) = P(O, ql)..)/ P(qIO,)..) 
Taking logarithm of (3.12) 
log[P(OI)..)] = log[P(O, ql)..)]-log[P(qIO, )..)] 
Therefore, 
)..~L = argmaxlog[P(O, ql)..)]-log[P(qIO, )..)] 
>. 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
If we knew the state sequence 'q', the ML estimate of the parameters )..~L for a single 
density Gaussian mixture per HMM state, could be computed by taking the derivative of 
(3.13) with respect to ).. and then equating the derivative to zero. But we do not know the 
state sequence 'q' which generated the observation vector '0'. Moreover for a multi-modal 
density, there are more unknown variables for mixture weights which adds more complexity 
as described for the multi-modal Gaussian Mixture problem. Therefore, there is no closed 
form of solution from the direct derivative method of MLE for estimation of HMM parameters. 
So, some numerical approach to the MLE problem could be used such as the 'Newton-
Raphson' method. The 'Newton-Raphson' method is applied to (3.15) 
a log L()..IO) = 0 
A>' 
(3.15) 
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The 'Newton-Raphson' is an iterative procedure and described by the following: 
\ k+l = \ k (_ f)21og L(AIO) I )-1 (f) log L(AIO) I ) 
A A + DA2 ~ x DA M (3.16) 
Here, Ak+l and Ak are the values of A at (k + 1 )th and kth iteration. The iterative procedure 
. h· . f h H· . a2 log £(>'10) d h· d requires t e inversion 0 t e esslan matrix a>.2 an t e process IS not guarantee to 
converge unless L is a convex function of A. Moreover, The iterative method of 'Newton-
Raphson' is very computationally expensive and complicated for most real world problems. 
Therefore, it is practically infeasible to implement this method for complex objective function. 
However, this can be easily solved in a computationally efficient way by using Expectation 
Maximization (EM) algorithm [8], [11], [16]. 
3.3 Expectation Maximization (EM) algorithm to solve 
MlE problem: mathematical analysis 
The EM algorithm [8,11,15,16] is an iterative method to solve the MLE problem that arises 
in HMM training or in the training for Finite Mixture Models (FMM). EM simplifies the log 
likelihood L = log P(OIA) of observed data ° in terms of the expected value of the log-
likelihood Q(A, Ak) of complete-data (0, q) by assuming a set of variables for hidden states 
q (that generates the observed data 0) and initial values of model parameters Ak. Here 
the expected value of the log-likelihood of complete-data (0, q) is given by (3.17) which is 
maximizable. 
Q(A, Ak) = L P(qIO, Ak) log[P(O, qIA)] (3.17) 
V'qEQ 
Then EM maximizes Q(A, Ak) for estimation of the HMM parameters. But maximization of 
Q(A, Ak) maximizes the likelihood L and gives ML estimation of HMM. The maximized value 
Ak+l of the model parameters is computed as follows: 
(3.18) 
The log-likelihood L is simplified by taking the expectation both sides of (3.13) with respect 
to the distribution of hidden states P(qIO, Ak) given the initial values for parameters Ak. 
@] 
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Thus, by using (3.13) we get: 
L P(qIO, ,\k) log[P(OI,\)] = L P(qIO, ,\k) log[P(O, ql'\)] 
v qEQ v qEQ 
- L P(qIO, ,\k) log[P(qIO, ,\)] 
v qEQ 
Since P(OI,\) is independent of ,\k 
log[P(OI,\)] L P(qIO, ,\k) = L P(qIO, ,\k) log[P(O, ql'\)] 
v qEQ v qEQ 
- L P(qIO, ,\k) log[P(qIO, ,\)] 
v qEQ 
Again the hidden state distribution of HMM maintains the following property: 
v qEQ 
Therefore using (3.21) in (3.20) we get, 
L = log[P(OI,\)] = L P(qIO, ,\k) log[P(O, ql'\)] 
v qEQ 
- L P(qIO, ,\k) log[P(qIO, ,\)] 
v qEQ 
Let us assume that, 
v qEQ 
Using (3.17) and (3.23) in (3.22) we get, 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
For two successive iterations of the EM algorithm, if the values for HMM parameters are ,\k 
and ,\k+1 then by (3.24) we get 
log[P(OI,\k+1)] = Q(,\k+1, ,\k) _ H(,\k+1, ,\k) 
log[P(OI,\k)] = Q(,\\ ,\k) _ H(,\k, ,\k) 
By subtracting (3.26) and (3.25) 
log[P(OI,\k+1)] -log[P(OI,\k)] = Q(,\k+1, ,\k) - Q(,\\ ,\k) 
, J 
v 
Part - A 
_H(,\k+l, ,\k) + H(,\k, ,\k) 
, II 
v 
Part-B 
(3.25) 
(3.26) 
(3.27) 
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Using Jensen's inequality and the constraints of the distribution of hidden states q: 
L:VqEQ P(qIO, ,Ak+l) = 1 , Part-B in (3.27) becomes: 
L log[P(qIO, ,Ak)]log[P(qIO, ,Ak)l/ P(qIO, ,Ak+ l) = 
VqEQ 
L P(qIO, ,Ak)[-log[P(qIO, ,Ak+l )l/ P(qIO, ,Ak)] 
VqEQ (3.28) 
~ -log L P(qIO, ,Ak)P(qIO, ,Ak+1)/P(qIO, ,Ak) 
VqEQ 
= -log(l) = 0 
By definition, the EM algorithm maximizes Q(\ ,Ak) and the maximized value of the model 
parameters is ,Ak+1. Therefore, 
(3.29) 
Using (3.28) and (3.29) in (3.27), 
(3.30) 
Equation (3.30) shows that EM maximizes the expected log-likelihood Q(\ ,Ak) of the complete-
data, but it indirectly maximizes the log-likelihood L = log[P(OI,A)] of the observed data. 
The Q(\ ,Ak) = L:VqEQ P(qIO, ,Ak) log[P(O, ql,A)] is called the Auxiliary Function. Usu-
ally, in the Auxiliary Function, the distribution of hidden states P(qIO, ,Ak) is replaced with 
P(O, ql,Ak) where 
(3 .31) 
The extra factor P(OI,Ak) does not affect the subsequent steps in maximization. Because it 
is independent of model parameter,A. Now the Auxiliary Function becomes: 
Q(\,Ak) = L P(O,ql,Ak)log[P(O,ql,A)] (3 .32) 
VqEQ 
Maximization of the Auxiliary Function and estimation of HMM parameters are described 
in the next section. 
3.3. Expectation Maximization (EM) algorithm to solve MLE problem: 
mathematical analysis 
3.3.1 Estimation of HMM using Expectation Maximization (EM) 
algorithm 
The EM algorithm estimates the HMM by maximizing the auxiliary function Q(.\ >.k) with 
respect to >.. The auxiliary function is further expanded as follows: 
The term logP(O,ql>') in (3.32) can be written as: 
T 
log P(O, ql>.) = log[7rqo IT aqt_lqtbqt(Ot)l (3.33) 
t=l 
where 7rqO =Initial transition probability at time t = 0 and aqt_lqt =transition probability from 
state qt-l to state qt. By expanding we get 
T 
logP(O,ql>') = log [7rqol + I)log[aqt_lqtl + log [bqt (Ot)]) 
t=l 
using (3.34) in (3.32) we get the auxiliary function as follows: 
T T 
Q(.\>.k) = L P(O,ql>.k){log7rqo + Llogaqt_lqt + LlogbqJOt))} 
'VqEQ 
'VqEQ 
, 
t=l 
v 
first term 
t=l 
T 
+ L P(O, ql>.k) L logaqt_lqt 
'VqEQ t=l 
,--------~v~--------~ 
second term 
T 
+ L P(O,ql>.k) L1ogbqt(Ot)) 
'VqEQ t=l 
'~--------~v----------# third term 
3.3.1.1 Optimization of the auxiliary function for estimation of the HMM 
(3.34) 
(3.35) 
(3.36) 
The optimization of auxiliary function is described in detail below. Since the parameters in the 
auxiliary function of (3.36) are split into three terms, we can optimize them independently. 
The first term is maximized to determine the re-estimated values for initial probability of 
transition of HMM states. The first term of (3.36) is: 
L P(O, ql>.k) log[7rqo l (3.37) 
'VqEQ 
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Since, 
N 
P(OIAk) = L P(O, qlAk) = L P(O, qt = ilAk) (3.38) 
VqEQ i= l 
using (3 .38) in (3.37) we get 
N 
L P(O, qt = ilAk) log[7I"qol (3.39) 
i=l 
at time t = 0, qt = qo and 71"qO = 71"i = Initial transition probability of the ith state. Therefore 
the first term is: 
N 
L P(O, qo = ilAk) log[7I"il (3.40) 
i=l 
Initial transition probability follows the constraints of (3.41) 
N 
L 71"i = 1 (3.41) 
i=l 
Therefore, the optimization of (3.40) should be constraint-based optimization. We use la-
grange multiplier ,t with the derivative as follows: 
Taking summation of both sides of (3.45) we get, 
N N 
L P(O, qo = ilAk) = L ,t7l"i 
i=l i=l 
Using (3.41) in (3.46) 
N 
LP(O, qo = ilAk) =,t 
i=l 
Using the value of ,t of (3.47) in (3.45) 
N 
P(O, qo = ilAk) = L P(O, qo = ilAk)7I"i 
i-] 
(3 .42) 
(3.43) 
(3.44) 
(3.45) 
(3.46) 
(3.47) 
(3.48) 
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Thus the re-estimated values for initial transition probability is as follows: 
(3.49) 
The second term of (3.36) is optimized to determine the re-estimated values for the transition 
probability of HMM states. The second term of (3.36) is: 
T L P(O, q/Ak) L log aqt_lqt (3.50) 
"IqEQ t=l 
Since, 
N N 
P{O/Ak) = L P(O , q/Ak) = L L P(O, qt- l = i, qt = j/Ak) (3 .51) 
"IqEQ i=l j=l 
Then, the second term can be written as: 
T N N T L P(O, q/Ak) L log aqt_lqt = L L L log aijP(O, qt- l = i, qt = j/Ak) (3 .52) 
"IqEQ t=l i=l j=l t=l 
The transition constraint of HMM is as follows: 
N 
Laij = 1 
j=l 
(3.53) 
Optimization of the second term must incorporate the transition constraint. Taking the partial 
derivative of (3.52) with respect to aij along with the lagrange multiplier ,a we get: 
aNN T N 
~[L L LlogaijP(O, qt- l = i, qt = j/Ak) + ,a(1- L aij)] = 0 (3.54) 
at] i=l j=l t=l j=l 
T L P(O, qt-l = i, qt = j/Ak) = ,aaij (3.56) 
t=l 
Taking summation of both sides of (3.56) 
N T N L L P(O, qt - l = i, qt = j/Ak) = L aij,a (3.57) 
j=l t=l j=l 
Using transition constraint of (3.53) in (3.57) 
N T L L P(O, qt-l = i, qt = j/Ak) = ,a (3.58) 
j=l t=l 
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Using the value of ,a in (3.56) we get, 
TNT 
L P(O, qt-l = i, qt = jlAk) = aij L L P{O, qt-l = i, qt = jlAk) {3.59} 
t=l j=l t=l 
Therefore the re-estimated values for transition probability aij is computed as follows: 
(3.60) 
Optimization of the third term in {3.36} is used to estimate the parameters of Gaussian 
mixture model of each state of HMM. 
T 
L P(O,qIAk) L log bqt(Ot)) (3.61) 
VqEQ t=l 
Using (3.38) in (3.61) we get 
N T 
LLP(O,qt = iIAk)logbqt(Ot)) (3.62) 
i=l t=l 
However, a multi modal Gaussian mixture per HMM state is equivalent to having multiple 
sub-states in parallel in the HMM with one PDF per sub-state. The PDF mixture weight Cim 
can be considered as the transition probability between states. Thus 
N T M 
Third_term = L L L P(O, qt = i, PDF = mlAk) logb;(Ot)) (3.63) 
i=l t=l m=l 
where 
Using (3.64) in (3.63) and then expanding the logarithm we get 
N T M 
Third_term = L L L P(O, qt = i, PDF = mlAk) 
i=l t=l m=l 
[lOgCim -1/21og(27r)D + 1/2 log IE~I 
- 1/2(Ot - /LimfE~(Ot - /Lim)] 
(3.65) 
For estimation of the mixture weight Cim, we take derivative of (3.65) with respect to Cim 
[jiJ 
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and equate the derivative to zero. 
Since the mixture weights Cim follows the constraints (3.66), we incorporate lagrange multiplier 
for constraint-based optimization. The constraint for mixture weight is as follows: 
M 
LCim = 1 (3.66) 
m=l 
Using the mixture constraint (3.66) with lagrange multiplier , m in the derivative ofthe third 
term of (3.65) 
8Third_term 8 ~ ~ ~ 
8 . = ~[~ ~ ~ P(O, qt = i, PDF = ml,Xk)[logCim -1/21og(27r)D 
Cim uC~m i=l t=l m=l 
(3.67) 
8ThirdJerm _ ~ P(O -' PDF - I \k)l/ · - m - 0 ;:) - , qt - Z, - m A C~m I -
UCim t=l 
(3.68) 
T 
LP(O,qt = i, PDF = ml,Xk) = Cimlm (3.69) 
t=l 
Taking summation 2:~=1 of both sides of (3 .69) 
T M M 
L L P(O,qt = i, PDF = ml,Xk) = L cimlm (3.70) 
t=l m=l m=l 
Using (3.66) in (3.70) 
T M 
L L P(O, qt = i, PDF = ml,Xk) = , m (3.71) 
t=l m=l 
using value of , m in (3.69) we get the re-estimated values for mixture weight Cim 
C~ = 2:;-1 P(O, qt = i, PDF = ml,Xk) (3.72) 
tm 
2:;=12:::=1 P(O, qt = i, PDF = ml,Xk) 
For estimation of the co-variance matrix E~ we take derivative of (3.65) with respect to E~ 
and equate the derivative to zero. This follows (3.73) 
OThird_term = ~ P(O = i PDF = ml,Xk)[_8_[1/21o IE-:-li 
8E-:-l ~ ,qt , 8E-:- l g tm (3.73) tm t=l ~m 
- 1/2(Ot - J-Lim)TE~(Ot - J-Lim)]] = 0 
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Complete derivation of E~ has been described in Appendix-A-1.1. The estimated values for 
co-variance matrix E~ is given in {3.74} 
{3.74} 
For determination of the mean of each mixture of each HMM state /-Lim we take the derivative 
of {3.65} with respect to /-Lim and equate the derivative to zero. 
{3.75} 
Complete derivation of /-Lim has been described in Appendix-A-1.2. The estimated values of 
mean vector /-Lim is given in {3.76} 
T L P(O, qt = i, PDF = mIAk)[2IE~I(Ot - /-Lim)( -1) = 0 {3.76} 
t=l 
{3.77} 
The complete algorithm of EM for estimation of HMM parameter is given in the Algorithm-
{1 }. 
3.3.1.2 Forward-Backward algorithm for computations of the likelihood function 
and simplified form of the re-estimation formulas of the EM 
The likelihood' L' of the observed data 0 in the EM algorithm is determined by the forward-
backward algorithm [98]. P(OIA) is determined in three steps which are described in the 
following. These steps are known as forward steps which are shown in the {Figure- 3.1}. Let 
us consider a forward variable at(i) as in {3.78} 
{3.78} 
Then the first step of the forward algorithm is: 
{3.79} 
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Algorithm 1 The Expectation-Maximization Algorithm for HMM training 
Constants Convergence_Threshold : Real 
Variables 
begin 
k.-O 
k : Integer 
~ , Ak+l, L(k) , £(K + 1) :Real 
Al.- Initial values of model parameters 
repeat 
k.-k+1 
£(k).- Compute log of Likelihood based on Ak 
E-Step: Evaluate Q(A, Ak) .- LVqEQ P(qIO, Ak) log[P(O, qIA)] 
M-Step: ~ .- arg max>. Q(A, Ak) 
Ak+1 .- ~ 
£(k + 1) .- Compute log of Likelihood based on Ak+l 
until (£(k + 1) - £(k) :::; Convergence_Threshold) 
RETURN Ak+l 
end 
A recursive step is followed in the second step as follows: 
N 
Induction: at+1(j) = Lat(i)aijbj(Ot+1) 
i=l 
(3.80) 
where 1 :::; t :::; T - 1, ... 1. The third step is the termination step which gives the value for 
P(OIA) . 
N 
Termination: P(OIA) = L aT(i) 
i=l 
(3.81) 
The backward steps in the Forward-Backward algorithm are as follows and also shown by 
(Figure-3.2): Let us consider a backward variable {3t(i) as of (3.82). 
(3.82) 
We can solve {3t(i) inductively as follows: 
Initialization: {3T( i) = 1 (3.83) 
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Figure 3.1: Forward steps in the forward-backward algorithm, ql .... qN are the HMM states 
where 1 ::; i ::; N. 
N 
Induction: (3t(i) = L aijbj (Ot+d(3t+1(j) (3.84 ) 
j=1 
where t = T - 1, T - 2, ... 1 and 1 ::; i ::; N. Again consider rt(i) = P(qt = ilO, ..\), then 
using Baye's rule 
r C) = P(O, qt = il..\) 
t Z P(OI..\) 
Using (3.80) and (3.84) we get 
rt(i) = (It(i)(3t(i) = (It(i)(3t (i) 
P(OI.,\) 2::1 (It(i)(3t(i) 
(3.85) 
(3.86) 
where P(OI..\) is computed by forward-backward recursion given by the (3.87) and shown also 
by (Figure-3.3). 
N N N 
P( 01.,\) = L L (It( i)aijbj (Ot+1)(3t+l (j) = L (It(i)(3t (i) (3.87) 
i=1 j=1 i=1 
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Figure 3.2: Backward steps in the forward-backward algorithm, ql .... qN are the HMM states 
Again consider that ~t(i , j) = P(qt = i , qt+1 = jlO, A), using (3.80) and (3 .84) we get, 
t ( . ") _ at(i)aijbj(Ot+l)!3t+1(j ) 
s,t Z,] - N N. " 
Ei=1 E j=1 at (z )aijbj (Ot+1) !3t+1 (J ) 
(3.88) 
Using the value of ~t (i , j) in (3.86) we get 
N 
P(qt = ilO, A) = rt(i) = L~t(i,j) (3.89) 
j=1 
If rt(j, m) is the probability of being in lh state at time t with mth mixture component 
accounting with Ot then using the result of (3.88) we get 
(3.90) 
~ 
\ 
~ 
\ 
~ 
\ 
~ 
\ 
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Figure 3.3: Computation of P(OIA) uSing Forward-Backward recursion In the forward-
backward algorithm, ql .... qN are the HMM states 
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where N(Ot, I1jm, Ejm) is the probability of Ot in ph state and mth mixture which is computed 
using (2.5) and (2.6). Using the result of (3.80), (3.82), (3.89) and (3.90) in (3.49), (3.60), 
(3.72), (3.74) and (3.77) we get the estimated values for HMM parameters (ejm, [ljm, Ejm and aij) 
as follows: 
3.3.2 Estimation of other HMM based acoustic models using 
Expectation Maximization (EM) algorithm 
(3.91) 
(3.92) 
(3.93) 
(3.94) 
Different HMM based acoustic models have been proposed for ASR systems [87-91]. Factor 
Analyzed HMM (FAHMM) [75] is one of the important HMM based acoustic models used in 
signal modeling in ASR systems. FAHMM considers a state space model in the framework of 
HMM. In the FAHMM, the HMM state vectors qt generates the s-dimensional hidden state 
space vectors St and d-dimensional observation vectors Ot are generated by the multiple 
noise component factor analysis process. The generative model for FAHMM is expressed by 
the equations (3.95). The state and observation evolution process in FAHMM is shown in 
Figure-3.4: 
Ot = CqtSt + Vqt 
N 
Wj "-' L cjnN (l1jn' Ejn) 
j=1 
N 
Vj "-' L cjmN (l1jm, Ejm) 
j=l 
(3.95) 
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Figure 3.4: FAHMM evolution process 
Here, Cqt is the 8 x d observation matrix (d < 8), Vj is the 8 dimensional observation noise 
component. FAHMM incorporates more complexity to its likelihood function by adding one 
more hidden component (the state space variable 8t). This gives FAHMM two unknown 
variables (HMM state sequence q and 8t). Therefore (like HMM) simple derivative procedure 
of ML estimation will not work for FAHMM and EM algorithm is the solution. FAHMM 
parameters are estimated using ML estimation process by the use of EM algorithm. The 
auxiliary function in the EM used for FAHMM is as follows: 
Q().., )..k) = L J P(5, ql)..k) log P(O, 5 , ql)")d5 
'iqEQ 
(3.96) 
where 5 = 81 , 82, S3 ....... 8T is the sequence of the hidden state space variable. The optimiza-
tion process of the auxiliary function in the training of FAHMM is similar to the optimization of 
the auxiliary function in the training of HMM. The detail of the optimization process is given 
in the [75]. [93]. The re-estimation formulas for FAHMM are also described in the [75]. [93]. 
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Figure 3.5: Local convergence problem in the EM 
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3.4 Properties of the EM algorithm 
1. The EM algorithm can estimate the parameters of probabilistic models from the ob-
served data with the presence of hidden components in the observed data. 
2. The EM algorithm computes the model parameters in two steps. In the first step, EM 
evaluates the expected value of log-likelihood Q(>'" ,\k) of complete data (0, q) given 
the initial values of model parameters ,\k. This step is called the Expectation step 
(the E-step). In the second step, EM maximizes the expected value of log-likelihood 
that it computes in the first step. This step is called the Maximization step (the 
M-step) . 
3. EM iterates the above two steps until the log-likelihood of observed data L does not 
change. 
4. (3.18) and (3.30) shows that EM is dependent on initial values of model parameters. 
5. (3.30) show that at each iteration of the EM, the values of log-likelihood L of observed 
data increases. 
3.5 EM generates a local convergence problem 
Algorithm-l of EM [8,11,15,16] indicates that the EM is an iterative procedure. Starting from 
initial values of model parameters ,\k, it computes the expected value of the log-likelihood 
Q(,\, ,\k) of complete data (0 , q) in the E-step. Then in the M-step, it maximizes the Q(,\ , ,\k) 
computed in the E-step and obtains a new set of values ,\k+l for model parameters of HMM. 
The process is repeated until the log of likelihood L does not change. Property-5 of EM 
says that EM increases the values for likelihood function at each iteration. As EM iterates, 
it is more likely that EM will be trapped at a local maximum of the likelihood function 
assuming it as a global maximum, since EM is dependent on the initial values of model 
parameters (property-4), [8,11,15] . Thus EM may generate a local convergence problem 
in the training of HMM, FAHMM and other probabilistic models (FMM, GMM)(Figure 3.5) 
that may result a non-optimized estimation for HMM, FAHMM and FMM [8.11,15]. There 
L!iJ 
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are many approaches that can be applied to solve a local convergence problem. These are 
discussed in the next chapters. 
3.6 Summary 
This chapter discusses the general procedure for estimation of the probabilistic models using 
Maximum Likelihood Estimation (MLE) method. Then it shows that simple derivative method 
of MLE cannot be applied for estimation ofthe probabilistic model's parameters ifthe observed 
data has hidden components and/or the model is multi modal. Two example problems (one 
for multi modal Gaussian mixture model and one for Hidden Markov Model (HMM)) have 
also been described. Then we describe mathematically how the problem of MLE can be solved 
using the Expectation Maximization (EM) algorithm and also describes the estimation process 
for HMM using EM. Although, EM can estimate model parameters with the presence of hidden 
components in the observed data, it may generate a local convergence problem. In the next 
chapter, the issues regrading the local convergence problem of EM and different existing 
methods (focusing this problem) including metaheuristic approaches (single candidate based 
metaheuristics: Simulated Annealing, Tabu search, Threshold Accepting, population based 
metaheuristics: Evolutionary Algorithm and hybrid of metaheuristics with EM are discussed. 
Chapter 4 
Metaheuristic approaches and their 
hybrids for local convergence problems 
4.1 Introduction 
This chapter reviews the general heuristic and meta heuristic approaches for solution of the 
local convergence problems and analyzes their suitability for the training problem of HMM 
in ASR systems. It mainly discusses the popular metaheuristic approaches: Single candidate 
model based metaheuristics, population based metaheuristics and their hybrids with local 
search approaches for solving the local convergence problems. Constraint-based approaches 
to the population based metaheuristic (Evolutionary Algorithm, EA) are discussed in detail 
for a constraint-based solution for the training of HMM . Several parallel versions of EA 
are reviewed focusing on the computational time of EA. Different combination strategies of 
population based metaheuristic (EA) with local search approaches have also been described 
in detail in the last section. 
4.2 Heuristic techniques 
Heuristic techniques help solve many optimization problems. A heuristic is a rule of thumb 
which is used to solve a complex problem where no exact method is present for solving the 
problem. Usually a heuristic approach uses some knowledge about the domain of the problem 
62 
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under consideration and its structure to devise a technique for solving the problem. A typical 
heuristic is a best-first search which is used to search a decision tree and other tree-like data 
structure (99]. Another example of a heuristic is Kruskal's polynomial time algorithm for 
finding a minimum spanning tree (100]. Heuristic techniques can be broadly classified into 
two main groups: constructive and improvement heuristics. 
4.2.1 Constructive heuristics 
Constructive heuristics find a solution from the scratch incrementally. Usually a constructive 
heuristic starts from an empty solution and successively augments the solution component 
at each step and finds a final solution. It relies on knowledge of the problem to allow the 
development ofthe solution. Constructive heuristics are highly problem dependent. Therefore, 
it is often true that if a problem provides sufficient knowledge about its domain and structure 
then good constructive heuristics can be developed to solve the problem. Some successful 
constructive heuristics are the greedy heuristic and the nearest neighbor heuristic [20], [19], 
[101]. 
Algorithm 2 A common structure of neighborhood search 
begin 
Choose an initial solution x E X 
repeat 
Generate a neighboring solution x'EV(x) 
if (F(x') 2:: F(x) or other selection criteria) then 
X f- x' 
end if 
until (Vx' E V(x), F(x')::; F(x)) 
RETURN x 
end 
4.2.2 Improvement heuristics 
Improvement heuristics· take a feasible initial solution as input and try to find a better solution 
by searching through the neighbors of the current solution. The next solution of the search 
[ji] 
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step is computed by finding the neighbors of the current solution and choosing the best from 
these neighbors. The initial solution is changed over a number of iterative steps so that the 
solution quality is gradually improved. The set of all possible changes that can be applied to a 
particular solution is referred to as the neighborhood of the solution. These search approaches 
are referred to as neighborhood search or local search heuristic [19,21-23]. Let us consider 
the problem of maximizing a function F(x) on a finite set of points X . A neighborhood search 
starts from an arbitrary solution Xl E X. At each search step nn, a new solution Xnn+l is 
chosen in the neighborhood V(xnn) of the current solution Xnn. Vx E X is associated with 
a subset V(x) S; X is a neighborhood of x. For instance if X is a set of binary vectors in a 
combinatory optimization problem, a neighborhood V(x) of X can be defined as the set of all 
solutions x E X obtained from x by flipping a single coordinate from 0 to 1 or 1 to O. When 
the V(xnn) is generated, the evolution ofthe current solution Xnn where nn = 1,2,3 .... draws 
a trajectory in the search space X. The most common and easy criterion for selecting the 
next solution Xnn+1 is to pick up the best one in the neighborhood of Xnn' that is a solution 
Xnn+1 E V(xnn) with F(Xnn+l) ~ F(x) where Vx E V(xnn). The search process continues 
up to certain iterations or until F(xnn+1) ::; F(x). A general algorithm for neighborhood 
search approaches has been given in Algorithm-2. 
An iterative improvement heuristic is more general than a constructive heuristic and has 
wider application. One of the important characteristics of a neighborhood search heuristic 
(improvement heuristic) is that its deterministic selection criteria to choose the next solution 
may result locally optimized solution and not give any global solution . However, by applying 
different selection criteria (stochastic selection criteria [26], threshold selection criteria [36]) 
or applying intelligent control strategy [32] on the search process, neighborhood search can be 
made a more useful search technique that may be capable of overcoming the local optimization 
problem. This latter approach of heuristics is generally called Metaheuristics. 
4.3. Metaheuristic approaches for local convergence problem 
4.3 Metaheuristic approaches for local convergence 
problem 
Metaheuristic approaches are techniques that can be generally applied to solve an optimiza-
tion problem like a black-box optimization algorithm [24J. 
According to Osman [25], 'Metaheuristic is an iterative generation process which guides a 
subordinate heuristic by combining intelligently different concepts for exploring and ex-
ploiting the search space '. 
In many real world problems, we do not have any strong insight into how a problem might be 
solved. Sometimes we could find a constructive heuristic for a problem which is too complex to 
implement. In these cases, it is best to use more general heuristics which can be referred to as 
metaheuristics. Metaheuristics are good candidates for solving many optimization problems. 
Metaheuristic approaches can be generally divided into two main categories: 
1. Single candidate models: (Neighborhood search based approaches) 
2. Population based approaches 
Neighborhood search based approaches are Simulated Annealing (SA) [26), Tabu Search 
(TS) [32], Threshold Accepting (TA) [36] which are known as single candidate model based 
approach . Population based approaches involve Evolutionary Algorithm (EA) [37], Ant Colony 
Systems [102)' Particle Swarm systems [103-105]. 
4.3.1 Single candidate model metaheuristics: Neighborhood search 
based approaches 
Improvement heuristics such as neighborhood search/local search approaches use a determin-
istic selection criterion to improve the initial solution. This may terminate the search process 
at local maximum. The chance of being trapped at a local maximum can be avoided by 
the application of stochastic/threshold acceptance criteria combined with intelligent control 
strategies. Many different selection criteria have been proposed for selecting the next solution 
from the neighbors and functions for generation of neighbors. Whatever may be the selection 
[jiJ 
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criteria or the neighbor generation functions, these search approaches always maintain a single 
candidate solution as the current solution. Therefore neighborhood search based metaheuris-
tics are known as a single candidate model based search strategy. 
Depending on the selection/acceptance criterion and control strategies several neighborhood 
search based approaches have been proposed. Some popular single candidate model meta-
heuristics are Iterated Local Search (ILS), (Tabu Search (TS) [32], Threshold Accepting (TA), 
Simulated Annealing (SA) [26]) which are discussed below. 
4.3.1.1 Iterated Local Search (ILS) 
Iterated Local Search (ILS) is a metaheuristic that combines neighborhood search (improve-
ment heuristic) with a perturbation operator [106]. The algorithm starts with an initial 
solution Xnn and performs a neighborhood search until there is no better solution than the 
current one or a local maximum is reached. The current local maximum Xbest is recorded. 
A new solution x~n generated by perturbing the current local maximum. The neighborhood 
search is repeated starting from x~n. The local maximum Xbest is updated after each neigh-
borhood search finishes. The search process is repeated until the stopping criteria is met. 
Stopping criteria may be the repetition number of neighborhood search. A detail algorithm is 
given in the Algorithm-3. ILS uses a simple heuristic technique to avoid local maximum and 
try to find better maximum. However better control strategies can be applied to improvement 
heuristic (neighborhood search) using adaptive memory which is usually done in Tabu Search 
(TS) [32]. 
4.3.1.2 Guided Local Search (GLS) 
Guided Local Search (GLS) is a metaheuristic that combines neighborhood search (improve-
ment heuristic) with a variable objective function [106]. The algorithm starts with an initial 
solution Xnn and performs a neighborhood search until there is no better solution than the 
current one or a local maximum is reached. The current local maximum Xbest is recorded. 
Then the objective function is modified and the neighborhood search is restarted. The local 
maximum Xbest is updated after each neighborhood search finishes. The search process is re-
peated until the stopping criteria is met. Here modification of the objective function is done 
~ 
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Algorithm 3 Iterated Local Search (I LS) 
begin 
Choose an initial solution Xnn E X 
F(Xbest) ~ x 
repeat 
repeat 
Generate a neighboring solution x'EV(xnn) 
if (F(x') > F(xnn)) then 
Xnn ~ x' 
end if 
until (F(x')::; F(xnn)) 
if (F(xnn) > F(Xbest)) then 
end if 
Generate a new solution x~n by perturbing xnn 
, 
Xnn ~ xnn 
until (stopping criteria 1,S met) 
RETURN Xbest 
end 
to escape from the local optima by gradually decreasing its attractiveness. The modification 
of objective function is difficult which requires determination of the important features of the 
solution. Then the features are penalized to change the objective function. Let there are nj 
important features found, the objective function F(x) are modified as follows: 
nj 
F'(x) = F(x) + P L w/h j 
j=l 
(4.1) 
where p = denotes the importance of the solution features with respect to the objective 
function F(x), Wj is the penalization offeature j and bj E {a, 1} which denotes the existence 
of feature f. A detail algorithm is given in the Algorithm-4. 
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Algorithm 4 Guided Local Search (GLS) 
begin 
Choose an initial solution Xnn EX 
F(Xbest) f- X 
repeat 
repeat 
Generate a neighboring solution x'E V(xnn) 
if (F(x') > F(xnn)) then 
Xnn f- x' 
end if 
until (F(x')::; F(xnn)) 
if (F(xnn) > F(Xbest)) then 
F(Xbest) f- Xnn 
end if 
Modify the objective function:F(x) f- F'(x) 
until (stopping criteria is met) 
RETURN Xbest 
end 
4.3.1.3 Tabu Search (TS) 
Tabu Search [32] is a metaheuristic guided by the use of adaptive or flexible memory struc-
ture. The TS follows the basic structure of neighborhood search (improvement heuristic) 
described in the algorithm (2). The acceptance/selection criterion in the TS is deterministic 
since it always chooses the neighbor with highest fitness . If there is no better solution than 
the current one, Xnn' in the neighborhood of Xnn' V(xnn) then the search process stops. This 
may give a locally optimized solution. However TS can escape from local minima by moving 
to best possible solution x in V(xnn) or a sub-neighborhood V'(xnn) ~ V(xnn) in the case 
where V(xnn) is too big to explore efficiently. However if Xnn belongs to neighborhood V(x) 
of x where x E V(xnn ), there is a danger of cycling when we explore the V(x) . Cycling can 
be avoided by storing already visited solutions in a list called tabu list. Tabu list is a form of 
memory that guide the search away from areas that have been already visited. 
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The main components of Tabu search are: short-term memory, long-term memory, inten-
sification and diversification strategies. Short-term memory is used to avoid the cycling and 
being trapped in local optima. Long-term memory collects information about the overall 
search process that helps identify common properties in good visited solutions. After iden-
tifying components of good quality solutions and moves that have had the most influence 
towards these solutions, Tabu search uses the intensification strategies to force the search 
process around the certain areas using the beneficial moves. Diversification strategies forces 
the search process to certain areas of search space which have been less explored or have not 
been explored at a II. 
TS is used in many applications such as code book design of vector quantization [33], cell-
planning for mobile communications [34]. Tsong-Yi Chen [46] has applied TS to estimate 
Discrete Hidden Markov Model (DHMM) and tested on their own speech data set. Perfor-
mance of TS-HMM [46] was measured based on the values for objective function and no 
accuracy test has been done. 
However storing the complete description of already visited solutions in the memory and 
testing for each candidate solution whether it is visited or not (i.e. whether it is in the tabu 
list or not) is time consuming. There are many approaches have been proposed to overcome 
this problem and can be found in [32]. The characteristics of the moves could be recorded 
instead of storing the solutions for reducing the memory requirement but this makes TS too 
restrictive. Empirical studies show that in a high dimensional search space, a limited number 
of iterations with restrictive TS makes it dependent on initial point. An inappropriate choice 
of initial point results in a failure to find an optimal solution. Combination of TS [32] with 
global search (EA) [37], [107] may improve the initialization problem in TS. The fundamental 
steps of TS follows the Algorithm-5. 
4.3.1.4 Simulated Annealing (SA) 
Simulated Annealing (SA) [26] is one of the important naturally motivated metaheuristics 
that combines a naturally motivated acceptance criteria with the general structure of an im-
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Algorithm 5 Algorithm for Tabu Search (TS) 
begin 
Choose an initial solution x E X 
TabuJist t- 0 
F(Xbest) t- x 
repeat 
repeat 
Generate a neighboring solution x'EV(x) 
if (F(x') 2: F(x) and x' is not E T) then 
X t- x' 
TabuJist t- TabuJist U x 
end if 
until ('ix' E V(x)F(x') ::; F(x)) 
if (F(x') > F(Xbest)) then 
Xbest t- X 
end if 
until (''ix' E V(x)F(x') ::; F(x)) 
RETURN Xbest 
end 
provement heuristic. SA is used on a variety of large optimization problems and requires little 
problem-specific knowledge other than a fitness or energy information. The basic idea of SA 
comes from the physical annealing process. In a metallurgical annealing process, a metal body 
is heated to near its melting point and then slowly cooled back down to room temperature. 
At very high temperatures atoms of metal obtain very high energy. If the temperature of 
metal is slowly decreased, then atoms reach an absolute minimum energy. Ifthe temperature 
is decreased too quickly the metal ends up in a poly-crystalline or amorphous state which is 
not pure crystal with a higher energy than the minimum energy of the metal. The behavior 
of the metal with temperature and structure of the atoms inside the metal (which is called 
the state of the metal) can be explained by statistical mechanics. 
4.3. Metaheuristic approaches for local convergence problem 
Let the state 88 of a metal be identified with the set of spatial position of the atoms. If the 
metal is in thermal equilibrium condition at temperature T, then the probability Prot(ss) 
that the metal is in a given state ss depends on the energy E( S8) and follows the Boltzmann 
distribution of (4.2) 
[- E (sS)] exp """"kT 
Pro -(ss) = h 
T Ew E SS[-!~) ] (4.2) 
where kb be the Boltzmann constant and SS be the set of all states of the metal. Let us 
consider that at time £ the metal is in a state q. A candidate state f at time £ + 1 can be 
generated randomly and accepted with the probability Pt given by (4.3) 
P.- = Prot(f) = exp [E(f) - E(q)] 
T Prot(q) kbT (4.3) 
If (Pt > 1), the energy of state f is strictly greater than energy of state q. It has been proved 
that as time i increases to infinity, the probability that the metal is in a given state 8 0CJ equals 
Pt(sOCJ) and converges to Boltzmann distribution [26]. Prot(q) and Prot(f) can be deter-
mined using (4.2). However, it is not the case that lower temperature gives the lower energy 
state. We must adapt an annealing process where the temperature of the metal is raised to 
very high temperature at the beginning and then slowly decreased, spending sufficient time at 
each temperature to reach thermal equilibrium. This physical annealing phenomenon is used 
as a computational technique for optimization problem to avoid local optimum problem. 
Before applying the metallurgical annealing techniques in an optimization problem we must 
find the analogous of the physics concept of annealing. Here, the energy function of metal, 
E(ss), corresponds to the objective function F(x) in an optimization problem. States ofthe 
metal ss becomes the values for parameters x of the optimization problem. We must also 
find a function (neighborhood generation operator) to generate the neighbor/new solution 
from current solution and a cooling schedule as well. 
In Tabu Search, the selection/acceptance criteria is always deterministic which may gen-
erate a local optimization of objective function. To avoid this and the cycling problem, TS 
uses an adaptive memory structure. In a Simulated Annealing (SA) optimization technique, 
the chance of being trapped at local maximum of the objective function is avoided by the 
use of a method similar to physical annealing technique. Like other neighborhood search, 
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Algorithm 6 Algorithm for Simulated Annealing (SA) 
begin 
Choose an initial solution x 
Initialize temperature T +--- Ii 
trials +--- 1 
repeat 
for (trials = 1 to TOTAL TRIALS) do 
Generate a neighboring solution x'E V(x) 
if (F(x') > F(x)) then 
x +--- x' 
rnE{O,1} 
else if (min [1, exp [F(X21(X)]] ~ rn) then 
x +--- x' 
else 
Current solution x is unchanged 
end if 
end for 
until (termination reached) 
RETURN x 
end 
SA starts with an initial solution xnn . At each search step nn, a new solution Xnn + 1 is 
generated by using neighborhood generation operator from the current solution xnn. Like 
TS, SA accepts the new solution Xnn + 1 if F(xnn+1) > F(xnn ). However this deterministic 
method may terminate at local maximum of F(x). Applying an annealing process similar to 
physical annealing, SA allows the search process to change its state to a state with lower 
objective function value so that it gets a chance to jump out of the local maxima and seek 
better maximum from that point again. Here the lower value of objective function is accepted 
with a probability given by (4.4) 
n ( ) [F(xxnn+d - F(xxnn )] 
rt xXnn+1 = exp , hT 
(4.4) 
4.3. Metaheuristic approaches for local convergence problem 
Uphill moves in SA are always accepted. However downhill moves are accepted with an ac-
ceptance probability which is function of temperature given by (4.4). The performance of the 
SA is dependent on the cooling schedule [26]. 
One of the important cooling schedules is the Lundy schedule [108] which is described below. 
In Lundy schedule, two temperature values, Tnn and Tnn+b which are in nnth and (nn + l)th 
iterations are related by the following formula 4.5. 
where /3 is defined by 4.6. 
t-Tf /3 = " 
itTiTf 
(4.5) 
(4.6) 
Here i t = total number of iteration, Tf = the final temperature, t = the initial temperature. 
/3 is greater than o. 
SA starts with a high initial temperature t and any random initial solution Xnn . A neighbor-
hood operator is applied to the current solution Xnn having objective function values F(xnn) 
to produce a new solution Xnn+1 having objective function values F(xnn+1). The new solu-
tion Xnn+1 is accepted if (F(Xnn+l) > F(xnn)) and becomes the current solution, otherwise 
Xnn+l becomes the current solution with a probability Pt(xxnn+1) from (4.4). If Xnn+l is not 
accepted, then Xnn remains as the current solution. The application of the neighborhood 
generation operator and the probabilistic acceptance of the newly generated solution are re-
peated either a fixed number of iterations or until a quasi-equilibrium is reached . The whole 
process is repeated each time starting from the current solution with a lower temperature. 
For any given temperature T, a sufficient number of iterations always leads to equilibrium. 
The cooling schedule is such that at high temperature any change is accepted. This means 
the SA visits a very large neighborhood of current solution. At lower temperatures, transition 
to lower values of the objective function becomes less frequent and the solution stabilizes. 
The complete algorithm for SA is described in the Algorithm-6. 
SA is used in many optimization algorithms. Hamam [109] applied SA for training of DHMM 
and tested the algorithm on some simulated observations. Paul [110] applied SA for training 
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of DHMM based on some simulated observation. Both Hamam [109] and Paul [110] did not 
test the recognition accuracies for their algorithms on ASR system. 
Algorithm 7 Algorithm for Threshold Accepting (TA) 
begin 
Choose an initial solution x E X 
T~O 
repeat 
Generate a neighboring solution x'EV(x) 
!:IF = F(x') - F(x) 
if (!:IF < B) then 
x~x' 
end if 
if (F(x) > F(Xbest)) then 
end if 
until (termination criterion reached) 
RETURN Xbest 
end 
4.3.1.5 Threshold Accepting (TA) 
Threshold Accepting (TA) [36] is another metaheuristic like TS and SA. TA is designed as 
a less computationally expensive acceptance criterion than SA. TA generates the neighbors 
using neighborhood generation operator. A new generated neighbor solution is accepted if 
the difference of values of objective function of the current solution and neighbor solution is 
less than a threshold value B. In TA, acceptance criterion is deterministic as opposed to the 
one used in SA. However TA is less computationally expensive than SA. A complete algorithm 
for TA has been described in the Algorithm-7. 
4.3. Metaheuristic approaches for local convergence problem 
4.3.2 Population based metaheuristic: Evolutionary Algorithm (EA) 
Stochastic global search such as Evolutionary Algorithm (EA) [37] are population based 
metaheuristics. Compared to neighborhood based metaheuristics, in the population based 
approach, the probability of choosing an inappropriate initial point is minimized due to the 
use of a large number of initial points of EA distributed over the whole search space. The 
search is then focused on promising regions of the search space by successively narrowing the 
regions until the search is converged. Sometime population based metaheuristic is combined 
with the neighborhood based metaheuristics [107]' [111] to further refine the the solution 
and to obtain a better global solution. The population based metaheuristic Evolutionary 
Algorithm (EA) and their hybrids are discussed in the next subsections. 
4.3.2.1 Evolutionary Algorithm {EA}: overview 
The Evolutionary Algorithm (EA) is another metaheuristic which is an iterative and stochastic 
optimization techniques inspired by the concepts from Darwinian evolution theory [38]. Sev-
eral authors have proposed different versions of Evolutionary Algorithms (EA) [39] including 
Genetic Algorithm (GA) [69]. Evolutionary Programming (EP) [112], Evolution Strategies 
(ES) [113]. In general, an EA performs an evolutionary process on a population of individ-
uals/solutions (chromosomes) with the purpose of evolving the best possible approximate 
solution to the optimization problem. It operates on a given initial population of potential 
individuals/solutions (chromosomes) to the problem and applies the principle of survival of 
the fittest to produce better and better approximations to a solution of the given problem. 
At each generation (iteration), a pair of solutions (chromosomes) is selected from a pool of 
solutions (parent pool) according to their level of fitness in the problem domain, which are 
bred together to produce a new set of solutions (offspring chromosomes) using the reproduc-
tion operators (crossover and mutation). The process of creating new solutions (offspring 
chromosomes) by combining the selection process of the parent pool and breeding processes 
directs the evolution of a population of solutions that are better suited to the problem domain. 
The whole process is executed over several generations/iterations until a candidate solution 
of the problem with sufficient quality is found. EA provides significant advantages over tradi-
tional optimization algorithms because of the simultaneous use of several search techniques 
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and heuristics such as population based search, a continuous balance between exploitation 
(convergence), exploration (maintained diversity) and the principle of building-block in its 
search process. Some of the important features of EA over traditional neighborhood based 
metaheuristics and global optimization algorithms are noted in the following: 
1. Neighborhood based metaheuristics are single candidate model based and affected by the 
choice of initial point. However in the EA, the probability of choosing an inappropriate 
initial point is minimized due to the use of a large number of initial points of EA 
distributed over the whole search space. 
2. Compared to the other global optimization algorithms, EA does not require any deriva-
tive information of the objective function or other knowledge about the the structure of 
the problem. Therefore, EA can be applied on wide varieties of optimization problems 
as a black-box optimization algorithm [24]. 
3. Simultaneous use of non deterministic transition operators for generating new solutions 
and the use of several solutions in the population, implements a good diversification 
strategy in the search process which gives EA higher global exploration capability than 
other metaheuristic approaches. 
4. Parent selection mechanism for selection of parent pool enforces the principle of survival 
of fittest which implements a good intensification strategy in the search process. 
4.3.2.2 Structure of the EA 
Evolutionary algorithm models natural evolution processes. Thus, a typical EA incorporates 
many of the subprocess logically similar to the subprocess of natural evolution including se-
lection, genetic operations (using genetic operators: crossover, mutation), fitness evaluation. 
Figure-( 4.1) describes the structure of a simple EA and Algorithm-8 shows the basics steps 
of an EA. 
Initial Population: Initial population of the EA comprises a number of chromosomes (solu-
tions) and specifies the starting point of the search. Initial population could be created 
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Figure 4.1 : Structure of an Evolutionary Algorithm (EA) 
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using random initialization. The main goal of initialization process is to create a pop-
ulation with a good coverage of the search space. Any knowledge about the problem 
domain also may be used to create the initial population. 
Objective function and fitness evaluation: The objective function measures the perfor-
mance of a chromosome with respect to its parameters and is related to problem under 
consideration. The value of the objective function for one chromosome is independent 
of the values of the parameters of other chromosome in the population. 
However, the fitness of a chromosome measures its reproductive ability and ability to 
survive. Unlike the objective function, the fitness of a chromosome is always defined 
with respect to other chromosomes of the population being assessed. The fitness func-
tion transforms the value of objective function into a measure of reproductive ability. 
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Algorithm 8 Basic steps in an Evolutionary Algorithm (EA) 
begin 
Step-l: Create an initial Population. 
repeat 
Step-2: Evaluate the initial population using the objective 
function. 
Step-3: Compute the fitness of the population. 
Step-4: Build the parent pool (mating population) using 
selection operator. 
Step-5: Apply crossover operator to create the offspring 
population. 
Step-6: Apply mutation operator to the offspring population. 
Step-7: Apply replacement strategy to form the new 
population for next generation. 
until (Termination criterion is reached) 
RETURN Best solution from the final population 
end 
Selection operator and Parent pool: Selection operator is used to build a pool of parent 
chromosomes for reproduction of offspring chromosomes for next generation from the 
current population. According to the Schema theorem [69], reproductive opportuni-
ties is allocated to each chromosome in the current population in proportion to their 
relative fitness. Therefore, chromosome with higher fitness gets higher probability of 
being selected for reproduction. Thus, the selection operator is implementing a survival-
of-the-fittest strategy to build the parent pool. Many selection mechanisms have been 
proposed including Stochastic Universal Sampling [114], Roulette Wheel selection [114], 
Tournament Selection [115]. 
Crossover operator and Offspring chromosomes: The crossover operator produces off-
spring chromosomes by exchanging some genetic material between the two parent chro-
mosomes. Many crossover operators have been proposed including one-point crossover, 
two-point crossover [116], discrete crossover [117], intermediate crossover [117]. The 
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simplest crossover is the one-point crossover where a position along the two parent 
chromosomes is randomly chosen. Then the one-point crossover exchanges the sub-
sequences before and after that position between two parent chromosomes to create 
two offspring chromosomes. 
Mutation Operator: After crossover, the offspring variables are passed through mutation. 
Mutation operators are stochastic operator which provides a small amount randomness 
to the offspring variables and maintains a sufficient level of genetic variety in the popu-
lation. This in turn, re-introduces necessary chromosome features into populations that 
have been unintentionally lost after several generations have passed. 
Mutation prevents premature convergence: At the beginning, the values of the offspring 
variables in the population are randomly distributed providing a wide spread of individual 
fitness. As the generation progresses, it is possible that selection operator will drive most 
of the chromosomes in the population to share the same value for some variables. Then 
the range of fitness level of the population reduces. As a result, EA losses the ability to 
continue to search for better solutions. If this happens without the EA converging to 
a satisfactory solution, then the search process has prematurely converged. This may 
particularly happen if the population size is small. In this situation, crossover operator 
alone cannot prevent the premature convergence. By providing a small amount of 
randomness to the offspring variables in the vicinity of the population, mutation operator 
maintains sufficient level of genetic diversity in the population and prevents any possible 
premature convergence of the search process. 
Replacement Scheme for new generation: Once the offspring are produced by genetic 
operators, then the current population is replaced with the new offspring. Different 
replacement strategy can be applied. An elitist replacement strategy replaces the worst 
parents so that the genetic material of best individual from parent population can be 
transformed into next generation. A non- elitist strategy replaces all chromosomes from 
the current population. 
The fundamental steps of an EA has been mentioned here. Although, for many years, EA 
has been applied in many applications including optimization, design and creative systems 
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[37,118,119]. it faces difficulties to find a high quality solution. Like premature convergence, 
another major problem of EA is the slow convergence. After many generations, the average 
values of the fitness of the chromosomes will be high and the range of fitness of the population 
becomes small which indicates a small gradient in the fitness function. Therefore, the selective 
pressure is also reduced. Due to this, population slowly advances towards a global maximum. 
The problem can partially be avoided by using a fitness scaling [120], [37] . Since EA explore 
the large solution space, to obtain high quality solution we also have to employ good genetic 
operators and tune the parameters as well . 
4.3.2.3 Constraint based approaches in the EA 
In the previous sections, the basic structure and general methodology of the EA have been 
described which do not incorporate any constraints. Many real world optimization applications 
involve equality and/or inequality constraints. These problems are known as constrained 
optimization problems. When the genetic operators of EA are applied on a constrained 
optimization problem, it may produce an infeasible solution with respect to the constraints 
of the problem. For the constrained optimization problem, constraint handling methods 
should be employed. In the literature [61]. [62] many constraint handling methods have been 
proposed . All of these methods can be grouped into three main categories. These are briefly 
discussed below: 
1. Methods based on Preserving Feasibility of Solutions (PFS) 
2. Methods based on Penalty Functions (PF) 
3. Methods which make a clear distinction between feasible and infeasible solutions 
Methods based on Preserving Feasibility of Solutions (PFS): These methods attempt 
to produce feasible solutions by applying specific genetic operators. Specific genetic 
operators are applied on the constrained optimization problem that transforms feasible 
individual (chromosome) to feasible individual (chromosome). This method requires a 
feasible initial population for the EA. Moreover, these operators can only be applied if 
the constraints of the problem be linear and search space be convex. Usually, when a 
particular parameter of a chromosome is mutated in PFS, the search process determines 
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the domain of the parameter by a function of the linear constraints and the remaining 
parameters of the chromosome. Then the new value is taken from this domain with a 
probability distribution (uniform or non-uniform). Similarly, 'Arithmetic Crossover' [121] 
is one of the specific operators in PFS method. Arithmetic crossover takes two feasi-
ble solutions and produces always a feasible solution if the search space is convex and 
constraints are linear. Michalewicz [121-123] applied this constraint based method in 
GENOCOP [121] for many test functions and obtained very good performance. 
Methods based on Penalty Functions (PF): Many constrained optimization problems in-
volves Penalty Functions (PF) based constraint handling methods. The PF based meth-
ods use Penalty Functions (PF) which penalizes the infeasible solutions. In general, all 
PF based methods employ a number of penalty parameters which must be set right in 
any problem to obtain feasible solution. The PF based method was originally proposed 
by Homaifar [124]. In this method, for each constraint several levels are considered 
depending the values of constraints. For each constraint and each level a static penalty 
co-efficient is required. Therefore, the result is dependent on the values of static penalty 
co-efficients which must be chosen carefully. This is one of the major drawbacks of this 
constraint handling method. One of the advantages of the method is that it can use 
random initial population. Michalewicz [49] shows that this constraint handling method 
gives good performance if the constraint violation level and the penalty co-efficients are 
tuned to the problem appropriately. 
Methods which make a clear distinction between feasible and infeasible solutions: 
There are few methods that make a clear distinction between feasible and infeasible 
solutions. Behavioral memory method is one of these approaches proposed by Schoe-
nauer [125] that processes the population with a single constraint (jth constraint) at a 
time until a given percentage of the population is feasible for this constraint. Then the 
system switches to next constraint ( (j + 1)ih constraint) and eliminates the individual 
from current population which do not satisfy (jth constraint). The stopping criterion is 
again the satisfaction of the ((j + 1 )th constraint) by the flip threshold percentage of 
the population. The drawback of the method is that it takes huge computational time 
to process the constraints and requires a linear order of the constraints which is hard 
Chapter 4. Metaheuristic approaches and their hybrids for local convergence 
problems 
to determine. However it can use random initial population. 
Here some of the important methods for constraint handling and their advantages/ disad-
vantages have been discussed which could be used in the EA for solving constraint based 
optimization problem. However using theses basic methods, many hybrid methods can be 
designed for a specific problem. 
4.3.3 Parallel Evolutionary Algorithm (PEA) 
EAs are powerful meta heuristic search approaches. Unfortunately, they can demand much 
computational time and memory space. Some operations of EA such as fitness evaluation 
can be very time consuming. Parallel EA (PEA) are parallel implementations of EAs that 
can reduce the computational load such as memory and time . Moreover, PEA can be easily 
implemented on network of heterogeneous computers or on parallel mainframes. It is seen 
that sequential EA (the original structure of EA proposed by Holland) may get trapped in 
sub-optimal regions of the search space, but PEA are executed on several sub-populations 
that makes it less likely to be trapped in a sub-optimal solution. PEA are often very different 
from traditional EA structure. In the literature several models [126-132] have been proposed 
for parallel implementation of EA. Some popular models are described below. 
4.3.3.1 Master-Slave parallelization model 
Master-Slave parallelisation model is also known as global parallelisation model. In Master-
Slave model [128], a Master process maintains the global population and executes the selec-
tion. If PS is the population size, the Master-Slave model maintains PS/2 slave processes 
as in the Figure-4.2. Every slave process receives two parent chromosomes from previous 
generation, performs crossover, mutation and and generates two new members for next gen-
eration. The slave processes also performs the computationally intensive task the evaluation 
of the objective function. Since evaluation is done on individual chromosomes, there is no 
need to communicate during this stage. Selection is done globally, therefore each individual 
may compete and mate with any other. 
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Figure 4.2: Master-Slave model of Parallel Evolutionary Algorithm (PEA) 
4.3.3.2 Static sub-populations with migration model 
In Static Sub-populations with a migration model, the EA population is divided in many 
sUb-populations which are also known as demes. Demes are separated from one another. 
An additional migration operator is used in this model. Some individuals are moved time 
to time from one deme to another. Different migration models have been proposed such 
as (island model, stepping stone model) depending on the migration operator. Migration of 
one individual from one deme to another depends on several parameters such as: connec-
tion topologies of sub-populations, migration rate, migration scheme (which individual (best, 
worst, random) from source de me migrates to destination and which individual (best, worst, 
random) is replaced) and migration interval. 
4.3.3.3 Massively parallel EA/Cellular model 
In Massively parallel EAjCeliular model [130], [133] one individual is assigned per process and 
the mating is limited to a deme near the individual. Many massively parallel systems use a 
two dimensional grid topology, therefore, it is common to place the chromosomes on a two 
dimensional grid. Therefore individual can compete with the neighbors (above, below, left 
and right) . Since the neighborhoods overlap, good solutions are propagated across the entire 
population. 
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4.4 Hybrids of meta heuristic approaches 
Metaheuristics have been successfully applied in many optimization problems. However com-
bination of two or more metaheuristics can be made that may be better suited for many opti-
mization problems. Usually in the hybrids of meta heuristics, component of one metaheuristic 
is added to another metaheuristic to enhance the performance. This type of combination 
strategies may compensate the disadvantages of each other. 
Such a hybrid is the combination of SA and EA. In general, EA gets premature conver-
gence if the diversity of population is lost. SA shows good convergence properties with a 
good cooling schedule which is hard to find. However hybrid of EA and SA, gives parallelism 
in the SA and shows better performance than either of the methods when applied alone. 
In the literature, many hybrid metaheuristics using SA and EA have been proposed such 
as [31,44,50, 70, 71, 134]. Jiang [35] proposed a hybrid of EA and TS and applied to cell 
image segmentation . Ching [107] proposed hybrid of EA and TS and applied to open shop 
scheduling problem. Mantawy [135] proposed a hybrid of meta heuristic approaches using EA, 
TS and SA and applied to unit commitment problem. Again, metaheuristic approaches can 
be combined with deterministic Hill-Climbing search (such as EM)I local search I gradient 
based method to incorporate the knowledge of the problem into the metaheuristic approaches 
that gives better performance. Hybridization mechanisms of metaheuristic approaches and 
deterministic Hill-Climbing search Ilocal search can be mainly two types: 
1. Hybrid of a single candidate model metaheuristic and a deterministic hill-climbing 
searchl local search 
2. Hybrid of a population based metaheuristic and a deterministic hill-climbing searchl 
local search 
4.4.1 Hybrid of a single candidate model metaheuristic and a local 
search 
Single candidate model metaheuristics such as SA, TS and TA can be combined with local 
search or deterministic hill-climbing search. Usually deterministic hill-climbing search contain 
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knowledge about the problem structure. When metaheuristic approaches is combined with 
this type of local search, the search process becomes faster using the knowledge of the prob-
lem domain. One of theses hybrid approaches is proposed by Salih [136] which combines SA, 
TS and gradient descent based method as the local search. Here, SA finds good region of 
the search spaces where gradient descent based method quickly directs the search process to 
nearest local optima. The TS helps to prevent further visits to the previously visited solutions. 
Another possible hybrid of a single candidate metaheuristic and a local search is the hy-
brid of TS and local search procedure. Here hybrid mechanism uses the heuristic technique 
of TS to avoid the local optima as well as the domain knowledge from the local search that 
makes the search faster. TS's flexible memory structure helps avoid the already visited solu-
tions. Thatphithakkul [45] proposed one of these approaches which combines TS and EM to 
estimate continuous density HMM (CDHMM) parameters and tested it on own speech data 
sets. 
4.4.2 Hybrid of a population based metaheuristic (EA) and a local 
search 
Population based metaheuristic (EA) also can be combined with the local search/ deterministic 
hill-climbing search. Standard EA can find globally competitive solutions, but the EA often 
suffers from the lack of accuracy and faces slow convergence. The complementary properties 
of EA and local search / deterministic search may give several advantages over either of the 
methods when applied alone such as: 
1. Hybrid approach may improve the performance of the EA regarding convergence speed 
due to the incorporation of domain-specific knowledge from local search. 
2. It may improve the quality of the solutions obtained by the EA due to the combined 
effect of local search if applied at different stages of EA. 
3. Hybridization of EA gives the opportunity to act EA as part of a larger system. 
In the literature, many hybrids using population based metaheuristic EA and local search has 
been proposed and successfully applied in many applications. Yen [52] proposed a hybrid of 
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EA and Simplex method as the local search and successfully applied to metabolic systems. 
Pernkopf [57] proposed a hybrid of a metaheuristic EA and deterministic hill-climbing search 
(EM) and applied to non-linear classification problem using Gaussian Mixture Model (GMM) 
to estimate the GMM parameters. Martinez [58] also proposed a genetic Version of EM 
algorithm combining the EA and EM to estimate the GMM parameters in a non-linear classi-
fication problem. Nariman Majid [59] applied a hybrid of EA and EM to decompose the GMM 
parameters in an application of dental image segmentation. Kimura [137] proposed a hybrid 
of a population based meta heuristic EA and local search and applied to high dimensional 
function optimization. Mathias [53] proposed a hybrid of a metaheuristic EA and steepest 
ascent as the local search and applied to a complex optimization problem based on seismic 
data imaging. Kurt [138] applied a hybrid of EA and gradient based local search to design 
space related optimization problem. 
4.4.3 Fusion strategies in the hybrids of population based 
metaheuristic (EA) 
The complementary properties of different metaheuristic approaches and local search to over-
come the limitations of each other has influenced the development of a large number of hybrid 
evolutionary systems for many applications. Many of these approaches do not follow common 
design methodologies (fusion /hybridization strategies) and are justified by the effectiveness of 
the hybrid methods in specific application domains for which it were developed. Therefore, it 
is very hard to compare the performances of different hybridization strategies. Three popular 
fusion strategies are: 
1. Fusion strategy using Lamarckian Evolution 
2. Fusion strategy using Baldwinian learning 
3. Staged fusion strategy 
These strategies and their advantages / disadvantages are described in the following sections. 
- liiJ 
4.4. Hybrids of metaheuristic approaches 
4.4.3.1 Fusion strategy using Lamarckian evolution 
Evolutionary Algorithm (EA) [37] follows the fundamental processes of natural evolution the-
ory proposed by Darwin [38], also known as Darwinian Evolution which incorporates natural 
selection and genetic variation through recombination and mutation. However EA can also 
implement non-Darwinian Evolution such as 'Lamarckian Evolution '. 
In the early nineteenth century 'Lamarck' [139] suggested that characteristics acquired by 
an organism during its lifetime (usually known as a phenotypic characteristics such as hair 
color, weight or presence /absence of a particular disease) could be inherited by its descen-
dants. This means that an individual organism's experience (phenotypic characteristics) during 
its lifetime can modify its genotype. This evolution theory is known as Lamarckian Evolu-
tion [139]. Although Lamarckian evolution theory has been universally rejected as a feasible 
theory of natural evolution, use of this non-Darwinian Evolution theory in the architecture 
ofthe standard EA sometime found to perform better in many applications [40,43,57-60.140]. 
Researchers [40-43,47,48,54-56, 140] have tried to improve the performance of standard 
EA by employing fusion strategies conceptually similar to 'Lamarckian Evolution' [139]. In 
the Lamarckian fusion strategy, EA starts with an initial population, applies the selection 
and reproduction operators (crossover and mutation) and generates the offspring. Then local 
search/hill climbing search, is applied to each chromosome ofthe offspring population. Fitness 
of the chromosome is evaluated after the local search process finishes. It is not necessary 
that local search needs to reach the complete convergence. Instead, it is sufficient for the 
local search to be executed over only a few iterations. This is because at each generation 
of EA, after mutation, local search is applied to improve the offspring chromosomes. Then 
all improvements done by the local search on the offspring chromosomes are passed back to 
replace the EA population. This is done at every generation of EA execution. Thus, in the 
Lamarckian fusion strategy, the traits acquired by the individual (experience gathered during 
lifetime, phenotype structure) due to the application of local search during the individual's 
learning process is used to modify the genetic structure (genotype) and fitness value (pheno-
type) of chromosomes in the population of next generation. Therefore, the Lamarckian fusion 
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strategy forces the genotype to reflect the phenotype. In this way, phenotype characteristics 
are inherited in the descendants. 
Although the Lamarckian fusion strategy shows some improvement in the convergence of 
EA, it changes the genetic information in the chromosomes that results in a disruption in the 
inherited schema of the EA population. Changes in the genetic information loses statistical 
information about hyperplane partitions implicitly contained in the EA population. This re-
sults in a decrease in global sampling capabilities of EA [41]. [141] which may give rise to a 
premature convergence again. This problem directed researchers to propose another fusion 
strategy known as 'Baldwinian learning'. 
4.4.3.2 Fusion strategy using Baldwinian learning 
Baldwinian learning is Lamarckian in some sense. In 1896, Baldwin [142] suggested that the 
tendency of an organism to achieve certain valuable behavior could be reflected in its genotype 
and thus inheritable by the descendants of the organism. Baldwin suggested that during its 
lifetime, an organism increases its fitness by learning but does not change its genotype. The 
phenomenon is known as the 'Baldwin effect' [142-144]. 
Since Lamarckian evolution inhibits the schema processing capabilities by changing the ge-
netic information during individual learning which reduces the global sampling capabilities 
of EA, Hinton [143] proposed a fusion strategy conceptually similar to Baldwinian learning 
of natural evolution [142]. Like the Lamarckian fusion strategy, in the Baldwinian fusion 
strategy, EA starts with an initial population, generates the offspring by applying selection, 
and reproduction operators (crossover and mutation). Then local search is applied to each 
chromosome of the offspring population. Then the fitness of the chromosome is evaluated 
after the local search finishes. However the EA population is replaced with the chromosomes 
produced by the reproduction operators, not with the improved chromosomes produced by 
the local search. However, fitness of the chromosome in the EA population is replaced with 
the corresponding fitness of improved chromosomes generated by the local search. Thus, in 
a Baldwinian strategy, only the fitness value is modified to reflect the effect of individual 
learning during the lifetime of each chromosomes. Therefore, the Baldwinian fusion strategy 
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does not disrupt the schema processing capabilities of EA [42]. Whitley [41] shows that a 
Baldwinian learning strategy performs better than a Lamarckian Fusion strategy. However 
alteration to the fitness landscape causes the Baldwinian strategy to generate a multiple 
genotype to phenotype mapping problem that may confound the EA process [145], [146]. 
4.4.3.3 Staged fusion strategy 
Both Lamarckian and Baldwinian fusion strategies give better performance than standard EA 
up to some extent. However both have the disadvantages [41, 145, 146] described before. 
Therefore, Yen [52] and Mathias [53] proposed another fusion strategy known as 'staged fu-
sion strategy' that take the benefits of hybridization of local search with EA but make some 
balance between individual learning by the local search and the EA generation. 
In the staged fusion strategy, a Lamarckian evolution is executed periodically after the exe-
cution of a Darwinian evolution for a specific period of time. In this fusion strategy, a local 
search/ hill-climbing search is executed periodically after the execution of EA for a specific 
period of time. This procedure exploits the domain-specific knowledge of the problem from 
the local search as well as minimizing the loss of hyper-plane partition information in the EA 
and maintaining the global sampling capabilities of EA. Thus making a balance between the 
exploitation of the domain-specific knowledge and evolutionary search in the hybrid mecha-
nism. The strategy was successfully applied on many applications such as [52,53]. 
Apart from the above fusion strategies, there are few systems that apply specialized genetic 
operators biased by the knowledge of local search to enhance the local exploitation properties 
of standard EA such as Immune Recruitment Mechanism (IRM) [65]. Simplex-Crossover [66]. 
4.5 Summary 
This chapter discusses the heuristic techniques to overcome the local convergence in the EM. It 
mainly focusses on the metaheuristic approaches to the local convergence problem. Many im-
portant metaheuristic approaches {including Tabu Search, Iterated local search, Guided local 
search, Simulated annealing, Threshold Accepting, Evolutionary Algorithm (EA)) have been 
described with their basic structure. Combination of the components of several meta heuristics 
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have also been discussed that gives more functionality for local convergence problem. Two 
important hybrid approaches using single candidate model metaheuristic with local search and 
population based meta heuristic with local search have also been analyzed. While describing 
the hybrid of population based meta heuristics, important fusion strategies have also been re-
viewed. Different parallel versions of EA have also been explained. In the next chapter, some 
stochastic variants of Expectation Maximization (EM) including Stochastic version EM for 
Finite Mixture Models (FMM) along with their importance to the local convergence problem 
will be described. A stochastic approximation version of EM will be depicted. A mathematical 
analysis of stochastic versions of EM for multivariate Gaussian Mixture Models (GMM) will 
also be illustrated to find the implication of stochastic vari~nts of EM for solving the training 
problem of H MM. 
Chapter 5 
Stochastic variants of Expectation 
Maximization algorithm for Finite 
Mixture Models (FMM) 
5.1 Introduction 
The Expectation Maximization (EM) [8, 11,15, 16] algorithm is widely used for estima-
tion of the probabilistic models such as the Finite Mixture Models (FMM) and Gaussian 
Mixture Models (GMM) in static pattern recognition and unsupervised clustering problems 
[8,11,15,16]. This is because it is a computationally efficient method and can estimate the 
model parameters from observed data ° with hidden components Z. The EM algorithm 
estimates the model parameters in two steps. In the Expectation step (E-step), EM com-
putes the posterior probability P(ZIO, Ak) given a set of initial values of model parameters 
)..k. In the Maximization step (M-step), EM maximizes the expectation of the log-likelihood 
Ez [log[P{O, ZIA)IO, Ak]] of complete data (O, Z). In Chapter-3, we have shown that 
maximization of Ez [log[P{O, ZIA)IO, Ak] maximizes the log-likelihood log{P{OIA)) of in-
complete data 0. However EM converges to a local maximum of the likelihood function 
log{P{OIA)). 
This chapter discusses the training procedure of FMM and GMM and related problems of 
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EM. Then it finds the implications of the approaches to the training problem of FMM and 
GMM on the training problem of HMM. To ameliorate the local convergence problem in the 
training of FMM and GMM, several stochastic variants of the EM algorithm and their for-
mulation for the Gaussian Mixture Model {Stochastic version of EM algorithm (SEM) [67]. 
Stochastic Approximation Version of EM (SAEM)) [68] have been proposed. All of these 
stochastic variants have been formulated for Finite Mixture Models (FMM). Therefore, a 
closer look at the EM for FMM is required before discussing the stochastic variants of EM. 
In the next section, how EM is formulated for FMM has been described. 
5.2 A closer look at the EM for Finite Mixture Models 
(FMM) 
Recall from Chapter-3 that when data are classified using a Finite Mixture Model (such as 
GMM) the likelihood of an observed sample as is expressed by (5.1) 
M 
P{OSIA) = L umPm(OSIAm) (5.1) 
m=l 
where am is the Weight of the mth component mixture, Pm(OSIAm) is the PDF for the mth 
component mixture of a particular model. 
Here we do not know which component mixture has generated the sample data as. Now 
let us consider a hidden variable Z such that Z = {zs = Om, m = 1,2,3, ..... M ; 8 = 
1,2,3, ...... NS} where NS = total number of sample data. Zs = Om means that mth mixture 
component has generated 8th sample. Then the complete data likelihood can be written by 
(5.2) 
NS 
P(Z, alA) = II P(zs, aSIA) (5.2) 
s=l 
Let us consider a set of indicator variables Y that denotes which mixture component generated 
which sample point where Y = <I>~, m = 1,2,3, ..... M ; 8 = 1,2,3, ...... NS. <I>~ is defined 
by (5.3) 
1 if as has been generated by mixture component Om (5.3) 
o Otherwise 
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Since, for each 8, one variable in <I>~ is equal to one and all other variables values are equal 
to zero, the complete data likelihood can be written as (5.4) 
NS M 
P(O, ZIA) = IT L <I>:nP(zs, OSIA) 
s=1 m=l 
NS M 
= ITL<I>:nP(OS,Zs = CmIA) (5.4) 
s=1 m=l 
NS M 
= IT IT P(OS, <I>:n = 1IA)<f>~ 
s=1 m=1 
The log-likelihood of complete data is given by (5.5) 
log P( 0, ZI,X) = log [ij g/(O', <1>;' = 11,X)·;" 1 
NS M 
= LL<I>:nlog[P(os,<I>~ = 1IA)] 
s=1 m=1 
NS M 
= L L <I>:nlog [P(osl<I>~ = 1, A)P(<I>~ = 1IA)] (5.5) 
s=1 m=1 
NS M 
= L L <I>:nlog [P(osl<I>:n = 1, Am)P(<I>:n = 1IAm)] 
s=1 m=1 
NS M 
= L L <I>:nlog [P(osl<I>~ = 1, Am)am] 
8=1 m=l 
The mixture weight am equals to P(<I>~ = 1IAm). EM algorithm maximizes the expectation 
of complete data (0, Z). The expectation of complete data can now be expressed as (5.6) 
Ez {log P(O, ZI'x)IO, ,X'} = Ez [ (~t, <1>;' log P(O'I<1>;' = 1, ,Xm)<>m) 10' ,,X' 1 
NS M 
= L L Ez [<I>:n10S, Ak] log [P(osl<I>:n = 1, Am)aml 
s=1 m=1 
The expectation Ez [<I>~108, Ak] is expressed by (5.7) 
Ez [<I>:nIOs, Ak] = 1 x P(<I>:n = 110s, Ak) + 0 x P(<I>:n = OIOs, Ak) 
= P(<I>:n = 110s, Ak) 
(5.6) 
(5.7) 
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Using Bayes P( <I?~ = 110s, ,\k) is computed by (5.8) 
p(<I?m = lOs ,\k) = P(osl<I?~ = 1, ,\k) x P(<I?~ = 11,\k) 
s 1 , P(Osl,\k) 
p(osl<I?m = 1 ,\k ) x ci 
8 ' m m 
P(os l '\~) 
P(osl<I?~ = 1, ,\~) x a~ 
- ,, ~f P(Osl<I?rh = 1 ,\Ie. )ak• 
wm=l S ' m m 
Using the result of (5.7) in (5.6), the expectation of complete data becomes as (5.9) 
NS M 
Ez{logP(O,ZI'\)IO, ,\k} = LLP(<I?:n = 110s, '\~)logP(osl<I?:n = 1 , '\~) 
s=l m=l 
5.2.1 Estimation of the Gaussian Mixture Model (GMM) 
(5.8) 
(5.9) 
The parameters ofthe Finite Mixture Model (FMM) can now be computed by maximization 
of the expectation Ez {log P(O, ZI,\)IO, .. V}. In the Gaussian Mixture Model (GMM) the 
probability P(081<I?~ = 1, ,\~) for mth mixture of sample observation given initial model 
parameters, ,\~, is expressed by (5.10) 
D = dimension of 0 8. Estimation of GMM parameters (am = mixture weight, J.lm= mean, 
~m= Co-variance matrix of mth mixture) is done by taking the derivative of (5.9) with 
respect to (am, J.lm, ~m) and equating the derivative to zero as follows: The mixture weight 
am follows the mixture constraint of (5.11) 
M 
Lam =l (5.11) 
m=l 
Estimation of mixture weight am is done by taking the partial derivative of (5.9) with respect 
to am including the constraint of (5.11). Thus, 
f) [M NS ( M )] Dam ~ ~logamP(<I?:n = 1105 , ,\~) +·l 1-~ am = 0 (5.12) 
implies the following equations (5.13 to 5.15) . 
NS 
L a~ P(<I?:n = 1105 , ,\~) - "/ = 0 
s-] 
(5.13) 
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NS 
L P(CI>;' = 1108 , A~) = amr./ (5.14) 
8=1 
By taking the summation over the mth mixture we get 
NS M M 
L L P(CI>;' = 1108 , A~n) = L amlt (5.15) 
8=1 m=1 m=1 
Since ~~=1 P( CI>~ = 1108 , A~) = 1 and ~~=1 am = I, we get 
It = NS (5.16) 
Using this in (5.14) 
NS 
L P(CI>;' = 1108 , A~) = am(NS) (5.17) 
8=1 
NS 
am = ~S LP{CI>;' = 1108 , A~) 
8=1 
(5.18) 
Estimation of mean f-Lm is done by taking the partial derivative of (5.9) with respect to f-Lm 
where the result of (5.1O) is used in (5.9). Thus, 
NS M 
88 [LLP(CI>;'=110S,A~) 
f-Lm s=1 m=1 (5.19) 
x log(1/J(2rr)DI~ml)exp(-1(1/2)(OS - f-Lm)'~~1(08 - f-Lm))] = 0 
NS M 
88 [L L P(CI>;' = 1108 , A~) 
f-Lm 8=1 m=1 (5.20) 
X [-D/21og(27r) + 1/21og(I~~11) - 1/2(08 - f-Lm)/~~1(08 - f-Lm)] = 0 
Following the matrix differentiation formula [;yyT Dm Y = 2DmY] in (5.20) we get 
NS 
LP(CI>;' = 1108 , A~)[2(1~~11)(OS - f-Lm)(-l) = 0 (5.21) 
8=1 
Rearranging (5.21) 
(5.22) 
Estimation of co-variance matrix ~;;,1 is done by taking the partial derivative of (5.9) with 
respect to ~~1 where the result of (5.10) is used in (5.9). Thus, 
8 NS M 
8~-1 [L L P(CI>;' = 110s, A~) 
m 8=1 m=1 (5.23) 
x log(1/J(2II)DI~ml)exp(-1(1/2)(OS - f-Lm)'~~1(OS - f-Lm))] = 0 
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Complete derivation of the co-variance matrix for GMM is described in the Appendix-A-2.1. 
The estimated values of co-variance matrix follows (5.24). 
(5.24) 
5.3 Stochastic version of the EM algorithm (SEM) for 
FMM 
The Stochastic version of EM algorithm (SEM) has been proposed by Diebolt [67] to over-
come the local convergence problem of EM algorithm in the training of FM M. If the likelihood 
function has many maxima, the EM algorithm is more likely to be trapped in a local maxi-
mum point of the likelihood function. To overcome this problem, SEM has been proposed 
and formulated for FMM [67]. 
SEM incorporates a stochastic step (S-step) between the E-step and M-step of the EM 
algorithm. The S-step in the SEM follows a stochastic imputation principle that generates a 
sample of the complete data (kOs, k Z S = k<I>~) by drawing a sample of unobserved data 
kzs = k<I>~ from the computed distribution P(<I>~ = 110s , A~) of hidden variable Z of the 
E-step. Here m = 1,2,3, .... . M ; s = 1,2,3, ...... NS. k<I>~ ( is an indicator varible ) is 
defined by (5.3) and k = kth iteration of the EM algorithm. 
Using the pseudo completed sample (kos, k ZS = k<I>~) I SEM estimates the model parameters 
as follows (here we have represented the formulas for GMM only): 
(5.25) 
(5.26) 
A ,\",NS k<I>m(os_ k+l(, )(08 - k+l(' rr:.)' k+l~ = 6 8=1 s ,...,m ,..., • 
m L:~!t k<I>~ (5.27) 
It is considered random sampling of unobserved data Z will prevent the EM algorithm from 
converging at a local maximum point of the likelihood function. 
5.4. Stochastic Approximation version of EM (SAEM) for FMM 
SEM has been formulated and tested on FMM [67]. However, it is found that due to random 
sampling SEM shows some erratic behavior, especially if the training data is small and con-
tains little information about the true values of the model parameters. Then, the variances 
of the random samples becomes large which produces a large deviation of the updated model 
parameters (k+1&m , k+1 {tm, k+l Em) from the actual values of model parameters. This prob-
lem has been focused in the another version of the EM algorithm Stochastic Approximation 
version of EM (SAEM) [68]. 
5.4 Stochastic Approximation version of EM (SAEM) for 
FMM 
A Stochastic Approximation version of EM (SAEM) [68] focuses on the problem of the SEM 
and has been formulated for FMM [68]. SAEM considers that at the beginning, the random 
sampling of unobserved data kzs = k<I>~ is completely accepted. However, as the number of 
iteration increases, the estimation process accepts more EM estimation rather than the SEM 
estimation. This is done by considering a real positive number qi. The value of qi at the 
beginning is ¢o = 1 when k = o. As the number of iterations increase ¢k decreases to zero. 
The parameter values of FMM for SAEM are as follows: 
~k+l _ (1 _ ",k+1)Ak+l + (",k+1)Ak+1 SAEM - 'f/ EM 'f/ SEM (5.28) 
Following the formulation of SAEM in (5.28) the estimated parameters for GMM by SAEM 
will be as follows: 
NS NS 
k+l um = (1- ¢k+l) ~S 2: P(<I>~ = 110s, A~J + (¢k+1) ~S 2: k<I>~ 
s=1 8=1 
(5.29) 
(5.30) 
(5.31) 
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Diebolt [68] report that SAEM performs better than SEM. However to choose the positive 
real number cjJk+l is difficult in the SAEM algorithm. The formulation of SAEM has been 
done for FMM only [68]. 
5.5 Summary 
The EM algorithm is the standard training method for FMM and GMM for static pattern 
recognition (non-sequential), unsupervised clustering problems also. However EM also faces 
the local convergence problem in the training of FMM and GMM. This chapter discusses the 
stochastic variants (SEM and SAEM) of the EM algorithm which were proposed for solving 
the training problem of FMM and GMM. Stochastic variants of the EM algorithm have been 
formulated and tested for Finite Mixture Models (FMM) only. This chapter mathematically 
analyzes the stochastic variants of EM for FMM to find their implications on the training 
problem of HMM. In the next chapter we will describe the evaluation process of the training 
algorithms for HMM in ASR systems. Training and test data sets for evaluation, evaluation 
metrics and methods are also described in detail. 
Chapter 6 
Performance evaluation of the training 
approaches to HMM in ASR systems 
6.1 Introduction 
This chapter describes performance evaluation process of the training algorithms for HMM in 
ASR systems. The direct output of the training algorithms are the trained acoustic models. 
Training algorithms build the acoustic model subsystem of the ASR system. Therefore, the 
performances of the trained acoustic models (HMMs) are usually measured by using the 
trained models (HMMs) in the ASR systems. The main observation in the performance 
assessment process is to measure how much the trained acoustic models (HMMs) improve 
the ASR system's performance. The usual way to evaluate the performance of an ASR system 
is to perform a recognition task with pre-defined specifications where it maps uttered speech 
signals to a written representation of the signals. The recognition task in the performance 
evaluation is based on the standard reference data sets. This chapter will first describe the 
reference data sets. The recognition task is based on the speaker independent phoneme 
recognition in a clean speech environment. In this work we did not consider inclusion of a 
noisy environment. In the case of robustness to noise, instead of re-training the acoustic 
models using the noisy training data, usually a separate system is used that removes the noise 
from the data and feeds the clean data to the acoustic models which are then trained using 
the clean speech [147]. The performance metrics, evaluation methodologies have also been 
described in this chapter. 
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6.2 Performance evaluation data and criteria of the 
evaluation data 
A particular evaluation task is performed based on reference evaluation data sets. The eval-
uation data set includes two different types of data. 
Training Data: Training of HMM models is performed by the training approaches using 
these data sets. 
Test data: These speech data are processed by the ASR systems to obtain a transcription 
using the trained HMM models. The test data set also contain the correct transcriptions 
of the uttered speech signals. Transcriptions from the trained model are compared to 
the the correct transcriptions to measure the performance of the ASR systems. 
While evaluating the performance based on some pre-defined recognition tasks, data sets 
are chosen such that training and test data sets are statistically independent to ensure an 
appropriate evaluation of performance. Statistically independent training and test data sets 
also allow the fact that real operation condition will be different from training environment. 
During training of the HMM models by the training algorithms, a large amount of data is 
considered for the training set to ensure a good estimation of the model parameters. If 
the amount of training data is not large enough then the estimation of the model will be 
inappropriate and trained model's performance may be decreased. The test data sets is 
chosen large enough so that statistical significance between the training approaches can be 
measured . The evaluation data set should also include a significant sample of all possible 
basic theoretical units of speech sounds for the specified recognition task. 
6.2.1 The TIMIT speech corpus 
For our specified recognition task, the TIMIT [148] corpus is the standard data set that suc-
cessfully meets the requirements of the evaluation data mentioned in the previous section . 
The TIMIT (TI-Texas Instruments, MIT-Massachusetts Institute of Technology) [148] corpus 
has been designed to provide speech data for the acquisition of acoustic-phonetic knowledge 
for the development and evaluation of Automatic Speech Recognition (ASR) systems. The 
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TIMIT [148] corpus contains a total of 6300 sentences. 630 speakers from eight major dialect 
regions of the United States were included in the preparation of the data set. Each speaker 
spoke 10 sentences. The dialect region of a speaker is the geographical area of the the United 
States where each speaker lived during their childhood years. The TIMIT [148] corpus contains 
Table 6.1: The distribution of speaker's dialectal regions and sex in the training and test set 
of TI M IT speech corpus 
Training set Test set 
Dialect region Male Speaker Female Speaker Male Speaker Female Speaker 
1 (New England ) 24 14 7 4 
2 (Northern) 53 23 18 8 
3 (North Midland) 56 20 23 3 
4 (South Midland) 53 15 16 16 
5 (Southern ) 45 25 17 11 
6 (New York City) 22 13 8 3 
7 (Western) 59 18 15 8 
8 (Army Brat) 14 8 8 3 
two dialect sentences, 450 phonetically-compact sentences, and 1890 phonetically-diverse sen-
tences. The dialect sentences (the SA sentences) were meant to expose the dialectal variants 
of the speakers and were read by all 630 speakers. The phonetically-compact sentences (SX) 
provide a good coverage of pairs of phones, with extra occurrences of the phonetic contexts 
thought to be either difficult or of particular interest. These sentences were read by 7 different 
speakers. The phonetically-diverse sentences (the SI sentences) were selected to add diversity 
in sentence types and phonetic contexts. The SI sentences were read only by a single speaker. 
Training set: In the TIMIT corpus, a total of 4620 utterances are used for the training 
set. 462 speakers were involved in preparation of training material where each speaker 
spoke 10 utterances. The training data set has 1718 distinct texts which include two 
SA-sentences, 330 SX-sentences and 1386 SI-sentences. 
Test sets: There are two test sets:(Test set-A and Test set-B) in the TIMIT corpus. Test 
set-A has 1680 utterances (SA, SX and SI). Test set-B has (1344) utterances (SX and 
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51). SA sentences expose the dialectal variants of the speakers. However (5X and 51) 
sentences are phonetically compact/diverse sentences. Test set-B does not have any 
SA sentence. Therefore, it is more appropriate [148] for performance tests of A5R 
systems [148]. There is no overlap between the test speakers and training speakers. A 
detailed description of the TIMIT data set can be found in the TIMIT manual [148]. 
6.3 Performance evaluation metrics 
Evaluation metrics describe the quantity that should be used to observe the changes in the 
quality of A5R systems when different training algorithms are used to train the the HMM 
models used in the the A5R systems. 
6.3.1 Recognition accuracies 
Recognition accuracy can be one evaluation metric that can measure the similarities between 
actual (hypothesis) transcriptions of the A5R system and expected transcriptions (reference 
transcriptions) for the A5R task from the test data set . The recognition accuracy is computed 
by using (6.1). 
PI +PR+PO 
Recognition Accuracy = 1 - T P (6.1) 
where, PI = Number of inserted phonemes by the A5R systems in the hypothesis which are 
not present in the reference transcription of the test set. 
P R = Number of substituted/replaced phonemes. If a phoneme in the reference transcription 
of the test set is replaced with another phoneme in the hypothesis transcription by the A5R, 
then a substitution occur. 
PO = Number of omitted phonemes. if a phoneme is present in the reference transcription 
of the test set but is not in the hypothesis transcription, then an omission occur. 
T P = Number of phonemes in the reference transcription of the test set. 
6.3.2 Statistical comparisons 
When the recognition accuracies of the test sets have been computed for each of the training 
approaches, the training approaches are evaluated by comparing the recognition accuracies. 
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However the recognition accuracy metric does not consider the fact that these scores are 
stochastic quantities subject to random variation. Therefore, sole comparison of recognition 
accuracies of the two training algorithms does not consider whether the difference in perfor-
mance is statistically significant. We do statistical significance tests for deciding whether the 
difference in performance between the two algorithms is statistically significant or not. 
6.3.2.1 Statistical significance tests: Matched-pair tests 
The Matched-pair test is the standard [149] statistical significance test proposed by Gilick [149] 
for ASR systems. 
In the Matched-pair test [149], phoneme recognition error per utterance between the two 
algorithms under test conditions is computed from the results of the recognition tests. The 
Matched-pair test is described as follows. 
Let us consider that the phoneme recognition error from a single utterance by the first training 
algorithm (algorithm-I) is Zl. The corresponding phoneme recognition error by a second 
training algorithm (algorithm-2) is Z2. The difference in phoneme recognition error Z for a 
single utterances between the two training algorithms is as (6.2) 
(6.2) 
If the total number of utterances in the tests set is Ut, the mean and variance of Z can be 
computed from the recognition results. Let us consider the mean and variance of z as J-Lz and 
I: z . 
Ifthe total number of utterances Ut is sufficiently large (e.g. Ut > 50) then Wz = J-Lz/(azyut) 
tends to a normal distribution-N(O, 1). 
Considering z = w T , P = 2Prob(z 2: IwTI) = 2 Jzoo cjJ(t)dt, is computed from normal 
distribution-N(O, 1) tables where wT is the realized value of Wz and cjJ(t) is the corresponding 
density of the normal distribution-N(O, 1). 
For a standard significance level [149], say P < 0.05 the recognition results of the two 
algorithms ( algorithm-l and algorithm-2) are deemed to be significantly different, otherwise 
they are not. Thus, using the Matched-Pair test we can easily verify whether the performance 
improvement of one algorithm over another algorithm is statistically significant or not. 
Chapter 6. Performance evaluation of the training approaches to HMM in ASR 
systems 
6.4 Performance evaluation methods 
The performance evaluation process uses the ASR system to compute the recognition ac-
curacies and the significance level while the trained HMM models are incorporated with the 
ASR systems. The whole evaluation process involves other ASR sub-systems. The ASR 
sub-systems in the evaluation process are shown in the Figure-6.1. The sub-system for 
HMM training algorithm (the acoustic model subsystem) is changed while evaluating the 
performance. However, the configuration of other ASR sub-systems (Decoding sub-system, 
Language Modeling sub-system and Feature Extraction sub-system) remain the same. The 
main computation for recognition is performed in the decoding sub-system. The rest of the 
sub-systems (HMM training Algorithm sub-system, Language Modeling sub-system and Fea-
ture Extraction sub-system) give input to the decoding sub-system. The feature extraction 
subsystem has been described in the section-2.6.1. The sub-system for the existing HMM 
training algorithms have been described in the section-2.6 and section-3.3. The sub-system 
for the proposed HMM training algorithms are successively described in the different chapters 
of part-III. In the following sections, the language model sub-system, the decoding sub-system 
and the evaluation methods are described in detail. 
6.4.1 Language modeling 
The main task of a language model is to compute the probability of a word sequence 
W = WI, W2 , W3 . .. Wi. Also, the language model provides the possible search paths to 
the decoding algorithm. Language models used in an ASR system can be classified into three 
categories. 
Uniform model In this model every word is considered as equi-probable. 
Grammar language model This language model is built based on a restricted set of syn-
tactic and semantic rules valid for the language in question . Without this set of rules 
the words in the lexicon could be freely combined. This would result in an explosion 
in the number of possible sentences, from which only a few would be syntactically and 
semantically correct. Therefore, the rules in the language model are extremely useful to 
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Figure 6.1: Performance evaluation methods of HMM training algorithm in ASR systems 
restrict the search space in the search process carried out in the decoding sub-system, 
which greatly reduces the computation time for the recognition process. 
Statistical language model The basic idea behind this model is to factor the probability 
of a given word sequence W = WI, W2 , W3 ... WI as (6.3) 
I 
P{W) = P(WI' W2 , W3 · .. WI) = II P{WjIHj) 
j=l 
(6.3) 
Where Wj = lh word in the word sequence Wand Hj is called the history of Wj. 
A very common practice in statistical language modeling is to use an n-gram to model 
the history of a given word by taking just the (n - 1) previous words as in (6.4) 
(6.4) 
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The value of n controls the trade-off between the accuracy of the approximation above 
and the accuracy of the estimated n-gram probabilities. A common choice is to use a tri-
gram (n = 3) when the available training corpus is large (millions of words), whereas a 
bi-gram (n = 2) is preferred when the corpus is small. The language model also builds 
the lexicon. The lexicon contains the set of words that the language model trainer 
finds in the training set. The word set constitutes the vocabulary of the recognition 
system. Lexicon provides the phonetic transcriptions that can be associated with each 
word. Phonetic transcriptions are used to associate each word with the corresponding 
sequence of phonemes and thus the proper sequence of acoustic models is obtained. 
For a phonetic recognizer, a language model is constructed that considers the phonemes 
only instead of the words. Thus bi-gram and tri-gram phoneme-language models are 
constructed by replacing the words with phonemes in (6.4) considering (n = 2) and 
(n = 3). 
6.4.2 Decoding techniques 
The recognition of an unknown word sequence W from the given feature vector 0 is done by 
computing the maximum a posteriori probability (MAP) using Bayes' rule following (6.5) 
W = arg max P(WIO,'\) = arg max P(OIW, '\)P(WI'\) 
WEWL WEWL 
(6.5) 
Considering all possible state HMM sequences Q,(6.5) can be written as (6.6) where q = one 
HMM state sequence 
W = arg max ""' P(Olq, W, ,\)P(q, WI'\) WEWL~ 
qEQ 
(6.6) 
Computation of 2:qEQ P(Olq, w,,\) in (6.6) involves huge computation because it involves 
large amount of possible HMM state sequences. But this can efficiently be done using the 
Viterbi-algorithm [86]. 
6.4.2.1 Viterbi decoding 
The main idea behind Viterbi decoding [86] is to approximate the sum operation in (6.6) by a 
maximum operation, so that the probability of the state path with maximum probability has 
~ 
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to be computed. Thus (6.6) transforms as (6.7). 
W = arg max P(Olq, W, >')P(q, WI>') 
WEWL,q EQ 
W=arg max P(O,qlW,>')P(WI>') 
W EWL ,qEQ 
Best 
Sequence 
(6.7) 
(6 .8) 
For simplicity, the word sequence is dropped and only the HMM state sequence is considered. 
This does not change the meaning because the HMM state sequence involves the words 
indirectly and the probability of state sequences include the probability of word sequences. 
Thus (6.8) transforms to (6.9) which gives the HMM state sequence with highest probability 
for observation O . 
(6.9) 
The score in (6.9) is assigned to a state i at the time of the search algorithm and then 
it is the probability of a sequence of states q where qt = i as the last state for observing 
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0= 0 1, O2, 02·.ot. This probability is considered as c5t (i). Thus 
(6.10) 
c5t (i) can be computed recursively as in (6.11) 
{6.11} 
where bj(Ot+l) = P(0t+1, qt+llqt, A) the probability of Ot+l at state j, aij = transition prob-
ability which can be seen more clearly using Figure-6.3. If the transition happens between 
the states of the HMM for a phoneme, then aij is the transition probability of HMM states 
which comes from the acoustic model. However, if the transition happens from the end state 
of one HMM for a phoneme {Phoneme-I} to the start state of another HMM for a phoneme 
{phoneme-3} (in Figure-6.3), then transition probability aij is the transition probability be-
tween phonemes which comes from the language model. Moreover, the valid transition paths 
from one phoneme to other phonemes is taken from the language model. During the Viterbi-
decoding [86] process a static structure (Figure-6.3) is built that helps to guide the possible 
search paths for the hypothesis. The recursive procedure for computing b"t(i) is as follows: 
Initialization step 
Wt(i) = 0 where! ::; i ::; K 
Wt(i) stores the best predecessor of state j at time t 
Recursive step 
Final step 
Highest probabilityP;(qT) = max (c5T (i)) l~i~K 
Best state, q;' = arg max (b"T(i)) 
l~i~K 
the best state sequence W is computed by backtracking from qT using 
(6.12) 
(6 .13) 
{6.14} 
{6.15} 
(6.16) 
(6 .17) 
{6.18} 
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Viterbi-decoding follows a breadth-first search for finding the most likely word sequence 
through a probabilistically weighted lattice. Therefore, initially the number of ·hypotheses 
becomes very high, but a Beam search technique [150] is used to control the number of 
hypotheses. Two data structures are also used for pruning purposes. The first data structure 
is a static structure and is shown in Figure-6.3. The static structure takes the predecessor 
state qt, the observation Ot and returns the probability bj (Ot) and all admissible successor 
states. The static structure is built from the language model and the acoustic model. The 
other structure stores Wt(j) known as the dynamic structure which is a tree structure. The 
dynamic structure stores all admissible states which are described in the Figure-6.2. For each 
state qt, the predecessor qt-l is stored in the dynamic structure. However, the tree is pruned 
using the beam search technique [150] . 
Beam search [150] takes the highest cumulative score as (6.19) at each step t. 
(6.19) 
Other states may have a cumulative score less than Pt(qt). The path whose cumulative score 
is less than a fraction Be of Pt(qt) should be discarded. Be is the beam search co-efficient. 
The threshold for the beam search co-efficient is given by (6.20). The decoding process has 
been described in Figure-6.2. 
Threshold Score, ThS = Pt(qt) x Be (6.20) 
Therefore at each step, only the path that starts with state j and satisfies (6.21) are kept in 
the dynamic structure. 
(6.21) 
Although initially the number of hypotheses is very high, after some steps, the number of 
hypotheses gradually decreases by using the Beam search with Viterbi-decoding technique. 
The best HMM state sequence for the transcription of the uttered sentence is taken from 
the dynamic structure which follows P';'(qT) . For a phonetic recognizer, the static structure 
contains the phoneme and HMM level transitions. However, for a word recognizer, the static 
structure contains both word, phoneme and HMM level transitions. 
The test speech data are decoded using the ASR sub-systems. Then the transcription of 
test speech by the ASR is used in the accuracy computation process along with the reference 
l!!!iJ 
6.5. Summary 
transcription of the test speech data. The recognition result from the accuracy computation 
process is later used in the statistical significance testing. 
6.5 Summary 
In this chapter, we discuss how the performance of the HMM training algorithms is evaluated. 
We describe the performance evaluation data sets and metrics. The important performance 
metric 'recognition accuracy' has been described. The recognition accuracy metric is a nu-
merical quantity and subject to random variation. Therefore, we also have described some 
more tests that can find whether the improvement in recognition accuracies between the 
training algorithms is statistically significant or not. Finally, we have described the different 
ASR sub-systems that are involved in the evaluation process. The evaluation method has also 
been described in detail. 
In the next chapters, we propose several hybrid algorithms for the training of HMM. We will 
propose a hybrid algorithm using a population based metaheuristic approach (Evolutionary 
Algorithm) and the EM for HMM training. Different constraint based versions ofthis hybrid 
algorithm and fusion strategies will also be illustrated in detail. We also propose a hybrid of 
a single candidate model based meta heuristic, a Simulated Annealing Stochastic version of 
EM (SASEM) algorithm for HMM training. Based on the best constraint based version and 
fusion strategies of the first proposed hybrid algorithm, another hybrid algorithm will also be 
proposed that uses a combination of SASEM and a population-based meta heuristic (EA). 
l!!!J 
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Part III 
Methodology 
Chapter 7 
A Constraint-based Evolutionary 
Learning approach to the Expectation 
Maximization (CEL-EM) 
7.1 Introduction 
We have seen in chapter 3 (section- 3.3) that the Baum-Welch (Expectation Maximiza-
tion, EM) [7], [8] estimation approach is an attractive and computationally efficient training 
method for HMM as well as for the Finite Mixture Models (FMM), [12-14] the Gaussian 
Mixture Models (GMMs) [10,12-14]' because it can approximate the underlying distribution 
from the set of observed data which has some missing or hidden components. Especially, 
while modeling a speech signal using HMM, features from the speech signal are observed 
but the state sequence of HMM which generated the signal remains hidden. In this case, 
optimization of the likelihood function is usually analytically intractable [7], [10]. But as seen 
in chapter 3 (section- 3.3) (3.17 to 3.32) the EM algorithm simplifies the likelihood function 
by considering some additional variables for hidden components of the data and initial val-
ues for those variables so that the likelihood function can be optimized. The EM estimates 
the parameters of HMM in an iterative manner that helps to improve the convergence rate 
because (3.30) shows that EM guarantees an improvement in the likelihood function at each 
iteration of its estimation procedure [7,8,10]. 
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Unfortunately, the estimation of HMM parameters computed by the Baum-Welch (EM) ap-
proach is not always the best [8], [7] and thereby use of the model estimated by EM may 
lower the recognition accuracy of ASR systems, because (3.18) and (3.30) show that EM is 
dependent on the initial values of model parameters and (3.30) shows that at each iteration 
of the EM, the values of log-likelihood L of observed data increases. Therefore, EM is guar-
anteed to produce a local rather than a global maximum of the likelihood function [7,8,10]. 
This may give a non-optimized estimation of the parameters of HMM and consequently may 
lower the recognition accuracy. 
The population-based metaheuristic, Evolutionary Algorithm (EA) is a popular method for 
global optimization. The EA has several distinguished features over deterministic or hill-
climbing search approaches such as (a requirement of a minimum knowledge from the en-
vironment (only knowledge of objective function measuring fitness score of the solutions), a 
population-based approach that works in parallel on the population of solutions and makes 
the search process global over the search space. The EA maintains a global explorative 
property by its stochastic operators (selection, crossover and mutation), can accumulate the 
information about an initially unknown search space using its building-block principle and 
exploits this knowledge to direct the subsequent search into promising sub-spaces. However, 
it is well known that EA is inefficient for high dimensional complex optimization problems be-
cause of its slow convergence property and lack of accuracy when an exact solution is required. 
Hybrids of EA and local search are widely used for overcoming local convergence prob-
lems [40-43,47,48,54-56]' Recently, many hybrid algorithms have been proposed that com-
bine a population-based metaheuristic (EA) and the EM, [57-59] for optimal estimation of a 
Gaussian Mixture Model (GMM) in non-linear classification problems and unsupervised clus-
tering. These hybrid algorithms in [57-59] ignore the constraints of the GMM and assumes 
equal mixture weights which may fail in many practical situations where the mixture weights 
of individual mixtures of GMM are not the same. Therefore, these algorithms [57-59] cannot 
be applied for estimation of the constraint-based probabilistic models like HMM. When a hy-
brid of EA and EM is applied on a constraint-based model like HMM, the problem context is 
changed . HMM combines several GMMs into a single model that constitutes a large number 
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of parameters and mixture constraints aggregated from the GMMs. The HMM also has tran-
sition and observation probability constraints for each state [7,8,10]. These constraints must 
be satisfied while estimating the HMM parameters [7,8,10]. When the EM is applied alone, 
the constraints are automatically satisfied [10]. However, EA is stochastic and can violate 
the constraints of HMM when applied with the hybrid algorithm. Therefore, the algorithms 
proposed in [57-59] cannot be applied to the HMM. 
In this chapter, we therefore propose a population based hybrid metaheuristic, Constraint-
based Evolutionary learning approach to EM (CEl-EM) that hybridizes a population based 
metaheuristic (EA) and the EM for training of HMM in ASR systems. 
7.2 Hybridization of EA and EM in the eEL-EM 
In general, standard EA [39,69,141] can find globally competitive solutions for optimization 
problems by using its distinguished characteristics such as population-wide search, ability to 
maintain a continuous balance between exploitation and exploration, the principle of building-
block combinations and the global explorative properties. But the EA often represents an 
unsatisfactory compromise and suffers from a lack of accuracy when a high quality solution 
is required because of minimal use of the knowledge about the problem domain, premature 
convergence due to loss of diversity in the population and slow convergence. In contrast, 
local search (EM) finds a local maximum quickly by using its deterministic properties and 
exploitation capacities. Usually, local search approaches focus solely on precision and time. 
The hybrids of EA and EM can combine the benefits from the complementary properties of 
EA and EM [52,53,57-59]. In the hybrid algorithm, EA converges on globally competitive 
solutions in the most promising basins of attractions irrespective of local optima and then 
local search can potentially improve on the solutions discovered by EA by ascending the hill 
to the optima of their corresponding attraction basins. When a hybrid algorithm is used for 
constraint-based models, several important issues need to be considered such as creation of 
an initial population, constraint handing methods for EA and combination strategies of EA 
and EM. In this chapter, we focus on all of these issues for proposed population-based hybrid 
metaheuristic CEl-EM. 
7.2. Hybridization of EA and EM in the eEL-EM 
The Constraint-based Evolutionary learning approach to EM (CEl-EM) hybridizes a constraint-
based EA and the EM to avoid the local maximum problem of EM while estimating the HMM 
for ASR systems. The CEl-EM executes a Lamarckian evolution [40-42,140,141] periodically 
after the execution of a Darwinian Evolution [39,69,112,141] for a specific period of time 
using a staged fusion strategy [52], [53]. In the staged fusion, at the beginning, EA starts 
with an initial population, generates the offspring by applying selection, crossover, mutation 
and evaluation operators with constraint handling mechanism that completes one generation 
of EA. EA is executed up to certain number of generations that completes a Darwinian evolu-
tion [39,69,112,141] phase and finishes the first stage of the staged fusion strategy. Then the 
EM is executed on every offspring chromosome of the population of the last EA generation of 
Darwinian evolution [39,69,112,141] phase of the first stage. The improved chromosomes in 
the offspring population from the EM execution are evaluated and their fitness are computed. 
The resulting solutions from EM are passed back to EA to re-initialize its initial population 
forming a Lamarckian evolution [40,42,140]. Thus, Lamarckian evolution finishes the second 
stage of the staged fusion. Periodic execution of a Lamarckian evolution [40,42,140] after 
the execution of a Darwinian Evolution [39], [69] for a specific period of time is performed 
over several iterations forming the two stages of the staged hybrid algorithm (CEl-EM) . The 
trait (problem specific local knowledge) acquired by each individual during Lamarckian evolu-
tion (EM learning) is transmitted to the next EA generation using the reproduction operators 
of EA. However periodic execution of EM in the staged fusion, potentially improves on the 
globally competitive solutions discovered by the EA as well as maintains the global sampling 
capabilities of EA by minimizing the loss ofthe hyper-plane partition information [39,69,141J . 
One Lamarckian evolution phase after the execution of one Darwinian evolution phase com-
pletes one iteration ofthe staged fusion strategy in the CEl-EM. The staged fusion is executed 
over several iterations in the CEl-EM. The main steps of CEl-EM are as follows: 
1. Creation of an initial population 
2. Encoding of the population 
3. Evaluation of initial population 
4. Selection procedure 
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5. Crossover and mutation 
6. Constraint-handling methods and evaluation 
7. Execution of EM re-estimation 
These steps are described below. 
7.2.1 Creation of an initial population 
Initial population of the CEl-EM specifies the starting point of the search process. In con-
ventional EA, the initial population can be created using a random process [39J, [69J . But 
a random initial population is not feasible for HMM in ASR systems [151J. Therefore. we 
have proposed a Variable Initialization Approach (VIA) using a variable segmentation with 
incremental clustering to create the initial population for CEl-EM. 
7.2.1.1 Variable Initialization Approach (VIA) using variable segmentation and 
incremental clustering 
The Variable Initialization Approach (VIA) uses variable segmentation and incremental clus-
tering to create the initial population for the CEl-EM. In segmentation. the observation 
vectors from the feature extraction process are divided into HMM states. Standard EM di-
vides the observation vectors between HMM states uniformly [7J. In variable segmentation. a 
time index is considered for each vector of each state. let the time index of first vector of the 
i th state be denoted by bi . So the i th state begins with a feature vector at time bi and ends 
with a feature vector bi+l - 1. The aim is to find some criterion for the K - 1 boundaries 
of the K states (b2 , b3 , .. bK - 1 ) where b1 = 1 and bK = total number of observation vectors. 
The boundaries are computed by minimizing the total distortion using (7.1). 
K bi+l-1 
Distortion = L L IIOt - J.li 11 2 (7.1) 
i=l t=bi 
where J.li = mean of state i. Minimization of total distortion is done by constrained clustering 
with a level-building dynamic programming technique [152J. The time index bi is assigned an 
upper and a lower limit. The lower limit of bi is unity and upper limit of bi is the maximum 
number of frames per HMM state. For each value of the maximum number of frames. a 
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separate segmentation is computed. We varied the upper limit of bi and applied constrained 
clustering [152] that gives several different segmentations. Then a Gaussian model of the 
observation vectors is obtained by estimating the expected vector '/1,' and the co-variance 
matrix '1:' for each HMM state. The expected vector represents the data centroid /-ty in 
Fig.7.1. The higher distortion direction is determined by the eigenvector 'I;max' associated 
with the maximum eigen-value O"~ax. Two new centroids /-tl and j1'2 are optimally calculated 
, 
, ., 
... 
Figure 7.1: Creation of initial population using Variable Initialization Approach (VIA) 
as the couple of points at a distance .6. computed using (7.2) from the centroid /-ty in the 
direction of maximal distortion. 
(7.2) 
The two new centroids /-tl and /-t2 outline two clusters Gl , G2 (Fig.7.1) obtained by the nearest 
neighbor approach with Euclidean distance. A Gaussian model is found for each of the two 
clusters by estimating the mean and covariance matrix. The weight associated with each 
mixture component is determined by the fraction of vectors belonging to each cluster. The 
cluster G1 with highest distortion is divided again (Fig.7.1). Cluster G2 is taken as a Gaussian 
mixture of .a particular HMM state. Thus given a set of n clusters for a particular step, a set 
of (n+ 1) clusters is found. This gives (n+ 1) Gaussian mixtures for a particular HMM state 
fuJ 
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which is repeated for all states of HMM . This gives one initial model for a particular phoneme. 
The process is repeated for other values of maximum frame number and other initial models 
are obtained . EM re-estimation is applied on each initial model to give the initial population 
for 'CEl-EM'. 
7.2.2 Encoding of the population in eEL-EM 
Encoding is used to transform the potential initial solutions obtained by VIA into the form 
of a chromosome and taken as a chromosome in the initial population of the CEl-EM. Each 
initial solution is encoded as a real variable which consists of the parameters of each HMM 
state (Mixture Weight = Cim, Mean Vector = /Lim, Covariance Matrix = ~im) and transition 
probabilities A = a ij where i , j = HMM states, m = mixtures in HMM states. Each initial 
solution is encoded by using (7.3), (7.4), (7.5) and (7.6). 
let us define the mixture models at each state of HMM (i = 1,2, 3 .. . K) are as follows: 
Mixture Model for the first state is defined as (7.3) where K = number of HMM states and 
M = number of mixtures per HMM states. 
Mixture Model for the second state is defined as: 
Mixture Model for the last state is defined as: 
Then the encoded chromosome for one initial solution is represented by (7.6) 
(7.6) 
All initial solutions from VIA are encoded by following the above process that forms the 
encoded initial population Pl (t ). 
7.2. Hybridization of EA and EM in the eEL-EM 
7.2.3 Evaluation of the initial population In eEL-EM 
After encoding, the chromosomes of initial population are evaluated using the average value 
of log-likelihood Pavg by (7.7) 
I 
Pavg(A) = (1/ I) I)og(R(OjA) (7.7) 
l=l 
The average is taken over total number of instances I of a phoneme from the training data. 
Since, in the encoded population, any chromosome is equivalent to the model parameters A, 
the objective function value of each chromosome for one instance of the training data for a 
particular phoneme is computed using the Forward-Backward algorithm [98], [8] by (7.8). 
K 
R(OjA) = L aT(i) (Instance l has T features) (7.8) 
i=l 
aT(i) is computed using (3.80) which is a recursive procedure that follows the Forward-
Backward algorithm [98]. Then the average value Pavg for one chromosome in P1(t) is taken 
over all instances from the training data. Chromosomes in the initial population are ordered 
based on their Pavg in descending order. Since EM satisfies the constraints of HMM [8,10,98] 
the initial population P1(t) is evaluated using Pavg only. 
7.2.4 Selection of mating population 
Selection procedure in the CEl-EM allocates a reproductive opportunity to each chromosome 
in the population in proportion to their relative fitness and builds a mating population known 
as the parent pool. Therefore, a chromosome with higher fitness gets a higher probability of 
being selected for reproduction while a chromosome with lower fitness will die eventually. A 
Stochastic Sampling with Replacement (SSR) [153], [154] selection strategy is used to create 
the parent pool for offspring generation in the CEl-EM. The chromosomes in the initial 
population are sorted in descending based on their objective function values Pavg(A). For 
subsequent populations, chromosomes are sorted in descending order based on the evaluation 
function described in the sections-7.3.1 and 7.4.2. The highest numbered chromosome is 
assigned a ranking position equal to population size. Then fitness of the chromosomes are 
computed. Fitness of the chromosomes is computed by (7 .9). 
Fitness = 2 - SP + 2 * (SP -1) * (pas -l)/(PS - 1) (7.9) 
Chapter 7. A Constraint-based Evolutionary learning approach to the 
Expectation Maximization (CEl-EM) 
SP = Selection Pressure E {La, 2.0}, pos = Ranked position of the chromosome in the 
ordered population, PS = Total number of chromosomes in the population. The chromosomes 
are mapped to contiguous segments of a line, such that each chromosome's segment is equal 
in size to its fitness. This is done by mapping the selection probability along a line. The 
selection probability is computed using (7.10) 
Selection probability = Fitness/ PS (7.10) 
The highest fitness chromosome is mapped first and then the rest follow in descending order. 
A random number is selected between a and 1. If the random number falls in any boundary 
value along the line, the corresponding chromosome is selected for the parent pool. The 
process is repeated until the desired number of chromosomes is obtained to build the pool of 
the parent population. 
7.2.5 Crossover and mutation 
Crossover and mutation are the two evolutionary operators of the EA that achieve a good 
balance between exploitation and exploration of the search space. The crossover operator 
exchanges information between two randomly selected chromosomes that exploits the ben-
eficial portion of the search space. Many crossover operator were proposed [116], [117]. 
However, the CEl-EM needs to preserve the feasibility in the offspring chromosomes in the 
population because it must satisfy the HMM constraints during estimation process. Use of 
a specific genetic operator, arithmetic crossover [61] is a promising way to do this. There-
fore, we have used arithmetic crossover [61]. Arithmetic crossover requires a feasible initial 
population. The Variable Initialization Approach (VIA) for creation of the initial population 
meets this requirement. We have used the same mutation operator as in the breeder genetic 
algorithm [117]. 
7.2.6 Constraint-handling methods and evaluation 
HMM combines several GMMs into a single model that constitutes a large numbers of param-
eters and mixture constraints aggregated from the GMMs. The HMM also has transition and 
observation probability constraints for each state [7.8.10]. These constraints must be satisfied 
l!iiJ 
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while estimating the HMM parameters [7,8,10]. Separate execution of EM satisfies the con-
straints automatically because of the EM estimation process [10]. However, EA is stochastic 
and can violate the constraints of HMM when used in the hybrid algorithm CEl-EM. There-
fore, appropriate constraint handling methods must be employed in the evolutionary process 
of CEl-EM. 
Conventional EA [61]. [122] handles the constraints mainly in two different ways. The first 
one is based on Preserving Feasibility of Solutions (PFS) [61]. [122]. In PFS, when a partic-
ular parameter of a chromosome is mutated, EA determines the domain of the parameters 
by a function of the linear constraints and the remaining parameters of the chromosome. 
Then the new value is taken from this domain with a probability distribution (uniform or 
non-uniform). Speech signals are so diverse and constraints of HMM are so complex that 
to find a domain determination function for the parameters is very hard in ASR. However, a 
specialized genetic operator such as 'Arithmetic Crossover' [61] could be used to transform 
a feasible chromosome into a feasible or a near feasible chromosome [61] if we are provided 
an initial population for EA which has been created by the problem specific heuristic method 
(not generated randomly). The second method of constraint handling used in the traditional 
EA is based on a Penalty Function (PF) [61]. [122]. The PF approach considers different 
levels based on the values of each constraint with a static penalty co-efficient for each level in 
a particular chromosome. Due to many levels in each constraint, PF depends on the values 
of many static penalty co-efficients. In HMM, there are many constraints. It is quite hard to 
get an optimal set of static penalty co-efficients when several levels are considered for each 
constraint of HMM. 
Therefore, in the CEl-EM, two different constraint-based versions have been introduced. 
Both of these constraint-based versions of CEl-EM combine the properties from constraint 
handling methods (PFS and PF) used in traditional EA [61]. [122] . 
• Staged CEl-EM with Preserving Feasibility of Solutions and Penalty Function (PFS-PF) 
based approach . 
• Staged CEl-EM with Preserving Feasibility of Solutions and lagrange Multiplier (PFS-
lM) based approach. 
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In the following sections these two versions of eEL-EM (PFS-PF and PFS-lM) are described 
in detail. 
7.3 Preserving Feasibility of Solutions and Penalty 
Function (PFS-PF) based eEL-EM 
The first constraint-based version of eEL-EM is a combination of the Preserving Feasibility 
of Solutions and Penalty Function(PFS-PF). In the PFS-PF method, EA is executed up to a 
certain extent and then EM is applied on each of the chromosomes of the final EA population. 
The resulting EM population is passed back to EA to re-initialize the initial population of EA. 
This process is executed over several iterations. The EA process in PFS-PF follows several 
steps (creation of an initial population, selection, crossover, mutation, constraint handling 
and evaluation). Finally EM-re-estimation is executed. 
7.3.1 Methodology of PFS-PF based eEL-EM 
The flow chart for PFS-PF based eEL-EM is given in the Figure-7.2. The complete algorithm 
has been described in the Algorithm-g. The main steps of (PFS-PF) based eEL-EM are 
described below. 
Initial population The initial population P1(t) for PFS-PF based eEL-EM is created by 
following the process described in section 7.2.1. 
Encoding of the initial population-PI(t) PI(t) is encoded by following the method de-
scribed in section 7.2.2. 
Evaluation of the initial population At the beginning, the chromosomes in the initial pop-
ulation do not violate the constraints. Because it is created by using VIA to EM where 
EM satisfies the constraints of HMM. Therefore, chromosomes in initial population 
PI (t) are evaluated based on their Pavg by following the steps described in section 7.2.3 
Selection and parent pool A parent pool P2 (t) is created for creation of the offspring by 
following the selection procedure described in the section 7.2.4. 
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Algorithm 9 Algorithm for PFS-PF based CEl-EM for estimating HMM parameters in speech 
signal modeling 
Constants M aximum_E A_I teration, Ai aximumJtfTation_G E L_E M 
Variables Iteration_EA, Iteration_GEL_EM: Integer 
HighesLPavg , HighesLPavg_EM : Real 
begin 
Iteration_EA +- 0, Iteration_GEL_EM +- 0 
TrainingJJata +- D, Features +- ExtracLFeatures(D) 
ModelsP(t) +- Variable_Segmentation (Features) 
InitiaLPopulationP1(t) +- Apply EM on P(t) 
Compute Pavg for P1(t) 
Evaluation of P1(t) by Pavg 
repeat 
repeat 
P2 (t) +-SSR on P1(t) 
P3(t) +- crossover, mutation on P2(t) 
Compute Pavg for individuals in P3(t) 
Evaluation of P3(t) using PFS-PF method 
P1(t) +- P3 (t) (Replace P1(t) with P3 (t)) 
Iteration_EA +- Iteration_EA + 1 
until (Iteration~A<Maximum~A_Iteration) 
Iteration_EA +- 0 
P4 (t) +- Apply EM estimation on P3 (t) 
Compute Pavg for each chromosome in P4(t) 
Order chromosomes in P4(t) by Pavg 
P1(t) +- P4 (t) (Replace Pt(t) with P4 (t)) 
Iteration_GEL_EM +- Iteration_GEL_EM + 1 
until (Iteration_CEL~M<Maximum_Iteration_CEL~M) 
HighesLPavg_EM +-Find highest Pavg in P4 (t) 
BesLModel +- chromosome in P4(t) with HighesLPavg_EM 
RETURN B esLM odel 
end 
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Figure 7.2: Flowchart for PFS-PF based eEL-EM 
Creation of offspring population by crossover and mutation The Offspring population 
P3(t) is created by applying the crossover and mutation operators. During crossover 
a pair of parent chromosomes (PI and P2) is randomly selected from the parent pool 
P2 (t). Then the crossover operator is applied on (PI and P2 ) which does some ex-
change and reordering of information in parent chromosomes and produces two off-
spring (Off springi and Off spring2). The variables of offspring (Off springi and 
Off spring2) are determined by (7.11) and (7.12). 
(7.11) 
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(7.12) 
where Offspringl Varr = rth variable of Offspringl, Offspring2Varr = rth vari-
able of Offspring2, PlVarr = rth variable of H, P2Varr = rth variable of P2, 
r = 1,2, .. VT . VT = total number of variables and a E {O, I}. After crossover, the mu-
tation operator is applied on the variables of offspring (Off springl and Off spring2) 
that gives chromosomes for population P3(t). The process is repeated for a desired 
number of chromosomes in the offspring population P3(t). Offspring variables are mu-
tated by small perturbations with low probability using (7.13). 
Off springg Var;fter mutatian = Off springg V ar r + Sr * Rr * Ar (7.13) 
where g = {1,2}, Sr E {-I, +1} chosen with probability 0.5, Rr = R * ranger, 
R = mutation rangeE {0.1, 1O- 6}, Ar = 2-u*mp , U E {O, I}, mp = mutation precision 
= 4,5,6 .. 20, ranger = range of value for the variable 'r'. The range is determined from 
the mean value of the initial population and adding a multiple of standard deviation of 
the population with the mean. 
Constraint handling and evaluation of offspring population In PFS-PF based CEl-EM, 
evaluation of the chromosomes in the offspring population P3 (t) is computed by tak-
ing the advantages of both the Preserving Feasibility of Solutions (PFS) and Penalty 
Function method (PF) used in conventional EA [61], [122]. Conventional EA considers 
several levels for each constraint depending on the values of constraint. Each level 
is assigned with a static penalty co-efficient. HMM has many constraints. Making 
levels for constraints requires huge penalty co-efficient. It is also difficult to set the 
optimal values for many static-penalty co-efficients for HMM constraints. The PFS-PF 
method makes a grouping of the chromosomes of P3 (t) and penalizes the chromosomes 
according to (7.14) by following the procedure described below: 
1. If chromosomes (Iy) are not violating any constraints then these are ranked with 
top position. 
2. If chromosomes violate the observation probability constraints but the mixture 
constraints and transition probability constraints are preserved, they are ranked 
with second position. 
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3. If observation probability constraints are preserved but other constraints are vio-
lated then the chromosomes get third position. 
4. If all constraints are violated, then these chromosomes get lowest position. 
{ 
f(Iy) No violation (group-I) 
F(Iy) = 
f(Iy) + [~~ + ~~ + N;-lJ(Iy) (group-2, 3, 4) 
{7 .14} 
f(Iy) = Pavg is a negative quantity for HMM training, F(Iy) = Penalized value of 
Pavg which becomes more negative after penalization, nl, n2, n3 = total number of 
constraints violation in each category of constraints. N 1 , N 2 , N3 are total number 
of constraints in each category. After grouping, the chromosomes in each group are 
evaluated using F(Iy) in {7 .14}. Each group of chromosomes in population P3{t) is 
sorted based on F(Iy) in descending. Then evaluated P3{t) is passed to next EA 
generation where a parent selection pool P2 {t} is built using selection procedure SSR 
[153], [154]. This completes one generation of the EA process in the CEl-EM. 
Completion of the Darwinian evolution stage The EA process is executed over a prede-
termined number of generations which is the Termination Criteria (TC) for EA. This 
completes one turn of the Darwinian evolution stage in the PFS-PF and finishes the 
first stage of CEl-EM. 
Execution of EM-re-estimation and the Lamarckian evolution stage When EA execu-
tion stops, the population P3 (t) is passed to EM re-estimation process. For each 
chromosome in P3 (t), the EM re-estimation process is executed. Taking the chromo-
some's parameter value as the initial HMM parameter Ak, Pavg{Ak) is computed by 
the Forward-Backward algorithm [7], [98] following {7.7} . Then new values for param-
eters >.k+l are determined using the re-estimation formulas (3.91 to 3.94). Pavg (>.k+1) 
is computed for new values Ak+l by following (7.7). The procedure is repeated until 
(Pavg (>.k+1) - Pavg{Ak):s Threshold Value) which is the Termination Criteria (TC) 
for EM. Estimated parameter values by EM re-estimation for each chromosome of P3 {t) 
builds the population P4{t). P4(t) are sent back to re-initialize the initial EA popula-
tion P1{t) for the next turn of Darwinian evolution. This completes one turn of the 
Lamarckian stage in the CEl-EM. 
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Termination Criteria (TC) for PFS-PF based CEl-EM One complete execution of EA 
and EM (a Darwinian evolution stage and then a Lamarckian evolution stage) forms a 
complete iteration for PFS-PF based CEl-EM which is executed over several iterations. 
Then the best individual from the population P4(t) (created by the final EM execution) 
is taken as the final HMM model. 
7.3.2 Performance evaluation of PFS-PF based eEL-EM 
The performance of the PFS-PF based CEl-EM has been evaluated using the TIMIT speech 
corpus and results have been compared with standard-EM and Variable Initialization Approach 
to EM (VIA-EM). The TIMIT speech corpus has been used for training and testing of the 
proposed CEl-EM, EM and VIA-EM. 
7.3.2.1 Variable Initialization Approach to EM (VIA-EM) 
The experimental results of PFS-PF based CEl-EM have been compared with the EM results. 
Since performance of the standard EM is strongly dependent on initial point, EM has been 
repeatedly executed on the different initial points created by Variable Initialization Approach 
(VIA) described in the section-7.2.1.1 to find the best result by the EM. The best model is 
chosen from the results of the repeated execution of EM. The model which has the highest 
objective function values between the different initial points created by the VIA is considered 
as the best model. This approach is considered as a Variable Initialization Approach to 
EM (VIA-EM). Then performance of the PFS-PF based CEl-EM has been compared with 
the performance of VIA-EM. The following experimental settings have been used during the 
training and testing process. 
7.3.2.2 Experimental settings 
MFCC [7] feature extraction process has been used in both training and testing of CEL-
EM. In the MFCC [7] feature extraction process, 39-dimensional feature vectors have been 
produced. Each 39-dimensional feature vector includes: (12 MFCC components, one log 
energy components, 13-first order differences (delta coefficients) and 13-second order differ-
ences (delta-delta coefficients). While computing the feature vectors, the sampling rate was 
~ 
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kept at 16 KHz. The window size was 32 ms (512 samples). The window overlap was 352 
samples while the frame rate was 100 frames/ second. The TIMIT training set has been 
used to train PFS-PF based CEl-EM, VIA-EM and EM. During training a simple left-to-right 
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continuous density HMM with no node skipping has been considered for the model of each 
phoneme class in the training data. Training has been done considering different numbers of 
Gaussian mixtures (Mixtures 3,5,8,10) for HMM. The following parameters have been set 
during training: the EM convergence threshold: 0.50, maximum number of generations for 
EA: 10, maximum number of iterations for PFS-PF based CEl-EM: 20. During testing, a 
phonetic bigram-Ianguage model has been used. A beam search algorithm with the Initial 
Beam Coefficient: lOE- I8 and the Internal Beam Coefficient :lOE- I6 has been used in the 
recognition process. 
"CI 
Q) 
en 
ra 
,Q 
-u. 
Q. 
I 
tn 
U. 
Q. 
-c: 
o 
",tj 
u 
c: 
:= 
u. 
~ 
-; 
c: 
Q) 
Q. 
"CI 
c: 
ra 
en 
c: 
o 
"Zi 
:= 
"0 
tn 
... 
o 
~ 
:0 
'iii 
ra 
~ 
bO 
c: 
"; 
:to. 
Q) 
e~ 
Q.LLI 
I 
" ....I 
l""'!LLI 
,....U 
PFS·PF based eEL-EM 
o.-------------------------------------------------------------------------------------------~ 
-10 
-20 
.g -30 
'" ,::... 
~ 
= 
..;l 
~ -40 
-< 
-50 
-60 
-70+1--r_~_r~--r_,__r~--r_,__r_,--~,_~~--.__r~~--.__r~--r_.__r~--r_~_r~--r_,__r~--r_,_-r~ 
~ ili ~ ~ ~ ~ ~ ~ ~ ~ ~ _ ~ y w ~ m n 
Phonemes 
". + -. PFS-PF(Mix-lO) 
... )( " . VIA-EM (Mix-8) 
-+- PFS-PF(Mix-3 
ngchjhdh b d g P 
., (] .. VIA-EM (Mix-lO) 
----*- PFS-PF(Mix-5) 
--VIA-EM(Mix-3) 
k z v f ili ~ ~ ill ~ 
-8-PFS-PF(Mix-8) 
~ VIA-EM(Mix-5) 
"'t:I 
c: 
ra 
~ 
W 
.,.j 
W 
U 
"'t:I Q) 
!II 
ra 
...0 
LL 
a... 
I 
V"l 
LL 
a... 
£ 
"'t:I Q) 
c: 
ra 
.:b 
o 
!II Q) 
~ 
~ 
c: 
o 
".p 
u 
c: 
<E 
Q) 
> 
".p 
u Q) 
:..c' 
o 
b 
c: 
o 
!II 
";:: 
ra 
c.. 
E 
o 
u 
.::t 
r--
Q) 
.... 
~ 
bD 
i.L 
Chapter 7. A Constraint-based Evolutionary learning approach to the 
Expectation Maximization (CEl-EM) 
7.3.2.3 Comparison of the values for objective function of PFS-PF based CEI-EM, 
VIA-EM and EM 
In the PFS-PF based CEl-EM, The EA has been executed over 10 generations and then the 
EM has been executed. The improvement obtained by the EM is passed back to re-initialize 
the EA process in the PFS-PF based CEl-EM. This process is repeated 20 times. The 
objective functions values of the best chromosome in the PFS-PF generations for phoneme-
'ae' in Gaussian Mixture-5 at different iterations of EA and EM phase has been described in 
the Figure-7.3. 
Table 7.1: Values for objective function for different phonemes for Mix-3 obtained by the PFS-PF based CEl-EM, VIA-EM and 
FM 
Name of the PFS-PF(Mix-3) VIA-EM(Mix-3) EM(Mix-3) 
Phonemes 
iy -1484.4443 -1485.7781 -1485.8735 
ih -81064377.2311 -81064377.4738 -81064377.4753 
eh -1497.5726 -1498.6339 -1498.6475 
ae -2309.7221 -2310.6525 -2310.6547 
ah -195518483.0478 -195518483.3615 -195518483.3690 
uw -4061825.5056 -4061825.9748 -4061826.1803 
uh -18692884.7635 -18692885.0033 -18692885.0266 
aa -1976.8947 -1979.0173 -1980.2206 
ey -1999.7266 -2002.0205 -2002.2305 
ay -2276.6723 -2278.1851 -2278.2244 
oy -2591.2302 -2591.9202 -2593.0858 
aw -2515.0854 -2516.2557 -2516.6764 
ow -2046.0194 -2047.1353 -2047.1531 
I -56289082.4951 -56289082.9497 -56289082.9553 
r -152929624.3941 -152929624.7049 -152929624.7831 
y -209913619.5827 -209913619.9676 -209913620.0251 
w -242039359.1503 -242039359.3168 -242039359.8187 
er -3669942.5365 -3669942.8695 -3669942.8695 
m -268190792.9015 -268190794.7534 -268190795.0751 
n -307008480.1708 -307008480.2985 -307008480.3067 
ng -73100497.5021 -73100497.8933 -73100497.9449 
ch -1482.6797 -1483.5471 -1483.5714 
jh -33086231.2896 -33086231.4502 -33086231.5132 
dh -701.1728 -701.3315 -701.3407 
b -388.6465 -388.7646 -388.7646 
d -478.5124 -478.6521 -478.6521 
g -598.3668 -598.6068 -598.6319 
P -827.6425 -827.8816 -827.8837 
t -888.9525 -889.1038 -889.1048 
k -729056929.8408 -729056930.1005 -729056930.1035 
z -2651853.8233 -2651854.1450 -2651854.1457 
v -70211687.3079 -70211687.5362 -70211687.5623 
f -13539635.8447 -13539636.3473 -13539636.5465 
Continued on next page 
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Name of the PFS-PF(Mix-3) VIA-EM(Mix-3) EM(Mix-3) 
Phonemes 
th -79895051.0502 -79895051.8074 -79895052.9129 
s -1898.0148 -1898.7951 -1898.7974 
sh -1890.3074 -1890.7301 -1890.7958 
hh -61612545 .9204 -61612546.1486 -61612546.1875 
sil -285073362.0790 -285073363 .0010 -285073363.5043 
dx -1207087994.1257 -1207087994.3636 -1207087994.3664 
In the Figure-7.3, initial few iterations is due to the initialization of EA stage of eEL-EM 
where the EM has been applied to the different initial points created by Variable Initialization 
Approach (VIA). Initially EM rises sharply and reaches to local maximum. Then the EA pro-
cess starts. At every 10 generation, the EM is applied on each chromosome of EA population 
in the Lamarckian stage. The objective function values is raised by the EM at the end of each 
Darwinian stage. The objective function values obtained by PFS-PF based eEL-EM, VIA-EM 
and EM for different phonemes for different number of Gaussian Mixtures (3, 5, 8, 10) has 
been depicted in the tables: Table-7.l, 7.2, 7.3 and 7.4. 
The objective function values obtained by PFS-PF and VIA-EM have been compared in the 
Figure-7.4. The graph in the Figure-7.4 has been drawn based on the baseline values depicted 
in Table-B-l in Appendix-B. It is seen that PFS-PF based eEL-EM obtains higher objective 
function values for different phonemes than the standard EM as well as the VIA-EM for all 
Gaussian Mixtures. Figure-7.4 also shows that as the objective function value obtained by 
VIA-EM increases with an increase in the number of mixtures, the objective function value of 
the PFS-PF based eEL also increases. 
Table 7.2: Values for objective function for different phonemes for Mix-5 obtained by the PFS-PF based CEl-EM, VIA-EM and 
EM. 
Name of the PFS-PF(Mix-5) VIA-EM(Mix-5) EM (Mix-5) 
Phonemes 
iy -1473.5258 -1474.7630 -1475.0145 
ih -81064371.3526 -81064371.5626 -81064371.5695 
eh -1489 .7788 -1491.4706 -1491.8735 
ae -2299.1648 -2303.0008 -2303.5620 
ah -195518477.8090 -195518479.0004 -195518479.4265 
uw -4061813.3809 -4061813.5769 -4061813.8116 
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Name of the PFS-PF(Mix-5) VIA-EM(Mix-5) EM(Mix-5) 
Phonemes 
uh -18692874.6792 -18692876.0073 -18692876.8469 
aa -1967.8362 -1970.7035 -1971.4759 
ey -1985.1832 -1987.9336 -1988.1521 
ay -2263 .6510 -2265.2446 -2265.3100 
oy -2566.5595 -2568.1055 -2568.9421 
aw -250l.2121 -2504.3956 -2504.5179 
ow -2035.5929 -2037.5372 -2037.7022 
I -56289075 .0345 -56289075.2967 -56289075.2982 
r -152929617.7381 -152929617.9163 -152929618.0716 
y -209913613.0776 -209913613.2985 -209913613.4387 
w -242039350.8760 -242039350.9595 -242039351.0745 
er -3669933.4278 -3669933.6172 -3669933.7247 
m -268190786.0557 -268190786.5277 -268190787.1614 
n -307008475.3930 -307008476.0044 -307008476.5961 
ng -73100490.1679 -73100490.5338 -73100490.8113 
ch -1476 .2185 -1477.4863 -1478.1168 
jh -33086227.1588 -33086227.2206 -33086227.3729 
dh -697.4490 -697.7165 -697.8820 
b -385.5108 -385.8839 -385 .9320 
d -475.3948 -475.5900 -475.8344 
g -594.2622 -595.4385 -595.1277 
p -822.4196 -823.1256 -823.7423 
t -884.8466 -884.9845 -885.3282 
k -729056923.8401 -729056923.9024 -729056924.0420 
z -2651846.4468 -2651847.0591 -2651847.2526 
v -70211682.0920 -70211682.4770 -70211682.7860 
f -13539629.2910 -13539630.0732 -13539630.5658 
th -79895048.0004 -79895051.4597 -79895052.0988 
s -1889.6407 -1890.1402 -1890.2501 
sh -1882.0119 -1883.1701 -1883.4610 
hh -61612541.7484 -61612541.8576 -61612542.0060 
sil -285073352.9274 -285073354.0012 -285073354.3060 
dx -1207087991.2930 -1207087991.9371 -1207087991.9920 
Table 7.3: Values for objective function for different phonemes for Mix-8 obtained by the PFS-PF based CEl-EM, VIA-EM and 
FM 
Name of the PFS-PF(Mix-8) VIA-EM(Mix-8) EM(Mix-8) 
Phonemes 
iy -1463.4845 -1465.6485 -1466.2412 
ih -81064367.2683 -81064367.4899 -81064367.4919 
eh -1480.7698 -1482.9136 -1483.0807 
ae -2288.0523 -2289.0481 -2289.7771 
ah -195518473.9390 -195518474.2091 -195518474.2091 
uw -4061804.9852 -4061806.1118 -4061806.4745 
uh -18692867.4005 -18692868.0625 -18692868.3374 
aa -1960.3960 -1961.6910 -1962.4620 
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Name of the PFS-PF(Mix-B) VIA-EM(Mix-B) EM(Mix-B) 
Phonemes 
ey -1976.9388 -1977.1672 -1978.1948 
ay -2253.1427 -2256.0926 -2257.1788 
oy -2551.0509 -2553.0609 -2553.7609 
aw -2490.3232 -2493.0388 -2493.5253 
ow -2024.6529 -2027.0505 -2027.5088 
I -56289067.9424 -56289070.0145 -56289070.4591 
r -152929611.4241 -152929613.2103 -152929613.4644 
y -209913607.7590 -209913608.0358 -209913608.7932 
w -242039341. 9303 -242039342.3371 -242039343.2723 
er -3669927.0246 -3669928.7635 -3669929.8934 
m -268190783.6116 -268190784.5005 -268190784.5967 
n -307008471.4472 -307008472.4208 -307008472.6763 
ng -73100486.9479 -73100487.6440 -73100488.2366 
ch -1469.5207 -1470.6823 -1470.9731 
jh -33086221. 7039 -33086222.7456 -33086222.7857 
dh -694.5023 -695.2214 -695.3158 
b -383.7447 -383.9639 -384.1148 
d -473.6624 -474.1188 -474.2320 
g -591.8575 -592.8230 -592.6594 
P -820.5107 -821.2136 -821.5903 
t -880.9076 -882.2571 -882.3749 
k -729056919.4416 -729056920.9348 -729056921.2803 
z -2651841. 7612 -2651843.3643 -2651843.4167 
v -70211677. 7828 -70211678.6269 -70211678.7002 
f -13539622.5383 -13539624.0319 -13539625.2009 
th -79895040.0246 -79895040.3645 -79895040.8139 
s -1884.4004 -1885.7456 -1886.1340 
sh -1873.6671 -1875.1396 -1876.0697 
hh -61612538.2405 -61612538.6532 -61612538.7353 
sil -285073346.8796 -285073347.0450 -285073348.1887 
dx -1207087988.4312 -1207087988.7345 -1207087989.7253 
Table 7.4: Values for objective function for different phonemes for Mix-10 obtained by the PFS-PF based eEL-EM, VIA-EM and 
EM. 
Name of the PFS-PF(Mix-10) VIA-EM(Mix-10) EM(Mix-10) 
Phonemes 
iy -1460.6833 -1462.5181 -1463.2979 
ih -81064364.9256 -81064365.7493 -81064365.8313 
eh -1477.2025 -1478.2858 -1478.6170 
ae -2282.2740 -2284.5598 -2285.1270 
ah -195518471.0937 -195518471.5010 -195518471.2426 
uw -4061800.2674 -4061801.5260 -4061802.4232 
uh -18692864.8139 -18692866.7406 -18692866.8531 
aa -1952.9005 -1953.7538 -1953.9259 
ey -1969.8871 -1975.6456 -1977.6575 
ay -2246.7584 -2250.4885 -2253.1762 
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Name of the PFS-PF(Mix-lO) VIA-EM(Mix-lO) EM(Mix-lO) 
Phonemes 
oy -2542.5720 -2545.9003 -2546.2795 
aw -2483 .1228 -2486.8987 -2488.7839 
ow -2018.1325 -2023.6358 -2024.9076 
I -56289065.3940 -56289066.1306 -56289067.3104 
r -152929608.9307 -152929609.9954 -152929610.8166 
Y -209913604.6154 -209913605.4901 -209913605.5105 
w -242039339 .2379 -242039340.1700 -242039341.2878 
er -3669920.9723 -3669922.8593 -3669923.0506 
m -268190780.9349 -268190782.2908 -268190783.2858 
n -307008469 .0982 -307008470.9041 -307008471.2637 
ng -73100484.0139 -73100486 .0363 -73100487.1718 
ch -1466.7954 -1467.1760 -1468.5440 
jh -33086219.3580 -33086219.6087 -33086220.3213 
dh -692.6953 -693.8995 -694.0431 
b -382.5192 -382.8159 -382.9536 
d -471.6611 -472.4541 -473.4208 
g -589.9318 -591.3050 -591.5189 
P -817.0648 -820.0603 -820.5546 
t -879.3270 -879.9620 -880.1671 
k -729056918.9568 -729056918.8824 -729056918.9693 
z -2651839.3343 -2651840.5874 -2651841.5303 
v -70211675.4145 -70211675.8216 -70211676.8004 
f -13539618.6427 -13539620.5169 -13539621.4552 
th -79895037.7689 -79895038.0457 -79895038.7166 
s -1882.1307 -1883.6058 -1884.2332 
sh -1870.6983 -1873.2410 -1873.9424 
hh -61612535 .9249 -61612536.6402 -61612536.7161 
sil -285073342.8884 -285073343.3663 -285073343.7670 
dx -1207087987.3324 -1207087987.6569 -1207087987.6637 
7.3.2.4 Results of recognition performance 
The HMM models trained by the PFS-PF based CEl-EM have been used to test recognition 
performance. The recognition experiments have been done for different configurations of 
HMM (Gaussian mixtures-3, 5, 8,10) trained by PFS-PF based CEl-EM, VIA-EM and EM. 
The recognition results of PFS-PF based CEl-EM for two TIMIT test sets (Test set-A and 
Test set-B) are presented in Table-7.S, Table-7.6. The recognition accuracies have also been 
compared with VIA-EM and EM. It is seen in these tables (Table-7.S, Table-7.6) that PFS-PF 
based CE-EM obtains higher recognition accuracy than both VIA-EM and EM in both test 
sets for all configurations of HMM. This demonstrates the effectiveness ofthe hybridization 
of EA and EM in the CEl-EM. 
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Table 7.5: Test set-A: Recognition accuracy of test set-A obtained by the PFS-PF based 
eEL-EM, VIA-EM and EM where HMM models of different number of Gaussian 
mixtures (3 , 5,8, 10) have been used. 
Number of Gaussian PFS-PF based eEl-EM VIA- EM EM 
Mixtures 
3 60.01 59.81 59.67 
5 62.35 61.93 61.41 
8 63.35 63 .16 63.05 
10 64.05 63.97 63.89 
Table 7.6: Test set- B: Recognition accuracy of test set-B obtained by the PFS-PF based 
eEL-EM, VIA-EM and EM where HMM models of different number of Gaussian 
mixtures (3, 5, 8, 10) have been used. 
Number of Gaussian PFS-PF VIA-EM EM 
Mixtures 
3 57.71 57.42 57.19 
5 59.61 59.46 59.08 
8 60.30 60.12 59.94 
10 61.12 61.06 60.83 
7.3.2.5 Results of significance tests: Matched-Pair tests for PFS-PF based 
CEl-EM 
Based on the recognition results of PFS-PF based eEL-EM described in the Table-7.5 for test 
set-A and Table-7.6 for test set-B, the statistical significance ofthe performance improvement 
of PFS-PF is tested using the Matched-Pair tests. Matched-pair tests are performed for both 
test sets (A and B) . The results of the matched-pair tests is described in the Tables-7.7 and 
7.8. While compared to VIA-EM, for a standard significance level of 0.05 [149], it is seen 
from the matched-pair tests results that performance improvement of PFS-PF is significant 
for Gaussian Mixtures-(3, 5, 8) in test set A. However, while compared to standard EM, for a 
standard significance level of 0.05 [149], performance improvement of PFS-PF is significant 
liiiJ 
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Table 7.7: Results of Matched-Pair test of PFS-PF on recognition results for TIMIT test 
sets-A: Ut = 1680 
PFS-PF / EM PFS-PF / VIA-EM 
Mixture W P W P 
3 3.79 0.00015 2.172 0.0299 
5 8.0085 1.11E-15 2.92 0.0035 
8 2.039 0.041 2.015 0.0439 
10 1.991 0.046 1.194 0.2325 
Table 7.8: Results of Matched-Pair test of PFS-PF on recognition results for TIMIT test 
sets-B: Ut = 1344 
PFS-PF / EM PFS-PF / VIA-EM 
Mixture W P W P 
3 3.098 0.0019 1.562 0.1183 
5 4.109 3.97E-05 1.593 0.1112 
8 2.884 0.0039 1.742 0.0815 
10 2.18 0.0293 0.883 0.3772 
for all Gaussian Mixtures for both test sets. 
7.4 Preserving Feasibility of Solutions and Lagrange 
Multiplier (PFS-LM) based eEL-EM 
The PF approach [61], [122] requires different levels based on the values of each HMM 
constraint with a static penalty co-efficient for each level. Due to many HMM constraint 
with required levels for each, PF depends on the values of many static penalty co-efFicients. 
The PFS-PF avoids the levels of many constraints using a ordered-grouping mechanism of 
the chromosomes and considers only violation of constraints. Thus all constraint violations 
are considered as equal disregarding their numerical values. To avoid the demerits of the PF 
based method, in the eEL-EM, we propose another constraint-based version (PFS-lM) based 
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on PFS and Lagrange Multipliers (LM) [63], [64]. In PFS-LM, LMs are used to transform the 
constraint based optimization problem into an unconstrained optimization problem [63], [64]. 
The LM based approach only needs a fixed number of co-efficients equal to the total number of 
HMM constraints and considers the numerical values of each constraint of each chromosome. 
Thus each chromosome can be properly penalized in the PFS-LM based approach. We propose 
an evolutionary approach to find the values for LMs. 
7.4.1 lagrange Multipliers (lM) for constraint-based optimization 
problem 
The Lagrange Multiplier (LM) based approach is widely used in many constraint-based op-
timization problems [63], [64]. Let the HMM constraints be considered as g(x) = 1 where 
g(x) = gm(x), m = 1,2, 3 .. V (V = Total number of HMM constraints) and x are the HMM 
parameters {typical HMM constraints are described in (2.7), (2.8) and (2.9)). If there exists 
a maximum value mo of the objective function Pavg then there exists a real valued vector ',' 
which is known as a Lagrange Multiplier (LM) such that: mo = maxXEO(Pavg - (I, g(x))) 
where (.) is the inner product. If both Pavg and g(x) are differentiable then (7.15) holds for 
each of the mth constraint (m = 1,2, . .v): 
(7.15) 
Here Xo is the value of HMM parameters at maximum. Therefore, if we can find the values 
for LM ',' then it is possible to transform the original constraint-based optimization problem 
into an unconstraint-based problem by maximizing the function FL(Pavg", g(x)) in (7.16) 
using the log-likelihood value Pavg . 
FL(Pavg",g(x)) = Pavg - (" (1- g(x))) (7.16) 
7.4.2 Methodology of PFS-lM based eEL-EM 
The complete flow chart for PFS-LM is depicted in Figure-7.5. The complete algorithm has 
been described in Algorithm-10. The steps are described below: 
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Algorithm 10 Algorithm for PFS-lM based eEL-EM for estimating HMM parameters in 
speech signal modeling 
Constants M aximum_E Aj teral'icm, 1\1 aximumj teraticm_G E L_E M 
Variables Iteration_EA, Iteration_GEL_EM: Integer 
HighesLPavg , HighesLPavg_EM : Real 
begin 
Iteraticm_EA ~ 0, Iteraticm_GEL_EM ~ 0 
Training_Data ~ D, Features ~ ExtracLFeatures(D) 
M odelsP( t) ~ V ariable_S egmentation (Features) 
InitiaLPopulationP1(t) ~ Apply EM on P(t) 
Compute Pavg for P1(t) 
Evaluation of P1(t) by Pavg 
repeat 
repeat 
P2 (t) ~SSR on P1(t) 
P3 (t) ~ crossover, mutation on P2 (t) 
Compute Pavg for individuals in P3 (t) 
Iw ~ Find the worst individual in P3(t) 
11 ~ Find the values for LMs using EA and Iw 
Evaluation of P3 (t) using PFS-LM method with 11 
P1(t) ~ P3(t) (Replace P1(t) with P3 (t)) 
Iteration_EA ~ Iteraticm_EA + 1 
until (Iteration...EA<Maximum...EA_Iteration) 
Iteraticm_EA ~ 0 
P4 (t) ~ Apply EM estimation on P3 (t) 
Compute Pavg for each chromosome in P4(t) 
Order chromosomes in P4(t) by Pavg 
P1(t) ~ P4(t) (Replace P1(t) with P4(t)) 
Iteraticm_GEL_EM ~ Iteraticm_GEL_EM + 1 
until (Iteration_CEL...EM<Maximum_Iteration_CEL...EM) 
HighesLPavg_EM ~Find highest Pavg in P4(t) 
Best.-Model ~ chromosome in P4(t) with Highest..Pavg_EM 
RETURN B esLM odel 
end 
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Figure 7.5: Flowchart for PFS-LM based eEL-EM 
Initial population The initial population for PFS-lM based eEL-EM PI (t) is created by 
following the process described in section 7.2.1 as the PFS-PF based approach. 
Encoding of the initial population The initial population PI(t) is encoded using the method 
described in section 7.2.2. 
Evaluation of initial population The chromosomes in initial population PI(t) are evalu-
ated based on their Pavg which is computed by following the steps described in section 
7.2.3. 
Selection and parent pool A parent pool P2(t) is created for creation of the offspring by 
following the selection procedure described in the section 7.2.4 from the population 
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Offspring generation Offspring population P3 (t) is generated by applying the crossover and 
mutation technique described in PFS-PF based method. 
Determination of the values for Lagrange Multipliers The LM based constraint han-
dling method has been used to evaluate the EA offspring population P3 (t) in the EA 
process of PFS-LM in Figure-7.5. The values for LM ClI) for P3(t) are determined 
using a separate EA process for LM (LM-EA). 
The Pavg of each chromosome in P3(t) is computed. P3(t) is sorted based on Pavg . For 
the first EA generation in LM-EA, a randomly generated initial LM population Ml (t) 
is created. Using the worst chromosome 'Iw' along with its Pavg (W Pavg) from P3(t) 
and the constraint values of 'Iw', chromosomes in the MI(t) are evaluated by (7.17) 
where each LM chromosome gets w Pavg and mth constraint's value ( g:-) of'Iw'. 
FL(W Pavg , 11, g::;(X» =w Pavg - {,t * (1 - g;(X) + .. 
+,i * (1- g~(X»)} 
(7.17) 
An SSR [153], [154] selection technique is applied on MI(t) to create the LM parent 
pool M 2 (t) in LM-EA. Then the crossover and mutation operators are applied on the 
parent pool M2(t) that produces the LM offspring population M3(t) in LM-EA. LM 
chromosomes of offspring M3(t) are evaluated using (7.17). SSR [153], [154] is applied 
on offspring M3(t) to create the new LM parent pool for the next (t+1)th EA generation. 
M 2(t) is replaced with new LM parent pool which is used to create the offspring for 
(t + l)th EA generation in LM-EA. The EA process in LM-EA is executed over a 
pre-determined number of iterations. The best LM chromosome Ib is chosen from 
M3(t = final generation) in LM-EA with highest value for FL(W Pavg , 11, g:-(x». For 
every offspring population P3(t) in the EA process of PFS-LM, a separate EA process 
for LM (LM-EA) is executed and a new best LM is computed for evaluation of the 
chromosome in P3(t). The LM offspring population M3(t) in the LM-EA of the final 
EA generation of each Darwinian evolution stage is taken as the initial LM population 
MI(t) for the LM-EA execution process in the next offspring population P3(t) for the 
EA generation of PFS-LM. 
Evaluation of offspring population Each individual in P3 (t) is evaluated using evaluation 
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functions FL(Pavg , Ib, g(x)) from (7.18) with corresponding values for g(x) and lb. 
FL(Pavg , ''/b', gm(x)) =Pavg - {,l * (1- gl(X) + .. 
+,f * (1- gV(x))} 
(7.18) 
The offspring individuals in P3(t) are sorted in descending order based on FdPavg, I, g(x)) 
where the best individual receives a position equal to the population size. The fitness 
of each individual in P3 (t) is computed by (7.9). The SSR [153], [154] is used to create 
the parent pool P2 (t). 
Completion of Darwinian evolution stage The EA process is executed over a predeter-
mined number of iterations. This completes Darwinian evolution stage. 
EM Re-estimation and the Lamarckian evolution stage The population of EA from the 
Darwinian stage, P3 (t), is passed to EM re-estimation. Each chromosome (Ak) in the 
P3(t) is used to re-estimate a new set of values Ak+l by the EM re-estimation formulas 
(3.91 to 3.94). The objective function values for Ak+l is computed using (7.7). The 
re-estimation iteration of EM is repeated until the condition in (7.19) is satisfied. 
(7.19) 
EM-estimation on each chromosome of P3 (t) builds EM-population P4 (t) which is 
ordered based on Pavg in descending. P4 (t) is passed back to the EA population, Pi (t). 
This completes one turn of the Lamarckian evolution stage. 
Termination criteria (TC) of PFS-LM based CEL-EM Execution of one Darwinian step, 
then execution of one Lamarckian step completes one iteration of PFS-lM. The PFS-
lM is executed over a pre-determined number of iterations. The final model is selected 
from the chromosome with the highest objective values in the final EM population P4(t) 
of the Lamarckian stage. 
7.4.3 Performance evaluation of PFS-LM based eEL-EM 
The performance of the PFS-lM based eEL-EM has been evaluated using the TIMIT speech 
corpus. The TIMIT speech corpus has been used for training and testing of PFS-lM based 
eEL-EM. The performance of the PFS-lM based eEL-EM has been compared with the 
~ 
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performance of PFS-PF based CEl-EM. The following experimental settings have been used 
during the training and testing process. 
Phoneme-ae 
-2280 --- ----- -- --_. 
-2290 
/ " : 
-2300 ~~ II 
-2310 
-2320 
-2330 
-2340 
, , , 
"" 
., , , . . , ., . , 
'" 
., , , . . , ., . , >" ., , , . . , ., . , .~ ., , . . , ., . , • oIt ., , . . . , ., . 
IIcrutiont or EM aod EA 1-- PFS-LM(Mix-5 ) ~ PFS-PF(Mix-5) I 
Figure 7.6: Comparison of objective function values at different iterations of PFS-lM and 
PFS-PF based CEl-EM for phoneme-'ae' in Gaussian Mixture-5 
7.4.3.1 Experimental settings 
Settings for feature extraction process in PFS-lM based method is the same as PFS-PF based 
method. During training a simple left-to-right continuous density HMM with no node skipping 
has been considered for the model of each phoneme class in the training data. Training has 
been done considering different numbers of Gaussian mixtures (Mixtures 3,5,8,10) for HMM. 
The following parameters have been set during training: the EM convergence threshold: 0.50, 
maximum number of generations for EA: 10, maximum number of iterations for PFS-lM based 
CEl-EM: 20. Maximum number of iterations for EA process for determination of the values 
for lagrange multiplier is set to 20. During testing, a phonetic bigram grammar language 
model has been used. A beam search algorithm with the Initial Beam Coefficient =lOE-18 
and the Internal Beam Coefficient = lOE-16 has been used in the recognition process. 
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Figure 7.7: Comparison of objective function values at different iterations of PFS-lM and 
PFS-PF based CEl-EM for phoneme-'aa' in Gaussian Mixture-5 
7.4.3.2 Comparison of values for objective function of PFS-lM. PFS-PF 
In the PFS-lM based CEl-EM, The EA has been executed over 10 generations and then the 
EM has been executed. The objective functions values of best chromosome for 'phoneme-ae' 
and 'phoneme-aa' in Gaussian Mixture-5 obtained by PFS-lM at different iterations of EA 
and EM phase has been described in Figures-7.6 and 7.7. The objective functions values for 
'phoneme-ae' and 'phoneme-aa' at different iterations of EA and EM in PFS-lM have also 
been compared with PFS-PF. In the Figures-7.6 and 7.7, the initial few iterations is due to the 
initialization of EA stage of CEl-EM where the EM has been applied to the different initial 
points created by the VIA. Initially EM rises sharply and reaches to local maximum. Then 
the EA process starts. At every 10 generation, the EM is applied on each chromosome of EA 
population. Figures-7.6 and 7.7 show that objective function values at different iterations of 
EA and EM obtained by the PFS-lM is higher than the PFS-PF based CEl-EM. This proves 
the effectiveness of the application of the improved constraint handling method (lagrange 
multiplier based approach) in the PFS-lM based CEl-EM. 
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7.4. Preserving Feasibility of Solutions and Lagrange Multiplier (PFS-LM) based 
eEL-EM 
The values for objective function obtained by PFS-lM based eEL-EM and PFS-lM based 
eEL-EM for different phonemes for different number of Gaussian Mixtures (5, 8, 10) are 
presented in the tables: Table-7.g, Table-7.l0, Table-7.l1. The objective function values 
for Gaussian mixtures-(3, 5,8,10) are also compared in Figure-7.S. The graph in the Figure-
7.S has been drawn based on the baseline values depicted in Table-B-l in Appendix-B. It is 
seen in the Figure-7.S that PFS-lM based eEL-EM obtains higher objective function values 
than PFS-PF based eEL-EM for all phonemes in all Gaussian mixtures. Moreover, PFS-lM 
performs better in the higher mixtures-(8, 10) than in the lower mixtures-(3, 5). 
Table 7.9: Comparison ofthe values for objective function for different phonemes for Mix-S obtained by the PFS-lM and PFS-PF 
based CEl EM -
Name of the Phonemes PFS-LM(Mix-5) PFS-PF(Mix-5) 
iy -1472.9496 -1473.5258 
ih -81064370.3131 -81064371.3526 
eh -1488.8331 -1489.7788 
ae -2297.4983 -2299.1648 
ah -195518476.9938 -195518477.8090 
uw -4061812.2172 -4061813.3809 
uh -18692873.5977 -18692874.6792 
aa -1965.9122 -1967.8362 
ey -1984.3154 -1985.1832 
ay -2261.1096 -2263.6510 
oy -2565.3969 -2566.5595 
aw -2499.4555 -2501.2121 
ow -2032.9633 -2035.5929 
I -56289073.3104 -56289075.0345 
r -152929616.4402 -152929617.7381 
y -209913612.1197 -209913613.0776 
w -242039348.7285 -242039350.8760 
er -3669931.9202 -3669933.4278 
m -268190785.3045 -268190786.0557 
n -307008473.9848 -307008475.3930 
ng -73100488.7862 -73100490.1679 
ch -1474.9404 -1476.2185 
jh -33086225.4463 -33086227.1588 
dh -696.5236 -697.4490 
b -385.5960 -385.5108 
d -475.2413 -475.3948 
g -593.5059 -594.2622 
P -822.2427 -822.4196 
t -884.1322 -884.8466 
k -729056923.3122 -729056923.8401 
z -2651845.3791 -2651846.4468 
v -70211680.7769 -70211682.0920 
f -13539627.2520 -13539629.2910 
th -79895046.1817 -79895048.0004 
s -1889.5599 -1889.6407 
Continued on next page 
~ 
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Table 7.9 - continued from previous page 
Name of the Phonemes PFS-LM(Mix-5) PFS-PF(Mix-5 
sh -1881.3189 -1882.0119 
hh -61612540.2684 -61612541.7484 
sil -285073351 .0048 -285073352.9274 
dx -1207087990.3273 -1207087991.2930 
Table 7.10: Comparison of the values for objective function for different phonemes for Mix-B obtained by the PFS-LM and 
PFS-PF based CFI_FM 
Name of the Phonemes PFS-LM(Mix-8) PFS-PF(Mix-8) 
iy -1463.1445 -1463.4845 
ih -81064365.7636 -81064367.2683 
eh -1479.3614 -1480.7698 
ae -2286.5349 -2288.0523 
ah -195518472.6381 -195518473.9390 
uw -4061801.5384 -4061804.9852 
uh -18692866.4942 -18692867.4005 
aa -1956.1292 -1960.3960 
ey -1974.5318 -1976.9388 
ay -2249.8362 -2253.1427 
oy -2548.8071 -2551.0509 
aw -2488.2025 -2490.3232 
ow -2022.1084 -2024.6529 
I -56289066.6274 -56289067.9424 
r -152929609.9463 -152929611.4241 
Y -209913605.4718 -209913607.7590 
w -242039340.3789 -242039341.9303 
er -3669923.9889 -3669927.0246 
m -268190781 .9205 -268190783.6116 
n -307008469.9477 -307008471 .4472 
ng -73100484.2443 -73100486.9479 
ch -1468.5939 -1469.5207 
jh -33086220.2951 -33086221. 7039 
dh -693.2068 -694.5023 
b -383.3903 -383.7447 
d -472.6769 -473.6624 
g -590.6557 -591.8575 
P -818.7234 -820.5107 
t -880.4550 -880.9076 
k -729056919.1409 -729056919.4416 
z -2651839.8125 -2651841.7612 
v -70211676.8900 -70211677.7828 
f -13539620.4961 -13539622.5383 
th -79895039.6120 -79895040.0246 
s -1883.4892 -1884.4004 
sh -1872.5554 -1873.6671 
hh -61612536.7265 -61612538.2405 
sil -285073345.4446 -285073346.8796 
dx -1207087987.2402 -1207087988.4312 
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Table 7.11: Comparison of the values for objective function for different phonemes for Mix-l0 obtained by the PFS-LM and 
PFS-PF based CFI_FM 
Name of the Phonemes PFS-LM(Mix-lO) PFS-PF(Mix-lO) 
iy -1458 .3444 -1460.6833 
ih -81064362.1299 -81064364.9256 
eh -1475.7847 -1477.2025 
ae -2280.0794 -2282.2740 
ah -195518468.9778 -195518471.0937 
uw -4061797.1502 -4061800.2674 
uh -18692862.1456 -18692864.8139 
aa -1950.5534 -1952.9005 
ey -1967.9437 -1969.8871 
ay -2244.0496 -2246.7584 
oy -2540.8817 -2542.5720 
aw -2480.3047 -2483.1228 
ow -2016.3745 -2018.1325 
I -56289063.9429 -56289065 .3940 
r -152929607.3994 -152929608.9307 
y -209913602.7613 -209913604.6154 
w -242039336.8714 -242039339.2379 
er -3669919.8831 -3669920.9723 
m -268190778.2674 -268190780.9349 
n -307008468.5221 -307008469.0982 
ng -73100481.7413 -73100484.0139 
ch -1464.8586 -1466.7954 
jh -33086217.7462 -33086219.3580 
dh -691.5940 -692.6953 
b -380.9319 -382.5192 
d -471.2328 -471.6611 
g -589.0542 -589.9318 
p -815 .3926 -817.0648 
t -878.4543 -879.3270 
k -729056918.1409 -729056918.9568 
z -2651837.0696 -2651839.3343 
v -70211673.3873 -70211675 .4145 
f -13539616.0642 -13539618.6427 
th -79895035 .1122 -79895037.7689 
5 -1881.6116 -1882.1307 
sh -1867.7456 -1870.6983 
hh -61612533.7688 -61612535.9249 
sil -285073341 .3670 -285073342.8884 
dx -1207087985.9785 -1207087987.3324 
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7.4.3.3 Results of recognition performance 
The models trained by the PFS-lM based CEl-EM have been used to test the recognition 
performance. The recognition experiments have been done for different configurations of 
HMM with Gaussian mixtures-(3, 5, 8,10). The recognition results of PFS-lM based CEl-
EM for two TIMIT test sets (Test set-A and Test set-B) are presented in Tables-7.12, 7.13 
and compared with PFS-PF based CEl-EM, VIA-EM and EM. It is seen in these tables ( 
Table-7.12, Table-7.13) that PFS-lM based CEl-EM obtains higher recognition accuracy 
than PFS-PF based CEl-EM. This also proves the usefulness of the application of lagrange 
multiplier based constraint handling methods in the PFS-lM based CEl-EM. 
Table 7.12: Test set-A: Recognition accuracy of test set-A obtained by the PFS-lM based 
CEl-EM, PFS-PF based CEl-EM, VIA-EM and EM where HMM models of dif-
ferent number of Gaussian mixtures (3, 5, 8, 10) have been used. 
Number of Gaussian PFS-lM PFS-PF VIA-EM EM 
Mixtures 
3 60.43 60.01 59.81 59.67 
5 62.45 62.35 61.93 61.41 
8 63.86 63.35 63.16 63.05 
10 64.59 64.05 63.97 63.89 
Table 7.13: Test set-B: Recognition accuracy of test set-B obtained by the PFS-lM based 
CEl-EM, PFS-PF based CEl-EM, VIA-EM and EM where HMM models of dif-
ferent number of Gaussian mixtures (3, 5, 8, 10) have been used. 
Number of Gaussian PFS-lM PFS-PF VIA-EM EM 
Mixtures 
3 57.76 57.71 57.42 57.19 
5 59.67 59.61 59.46 59.08 
8 60.83 60.30 60.12 59.94 
10 61.55 61.12 61:06 60.83 
7.4. Preserving Feasibility of Solutions and Lagrange Multiplier (PFS-LM) based 
CEL-EM 
7.4.3.4 Results of significance tests: Matched-Pair tests for PFS-LM based 
CEL-EM 
To test whether the performance improvement obtained by PFS-LM described in the Tables-
7.12 and 7.13 is significant or not, Matched-Pair tests is performed on the recognition results 
of Tables-7.12 and 7.13. Results of Matched-Pair tests for test set-A and set-B is described 
in the Tables-7.14 and 7.15. It is seen in the Tables-7.12 and 7.13 that for a standard 
significance level 0.05 [149]. performance improvement of PFS-LM over EM is significant in 
both test sets. The results show that performance improvement of PFS-LM over VIA-EM is 
also significant in both test sets in all gaussian mixtures. However, PFS-LM obtains a higher 
significant level for EM than VIA-EM in both test sets. 
Table 7.14: Results of Matched-Pair tests of PFS-LM on recognition results for TIMIT test 
sets-A: Ut = 1680 
PFS-LM / EM PFS-LM /VIA-EM 
Mixture W P W P 
3 3.05 0.0023 3.593 0.00033 
5 7.61 2.73E-14 3.89 1.0024E-04 
8 5.54 3.024E-08 5.22 1.78E-07 
10 4.39 0.0000113 4.3042 0.0000168 
Table 7.15: Results of Matched-Pair tests of PFS-LM on recognition results for TIMIT test 
sets-B: Ut = 1344 
PFS-LM / EM PFS-LM /VIA-EM 
Mixture W P W P 
3 3.792 0.0001494 2.246 0.0247 
5 4.246 0.0000218 1.969 0.0490 
8 5.758 8.S1E-09 4.584 4.S6E-06 
10 4.599 0.0000042 3.078 0.0021 
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7.5 Fusion strategies for eEL-EM 
Two different staged fusion strategies have been proposed for the hybrid algorithm CEl-
EM. The first strategy (Fusion-1) follows a periodic Lamarckian evolution [4D-42, 140, 141] 
with Darwinian evolution [39,69,141]. Both Figure-7.2 in section-7.3 and Figure-7.5 in 
section-7.4 for PFS-PF and PFS-lM describe the use of a simple staged fusion strategy 
(Fusion-1). In the CEl-EM, we have proposed another fusion strategy (Fusion-2) using 
a biased crossover-operator with the staged fusion technique that is conceptually similar 
to the hybridization techniques used in IRM (Immune Recruitment Mechanism) [65] and 
Simplex-Crossover [66] where the local exploitation properties of EA is enhanced by biasing 
the traditional reproduction operators (crossover and mutation). In the second fusion strategy 
(Fusion-2) of CEl-EM, the crossover operator is biased by the local knowledge of the EM 
algorithm. However the evaluation of the chromosomes in the EA population is performed 
after mutation and follows any of the constraint handling mechanisms (PFS-PF or PFS-lM) 
of CEl-EM. Two different staged fusion with biased-crossover techniques have been proposed 
depending on the constraint-based versions of CEl-EM . 
• PFS-PF based CEl-EM with Biased-Crossover 
• PFS-lM based CEl-EM with Biased-Crossover 
These are described in the next sections. 
7.5.1 PFS-PF based CEl-EM with Biased-Crossover 
Complete algorithm for PFS-PF based CEl-EM with Biased-Crossover (Fusion-2) based on 
PFS-PF based constraint handling mechanism is given in Algorithm-H. In PFS-PF based 
CEl-EM with Biased-Crossover (Fusion-2), The initial population PI (t) is created using the 
VIA. Then the initial population P1(t) is evaluated using Pavg . The parent pool P2 (t) is 
created by following the SSR [153], [154] selection process as described in the section-7.3.1. 
However, in the Darwinian evolution stage of the CEl-EM, the crossover operator is biased 
by the local knowledge of EM. First, the simple arithmetic crossover is applied on the parent 
pool P2 (t) as described in the section-7.3.1. Then biasing is done by the execution of EM-
[ill] 
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Algorithm 11 Algorithm for PFS-PF based CEl-EM with Biased-Crossover 
Constants M aximum_EA_I teratian, 1\11 aximum-I teratian_C E L_EM 
Variables Iteratian_EA, Iteration_GEL_EM: Integer 
HighesLPavg , HighesLPavg_EM : Real 
begin 
Iteration.EA f- 0, Iteration_GEL_EM f- 0 
Training_Data f- D, Features f- ExtracLFeatures(D) 
ModelsP(t) f- Variable_Segmentation (Features) 
InitiaLPapulatianPl(t) f- Apply EM on P(t) 
Compute Pavg for Pl(t) 
Evaluation of Pl(t) by Pavg 
repeat 
repeat 
P2 (t) f-SSR on Pl(t) 
P3(t) f- Biased-crossover on P2(t) 
P4(t) f- Mutation on P3(t) 
Compute Pavg for individuals in P4(t) 
Evaluation of P4(t) using PFS-PF method 
Pl(t) f- P4(t) (Replace Pl(t) with P4(t)) 
Iteration_EA f- Iteration_EA + 1 
until (Iteration...EA<Maximum...EA_Iteration) 
Iteratian.EA f- 0 
P5(t) f- Apply EM estimation on P4(t) 
Compute Pavg for each chromosome in P5(t) 
Order chromosomes in P5(t) by Pavg 
Pl(t) f- H(t) (Replace P1(t) with P5(t)) 
Iteratian_GEL_EM f- Iteration_GEL.EM + 1 
until (Iteration_CEL...EM<Maximum_Iteration_CEL.-EM) 
HighesLPavg_EM f-Find highest Pavg in P5(t) 
BesLModel f- chromosome in P5(t) with HighesLPavg_EM 
RETURN B esLM odel 
end 
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Algorithm 12 Algorithm for PFS-lM based CEl-EM with Biased-Crossover 
Constants: NI ax'imum~AJteration, M aximumJ teratian_C E L_EM 
Variables : Iteration_EA, Iteration_GEL_EM, HighesLPavg , HighesLPavg_EM 
begin 
Iteration~A +-- 0 
Iteration_GEL~M +-- 0 
Training_Data +-- D 
Features +-- ExtracLFeatures(D) 
Models P(t) +-- VariablcSegmentation (Features) 
InitiaLPopulatian Pt(t) +-- Apply EM on P(t) 
Compute Pavg for P1 (t) 
Evaluation of P1(t) by Pavg 
repeat 
repeat 
P2 (t) +-- SSR selection on P1 (t) 
P3(t) +--Biased-Crossover on P2(t) 
P4 (t) +--Mutation on P3 (t) , 
Compute Pavg for individuals in P4(t) 
~f1 +--Find LM using EA and worst individual in P4 (t) 
Evaluation of P4(t) using PFS-LM method with 11 
P1(t) +-- P4(t) 
Iteratian_EA +-- Iteratian_EA + 1 
until CIterat ion...EA<Maximum...EA_Iterat ion) 
Iteratian_EA +-- 0 
Ps(t) +-- EM estimation on P4(t) 
Compute Pavg and evaluation of Ps(t) by Pavg 
Iteration_GEL_EM +-- Iteration_CEL~M + 1 
until (Iteration_CEL...EM<Maximum_Iteration_CEL...EM) 
HighesLPavg_EM +--Find highest Pavg in Ps(t) 
BestModel +--chromosome in Ps(t) with HighesLPavg_EM 
RETURN B esLM odel 
end 
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re-estimation with one iteration on the offspring chromosomes in P3(t). Only one third of 
the total chromosomes of P3(t) are randomly chosen from P3(t) for biasing. Then mutation 
operator is applied on the results of Biased-Crossover of P3(t)) which gives the offspring 
population P4(t). P4(t) is evaluated using the PFS-PF based method by following (7.14). 
The termination criteria remains same as the PFS-PF based CEl-EM with simple staged-
fusion strategy (Fusion-1) . The best model is determined from the final EM population P5 (t) 
with highest Pavg . 
7.5.2 PFS-lM based CEl-EM with Biased-Crossover 
Complete algorithm for PFS-lM based CEl-EM with Biased-Crossover (Fusion-2) based on 
PFS-lM based CEl-EM is given in Algorithm-12. In PFS-lM based CEl-EM with Biased-
Crossover {Fusion-2}, creation of the initial population P1(t), evaluation of P1(t) remains 
the same as in PFS-lM based CEl-EM (Fusion-1) described in section-7.4.2. Creation of 
parent pool P2 (t) follows the SSR [153], [154] selection process as described in section-7.4.2. 
However the crossover operator is biased by the local knowledge of EM. The biasing is done 
by the execution of EM re-estimation with one iteration on the offspring chromosomes in 
P3(t) . Only one third of the total chromosomes of P3(t) are randomly chosen from P3 (t) for 
biasing. Then the mutation operator is applied on the results of Biased-Crossover of P3(t)} 
which gives the offspring population P4(t). P4(t) is evaluated using the PFS-lM based 
method of {7 .18} where the the lagrange multipliers /1 is determined by following (7.17) . 
The termination criteria remains same as the PFS-lM based CEl-EM with simple staged-
fusion strategy (Fusion-1). The best model is determined from the final EM population P5 (t) 
with highest Pavg . 
7.5.3 Performance evaluation of different fusion strategies of 
CEl-EM 
The performance of the CEl-EM for fusion strategy-2 (both PFS-PF and PFS-lM) has been 
evaluated using the TIMIT speech corpus. The performance of the fusion strategy-2 has been 
compared with the performance of fusion strategy-1 for both PFS-lM and PFS-PF based 
CEl-EM. 
Chapter 7. A Constraint-based Evolutionary learning approach to the 
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7.5.3.1 Experimental settings 
Experimental settings for feature extraction process and evolutionary algorithm process in 
PFS-lM(Fusion-2} and PFS-PF(Fusion-2} remains the same as PFS-lM(Fusion-1} and PFS-
PF(Fusion-1}. 
7.5.3.2 .Comparison of the values for objective function of different fusion 
strategies of CEl-EM 
The values for objective functions for 'phoneme-ae' and 'phoneme-aa' in Gaussian Mixture-5 
obtained by PFS-lM based CEl-EM with Biased-Crossover (PFS-lM (Fusion-2)) and PFS-
PF based CEl-EM with Biased-Crossover (PFS-PF (Fusion-2)) at different iterations of EA 
and EM phase has been described in the Figure-7.g and 7.10. The values have also been 
compared with corresponding simple staged fusion strategy of CEl-EM (Fusion-1). In the 
Figure-7.g and 7.10, initial few iterations is due to the initialization of EA stage of CEl-EM 
where the EM has been applied to the different initial points created by the VIA. It is seen in 
Figure-7.g and 7.10 that Biased-Crossover improves the iterative values in the EA generations. 
Therefore in the Lamarckian stage EM raises the objective function values more than simple 
staged fusion . Figure-7.g and 7.10 also show that with the Biased-Crossover both PFS-lM 
and PFS-PF based CEl-EM obtain higher objective function values than CEl-EM with simple 
staged fusion . The final objective function values obtained by PFS-lM and PFS-PF based 
CEl-EM with biased crossover for all phonemes for different Gaussian Mixtures has been 
given in (~ables-7.16, 7.17 and 7.18) and compared to the corresponding objective function 
values of simple staged fusion in Figure-7.ll for gaussian mixtures-(3, 5) and in Figure-7.12 
for gaussian mixtures-(8, 10) . The graph in Figures-7.ll and 7 .12 has been drawn based 
on the baseline values depicted in Table-B-1 in Appendix-B. Figures-7.ll and 7.12 show that 
PFS-lM based CEl-EM with biased-crossover obtains highest objective function values for all 
gaussian mixtures. It is seen in Figures-7.ll and 7.12 that staged fusion with biased-crossover 
has obtained higher values than simple staged fusion. Moreover, lM-based biased-crossover 
improves the objective function values more than PF-based biased-crossover. 
7.5. Fusion strategies for eEL-EM 
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Figure 7.9: Comparison of objective function values at different iterations of CEl-EM (PFS-
PF, PFS-lM both fusion strategies) for phoneme-'ae' in Mixture-5 
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Figure 7.10: Comparison of objective function values at different iterations of CEl-EM (PFS-
PF, PFS-lM both fusion strategies) for phoneme-'aa' in Mixture-5 
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7.S. Fusion strategies for eEL-EM 
Table 7.16: Values for objective function for different phonemes for Mix-5 obtained by the PFS-lM (Fusion-2), PFS-PF (Fusion-
2)based CEl-EM 
Name of the Phonemes PFS-LM(F-2)Mix-5 PFS-PF(F-2)Mix-5 
iy -1471.8884 -1473.4362 
ih -81064370.1131 -81064371.1440 
eh -1488.1804 -1489 .2364 
ae -2296.7731 -2298.0744 
ah -195518475.0875 -195518477.6268 
uw -4061812.0248 -4061812.8789 
uh -18692873.0986 -18692874.1643 
aa -1965.4320 -1967.0170 
ey -1982.2195 -1984.8871 
ay -2261.1024 -2262.6910 
oy -2564.4291 -2565.8986 
aw -2497.2404 -2500.7545 
ow -2032.9131 -2033.5877 
I -56289073.1128 -56289074.6018 
r -152929614.5361 -152929617.1568 
y -209913612.1052 -209913612.5774 
w -242039345.7289 -242039349.6836 
er -3669929.9215 -3669932.6692 
m -268190784.9884 -268190785.8546 
n -307008473.3865 -307008474.4105 
ng -73100487.0697 -73100489 .4792 
ch -1472.3504 -1475.6355 
jh -33086225.0463 -33086226.1406 
dh -696.1088 -697.1473 
b -385 .3101 -385.5007 
d -475.0513 -475.3367 
g -593.4651 -594.2244 
p -822.1149 -822.3297 
t -884.1003 -884.7372 
k -729056922.3639 -729056923.5551 
z -2651844.3794 -2651846.1771 
v -70211679.8431 -70211681.3717 
f -13539624.2786 -13539628.7189 
th -79895043.5186 -79895047.1171 
s -1889.5020 -1889.5895 
sh -1881.2796 -1881.7724 
hh -61612539.2737 -61612540.8528 
sil -285073350.8681 -285073351.4414 
dx -1207087990.3272 -1207087990.7234 
Table 7.17: Values for objective function for different phonemes for Mix-8 obtained by the PFS-lM (Fusion-2), PFS-PF (Fusion-
2) based CEl EM -
Name of the Phonemes PFS-LM(F-2)Mix-8 PFS-PF(F-2)Mix-8 
iy -1463.0192 -1463.3887 
ih -81064365.1538 -81064366.7780 
Continued on next page 
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Table 7.17 - continued from previous page 
Name of the Phonemes PFS-lM(F-2)Mix-8 PFS-PF(F-2)Mix-8 
eh -1478.1292 -1480.3472 
ae -2285.2383 -2286.8509 
ah -195518471. 7536 -195518473.3196 
uw -4061801.0376 -4061804.6267 
uh -18692865.9697 -18692866.4979 
aa -1954.3262 -1958.0782 
ey -1973.5144 -1976.0977 
ay -2249.7234 -2250.8615 
oy -2547.3116 -2549.6146 
aw -2486.3867 -2489.1786 
ow -2021.1523 -2023.9363 
I -56289066.1560 -56289067.1969 
r -152929609.1348 -152929611.0019 
y -209913605.0656 -209913606.5834 
w -242039339.2895 -242039341.1992 
er -3669922.2675 -3669925.8802 
m -268190781.0636 -268190782.8468 
n -307008469.6911 -307008471.0623 
ng -73100483.6897 -73100486.5800 
ch -1468.1045 -1469.0650 
jh -33086219.0748 -33086220.8751 
dh -692.8140 -694.1360 
b -382.9828 -383.5913 
d -472.5861 -473.4380 
g -590.0557 -591.5430 
p -818.1913 -820.0378 
t -880.2412 -880.7508 
k -729056919.1182 -729056919.7677 
z -2651839.2054 -2651841.1907 
v -70211675.6612 -70211677.0479 
f -13539619.8635 -13539622.0724 
th -79895039.1785 -79895039.7845 
s -1883.3214 -1883.8740 
sh -1872.1767 -1873.3292 
hh -61612536.0733 -61612537.3037 
sil -285073344.8975 -285073346.8002 
dx -1207087987.1261 -1207087988.0045 
Table 7.18: Values for objective function for different phonemes for Mix-10 obtained by the PFS-lM (Fusion-2). PFS-PF (Fusion-
2) based CEl EM -
Name of the Phonemes PFS-lM(F-2)Mix-10 PFS-PF(F-2)Mix-10 
iy -1457.6495 -1460.2860 
ih -81064362.0309 -81064364.3302 
eh -1474.4150 -1476.1091 
ae -2279.3059 -2281.5869 
ah -195518468.0809 -195518470.3703 
uw -4061795.6558 -4061799.2059 
Continued on next page 
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Table 7.18 - continued from previous page 
Name of the Phonemes PFS-LM{F-2)Mix-IO PFS-PF{F-2)Mix-IO 
uh -18692861.2182 -18692863.5184 
aa -1948.4267 -1952.0483 
ey -1967.3906 -1969.6718 
ay -2242.9233 -2245.7629 
oy -2539.9910 -2541.4919 
aw -2478.0719 -2482.5256 
ow -2015.2367 -2016 .9885 
I -56289063.0338 -56289064.7747 
r -152929606.4349 -152929608.0647 
y -209913600.3313 -209913603.7601 
w -242039334.9060 -242039338.7228 
er -3669917.0962 -3669920.3724 
m -268190775.2540 -268190780.7320 
n -307008466.7940 -307008469.0423 
ng -73100478.8104 -73100483 .7098 
ch -1464.1456 -1465.2873 
jh -33086214.7515 -33086218.6527 
dh -691.0637 -692.0980 
b -380.2426 -381.8474 
d -470.8215 -471.3420 
g -588.1427 -589.8512 
p -813.0029 -816 .2806 
t -878.0454 -878 .9233 
k -729056916.6490 -729056918 .6981 
z -2651836 .1506 -2651838.4983 
v -70211672.0923 -70211674.5403 
f -13539615.0421 -13539617.9764 
th -79895032.8342 -79895037.2932 
5 -1881.0071 -1881.9485 
sh -1866.7304 -1869.9797 
hh -61612530.7368 -61612535.5898 
sil -285073339.8976 -285073340.3670 
dx -1207087983.9100 -1207087986.3372 
7.5.3.3 Comparison of recognition performance of different fusion strategies of 
CEl-EM 
Recognition accuracies of test set-A for PFS-lM based CEl-EM with Biased-Crossover (PFS-
lM (Fusion-2)) and PFS-PF based CEl-EM with Biased-Crossover (PFS-PF (Fusion-2}) for 
all gaussian mixtures have been described in Table-7.19. 
Recognition accuracies of test set-B for PFS-lM (Fusion-2) and PFS-PF(Fusion-2) for all 
gaussian mixtures have been described in Table-7.20. The recognition accuracies have also 
been compared to PFS-lM (Fusion-I) and PFS-PF(Fusion-l} and depicted by Figure-7.13 and 
l!riJ 
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Table 7.19: TIMIT test set-A: Recognition accuracies of test set-A obtained by the different 
versions of eEL-EM, VIA-EM and EM where HMM models of Gaussian mixtures 
(3, 5, 8, 10) have been used . The versions of CEl-EM used here are: PFS-
lM:Fusion-2, PFS-lM:Fusion-l, PFS-PF:Fusion-2, PFS-PF:Fusion-l. 
Mix- PFS-lM PFS-lM PFS-PF PFS-PF VIA- EM 
ture (F-2) (F-l) (F-2) (F-l) EM 
3 60.47 60.43 60.06 60.01 59.81 59.67 
5 62.49 62.45 62.42 62.35 61.93 61.41 
8 63.96 63.86 63.61 63.35 63.16 63.05 
10 64.62 64.59 64.07 64.05 63.97 63.89 
Figure-7.14. It is seen in Table- 7.19, Table-7.20, Figure-7.13 and Figure-7.14 that PFS-lM 
(Fusion-2) obtain higher recognition accuracies than PFS-lM (Fusion-I) and PFS-PF(Fusion-
2) obtain higher recognition accuracies than PFS-PF(Fusion-l) in both test sets. Figure-7.13 
and Figure-7.14 also show that lM-based biased-crossover improves recognition accuracy 
more than PF-based biased-crossover. However PFS-lM based eEL-EM with biased-crossover 
(Fusion-2) obtains highest recognition accuracy in all versions of CEl..:EM. Therefore, PFS-
lM based eEL-EM with biased-crossover estimates the more appropriate HMM models than 
any other version of eEL-EM. Accuracies of CEl-EM have also been compared to other 
HMM-based systems. Gales [91] obtains an accuracy of 57.53% on the sentences of dialect 
region-l (Table-6.1) ofTIMIT test set (which is not equal to full TIMIT test set) for Gaussian 
mixtures-2 for HMM system and an accuracy of 53.51 % on the sentences of dialect region-1 
(Table-6.1) of TIMIT test set for SHMM system [91] for the same test condition as HMM 
system. Kapadia [155] achieves a recognition accuracy of 63.69% using Ml-training for 
Gaussian mixture-8 for HMM system where Kapadia [155] did not use a full TIMIT [148] 
test set (TIMIT test-set-A or TIMIT test-set-B), instead he used only 336 sentences from 
TIMIT [148] which are chosen randomly from TIMIT [148] test set. Yung [92] achieves a 
recognition accuracy of 60.6% for SFHMM system [92] for TIMIT test-set-B. For TIMIT 
test-set-B, PFS-PF based eEL-EM with biased-crossover obtains an accuracy of 61.16% and 
PFS-lM based CEl-EM with biased-crossover obtains an accuracy of 61.59% for Gaussian 
mixture-lO which is higher than both SHMM [91] and SFHMM systems [92]. 
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Table 7.20: TIMIT test set-B: Recognition accuracies of test set-B obtained by the different 
versions of CEl-EM, VIA-EM and EM where HMM models of Gaussian mixtures 
(3, 5, 8, 10) have been used. The versions of CEl-EM used here are : PFS-
lM:Fusion-2, PFS-lM:Fusion-1, PFS-PF:Fusion-2, PFS-PF·Fusion-l. 
Mix- PFS-lM PFS-lM PFS-PF PFS-PF VIA- EM 
ture (F-2) (F-1) (F-2) (F-1) EM 
3 57.82 57.76 57.73 57.71 57.42 57.19 
5 59.75 59.67 59.63 59.61 59.46 59.08 
8 60.88 60.83 60.31 60.30 60.12 59.94 
10 61.59 61.55 61.16 61.12 61.06 60.83 
7.5.3.4 Results of significance tests: Matched-Pair tests for fusion strategies of 
CEl-EM 
Matched-Pair tests are performed to test the statistical significance of the performance im-
provement obtained by PFS-lM and PFS-PF based CEl-EM with Bias~d-Crossover described 
in Tables-7.19 and 7.20. The results of matched-Pair tests are described in the Tables-7.21 
and 7.22. The results show that compared to VIA-EM, PFS-PF based CEl-EM with Biased-
Crossover (Fusion-2) is significant only in Gaussian mixture-3, 5, 8 in test set-A and in Gaus-
sian mixture-3 in test set-B for a standard significance level of 0.05 [149]. But compared to 
standard-EM, PFS-PF based CEl-EM with Biased-Crossover (Fusion-2) is significant in all 
Gaussian mixture in both test sets. Tables-7.21 and 7.22 show that performance improve-
ment of PFS-lM based CEl-EM with biased-crossover (Fusion-2) over EM is significant in 
all Gaussian mixture in both test sets. Tables-7.21 and 7.22 also show that PFS-lM based 
CEl-EM with biased-crossover (Fusion-2) obtains a significant improvement in recognition 
performance over VIA-EM for all Gaussian mixture in both test sets. Moreover, Tables-7.14, 
7.15, 7.21 and 7.22 show that PFS-lM (Fusion-2) obtains far better significance level than 
PFS-lM (Fusion-1) while compared to VIA-EM as well as EM in all gaussian mixtures in two 
test sets. In fact, PFS-lM based CEl-EM with biased-crossover (Fusion-2) achieves the best 
significance level (smallest value for P) in all versions of CEl-EM. 
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Figure 7.13: Comparison of recognition accuracies between different versions of CEl-EM 
(PFS-PF, PFS-lM for both fusion strategies) and EM for test set-A. 
7.5.3.5 Computational performance of different fusion strategies of CEl-EM 
Computational performance of different versions of CEl-EM is given in Figure-7.15 for dif-
ferent gaussian mixtures (3, 5,8, 10). The experimental platform was a 1.80 GHz Pentium-4 
CPU with 512MB of RAM. There are two main computational phases in any speech recogni-
tion system. One is the training phase and the other is the decoding phase (testing phase). In 
[@ 
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Figure 7.14: Comparison of recognition accuracies in different versions of CEl-EM (PFS-PF 
and PFS-lM for both fusion strategies) and EM for different mixtures for test 
set -8 
Figure-7.15, only training time of different versions of CEl-EM has been compared with EM. 
All versions of CEl-EM take the same decoding time as EM, because the decoding algorithm 
is same for EM and all versions of CEl-EM. Feature extraction time is same for EM and all 
versions of CEl-EM. 
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Table 7.21: Results of Matched-Pair test of PFS-PF(Fusion-2) and PFS-lM(Fusion-2) on 
recognition results for TIMIT test sets-A: Ut = 1680 
PFS-PF / EM PFS-PF / VIA-EM PFS-LM / EM PFS-LM / VIA-EM 
Mixture W P W P W P W P 
3 2.204 0.028 2.195 0.0282 3.353 0.00080 3.889 1.007E-04 
5 8.723 1.89E-17 3.9515 0.0000777 7.88 3.33E-IS 4.0142 S.96E-OS 
8 3.622 0.0002923 3.167 0.0015 5.9 3.63SE-09 5.78 7.470E-09 
10 2.01 0.044 1.248 0.2120 4.773 1.81SE-06 4.689 2.745E-06 
Table 7.22: Results of Matched-Pair test of PFS-PF(Fusion-2) and PFS-lM(Fusion-2) on 
recognition results for TIMIT test sets-B: Ut = 1344 
PFS-PF / EM PFS-PF / VIA-EM PFS-LM / EM PFS-LM /VIA-EM 
Mixture W P W P W P W P 
3 3.622 0.00029 2.07 0.038 4.16 0.0000318 2.638 0.0083 
5 4.217 0.0000248 1.796 0.072 4.447 0.0000087 2.0968 0.0360 
8 2.9743 0.00294 1.778 0.075 5.901 3.613E-09 4.907 9.25E-07 
10 2.423 0.01539 1.305 0.192 4.839 0.0000013 3.353 0.0008 
Figure-7.15 shows that PFS-lM based CEl-EM takes more computational time than PFS-PF 
based CEl-EM. This is due to the evolutionary process for the determination of the values for 
lagrange multipliers used in the PFS-lM. Moreover, CEl-EM(Fusion Strategy-2) takes more 
computational time than CEl-EM(Fusion Strategy-I) because CEl-EM(Fusion Strategy-2) 
uses a biased-crossover in the evolutionary process. It is seen in the Figure-7.15, that CEl-
EM takes more training time than standard EM. This is due to the hybridization of EM with 
EA in CEl-EM. It is well known that the evolutionary algorithm takes more computational 
time [39,140,141] thereby hybrids of EA and local search will also demand more time [50,156]. 
In the literature, Majdi-Nasab [59] has shown that their hybrid algorithm (EA+EM for a single 
Gaussian Mixture Model for image processing) takes 30 times longer training-time than EM, 
another version of their algorithm [59] takes 90 times longer training-time than standard EM. 
Our proposed CEl-EM takes approximately 30 - 50 times longer computational time than 
standard EM for different mixtures. However, the training time of CEl-EM can be reduced 
by using a parallel implementation [126-132] of CEl-EM which may be an interesting future 
extension of this research and will be discussed more later in the conclusion chapter. 
7.6. Summary 
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Figure 7_15: Comparison of computational performance ofthe different versions of CEl-EM 
and EM. 
7.6 Summary 
A direct derivative method of standard MLE for estimation of the model parameters of proba-
bilistic models is not applicable for HMM , because in this case, optimization of the likelihood 
function for training of HMM is analytically intractable. But the EM algorithm solves the 
problem by simplifying the likelihood function considering some additional variables for hidden 
components of the data and initial values for those variables so that the likelihood function can 
be optimized . Therefore, the Expectation Maximization (EM) algorithm becomes a popular 
and computationally efficient training method for HMM. EM can approximate the underlying 
distribution from the set of observed data which has some missing or hidden components and 
also solves MlE problem of estimating the HMM and simple Gaussian Mixture Model (GMM) 
as well. However, the estimated HMM parameters by the EM are not optimal. Because, EM 
is strongly dependent on the initial values of model parameters and EM increases the values 
l!iiJ 
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of likelihood function at each iteration. Therefore, EM is guaranteed to produce a local rather 
than a global maximum of the likelihood function. This may give a non-optimized estimation 
of the parameters of HMM and consequently may lower the recognition accuracy of the ASR 
systems. 
In this chapter we have proposed a population-based hybrid meta heuristic, Constraint-based 
Evolutionary learning approach to EM (CEl-EM) by combining a population-based meta-
heuristic (EA) and the EM to overcome the training problem of HMM in ASR systems. In the 
proposed hybrid algorithm EA finds globally competitive solutions irrespective of local optima 
which are potentially improved on by EM by ascending the hill to the optima of their corre-
sponding attraction basins. EA is a stochastic global search approach and explores the search 
space more thoroughly than EM . Therefore, the proposed hybrid approach CEl-EM can avoid 
many local maxima which arise in standard EM based training. HMM has many constraints 
which must be satisfied in the estimated parameters. Therefore, a constraint-based EA has 
been applied in the CEl-EM. 
The main contribution in the proposed CEl-EM is that it is applicable for estimation of 
constraint-based probabilistic models like HMM which use EM. Different constraint based-
versions of CEl-EM have been developed. A lagrange multiplier based constrained approach 
(PFS-lM) has been proposed to avoid the problem of the traditional constrained approach 
(PFS-PF) due to many HMM constraints. A staged fusion approach has been used in the 
CEl-EM to minimize the loss of statistical information in the EA due to hybridization . Two 
different fusion strategies: a simple staged fusion approach and a staged fusion with biassed-
crossover approach have been proposed. 
Experimental results show that both constraint-based versions of CEl-EM obtain higher recog-
nition accuracies in all Gaussian mixtures than standard EM . However, PFS-lM based CEl-
EM performs better than PFS-PF based CEl-EM. It is also seen from the results that both 
fusion strategies (simple staged fusion and staged fusion with biased crossover) of CEl-
EM obtain higher accuracies than standard EM. However PFS-lM based staged fusion with 
biassed-crossover performs better than any other version of CEl-EM. All versions of CEl-EM 
have also been compared with a top standard EM (VIA-EM) constructed by applying VIA to 
EM . It is seen that CEl-EM obtains higher recognition accuracies than EM as well as the 
7.6. Summary 
VIA-EM in all Gaussian mixtures. One of the drawback of the proposed eEL-EM is that it 
takes more training time than EM. This is due to the hybridization of EM with EA in the 
eEL-EM. However, the training time of eEL-EM can be reduced by using a parallel imple-
mentation [126-132] of eEL-EM. 
eEL-EM is a hybrid of a population-based metaheuristic approach and a local search. In the 
next chapter, we propose a hybrid of a single-candidate model based metaheuristic, Simulated 
Annealing (SA) and EM. In this hybrid approach, a stochastic step will be introduced between 
the EM steps. The random process inside the EM steps will be controlled using the annealing 
technique of SA algorithm. 
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8.1 Introduction 
Expectation Maximization (EM) is a deterministic local search algorithm which is depen-
dent on the initial search point. Therefore, it is guaranteed to produce a locally optimized 
estimation of HMM parameters. In chapter-7 we proposed a hybrid of a population-based 
metaheuristic, Evolutionary Algorithm (EA) and EM (eEL-EM) to overcome the local con-
vergence problem of EM . The proposed hybrid of EA and EM, the eEL-EM, in chapter-7, 
has overcome the problem of EM for HMM and improved the recognition accuracy in ASR 
systems. However hybrids of EA and EM requires more computational time. This is because 
EA used a large number of solutions in its population and entails a large number evalua-
tions of the likelihood function in the many generations. Therefore, like other hybrids of 
EA [52,53,58,59,137] eEL-EM takes longer training time. 
In this chapter we propose a single candidate-model based hybrid meta heuristic, Simulated 
Annealing Stochastic Version of EM (SASEM) for the local convergence problem in HMM 
training combining the single candidate-model based metaheuristic (Simulated Annealing 
(SA) [26]) and stochastic variations of EM. Simulated Annealing (SA) [26,27,29] is a popular 
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optimization technique and has mathematically proved [26] global convergence properties. 
The SA is used in many complex optimization problems [28,30,109,110,157,158]. Therefore, 
we propose a hybrid algorithm, SASEM, combining the SA and the EM along with stochastic 
variations. 
8.2 A Stochastic version of EM (SEM) for HMM 
training 
It is seen in section-3.2.1 that simple derivative approach of MLE procedure cannot be applied 
for estimation of multi-modal Gaussian Mixture Models (GMMs). In sections-5.2 and 5.2.1, it 
is seen that EM algorithm can solve the MLE problem for the training of Finite Mixture Models 
(FMMs) as well as GMM. However, EM algorithm also faces the local convergence problem 
in the training of FMM and GMM as well. To overcome the local convergence problem in 
the training of FMM and GMM using the EM, Celeux [67] proposed a Stochastic version of 
EM (SEM) [67] and formulated SEM for the Finite Mixture Model (FMM) by incorporating 
a stochastic step between the EM steps. However SEM shows erratic behavior if there is 
not sufficient training data [68]. Celeux [68] proposed a modified version of SEM known as 
a Stochastic Approximation version of EM (SAEM) [68] which uses SEM in the beginning 
iterations of the estimation process and EM when termination is closer. The most difficult 
part of the SAEM is how to control the proportion of SEM estimation and EM estimation. 
Success of SAEM depends on the the proportion of SEM estimation and EM estimation. 
In fact, no well defined method has been proposed for this purpose. However, SEM [67] 
and SAEM [68] were formulated and tested for Finite Mixture Models (FMM). HMM has 
two stochastic process where one stochastic processes combines several mixture models and 
the other process incorporates state transition distribution which make HMM different from 
FMM. Therefore, the formulation of SEM and SAEM proposed by Celeux [67]. [68] cannot be 
applied for estimation of the parameters of HMM. However, a stochastic step inside the EM 
steps can be used to reformulate the HMM estimation process where the Simulated Annealing 
(SA) [26] technique can be used to tune the stochastic process inside the EM and to avoid the 
problem in the SAEM as well. A stochastic step inside the EM steps may prevent the HMM 
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estimation process converging to a local maximum of likelihood function and find a better 
maximum as well as better estimation for HMM using the global convergence properties of 
SA. 
8.3 A Simulated Annealing approach for HMM training 
The Simulated Annealing (SA) [26,27,29] is a stochastic computational technique derived 
from statistical mechanics for finding global solutions for complex optimization problems 
[28-30,159]. It also possesses a formal proof of convergence depending on its cooling schedule 
[26] . SA requires little problem-specific knowledge other than the cost function or energy 
information. The basic idea of SA comes from the metallurgical annealing process. In the 
metallurgical annealing process, a metal body is heated to near its melting point and then 
slowly cooled back down to the room temperature. At very high temperatures metal is melted 
and the atoms of metal move freely and obtain very high energy. If the temperature of the 
metal is slowly decreased, then the thermal mobility of the atoms is lost. They form a pure 
crystalline structure and achieve an absolute minimum energy. This metallurgical annealing 
technique has been successfully applied to solve many optimization problems [28-30,159]. 
Table 8.1: The range of feature vector values of phonemes iy, eh , aa from the training data 
iy eh aa 
Minimum Maximum Minimum Maximum Minimum Maximum 
-362.566 104.245 -378 .380 96.255 -365 .161 187.104 
-114.285 240.359 -172.550 210.151 -217.943 188.491 
-119.549 136.137 -178 .342 106.981 -220.411 97 .495 
-175.033 78.560 -186.604 57.248 -171.775 68.780 
-108.168 100.079 -121 .020 73.289 -121.516 94.983 
-117.560 62.837 -116.584 84.714 -128.469 68.817 
-114.780 87 .083 -96.372 85 .117 -89.920 80.174 
-99.740 75.255 -87.374 78.065 -97.438 89.074 
-93.250 58 .468 -81.311 64.273 -77.111 82.559 
-81.551 58.610 -79.871 73.987 -79.360 69.936 
-76.762 82.208 -89.123 44.931 -75.635 76.459 
-96.156 92.101 -74.676 55.035 -100.962 61.441 
-212.704 211.022 -267.496 226.483 -275 .312 285.846 
-178.950 127.671 -162.168 174.938 -204.974 212.829 
-126.195 137.376 -94.014 117.705 -97.899 136.967 
-124.811 149.777 -117.583 141.640 -114.947 148.716 
-107.370 115.850 -74.391 90.716 -90.158 87.486 
-106.420 88.960 -80.282 82.996 -96.202 111.259 
-72.118 67.893 -89.386 79.215 -81.573 78.902 
Continued on next page 
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Table 8.1 - continued from previous page 
iy eh aa 
Minimum Maximum Minimum Maximum Minimum Maximum 
-63.707 68.983 -77 .368 69.708 -71.065 79.825 
-55.695 65 .072 -62.601 57.299 -56.860 61.033 
-61.772 57.085 -80.750 65 .770 -67 .103 58 .340 
-63.736 67 .826 -69.098 62.023 -50.453 60.263 
-86 .562 79.171 -58.166 51.480 -56.669 64.427 
-283.599 282.615 -312.498 216.985 -320.200 238.506 
-221.620 230.662 -220.270 189.576 -262.408 209.008 
-168.192 167.820 -194.187 143.326 -132.560 149.032 
-204.521 168.534 -168.265 169.271 -145.844 175.474 
-131.858 200.354 -115.080 154.168 -104.003 128.176 
-119.339 138.522 -104.984 129.526 -123.366 140.002 
-121.125 103.055 -104.147 108.163 -115 .698 125.629 
-107.685 106,012 -124.621 98.629 -101.392 101.447 
-103 .203 85.378 -95 .147 86.267 -88.127 93.387 
-93.187 97.096 -86.698 86.252 -86.853 83.274 
-91.480 79.764 -77.158 90.043 -72.552 85 .479 
-90.809 114.812 -79.516 88.231 -88 .338 97.456 
3.524 10.544 3.504 10.871 3.496 10.830 
-4.228 3.086 -4.621 4.675 -5.260 3.423 
-4.851 4.130 -5.092 6.756 -5.750 4.903 
To apply this metallurgical annealing process in optimization problems one must find the 
analogy of physical annealing concept in the optimization problem. Usually the objective 
function of the optimization problem is considered as the energy function of the physical 
process: The parameters of the solution of the optimization problem is considered to be the 
state of the metal in the physical process. We also need to define a large set of solutions 
of the problems. An appropriate neighborhood structure is defined that will generate the 
solution sets. Usually the search process starts from an initial solution and moves to its 
neighbor solution according to an acceptance criteria. If the solution quality of the neighbor 
is improved then the neighbor solution is accepted as the current search point. Otherwise 
it is accepted with a probability defined by the change in the value of cost function and a 
control parameter which is called temperature. At the beginning the temperature is kept 
very high and all down-hill moves are accepted (for a maximization problem). Gradually the 
temperature is decreased and the probability of acceptance of down-hill moves is also reduced. 
The decrement method of temperature is known as the cooling schedule. The performance of 
the algorithm strongly depends on the neighborhood structure defined by the neighborhood 
operator and the cooling schedule [160]. In the SA literature [50], [73] random neighborhood 
l!iiJ 
Chapter 8. A Simulated Annealing Stochastic version of Expectation 
Maximization (SASEM) approach 
operators such as swapping and shifting move operators are used or a random perturbation 
is used to generate the neighbor. 
Hamam [109] and Paul [110] applied SA for training of Discrete Hidden Markov Models 
(DHMM). A DHMM candidate solution representation is different from a Continuous Density 
HMM (CDHMM). The parameters of DHMM have probabilistic values in the range between 
(0 to 1) for which a simple random neighborhood operator is enough in the SA. However 
SA based training algorithms for DHMM proposed in the literature [109], [110] were tested 
on some simulated observation and not on any standard data sets. While applying the 
SA technique for the training problem of HMM with continuous density (CDHMM) , the 
representation of the solution is the CDHMM parameters. Usually HMM with continuous 
density involves a large number of Gaussian mixture models with high dimension. For MFCC 
features , the dimension of the mixture models in the HMM is 39. The HMM also has the 
transition probability parameters. In a typical CDHMM for ASR, the number of parameters is 
2425 for a 3-state HMM with 10 Gaussian mixtures per HMM state. The objective function 
for CDHMM parameter estimation is also complex [8]. Table-8.1 shows some ofthe range of 
the feature values for typical phonemes in the training speech data. Each row represents a 
feature . It can also be seen in the Table-8.1 that phonemes in the training data have large 
dynamic range of feature values. Therefore, the optimization problem in HMM estimation 
process is as complex as high dimensional. Hence, in a SA based algorithm for training of 
HMM with continuous density, the traditional random neighborhood operator is not suitable 
because of the high dimensional complex optimization problem where we have to maintain 
the constraints of HMM as well. We propose a heuristic neighborhood operator derived by 
introducing a stochastic step between the EM steps. The cost function used in the SA process 
is the maximum likelihood objective function for HMM training. 
8.4 The proposed Simulated Annealing Stochastic 
version of EM (SASEM) 
Our proposed single candidate-model based hybrid metaheuristic is a Simulated Annealing 
Stochastic version of EM (SASEM) that hybridizes a single-candidate model based meta-
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heuristic, the Simulated Annealing {SA} and the EM. The SASEM provides a stochastic 
reformulation for the HMM estimation process using the Simulated Annealing {SA} tech-
nique. In SASEM, a reformulation for the HMM estimation process has been developed by 
incorporating a stochastic step between the EM steps. The random process between the 
EM steps of the SASEM is controlled using the SA technique. However, the reformulation 
of HMM is used as the neighborhood generation process for the SA in the SASEM where 
SA provides better control over the random process inside the EM steps. The random per-
turbation of stochastic steps inside the EM steps can prevent SASEM from converging to a 
local maximum point and find a better maximum point as well as better estimation using the 
global convergence properties of SA. The detail of the SASEM is given below. The complete 
algorithm of SASEM is described in the Algorithm-13. 
8.4.1 Representation of a solution 
While applying the SA technique in any optimization problem, at first an analogy to the metal 
states in the physical process is used which is known as the representation of the solution. 
For the estimation problem in HMM, the representation of a candidate solution is the set of 
parameters of the CDHMM which usually involves the parameters of the mixture models and 
the transition probabilities: (mixture weight= Cim, mean vector = /-lim, covariance matrix 
= ~im) and transition probabilities A = aij where i = HMM state, m = Gaussian mixture 
in a HMM state. A solution is represented by using (8.1), (8.2) and {8.3}. 
The mixture models parameter at each state of HMM is considered as follows: 
Mixture Model for the first state is defined by (8.1) where M = number of mixtures per 
HMM state. 
Ml = (Ci=l,m=l, /-li=l,m=l, ~i=l ,m=l)' .... (Ci=l ,m=M, /-li=l,m=M, ~i=l,m=M) {8.1} 
Mixture Model at the end state is defined by (8.2) where K = number of HMM states. 
MK = (Ci=K,m=l, /-li=K,m=l, ~i=K,m=l)' .... (Ci=K,m=M , /-li=K,m=M , ~i=K,m=M ) {8. 2} 
Then the solution is represented by (8.3) 
(8.3) 
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Algorithm 13 Algorithm for proposed Simulated Annealing Stochastic EM (SASEM)for 
HMM parameter estimation 
begin 
Training_Data f- D 
Features f- Extract features from training data Dusing MFCC process 
kf-O 
Temperature iteration t f- 0 
Create initial solution A=Ak f- using the process in section-8.4.2 
Compute values for cost function Pavg(A) using (8.4) in section-8.4.3 
Ini tialize temperature T f- Ti 
repeat 
for (trials = 0 to TOTAL TRIALS) do 
k f- trials 
Generate a neighbor Ak+l of A using the neighborhood operator 
described in section-8.4.4 
Compute Pavg(Ak+l) using (8.4) in section-8.4.3 
if (Pavg(Ak+1) > Pavg(A)) then 
Update A f- Ak+1 
Generate a random number rn E {O, 1} 
else if (min [1, exp [ - PavY(A)-lVY(Ak+1)]] 2': rn) then 
Update A f- Ak+l 
else 
Current search point A is unchanged 
end if 
end for 
Update temperature T f- T / (1 + f3T) using (8.20) in section-8. 4.6 
where f3 is computed using (8.21) in section-8.4.6 
tf-t+1 
until (termination reached) 
RETURN (Final HMM) f- A 
end 
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The parameter values for the initial solution is computed by the initialization process described 
in section-8.4.2. 
8.4.2 Initialization 
In the initialization, features are extracted from the training data using the MFCC [7] feature 
extraction process. SASEM creates a uniform segmentation of the feature vectors. In the 
uniform segmentation of feature vectors, the first T / K vectors are assigned to the first state 
of H M M, the second T / K vectors are assigned to the second state of H M M and so on where 
T = number of feature vectors in a particular phoneme instance in the training data and K = 
number of HMM states. Then an incremental cluster splitting process is executed on each 
state of HMM described in the section-7.2.1.1 which gives the values for initial solution Ak. 
8.4.3 The cost function for a candidate solution 
The SASEM starts with an initial solution Ak. Then Ak is evaluated using the cost function. 
A candidate solution is evaluated using the cost function Pavg(Ak), the average log-likelihood 
(over all training data) at the kth iteration which is computed using (8.4) for a particular 
phoneme. 
I 
Pavg{Ak) = (1/ I) L log(Fl(OIAk)) (8.4) 
1=1 
Pavg(Ak) is computed by taking the average of the log-likelihood logFl(OIAk) where l is a 
particular phoneme instance in the training data. log Fl( 0IAk) is computed for all instances 
of a phoneme in the training data for kth iteration. The average is taken over the total 
number of instances I of a phoneme in the training data. The objective function value 
(cost function) of a particular phoneme instance l, P1(OIAk), is computed using the Forward-
Backward algorithm [98] by (8.5). 
K 
Fl{OIAk) = L CYT(i) (Instance l has T features) (8.5) 
i=1 
aT(i) is computed using (3.80) which is a recursive procedure that follows the Forward-
Backward algorithm [98]. Then a neighbor Ak+1 of the initial solution Ak is generated using 
the neighborhood operator described in section-8.4.4. 
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8.4.4 A stochastic reformulation of HMM estimation process and 
neighborhood operator 
The neighborhood operator generates the neighbors in the SASEM taking the current search 
point as the input. Neighborhood operator reformulates the HMM estimation process by 
incorporating a stochastic step between the EM steps and uses the reformulation as the 
neighborhood generation function for SA. 
The stochastic reformulation process estimates the posterior probabilities ~fM (i, j) = P( qt = 
i, qt+1 = jlD, Ak) of the hidden states q of HMM by computing the forward variable C¥t(i) 
and the backward variable (3t(i) using (3.78), (3.79), (3.80) , (3 .82) and (3.88) with the 
values of the current search point Ak. Then pseudo samples of the transitions between the 
HMM states are generated using a multi-nomial distribution with the parameters ~fM(i,j) 
where i, j = 1,2,3, .. K. From the generated samples, a new distribution ~fEM (i, j) for the 
hidden states q of HMM is computed which is the Stochastic step (S-step) of the SASEM. 
This new distribution is called the Stochastic EM (SEM) estimation of ~t(i,j). Then the 
SASEM estimation ofthe posterior probabilities ~fASEM(i , j) = P(qt = i , qt+1 = jlD, Ak) of 
the HMM state q is computed by (8.6). 
~fASEM (i, j) = (1 - <Pt( k) )~fM (i, j) + <pf( k )~fEM (i, j) (8.6) 
Here <pf(k) is the proportion of SEM and EM estimation in the SASEM estimation and f 
is the temperature iteration. <pf(k) is computed using the cooling schedule and acceptance 
criteria 4>(k) of the SA algorithm by using (8.19). The cooling schedule and the acceptance 
criteria 4>(k) is described in section-8.4.5 and section-8.4.6. For an initial few iterations 
(f = 0 to f = N 1), <pt(k) is set approximately equal to one and then it is computed as (8.7). 
<Pf( k) = NIx ¢( k - 1) If (8.7) 
where N I = number of initial temperature iterations. Then aASEM (i , j) is used to compute 
the SASEM estimate of the probability of being in the ith state at time t, rt(i)f~rEM for 
(k + l)th iteration of SA as (8.8). 
K 
rt(i)f~rEM = L~fASEM(i,j) (8 .8) 
i = l 
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The rt(j)~~fEM for yth state can be computed using a similar process to the computation 
of rt(i)~~fEM using (8.9). 
K 
rt(j)~~fEM = L ~fASEM (j, i) (8.9) 
i=1 
The rt(j)~~fEM is used to compute the SASEM estimate of the probability of being in the yth 
state at time t with the mth mixture component accounting Ot, rt(j, m)~~fEM for (k + l)th 
iteration of SA as (8.10). 
r ( . )SASEM _ r ( ')SASEM X cjmN[Ot, !-£jm, ~jml t ), m k+l - t) k+l M 
2:m=1 CjmN [Ot, !-£jm, ~jm] 
(8.10) 
where N[Ot, !-£jm, ~jm] is the probability of Ot for yth state mth mixture which IS com-
puted using (2.5) and (2.6). rt(i)~~fEM, rt(j, m)r~fEM and ~fASEM (i,j) are used to 
compute the SASEM estimate of the HMM parameters: (Cjm)r~fEM = Mixture Weight, 
(pjm)~~fEM= Mean Vector, (~jm)~~fEM = covariance matrix and (aij)~~fEM = transition 
probabilities for (k + l)th iteration of SA using (8.11), (8.12), (8.13) and (8.14) where rt(i) 
is replaced with rt(i)~~fEM, rt(j, m) is replaced with rt(j, m)~~fEM and ~t(i, j) is replaced 
with aASEM (i, j) in (3.91), (3.92), (3.93) and (3.94) described in section-3.3.1.2. 
(~. )SASEM _ "'L;=l r t(j,m)r1fEM (Ot - !-£jm)(Ot - !-£jm)' 
Jm HI - 2:;=1 rt(j, m)~1fEM . 
""T-l t (. ')SASEM (a .. )SASEM _ L...-t=l c"t 't,) k+l tJ k+l - ""T r ( ')SASEM 
L...-t=l t) k·t 1 
""T r ( . )SASEM 0 
(_ )SASEM _ L...-t=l t), m k+l x t !-£jm k+1 - ""T r ( . )SASEM 
L...-t=l t), m k-+ 1 
""T r ( . )SASEM 
(_ )SASEM L...-t=l t), m k+l Cjm k+1 = ""T ""M r (. . )SASEM 
L...-t=l L...-m=l t), m k +l 
(8.11) 
(8.12) 
(8.13) 
(8 .14) 
The stochastic reformulation of the estimation process maintains the HMM constraints au-
tomatically. Because the constraints of transition distribution of (8.15) is maintained by the 
EM itself. 
i=K j=K 
L L~fM(i,j) = 1 (8.15) 
i=l j=1 
The distribution computed by the stochastic process inside the EM steps maintains the con-
straint of (8.16). 
i=K j=K 
L L~fEM(i,j) = 1 (8.16) 
i=l j=l 
Chapter 8. A Simulated Annealing Stochastic version of Expectation 
Maximization (SASEM) approach 
Therefore SASEM estimation of ~fASEM(i,j) in (8.6) maintains the constraint of (8.17). 
i=K j=K 
LL~~ASEM(i,j) = 1 (8.17) 
i=l j=l 
The SASEM estimation for HMM parameters >'k+l = (Cjm)~~fEM. (fijm)~~fEM. (Ejm)~~fEM. 
(aij)~~fEM is taken as the neighbor of the current search point in the SA algorithm. Then 
the values for objective function Pavg(>'k+d are computed using the method described in 
section-(8.4.3). 
8.4.5 Acceptance Criteria 
The new neighbor >'kH is accepted as the current search point depending on the values of 
the Metropolis acceptance criteria [161] which is defined by (8.19). 
(8.18) 
Ifthe condition in (8.18) is satisfied then new neighbor >'kH is accepted as the current search 
point (for a maximization problem). else >'k+l is accepted with an acceptance probability ¢>(k) 
given by (8.19) 
. . () [PaVg(>'k) - Pavg(>'k+l)] Acceptance Probablhty ¢> k = exp - T (8.19) 
Here T is the temperature which is determined by the cooling schedule of the SA. Here both 
Pavg(>'k) and Pavg(>'kH) are in logarithmic values and are negative. 
8.4.6 Cooling schedule 
The cooling schedule is used from Lundy and Mees schedule [108] and defined by (8.20) 
where Tt and TtH • are the temperature values in ph and (f + l)th temperature iteration. 
{J is defined by (8.21) where {J is greater than o. 
t-TJ {J = " 
itTiTr 
(8.20) 
(8.21) 
8.5. Performance evaluation of SASEM 
Here it = number of temperature iteration, Tf = final temperature, Ti = initial temperature. 
There are many ways to choose the initial temperature t. Initial temperature can be chosen 
such that t = /)"P~:x where /)"Pa~:x is the maximum cost function difference between any 
two neighbors [26]. We have considered initial temperature as (8.22) [28], [159] 
t . _ /),.Pavg 
t - logpo (8.22) 
where /),.Pavg is average difference in cost function between two neighbors and Po is the initial 
acceptance probability. 
8.4.7 Iteration and termination 
When the new neighbor Ak+ l is accepted as the current search point, then SASEM goes 
back to stochastic reformulation step using the neighborhood operator to generate fur-
ther search point. For each temperature iteration a pre-determined number of neighbors 
(TOTAL T RI ALB) are generated . Then temperature T is updated by following (8 .20). 
The process continues until a pre-determined number of temperature iterations is reached. 
The final values for A is taken as the final estimation for HMM parameters by the SASEM. 
8.5 Performance evaluation of SASEM 
The TIMIT [148] acoustic phonetic speech corpus has been used for evaluating the perfor-
mance of the SASEM . The following experimental settings have been used during training 
and testing. 
8.5.1 Experimental settings 
The MFCC [7] feature extraction process has been used in both training and testing of 
SASEM . In the MFCC [7] feature extraction process, 39-dimensional feature vectors have 
been produced. Each 39-dimensional feature vector includes: (12 MFCC components, one 
log energy components, 13-first order differences (delta coefficients) and 13-second order dif-
ferences (delta-delta coefficients). While computing the feature vectors, the sampling rate 
was kept at 16 KHz. The window size was 32 ms (512 samples). The window overlap was 
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Figure 8.1: Variation of initial temperature in the SASEM and corresponding values of avg. 
log probability (Pavg) at different mixtures. 
352 samples while the frame rate was 100 frames/ second. 
The TIMIT training set has been used to train the SASEM. During training a simple left-to-
right continuous density HMM with no node skipping has been considered for the model of 
each phoneme class in the training data. Training has been done using different numbers of 
Gaussian mixtures-(3, 5, 8,10) for HMM. In SASEM, number of initial iterations = 5, final 
temperature is kept at 0.3, number oftemperature iterations = 400, number of trials at each 
iteration = 3. An initial investigation of varying the initial temperature for different gaussian 
mixtures has been performed. The results of initial temperature variation for 'phoneme-dx' 
are shown in the Figure-8.l. It is seen in the Figure-8.l that an initial temperature of 5.0 
gives better objective function value. Therefore, the initial temperature is kept at 5.0 in the 
SASEM. 
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8.5.2 Comparison of objective function values of SASEM, CEl-EM 
and VIA-EM 
The values for objective functions for 'phoneme-dx' in Gaussian Mixture-(3, 5, 8,10) obtained 
by SASEM at different iterations have been shown in the Figure-8.2. Initially SASEM has very 
high negative values. The initial objective function values for different mixtures (10,8,5,3) 
for 'phoneme-dx' are accordingly (-1207087990.69 , -1207087991.52, -1207087993.68, 
-1207087998.14). However as soon as the stochastic step was introduced SASEM finds a 
good neighbor search point and obtains better objective function values. The final values 
of objective function for different phonemes has been given in the Table-8.2 and Table-8.3. 
The results in the Table-8.2, Table-8.3, Table-7.16, Table-7.17 and Table-7.18 show that 
SASEM obtains very high objective function values compared to VIA-EM and also eEL-EM 
for the bold-faced phonemes. The bold-faced phonemes in the Table-8.2 and Table-8.3 are 
short-feature phonemes in the TIMIT data set which have maximum 10 feature vectors. EM, 
VIA-EM and eEL-EM obtain very low values for objective function in short feature phonemes. 
SASEM performs better in short-features phonemes than in long-feature phonemes. Moreover, 
Table-8.2, Table-8.3, Table-7.16, Table-7.17 and Table-7.18 show that in higher mixtures(8, 
10) SASEM obtains better objective function values than PFS-PF based eEL-EM for both 
short and long feature phonemes. 
Table 8.2: Values for objective function for different phonemes for Mix-10 and Mix-8 obtained by the SASEM and VIA- EM . 
Name of the SASEM(Mix-lO) VIA-EM(Mix-lO) SASEM(Mix-8) VIA-EM (Mix-8) 
Phonemes 
iy -1460.0328 -1462.5181 -1463.0673 -1465.6485 
ih -1045 .0575 -81064365.7493 -1048.2977 -81064367.4899 
eh -1475 .9527 -1478.2858 -1480.0897 -1482.9136 
ae -2281.1807 -2284.5598 -2286.8498 -2289.0481 
ah -1071.7785 -195518471.5010 -1074.4674 -195518474.2091 
uw -4061798.9724 -4061801.5260 -4061804.0176 -4061806.1118 
uh -1276.0685 -18692866.7406 -1279.1473 -18692868.0625 
aa -1951.7866 -1953.7538 -1958 .4845 -1961.6910 
ey -1968.1192 -1975.6456 -1976.4817 -1977 .1672 
ay -2245 .6627 -2250 .4885 -2250.7539 -2256 .0926 
oy -2541 .3998 -2545.9003 -2547.2437 -2553.0609 
aw -2482.2855 -2486.8987 -2490.0111 -2493.0388 
ow -2017.9102 -2023.6358 -2023 .4729 -2027.0505 
I -1107.4789 -56289066.1306 -1109.8912 -56289070.0145 
r -1030.3263 -152929609.9954 -1033.2997 -152929613.2103 
Continued on next page 
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Table B.2 - continued from previous page 
Name of the SASEM(Mix-lO) VIA-EM (Mix-lO) SASEM(Mix-B) VIA-EM(Mix-B) 
Phonemes 
y -1071.2325 -209913605.4901 -1073 .9356 -209913608.0358 
w -1127.2468 -242039340.1700 -1132.0389 -242039342.3371 
er -3669919.8795 -3669922.8593 -3669928.1421 -3669928.7635 
m -1068.0402 -268190782.2908 -1071.0825 -268190784.5005 
n -947.2337 -307008470.9041 -949.2016 -307008472.4208 
ng -1070.7033 -73100486.0363 -1073.1635 -73100487.6440 
ch -1465 .0363 -1467.1760 -1469.2749 -1470.6823 
jh -1025.0887 -33086219.6087 -1028.4584 -33086222 .7456 
dh -691.9048 -693.8995 -694.2607 -695.2214 
b -381.7536 -382.8159 -383.4968 -383.9639 
d -472.1147 -472.4541 -473.2554 -474.1188 
g -590.3571 -591.3050 -591.8331 -592.8230 
P -815.9773 -820.0603 -820.8594 -821.2136 
t -879.7820 -879.9620 -880.5840 -882.2571 
k -1050.4488 -729056918.8824 -1053.1628 -729056920.9348 
z -2651840.0401 -2651840.5874 -2651841.1556 -2651843 .3643 
v -1045.0607 -70211675.8216 -1047.1328 -70211678.6269 
f -1713.0247 -13539620.5169 -1716 .0792 -13539624.0319 
th -1562.1415 -79895038.0457 -1565 .2511 -79895040.3645 
s -1882.5633 -1883.6058 -1883.3554 -1885.7456 
sh -1873.1567 -1873.2410 -1874.3828 -1875.1396 
hh -1163.5003 -61612536.6402 -1165 .0275 -61612538.6532 
sil -285073341.7701 -285073343.3663 -285073345 .0211 -285073347.0450 
dx -539.5400 -1207087987.6569 -540.2228 -1207087988.7345 
Table 8.3: Values for objective function for different phonemes for Mix-5 and Mix-3 obtained by the SASEM and VIA-EM. 
Name of the SASEM(Mix-5) VIA-EM(Mix-5) SASEM(Mix-3) VIA-EM(Mix-3) 
Phonemes 
iy -1474.1133 -1474.7630 -1485.5695 -1485.7781 
ih -1055 .4982 -81064371.5626 -1062.2904 -81064377.4738 
eh -1490.2559 -1491.4706 -1498.3087 -1498.6339 
ae -2301.9438 -2303.0008 -2309.8275 -2310.6525 
ah -1077.1912 -195518479.0004 -1082.8864 -195518483.3615 
uw -4061813.1275 -4061813.5769 -4061827.8952 -4061825 .9748 
uh -1285.9477 -18692876.0073 -1295.5660 -18692885.0033 
aa -1966.8406 -1970.7035 -1978.2487 -1979.0173 
ey -1987.0727 -1987.9336 -2001.7221 -2002.0205 
ay -2264.0448 -2265.2446 -2277.9193 -2278.1851 
oy -2566.0901 -2568.1055 -2591.6847 -2591.9202 
aw -2501.7424 -2504.3956 -2516.3622 -2516.2557 
ow -2036.0674 -2037.5372 -2046.2871 -2047.1353 
I -1117.7944 -56289075.2967 -1125.2986 -56289082.9497 
r -1039 .8679 -152929617.9163 -1046.4725 -152929624.7049 
Y -1080.4806 -209913613.2985 -1087.4457 -209913619.9676 
w -1141.9707 -242039350.9595 -1150.0014 -242039359.3168 
er -3669933.5772 -3669933.6172 -3669941.5890 -3669942.8695 
Continued on next page 
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Table 0.3 - continued from previous page 
the SASEM(Mix-5) VIA-EM(Mix-5) SASEM(Mix-3) VIA-EM(Mix-3) 
-1075.1116 -268190786.5277 -1082.0036 -268190794.7534 
-953.6016 -307008476.0044 -957.0287 -307008480.2985 
-1078.1338 -73100490.5338 -1083.2649 -73100497.8933 
-1477.0602 -1477.4863 -1483.0711 -1483.5471 
-1033.0533 -33086227.2206 -1038.0058 -33086231.4502 
-697.6155 -697.7165 -701.0938 -701.3315 
-385.8397 -385.8839 -388.4747 -388.7646 
-475.1015 -475.5900 -478.5320 -478.6521 
-594.3752 -595.4385 -598.5961 -598.6068 
-822.1211 -823.1256 -827.8246 -827.8816 
-884.8280 -884.9845 -889.0766 -889.1038 
-1056.7986 -729056923.9024 -1063.1362 -729056930.1005 
-2651846.8174 -2651847.0591 -2651855.0012 -2651854.1450 
-1052.0357 -70211682.4770 -1057.0186 -70211687.5362 
-1722.7708 -13539630.0732 -1730.0035 -13539636.3473 
-1573.5693 -79895051.4597 -1580.1741 -79895051.8074 
-1889.8444 -1890.1402 -1898.5698 -1898.7951 
-1882.5768 -1883.1701 -1890.3704 -1890.7301 
-1167.8422 -61612541.8576 -1174.0360 -61612546.1486 
-285073351.0890 -285073354.0012 -285073362.7552 -285073363.0010 
-543.5259 -1207087991.9371 -547.0241 -1207087994.3636 
8.5.3 Results of recognition performance 
Recognition accuracies of SASEM, eEL-EM, VIA-EM and EM for both test sets of TIMIT 
are presented in Table-8.4 and Table-8.5. Accuracies have also been compared to different 
versions of eEL-EM in the Figure-8.3 and Figure-8.4. Figure-8.3 and Figure-8.4 show that 
SASEM achieves higher recognition accuracies than PFS-PF based eEL-EM in fusion strategy-
1 as well as VIA-EM in both test sets in higher Gaussian mixtures(8, 10). This is because in 
higher mixtures(8, 10) SASEM obtains better objective function values than PFS-PF based 
eEL-EM for both short and long feature phonemes. Table-8.4 and Table-8.5 also show that 
SASEM achieves higher recognition accuracies than VIA-EM as well as EM in both test sets 
in all Gaussian mixtures. It can be seen in the recognition results that SASEM achieves 
greater improvement in recognition accuracies in higher Gaussian mixture (8, 10) than in 
lower Gaussian mixtures (3, 5). 
8.5. Performance evaluation of SASEM 
Table 8.4: TIMIT test set-A: Comparison of recognition accuracies of test set-A obtained by 
the different versions of CEl-EM, SASEM, VIA-EM and EM where HMM models 
of Gaussian mixtures (3, 5, 8, 10) have been used. The versions of CEl-EM used 
here are:PFS-lM:F-2, PFS-lM:F-1, PFS-PF:F-2, PFS-PF:F-1. (Here, F-2=Fusion 
Strategy-2, F-1= Fusion Strategy-1.) 
Mixture PFS-lM PFS-lM PFS- SASEM PFS- VIA- EM 
(F-2) (F-1) PF PF EM 
(F-2) (F-1) 
3 60.47 60.43 60.06 59.93 60.01 59.81 59.67 
5 62.49 62.45 62.42 61.98 62.35 61.93 61.41 
8 63.96 63.86 63.61 63.46 63.35 63.16 63.05 
10 64.62 64.59 64.07 64.32 64.05 63.97 63.89 
Table 8.5: TIMIT test set-B: Comparison of recognition accuracies of test set-B obtained by 
the different versions of CEl-EM, SASEM, VIA-EM and EM where HMM models 
of Gaussian mixtures (3, 5, 8, 10) have been used. The versions of CEl-EM 
used here are:PFS-lM:F-2, PFS-lM:F-1, PFS-PF:F-2, PFS-PF:F-1. (Here, F-2= 
Fusion Strategy-2, F-l= Fusion Strategy-1.) 
Mixture PFS-lM PFS-lM PFS- SASEM PFS- VIA- EM 
(F-2) (F-l) PF PF EM 
(F-2) (F-l) 
3 57.82 57.76 57.73 57.65 57.71 57.42 57.19 
5 59.75 59.67 59.63 59.61 59.61 59.46 59.08 
8 60.88 60.83 60.31 60.70 60.30 60.12 59.94 
10 61.59 61.55 61.16 61.44 61.12 61.06 60.83 
8.5.4 Results of significance tests: Matched-pair tests for SASEM 
Table-8.6 and Table-8.7 give the matched pair test results for SASEM for the two test sets 
(Test set-A and Test set-B). Compared to VIA-EM, results of the matched pair tests in the 
Table-8.7 show that the improvements in recognition accuracies for SASEM are significant 
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Figure 8.3: Comparison of recognition accuracies between different versions of CEl-EM (PFS-
PF, PFS-lM for both fusion strategies), SASEM and EM for test set-A. 
for a standard significance level of 0.05 [149] in higher Gaussian mixtures (8 , 10) for both 
test sets. However compared to EM, results of the matched pair tests in the Table-8.6 show 
that the improvements in recognition accuracies for SASEM are significant for a standard 
significance level of 0.05 [149] in all gaussian mixtures for both test sets. 
8.5. Performance evaluation of SASEM 
Test set B 
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Figure B.4: Comparison of recognition accuracies in different versions of CEl-EM (PFS-PF 
and PFS-lM for both fusion strategies), SASEM and EM for different mixtures 
for test set -B 
8.5.5 Computational performance of SASEM 
The computational performance of SASEM is given in Figure-8.5 for different mixtures. The 
experimental platform was 1.BO GHz Pentium-4 CPU with 512MB of RAM. In Figure-B.5, the 
training time of SASEM have been compared to PFS-PF and PFS-lM based CEl-EM and EM. 
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Table 8.6: Results of Matched-Pair test of SASEM and EM on TIMIT Test sets(A[ut = 1680] 
and B[Ut = 1344]) 
Test set-A:P=2*P(z) Test set-B:P=2*P(z) 
Mixture W P W P 
3 3.14980 0.00163 3.41247 0.0006438 
5 3.10901 0.00188 3.93046 0.0000848 
8 2.47339 0.01338 4.81940 0.0000014 
10 2.85814 0.00426 3.80612 0.0001412 
Table 8.7: Results of Matched-Pair test of SASEM and VIA-EM on TIMIT Test sets(A[ut = 
1680] and B[ut = 1344]) 
Test set-A:P=2*P(z) Test set-B:P=2*P(z) 
Mixture W P W P 
3 1.1601203 0.24599983 1.7737053 0.076111909 
5 1.03659262 0.299925754 1.70746579 0.087735511 
8 2.86018927 0.004233882 3.78389099 0.000154395 
10 3.24427958 0.001177481 2.43836884 0.014753712 
SASEM, CEl-EM and EM take the same decoding and feature extraction time as EM, because 
the decoding and feature extraction algorithm is same for all cases. Figure-8.5 shows that 
SASEM takes more computational time than EM. This is due to the hybridization of SA and 
EM. Table-8.4, Table-8.5 and Figure-8.5 show that although PFS-PF based CEl-EM (fusion-
1) obtains higher recognition accuracies than SASEM in lower number of mixtures-(3, 5), PFS-
PF based CEl-EM (fusion-I) takes longer computational time than SASEM. However it is seen 
in Table-8.4, Table-8.5 and Figure-8.5 that single candidate model-based approach SASEM 
achieves higher recognition accuracies than population-based approach PFS-PF based CEl-
EM{Fusion-l) in higher Gaussian mixture-(8,1O) with less computational time. Therefore 
SASEM achieves higher recognition accuracies than CEl-EM up to some extent in higher 
gaussian mixtures-{8, 10) in less computational time. 
8.6. Summary 
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Figure 8.5: Comparison of computational performance of SASEM, CEl-EM and EM . 
8.6 Summary 
In this chapter, a single candidate model-based hybrid metaheuristic, Simulated Annealing 
Stochastic version of EM (SASEM) has been proposed that hybridizes SA and EM to over-
come the local convergence problem of HMM training. SASEM provides better estimation 
for HMM by reformulating the HMM estimation process using a stochastic step between the 
EM steps and the SA where the random process between the EM steps is tuned by the SA. 
The random perturbation of the stochastic step inside the EM steps can prevent EM from 
converging to a local maximum of likelihood function and find a better maximum of the 
likelihood-function as well as better estimation for HMM using the global convergence prop-
erties of SA. Experimental results show that the single candidate-model based hybrid meta-
heuristic, SASEM, performs better than the population-based hybrid meta heuristic, CEl-EM 
up to some extent in the higher gaussian mixtures in less computational time. This demon-
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strates the usefulness of the stochastic reformulation of HMM estimation and hybridization 
of SA and EM in the SASEM. 
However, the performance of the SA based single candidate-model hybrid metaheuristic de-
pends on the cooling schedule. SA maintains one solution or a structure of the problem at a 
time. If the cooling schedule is inappropriate SA may terminate at a suboptimal solution. In 
contrast, EA maintains the structure of the problem using schemata but EA does not have 
any proof for convergence. In the next chapter, we propose a hybrid of a single candidate 
model-based metaheuristic (SA) and a population-based metaheuristic (EA) that combines 
the benefits from the proposed SASEM and eEL-EM and uses the complementary properties 
of EA and SA. 
Chapter 9 
A hybrid of an Evolutionary Algorithm 
and a Simulated Annealing Stochastic 
version of Expectation Maximization 
(EA-SASEM) 
9.1 Introduction 
In chapter-7, we find that a population-based hybrid metaheuristic, Constraint-based Evolu-
tionary learning approach to Expectation Maximization (CEl-EM) improves the performance 
of recognition system. Since EA maintains a large number of solutions in the population and 
requires many generations to converge to a better maximum point, the population-based 
hybrid metaheuristic, the CEl-EM, requires high computational time. In contrast, a single-
candidate model based hybrid metaheuristic, Simulated Annealing Stochastic EM (SASEM) 
in chapter-8 achieves higher recognition accuracy than standard EM as well as the hybrid of 
EA and EM (CEl-EM) to some extent in less computational time. In general, both EA and 
SA are attractive approaches for solving the local convergence problem but both have certain 
weaknesses and strengths. However, a combination of EA and SA is found to be more efficient 
in many optimization problems [44,50,70,74,111,134,162,163] than independent application 
of EA or SA. In this chapter we propose a hybrid of a population based metaheuristic (EA) 
and Single candidate-model metaheuristic, SA based training approach SASEM. 
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9.2 Hybridization of Evolutionary Algorithm and 
Simulated Annealing 
The Evolutionary Algorithm (EA) maintains a population of solutions in parallel. According 
to schema theorem [69]. [141]. a population of sample points of the search space provides 
information about numerous hyperplanes [69], [141]. A schema is a string of bit values cre-
ated using the ternary alphabet {a, 1, *}. Usually a schema matches a particular chromosome 
if at every location in the schema, a 'I' matches a 'I' in the chromosome, a '0' matches a 
'0' in the chromosome and a '*' matches either in the chromosome. Thus a chromosome 
of length Vr is a member of 2VT schemata and (3VT - 1) schemata can be defined over 
the entire search space. In general, all chromosomes that match a particular schema are 
contained in the hyperplane partition represented by the schema, thereby when a population 
of chromosomes (bit strings) are evaluated many hyperplanes are sampled simultaneously 
each time. This is known as the implicit parallelism in the EA [69], [141]. In fact far more 
hyperplanes are sampled simultaneously than the actual number of chromosomes contained 
in the population of EA using the implicit parallelism technique of EA "[69], [141]. Through 
the process of selection and crossover, the schemata of competing hyperplanes increase or 
decrease their representation in the population according to their relative fitness. The schema 
theorem [69], [141] states that the schemata with above average fitness values will receive 
exponentially increasing representation in the population of successive generations. Thus EA 
maintains good structures successively as the number of generations increases. The process of 
creating offspring by combining the selection and breeding processes, and use of the principle 
of building-block combinations and survival of the fittest, directs the evolution of a population 
in the EA, so that EA finds optimal solution of a problem [69], [39]. However, EA lacks good 
convergence properties. Often EA faces premature convergence or very slow convergence due 
to the disruptive effects of the evolutionary operators or small number of chromosomes in the 
population [69], [39]. 
In contrast, Simulated Annealing (SA) [26], [164] has mathematically proven global con-
vergence properties [26], [164] depending on the cooling schedule. But SA maintains only 
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one structure at a time. Whenever it finds a new structure it must discard the old one. 
Therefore a good structure or substructure may be discarded if cooling is done too quickly. It 
may even happen that good substructures cannot be regained at all due to an inappropriate 
cooling process [108]. One of the important differences between EA and SA is that EA can 
be run in parallel easily but parallelism of SA is not easy [165-167]. However, hybrids of EA 
and SA can take advantages from the complementary properties of both algorithms and show 
good potential to solve many complex problems [51,74,165-170]. Moreover, in the hybrid of 
EA and SA, SA is implicitly executed in parallel. 
In this chapter, we therefore propose a hybrid of a population-based metaheuristic (EA) 
and a single-candidate model based metaheuristic (SA) where we combine the EA with our 
proposed Simulated Annealing Stochastic version of EM (SASEM). SASEM performs better 
than traditional EM in less computational time compared to our proposed PFS-PF based 
eEL-EM. In contrast, our proposed EA based training algorithm, PFS-lM based eEL-EM 
performs better than standard EM as well as SASEM but with more computational time. 
Therefore, a hybrid of EA and SASEM can take the advantages from the complementary 
properties of EA and SA. In the following sections, the hybrid of EA and SASEM is described . 
9.3 Proposed EA-SASEM 
The proposed hybrid of Evolutionary Algorithm and Simulated Annealing Stochastic version 
of EM (EA-SASEM) is executed in two phases. In the first phase, EA is executed on the 
initial population. When EA finishes, then SASEM steps are executed on each chromosome 
of the EA population. The EA process follows the best constraint-based version of proposed 
eEL-EM (PFS-lM based) in chapter-7. The population produced by the SASEM is then sent 
back to the EA process to re-initialize the EA population for the next turn of evolutionary 
process (EA generations). The EA generation is executed with the maximum temperature 
iteration of SASEM. In the SASEM, initially all solutions generated by the SASEM having 
lower objective function values are accepted. As the number of SASEM generations increases, 
the probability of accepting a bad solution is decreased using the cooling schedule of SA. The 
detailed algorithm is described in Algorithm-14. The detailed methodology of EA-SASEM is 
l!riJ 
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described in the following sections. 
Algorithm 14: Algorithm for EA-SASEM for estimating HMM parameters in speech 
signal modeling 
1 : 
2: 
3 : 
4: 
5: 
begin 
Constants: 
Variables: 
Maximum_EAJteration,Maximum_Temperature : Integer 
TotaLTrials, Population_Size : Integer 
Iteration~A, Temperature : Integer 
HighesLPavg , HighesLPavg_SASEM : Real 
6: Iy : Encoded yth Chromosome 
7: Iteration~A f- 0 
8: Training_Data f- D 
9: Features f- ExtractYeatures(D) 
10: Models pet) f- Variable_Segmentation (Features) 
11: InitiaLPopulationP1(t) f- Apply EM on pet) 
12: Compute Pavg for get) 
13: Evaluation of P1 (t) by Pavg 
14: for (Temperature = 1 to Maximum_Temperature) do 
15: Ini tialize temperature t f- Ti 
16: repeat 
17: P2(t) f-Stochastic Sampling with Replacement (SSR) 'on P1(t) 
18: P3(t) f- crossover, mutation on P2 (t) 
19: Compute Pavg for individuals in P3(t) 
20: ''11 f- Find the values for LMs using EA and worst individual in P3 (t) 
21: Evaluation of P3 (t) using PFS-LM method with ,1 
22: P1(t) f- P3 (t) 
23: Iteration~A f- Iteration_EA + 1 
24: until (Iteration~A < Maximum~A_Iteration) 
25: Iteration~A f- 0 
26: for (Chromosome y = 1 to Y = Population_Size in P3 (t) do 
27: A f- Iy 
28: for (trials = 1 to TotaLTrials) do 
29: Generate a neighbour Ak+1 of Iy 
using the neighborhood operator 
30: Compute Pavg(Ak+d 
31: if CPavg (Ak+1) > Pavg(A) then 
32: Update A f- Ak+1 
33: Generate a random number rn E {O, I} 
9.3. Proposed EA-SASEM 
34: else if (min [1, exp [PaVg(>'k+~-PaVg(>.)]] ~ rn) then 
35: Update A +- Ak+1 
36: else 
37: Current search point A is unchanged 
38: end if 
39: end for 
40: Iy +- A (Update Iy in P3(t) ) 
41: end for 
42: Update temperature T +- Tj(l+/3T) using (8.20) in section-8.4.6 where 
/3 is computed using (8.21) in in section-8.4.6 
43: Order chromosomes in P3 (t) by Pavg 
44: Pt(t) +- P3(t) (Replace PI(t) with P3(t)) 
45: end for 
46: HighesLPavg_SASEM +-Find highest Pavg in H(t) 
47: BesLModel +- chromosome in P3 (t) with HighesLPavg_SASEM 
48: RETURN BesLModel 
49: end 
9.3.1 Initial population for EA-SASEM and encoding of population 
As in the CEl-EM algorithm, the initial population PI(t) is created using the Variable Ini-
tialization Approach (VIA) described in the section-7.2.1.1. Each chromosome in PI(t) is 
encoded as follows: Mixture Models for ith state for a total M mixtures is defined as: 
Mi = (Ci,m=l, lli,m=l, ~i,m=l)' .... (Ci,m=M, lli,m=M , ~i,m=M ) (9.1) 
For a K-state HMM, a chromosome in PI(t) is represented by (9.2) 
(9.2) 
The initial population is evaluated using the log-likelihood of chromosome Pavg which is 
computed using (8.4) 
9.3.2 Selection, crossover and mutation in EA-SASEM 
A parent pool P2 (t) is built from population PI (t) using Stochastic Sampling and Replacement 
(SSR) strategy described in section-7.2.4. Then the crossover and mutation operator of CEl-
l!W 
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EM is used to generate the offspring population P3(t). The average log-likelihood Pavg of 
each chromosome in P3(t), is computed using (8.4). 
9.3.3 Evaluation of offspring chromosomes 
The worst chromosome Iw in P3 (t) is determined based on their Pavg . The lM-based con-
straint handling technique of PFS-lM based eEL-EM is used to evaluate the offspring pop-
ulation in P3(t). The lagrange multiplier Ib for the HMM constraints in P3(t) is determined 
by following the procedure described in section-7.4.2. Then P3(t) is evaluated with Ib using 
(9.3) where the Ib is the value for a lagrange multiplier for mth constraint of HMM in lb. 
E(Pavg"r,gm(x)) =Pavg - {,i * (1- gl(x) + .. 
+ 16 * (1 - gV (x))) 
9.3.4 Completion of Darwinian evolution phase 
(9.3) 
Evaluation of offspring population P3 (t) finishes the execution of one generation of the EA 
process of Darwinian evolution phase in EA-SASEM. Offspring population P3 (t) is used to 
build the parent pool g(t) for next EA generation using the SSR selection process. The 
EA process is executed up to a pre-determined number of generations. This completes the 
execution of one turn of Darwinian evolution in EA-SASEM. 
9.3.5 Incorporation of Simulated Annealing steps from SASEM 
When the execution of one turn of Darwinian evolution stop, simulated annealing steps from 
SASEM (described in the next sections) are applied on the final offspring population P3 (t) 
generated by the EA process of Darwinian evolution phase. 
9.3.5.1 Neighborhood of the EA-chromosomes 
Taking each chromosome Iy in P3(t) as the initial point A, a neighbor Ak+1 is generated 
by the SASEM neighborhood operator described in section-8.4.4 using (9.4 to 9.7) where 
(Ak+1 = (cjm)f~fEM, (P,jm)f~fEM, ("Ejm)f~fEM, (aij)f~fEM) 
",1' 'r (: )SASEM(O )(0 )' (~. )SASEM = L..t=l t j, Tn k+l t - ~Ljm t - I1jm 
Jm k+1 ",T r ( . m)SASEM 
L.,t--l t], k+l 
(9.4) 
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"r- l c (. .) S'A S·EM 
(a .. )SASEM _ L.A= l <"t 'l,] ki j. 
'J k+1 - " T r ( · ) 8 ASEM 
L.Jt= l t] k-tl 
(9.5) 
"r r ( . ) S ASEM 0 
(_ . )SASEM = L..., t= l t], m k + l X t I1-Jm k+1 "r r ( . )S'ASEM 
L...,f,=l t], m k+ l 
(9.6) 
"r r ( . )SASEM (c. )SASEM _ L...,f,=l t ],m k ~ l Jm k+1 - " T "M r (. . )SASEM 
L.Jt= l L...,m=l t], m k+l 
(9.7) 
9.3.5.2 Update of the EA-chromosomes by SASEM 
The neighbor Ak+1 is evaluated by computing Pavg(Ak+1) of Ak+l . If (Pavg(Ak+l)-Pavg(Ak) > 
0) then Iy in P3(t) is updated by the value of Ak+1 else Iy is updated by the value of Ak+l with 
a probability determined by the the acceptance criteria of SASEM described in section-8.4.5. 
At each temperature iteration, a maximum number of trials for neighborhood generation is 
attempted for each chromosome Iy in the population P3(t). For all chromosomes in P3(t), 
the same neighborhood generation process is applied. The temperature of next iteration is 
updated by following (8.20) described in section-8.4.6. The update in population P3 (t) is used 
to re-initialize the population PI (t) for the next turn of evolutionary process (EA generations) . 
9.3.6 Termination of EA-SASEM 
The Darwinian evolution phase and SASEM steps are executed iteratively until the maximum 
temperature iteration is reached. The final model is chosen from the final update of chromo-
somes by SASEM in P3(t) . The chromosome which has the highest objective function value 
Pavg in P3(t) is taken as the HMM for a phoneme. 
9.4 Performance evaluation of EA-SASEM 
The TIMIT [148] speech corpus has been used for evaluating the performance of the EA-
SASEM . The following experimental settings have been used during training and testing. 
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Figure 9.1: Objective function values of initial EA iterations obtaine~ by EA-SASEM for 
phoneme 'dx' in different Gaussian Mixtures. 
9.4.1 Experimental settings 
During the MFCC [7] feature extraction process, the same experimental settings have been 
used as in the SASEM. For the SASEM steps of EA-SASEM, number of initial iterations = 5, 
final temperature is kept at 0.3, number of temperature iterations for SA = 380, number of 
trials at each iteration = 3. The initial temperature for SA is kept at 5.0. For the EA process 
in EA-SASEM, the following settings have been used during training: maximum number of 
generations for EA: 7, maximum number of iterations for EA process for determination of 
the values for Lagrange multiplier is set to 20. During testing, a phonetic bigram grammar 
language model has been used. A beam search algorithm with the Initial Beam Coefficient 
=10E-18 and the Internal Beam Coefficient = 10E-16 has been used in the recognition 
process. 
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Figure 9.2: Objective function values of different iterations of EA/SA obtained by EA-SASEM 
for phoneme 'dx' in different Gaussian Mixtures. 
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9.4.2 Comparison of objective function values of EA-SASEM, 
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Figure 9.4: Comparison of objective function values of long feature phonemes obtained by 
EA-SASEM, PFS-lM (fusion strategy-2) based CEl-EM in different Gaussian 
mixtures (3,5,8,10). 
In the EA-SASEM, at the beginning, EA is executed up to the 7th generation. The objective 
function values of the best chromosome of each initial EA-iterations for different mixtures-
(3,5,8,10) for phoneme-'dx' are presented in Figure-9.!' It is seen in Figure-9.1 that initially 
the objective function values for the EA iterations were high negative values. When SASEM 
iterations are applied, the objective function values are improved. The values for objec-
tive function of different mixtures (3,5,8,10) for phoneme-'dx' at different EA and SASEM 
iterations are presented in Figure-9.2. In the EA-SASEM, combination of EA and SASEM 
liQiJ 
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achieves higher values for objective functions than SASEM. The final objective function values 
for different mixtures (3,5,8,10) are given in Tables-9.1, 9.2, 9.3, 9.4. The objective func-
tion values of EA-SASEM for different phonemes in different mixtures (3,5,8,10) have been 
compared to those of SASEM in Figure-9.3. The graph in Figure-9.3 has been represented 
based on the baseline values described in the appendix-B, Table-B-2. It is seen in Figure-9.3 
that EA-SASEM obtains higher objective function values than SASEM in different mixtures 
for all phonemes. The objective function values of EA-SASEM for long feature phonemes in 
different mixtures (3,5,8,10) has been compared to the PFS-LM (Fusion strategy-2) based 
eEL-EM in Figure-9.4. It is seen in Figure-9.4 that EA-SASEM obtains higher objective func-
tion values for long feature phonemes than PFS-lM(F-2). In Tables-9.1, 9.2, 9.3, 9.4, 7.16, 
7.17 and 7.18, it is seen that PFS-LM (Fusion strategy-2) gives lower values for objective 
function for short feature phonemes than both SASEM and EA-SASEM. Tables-9.1, 9.2, 9.3, 
9.4 also show that both SASEM and EA-SASEM achieve very good objective function values 
for short feature phonemes where EA-SASEM achieve higher than SASEM. This proves the 
effectiveness of hybridization of EA and SA in the EA-SASEM. 
Table 9.1: Comparison of the values for objective function for different phonemes for Mixture-3 obtained by the EA-SASEM and 
SASEM 
Name of the Phonemes EA-SASEM(Mix-3) SASEM(Mix-3) 
iy -1483.0175 -1485.5695 
ih -1061.3920 -1062.2904 
eh -1495.6380 -1498.3087 
ae -2308.1562 -2309.8275 
ah -1081.8290 -1082.8864 
uw -4061823.9031 -4061827.8952 
uh -1295.5494 -1295.5660 
aa -1975.1819 -1978.2487 
ey -1999.2480 -2001.7221 
ay -2273 .1246 -2277.9193 
oy -2589.1368 -2591.6847 
aw -2511.9310 -2516.3622 
ow -2045.9120 -2046.2871 
I -1124.0698 -1125.2986 
r -1045.3306 -1046.4725 
y 
-1087.3812 -1087.4457 
w 
-1149.2146 -1150.0014 
er 
-3669938.1113 -3669941.5890 
m 
-1080.1204 -1082.0036 
n 
-956.4896 -957 .0287 
ng 
-1081.6199 -1083.2649 
ch 
-1481.4398 -1483 .0711 
jh 
-1037.6560 -1038.0058 
rnn>;n .... 
~ 
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Table 9.1 - continued from previous page 
Name of the Phonemes EA-SASEM(Mix-3) SASEM(Mix-3) 
dh -700.0592 -701.0938 
b -388.4036 -388.4747 
d -476.2154 -478.5320 
g -595 .0683 -598.5961 
p -823.7094 -827 .8246 
t -887.4319 -889.0766 
k -1062.1669 -1063.1362 
z -2651852.5788 -2651855 .0012 
v -1056.0428 -1057.0186 
f -1728.8384 -1730 .0035 
th -1577.6765 -1580 .1741 
s -1897.2383 -1898.5698 
sh -1889.7681 -1890.3704 
hh -1172.6339 -1174.0360 
sil -285073361.0014 -285073362.7552 
dx -547.0009 -547.0241 
Table 9.2: Comparison of the values for objective function for different phonemes for Mixture-5 obtained by the EA-SASEM and 
SASEM 
Name of the Phonemes EA-SASEM(Mix-5) SASEM(Mix-5) 
iy -1471.6473 -1474.1133 
ih -1055.1683 -1055.4982 
eh -1487.3642 -1490.2559 
ae -2296.2666 -2301.9438 
ah -1076.4372 -1077.1912 
uw -4061811 .3503 -4061813.1275 
uh -1285.2679 -1285 .9477 
aa -1965.0972 -1966 .8406 
ey -1981.6805 -1987.0727 
ay -2260.2283 -2264.0448 
oy -2563.0640 -2566.0901 
aw -2496.4171 -2501.7424 
ow -2032.3838 -2036.0674 
I -1116.2172 -1117.7944 
r -1039.3749 -1039.8679 
y -1078.5603 -1080.4806 
w -1139.2231 -1141.9707 
er -3669927.0234 -3669933.5772 
m -1074.8721 -1075.1116 
n -951.6191 -953 .6016 
ng -1076 .2465 -1078.1338 
ch -1470.5455 -1477.0602 
jh -1032.0657 -1033.0533 
dh -696.0700 -697.6155 
b -385.1720 -385.8397 
d -474.9928 -475 .1015 
g -593 .2919 -594.3752 
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Table 9.2 - continued from previous page 
Name of the Phonemes EA-SASEM(Mix-5) SASEM(Mix-5) 
p -821.7133 -822.1211 
t -884.0511 -884.8280 
k -1056.7341 -1056 .7986 
z -2651842.3305 -2651846.8174 
v -1050.8916 -1052.0357 
f -1721.2701 -1722.7708 
th -1571 .3181 -1573.5693 
s -1889.4461 -1889.8444 
sh -1881.2518 -1882.5768 
hh -1167.5841 -1167.8422 
sil -285073350.2544 -285073351.0890 
dx -543.4055 -543.5259 
Table 9.3: Comparison of the values for objective function for different phonemes for Mixture-8 obtained by the EA-SASEM and 
SASEM 
Name of the Phonemes EA-SASEM(Mix-B) SASEM(Mix-B) 
iy -1460.4820 -1463.0673 
ih -1046.4372 -1048.2977 
eh -1477.0347 -1480 .0897 
ae -2284.1551 -2286 .8498 
ah -1071.5068 -1074.4674 
uw -4061800.1007 -4061804.0176 
uh -1276.4623 -1279.1473 
aa -1954.0421 -1958.4845 
ey -1972.8367 -1976.4817 
ay -2249.6066 -2250.7539 
oy -2542.2582 -2547.2437 
aw -2486.2611 -2490.0111 
ow -2020.3766 -2023.4729 
I -1109.3449 -1109.8912 
r -1031.4790 -1033.2997 
y -1073.8066 -1073.9356 
w -1130.3349 -1132.0389 
er -3669922.2173 -3669928.1421 
m -1069.3822 -1071.0825 
n -947.4536 -949.2016 
ng -1070.4053 -1073.1635 
ch -1467.8301 -1469.2749 
jh 
-1026.7736 -1028.4584 
dh 
-692.0669 -694.2607 
b 
-382.5979 -383.4968 
d 
-472.4712 -473.2554 
g 
-590.0161 -591 .8331 
P -818.0711 -820 .8594 
t 
-880.0444 -880 .5840 
k 
-1051.1539 -1053.1628 
z 
-2651839.1511 -2651841.1556 
Continued on next page 
9.4. Performance evaluation of EA-SASEM 
Table 9.3 - continued from previous page 
Name of the Phonemes EA-SASEM(Mix-8) SASEM(Mix-8) 
v -1045.0249 -1047.1328 
f -1713.4609 -1716.0792 
th -1562.6521 -1565.2511 
s -1882.2295 -1883.3554 
sh -1872.1555 -1874.3828 
hh -1162.8944 -1165.0275 
sil -285073344.2500 -285073345.0211 
dx -539.8967 -540.2228 
Table 9.4: Comparison of the values for objective function for different phonemes for Mixture-10 obtained by the EA-SASEM 
an d SASEM 
Name of the Phonemes EA-SASEM(Mix-10) SASEM(Mix-10) 
iy -1455.2915 -1460.0328 
ih -1044.0264 -1045.0575 
eh -1472.4152 -1475.9527 
ae -2277.3023 -2281.1807 
ah -1068.9165 -1071.7785 
uw -4061794.3618 -4061798.9724 
uh -1273.3354 -1276.0685 
aa -1945.7723 -1951.7866 
ey -1965.8522 -1968.1192 
ay -2241.3581 -2245.6627 
oy -2534.5558 -2541.3998 
aw -2477.6803 -2482.2855 
ow -2013.2092 -2017.9102 
I -1106.4496 -1107.4789 
r -1028.5530 -1030.3263 
Y -1071.0398 -1071.2325 
w -1126.8816 -1127.2468 
er -3669914.5795 -3669919.8795 
m -1067.6480 -1068.0402 
n -946.0297 -947.2337 
ng -1068.1286 -1070.7033 
ch -1463.8223 -1465.0363 
jh -1024.3822 -1025.0887 
dh -690.9477 -691.9048 
b -379.8930 -381.7536 
d -469.8082 -472.1147 
g -587.9199 -590.3571 
p -812.5640 -815.9773 
t -877.2903 -879.7820 
k -1048.2346 -1050.4488 
z -2651836.1177 -2651840.0401 
v -1042.4890 -1045.0607 
f -1709.8466 -1713.0247 
th -1556.7314 -1562.1415 
s -1880.5969 -1882.5633 
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Table 9.4 - continued from previous page 
Name of the Phonemes EA-SASEM(Mix-lO) SASEM(Mix-lO) 
sh -1866.1995 -1873.1567 
hh -1160.7828 -1163.5003 
sil -285073339.3524 -285073341.7701 
dx -538.5858 -539.5400 
9.4.3 Results of recognition performance 
Different configurations of HMM models with varying Gaussian mixtures-(3, 5, 8, 1O} for dif-
ferent phonemes have been trained using the proposed EA-SASEM . The trained HMM models 
have been used to test the recognition performances for different number of Gaussian mix-
tures. The recognition experiments have been done using TIMIT test sets (Test set-A and test 
set-B). Results of recognition experiments are shown in the Tables: (Table-9.5 and Table-9.6). 
Table-9.5 and Table-9.6 show that EA-SASEM obtains higher recognition accuracies than all 
versions of eEL-EM in all Gaussian mixtures in both test sets. It is also seen from (Table-9.5 
and Table-9.6) that EA-SASEM obtains higher recognition accuracies than SASEM in all 
Gaussian mixtures in both test sets. This proves the effectiveness of hybridization of EA and 
SA in the EA-SASEM. 
Table 9.5: TIMIT test set-A: Recognition accuracies of test set-A obtained by EA-SASEM, 
eEL-EM, SASEM, VIA-EM and EM where HMM models of Gaussian mixtures-(3, 
5, 8, 10} have been used. The versions of eEL-EM used here are: PFS-lM:Fusion-
2 PFS-lM·Fusion-1 PFS-PF·Fusion-1 , , 
Mix- EA-SASEM PFS-lM PFS-lM SASEM PFS-PF VIA- EM 
ture (F-2) (F-1) (F-1) EM 
3 60.62 60.47 60.43 59.93 60.01 59.81 59.67 
5 62.96 62.49 62.45 61.98 62.35 61.93 61.41 
8 64.34 63.96 63.86 63.46 63.35 63.16 63.05 
10 64.73 64.62 64.59 64.32 64.05 63.97 63.89 
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Table 9.6: TIMIT test set-B: Recognition accuracies of test set-B obtained by EA-SASEM, 
CEl-EM, SASEM, VIA-EM and EM where HMM models of Gaussian mixtures (3, 
5, 8, 10) have been used. The versions of CEl-EM used here are: PFS-lM:Fusion-
2 PFS-lM'Fusion-1 PFS-PF'Fusion-1 , , 
Mix- EA-SASEM PFS-lM PFS-lM SASEM PFS-PF VIA- EM 
ture (F-2) (F-1) (F-1) EM 
3 5B.32 57.82 57.76 57.65 57.71 57.42 57.19 
5 59.93 59.75 59.67 59.61 59.61 59.46 59.08 
8 61.19 60.88 60.83 60.7 60.30 60.12 59.94 
10 61.96 61.59 61.55 61.44 61.12 61.06 60.83 
9.4.4 Results of significance tests: Matched-pair tests for 
EA-SASEM 
Table 9.7: Results of Matched-Pair test of EA-SASEM/VIA-EM and EA-SASEM/EM on the 
recognition results for TIMIT test sets-A: Ut = 1680 
EA-SASEM / VIA-EM EA-SASEM /EM 
Mixture W P W P 
3 4.847591 1.2497E-06 4.1446 3.4040BE-05 
5 6.786656 1. 14762E-ll 7.683673 1.55431E-14 
8 7.68004 1.59B72E-14 7.816703 5.32907E-15 
10 5.452067 4.97B7BE-OB 5.594829 2.2OB4E-OB 
The significance of improvements in recognition accuracies of the EA-SASEM has been 
verified using the standard matched-pair tests. The results of matched-pair tests of two test 
sets (test set-A and test set-B) have been depicted in the Tables:(Table-9.7 and Table-9.8). 
It is seen in the tables (Table-9.7 and Table-9.8) that for both test sets value of P is very 
less than a standard significance level (0.05) [149] in all Gaussian mixtures for both EM and 
VIA-EM. Therefore the improvement of recognition accuracies of EA-SASEM is significant in 
all Gaussian mixtures. 
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Table 9.8: Results of Matched-Pair test of EA-SASEM/VIA-EM and EA-SASEM/EM on the 
recognition results for TIMIT test sets-B: Ut = 1314 
EA-SASEM / VIA-EM EA-SASEM /EM 
Mixture W P W P 
3 5.218231 1.8064E-07 6.501868 7.93288E-ll 
5 2.983071 0.00285372 5.16148 2.45005E-07 
8 6.325655 2.5216E-I0 7.344069 2.07168E-13 
10 4.283331 1.8412E-05 5.337141 9.44235E-08 
9.4.5 Computational performance of EA-SASEM 
Computational performance of EA-SASEM is given in Figure-9.5 for different gaussian mixtures-
(3,5, 8, 10) and has been compared to CEl-EM, SASEM and EM. The experimental platform 
was 1.80 GHz Pentium-4 CPU with 512MB of RAM. It is seen in the Figure-9.5 that EA-
SASEM takes high training time. The training time of EA-SASEM is higher than both 
CEl-EM and SASEM. This is because of the hybridization of EA and SA in the EA-SASEM. 
The literature [44], [74] show that hybrid of EA and SA takes longer computational time. In 
the EA-SASEM, both the EA and SA iterations are maintained which requires more training 
time. However, the training time of EA-SASEM can be reduced by using a parallel imple-
mentation [126-132] of EA-SASEM which can be an extension of this research and has been 
focused later in the conclusion chapter. 
9.5 Summary 
This chapter proposes a hybrid (EA-SASEM) of a population-based metaheuristic (EA), a 
single-candidate model based metaheuristic (SA) and the EM with stochastic variations to 
avoid the local convergence problem in the training of HMM. In chapter-8, it is seen that 
a hybrid of SA and EM improves the recognition accuracy of ASR system. However, SA 
maintains a single solution of a problem during the search process. It must discard the previous 
solution when a new neighbor is accepted. However the performance of SA depends on the 
cooling schedule. If the cooling is done quickly SA may terminate at a premature condition. 
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Figure 9.5: Comparison of computational performances between CEl-EM, SASEM and EA-
SASEM in different Gaussian Mixtures. 
Therefore, any previous good solution may be discarded . In contrast, EA is a population 
based approach. Using the schema processing capabilities and the selection mechanism, EA 
maintains the good structure in its population. Therefore, combination of EA and SA can 
take benefit from the properties of EA and SA. In the EA-SASEM, our proposed Constraint-
based Evolutionary learning approach to EM (CEl-EM) is combined with proposed SA based 
algorithm, Simulated Annealing Stochastic EM(SASEM). EA-SASEM takes benefit from the 
complementary properties of EA and SA. Moreover, EA-SASEM use the best constraint-based 
version of CEl-EM and the proposed EM based heuristic neighborhood operator of SASEM in 
the simulated annealing phase of the EA-SASEM. Using these properties, EA-SASEM explores 
the search space more thoroughly than traditional EM, CEl-EM and SASEM and overcomes 
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the local convergence problem of EM in the HMM training. 
The experimental results show that EA-SASEM obtains higher objective function values for 
all phonemes in different gaussian mixtures than SASEM as well as eEL-EM. Results of 
recognition experiment also show that EA-SASEM obtain higher recognition accuracies in 
both test sets in all gaussian mixtures than both SASEM and eEL-EM. Therefore, EA-
SASEM estimates more appropriate values for HMM in the ASR systems than eEL-EM as 
well as SASEM. 
However, EA-SASEM requires more computational time than SASEM and eEL-EM. The 
computational time can be reduced using a parallel implementation of EA-SASEM. In the 
next chapter we will discuss these issues. 
Part IV 
Conclusions 
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Conclusion 
10.1 Introduction 
This chapter presents the major findings and the contributions that come from the work 
presented in this dissertation. It also describes the future extensions of this research. 
10.2 Overview 
As discussed in chapter-l, one of the major difficulties in recognition of speech is the construc-
tion of a good acoustic models for ASR systems that can appropriately handle the dynamic 
and sequential behavior of the speech signal. Speech signals involve two major types of vari-
ability: temporal and spectral. One of the central problems in ASR systems is to find an 
acoustic model that can appropriately handle these variabilities and can precisely represent 
the underlying complex structures of the speech sound classes. 
The Hidden Markov Model (HMM) is the most successful and widely used statistical model-
ing technique for devising acoustic models in ASR systems. This is because the HMM has a 
powerful ability to model the temporal behavior of speech signals statistically as well as has 
the ability to capture the complex spectral variability of speech using the associated mixture 
models at each state and the transition distribution . However, success of the recognizer or 
classifier depends heavily on the appropriate estimation of HMM. 
217 
Chapter 10. Conclusion 
The standard training method of HMM for estimation of its parameters is the Baum-Welch 
algorithm (Expectation Maximization, EM algorithm). The EM algorithm is attractive and 
widely used in estimating many probabilistic models (HMM, Finite Mixture Models (FMM), 
Gaussian Mixture Models (GMM)) because it is computationally efficient and it can approx-
imate the underlying distributions from the set of observed data with hidden components. 
However the EM algorithm expresses local convergence problem. Therefore, the HM M trained 
by EM is not always the best, thus may lower the recognition / classification accuracies of 
the recognizers / classifiers. 
This thesis reviews the acoustic models/ (HMM) for ASR systems, its training algorithms 
and the limitations of training algorithms. It analyzes the problems in the training algorithms 
for acoustic models and finds the causes of the training problem. It then carefully looks at 
the different general heuristic and metaheuristic approaches for solutions of the local conver-
gence problems and investigates their suitability, particulary for the HMM training problem. It 
also surveys the different approaches to EM for training of other probabilistic models (FMM, 
GMM) used in static pattern recognition problems and investigates their implications for 
training of HMM in ASR systems. The first and second parts of this thesis describe the 
speech signal, its production mechanism and characteristics, models for speech signal and 
related recognition issues. The modeling requirements for speech signals to recognize the 
speech in an ASR system, the existing acoustic models, the Hidden Markov Model (HMM) 
based acoustic models, their training criteria and the limitations of the training approaches 
of acoustic models have also been reviewed. 
The second part gives a detailed description of the Maximum Likelihood (ML) based standard 
training algorithm (the Expectation Maximization (EM)) for HMM based acoustic models. A 
comprehensive mathematical analysis has been carried out for HMM-based acoustic models 
which shows that the traditional training approach for the HMM (EM algorithm) is guaran-
teed to produce a local maximum of objective function resulting in a suboptimal estimation 
for HMM which may give a lower recognition accuracy for ASR systems. The mathematical 
analysis summarizes two important properties of EM: i) the estimation of HMM parameters 
with EM depends on initial values of model parameters ii) at each iteration of estimation pro-
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cess, EM increases likelihood function value which may generate a local convergence problem 
in the training process. It is also observed that the likelihood function for HMM training is a 
complex constraint-based function. All ofthese studies give rise to several important research 
questions: 
1. How can the local convergence problem of EM in HMM training be avoided? 
This question has been analyzed and answered in detail in chapters-(7-9) by the proposal 
of several hybrid training methods. 
2. How can the traditional heuristic and metaheuristic approaches or any hybrid of meta-
heuristic approaches with EM be applied for solving the local convergence problem of 
EM? 
Answer to this question have been explored in detail in chapter-7 and chapter-9 through 
the proposal of hybrid training algorithms that combine standard metaheuristic ap-
proaches (Evolutionary Algorithm (EA), Simulated Annealing (SA)) and EM. 
3. What are the approaches employed for solving the local convergence problem in EM-
based training approaches for other probabilistic models (FMM and GMM) In non-
sequential/ static pattern recognition problems? 
These are discussed in chapters-( 4-5). 
4. How can we provide better initialization for EM in the HMM training? 
This is described in chapter-7 by proposing a Variable Initialization Approach (VIA) by 
using variable segmentation and incremental clustering technique. 
5. How can the concept for the approaches adopted for training of other probabilistic 
models (FMM and GMM) in static pattern recognition problems be employed for HMM 
training in ASR systems? 
These are described in chapter-8 and chapter-9 by proposing a stochastic reformulation 
of HMM training and hybrid training methods that combine standard metaheuristic 
approaches (Evolutionary Algorithm (EA), Simulated Annealing (SA)) and the proposed 
stochastic reformulation of HMM training. 
Throughout the thesis we investigated these questions by proposing new training algorithms 
for estimation of HMM in devising acoustic models and analyzed their appropriateness and 
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effectiveness in recognition of speech signals in ASR systems. 
In the second part of the thesis, general heuristic and metaheuristic techniques for solving 
the local convergence problem including a population based global search approach EA, the 
constraint-based approaches to global search-EA in solving the constraint-based optimization 
problems, a single candidate model based approach SA, Tabu search (TS) and neighborhood-
search based approaches have been discussed to justify their suitability in solving the problem 
of EM for HMM training. Hybrids of metaheuristic techniques with local search approaches 
including hybrids with single candidate model based approach (SA) and local search ap-
proaches, hybrids of TS and EM, hybrids of population-based approach (EA) and local search 
approaches have been also studied. Different combination strategies of population-based hy-
brids of EA and local search approaches have been analyzed to investigate their advantages 
and disadvantages in solving the local convergence problem of EM. Parallel approaches to the 
Evolutionary Algorithm (EA) have been also reviewed to analyze the computational efficiency 
of population-based EA approach and its hybrids with local search approaches. 
Application of the Expectation Maximization (EM) algorithm for training of other proba-
bilistic models such as Finite Mixture Models (FMM), Gaussian Mixture Models (GMM) for 
static pattern recognition problems/ unsupervised clustering or classification problems, related 
training problems of FMM and GMM, different stochastic versions of EM for overcoming the 
training problems of FMM and GMM and their limitations have been also mathematically 
analyzed thoroughly in the second part to investigate the implications of the concept of these 
training algorithms in solution to the training problem of HMM in ASR systems. The sec-
ond part also discusses the performance evaluation methods, metrics of evaluation, standard 
evaluation training and test data sets, performance comparison methods of different training 
algorithms and methods for testing the significance of the improvement in performance of 
different training algorithms for acoustic models in ASR systems. 
Based on the previous reviews and analyses, the third part of this thesis proposes three 
novel hybrid training approaches for Hidden Markov Model (HMM) based acoustic models 
for Automatic Speech Recognition (ASR) Systems. 
10.2. Overview 
• A constraint-based Evolutionary learning approach to Expectation Maximization (CEl-
EM) 
• A Simulated Annealing Stochastic version of Expectation Maximization (SASEM) 
• A hybrid of the Evolutionary Algorithm and Simulated Annealing Stochastic version of 
Expectation Maximization (EA-SASEM) 
The proposed training algorithms for HMM are able to overcome the local convergence prob-
lem of the traditional training approach, Expectation Maximization (EM) for HMM and pro-
vide better estimation for HMM than EM which results in an improved recognition accuracy 
for ASR systems. The third part gives a detailed description of these algorithms and their im-
plementation issues. It also describes the performance evaluation of the proposed algorithms. 
The experimental setup and procedures, recognition experiments and results, statistical sig-
nificance tests and computational performances of the algorithms have also been described 
in detail in this part. 
A Constraint-based Evolutionary learning approach to Expectation Maximization 
(CEl-EM) 
In chapter-7 of third part of the thesis, a Constraint-based Evolutionary learning approach to 
EM (CEl-EM) has been proposed that hybridizes a constraint-based EA and EM for optimal 
estimation of HMM for ASR systems. A simple global search method such as an Evolutionary 
Algorithm (EA), could have been used to avoid the local maximum problem of EM. However, 
it is well known that EA is inefficient for high dimensional complex optimization problems such 
as likelihood function of HMM training. In general, standard EA can find globally competitive 
solutions for optimization problems by exploring the search space simultaneously using the 
numerous solutions in the population, but the EA often represents an unsatisfactory com-
promise ·and suffers from the lack of accuracy when a high quality solution is required for 
high dimensional complex optimization problems. In contrast, local search algorithms (such 
as EM) find the local maximum quickly by focusing solely on precision and time. The hybrids 
of EA and local search algorithms can combine the benefits from the complementary proper-
ties of EA and EM. In the hybrid algorithm, EA converges on globally competitive solutions 
irrespective of local optima, and then local search can potentially improve on the solutions 
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discovered by EA by ascending the hill to the optima of their corresponding attraction basins. 
Therefore, a hybrid of EA and EM (the eEL-EM) for solving the local convergence problem 
in HMM training have been proposed. However, likelihood function of HMM training is a 
constraint-based function and the constraints of HMM must be satisfied during the estimation 
process of HMM. Therefore a constraint-based approach to EA has been devised in the hybrid 
algorithm (eEL-EM). 
Several constraint-based versions of eEL-EM have been devised. The first constraint-based 
version of eEL-EM follows a Preserving Feasibility of Solutions with Penalty Function (PFS-
PF) based method similar to the traditional constraint handling technique used in the EA. 
The second version of eEL-EM uses a lagrange Multiplier (lM) based technique to handle 
the constraints. The traditional constraint handling method (PF based) of EA makes differ-
ent levels in a particular constraint depending on the values of the constraint. This requires 
a large number of optimal static-penalty co-efficients for many HMM constraints which are 
hard to find and increases the number of parameters to optimize. Therefore, in the second 
constraint-based version of eEl-EM a Preserving Feasibility of Solutions combined with la-
grange Multipliers (PFS-lM) based approach have been used . lM also adds some additional 
parameters to optimize, but the total number of multipliers in lM is fixed for HMM. It is 
seen in the chapter-3 that EM depends on initial values of model parameters. A Variable ini-
tialization Approach (VIA) has been developed using variable segmentation and incremental 
clustering process to provide better initial points for EM as well as to provide better initializa-
tion for the EA in the eEL-EM. Investigation of the fusion strategies of the hybrid algorithm 
has been carried out for eEl-EM . A simple staged fusion strategy and a staged fusion with a 
biased-crossover strategy have been developed in the eEL-EM. Performance of the different 
versions of eEL-EM have been evaluated using the methodologies described in the chapter-6. 
Detailed experimental settings, results, results of recognition experiments and results of sig-
nificance tests (Standard matched-pair tests) of different versions of eEL-EM have been also 
described in the chapter-7. Experimental results show that eEL-EM obtains a better estima-
tion for HMM than EM because all versions of eEL-EM obtains higher recognition accuracies 
than a standard EM as well as a top standard-EM developed by applying the VIA to EM 
(VIA-EM). However, PFS-lM based eEL-EM performs better than PFS-PF based eEL-EM 
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whereas staged fusion with biased-crossover outperforms simple staged fusion. Therefore, 
staged fusion (biased-crossover) with PFS-LM based eEL-EM is more suitable than all other 
versions of eEL-EM for HMM training for speech signal modeling. Results on computational 
performance show that eEL-EM takes more training time than standard EM. This is due 
to the hybridization of EM with EA in the eEL-EM. It is well known that the evolutionary 
algorithm takes more computational time, thereby hybrids of EA and local search (EM) also 
takes more time. 
A Simulated Annealing Stochastic version of Expectation Maximization (SASEM) 
In chapter-7, it is seen that eEL-EM successfully overcomes the local convergence problem in 
HMM training but it takes more training time. This is because eEL-EM is a population based 
approach where EA involves large number of solutions in its population that incorporates huge 
evaluation of the likelihood function and EA needs this evaluations for many generations. This 
result inspires us to find a single candidate model based approach for the local convergence 
problem of EM. In chapter-5, a review of the Finite Mixture Models (FMM) and Gaussian 
Mixture Models (GMM) for static pattern recognition problems, unsupervised clustering and 
classification problems shows that EM algorithm is also the standard training algorithm for 
FMM and GMM as well. The training algorithms (EM) for FMM and GMM also face the local 
convergence problem. In the literature review of chapter-5, it is seen that some stochastic 
step between the EM steps may prevent EM from being trapped at local maximum during 
the training of FMM and GMM. These algorithms generally are known as Stochastic Version 
of EM (SEM) for FMM. However SEM were proposed for FMM and GMM and tested only 
on FMM. FMM is different from HMM, therefore it cannot be used for sequential pattern 
recognition problem such as speech recognition. Therefore, the existing SEM cannot be 
applied for training of acoustic models in ASR systems. Based on the propositions of SEM for 
FMM, in chapter-B, a single candidate model based hybrid training algorithm for HMM, the 
Simulated Annealing Stochastic version of EM (SASEM) has been proposed that hybridizes 
the Simulated Annealing (SA) and the EM . SASEM provides a stochastic reformulation for 
the HMM estimation process by incorporating a stochastic step between the EM steps where 
the random process inside the EM steps is controlled using the Simulated Annealing (SA) 
technique. The stochastic reformulation of the HMM in the SASEM is used to generate 
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the neighborhood points for the SA where SA provides better control over the acceptance 
of stochastic step and EM steps. In the SASEM, the random perturbation of the stochastic 
step between the EM steps prevents EM converging at local maximum point and find better 
maximum of likelihood function of the HMM using the global convergence properties of SA. 
Detailed experimental results for SASEM have been presented in the chapter-8 which is quite 
encouraging. It is seen from the recognition results that SASEM obtains higher recognition 
accuracies than EM as well as VIA-EM for all Gaussian mixtures. Moreover, experimental 
results show that SASEM performs better in higher numbers of Gaussian mixture-(8, 10) than 
lower lower numbers of Gaussian mixture-(3, 5). In addition, for higher numbers of Gaussian 
mixture-(8 , 10) the single candidate model-based approach, SASEM performs better than the 
population-based approach, PFS-PF based eEL-EM in less training time. 
A hybrid of Evolutionary Algorithm and Simulated Annealing Stochastic version of 
Expectation Maximization (EA-SASEM) 
In chapter-8, we find that single candidate model based approach, Simulated Annealing based 
SASEM performs better than population based approach eEL-EM up to certain extent in 
less computational time. It is well known that the SA possess a formal proof of convergence 
depending on its cooling schedule. In other words, if cooling is done quickly, SA may converge 
prematurely. Moreover, SA is a single candidate-model based approach that maintains only 
one structure at a time. Therefore good structure or substructure may be discarded for an 
inappropriate cooling schedule. In contrast, EA is a population based approach . Using the 
large number of solutions in the population, schema processing capabilities, implicit paral-
lelism technique and the principle of survival of the fittest, EA raises the good structures 
exponentially in its population in successive generations. Therefore, combination of EA and 
SA can take advantages of the several strengths and leave behind the several weaknesses of 
both approaches. Moreover, parallel execution of SA is not easy, but EA is naturally parallel. 
In the hybrid of EA and SA, SA takes the advantage of implicit parallelism in the EA. There-
fore, in the chapter-9 of this thesis, a hybrid training algorithm for HMM has been proposed 
that hybridizes the EA and the Simulated Annealing Stochastic version of EM (EA-SASEM). 
The proposed EA-SASEM has been developed by combining the proposed PFS-lM based 
eEL-EM and the SASEM. The stochastic-EM based neighborhood operator of SASEM has 
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been used during the execution of SA phase in the EA-SASEM. Thus EA-SASEM takes the 
advantage of the best constraint-based version of CEl-EM as well as the benefit of heuristic 
neighborhood operator of SASEM. The complementary properties of EA and SA, stochastic-
EM based neighborhood operator of SASEM and best constraint-based version of CEl-EM 
provide EA-SASEM a sufficient potential to find an appropriate estimation for HMM which 
has been reflected in the recognition experiments. The experimental results show that EA-
SASEM obtains higher accuracy than VIA-EM, SASEM as well as all versions of CEl-EM. 
Therefore, EA-SASEM is more suitable training algorithm for HMM and provide more appro-
priate estimation for HMM in ASR systems than other proposed training algorithms in this 
thesis. Computational performance results show that EA-SASEM takes higher training time 
than both SASEM and CEl-EM. This is due to the hybridization with EA and SA. However 
training time can be reduced by a parallel implementation which is discussed later in this 
chapter. 
In summary, the training problem of HMM in ASR systems has been studied and mathe-
matically analyzed thoroughly. Traditional heuristic and metaheuristic approaches for a local 
convergence problem and their hybrids with local search approaches have been reviewed. The 
training problem of some other probabilistic models (FMM and GMM) for static pattern 
recognition problems and their remedies have been studied comprehensively. Then three hy-
brid training algorithms: CEl-EM, SASEM and EA-SASEM have been proposed for HMM 
training. Finally, the effectiveness of the proposed hybrid algorithms in the training of HMM 
based acoustic models for ASR systems has been justified. All of the proposed training algo-
rithms achieve better performance than traditional training algorithm of HMM but requires 
more computational time than standard training algorithm. The choice of an appropriate 
training algorithm for HMM from the proposed algorithms in a particular speech recogni-
tion application can be made from the given experimental analysis of their accuracies and 
computational time which is actually a tradeoff between the accuracy and computational 
performance requirement of the particular speech recognition application in consideration. 
The drawback of the proposed training algorithms (CEl-EM, SASEM and EA-SASEM) is 
they take more computational time than standard training algorithm. There are two main 
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computational phases in any speech recognition system. One is training phase and the other is 
the decoding phase (testing phase). eEL-EM, SASEM and EA-SASEM take the same amount 
of decoding and feature extraction time as standard training algorithm, because the decoding 
and feature extraction processes are identical for all cases. However, the proposed algorithms 
take more training time than the standard EM-based training algorithm. This is due to the 
hybridization with EA and SA with EM. It is well known that the EA and SA [26,28,29,69,112] 
take more computational time, thereby their hybrids with local search [31,50,52,53,59,111] 
also demand more time. In the literature, [59] has shown that their hybrid algorithm (for a 
single Gaussian Mixture Model for image processing) takes 30 times longer training-time than 
EM, another version of their algorithm [59] takes 90 times longer training-time than standard 
EM. In practical speech recognition, real-time performance is measured in the decoding (actual 
recognition or testing), not in the training of the HMM models themselves. Indeed commercial 
speech recognizers provide already pre-trained models, and these are usually trained off-line 
to produce the most accurate models. Due to the off-line training arrangement of HMM in 
the ASR systems (where accuracy is more important than computational time) , additional 
training time in the proposed training algorithms is negligible. However, the training time of 
both eEL-EM and EA-SASEM can be reduced by using parallel implementations of eEL-EM 
and EA-SASEM. This may be a future extension of this research which is discussed in more 
detail at the end of this chapter. 
10.3 Contributions 
A number of contributions have been made in this thesis. The main contribution is that 
an investigation of the suitability of employing the standard metaheuristic approaches for 
the training of Hidden Markov Model (HMM) has been accomplished, thereby several hy-
brid of standard metaheuristics approaches have been developed and their effectiveness has 
been justified in the training of HMM based acoustic models for ASR systems. Three main 
metaheuristic approaches have been adopted in designing the hybrid training algorithms: i) 
A hybrid of a population-based metaheuristic and the Expectation Maximization (EM), ii) 
A hybrid of a single candidate model based meta heuristic and the EM along with stochastic 
variations and iii) A hybrid of a population based metaheuristic and a single candidate model 
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based meta heuristic along with the EM. All the proposed hybrids of metaheuristic approaches 
can be generally applied for estimation of HMM as well as other non-sequential probabilistic 
model such FMM and GMM. Application of all developed hybrid metaheuristic approaches to 
the training of HMM in ASR systems show that developed hybrid meta heuristics outperforms 
the standard training method for HMM. The other major contributions are enumerated and 
described as follows: 
• A novel population-based hybrid, Constraint-based Evolutionary learning approach to 
EM (CEl-EM) has been developed using Evolutionary Algorithm (EA) and EM which 
is applicable for estimation of the constraint-based probabilistic models with many con-
straints and large numbers of parameters like HMM. 
• Different constraint based models for CEl-EM have been developed and formulated for 
HMM in the ASR systems. 
• A Variable Initialization Approach, (VIA) has been proposed to provide a better initial-
ization for EA as well as EM. 
• Combinations of constraint-based models of and fusion strategies for the CEl-EM have 
also been developed and experimentally verified to find a suitable constraint-based 
method and fusion strategy for training of HMM in ASR systems. All versions of CEl-
EM have been trained and tested on standard speech corpus where different configu-
rations of HMM models have been designed on varying number of Gaussian mixtures. 
Experimental results show that all versions of CEl-EM achieve higher accuracies than 
traditional training algorithm for HMM as well as a top-standard EM constructed by 
applying the VIA to EM in all Gaussian mixtures. 
• A Simulated Annealing (SA) based stochastic reformulation for HMM training has been 
devised using the hybrid of SA and EM,(Simulated Annealing Stochastic version of EM 
(SASEM)) that provide better estimation for HMM. The hybrid training framework of 
SASEM can also generally be applied for the training of probabilistic models HMM for 
ASR systems as well as FMM and GMM in static pattern recognition problems. The 
SASEM is a single candidate model-based approach that provide better performance 
than traditional training algorithm in less computational time compared to CEl-EM. 
Chapter 10. Conclusion 
• An evolutionary simulated hybrid training framework has been developed using the best 
constraint-based version of eEL-EM and the simulated annealing based SASEM (the 
EA-SASEM) that overcomes the local convergence problem of HMM training and shows 
the best performance in all proposed training algorithms for HMM in ASR systems. 
10.4 Extensions of the research 
This research provides a general framework for metaheuristic-based hybrid training approaches 
for HMM in ASR systems. There is still scope to extend this research . One of the impor-
tant future extensions of this research is the improvement in computational performance of 
proposed training algorithms. As discussed in the second part of this thesis, EAs are com-
putationally expensive and parallel EAs are the good solution to reduce the computational 
load. Therefore, a main extension can be made by implementing the parallel versions of the 
proposed hybrid algorithms: eEL-EM and EA-SASEM. 
As discussed in the second part, different models of parallel-EA are possible. However, an easy 
and suitable implementation can be performed using the 'Master-Slave: model. A 'Master-
Slave' parallel version of eEL- EM can be carried out by considering a Master process that 
maintains the global population and executes the selection. The most computationally ex-
pensive tasks can be performed in the slave processes. Thus the evaluation of objective 
functions and the EM re-estimation can be performed in the slave processes. Moreover, the 
slave processes can execute the crossover and mutation as well. In the Master-Slave model 
for EA-SASEM, the SASEM neighborhood generation, evaluation of objective function on 
each individual of the EA population can be executed on the slave processes. In addition, 
the slave processes can perform the crossover and mutation whereas the master will maintain 
global population and execute the selection and cooling schedule of SA process. Other parallel 
models also can be made with minor changes in the EA structure. 
Another interesting extension of the current research can be made by applying the proposed 
hybrid training approaches to other HMM based acoustic models such as FAHMM. The pro-
posed training approaches can generally be applied for other sequential pattern recognition 
fuiJ 
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problem such as EEG signal classification, off-line handwriting recognition, monitoring and 
controlling the robot behavior, recognition of pointing gestures for human-robot interaction, 
biological sequence annotation in bioinformatics. The proposed hybrid training approaches 
can also be used for the training of other non-sequential probabilistic models such as Finite 
Mixture Models (FMM) in static pattern recognition problems, unsupervised clustering or 
classification problems. 
Appendix-A 
A-I Detail derivation of estimation of H M M Parameters 
A-I.1 Estimation of co-variance matrix for Gaussian mixture model 
in an HMM state 
For estimation of the co-variance matrix ~~ we take derivative of (3.61) with respect to ~~ 
and equate the derivative to zero. Thus 
(A-1) 
Thus, 
8Third-term = ~ P{O = i PDF = mIAk )[_8_[1/21o 1~~11 8~'-:- 1 ~ ,qt , 8~-:- 1 g tm (A-2) 
'tm t=l tm 
From matrix theory, 
- 1/2(Ot - /-timf~~(Ot - /-tim)]] = 0 
&tra~~AB) = B + BT - diag(B) 
al~~~l-l) = 2A - diag(A) 
LX; AXi = trace(AB) where B = LXiX; 
applying the formulas (A-3), (A-4) and (A-5) of matrix theory in (3.73) 
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(A-3) 
(A-4) 
(A-5) 
A-t. Detail derivation of estimation of HMM Parameters 
Let us consider N N = (Ot - J-lim)(Ot - J-limf, then (A-6) becomes as follows: 
8Third_term ~ 
' -1 = ~P(O,qt = i,PDF = mIAk)[1/2{(2IEimD - diag(IEiml)} 
dEim t=l (A-7) 
8 
-1/2{) - 1 [ trace{E~NN}]] = 0 Eim 
Using the formulas (A-3), (A-4) and (A-5) in (A-7) we get 
()Third_term ~ 
() - 1 = ~P(O,qt = i,PDF = mIAk)[1/2{(2IEiml) 
Eim t=l (A-8) 
- diag(IEiml)} -1/2{2NN - diag(NN)}] = 0 
Re-organizing (A-8) 
8Th::~~erm = t P(O, qt = i, PDF = mIAk)[1/2{(2IEimD 
tm t=l 
- diag(IEiml)} - 1/2{2N N - diag(N N)}] = 0 
8Th::~~erm = tp(O,qt = i,PDF = mIAk){2(IEiml- NN) 
tm t=l 
- diag(IEiml- NN)} = 0 
8Third_term = 2 ~ P(O =' PDF = IAk)(IE· 1- NN) 8~'-:-1 ~ ,qt 1" m Im 
..JIm t=l 
T 
- diag{(2: P(O, qt = i,PDF = mIAk)(IEiml- NN)} = 0 
t=l 
Consider MM = L,:=lP(O,qt = i,PDF = mIAk)(IEiml- NN) 
8Th::~~erm = 2(MM) - diag{MM) = 0 
tm 
Therefore we get 
Replacing MM,we get 
(A-g) 
(A-IO) 
(A-H) 
(A-12) 
(A-13) 
8Third_term ~ . k 
8E-:-l = ~ P( 0, qt = 1" PDF = mlA )(IEiml - N N) = 0 (A-14) 
Im t-1 
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Replacing NN we get 
aThird_term = ~ P(O = i PDF = ml)..k)(IE· I 
aE:-1 ~ ,qt , .m 
.m t=l (A-IS) 
- (Ot - J-lim)( Ot - J-limf) = 0 
The estimated values for co-variance matrix E~ is given in (A-16) 
~: _ 2:,;=1 P(O, qt = i PDF = ml)..k)(Ot - J-lim)(Ot - J-lim)T) 
1m - 2:,;=1 P(O, qt = i, PDF = ml)..k) (A-16) 
A-1.2 Estimation of mean vector for Gaussian mixture model in an 
HMM state 
For determination of the mean of each mixture of each HMM state J-lim we take the derivative 
of (3.65) with respect to J-lim and equate the derivative to zero. 
aT hird_term a ~ ~ ~ k D 
a . = ~[~~~P(O,qt =i,PDF=ml).. )[logcim- 1/ 21og(27r) 
/Lim J..L.m i=l t=l m=1 
(A-17) 
aTh~~_term = [) a. [t t t P(O, qt = i, PDF = ml)..k)[1/21og IE~I 
/Lim J-l.m i=l t=l m=l (A-18) 
-1/2(Ot - J-limfEirr!(Ot - J-lim)]] = 0 
Following the matrix differentiation formula [tyyT Dm y = 2DmY] in (A-18) we get 
T L P(O, qt = i, PDF = ml)..k)[2IE~I(Ot - J-lim)( -1) = 0 (A-19) 
t=l 
(A-20) 
A-2. Derivation of estimation of Gaussian Mixture Model Parameters 
A-2 Derivation of estimation of Gaussian Mixture Model 
Parameters 
A-2.1 Estimation of co-variance matrix of Gaussian Mixture Model 
Estimation of co-variance matrix E;;;,1 is done by taking the partial derivative of (5.9) with 
respect to E;;;,1 where the result of (5.10) is used in (5.9). Thus, 
8 NS M 
. 8E- 1 [L L P(<J?:n = 110s, A~J 
m s=l m=l (A-21) 
x log(1/.J(2I1)DIEml)exp(-1(1/2) (OS - J-lm)'E;;;,1(Os - J-lm))] = 0 
8 NS M 
8E- l [L L P(<J?:n = 110s, A~) 
m s=l m=l (A-22) 
X [-D/21og(27r) + 1/21og(IE;;;,11) -1/2(OS - J-lm)'E;;;,l(Os - J-lm)] = 0 
From matrix theory, 
&tr~~AB) = B + B' - diag(B) 
81~~~1-1) = 2A - diag(A) 
L X~AXi = trace(AB) 
(A-23) 
(A-24) 
(A-25) 
where B = L:i XiX~ applying the formulas (A-23), (A-24) and (A-25) of matrix theory in 
(A-22) 
NS 
LP(<J?:n = 110s , A~)[1/2{(2Em) - diag(Em)} 
s=l (A-26) 
- 1/2 8~-1 [ trace{E;;;,1(Os - J-lm)(OS - J-lm)'}]] = 0 
m 
Let us consider NN = (OS - J-lm)(OS - J-lm)', then (A-27) becomes as follows: 
NS 8 L P(<J?:n = 110s, A~)[l/2{(2Em) - diag(Em)} - 1/2 8E- 1 [ trace{E;;;,1 N N}]] = 0 
s=1 m 
(A-27) 
Using the formulas (A-23), (A-24) and (A-25) in (A-27) we get 
NS 
LP(<J?:n = 110s, A~,)[1/2{(2Em) - diag(Em)} -1/2{2NN - diag(NN)}] = 0 (A-28) 
s-l 
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Reorganizing (A-28) 
NS 
L P(cI>~ = 110s , A~J[1/2{(2Em) - diag(Em)} - 1/2{2N N - diag(N N)}] = 0 (A-29) 
5=1 
NS 
LP(cI>~ = 1105 , A~J{2(Em - NN) - diag(Em - NN)} = 0 (A-30) 
5=1 
NS 
2 L P{cI>~ = 110s, A~)(Em - N N) 
s=1 (A-31) NS 
- diag{ (L P{ cI>~ = 1105 , A~)(Eim - N N)} = 0 
8=1 
Consider MM = E~!t P(cI>~ = 110S, A~)(Em - NN) and write it in (A-31) 
2{M M) - diag{M M) = 0 This gives M M = 0 (A-32) 
Putting the value of MM in (A-32) we get 
NS 
LP(cI>~ = 1105 , A~)(Em - NN) = 0 (A-33) 
5=1 
Putting the value of NN in (A-33) we get 
NS 
L P(cI>~ = 110s, A~)(Em - (OS - Jim)(OS - Jim)') = 0 (A-34) 
8=1 
Reorganizing (A-34) we get 
NS 
LP(cI>~ = 110s, A~)(Em - (OS - Jim) {OS - Jim)') = 0 (A-35) 
s=l 
(A-36) 
Appendix-B 
Baseline values for objective function values 
Table 8-1: The baseline values for each of the phonemes in the TIMIT data set for all gaussian mixtures 
Name of the Baseline Values 
Phonemes 
iy -1445 
ih -81064355 
eh -1465 
ae -2270 
ah -195518462 
uw -4061790 
uh -18692855 
aa -1940 
ey -1958 
ay -2235 
oy -2530 
aw -2470 
ow -2007 
I -56289055 
r -152929600 
y -209913595 
w -242039330 
er -3669910 
m -268190768 
n -307008458 
ng 
-73100470 
ch -1450 
jh 
-33086210 
dh 
-685 
b 
-375 
d 
-465 
g 
-585 
P -811 
t 
-873 
k 
-729056912 
z 
-2651830 
Continued on next page 
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Table B-1 - continued from previous page 
Name of the Baseline Values 
Phonemes 
v -70211667 
f -13539610 
th -79895028 
s -1876 
sh -1862 
hh -61612526 
sil -285073335 
dx -1207087978 
Table B-2: The baseline values for each ofthe phonemes in the TIMIT data set for all gaussian mixtures (considered for EA-SAEM 
and SASEM) 
Name of the Baseline Values 
Phonemes 
iy -1445.00 
ih -1040 .00 
eh -1465.00 
ae -2270.00 
ah -1060 .92 
uw -4061790.00 
uh -1270.34 
aa -1940.00 
ey -1958.00 
ay -2235.00 
oy -2530.00 
aw -2470.00 
ow -2007.00 
I -1100.56 
r -1020.55 
y -1065.04 
w -1120.88 
er -3669910.00 
m -1060.65 
n -940.03 
ng -1065.13 
ch -1450.00 
jh -1020.38 
dh -685.00 
b -375.00 
d -465.00 
g 
-585.00 
P -811.00 
t -873.00 
k -1045.23 
z 
-2651830 .00 
v 
-1035.49 
f 
-1700.85 
Continued on next page 
Table B-2 - continued from previous page 
Name of the Baseline Values 
Phonemes 
th -1550.73 
5 -1876.00 
sh -1862.00 
hh -1155.78 
sil -285073335.00 
dx -530.59 
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