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ABSTRACT
One of themain open problems in the qualitative theory of real pla-
nar differential systems is the study of limit cycles. In this article,
we present an algorithmic approach for detecting how many limit
cycles can bifurcate from the periodic orbits of a given polynomial
differential center when it is perturbed inside a class of polynomial
differential systems via the averaging method. We propose four
symbolic algorithms to implement the averaging method. The first
algorithm is based on the change of polar coordinates that allows
one to transform a considered differential system to the normal
form of averaging. The second algorithm is used to derive the solu-
tions of certain differential systems associated to the unperturbed
term of the normal of averaging. The third algorithm exploits the
partial Bell polynomials and allows one to compute the integral for-
mula of the averaged functions at any order. The last algorithm is
based on the aforementioned algorithms and determines the exact
expressions of the averaged functions for the considered differen-
tial systems. The implementation of our algorithms is discussed
and evaluated using several examples. The experimental results
have extended the existing relevant results for certain classes of
differential systems.
CCS CONCEPTS
• Computing methodologies→ Symbolic and algebraic manip-
ulation; • Symbolic and algebraic algorithms→ Symbolic cal-
culus algorithms.
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1 INTRODUCTION
We deal with polynomial differential systems in R2 of the form
dx
dt
= Ûx = fn (x,y), dy
dt
= Ûy = дn (x,y), (1.1)
where n is the maximum degree of the polynomials f and д. As
we knew, the second part of the 16th Hilbert’s problem [19, 25]
asks for “the maximal number H (n) and relative configurations of
limit cycles” for the differential system (1.1). HereH (n) is called the
Hilbert number. The problem is still open even for n = 2. However,
there have been many interesting results on the lower bound of
H (n) for n ≥ 2: it is shown in [5, 53] that H (2) ≥ 4 and H (3) ≥ 13
in [31]. In [8], it is proved that H (n) grows at least as rapidly as
n2 logn. For the latest development aboutH (n), we refer the reader
to [6, 16, 32].
We recall that a limit cycle of the differential system (1.1) is an
isolated periodic orbit of the system. One of the best ways of pro-
ducing limit cycles is by perturbing a differential systemwhich has
a center. In this case the perturbed system displays limit cycles that
bifurcate, either from the center (having the so-called Hopf bifur-
cation), or from some of the periodic orbits surrounding the center,
see the book of Christopher-Li [6] and the references cited therein.
Usually, a limit cycle which bifurcates from a center equilibrium
point is called a small amplitude limit cycle, and a medium ampli-
tude limit cycle is one which bifurcates from a periodic orbit sur-
rounding a center (see [35, 38]). Note that the notation of “large”
limit cycle may occur in several situations in the literature, see [18,
58]. In the past seven decades, many researchers have considered
the small amplitude limit cycles and obtained many results (e.g.,
[1, 30, 43, 54, 57]). Over the years, a number of algebraic methods
and algorithms have been developed (e.g., [13, 17, 44, 50, 55, 56])
based on the tools of Liapunov constants or Melnikov function.
In our recent work [24], we provide an algorithmic approach to
small amplitude limit cycles of nonlinear differential systems by
the averaging method, and give an upper bound of the number of
zeros of the averaged functions for the general class of perturbed
differential systems ([24], Thm. 3.1). The goal of this paper is to
extend our algorithmic approach to study the maximal number
of medium amplitude limit cycles that bifurcate from some peri-
odic orbits surrounding the centers of the unperturbed systems.
The main technique is based on the general form of the averaging
method for planar differential systems.
The method of averaging is an important tool to study the ex-
istence of isolated periodic solutions of nonlinear differential sys-
tems in the presence of a small parameter. It can be used to find a
lower bound of the Hilbert numberH (n) for certain differential sys-
tems. The method has a long history that started with the classical
works of Lagrange and Laplace, who provided an intuitive justifica-
tion of the method. The first formalization of this theory was done
in 1928 by Fatou. Important practical and theoretical contributions
to the averaging method were made in the 1930’s by Bogoliubov-
Krylov, and in 1945 by Bogoliubov. The ideas of averaging method
have extended in several directions for finite and infinite dimen-
sional differentiable systems. For a modern exposition of this sub-
ject, see the books of Sanders-Verhulst-Murdock [52] and Llibre-
Moeckel-Simó [39].
The averaging method provides a straightforward calculation
approach to determine the number of limit cycles that bifurcate
from some periodic orbits of the regarded particular class of dif-
ferential systems. However, in practice, the evaluation of the aver-
aged functions is a computational problem that requires powerful
computerized resources. Moreover, the computational complexity
grows very fast with the averaging order. Our objective in this pa-
per is to present an algorithmic approach to develop the averaging
method at any order and to further study the number of medium
amplitude limit cycles for nonlinear differential systems.
In general, to obtain analytically periodic solutions of a differ-
ential system is a very difficult problem, many times a problem
impossible to solve. As we shall see when we can apply the aver-
aging method, this difficult problem is reduced to finding the zeros
of a nonlinear function in an open interval of R, i.e., now the prob-
lem has the same difficulty as the problem of finding the singular
or equilibrium points of a differential system.
The structure of our paper is as follows. In Section 2, we intro-
duce the basic results on the averaging method for planar differ-
ential systems. We give our algorithms and briefly describe their
implementation in Maple in Section 3. Its application is illustrated
in Section 4 using several examples including a class of generalized
Kukles polynomial differential systems and certain differential sys-
tems with uniform isochronous centers of degrees 3 and 4. Finally,
a conclusion is provided in Section 5. The Maple code of the algo-
rithms can be download from https://github.com/Bo-Math/limit-cycle.
In view of space limitation, we present the explicit formulae of
the k-th order averaged function up to k = 5 in Appendix A. The
proof of Corollary 4.3 is moved to Appendix B. Some experimental
results on certain differential systems with uniform isochronous
centers are found in Appendix C.
2 MAIN RESULTS OF THE AVERAGING
METHOD
In this sectionwe introduce the basic theory of the averaging method.
We consider the following polynomial differential system of degree
n1
Ûx = P(x,y), Ûy = Q(x,y) (2.1)
having a center at the point x¯ ∈ R2. Without loss of generality
we can assume that the center x¯ of system (2.1) is the origin of
coordinates. The following definition is due to Poincaré ([4], Sect.
2).
Definition 2.1. We say that an isolated singular point x¯ of (2.1) is
a center if there exists a neighbourhood of x¯ , such that every orbit
in this neighbourhood is a cycle surrounding x¯ .
Remark 2.2. Determining the conditions on the parameters under
which the origin for system (2.1) is a center is the well-known cen-
ter problem, see [45, 51]. There are many partial results for the cen-
ters of system (2.1) of degree n1 ≥ 2. Unfortunately, at present, we
are very far from obtaining the classification of all the centers of
cubic polynomial differential systems. In general, the huge number
of computations necessary for obtaining complete classification be-
comes the central problem which is computationally intractable,
see for instances, [15] and the references cited therein.
Now consider the perturbations of (2.1) of the form
Ûx = P(x,y) + p(x,y, ε),
Ûy = Q(x,y) + q(x,y, ε), (2.2)
where the polynomials p, q are of degree at most n2 (usually n2 ≥
n1) in x and y, and ε is a small parameter. We are interested in
the maximum number of medium amplitude limit cycles of (2.2)
for |ε | > 0 sufficiently small, which bifurcate from some periodic
orbits surrounding the centers of system (2.1).
Usually, the averaging method deals with planar differential sys-
tems in the following normal form
dr
dθ
=
k∑
i=0
εiFi (θ, r ) + εk+1R(θ, r , ε), (2.3)
where Fi : R×D → R for i = 0, 1, . . . ,k , and R : R×D×(−ε0, ε0) →
R are Ck functions, 2π -periodic in the first variable, being D an
open and bounded interval of (0,∞), and ε0 is a small parameter.
As one of the main hypotheses, it is assumed that r (θ, z) is a 2π -
periodic solution of the unperturbed differential system dr/dθ =
F0(θ, r ), for every initial condition r (0,z) = z ∈ D.
The averaging method consists in defining a collection of func-
tions fi : D → R, called the i-th order averaged functions, for
i = 1, 2, . . . ,k , which control (their simple zeros control), for ε
sufficiently small, the isolated periodic solutions of the differential
system (2.3). In Llibre-Novaes-Teixeira [41] it has been established
that
fi (z) = yi (2π , z)
i!
, (2.4)
where yi : R×D → R, for i = 1, 2, . . . ,k , is defined recursively by
the following integral equations
y1(θ, z) =
∫ θ
0
(
F1(s, r (s,z)) + ∂F0(s, r (s,z))y1(s,z)
)
ds,
yi (θ, z) = i!
∫ θ
0
(
Fi (s, r (s,z)) +
i∑
ℓ=1
∑
Sℓ
1
b1!b2!2!b2 · · ·bℓ !ℓ!bℓ
· ∂LFi−ℓ(s, r (s,z))
ℓ∏
j=1
yj (s,z)bj
)
ds,
(2.5)
where Sℓ is the set of all ℓ-tuples of nonnegative integers [b1,b2, . . . ,bℓ]
satisfying b1 + 2b2 + · · · + ℓbℓ = ℓ and L = b1 +b2 + · · · +bℓ . Here,
∂LF (θ, r ) denotes the Fréchet’s derivative of order L with respect
to the variable r .
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In [14, 41] the averaging method at any order was developed
to study isolated periodic solutions of nonsmooth but continuous
differential systems. Recently, the averaging method has also been
extended to study isolated periodic solutions of discontinuous dif-
ferential systems; see [28, 37, 40]. The following k-th order averag-
ing theorem is proved in Llibre-Novaes-Teixeira [41].
Theorem 2.3. Assume that the following conditions hold:
(a) for each i = 0, 1, . . . ,k and θ ∈ R, the function Fi (θ, ·) is of
class Ck−i , ∂k−iFi is locally Lipschitz in the second variable, and
R(θ, ·, ε) is a continuous function locally Lipschitz in the second vari-
able;
(b) fi ≡ 0 for i = 1, 2, . . . , j − 1 and fj , 0 with j ∈ {1, 2, . . . ,k};
(c) for some z∗ ∈ D with fj (z∗) = 0, there exists a neighbor-
hood V ⊂ D of z∗ such that fj (z) , 0 for all z ∈ V¯ \{z∗}, and that
dB (fj (z),V , 0) , 0.
Then, for |ε | > 0 sufficiently small, there exists a 2π -periodic so-
lution rε (θ) of (2.3) such that rε (0) → z∗ when ε → 0.
Remark 2.4. The above symboldB denotes the Browder degree; see
Browder [2] for a general definition. When fj is a C1 function and
the derivative of fj at z ∈ V is distinct from zero (i.e., f ′j (z) , 0),
then in this case, f ′j (z∗) , 0 implies dB (fj (z),V , 0) , 0.
Recently in [48] the partial Bell polynomials were used to pro-
vide a relatively simple alternative formula for the recurrence (2.5).
Since the Bell polynomials are implemented in algebraic manipula-
tors as Maple and Mathematica, this new formula can make easier
the computational implementation of the averaged functions. In
this paper, we will exploit this new formula in our algorithmic ap-
proach for solving the problem of evaluating the recurrence (2.5)
(see Section 3.2). In the sequel, for ℓ and m positive integers, we
recall the Bell polynomials:
Bℓ,m(x1, . . . , xℓ−m+1) =
∑
S˜ℓ,m
ℓ!
b1!b2! · · ·bℓ−m+1!
ℓ−m+1∏
j=1
(
xj
j!
)bj
,
where S˜ℓ,m is the set of all (ℓ−m+1)-tuples of nonnegative integers
[b1,b2, . . . ,bℓ−m+1] satisfying b1+2b2+ · · ·+(ℓ−m+1)bℓ−m+1 = ℓ,
and b1 + b2 + · · · + bℓ−m+1 =m.
The following result is an equivalent formulation of the integral
equation (2.5) via above Bell polynomials, its proof can be found
in [48].
Theorem2.5. For i = 1, 2, . . . ,k the recursive equation (2.5) reads
y1(θ, z) = Y (θ, z)
∫ θ
0
Y (s,z)−1F1(s, r (s,z))ds,
yi (θ, z) = Y (θ, z)
∫ θ
0
Y (s,z)−1
(
i!Fi (s, r (s,z))
+
i∑
m=2
∂mF0(s, r (s,z))Bi,m
(
y1(s,z), . . . ,yi−m+1(s,z)
)
+
i−1∑
ℓ=1
ℓ∑
m=1
i!
ℓ!
∂mFi−ℓ(s, r (s,z))Bℓ,m
(
y1(s,z), . . . ,yℓ−m+1(s,z)
))
ds,
(2.6)
where Y (θ, z) is the fundamental solution of the variational equation
Y ′ = ∂F0(θ, r (θ, z))Y satisfying the initial condition Y (0,z) = 1.
The general study of the exact number of simple zeros of the av-
eraged functions (2.4) up to every order is also very difficult to be
done, since the averaged functions may be too complicated, such
as including square root functions, logarithmic functions, and the
elliptic integrals. In the literature there is an abundance of papers
dealing with zeros of the averaged functions (see, for instance, [20–
22, 34, 42] and references therein). Note that one can estimate the
size of bifurcated limit cycles by using the expressions of the aver-
aged functions. In fact we know that if the averaged functions fj =
0 for j = 1, . . . ,k − 1 and fk , 0, and z¯ ∈ D is a simple zero of fk ,
then by Theorem 2.3 there is a limit cycle rε (θ) of differential sys-
tem (2.3) such that rε (θ) = r (θ, z¯)+O(ε). Then, going back through
the changes of variables we have for the differential system (2.2)
the limit cycle (x(t , ε),y(t , ε)) = (r (θ, z¯) cosθ, r (θ, z¯) sinθ) + O(ε).
3 ALGORITHMIC AVERAGING FOR THE
STUDY OF LIMIT CYCLES
The process of using the averaging method for studying limit cy-
cles of differential systems can be divided into three steps ([24],
Sect. 4).
STEP 1. Write the perturbed system (2.2) in the normal form of
averaging (2.3) up to k-th order in ε .
STEP 2. (i) Compute the exact formula for the k-th order inte-
gral function yk (θ, z) in (2.6). (ii) Derive the symbolic expression
of the k-th order averaged function fk (z) by (2.4).
STEP 3. Determine the exact upper bound of the number of
simple zeros of fk (z) for z ∈ D.
In the following subsections we will present algorithms to im-
plement the first two steps.We use “Maple-like” pseudo-code, based
on our Maple implementation. Using these algorithms we reduce
the problem of studying the number of limit cycles of system (2.2)
to the problem of detecting STEP 3.
3.1 Algorithm for transformation into normal
form
In this subsection we will devise an efficient algorithm which can
be used to transform system (2.2) into the form (2.3).
We first describe the underlying equations before presenting the
algorithm. Doing the change of polar coordinates x = rC , y = rS
with C = cosθ and S = sin θ , then we can transform system (2.2)
into the following form
dr
dθ
=
dr/dt
dθ/dt =
r (x Ûx + y Ûy)
x Ûy − y Ûx

x=rC,y=r S
= r
C (P(x,y) + p(x,y, ε)) + S (Q(x,y) + q(x,y, ε))
C (Q(x,y) + q(x,y, ε)) − S (P(x,y) + p(x,y, ε))

x=rC,y=r S
= r
CP (x,y)+SQ (x,y)
CQ (x,y)−SP (x,y) +
Cp(x,y,ε )+Sq(x,y,ε )
CQ (x,y)−SP (x,y)
1 +
Cq(x,y,ε )−Sp(x,y,ε )
CQ (x,y)−SP (x,y)

x=rC,y=r S
= F0(θ, r ) + εF1(θ, r ) + . . . + εkFk (θ, r ) + O(εk+1).
(3.1)
The last equality is obtained by carrying the order k + 1 Taylor
series expansion of the penultimate equality, with respect to the
3
variable ε , around the point ε = 0. The first algorithm Normal-
Form, presented below, is a direct implementation of the formula
derivation in (3.1).
Algorithm 1 NormalForm(P ,Q,p,q,k)
Input: a perturbed system (2.2) with an order k ≥ 0 in (2.3)
Output: an expression of dr /dθ up to k-th order in ε
1: d1 := normal(subs(x = r · C, y = r · S, x · (P + p) + y · (Q + q))/r );
2: d2 := normal(subs(x = r ·C, y = r · S, x · (Q + q) − y · (P + p))/r 2);
3: T := taylor(d1/d2, ε = 0, k + 1);
4: H := convert (T , polynom);
5: F0 := coeff(ε · H, ε);
6: for i from 1 to k do
7: ci := coeff(H, ε i );
8: Fi,1 := prem
(
numer(ci ), C2 + S 2 − 1, S
)
;
9: Fi,2 := prem
(
denom(ci ), C2 + S 2 − 1, S
)
;
10: Fi := Fi,1/Fi,2;
11: dr /dθ := subs(C = cos θ, S = sin θ, F0 +
∑k
j=1 Fj ε
j );
12: return dr /dθ ;
In line 8 the function prem(a,b,x) is the pseudo-remainder of a
with respect to b in the variable x . By the property of the pseudo-
remainder we know that the degree in S is at most 1 of the polyno-
mials Fi,1 and Fi,2.
3.2 Algorithms for computing formulae and
functions of averaging
This subsection is devoted to provide effective algorithms to com-
pute the formula and exact expression of the k-th order averaged
function. According to Theorem 2.5, we should take the following
substeps to compute the k-th order averaged function of system
(2.3).
Substep 1. Determine the open and bounded interval D, the
2π -periodic solution r (θ, z) of the unperturbed system dr/dθ =
F0(θ, r ) with initial condition r (0,z) = z ∈ D, and the fundamental
solution Y (θ, z) of the variational equation Y ′ = ∂F0(θ, r (θ, z))Y
with initial condition Y (0,z) = 1.
Substep 2. Compute the exact formula for the k-th order inte-
gral function yk (θ, z).
Substep 3. Output the symbolic expression for thek-th order av-
eraged function fk (z) (simplified by using the conditions for f1 ≡
f2 ≡ · · · ≡ fk−1 ≡ 0) for a given differential system (2.2).
We provide each of the substep an algorithm. For the Substep 1
we first derive the 2π -periodic solution r (θ, z), and then use it to
further obtain the interval D and the fundamental solution Y (θ, z).
Algorithm 2 DSolutions(F0)
Input: the unperturbed term F0 in (2.3)
Output: r (θ, z), a set of inequalities (SIs) with respect to z, and
Y (θ, z)
1: de1 := diff(r (θ), θ) = subs(r = r (θ), F0);
2: ans1 := dsolve({de1, r (0) = z}, r (θ));
3: r (θ, z) := op(2, ans1);
4: minvalue := minimize(r (θ, z),θ = 0..2π );
5: m := nops([op(minvalue)]);
6: SIs := {};
7: for i from 1 tom do
8: SIs := SIs union {op(i,minvalue) > 0};
9: de2 := diff(Y (θ), θ) = subs(r = r (θ, z), diff(F0, r )) · Y (θ);
10: ans2 := dsolve({de2,Y (0) = 1},Y (θ));
11: Y (θ, z) := op(2,ans2);
12: return [r (θ, z), SIs , Y (θ, z)];
Remark 3.1. The output results of r (θ, z) andY (θ, z) can be reduced
by using the identity sin2 θ + cos2 θ = 1 so that the degree of what
are left in sinθ is at most 1. We use the routine dsolve built-in
Maple for solving an ordinary differential equation. We remark
that the unperturbed term F0(θ, r ) is usually a rational trigonomet-
ric function in r , sin θ and cosθ . As far as we know, we do not have
a systematic approach to the solution of the differential equation
dr/dθ = F0(θ, r ) in the general case. In Section 4 we will consider
certain classes of differential systems with uniform isochronous
centers to illustrate the effectiveness of our algorithm. It is impor-
tant to emphasize that the interval D can be determined by using
the output set SIs . Since the original system may contain some
parameters, the resulting set SIs could be parametric. In order to
derive the interval D in this case, we will construct an equivalent
solution set SIs of SIs that contains only the rational polynomial
inequalities, and then use the SemiAlgebraic command in Maple
to compute the solutions. Below we provide a concrete example to
show the feasibility this algorithm, one may check the results in
[34]. More experiments can be found in Section 4.
Example 1. Consider the following quintic polynomial differential
system
Ûx = −y + x2y(x2 + y2), Ûy = x + xy2(x2 + y2). (3.2)
Applying our algorithm NormalForm for p = q = k = 0, we have
dr/dθ = r5 cosθ sin θ . Then applying the algorithm DSolutions
we obtain a list [r (θ, z), SIs , Y (θ, z)], where
r (θ, z) = z(2z4(cos2 θ − 1) + 1)1/4 ,
SIs =
{
0 < z, 0 <
z
(−2z4 + 1)1/4
}
,
Y (θ, z) = 1(2z4(cos2 θ − 1) + 1)5/4 .
To obtain the interval D in this case, we construct an equivalent
solution set SIs of SIs that contains only the rational polynomials:
SIs := {0 < z, 0 < z−2z4+1 }. Then using the Maple command Sol-
veTools[SemiAlgebraic], we compute the solution of the set SIs,
and obtain that D = {0 < z < 2−1/4}.
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We want to say that the expressions of the returned results on
r (θ, z) and Y (θ, z) may be complicated, such as including square
root functions, and exponential functions. Below we give a simple
example to show this, one may find the related results in [33].
Example 2. Consider the following polynomial differential system
Ûx = −y(3x2 + y2), Ûy = x(x2 − y2). (3.3)
The normal form dr/dθ = −2r cosθ sinθ can be obtained by the
algorithmNormalForm, and the algorithmDSolutions returns a
list
[
zecos
2 θ−1,
{
0 < z, 0 < ze−1
}
, ecos
2 θ−1] .
For the Substep 2, we present our algorithm AveragingFor-
mula. This algorithm can be used to compute the exact formula
of the k-th order integral function yk (θ, z). Correctness of it fol-
lows from Theorem 2.5.
Algorithm 3 AveragingFormula(k)
Input: an order k ≥ 1 of the normal form (2.3)
Output: the integral function yk (θ, z)
1: T1 := 0; T2 := 0;
2: form from 2 to k do
3: T1 := T1 + Diff(F0(s, r (s,z)), r$m) ·
IncompleteBellB(k,m,y1(s,z), . . . ,yk−m+1(s,z));
4: for ℓ from 1 to k − 1 do
5: form from 1 to ℓ do
6: T2 := T2 +
k !
ℓ! · Diff(Fk−ℓ(s, r (s,z)), r$m) ·
IncompleteBellB(ℓ,m,y1(s,z), . . . ,yℓ−m+1(s,z));
7: yk (θ, z) := Y (θ, z)·Int
(
Y −1(s, z) · (k! · Fk (s, r (s, z)) +T1 +T2) , s = 0. .θ
)
;
8: return yk (θ, z);
We deduce explicitly the formulae of yk ’s up to k = 5 in Ap-
pendix A. In fact our algorithm can compute arbitrarily high order
formulae of yk ’s. In Section 4, we will study several differential
systems to show the feasibility of our algorithm.
In the last subsection, we provide an algorithm NormalForm
to transform system (2.2) into the form dr/dθ . The algorithmDSo-
lutions admits one to obtain the fundamental solutions r (θ, z),
Y (θ, z) and the interval D (Substep 1). The algorithm Averaged-
Function, presented below, is based on the algorithms Normal-
Form, DSolutions and Theorem 2.5, which provides a straight-
forward calculation method to derive the exact expression of the
k-th order averaged function for a given differential system in the
form (2.2) (Substep 3).
Algorithm 4 AveragedFunction(dr/dθ, r (θ, z),Y (θ, z),k)
Input: a normal formal of averaging (3.1) with an order k ≥ 1 and the
fundamental solutions r (θ, z), Y (θ, z)
Output: a list of expressions of the averaged functions
1: F0 := coeff(ε · (dr /dθ ), ε);
2: for j from 1 to k do
3: Fj := coeff(dr /dθ, ε j );
4: Aj := AFormula(j);
5: Hj := normal
(
1
Y (θ ,z) · expand(subs(r = r (θ, z), value(Aj )))
)
;
6: Hj,1 := collect(expand(numer(Hj )), {cos θ, sin θ }, distributed);
7: Hj,2 := denom(Hj );
8: for h from 1 to nops(Hj,1) do
9: дj,h := int
( op(h,Hj,1)
Hj,2
, θ = 0. .θ, AllSolutions
)
;
10: sj,h := int
( op(h,Hj,1)
Hj,2
, θ = 0. .2π
)
;
11: yj := Y (θ, z) · sum(дj,t , t = 1. .nops(Hj,1));
12: fj :=
1
j ! · sum(sj,t , t = 1. .nops(Hj,1));
13: return [yk , fk ];
In line 4, the routineAFormula is a subalgorithmwe use for the
generation of the expression in the parenthesis of equation (2.6)
without dependence on (s,z). The detailed information of this sub-
algorithm is as follows.
Subalgorithm: AFormula
INPUT: An averaging order k ≥ 1;
OUTPUT: The expression in the parenthesis of equation (2.6) with-
out dependence on (s,z).
STEP 0. U = 0;V = 0;
STEP 1. Form from 2 to k do
U := U + Diff(F0, r$m) · IncompleteBellB(k,m,
seq(yi , i = 1..k −m + 1)); end do;
STEP 2. For ℓ from 1 to k − 1 do
form from 1 to ℓ do
V := V + k !
ℓ! · Diff(Fk−ℓ , r$m) · IncompleteBellB(ℓ,m,
seq(yi , i = 1..ℓ −m + 1)); end do; end do;
STEP 3. Output k!Fk +U +V .
Remark 3.2. In order to obtain an exact and simplified expression
of the averaged function, one should make some assumptions (e.g.,
the interval D on z, and possible conditions on the parameters that
may appear in the original differential systems) before preforming
the algorithmAveragedFunction. For more details see our exper-
iments in Section 4. We also remark that, throughout the compu-
tation, an assumption on θ (i.e., θ ∈ (2π − ϵ, 2π + ϵ) with ϵ a small
number) was made to identify a valid branch of the possible re-
turned piecewise functions (in line 9), since the integral functions
yi (θ, z) for i = 1, . . . ,k evaluate at the point θ = 2π in (2.4).
We implemented all the algorithms presented in this section in
Maple. In the next section, we will apply our general algorithmic
approach to analyze the bifurcation of limit cycles for several con-
crete differential systems.
4 IMPLEMENTATION AND EXPERIMENTS
In this section we demonstrate our algorithmic tests using several
examples. We present the bifurcation of limit cycles for a class of
generalized Kukles polynomial differential systems as an illustra-
tion of our approach explained in previous sections. In addition, we
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study the number of limit cycles that bifurcate from some periodic
solutions surrounding the isochronous centers for certain differen-
tial systems by the first and second order averaging method. The
obtained results of our experiments extend the existing relevant
results and show the feasibility of our approach.
4.1 A class of generalized Kukles differential
systems
In this subsection we consider a very particular case of the 16th
Hilbert problem; we study the number of limit cycles of the gener-
alized Kukles polynomial differential system
Ûx = −y, Ûy = x +Q(x,y), (4.1)
where Q(x,y) is a polynomial with real coefficients of degree n.
This system was introduced by Kukles in [30], examining the con-
ditions under which the origin of the system
Ûx = −y,
Ûy = x + a1x2 + a2xy + a3y2 + a4x3 + a5x2y + a6xy2 + a7y3
is a center. For long time, it had been thought that the conditions
given byKukleswere necessary and sufficient conditions, but some
new cases have been found, see [7, 29].
Here we are interested in studying the maximum number of
limit cycles that bifurcate from the periodic orbits of the linear
center Ûx = −y, Ûy = x , perturbed inside the following class of gen-
eralized Kukles polynomial differential systems
Ûx = −y +
∑
k≥1
εklkm(x),
Ûy = x −
∑
k≥1
εk
(
f kn1 (x) + дkn2 (x)y + hkn3 (x)y2 + dk0y3
)
,
(4.2)
where for every k the polynomials lkm(x), f kn1 (x), дkn2 (x), and hkn3 (x)
have degreem, n1, n2, and n3 respectively, dk0 , 0 is a real number
and ε is a small parameter. This question has been studied in [46]
for k = 1, 2, and the authors obtained the following result.
Theorem 4.1. Assume that for k = 1, 2 the polynomials lkm(x),
f kn1 (x), дkn2 (x), and hkn3 (x) have degreem, n1, n2, and n3 respectively,
with m, n1, n2, n3 ≥ 1, and dk0 , 0 is a real number. Then for ε
sufficiently small the maximum number of limit cycles of the Kukles
polynomial system (4.2) bifurcating from the periodic orbits of the
linear center Ûx = −y, Ûy = x ,
(1) is max
{ [
m−1
2
]
,
[n2
2
]
, 1
}
by using the first order averaging
method;
(2) ismax
{ [n1
2
]
+
[
n2−1
2
]
,
[n1
2
]
+
[
m
2
] − 1, [n1+12 ] , [n3+32 ] ,[n3
2
]
+
[
m
2
]
,
[
n2+1
2
]
+
[n3
2
]
,
[n2
2
]
,
[
m−1
2
]
,
[
n1−1
2
]
+ µ,[
n3+1
2
]
+ µ, 1
}
by using the second order averaging method,
where µ = min
{ [
m−1
2
]
,
[n2
2
] }
.
Here, [·] denotes the integer part function. Remark that, many
researchers have discussed the bifurcation of limit cycles for gener-
alized Kukles polynomial differential system in the form (4.1). We
refer the readers to [36, 47] for some interesting results on this
subject. The next result extends Theorem 4.1 to arbitrary order of
averaging.
Lemma 4.2. Let max{m,n1,n2 + 1,n3 + 2} = N ≥ 3, then the
Kukles polynomial system (4.2) for ε sufficiently small has no more
than [k(N − 1)/2] limit cycles bifurcating from the periodic orbits of
the linear center Ûx = −y, Ûy = x , using the averaging method up to
order k .
Proof. This result follows directly from Theorem 6 in [14]. 
In what follows, using our algorithms we will do some experi-
mental results by fixing some values of the degrees in system (4.2).
Note that the maximum numbers of limit cycles in Theorem 4.1
and Lemma 4.2 may not be reached. The following corollary shows
that these maximum numbers can be reached for some orders of
averaging.
Corollary 4.3. (i) Whenm = 3, n1 = 3, n2 = 2, and n3 = 1, the
maximum number of limit cycles of the Kukles polynomial system
(4.2) bifurcating from the periodic orbits of the linear center Ûx = −y,
Ûy = x , using the fifth order averaging method is five and it is reached.
(ii) Whenm = 5, n1 = 1, n2 = 2, and n3 = 1, the maximum num-
ber of limit cycles of the Kukles polynomial system (4.2) bifurcating
from the periodic orbits of the linear center Ûx = −y, Ûy = x , using the
fourth order averaging method is five and it is reached.
The detailed proof of the first statement of Corollary 4.3 can be
found in Appendix B. Since the calculations and arguments of the
second part are quite similar to those used in the first one, we omit
the proof of statement (ii) in Corollary 4.3. More concretely, we
provide in Table 1 the maximum number of limit cycles for system
(4.2) in each case of Corollary 4.3 up to the k-th order averaging
method for k = 1, . . . , 5.
Table 1: Number of limit cycles of system (4.2) in Corollary
4.3
Averaging order Statement (i) Statement (ii)
1 1 2
2 2 2
3 3 4
4 4 5
5 5 -
The number of limit cycles in statement (i) can be reached for
each order of averaging. That is to say, the bound given in Lemma
4.2 is sharp for the case in statement (i). However, for the statement
(ii), the bound given in Lemma 4.2 is only sharp for the first order
of averaging. We note also that for each statement in Corollary
4.3, the bound provided in Theorem 4.1 can be reached up to the
second order.
Remark 4.4. The calculation of the high order averaged function fk
involves heavy computationswith complicated expressions. It may
not work effectively when one of the degrees (m and ni , i = 1, 2, 3)
is big. It turns out that we can greatly improve the speed by updat-
ing the obtained dr/dθ using the conditions on the parameters of
f1 ≡ f2 ≡ · · · ≡ fk−1 = 0.
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4.2 Limit cycles for certain differential systems
with uniform isochronous centers
Recall that a center x¯ of system (2.1) is an isochronous center if it
has a neighborhood such that in this neighborhood all the periodic
orbits have the same period. An isochronous center is uniform if
in polar coordinates x = r cosθ , y = r sinθ , it can be written as
Ûr = G(θ, r ), Ûθ = η, η ∈ R\{0}, see Conti [10] for more details. The
next result on the uniform isochronous center (UIC) is well-known,
a proof of it can be found in [27].
Proposition 4.5. Assume that system (2.1) has a center at the
origin x¯ . Then x¯ is a UIC if and only if by doing a linear change of
variables and a rescaling of time the system can be written as
Ûx = −y + x f (x,y), Ûy = x + y f (x,y), (4.3)
where f is a polynomial in x and y of degree n − 1, and f (0, 0) = 0.
In what follows, we recall some important results on the UICs
of planar cubic and quartic differential systems. The following re-
sult due to Collins [9] in 1997, also obtained by Devlin, Lloyd and
Pearson [11] in 1998, and by Gasull, Prohens and Torregrosa [12]
in 2005 characterizes the UICs of cubic polynomial systems.
Theorem 4.6. A planar cubic differential system has a UIC at the
origin if and only if it can be written as system (4.3) with f (x,y) =
a1x+a2y+a3x
2
+a4xy−a3y2 satisfying that a21a3−a22a3+a1a2a4 =
0. Moreover, this planar cubic differential system can be reduced to
either one of the following two forms:
Ûx = −y + x2y, Ûy = x + xy2, (4.4)
Ûx = −y + x2 +Ax2y, Ûy = x + xy +Axy2, (4.5)
where A ∈ R.
Systems (4.4) and (4.5) are known asCollins First Form andCollins
Second Form, respectively. See ([35], Thm. 9) for more details of the
global phase portraits of the Collins forms.
In order to save space, we put the remaining results in Appendix
C.
5 CONCLUSION
We have presented a systematical approach to analyze how many
limit cycles of differential system (2.2) can bifurcate from the pe-
riodic orbits of an unperturbed one via the averaging method. We
designed four algorithms to analyze the averaging method and
shown that the general study of the number of limit cycles of sys-
tem (2.2) can be reduced to the problem of estimating the number
of simple zeros of the obtained averaged functions with the aid of
these algorithms.
Our algorithms admit a generalization to the case of studying
the bifurcation of limit cycles for discontinuous differential sys-
tems. It would be interesting to employ our approach to analyze
the bifurcation of limit cycles for differential systems in many dif-
ferent fields, which are of high interest in nature sciences and en-
gineering. It will be beneficial to generalize our current approach
to the case of higher dimension differential systems by using the
general form of the averaging method. We leave this as the future
research problems.
In addition, we noticed the phenomenon of tremendous growth
of expressions in intermediate calculations while we done exper-
iments for the linear center Ûx = −y, Ûy = x by using the high or-
der of averaging. For the nonlinear polynomial differential centers,
the evaluation of the high order averaged functions is highly non-
trivial; the main difficulty exists in the technical and cumbersome
computations of some complicated integral equations. How to sim-
plify and optimize the steps of the computations of the averaged
functions is also a question that remains for further investigation.
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A FIFTH ORDER AVERAGING FORMULAE
The explicit formulae of the functions yk (θ, z) for k = 1, 2, . . . , 5.
y1(θ, z) = Y (θ, z)
∫ θ
0
F1 (s, r (s,z))
Y (s,z) ds,
y2(θ, z) = Y (θ, z)
∫ θ
0
1
Y (s,z)
(
2F2 (s, r (s,z))
+
∂2
∂r2
F0 (s, r (s,z))y1 (s,z)2
+ 2
∂
∂r
F1 (s, r (s,z))y1 (s,z)
)
ds,
y3(θ, z) = Y (θ, z)
∫ θ
0
1
Y (s,z)
(
6F3 (s, r (s,z))
+ 3
∂2
∂r2
F0 (s, r (s,z))y1 (s,z)y2 (s,z)
+
∂3
∂r3
F0 (s, r (s,z))y1 (s,z)3
+ 6
∂
∂r
F2 (s, r (s,z))y1 (s,z)
+ 3
∂
∂r
F1 (s, r (s,z))y2 (s,z)
+ 3
∂2
∂r2
F1 (s, r (s,z))y1 (s,z)2
)
ds,
y4(θ, z) = Y (θ, z)
∫ θ
0
1
Y (s,z)
(
24F4 (s, r (s,z))
+
∂2
∂r2
F0 (s, r (s,z))
(
4y1 (s,z)y3 (s,z) + 3y2 (s,z)2
)
+ 6
∂3
∂r3
F0 (s, r (s,z))y1 (s,z)2 y2 (s,z)
+
∂4
∂r4
F0 (s, r (s,z))y1 (s,z)4
+ 24
∂
∂r
F3 (s, r (s,z))y1 (s,z)
+ 12
∂
∂r
F2 (s, r (s,z))y2 (s,z)
+ 4
∂
∂r
F1 (s, r (s,z))y3 (s,z)
+ 12
∂2
∂r2
F2 (s, r (s,z))y1 (s,z)2
+ 4
∂3
∂r3
F1 (s, r (s,z))y1 (s,z)3
+ 12
∂2
∂r2
F1 (s, r (s,z))y1 (s,z)y2 (s,z)
)
ds,
y5(θ, z) = Y (θ, z)
∫ θ
0
1
Y (s,z)
(
120F5 (s, r (s,z))
+ 5
∂2
∂r2
F0 (s, r (s,z))y1 (s,z)y4 (s,z)
+ 10
∂2
∂r2
F0 (s, r (s,z))y2 (s,z)y3 (s,z)
+ 10
∂3
∂r3
F0 (s, r (s,z))y1 (s,z)2 y3 (s,z)
+ 15
∂3
∂r3
F0 (s, r (s,z))y1 (s,z)y2 (s,z)2
+ 10
∂4
∂r4
F0 (s, r (s,z))y1 (s,z)3 y2 (s,z)
+
∂5
∂r5
F0 (s, r (s,z))y1 (s,z)5
+ 120
∂
∂r
F4 (s, r (s,z))y1 (s,z) + 60 ∂
∂r
F3 (s, r (s,z))y2 (s,z)
+ 60
∂2
∂r2
F3 (s, r (s,z))y1 (s,z)2 + 20 ∂
∂r
F2 (s, r (s,z))y3 (s,z)
+ 60
∂2
∂r2
F2 (s, r (s,z))y1 (s,z)y2 (s,z) + 20 ∂
3
∂r3
F2 (s, r (s,z))y1 (s,z)3
+ 5
∂2
∂r2
F1 (s, r (s,z))
(
4y1 (s,z)y3 (s,z) + 3y2 (s,z)2
)
+ 30
∂3
∂r3
F1 (s, r (s,z))y1 (s,z)2 y2 (s,z)
+ 5
∂
∂r
F1 (s, r (s,z))y4 (s,z) + 5 ∂
4
∂r4
F1 (s, r (s,z))y1 (s,z)4
)
ds .
(A.1)
B PROOF OF COROLLARY 4.3
Let
lk3 (x) =
3∑
i=0
ek,ix
i , f k3 (x) =
3∑
i=0
ak,ix
i ,
дk2 (x) =
2∑
i=0
bk,ix
i , hk1 (x) =
1∑
i=0
ck,ix
i .
(B.1)
We consider the following perturbed system
Ûx = −y +
5∑
k=1
εklk3 (x),
Ûy = x −
5∑
k=1
εk
(
f k3 (x) + дk2 (x)y + hk1 (x)y2 + dk0y3
)
.
(B.2)
Nowwe study the number of limit cycles of system (B.2). Applying
our algorithm NormalForm by taking k = 5 we obtain
dr
dθ
=
5∑
i=1
εiFi (θ, r ) + O(ε6). (B.3)
Here we give only the expression of F1(θ, r ), the explicit expres-
sions of Fi (θ, r ) for i = 2, . . . , 5 are quite large so we omit them.
F1(θ, r ) = S
(
(−C3a1,3 +C3c1,1 −Cc1,1)r3
+ (−C2a1,2 +C2c1,0 − c1,0)r2 −Ca1,1r − a1,0
)
+
(
(C4b1,2 −C4d1,0 +C4e1,3 −C2b1,2 + 2C2d1,0 − d1,0)r3
+ (C3b1,1 +C3e1,2 −Cb1,1)r2
+ (C2b1,0 +C2e1,1 − b1,0)r +Ce1,0
)
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with C = cosθ and S = sin θ . For the case F0 = 0, the algorithm
DSolutions returns a list [z, {0 < z}, 1]. We obtain the first func-
tion by using the algorithm AveragedFunction
f1(z) = −πz
4
(
(b1,2 + 3d1,0 − 3e1,3)z2 + 4(b1,0 − e1,1)
)
.
Therefore f1(z) can have at most one positive simple real root.
From Theorem 2.3 it follows that the first order averaging provides
the existence of at most one limit cycle of system (B.2) and this
number can be reached since the coefficients in f1(z) are indepen-
dent constants.
From now on, for each k = 2, . . . , 5, we will perform the calcu-
lation of the averaged function fk under the hypothesis fj ≡ 0 for
j = 1, . . . ,k − 1.
Doing e1,3 = d1,0 + b1,2/3, e1,1 = b1,0, and computing f2 we
obtain
f2(z) = −πz
24
(
A2,4z
4
+A2,2z
2
+A2,0
)
,
where
A2,4 = −9a1,3d1,0 + 2b1,2c1,1 + 3c1,1d1,0,
A2,2 = −18a1,1d1,0 + 6a1,2b1,1 − 12a1,2e1,2 + 12b1,0c1,1
+ 6b1,1c1,0 + 6b2,2 + 18d2,0 − 18e2,3,
A2,0 = 24a1,0b1,1 − 48a1,0e1,2 + 48c1,0e1,0 + 24b2,0 − 24e2,1.
It is obvious that f2(z) can have at most two positive simple real
roots. Therefore, the second order averaging provides the existence
of at most two limit cycles of system (B.2) and this number can be
reached.
Letting e2,1 = A2,0/24 + e2,1, e2,3 = A2,2/18 + e2,3, a1,3 =
A2,4/9d1,0 + a1,3, and computing f3 we have
f3(z) =
πz
864d1,0
(
A3,6z
6
+A3,4z
4
+A3,2z
2
+A3,0
)
,
whereA3,6 = 3d1,0(5b1,2+12d1,0)(3b1,2d1,0−c21,1), the expressions
ofA3,2i for i = 0, 1, 2 are quite long, sowe do not provide themhere.
It is not hard to check that f3(z) has at most three positive simple
real roots. Then the third order averaging provides the existence
of at most three limit cycles of system (B.2) and this number can
be reached.
To consider the fourth order averaging theorem we have two
cases from the expression of A3,6.
CASE 1: [5b1,2+ 12d1,0 = 0], and CASE 2: [3b1,2d1,0−c21,1 = 0].
In what follows we only show the proof under the CASE 1, be-
cause the maximum number of limit cycles in Lemma 4.2 under
this case can be reached up to k = 5 for system (B.2).
In order to let f3 ≡ 0 we take e3,1 = −A3,0/864d1,0 + e3,1, e3,3 =
−A3,2/648d1,0+e3,3, a2,3 = −A3,4/324d21,0+a2,3, b1,2 = −12d1,0/5.
Computing f4 we obtain
f4(z) = − πz
216000d1,0
(
A4,8z
8
+A4,6z
6
+A4,4z
4
+A4,2z
2
+A4,0
)
,
where A4,8 = 27c1,1d21,0(5c21,1 + 36d21,0), here again we omit the
expressions of A4,2i for i = 0, 1, 2, 3, because they are too long.
Hence f4(z) has at most four positive simple roots. Then the fourth
order averaging provides the existence of at most four limit cycles
of system (B.2) and this number can be reached.
Note that d1,0 , 0, so in order to let f4 ≡ 0, we take c1,1 = 0 and
the following equalities
e4,1 = A4,0/216000d1,0 + e4,1,
e4,3 = A4,2/162000d1,0 + e4,3,
a3,3 = A4,4/81000d21,0 + a3,3,
b2,2 = −A4,6/750d1,0(5c21,1 + 36d21,0) + b2,2.
Computing f5 we obtain
f5(z) = − πz
19440000d1,0
(
A5,10z
10
+A5,8z
8
+ A5,6z
6
+ A5,4z
4
+A5,2z
2
+A5,0
)
,
where A5,10 = 40824d61,0, and
A5,8 = −243d41,0
(
10375a1,2
2
+ 16870a1,2c1,0 − 1080b1,0d1,0
+ 2451b1,1
2
+ 18456b1,1e1,2 + 2715c1,0
2
− 12291e1,22 − 360c2,1
)
.
We do not explicitly provide the expressions of A5,2i for i =
0, 1, 2, 3, because they are very long. Therefore f5(z) can have at
most five positive real roots. Then the fifth order averaging pro-
vides the existence of at most five limit cycles of system (B.2) and
this number can be reached.
C LIMIT CYCLES FOR CERTAIN
DIFFERENTIAL SYSTEMS WITH UNIFORM
ISOCHRONOUS CENTERS
This appendix is an overflow from Subsection 4.2. The following
characterization of planar quartic polynomial differential systems
with an isolatedUIC at the origin is provided byChavarriga, García
and Giné [3], in 2001.
Theorem C.1. A planar quartic differential system has a UIC at
the origin if and only if it can be written as
Ûx = −y + x
(
ax + bxy + cx3 + dxy2
)
,
Ûy = x + y
(
ax + bxy + cx3 + dxy2
)
,
(C.1)
where a,b, c,d ∈ R.
A classification of the global phase portraits of the quartic dif-
ferential systems of the form (C.1) is provided in [27].
In this subsection, we study the limit cycles that bifurcate from
some periodic orbits surrounding the origin of the Collins First
Form and a subclass of system (C.1) (we take a = b = 0), respec-
tively.
C.1 Bifurcation of limit cycles of Collins First
Form
Consider the following perturbation of the Collins First Form:
Ûx = −y + x2y + ε
3∑
i+j=0
ai, jx
iy j ,
Ûy = x + xy2 + ε
3∑
i+j=0
bi, jx
iy j .
(C.2)
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We study the number of limit cycles of system (C.2) by using the
first order averaging method. Applying our algorithm Normal-
Form by taking k = 1 we obtain
dr
dθ
= F0(θ, r ) + εF1(θ, r ) + O(ε2), (C.3)
where F0(θ, r ) = r3 cosθ sin θ , and
F1(θ, r ) = S
(
r5
(
a0,3 − a2,1 + b1,2 − b3,0
)
C5
+ r4
(−a1,1 + b0,2 − b2,0) C4 + (r5(−2a0,3 + a2,1 − b1,2)
+ r3(−a0,1 − a0,3 + a2,1 − b1,0 − b1,2 + b3,0)
)
C3
+
(
r4(a1,1 − b0,2) + r2(a1,1 − b0,0 − b0,2 + b2,0)
)
C2
+
(
r5a0,3 + r
3(a0,1 + a0,3 + b1,2) + r (a0,1 + b1,0)
)
C
+ r2b0,2 + b0,0
)
+ r5
(
a1,2 − a3,0 − b0,3 + b2,1
)
C6
+ r4
(
a0,2 − a2,0 + b1,1
)
C5 +
(
r5(−2a1,2 + a3,0
+ 2b0,3 − b2,1) + r3(−a1,0 − a1,2 + a3,0 + b0,1
+ b0,3 − b2,1)
)
C4 +
(
r4(−2a0,2 + a2,0 − b1,1)
+ r2(−a0,0 − a0,2 + a2,0 − b1,1)
)
C3 +
(
r5(a1,2 − b0,3)
+ r3(a1,0 + a1,2 − b0,1 − 2b0,3 + b2,1) + r (a1,0 − b0,1)
)
C2
+
(
r4a0,2 + r
2(a0,0 + a0,2 + b1,1) + a0,0
)
C
+ r3b0,3 + rb0,1
with S = sinθ , C = cosθ . Using the algorithm DSolutions we
obtain a list [r (θ, z),SIs ,Y (θ,z)], where
r (θ, z) = z√
z2(cos2 θ − 1) + 1
,
S Is =
{
0 < z, 0 <
z√
−z2 + 1
}
,
Y (θ, z) = 1(z2(cos2 θ − 1) + 1)3/2 .
To obtain the interval D in this case, we construct an equivalent
solution set SIs := {0 < z, 0 < z−z2+1 }. Computing the solution of
the set SIs, we have D = {0 < z < 1}. Now assuming z ∈ D and
applying the algorithm AveragedFunction for the system (C.2),
we obtain
f1(z) = −π
z
( ((b0,1 − b0,3 − b2,1)z4
+ (−a1,0 − 3a3,0 − b0,1 − b0,3 + a1,2 + 3b2,1)z2
+ 2a3,0 + 2b0,3 − 2a1,2 − 2b2,1
)
+ 2
√
1 − z2
× ((a3,0 − b2,1)z2 − a3,0 − b0,3 + a1,2 + b2,1)) .
By taking the transformation z =
√
1 − s2, 0 < s < 1, we then have
z f1(z) = π (1 − s)
(
(b0,1 − b0,3 − b2,1)s3
+ (b0,1 − 2a3,0 − b0,3 + b2,1)s2 + (a1,0 − a1,2
+ a3,0 + 2b0,3)s + a1,0 + a1,2 + a3,0
)
.
It is not hard to check that f1(z) can have 3 simple zeros in the
interval (0, 1). Thus system (C.2) can have up to 3 limit cycles by
using the first order averaging method from Theorem 2.3. There-
fore, using our algorithmic approach we verified the first result in
([34], Thm. 1.1). In the following, we provide a concrete example to
demonstrate that there exist some systems in the form (C.2) having
exactly three limit cycles. Consider a family of systems
Ûx = −y + x2y + ε
(
(−26 − b0,3 − b2,1)x + (61
2
+ b2,1)x3
+ (− 11
2
+ b0,3)xy2
)
,
Ûy = x + xy2 + ε
(
(30 + b2,1 + b0,3)y + b2,1x2y + b0,3y3
)
.
(C.4)
Applying our algorithmic approach to system (C.4), we obtain the
following first order averaged function
f1(z)
z=
√
1−s2
=⇒ π
√
1 − s√
1 + s
((3s − 1)(2s − 1)(5s − 1)), (C.5)
where z and s are defined as before. Apparently, f1(z) has exactly
three positive zeros, denoted by
z1 =
√
3
2
, z2 =
2
√
2
3
, z3 =
2
√
6
5
,
corresponding to s1 = 1/2, s2 = 1/3, and s3 = 1/5, respectively,
in z ∈ (0, 1). Then it follows from Theorem 2.3 that system (C.4)
has exactly three limit cycles by the first order averaging method.
We explicitly provide the expressions of these three limit cycles as
follows:
r1
(
θ,
√
3
2
)
=
√
3√
3 cos2 θ + 1
,
r2
(
θ,
2
√
2
3
)
=
2
√
2√
8 cos2 θ + 1
,
r3
(
θ,
2
√
6
5
)
=
2
√
6√
24 cos2 θ + 1
.
Remark C.2. (i) Usually for the nonlinear differential systems, the
higher the averaging order is, the more complex are the computa-
tional operations to calculate the averaged functions. Even for the
first order averaging, if one consider a perturbation of a given dif-
ferential system inside the class of polynomial differential systems
of the same degree (see [23, 26, 34]), the calculations of the aver-
aged function require powerful computational resources. In next
subsection, we will try to analyze a class of quartic systems by the
second order averaging method. (ii) To our best knowledge, the bi-
furcation of medium amplitude limit cycles for the Collins Second
Form has not been studied by the averaging method. Here we at-
tempt to do this, but our algorithmDSolutions can not return the
desired results. In fact, for the Collins Second Form, one can obtain
the unperturbed normal form: dr/dθ = Ar3 cosθ sinθ +r2 cosθ by
the algorithm NormalForm. However, determining the explicitly
fundamental solutions r (θ, z) and Y (θ, z) for this parametric differ-
ential system dr/dθ seems to be very hard.
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C.2 Bifurcation of limit cycles of system
(C.1)|a=b=0
Consider system (C.1) with a = b = 0:
Ûx = −y + x(cx3 + dxy2), Ûy = x + y(cx3 + dxy2). (C.6)
First, note that we may use a spatial scaling x → x/ 3
√
d , y → y/ 3
√
d
(d , 0) to system (C.6) to obtain
Ûx = −y + x(αx3 + xy2), Ûy = x + y(αx3 + xy2), (C.7)
where α = c/d . We now consider the following class of perturba-
tion of system (C.7):
Ûx = −y + x(αx3 + xy2) +
2∑
k=1
εk
(
λkx +
∑
i+j=4
ak,i, jx
iy j
)
,
Ûy = x + y(αx3 + xy2) +
2∑
k=1
εk
(
λky +
∑
i+j=4
bk,i, jx
iy j
)
,
(C.8)
where λk , ak,i, j ’s and ak,i, j ’s are real constants. Here we study the
number of limit cycles of system (C.8) by the second order averag-
ing method. We remark that special case of system (C.8) (α = 1,
λ1 = 0) has been studied by the first order averaging method (see
[49]), In fact, the system there can be written as the form (C.7)|α=1
by doing a linear change of variables.
Now applying our algorithm NormalForm by taking k = 2 we
obtain
dr
dθ
= F0(θ, r ) + εF1(θ, r ) + ε2F2(θ, r ) + O(ε3), (C.9)
where F0(θ, r ) = r4 cosθ
((α − 1) cos2 θ + 1) , and
F1(θ, r ) = S
(
r7(α − 1)(a1,0,4 − a1,2,2 + a1,4,0 + b1,1,3
− b1,3,1)C7 − r7
(
α(2a1,0,4 − a1,2,2 + b1,1,3) − 3a1,0,4 + 2a1,2,2
− a1,4,0 − 2b1,1,3 + b1,3,1
)
C5 − r4 (a1,1,3 − a1,3,1 − b1,0,4 + b1,2,2
− b1,4,0
)
C4 + r7
(
αa1,0,4 − 3a1,0,4 + a1,2,2 − b1,1,3
)
C3
+ r4
(
a1,1,3 − 2b1,0,4 + b1,2,2
)
C2 + r7a1,0,4C + r
4b1,0,4
)
+ r7(α − 1)(a1,1,3 − a1,3,1 − b1,0,4 + b1,2,2 − b1,4,0)C8
− r7(α(2a1,1,3 − a1,3,1 − 2b1,0,4 + b1,2,2) − 3a1,1,3
+ 2a1,3,1 + 3b1,0,4 − 2b1,2,2 + b1,4,0)C6 + r4
(
a1,0,4
− a1,2,2 + a1,4,0 + b1,1,3 − b1,3,1
)
C5 + r7
(
α(a1,1,3 − b1,0,4)
− 3a1,1,3 + a1,3,1 + 3b1,0,4 − b1,2,2
)
C4
− r4 (2a1,0,4 − a1,2,2 + 2b1,1,3 − b1,3,1) C3
+ r7
(
a1,1,3 − b1,0,4
)
C2 + r4
(
a1,0,4 + b1,1,3
)
C + rλ1
with S = sin θ ,C = cosθ , the expression of F2(θ, r ) is quite long so
we omit it here. Using the algorithm DSolutions we obtain a list
[r (θ, z), SIs,Y (θ, z)], where
r (θ, z) = z
[1 − (α − 1)z3 cos2 θ sin θ − (2α + 1)z3 sin θ ]1/3
,
S Is =
{
0 < z, 0 <
z
(1 − (2α + 1)z3)1/3 , 0 <
z
(1 + (2α + 1)z3)1/3
}
,
Y (θ, z) = 1
[1 − (α − 1)z3 cos2 θ sin θ − (2α + 1)z3 sin θ ]4/3
.
To obtain the interval D in this case, we construct an equivalent
solution set SIs := {0 < z, 0 < z
1−(2α+1)z3 , 0 <
z
1+(2α+1)z3 }. By us-
ing the Maple command SolveTools[SemiAlgebraic] to SIs, we
obtain the interval D as follows:
D =

{
0 < z,z < − 1(2α + 1)1/3
}
, if α < −1/2,
{0 < z}, if α = −1/2,{
0 < z,z <
1
(2α + 1)1/3
}
, if α > −1/2.
Now assuming the case α > −1/2 and applying the algorithm Av-
eragedFunction for the system (C.8) when k = 1, we find that
Maple may not evaluate the following kind of parametric integrals:
Ii, j =
∫ 2π
0
(
cosi θ sinj θ
1 − (α − 1)z3 cos2 θ sinθ − (2α + 1)z3 sin θ
)
dθ, i, j ∈ N.
In view of this, from now on we restrict to the case α = 1. Comput-
ing the first averaged function by the algorithm AveragedFunc-
tion and taking the transformation z =
[
1−s2
3(1+s2)
]1/3
for 0 < s < 1,
we have
f1(z)
z=
[
1−s2
3(1+s2 )
]1/3
=⇒ f¯1(s)
=
π32/3(1 − s)1/3
108(1 + s)11/3(1 + s2)4/3
(
N1s
6
+ N2s
5
+ N3s
4
+ N4s
3
+ N3s
2
+ N2s + N1
)
,
(C.10)
where
N1 = 3a1,1,3 + a1,3,1 − 3b1,0,4 − b1,2,2 − 3b1,4,0 + 72λ1,
N2 = −4a1,1,3 + 4b1,0,4 + 4a1,3,1 − 4b1,2,2 − 12b1,4,0 + 288λ1,
N3 = 5a1,1,3 − 9a1,3,1 − 5b1,0,4 + 9b1,2,2 − 5b1,4,0 + 504λ1,
N4 = −8a1,1,3 + 8a1,3,1 + 8b1,0,4 − 8b1,2,2 + 40b1,4,0 + 576λ1.
As a result of the symmetry of coefficients of the function f¯1(s)
with respect to s , we know that if s0 , 0 is one root of f¯1(s0), so is
1/s0. Hence, the fact that f¯1(s) has at most three zeros in s ∈ (0, 1)
implies that there exist at most three zeros for f (z) in z ∈ (0, 1/ 3√3).
Moreover, the number three can be reached since the constantsN1,
N2, N3 and N4 are independent. It follows from Theorem 2.3 that
the first order averaging provides the existence of at most three
limit cycles of system (C.8), and this number can be reached. Hence,
with the nonzero constant λ1 the perturbed system (C.8) can pro-
duce one more limit cycle than the case without it.
In order to consider the second order averaging, we must use
the conditions of f1(z) = 0. The following lemma follows from
equation (C.10).
Lemma C.3. The first averaged function f1(z) ≡ 0 if and only if
a1,1,3 = b1,0,4, a1,3,1 = b1,2,2, and b1,4,0 = λ1 = 0.
Now we consider the second order averaging of system (C.8)
with α = 1. First, we update the obtained dr/dθ in (C.9) by Lemma
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C.3. We put the resulting expression of y1(θ, z) as follows.
y1(θ, z) = 1
14580z11(3z3 sinθ − 1)4/3
(
m1 · ln(1 − 3z3 sin θ)
+m2 · cos2 θ sinθ +m3 · cos4 θ sinθ +m4 · cos4 θ
+m5 · cos3 θ +m6 · cos2 θ − 14580b1,0,4z15 cosθ
+m7 · sin θ +m8
)
,
(C.11)
where
m1 = 1620
(−a1,4,0 + b1,3,1) z12 + 180( − a1,2,2 + 2a1,4,0
+ b1,1,3 − 2b1,3,1
)
z6 + 20(a1,2,2 − a1,0,4 − a1,4,0
− b1,1,3 + b1,3,1),
m2 = −36z9
(
9
(
12a1,0,4 − 2a1,2,2 − 8a1,4,0 + 17b1,1,3
− 7b1,3,1
)
z6 + 5(a1,2,2 − a1,0,4 − a1,4,0
− b1,1,3 + b1,3,1)
)
,
m3 = 1944z
15(b1,1,3 − a1,2,2 − b1,3,1 + a1,4,0 + a1,0,4),
m4 = −405z12(b1,1,3 − a1,2,2 − b1,3,1 + a1,4,0 + a1,0,4),
m5 = 4860z
15(b1,0,4 − b1,2,2),
m6 = 90z
6
(
9
(
a1,0,4 − a1,4,0 + b1,3,1
)
z6 + b1,1,3 − a1,2,2
− b1,3,1 + a1,4,0 + a1,0,4
)
,
m7 = 12z
3
(
27(6a1,0,4 + 4a1,2,2 + 16a1,4,0 + 11b1,1,3
+ 14b1,3,1)z12 − 15(a1,0,4 + 2a1,2,2 − 5a1,4,0
− 2b1,1,3 + 5b1,3,1)z6 + 5(a1,2,2 − a1,0,4 − a1,4,0
− b1,1,3 + b1,3,1)
)
,
m8 = 45z
6
(
108
(
b1,2,2 + 2b1,0,4
)
z9 + 9
( − 3b1,3,1 − a1,2,2
+ b1,1,3 − a1,0,4 + 3a1,4,0
)
z6 + 2(b1,3,1 − b1,1,3
+ a1,2,2 − a1,4,0 − a1,0,4)
)
.
Applying the algorithmAveragedFunction to the updated nor-
mal formdr/dθ whenk = 2, we find thatMaplewas consuming too
much of the CPU during a calculation, and can not able to allocate
enough memory. This is mainly because the expressions involved
in the analysis are huge, and sometimes Maple can not evaluate
the integrals for certain complicated functions. For instance, in our
case here, Maple can not evaluate the integrals in z ∈ (0, 1/ 3√3) of
the following form:
Ji =
∫ 2π
0
(
ln
(
1 − 3z2 sinθ ) cos2i θ
9z6(cos2 θ − 1) + 6z3 sinθ − 1
)
dθ, i ∈ N.
To simplify our computation, we let the term ln
(
1 − 3z2 sinθ ) in
y1(θ, z) be identically zero (i.e., m1 ≡ 0 in (C.11)). The following
corollary follows from this fact.
Corollary C.4. The term ln
(
1 − 3z2 sinθ ) in y1(θ, z) vanishes
if and only if a1,2,2 = b1,1,3, a1,4,0 = b1,3,1, and a1,0,4 = 0.
Applying Lemma C.3 and Corollary C.4 to system (C.8), we ob-
tain the following second order averaged function by the algorithm
AveragedFunction.
f2(z) = − π
2916z11
√
1 − 9z6
(
(h1z12 + h2z6 + 8h3)
√
1 − 9z6
− 8(1 − 9z6)(81b2,4,0z12 + h4z6 + h3)),
where
h1 = 81a2,1,3 + 243a2,3,1 − 81b2,0,4 − 243b2,2,2
+ 1215b2,4,0 − 5832λ2,
h2 = 36a2,1,3 − 108a2,3,1 − 36b2,0,4 + 108b2,2,2 − 180b2,4,0,
h3 = −a2,1,3 + a2,3,1 + b2,0,4 − b2,2,2 + b2,4,0,
h4 = −9a2,3,1 + 9b2,2,2 − 18b2,4,0.
After making the transformation as before, f2(z) becomes
f2(z) = π3
2/3(1 − s)1/3
108(1 + s)11/3(1 + s2)4/3
(
H1s
6
+ H2s
5
+ H3s
4
+ H4s
3
+ H3s
2
+ H2s + H1
)
,
(C.12)
where
H1 = 3a2,1,3 + a2,3,1 − 3b2,0,4 − b2,2,2 − 3b2,4,0 + 72λ2,
H2 = −4a2,1,3 + 4b2,0,4 + 4a2,3,1 − 4b2,2,2 − 12b2,4,0 + 288λ2,
H3 = 5a2,1,3 − 9a2,3,1 − 5b2,0,4 + 9b2,2,2 − 5b2,4,0 + 504λ2,
H4 = −8a2,1,3 + 8a2,3,1 + 8b2,0,4 − 8b2,2,2 + 40b2,4,0 + 576λ2.
It follows from Theorem 2.3 and equation (C.12) that the averaging
method up to second order provides the existence of at most three
limit cycles of system (C.8), and this number can be reached by
using similar arguments to the function f1(z).
We summarize our results as follows based on the above analy-
sis.
Theorem C.5. For sufficiently small parameter |ε | > 0, the per-
turbed system (C.8) with α = 1 has at most three limit cycles bifur-
cating from periodic orbits of the unperturbed one by the first order
averaging method, and by the second order averaging method under
the condition: a1,2,2 = b1,1,3, a1,4,0 = b1,3,1, and a1,0,4 = 0. In each
case this number can be reached.
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