Abstract. We study the local exponential stabilization, near a given steady-state flow, of solutions of the Navier-Stokes equations in a bounded domain. The control is performed through a Dirichlet boundary condition. We apply a linear feedback controller, provided by a well-posed infinite dimensional Riccati equation. We give a characterization of the domain of the closed-loop operator which is obtained from the closed-loop linearized Navier-Stokes system. We give a class of initial data for which a Lyapunov function is obtained. For all s ∈ [0, 1/2[, the stabilization of the 2-D Navier-Stokes equations is proved for initial data in H s (Ω) ∩ V 0 n (Ω), where V 0 n (Ω) is the space in which the Stokes operator is defined. We also obtain a 3-D stabilization result but only for a very specific set of initial data.
Introduction.
Let Ω be a bounded and connected domain in R d for d = 2 or d = 3, with a boundary Γ = ∂Ω of class C 4 which is composed of N connected components Γ 1 , . . . , Γ N . A stationary motion of an incompressible fluid in Ω is described by a velocity field z e and a pressure function r e which obey:
−ν∆z e + (z e · ∇)z e + ∇r e = f, ∇ · z e = 0 in Ω and z e = v b on Γ.
(1.1)
In this setting, ν > 0 is the viscosity coefficient, f ∈ H 1 (Ω) and v b ∈ H 5/2 (Γ) obeys If z e is an unstable equilibrium state, and if we assume that at time t = 0 the velocity is equal to z 0 = z e , then even if z 0 is close to z e , the resulting unsteady velocity z(t) when t > 0 will not necessarily stay close to z e . In order that z(t) go back to z e as t → +∞, a possible approach consists in looking for a feedback controller which is localized on the boundary Γ. In [21, 5, 4, 6] the authors use the solution of a Riccati equation to construct a feedback law F : L 2 (Ω) → L 2 (Γ) which is such that the solution to:
obeys z(t) −→ z e when t −→ +∞. However, although it seems reasonable that the decay of z(t) − z e corresponds to the decreasing of some energy, in [21, 4, 6] it is not explained how to construct a Lyapunov function for system (1.2)-(1.3). Moreover, the Lyapunov function provided in [5] is obtained from an ill-posed Riccati equation. Hence, the main goal of the present paper is to construct a Lyapunov function for system (1.2)-(1.3) when F is a Riccati-type feedback law obtained from a well-posed Riccati equation. In order to study the behaviour of the solution to (1.2)-(1.3) along the stationary trajectory (z e , r e ), it is better to write z 0 = z e + y 0 and (z, r) = (z e + y, r e + p) where y 0 is the new initial datum and (y, p) is the new state variable. An easy formal calculation shows that (y, p) = (z − z e , r − r e ) obeys:
∂ t y − ν∆y + (y · ∇)z e + (z e · ∇)y + (y · ∇)y + ∇p = 0 in (0, ∞) × Ω, (1.4) ∇ · y = 0 in (0, ∞) × Ω, y = F y on (0, ∞) × Γ, y(0) = y 0 .
(1.5)
The key steps of the Riccati approach are the following ones. We linearize first system (1.4)-(1.5) around zero then we apply an unknown boundary control u ∈ L 2 ((0, ∞)×Γ) to the resulting linear system: Thus, to fit the framework of [18, Chap. 2], we introduce a Hilbert space of initial data H and we reduce system (1.6)-(1.7) to a dynamical system written in the abstract form: ) is a linear input operator defined on a Hilbert space of control U . We will explain later on how it can be achieved with the theory of [23] . Next, we fix an observation space Z and an operator C : H → Z, with a not too hight degree of unboundedness and so that the pair (−A, C) satisfies a detectablility condition [18, Chap. 2, and (H-3')]. By this way, we obtain a feedback law
from a bounded self-adjoint and nonnegative operator Π on H, which defines the value function of a minimizing problem associated with C:
U dt (y, u) obeys (1.8) .
(1.10)
Notice that the well-posedness of (1.10) relies on an adequate finite cost condition related to C [18, Chap.2, (2.1.12)]. Moreover, the optimal pair solution to (1.10) obeys the feedback relation u = −B * Πy. The optimal state is then the solution to (1.8) with the feedback control obtained from (1.9):
y + Ay = −B(B * Π)y, y(0) = y 0 ∈ H.
(1.11)
The major interest of this approach is that the value function (Π · |·) H defined by (1.10) is the natural Lyapunov function of the closed-loop system (1.11). Indeed, it can be proved that Π satisfies the Riccati equation:
(Πξ|Aζ) H + (Aξ|Πζ) H + (B * Πξ|B * Πζ) U = (Cξ|Cζ) Z ∀(ξ, ζ) ∈ H × H, (1.12) and if we multiply the first equation in (1.11) by Πy, the use of (1.12) where we set ξ = ζ = y(t) gives:
∂ t (Πy(t)|y(t)) H + Cy(t)
Notice that the validity of (1.12) for test functions ξ and ζ which only belong to H is proved in [5, App. B.4] , see also Remark 8 below. Hence, in order to stabilize the Navier-Stokes system, the Riccati-based strategy consists in applying the linear feedback law (1.9) to the nonlinear system. If we assume that the closed-loop NavierStokes system (1.4)-(1.5) can be reduced to a system of type:
y + Ay = −B(B * Π)y + N (y) , y(0) = y 0 , ( 13) where N (y) is obtained from the nonlinear term (y · ∇)y, then similarly as in the linear case, we can verify (at least formally) that every solution to (1.13) obeys:
∂ t (Πy(t)|y(t)) H + Cy(t) 2 Z + B * Πy(t) 2 U = 2(N (y(t))|Πy(t)) H .
(1.14)
A brief glance at (1.14) suggests that, if we now choose C adequately unbounded in H, then the observation term Cy(t) 2 Z may dominate the term 2(N (y(t))|Πy(t)) H and may force local stabilization of y around zero. Hence, a first approach consists in choosing C unbounded enough so that the value function (1.10) is a Lyapunov function for system (1.13). The operator Π related to such unbounded observation is called a "hight-gain" Riccati operator [4, 6] . This strategy has been first used in [3, 7] to obtain a stabilization result for the 3-D Navier-Stokes system by means of a feedback control localized in an open subset of the domain. A "hight-gain" Riccati operator is also used in [5] to obtain a stabilization result for the 3-D Navier-Stokes system by means of a tangential feedback control localized on the boundary of the domain. The authors use an operator C which is the canonical isomorphism of H 3/2+ (Ω)) ∩ V 0 n (Ω) onto V 0 n (Ω) for > 0, where V 0 n (Ω) is the space in which the Stokes operator is defined. Such a choice ensures that the value function of the minimizing problem is a Lyapunov function for the controlled Navier-Stokes system, but there is no constructive way to calculate Π. Indeed, as it is explained in [4, 22] , the too high degree of unboundedness of C does not allow to define a Riccati equation in a classical sense.
However, in the 2-D case, the initial paper [21] and its revisited version in [4, 6] illustrate the fact that a stabilization result can also be obtained with a bounded observation. Such a "low-gain" strategy seems to be the most reasonable one because it provides a bounded feedback law obtained from a well-posed Riccati equation. However, the value function (1.10) is no longer a Lyapunov function for the closedloop nonlinear system (1.13). The stabilization results of [21, 4, 6] are obtained with a fixed point method which guarantees existence and uniqueness of a stable solution in a sufficiently small ball centered at the origin, and without exhibiting a Lyapunov function. Notice that the 3-D case is treated in [22] with a time dependent Riccatitype feedback law.
Hence, the natural question which arises is: can we construct a Lyapunov function for (1.13) when Π is a "low-gain" Riccati operator? Let us sketch the idea which allows to give a positive answer. Assume for simplicity that C = I H (identity in H) and consider the solution Π to the Riccati equation (1.12) . We introduce the free dynamic operator A Π = A + BB * Π of the closed-loop system (1.11), and for s ≥ 0 we construct the operator:
from which we can define the function: (s) y, the use of (1.12) where we set ξ = ζ = A 1/2+s/2 Π y(t) ensures that every solution to (1.13) obeys (at least formally):
The above inequation suggests to seek an adequate s ≥ 0 so that the term A 1/2+s/2 Π y(t) 2 H dominates the term 2(N (y(t))|Π (s) y(t)) H , which is to say that Π (s) · |· is a Lyapunov function of system (1.13). However, this function is now only well-defined on the domain of a fractional power of A Π : that is the price to pay to obtain a Lyapunov function for system (1.13) with such a "low-gain" strategy. More precisely, because it can be proved that Π (s) · |· defines a norm equivalent to the one of D(A s/2 Π ), to obtain a continuous mapping t −→ Π (s) y(t)|y(t) we shall assume that y 0 belongs to D(A s/2 Π ). Then, we need a precise characterization of the space D(A s/2 Π ). Notice that in the case of a distributed Riccati-type feedback control, the same approach is used in [1] to construct a large class of Lyapunov functions.
The paper is organized as follows.
In Section 2, we give the notations used throughout the paper, we give an abstract formulation for the Oseen and Navier-Stokes systems, and we state our main theorems. In particular, to reduce (1.6)-(1.7) to a system of the form (1.8) we introduce the state space
, and we recall the theory of [23] which allows to rewrite system (1.6)-(1.7) in the following abstact form:
(1.18)
In the above setting, P is the orthogonal projector from L 2 (Ω) onto V 0 n (Ω), A is the Stokes operator, A e is the operator associated with the convective term (y · ∇)z e + (z e · ∇)y, D is an adequate lifting operator and
. Moreover, since in (1.17)-(1.18) one observes that the velocity y is entirely determined by its projected part P y and by the control u, system (1.6)-(1.7) can be reduced to: 19) where y in (1.19) plays the role of P y in (1.17).
In Section 3, we obtain a Riccati operator Π from the value function of the minimizing problem:
whose optimal state obeys the following closed-loop system: 
, and when y 0 ∈ D(A s/2 Π ), we prove that the function V s (·) defined by V s (ξ) = (ξ|ξ) Π,s is a Lyapunov function for the linear closed-loop system (1.20) .
In Section 5, we prove that D(A Π s/2 ) for s ∈ [0, 2] is a closed subspace of V 0 n (Ω) which is equipped with the same topology as H s (Ω), and which involves a very specific trace condition when s ≥ 1/2. The proof is based on the characterization of D(A Π ) and on the equality
One shall underline that the assumption Ω of class C 4 is used to identify D(A Π ). In Section 6, we study the well-posedness of system (1.2)-(1.3) for F = −(B * Π)P , which can be reduced to: 21) where N Π (·) is an adequate nonlinear operator. By combining a fixed point method and a priori estimates obtained from the (·|·) Π,s −product of (1.21) with y, we prove that for s ∈ [
Π ), system (1.21) admits a solution which is exponentially stable and which is unique within the class of functions belonging to
, we obtain a 2-D stabilization result generalizing the one of [21] when s ∈ [0, 1/4]. However, when d = 3 we must assume s ≥ 1/2, and because a trace condition appears in the definition of D(A s/2 Π ) we only obtain a 3-D stabilization result for a very specific set of initial data. We shall underline that the minimal Sobolev index
is sharp in the sense that it is the minimal value for which the first equality in (1.21) make sense in L 2 (0, T ; D(A * s/2+1/2 Π ) ) when y and A Π y belongs to L 2 (0, T ; D(A * s/2+1/2 Π ) ), or saying it differently, it is the minimal value for which a fixed point solution can be obtained in
. One shall also refer to the introduction of [2] where the sharpness of s = 1/2 when d = 3 is discussed by directly considering equation (1.4) .
Finally, Section 7 deals with a boundary control which is localized in a part of Γ.
Preliminaries and main results.
2.1. Notations. Throughout the following, if Z is a Banach space, we denote by · Z its corresponding norm, we denote by Z its dual space and by ·|· Z ,Z the Z -Z duality pairing. We use the notation Z 1 → Z 2 to say that a space Z 1 is continuously embedded into Z 2 . We denote by L(Z 1 , Z 2 ) the space of all bounded operators from Z 1 into Z 2 and we use the shorter expression L(Z) = L(Z, Z). The domain of a closed linear mapping A in Z is denoted by D(A), and A * denotes the adjoint of A. For a Hilbert space X and for 0 < T ≤ ∞, the space L 2 (0, T ; X) is the usual vector-valued Lebesgue space, H s (0, T ; X) for s ≥ 0 is the usual vector-valued Sobolev space [16] , H 
) is the space of bounded (resp. continuous and bounded) functions of t ∈ [0, ∞[ with values in X. For two Hilbert spaces X, Y and for 0 < T ≤ ∞ we also define:
and we use the shorter expression 
Throughout the following, Ω is a bounded and connected domain in
(Ω)) for s ≥ 0, we denote the usual Lebesgue and Sobolev spaces of scalar functions in Ω or in Γ, and we write in bold the spaces of vector-valued functions:
We also introduce different spaces of free divergence functions and some corresponding trace spaces:
In the above setting, n denote the unit normal to Γ outward Ω. We recall that if
We denote by ∆ the vector-valued Laplace operator in
(Ω), and we define: 
Since Ω is of class C 4 , by studying its related Neumann problem [14, Chap.III, Lem 1.2], we obtain that P obeys the following regularity property:
Notice that P can also be extended to a bounded linear operator from
We define the spaces of pressures with free mean:
Finally, we set Q = (0, +∞) × Ω and Σ = (0, +∞) × Γ, and for s ≥ 0 we define:
We denote by V s,s/2 loc (Q) the space of functions belonging to
2.2. Navier-Stokes and Oseen system with a Dirichlet boundary condition. This subsection is devoted to the abstract formulation of Navier-Stokes and Oseen systems with a Dirichlet boundary condition.
First, we define the Stokes operator in V 
T y − P (z e · ∇)y.
In the above setting the superscript " T " denotes the transpose. Moreover, we can choose λ 0 > 0 such that
and we have: 
Next, we introduce the Dirichlet operator D :
Γ) the function w = Du is defined by:
About such a Dirichlet operator, see [23, App. 2] .
is the unique pair solution to:
Moreover, the operator D * obeys:
Proof. See [23, App. 2]. We are now in position to define the input operator B appearing in (1.17) and in (1.19) .
0 (Ω)) as follows:
With the transposition method, A+A e can be extended to an operator A + A e defined in D(A + A e,T ) with domain D( A + A e ) = V 0 n (Ω) in the following way:
The space D(A+A e,T ) , which is the dual space of D(A+A e,T ) with respect to the pivot space V 0 n (Ω), is called the extrapolation space generated by A + A e [18, 0.3] . Hence, an equivalent definition of (2.4) is B = (λ 0 + A + A e )P D. Throughout the following, for readable convenience, we shall continue to denote by A + A e the extension A + A e and we shall write B = (λ 0 + A + A e )P D.
Proposition 2. For all ε ∈]0, 1/4[, the linear operator B obeys:
Proof. It is a direct consequence of equality
where r ∈ H 1 (Ω) is the unique solution to the Neumann problem:
Moreover, the operator B * obeys:
Proof. To prove (2.5) we first observe that we have
Thus, by successively applying P and I − P to the above equality we deduce that ϕ = ϕ and that
which is equivalent to ∆r = ∇·(ν∆ϕ−(∇z e ) T ϕ+(z e ·∇)ϕ) and ∂ n r = (ν∆ϕ−(∇z e ) T ϕ+(z e ·∇)ϕ)·n on Γ.
We conclude by remarking that ∇ · ∆ϕ = 0. Finally, (2.6) is an easy consequence of
(Ω), V s (Γ)) for s > 0 and of regularity results for the Laplace problem with a nonhomogeneous Neumann condition.
Remark 2. Because ϕ in (2.5) satisfies ∇ · ϕ = 0 and ϕ| Γ = 0, we deduce that its normal derivative ∂ n ϕ is tangential [5, Lem. 3.3.1] . Hence, rn and −ν∂ n ϕ are respectively the normal component and the tangential component of B * ϕ. We are now in position to define the evolution Oseen system with a nonhomogeneous Dirichlet boundary condition. For an initial datum obeying P y 0 ∈ V 0 n (Ω), and for a boundary value u ∈ L 2 (V 0 (Γ)), the weak formulation of (1.6)-(1.7) which is given in [23] is
However, since the solution y is entirely determined by P y and u, the study of the Oseen system can be reduced to the study of the following linear system:
where y in (2.8) plays the role of P y in (2.7). Notice that because (2.2) for θ = 0 is an isomorphism, the solution to (2.8) exists and is unique in
0 (Ω)). Next, we introduce the following trilinear form:
which is known to satisfy the estimate
where
(Ω) and s 1 , s 2 and s 3 are real nonnegative numbers such that
for at least one i [9, Prop. 6.1, (6.10)]. Notice that for the real nonnegative numbers s 1 , s 2 and s 3 given in (2.9), we also have the following estimate:
(Ω). Indeed, it is a direct consequence of (2.9), and of the following antisymetry property:
which is obtained from an integration by parts. Thus, we define the nonlinear mapping:
which allows to state the following abstract formulation of Navier-Stokes system with a nonhomogeneous Dirichlet boundary condition:
The following proposition gives an interpretation of (2.12)-(2.13) in terms of partial differential equations.
. Then the following results hold.
(Q) obeys (2.12)-(2.13) then there is a unique pressure function
such that (z, r) = (z e , r e ) + (y, p) satisfies:
14)
and obeys (2.14)-(2.15), then y = z − z e satisfies (2.12)-(2.13).
Proof. Let us give a brief sketch of the proof of (i) and (ii). (i) If we assume that y ∈ V 1+s,1/2+s/2 loc (Q) obeys (2.12)-(2.13), the same argument as in [2, Thm. 4.8] allows to recover the trace condition y| Σ = u from an integration by parts, and to deduce that y satisfies:
N (y)(τ )dτ , and by integrating in time the above equation we obtain:
According to [24, Rem.1.4(i), Chap.1, p. 15], the above equality means that for almost each time t > 0 there is a unique P(t) ∈ L 2 0 (Ω) obeying:
Hence, by checking the regularity of each term at the right of the above equality, we deduce that
) and by differentiating (2.16) we easily verify that (y, p) satisfies:
which is to say that (z, r) = (y + z e , p + r e ) obeys (2.14)-(2.15).
(ii) It suffices to apply the projector P ∈ L( To the best of our knowledge, obtaining r in such an anisotropic Sobolev space with negative index for the time variable seems to be new. We only obtain a pressure term in
. This is deeply due to the fact that a Dirichlet boundary condition has to be considered because Ω is bounded [19, Chap. 3 , Rem. 3.1, 4)]. 
and we prove the following Theorem. Theorem 2 (Th. 7, Sect. 3, Th. 9 and Cor. 6, Sect. 5). The unbounded operator (D(A Π ), A Π ) is the infinitesimal generator of an analytic and exponentially stable semigroup on V 0 n (Ω), and it obeys:
Moreover, we also have
Next, we consider system (1.2)-(1.3) for F = −(B * Π)P and for an initial datum
Π ). According to Proposition 4, an equivalent formulation is:
Notice that every function y that satisfies (2.20) can entirely be expressed in function of P y with the formula:
As a consequence, by introducing the nonlinear mapping:
system (2.19)-(2.20) can be reduced to:
For the clarity of the exposition we rename P y by y and P y 0 by y 0 in (2.21), and we now consider the system:
Thus, we introduce the following bilinear form which defines a new inner product on
. The new inner product (2.23) allows to prove some useful a priori estimates for system (2.22) . In particular, when y 0 Π,s is small enough, the (·|·) Π,s -product of the first equation in (2.22) with y provides an estimate which garantees that every solution to (2.22) 
)) decreases exponentially quickly in the norm · Π,s . In other words, the mapping ξ −→ ξ 2 Π,s is a Lyapunov function of (2.22). Hence, it allows to prove the existence and the uniqueness of the solution to (2.22) , within the class of functions in
The precise statements and results are given in the following theorem.
Theorem 4 (Th. 11, Sect. 6).
system (2.22) admits a solution y y0 in the set
Moreover, the solution y y0 is unique within the class of functions belonging to
Π,s decreases to 0, and there exists σ > 0 such that:
Since the previous theorem can also be interpreted as a stabilization result for system (2.19)-(2.20), from Proposition 3 and Proposition 4 we deduce another theorem, in terms of partial differential equations.
Theorem 5. Let Π be the solution to (2.18), let f ∈ H 1 (Ω) and
to (1.1) and let us consider the system:
There exist ρ > 0 and µ > 0 such that, if δ ∈ (0, µ) and 
Moreover, the solution (z, r) is unique within the class of functions in
Π,s decreases to 0, and there is σ > 0 such that:
Remark 4. We can also deduce the following estimate which is stronger than (2.31), see Remark 15:
Remark 5. Let us underline that in Theorem 5, it is necessary to assume Ω of class C 4 , and to have a stationary state z e in V 3 (Ω). Indeed, such an assumption Finally, we assume that s ∈]1/2, 1] and we introduce the space of initial data:
Notice that by recalling the characterization of B * given in Proposition 3, the compatibility condition ξ + D(B * Π)P ξ ∈ V s 0 (Ω) in (2.32) is equivalent to the trace condition
where r is the solution to the following Neumann problem:
T +z e ·∇)ΠP ξ·n on Γ.
(2.33) As a consequence, for s ∈ 1/2, 1 the space V s Π (Ω) is also given by: 3. Optimal control problem stated over an infinite time horizon. By following the path of [21] , we obtain a feedback law from an auxiliary optimal control problem stated over an infinite time horizon. Let y 0 ∈ V 0 n (Ω) and let us consider the following minimization problem:
and where the cost functional J is defined by
Theorem 6. For all y 0 ∈ V 0 n (Ω), problem (3.1) admits a unique solution (y y0 , u y0 ). The optimal control obeys u y0 = −B * Φ y0 , where the pair
is the unique solution to:
In the above setting, Π is the unique nonnegative and self-adjoint operator of L(V 
Moreover, Π obeys:
Proof. This theorem can be deduced from an obvious adaptation of Theorem 4.1, of Lemma 4.2 and of Theorem 4.5 in [21] (there R A and M shall be replace by the identity in V 0 (Γ)).
Remark 7. The assumptions Ω of class C 4 and z e ∈ V 3 (Ω) are required in [21] to study the regularity of the solution to S y0 , in order to obtain the boundedness of Π from V 
(Ω)) and we are allowed to replace Φ y0 by Πy y0 in the first equality of (S y0 ). It means that the optimal state y y0 obeys:
for all ζ ∈ V 2 0 (Ω) and t ≥ 0. Moreover, with a bootstrap argument based on system (S y0 ), one can prove that y y0 is time continuous in V 
(Ω):
for all ζ ∈ V 2 0 (Ω). Hence, the following equalities can be proved:
8)
The above characterization is obtained by combining (3.5) and (3.6). First, for all ξ ∈ D(A Π ), by setting y 0 = ξ and y(t) = e −AΠt ξ in (3.5) we obtain:
(Ω). Thus, by setting t = 0 in the above equation we deduce the following equality: 
which, in view of (3.7), exactly means (3.8)-(3.9). Finally, we shall also recall that (e −AΠt ) t≥0 is exponentially stable on V Let us summerize those results in the following theorem. Theorem 7. The linear operator (D(A Π ), A Π )) defined by (3.8)-(3.9) is the infinitesimal generator of an analytic and exponentially stable semigroup on V 0 n (Ω), and the adjoint of (D(A Π ), A Π )) is given by (3.12). Moreover, for y 0 ∈ V 0 n (Ω) the optimal trajectory y y0 satisfies y y0 (t) = e −AΠt y 0 for all t ≥ 0. It means that y y0 is the unique solution to:
and that there exists σ > 0 such that:
4. A Lyapunov function for the closed-loop Oseen system. Let us assume that s ∈ [0, 1] and let us consider the closed-loop Oseen system:
for which, according to Theorem 7, the solution is known to be exponentially stable. The main goal of the present section is to exhibit a Lyapunov function for system (4.1). More precisely, we want to find a function V s (·), defined on D(A s/2 Π ) and with values in R + , which satisfies:
and t −→ V s (e −AΠt ξ) decreases to 0. In a first step, we need to prove the following proposition.
Proposition 5. For all s ∈ [0, 2], the following equalities hold:
Proof. According to [26] , (4.3) is true, if and only if, the holomorphic function
can be extended to a strong continuous function from {z ∈ C | Re(z) ≥ 0} in L(V 0 n (Ω)). First, because (e −AΠt ) t≥0 is analytic an exponentially stable on V 0 n (Ω), there exists 0 < θ < π 2 such that {λ ∈ C, θ ≤ |arg(λ)| ≤ π} ⊂ ρ(A Π ), and for z ∈ C obeying Re(z) > 0 the operator A −z Π is given by the Cauchy's integral formula:
where C θ is an oriented path which runs in the resolvent set of A Π from ∞e iθ to ∞e −iθ , avoiding the negative real axis and the origin. Since the integral converges in the uniform operator topology when Re(z) > 0, it defines a bounded operator A −z Π . About the above formula, one may refer to [20, Chap 2, 2.6] when z = α is a positive real value, to the extended operational calculus theory of [17, Sec. 5.11] or to the extended functional calculus recalled in [11] . Thus, for 0 < Re(z) < 1 we can deform the path of integration C θ to the lower and upper sides of the negative real axis and obtain:
Next, from the perturbation equality:
we deduce that [26] we deduce that A −z can be extended to a strong continuous function from {z ∈ C | Re(z) ≥ 0} in L(V 0 n (Ω)). As a consequence, A −z is bounded independently on z ∈ {z ∈ C | Re(z) > 0} in a neighborhood of 0, and by virtue of [17, Ch. 17, Thm. 17.9.1], it remains to show that z −→ I(z) is bounded independently on z ∈ {z ∈ C | Re(z) > 0} in a neighborhood of 0. Let ρ and σ be respectively the real and the imaginary part of z ∈ {z ∈ C | Re(z) ≥ 0}. Since A and A Π are infinitesimal generators of analytic semigroups on V 0 n (Ω), for ε ∈]0, 1/4[ we have the following resolvent inequalities:
and with
, which is explicitly given by:
is bounded by Ce 
Moreover, we easily verify that A −s/2 Π · V 0 n (Ω) defines a norm which is equivalent to the one of D(A * s/2 Π ) :
The second important consequence of Proposition 5 is the following regularity result for the nonhomogeneous equation which is needed in Section 6 to study the nonlinear closed-loop system.
(Ω)). The solution to y + A Π y = f and y(0) = y 0 ,
(Ω)) and obeys the following estimate: 
is an isomorphism. In the above setting ) , an interpolation argument yields:
Finally, we conclude with the first equality in (4.3) which allows to make the following calculation:
The third consequence of Proposition 5 is the following regularity property for the linear operator
, which is the main tool to construct a function V s (·) satisfying (4.2).
Corollary 5. The linear operator Π obeys:
(Ω)) follows by interpolation. Hence, from (4.4) with s = 1 we deduce that
) from which (4.7) is a direct consequence. According to Corollary 5, the following definition is consistent.
Remark 10. As in the proof of Corollary 5, an interpolation argument gives
(Ω)), an interpolation argument yields:
The linear operator Π (s) allows to construct a function V s (·) which satisfies (4.2). Indeed, we can prove that the bilinear form (·|·) Π,s defined by (4.9) below is a scalar product on D(A s/2 Π ) for which A Π is accretive:
More precisely, from (3.4) we deduce an expression of (A Π ξ|ξ) Π,s which allows to prove that
for some σ > 0. Hence, from the calculation of (y + A Π y|y) Π,s we obtain that the mapping
satisfies (4.2) and that t → V s (e −AΠt ξ) has an exponential rate of decrease equal to 2σ > 0. 
.
(4.10)
Moreover, we also have:
. 
we deduce that:
Thus, (4.5) for s = 2 with
, and we conclude by observing that:
(ii) Norm equivalence (4.11).
If we replace ξ and ζ by A s/2+1/2 Π ξ in (3.4), we obtain: 
(Ω). Proof. We assume that ξ belongs to the space defined by (5.1) and we define y = e −λ0(·) y ξ and Φ = e −λ0(·) Φ ξ , where (y ξ , Φ ξ ) is the unique solution to (S y0 ) for y 0 = ξ. We verify that ( y ξ , Φ ξ ) obeys:
The following proof relies on the successive use of regularity results for systems (5.2) and (5.3). In particular, one observes that because ξ belongs to (5.1) and because we have Φ(0) = Φ(0) = Πξ, the following compatibility condition is satisfied by y:
and it allows to invoke regularity results for system (5.2) when the boundary value is smooth [23, Theorem. 4.1 (iii) and (iv)]. Hence, in a first step, with the same bootstrap argument used to prove Corollary 4.3 in [21] , we can prove that 4) and in a second step, we obtain the desired result from (5.4) with the following calculations:
. The above calculations rely on the successive use of the continuous embeddings 
. This last estimate is an easy con-
(Ω), V 0 (Γ)) and of the continuous
(Ω)). Remark 11. In the proof of Lemma 2, the assumptions Ω of class C 4 and z e ∈ V 3 (Ω) are needed to obtain the estimate Φ V 4,2 (Q) ≤ C y V 2,1 (Q) . Indeed, the proof of [21, Lem. 8.5] relies on the estimate Φ V 4 (Ω) ≤ C f V 2 n (Ω) for the solution to
[21, Lem. 8.4] which requires the assumptions Ω of class C 4 and z e ∈ V 3 (Ω). 
Lemma 3. The mapping
(Ω)), (2.6) with s = 1/2, (2.3) with s = 1 and (2.1) with s = 1 we deduce that
As a consequence, since V 
Moreover, since from (3.4) with ζ = ξ we have
we can rewrite (5.7) as follows:
Hence, by recalling that Π is nonnegative, it follows that ξ = 0, which proves that
. Now, it remains to prove that (I + P D(B * Π)) −1 is also a continuous operator from V 
we have:
Moreover, with (5.6), (5.8) and (5.9) we obtain that ξ belongs to (5.1) from the following calculations:
Next, invoking lemma 2, from (2.6) with s = 3/2, from (2.3) with s = 2 and from (2.1) with s = 2, we deduce that P D(B * Π) is continuous from (5.1) onto V 2 n (Ω). Thus, from (5.8) and (5.10) it follows that ξ belongs to (5.5) and
Proof. According to (3.8), we have ξ ∈ D(A Π ), if and only if,
which, with B = (λ 0 + A + A e )P D, is equivalent to 
Proof.
According to the first statement of (4. 
n (Ω)) with and interpolation argument. We recall that, in the above setting, the nonlinear mapping N Π (·) is defined by: 2) and that N (·) is given by (2.11). First, we give a boundedness property for the linear operator I − (I − P )D(B * Π) appearing in (6.2).
Lemma 4. The linear operator I − (I − P )D(B * Π) obeys:
Proof. According to Theorem 6 and Lemma 2, the operator Π is bounded from V (Ω)) for all s ∈ [0, 1], and from (2.1), (2.3) and (2.6) we deduce that: 
) the following estimate holds:
Π ) the following estimate holds:
).
(6.7)
Proof. If s > 0, estimate (6.5) is an easy consequence of (2.9) and (6.3). Indeed, (2.9) with (s 1 , s 2 , s 3 ) = (s, s, 1 − s) yields:
and we conclude by using (6.3) with θ = s and θ = s + 1. Estimate (6.6) follows in a similar way. Next, if s = 0, from (2.10) for (s 1 , s 2 , s 3 ) = (1/2, 1/2, 0) and (6.3) we obtain: 9) and the interpolation inequality ·
gives ( (Ω)) the following estimates hold: 10) and
(Ω)) (6.11)
Proof. From (6.5) we deduce that: 12) and (6.10) follows from
. Next, if s > 0, from (6.6) we have: 
), and (6.11) follows from the continuous embeddings
Π )). We are now in position to give a first existence result for system (6.1). (Ω)) by Ψ(z) = y z where y z is the unique solution to the following linear system:
Let us seek ρ 0 > 0 and µ 0 > 0 such that, for every y 0 obeying (6.13) with δ ∈ (0, µ 0 ), Ψ is a contraction in S s δ . First, since y z = Ψ(z) is solution to (6.15) , the successive use of (4.6), (4.10) and (6.10) provides two constants C 0 > 0 and C 1 > 0 such that:
As a consequence, because z belongs to S s δ and y 0 obeys (6.13), we have:
Next, we verify that y = Ψ(z 1 ) − Ψ(z 2 ) is solution to
and for z 1 and z 2 in S s δ , the successive use of (4.6) and (6.11) provides a constant C 2 > 0 such that:
Finally, by choosing µ 0 = min( Remark 14. We shall underline that Theorem 10 critically relies on the assumption Ω of class C 4 , because such a geometrical assumption is needed to prove the continuous embedding D(A θ Π ) → V θ n (Ω), which is required to prove (6.3). Indeed, (6.3) and (6.8) give (6.10), which is the key tool in the proof of Thoerem 10 to prove that Ψ maps S s δ into itself. Theorem 10 is not really satisfactory because it only guarantees the uniqueness of the solution in the neighborhood of zero S s δ . In order to obtain a larger uniqueness result, as well as the exponential decrease of the solution to (6.1), we need some a priori estimates which can be deduced from an adequate use of the inner product (·|·) Π,s given by (4.9). In the following lemma, we first give a useful estimate of (N Π (·)|·) Π,s .
, there exists a constant C s > 0 such that the following estimate holds:
(6.17)
Proof. First, if s > 0, we recall that (4.8) for θ = 1 gives:
(Ω)), (6.18) and by recalling (6.2), from (2.9) for (s 1 , s 2 , s 3 ) = (s, s, 1 − s), (6.3) and (6.18) we obtain:
, (6.19) for all ξ ∈ D(A 1/2+s/2 Π ). Hence, (6.17) follows from (4.10) and (4.11). Next, if s = 0, we recall that (4.8) for θ = 1/2 gives:
(Ω)), (6.20) and by recalling (6.2), from (2.9) for (s 1 , s 2 , s 3 ) = (1/2, 0, 1/2), (6.3) and (6.20) we obtain:
Hence, the interpolation inequality
yields (6.19) with s = 0, and (6.17) for s = 0 follows from (4.10) and (4.11).
We are now in position to prove that for y 0 small enough in D(A 
system (6.1) admits a solution y y0 in the set S s δ given by (6.14). Moreover, the solution y y0 is unique within the class of functions belonging to (Ω)). Thus, by multiplying the first equality in (6.1) by Π (s) y(t) we obtain:
and from (6.17) we have:
Hence, because y 0 Π,s < As a consequence, (6.22) holds for a rate σ > 0 obeying 2σ · 2 Π,s ≤ (A Π · |·) Π,s , and by integrating (6.24) over (0, ∞) we also obtain the following estimate:
Finally, starting from the expression of y given by (6.1), the use of (6.12), of (6.22) with (4.10) and of (6.25) with (4.11), yields y L 2 (V s−1 0
(Ω)) ≤ C y 0 2 Π,s , which provides a constant C 0 > 0 for which (6.23) is true.
In a second step, let us exhibit ρ 1 > 0 and µ 1 > 0 for which the theorem is true. For ρ 0 > 0 and µ 0 > 0 given in Theorem 10 we set ρ 1 = min(ρ 0 , Moreover, since P y = P (z − z e ) is the solution to (6.1) given by Theorem 11, then t −→ P (z(t) − z e ) 2 Π,s decreases to 0 and (2.31) is true. Next, it remains to prove that ( y, p) = (z − z, r − r e ) belongs to the set D 
