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ON A BACKWARD PROBLEM FOR MULTIDIMENSIONAL
GINZBURG-LANDAU EQUATION WITH RANDOM DATA
MOKHTAR KIRANE, ERKAN NANE AND NGUYEN HUY TUAN
Abstract. In this paper, we consider a backward in time problem for Ginzburg-Landau equa-
tion in multidimensional domain associated with some random data. The problem is ill-posed
in the sense of Hadamard. To regularize the instable solution, we develop a new regularized
method combined with statistical approach to solve this problem. We prove a upper bound, on
the rate of convergence of the mean integrated squared error in L2 norm and H1 norm.
1. Introduction
In this paper we consider the backward problem of finding u(x, 0) for Ginzburg-Landau
equation  ut − Λ(t)∆u = u− u
3 +G(x, t), (x, t) ∈ Ω× (0, T ),
u(x, t) = 0, x ∈ ∂Ω,
u(x, T ) = H(x), x ∈ Ω,
(1.1)
where Λ ∈ C([0, T ]) and H is in L2(Ω). Here the domain Ω = (0, π)d is a subset of Rd and
x := (x1, ...xd). The function G is called the source function that satisfies the usual Lipschitz
continuity and growth conditions. The function H is given and is often called a final value
data. The Ginzburg-Landau equation has been applied in various areas in physics, including
phase transitions in non-equilibrium systems, instabilities in hydrodynamic systems, chemical
turbulence, and thermodynamics (see [1, 8]).
It is well-known that the backward in time problem for Ginzburg-Landau equation is severely
ill–posed in the sense of Hadamard [1] and [7]. Hence solutions do not always exist, and in the
case of existence, the solutions do not depend continuously on the data. In [1], the author
considered continuous dependence of the solutions on the parameter of a Ginzburg–Landau
equation. In fact, from small noise contaminated physical measurements of H and G, the
corresponding solutions might have large errors. In practice, if we measure the function H(x)
and G(x, t) at fixed points xi with index i = (i1, i2, ...id) ∈ Nd, 1 ≤ ik ≤ nk for k = 1, d where
xi = (xi1 , ...xid) =
(π(2i1 − 1)
2n1
,
π(2i2 − 1)
2n2
, ...
π(2id − 1)
2nd
)
, ik = 1, nk, k = 1, d. (1.2)
then we obtain a set of values
D˜i = D˜i1,i2,...id ≈ H(xi1 , ...xid), G˜i(t) = G˜i1,i2,...id(t) ≈ G(xi1 , ...xid , t).
The points xi, i = (i1, i2, ...id), ik = 1, nk, k = 1, d are called (non-random) design points.
The real measurements are always observed with errors. If the errors are generated from un-
controllable sources such as wind, rain, humidity, etc, then the model is random. We consider
the following nonparametric regression model of data as follows
D˜i = D˜i1,i2,...id : = H(xi1 , ...xid) + Λi1,i2,...idΥi1,i2,...id = H(xi) + ΛiΥi (1.3)
G˜i(t) = G˜i1,i2,...id(t) : = G(xi1 , ...xid , t) + ϑΨi1,i2,...id(t) = G(xi, t) + ϑΨi(t), (1.4)
for ik = 1, nk, k = 1, d. Here Υi := Υi1,i2,...id ∼ N (0, 1) and Ψi(t) := Ψi1,i2,...id(t) are Brownian
motions. Here Λi1,i2,...id and ϑ are positive constants which are bounded by a positive constant
Vmax. We assume furthermore that they are mutually independent.
A well known fact is that, when the ”noise” in these models are modeled as a random quan-
tity, the convergence of estimators u˜(x, 0) of u(x, 0) should be studied by statistical methods.
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Methods applied to the deterministic cases cannot be applied directly for this case. The main
idea in using the random noise is of finding suitable estimators u˜(x, 0) and to consider the ex-
pected square error E
[
‖u˜(x, 0)−u(x, 0)‖2L2
]
in a suitable space, also called the mean integrated
square error (MISE).
The inverse problem with random noise has a long history. The backward problem for linear
parabolic equation is a special form of statistical inverse problems and it can be transform by
a linear operator with random noise
uT = Ku0 + ”noise”. (1.5)
where K is a bounded linear operator that does not have a continuous inverse. The latter model
implies that some well-known methods including spectral cut-off (or called truncation method)
[3, 4, 11, 9, 15], the Tiknonov method [5], iterative regularization methods [6] can be used.
In this paper, since the model in (1.1) is nonlinear, we can not transform it into the operator
defined in equation (1.5). This makes the considering the nonlinear problem (1.1) is more
challenging. Another difficulty arises when Λ is noisy by random observation
Λǫ(t) = Λ(t) + ǫξ(t), (1.6)
where ǫ is deterministic noise level and ξ(t) is Brownian motion. If Λ(t) is a constant (indepen-
dent of t) then we can apply well-known methods such as the spectral method (see section 3
[13]) for solving the problem (1.1). However, when Λ depends on t and is noisy as in equation
(1.6), the problem is more challenging. It is not possible to approximate the solution of problem
(1.1) using the spectral method. Until now, to the best of the authors’ knowledge, there does
not exist any results for approximating the solution of the Problem (1.1) with the random model
(1.3),(1.4), (1.6). This is our motivation in the present paper.
Our main goal in this paper is to provide a new regularized method to give a regularized
solution that is called estimators for approximating u(x, t), 0 ≤ t < T . The backward problem
for Ginzburg–Landau equation with random data has not been studied before. Our main idea
in this paper is that of applying a modified Quasi-reversibility method as in Lions [10]. First,
we approximate H and G by the approximating functions Ĥβn and Ĝβn that are defined in
Theorem (2.1). Next, our task is of finding the approximating operator for Λ(t)∆. We will
not approximate directly the time dependent operator A(t) = Λ(t)∆ as introduced in [10]. We
introduce a new approach by giving the unbounded time independent operator P that is defined
in Lemma (3.1). Then, we approximate P by a bounded operator Pρn , in order to establish an
approximation for the regularized problem 3.10. Here βn satisfies that limn→∞ βn = +∞, and we
choose ρn that depends on βn suitably to obtain the convergence rate. In contrast to the initial
value problem, for the final value (inverse) problem, we need to assume that the problem (1.1)
has a unique solution u. In particular, the main purpose in our error estimates is to show that
the norm of difference between the regularized solution of the problem (3.10) and the solution
of the problem (1.1) in L2(Ω) and H1(Ω) tends to zero when |n| =
√
n21 + ...+ n
2
d → +∞.
2. Constructing a function from discrete random data
In this section, we develop a new theory for constructing a function in L2(Ω) from the given
discrete random data.
We first introduce notation, and then we state the main results of this paper.
We will occasionally use the following Gronwall’s inequaly in this paper.
Lemma 2.1. Let b : [0, T ] → R+ be a continuous function and C,D > 0 be constants that are
independent of t, such that
b(t) ≤ C +D
∫ T
t
b(τ)dτ, t > 0.
Then we have
b(t) ≤ CeD(T−t).
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Next we define fractional powers of the Dirichlet Laplacian
Af := −∆f.
Since A is a linear, densely defined self-adjoint and positive definite elliptic operator on the
connected bounded domain Ω with Dirichlet boundary condition, using spectral theory, it is
easy to show that the eigenvalues of A are given by λp = |p|2 = p21 + p22 + · · · + p2d. The
corresponding eigenfunctions are denoted respectively by
ψp(x) =
(√
2
π
)d
sin(p1x1) sin(p2x2) · · · sin(pdxd). (2.1)
Thus the eigenpairs (λp, ψp), p ∈ Nd, satisfy{
Aψp(x) = −λpψp(x), x ∈ Ω
ψp(x) = 0, x ∈ ∂Ω.
The functions ψp are normalized so that {ψp}p∈Nd is an orthonormal basis of L2(Ω).
We will use the following notation: |p| = |(p1, · · · , pd)| =
√
p21 + ...+ p
2
d, |n| = |(n1, · · · , nd)| =√
n21 + ...+ n
2
d.
Definition 2.1. For γ > 0, we define
Hγ(Ω) :=
{
h ∈ L2(Ω) :
∞∑
p1=1
...
∞∑
pd=1
|p|2γ < h,ψp >2 <∞
}
. (2.2)
The norm on Hγ(Ω) is defined by
‖h‖2Hγ (Ω) :=
∞∑
p1=1
...
∞∑
pd=1
|p|2γ < h,ψp >2 . (2.3)
For any Banach space X, we denote by Lp (0, T ;X), the Banach space of measurable real
functions v : (0, T )→ X such that
‖v‖Lp(0,T ;X) =
(∫ T
0
‖v (·, t)‖pX dt
)1/p
<∞, 1 ≤ p <∞,
‖v‖L∞(0,T ;X) = esssup0<t<T ‖v (·, t)‖X <∞, p =∞.
Let β : Nd → R be a function. We state the next result which gives error estimate between
H and Ĥβn , and error estimate between Ĝβn and G.
Theorem 2.1 (Theorem 2.1 in Kirane et al. [13]). Define the set Wβn for any n = (n1, ..nd) ∈
N
d
Wβn =Wβn =
{
p = (p1, ...pd) ∈ Nd : |p|2 =
d∑
k=1
p2k ≤ βn = β(n1, ...nd)
}
(2.4)
where βn satisfies
lim
|n|→+∞
βn = +∞.
For a given n and βn we define functions that are approximating H,G as follows
Ĥβn(x) =
∑
p∈Wβn
[
πd∏d
k=1 nk
n1∑
i1=1
...
nd∑
id=1
D˜i1,i2,...idψp(xi1 , ...xid)
]
ψp(x) (2.5)
and
Ĝβn(x, t) =
∑
p∈Wβn
[
πd∏d
k=1 nk
n1∑
i1=1
...
nd∑
id=1
G˜i1,i2,...id(t)ψp(xi1 , ...xid)
]
ψp(x). (2.6)
3
Let µ = (µ1, ...µd) ∈ Rd with µk > 12 for any k = 1, d. Let us choose µ0 ≥ dmax(µ1, ...µd). If
H ∈ Hµ0(Ω) and G ∈ L∞(0, T ;Hµ0(Ω)) then the following estimates hold
E
∥∥∥Ĥβn −H∥∥∥2
L2(Ω)
≤ C(µ1, ...µd,H)βd/2n
d∏
k=1
(nk)
−4µk + 4β−µ0n
∥∥∥H∥∥∥2
Hµ0 (Ω)
,
E
∥∥∥Ĝβn(., t)−G(., t)∥∥∥2
L∞(0,T ;L2(Ω))
≤ C(µ1, ...µd,H)βd/2n
d∏
k=1
(nk)
−4µk + 4β−µ0n
∥∥∥G∥∥∥2
L∞(0,T ;Hµ0 (Ω))
,
where
C(µ1, ...µd,H) = 8π
dV 2max
2πd/2
dΓ(d/2)
+
16C2(µ1, ...µd)πd/2
dΓ(d/2)
∥∥∥H∥∥∥2
Hµ0 (Ω)
.
Corollary 2.1 ( Corollary 2.1 in Kirane et al. [13]). Let H,G be as in Theorem (2.1). Then
the term E
∥∥∥Ĥβn −H∥∥∥2
L2(Ω)
+ TE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
is of order
max
(
β
d/2
n∏d
k=1(nk)
4µk
, β−µ0n
)
.
3. Backward problem for parabolic equations with random coefficients
In this section, we assume that Λǫ,Λ are continuous functions on [0, T ], hence there exist two
positive numbers A0, A1 such that
A0 ≤ ‖Λǫ‖C([0,T ]) = sup
0≤t≤T
|Λǫ(t)| < A1, A0 ≤ ‖Λ‖C([0,T ]) = sup
0≤t≤T
|Λ(t)| < A1. (3.1)
It is well-known that the function F (u) = u−u3 is a locally Lipschitz function. We approximate
the function F (u) = u− u3 by FQ defined by
FQ (u(x, t)) =

Q−Q3, u(x, t) > Q,
u− u3, −Q ≤ u(x, t) ≤ Q,
−Q+Q3, u(x, t) < −Q,
for all Q > 0. In the sequel we use a parameter sequence Qn := Q(n1, n2, ...nd) → +∞ as
|n| → +∞. So, when |n| is large enough, we have that Qn ≥ ‖u‖L∞(0,T ;L2(Ω)). Moreover, we
also have
FQn(u) = F (u) = u− u3, for |n| large enough. (3.2)
Using [14], we also obtain that FQn is a globally Lipschitz source function in the following sense
‖FQn(v1)− FQn(v2)‖L2(Ω) ≤
(
2 + 6Q2n
) ‖v1 − v2‖L2(Ω), (3.3)
for any v1, v2 ∈ L2(Ω).
Lemma 3.1. Define the following space of functions
Zγ,B(Ω) :=
{
f ∈ L2(Ω),
∑
p∈Nd
|p|2+2γe2B|p|2〈f, ψp〉2L2(Ω) < +∞
}
, (3.4)
for any γ ≥ 0 and B ≥ 0. Define also the operator P = A1∆ ( A1 is the upper bound in (3.1))
and Pρn is defined as follows
Pρn(v) = A1
∞∑
|p|≤
√
ρn
A1
|p|2〈v(x), ψp〉L2(Ω)ψp, (3.5)
for any function v ∈ L2(Ω). Then for any v ∈ L2(Ω)
‖Pρn(v)‖L2(Ω) ≤ ρn‖v‖L2(Ω), (3.6)
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and for v ∈ Zγ,TA1(Ω)
‖Pv −Pρnv‖L2(Ω) ≤ A1ρ−γn e−Tρn‖v‖Zγ,TA1 (Ω). (3.7)
Proof. First, for any v ∈ L2(Ω), we have
‖Pρn(v)‖2L2(Ω) = A21
∞∑
|p|≤
√
ρn
A1
|p|4〈v(x), ψp〉2L2(Ω) ≤ ρ2n ∞∑
|p|≤
√
ρn
A1
〈
v(x), ψp
〉2
L2(Ω)
= ρ2n‖v‖2L2(Ω),
(3.8)
and
‖Pv −Pρn(v)‖2L2(Ω) = A21
∞∑
|p|>
√
ρn
A1
|p|−4γe−2TA1|p|2 |p|4+4γe2TA1|p|2〈v(x), ψp〉2L2(Ω)
≤ A21ρ−2γn e−2TA1ρn
∞∑
|p|>
√
ρn
A1
|p|4+4γe2TA1|p|2〈v(x), ψp〉2L2(Ω)
= A21ρ
−2γ
n e
−2Tρn‖v‖2Zγ,TA1 (Ω). (3.9)

Applying a modified quasi-reversibility method as in Section 4.1 in Kirane et al. [13], we
introduce the regularized solution defined by
∂Û ǫρn,βn
∂t
− Λǫ(t)∆Û ǫρn,βn −PÛ ǫρn,βn +PρnÛ ǫρn,βn
= FQn(Û
ǫ
ρn,βn(x, t)) + Ĝβn(x, t), 0 < t < T,
Û ǫρn,βn(x, t) = 0, x ∈ ∂Ω,
Û ǫρn,βn(x, T ) = Ĥβn(x).
(3.10)
Since the first equation of the system (3.10) contains the term Λǫ(t) which depends on ǫ, it is
suitable to denote the solution of Problem (3.10) by Û ǫρn,βn with three variables ρn, βn, ǫ. Now,
we give convergence rates between the regularized solution Û ǫρn,βn of Problem (3.10) and the
solution u of Problem (1.1). Furthermore, we show that Û ǫρn,βn converges to u when |n| → +∞
and ǫ→ 0.
Theorem 3.1. The problem (3.10) has a unique solution Û ǫρn,βn ∈ C
(
[0, T ] ;L2 (Ω)
)∩L2 (0, T ;H10 (Ω)).
Assume that Problem (1.1) has unique solution u ∈ L∞ (0, T ;Zγ,TA1(Ω)).
(a) Error estimate in L2. Let H,G be as in Theorem 2.1. Let βn, ρn be such that
lim
|n|→+∞
βn = lim|n|→+∞
ρn = +∞, lim|n|→+∞
e2ρnTβ
d/2
n∏d
k=1(nk)
4µk
= lim
|n|→+∞
e2ρnTβ−µ0n = 0, (3.11)
and
ρn ≤ 1
T
log
( 1
E(ǫ)
)
(3.12)
for any 0 < E(ǫ) < 1 that satisfies
lim
ǫ→0
ǫ
E(ǫ) = 0. (3.13)
Let Qn be such that
lim
|n|→+∞
e6Q
2
n
Tρ−2γn = lim|n|→+∞
e6Q
2
n
T e
2ρnTβ
d/2
n∏d
k=1(nk)
4µk
= lim
|n|→+∞
e6Q
2
n
T e2ρnTβ−µ0n = 0. (3.14)
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and
Qn ≤
√
1
6T
log
( 1
E0(ǫ)
)
(3.15)
where 0 < E0(ǫ) < 1 that satisfies
lim
ǫ→0
ǫ
E(ǫ)E0(ǫ) = 0. (3.16)
Then for |n| large enough, and ǫ small enough E
∥∥∥Û ǫρn,βn − u∥∥∥L2(Ω) is of order
e6Q
2
n
T max
(
e2ρn(T−t)βd/2n∏d
k=1(nk)
4µk
, e−2ρntρ−2γn , e
2ρn(T−t)β−µ0n
)
+
ǫ
E(ǫ)E0(ǫ) . (3.17)
(b) Error estimate in H1(Ω). Let G be as in Theorem 2.1 and H ∈ Hµ0+1(Ω). Let βn, ρn
be such that
lim
|n|→+∞
βn = lim|n|→+∞
ρn = +∞, lim|n|→+∞
e2ρnTβ
d+2
2
n∏d
k=1(nk)
4µk
= lim
|n|→+∞
e2ρnTβ−µ0n = 0, (3.18)
and
ρn ≤ 1
T
log
( 1
E(ǫ)
)
. (3.19)
Assume that Qn satisfies that
lim
|n|→+∞
exp
( 48TQ2n
A1 −A0
)
ρ−2γn = lim|n|→+∞
exp
( 48TQ2n
A1 −A0
) e2ρnTβ d+22n∏d
k=1(nk)
4µk
= 0 (3.20)
and
Qn ≤
√
A1 −A0
48T
log
( 1
E0(ǫ)
)
. (3.21)
Then for |n| large enough, and ǫ small enough E
∥∥∥Û ǫρn,βn − u∥∥∥H1(Ω) is of order
exp
( 48TQ2n
A1 −A0
)
max
(
e2ρn(T−t)β
d+2
2
n∏d
k=1(nk)
4µk
, e−2ρntρ−2γn , e
2ρn(T−t)β−µ0n
)
+
ǫ
E(ǫ)E0(ǫ) . (3.22)
Remark 3.1. Let us give one choice for βn as follows
βn =
(
d∏
k=1
nk
) 1
2α0+d/2
(3.23)
then we choose ρn such that
ρn =
α0
T (2α0 + d/2)
log
(
d∏
k=1
nk
)
. (3.24)
Since limǫ→0 ǫE(ǫ) = 0, we can choose E(ǫ) = ǫm0 for any 0 < m0 < 1. Since ρn ≤ 1T log
(
1
E(ǫ)
)
,
we know that
α0
T (2α0 + d/2)
log
(
d∏
k=1
nk
)
≤ m0
T
log(
1
ǫ
).
Let us choose Qn such that e
6TQ2
n =
(
Π(n)
)δ0−1 for any 0 < δ0 < 1. So, we have
Qn =
√
δ0 − 1
6T
log
(
Π(n)
)
. (3.25)
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Here Π(n) is defined by
Π(n) = max
(
e2TM (
√
ρn)β
d/2
n
d∏
k=1
(nk)
−4µk , e2TM (
√
ρn)β−µ0n ,
∣∣∣M(|√ρn|)∣∣∣−2γ
)
. (3.26)
Let us continue to choose E0(ǫ) = ǫm1 for any 0 < m1 < 1−m0. Since Qn ≤
√
1
6T log
(
1
E0(ǫ)
)
,
we have
log
(
1
Π(n)
)
≤ m1
1− δ0 log
(
1
ǫ
)
.
Using similar argument as above, we can choose βn, ρn, Qn for Part (b) of Theorem (3.1).
Remark 3.2. Our analysis and techniques in this section can be applied to consider a space
fractional version of the Ginzburg-Landau type equation ut + Λ(t)(−∆)
βu = B(x, t)u− C(x, t)u3 +G(x, t), (x, t) ∈ Ω× (0, T ),
u(x, t) = 0, x ∈ ∂Ω,
u(x, T ) = H(x), x ∈ Ω,
(3.27)
where the fractional Laplacian (−∆)β is defined by the spectral theorem as follows for nice
functions
(−∆)βh(x) =
∑
p∈Nd
λβp < h,ψp > ψp(x) =
∑
p∈Nd
|p|2β < h,ψp > ψp(x).
See [12] for more about this operator. Here, B and C are randomly perturbed observations
B˜i1,i2,...id(t) := B(xi1 , ...xid , t) + ϑΨi1,i2,...id(t), ik = 1, nk, k = 1, d
and
C˜i1,i2,...id(t) := C(xi1 , ...xid , t) + ϑΨi1,i2,...id(t), ik = 1, nk, k = 1, d.
First, thanks to Theorem 2.1, we define the following functions
B̂βn(x, t) =
∑
p∈Wβn
[
πd∏d
k=1 nk
n1∑
i1=1
...
nd∑
id=1
B˜i1,i2,...id,tψp(xi1 , ...xid)
]
ψp(x)
and
Ĉβn(x, t) =
∑
p∈Wβn
[
πd∏d
k=1 nk
n1∑
i1=1
...
nd∑
id=1
C˜i1,i2,...id,tψp(xi1 , ...xid)
]
ψp(x).
Then we continue to approximate the function F (v) = B(x, t)v − C(x, t)v3 by FQn defined by
FQn (v(x, t)) =

B̂βn(x, t)Qn − Ĉβn(x, t)Q3n, v(x, t) > Qn,
B̂βn(x, t)v − Ĉβn(x, t)v3, −Qn ≤ v(x, t) ≤ Qn,
−B̂βn(x, t)Qn + Ĉβn(x, t)Q3n, v(x, t) < −Qn.
where we recall Qn as above. Let P = −A1(−∆)β and where Pρn is defined by
Pρn(v) =
∞∑
|p|≤MnA
−
1
2β
1
|p|2β〈v(x), φp(x)〉L2(Ω)φp(x),
for any function v ∈ L2(Ω). We can study a regularized solution Û ǫρn,βn which satisfies
∂Û ǫρn,βn
∂t
+ Λǫ(t)(−∆)βÛ ǫρn,βn −PÛ ǫρn,βn +PρnÛ ǫρn,βn = FQn(Û ǫρn,βn(x, t)) + Ĝρn(x, t), 0 < t < T,
Û ǫρn,βn(x, t) = 0, x ∈ ∂Ω,
Û ǫρn,βn(x, T ) = Ĥρn(x).
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The convergence is not mentioned here and can be similarly worked out as in Theorem (3.1).
This is also an interesting topic in our forthcoming works.
Proof of Theorem 3.1. We first prove the existence and uniqueness of the solution. Let
V̂ ǫρn,βn(x, t) = Û
ǫ
ρn,βn
(x, T − t) and set Λǫ(t) = A1 − Λǫ(t). Then by (3.10), it is obvious that
V ρn,βn(x, t) satisfies the following equation
∂V̂ ǫρn,βn
∂t
− Λǫ(t)∆V̂ ǫρn,βn = GV̂ ǫρn,βn(x, t)) − Ĝβn(x, t), 0 < t < T,
V̂ ǫρn,βn(x, t) = 0, x ∈ ∂Ω,
V̂ ǫρn,βn(x, 0) = Ĥβn(x),
(3.28)
where G is given by
Gw(x, t) = Pρnw(x, t)− FQn(w(x, t)),
for any w ∈ C ([0, T ];L2(Ω)). For any w1, w2 ∈ C ([0, T ];L2(Ω)), we obtain the following
estimate
‖Gw1(x, t)− Gw2(x, t)‖L2(Ω)
≤ ‖FQn(w1(x, t)) − FQn(w2(x, t))‖L2(Ω) +
∥∥∥Pρnw1(x, t)−Pρnw2(x, t)∥∥∥
L2(Ω)
≤ [(2 + 6Q2n)+ ρn] ‖w1(·, t) − w2(·, t)‖L2(Ω). (3.29)
which we used (3.3) and (3.6). So G is a Lipschitz function. Using the results of Chapter 12,
Theorem 12.2, page 211 of [2], we complete the proof of Step 1.
For estimates between Û ǫρn,βn and u, we divide the proof into two Parts:
Part 1. Error estimate in L2:
Let Λǫ(t) = A1 − Λǫ(t). The main equation in (1.1) can be rewritten as follows
∂u
∂t
− Λǫ(t)∆u = F (u(x, t)) +G(x, t)−
(
Λǫ(t)− Λ(t)
)
∆u.
For νn > 0, we put
Yǫρn,νn,βn(x, t) = e
νn(t−T )
[
Û ǫρn,βn(x, t) − u(x, t)
]
.
Then, from the last two equalities, and an elementary computation gives
∂Yǫρn,νn,βn(x, t)
∂t
+Λǫ(t)∆Y
ǫ
ρn,νn,βn(x, t)− νnYǫρn,νn,βn(x, t)
= −eνn(t−T )PρnYǫρn,νn,βn(x, t) + eνn(t−T ) (Pρn −P)u(x, t)
+ eνn(t−T )
(
Λǫ(t)− Λ(t)
)
∆u(x, t)
+ eνn(t−T )
[
FQn(Û
ǫ
ρn,βn(x, t)) − F (u(x, t))
]
+ eνn(t−T )
[
Ĝβn(x, t)−G(x, t)
]
,
(3.30)
and
Yǫρn,νn,βn(x, t)|∂Ω = 0, Yǫρn,νn,βn(x, T ) = Ĥβn(x)−H(x).
By taking the inner product two sides of (3.30) with Yρn,νn and integrating over (t, T ) one
deduces that
‖Yρn,νn,βn(·, T )‖2L2(Ω) − ‖Yρn,νn,βn(·, t)‖2L2(Ω)
− 2
∫ T
t
Λǫ(τ)‖Yǫρn,νn,βn(·, τ)‖2H1(Ω)dτ − 2νn
∫ T
t
‖Yǫρn,νn,βn(·, τ)‖2L2(Ω)dτ
= L1,n(t) + L2,n(t) + L3,n(t) + L4,n(t) + L5,n(t), (3.31)
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where
L1,n(t) := −2
∫ T
t
∫
Ω
eνn(τ−T )PρnY
ǫ
ρn,νn,βn(x, τ)Y
ǫ
ρn,νn,βn(x, τ)dxdτ (3.32)
L2,n(t) := 2
∫ T
t
∫
Ω
eνn(τ−T ) (Pρn −P)u(x, τ)Yǫρn,νn,βn(x, τ)dxdτ (3.33)
L3,n(t) := −2
∫ T
t
∫
Ω
eνn(τ−T )
(
Λǫ(τ)− Λ(τ)
)
∆u(x, τ)Yǫρn,νn,βn(x, τ)dxdτ (3.34)
L4,n(t) := 2
∫ T
t
∫
Ω
eνn(τ−T )
[
FQn(Û
ǫ
ρn,βn(x, τ)) − F (u(x, τ))
]
Yǫρn,νn,βn(x, τ)dxdτ (3.35)
L5,n(t) := 2
∫ T
t
∫
Ω
eνn(τ−T )
[
Ĝβn(x, τ)−G(x, τ)
]
Yǫρn,νn,βn(x, τ)dxdτ. (3.36)
The expectation of |L1,n(t)| is bounded by
E|L1,n(t)| ≤ 2E
(∫ T
t
‖PρnYǫρn,νn,βn(., τ)‖L2(Ω)‖Yǫρn,νn,βn(., τ)‖L2(Ω)dτ
)
≤ 2ρn
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ (3.37)
where we have used (3.6). For the term L2,n(t), it follows by (3.7) and Cauchy-Schwartz
inequality that
E|L2,n(t)| ≤ E
(∫ T
t
e2νn(τ−T )A21ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
dτ
)
+E
(∫ T
t
‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
)
≤ TA21ρ−2γn e−2Tρn‖u‖2L∞(0,T ;Zγ,TA1 (Ω)) +
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ. (3.38)
Next, for L3,n(t), From the inequality 2〈a1, a2〉L2(Ω) ≤ ‖a1‖2L2(Ω) + ‖a2‖2L2(Ω) for any ai ∈
L2(Ω), (i = 1, 2), we infer
E|L3,n(t)| ≤ E
(∫ T
t
e2νn(τ−T )
(
Λǫ(τ)− Λ(τ)
)2 ‖∆u‖2L2(Ω) dτ
)
+E
(∫ T
t
‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
)
≤ ‖u‖2L∞(0,T ;H2(Ω))
∫ T
t
E
(
Λǫ(τ)− Λ(τ)
)2
dτ +
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
≤ ǫ2
(∫ T
0
E
∣∣∣ξ(τ)∣∣∣2dτ) ‖u‖2L∞(0,T ;H2(Ω)) + ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
≤ ǫ2T 2‖u‖2L∞(0,T ;H2(Ω)) +
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ,
(3.39)
where we have used the fact that Λǫ(t)− Λ(t) = ǫξ(t) and E
∣∣∣ξ(t)∣∣∣2 = t.
For L4,n, thanks to (3.2) and (3.3), we deduce that
E|L4,n(t)| ≤ E
(∫ T
t
∥∥∥eνn(τ−T )[FQn(Û ǫρn,βn(., τ)) − F (u(., τ))]∥∥∥L2(Ω) ‖Yǫρn,νn,βn(., τ)‖L2(Ω)dτ
)
≤ 2 (1 + 3Q2n) ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ. (3.40)
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The term E|L5,n(t)| can be bounded by
E|L5,n(t)| ≤ E
(∫ T
t
e2νn(τ−T )
∥∥∥Ĝρn(., τ) −G(., τ)∥∥∥2
L2(Ω)
dτ +
∫ T
t
‖Yρn,νn,βn(., τ)‖2L2(Ω)dτ
)
≤ ET
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ.
(3.41)
Combining (3.30), (3.37), (3.38), (3.39), (3.40), (3.41), we conclude that
E‖Yǫρn,νn,βn(·, T )‖2L2(Ω) −E‖Yǫρn,νn,βn(·, t)‖2L2(Ω)
− 2
∫ T
t
Λǫ(τ)E‖Yρn,νn,βn(·, τ)‖2H1(Ω)dτ − 2νn
∫ T
t
E‖Yǫρn,νn,βn(·, τ)‖2L2(Ω)dτ
≥ −2ρn
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ − Tρ−2γn e−2TρnE‖u‖2L∞(0,T ;Zγ,TA1 (Ω))
− TE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
− ǫ2(T − t)‖u‖2L∞(0,T );H2(Ω))
− (5 + 6Q2n) ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ.
This implies that
E‖Yǫρn,νn,βn(·, t)‖2L2(Ω) +
(
2νn − 2ρn − 5− 6Q2n
) ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
≤ E‖Yǫρn,νn,βn(·, T )‖2L2(Ω) + Tρ−2γn e−2TρnE‖u‖2L∞(0,T ;Zγ,TA1 (Ω))
+ ǫ2(T − t)‖u‖2L∞(0,T );H2(Ω)) + TE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
. (3.42)
Let us choose νn = ρn. Then
e2νn(t−T )E‖Û ǫρn,βn(., t) − u(., t)‖2L2(Ω)
≤ (5 + 6Q2n) ∫ T
t
e2νn(τ−T )E‖Û ǫρn,βn(., τ)− u(., τ)‖2L2(Ω)dτ
+E‖Ĥβn −H‖2L2(Ω) + TE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+ TA21ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
+ ǫ2(T − t)‖u‖2L∞(0,T );H2(Ω)). (3.43)
Multiplying both sides by e2ρnT we get
e2ρntE‖Û ǫρn,βn(., t) − u(., t)‖2L2(Ω)
≤ (5 + 6Q2n) ∫ T
t
e2ρnτE‖Û ǫρn,βn(., τ)− u(., τ)‖2L2(Ω)dτ
+ e2ρnTE‖Ĥβn −H‖2L2(Ω) + e2ρnTTE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+ ǫ2e2ρnTT‖u‖2L∞(0,T );H2(Ω)) + TA21ρ−2γn e−2Tρn‖u‖2L∞(0,T ;Zγ,TA1 (Ω)).
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Hence, Gronwall’s inequality yields the desired estimate
e2ρntE‖Û ǫρn,βn(., t)− u(., t)‖2L2(Ω)
≤
[
e2ρnTE‖Ĥβn −H‖2L2(Ω) + Te2ρnTE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+ TA21ρ
−2γ
n ‖u‖2L∞(0,T ;Zγ,TA1 (Ω)) + ǫ
2e2ρnTT‖u‖2L∞(0,T );H2(Ω))
]
e(5+6Q
2
n
)(T−t).
This implies that
E‖Û ǫρn,βn(., t)− u(., t)‖2L2(Ω)
≤ e2ρn(T−t)
[
E‖Ĥβn −H‖2L2(Ω) + TE
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+ TA21ρ
−2γ
n e
−2ρnt‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
+ ǫ2e2ρn(T−t)T‖u‖2L∞(0,T );H2(Ω))
]
e(5+6Q
2
n
)(T−t).
(3.44)
From Corollary (2.1), we see that the term E
∥∥∥Ĥβn −H∥∥∥2
L2(Ω)
+ TE
∥∥∥Ĝβn − G∥∥∥2
L∞(0,T ;L2(Ω))
is
of order
max
(
β
d/2
n∏d
k=1(nk)
4µk
, β−µ0n
)
. (3.45)
This together with (3.44), we obtain (3.17).
Part 2. Estimate in H1(Ω): Recall that H1(Ω) is the space of the function f such that f
and f ′ belong to L2(Ω) with the norm defined by ‖f‖2H1 = ‖f‖2L2 + ‖f ′‖2L2 .
By taking the inner product two sides of (3.30) with −∆Yǫρn,νn,βn, and integrating over (t, T )
one deduces that
‖Yǫρn,νn,βn(·, T )‖2H1(Ω) − ‖Yǫρn,νn,βn(·, t)‖2H1(Ω)
− 2
∫ T
t
Λǫ(τ)‖∆Yǫρn,νn,βn(·, τ)‖2L2(Ω)dτ − 2νn
∫ T
t
‖Yǫρn,νn,βn(·, τ)‖2H1(Ω)dτ
= L7,n(t) + L8,n(t) + L9,n(t) + L10,n(t) + L11,n(t) (3.46)
where
L7,n(t) := 2
∫ T
t
∫
Ω
eνn(τ−T )PρnY
ǫ
ρn,νn,βn(x, τ)∆Y
ǫ
ρn,νn,βn(x, τ)dxdτ. (3.47)
L8,n(t) := −2
∫ T
t
∫
Ω
eνn(τ−T ) (Pρn −P)u(x, τ)∆Yǫρn,νn,βn(x, τ)dxdτ. (3.48)
L9,n(t) := 2
∫ T
t
∫
Ω
eνn(τ−T )
(
Λǫ(τ)− Λ(τ)
)
∆u(x, τ)∆Yǫρn,νn,βn(x, τ)dxdτ. (3.49)
L10,n(t) := −2
∫ T
t
∫
Ω
eνn(τ−T )
[
FQn(Û
ǫ
ρn,βn(x, τ)) − F (u(x, τ))
]
∆Yǫρn,νn,βn(x, τ)dxdτ. (3.50)
L11,n(t) := −2
∫ T
t
∫
Ω
eνn(τ−T )
[
Ĝβn(x, τ) −G(x, τ)
]
∆Yǫρn,νn,βn(x, τ)xdτ. (3.51)
Using the bound from Lemma 3.1 we can easily deduce that
E|L7,n(t)| ≤ 2ρn
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2H1(Ω)dτ. (3.52)
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Using Cauchy-Schwartz inequality and Lemma 3.1, we estimate |L8,n(t)| as follows
E|L8,n(t)| ≤ E
(
16
A1 −A0
∫ T
t
e2νn(τ−T )A21ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
dτ
)
+E
(
A1 −A0
4
∫ T
t
‖∆Yρn,νn,βn(x, τ)‖2L2(Ω)dτ
)
≤ 16TA
2
1
A1 −A0ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
+
A1 −A0
4
∫ T
t
E‖∆Yρn,νn,βn(., τ)‖2L2(Ω)dτ,
(3.53)
and similarly using the fact that Λǫ(τ)− Λ(τ) = ǫξ(t) we get
E|L9,n(t)| ≤ E
(
16
A1 −A0
∫ T
t
e2νn(τ−T )
(
Λǫ(τ)− Λ(τ)
)2 ‖∆u‖2L2(Ω) dτ
)
+E
(
A1 −A0
4
∫ T
t
‖∆Yǫρn,νn,βn(, , τ)‖2L2(Ω)dτ
)
≤ 16
A1 −A0 ‖u‖
2
L∞(0,T );H2(Ω))
∫ T
t
E
(
Λǫ(τ)− Λ(τ)
)2
dτ
+
A1 −A0
4
∫ T
t
E‖∆Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
≤ 16
A1 −A0 ǫ
2T 2‖u‖2L∞(0,T );H2(Ω)) +
A1 −A0
4
∫ T
t
E‖∆Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ.
(3.54)
The term E|L10,n(t)| is estimated using the fact that for |n| large enough FQn(u(x, τ)) =
F (u(x, τ))
E|L10,n(t)| ≤ 16
A1 −A0
∫ T
t
e2ρn(τ−T )
∥∥∥FQn(Û ǫρn,βn(x, τ)) − F (u(., τ))∥∥∥2L2(Ω) + A1 −A04 ∥∥∥∆Yǫρn,νn,βn∥∥∥2L2(Ω)
≤ 16
A1 −A0
(
1 + 3Q2n
) ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ +
A1 −A0
4
∥∥∥∆Yǫρn,νn,βn∥∥∥2L2(Ω).
The term E|L11,n(t)| can be bounded by
E|L11,n(t)| ≤ E
(
16T
A1 −A0
∫ T
t
e2νn(τ−T )
∥∥∥Ĝβn(., τ) −G(., τ)∥∥∥2
L2(Ω)
dτ
)
+E
(
A1 −A0
4
∫ T
t
‖∆Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ
)
≤ 16T
A1 −A0E
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+
A1 −A0
4
∫ T
t
E‖∆Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ.
(3.55)
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Combining (3.46), (3.52), (3.53), (3.54), (3.55) gives
E‖Yǫρn,νn,βn(·, T )‖2H1(Ω) −E‖Yǫρn,νn,βn(·, t)‖2H1(Ω)
− 2
∫ T
t
Λǫ(τ)E‖∆Yǫρn,νn,βn(·, τ)‖2L2(Ω)dτ − 2νn
∫ T
t
E‖Yǫρn,νn,βn(·, τ)‖2H1(Ω)dτ
≥ −2ρn
∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2H1(Ω)dτ −
16TA21
A1 −A0 ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
− 16
A1 −A0E
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
− 16
A1 −A0 ǫ
2(T − t)‖u‖2L∞(0,T );H2(Ω))
− 16
A1 −A0
(
1 + 3Q2n
) ∫ T
t
E‖Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ − (A1 −A0)
∫ T
t
E‖∆Yǫρn,νn,βn(., τ)‖2L2(Ω)dτ.
Choose νn = ρn. Then
e2ρn(t−T )E‖Û ǫρn,βn(., t)− u(., t)‖2H1(Ω)
≤ 16
A1 −A0
(
1 + 3Q2n
) ∫ T
t
e2ρn(τ−T )E‖Û ǫρn,βn(., τ)− u(., τ)‖2L2(Ω)dτ
+E‖Ĥβn −H‖2H1(Ω) +
16T
A1 −A0E
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+
16TA21
A1 −A0ρ
−2γ
n e
−2Tρn‖u‖2
L∞(0,T ;Zγ,TA1 (Ω))
+
16
A1 −A0 ǫ
2(T − t)‖u‖2L∞(0,T );H2(Ω)). (3.56)
Multiplying both sides of the last inequality by e2Tρn , we obtain
e2ρntE‖Û ǫρn,βn(., t)− u(., t)‖2H1(Ω)
≤ 16
A1 −A0
(
1 + 3Q2n
) ∫ T
t
e2ρnτE‖Û ǫρn,βn(., τ)− u(., τ)‖2L2(Ω)dτ
+ e2TρnE‖Ĥβn −H‖2H1(Ω) +
16e2Tρn
A1 −A0E
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+
16TA21
A1 −A0 ρ
−2γ
n ‖u‖2L∞(0,T ;Zγ,TA1 (Ω)) +
16
A1 −A0 ǫ
2e2Tρn(T − t)‖u‖2L∞(0,T );H2(Ω)). (3.57)
Now, we need to find an upper bound of E‖Ĥβn −H‖2H1(Ω). By Theorem 2.1 [13], we get∥∥∥Ĥβn(x)−H(x)∥∥∥2
H1(Ω)
= 4
∑
p∈Wβn
|p|2
[
πd∏d
k=1 nk
n1∑
i1=1
...
nd∑
id=1
Λi1,i2,...idΥi1,i2,...idψp(xi1 , ...xid)− Γn,p
]2
+ 4
∑
p∈Wβn
|p|2
∣∣∣Hp∣∣∣2
≤ 8π
2d(∏d
k=1 nk
)2 ∑
p∈Wβn
|p|2
[
n1∑
i1=1
...
nd∑
id=1
Λi1,i2,...idΥi1,i2,...id
]2
︸ ︷︷ ︸
:=A111
+ 8
∑
p∈Wβn
|p|2
∣∣∣Γn,p∣∣∣2︸ ︷︷ ︸
:=A222
+4
∑
p/∈Wβn
|p|2
∣∣∣Hp∣∣∣2︸ ︷︷ ︸
:=A333
. (3.58)
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The expectation of A111 is bounded by
EA111 ≤ 8π
2d(∏d
k=1 nk
)2 ∑
p∈Wβn
βn
∏d
k=1 nk
πd
V 2max =
8πd∏d
k=1 nk
V 2maxβncard (Wβn) .
It follows from Theorem 2.1 [13] that
EA111 ≤ 8πdV 2max
2πd/2
dΓ(d/2)
β
d+2
2
n∏d
k=1 nk
. (3.59)
which we use (2.30) of [13]
card (Wβn) ≤
2πd/2
dΓ(d/2)
β
d/2
n . (3.60)
From (2.37) of [13], we obtain
A222 = 8
∑
p∈Wβn
|p|2
∣∣∣Γn,p∣∣∣2
≤ 8βnC2(µ1, ...µd)
∥∥∥H∥∥∥2
Hµ0 (Ω)
d∏
k=1
(nk)
−4µkcard (Wβn)
≤ 16C
2(µ1, ...µd)π
d/2
dΓ(d/2)
∥∥∥H∥∥∥2
Hµ0 (Ω)
β
d+2
2
n
d∏
k=1
(nk)
−4µk . (3.61)
For A333 on the right hand side of (3.58), noting that |p|2 ≥ βn if p /∈ Wβn , we have the
following estimation
A333 = 4
∑
p/∈Wβn
|p|−2µ0 |p|2µ0+2
∣∣∣Hp∣∣∣2 ≤ 4β−µ0n ∥∥∥H∥∥∥2Hµ0+1(Ω). (3.62)
Combining (3.58), (3.59), (3.61) and (3.62), we deduce that
E
∥∥∥Ĥβn(x)−H(x)∥∥∥2
H1(Ω)
≤ EA111 +A222 +A333
≤ 8πdV 2max
2πd/2
dΓ(d/2)
β
d+2
2
n∏d
k=1 nk
+
16C2(µ1, ...µd)πd/2
dΓ(d/2)
∥∥∥H∥∥∥2
Hµ0 (Ω)
β
d+2
2
n
d∏
k=1
(nk)
−4µk + 4β−µ0n
∥∥∥H∥∥∥2
Hµ0+1(Ω)
,
(3.63)
which implies that E
∥∥∥Ĥβn −H∥∥∥2
H1(Ω)
is of order max
(
β
d+2
2
n∏d
k=1(nk)
4µk
, β−µ0n
)
. This together with
Corollary 2.1 yields
e2TρnE‖Ĥβn −H‖2H1(Ω) +
16e2Tρn
A1 −A0E
∥∥∥Ĝβn −G∥∥∥2
L∞(0,T ;L2(Ω))
+
16TA21
A1 −A0ρ
−2γ
n ‖u‖2L∞(0,T ;Zγ,TA1 (Ω)) +
16
A1 −A0 ǫ
2e2Tρn(T − t)‖u‖2L∞(0,T );H2(Ω))
is of order
max
(
e2ρnTβ
d+2
2
n∏d
k=1(nk)
4µk
, e2ρnTβ−µ0n , ρ
−2γ
n
)
+ ǫ2e2ρnT . (3.64)
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Combining (3.57) and (3.64) gives that E
∥∥∥Û ǫρn,βn − u∥∥∥H1(Ω) is of order
exp
( 48TQ2n
A1 −A0
)
max
(
e2ρn(T−t)β
d+2
2
n∏d
k=1(nk)
4µk
, e−2ρntρ−2γn , e
2ρn(T−t)β−µ0n
)
+ exp
( 48TQ2n
A1 −A0
)
ǫ2e2ρnT .
(3.65)
This implies the desired result (3.22).

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