Abstract. We establish a potential theoretic approach to the study of twist points in the boundary of simply connected planar domains.
Motivation and main results
We introduce a geometric, potential theoretic approach to the study of twist points in the boundary of simply connected planar domains. The study of the correspondence between geometric, potential theoretic properties of the domain and analytic properties of the conformal map of the unit disc onto the domain has deep roots in function theory (see, in particular, [2] , [3] , [5] , [6] , [7] , [8] , [10] , [18] , [28] , [29] , [30] , [31] , [32] , [33] , [34] and [35] ) and usually yields inspiration for higher dimensional versions; cf. [4] .
Background. Let S b be the family of all bounded, connected, simply connected planar domains. If D ∈ S b , then let ∂D denote the boundary of D. Let U def = {z ∈ R 2 : |z| < 1} be the unit disc of center 0. If D ∈ S b and x ∈ D, then there exists an analytic isomorphism f : U → D such that f (0) = x. The map f , determined modulo rotations of U around the origin, is called a Riemann map of D with pole at x. Let S be the class of all analytic, univalent functions f : U → C, normalized by f (0) = 0 and f (0) = 1. According to Pommerenke [34] , one of the main aims of the theory of the boundary behavior of conformal maps is the study of the correspondence between data expressible in terms of f , called analytic, and data that are expressible entirely in terms of the geometry of D = f (U ). Let F (f ) be the set of all θ ∈ ∂U where the angular limit of f , denoted by f (θ), exists; see [34] , p. 6. The set F (f ) has full Lebesgue measure in ∂U , by a theorem of Fatou [15] . The correspondence between geometric and analytic data reveals itself in different, sometimes subtle guises. A special role is played by the analytic Bloch function
This function has a remarkable property: For Lebesgue a.e. θ ∈ ∂U , the angular boundary behavior of log f at θ determines whether f (θ) ∈ twist(D) or f (θ) ∈ sect(D); see Section 2. The implication holds for almost every point, but not at every point; see [34] and [25] . A variant of log f that appears in function theory is the analytic functional of f ∈ S given by log ζf (ζ) f (ζ) , ζ ∈ U , where log is the branch equal to 0 at ζ = 0; see [34] p. 123. Indeed, W. Seidel [36] showed that the imaginary part of this functional, given by
provides an analytic characterization of starlike domains. H. Grunsky [20] proved the sharp inequality arg ζf (ζ) f (ζ) ≤ log 1 + |ζ| 1 − |ζ| where f ∈ S and ζ ∈ U ; cf. [18] , p. 117, and [28] , p. 168.
Main results.
Given D ∈ S b and y ∈ D, we define a harmonic Bloch function h D (y) : D → R playing the role of log f and instrumental to a potential theoretic approach to twisting. The definition of h D (y) is purely geometric and potential theoretic, not being based on the Riemann map. Its harmonicity does not appear to be obvious from the point of view of potential theory. We also show that the function h D yields a geometric, potential theoretic representation for the analytic quantity (1.1).
Indeed, let h(D) be the space of real-valued functions defined on D and harmonic therein. For each D ∈ S b we define and study a continuous function
Here µ D (z, ·) is the harmonic measure with pole at z and y, z D (w), called the relative winding angle, is the signed variation of the argument of ξ − w as ξ ∈ D goes from y to z along a continuous curve in D. The relative winding angle is defined in Section 2 without using complex analysis.
Here are the most salient properties of the function h D .
Theorem 3.2. D ∈ S b and y
The harmonicity of h D (y)(z) as a function of y is immediate, since it is the superposition of functions harmonic in y. A non-potential theoretic proof of Theorem 3.2 can be given. Indeed, if f is a Riemann map of D with pole at x ∈ D, then the composition
turns out to be equal to the map (1.1); however, we also establish the harmonicity of h D (y) independently of this equality, since our proof is purely potential theoretic.
The harmonicity of h D (x) will be seen to be the expression of an implicit symmetry under reflections. For NTA domains, we establish the previous assertion in a quantitative way, in Theorem 3.4.
Outline. In Section 2 we establish notation and the needed preliminary results. In Section 3 we introduce the h function of a domain in S b and state its properties. In Section 4 we prove our results in the order of their mutual dependence.
Remarks. The third-named author has given a talk at the Potential Theory Workshop in Bucuresti, Romania, in September 2002. See also [1] .
Notation and preliminary results
Henceforth we shall adopt the following notation: D ∈ S b , f is a Riemann map of D with pole at x ∈ D and F (f ) is the set of points θ ∈ ∂U where f has radial limit (hence angular limit). The set F (f ) is a Borel set of full Lebesgue measure in ∂U ; see [15] and [34] . Moreover, 
The unweighted average of u ∈ C(∂B(w, r)) over ∂B(w, r) is denoted L(u, w, r), as in [14] , Section 1.I.2.
We use (z) to denote the imaginary part of z ∈ C, (z) for its real part and We may assume, after a change of parameter, that the parameter space is equal to [0, τ] where 0 < τ < ∞; see [24] . A curve in B whose endpoints coincide is called a closed curve in B. After a change of parameter, closed curves in B can be seen as elements of C(∂U, B). Let Σ B (y, z) be the set of smooth ( •c ends at some point of ∂U ; see [24] . Indeed, the set ∂ D, image of f , can be described geometrically.
Lemma 2.1. If w ∈ ∂D, then the following conditions are equivalent:
Proof. Apply [34] , Theorem 4.3, and [24] , Theorems III.2.6 and III.2.7.
there is a unique n ∈ Z such that γ 1 = γ 2 + 2πin; see [19] . 
Proposition 2.2. Assume that
Then lim s→1 (γ k (s)) = −∞ and, for each n ∈ Z, st(γ 2 ) does not intersect the vertical translation of st(γ 1 ) by 2πni. It follows that, for s close enough to 1, γ 2 (s) belongs to the strip between two successive vertical translates of st(γ 1 ) and therefore its imaginary part must be unbounded above and below as well. 
whenever this integral is defined. If φ is bounded and
in the sense of vague convergence of measures, where δ w is the probability measure supported by {w}. Harmonic measures with different poles are mutually absolutely 
Any such sequence {D n } n is called a regular exhaustion of D. The next result is basically due to Wiener [39] . Proof. When O contains D, the statement is proved in [39] . The restriction of Ψ to a smaller neighborhood of ∂D has a continuous extension Φ : D → R, by a theorem of Tietze. Since the restrictions of Φ and Ψ on ∂D n coincide for n big enough, we may apply the special case. 
Lemma 2.3. Let D ∈ S b and fix a regular exhaustion {D
It may happen that f (θ) ∈ sect(D) while θ ∈ Sect(f ).
Twist points of the Riemann map. Let Twist(f ) ⊂ ∂U be the set of points
Lemma 2.4. If θ ∈ F(f ), then the following conditions are equivalent: (
Proof. Apply Proposition 2.2 and [34], Theorem 4.3.
Proof. Apply (2.4), Proposition 2.5, and the Twist Point Theorem [25] , [34] .
Prime ends. For background about the theory of prime ends, due to Carathéodory, see [34] . Let ∂ c D be the set of prime ends of D and denote by f c : ∂U → ∂ c D the homeomorphism given in the Prime End Theorem (in [34] , the notationf is used for f c and P (D) for ∂ c D). We claim that it is possible to define subsets ∂ 
The proof is left to the reader. We shall not need these results in the rest of this paper.
NTA domains. NTA domains in R n were introduced in [22] . Let NTA 2 be the collection of all planar NTA domains. Then NTA 2 ⊂ S b with proper inclusion, since a planar NTA domain is a quasidisc; see [22] and [34] . The von Koch snowflake is an NTA domain [37] . If D ∈ NTA 2 , w ∈ ∂D and α > 0, then Proof. Apply [22] , Theorem 6.4, paying due care to measurability issues.
Remark. The previous result is a real-variable higher dimensional extension of a theorem of Plessner on functions analytic on U ; see [27] .
The quasihyperbolic metric and harmonic Bloch functions. The quasihyperbolic distance k D (z, y) in D from z to y is defined as the minimum of the arc length integrals
evaluated along all rectifiable paths c from z to y contained in D. The quasihyperbolic distance is a geometric quantity; cf. [34] . It was introduced in [17] ; see also [16] and [34] , p. 92. Observe that if z, y ∈ D and |z − y| <
. 
If U ∈ h(D) satisfies (2.5), then U is called a harmonic Bloch function; cf. [23] .
The hyperbolic metric and the Green function. Let λ U be the hyperbolic metric of the unit disc, normalized so as to yield
as in [34] , p. 6. Other normalizations can be found in the literature. If z, y ∈ D,
is the hyperbolic distance in D between z and y. The Koebe distortion theorem implies that (c) , complement of the image of c, and it extends by continuity at the endpoints of c but not at the other points of c, since therein it is subject to a jump; see [11] . Recall that the value of c at w is given by the arc length integral
where n is the positively oriented normal to c. We call c (w) the winding angle of c as seen from w, since it is the signed variation of the argument of y − w, when y goes from x to z along c, as can be seen via the Green formula; see [11] . Observe that c (w) = (c − w) (0). The following estimate will be useful:
.
If 0 / ∈ st(c), then c (0) equals the integral along c of the closed differential form
xdy−ydx x 2 +y 2 -modulo a sign that depends on the orientation of the plane. Since a closed differential form can be integrated along any curve, without assuming any smoothness on the curve (see [9] , p. 58), then c (w) can be defined for any curve c in 
Moreover, y 1 , y 2 D (z) is harmonic in each variable separately, and
Lemma 2.9.
(2.12)
Proof. The maximum principle for harmonic functions implies that it suffices to verify (2.12) when z = w ∈ ∂D, in which case (2.11) and (2.9) imply that , y) . Thus, if n is big enough, x, y D n is the restriction to ∂D n of a continuous extension of x, y D to a neighborhood of ∂D. Now apply Lemma 2.3.
The function h D

The original potential theoretic definition. We let h
Notation. Whenever convenient, we shall write
as a function of the second variable.
Remarks. The functional h D is covariant under translations, rotations and dilations of D. We shall see that it uniquely determines the domain D (apart from the scale) since it determines (the inverse of) its Riemann map.
Since h D (y, z) is a superposition of functions harmonic in y, its harmonicity in y follows from standard arguments. Its harmonicity with respect to z does not seem to be equally immediate from the viewpoint of potential theory; we now show that it is related to a certain (hidden) symmetry under reflections (in the direct proof of Corollary 3.9 this symmetry is explicit). (
Proof. (a) ⇒ (b)
Observe that h D (x, x) = 0 and apply [14] , Section 1.
is continuous on D and, by (2.10),
Since x 1 , x 2 D is harmonic on D, the conclusion follows from (3.1). The following two results deal with a natural question: Determine whether and in what sense the approximation 
Observe that (3.4) is a general, intrinsic form of the estimate (1) given in [13] in the proof of Lemma 3 of that paper. Examples show that (3.4) may fail if D is not NTA at w; see [25] . However, the following result shows that (3.3), if properly interpreted, holds for every D ∈ S b . The interpretation is qualitative, in the sense that the boundary behaviour of one side reflects the boundary behaviour of the other. We shall see that the proof of the following result is independent of (3.14). Thus, we recapture the well-known analytic characterization of starlike domains, due to W. Seidel [36] . 
Proof. Observe that (2.10) implies
hence the result.
If the boundary of D is not smooth, the function t D (x) cannot be directly defined as in (3.5) . In particular, the function h D (x, ·) may not possess boundary values as in (3.7). Consider, for example, the von Koch snowflake [37] , whose boundary consists of twist points, apart from a set of harmonic measure zero [13] , [34] . However, the following theorem provides another (less direct but equally natural) description of h D . Indeed, its statement is inspired by the construction of the generalized solution of Dirichlet's problem in arbitrary domains in R n , due to N. Wiener [39] . Similar reasoning shows that III < /3 for n large enough. Thus, if n is large enough, then |h D (x, z) − h D n (x, z)| < for each z ∈ K.
