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Abstract: The AdS/Ricci-flat (AdS/RF) correspondence is a map between fami-
lies of asymptotically locally AdS solutions on a torus and families of asymptotically
flat spacetimes on a sphere. The aim of this work is to perturbatively extend this
map to general AdS and asymptotically flat solutions. A prime application for such
map would be the development of holography for Minkowski spacetime. In this paper
we perform a Kaluza-Klein (KK) reduction of AdS on a torus and of Minkowski on a
sphere, keeping all massive KK modes. Such computation is interesting on its own,
as there are relatively few examples of such explicit KK reductions in the literature.
We perform both KK reductions in parallel to illustrate their similarity. In partic-
ular, we show how to construct gauge invariant variables, find the field equations
they satisfy, and construct a corresponding effective action. We further diagonalize
all equations and find their general solution in closed form. Surprisingly, in the limit
of large dimension of the compact manifolds (torus and sphere), the AdS/RF cor-
respondence maps individual KK modes from one side to the other. In a sequel of
this paper we will discuss how the AdS/RF maps acts when the dimension of the
compact space is finite.
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1 Introduction
The advent of the holographic principle [1, 2], and its precise realization in the form
of the AdS/CFT correspondence [3], has provided us with deep insights into the
nature of spacetime and gravitational forces. This was enabled by special properties
of anti-de Sitter (AdS) gravity, that grant better control on the asymptotic structure
of solution to the field equations [4], and allows to develop very effective tools [5].
Notably, we now have a well-developed holographic dictionary that allows us to
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translate gravitational questions to quantum field theory (QFT) ones and vice versa,
a good understanding of AdS black holes, a precise fluid/gravity correspondence,
and (in principle) a full, non-pertubative formulation of quantum gravity on AdS
in terms of the dual CFT. Gravitational techniques are now commonly applied to
tackle field theoretic questions, such as the quark-gluon plasma, strongly interacting
condensed matter systems, and quantum information problems (see e.g. [6–8] and
references therein). Following the inverse path, the dual QFT is currently our best
window to investigate fundamental questions such as the emergence of spacetime,
causality, and the resolution of singularities.
Such questions are out of our reach when leaving the safe harbour of AdS space-
times for asymptotically (locally) flat (ALF) spacetimes. The holographic principle
is still expected to play a key role, but its formulation for such spacetimes still eludes
us despite the existence of general arguments for holography and various attempts
to implement it (see [9–19] for a sample of works). On the other hand, and in a
somewhat complementary way, other aspects of ALF physics have been developed in
great extent over the years. For example, we have much better control of quantum
field theory on curved spacetimes when the background spacetime is asymptotically
flat. The reason is that general relativistic effects become negligible in the asymptotic
regions, and the QFT Hilbert space for initial and final states can be constructed
in a familiar way. Hence, one can define an S-matrix relating in and out states.
Such a construction is not readily available for asymptotically AdS spacetimes (see
e.g. [20]). Moreover, asymptotically flat spacetimes enjoy a large symmetry group,
the Bondi, van der Burg, Metzner, Sachs (BMS) group [21, 22]. This asymptotic
symmetry has recently resurfaced [23] (see [24] for a review and further references)
in relation to gravitational scattering and Weinberg’s soft theorems [25], and as the
carrier of the soft hair that has been conjectured to solve the black hole information
problem in [26, 27]. The perturbative superstring theory itself can be defined and
quantized much more easily on Minkowski spacetime than on an AdS background.
Last but not least, asymptotically flat spacetimes benefit from various integrability
properties and solution generating techniques (see e.g. [28] for a review), which are
not available in the presence of a non-vanishing cosmological constant.
It is therefore clear that if one could construct a bridge between asymptotically
flat and asymptotically AdS spacetimes, there would be great gains for both sides,
since concepts and tools could be transferred from one to another by crossing over
it. The foundation for such a bridge was sketched in [29], in the form of the Anti-
de Sitter/Ricci-flat correspondence.
The Anti-de Sitter/Ricci-flat (AdS/RF) correspondence is, at its heart, a simple
geometrical map between families of Einstein manifolds. It can be used to map fam-
ilies of solutions of AdS gravity to families of solution of vacuum Einstein gravity,
and has therefore the potential to enlighten us upon the formulation of holography
on Ricci-flat manifolds by mapping to them the well-known holographic tools de-
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veloped in the context of AdS/CFT. This line of thought was pursued with success
in [30], where holographic boundary conditions and 2-point functions in Minkowski
spacetime were obtained from AdS compactified on a torus, and the hydrodynamic
regime of asymptotically flat black p-branes and the Rindler fluid [31–34] were linked
to the conformal fluid dynamics described by the AdS fluid/gravity metrics [35].
Mathematically, the AdS/RF map is defined by the following recipe. The start-
ing ingredient is a family of (d + 1)-dimensional spacetimes that solves Einstein’s
equations with a negative cosmological constant
Λ = −d(d− 1)/2ℓ2 (1.1)
for any value of d, and consists of a flat (d − p − 1)-dimensional torus warped over
a (p + 2)-dimensional base space. We can always choose coordinates ya (with a =
0, . . . , p+1) on the base space, and coordinates χi (with i = 1, . . . , d− p− 1) on the
torus, such that its line element takes the form
ds2Λ = gˆab(y; d) dy
adyb + e
2φˆ(y;d)
d−p−1 δij dχ
idχj. (1.2)
We can extract from this expression the (p+2)-dimensional metric gˆab(y; d) and the
scalar field φˆ(y; d), where we explicitly indicate that these coefficients may dependent
on d. The next step is to define a new (p+2)-dimensional metric g˜ab(y;n) and a new
scalar field φ˜(y;n), both depending on a new parameter n, as
g˜(y;n) = gˆ(y;−n), φ˜(y;n) = φˆ(y;−n). (1.3)
Finally, we construct a (n+p+3)-dimensional metric by plugging the fields g˜ab(y;n)
and φ˜(y;n) in the Ansatz
ds20 = e
2φ˜(y;n)
n+p+1
(
g˜ab(y;n) dy
adyb + ℓ2dΩ2n+1
)
, (1.4)
where dΩ2n+1 is the unit metric of the round (n + 1)-sphere Sn+1. Then the metric
associated to the line element (1.4) is Ricci-flat (RF), i.e. it solves Einstein’s equations
in vacuum. The map works in the other direction as well: starting from a family of
(n + p + 3)-dimensional Ricci-flat manifolds that have a round sphere Sn+1 warped
over a (p+2)-dimensional base, one casts their metrics in the form (1.4), reads off the
metric g˜ab(y;n) and the scalar field φ˜(y;n), performs the substitution n → −d and
replaces the outcome in the AdS Ansatz (1.2). Then, the resulting family of metrics
solves Einstein’s equations with the cosmological constant (1.1) for all values of d.
This is illustrated by the diagram in figure 1. The reason why the map works is that
the (consistent) diagonal dimensional reduction of an asymptotically AdS spacetime
on a torus and that of a Ricci-flat spacetime on sphere down to p + 2 dimensions
yields the same lower dimensional equations of motion, provided one matches the
cosmological radius of AdS to the radius of the sphere and analytically continues d
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AdSd+1 ⊃ T d−p−1 Ricci-flatn+p+3 ⊃ Sn+1
d←→ −n
T d−p−1 ←→ Sn+1
Figure 1. AdS/RF correspondence relates families of AdS spacetimes with a torus to
families of Ricci-flat spacetimes with a sphere by dimensional continuation.
to −n.1 The main message is that this map creates a first connection between AdS
and RF manifolds, and we intend with our analysis to see up to what extend this
connection can be exploited to bridge AdS physics to asymptotically flat spacetimes
and back.
A major limitation of this approach stems from the AdS/RF map requirement
that the AdS geometry has a flat torus, and correspondingly the Ricci-flat manifold
contains a round sphere. This restricts the physical processes to which it can be
applied. For example, while modes propagating on the extended directions of AdS
black branes can be mapped to transverse modes of the corresponding Schwarzschild
black branes,2 the correspondence does not capture modes that deform the internal
torus or sphere. This is a hurdle when studying for instance the Schwarzschild black
hole: by Birkhoff’s theorem we are freezing all the dynamics, and not much is left to
be mapped! To understand holographically such modes by using similar methods,
one has to extend the correspondence to allow for at least some extra modes living on
these compact manifolds to be mapped into each other. A number of generalizations
and extensions of the correspondence were studied in [38–40].
The task we undertake in this article is to find out whether such an extension of
the original formulation of the AdS/RF correspondence is possible. To simplify the
analysis, we will switch to a perturbative approach and restrict it to linear pertur-
bations of the simplest occurrence of the map: that relating Minkowski spacetime
and the Poincaré patch of AdS spacetime. It will be easier to crack the map for
modes deforming the compact manifold in such a simplified setting. Moreover, the
study of these linear perturbations is the first, necessary step towards translating
the AdS/CFT dictionary to AF spacetimes, since these fluctuations of the metric
determine the correlation functions of the dual CFT operators [41].
To be more precise, recall that the AdS/RF correspondence maps AdSd+1 on the
1Such analytic continuation in d was first introduced in [36] in the context of non-conformal
brane holography.
2 This map has been used in the past to obtain the transport coefficients up to second order
in the derivative expansion for blackfolds [29] and for the fluid dual to Rindler spacetimes [30],
by mapping the corresponding quantities of the conformal fluid dual to large AdS black holes.
Similarly, in an 1/D expansion, the quasi-normal frequencies of AdS black branes were shown to
match under the map the unstable frequencies of Ricci-flat black branes [37]. These examples show
the validity and effectiveness of the correspondence.
– 4 –
torus T d−p−1
ds2Λ =
ℓ2
r2
(
dr2 + ηµν dx
µdxν + δij dχ
idχj
)
(1.5)
to n+ p+ 3 Minkowski spacetime,
ds20 = ηµν dx
µdxν + dr2 + r2dΩ2n+1, (1.6)
where we have decomposed the base space coordinates as ya = {xµ, r}.3 Now, we
add on both sides a general perturbation that depends on all coordinates, including
the toroidal coordinates on AdS side and the spherical coordinates on the Minkowski
side. The question we would like to answer is whether we can extend the AdS/RF
map to apply to these perturbations.
To this end we will perform the dimensional reduction described above, but
keeping this time the full towers of Kaluza-Klein (KK) modes. We will see that the
resulting zero-modes are mapped into each other – this simply reflects the original
AdS/RF map. We will however be more interested in the higher, massive modes,
that deform the internal torus and sphere respectively. Naively there should be no
way to map the single modes into each other: after all we are comparing KK modes
on a torus to KK modes on a sphere! Surprisingly, in the limit the dimension of
the compact space tends to infinity there is one-to-one correspondence between the
modes. When the dimension is finite, one finds instead that a single mode maps to
an infinite superposition of modes on the other side, as will be discussed in [42].
This paper is organised as follows. In the remainder of this section we discuss our
conventions. In § 2 we set up the two Kaluza-Klein reductions: we explain the KK
decomposition of the perturbations and construct gauge invariant variables. Then in
§ 3 we insert the KK decomposition in the field equations and derive the equations
that the gauge invariant combinations satisfy. These equations are shown to follow
from an action in § 4. In § 5 we decouple the equations, and we completely solve
them in § 6. In § 7 we consider the large n and d limit and show that the AdS/RF
correspondence maps individual modes to each other. We conclude in § 8 with a
discussion of our results. The paper contains two appendices: in appendix A we
discuss how the AdS/RF map acts on the zero modes and in appendix B we provide
a summary of the mathematical results on the harmonic decomposition of the sphere
and torus.
Notation and conventions On the RF side of the correspondence we consider
D = n + p + 3 dimensional spacetimes on which define coordinates XA, and use
early capital latin letters A, B, . . . for tensor indices. We will use a bar for all
quantities defined in these spacetimes, so the metric is g¯AB, the associated covariant
derivative ∇¯A, and the d’Alembertian ¯.
3 The coordinates xµ, with µ = 0, . . . , p, are the boundary coordinates from the AdS perspective.
However, from Minkowski’s point of view, they parametrize a p-brane sitting at its origin [30].
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We denote collectively XM the d + 1 coordinates on the AdS side of the cor-
respondence, with the late capital latin letters M , N , . . . to mark tensor indices.
Quantities defined on this manifold are denoted with a check sign, thus the metric
is gˇMN , the corresponding covariant derivative ∇ˇM and the d’Alembertian ˇ.
These spacetimes undergo a KK reduction down to p + 2 dimensions, where
we define coordinates ya, with early latin indices a, b, . . . . For the backgrounds
we are interested in, these lower-dimensional manifolds are flat, and we define on
them a Minkowski metric ηab, the partial derivative ∂a, and the flat d’Alembertian
 = ηab∂a∂b. These coordinates are further decomposed as y
a = {xµ, r}, with a
holographic coordinate r, and p+ 1 boundary (or brane) coordinates xµ, with greek
indices µ, ν, . . . . On this boundary the induced metric is the Minkowski metric ηµν .
RF spacetimes are compactified over a (n + 1)-sphere Sn+1, on which we define
coordinates θi with indices i, j, . . . and its unit round metric σij . The covariant
derivative operator on this sphere is given by Di, and the Laplace operator by θ.
By convention, we raise and lower the sphere indices i, j, . . . using the sphere metric
σij and its inverse σ
ij, with σijσ
jk = δi
k.
Similarly, the AdS spacetimes are compactified over a (d−p−1)-dimensional torus
T d−p−1, with coordinates χi and indices i, j, . . . , that should be easily distinguished
from the sphere indices by the context. The coordinates are identified with period
τ that sets the size of the torus, χi ∼ χi + τ . Finally, on T d−p−1, we have the flat
metric δij , and the partial derivatives ∂i.
2 Kaluza-Klein reductions
Our aim is to investigate whether it is possible to perturbatively unfreeze the compact
manifolds in the AdS/RF map, i.e. we will start with an AdS/RF pair and ask
whether we can map across perturbations that depend on the compact manifolds.
We will discuss this in the simplest case where the pair is AdS on a torus/Minkowski
on a sphere. To address this issue, we first need to analyze what are the possible
perturbations. Thus, to start with, we need to perform a full KK reduction of vacuum
Einstein gravity on a sphere, and a full KK reduction of AdS gravity on a torus.
To this end, we will first decompose the spacetime fields according to their trans-
formation properties under diffeomorphisms of the compact spaces, and then expand
them further into harmonics of the sphere and of the torus. We will then construct
gauge invariant variables to make the KK reduction independent of any choice of
gauge fixing. This can be done systematically, using the gauge invariant KK reduc-
tion technique developed in [43]. Armed with these variables, we can finally find the
field equations that these KK modes must verify, in both reductions. We will see
that it is possible to decouple and solve all equations. Discussions of such complete
KK reductions are rare in the literature, see [44] for such an example and [45] for
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a review. As the techniques discussed here may be useful in different contexts, an
effort was made to present a complete and self-contained discussion.
Vacuum Einstein gravity and deformations of Minkowski spacetime On
the one side of the correspondence we have vacuum Einstein gravity in n + p +
3 dimensions, by which we simply mean General Relativity with no cosmological
constant nor external matter. The equations of motion are R¯AB = 0, so that the
solutions are Ricci-flat manifolds. Its vacuum is Minkowski spacetime whose metric,
in coordinate adapted to the Ansatz (1.4), is
ds2D = g¯AB dX
AdXB = ηµν dx
µdxν + dr2 + r2σij dθ
idθj. (2.1)
Here ηµν is the (p+ 1)-dimensional Minkowski metric, and σij is the unit metric on
the round Sn+1. Upon reduction on the sphere, we are left with a (p+2)-dimensional
theory with coordinates ya = {xµ, r}, and with its indices a, b, . . . being raised and
lowered by convention with the Minkowski metric ηab. Perturbing the background
metric g¯AB with a small perturbation hAB, we find that the resulting metric g¯ + h
solves the original field equations to first order in hAB if the perturbation solves the
linearised Einstein equations
E
(0)
CD ≡ 2δRCD = g¯AB(hBC|DA − hAB|CD + hBD|CA − hCD|BA) = 0, (2.2)
where | indicates the covariant derivative ∇¯A compatible with the background metric
g¯.
AdS gravity and deformations of AdS spacetime On the other side of the
correspondence we have AdS gravity in d+1 dimensions, by which we mean General
Relativity in presence of the negative cosmological constant (1.1) and no external
matter fields. The field equations are thus GˇMN +ΛgˇMN = 0. The vacuum solution
in this case is given by AdS spacetime whose metric, in Poincaré coordinates, is given
by
ds2Λ = gˇMN dX
MdXN =
ℓ2
r2
(
dr2 + ηαβ dz
αdzβ
)
. (2.3)
Here r is the holographic radial coordinate of the Poincaré patch, and zα are the
coordinates of its d-dimensional conformal boundary with Minkowski metric ηαβ . To
adapt this metric to Ansatz (1.2), we further single out d−p−1 spacelike directions
along the boundary, and split the coordinates as zα = {xµ, χi},
ds2Λ =
ℓ2
r2
(
dr2 + ηµν dx
µdxν + δij dχ
idχj
)
. (2.4)
The χi coordinates are compactified on a torus T d−p−1, with flat metric δij . The
remaining p + 2 coordinates ya = {r, xµ} describe again the theory obtained af-
ter dimensionally reducing, this time over the torus. The corresponding indices a,
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b, . . . are once again raised and lowered by convention with the Minkowski metric
ηab.
For the perturbed metric gˇ+h to satisfy the AdS gravity field equations at linear
order in the small perturbation hMN , the latter must solve the linearized Einstein
equations
E
(Λ)
MN ≡ δRMN +
d
ℓ2
hMN = 0, (2.5)
where the extra term comes from the cosmological constant, and δRMN is given
by (2.2) with the background g¯ (and corresponding covariant derivatives) replaced
by gˇ.
AdS/RF correspondence for perturbations respecting the original Ansätze
Let us pause before performing the full KK reduction to consider how the AdS/RF
map acts on these perturbed solutions. When the perturbations respect the An-
sätze (1.2) and (1.4), the map goes through in a straightforward way, and it is easy
to see how the various components get mapped into one another. This is done in
appendix A. From the KK perspective, these are the zero modes, that survive when
we freeze the internal manifolds.
We are instead interested in the fate of the massive KK modes, the ones that pull
the metric away from Ansätze (1.2) and (1.4), and appear as soon as the internal
manifolds are unfrozen. On these modes, we cannot directly apply the original
AdS/RF map. Instead, we will perform a full KK reduction over the internal manifold
on both sides of the correspondence, and then compare them to find out if the
resulting modes are related in any way.
2.1 Harmonic decomposition of the fields
In order to perform the KK reductions, we first decompose the fields in scalar, vector
and tensor components with respect to the reduced manifold, and expand them in
harmonics of the compactification space. Thus, the perturbation of the Minkowski
spacetime is expanded in spherical harmonics, while the expansion of the perturba-
tion of AdS is simply a Fourier expansion.
Mode decomposition on Sn+1 We can use the spherical symmetry of the met-
ric Ansatz (1.4) to decompose the metric perturbation hAB(y
a, θi) of Minkowski
into scalar hab, vectorial hai, and tensorial hij components under the rotation group
SO(n+2). We further decompose the latter into a symmetric traceless part h(ij) and
a trace part hi
i. We then expand all these quantities into scalar spherical harmonics
S
Is(θ), vector harmonics VIvi (θ) and tensorial harmonics T
It
(ij)(θ). The latter form a
complete set of eigenfunctions of the Laplace operator on the (n + 1)-sphere, with
eigenvalues ΛIs, ΛIv , and ΛIt respectively. Their definition, as well as some of their
properties, can be found in appendix B.1. The resulting decomposition of the metric
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perturbation reads
hab =
∑
Is
hIsab(y)S
Is(θ), (2.6)
hai = r
2

∑
Iv
BIv(v)a(y)V
Iv
i (θ) +
∑
Is
BIs(s)a(y)DiSIs(θ)

 , (2.7)
h(ij) = r
2

∑
It
φˆItt (y)T
It
(ij)(θ) +
∑
Iv
φIvv (y)D(iVIvj)(θ) +
∑
Is
φIss (y)D(iDj)SIs(θ)

 , (2.8)
hii ≡ σijhij = (n+ 1)r2
∑
Is
πIs(y)SIs(θ), (2.9)
where Di are covariant derivatives compatible with the unit metric σij on Sn+1, and
we are summing over repeated indices Is, Iv, and It that label the (scalar, vectorial,
and tensorial respectively) representations of SO(n + 2). In the following, we will
omit the summation signs and assume Einstein’s convention for summing over re-
peated indices. Also, we will leave the coordinate dependence in fields and harmonics
implicit. The metric perturbation is hence decomposed in the fields4 hIsab, B
Iv
(v)a, B
Is
(s)a,
φˆItt , φ
Iv
v , φ
Is
s , and π
Is that depend on the coordinates (xµ, r). The overall factors of r2
in equations (2.7)-(2.9) ensure that these fields transform covariantly in the reduced
theory. From the point of view of the reduced theory, hIsab are tensor perturbations
(KK gravitons), BIv(v)a, B
Is
(s)a are vector perturbations (KK vectors) and φˆ
It
t , φ
Iv
v , φ
Is
s ,
πIs are scalar perturbations. When referring to scalar/vector/tensor modes, we will
mean that from the perspective of the (p + 2)-dimensional theory. In addition, we
use parentheses to indicate symmetric traceless combinations on the tangent space
to the sphere,
A(ij) ≡ 1
2
(Aij + Aji)− 1
n+ 1
Akkσij , (2.10)
so that the full tensorial part of the perturbation is given by
hij = r
2
(
φˆItt T
It
(ij) + φ
Iv
v D(iVIvj) + φIss D(iDj)SIs + σij πIsSIs
)
. (2.11)
Finally, for convenience, we also define hIs as the trace of the KK gravitons,
hIs ≡ ηabhIsab. (2.12)
As last note, recall that SIs is a constant for l = 0, VIva is defined for l ≥ 1 only, and
T
It
ij is defined for l ≥ 2 only. As a consequence, the coefficients BIv(v)a, BIs(s)a, and φIss
appear in the expansion for l ≥ 1 only, and similarly the tensor mode φˆItt is present
for l ≥ 2 only. Furthermore, as the l = 1 vector harmonics are the Killing vectors of
Sn+1, D(iV0j) = 0 and the coefficients φIvv exist only for l ≥ 2.
4 Note that the mode φˆItt carries a hat, while the others do not. The reason is that it is a gauge
invariant mode, as we will shortly see. The same remark holds when applied to the AdS mode
ψˆ
(k,l,mt)
t introduced in the next paragraph.
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Mode decomposition on T d−p−1 The mode decomposition on the torus is essen-
tially Fourier expansion. However, we will formulate the problem in a way that is
close to what is done in the case of the sphere. We decompose the generic metric
perturbation hMN (y
a, χi) of AdS into scalar hab, vector hai, and tensor hij compo-
nents5 with respect of the group of isometries of the torus T d−p−1. We also split
the tensor component hij into a symmetric traceless part h(ij) and a trace part hi
i.
Then, the resulting components are further expanded in Fourier (harmonic) modes
on that torus,
hab =
ℓ2
r2
∑
ms
hmsab (y)S
ms(χ), (2.13)
hai =
ℓ2
r2

 ∑
(k,mv)
C
(k,mv)
(v)a (y)V
(k,mv)
i (χ) +
∑
ms
Cms(s)a(y)∂iS
ms(χ)

 , (2.14)
h(ij) =
ℓ2
r2

 ∑
(k,l,mt)
ψˆ
(k,l,mt)
t (y)T
(k,l,mt)
(ij) (χ) +
∑
(k,mv)
ψ(k,mv)v (y)∂(iV
(k,mv)
j) (χ)
+
∑
ms
ψmss (y)∂(i∂j)S
ms(χ)
)
, (2.15)
hii ≡ δijhij = (d− p− 1) ℓ
2
r2
∑
ms
̟ms(y)Sms(χ). (2.16)
The Fourier basis {Sms(χ),V(k,mv)i (χ),T(k,l,mt)(ij) (χ)} is described in appendix B.2 to-
gether with some of its properties that we will use later. In the following, we will
assume Einstein’s convention for summing over the repeated indicesms, (k,mv), and
(k, l,mt) that label the representations of the torus isometry group. Here ms, mv,
and mt are the wave number vectors, and the Fourier modes are eigenfunctions of
the Laplace operator on the torus with eigenvalues −m2s , −m2v, and −m2t respec-
tively. The metric perturbation of AdS is hence decomposed in the fields hmsab (KK
gravitons), C
(k,mv)
(v)a and C
ms
(s)a (KK vectors), ψˆ
(k,l,mt)
t , ψ
(k,mv)
v , ψ
ms
s , and ̟
ms (scalars)
that depend on the coordinates ya only. The overall factors of ℓ2/r2 in the defi-
nitions (2.13)-(2.16) ensure that these fields transform covariantly in the reduced
theory. When referring to scalar/vector/tensor modes, we will mean that from the
perspective of the (p+2)-dimensional theory. In addition, we have used parentheses
to indicate symmetric traceless combinations on the tangent space to the torus,
A(ij) ≡ 1
2
(Aij + Aji)− 1
d− p− 1A
k
kδij . (2.17)
5 We use the same symbol for the components of Minkowski and AdS perturbations. We hope
this will not lead to any confusion, since it will always be clear which case we are discussing, and
the comparison of the two KK reductions will always be performed using the modes obtained from
the harmonic expansion, which are easily differentiated by their notation.
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The full tensorial part of the perturbation is then given by
hij =
ℓ2
r2
(
ψˆ
(k,l,mt)
t T
(k,l,mt)
(ij) + ψ
(k,mv)
v ∂(iV
(k,mv)
j) + ψ
ms
s ∂(i∂j)S
ms + δij ̟
msS
ms
)
. (2.18)
Finally, for convenience, we also define hms as the trace of the KK gravitons,
hms ≡ ηabhmsab . (2.19)
Since the eigenmodes are constant when their eigenvalue −m2s vanishes, their deriva-
tives vanish. Therefore the coefficients Cms(s)a and ψ
ms
s appear in the expansion when
m2s 6= 0 only, and ψ(k,mv)v is present only if m2v 6= 0.
2.2 Gauge invariant variables
Not all the fluctuations are independent, as some modes are diffeomorphic to each
other or to the background solution. Indeed, under a change of coordinates
δXA ≡ XA′ −XA = −ξA, (2.20)
the linearized perturbations transform as6
δhAB = g¯BCDAξC + g¯ACDBξC , (2.21)
where DA is the covariant derivative of the background metric. An analogous formula
describes the change δhMN in the metric fluctuation of AdS spacetime. One could at
this point fix a gauge and work in it, but that would be inconvenient when using the
results on solutions that are not written in that gauge. We would rather eliminate this
ambiguity, and we will therefore work using gauge invariant variables, following [43]
where a systematic way to define them was presented. We first decompose the
vector ξA generating the diffeomorphism into its scalar components ξa and its vector
components ξi with respect to the isometry group of the relevant compactification
manifold, and expand them in harmonics. Then we calculate how the perturbation
modes vary under such diffeomorphisms. The crucial observation is that one can
build linear combinations of the perturbation modes (and their derivatives) that
are pure gauge, and whose variation under the diffeomorphism yields precisely the
components of ξ. They can be used to compensate for the variations of the metric
perturbation under diffeomorphisms, and thus construct gauge invariant variable.
Let us now see in more detail how that works.
6In general the right hand side of (2.21) contains terms which are higher order in fluctuations.
The leading order terms displayed in (2.21) are sufficient for deriving the gauge invariant combina-
tions of linearized fluctuations, see [43] for a complete discussion.
– 11 –
Gauge invariant variables at linear order for fluctuations of Minkowski
Expand the diffeomorphism generator ξA = {ξa, ξi} in spherical harmonics,
ξa(y, θ) ≡ ηabξb = ξIsa (y)SIs(θ), ξi(y, θ) ≡ σijξi = ξIvv (y)VIvi (θ) + ξIss (y)DiSIs(θ).
(2.22)
It is easy to check that the metric perturbations varies, to linear order, according to
δhIsab = ∂aξ
Is
b + ∂bξ
Is
a , δB
Is
(s)a =
1
r2
ξIsa + ∂aξ
Is
s , δφ
Is
s = 2ξ
Is
s , (2.23)
δBIv(v)a = ∂aξ
Iv
v , δφ
Iv
v = 2ξ
Iv
v , (2.24)
δπIs =
2ΛIs
n + 1
ξIss +
2
r
ξIsr , δφˆ
It
t = 0. (2.25)
We see that φˆItt is invariant under this transformation. On the other hand, φ
Is
s and
φIvv are pure gauge field, and they can be complemented by an additional pure gauge
field B˜Is(s)a given by
B˜Is(s)a = r
2
(
BIs(s)a −
1
2
∂aφ
Is
s
)
, (2.26)
and transforming under diffeomorphisms according to δB˜Is(s)a = ξ
Is
a . Armed with
them, we can compensate for the variations in the remaining fields and define the
diffeomorphism invariant quantities hˆIsab, Bˆ
Iv
(v)a, and πˆ
Is as
hˆIsab = h
Is
ab − ∂aB˜Is(s)b − ∂bB˜Is(s)a, (2.27)
BˆIv(v)a = B
Iv
(v)a −
1
2
∂aφ
Iv
v , (2.28)
πˆIs = πIs − Λ
Is
n+ 1
φIss −
2
r
B˜Is(s)r. (2.29)
It is straightforward to check that the hatted fields hˆIsab, Bˆ
Iv
(v)a, φˆ
It
t , and πˆ
Is account
for all the physical degrees of freedom of the metric perturbation, and that they are
not affected by diffeomorphisms,
δhˆIsab = 0, δBˆ
Iv
(v)a = 0, δφˆ
It
t = 0, δπˆ
Is = 0. (2.30)
Note however that, as explained in § 2.1, the modes BIv(v)a, B
Is
(s)a, and φ
Is
s appear in
the expansion in spherical harmonic for l ≥ 1 only, and the modes φIvv and φˆItt for
l ≥ 2 only. As a consequence BˆIv(v)a is only defined for l ≥ 2 and we have to work with
the unhatted variable BIv(v)a when l = 1. The latter field transforms nevertheless as a
gauge field from the perspective of the (p+ 2)-dimensional theory,
δB
(l=1)
(v)a = ∂aξ
(l=1)
v . (2.31)
Actually, these gauge fields are the SO(n+2) gauge fields related to the isometry of
the sphere Sn+1, but here we only see the linear part of the gauge invariance.
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Similarly, B˜Is(s)a can only be defined for l ≥ 1, and one has to work with the
unhatted hIsab and π
Is fields when l = 0. Specializing to these cases, these transform
as
δh0ab = ∂aξ
0
b + ∂bξ
0
a, δπ
0 =
2
r
ξ0r . (2.32)
The π0 perturbation just amounts to a redefinition of the radial coordinate and may
be set to zero by a radial diffeomorphism, and h0ab transforms as a metric, as it should.
Gauge invariant variables at linear order for fluctuations of AdS The
same approach can be applied to perturbations of the AdS metric. Consider the
diffeomorphism δXM ≡ XM ′ − XM = −ξM generated by the vector field ξM . Its
Fourier decomposition on T d−p−1 is
ξa(y, χ) = gˇabξ
b =
ℓ2
r2
ηabξ
b =
ℓ2
r2
ξmsa (y)S
ms(χ),
ξi(y, χ) = gˇijξ
j =
ℓ2
r2
δijξ
j =
ℓ2
r2
ξ(k,mv)v (y)V
(k,mv)
i (χ) +
ℓ2
r2
ξmss (y)∂iS
ms(χ). (2.33)
It is convenient at this point to fully exploit the Poincaré symmetry of the background
metric (2.3), and combine, for the purpose of this calculation, the coordinates into
ζm = {r, zα} ≡ {r, xµ, χi} ≡ {ya, χi} so that the background metric becomes ds2Λ =
(ℓ2/r2)ηmn dζ
mdζn and we can use the (d+ 1)-dimensional Minkowski metric ηmn to
raise and lower indices. Then the variation (2.21) of the metric perturbation assumes
the compact form
δhmn = ∂mξn + ∂nξm − 2
r
(ηmnξr − δmrξn − δnrξm) , (2.34)
from which we can read off how the modes change under this transformation,
δhmsab = (∂aξ
ms
b + ∂bξ
ms
a )−
2
r
ηabξ
ms
r , (2.35)
δCms(s)a = ξ
ms
a + ∂aξ
ms
s , δC
(k,mv)
(v)a = ∂aξ
(k,mv)
v , (2.36)
δψmss = 2ξ
ms
s , δψ
(k,mv)
v = 2ξ
(k,mv)
v , δψˆ
(k,l,mt)
t = 0, (2.37)
δ̟ms = − 2m
2
s
d− p− 1ξ
ms
s −
2
r
ξmsr . (2.38)
Again, we find that the scalar mode ψˆ
(k,l,mt)
t is gauge invariant, while the modes ψ
ms
s
and ψ(k,mv)v are pure gauge. The remaining gauge degrees of freedom are encoded in
the field C˜ms(s)a,
C˜ms(s)a = C
ms
(s)a −
1
2
∂aψ
ms
s , (2.39)
that transforms under diffeomorphisms as δC˜ms(s)a = ξ
ms
a . As before, we use these pure
gauge fields to compensate for the variations of the remaining modes by defining the
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gauge invariant fields hˆmsab , Cˆ
(k,mv)
(v)a , and ˆ̟
ms,
hˆmsab = h
ms
ab −
(
∂aC˜
ms
(s)b + ∂bC˜
ms
(s)a
)
+
2
r
ηabC˜
ms
(s)r, (2.40)
Cˆ
(k,mv)
(v)a = C
(k,mv)
(v)a −
1
2
∂aψ
(k,mv)
v , (2.41)
ˆ̟ ms = ̟ms +
m2s
d− p− 1ψ
ms
s +
2
r
C˜ms(s)r. (2.42)
Supplementing these with the scalar mode ψˆ
(k,l,mt)
t , we obtain the set of gauge in-
variant variables hˆmsab , Cˆ
(k,mv)
(v)a , ψˆ
(k,l,mt)
t , and ˆ̟
ms that describe metric perturbations
of AdS,
δhˆmsab = 0, δCˆ
(k,mv)
(v)a = 0, δψˆ
(k,l,mt)
t = 0, δ ˆ̟
ms = 0. (2.43)
As explained earlier, the coefficients Cms(s)a, ψ
ms
s , and ψ
(k,mv)
v appear in the Fourier
expansion only when the corresponding eigenvalue is non-vanishing. As a conse-
quence C˜ms(s)a (and the hatted fields) can be defined for m
2
s 6= 0 only, and one has to
work with the unhatted fields hmsab , ̟
ms, and C
(k,mv)
(v)a (in addition to ψˆ
(k,l,mt)
t ) when
dealing with zero modes. Restricting to zero modes the gauge transformations read,
δh0ab = Daξ0b +Dbξ0a, δ̟0 = −
2
r
ξ0r ,
δC
(k,0)
(v)a = ∂aξ
(k,0)
v (k = 1, 2, . . . , d− p− 1), (2.44)
where Da is the AdS covariant derivative. We will see later on that C(k,0)(v)a satisfies
Maxwell equations in AdS. These are linearized modes corresponding to the d− p−
1 KK vectors (corresponding to an off-diagonal reduction) that one may turn on
when we Kaluza-Klein reduce over a torus. The ̟0 perturbation just amounts to a
redefinition of the radial coordinate and may set to zero by a radial diffeomorphism,
and h0ab transforms as a metric, as it should.
A note on the De Donder-Lorentz gauge To perform the Kaluza-Klein reduc-
tion it is common to fix the gauge by imposing the De Donder-Lorentz (DDL) gauge
fixing condition on the perturbations,
Dih(ij) = 0, Dihia = 0. (2.45)
In the case of the dimensional reduction of Einstein vacuum gravity on a sphere, this
gauge condition kills the components BIs(s)a, φ
Iv
v , and φ
Is
s , leaving us with the simpler
decomposition
hab = h
Is
abS
Is, hai = B
Iv
(v)aV
Iv
i , h(ij) = φˆTT
It
(ij), h
i
i = (n+ 1)r
2πIsSIs . (2.46)
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Similarly, when reducing AdS gravity on a torus, the DDL condition kills the com-
ponents Cms(s)a, ψ
(k,mv)
v , and ψ
ms
s , so that
hab =
ℓ2
r2
hmsab S
ms , hai =
ℓ2
r2
C
(k,mv)
(v)a V
(k,mv)
i ,
h(ij) =
ℓ2
r2
ψˆ
(k,l,mt)
t T
(k,l,mt)
(ij) , h
i
i = (d− p− 1) ℓ
2
r2
̟msSms . (2.47)
One could thus work directly in the De Donder-Lorentz gauge and then, at the end
of the computation, relax it by adding a hat to all quantities in order to obtain
the expressions for the gauge invariant quantities. We will however not impose this
gauge, but rather work with gauge invariant perturbations, as the cancellation of all
gauge dependence is a useful consistency check.
3 Equation of motion for Kaluza-Klein modes
In this section we derive the field equations that the Kaluza-Klein modes satisfy by
substituting the KK expansion in the linearized field equations.
3.1 Perturbations of Minkowski reduced on a sphere
We first decompose the linearized field equations (2.2) into their scalar ab, vector ai,
and tensor ij components under the rotation group of the sphere. After evaluating
all covariant derivatives on the background metric (2.1), one obtains
E
(0)
ab = ∂a∂
chbc + ∂b∂
chac −hab − 1
r2
θhab − ∂a∂bhcc − 1
r2
∂a∂bh
i
i
+
1
r2
(
∂aDihbi + ∂bDihai
)
+
n + 1
r
(∂ahbr + ∂bhar − ∂rhab)
+
1
r3
(
δra∂bh
i
i + δ
r
b∂ah
i
i
)
− 2
r4
δraδ
r
bh
i
i, (3.1)
E
(0)
ai = −hai −
1
r2
θhai + ∂a∂
bhbi +Di∂chac + 1
r2
DkDihka + 1
r2
∂aDkhki
−Di∂ahbb − 1
r2
Di∂ahkk + n− 1
r
Dihra − 2
r
δa
r∂chic − 2
r3
δa
rDkhik
+
2
r3
δa
rDihkk + n+ 1
r
∂ahri − n− 1
r
∂rhia +
1
r
δa
rDihbb − 2n
r2
δa
rhir, (3.2)
E
(0)
ij = Di∂ahaj +Dj∂ahai −DiDjhaa +
1
r2
(
DkDihjk +DkDjhik −DiDjhkk
)
−hij − 1
r2
θhij +
n− 1
r
(Dihjr +Djhir) + 2
r
σijDkhkr + 2rσij∂ahar
− n− 3
r
∂rhij − σijr∂rhaa − 1
r
σij∂rh
k
k − 4
r2
hij + 2nσijhrr +
2
r2
σijh
k
k. (3.3)
Next, we project these equations on our basis of spherical harmonics of Sn+1 and
rewrite all fields in terms of the hatted, gauge invariant fields. The scalar equation
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becomes simply
E
(0)
ab
∣∣∣
SIs
= ∂a∂
chˆIsbc + ∂b∂
chˆIsac −hˆIsab − ∂a∂bhˆIs +
n+ 1
r
(
∂ahˆ
Is
br + ∂bhˆ
Is
ar − ∂rhˆIsab
)
+
l(l + n)
r2
hˆIsab −
n+ 1
r
∂a∂b
(
rπˆIs
)
(l ≥ 0). (3.4)
The projection of the vector components gives
E
(0)
ai
∣∣∣
V
Iv
i
= − r2
(
BˆIv(v)a − ∂a∂bBˆIv(v)b +
n+ 3
r
(
∂rBˆ
Iv
(v)a − ∂aBˆIv(v)r
)
− 1
r2
(l − 1)(l + n + 1)BˆIv(v)a
)
, (l ≥ 1) (3.5)
E
(0)
ai
∣∣∣
DiSIs
= ∂bhˆIsab +
n− 1
r
hˆIsra − ∂ahˆIs +
1
r
δa
rhˆIs − n ∂aπˆIs, (l ≥ 1) (3.6)
and finally the projection of the tensor components yields
E
(0)
ij
∣∣∣
T
It
ij
= −φˆItt −
n+ 1
r
∂rφˆ
It
t +
l(l + n)
r2
φˆItt , (l ≥ 2), (3.7)
E
(0)
ij
∣∣∣
D(iV
Iv
j)
= 2r2
(
∂aBˆIv(v)a +
n + 1
r
BˆIv(v)r
)
, (l ≥ 2), (3.8)
E
(0)
ij
∣∣∣
D(iDj)SIs
= − (n− 1)πˆIs − hˆIs, (l ≥ 1) (3.9)
E
(0)
ij
∣∣∣
σijSIs
= − r2
[
πˆIs +
2(n+ 1)
r
∂rπˆ
Is − 2
r2
n
n + 1
(l − 1)(l + n + 1)πˆIs
]
+ 2r∂ahˆIsar − r∂rhˆIs + 2nhˆIsrr +
l(l + n)
n + 1
hˆIs , (l ≥ 0). (3.10)
As expected, all gauge dependence cancels out.
Special cases When l = 0, SIs is constant, and its derivatives vanish. Hence, the
perturbations that respect the Sn+1 are described by the fields hl=0ab and πl=0. These
fields verify the two equations E
(0)
ab
∣∣∣
SIs
= 0 and E
(0)
ij
∣∣∣
σijSIs
= 0 with all hats dropped,
∂a∂
chbc + ∂b∂
chac −hab − ∂a∂bhcc + n+ 1
r
(∂ahbr + ∂bhar − ∂rhab)
−(n + 1)
(
∂a∂bπ +
1
r
(δa
r∂bπ + δb
r∂aπ)
)
= 0, (3.11)
2r∂ahar − r∂rhaa + 2nhrr − r2
(
π +
2(n+ 1)
r
∂rπ +
2n
r2
π
)
= 0. (3.12)
The other field equations, such as the linear relation between the scalars hˆIs and πˆIs,
only hold for l > 0.
When l = 1, VIvi is a Killing vector and D(iVIvj) = 0, and the modes φIvv do not
exist. In this case we get (3.5) but with BˆIv(v)a replaced by B
Iv
(v)a and Λ
Iv = −n.
Defining the field strengths
G
(l=1)
ab = ∂aB
(l=1)
(v)b − ∂bB(l=1)(v)a (3.13)
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associated to the l = 1 vectors B
(l=1)
(v)a , equation (3.5), for l = 1, takes the form,
∂aG
(l=1)
ab + (n + 3)
1
r
G
(l=1)
rb = 0, (3.14)
and this equation is manifestly gauge invariant under
δB
(l=1)
(v)a = ∂aξ
Iv
(v). (3.15)
Independent equations There are linear differential relations between the field
equations for these modes,[
2δba∂
c − ηbc∂a + 2(n+ 1)
r
δbaδ
c
r
]
E
(0)
ab
∣∣∣
SIs
− n+ 1
r2
∂aE
(0)
ij
∣∣∣
σijSIs
= −2Λ
Is
r2
E
(0)
ai
∣∣∣
DiSIs
(3.16)
[
2∂a∂b − ηab+ 4
r
(n+ 2)δar∂
b − n + 3
r
ηab∂r +
2
r2
(n + 1)(n+ 2)δar δ
b
r +
ΛIs
r2
ηab
]
E
(0)
ab
∣∣∣
SIs
− n + 1
r2
[
+
n + 1
r
∂r − 1
r2
n− 1
n+ 1
ΛIs
]
E
(0)
ij
∣∣∣
σijSIs
=
2n
n + 1
1
r4
ΛIs(ΛIs + n+ 1) E
(0)
ij
∣∣∣
D(iDj)SIs
(3.17)
Therefore only E
(0)
ab
∣∣∣
SIs
= 0 and E
(0)
ij
∣∣∣
σijSIs
= 0 are independent field equations; the
other equations, E
(0)
ai
∣∣∣
DiSIs
= 0 and E
(0)
ij
∣∣∣
D(iDj)SIs
= 0, can be deduced from them.
Note however that the latter are obtained with a ΛIs prefactor; this was expected,
as these equations hold for the ΛIs 6= 0 modes only. The fact that there is linear
dependence between the field equations is due to gauge invariance: the fields BIs(s)a, φ
Iv
v
and φIss are pure gauge. This will become obvious in the Lagrangian analysis in § 4.
3.2 Perturbations of AdS reduced on a torus
Since the Poincaré metric is conformal to the Minkowski metric, it is quicker to eval-
uate the linearized equations (2.5) for a small metric perturbation introducing once
more the coordinates ζm = {r, zα} = {r, {xµ, χi}} and working with the background
metric ds2Λ = (ℓ
2/r2)ηmn dζ
mdζn, using the (d + 1)-dimensional Minkowski metric
ηmn to raise and lower indices. The resulting equations can be written as E
(Λ)
mn = 0,
where
E(Λ)mn =
r2
2ℓ2
{
−xhmn − ∂m∂nhpp + ∂m∂phnp + ∂n∂phmp (3.18)
+
1
r
[2δm
r∂phpn + 2δn
r∂phpm − 2ηmn∂phpr − (d− 3) (∂mhnr + ∂nhmr)
+(d− 5)∂rhmn − 2 (δmr∂nhpp + δnr∂mhpp) + ηmn∂rhpp]
+
2(d− 2)
r2
(ηmnhrr − δmrhnr − δnrhmr + hmn) + 2
r2
(ηmn − δmrδnr)hpp
}
.
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Decomposing the ζm coordinates in the holographic radial coordinate r and bound-
ary coordinates zα – in which the background metric assumes the form (2.3) – the
linearized field equations become,
E(Λ)rr =
r2
2ℓ2
(
−zhrr + 2∂r∂αhrα − d
r
∂rhrr +
2
r
∂αhrα − ∂2rhαα −
3
r
∂rh
α
α
)
, (3.19)
E(Λ)rα =
r2
2ℓ2
(
−zhrα + ∂α∂βhrβ + ∂r(∂βhαβ − ∂αhββ) (3.20)
+
2
r
(∂βhαβ − ∂αhββ)− d− 1
r
∂αhrr
)
,
E
(Λ)
αβ =
r2
2ℓ2
(
−zhαβ − ∂2rhαβ + ∂α∂γhβγ + ∂β∂γhαγ + ∂α∂rhrβ + ∂β∂rhrα (3.21)
−d− 3
r
(∂αhrβ + ∂βhrα)− 2
r
ηαβ∂
γhrγ +
d− 5
r
∂rhαβ +
2(d− 2)
r2
hαβ
−∂α∂β (hγγ + hrr) + 1
r
ηαβ∂r (h
γ
γ − hrr) + 2
r2
ηαβ (h
γ
γ + (d− 1)hrr)
)
.
Since the metric ηαβ is flat, it is trivial to further decompose these coordinates into
boundary coordinates xµ and torus coordinates χi, and then combine them with the
radial coordinate r to form ya = {r, xµ} as usual. Next, we project these equations
on the Fourier basis of the torus T d−p−1, and rewrite all fields in terms of the hatted,
gauge invariant fields. The scalar equation becomes simply
E
(Λ)
ab
∣∣∣
Sms
=
1
2
{
−hˆmsab +m2s hˆmsab + ∂a∂chˆmsbc + ∂b∂chˆmsac −
d− 1
r
(
∂ahˆ
ms
br + ∂bhˆ
ms
ar
)
+
d− 1
r
∂rhˆ
ms
ab −
2
r
ηab∂
chˆmscr +
2d
r2
ηabhˆ
ms
rr − ∂a∂bhˆms
+
1
r
ηab∂rhˆ
ms − (d− p− 1)
(
∂a∂b ˆ̟
ms − 1
r
ηab∂r ˆ̟
ms
)}
. (3.22)
The projection on the vector modes gives
E
(Λ)
ai
∣∣∣
V
(k,mv)
i
=
1
2
(
−Cˆ(k,mv)(v)a + ∂a∂bCˆ(k,mv)(v)b
−d− 1
r
(
∂aCˆ
(k,mv)
(v)r − ∂rCˆ(k,mv)(v)a
)
+m2vCˆ
(k,mv)
(v)a
)
, (3.23)
E
(Λ)
ai
∣∣∣
∂iSms
=
1
2
(
∂bhˆmsab −
d− 1
r
hˆmsar − ∂ahˆms − (d− p− 2)∂a ˆ̟ms
)
, (m2s 6= 0)
(3.24)
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and finally the projection on the tensor modes yields
E
(Λ)
ij
∣∣∣
T
(k,l,mt)
(ij)
=
1
2
(
−ψˆ(k,l,mt)t + d− 1
r
∂rψˆ
(k,l,mt)
t +m
2
t ψˆ
(k,l,mt)
t
)
, (3.25)
E
(Λ)
ij
∣∣∣
∂(iV
(k,mv)
j)
= ∂aCˆ
(k,mv)
(v)a −
d− 1
r
Cˆ
(k,mv)
(v)r , (for m
2
v 6= 0 only) (3.26)
E
(Λ)
ij
∣∣∣
∂(i∂j)Sms
= −1
2
(
hˆms + (d− p− 3) ˆ̟ ms
)
, (for m2s 6= 0 only) (3.27)
E
(Λ)
ij
∣∣∣
δijSms
=
1
2
{
− ˆ̟ms + 2(d− 1)− p
r
∂r ˆ̟
ms + 2
d− p− 2
d− p− 1m
2
s ˆ̟
ms
−2
r
∂ahˆmsar +
1
r
∂rhˆ
ms +
2d
r2
hˆmsrr +
m2s
d− p− 1 hˆ
ms
}
. (3.28)
Again, the equations of motion are manifestly gauge invariant.
Special cases When ms = 0, S
ms is constant, and its derivatives vanish. Hence,
the perturbations that respect the T d−p−1 are given by hms=0ab and ̟ms=0, that verify
the two equations E
(Λ)
ab
∣∣∣
Sms
= 0 and E
(Λ)
ij
∣∣∣
δijSms
= 0 with the hats dropped. The other
field equations, such as the linear relation between the scalars hˆms and ˆ̟ ms, only
hold for m2s > 0. This is analogous to what happens for Minkowski perturbations.
When mv = 0, V
(k,mv)
i is a constant: we need to work with the unhatted variable
C
(k,mv)
(v)a , and (3.26) does not hold. Defining the associated field strength
F
(k,0)
ab = ∂aC
(k,0)
(v)b − ∂bC(k,0)(v)a , (3.29)
equation (3.23) becomes
∂bF
(k,0)
ab +
d− 1
r
F (k,0)ra = 0, (3.30)
which is manifestly gauge invariant under δC
(k,0)
(v)a = ∂aξ
(k,0).
Independent equations There are linear differential relations between the field
equations for the scalar modes,[
δba∂
c − 1
2
ηbc∂a − d− 1
r
δbaδ
c
r
]
E
(Λ)
bc
∣∣∣
Sms
− d− p− 1
2
∂aE
(Λ)
ij
∣∣∣
δijSms
= m2s E
(Λ)
ai
∣∣∣
∂iSms
(3.31)[
2∂a∂b − ηab− 4
r
(d− 1)δar∂b −m2sηab +
2
r2
d(d− 1)δar δbr +
d− 1
r
ηab∂r
]
E
(Λ)
ab
∣∣∣
Sms
− (d− p− 1)
[
− d− 1
r
∂r +
d− p− 3
d− p− 1m
2
s
]
E
(Λ)
ij
∣∣∣
δijSms
(3.32)
= 2(m2s )
2 d− p− 2
d− p− 1 E
(Λ)
ij
∣∣∣
∂(i∂j)Sms
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Therefore only E
(Λ)
ab
∣∣∣
Sms
= 0 and E
(Λ)
ij
∣∣∣
δijSms
= 0 are independent field equations; the
other equations, E
(Λ)
ij
∣∣∣
∂iSms
= 0 and E
(Λ)
ij
∣∣∣
∂(i∂j)Sms
= 0, can be deduced from them.
Note however that they are obtained with m2s prefactors; this was expected, as the
latter equations hold for the m2s 6= 0 modes only. Again, these extra equations are
a consequence of the gauge freedom that allows to choose arbitrary fields Cms(s)a and
ψmss . This will become obvious in the Lagrangian analysis of next section.
4 Quadratic action for the perturbations
We start with the Einstein-Hilbert action in presence of a cosmological constant,
S =
∫
dDX
√−g (R− 2Λ) . (4.1)
We consider perturbations hAB on top of a background gˇAB solving the field equa-
tions, gAB = gˇAB + hAB, and expand the action up to quadratic order in the pertur-
bation. The inverse metric is given to this order by
gAB = gˇAB − hAB + hAChCB +O(h3), (4.2)
where we use the background metric gˇAB to raise/lower indices. Expanding the
measure we obtain,
√−g =
√
−gˇ
[
1 +
1
2
hAA − 1
4
(
hABhAB − 1
2
(hAA)
2
)
+O(h3)
]
, (4.3)
while the Ricci tensor can be expanded as
RAB = RˇAB +R
(1)
AB +R
(2)
AB +O(h3), (4.4)
with RˇAB the Ricci tensor of the background spacetime and its linear and quadratic
variations given respectively by [43]
R
(1)
AB = ∇ChCAB −
1
2
∇A∇BhCC , (4.5)
R
(2)
AB = −∇C
(
hCDh
D
AB
)
+
1
2
∇B
(
hCD∇AhCD
)
+
1
2
hCAB∇ChDD − hDAChCBD, (4.6)
where ∇A is the covariant derivative associated to the background metric g¯AB, and
we have defined
hCAB =
1
2
(
∇AhCB +∇BhCA −∇ChAB
)
. (4.7)
Then, the action at quadratic order can be written as
S =
∫
dDX
√
−gˇ
{
4Λ
D − 2 + gˇ
ABR
(1)
AB + gˇ
ABR
(2)
AB − hABR(1)AB +
1
2
gˇABR
(1)
ABh
C
C
+
Λ
D − 2
(
hABhAB − 1
2
(
hAA
)2)
+O(h3)
}
. (4.8)
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This action can be rewritten in terms of the perturbation hAB using equations (4.5)-
(4.7), and after a few integration by parts simplifies to
S =
∫
dDX
√
−gˇ
{
4Λ
D − 2 +
1
2
∇ChAB∇AhBC − 1
4
∇ChAB∇ChAB − 1
2
∇ChBB∇AhAC
+
1
4
∇ChAA∇ChBB + Λ
D − 2
(
hABhAB − 1
2
(
hAA
)2)
+O(h3)
}
.
(4.9)
The result for quadratic expansion in the case of zero cosmological constant can be
obtained from (4.9) by setting Λ = 0 and replacing gˇ by g¯:
S =
∫
dDX
√−g¯
{
1
2
∇ChAB∇AhBC − 1
4
∇ChAB∇ChAB − 1
2
∇ChBB∇AhAC
+
1
4
∇ChAA∇ChBB +O(h3)
}
. (4.10)
4.1 Quadratic action for the perturbations of Minkowski
Let us start by writing down the quadratic action (4.10) for Minkowski perturbations
respecting the symmetries of the sphere. For such perturbations, we take all fields
to be independent of the coordinates on the sphere and set
h0ab = h
0
(ab) +
1
p+ 2
ηabH
0, hai = 0, hij =
1
n + 1
σijπ. (4.11)
These perturbations will be discussed in appendix A. To avoid clutter we drop the
index 0 from h0ab (and h
0
(ab), H
0). Then the quadratic action (4.10) reduces to,
S = Ωn+1
∫
dp+2y rn+1
(
1
2
∂ahbc∂
bhac − 1
4
∂ahbc∂
ahbc +
1
4
∂ah
b
b∂
ahcc − 1
2
∂bhab∂
ahcc
− n+ 1
2r
hr
a∂ah
b
b − n + 1
2
∂bhab∂
aπ +
n+ 1
2
∂ah
b
b∂
aπ − n
2 − 1
2r
hra∂
aπ
+
n+ 1
2r
π∂rh
b
b +
1
4
n(n + 1)∂aπ∂
aπ − 1
4r2
n(n2 − 1)π2
)
. (4.12)
Here we performed the trivial integration on the Sn+1, and an integration by part
to get rid of the π∂rπ term. It is easy to check that the variation of this action with
respect to hab and π gives the correct field equations for these perturbations.
It is an instructive exercise to express this action in terms of the fields (h(ab), H, π):
S = Ωn+1
∫
dp+2y rn+1
(
1
2
∂ah(bc)∂
bh(ac) − 1
4
∂ah(bc)∂
ah(bc) − 1
2
p
p+ 2
∂bh(ab)∂
aH
+
p(p+ 1)
4(p+ 2)2
∂aH∂
aH − n + 1
2r
h(ar)∂
aH +
1
4r2
n(n + 1)
p+ 2
H2 − n+ 1
2
∂bh(ab)∂
aπ
+
n + 1
2
p+ 1
p+ 2
∂aH∂
aπ − n
2 − 1
2r
h(ar)∂
aπ +
n + 1
2r
n + p+ 1
p + 2
π∂rH
+
n
2r2
n2 − 1
p+ 2
Hπ +
1
4
n(n+ 1)∂aπ∂
aπ − 1
4r2
n(n2 − 1)π2
)
. (4.13)
– 21 –
Again, one can check that by varying this action with respect to the fields (h(ab), H, π),
one recovers the correct field equations, but – more interestingly – one can also define
a conserved current Ja given by
Ja = r
n+1
(
∂bh(ab) +
n + 1
r
h(ar) − p+ 1
p+ 2
∂aH +
1
r
n+ 1
p+ 2
Hδa
r
−(n+ 1)∂aπ − n+ 1
r
δa
rπ
)
, (4.14)
The conservation of this current, ∂aJ
a = 0, is essentially equivalent to the field
equation obtained by varying the action with respect to the field H . This is expected:
the isometries of the compact space give rise to global symmetries in the reduced
theory, and the momentum constraint becomes the conserved current.
After this warm up exercise, we are ready to compute the full quadratic action for
Minkowski perturbations. We work with the background metric (2.1) and decompose
the fields in harmonics of the Sn+1 using (2.6)-(2.9). We also impose the De Donder-
Lorentz gauge (2.45); this simplifies the calculation. The full action for the gauge
invariant fields hˆIsab, Bˆ
Iv
(v)a, φˆ
It
t , and πˆ
Is defined in (2.27)-(2.29) can then be recovered
by hatting the original fields hIsab, B
Iv
(v)a, and π
Is. Note that this discussion applies to
l ≥ 1 and the l = 1 cases requires special attention, as in this case BIv(v)a cannot be
completed to a gauge invariant variable. After integration over the internal sphere
Sn+1 we obtain
S0 =
∫
dp+2y rn+1
{
1
2
∂ahˆ
Is
bc∂
bhˆIsac − 1
4
∂ahˆ
Is
bc∂
ahˆIsbc +
ΛIs
4r2
hˆIsabhˆ
Isab +
1
4
∂aHˆ
Is∂aHˆIs
− Λ
Is
4r2
HˆIsHˆIs − 1
2
∂bhˆIsab∂
aHˆIs − n+ 1
2r
hˆIsra∂
aHˆIs − n+ 1
2
∂bhˆIsab∂
aπˆIs
+
n + 1
2
∂aHˆ
Is∂aπˆIs − n
2 − 1
2r
hˆIsra∂
aπˆIs +
n+ 1
2r
πˆIs∂rHˆ
Is − nΛ
Is
2r2
HˆIsπˆIs
+
1
4
n(n+ 1)∂aπˆ
Is∂aπˆIs − 1
4r2
n(n− 1)(ΛIs + n+ 1)πˆIsπˆIs
}
SIss
+
∫
dp+2y rn+3
{
−1
4
GˆIv(v)abGˆ
Ivab
(v) −
1
2r2
(l − 1)(l + n+ 1)BˆIv(v)aBˆIva(v)
}
V Ivs
+
∫
dp+2y rn+1
{
−1
4
∂aφˆ
It
t ∂
aφˆItt −
l(l + n)
4r2
φˆItt φˆ
It
t
}
T Its , (4.15)
where we have introduced the field strength GˆIv(v)ab associated to the vector field Bˆ
Iv
(v)a
GˆIv(v)ab = ∂aBˆ
Iv
(v)b − ∂bBˆIv(v)a, (4.16)
and the constants Smst , V
mv
t , and T
mt
t are defined by
SIss =
∫
Sn+1
S
IsS
Is , V Ivs =
∫
Sn+1
V
IvV
Iv , T Its =
∫
Sn+1
T
ItT
It. (4.17)
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We can check that this action yields the correct field equations for the perturba-
tions of Minkowski spacetime. First, the variation δφˆItt
S0 of the action with respect to
the field φˆItt yields the equation E
(0)
ij
∣∣∣
T
It
ij
= 0. The equation E
(0)
ai
∣∣∣
V
Iv
i
= 0 is recovered
from δBˆIv
(v)a
S0 = 0. Equations δhˆIs
ab
S0 = 0 and δπˆIsS0 = 0 are equivalent to equations
E
(0)
ab
∣∣∣
SIs
= 0 and E
(0)
ij
∣∣∣
σijSIs
= 0,
E
(0)
ab
∣∣∣
SIs
= − δS0
δhˆIsab
+
1
n+ p+ 1
(
ηcd
δS0
δhˆIscd
− 1
r2
δS0
δπIs
)
ηab, (4.18)
E
(0)
ij
∣∣∣
σijSIs
=
1
n+ p+ 1
(
p
n + 1
δS0
δπIs
+ r2ηab
δS0
δhˆIsab
)
. (4.19)
The other equations are not independent, and follow from varying the action S0 with
respect to BIs(s)a, φ
Is
s , and φ
Iv
v , after expressing the gauge invariant combinations in
terms of the original fields. One can indeed check that the variation δφIvv S0 gives
equation E
(0)
ij
∣∣∣
D(iV
Iv
j)
= 0, and that the variation with respect to φIss and B
Is
(s)a, give
the other equations E
(0)
ai
∣∣∣
DiSIs
= 0 and E
(0)
ij
∣∣∣
D(iDj)SIs
= 0.
Notice that this action is valid also for the lowest l = 1 vector field BIv(v)a: the
mass term vanishes in that case, and field equation for BIv(v)a is indeed (3.30).
4.2 Quadratic action for AdS perturbations
We work now with the AdS background written in Poincaré coordinates ζm = {r, zα},
with metric (2.3) and dimension D = d+ 1. Using
∇mhnp = ∂mhnp + 1
r
(2δm
rhnp + δn
rhmp + δp
rhmn − ηmnhrp − ηpmhnr) (4.20)
we can write the quadratic action (4.9) for the perturbation hmn as
S =
∫
dd+1ζ
{
ℓd−5
4rd−5
(2∂mhnp∂
nhmp − ∂mhnp∂mhnp − 2∂mh∂nhmn + ∂mh∂mh)
+
ℓd−5
rd−4
(
2hmn∂mhnr +
d− 3
2
hmr∂mh− h∂mhmr + 1
2
h∂rh
)
(4.21)
+
ℓd−5
rd−3
(
−d− 2
2
hmnhmn + 2h
m
rhmr + (d− 3)hhrr + d
4
h2
)
− 2dℓ
d−1
rd+1
}
.
Taking the variation with respect to the field hmn, and subtracting from the result
ηmn/(d − 1) times its trace, one recovers precisely equation (3.18) for the metric
perturbations of AdS spacetime.
We further decompose the metric perturbation hmn in its scalar, vector, and
tensor components with respect to the group of isometries of the torus, and expand
them in Fourier modes on T d−p−1, according to (2.13)-(2.16). Then, integrating over
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the torus, we to obtain the (p + 2)-dimensional reduced action. Also, we work in
De Donder-Lorentz gauge
∂ih(ij) = 0, ∂
ihia = 0; (4.22)
the action for the gauge invariant combinations hˆmsab , Cˆ
(k,mv)
(v)a , ˆ̟
ms, and ψˆ
(k,l,mt)
t is
then simply obtained by hatting the hIsab, C
(k,mv)
(v)a , and ̟
ms fields. The field strength
associated to the gauge field Cˆ
(k,mv)
(v)a is defined by
Fˆ
(k,mv)
(v)ab = ∂aCˆ
(k,mv)
(v)b − ∂bCˆ(k,mv)(v)a , (4.23)
and we use the notation
Hˆms = ηabhˆmsab (4.24)
for the trace of the (p + 2)-dimensional metric perturbation. Then, the resulting
action is
SΛ =
∫
dp+2y
ℓd−1
rd−1
{[
− 1
4
∂aψˆ
(k,l,mt)
t ∂
aψˆ
(k,l,mt)
t − 1
4
m2t ψˆ
(k,l,mt)
t ψˆ
(k,l,mt)
t
]
Tmtt
+
[
− 1
4
Fˆ
(k,mv)
(v)ab Fˆ
(k,mv)ab
(v) −
1
2
m2vCˆ
(k,mv)a
(v) Cˆ
(k,mv)
(v)a
]
V mvt
+
[
1
2
∂ahˆ
ms
bc ∂
bhˆmsac − 1
4
∂ahˆ
ms
bc ∂
ahˆmsbc − 1
4
m2s hˆ
ms
ab hˆ
msab
− 1
2
∂bhˆmsab ∂
a
(
Hˆms + (d− p− 1) ˆ̟ ms
)
+
d− 1
2r
hˆmsar ∂
a
(
Hˆms + (d− p− 1) ˆ̟ ms
)
+
1
4
(d− p− 1)(d− p− 2)
(
∂a ˆ̟
ms∂a ˆ̟ms +
d− p− 3
d− p− 1m
2
s ˆ̟
ms ˆ̟ms
)
+
1
4
(
∂aHˆ
ms∂aHˆms +m2s Hˆ
msHˆms
)
+
1
2
(d− p− 1)
(
∂aHˆms∂a ˆ̟
ms +
d− p− 2
d− p− 1m
2
s Hˆ
ms ˆ̟ ms
)]
Smst
}
, (4.25)
where the constants Smst , V
mv
t , and T
mt
t are defined by
Smst =
∫
T d−p−1
S
msS
ms , V mvt =
∫
T d−p−1
V
(k,mv)V
(k,mv), Tmtt =
∫
T d−p−1
T
(k,l,mt)T
(k,l,mt). (4.26)
It can be checked that one recovers the field equations (3.22)-(3.24) by requiring
the stationarity of this action. More precisely, δ
ψˆ
(k,l,mt)
t
SΛ = 0 is the equation
E
(Λ)
ij
∣∣∣
T
(k,l,mt)
(ij)
= 0, and δ
Cˆ
(k,mv)
(v)a
SΛ = 0 is the equation E
(Λ)
ai
∣∣∣
V
(k,mv)
i
= 0. The equa-
tions δhˆms
ab
SΛ = 0 and δ ˆ̟msSΛ = 0 are equivalent to the equations E
(Λ)
ab
∣∣∣
Sms
= 0 and
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E
(Λ)
ij
∣∣∣
δijSms
= 0,
δSΛ
δhˆmsab
= −
(
ℓ
r
)d−1 [
E
(Λ)
ab
∣∣∣
Sms
− 1
2
(
ηcd E
(Λ)
cd
∣∣∣
Sms
+ (d− p− 1) E(Λ)ij
∣∣∣
δijSms
)
ηab
]
,
δSΛ
δ ˆ̟ ms
=
1
2
(d− p− 1)
(
ℓ
r
)d−1 (
(d− p− 3) E(Λ)ij
∣∣∣
δijSms
+ ηab E
(Λ)
ab
∣∣∣
Sms
)
. (4.27)
On the other hand E
(Λ)
ij
∣∣∣
∂(iV
(k,mv)
j)
= 0 is not an independent equation; it follows
from E
(Λ)
ai
∣∣∣
V
(k,mv)
i
= 0. The precise relation between them can be found by thinking
of the action SΛ as a functional of the original fields h
ms
ab , C
ms
(s)a, C
(k,mv)
(v)a , ψ
ms
s , ψ
(k,mv)
v ,
ψˆ
(k,l,mt)
t , and ̟
ms. Then, the variation with respect of the pure gauge field ψ(k,mv)v
yields (using the definition (2.41) and applying the chain rule),
(
∂a − 2
r
δa
r
)
δSΛ
δCˆ
(k,mv)
(v)a
= 0. (4.28)
The resulting equation is actually first order in derivatives and agrees precisely with
E
(Λ)
ij
∣∣∣
∂(iV
(k,mv)
j)
= 0. Likewise, by asking the stationarity of the action with respect
to the fields ψmss and C
ms
(s)a, we obtain other differential operators acting on the field
equations. These will simplify the field equations (reducing the order in derivatives),
to give the relations E
(Λ)
ij
∣∣∣
∂(i∂j)Sms
= 0 and E
(Λ)
ai
∣∣∣
∂iSms
= 0.
Notice that the action (4.25) is valid also when m2v = 0. In this case one should
drop the hat from Fˆ
(k,mv)
(v)ab and the vector field C
(k,mv)
(v)a becomes a massless gauge field.
The field equation for C
(k,mv)
(v)a indeed reproduces (3.30).
5 Decoupling the Kaluza-Klein equations
In this section we look closely at the structure of the Kaluza-Klein equations, both
for perturbations of Minkowski and for perturbations of AdS, and show that we can
decouple them (almost) completely.
Perturbations of Minkowski spacetime reduced on Sn+1 The field equations
for the metric perturbation modes of Minkoswki are obtained in § 3.1. First, we
notice that the scalar mode φˆItt , associated with a tensor harmonic with eigenvalue
ΛIt given by (B.5), decouples from all the other fields. Its equation of motion, given
by (3.7), is given by
φˆItt +
n + 1
r
∂rφˆ
It
t −
l(l + n)
r2
φˆItt = 0. (5.1)
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The vector mode BˆIv(v)a decouples from the rest of the system as well: its equation of
motion is given by equation (3.5) and reads
∂aGˆIv(v)ab +
n+ 3
r
GˆIv(v)rb −
1
r2
(l − 1)(l + n + 1)BˆIv(v)b = 0, (5.2)
where we used the field strength GˆIv(v)ab associated to the vector field Bˆ
Iv
(v)a, defined
in (4.16). When l ≥ 2 this vector must additionally satisfy equation (3.8). It is the
divergenceless condition
∂a
(
rn+1BˆIv(v)a
)
= 0, (5.3)
that is however not independent from the previous field equation, as can be seen
by comparing the equation obtained from (5.2) by acting with ∂b on it with the
equation obtained by setting b = r in it. When l = 1, equation (5.2) still holds but
for unhatted variable BIv(v)a, and equation (5.3) does not hold anymore (but we have
an additional gauge invariance).
The remaining modes, hˆIsab and πˆ
Is, are associated with scalar harmonics. First of
all we notice that the trace mode hˆIs is proportional to the trace mode on the sphere
πˆIs by equation E
(0)
ij
∣∣∣
D(iDj)SIs
= 0 (see eqn. (3.9)). We use this relation to eliminate7
hˆIs in favor of πˆIs ,
hˆIs = −(n− 1)πˆIs. (5.4)
In order to do this consistently, we need to decompose the metric perturbation hˆIsab
into its trace hˆIs and its symmetric traceless part hˆIs(ab),
hˆIsab = hˆ
Is
(ab) +
1
p+ 2
ηabhˆ
Is = hˆIs(ab) −
n− 1
p+ 2
ηabπˆ
Is. (5.5)
The remaining coupled equations for these modes are given by E
(0)
ab
∣∣∣
SIs
= 0, E
(0)
ai
∣∣∣
DiSIs
=
0, and E
(0)
ij
∣∣∣
σijSIs
= 0 (see respectively (3.4), (3.6), and (3.10)). The second of these
equations is not independent from the others, but it can be used – together with its
divergence – to eliminate the divergences ∂ahˆIsab and ∂
a∂bhˆIsab from the other two field
equations. Finally, we introduce a new scalar field ϕˆIs defined by
ϕˆIs =
1
r2
(
hˆIs(rr) −
n+ p + 1
p+ 2
πˆIs
)
. (5.6)
7 The n = 1 case is special because we are reducing over a two-sphere, on which there are no
tensor harmonics. Therefore, there is no field φˆItt . Furthermore, the trace hˆ
Is is automatically
vanishing by equation (5.4). Correspondingly, the dependence on ΛIs of the πˆIs πˆIs term in the
action (4.15) drops out.
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The third equation (3.10) and the rr component of the first one (3.4) become respec-
tively,
ϕˆIs +
n+ 1
r
∂rϕˆ
Is − l(l + n)
r2
ϕˆIs = 0, (5.7)
πˆIs +
n+ 1
r
∂rπˆ
Is − l(l + n)
r2
πˆIs = 2ϕˆIs, (5.8)
where we have used equation (B.3) for the eigenvalues ΛIs. Finally, the remain-
ing components of the third equation, eqn. (3.10), give the field equations for the
symmetric traceless mode hˆIs(ab),
hˆIs(ab) +
n + 1
r
∂rhˆ
Is
(ab) −
2
r
(
∂ahˆ
Is
(br) + ∂bhˆ
Is
(ar)
)
− n− 1
r2
(
δa
rhˆIs(br) + δb
rhˆIs(ar)
)
(5.9)
+
1
r2
ΛIshˆIs(ab) −
2(n− 1)
p+ 2
ηabϕˆ
Is +
2
r
n + p+ 1
p+ 2
(
δa
r∂b + δb
r∂a +
n− 1
r
δa
rδb
r
)
πˆIs = 0,
satisfying additionally the extra constraints
∂ν hˆIs(µν) + ∂rhˆ
Is
(µr) +
n− 1
r
hˆIs(µr) −
n + p+ 1
p+ 2
∂µπˆ
Is = 0, (5.10)
∂µhˆIs(rµ) + r
2
(
∂rϕˆ
Is +
n + 1
r
ϕˆIs
)
= 0, (5.11)
coming from (3.6). The equation for ϕˆIs is now decoupled; once solved, one finds πˆIs
solving the other equation. Then, substituting the obtained solutions in the previous
equation we obtain the symmetric traceless part hˆIs(ab) of the perturbation. Together
with the solutions to the decoupled equations for BˆIv(v)a and φˆ
It
t , this solves completely
the problem. We explicitly solve these equations in § 6.1.
Perturbations of AdS spacetime reduced on T d−p−1 The field equations for
the metric perturbation modes of AdS are obtained in § 3.2. Similarly to what we
just saw for in the Ricci-flat case, the scalar field ψˆ
(k,l,mt)
t associated with a tensor
harmonic decouples from the other fields, and must solve the equation
ψˆ
(k,l,mt)
t − d− 1
r
∂rψˆ
(k,l,mt)
t −m2t ψˆ(k,l,mt)t = 0. (5.12)
The vector mode Cˆ
(k,mv)
(v)a decouples as well from the rest of the system. Its equation
of motion is given by equation (3.23) and reads
∂aFˆ
(k,mv)
(v)ab −
d− 1
r
Fˆ
(k,mv)
(v)rb −m2vCˆ(k,mv)(v)b = 0, (5.13)
where Fˆ
(k,mv)
(v)ab is the field strength associated to the vector field Cˆ
(k,mv)
(v)a , as defined
by (4.23). When m2v 6= 0 this vector must additionally satisfy equation (3.26) that
imposes the vanishing of its divergence,
∂a
(
r−(d−1)Cˆ
(k,mv)
(v)a
)
= 0. (5.14)
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This condition is however not independent from the previous field equation, as can
be seen comparing the equation obtained from (5.13) by acting on it with ∂b and the
equation obtained by setting b = r in it. When m2v = 0, equation (5.13) still holds
but for unhatted variable C
(k,mv)
(v)a , and equation (5.14) does not hold anymore (but
we have an additional gauge invariance).
The remaining modes are hˆmsab and ˆ̟
ms. First of all we notice that the trace mode
hˆms is proportional to the trace mode on the torus ˆ̟ms by equation E
(Λ)
ij
∣∣∣
∂(i∂j)Sms
= 0
(see eqn. (3.27)). We use this relation to eliminate8 hˆms in favor of ˆ̟ms,
hˆms = −(d− p− 3) ˆ̟ ms. (5.15)
Following the Minkowski steps, we decompose the metric perturbation hˆmsab into its
trace hˆms and its symmetric traceless part hˆms(ab),
hˆmsab = hˆ
ms
(ab) +
1
p+ 2
ηabhˆ
ms = hˆms(ab) −
d− p− 3
p+ 2
ηab ˆ̟
ms. (5.16)
The remaining equations for the tensor and scalar modes are E
(Λ)
ab
∣∣∣
Sms
= 0, E
(Λ)
ai
∣∣∣
∂iSms
=
0, and E
(Λ)
ij
∣∣∣
δijSms
= 0 (see respectively (3.22), (3.24), and (3.27)). Again, the second
of these equations is not independent from the others, and we use it – together with
its divergence – to eliminate the divergences ∂ahˆmsab and ∂
a∂bhˆmsab from the other two
field equations. The resulting equations can be completely decoupled by defining the
new fields ϕˆms and χˆms as (the transformation is invertible as long as d 6= 2),
ˆ̟ ms = ϕˆms − r
2
ℓ2
χˆms , hˆms(rr) =
d− p− 3
p + 2
ϕˆms + (d− 1)p+ 1
p+ 2
r2
ℓ2
χˆms , (5.17)
and a new symmetric field h˜ms(ab) that is both stripped from its trace and its rr com-
ponent (i.e. it is such that ηabh˜ms(ab) = 0 and h˜
ms
(rr) = 0) as
hˆmsab = h˜
ms
(ab) −
d− p− 3
p+ 1
(ηab − δarδbr) ϕˆms − (ηab − (d− 1)δarδbr) r
2
ℓ2
χˆms . (5.18)
8 When d−p−3 = 0, we are reducing over a two-torus, on which there are no tensor harmonics.
Therefore, there is no ψˆ
(k,l,mt)
t field in that case. Moreover, the trace hˆ
ms of the perturbation
vanishes by equation (5.15). Analoguously, the m2s -dependence of the coefficient of the ˆ̟
ms ˆ̟ms
term in the action (4.25) drops when d− p− 3 = 0.
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Using these fields, the complete set of field equations for the scalar modes becomes
χˆms − d− 5
r
∂rχˆ
ms −m2s χˆms = 0, (5.19a)
ϕˆms − d− 1
r
∂rϕˆ
ms −m2s ϕˆms = 0, (5.19b)
h˜ms(ab) −
d− 1
r
∂rh˜
ms
(ab) −m2s h˜ms(ab) +
d− 1
r2
(
δa
rh˜ms(br) + δb
rh˜ms(ar)
)
= 0, (5.19c)
∂µh˜ms(µr) − ∂rϕˆIs + (d− 1)
r2
ℓ2
(
∂rχˆ
Is − d− 4
r
χˆIs
)
= 0, (5.19d)
∂µh˜ms(µν) + ∂rh˜
ms
(νr) −
d− 1
r
h˜ms(νr) −
d− 2
p+ 1
∂νϕˆ
Is = 0. (5.19e)
While the second order wave equations for ϕˆms , χˆms , and h˜ms(ab) are completely de-
coupled (contrary to what happens for the corresponding equations for Minkowski
on a sphere), some coupling between these fields survives in the last two equations,
that are valid for m2s 6= 0 and descend from equation (3.24).
6 Solving the Kaluza-Klein equations
In this section we solve the Kaluza-Klein equations for linearized metric perturbations
for both Minkowski and AdS.
6.1 Solving for Minkowski perturbations
We first solve equation (5.1) for the linearized scalar perturbation φˆItt associated with
tensor harmonics of Sn+1,
φˆItt +
n + 1
r
∂rφˆ
It
t −
l(l + n)
r2
φˆItt = 0. (6.1)
This is a separable equation; the radial part of the modes solve a Bessel equation in
r, and the dependence in the remaining ‘brane’ directions xµ satisfies a D’Alembert
equation. The latter is therefore solved by Fourier modes eik·x, where we use the
notation k · x for the contraction of the momentum along the brane directions kµ
with the coordinates xµ. The general solution is thus a superposition of the modes
φˆItt = r
−n
2
(
φ1Jl+n
2
(krr) + φ2Yl+n
2
(krr)
)
eik·x. (6.2)
where Jl+n
2
is a Bessel function of the first kind and Yl+n
2
is a Bessel function of the
second kind. Here φ1 and φ2 are integration constants, and we used Λ
It = −l(l+n)+2
and k2r = −k2. kr may be thought of as a radial momentum which can be combined
with kµ to form the (p + 2)-dimensional momentum ka. The equations of motion
require then that the vector ka is null, k
aka = k
2
r + k
2 = 0.
– 29 –
As we will see, the solutions of all perturbation equations are linear combinations
of Bessel functions of the first and second kind. To simplify the presentation, the
integration constant associated with J Bessel functions will always carry an index 1
and those associated with Y Bessel function an index 2. Then if we know the part of
the general solution that depends on J Bessel functions, we can obtain the part that
depends on Y Bessel functions by simply replacing the J Bessel functions by the Y
ones and change the index of the integration constants from 1 to 2. Then instead of
presenting the solutions as in (6.2), we will use
φˆItt = r
−n
2
(
φ1Jl+n
2
(krr) + (1→ 2, J → Y )
)
eik·x. (6.3)
All solutions in this and the next subsection will be presented in this way.
Next we discuss the vector perturbations BˆIv(v)a. They satisfy equations (5.2)
and (5.3), reproduced here for convenience,
∂aGˆIv(v)ab +
n+ 3
r
GˆIv(v)rb −
1
r2
(l − 1)(l + n + 1)BˆIv(v)b = 0, (6.4)
∂a
(
rn+1BˆIv(v)a
)
= 0, (6.5)
with the field strength GˆIv(v)ab defined in (4.16). These equations hold when l > 1.
We will return to the l = 1 case below. Taking the radial component a = r in (6.4)
and using (6.5), we obtain a decoupled equation for BˆIv(v)r,
BˆIv(v)r +
n+ 1
r
∂rBˆ
Iv
(v)r −
1
r2
l(l + n)BˆIv(v)r = 0. (6.6)
This is the same equation as (6.2) and thus the general solution is
BˆIv(v)r = r
−n
2
[
b1Jl+n
2
(krr) + (1→ 2, J → Y )
]
eik·x, (6.7)
where the momentum ka = {kr, kµ} is null, and bIv1 , bIv2 are integration constants. Note
that in (6.7) and in all similar equations in the rest of this section we will suppress
indices such as Iv to avoid clutter. The equation for the remaining components is
obtained by setting a = µ in (6.4), and using (6.5) to eliminate the r-derivatives of
BˆIv(v)r,
BˆIv(v)µ +
n+ 3
r
∂rBˆ
Iv
(v)µ −
1
r2
(l − 1)(l + n+ 1)BˆIv(v)µ =
2
r
∂µBˆ
Iv
(v)r. (6.8)
The general solution to the homogeneous part of this equation reads
BˆIv(v)µ,hom = r
−1−n
2
[
β1µJl+n2 (krr) + (1→ 2, J → Y )
]
eik·x. (6.9)
Here β1µ and β
2
µ are two arbitrary polarization vectors. We further need a particular
solution to equation (6.8). Here and in the rest of this section we will assume that
kr 6= 0. When kr = 0, both in the Minkowski and the AdS cases, the ODE’s become
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of the Euler type and can be integrated by elementary means (including finding all
particular solutions). The particular solution for (6.8) is given by9
BˆIv(v)µ,part = −
ikµ
k2r
∂rBˆ
Iv
(v)r +
1
r
εµBˆ
Iv
(v)r, (6.13)
with εµ an arbitrary constant vector. We use this freedom to simplify the solution
of the divergence equation (6.5). Then, given a solution BˆIv(v)r determined by b1 and
b2, as given by (6.7), the general solution to the full equation for Bˆ
Iv
(v)µ is given by
BˆIv(v)µ = r
−1−n
2
[
βˆ1µJl+n2 (krr) + ir
kµ
kr
b1Jl+n
2
+1(krr) + (1→ 2, J → Y )
]
eik·x, (6.14)
where
βˆsµ = β
s
µ + i
kµ
k2
(l + n + 1)bs, s = 1, 2 (6.15)
and the divergence equation (6.5) implies that the polarization vectors are transverse,
kµβsµ = 0, s = 1, 2. (6.16)
When l = 1, equation (6.5) is not present and we should drop the hat from BˆIv(v)a.
In addition, we have a gauge invariance which may used to set BIv(v)r = 0, and the
general solution is the homogeneous solution (6.9) (for the unhatted variable) with
arbitrary polarization vectors β1µ and β
2
µ,
Bl=1(v)r = 0 B
l=1
(v)µ = r
−1−n
2
(
β1µJ1+n2 (krr) + (1→ 2, J → Y )
)
eik·x,
kaka = k
2
r + k
2 = 0. (6.17)
Gauge invariance may be used to make the polarization vectors transverse, (6.16).
We finally need to deal with the perturbations associated with scalar harmonics
of Sn+1, namely the scalar perturbation πˆIs and the tensor perturbation hˆIsab. We
9This result is obtained using the following general results. If f satisfies(
+
n+ 3
r
∂r − a
r2
)
f = 0, (6.10)
where a is a constant, then (
+
n+ 3
r
∂r − a
r2
)
r∂rf = 2k
2f. (6.11)
Furthermore, (
+
n+ 3
r
∂r − a
r2
)(
1
r
g
)
=
1
r
(
+
n+ 1
r
∂r − a+ n+ 1
r2
)
g. (6.12)
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have partially decoupled the equations they satisfy by introducing the scalar field
ϕˆIs in equation (5.6), resulting in equations (5.7) and (5.8), that we report here once
more for convenience,
ϕˆIs +
n+ 1
r
∂rϕˆ
Is − l(l + n)
r2
ϕˆIs = 0, (6.18)
πˆIs +
n+ 1
r
∂rπˆ
Is − l(l + n)
r2
πˆIs = 2ϕˆIs. (6.19)
The equation for ϕˆIs is completely decoupled, and its general solution is a super-
position of the modes
ϕˆIs = r−
n
2
(
ϕ1Jl+n
2
(krr) + (1→ 2, J → Y )
)
eik·x, (6.20)
with ϕ1 and ϕ2 integration constants; the wave vector k
a is null as usual, kaka =
k2r + k
2 = 0.
We now move to solve the equation for πˆIs. The homogeneous part of equa-
tion (6.19) coincides with the equation for ϕˆIs , and therefore the modes πˆIs have the
same form (6.20), with the addition of a particular solution10 sourced by ϕˆIs,
πˆIs = r−
n
2
(
π1Jl+n
2
(krr) +
r
kr
ϕ1Jl+n
2
+1(krr) + (1→ 2, J → Y )
)
eik·x. (6.21)
Again, π1 and π2 are integration constants, and the vector k
a is null, kaka = k
2
r+k
2 =
0. Next, we deal with the symmetric traceless mode hˆIsab, which satisfies (5.9):
hˆIs(ab) +
n + 1
r
∂rhˆ
Is
(ab) −
2
r
(
∂ahˆ
Is
(br) + ∂bhˆ
Is
(ar)
)
− n− 1
r2
(
δa
rhˆIs(br) + δb
rhˆIs(ar)
)
(6.22)
+
1
r2
ΛIshˆIs(ab) −
2(n− 1)
p+ 2
ηabϕˆ
Is +
2
r
n + p+ 1
p+ 2
(
δa
r∂b + δb
r∂a +
n− 1
r
δa
rδb
r
)
πˆIs = 0.
Using (5.6),
hˆIs(rr) = r
2ϕˆIs +
n + p+ 1
p + 2
πˆIs, (6.23)
one can show that the rr component of (6.22) is a linear combination of equa-
tions (6.18) and (6.19). Then the rµ component reads,
hˆIs(rµ) +
n− 1
r
∂rhˆ
Is
(rµ) −
(l + 1)(l + n− 1)
r2
hˆIs(rµ) = 2r∂µϕˆ
Is , (6.24)
while taking the trace of (6.22) leads to
∂µhˆIs(rµ) + r
2
(
∂rϕˆ
Is +
n+ 1
r
ϕˆIs
)
= 0, (6.25)
10A particular solution is given by r∂rϕˆ
Is/k2r + αϕˆ
Is for any α (since ϕˆIs solves the homogeneous
equation). In (6.21) we fixed α so that no multiple of the homogeneous solution appears in the
particular solution.
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thus recovering equation (5.11).
Differentiating (6.24) w.r.t. ∂µ and using (6.25) results in an equation involving
ϕˆIs only, which automatically holds as a consequence of (6.18). Finally, the µν
component of (6.22) reads,
hˆIs(µν) +
n + 1
r
∂rhˆ
Is
(µν) +
ΛIs
r2
hˆIs(µν) =
2
r
(
∂µhˆ
Is
(νr) + ∂νhˆ
Is
(µr)
)
+ 2
n− 1
p+ 2
ηµνϕˆ
Is. (6.26)
Contracting with ηµν and using ηµν hˆIs(µν) = −hˆIs(rr) (which follows from ηabhˆIs(ab) =
0) results in an equation which involves only ϕˆIs, which automatically holds as a
consequence of (6.18). Finally, the solution to (6.26) is constrained by equation
(5.10),
∂ν hˆIs(µν) + ∂rhˆ
Is
(µr) +
n− 1
r
hˆIs(µr) −
n + p+ 1
p+ 2
∂µπˆ
Is = 0. (6.27)
We now solve these equations. The homogenous solution of (6.24) is
hˆIs(rµ)hom = r
1−n
2
(
h1µJl+n2 (krr) + (1→ 2, J → Y )
)
eik·x, (6.28)
where h1µ and h
2
µ are two constant (p + 1)-vectors, and k
aka = k
2
r + k
2 = 0. A
particular solution is given by11
hˆIs(rµ)part[ϕˆ
Is] =
ikµ
k2
(
r2∂rϕˆ
Is + (n + 1)rϕˆIs
)
. (6.29)
Using (6.20), we find that the solution of (6.24) is given by
hˆIs(rµ) = hˆ
Is
(rµ)hom + hˆ
Is
(rµ)part[ϕˆ
Is] (6.30)
= r1−
n
2
(
hˆ1µJl+n2 (krr) +
ikµ
kr
rϕ1Jl+n
2
+1(krr) + (1→ 2, J → Y )
)
eik·x,
where
hˆsµ = h
s
µ + i
kµ
k2
(l + n+ 1)ϕs, s = 1, 2. (6.31)
Finally, (6.25) requires that the vectors h1µ and h
2
µ are transverse,
kµhsµ = 0, s = 1, 2. (6.32)
We now turn to (6.26). Its homogenous solution is
hˆIs(µν)hom = r
−n
2
(
h1µνJl+n2 (krr) + (1→ 2, J → Y )
)
eik·x, (6.33)
11Actually, rϕˆIs solves the homogeneous equations, so its coefficient may be chosen at will. The
choice in (6.29) simplifies the solution of (6.25).
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where h1µν and h
2
µν are constant symmetric traceless (p+ 1)-tensors and k
aka = k
2
r +
k2 = 0. The particular solution12 is a linear combination of r−n/2{rJ1+l+n
2
, rY1+l+n
2
,
r2Jl+n
2
, r2Yl+n
2
}. Altogether we have
hˆIs(µν) =
{
r−
n
2
((
hˆ1µν +
kµkν
k2r
r2ϕ1
)
Jl+n
2
(krr) +
r
kr
[
i
(
kµh
1
ν + kνh
1
µ
)
(6.37)
+
(
n
kµkν
k2r
+
n− 1
p + 2
ηµν
)
ϕ1
]
J1+l+n
2
(krr)
)
+ (1→ 2, J → Y )
}
eik·x,
where
hˆsµν = h
s
µν +
1
k2
(
i(l + n)(hsµkν + h
s
νkµ) + (kµkν − k2ηµν)
n+ p+ 1
p(p+ 2)
πs (6.38)
+
1
p
(
(p+ 1)kµkν − ηµνk2
)(
− 1
k2
(l + n)(l + n+ 1)ϕs +
n+ p+ 1
p+ 2
πs
))
,
for s = 1, 2. Then, (6.27) requires that the tensors h1µν and h
2
µν are transverse,
kµhsµν = 0, s = 1, 2, (6.39)
and one may finally check using (6.37), (6.38), (6.20), and (6.21) that
ηµν hˆIs(µν) = −hˆIs(rr) = −
(
r2ϕˆIs +
n + p+ 1
p + 2
πˆIs
)
(6.40)
is satisfied. It will be useful to also record the combination that is traceless in p+ 1
dimensions:
h˜Is(µν) = hˆ
Is
(µν) −
1
p+ 1
ηµν
(
ηκλhˆIs(κλ)
)
= hˆIs(µν) +
1
p + 1
ηµν
(
r2ϕˆIs +
n+ p+ 1
p+ 2
πˆIs
)
=
{
r−
n
2
((
h˜1µν −
1
p+ 1
1
k2
(
(p+ 1)kµkν − ηµνk2
)
r2ϕ1
)
Jl+n
2
(krr)
+
r
kr
[
i(kµh
1
ν + kνh
1
µ)−
n
p+ 1
1
k2
(
(p+ 1)kµkν − ηµνk2
)
ϕ1
]
J1+l+n
2
(krr)
)
+(1→ 2, J → Y )
}
eik·x, (6.41)
12 Consider the differential operator
L = ∂2r +
n+ 1
r
∂r +
(
k2r −
l(l + n)
r2
)
; (6.34)
it satisfies the identities
L [r1− n2 Jl+ n
2
+1(krr)
]
= 2krr
−n/2Jl+ n
2
(krr), (6.35)
L
[
−krr2− n2 Jl+ n
2
(krr) + 2(l +
n
2
+ 1)r1−
n
2 Jl+ n
2
+1(krr)
]
= 4k2rr
1−n/2Jl+ n
2
+1(krr), (6.36)
that can be used to obtain the particular solution.
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where, for s = 1, 2,
h˜sµν = h
s
µν +
1
k2
(
i(l + n)(hsµkν + h
s
νkµ) (6.42)
+
1
p
(
(p+ 1)kµkν − ηµνk2
)(
− 1
k2
(l + n)(l + n+ 1)ϕs +
n+ p+ 1
p+ 1
πs
))
.
6.2 Solving for AdS perturbations
Anti-de Sitter perturbations are much simpler. It is possible to decouple completely
the system of equations controlling them, and we can easily find all modes. Like in
the case of perturbations of Minkowski, all equations are of the Bessel type.
Equation (5.12) for the scalar perturbations associated with tensor harmonic on
T d−p−1,
ψˆ
(k,l,mt)
t − d− 1
r
∂rψˆ
(k,l,mt)
t −m2t ψˆ(k,l,mt)t = 0, (6.43)
is indeed a Bessel equation in the radial direction, and is solved by separation of
variables: its general solution is given by the superposition of modes
ψˆ
(j,l,mt)
t = r
d
2
(
ψ1J d
2
(krr) + (1→ 2, J → Y )
)
eik·x; (kaka = −m2t ), (6.44)
with ψ1, ψ2 integration constants. Again, k ·x denotes the contraction of the bound-
ary components kµ of the wave vector with the p+ 1 boundary coordinates x
µ, and
we define the (p + 2)-dimensional wave vector ka = {kr, kµ}. Contrary to what
we obtained for Minkowski perturbations, the wave vector for AdS perturbations is
massive, with mass set by the eigenvalue m2t .
We next move to the vector modes. They satisfy equations (5.13) and (5.14),
∂aFˆ
(k,mv)
(v)ab −
d− 1
r
Fˆ
(k,mv)
(v)rb −m2vCˆ(k,mv)(v)b = 0, (6.45)
∂a
(
r−(d−1)Cˆ
(k,mv)
(v)a
)
= 0, (6.46)
where Fˆ
(k,mv)
(v)ab is the field strength associated to the vector field Cˆ
(k,mv)
(v)a , as defined
by equation (4.23). Projecting the first equation on the r and µ components yields
Cˆ
(k,mv)
(v)r −
d− 1
r
∂rCˆ
(k,mv)
(v)r +
(
d− 1
r2
−m2v
)
Cˆ
(k,mv)
(v)r = 0, (6.47)
Cˆ
(k,mv)
(v)µ −
d− 1
r
∂rCˆ
(k,mv)
(v)µ −m2vCˆ(k,mv)(v)µ = 0. (6.48)
These are decoupled equations that are easily solved in terms of Bessel functions.
Equation (6.48) is identical with (6.43) and thus is solved in the same way, while the
extra term in (6.47) simply shifts the order of the Bessel function:
Cˆ
(j,mv)
(v)r = r
d
2
(
γ1J d
2
−1(krr) + (1→ 2, J → Y )
)
eik·x, (6.49)
Cˆ
(j,mv)
(v)µ = r
d
2
(
γˆ1µJ d
2
(krr) + (1→ 2, J → Y )
)
eik·x, (6.50)
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with γ1, γ2 arbitrary constants and γˆ
1
µ, γˆ
2
µ arbitrary polarization vectors. Again, the
wave vector is timelike, kaka = k
2
r + k
µkµ = −m2v. We are not done yet, as we must
additionally impose the second equation (6.46).
This divergence equation is only present when m2v 6= 0, and in that case it
imposes constraints between the integration constants.
γˆsµ = γ
s
µ − i
kµkr
k2
γs, k
µγsµ = 0, s = 1, 2. (6.51)
On the other hand, when m2v = 0 the divergence equation (6.46) is not present;
instead there is a gauge invariance that can be used to set C
(k,mv)
(v)r = 0. Thus, the
general solution is simply given by (6.50) with a null momentum ka,
C0(v)r = 0, C
0
(v)µ = r
d
2
(
γ1µJ d
2
(krr) + (1→ 2, J → Y )
)
eik·x,
kaka = k
2
r + k
µkµ = 0. (6.52)
and one can use the gauge invariance to impose kµγ1µ = k
µγ2µ = 0.
We finally turn to the perturbations associated with scalar harmonics, χˆms, ϕˆms,
and h˜ms(ab). We have already decoupled completely the equations that govern them,
obtaining the system of equations (5.19). The equations for the scalars χˆms and ϕˆms,
χˆms − d− 5
r
∂rχˆ
ms −m2s χˆms = 0, (6.53)
ϕˆms − d− 1
r
∂rϕˆ
ms −m2s ϕˆms = 0, (6.54)
are separable and are easily solved by using Bessel functions yielding
χˆms = r
d
2
−2
(
χ1J d
2
−2(krr) + (1→ 2, J → Y )
)
eik·x, (6.55)
ϕˆms = r
d
2
(
f1J d
2
(krr) + (1→ 2, J → Y )
)
eik·x, (6.56)
where again the wave vector is in both cases timelike, kaka = −m2s .
We are left to discuss the tensor perturbation (5.19c),
h˜ms(ab) −
d− 1
r
∂rh˜
ms
(ab) −m2s h˜ms(ab) +
d− 1
r2
(
δa
rh˜ms(br) + δb
rh˜ms(ar)
)
= 0. (6.57)
Recall that h˜ms(rr) = 0. Setting a = µ, b = r in (6.57) we obtain
h˜ms(µr) −
d− 1
r
∂rh˜
ms
(µr) −
(
m2s −
d− 1
r2
)
h˜ms(µr) = 0 (6.58)
which is solved by
h˜ms(µr) = r
d
2
(
hˆ1µJ d
2
−1(krr) + (1→ 2, J → Y )
)
eik·x, (6.59)
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where hˆ1µ, hˆ
2
µ are constant vectors and k
aka = −m2s . Additionally, we need to impose
the divergence equation (5.19d), and this implies that the polarization vectors are
given by
hˆsµ = h
s
µ − i
kµkr
k2
(
fs +
d− 1
ℓ2
χs
)
, kµhsµ = 0, s = 1, 2 (6.60)
with h1µ and h
2
µ transverse polarization vectors.
Setting a = µ, b = ν in (6.57) we obtain
h˜ms(µν) −
d− 1
r
∂rh˜
ms
(µν) −m2s h˜ms(µν) = 0, (6.61)
which solved by
h˜ms(µν) = r
d
2
(
hˆ1µνJ d
2
(krr) + (1→ 2, J → Y )
)
eik·x, (6.62)
where kaka = −m2s and hˆ1µν , hˆ2µν are constant, symmetric and traceless tensors
(ηµν hˆ1µν = η
µνhˆ2µν = 0). The trace condition is due to the fact that η
abh˜ms(ab) = 0.
Finally, we have to impose (5.19e), which gives the constraints
hˆsµν = h
s
µν +
1
k2
(
−ikr
(
hsµkν + h
s
νkµ
)
+
1
p
(
(p+ 1)kµkν − ηµνk2
)(d− 2
p+ 1
fs − k
2
r
k2
(
fs +
d− 1
ℓ2
χs
)))
kµhsµν = k
νhsµν = 0, s = 1, 2 (6.63)
with h1µν , h
2
µν are transverse, symmetric and traceless polarization tensors.
7 AdS/RF map at large n and d
The explicit solutions we found, both in the vacuum Einstein gravity and in the AdS
gravity theories, are linear combinations of terms that take the general form
ra (c1Jb(krr) + c2Yb(krr)) e
ik·x (7.1)
times some polarization vector or tensor where appropriate. We can tabulate the
distinct pairs (a, b) that appear in the general solution, both for Minkowski and
AdS. This results in
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Minkowski AdS
a b a b
h˜(µν)
−n/2 l + n/2 d/2 d/2
1− n/2 1 + l + n/2
2− n/2 l + n/2
hˆ(µr)
1− n/2 l + n/2 d/2 d/2− 1
1− n/2 1 + l + n/2
Bˆ(v)µ/Cˆ(v)µ
−n/2 l + n/2 d/2 d/2
−n/2 1 + l + n/2
Bˆr/Cˆr −n/2 l + n/2 d/2 d/2− 1
φˆt/ψˆt −n/2 l + n/2 d/2 d/2− 1
ϕˆ/πˆ/χˆ
−n/2 l + n/2 d/2 d/2
−n/2 l + n/2 d/2− 2 d/2− 2
−n/2 l + n/2 + 1
What is notable here is that, in the large n limit, we can neglect the finite
contributions, and all Minkowski modes converge with the same behavior with a∞ =
−n/2 and b∞ = n/2. Similarly, in the large d limit, all AdS modes have their
behavior set to a∞ = d/2 and b∞ = d/2. Under the AdS/RF correspondence, that
exchanges n with −d, these modes are mapped to each other, in virtue of the fact
that the Bessel function J and Y are even in their order.
There is still one difference however: while the (p + 2)-vector ka is null in the
case of Minkowski, k2r +k
2 = 0, it is timelike in the case of AdS, k2r +k
2 = −m2. To
distinguish the two cases, we will use k(m)r for the AdS case in this section. These
different behaviors are a direct consequence of the absence/presence of length scales
in the spacetimes under consideration. Einstein vacuum gravity and the Minkowski
background have no intrinsic scale, and the Minkowski momentum must thus be
massless.13 On the other hand, there are two scales in play on the AdS gravity side:
the intrinsic length scale ℓ set by the cosmological constant (1.1), and the period τ
of the coordinates χi that is introduced by the torus compactification. The latter
generates a mass scale for the AdS modes. Indeed, the Fourier wave vectors behave as
m ∼ 1/τ (see appendix B.2), and thus (k(m)r )2+k2 ∼ 1/τ 2. It is important to stress
at this point that the length scales ℓ and τ are completely free: the AdS background
is a solution independently of the value they take, and under the AdS/RF map they
simply disappear from the resulting scale-invariant background and theory.
13 The Minkowski momentum ka is restricted to be orthogonal to the Sn+1; this restriction does
however not introduce any length scale, contrary to the torus compactification performed in AdS.
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In principle, ℓ and τ can thus depend on the other parameters of the theory, for
instance on the dimension d. To proceed we must hence decide how these length
scales behave in the large d limit. A natural choice is to keep ℓ constant, so that the
effects of the cosmological constant survive the limit [46], and take τ ∼ d. Effectively,
this behavior decompactifies the torus in the large d limit, reducing the mass gap
to zero and making the AdS momentum lightlike, (k(m)r )
2 + k2 ∼ 1/d2 → 0 (equiva-
lently, we could have considered the limit k2 ≫ m2, for which k(m)r ∼ kr). Hence, in
that limit, the radial behavior matches exactly. Even away from the torus decom-
pactification limit though, there is a simple correspondence between the solutions by
accompanying the AdS/RF map n→ −d with kr → k(m)r .
It remains to find out how the integration constants are mapped with each other.
Since all scalar modes behave the same way, these modes may be mixed under the
AdS/RF map. Moreover, it is not clear a priori what the order of the integration
constants is in the large d/n limit. We will fix both issues by mapping the tensor
and vector modes first. Since the radial dependence is already fixed, we only need
to record the vectors/tensors that multiply the J and Y Bessel functions. Below,
the index s takes the values 1 and 2, indicating the coefficient of the J and Y Bessel
function, respectively.
Comparing the integration constants (6.42) with (6.63), (6.31) with (6.60), and
(6.15) with (6.51) in the large d/n limit, we obtain the following.
h˜(µν) modes:
Mink : hsµν +
1
k2
(
in
(
hsµkν + h
s
νkµ
)
(7.2)
+
1
p
(
(p+ 1)kµkν − ηµνk2
)(
−n
2
k2
ϕs +
n
p+ 1
πs
))
AdS : hsµν +
1
k2
(
− ik(m)r
(
hsµkν + h
s
νkµ
)
+
1
p
(
(p+ 1)kµkν − ηµνk2
) ( d
p+ 1
fs − (k
(m)
r )
2
k2
(
fs +
d
ℓ2
χs
)))
(7.3)
Thus we conclude that we need
nhsµ = −k(m)r hsµ, (7.4)
− n
2
k2
ϕs +
n
p+ 1
πs =
d
p+ 1
fs − (k
(m)
r )
2
k2
(
fs +
d
ℓ2
χs
)
. (7.5)
hˆ(µr) modes:
Mink : hsµ + i
kµ
k2
nϕs (7.6)
AdS : hsµ − i
kµk
(m)
r
k2
(
fs +
d
ℓ2
χs
)
(7.7)
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Equation (7.4) implies that we should multiply the Minkowski perturbation by n and
the AdS one by −k(m)r and we then conclude
n2ϕs = (k
(m)
r )
2
(
fs +
d
ℓ2
χs
)
. (7.8)
which then together with (7.5) lead to
nπs = dfs, (7.9)
and thus
πs = −fs. (7.10)
Finally, assuming fs and χs are of the same order in the large d limit, equation (7.8)
results in
nϕs = −(k
(m)
r )
2χs
ℓ2
, (7.11)
Bˆ(v)µ/Cˆ(v)µ modes:
Mink : βsµ + i
kµ
k2
nbs (7.12)
AdS : γsµ − i
kµk
(m)
r
k2
γs (7.13)
Hence we conclude that we need
βsµ = γ
s
µ, nbs = −k(m)r γs. (7.14)
Finally, one may match the integration constants of the scalars associated with tensor
harmonics,
φs = ψs. (7.15)
We have thus succeeded in mapping all perturbations mode by mode in the large
d and n limit,
n→ −d kr → k(m)r (7.16)
hsµν → hsµν nhsµ → −k(m)r hsµ (7.17)
πs → −fs nϕs → −(k
(m)
r )
2χs
ℓ2
(7.18)
βsµ → γsµ nbs → −k(m)r γs φs → ψs (7.19)
Starting from the next-to-leading order in the large d/n, the map becomes more
complicated because the eigenvalues l andm enter in the expansion coefficients. This
signals that the harmonics start to mix under the AdS/RF, a phenomenon that we
explore in more depth in [42].
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8 Discussion and Outlook
In this paper we performed a Kaluza-Klein reduction of Minkowski over a sphere and
of AdS over a torus. In the case of Minkowski the sphere was the celestial sphere
transverse to a flat p-brane located at the origin of Minkowski and in the case of AdS
the torus compactified part of the boundary directions. The reason for considering
these two cases is that this is the simplest example of an AdS/RF pair, and we wanted
to investigate whether one can perturbatively relax the restrictions that enter the
construction of the AdS/RF map, namely the existence of a sphere on the Ricci-flat
side and of a torus on the AdS one. Thus we allowed for general perturbations that
depend on all coordinates, including those on the sphere and the torus, and asked if
these perturbations can be mapped to each other via the AdS/RF map.
To address this question we constructed the most general perturbations by KK
expanding around the background solution (Minkowski and AdS), keeping all mas-
sive KK modes. Such computations are rare in the literature and we hope that
the streamlined discussion we present here will be useful more generally, in other
contexts.
Usually KK reductions involve spacetimes that are direct products of a non-
compact spacetime with a compact manifold, such as Minkowski × torus or AdS ×
sphere. In our case, the background solutions were warped products, and the torus
(sphere) was on the AdS (Minkowski) side. It is also worth mentioning that on the
Minkowski side all dimensions are non-compact: the sphere of the reduction arose
from writing an Euclidean space in spherical polar coordinates.
When considering perturbations around background solutions, there is an in-
trinsic ambiguity in that there are diffeomorphisms that map perturbations to the
background solution or to each other. In most of the past literature, this issue was
dealt with by imposing gauge fixing conditions. This is fine for the computation of
the spectrum, but if one wants to use these results more generally (for example for
mapping solutions to other solutions, as we want to do here) a better approach is
to construct gauge invariant variables. We construct such gauge invariant variables
for both reductions following the methodology developed in [43]. This provides a
(non-trivial) example of the effectiveness of this method, which we believe should be
useful in all problems were gauge invariant variables are needed.
We performed both reductions in parallel to emphasize their similarity. The
equations of motion for the KK modes can then be obtained by substituting the
KK decomposition in the higher dimensional field equations and then projecting on
harmonics of the torus and sphere. Not all equations obtained in this fashion are
independent, and this reflects the existence of the gauge transformations discussed
in the previous paragraph. The same equations also follow by varying the action
obtained by substituting the KK decomposition in the higher dimensional actions
and integrating over the torus and sphere.
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Remarkably, for the two reductions we performed, one can solve all perturbation
equations in closed form. In the case of AdS, the equation for the perturbations
reduce to a set of homogeneous Bessel equations that can be readily integrated (plus
a few additional equations that impose relations among the integration constants).
In the case of Minkowski, the perturbation equations are organized in a number of
decoupled blocks. Within each block the equations take a nested form, with up to
three layers: at the centre there are decoupled modes that satisfy homogenous Bessel
equations; these modes then provide inhomogeneous terms for the ODEs satisfied by
the modes at the next layer, which themselves provide inhomogeneous terms for the
modes at the last layer. We were able to integrate all equations and obtain the
general solution as linear combination of Bessel functions.
Having succeeded in finding the general solution of linear perturbations, we can
then turn to the original question about the AdS/RF correspondence. On general
grounds, such a map may involve general linear combinations of modes. Indeed,
as we will discuss in detail in a sequel to this paper [42], the linear perturbations
can be mapped to each other via AdS/RF, and this map involves infinite linear
superpositions of modes. Rather strikingly, the situation simplifies enormously in
the limit the dimension of the sphere and torus goes to infinity. In this case, as
we showed here, the AdS/RF map acts mode by mode. In [42] we will also discuss
examples where the restrictions of the AdS/RF map are relaxed at the non-linear
level and formulate mathematical conditions that would ensure the existence of an
AdS/RF map in general.
We finish this paper with a few remarks about holography. On the AdS side,
our results can be used to compute holographically the 2-point functions of a class of
operators for the QFT obtained by putting a d-dimensional CFT on torus. Putting
the CFT on a torus breaks conformal invariance, but the resulting theory is still
constrained by the fact that the parent theory is conformal. The relevant QFT
operators are the operators obtained by dimensional reduction of the CFT energy
momentum tensor on the torus, keeping the entire KK towers.
Starting from the explicit solutions we obtained, one can extract the 2-point
functions from their asymptotics using the methodology in [41]. For the zero modes,
we have already done this computation in § 2.2.1 of [30], and it would be interesting
to work out the details for all KK modes. These the 2-point functions should be
related to the 2-point function of a d-dimensional CFT energy momentum tensor
(which is universal) via dimensional reduction. It is well known that conformal 2-
point functions are related holographically to Bessel functions, and this explains why
the solutions to the AdS perturbation equations are given by Bessel functions.
Via the AdS/RF correspondence, these results would then provide a holographic
dictionary for Minkowski perturbations, which is particularly simple in the case of
large n. It would be interesting to extract the physics implications of this. We only
make a couple of remarks here. First, the AdS/RF map explains why the solutions
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to the Minkowski perturbations are Bessel functions, as it links these perturbations
to those of AdS, which are given in terms of Bessels due to the underlying conformal
structure of AdS. Second, we note that the AdS/RF correspondence maps asymptotic
flatness to regularity in the interior of AdS and regularity in the interior of Minkowski
to normalizable solutions in AdS [30]. It would be interesting to further develop this
holographic dictionary.
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A AdS/Ricci-flat map for the zero modes
Consider perturbations that respect the AdS/RF Ansatz (1.2) and (1.4), i.e. we
only allow for perturbations that respect the sphere/torus symmetries of the original
Ansatz. In the case of the perturbations of Minkowski spacetime, this means that we
keep the perturbation h0ab of the reduced (p+2)-dimensional metric and the breathing
mode π of the sphere. These are allowed to depend on the reduced coordinates ya =
{r, xµ}, but not on the coordinates on the sphere. Then, the perturbed Minkowski
metric reads
ds20 = ηµνdx
µdxν + dr2 + r2dΩ2n+1 + h
0
ab(y;n)dy
adyb + π(y;n)r2dΩ2n+1, (A.1)
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which is of the form (1.4), and therefore we can directly read off the fields in the
reduced theory,
g˜ab(y;n) =
ℓ2
r2(1 + π(y;n))
(
ηab + h
0
ab
)
, e
2φ˜(y;n)
n+p+1 =
r2
ℓ2
(1 + π(y;n)) . (A.2)
Similarly, the AdSd+1 perturbation that preserves the symmetries of the torus –
namely the metric perturbation hΛab(y; d) of the (p + 2)-dimensional reduced theory
and the breathing mode ̟(y; d) of the torus – gives the metric14
ds2Λ =
ℓ2
r2
(
dr2 + ηαβdz
αdzβ
)
+
ℓ2
r2
hΛab(y; d) dy
adyb +
ℓ2
r2
̟(y; d)δij dχ
idχj. (A.3)
Again, this is of the (1.2) form, and thus gives the reduced fields
gˆab(y; d) =
ℓ2
r2
(
ηab + h
Λ
ab(y; d)
)
, e
2φˆ(y;d)
d−p−1 =
ℓ2
r2
(1 +̟(y; d)) . (A.4)
It is convenient to further decompose the metric perturbation h0ab in a symmetric
traceless component h0(ab) and its trace H
0(y;n),
h0ab(y;n) = h
0
(ab)(y;n) +
1
p+ 2
H0(y;n) ηab, (A.5)
and we similarly decompose the metric perturbation hΛ(ab) in a symmetric traceless
component hΛab and its trace H
Λ(y; d),
hΛab(y; d) = h
Λ
(ab)(y; d) +
1
p+ 2
HΛ(y; d) ηab. (A.6)
The AdS/Ricci-flat correspondence states that any solution (gˆab, φˆ) of the AdS
gravity field equations yields a solution (g˜ab, φ˜) of the vacuum Einstein gravity field
equations through the map (1.3). As a consequence, perturbations (hΛ(ab), H
Λ, ̟) of
AdS that solve the linearized field equations are in one to one correspondence with
solutions for linearized perturbations (h0(ab), H
0, π) of Minkowski spacetime. Con-
cretely, the AdS/Ricci-flat prescription (1.3) applied to the perturbations (A.2) and
(A.4) gives – at linear level – the following action of the map on the perturbation,
h0(ab)(y;n) = h
Λ
(ab)(y;−n), (A.7a)
H0(y;n) = HΛ(y;−n)− (p+ 2)̟(y;−n), (A.7b)
π(y;n) = −̟(y;−n). (A.7c)
It can be readily checked that we thus map the field equations E
(0)
AB (2.2) for
the linearized perturbations of Minkowski to the field equations E
(Λ)
MN (2.5) for the
14Recall that we split the d boundary coordinates zα = {xµ, χi} into the p+1 spatial coordinates
xµ in the reduced theory and the d−p−1 coordinates χi on the torus. Again, ya = {r, xµ} indicate
collectively the p+ 2 coordinates in the reduced theory.
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linearized perturbations of AdS. Indeed, the non trivial components of the field equa-
tions map according to
E
(0)
ab
(h0
(ab)
,H0,π)→(hΛ
(ab)
,HΛ,̟)
−−−−−−−−−−−−−−−−→
n→−d
2E
(Λ)
ab −
2
d− p− 1 ηabδ
ijE
(Λ)
ij , (A.8)
σijE
(0)
ij
(h0
(ab)
,H0,π)→(hΛ
(ab)
,HΛ,̟)−−−−−−−−−−−−−−−−→
n→−d
2(d− 1)
d− p− 1r
2 δijE
(Λ)
ij , (A.9)
and are therefore equivalent. Note that the tensorial part mixes with the trace part
of the internal manifold. This was expected, since the same happened to the full
field equations in the AdS/RF map.
Note that the AdS perturbation equations E
(Λ)
MN can be decoupled in Fefferman-
Graham gauge – that we can obtain in our formalism by imposing a radial gauge
hra = 0. This was done in in § 7 of [47]. The decoupled fields and the corresponding
equations could be easily mapped back to Minkowski perturbations. We have instead
decoupled the equations directly in our formalism in § 6.
B Harmonic decomposition on the sphere and the torus
B.1 The sphere Sn+1 and its spherical harmonics
Consider the (n + 1)-dimensional sphere Sn+1 with unit metric dΩ2n+1 = σij dθidθj.
It is a constant curvature manifold, and its Riemann and Ricci tensors read
Rijkl = σikσjl − σjkσil, Rij = nσij . (B.1)
It follows that expressions involving covariant derivatives Di (compatible to the met-
ric σij) acting on a vector ξ
i can be simplified using the following identities,
[Di,Dj] ξk = δikξj − δjkξi, [Di,Dj ] ξk = σikξj − σjkξi, (B.2)
with obvious generalizations to higher rank tensors.
Scalar, vector, and tensor functions on these spheres form infinite dimensional
reducible representations of the corresponding isometry group SO(n + 2), and a
convenient complete set is given by spherical harmonics and their derivatives. This
leads to the decomposition (2.9) for the metric perturbation: scalars can be decom-
posed into scalar harmonics, vectors are decomposed into a vector harmonics that is
divergent-free and the gradient of scalars as a consequence of the Hodge decompo-
sition theorem, and symmetric tensors are decomposed in traceless symmetric con-
served tensor (the tensor harmonic), and derivatives of vector and scalar harmonics
(see e.g. [48] or [49]).
It is straightforward to construct the spherical harmonics basis by viewing func-
tions on the Sn+1 as restrictions of smooth functions on the Rn+2 space in which the
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sphere is embedded, expanded in homogeneous polynomials in the cartesian coordi-
nates (see e.g. [50]).
The defining properties for spherical harmonics on Sn+1 are the following
θS
Is = ΛIsSIs , ΛIs = −l(l + n), l = 0, 1, . . . (B.3)
θV
Iv
i = Λ
IvV
Iv
i , DiVIvi = 0, ΛIv = − (l(l + n)− 1) , l = 1, 2, . . . (B.4)
θT
It
(ij) = Λ
ItT
It
(ij), DiTIt(ij) = 0, ΛIt = − (l(l + n)− 2) , l = 2, 3, . . . (B.5)
where l, the degree, specifies an irreducible representation of the rotations group.
SIs(θ) are the scalar spherical harmonics and Is = (l,mi) is a set of quantum numbers
(including l) that labels uniquely the basis elements of the representation. The vector
spherical harmonics VIvi (θ) have n independent components and are hence non trivial
for n ≥ 1. Finally, the tensor spherical harmonics TIt(ij)(θ) are symmetric and traceless
in the sphere indices, have (n− 1)(n+2)/2 independent components, and are hence
non trivial for n ≥ 2. It is also worth mentioning that SIs is constant when l = 0,
so terms involving its derivatives should not be taken into account when considering
the s-wave. Moreover, VIvi are Killing vectors of Sn+1 when l = 1, so D(iVIvj) = 0, and
the harmonic expansion contains terms proportional to D(iVIvj) = 0 only for l ≥ 2.
These form a complete set for functions on the sphere. Any scalar function
can be written as a linear combination of the scalar harmonics SIs; vector functions
on the sphere can be expanded in vector harmonics VIvi and derivatives DiSIs of
scalar harmonics; finally, symmetric traceless rank two tensors on the sphere can be
expressed as a superposition of tensor harmonics TIt(ij) and derivatives D(iVIvj) and
D(iDj)SIs of vector and spherical harmonics. This leads to the decomposition (2.6)-
(2.9) for perturbations of Minkowski spacetime.
To conclude, we display a few properties of the spherical harmonics that we used
to simplify the calculations, and can be easily obtained using the identities (B.2),
DiSIs =
(
ΛIs + n
)
DiSIs , DiD(iDj)SIs = n
(
1 +
ΛIs
n+ 1
)
DjSIs, (B.6)
DiDjVIvi = nVIvj , DiD(iVIvj) =
1
2
(
ΛIv + n
)
V
Iv
j , DiDjD(iVIvj) = 0, (B.7)
DkDiTIt(jk) = (n+ 1)TIt(ij), θD(iVIvj) =
(
ΛIv + n+ 2
)
D(iVIvj), (B.8)
DkDiD(jDk)SIs = n
(
1 +
ΛIs
n + 1
)
DiDjSIs + (n+ 1)D(iDj)SIs , (B.9)
DkDiD(jVIvk) = (n+ 1)D(iVIvj) +
1
2
(
ΛIv + n
)
DiVIvj . (B.10)
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B.2 The torus T N and its Fourier modes
Consider a flat N -dimensional torus15 with metric dσ2 = δij dχ
idχj , with the co-
ordinates χi periodic, with period τ . We want to decompose our fields in scalar,
vector, and traceless symmetric tensor eigenmodes of the Laplace operator χ on
this torus, similarly to the mode decomposition in spherical harmonics that we in-
troduced above. Since the torus is flat, it will all boil down to a Fourier decomposition
of the modes. Choosing the complex Fourier basis, the scalar eigenmodes Sms(χ) are
parameterized by the wave vector ms = (m1/τ, . . . ,mN/τ) determined by the N
integers m1, . . . , mN ∈ Z, and are given explicitly by
S
ms(χ) = eims·χ, χS
ms = −m2s Sms . (B.11)
Here, ms is the wave vector of the mode, and we defined its dot product with the
coordinates vector as ms · χ = ∑imiχi/τ .
The vector modes V
(k,mv)
i (χ) are divergenceless (∂
iV
(k,mv)
i = 0) eigenfunctions
of the laplacian operator on T N . They are determined by their polarization vector
and wave vector, which have to be orthogonal to each other to make the modes
divergenceless. We decide to label them with the pair (k,mv) comprising a coordinate
index k, singling out a polarization, and a wave vector mv = (m1/τ, . . . ,mN/τ) with
m1, . . . , mN ∈ Z and mk = 0:
V
(k,mv)
j (χ) = δ
k
je
imv·χ, mk = 0, (B.12)
χV
(k,mv)
i = −m2v V(k,mv)i , ∂iV(k,mv)i = 0. (B.13)
For a given polarization, the allowed wave vectors form an (N−1)-dimensional vector
space, and therefore these vector harmonics exist for N ≥ 2 only. In addition, when
m2v = 0 (and for any N) we have N additional vector harmonics given by the N
linearly independent constant vectors V
(i,0)
j = δ
i
j , which are the Killing vectors on
T N .
Finally, the tensorial modes T
(k,l,mt)
(ij) (χ) are rank two traceless symmetric tensors
on T N , that are divergenceless and are eigenfunctions for the Laplace operator.
They are determined by their polarization tensor and wave vector, which have to
be orthogonal to each other for the modes to be divergenceless. We decide to label
them with the triplet (k, l,mt) formed by two coordinate indices k < l singling out a
polarization, and a wave vector mt = (m1/τ, . . . ,mN/τ), with m1, . . . , mN ∈ Z and
mk = ml = 0,
T
(k,l,mt)
(ij) (χ) =
1
2
(
δkiδ
l
j + δ
l
iδ
k
j
)
eimt·χ, k < l, mk = ml = 0, (B.14)
χT
(k,l,mt)
(ij) = −m2t T(k,l,mt)(ij) , ∂iT(k,l,mt)(ij) = 0. (B.15)
15 In the main text, the torus is taken to be of dimension N = d− p− 1.
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For a given polarization, the allowed wave vectors form an (N + 1)(N − 2)/2-
dimensional vector space, and therefore these tensor harmonics exist for N ≥ 3
only. In addition, when m2t = 0 and N ≥ 2, there are special tensor harmonics given
by the constant symmetric traceless tensors, T
(k,l,0)
(ij) =
1
2
(
δkiδ
l
j + δ
l
iδ
k
j
)
− 1
N
δijδ
kl,
k ≤ l.
It is worth remembering that whenm2s = 0,m
2
v = 0, orm
2
t = 0 the corresponding
modes are constant and their derivatives vanish.
Since the torus is flat, derivatives commute and we have also
χ∂(i∂j)S
ms = −m2s ∂(i∂j)Sms , χ∂(iV(k,mv)j) = −m2v ∂(iV(k,mv)j) . (B.16)
Finally, the following relations turn out to be useful,
∂i∂jS
ms = ∂(i∂j)S
ms − m
2
s
N
δijS
ms, (B.17)
∂i∂(i∂j)S
ms = −N − 1
N
m2s∂jS
ms , ∂i∂(iV
(k,mv)
j) = −
1
2
m2v V
(k,mv)
j . (B.18)
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