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We study numerically the coarsening kinetics of a two-dimensional ferromagnetic system with
aleatory bond dilution. We show that interfaces between domains of opposite magnetisation are
fractal on every lengthscale, but with different properties at short or long distances. Specifically, on
lengthscales larger than the typical domains’ size the topology is that of critical random percolation,
similarly to what observed in clean systems or models with different kinds of quenched disorder.
On smaller lengthscales a dilution dependent fractal dimension emerges. The Hausdorff dimension
increases with increasing dilution d up to the value 4/3 expected at the bond percolation threshold
d = 1/2. We discuss how such different geometries develop on different lengthscales during the
phase-ordering process and how their simultaneous presence determines the scaling properties of
observable quantities.
PACS numbers: 05.40.-a, 64.60.Bd
I. INTRODUCTION
The growth of order in a system quenched across a phase transition is a paradigm of slow relaxation [1–3]. A
classical example, that we will consider in this paper, is provided by the coarsening kinetics of a ferromagnet after a
quench from an equilibrium state above the critical temperature to a temperature Tf below it. Considering a uniaxial
magnet, for simplicity, the non-equilibrium evolution is characterised by an early development of domains – small
scale realisation of the two symmetry related low temperature equilibrium phases – and the subsequent growth of
their characteristic linear size R(t).
In the clean cases, that is in the absence of any source of quenched disorder, such as impurities, external disturbances
or lattice defects, the geometrical properties of ordered regions are well understood [1, 4]: domains are compact objects
surrounded by interfaces which are subjected to thermal roughening. However, in the small Tf limit and at long times,
roughening effects are negligible when observed on the characteristic scale R(t), and domain walls appear as regular,
non fractal objects. These features are reflected by the behaviour of correlation functions, such as the structure
factor [1].
The geometry of the growing structure on scales much larger than the typical size of the domains, instead, is non
trivial and has been investigated in two dimensions recently [5–16]. It was shown that, next to R(t), another length
Rp(t) > R(t) is growing faster and, on scales R(t) ≪ r ≪ Rp(t) the geometry is that of random percolation at
criticality. This growing percolative structure invades the whole system at the size-dependent time tp(L) when Rp(tp)
becomes of the order of the linear size L of the sample. The awareness of percolative features is not only important on
its own, since its appearance in a strongly correlated system is unexpected and highly non-trivial, but represents also
a cornerstone of one of the few existing analytical theories of phase-ordering. Indeed, since the distribution of cluster
areas is exactly known in critical percolation [17], simply inferring their evolution after the quench allows one to arrive
at an exact expression for the area distribution at any time [5, 6]. Moreover, the recognition that the systems quickly
approach a critical percolation situation after a quench allowed one to understand the results on the percentage of
blocked states found after quenches to zero temperature [18–20].
When quenched disorder is present in the system, as it is very often the case when dealing with real materials,
the understanding is poorer than in the clean cases. It is known from the theoretical study of model systems that
even a tiny amount of quenched noise strongly inhibits the growth process [21–43]. This fact was confirmed in
some experimental work on real materials [44–48]. The slowing down is accompanied by modifications of the scaling
properties of the correlation functions with respect to those of clean systems [43, 47, 48]. Despite all the above, it was
shown in [14, 15] that basic properties, such as the compact geometry of the growing domains and their boundaries
and the emergence of the percolative structure on scales beyond R(t), remain unchanged when going from a clean
two-dimensional Ising system to one with quenched disorder in the form of random fields or random bonds.
Notwithstanding the interest of the results discussed insofar, a full characterisation of the geometrical properties
of coarsening in disordered ferromagnets remains a subject to be further pursued. Among the many open questions,
2the generality of what found in [14, 15] for the random field Ising model (RFIM) and the random bond Ising model
(RBIM) needs to be investigated. In particular, the behaviour of these systems in the very asymptotic regime is
unexplored because the numerical study in [14, 15] focused on the long-lasting transient regime [41, 42] before the
system crosses over to the late non-equilibrium stage at a certain time tcross.
In this paper we give a contribution to answering these and related questions by studying numerically the geometry
of coarsening in a system with a different kind of quenched disorder, the bond-diluted Ising model (BDIM), namely
a ferromagnetic spin system where pairwise interactions are randomly nullified with probability d, the dilution. We
consider this model because on the one hand tcross is sufficiently short to allow one to enter the asymptotic stage and,
on the other hand, because it was shown to possess a richer dynamical structure as compared to different disordered
ferromagnetic systems [49].
Our results show profound differences between the BDIM and what was found in [14, 15] for the RFIM and the
RBIM. These differences regard both the geometric features of the correlated region on scales r < R(t) and the way
in which the percolative structure develops for r > R(t).
Studying the properties of the average squared winding angle, a quantity that probes the geometry of the interfaces,
we show that, at variance with the clean case, the domain walls are fractal with a fractal dimension D. This Hausdorff
dimension increases with d up to the value D = 4/3 expected at the bond percolation threshold dc = 1/2. To the best
of our knowledge this is the first time that the fractality of interfaces has been quantified for this kind of system. Let
us remark that growing domain boundaries are not fractal in the clean IM, the RFIM nor the RBIM for t < tcross
(although they may be fractal for t > tcross in cases with quenched randomness).
Regarding the behaviour at large distances r > R(t) our results confirm that a spanning cluster with the topology
of critical random percolation also develops in the present model, as in the clean case and in the RFIM and RBIM.
However, what changes here is the dynamics whereby this object develops and grows. Indeed, while in [14, 15] it was
found that Rp(t) is related to R(t) in a way which is independent of the presence of disorder, on its nature (i.e. whether
considering random fields or random bonds) and on its amount, here such relation depends on d. In particular, at
d = dc, where the bond network is itself a critical percolation cluster, we find that the property Rp(t) > R(t) is no
longer obeyed, since Rp(t) and R(t) coincide, as it could be expected.
These results, and in particular the dependencies of D and Rp(t) on the amount of disorder d, help us clarifying the
superuniversal properties of coarsening kinetics. Superuniversality [50] can be expressed as the fact that the only effect
of quenched disorder is to slow down the coarsening process, namely the increase of R(t), leaving other properties,
such as the geometric ones, unchanged. Some numerical simulations gave support to this property in a number of
systems [24, 29, 34, 35, 55, 57, 83], including the RFIM and RBIM for t < tcross [7, 23, 25, 27, 38], while other
numerical studies pointed against its validity [30–33, 41, 42]. In the RFIM and the RBIM the squared winding angle
discussed above does not depend on the presence of quenched disorder nor on its strength provided that distances are
measured in units of R(t). However, something different happens in the BDIM, since the effects of disorder cannot be
simply accounted for by R(t), and the scaling functions of observable quantities and the fractal dimension D of the
interfaces are also modified.
This paper is organised as follows: in Sec. II we define the BDIM model and some quantities that will be considered
for its characterisation. In Sec. III we present and discuss the results of our simulations. We conclude the Article and
discuss some open problems and future perspectives in Sec. IV.
II. MODEL AND OBSERVABLE QUANTITIES
We consider a system with Hamiltonian
H({Si}) = −
∑
〈ij〉
JijSiSj +
∑
i
HiSi , (1)
where Si = ±1 are Ising spin variables located at the vertices of a two-dimensional L × L square lattice that we
label i, with i = 1, . . . , N = L2. 〈ij〉 denotes nearest neighbour sites i and j on the lattice. In the following we
will study the bond-diluted Ising model (BDIM) where Hi ≡ 0 and the Jij ’s are uncorrelated random variables with
probability P (Jij) = (1−d) δJij,J +d δJij ,0, where δ is the Kronecker function, J > 0, and d is the dilution. The same
Hamiltonian (1) also describes two different disordered model, the RFIM and the RBIM. Specifically, for the RFIM
one has Jij ≡ J and Hi = ±h is uncorrelated in space and sampled from a symmetric bimodal distribution, whereas
for the RBIM, the fields vanish Hi ≡ 0 and the ferromagnetic coupling constants are Jij = J + δij , where δij are
independent random numbers extracted from a flat distribution in [−δ,+δ], with δ < J . The geometrical properties
of these two models have been studied in a previous paper [14] and, in the present analysis, we will often compare
their behaviour to the one of the BDIM, where richer results are found.
3Before studying the dynamics of the BDIM, let us review some of its equilibrium properties. Given the structure
of the coupling constants, it is clear that for d > dc = 1 − pc, where pc is the bond percolation threshold (pc = 1/2
in the two-dimensional case considered here) the bond network is disconnected (in the thermodynamic limit). Hence
the spin system is fragmented into separated parts and a globally ordered (magnetised) state cannot exist at any
temperature, not even at T = 0. For this reason we will restrict our attention to d ≤ dc in the following. In this
range of dilution the system undergoes a phase transition at a critical temperature Tc(d) which decreases from Tc(0)
– the transition temperature of the usual model without dilution – to Tc(dc) = 0 [85–88]. The coarsening dynamics
of a ferromagnetic Ising model with dilution was studied in [37, 40, 43, 66–68, 84].
A dynamic update is introduced by reversing spins with the Glauber transition rates
w(Si → −Si) =
1
2
[
1− Si tanh
(
HWi
T
)]
(2)
where HWi is the local Weiss field
HWi =
∑
j∈nn(i)
JijSj , (3)
and the sum runs over the nearest neighbours nn(i) of i. Here and in the following we measure temperature in units
of the Boltzmann constant.
We will consider an instantaneous quench in which the system is prepared at time t = 0 in an infinite temperature
equilibrium state, namely an uncorrelated one with zero magnetisation, and it is subsequently evolved by attempting
spin flips according to the transition rates (2) evaluated at the final temperature T = Tf of the quench. Periodic
boundary conditions will be adopted.
Let us now define the various observables that we will consider in our study. The average size of the growing
domains R(t, d) will be computed as [1–3]
R(t, d) = L2[E(t, d)− Eeq(d)]
−1 , (4)
where E(t, d) = 〈H(t)〉 is the non-equilibrium average (namely taken over different initial condition and thermal
histories) of the energy at time t, and Eeq(d) is the energy of the equilibrium state at Tf . Equation (4) is a standard
method to determine the typical size of the domains in clean systems [1] and is well suited to be applied also to diluted
systems, as discussed in [43, 49].
The wrapping probability pi(t, d) is the probability that at time t a connected wrapping cluster of equally aligned
spins is present in the system. The wrapping cluster can cross the system in different ways. It can span the system
from one side to the other horizontally or vertically. The probabilities of these events will be denoted as pi1,0(t, d)
and pi0,1(t, d), respectively. On the square lattice one has pi0,1(t, d) = pi1,0(t, d). A cluster can also span the sample in
both horizontal and vertical directions, with probability pi0,0(t, d). Finally, clusters can percolate along one of the two
diagonal directions with equal probabilities pi1,−1(t, d) and pi1,1(t, d). With periodic boundary conditions the torus can
be wrapped more than once but this occurs with extremely small probability and we will not consider these spanning
configurations.
The fractal properties of the domain boundaries can be studied by considering the (average) squared winding angle
〈θ2(r, t, d)〉 defined as follows: at a given time, for any two points i, j on the external perimeter of a cluster we
compute the angle θij (measured counterclockwise) between the tangent to the perimeter in i and the one in j. Upon
repeating the procedure for all the couples of perimeter points at distance r, taking the square and averaging over
the non-equilibrium ensemble, 〈θ2(r, t, d)〉 is obtained. For numerical convenience we have considered only the largest
cluster in the system.
Another quantity we will analyse is the pair connectedness function C(r, t, d). In percolation theory [51–53] this
quantity is defined as the probability that two points at distance r belong to the same cluster. In spin systems we use
the same definition where, in this case, two spins belong to the same cluster if they are aligned and are connected by
a path of aligned spins. In order to compute this quantity at a given time we first identify all the domains of positive
and negative spins. Then we evaluate C(r, t) as
C(r, t, d) =
1
4L2
∑
i
∑
ir
〈δSi,Sir 〉 , (5)
where δSi,Sj = 1 if the two spins belong to the same cluster and δSi,Sj = 0 otherwise, and ir is a site at distance r
from i.
4III. NUMERICAL RESULTS
In this Section we present and discuss the outcome of our numerical simulations. These have been performed on
systems with different sizes, from 91 × 91 up to 512 × 512, with periodic boundary conditions, and an average over
104 − 105 realisations has been taken. The data presented in the following are usually obtained for the largest size
(512 × 512), while smaller sizes are used to control finite size effects, see for instance Figs. 2 and 3 and the related
discussion. We have performed quenches with J = 2 to Tf = 0.75 and Tf = 1 and we found similar results in the two
cases. Both these temperatures are below Tc in the whole range of dilutions considered in our simulations. In the
following, we will discuss data for Tf = 0.75 unless otherwise stated.
In Fig. 1 we show the characteristic length R(t, d) after the quench of systems with various dilutions. The behaviour
of this quantity has been thoroughly discussed in [43, 49] and in [65] for two and three dimensional systems, respectively,
with both site or bond dilution. The main feature we want to stress here is the strong dependence of the growth law
on the amount of disorder, a feature that is usually observed in ferromagnetic systems with any kind of quenched
disorder. In particular, the usual law R(t, 0) ∼ t1/2 is observed for the clean case only. The growth slows down upon
increasing d up to values of order d = 0.2 − 0.3 and then it gets progressively faster as d is further raised. This
non-monotonic behaviour is interpreted in [43, 49, 65] as due to the relatively fast growth at d = dc induced by the
percolative structure of the bond network. Notice, however, that the kinetics is slower than in the clean case for any
d > 0.
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FIG. 1: R(t, d)/R(2, d) against time t after the quench, for different choices of d, see the key. Dividing by R(2, d) allows to
better compare curves with different d. The dashed green line is the behaviour t1/2 expected for the pure system with d = 0.
5Let us now discuss the behaviour of the wrapping probabilities. These quantities are exactly known for two-
dimensional critical percolation under periodic boundary conditions. They are [62]
pi0,1 + pi1,0 ≃ 0.3388 ,
pi0,0 ≃ 0.61908 , (6)
pi1,−1 + pi1,1 ≃ 0.04196 .
The behaviour of the wrapping probabilities during the phase-ordering process in the case without dilution is plotted
in Fig. 2. In this figure, and in the following ones, we use R(t, d) as a natural reparametrization of time. The wrapping
probabilities start from zero immediately after the quench, because the initial state is a random mixture of an equal
amount of up and down spins and there cannot be any spanning cluster in such a configuration given that the site
percolation threshold (≃ 0.59...) is larger than the fraction 1/2 of both kinds of spins. At long times (large R(t, d))
the crossing probabilities saturate to values which are very precisely consistent with the ones at critical percolation
given in Eq. (6), as pointed out in [18, 19]. This fact is a first confirmation that the spanning object is a percolation
cluster. These asymptotic values are attained around a certain value of R that can be interpreted as R(tp, d), where
tp is the time when the growing percolative structure hits the system boundaries, namely Rp(tp, d) = L.
Comparing curves relative to systems with different size one observes that R(tp, d) increases with L. This is because,
as already discussed, the cluster which spans the system at tp does not appear altogether at that particular time but
its size Rp gradually grows until it crosses the entire system. One finds that a collapse of the wrapping probabilities
for different system sizes is achieved by plotting the pi’s against R(t, d)/La(d), and the best collapse is obtained for
a(0) = 0.178 in this case, as shown in the inset of Fig. 2.
Before moving on to the study of the wrapping probabilities in the presence of dilution it is useful to summarise
what is known for other kinds of quenched disorder, namely in the case of the RFIM and the RBIM. It was shown
in [14] that the presence of disorder does not change the qualitative nor the quantitative behaviour of the pi’s.
Indeed, by fixing the system size L and plotting the crossing probabilities against R(t), it was found that the curves
corresponding to the clean case, the RFIM and the RBIM, fall one on top of the other, despite the fact that, as in
the dilute case, the addition of frozen randomness greatly slows down the kinetics. The superposition is observed for
any strength of the quenched disorder, namely for different values of h and δ. This property, sometimes referred to as
superuniversality [50], implies that the sole effect of disorder is to change the form of R(t), leaving other properties
unmodified.
On the other hand, by varying the system size L, one can again obtain data collapse for the wrapping probabilities
by plotting them against R(t)/La, where a is an exponent which turns out to be independent both on the kind and
strength of disorder.
Let us now consider the system at hand in this paper. When dilution is present, the qualitative features of the
wrapping probability do not change, as it can be seen in Fig. 3. This is similar to what was observed in the RFIM and
the RBIM. In particular, the limiting values of the pi’s are the ones given in Eq. (6), a fact which again confirms the
percolative nature of the spanning clusters. However, rescaling the curves with the value of the exponent a(0) = 0.178
of the clean case does not produce any superposition of the curves for different system sizes. A good collapse can
be still obtained, but using a d-dependent exponent a(d), as it can be seen in Fig. 3 in the cases with d = 0.25 and
d = 0.4 (data collapses of comparable quality are obtained for any d, with appropriate values of a(d)).
The fact that the exponent a(d) must depend on d is suggested by an argument according to which a(dc) = 1,
which is very different from a(0) = 0.178. The argument is the following. Right at d = dc the network of the Jij ’s is
a percolation structure. It is well known that such a fractal is characterised by the presence of so-called red bonds,
namely bonds whose removal results in the disconnection of the network. This geometry is pictorially sketched in the
upper part of Fig. 4. It is also known [43, 66–68] that, during phase-ordering kinetics at low temperatures on such a
structure, interfaces between domains of opposite spins are located, with large probability, on the red bonds, where
they get pinned for a very long time τpin. Indeed, after depinning they quickly travel in a time τmove ≪ τpin towards
the next red bond. Since τpin/τmove → ∞ for Tf → 0, in the low-temperature limit configurations in which the
interface is located away from a red bond can be neglected if one is interested in the typical (average) configurations
of the system at a generic time. In Fig. 4 the blue region on the left represents a group of, say, up spins, and the green
region is a group of down spins. Inside such regions small islands of reversed spins can be present, and we draw them
schematically by circles that can be connected among them (this is rendered by lines). The two large regions (blue
and green) are linked by a red bond where the interface is located. Clearly i) the two blobs correspond to domains of
aligned spins (possibly with thermal fluctuations in their interiors) and hence their size is of order R and ii) the size
R of the percolation cluster cannot be larger than the size R of the domains because, in order to do that, the (say)
left region should be connected through the red bond to some down spin inside the right region, but in this case the
interface would not be located on the red bond. This implies that R and R coincide and hence a(dc) = 1. Notice
that the situation is very different for d < dc, where red bonds do not exist and the two domains are now connected
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FIG. 2: The wrapping probabilities pi(t, 0) are plotted against R(t, 0) with double logarithmic scales, for d = 0, the clean model.
The curves reaching the largest saturation value correspond to the probability pi0,0(t, 0) (different curves are for different system
sizes, see the colour code in the key). The curves reaching the lowest asymptotic value represent the probability pi1,−1(t, 0) +
pi1,1(t, 0). Finally, the remaining curves that approach an intermediate value close to 0.338 corresponds to pi0,1(t, 0)+pi1,0(t, 0).
In the inset the same quantities are plotted against R(t, 0)/La(0), with a(0) = 0.178.
by a number of order R of links instead that by a single red bond, as represented in the lower part of the figure. In
this case the percolation cluster can extend beyond R. For instance the down spins of the right domain could be
connected to some of the islands of reversed spins inside the up domain, as shown in the figure. In this configuration
the size R of the correlated domains remains of the order of the typical size of the two blobs, but R can extend much
beyond R.
The dependence of a on d is shown in Fig. 5 for two temperatures. From the comparison between these two cases
one concludes that a(d) is rather independent of Tf . These results imply that the formation of a spanning percolative
cluster occurs at progressively larger values of R as d is increased. In other words, dilution slows down this process.
Moreover, data show that the result of the previous argument, namely a(1) = 1, is consistent with the numerical
outcome. Let us mention that in Ref. [10] it was conjectured that, on deterministic lattices, a ∝ n−1c , where nc is the
average coordination number of the network. Since in our diluted case nc(d) = nc(0)(1− d), a blind extension of the
conjecture above to the random lattice at hand would result in the linear behaviour a(d)−1 ∝ nc(0)(1− d). Although
this form does not strictly describe the data, nevertheless, a linear decrease of a(d)−1 with d is neatly observed.
Indeed, in the inset of Fig. 5 one sees that a behaviour of the form a(d)−1 = a(0)−1 − cd (dotted greed line), where
c = 2(a(0)−1 − 1) is a constant, is well consistent with the numerical results.
The next quantity we consider is the averaged squared winding angle of the spin cluster interfaces. Its behaviour
70,1 1
0,01
0,1
pi
(t,
d)
0,1 1
R(t,d)/La(d)
0,01
0,1
pi
(t,
d)
L=91
L=128
L=181
L=362
L=512
FIG. 3: The wrapping probabilities pi(t, d) are plotted against R(t, d)/La(d) with double logarithmic scales, for d = 0.25 (upper
panel, a(0.25) = 0.32) and d = 0.4 (lower panel, a(0.4) = 0.54). The curves reaching the largest saturation value show the
probability pi0,0(t, d) (different curves correspond to different system sizes, see the colour code in the key). The curves reaching
the lowest asymptotic value display the probability pi1,−1(t, d)+pi1,1(t, d) and the other ones correspond to pi0,1(t, d)+pi1,0(t, d).
is exactly known in 2d critical percolation at p = pc [63, 64], where one has
〈θ2perc(r, r0)〉 = a+K ln
(
r
r0
)
. (7)
a is a non-universal constant and r0 is the lattice spacing. Beyond percolation theory, Eq. (7) is valid for the winding
angle of a self similar interface, the fractal dimension of which, D, is related to K by D = 4/(4 − K). 〈θ2〉 was
measured on the interfaces of the phase-ordering domains in the clean Ising model in [14]. It was found that the
form (7) is obeyed, with R(t, 0) playing the role of r0, and with two different values of K on scales r ≪ R(t, 0) and
r ≫ R(t, 0). For r ≪ R(t, 0) one probes the geometrical properties of the interfaces of the correlated domains. Since
these are compact objects with a regular interface one has D = 1, and hence K = 0 [69]. On the other hand, for
r ≫ R(t, 0) the fractal nature of the interface of the percolating structure emerges, leading to K = Kperc. This can
be seen in Fig. 6 by looking at the curve with d = 0. In the case of the RFIM and the RBIM, once the data for the
winding angle are plotted against r/R, one finds a perfect superposition of the curves for the disordered models with
those of the clean case [14]. This is similar to what was observed for the crossing probabilities and is, again, due to
the superuniversality property.
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c
FIG. 4: Pictorial representation of the phase-ordering process at d = dc (upper part) or d < dc (lower part). The blue and
green regions are domains with spins up and down. The red line connecting them for d = dc is a red bond. See the text for a
thorough explanation of the meaning of this sketch.
Let us now consider the case with dilution. The main difference with the behaviour of the IM, RFIM and RBIM
is that in the regime r ≪ R(t, d) one finds K = K(d), with K(d) an increasing function of d (see the inset of Fig. 6).
This means that the interfaces of the correlated domains which are growing are fractal.
The following argument suggests that for r ≪ R(t, d), K(dc) = 1. Indeed, up to now, we have considered the so-
called spin or geometrical clusters built by connecting nearest neighbouring sites occupied by the same spin value. For
the bond percolation corresponding to the dilution d = dc, the natural objects to consider are the Fortuin-Kasteleyn
(FK) clusters [70] for which the K of their interface is K = KFKint = 12/7 and, therefore, the fractal dimension
is DFKint = 4/(4 − K
FK
int ) = 7/4. However, we are studying here the interfaces of the spin clusters [71] and we are
therefore measuring a K (and its associated fractal dimension) that will not take this value. In fact, we are measuring
a K that has been shown to be equal to the one of the external perimeter of the FK clusters [72, 73]. For any
critical Q state Potts model, and critical percolation is a particular case with Q = 1, the fractal dimensions of the
FK clusters interface, DFKint , and the one of the FK clusters external perimeter, D
FK
extp, are related by the equation
(DFKint −1)(D
FK
extp−1) = 1/4 [72]. Replacing D
FK
int = 7/4 one readily finds D
FK
extp = 4/3 and K
FK
extp = K(dc) = 1. We see
in the inset of Fig. 6 that, indeed, data are consistent with K(dc) = 1 which then implies that the fractal dimension
of the interfaces is D = 4/3 at d = dc. Notice also that K(d) increases in an approximately linear way with d, a fact
for which we have no explanation.
In the large distance regime, for r ≫ R(t, d), one recovers the slope K = Kperc = 12/7, that is independent of d and
the same as the one observed for the clean system, which shows quite convincingly that the geometry of the clusters
of aligned spins on such large scales is the one of percolation.
The behaviour of 〈θ2〉 for a fixed value of d and different times is shown in the inset of Fig. 7 (a similar behaviour
is obtained for all values of d below dc). Here we see that the value rcross of r where there is a change in the slope
of the curve increases as time elapses. Since R(t, d)D is a natural length associated to the fractal character of the
interfaces we assume, as in Ref. [16], that rcross ∼ R(t, d)
D. Hence, recalling the discussion above, we argue that 〈θ2〉
obeys the following form
〈θ2(r, t, d)〉 =
{
a(d) +K(d) ln r for r ≪ R(t, d)D ,
a(d) +K(d) ln[R(t, d)D] +Kperc ln
[
r
R(t,d)D
]
for r ≫ R(t, d)D .
(8)
This formula simply expresses the fact that the squared winding angle has two linear behaviours with slopes K(d) and
Kperc which match at r = R(t, d)
D. Clearly, for r ≃ R(t, d)D, 〈θ2〉 interpolates smoothly between the two limiting
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FIG. 5: The exponent a(d) against d, for Tf = 0.75 and Tf = 1 (see the key). In the inset we plot a(d)
−1 against d. The dotted
green line represents a(d)−1 = a(0)−1 − cd, with c = 2(a(0)−1 − 1).
forms of Eq. (8). According to this conjecture one should have
〈θ2(r, t, d)〉 −K(d) ln[R(t, d)D] = fd
[
r
R(t, d)D
]
(9)
with
fd(x) =
{
K(d) lnx for x≪ 1 ,
Kperc lnx for x≫ 1 .
(10)
Equation (9) implies that plotting 〈θ2(r, t, d)〉−K(d) ln[R(t, d)D] as a function of r/R(t, d)D for each value of d should
lead to data collapse of the curves at different times on the mastercurve with the properties (10). We check this
feature in Fig. 7. Here, in the main part of the figure, we find a very good collapse of the curves, and the limiting
behaviour of the mastercurve agrees with those in Eq. (10). Similar results are found for any value of d. Notice,
however, that the mastercurve fd(x) depends on d. As a last remark, let us point out that the non trivial fractal
character of the interfaces due to dilution, which gives rise to K = K(d), is observed up to scales as large as RD > R.
This is at variance with possible effects due to thermal roughening, see the discussion in [69], which are confined to
very short length scales. It is, instead, similar to what we observed in two other cases: (i) the quench to a critical
point, in particular, the one of the clean Ising model [9] and (ii) the dynamics of the voter model [11, 16].
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FIG. 6: The averaged squared winding angle 〈θ2(r, t, d)〉 is plotted against ln r for different values of the dilution d (see the
key). For each d the data refer to the longest simulated time (this time is t = 1218, 1218, 939, 1125, 939, 1680, 1681, 939, 1865,
2142, 1681, 2603, 2603, 2603, 2603 for d = 0, 0.25, . . . , 0.475, respectively). In the inset the slope K(d) of the small r part of
the curves is plotted against d. This quantity was computed by a linear fitting of the curves in the range 0.6 ≤ ln r ≤ 1.4.
Let us now turn to the properties of the pair connectedness defined in Eq. (5). For large distances r, random
percolation theory at p = pc in a d = 2 infinite system gives [51–53]
Cperc(r, r0) ∼
(
r
r0
)−2∆
(11)
where r0 is a microscopic length, e.g. the lattice spacing, and with the critical exponent ∆ = 5/48. Since we are
considering a system with periodic boundary conditions which corresponds to a torus, then for a system of finite size
L, the form (11) contains some correction of order r/L which will cause an upward bending of the curve with respect
to the algebraic behaviour [14].
In Fig. 8 we plot the pair connectedness against r measured in the coarsening stage of the diluted model with
d = 0.25 at different times (similar results are found for other values of d). Qualitatively, the behaviour of these
curves is analogous to the one that was found in the clean case and in the RFIM and RBIM [14]. A first observation
is that, since the number of domains decreases during coarsening, the probability that two randomly chosen points
belong to the same cluster, namely the area
∑
r C(r, t, d) below the curves, increases in time. Secondly, the behaviour
of the pair connectedness is different for t ≪ tp and t ≫ tp. Indeed, for t ≫ tp the percolating structure has
established for r > R(t, d), whereas it is not well developed for t ≪ tp. This is reflected by the fact that the slope
r−2∆ is clearly observed for sufficiently large values of r in the curves for t >∼ 42.25, whereas a faster decay occurs at
11
-3 -2 -1 0 1 2 3 4
ln[r/R(t)D]
0
2
4
6
8
<
θ2
(r,
t,d
)>
-K
(d)
 ln
[R
(t)
D
]
y=a(d)+K
(d)x
y=
a(d
)+K
per
c
x
0 1 2 3 4 5 6
ln(r)
2
4
6
8
10
<
θ2
(r,
t,d
)>
t=1.90
t=3.45
t=6.45
t=12.06
t=22.58
t=42.24
t=79.05
t=147.92
t=276.79
t=517.93
t=939.26
FIG. 7: In the inset 〈θ2(r, t, d)〉 evaluated at different times t (see the key) is plotted against ln r for a system with d = 0.25.
In the main part of the figure, for the same sets of data of the inset (but only for t ≥ 22.58, in order to focus on the asymptotic
behaviour), we plot the quantity 〈θ2(r, t, d)〉 − K(d) ln[R(t, d)D] (see Eq. (9)) against ln[r/R(t, d)D]. The dashed green and
violet lines are the linear behaviours with slopes K(d) and Kperc, respectively.
early times. Let us notice also that the r−2∆ behaviour is spoiled at very large r or more precisely for finite values
of rL since our simulations are done on a torus geometry. For t ≫ tp the pair connectedness crosses over between a
short distance behaviour, for r ≪ R(t, d), where the properties inside the correlation distance are tested, to the large
distance behaviour, r ≫ R(t, d), where there is no correlation and the percolative structure emerges. In this regime
one expects Eq. (11) to hold, with r0 = R(t, d) [14]. This behaviour can be summarised in the scaling form
C(r, t, d) = Cd
(
r
R(t, d)
)
, (12)
valid for an infinite system, with
Cd(x) ∼ x
−2∆ (13)
for x ≫ 1. In the inset of Fig. 8 we plot the same data of the main figure against r/R(t, d), in order to check the
accuracy of Eqs. (12) and (13). In this plot one clearly sees that the curves change behaviour around r/R(t, d) = 1.
For r/R(t, d) < 1 one has a good collapse at all times, even for t < tp. This is because the growth of correlations
on scales r < R(t, d) is independent of the establishment of percolation on scales much larger than R(t, d). For
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FIG. 8: The pair connectedness function C(r, t, d) is plotted against r at different times (see the key) for d = 0.25. The dashed
green line is the algebraic behaviour x−2∆ of critical percolation Eq. (11). In the inset the same data (except the one at the
earliest time) are plotted against r/R(t).
r/R(t, d) > 1 one expects data collapse only for t > tp and in a range of r free from finite size effects. This is indeed
observed in the inset of Fig. 8. Notice that the finite size effects limit the range over which collapse is observed to
smaller and smaller values of r/R(t, d) in this kind of plot. Let us also mention that one can collapse the curves for
r/R(t, d) > 1 with a different rescaling [14]. Indeed, finite size scaling implies that in a system of size L the form (13)
changes into Cd(x) ≃ x
−2∆Λ(r/L), where Λ(x) is a scaling function describing the finite size properties. Hence, by
plotting [r/R(t, d)]2∆C(r, t, d) against r/L one should get data collapse for r ≫ R(t, d) at different times and for
different system sizes. This is shown to be true in the inset of Fig. 9 (here, since the system size L is fixed we plot
simply against r).
A final important remark is the fact that, as already observed for the squared winding angle, the scaling function
Cd does actually depend on d. This implies that superuniversality does not hold for this quantities. We show this in
the main part of Fig. 9, where we plot C(r, tmax, d), where tmax is the longest simulated time, against r/R(t, d) (this
is the best determination of Cd apart from finite size effects), for d = 0.05, d = 0.25 and d = 0.4. This figure shows a
marked difference between the scaling functions as d is varied, despite a certain similarity among the curves.
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FIG. 9: The pair connectedness function C(r, t, d) at the longest simulated time is plotted against r/R(t, d) for d = 0.05,
d = 0.25, and d = 0.4 (see the key). In the inset, the data for d = 0.25 are presented by plotting [r/R(t, d)]2∆C(r, t, d) against
r, in order to collapse the finite size part of the curves.
IV. CONCLUSIONS
In this paper we studied numerically the phase-ordering kinetics of the two-dimensional BDIM with Glauber tran-
sition rates, i.e. with non conserved order parameter dynamics, quenched from an equilibrium initial state at infinite
temperature to a low temperature Tf . The growth law and other dynamical properties of this system, with similar
choices of the model parameters, had been considered in [43], and in the three dimensional case in [59]. The closely
related model with site dilution was analysed in [49]. In all these studies it was argued that the growth law is loga-
rithmically slow for any 0 < d < dc. For the limiting values of the dilution, instead, the system behaves differently.
With d = 0 there is no disorder and the usual algebraic law R(t, 0) ∼ t1/2 holds. The case d = dc, instead, is much
less trivial, because the fractal character of the bond network (or site network in the case of site dilution), results in
an algebraic growth of R(t, dc) regulated by a temperature dependent exponent.
In this paper we continue the study of the coarsening kinetics of diluted systems focusing on the characterisation
of the geometrical properties of the dynamic configurations of the quenched BDIM on the square lattice. Beyond
addressing some of the properties of the domains and their boundaries, an issue that has been longly discussed in
system with quenched disorder [74–82], we also investigate the geometrical properties on scales much larger than
those of the correlated regions, following a more recent research line aimed at the comprehension and characterisation
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of the emerging percolative features.
We find that domain walls are fractal interfaces with a Hausdorff dimension that depends continuously on the
dilution parameter d. This is at variance with what is expected for the RBIM [75–78] where the roughness of the
interfaces due to the bond randomness is expected to be described by a unique exponent, irrespective of the amount
of disorder. This is at odds with the fact the the BDIM is an instance of a system with bond disorder, as the RBIM,
and one could have expected the same exponent in the two cases (and independently of the strength of disorder) since
both belong to the “interface disorder” family of systems.
Our results confirm the development, on scales larger than R(t, d), of an uncorrelated object with the topology of a
critical percolation cluster. The size Rp(t, d) of this object grows faster (for any d < dc) than R(t, d), in a way which
is regulated by a dilution-dependent exponent. Interestingly, right at dc, Rp(t, d) ∝ R(t, d), a fact which is possibly
due to the percolative nature of the bond network itself.
This study allows us to discuss the issue of superuniversality in this system. Our results clearly indicate that, at
variance with what was found for the RFIM and the RBIM considered in Refs. [14, 15], this property is not obeyed (at
least not fully) in the BDIM. This conclusion is reached by the recognition that geometrical features such as D and Rp
show a continuous dependence on the amount of dilution. Indeed, our study shows that physical quantities such as,
for instance, the crossing probabilities, the averaged squared winding angle and the pair connectedness function obey
some instance of scaling form, but with scaling functions that are themselves dependent on the dilution parameter d.
We expect similar results to hold for the related model with site dilution.
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