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DIRECT PROOFS OF THE FEIGIN–FUCHS CHARACTER FORMULA
FOR UNITARY REPRESENTATIONS OF THE VIRASORO ALGEBRA
Antony Wassermann, CNRS, Institut des Mathe´matiques de Luminy
ABSTRACT. Previously we gave a proof of the Feigin–Fuchs character formula for the irreducible unitary
discrete series of the Virasoro algebra with 0 < c < 1. The proof showed directly that the mutliplicity space
arising in the coset construction of Goddard, Kent and Olive was irreducible, using the elementary part of
the unitarity criterion of Friedan, Qiu and Shenker, giving restrictions on h for c = 1 − 6/m(m + 1) with
m ≥ 3. In this paper we consider the same problem in the limiting case of the coset construction for c = 1.
Using primary fields, we directly establish that the Virasoro algebra acts irreducibly on the multiplicity spaces
of irreducible representations of SU(2) in the two level one irreducible representations of the corresponding
affine Kac–Moody algebra. This gives a direct proof that the only singular vectors in these representations
are those given by Goldstone’s formulas, which also play an important part in the proof. For this proof, the
theory is developed from scratch in a self–contained semi–expository way. Using the Jantzen filtration and
the Kac determinant formula, we give an additional independent proof for the case c = 1 which generalises
to the case 0 < c < 1, where it provides an alternative approach to that of Astashkevich.
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1. Introduction. The Witt algebra witt is the Lie algebra of complex vector fields f(θ) · d/dθ on the unit
circle with f(θ) a trigonometric polynomial. It has a basis
ℓn = ie
inθ d
dθ
for n ∈ Z and commutation relations
[ℓm, ℓn] = (m− n)ℓm+n.
This Lie algebra has a central extension by C, called the Virasoro algebra vir, with basis Ln (n ∈ Z), C and
the commutation relations
[Lm, Ln] = (m− n)Lm+n + δm+n,0m
3 −m
12
C.
In this article we will be interested in positive energy unitary representations of the Virasoro algebra. By
this we mean an inner product space H on which the Lie algebra vir acts by operators π(Ln) satisfying
π(Ln)
∗ = π(L−n), π(C) = π(C)
∗, with π(C) acting as a scalar cI and such that H has a decomposition as
an algebraic orthogonal direct sum of egenspaces of π(L0)
H = ⊕n≥0H(n)
1
with H(n) finite–dimensional and π(L0)ξ = (h+ n)ξ for ξ ∈ H(n). Vectors in H(n) are said to have energy
h+n. Necessarily h and c are real; and it is easy to see that c ≥ 0 and h ≥ 0. Every positive energy unitary
representation can be written as a direct sum of irreducible representations which are uniquely determined
by the lowest eigenvalue h of π(L0). In this case H(0) is one–dimensional and generated by a unit vector ξh.
The character of a positive energy representation on H is defined as the formal sum
χH(q) = q
h
∑
n≥0
d(n) qn,
where d(n) = dimH(n). We shall often write Ln in place of π(Ln), regarding H as a module over the
Virasoro algebra. The above character is then formally∑
n≥0
TrH(n) q
L0 = TrH q
L0 .
The work of Friedan–Qiu–Shenker [12] shows that the irreducible positive energy unitary representations
are given precisely by a continuous series c ≥ 1 and h ≥ 0 together with a discrete series
c = 1− 6
m(m+ 1)
, h = hp,q(m) ≡ (p(m+ 1)− qm)
2 − 1
4m(m+ 1)
, m ≥ 2, 1 ≤ q ≤ p ≤ m− 1.
The case m = 2 corresponds to c = 0 and had already been analysed by Gomes: only the trivial one–
dimensional representation can occur (h = 0). Otherwise the representations are all on infinite–dimensional
inner product spaces L(c, h). The problem of computing the character χc,h(q) = χH(q) when H is the
irreducible representation with parameters (c, h) was first solved by Feigin and Fuchs [8]. We outline their
proof and some of its subsequent simplifications below. It relies on a detailed knowledge of singular vectors
and non–unitary representations.
The vector ξ = ξh satisfies Lnξ = 0 for n > 0 and L0ξ = hξ. The space H is therefore spanned by
all monomials Lnk−k · · ·Ln1−1ξ with ni ≥ 0. On the other hand there is a universal module for the Virasoro
algebra, the Verma module M(c, h), which has as basis such vectors. Formally it can be defined as the
the module induced from the one–dimensional representation Ln = 0 (n > 0), L0 = h and C = c of the
Lie subalgebra spanned by Ln (n ≥ 0) and C. Its existence is standard and follows from the Poincare´–
Birkhoff–Witt theorem applied to the universal enveloping algebra of the Virasoro algebra. (By that result
the universal enveloping algebra has a basis consisting of monomials of the above form post–multiplied by
monomials CkLm00 L
m1
1 · · · with k ≥ 0 and ni ≥ 0.) By definition M = M(c, h) has positive energy and
d(n) = dimM(n) is given by the number of partitions P(n) of n. Thus
χM(c,h)(q) = q
h
∏
n≥1
(1− qn)−1. (1)
By the definition of M(h, c), the irreducible representation L(c, h) is the quotient of M(c, h) by its unique
maximal submodule.
The Verma module is in general not an inner product space, but for c, h real, it does carry a unique
Hermitian form (ξ, η) such that (ξh, ξh) = 1 and (Lnξ, η) = (ξ, L−nη), the so–called Shapovalov form. It is
easy to see that the maximal submodule of M(c, h) coincides with the kernel of the Shapovalov form. Thus
for all real values of c and h, the Shapovalov form defines a non–degenerate Hermitian form on H = L(c, h).
The representation is unitary precisely when this Hermitian form is positive–definite on H, or equivalently,
since the subspaces H(n) are orthogonal, on each H(n).
In [36] we gave a direct method of determining the characters of the discrete series 0 < c < 1 involving
only unitary representations, which we summarise below. When c > 1 the character formula is particularly
simple because the Verma module is itself irreducible so the character formula is given by (1). This remains
true in the limiting case c = 1 provided h 6= m2/4 with m ∈ Z. When h = m2/4 or equivalently j2 with j
a non–negative half–integer, the Verma module is no longer irreducible and the character formula takes the
form
χL(1,j2)(q) = (q
j2 − q(j+1)2)
∏
n≥1
(1 − qn)−1. (2)
2
The main result of this article is a direct proof of this formula using only unitary representations; it is
the counterpart of our previous proof for the discrete series and relies only on a detailed knowledge of the
boson–fermion correspondence in conformal field theory.
Before explaining the proof for c = 1, it will be helpful to recall the method used for the discrete series
0 < c < 1 which relies on the coset construction of Goddard–Kent–Olive [15]. The discrete series at c = 1
can be regarded as a limiting case of this construction. The complexification g of the Lie algebra of SU(2)
can be identified with the 2×2 complex matrices of trace zero. It is closed under taking adjoints and the Lie
algebra of SU(2) can be identified with the skew–adjoint matrices of trace zero. The affine Lie algebra Lg is
defined as the space of trigonometric polynomial maps into g with the pointwise bracket. It has generators
Xn = e
inθX (X ∈ g) with commutation relations [Xm, Yn] = [X,Y ]m+n. The Witt algebra acts naturally
by differentiation, so that [ℓn, Xk] = −kXk+n. In particular ℓ0 defines a derivation [d,Xn] = −nXn. The
affine Kac–Moody algebra ĝ is defined as a central extension of Lg ⋊ Cd by C. It has generators X(n), D
and C (central) satisfying the commutation relations
[X(m), Y (n)] = [X,Y ](m+ n) +mδn+m,0Tr(XY ) · C, [D,X(n)] = −nX(n).
The Lie subalgebra generated by the X(n) and C is denoted Lg: it is a central extension of Lg by C.
Again we can define positive energy unitary representations on an inner product space H by requiring that
C∗ = C acts as a scalar ℓI, D∗ = D. X(n)∗ = X∗(−n) and that H = ⊕n≥0H(n), where the H(n)’s are
finite–dimensional eigenspaces of D corresponding to the eiegnvalue n. Any such representation decomposes
as a direct sum of irreducible positive energy representations of the same form (possibly after adjusting D
by subtracting a positive scalar). For infinite–dimensional irreducible representations, ℓ must be a positive
integer, called the level, and H(0) an irreducible representation of the Lie subalgebra g(0) = g. Each such Vj
is specified by a non–negative half–integer spin j with dimVj = 2j + 1. At level ℓ, the only spins that occur
are those satisfying 0 ≤ j ≤ ℓ/2. Yhe Segal–Sugawara construction shows that in each irreducible positive
energy representation operators Ln can be defined with
L0 = D + h · I, h = j
2 + j
2(ℓ+ 2)
such that [Ln, X(m)] = −mX(n+m), L∗n = L−n and
[Lm, Ln] = (m− n)Ln+m + m
3 −m
12
cℓ · I
where cℓ = 3ℓ/(ℓ+ 2). The character of the representation is defined as the formal sum
χℓ,j(q, g) = q
h
∑
n≥0
qnTrH(n)(g),
where g ∈ SU(2). Since this only depends on the conjugacy class of g, as usual we may take
g =
(
ζ 0
0 ζ−1
)
,
with ζ| = 1. Note that formally
χℓ,j(q, g) = TrH(gq
L0).
These characters are given by the Weyl–Kac character formula (see [23], [31])). In [36] this formula was
proved purely in terms of unitary representations together using the supersymmetric operators of Kazama–
Suzuki; see also [26].
Let Hℓ,j denote the irreducible representation of level ℓ and spin j. The algebraic tensor product
H = Hℓ,r ⊗Hm,s can be expanded as a direct sum
H = Hℓ,r ⊗Hm,s =
⊕
Hm+ℓ,t ⊗Mt,
3
where t− r − s is an integer and Mt is a multiplicity space that can be identified with HomLg(Hm+ℓ,t,H).
Now if T ∈ HomLg(Hm+ℓ,t,H) so too is LnT −TLn where the action on the right is by the Segal–Sugawara
construction on Hm+ℓ,t and the action on the left on H = Hℓ,r ⊗ Hm,s is given the tensor product of
the Segal–Sugawara constructions on Hℓ,r and Hm,s. Hence the operator defined on the tensor product as
πℓ(Ln) ⊗ I + I ⊗ πm(Ln) − πℓ+m(Ln) acts on the multiplicity space Mt. This is the Goddard–Kent–Olive
construction. It gives a representation of the Virasoro algebra with central charge c = cℓ + cm − cℓ+m. In
particular when m = 1, we have a decomposition
H = Hℓ,r ⊗H1,s = ⊕Hℓ+1,t ⊗Mt,
with s = 0 or 1/2, r − t ∈ s+ Z and
c =
3ℓ
ℓ+ 2
+ 1− 3(ℓ+ 1)ℓ
ℓ+ 3
= 1− 6
(ℓ+ 2)(ℓ+ 3)
.
The character of the multiplicity space is determined directly by the Weyl–Kac characters at level 1, ℓ and
ℓ + 1 and this gives the lowest eigenvalue of L0 in Mt, which turns out to be h = hp,q(m) with p = 2r + 1
and q = 2t+ 1. The representation L(c, h) therefore occurs as a summand of Mt. This shows that for this
value of c, all the h appearing in the list of Friedan–Qiu–Shenker are indeed unitary. To complete the proof
we just have to show that Mt is irreducible.
This is accomplished by invoking the easy part of the Friedan–Qiu–Shenker theorem. Indeed as observed
in [36], their proof of the classification theorem splits naturally into two parts. The first part shows that for
c fixed at 1 − 6/m(m+ 1), the values of h have to be one of those in their list. The proof requires the Kac
determinant formula for M = M(c, h) (see [22]). This computes the determinant of (vi, vj) where the vi’s
run across the canonical monomial basis of M(n). If c is fixed, this is a constant times a polynomial in h.
On the other hand, since χMt gives an upper bound for χL(c,h), it follows that M = M(c, h) has a singular
vector in M(pq). The Kac determinant for M(n) therefore must vanish when n ≥ pq. This implies that
h− hp,q(c) divides the Kac determinant if m is given by c = 1− 6/m(m+1). By the structure of the Verma
modules, it occurs with multiplicity at least P(n− pq) where P(n) is the partition function. Thus the Kac
determinant is divisible by ∏
p,q;1≤pq≤n
(h− hp,q(c))P(n−pq).
Since it can be checked that this product has the same degree as the Kac determinant and they agree up
to a constant in the highest power, the product above is proportional to the Kac determinant. We will use
the same strategy of proof to establish a similar product formula, due to Feigin and Fuchs, for a polynomial
arising elsewhere in the representation theory of the Virasoro algebra.
Finally to prove that Mt is irreducible, on the one had hand the Kac determinant formula gives a lower
bound for the character of H = L(c, h). It follows that the Mt(n) agrees with H(n) for n < m(m + 1) −
(m+1)p+mq =M . On the other hand if Mt is reducible it is a sum of representation L(c, h
′) from the list
of Friedan–Qiu–Shenker. But it is elementary to verify that h′ < M + h for all such h′. It follows that Mt
must be irreducible.
The proof of the character formula for c = 1 and h = j2 proceeds similarly by indentifying a multiplicity
space on which the Virasoro algebra acts and proving that it is irreducible. Graeme Segal [32] gave a
direct proof of the first case when h = 0. Our proof is different in this case. It avoids the Segal–Sugawara
construction and the Kac determinant formula, relying instead on various well known aspects of the fermion–
boson correspondence as tools, including elementary parts of the theory of vertex algebras (see [6], [12],
[14], [24]).
Indeed in this case a single complex fermion field is given by a set of operators (en), d acting on an
inner product space H subject to the anticommutation relations
emen + enem = 0, eme
∗
n + e
∗
nem = δm+n,0 · I, d = d∗, [d, en] = −(n+
1
2
)en.
Slightly relaxing the positive energy condition, we require that H has a decomposition H = ⊕H(r) where r
runs over non–negative half integers with H(r) = {ξ : dξ = rξ} finite–dimensional. There is essentially only
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one such irreducible representation on an inner product space Ff generated by a vacuum vector Ω ∈ Ff (0).
Ff is called fermionic Fock space and can be identified with an exterior algebra.
A single boson field is formed by operators (an), d acting on an inner product space K and satisfying
the commutation relations
aman − anam = mδm+ n, 0 · I, a∗n = a−n, d = d∗, [d, an] = −nan.
Again there is an essentially unique irreducible positive energy representation, this time with non–negative
integer eigenvalues for d. It is generated by Ω ∈ K(0) satisfying a0Ω = µΩ.A unitary charge operator U can
be added to this bosonic system satisfying the additional relations
UanU
∗ = an + δn,0I, UdU
∗ = d+ a0 +
1
2
I.
The “discrete” system U , a0 and d has an essentially unique positive energy representation with d having
non–negative half integer eigenvalues. From this it follows that the charged boson system (an, U, d) has an
essentially unique positive energy representation on an inner product space Fb, obtained as a tensor product.
Fb is called bosonic Fock space and can be identified with a symmetric algebra tensored with the algebraic
group algebra of Z.
Boson–fermion duality is the statement that there is a natural unitary isomorphism between Ff and
Fb compatible with the operators, carrying Ωf onto Ωb. Identifying the spaces, the compatibility conditions
state that d should be preserved and that
[an, em] = en+m, UenU
∗ = en+1.
On the other hand it is straightforward to see that there are essentially unique operators on Ff satisfying
these relations and that they act irreducibly. In fact U arises as an explicit shift operator on Ff and the
an’s can be written as linear combination of operators of the form eie
∗
j . These operators act irreducibly on
Ff , so in this sense charged bosons can be constructed from fermions. To proceed in the other direction, i.e.
to construct fermions from charged bosons, requires the introduction of vertex operators. For m ∈ Z, these
are defined as formal power series in z and z−1 by the formula
Φm(z) = U
mz−ma0 exp(
∑
n<0
mznan
n
) exp(
∑
n>0
mznan
n
).
The fundamental identities are then
Φ1(z) =
∑
enz
−n−1, Φ−1(z) =
∑
e∗−nz
−n.
Identifying Ff and Fb, which we write simply as F , there are Virasoro operators Ln with c = 1 satisfying
the covariance relations
[Ln, em] = −(m+ 1
2
(m+ 1))em+n, [Ln, am] = −mam+n. (3)
The operators Ln can be written either as linear combination of operators of the form eie
∗
j or of the form
aiaj. The identity (3) is a special case of the more general Fubini–Veneziano relation
[Ln,Φm(z)] = z
n+1Φ′m(z) +
m2
2
(n+ 1)znΦm(z). (4)
Note that the operators Ln commute with a0 and so leave invariant its eigenspaces. The action on the non–
zero eigenspaces turns out to be irreducible. The action on the zero eigenspace, however, is not irreducible.
We will see that it is a direct sum of representations L(1,m2) with m a non–negative integer. Similarly
the Virasoro algebra acts on the irreducible representation of (an), d with a0 =
1
4I, which it will turn out
decomposes as a direct sum of representations L(1, (m+ 12 )
2).
5
A natural way to understand and study these decompositions is by passing to F⊗2 = F ⊗ F . The
description of F as an exterior algebra shows that there is a natural action on F⊗2 of the group SU(2) and
thus its Lie algebra. This action commutes with the operator d⊗ I+ I⊗ d. Conjugating the action of an⊗ I
by elements of SU(2) then leads to operators Eij(n) with E11(n) = an satisfying Eij(n)
∗ = Eji(−n) and
[X(m), Y (n)] = [X,Y ](n+m) +mδm+n,0TrXY,
if X =
∑
xijEij and Y =
∑
yijEij . In particular taking X ∈ sl2, the matrices with zero trace, we get a
positive energy representation of the Kac–Moody Lie algebra at level 1. These operators commute with the
operators An =
1
2 (an ⊗ I + I ⊗ an). In particular the An’s commute with the operators Bm = H(m), E(m)
and F (m) where H = 12 (E11 −E22), E = E12 and F = E21 is the standard basis of sl2. These operators are
related to the vertex operators by the formulas
Φ1(z)⊗ Φ−1(z) =
∑
E(n)z−n−1, Φ−1(z)⊗ Φ1(z) =
∑
F (n)z−n−1, (5)
identities originally due to Frenkel–Kac [10] and Segal [32].
The space F⊗2 decomposes as a sum of two components
F⊗2 = H0 ⊗M0 ⊕H1/2 ⊗M1/2,
with the affine Kac–Moody algebra acting irreducibly on Hj and the bosonic operator irreducibly on the
multiplicity spaces Mj. The action of the Virasoro algebra on F⊗2 preserves this decomposition. Its actions
on the tensor factors coincides with the natural action associated with (Bn) and (An). The action on Hj
commutes with the action of SU(2) and satisifies [Ln, X(m)] = −mX(n+m). Each space Hj may be further
decomposed according to the action of SU(2)
Hj =
⊕
i≥0, i−j∈Z
Vi ⊗Kij .
The operators Ln commute with SU(2), so preserve the multiplicity spaces Kij , each of which contains a copy
of L(1, i2) generated by a singular vector in the lowest energy space. This action on the multiplicity spaces
can be regarded as a limiting case of the coset construction of Goddard–Kent–Olive. The singular vectors
were described explicitly by Goldstone [21] and we shall refer to them as Goldstone vectors. Goldstone’s
formulas were shown by Segal [32] to be a direct consequence of the vertex operator formulas in (5). Although
the formulas can be developed without any advanced theory of symmetric functions [27], [29], the simplest
way to describe them involves the combinatorics of the Weyl character formula for U(n) [40]. In fact setting
Xn = a−n and regarding these as the symmetric functions with signature (n, 0, 0, 0, . . .), the Goldstone
vectors correspond to the symmetric functions Xf with signature (k +m, k +m, . . . , k +m, 0, 0, . . .), where
k+m appears k times applied to a singular vector for the an with n > 0. (If we took X
′
k =
∑
i z
k
i , then X
′
f
would just be det zfi+n−ij / det z
n−i
j , the character of the irreducible representation Vf of U(n) with signature
f .) Goldstone conjectured that these vectors were the only singular vectors in Hj so that consequently the
Virasoro algebra acted irreducibly on the multiplicity spaces. Since chKij = (qi2 − q(i+1)2) · ϕ(q), this
establishes the character formulas for L(1, i2).
To prove this directly, it suffices to show that in Hj the Goldstone vectors are the only singular vectors
in a fixed eigenspace K of H(0). It is easy to check that K is an irreducible representation of the H(n)’s and
that, up to scalar multiples, there is at most one singular vector at any fixed energy level in K. Moreover as
module over vir, K is a direct sum of irreducible representations, with one component for each singular vector.
If there were a component K′ isomorphic to L(1, p) with p not of the form (j + k)2, then by irreducibility,
for some component K′′ generated by a Goldstone vector, H(a)K′′ would have to have a non–zero projection
on K′. But if P ′ and P ′′ denotes the orthogonal projections onto K′ and K′′ , then
Ψ(z) = P ′H(z)P ′′
would give a formal power series of operators from K′′ to K′ satisfying
[Lk,Ψ(z)] = z
k+1dΨ′(z). (6)
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Such family of operators is a special case of what is called a primary field. Writing Ψ(z) =
∑
ψ(n)z−n, (6)
can be rewritten
[Lk, ψ(n)] = −nψ(n+ k). (7)
This prompts the introduction of the density modules Vλ,µ giving the natural representations of the Witt
algebra on expressions of the form f(θ)eiµθ(dθ)λ, with f a trigonometric polynomial. Multiplication and
integration over the circle gives a natural pairing with V1−λ,−µ. A primary field, for appropriate λ and µ,
then defined to be a linear map K′′ ⊗ Vλ,µ → K′ commuting with the action of the Virasoro algebra. By
duality it is the same as an equivariant map K′′ → K′ ⊗ Vλ′,µ′ , where λ′ = 1− λ and µ′ = −µ. The formula
(6) is then replaced by the more general relation
[Lk,Ψ(z)] = z
k+1dΨ′(z) + λzkΨ(z). (8)
Returning to (6) and (7), the action there is simply on functions, so that λ = 0 = µ. But then V ′0,0 = V1,0,
the space of differentials f(θ) dθ. On the other hand if K′′ is isomorphic to L(1, i2) then it is the quotient
of a Verma module M(1, i2) by a submodule containing at least one singular vector w of energy (i+ 1)2. If
v is the lowest energy vector of M(1, i2), then w has the form Pv for some non–commuting polynomial in
L−k (k ≥ 1). Taking the component of the lowest energy vector of K1, it is then easy to see that a necessary
condition for the existence of a primary field Ψ(z) is that the action of P on one of the standard basis vectors
of Vλ′,µ′ must be zero. But the action of the Witt algebra is given in this basis as shift operators weighted by
polynomials, so the condition is equivalent to the vanishing of a polynomial. A formula for this polynomial
was given without proof by Feigin–Fuchs [8]. In this particular case where c = 1, sufficiently many factors of
the polynomial can be produced by explicitly exhibiting enough primary fields to determine completely the
polynomial. (These are constructed as operators between different L(1, i2) by compressing Φa(z)⊗ Φb(z).)
Irreducibility then follows by noting that this polynomial does not vanish for the hypothetical field Ψ(z)
constructed above.
The proof that there are sufficiently many primary fields is essentially the first step in showing that
under fusion the representations L(1, i2) for i a non–negative half integer behave exactly like the irreducible
representations Vi of SU(2) under tensor product (see [38]). Now if Ψ(z) is a primary field and L−1w = 0,
we see that F (z) = Ψ(z)w satisfies the so–called “equation of motion”
dF
dz
= L−1F,
so that
F (z) = ezL−1Ψ(0)Ω.
This identity allows the existence of sufficiently many primary fields to be reduced to checking that
L
|f |
1 Xfv 6= 0 where v is a singular vector of the H(n)’s for n > 0 with H(0)v = pv with p a poitive
integer. But it is easy to see that (|f |!)−1L|f |1 Xfv = av for some constant a. Like Xf , the value of a is
given by a determinant, but this time of binomial coefficients. It can be calculated as an explicit product
using either the Weyl dimension formula or an elementary matrix computation. In particular, in the case of
interest, it does not vanish: indeed remarkably a equals the dimension of the irreducible representation Vf of
U(p) when this makes sense and vanishes otherwise. This can be summarised by saying that, if the Goldstone
vectors are given formally by formulas relating to the Weyl character formula, then their non–degeneracy
properties follow from the corresponding Weyl dimension formula.
Sections 2 to 8 give a self–contained step–by–step account of this method of establishing the character
formula for L(1, j2). Appendix A contains a alternative direct verification of the Fubini–Veneziano relations
for vertex operators. In Appendices B and C, we give an alternative approach to the product formula of
Feigin–Fuchs using an elegant algorithm of Bauer, Di Francesco, Itzykson and Zuber ([3], [7]) for determining
the polynomial P , related to an earlier formula of Benoit and St Aubin [4]: we give a simplification of their
treatment in Appendix A. The most general Feigin–Fuchs formula can be proved using the coset construction
for primary fields for the unitary discrete series with 0 < c < 1. Indeed the primary fields for the affine Kac–
Moody algebra sl2 can be constructed explicitly and then used to contruct primary fields for the Virasoro
algebra [28], [39]. In this case the irreducible representations for c = 1 − 6/m(m + 1) with m large are
indexed by non–negative half integers (i, j) with i − j and integer. The corresponding representation has
h = hp,q(m) with p = 2i+ 1 and q = 2j +1. The singular vector at level pq acts on the density module as a
multiple of
∏
(h − hp′,q′(m)) where Vi ⊗ Vi1 =
⊕
Vi′ and Vj ⊗ Vj1 =
⊕
Vj′ . Other methods of proving the
Feigin–Fuchs formula are given in [7] and [13].
In Section 9 we desribe a simple method for determining the character formula for L(1, j2) using only
the Kac determinant formula and the Jantzen filtration [20]. It is generalised in Section 10 to the case
0 < c < 1 and gives a different method of proof to that of Astashkevich [1]. Let A(x) =
∑
i≥0Aix
i be an
analytic family of non–negative self–adjoint matrices defined for x real and small on V = Rn or Cn. We
define a filtration V (i) (i ≥ 0) by V (0) = V and for m ≥ 1
V (m) =
m−1⋂
i=0
kerAi.
In the examples A(x) will be invertible for x 6= 0 in a neighbourhood of 0. It follows that V (m) = (0) for
m sufficiently large. The fundamental identity, which is easy to prove, is that the order of 0 as a root of
detA(x) equals ∑
i≥1
dimV (i).
Taking the standard inner product on V , we can define a Hermitian form on V by (v1, v2)x = (A(x)v1, v2).
This filtration has an important functorial property. Suppose we are given two such space (V,A(x)) and
(W,B(x)) and in addition analytic maps X(x) : V →W , Y (x) :W → V such that
(X(x)v, w)x = (v, Y (x)w)x.
It then follows easily that X(0) and Y (0) induce maps between V (i) and W (i) preserving the canonical
Hermitian forms induced by Ai and Bi.
Now let M = M(1 + x, j2). Then V = M(n) is independent of x with a canonical basis, so can be
identified with CP(n). We consider the Jantzen filtration for M = M(1, j2) associated with the parameter
x in c = 1 + x. The last property above implies that each M (i) ≡ ⊕M(n)(i) is a submodule for the
Virasoro algebra and comes with an invariant Hermitian form. By the Kac determinant formula we can
explicitly compute
∑
i≥1 chM
(i). Now the determinant formula or the coset construction above show that
M(1, j2) has a filtration by Verma modules M(1, (j + k)2) for k ≥ 1. Let M (nk) be the last term in the
Jantzen filtration containing M(1, (j + k)2); it turns out that (nk) is strictly increasing (we set n0 = 0).
But a lower bound for the character sum above is given by
∑
k≥1(nk − nk−1)chM(1, (j + k)2 and hence∑
k≥1 chM(1, (j + k)
2. However this sum actually equals the character sum. Hence M (k) = M(1, (j + k)2)
and hence L(1, j2) = ϕ(q) · (qj2 − q(j+1)2 ).
The proof for the discrete series is similar but slightly but more intricate. Let c = 1− 6/m(m+ 1) and
M = M(c(m), hp,q(m)) with 1 ≤ q ≤ p ≤ m − 1. Again the Kac determinant formula produces a sequence
of singular vectors in M which generate a series of Verma submodules Ai, Bi for i ≥ 1 such that Ai and Bj
both contain Ak and Bk for k > i. Thus Ak ∩ Bk ⊇ Ak+1 +Bk+1. Again, this time using x = h− hp,q(m)
as a parameter, we can compute the character sum
∑
i≥1 chM
(i) as well as that for A1 corresponding to the
singular vector with energy h+pq. Analogous inequalities to those above prove that Ak∩Bk = Ak+1+Bk+1
for k ≥ 1 and that M (k) = Ak +Bk for k ≥ 1. Using the isomorphisms Ak ⊕Bk/(Ak+1 +Bk+1) = Ak +Bk,
the character formula for L(c(m), hp,q(m)) =M/(A1 +B1) follows.
Although we have not checked this, it seems likely that variants of the two proofs above can be used to
simplify substantially the proof of Feigin and Fuchs. Such a simplification had been given by Astashkevich
[1] for all cases except III00± . The method of Feigin–Fuchs in this case was considerably more complicated
than what is required for the discrete series c < 1 (the case III−) and invokes the Riemann–Roch theorem
for holomorphic vector bundles on the sphere.
We end this overview by briefly describing the Feigin and Fuchs’ original proof of the character formula
for L(1, j2) in [8]—their case III00− . In addition to a knowledge of the discrete series characters and their
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Jantzen filtrations, their proof requires the fact that the formula for the singular vector is a polynomial
in t of degree 2j + 1, with constant term L2j+1−1 and leading coefficient [(2j)!]
2L−2j−1. This was proved
indirectly by Astashkevich and Fuchs [2] for M(1, j2). In this case we show in Appendix A that it is an
easy consequence of the formula of Bauer, Di Francesco, Itzyksohn and Zuber [3] for the singular vector of
M(h2j+1,1(t), 13− 6t− 6t−1).
Instead of the Riemann–Roch theorem, all that is needed is the classical theory of holomorphic vector
bundles on the Riemann sphere. Recall that according to the Grothendieck–Birkhoff theorem, any such
bundle can be written uniquely as a sum of line bundles, each classified by their degree (the sum with
multiplicitied of a the degrees of poles and zeros of any meromorphic section). Grothendieck’s original proof
[19] was algebraic–geometric using the language of divisors, although it was soon realized that the theorem
followed from the Birkhoff factorization theorem (see [16], [31], [38]). Indeed it is known [9] that a rank
n holomorphic vector bundle is trivial when restricted to either of the open discs z < R and |z| > r with
r < 1 < R (see Appendix D for a short analytic proof). But then it is specified by a holomorphic map f
from the annulus r < |z| < R into GLn(C). By Birkhoff’s factorization theorem the restriction of f to the
circle |z| = 1 can be written f(z) = f−(z)D(z)f+(z) where D(z) is a matrix with entries zni on the diagonal,
f±(z) is a function holomorphic on D±(z) = {z : |z|±1 < 1} and smooth on its closure. The matrix D(z) is
uniquely determined up to the order of its entries. Since f extends to r < |z| < R it follows immediately
from the Schwarz reflection principle that f+(z) and f−(z) extend to homolorphic function on |z| < R and
|z| > r. But then the clutching function on the annulus can be replaced by D(z) which corresponds to a
direct sum of holomorphic line bundles. (Each of these can in turn be understood in terms of holomorphic
sections of a homogeneous line bundle for the group G = SU(2), identifying the Riemann sphere S with
G/T , where T is the subgroup of diagonal matrices.)
Given a representation such as L(1, j2), the method of Feigin and Fuchs proceeds as follows. Let
r = 2j + 1. At each point of the curve C given by ϕr,1(c, h) = 0, there is a singular vector of energy 2j + 1,
in the Verma module M = M(c, h). The action of the operators L−n for n > 0 is independent of c and h
so the Verma module can be identified along the curve. The curve on the other hand can be parametrised
by c = 13 − 6t − 6t−1 and h = (j2 + j)t − j with t ∈ C∗. The singular vector w(t) ∈ M(2j + 1) depends
polynomially on t (see Appendix B) and thus defines a line bundle on the Riemann sphere: its degree d
is determined by the degree of the polynomial, since the constant term is non–vanishing. Let Wt be the
Verma submodule of M generated by w(t). At any fixed energy level k it is a sum of line bundles of degree
d. So M(k)/Wt(k) defines a holomorphic vector bundle E over the Riemann sphere, which is a sum of line
bundles with the sum of the degrees determined. But if the rank of E is m, F = λmE is a line bundle of
known degree. Now the Kac determinant formula implies that generically M/Wt is irreducible on the curve
ϕr,1(c, h) = 0. The Kac determinant in the quotient produces a meromorphic section of F
∗, the line bundle
dual to F . The degree of F ∗ is known. It can also be computed in terms of the order of poles and zeros of
the meromorphic section. The contributions from 0 and ∞ can be computed directly, since there are two
explicit bases independent of t in V complementary to Wt for t 6= 0,∞. The computation reduces to that of
a prinicipal minor where the diagonal terms dominate. Only real points given by the intersection of the curve
with other curves ϕp,q(c, h) = 0 with pq ≤ N give other contributions. For c 6= 1, these correspond to Verma
modules of type III− having the same structure of singular vectors as the discrete series with 0 < c < 1.
These will have a singular vector of type (r, 1) amongst the other singular vectors (possibly of lower energy).
Since the structure of these modules is known explicitly, the Jantzen filtration on M/Wt corresponding to
the (real part of the) curve C can be computed and hence the contribution from these points. Adding up
these contributions, it then follows that the contribution from (1, j2) is 0, as required.
2. Constructions of positive energy representations. We define the bosonic algebra a to be the Lie
algebra with basis an (n ∈ Z), c and d, with non–zero brackets
[am, an] = mδm+n,0 · c, [d, an] = −nan.
(Thus c is central.) A unitary positive energy representation of a consists of an inner product space H which
can be written as the orthogonal algebraic direct sum of finite–dimensional spaces H(n) (n ≥ 0)
H =
⊕
n≥0
H(n)
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on which a acts such that dξ = (n + h)ξ for ξ ∈ H(n), with h ∈ R, c = I and a∗n = a−n. d is called the
energy operator and an element of H(n) is said to have energy h+ n. Note that replacing d by d+ tI gives
another essentially equivalent representation.
Note that if an operator a satisfies the canonical commutation relations a∗a − aa∗ = µI and a∗v = 0,
then an easy induction argument shows that
(amv, anv) = δm,nm!µ
m. (1)
Now let V = C[x1, x2, . . .] and for n > 0 define operators a−np = xnp, anp = n∂xnp and a0p = λp. We
define deg xn = n and let D be the operator which multiplies a monomial by its degree, so that
D =
∑
n≥1
n · xn∂xn . (2)
This gives a representation of the Lie algebra a. Since p(x1, x2, . . .) = p(a1, a2, . . .)1, repeated applications
of (1) show that it is unitary for the inner product making monomials orthogonal with
‖xm11 xm22 . . . ‖2 =
∏
mn!n
mn .
It is irreducible because any non–trivial a–submodule must contain a non–zero vector p of lowest energy.
Thus anp = 0 for all n > 0, i.e. ∂xnp = 0 for all n > 0. But then p is a constant and the submodule must be
the whole of V . Conversely if W is any positive energy unitary representation, then by (1) any lowest energy
vector unit w will satisfy (p(a−1, a−2, . . .)w, q(a−1, a−2, . . .)w) = (p, q), the inner product on V constructed
above. Let W1 be the a–module generated by w. Adjusting a0 and d by constants if necessary, it follows
from (1) that W1 is unitarily equivalent to V by the map Up = p(a)w. The orthogonal complement of W1 is
also a positive energy unitary representation so likewise contains an irreducible submodule W2 of the same
form. Continuing in this way, the positive energy condition shows that we can write W =
⊕
m≥1Wm, an
orthogonal direct sum where each Wm is isomorphic to V but with a0 acting as λmI and d as D + hmI.
Thus λm and hm are the eigenvalues of a0 and d on the lowest energy vector wm: clearly this determines
the representation uniquely. Representations of the Virasoro algebra can be define on these spaces by the
generalising the formula (1) as follows:
L0 =
1
2
a20 +
∑
a−nan, Ln =
1
2
∑
r+s=n
aras (n 6= 0).
Note that in the second formula the operators ar and as commute. By definition Ln changes energy by −n.
It is easy to check that [Ln, am] = −mam+n and hence that Am,n = [Lm, Ln] − (m − n)Lm+n commutes
with all the a′js. It leaves each Wk invariant. By uniqueness of the lowest energy vector in Wk, it must act
as a scalar νm,n and therefore preserve energy. Thus An,m = 0 unless n = −m. Otherwise for n > 0
(([Ln, L−n]− 2nL0)wk, wk) = −n(a20wk.wk) +
1
2
(Ln
∑
r+s=−n
araswk, wk)
= −n(a20wk, wk) +
1
2
∑
r+s=−n
−r(an+raswk, wk)− s(aran+swk, wk)
=
1
2
n∑
t=1
t(n− t)
= (n3 − n)/6.
Thus
[Lm, Ln] = (m− n)Lm+n + δm+n,0m
3 −m
12
I.
We now make similar constructions using the canonical anticommutation relations. In this case the
notion of positive energy representation has to be slightly generalised to allow the eigenvalues of the energy
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operator to have the form n + h with n ∈ 12Z. We define V to be the inner product space spanned by the
mutually orthogonal unit vectors
ei1 ∧ ei2 ∧ ei2 ∧ · · · , (3)
with ik ∈ Z, i1 < i2 < i3 < · · · and ik+1 = ik + 1 for k sufficient large. We define the vacuum vector by
Ω = e0 ∧ e1 ∧ e2 ∧ · · · and make the ei’s act by exterior mutiplication. It is easily checked that the e∗j ’s act
by interior multiplication and that
eme
∗
n + e
∗
nem = δm,nI, emen + enem = 0.
The space V can be canonically identified with the exterior algebra in the anticommuting variables e−n for
n > 0 and e∗n for n ≥ 0. We can define the energy and charge of a basis vector in (3) as follows. Firstly it
can be regarded as a monomial in the exterior algebra in the e−n’s (n > 0) and the e
∗
n (n ≥ 0). A term e−n
or e∗n contributes n− 1/2 to the energy and +1 and −1 to the charge. The vector
Ω = Ω0 = e0 ∧ e1 ∧ e2 ∧ · · ·
has energy 0 and charge 0. Let d and a be the operators multiplying the basis vectors by their energy and
charge respectively. Thus a∗ = a and d∗ = d. Morevoer [d, ei] = −(i + 1/2)ei and [a, ei] = ei. Taking
adjoints we get [d, e∗i ] = (i + 1/2)e
∗
i and [a, e
∗
i ] = −e∗i . Alternatively a basis vector can be written
v = em1 ∧ · · · ∧ emj ∧ ej+k ∧ ej+k+1 ∧ · · · ,
where m1 < m2 < · · · < mj < k + j. Thus mi < k + i. The vector will have charge −k and energy∑j
i=1(k + 1/2− i−mi). Indeed the vector
Ωk = ek ∧ ek+1 ∧ · · ·
has charge −k and energy k2/2. The operators eae∗b commute with a so preserve charge. Since v is obtained
from Ωk by successively applying the operators emie
∗
k−i, which raises the energy by k − i −mi, it follows
that v has energy
∑j
i=1(k − i−mi). We define
ak =
∑
n−m=k
ene
∗
m, a0 =
∑
n≥0
e−ne
∗
−n −
∑
n>0
e∗nen
and
L′k =
∑
n−m=k
−(m+ 1/2 + k/2)ene∗m, L′0 =
∑
n>0
(n− 1
2
)e−ne
∗
−n +
∑
n≥0
(n+
1
2
)e∗nen.
It is straightforward to check that a∗n = a−n, (L
′
n)
∗ = L′−n and
[L′n, em] = −(m+
n
2
+
1
2
)en+m, [L
′
n, e
∗
m] = (m−
n
2
− 1
2
)e∗m−n, [an, em] = en+m, [an, e
∗
m] = −e∗m−n.
The operators d − L′0 and a − a0 commute with the en’s and e∗n’s and annihilate Ω. By cyclicity of Ω, it
follows that d = L′0 and a = a0. The operator [an, am] commute with the ek’s and e
∗
k’s and raise energy by
−n−m. If n+m < 0 it must annihilate Ω and hence vanish. Since [an, am]∗ = [a−m, a−n]. it follows that
[an, am] = 0 if n+m 6= 0. Now up to a scalar multiple Ω is the unique vector of energy 0, so that if n > 0,
[an, a−n]Ω = λnΩ; by cyclicity [am, an] = λnδm+n,0I. To evaluate λn we have
λn = ([an, a−nΩ,Ω) = −‖a−nΩ‖2 = n.
Thus
[am, an] = mδn+m,0I.
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Similarly [L′m, L
′
n] − (m − n)L′m+n commutes with the ek’s and e∗k’s and raise energy by −n − m. Using
adjoints as before, it must be 0 if n+m 6= 0 and a scalar µm if m+n = 0. Clearly λ−m = −λm using adjoint
and if n > 0
λn = ([L
′
n, L
′
−n]Ω,Ω)
= ‖L′−nΩ‖2
=
n∑
m=1
(m− n/2− 1/2)2
=
n(n+ 1)(2n+ 1)
6
+
n(n+ 1)2
4
− (n+ 1)
2n
2
=
1
12
n(n+ 1)[4n+ 2 + 3(n+ 1)− 6(n+ 1)] = 1
12
(n3 − n).
Hence we have
[L′m, L
′
n] = (m− n)L′m+n + δm+n,0
m3 −m
12
I.
Lemma (Gomes). The only irreducible positive energy unitary representation of the Virasoro algebra with
c = 0 is the trivial representation.
Proof. Let Ω be a lowest energy unit vector with L0Ω = hΩ and LnΩ = 0 for n > 0. Let ξ1 = L−2nΩ and
ξ2 = L
2
−nΩ). Then ‖ξ1‖2 = 4nh, ‖ξ2‖2 = 4n2h(2h+ n) and (ξ1, ξ2) = 6n2h. Hence
det(ξi, ξj) = 16n
3h2(2h+ n)− 36n4h2 = 4n3h2(8h− 5n).
To be non–negative for all n we must have h = 0. But then unitarity implies that L−nΩ = 0 for all n > 0.
We have constructed the positive energy representation of the fermionic operators en and e
∗
n on F with
vacuum vectors Ω. We have constructed operators, bilinear in fermions, an and L
′
n satisfying [am, an] =
mδm+n,0I, [L
′
n, em] = −men+m and [L′n, am] = −mam+n. The L′n’s define a representation of the Virasoro
algebra with c = 1. On the other hand we may also define operators Ln, bilinear in the bosons ai, which
give another representation of the Virasoro algebra with c = 1 satisfying [Ln, am] = −mam+n. The coset
operators L′′n = L
′
n − Ln define a positive energy representation of the Virasoro algebra with c = 0 on the
multiplicity spaces Mi = {ξ|a0ξ = iξ, anξ = 0 (n > 0)}. So Ln = L′n on Mi and hence everywhere.
Corollary. L′n = Ln.
We now generalize this contruction to produce representations of the Virasoro algebra with c = 1
and h = j2 with j a non–negative half–integer. The space F is canonically Z2–graded and the grading is
compatible with its identification with an exterior algebra. The operators ei and e
∗
i act as odd operators.
On the Z2–graded tensor product F2 = F ⊗ F there are operators e(1)i = ei ⊗ I and e(2)i = I ⊗ ei. The
space F2 can be identified with the exterior algebra on the anticommuting variables e(j)−n (n > 0) and (e(j)n )∗
(n ≥ 0). If for v = (α, β) ∈ C2 we set vi = αe(1)n + βe(2)n and v∗i = α(e(1)n )∗ + β(e(2)n )∗, then the natural
actions of G = U(2) on V and V ∗ (the conjugate space) extend to a unitary action π on the exterior algebra
and hence F2. Evidently
vnwm + wmvn = 0, vnw
∗
m + w
∗
mvn = δn,m(v, w)I, π(g)viπ(g)
∗ = (gv)i.
For i, j = 1, 2 we define
Eij(k) =
∑
n−m=k
e(i)n (e
(j)
m )
∗, Eij(0) =
∑
n≥0
e
(i)
−n(e
(j)
−n)
∗ −
∑
n>0
(e(j)n ) ∗ e(i)n .
Identifying Eij with the canonical basis of EndV = M2(C), we can extend this definition by linearity to
define operators X(n) for X ∈ EndV . Note that these operators are even. We define D = L0⊗ I + I ⊗L0,
so that [D, vi] = −ivi and [D,X(n)] = −nX(n). More generally set Ln = Ln ⊗ I + I ⊗ Ln. Thus
[Lm,Ln] = (m− n)Lm+n + δm+n,0m
3 −m
6
I, [Lm, vn] = −nvn+m.
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Lemma. (a) π(g)X(n)π(g)∗ = (gXg∗)(n) for g ∈ U(2).
(b) E11(n) = an ⊗ I, E22(n) = I ⊗ an.
(c) X(n)∗ = X∗(−n).
(d) [X(n), vi] = (Xv)i+n.
(e) [Lm, X(n)] = −nX(n+m).
(f) [X(m), Y (n)] = [X,Y ](m+ n) +mδm+n,0 · Tr(XY )I.
Proof. The first three identities are immediate. By complex linearity it suffices to check the remaining
relations for X,Y skew–adjoint, i.e. in the Lie algebra of U(2). Relation (d) is evident for diagonal operators
using (b) and the relation [am, en] = en+m. Using (a) and the relation π(g)viπ(g)
∗ = (gv)i, it follows for
skew–adjoint X , since we can choose g ∈ U(2) so that gXg∗ is diagonal. Similarly (e) is evident for diagonal
X and follows for skew–adjoint X from the fact that the operators π(g) and Ln commute, because Ln = L′n.
From (d), it follows that [X(m), Y (n)] − [X,Y ](m + n) commutes with the vi’s. Taking adjoints, it also
commutes with the v∗i ’s. It changes energy by −n−m, so vanishes if n+m 6= 0. Otherwise, if n = −m, it
preserves energy and therefore takes the vacuum vector Ω⊗Ω to a scalar multiple of itself. Since the vacuum
vector is cyclic, it acts as this scalar everywhere, so that
[X(m), Y (n)]− [X,Y ](m+ n) = δm+n,0 · λm(X,Y ).
Evidently λm(X,Y ) is bilinear in X and Y and, conjugating the left hand side by π(g), satisfies
λm(gXg
∗, gY g∗) = λm(X,Y ).
Thus λm(X,Y ) = Tr((X ⊗ Y )Z) where Z ∈ EndV ⊗ V commutes with U(2), or equivalently, since Z
automatically commutes scalars, with SU(2). But as a representation of SU(2), V = V1/2 and V1/2⊗V1/2 =
V0 ⊕ V1. Thus by Schur’s lemma, the space of invariant bilinear forms is two–dimensional, with an easily
identified basis:
λm(X,Y ) = αm · Tr(X) · Tr(Y ) + βm · Tr(XY ).
Since E11(m) = am ⊗ I and E22(n) = I ⊗ an commute and [am ⊗ I, an ⊗ I] = mδm+n,0I, it follows that
αm = 0 and βm = m, as claimed.
We have thus constructed an action of û2 on F2 by operatorsX(n). Let L(1)n = Ln⊗I and L(2)n = I⊗Ln.
From the above, if Hi = Eii, then L
(i)
n is the Virasoro algebra associated to the bosonic system Hi(k) and
Ln = L(1)n + L(2)n satisfies [Ln, X(m)] = −mX(m+ n). Set H = 12 (H1 −H2), K = 12 (H1 +H2), E = E12
and F = E21. Then the operators K(n) commutes with the operators E(m), F (m) and H(m). Let L
SU(2)
n
and L
U(1)
n be the Virasoro operators constructed using the two oscillator algebras (
√
2H(n)) and (
√
2K(n)).
Since H21 +H
2
2 = 2(H
2 +K2), we have Ln = L
SU(2)
n + L
U(1)
n . Explicitly we have
L
SU(2)
0 = H(0)
2 + 2
∑
n>0
H(−n)H(n), LU(1)0 = K(0)2 + 2
∑
n>0
K(−n)K(n).
Since K(n) commutes with X(m) for X ∈ LieSU(2), it follows that [LSU(2)n , X(m)] = −mX(m + n). By
construction, since the operators H(m) leave any ŝl2–submodule invariant, so do the Virasoro operators
L
SU(2)
n ; moreover L
U(1)
n leaves invariant the multiplicity spaces of the distinct level 1 representations of ŝl2.
There are at most two such representations, classified by their lowest energy spaces H(0), isomorphic
to either V0 or V1/2. In fact let V be an irreducible SU(2)–submodule of H(0) and let K be the ŝl2–
submodule generated by V . By the commutation relations any monomial in the X(n)’s can be written as
a sum of monomials of the form RDL with R a monomial in energy raising operators X(−n) (n > 0),
D a monomial in constant energy operators X(0), and L a monomial in energy lowering operators X(n)
(n > 0). Hence K is spanned by products Rv. But then clearly K(0) = V . By irreducibility H = K and
hence H(0) = V . We claim that if V = Vj , then j = 0 or 1/2. Indeed let e = F (1), f = E(−1) and
2h = [e, f ] = (E22(0) − E11(0)) + I = −2H + I. Thus h∗ = h, e∗ = f , [h, e] = e and [h, f ] = −f . Suppose
that H(0) ∼= Vj and that v ∈ Vj satisfies Hv = jv. So hv = (1 − 2j)v and ev = 0. By standard sl2 theory,
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it follows that 1 − 2j ≥ 0, i.e. j = 0 or j = 1/2. Note that if H(0) ∼= Vj with j = 0 or j = 1/2, then each
H(n) decomposes as a sum of integer (j = 0) or half–integer spin (j = 1/2). Since the decomposition of
F2 contains both integer and half–integer spin representations of SU(2), it follows that there are irreducible
positive energy representations with H(0) = Vj (j = 0, 1/2).
To prove uniqueness, note that any monomial A in operators from ŝl2 is a sum of monomials RDL
with R a monomial in energy raising operators X(−n) (n > 0), D a monomial in constant energy operators
X(0), and L a monomial in energy lowering operators X(n) (n > 0). If v, w ∈ H(0), then the inner products
(A1v,A2w) are uniquely determined by v, w and the monomials Ai. Indeed A
∗
2A1 is a sum of terms RDL
and (RDLv,w) = (DLv,R∗w), with R∗ an energy lowering operator. Hence if H′ is another irreducible
positive energy representation with H(0) ∼= H′(0) by a unitary isomorphism v 7→ v′, then U(Av) = Av′
defines a unitary map of H onto H′ intertwining the action of ŝl2.
3. Character formulas for affine Lie algebras. The character of the spin j representation Vj of SU(2),
and hence sl2, is given by
χj(ζ) =
ζ2j+1 − ζ−2j−1
ζ − ζ−1 ,
writing ζ for the element
(
ζ 0
0 ζ−1
)
of SU(2). The character of the level 1 spin j representation Hj
(j = 0, 1/2) is given by
Xj(ζ, q) = chHj =
∞∑
k=0
χj(ζ)(q
(j+k)2 − q(j+k+1)2 )ϕ(q) =
∑
n∈j+Z
ζ2nqn
2
ϕ(q),
where
ϕ(q) =
∏
n≥1
(1 − qn)−1.
This formula can be deduced directly from first prinicples or by decomposing the fermionic representation
on F⊗2. In both cases we use the fact that there are just two level one representations of Lsl2, Hj with
j = 0, 1/2, H0 involving only integer spin representations of SU(2) and H1/2 representations only non–
integer spins. We use the fact that the operators L
SU(2)
n are given by the construction of the Virasoro
algebra associated with the bosonic system (H(k)).
Method I. Direct treatment. We consider first the It is generated by a lowest energy vector Ω with
L0Ω = 0. Let H[i] = {ξ ∈ H0 : H(0)ξ = iξ}. Since Ω is cyclic, these eigenspaces are invariant under the
Virasoro algebra and are non–zero only if i is an integer. We know that H[0] is non–zero. We claim that
H[i] is non–zero for every i ∈ Z. Indeed E(−n), F (n) and X = 12 [E(−n), F (n)] give a copy of sl2 with
XΩ = −nΩ. Hence ξn = E(−n)nΩ 6= 0 is a non–zero vector in H [n]. Similarly using E(n), F (−n) and
Y = 12 [E(n), F (−n)] as the copy of sl2, it follows that ξ−n = F (−n)nΩ 6= 0 is a non–zero vector in H [−n].
Now H[0] has a unique lowest energy vector and is an irreducible oscillator module. For any singular vector
would satisfy L
SU(2)
0 ξ = 0 and hence be a multiple of the vacuum vector.
We claim that the ξn is a lowest energy vector in H[n] and generates H[n] as an oscillator module.
Clearly [L0, E(−n)n] = n2E(−n)n and [L0, F (−n)n] = n2F (−n)n so that L0ξn = n2. But with the present
normalisation L0 = H(0)
2 + 2
∑
n>0H(−n)H(n), so that H(m)ξn = 0 for m > 0. If there were other
singular vectors in H[n] with H(0)η = nη and H(m)η = 0 for m > 0, then L0η = n2η so that F (n)nη or
E(n)nη would be a non–zero vector in H[0]. But then it would be be proportional to the vacuum vector Ω
and, by sl2 theory, η would be proportional to ξn. Consequently the character of the vacuum representation
is
∑
n∈Z q
n2znϕ(q).
We repeat this argument for the spin 1/2 representation H1/2. In this case the lowest energy represen-
tation gives non-zero lowest energy vectors in ξ±1/2 = H[±1/2] of energy 1/4 with respect to the operator
L
SU(2)
0 . This time the vectors ξn+1/2 = E(−n − 1)nξ1/2 and ξ−n−1/2 = F (−n − 1)nξ−1/2 are non–zero
vectors in H [±(n+ 1/2)]. They have energy (n+ 1)n+ 1/4 = (n+ 1/2)2. As before an sl2 argument shows
that, up to scalar multiples, these are the only singular vectors in H[±(n+1/2)]. Hence the character of the
spin 1/2 representation is
∑
n∈1/2+Z q
n2znϕ(q).
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Method II. Treatment using fermions. Using the direct sum decomposition from the previous section,
as a representation of U(1), F , as a representation of U(1), has character
θ(z, q) =
∑
n∈Z
znqn
2/2ϕ(q),
for z ∈ U(1). We now use the identity:
θ(z, q)θ(ζ−1, q) =
∑
m,n∈Z
(zζ−1)m(zζ)nq(m
2+n2)/2ϕ(q)2
=
∑
j=0,1/2
∑
a,b∈j+Z
z2aζ2bqa
2+b2ϕ(q)2
=
∑
j=0,1/2
Xj(ζ, q)Ψj(z, q),
where
Ψj(z, q) =
∑
m∈j+Z
z2mqm
2
ϕ(q).
We have already exhibited explicit singular vectors Ωp ∈ F with p ∈ Z. By boson–fermion duality these
exhaust the singular vectors. This yields singular vectors Ωp ⊗ Ωq in F⊗2. If we split up the character of
F⊗2 as the sum of characters of integer and non–integer spin Θj(z, ζ, q), then Θj(z, ζ, q) = X ′j(ζ, q) ·Ψ′j(z, q),
with X ′j(ζ, q) the character of Hj and Ψ′j(z, q) the character of the mutliplicity space of Hj . If we fix a spin
j = 0, 1/2, then there are certainly singular vectors of charge k + j for each k ∈ Z for the H(n)’s. Thus
X ′j(ζ, q) ≥ Xj(ζ, q) =
∑
n∈j+Z
ζ2nqn
2
ϕ(q), (1)
where the inequality is to be taken coefficient by coefficient. Similarly, for the character of the multiplicity
space,
Ψ′j(z, q) ≥ Ψ(z, q) =
∑
n∈j+Z
z2nqn
2
ϕ(q). (2)
On the other hand the identity above implies that∑
j
X ′j(ζ, q)Ψ
′
j(z, q) =
∑
Xj(ζ, q)Ψj(z, q),
so that equality must hold in (1) and (2).
Remark. In Section 8 we will introduce shift operators which together with the H(n)’s and the K(n)’s
act irreducibly on the Hj ’s and their multiplicity spaces. This gives a more conceptual operator–theoretic
explanation of the second proof.
4. Existence of singular vectors in the oscillator representations. According to the character
formula Hj has a series of vectors ξm (m ∈ j + Z) with H(0)ξm = mξm and H(n)ξm = 0 for m > 0.
Moreover Hj is the direct sum of the cyclic oscillator modules Km generated by these vectors; note that,
if H = H(0), then Km is the m–eigenspace of H . Following Graeme Segal, we construct non-zero singular
vectors in Kj ⊂ Hj . In fact the vector ξm satisfies Hξm = mξm. If m ≥ 0 then η = Eξm lies in Km+1 and
satisfies L0η =
1
2m
2η. Since the lowest energy level in Km+1 is 12 (m+1)2 it follows that η = 0, i.e. Eξm = 0.
Similarly if m ≤ 0, Fξm = 0. Thus ξm generates an irreducible sl2–representation of dimension 2|m| + 1.
If m > 0, then F [m]ξm is a non–zero singular vector in Kj of energy m2/2. If m < 0 then E[m]+1ξm is a
non–zero singular vector in Kj of energy m2/2. This proves:
Proposition. The oscillator representation with H(0) = jI has non–singular singular vectors for the
Virasoro algebra with energy (j + n)2/2 for n ≥ 0. The non–zero singular vector constructed above in Kj of
energy m2/2 (m ≥ 0) generates a copy of Vm as an sl2-module.
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We shall call these singular vectors Goldstone vectors. In Section 8, following Segal, we will use vertex
operators to deduce the explicit formulas of Goldstone for these vectors.
5. Uniqueness of singular vectors in the oscillator representations. Let (am) satisfy [am, an] =
mδm+n,0I. These act as operators on V = C[x1, x2, . . .] via a0 =
√
2µ, an = n∂xn and a−n = xn for
n > 0. Set L0 = a
2
0/2 +
∑
n>0 a−nan and Lk =
1
2
∑
p+q=k apaq for k 6= 0. Thus [Lk, an] = −nan+k and
[Lm, Ln] = (m− n)Lm+n + δm+n,0(m3 −m)/12.
Proposition. For n ≥ 0 let V (n) = {ξ : L0ξ = (µ2+n)ξ} with µ ∈ R. Then dim V (n) = P(n) the partition
function and the subspace of singular vectors, i.e. sRolutions of L1ξ = 0 = L2ξ, is at most one-dimensional.
Proof. If we define the degree of xi to be i, then V (µ
2 + n) is spanned by all monomials of total degree n,
so that dimV (n) = P(n). We shall treat a more general case which evidently implies the proposition:
Lemma. Let W = C[x1, x2, . . .] with deg xi = i and let W (n) be the space spanned by monomials of total
degree n, so thet dimW (n) = P(n). For a, b ∈ C let
A = a∂x1 +
∑
n>0
(n+ 1)xn∂xn+1, B =
1
2
∂2x1 + b∂x2 +
∑
n≥1
(n+ 2)xn∂xn+2 .
Then the space of solutions of W0(n) = {p ∈W (n) : Ap = 0, Bp = 0} is at most one–dimensional.
Proof. For i ≥ 0, let W (n, i) = {xn−i1 q(x2, . . .) : deg q = i}. Evidently
W (n) =
⊕
i≥0
W (n, i)
so that any element p ∈ W (n) has a decomposition p =∑ pi with pi ∈ W (n, i). Thus pi = xn−i1 qi(x2, x3, . . .)
with deg qi = i. We assume that the leading coefficient p0 (a multiple of x
n
1 ) is zero and prove by induction
on i that qi = 0. Each qi is a sum of linear combination of monomials x
α = xα22 . . . x
αn
n with
∑
k≥2 kαk = i.
Suppose that α2 > 0. Then
Axn−i1 x
α = a(n− i)xn−i−11 xα + 2xn−i+11 α2xα2−12 xα33 · · ·+ 3α3xn−i1 xα2+12 xα3−13 xα44 · · ·+ · · · .
Because of the inductive hypothesis, this is the only monomial which produces a term xn−i+11 x
α2−1
2 x
α3
3 · · ·
when A is applied. It follows that its coefficient must be zero. So only the coefficients of monomials
xn−i1 x
α3
3 x
α4
4 · · · The image under B of such a monomial is
Bxn−i1 x
α3
3 x
α4
4 · · · =
1
2
(n− i)(n− i− 1)xn−i−21 xα33 xα44 · · ·+ 3α3xn−i+11 xα3−13 xα44 · · · .
Because of the inductive hypothesis this is the only monomial which produces a term xn−i−21 x
α3
3 x
α4
4 · · · when
B is applied. It follows that its coefficient must be zero. Thus pi = 0 and hence p = 0, as required.
6. Density modules, primary fields and the Feigin–Fuchs product formula. For λ, µ ∈ C, we
define the density module Vλ,µ to be the vector space with basis vn (n ∈ Z) and define operators ℓk on Vλ,µ
by
ℓkvn = −(n+ λk + µ)vn+k.
It is easy to check that [ℓm, ℓn] = (m−n)ℓn+m, so this defines a representation of the Virasoro algebra with
c = 0. Clearly the change of basis by the shift operator vn 7→ vn+k gives a natural isomorphim between Vλ,µ
and Vλ,µ+k.
Recall that if π : g→ EndW is a representation of a Lie algebra g, then the dual representation on the
dual space W ′ is given by (π′(X)ξ, v) = −(ξ,Xv) for v ∈W . Let wn be the canonical basis of V1−λ,−µ. We
identify U with a subspace of the dual Vλ,µ via the pairing (vn, wm) = δn+m,0. It is immediately verified
that the dual representation restricts to the natural representation on V1−λ,−µ. With an obvious abuse of
notation, we shall write V1−λ,−µ ∼= V ′λ,µ. These representations are the infinitesimal version of the action of
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Diff S1, or more properly a certain central extension, on the densities eiµθf(θ)(dθ)λ. The duality between
Vλ,µ and V1−λ,−µ is given by the pairing into 1–forms
(f(θ)eiµθ(dθ)λ, g(θ)e−iµθ(dθ)1−λ) 7→ fgdθ
followed by integration over the circle, i.e. 12π
∫ 2π
0
fg dθ. Identifying vn with e
inθeiµθ(dθ)λ, we see that
ℓk(fe
iµθ(dθ)λ)) = −eikθ(i d
dθ
+ kλ)(feiµθ)(dθ)λ.
Thus it is the action on C[eiθ, e−iθ]eiµθ given by the operators
ℓk = −eikθ(i d
dθ
+ kλ).
Changing variables to z = eiθ, regarded as a formal variable, and introducing an extra factor zλ, it may also
be identified with the action on C[z, z−1]zµ+λ given by
ℓk = −zk+1 d
dz
− (k + 1)λzk.
For applications here λ and µ will be in Z (for applications to fusion we require λ, µ ∈ 14Z).
For i = 1, 2, let Hi = L(1, hi) with lowest energy vectors ξi = ξhi . We define a primary field of type
(λ, µ) between H1 and H2 to be a map Φ : H1 ⊗ Vλ,µ → H2 commuting with the action of the Virasoro
algebra. Let Φ(n)ξ = φ(ξ ⊗ vn). Then
[Lk,Φ(n)] = −(n+ kλ+ µ)Φ(n+ k).
We have the following uniqueness result:
Lemma A. If (Φ(n)ξ1, ξ2) = 0 then Φ(n) = 0 for all n ∈ Z. If Φ is non–zero, then m = h1 − h2 − µ is an
integer and Φ(m)ξ1 is a non–zero multiple of ξ2.
Proof. Suppose that (Φ(n)ξ1, ξ2) = 0. From the commutation relations it follows that for ni > 0
(Φ(n)L−nk · · ·L−n1ξ1, ξ2) = 0.
Hence (Φ(n)ξ, ξ2) = 0 for all ξ. From the commutation relations is then follows that for ni > 0
(Φ(n)ξ, L−nk · · ·L−n1ξ2) = 0,
so that (Φ(n)ξ, η) = 0 for all ξ, η and hence Φ(n) = 0 for all n ∈ Z. Finally if (Φ(m)ξ1, ξ2) 6= 0, then Φ(m)ξ1
is a non–zero multiple of ξ2. Hence h2 = h1 −m− µ.
Remark. This result allows us to normalise a primary field by shifting numbering of the modes Φ(n) to
Φ(n+k). Thus, if a primary field exist, we may assume that µ = h1−h2 and that Φ(0)ξ1 = αξ2 with α 6= 0.
In the language of vertex operators and vertex algebras, primary fields are usually described in terms
of generating functions in a formal variable z. We set
Φ(z) =
∑
n∈Z
Φ(n)z−n−δ.
Then
[Lk,Φ(z)] = z
k+1 dΦ(z)
dz
+ (k + 1)∆zkΦ(z).
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Taking coefficients of z−n−δ, we get
[Lk,Φ(n)] = −(n+ k + δ − (k + 1)∆)Φ(n+ k).
Thus λ = −∆+ 1 and µ = δ −∆. Hence ∆ = 1− λ and δ = µ+ λ− 1.
Now the Verma module representationM(1, j2) (j = 0, 1/2, 1, 3/2. . . .) certainly has one singular vector
at energy (j + 1)2 = j2 + d with d = 2j + 1, since the representation L(1, j2) is a subrepresentation of
the multiplicity space. This corresponds to a element of the universal enveloping algebra U1 generated by
L−k (k ≥ 1). Let Uk be the universal enveloping algebra generated by L−i with i ≥ k. It is the universal
enveloping algebra of the Lie algebra generated by Li for i ≥ k. This is a Lie ideal in the Lie algebra
generated by L−j with j ≥ 0. As a consequence every element of the algebra U1 can be written uniquely in
the form P =
∑
k≥0 pkL
k
−1 and adL−1 defines a derivation of U2. In particular the singular vector has the
form Pvj2 where
P ≡ Pd =
d∑
k=0
qkL
k
−1.
Each term is a qk is a sum of monomials L−i1 · · ·L−ir where i1+ · · ·+ ir = d−k. In particular qd is a scalar.
The following uniqueness result was stated by Fuchs.
Lemma B. The coefficient of Ld−1 in Pd is non–zero; in particular if a singular vector exists, it is unique
up to a scalar multiple.
Proof. Suppose that qd = 0. We prove that Pd = 0. Each qd can be written as a linear combination of
monomials Lns−s · · ·Ln2−2 with ni ≥ 0. Amongst all monomials with non–zero coefficients, we can find one
p ≥ 2 minimal with np > 0. We can also choose this monomial so that n = np is also minimal. Suppose that
it occurs in qc with 0 ≤ c < d. We may in addition assume that c is chosen to be maximal. Let w = Pdv
with v the cyclic lowest energy vector in Verma module. Then Lp−1w = 0. This can be written as
c∑
k=0
Lp−1qkL
k
−1v =
c∑
k=0
[Lp−1, qk]L
k
−1v + qkLp−1L
k
−1v.
We look for terms ending with Ln−1−p L
c+1
−1 in this expression. We first note that it follows by induction on k
that if j ≥ 1 then LjLk−1v lies in lin {ALi−1v : i < k, A ∈ U2}. Indeed
LjL−1L
k−1
−1 v = (j + 1)Lj−1L
k−1
−1 v + L−1LjL
k−1
−1 v,
which has the same form since L−1U2 = U2L1 and Lk−1−1 v is an eigenvector of L0. If k 6= c, then the
minimality of p forces qk to be in Up. So either k > c, in which case any monomial qk could have a non–zero
contribution from a monomial Lms−s · · ·Lmp−p with mp > np. Clearly taking the Lie bracket with Lp−1 can
diminish the exponent of L−p by at most one and at the same time must increase the exponent of L−1 by at
least one. So no monomials ending with Ln−1−p L
c+1
−1 can appear with non–zero coefficient. If k < c, there is
no way to increase the power of Lk−1 to L
c+1
−1 by taking the Lie bracket with Lp−1. For k = c and the terms
[Lp−1, AL
n
−p] with A a monomial in Up+1, we have
[Lp−1, AL
n
−p] = [Lp−1, A]L
n
−p + A[Lp−1, L
np
−p].
The first term lies in U2 while for the second
[Lp−1, L
n
−p]v = (2p− 1)
∑
a+b=n−1
La−pL−1L
b
−pv = (2p− 1)nLn−1−p L−1 +B,
where B ∈ U2. There could be several terms in qc with np = n, but on bracketing with Lp−1 and taking the
term ending with Ln−1−p L
c+1
−1 is equal to AL
n−1
−p L
c+1
−1 . Thus all these terms are distinct. But then there can
be no cancellation and the coefficient of Lnr−r · · ·Lnp−1−p Lc+1−1 v must therefore be non–zero, a contradiction.
18
Remark. Fuchs used a slightly different ordering on monomials, which can also be used to give prove the
uniqueness theorem. For a monomial Lns−s · · ·Ln2−2Lk, we set n1 = d − k and use the lexicographic ordering
determined by (n1, n2, . . .). The proof is almost word–for– word that used in the second proof of Fuchs’
algorithm in Section 10.
Let Pd ∈ U1 be the element giving the singular vector normalized so that the coefficient of Ld−1 equals 1.
In the representation Vλ,µ, we evidently have
Pdv0 = ad(λ, µ)v−d
where ad(λ, µ) is a inhomogenous polynomial of degree d in λ and µ. Indeed since the L
d
−1 appears with
coefficient 1, the formula for the action shows that the coefficient of µd is (−1)d. Using the coset construction
in Section 8 and an explicit formula for Pd in Appendix C, we give two methods to establish the following
product formula of Feigin–Fuchs, which we state first in the two simplest cases:
Feigin–Fuchs product formula. Let j = 0, 1/2, 1, 3/2, . . . and set S = {−j,−j + 1,−j + 2, . . . , j}.
(a) ad(0, µ) = (−1)d
∏
k∈S(µ+ j
2 − k2).
(b) ad(1, µ) = (−1)d
∏
k∈S(µ+ j
2 − (k + 1)2)
(c) ad(p
2, µ) = (−1)d∏k∈S(µ+ j2 − (k + p)2) for p ≥ 0.
(d) ad(λ, µ)
2 =
∏
k∈S((λ − µ− j2 + k2)2 − 4λk2).
We have the following necessary condition for the existence of a primary field:
Lemma C. If there is a non–zero primary field from L(1, j2) to L(1, h) of type (λ, µ), then
ad(1 − λ, h− j2) = 0.
Proof. Let Φ be a non–zero primary field of type (λ, µ) from L(1, j2) to L(1, h). Then we may assume that
Φ is normalised so that µ = j2 − h and Φ(0)ξj2 = αξh for some constant α 6= 0. Let ξ = ξj2 and η = ξh.
Then (Φ(0)ξ, η) 6= 0. On the other hand Pdξ = 0. Let Pd =
∑
amL
m1
−1L
m2
−2 · · ·. For an operator we set
π(Lj)A = [Lj , A]. This defines an action of the Virasoro algebra with c = 0. Now
0 = (Φ(d)Pdξ, η) =
∑
am(π(−L−n)mn · · ·π(−L−2)m2 · π(−L−1)m1) · Φ(d)ξ, η).
On the other hand ∑
amπ(−L−n)mn · · ·π(−L−2)m2 · π(−L−1)m1) · Φ(d) = bΦ(0),
where for the basis (vi) of Vλ,µ∑
am(−L−n)mn · · · (−L−2)m2 · (−L−1)m1)vd = bv0.
Thus we require that b should vanish. To calculate b, we take (wj) to be a dual basis of V1−λ,−µ. Then
b =
∑
am((−L−n)mn · · · (−L−2)m2(−L−1)m1vd, w0) = (vd, Pdw0).
Thus Pdw0 = bw−d in V1−λ,−µ and hence
b = ad(1 − λ,−µ) = ad(1− λ, h− j2).
Remark. This result can be seen a little more transparently if the dual of Vλ,µ is used. Indeed, passing to
a suitable completion of the tensor product, a primary field of type (λ, µ) from L(c, h1) to L(c, h2) can be
regarded as a map H1 → H2⊗̂Vλ′,µ′ , where λ′ = 1− λ and µ′ = −µ. Explicitly the map becomes
ξ 7→ Φ(z)ξ =
∑
ϕ(n)ξz−n,
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where zk here is identified with a basis element of Vλ′,µ′ . If vh2 = φ(−k)vh1 , then, picking out the coefficient
of vh2 , the condition P (L−1, L−2, . . .)vh1 = 0 evidently implies that P (ℓ−1, ℓ−2, . . .)z
k = 0, i.e. the condition
stated in Lemma C. It is therefore natural to refer to the primary field as having dual type (λ′, µ′). Thus if
the primary field is normalised so that Φ(0)ξ1 = αξ2 with α 6= 0, then µ′ = h − j2 and Lemma C requires
that (ad(λ
′, µ′) = 0.
7. Multiplicity one theorem. We wish to prove the following theorem:
Theorem A. The action of the Virasoro algebra on the multiplicity space Mm of Vm (m ≥ 0, m ∈ j + Z)
in Hj is irreducible for j = 0, 1/2.
Let us start by showing that it suffices to prove:
Theorem B. The Goldstone vectors are the only singular vectors in Km = {ξ ∈ Hj : Hξ = mξ} for
m ∈ j + Z.
Proof that Theorem B implies Theorem A. The multiplicity space Mm can be identified with
Mm = {ξ ∈ Hj : Hξ = mξ, Eξ = 0} ⊂ Km = {ξ : Hξ = mξ}.
If the action on Mm is not irreducible, then Mm would have to contain a singular vector of higher energy.
But by Theorem B any such vector would have to be a Goldstone vector in Km. But, by the proposition in
Section 4, ξm is the only Goldstone vector in Km annihilated by E.
Thus we have only to prove Theorem B. By the uniqueness theorem it suffices to show that there are
non singular vectors in Kj with energy not of the form m2/2 with m ∈ j + Z. For this we require the
notion of a particularly simple kind of primary field. Let V0,0 = C[z, z
−1] with Ln acting as the operator
ℓn = −zn+1d/dz. A(0, 0)–primary field is an operator
Φ : L(1, h1)⊗ V0,0 → L(1, h2)
which intertwines the action of the Virasoro algebra.
Lemma A. Let Φ(n)ξ = Φ(ξ ⊗ zn) for ξ ∈ L(1, h1). Then [Lm,Φ(n)] = −nΦ(n+m). Moreover any such
assignment corresponds to a (0, 0)–primary field via the above formula.
Proof. Equivariance implies that
LmΦ(n)ξ = Lm(Φ(ξ ⊗ zn)) = Φ(Lmξ ⊗ zn) + Φ(ξ ⊗ ℓmzn) = Φ(n)Lmξ −mΦ(x,m+ n).
Lemma B. If (Φ(n)) is a (0, 0)–primary field so is Ψ(n) = Φ(−n)∗.
Proof. We have
[Lm,Ψ(n)] = [Lm,Φ(−n)∗] = −[L−m,Φ(−n)]∗ = −mΦ(−n−m)∗ = −mΨ(n+m).
Lemma C. If (Φ(n)ξ1, ξ2) = 0 with ξi the lowest energy vector in L(1, hi), then Φ(n) = 0 for all n ∈ Z.
Proof. Suppose that (Φ(n)ξ1, ξ2) = 0. From the commutation relations it follows that for ni > 0
(Φ(n)L−nk · · ·L−n1ξ1, ξ2) = 0.
Hence (Φ(n)ξ, ξ2) = 0 for all ξ. From the commutation relations is then follows that for ni > 0
(Φ(n)ξ, L−nk · · ·L−n1ξ2) = 0,
so that (Φ(n)ξ, η) = 0 for all ξ, η and hence Φ(n) = 0 for all n ∈ Z.
Remark. Note that if L0ξi = hiξi, then such a Φ can exist only if h1 − h2 is an integer.
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Proposition. If j is a non–negative half–integer and k 6= (j + m)2 with m ∈ Z there are no non–zero
(0, 0)–primary fields from L(1, j2) to L(1, k) or from L(1, k) to L(1, j2).
Proof. Using adjoints it suffices to prove the first assertion. If a non–zero primary field exists, then by
Lemma C of Section 6, necessarily ad(1, j
2−k) would have to vanish. On the other hand by the Feigin–Fuchs
product formula, if S = {−j,−j + 1, · · · , j − 1, j}, we know that
ad(1, j
2 − k) =
∏
t∈S
((t− 1)2 − k) 6= 0.
Proof of Theorem B. We have to prove that the Goldstone vectors are up to scalar multiples the only
singular vectors in Km. Let P be the projection onto the submodule generated by the Goldstone vectors
in Km, and P0 the projection onto the submodule generated by a Goldstone vector ξ. If there is another
singular vector η not proportional to a Goldstone vector then its energy does not have the form (j + k)2
with k an integer, by the uniqueness theorem. Let Q be be the projection on submodule generated by
η. Then Φ(n) = QH(n)P0 an P0Φ(n)Q are (0, 0)–primary fields since Lm commutes with P0 and Q and
[Lm, H(n)] = −nH(n+m). By the proposition, we must have QH(n)P0 = 0 and P0H(n)Q = 0. Hence it
follows that QH(n)P = 0 = PH(n)Q. But then H(n) leaves the subspace PKm invariant. Since the H(n)’s
act irreducibly on Km it follows that P = I, a contradiction. So there are no singular vectors other than the
Goldstone vectors.
Corollary 1. The character of L(1,m2) for m a non–negative half–integer is (qm
2 − q(m+1)2)ϕ(q).
Corollary 2. Up to a scalar multiple Pm ·ξm is the unique singular vector of energy (m+1)2 inM(1,m2) and
the quotient module is irreducible. The other singular vectors in M(1,m2) are given by
Pm+k−1 · · ·Pm+1Pmξm (of energy (m+ k)2).
Proof. By the character formula, there is only one singular vector η of energy (m+1)2 inM =M(1,m2) and
no singular vectors of lower energy except the generating vector of energy m2. The submodule N generated
by is isomorphic toM(1, (m+1)2). By the character formulaM(1,m2)/N is irreducible. Any singular vector
in M not in N its image would give a non–zero singular vector in L(1,m2) =M/N and would have to be a
multiple of the generating vector. So it follows that all singular vectors of energy greater than or equal to
(m+ 1)2 lie in N , whence the result.
8. Proof of the Feigin–Fuchs product formula using primary fields. We shall prove below that if
j, j1, j2 are integers then there is a primary field of dual type (j
2
1 , j
2
2 − j2) from L(1, j2) to L(1, j22) provided
that Vj2 occurs as a component in Vj ⊗ Vj2 . Thus ad(j21 , j22 − j2) = 0, by Lemma C in Section 6. This is
enough information to compute ad(λ, µ) completely.
We fix j, with d = 2j + 1, and freeze j2, and hence µ = j
2
2 − j2, with j2 ≥ j. Then the possible values
of j1 are j2 + k with k ∈ S = {−j,−j + 1, · · · , j − 1, j}. But ad(λ, j22 − j2) has degree at most d in λ and
d = |S|. Hence
ad = ad(λ, j
2
2 − j2) = C
∏
k∈S
(λ − (j2 + k)2),
where the constant C might depend on µ. But then, using the fact that −S = S, we can write
ad(λ, j
2
2 − j2)2 = C2
∏
k∈S
(λ− j22 − k2 − 2j2k)(λ− j2 − k2 + 2j2k)
= C2
∏
k∈S
((λ− j22 − k2)2 − 4j22k2)
= C2
∏
k∈S
((λ− µ− j2 − k2)2 − 4(j2 + µ)k2).
Since µ can take infinitely many values, it follows that C2 = 1 and
ad(λ, µ)
2 =
∏
k∈S
((λ− µ− j2 − k2)2 − 4(j2 + µ)k2).
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On the other hand
(λ− µ− j2 − k2)2 − 4(j2 + µ)k2 = (λ+ µ)2 − 2(λ− µ)(j2 + k2) + (j2 + k2)2 − 4j2k2 − 4µk2
= λ2 − 2λµ+ µ2 − 2λ(j2 + k2) + 2µ(j2 − k2) + (j2 − k2)2
= (−µ− j2 + k2)2 + 2λ(−µ− j2 + k2) + λ2 − 4k2λ
= (λ− µ− j2 + k2)2 − 4k2λ.
Thus we have
ad(λ, µ)
2 =
∏
k∈S
[(λ− µ− j2 + k2)2 − 4k2λ].
When k = p2, this can be rewritten
ad(p
2, µ)2 =
∏
k∈S
(−µ− j2 + (k + p)2)2,
again using the fact that S = −S. Since the coefficient of µd in ad(λ, µ) is (−1)d, we deduce that
ad(p
2, µ) = (−1)d
∏
k∈S
(µ+ j2 − (k + p)2),
as required.
We now explicitly construct all these primary fields. First we recall a version of the vertex operator
formulation of the boson–fermion correspondence. We define the shift operator U on fermionic Fock space
F by
U(ei1 ∧ ei2 ∧ ei3 ∧ · · ·) = ei1+1 ∧ ei2+1 ∧ ei3+1 ∧ · · ·
By definition U is unitary and UeiU
∗ = ei+1. Thus uniquely specifies U up to a scalar multiple, because if U
′
is another such unitary, then V = U ′U∗ commutes with the ei’s and their adjoints. Since the vacuum vector
is characterised up to a scalar multiple by the conditions eiΩ = 0 for i ≥ 0 and e∗iΩ = 0 for i < 0, V Ω = ζΩ
for some ζ ∈ T. Since Ω is cyclic for the ei’s and their adjoints, it follows that V = ζI. The shift operator
has the following properties, which show in particular that it defines by conjugation an automorphism of a:
Lemma A. (a) UeiU
∗ = ei+1
(b) ULkU
∗ = Lk + ak +
1
2δk,0I
(c) UanU
∗ = an + δn,0I
(d) The system a, U with the relations UanU
∗ = an+ δn,0c,UdU
∗ = d+a0+
1
2c and d = a
2
0/2+
∑
n>0 a−nan
has a unique irreducible positive energy representation with c acting as the scalar I and a0 having integer
eigenvalues.
(e) If m is a positive integer, the system a, V with the relations V anV
∗ = an+mδn,0c, V dV
∗ = d+ma0+
m2
2 c
and d = a20/2 +
∑
n>0 a−nan has m inequivalent irreducible positive energy representations with c acting as
the scalar I and a0 having integer eigenvalues. These representations can be characterised as having a lowest
energy vector of charge i and energy i2/2 with i = 0, . . . ,m− 1. For each i, the other eigenvalues of a0 are
congruent to i modulo m.
Proof. (a) has already been proven. For (b), note that
[Lk − ULkU∗, ei] = −(i+ (k + 1)/2)ei+k + (i+ (k − 1)/2)ei+k = −ei+k = [−ak, ei].
Hence ULkU
∗ − Lk − ak commutes with the ei’s; the same relation for −k in place of k, shows that it also
commutes with their adjoints. Thus it carries Ω onto a scalar multiple of itself and by cyclicity is equal to
mutliplication by this scalar. The scalar need only be computed for k ≥ 0, by hermiticity. When k > 0
we get 0 while for k = 0, we get UL0U
∗ = L0 + a0 + 1/2. For (c), note that UanU
∗ − an commutes with
the ei’s and their adjoints so is a scalar operator, which only need be calculated for n ≥ 0 by looking at
how it acts on Ω. For n > 0 we get 0, while for n = 0, we get Ua0U
∗ − a0 = I. Finally to prove (d), in
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the inner product space H take a vector ξ0 of lowest energy which is an eigenvector of a0. Thus dξ = hξ
and a0ξ = µξ. Then the vectors ξn = U
−nξ satisfy a0ξn = (µ + n)ξn and dξn =
1
2n
2ξn. Each ξn generates
an irreducible a–module, necessarily mutually orthogonal since the eigenvalues of a0 are different on each.
By irreducibility their direct sum gives the whole inner product space. But this decomposition shows that,
after subtracting hI from d and µI from a0, H can be written as a tensor product K ⊗ E where K is the
standard irreducible representation of (an) (n 6= 0) and d and E is the standard inner product space with
orthonormal basis en on which Uen = en+1, den =
1
2n
2ξn and a0en = nen. To prove (e), note that taking
V = Um, the space E = C[Z] splits up into m cosets for the subgroup mZ corresponding to the subgroup
generated by V . Moreover each coset gives an irreducible summand with the vectors Ωi (i = 0, . . . ,m− 1)
giving the corresponding lowest energy vectors. The representations are inequivalent because i is specified
as the smallest non–negative solution λ of a0v = λv, L0v =
1
2λ
2v.
Corollary. In the setting of (e), the Virasoro operators assocyaed with the an’s satisfy V LkV
∗ = Lk +
mak +
m2
2 δk,0I.
Proof. It suffices to note that this holds for V = Um.
Now for m ∈ Z we define the formal power series z and z−1
Φm(z) = U
−mzma0 exp(
∑
n>0
m · zna−n
n
) exp(
∑
n<0
m · zna−n
n
) =
∑
Φm(n)z
−n.
If we define
Em± (z) = exp(
∑
±n>0
−m · z−nan
n
),
then
Φm(z) = U
−mzma0Em− (z)E
m
+ (z).
To see that this is well defined, note that, when applied to a finite energy vector ξ, this becomes a formal
power series in z multiplied by a power of z−1, since Em+ (z)ξ is a polynomial in z
−1 with vector coefficients.
We shall simply write E±(z) for E
1
±(z). The notation has been chosen consistently so that, for m > 0,
Em± (z) = E±(z)
m.
Fubini–Veneziano relations. [ai,Φm(z)] = mz
iΦm(z) and [Lk,Φm(z)] = z
k+1Φ′m(z)+
m2
2 (k+1)z
kΦm(z).
This result can be proved in a number of ways, the most conceptual using operator product expansions,
which is now usually formulated within the language of vertex algebras. The original proof was along those
lines and is described in [14]. Here we give a very elementary proof relying on the boson–fermion duality
and no detailed computations. In Appendix A we give two other proofs of the relations: the first is a simple
indirect proof based on a uniqueness result for primary fields associated with the system (an), U, L0; the
second is a direct verification by brute force along the lines sketched by Frenkel and Kac [10].
Lemma B. Let A be a formal power series in z (or z−1) with operator coefficients and let D be an operator
such that [D,A] commutes with A. Then [D, eA] = [D,A]eA.
Proof. We have [D,AN ] =
∑
p+q=N−1A
p[D,A]Aq = N [D,A]AN−1.
Corollary. (a) [an, E+(z)] = 0 = [a−n, E−(z)] if n ≥ 0.
(b) [an, E−(z)] = z
nE−(z), [a−n, E+(z) =]z
−nE+(z) if n > 0.
(c) [L0, E+(z)] = (
∑
n>0 anz
−n)E+(z), [L0, E−(z)] = (
∑
n>0 a−nz
−n)E−(z).
Proof. These formulas are straightforward consequences of the lemma, setting D = an or L0 and
A =
∑
±n>0
m
n
anz
−n.
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Proof of the Fubuni–Veneziano relations. If i 6= 0, then ai commutes with U and A0, while
[ai, E−(z)E+(z)] = mz
iE−(z)E+(z).
Hence [ai,Φm(z)] = mz
iΦm(z). For i = 0, we have U
ma0U
−m = a0+mI and hence [a0, U
−m] = mU−m, so
that [a0,Φm(z)] = mΦm(z), It follows that Φm(n) carries F [k] into F [k +m].
If k = 0, UL0U
∗ = L0 + a0 +
1
2I, so that it follows by induction that
UmL0U
−m = L0 +ma0 +
m2
2
I.
Premultiplying by U−m, we get
[L0, U
−m] = U−m(ma0 +
m2
2
I).
Hence
[L0,Φm(z)] = U
−mzma0(ma0 +
m2
2
)E−(z)E+(z) + U
−mzma0(B−E−E+ + E−B+E+),
where B±(z) =
∑
±n>0manz
−n. On the other hand
z
dΦm(z)
dz
= U−m(ma0)z
ma0E−E+ + U
mz−ma0(B−E−E+ + E−B+E+).
Thus
[L0,Φm(z)] = zΦ
′
m(z) +
m2
2
Φm(z).
We also have the relations
UΦm(z)U
∗ = zmΦm(z), z
−kmΦm(z)Ωk|z=0 = Ωk+m.
The first is an immediate consequence of the relation Ua0U
∗ = a0+ I. The second follows from the first and
the relation Φm(z)Ω|z=0 = Ωm.
We shall say that φ(n) : F → F is a primary field for the system of operators (an), U and L0 if
[an, φ(k)] = mφ(k + n), [L0, φ(n)] = −(n+ µ)φ(n), Uφ(n)U∗ = φ(n+m),
for some m ∈ Z and µ ∈ R. In particular φ(n) = Φm(n) satisfies these conditions with µ = −m2/2. Note
that if (φ(n)) is a primary field, so too is the shifted field ψ(n) = φ(n + k) for any k ∈ Z. We now show
that after a suitable shift φ(n) is proportional to the modes of the field Φm(z). Since U , an act cyclicly on
Ω, if φ(n)Ω = 0, then φ is identically zero. Take n minimal subject to ξφ(n)Ω 6= 0: this is possible because
F is a positive energy representation. Shifting φ if necessary we many assume n = 0. Hence aiξ = 0 for all
i > 0. Morevoer a0ξ = mξ. It follows that ξ is proportional to Ωm. Scaling if necessary, we may assume
that ξ = Ωm. Taking k = n in [L0, φ(k)] = −(k + µ)φ(k), we get µ = m −m2/2. We have the following
uniqueness result for primary fields:
Lemma C. (a) Let Ki be irreducible representations of a with lowest energy vectors ξi with a0ξi = λiξi. Let
φ(n) : K1 → K2 be operators such that [d, φ(n)] = −(n+ µ)φ(n) and [ak, φ(n)] = νφ(n + k) for ν ∈ R fixed.
If (φ(n)ξ1, ξ2) = 0 for all n, then φ(n) ≡ 0.
(b) Let (an), d, U be the bosonic system of operators acting on F and suppose that φ(n) : F → F satisfies
[d, φ(n)] = −(n + µ)φ(n), [ak, φ(n)] = νφ(n + k) and Uφ(n)U∗ = φ(n + a) for some µ, ν, a ∈ Z. Then if
φ(n)Ω, we have φ(n) ≡ 0. In particular if (φ(n)Ω,Ων) = 0, then φ(n) ≡ 0.
(c) Let (an), d, U be the bosonic system of operators acting on F and define a(1)n = an ⊗ I, a(2)n = I ⊗ an,
U1 = U ⊗ I, U2 = I ⊗ U on (the Z2–graded tensor product) F⊗2. Suppose that φ(n) : F⊗2 → F⊗2 satisfies
[d, φ(n)] = −(n+ µ)φ(n), [a(i)k , φ(n)] = νiφ(n + k) and Uiφ(n)U∗i = φ(n + a) for some µ, ν, a ∈ Z. Then if
φ(n)Ω⊗ Ω = 0, we have φ(n) ≡ 0.
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Proof. (a) From the commutation conditions it follows that (φ(n)p(a−1, a−2, · · ·))ξ1, ξ2) = 0 for any polyno-
mial p. Thus (φ(n)ξ, ξ2) = 0 for all ξ. But then by the commutation relations (φ(n)ξ, p(a−1, a−2, · · ·)ξ2) = 0
for any polynomial p. But then (φ(n)ξ, η) = 0 for all ξ, η and hence φ(n) ≡ 0.
(b) Note that by (a) it suffices to show that (φ(n)Ωr ,Ωs) = 0 for all r, s, But then
(φ(n)U rΩ, UsΩ) = (φ(n− ar)Ω, Us−rΩ) = (φ(n − ar)Ω,Ωr−s) = 0.
Finally φ(n) : F0 → Fν , so by (b), the second condition implies that Φ(n)Ω = 0.
(c) Let Ω′ be an eigenvector of d in F and define ψ(n) by
(ψ(n)ξ, η) = (φ(n)Ω⊗ ξ,Ω′ ⊗ η).
Then by ψ(n) satisfies the conditions in (b), so ψ(n) = 0. Since Ω′ was arbitrary, it follows that φ(n)Ω⊗ξ = 0
for all ξ. Fixing ξ2, η2 and defining ψ
(n) by
(ψ′(n)ξ, η) = (φ(n)ξ ⊗ ξ2, η ⊗ η2),
we deduce that ψ′(n) = 0. Hence φ(n) ≡ 0.
This uniqueness result allows us to prove the boson–fermion correspondence in its vertex operator
formulation.
Example 1. Φ1(z) =
∑
enz
−n−1 and Φ−1(z) =
∑
e∗−nz
−n. Indeed both sides of these identities satisfy the
same covariance relations with Φ1(−1)Ω = Ω1 = e−1Ω and Φ−1(0)Ω = Ω−1 = e∗0Ω.
As a consequence we get
[Ln,Φ±1(z)] = z
n+1Φ±1′(z) + 1
2
(n+ 1)znΦ±1(z). (∗)
We claim that this implies the Fubini–Veneziano relations for Φ±m(z). Indeed (∗) immediately implies the
relations for the m2–fold Z2–graded tensor product
Θ±(z) = Φ±1(z)⊗ Φ±1(z)⊗ · · · ⊗ Φ±1(z)
on F⊗m2 . But this is just the vertex operator constructed with the operators
An = an ⊗ I ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗ an
and
V = U ⊗ U ⊗ · · · ⊗ U
on F⊗m2 . Now
[Ap, Aq] = m
2pδp+q,0I, V A0V
∗ = A0 +m
2 · I.
Thus letting a′n = m
−1An, we have
[a′p, a
′
q] = pδp+q,0I, V a
′
0V
∗ = a′0 +m · I.
The operators Lk on F⊗m2 satisfy
[Lk, a
′
n] = −na′n+k, V LkV ∗ = Lk +ma′k +
m2
2
δk,0I. [Lk,Θ±(z)] = z
k+1 d
dz
Θ±(z) +
m2
2
(k + 1)zkΘ±(z).
The first two relations are also true for the Virasoro operators L′k constructed from the a
′
n’s, by the corollary
to Lemma A. Thus Lk − L′k commutes with a′n and V , and therefore the third idenity is valid with L′k
replacing Lk. This holds on any irreducible submodule for the a
′
n’s and V , in particular those on which a
′
0
has integer eigenvalues. It is easy to see that the eigenvalues of A0 run through all possible integers, so that
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those of a′0 = m
−1A0 in particular include all integers. Thus the Fubini–Veneziano relations are satisfied
on any irreducible representation of the type discussed in part (e) of Lemma A. But these are exactly the
irreducible representations for Um and a that occur in F , so the Fubini–Veneziano relations hold on F .
We now pass to F2 = F⊗F . The unitary operators V = U⊗U∗ andW = U⊗U act on this space. Now
that V commutes with the action of dn = an⊗I+I⊗an and therefore leaves its mutliplicity space invariant,
since these can be indentified with its space of singular vectors as explained above. More explicitly invariant
under bn = an⊗ I − I ⊗ an is invariant under V . Similarly any module invariant under bn is invariant under
W .
As a consequence the two level one representations of ŝl2 are invariant under the vertex operators
Ψm(z) = Φm(z)⊗ Φ−m(z) = V −mzmb0 exp(
∑
n>0
znmb−n
n
) exp(
∑
n<0
mznb−n
n
) =
∑
Ψm(n)z
−n.
The two systems (bn), V and (dn), W are examples of systems (An), U
[Am, An] = 2mδm+n,0 · I, UAmU∗ = Am + 2δm,0I.
Thus if L0 =
1
2A
2
0 +
∑
n>0A−nAn, then we have
UL0U
∗ − L0 = 1
2
[(A0 + 2I)
2 −A20) = A0 + 2I.
Such a system has two inequivalent positive energy representations with A0 acting with integer eigenvalues,
either all odd or all even. Thus both sets of operators H(n), V and K(n), w have only two irreducible
representations with H(0) and K(0) having half integer eigenvalues, In one the eigenvalues run through
the whole of Z, and in the other through 12 + Z. It follows that operators H(n), V act irreducibly on eachHj and that the K(n),W act irreducibly on the associated multiplicity spaces. The operator V also has a
compatibility with the operators E(n) and F (n) on F⊗2:
V E(n)V ∗ = E(n+ 2), V F (n)V ∗ = F (n− 2).
In fact more generally
U1E(n)U
∗
1 = E(n+ 1), U2E(n)U
∗
2 = E(n− 1), U1F (n)U∗1 = F (n− 1), U2F (n)U∗2 = F (n+ 1).
Indeed it suffices to show the result for E(n) since E(n)∗ = F (−n). The differencesX = U1E(n)U∗1−E(n+1)
and Y = U2E(n)U
∗
2 − E(n − 1) commute with the fermionic operators vi and v∗i , so that X(Ω ⊗ Ω) and
Y (Ω⊗Ω) are proportional to Ω⊗Ω. Hence X and Y are scalar operators. Since [H,X ] = X and [H,Y ] = Y ,
we must have X = 0 = Y .
Example 2 (Frenkel–Kac–Segal). E(z) = Ψ1(z) and F (z) = Ψ−1(z) on F⊗2 and hence on the repre-
sentations H0 and H1/2. Indeed the result follows from part (c) of Lemma C since, as we have just checked,
both sides of these identities satisfy the same covariance relations and
Ψ1(0)(Ω⊗ Ω) = Ω1 ⊗ Ω−1 = E(−1)(Ω⊗ Ω), Ψ−1(0)(Ω⊗ Ω) = Ω−1 ⊗ Ω1 = F (−1)(Ω⊗ Ω).
Graeme Segal found explicit formulas for the Goldstone vectors in the vacuum representation H0. The
same method can be applied in representation H1/2. Let xi = b−i and define operators cn (n > 0) by the
formal power series expansion
Ψ−(z) = exp
∑
n>0
b−n
n
zn =
∑
n≥0
cnz
n.
Thus c0 = 1. For n < 0, we define cn = 0. Similarly we can define
Ψ+(z) = exp
∑
n<0
b−n
n
zn,
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so that
Ψm(z) = V
−mzmb0Ψ−(z)
mΨ+(z)
m.
Evidently
Ψ+(z) = E+(z)⊗ E+(z)−1, Ψ−(z) = E−(z)⊗ E−(z)−1.
For any signature f1 ≥ f2 ≥ f3 ≥ 0, we define
Xf = det cfi−i+j .
Remark. The proofs below can be understood in terms of the combinatorics of the Weyl character formula
for U(n). The characters of the irreducible representations πf of U(n) are indexed by signatures f1 ≥
f2 ≥ · · · fn with the character given by χf (g) = Trπf )(g) = det zfj+n−ji / det zn−ji if z1, z2, . . . , zn are the
eigenvalues of g. The denominator is the Vandermonde determinant given by ∆(z) =
∏
i<j(zi − zj). The
group U(n) acts irreducibly on SkCn: it is the representation with signature (k, 0, 0, . . . , 0). The group
U(m)×U(n) acts on Sk(⊗Cm ⊗⊗Cn) and the character if this representation on an element (g, h) is given
by
∑
fn≥0,|f |=k
χf (g)χf (h), where |f | = f1 + · · · + fn. From this it follows that χf (g) = detCfi−i+j (the
Jacobi-Trudy identity) if Ck = χ(k,0,...,0)(g). Moreover the following generating function identity holds:
n∏
i=1
f(zi) =
∑
fn≥0
χf (z) · det cfi−i+j ,
where f(z) = 1 + c1z + c2z
2 + · · · (with c0 = 1 and ci = 0 for i < 0). Note that the generating function for
the Xj ’s giving the characters has Xj =
∑
zji .
Lemma D. If A and B are formal power series of operators in z and w−1 such that C = [A,B] is a multiple
of the identity operator, then eAeB = eCeBeA.
Proof. By Lemma B, [eA, B] = CeA so that eABe−A = B + C. Hence
eAeBe−A = exp eABe−A = eB+C = eCeB.
Corollary. (a) E+(z)E−(w) = (1 − w/z)−1E−(w)E+(z).
(b) E+(z)
−1E−(w)
−1 = (1− w/z)−1E−(w)−1E+(z)−1.
Proof. To prove (a), let A =
∑
n>0 anz
−n/n and B =
∑
n<0 anw
−n/n. Then
C = [A,B] =
∑
n>0
z−nw−n/n = − log(1 − w
z
),
so that
eC = exp− log(1− w
z
) = (1− w
z
)−1.
(b) can be proved similarly or by taking formal inverses in (a).
We now establish the formulas for Goldstone’s vectors. As in Section 4, where the Goldstone vectors
are defined, let ξj be a lowest energy unit vector in Hj with Hξj = jξj . Then for m ∈ Z we may take
ξm+j = V
−mξj .
Lemma E (Goldstone’s formulas). If k ≥ 0 is a half integer and m ≥ 0 is an integer, the Goldstone
vector in Hj [−k] of energy (k + m)2 is proportional to Xfξ−k where f1 = 2k + m, . . . , fm = 2k + m and
fi = 0 for i > m and the Goldstone vector in Hj [k] of energy (k + m)2 is proportional to Xf ′ξk where
f ′1 = m, . . . , f
′
2k+m = m and f
′
i = 0 for i > 2k +m (the transposed signature).
Remark. In [32], Segal only treats the case j = 0 and his statement is not quite correct since it omits
the transpose. Note that the passage from −k to k is equivalent to replacing the variables Xn by −Xn
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(and hence inverting the generating series
∑
cnz
n). It corresponds to the action of the Weyl group element
s =
(
0 1
−1 0
)
which establishes an isomorphism between Hj [−k] and Hj [k]. Indeed the automorphism
bn 7→ −bn fixes the Virasoro algebra generators and changes the sign of the eigenvalue of b0.
Proof. By the corollary to Lemma D,
Ψ+(z)Ψ−(w) = (1− w
z
)−2Ψ−(w)Ψ+(z).
On the other hand the Goldstone vector ξ+ ∈ Hj [k] is proportional to E(0)m+2kξ−m−k and the Goldstone
vector ξ− ∈ Hj [−k] is proportional to E(0)mξ−m−k. Let p = p± = m + k ± k. Thus ξ± is proportional to
E(0)p±ξ−m−k. Now Ψ(z) ≡ Ψ1(z) =
∑
E(n)z−n−1. Hence ξ± is proportional to the coefficient of z
−1
1 . . . z
−1
p
in Ψ(z1) . . .Ψ(zp)ξ−k−m. On the other hand if C(z) =
∑
cnz
n, then
Ψ(z1) . . .Ψ(zp)ξ−k−m =
∏
i<j
(1− zi
zj
)2z
2(p−1)
1 z
2(p−2)
2 · · · z2p(z1 · · · zp)−2k−2pΨ−(z1) · · ·Ψ−(zp)ξ±k
=
∏
i<j
(z1z2 · · · zp)−2k−2m+pC(z1) . . . C(zp)
∏
i<j
(zi − zj)(z−1i − z−1j )ξ±k.
Now we already noted that
C(z1) . . . C(zp) =
∑
gp+1=0
χg(z) · det cgi−i+j .
Thus we are looking for the constant coefficient in
(z1z2 · · · zp)−2k−2m+pC(z1) . . . C(zp)
∏
i<j
(zi − zj)(z−1i − z−1j )ξ±k.
By the combinatorics of the Weyl integration formula, the constant coefficient in
χf (z
−1)χg(z)
∏
i<j
(zi − zj)(z−1i − z−1j )
equals p!δf,g (the usual orthogonality relations). Thus ξ− is proportional to Xfξ−k with f1 = 2k +
m, . . . , fm = 2k +m and fi = 0 for i > m; and ξ+ is proportional to Xf ′ξk with f
′
1 = m, . . . , f
′
2k+m = m
and f ′i = 0 for i > 2k +m. Thus f
′ is the transposed Young diagram.
Following Segal, we now check this directly without using any unproved combinatorial results on sym-
metric functions. We have
∆(z−1) = det z
−(p−j)
i
and similarly
∆(z) =
∑
σ∈Sp
ε(σ)zp−1σ(1)z
p−2
σ(2) . . . zσ(p−1).
We are looking for the constant term in
C(z1) · · ·C(zp)(z1 · · · zp)−2k−2m+p∆(z−1)
∑
σ∈Sp
ε(σ)σ[zp−11 · · · zp−1].
Since ∆(z−1) satisfies σ∆(z−1) = ε(σ)∆(z−1) and the other terms are invariant under permutation, this is
the same as the constant term in
p!C(z1) · · ·C(zp)(z1 · · · zp)−2k−2m+p det(z−(p−j)i ) zp−11 · · · zp−1
= p!C(z1) · · ·C(zp) det zj−2k−2m+p−ii
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But, if the determinant is written as an alternating sum over the symmetric group Sp, this is clearly pro-
portional to det c2k+2m−p+i−j , as required.
Remark. The proof above is formally similar to the proof of the Weyl character formula for U(N) (or
SU(N)). Wallach made this link explicit by noticing that the vertex operator formalism allows a map to be
defined from central functions on U(n) into the oscillator representations. This map intertwines the action
of Virasoro operators with the natural action of the operators ℓn (n > 0) on central functions given by by
ℓn = Dn + αTr(gn) where Dnf(g) = d/dtf(g exp−tgn)|t=0.
We will now exhibit explicitly primary fields by compressing the primary fields Ψk(z) on Hj between
Goldstone vectors. This will reduce to the computation of the expressions of the form L
|f |
1 Xfξp. Note that
since Xf has total degree f , we have
1
|f |!L
|f |
1 Xfξp = αf (p)ξp,
where αf (p) is a constant, which we now determine through a product formula.
So we consider now the action of L1 in the oscillator representation with b0 = 2µI, so thatH(0) = µI.
This can be identified with the action on C[X ] with b−n =
√
2Xn and bn =
√
s2n∂Xn for n > 0. The
operator L1 is given by the formula
L1 =
1
4
∑
p+q=1
bpbq
=
1
2
b0b1 +
1
2
∑
p≥1
b−pbp+1
= µ∂X1 +
∑
n≥2
nXn−1∂Xn .
This operator can thus be described in terms of two derivations D1 and D2 on the ring C[X ], namely
D1Xn = nXn−1 (n ≥ 2), D1X1 = 0 and D2 = ∂X1 . Now if f(z) = exp
∑
n>0Xnt
n/n =
∑
cnt
n, then
D1f = (
∑
n>0Xnt
n+1)f = t2f ′(t). It follows that D1cn = (n − 1)cn−1. Similarly D2f = tf , so that
D2cn = cn−1. Let D = D1 + µD2, also a derivation. Since Xf has degree |f | and D decreases the degree by
1, it follows that D|f |Xf is a scalar.
Lemma F. (|f |!)−1D|f | det cfi−i+j = det
(
µ+fi−i+j−1
fi−i+j
)
.
Proof. Consider a term in the determinant cm1 · · · cmn . The term cmi has degree mi so the product has
degree
∑
mi = |f |. Since Dck = (k − 1 + µ)ck−1, we have
Dkck = µ(µ+ 1) · · · (µ+ k − 1) = k! ·
(
µ− 1 + k
k
)
.
Hence by the Leibniz rule,
D|f |cm1 · · · cmn =
|f |!
m1! · · ·mn!D
m1(cm1)D
m2(cm2) · · ·Dmn(cmn)
= |f |!
n∏
i=1
(
µ− 1 +mi
mi
)
.
So applying (|f |!)−1D|f | to the determinant has the effect of replacing each term ck by
(
µ−1+k
k
)
, as claimed.
Corollary. If p is a half–integer, then (|f |!)−1L|f |1 (Xfξp) = αp(f)ξp where αp(f) = det
(
2p+fi−i+j−1
fi−i+j
)
.
We now calculate the above determinant for the signature fi = N (i = 1,m), fi = 0 (i > m).
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Lemma G. If N ≥ m then,
det
(
λ+N − 1 + j − i
N + j − i
)
i,j=1,m
=
∏N
j=1
∏m
i=1(λ − i+ j)∏N
j=1
∏m
i=1(N + i− j)
.
First proof (Weyl’s character and dimension formulas). Recall that, if f1 ≥ f2 ≥ · · · ≥ fn ≥ 0 is a
signature, then the character of the corresponding irreducible representation πf of the unitary group U(n)
is given by
χf (g) = Tr πf (g) =
det zfi+n−ij
det zn−ij
,
where z1, . . . , zn are the eigenvalues of g. The signature defines a Young diagram; the hook length of any
node in the Young diagram is defined to be one plus the sum of the number of nodes in the same column
or row after that node. If we place n− i+ j in at the jth node of the ith row, then the dimension df of πf
is the product of these numbers divided by the product of the hooklengths. It is equivalently given by the
usual Weyl dimension formula
dg =
∏
j<i(fi − fj − i+ j)
(n− 1)!! ,
although this formula is not manifestly written as a polynomial in n. If f1 = r and fi = 0 for i > n, then χr
is the character of the symmetric power SrCn, which has dimension
(
n+r−1
r
)
. On the other hand χf can be
expressed as a determinant in the χr’s:
χf = detχfi+j−i,
where we set χr = 0 for r < 0. In particular evaluating the character at 1, we get a formula expressing a
deteminant of binomial coefficients as a product of linear factors in n. Taking a Young diagram with m rows
and K +m boxes in each row, we have fi = K +m (1 ≤ i ≤ m) and fi = 0 for i > m. Hence
det
(
n− 1 +K +m+ j − i
K +m+ j − i
)
i,j=1,...,m
=
∏K+m
j=1
∏m
i=1(n− i+ j)∏K+m
j=1
∏m
i=1(K +m+ i− j)
.
The stated determinantal formula follows by setting λ = n and N = K +m.
Remark. Although we shall not need this result, the dimension formula implies more generally that
det
(
µ+fi−i+j−1
fi−i+j
)
is the product of factors µ + j − i, when there is a box in the ith row and jth column of
the Young diagram, divided by the product of hooklengths of the diagram. In other words if µ = −p, with
p ≥ 1 an integer, then (|f |!)−1D|f |Xf equals the dimension of the representation πf of U(p). It is therefore
stictly positive when fp+1 = 0 and vanishes if fp+1 6= 0. Since L−1ξ0 = 0, all these expressions vanish for
p = 0.
Second proof. We have to show that
det
(
a+N + i− j
N + i− j
)
i,j=1,m
=
N∏
p=1
m∏
q=1
a+ 1 + p− q
N − p+ q .
We subtract a multiple of the second column from the first column to make the last entry of the first column
0; then we subtract a multiple of the third column from the second column to make the last entry of the
second column 0, and so on. After these modification the (i, j) entry for i, j < n is modified from
(
N+a+i−j
a
)
to
(
N−1+a+i−j
a
)
(m− i)/(N +m− j). Thus writing Fm(a,N) = det
(
a+N+i−j
N+i−j
)
i,j=1,m
, we have
Fm(a,N) =
(
a+N
N
)(
N+m
m−1
) · Fm−1(a− 1, N − 1).
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This may be rewritten as
Fm(a,N) =
(a+ 1) · · · (a+N)
m(m+ 1) · · · (m+N − 1) · Fm−1(a− 1, N).
Thus
Fm(a,N) = (m− 1)!!
∏m
i=1
∏N
j=1 a+ 1 + j − i∏m
i=1
∏N
j=1(N + i− j)
.
Corollary. If fi = N for 1 ≤ i ≤ m and fi = 0 for i > m, then (|f |!)−1L|f |1 (Xfξp) = αf (p)ξp where
αp(f) =
∏N
j=1
∏m
i=1(p− i + j)∏N
j=1
∏m
i=1(N + i− j)
.
Lemma H. For k an integer, Ψk(z)ξ0 = e
zL−1ξk.
Proof. Let f(z) = Ψk(z)ξ0. We have [L−1,Ψk(z)] = dΨk/dz and L−1ξ0 = 0. Hence df(z)/dz = L−1f(z).
Since f(0) = ξk, the result follows.
End of proof. We shall just use the fact that if f is a signature as above with fp+1 = 0 with p ≥ 1, then
(L
|f |
1 Xfξp, ξp) 6= 0.
We fix an integer m ≥ 1 and a half integer k ≥ 0. Since we can take adjoints, it will suffice to show that if i
is a non–negative half integer with i − k an integer and |m − k| ≤ i ≤ m+ k, then there are are Goldstone
vectors ξ1, ξ2 in Hj with ξ1 having energy k2 or i2 and ξ2 energy i2 or k2 such that (Ψm(z)ξ1, ξ2) 6= 0. In
this case if P1 is the projection onto the vir–module generated by ξi, then P2Ψm(z)P1 or its adjoint is the
required primary field of type m2 between L(1, k2) and L(1, i2).
Assume first that k is an integer and set s = |k −m|. Take ξk in H0 or H1/2 and suppose i satisfies
|k −m| ≤ i ≤ k +m and i− k ∈ Z. We assume further that m ≥ k and i ≥ m and set
A(z) = (Ψm(z)ξ−i, Xfξ−i+m),
where Xfξ−i+m is a Goldstone vector of energy k
2. Thus fr = k+ i−m for r = 1, . . . , k+m− i and fr = 0
for r > k +m− i. We must show that A(z) 6= 0. But
A(z) = (Ψm(z)V
iξ0, XfV
i−mξ0)
= z−2mi(Ψm(z)ξ0, Xfξm)
= z−2mi(ezL−1ξm, Xfξm)
= z−2mi(ξm, e
zL1Xfξm).
This is non–zero because fm+1 = 0 since m+ 1 > k +m− i.
Now suppose that m ≥ k and i ≤ m. In this case we consider
B(z) = (Ψm(z)ξ−k, Xfξm−k),
where Xfξm−k is a Goldstone vector of energy i
2. Thus fr = m− k + i for r = 1, . . . , i+ k −m and fr = 0
for r > i+ k −m. Then
B(z) = (Ψm(z)V
kξ0, XfV
−m+kξ0)
= z−2km(Ψm(z)ξ0, Xfξm)
= z−2km(ezL−1ξm, Xfξm)
= z−2km(ξm, e
zL1Xfξm),
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which again is non–vanishing since m ≥ i+ k −m and hence fm+1 = 0.
Thus if k ≤ m we have shown that there is a non–zero primary field of type m2 from L(1, k2) to L(1, i2)
if Vi ≤ Vm ⊗ Vk. taking adjoints it follows that there is a non–zero primary field of type m2 from L(1, i2) to
L(1, k2) if i ≥ m and k ≤ m and Vk ≤ Vm ⊗ Vi. So now assume that k ≥ m and i ≥ m with Vi ≤ Vm ⊗ Vk.
Since may take adjoints, we many assume that i ≥ k. But then the computation with A(z) above shows
that the corresponding primary field exists.
Now suppose that k ∈ 1/2 + Z. Let W be a shift operator such that Wξ0 = ξ1/2. Let k = p + 12 and
i = q + 12 . If k < m and i > m or k > m and i > m, then as before we take
A(z) = (Ψm(z)ξ−i, Xfξ−i+m),
with the same choice of f as before. Then we have
A(z) = (Ψm(z)V
qWξ0, XfV
q−mWξ0)
= z−2im(Ψm(z)ξ0, Xfξm)
= z−2im(ezL−1ξm, Xfξm)
= z−2im(ξm, e
zL1Xfξm),
which as before is non–zero. Thus the primary fields exist in this case. If i < m and k < m we take
B(z) = (Ψm(z)ξ−k, Xfξm−k),
with the same choice of f as before. In this case
B(z) = (Ψm(z)V
pWξ0, XfV
p−mWξ0)
= z−2km(Ψm(z)ξ0, Xfξm)
= z−2km(ezL−1ξm, Xfξm)
= z−2km(ξm, e
zL1Xfξm),
which as before is non–zero. It follows that in all cases there is a non–zero primary field of type m2 between
L(1, k2) and L(1, i2) if Vi ≤ Vm ⊗ Vk.
9. Proof of the character formula for L(1, j2) using the Jantzen filtration. Let A(x) =
∑
i≥0Aix
i
be an analytic family of non–negative self–adjoint matrices defined for x real and small on V = Rn or Cn.
We define a filtration V (i) (i ≥ 0) by V (0) = V and for m ≥ 1
V (m) =
m−1⋂
i=0
kerAi.
In the examples A(x) will be invertible for x 6= 0 in a neighbourhood of 0. It follows that V (m) = (0) for m
sufficiently large. We call (V (m)) the Jantzen filtration associated with A(x).
Lemma. The order of 0 as a root of detA(x) equals k =
∑
i≥1 dimV
(i).
Proof. We set U0 = V
(0) = V , U1 = V
(n1) the first k > 0 with V (k) 6= V (0), U2 = V (n2) the first k > n1 with
V (k) 6= V (n1), and so on. We set n0 = 0. Let v1, . . . , vm1 be an orthonormal basis of U0⊖U1, vm1+1, . . . , vm2
an orthonormal basis of U1 ⊖ U2 and so on. Thus (A(x)vi, vj) = xns(Ansvi, vj)+ higher powers of x for
i > ms. Moreover the first term vanishes if j > ms+1. On the other hand the matrix (Ansvi, vj)ms<i,j≤ms+1
is invertible. Thus we can divide rows ms + 1, . . .ms+1 by x
ns and then set x = 0. The resulting matrix is
block triangular with invertible blocks on the diagonal, so is itself invertible. Hence the order of 0 as a root
of detA(x) equals
k =
∑
ns · (dimUs−1 − dimUs) =
∑
i≥1
dimVi,
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as claimed.
Note that multiplying a bilinear form by (or matrix A(x)) by a factor c0 + c1x+ c2x
2 + · · · with c0 6= 0
does not change the Jantzen filtration. In this case we will say that the forms are equivalent.
We shall need an additional simple functoriality property of the Janzten filtration:
Lemma. Let V , W be finite–dimensional inner product spaces and for x ∈ (−ε, ε). let A(x), B(x) be self–
adjoint non–negative matrices depending analytically on x. Let X(x) ∈ Hom(V,W ) and Y (x) ∈ Hom(W,V )
be analytic functions of x such that (X(x)A(x)v, w) = (B(x)Y (x)v, w) for all v ∈ V,w ∈ W . Then X(0)
and Y (0)∗ induce maps of the corresponding Jantzen filtrations which are dual to each other on V (i)/V (i+1)
abd W (i)/W (i+1).
Proof. The condition implies that X(x)A(x) = B(x)Y (x). If A(x) =
∑
Anx
n, B(x) =
∑
Bnx
n, X(x) =∑
Xnx
n and Y (x) =
∑
Ynx
n, then ∑
i+j=n
XiBj =
∑
i+j=n
AiYj . (∗)
Thus X0A0 = B0Y0 on V . The equation (∗) implies that X0Ai = BiY0 on V (i) = kerA0 ∩ · · · ∩ kerAi−1. But
then X0 and Y
∗
0 induce dual maps between V
(i)/V (i+1) and W (i)/W (i+1), as claimed.
Now consider a representationM(1, j2). The point (c, h) = (1, j2) lies on the curve ϕp,1(c, h) = 0 where
p = 2j + 1. The curve is parametrized by a variable t via c(t) = 13− 6t− 6t−1 and h(t) = (j2 + j)t− j, the
point (1, j2) corresponding to the value t = 1. If t 6= 0,∞, the Verma module Mt =M(c(t), h(t)) is defined.
It is a direct sum of finite energy spaces Mt(n) on which L0 acts as multiplication by n + h(t). The space
Mt has a canonical invariant bilinear form Bt(v, w) defined on it. Invariance implies that the subspaces
Mt(n) are orthogonal. If we take as basis of Mt(n) elements vi = L−ir · · ·L−i1vt with i1 ≤ i2 ≤ · · · and∑
s ·is = n, then all these spaces can be identified with the same space V = RP(n). Thus A(n)ij (t) = Bt(vi, vj)
is a symmetric matrix, the entries of which are polynomials in t and t−1 with real coefficients. Since the
Shapovalov form is invariant under the Virasoro algebra, it follows from the second lemma above that of
M = M(1, j2) then, for t = 1 + x with x small, the Jantzen filtration defines a filtration of M by vir–
submodules M (i). In particular we can calculate
∑
i≥1 dimM
(i)(n). It is exactly the degree of t = 1 as a
root of the Kac determinant at level n which is known explicitly.
We now use the Janzten filtration to compute the character of M(1, j2). From the coset construction,
we know that M(1, j2) contains a Verma submodule M(1, (j + 1)2); this is also immediate from the Kac
determinant formula for c = 1:
detN (1, h) =
∏
p,q; pq≤N
(h− (p− q)
2
4
)P(N−pq).
Continuing in this way, it has a decreasing chain of Verma submodules M(1, (j + k)2) with k ≥ 1. If we fix
h = j2 and set c = 1 + x, then as a function of x the determinant is proportional to
ΨN(x) =
∏
1≤r≤N
(j2 +
r2 − 1
24
· x) ·
∏
1≤s≤r≤N
[(j2 − (r − s)
2
4
)2
+ ((r2 + s2 − 2)j2 + 1
2
(rs + 1)(r − s)2) · x
24
+ (r2 − 1)(s2 − 1)( x
24
)2]. (1)
We take x as the parameter of the Jantzen filtration. Since the operators Ln depend polynomially on the
parameters t and t−1, and hence analytically on x, it is evident that when h = j2, they preserve the filtration
M (i) of M =M(1, j2). If j ≥ 0, then from (1) we get
Xj2(q) ≡
∑
i≥1
chM (i) =
∑
N≥0
a(N)qN+j
2
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where
a(N) =
∑
1≤r≤N,
P(N − r(r + 2j)).
Thus we obtain
Xj2 (q) =
∑
i≥1
chM (i) = ϕ(q) ·

∑
r≥1
q(r+j)
2

 . (2)
Let vr be the singular vector in M(1, j
2) of energy (j + r)2. Let nr > 0 be maximal subject to vr ∈M (nr).
Thus the Verma module generated by vr lies in M
(nr) and β(w1, w2) = (w1, w2)x/x
nr |x=0 restricts to a
multiple of the Shapovalov form. In particular nr is the order of the zero of (vr, vr)x. (Note that for x > 0
the Shapovalov form is positive definite, so that (vr, vr)x > 0 for x > 0.) Since the Shapovalov form vanishes
on any submodule, we have β(vr+1, vr+1) = 0 and hence nr < nr+1. Moreover M(1, (j + r)
2) ⊆ M (i) for
nr−1 < i ≤ nr. Hence
Xj2(q) ≥
∑
N≥1
chM (i) ≥
∑
r≥1
(nr − nr−1)chM(1, (j + r)2) = ϕ(q) ·
∑
r≥1
(nr − nr−1)q(j+r)2 , (3)
where the inequality is between coefficients of qk and we set n0 = 0. Comparing (3) with (1) and (2), it
follows that nr = r for r ≥ 1 and that equality holds in (3). Hence M (1) =M(1, (j + 1)2) and
chL(1, j2) = (qj
2 − q(j+1)2 )ϕ(q),
as required.
10. Proof of the character formula for the discrete series 0 < c < 1 using the Jantzen filtration.
The proof of the character formula for the discrete series
c = 1− 6
m(m+ 1)
, h = hr,s =
(r(m + 1)− sm)2 − 1
4m(m+ 1)
, (1 ≤ s ≤ r ≤ m− 1)
is proved similarly using x = h− hr,s as a parameter. Let
ϕr,r(c, h) = h+
1
24
(r2 − 1)(c− 1)
and for r, s ≥ 1 with r 6= s,
ϕr,s(c, h) =
(
h− (r − s)
2
4
)2
+
h
24
(r2+s2−2)(c−1)+ 1
242
(r2−1)(s2−1)(c−1)2+ 1
48
(c−1)(r−s)2(rs+1).
We shall need the following result, implicit in [8]. We give two proofs, the second of which is an expanded
and slightly corrected version of a result from [13].
Proposition (Fuchs algorithm). If ϕr,s(c, h) = 0, then M(c, h) has a non–zero singular vector at energy
level h+ rs.
Proof 1. A singular vector at energy level h+ rs has the form Pvh where
Pd =
rs∑
k=0
qkL
k
−1.
Each term qk is a sum of monomials L
nk
−k · · ·Ln2−2 where 2n2 + 3n3 + · · · = d − k. By the uniqueness result
of Fuchs, we may assume qd = 1, where d = rs. Set n1 = d − k and order these momomials lexigraphically
on (n2, n3, . . .). Thus the first term is L
d
−1.
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Consider a term · · ·Lnp+1−p−1Lnp−pLd−n1−1 v with np > 0 and suppose that we have already determined the
coefficients of all previous monomials in the lexicographic order to be polynomials in c and h. Let a be the
coefficient of Bv = · · ·Lnp+1−p−1Lnp−pLd−n1−1 v in the singular vector w. Let k = d− n1. Then since fot a singular
vector we would require Lp−1w = 0, in this case we just require that the coefficient of
· · ·Lnp+1−p−1Lnp−1−p Lk+1−1 v (∗)
in Lp−1w must be zero. We claim that this coefficient equals np(2p−1)a plus a sum of lower order coefficients
times polynomials in c and h. In particular a is again a polynomial in c and h.
If A is an element of the enveloping algebra of the Virasoro algebra we shall write Av ∼ 0 if Av is a
combination of terms lower than Bv in the lexicographic order, with coefficients polynomials in c and h.
Now we have
Lp−1w =
∑
j≥0
Lp−1qjL
j
−1v =
∑
k≥0
[Lp−1, qj ]L
j
−1v + qjLp−1L
j
−1v.
We look for terms ending with Ln−1−p L
k+1
−1 in this expression. We first note that it follows by induction on
k ≥ 1 that if j ≥ 1 then LjLk−1v lies in lin {ALi−1v : i < k, A ∈ U2}. Indeed
LjL−1L
k−1
−1 v = (j + 1)Lj−1L
k−1
−1 v + L−1LjL
k−1
−1 v,
which has the same form since L−1U2 = U2L1 and Lk−1−1 v is an eigenvector of L0. If k 6= c, then the induction
hypothesis forces qk ∼ D with D ∈ Up. So either k > c, in which case any monomial qk could have a non–zero
contribution from a monomial Lms−s · · ·Lmp−p with mp > np. Clearly taking the Lie bracket with Lp−1 can
increase the exponent of L−1 by at most one while diminishing the exponent of L−p by at most one. So
monomials ending with Ln−1−p L
c+1
−1 have coefficients that are polynomials in c and h. If k < c, there is no
way to increase the power of Lk−1 to L
c+1
−1 by taking the Lie bracket with Lp−1. For k = c and the terms
[Lp−1, AL
n
−p] with A a monomial in Up+1, we have
[Lp−1, AL
n
−p] = [Lp−1, A]L
n
−p + A[Lp−1, L
np
−p].
The first term lies in U2 while for the second
[Lp−1, L
n
−p]v = (2p− 1)
∑
a+b=n−1
La−pL−1L
b
−pv = (2p− 1)nLn−1−p L−1 +B,
where B ∈ U2. There could be several terms in qc with np = n; but in this particular case on bracketing
with Lp−1 and taking the term ending with L
n−1
−p L
c+1
−1 we obtain AL
n−1
−p L
c+1
−1 . It follows that all these terms
are linearly independent. But then there can be no cancellation and the coefficient of Lnr−r · · ·Lnp−1−p Lc+1−1 v
must be np(2p− 1)a plus a sum of lower order coefficients times polynomials in c and h, as claimed.
Now given this vector w =
∑
aα(c, h)LαL
d−|α| where the coefficients aα(c, h) are polynomials in c and
h, the condition L1w = 0 = L2w gives a series of polynomials bi(c, h) which must vanish for w to be a singular
vector. By the coset construction, we know that L(cm, hr,s(q)) has a singular vector at energy hr,s(m) + rs
if 1 ≤ s ≤ r ≤ m− 1. Thus bi(cm, hr,s(m)) = 0. Thus bi(c, h) vanishes at a point of accumulation on the real
curve ϕr,s(c, h) = 0. It follows that bi(c, h) = 0 whenever ϕr,s(c, h) = 0. Thus w defines a non–zero singular
vector if ϕr,s(c, h) = 0, as required.
Proof 2. A singular vector at energy level h+ rs has the form Pvh where
Pd =
rs∑
k=0
qkL
k
−1.
Each term qk is a sum of monomials L
nk
−k · · ·Ln2−2 where 2n2 + 3n3 + · · · = d − k. By the uniqueness result
of Fuchs, we may assume qd = 1, where d = rs. Set n1 = d − k and order these momomials lexigraphically
on (n1, n2, n3, . . .). Thus the first term is L
d
−1.
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Consider a term · · ·Lnp+1−p−1Lnp−pLd−n1−1 v with np > 0 and suppose that we have already determined the
coefficients of all previous monomials in the lexicographic order to be polynomials in c and h. Let a be the
coefficient of Bv = · · ·Lnp+1−p−1Lnp−pLd−n1−1 v in the singular vector w. Let k = d− n1. Then since fot a singular
vector we would require Lp−1w = 0, in this case we just require that the coefficient of
· · ·Lnp+1−p−1Lnp−1−p Lk+1−1 v (∗)
in Lp−1w must be zero. We claim that this coefficient equals np(2p−1)a plus a sum of lower order coefficients
times polynomials in c and h. In particular a is again a polynomial in c and h.
If A is an element of the enveloping algebra of the Virasoro algebra we shall write Av ∼ 0 if Av is a
combination of terms lower than Bv in the lexicographic order, with coefficients polynomials in c and h.
We have
Lp−1w =
e∑
k=0
Lp−1qkL
k
−1v =
e∑
k=0
[Lp−1, qk]L
k
−1v + qkLp−1L
k
−1v.
We look for terms ending with Ln−1−p L
e+1
−1 in this expression. We first note that it follows by induction on k
that if j ≥ 1 then LjLk−1v lies in lin {ALi−1v : i < k, A ∈ U2}. Indeed
LjL−1L
k−1
−1 v = (j + 1)Lj−1L
k−1
−1 v + L−1LjL
k−1
−1 v,
which has the same form since L−1U2 = U2L1 and Lk−1−1 v is an eigenvector of L0.
By the inductive hypothesis, all terms with k > e are have uniquely determined polynomial coefficients.
A monomial with k ≤ e can be written u = B · Ln−pA · Lk−1v with B a monomial in L−j’s for j > p and A a
monomial in the L−j’s with 2 ≤< p. But then
Lp−1u = [Lp−1, B] · Ln−pALk−1v +B · (Lp−1, Ln−p] ·ALk−1v) +BLn−pLp−1ALk−1v. (1)
Since [Lp−1, B] lies in U2, the first term in this expression has no terms ending in Le+1−1 . For the second note
that
[Lp−1, L
n
−p] = (2p− 1)
∑
a+b=n−1
La−pL−1L
b
−p = (2p− 1)nLn−1−p L−1 +D,
where D ∈ U2. Clearly, if k < e, then neither BDLk−1v nor BL−1ALk−1v contain terms ending in Le+1−1 v.
Finally for the last term, note that if X is a monomial in L−j for 1 ≤ j ≤ t, then for 1 ≤ s ≤ t we have
LsXv =
∑
aiXiv, where Xi has the same form as X with the exponent of L−1 increased by at most one.
Thus no terms ending in L
np−1
−p L
e+1
−1 arise this way if k < e.
When k = e, then by the inductive hypothesis, we only need to consider terms of the form u =
B · Ln−pLe−1v with either n ≥ np > 0 or zero. If n = 0, then
Lp−1u = Lp−1BL
e
−1v = [Lp−1, B]L
e
−1v +BLp−1L
e
−1v.
The first term contains no terms ending in Le+1−1 v. Nor does the second, since if kj0, LjL
e
−1v lies in
lin {Li−1v : 0 ≤ i < e}. If n > np, the none of the terms in (1) give rise to a monomial ending in Lnp−1−1 Le+1−1 v.
Finally there could be several terms BLn−pL
e
−1 in qe with n = np. However taking the term ending
with Ln−1−p L
e+1
−1 v in (1), we get BL
n−1
−p L
e+1
−1 v. Thus all these terms are distinct. But then there can be no
cancellation and and thus the coefficient of Lnr−r · · ·Lnp−1−p Lc+1−1 v must be np(2p − 1)a plus a sum of lower
order coefficients times polynomials in c and h.
Now given this vector w =
∑
aα(c, h)LαL
d−|α|
−1 where the coefficients aα(c, h) are polynomials in c and
h, the condition L1w = 0 = L2w gives a series of polynomials bi(c, h) which must vanish for w to be a singular
vector. By the coset construction, we know that L(cm, hr,s(q)) has a singular vector at energy hr,s(m) + pq
if 1 ≤ s ≤ r ≤ m− 1. Thus bi(cm, hr,s(m)) = 0. Thus bi(c, h) vanishes at a point of accumulation on the real
curve ϕr,s(c, h) = 0. It follows that bi(c, h) = 0 whenever ϕr,s(c, h) = 0. Thus w defines a non–zero singular
vector if ϕr,s(c, h) = 0, as required.
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Corollary. If r, s ≥ 1 and c = 1−6/m(m+1), then M(c, hr,s) has a singular vector of energy h = hr,s+ rs.
Proposition. Let c = 1 − 6/m(m+ 1), 1 ≤ s ≤ r ≤ m − 1, r′ = m− r, s′ = m+ 1 − q. Then M(c, hr,s)
has singular vectors a1, b1, a2, b2, · · · where for k ≥ 1, ak has energy αk = hr′,k(m+1)+s′ = hr,s−k(m+1) and bk
has energy βk = hr,s+k(m+1) = hr′,s′−k(m+1). The energies of the vectors are strictly increasing in the above
order. Moereover if Ak and Bk are the Verma modules generated by ak and bk, then Ak+1+Bk+1 ⊆ Ak∩Bk.
Proof. Since
αk+1 = αk + r
′(k(m+ 1) + s′), βk+1 = αk + r(s− k(m+ 1))
and
αk+1 = βk + r(s+ k(m+ 1)), βk+1 = βk + r
′(s′ − k(m+ 1)),
existence follows by successive applications of the previous corollary. The uniqueness of singular vectors as
a particular energy level in a Verma module implies the result on the set theoretic inclusion.
For fixed m and 1 ≤ s ≤ r ≤ m − 1, take x = h − hr,s,(m). As in the previous section let mk > 0 be
the order of the zero of (ak, ak)x and nk that of (bk, bk)x. For this to make sense, we have to check that,
if ξ = ak or bk, then (ξ, ξ)x does not vanish identically. But m (ξ, ξ)x > 0 for x sufficiently large, because
the Kac determinant formula and the unitarity of Verma modules for c ≥ 1 together imply that, at a fixed
energy level, the Shapovalov form is positive definite for c > 0 and h sufficiently large. The same argument
as used in the Section 9 shows that mk < mk+1, nk+1 and nk < mk+1, nk+1 since Ak+1 +Bk+1 ⊆ Ak ∩Bk.
Proposition. A1+B1 is the maximal submodule of M =M(c, hr,s) and Ak+1+Bk+1 = Ak ∩Bk for k ≥ 1.
Moreover mk = nk = 1 and∑
i≥1
chM (i) = ch(A1 +B1) +
∑
chA2k + chB2k =
∑
k≥0
chA2k+1 + chB2k+1.
Proof. From the Kac determinant formula hr,s = hr1,s1 for (r, s) = (r1, s1) + a(m,m + 1) with a ≥ 0 or
(r, s) = −(r1, s1) + b(m,m+ 1) with b ≥ 1. Hence∑
chM (i) = ϕ(q) ·
∑
a∈Z
q(r+am)(s+a(m+1)). (1)
On the other hand if Mk = max(mk, nk) and Nk = min(mk, nk), then Nk ≤ Mk < Nk+1 ≤ Mk+1. On the
other hand ∑
chM (i) ≥
∑
k≥1
(Nk+1 −Mk)ch (Ak +Bk) ≥
∑
k≥1
ch (Ak +Bk). (2)
Thus ∑
chM (i) ≥
∑
k≥1
ch (Ak +Bk).
We wish to prove the same inequality with Ak ∩ Bk replacing Ak+1 + Bk+1 for all k. Indeed suppose that
Rk is chosen maximal such that Ak ∩Bk ⊆M (Rk). Then Mk + 1 ≤ Rk < Nk. Hence Rk < Rk+1 and so∑
chM (i) ≥ ch (A1 +B1) +
∑
k≥1
(Rk −Rk−1)chAk ∩Bk ≥ ch (A1 +B1) +
∑
k≥1
chAk ∩Bk.
Now we have a short exact sequence
0→ Ak ∩Bk → Ak ⊕Bk → Ak +Bk → 0.
Hence
ch (A1 +B1) + chA1 ∩B1 = chA1 + chB1,
and for k ≥ 1
chA2k ∩B2k + chA2k+1 ∩B2k+1 ≥ ch (A2k+1 +B2k+1) + chA2k+1 ∩B2k+1 = chA2k+1 + chB2k+1.
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Hence ∑
chM (i) ≥ ch (A1 +B1) +
∑
k≥1
chAk ∩Bk ≥
∑
k≥0
chA2k+1 + chB2k+1. (3)
On the other hand the right hand side equals
ϕ(q) ·
∑
a∈Z
q(r+am)(s+a(m+1)),
so it coincides with the left hand side. So we have equality in (3), so that
A2k ∩B2k = A2k+1 +B2k+1
for all k. Now instead of M we take M ′ = A1 and set A
′
k = Bk+1, B
′
k = Ak+1 for k ≥ 1. Repeating the
argument above we get
∑
i≥1
ch (M ′)(i) ≥
∑
k≥1
chAk ∩Bk ≥
∑
k≥1
chA2k + chB2k. (4)
By (1), the left hand side of (4) equals
ϕ(q) ·
∑
a∈Z
q(r1+am)(s1+a(m+1),
where r1 = r and s1 = −s. But this equals the last term on the right hand side. Hence equality holds in
(4), so that
A2k−1 ∩B2k−1 = A2k +B2k
for k ≥ 1. Returning to equation (2), we have equality between the furthest terms and hence Nk+1−Mk = 1
for all k. Evidently m1 < m2 < · · · and n1 < n2 < · · ·. Now we have M (1) ⊇ A1 + B1, so m1 = 1 = n1.
Hence M1 = 1. So N2 = min(m2, n2) = 2. Note that if Nk < Mk then we would have an extra contribution
of chAk or chBk on the right hand side of (2). Since equality holds, it follows that Nk = Mk, so that
nk = mk. Since m1 = 1 = n1, we finally get mk = k = nk.
Corollary. chL(c, hr,s) = ϕ(q) ·
∑
k∈Z(−1)kqhr,s+k(m+1) .
Proof. We have
chL(c, hpq) = chM(c, hr,s)/(A1 +B1)
= chM(c, hr,s)− ch (A1 +B1)
= chM(c, hr,s) +
∑
k≥0
chA2k+1 + chB2k+1 −
∑
k≥0
( chA2k+1 + chB2k+1)
= ϕ(q) ·
∑
k∈Z
(−1)kqhr,s+k(m+1) .
APPENDIX A: Alternative proofs of Fubini–Veneziano relations.
First indirect proof. Recall that φ(n) : F → F is a primary field for the system of operators (an), U and
L0 if
[an, φ(k)] = mφ(k + n), [L0, φ(n)] = −(n+ µ)φ(n), Uφ(n)U∗ = φ(n+m),
for some m ∈ Z and µ ∈ R. We now fix k and consider
ψk(n) = [Lk, φ(n− k)] + (n− k)φ(n).
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It is easy to check that ψ satisfies the same conditions as φ with the same choice of µ. So by uniqueness,
ψk(n) = c(k)φ(n) for some constant c(k):
[Lk, φ(n− k)] + (n− k)φ(n) = c(k)φ(n). (1)
The Jacobi relation, the relation [La, [Lb, T ]]− [Lb, [La, T ]] = (a− b)[La+b, T ] and the non–vanishing of φ(0)
imply that
(a− b)c(a+ b) = ac(a)− bc(b).
But this functional equation implies that c is an affine function c(a) = αa + β. Indeed the c satisfying
this functional equation form a vector space. So subtracting an affine function from c, we may assume that
c(0) = 0 = c(1) and must then show that c ≡ 0. Taking a = −b, we see that c(a) = −c(−a) for all a. But
for a > 1, (a− 1)c(a+ 1) = ac(a). Hence c(a) = 0 for all a > 0 and hence for all a. So from (1) we have
[Lk, φ(n)] = (−n− αk − β)φ(n + k). (2)
Now on the one hand we have Φm(z) =
∑
φ(n)z−n−δ while on the other, regardless of the labelling of the
φ(n)’s, we have
Φm(z)Ω|z=0 = Ωm.
It follows that δ = 0 and φ(n)Ω = 0 for n > 0, with φ(0)Ω = Ωm. Since L0Ωm =
m2
2 Ωm, we must have
β = −m2/2. From equation (2) we have that
[Lk,Φm(z)] = z
k+1Φ′m(z) + ∆z
k(k + 1)Φm(z),
where ∆ = 1 − α and δ = α − β − 1. But δ = 0. Hence α = 1 −m2/2 and ∆ = m2/2. This proves the
Fubini–Veneziano relations.
Second proof by direct verification. We start by noting the adjoint relation
(Φm(z
−1))∗ = z−m
2
Φ−m(z)
follows immediately because
Φm(z
−1)∗ = exp(
∑
n<0
−znman
n
) exp(
∑
n>0
−mznan
n
)z−ma0Um
= z−ma0Um exp(
∑
n<0
−znman
n
) exp(
∑
n>0
−mznan
n
)
= z−m
2
Φ−m(z).
We shall need the following generalisation of Lemma B in Section 8.
Lemma. Let A be a formal power series in z (or z−1) with operator coefficients and let D be an operator
such that C = [A,B] is a multiple of the identity operator, where B = [D,A]. Then [D, eA] = (B +C/2)eA.
Proof. We have
[D,AN ] =
∑
p+q=N−1
ApBAq
=
∑
p+q=N−1
BAp+q + pCAp+q−1
= NBAN−1 +
N(N − 1)
2
CAN−2.
Hence
[D, eA] = (B + C/2)eA.
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Corollary. (a) [Lk, E+(z)] = (−
∑
n>0 an+kz
−n)E+(z),
and [L−k, E−(z)] = (−
∑
n>0 a−n−kz
−n)E−(z) if k ≥ 0.
(b) [L−k, E+(z)] = (−
∑
n>0 an−kz
−n + m
2
2 (k − 1)zk)E+(z)
and [Lk, E−(z)] = (−
∑
n>0 a−n−kz
n − m22 (k + 1)z−k)E−(z) for k > 0.
Proof. These formulas are straightforward consequences of the lemma, setting D = Lk and
A =
∑
±n>0
m
n
anz
−n.
For example to prove the first formula in (b), we have
B = [D,A] = −
∑
n>0
man−kz
−n = −
∑
i>−k
maiz
−i+k
so that
[A,B] = −[
∑
n>0
m
n
anz
−n,
∑
i>−k
maiz
−i+k]
= −
k−1∑
n=1
[an, a−n]
m2
n
zk
= −m2(k − 1)zk.
Proof of the Fubini–Veneziano relations. We first check the commutation relations with Lk for k 6= 0.
For k > 0, we have UL−kU
∗ = L−k + a−k, so that U
mL−kU
−m = L−k +ma−k and hence
[L−k, U
m] = −mUma−k.
Thus
[L−k,Φm(z)] = U
mz−ma0(B−E−E+ + E−B+E+),
where
B− = −ma−k −
∑
n>0
ma−n−kz
−n, B+ = −
∑
n>0
man−kz
−n − m
2
(zk − 1)/(z − 1).
On the other hand
z−k+1Φ′m(z) = U
mz−ma0z−k(−ma0)E−E+ + Umz−ma0(C−E−E+ + E−C+E+),
where
C− = −
∑
n>0
ma−nz
n−k, C+ = −
∑
n>0
manz
−n−k.
Thus
B− = C− −A
and
B+ = C+ +A− m
2
2
(k − 1)z−kI
where
A =
k−1∑
i=0
maiz
−i−k.
On the other hand
[A,E−(z)] =
k−1∑
i=0
m[ai, E−(z)]z
i−k
=
k−1∑
i=1
m2z−kE−(z)
= m2z−k(−1)kE−(z).
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Hence
[L−k,Φm(z)]− z−k+1Φ′m(z) = [−
m2
2
(k − 1) +m2(k − 1)]Φm(z)
=
m2
2
(k − 1)z−kΦm(z),
as required. The relation [Lk,Φm(z)] can be proved similarly or follows from this one by taking adjoints.
APPENDIX B: Explicit construction of singular vectors and asymptotic formulas of Feigin–
Fuchs. In this appendix we give a slightly simplified account of the approach of [3], [7] to singular
vectors in M(c(t), hr,1(t)), where c(t) = 13 − 6t − 6t−1, r = 2j + 1 for j a non–negative half integer and
hr,1(t) ≡ h(t) = (j2 + j)t − j. The case of interest in the text has t = 1, so that c = 1 and h = j2.
The treatment of [8], however, uses the more general case, when the singular vector is a polynomial in t
and a knowledge of the constant term and leading coefficient is required. A proof of their formulas in a
more general setting was given in [2], who commented that in the particular case the method of [3] for
determining the singular vector could not be used to derive the result. We show on the contrary that the
formulas are a trivial consequence of the algorithm of [3], which provided an alternative approach to explicit
formulas for the singular vectors of Benoit and St–Aubin [4]. Let E,F,H be a canonical basis of sl2 satisfying
[E,F ] = 2H , [H,E] = E and [H,F ] = −F and let C = H2+(EF+FE)/2, the Casimir element. Let V = Vj
be the irreducible representation of sl2 of spin j with (non–orthonormal) basis v−j , v−j+1, · · · , vj satisifying
Hvk = kvk, F
kvj = vj−k for k > 0 and F
2j+1vj = 0. Let W =
⊕
m∈ZW (m) be a representation of the
Virasoro algebra with L0w = (h +m)w for w ∈ W (m) and dimW (m) < ∞ for all m. We make operators
A on V and B on W act on V ⊗W as A⊗ I and I ⊗B respectively. With this convention, we define
N = −F +
∑
m≥0
(−tE)mL−m−1, M = L0−H− tC, L = L1+E(t(H − 1)+1), K = L2− tE2(t(H − 3
2
)+
7
4
).
Lemma A. [N,M ] = aN , [N,L] = bEN + cM and [N,K] = dE2N + eEM + fL where a = −1, b = −3t,
c = −2, d = −5t2, e = −4t and f = −3.
Remark. More generally, if we define L−1 = N , L0 =M and
Lk = Lk − (−E)ktk−1(t(H − k + 1
2
) +
3k + 1
4
)
for k ≥ 1 (so that L1 = L and L2 = K), then for p ≥ 0
[Lp,L−1] =
∑
q≥0
(p+ 1 + q)tqEqLp−1−q
and for p, q ≥ 0
[Lp,Lq] = (p− q)Lp+q .
Proof. This is a straightforward verification using the commutation relations.
Lemma B. Let ξ ∈ W satisfy L0ξ = h(t)ξ. Then there is a unique vector w =
∑2j+1
k=0 v−j+k ⊗ ξ−j+k,
ξ−j = ξ with L0ξk = (h(t) + k)ξk and Nw = vj ⊗ η. In this case η = Pjξ0 with Pj a uniquely determined
homogenenous polynomial of total degree r = 2j+1 in the universal enveloping algebra U− of the Lie algebra
vir− with basis L−k (k > 0) with coefficients polynomials in t of degree ≤ 2j. The constant coefficient is Lr1
and the coefficient of t2j is ((2j)!)2L−r. More generally, the coefficient of L
r
−1 is 1.
Remark. We will check below that Pj is non–zero by calculating its action a specific module. In fact it
can also be seen directly on a 1–dimensional module for vir−. For z ∈ C define that algebra homomorphism
ψz : vir− → C by ψz(L−1) = z and ψz(L−k) = 0 for k > 1. Then ψz(Pj) = z2j+1. Indeed we have to solve
N ′w = avj with w =
∑
akvk, a−j = 1 and N
′ = −F + zI. The solution is w = v−j + zv−j+1+ z2v−j+2+ · · ·
since we can check that (zI − F )w = z2j+1vj . Hence ψj(Pj) = z2j+1. (Alternatively this can be proved
using the Lie algebra endomorphism of vir− defined by θ(L−1) = L−1 and θ(Lk) = 0 for k ≤ −2.)
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Proof. The vectors ξk are defined inductively by ξ−j = ξ and for k = −j, . . . , j
ξk+1 ⊗ vk = L−1ξk ⊗ vk − L−2ξk−1 ⊗ tEvk−1 + L−3t2E2vk−2 + · · · . (∗)
This proves uniqueness. By induction ξ−j+k has the form Qkξ, with Qk a polynomial in U− of total degree
k. Performing this process for the Verma module M(1, j2) ∼= U−, gives a uniquely determined polynomial
Pj ∈ U−. Since there is a natural homomorphism of M(c, h) → W which is compatible with the equations
defined by N , it is clear that η = Pjξ.
Since the Lie algebra with basis L−k (k ≥ 0) is the semidirect product of the algebra with basis L−k
(k ≥ 2) and CL−1, it makes sense to talk about the coeffcients of powers of L−1 in U−. Taking the
homomorphism π sending L−k to zero for k ≥ 2 the recurrence relation becomes:
π(ξk+1)⊗ vk = L−1π(ξk)⊗ vk,
so that the coefficient of Lr−1 is 1. Alternatively using the evaluation map σ that set t = 0 in the recurrence
relation gives
σ(ξk+1)⊗ vk = L−1σ(ξk)⊗ vk,
which yields the same result. To get the leading cofficient in t, note that by the recurrence relation ξ−j+k is
polynomial in t of degree at most k − 1 for k ≤ r. On the other hand by definition
η ⊗ vj = L−1ξj ⊗ vj − L−2ξj−1 ⊗ tEvj−1 + L−3ξj−2 ⊗ t2E2vj−2 + · · ·+ L−2j−1ξ−j ⊗ t2jE2jv−j .
Thus the highest power of t in η is t2j and the coefficient is cL−rξ, where cvj = E
2jv−j . On the other hand
C = H2 −H + EF so that
Evk = EFvk+1 = (j
2 + j − (k + 1)2 + k + 1)vk+1 = (j2 + j − k2 − k)vk+1 = (j − k)(j + k + 1)vk+1.
Thus E2jv−j = ((2j)!)
2vj and hence c = ((2j)!)
2.
Lemma C. In the Verma module M(c(t), h(t)) generated by the vector ξ, there is a non–zero homogeneous
polynomial Pj of total degree (2j + 1) in the universal enveloping algebra U− of the Lie algebra with basis
L−k (k > 0) such that Pjξ is a non–zero singular vector.
Proof. Since the map A 7→ Aξ gives an isomorphism between U− and the Verma module, Pj 6= 0 forces
Pjξ 6= 0. We check that
L0η = (j + 1)
2η, L1η = 0 = L2η
Since L1 and L2 generate the Lie algebra with basis L−k(k > 0), the second identities imply that Lkξ0 = 0
for all k > 0, i.e. that η is a singular vector.
Let w be the vector in Lemma B with ξ−j = ξ, Nw = vj ⊗ η and let P = EN . Thus Pw = 0 and any
solution w′ ∈ V ⊗M2j of Pw′ = 0 must satisfy Nw′ = vj ⊗ η′ for some η′ ∈ Mj2 . On the other hand the
uniqueness statement in Lemma B, if w′ =
∑
vi ⊗ ξ′i satisfies ξ−j = 0 and Pw′ = 0 then w′ = 0.
We now show that w′ = Aw with A = M,L,K satisfies these hypotheses. First we check that the
coefficient of v−j in Aw
′ is zero. For A =M , we have
M(v−j ⊗ ξ−j) = (L0 −H − tC)(v−j ⊗ ξi)
= (L0 −H − t(j2 + j))(v−j ⊗ ξ−j)
= ((j2 + j)t− j + j − (j2 + j)t)(v−j ⊗ ξ−j)
= 0.
(In fact a similar computation shows directly that M(vi ⊗ ξi) = 0.) The result for A = L and A = K holds
because L1ξ = 0 = L2 and Evi and E
2vi are multiples of vi+1 and vi+2 respectively.
Now we check that PAw = 0 for the three choices of A. We first observe that, since EH = (H − I)E,
we have EA = A′E with
M ′ = L0 −H − tC + I, L′ = L1 − E(t(H − 2) + 1), K ′ = L2 − tE2(t(H − 5
2
) +
7
4
).
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Since [N,M ] = aN , we have NM =MN + aN so that
ENM = EMN + aEN =M ′EN + aEN.
Hence
PM =M ′P + aP.
So that PMw = 0, since Pw = 0. By uniqueness, Mw = 0. Similarly NL = LN + bEN + cM so that
ENL = ELN + bE2N + cEM = L′EN + bE2N + cEM.
Hence PLw = 0, since Pw = 0 andMw = 0. By uniqueness, Lw = 0. Finally NK = KN+dE2N +eEM+
fL so that
ENK = K ′EN + dE3N + eE2M + fEL.
Hence PKw = 0, since Nw = 0, Mw = 0 and Lw = 0. By uniqueness, Kw = 0.
APPENDIX C: Proof of Feigin–Fuchs product formula using explicit formula for singular
vectors.
Lemma A. Let A be an upper triangular n × n matrix, B the lower triangular matrix with 1’s below the
diagonal and 0’s elsewhere and suppose A−B is invertible. Then the solution v =∑ viei of (A−B)v = e1
has vn = det(A−B)−1.
Proof. Let X = A−B and Y = X−1. Thus vn = yn1 = (−1)n−1 detD/ det(X) where D is the (1, n) minor
obtained by deleting the first row and last column of X . This matrix is upper triangular with entries −1 on
the diagonal, so that detD = (−1)n−1. Hence vn = (detX)−1 as required.
Lemma B. There is a unique vector w =
∑
wiei with wn = 1 such that (A−B)w = ae1. For this solution
a = det(A−B).
Proof. The solution satisfies the recurrence relations wn = 1 and for 1 ≤ k ≤ n
wk =
n∑
i=k
akiwi
and is therefore uniquely determined. If A−B is invertible the result follows immediately from Lemma A.
If not then (A−B)u = 0 has a non–zero solution u =∑uiei. If un 6= 0, then, rescaling if necessary, we may
assume that un = 1. But then by uniqueness a = 0 = det(A − B), as required. If un = 0, then w′ = w + u
would satisfy w′n = 1 and (A−B)w′ = e1, so that by uniqueness u = 0, a contradiction. The result follows.
Lemma C. Let Pj be the operator giving the singular vector in the Verma module M(1, j
2) with j a non–
negative half integer. Let p ≥ 0 be an integer. Then for the natural action ℓn = −zn+1d/dz− p2(n+1)zn on
C[z, z−1]zµ with c = 0, we have Pjz
µ+p2 = az−d+µ+p
2
where a = (−1)d det(−F + (I + E)−1(−µI − p2I +
(2p+ 1)H + jI)).
Remark. Only the case p = 1 is needed in our applications.
Proof. Let λ = p2 and ν = µ+ λ. We set
u(z) =
2j∑
i=0
aiz
−i+νv−j+i, (1)
with a0 = 1. The coefficient a is determined as the unique solution of
avjz
ν−2j−2 = −Fu(z)−
∑
m≥0
(−E)mz−mu′(z)−
∑
m≥0
λm(−E)mz−m+1u(z).
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Thus
avjz
ν−2j−2 = −Fu(z)+
∑
m≥0
(−Em)z−m(µzν−1v−j +
2j∑
i=1
(−i+ν)z−i−1+νv−j+i)+λE(I +Ez−1)−2u(z). (2)
Let w(z) = z−νu(z). Thus multiplying by z−ν , we get
avjz
−2j−2 = −Fw(z) +
∑
m≥0
(−E)mz−m(−νz−1v−j +
2j+∑
i=1
(−i+ ν)z−i−1v−j+i + λE(I + Ez−1)−2w(z). (3)
Let w = w(1) = v−j + a1v−j+1 + a2v−j+2 + · · · and set z = 1 in (3). Setting a0 = 1, this yields
avj = −Fw +
∑
m≥0
(−E)m
2j∑
i=0
(−i+ µ)aiv−j+i + λE(I + E)−2w.
Now
Hv−j+i = (−j + i)vj−i,
so that
(−i− µ)v−j+i = (−H − j − µ)v−j+i.
Hence we get
avj = −Fw +
∑
m≥0
(−E)m(H + j)w + λE(I + E)−2w
= [−F + (I + E)−1(µI −H − jI)]w + λE(I + E)−2w.
It follows from Lemma B that
a = det(−F + (I + E)−1(νI −H − jI)) + λE(I + E)−2). (4)
When λ = 0 = p, this immediately gives the result for p = 0. When λ = 1 = p, we have HE = EH + E, so
that H(I + E) = (E + I)H + E and hence
(I + E)−1H(I + E) = H + (I + E)−1E. (5)
Similarly FE = EF − 2H , so that F (I + E) = (I + E)F − 2H and hence
(I + E)−1F (I + E) = F − 2(I + E)−1H. (6)
So in this case
−F + (I + E)−1(−νI +H + jI)) + E(I + E)−2) = (I + E)−1(−F + (I + E)−1(−νI + 3H + jI)(I + E),
and hence
a = det(−F + (I + E)−1(−νI + 3H + jI).
It follows by induction from (5) and (6) that for p ≥ 1
(I +E)−pH(I +E)p = H + p(I +E)−1E, (I +E)−pF (I +E)p = F − 2p(I +E)−1H − (p2− p)(I +E)−2E.
But then
−F + (I + E)−1(H + αI) + p2(I + E)−2E = (I + E)−p(−F + (I + E)−1(H + αI))(I + E)p.
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Hence
a = det(−F + (I + E)−1(H + jI − νI),
as required.
Lemma D. Let Pj be the operator giving the singular vector in the Verma module M(1, j
2) with j a non–
negative half integer. Let p ≥ 0. Then for the natural action ℓn = −zn+1d/dz−p2(n+1)zn on C[z, z−1]zµ+p2
with c = 0, we have Pzµ+p
2
= az−2j−1+µ+p
2
where
a = (−1)d
∏
k∈S
(µ− j2 + k2),
and S = {−j,−j + 1, · · · , j − 1, j} is the set of eigenvalues of H on Vj.
Proof. By Lemmas B and C, we have
a = det(−F + (I + E)−1(−µ− p2 + j + (2p+ 1)H)).
Since det(I + E) = 1, it follows that
a = det(−F − EF − µ+ j +H).
On the other hand
C =
1
2
(EF + FE + 2H2) = EF −H +H2
is a central operator acting on v−j as j
2 + j. Hence
−EF = −j − j2 −H +H2,
so that
a = det(−F − µ− p2 − j −H − j2 +H2 + j + (2p+ 1)H)
= det(j2 − 2pH − µ− p2 −H2)
= det(−µ− (H + p)2 + j2)
= (−1)d
∏
k∈S
(µ− j2 + (k + p)2),
as required.
APPENDIX D: Holomorphic vector bundles and flat connections. Given a holomorphic vector
bundle on the Riemann sphere C ∪ {∞}, we can restrict it to the covering by two discs {z : |z| < 2R} and
{z : |z| > r/2} where R > 1 > r which can be refined to smaller discs {z : |z| < R} and {z : |z| > r}.
We may identify each disc with a disc D′ = {z : |z| < 1 + δ} and the smaller disc with the unit disc
D = {z : |z| < 1}. Because it arises by restriction, there is a finite covering of D′ by opens Ui and
holomorphic maps gij : Ui ∩ Uj → GLn(C) with gijgjk = gik on Ui ∩ Uj ∩ Uk. Taking a connection on the
corresponding complex vector bundle, parallel transport along lines radiating from the origin trivialises the
vector bundle. Thus there are smooth maps hi : Ui → GLn(C) such that gij = hih−1j . Thus gij ·∂zhj = ∂zhi
and hence
h−1i ∂zhi = h
−1
j ∂zhj
on Ui ∩ Uj. It follows that there is is a C∞ map A : D′ → Mn(C) such that A = h−1i ∂zhi on Ui. We claim
that there is a smooth map f : D′ → GLn(C) with
∂zf = −Af (∗)
For then
∂z(hif) = ∂z(hi)f + hi∂z(f) = hi(Af + ∂z(f)) = 0.
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Thus ki = hif is holomorphic on Ui with gij = kik
−1
j , as required. We need the following generalisation of
Dolbeault’s lemma.
Lemma A. Let A ∈ C∞(D1,Ms) and h ∈ C∞(D1,Cs). Then we can find a solution f ∈ C∞(D,Cs) of the
homogeneous equation ∂zf = −Af on D. The inhomogenous equation ∂zf = −Af + h on Dr is solvable if
the dual equation has the analytic continuation property: with R fixed in (1, 1+δ), any solution of ∂zf = A
∗f
in DR = {z : |z| < R} vanishing on some open U in DR is identically zero in DR.
Remark. In the example above the solutions of ∂zf = −Af in U ⊂ D correspond to holomorphic sections
of the holomorphic vector bundle over U . Indeed ξi(z) = hi(z)f(z) satisfies gijξj = ξi, so it is a section,
and ∂zξi = 0. So it is holomorphic. Conversely, if (ξi) is a holomorphic section, then h
−1
i ξi fit together to
give a function f(z) which evidently satisfies ∂zf = −Af in U ⊂ D. Similarly if we define dual bundle by
g′ij(z) = (gij(z)
t)−1 then h′i(z) = (hi(z)
t)−1 and
A′(z) = hti(∂zh
−1
i )
t = −A(z)t.
Similarly the corresponding quantities for the conjugate antiholomorphic bundle gcij(z) = (gij(z)∗)−1 are
hci (z) = (hi(z)∗)−1 and Ac(z) = −A(z)∗. Thus any solution of ∂zf = A∗f in U yields an antiholomorphic
section of the antiholomorphic vector bundle over U .
Proof. Let ψ ∈ C∞c (D) be a bump function equal to 1 on Dr and 0 off Dρ for some r < ρ < 1. Replacing A
by ψA and h by ψh, we may assume that X lies in C∞c (D,Ms) and h lies in C
∞
c (D,C
s) and both therefore
extend to the whole of C. To solve the equation ∂zf = −Af + h on Dr, we include the disc D in a large
square F = [−R,R]×[−R,R]. By identifying opposite sides, doubly periodic functions on F can be identified
with functions on a torus T = T2. The operator D = ∂z = ∂x + i∂y. Let Hk(T ) be the L2 Sobolev spaces
for T constructed using the Laplacian operator ∆ = D∗D = DD∗ = −∂2x − ∂2y (see [5], [18], [35] or [38]).
The operator D defines a Fredholm operator of index 0 from Hk(T ) to Hk−1(T ), since it is diagonalised in
the natural basis. Its kernel consists of the constant functions and its image is the orthogonal complement
of the constant functions. The operator D+A is therefore also Fredholm of index zero from Hk(T )⊗Ms to
Hk−1(T )⊗Ms. Thus the equation
(D +A)f = h+ g (1)
is soluble provided (g+ h,wi)(k−1) = 0 for finitely many vectors w1, . . . , wp ∈ Hk−1(T )⊗Mn. But if U is an
of open set [−R,R]× [−R,R] with U ∩Dr = ∅, then C∞c (U) is embedded in Hk−1(T ). We need to justify
why there will be a vector g in C∞c (U) satisfying (g + h,wi)(k−1) = 0 (i = 1, . . . , p). In the homogeneous
case, when h = 0, this is clear because the image of C∞c (U) contains a subspace of dimension p+ 1.
In the inhomogeneous case, the wi will be the smooth functions in the finite–dimensional kernel of
D∗+A∗ = −∂z+A(z)∗. By assumption their restrictions to some U with U ∩Dr = ∅ are linearly dependent,
i.e. regarded as elements of L2(U,Cs) ⊂ H0(T ). Since C∞c (U,Cs) is dense in L2(U,Cs), we can find a
solution g ∈ C∞c (U,Cs) of (g + h,wi) = 0 (i = 1, . . . , p). Hence the conditions are satisfied with k = 1.
Corollary. The inhomogeneous equation is always solvable in the example coming from a holomorphic vector
bundle.
Proof. Linearly independent antiholomorphic sections of the conjugate bundle stay linearly independent
on any open U . Indeed in this case if w is in the kernel of D∗ +A∗ = −∂z +A(z)∗ and vanishes outside Dr
then it vanishes everywhere (by antiholomorphicity inside DR for r < R < 1).
Lemma B. If A ∈ C∞(D,Mn) and Dr = {z : |z| < r} for 0 < r < 1, then we can find B ∈ C∞c (D,Mn)
such that ∂z +A and ∂z +B commute on Dr.
Proof. The commutativity condition on Dr is equivalent to
∂zB = ∂zA− ad(A(z)) · B,
which can be solved by Lemma A with s = n2, f = B, h = ∂zA and the operator A(z) given by −ad(A(z)).
Lemma C. If A ∈ C∞(D,Mn) and Dr = {z : |z| < r} for 0 < r < 1, then we can find f ∈ C∞(D,Mn)
such that ∂zf = −Af on Dr with f(z) invertible on Dr.
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Proof. Taking B(z) as in Lemma B, we get operators ∂z +A and ∂z +B commuting on Dr. These define
a flat connection so that parallel transport along any path from 0 results in an smooth map f of Dr into
invertible matrices such that f(0) = I and
∂zf = −Af, ∂zf = −Bf
.
Remarks. 1. Standard approximation techniques by polynomials (see [9]) can be applied to deduce that
any holomorphic vector bundle on the unit disc is trivial.
2. The same techniques can be used to prove that a holomorphic vector bundle on an open ball B in Cn is
trivial. In that case the we have commuting operators ∂zi +Ai and must find commuting operators ∂zi +Bi.
This can be accomplished by successively using operators on L2 Sobolev spaces of T2n corresponding to the
de Rham complex in the first 2k real variables in T2n and the Dolbeault complex in the last 2n − 2k real
variables (regarded as n− k complex variables).
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