Abstract
Introduction
Social network analysis and visualization have become increasingly popular as key methods for analyzing textual content and for facilitating the understanding of community interactions. Representations of social networks are often created by mining text with automated techniques including natural language processing (NLP). The analysis of social networks is typically conducted with mathematical methods, such as graph theory, to determine network properties including size, density and degree of connectivity. While effective in revealing the structure and dynamics of a social group, these methods are limited in their capacity to uncover the meaning of the relationships, or edges, presented in a network. This paper describes the process of creation and visualization of a social network representing the jazz community as recorded in oral histories. It also presents innovative methods for semantically enhancing the network. The product of this effort is a tool researchers can use to navigate and examine disparate primary source data, including oral histories, in an integrated and interactive way. The development of the network is situated in the context of Linked Open Data research and development. The knowledge representation underlying the social network is based on the open standards and principles of the Linked Open Data initiative, a recent development of the Semantic Web (Berners- Lee, n.d.) . Linked data technology applied to network data makes it machinereadable across platforms and thus shareable and linkable to external datasets that exist in the linked data environment. As a consequence, this approach has the potential to support networks that are open and dynamic, networks that can be increasingly enriched with layers of additional semantics from both internal and external sources.
This study adopts a combined method of network development that includes automated and human-driven techniques to leverage the power of both approaches while overcoming their limitations. The project consists of two main phases of development: 1) the creation of a social network of person entities through text extraction and data visualization; and 2) the enhancement of the network by assigning semantics to its edges, acquired through crowdsourcing activities. A third phase, currently under development, will further enrich the network data with contextual information (e.g., spatial and temporal data) associated with the network relationships. Due to its experimental nature, the project has progressed through the development of working prototypes and pilots and provides a case study for innovation in cultural data representation, management, and use.
Background
The body of research on social networks based on textual documents is extensive and varied. The unprecedented availability of massive amounts of digitized text offers researchers a unique opportunity to conduct network analysis on a large scale. A great deal of research has emerged that leverages social networks for analyzing literature, language and culture (O'Connell, Ciccotosto and De Lange, 2011) . In humanities and cultural heritage research numerous studies have focused on creating and analyzing social networks from a wide range of text documents including Greek tragedies, Dante's Inferno, Shakespeare's plays, etc. (Stiller and Hudson, 2005; Cappelli et al., 2011; Moretti, 2011; Rydberg-Cox, 2011) . This type of work relies primarily on techniques of computational linguistics. Typically, a statistical approach is adopted to examine word frequency and co-occurrence in large-scale corpora. These probabilistic methods can be highly effective for the analysis of text at a cursory level, but fall short of uncovering the nuanced semantics found, for example, in literary works. To this end, the NLP community has renewed its efforts to develop methods for deeper semantic analysis of text, including granular classification of semantic relationships in sentences (Girju et al., 2009) . Nastase et al. (2013) emphasize that relationships between people or other entities and concepts are pervasive in non-trivial texts and recognizing the semantic analysis of these relationships is essential to the understanding of such texts. The authors present an extensive survey of current methods for classifying relations between nominals (nouns or noun phrases) in text documents employing various degrees of supervision. While a supervised approach elicits high quality results, it also requires reliance on previously annotated data making it costly and limited in scope. On the other hand, little or nonsupervised methods make it possible to process information from large text collections and from open information environments such as the Web. They pose, however, a number of challenges including the generation of a significant amount of inaccurate and redundant results. Therefore, a combined approach is viewed as the most promising strategy to advance work on semantic analysis of text.
Methodology
The development of the social network described here is situated in the context of the Linked Jazz, a project that applies Linked Open Data technology to oral histories in the domain of jazz history.
[1] The aim of Linked Jazz is to build applications and services that facilitate the discovery and analysis of digital resources in the field of cultural heritage. At the core of the project is the development of a social network that reveals the density and patterns of the relationships in the jazz community. As discussed earlier, the network was created as a knowledge structure that can be linked with data from external datasets in line with the principles and practices of the Linked Open Data initiative. This approach has the potential to make the network open to integration with additional data and thus richer and more dynamic. It also poses certain constraints in terms of the requirements for describing network data, its level of granularity and its quality. For example, Linked Open Data relies on Resource Description Framework (RDF) for the data model. RDF structures information in the form of subject-predicate-object statements, also called triples, where each element of the triple is uniquely and globally identified by a Unique Resource Identifier (URI). When this representation technique is applied to a social network model, nodes are either subjects or objects of an RDF statement and edges correspond to predicates, each identified by a URI. In our study, subjects and objects-the personal names of jazz musicians in the network-were extracted from the text by leveraging automated techniques. For the selection of predicates-the personal relationships between musicians to be assigned to edges-we relied on human intervention to supplement the automated approach.
Our sample of documents consisted of fifty digitized interview transcripts from special collections and archives in the U.S.
[2] When compared to unstructured documents where human relationships are commonly detected by semantic proximity based on the cooccurrence of names in the text, interview transcripts do offer advantages. The questionand-answer format of an interview makes it possible to establish basic connections between people by assuming that if the interviewee mentions an individual, some type of connection should exist with that person. While the meaning of the connection is not specified, at the very least it can be inferred that the interviewee has some knowledge of the person mentioned.
Phase 1: Social network creation and visualization
In Phase 1, we used named entity recognition (NER) to locate instances of personal names in the transcripts, leveraging a domain-specific directory of over nine thousand jazz artist names we had previously created. To automate the process, an application [3] was developed to perform data analytics on the transcripts. We applied NPL techniques to identify all likely names for each person entity and associate each name instance to the subject of the interview.
To enforce the quality of the data and reduce name ambiguity and inconsistency, both of which pose significant obstacles to the extraction process, we performed name resolution through mapping. Person and organization names can present a great deal of noise including misspelling and redundancy. This is particularly challenging with artists who are often associated with aliases including stage names. For example, Billie Holiday presents six alternate names including spelling variants and nicknames -Billie Holliday, Billy Holiday, Eleanora Fagan, Eleanora Holiday, Elanora NcKay, and Lady Day, as per her Library of Congress name authority record. [4] To address ambiguity and reconcile variant forms, person and organization names were mapped onto name authority files including LC Name Authority File [5] and the Virtual International Authority File (VIAF).
[6] A web-based application was developed to automate the mapping process. [7] The tool performs matching of name and birth/death date strings and then ingests name variants derived from the authorities. This mapping service can be accessed via a user-friendly interface that displays results grouped according to various levels of confidence, the highest being an exact match (perfect correspondence of name and dates) then close matches (name string, but not dates), then finally partial or no matches. This tool also supports human intervention and curation including approval and removal of uncertain or problematic results.
This phase resulted in the construction of a social network where nodes represented person entities, primarily jazz artists, and edges represented the relationships held among entities. The network is based on a datasets of RDF triples. As discussed earlier, this entails labeling each node and edge of the network with a Unique Resource Identifier (URI). Below are two examples of RDF triples stating the name and the birthplace of the jazz artist Billie Holiday:
<http://dbpedia.org/resource/Billie_Holiday> <http://xmlns.com/foaf/0.1/name> "Billie Holiday"@en <http://dbpedia.org/ontology/birthPlace> <http://dbpedia.org/resource/Philadelphia> .
Next, a visualization application was developed to facilitate the navigation and analysis of the network.
[8] This tool is highly interactive, allowing the user to pan and zoom within the network, single out individuals and explore their personal network, retrieve short biographical descriptions, and even play an audio clip. To support explorative and analytical functions, the tool enables the user to select different views and navigate the network from different organizational perspectives. For example, one view uses a cosine similarity-like filter that clusters individuals into cliques according to their shared connections. Another view lets the user drill down to the individual level to see the individual's cohort and the connections they share. The underlying dataset is accessible via an API [9] following best practices of Linked Open Data's sharing and reuse of data. The methods adopted in this phase of development have served us well in identifying the links among person entities. The social network reveals a highly interconnected community that can be explored and analyzed from various perspectives. Figure 2 shows a view of shared relationships between Billie Holiday and pianist and composer Mary Lou Williams. As the project progresses from the stage of working prototype to full implementation, we expect to achieve an incrementally richer and more accurate representation of the musician network. The nature of the human relationships, however, remains unspecified.
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Phase 2: Assigning meaning to network connections.
The next phase of development addressed the challenge of assigning meaning to the connections identified in our social network. Because detecting the semantics of edges presents a daunting computational challenge, we opted for an approach that relies on the crowd to interpret and classify the personal relationships represented in the network .
In recent years crowdsourcing has become a popular strategy to support a wide range of tasks that would otherwise be difficult to perform. As Hedges and Dunn (2013) point out, the role public communities can play in contributing to research has been amplified by the profound transformation of the Web into a collaborative space. In the area of humanities research, for example, crowdsourcing has been extensively embraced to overcome system limitations when performing a wide range of large-scale and laborintensive tasks including the correction or transcription of literary works. [10] A dedicated application [11] was created to engage jazz researchers and enthusiasts-the project's intended user community-in the analysis of the content of the interview transcripts. Users were given the task of identifying and assigning the appropriate type(s) of social relationships between musicians. The tool consists of an interface that displays excerpts of interviews broken down into Q&A snippets and a pick list of personal relationships. The spectrum of relationships that were deemed suitable for the description of personal and professional interactions include various degrees of friendship that span from simple acquaintance to close friendship, and different types of professional collaborations, from playing together to being someone's mentor. These relationships, presented to users in a clickable menu, are predicates derived from well-established RDF vocabularies in order to facilitate data sharing, reuse and interlinking, according to Linked Open Data best practices.
A good deal of effort was invested in the design of the tool. One of the greatest challenges for crowdsourcing systems is how to encourage and sustain user participation. Recent literature has shown that public engagement is triggered and maintained by various motivational factors including self-expression and peer-recognition (Brabham, 2013) . The possibility to contribute to the greater good or to increase one's knowledge by learning from peers are also strong incentives (Oomen and Aroyo, 2011) .
We conducted usability testing of the application's interface in collaboration with the UX Team from the School of Information and Library Science (SILS) at Pratt Institute lead by Dr. Craig MacDonlad. Testing took place over a two-week period in April 2013 with a sample of ten participants representative of the intended end user community. Each participant was assigned three tasks to complete using the thinking aloud protocol. The first task required participants to explore the main page of the site. For the second task participants were asked to choose an interview with a musician of their choice then assign relationships with other musicians based on their analysis of the text excerpt provided. These tasks were intentionally broad to encourage natural and realistic interaction with the website. The third task required participants to follow a specific pathway where a musician was assigned in advance. They were asked to classify the relationship between the musician and two other musicians, also pre-assigned. This more directed task was intended to elicit targeted feedback on specific elements of the application (e.g., level of difficulty in identifying appropriate relationships).
Overall, participants were satisfied with the design and functionality of the website and reported a positive experience. Results also identified some of the common challenges in designing an effective crowdsourcing system. In particular, we needed a better strategy for fostering engagement and sustaining participation including: 1) lowering entry barriers; 2) providing participants with extensive feedback on their progress while performing tasks; and 3) creating a space where users could contribute their domain knowledge and share it with the community. While evaluation and refinement is ongoing, the prototype is currently being piloted by anonymous volunteers. Figure 3 shows a sample of typed relationships users have contributed.
[ Figure 3 . Typed relationships assigned by users]
Phase 3: Beyond typed relationships
The next step to enhance the network dataset beyond typed relationships will be to integrate it with contextual information (e.g., spatio-temporal data). It is almost axiomatic to recognize the importance of context, especially for the study of cultural and social communities. Contextual information associated with network data helps to situate individual actors and their interpersonal relationships in space and time, creating new paths to and opportunities for knowledge discovery and interpretation. For example, such an enriched dataset would allow researches to consider contemporaneous and concurrent events that may have influenced the work of a group of musicians. Having a fuller understanding of the conditions that surround and impact human events and lives is ultimately what drives historical scholarship. The ability to access and examine interconnected information seamlessly, beyond the technical and institutional silos that often confine primary sources, would benefit scholarly research and learning considerably.
To automatically capture the depth of context in a digital text, however, is a difficult task that will require the use of complex computational linguistics methods. Our automated methods were capable of effectively detecting person and organization names as well as geographic locations and events. What remains difficult for machines to achieve is the ability to associate these data with the appropriate entity, especially when the entities include multiple subjects in different roles like in the text of an interview. Once again, leveraging human interpretation through crowdsourcing is a promising approach to facilitate the arduous task of collecting rich contextual information.
To gather this new layer of semantics we are designing an application that relies on human annotation driven by dynamically-generated questions. This tool, to be integrated in the crowdsourcing system described in phase two, presents users with an online interface that allows them to add contextual information derived from the interview transcript at hand. A use case is presented in Figure 4 . In this interview segment various named entities can be found, including names of people (e.g., John Hammond, Mildred Bailey), and music venues, dates and time periods, as well as places (18 th Hole, summer of '52, New York). The ability to capture and associate this type of data would help to further refine the relationship between Holiday and some of her colleagues. This information could then be linked to other data, such as recordings or performing dates, geographical locations, or additional biographical data to provide multiple perspectives for data analysis, interpretation, and understanding. Spatial and temporal data are only two examples of the possible contributions that domain experts could provide to supplement the text. They could also supply external information that is not present in the text, but may be part of the domain expert's knowledge base that is relevant to the content.
[ Figure 4 . An interview snippet presenting various contextual elements including music venues, geographical locations and time periods]
The method by which we will elicit information from the user community will depend on the capability of the system to model questions dynamically and present them in context. An interactive application using RDF as a knowledge framework will compose and display relevant context-based questions to the user. Crowdsourcing contributors will be engaged in this new task as part of the interview analysis workflow. Specifically, during the task of assigning a relationship to a pair of musicians, users would be presented with additional contextual questions generated by the RDF model. An example of an RDFbased model representing the relationship of being friend of situated in context is shown in Figure 5. [ Figure 5 . Model of the relation friendOf situated in spatio-temporal context.] Contextual data including the time, place, and event at which two musicians came in contact will be gathered based on the questions generated by this model. Questions of various degrees of complexity, from simply asking "what year did two musicians meet?" to a more articulate question regarding, for example, "what musical instrument did each musician play in a specific performance together?" will be modeled and formulated based on the modeling functionality integrated in the application. Responses to these questions will be expressed as RDF statements, seamlessly enhancing the existing connections. This application will have learning capabilities. As more of these questions are asked and answered, the better the system will be able to acquire additional information from the user. The development process will be iterative through a series of piloting and evaluation phases. The community of jazz history researchers will be involved in assessing the usability and usefulness of the tool as well as the quality of the data gathered.
Conclusion and Future Work
This study describes innovative methods and tools used to create and visualize social networks to facilitate the navigation and the analysis of connections between people in the domain of jazz history. While social networks continue to be a popular knowledge system used to represent the structure of a community, the nature of interpersonal connections remains highly speculative. The combination of automated and humandriven techniques described here leverages the power of NLP for name recognition and extraction, essential to create the social network in its most basic form. This approach capitalizes on the depth of human interpretation through crowdsourcing to classify network connections and enrich them with contextual semantics.
Nodes and edges of the network are represented as Linked Open Data, an emerging technology in web development applied here to social network development. Linked data provides the open standards needed to represent the semantics of the network in a declarative way for machine readability and interlinking across-domains and platforms.
Future plans include the further development of the crowdsourcing application through user-centered testing of its effectiveness. In particular, an evaluation of the quality of the crowdsourced data collected will be conducted with jazz experts. Their feedback will guide the process of refinement before the public release.
Social networks, especially when semantically enhanced, have the potential to elicit new scholarship by uncovering meaningful connections among individuals in a unified discovery place. They can also support teaching and learning in interactive and engaging ways. For instance, students can determine the personal and professional milieu of a musician by clustering individuals around a node and learn about their communication patterns and artistic influence. The ultimate goal is to provide researchers as well as the general public with new services and applications that effectively support the analysis and interpretation of cultural data and facilitate the understanding of the structure and dynamics of social groups and communities.
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