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Abstract
In this article, we propose new Monte Carlo techniques for mov-
ing a diffusive particle in a discontinuous media. In this framework,
we characterize the stochastic process that governs the positions of
the particle. The key tool is the reduction of the process to a Skew
Brownian Motion (SBM). In a zone where the coefficients are locally
constant on each side of the discontinuity, the new position of the par-
ticle after a constant time step is sampled from the exact distribution
of the SBM process at the considered time. To do so, we propose
two different but equivalent algorithms: a two-steps simulation with a
stop at the discontinuity and a one-step direct simulation of the SBM
dynamic. Some benchmark tests illustrate their effectiveness.
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1 Introduction
In many domains of physics and biology, one faces parabolic partial differen-
tial equations of type
∂C(t, x)
∂t
=
1
2
∇(D(x)∇C(t, x)) (1)
where C represents for example the concentration or the density of a pop-
ulation, and D is a diffusivity tensor. This equation arises naturally as it
relates the variation of C(t, x) in time to the divergence of the flux (case of
an incompressible fluid) in a media where the Fick law occurs (the flux J is
related to the gradient of the concentration through J = 1
2
D∇C). This is
for example the case of a fluid in a porous medium and (1) is then the Darcy
law.
Equations of type (1) may be naturally solved by a Monte Carlo method
by relating the value of C(t, x) with the density of particles moving randomly
in the medium with a dynamic prescribed by the second-order differential op-
erator ∇(D∇ · ). If D is smooth, then the particles move as the solutions
to some Stochastic Differential Equation (SDE) Xt = x +
∫ t
0
B(Xs)dWs +∫ t
0
∇D(Xs)ds, where the matrix B is such that BBT = D and W is a Brow-
nian motion.
There are many situations whereD is discontinuous, and the discontinuity
may have several order of magnitude. Even if D is not smooth, a stochastic
process X is associated to 1
2
∇(D∇ · ) [60].
The simulation techniques we present here rely on the properties of X in
a one-dimensional random media. As explained in Remark 3, they may be
applied as well as the solution to the Stochastic Differential Equation (SDE)
Xt = x+
∫ t
0
√
D(Xs)dWs for a Brownian motionW , whenD is discontinuous.
The process is associated to the non-divergence form operator 1
2
D4.
Monte Carlo methods are sometimes the only available methods and
have the advantage to be simple to implement in general and may be com-
bined with other effects such as physical or chemical interactions with the
medium, ...
Discontinuities of D happen in many scientific domains, where the ques-
tion of the simulation of X has been treated: geophysics [1–3, 5, 11, 17, 27,
31–33, 41, 43, 54–56, 59, 62], ecology [13, 53, 57], brain imaging [22], astro-
physics [42,64], meteorology [61], molecular dynamic [9, 47], ...
As backed by numerical and experimental results [7], specific schemes
have to be designed to take the discontinuities into account.
Although the multi-dimensional case remains open, the one-dimensional
case is tractable and already arouses a lot of interest. Several approaches
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have already been proposed: in addition to the references given above, see
[19–21,37,39,44,45], ...
In this article, we propose a new simulation method relying on exact
simulation on a simple one-dimensional case.
More precisely, we consider the divergence form operator
L =
1
2
∇(D∇ · )
in dimension one (note the one-half), where D(x) = D+ if x ≥ 0 and D(x) =
D− if x < 0. We want to construct a numerical scheme for the stochastic
process X associated to L, where X evolves according to constant time steps.
By comparison with the Continuous Time Random Walk (CTRW) ap-
proach, the time steps are chosen here as constants while in the CTRW
framework they are random [43,48,49,52]. The advantage of CTRW is to be
able to deal with normal or anomalous diffusion. Despite being restricted to
normal diffusion, our algorithms present the major interest of simulating the
exact distribution of the SBM process.
As explained below, considering D piecewise constant with a disconti-
nuity at 0 is the simplest case but one may of course consider the case of
a diffusion coefficient D which is not piecewise constant or with multiple
discontinuities, since the dynamic of the particle depends mainly on its im-
mediate environment. This way, our scheme has to be seen as a “basic brick”
that is to be applied only locally around a discontinuity.
For this, we rely on a change of variable that transforms X into a Skew
Brownian motion (SBM) [26,28,38]. This change of variable has already been
used in several articles [19, 37, 39, 54–56] and the SBM is now acknowledged
to be one of the main tool to understand the behavior of the process around a
discontinuity of D. This probabilistic reasoning gives then a simple, analytic
expression for the transition density function q(t, x, y) of X, which is the
density of Xt when X0 = x is known. This expression for the density may
also be obtained by the method of images [31,62].
Other numerical schemes relying on the SBM have already been proposed.
Some of them are not schemes with constant time steps [20, 37, 39]. In [19],
P. Étoré proposes a way to move the particle on a fixed grid. The Euler
scheme proposed by M. Martinez and D. Talay [44–46] relies on another
transform and is different from ours. In [16], the authors use this kind of
transform together with the Girsanov transform to study the density of the
process with a drift and discontinuous coefficients. In [21], P. Étoré and M.
Martinez proposed a scheme with a constant time step which is a variation
of the exact simulation method of A. Beskos and G.O Roberts [8]. With
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respect to ours, this method may be applied to the case of a variable diffusion
coefficient with a drift. But it is more complex to set up.
The novelty of this article is to explain how to generate efficiently a ran-
dom variate with density q(t, x, · ). Note that our algorithms are exact and
do not introduce discretization errors. Generating such a random variate
allows one to draw the position X(k+1)δt of the particle when its position Xkδt
at time kδt is known. This way, an approximation of the path of the particle
may be constructed and we call this an Euler scheme, although it is different
in essence from the Euler scheme for solutions to SDE.
Te paper is organized as follows. Sect. 2 presents the Euler scheme and
introduces the SBM process. A recall of the dynamic of the SBM is done in
Sect. 3. Then we present the main contributions of this paper which are two
different but equivalent algorithms to simulate the SBM dynamic. The first
one, presented in Sect. 4, relies on the computation of the first passage at the
interface which is modelled by a discontinuity. The reason is that once at the
interface, the simulation of the position of the particle at a given time is easily
deduced from the one of a normal random variable. The second algorithm,
presented in Sect. 5, relies on a direct simulation of the random variable by
using the special form of the density. Sect. 6 illustrates the effectiveness of
the proposed algorithms on some benchmark tests.
Notations and definitions A random variate is a realization of a random
variable. In this article, every time an algorithm relies on the generation of
several random variates, they are assumed to be independent. In practice,
we use only a pseudo-random number generator.
We denote by N (µ, t) the Gaussian distribution with mean µ and vari-
ance t. The Gaussian density is
g(t, x) =
1√
2pit
exp
(−x2
2t
)
,
and we set g(x) = g(1, x).
The cumulative distribution function of the normal distribution N (0, 1)
is
Φ(x) = P[G ≤ x] =
∫ x
−∞
1√
2pi
exp
(−y2
2
)
dy =
∫ x
−∞
g(y)dy,
and with set
Φ(x) = 1− Φ(x) = P[G > x]
with G ∼ N (0, 1).
The uniform distribution on an interval [a, b) is denoted by U([a, b)). The
Bernoulli distribution of parameter p is denoted by Ber(p).
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A Brownian motion B with B0 = x is simulated very easily by itera-
tively computing Bt+δt = Bt + ξ where ξ is a realization of N (0, δt) and is
independent from Bt.
2 The Skew Brownian motion and the Euler scheme
We consider the divergence form operator
L =
1
2
∇(D∇ · )
in dimension one (note the one-half), where D(x) = D+ if x ≥ 0 and D(x) =
D− if x < 0.
Following standard results in PDE (See [35] for example), for a square
integrable function f (resp. g), solutions of the elliptic (resp. parabolic)
PDE
Lu = f on (−`1, `2),
u(−`1) = α,
u(`2) = β
(resp.
{
∂tv(t, x) = Lv(t, x), t > 0, x ∈ R,
v(0, x) = g(x)
)
is smooth on (−`1, `2) \ {0} (resp. R+ × (R \ {0})), and the conditions
u(0+) = u(0−) and D+∇u(0+) = D−∇u(0−) (2)
(resp. u(t, 0+) = u(t, 0−) and D+∇u(t, 0+) = D−∇u(t, 0−),∀t > 0).
The condition on the gradients in (2) is called the flux condition.
Remark 1. More generally, we may consider a problem with diffusivity D+ on
the right side of 0, D− on the left side of 0 and a solution which is continuous
at 0 with a flux condition (1 + q)∇u(0+) = (1− q)∇u(0−), q ∈ (−1, 1). For
this, select four values (D+, D−, D+, D−) such that
D− = 1, q =
D
+ −D−
D
+
+D
− , D
+ =
D
+
D+
and D− =
D
−
D−
and use the operator L = 1
2D
∇(D∇ · ). See [39] for details.
Following [43], D may be interpreted as a diffusivity factor (in meters)
while 1/D may be interpreted as a velocity called the parametric velocity (in
m/s). Thus D = D/2D is the diffusivity coefficient (in m2/s), while DD
(in s) has the dimension of a time and is used as the mean time of the time
jumps in the Continuous Time Random Walk technique.
For the sake of simplicity, we consider only divergence form operators in
this article but everything could be carried to general framework as shown
in Remarks 3 and 4 below.
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Our aim is to design a numerical scheme for the stochastic process X
associated to L with a constant time step. This means that for a given time
step δt and a given position Xt of the particle, how to simulate the next
position Xt+δt?
Let us recall that the process X is in some sense “memoryless”, which
is rigorously expressed by the Markov property. This means that the future
positions of (Xs)s≥t when Xt is known depend only on Xt and not on (Xr)r<t.
Besides, these processes are homogeneous in time, which means that the
distribution of (Xt+θ)θ≥0 given Xt = x is the same as the distribution of
(Xθ)θ≥0 given X0 = x. These two properties are pretty convenient for writing
numerical schemes with constant time steps: one has only to prescribe, when
X0 = x, how to find exactly or approximately the position y of the particle
at time Xδt, and then to start again by replacing x by y.
We will abusively called a constant time step scheme an Euler scheme, by
similarity with the most common and widely used Euler scheme for solving
SDE, although our process X belongs to a more general class of stochastic
processes.
For convenience, we have placed the discontinuity at xd = 0. In the case
of diffusivity coefficient D discontinuous at some point xd 6= 0, it is sufficient
to shift the old and new positions respectively by −xd and xd for reducing
this case to xd = 0.
Remark 2. According to the respective values of D+ and D−, it may be
convenient to use different time steps when the particle is on the right or on
the left of the discontinuity. As we deal here with the dynamic of the particle
close to the discontinuity, we do not address this problem here.
2.1 Reduction to the Skew Brownian motion
It has been proved that the process X is solution to a stochastic differential
equation (SDE) with local time (See [19,39] for example):
Xt = x+
∫ t
0
√
D(Xs)dWs + γL
0
t (X), γ =
D+ −D−
D+ +D−
.
Here, L0t (X) is the symmetric local time of X. This is a particular process
which describes the amount of time the process spends to 0. It may be
formally defined as
L0t (X) = lim
→0
1
2
∫ t
0
1{Xs∈[−,]}d〈X〉s,
where 〈X〉 is the quadratic variation of X, which is 〈X〉t =
∫ t
0
D(Xs)ds. This
is a continuous, non-decreasing process. However, it increases only on the
closure of the set {t ≥ 0|Xt = 0}, which is a set of zero Lebesgue’s measure.
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With Ψ(x) = x/
√
D+ if x ≥ 0 and Ψ(x) = x/√D− if x < 0, the Itô-
Tanaka formula [30, Theorem 3.7.1] and the properties of the local time yields
that Yt = Φ(Xt) is solution to
Yt = Ψ(x) +Wt + θL
0
t (Y ), θ =
√
D+ −√D−√
D+ +
√
D−
. (3)
The process Y is called the skew Brownian motion (SBM) of parameter θ.
The survey article [38] contains an account about the possible constructions
and the main properties of this process which was introduced in the 70’s.
The change of variable Ψ has been used in [37,39] and in [54–56].
The density transition function q(t, x, y) of the process X is linked to the
density transition function pθ of the SBM of parameter θ given by (3) by
q(t, x, y) =
1√
D(y)
pθ
(
t,
x√
D(x)
,
y√
D(y)
)
.
A simple, analytic expression of pθ is given by (5) below.
The meaning of the function q(t, x, y) is that when being at x at time 0,
the probability that the particle moving according to L with a discontinuity
at 0 belongs to the infinitesimal interval of size dy around y is q(t, x, y)dy.
This change of variable is pretty simple and may be applied only locally.
Algorithm 1 below means that when the particle X is close enough to the
boundary (See Sect. 2.2), we first transform it into a Skew Brownian motion
by Yt = Xt/
√
D(Xt). Second, we apply one of the schemes given below to
simulate Yt+δt. Third, we find the position of the particle at time t + δt by
Xt+δt =
√
D(Yt+δt)Yt+δt.
Remark 3. Similar computations may be applied to the solution of the SDE
Xt = x +
∫ t
0
√
D(Xs)dBs whose infinitesimal generator is 12D4. More gen-
erally, as noted in Remark 1, we may consider the process X generated by
L = 1
2D
∇(D∇ · ). In this case, define Φ(x) = β+x for x ≥ 0 and Φ(x) = β−x
with β± =
√
D±/
√
D
±. Hence Φ(X) is a SBM with
θ =
√
D
+
D+ −
√
D
−
D−√
D
+
D+ +
√
D
−
D−
as seen in [19,39]. In particular, the SBM of parameter θ may be associated
to D+ = D+ = (1 + θ)/(1− θ) and D− = D− = 1 [38].
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Remark 4. The density transition function q(t, x, y) of the process X gener-
ator by L = 1
2D
∇(D∇ · ) satisfies both the Kolmogorov backward equation
∂q(t, x, y)
∂t
+
1
2D(x)
∇x(D(x)∇xq(t, x, y)) = 0
as a function of x and the Kolmogorov forward equation
∂q(t, x, y)
∂t
=
1
2
∇y
(
D(y)∇y
(
1
D(y)
q(t, x, y)
))
as a function of y. This expresses that at 0
q(t, 0+, y) = q(t, 0−, y) and D+∇xq(t, 0+, y) = D+∇xq(t, 0−, y)
for any y, while
1
D+
q(t, x, 0+) =
1
D−
q(t, x, 0−) and D
+
D+
∇yq(t, x, 0+) = D
−
D−
∇yq(t, x, 0−)
(4)
for any x. As noted in the end of Remark 3, the SBM of parameter θ belongs
to this class of processes. Thus, the first condition in (4) becomes (1 −
θ)pθ(t, x, 0+) = (1 + θ)pθ(t, x, 0−) and explains the discontinuities observed
in Figure 2.
2.2 The interface layer
The SBM behaves like a Brownian motion except when it reaches 0. Let τ be
the first time at which the Brownian motion starting from x < 0 reaches 0.
Then Px[τ < t] = 2Φ(x/
√
t) when x < 0. Fix a probability α ∈ (0, 1) and
find cα > 0 such that 2Φ(−cα) = α. Then with probability α, the SBM does
not reach the interface at position 0 for x < −cα
√
t. For α = 5%, cα = 1.95.
For α = 1%, cα = 2.57. For α = 0.5%, cα = 2.80.
As summarized in Figure 1, the idea is then to use the usual Euler scheme
with step δt for the Brownian motion when the particle does not belong to
[−√D−cα
√
δt,
√
D+cα
√
δt], and a biased Euler scheme with step δt when the
particle belongs to this interval [−√D−cα
√
δt,
√
D+cα
√
δt], which we call the
interface layer. By a biased Euler scheme, we mean a scheme that replicates
the dynamic of the SBM.
2.3 The Euler scheme
A scheme for X will be deduced from a scheme on Y by simply applying the
function Ψ−1 to the next position of the particle. Away from the interface,
the usual Euler scheme (or any other efficient scheme) may be used whereas
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c®
p
D¡±t c®
p
D+±t
Interface layer
´ SBM step
normal step
of s. dev.
p
D¡±t
normal step
of s. dev.
p
D+±t
Figure 1: The interface layer [−√D−cα
√
δt,
√
D+cα
√
δt]; Outside the inter-
face layer: normal step; Inside the interface layer: SBM step (notice the non
Gaussian character of the corresponding density).
inside the interface, a biased scheme is proposed: See Algorithm 1. Also,
there is no problem in dealing with multiple interfaces.
We now concentrate on the simulation of the biased Euler scheme that
gives the next position of a particle starting within the interface layer.
3 The dynamic of the Skew Brownian motion
We have to focus on an approximation of the Skew Brownian motion at a
given time t. This process has the Markov properties and is homogeneous in
time, which means that the distribution of (Ys+t)t≥0 given (Yr)0≤r≤s has the
same distribution as (Yt)t≥0 given Y0.
Let Px be the distribution of Y with Y0 = x. With an abuse of notation,
we use the same convention for the Brownian motion W .
The density transition function of the SBM for a discontinuity at xd = 0
has a simple expression:
pθ(t, x, y) = g(t, y − x) + sgn(y)θg(t, |y|+ |x|) (5)
with sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if x < 0. This expression may be
derived from the reflection principle [38, 63]. Figure 2 shows typical plots of
the density.
More generally, for a discontinuity at xd, the density transition function
writes pθ,xd(t, x, y) = pθ(t, x− xd, y − xd).
From (5), we deduce immediately that the SBM enjoys the same scaling
property as the Brownian motion.
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Data: The position Xt at time t of the particle.
Result: The position Xt+δt at time t+ δt of the particle.
if Xt < −
√
D−cα
√
δt then
/* Outside the interface layer: usual Euler scheme */
return Xt +
√
D−ξ with ξ ∼ N (0, δt);
end
if Xt >
√
D+cα
√
δt then
/* Outside the interface layer: usual Euler scheme */
return Xt +
√
D+ξ with ξ ∼ N (0, δt);
end
else
/* Inside the interface layer: biased Euler scheme */
/* Step using the SBM evolution */
Set x←Ψ(Xt);
Simulate H = Yδt with Y0 = x, where Y is the SBM of parameter
(
√
D+ −√D−)/(√D+ +√D−);
return Xt+δt = Ψ−1(H);
end
Algorithm 1: A step of the Euler scheme.
−4 −2 0 2 4
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(a) x = −1
−4 −2 0 2 4
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(b) x = −0.5
−4 −2 0 2 4
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0.
1
0.
2
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3
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4
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(c) x = 0.5
Figure 2: The density pθ(t, x, · ) of the Skew Brownian motion for θ = 0.5
at time t = 1 for three values of the initial point x.
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Property 1 (Scaling property). For any c > 0 and any t > 0, Y ′t =
√
cYt/c
with Y ′0 =
√
cx is equal in distribution to Yt with Y0 = x.
The “symmetry” property is also useful and follows from the equality
pθ(t, x, y) = p−θ(t,−x, y). Note that θ is transformed into −θ.
Property 2 (“Symmetry” property). For a SBM process Y of parameter θ
with Y0 = x, the process Y ′ = −Y is a SBM of parameter −θ with Y ′0 = −x.
Under Px, |Y | has the same distribution as a reflected Brownian mo-
tion |W |. This is an immediate consequence of the Itô-Tanaka formula ap-
plied to | · |. Besides P0[Yt > 0] = (1 + θ)/2.
We recover the experimental result of [59]: The average number of parti-
cles at time t that are on the right of the discontinuity is equal to
√
D+/(
√
D++√
D−) time the number of particles.
The next two sections present the two algorithms we propose for the sim-
ulation of the dynamic of the SBM. The first one is a two-steps algorithm
that contains a stop at the interface of discontinuity, the second one yields a
direct simulation of the SBM process according to its known density transi-
tion function (5). An alternative but more complex algorithm, that relies on
some fine properties of Brownian paths, may be found in [34].
4 A two-steps algorithm for the simulation of the SBM
evolution
This algorithm requires to simulate the first time τ the process reaches zero,
if it happens before δt. This aspect is developed in B. In particular, we
present some existing methods that allow one to simulate the exact time it
takes for the particle to reach the interface [4,10,23,40]. We also discuss the
choice of a linear interpolation.
Starting at a position say x < 0, once the time τ = inf{t > 0|Wt = 0}
is known for a Brownian motion W with W0 = x, one faces two options:
either τ is greater than δt, which means the particle did not cross the interface
of discontinuity during the time δt, either it is lower, then the particle is
moved at the interface and one has to simulate its next position, during the
remaining time δt− τ .
In this last case, the starting point x is then 0, and Yt = |G|, where
G ∼ N (0, t), that is a normal of mean 0 and variance t, and  ∈ {−1, 1} is
independent from G and P[ = 1] = (1+θ)/2. This follows immediately from
the symmetry property of the Gaussian distribution and the expression (5).
The SBM evolution step of Algorithm 1 is given by Algorithm 2.
11
Data: An initial position x < 0 and a time δt > 0.
Result: A realization of Yδt where Y is the SBM of parameter θ and
Y0 = x.
Generate a realization (s, y) of (δt ∧ τ,Wδt∧τ ) where
τ = inf{t > 0|Wt = 0} for a Brownian motion W with W0 = x;
if s = δt then
/* The interface is not reached before t+ δt */
return y;
else
/* The interface is reached at time t+ τ with τ < δt */
Generate a Bernoulli random variate  ∈ {−1, 1} with
P[ = 1] = (1 + θ)/2;
Generate a random variate G ∼ N (0, 1);
return 
√
δt− s|G|;
end
Algorithm 2: The two-steps algorithm simulating the dynamic of the
SBM.
5 A direct algorithm for the simulation of the SBM evo-
lution
We give an algorithm that does not rely on computing the first passage time
to the interface, and which is then an alternative to Algorithm 2.
Now, let us consider the case where the particle is at a given point x <
0. The case x > 0 may be considered by using the symmetry property
(Property 2). In this case, one should change x into −x, y into −y and θ
into −θ.
It follows from the scaling property (Property 1) that Yt given {Yt > 0}
with Y0 = x is distributed as
√
tY1 given {Y1 > 0} with Y0 = x/
√
t.
We set
z = x/
√
t.
Since {Y1 = 0} is a null event under Pz, it does not matter to consider
the event {Y1 > 0} instead of {Y1 ≥ 0}. With g(y) = g(1, y) the density of
the normal random variable N (0, 1), the probability that Y1 > 0 is
κ(z) = Pz[Y1 > 0] =
∫ +∞
0
pθ(1, z, y)dy
= (1 + θ)
∫ +∞
−z
g(y)dy = (1 + θ)Φ(−z).
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With the scaling property, Px[Yt > 0] = κ(z) = κ(x/
√
t).
If x > 0, then a similar computation or a symmetry argument (Prop-
erty 2) shows that
Px[Yt > 0] = 1− (1− θ)Φ(z).
Let us introduce the random variable Z+(z) distributed as Y1 given Y1 > 0
and Y0 = z, as well as Z−(z) distributed as Y1 given Y1 < 0 and Y0 = z.
Below, we study the main properties of these random variables (simu-
lation, moments, approximations). The simulation of Yδt is then given by
Algorithm 3, which is an alternative to Algorithm 2. The simulation of
Z+(z) and Z−(z) are given in Algorithms 4, 5 and 6 below.
Data: An initial position x < 0 and a time δt > 0.
Result: A realization of Yδt where Y is the SBM of parameter θ and
Y0 = x.
Generate a random variate U ∼ U([0, 1));
if U ≤ (1 + θ)Φ(−x/√δt) then
Generate a random variate H =
√
δtZ+(x/
√
δt);
else
Generate a random variate H =
√
δtZ−(x/
√
δt);
end
return H;
Algorithm 3: The direct algorithm simulating the dynamic of the
SBM.
5.1 Simulation of Z+
Assume without loss of generalities that x < 0. With (5), pθ(t, x, y) =
(1 + θ)g(y − x) when y > 0 and κ(x) = (1 + θ)Φ(−x).
For a bounded, measurable function f with a support included in R+,
Ez[f(Y1)|Y1 ≥ 0] = Ez[f(Y1);Y1 ≥ 0]Pz[Y1 ≥ 0] =
1
Φ(−z)
∫ +∞
0
f(y)g(y − z)dy
=
1
Φ(−z)
∫ +∞
−z
f(y + z)g(y)dy = E[f(z +G)|G > −z]
with G ∼ N (0, 1). This means that Z+(z) is distributed like G + z given
{G ≥ −z}. The distribution of G ∼ N (0, 1) given {G ≥ m} is called the
Gaussian tail distribution GT (m).
In A, we present some ways to simulate a random variate with the Gaus-
sian tail distribution GT (z). Hence, the simulation of Z+(z) is pretty easy,
as shown in Algorithm 4.
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Data: A initial position z < 0.
Result: A random variate of Z+(z).
Generate a random variate G ∼ GT (−z);
return z +G;
Algorithm 4: Simulation of Z+(z) when z < 0.
5.2 Simulation of Z−
The probability that Y1 < 0 with Y0 = z < 0 is 1− κ(z) = 1− (1 + θ)Φ(−z).
The distribution function of Z−(z) is
P−(y) = Pz[Z−(z) ≤ y] = Pz[Y1 ≤ y|Y1 ≤ 0]
=
1
1− (1 + θ)Φ(−z) (Φ(y − z)− θΦ(y + z)) , y ≤ 0,
while its density is
p−θ (y) =
1
1− κ(z) (g(y − z)− θg(y + z)) , y ≤ 0.
Yet g(y − z) is the density of z +G with G ∼ N (0, 1).
It is then possible to use a Newton algorithm in order to compute (P−)−1(U)
with U ∼ U([0, 1)), which gives the desired random variable. However, this
method may be time consuming.
An alternative way of proceeding is the following and depends on the sign
of θ.
If θ > 0, then one may use a rejection method. Note that
p−θ (y) ≤
1
1− (1 + θ)Φ(−z)g(y − z).
Indeed, g(y − z) is the density of G+ z with G ∼ N (0, 1) and P[G ≤ −z] =
Φ(−z) = 1−Φ(−z). Hence h(y) = g(y−z)/Φ(−z) is the density ofH = z−G
with G ∼ GT (z).
Thus,
p−θ (y) ≤ β(z)h(y) with β(z) =
1− Φ(−z)
1− (1 + θ)Φ(−z) . (6)
A variant of the rejection techniques is the following, when one has
a bound of type (6) on densities (See [18, II.3, p. 40]): Simulate a ran-
dom variate H with density h as well as a uniform random variate U until
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p−θ (H)/h(H) ≤ β(z)U . Then H is a realization of a random variable with
density p−θ .
Note that in our case,
p−θ (y)
h(y)β(z)
= 1− θg(y + z)
g(y − z) = 1− θ exp(−2yz).
Since 1− U and U have the same distribution when U ∼ U([0, 1)), the stop
condition in the rejection method takes a simple form.
Algorithm 5 describes the simulation of Z−(z) when θ > 0, z < 0.
Data: A point z < 0 and a parameter θ > 0.
Result: A random variate of Z−(z).
repeat
Generate a random variate H = z −G with G ∼ GT (z);
Generate a random variate U ∼ U([0, 1));
until U ≥ θ exp(−2Hz);
Algorithm 5: Simulation of Z−(z) when θ > 0, z < 0.
If θ < 0, then one may use a composition method. Let us note that
P−(y) =
Φ(−z)
1− κ(z)
Φ(y − z)
Φ(−z) − θ
Φ(z)
1− κ(z)
Φ(y + z)
Φ(z)
.
The function Φ(y − z)/Φ(−z) is the distribution function of G + z given
{G ≤ −z} while Φ(y + z)/Φ(z) is the distribution function of G − z given
{G ≤ z}.
Using the symmetry of the Gaussian distribution, Φ(z) = Φ(−z) for any
z ∈ R and 1 − κ(z) = Φ(−z) − θΦ(−z) since Φ(−z) + Φ(−z) = 1 for any
z ∈ R.
For
α(z) =
Φ(−z)
1− κ(z) =
1− Φ(−z)
1− (1 + θ)Φ(−z) , (7)
P−(y) may be written
P−(y) = α(z)
Φ(y − z)
Φ(−z) + (1− α(z))
Φ(y + z)
Φ(z)
.
One may then simulate Z−(z) using the composition method [18, II.4, p. 66]
given by Algorithm 6.
As previously, we are reduced to simulate Gaussian tail distributions in-
troduced in Section 5.1 and A.
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Data: A point z < 0 and a parameter θ < 0.
Result: A random variate of Z−(z).
Generate a uniform random variate U ∼ U([0, 1));
Compute α(z) given by (7);
if U < α(z) then
Generate y = z −G with G ∼ GT (z);
else
Generate y = −z −G with G ∼ GT (−z);
end
return y;
Algorithm 6: Simulation of Z−(z) when θ < 0.
5.3 The moments of the random variables Z+ and Z−
The moments of the random variables Z+ and Z− will be used to get some
uniform or Gaussian approximations of them.
After standard computations, for z < 0,
E[Z+(z)] =
g(z)
Φ(−z) + z, E[Z
−(z)] =
(θ − 1)g(z)
1− (1 + θ)Φ(−z) + z,
and
E[(Z+(z))2] = z
g(z)
Φ(−z) + z
2 + 1,
E[(Z−(z))2] =
−zg(z)(1 + θ)
1− (1 + θ)Φ(−z) + 1 + z
2.
5.4 Uniform distribution of Z+ and Z−
A first approximation consists in replacing the random variables Z+ (resp. Z−)
by a uniform random variable L+U (resp. −L−U) with U ∼ U([0, 1)).
This means that the density p+θ (resp. p
−
θ ) is replaced by the density
(L+)−11[0,L+) (resp. (L−)−11[0,L−)).
A natural way to choose the parameter L± is by matching the means
of Z± and ±L±U . Since the expectation of U is 1/2, we take
L± = ±2E[Z±(z)].
5.5 Half-normal approximation of Z+ and Z−
The density p±θ has a support on R±. In order to get faster computations, one
may want to replace Z+ (resp. Z−) by a simpler random variable. An obvious
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choice consists in using a half-normal distribution with parameter σ+. By
this, we mean |G| (resp. −|G|), where G ∼ N (0, σ+) (resp. G ∼ N (0, σ−)).
The density of |G| is 2g(σ+, · ) on R+.
The Kullback-Leibler divergence is a way to characterize the distance
between two distributions. Hence, we choose the parameter σ+ in order
to reduce the Kullback-Leibler divergence between Z+ and |G| with G ∼
N (0, σ+). This divergence is defined by
K(p+θ , 2g(σ+, · )) =
∫ +∞
0
p+θ (x) log
p+θ (x)
2g(σ+, x)
dx.
Optimizing over σ+, one gets that
σ+ =
∫ +∞
0
x2p+θ (x)dx = E[(Z
+(z))2].
6 Benchmark tests
To show the effectiveness of our methods, we consider some test cases pre-
sented in [31] with the discontinuity at xd = 0. We consider a 1D domain,
[−L,L] with L = 49. We have D = D+ on [0, L] and D = D− on [−L, 0]
with reflecting boundary conditions on xmin = −L and xmax = L. The time
step of the algorithm is δt = 0.005.
6.1 Test 1: density test
On Figure 3, we plot an approximation of the density of the particles at time
T = 6 when the starting point x0 is −5 for D+ = 0.5 and D− = 10, δt = 5×
10−3, and cα = 3. We use 100,000 particles and the simulation is performed
using Algorithm 1 coupled with Algorithm 3 (direct SBM algorithm). The
interface layer is, in that case, [−√D−cα
√
δt,
√
D+cα
√
δt] = [−0.6708, 0.15].
At time T = 6, the probability that a particle has reached xmin or xmax is
very small. Hence, the density may be compared to the density q(t, x, y) on
the whole space and we see a perfect match. We obtain the same good result
by using the two-steps Algorithm 2 instead of Algorithm 3 (not drawn).
Remark 5. In order to compare these expression with the analytic expressions
found for example in [31,43], one has to take into account the one-half factor
so in these articles, correspond to D2 = D+/2 and D1 = D−/2.
6.2 Test 2: long time behavior
We also study the long time behavior of the scheme, as in [31]. It is known
that in the steady state regime, the particles are uniformly spread over the
domain, whatever the values of the diffusivity coefficient D. If N+(t) is the
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Figure 3: Normalized histogram of particles at time T = 6 obtained with
Algorithm 1 coupled with Algorithm 3 (direct SBM algorithm), with 100,000
particles when x0 = −5 for D− = 10, D+ = 0.5, δt = 5× 10−3, and cα = 3 in
the definition of the interface layer. The black line is the density q(t, x, y).
number of particles on [0, L] and N−(t) is the number of particles on [−L, 0]
at time t, thenN−(t)/N+(t) converges to 1. Figure 4 presents the evolution of
R(t) = N−(t)/N+(t) for D− = 5 and D+ = 0.25 for 10,000 particles starting
at the position xmin = −L with Algorithm 1 coupled with Algorithm 3 or 2.
The curve “No correction” corresponds to the result obtained with the use
of a classical Euler scheme on the entire domain, even in the interface layer.
It emphasizes the need of a specific algorithm inside the interface layer, like
one of the two proposed here, to take the discontinuity into account.
On Figure 4, the horizontal red dashed lines represent the 99%-confidence
interval on R(t) based on the quantiles of 4Z and the above approximation.
Indeed, by the Central Limit Theorem, assuming that the steady state is
reached, then P[Xt ∈ [0, L]] = 1/2 and then N+(t) may be approximated by
N+(t) = N(1/2 + Z(t)) where Z(t) ∼ N (0, 1/4N), Hence,
R(t) =
1
2
+ Z
1
2
− Z ≈ 1 + 4Z.
Hence, for t large enough, R(t) fluctuates around 1 but these fluctuations
stay within the error range of the Monte-Carlo method.
We also check the convergence of the ratio R(t) towards 1 for different ra-
tio D−/D+, D−/D+ ∈ {2.5, 5, 7.5, 10, 12.5, 15, 17.5, 20}. Figure 5 shows the
ratio of N−/N+ averaged over the time 20 000-30 000, for which the steady
state is reached. Without any appropriate method to take the discontinu-
ity into account, the results are not satisfactory as attested by the curve
named “No correction”. On the contrary, all simulations performed using one
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Figure 4: Convergence of the ratio R(t) = N−(t)/N+(t) vs time with the
two proposed algorithms for D−/D+ = 20 and 10,000 particles starting at
the position xmin = −L. The black curve “No correction” corresponds to the
result obtained with the use of a classical Euler scheme on the entire domain,
even in the interface layer.
of our two algorithms lead to consistent results whatever the value of the
ratio D−/D+.
7 Summary and future work
We have proposed two effective algorithms for the simulation of the SBM
dynamic. These algorithms are exact ones and are essential tools for the
Lagrangian simulation of diffusion in discontinuous media. Extensive test
cases as well as comparison with other algorithms (like the ones proposed in
geosciences [27, 62]) will be provided in a forthcoming paper.
Another interesting future work will be to introduce immobile times in
order to consider more complex particle fates such as absorption, stagnation
and desorption [6, 25,58].
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A Simulation of the Gaussian tail distribution
The Gaussian tail distribution GT (z) is the distribution of the normal ran-
dom variable G given to {G ≥ z}. If z < 0, then a simple rejection technique
may be used: one draws a normal random variate until it is greater that z.
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Figure 5: Convergence of the averaged ratio of N−/N+ over
time 20000-30000 with the two proposed algorithms for D−/D+ ∈
{2.5, 5, 7.5, 10, 12.5, 15, 17.5, 20} and 10,000 particles starting at the position
xmin = −L. The black curve “No correction” corresponds to the result ob-
tained with the use of a classical Euler scheme on the entire domain, even in
the interface layer.
With z = 0, it takes two samples in average. When z is positive, this tech-
nique becomes inefficient as z increases. A specific rejection technique given
in [18, IX.1, p. 380] provides an efficient way to sample G given {G ≥ z}
for z ≥ 0.
B Simulation of the first time the particle reaches the
interface
We consider in this appendix how to simulate the process X until the (ran-
dom) time τ at which it reaches the discontinuity at 0 for the first time. Until
this time τ , then for a Brownian motion Xt =
√
D+Wt (resp. Xt =
√
D−Wt)
if X0 > 0 (resp. X0 < 0). The problem then reduces to the simulation of the
first time the Brownian motion reaches 0.
Given δt and Xk, we then present several ways to get either Xk+1 with
Xk+1Xk > 0 (the two successive positions are on the same side of the dis-
continuity) or the first time τ the process hits 0 when starting from Xk (or
equivalently, the Brownian motionW hits 0 with starting pointXk/
√
D(Xk))
with τ < δt.
Three methods are presented here. Other algorithms have been proposed
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to perform such simulations. But some of them (See [24] for example) show
their relevance in term of weak error, that is the error induced in functionals
of type E[φ(τ,Xτ )] where the first hitting time τ of 0 is replaced by its
approximation. Other methods exist where the time step is reduced (See for
example [29], which also use the Brownian bridge test in a way similar to the
one presented in B.2 but with exponential time steps instead of constant
time steps).
What is said here may be applied to more general diffusion processes.
Using the scale, we work on the level of the Brownian motion which we may
assume to start from x. Again, the results of Sect. 2.2 may be applied there.
If x is far enough from 0, then the probability the particle crosses 0 before
δt may be neglected.
B.1 Linear approximation
We perform an Euler scheme for the Brownian motion with diffusivity D+
or with diffusivity D−. If the interface is crossed, the new position does not
have the same sign as the starting position. This new position is kept to
perform a linear approximation of τ and the new position is set to be 0 as
described by Algorithm 7.
Data: An initial position x = W0.
Result: A couple (τ, 0) or (δt,Wδt).
Generate a random variate y ∼ N (0, δt);
if sgn(x) = sgn(y) then
return (δt, y);
else
Set τ←δt|x|/(|x|+ |y|);
return (τ, 0);
end
Algorithm 7: Linear approximation of τ
The choice of τ in case of a crossing is justified by Remark 6 below in
B.2.
The drawback with this algorithm is to over-estimate the first hitting
time of 0: if Xk and Xk+1 have the same sign, it is possible that the part of
the path between times tk and tk+1 crosses the boundary 0. We refine this
method in the next section.
B.2 Using Brownian bridge’s properties
A way to modify the naive previous scheme consists in using the Brownian
bridge distribution (see Algorithm 8). Indeed, the Brownian path (Wt)t∈[0,δt]
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when X0 = x and Xδt = y is called a Brownian bridge. As δt goes to zero,
the deviation of a Brownian bridge path from the segment linking x to y
becomes smaller and smaller.
The idea is then to use its property to simulate the first time the Brownian
bridge crosses 0, if it does. For this method, see [4, 10, 23,40], ...
There are two cases to consider: xy > 0 and xy < 0. Without loss of
generalities, we assume that x < 0. The computations are borrowed from [8].
The case x < 0, y < 0. Here, the process may have not crossed the
boundary.
The probability that the Brownian bridge goes above a level β > y > x
is
Px
[
sup
t∈[0,δt]
Wt ≥ β Wδt = y
]
= exp
(−2
δt
(β − x)(β − y)
)
.
If the Brownian bridge crosses 0, then the first time τ = δtξ/(1 + ξ)
where ξ follows an inverse Gaussian distribution IG(x/y, x2/δt). The density
r(µ, λ, · ) of IG(µ, λ) is
r(µ, λ, x) =
√
λ
2pix3
exp
(−λ(x− µ)2
2µ2x
)
.
This distribution is easily simulated using the algorithm [50] (See also [18,
p. 148]).
The case x < 0, y > 0. In this case, the process crosses the boundary. Its
first hitting time τ is equal to δtξ/(1+ξ) where ξ follows an inverse Gaussian
distribution IG(−x/y, x2/δt).
Remark 6. The mean of the IG(µ, λ) is µ and its variance is µ3/λ. Thus, for
ξ ∼ IG(−x/y, x2/δt) with x < 0 and y > 0,
ξ =
|x|
|y| +
√
δtα
where α is a random variable with zero mean and variance |x|/|y|3. Hence,
τ
δt
=
|x|
|y| +
√
δtα
1 + |x||y| +
√
δtα
=
|x|+√δtα′
|x|+ |y|+√δtα′ ≈
|x|
|x|+ |y|+
√
δtα′
|y|
|x|(|x|+ |y|)+· · · ,
with α′ = α|y| has a variance |x|/|y|.
Hence, for small values of δt, the random variable τ may be approximated
by δt|x|/(|x|+ |y|).
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Data: An initial point x and a time δt > 0.
Result: A random variate (δt ∧ τ,Wδt∧τ ).
Generate a random variate G ∼ N (0, 1);
Set y ← x+√δtG;
if sgn(x) 6= sgn(y) then
Generate a random variate ξ ∼ IG(|x|/|y|, x2/δt);
Set τ ← δtξ/(1 + ξ);
return (τ, 0);
else
Generate a random variate U ∼ U([0, 1));
if U < exp(−2xy/δt) then
Generate a random variate ξ ∼ IG(|x|/|y|, x2/δt);
Set τ ← δtξ/(1 + ξ);
return (τ, 0);
else
return (δt, y);
end
end
Algorithm 8: Simulation of (δt ∧ τ,Wδt∧τ ) using Brownian bridge’s
properties.
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B.3 Controlling exit times from intervals
If the particle is initially at position y, then let us fix x < y < z, and let
τ = inf{t > 0|Wt 6∈ [x, z]} be the first time the Brownian motion W reaches
either x or z.
The couple (τ∧δt,Wτ∧δt) may be simulated exactly for any δt > 0 [37,39].
A C library is available for this purpose [36].
If the interface is at z = 0 and y < 0, then this algorithm may return
(τ,Xτ ) with τ < δt and Xτ = x. It is then possible to iterate by replacing δt
by δt − τ until the particle reaches the interface or the sum of the time is
equal to δt, as seen in Algorithm 9.
Data: W0 = y.
Result: The hitting time τ of 0 if smaller than δt or the next position
of the Euler scheme.
Set s←0;
repeat
Select x < y < z with z = 0 if y < 0 and x = 0 if y > 0;
Generate a random variate (τ ′, y′) of (τ ∧ (δt− s),Wτ∧(δt−s)) with
τ = inf{t > 0 |Wt 6∈ [x, z]} and W0 = y for a Brownian motion W ;
Set s←s+ τ ′;
Set y←y′;
until y = 0 or s = δt;
Algorithm 9: Simulation of (τ ∧ δt,Wτ∧δt) using the exit time from
intervals.
Algorithm 9 is more costly than Algorithm 8. Yet this algorithm is suit-
able in the case of multiple interfaces, since this algorithm ensures that before
δt ∧ τ , the particle does not leave the interval [x, z].
For a multi-dimensional generalizations of these simulations, using squares,
rectangles or spheres, see [12,14,15,51].
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