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THE NEWTON PROCEDURE FOR SEVERAL VARIABLES
M. J. SOTO AND J. L. VICENTE
Abstract. Let us consider an equation of the form
P (x, z) = zm + w1(x)z
m−1 + · · ·+ wm−1(x)z + wm(x) = 0 ,
where m > 1, x = (x1, . . . , xn), n > 1, is a vector of variables, k is an
algebraically closed field of characteristic zero, wi(x) ∈ kJxK, and wm(x) 6= 0.
The aim is to prove the Theorem of Newton-Puiseux, namely:
Theorem 1. The roots of the above equation are formal power series with
rational exponents of bounded denominators, whose Newton diagrams are con-
tained in an S-cone.
As an application, in Section 4, we deal with some topics of integral de-
pendence of Puiseux power series. In particular, we construct a domain kJxK∗
containing kJxK, integrally closed in its quotioent field k((x))∗ and this one is
the algebraic closure of k((x)).
1. Introduction
In the last decade, there have been several (successful) attempts to solve an
equation of integral dependence
P (x, z) = zm + w1(x)z
m−1 + · · ·+ wm−1(x)z + wm(x) = 0 ,
where m > 1, x = (x1, . . . , xn), n > 1, is a vector of variables, k is an algebraically
closed field of characteristic zero, wi(x) ∈ kJxK, and wm(x) 6= 0. We will assume,
in addition, that the equation has only simple roots in any algebraic closure of
k((x)), although this means no restriction. In our opinion, the the firt remarkable
attempt is the one by McDonald (c.f. [5]). Later, Gonza´lez Pe´rez greatly extended
MacDonald’s results applying them to quasi-ordinary Puiseux power series (c.f. [3]).
In all the cases we know, the production of the roots is the result of a non-easy
combinatorial procedure based upon the Newton polyhedron of the whole equation.
We have taken completely different point of view, the simplest possible we could
think. We single out a variable, say x1 and solve the equation in (z, x1) over the field
k((x2, . . . , xn)) using the elementary Newton procedure for two variables (cf. [7],
chapter 4, §3). The gain in simplicity is enormous. The possible loss in generality
is not so much, because an usual technique in geometry is to prepare the equations
before solving them. Moreover, this simplicity makes our techniques suitable for
applications in fields of Mathematics other than Algebra, since the tools we use
belong to the common ground of the mathematical knowledge.
The key part of our work is to control where the monomials with negative expo-
nents of the solutions lie. Surprisingly enough, the Jung-Abhyankar theorem (c.f.
[1]) gives us the clue. In fact, in [6], theorem 13, we already proved theorem 1,
based on the Jung-Abhyankar theorem (cited J-A from now on). Once we know
how to control the monomials with negative exponents, we produce here a direct
1
2 M. J. SOTO AND J. L. VICENTE
proof, i.e. a proof based only on a detailed analysis of the Newton procedure for
two variables, without ressource to J-A.
This approach is the key step to give an elementary proof of J-A. In fact, we
conjecture that one can do such a thing by elementary methods, based upon theorem
1. We will not deal here with such matter.
In section 2 we give a very simple description of the roots. In section 3 we prove
theorem 1 in the way we said above. In section 4 we give the applications.
2. Puiseux power series and S-cones
In this section we introduce a special kind of Puiseux power series, which will
be the roots of the equation P (x, z) = 0. In other words, we are going to give
meaning to the statement of Theorem 1. Let us fix an algebraically closed field
k of characteristic zero, a vector of variables x = (x1, . . . , xn), n > 1, and an
integer d > 0. We will consistenly use the lexicographic order ≤lex on Rn, and the
corresponding group order on the group of monomials M = {xa}a∈Rn .
Notations 2. Let Fn,d be the set of all the functions f :
1
dZ
n → k; then Fn,d is an
abelian group with respect to the usual addition of functions. Let us write every
f ∈ Fn,d as a formal sum f =
∑
a∈Zn fax
a/d where fa = f(a/d) ∈ k and, if
a = (a1, . . . , an), then x
a/d = x
a1/d
1 · · ·x
an/d
n . We call the Newton diagram of f the
set
E(f) =
{
a
d
∈
1
d
Zn
∣∣∣∣ a ∈ Zn, fa 6= 0}.
Finally, let us denote by Kn,d the subfield Kn,d = k((x
1/d
n )) . . . ((x
1/d
1 )) of Fn,d,
which is constructed by induction. If n = 1, then K1,d = k((x
1/d
1 )), the field of
formal meromorphic functions in the variable x
1/d
1 . Any element
∑
i≥r αix
i/d
1 ∈
k((x1)), αi ∈ k, gives the function f :
1
dZ → k defined by f(i/d) = 0 if i < r and
f(i/d) = αi for i ≥ r. Let us assume that n > 1 and that we have defined the sub-
field L = k((x
1/d
n )) · · · ((x
1/d
2 )) of Fn−1,d; for each α ∈ L, we denote by fα :
1
dZ
n−1 →
k the corresponding function. In this situation, Kn,d is the field L((x
1/d
1 )). Any
element
∑
i≥r αix
i/d
1 ∈ L((x1)), αi ∈ L, gives the function f :
1
dZ
n → k defined by
f(i/d, a2/d, . . . , an/d) = 0 if i < r and f(i/d, a2/d, . . . , an/d) = fαi for i ≥ r.
Proposition 3. Let 0 6= f ∈ Fn,d; then f ∈ Kn,d if and only if E(f) is a well-
ordered subset of 1dZ
n.
Proof. Let us assume that f ∈ Kn,d and use induction on n. If n = 1, then
f ∈ k((x
1/d
1 )) and E(f) ⊂
1
dZ is clearly well-ordered. Let us assume that n > 1
and the result true for n − 1. Let ∅ 6= Ω ⊂ E(f); since f is a power series in x
1/d
1 ,
the set of the first components of the vectors in Ω must have a minimum a1/d. Let
0 6= u1 ∈ k((x
1/d
n )) · · · ((x
1/d
2 )) be the coefficient of x
a1/d
1 in f and let us denote by
E the subset of 1dZ
n consisting of all the vectors of E(u1) with an added a1/d at
the beginning, as their first coordinate. By the induction assumption, ∅ 6= E ∩ Ω
must have a minimum (a1/d, a2/d, . . . , an/d), which is the minimum of Ω, so E(f)
is well-ordered.
Now, let us assume that E(f) is well-ordered and use again induction on n. If
n = 1, then E(f) has a lower bound in 1dZ, so f ∈ k((x
1/d
1 )). Let us assume
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that n > 1 and the result true for n − 1. Let a1/d be the first component of the
minimum of E(f). For a fixed i ∈ Z, i ≥ a1, we define ui :
1
dZ
n−1 → k by the relation
ui(b2/d, . . . , bn/d) = f(i/d, b2/d, . . . , bn/d). For any such i, the Newton diagram
E(ui) is either empty or well-ordered, so ui ∈ k((x
1/d
n )) · · · ((x
1/d
2 )). Therefore, f can
be written as f =
∑
i≥a1
uix
i/d
1 , which implies f ∈ k((x
1/d
n )) · · · ((x
1/d
2 ))((x
1/d
1 )).
Definition 4. A monomial blowing-up is a R-linear automorphism ϕij of R
n,
1 ≤ i , j ≤ n, i 6= j defined by
ϕij(a1, . . . , an) = (a1, . . . ,
j)
ai + aj , . . . , an) .
A monomial blowing-down is the inverse automorphism of a monomial blowing-up.
Notations 5.
(1) The product order ≪ is defined by (a1, . . . , an) ≪ (b1, . . . , bn) if and only
if ai ≤ bi, for all i = 1, . . . , n. Note that the product order is preserved by
any monomial blowing-up.
(2) We will also consider ϕij , or its inverse, as an automorphism of the multi-
plicative group M of the monomials xa, a ∈ R, sending xa onto xϕij(a).
This can be viewed as applying the substitutions xi → xixj , xl → xl, l 6= i.
To apply ϕij to P (x, z) means to apply it to all its monomials, leaving z
fixed.
(3) A monomial blowing-up ϕij preserves the lexicographic order if and only
if i < j (c.f. [6], proposition 5). If ϕij is order-preserving, then so
is ϕ−1ij . We will call them order-preserving monomial blowing-ups or order-
preserving monomial blowing-downs.
Corollary 6. Any order-preserving monomial blowing-up ϕij , i < j, induces a
field k-automorphism of Kn,d.
We borrow from [6] (lemma 15) the following
Lemma 7. Let ∅ 6= Λ ⊂ Zn≥; then there exists a linear automorphism Φ of R
n,
which is a composition of a finite sequence of order-preserving monomial blowing-
ups, and a vector with integer coordinates a ∈ Φ(Λ) such that Φ(Λ) ⊂ a+ Zn≥
From this result we deduce an important consequence, namely
Corollary 8. Let Λ1, . . . ,Λr be a finite number of non-empty subsets of Z
n
≥. Then
there exists a linear automorphism Φ of Rn, which is a composition of a finite
sequence of order-preserving monomial blowing-ups, and vectors ai ∈ Φ(Λi), i =
1, . . . , r, such that Φ(Λi) ⊂ ai + Zn≥.
Proof. Let us observe that, for every monomial blowing-up ϕ and any vector b ∈
Zn≥, one has ϕ(b+Z
n
≥) ⊂ ϕ(b) +Z
n
≥. Let us prove the corollary by induction on r.
If r = 1, this is lemma 7, so let us assume that r > 1 and the result true for r − 1.
There exist Φ′ and bi ∈ Φ′(Λi), i = 1, . . . , r − 1, such that Φ′(Λi) ⊂ bi + Zn≥. On
the other hand, Φ′(Λr) ⊂ Z
n
≥ so, by lemma 7, there exist Φ
′′ and ar ∈ Φ
′′Φ′(Λr)
such that Φ′′Φ′(Λr) ⊂ ar+Zn≥. If, for every i = 1, . . . , r− 1, we write ai = Φ
′′(bi),
i = 1, . . . , r − 1, then, by the first observation,
Φ′′Φ′(Λi) ⊂ Φ
′′(bi + Z
n
≥) ⊂ Φ
′′(bi) + Z
n
≥ = ai + Z
n
≥ .
If we set Φ = Φ′′Φ′, our result is proven.
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We introduce now the objects we are looking for, namely, the Puiseux power
series in some Kn,d whose Newton diagram is contained in an S-cone. In a recent
paper of ours (c.f. [6]), we dealt with a special case of polyhedral cones (see, for
instance, [2], page 6), that will give rise to the S-cones here.
Definition 9. A polyhedral cone Γ(∆) will be a subset of Rn defined as the pro-
jection, from the origin 0, of a compact polyhedron ∆ contained in an affine hyper-
plane H , such that 0 /∈ H , and ∆ has a non-empty interior in H . In other words,
Γ(∆) = ∪a∈∆〈a〉+, where 〈a〉+ is the half-line of the non-negative multiples of a.
It is easy to see that the transform of a polyhedral cone by a monomial blowing-
up, or a monomial blowing-down, is again a polyhedral cone. In [6], Theorem 6,
we proved that a polyhedral cone Γ(∆) can be brought to the first quadrant by a
finite sequence of monomial blowing-ups (i.e., its transform is contained in Rn≥) if
and only if Γ(∆) ∩ (−R≥)n = {0}.
Now we need to say more on polyhedral cones that can be brought to the first
quadrant by a finite sequence of monomial blowing-ups, namely
Theorem 10. Let Γ(∆) be a polyhedral cone; the following conditions are equiva-
lent:
(1) Γ(∆) can be brought to the first quadrant by a finite sequence of order-
preserving monomial blowing-ups.
(2) For every vector 0 6= c ∈ Γ(∆), its first non-zero component is positive.
Proof. Let us observe that the first non-zero component of any vector is invariant by
any order-preserving monomial blowing-up. Consequently, if there exists a vector
0 6= c ∈ Γ(∆) whose first non-zero component is negative, 1) cannot hold.
Conversely, let us asume that 2) holds and let {c1, . . . , cm}, m ≥ n, be non-zero
vectors such that the half-lines 〈ci〉+ are the edges of Γ(∆). Then there must exist a
finite sequence of order-preserving monomial blowing-ups (call Φ their composition)
such that Φ(ci) ∈ Rn≥, so Φ(Γ(∆)) ⊂ R
n
≥.
Definition 11. An S-cone is a polyhedral cone that can be brought to the first
quadrant by a finite sequence of order-preserving monomial blowing-ups.
Corollary 12. Let Γ(∆) ⊂ Rn be an S-cone and 0 6= f ∈ Fn,d be such that
E(f) ⊂ Γ(∆) ∩ 1dZ
n then f ∈ Kn,d.
Proof. (c.f. [6], proof of theorem 13). We know that 1dZ
n
≥ is well-ordered, so it
is Γ(∆), being the inverse image of some subset of 1dZ
n by a finite sequence of
order-preserving monomial blowing-downs. This implies that E(f) is well-ordered
and the lemma.
3. The Newton Procedure for several variables
In this section, we construct the generalization to several variables of the classical
Newton Procedure and prove Theorem 1. Therefore, we fix the equation P (x, z) = 0
of the statement of this theorem.
Notations 13. Let us consider a polynomial
Q(x1/r, z) = v0(x
1/r)zm + v1(x
1/r)zm−1 + · · ·+ vm−1(x
1/r)z + vm(x
1/r)
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where m,n , r ∈ Z>, m > 1, x = (x1, . . . , xn) is a vector of variables, x1/r =
(x
1/r
1 , . . . , x
1/r
n ) and
vi(x
1/r) ∈ k((x1/rn )) · · · ((x
1/r
2 ))Jx
1/r
1 K , k((x
1/r
n )) · · · ((x
1/r
2 )) = k if n = 1 ,
v0(x
1/r)vm(x
1/r) 6= 0. We denote by E1
(
Q(x1/r, z)
)
the Newton diagram of Q(x, z)
as a polynomial only in (x1, z), that is, we plot every monomial x
an/r
n · · ·x
a2/r
2 x
a1/r
1 z
b,
ai ∈ Z, i = 1, . . . , n, occurring in Q(x1/r, z) with a non-zero coefficient, onto the
point (a1/r, b) ∈
(
1
rZ≥
)
× {0, 1, . . . ,m}
Remark 14. Let Q(x1/r, z) = 0 be a polynomial as in Notations 13 with n > 1;
then, for every order-preserving monomial blowing-up (or blowing-down) ϕij , i < j,
one has that ϕij
(
E1(P )
)
= E1(P ). The reason is that, for any monomial xa/r, the
blowing-up ϕij(x
a/r) has the same exponent of x1 as x
a/r.
The proof of Theorem1 is achieved by induction on the number n of variables
in the coefficients. We make the following induction assumption, which holds for
n = 1 and Φ equal to the identity, by the classical Theorem of Newton-Puiseux:
Induction assumption (IA). For every Weierstraß polynomial with n variables in
the coefficient ring,
Π(x, z) = zµ+ω1(x
1/̺)zµ−1+ · · ·+ωµ−1(x
1/̺)z+ωµ(x
1/̺) ∈ kJx
1/̺
1 , . . . , x
1/̺
n K[z],
with µ > 1, and ̺ ∈ Z>, there exists a linear automorphism Φ of Rt, which is a
composition of a finite sequence of order-preserving monomial blowing-ups, and a
positive integer π, such that all the roots of Φ
(
Π(x, z)
)
= 0 belong to kJx1/πK.
Remark 15. As noted above, the case n = 1 is the very well known classical Newton-
Puiseux Theorem. The suite requires the reader to know in some depth the proof,
say as in [7].
For our purposes, it will suffice to show here a very brief sketch of the methods
for n = 1 to fix some ideas and notations.
Suppose then an equation of the form
Π(x, z) = zµ + ω1(x
1/̺)zµ−1 + · · ·+ ωµ(x
1/̺) + ωµ(x
1/̺),
where we will put ω0 = 1. If z0 is to be a root of Π(x, z), we can write
z0 = α1x
γ1 + α2x
γ2 + α3x
γ3 + · · · , γ1 < γ2 < · · · ,
where γi ∈ Q> for all i. Rewriting z0 as z0 = xγ(α+ z′0), with γ = γ1 and α = α1,
and substituting back into Π(x, z), we have
Π(x, z0) = ωµ(x
1/̺) + ωµ−1(x
1/̺)
[
xγ(α+ z′0)
]
+ · · ·+
[
xγ(α+ z′0)
]µ
= ωµ(x
1/̺) + ωµ−1(x
1/̺)xγα+ · · ·+ ω0x
γµαµ +Σ(x, z′0),(1)
where Σ(x, z′0) contains all terms on z
′
0. The idea behind the theorem is to solve
for γ and α, and iterate the construction.
Since the order of z′0 is γ2 > 0, each term in Σ(x, z
′
0) has strictly greater order
than some ωµ−r(x
1/̺)xrγαr . Now, a necessary condition for Π(x, z′0) to vanish is
that the lowest order terms cancel out, so there must be at least two values of r
such that
(2) β = νµ−r1 + r1γ = νµ−r2 + r2γ ≤ νµ−r + rγ, for r = 0, . . . , µ,
and where νµ−r is the order of ωµ−r(x
1/̺).
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If we group the lowest order terms in Equation (1), we obtain an equation in α,
called the characteristic equation, of the form
(3) C(α) =
∑
h
ω′µ−hα
h, ω′µ−h ∈ k,
and where h runs over all terms with νµ−h + hγ = β.
We need now to find possible values for γ, which we do by looking at the Newton
diagram of Π(x, z). Equation (2) implies that there exists a β such that all points
of E
(
Π(x, z)
)
lie on or above the line u+ γv = β and at least two lie exactly on it.
The linear form L(u, v) = u+ γv is called an admissible linear form for E
(
Π(x, z)
)
.
Bear in mind that the line u+ γv = β might be vertical at the very first step.
The possible values of γ are then determined by the slopes of the Newton polygon,
and once γ is fixed, we can solve for α in Equation (3). Once we have γ and α, we
can write
Π1(x, z
′′) = Π
(
x, xγ1α1 + z
′′
)
,
and apply the previous procedure of computing the first term to Π1(x, z
′′), which is
also monic in z′′. The proof is completed in [7] by showing that (a) we can always
solve for α in Equation (3), (b) after the very first step the Newton polygon has a
segment of negative slope and that (c) after a finite number of steps, the γi have
a common denominator (this is expressed by saying that the root z0 has bounded
denominators).
It is obvious that part (a) of the proof is trivial if we start from an algebraically
closed field k, but throught the induction we will have ωµ−h ∈ kJx
1/̺
2 , . . . , x
1/̺
n K. It
should be noted that, since we will be applying this very procedure for the general
case, considering E1
(
P (x, z)
)
and following the proof for n = 1, the only part we
have to prove is (a). We do it in three lemmas.
Now, we start with our equation P (x, z) = 0 and apply to it the classical Newton
Procedure, taking x1 and z as the independent and dependent variables, respec-
tively. We consider the case in which the first admissible segment is vertical.
Lemma 16. Let us assume that E1(P ) has a point on the vertical axis other than
(0,m) and that we choose as the first admissible segment the vertical one. Then
there exists a linear automorphism Φ1 of R
n, which is a composition of a fini-
te sequence of order-preserving monomial blowing-ups, leaving invariant the first
coordinate of any vector, and a positive integer d1 such that the roots of the corre-
sponding C(α) belong to kJx
1/d1
2 , . . . , x
1/d1
n K.
Proof. If we have chosen the vertical segment at the first step of the Newton Pro-
cedure, the corresponding characteristic equation is C(α) = 0 (α is the unknown),
where
C(α) = αm + ŵi1(x2, . . . , xn)α
m−i1 + · · ·+ ŵis(x2, . . . , xn)α
m−is ,
s ≥ 1, i1 < · · · < is and ŵij (x2, . . . , xn) = wij (0, x2, . . . , xn) 6= 0, j = 1, . . . , s.
Then C(α) = 0 is an equation of integral dependence over less than n variables
and, by IA, there exist d1 ∈ Z> and a linear automorphism Φ1 of Rn, which is a
composition of a finite sequence of order-preserving monomial blowing-ups, leaving
invariant the first coordinate of any vector, such that the transforms by Φ1 of all
the roots of Φ1
(
C(α)
)
= 0 belong to kJx
1/d1
2 , . . . , x
1/d1
n K.
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Lemma 17. Let P ′(x1/p, z′) = 0 be an equation,
P ′(x1/p, z′) = w′0(x
1/p)(z′)m + w′1(x
1/p)(z′)m−1 + · · ·+ w′m−1(x
1/p)z′ + w′m(x
1/p)
with m > 1, w′i(x
1/p) ∈ kJx1/pK, p ∈ Z> . Let us assume that the first step of the
Newton Procedure, applied to P ′(x1/p, z′), uses any admissible segment of negative
slope in E1(P ′). Under IA, there exist a linear automorphism Φ′ of Rn, which is a
composition of a finite sequence of order-preserving monomial blowing-ups, and a
positive integer p1, such that the roots of the corresponding C(α) computed thorough
the chosen segment, belong to kJx1/p1K.
Proof. Let us write νt = νx1(w
′
t(x
1/p)), t = 0, 1, . . . ,m. We have chosen an admis-
sible linear form L = u+γv, where u , v are the variables, with γ ∈ Q>, attaining a
minimum µ ∈ Q> on E1(P ′) at a finite set of points (νm1 ,m−m1), . . . , (νms ,m−ms),
with m−m1 > · · · > m−ms. Since µ = νmt + γ(m−mt), ∀t = 1, . . . , s, one must
have νm1 < · · · < νms .
Let us write E(w′mt(x
1/p)) = 1pΛmt with Λmt ⊂ Z
n
≥, for all t = 1, . . . , s. By
corollary 8, there exist a linear automorphism Φ′′ of Rn, which is a composi-
tion of a finite sequence of order-preserving monomial blowing-ups, and vectors
amt = (amt,1, . . . , amt,n) ∈ Φ
′′(Λmt), such that Φ
′′(Λmt) ⊂ amt + Z
n
≥, that is,
Φ′′(w′mt(x
1/p)) = xamt/pŵ′mt(x
1/p) where ŵ′mt(0) 6= 0, for all t = 1, . . . , s. We now
take the equation Φ′′(P ′(x1/p, z′)) = 0; one has E1(Φ′′(P ′)) = E1(P ′) by remark 14.
In this situation, we have a set of positive rationals
Ω1 = {νmt′ − νmt = (amt′ ,1 − amt,1)/p | 1 ≤ t < t
′ ≤ s}
and a set of rationals
Ω2 = {(amt,j − amt′ ,j)/p | 1 ≤ t < t
′ ≤ s , j = 2, . . . , n} .
We see that there exists a positive integer e such that each element of eΩ1 is greater
than all the elements of Ω2. In fact, it is enough to take the minimum ω1 of Ω1,
the maximum ω2 of Ω2 and e ∈ Z> such that eω1 > ω2. For each t , t′ such that
1 ≤ t < t′ ≤ s and each j = 2, . . . , n we have that e(amt′ ,1/p−amt,1/p) > amt,j/p−
amt′ ,j/p, so amt,j/p+ eamt,1/p < amt′ ,j/p+ eamt′ ,1/p. Let Φ
′′
1 = ϕ
e
1n · · ·ϕ
e
12 (which
clearly commute); then, if bmt = Φ
′′
1(amt) = (bmt,1, . . . , bmt,n), one has νmt =
amt,1/p = bmt,1/p and bm1 ≪ bm2 ≪ · · · ≪ bms . Moreover, Φ
′′
1Φ
′′(w′mt(x
1/p)) =
x
bmt/pΦ′′1 (ŵ
′
mt(x
1/p)) and this last factor is a unit.
We now operate with the equation Φ′′1Φ
′′(P ′(x1/p, z′)) = 0 (recall that E1(Φ
′′
1Φ
′′(P ′(x1/p, z′)) =
E1(P ′(x1/p, z′))), with the same chosen linear form L. To compute the correspond-
ing terms of the roots of Φ′′1Φ
′′(P ′(x1/p, z′)) = 0 we take the change of variable
z′ = xγ1 (α + z
′
1) (where α is the unknown) and solve the characteristic equation
C(α) = 0 with
C(α) = ŵ′′m1(x
1/p
2 , . . . , x
1/p
n )α
m−m1 + · · ·+ ŵ′′ms(x
1/p
2 , . . . , x
1/p
n )α
m−ms ,
where ŵ′′mt(x
1/p
2 , . . . , x
1/p
n ) = Φ′′1Φ
′′(w′mt(x
1/p))x
−νmt
1 evaluated at x1 = 0, that is
ŵ′′mt(x
1/p
2 , . . . , x
1/p
n ) = (xbmt/p/x
bmt,1
1 ) Φ
′′
1(ŵ
′
t(0, x
1/p
2 , . . . , x
1/p
n )) and the last factor
is a unit. By the above arguments, ŵ′′m1(x
1/p
2 , . . . , x
1/p
n ) divides all the other coeffi-
cients of the characteristic equation; dividing by it, C(α) = 0 becomes an equation
of integral dependence of α over kJx
1/p
2 , . . . , x
1/p
n K.
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By IA, there exist p′ ∈ Z> and a linear automorphism Φ′′2 of R
n, which is a
composition of a finite sequence of order-preserving monomial blowing-ups leaving
invariant the first coordinate of every vector of Rn, such that, if αj , j = 1, . . . , r are
the non-zero roots of C(α) = 0, one has that Φ′′2 (αj) ∈ kJx
1/p′
2 , . . . , x
1/p′
n K. Writing
Φ′ = Φ′′2Φ
′′
1Φ
′′ and taking a common denominator p1, we have the lemma.
Proposition 18. Let i ≥ 1 be any integer; there exists a linear automorphism Φi
of Rn, which is a composition of a finite sequence of order-preserving monomial
blowing-ups, and a positive integer di such that, if we apply i steps of the classical
Newton Procedure to the equation Φi
(
P (x, z)
)
= 0 in (x1, z), in any possible way,
the sum of the first i terms of any root we obtain belongs to kJx1/diK.
Proof. We remind that, by Remark 14, the evolution through the Newton Procedure
of the Newton diagram E1(P ) of P (x, z) is the same as the evolution of the Newton
diagram E1
(
Φ(P )
)
, for any linear automorphism Φ of Rn, which is a composition
of a finite sequence of order-preserving monomial blowing-ups; only the coefficients
of the characteristic equations change.
Lemmas 16 and 17 show that we can indeed solve the characteristic equation
in each step of the Newton procedure, perhaps adding a composition of order-
preserving blowing-ups for every negative slope of the corresponding Newton dia-
gram: since all Φi are a composition of order-preserving monomial blowing-ups, we
have that the characteristic equation of Φi
(
P (x, z)
)
is exactly Φi
(
C(α)
)
. With this
in mind, and the fact that any order-preserving monomial blowing-up preserves the
first quadrant of Rn, the proposition is an obvious consequence of lemmas 16 and
17.
Lemma 19. Let P ′(x, z′) = 0 be an equation,
P ′(x, z′) = w′0(x
1/p)(z′)m + w′1(x
1/p)(z′)m−1 + · · ·+ w′m−1(x
1/p)z′ + w′m(x
1/p)
with m > 1, w′i(x
1/p) ∈ kJx1/pK, i = 0, 1, . . . ,m, p ∈ Z> . Let us assume that
w′i(0, x
1/p
2 , . . . , x
1/p
n ) = 0, for all i ∈ {0, . . .m−2,m} and that β = w′m−1(0, x
1/p
2 , . . . , x
1/p
n ) 6=
0. Then P ′(x, z′) = 0 has only one root with positive x1-order and there exist a
linear automorphism Φ′ of Rn, which is a composition of a finite sequence of order-
preserving monomial blowing-ups, such that the transform of this root by Φ′ belongs
to kJx1/pK.
Proof. The only admissible segment of E1(P ′) with negative slope consists just
of the two points (0, 1) and
(
νx1
(
w′m(x
1/p)
)
, 0
)
, so the admissible linear form is
L = u + γv with γ = νx1
(
w′m(x
1/p)
)
, and the minimum it attains on E1(P ′) is γ.
The characteristic equation is 0 = C(α) = βα+α′, where α′ is the result of making
x1 = 0 in w
′
m(x
1/p)/x
νx1 (w
′
m(x
1/p))
1 , so α = −α
′/β. This yields αxγ1 as the only
possible first term of any root of P ′(x, z′) = 0 with positive x1-order.
Now, we must perform the change of variables z′ = xγ1 (α + z
′
1) and divide the
result by xγ1 . The transform of the monomial βz
′ is βαxγ1 + βx
γ
1z
′
1. The first
summand of this expression cancels with the initial form in x1 of w
′
m(x
1/p). After
this cancellation and division by xγ1 it remains the monomial βz
′
1, which cannot be
cancelled with any other coming from xa1(z
′)b because all of them contain a power of
x1 with exponent of the form L(a, b) > γ. This shows that the transform equation
is of the same form as P ′(x, z′) = 0, with the same β. This implies the uniqueness
of the root with positive x1-order.
THE NEWTON PROCEDURE FOR SEVERAL VARIABLES 9
Let us write E(β) = 1pΛ, with ∅ 6= Λ ⊂ Z
n−1
≥ . By lemma 7, there exists a linear
automorphism Φ′ of Rn−1, which is a composition of a finite sequence of order-pre-
serving monomial blowing-ups, and a vector with integer coordinates (a2, . . . , an) ∈
Φ′(Λ) such that Φ′(Λ) ⊂ (a2, . . . , an) + Z
n−1
≥ , that is Φ
′(β) = x
a2/p
2 · · ·x
an/p
n β′,
where β′ is a unit in kJx
1/p
2 , . . . , x
1/p
n K. Since all the monomials occurring in P ′(x, z′)
contain x1 raised to a power of the form a/p, a ∈ Z>, except those in βz′, the
same happens with Φ′(P ′(x, z′)) and the exception is x
a2/p
2 · · ·x
an/p
n β′. Let Φ′′ =
ϕan1n · · ·ϕ
a2
12 ; then all the monomials in Φ
′′Φ′(P ′(x, z′)) are divisible by x
a2/p
2 · · ·x
an/p
n
and only those occurring in x
a2/p
2 · · ·x
an/p
n β′ are not divisible by x1. Applying the
Newton Procedure to Φ′′Φ′
(
P ′(x, z′)
)
, as we did before to P ′(x, z′), it is now
clear that the only root with positive x1-order of Φ
′′Φ′
(
P ′(x, z′)
)
= 0 belongs to
kJx1/pK.
Theorem 20. There exists a positive integer d and a linear automorphism Φ of
Rn, which is a composition of a finite sequence of order-preserving monomial blo-
wing-ups, such that all the roots of Φ
(
P (x, z)
)
= 0 belong to kJx1/dK.
Proof. For any i ≥ 1, proposition 18 tells us that our theorem is true if we consider,
not the whole roots, but the truncation of them to the first i terms. In fact, this
proposition tells us this result only for some roots of the equation. Taking all the
automorphisms, composing them, and taking a common denominator, we have the
result proven for all the roots because Rn0 is stable by any monomial blowing-up. We
know that the classical Newton Procedure, followed with all the necessary choices
to compute all the roots of P (x, z) = 0 arrives at a step in which all the equations
are of the type of the one in lemma 19. Composing with the new order-preserving
monomial blowing-ups given by this lemma, we have our result.
We finally arrive to the
Proof of Theorem 1. By theorem 20, the roots ζ1, . . . , ζm of Φ
(
P (x, z)
)
= 0 belong
to kJx1/dK. Taking into account that Φ
(
P (x, z)
)
=
∏m
i=1(z − ζi) and the fact that
every monomial blowing-down is a field k-automorphism of Kn,d (c.f. corollary 6),
we have that
P (x, z) = Φ−1Φ(P (x, z)) =
m∏
i=1
(
z − Φ−1(ζi)
)
,
so the roots of P (x, z) are the Φ−1(ζi), i = 1, . . . ,m and E
(
Φ−1(ζi)
)
⊆ Φ−1(Rn≥),
which is an S-cone.
4. Applications: integral and algebraic closures
Throughout this section, we will denote by S the set of the finite compositions of
order-preserving monomial blowing-downs of Rn and define Λ = {Φ(Rn≥) | Φ ∈ S}.
To shorten the sentences, we will simply say “blowing-up” (res. “blowing-down”)
instead of order-preserving monomial blowing-ups (resp. blowing-downs).
Remark 21. Let 1 ≤ i < j ≤ n be two indices and ϕij (resp. ϕ
−1
ij ) be the cor-
responding blowing-up (resp. blowing-down); we write ϕij (resp. ϕ
−1
ij ) in matrix
form as a → aB. Then B = Eij(1) (resp. B = Eij(−1)), the elementary matrix
equal to the n× n identity matrix In except for the fact that it has a 1 (resp. −1)
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at the (i, j) position. Then the matrix of the composition of a finite sequence of
blowing-ups (resp. blowing-downs) has always 1’s at the main diagonal and it is
upper-triangular.
A n × n matrix A with 1’s at the main diagonal and upper-triangular is the
matrix of the composition of a finite sequence of blowing-ups if and only if it has
non-negative integer entries. In fact, the condition is obviously necessary. If A has
non-negative integer entries, then a suitable right-multiplication by a finite number
of matrices of the form Eij(−1), i < j, gives the identity matrix In, so A is the
matrix of the composition of a finite sequence of blowing-ups.
In the case of blowing-downs, we can say nothing about entries. It is clear that,
if a matrix A with 1’s at the main diagonal has non-positive entries outside it, then
A is the matrix of the composition of a finite sequence of blowing-downs, for it
can be right-multiplied by a finite sequence of matrices Eij(1), i < j, to obtain In.
However, this condition being sufficient, it is not necessary:
(4)
 1 −6 −80 1 −5
0 0 1
 1 −3 −60 1 −7
0 0 1
 =
 1 −9 280 1 −12
0 0 1
 .
On the other hand, let e1, . . . , en be the canonical base of R
n
≥ and let Φ be a
composition of a finite sequence of blowig-ups (resp. blowing-downs); then
Φ(Rn≥) =
{
n∑
i=1
λiΦ(ei)
∣∣∣∣∣λi ∈ R≥ , i = 1, . . . , n
}
,
the set of non-negative linear combinations of {Φ(e1), . . . ,Φ(en)}. If A is the matrix
corresponding to Φ according to the above notations, then the row vectors of A are
just {Φ(e1), . . . ,Φ(en)}.
Lemma 22. For every Φ ∈ S, all the elements of Φ(Rn≥)\{0} are lexicographically
greater than 0. Moreover, Rn≥ ⊂ Φ(R
n
≥).
Proof. The first assertion is trivial; let us show the second. Let A be the matrix
of Φ; then A−1 is the matrix of a composition of blowing-ups and In = A
−1A,
which means that the vectors of the canonical basis of Rn belong to the semigroup
generated by the rows of A, so Rn≥ ⊂ Φ(R
n
≥).
Remark 23. It is not true in general that, if Γ ∈ Λ and Φ ∈ S then Γ ⊂ Φ(Γ) or
Φ(Γ) ⊂ Γ. For instance, if Γ is given by the row vectors of the matrix A, Φ is given
by the matrix B then Φ(Γ) is given by the row vectors of the matrix Q = AB,
where
A =
 1 −4 −10 1 −8
0 0 1
 B =
 1 0 −40 1 −6
0 0 1
 Q =
 1 −4 190 1 −14
0 0 1
 ,
then
AQ−1 =
 1 0 −200 1 6
0 0 1
 , QA−1 =
 1 0 200 1 −6
0 0 1
 ,
and both have a negative entry.
Lemma 24. Let Γ1 = Φ1(R
n
≥), Γ2 = Φ2(R
n
≥), with Φ1, Φ2 ∈ S be two S-cones.
Then there exists Φ ∈ S such that Γ1 ⊆ Φ(Rn≥) and Γ2 ⊂ Φ(R
n
≥).
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Proof. LetA1, A2 be the respective matrices of Φ1 and Φ2; it is easy to see that there
exists a matrix B, corresponding to a finite composition of blowing-ups, such that
X = A1B, Y = A2B have their row vectors in R
n
≥. The matrix B
−1 corresponds
to a Φ ∈ S and A1 = XB−1, A2 = Y B−1, which means that the row vectors of A1,
A2 belong to the semigroup generated by the row vectors of B
−1. This shows that
Γ1 ⊆ Φ(Rn≥) and Γ2 ⊆ Φ(R
n
≥).
Definition 25. If Γ ∈ Λ and d ∈ Z>, we will write kJΓ, dK for the subring of Kn,d
consisting of the Puiseux power series whose Newton diagram is contained in Γ.
Lemma 26. For Γ ,Γ′ ∈ Λ, d , d′ ∈ Z> one has that
kJΓ, dK ⊂ kJΓ′, d′K ⇐⇒ Γ ⊆ Γ′ and d|d′ .
Therefore, the set of rings kJΓ, dK, together with the inclusions, is a direct system
of k-algebras. Also the set of their quotient fields Q(kJΓ, dK), together with the
inclusions, is a direct system of fields.
The proof is straightforward in view of lemma 24.
Definition 27. The k-algebra
⋃
(Γ,d)∈Λ×Z>
kJΓ, dK will be denoted by kJx1, . . . , xnK
∗ =
kJxK∗. If Q(−) denotes quotient fields, field
⋃
(Γ,d)∈Λ×Z>
Q(kJΓ, dK) will be denoted
by k((x1, . . . , xn))
∗ = k((x))∗. Note that k((x))∗ is the quotient field of kJΓ, dK∗.
We take again the Newton arguments. From theorem 1 we derive an easy con-
sequence, namely the following
Corollary 28. The roots of a polynomial
P (x1/d, z) = zm + ω1(x
1/d)zm−1 + · · ·+ ωm(x
1/d) ,
where ωi(x
1/d) ∈ kJx1/dK, i = 1, . . . ,m, are Puiseux power series in some Kn,dd′,
such that their Newton diagrams are contained in an S-cone.
Remark 29. Note that Theorem 1 does not guarantee that all series with exponents
in S-cones are integral over kJxK. For instance, the power series f = x1/2
√
1− x/y
is algebraic over k((x, y)), its minimal polynomial is z2 − x(1 − x/y) /∈ kJx, yK ,
so it cannot be integral over kJx, yK because this ring is integrally closed (c.f. [8],
theorem 4, page 260).
Finally we arrive at the results we wanted, namely
Theorem 30. The ring kJxK∗ is integrally closed (in its quotient field).
Proof. It suffices to show that every polynomial
P = zm + v1(x
1/d1)zm−1 + · · ·+ vm(x
1/dm),
where vi ∈ kJΓi, diK, has all its roots in kJxK∗. Note that, by taking common de-
nominators and common cones, we can suppose that there exists a single pair (Γ, d)
such that vi(x
1/di) = vi(x
1/d) ∈ kJΓ, dK. Now, Γ = Φ(Rn≥) for some Φ ∈ S; write
P ′ = Φ−1(P ) = zm + ω1(x
1/d)zm−1 + · · ·+ ωm(x
1/d),
with ωi(x
1/d) ∈ kJx1/dK, for i = 1, . . . ,m.
We now apply Corollary 28 to this polynomial; then all the roots of P ′ belong
to some kJΓ′, dd′K, where Γ′ ∈ Λ; call them g1, . . . , gr. But this means that
Φ(gi) ∈ kJΦ(Γ
′), dd′K are the roots of P .
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Corollary 31. kJxK∗ is the integral closure of R =
⋃
Γ∈Λ kJΓ, 1K.
Proof. This proof uses well-known facts on Galois theory of Puiseux power series
(c.f., for instance, [4], Chapter V, §1.2 and §1.3). Any f ∈ kJΓ, dK gives raise to
an algebraic extension of Q(R) generated by monomials with exponents in Γ. By
ordinary Puiseux power series computations, the minimal polynomial of f over
Q(R) is and equation of integral dependence over R (c.f. Kiyek, loc.cit.). This ends
our proof
Theorem 32. The field k((x))∗ is algebraically closed.
Proof. For any algebraic extension L = k((x))∗[α], there exists c ∈ kJxK∗ such that
α′ = cα is integral over kJxK∗, and L = k((x))∗[α′] (take a common denominator
c ∈ kJxK∗ of the coefficients of the minimal polynomial of α over k((x))∗). This
means that α′ satisfies an equation of the form
P = zm + v1(x
1/d1)zm−1 + · · ·+ vm(x
1/dm).
By Theorem 30, the roots of such an equation lie in kJxK∗, and thus, α ∈ k((x))∗.
Corollary 33. k((x))∗ is the algberaic closure of Q(R).
The proof is straightforward from theorem 32 and corollary 33.
The first author wishes to thank the Department of Mathematics of the Univer-
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