Abstract. Transfer Krull monoids are a recent concept including all commutative Krull domains and also, for example, wide classes of non-commutative Dedekind domains. We show that transfer Krull monoids are fully elastic (i.e., every rational number between 1 and the elasticity of the monoid can be realized as the elasticity of an element). In commutative Krull monoids which have sufficiently many prime divisors in all classes of their class group, the set of catenary degrees and the set of tame degrees are intervals. Without the assumption on the distribution of prime divisors, arbitrary finite sets can be realized as sets of catenary degrees and as sets of tame degrees.
Introduction
A transfer Krull monoid is a monoid having a weak transfer homomorphism to a commutative Krull monoid or, equivalently, to a monoid of zero-sum sequences. A successful strategy to study the arithmetic of a transfer Krull monoid H runs as follows: first, study the arithmetic of a monoid of zero-sum sequences B with methods from additive combinatorics and then pull back arithmetic properties from B to the monoid H with the help of the transfer homomorphism. By definition, commutative Krull domains are transfer Krull but, in order to mention a noncommutative example, also wide classes of hereditary noetherian prime rings turned out to be transfer Krull. Our main results are formulated in the abstract setting of transfer Krull monoids. The objects we have in mind are discussed in Subsection 2.5 and in Example 4. 4 .
Let H be a cancellative monoid and, for simplicity of discussion, suppose that H is commutative. The ascending chain condition on principal ideals of H guarantees that every element of H can be written as a finite product of irreducible elements. But in general such a factorization need not be unique. Indeed, all factorizations are unique (i.e., the monoid H is factorial) if and only if H is a commutative Krull monoid with trivial class group. Arithmetical invariants, such as elasticities, catenary and tame degrees, describe the non-uniqueness of factorizations. For an element a ∈ H, the elasticity of a is the supremum of ℓ/k over all k, ℓ for which there are factorizations of the form a = u 1 · . . . · u k = v 1 · . . . · v ℓ , where all u i and v j are irreducibles. The catenary degree c(a) of a is the smallest integer N with the following property: for each two factorizations z, z ′ of a, there exist factorizations z = z 0 , . . . , z k = z ′ of a such that, for each i ∈ [1, k], z i arises from z i−1 by replacing at most N atoms from z i−1 by at most N new atoms. The elasticity ρ(H) of H is the supremum over all ρ(a) and the catenary degree c(H) of H is the supremum over all c(a). By definition, we have c(H) = 0 if and only if H is factorial and if this holds, then ρ(H) = 1. The elasticity and the catenary degree are classical invariants in factorization theory but only in the last couple of years the full set of elasticities {ρ(a) | a ∈ H} and the set of all catenary degrees {c(a) | a ∈ H} found attention in the literature. Their study is the goal of the present paper.
In Section 3 we show that in a transfer Krull monoid H every rational number lying between 1 and ρ(H) can be realized as the elasticity of an element a ∈ H (Theorem 3.1). In Section 4 we study sets of catenary degrees and related sets of distances and of minimal relations, and in Section 5 we study the set of tame degrees. The main results are Theorems 4.1 and 5.2. Roughly speaking, these results say that, if a commutative Krull monoid has sufficiently many prime divisors in all classes, then all sets of invariants under consideration are intervals. It is comparatively easy to show that without any assumption on the distribution of prime divisors any finite set can occur as any of these sets of invariants (Propositions 4.3 and 5.5).
2. Background on the arithmetic of transfer Krull monoids 2.1. Notation. We denote by N the set of positive integers and set N 0 = N ∪ {0}. If a, b ∈ R, we write [a, b] = {x ∈ Z | a ≤ x ≤ b} for the discrete interval from a to b. Let A, B ⊂ Z be subsets of the integers. Then A + B = {a + b | a ∈ A, b ∈ B} denotes their sumset and for m ∈ Z we set m + A = {m} + A. If A = {a 1 , . . . , a k } with k ∈ N 0 and a 1 < . . . < a k , then ∆(A) = {a ν+1 − a ν | ν ∈ [1, k − 1]} is the set of distances of A. If A ⊂ N is nonempty, then ρ(A) = sup A/ min A ∈ Q ≥1 ∪ {∞} is the elasticity of A and if A = {0}, then ρ(A) = 1. For every n ∈ N, we denote by C n a cyclic group of order n.
2.2.
Atomic monoids and sets of lengths. By a monoid, we mean a left and right cancellative semigroup with identity element and all monoid homomorphisms are assumed to respect the identity element. For a ring R, we denote by R • the monoid of regular elements of R. Let H be a multiplicatively written monoid. We denote by H × the group of units of H and we say that H is reduced if H × = {1 H }. An element a ∈ H is irreducible (an atom) if a / ∈ H × and if, for all b, c ∈ H, a = bc implies that b ∈ H × or c ∈ H × . We denote by A(H) the set of atoms of H. The monoid H is called atomic if every noninvertible element can be written as a finite product of atoms of H. If a = u 1 · . . . · u k ∈ H, where k ∈ N and u 1 , . . . , u k ∈ A(H), then k is called a factorization length of a and L(a) = {k ∈ N | a has a factorization of length k} ⊂ N is called the set of lengths of a. For convenience we set L(a) = {0} for all a ∈ H × . For two elements a, b ∈ H, we have L(a) + L(b) ⊂ L(ab) and, clearly, L(a) = {1} if and only if a is an atom. We call L(H) = {L(a) | a ∈ H} the system of sets of lengths of H. The monoid H is said to be
• half-factorial if H is atomic and |L| = 1 for all L ∈ L(H),
• a BF-monoid if H is atomic and all L ∈ L(H) are finite.
Commutative Krull monoids.
For a set P , we denote by F = F(P ) the free abelian monoid with basis P . Then every a ∈ F has a unique representation in the form
where v p : F → N 0 denotes the p-adic exponent. We call supp(a) = {p ∈ P | v p (a) > 0} ⊂ P the support of a and |a| F = |a| = p∈P v p (a) ∈ N 0 the length of a. We gather the basics on commutative Krull monoids (detailed presentations of the theory of Krull monoids are given in [39] and [29] ). Let H be a commutative monoid. Then H red = H/H × denotes the associated reduced monoid of H and q(H) the quotient group of H. A monoid homomorphism ϕ : H → D to a commutative monoid D is called
• a divisor homomorphism if ϕ(a) | ϕ(b) implies that a | b for all a, b ∈ H,
• a divisor theory (for H) if ϕ is a divisor homomorphism, D is free abelian, and for every α ∈ D there are a 1 , . . . , a m ∈ H such that α = gcd(ϕ(a 1 ), . . . , ϕ(a m )).
The monoid H is a Krull monoid if it satisfies one of the following equivalent conditions ([29, Theorem 2.4.8]) :
(a) H is completely integrally closed and v-noetherian.
(b) H has a divisor theory.
(c) There is a divisor homomorphism from H to a factorial monoid.
Suppose that H is a commutative Krull monoid. Then there is a free abelian monoid F = F(P ) such that the inclusion H red ֒→ F is a divisor theory. This implies immediately that H is a BFmonoid. The group C(H) = q(F )/q(H red ) is the (divisor) class group of H and G P = {[p] = pq(H red ) | p ∈ P } ⊂ C(H) is the set of classes containing prime divisors. A commutative monoid is factorial if and only if it is Krull with trivial class group.
Next we discuss a Krull monoid with a combinatorial flavour which plays a universal role in the arithmetic theory of Krull monoids. Let G be an additively written abelian group and G 0 ⊂ G a subset. In additive combinatorics, a sequence over G 0 means a finite unordered sequence of terms from G 0 with repetition being allowed. As usual, we consider sequences as elements of the free abelian monoid over G 0 whence let
be a sequence over G 0 . Then |S| = ℓ ∈ N 0 is its length and σ(S) = g 1 + . . . + g ℓ ∈ G is its sum, and we set −S = (−g 1 ) · . . . · (−g ℓ ). The monoid
denotes the monoid of zero-sum sequences, and since the inclusion B(G 0 ) ֒→ F(G 0 ) is a divisor homomorphism, B(G 0 ) is a Krull monoid by Property (c). The atoms of B(G 0 ) are precisely the minimal zero-sum sequences over G 0 and
is the rank of G and n 1 , . . . , n r ∈ N with 1 < n 1 | . . . | n r . Then
and equality holds, among others, for p-groups and groups with rank at most two ([29, Theorems 5.5.9 and 5.8.3]). In particular, we see that D(G) = |G| for |G| ≤ 2 and that
2.4. Transfer Krull monoids. Let H and B be atomic monoids and θ : H → B a homomorphism. We consider the following properties:
The map θ is called a transfer homomorphism (resp. a weak transfer homomorphism) if it satisfies (T1) and (T2) (resp. (T1) and (WT2)). Every transfer homomorphism is a weak transfer homomorphism and the converse holds if H and B are both commutative ([5, Section 2]; in general, this is not true as can be seen from [3] ). If θ : H → B is a weak transfer homomorphism, then it is easy to check (e.g., [5, Lemma 2.7] ) that
An atomic monoid H is said to be a transfer Krull monoid if one of the following two equivalent properties is satisfied:
(a) There is a commutative Krull monoid B and a weak transfer homomorphism θ : H → B.
(b) There is an abelian group G, a subset G 0 ⊂ G, and a weak transfer homomorphism θ : H → B(G 0 ).
In case (b) we say that H is a transfer Krull monoid over G 0 . [25] .
2. (Module theory) Let R be a ring and C be a class of right R-modules which is closed under finite direct sums, direct summands, and isomorphisms. If End R (M ) is semilocal for all modules M in C, then the monoid V(C) of isomorphism classes of modules in C is Krull (see [17, Theorem 3.4] for the original result and also [20, 18, 19, 6] ).
3. (Non-commutative ring theory) Let R be a bounded hereditary noetherian prime ring. If every stably free right R-ideal is free, then the monoid of regular elements of R is transfer Krull ( [46, Theorem 4.4] ).
The set of elasticities
Let H be a BF-monoid. Then
is the elasticity of H, and this is one of the first invariants studied in factorization theory. We say that H has accepted elasticity if there is an L ∈ L(H) such that ρ(L) = ρ(H). Every commutative finitely generated monoid has accepted elasticity ([29, Theorem 3. A characterization of when the elasticity of finitely generated domains is finite is given in [41] . For some recent results we refer to [1, 2, 11, 42] ). In [15, 9] 
The reverse extremal case, namely when the set of elasticities is as large as possible, found special attention. We say that H is fully elastic if for every rational number q with 1
If every finite subset of N ≥2 is a set of lengths of H (a property which holds true for Krull monoids with infinite class group having prime divisors in all classes [29, Theorem 7.4 .1] and for the ring of integer-valued polynomials over rings of integers [23] ), then obviously H is fully elastic. But this very strong property is far from being necessary. In [8] it was proved that every commutative monoid having a prime element is fully elastic.
On the other hand, we know that strongly primary monoids (including one-dimensional local Mori domains and numerical monoids) are not fully elastic ( [34, Theorem 5.5] ). The set of elasticities in numerical monoids was recently studied in [10] . Arithmetic congruence monoids which are not fully elastic can be found in the survey [7] .
As the main result of this section we prove that every transfer Krull monoid is fully elastic.
Theorem 3.1. Every transfer Krull monoid is fully elastic.
We proceed in a series of lemmas. The proof of Theorem 3.1 will be given at the end of this section.
Lemma 3.2. Let n ∈ N and a 1 , . . . , a n ∈ N be pairwise distinct positive integers. If there exist x 1 , . . . , x n ∈ N 0 and t ≥ 2 such that a 1 x 1 + . . . + a n x n = ta 1 . . . a n , then there exist
. . a n .
In particular, there exist x
Proof. The assertion is obvious for n = 1. If n = 2, then a 1 x 1 ≥ a 1 a 2 or a 2 x 2 ≥ a 1 a 2 whence the assertion follows immediately.
Suppose that n ≥ 3. After renumbering if necessary we assume that a 1 x 1 ≥ ta 1 ...an n . Since a 1 , . . . , a n are pairwise distinct positive integers, we obtain max{a 1 , . . . , a n } ≥ n and hence
. . a n n ≥ min{a 2 , . . . , a n } .
Therefore a 1 (x 1 + y 2 a 2 + . . . + y n a n ) ≥ ta 1 . . . a n − a 1 . . . a n ≥ a 1 . . . a n which implies that
If y 2 a 2 + . . . + y n a n ≤ a 2 . . . a n , then there exists
. . + y n a n = a 2 . . . a n and hence a 1 x ′ 1 + a 2 y 2 a 1 + . . . + a n y n a 1 = a 1 . . . a n . If y 2 a 2 + . . . + y n a n > a 2 . . . a n , then we can choose
. . , a n } ≤ x 1 .
Thus there exists
. . a n and hence a 1 x ′ 1 + a 2 y ′ 2 a 1 + . . . + a n y ′ n a 1 = a 1 . . . a n . The in particular statement follows by induction on t.
Let H be a BF-monoid, a ∈ H with ρ(L(a)) = ρ(H), and n ∈ N. Then the n-fold sumset
, and thus ρ(L(a n )) = ρ(H) .
We will use this property without further mention.
Lemma 3.3. Let G be an abelian group, G 0 ⊂ G a finite subset, and A ∈ B(G 0 ) with ρ(A) = ρ(G 0 ) > 1.
There exists an atom
2. There exists an M ∈ N satisfying that for every k ∈ N and every ℓ ∈ N 0 , there exist
We define r M to be the minimal non-negative integer such that for all r ≥ r M , we have
We define τ M to be the maximal non-
Moreover, for all ℓ 1 , . . . , ℓ kN ′ ∈ Z satisfying these properties the following holds:
Proof. We denote by Z(G 0 ) := F(A(G 0 )) the factorization monoid of B(G 0 ) and by π : 2. Since supp(A 0 ) supp(A), it follows that A k |A ℓ 0 for any k, ℓ ∈ N. We consider the monoid
Without loss of generality, we can assume that {k 1 , . . . ,
, where v i ∈ N 0 , and we observe that
.
it follows by Lemma 3.2 that there exist x
and consider a factorization of
0 . Furthermore, the equation
Since this holds true for every factorization of
Therefore, r M and τ M are well-defined and, by definition, we have τ M < r M .
4. Let k, ℓ ∈ N 0 by given and note that for k = 0 or ℓ = 0, the statement is clear. Suppose that k, ℓ ∈ N. Then [29, Theorem 3.8.1.2] implies that there exists N = N (k, ℓ) ∈ N such that for every t ∈ N, we have
be distinct, say i 1 = 1 and i 2 = 2, and let t 1 , t 2 ∈ N 0 , say t = max{t 1 , t 2 }. Obviously, we have (3.1)
t and hence we get
By the similar argument, we can obtain
) by the definition of τ M . Assume to the contrary that there exists some
Similarly, we can prove that min 
shows that ℓ i = r M for all i ∈ [1, kN ′ ]. Now the "in particular" statement follows immediately from (a) (with t 2 = 0).
Lemma 3.4. Let G be an abelian group and G
Proof. Since G 0 is finite, B(G 0 ) has accepted elasticity ([29, Theorem 3.1.4]) whence there is A ∈ B(G 0 ) with ρ(A) = ρ(G 0 ). Since the assertion is obvious when ρ(A) = 1, we assume that ρ(A) > 1. It follows by Lemma 3.3.1 that there exists an atom A 0 ∈ A(G 0 ) such that supp(A 0 ) supp(A) is half-factorial. Our strategy is to define rational functions f (k/ℓ) = ρ L(A ak A bℓ 0 ) , for suitable a, b ∈ N and all k, ℓ ∈ N, which are surjective on the rational interval between 1 and ρ(G 0 ). This would be very simple if A 0 would be a prime but, in general, B(G 0 ) need not contain prime elements. We proceed in two steps. In the first step we define partitions of the rational intervals between τ M and r M and between 1 and ρ(G 0 ). In the second step we define surjective rational functions between the constructed subsets.
Step 1. Let M , τ M , and r M be defined as in Lemma 3.3 whence, in particular, we have
We define a subset
By Lemma 3.3.4.d, we have r M ∈ I M , and since for every
We set
Thus it suffices to prove that
Step
and there are ℓ 1 , . . . , ℓ kN t ∈ Z such that 1, kN t] . Now we choose ℓ 1 , . . . , ℓ kN t ∈ N ≥τ M with the above properties such that
is minimal. Let t * ∈ N such that C t * = min{C t | t ∈ N} and ℓ 1 , . . . , ℓ kN t * are the associated integers in N ≥τ M . We distinguish two cases.
Then there exists some i ∈ [1, kN t * ] such that ℓ i > r M . Lemma 3.3.4.c implies that ℓ j ≥ r M for all j ∈ [1, kN t * ]. Therefore, by (3.3) and by the definition of r M ,
. It follows by Lemma 3.3.4.a (with t 2 = 0) that ℓ i ∈ I M for all i ∈ [1, kN t * ]. After renumbering if necessary we suppose that
Assume to the contrary that C t * ≥ 3. Then there is a y ∈ I m such that ℓ 2 < y < ℓ 1 . We set S = ℓ 1 · . . . · ℓ kN t * ∈ F(N) and distinguish two cases.
We will define integers ℓ ′ 1 , . . . , ℓ ′ kN t * (y−ℓ 2 ) ∈ N ≥τ M satisfying (3.2) and (3.3) such that C t * (y−ℓ 2 ) < C t * , which will be a contradiction to the minimality of C t * .
We define
Clearly, we have
ℓ ′ i = ℓN t * (y − ℓ 2 ) and hence (3.2) holds. Furthermore, since y ∈ I M and by Lemma 3.3.4.a we get (3.4)
Putting all together we obtain that, by using Lemma 3.3.4 (with t = y − ℓ 2 ) and (3.3) (with t * ) for ( * ),
Therefore, (3.3) holds and since C t * (y−ℓ 2 ) < C t * , we get a contradiction to the minimality of C t * .
The proof runs along the same lines as the proof of CASE 2.1.
Therefore, we obtain that C t * ≤ 2. Let j ∈ [0, s − 1] such that t j < ℓ/k < t j+1 . Note that
If ℓ 1 = ℓ 2 , then ℓ/k = ℓ 1 , a contradiction to t j < ℓ/k < t j+1 . Thus we get that ℓ 2 < ℓ/k < ℓ 1 . Since t j is the maximal element of I M that is smaller than ℓ/k and t j+1 is the minimal element of I M that is larger than ℓ/k, we obtain that
where by (3.6)
Comparing exponents of A and A 0 we obtain the equations
Plugging in this expression for (x 1 , x 2 ) we obtain that
) .
Thus, if ℓ/k varies between t j and t j+1 , then ρ(
Proof of Theorem 3.1. Suppose that H is a transfer Krull monoid over the subset G 0 of an abelian group G. By (2.3), we have L(H) = L(G 0 ) whence it is sufficient to prove the assertion for B(G 0 ). Let q ∈ Q with 1 ≤ q < ρ(G 0 ). Since
The set of catenary degrees and related sets
In Subsection 4.1 we introduce catenary degrees and related invariants. The main results are formulated in Subsection 4.2 where also crucial examples are discussed. The proof of the main results are given in Subsection 4.3.
Factorizations and catenary degrees.
Transfer Krull monoids need not be commutative but they allow to shift the study of catenary degrees to the commutative setting (see Lemma 4.5). Thus we only briefly recall the concepts of factorizations, distance functions, and catenary degrees in general monoids and refer to the exposition by Baeth and Smertnig [5, Section 4] for details. We provide additional explanations in the commutative case because this is the setting we are working in.
Let H be a BF-monoid. We denote by Z * (H) the monoid of rigid factorizations, by π : Z * (H) → H the factorization homomorphism, and by
a distance function. For an element a ∈ H, the catenary degree c d (a) ∈ N 0 ∪{∞} (of a with respect to the distance function d) is the minimal N ∈ N 0 ∪ {∞} such that for any two factorizations z, z ′ of a there are factorizations
, the catenary degrees of all elements are finite. Then The set of distances of H (also called the delta set of H), defined as
is one of the oldest invariants in factorization theory. It is easy to check that min ∆(H) = gcd ∆(H) ([29, Proposition 3]). The set
is a technical tool to study sets of catenary degrees. We have 3) . Now we shed some extra light on these invariants in the commutative setting. Suppose that H is a commutative BF-monoid. The free abelian monoid Z(H) = F(A(H red )) with basis A(H red ) is the factorization monoid of H, π : Z(H) → H red is the factorization homomorphism, and Z(a) = π −1 (a) is the set of factorizations of a for every a ∈ H. The permutable distance function d p coincides with the usual distance d. Thus, if u 1 , . . . , u k , v 1 , . . . , v ℓ , w 1 , . . . , w m are atoms of H red such that v i = w j for all i ∈ [1, ℓ] and all j ∈ [1, m], then for the factorizations
we have
We briefly set 
Suppose that G is finite with D(G) ≥ 4. Then ∆(H), * (H), and Ca
It remains to study the set of catenary degrees and the set of minimal relations in case 
Suppose that D(G) = If one nonzero class contains at least two distinct prime divisors, then Ca(H) = R(H) = [2, 3] and otherwise we have Ca(H) = R(H) = {3}.
Let G be a finite abelian group with |G| ≥ 3, say In contrast to the set of (all) distances ∆(G), the set of minimal distances ∆ * (G) ⊂ ∆(G) is far from being an interval (e.g., [45] 
There is a finitely generated commutative Krull monoid H with finite class group such that
R(H) = Ca(H) = C \ {1} and * (H) = C \ {1, 2}. . Apart from such abstract realization theorems, there is a variety of results on these sets for very specific monoids and domains (e.g., [14, 26, 44, 37, 16, 43] , [22, Theorem 4.11] ). To provide an explicit example where, say the set of distances, is not an interval, consider the numerical monoid H generated by A(H) = {n, n + 1, n 2 − n − 1} for some n ∈ N ≥3 . Then ∆(H) = [1, n − 2]∪ {2n − 5} ( [12] ). We end this subsection with a list of examples satisfying the assumptions in Theorem 4.1. (d) (Finitely generated domains) If R is an integral separable finitely generated algebra over an infinite field K with dim K (R) ≥ 2, then R is noetherian and every class of its v-class group contains infinitely many prime divisors ( [40] ).
(e) Let G be an abelian group with |G| = 2. Then B(G) is a commutative Krull monoid with class group isomorphic to G and each class contains precisely one prime divisor ([29, Proposition 2.5.6]). This generalizes to relative block monoids ( [38, 4] ). Let K ⊂ G be a subgroup and let 2.
For every
Proof. 1. Let B ∈ B(G) with c(B) ≥ 4. Then there exists an element B 0 ∈ B(G) with |B 0 | being minimal such that c(B 0 ) = c(B). Then |B 0 | ≤ |B| and since it is sufficient to prove the assertion for B 0 , we may assume that B 0 = B. We set d = c(B) and observe that B ∈ B(G \ {0}) by the minimality of |B|. By the definition of c(B), there exist two distinct factorizations
where k ≤ ℓ ∈ N and U 1 , . . . , U k , V 1 , . . . , V ℓ ∈ A(G), with d(z 0 , z ′ 0 ) = d and such that there is no (d − 1)-chain concatenating z 0 and z ′ 0 . Let g 1 , g 2 ∈ G with g 1 g 2 | U 1 and, without loss of generality, we assume that g 1 g 2 | V 1 V 2 . We define
, and we consider a factorization of V ′ , say V ′ = W 1 · . . . · W s , where s ∈ N, W 1 , . . . , W s ∈ A(G), and g 1 + g 2 | W 1 . We obtain two factorizations of B ′ , namely
We assert that there is no (d − 2)-chain of factorizations concatenating z and z ′ which implies that c(B ′ ) ≥ d − 1 = c(B) − 1. If this holds, then 1. is proved. Assume to the contrary that there exists
where t i ∈ N, X i,1 , . . . , X i,t i ∈ A(G), and with
We choose i ∈ [1, m − 1] and distinguish three cases.
First, if there exists If there is an element g ∈ G with ord(g) = n ≥ 4, then 2 = c g n ((n − 2)g)(2g) ∈ Ca(G).
If there are two independent elements e 1 , e 2 ∈ G with ord(e 1 ) = ord(e 2 ) = 3, then 2 = c (e 1 + e 2 ) 4 e 2 1 e 2 2 ∈ Ca(G). If there are three distinct elements e 1 , e 2 , e 3 with ord(e 1 ) = ord(e 2 ) = ord(e 3 ) = 2, then 2 = c e 1 e 2 e 3 (e 1 + e 2 + e 3 )(e 1 + e 2 ) 2 ∈ Ca(G).
The set of tame degrees
Local tameness (i.e., the finiteness of all local tame degrees) is a basic finiteness property (in commutative factorization theory) in the sense that in many settings local tameness has to be guaranteed first before one proceeds to establish further arithmetical finiteness properties (we refer to the proof of the Structure Theorem for sets of lengths [29, Chapter 4.3] which serves as a prototype for this procedure). Tame degrees have been introduced also in the non-commutative setting ([5, Section 5]) but have not yet proved their usefulness in that context. Thus in this section we restrict to commutative Krull monoids. We introduce tame degrees in Subsection 5.1, formulate our main results in Subsection 5.2, and prove them in Subsection 5.3.
5.1. Tame degrees. Let H be commutative BF-monoid. The tame degree t(a, u) of an element a ∈ H and an atom u ∈ H is the smallest integer N with the following property: if a ∈ uH, then for any factorization a = v 1 · . . . · v n , with v 1 , . . . , v n ∈ A(H), there is a subproduct which is a multiple of u, say v 1 · . . . · v m , and a refactorization of this subproduct which contains u, say
More formally, for a ∈ H and u ∈ A(H red ), t H (a, u) = t(a, u) is the smallest N ∈ N 0 ∪ {∞} having the following property:
and only if Z(a) ∩ uZ(H) = Z(a) (in other words, if every factorization of a is divisible by u).
Since t(a, u) ≤ max L(a), all tame degrees are finite. We call
the set of tame degrees of H, t(H, u) = sup{t(a, u) | a ∈ H} is the local tame degree (at u), and
is the (global) tame degree of H (with the convention that sup ∅ = 0). We say that H is
• locally tame if t(H, u) < ∞ for all u ∈ A(H red ), and
It is easy to check that t(H, u) = 0 if and only if u is a prime whence H is factorial if and only if t(H) = 0. Furthermore, we have ([29, Theorem 1.6.6])
c(H) ≤ t(H), and if H is not factorial, then max{2, ρ(H)} ≤ t(H) .
If G is an abelian group, G 0 ⊂ G a subset, A ∈ B(G 0 ), and U ∈ A(G 0 ), then we set (as usual)
, and Ta(G 0 ) = Ta B(G 0 ) .
Main Results.
We formulate the main results and discuss them afterwards.
Theorem 5.1. Let H be a commutative Krull monoid whose class group G is an elementary 2-group, say G = C r 2 with r ∈ N 0 , and suppose that every class contains a prime divisor. 4.
if r ≥ 5 is odd. 
finite and either D(G) ≥ 4 or there is a nonzero class containing at least two distinct prime divisors, then [2, D(G)] ⊂ Ta(H).

If every class contains at least
Let H be a commutative Krull monoid with class group G and let G P ⊂ G denote the set of classes containing prime divisors. The relationship between the tame degrees of H and the tame degrees of B(G P ) is not as close as it was with the catenary degrees. We will have again the basic inclusion Ta(G P ) ⊂ Ta(G) (Lemma 5.3). However, it is not true that H is globally tame (i.e., sup Ta(H) < ∞) if and only if B(G P ) is globally tame (i.e., sup Ta(G P ) < ∞; see [24, Remark 3.4] 
and hence 
which shows the assertion.
Proof. Let m ∈ N ≥3 , and if G is finite, we suppose that m ≤ D(G). It is sufficient to show that m ∈ Ta(G).
Clearly, there is a U ∈ A(G) with |U | = m, say
We consider the element A = (−U )U ∈ B(G) and claim that t(A, U ) = m. Obviously,
Thus we obtain that t(A, U ) = m.
Proof of Theorem 5.1. If r = 0, then |G| = 1 and both H and B(G) are factorial whence t(H) = t(G) = 0 and Ta(H) = Ta(G) = ∅. Let r ≥ 1, (e 1 , . . . , e r ) be a basis of G = C r 2 , and let e 0 = e 1 + . . . + e r . We use that D(G) = r + 1, t(H) ∈ Ta(H), and that • If r = 2, then t(H) = t(G) = 3.
• If r = 3, then t(G) = 4, and if one nonzero class contains at least two distinct prime divisors, then t(H) = 5.
1. If r = 1, then t(H) = 2 whence Ta(H) = {2}, and B(G) is factorial whence t(G) = 0 and Ta(G) = ∅.
2. Suppose that r = 2. Then t(H) = t(G) = 3. It is easy to see that Ta(G) = {3}. If H is a commutative Krull monoid having at least two distinct prime divisors in a nonzero class, then Ta(H) = [2, 3] .
3. Suppose that r = 3. We set U = e 0 e 1 e 2 e 3 , W = (e 1 + e 2 ) 2 , X = e 0 (e 1 + e 2 )e 3 , and Y = (e 1 + e 2 )e 1 e 2 .
Then A = U W = XY and t(A, U ) = 2 which implies that min Ta(G) = 2. Since t(G) = 4 and Ta(C 2 2 ) ⊂ Ta(G), it follows that Ta(G) = [2, 4] . Suppose that H is a commutative Krull monoid having at least two distinct prime divisors in a nonzero class, then t(H) = 5 and hence Ta(G) = [2, 4] implies that Ta(H) = [2, 5] .
4. We continue with the following assertions.
A1. Let r ≥ 4 be even. Then there are a U ∈ A(G) and, for every
A2. Let r ≥ 5 be odd. Then there are a U ∈ A(G) and, for every
A3. . Let r ≥ 4 be congruent two modulo 4. Then there are a U ∈ A(G) and, for every
A4. . Let r ≥ 3 be divisible by 4. Then there are a U ∈ A(G) and, for every ν ∈ [1, r − 2], an
Proof of A1. We set U = e 0 r j=1 (e 0 + e j ) and, for all i, ν ∈ [1, r], we define 
and z ′ is the only factorization of A (ν) which is divisible by U . Therefore we obtain that
Proof of A2. We set U = r j=1 (e 0 + e j ) and, for all i ∈ [1, r] and all ν ∈ [1, r − 1], we define 
[Proof of A2.] Proof of A3. Consider G as an F 2 -vector space and set U i = e 2 i for all i ∈ [1, r]. Obviously, U = e 0 (e 0 + e 1 + e 2 )(e 0 + e 2 + e 3 ) · . . . · (e 0 + e r−2 + e r−1 )(e 0 + e r−1 + e 1 )
is a zero-sum sequence of length |U | = r. Since (e 0 + e 1 + e 2 , e 0 + e 2 + e 3 , . . . , e 0 + e r−2 + e r−1 , e 0 + e r−1 + e 1 ) = (e 1 , . . . , e r ) · A 
has rank r − 1, it follows that U ∈ A(G). For all i ∈ [1, r] and all ν ∈ [1, r − 2], we define V ν = (e 0 + e ν + e ν+1 )e Then
[Proof of A3.] Proof of A4. We set e r+1 := e 1 and define U = (e 0 + e 1 + e 2 )(e 0 + e 2 + e 3 ) · . . . · (e 0 + e r + e 1 ) .
Since r is divisible by 4, we infer that U ∈ A(G) and clearly we have |U | = r. For all i ∈ [1, r] and all ν ∈ [1, r − 2], we define 
[Proof of A4.] 5. We suppose that r ≥ 4 and will proceed by induction on r. If r is even, then [24, Theorem 5.1] implies that t(H) = t(G) = 1 + r 2 /2 ,
whence it remains to show that
If r is odd, then 2 + r(r − 1)/2 ∈ Ta(G) and by the induction hypothesis (i) Suppose that r = 4. By (5.2), it remains to show that [6, 8] ⊂ Ta(G), and this follows from A1.
(ii) Suppose that r = 5. By (5.3), remains to show that [10, 11] ⊂ Ta(G), and this follows from A2. Proof of Theorem 5.2. We may suppose that H is reduced and we consider a divisor theory H ֒→ F = F(P ). Then G = q(F )/q(H) is the class group of H, and for an element a ∈ F , |a| F = |a| ∈ N 0 denotes the length of a with respect to F . 1. and 3. Suppose that every class contains a prime divisor. Theorem 5.1.2 shows that Ta(C 2 ⊕ C 2 ) = {3} and Similarly, we can show that Ta(C 3 ) = {3}. Lemma 5.6 implies that [3, D(G)] resp. N ≥3 ⊂ Ta(G). If there is a nonzero class containing at least two prime divisors, then 2 ∈ Ta(H) by Lemma 5.3.3. Since Ta(G) ⊂ Ta(H) by Lemma 5.3.2, it remains to show that 2 ∈ Ta(G) whenever D(G) ≥ 4. We distinguish four cases.
(i) Suppose that G contains an element g of infinite order. Then U = (2g)(−g) 2 and V = (−3g)(2g)g are atoms. Since Z(U V ) = {U V, (−g)g(−3g)(2g)(2g)(−g)}, it follows that t(U V, U ) = 2.
(ii) Suppose that G contains an element g with ord(g) = n ≥ 4. Then U = g n and V = (−2g)(2g) are atoms. Since Z(U V ) = {U V, g n−2 (2g) · (−2g)g 2 }, it follows that t(U V, U ) = 2.
(iii) If all elements of G have order two, then 2 ∈ Ta(G) by Theorem 5.1.4.
(iv) Suppose that all elements of G have order three, and let e 1 and e 2 be two independent elements of order 3. Then U = (e 1 + e 2 ) 3 and V = (e 1 + e 2 )e 2 1 e 2 2 are atoms. Since Z(U V ) = {U V, e 1 e 2 (e 1 + e 2 ) 2 · e 1 e 2 (e 1 + e 2 ) 2 }, it follows that t(U V, U ) = 2.
2. Suppose that every class contains at least D(G) + 1 prime divisors. We start with the following assertion.
A. For every a ∈ H and every u ∈ A(H) with t(a, u) ≥ D(G) + 1 there exists b ∈ H with |b| < |a| and t(b, u) ≥ t(a, u) − 1.
Proof of A. Let a ∈ H and u ∈ A(H) with t(a, u) ≥ D(G) + 1. By definition of t(a, u), there exists a factorization z = u 1 · . . . · u k ∈ Z(a), where k ∈ N and u 1 , . . . , u k ∈ A(H), such that for all factorization z ′ ∈ Z(a) ∩ uZ(H), we have d(z, z ′ ) ≥ t(a, u).
For every atom v ∈ H, we have |v| ∈ [1, D(G)] ([29, Theorem 5.1.5]) and v is a prime in H if and only if |v| = 1. Since t(a, v) = 0 for all primes v ∈ H, we infer that u is not a prime. If v is a prime dividing a, then Z(a) = vZ(v −1 a) whence t(a, u) = t(av −1 , u). Thus we may assume without restriction that a is not divisible by any prime of H. This implies that max L(c) ≤ |c|/2 for every divisor c of a.
Suppose there exists an i ∈ [1, k], say i = 1, such that u | F u 2 · . . . · u k . We define b = u 2 · . . . · u k and clearly we have |b| < |a|. Assume to the contrary that t(b, u) ≤ t(a, u) − 2. Then for 
