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Abstract
While the performance of modern digital cameras have been improved re-
markably, taking photographs under low-light conditions is still challenging. Pho-
tographs taken with optimal camera settings may be corrupted by noise or blur.
Researchers across disciplines has studied photograph enhancement under low-
light conditions for decades.
In light of previous studies, this thesis proposes Computational Low-Light Flash
Photography. We exploit the correlation between no-flash and flash photographs
of the same scene to produce high quality photographs under low-light conditions.
We propose a novel image deblurring method by using a pair of motion blurred
and flash images taken using a conventional camera. We investigate the correlation
between the sharp image and its corresponding flash image and use it to constrain
the image deblurring. We show that our method is able to estimate an accurate
blur kernel and reconstruct a high-quality sharp image and outperforms existing
deblurring methods. In situations that a normal visible flash cannot be used,
we propose to use a near infrared (NIR) flash and build a hybrid camera system
to take a noisy visible image and its NIR counterpart simultaneously. We then
present a novel image smoothing and fusion method that combines the image pair
to generate a cleaner image with enhanced details. Intensive experimental results
demonstrate that our approach outperforms the state-of-the-art image denoising
methods.
The methods proposed in this thesis provide a practical and effective way for
high-quality low-light photography. Moreover, our work enables better under-
standing of the correlation between flash and no-flash images in both visible and
NIR spectrum and thus provides more insights for image enhancement using cor-
related images.
Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
1 Introduction 1
1.1 Challenges in Low Light Photography . . . . . . . . . . . . . . . . . . 2
1.2 Motivation and Objective . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Other Work not in the Thesis . . . . . . . . . . . . . . . . . . . . . . . 9
2 Literature Review 10
2.1 Image Denoising . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Image Filtering Methods . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Methods Using Image Priors . . . . . . . . . . . . . . . . . . . 13
2.1.3 Denoising Using Correlated Images . . . . . . . . . . . . . . . 16
2.2 Image Deblurring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Image Blur Models . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Non-Blind Image Deblurring . . . . . . . . . . . . . . . . . . . 19
2.2.3 Blur Kernel Estimation . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.4 Blind Image Deblurring . . . . . . . . . . . . . . . . . . . . . . 25
2.2.5 Deblurring Using Correlated Images . . . . . . . . . . . . . . . 26
2.3 Computation Flash Photography . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Conventional Flash Photography . . . . . . . . . . . . . . . . . 29
2.3.2 Flash and No-Flash Image Pairs . . . . . . . . . . . . . . . . . 30
2.4 Beyond Visible Light . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
i
CONTENTS
3 Robust Flash Deblurring 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Image Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Flash Gradient Constraint . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Flash Deblurring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Kernel estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.3 Sharp image reconstruction . . . . . . . . . . . . . . . . . . . . 47
3.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Discussion and Limitation . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Near Infrared Flash for Low Light Image Enhancement 60
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 NIR Photography and Image Acquisition . . . . . . . . . . . . . . . . 63
4.3 Correlation between Visible and NIR Images . . . . . . . . . . . . . . 65
4.4 Visible Image Enhancement . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Visible image denoising . . . . . . . . . . . . . . . . . . . . . . 68
4.4.2 Detail transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.3 Shadows and specularities detection . . . . . . . . . . . . . . . 74
4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.6 Discussion and Limitation . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 Conclusion and Future Directions 82
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82




1.1 The exposure cube showing the three factors controlling the exposure
and their relationship with image noise, depth of field (DoF) and
motion blur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Images of a low-light scene taken using different camera settings. (a)
The image taken using a high camera gain is sharp but suffers from
high noise. (b) By using a long exposure time, the image captured is
clean but blurred if there is any camera motion during the exposure.
(c) Using a large aperture size, objects away from the focal plane
undergo defocus blur. (d) The flash image is sharp and noise free,
but it looks flat and alters the atmosphere of the ambient light and
also introduces unwanted specularities. The images are taken using
Canon 7D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Comparison of single image denoising methods using Lena image
with AWGN (singma = 25). General image filtering methods (Gaus-
sian filter, Aniostropic diffusion [51] (AD) and NLM [10]) can remove
the noise while over-smoothing image details. Methods based on
image priors (GSM [53] , KSVD [19] and FoE [57] are generally able
to produce better results. The BM3D method [16] produces the best
denoising result in this example. . . . . . . . . . . . . . . . . . . . . . 15
2.2 Comparison of single image denoising with multi-view denoising
using noisy images taken from different viewpoints. (a) One of
25 noisy input images; (b) Single image denoising result using
BM3D [16] (PSNR=24.76); (c) 25-view image denoising result us-
ing [77] (PSNR=27.70); (d) Ground truth . . . . . . . . . . . . . . . . . 16
iii
LIST OF FIGURES
2.3 Examples of blurred images. (a) Image blur caused by object motion
(from [32]); (b) Image blur caused by camera shake during long
exposure (from [21]); (c) Defocus blur due to shallow depth of field. . 18
2.4 Comparison of non-blind image deblurring methods. Given the
noisy blurred image and the blur kernel, RL method is able to deblur
the image but suffers from amplified noise. TM and TV regulariza-
tion suppress the noise but also over-smooth image details. The best
deblurring result is obtained by using sparse gradient prior. . . . . . 22
2.5 Examples of real blur kernels and their kernel value distributions.
(a)-(h) show 8 real blur kernels. The right plot shows the correspond-
ing kernel value distributions. (From [74]) . . . . . . . . . . . . . . . . 24
2.6 Image denoising using flash and no-flash image pairs. The detail
information from flash image is used to both reduce the noise in the
no-flash image and sharpen its detail. (From [52]) . . . . . . . . . . . 30
2.7 Undesirable artifacts in photography can be reduced by comparing
image gradients at corresponding locations in a pair of flash and
ambient images. Images on the left show the result of removing
flash highlights. Images on the right show the result of removing
unwanted reflections from the ambient image. (From [2]) . . . . . . . 31
2.8 Electromagnetic spectrum. NIR light is adjacent to visible red light
with wavelength ranging from 700nm to 1400nm. . . . . . . . . . . . . 32
2.9 A pair of visible and NIR images, and the visible image enhanced
using the NIR image. (From [79]) . . . . . . . . . . . . . . . . . . . . . 33
3.1 Flash deblurring using a pair of blurred and flash images. Our
method can achieve accurate kernel estimation and high quality
sharp image reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Flash gradient constraint. (d)(e) show the intensities and gradients
along a 1D scan line (the 100th row) in R channel of the three images.
The intensity I, B and F are different to each other, while ∇I is close
to ∇F. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 The quadratic and Lorentzian cost functions and their derivatives.
(a) Quadratic. (b) Lorentzian. (From [12]) . . . . . . . . . . . . . . . . 43
iv
LIST OF FIGURES
3.4 Over-exposure artifact correction. Over-exposure cause artifacts in
the deblurring result for single image deblurring method such as
Levin et al. [39]. Our sharp image reconstruction method can handle
this problem by automatically detecting the over-exposed regions (as
denoted in the green rectangle). . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Kernel estimation error. Existing kernel estimation methods using
single image suffer from noise, while our method is robust to noise. 51
3.6 Comparison of different non-blind deconvolution methods. The
ground truth blur kernel is used to facilitate comparison. The signal-
noise-ratio (SNR) of each result is also shown. By using the flash
image, our deconvolution method outperforms the others and gen-
erated a result image with fine image details and the highest SNR. . . 52
3.7 Comparison of single image deblurring methods. The performance
of single image deblurring methods is affected by large blur, but
our method is robust and can obtain accurate kernel and reconstruct
image with fine image details. . . . . . . . . . . . . . . . . . . . . . . . 54
3.8 Comparison with blurred/noisy image deblurring. Our method out-
performs Yuan et al.’s method in both kernel estimation and image
reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.9 Comparison with dual motion deblurring. (d) shows the dual mo-
tion deblurring result using B1 and B2. The blur kernel shown here
is the estimated K1. (e), (f) show our results using one of the blurred
image and the flash image. . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.10 A real image example with very large blur. Here, the size of the
estimated blur kernel is 99 × 99. . . . . . . . . . . . . . . . . . . . . . . 58
3.11 Comparison with color transfer. Our method is able to better pre-
serve the lighting condition. . . . . . . . . . . . . . . . . . . . . . . . 58
4.1 Our method uses a pair of V/N images and generates a high qual-
ity noise-free image with fine details. It outperforms single image
denoising methods such as BM3D. . . . . . . . . . . . . . . . . . . . . 62
v
LIST OF FIGURES
4.2 Our hybrid camera system and transmission rate of a typical hot
mirror. The hybrid camera is composed of two modified cameras,
a hot mirror and a NIR flash. The hot mirror reflects NIR light
while allowing visible light pass through. The NIR flash is built by
mounting a NIR filter to a normal flash. The flash is able to generate
both visible and NIR light. The NIR filter blocks the visible light and
let only NIR light out. Our hybrid camera system was previously
used in [79] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Correlation between a visible image and its corresponding NIR im-
age. (d) and (e) show the intensities and gradients of a 1D scan
line (the 150th row) of the visible image and the NIR image. The
intensities of the visible and NIR images are different to each other.
The gradients of the visible are aligned very well with and follow
the same changes with those of NIR image. While the intensities
and gradients of the noisy visible image are different from those of
the NIR image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4 Workflow of our method. S and D denote normal and dual WLS
smoothing respectively. | · | denotes pixel-wise multiplication. we
use the NIR flash image N to denoise the visible ambient image V
and then apply detail transfer to further enhance the detail of the
denoised image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Comparison of normal WLS and dual WLS smoothing. Due to
different spectral reflectivities of different material. Some edges in
the visible image V may disappear in the NIR image N, which will
lead to edge blurring in the result using normal WLS smoothing. Our
dual WLS smoothing uses both N and Vb to guide the smoothing,
thus can avoid edge blurring. . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 The Chinese painting example. Our dual WLS smoothing is able to
preserve more details than normal WLS smoothing. Furthermore,
After detail transfer, the image detail of (g) is even richer than (d). . . 73
vi
LIST OF FIGURES
4.7 The teapot example showing our handling of NIR flash shadow and
specularity. Without shadow and specularity detection, detail trans-
fer may cause artifacts especially along the shadow and specularity
boundaries. By creating a shadow and specularity mask, these arti-
facts can be corrected. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.8 Comparison of the results of our method and joint bilateral filter-
ing (JBF). Due to the properties of NIR images, directly applying JBF
may get results with artifacts such as color shift, edge blur and halo
effects, while our method is able to reduce these artifacts. . . . . . . . 77
4.9 Application of our method on flash/no-flash image pairs for denois-
ing. Our method is able to remove the noise effectively without
introducing halo artifacts. While joint bilateral filtering may intro-
duce halo artifacts along strong edges (shown in rectangles). . . . . . 78
4.10 Comparison of results of our method and dark flash method. Both
methods generate high quality denoising results, while our method
is much more efficient. The input images are from [37]. . . . . . . . . 79
5.1 Comparison of the two proposed methods for low-light photogra-
phy in this thesis. The first row shows the input blurred and flash
image pair and the input noisy and NIR flash image pair of the same
scene. The second row shows the deblurred and denoising results,
as well as the long exposure reference image of the same scene. The
deblurred image is generated from the blurred and flash image pair.
The denoised image is generated from the noisy and NIR flash im-
age pair. The deblurred image has better quality with accurate color
estimation and richer image details. . . . . . . . . . . . . . . . . . . . 84
vii
List of Tables
2.1 Comparison of low-light photograph enhancement methods using




Light makes photography. It is one of the most critical factors in photography. Light
is emitted by light sources, reflected by the scene objects, then enters a camera and
forms a photograph on the film or sensor. In order to obtain a good photograph, an
adequate amount of light should be recorded by the camera to achieve sufficient
exposure. Exposure is controlled by the aperture size, the shutter speed (exposure
time) and the ISO setting of a camera. Under low-light conditions, a large aperture
size, a slow shutter speed or a high ISO setting must be applied to achieve sufficient
exposure. As a result, photographs captured may be corrupted by defocus blur,
motion blur or noise. One can also add additional light to the scene by using flash.
However, flash may ruin the atmosphere of the ambient light and introduce flash
artifacts, such as unwanted harsh shadows and specularities.
To address the problems in low-light photography, this thesis presents two novel
image capturing and processing methods to produce high quality photographs
under low-light conditions. Specifically, we take a blurred/flash image pair suc-
cessively using a conventional camera and use the flash image to guide the image
1
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deblurring process. Our method is able to produce a high quality sharp image
without altering the color of ambient light. Furthermore, when normal visible
flash is not applicable, we proposed to use a near infrared (NIR) flash and build
a hybrid camera system to take a pair of noisy ambient image and noise-free NIR
flash image simultaneously. The image pair is then combined together to generate
a noise free image. Our capturing and processing methods combine the best of
two worlds: they preserve the color of ambient light and exploits the image details
from flash images. Therefore, they are able to generate high quality sharp and noise
free images under low-light conditions. In this thesis, we call them Computational
Low Light Flash Photography.
In this chapter, we first introduce the challenges in low-light photography, and
discuss the motivation and objectives of our work. We then list the contributions
of this thesis and finally present the outline of this thesis.
1.1 Challenges in Low Light Photography
Photographing under low-light conditions, such as night time outdoor lighting,
dim indoor lighting, candle lighting, is exceptionally challenging. Due to the weak
ambient light, it is difficult to achieve sufficient exposure. As shown in figure 1.1,
exposure is controlled by three most importance settings of a camera: the camera
gain (ISO setting), the aperture size and the exposure time. The camera gain
controls the sensitivity of a camera’s sensor to a given amount of light; the aperture
size controls the area over which light can enter a camera; the exposure time is the
duration of exposure. However, they also effect image noise level, the depth of




















Figure 1.1: The exposure cube showing the three factors controlling the exposure
and their relationship with image noise, depth of field (DoF) and motion blur.
Under low-light conditions, to achieve sufficient exposure, it is desirable to use
a high camera gain (or ISO setting), a large aperture size or a long exposure time.
However, as we can see from Figure 1.2, the images of the same low-light scene
captured using different camera settings may suffer from different image artifacts.
Consequently, a key to low-light photography is to find a balanced camera setting
to achieve sufficient exposure while well reducing artifacts. However, such a
balanced camera setting is not easy to find and sometimes does not exist.
An alternative for low-light photography is adding artificial light to the scene by
using a flash. However, flash photography also has its disadvantages. Firstly, the
scene is unevenly lit by the flash and the objects near the flash are disproportionately
brightened. Secondly, a flash may ruin the mood evoked by the ambient light
due to color difference between the ambient and the flash light. In addition, the
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(a) High gain (ISO12800, F/8,1/40sec) (b) Large aperture (ISO100, F/1.4, 1/40sec)
(c) Long exposure time (ISO100, F/8, 0.8sec) (d) Flash (ISO100, F/8, 1/60sec)
Figure 1.2: Images of a low-light scene taken using different camera settings. (a)
The image taken using a high camera gain is sharp but suffers from high noise. (b)
By using a long exposure time, the image captured is clean but blurred if there is
any camera motion during the exposure. (c) Using a large aperture size, objects
away from the focal plane undergo defocus blur. (d) The flash image is sharp and
noise free, but it looks flat and alters the atmosphere of the ambient light and also
introduces unwanted specularities. The images are taken using Canon 7D.
4
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flash introduces unwanted artifacts such as red eyes, unwanted reflections, harsh
shadows and so on. An example flash image is shown in Figure 1.2 (d).
1.2 Motivation and Objective
Many works have been introduced in recent years to address the problems in
low-light photography, including image denoising, image deblurring and compu-
tational flash photography.
Image denoising is a long studied problem and very promising denoising results
have been obtained [10, 16, 19, 45, 47]. However, it is difficult to distinguish fine
image detail from noise given only a single image. Hence, multi-image denoising
methods [31, 54, 77] are proposed and better results can be obtained. Recently,
great progress in single image deblurring [39, 60, 76] has been made by enforcing
strong priors on sharp images and blur kernels. However, single image deblurring
methods are sensitive to noise and suffer from deconvolution artifacts. Therefore,
some methods seek to utilize correlated images for image deblurring. They used a
blurred and noisy image pair [75] or two blurred images [12, 43] to better reduce
noise and deconvolution artifacts. A large amount of efforts has also been made
to enhance flash photography under low-light conditions. Those work use flash
and no-flash images [2, 18, 52], or exploit multiple flash images [49], to enhance the
ambient image while eliminating the flash artifacts. Very impressive enhancement
results are produced by those methods.
It has been demonstrated that methods using multiple correlated images are
generally able to produce better results for low-light photography, because ad-
ditional images provide more information about the scene. However, previous
5
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methods are limited in the following two ways:
Different images can provide information about the scene in different aspects.
Hence, some combinations of correlated images are more suitable than the oth-
ers for low-light photography. For example, a noisy/flash image pair is generally
better than two noisy images of the same scene for denoising because the flash
image contains more detail information of the scene. This factor is not well con-
sidered for existing methods when choosing an image pair as input. Furthermore,
although more inputs provide more information, new problems may be introduced
by using additional images. For example, flash may introduce cast shadows and
specularities. The new problems introduced should be well handled.
Most methods using multiple images assume the images should be accurately
aligned pixel by pixel. Thus, a tripod is required when capturing the images, or the
captured images should undergo an alignment process, which could be difficult to
achieve. Moreover, some image pairs, such as a flash/no-flash image pair, can only
be taken in successive shots. Therefore, those methods are only suitable for static
scenes. For dynamic scenes, however, the scene content changes after the first shot,
which further limit the flexibility and application of those methods.
To address these problems, our objective in this thesis is to provide more practi-
cal solutions for taking high-quality photographs under low-light condition, using
multiple correlated images. More specifically,
• We should choose the correlated image combination that maximizes the total
information about the scene, such that the ambiguity in image enhancement




• Input images should be easy to acquire either using (hand-held) conventional
cameras or newly invented capturing devices. To make our method applica-
ble to broad photography situations, its dependence on static scene should
be minimized.
• The information contained in each image should be fully exploited to produce
high quality result. The result should be visually plausible and computation-
ally meaningful. Moreover, the artifacts introduced by additional images
should be well handled.
• Some user intervention is acceptable to further improve the quality of the
result although fully automatic processing is preferable.
1.3 Contributions
In this thesis, we aim to provide practical solutions for low-light photography. We
found that although good color estimation can be achieved, a common problem for
image denoising and deblurring is detail loss. The flash image provides substantial
details of the scene. Thus, it is complementary to blurred or noisy images and
provide more information about the scene in another domain. We also show that a
flash image is highly correlated with its corresponding no-flash images of the same
scene. Based on their correlations, flash image constraints are introduced and we
propose the computational low-light flash photography that generates high-quality
images under low-light conditions. The work in this thesis builds upon several
novel capturing and processing methods in image processing, computer vision,
and computer graphics. Our major contributions are outlined as follows.
7
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Robust flash deblurring [80]: We present a novel method to recover a sharp
image from a pair of motion blurred and flash images, successively captured using
a hand-held camera. The blurred and flash images compensate well with each
other, providing both the color and detail of the scene, respectively. We proposed
a novel flash gradient constraint by exploiting the correlation between them, and
then incorporate the flash gradient constraint into the image deblurring framework.
We are the first to use flash photography for image deblurring. By using the flash
image, our method can accurately estimate the image blur kernel, and significantly
reduce deblurring artifacts while keeping fine image details, producing high quality
deblurring results. Moreover, our input images can be taken using a conventional,
hand-held camera with flash and thus it is very practical for low-light photography.
Image Denoising using NIR Flash Images [83]: We propose to use a near
infrared (NIR) flash in the situations that normal visible flash cannot be used. The
advantage of using NIR flash is that the taking of a NIR flash image do not affect
the taking of a visible image. Based on this, we build a hybrid camera system
to take an visible image and its corresponding NIR image simultaneously by a
single click. Then a novel method is proposed to denoise the visible image and
enhance its details using the NIR flash image. Our method is able to reconstruct a
high-quality noise-free sharp image under low-light conditions. The NIR flash is
invisible. Thus it is less intrusive than a normal visible flash and will not dazzle
the subject being photographed. Moreover, our prototype camera is able to take a
visible and NIR image pair simultaneously, and thus it is suitable for both static and




1.4 Other Work not in the Thesis
During my doctorial training, I have also visited problems other than low-light pho-
tography. I studied image defocus and defocus map estimation from a single im-
age [81, 82], correcting over-exposure in photographs [26] and sematic colorization
using Internet images [13]. With Dr. Seon Joo Kim, Deng Fanbo, Prof. Chi-Wing
Fu and Prof. Michael S. Brown, I developed a system for interactive visualization




As described in Chapter 1, photographs captured under low-light conditions are
usually degraded by artifacts, such as noise, blur, or flash artifacts. Our research
focus on removing these artifacts by inventing novel image capturing and pro-
cessing methods. A significant amount of research in image processing, computer
vision and computer graphics communities has addressed these problems. In this
chapter, we will give an overview of related work. The focus will be put on image
denoising, image deblurring and computational flash photography. Besides, we
will also introduce photography beyond visible light.
2.1 Image Denoising
Image noise arises at several image formation stages of an imaging system. It
occurs due to various aspects of the electronics and tends to be the most disturbing
artifacts under low-light conditions, where the signal-noise-ratio is low because of
minimal exposure.
10
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According to [28], for a carefully designed imaging system, the major noise
sources are thermal noise and shot noise. More specifically, in low-light photogra-
phy, long time exposed images are dominated by thermal noise and noisy images
captured using high ISO settings are dominated by shot noise. Thermal noise is
caused by free electrons generated by thermal energy in silicon. The free electrons
are stored at sensing units and thereafter become indistinguishable from photo
electrons. Thermal noise is dependent on the exposure time and can be well mod-
elled by a Gaussian distribution. Shot noise is the result of the quantum nature
of light and caused by the uncertainty in the number of photons collected at each
sensing unit. Shot noise is usually modelled as a Poisson distribution with zero
mean and variance depending on the total number of photons.
Although sophisticated noise models have been developed and can be found
in [28, 45]. In the literature of image denoising, the most popular noise model is
the additive white Gaussian noise (AWGN) model:
N = I + n (2.1)
where N is the noisy image, I is the noise-free image, and the noise n obeys the
Gaussian distributionN(0, σ2). AWGN model is a reasonable approximation of the
combination of all kinds of noise.
The goal of image denoising is to preserve image details as much as possible
while eliminating noise [45]. A variety of image denoising methods have been
developed. Those methods differ in the ways to distinguish noise from latent
image signals. In the following subsections, we will give an brief overview of those
methods.
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2.1.1 Image Filtering Methods
Gaussian filtering and median filtering are the two classic filtering methods for
image denoising. Gaussian filtering smooths the noise by spatially weighting the
neighboring pixels based on the distances from the current pixel location. It is
equivalent to solving an isotropic heat diffusion equation [63] and tends to over-
smooth images. Median filtering uses the median of pixels in a local window to
represent the pixel value. It is able to better preserve image edges and is particularly
effective for speckle noise or salt and pepper noise.
Edge-preserving filtering can better preserve image details compared with clas-
sic filtering methods. Anisotropic diffusion (AD) [51], bilateral filtering [69] and
the weighted least squares (WLS) filtering [20] are the most well-known three. AD
introduces a gradient-dependent term to enforce that the diffusion performs along
the edge direction instead of across it, so that the pixels with higher gradients get
less diffused than those with lower gradients. Bilateral filter is designed to average
pixels that are spatially near to each other and have similar intensity values. The
averaging weights are defined by two Gaussian functions on the spatial distance
and the intensity difference, respectively. Given an input noisy image, WLS filter-
ing seeks a new image, which is as close as possible to the noisy image, and is also
spatially smooth except at significant gradient locations. It uses the gradients of the
noisy image to control the smooth weight at each gradient locations. WLS filtering
is formulated as an energy minimization problem and a closed-form solution can
be derived. The relationship between AD, bilateral filtering and WLS filtering is
discussed in [5]. Edge-preserving filtering reduce image noise while preserving
image details. However, they tend to remove soft texture, resulting in flat intensity
12
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regions and staircase effect.
Collaborative filtering is built on the observation that local image patches are
often repetitive within an image. Therefore, similar patches within an image are
grouped together and jointly filtered to remove noise. Non-local means filter-
ing [10] and BM3D [16] are two representative collaborative filtering methods.
Non-local mean filtering also average current pixel value with the other pixels in
the images. The averaging weights are determined by the similarity of the patches
centered at current pixel and the other pixels. The search area is restricted to a small
window around current pixel to reduce the computational cost. By using block
matching, BM3D [16] groups similar image patches of the input noise image. 3D
transformation is applied on each group, followed by a shrinkage of the transform
spectrum. The denoised image is then obtained by inverting the transformation
on all patches and put them back to their original positions. Collaborative filtering
methods produce high quality results, especially for texture-like images contain-
ing many repeated patterns. However, for image with less repeated regions, the
performance of collaborative filtering methods is reduced.
2.1.2 Methods Using Image Priors
To handle the uncertainty in distinguishing noise and fine image details, natural
image prior models consider denoising from the high level view of natural image
statistics. Those models include sparse edge filtering response model, Field of
Experts model and the color line model.
Wavelet denoising methods [62, 53] are based on the image prior that the wavelet
coefficients of natural images have sparse distribution [22, 70]. An input image is
13
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first decomposed into wavelet representation and the coefficients are enforced to
follow sparse distributions by suppressing low-amplitude values while retaining
high-amplitude ones. The denoised image is then obtained by inverting the wavelet
decomposition. Although wavelet denoising methods generate promising results,
they tend to introduce ringing artifacts in wavelet reconstruction.
Field of Experts (FoE) model [57, 58] represents an image using a high-order
Markov random field (MRF) that captures local image statistics, which is learnt
from a set of representative training images. FoE model is generic and can be
applied to applications such as image denoising, in-painting and super-resolution.
However, its performance is not as good as wavelet-based methods.
A significant image denoising approach is based on the study of sparse repre-
sentation of signals: signals can be represented as sparse linear combinations of
prototype single-atoms from an over-complete dictionary. The sparse representa-
tion based methods [4, 19, 48, 47] first train an over-complete redundant dictionary
describing the image content effectively. Then each denoised image patch is ob-
tained by estimating a patch that is close to the noisy image patch and also can
be written as a sparse representation of the atoms in the learnt dictionary. High
quality image denoising results can be obtained by these methods. However, they
usually impose a high computational burden for dictionary learning.
A comparison of single image denoising methods is shown in Figure 2.1. Classic
image filtering methods remove image noise to some extent, but they smooth image
details. Methods based on image prior are able to better preserve image details.
BM3D [16] is the current state of the art method. It combines both collaborative
filtering and image prior to perform image denoising.
14
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Original image Noisy image (σ = 25) Gaussian filter (PSNR=26.60)
AD ((PSNR=29.60) NLM (PSNR=30.21) GSM (PSNR=31.71)
KSVD (PSNR=31.28) FoE (PSNR=30.82) BM3D (PSNR=32.09)
Figure 2.1: Comparison of single image denoising methods using Lena image
with AWGN (singma = 25). General image filtering methods (Gaussian filter,
Aniostropic diffusion [51] (AD) and NLM [10]) can remove the noise while over-
smoothing image details. Methods based on image priors (GSM [53] , KSVD [19]
and FoE [57] are generally able to produce better results. The BM3D method [16]
produces the best denoising result in this example.
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(a) (b) (c) (d)
Figure 2.2: Comparison of single image denoising with multi-view denoising using
noisy images taken from different viewpoints. (a) One of 25 noisy input images; (b)
Single image denoising result using BM3D [16] (PSNR=24.76); (c) 25-view image
denoising result using [77] (PSNR=27.70); (d) Ground truth
2.1.3 Denoising Using Correlated Images
The limitation of single image denoising is that it is difficult to distinguish noise and
fine image detail from a single image. According to Levin’s recent findings [42],
future sophisticated single image denoising algorithms appear to have modest
room for improvement: only about 0.6-1.2dB. It seems that the performance of
single image denoising has almost been reached. One alternative to improve
image denoing is to use multiple correlated images, such as video or noisy images
captured from multiple viewpoints.
Different from a single image, video sequences have high temporal redundancy
that can be used efficiently to remove noise. The idea of collaborative filtering can be
extended to video denoising [8, 11, 31, 54] by searching similar patches both within
the current frame and over multiple frames. By grouping similar patches, the video
denoising problem is formulated as weighted averaging of similar patches [8, 11],
a joint sparse coding problem [54] or a low-rank matrix completion problem [31].
In [77], noisy images taken from different viewpoints are used as input. The
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method groups similar patches in multiple input images using additional depth
information. Then principal component analysis (PCA) and tensor analysis are
adopted to remove intensity-dependent noise. The method is able to achieve more
accurate patch grouping using depth information, and thus generates outstanding
image denoising results. As shown in Figure 2.2, the multi-view image denoising
method outperforms the state of the art single image denoising method (BM3D).
2.2 Image Deblurring
To avoid high noise level in low-light conditions, an alternative is to use a long
exposure time or a large aperture size. However, during a long exposure, scene
object motion or camera shake would cause motion blur in captured images. In
motion blurred image, each scene point is imaged on a range of locations in the
camera sensor. The blur pattern of the point is the projection of the object motion
path onto the image plane. Figure 2.3 (a) and (b) shows two motion blurred
images caused by object motion and camera shake, respectively. A large aperture
size means shallow depth-of-filed. The light from a point on the object off the focal
plane will reach multiple sensor points, which will result in a blurred image similar
to Figure 2.3 (c).
In order to give the photographers a tool to produce sharp images under low-
light conditions, image deblurring is desirable. Image deblurring can be cate-
gorised into non-blind image deblurring and blind image deblurring. Non-blind
image deblurring refers to the process of recovering a sharp image from an im-
age blurred with a known blur kernel. In contrast, blind image deblurring is the
process to estimate both a blur kernel and a sharp image given only the blurred im-
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(a) (b) (c)
Figure 2.3: Examples of blurred images. (a) Image blur caused by object mo-
tion (from [32]); (b) Image blur caused by camera shake during long exposure
(from [21]); (c) Defocus blur due to shallow depth of field.
age. Both blind and non-blind image deblurring are challenging and have gained
large amount of research recent years. In this section, we will introduce the image
blurring models and different image deblurring methods.
2.2.1 Image Blur Models
The most commonly used image blur model is the convolution model. Specifically,
a blurred image B is a convolution of a sharp image I with the blur kernel K, i.e.,
B = I ⊗ K + n. (2.2)
where n is the image noise. If the blur kernel is the same for all pixels, the blur is
called uniform (or spatially invariant) blur. For example, the motion blur caused
by camera in-plane translation. If the blur kernel K are different for different pixels,
the blur is called non-uniform (or spatially variant) blur. For example, the motion
blur caused by camera rotation.
Although the convolution model is able to model non-uniform blur by estimat-
ing a blur kernel at each pixel, the representation is redundant. A better model is
18
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the projective blur model proposed by [27, 67, 72]. It assumes that two images of
the same scene captured from different viewpoints are related by a homography. If
we divide the exposure time into N equal time slices, and assumes that the camera
pose remains the same in each time slice. Using the camera pose in the first time
slice as the reference, the images captured in other time slices are the projective
transformed versions of the reference image. The captured blurred image is the







I0(Htx) + n, (2.3)
where I0 is the image captured in the first time slice and Ht is the homography
relating I0 and the image captured at time slice t. n is the image noise. In projective
blur model, only a set of homographies is maintained. It is a more compact
representation of non-uniform motion blur compared to the convolution model.
For non-blind image deblurring, we know the blur kernel at each pixel or the
camera motion during the exposure time and we only need to recover a latent
sharp image from the input blurred image. However, for blind image deblurring,
the blur kernel or the camera motion is unknown, so we need to estimate the blur
kernel or camera motion as well as a latent sharp image.
2.2.2 Non-Blind Image Deblurring
Non-blind image deblurring is the process of recovering a sharp latent image
given a blurred image and the blur kernel. It is an ill-posed problem although
the blur kernel is known. There are many ”sharp” images that can be combined
with the blur kernel to get the blurred image. The ambiguity in non-blind image
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deblurring is due to image noise and information loss in blurring. Therefore, the
main purpose of non-blind image deblurring is to find the most likely solution
among the potential ones.





where I and K are assumed to be independent. p(I) is the prior of sharp image. The
likelihood p(B|I,K) describes the image blur model.
Maximum Likelihood Estimation
If the image prior is not considered and assumed to be a constant, we can obtain




Under Gaussian noise assumption, the ML solution can then be obtained by
minimizing: E(I) = ‖B−I⊗K‖
2
2σ2I
. Assuming Poisson noise, the ML solution is obtained
by minimizing: E(I) =
∑(
I ⊗ K − B · log (I ⊗ K)). Both energy functions can be
minimized using a iterative gradient-decent based method. The method is known
as the Richardson-Lucy (RL) algorithm [46, 56] when assuming Poisson noise. The
main problem of the ML based methods is that the image prior is ignored. Hence, its
deblurring results usually suffer from deblurring artifacts such as amplified noise
or ringing artifacts. A better formulation for the problem is the MAP estimation.
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Maximum a Posterior Estimation
If the image prior p(I) is taken into account, the non-blind image deblurring problem




The MAP solution can be obtained by minimizing: Eˆ(I) = E(I) + λR(I), where
E(I) is related to the image blur model, and R(I) is the regularization term derived
from image prior. λ is the weight controlling the regularization strength. We then
give an brief overview of commonly used image regularization terms.
Tikhonov-Miller (TM) regularization [68] is the most popular regularization:
RTM(I) = ‖∇I‖2. It is quadratic has fast implementation using Fourier transform.
However, it tends to over-smooth edges.
Edge-preserving regularization are proposed to preserve important image edges
while suppressing amplified noise and ringing artifacts. A well-known one is the
total variation (TV) regularization [59]: RTV = |∇I|. It smooths homogeneous re-
gions while preserves sharp edges. It is effective for non-textured regions, but it
may over-smooth regions with fine image details.
Yuan et al. [76] proposed the bilateral regularization to ensure that the values
of two pixels should be similar if their spatial position is close to each other. Some
edge-preserving regularization methods work in the wavelet domain [50, 23]. They
transform the latent sharp image into wavelet representation and preserve edges by
enforcing constraints on the wavelet coefficients. Recently, inspired by the findings
in natural image statistics that image gradients follow a sparse distribution, Levin et
al. [39] proposed the sparse gradient regularization for image deblurring, which
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Original image Noisy blurred image (σ = 25) RL (PSNR=33.93)
TM (PSNR=38.25) TV (PSNR=38.49) Sparse gradient (PSNR=39.14)
Figure 2.4: Comparison of non-blind image deblurring methods. Given the noisy
blurred image and the blur kernel, RL method is able to deblur the image but
suffers from amplified noise. TM and TV regularization suppress the noise but
also over-smooth image details. The best deblurring result is obtained by using
sparse gradient prior.
is expressed as: Rsparse(I) = ‖∇I‖α, 0 < α < 1. It is able to suppress deblurring
artifacts while preserving image details.
In Figure 2.4, we show a comparison of different non-blind image deblurring
results. The original ”Lena” image is first blurred using the blur kernel shown in
the figure. Then Gaussian noise (σ = 25) is added to generate the noisy blurred
image. Different non-blind image deblurring methods are applied to generate the
results. As shown in the figure, RL method can recover a sharp image but suffers
from amplified noise and ringing artifacts. By adding some regularization terms,
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such as TM or TV regularization, the noise and ringing artifacts can be suppressed.
However, fine image details are also been removed from the images. The sparse
gradient prior derived from natural image statistics is able to better preserve fine
image details, and thus generates the best image deblurring result here.
2.2.3 Blur Kernel Estimation
Blur kernel estimation from a single blurred image is also a ill-posed problem.
Different prior knowledge about blur kernels are employed to reduce the ambiguity,
including parametric kernel models, kernel constraints and alpha matte prior.
Some blur kernels can be directly described in parametric forms. Parametric
kernel models are attractive in real applications due to their simplicity and effi-
ciency. For example, a defocus blur kernel can be approximately modelled by a
circular disk function or a symmetric 2D Gaussian function. And the horizontal
blur kernel can be parameterized using a 1D box function. Parameter search is
applied over the parameter space to find the parameters of a parametric model.
General blur kernels cannot be represented by a parametric model. As we
can see from Figure 2.5 (a)-(h), general motion blur kernels do not have common
patterns. However, we can enforce some constraints on the blur kernels.
Non-negativity: the values of a blur kernel must be non-negative,i.e.: K(x, y) ≥
0. All blur kernels satisfy the non-negativity constraint because image formation
is purely integration of light during exposure and there is no negative light.
Energy-Conserving: a blur kernel should conserve the total image energy, since





y K(x, y) = 1. All blur kernels satisfy this constraint.
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Abstract Aligning a pair of blurred and non-blurred images
is a prerequisite for many image and video restoration and
graphics applications. The traditional alignment methods
such as direct and feature-based approaches cannot be used
due to the presence of motion blur in one image of the pair.
In this paper, we present an effective and accurate align-
ment approach for a blurred/non-blurred image pair. We ex-
ploit a statistical characteristic of the real blur kernel - the
marginal distribution of kernel value is sparse. Using this
sparseness prior, we can search the best alignment which
produces the sparsest blur kernel. The search is carried out
in scale space with a coarse-to-fine strategy for efficiency.
Finally, we demonstrate the effectiveness of our algorithm
for image deblurring, video restoration, and image matting.
1. Introduction
Image alignment or registration is a fundamental task
for many multi-image and video applications, e.g., image
stabilization, image enhancement, video summarization,
panorama and satellite photo stitching, medical imaging,
and many graphics applications. However, existing meth-
ods are applied only to good images without motion blur.
In this paper, we study the problem of aligning two images,
one blurred and one non-blurred, as illustrated in Figure 2.
The problem arises in many practical capturing situations,
for instance changing relative motion between the camera
and the scene, fast panning of the video camera which often
gives blurred frames, and varying the exposure times [7, 22]
for hand-held camera in low-light conditions.
Aligning a blurred/no-blurred image pair is non-trivial.
For a spatially invariant blur, the blurred image can be repre-
sented as a convolution of a blur kernel and an original sharp
image. Usually, the real blur kernel is complex, not simply
a gaussian or a single direction motion. The presence of
the blur make it difficult to directly apply two existing types
of image alignment approaches: direct approaches [13] and
feature based approaches [2]. Direct approaches minimize
pixel-to-pixel dissimilarities. But this measurement is in-
feasible if the blur kernel is large, e.g., 40-80 pixels. One
can downsample the input images to reduce the blur effect,
but in practice it is hard to use more than two or three levels
of a pyramid before important details start to be lost. Fea-
ture based approaches have trouble extracting features in the
blurred image. For an arbitrary blur kernel, features such as
(a) (b) (c) (d)
(e) (f) (g) (h)
































Figure 1. Kernel distributions. Top: eight real kernels. (a-c) are
from Fergus et al. [4], and (d) is from Raskar et al. [15], and (e-
h) are from Anonymous [22]. Bottom: The histograms of kernel
magnitude are shown in different colored curves.
corners, or SIFT features [12], are not blur invariant.
The main difficulty is that we do not know the blur ker-
nel or the motion between the two images. If the blur ker-
nel is known, we can do non-blind deconvolution to ob-
tain a deblurred image to apply the previous approaches to.
However, directly estimating an accurate blur kernel from
the blurred image is challenging despite recent significant
progress in single image deblurring [4]. If two images are
well aligned (up to a translation), the work in [22] demon-
strated that a very accurate kernel can be estimated from a
blurred/non-blurred image pair.
The key is whether it is possible to align a blurred and
non-blurred image pair without correspondence. If so, what
is the necessary prior information, and what are the required
assumptions?
1.1. Related work
A general tutorial to the literature of image alignment
could be found in [19]. There are two approaches explicitly
account for blur. The first approach is to deblur. By limiting
the blur kernel to be one dimensional in [16, 17], both align-
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non-blurred image pair without correspondence. If so, what
is the necessary prior information, and what are the required
assumptions?
1.1. Related work
A general tutorial to the literature of image alignment
could be found in [19]. There are two approaches explicitly
account for blur. The first approach is to deblur. By limiting
the blur kernel to be one dimensional in [16, 17], both align-
Figure 2.5: Examples of real blur kernels and th ir kernel value distributions. (a)-
(h) show 8 real blur kernels. The right plot shows the corresponding kernel value
distributions. (From [74])
Sparsity: The values of a blur kernel are sparse with most zero values, especially
for motion blur kernels. Each value in moti n blur kernel indicates the time of
the camera/objects staying at the corresponding location, a d the am ra/objects
motion path is a continuous thin path. As seen in Figure 2.5, all values of a motion
blur kernel form a heavy-tailed distribution, which can be fit by a mixture of






, where λi is the scale factor
of the exponential function andαi is the weight for the i−th component. The sparsity
constraint is used in most recent image deblurring methods [12, 21, 39, 60, 73].
Smo thness: th smoothn ss constraint requir s that values of a blur kernel
spread out to their neighb rs evenly. It requires that the valu s or the gradients of
the blur kernel should follow a Gaussian distribution [12].
For a sharp opaque object with solid boundary, the values of its alpha matte
should be either 0 or 1. If the object is blurred, its boundary is blended with the
background so that the alpha matte around the object boundary have fractional
values. The values are related to the sharp alpha matte and the blur kernel. Hence,
the alph matte of a blurred object c n be used for kernel estimation [32, 61],
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which has a prominent benefit: the binary value property of the latent alpha matte
greatly reduces the ambiguity in kernel estimation. However, these methods are
highly relied on the accuracy of the alpha matte extraction. General purpose
matting methods [40, 71] may not work well to extract the alpha matte of a motion
blurred object. The method [44] specially designed for motion object matting would
improve the performance.
2.2.4 Blind Image Deblurring
Since both the sharp image and the blur kernel are unknown, blind image deblur-
ring is highly under-determined. There are infinity many pairs of sharp image
and blur kernel that can be combined to get the blurred image. Besides, the noise
increases the degree of ambiguity. Most blind image debluring methods are based
on the Bayesian formulation. Given the blurred image B, the joint probability of




where p(B|I,K) is the likelihood of the observation B. The sharp image I and the
blur kernel K is assume to be independent here. Then the maximum likelihood
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Since blind image deblurring is more under-determined compared with non-
blind image deblurring, the prior on sharp image and blur kernel should be taken
into account in order to get more reasonable results. Hence, the MAP formulation
is usually adopted by most blind image deblurring methods instead of the ML
formulation. The MAP solution can be obtained by minimizing the following
energy function:
Eˆ(I,K) = E(I,K) + λIR(I) + λKR(K) (2.10)
where E(I,K) describes the image blurring model, R(I) and R(K) are the regular-
ization terms on the sharp images and the blur kernel, respectively, and λI and λK
control the regularization strength. The energy function can be minimized using an
alternating minimization procedure which iteratively optimized the sharp image I
and the blur kernel K in alternation.
2.2.5 Deblurring Using Correlated Images
As discussed in the previous section, image deblurring using a single image is
a inherently ill-posed problem. Current single image deblurring methods adopt
priors on blur kernel and natural images to constrain the solution. However, their
results usually suffer from artifacts such as amplified noise or ringing artifacts.
Further information may be obtained from additional images. The correlated
images include another blurred image, a noisy sharp image captured by using a
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high ISO setting, or a low resolution sharp image. Many methods have exploited
correlated images and achieve better result for image deblurring.
There is a fundamental trade-off between spatial resolution and temporal resolu-
tion: exposure time is proportional to spatial resolution. Therefore, a low resolution
image can be sharp in low-light conditions due to a short exposure time required.
In [6], a hybrid camera is built by combining a high resolution imaging device
together with low resolution imaging device. The low-resolution imaging device
is able to capture multiple frames during the exposure of a high-resolution image.
Those frames are used to recover a blur kernel for the blurred high-resolution im-
age, which is then used to deblur the high-resolution blurred image. Tai et al. [65]
extended this framework to deblur image or video under spatially varying blur.
Given the low-resolution image li, they proposed the back projection constraint to
constrain the sharp latent image, which can be represented as:
Rb(I) = ‖d(I ⊗ h) − Il‖ (2.11)
where d and h are the operator and filter for downsampling, respectively.
In low-light condition, using a high ISO setting usually leads to a noisy sharp
image. By applying the image denoising methods, we are able to obtained a de-
noised image. Although fine image detail is spoiled by noise, the strong image
structures are usually well preserved in the denoised image. To exploit the infor-
mation contained in the denoised image, Yuan et al. [75] used a noisy/blurred image
pair for image deblurring. A blur kernel is first estimated from the denoised image
as well as the blurred image. Then the blur kernel together with the denoised
image is used to recover a a high quality sharp image.
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Agrawal et al. [3] show that a blur kernel obtained from a single blurred image is
usually not invertible. However, it is possible to form a joint-invertible blur kernel
by combining several non-invertible blur kernels. Hence, better deblurring results
can be obtained using multiple blurred images of the same scene [12, 15, 43, 55].
Early methods [15, 55] only deal with directional blur. Recently, the robust dual
motion deblurring [12] is able to get accurate blur kernels and high quality sharp
latent images by performing iterative kernel estimation and dual-image deblurring.
The kernel estimation is formulated as minimizing the following energy function:
E(K1,K2) = ρ(B1 ⊗ K2 − B2 ⊗ K1) + Eprior(K1) + Eprior(K2) (2.12)
where ρ(·) is the robust cost function. Eprior is the prior constraints on blur ker-
nels. After blur kernel estimation, the dual-image deblurring is formulated as
minimizing the following energy function:
E(I) = ρ(B1 − I ⊗ K1) + ρ(B2 − I ⊗ K2) + Eprior(I) (2.13)
where Eprior is the prior constraints on latent sharp image.
2.3 Computation Flash Photography
An alternative to improve low-light photography is to add additional light to the
scene. Firing flash is the most popular way to compensate for weak ambient
light. However, flash may ruin the original atmosphere of ambient light and
causes artifacts such as uneven exposure, harsh shadow, red-eye or unwanted
specularities. Besides, flash may dazzle the subject, which may lead to shut eyes
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in the captured photographs. To overcome these problems in flash photography,
many computational flash photography techniques are proposed.
2.3.1 Conventional Flash Photography
It is not easy to determine the flash intensity in flash photography. Flash intensity is
usually set by photographers based on their experience or by the evaluation system
of cameras (e.g., E-TTL of Canon). To avoid improper flash intensity settings,
some latest flash models contain the flash exposure bracketing (FEB) function,
which allows photographers continuously take 3 photographs with different flash
intensities. Then the photographers can picked the one with the best exposure.
When a flash conjunction with a fast shutter speed is used, due to the range
limitation of flash, the foreground object is usually illuminated enough for a good
exposure, but the background will appear dark. In this case, slow sync flash is
often applied by experienced photographers. Slow synch flash is the use of a slow
shutter speed in conjunction with a burst of light from flash. The main purpose
is to illuminate the stationary subject using flash while keep some details of the
background under low-light conditions.
Although flash exposure bracketing and slow sync flash are able to solve some
problems in low-light flash photography, they cannot avoid the flash artifacts such
as harsh shadow, unwanted reflections and so on. Therefore, image processing
techniques using flash/No-flash image pairs or multiple flash images are proposed
to further improve flash photography.
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Flash image No-Flash image Denoising result
Figure 2.6: Image denoising using flash and no-flash image pairs. The detail
information from flash image is used to both reduce the noise in the no-flash image
and sharpen its detail. (From [52])
2.3.2 Flash and No-Flash Image Pairs
Under low-light conditions, an ambient image contains the color of the ambient
light while appears noisy. A flash image is noise free but the color temperature
and intensity of flash light are usually different from those of the ambient light. A
high quality noise free image can be obtained by combining both images. Recently,
Petschnigg et al. [52] and Eisemann and Durand [18] used joint bilateral filtering to
remove the noise in ambient image captured using a high ISO setting guided by the
noise free flash image of the same scene. The details of the noise reduced ambient
image is further enhanced by transferring the detail information from the flash
image. An example of the flash/no-flash denoising result is shown in Figure 2.6.
Agrawal et al. [2, 1] proposed a gradient projection method to remove highlights
from flash images and unwanted reflection from ambient image. They assume that
the gradient orientations remain unchanged in flash and ambient images. The
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Figure 2.7: Undesirable artifacts in photography can be reduced by comparing
image gradients at corresponding locations in a pair of flash and ambient images.
Images on the left show the result of removing flash highlights. Images on the
right show the result of removing unwanted reflections from the ambient image.
(From [2])




where F and A are the flash/no-flash image pair and · denote dot produce. Artifacts
such as flash highlights or unwanted reflection may violate the gradient coherency
and thus result in a low angular similarity value. Then the artifacts are suppressed
by projecting the gradients of flash image onto those of the ambient image, which
is given by,
∇F′ = (∇F→ ∇A) = ∇A |∇F · ∇A|‖∇A‖2 , (2.15)
where→ denotes the gradient projection operator. The artifact free flash image is
then reconstructed from the projected gradient fields ∇F′. Similarly, the unwanted
reflection in ambient image can be removed by projecting gradients of ambient
image to those of flash image followed by a reconstruction from projected gradients.
An example of the gradient projection result is shown in Figure 2.7.
All these methods require that the flash and no-flash images are well aligned
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Figure 2.8: Electromagnetic spectrum. NIR light is adjacent to visible red light with
wavelength ranging from 700nm to 1400nm.
for pixel-wise processing, which means that both the scene and the camera should
remain static during exposure. Obviously, the requirement greatly limits their
application in practice.
2.4 Beyond Visible Light
Under low-light conditions, additional light, such as flash light, is able to illuminate
the scene to achieve enough exposure. However, those additional light may change
the atmosphere of original ambient light and sometimes dazzle the subject being
photographed. The problem can be solved by using additional invisible light, such
as near infrared (NIR) light or ultra-violate (UV) light.
In electromagnetic spectrum (see Figure 2.8), NIR light is adjacent to visible
light and has the wavelength ranging from 750nm to 1400nm. Human eyes cannot
see NIR light, but film or CCD/CMOS can sense it quite well. A pair of visible and
NIR images is shown in Figure 2.9 (a) and (b). For a long time since the first NIR
photograph taken in 1910, NIR is mostly used as a way to achieve some unusual
and eye-catching effects in photography.
Recently, NIR photography has drawn a lot of attention and been widely used
in many image processing and computer vision tasks, including portrait enhance-
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(a) visible image (b) NIR image (c) enhanced visible image
Figure 2.9: A pair of visible and NIR images, and the visible image enhanced using
the NIR image. (From [79])
ment [64], depth estimation (the Kinect system), shadow detection [24], scene
recognition [9] and so on.
In computational photography, Zhang et al. [79] designed a hybrid camera which
is able to take a visible image and its corresponding NIR image simultaneously.
The low contrast visible image is then enhanced using the NIR image. They
apply wavelet decomposition to decompose both images into low frequency and
high frequency component. Then the better-contrasted and detail-enhanced visible
image is obtained after contrast transfer and detail transfer from the NIR image.
The enhanced visible image is shown in Figure 2.9 (c).
The dark flash photography [37] uses a specially designed flash, which emit
ultra-violate (UV) and NIR light, to illuminate the scene. With the dark flash, an
ambient noisy image A as well as a dark flash image F can be captured succes-
sively under low-light conditions. Then they proposed a gradient-based spectral
constraint from the dark flash image and incorporate it into an optimization frame-
work to denoise the ambient image. The dark flash photography is able to recover a
high quality denoised ambient image and avoid dazzling the subject photographed.
In [7], a noisy video taken under low-light conditions is enhanced using the
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IR video simultaneously captured with a IR camera. Temporal filteirng is applied
to reduce the noise in RGB video. Then a modified bilateral filter is applied
to decompose both the RGB and IR videos and selected components are fused
together to form a enhanced RGB video. The method can reduce noise, preserve
sharpness and maintain chrominance consistency with the input RGB video.
2.5 Summary
From the literature review in this chapter, we can draw the conclusion that in gen-
eral, multiple correlated images can provide more information about the scene, and
thus methods using such multiple images are able to produce better result under
low-light conditions compared with methods using single input image. However,
different combinations of correlated images provide different information about
the scene.
In Table 2.5, a detailed comparison of different methods in the literature using
different combinations of correlated images captured under low-light conditions.
As we can see from the table, our proposed robust flash deblurring method falls
in the ”Blurred+Flash” category. Unlike other combinations, the blurred and flash
images compensate well with each other and provide both colors and details of
the scene. In the next chapter, we will show that a blurred and flash image pair
is easy to capture under low-light conditions and high quality deblurring results
can be achieved by using them. Our image denoising using NIR flash images
falls in the ”Noisy+NIR” category. The benefit of using NIR flash is that it is less
intrusive and the image pair can be taken simultaneously. By using the image
pair, a cleaner ambient image can be generated. From the comparison, we can
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find that the methods proposed in this thesis not only fill an important gap of
image enhancement using correlated images, but also provide more practical and











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Motion blur due to camera shake is an annoying yet common problem in low-
light photography. In this chapter, we propose a novel method to recover a sharp
image from a pair of motion blurred and flash images, consecutively captured
using a hand-held camera. We first introduce a robust flash gradient constraint by
exploiting the correlation between a sharp image and its corresponding flash image.
Then we formulate our flash deblurring as solving a maximum-a-posteriori (MAP)
problem under the flash gradient constraint. We solve the problem by performing
kernel estimation and non-blind deconvolution iteratively, leading to an accurate
blur kernel and a reconstructed image with fine image details. Experiments on
both synthetic and real images show the superiority of our method compared with
existing methods. This work was described, in part, in [80].
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(a) Blurred image (b) Flash image (c) Deblurring result
Figure 3.1: Flash deblurring using a pair of blurred and flash images. Our method
can achieve accurate kernel estimation and high quality sharp image reconstruc-
tion.
3.1 Introduction
When taking photographs under low-light conditions using a hand-held camera,
the captured images usually suffer from motion blur caused by camera shake within
a long exposure time. Such a blurred image is usually modelled as the convolution
of a sharp image with a motion blur kernel, which describes the camera motion path
during exposure. As a sharp image is generally preferred by most photographers, it
is important to remove the motion blur. The deblurring problem is a deconvolution
process to recover a visually plausible sharp image from the blurred image.
Single image deblurring is a challenging problem, where both the blur kernel
and the sharp image are unknown. Recently, great progress [21, 60] has been
made by enforcing strong priors on both sharp images and motion blur kernels.
High quality results can be obtained when the kernel is small. However, single
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image deblurring methods are sensitive to noise and suffer from deconvolution
artifacts such as ringing effects. Some methods seek to utilize the correlation
among multiple images of the same scene for image deblurring. These methods
use a blurred and noisy image pair [75] or two blurred images [12] as their inputs.
Such image pairs can compensate each other and yield improved kernel estimation
and deconvolution results. However, some of the high-frequency details are lost
in the blur process, which cannot be recovered by these methods.
In this chapter, we propose a novel method to recover a high-quality sharp image
by combining a blurred image and a corresponding flash image successively taken
using a hand-held camera. Figure 3.1 shows an example of a blurred and flash
image pair. The blurred image records the ambient light, but its details are blurred.
The flash image is captured using a short exposure time. It is sharp and contains
high-frequency details of the scene.
We investigate the correlation between a sharp image and its corresponding
flash image and propose the flash gradient constraint. By incorporating the flash
gradient constraint into a maximum-a-posteriori (MAP) framework, we solve the
optimization problem in an iterative way which alternates between kernel estima-
tion and sharp image reconstruction. We demonstrated that our kernel estimation
is accurate and robust to noise. Our sharp image reconstruction is able to greatly
reduce noise and ringing artifacts without loss of fine image details, leading to a
high quality sharp ambient image. The ambient illumination is preserved and the
flash artifacts are properly handled. Figure 3.1(c) shows one example of our flash
deblurring results.
The key contribution of this chapter is the application of flash photography
on image deblurring. By using the flash image, our method can significantly re-
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duce deblurring artifacts while keeping fine image details, producing high-quality
image deblurring results. Moreover, our input images can be taken using only a
conventional, hand-held camera and thus our method is very practical for low-light
photography.
3.2 Image Acquisition
The pair of blurred and flash images should be quickly taken one after another.
The interval between the two shot should be minimal to avoid large displacement
between the two shots. We take the image pair under camera’s high-speed captur-
ing mode. Under high-speed capturing model, the interval between two shots can
be very short. In the first shot, the flash fires and we obtain the flash image, while
in the second shot, the flash is not recharged in time. Thus, we get the blurred
image. Both images are taken using the same aperture and ISO setting, so that
the differences of the two images caused by defocus blur and noise level can be
neglected.. Although rapidly switching between flash and non-flash mode is not
currently possible on many cameras, we envision that this capability will eventu-
ally be included in camera firmware, so that it would more easier to take a blurred
and flash image pair.
As the interval between the two shots is very short, we can approximate that
the camera motion during the interval only includes a small translation, which just
causes a shift of the blur kernel. Our method can handle this situation automatically,
and thus no alignment of the image pair is required. All the images in this chapter
were taken using a Canon 350D DSLR camera.
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3.3 Flash Gradient Constraint
Our input is a blurred image B and its corresponding flash image F. The blurred
image B is blurred but preserves the ambient illumination. The flash image F is
sharp and contains high-frequency image details. However, ambient illumination
is destroyed by flash and it may contain flash artifacts such as flash shadows and
specularities. We use both images to reconstruct a sharp image I, which combines
the ambient illumination from B and high-frequency image details from F. To
achieve this, we first investigate the correlation between I and F. Agrawal et
al. [2] observed that the gradient orientations of ambient and flash images are
coherent and used it to remove artifacts in flash photography. Previous flash/no-
flash denoising methods utilize the similarity of local image structures between
flash/no-flash images. Krisnan and Fergus [37] found that the gradient difference
between two near spectrum images follows a sparse distribution. Based on their
findings, we first investigate the correlation of a sharp image and its corresponding
flash image in the gradient domain.
To show the correlation, we took a sharp image I and its corresponding flash
image F using a tripod, so that the two images are well aligned. I is then blurred
using a pre-defined blur kernel to generate the blurred image B. In Figure 3.2(d)(e),
we show the intensities and gradients of a 1D scan line (the 100th row) in each
image. As we can see from the figure, the intensities of I, B and F are quite different
from each other. While in the gradient domain, ∇B and ∇F are quite different, but
∇I and ∇F are aligned well and close to each other. To utilize their correlation in
the gradient domain for image deblurring, we proposed a constraint to make sure
that the gradients of reconstructed sharp image are close to the gradients of the
41
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(a) Sharp Image I (b) Flash Image F (c) Blurred Image B








































(d) Intensity Plot (e) Gradient Plot
Figure 3.2: Flash gradient constraint. (d)(e) show the intensities and gradients
along a 1D scan line (the 100th row) in R channel of the three images. The intensity
I, B and F are different to each other, while ∇I is close to ∇F.
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3. Robust Kernel Estimation
Observation noise and outliers are important issues in
motion deblurring when we deal with real-world images.
In this section, we introduce a robust approach to estimate
blur kernels. We propose to use a robust cost function as the
estimator, which effectively rejects noise and outliers. Be-
sides incorporating kernel sparseness prior to resolve ambi-
guity, we also propose a kernel continuity prior to increase
the estimation robustness.
3.1. Robust Cost Function
We have shown that the quadratic cost function is not ro-
bust to non-Gaussian noise and we propose to use a more
robust cost function. Robust statistics has been applied to a
number of vision problems [2, 6, 9], where robust estima-
tors has been proposed which are less sensitive to noise and










The quadratic cost function and the robust cost function
are compared in Figure 3. When the error is small, the cost
of robust estimator grows faster than quadratic, and when
















Figure 3. Comparing the quadratic and Lorentzian cost functions
and their derivative functions. (a) Quadratic. (b) Lorentzian.





ρ(B1 ⊗ k2 −B2 ⊗ k1)dΩ, (5)
where ρ(·) is the robust cost function defined above.
In our implementation, we use an iterative reweighted
least square (IRLS) approach to approximate the robust cost
function. The residual comes from the data energy r = Ak.






The reweighted data energy now becomes Ed(k) =
kTATWAk. Signals which are predicted accurately will be
given larger weights in the next iteration, while the weights
of outliers will be reduced. This procedure effectively over-
comes noise and outliers, and will be evaluated in Sec-
tion 3.3.
3.2. Kernel Prior: Sparseness and Continuity
While the robust cost function improves the data energy
in estimating blur kernel, we should also impose better ker-
nel regularities in kernel estimation. It is well known that
the kernel should be sparse, i.e., there are only a few large
values in the kernel, while most values are zero. The sparse-
ness prior, as described in [5], can be formulated by fitting





−λmkj , 0 < kj < 1 (7)





(log p(kji )). (8)
The sparseness prior effectively prevents the kernel from
being too smooth and can be implemented by IRLS using
similar techniques in [11]. However, another problem arises
when using sparseness prior: the estimated kernel some-
times becomes too sparse with only a few isolated dots, as
shown in Figure 4.
One important observation of the motion blur is that the
motion is continuous, which reflects the fact that the CCD
sensors are continuously charged during camera shaking.
It is therefore desirable that the value of the blur kernel is
spatially smooth.
We propose a kernel continuity prior to constrain the
spatial smoothness of kernel in shape. It is defined by the





where∇k⊥ is the vector perpendicular to the local gradient






Note that it differs from the regularization term Ereg(k),
which only smoothes the values of the kernel elements. The
anisotropic diffusion tensor has a nice property, where the
amount of diffusion depends on local geometry. As de-
scribed in [16, 17], the diffusion can be implemented by
a local 2D Gaussian convolution at each iteration. The size
and orientation of Gaussian convolution are adaptive to lo-
cal structure of the blur kernel at the current iteration.
The total energy of kernel estimation is summarized as:
E(k1,k2) = Ed(k1,k2) +
2∑
i=1
(Es(ki) + Ec(ki)), (11)
and it is minimized by iteratively applying the conjugate
gradient updates for the data and sparseness energy and
the anisotropic diffusion. This process converges usually
within 50 iterations.
Figure 3.3: The quadratic and Lorentzian cost functions and their derivatives. (a)
Quadratic. (b) Lorentzian. (From [12])
flash image F, while allowing their gradient to differ in some regions such as flash
artifacts and ambient shadows. To reject those outliers as well as noise, we use the
following cost function to measure the difference of their gradients,
E f (I) = ρ(∇I − ∇F). (3.1)










where  is a predefined constant. The quadratic cost function and the Lorentzian
robust cost function are compared in Figure 3.3. The robust cost function grows
faster than the quadratic cost function when the error is small, while it increases
slower when the error is larger than a certain value. This property of the Lorentzian
cost function makes it robust to outliers.
Robust estimation has been applied and shows its effectiveness in many com-
puter vision problems [30, 34, 38]. The robust flash gradient constraint encourages
the gradients of reconstructed image to be close to those in F, while at the locations
of flash artifacts or ambient shadows, it allows their gradients to differ to avoid
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flash artifacts and keep ambient illumination. If we use `2 norm to measure the
gradient differences, the gradients of reconstructed image should match∇F closely,
which may cause artifacts at regions of flash artifacts and strong flash edges.
3.4 Flash Deblurring
Our flash deblurring method employs the flash image to constraint the gradient
of the recovered sharp image. We formulate the deblurring problem into a MAP
framework and then separate the problem into two main steps: kernel estimation
and sharp image reconstruction.
3.4.1 Problem formulation
Given the blurred image B and flash image F, the goal is to estimate a blur kernel K
and a sharp image I, so that I, K and B can be represented by the convolution blur
model and the gradients of I are as close as possible to those of the flash image F.









L(B|I,K) + L(I|F) + L(K),
(3.3)
where L(·) = −log(P(·)). Here, we assume that B is conditionally independent of F
given I and K, I and K are independent conditioned on F, and K is independent of F.
These assumptions are commonly made by most image deblurring methods. The
cost function has three terms: the likelihood term, the flash constraint term and the
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kernel prior term. The flash constraint term is defined in the previous section. We
then define the other two terms.
The convolution model for image deblurring is B = I ⊗ K + n. If we model the
image noise n as a set of independent and identically distributed (i.i.d.) Gaussian
noise, we get the following likelihood term:
L(B|I,K) = ‖I ⊗ K − B‖2. (3.4)
A motion blur kernel describes the path of the camera shake during exposure.
As discussed in Chapter 2, the values of a motion blur are usually sparse and can
be fitted by a hyper-laplacian distribution. Therefore, the kernel prior term can be
defined as follows,
L(K) = λk|K|α, (3.5)
where 0 < α ≤ 1 and we use α = 0.8. Having defined the three terms in our cost
function, we can now rewrite Equation (3.3) as,
arg min
I,K
‖I ⊗ K − B‖2 + λ fρ(∇I − ∇F) + λk|K|α, (3.6)
where λ f and λk are used to balance the three terms. The value of λ f depends on
the noise in the blurred image, typically ranging from 0.001 to 0.1. λk is usually set
to 0.01 here.
Instead of direct optimization of the cost function of the sharp image I and
the blur kernel K, our deblurring method can be separated into two main steps:
blur kernel estimation and sharp image reconstruction. In the kernel estimation
step, we use the blurred image B and the flash image F to estimate the blur kernel.
Then given the estimated blur kernel, we perform non-blind deconvolution to
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reconstruct a sharp image.
3.4.2 Kernel estimation
In this step, we use a pair of corresponding patch of B and F to estimate the blur
kernel, instead of the entire images. There are three benefits for doing this. Firstly,
we can select a good patch to avoid obvious flash artifacts which may affect the
kernel estimation. Secondly, the size of the selected patch can be much smaller than
that of the original image, which greatly reduces the computation time for kernel
estimation. Finally, after an accurate blur kernel is estimated, the flash artifacts can
be detected and handled properly in the non-blind image deblurring step.
The image patches can be specified manually by the user. Insignificant edges
make kernel estimation vulnerable to noise [33, 60]. Hence, we should selected
the patch that contains significant edges. However, as pointed out by [14, 73],
the salient edges do not always help kernel estimation. The edges of large-scale
objects are more useful for kernel estimation. We can use the same metric proposed
in [73] to define the usefulness of gradient and then automatically select the most
informative patch.
To avoid confusion, we still use B and F to denote the selected patches of
the blurred and flash images, respectively. Then the Equation (3.6) is optimized




‖I ⊗ K − B‖2 + λ fρ(∇I − ∇F). (3.7)
In our implementation, we use iterative re-weighted least squares (IRLS) [39]
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to solve this problem. IRLS performs the optimization iteratively by solving a
weighted least squared problem. At each iteration, the weight at each pixel location
is defined as :
wi =
2
22 + (∇Ii − ∇Fi).2 , (3.8)
where i denotes the pixel location. Large weights will be given to the locations
where the gradients of I are close to those of F, while the weights of outliers will be
reduced. After estimating I, we fix I and estimate K by solving:
arg min
K
‖I ⊗ K − B‖2 + λk|K|α. (3.9)
This can also be solved using IRLS. The estimation of I and K are alternated
until the change in K is small enough.
To avoid local minimum when the blur kernel is large, the kernel estimation
is performed in a coarse-to-fine manner in the scale space. The scale pyramids
are constructed using a down-sampling factor of 1√
2
, until the kernel size at the
coarsest level reaches 3 × 3. The blur kernel is initialized as a 3 × 3 delta kernel at
the coarsest level. The converged blur kernel and the reconstructed image at each
scale are then up-sampled as the initialization for the next scale.
3.4.3 Sharp image reconstruction
With the estimated blur kernel, we then use the flash gradient constraint to guide the
reconstruction of the sharp image from the blurred image. The sharp image can be
reconstructed by directly solving the optimization problem in Equation. (3.7) using
IRLS method. This will get reasonably good results, since our robust gradient
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Blurred Image B Flash Image F
Levin et al. Our Method
Figure 3.4: Over-exposure artifact correction. Over-exposure cause artifacts in
the deblurring result for single image deblurring method such as Levin et al. [39].
Our sharp image reconstruction method can handle this problem by automatically
detecting the over-exposed regions (as denoted in the green rectangle).
constraint cannot only suppress deconvolution artifacts and provide fine image
details, but also properly handle flash artifacts such as shadows and specularities.
The gradients in flash artifact regions appear only in the flash image F, leading to
large gradient differences ∇I − ∇F. Hence, during the optimization, small weights
are set on locations with large gradient differences, which prevents ∇I from being
close to ∇F in flash artifacts regions.
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However, some artifacts may still arise if λ f is set to be large to suppress large
noise or ringing artifacts. Thus, we need to weight flash gradient constraint less in
the flash artifacts regions. Besides, over-exposed regions contains no blur informa-
tion and cause artifacts in the deblurred results, which is a common problem for
previous deblurring methods [21, 60]. Figure 3.4 shows an example of the artifact
caused by over-exposed regions. Our method can remove this artifact by increas-
ing the flash gradient constrains in these regions. We build a mask image M to set




20, for over-exposed regions in B
0, for flash artifact regions
1, for other regions.
(3.10)
We blur the mask imageM to make the values change smoothly from one region
to another. The over-saturated regions in bothB andF can be detected by finding the
regions in which the pixel intensities are larger than 95% of the maximum intensity.
For flash shadows detection, we use estimated blur kernel and single image non-
blind deconvolution method to get a sharp image and combine it with flash image
to detect shadow regions, but we found that sometimes previous method [52] for
artifact detection is not effective enough, especially for soft shadows detection. In
those cases, a simple markup can be provided by a user to specify the shadows
regions. Usually, the shadow regions contain useful gradients information, so we
only need to mark the shadow boundary.
Now we can reformulate the sharp image reconstruction problem and incor-
porate the mask M into Equation (3.7). We also add in the sparse gradient con-
straint [39] to regularize the reconstructed image. The reconstruction problem is
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now to minimize
‖I ⊗ K − B‖2 + λ fM ◦ ρ(∇I − ∇F) + λi|∇I|α, (3.11)
where ◦ denotes the pixel-wise multiplication operator. It can be minimized using
IRLS. As we can see from Figure 3.4, by introducing the mask M, the artifact caused
by over-saturation in the reconstructed image can be successfully removed.
3.5 Experiments
We first test the accuracy of our kernel estimation using a set of synthetic images.
Figure 3.5(a) shows a sharp image I, its corresponding flash image F and a set of
blur kernels created by Levin et al. [41]. I is blurred using the blur kernels to gen-
erate a series of blur images. After that, additive white Gaussian noises (AWGN)
with different variances (0.01, 0.02 and 0.05) are added to the blurred images. We
apply our kernel estimation method on these synthetic images, and quantitatively
compared its performance with the kernel estimation methods proposed by Fer-
gus et al. [21] and Shan et al. [60]. Both methods use only the blurred image to
estimate the kernel. The parameters of both methods are fine-tuned to generate
good results. Figure 3.5 (b) shows the root mean squared errors (RMSE) between
estimated kernels and the ground truth kernels. When the noise level is low, all the
three methods can obtain accurate kernels. The kernel error of our method is the
smallest among them. However, kernel estimation using a single blurred image
suffers from noise problem. As shown in the figure, when the noise level increases,
the estimation error of the other two methods increases dramatically to a high level,
while our method can still perform well and get accurate kernel estimation results.
To show the robustness of our method to noise and ringing artifacts, as shown
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(a) Sharp image I, flash image F, and blur kernels























(b) Kernel estimation error under different noise levels
Figure 3.5: Kernel estimation error. Existing kernel estimation methods using
single image suffer from noise, while our method is robust to noise.
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Blurred Image B Wiener Filter (22.53dB) RL (21.12dB) TV (25.62dB)
Flash Image F Levin et al. (29.95dB) Our Result (34.02dB) Ground Truth Image
Figure 3.6: Comparison of different non-blind deconvolution methods. The ground
truth blur kernel is used to facilitate comparison. The signal-noise-ratio (SNR) of
each result is also shown. By using the flash image, our deconvolution method
outperforms the others and generated a result image with fine image details and
the highest SNR.
in Figure 3.6, we generated a synthetic noisy blurred image. The true blur kernel is
provided to facilitate comparison. We compared our method with four other image
deconvolution methods: Wiener filter, standard RL, TV regularization, Levinet
al.’s [39] method. We use the implementation of both Wiener filter and Standard
RL in Matlab. We fine tune the regularization parameters of the other methods
to produce the most visually pleasant results. As shown in the figure, Wiener
filter and standard RL produce the most noticeable ringing and noise. Both TV
regularization and Levin et al.’s method reduce the noise and ringing artifacts,
while Levin et al.’s method performs better by using the sparse gradient constraint
derived from natural image statistics. With the corresponding flash image, which
provides strong constraints on the reconstructed image gradients, our method can
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suppress ringing and noise while recovering high-frequency image details.
In Figure 3.7, we compared our method with three state-of-the-art single image
deblurring methods: Fergus et al.’s method [21], Shan et al.’s method [60] and fast
motion deblurring [14]. We can see from the figure, single deblurring methods
suffer from deconvolution artifacts. This is caused by the error in the estimated
blur kernel. Generally, our method is able to obtain more accurate blur kernel
and deblurring result with richer details and clearer structures. This is because
the corresponding flash image provides a robust constraint for both blur kernel
estimation and sharp image reconstruction. Single image deblurring methods
usually fail when the blur is large, but our method can handle very large motion
blurs. One of the examples is shown in Figure 3.10, the estimated blur kernel is
99×99. Our method robustly produces an accurate kernel and a high-quality sharp
image (Here, results of single image deblurring methods are not shown, because
no reasonable results are generated by their methods for this example.).
We then compare our method with Yuan et al.’s method [75]. As shown in
Figure 3.8, our method outperforms theirs in both kernel estimation and image
reconstruction. They use the blurred image and the denoised noisy image to
estimate a blur kernel, which is inaccurate due to noise and detail lost in the
denoised image. In contrast, we use the flash image to constraint the kernel
estimation, which greatly reduce the ambiguity and is able to estimate an accurate
blur kernel. Moreover, our deblurring result contains fine details since the flash
image provides rich image details of the scene. Similar results can be found in
Figure 3.9, where our method outperforms the dual motion deblurring [12]. These
results show that the flash image is generally more informative for image deblurring
compared with an additional noisy image or another blurred image.
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Blurred image Flash image
Fergus’s result Shan et al.’s result
Fast motion deblurring result [14] Our result
Figure 3.7: Comparison of single image deblurring methods. The performance of
single image deblurring methods is affected by large blur, but our method is robust
and can obtain accurate kernel and reconstruct image with fine image details.
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We also compare our method with the color transfer method [66] in Figure 3.11.
The input blurred and flash images are shown in Figure 3.1. The color transfer
method only transfers the global color distribution from the blurred image to
the flash image. The advantage of color transfer the image is clean and sharp
because it only changes the colors in the flash image. However, the local lighting
conditions cannot be transferred, even using local color transfer. Thus, it is very
difficult to recover the true ambient colors and the result image looks unnatural.
By comparison, our method well preserves the lighting conditions of the blurred
image.
3.6 Discussion and Limitation
One of the limitations of the proposed flash deblurring is that the image pair can
only be taken successively one after another. If the interval between two shots
is long, there may be significant viewpoint change between the image pair. The
change cannot be well handled by the shift in the blur kernel. In this case, directly
applying the flash gradient constraint will lead to artifacts in the deblurred results.
To handle this, a pre-processing step to align the image pair is required. The good
thing is that high speed capture (e.g. 12 fps for CANON EOS-1D X) can be achieved
by modern cameras. It is very unlikely to have large viewpoint difference between
the two successive shots.
Similar to other flash/no-flash techniques, our method is more suitable for static
indoor scene. Since the flash intensity falls off with the distance from the camera.
Thus, distant objects are poorly lit by the flash. It may causes artifacts in distant
part of the scene. Beside, although the input image pairs is taken in a very quick
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(a) Blurred image B (b) Flash image F
(c) Noisy image N (d) Denoised result of N
(e) Yuan et al.’s result (f) Our result
Figure 3.8: Comparison with blurred/noisy image deblurring. Our method out-
performs Yuan et al.’s method in both kernel estimation and image reconstruction.
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(a) Blurred image B1 (b) Blurred image B2
(c) Flash image F (d) Dual motion deblurring result
(e) Our result from B1 and F (f) Our result from B2 and F
Figure 3.9: Comparison with dual motion deblurring. (d) shows the dual motion
deblurring result using B1 and B2. The blur kernel shown here is the estimated K1.
(e), (f) show our results using one of the blurred image and the flash image.
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Blurred Image B Flash Image F Our Result
Figure 3.10: A real image example with very large blur. Here, the size of the
estimated blur kernel is 99 × 99.
Color Transfer Result Our Result
Figure 3.11: Comparison with color transfer. Our method is able to better preserve
the lighting condition.
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succession, the two images would capture different contents and thus our method
would fail if there is a fast motion object in the scene.
Our method is derived under the assumption that the blur is spatially invariant.
However, it can be easily extended to handle non-uniform motion blurs caused by
camera shake. This can be achieved by replacing the convolution blur model in
our formulation with a non-uniform blur model, e.g., the projective blur model
described in Chapter 2.
3.7 Summary
In this chapter, we analyze the correlation between a sharp image and its corre-
sponding flash image and propose the flash gradient constraint. By incorporating
the flash gradient constraint into a MAP framework, we have proposed an image
deblurring approach to remove camera motion blur using a pair of blurred and
flash images. We solve the MAP optimization problem by iteratively performing
blur kernel estimation and non-blind image deconvolution. Our approach takes
advantage of both images to produce a high quality sharp image. We demonstrate
that our method outperforms existing image deblurring methods using a single
image or multiple correlated images.
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Near Infrared Flash for Low Light
Image Enhancement
As discussed in previous chapter, by using flash we are able to produce a high
quality photographs under low-light conditions. However, in some special pho-
tography situations, such as night time animal photography or baby photography,
a visible flash is not allowed. In this chapter, we propose to use an invisible near
infrared (NIR) flash, instead of a normal visible flash under these conditions. We
build a hybrid camera system to take a visible image and its NIR counterpart
simultaneously. Then a new method is proposed to denoise the visible image
and enhance its details using its corresponding NIR flash image. This work was
described, in part, in [83].
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4.1 Introduction
As previously discussed in Chapter 1, it is challenging to take photographs under
low-light conditions. To avoid motion or defocus blur, a high ISO setting is required
to reduce the exposure time, which leads to high noise in captured photographs.
Image denoising techniques have been applied to enhance noisy images. Some
common image denoising methods include field of experts [10, 16, 51, 57, 69].
These methods work well when noise level is low. However, as the noise level
increases, they tend to blur edges and details of the image.
An alternative is to use a flash. However, since the color temperature and in-
tensity of flash light are different from those of the ambient light, the use of flash
may ruin ambiance atmosphere and introduces unwanted artifacts, such as red
eye, undesired reflections, harsh shadows and specularities. To remove the arti-
facts caused by flash, a variety of approaches have also been proposed. Some early
work focus on flash image red-eye correction [25] or white balancing [17, 29, 35].
Recently, the flash/no-flash methods [18, 52] use joint bilateral filter to combine a
pair of flash/no-flash images and generate a noise-free and detail enhanced im-
age. However, these methods require successive capture of at least two images
of the same scene, which restricts their applicability to static scenes. Moreover,
in many types of low-light photography, such as night time animal photography,
or photography in some churches or museums, a visible flash is no allowed. In
these situations, previous approaches using ambient/flash image pairs cannot be
applied.
In this chapter, we propose the use of a near infrared flash, coupled with our
hybrid camera system, which is able to take a visible imageV and its corresponding
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Visible image V NIR image N
BM3D denoising [16] Our method
Figure 4.1: Our method uses a pair of V/N images and generates a high quality
noise-free image with fine details. It outperforms single image denoising methods
such as BM3D.
NIR flash image N simultaneously in a single shot. The NIR flash emits NIR light
when fired. NIR light is outside the range of visible light. Thus, it is able to
lighten the scene without dazzling the objects being photographed. Moreover, the
NIR light and visible light is well separated. We can capture the visible and NIR
flash images simultaneously, for both static and dynamic scenes. A novel image
enhancement method is then proposed to enhance the noisy visible image using the
NIR flash image taken under low-light conditions. Our method is able to reduce
the noise of the visible image significantly and enhance its details, while keeping
the atmosphere of original scene. Figure 4.1 shows an result image produced by
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our method.
NIR photography has been invented for more than 100 years. However, most
NIR photography is to achieve artistic effect. For example, the smooth appearance
of skin and unusual eyes in NIR makes special portraits. Aerial photographers have
relied on NIR imagery to capture the landscape with the greatest possible clarity
over a wide range of atmospheric conditions, including some quite unsuitable
for visible light photography. Recently, NIR photography has drawn a lot of
attention in image processing and computer vision communities. In [64], NIR
light is used for skin enhancement in portrait photography. Zhang et al. [79]
enhance the contrast and details of a visible image using its corresponding NIR
image, but their work cannot work under low-light conditions. In this chapter,
we propose a novel method using NIR flash images to improve visible images
captured under low-light conditions. The closest work to ours is the dark flash
photography [37], which makes use of both NIR and near ultraviolet (NUV) light
for low-light image enhancement. Our method uses only a NIR flash image to
enhance a visible image instead of both NIR and NUV images. Our method is able
achieve comparable results with dark flash photography and the denoising and
detail transfer framework we adopt is much more efficient.
4.2 NIR Photography and Image Acquisition
In electromagnetic spectrum (see Figure 2.8), NIR light lies adjacent to visible light
and has the wavelength ranging from 750nm to 1400nm. Human eyes cannot see
the NIR light. However, most CCD/CMOS based digital cameras can sense it quite
well. Digital camera manufactures usually add a IR cutoff filter over the sensor to
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(a) Our hybrid camera system (b) Transmission rate of a typical hot mirror
Figure 4.2: Our hybrid camera system and transmission rate of a typical hot mirror.
The hybrid camera is composed of two modified cameras, a hot mirror and a NIR
flash. The hot mirror reflects NIR light while allowing visible light pass through.
The NIR flash is built by mounting a NIR filter to a normal flash. The flash is able
to generate both visible and NIR light. The NIR filter blocks the visible light and
let only NIR light out. Our hybrid camera system was previously used in [79]
avoid unwanted artifacts caused by NIR light (known as IR contamination). By
removing the IR cut filter and using a NIR filter (also known as a cold mirror) that
blocks out all visible light, digital cameras can capture photographs in infrared.
One advantage of using NIR light is that we can capture the NIR and visible
images of a scene simultaneously, because the NIR and visible light lie in different
spectrum bands and do not interfere with each other. To achieve that, we designed
a prototype camera shown in Figure 4.2 (a). Our prototype camera was previously
used in [79]. The hybrid camera system was built using two SONY F828 cameras
and one hot mirror. Camera V is a normal camera which takes visible images.
Camera N is a modified camera which can capture NIR image only. We remove the
IR cutoff filter over its sensor and add a NIR filter to its lens. The focus system of
camera N was also adjusted so that it can focus NIR light properly. The controllers
of the two cameras are connected together, so that it can trigger two camera at
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the same time. The hot mirror reflects NIR light while allowing visible light pass
through. The hot mirror reflects lights with wavelength range from about 750nm
to 1250nm (see Figure 4.2 (b)). Here, we used a 45◦ hot mirror, which reflects NIR
light incident at the degree of 45◦. We carefully setup the two cameras to ensure
that they are optically aligned. We also made the focal lengths and apertures of the
two camera same to guarantee geometric alignment of each image pair.
When taking images under low-light conditions, we mount a NIR flash to
camera N. The NIR flash is built by mounting a NIR filter to a conventional visible
flash. The NIR filter, whose transmission starts at 730nm, blocks the visible light
and lets only NIR light out. Other NIR light sources, such as NIR LEDs, can also be
used to replace the NIR flash. For our camera settings, we used a high setting (ISO
1600) for the visible camera to reduce the exposure time to avoid image blurring.
We set a low ISO (ISO 80) for the NIR camera. In this way, we are able to obtain
a sharp but noisy visible image V and a sharp, noise-free NIR image N. The NIR
images are RGB color images whose values are dependent on the white balance
setting and NIR spectral properties of the camera sensor. As NIR light is closed to
red light in electromagnetic spectrum, we extracted the red channel of the captured
image as the NIR image. An example of the image pair is shown in Figure 4.1.
4.3 Correlation between Visible and NIR Images
Our input is a pair of visible and NIR images. We use the NIR flash image to
enhance the visible image. Specifically, we use the clean NIR image to guide the
denoising of the visible image and enhance its details. We first investigate the
correlation between the visible image and NIR image in the gradient domain.
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To show their correlation, we took a pair of visible image and its corresponding
NIR image. The image pair is shown in Figure 4.3 (a), (b). We then added Gaussian
noise (σ = 0.005) to the visible image to create the noisy visible image shown in
Figure 4.3 (c). In Figure 4.3 (d) (e), we show the intensities and gradients of a 1D
scan line (the 150th row) in each image. To make the plots, we use the intensity of
Y channel of the two visible images (in YIQ color space). In the gradient plot, only
the gradients along the x direction are shown. As we can see from the figure, the
intensities of the visible and NIR images are different from each other. Specifically,
At some locations, the intensities of the visible image are larger than those of
the NIR image, while at some other locations, the intensities of the visible image
are smaller than those of the NIR image. In the gradient domain, although the
gradients of the visible image ∇VISx are not the same as those of the NIR image
∇NIRx, they are aligned very well with and follow the same changes with those of
NIR image. Specifically, it has large values at locations where ∇VISx are large, and
small values at locations where ∇VISx are small. After adding noise, the gradients
of the noisy visible image are no longer aligned well with those of the NIR image.
In the next section, we will exploit the correlation of visible and NIR images to
perform image denoising.
4.4 Visible Image Enhancement
We then utilize the correlation between the visible and NIR images to enhance a
visible image using its corresponding NIR flash image. Our input is similar to that
of the flash/no-flash photography [52]. However, it is more challenging in our case,
since no color information is provided by our NIR flash image. The workflow of our
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(a) Visible image (b) NIR image (c) Noisy visible image

















Figure 4.3: Correlation between a visible image and its corresponding NIR image.
(d) and (e) show the intensities and gradients of a 1D scan line (the 150th row) of
the visible image and the NIR image. The intensities of the visible and NIR images
are different to each other. The gradients of the visible are aligned very well with
and follow the same changes with those of NIR image. While the intensities and
gradients of the noisy visible image are different from those of the NIR image.
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Figure 4.4: Workflow of our method. S and D denote normal and dual WLS
smoothing respectively. | · | denotes pixel-wise multiplication. we use the NIR flash
image N to denoise the visible ambient image V and then apply detail transfer to
further enhance the detail of the denoised image.
method is illustrated in Figure 4.4. Similar to that of flash/no-flash photography, it
contains two main steps: the denoising step and detail enhancement step. More
specifically, given a V/N image pair, we exploit the correlation between visible and
NIR image and use the NIR flash image N to denoise the visible ambient image V
and then apply detail transfer to further enhance the detail of the denoised result.
4.4.1 Visible image denoising
Our visible ambient image denoising builds on weighted least squares (WLS)
smoothing [20]. Given an image V, the WLS smoothing seeks a new image Vb,
which is as close as possible to V, and is also as smooth as possible everywhere
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except at significant gradient locations in V. Formally, Vb can be expressed as














where the subscript p denotes the pixel location and λ balances between the two
terms. For normal WLS smoothing, the spatially varying smoothness weights ax,p















where  is a small constant (typically 0.0001) to avoid division by zero. α controls
the sensitivity to gradients of V. Typically, its value ranges between 1.2 and 2.0. By
using this definition, abp are small at large gradient locations of NIR image N. The
small weights allow large gradient values in the result image to keep significant
structures in the visible image V; while abp are large in smooth regions of N, which
encourages smooth result image and thus remove the noise in the visible image V.
The definition of smoothness weights follows the correlation of a visible image and
its corresponding NIR image we observe in previous section.
Using matrix notation, Equation 4.1 can be rewrite as:









Here,Vb andV are the vector representation ofVb andV in Equation 4.1 respectively.
We use the same notation here for simplicity. Ax andAy are diagonal matrices whose
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diagonal values are the smoothness weights abx,p and aby,p, respectively. Dx and Dy
are the gradient matrices. The solution that minimizing equation 4.3 is given by
the solution of the following linear system:
(I + λLg)Vb = V, (4.4)
where I is the identity matrix and Lg = DxTAxDx + Vb
TDyTAyDy. The solution can
be easily obtained using linear system solver.
We apply the normal WLS smoothing to V in each RGB color channel. The
value of λ depends on the noise level of the image V. For a higher noise level, λ
is set larger. Using normal WLS smoothing, the fine details of the visible image
V as well as image noise can be removed, while significant image structure is
preserved. As shown in Figure 4.6, the noise in image V can be removed to some
extent. However, as the noise level varies in different regions of the image, some
regions are over-smooth and fine image details are lost.
As discussed in previous section, the NIR flash imageN contains the same image
structure with the visible image and it is not contaminated by noise. Thus, we can
use it to guide the visible image smoothing. However, as different materials have
different reflectivities to visible and NIR light, some edges inV may disappear inN.
An example is shown in Figure 4.5. At these locations, the weight abp would be large,
which encourages small gradients in the result image and thus blur the strong edges
in the visible image V (see Figure 4.5). However, those edges, especially strong
edges, can be found in Vb. Hence, to address the edge blurring problem, we use
the gradient information from both Vb and N to guild the image smoothing.
The image N is monochromatic and contains no color information. Therefore,
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V N Vb
-
Normal WLS Dual WLS Difference image
Figure 4.5: Comparison of normal WLS and dual WLS smoothing. Due to different
spectral reflectivities of different material. Some edges in the visible image V may
disappear in the NIR image N, which will lead to edge blurring in the result using
normal WLS smoothing. Our dual WLS smoothing uses both N and Vb to guide
the smoothing, thus can avoid edge blurring.
we convert image V from RGB color space to YIQ color space and denote its
intensity (Y channel) and color components (I and Q channels) as VI and VC.
Similarly, we denote the intensity and color components of image Vb as VbI and V
b
C.
We extend the normal WLS smoothing and apply it on VI. The new smoothing has
the same form with Equation 4.1. The new smoothness weights now are depended
on the gradients of both VbI and N:
anrx,p =












where | · | denotes scalar multiplication. Because the smoothing uses the gradient
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information from both V and N, we call it dual WLS smoothing. When there are
missing edges in NIR image N, if strong edges can be found at the same locations
in the base image Vb, the weight abp can still be small. Thus, strong edges in visible
image can be retained by dual WLS smoothing, while normal WLS smoothing
causes blur edge results. The comparison of normal WLS and our dual WLS
smoothing is shown in Figure 4.5.
The output of dual WLS smoothing is the noise reduced intensity component
of the visible image, denoted by VnrI . The noise reduced image V
nr is shown on
Figure 4.6. Here, the image Vnr is the combination of the intensity component VnrI
with the color component VbC. We can see that most of the noise is removed and
image details are better preserved.
4.4.2 Detail transfer
Although the dual WLS smoothing reduces the noise while preserving edges of
the visible image, some image details are still lost. We observe that the NIR
flash images are sharp and contains details of the scene. We therefore extract the
detail information from image N and transfer it to the noise-reduced image VnrI .
Specifically, we first apply normal WLS smoothing on the NIR flash image N to
obtain its base layer Nb. Then the detail layer Nd is represented using the quotient





where the constant  (typically 0.0001) is to avoid division by zero. Nd captures
the local intensity variation of image N. To transfer the detail, we multiply the
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(a) V (b) N
(c) Denoised via WLS smoothing (d) Denoised via dual WLS smoothing
(e) Difference of (c) and (d) (f) Detail layer of N
(g) Denoising with detail transfer (h) Long exposure reference
Figure 4.6: The Chinese painting example. Our dual WLS smoothing is able to
preserve more details than normal WLS smoothing. Furthermore, After detail
transfer, the image detail of (g) is even richer than (d).
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noise-reduced image VnrI with N




where | · | denotes pixel-wise multiplication. VdeI is then combined with the color
componentVbC and converted back to RGB color space. Finally, we obtain the detail-
enhanced visible image Vde. As shown in Figure 4.6, after detail transfer from the
NIR flash image N, the image details of the detail enhanced image become much
richer compared with the noise-reduced image.
4.4.3 Shadows and specularities detection
NIR flash may introduce shadows and specularities in images, which affect the
results of both the denoising and detail transfer. We detect those regions using
the same methods used in [52]. Since the pixel intensities in the shadow regions
of the NIR image are small, while the corresponding pixels in the visible image
likely have larger intensities. Thus, shadows can be detected by finding the regions
where |N − VI| is small. Specularities are found by looking for saturated pixels in
N. Typically, we find those pixels whose intensity values are larger than 250. In
case this simple strategy cannot work properly, user assistance can be applied to
mark shadow and specularity regions manually.
After we find the shadow and specularity regions, the shadow and specularity
mask M is obtained by blurring it using a Gaussian filter to feather the boundaries.
The final output is then calculated by the linear combination of Vde and Vb, based
on the mask M, i.e.,
V f inal = (1 −M) · Vde + M · Vb. (4.8)
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The V/N image pair Detail transfer without mask
Shadow and specularity mask Detail transfer with mask
Figure 4.7: The teapot example showing our handling of NIR flash shadow and
specularity. Without shadow and specularity detection, detail transfer may cause
artifacts especially along the shadow and specularity boundaries. By creating a
shadow and specularity mask, these artifacts can be corrected.
Figure 4.7 shows an example of artifacts caused by shadow and specularities
and the correction result.
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4.5 Experiments
To demonstrate the strength of our approach, we test our method using variety of
examples. As shown in Figure 4.1, we compare our method with BM3D [16], a state
of the art image denoising method. Both methods is able to remove noise present in
the visible image, but BM3D also remove some fine image details, while our method
preserves and enhances details of the visible image. Due to limited information
from the noisy visible image, BM3D is not able to distinguish between noise and
fine image details and remove both of them, leading to a blurred denoising result.
By using the gradient information from the NIR flash image, our method can
selectively remove only image noise but retain fine image details. The details can
be further enhanced by detail transfer using the NIR flash image.
We compare our method with joint bilateral filtering (JBF) [52] in Figure 4.8. Both
methods use NIR flash images achieve noise reduction and detail enhancement.
However, JBF suffers from several problems. Firstly, due to lack of color information
in the NIR image, JBF causes color shift in the result (indicated by the red rectangle).
Two different colors may have similar intensities in the NIR flash image, which
makes JBF average between two different colors and leads to color shift. Secondly,
as some edges in visible images disappear in NIR flash images, JBF has severe edge
blur problem (indicated by the green rectangle). Besides, JBF may introduce halo
artifacts along strong edges (indicated by the blue rectangle). With the increase of
noise level, JBF need to increase both spatial and range support to remove the noise,
leading to over-blur of edges and halo artifacts when applying detail transfer. In
contrast, our dual WLS smoothing uses information from both NIR image N and
visible base image Vb. It is able to distinguish different colors to well-handle the
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Visible image V NIR image N
JBF result Our result
Figure 4.8: Comparison of the results of our method and joint bilateral filter-
ing (JBF). Due to the properties of NIR images, directly applying JBF may get
results with artifacts such as color shift, edge blur and halo effects, while our
method is able to reduce these artifacts.
color shift problem and preserve the important edges in the visible image.
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Our method can also be applied on flash/no-flash image denoising, we applied
WLS filtering on each color channel of the no-flash image. The smoothness weights
are calculated using the flash image. The result is shown in Figure 4.9. As shown in
the figure, our method is able to remove the noise effectively without introducing
halo artifacts, while joint bilateral filtering may introduce halo artifacts along strong
edges (shown in the red rectangle).
We also compare our method with the dark flash method [37]. They used
both NUV and NIR for visible image enhancement. As shown in Figure 4.10, our
method is able to produce comparable results. Moreover, our method has closed-
form solution and is much more efficient and faster than their method, which
required a complicated optimization on the sparse gradient constraint.
4.6 Discussion and Limitation
One limitation of our method is that it requires both visible and NIR flash image as
the input. The ambient visible image provides the color information, and the NIR
flash image provides the image structure information. It means that the ambient
light cannot be too weak to provide sufficiently good color estimation. However,
conventional flash photography can work under any situation, even if the ambient
environment is totally dark.
Our prototype camera is able to capture the visible and NIR images simulta-
neously. Thus, it can be applied on both static and dynamic scenes, unlike other
methods using an image pair [18, 52] for low-light photography, which are restrict
to only static scenes. However, it is bulky and built using two cameras. To make
a more compact camera, one possible solution is by modifying the conventional
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Flash image No-Flash image
JBF result Our result
Figure 4.9: Application of our method on flash/no-flash image pairs for denoising.
Our method is able to remove the noise effectively without introducing halo arti-
facts. While joint bilateral filtering may introduce halo artifacts along strong edges
(shown in rectangles).
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UV+IR Visible (Low noise) Dark flash result Our result
UV+IR Visible (Med. noise) Dark flash result Our result
Figure 4.10: Comparison of results of our method and dark flash method. Both
methods generate high quality denoising results, while our method is much more
efficient. The input images are from [37].
Bayer pattern on sensor to include a NIR cell, i.e., replacing one of the green cells
using a NIR cell, so that the image pairs can be taken by this single camera. Besides,
our NIR filtered flash can also be replaced by special designed NIR flash or NIR
LEDs with better power and spectral control.
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4.7 Summary
In this chapter, we propose to use NIR flash when normal visible flash is not
allowed and present a method to enhance a low-light noisy image using its NIR
counterpart. We build a hybrid camera system which is able to take a V/N image
pair by a single shot. Using the normal and dual WLS smoothing, we can reduce the
noise and enhance details of a noisy visible image. Compared with previous image
denoising and detail enhancement methods, our method is able to produce results
with higher visual quality and using less processing time. Although few exploited,
we believe that NIR light has great potential in computational photography.
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Conclusion and Future Directions
Computational photography has redefined the way of traditional photography.
Some popular techniques, such as high dynamic range imaging and automatic im-
age stitching, have been adopted by worldwide photographers and camera compa-
nies. Computational photography has prompted researchers across disciplines to
re-think about what can be accomplished with cameras. This thesis focuses on low-
light computational photography. In this chapter, we first conclude this thesis and
then propose several future directions for low-light computational photography.
5.1 Conclusion
In this thesis, we propose Computational Low Light Flash Photography. We re-
place traditional one-shot photography using optimal exposure settings with a pair
of images captured using no-flash and flash settings. As our methods demonstrate,
by analyzing the correlation between multiple photographs of the same scene and
applying computation, we are able to obtain high quality photographs that go be-
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yond the abilities of conventional low-light photography. In particular, we have
shown that:
• By using a pair of motion blurred and flash images taken successively with
and without flash using a conventional hand-held camera, we are able to
estimate an accurate blur kernel and reconstruct a high quality sharp image
preserving original ambient illumination color.
• In situations that a normal visible flash cannot be used, we use a NIR flash and
take a noisy visible image and its NIR counterpart simultaneously using our
hybrid camera system. The image pair is then combined together to generate
a noise free image with enhanced details.
As shown in Figure 5.1, we took a blurred and flash image pair, as well as a
noisy visible image and the NIR flash image of the same scene. We then applied
both methods proposed in this thesis on the input images. The results are shown
in the second row of the figure. A noise-free long exposure image is also shown
here for reference. As we can see, both methods generate high quality results.
However, due to high noise level in the noisy image, the color estimation of the
denoised image is not accurate as the deblurred image (see the zoomed-in red
rectangle). Moreover, since some edges are missing in the NIR flash image, the
image detail around the missing edges may be over-smoothed (see the zoomed-in
green rectangle).
As we can see from the figure, the flash deblurring method is usually able
to generate better results with accurate color estimation and richer image details.
Under low-light conditions when both methods can be applied, we recommend
to use the flash deblurring method when a visible flash is allowed and objects in
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Blurred Flash Noisy NIR
Deblurred Denoised Long Exposure Reference
Figure 5.1: Comparison of the two proposed methods for low-light photography
in this thesis. The first row shows the input blurred and flash image pair and the
input noisy and NIR flash image pair of the same scene. The second row shows
the deblurred and denoising results, as well as the long exposure reference image
of the same scene. The deblurred image is generated from the blurred and flash
image pair. The denoised image is generated from the noisy and NIR flash image
pair. The deblurred image has better quality with accurate color estimation and
richer image details.
the scene are not moving fast. Meanwhile, when a visible flash is not allowed, we
recommend to use the NIR flash. The beauty of NIR flash is that the visible and
NIR image pair can be taken simultaneously. Hence, it is applicable to both static
and dynamic scenes. Moreover, the NIR flash is less intrusive than the visible flash.
While our first method can be applied immediately using existing digital cam-
eras without any modification, we envision that it can be implemented as a build-in
capture mode of a camera, which would be much more convenient for users to take
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high quality images under low-light conditions. For the second method, our cur-
rent prototype camera is a bit bulky. However, it is possible to make a compact
camera that can take visible and NIR image pair simultaneously and thus bring the
invisible flash photography into practical use.
5.2 Future Directions
We are interested in exploring new methods for low-light photograph enhance-
ment, as well as low-light video enhancement. Moreover, we are going to leverage
more diverse correlated images and videos for enhancement.
Flash deblurring of non-uniform blur Our robust flash deblurring method
only handles uniform image blur caused by camera shake. As pointed out by [41],
image blurring in practice may not be well approximated by a uniform blur. One
of our future work is to apply flash deblurring on images with non-uniform blur.
This is a intuitive extension of our robust flash deblurring method. Considering
the projective motion blur model [27, 67, 72], we can easily incorporate our flash
gradient constraint with the model and formulate the deblurring problem as a MAP
problem. A more challenging case is the image blur caused by non-rigid object
motion. We need to model the object motion and then extract useful information
from the corresponding flash image to guide image deblurring. We believe that
by using the flash image, both the accuracy of kernel estimation and the quality of
non-blind deblurring could be greatly improved.
Video enhancement under low-light conditions The work in this thesis has
focused on still images, but videos suffer from similar artifacts under low-light
conditions. The main artifact for videos is noise. Thus, an interesting direction
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is to adapt and extend the work in this thesis from still images to videos. For
example, we can use additional visible or NIR flash images (or videos) to perform
video denoising. Note that the extension is not trivial as the temporal coherence of
video should be maintained to avoid flicking and jumping artifacts. A preliminary
work has been done in [7] for video denoising by fusion a noisy RGB video and
an IR video using bilateral filter. One potential improvement is to use the method
proposed in Chapter 4, instead of bilateral filter, to perform video denoising. Fur-
thermore, using continuous additional light is sometimes not practical, a more
practical framework is to first enhance a sparse set of video frames using a set of
captured visible or NIR flash images and then propagate the enhancement to the
entire video.
Image/Video enhancement using Internet images/videos As the popularity
of photography and videography, millions of images and videos are available in
photo and video sharing websites, such as Flickr, Youtube and so on. It is easy to
find large amount of similar images and videos from Internet, especially for famous
landmarks or popular tour spots. Although those images and videos are captured
under different illuminations, including daytime lighting, night-time lighting, flash
lighting and so on, we can leverage them to enhance the one we have captured
with artifacts. Such kind of data-driven image and video enhancement is becoming
more and more popular recent years. For example, we can use a daytime image
to enhanced a night-time noisy image of the same scene. The key issues here are
how to find useful similar images and videos from the large amount of image and
videos in Internet and how to identify the correspondence between image and
videos captured under difference conditions.
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