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We propose a novel approach for noise quantiﬁer at each location of a signal. This method
is based on replacing the conventional kernel-based approach extensively used in signal
processing by an approach involving another kind of kernel: a possibility distribution. Such
an approach leads to interval-valued resulting methods instead of point-valued ones. We
propose a theoretical justiﬁcation to this approach and we show, on real and artiﬁcial data
sets, that the length of the obtained interval and the local noise level are highly correlated.
This method is non-parametric and has an advantage over other methods since no assump-
tion about the nature of the noise has to be made, except its local ergodicity. Besides, the
propagation of the noise in the involved signal processing method is direct and does not
require any additional computation.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Reliability of most signal processing methods inherently depends on the possibility of adjusting their parameters to
account for noise level over the input signal. Examples of such procedures are edge detection [16], motion estimation [1],
segmentation [19], shape-from-shading [33], where noise and the feature to be extracted (edge, motion, object) can be con-
fused. Noise level estimation is also very important for (obviously) denoising [25,26] or anti-aliasing methods, as well as for
signal enhancement methods like super-resolution [11], sensor fusion [2,28] algorithms or image restoration.
Noise in a signal is usually referred to random variations of its measurements. These variations can be produced by sev-
eral factors including thermal effect, saturation, sampling, quantization and transmission. Since repeating the acquisition
process is usually not possible, the noise level has to be estimated by means of a single signal occurrence.
Random noise level is generally considered as being independent from the signal level and modelled by a random quan-
tity added to the signal. One of the most widely encountered models assumes this random noise as being centered and nor-
mally distributed. However, phenomena like ﬁlm grain, speckle, impulse noise, sampling effect, quantization or saturation
induce a ﬂuctuation of the signal that cannot be modelled by a Gaussian zero mean process. For example, in medical images
produced by a gamma camera, the noise is rather described by a Poisson process (i.e. the noise level depends on the signal
level). Indeed, with a gamma camera, the acquisition consists of counting the gamma photons detected by each sensor. The
greater the accumulated quantity of gamma photons, the greater the potential noise level.
In early approaches (see e.g. [24]), noise estimation consists in assuming stationarity of the random variations of the sig-
nal. The computation of the standard deviation of the noise is performed by analyzing the signal obtained by high-pass ﬁl-
tering of the original signal. The main challenge in these estimations is to be able to tell whether high-frequency signal
variations are due to noise or to the signal itself.. All rights reserved.
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1130 K. Loquin et al. / International Journal of Approximate Reasoning 51 (2010) 1129–1144In more recent papers, some authors propose to abandon either stationarity or additivity of the noise. Rangayyan et al.
[27] consider an adaptive neighbourhood approach that is able to account for an additive non-stationary noise. Corner
et al. show that analyzing the Laplacian of the signal allows to deal with both additive and multiplicative noise [4].
Unfortunately, neither additive nor multiplicative random noise are good models for real signal contamination, even for
instance, for conventional CCD (Charge-Coupled Device) sensor [16]. Therefore, many approaches [13,16,20] propose to
model the acquisition noise as being Poisson distributed.
In these model-based approaches, noise is assumed to follow a hypothetically known distribution and noise level estima-
tion consists in estimating the different parameters on which the variance of the assumed distribution depends. Moreover,
any model-based method assumes the acquisition system to be error calibrated.
If nothing can be assumed about the nature of the noise, except its local ergodicity, only a very local approach has to be
considered to estimate the noise level for each location or, at least, for each user-selected homogeneous region of the signal.
Moreover, since signal processing mainly consists of extracting or estimating some physically meaningful characteristics
from intensity values of the signal, it should be important to understand how the uncertainty due to random perturbation
propagates through any algorithm step.
A wide range of those signal processing methods relies on a kernel-based approach [17] for direct or iterative, linear or
non-linear algorithms and for ﬁltering (stochastic, band pass, anti-aliasing, etc.), geometrical transformations (rescaling,
rotations, homographies, anamorphosis, etc.), sampling rate conversion, fusion, for enhancing or removing details, etc.
The kernels usually encountered are probability distributions: a kernel is a positive function whose total weight (its integral
in the inﬁnite domain and its sum in the ﬁnite domain) equals 1. The main difﬁculty in these kernel-based methods is that
the nature of both signal and perturbation can change during the complete analysis, from step to step.
By switching from probability theory to possibility theory, we propose new methods that account for a lack of knowledge
about the proper kernel to be used [18]. The lack of knowledge is handled by the fact that a possibility distribution represents
a convex hull of probability distributions and hence of kernels. In the proposed adaptation of the usual kernel methods, the
conventional Lebesgue integral operator is replaced by a pair of Choquet integrals according to the possibility measure and
the necessity measure associated with the chosen possibility distribution. The resulting interval (and more precisely its
length) reﬂects the lack of knowledge of the modeller on the most adequate kernel to use.
As an example, the use of the interval-valued gradient estimation of an image, proposed in [15], leads to a threshold-free
robust edge detector. This robustness is due to the fact that the length of the interval-valued estimation is highly correlated
with the input image random noise. The information (about the noise) contained in the resulting interval is properly taken
into account in the edge detector, thus enabling an automatic rejection of the ‘‘false” edges due to noise.
In this paper, we propose to study the link between the length of the interval-valued output of a possibilistic ﬁlter
and the random noise level of the input signal. Actually, we discuss the fact that the spirit of this approach is, to our
opinion, better founded than the usual noise level estimators. Furthermore, we expose some research tracks to theoret-
ically justify our approach and we propose to highlight the empirical correlation between the length of the interval-val-
ued output of a possibilistic ﬁlter and the random noise of the input signal on real and simulated repetitions of image
acquisitions.
The paper is organized as follows. In Section 2, we present an extension of kernel-based signal processing methods based
on possibility distributions. We present, among other methods, the possibilistic ﬁltering approach that allows the computa-
tion of a convex family of ﬁltering operations. We theoretically justify this extension by means of Theorem 1. In Section 3, we
describe our method for locally estimating the noise level at each location of a signal. We propose, in this section, a theoret-
ical study of this estimator. In Section 4, we compare our method to three other usual noise level estimates on synthetic and
real noisy images, before concluding in Section 5.
2. A possibilistic extension of kernel-based signal processing
2.1. Kernel-based signal processing
The kernel-based signal processing framework can be equally applied to discrete or continuous signals. Whatever the nat-
ure of the signal, we work on an underlying continuous domain X ¼ R. A discrete signal is deﬁned for indices of k 2 Z rep-
resenting locationsxk ofX, i.e. a discrete signal S is given by S ¼ ðSkÞk2Z. A continuous signal is deﬁned for all the elements of
X, i.e. a continuous signal S is given by S = {S(u):u 2X}.
In case of a continuous signal, the kernel-based signal processing operation on a location x 2X is deﬁned by the convo-
lution operation:bSðxÞ ¼ Z
X
SðuÞjðx uÞdu:For any x 2X, jx = {j(x  u):u 2X} is the continuous convolution kernel j shifted to the location x of X. bSðxÞ is thus ob-
tained by:bSðxÞ ¼ Z
X
SðuÞjxðuÞdu: ð1Þ
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operation is performed for a discrete set of locations identiﬁed by their indices n 2 Z, it can be expressed by:bSn ¼ Z
X
SðuÞjnðuÞdu: ð2ÞFor any n 2 Z;jn is a continuous kernel. The kernel-based signal processing operation (2) transforms a continuous signal S
into a discrete signal bS by means of a set of continuous kernels ðjnÞn2Z.
In case of a discrete input signal, the discrete kernel-based signal processing operation is deﬁned, for a locationx 2X, by:bSðxÞ ¼X
k2Z
Skjxk : ð3ÞFor any x 2 X; jx ¼ ðjxk Þk2Z is a discrete kernel. The kernel-based signal processing operation (3) transforms a discrete sig-
nal ðSkÞk2Z into a continuous signal bS by means of a set of discrete kernels {jx:x 2X}. When the locationx 2Xmatches one
of the sampling locations of S, i.e. when there is n 2 Z, such that x =xn, then the discrete kernel-based signal processing
operation can be written as a discrete convolution operation:bSn ¼X
k2Z
Skjnk ; ð4Þwhere jn ¼ ðjnkÞk2Z ¼ ðjnkÞi2Z is the discrete convolution kernel j shifted to the location xn of X. The kernel-based signal
processing operation (4) transforms a discrete signal ðSkÞk2Z into a discrete signal ðbSnÞn2Z by means of a set of discrete kernels
ðjnÞn2Z.
In many applications like low-pass ﬁltering, signal sampling or signal interpolation, the used convolution kernels are po-
sitive and have a unitary sum or integral, i.e.X
i2Z
ji ¼ 1; for a discrete kernel;Z
X
jðuÞdu ¼ 1; for a continuous kernel:We call this condition ‘‘summativity”. A convolution kernel which fulﬁls this condition is called a summative kernel.
A summative convolution kernel can be seen as a probability distribution that induces a probability measure Pj, com-
puted by:8A#Z; PjðAÞ ¼
X
i2A
ji; for a discrete kernel;
8A#X; PjðAÞ ¼
Z
A
jðuÞdu; for a continuous kernel:For any summative kernel j, the shifted convolution kernels jn or jx are still summative kernels. Thus, in case of a summa-
tive convolution kernel, expressions (1)–(4) can be reformulated as expectations of the signal S considering the probability
measure Pjn or Pjx , i.e.bSn ¼ EPjn ðSÞ; for obtaining a discrete signal; ð5ÞbSðxÞ ¼ EPjx ðSÞ; for obtaining a continuous signal: ð6Þ
Note that Pjn or Pjx can both be equally discrete or continuous probability measures. The used expectation operator is a dis-
crete sum if the probability measure is discrete and is an integral if the probability measure is continuous.
A naive interpretation of expressions (5) and (6) is that the processed signal could be seen as the expected value of the
signal, knowing that the uncertainty concerning the location is modelled by the probability measure Pjn or Pjx . However, in
most encountered cases, this naive interpretation is not relevant. For instance, when the processing consists of ﬁltering a
signal, generally, its aim is not to evaluate the most likely value of the real signal under uncertainty modelled by the prob-
ability Pjn or Pjx , but to modify (for instance derivate or remove the high-frequency part of) the input signal according to the
practitioner’s needs. The only reason why we propose to reformulate kernel-based processing with the expectation operator
is that it enables us to switch from the usual probability theory to imprecise probability theory and thus to work with a fam-
ily of summative convolution kernels.
2.2. Possibilistic extension of kernel-based signal processing
By expressing the kernel-based signal processing operators as expectation operators (5) and (6) according to probability
measures, we open new perspectives to this approach. We can explore adaptations of this operator by means of new uncer-
tainty theories. This development has similarities with the development of the theory of aggregation operators [22]. Instead
of using an additive measure, i.e. a probability measure, to represent the neighbourhood of a particular location, we propose
to use the simple non-additive conﬁdence measure called a possibility measure [8]. We propose to use this theory among
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its associated distribution (which is a set of weights in the discrete case) on X, whereas most of the other imprecise prob-
ability theories [32] require more assessments. Besides, we propose to use the Choquet integral, that extends the usual
expectation operator to possibility measures. Using the Choquet integral leads to low-computational algorithms.
This section presents, interprets and theoretically justiﬁes this new approach, based on possibility measures and Choquet
integrals. The core idea of this approach is to process a signal by means of a family of convolution kernels.
2.2.1. A possibility distribution is a family of summative kernels
A possibility measure P is a non-additive conﬁdence measure [6]. It possesses a dual conﬁdence measure, called a neces-
sity measure, denoted by N and computed in this way:8A#X ðor Z in the discrete caseÞ; NðAÞ ¼ 1PðAcÞ: ð7Þ
The two measures, P and N, encode a family of probability measures, denoted by MðPÞ, and deﬁned by:MðPÞ ¼ fPj8A#X ðor ZÞ; NðAÞ 6 PðAÞ 6 PðAÞg:
This encoding property is due to the sensitivity analysis interpretation [31] of possibility theory.
As mentioned before, a possibility measure can be deﬁned from a possibility distribution p. Such a distribution is normal-
ized in the sense that:max
i2Z
pi ¼ 1; in the discrete case;
max
x2X
pðxÞ ¼ 1; in the continuous case:This condition can also be called maxitivity, by analogy to the term summativity. Its associated possibility measure is ob-
tained by:8A#Z; PpðAÞ ¼max
i2A
pi; in the discrete case;
8A#X; PpðAÞ ¼max
x2A
pðxÞ; in the continuous case:Thus a unique possibility distribution p can encode a whole family of convolution kernels j with unitary gain, denoted by
MðpÞ and deﬁned by:MðpÞ ¼ fjj8A#X ðor ZÞ; NpðAÞ 6 PjðAÞ 6 PpðAÞg:
As shown in [17], this family of convolution kernels is capable of representing a lack of knowledge about the resolution of the
proper kernel to be used in different applications. The resolution of a kernel, seen as a neighbourhood, characterizes its con-
centration on a point. In fact, one of the main properties of the familyMðpÞ is as follows: if a kernel jD, with a resolution D,
belongs to MðpÞ then any kernel jd, obtained by dilation from the same basic kernel j, with a resolution d 6 D, belongs to
MðpÞ. This property can be very useful for modelling sampling or interpolation processes since, for these kinds of applica-
tions, only the maximal resolution of the convolution kernel can usually be set.
This family of convolution kernels being deﬁned, the extension of the convolution (or expectation) operator follows
naturally.
2.2.2. The possibilistic extension of kernel-based signal processing
We propose to denote by Cmðf Þ the Choquet integral of a bounded function f according to a capacity mwhich is a non-addi-
tive measure [6]. The Choquet integral can be considered as a generalization of the conventional expectation operator when
the involved measure is additive. In other words, if m = P is a probability measure, then Cm ¼ EP .
Since a possibility measure is a capacity, the conventional expectation operator has to be replaced by the Choquet integral
[5]. Using a Choquet integral and a possibility distribution leads to an interval-valued expectation, instead of a single-valued
one. In the discrete case, the upper and lower bounds of this interval-valued expectation are respectively given by:Sn ¼ CPpn ðSÞ;
Sn ¼ CNpn ðSÞ:
(
ð8ÞIn the continuous case, the upper and lower bounds of this interval-valued expectation are respectively given by:SðxÞ ¼ CPpx ðSÞ;
SðxÞ ¼ CNpx ðSÞ:
(
ð9ÞThe key point of this approach is that the interval-valued expectation obtained by means of a possibility distribution is
the set of all the single-valued expectations obtained by using all the convolution kernels encoded by the considered possi-
bility distribution. This property holds for both the discrete and continuous case. However, the ways to prove it are different.
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Let us denote by LðZÞ the set of bounded sets of weights on Z, i.e. 8u ¼ ðuiÞi2Z 2 LðZÞ; maxi2Zjuij <1. In [31], this set is called
the set of bounded gambles on Z. Denote BðZÞ, the set of binary (i.e. {0,1}-valued) sets of weights on Z. Obviously,
BðZÞ  LðZÞ. BðZÞ can be seen as the set of events on Z.
Theorem 1. Let px be a discrete possibility distribution. 8S 2 LðZÞ; 8jx 2MðpxÞ,CNpx ðSÞ 6 EPjx ðSÞ 6 CPpx ðSÞ: ð10Þ
Moreover, the bounds are reached: 8S 2 LðZÞ, 9jx1 ;jx2 2 MðpxÞ, such that,CNpx ðSÞ ¼ EPjx
1
ðSÞ;
CPpx ðSÞ ¼ EPjx
2
ðSÞ:Proof. The natural extension principle [31] is required to prove Theorem 1. Note that the natural extension of a probability
measure P, deﬁned for all the events A of BðZÞ, is the expectation according to P, deﬁned for all S of LðZÞ. Similarly, the nat-
ural extension of a possibility measure P, deﬁned for all the events A of BðZÞ, is the Choquet integral with respect to P,
deﬁned for all S of LðZÞ. This remark is true for the more general belief functions.
The natural extension, as deﬁned by Walley, is conservative concerning the imprecision of a possibility measure. The
family of natural extensions of the probability measures of the family MðpxÞ, denoted by EðMðpxÞÞ, is the same as the
family of expectations dominated by the Choquet integral according to px, noted MðCPpx Þ. This property of the natural
extension can be found in Walley’s book [31] for an upper prevision P and its associated set of linear previsions MðPÞ. It is
enough to conclude that 8S 2 LðZÞ; 8jx 2 MðpxÞ,CNpx ðSÞ ¼ minjx2MðpxÞ EPjx ðSÞ; ð11Þ
CPpx ðSÞ ¼ maxjx2MðpxÞEPjx ðSÞ:  ð12ÞThis theorem is also valid for continuous signals.Theorem 2. Let px be a continuous possibility distribution. For any bounded continuous signal S; 8jx 2MðpxÞ,CNpx ðSÞ 6 EPjx ðSÞ 6 CPpx ðSÞ: ð13ÞMoreover, the bounds are reached. For any bounded continuous signal S, 9jx1 ;jx2 2 MðpxÞ, such that,CNpx ðSÞ ¼ EPjx
1
ðSÞ;
CPpx ðSÞ ¼ EPjx
2
ðSÞ:The proof is derived from domination theorems proved by Denneberg [6, Proposition 10.3] and Schmeidler [29, Proposi-
tion 3].
Note that in the case of a discrete processing of a positive discrete signal S (which is the case of the images that will be
processed in Section 4), the Choquet integrals, forming the upper and lower expectations, can be explicitly computed by:Sn ¼ CPpn ðSÞ ¼
X
i2Z
PpnðAðiÞÞðSðiÞ  Sði1ÞÞ; ð14Þ
Sn ¼ CNpn ðSÞ ¼
X
i2Z
NpnðAðiÞÞðSðiÞ  Sði1ÞÞ: ð15ÞThe index notation () indicates a permutation that sorts the sample locations such that S(1) 6 S(2) 6    6 S(N) and A(i) is the
set of samples locations whose value is greater than S(i), i.e. AðiÞ ¼ fj 2 ZjSj > SðiÞg. By convention, S(0) = 0.
2.2.3. How to choose the possibility distribution?
The use of a possibility distribution as a family of convolution kernels is new in signal processing. This approach does not
offer clues (especially to possibility theory novices) for choosing the possibility distribution that matches the practitioner’s
knowledge on the proper convolution kernel to be used. The choice procedures that we propose in this section depend on the
nature of the information held by the practitioner. In all these procedures, the nature of the meta-information about the lack
of knowledge about the proper convolution kernel to be used depends on the context.
Objective probability/possibility transformation. Let us consider the situation where the practitioner knows the expression
of a most plausible proper kernel function and its maximal resolution. This situation is very common in any continuous to
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objective probability/possibility transformation of Dubois et al. [7,9,10]. It is deﬁned by:8i 2 Z; poi ¼ 1 PjðIiÞ; in the discrete case;
8x 2 X; poðxÞ ¼ 1 PjðIxÞ; in the continuous case;where8i 2 Z; Ii ¼ fj 2 Z : jj P jig; in the discrete case;
8x 2 X; Ix ¼ fx 2 X : jðxÞP jðxÞg; in the continuous case:It can be proved that this objective transformation based on the conﬁdence intervals satisﬁes three basic principles:
1. Possibility–probability coherence: one should select a possibility distribution coherent with j, i.e. such that j 2 MðpoÞ.
2. Ordinal faithfulness: the chosen possibility distribution should preserve the ordering of elementary events, namely,
po(u) > po(v) if and only if j(u) > j(v) (the same condition holds for the discrete case).
3. Informativity: the information content of po is maximized so as to preserve as much from j as possible. It means that po is
the most speciﬁc possibility distribution dominating j.
This last point is very signiﬁcant to us. This objective transformation should be advocated when the practitioner is highly
conﬁdent in his knowledge of j since the obtained possibility distribution is the most speciﬁc distribution dominating j.
Besides, this most speciﬁc possibility distribution obtained from j dominates all the summative kernels whose resolution
is smaller than the resolution of j. This property has been proved in [17] for the granularity measure which is an index of
resolution of summative kernels.
Subjective probability/possibility transformation. Let us consider the situation where the practitioner knows an expression
of a most plausible proper kernel but has a vague idea of the upper resolution of his kernel. In that case, the practitioner’s
conﬁdence on his choice is weaker than in the objective transformation case. We propose to use the subjective transforma-
tion [7,9,10]. This transformation results in a less speciﬁc possibility distribution than the objective transformation. It is de-
ﬁned by:8i 2 Z; psi ¼
X
j2Z
min jj;ji
 
; in the discrete case;
8x 2 X; psðxÞ ¼
Z
X
min jðxÞ;jðxÞð Þdx; in the continuous case:It can easily be shown [17] that8i 2 Z; psi ¼ poi þ#ðIiÞji; in the discrete case;
8x 2 X; psðxÞ ¼ poðxÞ þ lðIxÞjðxÞ; in the continuous case;where #() is the cardinality and l() is the Lebesgue measure. Those expressions show that psP po, i.e. that ps is less speciﬁc
than po.
Summarizing, probability/possibility transformations studied by Dubois et al. [7,9,10] can be used when the practitioner
has a vague idea of the convolution kernel to be used. The objective transformation results in the smallest family containing
the original kernel. The subjective transformation results in a less speciﬁc family than the objective transformation. The
choice of a transformation depends on the conﬁdence that the practitioner has on his judgement and more precisely on what
he knows about the resolution of the kernel to be used. When he knows the upper bound of its resolution, we advocate the
use of the objective transformation. When he doubts this upper bound, we advocate the subjective transformation.
Chebyshev’s inequality. Let us consider, in the continuous case only, the situation where the practitioner only knows the
two ﬁrst moments of the kernel to be used. In that case, we advocate the use of a probabilistic inequality to construct a fam-
ily of probability distributions which forms a possibility distribution.
Dubois et al. [7,10] proposed the possibility distribution, denoted p(m,r), deﬁned from the Chebyshev’s inequality by:pðm;rÞðmxrÞ ¼ pðm;rÞðmþxrÞ ¼min 1; 1x2
 
; 8x > 0:This possibility distribution is symmetric and encodes, among others, all the probability distributions of mean m and of var-
iance r2.
For information, procedures for assessing a symmetric possibility distribution from very few measurements have been
proposed by Mauris [23].
Triangular possibility distribution. Let us consider the situation where the practitioner only knows that the summative con-
volution kernel is symmetric and has a given bounded support. In that case, we propose to use the triangular possibility dis-
tribution deﬁned by:
Fig. 1. Triangular possibility distributions for D ¼ 12 (continuous) and D = 4 (discrete).
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 
; in the discrete case; ð16Þ
for D 2 Rþ; 8u 2 X; TDðuÞ ¼max 0;1 jujD
 
; in the continuous case: ð17ÞThe notation jj corresponds to the absolute value.
We propose to use a triangular possibility distribution since, as shown in [10], for a spread D, its associated triangular
distribution encodes (among others) all the symmetric convolution kernels with a support whose length is smaller (or equal)
than twice its spread, i.e. 2D. Fig. 1 shows illustrative examples of a continuous (on the left) and a discrete (on the right)
triangular possibility distribution.
3. Noise level estimation via possibilistic ﬁltering
3.1. Some existing noise level estimators
In signal processing, noise can be seen as a disturbance that affects the signal. This disturbance is usually due to external
factors that distort the signal acquisition, transmission or storage. More often than not, noise is considered as a statistical
variation of the signal value. Within this interpretation, noise can be associated to a probability distribution reﬂecting an
impossible experiment consisting in performing many (ideally an inﬁnity) acquisitions in exactly the same conditions. In
practice, noise has to be quantiﬁed from few (and even only one) experiments.
Usually, noise quantization is based on a real or assumed pre-knowledge about its probabilistic model. The noise model
(i.e. the statistical ﬂuctuations of the signal value) at a particular location is described by its two ﬁrst moments, i.e. its mean
and standard deviation, or, more generally, an aggregated value (mean, mode, median, etc.) and a spread factor (interquar-
tile, standard deviation, etc.). In this view, it is important to distinguish between noise level estimation and estimation of the
spread factor parameter of the noise probabilistic model. Indeed, the spread factor estimation is a particular case of noise
level estimation, which consists of quantifying the noise with a relative index, called the noise level, independent of any cho-
sen model or any unit of noise measurement. By relative index, we mean that the value taken by a single occurrence of a
noise level estimate is generally meaningless. However, such estimators can be used as tools for comparing the noise level
between different signals or between different locations of the same signal.
3.1.1. Nugget effect
In geostatistics, a very interesting way for catching the noise level is employed. Geostatistic is a branch of applied statis-
tics that concentrates on the description of spatial patterns [3,12,21]. The central tool of geostatistic is the random function
which describes the uncertainty of a given spatial characteristic over a domain. The structural assumption underlying most
of the geostatistical methods is based on the intuitive idea that, the closer are the regions of interest, the more similar are
their associated characteristic values.
However, this intuitive idea is no more so obvious when looking at the closest pairs of sample locations of a spatial data
set. Indeed, in general, when plotting the empirical increments of a particular observed property, function of the distance
between different sample locations (i.e. plotting the sample variogram [3]), these increments do not vanish when the dis-
tance tends to 0 (see Fig. 2). This discontinuity, which is supposedly due to geostatistical noise, is called the ‘‘nugget effect”.
This denomination comes from the fact that in gold deposits, gold commonly occurs as nuggets of pure gold that are much
smaller than the size of a sample.
When translating this concept from geostatistics to signal processing, the nuggets effect can be illustrated as follows: the
variability of a subset A of the signal domain is supposed to reﬂect the co-occurrence of the intrinsic local variability of the
supposed continuous signal underlying the samples and a measurement error. This measurement error sums up the system-
atic error due to the impulse response of the sensor, the imprecision due to sampling and quantization of the signal and a
random variability due to noise. Typically, the variability due to the signal increases with the radius D of the subset A. On the
contrary, the variability due to the noise is usually supposed not to depend on D. This assumption is reasonable when the
sampling is regular and the random noise is supposed to be locally stationary. Thus, if AD(x) is a neighbourhood of radius D
of the location x, V(AD(x)), a measure of the variability of AD(x) is such that:lim
D!0
VðADðxÞÞ ¼ vðxÞ ð18Þ
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statistic ﬁeld [12]. However, due to sampling, v(x) cannot be computed because the local variability cannot be estimated for
a scale smaller than the sampling distance h.
A standard technique for catching this noise level is to plot a variogram, i.e. to plot the variability of all the sampling loca-
tions, V(AD), as a function of D, the separation between the sampling locations. A manual ﬁtting is generally required to pro-
vide an estimation of the noise level, which is the value of the regression curve for the radius D = 0. This estimation is
denoted by v. Sometimes, an automatic ﬁtting procedure, as least squares regression, is performed, but this is not recom-
mended by the geostatisticians since it does not permit to take into account their additional pieces of information about
the studied ﬁeld.
However, this method presupposes that the noise is stationary all over the signal. Moreover, the choice to be made for a
particular variogram model is not generally justiﬁed in signal processing. The expert’s knowledge is generally not available
in this scientiﬁc domain to evaluate local dependencies, whereas in geostatistic, the expert, according to the physical nature
of the studied area, can provide such information.
3.1.2. Local noise level estimators
Amore point-wise estimation of this noise level can be obtained by means of a small neighbourhood around each location
of the underlying continuous domainX of the studied signal. This approach is based on assuming local ergodicity. Local ergo-
dicity states that the local variability of the signal in a small neighbourhood of a location reﬂects the statistical variations of
the signal at this location, due to noise. When the studied signal is discrete, such a neighbourhood can usually be represented
by a discrete probability distribution deﬁned over the set of sampling locations by jx ¼ ðjxi Þi2Z. When the studied signal is
continuous, such a neighbourhood can usually be represented by a continuous probability distribution deﬁned on X by
jx = {jx(u):u 2X}. The computation of the noise level leads to a weighted sum or integral due to the additivity of the prob-
ability measure. Estimation of the noise level is given by:v2ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
i2Z
ðSi  bSðxÞÞ2jxis ; ð19Þ
if variability is measured by the standard deviation. And by:v1ðxÞ ¼
X
i2Z
jSi  bSðxÞjjxi ; ð20Þ
if variability is measured by the mean error. bSðxÞ is the expectation of the signal S at location x, i.e.bSðxÞ ¼X
i2Z
Skjxi : ð21ÞIf the signal to be analyzed is continuous, the noise affecting the signal S at location x can be estimated by means of the
continuous counterparts of the expressions (19)–(21), given by:v2ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
X
ðSðuÞ  bSðxÞÞ2jxðuÞdus ;
v1ðxÞ ¼
Z
X
jSðuÞ  bSðxÞjjxðuÞdu;
bSðxÞ ¼ Z
X
SðuÞjxðuÞdufor a continuous summative neighbourhood jx.
Most of the kernels used to perform these estimations are uni-modal, centered and symmetric around the location x.Fig. 2. Qualitative example of variogram.
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Some classes of linear ﬁlters, like low-pass ﬁlters, can be directly modelled by a kernel-based signal processing operation.
In that case, the impulse response of the ﬁlter is the convolution kernel.
Let S ¼ ðSiÞi2Z be a discrete signal. Processing S by a ﬁlter, deﬁned by its impulse response j, mathematically corresponds
to the discrete convolution of S by j. The value bSn of the ﬁltered signal at the nth location is thus obtained by:bSn ¼X
i2Z
Sijni:This discrete linear ﬁltering operator and the following one are exactly the same as the discrete kernel-based signal process-
ing operator (4):bSn ¼X
i2Z
Sijni :In the continuous case, processing a continuous signal S = {S(u):u 2X} deﬁned onX by a continuous ﬁlter, deﬁned by its im-
pulse response j, mathematically corresponds to the convolution of S by j. The value bSðxÞ of the ﬁltered signal at the loca-
tion x of X is thus obtained by:bSðxÞ ¼ Z
X
SðuÞjðx uÞdu:This continuous linear ﬁltering operator and the following one are exactly the same as the continuous kernel-based signal
processing operator (1):bSðxÞ ¼ Z
X
SðuÞjxðuÞdu:Generally, low-pass ﬁlters have impulse responses (convolution kernels) that are positive and have a unitary gain in order to
avoid attenuation or ampliﬁcation of the input signal. Most low-pass ﬁlters are smoothing or averaging ﬁlters. The impulse
responses of such ﬁlters are summative kernels.
What we aim at illustrating in the following is the relevance of the noise quantiﬁcation ability of the possibility-based
ﬁltering.
Suppose one low-pass ﬁlters a signal with two different ﬁlters having the same cut-off frequency fc. Such ﬁlters eliminate
from the input signal any component having frequency higher than the cut-off frequency fc (this explains the denomination
‘‘low-pass ﬁlter”). Suppose that the maximal frequency of the input signal is lower than fc. Then the two output signals will
be approximately equal. Now, suppose that one applies these same ﬁltering procedures to an input signal with components
having frequencies beyond fc. Then, generally, the output signals will be different. The more different are the shapes of both
convolution kernels, the more likely different are the outputs of the two ﬁlters.
Now, consider the same procedure with a family of low-pass ﬁlters (instead of just two). The previous remark still holds.
Moreover, the dispersion in the outputs of this family of low-pass ﬁlters is a direct consequence of the high-frequency level
of the input signal. If we now suppose that the high frequencies of the input signal are only due to noise, then the dispersion
in the outputs of this family of low-pass ﬁlters can be considered as a marker of the variability of the input signal due to
noise.
As mentioned before, the impulse responses of the usual linear low-pass ﬁlters are summative convolution kernels (uni-
form, Gaussian ﬁlters, etc.). Since a possibility distribution represents a convex family of summative convolution kernels, we
propose to replace the usual low-pass ﬁltering based on a convolution kernel by a possibility distribution-based low-pass
ﬁltering procedure.
The imprecision of the outputs of a possibility distribution-based ﬁlter is quantiﬁed by the length of the interval ½Sn; Sn, in
a discrete ﬁltering context (resp. ½SðxÞ; SðxÞ in a continuous ﬁltering context), as deﬁned by expressions (8) (resp. (9)).
In the following, we will theoretically justify and empirically illustrate the conjecture that this imprecision can be seen as
a marker of the noise level of the input signal at the considered location.
Actually, under the assumption of local ergodicity, we propose to estimate the noise level by:kn ¼ Sn  Sn in the discrete case; at location n; ð22Þ
kðxÞ ¼ SðxÞ  SðxÞ in the continuous case; at location x: ð23ÞAs the most usual low-pass ﬁlters have impulse responses which are uni-modal and symmetric convolution kernels around n
(orx), the triangular possibility distribution plays a central role in possibility-distribution-based ﬁltering. Indeed, as already
mentioned, the triangular possibility distribution is the most speciﬁc possibility distribution that dominates the class of all
uni-modal symmetric convolution kernels with the same mode and support.
In discrete signal processing, in order to weaken the inﬂuence of the signal variations on our noise level estimator,
we have to choose a highly speciﬁc possibilistic neighbourhood. We deﬁne this neighbourhood as being the most speciﬁc
one that dominates any probabilistic neighbourhood that can be used as an interpolator. Since the family of these
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with this support is the best candidate. Its discrete expression can be simply represented by the vector:T2 ¼
0:5
1
0:5
0B@
1CA: ð24ÞIn the case of image processing, i.e. with a 2D discrete signal, the used triangular (or pyramidal) neighbourhood of each pixel
can be simply represented by the possibilistic 3  3 matrix:T22 ¼
0:25 0:5 0:25
0:5 1 0:5
0:25 0:5 0:25
0B@
1CA: ð25Þ3.3. Theoretical justiﬁcations: some tracks
The aim of this section is to propose some preliminary theoretical justiﬁcations for the possibilistic noise level estimator.
In this scope, we can notice that the only way to theoretically prove that a noise level estimator is relevant is to compare, on
the one hand a measure of the statistical variations of an inﬁnite number of signal acquisitions, and on the other hand, the
proposed estimator. However, this approach is infeasible because of the inﬁnity. If we restrict this procedure to a ﬁnite num-
ber of signal acquisitions (which is feasible), the obtained comparison becomes empirical. Indeed, inﬁnity is the link between
the theoretical concept of objective probability (and of associated measures of variations) and the reality that probability
aims at catching. Regarding these remarks, we come up with the conclusion that, if no assumption is made on the noise mod-
el, it is not possible to theoretically study a noise level estimator.
Our justiﬁcation proposal involves continuous signals and a white Gaussian additive noise. Let S, a measured signal, be the
sum of an underlying fc-smooth signal s and of an approximated Gaussian white noise g of level r, i.e.8x 2 X; SðxÞ ¼ sðxÞ þ gðxÞ: ð26Þ
Let us deﬁne here what we mean under the terms fc-smooth signal and approximated Gaussian white noise g of level r.
Deﬁnition 1. An fc-smooth signal s has a Fourier transform, denoted by F[s], whose support is included in the set [  fc,fc].Deﬁnition 2. An approximated Gaussian white noise g of level r is such that
 "x 2X, g(x) is a centered Gaussian random variable (i.e. with a zero mean), and
 its autocorrelation function is such that g gðxÞ ¼ RX gðuÞgðuxÞdu ¼ r2d0ðxÞ, where d0 is a ﬁnite energy approxima-
tion of the Dirac d distribution.
The set of signals S that are a combination of an underlying fc-smooth signal s and an approximated Gaussian white noise g
of level r is denoted by Sðfc;rÞ.
The theoretical justiﬁcation that we propose do not work directly with the whole familyMðpÞ, but with a subset ofMðpÞ.
For deﬁning this sub-family, let us consider another family of ﬁlters, denoted by FðfcÞ, that we call fc-smoothing ﬁlters.
Deﬁnition 3. An fc-smoothing ﬁlter j has a Fourier transform, denoted by F[j], which is equal to 1, at least for all the
frequencies under fc, i.e. F[j](n) = 1, "jnj 6 fc.
First, it should be noted that the deﬁnition of an fc-smoothing ﬁlter is consistent with the concept of low-pass ﬁlter. In-
deed, the convolution operation of any signal g by the impulse response of a ﬁlter j, which is the ﬁltering procedure, given by
(g * j)(x), "x 2X, can be replaced by a product operation in the space of the Fourier transforms, i.e. F[g](n)F[j](n), for all n in
the frequency domain. A low-pass ﬁlter is supposed not to alter the signal for low frequencies, i.e. for frequencies jnj 6 fc.
Moreover, if F[j](n) = 1, for all jnj 6 fc, then F[g](n)F[j](n) = F[g](n). In other words, the low frequency part of g is not altered
as is expected with low-pass ﬁlters.
This restriction allows us to work with a family of summative kernels whose convolution with an fc-smooth signal is
involutive:
Proposition 1. For any fc-smooth signal s and for all j of FðfcÞ; s 	 j ¼ s.Proof. Indeed, for frequencies jnj 6 fc, F[s](n)F[j](n) = F[s](n), because F[j](n) = 1 and for frequencies jnj > fc, F[s](n)F[j](n) =
0 = F[s](n), because F[s](n) = 0. h
For the sake of completeness, the following proposition has to be proven:
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R
X jðuÞe2pjundu.
Therefore, F½jð0Þ ¼ RX jðuÞdu. Since F[j](0) = 1, it follows that any kernel of FðfcÞ is summative. h
Our trick is to work with the family MðpÞ \ FðfcÞ#MðpÞ, i.e. with the family of ﬁlters of MðpÞ who are fc-smoothing
ﬁlters. Therefore, the obtained interval with this family of ﬁlters is necessarily included in the obtained interval with the
family MðpÞ, given by ½SðxÞ; SðxÞ. Indeed,SðxÞ ¼ CPpx ðSÞ ¼ maxjx2MðpxÞEPjx ðSÞ ¼ maxj2MðpÞðS 	 jÞðxÞP maxj2MðpÞ\FðfcÞðS 	 jÞðxÞ;
SðxÞ ¼ CNpx ðSÞ ¼ minjx2MðpxÞEPjx ðSÞ ¼ minj2MðpÞðS 	 jÞðxÞ 6 minj2MðpÞ\FðfcÞðS 	 jÞðxÞ:Thus, we have that ½S0ðxÞ; S0ðxÞ# ½SðxÞ; SðxÞ, where S0(x) and S0ðxÞ are respectively the lower and upper bounds of the out-
puts of the family of ﬁlters MðpÞ \ FðfcÞ at location x. Formally,S0ðxÞ ¼ max
j2MðpÞ\Fðfc Þ
ðS 	 jÞðxÞ;
S0ðxÞ ¼ min
j2MðpÞ\Fðfc Þ
ðS 	 jÞðxÞ:Now, for a given maxitive kernel p, let D(x) denote, "x 2X, the difference between the upper and the lower bounds of
the set of outputs that we obtain with the ﬁlters of the family of summative kernels FðfcÞ \MðpÞ, i.e.DðxÞ ¼ S0ðxÞ  S0ðxÞ: ð27Þ
It can be noted that D(x) is always smaller than our noise level estimate k(x).
Considering all these preliminaries, let us expose the main point of this theoretical justiﬁcation of our approach:
Theorem 3. Let p be a maxitive kernel. Let r > 0 and fc > 0 be chosen. There exists a constant a = a(p,fc), such that for any signal S
of Sðfc;rÞ, we have,EðDðxÞÞ ¼ aðp; fcÞr; 8x 2 X: ð28ÞProof. First, from Proposition 1, we can deduce that 8j 2 FðfcÞ (and thus 8j 2 MðpÞ \ FðfcÞ),S 	 j ¼ ðsþ gÞ 	 j ¼ s 	 jþ g 	 j ¼ sþ g 	 j: ð29Þ
Thus, D(x) simpliﬁes as follows:DðxÞ ¼ max
j2MðpÞ\FðfcÞ
ðg 	 jÞðxÞ  min
j2MðpÞ\FðfcÞ
ðg 	 jÞðxÞ;because the component s is eliminated by subtraction.
We aim at proving that D(x) has an expected value proportional to r (28) with a coefﬁcient of proportionality a which
depends on p and fc.
Let us now write g = rg*, where g* is an approximated Gaussian white noise with unit standard deviation. By linearity we
get D = rD* withD	ðxÞ ¼ max
j2MðpÞ\Fðfc Þ
ðg	 	 jÞðxÞ  min
j2MðpÞ\Fðfc Þ
ðg	 	 jÞðxÞ:As g is a stationary process, g* is also stationary, and the fact that D* is a function of g* preserves this stationarity.
Thus expression (28) holds, where aðp; fcÞ ¼ E D	ðxÞð Þ, the coefﬁcient of proportionality depends on p and fc, but not onx
due to the stationarity of D*. h
By showing the proportionality of the expected value of the difference between the upper and lower outputs obtained
with the familyMðpÞ \ FðfcÞ, with the noise level r, we can ensure that the intervals ½S0ðxÞ; S0ðxÞ increase with r. The inclu-
sion of ½S0ðxÞ; S0ðxÞ in the interval ½SðxÞ; SðxÞ used in our noise level estimator k(x) thus guarantees that the noise level r
will act on our estimator. Indeed, when r increases, the length of ½S0ðxÞ; S0ðxÞ and thus the length of ½SðxÞ; SðxÞ increases
and ﬁnally, k(x) increases.
The same theoretical results can be shown for discrete signals and ﬁlters.
4. Experiments
4.1. Experiment on an image affected by a simulated noise
For this ﬁrst experiment, we synthesized a set of noisy images from the benchmark image Lena. A Gaussian noise is sim-
ulated for standard deviations ranging from 0 to 60 and added to the original Lena image (cf. Fig. 3). With this set of noisy
Fig. 3. Images of Lena [14] with simulated Gaussian noise with standard deviations of 0, 30 and 60.
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added noise.
This experiment attempts to show the ability of the possibility distribution-based approach, presented in subsection 3.2,
to quantify the noise level on an image when the noise is supposed to be locally ergodic. The noise level is known and rep-
resented by the standard deviation of the added approximated Gaussian white noise.
The average over all the pixels of the noisy images of the noise level estimates (19), (20) and (22) is plotted on Fig. 4 ver-
sus the level of the simulated added noise. The highest curve corresponds to the standard deviation estimate, i.e. expression
(19) with a 3  3 convolution kernel, the curve in the middle, corresponds to the mean error estimate, i.e. expression (20)
with a 3  3 convolution kernel and the lowest curve corresponds to the possibility distribution-based noise level estimate,
i.e. expression (22).
As can be seen in Fig. 4, all these estimators are good markers of the noise level, since the three plotted curves seem to ﬁt
afﬁne functions of the noise level. The part of the curves with small simulated noise levels (i.e. with standard deviation lower
than 5) is not fully in agreement with this remark. This is due to the fact that for low noise levels, the signal to noise ratio is
high and the observed variations of the noisy image are mainly due to the image, and not to the noise.
From this experiment, we cannot pretend that our estimator is better than the other existing local estimators to quantify
the noise level, since the three curves are very similar. However, put in a more general context, our approach looks more
appropriate to handle the noise in further processing. In any usual method, an additional step is necessary to handle the
noise in the processing. The advantage of the possibilistic approach is that noise level quantization is part of the processing
(in that case the ﬁltering) of the data without any additional computation.4.2. Experiment on real images with real noise
A Hoffman 2D Brain Phantom (Data Spectrum Corporation), denoted by HBP, was ﬁlled with a 99m technetium solution
(148MBq/L) and placed in front of one of the detectors of a dual-head gamma camera using a low-energy high-resolution
parallel-hole collimator (INFINIA, General Electric Healthcare). A dynamic study was performed to provide 1000 planar
acquisitions (acquisition time: 1 s; average count per image 1.5 kcounts, 128  128 images to satisfy the Shannon condition),
representing 1000 measures of a random 2D image supposedly ruled by a Poisson process.
The acquisition time being very short, the images are very noisy, i.e. the signal to noise ratio is very low. More precisely,
the average pixel value in the brain corresponds to a coefﬁcient of variation of the Poisson noise of 69%. In,p is the measured
activity of the nth pixel within the pth acquired image. Note that Fig. 5 only shows the 40  35 central parts of the images
that contains the HBP projection.
This experiment attempts to show that the possibility distribution-based noise level estimator (22) is more correlated to
the statistical variations of the image than the standard deviation noise estimation approach.0 10 20 30 40 50 60
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Fig. 4. Usual and possibilistic local estimates of the noise level.
Fig. 5. Six images from the 1000 HBP direct acquisitions.
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sumed to be stationary all over the image. Since the signal to noise ratio is very low, the local variation of the activity level, in
the neighbourhood of each pixel, is still highly correlated with the statistical variations due to acquisition noise.
On the one hand, the statistical variation of the activity of the nth pixel can be estimated by its standard deviation rn all
over its different realizations:rn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
999
X1000
p¼1
ðIn;p mnÞ2
vuut ; ð30Þwith mn, the weighted mean of the image at the nth pixel:mn ¼ 11000
X1000
p¼1
In;p: ð31ÞOn the other hand, the local variation of the measurement in the neighbourhood of the nth pixel within the pth image can be
estimated by computing the standard deviation via the expression (19) with a highly speciﬁc kernel (the same experiment
made with expression (20) led to similar results). In this experiment, we propose two estimates of this standard deviation:
cn,p is computed by using a 3  3 uniform neighbourhood, and dn,p is computed by using a Gaussian kernel with a standard
deviation equal to 1.6, i.e. a kernel whose bandwidth has been adapted to equal the bandwidth of the uniform kernel [17,30].
In the meantime, we compute, for each image, an interval-valued activity ½In;p; In;p by using the possibility distribution-
based method described in Section 3.2. The local variation in the neighbourhood of the nth pixel within the pth image is esti-
mated by the length kn,p of each interval:kn;p ¼ In;p  In;p: ð32Þγn
σn
∼
Fig. 6. Local variation measured by using a 3  3 uniform kernel versus the statistical variation.
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To provide a clear illustration, we compute, for each n, the mean of the distributions of the deviation measures:
~cn ¼ 11000
P1000
p¼1 cn;p; ~dn ¼ 11000
P1000
p¼1 dn;p and ~kn ¼ 11000
P1000
p¼1 kn;p.
Fig. 6 plots ~cn versus rn, as well as the straight line rn ¼ ~cn, Fig. 7 plots ~dn versus rn, as well as the straight line rn ¼ ~dn and
Fig. 8 plots ~kn versus rn, as well as the straight line rn ¼ ~kn.
These ﬁgures clearly show that all these estimations are, on average, correlated with rn. The choice of the value 1.6 for the
Gaussian kernel is appropriate since the estimated local standard deviations ~dn are in the same range as the statistical stan-
dard deviations rn. Indeed, the points ðrn; ~dnÞ are close to the straight line rn ¼ ~dn. Actually for values smaller than 1.6, noth-
ing is caught by the Gaussian neighbourhood for this estimation, whereas for greater values, the estimation depends more on
the signal than on the variability. The same remarks can be made about the choice of the size of the uniform kernel that
seems to be appropriate. When comparing Fig. 8 with both Figs. 6 and 7, it can be seen that the range of ~kn is slightly higherσn
δn
∼
Fig. 7. Local variation measured by using a Gaussian kernel with a 1.6 standard deviation versus the statistical variation.
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Fig. 8. Local variation measured by the length of the interval provided by the possibility distribution-based method versus the statistical variation.
Table 1
Correlation coefﬁcients between the statistical standard deviation and the different measures of dispersion.
cn,p ~cn dn,p ~dn kn,p ~kn
Pearson 0.70 0.93 0.64 0.90 0.71 0.96
Spearman 0.64 0.92 0.63 0.90 0.67 0.95
Kendall 0.47 0.77 0.47 0.75 0.51 0.81
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mation of the standard deviation.
To objectively compare those three dispersion measures, we compute three correlation coefﬁcients: Pearson, Spearman
and Kendall. As can be seen in Table 1, the three averaged variability measures ~cn; ~dn and ~kn are highly correlated with rn.
The correlations between rn and the variability measures cn,p, dn,p and kn,p are lower but are sufﬁcient to show a dependency
between these measures and the statistical variations of the set of images. We can notice that kn,p is always more correlated
with rn than the other variability measures cn,p and dn,p. The same remark is also true for ~cn; ~dn and ~kn. We can conclude that,
in this experiment, the possibilistic approach that we propose seems to better quantify the noise level than the usual local
approach.5. Conclusion
In this article, we have presented a method for quantifying the noise level at each location of a signal. This method is
based on replacing the conventional probabilistic by a possibilistic ﬁltering approach. One of the main advantages of this
method is the fact that nothing has to be assumed on the nature of the noise except its local ergodicity. Moreover, we
put this possibilistic ﬁltering approach in a more general framework of possibilistic signal processing. In this article, we
do not show that the possibilistic layer, placed on the usual kernel-based signal processing that we propose, allows dealing
with the noise all along a sequence of different kernel-based algorithms. This article is a ﬁrst attempt to justify that the noise
is easily handled in an isolated possibilistic signal processing method. Actually, the noise is handled by the possibilistic oper-
ation itself, which is an advantage compared to usual kernel-based approaches, where the noise estimation requires parallel
computation. However, for more complicated procedures like sequences of kernel-based signal procedures, further research
are required.
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