Abstract-High efficiency and low power consumption are among the main topics in embedded systems today. For complex applications, off-the-shelf processor cores might not provide the desired goals in terms of power consumption. By optimizing the processor for the application, one can improve the computing power by introducing special purpose hardware units.
I. INTRODUCTION
In embedded systems design today, there is need for high performance, as well as low power consumption [1] , [2] . In recent years, application specific instruction-set processors (ASIPs) have become popular because they simultaneously offer high performance and short design cycles. In contrast to off-the-shelf processor cores, ASIPs include dedicated functional units and machine instructions that speed up execution of the "hot spots" in a given application [1] .
In this paper, an algorithm using the continuous wavelet transform modulus maxima (CWTMM) [3] for automatic heart beat detection is studied and implemented in the C language from a Matlab model. The algorithm processes 3 seconds of input data at a time, including 0.5 seconds of overlap with consecutive samples. In a real-time environment, every 2 seconds of the ECG signal must be sampled and buffered before the processing starts. The real-time requirement for this algorithm is to finish processing before the next input buffer is ready. In addition, it is desired to reduce the power dissipation optimally because the algorithm is intended to be used within ambulatory monitoring.
Before an algorithm can be mapped into a processor one has to go through several design steps, as we will show later in this paper. In our case, the algorithm is modeled in Matlab, using built-in Matlab functions which do not exist in programming languages like C. Therefore, the first step is to convert the code into embeddable software. In our project the program language C is used, because it is supported by various development tools for processor design. During the conversion, the algorithm is tested using extensive test benches with test signals from widely used biomedical databases. In order to increase efficiency, all floating point signals are converted into fixed point, and heavy computational parts of the code like square roots and divisions are optimized away. By doing so, we eliminate the need for a floating point emulator on the processor, in addition to complex logic. This results in less power consumption. After the embedded software is optimized, the memory resources are determined by profiling. After the software optimizations, the work on an energy efficient processor architecture starts. Based on the constraints and optimizations made from the embeddable software application, an ASIP is designed. This step involves architecture exploration and mapping of the software application through an iterative process. In our project, the development tools from Target Compiler Technologies are used. An existing basic processor architecture is used as a base, and that architecture is modified for the application. This architecture is shown in Figure 1 , where BASE is the processor, PM is the program memory, and DM and CM are the data memories.
The main focus in this case-study paper is to show how state-of-the-art tools combined with a comprehensive design methodology has enabled us to make an ultra-low power implementation of a large application in a short time. We will therefore not go into details regarding the optimization techniques used.
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II. PREVIOUS WORK
In this paper, a heart beat detector algorithm is implemented. The physiologic signal used to determine the heart rate is the electrocardiogram (ECG). By analyzing the ECG signal, it is possible to detect heart beats.
The heart beat detector algorithm developed by Romero et al. [3] uses the continuous wavelet transform (CWT) [4] in one of the steps. This algorithm has been tested for various shapes of input signals, and it can cope with significant signal noise [5] . In addition, the algorithm has been further optimized by IMEC-NL for use in ambulatory monitoring. Two comprehensive databases with real-life patient cardiac data are used to test this algorithm; the MIT/BIH database and a database recorded by IMEC-NL [6] . The MIT/BIH is one of the most common databases used for testing beat detection algorithms [7] . The IMEC-NL database contains a set of recorded ECG signals under different levels of activity that produce noise and motion artifacts. Usually, the parameters used to evaluate beat detection algorithms are sensitivity (Se) and positive predictivity (+P). The testing of the algorithm in a Matlab simulation environment resulted in Se = 99.68%, and +P = 99.75% on the MIT/BIH database, and Se = 99.86% and +P = 99.91% in the IMEC database, [5] . The algorithm and the databases were implemented in a Matlab environment, and optimized with built-in Matlab functions.
III. THE C APPLICATION

A. Methodology
Conversion from Matlab code optimized with built-in Matlab functions to a C application is not easily done without changing the algorithm. One possibility is to create a prototype version of the Matlab code, and for every built-in function, one can find the optimal algorithm with the same functionality using only for-loops, while-loops and if-statements. This can be just as time consuming as starting from scratch in C. However, the advantage of this approach is that it is easier to simulate the test signals within the same environment to verify the correctness of the prototype. Instead of starting from scratch in C, a Matlab prototype is created in this project. In this prototype, the functionality of the original Matlab code is re-written without the use of built-in Matlab functions. By making a prototype, it is possible to split the code in several parts, and convert one part at a time. Every part is then validated by interfacing each part directly into the original Matlab code.
The conversion process is divided into four steps, where the application is validated in each step. The first step consists of analyzing the original Matlab code, in addition to the initial simulation of the model. In the second step, a prototype is made, based on the considerations taken during the analysis. All built-in Matlab functions are interpreted by studying their Matlab documentation, and they are implemented using only for-loops, while-loops and if-statements. In the case where a direct conversion is very inefficient, a more optimized solution is chosen. In the third step, the Matlab prototype is manually translated into a floating point C application. After creating the first running version of the C code, the optimization process is started. This optimization step is followed by a fixed point conversion, where all floating point values are converted to integer values.
After the conversion steps, the resulting application is run through profiling in order to find possible bottlenecks and memory leaks. Further, the application is simulated using an instruction-set simulator from Target Compiler Technologies, using a 32 bit processor, in order to determine the memory usage and estimate the cycle counts for the execution of the application.
B. Software optimization results
All memory usage are optimized, and unnecessary code are removed. In addition, complex functions are optimized away. Close investigation in our case made it possible to optimize away all divisions and square roots. The resulting C application is further optimized by using lookup tables, inline functions, reducing read and write operations to global memories, and by eliminating divisions with constant values where it is possible. In addition, some loops are combined, and a special cosine function is implemented using a small lookup table. Some specific values had to be calculated outside the critical loop of the application, and for this purpose, a software division is designed. Some variables are re-used, and preprocessor macros are inserted to prepare the application for processor implementation without the use of standard GNU libraries. Finally, the C application is translated into fixedpoint format. This is achieved with only a 0.5% degradation in Se and +P values when tested with the cardiac databases, which are still very good results. As a result of the optimizations the run-time memory usage of the application is reduced significantly, from 1.8 MB to only 512 KB for an ECG sample frequency of 1000 Hz. The program memory requirement is 8 KB in all cases, large enough to store the more than 3300 instruction words required for the optimized version. The application after software optimization used 27.7 million cycles for one 3-second input signal. The unoptimized version could not be run on the processor due to its lack of complex operators and floating point support.
IV. IP DESIGNER TOOLS
Target Compiler Technologies is a leading provider of retargetable software tools for the design, programming, and verification of Application Specific Instruction-set Processors (ASIPs), [8] . The processor is designed with a processor description language called nML, which is a hierarchical and highly structured architecture description language, used to represent ASIP designs at the abstraction level of a programmer's manual [9] .
The re-targetable tool-suite from Target is called IP Designer, and it supports both the design and use of embedded processors in a heterogeneous HW/SW Co-design environment. This design environment is used for the ASIP design in our project. In this design environment, C is used to model the software application, and nML is used to model the processor. The IP Designer environment consists of six major packages; a C compiler, a linker, an assembler and disassembler, an instruction-set simulator, a hardware description language (HDL) generator, and a test program generator. These tools are re-targetable, and can be applied to different instructionset architectures.
V. PROCESSOR DESIGN
A. Methodology
Before the application is mapped onto the platform architecture, a basic general purpose processor architecture (called BASE) from Target Compiler Technologies is converted from 16 bit to 32 bit. The second step is to simulate the application on the processor with the instruction-set simulator (ISS) from Target, and optimize the execution of the application through an iterative process. By exploiting the profiling information produced by the ISS, and by reading the assembly code produced by the C compiler, it is possible to identify the instructions in the critical loop, and optimize them by using a number of techniques suggested in [10] . The main purpose of this optimization is to reduce the cycle count of the application, in order to reduce the overall power consumption.
VHDL files of the optimized and unoptimized processor are automatically generated using the HDL generation tool. The memories had to be added to the generated VHDL files, because the HDL generation tool only generates interfaces for the memories in the design. In this project, 90 nm TSMC low power memories from Virage Logic Corporation are used. The processor and memories are interfaced to each other through a top module, before validating the design through RTL simulation with the ncsim tool from Cadence. The design is then synthesized, and place and route is performed with Encounter from Cadence using a 90 nm low power TSMC process.
After the place and route, the location of the individual standard cells are known. Standard cells from a low power TSMC library are used in this project. The capacitance on the output of each standard cell is then calculated by adding both the input capacitance of the connected standard cells, and the interconnect (wire) capacitance. After the capacitance and resistance (from the layout of the design) of each node is known, and the drive strength of the cells is given, the timing of the design is calculated with P rimetime from Synopsis. The timing is calculated by adding the interconnect delay, and the delay from the standard cells (from input to output) in all paths. During the netlist simulation, several value change dump (VCD) files are created in order to extract information about the power dissipation (power numbers).
In the final step, the power dissipation information is extracted with P rimetime. The VCD files created in the previous step are analyzed through this tool, where information related to the power consumption are reported in a text file.
Two types of simulation environments are used for validation; self-checking simulation and simulation through text files. The self-checking simulation is integrated within the main function of the application, where the results are written to a specific memory location. Similarly, a TCL script is made to read text files with new input stimuli and update the memory locations reserved for the input data for the test environment. Those text files include stimuli from the biomedical databases.
B. Hardware optimization results
Several optimizations are applied to the processor in order to reduce the execution cycle count of the application. Where it is possible, two or more instructions are combined to execute in parallel, within the same clock cycle. Additional functional units are implemented, and the data memory of the processor is divided in two smaller memories, in order to access in parallel two memories within the same clock cycle. In the main critical loop, instruction level parallelism is added with two load and one multiply-accumulate operation, reducing the main critical loop to one single clock cycle. All these optimizations resulted in a reduction of the total execution cycle count by 81%.
Based on the profiling reports generated by the IP Designer tools, the reduction of program execution cycles are shown in Figure 2 , for each optimization step. The same signal is simulated using ECG sample frequencies of 1000, 500, 360 and 198 Hz, in order to illustrate how the different execution times vary with different input sizes (number of samples). In the figure, the relative improvement ratio is the same for all frequencies. unoptproc is the processor before hardware optimizations (but with software application optimizations in place). Cust M AC is the improvement after the customized MAC operation has been added. Similarly, P ar ld, st shows the optimization after the parallel load and store have been added. P ar M AC, ld is after the parallel MAC and load instruction is applied, and P ar load, eq/gt, sel shows the result after all custom instructions are created. Ctrl sig in local reg is after the final optimization, where some control signals are defined locally instead of globally. The clock frequency of the processor is chosen to be 100 MHz in all of our experiments. This fits the specifications of the memory library, and also resulted in straightforward synthesis for all processor versions. The different hardware optimization steps did not influence the quality of the application, as measured with Se and +P numbers. As seen in Figure 3 , the dynamic power during execution is higher for the optimized processor than for the unoptimized processor. However, the duty cycle of the processor, i.e., the length of time the processor needs to execute its task with respect to the time budget available, is reduced from 14% to 2.8%. Difference in leakage power consumed by the two processors is not shown in Figure 3 . The actual difference was 13% in favor of the unoptimized version.
The total average power dissipation of the different parts of the unoptimized and fully optimized processors are shown in Figure 4 . The total power consumption of the optimized version is reduced by 55%. The dynamic power dissipation is reduced by 78%, while, as mentioned, the leakage power is increased by 13%.
The optimized processor's total average power for the case of a 1000 Hz ECG sample frequency is estimated to be further reduced by 35% by applying dynamic voltage and frequency scaling. This number is found through an investigation of the supply voltage vs. delay characteristics of the transistors. For the processor to finish its work on a set of data just before new data arrives, its minimum clock frequency must be 3 MHz. The supply voltage is scaled down as much as possible while still maintaining this frequency. Alternatively, by applying power gating, one can turn off the supply voltage of the processor after it has finished processing, and turn it on again just before the next set of samples are about to arrive. The leakage power consumed when the processor is idle (in Figure 3) , would then be reduced to approximately zero. This gives a further reduction in the total average power for the optimized processor of 62%.
VI. DISCUSSIONS AND CONCLUSIONS
In this paper we have shown how we, using state-of-theart design tools and a comprehensive design methodology, have been able to go from an abstract Matlab description of a cardiac beat detector algorithm to an ultra low power ASIP implementation of the same application. The work was done as part of a master thesis project and went from no knowledge about the tools or application to a full implementation, including layout, in about four man-months. First, software optimizations resulted in a reduction in data memory requirements from 1.8 MB to 512 KB. The first software version that could run on a processor required 8 KB of program memory and 27.7 million cycles for a 3-second sequence of an ECG input signal sampled at 1000 Hz. After hardware optimization of the ASIP, the required cycle count was reduced by 81% to 5.3 million. The hardware optimizations also reduced the power consumption of the processor with 55%, from 1100 μW to 500 μW . However, there are more optimizations that could be done in order to make the processor more power efficient. A change in the application that would result in less memory usage, would for example automatically reduce the memory sizes and hence the power consumption. Furthermore, with the selected clock frequency, the optimized processor is only active 2.8% of the time. This opens for use of dynamic voltage and frequency scaling or, alternatively, power gating. Estimates show that with a 90 nm low power standard cell library from TSMC, the power reduction achieved with power gating is much larger (62%) compared with that of voltage and frequency scaling (35%). With newer technologies leakage power is becoming even more important compared to dynamic power. This indicates that it is most beneficial to reduce the duty cycle of the processor as much as possible, and apply power gating when it is idle. The application is currently being re-designed with focus of reducing the data memory usage. In parallel, power gating is being applied.
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