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Voronin Universality in several complex variables
Johan Andersson∗
Abstract
We prove the Voronin universality theorem for the multiple Hurwitz zeta-
function with rational or transcendental parameters in Cn answering a question
of Matsumoto. In particular this implies that the Euler-Zagier multiple zeta-
function is universal in several complex variables and gives the first example
of a Dirichlet series that is universal in more than one variable. We also prove
joint and discrete universality results in several complex variables.
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Palanga conference edition
The first version of this preprint
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at the time of the Palanga
international conference in number theory
in honor of
Antanas Laurincˇikas and Eugenijus Manstavicˇius
70th birthdays
• This paper is still work in progress. It is not quite ready to be submitted to
a journal. In particular some of the proofs may still be a bit short of details
and the proofs may be expanded in v2. Also the expostion may be improved,
some references added and more general proof reading is needed. In particular
I am considering rewriting the proof of Theorem 1 so it is more similar to the
proof of Theorem 2, which might improve the presentation. Theorem 2 is a
generalization of Theorem 1, but to make it easier to the reader I start with a
separate proof of Theorem 1.
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• I first presented Theorem 1 for the multiple Hurwitz zeta-function with tran-
scendental parameters at the 2011 Palanga conference on analytic and proba-
bilistic methods in number theory about 7 years ago. In the year 2012 at the
ELAZ conference I sketched a proof of the rational parameter case which is
substantially more complicated. This work is long overdue, but two years ago
(in May) I decided that I must find the time finish this manuscript. Again at
the Palanga conference in 2016 I talked about this result. During this process I
have noticed some things I previously missed. The most severe which I noticed
in March 2017 is that the Riemann hypothesis for some Dirichlet L-functions
was vital at a certain step when the parameters are rational. This has further
delayed my manuscript. Although I can now prove my main result uncondition-
ally with a somewhat weaker region of universality it turns out that without
the Riemann hypothesis the proofs become longer and more complicated since
I had to find a way to work around the Riemann hypothesis.
• During this last year I have also worked on formulating results on joint and
discrete universality. Some of the proofs of these results are at the moment
intentionally sketchy (in particular section 11), maybe they should be written
in more details?
• The paper is somewhat long and I am considering dividing it into two papers,
where the first paper has Theorem 1 and the second have Theorems 2 to Theo-
rem 8.
• All the above said, my manuscript has reached a state where I appreciate feed-
back from collegues and I have decided to make the first version public. Com-
ments are appreciated.
1 Introduction and Main results
1.1 Classical Voronin universality
One of the deep theorems on the Riemann zeta-functions is the following result of
Voronin [62, 63].
The Voronin universality theorem. Let K = {s ∈ C : |s − 3/4| ≤ r} for some
r < 1/4, and suppose that f is any continuous zero free function on K that is analytic
in the interior of K. Then
lim inf
T→∞
1
T
meas
{
t ∈ [0, T ] : max
s∈K
|ζ(s+ it)− f(s)| < ε
}
> 0.
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This theorem has been generalized to a lot of settings. In particular the set K
can be chosen as any compact set in the strip
D = {s ∈ C : 1/2 < Re(s) < 1}
with connected complement (Reich [56], see also [61, pp. 18-19]), and it has been
proved for different zeta and L-functions such as Dirichlet L-functions more gen-
erally a variant of the Selberg class [61] assuming some standard conjectures, and
the most recent spectacular case of Drungilas-Garunksˇtis-Kacˇenas [20], the Selberg
zeta-function. The Hurwitz zeta-function1
ζ(s, α) =
∞∑
k=0
(k + α)−s (Re(s) > 1),
which like the Riemann zeta-function ζ(s) = ζ(s, 1) extends analytically to C \ {1}
is an especially interesting case since its treatment depends intimately on the Dio-
phantine properties of α. In the case of zeta-functions without Euler product where
the Riemann hypothesis does not hold, such as the Hurwitz zeta-function2 ζ(s, α) for
transcendental or rational 2α 6≡ 0 (mod 1) the assumption that f is zero-free on K
may be removed. It is an open problem whether ζ(s, α) is universal when α is an
algebraic irrational number.
Another zeta-function that has been considered is the Multiple Hurwitz zeta-
function which is defined by
ζn(s;α) =
∑
0≤k1<k2<···<kn
(k1 + α1)
−s1 · · · (kn + αn)−sn,
where
s = (s1, . . . , sn), α = (α1, . . . , αn),
and Re(sj) > 1. An interesting special case is the case when αj = 1 for j = 1, . . . , n in
which case the Multiple Hurwitz zeta function specializes to the Euler-Zagier Multiple
zeta-function ζn(s). By letting the variables sj be positive integers we obtain the so
called Multiple Zeta Values [66] which have important connections to knot theory,
quantum field theory, the Grothendieck-Teichmu¨ller group and the theory of mixed
motives.
1It is customary to assume that 0 < α ≤ 1 in which case the Hurwitz zeta-function has a nice
functional equation, but we will adopt the convention to allow any α > 0 in the definition of the
Hurwitz zeta-function.
2Universality for the Hurwitz zeta-function was proved independently by Gonek [25] and Bagchi
[10].
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We will however take a more analytic approach and consider the multiple zeta-
function as a function of n complex variables. Atkinson [8] first proved the meromor-
phic continuation to C2 for ζ2(s1, s2) in 1949. Around the year 2000, Akiyama-Egami-
Tanigawa [1] and Zhao [67] independently proved that the Euler-Zagier multiple zeta-
function admits a meromorphic continuation3 to s ∈ Cn for any n ≥ 2. Akiyama-
Ishikawa [2] showed that the Multiple-Hurwitz zeta-function for general parameters
also admits a meromorphic continuation to Cn. Several authors [39],[50],[32],[45] have
later given different proofs of this result.
Nakamura [51] proved Voronin universality for the Multiple Hurwitz zeta-function
with respect to the variable sn if Re(sn−1) > 3/2 and Re(sj) > 1 for 1 ≤ j ≤ n − 2
under the assumption that the parameters αj for j = 1, . . . , n are algebraically inde-
pendent. Nakamura-Pan´kowski [52, Theorem 4.1, Theorem 4.3] used hybrid univer-
sality to prove the same result without assuming that the parameters are algebraically
independent, but still assuming 0 < αn ≤ 1 is transcendental or rational αn 6= 12 . Fur-
thermore Nakamura-Pan´kowski [52, Theorem 4.5] proved that ζn(s, . . . , s;α, . . . , α) is
universal in one complex variable whenever 0 < α ≤ 1 is transcendental or rational
α 6= 1
2
.
1.2 Voronin universality in Cn
When it comes to universality in several complex variables much less has been done.
Understanding what a proper n-dimensional generalization of the Voronin universality
theorem might not even be obvious but a natural definition and proving the existence
of a universal function in several complex variables is in fact not too difficult.
This however is something far from giving an explicit example of such a function as
a Dirichlet series, and no such example is hitherto known. With regards to existence of
universal functions in C it was Birkhoff [14] who found this already in 1929, predating
Voronin’s explicit example of a universal function, the Riemann zeta-function, by 46
years, and this is the proof that readily generalizes to several complex variables4.
Since the multiple Hurwitz zeta-function is a function of n variables it is natural
to ask whether this function might be universal in Cn, and indeed Matsumoto5 asked
this question as one of several open problems in [41].
1.3 Main results
We will be able to answer this question whenever αj are transcendental or rational
numbers. The proof of the rational case is substantially harder than the transcenden-
tal case as we will explain later. Our main result is the following Theorem
3 A third proof for a general n has been given by Matsumoto [40].
4The author is grateful to Paul M. Gauthier for discussions about this.
5We also thought about this question independently of Matsumoto in 2010, and only found
Matsumoto’s paper when doing a literature review of the field
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Theorem 1. Let n ≥ 2 and E ⊆ Dn be a Runge domain, α = (α1, . . . , αn), where
αj > 0 for j = 1, . . . , n are transcendental or rational numbers and f be any holo-
morphic function on E. Then for any ε > 0, and compact subset K ⊂ E we have
that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
s∈K
|ζn(s+ it;α)− f(s)| < ε
}
> 0,
where either αn or αn−1 is transcendental, the condition
min
s∈K
Re (sn−1 + sn) >
3
2
(1)
holds or αn =
c
d
and there exist some q coprime to d and non principal character χ
of modulus q such that the Riemann hypothesis is true for the Dirichlet L-functions
L(s, χχ∗) where χ∗ is any Dirichlet character mod d.
When both αn and αn−1 are rational we get a smaller region where we have
universality6 unless we assume the Riemann hypothesis for some Dirichlet L-functions.
For example for n = 2 and α1 = α2 = 1 which is the Euler-Zagier case we are sure to
get universality in the region where 3/4 < Re(sj) < 1 rather than 1/2 < Re(sj) < 1
for j = 1, 2. More generally, an immediate consequence (letting αj = 1) is the
following
Corollary 1. Let n ≥ 2 and E ⊆ Dn be a Runge domain and f be any holomorphic
function on E. Then for any ε > 0, and compact subset K ⊂ E that satisfies the
condition (1) we have that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
s∈K
|ζn(s+ it)− f(s)| < ε
}
> 0,
where ζn(s) is the Euler-Zagier multiple zeta-function. If the Riemann hypothesis
is true for at least one Dirichlet L-function it is no longer necessary to assume the
condition (1) on the set K.
Since we do not assume anything about the function being zero-free when n ≥ 2
these results implies strong results on the zero-sets of the multiple zeta-functions. In
one variable it follows from applying the Voronin universality theorem with functions
f that has zeros in the interior of the set K and Rouche’s theorem that the Hurwitz
zeta-function with a transcendental parameter α or rational α 6∈ {1/2, 1} has ≫ T
zeros in any strip 1/2 < σ1 < Re(s) < σ2 < 1 where | Im(s)| < T . By applying Theo-
rem 1 on a function f with zeros in the interior of K we get the corresponding result
in several complex variables. Since zeros of functions in several complex variables are
not isolated we need to use the area measure of the zero-set, rather than the simple
counting measure.
6This is a fact that we missed at previous presentations of our main result.
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Corollary 2. Let α = (α1, . . . , αn) where αj are transcendental or rational. Let
σ
± = (σ±1 , . . . , σ
±
n ) ∈ Rn where 12 ≤ σ−j < σ+j ≤ 1 for j = 1, . . . , n, and let
Nα(σ
−,σ+;T ) = µ{s ∈ Cn : ζ(s;α) = 0, 0 < Im(sj) < T, σ−j < Re(sj) < σ+j },
where µ denote the area measure7 of the zero-set. Then
Nα(σ
−,σ+;T )≫ T n,
where unless we assume the Generalized Riemann Hypothesis or that either αn or
αn−1 is transcendental we also need to assume that σ+n−1 + σ
+
n >
3
2
.
In particular it is clear that no analogue of the Riemann hypothesis8 holds.
In another direction, in [5] we noticed that if in Voronin’s theorem we assume
that the set K has empty interior then we do no longer need to assume that the
function is zero-free on K. Also the condition that f is analytic in the interior is
trivially true so it is sufficient to assume that f is continuous on K. In particular it is
sufficient to use Lavrentiev’s theorem rather than Mergelyan’s theorem in the proof
of universality. While we do not have a zero-free condition in Theorem 1 we may still
use what corresponds to Lavrientev’s theorem in several complex variable to simplify
the statement so that we may approximate any function that is continuous on K. In
several complex variables it is known by a result of Harvey-Wells9 [27] that if E is
a totally real10 submanifold of class C1 in an open set in Cn then for any compact
K ⊂ E and any function f continuous on K may be uniformly approximated by
polynomials. An immediate consequence of Theorem 1 and the Harvey-Wells theorem
is the following.
Corollary 3. Let n ≥ 2 and E ⊂ Dn be a totally real submanifold of class C1,
α = (α1, . . . , αn), where αj > 0 for j = 1, . . . , n are transcendental or rational
numbers. Then for any compact subset K ⊂ E, continuous function f on K and
ε > 0 we have that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
s∈K
|ζn(s+ it;α)− f(s)| < ε
}
> 0,
where either αn or αn−1 is transcendental, the condition (1) holds or αn = cd and
there exist some q coprime to d and non principal character χ of modulus q such that
the Riemann hypothesis is true for the Dirichlet L-functions L(s, χχ∗) where χ∗ is
any Dirichlet character mod d.
7Hausdorff measure of real dimension 2n− 2 when Cn is identified with R2n.
8This also follows from the one variable universality results of Nakamura-Pan´kowski [52]; For the
Euler-Zagier case see also Nakamura-Pan´kowski [53, Theorem 3.3] for a clear statement.
9This generalization of the Stone Weierstrass theorem is a sharper version of a result of
Ho¨rmander-Wermer [29], see discussion in [36, section 8.], or [13] for a different proof.
10For the definition see [36, p.115].
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In particular we may choose a compact set M ⊂ Rn and K = (σ1, . . . , σn) + iM
in Corollary 3. If we also for simplicity consider only the Euler-Zagier case we get
the following special case:
Corollary 4. Let n ≥ 2, σ = (σ1, . . . , σn) ∈ (12 , 1)n where σn−1 + σn > 3/2 and let
M ⊂ Rn be a compact set. Then for any continuous function f : M → C and ε > 0
we have that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
x∈M
|ζn(σ + i(t+ x))− f(x)| < ε
}
> 0.
Although some additional work is required, by essentially the same method we
will also be able to prove a joint universality theorem. As in the one-dimensional
case we can not prove joint universality when the Hurwitz zeta-functions are closely
related such as ζ(s, 1) = ζ(s) and ζ(s, 1/2) since
ζ
(
s,
1
2
)
= (2s − 1)ζ(s, 1),
or ζ(s, 1
3
), ζ(s, 1
2
) and ζ(s, 2
3
) since
(3s − 1)−1
(
ζ
(
s,
1
3
)
+ ζ
(
s,
2
3
))
= (2s − 1)−1ζ
(
s,
1
2
)
.
The following definitions captures when we can prove joint universality for n different
Hurwitz zeta-functions
Definition 1. We define the equivalence relation ∼ on R+ as follows: We say that
α ∼ β if there exist some a, b ∈ Q with a 6= 0 such that α = aβ + b.
Definition 2. We say that the finite set A ⊂ R+ is for universality purposes not
related if the following condition holds
1. If α ∈ A, then α is either rational or transcendental.
2. If α1, α2 ∈ A and α1 6= α2, then α1 6≡ α2 (mod 1).
3. Suppose that {α1, . . . , αL} ⊆ A are transcendental numbers that are represen-
tatives of different equivalence classes under the equivalence relation ∼ defined
by Definition 1. Then either {α1, . . . , αL} is algebraically independent or there
exist some 1 ≤ l ≤ L such that αl ∈ Q(α1, . . . , αl−1, αl+1, . . . , αL) and that the
set {α1, . . . , αL} \ {αl} is algebraically independent.
4. If for each d ∈ Z+ and subset
B(d) =
{ c
d
: (c, d) = 1, c ∈ Z+
}
⊆ A
of rational numbers, then |B(d)| ≤ φ(d) with equality for at most one d ∈ Z+.
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5. For each subset {α1, . . . , αL} ⊂ A of transcendental numbers where
αl =
ω + bl
cl
, (2)
with bl, cl ∈ Z+ and c = LCM(c1, . . . , cL), then the set {u1, . . . ,uL} is linearly
independent in Cc where ul = (u1,l, . . . , uc,l) and where uk,l = 1 if k ≡ bl
(mod cl) and uk,l = 0 otherwise.
It is easy to see that if {α1, . . . , αL} are positive transcendental numbers that
belong to the same equivalence class with respect to ∼, then there exist some ω such
that (2) is true for some bl, cl ∈ Z+. It can also be proven that if A = {α1, . . . , αL}
satisfies conditions 1 and 3 in the above definition then ζ(s, α1), . . . , ζ(s, αL) are
jointly universal11 if and only conditions 2,4 and 5 are also satisfied, that is if the
set A is for universality purposes not related. The fact that we do not need that
the set {α1, . . . , αL} in condition 3 above is algebraically independent, but might
allow one of the parameters αl to be expressed as a rational polynomial of the other
parameters depends on recent work of Dubickas [21] extending work of Mishou [47]
who proved the corresponding result for n = 2. We will build upon this definition to
get a proper generalization that will be suitable to prove joint universality in several
complex variables.
Definition 3. We say that α1, . . . ,αL where
αl = (α1,l, . . . , αn,l)
are for universality purposes not related if for each 1 ≤ l0 ≤ L there is a union
{1, . . . , L} =
n⋃
j=1
Lj(l0)
such that l0 ∈ Lj(l0) and each set {αj,l : l ∈ Lj(l0)} for 1 ≤ j ≤ n is for universality
purposes not related.
Our joint universality theorem generalizing12 Theorem 1 is the following.
Theorem 2. (Joint universality) Let n ≥ 2, L ≥ 1 and E ⊆ Dn be a Runge domain,
αl = (α1,l, . . . , αn,l) ∈ (R+)n be such that α1, . . . ,αL are for universality purposes
not related. Then for any ε > 0, any holomorphic functions f1, . . . , fL on E and
compact subset K ⊂ E we have that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
1≤l≤L
max
s∈K
|ζn(s+ it;αl)− fl(s)| < ε
}
> 0.
11There is also some additional technical condition needed on the functions we want to approx-
imate that comes from the fact that the Dirichlet L-functions are expected to be zero-free for
Re(s) > 1
2
, see Sander-Steuding [57].
12Thus Theorem 1 is a special case of Theorem 2.
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where either αn,l or αn−1,l is transcendental for each 1 ≤ l ≤ L, we assume the condi-
tion (1) on the set K or if d denote the least common denominator of the parameters
αn,l that are rational we assume that there exist some non principal character χ of
modulus q where q is coprime to d such that the Riemann hypothesis is true for the
Dirichlet L-functions L(s, χχ∗) where χ∗ is any Dirichlet character mod d.
The condition that the parameters are transcendental or rational in Theorem 2
are possibly not needed. However in that case the result should be very difficult
to obtain since the corresponding problem in one variable is wide open. To remove
condition 3 of Definition 2 is likely simpler. In the case n = L we can use Rouche’s
theorem in several complex variables ([37], [9, Theorem 3]) and corresponding to
Corollary 2 we have the following Corollary
Corollary 5. Let Z : (C \ {1})n → Cn be given by
Z(s) = (ζ(s;α1), . . . , ζ(s;αn)).
where α1, . . . ,αn are for universality purposes not related. Let σ
± = (σ±1 , . . . , σ
±
n ) ∈
Rn where 1
2
≤ σ−j < σ+j ≤ 12 for j = 1, . . . , n, and Nα1,...,αn(σ−,σ+;T ) denote the
number of zeros of Z in the set
{s ∈ Cn : 0 < Im(sj) < T, σ−j < Re(sj) < σ+j }.
Then
Nα1,...,αn(σ
−,σ+;T )≫ T n,
where unless we assume the Generalized Riemann Hypothesis or that either αn or
αn−1 is transcendental we also need to assume that σ+n−1 + σ
+
n >
3
2
.
We may also consider joint universality results corresponding to Corollary 3 and
Corollary 4. In particular we have that
Corollary 6. Let n ≥ 2, σ = (σ1, . . . , σn) ∈ (12 , 1)n where σn−1 + σn > 3/2 and let
M ⊂ Rn be a compact set. Let Z : (C \ {1})n → CL be given by
Z(s) = (ζ(s;α1), . . . , ζ(s;αL)).
where α1, . . . ,αL are for universality purposes not related. Then for any continuous
function f : M → CL and ε > 0 we have that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
x∈M
‖Z(σ + i(t+ x))− f(x)‖ < ε
}
> 0.
This gives an answer to a question on Mathoverflow [46, Q5].
In the classical theory of universality of zeta and L-functions there is also the
notion of discrete universality. We give one example of such a theorem here. The
proof follows closely the continuous case.
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Theorem 3. (Discrete universality) Let n ≥ 2, ∆ = (∆1, . . . ,∆n) ∈ (R+)n and
E ⊆ Dn be a Runge domain, α = (α1, . . . , αn), such that αj > 0 are transcendental
or rational and f be any holomorphic function on E. Then for any ε > 0, and
compact subset K ⊂ E we have that
lim inf
T→∞
1
T n
#
{
t=(k1∆1,...,kn∆n)
1≤kj≤T,kj∈Z : max
s∈K
|ζn(s+ it;α)− f(s)| < ε
}
> 0.
where αn or αn−1 is transcendental, we assume the condition (1) on the set K, or
αn =
c
d
and there exist some non principal character χ of modulus q where q is
coprime to d such that the Riemann hypothesis is true for the Dirichlet L-functions
L(s, χχ∗) where χ∗ is any Dirichlet character mod d.
Finally, there are some new types of universality that occurs in several variables.
We first state theorems for the continuous one function case. Later we will state the
corresponding joint universality version. It should be noted that it is also possible
to prove Discrete universality versions of the following results. We will prove two
versions of such a theorem, although certainly it should be possible to prove other
versions of these results also. Let Q
+
denote the set of positive algebraic numbers.
Theorem 4. Let n ≥ 2, and 1 ≤ m < n. Let v1, . . . , vm ∈ (Q+)n be linearly
independent vectors such that for each 1 ≤ j ≤ m we have that
vj = (v1,j, . . . , vn,j)
and that for each j then v1,j, . . . , vn,j are linearly independent over Q and E ⊆ {s ∈
C : 1 −m/(2n) < Re(s) < 1}n be a Runge domain, α = (α1, . . . , αn), where αj > 0
are rational and f be any holomorphic function on E. Then for any ε > 0, and
compact subset K ⊂ E that satisfies (1) we have that
lim inf
T→∞
1
Tm
meas
{
t ∈ [0, T ]m : max
s∈K
∣∣∣∣∣ζn
(
s+ i
(
m∑
j=1
tjvj
)
;α
)
− f(s)
∣∣∣∣∣ < ε
}
> 0.
The condition that v1,j, . . . , vn,j are linearly independent over Q is essential. How-
ever the condition that it is sufficient that they are algebraic follows from using Baker
[12, Theorem 2.1] and is likely not essential, since for example Schanuel’s conjecture is
sufficient to remove this condition13. Also it is likely possible to allow transcendental
parameters.
The most interesting case might be m = 1, and we state this case for the Euler-
Zagier multiple zeta-function as a Corollary.
13removing this condition is likely much simpler than proving Schanuel’s conjecture
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Corollary 7. Let n ≥ 2, and let v = (v1, . . . , vn) ∈ (Q+)n be a vector such that
its components v1, . . . , vn are linearly independent over Q and let E ⊆ {s ∈ C :
1 − 1/(2n) < Re(s) < 1}n be a Runge domain, and f be a holomorphic function on
E. Then for any ε > 0 and compact subset K ⊂ E we have that
lim inf
T→∞
1
T
meas
{
0 ≤ t ≤ T : max
s∈K
|ζn(s+ ivt)− f(s)| < ε
}
> 0.
We remark that we get a smaller region where universality holds than the natural
region which should still be Dn like it should be in Theorem 1. To prove universality
for the stronger region would not only need the Riemann hypothesis for some Dirichlet
L-function, but also; for all choices of parameters; better mean square results for the
multiple Hurwitz zeta-functions than we manage to prove in Section 9.
The condition that the vectors are linearly independent over the rationals can be
replaced by some condition on the parameters αj and we give an example of such a
result.
Theorem 5. Let n ≥ 2, and 1 ≤ m < n. Let v1, . . . , vm ∈ (Q+)n be linearly
independent vectors and E ⊆ {s ∈ C : 1 − m/(2n) < Re(s) < 1}n be a Runge
domain, and let α = (α1, . . . , αn), where the αj’s are algebraically independent with
the exception for at most one rational αj and f be any holomorphic function on E.
Then for any ε > 0, and compact subset K ⊂ E we have that
lim inf
T→∞
1
Tm
meas
{
t ∈ [0, T ]m : max
s∈K
∣∣∣∣∣ζn
(
s+ i
(
m∑
j=1
tjvj
)
;α
)
− f(s)
∣∣∣∣∣ < ε
}
> 0.
Since the conditions of the theorem implies that at least one of the last two pa-
rameters are transcendental we no longer need to assume the Riemann hypothesis for
some Dirichlet L-function in order to obtain a better region of universality. However
we still need better mean square results than we are able to prove. For example the
mean square formula
∫ T
0
∣∣∣∣ζn
(
1
2
+ itv1, . . . ,
1
2
+ itvn;α
)∣∣∣∣
2
dt≪ε,α,v T 1+ε. (v,α ∈ (R+)n)
would be sufficient14 to prove Theorem 5; and Theorem 4 if we also assume GRH; for
the full region Dn.
Another consequence of Theorem 4 and Theorem 5 is a one variable universality
result of a more classical flavor
14A suitable version of the Lindelo¨f hypothesis for multiple zeta-functions would certainly also be
sufficient. However from an example of Kiuchy-Tanagawa-Zhai [33], see [44, Remark 1.4] it is not
so clear what the correct version of the Lindelo¨f hypothesis should be.
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Corollary 8. Let v = (v1, . . . , vn) ∈ (R+)n, w = (w1, . . . , wn) ∈ Cn and α =
(α1, . . . , αn) ∈ (R+)n be such that either αj are rational, vj are algebraic and such
that {v1, . . . , vn} is linearly independent over Q, or vj are rational and {α1, . . . , αn}
are algebraically independent with the possibly exeption of one rational αj. Let K ⊂⋂n
j=1{s ∈ C : 1− 12n < Re(vjs+wj) < 1} be a compact set with connected complement
and suppose that f is any continuous function on K that is analytic in the interior
of K. Then
lim inf
T→∞
1
T
meas
{
t ∈ [0, T ] : max
s∈K
|ζn(v(s+ it) +w;α)− f(s)| < ε
}
> 0.
Nakamura-Pan´kowski [52, Theorem 5] proved the corresponding result for v =
(1, . . . , 1), w = 0 and α = (α, . . . , α) with transcendental or rational α which is not
covered by the theorem above15. Their proofs use hybrid one variable universality
results for the Hurwitz zeta-function and combinatorial relations of type
ζ2(s, s;α, α) =
1
2
ζ(s;α)− 1
2
ζ(2s;α),
ζ3(s, s, s;α, α, α) =
1
6
ζ(s, α)3 − 1
2
ζ(s, α)ζ(2s, α) +
1
3
ζ(3s, α).
An application of Rouche’s theorem gives us
Corollary 9. Let v = (v1, . . . , vn) ∈ (R+)n, w = (w1, . . . , wn) ∈ Rn and α =
(α1, . . . , αn) ∈ (R+)n be such that either αj are rational, vj are algebraic and such
that {v1, . . . , vn} is linearly independent over Q, or vj are rational and {α1, . . . , αn}
are algebraically independent with the possibly exeption of one rational αj. Then there
exists ≫ T zeros to the function f(s) = ζn(sv + w;α) in the set ∩nj=1{s = σ + it :
1− 1
2n
< σ1 < vjσ + wj < σ2 < 1, |tj| < T} whenever the last set is non empty.
Once one understands how the proof of Theorem 1 needs to be modified to yield
a proof of the joint universality Theorem 2, and how the proof of Theorem 1 should
be modified to prove the discrete universality Theorem 3, and Theorems 4 and 5 it is
an easy exercise to combine the modifications to prove the joint universality versions
of Theorems 3,4,5 which we will state without proofs.
Theorem 6. (Discrete universality - Joint universality version) Let n ≥ 2, ∆ =
(∆1, . . . ,∆n) ∈ (R+)n and E ⊆ Dn be a Runge domain, let αl = (α1,l, . . . , αn,l)
be such that α1, . . . ,αL are for universality purposes not related and let fl for l =
1, . . . , L be any holomorphic functions on E. Then for any ε > 0, and compact subset
K ⊂ E we have that
lim inf
T→∞
1
T n
#
{
t=(k1∆1,...,kn∆n)
1≤kj≤T,kj∈Z : max1≤l≤L
max
s∈K
|ζn(s+ it;αl)− fl(s)| < ε
}
> 0.
15Furthermore they obtain the result in the full range 1/2 < Re(s) < 1.
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where either αn,l or αn−1,l is transcendental for each 1 ≤ l ≤ L, we assume the condi-
tion (1) on the set K or if d denote the least common denominator of the parameters
αn,l that are rational we assume that there exist some non principal character χ of
modulus q where q is coprime to d such that the Riemann hypothesis is true for the
Dirichlet L-functions L(s, χχ∗) where χ∗ is any Dirichlet character mod d.
Theorem 7. (Joint universality version of Theorem 4) Let n ≥ 2, and 1 ≤ m < n.
Let v1, . . . , vm ∈ (Q+)n be linearly independent vectors such that for each 1 ≤ j ≤ m
we have that if
vj = (v1,j , . . . , vn,j),
then v1,j, . . . , vn,j are linearly independent over Q. Let αl = (α1,l, . . . , αn,l) where
αl,j > 0 are rational and where α1, . . . ,αL are for universality purposes not related.
Let E ⊆ {s ∈ C : 1 − m/(2n) < Re(s) < 1}n be a Runge domain and let fl for
l = 1, . . . , L be holomorphic functions on E. Then for any ε > 0, and compact subset
K ⊂ E that satisfies (1) we have that
lim inf
T→∞
1
Tm
meas

t ∈ [0, T ]m : maxs∈K
1≤l≤L
∣∣∣∣∣ζn
(
s+ i
(
m∑
j=1
tj
)
;αl
)
− fl(s)
∣∣∣∣∣ < ε

 > 0.
Theorem 8. (Joint universality version of Theorem 5) Let n ≥ 2, and 1 ≤ m < n.
Let v1, . . . , vm ∈ (Q+)n be linearly independent vectors and E ⊆ {s ∈ C : 1 −
m/(2n) < Re(s) < 1}n be a Runge domain, and let αl = (αl,1, . . . , αl,n) ∈ (R+)n,
where α1, . . . ,αL are for universality purposes not related and for each l then the
numbers α1,l, . . . , αn,l are algebraically independent with the exception of at most one
rational αj,l. Furthermore let fl for l = 1, . . . , L be any holomorphic functions on E.
Then for any ε > 0, and compact subset K ⊂ E we have that
lim inf
T→∞
1
Tm
meas

t ∈ [0, T ]m : maxs∈K
1≤l≤L
∣∣∣∣∣ζn
(
s+ i
(
m∑
j=1
tjvj
)
;αl
)
− fl(s)
∣∣∣∣∣ < ε

 > 0.
2 Some one variable preliminaries
2.1 Rational and transcendental parameters
In this paper we define
M = {z ∈ C : 1/2 + η ≤ Re(z) ≤ 1− η,−R ≤ Im(z) ≤ R}, (3)
where 0 < η < 1
4
and R > 0. By approximation theorems from complex analysis it is
sufficient to prove universality onM in one variable (Mergelyan’s theorem) andMn
in several variables (Oka-Weil theorem). In classical proofs of Voronin Universality
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for the Hurwitz zeta-function of a transcendental parameter the first step is to prove
that the Dirichlet polynomial
N∑
k=0
a(k + α)(k + α)−s, |a(k)| = 1
can approximate any polynomial function p(s) on M. In the case of the Riemann
zeta-function we may instead consider approximations by the finite Euler products∏
p≤N
(1− a(p)p−s)−1, |a(p)| = 1.
These steps use the celebrated Pechersky rearrangement theorem. The fact that
the sets {log(k + α) : k ∈ N} when α is transcendental and {log p : p prime} are
linearly independent over Q allows us to use the Kronecker theorem to show that the
coefficients a(k + α) and a(p) respectively may be chosen as 1 if at the same time
we replace s by s + iτ for some real τ . More precisely we use an equidistribution
theorem of Weyl, which in this context may be viewed as an effective version of the
Kronecker theorem since it also gives a measure for such τ .
It will turn out useful to not consider Dirichlet polynomial/Dirichlet product
truncations properly, but rather the Dirichlet series whose coefficients belong to a
special class of multiplicative unimodular functions. Since completely multiplicative
functions are often defined just on positive integers we will first define them in a more
general manner, useful for our purposes
Definition 4. Let X ⊂ R+. We say that a function a : X → C is completely
multiplicative if for all x1, . . . , xn ∈ X and y1, . . . , ym ∈ X such that
n∏
j=1
xj =
m∏
j=1
yj,
then
n∏
j=1
a(xj) =
m∏
j=1
a(yj).
We say that a is unimodular if |a(x)| = 1 for all x ∈ X .
We are now ready to define the class of arithmetic function whose generating
Dirichlet series will replace the Dirichlet polynomial/Dirichlet product truncations in
our proof
Definition 5. We say that a function a : N+ α→ C is of type (N,χ) and that χ is
of modulus q if a is a completely multiplicative unimodular function on N + α such
that
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1. If α = c/d for (d, c) = 1 is rational then when the function is extended to a
completely multiplicative unimodular function on (N+α)∪N then a(p) = χ(p),
for primes p ≥ logN and where χ must be a non-principal Dirichlet character
mod q such that (q, d) = 1 and such that L(s, χχ∗) is zero-free on M for any
character χ∗ mod d.
2. If α is transcendental then a(k + α) = χ(k) for k ≥ logN where χ(k) = e2piik/q
and where q ≥ 2 is an integer.
We say that χ is permissible with respect to α if the conditions above on χ are
satisfied.
We remark that the rational case implies that the function a as defined on the
integers has a generating Dirichlet series
∞∑
k=1
a(k)k−s =
∏
p<logN1
(
1− χ(p)p−s
1− a(p)p−s
)
L(s, χ), (4)
and furthermore
a(k + α) = a
(
k +
c
d
)
=
a(kd+ c)
a(d)
. (5)
We will prove the following result in Section 5 which will be an important ingredient
in the proof our fundamental Lemma, Lemma 7 which will allow us to prove our main
theorem.
Lemma 1. Assuming that α > 0 is rational or transcendental there exist some A ≥ 0
such that given any ε > 0, N0 ∈ N, and compact set M defined by (3), function
a : N + α → C of type (N0, χ) and any polynomial p with mins∈M |p(s)| ≥ A there
exist some N1 > N0 such that the function a(k + α) can be redefined for k ≥ N0 to a
function of type (N1, χ) such that for this redefinition
max
s∈M
∣∣∣∣∣
N1∑
k=0
a(k + α)
(k + α)s
− p(s)
∣∣∣∣∣ < ε.
We remark that the conditions on A is to allow Lemma 1 to be true for any positive
α = n + 1/2 and α = n for integers n. For all other rational and transcendental
parameters α we may choose A = 0.
2.2 Algebraic irrational parameters
The reason why we can prove universality in one and several variables for the case of
transcendental α is because the set {log(k + α) : k ∈ N} is linearly independent over
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Q. Kacˇinskaite˙ and Laurincˇikas [30] hypothesized that there exists some algebraic
irrational α such that this still holds (This was originally a question of Drungilas-
Dubickas [19]). In such a case universality would hold in the same way as for a
transcendental parameter. In our paper [3] we showed that this is likely false and
proved that this follows from some standard conjectures of Greg Martin [38] on
smooth numbers in polynomial sequences. This does not mean that the Hurwitz zeta-
function is not universal for algebraic irrational α, but that our proof methods do
not work. In the case of algebraic numbers we should have many linear relations over
Q between log(n+α)’s for different n’s. However we do not have sufficient structure
in the irrational case as we have in the rational case, where the generating Dirichlet
series of the arithmetic function in question can be written as a linear combination
of Dirichlet series with Euler products. In our opinion the Hurwitz zeta-function and
also the multiple Hurwitz zeta-function is still likely to be universal. However to prove
universality for the Hurwitz zeta-function with an algebraic irrational parameter is
generally recognized as one of the deepest and most difficult open problems in the
field.
Our inability to prove Lemma 1 for algebraic irrational numbers seems to be the
main obstacle to prove Theorem 1 also for algebraic irrational numbers. It seems to
us that the rest of the proofs in this paper can be done in this setting.
Conjecture 1. Lemma 1 holds also for algebraic irrational numbers α > 0.
To understand the conjecture we also need to properly define what we mean by a
function of type (N,χ) in this case. Let α = c
d
where c, d are algebraic integers and
d = |Norm(d)|. We say that a function a : N + α → C is of type (N,χ) if it is a
completely multiplicative unimodular function such that a(k+α) = f(Norm(k+ α))
for some function f , i.e. it only depends on the norm of the algebraic number and
there exist some prime p and character χ mod p such that χ(p) = χ(Norm(p)) if p
is a prime element of norm ≥ logN , the Dirichlet L-functions L(s, χχ∗) are zero-free
on M for each Dirichlet character χ mod d, and furthermore
p∑
n=1
χ(g(n)) = 0, (6)
where g is the polynomial where g(n) = Norm(n+ α).
In practice for any particular algebraic irrational it is not difficult to find such
characters, and in general it follows from the Lang-Trotter conjecture for hyperelliptic
curves that there always exists ≫ε Q1/2−ε real characters of prime modulus q ≤ Q
which fulfill (6) and the generalized Riemann hypothesis16 implies that L(s, χχ∗) are
16This may be replaced by known zero-density estimates of Dirichlet L-functions in the character
aspect at the expense of obtaining a smaller region of universality. Alternatively we may change the
definition of our class of completely multiplicative functions to allow imaginary shifts, and in such
a case zero-density estimates for a single L-function in the t-aspect will be sufficient for the same
region of universality as is given in Theorem 1.
18
zero-free on M.
It should be noted that proving that Conjecture 1 is true should be at least as
difficult as proving that the Hurwitz zeta-function with a transcendental parameter is
universal in one complex variable, since it is easy to prove that Conjecture 1 together
with the existence of a character the above type is sufficient to prove such a result.
Allowing transcendental parameters gives some more freedom in the proofs and as
an open problem we propose
Problem 1. Prove that ζ2(s1, s2;
√
2, π) is universal in two complex variables.
This problem might be more approachable than trying to prove Conjecture 1.
3 Sketch of the proof of Theorem 1 - The simplest
case
We are going to sketch the proof of the simplest case of Theorem 1, when n = 2
and both parameters are transcendental. Substantial new difficulties occur when the
parameters are rational, but having a rough understanding of the special case first
should hopefully be useful when studying the general case.
By the Oka-Weil theorem it follows that it is sufficient to consider f a polynomial,
and instead of the set K we may choose the set M2 where M is defined by (3).
3.1 A Dirichlet polynomial approximation lemma
The first step in proving Voronin universality is proving that the function can be
approximated by some Dirichlet polynomial. In one variable the following lemma is
crucial17.
Lemma 2. Assume that α,N0 > 0, p is a polynomial and ε > 0. Then there exist
an N1 > N0 and unimodular numbers |a(k + α)| = 1 for N0 ≤ k ≤ N1 such that
max
s∈M
∣∣∣∣∣
N1∑
k=N0+1
a(k + α)
(k + α)s
− p(s)
∣∣∣∣∣ < ε.
For N0 = 0 this is exactly the Dirichlet polynomial approximation lemma we need
to prove the Voronin universality theorem for the Hurwitz zeta-function with a tran-
scendental parameter. It is a consequence of the celebrated Pechersky rearrangement
theorem [55] and the proof is the same for a general N0 as for N0 = 0 since throwing
away a finite number of terms will not matter. Let us define
ζ [N ]
a
(s;α) =
∑
0≤k1<k2≤N
2∏
j=1
aj(kj + αj)
(kj + αj)sj
17When we also allow rational parameters we need to replace this by Lemma 1.
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In two variables, we instead need the following lemma.
Lemma 3. Suppose that p is a polynomial in two complex variables. Then given any
ε > 0 there exist some integer N and coefficients |aj(k+αj)| = 1 for 0 ≤ k ≤ N and
j = 1, 2 such that
max
s∈M2
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε.
More generally, for rational parameters we need the corresponding result when
the coefficients aj : N + αj → C are completely multiplicative unimodular functions
of type (N0, χ) for some N0 > 0, see our fundamental Lemma (Lemma 7, p. 23) .
The case of algebraic irrational parameters are currently far out of reach.
Before we sketch the proof of Lemma 3 we may ask the question if we can find
some corresponding result when the Dirichlet polynomial is replaced by a polynomial,
and indeed we can and it is an important ingredient for the proof of the Dirichlet
polynomial analogue
Lemma 4. Let q(s1, s2) be a polynomial in two complex variables. Then there exists
an integer M ≥ 0, a sequence {jm}Mm=1 with jm ∈ {1, 2} and monomials qj,m(sj) for
j = 1, 2 and 1 ≤ m ≤M such that∑
1≤m1<m2≤M
q1,m1(s1)q2,m2(s2) = q(s1, s2), (7)
and such that qj,m(sj) = 0 if j 6= jm, and the following condition holds∑
1≤m2≤M
q2,m2(s2) = 0. (8)
While we will not sketch the proof of this result which is proved in a more general
version in Lemma 20 we illustrate it by the example given in Table 1 and we leave
m 1 2 3 4 5 6 7 8 9 10 11
q1,m(s1) 0 1 0 −1 0 s1 0 −s1 0 s21 0
q2,m(s2) −s2 0 s2 0 −1 0 1 0 −s22 0 s22
Table 1: q(s1, s2) = s2 + s1 + s
2
1s
2
2
it as an exercise to the reader to find a proof of the general result18 by studying
this example. We now proceed to sketch the proof of Lemma 3. First choose N0
18or (s)he might look up Lemma 20.
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sufficiently large. For small values of k ≤ N0 we may define aj(k + αj) = (−1)k for
j = 1, 2. Then it follows that
∑
0≤k1<k2≤N0
2∏
j=1
aj(kj + αj)
(kj + αj)sj
≈ p2(s1, s2), (s1, s2) ∈M2,
for some polynomial p2. To prove Lemma 3 we need to find aj(k+αj) forN0 < k ≤ N
such that { ∑
k1≤N0
∑
N0<k2≤N
+
∑
N0<k1<k2≤N
}
2∏
j=1
aj(kj + αj)
(kj + αj)sj
≈ q(s1, s2),
where q(s1, s2) = p(s1, s2) − p2(s1, s2). For this it is sufficient to find aj(k + αj) for
N0 < k ≤ N so that ∑
N0<k1<k2≤N
2∏
j=1
aj(kj + αj)
(kj + αj)sj
≈ q(s1, s2), (9)
and ∑
N0<k2≤N
a2(k2 + α2)
(k2 + α2)s2
≈ 0. (10)
To prove (9) and (10) we first use Lemma 4 on the polynomial q(s1, s2) and after
that recursively for m = 1, . . . ,M use Lemma 2 with N0 = Nm−1, α = αjm and
p(s) = qjm,m(s) and define Nm by the N1 that comes from that application of Lemma
2 so that ∑
Nm−1<k≤Nm
ajm(k + αjm)
(k + αjm)
sj
≈ qjm,m(sj). (11)
If we furthermore define
aj(k + αj) = (−1)k, (Nm−1 < k ≤ Nm, j 6= jm), (12)
it follows that (11) holds also for j 6= jm. Let us finally define N = NM . The
approximation (10) follows from (8) together with (11). We now rewrite the sum in
(9) as
∑
N0<k1<k2≤N
∗ =
∑
1≤m1<m2≤M
∑
Nm1−1<k1≤Nm1
∑
Nm2−1<k2≤Nm2
∗ +
M∑
m=1
∑
Nm−1<k1<k2≤Nm
∗
(13)
It follows that the first sum on the right hand side is approximately equal to q(s1, s2)
by (7) and (11). Equation (12) is sufficient to show that the second sum of the right
hand side of (13) is approximately zero. If q is given in Table 1 we can illustrate the
summation by the following table:
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m 1 2 3 4 5 6 7 8 9 10 11∑
Nm−1<k≤Nm
a1(k+α1)
(k+α2)s1
≈ 0 1 0 −1 0 s1 0 −s1 0 s21 0∑
Nm−1<k≤Nm
a2(k+α2)
(k+α2)s2
≈ −s2 0 s2 0 −1 0 1 0 −s22 0 s22
3.2 Proceeding to Voronin universality
We define the truncation of the double Hurwitz zeta-function series as
ζ [N ](s1, s2;α1, α2) =
∑
0≤k1<k2≤N
(k1 + α1)
−s(k2 + α2)−s
A consequence of Kronecker’s approximation theorem and an equidistribution theo-
rem of Weyl; following classical one-dimensional universality ideas; is the following
result:
Lemma 5. Let α = (α1, α2) where α1, α2 > 0 are transcendental and let p be a
polynomial in two complex variables. Then
lim inf
N→∞
lim inf
T→∞
1
T 2
meas
{
t ∈ [0, T ]2 : max
s∈M2
∣∣ζ [N ](s+ it;α)− ζ [N ]
a
(s;α)
∣∣ < ε} > 0.
For the full proof of the general case, Lemma 8 see Section 8. A simple fact is
that we can approximate the one variable Hurwitz zeta-function by some Dirichlet
polynomial truncation
ζ(σ + it;α) ≈
⌊T ⌋∑
n=1
(n + α)−σ−it (T 1−ξ < t < T, σ ≥ 1/2)
for some ξ > 0. Similarly as in the one variable case where we will be able to prove
some corresponding n-variable approximation which in two variables is roughly
ζ(s1, s2;α1, α2) ≈ ζ [T ](s1, s2;α1, α2) (T 1−ξ < Im(sj) < T, Re(sj) ≥ 1/2) (14)
The precise version of this result uses a smooth truncation, rather than a sharp one
and can be found as Lemma 9.
By classical methods, squaring and treating the non-diagonal part in an elemen-
tary way utilizing the fact that the region lies strictly to the right of the half line in
each variable we can obtain (for the general version, see Lemma 10)
Lemma 6. Let η, R and M be defined by (3) and let 0 < ξ < 1. Then there exist
some C > 0 such that if 1 ≤ N ≤ T then
1
T 2
∫
M2
∫
[T 1−ξ,T ]n
∣∣ζ [N ](s+ it;α)− ζ [T ](s+ it;α)∣∣2dtds ≤ CN−η.
The proof of Theorem 1 in the simplest case now follows from Lemma 3, Lemma
5, Lemma 6 and (14). For details see the proof at the end of the next section.
22
4 The proof of Theorem 1 - The general case
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Figure 1: Structure of proof of Theorem 1
Let α = (α1, . . . , αn) where αj > 0 and let a = (a1, . . . , aj), where aj are unimod-
ular completely multiplicative functions on N+ αj for j = 1, . . . , n. Then define
ζ [N ]
a
(s;α) =
∑
0≤k1<k2<···<kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
, (15)
We now assume that aj : N + αj → C are of type (N0, χj), where χj is a character
of modulus qj and where qj and qj+1 are coprime. It is a consequence of Lemma 17
(see section 6) that the limit
ζa(s;α) = lim
N→∞
ζ [N ]
a
(s;α).
converges to an analytic function on {s ∈ C : Re(s) > 1/2}n and that the convergence
is uniform on Mn.
Lemma 7. (Fundamental lemma) Let n ≥ 2 and M be defined by (3) and let α =
(α1, . . . , αn) where αj > 0 are rational or transcendental. Then for any ε > 0 and
polynomial p in n complex variables, and functions χj of modulus qj permissible with
respect to αj and where qj and qj+1 are coprime for 1 ≤ j ≤ n− 1 there exists some
N∗ ∈ Z+ and a = (a1, . . . , an) where the functions aj : N + αj → C are of type
(N∗, χj) such that
sup
N≥N∗
max
s∈Mn
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε.
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We will prove the fundamental lemma in section 8. While we can prove this
result unconditionally, assuming the Riemann hypothesis for the Dirichlet L-functions
simplifies the proof, as we may use P as the set of all primes in Lemma 12 (see p.
26). In the next lemma however, the Riemann hypothesis would not only simplify the
proof, for example Lemma 24 would not be needed, but is also necessary if we wish
to obtain the strongest possible region of universality when the last two parameters
αn−1 and αn are rational. We would also like to remark that the case where αn is
transcendental is especially simple19 and assuming this would allow us to prove the
next lemma in 5 pages rather than 22 pages.
Lemma 8. Let n ≥ 2 and the conditions on α and K of Theorem 1 be satisfied.
Then for any ε > 0 and a = (a1, . . . , an) satisfying the conditions of Lemma 7, where
furthermore the order of χn is divisible by 4, we have that
lim inf
N→∞
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
s∈K
∣∣∣ζ [N ]1 (s+ it;α)− ζ [N ]a (s;α)∣∣∣ < ε
}
> 0.
We will prove this result in section 8. Next we are going to state the fact that the
multiple Hurwitz zeta-function can be estimated by a sufficiently smoothed truncated
Dirichlet polynomial. Assume that
φ ∈ C∞0 (R), and φ(x) = 1, if 0 ≤ x ≤ 2, (16)
and define
ζ [φ,T ]n (s;α) =
∑
0=k0≤k1<k2<···<kn
n∏
j=1
(kj + αj)
−sjφ
(
kj − kj−1
T
)
(17)
Then we can prove the following weak approximate functional equation (for proof,
see section 9, Lemma 33 for a slightly different version that by modifying T, ξ slightly
depending on R gives the version below)
Lemma 9. For any A, ξ, R > 0 and φ that fulfills (16) we have that there exists
some B so that for T ≥ R + 1, T ξ − R ≤ Im(si) ≤ T +R, −A ≤ Re(si) ≤ A for all
i = 1, . . . , n the following inequality holds∣∣ζn(s;α)− ζ [φ,T ]n (s;α)∣∣ < BT−A.
By classical methods, squaring and treating the non-diagonal part in an elemen-
tary way utilizing the fact that the region lies strictly to the right of the half line in
each variable we obtain
19The proof of Lemma 22 in section 8.2 would be trivial.
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Lemma 10. Let η, R > 0,M be defined by (3) and let φ fulfill (16) and let 0 < ξ < 1.
Then there exist some C > 0 such that if 1 ≤ N ≤ T then
1
T n
∫
Mn
∫
[T ξ,T ]n
∣∣∣ζ [N ]1 (s+ it;α)− ζ [φ,T ]n (s+ it;α)∣∣∣2dtds ≤ CN−η.
We are now ready by means of Lemma 7, Lemma 8, Lemma 9 and Lemma 10 to
prove our main result, Theorem 1.
Proof of Theorem 1. We first choose R and η in (3) so that K ⊂Mn and the distance
between K and (Mn)∁ is strictly positive. It follows by the conditions in the theorem
and the Oka-Weil theorem (Oka [54], Weil [64], see also [7], [36]), that the function
f can be uniformly approximated by a polynomial p on the set K, such that
max
s∈K
|p(s)− f(s)| < ε
4
. (18)
By standard zero-density estimates [15, (1.17)] for Dirichlet L-functions we may find
qj ∈ Z+ for j = 1, . . . , n, and characters χj mod qj such that qj+1 and qj are coprime,
the order of χn is divisible by 4, and such that if αj =
cj
dj
is rational with coprime
cj, dj, then L(s, χjχ
∗) is zero-free on M for each character χ∗ mod dj. By Lemma 7
there exists some N0 and functions aj : N+ αj → C of type (N0, χ) such that
sup
N≥N0
max
s∈K
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε
4
. (19)
By Lemma 8 we have that there exists some ξ > 0 and N1 ≥ N0 such that for any
N ≥ N1 we have that
lim inf
T→∞
1
T
meas
{
max
s∈K
∣∣∣ζ [N ]1 (s+ it;α)− ζa(s;α)∣∣∣ < ε4
}
≥ ξ > 0. (20)
By the triangle inequality, Lemma 9 and Lemma 10 it follows that ζ
[N ]
1
(s + it;α)
approximates ζ(s + it;α) with distance less than ε21 on L
2(Mn) for 0 ≤ t ≤ T on
a set with measure greater then T (1 − CN−ηε−21 ) for some C > 0. By choosing
N ≥ N1 sufficiently large we can make this measure greater than T (1 − ξ/2). Since
we have some room to spare, standard methods from complex analysis implies that
arbitrarily close estimation in L2-norm on the slightly larger set (distance between
K and (Mn)∁ is positive) gives us arbitrarily close estimation in sup-norm on K so
that by choosing ε1 sufficiently small we get
max
s∈K
∣∣∣ζ [N ]1 (s+ it;α)− ζn(s+ it;α)∣∣∣ < ε4 , (21)
for t in a subset of [0, T ] of positive measure greater than T (1− ξ/2). By the triangle
inequality and the inequalities (18), (19), (20), (21) we conclude that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
s∈K
|ζn(s+ it;α)− f(s)| < ε
}
≥ ξ
2
> 0.
25
5 Proof of Lemma 1
Lemma 1 is an easy consequence of Lemma 2 when α is transcendental. When α
is rational we use a variant of the following joint universality result for finite Euler-
products
Lemma 11. Let χ1,. . . ,χm be distinct non-principal Dirichlet characters mod q.
Then given any subset P of the primes that has positive density with respect to each
residue class mod q
lim
N→∞
1
π(N)
{p ∈ P : p ≡ a (mod q), p ≤ N} = ca
φ(q)
> 0, GCD(a, q) = 1, (22)
and any continuous f1, . . . , fm that are either identically zero
20 or are zero-free func-
tions on M that are analytic in the interior of M and ε,N0 > 0, then there exist
some N1 > N0 and coefficients |a(p)| = 1 such that
max
1≤j≤m
max
s∈M
∣∣∣∣∣∣∣∣
∏
N0<p<N1
p∈P
(1− a(p)χj(p)p−s)−1 − fj(s)
∣∣∣∣∣∣∣∣
< ε.
Proof. When P is the set of all primes this is a standard result in the field which is
usually used to prove joint universality for Dirichlet L-functions, see e.g [11, Lemma
4.9]. Its proof depends on the Pechersky rearrangement theorem. The version above
follows by the same proof method since positive density of the primes in each residue
class is sufficient for using the Pechersky rearrangement theorem in a similar manner.
We also need that there exist some subset P of the primes with the desired
properties such that certain Euler-products over the primes are convergent.
Lemma 12. Let q ≥ 3. Then there exists a subset P of the primes containing
asymptotically all primes
♯{p ∈ P : p ≤ N} = π(N)
(
1 +O
(
1
(logN)A
))
(A > 0). (23)
such that the product
lim
N→∞
∏
p∈P
p≤N
(1− χ(p)p−s)−1 = LP(s, χ)
20Allowing identically zero-functions in Lemma 11 easily follows from the Lemma without explic-
itly allowing such function since as functions we may choose the functions fj(s) = ε for arbitrarily
small ε > 0. However since we will apply the Lemma in exactly this situation we choose to make
this explicit in the formulation of the Lemma.
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is convergent to a zero-free analytic function LP(s, χ) on the half plane Re(s) > 1/2
for each non-principal character χ mod q.
Proof. It is sufficient if we when N →∞ can choose asymptotically all of the primes
p ≡ a (mod q) in each residue class (a, q) = 1 from an interval [N,N + δNN ], where
δN =
1
(logN)A
to be in the set P. The following is a variant of a result of Selberg [58]
in arithmetic progressions which is a consequence of zero-density estimates for the
Dirichlet L-functions,
max
(a,q)=1
∫ 2x
x
∣∣∣∣∣∣∣∣
∑
t<p<t+h
p≡a (mod q)
log p− h
φ(q)
∣∣∣∣∣∣∣∣
dt≪q,B,ε hx
(log x)B
, (h ≥ x1/6+ε), (24)
see e.g. [34, Theorem 1.1]. We are going to consider primes in the intervals In =
[n2, (n+1)2]. The expected number of primes in the interval In congruent to a (mod q)
will be
En =
1
φ(q)
(
Li((n + 1)2)− Li(n2)) .
From (24) it follows that there exist some N0 > 0 such that for N ≥ N0 we have that
#
{
n2 ∈ [N,N + δNN ] : min
(a,q)=1
#{p ∈ In, p ≡ a (mod q)} < (1− δN)En
}
≤
√
Nδ2N ,
so that for a proportion of at least (1− δN) of the intervals In ⊂ [N,N + δNN ] there
are at least (1− δN ) of the expected number of primes in each residue class. For each
such value of n we choose ⌊(1 − δN)En⌋ primes from each residue class a (mod q)
with (a, q) = 1 for the set P. By its construction it is clear that the set P has more
than (1−δN)2 of the primes in each such residue class which gives us (23). By taking
the logarithm of the product in Lemma 12 and by noticing that the prime power part
is absolutely convergent for Re(s) > 1/2 it follows that it is sufficient to show that
the series ∑
p∈P
χ(p)p−s (25)
is convergent for Re(s) > 1/2. If p ∈ In we have that p = n2 + x for 0 < x ≤ 2n and
p−s = (n2 + x)−s = n−2s
(
1 +
x
n2
)−s
= n−2x +O
(
sn−2s−1
)
,
from which it follows that the contribution to the sum (25) from each prime in the
interval In is
χ(p)n−2s +O(sn−2s−1)
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Since we have an equal number of primes in each residue class p ≡ a (mod q) with
(a, q) = 1 in the interval In and the character is non-principal the first part will vanish
when summing over all the primes in the interval. Since if n ≥ 2 we have at most n
primes in the interval In the second part is absolutely convergent when we sum over
n when Re(s) > 1/2.
It is clear that if we assume the generalized Riemann hypothesis, then LP(s, χ) =
L(s, χ) when we choose P to be the set of all primes in Lemma 12 since the conver-
gence of the product over all the primes for Re(s) > 1/2 is equivalent to the Riemann
hypothesis for the Dirichlet L-function L(s, χ). Thus lemma 12 may be viewed in the
following manner: There exist a subset of the primes containing almost all primes
such that the Riemann hypothesis is true for all21 restricted Dirichlet L-functions,
where “restricted Dirichlet L-functions” means that rather than taking the Euler
product over all primes we take the Euler product restricted over the set P.
Lemma 13. Let χ1,. . . ,χm be distinct non-principal Dirichlet characters mod q.
Then given any continuous f1, . . . , fm that are either identically zero or are zero-
free functions on M that are analytic in the interior of M and ε,N0 > 0 then there
exist some N1 > N0 such that
max
1≤j≤m
max
s∈M
∣∣∣∣∣
∏
N0<p<N1
(
1− χj(p)p−s
1− a(p)χj(p)p−s
)
− fj(s)
∣∣∣∣∣ < ε.
Proof. By Lemma 12 it follows that there exists some subset P of the primes such
that each residue class mod q contains almost all primes, i.e. (22) holds with ca = 1
if (a, q) = 1 and such that
LP,N0(s, χ) = lim
N1→∞
∏
N0<p<N1
p∈P
(1− χ(p)p−s)−1, (26)
for each non-principal χ mod q is convergent to a zero-free analytic function for
Re(s) > 1/2. Define
λ = min
1≤j≤m
min
s∈M
|LP,N0(s, χj)|, (27)
and
Λ = max
1≤j≤m
max
s∈M
|fj(s)|. (28)
21By considering the moduli qn = n! and a limit argument it is not neccesary to restrict to a
single modulus in Lemma 12. However a single modulus is sufficient for our applications.
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Let 0 < ε1 < λ/2. By equation (26) we get some M > N0 such that for any N1 > M
then
max
s∈M
∣∣∣∣∣∣∣∣
LP,N0(s, χ)−
∏
N0<p<N1
p∈P
(1− χ(p)p−s)−1
∣∣∣∣∣∣∣∣
< ε1 <
λ
2
. (29)
By Lemma 11 we find an N1 > M and |a(p)| = 1 for p ∈ P and N0 < p < N1 so that
max
1≤j≤m
max
s∈M
∣∣∣∣∣∣∣∣
∏
N0<p<N1
p∈P
(1− a(p)χj(p)p−s)−1 − fj(s)LP,N0(s, χj)
∣∣∣∣∣∣∣∣
< ε2. (30)
By the triangle inequality and equations (28), (29) and (30) it follows that∣∣∣∣∣∣∣∣
∏
N0<p<N1
p∈P
(1− a(p)χj(p)p−s)−1 − fj(s)
∏
N0<p<N1
p∈P
(1− χj(p)p−s)−1
∣∣∣∣∣∣∣∣
< ε2 + Λε1. (31)
for each 1 ≤ j ≤ m and s ∈ M, and furthermore by the triangle inequality and
equations (27) and (29) that
min
s∈M
∣∣∣∣∣∣∣∣
∏
N0<p<N1
p∈P
(1− χj(p)p−s)−1
∣∣∣∣∣∣∣∣
≥ λ
2
. (32)
By the inequalities (31) and (32) it follows that
max
1≤j≤m
max
s∈M
∣∣∣∣∣∣∣∣
∏
N0<p<N1
p∈P
(
1− χj(p)p−s
1− a(p)χj(p)p−s
)
− fj(s)
∣∣∣∣∣∣∣∣
<
2
λ
(ε2 + Λε1) (33)
We notice that if we define a(p) = 1 if p 6∈ P for N0 < p < N1 then the product in
(33) can be written over all the primes in the interval N0 < p < N1 and Lemma 13
follows by choosing ε1 and ε2 so that
2
λ
(ε2 + Λε1) < ε.
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Lemma 14. Let α > 0 be transcendental or rational, ε > 0 and q be given. Then
there exists some C = C(ε, α, q) such that if a : N+ α → C is of type (N0, χ) and χ
is of modulus q then for any N0 ≤ N1 ≤ N2 and s ∈ C with Re(s) ≥ ε we have that∣∣∣∣∣
N2∑
k=N1
a(k + α)(k + α)−s
∣∣∣∣∣ ≤ C(1 + |s|)N ε−Re(s)1 .
Proof. By partial summation it is sufficient to prove that∣∣∣∣∣
N∑
n=0
a(n+ α)
∣∣∣∣∣ ≤ 12CεN ε/2, (N ≥ N0). (34)
for any a : N + α → C of type (N0, χ) where χ is of modulus q. The inequality is
trivial if α is transcendental so we assume that α = r + c
d
is rational where r ∈ N,
c, d ∈ Z+ and 0 ≤ c < d. Since adding an integer r to α just corresponds to
shifting the summation indices by r we may without loss of generality assume that
r = 0. As customary in the theory of numbers without large prime factors [28] we
let Ψ(x, y) denote the number of integers less than x with prime factors less than y.
The inequality [28, Eq 1.1.14]
Ψ(x, (log x)α) = x1−1/α+o(1), (α > 1),
with α = (1− ε/4)−1 gives us that for some D = D(ε) > 0 and any N0 ∈ Z+ then
Ψ(N, logN0) ≤ DN ε/2, (N ≥ N0). (35)
Let P+(k) denote the largest prime factor of n. By the construction of a(n) we note
that
∞∑
k=1
a(k)k−s = B(s)L(s, χ), (36)
where
B(s) =
∑
P+(k)≤logN0
b(k)k−s =
∏
p≤logN0
(1− a(p)p−s)−1(1− χ(p)p−s), (37)
and |b(k)| ≤ 2. From this we obtain
N1∑
n=0
a(n + α) = a(d)
N1∑
n=0
a(nd+ c) = a(d)
∑
P+(k)≤logN0
b(k)
∑
kl≡c (mod d)
0≤l<N1d/k
χ(l). (38)
The inner sum is bounded by q and we get that∣∣∣∣∣
N1∑
n=0
a(n+ α)
∣∣∣∣∣ ≤ 2qΨ(N1, logN0)
which by (35) implies the inequality (34) with C = 4Dq/ε.
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Proof of Lemma 1. We first prove the simpler case when α is transcendental. Since
α is transcendental we have that the set {log(k+ α) : k ∈ N} is linearly independent
over Q and any unimodular function a on N+α is a completely multiplicative function.
By Lemma 2 we have that there there exists unimodular a(k + α) for N0 < k ≤ N1
such that
max
s∈M
∣∣∣∣∣
N1∑
k=N0+1
a(k + α)(k + α)−s −
(
p(s)−
N0∑
k=0
a(k + α)(k + α)−s
)∣∣∣∣∣ < ε.
The case of α rational needs some more care. We want to use similar reasoning as
when we prove that the Hurwitz zeta-function for a rational parameter is universal.
First we assume that
α = r +
c
d
, (c, d ∈ Z+, c ≤ d, r ∈ N, (c, d) = 1),
since we see no reason to require that αj < 1 in the definition of the multiple Hurwitz
zeta-function. In a similar manner to how the Hurwitz zeta-function with a rational
parameter 0 < c
d
< 1 can be written as a linear combination of Dirichlet L-functions
it follows by (4) and (5) that
∞∑
k=0
a(k+α)(k + α)−s +
r−1∑
k=0
a
(
k +
c
d
)(
k +
c
d
)−s
,
=
dsa(d)
φ(d)
∑
χ∗ (mod d)
χ∗(c)
∏
p
(1− χ∗(p)a(p)p−s)−1,
=
dsa(d)
φ(d)
∑
χ∗ (mod d)
χ∗(c)L(s, χχ∗)
∏
p<N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
, (39)
for any N1 > logN0. Let us define
f(s) = p(s) +
r−1∑
k=0
a
(
k +
c
d
)(
k +
c
d
)−s
, (40)
and note that by choosing A ≥ r + α−1 it follows that mins∈M |f(s)| ≥ 1 and in
particular f is zero-free onM. Now let χ0 be the principal character mod d. Since χ
was assumed to be permissible with respect to α then χ is a non-principal Dirichlet
character mod q where q is coprime to d and also L(s, χχ0) is zero-free on M. This
allow us to apply Lemma 13 for the φ(d) distinct non-principal Dirichlet characters
χχ∗ mod dq and we can find N1 > N0, and unimodular a(p) for N0 < p ≤ N1 such
that∣∣∣∣∣
∏
N0<p≤N1
(
1− χ0(p)χ(p)p−s
1− χ0(p)a(p)p−s
)
− f(s)φ(d)a(d)
L(s, χχ0)ds
∏
p≤N0
(
1− χ0(p)a(p)p−s
1− χ0(p)χ(p)p−s
)∣∣∣∣∣ < ε1,
(41)
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for each s ∈M and
max
s∈M
∣∣∣∣∣
∏
N0<p≤N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)∣∣∣∣∣ < ε1, (42)
for all other characters χ∗ 6= χ0 mod d, where
ε1 =
ε
2
min
χ∗ mod d
min
s∈M
∣∣∣∣∣ d
−s
L(s, χχ∗)
∏
p≤N0
(
1− χ∗(p)a(p)p−s
1− χ∗(p)χ(p)p−s
)∣∣∣∣∣. (43)
It follows from equation (41), (42) and (43) that
max
s∈M
∣∣∣∣∣ d
sL(s, χχ∗)
φ(d)a(d)χ∗(c)
∏
p≤N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
− f(s)
{
1 χ∗ = χ0
0 otherwise
∣∣∣∣∣ < ε2φ(d) ,
which in view of equations (39), (40) and the triangle inequality gives us the inequality
max
s∈M
∣∣∣∣∣
∞∑
k=0
a(k + α)(k + α)−s − p(s)
∣∣∣∣∣ < ε2 . (44)
From Lemma 14 it follows that
max
s∈M
∣∣∣∣∣
∞∑
k=N1+1
a(k + α)(k + α)−s
∣∣∣∣∣ < ε2 , (45)
provided N1 has been chosen sufficiently large. Our final result follows from the
inequalities (44) and (45) and the triangle inequality.
6 Other lemmas
We would like to obtain an n-dimensional version of Lemma 14, but before proving
this we prove some preliminary variants. First an averaged form of an “additive
version”.
Lemma 15. Suppose that aj : N+ αj → C is a function of type (N,χj) where χj is
a character of modulus qj for j = 1, 2. Then for any N ≤ N1 ≤ N2 and 0 ≤ r0 we
have that
max
(s1,s2)∈M2
∣∣∣∣∣
r0+q1−1∑
r=r0
N2∑
n=N1
a1(n + α1)a2(n+ r + α2)
(n+ α1)s1(n+ r + α2)s2
∣∣∣∣∣≪ε N ε−2η−11 .
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Proof. We use a similar method as we used to prove Lemma 14 to treat the right
hand side of Eq. (62). By the change of summation k = n+ r the sum in our Lemma
may be written as
(∗) =
r0+q1−1∑
r=r0
N2+r∑
k=N1+r
a1(k − r + α1)a2(k + α2)
(k − r + α1)s1(k + α2)s2 .
Changing the interval of integration in k from N1+ r ≤ k ≤ N2+ r to N1+ r0 ≤ k ≤
N2 + r0 gives us an error term
(∗) =
r0+q1−1∑
r=r0
N2+r0∑
k=N1+r0
a1(k − r + α1)a2(k + α2)
(k − r + α1)s1(k + α2)s2 +O(q
2
1N
−2η−1
1 ).
Since assuming otherwise just corresponds to a shift of summation intervals we may
without loss of generality assume that 0 < αj < 1. Let
αj =
cj
dj
, GCD(cj, dj) = 1,
where dj ∈ Z+ and 1 ≤ cj ≤ dj if αj if rational and dj = 1, cj = αj if αj is
transcendental. We consider
∆r0(X) =
q2∑
r=0
Ir(X), (46)
where
Ir(X) =
X+r0∑
n=N1+r0
a1(n− r + α1)a2(n+ α2).
By Eq (36) and (37) we may rewrite the sum
Ir(X) =
∑
kj∈Aj
b1(k1)b2(k2)a1(k1)a2(k2)χ1(d1k1)χ2(d2k2)ψk1,k2(r;X), (47)
where
ψk1,k2(r;X) =
∑
N1+r0≤k≤X+r0
(n−r)d1+c1≡0 (mod k1)
nd2+c2≡0 (mod k2)
χ1((n− r)d1 + c1)χ2(nd2 + c2),
and where Aj = {k ∈ Z : GCD(k, qj) = 1 : P+(k) ≤ logN0}, where P+(k) denote
the largest prime of k if αj is rational, and Aj = {1} if αj is transcendental. Let
Λ = LCM(k1, k2).
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Since both cj and dj as well as dj and qj are coprime for j = 1 and j = 2 it follows
that either there are unique solutions to the congruences
(n− r)d1 + c1 ≡ 0 (mod k1) nd2 + c2 ≡ 0 (mod k2)
which gives us a unique solution
n ≡ br (mod Λ)
or there is no solution at all (which happen if dj and kj is not coprime for j = 1 or
j = 2). In case there is no solution the sum is empty so that
Ψk1,k2(r;X) = 0 (48)
In case there is a solution we may furthermore find a solution to the congruences
(n− r)d1 + c1 ≡ m1k1 (mod k1q2) and nd2 + c2 ≡ m2k2 (mod k2q1)
with
0 ≤ Br < Λq1q2
where
br ≡ Br (mod Λ),
and where
mjkj ≡ cj (mod dj), (j = 1, 2) (49)
Because kj and dj is now assumed to be coprime there is a solution mj for the
congruence (49). It follows that
Br ≡ mjkj − cj
dj
(mod qj)
for j = 1, 2 so that
Br ≡ B (mod q1q2)
is a constant with respect to r. The sum may now be written as
ψk1,k2(r;X) =
⌊(X+r0−Br)/Λ⌋∑
k=⌈(N1+r0−Br)/Λ⌉
χ1((Λk +B − r)d1 + c1)χ2((Λk +B)d2 + c2),
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When we replace the summation interval from (N1+r0−Br)/Λ < k < (X+r0−Br)/Λ
to (N1+r0)/Λ < k < (X+r0)/Λ, the resulting sum will differ by at most 2q1q2 terms
so that if
ψ∗k1,k2(r;X) =
⌊(X+r0)/Λ⌋∑
k=⌈(N+r0)/Λ⌉
χ1((Λk +B)d1 + c1)χ2((Λk +B + r)d2 + c2),
then by the triangle inequality it follows that∣∣ψk1,k2(r;X)− ψ∗k1,k2(r;X)∣∣ ≤ 2q1q2. (50)
Let us now take the average with respect to r. We get that
q1−1∑
r=0
ψ∗k1,k2(r;X) =
q1−1∑
r=0
⌊(X+r0)/Λ⌋∑
k=⌈(N+r0)/Λ⌉
χ1((Λk +B − r)d1 + c1))χ2((Λk +B)d2 + c2),
which by changing the summation order equals
⌊(X+r0)/Λ⌋∑
k=⌈(N+r0)/Λ⌉
χ2((Λk +B)d2 + c2)
q1−1∑
r=r0
χ1(−rd1 + (Λk +B)d1 + c1) = 0, (51)
where we have used that χ1 is a nonprincipal character mod q1, and that d1 and q1
are coprime, so that the inner summation is over all residues mod q1. From (51), (50)
and by using (48) if dj and kj is not coprime for j = 1 or j = 2 it follows that∣∣∣∣∣
q1−1∑
r=0
ψk1,k2(r;X)
∣∣∣∣∣ ≤ 2q21q2. (52)
It follows by (46), (47), (52), the triangle inequality, the fact that the multiplicative
function |bj(k)| ≤ 2 and the fact that the number of kj ∈ Aj less than X can be
bounded by |Aj ∩ [0, X ]| ≤ Ψ(X, logN0) that
|∆r0(X)| ≤ 8q21q2(Ψ(X, logN0))2 ≤ 8q21q2Xε, (53)
where the last inequality follows by (35), the estimate of number without large prime
factors. From (53) it follows by partial summation in a similar manner as in the proof
of Lemma 14 that
max
(s1,s2)∈M2
∣∣∣∣∣
r0+q1−1∑
r=r0
N2+r0∑
k=N1+r0
a1(k + α1 − r)a2(k + α2)
(k + α1 − r)s1(k + α2)s2
∣∣∣∣∣
≤ C(ε)(1 + |s1|)(1 + |s2|)(N1 − r0)ε−Re(s1+s2),
which concludes the proof of Lemma 15.
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Lemma 16. Let η and M be defined by (3). Suppose that α1, α2 are transcendental
and rational numbers. Suppose that χj is permissible with respect to αj and of modulus
qj for 1 ≤ j ≤ m and such that q1 and q2 are coprime. Then, for any ε > 0 there
exist an N0 such that if N0 ≤ N1 ≤ N2 and aj is of type (N1, χj) then
max
s∈M2
∣∣∣∣∣
∑
N1≤k1<k2≤N2
2∏
j=1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣ ≤ N−1/2−η+ε1 .
We note that the condition that q1 and q2 are coprime is essential since the Lemma
does not hold in case a1(n) = χ(n) and a2(n) = χ(n) for any character χ mod q.
Proof. We first use a dyadic decomposition with In = [2
n, 2n+1] ∩ Z ∩ [N1, N2]. It is
clear that for N1 ≥ 1 we get that
∑
N1≤k1<k2≤N2
2∏
j=1
aj(kj + αj)
(kj + αj)sj
=
∑
0≤n1<n2
∑
k1∈In1
∑
k2∈In2
2∏
j=1
aj(kj + αj)
(kj + αj)sj
+
∞∑
n=0
∑
max(2n,N1)≤k1<k2≤min(2n+1,N2)
2∏
j=1
aj(kj + αj)
(kj + αj)sj
.
(54)
The absolute value of the first term on the right hand side of (54) can be bounded
by CεN
2ε−1−2η
1 by Lemma 14 for any (s1, s2) ∈ M2. It is sufficient to prove that the
second sum in (54) is bounded by N
−1/2−η+ε
1 for (s1, s2) ∈ M2 if N1 is sufficiently
large. But these sums are of the same type as in the current lemma, with the
additional assumption that the upper bound is less than twice the lower bound in
the summation. Hence without loss of generality we may assume N2 ≤ 2N1 since the
general case of Lemma 16 will follow from this special case. From now on we will
thus assume that N2 ≤ 2N1. Let us define
Λj(x; sj) =
∑
N1≤k<x
aj(k + αj)
(k + αj)sj
, (55)
for j = 1, 2 and
Λ(X ; s) =
∑
N1≤k1<k2≤min(X,N2)
2∏
j=1
aj(kj + αj)
(kj + αj)sj
. (56)
With this terminology the statement of the Lemma can be written as
max
s∈M2
|Λ(N2; s)| ≤ N−1/2−η+ε1 , (57)
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provided N0 = N0(ε) has been chosen sufficiently large. We can write the following
formula
Λ(X +∆; s)− Λ(X ; s) = Λ1(X ; s)(Λ2(X +∆; s1)− Λ2(X ; s2)) +
∞∑
d=1
2d−1∑
j=1
Td,j(X ; s)
(58)
where
Td,j(X ; s) =
(
Λ1
(
X +
(2j − 1)∆
2d
; s1
)
− Λ1
(
X +
(2j − 2)∆
2d
)
; s1
)
×
×
(
Λ2
(
X +
2j∆
2d
; s2
)
− Λ2
(
X +
(2j − 1)∆
2d
)
; s2
)
,
and where the first term in (58) comes from the case where N1 ≤ k1 < X and where
the second term from the dyadic division of X ≤ k1 < k2 ≤ X +∆ illustrated by the
figure
X +∆
X +∆
X
X
k1
k2
d = 1
j = 1
d=2
j=2
d=2
j=1
d=3
j=1
d=3
j=2
d=3
j=3
d=3
j=4
By Lemma 14 it follows that
max
sj∈M
|Λj(X +∆; s)− Λj(X ; s)| ≪ε Xε−η−1/2, (j = 1, 2).
It also follows that
max
s∈M2
|Td,j(X ; s)| ≪ε X2ε−2η−1.
37
This allow us to bound the sum for small d (this corresponds to pairs (k1, k2) in the
original sum that are far from the diagonal) in (58) and by the triangle inequality we
get that
max
s∈M2
|Λ(X +∆; s)− Λ(X ; s)| ≪ε 2MN ε−2η−11 +
∣∣∣∣∣∣
∞∑
d=M
2d−1∑
j=1
Td,j(X ; s)
∣∣∣∣∣∣,
(
N1
2
≤ X
)
(59)
We will treat the case of large d (this corresponds to pairs (k1, k2) in the original sum
that are close to the diagonal) with Lemma 15. Before proceeding to treat this case
we notice that by the definitions (55),(56) we have that
Λ(N2; s) =
∑
N1≤k1<k2≤N2
2∏
j=1
aj(kj + αj)
(kj + αj)sj
= Λ(M2; s)− Λ(M1; s)
whenever M1 ≤ N1 and N2 ≤M2. Thus
Λ(N2; s) =
1
H
∫ N1
N1−H
(Λ(X +∆; s)− Λ(X ; s)) dX, (60)
where
H =
N2 −N1
2M − 1 , ∆ = 2
MH. (61)
since X+∆ ≥ N2 and X ≤ N1 whenever X is in the interval of integration. It follows
that
J(s) =
1
H
∫ N1
N1−H

 ∞∑
d=M
2d−1∑
j=1
Td,j(X ; s)

dX = ⌊H⌋∑
r=1
(
1− r
H
)
ξr(s), (62)
where
ξr(s) =
N2−H∑
n=N1
a1(n + α1)a2(n+ α2 + r)
(n+ α1)s1(n+ α2 + r)s2
.
We now write the sum as follows
J(s) =
⌊H⌋∑
r=1
(
1− q1
H
⌊
r
q1
⌋)
ξr(s) +
1
H
⌊H⌋∑
r=1
(
q1
⌊
r
q1
⌋
− r
)
ξr(s). (63)
By Lemma 15 the first sum in (63) can be estimated by
max
s∈M2
∣∣∣∣∣∣
⌊H⌋∑
r=1
(
1− q1
H
⌊
r
q1
⌋)
ξr(s)
∣∣∣∣∣∣≪ε HN ε−2η−11 . (64)
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By dividing the second sum in (63) into residue classes mod q1 and using
max
s∈M
q1∑
j=1
∣∣∣∣∣∣∣∣
∑
r≤H
r≡j (mod q1)
a2(n+ α2 + r)
(n+ α2 + r)s2
∣∣∣∣∣∣∣∣
≪ε nε−1/2−η,
which since q1 and q2 is coprime is a consequence of applying Lemma 14 with α =
(j + α2)/q1, we obtain after summing over n that
max
s∈M2
∣∣∣∣∣∣
1
H
⌊H⌋∑
r=1
(
q2
⌊
r
q2
⌋
− r
)
ξr(s)
∣∣∣∣∣∣≪ε
N ε−2η1
H
. (65)
The equation (63), the inequalities (64), (65) and the triangle inequality implies that
max
s∈M2
|J(s)| ≪ε HN ε−2η−11 +
N ε−2η1
H
. (66)
Now (61) and the initial assumption that N2 ≤ 2N1 implies that H ≤ N121−M . By
combining (60) and the inequalities (59) and (66) it follows that
max
s∈M2
|Λ(N2; s)| ≪ε 2MN ε−2η−11 +N ε−2η1 2−M .
This inequality together with the choice of
M =
1
2
⌈log2N1⌉,
where log2 x denote the logarithm with base 2 implies that
max
s∈M2
|Λ(N2; s)| ≤ CεN ε−2η−1/21 ,
for some Cε > 0. The choice N0 = ⌈C−1/ηε ⌉ implies the inequality (57) which concludes
the proof of Lemma 16.
Lemma 17. Let η andM be defined by (3). Suppose that {αj}mj=1 are transcendental
and rational numbers. Suppose that χj is permissible with respect to αj and of modulus
qj for 1 ≤ j ≤ m and such that qj and qj+1 are coprime for 1 ≤ j ≤ m − 1. Then,
for any ε > 0 there exist an N0 such that if N0 ≤ N1 ≤ N2 and aj is of type (N1, χj)
then
max
s∈Mm
∣∣∣∣∣
∑
N1≤k1<···<km<N2
m∏
j=1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣ ≤ N−1/2−η+ε1 ,
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Proof. We give a proof by strong induction where we need two base cases, m = 1 and
m = 2
Base case m = 1: This is a consequence of Lemma 14 and the definition of the set
M ( Eq. (3)).
Base case m = 2: This is Lemma 16.
Induction step: As an induction hypothesis we assume that the Lemma holds for
each positive integer strictly less than m = p. Assume that m = p + 1 ≥ 3 and
choose some 1 < v < p + 1. Without loss of generality we may assume that
0 < ε < 2η and choose N0 sufficiently large so that
∞∑
k=N0
(k + αv)
−1/2−ηk−1/2−η+ε ≤ 1. (67)
Let us rewrite the summation (with k = kv) as∣∣∣∣∣∣
∑
N1≤k1<···<kp+1<N2
p+1∏
j=1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣ =∣∣∣∣∣∣
N2∑
k=N1
av(k + αv)
(k + αv)sv

 ∑
N1<k1<···kv−1<k
aj(kj + αj)
(kj + αj)sj



 ∑
k<kv+1<···kp+1<N2
aj(kj + αj)
(kj + αj)sj


∣∣∣∣∣∣.
By the triangle inequality and by using the facts that sv ∈ M and av is a uni-
modular function on the first factor in each term, and the induction hypothesis
on the second two factors in each term this can be bounded for each choice of
(s1, . . . , sm) ∈Mm in absolute values by
≤
N2−1∑
k=N1
1
(k + αv)1/2+η
×N−1/2−η+ε1 × k−1/2−η+ε
= N
−1/2−η+ε
1
N2∑
k=N1
(k + αv)
−1/2−ηk−1/2−η+ε ≤ N−1/2−η+ε1 ,
where the last inequality follows from (67) since N1 ≥ N0.
A consequence of Lemma 17 which is useful in the proof of the fundamental
Lemma and will also find its use in the proof of Lemma 8 is the following result.
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Lemma 18. Let α > 0 be a transcendental or rational number and let a : N+α→ C
be of type (N0, χ). Then for any ε > 0 there exist a C(ε) > 0 such that
∑
0≤k1<···<kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= ζa(s;α) + Ea,N(s;α),
where ζa(s;α) is an analytic function on Mn and
max
s∈Mn
|Ea,N(s;α)| ≤ C(ε)N ε−1/2−η, (N ∈ Z+).
Proof. It is sufficient to prove that
max
s∈Mn
∣∣ζ [N1]
a
(s;α)− ζ [N ]
a
(s;α)
∣∣ ≤ C(ε)N ε−1/2−η, (1 ≤ N < N1) (68)
where
ζ [N ]
a
(s;α) =
∑
0≤k1<···<kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
,
since the condition (68) gives us a Cauchy sequence and thus the sequence
lim
N→∞
ζ [N ]
a
(s;α) = ζa(s;α)
is uniformly convergent to an analytic function on Mn and the Lemma follows from
(68) when taking the limit N1 → ∞. We now use a proof by induction to prove the
estimate (68). The base case n = 1 is an immediate consequence of Lemma 14. As
the induction assumption we assume that (68) is true for n = p. By dividing the sum
occurring in (68) for n = p+ 1 according to how many kj are greater than N we get
ζ [N1]
a
(s;α)− ζ [N ]
a
(s;α)
=
p∑
v=1
( ∑
1≤k1<···<kv≤N
v∏
j=1
aj(kj + αj)
(kj + αj)sj
) ∑
N<kv+1<···<kp+1≤N1
p+1∏
j=v+1
aj(kj + αj)
(kj + αj)sj

.
By the induction assumption the first factor in the sum is bounded on Mv and by
Lemma 17 the second factor is bounded by BN
ε−η−1/2
1 whenever (sv+1, . . . , sp+1) ∈
Mp+1−v for some constant B > 0. This concludes our proof.
Lemma 19. Suppose that {αj}nj=1 are transcendental and rational numbers such that
χj is permissible with respect to αj and of modulus qj such that qj and qj+1 are coprime
for 1 ≤ j ≤ n−1 and let 1 ≤ j0 ≤ n. Then, for any ε∗ > 0 there exist an N0 such that
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if N0 < N1 ≤ N2 and aj is of type (N2, χj) if j = j0 and of type (N1, χj) otherwise,
then
max
1≤v<w≤n
max
s∈Mm
∣∣∣∣∣
∑
N1≤kv<···<kw<N2
w∏
j=v
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣ < (1 + ∆)ε∗,
where
∆ = max
s∈Mn
∣∣∣∣∣
N2∑
k=N1
aj0(k + αj0)
(k + αj0)
s
∣∣∣∣∣.
Proof. First choose N0 sufficiently large such that
∞∑
k=N0
(k + αj0)
−1/2−ηk−1/2 < ε∗ (69)
and such that Lemma 17 holds for that choice of N0 with ε = η. Assume that
1 ≤ v < w ≤ n is given and consider the sum
(∗) =
∑
N1≤kv<···<kw<N2
w∏
v=1
aj(kj + αj)
(kj + αj)sj
We have the following possibilities
1. j0 6∈ [v, w]: In this case the inequality follows trivially from Lemma 17, in fact we
get the stronger result |(∗)| ≤ N−1/2−η+ε0 < ε∗, provided that N0 has been chosen
sufficiently large.
2. j0 = v. This case follows by rewriting the sum and applying the triangle inequality
|(∗)| =
∣∣∣∣∣∣
N2∑
k=N1
av(k + αv)
(k + αv)sv

 ∑
k<kv+1<···kw<N2
aj(kj + αj)
(kj + αj)sj


∣∣∣∣∣∣
≤
N2∑
k=N1
|k + αv|−1/2−ηkε−η−1/2 ≤ ε∗,
where the inequality for the first factor follow from the fact that aj is unimodular
and sj ∈M, where the inequality for the second factor follows by Lemma 17, and
the final inequality follows from (69).
3. v < j0 < w: In the same way as in the induction step in the proof of Lemma 17
the sum can be rewritten as (∗) =
N2∑
k=N1
aj0(k + αj0)
(k + αj0)
sj0

 ∑
N1<kv<···kj0−1<k
aj(kj + αj)
(kj + αj)sj



 ∑
k<kj0+1<···kw<N2
aj(kj + αj)
(kj + αj)sj

.
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We now apply the triangle inequality. Since aj is unimodular and sj ∈ M the
first factor in each term can be bounded by (k+αj0)
−1/2−η. The second factor in
each term is bounded by N
−1/2−η+ε
1 ≤ 1 if v < j0 by Lemma 17. The third factor
in each term is bounded by k−1/2−η+ε by Lemma 17. Since N1 ≥ N0 it follows by
(69) that
|(∗)| ≤
N2∑
k=N1
(k + αj0)
−1/2−η × 1× k−1/2 ≤ ε∗.
4. j0 = w: This is the most difficult case to treat. We rewrite the sum in the last
variable as ∑
kw−1<kw
aw(kw + αw)
(kw + αw)sw
= ∆(sw)−
∑
N1≤kw≤kw−1
(kw + αw)
−sw ,
where
∆(s) =
N2∑
k=N1
aw(k + αw)
(k + αw)s
.
and we can now write the sum (∗) as
(∗) = ∆(s)
∑
N1≤kv<···<kw−1≤N2
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
−
∑
N1≤kv<···<kw−1≤N2
N1≤kw≤kw−1
w∏
j=1
aj(kj + αj)
(kj + αj)sj
(kw + αw)
−sw , (70)
The first term on the right hand side of (70) can be estimated as∣∣∣∣∣∣∆(s)
∑
N1≤kv<···<kw−1≤N2
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣ < ∆ε∗ (71)
by Lemma 17 provided N0 has been chosen sufficiently large. The second term in
the right hand side of (70) can be rewritten as
∑
N1≤kv<···<kw−1≤N2
N1≤kw≤kw−1
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
=
∑
N1≤kv<···<kw−2<kw<kw−1≤N2
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
+ (⋆), (72)
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where
(⋆) =
∑
N1≤kv<...<kw−2<kw−1
N1≤kw≤kw−2
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
.
The absolute value of the first term is less than ε∗/2 by step 2 (j0 < w) in the
proof of this result since we have rearranged the kj and ε
∗ can be chosen arbitrarily
small. In case w− v = 3 then |(⋆)| can be estimated in a similar manner by ε∗/2.
In case w − v ≥ 4 we rewrite the final term (with k = kw−2) as
(⋆) =
∑
N1≤kv<...<kw−2<kw−1
N1≤kw≤kw−2
w−1∏
j=v
aj(kj + αj)
(kj + αj)sj
=
N2∑
k=N1
aw−2(k + αw−1)
(k + αw−2)sw−2
×
×

 ∑
N1≤kv<...<kw−3<k
w−3∏
j=v
aj(kj + αj)
(kj + αj)sj

×
×

 ∑
k<kw−1≤N1
aw−1(kw−1 + αw−1)
(kw−1 + αw−1)sw−1

( ∑
N1≤kw≤k
aw(kw + αw)
(kw + αw)sw
)
The absolute value of the first factor in the sum can be estimated by k−1/2−η, the
second and the third term can be estimated by Lemma 17 by k−1/2−η+ε, and the
fourth term can be estimated by 2k1/2−η. It follows that
|(⋆)| ≤
N2∑
k=N1
k−1/2−η × k−1/2−η+ε × k−1/2−η+ε × 2k1/2−η = 2
N2∑
k=N1
k−1−2η+2ε ≤ ε
∗
2
(73)
provided that 0 < ε < η and N0 is sufficiently large. The final result follows from
estimates (70), (71), (72), (73) and the triangle inequality.
The following combinatorial lemma will be crucial for our argument.
Lemma 20. Let K ⊂ C \ {0} be a compact set, C > 0, n ≥ 2 and let p(s) be a
polynomial in n variables. Then there exists some monomials qj,mj(sj), integer M
and a sequence {jm}Mm=1 with jm ∈ {1, . . . , n} so that
p(s) =
∑
1≤m1<···<mn≤M
n∏
j=1
qj,mj (sj), (74)
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and
∑
1≤mv<···<mn≤M
n∏
j=v
qj,mj(sj), (2 ≤ v ≤ n),
and such that qj,m(s) = 0 if j 6= jm. Furthermore we can choose the monomials such
that the sums
N∑
m=1
qj,m(s)
for 1 ≤ N ≤ M and 1 ≤ j ≤ n are also monomials and either
min
s∈K
∣∣∣∣∣
N∑
m=1
q1,m(s)
∣∣∣∣∣ > C or
N∑
m=1
q1,m(s) = 0, (75)
for 1 ≤ N ≤ M and
max
s∈K
∣∣∣∣∣
N∑
m=1
qj,m(s)
∣∣∣∣∣ ≤ 1, (76)
for 1 ≤ N ≤ M and 2 ≤ j ≤ n.
Proof. First we will prove the result without the final condition. Assume that
p(s) =
L∑
l=1
al
n∏
j=1
s
cj,l
j .
The result follows by choosing N = (2n− 1)L− 1 and
qj,(2n−1)l+j−1(sj) = s
cj,l
j , qj,(2n−1)l−j+1(sj) = −scj,lj , (2 ≤ j ≤ n, 1 ≤ l ≤ L),
q1,(2n−1)l(s1) = als
c1,l
1 , q1,(2n+1)l(s1) = −alsc1,l1 , (1 ≤ l ≤ L).
To prove the result with those conditions we notice that it is sufficient to multiply
the monomials qj,mj(sj) for 1 ≤ j ≤ n − 1 and 1 ≤ mj ≤ M by some sufficiently
large constant B and divide the monomials qn,mn(sn) for 1 ≤ mn ≤ M by Bn. This
assures that (75) and (76) are true while not changing the sum given in (74).
By the construction in the proof of Lemma 20 for the polynomial q(s1, s2) =
s2 + s1 + s
2
1s
2
2 we arrive at N1 = 11 and Table 1. The final step in the lemma to
assure that the final conditions are satisfied gives us
m 1 2 3 4 5 6 7 8 9 10 11
q1,m(s1) 0 B 0 −B 0 Bs1 0 −Bs1 0 Bs21 0
q2,m(s2) −s2
B
0
s2
B
0 − 1
B
0
1
B
0 −s
2
2
B
0
s22
B
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for a sufficiently large B. It is clear that multiplying the first row by B and the
second by 1/B does not change the sum (74). Similarly for the example p(s1, s2, s3) =
1 + s1s2s3 the first construction (when B = 1) in the proof of the lemma gives us
m 1 2 3 4 5 6 7 8 9 10 11
q1,m(s1) 0 0 1 0 0 −1 0 0 s1 0 0
q2,m(s2) 0 −1 0 1 0 0 0 −s2 0 s2 0
q3,m(s3) −1 0 0 0 1 0 −s3 0 0 0 s3
7 A proof of the fundamental lemma, Lemma 7
Initial step: To prove the fundamental lemma we need to show that there exist
some functions aj : N+ αj → C of type (χj , N∗) such that for any N ≥ N∗ then
max
s∈Mn
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε. (77)
We first use Lemma 1 to find functions aj on N+αj of type (L0, χj) for j = 1, . . . , n
and numbers A0, where A0 can be chosen as the maximum of the n different A’s
that appears in Lemma 1, and L0 can be chosen as the maximum of the n different
N1’s that comes from the use of Lemma 1 with N0 = 0 and ε = 1 such that
max
1≤j≤n
max
s∈M
∣∣∣∣∣
∞∑
k=0
aj(k + αj)
(k + αj)s
− A0 − 3
∣∣∣∣∣ < 1, (78)
By Lemma 18 it follows that
lim
N→∞
∑
0≤k1<···<kn<N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= g(s),
(
Re(sj) >
1 + η
2
)
, (79)
where g is an analytic function on {s ∈ C : Re(s) > 1
2
}n where the convergence is
uniform on Mn and that for some constant B > 0 we have that
max
j=1,...,n
sup
m≥0
max
s∈M
∣∣∣∣∣
m∑
k=1
aj(k + αj)
(k + αj)s
∣∣∣∣∣ ≤ B, (80)
and
max
1≤l≤n
sup
m≥0
max
s∈Ml
∣∣∣∣∣
∑
0≤k1<···<kl<m
l∏
j=1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣ ≤ B. (81)
By the Oka-Weil theorem we can approximate the function p−g by a polynomial
q so that
max
s∈Mn
|q(s)− (p(s)− g(s))| < ε
3
. (82)
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We now apply Lemma 20 on the polynomial q with K =Mn and
C ≥ B + 2A0 + 1, (83)
ensuring that the functions we need to estimate in a later step have sufficiently
large minimum value to allow us to use Lemma 1. This means that we have
monomials qkj ,j(sj) and an integer M so that
q(s) =
∑
1≤m1<···<mn≤M
n∏
j=1
qj,mj(sj), (84)
and
∑
1≤mv<···<mn≤M
n∏
j=v
qj,mj(sj) = 0, (2 ≤ v ≤ n). (85)
Define
∆ = max
1≤m≤M
max
1≤j≤n
max
s∈M
|qj,m(s)|. (86)
where N0 is the constant that comes from the application of Lemma 19 with
ε∗ = min
(
1,
ε
3n(1 +Bn)(2(M + 1)(∆ + 1))n
)
. (87)
By (79) and Lemma 18 there exist some sufficiently large N0 > max(L0, N0) such
that
max
s∈Mn
∣∣∣∣∣
∑
0≤k1<···<kn<N0
n∏
j=1
aj(kj + αj)
(kj + αj)sj
− g(s)
∣∣∣∣∣ < ε3 , (88)
and
max
1≤j≤n
max
s∈M
∣∣∣∣∣
∞∑
k=N0
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣ < 1. (89)
By the definition of ζ
[N ]
a (s;α) as a multiple sum; equation (15); it can be rewritten
as
ζ [N ]
a
(s;α) =
n∑
v=1
Av(s)Bv(s), (90)
where
A1(s) = 1, Av(s) =
∑
0≤k1<···<kv−1<N0
v−1∏
j=1
aj(kj + αj)
(kj + αj)sj
, (2 ≤ v ≤ n), (91)
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and
Bv(s) =
∑
N0≤kv<···<kn<N
n∏
j=v
aj(kj + αj)
(kj + αj)sj
. (92)
Let us furthermore define
Qj,m(s) =
∑
0≤k≤N0
aj(k + αj)(k + αj)
−s +
m∑
l=1
qj,l(s) (93)
By the triangle inequality, the inequalities (81), (78), (89) and (75) it follows that
min
s∈M
|Qj,m(s)| ≥ A0. (94)
The same inequality also follows from (83), (81), (78), (89) and (76). Since either
(75) or (76) holds we know that (94) holds for each 1 ≤ j ≤ n and 1 ≤ m ≤ M .
By (93) it is also clear that
qj,m(s) = Qj,m(s)−Qj,m−1(s). (95)
Recursion step: We now define Nm > Nm−1 for 1 ≤ m ≤ M recursively; at each
step redefining the ajm(k+αjm) for k ≥ Nm−1 by use of Lemma 1 on the functions
Qjm,m(s) which by (94) fulfills the necessary conditions and letting Nm be the N1
that appears in the application of Lemma 1 so that we have
max
s∈M
∣∣∣∣∣
∑
0≤k<Nm
aj(k + αjm)
(k + αjm)
s
−Qjm,m(s)
∣∣∣∣∣ < ε∗ (96)
and
sup
Nm≤N2<N3
max
s∈M
∣∣∣∣∣
N3∑
n=N2
ajm(n + αjm)
(n+ αjm)
s
∣∣∣∣∣ < ε∗, (97)
where ε∗ is given by (87). After the final redefinition of the aj to N + αj the
inequalities (96) and (97) imply together with the triangle inequality and (95)
that
max
s∈M
∣∣∣∣∣∣
∑
Nm−1≤k<Nm
aj(k + αj)
(k + αj)s
− qj,m(s)
∣∣∣∣∣∣ < 2ε∗, (98)
for 1 ≤ m ≤M and 1 ≤ j ≤ n.
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Conclusion step: We now choose N∗ = NM . It is clear that each function aj :
N+αj → C after its final redefinition can be viewed as a function of type (N∗, χj).
For notational convenience we let NM+1 = N > NM . The terms Bv(s) defined
by (92) can be written as
Bv(s) =
∑
1≤mv≤···≤mn≤M+1
∑
kv<···<knNmj−1≤kj<Nmj
n∏
j=v
aj(kj + αj)
(kj + αj)sj
(99)
It follows by (98) and (86) that for 1 ≤ v ≤ n that∣∣∣∣∣∣∣∣
∑
0≤kv<···<kn
Nmj−1≤kj<Nmj
n∏
j=v
aj(kj + αj)
(kj + αj)sj
−
n∏
j=v
qj,m(sj)
∣∣∣∣∣∣∣∣
< (n− v + 1)ε∗(2(∆ + ε∗))n−v,
(100)
in case we are summing from different intervals, i.e. mv < · · · < mn. In case
we allow mj = mj+1 for some v ≤ j ≤ n − 1 then the same result follows from
Lemma 19 and the fact that at least one of qj,mj(s1) and qj+1,mj (s2) is identically
zero so the product is also zero. From (99) and (100) and using the fact that we
have chosen ε∗ ≤ 1 in (87) we see that∣∣∣∣∣Bv(s)−
∑
1≤mv<···<mn≤M
n∏
j=v
qj,m(sj)
∣∣∣∣∣ < n(2(M + 1)(∆ + 1))nε∗. (101)
By (84) and (101) we get the inequality
max
s∈Mn
|B1(s)− q(s)| < n(2(M + 1)(∆ + 1))n ε∗,
and by (85) and (101) we have
max
s∈Mn
|Bv(s)| < n(2(M + 1)(∆ + 1))n ε∗, (2 ≤ v ≤ n).
By (91) and (80) we find that |Av(s)| ≤ B when s ∈Mn. It follows that
max
s∈Mn
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε
3
(102)
since by (90) and (91) and the triangle inequality the left hand side in of (102)
can be bounded by(
n(2(M + 1)(∆ + 1))n +
n∑
v=2
Bn(2(M + 1)(∆ + 1))n
)
ε∗
which by the definition of ε∗ in (87) is bounded by ε/3. Finally we notice that
the estimates (82), (88), (102) together with the triangle inequality implies (77)
which concludes the proof of Lemma 7.
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8 Proof of Lemma 8
Let us assume that a = (a1, . . . , an) and that aj is a completely multiplicative uni-
modular function on N + αj . If αj is rational then aj is determined on its values on
the primes. Assume that
aj(p) = e
2piiθj,p
if αj is rational and that
aj(k + αj) = e
2piiθj,k
if αj is transcendental where θj,p, θj,k ∈ [0, 1). Let us assume that 0 < δ ≤ 1 and let
‖x‖ denote the distance between x and its nearest integer and define
Bj,N,T (δ) =
⌊N−αj⌋⋂
k=0
{
0 ≤ t ≤ T :
∥∥∥∥ t2π log(k + αj) − θj,k
∥∥∥∥ < δ2
}
, (103)
for 1 ≤ j ≤ n if αj is transcendental and
Bj,N,T (δ) =
⋂
p∈Pj(N)
{
0 ≤ tj ≤ T :
∥∥∥∥ t2π log(p) − θj,p
∥∥∥∥ < δ2
}
, (104)
if αj is rational, where we choose
Pj(N) = {p ≤ N : p prime},
if 1 ≤ j ≤ n− 1, and
Pn(N) = P,
where P is a finite set of primes such that
{p ≤ N : p prime} ⊆ P.
Furthermore, if αj is rational we let
P ′j(N) = {p : p prime} \ Pj(N),
and let Aj(N) and Bj(N) denote the multiplicative semigroups generated by Pj(N)
and P ′j(N) respectively, so that Aj(N) consists of positive integers with all prime
factors in the set Pj(N) and Bj(N) consists of positive integers with all prime factors
in the set P ′j(N). If αj is transcendental we will let
Aj(N) = {n+ αj : 0 ≤ n ≤ N}, and Bj(N) = {1}.
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Furthermore we let Cj(N) denote the multiplicative group generated by Aj(N), so
that b ∈ Cj(N) if and only if
b =
m∏
k=1
ak
bk
for some ak ∈ Aj(N) and integers bk. It is a consequence of a theorem of Weyl [65]
(for some related results, see for example the discussion in [60, pp 55-58]) that
lim
T→∞
meas(Bj,N,T (δ))
T
=


δ⌊N−αj⌋+1, αj transcendental,
δpi(N), αj rational, and 1 ≤ j ≤ n− 1,
δ|P|, αj rational, and j = n,
(105)
when 0 < δ ≤ 1 and that
lim
δ→0
lim
T→∞
1
measBj,N,T (δ)
∫
Bj,N,T (δ)
bitdt =
{
1, b ∈ Cj(N),
0, otherwise.
(106)
Let N = (N1, . . . , Nn) and define
BN,P,T (δ) =
n∏
j=1
Bj,Nj ,T (δ). (107)
It follows from (105) and (107) that
lim
T→∞
measBN,P,T (δ)
T n
= δA, (0 < δ ≤ 1), (108)
where
A =
∑
αj rational
|Pj(Nj)|+
∑
αj transcendental
(⌊Nj − αj⌋+ 1). (109)
Furthermore we define dj as follows.
dj =
{
min{d ∈ Z+ : dαj ∈ Z+}, αj rational,
1, αj transcendental,
so that if αj > 0 is rational then αj =
cj
dj
for cj and dj coprime. With these notations
we will prove (for its proof see subsection 8.1) that
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Lemma 21. Let BN,P,T (δ) be defined by (107) and let K ⊂ Dn be a compact set. Let
α = (α1, . . . , αn) where αj > 0 be rational or transcendental numbers and let Nj ≥ 1
be integers for 1 ≤ j ≤ n. Then
lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∫
BN,P,T (δ)
∫
K
∣∣∣ζ [N ]a (s;α)− ζ [N ]1 (s+ it;α)∣∣∣2dsdt
=
∫
K
∣∣∣ζ [N ]a (s;α)− ζ1,N,Pa,N (s;α)∣∣∣2ds+∆,
where
∆ = ∆N (K,a,N,P) =
∑
b1···bn≥2
bj∈Bj(Nj)
∫
K
∣∣∣ζb,N,Pa,N (s;α)∣∣∣2ds, (110)
and
ζb,N,P
a,N (s;α) =
∑
0≤k1<···<kn≤N
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=1
aj(kj + αj)
(kj + αj)sj
(111)
We also need the following Lemma which we will prove in subsection 8.2
Lemma 22. Let the conditions on α, and K of Theorem 1 be satisfied and let aj :
N+αj → C be functions of type (N0, χj), where the order of χn is divisible by 4 if αn
is rational. Then for any ε > 0 there exists N ∈ Nn with Nj ≥ N0 for j = 1, . . . , n
and a finite set of primes P containing all primes less than Nn such that
lim sup
N→∞
|∆N(K,a,N,P)| < ε,
where ∆N(K,a,N,P) is defined in Lemma 21, and
max
s∈K
∣∣∣ζ [N ]a (s;α)− ζ1,N,Pa,N (s;α)∣∣∣ < ε.
We are now ready to prove Lemma 8.
Proof of Lemma 8. Let
Kξ = {s ∈ C : d(s,K) ≤ ξ} (112)
be a neighborhood of K where ξ > 0 is chosen sufficiently small such that Kξ ⊂Mn
and that if K satisfies (1) then also Kξ satisfies (1). In a similar way as in the proof
of Theorem 1 it is sufficient to prove that∫
Kξ
∣∣∣ζ [N ]a (s;α)− ζ [N ]1 (s+ it;α)∣∣∣2ds < ε2 (113)
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for any ε2 > 0 in order for
max
s∈K
∣∣∣ζ [N ]a (s;α)− ζ [N ]1 (s+ it;α)∣∣∣ < ε (114)
to be true for any ε > 0 since by complex analysis an estimate in L2-norm on a
slightly larger set gives approximation in sup-norm on the smaller set. It now follows
from applying Lemma 21 and Lemma 22 on the set Kξ that for some N ∈ (Z+)n
then
lim
δ→0
lim
minj Tj→∞
1
measBN,P,T(δ)
∫
BN,T(δ)
∫
Kξ
∣∣∣ζ [N ]a (s;α)− ζ [N ]1 (s+ it;α)∣∣∣2dsdt < ε22 .
Together with equation (108) and with equation (114) this implies (113) with positive
lower measure greater than 1
2
δA, where A is given in (109), and thus for suitable small
ε2 depending on ε,K, ξ also (114) follows with a positive lower measure.
8.1 Proof of lemma 21
Before we prove Lemma 21 we prove a useful Lemma.
Lemma 23. We have that
lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∫
BN,P,T (δ)
∣∣∣ζ [N ]1 (s+ it;α)∣∣∣2dt = ∑
b1···bn≥2
bj∈B(Nj)
∣∣∣ζb,N,Pa,N (s;α)∣∣∣2,
and
lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∫
BN,P,T (δ)
ζ
[N ]
1
(s+ it;α)dt = ζ1,N,P
a,N (s;α).
where 1 = (1, . . . , 1) ∈ Nn.
Proof. We divide the proof into two cases. We first prove the first part. Consider
(∗) = lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∫
BN,P,T (δ)
∣∣∣ζ [N ]1 (s+ it;α)∣∣∣2dt.
By writing the truncated zeta-functions as finite sums and integrating explicitly, we
get
(∗) = lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∑
0≤m1<···<mn≤N
0≤k1<···<kn≤N
∫
BN,P,T (δ)
×
×
n∏
j=1
aj(kj + αj)aj(mj + αj)
(kj + αj)sj(mj + αj)sj
(
mj + αj
kj + αj
)itj
dt,
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which by the definition (107) of BN,P,T (δ) as a product set can be written as
(∗) =
∑
0≤m1<···<mn≤N
0≤k1<···<kn≤N
n∏
j=1
(
aj(kj + αj)aj(mj + αj)
(kj + αj)sj(mj + αj)sj
×
× lim
δ→0
lim
T→∞
1
measBj,Nj ,T (δ)
∫
Bj,Nj ,T (δ)
(
mj + αj
kj + αj
)itj
dtj
)
.
By (103), (104) and (106) it follows that
lim
δ→0
lim
T→∞
1
measBj,Nj ,T (δ)
∫
Bj,N,T (δ)
(
mj + αj
kj + αj
)itj
dtj
=
{
aj(kj + αj)aj(mj + αj),
mj+αj
kj+αj
= a
b
, for some a, b ∈ A(Nj),
0, otherwise,
or in other words, we get the expected contribution if and only if dj(mj +αj)b
−1
j = a
and dj(kj + αj)b
−1
j = b for some a, b ∈ Aj(N). Thus the sum (∗) can be written as
required. We now proceed to prove the second part. Similarly as above we get by
expanding the sum that
1
measBN,P,T (δ)
∫
BN,P,T (δ)
ζ
[N ]
1
(s+ it;α)dt
=
∑
0≤k1<···<kn≤N
n∏
j=1
(
(kj + αj)
−sj lim
δ→0
lim
T→∞
1
measBj,Nj ,T (δ)
∫
Bj,Nj ,T (δ)
(kj + αj)
−itjdtj
)
.
When dj(kj + αj)b
−1
j ∈ A(Nj) it follows by (103), (104) and (106) that the last limit
in the equation above will equal aj(kj + αj), whereas otherwise it will be zero. This
concludes the proof of the second part.
Proof of Lemma 21. We have that
I(s) = lim
δ→0
lim
T→∞
1
measBN,P,T (δ)
∫
BN,P,T (δ)
∣∣∣ζ [N ]a (s;α)− ζ [N ]1 (s+ it;α)∣∣∣2dt
After rewriting the integrand in the standard way as |∗|2 = ∗∗ and expanding the
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integral we obtain
I(s) = lim
δ→0
lim
T→∞
1
measBN,P,T (δ)×
×
(∫
BN,P,T (δ)
∣∣∣ζ [N ]1 (s+ it;α)∣∣∣2dt+measBN,P,T (δ)∣∣ζ [N ]a (s;α)∣∣2
−ζ [N ]a (s;α)
∫
BN,P,T (δ)
ζ
[N ]
1
(s+ it;α)dt− ζ [N ]
a
(s;α)
∫
BN,P,T (δ)
ζ
[N ]
1
(s+ it;α)dt
)
.
By moving the limits inside the parenthesis and applying Lemma 23 this can be
simplified to
I(s) =

 ∑
bj∈Bj(Nj)
∣∣∣ζb,N,Pa,N (s;α)∣∣∣2

+ ∣∣ζ [N ]
a
(s;α)
∣∣2
− ζ [N ]a (s;α)ζ1,N,Pa,N (s;α)− ζ [N ]a (s;α)ζ1,N,Pa,N (s;α).
This equality may be rewritten as
I(s) =

 ∑
b1···bn≥2
bj∈Bj(Nj)
∣∣∣ζb,N,Pa,N (s;α)∣∣∣2

+
∣∣∣ζ [N ]a (s;α)− ζ1,N,Pa,N (s;α)∣∣∣2.
The lemma follows by taking the integral over the set K.
8.2 Proof of Lemma 22
Before proving Lemma 22 we need some useful lemmas. The following lemma will be
needed when we do not assume any Riemann hypothesis. Since its proof is the same
we choose to write the next joint approximation lemma in a slightly more general
form than we need since it might have some independent interest.
Lemma 24. Let χ mod q be a Dirichlet character of order divisible by 4 and let q
and d be coprime. Then given M ≥ 0, ε > 0 and analytic zero-free functions fχ∗ on
M where χ∗ are the Dirichlet characters mod d there exist some finite set of primes
P such that P contains all primes less than M and the finite Euler products
LP(s, χχ∗) =
∏
p∈P
(1− χ(p)χ∗(p)p−s)−1,
fulfill the inequality
max
χ∗ mod d
max
s∈M
|LP(s, χχ∗)− fχ∗(s)| < ε.
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Proof. Since
logLP(s, χχ∗) = −
∑
(j,d)=1
0<j<d
χ∗(j)
∑
p≡j (mod d)
p∈P
log(1− χ(p)p−s),
and
log fχ∗(s) =
∑
(j,d)=1
0<j<d
χ∗(j)Fj(s),
where
Fj(s) =
1
φ(d)
∑
χ∗ mod d
χ∗(j) log fχ∗(s),
it is sufficient to prove that for any ε1 > 0 we can find some finite set of primes P
containing all primes less than M such that
max
s∈M
max
(j,d)=1
∣∣∣∣∣∣∣∣
∑
p≡j (mod d)
p∈P
log(1− χ(p)p−s) + Fj(s)
∣∣∣∣∣∣∣∣
< ε1. (115)
Let us now assume that M1 ≥M is sufficiently large so that
max
s∈M
∑
p>M1
∣∣log(1− χ(p)p−s) + χ(p)p−s∣∣ < ε1
6
, (116)
and that
max
s∈M
∑
p>M1
∣∣(p− 2√p)−s − p−s∣∣ < ε1
6
. (117)
By Mergelyan’s theorem we can find polynomials Qj(s) such that
max
s∈M
∣∣∣∣∣∣∣∣
Qj(s)− Fj(s) +
∑
p≡j (mod d)
p≤M1
log(1− χ(p)p−s)
∣∣∣∣∣∣∣∣
<
ε1
6
. (118)
We let
Qj(s) = Pj,0(s) + iPj,1(s) (119)
where the polynomials Pj,l(s) have real coefficients. By the construction of Lemma
12 we find that there exist a subset P∗ of the primes such that if pj,l1 , pj,l2 , pj,l3 , . . . is an
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enumeration in increasing order of the primes greater than M1 that are congruent to
j mod d in P∗ and such that χ(pj,ln ) = il for l ∈ {0, 1, 2, 3} where for convenience we
denote pn = p
1,0
n such that each sequence contains approximately the same numbers
of primes ∣∣pj,ln − pn∣∣ ≤ 2√pn, (j, d) = 1, (120)
and furthermore P∗ has full density amongst the primes, which in particular implies
that
pn ∼ φ(qd)n logn. (121)
Since the polynomials Pj,l(s) defined in (119) have real coefficients it follows from the
Pechersky rearrangement theorem for real Hilbert spaces due to Mishou-Nagoshi22
[48, Proposition 2.5] that whenever ε1 > 0 then there exists some real numbers
cj,l(n) ∈ {−1, 1} and N1 > 0 such that
max
(j,d)=1
0<j<d
0≤l≤1
max
s∈M
∣∣∣∣∣
N1∑
n=1
cj,l(n)p
−s
n − Pj,l(s)
∣∣∣∣∣ < ε16 . (122)
By the triangle inequality and the inequalities (117) and (120) we have that
max
(j,d)=1
0<j<d
0≤l≤1
max
s∈M
∣∣∣∣∣
N1∑
n=1
cj,l(n)p
j,l+1−cj,l(n)
n −
N1∑
n=1
cj,l(n)p
−s
n
∣∣∣∣∣ < ε16 . (123)
It follows by (119), (122), (123) and the triangle inequality that
max
(j,d)=1
0<j<d
max
s∈M
∣∣∣∣∣
N1∑
n=1
1∑
l=0
ilcj,l(n)p
j,l+1−cj,l(n)
n −Qj(s)
∣∣∣∣∣ < 2ε13 . (124)
We now choose the set P as follows
P = {p ≤M1 : p prime}
⋃ ⋃
(j,d)=1
1⋃
l=0
N1⋃
n=1
{pj,l+1−cj,l(n)n }.
22 Similarly as in Lemma 11 it is sufficient to have a subset of the primes fulfilling (121) in order to
prove the result of Mishou-Nagoshi. It should be noted that Mishou-Nagoshi’s result has typically;
as in their original papers [48], [49]; found applications for proving universality for families of zeta-
and L-functions which have real coefficients, in the family aspect, see for example [6] and [18].
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With this choice of P it follows from (116),(124) and the triangle inequality that
max
(j,d)=1
0<j<d
max
s∈M
∣∣∣∣∣∣∣∣∣∣
∑
p≡j (mod d)
p∈P
p>M1
log(1− χ(p)p−s)−1 −Qj(s)
∣∣∣∣∣∣∣∣∣∣
<
5ε1
6
(125)
The inequality (115) now follows from (118), (125) and the triangle inequality.
Lemma 25. Let a : N + α → C be of type (N0, χ), where the order of χ is divisible
by 4, and assume that α = c
d
with c, d ∈ Z+ is a rational number. Assume that M
is given by (3). Then there exists some C > 0 such that for any M > 0 there exist a
finite set of primes P such that if A denote the set of positive integers with all prime
factors in P and B denote the set of positive integers without prime factors in P,
then ∣∣∣∣∣∣∣∣
∑
d(k+α)b−1∈A
k≥0
a(k + α)
(k + α)s
∣∣∣∣∣∣∣∣
< Cb−Re(s), (b ∈ B, s ∈M) (126)
and ∣∣∣∣∣∣∣∣
∑
d(k+α)∈A
k≥M
a(k + α)
(k + α)s
∣∣∣∣∣∣∣∣
< CM−1/2. (127)
Proof. As in the proof of Lemma 1 we will assume that
α = r + {α} = r + c
d
, (GCD(c, d) = 1, r ∈ N, 0 ≤ c < d).
By Lemma 14 it follows that the sum
ζ [N ]a (s; {α}) =
N∑
k=−r
a(k + α)
(k + α)s
is uniformly convergent to an analytic function f(s) on M as N →∞ and that
max
s∈M
∣∣∣∣∣
N∑
k=−r
a(k + α)
(k + α)s
− f(s)
∣∣∣∣∣≪ε N−ε−η−1/2. (128)
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By the same basic proof method as in the proof of Lemma 1 where we prove the
identity (39) we have the corresponding identity∑
k≥−r
d(k+α)∈A
a(k+α)(k + α)−s (129)
=
dsa(d)
φ(d)
∑
χ∗ (mod d)
χ∗(c)LP(s, χχ∗)
∏
p<N0
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
.
We may now let χ0 denote the principal character mod d and apply Lemma 24 to
find P so that
max
s∈M
∣∣∣∣∣LP(s, χχ0)− φ(d)dsa(d)
∏
p<N0
(
1− a(p)χ(p)p−s
1− χ0(p)χ(p)p−s
)(
f(s)−
−1∑
k=−r
a(k + α)
(k + α)s
)∣∣∣∣∣ < ε,(130)
and
max
χ∗ mod d
χ∗ 6=χ0
max
s∈M
|LP(s, χχ∗)| < ε, (131)
where
ε = M−1/2 min
s∈M
∣∣∣∣∣d−s
∏
p<N0
(
1− χ∗(p)a(p)p−s
1− χ∗(p)χ(p)p−s
)∣∣∣∣∣. (132)
Equation (127) now follows from the triangle inequality and (128), (129), (130), (131)
and (132). We now proceed to prove that this choice of P also gives (126). We have
∑
d(n+α)b−1∈A
n≥0
a(n+ α)
(n+ α)s
= b−s
∑
d(k+β)∈A
k≥0
a(k + β)
(k + β)s
, (133)
where β = c
d
for some (c, d) = 1. In the same way as we obtained (129) we have the
corresponding identity
∑
d(k+β)∈A
k≥−r2
a(k + β)
(k + β)s
=
dsa(d)
φ(d)
∑
χ∗ (mod d)
χ∗(c)LP(s, χχ∗)
∏
p<N0
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
(134)
for some 0 ≤ r2 ≤ r. Equation (126) now follows by (133), (134), (131), (130), (132)
and the triangle inequality.
The following Lemma follows from sparsity of smooth numbers
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Lemma 26. Assume that α is a rational number with denominator d. Suppose P is
a finite set of primes with largest prime P and that A denote the set of integers with
all prime factors in P and B denote the set of integers without prime factors in P.
Then ∑
d(k+α)b−1∈A
k≥M
1
|k + α|Re(s)
≪ε bε−Re(s), (M ≥ exp(P ), b ∈ B, s ∈M)
Proof. We have that
(∗) =
∑
d(k+α)b−1∈A
k≥M
1
|k + α|s
= dRe(s)b−Re(s)
∑
b−1(nd+c)∈A
n≥(M−c)/d
∣∣(nd+ c)b−1∣∣−Re(s)
which with kb = nd+ c gives us
(∗) ≤ db−Re(s)
∑
k∈A
k>(M−c)/(bd)
k−1/2−η, (s ∈M). (135)
By the estimate (35) of the numbers of integers without small prime factors we
find that if b <
√
M then the sum in (135) is bounded and thus (∗) ≪ b−Re(s). If
b >
√
M we may estimate the sum in (135) by a sum over all integers in A
(∗) ≤ db−Re(s)
∑
k∈A
k−1/2−η = db−Re(s)
∏
p∈P
(1− p−Re(s))−1,
≤ db−Re(s)
∏
p≤P
(1− p−Re(s))−1 ≪ db−Re(s)e
√
P ≪ bε−Re(s), (s ∈M),
since bε ≪ e
√
P if b > eP/2.
Lemma 27. Let a : N + α → C be of type (N0, χ) where α = cd and suppose that
ε > 0. Then there exists some C > 0 such that for any positive integer b ∈ B and
finite set of primes P containing all primes less than M with largest prime P then∣∣∣∣∣∣∣∣
∑
d(n+α)b−1∈A
N1≤n≤N2
a(n + α)
(n + α)s
∣∣∣∣∣∣∣∣
≤ Cb−Re(s) exp(
√
P ).
holds for all s ∈M.
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Proof. The second case is Lemma 26. We now prove the final case which in fact holds
for any finite set of primes P and for any 0 ≤ N1 ≤ N2. In this case we can estimate
the sum from above by the triangle inequality as in the proof of Lemma 26 by
dRe(s)b−Re(s)
∑
dn+l∈A
(dn+ l)−Re(s) ≤ dRe(s)b−Re(s)
∏
p≤P
(1− p−s)−1,
≪ b−Re(s)e
√
P , (s ∈M).
Lemma 28. Suppose that a : N+α→ C is of type (N0, χ), where α = cd . Furthermore
assume that the Riemann hypothesis holds for L(s, χχ∗) for all Dirichlet characters
χ∗ mod d. Then given ε > 0 there exists some C > 0 such that given any M > 0
and positive integer b there exists some M1 ≥ M such that if A is the set of positive
integers with all prime factors less than M1, then
max
s∈M
∣∣∣∣∣∣∣∣
∑
d(n+α)b−1∈A
N1≤n≤N2
a(n+ α)
(n+ α)s
∣∣∣∣∣∣∣∣
≤ C((b+N1)ε−η−1/2 + bε−η−1/2Mε−η1 ), (b ∈ B).
Proof. Without loss of generality we may assume that 0 < α < 1 since the general
result easily follows from this special case. We may write
∑
d(n+α)b−1∈A
N1≤n≤N2
a(n + α)
(n + α)s
= b−s
∑
d(n+β)∈A
N1/b≤n≤N2/b
a(n + β)
(n + β)s
, (136)
where β = l
d
for some 1 ≤ l ≤ d. It follows that we have the generating Dirichlet
series (this is similar to (38))
∑
d(n+β)∈A
n≥0
a(n + β)
(n + β)s
=
ds
φ(d)
∑
χ∗ mod d
∑
P+(k)≤logN0
b(k)χ∗(lk)k−sLP(s, χχ∗),
where the coefficients b(k) are defined by (37), and that
∑
d(n+β)∈A
N1/b<n<N2/b
a(n + β)
(n + β)s
=
ds
φ(d)
∑
χ∗ mod d
∑
P+(k)≤logN0
b(k)χ∗(lk)k−s
∑
N1/(bk)<m<N2/(bk)
m∈A
χ(m)χ∗(m)
ms
. (137)
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It is a consequence of the Riemann hypothesis for L(s, χχ∗) that the innermost sum
can be estimated by
max
s∈M
∣∣∣∣∣∣∣∣
∑
N1/(bk)<m<N2/(bk)
m∈A
χ(m)χ∗(m)
ms
∣∣∣∣∣∣∣∣
≪ε
(
N1
bk
+ 1
)ε−η−1/2
+Mε−η1 . (138)
From (136), (137) and (138) and the triangle inequality it follows that
max
s∈M
∣∣∣∣∣∣∣∣
∑
d(n+α)b−1∈A
N1≤n≤N2
a(n + α)
(n + α)s
∣∣∣∣∣∣∣∣
≪ db−η−1/2
∑
P+(k)≤logN0
k−η−1/2
((
N1
bk
+ 1
)ε−η−1/2
+Mε−η1
)
≪ ((b+N1)ε−η−1/2 + Mε−η1 ),
where the final inequality follows from the sparsity of smooth numbers, or in other
words the inequality (35) for the number of integers without large prime factors.
Lemma 29. Suppose that αj are rational or transcendental numbers and aj : N +
αj → C are of type (N0, χj). Then for M ≥ N0, ε > 0 and any finite set of primes
P containing all primes less than M that satisfies (126) we have that
lim sup
N→∞
max
s∈Mn
∣∣∣∣∣∣∣∣
∑
0≤k1<···<kn−1≤N
∑
dn(kn+αn)b
−1
n ∈An(Nn)
kn−1<kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣
≪ε bε−1/2−ηn .
Proof. By Lemma 18 there exists some C > 0 and functions A,Bk : Mn → C such
that
∑
1≤k1<···<kn−1<k
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= A(s) +Bk(s), (139)
where
max
s∈Mn
|A(s)| ≤ C, (140)
and
sup
k≥0
max
s∈Mn
|Bk(s)|
√
k ≤ C. (141)
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We may write
IN(bn, s) =
∑
1≤k1<···<kn−1≤N
∑
dn(kn+αn)b
−1
n ∈An
kn−1<kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= A(s)
∑
dn(k+αn)b
−1
n ∈An
0≤k≤N
an(k + αn)
(k + αn)sn
+
∑
dn(k+αn)b
−1
n ∈An
0≤k≤N
Bk(s)
an(k + αn)
(k + αn)sn
. (142)
By Lemma 25 there exist some N∗ such that
max
s∈M
∣∣∣∣∣∣∣∣
∑
dn(k+αn)b
−1
n ∈An
0≤k≤N
an(k + αn)
(k + αn)sn
∣∣∣∣∣∣∣∣
≤ 2Cb−1/2−ηn , (N ≥ N∗). (143)
By using the triangle inequality on the second term in (142) and (141) we get that∣∣∣∣∣∣∣∣
∑
dn(k+αn)b
−1
n ∈An
0≤k≤N
Bk(s)
an(k + αn)
(k + αn)sn
∣∣∣∣∣∣∣∣
≤ C
∑
dn(k+αn)b
−1
n ∈An
0≤k
k−1−η ≪ b−1−ηn . (144)
The lemma follows by using the triangle inequality and the inequalities (139), (143),
(144) on (142).
Lemma 30. Assume that aj : N + αj → C is of type (N0, χj) where αj are rational
and transcendental, αn =
c
d
with (c, d) = 1 is rational. Furthermore assume that
Aj(Nj) denote the set of integers with all prime factors less than Nj for 1 ≤ j ≤ n
so in particular we assume that P is the set of prime less than Nn. Assume that
k ≥ exp(Nj) for j = v + 1, . . . , n − 1, and that the Riemann hypothesis is true for
L(s, χχ∗) if χ∗ is a character mod d. Then for 0 ≤ v ≤ n− 1 the following inequality
holds
max
(sv+1,...,sn)∈Mn−v
∣∣∣∣∣∣∣∣
∑
k≤kv+1<···<kn≤N
dj(kj+αj)bj
−1∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣
≪ε
(
(k + bn)
ε−η−1/2 + bε−1/2−ηn N
ε−η
n
) n−1∏
j=v+1
b
ε−1/2−η
j .
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Proof. By the triangle inequality we may estimate the sum
(∗) =
∣∣∣∣∣∣∣∣
∑
k≤kv+1<···<kn≤N
dj(kj+αj)bj
−1∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣
≤
∑
k≤kv+1<···<kn−1
dj(kj+αj)b
−1
j ∈Aj(Nj)
(
n−1∏
j=v+1
|kj + αj|−Re(sj)
)
Skn−1(sn),
(145)
where
Skn−1(sn) =
∣∣∣∣∣∣∣∣
∑
kn−1<kn≤N
dn(kn+αn)bn−1∈An(Nn)
an(kn + αn)
(kn + αn)sn
∣∣∣∣∣∣∣∣
.
It follows by Lemma 28 together with the assumption k ≤ kn−1 that
Skn−1(sn)≪ (k + bn)ε−1/2−η + bε−1/2−ηn N ε−ηn , (sn ∈M). (146)
It follows by (145) and (146) that for sj ∈M we have that
(∗)≪ε ((k + bn)ε−η−1/2 +N ε−ηn )
∑
k≤kv+1<···<kn−1≤N
dj(kj+αj)b
−1
j ∈Aj(Nj)
n−1∏
j=v+1
|kj + αj |−Re(sj),
≤ ((k + bn)ε−η−1/2 +N ε−ηn )
n−1∏
j=v+1


∑
kj≥k
dj(kj+αj)b
−1
j ∈Aj(Nj)
|kj + αj|−Re(sj)

.
The conclusion follows by using Lemma 26 on the factors in the final product.
Lemma 31. Assume that aj : N + αj → C is of type (N0, χj) where αj are rational
and transcendental positive numbers, and where αn =
c
d
with (c, d) = 1 is rational,
and where k ≥ exp(Nj) for j = 1, . . . , n− 1 and k ≥ exp(P ), where P is the largest
prime in the set P. Then for any ξ > 0 we have that∣∣∣∣∣∣∣∣
∑
k≤kv+1<···<kn≤N
dj(kj+αj)bj
−1∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣
≪ξ knξ−A
n∏
j=v+1
b
−1/2−ξ
j ,
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where
A =
n∑
j=v+1
(
Re(sj)− 1
2
)
,
for (sv+1, . . . , sn) ∈Mn−v.
Proof. We will use the inequality
1
|kj + αj|Re(sj)
≤ k1/2−Re(sj)+ε+ξ 1
|kj + αj|1/2+ξ+ε
valid for ε, ξ > 0 and kj ≥ k and the triangle inequality∣∣∣∣∣∣∣∣
∑
k≤kv+1<···<kn≤N
dj(kj+αj)bj
−1∈Aj(Nj)
n−1∏
j=v+1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣
≤
n∏
j=v+1

∑
k≤kj
1
|kj + αj|Re(sj)


≤ k(n−v)(ξ+ε)−A
n∏
j=v+1

∑
k≤kj
1
|kj + αj |1/2+ξ+ε

.
The result now follows from the choice ε = vξ/n and Lemma 26.
Proof of Lemma 22. We assume that R, η in (3) are chosen so that K ⊂ Mn. It
is sufficient to show that there exist some ξ > 0 and C > 0 such that for some
sufficiently large M ∈ Z+ there exist some N = (N1, . . . , Nn) with Nj ≥ M for
j = 1, . . . , n and a finite set of primes P containing all primes less than Nn such that
lim
N→∞
max
s∈K
∣∣∣ζ [N ]a (s;α)− ζ1,N,Pa,N (s;α)∣∣∣ < ε. (147)
and such that
lim sup
N→∞
max
s∈K
∣∣∣ζb,N,Pa,N (s;α)∣∣∣ ≤ C
n∏
j=1
b
−1/2−ξ
j , (bj ∈ Bj(Nj)), (148)
since then
∆N(K,a,N,P) =
∑
b1···bn≥2
bj∈Bj(Nj)
∫
K
∣∣∣ζb,N,Pa,N (s;α)∣∣∣2ds,
≤ C2meas(K)
∑
b1···bn≥2
bj=1 or bj≥Nj
n∏
j=1
b−1−2ξj ,
≪ min(N1, . . . , Nj)−2ξ ≤M−2ξ < ε,
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provided M is sufficiently large. We now divide the proof according to the conditions
on α of Theorem 1.
αn is transcendental: This is the easiest case to treat, since if we choose Nn = M
and Nj = Q(M + ⌈αn⌉) for 1 ≤ j ≤ n − 1, where Q denote the least common
denominator of the parameters αj that are rational (where Q = 1 if they are all
transcendental) then the condition b1 · · · bn ≥ 2 in the sum in (110) forces at least
one kj > L for 1 ≤ j ≤ n− 1 which implies that the sum in (111) is empty. Thus
ζb,N,P
a,N (s;α) and also ∆N(K,a,N,P) will in fact be identically zero. Similarly in
this case ζ
[N ]
a (s;α) = ζ
1,N,P
a,N (s;α) so that (147) is trivially true. Note that when
αn is transcendental, these quantities will in fact not depend on P, so P may be
chosen arbitrarily.
αn−1 is transcendental and αn rational: Let Nn = M and use Lemma 25 to
choose a finite set of primes P containing all primes less than Nn such that (126)
and (127) holds for M given with α = αn. We now choose Nj = Q(P + ⌊αn⌋) for
1 ≤ j ≤ n − 1 where Q is defined as the case above when αn is transcendental
and P is the largest prime in P. This forces b1 = · · · = bn−1 = 1 if we want the
sum in (111) to be non empty. In case the sum is empty then (148) is trivially
true. Thus we assume that b1 = · · · = bn−1 = 1 and that
ζb,N,P
a,N (s;α) =
∑
1≤k1<···<kn−1≤N
∑
dn(kn+αn)b
−1
n ∈An(Nn)
kn−1≤kn≤N
n∏
j=1
aj(kj + αj)
(kj + αj)sj
,
which by Lemma 29 and K ⊆Mn implies (148). We also have that
ζ [N ]
a
(s)− ζ1,N,P
a,N (s) =
∑
0≤kn≤N
dn(kn+αn)6∈An(Nn)
an(kn + αn)
(kn + αn)sn
∑
1≤k1<···<kn−1<kn
n−1∏
j=1
aj(kj + αj)
(kj + αj)sj
.
(149)
By letting k = kn and defining A(s) and Bk(s) as in Lemma 29 by (139) this can
be written as (compare with (142))
A(s)
∑
0≤k≤N
dn(k+αn)6∈An(Nn)
an(k + αn)
(k + αn)sn
+
∑
0≤k≤N
dn(k+αn)6∈An(Nn)
Bk(s)
an(k + αn)
(k + αn)sn
. (150)
The first term in (150) gives the contribution O(M−1/2) by (140) and (127) and
the second term in (150) is bounded by O(Mε−η) by (141) and by estimating the
sum by its absolute values and using the fact that An(Nn) contains all natural
numbers less than M so that the sum is only over integers greater than M . If M
is sufficiently large this implies (147).
66
αn and αn−1 both rational: If we assume the Riemann hypothesis condition we let
P be the set of primes less than M . If instead we assume the condition (1) on
the set K we use Lemma 25 to find a finite set of primes P containing all primes
less than M such that (126) and (127) holds with α = αn and for M given. We
let P be the largest prime in the set P and define
Nn−1 = exp(exp(M)),
Nj = exp(exp(Nj+1)) (j = n− 2, . . . , 1)
Nn = exp(exp(N1))
(
the Riemann hypothesis is
true for L(s, χnχ
∗), χ∗ mod d,
)
,
Nn = exp(exp(P )),
Nj = exp(exp(Nj+1)) (j = n− 1, . . . , 1)
(
No Riemann hypothesis
is assumed true
)
.
Finally we assume that N ≥ Nj for all j = 1, . . . , n and define the intervals
Iv =


[N1, N ] v = 1
[Nv, Nv−1] 2 ≤ v ≤ n− 1 or (RH condition and v = n)
[Nn, N ] v = n and no RH condition
It is clear that we can write
ζb,N,P
a,N (s;α) =
( ∑
kv 6∈Iv for 1≤v≤n−1
+
n−1∑
v=1
∑
kv∈Iv
) ∑
0≤k1<···<kn
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= A(s, b) +
n−1∑
v=1
Av(s, b), (151)
by the inclusion-exclusion principle since if kv ∈ Iv and kw ∈ Iw and 1 ≤ v < w ≤
n − 1 then kw ≥ kv so that the sum is empty. The following pictures illustrates
how we do the summation when n = 5.
I5 I5
I4 I4
I3 I3
I2 I2
I1 I1
N5 N4 N3 N2 N1 N N4 N3 N2 N1 N5 N
k1
k5
k4
k3
k2
k1
k5
k4
k3
k2
nothing assumed about RH RH holds for L(s, χnχ
∗), χ∗ mod d
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From the illustration we see that we may write the first case as
A(s; b) = ∆(s; b) +
∑
kv 6∈Iv for 1≤v≤n−1
∑
0≤k1<···<kn
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=1
aj(kj + αj)
(kj + αj)sj
= ∆(s; b) +
n−1∑
v=1
∆v
( ∑
0≤k1<···<kv≤Nv
v∏
j=1
aj(kj + αj)
(kj + αj)sj
)
×
×


∑
Nv≤kv+1<···<kn
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj

, (152)
where
∆v =
{
1, b1 = · · · = bv = 1,
0, otherwise,
(153)
and
∆(s; b) =
∑
0≤k1<···<kn−1≤Nn−1
kn−1≤kn≤N
dn(kn+αn)b
−1
n ∈An(Nn)
n∏
j=1
aj(kj + αj)
(kj + αj)sj
(no RH condition or bn = 1)
(154)
∆(s; b) = 0 (RH condition and bn 6= 1)
(155)
By Lemma 29 we may estimate
max
s∈K
|∆(s; b)| ≪ε bε−1/2−ηn ≤
n∏
j=1
b
ε−1/2−η
j , (156)
where the last inequality follows from the fact that for the sum to be non empty23
it is neccessary that b1 = · · · = bn−1 = 1. By Lemma 18 the second factors in the
sum (152) are bounded and by Lemma 30 with the Riemann hypothesis condition,
and Lemma 31 if we assume the condition (1) on the set K, the third factors in
the sum (152) are bounded in absolute values by
n∏
j=v+1
b
ε−1/2−η
j
23This is similar to the case when αn−1 is transcendental.
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By (153) it follows that each term in the sum (152) may be estimated by
n∏
j=1
b
ε−η−1/2
j ,
for any ε > 0. Together with (156) and the triangle inequality this implies that
max
s∈K
|A(s; b)| ≪ξ
n∏
j=1
b
−1/2−ξ
j . (bj ∈ Bj(Nj), 0 < ξ < η) (157)
We now proceed to treat the case when kv ∈ Iv for some 1 ≤ v ≤ n − 1. Let us
write k = kv. For the sum to be non-empty it is neccessary for b1 = · · · = bv−1 = 1.
We may write
Av(s; b) =
∑
dv(k+αv)b
−1
v ∈Av(Nv)
k∈Iv
av(k + αv)
(k + αv)sv
×
×

 ∑
0≤k1<···<kv−1<k
v−1∏
j=1
aj(kj + αj)
(kj + αj)sj




∑
k<kv+1<···<kn≤N
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj

,
where if v = 1 the second factor in the product is replaced by 1. Since the second
factor is bounded by Lemma 18 (say have absolute value less than B onMv) and
|k + αv|−Re(sv) ≤ k−Re(sv) it follows by the triangle inequality that
|Av(s; b)| ≪
∑
dv(k+αv)b
−1
v ∈Av(Nv)
k∈Iv
k−Re(sv)
∣∣∣∣∣∣∣∣∣
∑
k<kv+1<···<kn≤N
dj(kj+αj)b
−1
j ∈Aj(Nj)
n∏
j=v+1
aj(kj + αj)
(kj + αj)sj
∣∣∣∣∣∣∣∣∣
(158)
If we assume the Riemann hypothesis condition we may use Lemma 30 to estimate
the final factor in (158) for 1 ≤ v ≤ n − 1 and we obtain together with the fact
that k−Re(s) ≤ k−1/2 if s ∈M that
max
s∈K
max
1≤v≤n−1
|Av(s; b)| ≪
n∏
j=v+1
b
ε−η−1/2
j
∑
dv(k+αv)b
−1
v ∈Av(Nv)
k≥M
k−1/2(kε−η−1/2 +N ε−ηn ).
(159)
Similarly if instead of assuming the Riemann hypothesis condition, we assume
the condition (1) on the set K and 1 ≤ v ≤ n− 1 we may instead use Lemma 31
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to show that the terms in the sum in (158) may be bounded by
k−1−ξ
n∏
j=v+1
b
−1/2−ξ
j
whenever
0 < ξ <
1
n
(
min
s∈K
Re(sn + sn−1)− 3
2
)
, (160)
so that
max
s∈K
max
1≤v≤n−1
|Av(s; b)| ≪
n∏
j=v+1
b
−1/2−ξ
j
∑
dv(k+αv)b
−1
v ∈Av(Nv)
k≥M
k−1−ξ (161)
for some ξ > 0. First we note that if bv = 1, then inner sum in both (159)
and (161) can be estimated by M−ξ for some ξ > 0, and by estimating the first
products trivially we obtain
max
s∈K
|Av(s; b)| ≪ M−ξ (162)
This will be useful to prove (147) but not be sufficient to prove (148). By Lemma
26 we may instead estimate the first part of the sum in (159) and the sum in (161)
by ∑
dv(k+αv)b
−1
v ∈Av(Nv)
k−1−ξ ≪ε bε−ξ−1v , (163)
and the second part of the sum in (159) may be estimated by absolute summation
and Lemma 27 by
N ε−ηn
∑
dv(kv+αv)b
−1
v ∈Av(Nv)
kε−η−1/2 ≪ bε−η−1/2v exp(
√
Nv)N
ε−η
n ≪ bε−η−1/2v , (164)
since in the Riemann hypothesis case we have that Nn ≥ exp(exp(Nv)) for any
1 ≤ v ≤ n− 1. From (159), (163), (164) when the Riemann hypothesis condition
holds, and (161), (163), when condition (1) holds we have that
max
s∈K
max
1≤v≤n−1
|Av(s; b)| ≪ε
n∏
j=v+1
b
ε−η−1/2
j

bε−η−1/2v + ∑
dv(kv+αv)b
−1
v ∈Av(Nv)
kε−1−η


≪ε
n∏
j=v
b
ε−η−1/2
j .
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From the observation that unless b1 = · · · = bv−1 = 1 then Av(s; b) = 0, the
inequality (165) implies that
max
s∈K
max
1≤v≤n−1
|Av(s; b)| ≪
n∏
j=1
b
−ξ−1/2
j , (bj ∈ Bj(Nj), 0 < ξ < η). (165)
which implies (165) when ξ satisfies (160). The equation (151), the inequalities
(157) and (165) and the triangle inequality imply the inequality (148). It remains
to prove (147). By (151), (152), (154), (155) and (162) we get that
ζ1,N,P
a,N (s;α) =
∑
0≤k1<···<kn−1≤Nn−1
kn−1≤kn≤N
dn(kn+αn)∈An(Nn)
n∏
j=1
aj(kj + αj)
(kj + αj)sj
+O(Mε−η).
We can rewrite this in the following manner
ζ [M ]
a
(s;α) +
∑
M≤kn≤N
dn(kn+αn)∈An(Nn)
an(kn + αn)
(kn + αn)sn
×
×
∑
0≤k1<···<kn−1≤min(kn,Nn−1)
n−1∏
j=1
aj(kj + αj)
(kj + αj)sj
+O(Mε−η).
(166)
Similarly as in the proof of Lemma 29 and (150) we define A(s) and Bk(s) by
(139) and we may with k = kn rewrite the inner summation in (166) so that
ζ1,N,P
a,N (s;α) = ζ
[M ]
a
(s;α) + A(s)
∑
M≤k≤N
dn(k+αn)∈An(Nn)
an(k + αn)
(k + αn)sn
+
∑
M≤k≤Nn−1
dn(k+αn)∈An(Nn)
Bk(s)
an(k + αn)
(k + αn)sn
+BNn−1(s)
∑
Nn−1≤k≤N
dn(k+αn)∈An(Nn)
an(k + αn)
(k + αn)sn
+O(Mε−η).
(167)
The first sum on the right hand side of (167) may be estimated by O(Mε−η)
(by (127) if we assume no Riemann hypothesis condition and by Lemma 28 if
we assume the Riemann hypothesis condition) and (140). The second sum can
be estimated by O(M−η) by using (141) and estimating the sum by its absolute
values. For a sufficiently large N the third sum may be estimated by N
1/2+ε−η
n−1
and since the factor maxs∈Mn
∣∣BNn−1(s)∣∣≪ (Nn−1)−1/2, by utilizing the fact that
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Nn−1 ≥ M the corresponding term in (167) may be estimated by O(Mε−η). By
Lemma 18 the first term equals ζa(s;α) +O(M
−1/2). Combining these estimates
we find that
ζ1,N,P
a,N (s;α) = ζa(s;α) +O(M
−ξ)
for some ξ > 0. This implies (147).
9 A mean square result and a weak approximate
functional equation
For the Hurwitz zeta-function there exists a naive approximate functional equation.
Just approximate the zeta-function by a Dirichlet polynomial (σ ≥ 1/2):
ζ(σ + it;α) =
⌊T ⌋∑
n=0
(n+ α)−σ−it +O
(
T 1−σ
t
)
, (|t| ≤ T ).
This is sufficient to prove the right order in the mean square formula, and also it is
sufficient to prove universality. In order to get a better error estimate a useful trick
is to consider a smoothed version of this equality. Instead of the truncated version
we will consider the smoothed Dirichlet polynomial
ζ
[φ,T ]
1 (σ + it;α) =
∞∑
n=0
φ
(
n + α
T
)
(n+ α)−σ−it,
where φ fulfill (16). We remark that this is the one-dimensional specialization of (17).
Lemma 32. Let φ fulfill (16). Then for any α, ξ, A > 0 and −A < σ < A we have
uniformly for |t| ≤ T that
ζ(σ + it;α) = ζ
[φ,T ]
1 (σ + it;α) +
{
O
(
T−A
)
, (T ξ ≤ |t| ≤ T )
O
((
1 + 1|σ+it−1|
)
T 1−σ
)
, otherwise.
The way this can be proved is by using the normal Mellin-Barnes integral (here c
is large enough so the Dirichlet series is absolutely convergent)
ζ [φ,T ](s;α) =
1
2πi
∫ c+∞
c−∞i
ζ(z + s;α)T s
∫ ∞
0
xz−1φ(x)dxdz,
shifting the integration line from Re(z) = c to Re(z) = −2A log T , picking up the
residue at z = 0, applying the Stirling formula and the functional equation to estimate
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the Hurwitz zeta-function on that line. In the process we pick up the residue of the
Hurwitz zeta-function at z = 1−s which if s is bounded away from 1 can be estimated
by the first estimate and if s is close to 1 can be estimated by the second one. Similarly
we will prove the analogue in several complex variables. We recall (17) that
ζ [φ,T ]n (s;a) =
∑
0=k0≤k1<k2<···<kn
n∏
j=1
(kj + αj)
−sjφ
(
kj − kj−1
T
)
.
As in the one-variable case, since φ has compact support this is a Dirichlet polynomial
in n variables. We note that the approximate functional equation below holds for
the restricted variables sj . In particular we assume that the sign of the imaginary
parts of the sj coincide. The reason for this is simplicity and it is sufficient for our
purposes. It allows us to avoid the set where ζn(s;α) has singularities.
Lemma 33. (Weak approximate functional equation) For any A, ξ > 0 and φ that
fulfills (16) we have that there exists some B so that for T ≥ 1, T ξ ≤ Im(si) ≤ T ,
−A ≤ Re(sj) ≤ A for all j = 1, . . . , n the following inequality holds∣∣ζn(s;α)− ζ [φ,T ]n (s;α)∣∣ < BT−A.
While not our main object of study in this paper it is nevertheless of some interest
to see which mean square results Lemma 33 gives on the critical line. While there
is some related work in the case n = 2 starting with Matsumoto-Tsumora [44], the
following result is as far as we know new24 for n ≥ 3.
Corollary 10. Let 0 < ξ < 1. Then for T ≥ 2
∫
[T ξ,T ]n
∣∣∣∣ζn
(
1
2
+ it;α
)∣∣∣∣
2
dt =
(T log T )n
n!
(
1 +Oξ
(
1
log T
))
.
Proof. This follows from applying the weak approximate functional equation, Lemma
33 and then taking the mean square. Interchange the integration and summation.
The main term will come from the diagonal terms and the error estimate comes from
the off-diagonal terms and the Montgomery-Vaughan inequality.
Proof of Lemma 33. We first consider the multiple Hurwitz zeta-function proper
following Matsumoto [42, p.3]. For n ≥ 2 the idea is to use the Mellin-Barnes
formula (0 < c < Re(s))
Γ(s)(1 + λ)−s =
1
2πi
∫
Re(z)=c
Γ(s− z)Γ(z)λ−zdz,
24The result might be new also for n = 2 since the results in [44] are related, but not the same.
We have not yet checked this thoroughly though (especially the related papers). We should do that.
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first used by Katsurada [31] on these types of problems. By recursion formula [42,
p.3, Eq (2.4)] of Matsumoto we get
ζn(s;α) =
1
2πi
∫
Γ
Γ(z)Γ(sn − z)
Γ(sn)
ζ1(z; 1 + αn − αn−1)×
× ζn−1(s1, . . . , sn−2, sn−1 + sn − z;α1, . . . , αn−1)dz, (168)
which is valid if Γ = c + iR for c > 1 if Re(sn) is sufficiently large so that ζn−1 is
absolutely convergent. Matsumoto then used this to analytically continue ζn to C
n
by doing analytic continuation in the variable sn. When we take care not to cross any
singularities of the integrand when Re(sn) goes from a sufficiently large real number
to any real number, our integration path Γ must deform and for any sn = σn + itn
where T ξ ≤ tn ≤ T we can choose the integration path
Γ = I1 ∪ I2 ∪ I3 ∪ I4 ∪ I5, (169)
where
I1 = [−N −∞i,−N − T ξ/2i], I2 = [−N − T ξ/2i, N − T ξ/2i],
I3 = [N − T ξ/2i, N + T ξ/2i] I4 = [N + T ξ/2i,−N + T ξ/2i],
I5 = [−N + T ξ/2i,−N +∞i],
for a sufficiently large positive N such that the factor ζn−1 in the integrand is abso-
lutely convergent on I1 and I5.
Re
Im
I1
I2 I2
I3
I3
I4 I4T ξ/2i
−T−ξ/2i
I5
N−N
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We remark that because of the conditions T ξ < Im(sj) < T , the integration path
becomes simpler than in Matsumoto’s treatment since less care avoiding the possible
singularities of ζn−1 is needed. We now apply the same method to get a recursion
formula for the modified version ζ
[φ,T ]
n (s;a) of the multiple Hurwitz zeta-function
ζ [φ,T ]n (s;α) =
1
2πi
∫
Γ
Γ(z)Γ(sn − z)
Γ(sn)
ζ
[φ,T ]
1 (z; 1 + αn − αn−1)×
× ζ [φ,T ]n−1 (s1, . . . , sn−2, sn−1 + sn − z;α1, . . . , αn−1)dz. (170)
In fact at each step it will be somewhat simpler since each modified multiple zeta-
function is absolute convergent so we could use the integration path Γ = c + iR for
any c > 0. However nothing stops us from doing the same modification to the path
as for the multiple Hurwitz zeta function proper so we will use Γ defined by (169) in
both equations (168),(170). From the equations (168),(170) it now follows that
ζn(s;α)− ζ [φ,T ]n (s;α) =
1
2πi
∫
Γ
B(z, sn)
(
ζ1(z)ζn−1(z)− ζ∗1 (z)ζ∗n−1(z)
)
dz, (171)
where Γ is defined by (169) and where we have written the Gamma-factors as the
Beta-function and the zeta-factors
ζ1(z) = ζ1(z; 1 + αn − αn−1),
ζn−1(z) = ζn−1(s1, . . . , sn−2, sn−1 + sn − z;α1, . . . , αn−1),
and
ζ∗1 (z) = ζ
[φ,T ]
1 (z; 1 + αn − αn−1),
ζ∗n−1(z) = ζ
[φ,T ]
n−1 (s1, . . . , sn−2, sn−1 + sn − z;α1, . . . , αn−1),
are abbreviated versions of the corresponding factors that occurs in (168),(170).
The proof of Lemma 33 now follows by the principle of induction. The base case
n = 1 follows from Lemma 32. Let us now assume it is true for n− 1 (the induction
hypothesis). By letting ∆1(z) = ζ1(z) − ζ∗1 (z) and ∆n−1(z) = ζn−1(z) − ζ∗n−1(z), the
second two factors in the integrand can be rewritten as
ζ1(z)ζn−1(z)− ζ∗1(z)ζ∗n−1(z) = A1(s) + A2(s) + A3(s),
where
A1(s) = ∆1(z)∆n−1(z), A2(s) = ∆1(z)ζ∗n−1(z), A3(s) = ζ
∗
1 (z)∆n−1(z).
Thus
ζn(s;α)− ζ [φ,T ]n (s;α) =
5∑
k=1
3∑
j=1
1
2πi
∫
Ik
B(z, sn)Aj(z)dz,
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and by using the triangle inequality on (171) it is sufficient to to prove that∣∣∣∣ 12πi
∫
Ik
B(z, sn)Aj(z)dz
∣∣∣∣≪C T−C , (172)
for each 1 ≤ k ≤ 5 and 1 ≤ j ≤ 3. We will now state some inequalities for the factors
that will be used in the proof. By the induction hypothesis we have that
|∆n−1(z)| ≪C T−C (−N ≤ Re(z) ≤ N, −T ξ/2 < Im(z) < Re(sn) + T ξ/2) (173)
By Lemma 32 it follows that that
|∆1(z)| ≪C T−C , (−N ≤ Re(z) ≤ N, T ξ/2 < | Im(z)| < T ). (174)
The following is a standard estimate for the Hurwitz zeta-function that is a conse-
quence of its functional equation, which is weaker than the above but sufficient for
our purposes, and also holds when | Im(z)| > T .
|∆1(z)|, |ζ1(z)|, |ζ∗1(z)| ≪ 1 + (log(1 + | Im z|))| Im(z)|1−Re(z) (| Im(z)| ≥ 1) (175)
By approximating the Dirichlet-polynomials trivially by their absolute values we have
that ∣∣ζ∗n−1(z)∣∣≪ T n(A+1)+N , (−N ≤ Re(z) ≤ N). (176)
Finally because ζn−1(z) is absolutely convergent for Re(z) = −N we have
|∆n−1(z)|, |ζn−1(z)|, |ζ∗n−1(z)| ≪ 1, (Re(z) = −N). (177)
We are now ready to apply these estimates to prove the estimate (172) which by the
principle of induction concludes our proof.
k = 1, 2: In this case Stirling’s formula implies that |B(z, sn)| ≪ TN exp (−|z|) which
is sufficiently small on I1, I2 and furthermore exponentially decreasing as Im(z)→
−∞. For k = 1 it is sufficient to estimate ζn−1(z), ∆n−1(z) by (177), and ζ∗1(z),
∆1(z) by (175) to obtain (172) for 1 ≤ j ≤ 3. For k = 2 we may instead
estimate ∆n−1(z) by (173) and ζ∗n−1(z) by (176) to prove (172) for 1 ≤ j ≤ 3.
k = 3 : We note that the Stirling formula in this case gives |B(z, sn)| ≪ T−ξN/2.
By using this and estimating ∆n−1(z) with (173) and ∆1(z), ζ∗1 (z) ≪ 1 by the
trivial estimate, the inequality (172) follows for j = 1, 3. The most difficult case
to consider is possibly k = 3, j = 2. Here we use the second case of Lemma
32 to estimate ∆1(z) and the (176) to estimate ζ
∗
n(z). Together these estimates
gives us ∣∣∣∣ 12πi
∫
I3
B(z, sn)A2(z)dz
∣∣∣∣≪ T n(A+1)+1−ξ(N−1)/2,
which is≪ T−C provided we choose N sufficiently large (depending on ξ, n, A).
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k = 4: In this case Stirling’s formula implies that |B(z, sn)| ≪ TN . It is sufficient to
estimate ∆1(z),∆n−1(z) by estimates (174) and (173), and ζ∗1(z) and ζ
∗
n−1(z)
by (175) and (176) to prove (172) for 1 ≤ j ≤ 3.
k = 5: Here we divide the range into two parts. The first part is when Re(z) ≤
Re(sn) + T
ξ/2. In this interval it is sufficient to estimate ∆n−1(z) by (173) and
∆1(z) by (174), ζ
∗
n−1(z) by (177), ζ
∗
1(z) by (175) and |B(z; sn)| ≪ TN by Stir-
ling’s formula. If Re(z) ≥ Re(sn)+T ξ/2 we estimate ∆1(z) by (177) instead, but
in this range the Stirling formula gives us |B(z; sn)| ≪ TN exp (−|z − sn|) ≪
TN exp
(−T ξ/2) which is a sufficiently good estimate to give us what we need.
Together these two cases gives us (172) for 1 ≤ j ≤ 3.
10 Proof of Theorem 2 - Joint universality
10.1 Proof of Theorem 2.
We are now ready to show how the proof of Theorem 1 needs to be modified to
prove Theorem 2. The main difficulty is to obtain the corresponding version of the
fundamental lemma. We first define a more general version of functions of class
(N,χ).
Definition 6. We say that a function a :
⋃L
l=1(N + αl)→ C is of type (N,χ) if a is
a completely multiplicative unimodular function such that its restriction to the set
N+ αl is of type (N,χ) for each l = 1, . . . , L.
Lemma 34. (Fundamental lemma - Joint universality version) Let n ≥ 2 and M be
defined by (3) and let αl = (α1,l, . . . , αn,l) fulfill the conditions of Theorem 2. Then for
any ε > 0 and polynomials pl for 1 ≤ l ≤ L in n complex variables and χj of modulus
qj permissible with respect to αj and where qj and qj+1 are coprime for 1 ≤ j ≤ n− 1
there exists an N∗ ≥ 0 and functions aj of type (N∗, χj) on
⋃L
l=1(N+ αj,l) such that
sup
N≥N∗
max
s∈Mn
max
1≤l≤L
∣∣ζ [N ]
a
(s;αl)− pl(s)
∣∣ < ε.
We may now proceed as in the proof of Theorem 1. The corresponding version of
Lemma 8 is the following
Lemma 35. Let n ≥ 2 and the conditions on αl for 1 ≤ l ≤ L and K of Theorem 2
be satisfied. Then for any ε > 0 and a = (a1, . . . , an) where aj satisfies the conditions
of Lemma 34, and furthermore the order of χn is divisible by 4, we have that
lim inf
N→∞
lim inf
T→∞
1
T n
meas

t ∈ [0, T ]n : max1≤l≤L
s∈K
∣∣∣ζ [N ]1 (s+ it;αl)− ζ [N ]a (s;αl)∣∣∣ < ε

 > 0.
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Lemma 9 and Lemma 10 do not need modification but may be used as is. The
following is an almost word by word modification of the proof of Theorem 1 on page
25.
Proof of Theorem 2. We first choose R and η in (3) so that K ⊂Mn and the distance
between K and (Mn)∁ is strictly positive. It follows by the conditions in the theorem
and the Oka-Weil theorem ([54], [64], [7],[36]), that the functions fl for 1 ≤ l ≤ L
can be approximated by polynomials pl on the set K, such that
max
1≤l≤L
max
s∈K
|pl(s)− fl(s)| < ε
4
. (178)
By standard zero-density estimates for Dirichlet L-functions [15, (1.17)] we may find
qj ∈ Z+ for j = 1, . . . , n, and characters χj mod qj such that qj+1 and qj are coprime,
qn has order divisible by 4, and such that if dj is the least common denominator of
the αj,l for 1 ≤ l ≤ L that are rational, then L(s, χjχ∗) is zero-free on M for each
character χ∗ mod dj, and furthermore χn is of order divisible by 4. By Lemma 34
there exists some N0, and some functions aj :
⋃L
l=1(N + αj,l) → C of type (N0, χj)
such that
sup
N≥N0
max
1≤l≤L
max
s∈K
∣∣ζ [N ]
a
(s;αl)− pl(s)
∣∣ < ε
4
. (179)
By Lemma 35 we have that there exists some ξ > 0 and N1 ≥ N0 such that for any
N ≥ N1 we have that
lim inf
T→∞
1
T
meas
{
max
1≤l≤L
max
s∈K
∣∣∣ζ [N ]1 (s+ it;αl)− ζ [N ]a (s;αl)∣∣∣ < ε4
}
≥ ξ > 0. (180)
By the triangle inequality, Lemma 9 and Lemma 10 it follows that for each 1 ≤ l ≤ L
we have that ζ
[N ]
1
(s+ it;αl) approximates ζ(s+ it;αl) with distance less than ε
2
1 on
L2(Mn) for 0 ≤ t ≤ T on a set with measure greater then T (1 − CLN−ηε−21 ) for
some C > 0. By choosing N ≥ N1 sufficiently large we can make this measure greater
than T (1−ξ/2). Since we have some room to spare, standard methods from complex
analysis implies that arbitrarily close estimation in L2-norm on the slightly larger set
(distance between K and (Mn)∁ is positive) gives us arbitrarily close estimation in
sup-norm on K so that by choosing ε1 sufficiently small we get that
max
1≤l≤L
max
s∈K
∣∣∣ζ [N ]1 (s+ it;αl)− ζn(s+ it;αl)∣∣∣ < ε4 , (181)
for t in a subset of [0, T ] of positive measure greater than T (1− ξ/2). By the triangle
inequality and the inequalities (178), (179), (180), (181) we conclude that
lim inf
T→∞
1
T n
meas
{
t ∈ [0, T ]n : max
1≤l≤L
max
s∈K
|ζn(s+ it;αl)− fl(s)| < ε
}
≥ ξ
2
> 0.
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10.2 Proof of Lemma 34
In this subsection we prove the joint universality version of the fundamental lemma.
We will follow a somewhat different approach than the proof of the one function
version25. We first need to find a version of Lemma 1 that is suitable for proving
joint universality theorems in several complex variables.
Lemma 36. Let l0 be given and α1, . . . , αL be positive real numbers such that a subset
M ⊂ {α1, . . . , αL} is for universality purposes not related and αl0 ∈ M . Then there
exists some functions ξ1, . . . , ξL such that given any ε > 0, N0 ∈ Z+, and compact
set M defined by (3), such that if functions a : ⋃Ll=1(N + αl) → C of type (N0, χ)
and polynomial P , zero-free on M there exist some N1 > N0 such that the function
a(k + αl) can be redefined for 1 ≤ l ≤ L and k ≥ N0 to a function of type (N1, χ)
such that for this redefinition
max
1≤l≤L
max
s∈M
∣∣∣∣∣∣
∞∑
k=−⌊αl⌋
a(k + αl)(k + αl)
−s − ξl(s)P (s)
∣∣∣∣∣∣ < ε.
Furthermore we may choose the complex functions ξl(s) such that
ξl(s) =
{
1, l = l0,
0, l 6= l0,
if αl ∈M. (182)
Proof. If {α1, . . . , αL} are algebraically independent it is an immediate consequence
that the set
{log(k + αl) | k ≥ k0, 1 ≤ l ≤ L}
⋃
{log p | p prime} (183)
is linearly independent over Q for k0 = 0, and in more generality it follows from
Dubickas [21, Theorem 1] that there exist some k0 such that (183) holds also if we
allow αj ∈ Q(α1, . . . , αl−1, αl+1, . . . , αL) for at most one 1 ≤ l ≤ L. Without loss of
generality this implies that it is sufficient to prove the Lemma when the αl belong to
the same equivalence class with respect to the relation ∼ since the construction can
be done independently for each equivalence class and we can choose the N1 as the
largest N1 that appears in these constructions. We thus consider two cases
αl rational: This proof is quite similar to the proof of Lemma 1. Without loss of
generality we may assume that 0 < αj ≤ 1 so that
αl =
cl
dl
, (cl, dl ∈ Z+, cl ≤ dl, (cl, dl) = 1),
25In some aspects this approach is somewhat cleaner than the proof of Lemma 7 and we are
considering possibly rewriting the proof of Lemma 7 along these lines.
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for 1 ≤ l ≤ L. As in the proof of Lemma 1 it follows that
∞∑
k=0
a(k + αl)(k + αl)
−s
=
dsla(dl)
φ(dl)
∑
χ∗ (mod d)l
χ∗(cl)L(s, χχ∗)
∏
p<N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
, (184)
Since χ was assumed to be permissible with respect to α it follows that L(s, χχ∗)
is zero free on M. This allow us to apply Lemma 13 for the ∑Ll=1(φ(dl) − 1)
distinct non-principal Dirichlet characters χ∗ mod dl and one of the principal
characters, say χ∗ = χ0 mod dl0 and we can find N1 > N0, and unimodular a(p)
for N0 < p ≤ N1 such that∣∣∣∣∣
∏
N0<p≤N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
− λ(χ
∗)ξl(s)P (s)φ(dl)
a(dl)L(s, χχ∗)dsl
∏
p≤N0
(
1− χ∗(p)a(p)p−s
1− χ∗(p)χ(p)p−s
)∣∣∣∣∣ < ε1,
(185)
where χ0 is the principal character mod dl0 , λ(χ
∗) is depending on χ∗,
ξl(s) =
a(dl)d
s
lφ(dl0)
∏
p|dl0 (1− χ(p)p
−s)
a(dl0)d
s
l0
φ(dl)
∏
p|dl(1− χ(p)p−s)
, (186)
and
ε1 = ε min
dl
min
χ∗ mod dl
min
s∈M
∣∣∣∣∣ d
−s
l
L(s, χχ∗)
∏
p≤N0
(
1− χ∗(p)a(p)p−s
1− χ∗(p)χ(p)p−s
)∣∣∣∣∣. (187)
The condition (186) assures us that if (185) holds for the principal character mod
dl0 it also holds for all principal characters mod dl. It follows from equation (185)
and (187) that
max
s∈M
∣∣∣∣∣ d
s
lL(s, χχ
∗)
φ(dl)a(dl)χ∗(cl)
∏
p≤N1
(
1− χ∗(p)χ(p)p−s
1− χ∗(p)a(p)p−s
)
− λ(χ∗)ξl(s)P (s)
∣∣∣∣∣ < εφ(dl) ,
which in view of the equation (184) and the triangle inequality gives us the in-
equalities
max
χ∗ mod dl
max
s∈M
∣∣∣∣∣∣ζa(s;αl)−

 ∑
χ∗ (mod d)
λ(χ∗)χ∗(cl)

ξl(s)P (s)
∣∣∣∣∣∣ < ε.
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It is sufficient that the linear system of equations
∑
χ∗ (mod dl)
λ(χ∗)χ∗(cl) =
{
1 l = l0
0 otherwise
(αl ∈M)
where χ∗ are characters mod dl has a solution. This follows from the condition
that M is for universality purposes not related and Definition 2.
αl transcendental and in the same equivalence class with respect to ∼: From
(2) it follows with n = mcl + bl that
∞∑
m=0
a(m+ αl)
(m+ αl)s
=
∞∑
m=0
a
(
m+ ω+bl
cl
)
(
m+ ω+bl
cl
)s
= csla(cl)
∞∑
m=0
a(mcl + ω + bl)
(mcl + ω + bl)s
= csla(cl)
∞∑
n≡bl (mod cl)
n≥0
a(n+ ω)
(n+ ω)s
= csla(cl)
∑
k≡bl (mod cl)
0≤k<c
Zk(s) (188)
where c = LCM(c1, . . . , cL) and
Zk(s) =
∑
n≡k (mod c)
n≥0
a(n + ω)(n+ ω)−s. (189)
By a standard universality argument we may for any ε > 0 and any c-tuple of
analytic functions on M find some N1 and some way to redefine a(n + αl) for
N0 ≤ n ≤ N1 to a function of type (N1, χ) such that
max
s∈M
max
0≤k<c
|Zk(s)− fk(s)| < ε. (190)
Let us now choose
fk(s) = λkc
−s
l0
al0(cl0) (191)
and assume that
∑
1≤k≤c
k≡bl (mod cl)
λk =
{
1 l = l0
0 otherwise
(192)
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By the assumptions of Definition 2, the step where we assume that the set
{u1, . . . ,un} is linearly independent it follows that we may find λk that solve
the system (192). Equation (182) now follows by (188), (189), (191),(190), (192)
and the triangle inequality.
Definition 7. Let aj : ∪Ll=1(N+αj,l)→ C be of type (N0, χj) for j = 1, . . . , n and let
dj denote the least common denominator of the αj,l for 1 ≤ l ≤ L that are rational.
We say a = (a1, . . . , an) admits (Q, ε)-bounds if
max
1≤l≤L
max
1≤m≤n
max
s∈Mm
∣∣ζ(a1,...,am)(s1, . . . , sm;α1,l, . . . , αm,l)∣∣ < Q,
max
s∈M
max
1≤l≤L
max
1≤j≤n
∣∣ζaj (sj; {αj,l})∣∣ < ε,
max
χ∗ mod dj
max
s∈M
∣∣∣∣∣
∏
p<N0
(1− χ∗(p)aj(p)p−s)−1
∣∣∣∣∣ < ε, (αj,l rational for some 1 ≤ l ≤ L)
where the notation {αj,l} means the fractional part of αj,l.
Lemma 37. Let αl and χj and qj fulfill the conditions of Lemma 34. Then there
exist some Q > 0 and continuous functions fl : Mn → C for l = 1, . . . , L that are
analytic in the interior of Mn such that for any ε > 0 there exist some function
aj :
⋃L
l=1(N + αj,l) → C of type (N0, χj) for j = 1, . . . , n such that a = (a1, . . . , an)
admits (Q, ε)-bounds and furthermore
max
1≤l≤L
max
s∈Mn
|ζa(s;αl)− fl(s)| < ε.
Proof. Let us start with aj = χj and define
fl(s) = ζa(s;αl)
As a consequence of Lemma 18 we may choose Nn sufficiently large so that
max
1≤l≤L
max
s∈Mn
∣∣ζ [N ]
a
(s;αl)− fl(s)
∣∣ < ε
2
, (N ≥ Nn).
Let us now recursively for j = n− 1, . . . , 1 apply Lemma 36 where aj is viewed as a
function of type (Nj+1, χj) and find an Nj > Nj+1 such that if we redefine aj(k+αj,l)
for Nj+1 ≤ k ≤ Nj then
max
1≤j≤n
max
1≤l≤L
max
s∈M
∣∣ζaj(s; {αj,l})∣∣ < ε,
where aj is now a function of type (Nj, χj). It is a consequence of Lemma 18 and
Lemma 19 that a = (a1, . . . , an) will admit (Q, ε) bounds for some Q > 0 provided we
did choose Nn sufficiently large. Furthermore since Nj ≤ N0 we may always consider
aj to be of type (N0, χj). Table 2 illustrates the procedure for n = 3.
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m 4 3 2 1∑
Nm<k≤Nm−1
a1(k+α1,l)
(k+α1,l)
s1
≈ ζχ1(s1, α1,l) 0 0 −ζχ1(s1, α1,l)∑
Nm<k≤Nm−1
a2(k+α2,l)
(k+α2,l)
s2
≈ ζχ2(s1, α2,l) 0 −ζχ2(s1, α2,l) 0∑
Nm<k≤Nm−1
a2(k+α3,l)
(k+α3,l)
s3
≈ ζχ3(s3, α3,l) −ζχ3(s3, α3,l) 0 0
Table 2: n = 3: Let N4 = 0 and Nn for n = 0, 1, 2, 3 be as in the proof of Lemma 37
Lemma 38. Let 1 ≤ l0 ≤ n be given and αl and χj and qj fulfill the conditions of
Lemma 34. Let the functions aj be of type (N0, χj) on
⋃L
l=1(N + αj,l). Furthermore
assume that al = (a1, . . . , an) admits (Q, ε1)-bounds. Then for any monomial q(s) =
a0s
c1
1 · · · scnn there exist an N1 > N0 and such that aj(k + αj,l) can be redefined for
k ≥ N0 to a function of type (N1, χj) for each j = 1, . . . , n such that al admits
(Q, ε2)-bounds for ε2 = Mε1, where M = M(q, Q) and such that
max
l=1,...,L
max
s∈Mn
∣∣∣∣∣ζ [N1]a (s;αl)− ζ [N0]a (s;αl)−
{
q(s) l = l0
0 l 6= l0
∣∣∣∣∣ < ε2.
Proof. First we remark that by the strict inequality in the definition of (Q, ε) bounds,
in fact αl must admits (Q
∗, ε) bounds for some Q∗ < Q, so that
max
1≤l≤L
max
1≤m≤n
max
s∈Mm
∣∣ζ(a1,...,am)(s1, . . . , sm;α1,l, . . . , αm,l)∣∣ < Q∗ < Q. (193)
The proof is then somehow similar to the proof of Lemma 20. Recall that since
α1, . . . ,αL are for universality purposes not related then by Definition 3 we have the
union
{1, . . . , L} =
n⋃
j=1
Lj(l0)
where l0 ∈ Lj(l0) and such that the sets {αj,l : l ∈ Lj(l0)} are for universality
purposes not related. Let N0 = N0 and recursively use Lemma 36 for j = n, . . . , 1 to
define Nn−j+1 ≥ Nn−j and redefine aj(k + αj,l) for k ≥ Nn−j to be function of type
(Nn−j+1, χj) such that
max
l=1,...,L
max
s∈Mn
∣∣ζaj (s, αj,l)− δjξj,l(sj)scjj ∣∣ < ε, δj =
{
a0 j = 1
−1 otherwise
and such that
ξj,l(sj) =
{
1 l = l0
0 otherwise
if l ∈ Lj(l0).
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We now again use Lemma 36 for j = 2, . . . , n to define Nj+n−1 ≥ Nj+n−2 and redefine
aj(k + αj,l) for k ≥ Nj+n−2 to be a function of type (Nj+n, χj) such that
max
l=1,...,L
max
s∈Mn
∣∣ζaj (s, {αj,l})∣∣ < ε
Finally we redefine a1(k + αl,1) for k ≥ N2n−1 to be of type (N2n, χ1) such that
max
l=1,...,L
max
s∈Mn
|ζa1(s, {α1,l})| < ε.
and let N2n+1 = N . We may now write the sum in a similar way as in Lemma 7,
ζ [N ]
a
(s;αl) =
∑
0≤m1≤···≤mn≤2n+1
∑
kv<···<knNmj−1≤kj<Nmj
n∏
j=v
aj(kj + αj,l)
(kj + αj,l)sj
It is clear that
ζ [N ]
a
(s;αl) =
n∑
v=1
Alv(s)B
l
v(s), (194)
where
Al1(s) = 1, A
l
v(s) =
∑
0≤k1<···<kv−1<N0
v−1∏
j=1
aj(kj + αj,l)
(kj + αj,l)sj
, (2 ≤ v ≤ n), (195)
and
Blv(s) =
∑
N0≤kv<···<kn<N
n∏
j=v
aj(kj + αj,l)
(kj + αj,l)sj
.
Since a admits (Q, ε)-bounds we have the inequality
max
s∈M
∣∣Alv(s)∣∣ < Q, (v ≥ 2). (196)
We can write
Blv(s) =
∑
1≤mv≤···≤mn≤2n+1
∑
kv<···<knNmj−1≤kj<Nmj
n∏
j=v
aj(kj + αj,l)
(kj + αj,l)sj
From the terms when m1 < · · · < mn ≤ 2n + 1 we get the contribution q(s) if
v = 1 and l = l0 and zero otherwise. The terms where mj = mj+1 for at least one
v ≤ j ≤ n− 1 can be handled by using Lemma 19. We get that
max
1≤l≤L
max
s∈Mn
∣∣Blv(s)− δvl,l0q(s)∣∣ < Kε, δvl,l0 =
{
1 v = 1 and l = l0
0 otherwise
(197)
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where K is some constant depending only on q. Finally, our the inequality with Mε
in the definition of (Q, ε) bounds follows by combining (194), (195), (196), and (197),
where M depends on q, Q. The inequality with Q follows from (193) provided that
N1 was chosen sufficiently large in the previous step. Thus α admits (Q,Mε) bounds.
Tables 3 and 4 illustrates the procedure for n = 3.
m 1 2 3 4 5 6∑
Nm−1<k≤Nm
a1(k+α1,l)
(k+α1,l)
s1
≈ 0 0 a0sc11 0 0 −a0sc11∑
Nm−1<k≤Nm
a2(k+α2,l)
(k+α2,l)
s2
≈ 0 −sc22 0 sc22 0 0∑
Nm−1<k≤Nm
a2(k+α3,l)
(k+α3,l)
s3
≈ −sc33 0 0 0 sc33 0
Table 3: n = 3, q(s1, s2, s3) = a0s
c1
1 s
c2
2 s
c3
3 , l = l0
m 1 2 3 4 5 6∑
Nm−1<k≤Nm
a1(k+α1,l)
(k+α1,l)
s1
≈ 0 0 0 0 0 0∑
Nm−1<k≤Nm
a2(k+α2,l)
(k+α2,l)
s2
≈ 0 −sc22 0 sc22 0 0∑
Nm−1<k≤Nm
a2(k+α3,l)
(k+α3,l)
s3
≈ −sc33 0 0 0 sc33 0
Table 4: n = 3, q(s1, s2, s3) = a0s
c1
1 s
c2
2 s
c3
3 , l 6= l0, l ∈ Lj(l0) iff j = 1.
Proof of Lemma 34. By Lemma 37 we find fl for l = 1, . . . , L and functions bj :⋃L
l=1(N + αj,l) → C of type (N0, χj) for j = 1, . . . , n such that bl = (b1,l, . . . , bn,l)
admits (Q, ε∗)-bounds and an N∗ ≥ N0 such that
sup
N≥N∗
max
1≤l≤L
max
s∈Mn
∣∣∣ζ [N ]b (s;αl)− fl(s)∣∣∣ < ε3 , (198)
By the Oka-Weil theorem, the functions pl(s) − fl(s) can be approximated by the
polynomials Pl(s) such that
max
l=1,...,L
max
s∈Mn
|Pl(s)− pl(s) + fl(s)| < ε
3
. (199)
Now write the polynomials Pl as sums of monomials pl,d
Pl(s) =
D∑
d=1
pl,d(s)
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Let
M0 = max
l,d
M(pl,d, Q),
where the M(pl,d, Q) comes from the application of Lemma 38 and define
ε∗ =
ε
3DL
M−DL0 .
We now start with a = b and apply lemma 38 DL times, at each step adding a
monomial to one of the functions and redefining the functions aj. At each step we
have functions that admits (Q, ε∗Mk0 ) bounds and in particular they admit (Q,
ε
3MD
)
bounds, which allows us to apply the triangle inequality and after the final step we
have functions al = (a1,l, . . . , an,l) such that
max
1≤l≤L
max
s∈Mn
|ζa(s;αl)− ζb(s;αl)| < ε
3
(200)
The conclusion
sup
N≥N∗
max
1≤l≤L
max
s∈Mn
∣∣ζ [N ]
a
(s;αl)− pl(s)
∣∣ < ε
follows from (198), (199), (200) and the triangle inequality.
10.3 Proof of Lemma 35
The proof follows along the same lines as the proof of Lemma 8. Let us assume that
a = (a1, . . . , an), where
aj :
(
L⋃
l=1
(N+ αj,l)
)⋃
Z+ → C
are completely multiplicative unimodular functions. Assume that
aj(k + αj,l) = e
2piiθj,l,k ,
and that
aj(p) = e
2piiθj,p ,
where θj,l,k, θj,p ∈ [0, 1). Let us assume that 0 < δ ≤ 1 and let ‖x‖ denote the distance
between x and its nearest integer and define
Blj,N,T (δ) =
⌊N−αj,l⌋⋂
k=0
{
0 ≤ t ≤ T :
∥∥∥∥ t2π log(k + αj,l) − θj,k,l
∥∥∥∥ < δ2
}
,
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for 1 ≤ j ≤ n and 1 ≤ l ≤ L if αj,l is transcendental and
Blj,N,T (δ) =
⋂
p∈Pj(N)
{
0 ≤ tj ≤ T :
∥∥∥∥ t2π log(p) − θj,p,l
∥∥∥∥ < δ2
}
,
for 1 ≤ j ≤ n and 1 ≤ l ≤ L if αj,l is rational, where we choose
Pj(N) = {p ≤ N : p prime},
if 1 ≤ j ≤ n− 1, and
Pn(N) = P,
where P is a finite set of primes such that
{p ≤ N : p prime} ⊆ P.
We furthermore let
P ′j(N) = {p : p prime} \ Pj(N),
If αj,l is rational we let Aj,l(N) and Bj,l(N) denote the multiplicative semigroups
generated by Pj(N) and P ′j(N) respectively, so that Aj,l(N) consists of positive
integers with all prime factors in the set Pj(N) and Bj(N) consists of positive integers
with all prime factors in the set P ′j(N). If αj,l is transcendental we let
Aj,l(N) = {k + αj : 0 ≤ k ≤ N}, and Bj,l(N) = {1}.
We now define
B∗j,N,T (δ) =
L⋂
l=1
Blj,N,T (δ),
and
A∗j(N) =
L⋃
l=1
A∗j,l(N).
We also define C∗j (N) as the multiplicative group generated by A∗j(N). Corresponding
to (105) we get that
lim
T→∞
meas(B∗j,N,T (δ))
T
≥ δLN , (201)
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where we choose to not make the best power of δ explicit since (201) is sufficient for
our applications, and corresponding to (106) that
lim
δ→0
lim
T→∞
1
B∗j,N,T (δ)
∫
B∗j,N,T (δ)
bitdt =
{
1, (b 6∈ C∗j (N)),
0, otherwise.
(202)
Let N = (N1, . . . , Nn) and define in the same way as (107)
B∗
N,P,T (δ) =
n∏
j=1
B∗j,Nj ,T (δ). (203)
It follows from (201) and (203) that
lim
T→∞
measB∗
N,T,P(δ)
T n
≥ δA, (0 < δ ≤ 1), (204)
for some
A ≤ L(N1 + · · ·+Nn) + |Pn(Nn)| (205)
Furthermore we define dj,l as follows.
dj,l =
{
min{d ∈ Z+ : dαj,l ∈ Z+}, αj,l rational,
1, αj,l, transcendental,
so that if αj,l > 0 is rational then αj,l =
cj,l
dj,l
for cj,l and dj,l coprime. With these
notations it follows from (201), (202) and (203), by emulating the proof of Lemma
23 that the following Lemma holds
Lemma 39. We have that for any 1 ≤ l ≤ L that
lim
δ→0
lim
T→∞
1
measB∗
N,P,T (δ)
∫
B∗
N,P,T (δ)
∣∣∣ζ [N ]1 (s+ it;αl)∣∣∣2dt = ∑
b1···bn≥2
bj∈B(Nj)
∣∣∣ζb,N,Pa,N (s;αl)∣∣∣2,
and
lim
δ→0
lim
T→∞
1
measB∗
N,P,T (δ)
∫
B∗
N,P,T (δ)
ζ
[N ]
1
(s+ it;αl)dt = ζ
1,N,P
a,N (s;αl).
where 1 = (1, . . . , 1) ∈ Nn, and
ζb,N,P
a,N (s;αl) =
∑
0≤k1<···<kn≤N
dj,l(kj+αj,l)b
−1
j ∈Aj,l(Nj)
n∏
j=1
aj(kj + αj,l)
(kj + αj,l)sj
(206)
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We also need the joint universality version of Lemma 21:
Lemma 40. Let B∗
N,T (δ) be defined by (203) and let K ⊂ Dn be a compact set. Let
αl = (αl,1, . . . , αl,n) where αl,j > 0 be rational or transcendental numbers and let
Nj ≥ 1 be integers for 1 ≤ j ≤ n. Then
lim
δ→0
lim
T→∞
1
measB∗
N,T (δ)
∫
B∗
N,T (δ)
∫
K
∣∣∣ζ [N ]a (s;αl)− ζ [N ]1 (s+ it;αl)∣∣∣2dsdt
=
∫
K
∣∣∣ζ [N ]a (s;αl)− ζ1,N,Pa,N (s;αl)∣∣∣2ds+∆l,
where
∆l = ∆N,l(K,a,N,P) =
∑
b1···bn≥2
bj∈Bj(Nj)
∫
K
∣∣∣ζb,N,Pa,N (s;αl)∣∣∣2ds,
Proof. This is a consequence of Lemma 39 (compare with proof of Lemma 21).
The following result corresponds to Lemma 22
Lemma 41. Let the conditions on αl, and K of Theorem 2 be satisfied and let
aj : ∪Ll=1(N + αj,l) → C be functions of type (N0, χj), where the order of χn is
divisible by 4 if at least one of αn,l for 1 ≤ l ≤ L is rational. Then for any ε > 0 there
exists N ∈ Nn with Nj ≥ N0 for j = 1, . . . , n and a finite set of primes P containing
all primes less than Nn such that
lim sup
N→∞
max
1≤l≤L
|∆N,l(K,a,N,P)| < ε,
where ∆N,l(K,a,N,P) is defined in Lemma 40 and
max
1≤l≤L
max
s∈K
∣∣∣ζ [N ]a (s;αl)− ζ1,N,Pa,N (s;αl)∣∣∣ < ε.
Proof. We follow the same proof as in Lemma 22. We assume that R, η in (3) are
chosen so that K ⊂ Mn. It is sufficient to show that there exist some ξ > 0 and
C > 0 such that for any M ∈ Z+ there exist some N = (N1, . . . , Nn) with Nj ≥ M
and a finite set of primes P containing all primes less than Nn such that (compare
with (148))
lim sup
N→∞
max
s∈K
∣∣∣ζb,N,Pa,N (s;αl)∣∣∣ ≤ C
n∏
j=1
b
−1/2−ξ
j , (bj ∈ Bj,l(Nj), 1 ≤ l ≤ L), (207)
and such that (compare with (147))
lim
N→∞
max
1≤l≤L
max
s∈K
∣∣∣ζ [N ]a (s;αl)− ζ1,N,Pa,N (s;αl)∣∣∣ < ε. (208)
We do a similar division as in the proof of Lemma 22
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For each 1 ≤ l ≤ L at least one of αn−1,l and αn,l is transcendental: Wemay use
the same choice of Nj and P as in the second case of the proof of Lemma 22. First
we choose Nn = M and use Lemma 25 to choose a finite set of primes P con-
taining all primes less than M such that (126) holds for each choice of α = αn,l
where αn,l is rational. We now let P be the largest prime in P and choose
Nj = Q(P + max1≤l≤L⌊αn,l⌋) for 1 ≤ j ≤ n − 1 where Q is the least common
denominator of all the parameters αj,l for 1 ≤ j ≤ n and 1 ≤ l ≤ L that are
rational. This forces b1 = · · · = bn−2 = 1 if we want the sum in (206) to be non
empty. In case the sum is empty then (207) is trivially true. Thus we assume
that b1 = · · · = bn−2 = 1 and that
ζb,N,P
a,N (s;αl) =
∑
1≤k1<···<kn−1≤N
∑
dn(kn+αn,l)b
−1
n ∈An,l(Nn)
1≤kn≤N
n∏
j=1
aj(kj + αj,l)
(kj + αj,l)sj
,
which by Lemma 29 and K ⊆Mn implies (207). The inequality (208) follows by
the same way as in the the proof of Lemma 22, the one-function universality case,
by a subdivision of type (149) and (150).
There exist some 1 ≤ l ≤ L such that both αn−1,l and αn,l are rational: In this
case we use the same choice of Nj and P as in the third case of the proof of Lemma
22. We divide the proof according to whether the Riemann hypothesis condition
is assumed or not. The proof follows in exactly the same way as the proof of
Lemma 22 by noting that the Lemmas that are used in the proof are trivially
true if the relevant parameters are transcendental rather than rational. The diffi-
cult case where more work is needed is the rational case, not the transcendental
case.
Proof of Lemma 35. The proof of Lemma 35 now follows along the same lines as the
proof of Lemma 8 on page 52. Define Kξ as in (112). It now follows from applying
Lemma 40 and Lemma 41 on the set Kξ that for some N ∈ (Z+)n then
lim
δ→0
lim
minj Tj→∞
1
measB∗
N,P,T(δ)
∫
B∗
N,P,T(δ)
∫
Kξ
∣∣∣ζ [N ]a (s;αl)− ζ [N ]1 (s+ it;αl)∣∣∣2dsdt < ε2,
for each 1 ≤ l ≤ L from which it follows together with (204) and (205) that
max
s∈K
max
1≤l≤L
∣∣∣ζ [N ]a (s;αl)− ζ [N ]1 (s+ it;αl)∣∣∣ < ε,
with positive lower measure greater than 1
2
δL(N1+···+Nn)+|Pn(Nn)|, provided ε2 has been
chosen sufficiently small depending on ε, ξ,K.
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11 Further aspects of universality in several com-
plex variables - Proofs of Theorems 3, 4 and
5
11.1 Proof of Theorem 3, Discrete universality
We will follow the proof of Theorem 1 given on pages 23-25 closely. We need a hybrid
universality version of the fundamental lemma
Lemma 42. (Weak hybrid universality version26 of Fundamental lemma) Let n ≥ 2
and λj ∈ R+ for 1 ≤ j ≤ n. Let M be defined by (3) and let α = (α1, . . . , αn) where
αj > 0 are rational or transcendental. Then for any ε > 0 and polynomial p in n
complex variables, and functions χj of modulus qj permissible with respect to αj such
that qj and qj+1 are coprime for 1 ≤ j ≤ n − 1, there exists some sufficiently large
N0 and functions aj : (N + αj)→ C of type (N0, χj) such that aj can be extended to
a multiplicative function on (N + αj) ∪ {λj} such that
lim
N→∞
max
s∈Mn
∣∣ζ [N ]
a
(s;α)− p(s)∣∣ < ε, and max
1≤j≤n
|aj(λj)− 1| < ε.
Proof. The proof of the fundamental lemma is not sensitive to a restriction of the
multiplicative functions aj on finitely many values so the proof follows in the same
way as the proof of Lemma 7.
The following version of Lemma 8 follows in much the same way as Lemma 8.
Lemma 43. Let n ≥ 2, and the conditions on ∆,α and K of Theorem 3 be satisfied.
Then for any ε > 0 and a,α satisfying the conditions of Lemma 7, where furthermore
the order of χn is divisible by 4, we have that
lim inf
N→∞
lim inf
T→∞
1
T n
#
{
t=(k1∆1,...,kn∆n)
1≤kj≤T,kj∈Z : max
s∈K
∣∣∣ζ [N ]1 (s+ it;α)− ζa(s;α)∣∣∣ < ε
}
> 0.
Lemma 9 may be used as is, but we need the following corresponding version of
Lemma 10 which in fact is a consequence of Lemma 10 itself.
Lemma 44. Let n ≥ 2, ∆j > 0 for j = 1, . . . , n and let η, R and M be defined by
(3) and let φ fulfill (16) and let 0 < ξ < 1. Then there exist some C > 0 such that if
1 ≤ N ≤ T then
1
T n
∑
T ξ≤k1≤T
· · ·
∑
T ξ≤kn≤T
∫
Mn
∣∣∣ζ [N ]1 (s+ ik∆;α)− ζ [φ,T ]n (s+ ik∆;α)∣∣∣2ds ≤ CN−δ,
where
k∆ = (k1∆1, . . . , kn∆n).
26This is a restricted version of hybrid universality which is sufficient for our purposes. It is
possible to prove a more general version of hybrid universality in the same way
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The proof of Theorem 3 now follows from Lemma 42, Lemma 43, Lemma 9 and
Lemma 44 in much the same manner as Theorem 1 follows from Lemma 7, Lemma
8, Lemma 9 and Lemma 10.
11.2 Proofs of Theorems 4 and 5
Also for this case we follow the proof of Theorem 1. The fundamental lemma, Lemma
7 may be used as is, but we need a new version of Lemma 8.
Lemma 45. Let n ≥ 2 and 1 ≤ m < n and the conditions on α, K and {v1, . . . , vm}
of Theorem 4 and Theorem 5 respectively be satisfied. Then for any ε > 0 and
polynomial p in n complex variables we have that
lim inf
N→∞
lim inf
T→∞
1
Tm
meas
{
t ∈ [0, T ]m :
max
s∈K
∣∣∣∣∣ζ [N ]1
(
σ + i
m∑
j=1
tjvj ;α
)
− ζ [N ]n
(
σ + i
m∑
j=1
tjvj
)∣∣∣∣∣ < ε
}
> 0.
Proof. This has a similar proof as Lemma 8 although with some additional arithmetic
input. The arithmetic information we need in order to prove this is the following
1. For Theorem 4: If v1, . . . , vm are algebraic numbers linearly independent over
Q, then the set
{vj log p : 1 ≤ j ≤ m and p is a prime}
is linearly independent over Q. This follows from Baker’s [12, p. 10] Theorem
2.1.
2. For Theorem 5: If α1, . . . , αm are algebraically independent then the set
{log(k + αj) : 1 ≤ j ≤ m : k ∈ N} ∪ {log p : p is a prime}
is linearly independent over Q.
We then need a suitable version of Lemma 10.
Lemma 46. Let φ fulfill (16) and let 0 < η, ξ < 1. Let {v1, . . . , vm} be linearly
independent vectors such that vj ∈ (R+)n. Then for any 1 − m/(2n) + η < σ0 < 1
there exist some C > 0 such that if 1 ≤ N ≤ T then
1
T n
∫ 1
σ0
∫
[T ξ,T ]m
∣∣∣∣∣ζ [N ]1
(
σ + i
m∑
j=1
tjvj;α
)
− ζ [φ,T ]n
(
σ + i
m∑
j=1
tjvj ;α
)∣∣∣∣∣
2
dtdσ ≤ C
Nη
.
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Proof. This follows by using the approximate functional equation, Lemma 9 in the
much the same manner as we use in the proof of Lemma 10. By classical methods,
squaring and treating the non-diagonal part in an elementary way. We get a smaller
region where we have the mean square estimate than in Lemma 10 since we take the
mean square with respect to fewer variables.
The proof of Theorems 4 and 5 now follows from Lemma 7, Lemma 45, Lemma
9 and Lemma 46 in much the same manner as Theorem 1 follows from Lemma 7,
Lemma 8, Lemma 9 and Lemma 10.
12 Questions, generalizations and future work
12.1 What multiple zeta functions/L-functions/Dirichlet se-
ries are universal in several complex variables?
Our first question is the following. There are a multitude of zeta functions and
Dirichlet series in several complex variables. For what zeta-functions can we prove
universality? While we have decided to focus this paper on the Multiple Hurwitz
zeta-function case, our method is quite general and should probably work for the
multiple Dirichlet series
Z(s) =
∑
1≤k1<···<kn
n∏
j=1
aj,kjλ
−s
j,kj
(209)
provided the multiple Dirichlet series has some meromorphic continuation beyond its
region of absolute convergence and that we can prove universality for the one variable
Dirichlet series
Zj(s) =
∞∑
k=1
aj,kλ
−s
j,k
for each 1 ≤ j ≤ n and some region of the variable s. Our method should also be
able to handle
∑
1≤k1<···<kn
n∏
j=1
aj,kj(λ1,k1 + · · ·+ λj,kj)−sj (210)
where for example λj,k = k and aj,k = aj(k) could be some multiplicative functions,
such as for example Fourier coefficients of Hecke-Mass cusp forms. This type of
multiple zeta-function has been studied by Matsumoto-Tanigawa [43] and is not of
type (209). There are however plenty of Dirichlet series in several complex variables
that are neither of type (209) nor (210). Whether the methods of this paper are
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applicable should ultimately depend on how similar the given Dirichlet series/zeta-
function in several complex variables is to these two examples.
In particular there is a family of Dirichlet series called the Weyl group multiple
Dirichlet series [17], that is quite different from the multiple zeta-functions. While the
methods of this paper can not handle the Weyl group multiple Dirichlet series we have
developed (starting in 2013) a different method that can handle some of the simplest
cases of Weyl group multiple Dirichlet series. The details are actually somewhat less
complex than for this paper and the result will appear in a forthcoming paper [4]. In
the simplest case of a Weyl group multiple Dirichlet series, the Double Dirichlet series
originally intruduced by Siegel [59] and further studied by Goldfeld-Hoffstein [24], we
also need to assume that there is no Landau-Siegel zero. We can however prove
universality for some double Dirichlet series in some region unconditionally when the
double Dirichlet series have n-th order twists for n ≥ 327 such as the Double Dirichlet
series introduced by Friedberg-Hoffman-Lieman [22]. We can also treat some Weyl
group multiple Dirichlet series in more than two variables, such as the triple Dirichlet
series from Brubaker’s thesis [16].
12.2 Can we obtain effective results?
Even in one variable the problem of obtaining effective results is quite difficult and
largely unsolved. While the other steps in the proofs of universality can be made
effective, the Pechersky rearrangement theorem is inherently ineffective28. There is
however another method of Garunksˇtis [23, Proposition 3] building on ideas of Good
[26] that can be used as a replacement of the Pechersky rearrangment theorem. We
have to pay a price though, and in this case the price is that the sets K where we
can prove universality will be much smaller. The following [23, Corollary 2] result
illustrates the problem
Garunksˇtis’ effective version of the Voronin universality theorem . Let
0 < ε ≤ 1/2. Let the function g(s) be analytic in the disc |s| ≤ 0.06 and assume
max|s|≤0.06 |g(s)| ≤ 1. Let K = {s ∈ C : |s− 3/4| ≤ 0.0001}. Then
lim inf
T→∞
1
T
meas
{
t ∈ [0, T ] : max
s∈K
|log ζ(s+ it)− g(s)| < ε
}
≥ exp (−ε−13).
Furthermore there exist some 0 ≤ t ≤ exp (exp (10ε−13)) such that the approximation
max
s∈K
|log ζ(s+ it)− g(s)| < ε
holds.
27rather than the quadratic twists that we have in the simplest case
28By the use of the Riesz representation theorem in its proof.
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In the same manner as in one variable it should be possible to make Lemma 9 and
Lemma 10 effective. It should also be possible to make Lemma 8 effective if either αn
is transcendental or we assume the Generalized Riemann hypothesis. However if αn
is rational then Lemma 24 is needed in the proof of Lemma 8, and since a version of
the Pechersky rearrangement theorem is used to prove Lemma 24, we must find some
other approach such as the one of Garunksˇtis. Also in order to obtain an effective
version of our fundamental Lemma, Lemma 7 we must use an effective replacement
of the Pechersky rearrangement theorem such as the one found in Garunksˇtis. This
seems possible, although perhaps cumbersome, assuming as in the one variable case,
that we consider approximations on a much smaller set K. Also note that since in
our proof we use the Pechersky rearrangement theorems repeatedly, we must also use
Garunksˇtis’ replacement repeatedly and at the end our effective result should be very
weak. Towers of exponentials should appear in such a result, where the length of the
tower depends on ε and the function we want to approximate.
In another direction Lamzouri-Lester-Radziwill [35, Theorem 1.1] recently proved
a result that may also be viewed as an effective version of a universality
Lamzouri-Lester-Radziwill’s version of the Voronin universality theorem.
Let 0 < r < 1
4
. Let f be a non-vanishing continuous function on |z| ≤ (r+1/4)/2 that
is holomorphic in |z| < (r+1/4)/2. Let ω be a real-valued continuously differentiable
function with compact support. Then, we have
1
T
∫ 2T
T
ω
(
max
|z|≤r
∣∣∣∣ζ
(
3
4
+ it+ z
)
− f(z)
∣∣∣∣
)
=E
(
ω
(
max
|z|≤r
∣∣∣∣ζ
(
3
4
+ z,X
)
− f(z)
∣∣∣∣
))
+O
(
(log T )−
(3/4−r)
11
+o(1)
)
,
where the constant in the O depends on f, ω and r and
ζ(s,X) =
∏
p
(
1− X(p)
ps
)−1
(211)
where X(p) are uniformly distributed independent random variables on the unit circle.
Can we obtain some analogue of Lamzouri-Lester-Radziwill theorem for multiple
zeta-functions of several complex variables? In several variables one may introduce
something corresponding to (211). However, unlike in the one variable case, it does
not seem easy to prove that this object has a limit distribution, so it does not seem as
their method is applicable on the corresponding problem for multiple zeta-functions
in several complex variables.
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