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Abstract
In [W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Discrete-time stochastic processes on Riesz spaces,
Indag. Math. (N.S.) 15 (3) (2004) 435–451], we introduced the concepts of conditional expectations, mar-
tingales and stopping times on Riesz spaces. Here we formulate and prove order theoretic analogues of the
Birkhoff, Hopf and Wiener ergodic theorems and the Strong Law of Large Numbers on Riesz spaces (vector
lattices).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In [9–11,13] we developed a measure free approach to stochastic processes. Dodds, Huijs-
mans and de Pagter, [4], Grobler and de Pagter, [6], and Schaefer, [18] have also given various
order theoretic settings for stochastic processes. Diestel and Uhl provided a Banach space valued
Lp-formulation of stochastic processes in [3].
In the current work, we formulate and prove order theoretic ergodic theorems in a measure free
context. Our approach generalizes that of Birkhoff, Hopf and Wiener, see [2,7,21], respectively.
For a general summary of ergodic theory we refer the reader to [16]. The extension of the results
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W.-C. Kuo et al. / J. Math. Anal. Appl. 325 (2007) 422–437 423of Birkhoff and Hopf by Hurewicz, [8], to a setting without invariant measures should also be
noted as we dispense entirely with the measure space setting.
The approach that we use, uses techniques developed in [10] to extend the work of Garsia, [5],
and Hurewicz, [8] to the vector lattice setting. Order theoretic ergodic theorems in the context of
abstract (L)-spaces and von Neumann algebras have been proved by Kakutani and Yoshida, [22]
and Stoica, [20], respectively.
Our final theorem combines the measure free ergodic theorems with a Riesz space version of
Kolmogorov’s zero–one law, see Theorem 4.6 and [12], to yield a measure free strong law of
large numbers.
In Section 2, we give the definition of a conditional expectation on a Riesz space with weak
order unit and a consequence thereof used later in the paper.
The ergodic theorems are given in Section 3. An order theoretic analogue of the Garsia and
Hopf theorem is given in Theorem 3.1, while the extension of the theorem due to Kakutani,
Wiener and Yoshida to the measure free setting can be found in Theorem 3.2. Riesz space ver-
sions of the Birkhoff Ergodic Theorem are given under two sets of assumptions: firstly with order
boundedness assumptions, see Theorem 3.7; and secondly under the assumption that the Riesz
space is T -universally complete, see Definition 3.8 for the definition of T -universal complete-
ness, in Theorem 3.9.
With the assistance of the Kolmogorov Zero–One Law on Riesz spaces, Theorem 4.6 in Sec-
tion 4, a Strong Law of Large Number on Riesz spaces is proved, Theorem 4.8.
2. Preliminaries
The reader is assumed familiar with the notation and terminology of Riesz spaces, for details
see [24].
Definition 2.1. Let E be a Riesz space with weak order unit. A positive order continuous pro-
jection T :E → E, with range R(T ) a Dedekind complete Riesz subspace of E, is called a
conditional expectation if T (e) is a weak order unit of E for each weak order unit e of E.
It can be shown that if T is a conditional expectation on E then there exists a weak order unit
e with e = T e, see [9] for details.
Let E be a Dedekind complete Riesz space with weak order unit, say e. If f is in the positive
cone, E+ := {f ∈ E | f  0}, of E then the band generated by f is
Bf =
{
g ∈ E | |g| ∧ nf ↑n |g|
}
.
Let
Pf g = sup
n
(g ∧ nf ), for all g ∈ E+,
then Pf can be uniquely extended to E by setting Pf g = Pf g+ − Pf g−. This map Pf is then
a band projection onto Bf . A consequence of this is that in a Dedekind complete Riesz space
with weak order unit e, if P is a band projection onto a band B , then B is the principal band
generated by Pe. Note that if P is a band projection, then 0 P  I . Let (Pj ) be a sequence of
band projections in E. Hence Q := lim supj→∞ Pj exists and is again a band projection. In fact,
lim supj→∞ Pje is a weak order unit for the band associated with Q.
We recall the following result from [13], needed later.
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weak order unit and let P be the band projection of E onto the band, B , in E generated by
0 g ∈R(T ). Then T P = PT .
3. Ergodic theory on Riesz spaces
The classical paper of Garsia, [5], gives a version of the Hopf Ergodic Theorem which is easily
generalizable to Riesz spaces, as shown below. This result forms the basepoint from which we
work to establish analogues of the ergodic theorems of Weiner and Birkhoff, [16,17,19]. These,
in turn, prepare the way for the Strong Law of Large Numbers [17,19].
Theorem 3.1 (Hopf–Garsia Ergodic Theorem). Let T be a conditional expectation on the
Dedekind complete Riesz space E with weak order unit e = T e. Let S be a positive operator
on E with T |Sf | T |f | for all f ∈ E. For each f ∈ E, define
Snf =
n−1∑
j=0
Sjf, for n 1, and S0f = 0, (3.1)
σn(f ) =
n∨
j=0
Sjf. (3.2)
Then
T P(σn(f ))+f  0, for all f ∈ E, (3.3)
where P(σn(f ))+ denotes the band projection on the band generated by (σn(f ))+.
Proof. From (3.1) and (3.2) it follows that
f + Sσn(f ) = f + S
n∨
j=0
Sj (f ) = f + S
n∨
j=0
j−1∑
k=0
Skf.
Since
n∨
j=0
j−1∑
k=0
Skf 
m−1∑
k=0
Skf, for all m = 0, . . . , n,
it follows from the positivity of S that
S
n∨
j=0
j−1∑
k=0
Skf  S
m−1∑
k=0
Skf, for all m = 0, . . . , n.
Thus
f + Sσn(f ) f +
n∨
j=0
j−1∑
k=0
Sk+1f =
n∨
j=0
(
f +
j−1∑
k=0
Sk+1f
)
=
n+1∨
j=1
Sjf  Smf
for all m = 1, . . . , n + 1. But σn(f ) 0 as S0(f ) = 0, consequently
σn(f ) = 0 ∨
n∨
Sjf = P(σn(f ))+
n∨
Sjf = P(σn(f ))+σn(f )
j=1 j=1
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P(σn(f ))+
(
σn(f ) −
n∨
j=1
Sjf
)
= 0.
Hence
T P(σn(f ))+f  T P(σn(f ))+
(
n∨
j=1
Sjf − Sσn(f )
)
= T P(σn(f ))+
(
σn(f ) − Sσn(f )
)
= T σn(f ) − T P(σn(f ))+Sσn(f ). (3.4)
As S is positive and σn(f ) 0 it follows that
P(σn(f ))+Sσn(f ) Sσn(f )
and the assumption that T |Sg| T |g| for all g ∈ E now gives
T P(σn(f ))+Sσn(f ) T Sσn(f ) T σn(f ).
Combining the above inequality with (3.4), we have
T P(σn(f ))+f  T σn(f ) − T P(σn(f ))+Sσn(f ) T σn(f ) − T σn(f ) = 0. 
A mild extension of Theorem 3.1 gives the ergodic theorem due to Wiener, Yoshida and
Kakutani.
Theorem 3.2 (Maximal Ergodic Theorem of Wiener, Kakutani and Yoshida). Let T be a condi-
tional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let
S be a positive operator on E with T |Sf |  T |f | for all f ∈ E. Define Sn and σn as in (3.1)
and (3.2). Denote by H(f ) the band in E generated by {(σn(f ))+ | n ∈ N} and by PH(f ) the
band projection onto H(f ). Then
T PH(f )f  0, for all f ∈ E. (3.5)
Proof. Let P = PH(f ) and
Pn = P(σn(f ))+
then Pn ↑ P . Now from the order continuity of T , we have T Pn(f ±) ↑ T P (f ±); thus, from
Theorem 3.1,
0 T Pnf → T Pf,
which concludes the proof. 
Prior to concerning ourselves with the Birkhoff Ergodic Theorem, some additional terminol-
ogy is necessary. Let Sn be as in (3.1) and define
ρn(f ) =
n∨ 1
j
Sjf, (3.6)j=0
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P(σn(f ))+ = P(ρn(f ))+
for all f ∈ E and n ∈ N. Hence we obtain following theorem, as a corollary to the above ergodic
theorems.
Theorem 3.3. Let T be a conditional expectation on the Dedekind complete Riesz space E with
weak order unit e = T e. Let S be a positive operator on E with Se = e and T |Sf |  T |f | for
all f ∈ E. Define Sn and ρn as in (3.1) and (3.6). For α ∈ R denote by Hα(f ) the band in E
generated by {(ρn(f ) − αe)+ | n ∈ N} and by PHα(f ) the band projection onto Hα(f ). Then
T PHα(f )f  αT PHα(f )e, for all f ∈ E. (3.7)
Proof. Let g = f − αe and Pαn := P(ρn(f )−αe)+ . Then
Pαn ↑n P α := PHα(f ).
Now the definition of Sn gives that Sng = Snf − nαe and consequently
ρn(g) =
n∨
j=0
1
j
Sjg =
n∨
j=0
1
j
(Sjf − αje) =
n∨
j=0
1
j
Sjf − αe = ρn(f ) − αe.
Thus H0(g) is the band generated by {(σn(g))+ | n ∈ N} and equivalently by {(ρn(f ) − αe)+ |
n ∈ N} which is none other than Hα(f ). Theorem 3.2 gives that
0 T PH0(g)g = T PH0(g)(f − αe)
and hence that
T PHα(f )f = T PH0(g)f  αT PH0(g)e = αT PHα(f )e. 
The following case of band invariance under S plays a crucial role in the proof of the Birkhoff
Ergodic Theorem.
Lemma 3.4. Let S be an order continuous Riesz homomorphism on the Dedekind complete Riesz
space E with weak order unit e = Se. If Sg = g, where g ∈ E, then Sg+ = g+ and SPg+ = Pg+S.
Proof. The first equality of the lemma is verified by noting
Sg+ = S(g ∨ 0) = (Sg) ∨ 0 = g ∨ 0 = g+.
Let f ∈ E+ then
Pg+f = lim
n→∞f ∧ ng
+.
Hence the order continuity of S and its being a Riesz homomorphism give
SPg+f = lim
n→∞S
(
f ∧ ng+)= lim
n→∞(Sf ) ∧ n
(
Sg+
)= lim
n→∞(Sf ) ∧ ng
+ = Pg+Sf.
Thus proving the commutation in general. 
Using the concept of invariance introduced in the above lemma, Theorem 3.3 can be general-
ized as follows.
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weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e
and T |Sf |  T |f | for all f ∈ E. Define Sn and ρn as in (3.1) and (3.6). For α ∈ R denote by
Hα(f ) the band in E generated by {(ρn(f ) − αe)+ | n ∈ N} and by PHα(f ) the band projection
onto Hα(f ). For each band projection Q which commutes with S,
T PHα(f )Qf  αT PHα(f )Qe, for all f ∈ E. (3.8)
Proof. From Theorem 3.3,
T PHα(Qf )Qf  αT PHα(Qf )e, for all f ∈ E. (3.9)
Now by (3.6) as S and Q commute and as S is a Riesz homomorphism,
ρn(Qf ) =
n∨
j=0
1
j
j−1∑
k=0
SkQf =
n∨
j=0
1
j
Q
j−1∑
k=0
Skf = Q
n∨
j=0
1
j
j−1∑
k=0
Skf = Qρn(f )
and consequently
Q
(
ρn(Qf ) − αe
)+ = (Qρn(Qf ) − αQe)+ = (Qρn(f ) − αQe)+ = Q(ρn(f ) − αe)+.
In terms of band projections this gives
QP(ρn(Qf )−αe)+ = PQ(ρn(Qf )−αe)+ = PQ(ρn(f )−αe)+ = QP(ρn(f )−αe)+ .
But
PHα(f ) = limn→∞P(ρn(f )−αe)+
and hence
PHα(Qf )Q = limn→∞QP(ρn(Qf )−αe)+ = limn→∞QP(ρn(f )−αe)+ = PHα(f )Q.
In the light of this,
PHα(Qf )e PHα(Qf )Qe = PHα(f )Qe,
and hence (3.9) yields
T PHα(f )Qf  αT PHα(f )Qe, for all f ∈ E
thus proving the theorem. 
Replacing f by −f and α by −α in the above corollary, we obtain the following analogue of
Corollary 3.5.
Corollary 3.6. Let T be a conditional expectation on the Dedekind complete Riesz space E with
weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e
and T |Sf | T |f | for all f ∈ E. Define Sn as in (3.1) and let
γn(f ) =
n∧ 1
j
Sjf, (3.10)j=0
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{(αe − γn(f ))+ | n ∈ N} and by PJα(f ) the band projection onto Jα(f ). For each band pro-
jection Q which commutes with S,
T PJα(f )Qf  αT PJα(f )Qe, for all f ∈ E. (3.11)
Proof. Applying Corollary 3.5 to −f and −α in place of f and α gives
T PH−α(−f )Q(−f )−αT PH−α(−f )Qe, for all f ∈ E.
But a simple computation shows that in the notation of Corollary 3.5 we have
(
ρn(−f ) − (−αe)
)+ =
(
n∨
j=0
1
j
Sj (−f ) + αe
)+
=
(
−
n∧
j=0
1
j
Sjf + αe
)+
= (αe − γn(f ))+
and hence
H−α(−f ) = Jα(f ).
Thus
T PJα(f )Q(−f )−αT PJα(f )Qe,
from which the result follows upon multiplying by −1. 
The classical ergodic theorems are concerned with the convergence of the Cesaro sums of
iterates of an operator on L1(Ω,A,μ) which is norm preserving. Their natural generalization to
Dedekind complete Riesz spaces with weak order unit e and conditional expectation operator T
with T e = e, considers the convergence of the Cesaro sums of iterates of an operator S which is
Riesz homomorphism having Se = e and T S = T .
In order to generalize the Birkhoff Ergodic Theorem to the Riesz space context, there are two
possible avenues which can be followed: the simpler path is imposing a boundedness condition,
this yields a result similar to the Pointwise Birkhoff Ergodic Theorem; the second possibility
is to require a completeness condition on the space with respect to the conditional expectation
operator, this yields a result analogous to the L1 Birkhoff Ergodic Theorem. We shall explore,
below, both of the routes described above.
Theorem 3.7 (Birkhoff Ergodic Theorem—Bounded). Let T be a strictly positive conditional
expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an
order continuous Riesz homomorphism on E with Se = e and T Sf = Tf for all f ∈ E. Define
Sn as in (3.1).
(a) If ( 1
n
Sn(f )) is bounded in E then this sequence converges in E.
(b) If ( 1
n
Sn(f )) converges to say Lf , then Lf = SLf and T Lf = Tf .
(c) If ( 1
n
Sn(f )) converges to say Lf for each f ∈ E, then L is a conditional expectation on E
having Le = e.
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n
Sn(f )) is assumed bounded, from the Dedekind completeness of E it
follows that
M(f ) := lim sup
n→∞
1
n
Sn(f ), m(f ) := lim inf
n→∞
1
n
Sn(f ),
both exist. From [14, Proposition 1.1.10], the above sequence converges in E if and only if
both M(f ) and m(f ) exist and are equal. If M(f ) 	= m(f ) then from [11, Lemma 2.2], as
M(f ) > m(f ), there exist real numbers s(f ) < t(f ) such that
g := (M(f ) − t (f )e)+ ∧ (s(f )e − m(f ))+ > 0.
Let Q denote the band projection onto the band generated by g, i.e., Q = Pg . To show that Q and
S commute, by Lemma 3.4, it suffices to show that Sg = g. The map S is a Riesz homomorphism
with Se = e and as such
Sg = (SM(f ) − t (f )e)+ ∧ (s(f )e − Sm(f ))+  0.
Using that S is an order continuous Riesz homomorphism, we obtain
SM(f ) = lim sup
n→∞
1
n
n−1∑
k=0
Sk+1(f )
= lim sup
n→∞
1
n
(
Sn+1(f ) − f
)
= lim sup
n→∞
[(
1
n + 1 +
1
n(n + 1)
)
Sn+1(f ) − f
n
]
.
Here limn→∞ f/n = 0 and
lim sup
n→∞
∣∣∣∣ 1n(n + 1)Sn+1(f )
∣∣∣∣ 1K lim supn→∞
∣∣∣∣ 1n + 1Sn+1(f )
∣∣∣∣
for each K ∈ N. As E is Archimedian, this implies that
lim sup
n→∞
∣∣∣∣ 1n(n + 1)Sn+1(f )
∣∣∣∣= 0
and hence
lim
n→∞
1
n(n + 1)Sn+1(f ) = 0.
Combining these results gives
SM(f ) = lim sup
n→∞
1
n + 1Sn+1(f ) = M(f ).
Consequently
Sm(f ) = −SM(−f ) = −M(−f ) = m(f ),
giving the analogous result for m(f ), and hence that Sg = g > 0. The band projection Q thus
commutes with S.
In the notation of Corollaries 3.5 and 3.6 we observe that
Q PHt(f )(f ) ∧ PJs(f )(f ),
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PHt(f )(f )Q = Q = PJs(f )(f )Q. (3.12)
Combining (3.12) and Corollary 3.5 gives
TQf = T PHt(f )(f )Qf  t (f )T PHt(f )(f )Qe = t (f )TQe (3.13)
and similarly combining (3.12) and Corollary 3.6 gives
s(f )TQe = s(f )T PJs(f )(f )Qe T PJs(f )(f )Qf = TQf. (3.14)
Thus s(f )TQe  t (f )TQe, which with the strict positivity of T gives (s(f ) − t (f ))Qe  0.
Here Q is a non-zero positive band projection and s(f ) and t (f ) are real numbers, so s(f ) 
t (f ). This contradicts s(f ) < t(f ) and hence M(f ) = m(f ), proving the convergence.
We have already proved that SM(f ) = M(f ), which in the case of the limit existing gives im-
mediately SLf = Lf . Finally the observation that T Snf = nTf along with the order continuity
of T , gives T Lf = Tf .
Since Se = e it follows that Sne = ne and thus Le exists and Le = e. We now assume that
Lf exists for all f ∈ E. If f ∈ E+, then Sjf  0 as S is a positive operator, thus making Sn
a positive operator and consequently L is a positive operator. For each f ∈ E, SLf = Lf and
thus SnLf = nLf , from which it follows directly that L2f = Lf . In order to show that L is a
conditional expectation it remains to be shown that L is order continuous and that R(L) is a
Dedekind complete Riesz subspace of E.
To show R(L) a Riesz subspace of E it suffices (as R(L) is linear) to show that (Lf )+ ∈
R(L) for each f ∈ E. But as S is a Riesz homomorphism,
S(Lf )+ = (SLf )+ = (Lf )+.
Hence Sn(Lf )+ = n(Lf )+, which gives that L(Lf )+ = (Lf )+. Consequently (Lf )+ ∈R(L)
and R(L) is a Riesz subspace of E.
Let xα ↓ 0 in E. Then Lxα ↓ h  0 for some h ∈ E. Observe that the order continuity of T
gives, in this context, that
T Lxα ↓ T h 0
||
T xα ↓ 0
Thus T h = 0 where h 0 and T is strictly positive, making h = 0 and proving the order conti-
nuity of L.
It remains only to prove the Dedekind completeness of R(L). Let Lxα be a bounded in-
creasing net in E. Then, as E is Dedekind complete, there exists z ∈ E with Lxα ↑ z. From
the order continuity of L and as L is a projection it now follows that Lxα = L2xα ↑ Lz. Hence
z = Lz ∈R(L). 
We recall, from [6,10,11,15,23], the definition of the Riesz space E being universally com-
plete with respect to the conditional expectation operator T .
Definition 3.8. Let T be a strictly positive conditional expectation operator on the Dedekind
complete Riesz space E with weak order unit e = T e. The space E is universally complete with
respect to T if for each increasing net (fα) in E+ with (Tfα) order bounded, we have that (fα)
is order convergent.
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More information of the construction of this universal completion in the Riesz space context can
be found in [10,11].
Note that ( 1
n
Sn(f )) is bounded if and only if lim supn→∞ 1nSn(f ) and lim infn→∞
1
n
Sn(f )
both exist in E.
Theorem 3.9 (The Birkhoff Ergodic Theorem—T -universally complete). Let T be a strictly pos-
itive conditional expectation on the T -universally complete Riesz space E with weak order unit
e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e and T Sf = Tf
for all f ∈ E. Define Sn as in (3.1), then the sequence ( 1nSn(f )) converges to say Lf = SLf in
E for each f ∈ E. In addition T L = T and L is a conditional expectation on E.
Proof. In the light of Theorem 3.7, we need only to show that
lim sup
n→∞
1
n
Snf
exists for each f ∈ E+. Let f ∈ E+ be fixed, then
lim sup
n→∞
me ∧
(
1
n
Snf
)
exists for each m ∈ N. We now show that
lim
n→∞me ∧
(
1
n
Snf
)
exists for each m ∈ N.
From the Dedekind completeness of E it follows that
M := lim sup
n→∞
me ∧ 1
n
Sn(f ), N := lim inf
n→∞ me ∧
1
n
Sn(f ),
both exist, we need to show them equal. If M 	= N then from [11, Lemma 2.2], as me M >
N  0, there exist real numbers 0 < s < t < m such that
g := (M − te)+ ∧ (se − N)+ > 0.
Let Q denote the band projection onto the band generated by g, i.e., Q = Pg . To show that Q and
S commute, by Lemma 3.4, it suffices to show that Sg = g. The map S is a Riesz homomorphism
with Se = e and as such
Sg = (SM − te)+ ∧ (se − SN)+.
Using that S is an order continuous Riesz homomorphism, we obtain
SM = lim sup
n→∞
me ∧
(
1
n
n−1∑
k=0
Sk+1(f )
)
= lim sup
n→∞
me ∧
(
1
n
(
Sn+1(f ) − f
))
= lim sup
n→∞
me ∧
[(
1
n + 1 +
1
n(n + 1)
)
Sn+1(f ) − f
n
]
.
Here limn→∞ f/n = 0.
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1
n1/2(n + 1)Snf 
n−1∑
j=0
1
(j + 1)3/2 S
jf,
where
n−1∑
j=0
1
(j + 1)3/2 S
jf
is increasing in n. Thus
T
n−1∑
j=0
1
(j + 1)3/2 S
jf =
n−1∑
j=0
1
(j + 1)3/2 T S
jf =
n−1∑
j=0
1
(j + 1)3/2 Tf 
∞∑
j=0
1
(j + 1)3/2 Tf.
From the T -universal completeness of E,
n−1∑
j=0
1
(j + 1)3/2 S
jf ↑n h
for some h ∈ E. Combining these results gives
1
n(n + 1)Snf 
1√
n
h.
As E is Archimedian, this implies that
lim
n→∞
1
n(n + 1)Sn+1f = 0.
Hence
SM = lim sup
n→∞
me ∧ 1
n + 1Sn+1f = M.
Analogously SN = N , and thus that Sg = g. The band projection Q thus commutes with S.
Observe that for 0 < α < m the band generated by (ρn(f ) − αe)+ and by
(
me ∧ ρn(f ) − αe
)+ =
((
n∨
j=0
me ∧ 1
j
Sjf
)
− αe
)+
are the same.
In the notation of Corollaries 3.5 and 3.6, we note that
Q PHt (f ) ∧ PJs(f )
from which it follows that Q = PHt (f )Q and Q = PJs(f )Q. Appealing to Corollary 3.5 gives
TQf = T PHt (f )Qf  tT PHt (f )Qe = tT Qe
and to Corollary 3.6 gives
sTQe = sT PJs(f )Qe T PJs(f )Qf = TQf.
Thus (s− t)TQe 0, from which it follows that s  t , since T is strictly positive and Q is a non-
zero positive band projection. This contradicts s < t and hence M = N , proving the convergence.
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T
(
me ∧
(
1
n
Snf
))
 1
n
T Snf = Tf
for each m,n ∈ N and, since T is order continuous,
T lim
n→∞me ∧
(
1
n
Snf
)
= lim
n→∞T
(
me ∧
(
1
n
Snf
))
 Tf,
for each m ∈ N. In particular, taking the limit as m → ∞ in the above expression, along with E
being T -universally complete, gives that
lim
n→∞me ∧
(
1
n
Snf
)
↑m γ
for some γ ∈ E. Hence
lim
n→∞me ∧
(
1
n
Snf
)
 γ
for all m ∈ N and consequently
lim sup
n→∞
(
1
n
Snf
)
 γ,
which proves the required boundedness. 
4. The Strong Law of Large Numbers
The Strong Law of Large Numbers gives that if T S = T and Se = e = T e where S is an
order continuous Riesz homomorphism, T is a conditional expectation on the Dedekind complete
Riesz space E with weak order unit e, and if the sequence (Sjf ) is independent and has Cesaro
mean Lf for each f ∈ E, then L is the conditional expectation operator T , i.e., L = T . We
now show this to be an easy consequence of the Birkhoff Ergodic Theorems and Kolmogorov’s
Zero–One Law.
In probability theory the concept of independence relies on both the presence of a probability
measure and the multiplicative properties of R+. In the Riesz space setting, the role of the prob-
ability measure or expectation operator is replaced by a conditional expectation operator while
the role of multiplication is mirrored at operator level by composition.
Definition 4.1. Let E be a Dedekind complete Riesz space with conditional expectation T and
weak order unit e = T e. Let P and Q be band projections on E, we say that P and Q are
independent with respect to T and e if
T PTQe = T PQe = TQT Pe.
In the case of E = L1(Ω,A,μ) where μ is a probability measure, e = 1 and T an expectation
operator Tf = ∫ f dμ = E[f ]1, we have that the band projections on E are maps of the form
Pf = fχA and Qf = f χB where A,B ∈A. Here
T PTQe = E[χAE[χB ]]= E[χAμ(B)]= μ(B)E[χA] = μ(B)μ(A)
and similarly TQT Pe = μ(A)μ(B). Also
T PQe = E[χAχB ] = E[χA∩B ] = μ(A ∩ B).
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pendence of A and B .
A more interesting example is that of, say, E = L1((0,1),A,μ) where μ is Lebesgue mea-
sure, A the Lebesgue measurable sets and
Tf = 2χ(0,1/2]
1/2∫
0
f dμ + 2χ(1/2,1)
1∫
1/2
f dμ.
Here T is a conditional expectation on E and e = 1 is a weak order unit which is invariant
under T . In this case the Riesz space independence of P and Q (as above) gives that A and B are
independent with respect to both of the conditional probability measures μ(0,1/2] and μ(1/2,1].
The following lemma (proved under a slightly different definition of independence in [12])
forms a crucial step in the proof of the Kolmogorov Zero–One Law.
Lemma 4.2. Let E be a Dedekind complete Riesz space with strictly positive conditional expec-
tation T and weak order unit e = T e. Let P be a band projection on E which is self-independent
with respect to T , then T P = PT and T Pe = Pe.
Proof. As P is self-independent with respect to T , we have that T PT Pe = T Pe. Thus
0 = T (P − PT P )e = T (I − P)T Pe,
since T 2 = T . Because I − P  0 and T strictly positive, it now follows that (I − P)T Pe = 0
and hence
PT Pe = T Pe. (4.1)
Direct computation gives
T PT (I − P)e = T PT e − T (PT P )e = T PT e − T Pe. (4.2)
Since T e = e, (4.2) gives T PT (I − P)e = 0, from which the strict positivity of T allows us to
deduce that PT (I − P)e = 0. Combining this result with (4.1) and T e = e yields
Pe = PT e = PT Pe = T Pe.
Let B be the band associated with P . Then B is the band generated by Pe, as remarked at the
end of Section 2. Since T Pe = Pe, B is a band generated by an element ofR(T ), and thus from
[10, Lemma 3.1] it follows that T P = PT . 
In a manner similar to that of measure theoretic probability, we can define independence, with
respect to the conditional expectation T , of a family of Dedekind complete Riesz subspaces of
the Riesz space E.
Definition 4.3. Let E be a Dedekind complete Riesz space with conditional expectation T and
weak order unit e = T e. Let Eλ, λ ∈ Λ, be a family of Dedekind complete Riesz subspaces of
E having e ∈ Eλ for all λ ∈ Λ. We say that the family is independent with respect to T if, for
each pair of disjoint sets Λ1,Λ2 ⊂ Λ, we have that P1 and P2 are independent with respect to T
and e. Here P1 and P2 are band projections with
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〈 ⋃
λ∈Λj
Eλ
〉
,
where 〈S〉 denotes the smallest Dedekind complete Riesz subspace of E containing the set S.
For E = L1(Ω,A,μ), where μ is a probability measure, e = 1 and T the expectation operator
Tf = ∫ f dμ = E[f ]1, independence of the family, Eλ = L1(Ω,Aλ,μ), λ ∈ Λ, of Dedekind
complete Riesz sub-spaces Eλ of E, where Aλ is a sub-σ -algebra of A, is none other than the
definition of independence of the family Aλ, λ ∈ Λ, as sub-σ -algebras of A.
Definition 4.3 leads naturally to the definition of independence for sequences in E, given
below.
Definition 4.4. Let E be a Dedekind complete Riesz space with conditional expectation T and
weak order unit e = T e. We say that the sequence (fn) in E is independent with respect to T
and e if the family {〈{fn, e}〉 | n ∈ N} of Dedekind complete Riesz spaces is independent.
The definition of the tail, below, generalizes the classical σ -algebra definition for a sequence
of random variables.
Definition 4.5. Let E be a Dedekind complete Riesz space with weak order unit e. Let (fn) be a
sequence in E. We define the tail of (fn) with respect to the weak order unit e to be the Dedekind
complete Riesz subspace of E given by
τ
[
(fn), e
] := ⋂
n∈N
〈{e, fn, fn+1, . . .}〉.
We say that a band projection P is from the tail of (fj ) if Pe ∈ τ [(fj ), e].
The Kolmogorov Zero–One Law, proved under a more restrictive definition of independence
in [12] follows, and will be used in the proof of the strong law of large numbers on Riesz spaces,
see Theorem 4.8.
Theorem 4.6 (The Kolmogorov Zero–One Law). Let E be a Dedekind complete Riesz space with
strictly positive conditional expectation operator T and weak order unit e = T e. Let (fn) be a
sequence in E which is independent with respect to T . If P is a band projection from the tail of
(fn) with respect to e, then T Pe = Pe and PT = T P .
Proof. From Lemma 4.2, we need only prove that P is self-independent with respect to T . For
each n ∈ N let
Sn =
〈{e, f1, . . . , fn}〉, S∞ = 〈{e, f1, f2, . . .}〉.
As P is a band projection from the tail of (fn) we have that Pe ∈ S∞. But⋃∞j=1 Sj is order dense
in S∞ and consequently there exists a net (hα) ⊂⋃∞j=1 Sj with hα ↑ Pe. Let Λn = {α | hα ∈ Sn}
and qn = supα∈Λn hα then qn ∈ Sn, as Sn is a Riesz subspace of E, see [1, pp. 66 and 84]. Also
qn ↑ Pe. Denote Pn = Pqn , then Pne = qn and Pn ↑ P . Consequently
Pe ∈
⋂〈{e, fj , fj+1, . . .}〉⊂ 〈{e, fn+1, fn+2, . . .}〉, for each n ∈ N.
j∈N
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T PnT Pe = T PnPe = T PT Pne, for all n ∈ N.
From the order continuity of T , taking the order limit as n → ∞ in the above equation yields
T PT Pe = T Pe, making P self-independent with respect to T . 
Theorem 4.6 has the following useful corollary.
Corollary 4.7. Let E be a Dedekind complete Riesz space with strictly positive conditional ex-
pectation operator T and weak order unit e = T e. Let (fn) be a sequence in E independent with
respect to T and e, then
τ
[
(fn), e
]⊂R(T ).
Proof. From Theorem 4.6, if P is a band projection with Pe ∈ τ [(fn), e] then Pe = T Pe ∈
R(T ). The claim of the corollary now follows as a simple application of Freudenthal’s theorem,
[24, p. 217]. 
Theorem 4.8 (The Strong Law of Large Numbers). Let T be a strictly positive conditional expec-
tation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an order
continuous Riesz homomorphism on E with Se = e and T Sf = Tf for all f ∈ E. Define Sn as
in (3.1) with the sequence ( 1
n
Sn(f )) convergent to say Lf in E, for each f ∈ E. If the sequence
(Sjf ) is independent with respect to T for each f ∈ E, then L = T .
Proof. From the Birkhoff Ergodic Theorem, Theorem 3.7, we have that SjLf = Lf for all j ∈ N
and that T L = T . The former equality gives that Lf is in the tail of (Sjf ) with respect to T , so
from the Kolmorogov Zero–One Law, Theorem 4.6, Lf ∈R(T ). Thus for each f ∈ E,
Tf = T Lf = Lf
making T = L. 
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