




















































































































































































































































































































































































































































































































































































































































































































































































            Total Probability 
2. P(‐q/‐p) = 1          q logically implies p 
3. P(‐b(q)/‐q.‐p) ≥ P(‐b(q)/‐q)      No‐Freefall Condition 
4. P(‐b(p)/‐b(q)) ≥ z  .5 < z ≤ 1    Basing I  
5. P(‐b(p)/‐b(q).‐p) = P(‐b(p)/‐b(q))    Basing II 
6. P(‐b(q)/‐q) ≥ s  .5 < s ≤ 1    S is sensitive to q 
7. For all A, 0 ≤ P(A)        Definition of probability 
8. P(‐b(q)/‐q.‐p) = P(‐b(q)/‐p)      2 





12. P(‐b(p)/‐p) ≥ sz        7, 11 
 
 
Appendix 2 
For the multiple‐premise case, the subject’s belief in p is based on her beliefs in q1, …, qn only if 
P(‐b(p)/ (‐b(q1)...‐b(qn))) > z  Basing I 
P(‐b(p)/(‐b(q1)...‐b(qn))q’)) = P(‐b(p)/(‐b(q1)...‐b(qn)))  Basing II 
Here we will work through the specific case of two premises, where a subject bases her belief in p on 
her beliefs in q1 and q2, the latter together logically imply the former, and she knows that. We assume 
that she is sensitive and adherent to the premises q1 and q2 because in the multiple‐premise case 
sensitivity to the conclusion can’t be insured without adherence to the premises. By the total probability 
rule her sensitivity to the conclusion can be written: 
P(‐b(p)/‐p) = P(‐b(p)/(‐b(q1)‐b(q2))‐p)P((‐b(q1)‐b(q2))/‐p) + P(‐b(p)/(b(q1)b(q2))‐p)P((b(q1)b(q2))/‐p) 
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The second summand will not add much for putting a lower bound on sensitivity because it will go 
roughly as (1‐v)(1‐s)(1‐s), but the term doesn’t hurt either since it is not negative. Focusing on the first 
term, we can expand it, by total probability applied to its second term, P((‐b(q1)‐b(q2))/‐p), to get: 
P(‐b(p)/‐p) ≥ P(‐b(p)/(‐b(q1)‐b(q2))‐p)[P((‐b(q1)‐b(q2))/(‐q1‐q2))P((‐q1‐q2)/‐p)  + P((‐b(q1‐
b(q2))/(q1q2))P((q1q2)/‐p)] 
P((q1q2)/‐p) is zero, leaving: 
P(‐b(p)/‐p) ≥ P(‐b(p)/(‐b(q1)‐b(q2))‐p)P((‐b(q1)‐b(q2))/(‐q1‐q2))P((‐q1‐q2)/‐p) 
P((‐q1‐q2)/‐p) is 1, leaving: 
P(‐b(p)/‐p) ≥ P(‐b(p)/(‐b(q1)‐b(q2))‐p)P((‐b(q1)‐b(q2))/(‐q1‐q2))    * 
We have succeeded in reducing the question about sensitivity to p to questions about sensitivity to q1 
and to q2, adherence to q1 and to q2, and the basing relations between beliefs in q1 and p, and q2 and p.25 
The subject’s sensitivity to p depends, as we should expect, on which of q1 or q2 is more likely to be false 
if p is false, and on how likely she is to not believe q1 and not believe q2 when each of them is false and 
when each of them is true, and on how likely she is not to believe p when she does not believe q1 and 
when she does not believe q2.  
Both conditional probabilities in * have disjunctions in their conditions, which makes it easy to be 
misled. We know that in deductive logic A  C and B  C together imply (A or  B)  C. If A yields C and B 
yields C then if you have at least one of A and B you’ll have C. But the analog does not hold in 
probability. The following set of conditions 
P(C/A) > x 
P(C/B) > x 
P(C/(A  B)) < x 
is a coherent assignment of probabilities, a phenomenon called Yule‐Simpson Reversal. (Malinas and 
Bigelow 2016) We can avoid such reversals in our case by making the linking conditional probabilities 
that go to deciding the values of the conditional probabilities with disjunctive conditions, the same for 
all possible branches. That is, sensitivity and adherence to q1 is assumed to have the same minimum as 
sensitivity and adherence to q2, respectively, and if in addition we set s = t then 
P(‐b(q1)/‐q1) > s 
P(‐b(q2)/‐q2) > s 
P(b(q1)/q1) > t 
P(b(q2)/q2) > t 
                                                            
25 The role of adherence is less obvious but it factors in evaluating P((‐b(q1)‐b(q2))/(‐q1‐q2)) because ‐q1‐q2  may 
be true when q1 is true or when q2 is true. 
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together imply that the minimum sensitivity that ‐q1‐q2 yields does not depend on which of its 
disjuncts is more likely to be making it true. Similarly the right hand sides of these expressions being 
equal 
P(‐b(p)/‐b(q1) > z 
P(‐b(p)/‐b(q2) > z 
implies that the minimum sensitivity to p that ‐b(q1) or ‐b(q2) yields does not depend on which of its 
disjuncts is more likely to be making it true. 
P(‐b(p)/‐p) = P(‐b(p)/(‐b(q1)‐b(q2))‐p)P((‐b(q1)‐b(q2))/(‐q1‐q2))    * 
There are three possible ways for ‐q1‐q2 to be true, and for each of those, four possible permutations 
of the truth values of the conjuncts in the conjunction b(q1)  b(q2). If s = t = z = .95, then greater than or 
equal to st = .90 of the twelve possibilities have either ‐b(q1) or ‐b(q2) true. Of these, at least .95, i.e. z, 
have ‐b(p) true because b(q1) and b(q2) are bases for b(p). In all, P(‐b(p)/‐p) ≥ stz = (.95)(.95)(.95) = .86. If 
s = t, then n‐premise one‐step inferences have conclusion beliefs with sensitivity ≥ zsn.  
This inequality also depends on assuming that b(q1) and b(q2) are independent given ‐q1, given ‐q2, given 
q1,and given q2 That is, for this way of avoiding freefall in multiple‐premise cases, we need to add the 
conditions: 
P(‐b(q1)/‐q1±b(q2)) ≥ P(‐b(q1)/‐q1) and 
P(‐b(q2)/‐q2±b(q1)) ≥ P(‐b(q2)/‐q2) 
P(b(q1)/q1±b(q2)) ≥ P(b(q1)/q1) and 
P(b(q2)/q2±b(q1)) ≥ P(b(q2)/q2) 
Your believing or not believing one of the premises should not reduce your sensitivity or adherence to 
the other. These conditions, together with the condition above that s = t = z, are the Multiple‐Premise 
No‐Freefall Conditions (MPNFC) for a single step of deduction. The multiple‐premise, multiple‐step case 
is left for further work. 
 
 
