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Abstract 
Software slicing is the analysis of a program based on a slicing criterion to 
produce executable code that contains only those lines that are related to the slicing 
criterion. This reduces the state space of the program, thus aiding in testing and 
debugging. This technical report analyzes the Indus-Kaveri plug-in to assess its 
capacity for providing correct software slices that can be used to reduce regression 
tests. The tests reveal that the plug-in produces slices as advertised by the 
documentation, but, nevertheless, has many limitations that make it impractical for 
use in a commercial environment. These limitations include the plug-in’s 
incompatibility with programs that require a Java Runtime later than version 1.4, the 
lack of highlighting of slices within external classes utilized, and the fact that slicing 
is accomplished through the return value of a method. 
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I. Introduction  
A. Slicing Overview 
Slicing was introduced in by Mark Weiser (1984) and refers to reducing a 
program to a smaller form that still produces the behavior of the original program 
based on a given point of interest called the slicing criterion. Weiser noticed that 
programmers were actually performing mental slicing when they were debugging 
their programs and tried to provide a formal definition of this process (De Lucia, 
2001).  
After Weiser’s (1984) introduction of the concept of slicing, much research 
has been done and many papers have been published. The original definition by 
Weiser related to static slicing, meaning that the computed slice would always 
produce the same output as the original program, regardless of the program’s input. 
Variations of the original definition have been introduced, such as dynamic slicing, 
which identifies the set of statements that affect the variable of interest (slicing 
criterion) for a particular execution of the program rather than for all possible 
program executions. Other slicing variations include quasi static slicing, 
simultaneous dynamic slicing, and conditioned slicing.  
A program slice is not unique. In other words, we can find multiple slices that 
reproduce the same behavior as the original program based on a given slicing 
criterion. An ideal slice of a program would be a slice that contains the smallest 
number of statements. However, according to Weiser (1984), finding the minimal 
slice is not algorithmically solvable, and practical solutions must be content with 
“small” slices that may not be strictly minimal.  
B. Problem Statement 
Even though slicing was introduced a while ago, and despite the benefits it 
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software development cycle. In this report, we evaluate a slicing tool and determine 
whether the tool is suitable for slicing real-world programs.  
The first thing we check is whether the tool can produce a correct slice of a 
given program; otherwise, the tool is useless. 
The second thing we analyze is how good the slice generated by the tool is 
compared to the minimal slice. In fact, the slicing tool would not be as useful as it 
should be if it included a lot of statements that were irrelevant to the slice.  
C. Existing Tools 
A thesis (Lim & Ben Kahia, 2011) was done at the Naval Postgraduate School 
(NPS) in which the students tried to find a suitable slicing tool. The slicing tools 
mentioned in this work included CodeSurfer, a C/C++ slicing tool by GrammaTech; 
Jslice, a static and dynamic slicer for Java programs; and Indus, a static slicing tool 
for Java programs. The students had licensing issues with CodeSurfer and 
documentation problems with the Jslice tool, so they decided to analyze Indus. 
In this paper, we further analyze the Indus-Kaveri tool to determine whether 
we can use it with a real-world program. We use test cases to show any limitations 
the tool might have.  
D. Benefits 
Slicing can be very beneficial in code debugging. For example, when a 
programmer encounters an error in the output of one module, it is much easier to 
look at the program statements that led to that error rather than scanning the entire 
code to find the cause of the error. By using a backward slice of the program and 
choosing the output of the module as the slicing criterion, a perfect slicing tool would 
only show the statements that affected the output of the module, therefore, making 
the job of the programmer much easier. Since finding a minimal slice is an 
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the computed slice; however, this does not deny the fact that debugging a slice of 
the program requires much less effort than debugging the entire program. 
Slicing can also be very useful in software maintenance. Software changes 
are very common and are needed to improve the software’s performance, fix 
discovered errors, or add new functionality. Making software modifications is very 
costly because we need to retest the entire system after making changes. This 
process is referred to as regression testing and is used to validate parts of the 
software that were modified and, at the same time, ensure that no errors were 
introduced in the previously tested code. Slicing a program can show us which parts 
of the program are not affected by the new code and, therefore, we would know 
which parts can be safely left alone during regression testing. The process of 
regression testing is a human-intensive activity that makes it costly and time 
consuming. Therefore, using program slicing to reduce the amount of retesting that 
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II. Tool Analysis 
A. Installation Procedures 
Our study found that installation procedures for Indus-Kaveri were poorly 
documented and difficult to carry out. We found the procedures described in this 
section to work as of April 9, 2012. 
The installation of the Indus-Kaveri plug-in for Eclipse requires the use of 
legacy versions of Java and Eclipse, as the later versions are not compatible with 
the legacy plug-ins. The environment used to run Kaveri is as follows: 
 Windows 7 (32 bit) 
 Eclipse 3.2.0—http://archive.eclipse.org/eclipse/downloads/index.php 
 Java 1.4.2_19 (and the VM 5.0) 
 Java 1.5.0_22 (optional—plug-in development only) 
 Indus Plug-in 0.8.3.14—
http://projects.cis.ksu.edu/gf/project/indus/frs/?action=&_br_pkgrls_tota
l=50&_br_pkgrls_page=2 
 Kaveri Plug-in 0.8.3—
http://projects.cis.ksu.edu/gf/project/indus/frs/?action=&_br_pkgrls_tota
l=50&_br_pkgrls_page=1 
 Groovy Monkey 0.6.1—http://sourceforge.net/projects/groovy-
monkey/?source=directory 
The Indus and Kaveri plug-ins for Eclipse are installed simply by adding the 
necessary files to the plug-in directory. In the case of Groovy Monkey, the user has 
to navigate to the “plug-ins” directory of the downloaded .zip file and copy the “.jar” 
contents to the plug-ins directory of Eclipse. Eclipse and Java have built-in 
installation/set-up procedures. Note that Eclipse may not run if newer versions of 
Java have been installed. In such an environment, while the user may get Eclipse to 
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Eclipse is stand-alone in that the installed files can simply be copied from one 
machine to another (i.e., no registry entries or files are installed externally). Once all 
of these applications and plug-ins have been installed, the slicer has to be 
configured as follows: 
 Open Eclipse and create a new workspace if you don't already have 
one. 
 Click the Indus menu bar item and select “Slicer Configuration.” 
 On the Configurations tab, select “Create” (see Figure 1). 
 Rename the new configuration to something like “my backward 
slicing.” 
 In the Slice tab, check the box for “Executable slice” and make sure 
the slice type is set to “Backward slice.” 
 Make sure that no other boxes are checked for any of the other tabs. 
 Create another configuration and name it something like “my fwd 
slicing.” 
 In the Slice tab, check the box for “Property Aware Slicing” and make 
sure the slice type is set to “Forward slice.” 
 On the General Dependence tab, check the top three boxes. 
 Make sure that no other boxes are checked for any of the other tabs. 
 Click “OK”—this has to be done before the next step otherwise the new 
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Figure 1. Indus Configuration Editor 
Once the two configurations are set up, we need to link them with the buttons: 
 Select the “Slice Button Configurations” tab. 
 Select your newly created configurations for backward and forward 
slice actions. 
Now you should be able to create a Java file and slice it using the buttons in 
the Eclipse toolbar (see Figure 2). 
 
Figure 2. Eclipse Toolbar 
It should be noted that Java projects are made compliant only with Java 1.4. 
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Figure 3. Java Compliance Level 
B. Test Cases  
After installation, we subjected Kaveri to a series of test cases. The slicing 
criteria we used were the testing of four simple programs with increasing complexity. 
The first was a program with all code residing in main. The second was a procedure 
call within the same class. The third was a call to a separate external class. The 
fourth class tested Indus compatibility with a recent Java version. The fifth test was 
an evaluation of the tool’s ability to recognize when a class calls itself. The sixth test 
was an evaluation of the way the tool interprets object references and changes to 
their respective contents.  
C. Test Results and Interpretation 
The test results are found in Appendix A. As can be seen from these results, 
Indus is capable of performing slices, but the results are not perfect. In fact, the 
slicer sometimes ignores code statements that are essential to the proper 
functioning of the slice, such as the case with slicing the Test2 file. In addition, when 
slicing a Java file that calls external classes, Kaveri does not visually provide a way 
of showing which classes are included in the slice.  
Indus appears to work fine with small-scale programs, but many issues start 
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limitation with Indus in that it only operates using Java 1.4.2. Test 4 incorporates 
new features available in Java 1.5 and above and, thus, cannot be run using Java 
1.4.2. This highlights another limitation with Indus in that it cannot be used with 
modern Java programs. 
Test 5 highlighted an issue that made the tool provide what appears to be an 
incorrect/incomplete slice. We believe that this behavior is due to Kaveri slicing 
based on values, specifically, the returned value. To confirm this, Test 5 was 
modified to return a value. The program was then sliced correctly based on the 
returned variable. What appeared to be an incorrect slice in the original Test 5 
occurred because the System.out.println() method does not return a value. This 
behavior is counterintuitive, as a user would have expected that the slice be 
performed based on the input variables as well. To allow the program to be sliced in 
accordance with the way a user expects it to, the program has to be modified to 
ensure that the variables of interest affect the output object. This can be achieved by 
manually coding these return values, but preferably through the use of wrappers to 
automate the work and reduce chances of errors being introduced. Regardless of 
this additional difficulty, the slicing criterion should not affect the behavior invariance 
property (i.e., the behavior of the sliced program is no different from the behavior of 
the original program). 
D. Limitations 
 The Indus tool in its current form is unrealistic for real-world scenarios. 
According to the developer, only programs that are compatible with 
Java VM 2 can be sliced. 
 Kaveri does not appear to automatically slice classes or modules 
referenced that are not located in the same Java file. This effectively 
limits the ability of the plug-in to analyze real-world applications. Indus 
does not identify the end of a code block. This means that the output 
from Indus is not readily compilable, as it does not specify which lines 
of code belong to a loop or method. 
 Variables must be declared and initialized in the same line. Indus does 
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slice, and, thus, does not comply with the define-use principle of 
testing. 
 Indus and Kaveri are very difficult to set up and configure, let alone 
modify. The dependence on external tools and plug-ins that the system 
relies on is a big hindrance. This is aggravated by the lack of support 
for the tool, in that the developer is no longer focused on providing 
updates and maintenance of the software. We performed a web search 
as well as contacted the person who developed Indus to see if there is 
a stable commercial version of the tool, and we concluded that there 
was not any commercial version of Indus-Kaveri. 
 As an example of set-up difficulties, the tool requires Java version 1.5 
to compile, version 1.4.2 to run, and version 1.2 as a target source. 
The end result is that the tool is only capable of slicing legacy code. 
 Indus ignores the lines with closing brackets. This is significant in “for” 
and “while” loops, especially if the user wishes for the program to 
output an executable file. 
 Slices are based on value, specifically the return value. If the user 
wishes to slice based on the input variables as well, then the program 
has to be modified to return an object based on the input variables.  
 
E. Tool Alternatives 
Some limitations of the Indus-Kaveri tool can be overcome by using the 
command line version of Indus (SliceXMLizerCLI ), along with a parser program that 
would analyze the output files resulting from slicing a Java program with 
SliceXMLizerCLI. Unlike the Kaveri plug-in, which does not slice external classes, 
the output of the SliceXMLizerCLI command would include a slice of external 
classes called by the program being sliced.  
When slicing a Java program P with the Indus command line interface, we 
would have as an output the Jimple of the slice of program P and Jimple code of 
other external classes in program P that are needed to compute the slice of P. 
Jimple is an intermediate representation of a Java program that is easier to 
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III. Conclusion 
The tool analysis provided shows that the Indus-Kaveri plug-in works as 
described in the product documentation. It does not tend to produce an excessively 
large slice, thus potentially saving time because it does not run irrelevant code. 
Despite this, however, it has many limitations that prevent it from being used in a 
commercial setting. Even if the plug-in were updated to be compatible with Java 
programs that use the latest Runtime, that display highlighting within external 
classes used, or that produce complete executable code, it nevertheless would 
require an impractically major overhaul to allow the program to behave as a user 
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Appendix A. Test Results 
A. Test 1 Results 
 
 
Figure 4. Visual Output for the fuelEconomy Line 
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B. Test 2 Results 
 
 
Figure 5. Visual Output for prx(2) 
The slice highlighted the appropriate method to be called, but, interestingly, it 
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C. Test 3 Results 
Selecting for p2.a = 2, the results shown in Figure 6 were obtained. 
 
Figure 6. Selecting for p2.a = 2 
No output or slice was observed for class “Point,” but the appropriate lines 
have been identified. 
D. Test 4 Results 
The program failed to run due to the use of an autoboxing feature found in 
Java 1.5 and above. Since Indus and Kaveri work only with Java 1.4.2, Test 4 could 
not be run or tested. 
E. Test 5 Results 
   public class Car { 
        public String make = ""; 
        public String model = ""; 
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        public int mileage = 0; 
        private int gasConsumption = 0; 
         
        public  static void main(String args[]){ 
            Car c1 = new Car("Mercedes", "C220", "1994"); 
            Car c2 = new Car("Audi", "A4", "2000"); 
            c1.setGasConsumption(25); 
            c1.mileage=185000; 
            c2.setGasConsumption(27); 
            c2.mileage=125000; 
            c1.displayDetails(); 
            c2.displayDetails(); 
        } 
        public Car (String mk, String md, String yr){ 
            this.make=mk; 
            this.model=md; 
            this.year=yr;     
            this.mileage=0; 
        } 
 
        public int getGasConsumption() { 
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        } 
        public void setGasConsumption(int gasConsumption) { 
            this.gasConsumption = gasConsumption; 
        } 
        public  void displayDetails(){ 
            System.out.println("Make: " + this.make); 
            System.out.println("Model: " + this.model); 
            System.out.println("Year: " + this.year); 
            System.out.println("Mileage: " + this.mileage); 
            System.out.println(""); 
        } 
    } 
 
Based on the results of Test 5, it appears that the tool provides an incorrect 
slice as the line c1.mileage=185000; is not highlighted when it should be. 
As a further test, the program was slightly modified to provide an output 
based on the displayDetails method: 
package nps.edu; 
 
public class Car { 
    public String make = ""; 
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    public String year = ""; 
    public int mileage = 0; 
    private int gasConsumption = 0; 
     
    public  static void main(String args[]){ 
        Car c1 = new Car("Mercedes", "C220", "1994"); 
        Car c2 = new Car("Audi", "A4", "2000"); 
        c1.setGasConsumption(25); 
        c1.mileage=c1.mileage + 1; 
        c2.setGasConsumption(27); 
        c2.mileage=125000; 
        int x; 
        x = c1.displayDetails(); 
        System.out.println(x); 
        //c2.displayDetails(); 
    } 
    public Car (String mk, String md, String yr){ 
        this.make=mk; 
        this.model=md; 
        this.year=yr;     
        this.mileage=0; 
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    public int getGasConsumption() { 
        return this.gasConsumption; 
    } 
    public void setGasConsumption(int gasConsumption) { 
        this.gasConsumption = gasConsumption; 
    } 
    public  int displayDetails(){ 
        System.out.println("Make: " + this.make); 
        System.out.println("Model: " + this.model); 
        System.out.println("Year: " + this.year); 
        System.out.println("Mileage: " + this.mileage); 
        return this.mileage; 
    } 
} 
Having the program return a value related to mileage causes the tool to 
highlight the appropriate lines. 
F. Test 6 Results 
package edu.nps.cs; 
 
public class Test3 { 
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   Point p1 = new Point(); 
        Point p2 = new Point();     
        p1.a = 1; 
        p2 = p1; 
        if (p1.a == p2.a) { 
                    System.out.println("points are equal"); 
        } 
        p2.a = 2; 
        if (p1.a == p2.a) { 
            System.out.println("points are still equal"); 
        } else { 
         System.out.println("points are no longer equal"); 
        } 
        p2.a = p2.a + 1; 
        System.out.println("P1: p1.a = " + p1.a); 
        System.out.println("P2: p2.a = " + p2.a); 
  } 
} 
 
Apart from the missing declaration of the point p2, the slice is otherwise 
correct. The Indus-Kaveri plug-in detects the relationship between two objects that 
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